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Abstract
We study the String dual to N = 1 SQCD deformed by a quartic superpotential in the quark
superfields. We present a unified view of the previous results in the literature and find new
exact solutions and new asymptotic solutions. Then we study the Physics encoded in these
backgrounds, giving among other things a resolution to an old puzzle related to the beta
function and a sufficient criteria for screening. We also extend our results to the SO(Nc) case
where we present a candidate for the Wilson loop in the spinorial representation. Various
aspects of this line of research are critically analyzed.
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1 Introduction
In the last decade, the AdS/CFT conjecture originally proposed by Maldacena [1] and refined
in [2, 3] have shown to be one of the most powerful analytic tools to study strong coupling
effects in gauge theories. The project of extending the original duality to theories with a
renormalization-group flow was initiated in [4] and many different lines of research were pro-
posed to compute non-perturbative effects in quantum field theories with small amount of
Supersymmetry (SUSY).
In this paper we will focus on the type of set-ups called “wrapped branes models”. The
first example of these models was presented by Witten in [5] and consists of a set of Nc D4
branes that wrap a circle with SUSY breaking periodicity conditions, giving at low energies
an effective theory with a massless vector field. This String background may be thought as
capturing strongly coupled aspects of a version of Yang-Mills theory completed at slightly
higher energies by a set of extra states. This type of ideas have been applied to a variety of
models, preserving different amounts of SUSY. For example in [6] a String background dual
to an N = 2 Super Yang-Mills theory was given. In the paper [7], the dual to a version of
N = 1 Super Yang-Mills was presented 1.
The models described above involve a (large) number Nc of “color branes” usually wrapping
calibrated cycles inside CY folds. In this paper we will focus on duals to field theories encoding
the dynamics of adjoint fields in interaction with fundamental matter. Fundamental fields
(quarks) are added, following the results of the paper [10], with “flavor branes”. These are
branes sharing the Minkowski directions with the “color branes” and extended over non-
compact calibrated manifolds inside the CY fold. For the case of wrapped brane set-ups dual
to a version of N = 1 SYM theory [7], the addition of flavors was first considered in the limit
Nf
Nc
→ 0 (similar to the quenched approximation in the Lattice) in [11]. In the papers [9] and
[12] the full dynamics of fundamentals was taken into account, by working in the so called
Veneziano scaling, that is considering x =
Nf
Nc
fixed, in the large Nc limit. The field theory
dual to the backgrounds in [9] and [12] is a version of N = 1 SQCD on which we will elaborate
below.
The rest of this paper is organized as follows: In Section 2, we will review the field theory
and the String dual(s) presented in [9] and [12]. Then, in Section 3 we will present a unified
treatment of the different string duals. This will allow us to systematically classify and find
1The solution in [7], is the one found in a 4-d gauged Supergravity context by the authors of [8]. There are
actually a whole family of solutions dual to N=1 SYM with an UV completion. See Section 8 of [9].
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new solutions (done in Section 4). We will then dedicate Section 5 to the study of field
theory aspects that can be read from the string dual; most notably we will provide a sufficient
condition for screening of the Wilson and other loops, solve an old puzzle related to the beta
function computation and study domain walls, Wilson, ’t Hooft and dyon loops. In Section
6, we will present a dual version to the field theory described in Section 2 for the case of
orthogonal gauge group SO(Nc) and present an object that can be associated with the Wilson
loop in the spinor representation. Finally, in Section 7 we close with general criticism to this
line of research and some conclusions. Various Appendixes with technical details complement
our presentation, trying to make the main part of the paper more readable.
2 Comments on the Field Theory and String dual
2.1 Field Theory aspects
Let us start by commenting on the field theory at weak coupling. Before the addition of
fundamental fields, this is a four dimensional theory preserving N = 1 SUSY obtained via
a twisted compactification of six dimensional Super Yang-Mills with sixteen supercharges.
It is precisely the twisting in the compactification that preserves only four supercharges.
The weakly coupled massless spectrum and multiplicities were studied in detail in [13]. The
theory contains a massless vector multiplet plus a tower of massive chiral and massive vector
multiplets, usually called “Kaluza-Klein (KK) modes”. The massive chiral superfields, denoted
below by Φk have masses (in units of the size of the inverse S
2 radius) given byM2Φk = k(k+1)
and degeneracy g = (2k+1). The massive vector superfields, denoted below by Vk, have masses
M2Vk = k
2 and degeneracy g = 4k.
Generically, the Lagrangian describing the weakly coupled theory (see [13] for the quadratic
part of the Lagrangian), consists of a massless vector multiplet plus an infinite set of KK
multiplets. Denoting the massless vector multiplet and its curvature by (V,Wα), the massive
vector multiplets by Vk (its curvature by Wk) and massive chiral multiplets as Φk, the action
is
S =
∫
d4θ
∑
k
Φ†ke
VΦk+µk|Vk|2+
∫
d2θ
[
WαWα+
∑
k
WkWk+µk|Φk|2+W(Φk, Vk)
]
. (2.1)
On the basis of renormalizability, we will propose that the superpotential is at most cubic in
the chirals, and we also expect that all the KK modes interact among themselves and that
chirals interact with massive vectors via the kinetic term
W =
∑
ijk
zijkΦiΦjΦk +
∑
k
fˆ(Φk)Wk,αW
α
k . (2.2)
Now, suppose we want to couple this field theory to fundamental matter.
3
Addition of Flavors: We now introduce flavors as a pair of chiral multiplets Q, Q¯ trans-
forming in the fundamental of SU(Nc). The action will have the usual kinetic terms plus
interactions between quarks and KK modes of the form
SQ,Q¯ =
∫
d4θ
(
Q¯†eV Q¯+Q†e−VQ
)
+
∫
d2θ
∑
p,i,j,a,b
κijp Q¯
a,iΦabp Q
b,j . (2.3)
Here, a, b = 1, ...., Nc are indexes in the fundamental and anti-fundamental of SU(Nc), while
i, j = 1, ...., Nf belong to the fundamental and anti-fundamental of SU(Nf ). Notice that the
interaction between the quark superfields and the KK fields is such that the SU(Nf )V global
symmetry is broken to U(1)Nf . This reflects in the String solution via a smearing procedure
that will be applied. With these interaction terms, it is possible to integrate out most of the
KK modes at any given range of energy, although some may be light and should be kept in
the action.
We can look for a configuration along the lines of what was proposed in the paper [12], that
is, to search for a solution to the F term equations that is such that the cubic potential has
no contribution. After integrating out the massive KK fields we find a low energy effective
action of the form
S = SN=1 SQCD +Weff , (2.4)
with a superpotential given by (the color indexes of the quarks are contracted and suppressed)
Weff ∼ −
∑
p,i,j
κ2(p),ij
2µ2p
(Q¯iQj)
2 ∼ κ
2
2µ
M2. (2.5)
Let us now explain how this particular field theory, realized in a particular vacuum, is encoded
in a String background.
2.2 The String dual
As it should be clear to the reader, the addition of flavors to a QFT using a dual String
background is achieved by supplementing the putative closed string background with open
string degrees of freedom [10].
One may decide to neglect the effects of pair creation of fundamental fields. This is anal-
ogous to neglect the deformation that the flavor branes should produce on the closed string
background mentioned above-for more discussion see Section 7.
On the contrary, if the full quantum dynamics of fundamentals is to be considered, it should
be encoded in a String background whose equations of motion are derived from the action
S = Stype IIB/A + Sbranes. (2.6)
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In this paper, we will follow the lead of [9] where the closed string background was taken to
be the one of [7] supplemented by the dynamics of fundamentals. In the case at hand, the
fundamentals are represented by a set of Nf D5 branes extended on a non-compact two-cycle
of a CY3-fold. As mentioned above and explained in detail in [9] a smearing procedure is
applied so that the eqs. of motion derived from (2.6) are ordinary differential eqs. From this
perspective, this smearing is just a matter of technical convenience, for more discussion about
the effects of the smearing, see Section 7.
To be concrete, we will choose coordinates xM = [t, ~x3, ρ, θ, ϕ, θ˜, ϕ˜, ψ]. In the present
situation, our eqs. of motion will describe two sets of branes: the Nc D5 color branes that wrap
a compact calibrated two cycle inside a CY3-fold and Nf D5 flavor branes that extend along
the same ‘Minkowski’ directions as the color branes wrapping a non-compact two manifold
inside the CY3-fold. Besides, these flavor branes are smeared along the transversal four
directions (hence avoiding dependencies on those four coordinates denoted by θ, θ˜, ϕ, ϕ˜). The
action from which the dynamics follows is (see [9] for a derivation)
S =
1
2κ2(10)
∫
d10x
√−g
[
R− 1
2
∂µφ∂
µφ− 1
12
eφF 2(3)
]
+
T5Nf
4π2
(
−
∫
M6
d10x sin θ sin θ˜e
φ
2
√
−gˆ(6) +
∫
V ol(Y4) ∧ C6
)
. (2.7)
The authors of [9] proposed a configuration where the ‘topology’ of the metric was basically
R
1,3
xµ ×S2θ,ϕ×Rρ×S3θ˜,ϕ˜,ψ (there is a fibration between S2 and S3 preserving four supercharges),
a dilaton field φ(ρ) depending on the radial coordinate and a RR three form that indicates
the presence of sources via the Bianchi identity.
Two types of backgrounds have been proposed as possible solutions. In the paper [12],
these solutions were referred to as type A and type N backgrounds and we will adopt that
notation here. We will set the constants α′ = gs = 1 in the following. Then, (2π)
5T5 = 1 and
2κ210 = (2π)
7.
The type A backgrounds: are believed to faithfully reproduce non-perturbative physics if
the relation Nc ≤ Nf is satisfied. The metric in the Einstein frame, the RR three form and
the dilaton read
ds2 = e
φ(ρ)
2
[
dx21,3 + 4Y (ρ)dρ
2 +H(ρ)(dθ2 + sin2 θdϕ2) +G(ρ)(dθ˜2 + sin2 θ˜dϕ˜2)
+Y (ρ)(dψ + cos θ˜dϕ˜+ cos θdϕ)2
]
,
F(3) = −
[Nc
4
sin θ˜dθ˜ ∧ dϕ˜+ Nf −Nc
4
sin θdθ ∧ dϕ
]
∧ (dψ + cos θ˜dϕ˜+ cos θdϕ),
φ = φ(ρ) , (2.8)
The functions H(ρ), G(ρ), Y (ρ), φ(ρ) satisfy a set of BPS equations that as usual solve all
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the Euler-Lagrange equations derived from (2.7). These first order non-linear equations read,
H ′ =
1
2
(Nc −Nf) + 2Y, (2.9)
G′ = −Nc
2
+ 2Y, (2.10)
Y ′ = −1
2
(Nf −Nc)Y
H
− Nc
2
Y
G
− 2Y 2
(
1
H
+
1
G
)
+ 4Y, (2.11)
φ′ = −(Nc −Nf )
4H
+
Nc
4G
. (2.12)
In the paper [12] these equations where solved (partly analytically and partly numerically).
The interesting finding was the existence of three types of solutions having very different IR
behavior 2. They were called respectively type I, type II, and type III. The three types of IR
solutions connect smoothly with solutions at very large values of ρ (the UV of the dual QFT).
The difference between the three types of UVs is in very suppressed terms O(e−4ρ), that can
be interpreted as different VEVs for operators of dimension six in the dual QFT. See [12] for a
clear explanation of this issue. For completeness, we will re-analyze these solutions in Section
4, also finding new behaviors.
The type N backgrounds: we know much less about these backgrounds. The only avail-
able solution was originally found (in part analytically and in part numerically) in [9]. The
configuration of the dilaton, metric (in Einstein frame) and RR three form are given by
ds2 = e
φ(ρ)
2
[
dx21,3 + e
2k(ρ)dρ2 + e2h(ρ)(dθ2 + sin2 θdϕ2) +
+
e2g(ρ)
4
(
(ω˜1 + a(ρ)dθ)
2 + (ω˜2 − a(ρ) sin θdϕ)2
)
+
e2k(ρ)
4
(ω˜3 + cos θdϕ)
2
]
,
F(3) =
Nc
4
[
− (ω˜1 + b(ρ)dθ) ∧ (ω˜2 − b(ρ) sin θdϕ) ∧ (ω˜3 + cos θdϕ) +
b′dρ ∧ (−dθ ∧ ω˜1 + sin θdϕ ∧ ω˜2) + (1− b(ρ)2) sin θdθ ∧ dϕ ∧ ω˜3
]
− Nf
4
sin θdθ ∧ dϕ ∧ (dψ + cos θ˜dϕ˜), (2.13)
where ω˜i are the left-invariant forms of SU(2)
ω˜1 = cosψdθ˜ + sinψ sin θ˜dϕ˜ ,
ω˜2 = − sinψdθ˜ + cosψ sin θ˜dϕ˜ ,
ω˜3 = dψ + cos θ˜dϕ˜ , (2.14)
2The word IR (infrared) actually refers to the IR of the dual QFT. On the string side we mean a solution
for small values of the radial coordinate ρ. Here and in the rest of the paper we will adopt this terminology.
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and the BPS equations defining the functions h, g, k, a, b, φ as presented in Appendix B of [9]
and appear quite involved; we will not quote them here because in the following sections we will
present them in a unified way with the type A BPS equations written above eqs.(2.9)-(2.12).
It was argued in [9] and [12] that the typeN backgrounds faithfully capture non-perturbative
physics for any value of the number of flavors Nf > 0. Also, it was proposed that backgrounds
of typeN describe vacua of the theory where the gaugino condensate is non-zero, while type A
backgrounds describe vacua with < λλ >= 0. By the Konishi anomaly relation, this seems to
indicate that the meson superfield should vanish in type A backgrounds whilst being non-zero
in type N solutions.
Many checks or predictions about aspects of the QFT in eq. (2.4) using the type A and
type N solutions have been presented in [9, 12, 14].
Let us then start with the main part of this paper, describing in a unified fashion the type
A, N backgrounds mentioned above.
3 Unified view of the type A and type N backgrounds
It is clear that the type A configurations are a special case of the type N ones. Indeed,
if the functions a(ρ) = b(ρ) = 0, then there is no difference between the type A and type
N backgrounds. Hence, the fact that the BPS equations for type A solutions read like in
eqs. (2.9)-(2.12) suggests that there should be some variables where the type N first order
eqs. will look similarly nice.
So, we start by rewriting the type N ansatz (2.13) using a more symmetric parametrization
as
ds2 = eφ(ρ)/2
{
dx21,3 + Y (ρ)
(
4dρ2 + (ω3 + ω˜3)
2
)
+
1
2
P (ρ) sinh τ(ρ) (ω1ω˜1 − ω2ω˜2) (3.1)
+
1
4
(P (ρ) cosh τ(ρ) +Q(ρ)) (ω21 + ω
2
2) +
1
4
(P (ρ) cosh τ(ρ)−Q(ρ)) (ω˜21 + ω˜22)
}
,
F (3) = −d {σ(ρ) (ω1 ∧ ω˜1 − ω2 ∧ ω˜2)} −
(
Nf −Nc
4
ω1 ∧ ω2 + Nc
4
ω˜1 ∧ ω˜2
)
∧ (ω3 + ω˜3) , (3.2)
where we have defined, in addition to the left invariant forms (2.14), ω1 = dθ, ω2 =
sin θdϕ, ω3 = cos θdϕ. The relation between these new variables and the functions origi-
nally parametrizing the type N backgrounds in eq. (2.13) is
e2h =
1
4
(
P 2 −Q2
P cosh τ −Q
)
, e2g = P cosh τ −Q, e2k = 4Y, a = P sinh τ
P cosh τ −Q, b =
σ
Nc
.
(3.3)
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Evaluating the action (2.7) on the ansatz (3.1)-(3.2) we obtain the one-dimensional effective
action
(2π)4Vol(R1,3)−1S ≡ S1d =
∫
dρL, (3.4)
where the 1-d effective Lagrangian is,
L = Φ
4
√
Y
((
Φ′
Φ
)2
− 1
4
(
Y ′
Y
)2
− 1
2
(
P ′ +Q′
P +Q
)2
− 1
2
(
P ′ −Q′
P −Q
)2
−
(
P 2τ ′2 + σ′2
P 2 −Q2
))
− V,
(3.5)
we have defined Φ ≡ (P 2 −Q2)Y 1/2e2φ. The potential is given by
V =
Φ
(P 2 −Q2)√Y
{
(8Y P )2 + ((2Nc −Nf )P cosh τ +NfQ− 2σP sinh τ)2
2(P 2 −Q2)
−4Y (4P cosh τ −Nf + 4Y ) + P 2 sinh2 τ +Nc(Nf −Nc) + σ2
}
, (3.6)
At this point a word of caution is in order. Namely, the solutions of the Euler-Lagrange
equations of the one dimensional effective action (3.5) are not necessarily solutions of the Type
IIB plus branes equations of motion. This is because we have obtained (3.5) by inserting the
ansatz in the supergravity action and not in the supergravity equations of motion. It turns out,
however, that there is a special class of solutions of the Euler-Lagrange equations of (3.5) that
satisfy precisely the BPS equations of the supersymmetric type A and type N backgrounds.
Since it is known that these BPS equations imply the second order supergravity plus branes
equations [9] (for a general proof see [15]), it follows that this particular class of solutions
of (3.5) are actually solutions of the second order supergravity plus branes equations. The
reason why we consider the one dimensional effective action (3.5) at all is that it naturally
leads to a ‘superpotential’ for the BPS equations of both type A and type N backgrounds.
It will often be convenient to write P , Q, in terms of further new variables H,G as P =
2(H + G), Q = 2(H − G). Note that for the type A backgrounds, obtained by setting
τ = σ = 0, the variables H,G, defined as above coincide with those in (2.8)-(2.12).
From the effective action (3.5) then we compute the canonical momenta
πH =
∂L
∂H ′
= −1
4
ΦY −1/2
H ′
H2
, πG =
∂L
∂G′
= −1
4
ΦY −1/2
G′
G2
,
πY =
∂L
∂Y ′
= −1
8
ΦY −5/2Y ′, πΦ =
∂L
∂Φ′
=
1
2
Y −1/2
Φ′
Φ
,
πτ =
∂L
∂τ ′
= −1
2
ΦY −1/2
P 2τ ′
P 2 −Q2 , πσ =
∂L
∂σ′
= −1
2
ΦY −1/2
σ′
P 2 −Q2 , (3.7)
as well as the Hamiltonian
H = H ′πH +G′πG + Y ′πY + Φ′πΦ + τ ′πτ + σ′πσ − L (3.8)
= Y 1/2Φ−1
(
Φ2π2φ − 2H2π2H − 2G2π2G − 4Y 2π2Y − (P 2 −Q2)(P−2π2τ + π2σ)
)
+ V.
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Using Hamilton-Jacobi theory we can obtain the canonical momenta as derivatives of Hamil-
ton’s principal function, S, as
πH =
∂S
∂H
, πG =
∂S
∂G
, πY =
∂S
∂Y
, πΦ =
∂S
∂Φ
, πτ =
∂S
∂τ
, πσ =
∂S
∂σ
, (3.9)
where S is a solution of the Hamilton-Jacobi equation
H
(
H,G, Y,Φ, τ, σ;
∂S
∂H
,
∂S
∂G
,
∂S
∂Y
,
∂S
∂Φ
,
∂S
∂τ
,
∂S
∂σ
)
= 0. (3.10)
A particular solution to this equation is,
S = Φ
16
√
Y
{
(8Y −Nf )
(
1
H
+
1
G
)
+ ((2Nc −Nf ) cosh τ − 2σ sinh τ)
(
1
H
− 1
G
)
+ 16 cosh τ
}
. (3.11)
By equating the canonical momenta (3.7) to the corresponding ones obtained from (3.9),
this incomplete integral (cf. superpotential) leads to a system of first order equations, whose
solutions automatically satisfy the second order equations following from the Lagrangian (3.5)
– but, we stress again, not necessarily the Type IIB plus branes equations –
H ′ =
1
4
{8Y −Nf + ((2Nc −Nf ) cosh τ − 2σ sinh τ)} ,
G′ =
1
4
{8Y −Nf − ((2Nc −Nf ) cosh τ − 2σ sinh τ)} ,
Y ′ =
Y
4
{
− (8Y +Nf)
(
1
H
+
1
G
)
+ ((2Nc −Nf) cosh τ − 2σ sinh τ)
(
1
H
− 1
G
)
+ 16 cosh τ
}
,
Φ′ =
1
8
Φ
{
(8Y −Nf)
(
1
H
+
1
G
)
+ ((2Nc −Nf ) cosh τ − 2σ sinh τ)
(
1
H
− 1
G
)
+ 16 cosh τ
}
,
τ ′ =
1
2(H +G)2
{(H −G) ((2Nc −Nf ) sinh τ − 2σ cosh τ)− 16HG sinh τ} ,
σ′ = −4(H −G) sinh τ. (3.12)
Notice that for τ = σ = 0, this system of first order equations reduces to the BPS eqs. (2.9)-
(2.12), as claimed above. However, as they stand, (3.12) are not quite the same as the type
N BPS equations.
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Let us next introduce the function
ω ≡ σ − tanh τ
(
Q+
2Nc −Nf
2
)
. (3.13)
The first order equations (3.12) can then be rearranged in the form
P ′ = 8Y −Nf ,
∂ρ
(
Q
cosh τ
)
=
(2Nc −Nf )
cosh2 τ
− 2ω
P 2
(P 2 −Q2) tanh τ,
∂ρ log
(
Φ√
P 2 −Q2
)
= 2 cosh τ,
∂ρ log
(
Φ√
Y
)
=
16Y P
P 2 −Q2 ,
τ ′ + 2 sinh τ = −2Q cosh τ
P 2
ω,
ω′ =
2ω
P 2 cosh τ
(
P 2 sinh2 τ +Q
(
Q +
2Nc −Nf
2
))
. (3.14)
It is clear from this form of the first order equations that the algebraic constraint
ω = 0⇔ σ = tanh τ
(
Q+
2Nc −Nf
2
)
, (3.15)
is consistent with the equations and therefore defines a subclass of solutions, eliminating one
integration constant. It can be shown that the first order equations (3.12), together with the
algebraic constraint ω = 0, are equivalent to the BPS equations for the type N backgrounds,
derived in Appendix B of [9]. The subclass of solutions of eqs. (3.12) that satisfy the constraint
(3.15) then correspond to supersymmetric solutions. As stressed above, in the case σ = τ = 0,
eqs. (3.12) reduce to the type A BPS eqs. (2.9)-(2.12), and so these solutions correspond to
the supersymmetric type A solutions. The constraint in eq. (3.15) is automatically satisfied
in this case.
The form of eqs. (3.14) makes it manifest that imposing the constraint in eq. (3.15) leads to
a dramatic simplification. Firstly, the equation for ω is trivially satisfied, while the equation
for τ decouples and gives
sinh τ =
1
sinh(2(ρ− ρo)) . (3.16)
Given this, one can then integrate the equations for Q and Φ to obtain
Q =
(
Qo +
2Nc −Nf
2
)
cosh τ +
2Nc −Nf
2
(2ρ cosh τ − 1) , (3.17)
10
e4(φ−φo) =
sinh2(2ρo)
(P 2 −Q2)Y sinh2 τ . (3.18)
Note that both Q and the dilaton are given algebraically in terms of the rest of the functions
parametrizing the backgrounds. Here ρo, Qo and φo are constants of integration and we have
chosen the integration constant in (3.18) such that it admits a smooth limit as ρo → −∞
(this limit gives τ = σ = 0 and so corresponds to the type A backgrounds). Finally, Y is
determined in terms of P as
Y =
1
8
(P ′ +Nf), (3.19)
while the only remaining unknown, the function P , then satisfies the decoupled second order
equation
P ′′ + (P ′ +Nf)
(
P ′ +Q′ + 2Nf
P −Q +
P ′ −Q′ + 2Nf
P +Q
− 4 cosh τ
)
= 0. (3.20)
We will refer to this equation as the ‘master’ equation, since once we have a solution of (3.20)
all other functions are determined via (3.16)-(3.19).
Some comments are due here. First, note that the number of integration constants is
indeed as expected. Namely, (3.12) are six first order equations for six variables and so we
expect six integration constants. However, the algebraic constraint (3.15) eliminates one of
the integration constants. The five integration constants are then ρo, Qo, φo plus the two
integration constants coming from the second order equation (3.20). As we shall discuss in
Section 5, the integration constant ρ0 is related to the gaugino condensate VEV. In particular,
a finite value of ρo corresponds to the type N backgrounds, while the limit ρo → −∞ gives
the type A backgrounds. As we will state below, the type N/A backgrounds are dual to the
field theory in vacua with/without gaugino bilinear VEV.
4 New (and old) solutions
In this section we will present solutions to the first order eqs. (3.12), which also satisfy the
constraint (3.15). As we have just discussed, these correspond to the supersymmetric type A
and type N solutions. We will write the solutions in terms of the new variables P,Q, Y, τ, σ
and e2φ as given in eqs. (3.3), with the values of Q, Y, τ, σ and e2φ being read from eqs. (3.16)-
(3.19) and obtained after solving for P in eq. (3.20). In order to facilitate easy comparison
with the earlier literature, however, we will often write the solutions in the original variables
too.
We will present first some solutions that were already known, just to convince the reader
that our general treatment of Section 3 is correct (and convenient). Then we will present a
new exact solution (that we have found for the particular case of Nf = 2Nc). Finally, we
will present more general solutions that we know only as series expansions for large and small
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values of the radial coordinate, or perturbatively in certain integration constants. They will
describe the UV and IR physics of the dual field theory.
To close the section, we will present a study of the first order eqs. (3.12) as a dynamical
system. This will give further insight into the dual theory dynamics.
4.1 Exact solutions that were already known
Unflavored Nf = 0 solutions:
For Nf = 0 an exact solution of (3.20) is the well known unflavored solution [7, 8], which
for ρo > −∞ (that is type N solution) takes the form
P = 2Nc(ρ− ρo), Qo = −Nc − 2Ncρo, ρ ≥ ρo, (4.1)
or equivalently
e2h =
Nc
8 sinh2(2(ρ− ρ0))
[
1− 8(ρ− ρ0)2 − cosh(4(ρ− ρ0))− 4(ρ− ρ0) sinh(4(ρ− ρ0))
]
,
e2g = e2k = Nc, a(ρ) = b(ρ) =
2(ρ− ρ0)
sinh(2(ρ− ρ0)) ,
e−2φ =
2eh
sinh(2(ρ− ρ0)) . (4.2)
This is a smooth solution. On the other hand, for ρo → −∞ (type A solution), we have
instead
P = 2Nc(ρ− ρ∗), ρ∗ ≡ − 1
2Nc
(
Qo +
Nc
2
)
, ρ ≥ ρ∗, (4.3)
that gives a background like the one in eq. (2.8) with,
H = Nc(ρ− ρ∗), G = Nc
4
, Y =
Nc
4
, e4(φ−φo) =
e4ρ
N3c (ρ− ρ∗)
. (4.4)
This solution has a singularity at ρ = ρ∗.
The case Nf = 2Nc:
For Nf = 2Nc an exact type A (ρo → −∞) solution of (3.20) is known [9, 12] 3. It reads
P = Nc +
√
N2c +Q
2
o, Q = Qo ≡ 4Nc
(2− ξ)
ξ(4− ξ) , 0 < ξ < 4, (4.5)
or in terms of the background variables described in eq. (2.8)
H =
Nc
ξ
, G =
Nc
4− ξ , Y =
Nc
4
, e4(φ−φo) =
ξ(4− ξ)e4ρ
4N3c
. (4.6)
3Another exact solution valid for any ρo > −∞ is P = −Nc cosh τ, Q = ±
√
3Nc cosh τ , but it is clearly
singular. However, it might be useful in finding a related non-singular solution.
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4.2 A new exact solution
Here we present a new one-parameter family of type A solutions for the case Nf = 2Nc. This
solution is a one-parameter deformation of (4.5) for ξ = 4/3 or ξ = 8/3, the two values of ξ
being interchanged under Seiberg duality (Seiberg duality in these backgrounds corresponds
to the transformation P → P, Q→ −Q, τ → τ, Y → Y, Nc → Nf −Nc. See (5.3) below).
The new solution of eq. (3.20), with ρo → −∞ (type A), takes the form
P =
9Nc
4
+ c+e
4ρ/3, c+ > 0, Q = ±3Nc
4
, (4.7)
or, in terms of the functions in the background described in eq. (2.8),
H =
Nc
16
(9± 3) + c+
4
e4ρ/3, G =
Nc
16
(9∓ 3) + c+
4
e4ρ/3, Y =
Nc
4
+
c+
6
e4ρ/3,
e4(φ−φo) =
6e4ρ
(3Nc + c+e4ρ/3)
(
3Nc
2
+ c+e4ρ/3
)2 , (4.8)
where c+ is an arbitrary positive constant. It can be seen that this solution approaches in the
IR (ρ → −∞) the solution in eq. (4.5) for the values (ξ = 4
3
, 8
3
), while it drastically differs
from (4.5) in the UV (ρ→∞). The new solution leads to an asymptotic UV geometry of the
form R1,3 ×M6, where M6 is the conifold. Such UV asymptotics was anticipated in [16] and
the solution (4.7) is the first exact example possessing this UV behavior. The physics of this
and other solutions with similar UV behavior will be analyzed in Section 5. Finally, let us
mention in passing that it may be possible to find solutions like the ones above where a black
hole (non-extremal deformation) is introduced.
4.3 Classification of asymptotic solutions
Here we classify the asymptotic solutions of the ‘master’ equation (3.20), both in the UV
(ρ → ∞) and in the IR (ρ → ρIR), where ρIR ≥ ρo is the minimum value of the radial
coordinate in the background geometry 4. Note that for the type A backgrounds ρo → −∞
and so it is possible that ρIR → −∞. For the type N backgrounds, however, we have instead
ρIR ≥ ρo > −∞.
4.3.1 UV asymptotics
Let us start by discussing first the UV behavior of solutions to eq. (3.20). As we have already
mentioned, by UV we mean the asymptotic behavior of the solutions as ρ → ∞ 5. The first
4We stress again that the words UV-ultraviolet- and IR-infrared- make reference to the high and low
energies (compared to ΛQCD) in the dual field theory. Here we will use these terms indistinctly with large
and small ρ asymptotics.
5Note that this excludes solutions that describe a Landau pole in the dual theory, where the gauge coupling
diverges at a finite value of the radial coordinate, ρ.
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observation one can now make is that as ρ → ∞, τ → 0 (see (3.16)) and so the leading
asymptotic behavior of the type A and type N solutions of (3.20) is the same. This is indeed
expected from the holographic interpretation of the type N backgrounds, which are believed
to describe the same theory as the one described by the type A backgrounds, but with a
non-zero VEV for the gaugino bilinear, 〈λλ〉 6= 0. At energies much above the energy scale
set by the gaugino condensate the two types of solutions must be identical.
Secondly, from (3.17) we see that Q → ±∞ as ρ → ∞ respectively for Nf < 2Nc or
Nf > 2Nc, while it goes to a constant for Nf = 2Nc. Moreover, from (3.18) follows that both
(P + Q) and (P − Q) should remain positive as ρ → ∞, which requires that P → +∞ as
ρ→∞ for Nf 6= 2Nc, while it can can either asymptote to a finite constant or to infinity for
Nf = 2Nc.
To summarize then, for Nf 6= 2Nc one needs to look for asymptotic solutions of (3.20) with
P → +∞ as ρ→ +∞, while for Nf = 2Nc one should look for solutions such that P → +∞
or P → constant as ρ → +∞. One then finds that there are two classes of qualitatively
different asymptotic solutions. The first class consists of solutions where P behaves linearly
with ρ as ρ → +∞, with the coefficient dependent on the relative values of Nf and Nc.
These asymptotic solutions have been studied in [9, 12]. The second class consists of solutions
for which P ∼ c+e4ρ/3 as ρ → +∞, where c+ is an arbitrary constant. This type of UV
asymptotics was anticipated-in the flavorless case- in the paper [9], where it was pointed
out (see Appendix B of [9]) that the geometry in this case asymptotes to four dimensional
Minkowski spacetime times the conifold for the type A backgrounds (ρo → −∞), or times the
deformed conifold for for the type N backgrounds (ρo > −∞).
Given this general classification of the UV asymptotics, which we have summarized in Table
1, we are now ready to construct explicitly the corresponding asymptotic solutions.
Class I:
As we mentioned above, this class consists of solutions where P grows at most linearly with
ρ as ρ → +∞. Since cosh τ = (1 + e−4(ρ−ρo))/(1 − e−4(ρ−ρo)) = 1 + O (e−4ρ), it follows that
unless one includes exponentially suppressed terms, the class I UV expansions of the type A
and type N backgrounds are identical. Namely,
(i) Nf < 2Nc:
P = Q+Nc
(
1 +
Nf
4Q
+
Nf (Nf − 2Nc)
8Q2
+
Nf (16N
2
c − 19NcNf + 5N2f )
32Q3
+O (Q−4)) .
(4.9)
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Nf I II
< 2Nc P ∼ Q ∼ |2Nc −Nf |ρ
e2h ∼ 1
2
(2Nc −Nf ) ρ
e2g ∼ Nc
Y ∼ Nc
4
e4(φ−φo) ∼ e4(ρ−ρo) sinh2(2ρo)
2N2c (2Nc−Nf)ρ
a ∼ 2
Nc
(2Nc −Nf) e−2(ρ−ρo)ρ
> 2Nc P ∼ −Q ∼ |2Nc −Nf |ρ P ∼ c+e4ρ/3
e2h ∼ 1
4
(Nf −Nc) e2h ∼ 14c+e4ρ/3
e2g ∼ 1
2
(Nf − 2Nc) ρ e2g ∼ c+e4ρ/3
Y ∼ 1
4
(Nf −Nc) Y ∼ 16c+e4ρ/3
e4(φ−φo) ∼ e4(ρ−ρo) sinh2(2ρo)
2(Nc−Nf)2(Nf−2Nc)ρ
e4(φ−φo) ∼ 1
a ∼ e−2(ρ−ρo)ρ a ∼ 2e−2(ρ−ρo)
= 2Nc P ∼ Nc +
√
N2c +Q
2
o ∼ 8Nc(4−ξ)ξ
e2h ∼ Nc
ξ
e2g ∼ 4Nc
4−ξ
Y ∼ Nc
4
e4(φ−φo) ∼ e4(ρ−ρo) sinh2 (2ρo) (4−ξ)ξ16N3c
a ∼ 4
ξ
e−2(ρ−ρo)
Table 1: The two classes of leading UV behaviors.
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Using (3.16)-(3.19) this leads to
e2h =
(
Nc − Nf
2
)
ρ+
1
4
(Nc + 2Qo) +
NcNf
(32Nc − 16Nf) ρ
+
NcNf (−2Nc +Nf − 2Qo)
32 (−2Nc +Nf ) 2ρ2 +O(ρ
−3),
e2g = Nc +
NcNf
(8Nc − 4Nf) ρ +
NcNf (−2Nc +Nf − 2Qo)
8 (−2Nc +Nf ) 2ρ2 +O(ρ
−3),
Y =
Nc
4
− NcNf
(64Nc − 32Nf) ρ2 +
NcNf (2Nc −Nf + 2Qo)
32 (−2Nc +Nf) 2ρ3 +O(ρ
−4),
e4(φ−φo) = e4(ρ−ρo)
(
1
(4N3c − 2N2cNf) ρ
− 2Nc +Nf + 4Qo
8 (N2c (−2Nc +Nf) 2) ρ2
+O(ρ−3)
)
× sinh2 (2ρo) ,
a = e−2(ρ−ρo)
((
4− 2Nf
Nc
)
ρ+
4Nc −Nf + 4Qo
2Nc
+
4NcNf −N2f
(16N2c − 8NcNf ) ρ
+O(ρ−2)
)
. (4.10)
It is now obvious that these expansions describe in a unified way both the type A UV
expansions in eq. (3.5) in [12], as well as the type N UV expansions in eqs. (4.18)-(4.19)
in [9].
(ii) Nf > 2Nc:
P = −Q + (Nf −Nc)
(
1− Nf
4Q
− Nf (Nf − 2Nc)
8Q2
− Nf (16N
2
c − 13NcNf + 2N2f )
32Q3
+O (Q−4)) .(4.11)
This expansion is related to the expansion (4.9) by the Seiberg duality transformation
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Q→ −Q, Nc → Nf −Nc. Using again (3.16)-(3.19) this leads to the expansions
e2h =
1
4
(−Nc +Nf) + (Nc −Nf)Nf
(32Nc − 16Nf) ρ −
(Nc −Nf )Nf (2Nc −Nf + 2Qo)
32 (−2Nc +Nf) 2ρ2
+O(ρ−3),
e2g =
1
2
(−2Nc +Nf) ρ+ 1
4
(−Nc +Nf − 2Qo) + (Nc −Nf)Nf
(32Nc − 16Nf) ρ
−(Nc −Nf )Nf (2Nc −Nf + 2Qo)
32 (−2Nc +Nf ) 2ρ2 +O(ρ
−3),
Y =
1
4
(−Nc +Nf) + Nf (−Nc +Nf)
(64Nc − 32Nf) ρ2 +
(Nc −Nf )Nf (2Nc −Nf + 2Qo)
32 (−2Nc +Nf) 2ρ3
+O(ρ−4),
e4(φ−φo) = e4(ρ−ρo)
(
− 1
2 ((Nc −Nf ) 2 (2Nc −Nf)) ρ +
2Nc − 3Nf + 4Qo
8
(
2N2c − 3NcNf +N2f
)
2ρ2
+O(ρ−3)
)
sinh2 (2ρo) , (4.12)
a = e−2(ρ−ρo)
(
1 +
Nc −Nf
(4Nc − 2Nf ) ρ −
(Nc −Nf) (2Nc −Nf + 4Qo)
8 (−2Nc +Nf) 2ρ2 +O(ρ
−2)
)
.
Clearly, these expansions reproduce in a unified way both the type A UV expansions of
eq. (3.6) in [12] and the type N UV expansions of eqs. (4.20) in [9].
(iii) Nf = 2Nc:
Finally, for Nf = 2Nc the type A class I UV solution is given by the exact solution (4.5),
while the type N class I solution is again given by (4.5) up to exponentially suppressed
terms. Namely
P = Nc +
√
N2c +Q
2
o +O(e−4(ρ−ρo)) =
8Nc
(4− ξ)ξ +O(e
−4(ρ−ρo)), 0 < ξ < 4. (4.13)
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Using (3.16)-(3.19) this leads to the expansions
e2h =
Nc
ξ
+O(e−4(ρ−ρo)),
e2g =
4Nc
4− ξ +O(e
−4(ρ−ρo)),
Y =
Nc
4
+O(e−4(ρ−ρo)),
e4(φ−φo) = e4(ρ−ρo) sinh2 (2ρo)
(4− ξ)ξ
16N3c
(
1 +O(e−4(ρ−ρo))) ,
a =
4
ξ
e−2(ρ−ρo) +O(e−4(ρ−ρo)). (4.14)
Note that as ρo → −∞, this reproduces the exact solution (4.5).
These asymptotic expansions exhaust all possible UV behaviors of the physically accepted
solutions of eq. (3.20), with P growing at most linearly with ρ as ρ→∞. As we have already
mentioned, these expansions receive exponentially suppressed corrections, which are of two
different types. Firstly, if ρo > −∞, i.e. we are interested in the type N solutions, then, as we
have indicated, there are exponentially suppressed corrections due to the presence of cosh τ in
Q and in eq. (3.20). Moreover, the expansions of eqs. (4.9), (4.11) and (4.13) do not involve
any integration constants (except for Qo and ρo which appear as parameters in (3.20)). As
we shall see below, turning on one of the two integration constants of (3.20) will change the
UV asymptotics to that of class II. Turning on the second integration constant, however, will
introduce certain exponentially suppressed terms. See e.g. [12] for a discussion of these terms.
Class II:
The second class of UV asymptotics consists of solutions where P ∼ c+e4ρ/3 as ρ → ∞,
independently of the values of the parameters Nc, Nf , Qo or ρo. The positive constant c+ here
corresponds to one of the integration constants of (3.20), and it completely determines the
leading asymptotic behavior of the solution. Keeping the leading exponentially suppressed
corrections that differentiate the expansions of the type A and the type N solutions in this
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case, we have respectively
P = e4ρ/3
{
c+ +
9Nf
8
e−4ρ/3 +
1
64c+
[
64(2Nc −Nf)2ρ2 + 128(2Nc −Nf)Qoρ+
9(4Nc − 3Nf)(4Nc −Nf ) + 64Q2o
]
e−8ρ/3
− 1
64c2+
[
64
3
Nf (2Nc −Nf )2ρ3 + 16Nf(2Nc −Nf )(3(2Nc −Nf) + 4Qo)ρ2 (4.15)
+
(
3Nf(32Nc(Nc −Nf) + 5N2f ) + 32NfQo(2Qo − 3Nf + 6Nc)
)
ρ+ c−
]
e−12ρ/3
+O (ρ3e−16ρ/3)} ,
for ρo → −∞ (type A solution), and
P = e4ρ/3
{
c+
(
1− 8
3
ρe−4ρ +O(e−8ρ)
)
+
9Nf
8
(
1 +O(ρe−4ρ)) e−4ρ/3
+
1
64c+
[
64(2Nc −Nf)2ρ2 + 128(2Nc −Nf )Qoρ+ 144Nc(Nc −Nf ) + 27N2f
+64Q2o
]
e−8ρ/3
− 1
64c2+
[
64
3
Nf (2Nc −Nf )2ρ3 + 16Nf(2Nc −Nf )(3(2Nc −Nf) + 4Qo)ρ2 (4.16)
+
(
3Nf(32Nc(Nc −Nf) + 5N2f ) + 32bQo(2Qo − 3Nf + 6Nc)
)
ρ+ c−
]
e−12ρ/3
+O (ρ3e−16ρ/3)} ,
for ρo > −∞ (type N solution), where we have set ρo = 0 for convenience. Notice that these
two expansions involve two integration constants, c+ > 0 and c−, and are identical except for
the exponentially suppressed corrections in the first line of (4.16), coming from the expansion
of cosh τ . Using eqs. (3.16)-(3.19) these expansions give to first subleading order
e2h =
1
4
(
c+e
4ρ/3 + (2Nc −Nf)ρ+Qo + 9Nf
8
+O (ρ2e−4ρ/3)) ,
e2g = c+e
4ρ/3 − (2Nc −Nf)ρ−Qo + 9Nf
8
+O (ρ2e−4ρ/3) ,
Y =
1
8
(
4c+
3
e4ρ/3 +Nf +O
(
ρ2e−4ρ/3
))
,
e4(φ−φo) = 1− 3Nf
c+
e−4ρ/3 +O (ρ2e−8ρ/3) ,
a = 2e−2(ρ−ρo)
(
1 +
1
c+
((2Nc −Nf )ρ+Qo) e−4ρ/3 +O
(
ρ2e−8ρ/3
))
. (4.17)
19
As it can be seen directly by inserting these asymptotics in the metric (2.13), the geometry
asymptotes to the conifold. These solutions then correspond to turning on an irrelevant
operator with coupling c+ that drives us away from the near horizon geometry of the D5
branes (cf. [19, 20]). We will give arguments supporting this interpretation in Section 5.
In fact, it turns out that the geometry asymptotes to the undeformed conifold for the type
A case, while it asymptotes to the deformed conifold in the type N case. In order to see this,
however, we need to resum certain terms in the asymptotic expansion in eqs. (4.16). This
can be done as follows. Since the powers of e4ρ/3 in these expansions for large ρ come with
powers of c+, one can, instead of asymptotic solutions for large ρ, look for solutions of (3.20)
in an expansion for large c+. In Appendix B we construct systematically both the type A
and type N solutions in the large c+ expansion, showing that the former asymptote to the
conifold, while the latter to the deformed conifold.
4.3.2 IR asymptotics
Let us next analyze the IR behavior of the solutions of (3.20). By infrared we generically mean
the minimum value, ρIR, of the radial coordinate, where the geometry ends. For the type N
backgrounds ρ ≥ ρo > −∞ and so necessarily ρIR ≥ ρo > −∞. For the type A backgrounds,
however, ρo → −∞ and so ρIR is totally unconstrained. In contrast to the UV asymptotics
where we always have ρ→∞ (unless we consider Landau poles), the first task in determining
the IR asymptotics is to determine the location of ρIR. This is not too complicated, though,
since there are two possible inequivalent locations for ρIR in each case. Namely, for the type A
backgrounds (τ = 0) it is either located at ρIR = −∞ or at a finite radial distance ρIR > −∞,
which can be taken to be zero by a shift in the radial coordinate. For the type N case the IR
is located either at ρIR = ρo (τ(ρIR) =∞) or at ρIR > ρo (τ(ρIR) <∞), in which case again
it can be taken to be zero by a shift of the radial coordinate. In summary, then
ρIR =
{
0 or −∞, A,
0 or ρo, N.
(4.18)
Looking at the metric (3.1) and the dilaton (3.18) we see that the IR will generically be
located where some of the functions Y , H = (P +Q)/4, G = (P −Q)/4 become zero 6. Since
the dilaton must remain finite for solutions with acceptable “good” singularities, this means
that at the same time some of these functions, or sinh τ , must go to infinity sufficiently fast.
Another possibility for the location of the IR is that none of the functions H , G, Y vanish,
but instead some of them, or sinh τ , go to infinity, forcing eφ → 0. However, if either H or G
6Note that from (3.1) we see that the geometry degenerates when P cosh τ ±Q = 0, while from (3.18) we
see that the dilaton will generically diverge if P ±Q = 0 (unless Y or sinh τ go to infinity suitably fast). For
the type A case these two conditions coincide, but for the type N case P ± Q go to zero necessarily before
P cosh τ ±Q. Hence, in either case, one should use the condition P ±Q = 0 as a criterion for the location of
the IR.
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goes to infinity, then P →∞ in the IR. But given that P ′ should remain finite due to (3.19),
it is easy to show that equation (3.20) excludes this possibility. Therefore, H and G must
remain finite, while Y and/or sinh τ would have to go to infinity. An easy calculation using
the fact that P ′ ∼ Y and eq. (3.20) excludes the possibility Y →∞ while P remains finite as
ρ → ρIR. The only possibility of this kind then would be that all H , G and Y remain finite
and non-zero, while sinh τ →∞. This possibility is also easily excluded by eq. (3.20).
We therefore conclude that all possible IRs are classified by the vanishing of some of the
functions H , G and Y . One expects that depending on which of these functions vanish, there
will be qualitatively different IR behaviors. Following [12] we will call type I the case where
Y → 0, type II the case where either H or G vanish, and type III the case where both H and
G vanish. In the type A case and only for Nc = 0 or Nf = Nc there is one more case where
respectively G or H vanishes in addition to Y , but we will include this in the type I case. As
we shall see, the type I backgrounds have ρIR = −∞ in the type A case and ρIR = ρo = 0 in
the type N, whereas the type II and type III backgrounds have ρIR = 0 in both cases.
Type I:
By definition, these are solutions that have Y → 0 as ρ → ρIR. Now there is an exact
solution of eq. (3.20), valid for arbitrary parameters Nc, Nf , Qo and ρo, namely
P = −Nfρ+ Po, ρ ≤ Po/Nf , (4.19)
where Po is an arbitrary constant. This solution, via (3.19), leads to Y = 0 identically, and
it is therefore not an acceptable solution. Since it involves only one integration constant, Po,
though, there is one more integration constant left which can be used to deform this solution
to a non-singular solution. Together these two integration constants parametrize any solution
of (3.20) in the vicinity of Y = 0. However, since in the solution (4.19) ρ is bounded from
above, the deformed solution must deviate strongly from (4.19) in order to match with the
UV asymptotics described above. One can then construct the type I IR expansions by solving
(3.20) perturbatively in the second integration constant around the unphysical solution (4.19).
In Appendix B we systematically construct these expansions both in the type A and type N
cases. Since (4.19) solves eq. (B.3) with c+ = 0, these expansions are expansions in powers of
c3+. From these then we obtain the following type I IR expansions.
For the type A backgrounds we find that ρIR → −∞ and
P = −Nfρ+ Po + c3+e4ρ
(
Nc(Nf −Nc)ρ2 − 1
2
(Nc(Nf −Nc) +NfPo + (2Nc −Nf)Qo)ρ
+
1
4
(P 2o −Q2o) +
1
8
(NfPo + (2Nc −Nf)Qo +Nc(Nf −Nc))
)
+O (c6+e8ρρ3) . (4.20)
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Evaluating the rest of the functions parametrizing the background using (3.16)-(3.19), we find
H =
1
2
(Nc −Nf ) ρ+ 1
4
(Po +Qo)
+c3+e
4ρ
(
1
4
Nc (−Nc +Nf) ρ2 + 1
8
(
N2c +Nf (−Po +Qo)−Nc (Nf + 2Qo)
)
ρ
+
1
32
(−N2c +Nc (Nf + 2Qo) + (Po −Qo) (Nf + 2 (Po +Qo))))+O (c6+e8ρρ3) ,
G = −Ncρ
2
+
1
4
(Po −Qo)
+c3+e
4ρ
(
1
4
Nc (−Nc +Nf) ρ2 + 1
8
(
N2c +Nf (−Po +Qo)−Nc (Nf + 2Qo)
)
ρ
+
1
32
(−N2c +Nc (Nf + 2Qo) + (Po −Qo) (Nf + 2 (Po +Qo))))+O (c6+e8ρρ3) ,
Y = c3+e
4ρ
(
1
2
Nc (−Nc +Nf) ρ2 + 1
4
(−2NcQo +Nf (−Po +Qo)) ρ+ 1
8
(
P 2o −Q2o
))
+O (c6+e8ρρ3) ,
e4(φ−φo) =
8
c3+ (4Nc (−Nc +Nf) ρ2 + 2 (−2NcQo +Nf (−Po +Qo)) ρ+ (P 2o −Q2o))2
+O (e4ρ) . (4.21)
This asymptotic solution then coincides with the type I IR solution of [12] (cf. eqs. (3.7)-
(3.9)). However, when either Nf = Nc and Po = −Qo or Nc = 0 and Po = Qo, we find a
second asymptotic solution, namely
P = −Nfρ+ Po + c3+e2ρ
√
−Nfρ+ Po +Nf/4 + · · · , (4.22)
which gives
H =
1
2
(Nc −Nf ) ρ+ 1
4
(Po +Qo) +
1
4
c3+e
2ρ
√−Nfρ+O (e2ρ|ρ|−1/2) ,
G = −Ncρ
2
+
1
4
(Po −Qo) + 1
4
c3+e
2ρ
√−Nfρ+O (e2ρ|ρ|−1/2) ,
Y =
1
4
c3+e
2ρ
√−Nfρ+O (e2ρ|ρ|−1/2) ,
e4(φ−φo) =
4(−Nfρ)−1/2e2ρ
c3+ (4Nc (−Nc +Nf ) ρ2 + 2 (−2NcQo +Nf (−Po +Qo)) ρ+ (P 2o −Q2o))
+ · · ·
(4.23)
For the type N backgrounds, we find that ρIR = ρo, which we can take to be zero without
loss of generality. Moreover we must set Qo = −(2Nc − Nf )/2 in order for a well defined
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solution of this form to exist. The asymptotic solution then takes the form
P = −Nfρ+ Po + 4
3
c3+P
2
o ρ
3 − 2c3+NfPoρ4 +
4
5
c3+
(
4
3
P 2o +N
2
f
)
ρ5 +O (ρ6) , (4.24)
which leads to
e2h =
Poρ
2
− Nfρ
2
2
− 2Poρ
3
3
+O (ρ4) ,
e2g =
Po
2ρ
− Nf
2
+
2Poρ
3
+
2
3
(−2Nc + c3+P 2o ) ρ2 − 145 ((8 + 45c3+Nf)Po) ρ3 +O (ρ4) ,
Y =
1
2
c3+P
2
o ρ
2 − c3+NfPoρ3 +
1
6
c3+
(
3N2f + 4P
2
o
)
ρ4 +O (ρ5) ,
e4(φ−φo) = 1 +
4Nfρ
Po
+
10N2f ρ
2
P 2o
+
(
20N3f
P 3o
− 8Nf
3Po
− 8c
3
+Po
3
)
ρ3 +O (ρ4) ,
a = 1− 2ρ2 − 4 (−2Nc +Nf) ρ
3
3Po
+
2
(
4NcNf − 2N2f + 5P 2o
)
ρ4
3P 2o
+O (ρ5) . (4.25)
Identifying then 2c3+P
2
o = c2Nc and c1 = 4(2Nc − Nf )/3Po the expansion (4.25) exactly
reproduces the expansion of eq. (4.21) in [9]. Finally, note there is another isolated type I
solution, namely the exact solution in eq. (4.1).
Type II:
Type II infrared behavior corresponds to H = 0 or G = 0. Let us first assume that this
behavior occurs when the IR is located at ρIR > ρo. Without loss of generality we can choose
ρIR = 0. With this choice we then necessarily have ρo < 0. Expanding Q in (3.17) around
ρ = 0 we obtain
Q = b0 + b1ρ+O(ρ2), (4.26)
where
b0 = − coth(2ρo)
(
Qo +
2Nc −Nf
2
)
− 2Nc −Nf
2
,
b1 = − 2
sinh2(2ρo)
(
Qo +
2Nc −Nf
2
)
− (2Nc −Nf ) coth(2ρo),
b2 = . . . . (4.27)
Looking for IR solutions of (3.20) with G→ 0 as ρ→ 0 we find we must require that b0 > 0.
The corresponding asymptotic solution then takes the form
P = Q+ h1ρ
1/2 − 1
6b0
(
h21 + 12b0(b1 +Nf )
)
ρ
+
h1
72b20
(
5h21 + 6(5b1 + 2Nf )b0 − 72b20 coth(2ρo)
)
ρ3/2 +O(ρ2), (4.28)
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where h1 is an arbitrary constant. Note that this expansion for P admits a smooth limit when
ρo → −∞ and so it is valid for both type A (ρo → −∞) and type N backgrounds. Using
then (3.16)-(3.19) we get
H =
b0
2
+
h1ρ
1/2
4
+
(
− h
2
1
24b0
− Nf
2
)
ρ
+
h1 (30b1b0 − 72 coth(2ρo)b20 + 5h21 + 12b0Nf ) ρ3/2
288b20
+O(ρ2),
G =
h1ρ
1/2
4
+
(
−b1
2
− h
2
1
24b0
− Nf
2
)
ρ
+
h1 (30b1b0 − 72 coth(2ρo)b20 + 5h21 + 12b0Nf ) ρ3/2
288b20
+O(ρ2),
Y =
h1
16ρ1/2
+
1
48
(
−6b1 − h
2
1
b0
− 6Nf
)
+
h1 (30b1b0 − 72 coth(2ρo)b20 + 5h21 + 12b0Nf ) ρ1/2
384b20
+O(ρ),
e4(φ−φo) = 1 +
4 (b1 +Nf) ρ
1/2
h1
+
2 (18b21b0 − b1 (h21 − 36b0Nf ) + 2Nf (h21 + 9b0Nf)) ρ
3b0h21
+O(ρ3/2),
a =
sinh−1(2ρo)
1 + coth(2ρo)
+
sinh−1(2ρo)h1ρ
1/2
(1 + coth(2ρo))2b0
+O(ρ). (4.29)
Note that we have given the functions H and G here instead of the old variables e2h and e2g.
The reason is that the expansion of these functions takes the form
e2h = − h1ρ
1/2
2 + coth(2ρo) + tanh(2ρo) +O(ρ1/2) +O(ρ),
e2g = −(1 + coth(2ρo))b0 − coth(2ρo)h1ρ1/2 +O(ρ), (4.30)
and so it is clear that the expansion around ρ → 0 of e2h does not commute with the ρo →
−∞ (type A) limit. In particular, to evaluate this limit one needs to keep the subleading
O(ρ1/2) term in the denominator of e2h. The same is true for a, whose expansion, keeping the
subleading term in the denominator, takes the form
a =
b0
b0e2ρo + cosh(2ρo)h1ρ1/2 + · · · + · · · (4.31)
In the form we have given the asymptotic solution, however, one can directly take the the
limit ρo → −∞, except in a which vanishes in this limit once one takes into account the sub-
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leading corrections. In this limit this asymptotic solution reduces to the asymptotic solution
in eq. (3.11) of [12].7 The expansion here gives the generalization to the type N backgrounds.
Similarly, looking for IR solutions of (3.20) with H → 0 as ρ→ 0 we find we must require
that b0 < 0 and then,
P = −Q + h1ρ1/2 + 1
6b0
(
h21 + 12b0(b1 −Nf)
)
ρ
+
h1
72b20
(
5h21 + 6(5b1 − 2Nf )b0 − 72b20 coth(2ρo)
)
ρ3/2 +O(ρ2), (4.32)
where h1 is an arbitrary constant. From (3.16)-(3.19) then we get
e2h = − h1ρ
1/2
−2 + coth(2ρo) + tanh(2ρo)
−(6(−1 + coth(2ρo))bo(b1 −Nf ) + h
2
1(1 + coth(2ρo) + tanh(2ρo))) ρ
6bo(−1 + coth(2ρo))2 +O(ρ
3/2),
e2g = (−1 + coth(2ρo))bo − coth(2ρo)h1ρ1/2
+
(
coth(2ρo)
(
2Nf − b1 − h
2
1
6bo
)
+ 2bo sinh
−2(2ρo)− b1
)
ρ+O(ρ3/2),
Y =
h1
16ρ1/2
+
1
48
(
6b1 +
h21
bo
− 6Nf
)
+
h1 (30b1bo − 72 coth(2ρo)b2o + 5h21 − 12boNf) ρ1/2
384b2o
+O(ρ),
e4(φ−φo) = 1− 4 (b1 −Nf ) ρ
1/2
h1
+
2 (18b21bo + 2Nf (−h21 + 9boNf)− b1 (h21 + 36boNf)) ρ
3 (boh21)
+O(ρ3/2),
a =
sinh−1(2ρo)
−1 + coth(2ρo) +
sinh−1(2ρo)h1ρ
1/2
(−1 + coth(2ρo))2bo +O(ρ). (4.33)
In the limit ρo → −∞ (type A) these expansions reproduce the expansions of eq. (3.10) in
[12]. Here we have generalized this IR solution to the type N backgrounds.
Let us finally consider the case ρIR = ρo. Note that in this case Q has a pole at ρo unless
Qo = −(2Nc −Nf)
(
ρo +
1
2
)
. Setting then, without loss of generality, ρo = 0, we have
Q = (2Nc −Nf)
(
2
3
ρ2 − 8
45
ρ4 +
64
945
ρ6 +O(ρ8)
)
. (4.34)
Since we are looking for solutions such that H or G go to zero as ρ→ 0, it follows that in this
case both H and G will go to zero as ρ→ 0 and hence this will be a type III solution, which
we will consider below.
7Note that h1 here differs by a factor of 4 from h1 in [12].
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Type III:
Finally we look for IR solutions for which H → 0 and G → 0 in the IR. We again first
consider ρIR > ρo and we take ρIR = 0. In terms of the expansion (4.26) this requires that
b0 = 0. We then find,
P = h1ρ
1/3 − 9Nf
5
ρ− 2h1
3
coth(2ρo)ρ
4/3 − 1
175h1
(
50b21 − 18N2f
)
ρ5/3 +O(ρ2), (4.35)
where h1 6= 0 is an arbitrary constant. Evaluating the rest of the background functions we
find
e2h = −1
4
h1 tanh(2ρo)ρ
1/3 +
1
20
tanh(2ρo) (9Nf + 5b1 tanh(2ρo)) ρ
+
1
6
(
1 +
3
cosh2(2ρo)
)
h1ρ
4/3 +O(ρ5/3),
e2g = − coth(2ρo)h1ρ1/3 +
(
−b1 + 9
5
coth(2ρo)Nf
)
ρ
+
1
3
(−5 + cosh(2ρo)) sinh−2(2ρo)h1ρ4/3 +O(ρ5/3),
Y =
h1
24ρ2/3
− Nf
10
− 1
9
coth(2ρo)h1ρ
1/3 +
(−25b21 + 9N2f ) ρ2/3
420h1
+O(ρ),
e4(φ−φo) = 1 +
6Nfρ
2/3
h1
+
3
(
5b21 + 39N
2
f
)
ρ4/3
5h21
+O(ρ5/3),
a =
1
cosh(2ρo)
− b1 tanh
2(2ρo)ρ
2/3
h1 sinh(2ρo)
+
2 tanh2(2ρo)
sinh(2ρo)
ρ+O(ρ4/3). (4.36)
This expansion generalizes the type A III expansion of eq. (3.12) in [12] to the type N
backgrounds. Indeed, eq. (4.35) reproduces this expansion in the type A limit ρo → −∞.
Coming finally back to the case ρIR = ρo, we have seen that one should set Qo = −(2Nc −
Nf)
(
ρo +
1
2
)
to avoid the pole in Q, which takes the form (ρo = 0) (4.34). Looking for
solutions with P → 0 as ρ→ 0, and noting that P should go to zero slower than Q to ensure
that both H and G remain positive, we find that there is a solution provided Nf = 0. Namely,
P = h1ρ+
4h1
15
(
1− 4N
2
c
h21
)
ρ3 +
16h1
525
(
1− 4N
2
c
3h21
− 32N
4
c
3h41
)
ρ5 +O(ρ7), (4.37)
where h1 is again an arbitrary constant. This gives,
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e2h =
h1ρ
2
2
+
4
45
(
−6h1 + 15Nc − 16N
2
c
h1
)
ρ4 +O(ρ6),
e2g =
h1
2
+
4
15
(
3h1 − 5Nc − 2N
2
c
h1
)
ρ2 +
8 (3h41 + 70h
3
1Nc − 144h21N2c − 32N4c ) ρ4
1575h31
+O(ρ6),
Y =
h1
8
+
(h21 − 4N2c ) ρ2
10h1
+
(6h41 − 8h21N2c − 64N4c ) ρ4
315h31
+O(ρ6),
e4(φ−φo) = 1 +
64N2c ρ
2
9h21
+
128N2c (−15h21 + 124N2c ) ρ4
405h41
+O(ρ6), (4.38)
a = 1 +
(
−2 + 8Nc
3h1
)
ρ2 +
2 (75h31 − 232h21Nc + 160h1N2c + 64N3c ) ρ4
45h31
+O(ρ6).
This is a new IR solution with a ‘good singularity’ for the typeN backgrounds in the flavorless
case. It should be interesting to study its dynamics.
4.4 Solutions of the BPS equations as RG flows
The solutions described in [9, 12] are a special case of the set of possible solutions to the
BPS equations, given the ansatz in eq. (3.1). We have seen that more general asymptotics
are possible, for large values of the radial coordinate ρ, the metric elements can grow as
H ∼ G ∼ Y ∼ e4ρ/3. Another possibility is that one of the elements of the metric can collapse
at a finite value of the radial coordinate, ending the space. In order to study how generic
these solutions are; we can make a qualitative analysis of the system of BPS equations as a
four-dimensional dynamical system. In the type A case the system is simpler and reduces to
three dimensions. We would like to interpret each solution as describing a different RG flow
in the space of holographic dual theories.
We will work with the ρ-dependent functions P = Ncp, Q = Ncq and u = (p
2−q2)Y/Nc and
use the parameter x ≡ Nf/Nc. Using the first order equations in (3.12), with the constraint
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(3.15) imposed, we can rewrite the BPS equations as,
p′ = −x+ 8u
p2 − q2 ,
q′ =
2− x
cosh τ
− 2q sinh τ tanh τ,
u′ = 4u
[
cosh τ − xp
p2 − q2 −
q
p2 − q2
(
2− x
cosh τ
− 2q sinh τ tanh τ
)]
,
τ ′ = −2 sinh τ,
φ′ =
xp
p2 − q2 +
q
p2 − q2
(
2− x
cosh τ
− 2q sinh τ tanh τ
)
.
(4.39)
Let us fix 1 < x ≤ 2,8 since the equations are independent of φ, the solutions can be described
as trajectories in the (p, q, u, τ) space. The trajectories are tangent to the vector field defined
by the values of (p′, q′, u′, τ ′). The BPS type A equations correspond to τ = 0. That is a
co-dimension one fixed subspace in the τ direction.
For physical solutions all the functions (appearing as warp factors in the metric) should be
positive, so p2 ≥ q2. When τ > 0, τ ′ < 0, so type N solutions flow from a finite or infinite
value of τ in the IR (ρ = ρIR) to τ = 0 in the UV (ρ→∞). This is another way to see that
types A and N solutions have the same UV asymptotics. At fixed values of τ > 0 and u there
are three relevant curves in the (p, q) plane
p′ = 0 ⇒ p2 − q2 = 8u
x
, if p2 − q2 > 8u
x
, then p′ < 0,
q′ = 0 ⇒ q = 2−x
(2 sinh2 τ)
, if q >
2− x
(2 sinh2 τ)
, then q′ < 0, (4.40)
and the curve u′ = 0(
p− x
2 cosh τ
)2
− (1− 2 tanh2 τ)
(
q +
2− x
2(1− sinh2 τ)
)2
=
x2
4 cosh2 τ
− (2− x)
2
4 cosh2 τ(1− sinh2 τ) .
(4.41)
where u′ > 0 above this curve (larger values of p). The curves q′ = 0 and p′ = 0 attract the
flow in the (p, q) plane. The curve q′ = 0 is independent of u and p and it disappears for A
solutions (τ → 0). However if x = 2 in the A solution, then q′ = 0 exactly. The curve p′ = 0 is
independent of τ and is a hyperbola in the (p, q) plane, asymptoting the lines p = ±q. When
u→ 0, the hyperbola approaches these lines. The curve u′ = 0 can be different conical curves
depending on the sign of the coefficient of the q2 term and therefore on the value of τ . For
2 tanh2 τ = 1, the curve is a parabola passing through (p = x/
√
2, q = 0) and (p = 0, q = 0).
8 The analysis for x > 2 can be repeated using Seiberg duality Nc → Nf −Nc, H ↔ G that in this notation
corresponds to p→ (x− 1)p, q → −(x− 1)q, u→ (x− 1)3u and then use x˜ = x/(x − 1), so 1 < x˜ ≤ 2.
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For larger values of τ , the curve is an ellipse, passing through (p = x/ cosh τ, q = 0) and
(p = 0, q = 0). When τ →∞, the ellipse collapses to the point (p = 0, q = 0), so there is no
region where u′ < 0.
For smaller values of τ , the curve is a hyperbola. For low values of τ , one of the branches
passes through (p = 0, q = 0) but lies below the p = ±q > 0 lines, so it does not affect the
physical solutions. The other branch passes through the point (p = x/ cosh τ, q = 0). As we
increase τ , the two branches come closer until they merge at
sinh2 τ =
4(x− 1)
x2
, (4.42)
and form a new hyperbola where now the relevant branch passes through the points (p =
0, q = 0) and (p = x/ cosh τ, q = 0).
For solutions of type A (τ = 0), when Nf = 2Nc (x = 2) the p
′ = 0 curve is a fixed line
for the flow in the plane defined by constant u (Fig. 1). The points where this curve intersects
the curve u′ = 0 are fixed points of the three-dimensional system, and they correspond to the
exact Nf = 2Nc solution found in [9, 12]. In terms of the original functions appearing in the
metric h = (p+ q)/4, g = (p− q)/4, the set of fixed points form a curve in the (h, g, u) space
that can be parametrized as
(h, g, u) =
(
h,
h
4h− 1 ,
4h2
4h− 1
)
, ∞ > h > 1/4 . (4.43)
The fixed line only exists for Nf = 2Nc. In the notation of [9, 12], the line of fixed points is
parametrized by ξ = 1/h (see eq. (4.5)).
We can easily extend the analysis for a smaller number of flavors Nf ≤ Nc. There are two
main effects as x → 0. The first is the lift of the attractor region (4.40) towards infinity, so
it disappears completely when x = 0, and then p′ > 0 on the (p, q) plane. The second is the
modification of the u′ = 0 curve. When x = 1, the merging of the two branches of the low τ
hyperbola occurs at τ = 0. Then, the u′ = 0 curve is a straight line p = q + 1 on the physical
region and also at the border p = −q > 0. The region p > q + 1 corresponds to u′ > 0, while
q + 1 > p > q > 0 corresponds to u′ < 0. When x < 1, the u′ = 0, τ = 0 curve is a hyperbola
passing through the points (p = 0, q = 0) and (p = x, q = 0) and asymptoting p = q + 1.
In Section 4.3 we have presented the possible asymptotic behavior of solutions as a function
of the radial coordinate ρ. We will comment on them under the perspective of flows in the
dynamical system defined by (4.39).
Let us start with the UV behavior ρ → ∞. As we have already commented, both N flow
towards the τ = 0 fixed plane, where A solutions live, so they have common asymptotics.
There are two possible classes of asymptotics (see Section 4.3.1).
• For class II all functions grow exponentially, so this corresponds to a situation where
the flow is in the u′ > 0 region and the attractor p′ = 0 moves towards infinity. The
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Figure 1: We represent the flow in the (p, q) plane at fixed u and τ = 0 (type A solutions). The
physical region is above the black lines p = ±q > 0. (a) The RG flow for Nc < Nf < 2Nc. The
p′ = 0 line (red) acts as an attractor for the flow, the dark lines are the limits of the attractor region
h′ = 0 and g′ = 0. The u′ = 0 line (blue) has also been represented. (b) The RG flow for Nf = 2Nc.
The p′ = 0 (red) and u′ = 0 (blue) lines have been represented. There are two fixed points of the
flow at the intersection of the two curves.
attractor q′ = 0 will move towards positive or negative values of q depending on the
value of Nf . The flow will try to reach the intersection of both. This is a very generic
situation.
• Class I solutions, on the other hand, correspond to cases where the flow is in the u′ < 0
region, so the p′ = 0 attractor is dragged towards the lines p = ±q. Generically, the flow
would hit the lines and the solution will end at a finite value of the radial coordinate,
so the corresponding solutions will have a boundary. Class I solutions are very special,
because they correspond to a situation where u′ → 0− asymptotically, so they are just
marginal solutions between class II solutions and solutions with boundary. In the special
case of Nf = 2Nc there is no flow in the q direction, so the flow will hit the fixed line
p′ = 0, u′ = 0. Notice that this is still a very special situation, usually the flow will miss
the fixed line and go to a class II solution.
Let us examine now the IR behavior. Depending on the solution we can have ρ → 0 (for
either ρ0 < 0 or ρ0 = 0) or ρ→ −∞. The first case corresponds to type II and III, while the
last corresponds to type I (see Section 4.3.2). In terms of the dynamical flow, the meaning is
the following
• Type I: It corresponds to flows coming from infinity in the (p, q) plane, starting at the
fixed subspace u = 0. Notice that they are always in the u′ > 0 region forN solutions or
for A solutions when Nf > Nc. However, when Nf ≤ Nc, the u′ = 0 curve on the (p, q)
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plane is different and can go to infinity. When Nf = 2Nc it is also possible to have flow
starting at the fixed line p′ = 0, u′ = 0, an example of this is the exact solution (4.7),
that then runs into class II UV asymptotics. Notice that this is possible because the
fixed line is not an attractor in all directions, it rather corresponds to a ‘saddle point’
in the flow.
• Type II and III: If ρ0 < 0, they correspond to flows starting on the p = ±q lines, with
type III corresponding to the point p = q = 0. If ρ0 = 0, then solutions have to start on
the q′ = 0 line (q = 0) at τ =∞.
A final comment is on the enlargement of the u′ < 0 region for Nf ≤ Nc. Flows on that region
are more likely to hit the p = q line, thus corresponding to a solution with boundary. From
the field theory perspective this may correspond to the runaway behavior of the N = 1 SQCD
theory when an ADS superpotential is generated. In the theories we consider here there is
also a quartic superpotential, so the theory can show a different behavior.
5 Physics of the new solutions
In this Section we will study some aspects of the non-perturbative physics encoded by the new
solutions we presented in Section 4. We will start with general comments, then we concentrate
on aspects that involve the IR physics, hence using the IR (small ρ) expansions derived in
Section 4, and then we will move into some observables computed with the UV expansions
(ρ → ∞). Some of the computations we will perform to calculate non-perturbative effects,
have been thoroughly checked in the past, using different backgrounds with or without flavors;
in those cases, we will be brief in our presentation. In contrast we will give details when new
material is presented.
5.1 General Comments on the Field Theory
Let us first study an aspect that does not refer to the UV or the IR of the QFT, that is Seiberg
duality [17].
It is by now well understood that for the particular field theories in the class that we are
considering see eq. (2.4), Seiberg duality is not just the infrared equivalence of two theories,
but the duality is valid all along the flow. This peculiar behavior is due to the presence of the
quartic term in the quarks. Basically the argument is that when Seiberg dualized,
W ∼ κ(QQ˜)2 = κMM →Wdual ∼ κMM + 1
µ
q˜Mq, (5.1)
where M is the meson superfield and q, q˜ are the dual quarks. Now, the presence of the M2
term-a mass term- allows us to integrate out the meson, leaving us with a superpotential of
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the form
Wdual ∼ 1
κ
(qq˜)2, (5.2)
then, the theory is Seiberg dual to itself. This, by the way, is at the root of the working of
the Klebanov-Strassler duality cascade. See the lectures [18] for lucid explanations.
How is the previous discussion reflected by our backgrounds? This was discussed at length
in [12]. Here, we can briefly mention that our generalized BPS eqs. (3.12) and our Hamiltonian
eq. (3.8) do indeed show an interesting symmetry. Indeed,
P → P, Q→ −Q, τ → τ, Y → Y, σ → −σ, Nc → Nf −Nc, (5.3)
is an invariance of the equations, the Hamiltonian and the Hamilton-Jacobi principal function
in eq. (3.10). This implies that if we find one solution, we have by replacement in eq. (5.3)
found another one with the correct relations between color and flavor groups.
The U(1) R-symmetry of the QFT is associated with translations in the angle ψ. The
breaking of the symmetry will be briefly discussed later, but this point together with the
matching of global anomalies does not present any subtlety aside from what was discussed in
[12].
As was proposed in the paper [23] the gaugino bilinear is related to the function b(ρ) that
appears in the RR three form. We will keep that identification that will allow us to write an
energy-radius relation (in the UV)
e
2ρ
3 =
µ
Λ
, (UV, ρ→∞). (5.4)
Using the information above, one can easily obtain that the solutions whose UV asymptotics
is given in eqs. (4.15)-(4.16)-(4.17) represent the field theory described in Section 2, once
a dimension six operator is added. The addition of this irrelevant term in the Lagrangian
(like in a related example of [19, 20]) dramatically changes the UV of the field theory leading
to a solution that is ‘away’ from the near horizon of the D5 branes. We believe that this
irrelevant operator is related to the gauge sector, for instance O6 = (WαWα)3/2 ∼ (Fµν)3,
or O6 ∼ (DµFνρ)2, though there could be also operators related to the KK multiplets like
O6 = |Φk|6, etc. Our proposal that the irrelevant term is made out of operators transforming
in the adjoint of the gauge group is due to the fact that the asymptotic eqs. (4.15)-(4.16)-
(4.17) exist also in the case of Nf = 0. The field theory aspects in the flavor-less case were
studied and the solution was (numerically) found in Section 8 of [9].
Let us proceed by studying aspects of the IR of the field theory, encoded in the backgrounds
of Section 4.
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5.2 Physics in the Infrared
As stated above, we will start by studying non-perturbative effects that the backgrounds
encode in the small radius region (ρ → 0)9. We will also comment on Wilson, ’t Hooft
and dyon loops, domain walls and the behavior of the quartic coupling in the field theory
described in eq. (2.4). Finally we will give a general analysis to find what are the conditions
that determine if an object is screened in the dual theory.
5.2.1 Enhancement of the flavor group
In this section we describe something that applies equally to the solutions discussed here and
the ones in [9] and [12]. We can ask the following question: what is the dual flavor group?
The first answer may be that the group is SU(Nf ), but a better analysis shows that actually
the flavor branes are separated-this is an effect of the smearing-so, a more likely answer is that
the group is U(1)Nf . Many dynamical aspects will not depend on this and it may happen that
if the distance between branes is vanishing (for example in the IR) then, the strings stretching
between flavor branes become massless and the SU(Nf ) symmetry is recovered in that regime
of energies. The fact that the F1-strings stretching between flavor branes have a mass has
important consequences regarding the existence-or not- of diagrams that could likely correct
the BI-WZ action that we used for the flavor branes.
To analyze this, we will proceed as follows. We will compute the volume of the space Σ4 on
which we smear the flavor branes. We will divide this by Nf and associate a given “volume
per flavor brane”. We will then propose that the distance between flavor branes is given by
the fourth root of such ‘volume per flavor brane’ and estimate the mass of the F1-strings as
the string tension times this quantity.
We also need to estimate the proper energy Eproper of an object in the bulk, given the energy
of the dual object in the field theory EQFT . The relation is
EQFT =
√
gttEproper = e
φ/2Eproper. (5.5)
Due to the dependence of the dilaton on the radial position, if we keep the QFT energy fixed,
then the proper energy of the mode must vary. If the proper energy grows very fast in the
IR, it could be possible to excite strings between different branes even if they are at a finite
separation, leading to an enhancement of the flavor group to SU(Nf ).
Let us see the computation. We focus first on type A solutions. In the string frame, the
induced metric on the four cycle Σ4 is,
ds2Σ4 = e
φ
[
H(ρ)(dθ2 + sin2 θdϕ2) +G(ρ)(dθ˜2 + sin2 θ˜dϕ˜2) + Y (ρ)(cos θdϕ+ cos θ˜dϕ˜)2
]
. (5.6)
9For convenience we are taking the IR region to be at ρ → 0, but as explained above, in general it is at
ρ→ ρIR
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So, the volume to be computed is
V4 =
∫
dθdθ˜dϕdϕ˜
√
gΣ4 =
4π2e2φ
√
HG
∫
dθdθ˜
√
HG sin2 θ sin2 θ˜ + Y G cos2 θ sin2 θ˜ +HY cos2 θ˜ sin2 θ. (5.7)
So, we need to look for the values of this integrals in the IR. Indeed, in the UV, is clear from
the asymptotic expansions, that this integral will indeed diverge, making the mass of the F1s
to diverge. The group is then broken to U(1)Nf in the UV. In the IR, the analysis depends
on the type of solution we consider. Let us first analyze this for the three types of IR type
A solutions of the SU(Nc) dual background in [12]. They were called type I, II, and III IR
behaviors. In type I and II, the previous volume is constant, indicating that there will be a
fixed separation between flavor branes. In the type II case, the dilaton goes to a constant, so
at very low energies, the strings between branes will decouple, breaking the flavor group to
U(1)Nf . In type I the dilaton vanishes, so the proper energy grows unbounded in the IR and
the group gets enhanced to SU(Nf ). In type III, we observe that the volume vanishes, also
enhancing the flavor group.
A similar analysis can be done for the typeN solutions, using the determinant of the induced
metric in the far IR. Given the expansion for type N solutions in Section 4, we obtain that
for type I and II the volume diverges at ρ = 0 and the dilaton is constant. This implies that
non-diagonal strings are very massive and do not contribute to processes in the IR physics.
The flavor group is then broken to U(1)Nf by the solutions. This is basically the reason why
in the Introduction we proposed different couplings between quark superfields and adjoint KK
modes see eq. (2.3)-the difference may be just a phase factor for different positions of branes
in Σ4. In type III solutions on the other hand, the volume vanishes in the IR and the flavor
group gets enhanced to SU(Nf ).
5.2.2 String-like objects
It is known that the holographic dual to the Wilson loop corresponds to a fundamental string
describing the 4d Wilson loop in the Minkowski directions, exploring the radial directions and
ending on a brane at spatial infinity [21], while in the type of backgrounds that are not S-
duality invariant, the ’t Hooft loop is computed by a D3 brane wrapping a topologically trivial
two-cycle. These string-like objects should have only a finite length due to the screening from
fundamental matter.
In the case of type A backgrounds, it was shown that depending on the IR of the solution,
different vacua of the QFT present distinctive behavior for Wilson and ’t Hooft loops, see
Sections 4.4 and 4.5 of the paper [12] for a detailed analysis. Indeed (always in the case of
type A backgrounds) it was seen that in type I solutions the Wilson loop tension vanishes,
while it is finite for type II and III. On the other hand, the tension of the ’t Hooft loop vanishes
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only for type III solutions. Therefore, type I solutions correspond to a Higgs phase, while type
III correspond to confined phases. In type II both quarks and monopoles are confined, so it
should correspond to a oblique confined phase, where dyons with both electric and magnetic
charge should be free.
Wilson loops In a QFT with fundamental matter, the QCD-string can break, basically
due to pair creation. This effect is offset if one is working in the quenched approximation
(
Nf
Nc
∼ 0). Our backgrounds do indeed capture screening effects as was seen in [9, 12], by the
existence of maximal length for the quark-antiquark separation. Nevertheless one can get an
intuitive idea about the way a quark pair interacts by looking at the QCD string tension in
the far IR. This is computed in the string duals by the value of the quantity (see [22] for a
summary)
TQCD =
√
gttgxx|ρIR. (5.8)
We can see that this quantity is non-zero for the three types of IR asymptotics of type N
backgrounds. Indeed, it is just proportional to the value of eφ(ρIR); this indicates that at low
energies, the pair feels a linear potential10. Contrast this with the type A backgrounds where
for asymptotics of type I the force was vanishing. The main difference between type A and
type N backgrounds resides in the existence of the functions a(ρ), b(ρ) that as was discussed
in the literature [23], can be associated with the formation of a gaugino condensate. This
seems to be at the root of the different behavior for the QCD string tension.
Let us now study another gauge invariant observable, the ’t Hooft loop.
’t Hooft loops As discussed previously in the literature, for backgrounds that are not
invariant under S-duality like the present ones, the ’t Hooft loop is computed via a D3 brane
that wraps a two cycle in the internal space. The manifold on which the D3 is proposed to
extend is,
Σ4 = [x, t, θ = θ˜, ϕ = 2π − ϕ˜, ψ = π, ρ(x)]. (5.9)
The induced metric for a D3 on that manifold is
ds2ind = e
φ
[
− dt2 + dx2(1 + e2kρ′2) + (e2h + e
2g
4
(a− 1)2)(dθ2 + sin2 θdϕ2)
]
. (5.10)
After integrating over the internal manifold, the ‘effective string’ (representing the ’t Hooft
loop) has an action,
Seff = 4πTD3
∫
dxeφ(e2h +
e2g
4
(a− 1)2)
√
(1 + e2kρ′2) =
∫
dxTeff
√
(1 + e2kρ′2). (5.11)
This effective tension Teff plays a similar role to that of the QCD-string tension in the previous
subsection. This object can be studied in the IR (again, keeping in mind that the ’t Hooft
10Of course, at even longer distances, screening takes place and the potential changes.
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loop will also present screening effects at even lower energies) to get an intuitive idea of the
force, at low energies, between a pair of monopoles.
We obtain using the type N IR expansions that for type I and type III backgrounds the
effective tension vanishes, leaving the monopoles free. In contrast, for type II backgrounds
the effective tension is constant, leading to a linear potential between them.
It is a natural next step, to compute the tension between a pair of dyons. We are not
aware of a concrete computation to calculate this effect, then we will propose one. So, we
propose that the dyon-anti-dyon is represented by a D3 brane extended on (t, x) wrapping the
topologically trivial cycle,
θ = θ˜, ϕ = 2π − ϕ˜ , (5.12)
and that is charged by the presence of a world-volume electric field Ftx. We will show that
for a particular value of the electric charge, the tension of the dyon loop indeed vanishes, in
agreement with the oblique confinement picture. We will do this in the case of the simpler
type A backgrounds for illustrative purposes.
Computing dyon-antidyon loops Since, as stated above, we believe this is new material,
we will be more detailed. We study the proposal in type A and then (briefly) in type N
backgrounds. In type A configurations, the induced metric, RR three form and world-volume
fields on the D3 brane described around eq. (5.12) is (the brane also extends in the radial
direction ρ(x)),
ds2ind = e
φ
[
− dt2 + (1 + 4Y ρ′2)dx2 + (H +G)(dθ2 + sin2 θdϕ2)
]
,
Ftx = ∂tAx,
F3 = d
[(2Nc −Nf)
4
(ψ − ψ0) sin θdθ ∧ dϕ
]
. (5.13)
We then compute the Born-Infeld part of the action,
det[gab + 2πFab]
1/2 = e2φ(H +G) sin θ
√
1 + 4Y ρ′2 − 4π2e−2φF 2tx. (5.14)
After integrating over the sphere directions and considering the WZ term that appears because
of the presence of a nontrivial C2 on the worldvolume, the action for the D3 brane is,
S = −4πTD3
[ ∫
dxeφ(H +G)
√
1 + 4Y ρ′2 − 4π2e−2φF 2tx −ΘFtx
]
, (5.15)
where Θ is given by Θ =
2Nc−Nf
4
(ψ − ψ0). We then compute the eq. of motion for the gauge
field, obtaining
Ftx = − e
φ(Θ−Θ0)
√
1 + 4Y ρ′2
2π
√
4π2(H +G)2 + (Θ−Θ0)2
, (5.16)
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where Θ0 is an integration constant. Replacing back into the action (5.15), we get
S = −4π
∫
dx Teff
√
1 + 4Y ρ′2, (5.17)
which is the action for an ‘effective string’ that is what we consider to be the QCD string (for
dyons), with tension given by
Teff = 2πTD3e
φ
[
(H +G)2 +Θ(Θ−Θ0)
]
√
4π2(H +G)2 + (Θ−Θ0)2
. (5.18)
We can see that the dyon-anti-dyon tension depends on the type of solutions we deal with.
Always thinking in the case of type A configurations and using the asymptotic expansions
derived in [12], we see that for type I the tension is always finite, so the dyons are confined.
For type III the tension vanishes only when Θ0 = Θ (which means that Ftx = 0) or Θ = 0. In
both cases, the dyon has no electric charge and becomes a monopole. For type II theories, in
the IR H + G → |C| (constant). If we choose Θ0 conveniently, then the tension of the dyon
vanishes. So, for each of the type II solutions and its Seiberg dual, a dyon with a precise value
of the electric charge is free. Notice that a shift in Θ changes the value of the electric charge
of the free dyon, so the oblique confined phase is different, this is what we expect from field
theory.
Having finished with the possible string-like objects (to which we will come back for a more
general analysis in Section 5.2.5), we would like to study now higher dimensional defects.
5.2.3 Domain-wall tensions
A domain wall in these backgrounds is represented by a D5 brane that wraps (in a SUSY
preserving way) a three-cycle and extends in three of the four Minkowski directions, preserving
SO(1, 2). The proposed manifold on which the five brane extends was given in [9] is
Σ6 = [t, x1, x2, θ, ϕ, ψ]. (5.19)
The effective tension of this (2+1)-dimensional object-that is after integration over the internal
three manifold- is
Teff,DW = 16π
2e2φ+k(e2h +
e2ga2
4
). (5.20)
The IR behavior of this quantity is such that the effective tension is constant for type I and
type III solutions, while is divergent for type II asymptotics. This means (in the case of type II
solutions) that the domain-wall like object has to sit at a finite value of the radial coordinate,
where its tension is minimized. We move now to the study of our last IR observable, the value
of the quartic coupling in the different asymptotics.
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5.2.4 Quartic coupling
In the paper [12] a possible definition for the quartic coupling κ between quark superfields in
the QFT has been proposed. The definition is just based on dimensional analysis and has the
right UV beta function, but does not transform correctly under Seiberg duality. We would
like to propose here a different definition with the right properties
log κ2 =
V ol[S˜3]− V ol[S3]
V ol[S1]× V ol[S2] = −
e2h + e
2g
4
(a2 − 1)
e2h + e
2g
4
(a− 1)2 = −
Q
P
eτ (5.21)
For type A backgrounds log κ2 = (G − H)/(G + H). Seiberg duality interchanges the two
three spheres in the metric, that in (5.21) is seen as κ→ κ′ = 1/κ. In self-dual configurations
H = G, κ = κ′ = 1. Let us stress again that this choice is based on some general properties
but we do not have a proof of it being the actual quartic coupling of the dual field theory.
Analyzing the behavior of this quantity in the case of type A and N backgrounds, we see
that κ always goes to a constant value in the IR or UV. In type A III, N I and N III infrareds
and in class II ultraviolets, it flows to the self-dual value κ = 1.
5.2.5 Screening as string breaking
In the papers [9] and [12] it was explicitly shown (using the dual backgrounds) that due to
the presence of the fundamental matter, different ‘loops’ (Wilson, ’t Hooft, dyon) may present
a maximal length, indicating screening. In this Section, we would like to present a general
study whose outcome is a sufficient condition for which a finite maximal length will occur (or
not). Our analysis will not depend on a particular asymptotics. Let us emphasize that, while
the existence of a maximal length implies screening, the existence of an infinite length does
not imply confining behavior. We are considering the “connected” Wilson loop and its energy
must be compared with the possible “disconnected” solution indicating creation of pairs and
screening-for another example where the same comment applies see [25]. The energetically
favorable solution will be physically realized.
Let us then examine the issue of the maximal length of string-like objects described by a
string/brane extending on t, x and wrapping the internal space. The bulk radial coordinate
is ρ, and the profile of this object is described by the function ρ(x). If the metric is
ds2 = eφ(ρ)(−dt2 + dx2 + 4Y (ρ)dρ2) + gαβ(ρ, y)dyαdyβ, (5.22)
with gαβ the metric of the internal space, then the Lagrangian coming from the Born-Infeld-
Wess-Zumino action, after integration over the internal directions yα, will have the general
form,
L = T (ρ)
√
1 + 4Y ρ′2, (5.23)
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where T (ρ) is the effective tension of the brane that depends in general on the dilaton and the
components of the metric in the directions of the internal space that the brane is wrapping.
The usual analysis goes as follows: we first define the Hamiltonian, that is a conserved quantity
H = ∂L
∂ρ′
ρ′ −L = − T√
1 + 4Y ρ′2
≡ −T0. (5.24)
If for some value of ρ = ρ0
11 the profile ends smoothly ρ′ = 0, then T0 = T (ρ0). From this
expression, it is straightforward to find
dx
dρ
=
2
√
Y T0√
T 2 − T 20
. (5.25)
In order to have a sensible (real-valued solution), we need that T > T0 over all the brane (we
are assuming that all quantities are positive). So,
• If the tension is a growing function of the radial position T ′(ρ) ≥ 0+ as ρ → ρ0, then
the solution exist for ρ > ρ0.
• If the tension is a decreasing function of the radial position T ′(ρ) ≤ 0− as ρ→ ρ0, then
the solution exist for ρ < ρ0.
Physically, this means that the object extends towards values where its tension is smaller. In
the backgrounds we are considering we have usually dilaton factors that grow exponentially
in the tension as ρ→∞, hence the branes will ‘hang’ from the UV towards the IR. However,
close to the singularity, some functions of the metric grow and some functions decrease, so
in principle there could be objects that cannot go beyond some finite value of the radial
coordinate, and there could be objects that extend from the singularity towards the UV,
although they cannot go arbitrarily far. When this happens, the objects will have a finite
tension, the region where T ′ = 0 acting as an effective IR wall for them. Let us analyze these
cases in detail.
The simpler case is when there is no IR wall and the far IR is at ρ = 0, so we can use the
asymptotic expansions. Let us assume that the tension of the object vanishes in the IR as
some power T ∼ ρb, b > 0. Also, we assume that the function Y also has some power-like
behavior, but can vanish, be a constant or blow up like Y ∼ ρa. Then, the equation of motion
in eq. (5.24) reads,
dx
dρ
∼ ρ
a/2ρb0√
ρ2b − ρ2b0
. (5.26)
11Notice that in this Section ρ0 denotes the turning point of the string-like object and should not be confused
with the quantity defined earlier ρo that is the lowest value of the coordinate ρ in the background. The context
will make this clear.
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Close to the tip, ρ ≃ ρ0(1 + ǫ). We can integrate trivially on ǫ to find a square root behavior,
so the profile at the tip looks like
x(ρ) ∼ ρ(1+a)/20
√
ρ− ρ0. (5.27)
The criterion we will adopt to quickly evaluate the ‘length’ of the putative loop is the following:
the factor in front of the square root determines how “open” is the configuration. If the
configuration is to reach infinite length in the x direction when the object explores the far IR
of the dual theory, then this factor should diverge when ρ0 → 0. In the case at hand, this
implies that a < −1. This is indeed the case of the AdS string, where T ∼ ρ2 and Y ∼ ρ−4.
The next possibility is to consider an object that has finite tension, so that T ∼ T∗ + cρb,
b > 0, c > 0 (this is necessary to have T ′ > 0) when ρ→ 0. Now the equation of motion is a
bit different
dx
dρ
∼ T∗ρ
a/2√
(T∗ + cρb)2 − (T∗ + cρb0)2
∼ T
1/2
∗ ρa/2√
ρb − ρb0
. (5.28)
The profile at the tip now looks like
x(ρ) ∼ T 1/2∗ ρ(1+a−b)/20
√
ρ− ρ0. (5.29)
For example, we can analyze the previous expression for the case of the flavorless solution
(Nf = 0) in eq. (4.2), and check that this gives a = 0, b = 2 implying an infinite length. As
another example, we analyze the IR of type A backgrounds. In order to have an object that
can extend to infinite length, we should have that b > 1/2 in type II and b > 1/3 in type III.
Notice that the monopoles and dyons have b = 1/2 and b = 1/3, so they are screened objects.
Suppose now, that we have an object that feels an effective IR wall at ρ = ρ∗ where the
tension is minimized, so T ′(ρ∗) = 0 and T
′′(ρ∗) > 0. We are assuming that the background
at this point is smooth, and the functions of the metric do not vanish, so Y and the tension
admits Taylor expansions
T = T∗ + T2(ρ− ρ∗)2 + . . . , T2 > 0,
Y = Y∗ + Y1(ρ− ρ∗) + . . . . (5.30)
We take a configuration where the object ends smoothly at some point ρ0 > ρ∗ and consider
the limit ρ0 → ρ∗. It is convenient to use the coordinate r = ρ − ρ∗ and r0 = ρ0 − ρ∗ so
eq. (5.25) becomes,
dx
dr
∼
√
Y∗T∗√
(T∗ + T2r2)2 − (T∗ + T2r20)2
∼
√
Y∗T∗
T2
1√
r2 − r20
. (5.31)
Close to the tip, r ≃ r0(1 + ǫ). We can integrate trivially on ǫ to find a square root behavior,
so the profile at the tip looks like
x ∼
√
Y∗T∗
T2
r
−1/2
0
√
r − r0. (5.32)
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Therefore, when the tip of the object comes close to the IR wall r0 → 0, the length diverges.
It should be interesting to extend the analysis of this Section to the case in which we have
massive quarks; because it could provide more hints on the first order phase transition-in
terms of the mass- that occurs for the connected part of the Wilson loop, see [25]. Also,
it may be interesting to use the results of this Section to improve models of AdS/QCD to
incorporate screening effects. To close, let us mention that it should be nice to provide a link
between the formalism developed here and the ideas presented in [24].
Let us now move to study aspects of the UV of the field theory, using the large ρ region of
the solutions.
5.3 Physics in the Ultraviolet
Let us briefly study how some aspects of the UV field theory are captured by the backgrounds.
R-symmetry anomalies will be treated in a sketchy way. The results are similar to those in
[9] and [12]. The study of beta functions will be more detailed because it will shed light on a
long-standing puzzle.
The way the R-symmetry anomaly will work, as explained at length in [9] and [12] does
not change here. Basically this is because it only depends on the form of the RR field F3
when restricted to a particular manifold-see eq. (5.12)-considered at large values of the radial
coordinate. The result is not changed when switching between the different UV solutions we
found in Section 4.
Let us then concentrate on the beta function of the field theory as computed by the two
different UV expansions. We will present details, as this will teach us something interesting
about the field theory and its UV completion.
5.3.1 Beta function
A definition of the gauge coupling in the dual QFT in terms of type IIB objects was given in
[26]. Using that definition, we have an expression for the gauge coupling that reads,
8π2
g2
= 2(e2h +
e2g
4
(a− 1)2) = e−τP. (5.33)
As mentioned above, the relation between the scale of the QFT and the radial coordinate was
also proposed in [23] and [26]. This relation comes by associating the functions a(ρ) and/or
b(ρ) with the VEV of the gaugino condensate. One gets,
e
2ρ
3 =
µ
Λ
, (UV, ρ→∞). (5.34)
We have found two types of UV behavior. One of them was already studied in [9] and [12]. The
other, for the solutions that asymptote to the conifold, was given in eqs. (4.15)-(4.16)-(4.17).
For both asymptotics, the relation in eq. (5.34) above holds.
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This allows us to compute the behavior of the beta function in the UV of the QFT. The
results are that for the UV expansions presented in [9] and [12] we get (for Nf < 2Nc as
explained in those papers) that
β 8pi2
g2
=
3
2
[2Nc −Nf ], (5.35)
that is the result expected from the NSVZ beta function, in the case in which the anomalous
dimension of the quark superfield is γQ = −12 . See [12] for various consistency checks on this
value of the anomalous dimension.
Now, this is the puzzle: how is it possible that a theory with so many extra fields (in the
UV, the extra modes should be integrated-in) presents a beta function that adjusts so well
to the exact treatment of NSVZ. The comparison with the result obtained using the other
possible UV solution will illuminate this point. This also applies to the case Nf = 0 and we
believe it answers the criticism to the papers [26].
The beta function for a 6d theory The set-ups described in the Introduction are the
holographic duals of the six-dimensional field theories living on the D5 branes that wrap a
2-cycle of the deformed conifold. The dimensionful gauge coupling can be read from the D5
brane action g26 = α
′gs, and one can define the dimensionless coupling
g˜6
2 = µ2g26Z
2(µ) , (5.36)
where µ is some mass scale and Z(µ) is the renormalization factor of the 6d coupling, analogous
to a mass renormalization factor. The theory is perturbatively non-renormalizable, in the sense
that radiative corrections can generate an infinite set of irrelevant operators as the theory flows
to the UV. From a four-dimensional perspective, we can define a (dimensionless) coupling
g24 =
1
L2
g26Z
2(µ) , (5.37)
where L2 ∼ Ncα′ is the size of the 2-cycle. In this case, the beta function is
β 8pi2
g2
4
= −16π
2
g24
d logZ
d logµ
≡ −16π
2
g24
γg˜ , (5.38)
At one-loop in perturbation theory, the infinite tower of extra states (KK modes) would
generate a power-like running of the coupling in the UV
g24 ∼
1
(Lµ)2
. (5.39)
If we integrate out the KK modes, then an effective coupling for an irrelevant operator of
dimension six would be generated, also modifying the running of g4. As the energy scale
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becomes of the order of the Kaluza-Klein mass, more irrelevant operators would enter, making
the theory non-renormalizable.
However, a six dimensional theory could be renormalizable at a non-perturbative level. This
is possible if there is a UV fixed point, as was shown in [27]. Looking at the beta function
(see Kazakov’s paper in ref. [27])
β 8pi2
g˜2
6
= −16π
2
g˜26
(1 + γg˜) , (5.40)
we see that a UV fixed point corresponds to an anomalous dimension γg˜ = −1. On the
other hand, the four dimensional coupling would have the same running as the one-loop
perturbative result, suggesting that only a dimension six operator is generated, instead of an
infinite set of irrelevant operators. We can take this as an indication that the UV theory is truly
six dimensional, where such operator is marginal. It has been suggested that the marginal
operator respects scale invariance but not the full conformal invariance of the theory.
We can now see how this picture emerges in the holographic description. Using the pre-
scription of [26], we can see that the renormalization factor Z2 is proportional to the inverse
size of the cycle. In the UV, the relation between the radial coordinate ρ and the scale µ is
given as explained above by eq. (5.34). Then, for the solutions asymptoting to the conifold,
eqs. (4.15)-(4.16)-(4.17), we have
logZ = −2
3
ρ = − log µ
Λ
⇒ γg˜ = −1 . (5.41)
So the growing solutions correspond to six dimensional theories flowing towards a UV fixed
point. Let us examine the metric in the far UV, keeping only the leading asymptotics and
using the coordinate 2r = 3e2ρ/3, the background in eq. (2.13) with the asymptotics (4.15)-
(4.16)-(4.17) will read,
ds2 = eφ0
[
dx21,3 +
4c+
3
(dr2 + r2T 1,1)
]
(5.42)
There is a scaling symmetry; we can rescale the coordinates r → λr, xµ → λxµ . This changes
the metric only by a conformal factor, that can be absorbed in the dilaton. Notice that the
RG flow is independent of the value of the dilaton. There is also a self-similarity relation
between different RG flows in the UV, since the transformation r → λr, c+ → λ−2c+ , leaves
the metric invariant.
The special solutions with UV given in [12] -see eqs. (4.9)-(4.13)- have a rather different
behavior. The renormalization factor goes as
logZ ∼ −1
2
log ρ ∼ −1
2
log log
µ
Λ
. (5.43)
This gives the anomalous dimensions and gauge couplings
γg˜ = − 1
2 log µ
Λ
⇒ g24 ∼
1
log µ
Λ
, g˜26 ∼
µ2
log µ
Λ
. (5.44)
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The running of the g4 coupling is exactly the one of a four dimensional N = 1 theory. This
is quite surprising, since a six dimensional theory is showing a completely four dimensional
behavior. From the string theory point of view, the six-dimensional solutions (5.42) look as a
decompactification limit and actually the metric coincides with the metric ‘outside’ the near-
horizon region of the 5-branes 12. Notice that the dilaton goes to a constant, so the energy
of probes in the gravitational background is simply proportional to the energy in the field
theory-see eq. (5.5)- and the extra dimensions can be easily explored.
On the other hand, in the ‘four dimensional solutions’ eqs. (4.9)-(4.13) the dilaton factor
in the proper energy formula (5.5) grows exponentially with the radial coordinate, while the
relative size of the compact dimensions grows only linearly. Then, for an object with fixed
energy in the field theory, the proper energy in the string dual is exponentially suppressed at
larger values of the radial coordinate in such a way that the wavelength will grow much faster
than the size of the compact dimensions. Therefore, it is very difficult to explore the extra
dimensions and the theory remains four-dimensional even in the ultraviolet.
In the dual field theory, the interpretation is that these backgrounds correspond to RG flows
where the six dimensional irrelevant operator is not generated, so they are renormalizable not
only in the six dimensional sense but also in a four dimensional sense. All these comments
are consistent and provide a different view on the findings in [28], where it was shown that
the beta function of the unflavored background was unaffected by the KK modes. For a field
theory argument that complements this one, see Appendix A.
Let us now analyze another contribution of this paper. The extension of these set-ups to
the case of orthogonal groups.
6 The case of SO(Nc) gauge group
In this Section we address some aspects of the version of SQCD described in Section 2.1, but
in the case in which the gauge group is SO(Nc). The best places where the field theory is
described are, for the pure SQCD case in [31] and the paper [32] for the theory that is more
like the one we are interested in. For a recent analysis of a field theory related to ours in
non-critical strings set-up see [30].
The N = 1 theory with orthogonal group has a rich phase structure, with fixed infrared
conformal points for 3
2
(Nc − 2) < Nf < 3(Nc − 2) and a free magnetic dual description for
Nc−2 < Nf ≤ 32(Nc−2). For Nf < Nc−2 there is a dynamically generated superpotential of
the ADS type, associated to gaugino condensation. For Nf = Nc−4 and Nf = Nc−3 there is
also an extra branch with no superpotential. In the field theories described by the holographic
duals we study, this picture is modified by the presence of a classical superpotential coming
from the reduction from the six dimensional theory.
12As predicted to happen in a different context in the papers [19, 20]
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The dual geometry is based on the same 5-brane construction wrapping a 2-cycle of the
resolved conifold. In order to have an orthogonal gauge group, we introduce an orientifold O5
plane parallel to the 5-branes. This setup was studied in [29]; the case of symplectic groups was
also addressed there. The orientifold has the effect of making a reflection on the orthogonal
directions, so the S3 surrounding the 5-branes becomes a projective space S3 → RP 3. When
we go from the brane picture to the geometric picture, this is shown in the periodicity of the
coordinate ψ ∼ ψ + 2π. The gauge group and the three form flux in the geometry depend on
the type of orientifold. We can classify them according to their five-brane charge and discrete
torsions for the NS three-form H3 and the RR one-form F1 [33, 34]. If the number of D-branes
is 2n, then we have,
orientifold charge (H3, F1) group F3
O5− −1 (0, 0) SO(2n) 2n− 2
O5+ +1 (1
2
, 0) Sp(2n) 2n+ 2
O˜5
− −1
2
(0, 1
2
) SO(2n+ 1) 2n− 1
O˜5
+
+1 (1
2
, 1
2
) Sp(2n) 2n+ 2
The geometry of the orientifolded construction is essentially the same, with even the same
Killing spinors. The only differences are the change of topology of a three-cycle of the internal
space and the amount of F3 form flux.
In the following and to avoid a cluttered notation, we will concentrate on type A back-
grounds. It will be clear that the important features do extend also to type N configurations,
in virtue of our general treatment of Section 3. The BPS equations for the SO(Nc) case can
be read directly from the SU(Nc) case from eqs. (2.9)-(2.12) by replacing
Nc → Nc − 2 . (6.1)
So they read
H ′ =
1
2
(Nc − 2−Nf ) + 2Y,
G′ = −(Nc − 2)
2
+ 2Y,
Y ′ = −1
2
(Nf −Nc + 2)Y
H
− (Nc − 2)
2
Y
G
− 2Y 2
(
1
H
+
1
G
)
+ 4Y,
φ′ = −(Nc − 2−Nf )
4H
+
(Nc − 2)
4G
. (6.2)
At this stage, we observe a couple of immediate things about Seiberg duality and R-symmetry
anomalies. The BPS system (6.2) is invariant if we change in all the eqs.,
Nc → Nf −Nc + 4, H → G, G→ H, (6.3)
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leaving all the other functions and Nf untouched. In our eq. (5.3) and in the paper [12] a
similar change to eq. (6.3) was identified as Seiberg duality (for the group SU(Nc)). In the
case of orthogonal gauge groups, the change is as in eq. (6.3) and coincides with what is known
from [31].
Using the RR three form and restricting it to a topologically trivial two cycle (on which
F3 = dC2), we can compute the anomaly of the R-symmetry, that is initially identified with
changes in the angle ψ. Indeed, one can see that as previously explained in [12] the partition
function for a Euclidean D1 that wraps the topologically trivial cycle (5.12) is given by Z =
ZBIe
i
2pi
R
C2 , where ZBI is the Born-Infeld part of the partition function. This implies that
the partition function is invariant if, ψ → ψ+ 2kpi
2Nc−4−Nf
, hence showing that the R-symmetry
is broken to Z2Nc−Nf−4. The extension to type N backgrounds is immediate. In this case,
spontaneous breaking of R-symmetry imply that there are 2Nc −Nf − 4 vacua.
The new and interesting thing is that, although the geometry is pretty much the same, the
change in topology in the duals to theories with orthogonal groups allows new kind of objects
corresponding to branes wrapping cycles of the internal space. We follow the discussion in
[33], adapting it to our case. The internal space has topology RP 3 × S2, and due to the O5
orientifolding in the brane construction, D1 and D5 branes can be wrapped in RP 3 according
to the untwisted homology, while F1 strings, NS5 and D3 branes should be wrapped according
to the twisted one. The non-trivial homology groups are H0(RP
3, Z) = H3(RP
3, Z) = Z,
H1(RP
3, Z) = Z2, while the twisted ones are H0(RP
3, Z˜) = H2(RP
3, Z˜) = Z2. There could
be further constraints on the kind of wrapping that is allowed due to the discrete torsions of
the different types of orientifold. Let us list the new possibilities of wrapping cycles inside the
three-fold.
a) A string on RP 2 ⊂ RP 3: this gives a point-like object localized in space and time. Two
objects of this kind can annihilate each other, since they are classified by the group
H2(RP
3, Z˜) = Z2.
b) A D1 brane on RP 1 ⊂ RP 3: this gives a particle in the non-compact space. This particle
should be able to annihilate with another of the same kind, since it is classified by a Z2
group.
c) A D3 brane on RP 2 ⊂ RP 3: a string-like object in the non-compact space, also classified
by Z2.
d) A D3 brane on RP 2 × S2: a point-like object, classified by Z2. By S2 we mean any
2-cycle, it could be contractible.
e) A D5 brane on RP 1 ⊂ RP 3: an object with four spatial dimensions, classified by Z2.
f) A D5 brane on RP 1 × S2: a domain wall-like object, classified by Z2.
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g) An NS5 brane on RP 2 ⊂ RP 3: an object with three spatial dimensions, classified by
Z2.
h) An NS5 brane on RP 2 × S2: a string-like object, classified by Z2.
The most interesting objects are b), c)/h) and f), that have some of the properties to be the
duals of the gauge theory Pfaffian, spinor Wilson loop and domain walls.
Discrete fluxes can impose a constraint on the allowed branes from the following considera-
tions: imagine we have a brane wrapping a cycle in the internal space that contains a subcycle
with discrete flux on it. In our case the possibilities are to have a RP 2 or RP 1 subcycle. We
could consider a brane or string wrapping this subcycle, that due to the discrete flux, will be
seen as an instantonic contribution to the wavefunction of the larger brane, changing its sign.
For instance, wrapping a string on a RP 2 subcycle will give a factor
ei
R
RP2 B2 = −1 .
This would rule out the wrapping brane as a good state of the theory unless it can be com-
pensated by a twisted bundle of the gauge field on the brane,
ei
R
RP2
eF2 = −1 .
However, the possible twisted bundles of the gauge field are determined by the twisted coho-
mology of the cycle the brane is wrapping, and not by the twisted cohomology of the complete
internal space. They do not need to be the same, so it could happen that it is not possible
to construct a twisted gauge bundle on the subcycle. In this case, the change of sign of the
wavefunction cannot be compensated and the wrapping brane is ruled out.
In the case at hand, the discrete fluxes do not impose constraints on the branes, since the
twisted cohomologies of RP 2 and RP 1 are non-zero. This makes it more difficult to identify the
right objects, compared to the AdS5×RP 5 case, where the topological restrictions coming from
the discrete torsions distinguish objects that exist only in orthogonal SO(2n) or SO(2n+ 1)
theories.
6.1 Spinor Wilson loop
In orthogonal theories it is possible to introduce external sources in the spinor representation.
These sources are not screened by the matter content of the theory, so the dual object should
be able to extend to infinite length. Spinor charges do not exist in unitary theories, so the
spinor Wilson loop should correspond to a D3 on RP 2. We will see that this “no screening
criterion” allows to confirm that this D3 brane is the right object.
We then study our possible candidates for a spinor Wilson loop represented as a D3 brane
wrapping RP 2. A possible RP 2 could be the cycle
θ = θ˜, ϕ = ϕ˜ = 2π − ψ/2 if 0 ≤ θ < π/2,
θ = θ˜, ϕ = ϕ˜ = ψ/2 if π/2 ≤ θ < π. (6.4)
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We are taking here ψ to be defined over [0, 4π) but with the identification ψ ∼ 4π−ψ. Notice
that the cycle is non-orientable.
For the clarity of this exercise, we will restrict ourselves to the case in which our branes
probe a type A background. In this case, the induced metric will be
ds2D3 = e
φ
(−dt2 + (1 + 4Y ρ′2)dx2 + (H +G)dΩ22 + 4Y (1∓ cos θ)2dϕ2) . (6.5)
The effective tension is then
TD3(ρ) = 4πT3e
φ
√
H +G
∫ pi/2
0
dθ
√
(H +G) sin2 θ + 4Y (1− cos θ)2 . (6.6)
The integration can be done analytically, the final result is
TD3(ρ) = 4πT3e
φ(H +G)
(
2−
√
1 + y +
2y√
1− y log
[√
2
1 +
√
1− y√
1 + y +
√
1− y
])
. (6.7)
Where we have defined y ≡ 4Y/(H + G). We compute numerically the value of the tension
for this particular D3, using the expansions given in [12]. It turns out that the tension of the
D3 brane always has a minimum at a finite value of ρ. As we have explained in Section 5.2.5,
this means that the D3 brane is not screened in any background, so it is a good candidate for
a spinor Wilson loop.
The fact that this object exists in the backgrounds dual to theories with orthogonal gauge
group and does not exist for unitary groups is a very stringent dynamical check of our proposal
and of the whole set-up.
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Figure 2: The tension of the D3 brane wrapping a RP 2 cycle has a minimum as a function of ρ for
the three types of A backgrounds, so the holographic dual object is not screened in any of them.
7 General comments, criticism and conclusions
In this Section we would like to present the outcome of many discussions we have had with
different colleagues who asked challenging questions regarding various aspects of this line of
research.
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The first comment concerns the use of flavor branes represented by the Born-Infeld-Wess-
Zumino Action in contrast with the color branes, encoded in the type IIB supergravity fields,
in other words, we seem to treat differently the Nc “color branes” and the Nf flavor branes.
The reason for this asymmetric treatment is that the two types of symmetries (flavor and
gauge) are actually different. As is well known, a flavor symmetry is a symmetry of the
physical spectrum (a ‘real’ symmetry), that can be broken; while the previous two properties
do not apply to a gauge symmetry, that is just a way of indicating a redundant description.
So, the main point is that an arbitrary flavor symmetry group SU(Nf) needs extra degrees
of freedom to be added to the type IIB Action, this is what the Born-Infeld-Wess-Zumino
Action is doing. This is the proposal of [10].
As a consequence, a fluctuation of the fields in the action of eq. (2.6) would imply a fluctu-
ation of the gauge field on the brane, that is dual to a meson with flavor quantum numbers,
showing the existence of meson-glueball interactions.
The reader may wonder what are the limitations of the line of research represented by [10]
and papers that followed. Since the Nf ‘flavor branes’ are not deforming the spacetime (they
are very few with respect to the color branes
Nf
Nc
∼ 0) it is clear that some physical effect
will not be reproduced by the String configuration. This can be seen diagrammatically in
the dual field theory. Indeed, consider for example the scattering of two mesons in a theory
with Nf flavors and Nc colors. A formula for the kinematical factor was produced in [35] for
the scattering of n mesons, considering diagrams with w internal fermion loops (windows), h
non-planar handles and b boundaries,
< B1....Bn >∼
(
Nf
Nc
)w
N
(2−n
2
−2h−b)
c . (7.1)
Consider the case of scattering of two mesons n = 2. We see that diagrams like the first one
in Figure 3 (w = h = 0, b = 1, n = 2) scales like a constant N0c ∼ 1, the second diagram (with
w = 1, h = 0, b = 1, n = 2) scales like
Nf
Nc
, while the third one (with w = 0, h = 0, b = 2, n = 2,
that is non-planar) goes like N−1c .
There are two possible scalings that can be taken to make contact with String theory:
• The one introduced by ’t Hooft [36] where λ = g2Nc is kept fixed while
g → 0, Nc →∞, Nf = fixed. (7.2)
In ’t Hooft’s scaling (7.2) the first diagram of the figure is dominant, the second one
is suppressed like N−1c due to the quark loop and the third one, being non-planar is
also suppressed like N−1c . We observe a suppression of both planar (with quark loops)
and non-planar diagrams. It may be desirable to first sum up all planar diagrams and
then consider non-planar ones as correction, this is achieved by the so called Veneziano
expansion.
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BA
C
Figure 3: Diagram for a meson propagator, with two insertions of the meson operator (n = 2) shown
as thick points on the boundaries. The dashed lines are gluons that fill the diagram in the large
Nc limit and the thick lines are quarks. A) Planar diagram with no internal quark loops (h = 0,
w = 0), the scaling is ∼ 1. B) Planar diagram with an internal quark loop h = 0, w = 1, the scaling
is ∼ Nf/Nc. C) Non-planar diagram with no internal quark loops h = 0, w = 0, b = 2, the scaling
is ∼ 1/Nc.
• Veneziano [37] introduced another expansion ( called the topological expansion ) where
the scaling is
g → 0, Nc →∞, Nf →∞, Nf
Nc
= fixed. (7.3)
Obviously here we also impose that λ = g2Nc is fixed. In this scaling, the first two
diagrams in the figure contribute at the same order and the one violating the OZI rule
is suppressed.
The connection between these expansions and the way of adding flavors described above
goes as follows. When we add probe branes to the background (hence not considering its
backreaction), we are working in the ’t Hooft scaling (7.2). The discussion above shows that
some processes, those in which diagrams scaling like
Nf
Nc
are of importance (like screening, for
example), will not be well captured by the ‘probe approximation’.
We actually would like to impose the Veneziano scaling (7.3), that considers diagrams of
the first two types, and hence is more likely to capture more physics. The way of doing this
is by ‘backreacting with the flavor branes’. That is to say, consider solutions to the eqs. of
motion derived from the action (2.6).
Let us now comment on the effects of the smearing of flavor branes. As we hinted along
the paper and more concretely in Section 5.2.1, the smearing seems to break the SU(Nf )
flavor symmetry of the localized brane system to U(1)Nf . This will obviously have influence
on the dynamics, but also many aspects will remain unaffected (like global anomalies and
their matching in dual descriptions, beta functions, Seiberg duality, etc). We would like to
comment a bit more on the following related fact: if Nf is bigger than Nc and we take the
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numbers such that we do not loose asymptotic freedom, it may be expected that there will be
diagrams correcting the Born-Infeld action, that will be weighted by gsNf ∼ NfNc > 1. So, in
principle, one should not trust the Born-Infeld-Wess-Zumino action, unless there is a way of
understanding that such corrections will not change the tree-level form of the action. Here is
where the smearing comes to help. The strings between flavor branes will typically be massive
as we showed in Section 5.2.1. Even more, in the far UV, the separation between flavor branes
is large (because the ‘internal four manifold Σ4’ is very large). In the IR (typically) something
similar happens, with the ‘internal manifold’ having a fixed size and with low energies to
excite the non-diagonal strings, see Section 5.2.1 for details. We believe that this makes the
above mentioned corrections to be very suppressed or non-existent (a very similar argument
was presented in [38]). As an aside, the fact that the system is SUSY suggests that even in
the case of localized (in contrast to smeared) flavor branes the diagrams mediated by the non-
diagonal strings will cancel each other (or the system would lose stability and be non-SUSY).
The complementary possibility that would exclude what we are arguing here is that there is
no weakly coupled String dual to a field theory with Nf ∼ Nc.
A second point related to the smearing is: can we consider the smearing as an approximation
when we wrote above, that for example in the UV the distance between flavor branes grows
unbounded? In which sense can we consider a ‘continuous distribution’ of flavor branes? Per-
haps, in this sense, the smearing should be considered as the s-wave, in a multipole expansion
of the true solution. Nevertheless, if we insist on the superpotential of the field theory with
flavors to have the same symmetries that the unflavored theory has (see Section 5.1 of [9]) the
smearing will be necessary. In the case in which the superpotential breaks the isometries of
the original unflavored theory, the dual string solutions should depend-aside from the radial
coordinate-on angles, hence partial differential eqs. will be describing the dynamics, making
the problem more complicated.
Another point on which we would like to comment is related to the T-dual version of our
set-up. As is well known (see for example [39]), the IIA version of our type of field theories
is represented by an array of NS5, D6 and D4 branes. The positions of the D6 branes are
arbitrary, one can have them coincident or separate them (at the only cost of breaking the
SU(Nf ) symmetry). In our type IIB construction we perform the smearing discussed above
to find a simple solution. This seems to point to a particular distribution of six branes in
the T-dual picture. Nevertheless, it may be possible to find solutions where non-uniform
configurations of flavor branes are smeared (an example in a different model is in the paper
[38]). The different smearings should correspond to different distributions of D6 branes in the
T-dual version. The influence (or not) of the different smearings over the IR of the solution
should teach us about features of the field theory and the stringy completion.
Finally an issue that is occasionally raised is the possible existence of tadpoles. This question
mostly arises when the flavor branes are D7’s as it happens in some of the models discussed in
[14]. One must find a (closed) cycle inside Σp-where the flavor branes are pointlike objects-to
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compute the integral
∫
FRR and this should be zero to avoid tadpoles. One can see that such
manifold does not exist or that integral is zero in the case of D5 branes considered in this
paper or in the models using D7’s flavor branes on the conifold.
7.1 Conclusions
In this paper we have presented a unified way of working with different type IIB String
backgrounds conjectured to be dual to a version of N = 1 SQCD. We have presented various
new solutions, including a new exact solution. We also studied different field theory aspects of
the new solutions, providing among other new things a systematic criterion for string breaking
(screening) and a new understanding of UV properties in the case in which the theory is
deformed by an irrelevant operator. We also extended the treatment to the case of SO(Nc)
gauge groups, we checked that many immediate properties are satisfied. Interestingly enough,
we proposed a candidate object to compute the Wilson loop in the spinorial representation.
This object, shows confinement as predicted on general grounds.
It should be nice to extend our studies in the following directions:
• To extend our analysis in Section 3 to the case of massive flavors and to construct duals
to SQCD using type IIA backgrounds [40].
• To explore new gauge theory aspects of the new solutions presented in Section 4 and
the new String-inspired objects mentioned in Section 6.
• To find extensions of the set-up presented in this paper to study different versions of
SQCD, with different superpotentials, in different vacua, etc.
• To apply this line of research to possible strongly coupled field theories in Physics beyond
the Standard Model.
We leave these for future work.
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A Appendix: Some aspects of the QFT
In this appendix we comment on some aspects of the field theory described in Section 2.1.
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Let us recall that the field theory contains an N = 1 massless vector multipletWα = (λ,Aµ)
plus a tower of massive KK chiral fields denoted by Φk = (φk, ψk) and massive vector multiplets
Wk.
13
It is useful to give an assignment of R-charges to the fields in a massive vector multiplet,
R[V 0] = R[A] = R[vµ] = R[D] = 0, R[λ] = −R[ψ] = 1, R[F ] = −R[F ∗] = −2. (A.2)
The reader should wonder how is it possible that a theory like (2.1), so different to N=1
SYM, can reproduce so many non-perturbative results of SYM (obtained using the dual de-
scription, that is the string background in [7]). Indeed, it was shown in [28], by using the
string dual description of the field theory, that many of the observables are such that the
contribution of the KK modes is zero.
The question can be posed like this: is there a QFT way of understanding why the KK
modes do not contribute to typical quantities like the beta function, the R symmetry anomaly,
etc?
For anomalies, one can take the simple view that only massless fields will contribute to them.
In this case, the only massless fermion is a Majorana spinor, that is the gaugino of N=1 SYM.
So, this would produce the same anomaly of U(1)R → Z2Nc . But if we compute things at very
high energies, many of the KK modes can be considered massless, so, they should indeed count
towards the anomaly computation. In other words, since the anomaly coefficient is invariant
under RG flows, we may wonder how it happens that all the KK fermions do not contribute.
This can be understood by analyzing the R-charge assignment of the KK fields. We assign
R-charge R[Φk] = 1 to the massive chiral multiplets, then the fermions in the multiplets will
have R[ψk] = 0, so, they will not contribute to any triangle involving the R-charge. For
the massive vector multiplets, we have that the two fermions inside them have R-charges
R[λk] = −R[ψk] = 1, then the multiplet cancels within itself. This may be the reason why we
get the ‘correct’ R-symmetry pattern (that is the one of N=1 SYM).
Notice that with the previous R-charge assignment, it is clear that if the superpotential
(like the one proposed in Section 2.1) has interactions of three superfields, or higher order
interactions with the massive vectors, the R-symmetry is explicitly broken, because the cou-
pling constants are charged. This could be thought as spontaneous symmetry breaking. But
we should still have an ‘effective Lagrangian’, that is what the supergravity solution provides,
that matches the anomalies.
13A massive vector superfield has the degrees of freedom of a vector superfield together with the ones of a
chiral multiplet. That is,
V 0 =
1
2
A0 +
√
2[θψ¯ + θ¯ψ]− θσµθ¯vµ + θ2F + θ¯2F ∗ +
iθ2θ¯[λ¯+
1√
2
σµ∂µψ]− iθ¯2θ[λ+ 1√
2
σµ∂µψ¯] + θ
2θ¯2(D +∇2A0). (A.1)
From here we can construct, as usual, the field strength Wk.
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Now, let us focus on beta functions. The question here is how is it possible that the papers
[26] get the correct NSVZ beta function. One possibility is that all the massive fields have in
the far UV (when they could be considered massless) anomalous dimensions such that they do
not contribute to the beta function. Indeed, the NSVZ result for the Wilsonian beta function,
βg = −
[
3Nc +Nk(1− γk)
]
, (A.3)
shows that if the anomalous dimensions of each massive field behaves in the UV as
γk ∼ 1 +O(mk/E), (A.4)
then, the field will not contribute to the anomalous dimension.
Let us now consider the theory after the quark Q and anti-quark superfields Q˜ have been
added to the theory. The superpotential is then,
W =
∑
ijk,abc
zabcijkΦ
ab
i Φ
bc
j Φ
ca
k +
∑
k
fˆ(Φk)Wk,αW
α
k +
∑
k
µk|Φabk |2 +
∑
r,ab
κij,(r)Q˜
a
iΦ
ab
r Q
b
j, (A.5)
and the F-term eqs. for the massive KK modes will be,
2µpΦ
ab
p +
[
3!
∑
c,jk
zabcpjkΦ
ac
j Φ
cb
k +
∂fˆ (Φ)
∂Φabp
WkWk +
∑
ab
κij,(p)Q¯
a,iQb,j
]
= 0, (A.6)
and for the massive vector,
∂WαW = fˆWk = 0. (A.7)
So, we impose that there is a solution of the form
Wk = 0, Φ
ab
p = −
κ(p),ij
2µp
Q˜aiQ
b
j =
κp,ij
µp
M ijδa,b = − κp
2µp
Mδab, (A.8)
where we used that the constants zabcijk are antisymmetric in both sets of indexes, and the
Wk = 0 in the vacuum. When replacing this into the superpotential, we find an effective
superpotential that is quartic in the quarks or quadratic in the meson fields
Weff ∼ −
∑
p
κ2(p),ij
2µ2p
(Q¯iQj)
2 ∼ κ
2
2µ
M2. (A.9)
In Section 2.1, we used that all the κp are equal, because we made no distinction between
quarks due to the uniform smearing (likely, there is a phase in the coupling for each quark
that we are neglecting here!). In the coefficient µ we are counting the sum of all the masses
that have been integrated out, with its respective degeneracy.
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B Appendix: Expansions in integration constants
B.1 Large c+ expansion
In this appendix we construct systematically the c+ expansions of both type A and type N
solutions and show that the former asymptote to the conifold, while the latter to the deformed
conifold. As we will see, these expansions resum certain terms in the class II UV expansions
(4.15)-(4.16).
Let us start by observing that eq. (3.20) for P can be written in the form
∂ρ
(
s(P 2 −Q2)(P ′ +Nf)
)
+ 4s(P ′ +Nf)(NfP +QQ
′) = 0, (B.1)
where
s(ρ) =
{
e−4ρ, ρo → −∞,
sinh2 τ, ρo > −∞. (B.2)
Integrating (B.1) twice we obtain
P 3 − 3Q2P + 3
∫
dρ
(
2QQ′P +Nf(P
2 −Q2))
+12
∫
dρs−1
∫
dρs(P ′ +Nf )(NfP +QQ
′) = c− + 4c
3
+
∫
dρs−1, (B.3)
where c± are arbitrary integration constants. Now
4
∫
dρs−1 =
{
e4ρ, ρo → −∞,
1
2
(sinh(4(ρ− ρo))− 4(ρ− ρo)) , ρo > −∞, (B.4)
and so in both cases
∫
dρs−1 ∼ e4ρ as ρ → ∞. Since Q only goes linearly with ρ, it follows
from (B.3) that solving (B.3) in a large c+ expansion should precisely reproduce the class II
UV expansions (4.15) and (4.16), but it should resum certain terms associated with s(ρ) in
the type N case. Inserting an ansatz of the form
P =
∞∑
n=0
c1−n+ P1−n, (B.5)
in (B.3) we obtain
P1 =
{
e4ρ/3
1
21/3
(sinh(4(ρ− ρo))− 4(ρ− ρo))1/3 =
{
e4ρ/3, ρo → −∞,
sinh(2(ρ− ρo))K(ρ− ρo), ρo > −∞, (B.6)
where K(ρ) is the function introduced in Appendix C of [9] and corresponds to the deformed
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conifold geometry. Solving recursively for the subleading terms one determines
P0 = −NfP−21
(∫
dρP 21 + 4
∫
dρs−1
∫
dρsP1P
′
1
)
,
P−1 = −1
3
P−21
(
3P1P
2
0 + 6Nf
∫
dρP1P0 + 12Nf
∫
dρs−1
∫
dρs(P1P
′
0 + P
′
1P0)
−3Q2P1 + 6
∫
dρQQ′P1 + 12
∫
dρs−1
∫
dρs(QQ′P ′1 +N
2
fP1)
)
,
P−2 = −1
3
P−21
(
6P1P0P−1 + P
3
0 + 3Nf
∫
dρ(2P1P−1 + P
2
0 )
+12Nf
∫
dρs−1
∫
dρs(P1P
′
−1 + P
′
1P−1 + P0P
′
0)− 3Q2P0 + 6
∫
dρQQ′P0
+12
∫
dρs−1
∫
dρs(QQ′P ′0 +N
2
fP0)− 3Nf
∫
dρQ2
+12Nf
∫
dρs−1
∫
dρsQQ′ + c−
)
,
P−n−2 = −1
3
P−21
{
n+2∑
m=1
(
2P1P1−mPm−n−2 +
n−m+3∑
k=1
P1−mP1−kPm+k−n−2
)
+3Nf
n+2∑
m=0
(∫
dρP1−mPm−n−1 + 4
∫
dρs−1
∫
dρsP1−mP
′
m−n−1
)
− 3Q2P−n
+6
∫
dρQQ′P−n + 12
∫
dρs−1
∫
dρs(QQ′P ′−n +N
2
fP−n)
}
, n ≥ 1. (B.7)
For the type A case these recursion relations reproduce the asymptotic expansion (4.15)
and so for these backgrounds the large c+ expansion coincides with the class II asymptotic
expansion. For the typeN backgrounds, however, the c+ expansion resums certain terms in the
asymptotic expansion (4.16). In particular, the expansion in the parenthesis multiplying c+ in
(4.16) is now identified with the asymptotic expansion of 1
21/3
(sinh(4(ρ− ρo))− 4(ρ− ρo))1/3,
after setting ρo = 0 and absorbing an overall constant in c+.
B.2 Small c+ expansion
In this appendix we systematically construct the most general solution of (3.20) in the vicinity
of the singular solution (4.19), in a small c+ expansion. We start by inserting an expansion
of the form
P =
∞∑
n=0
c3n+ Pn, (B.8)
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where P0 is given by (4.19), in (B.1). Solving the resulting equations recursively we find that,
provided
Ω ≡ P 20 −Q2
=
(
(Po −Qo cosh τ)− 2Nc −Nf
2
(cosh τ − 1)− (Nf + (2Nc −Nf) cosh τ)ρ
)
×(
(Po +Qo cosh τ) +
2Nc −Nf
2
(cosh τ − 1)− (Nf − (2Nc −Nf ) cosh τ)ρ
)
, (B.9)
does not vanish identically, then
P1 =
∫
dρs−1Ω,
Pn =
∫
dρs−1Ω
∫
dρΩ−2Rn, n ≥ 2, (B.10)
where
Rn = −1
3
n−1∑
m=1
{
∂ρ
[
s
(
∂ρ
(
2P0PmPn−m +
n−m∑
k=1
PmPkPn−m−k
)
+ 3NfPmPn−m
)]
+ 12NfsPmP
′
n−m
}
, n ≥ 2. (B.11)
Evaluating the first few terms for the type A case (ρo →∞) we find
P0 = −Nfρ+ Po,
P1 = e
4ρ
(
Nc(Nf −Nc)ρ2 − 1
2
(Nc(Nf −Nc) +NfPo + (2Nc −Nf)Qo)ρ
+
1
4
(P 2o −Q2o) +
1
8
(NfPo + (2Nc −Nf )Qo +Nc(Nf −Nc))
)
,
P2 = . . . , (B.12)
which coincides with the type I IR expansion of [12] (cf. eqs. (3.7)-(3.9)). In this case the IR
is located at ρ→ −∞.
For the typeN case, we note that since P0 contains the arbitrary constant Po, we can always
extend this solution in the IR up to the smallest possible value of the radial coordinate, i.e.
ρo, by a suitable shift in the constant Po. However, P remains finite at ρo, while from (3.17)
we see that Q has a pole at ρo, unless Qo + (2Nc −Nf )/2 = 0. In order to get a well defined
solution then, where both H = (P + Q)/4 and G = (P − Q)/4 remain positive, we must
ensure that Q has no pole at ρo and so we must set Qo = −(2Nc − Nf)/2. Taking, without
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loss of generality, then ρo = 0, we obtain
P0 = −Nfρ+ Po,
P1 =
1
48
{
8
(
(2Nc −Nf)2 +N2f
)
ρ3 + 24NfPoρ
2 + 6
(
(2Nc −Nf )2 − 4P 2o
)
ρ− 3NfPo
−3
2
[
16Nc(Nc −Nf )ρ2 + 8NfPoρ+ 5(2Nc −Nf)2 − 3N2f − 4P 2o
]
sinh(4ρ)
+3
[(
3(2Nc −Nf)2 −N2f
)
ρ+NfPo
]
cosh(4ρ)
}
,
P2 = . . . . (B.13)
where we have chosen the integration constant in P1 such that P1 → 0 as ρ→ 0. Expanding
this around ρ = 0 then one obtains
P0 = −Nfρ+ Po,
P1 =
4
3
P 2o ρ
3 − 2NfPoρ4 + 4
5
(
4
3
P 2o +N
2
f
)
ρ5 +O (ρ6) ,
P2 = . . . , (B.14)
Identifying then 2c+P
2
o = c2Nc and c1 = 4(2Nc − Nf)/3Po the expansion (B.14) exactly
reproduces the expansion (4.21) in [9]. The expansion (B.13), however, resumming certain
terms of this IR expansion, extends the solution to a wider range of the radial coordinate.
Finally, note that in the type A case (ρo → −∞) it is possible that Ω = 0 identically. This
happens when either Nf = Nc and Po = −Qo or Nc = 0 and Po = Qo. The solution is then
obtained recursively by setting Rn = 0, n ≥ 2, which gives
P0 = −Nfρ+ Po,
P1 = e
2ρ
√
−Nfρ+ Po +Nf/4,
P2 = − 1
2P1
∫
dρe4ρP0
∫
dρP−20 ∂ρ
(
e−4ρP1∂ρP
2
1
)
,
P3 = . . . . (B.15)
P2 can be expressed in terms of the error function, but the integrals involved in P3 and higher
orders cannot be done in closed form in general. This solution is valid for ρ > −∞ and it is
a new type of IR behavior for the type A backgrounds.
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