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Summary
The average width of a simultaneous conﬁdence band has been used by
several authors (e.g. Naiman, 1983, 1984, Piegorsch, 1985a) as a criterion for
the comparison of diﬀerent conﬁdence bands. In this paper, the area of the
conﬁdence set corresponding to a conﬁdence band is used as a new criterion.
For simple linear regression, comparisons have been carried out under this new
criterion between hyperbolic bands, two-segment bands, and three-segment
bands, which include constant width bands as special cases. It is found that
if one requires a conﬁdence band over the whole range of the covariate, then
1the best conﬁdence band is given by the Working & Hotelling hyperbolic band.
Furthermore, if one needs a conﬁdence band over a ﬁnite interval of the covari-
ate, then a restricted hyperbolic band can again be recommended, although a
three-segment band may be very slightly superior in certain cases.
Key words: Simple Linear Regression; Conﬁdence Bands; Conﬁdence Sets; Probability
Inequalities; Minimum Area.
1 Introduction
Suppose that data (xi;yi) are available which are modelled as
yi = b0 + b1(xi ¡ ¯ x) + ²i; i = 1;¢¢¢;n
where ¯ x =
Pn
i=1 xi=n, the errors ²i are independently distributed as N(0;¾2) random
variables, and b0, b1 and ¾2 are unknown parameters. Let X denote the usual design
matrix, whose ith row is given by (1;xi ¡ ¯ x);i = 1;¢¢¢;n. Then (XTX)¡1 is a 2 £ 2
diagonal matrix with the ﬁrst and second diagonal elements given by 1=n and 1=sxx =
1=
Pn
i=1(xi ¡ ¯ x)2 respectively. Let U be the square root matrix of (XTX)¡1. Denote the
least square estimators of b = (b0;b1)T and ¾ by ˆ b = (ˆ b0;ˆ b1)T and ˆ ¾ respectively. Then
ˆ b » N2(b;¾2(XTX)¡1), ˆ ¾=¾ »
q
Â2
k=k where k = n ¡ 2, and ˆ b and ˆ ¾ are independent
random variables.
1.1 Conﬁdence Bands
In this article we consider only those conﬁdence bands (l(x¡¯ x);u(x¡¯ x)) for b0+b1(x¡¯ x)
over an interval x ¡ ¯ x 2 (a;A) that have conﬁdence level equal to 1 ¡ ®:
inf
¡1<b0;b1<1; ¾>0
Pf l(x¡ ¯ x) · b0 +b1(x¡ ¯ x) · u(x¡ ¯ x); 8 x¡ ¯ x 2 (a;A) g = 1¡®: (1:1)
2A conﬁdence band provides useful information on where the true but unknown regression
line lies; a straight line is a plausible candidate for the unknown regression line if and only
if it is contained completely inside the conﬁdence band. There are several recent papers
that consider applications of conﬁdence bands. For example, Al-Saidy et al. (2003) and
Piegorsch et al. (2005) use conﬁdence bands in risk analysis, while Spurrier (1999) and Liu
et al. (2004) use conﬁdence bands for simultaneous comparisons of several linear regression
models.
The most commonly used conﬁdence bands are hyperbolic bands (Working & Hotelling,
1929, Scheﬀ´ e, 1953, Wynn and Bloomﬁeld, 1971, Uusipaikka, 1983), two-segment bands
(Graybill and Bowden, 1967), and three-segment bands (Bowden and Graybill, 1966), even
though there are still other forms of conﬁdence bands (e.g. Bowden, 1970, Naiman, 1987,
Piegorsch, et al., 2000). All of these two-sided bands are symmetric about the estimated
regression line ˆ b0 +ˆ b1(x ¡ ¯ x) so that
l(x ¡ ¯ x) = ˆ b0 +ˆ b1(x ¡ ¯ x) ¡ H(x ¡ ¯ x); u(x ¡ ¯ x) = ˆ b0 +ˆ b1(x ¡ ¯ x) + H(x ¡ ¯ x)
where H(x ¡ ¯ x) is the half width of the band at x ¡ ¯ x. If v(u) = 1=n + u2=sxx then a
hyperbolic band has
Hh(x ¡ ¯ x) = chˆ ¾
q
v(x ¡ ¯ x)
where the critical constant ch is chosen so that the conﬁdence level is equal to 1 ¡ ®. If
(a;A) = (¡1;1) then ch =
q
2f®
2;k where f®
2;k is the upper ® point of the F distribution
with 2 and k = n¡2 degrees of freedom. This band was originally proposed by Working &
Hotelling (1929) although it is usually referred to as the Scheﬀ´ e (1953, 1959) band. When
(a;A) is a ﬁnite interval, the computation of ch is considered in Wynn and Bloomﬁeld
(1971) and Uusipaikka (1983).
A two-segment band has
H2(x ¡ ¯ x) = c2;1ˆ ¾=
p
n + c2;2jx ¡ ¯ xjˆ ¾=
p
sxx; x ¡ ¯ x 2 (¡1;1) (1:2)
3where the critical constants c2;1 and c2;2 are chosen so that the conﬁdence level in (1.1)
with a = ¡1 and A = 1 is equal to 1 ¡ ®. The computation of c2;1 and c2;2 is dis-
cussed in Graybill and Bowden (1967). Notice that conceptually, this two-segment band
is constructed by putting two-sided bounds on both b0 and b1.
A three-segment band has
H3(x¡¯ x) =
ˆ ¾
A ¡ a
½
(x ¡ ¯ x ¡ a)c3;1
q
v(A) + (A ¡ x + ¯ x)c3;2
q
v(a)
¾
; x¡¯ x 2 (a;A) (1:3)
where the critical constants c3;1 and c3;2 are chosen so that the conﬁdence level is equal
to 1 ¡ ®. The calculation of c3;1 and c3;2 is considered in Bowden and Graybill (1966).
When c3;2
q
v(a) = c3;1
q
v(A), the three-segment band becomes a constant width band
over x¡ ¯ x 2 (a;A) which is also considered by Gafarian (1964). Notice that conceptually,
this three-segment band is constructed by putting two-sided bounds on the regression line
at both a and A. Outside of (a;A) the bands are formed of straight lines corresponding to
the diagonal elements of the band region within (a;A), so that the upper and lower bands
both consist of three line segments.
1.2 Average Width Criterion
Almost all of the previous work on the comparison of conﬁdence bands has used the
average-width (AW) as a criterion, which stems from the desire to bound the unknown
regression line over x¡ ¯ x 2 (a;A) as tightly as possible. For example, a condition is given
in Naiman (1983) under which the hyperbolic band has a smaller AW than the constant-
width band when a = ¡A. Naiman (1984) also provides a weight function with respect to
which the hyperbolic band has the smallest weighted AW when (a;A) is ﬁnite. Piegorsch
(1985a) ﬁnds the weight functions for which the hyperbolic band and the two-segment
band have the smallest weighted AW respectively when (a;A) = (¡1;1). The minimax
regret criterion of Naiman (1987) and the work of Piegorsch (1985b) are also related to
4the AW of a band.
However, the AW criterion is not without its ﬂaws. For example, if one uses the AW
criterion to compare the hyperbolic band with the two-segment band over (¡1;1), then
a value larger than one of the quantity
lim
U!1
R U
¡U 2Hh(w)dw=(2U)
R U
¡U 2H2(w)dw=(2U)
= ch=c2;2 (1:4)
favors the two-segment band, while a value smaller than one favors the hyperbolic band.
Therefore, any two-segment band with c2;2 < ch is better than the hyperbolic band under
the AW criterion. Furthermore, among all the two-segment bands that satisfy the conﬁ-
dence level requirement (1.1), the smaller the value of c2;2, then the better the conﬁdence
band under the AW criterion. The possible range of c2;2 under the constraint (1.1) is (0;1).
When c2;2 is very close to 0, c2;1 is very large, so that the corresponding two-segment band
has the gradients of all of the four line segments, §c2;2ˆ ¾=
p
sxx, very close to zero, and the
smallest width at x ¡ ¯ x = 0, which is 2c2;1ˆ ¾=
p
n, is very large. This two-segment band
seems to be of little use for any practical purposes even though it is judged to be quite
good under the AW criterion. Also, note that there is no ‘optimal’ 1¡® level two-segment
band under the AW criterion since c2;2 is not allowed to be 0.
Another drawback of the AW criterion is that it may also give too much weight to the
interval on which the conﬁdence band is presented. Note that the three-segment band is
completely determined by the pair of 1¡® simultaneous conﬁdence intervals at x¡ ¯ x = a
and x ¡ ¯ x = A:
b0 + b1a 2 ˆ b0 +ˆ b1a § ˆ ¾c3;2
q
v(a); b0 + b1A 2 ˆ b0 +ˆ b1A § ˆ ¾c3;1
q
v(A): (1:5)
5One can extend the three-segment band from the interval (a;A) to the whole line with
H3(x¡¯ x) =
8
> > > > > > > > <
> > > > > > > > :
ˆ ¾
A¡a
n
¡(x ¡ ¯ x ¡ a)c3;1
q
v(A) + (A ¡ x + ¯ x)c3;2
q
v(a)
o
if x ¡ ¯ x 2 (¡1;a]
ˆ ¾
A¡a
n
(x ¡ ¯ x ¡ a)c3;1
q
v(A) + (A ¡ x + ¯ x)c3;2
q
v(a)
o
if x ¡ ¯ x 2 (a;A)
ˆ ¾
A¡a
n
(x ¡ ¯ x ¡ a)c3;1
q
v(A) ¡ (A ¡ x + ¯ x)c3;2
q
v(a)
o
if x ¡ ¯ x 2 [A;1):
The restriction of this overall band to any interval x¡¯ x 2 (a¤;A¤) that includes the interval
(a;A) (i.e. ¡1 · a¤ · a < A · A¤ · 1) still has a conﬁdence level equal to 1 ¡ ®.
Consequently, the backbone of a three-segment band is the pair of conﬁdence intervals
in (1.5), which in turn are determined by the critical constants (c3;1;c3;2). The range
x ¡ ¯ x 2 (a¤;A¤) ¾ (a;A) plays only a superﬁcial role in presenting the pair of conﬁdence
intervals in the form of a conﬁdence band. Hence one would expect that whether a three-
segment band is sound should be fundamentally determined by the pair of underlying
conﬁdence intervals, and not by the range (a¤;A¤). However this is not the case under the
AW criterion, because the range (a¤;A¤) turns out to be a crucial element. For instance,
the AW of the three-segment band over x ¡ ¯ x 2 (a;A¤) is
AW(A
¤;c3;1;c3;2) :=
1
A¤ ¡ a
Z A¤
a
2H3(w)dw: (1:6)
Now one can construct another 1 ¡ ® three-segment band from another pair of 1 ¡ ®
simultaneous conﬁdence intervals at x¡¯ x = a and A, with critical constants (˜ c3;1;˜ c3;2) say,
such that AW(A¤
1;c3;1;c3;2) < AW(A¤
1;˜ c3;1;˜ c3;2) but AW(A¤
2;c3;1;c3;2) > AW(A¤
2;˜ c3;1;˜ c3;2)
for some A < A¤
1 < A¤
2 < 1. Therefore, which three-segment band is better under the
AW criterion depends critically on the range even though the two pairs of simultaneous
conﬁdence intervals underlying the two three-segment bands are ﬁxed.
1.3 Minimum Area Criterion
In this article a new criterion for comparing conﬁdence bands is proposed. Note that each
1 ¡ ® level conﬁdence band corresponds to a 1 ¡ ® level conﬁdence set for b in R2. See
6Khorasani and Milliken (1979) and Piegorsch (1987) for more details on the correspondence
between conﬁdence bands and conﬁdence sets. Let x = (1;x ¡ ¯ x)T, a = (1;a)T and
A = (1;A)T. Deﬁne
Rh =
(
b : max
x¡¯ x2[a;A]
j(Ux)Tbj
k Ux k
· ch
)
½ R
2:
Then a hyperbolic band corresponds to the conﬁdence set
Ch( ˆ b; ˆ ¾) = f b : U
¡1(b ¡ ˆ b)=ˆ ¾ 2 Rh g:
Let
R2 =
n
b : je1
Tbj · c2;1; je2
Tbj · c2;2
o
½ R
2
where ej is a two-dimensional vector with the jth element equal to one and the other
element equal to zero. Then a two-segment band corresponds to the conﬁdence set
C2( ˆ b; ˆ ¾) = f b : U
¡1(b ¡ ˆ b)=ˆ ¾ 2 R2 g:
Denote
R3 =
(
b :
j(Ua)Tbj
k Ua k
· c3;2;
j(UA)Tbj
k UA k
· c3;1
)
½ R
2:
Then a three-segment band corresponds to the conﬁdence set
C3( ˆ b; ˆ ¾) = f b : U
¡1(b ¡ ˆ b)=ˆ ¾ 2 R3 g:
The sets Rh, R2 and R3 are illustrated in Figure 1, in which Rh is given by the spindle,
R2 by the rectangle, and R3 by the parallelogram.
The new criterion is based on the area of the conﬁdence set for b. The smaller the area
of the conﬁdence set, then the better is the corresponding conﬁdence band. This criterion
is related to the classical D-optimality in experimental design in that D-optimal designs
also minimize the area of the F-distribution conﬁdence ellipsoid for b (see e.g. Atkinson
and Donev, 1992). Intuitively, each b in a conﬁdence set corresponds to a regression line
7b0 + b1(x ¡ ¯ x) which lies completely inside the corresponding conﬁdence bands, and vice
versa. Furthermore, each regression line b0 +b1(x¡ ¯ x) that is contained completely inside
a conﬁdence band is deemed by this band to be a plausible candidate for the true but
unknown regression line. So it is desirable that a conﬁdence band has its corresponding
conﬁdence set as small as possible in area. Since the conﬁdence sets Ch, C2, and C3
are generated from sets Rh, R2, and R3 respectively via the same linear transformation
U¡1(b ¡ ˆ b)=ˆ ¾, the comparisons under the new criterion only needs to focus on the areas
of Rh, R2, and R3. With the conﬁdence level ﬁxed at 1 ¡ ®, a conﬁdence band that has a
smaller area R is better, and the one with minimum area (MA) will be considered optimal.
Note that N = U¡1(b ¡ ˆ b)=¾ has a standard bivariate normal distribution and T =
U¡1(b ¡ ˆ b)=ˆ ¾ has a standard bivariate t distribution (see e.g. Tong, 1990). From the
deﬁnitions of Rh, R2, and R3,
PfT 2 Rhg = PfT 2 R2g = PfT 2 R3g = 1 ¡ ®;
so that all three R regions have the same T-probability 1 ¡ ®.
In Section 2 it is shown that a circular region R has the smallest area among all the
regions that have T-probability equal to 1 ¡ ®. This circular region corresponds to the
Scheﬀ´ e hyperbolic band over the whole line (a;A) = (¡1;1) which is therefore optimal.
In Section 3, among all of the 1 ¡ ® level three-segment bands over a given ﬁnite interval
(a;A), the band that has the smallest region R is identiﬁed to have a rhombus region
R. In section 4, among all of the 1 ¡ ® level two-segment bands, the band that has the
smallest region R corresponds to a square region R. Furthermore, the area of the square
region R that corresponds to the best 1 ¡ ® two-segment band is smaller than the area
of the rhombus region that corresponds to the best 1 ¡ ® three-segment band. In Section
5 a comparison between the best three-segment band and the restricted hyperbolic band
over a given ﬁnite interval (a;A) is carried out. It is found that the restricted hyperbolic
8band is better than the best three-segment band if and only if the angle µ shown in Figure
1 is larger than a certain threshold. Section 6 compares the conﬁdence bands considered
in this article with respect to a speciﬁc data set. Section 7 has some concluding remarks,
and the Appendix contains all of the proofs.
2 The best band over the whole line
The problem considered in this section is that of ﬁnding the region R with the smallest
area among all the regions in R2 that have T-probability equal to 1 ¡ ®. That is to
min
R
Z
R
1 db subject to PfT 2 Rg =
Z
R
fT (b) db = 1 ¡ ®: (2:1)
A bivariate t random vector with covariance matrix V and degrees of freedom k, denoted
as T V;k, has a probability density function
fTV;k(b) =
1
2¼
q
jV j
·
1 +
1
k
b
TV
¡1b
¸¡(2+k)=2
; b 2 R
2
(see for example Tong (1990)). The random vector T has a covariance matrix V equal to
the identity matrix I2 and so T = T I2;k.
The solution to the minimization problem (2.1) is given by
R
¤ = fb : fT (b) ¸ d1g = fb : k b k· rg
where the constants d1 and r are chosen so that the region R¤ has T-probability equal
to 1 ¡ ®. This can be proved in a similar way as the Neyman-Pearson Lemma with the
densities under the simple null and simple alternative hypotheses being replaced by fT (¢)
and a constant function 1 respectively (see for example Lehman, 1986). The region R¤
is of the form of Rh with (a;A) = (¡1;1) and so the corresponding conﬁdence band is
the hyperbolic band over the whole line ¡1 < x ¡ ¯ x < 1, i.e. the Scheﬀ´ e band. Since
k T k2 =2 has an F distribution with 2 and k degrees of freedom, r is equal to
q
2f®
2;k.
9In summary, using the MA criterion the Scheﬀ´ e hyperbolic bands are best over the
whole real line. However, in practice a regression model will not be used over the whole
range of the covariate. Therefore, conﬁdence bands only over a ﬁnite range, x¡ ¯ x 2 (a;A)
say, are of interest, and the restriction of the Scheﬀ´ e band to (a;A) has a conﬁdence level
greater than 1 ¡ ®. The hyperbolic band over (a;A) that has conﬁdence level equal to
1 ¡ ® is considered in section 5 and it also has good properties under the MA criterion.
3 The best three-segment band
For given X and (a;A), there are two constants c3;1 and c3;2 in the three-segment band
(1.3) to be determined to satisfy the conﬁdence level requirement (1.1). Among the family
of three-segment bands of form (1.3) and satisfying (1.1), the best band under the MA
criterion minimizes the area of R3. This minimization problem is equivalent to
max
R3
Z
R3
fT(t) dt subject to area(R3) =
Z
R3
1 dt is ﬁxed:
which is solved to ﬁnd the best three-segment band in this section.
From Figure 1, the angle µ 2 (0;¼) is formed by the vectors
Ua =
Ã
1
p
n
;
a
p
sxx
!T
and UA =
Ã
1
p
n
;
A
p
sxx
!T
and so
cos(µ) =
µ1
n
+
aA
sxx
¶
=
v u u
t
Ã
1
n
+
a2
sxx
! Ã
1
n
+
A2
sxx
!
: (3:1)
Notice that the angle µ depends only on the range of interest (a;A) and the X matrix.
When X and (a;A) are given, the angle µ of the parallelogram region R3 is ﬁxed and
varying the critical constants c3;1 and c3;2 changes only the lengths of the two sides, 2p
and 2q say, of the parallelogram R3. Also, there is clearly a one-to-one correspondence
between (p;q) and (c3;1;c3;2) for a given µ. Since the area of the parallelogram is equal
10to 4pq sinµ, ﬁxing the area of R3 is equivalently to ﬁxing the value of pq, which can
be denoted by c2. Furthermore, since the density function fT(t) is invariant under an
orthogonal transformation of the variables t, it can be assumed that two sides of R3 with
length 2q are parallel to one axis of the coordinate system.
Lemma 1 states that the T-probability of the parallelogram R3 is equal to the T V;k-
probability of the rectangle [¡p;p] £ [¡q;q] for a certain covariance matrix V . A proof is
given in the Appendix.
Lemma 1. Under the notations above, we have
PfT 2 R3g = PfN=(ˆ ¾=¾) 2 R3g = PfT V;k 2 [¡p;p] £ [¡q;q]g
where the covariance matrix V has the two diagonal elements equal to 1=sin2 µ and the
two oﬀ-diagonal elements equal to cosµ=sin2 µ.
The next result asserts that when the rectangle [¡p;p] £ [¡q;q] approaches a square,
given that the value of pq is ﬁxed at c2, the probability PfT V;k 2 [¡p;p]£[¡q;q]g increases.
A proof is given in the Appendix.
Lemma 2. Let 0 < p · q and assume that pq = c2 where c is a ﬁxed constant. Then,
as a function of p, PfT V;k 2 [¡p;p]£[¡q;q]g = PfT V;k 2 [¡p;p]£[¡c2=p;c2=p]g is strictly
increasing over p 2 (0;c] and so attains its maximum at p = q = c.
Combining Lemmas 1 and 2 gives
Theorem 1. Among all three-segment bands of the form (1.3) and satisfying the
conﬁdence level requirement (1.1), the best one under the MA criterion is given uniquely
by c3;1 = c3;2. Its corresponding region R3 is a rhombus.
Notice that the best three-segment band with c3;1 = c3;2 is constructed so that the
individual conﬁdence level of the band at a is equal to the individual conﬁdence level of
11the band at A (which would both be
p
1 ¡ ® if ¾ were known). Also, it is clear that this
best three-segment band has the same width at x¡ ¯ x = a and A (and hence the band has
a constant width over x ¡ ¯ x 2 (a;A)) if and only if a = ¡A.
4 The best two-segment band and comparison with
the best three-segment band
A two-segment band corresponds to a rectangular region R2. Changing the two critical
values (c2;1;c2;2) only changes the lengths of the two sides of R2. Among all two-segment
bands that satisfy the conﬁdence level requirement (1.1), the best band under the MA
criterion is identiﬁed by the following result which follows immediately from Lemma 2 for
the special case of µ = ¼=2.
Theorem 2. Among all the two-segment bands of form (1.2) and satisfying the con-
ﬁdence level requirement (1.1), the best one under the MA criterion is given uniquely by
c2;1 = c2;2. Its corresponding region R2 is a square.
Notice that this best two-segment band is constructed with the individual conﬁdence
intervals for b0 and b1 having equal conﬁdence levels (which would both be
p
1 ¡ ® if ¾
were known).
Now we compare the best two-segment band with the best three-segment band. That
is, if R2 is a square and R3 is a rhombus and both have the T-probability equal to 1 ¡ ®,
then which region, R2 or R3, has a smaller area? The answer is R2 as asserted in Theorem
3 below. The proof hinges on the following lemma, whose proof is given in the Appendix.
Lemma 3. Let R3 be a rhombus centered at the origin and the line segments that
connect the opposite vertices have lengths 2x and 2c2=x respectively as illustrated in Figure
122, where c2 is a ﬁxed constant. Then, as a function of x, PfT 2 R3g is increasing over
x 2 (0;c).
From Lemma 3 it is clear that, among all the rhombuses that are centered at the origin
and that have the same area, the square has the largest T-probability. Equivalently, among
all the rhombuses that are centered at the origin and that have the same T-probability,
the square has the smallest area. This implies
Theorem 3. The square region R2 that corresponds to the best 1¡® level two-segment
band has a smaller area than the rhombus region R3 that corresponds to the best 1 ¡ ®
level three-segment conﬁdence band.
Consequently, under the MA criterion the best two-segment band is better than the
best three-segment band. Note, however, a two-segment band is intrinsically over the
whole line, that is, a restriction of an exact 1 ¡ ® level two-segment band to any ﬁnite
interval has a conﬁdence level greater than 1 ¡ ®. So if a conﬁdence band over a ﬁnite
interval of the covariate is required then a two-segment band can always be improved upon
and hence should not be used. On the other hand, a restriction of an exact 1 ¡ ® level
three-segment band to any interval that contains (a;A) still has a conﬁdence level equal
to 1 ¡ ®.
5 Comparison between the best three-segment band
and the hyperbolic band over a ﬁnite interval (a;A)
If attention is restricted to an interval (a;A), then conﬁdence bands with an exact con-
ﬁdence level of 1 ¡ ® over this interval can be formed with a hyperbolic shape or as a
three-segment bands. These two options are compared in this section with respect to the
13MA criterion.
From Section 3, the region R3 that corresponds to the best three-segment band is given
by a rhombus. The region Rh that corresponds to a hyperbolic band over (a;A) is given by
a spindle. Since the density function of T is invariant under an orthogonal transformation,
the rhombus and the spindle can be positioned as in Figure 3. If both of these two regions
have the T-probability equal to 1 ¡ ® then which region, R3 or Rh, has a smaller area?
The answer to this question is not deﬁnitive but depends on the magnitude of the angle µ
shown in Figures 1 and 3, which can be calculated from (3.1).
For given k, ® and µ, the values of rh = rh(µ;k;®) and r3 = r3(µ;k;®) shown in Figure
3 are uniquely determined to satisfy the 1 ¡ ® conﬁdence level requirement (1.1), i.e.
Z
Rh
fT (b) db = 1 ¡ ® and
Z
R3
fT (b) db = 1 ¡ ®: (5:1)
By using the method of Wynn and Bloomﬁeld (1971), we have
Z
Rh
fT (b) db = 1 ¡
µ
¼
Ã
1 +
r2
h
k
!¡k=2
¡
2
¼
Z (¼¡µ)=2
0
"
1 +
r2
h
k sin2(µ=2 + ¯)
#¡k=2
d¯: (5:2)
In particular, when k = 1 we have
Z
Rh
fT (b) db = 1 ¡
µ
¼
exp
Ã
¡
r2
h
2
!
¡
2
¼
Z (¼¡µ)=2
0
exp
"
¡
r2
h
2sin2(µ=2 + ¯)
#
d¯:
Similarly, for the best three-segment band, we have
Z
R3
fT (b) db = 1 ¡
2
¼
Z ¼=2
0
"
1 +
r2
3
k sin2(µ=2 + ¯)
#¡k=2
d¯ (5:3)
and, when k = 1,
Z
R3
fT (b) db = 1 ¡
2
¼
Z ¼=2
0
exp
"
¡
r2
3
2sin2(µ=2 + ¯)
#
d¯:
After solving rh and r3 from (5.1) numerically by using the expressions above, the area
of Rh is readily calculated to be given by
area(Rh) = r
2
h[µ + 2cot(µ=2)] (5:4)
14and the area of R3 is given by
area(R3) =
4r2
3
sin(µ)
: (5:5)
Hence
e(µ) :=
area(R3)
area(Rh)
=
4r2
3
r2
h[µ + 2cot(µ=2)]sin(µ)
(5:6)
is of interest in order to compare the areas of Rh and R3, and it can be regarded as the
relative eﬃciency of the hyperbolic band to the best three-segment band under the MA
criterion.
Table 1. The values of el, µ¤ and e(3:10)
el µ¤ e(3:10) el µ¤ e(3:10) el µ¤ e(3:10)
® = 0:10 ® = 0:05 ® = 0:01
k = 6 0.986 1.484 17.07 0.985 1.473 18.17 0.984 1.451 19.58
k = 10 0.985 1.485 17.57 0.984 1.469 18.87 0.983 1.444 20.64
k = 20 0.985 1.487 17.95 0.983 1.469 19.41 0.982 1.434 21.48
k = 1 0.984 1.489 18.35 0.983 1.468 19.96 0.982 1.420 22.33
Computations have been made of e(µ), µ 2 (0;¼) for all combinations of ® = 0:01;0:05;0:10
and k = 6;10;20;1. The following pattern of the function e(µ) is observed for all the com-
binations of ® and k. The function e(µ) ﬁrst decreases and then increases over µ 2 (0;¼).
When µ approaches 0 from the right, e(µ) approaches one. At a certain threshold value
µ¤, e(µ¤) is equal to one. When µ is large (close to ¼), the value of e(µ) becomes very
large. Figure 4 provides a plot of e(µ) for ® = 0:05 and k = 10, the shape of which is
typical for all combinations of ® and k. The diamond on the curve identiﬁes the point at
which e(µ) = 1. Table 1 gives el = min(0;¼) e(µ), µ¤ at which e(µ¤) = 1, and e(3:10) which
provides some indication on how large e(µ) can be when µ approaches ¼ from the left.
15The following conclusions can be drawn. When µ < µ¤ the best three-segment band is
better than the hyperbolic band under the MA criterion, and when µ > µ¤ the hyperbolic
band is better than the best three-segment band. From Table 1 the value of µ¤ is between
1.4 and 1.5, which is slightly smaller than ¼=2. So one could calculate the angle µ from
(3.1) and hence judge whether to use the best three-segment band or the hyperbolic band.
For the special case of a = ¡A, a larger value of na2=sxx gives a larger angle µ and so the
hyperbolic band is preferable to the best three-segment band.
However, notice from Table 1 that the minimum value of e(µ), el, is pretty close to one
(while the smallest el is 0.982). This indicates that the loss of eﬃciency due to the use of
the hyperbolic band instead of the best three-segment band is rather small. On the other
hand the potential loss of eﬃciency due to the use of the best three-segment band rather
than the hyperbolic band can be huge, especially when µ is close to ¼. Therefore, it is
reasonable to always recommend that the hyperbolic band be employed.
6 An Example
Kleinbaum et al. (1998, pp.192) provide a data set on how systolic blood pressure (SBP)
changes with age for a group of forty males. The data points and the ﬁtted regression line
which is SBP = 155:146 + 0:961 (age ¡ ¯ age) are plotted in Figure 5. Also ¯ x = 46:92,
the minimum age min(xi) = 18, the maximum age max(xi) = 70, sxx = 8623:5591, and
ˆ ¾ = 8:479 with 38 degrees of freedom.
A simultaneous conﬁdence band can be used to quantify the plausible range of the true
regression line. Several simultaneous conﬁdence bands can be constructed as discussed in
the introduction, and the question is ‘which band should be used?’ Under the MA criterion
introduced in this paper, a better band should have a smaller area of the conﬁdence region
and so contain fewer plausible candidates for the unknown regression line.
16Since ¯ x = 46:92, min(xi) = 18 and max(xi) = 70, it is sensible to construct a simultane-
ous conﬁdence band over x¡¯ x 2 (18¡46:92;70¡46:92) = (¡28:92;23:08) = (a;A). In this
case the angle µ is calculated from (3.1) to be µ = 2:105. For ® = 0:05, one can calculate the
critical value of the hyperbolic band over (¡28:92;23:08) from the ﬁrst equation in (5.1),
by using the expression (5.2), to get rh = 2:514. The area of the region Rh corresponding
to this conﬁdence band is then calculated from (5.4) to be area(Rh) = 20:512.
If one is interested in a three-segment conﬁdence band over the interval (a;A) =
(¡28:92;23:08), then the critical constant of the best three-segment band under the MA
criterion, r3, is calculated from the second equation in (5.1), by using the expression
(5.3), to get r3 = 2:296. The area of the region R3 corresponding to this best three-
segment conﬁdence band is then calculated from (5.5) to be area(R3) = 24:501. So,
for this particular example, the best three-segment band over (¡28:92;23:08) contains
(24:501¡20:512)=20:512 = 19% more plausible candidates of the true regression line than
the hyperbolic band over (¡28:92;23:08), and hence the hyperbolic band is better than
the best three-segment band. This is expected from the observations made in Section 5
since µ = 2:105 is much larger than µ = 1:5. Both the hyperbolic and best three-segment
bands are plotted in Figure 5. The best three-segment band is identiﬁed in the picture.
The hyperbolic band is given by the pair of solid curves over the interval (¡28:92;23:08).
It is so close to the Scheﬀ´ e hyperbolic band over the whole range (¡1;1) that the two
bands cannot be distinguished over (¡28:92;23:08) in the picture.
From Theorem 3, the best two-segment band is always better than the best three-
segment band under the MA criterion. Indeed, from Theorem 2, the critical constants
c2;1 = c2;2 = r2 of the best two-segment band is equal to r3 but with µ = ¼=2, while the
area of the region R2 corresponding to this best two-segment band is clearly equal to 4r2
2.
So with r2 = 2:326 it follows that area(R2) = 21:085 so that area(R2) < area(R3) as
17expected. Note however that area(R2) > area(Rh). The best two-segment band is also
plotted in Figure 5.
From Section 2, the best conﬁdence band under the MA criterion over the whole real
line is the Scheﬀ´ e hyperbolic band. Its critical value is ch =
q
2f0:05
2;38 = 2:547 and the
area of the corresponding Rh is area(Rh) = ¼c2
h = 20:380, which is smaller, but only
marginally, than that of the hyperbolic band over (¡28:92;23:08). This band is given in
Figure 5 by the pair of solid curves over (¡1;1), which is undistinguishable from the
hyperbolic band over (¡28:92;23:08). The conﬁdence level of the Scheﬀ´ e hyperbolic band
over the restricted region (a;A) = (¡28:92;23:08) is 0.955.
Figure 6 depicts the R-regions corresponding to the best three-segment band (given by
the rhombus), the best two-segment band (given by the square), the hyperbolic band over
(¡28:92;23:08) (given by the spindle), and the Scheﬀ´ e band (given by the circle).
Finally, both the two-segment and Scheﬀ´ e bands are over the whole predictor variable
range (¡1;1). The Scheﬀ´ e band derives constraints on the regression coeﬃcients b by
bounding the regression line at every x 2 (¡1;1). This is not sensible from a practical
point of view since the regression model in this example is clearly wrong when x = age is
too small or too large. Indeed any extrapolation of a regression model outside the observed
range of the covariate may be risky as argued frequently in the statistics literature. The
restriction of the Scheﬀ´ e band to the observed range (¡28:92;23:08) is not eﬃcient since it
is dominated by the hyperbolic band over (¡28:92;23:08) which used rh = 2:514. The ratio
of the areas of the R-regions corresponding to the restriction of the Scheﬀ´ e band (which uses
critical value 2.547) and the hyperbolic band over (¡28:92;23:08) is (2:547=2:514)2 = 1:03.
Similarly, the restriction of the two-segment band to (¡28:92;23:08) is not eﬃcient ei-
ther since this restriction can be shrunk in same proportion over (¡28:92;23:08) to result
in a (four-segment) band which has conﬁdence level equal to 95% and dominates the re-
18striction of the two-segment band. In conclusion, the hyperbolic band over (¡28:92;23:08)
is preferable to the other bands under the MA criterion for this particular example.
7 Conclusions
A new optimality criterion for two-sided conﬁdence band construction for simple linear
regression models is proposed in this article. Under this criterion, the Scheﬀ´ e band which
is over the whole line is the best among all the 1¡® level conﬁdence bands over the whole
real line. The best two-segment and the best three-segment bands are also identiﬁed.
Furthermore, it is shown that the best two-segment band is always better than the best
three-segment band under this criterion.
In most real problems, a regression model holds only over a ﬁnite interval of the covari-
ate and so a conﬁdence band over a ﬁnite interval is of interest. In this case, the hyperbolic
band with an exact conﬁdence level over the restricted region can also be recommended,
although strictly speaking it does not dominate the best three-segment band. Which of
these two bands is better depends on the angle µ, and when µ is large the hyperbolic
band is better, while when µ is small the best three-segment band is better. However, the
hyperbolic band can only be very slightly worse than the best three-segment band.
In a recent paper, Efron (2006) considered the construction of minimum volume con-
ﬁdence regions for a normal mean vector. For three or more than three normal means,
where ‘anomalies’ (such as Stein’s paradox) usually occur, the standard ellipsoidal conﬁ-
dence region can be improved upon in terms of the volume of a conﬁdence region. Our
paper however focuses on a simple linear regression model, which involves only two normal
means. Also each of the improved conﬁdence regions given in Efron (2006) uses acceptance
sets of diﬀerent shapes for diﬀerent mean vectors. The formulation of the conﬁdence band
problem in our paper is such (see Section 1.3) that all the conﬁdence sets for b consid-
19ered have the form C = fb : U¡1(b ¡ ˆ b)=ˆ ¾ 2 Rg, and so all the acceptance sets of each
conﬁdence set are of the same shape.
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8 Appendix
Let Á and Φ be the density and cumulative probability functions of the standard normal
distribution respectively. Let NV be a bivariate normal random vector with zero mean
vector, covariance matrix V , and independent of ˆ ¾=¾. The joint pdf of NV is denoted by
fN V (¢;¢). We ﬁrstly outline a
Proof of Lemma 1. By conditioning on ˆ ¾=¾, it suﬃces to prove the result for the
special case of k = 1, i.e. when ¾ is known and so ˆ ¾=¾ = 1. Now positioning R3 so that
its two sides of length 2p are parallel to the x1-axis and the other two sides of length 2q
form angle µ with the x1-axis. Hence
PfN 2 R3g =
Z
R3
fN(x)dx =
Z q sinµ
¡q sinµ
Z x2 cotµ+p
x2 cotµ¡p
Á(x1)Á(x2)dx1dx2:
Changing variables x1 = ¡u+v cosµ and x2 = v sinµ gives the double integral above equal
to
Z q
¡q
Z p
¡p
fN V (u;v)dudv = PfNV 2 [¡p;p] £ [¡q;q]g
where V has its two diagonal elements equal to 1=sin2 µ and two oﬀ-diagonal elements
equal to cosµ=sin2 µ. The proof is thus complete.
22The next result is required in the proof of Lemma 2 and can be proved by direct
manipulation.
Lemma A1. For a > 0 and b;c 2 R1, we have
Z 1
¡1
1
a
Á
µx
a
¶
Á(x+b)Φ(x+c)dx = exp
"
¡b2
2(1 + a2)
#
Φ
2
4
s
1 + a2
1 + 2a2
Ã
c ¡
ba2
1 + a2
!3
5=
q
2¼(1 + a2):
Next we give a
Proof of Lemma 2. Express T V;k as T V;k = NV=(ˆ ¾=¾). By conditioning on the
random variable ˆ ¾=¾, it is suﬃcient to show that PfNV=s 2 [¡p;p] £ [¡q;q]g is strictly
increasing over p 2 (0;c) for each given value of ˆ ¾=¾ = s 2 (0;1). Note further that
P
(
NV
s
2 [¡p;p] £ [¡q;q]
)
= PfNV sinµ 2 [¡pssinµ;pssinµ] £ [¡qssinµ;qssinµ]g
= PfNV0 2 [¡pssinµ;pssinµ] £ [¡qssinµ;qssinµ]g
where V0 =
0
B
@
1 ½
½ 1
1
C
A with ½ = cosµ. So it suﬃces to show that this probability is strictly
increasing in pssinµ 2 (0;cssinµ). Equivalently, it is suﬃcient to prove the lemma for the
special case of k = 1 and V = V0. A proof of this is given next.
Let ¸ = c ¡ p ¸ 0. We shall show that
D(¸) := PfNV0 2 [¡c;c]£[¡c;c]g¡PfNV0 2 [¡(c¡¸);c¡¸]£[¡c
2=(c¡¸);c
2=(c¡¸)]g
is strictly increasing, i.e. D0(¸) > 0, over ¸ 2 (0;c) which suﬃces. Note that D(¸) =
4[v1(¸) ¡ v2(¸)] where
v1(¸) = PfNV0 2 [c ¡ ¸;c] £ [0;c]g and v2(¸) = PfNV0 2 [c;c
2=(c ¡ ¸)] £ [0;c ¡ ¸]g:
Represent the two components of NV0 as N1 =
p
1 ¡ ½W1+
p
½W0 and N2 =
p
1 ¡ ½W2+
p
½W0 where W0;W1;W2 are i.i.d. standard normal random variables. Then
v1(¸) = Pfc ¡ ¸ ·
q
1 ¡ ½W1 +
p
½W0 · c; 0 ·
q
1 ¡ ½W2 +
p
½W0 · cg
23=
Z 1
¡1
Á(x)
"
Φ
Ã
c ¡
p
½x
p
1 ¡ ½
!
¡ Φ
Ã
c ¡ ¸ ¡
p
½x
p
1 ¡ ½
!#"
Φ
Ã
c ¡
p
½x
p
1 ¡ ½
!
¡ Φ
Ã
¡
p
½x
p
1 ¡ ½
!#
dx and
v2(¸) = Pfc ·
q
1 ¡ ½W1 +
p
½W0 · c
2=(c ¡ ¸); 0 ·
q
1 ¡ ½W2 +
p
½W0 · c ¡ ¸g
=
Z 1
¡1
Á(x)
"
Φ
Ã
c2=(c ¡ ¸) ¡
p
½x
p
1 ¡ ½
!
¡ Φ
Ã
c ¡
p
½x
p
1 ¡ ½
!#"
Φ
Ã
c ¡ ¸ ¡
p
½x
p
1 ¡ ½
!
¡ Φ
Ã
¡
p
½x
p
1 ¡ ½
!#
dx:
Now direct calculation shows that v0
1(¸) ¡ v0
2(¸) = g1 ¡ g2 where
g1 =
1
p
1 ¡ ½
Z 1
¡1
Á(x)Á
Ãp
½x ¡ c + ¸
p
1 ¡ ½
!"
Φ
Ã
c2=(c ¡ ¸) ¡
p
½x
p
1 ¡ ½
!
¡ Φ
Ã
¡
p
½x
p
1 ¡ ½
!#
dx and
g2 =
c2
p
½(c ¡ ¸)2
Z 1
¡1
Á
0
@
q
(1 ¡ ½)x
p
½
1
AÁ
Ã
x ¡
c2
(c ¡ ¸)
p
1 ¡ ½
!"
Φ(x) ¡ Φ
Ã
x ¡
c ¡ ¸
p
1 ¡ ½
!#
dx:
It follows from some changes of variables and Lemma A1 that
g1 =
1
p
2¼
exp
"
¡
(c ¡ ¸)2
2
#"
Φ
Ã
½(c ¡ ¸)
p
1 ¡ ½2
!
¡ Φ
Ã
½(c ¡ ¸)
p
1 ¡ ½2 ¡
c2
(c ¡ ¸)
p
1 ¡ ½2
!#
=
c
(c ¡ ¸)
p
2¼
exp
"
¡
(c ¡ ¸)2
2
# Z c=
p
1¡½2
0
Á
Ã
cx
c ¡ ¸
¡
½(c ¡ ¸)
p
1 ¡ ½2
!
dx and
g2 =
c2
(c ¡ ¸)2p
2¼
exp
"
¡
c4
2(c ¡ ¸)2
# "
Φ
Ã
½c2
(c ¡ ¸)
p
1 ¡ ½2
!
¡ Φ
Ã
½c2
(c ¡ ¸)
p
1 ¡ ½2 ¡
(c ¡ ¸)
p
1 ¡ ½2
!#
=
c
(c ¡ ¸)
p
2¼
exp
"
¡
c4
(c ¡ ¸)2
# Z c=
p
1¡½2
0
Á
Ã
(c ¡ ¸)x
c
¡
½c2
(c ¡ ¸)
p
1 ¡ ½2
!
dx:
So
D
0(¸) = 4[v
0
1(¸) ¡ v
0
2(¸)] = 4(g1 ¡ g2) =
4c
(c ¡ ¸)
p
2¼
Z c=
p
1¡½2
0
h(x)dx
where
h(x) = exp
"
¡
(c ¡ ¸)2
2
#
Á
Ã
cx
c ¡ ¸
¡
½(c ¡ ¸)
p
1 ¡ ½2
!
¡exp
"
¡
c4
(c ¡ ¸)2
#
Á
Ã
(c ¡ ¸)x
c
¡
½c2
(c ¡ ¸)
p
1 ¡ ½2
!
:
It is now straightforward to shown that h(x) is positive over x 2 (0;c=
p
1 ¡ ½2) for ¸ 2
(0;c). We have thus shown that D0(¸) > 0 for ¸ 2 (0;c) as required. The proof is thus
complete.
Next we outline a
Proof of Lemma 3. By conditioning on ˆ ¾=¾ as before it suﬃces to show that PfN 2
R3g is increasing in x 2 (0;c). Let R2 be a square positioned as in Figure 2 and having
24area equal to 2c2. It suﬃces to show that
g(x) := PfN 2 R3g ¡ PfN 2 R2g
is increasing in x 2 (0;c). Note that g(x) = 4[PfN 2 S1g ¡ PfN 2 S2g] where the regions
S1 and S2 are depicted in Figure 2. Now
u1(x) := PfN 2 S1g =
Z cx=(c+x)
0
dz2
Z c2(1¡z2=x)=x
c(1¡z2=c)
Á(z1)Á(z2)dz1
=
Z cx=(c+x)
0
Á(z)
n
Φ
h
c
2(1 ¡ z=x)=x
i
¡ Φ[c(1 ¡ z=c)]
o
dz
and so
u
0
1(x) = ¡
Z cx=(c+x)
0
Á(z)Á[c
2(x ¡ z)=x
2]c
2(1 ¡ 2z=x)=x
2dz
= ¡
(Z x=2
0
+
Z cx=(c+x)
x=2
)
Á(z)Á[c
2(x ¡ z)=x
2]c
2(1 ¡ 2z=x)=x
2dz:
Similarly,
u2(x) := PfN 2 S2g =
Z c2=(c+x)
0
Á(z)
n
Φ[c(1 ¡ z=c)=x] ¡ Φ
h
x(1 ¡ xz=c
2)
io
dz
and
u
0
2(x) = ¡
Z c2=(c+x)
0
Á(z)Á[x(1 ¡ xz=c
2)](1 ¡ 2xz=c
2)dz
= ¡
Z x2=(c+x)
0
Á(c
2z=x
2)Á(x ¡ z)(1 ¡ 2z=x)c
2=x
2dz
= ¡
(Z x=2
0
¡
Z x=2
x2=(c+x)
)
Á(c
2z=x
2)Á(x ¡ z)(1 ¡ 2z=x)c
2=x
2dz:
Now it is easy to show, after some changes of variables, that
Z cx=(c+x)
x=2
Á(z)Á[c
2(x¡z)=x
2]c
2(1¡2z=x)=x
2dz+
Z x=2
x2=(c+x)
Á(c
2z=x
2)Á(x¡z)(1¡2z=x)c
2=x
2dz = 0:
Hence
g
0(x) = 4[u
0
1(x) ¡ u
0
2(x)] = 4
Z x=2
0
J(x)(1 ¡ 2z=x)c
2=x
2dz
where J(z) = Á(c2z=x2)Á(x¡z)¡Á(z)Á[c2(x¡z)=x2]. It is straight forward to show that
J(z) > 0 for z 2 (0;x=2) and x 2 (0;c), and so g0(x) > 0 for x 2 (0;c) as required. The
proof is thus complete.
25Figure 1: Rh is given by the spindle, R2 is given by the rectangle, and R3 is given by the
parallelogram.
26Figure 2: A picture used in the proof of Lemma 3.
27Figure 3: The spindle Rh and rhombus R3 used in the section 5.
28Figure 4. A plot of the function e(µ). The diamond on the curve identiﬁes the point at
which e(µ) = 1
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Figure 5. The data points, ﬁtted line and several conﬁdence bands. The hyperbolic band
is given by the two solid curves, the two and three segment bands are identiﬁed in the
picture.
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29Figure 6. The R-regions of several conﬁdence bands for the example in Section 6: the
square—the best two-segment band; the circle—the Scheﬀ´ e band; the rhombus—the best
three-segment band; the spindle—the hyperbolic band over the interval (¡28:92;23:08).
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