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Abstract
The importance of exact neutrino transport in spherically symmetric core collapse supernova
simulations is explored in this dissertation. The primary tool for these studies is the neutrino
radiation hydrodynamics code AGILE-BOLTZTRAN (Mezzacappa & Bruenn 1993a,b,c; Mez-
zacappa & Messer 1998; Liebendo¨rfer 2000). AGILE-BOLTZTRAN couples the solution of the
Boltzmann equation for all three flavors of neutrinos and antineutrinos to a one-dimensional,
implicit, adaptive grid hydrodynamics code. Emission, absorption, and scattering of neutrinos
from nucleons and nuclei, neutrino-electron scattering, and pair production and annihilation are
included as neutrino-matter couplings. Details of the code are described, including the equa-
tions solved and their finite difference representations. The radiation transport algorithm is also
subjected to a suite of test problems.
Marked differences in neutrino observables computed with AGILE-BOLTZTRAN compared
to a sophisticated approximate method (MGFLD) are seen in stationary state transport sim-
ulations in typical postbounce environments. Neutrino heating rates are seen to differ by as
much as a factor of two between the transport methods. These differences are the result of
small changes in neutrino RMS energies, coupled to larger differences in neutrino luminosity
and isotropy.
Collapse simulations comparing two 15M progenitor models with small differences in initial
Ye (Woosley & Weaver 1995; Heger et al. 2000) exhibit no differences in Ye at bounce, and,
consequently, no difference in homologous core mass or postbounce evolution.
Simulations of core collapse, rebound, and shock propogation for 15M and 20M progenitor
models of Nomoto & Hashimoto (1988) fail to produce explosions. In both cases, the shock
stalls at ≈ 200 km, then recedes for several hundred milliseconds. The covergence of all the
dynamic results highlights the need for further studies of a wide range of models and the need
vi
for improved microphysics in AGILE-BOLTZTRAN. There exists a continued need for exact
neutrino transport simulations in order to unequivocally establish the nature of the supernova
explosion mechanism and to obtain accurate neutrino data for nucleosynthesis calculations and
neutrino signature predictions.
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Chapter 1
Introduction
“. . . In the first year of the period Chih-ho, the fifth moon, the day chi-ch’ou, a guest star
appeared approximately several inches south-east of Tien-Kuan [Zeta Tauri]. After more than a
year, it gradually became invisible . . .” (Mitton 1978)
On July 4, 1054, Chinese astrologers recorded the appearance of a “guest star” in what is
known in the West as the constellation Taurus. The object was about four times brighter than
Venus and was visible to the naked eye during the day for more than three weeks. This portent
was, in fact, the visual display from a supernova1 explosion some 3500 light years away. The
remnant formed in that explosion is one of the most famous of all deep-space objects: M1, the
Crab Nebula. Why and how do stars explode? Are there other, less ostentatious, consequences
associated with such a mammoth energy release?
Core collapse supernovae are among the most energetic events in the Cosmos, releasing 1053
erg of energy on timescales of a few tens of seconds. They produce and disseminate many of
1The term ‘supernova’ in this dissertation is used to refer to a core collapse supernova. Core collapse super-
novae (Type Ia, Ic, and II) result from the gravitational collapse of the iron core of an evolved star. In contrast,
thermonuclear supernovae (Type Ib) occur when a white dwarf in a binary system has accreted enough matter
from its companion to ignite a thermonuclear runaway.
1
the elements heavier than helium, making life as we know it possible. They mark the birth
of neutron stars, and, perhaps, black holes. They are incredibly complex events, requiring
input from all the major fields of modern physics – nuclear physics, particle physics, relativity,
solid-state physics – and modern computational methods to describe them adequately. For all
these reasons, the solution of the supernova problem has been called the Holy Grail of modern
astrophysics.
For all their complexity, spectacular visual display, and other attendant phenomena, core
collapse supernovae are neutrino events. Virtually all (∼99%) of the 1053 ergs of gravitational
binding energy released in the formation of the nascent neutron star is carried away in the
form of neutrinos of all six flavors. Descriptions of supernova neutrino emission often sound like
hyperbole, especially to those who possess some familiarity with neutrinos and their interactions
with matter. Neutrinos are the apotheosis of “ghostly”: witness their famous ability to pass
through a light year of lead unimpeded. Nevertheless, the neutrino burst from a supernovae
at the position of our Sun would kill a human observer standing on Pluto. More than being
the subject of fantastic tales, neutrinos are an essential ingredient in producing supernovae
explosions. They are the drivers of the explosion, whatever other effects might influence the
final observables or aid explosion. How is such an implausible scenario realized? First, we need
to examine supernovae progenitors.
1.1 The Life and Death of a Massive Star
Baade & Zwicky (1934) were the first to connect the death of a massive star in a supernova to
the birth of a neutron star. Neutron stars themselves had been proposed only two years earlier
by Landau (1932). Baade and Zwicky made simple energy arguments, noting the binding energy
of a neutron star(∼ 1053 erg) seemed a natural source of the awesome energy of newly identified
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supernovae. Burbidge et al. (1957) first developed the model of massive star evolution wherein
successive thermonuclear burning stages of increasingly heavier elements lead to an “onion skin”
configuration. An inner iron core is surrounded by shells of lighter elements, including, silicon,
oxygen, helium, and hydrogen. In that paper and in Hoyle & Fowler (1960), supernovae are
thought to be caused by an explosion of the oxygen shell as it is heated and compressed following
the iron core inward during collapse. These papers, although proven incorrect in detail as
observations improved and new microphysics were introduced, laid the foundation of the origins
of supernova in the collapse of the iron core of a massive star and the subsequent formation of
a neutron star.
Massive stars (>∼ 10M), like those that produce supernovae, live exceedingly short lives
compared to our Sun (tens of millions vs. ten billion years). The timescales associated with the
formation of the stratified “onion skin” structure described above are remarkable. For example,
an imaginary 25M star born 11 million years ago exhausted the supply of hydrogen in its core
about 700,000 B.C. The burning of the next available nuclear fuel, helium, continued from then
until about 45,000 B.C., about the time Homo sapiens began to appear on Earth. The dawn
of agriculture corresponds to core carbon ignition in our imaginary star (∼ 10,000 B.C.). Neon
burning started approximately two decades ago; oxygen ignition occurred only half a decade
ago; silicon burns for only one week and a half as the star approaches its spectacular death. It
is important to note that the outer layers of the star, beyond the silicon and oxygen layers, will
not directly participate in the birth of the supernova. They are thousands of kilometers distant
from events that will take only milliseconds. The important events from this point on all take
place within the iron core of the star.
The iron core is inert to further nuclear burning because iron sits atop the curve of nuclear
binding energy. The core does cool via neutrino emission and quasi-statically contracts as the
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evolution continues. The neutrinos emitted at the central densities before collapse (< 109g/cm3)
escape freely, carrying away energy and thermal pressure support from the core. Most of the
pressure support, however, comes from the relativistic, degenerate sea of electrons in the core.
This support is also being depleted by the neutrino emission: neutrinos are produced by electron
captures on protons in the core, reducing the degeneracy of the electrons. More important,
however, is the reduction in pressure caused by the photodissociation of iron as the temperature
increases. This is an isentropic process, so a transfer of entropy occurs from the electrons to
the newly liberated nucleons. Shortly after reaching a central density of ∼ 109g/cm3, unable to
support itself against its own gravity, the core collapses.
The velocity structure of the core quickly assumes a binary character. The inner part of the
core collapses homologously and subsonically. The outer core collapses supersonically at about
half the free-fall velocity. The division between inner and outer core is marked by the sonic
point, i.e. the radius at which the local sound speed equals the infall velocity.
The collapse is accelerated by the increasing electron chemical potential, which increases the
electron capture rate, removing even more of the pressure support provided by the electrons.
The neutrinos produced by electron capture continue to stream from the core, until densities
greater than ∼ 6x1011g/cm3 are reached. At these densities, weak neutral-current interactions
serve to reduce the neutrino mean free paths to less than the size of the collapsing core. The
neutrinos become trapped in the infalling matter.
The trapped neutrinos are important to the subsequent evolution of the core. Trapping
serves to keep the entropy low as the collapse continues. The core is therefore able to collapse to
central densities exceeding that of nuclear matter. Before the realization of trapping (Mazurek
1975; Sato 1975), simulated cores bounced at much lower densities, ∼ 1013g/cm3, as core neu-
tronization continued unabated and neutron drip led to a stiff (γ = 5/3) gas of free neutrons
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(Colgate & White 1966; Arnett 1967). With trapping, the pressure of the inner core continues
to be dominated by the electrons, until the repulsive, nonrelativistic nuclear mater component
serves to stiffen the equation of state. The inner core rebounds as a unit, sending pressure waves
outward. These pressure waves steepen to form a shock at the sonic point, usually at a radius
of some tens of kilometers. This shock begins to propagate outward, heating and dissociating
material as it moves to larger radii.
1.2 Shock Stagnation and Reheating
For particular choices of progenitor mass and equation of state, the shock is seen to propagate
out of the core producing an explosion in some simulations (e.g. Hillebrandt et al. (1984); Baron
et al. (1985)). However, in most simulations, the shock stalls at at a radius of ≈ 200 km (cf.
Bruenn (1985); Myra et al. (1987)), becoming a standing accretion shock. The shock is robbed
of pressure support by two processes: (1) dissociation losses as nuclei pass through the shock
and are converted to free nucleons and helium, and (2) electron capture on the resulting free
protons, producing neutrinos that are able to escape the core. The inner core, which launched
the shock, begins to settle into hydrostatic equilibrium over several milliseconds. This hot,
distended object is the “protoneutron star” or PNS. The PNS radiates neutrinos of all types as
it cools and contracts, becoming a canonical neutron star if the explosion is successful. Without
the further propagation of the shock, the PNS is doomed to be swallowed by a forming black
hole as it accretes infalling matter and grows in mass.
Wilson (Wilson 1985; Bethe & Wilson 1985) found that material behind the stalled shock
can be heated by neutrinos radiated by the PNS, thereby reviving the shock and leading to an
explosion. However, those early results have not been replicated by any other group, nor by
Wilson, without the invocation of convection (Wilson & Mayle 1988, 1993). Nevertheless, the
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notion of reenergizing the shock through neutrino heating has become the standard paradigm of
modern supernovae theory. This “delayed explosion mechanism” is almost universally accepted
as the way supernovae explode, at least for stars of mass > 10M. The typical delayed explosion
configuration is shown in Figure 1.1. The neutrinosphere is analogous to the more familiar
photosphere of stellar physics, and is the radius at which the neutrino optical depth equals
2/3. The neutrinosphere and the shock bound a region within which neutrino emission and
absorption, primarily on shock dissociated nucleons, profoundly affect the local matter. There
is a region of net neutrino cooling near the neutrinosphere below a region of net heating nearer
the shock. The radius where cooling balances heating is called the gain radius. The efficiency
with which matter is heated between the gain radius and the shock determines the success or
failure of the delayed explosion mechanism. If a parcel of matter can be heated sufficiently to
reverse its infall, the shock can be reenergized. Much recent activity in this regard has been
centered on the role of convection as an aid in shock reheating (Mezzacappa et al. 1998a,b; Janka
& Mu¨ller 1996a; Burrows et al. 1995). However, here we will concentrate on the role improved
neutrino transport might have in this delayed shock mechanism.
1.3 A Short History of Neutrino Transport
Colgate & White (1966) were the first to perform accurate hydrodynamic modeling of core
collapse and shock formation incorporating neutrino interactions. In those simulations, the
collapsing core rebounded at nuclear matter densities as the completely neutronized inner core
stiffened, forming an accretion shock. As matter was heated by this shock, thermal neutrino
pairs were produced with a typical blackbody temperature of ∼ 40 MeV. This sort of “reheating”
scenario might be seen as a foreshadowing of the modern idea of shock reheating from core
neutrinos. The “transport” of these neutrinos was crude at best: Colgate & White deposited
6
Figure 1.1: Postbounce core configuration.
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one half of the energy of these thermal pairs in the infalling mantle, letting the remainder
escape. This seemed a fair approximation to the energy transport for neutrinos with intermediate
mean free paths. The deposited energy produced energetic explosions. Arnett (1966, 1967)
refined the method of Colgate & White (1966), solving a diffusion equation for neutrino energy
instead of relying on an ad hoc prescription to model energy transport. Foreshadowing a trend,
this improved treatment of supernova physics led to failures rather than the hyper-energetic
supernovae of Colgate & White (1966).
Neutrino leakage schemes were developed in the early 1980’s (Van Riper & Lattimer 1981).
These schemes approximate neutrino transport by allowing trapped neutrinos to leak out of a
shell on some leakage timescale depending on the mean free path. This timescale is interpolated
between a random walk timescale for diffusive zones to a light crossing time where the neutrinos
are free streaming. This type of scheme reproduces gross energetics reasonably well, but the
“leaked” neutrinos are not allowed to deposit energy or momentum once they leave a mass shell.
It is therefore impossible to model neutrino reheating using this type of scheme.
Two-fluid schemes represent a logical improvement over leakage schemes (Cooperstein et al.
1986; Hillebrandt et al. 1984). The neutrinos and matter are treated as two interpenetrat-
ing fluids, each having a well-defined temperature. However, the two fluids are not thermally
equilibrated with one another. The fluids exchange energy, momentum, and baryon and lep-
ton number. The assumption of equilibrium for the neutrino component cannot be motivated
physically and should be considered as a parameterization.
Before and contemporaneous with the development of these more approximate schemes was
the development of multigroup flux-limited diffusion (MGFLD) schemes (Arnett 1977; Bowers
& Wilson 1982; Bruenn 1985; Myra et al. 1987). MGFLD is the most sophisticated of all
approximate approaches to neutrino transport. Its added realism comes at some computational
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cost, so its uses to date have been mostly confined to spherically symmetric simulations.
MGFLD closes the hierarchy of neutrino radiation hydrodynamics equations at the level
of the first moment (the neutrino flux) by imposing a relationship between the flux and the
gradient of the neutrino energy density (the zeroth moment). For example,
ψ1 = −cΛ
3
∂ψ0
∂r
+ ..., (1.1)
Λ =
1
1/λ+ |∂ψ0/∂r|/3ψ0 , (1.2)
where λ is the neutrino mean free path (Bruenn 1985). (Other forms for the flux-limiter Λ can
be found in Bowers & Wilson (1982); Levermore (1981); Myra et al. (1987).) The method is
“multigroup” in that the transport is carried out for each neutrino energy separately. Because of
the energy dependence of the neutrino interactions, and consequently, mean free paths, neutrinos
of different energies may behave very differently. The term “flux limited” means that the flux
is kept from exceeding the maximum flux, which would obtain if the neutrinos were streaming
out radially at the speed of light. If diffusion theory were used to describe the transport in
this instance, the neutrino flux would be superluminal. This happens because diffusion theory
assumes that the neutrinos always propagate a distance given by their mean free path, even if
this distance exceeds the distance that could be traversed by the neutrinos in a time ∆t, moving
at the speed of light (Mihalas & Mihalas 1984).
Whereas the limits λ → 0 and λ → ∞ produce the correct diffusion and free streaming
fluxes, it is in the critical intermediate regime where the MGFLD approximation is of unknown
accuracy. Unfortunately, the quantities central to the postshock neutrino heating, i.e., the
neutrino luminosities, spectra, and distributions in angle, are determined in this regime, and
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given the sensitivity of the neutrino heating to these quantities (e.g., see Burrows & Goshy
(1993); Janka & Mu¨ller (1996b); Mezzacappa et al. (1998a); Messer et al. (1998)), it becomes
necessary to consider more accurate transport schemes. Moreover, in detailed one-dimensional
simulations that have implemented elaborate MGFLD neutrino transport (e.g., see Bruenn
(1993); Wilson & Mayle (1993); Swesty & Lattimer (1994)), explosions were not obtained unless
the neutrino heating was boosted by additional phenomena, such as convection.
Modern computing power has enabled consideration of full Boltzmann transport of neutrinos
in supernovae simulations, at least in spherically symmetric models. This dissertation describes
a series of studies performed with the computer code AGILE-BOLTZTRAN, a fully implicit neu-
trino radiation hydrodynamics code (Mezzacappa & Bruenn 1993a,b,c; Mezzacappa & Messer
1998; Liebendo¨rfer 2000). It is the latest implemention of a neutrino transport algorithm cou-
pled to hydrodynamics having its origins in Mezzacappa & Matzner (1989) and realized, in large
part, in its current state in Mezzacappa & Bruenn (1993a,b,c). AGILE-BOLTZTRAN solves
the neutrino Boltzmann equation for all three flavors of neutrinos and their corresponding an-
tineutrinos. Emission, absorption, and scattering from nuclei and nucleons, neutrino-electron
scattering, and pair production and annihilation are included in the interaction terms calculated.
The Boltzmann solver is coupled to an implicit, adaptive mesh hydrodynamics code capable of
evolving flows in both the Newtonian and general relativistic limits (Liebendo¨rfer 2000). (In this
dissertation, only Newtonian simulations are considered. The reader is directed to Liebendo¨rfer
(2000) for a full discussion of GR simulations).
In chapters 2 and 3 the equations solved by AGILE-BOLTZTRAN are presented in detail,
and the finite differencing implemented is described. Chapter 4 contains results of three ra-
diation transport test problems. The study of supernovae truly begins in Chapter 5, where
neutrino quantities vital to shock reheating computed with Boltzmann transport and MGFLD
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are compared in realistic post-bounce environments. In Chapter 6, core collapse simulations of
two very similar progenitor stars with slightly different microphysics employed during evolution
calculations is presented. Full radiation hydrodynamic simulations of core collapse, bounce,
and shock propagation and stagnation are presented in Chapter 7 (for a 15M progenitor) and
Chapter 8 (for a 20M progenitor). Conclusions and a list of future improvements and goals
are given in Chapter 9.
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Chapter 2
Radiation Hydrodynamics
In this chapter, the equations solved by AGILE-BOLTZTRAN and details of the microphysics
employed in the code will be presented. Note that in the present version of AGILE-BOLTZTRAN,
the equations presented here are the ones solved, but, in a few instances, details of the discretiza-
tion and solution method are slightly different from those found in Mezzacappa & Bruenn
(1993b) and Mezzacappa & Messer (1998). (The preponderance of this chapter is found in
Mezzacappa & Bruenn (1993a) and Mezzacappa & Bruenn (1993c), with the exception of ex-
pressions involving neutrino pair creation and annihilation. Also, some expressions are presented
here with antineutrino processes included explicitly.) The proper discretization of the hydrody-
namics can be found in Liebendo¨rfer (2000). The discretization of the Boltzmann equation, the
electron fraction equation, and the radiation–matter coupling terms in the velocity and energy
equations will be discussed in Chapter 3.
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2.1 Equations
2.1.1 Hydrodynamics with Radiation Coupling
The Newtonian-gravity, O(v/c), Lagrangian hydrodynamics equations are (in what follows, r is
the Eulerian radial coordinate, and m is the Lagrangian mass coordinate) (Mihalas & Mihalas
1984):
∂r
∂m
=
1
4pir2ρ
, (2.1)
∂
∂t
=
−P
ρ
∂lnρ
∂t
− 4pir2Q ∂v
∂m
−
∑
νe,ν¯e
2picC0
h3c3
∫
dEE3dµ(
j
ρ
− χ˜F )
+
∑
νe,ν¯e,νµ,τ ,ν¯µ,τ
2piC0
h6c6
∫
dEE3dµF
∫
dE′E′2dµ′R˜outNES(
1
ρ
− F )
−
∑
νe,ν¯e,νµ,τ ,ν¯µ,τ
2piC0
h6c6
∫
dEE3dµ(
1
ρ
− F )
∫
dE′E′2dµ′R˜inNESF
+
∑
νe,νµ,τ
2piC0
h6c6
∫
dEE3dµF
∫
dE′E′2dµ′R˜absPAIR(F¯ )
−
∑
νe,νµ,τ
2piC0
h6c6
∫
dEE3dµ(
1
ρ
− F )
∫
dE′E′2dµ′R˜emPAIR(
1
ρ
− F¯ ), (2.2)
∂v
∂t
= −Gm
r2
− 4pir2 ∂P
∂m
− 4pi∂(r
2Q)
∂m
+
∑
νe,ν¯e
2piC0
h3c3
∫
dEE3dµµ χ˜F
+
∑
νe,ν¯e,νµ,τ ,ν¯µ,τ
2piC0
h6c7
∫
dEE5dµµF
∫
dµ′RIS
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−
∑
νe,ν¯e,νµ,τ ,ν¯µ,τ
2piC0
h6c7
∫
dEE5dµµ
∫
dµ′RISF
+
∑
νe,ν¯e,νµ,τ ,ν¯µ,τ
2piC0
h6c7
∫
dEE3dµµF
∫
dE′E′2dµ′R˜outNES(
1
ρ
− F )
−
∑
νe,ν¯e,νµ,τ ,ν¯µ,τ
2piC0
h6c7
∫
dEE3dµµ(
1
ρ
− F )
∫
dE′E′2dµ′R˜inNESF
+
∑
νe,νµ,τ
2piC0
h6c7
∫
dEE3dµµF
∫
dE′E′2dµ′R˜absPAIRF¯
−
∑
νe,νµ,τ
2piC0
h6c7
∫
dEE3dµµ(
1
ρ
− F )
∫
dE′E′2dµ′R˜emPAIR(
1
ρ
− F¯ ). (2.3)
In equation 2.2 and 2.3,
∂
∂t
=
(
∂
∂t
)
m
, (2.4)
∂
∂m
=
(
∂
∂m
)
t
. (2.5)
The quantities ρ, , v, and P are the fluid rest-mass density, specific internal energy (internal
energy per gram; the internal energy is the energy of the fluid minus the kinetic energy associated
with its bulk flow), velocity, and pressure, respectively. The flavor sums over terms containing
the specific neutrino distribution function, F ≡ f/ρ, indicate that the equations contain one
such term for each of the specified neutrino types. F¯ is the specific distribution function for
the corresponding antineutrino in the terms describing contributions from pair emission and
absorption.
Equation 2.1 is the density equation. It is solved for the density, ρ, given a change in
an infinitesimal fluid volume, dV = 4pir2dr, containing a constant mass, dm. Equation 2.2
is the specific internal energy equation. The first term in the energy equation is the PdV
work done on the fluid as it is compressed. In the velocity equation 2.3, the first term is
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the gravitational acceleration, and the second term is the fluid acceleration resulting from the
fluid pressure gradient. The terms in equations 2.2 and 2.3 containing the quantity Q are the
artificial viscosity terms. These terms are included to handle shocks (discontinuities) in the flow.
In Nature, shocks are dissipated by microphysical viscosity on scales much smaller than the grid
resolution in a numerical simulation. The artificial viscosity is added to mimic this microphysical
viscous dissipation in the flow. Its result is to spread the shock over several numerical grid zones.
The form of the artificial viscosity used in AGILE-BOLTZTRAN is given in Liebendo¨rfer (2000).
To parameterize the neutrino momentum, we use spherical momentum coordinates: p = E/c,
θ0, and φ. p is the magnitude of the neutrino momentum, and E is the neutrino energy. In
equations 2.2 and 2.3, µ ≡ cos θ, which is the neutrino direction cosine relative to the outward-
pointing radial vector. All of these quantities are measured by our inertial comoving observers.
The advantage of this parameterization is that in spherical symmetry the neutrino distribution
function, f , is a function of only E and µ, not φ. Moreover, because the comoving frame
direction cosines and energies are used, the neutrino–matter interaction terms simplify greatly.
In equations 2.2 and 2.3, C0 = 1.602 × 10−6 erg MeV−1. (Our neutrino energies are given in
MeV, and the product hc is expressed in MeV cm.)
The third term in the energy equation is the energy exchange between the neutrinos and
the fluid via emission and absorption of neutrinos by nucleons and nuclei. Specifically, we have
electron capture on protons, producing electron neutrinos and neutrons, along with the inverse
process, electron neutrino absorption on neutrons:
e− + p ⇀↽ νe + n. (2.6)
We also have electron capture on nuclei and the inverse process, electron neutrino absorption
on nuclei:
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e− +M(Z,N) ⇀↽ νe +M(Z − 1, N + 1). (2.7)
The integrand contains the neutrino emissivity, j(E), the neutrino opacity, χ(E), and the
specific neutrino distribution function, F ≡ f/ρ. The neutrino opacity, χ˜, corrected for stimu-
lated absorption, is defined by:
j − χ˜f ≡ j − (j + χ)f = (1− f)j − χf. (2.8)
The next two terms in the energy equation give the energy exchange between the neutrinos
and the fluid as a result of neutrino–electron scattering:
νe + e− −→ νe + e−. (2.9)
The scattering kernels, R˜in/outNES (µ, µ
′, E,E′) ≡ ρRin/outNES (µ, µ′, E,E′), are the in- and outscat-
tering kernels, respectively, describing the scattering of an electron neutrino into or out of (µ,E).
µ and E, are the incoming direction cosine and energy, and µ′ and E′ are the outgoing direction
cosine and energy. The in/out scattering kernels are related to one another through the principle
of detailed balance:
RinNES(µ, µ
′, E,E′) = e−(E−E
′)/TRoutNES(µ, µ
′, E,E′). (2.10)
R˜
em/abs
PAIR (µ, µ
′, E,E′) ≡ ρRem/absPAIR (µ, µ′, E,E′), are the pair emission and absorption kernels,
respectively, describing the describing the production of a neutrino/antineutrino pair of energy
E/E′ and direction cosine µ/µ′:
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e− + e+ ⇀↽ νe + ν¯e. (2.11)
The pair emission and absorption kernels are also related to one another through detailed
balance as in equation 2.10.
The last seven terms in the velocity equation 2.3 are the neutrino stress terms. In this
equation, RIS(µ, µ′, E) is the kernel for isoenergetic scattering of electron neutrinos on neutrons,
protons, and nuclei:
νe + n −→ νe + n, (2.12)
νe + p −→ νe + p, (2.13)
νe +M(Z,N) −→ νe +M(Z,N). (2.14)
Note that RIS is a function only of µ, µ′, and E, not E′. This is because the energy of the scat-
tered neutrino is not changed in scattering on nucleons and nuclei; hence the term isoenergetic.
The next two terms in the velocity equation give the neutrino stress exerted on the fluid as a
result of non-isoenergetic neutrino–electron scattering. The last two terms describe the stress
from pair emission and absorption.
2.1.2 Neutrino Transport
The neutrino distribution functions are evolved using the O(v/c) Boltzmann equation (Castor
1972; Bruenn 1985; Mezzacappa & Bruenn 1993a). If we include emission, absorption, isoen-
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ergetic scattering of neutrinos by nucleons and nuclei, neutrino–electron scattering, and pair
emission and absorption, the Boltzmann equation is
1
c
∂F
∂t
+ 4piµ
∂(r2ρF )
∂m
+
1
r
∂[(1− µ2)F ]
∂µ
+
1
c
(
∂lnρ
∂t
+
3v
r
)
∂[µ(1− µ2)F ]
∂µ
+
1
c
[µ2(
∂lnρ
∂t
+
3v
r
)− v
r
]
1
E2
∂(E3F )
∂E
=
j
ρ
− χ˜F
+
1
c
1
h3c3
E2
∫
dµ′RISF
− 1
c
1
h3c3
E2F
∫
dµ′RIS
+
1
h3c4
(
1
ρ
− F )
∫
dE′E′2dµ′R˜inNESF
− 1
h3c4
F
∫
dE′E′2dµ′R˜outNES(
1
ρ
− F )
+
1
h3c4
(
1
ρ
− F )
∫
dE′E′2dµ′R˜emPAIR(
1
ρ
− F¯ )
− 1
h3c4
F
∫
dE′E′2dµ′R˜absPAIRF¯ . (2.15)
The Boltzmann equation is solved for each neutrino flavor independently: i.e. equation 2.15
is solved four times in each time step, once each for electron neutrinos, electron antineutrinos,
µ/τ neutrinos, and µ/τ antineutrinos. The electron neutrinos and antineutrinos are solved for
simultaneously, as are the µ/τ neutrinos and antineutrinos, since each neutrino flavor is coupled
to its corresponding antineutrino through the pair emission and absorption terms. Note that
µ and τ neutrinos are evolved as one flavor, as their couplings to matter are identical for the
processes we consider. The µ and τ antineutrinos are treated similarly.
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The mass derivative term on the left-hand side of the Boltzmann equation describes the
propagation of neutrinos with respect to the Lagrangian mass coordinate, m. Outwardly prop-
agating neutrinos have µ > 0, whereas inwardly propagating neutrinos have µ < 0. The first
µ-derivative term describes the rate of change of the neutrino propagation direction with re-
spect to the outward radial direction as the neutrino propagates inward or outward in mass.
The second µ-derivative term describes the aberration in the neutrino propagation direction
measured by an observer who is instantaneously comoving with the fluid. Because the fluid is
accelerating, two consecutive comoving observers will measure different direction cosines. The
energy-derivative term describes the shift in the neutrino energy measured by a comoving ob-
server. Intuitively, this is a continual Doppler shift resulting from the change in the velocity of
an accelerated fluid; two consecutive comoving observers will measure different frequencies (the
frequency and neutrino energy are related by E = hν0, where h is Planck’s constant and ν0 is
the frequency measured by the comoving observer).
On the right-hand side of equation (2.15), the first two terms describe the change in the neu-
trino distribution function resulting from the absorption and emission of neutrinos by nucleons
and nuclei. The next two terms describe the isoenergetic inscattering and outscattering, respec-
tively, of neutrinos by nucleons and nuclei. The fourth and fifth terms describe non-isoenergetic
neutrino–electron scattering, and the last two terms describe pair emission and absorption. As
in equations 2.3 and 2.2, F¯ is the corresponding antineutrino for each neutrino species evolved
with equation 2.15.
2.1.3 Lepton Conservation
The hydrodynamics equations governing the evolution of the fluid’s density and internal energy
are expressions of conservation laws for the fluid mass and energy, and the neutrino transport
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equation and its coupling to the hydrodynamics are an expression of the conservation of energy
in the neutrino radiation field. In addition to these two globally conserved quantities, another
important quantity is conserved: lepton number. (Flavor mixing can lead to lepton number
nonconservation. None of the microphysics described in this work has been extended to include
the possibility of mixing. For more details on flavor mixing, see Bahcall (1989) and Raffelt
(1996).) Therefore, in addition to the hydrodynamics equations and the neutrino transport
equations, we also have to solve, in a coupled fashion, the fluid electron fraction equation:
∂Ye
∂t
= −2pimBc
h3c3
[∫
dEE2dµ(
jνe
ρ
− χ˜νeFνe)−
∫
dEE2dµ(
jν¯e
ρ
− χ˜ν¯eFν¯e)
]
. (2.16)
The Ye evolved by equation 2.16 is actually the difference of the electron fraction minus the
positron fraction: Ye = Ye+ − Ye− . To see that this equation describes lepton number conserva-
tion, it is sufficient to point out that lepton number is exchanged between electrons and electron
neutrinos via electron capture (mentioned earlier) and its inverse process and between positrons
and electron antineutrinos via positron capture and its inverse. The right-hand side of equation
2.16 gives the change in the electron fraction resulting from these processes.
2.2 Neutrino Interactions
The expressions used in AGILE-BOLTZTRAN for the various neutrino–matter interactions are
given in Mezzacappa & Bruenn (1993a) and Mezzacappa & Bruenn (1993c), with the exception of
pair emission and absorption. They are reproduced here including pair emission and absorption
for completeness and to point out some minor improvements in their implementation.
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2.2.1 Emission and Absorption
We include emission and absorption of electron neutrinos from nucleons and nuclei and electron
antineutrino emission and absorption from nucleons. The neutrino emissivity, j, is (Bruenn
1985)
j = jnucleon + jnuclear, (2.17)
where
jnucleon =
(2pi)4G2F
pih4c4
(g2V + 3g
2
A) ηpn (E +Q)
2 [1− ( Me
E +Q
)2]1/2 Fe−(E +Q), (2.18)
and
jnuclear =
2
7
(2pi)4G2F
pih4c4
g2A
ρXH
mBA
Np(Z)Nh(N)
× (E +Q′)2 [1− ( Me
E +Q′
)2]1/2 Fe(E +Q
′
). (2.19)
The neutrino emissivities, jnucleon and jnuclear, are derived under the assumptions that no
momentum is transferred between the neutrinos and the nucleons and that the nucleons are
nonrelativistic.
In equation (2.18), Q = 1.2935MeV is the difference between the neutron and proton rest
energies. The factor ηpn takes into account the nucleon final-state blocking and is equal to np,
the proton number density, when the nucleons are nondegenerate. It is defined by
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ηpn =
2
h3c3
∫
d3pFp(E)[1− Fn(E)] = 1
mB
ρ (Xn −Xp) 1
e(µ
0
n−µ0p)/T − 1 , (2.20)
where Xn and Xp are the neutron and proton fractions, respectively; µ0n and µ
0
p are the neutron
and proton chemical potentials (the zero superscript denotes a chemical potential that does
not include the rest-energy of the particle), respectively; and T is the fluid temperature. In
equations (2.18) and (2.19), FN (E) is the Fermi–Dirac distribution function:
FN (E) =
1
e(E−µN )/T + 1
, (2.21)
where µN is the appropriate chemical potential.
The functions Np(Z) and Nh(N) in equation (2.19) are defined by
Np(Z) =

0 Z < 20
Z − 20 20 < Z < 28
8 Z > 28
(2.22)
and,
Nh(N) =

6 N < 34
40−N 34 < N < 40
0 N > 40.
(2.23)
Electron capture by nuclei is dominated by the Gamow–Teller transition from the single-particle
1f 7
2
level to the single-particle 1f 5
2
level unless the reaction is blocked by the absence of neutron
holes, which occurs for N ≥ 40 (Bethe et al. 1979). The function Np(Z) is an estimate of the
number of protons in the level 1f 7
2
based on a zero-order shell model. Similarly, Nh(N) is an
estimate of the number of neutron holes in the 1f 5
2
level. The quantity Q
′
in equation (2.19) is
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defined by Q
′
= µn−µp+ ∆, where ∆ = 3MeV is the energy of the 1f 5
2
level above the ground
state (Bethe et al. 1979).
Local thermodynamic equilibrium is assumed for the fluid. If we substitute feq for f in
equation (2.8), where feq is a neutrino distribution equilibrated with the matter, we get j−χ˜feq =
0; so j and χ˜ are related by
j
χ˜
= feq =
1
e(E−µν)/T + 1
. (2.24)
The right-hand side of equation (2.24) is the equilibrated neutrino distribution function. From
equations (2.6) and (2.7) the neutrino chemical potential, µν , for the equilibrated neutrino
distribution is given by
µν = µe + µp − µn, (2.25)
where µe, µp, and µn are the electron, proton, and neutron chemical potentials, respectively.
The expressions for antitneutrino emission are similar. We include only antineutrino emission
from nucleons,
j¯nucleon =
(2pi)4G2F
pih4c4
(g2V + 3g
2
A) ηnp (E −Q)2 [1− (
Me
E −Q )
2]1/2 Fe+(E −Q), (2.26)
where
ηnp =
2
h3c3
∫
d3pFn(E)[1− Fp(E)] = 1
mB
ρ (Xp −Xn) 1
e(µ
0
p−µ0n)/T − 1 , (2.27)
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is the correct blocking factor for antineutrinos and
Fe+(E) =
1
e(E+µe− )/T + 1
. (2.28)
2.2.2 Isoenergetic Scattering
RIS is the sum of the kernels for conservative scattering of electron neutrinos on protons and
neutrons. RIS is derived from the scattering kernel (Bruenn 1985):
RIS(cos θ, E) = RnucleonsIS (cos θ, E) +R
nuclei
IS (cos θ, E), (2.29)
where
cos θ = µµ
′
+ [(1− µ2)(1− µ′2)]1/2 cosφ, (2.30)
and
RnucleonsIS =
(2pi)2G2F
h
{ ηnn[(hnV )2 + 3(hnA)2] + ηpp[(hpV )2 + 3(hpA)2]
+ηnn[(hnV )
2 − (hnA)2] cos θ
+ηpp[(h
p
V )
2 − (hpA)2] cos θ},
(2.31)
and
RnucleiIS =
(2pi)2G2F
h
ρXH
mB
A (CV 0 − 12
N − Z
A
CV 1)2
× (1 + cos θ) e−4bE2(1−cos θ). (2.32)
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In equations (2.29) to (2.32), cos θ is the cosine of the relative angle between the incoming
neutrino (µ) and the outgoing neutrino (µ
′
) directions. Similarly, φ is the relative azimuthal
angle between the two neutrino directions.
The kernel, equation (2.31), is derived under the assumptions that (1) there is zero momen-
tum transfer between the neutrinos and the nucleons and (2) the nucleons are nonrelativistic.
The factors ηpp and ηnn account for the nucleon final-state blocking. They are defined by
ηpp = T
∂np
∂µp
, (2.33)
and
ηnn = T
∂nn
∂µn
. (2.34)
For nondegenerate, nonrelativistic nucleons, ηpp and ηnn are given by
ηpp = np (2.35)
ηnn = nn, (2.36)
where np and nn are the proton and neutron number densities, respectively. For degenerate,
nonrelativistic nucleons we have instead
ηpp =
3T
2pF
np (2.37)
ηnn =
3T
2nF
nn, (2.38)
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where pF and 
n
F are the proton and neutron Fermi energies, respectively. The latter are given
by
pF =
h2
8pi2mB
(3pi2np)2/3 (2.39)
nF =
h2
8pi2mB
(3pi2nn)2/3. (2.40)
We find that the derivatives in equations (2.33) and (2.34) are subject to error when evalu-
ated numerically. To ensure that the correct nondegenerate and degenerate limits are correctly
attained, we use instead the following analytic interpolation formula:
ηpp =
(np)(3Tnp/2
p
F )
[n2p + (3Tnp/2
p
F )2]1/2
= np
3T/2pF
[1 + (3T/2pF )2]1/2
, (2.41)
and
ηnn = nn
3T/2nF
[1 + (3T/2nF )2]1/2
. (2.42)
The constants in equation (2.31), hpV , h
n
V , h
p
A, and h
n
A, are the nucleon neutral current form
factors arising from virtual strong-interaction processes: hpV =
1
2 − 2 sin2 θW , hnV = − 12 , hpA =
1
2gA, and h
n
A = − 12gA, where θW is the Weinberg angle.
The kernel, equation (2.32), is derived under the following assumptions: (1) no momentum
is transferred between the neutrino and the nucleus, (2) the nucleus is nonrelativistic, and (3)
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the nucleus is nondegenerate. The quantity b is given by b = 4.8 × 10−6A2/3. The Gaussian
form factor includes the details of the nuclear wave function. The constants, CV 0 and CV 1, are
defined in terms of hpV and h
n
V : CV 0 =
1
2 (h
p
V + h
n
V ) and CV 1 = h
p
V − hnV .
In terms of RIS(cosθ, E), the scattering kernel in the Boltzmann equation is given by (Mez-
zacappa & Bruenn 1993a)
RIS(µ, µ
′
, E) =
∫ 2pi
0
dφRIS(cosθ, E)
=
∫ 2pi
0
dφRnucleonsIS (cosθ, E) +
∫ 2pi
0
dφRnucleiIS (cosθ, E)
≡ RnucleonsIS (µ, µ
′
, E) +RnucleiIS (µ, µ
′
, E). (2.43)
The integrals over φ can be done analytically using (Gradshteyn & Ryzhik 1980)
∫ pi
0
dx e±βcos(x) sin2ν(x) = pi1/2 (
2
β
)ν Γ(ν +
1
2
) Iν(β), (2.44)
which is true for Re(ν) > −1/2;
∫ pi
0
dx eiβ cos(x) cos(nx) = inpiJn(β), (2.45)
with
Iν(z) = e3piν i/2 Jν(e−3pii/2z), (2.46)
which is true for pi/2 < arg(z) ≤ pi; and
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I1(z) = −I1(−z). (2.47)
The function Jν(z) is the Bessel function of the first kind, of order ν, and Iν(z) is the modified
Bessel function of the first kind, of order ν. The results of the φ integration are
RnucleonsIS =
8pi3G2F
h
{ ηnn[(hnV )2 + 3(hnA)2] + ηpp[(hpV )2 + 3(hpA)2]
+ηnn[(hnV )
2 − (hnA)2]µµ
′
+ηpp[(h
p
V )
2 − (hpA)2]µµ
′},
(2.48)
and
RnucleiIS (µ, µ
′
, E) =
8pi3G2F
h
ρXH
mB
A (CV 0 − 12
N − Z
A
CV 1)2 e−4bE
2(1−µµ′ )
× {(1 + µµ′) I0(4bE2[(1− µ2)(1− µ′2)]1/2 ) (2.49)
+ [(1− µ2)(1− µ′2)]1/2 I1(4bE2[(1− µ2)(1− µ′2)]1/2) }.
For large enough A (and, therefore, large b) in equation 2.49, RnucleiIS can be smaller than the
corresponding value for scattering off an equal number of free nucleons. If this occurs in the code,
RnucleiIS is set to zero and ηpp and ηnn are recalculated including an additional ZρXH/mB free
protons and (1−Z)ρXH/mB free neutrons, where Z is the atomic number of the representative
nucleus returned from the EOS. RnucleonsIS is then recalculated and becomes the total RIS .
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2.2.3 Neutrino–Electron Scattering
For E 6= E′, the νe + e− scattering kernels are written as (Schinder & Shapiro 1982)
RoutNES(E,E
′, ω) = RoutNES(E,E
′, µ, µ′, φ) (2.50)
=
1
2
1
(2pi)3
piσ0c
(mec2)2
1
EE′
× [β1I1(E,E′, ω) + β2I2(E,E′, ω) + β3I3(E,E′, ω)],
where β1 = (CV + CA)2, β2 = (CV − CA)2, β3 = C2A − C2V, CV = 12 + 2θW = 0.96, CA = 12 , σ0 =
1.764× 10−44cm2, and
ω = µµ′ + [(1− µ2)(1− µ′2)]1/2 cosφ, (2.51)
and where the functions I1,2,3(E,E′, ω) are defined by
I1(E,E′, ω) =
2piTE2E′2(1− ω)2
∆5
fγ(E′ − E) (2.52)
× {AT 2[G2(y0) + 2y0G1(y0) + y20G0(y0)] +BT [G1(y0) + y0G0(y0)] + CG0(y0)},
and
I2(E,E′, ω) = I1(E → −E′, E′ → −E,ω), (2.53)
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Table 2.1: NES coefficients for various neutrino flavors
neutrino type β1 β2 β3
νe (CV + CA)2 (CV − CA)2 C2V − C2A
ν¯e (CV − CA)2 (CV + CA)2 C2V − C2A
νµ,τ (CV + CA − 2)2 (CV − CA)2 (CV − 1)2 − (CA − 1)2
ν¯µ,τ (CV − CA)2 (CV + CA − 2)2 (CV − 1)2 − (CA − 1)2
and
I3(E,E′, ω) =
2piTEE′(1− ω)(mec2)2
∆
fγ(E′ − E)G0(y0). (2.54)
The kernel for NES of ν¯e is obtained through a crossing symmetry of the νe kernel. The
difference in momenta labels is equivalent to replacing CV by −CV. The NES for νµ and ντ
proceeds only through the exchange of a neutral vector boson. This difference is equivalent to
replacing CV and CA with CV − 1 and CA − 1, respectively (Bruenn 1985). The values of β1,
β2, and β3 in terms of CV and CA are given in Table 2.1.
In equations (2.52) through (2.54),
∆ = (E2 + E′2 − 2EE′ω)1/2, (2.55)
y0 =
1
T
{−E − E
′
2
+
∆
2
[1 +
2(mec2)2
EE′(1− ω) ]
1/2}, (2.56)
A = E2 + E′2 + EE′(3 + ω), (2.57)
B = E[2E2 + EE′(3− ω)− E′2(1 + 3ω)], (2.58)
C = E2[(E − E′ω)2 − E
′2(1− ω2)
2
− (1 + ω)(mec
2)2∆2
2(1− ω)E2 ], (2.59)
30
fγ(x) =
1
ex/T − 1 , (2.60)
and the functions Gn(y) are defined in terms of Fermi integrals:
Gn(y) = Fn(η′ − y)− Fn(η − y), (2.61)
where
η =
µe
T
, (2.62)
η′ = η − E − E
′
T
, (2.63)
Fn(η) =
∫ ∞
0
xndx
ex−η + 1
. (2.64)
The Fermi integrals can be related to the polylogarithms, Sn(x), as follows (Kolbig et al. 1970):
Sn(x) =
(−1)n−1
(n− 2)!
∫ 1
0
logn−2(t) log(1− xt)dt
t
=
x
(n− 1)!
∫ ∞
0
tn−1dt
et − x . (2.65)
Thus,
Fn(x) = −n!Sn+1(−ex). (2.66)
In turn, the polylogarithms can be accurately computed numerically using Chebychev expansions
(Kolbig et al. 1970). Note that the Chebychev expansions given in Kolbig et al. (1970) are valid
for −1 ≤ −e−x ≤ 1/2. As a result, in the range −∞ ≤ −e−x ≤ −1, we use the inversion
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formulas (Mezzacappa & Bruenn 1993c)
S2(x) = −S2( 1
x
)− 1
2
log2(−x)− pi
2
6
, (2.67)
S3(x) = S3(
1
x
)− 1
6
log3(−x)− pi
2
6
log(−x), (2.68)
which are also given in Kolbig et al. (1970).
For E = E′, the functions I1,2,3(E,E′, ω) in equation (2.50) are replaced by (Schinder 1990)
I1(E,ω) =
2piTE4(1− ω)2
∆5
{ AT 2[2F1(η − y0) + 2y0F0(η − y0) + y20F−1(η − y0)]
+BT [F0(η − y0) + y0F−1(η − y0)] + CF−1(η − y0)},
(2.69)
and
I2(E,ω) = I1(E,ω), (2.70)
and
I3(E,ω) =
2piTE2(1− ω)(mec2)2
∆
F−1(η − y0), (2.71)
with the appropriate simplification of ∆, y0, A,B, and C in equations (2.55) through (2.59) and
with
F−1(η) =
1
e−η + 1
. (2.72)
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The neutrino-electron scattering kernels that appear in the Boltzmann equation, equation
(2.15), are functions of µ, µ′, E, and E′. However, the scattering kernels, equation (2.50), are
functions of µ, µ′, E,E′, and φ. There are two procedures for performing the dimensional re-
duction from RoutNES(E,E
′, µ, µ′, φ) to RoutNES(E,E
′, µ, µ′). One method is simply to integrate
RoutNES(E,E
′, ω) over φ numerically, i.e.,
RoutNES(E,E
′, µ, µ′) =
∫ 2pi
0
dφRoutNES(E,E
′, ω). (2.73)
The other method (Schinder & Shapiro 1982) is to expand the scattering kernel in a Legendre
series:
RoutNES(E,E
′, ω) =
∞∑
l=0
2l + 1
2
ΦoutNES,l(E,E
′)Pl(ω), (2.74)
where the Legendre coefficients are given by
ΦoutNES,l(E,E
′) =
∫ 1
−1
dωPl(ω)RoutNES(E,E
′, ω). (2.75)
Using the addition theorem (Gradshteyn & Ryzhik 1980), we can express Pl(ω) as follows:
Pl(ω) = Pl(µ)Pl(µ′) + 2
l∑
m=1
(l −m)!
(l +m)!
Pml (µ)P
m
l (µ
′) cosmφ. (2.76)
If we substitute equation (2.76) for Pl(ω) in equation (2.74) and integrate over φ, using equation
(2.73), we obtain an expansion for RoutNES(E,E
′, µ, µ′) in terms of Pl(µ) and Pl(µ′):
RoutNES(E,E
′, µ, µ′) = 2pi
∞∑
l=0
2l + 1
2
ΦoutNES,l(E,E
′)Pl(µ)Pl(µ′). (2.77)
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Although equation (2.77) gives the scattering kernel as an infinite sum of moments, in practice
the sum is truncated at some finite value, lmax, which is dictated by the number of quadrature
points used for µ.
A problem for any method used to compute RoutNES(E,E
′, µ, µ′) is that it is infinite for forward
scattering (ω → 1: µ = µ′, E = E′, φ = 0). The singular behavior of RoutNES(E,E′, µ, µ′) can be
clearly exhibited by considering the behavior of the functions I1,2,3(E,ω), given by equations
(2.69) through (2.71), as ω → 1 (Mezzacappa & Bruenn 1993c):
I1,2(E,ω) ∼ 1(1− ω)1/2 , (2.78)
I3(E,ω) ∼ (1− ω)1/2. (2.79)
Furthermore, if we define x ≡ cosφ, for forward scattering we obtain 1−ω = (1−µ2)(1− x). If
we perform this transformation of variables in the integral, equation (2.73), we get the following
limiting behavior for x→ 1 (ω → 1):
∫ 2pi
0
dφRoutNES(E,E, ω) ∼
∫ +1
−1
dx
(1− x2)1/2(1− ω)1/2 ∼
∫ +1
−1
dx
(1− x)(1 + x)1/2 , (2.80)
which is divergent. Thus, RoutNES(E,E
′, µ, µ′) is infinite for µ = µ′, E = E′.
Schinder & Shapiro (1982) avoided this problem by staggering their energy grids slightly,
with E′ = E+ 0.01. However, in so doing they do not actually compute forward scattering. We
have chosen a different approach (Mezzacappa & Bruenn 1993c). Although RoutNES(E,E
′, µ, µ′)
is infinite for µ = µ′ and E = E′, we use the fact that it is integrably finite, i.e., the integral of
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RoutNES(E,E, µ, µ
′) over any finite range in µ′ is finite. The kernels RoutNES(E,E
′, µ, µ′) appearing
in the Boltzmann equation should be considered as averages over the finite zone widths of the
µ-grid and should therefore be finite. To obtain a well-defined and physically reasonable value
for RoutNES(E,E, µ, µ), Mezzacappa & Bruenn (1993c) integrate the expansion, equation (2.77),
over µ′ to obtain
∫ +1
−1
dµ′RoutNES(E,E
′, µ, µ′) = 2pi
∞∑
l=0
ΦoutNES,l(E,E
′)Pl(µ)
2l + 1
2
∫ +1
−1
dµ′Pl(µ′)
= 2piΦoutNES,0(E,E
′). (2.81)
On a discrete µ-grid we can separate out the forward scattering contribution to ΦoutNES,0(E,E
′):
2piΦoutNES,0(Ek+1/2, Ek+1/2) =
jmax∑
l=1
wlR
out
NES(Ek+1/2, Ek+1/2, µj+1/2, µl+1/2)
= wj+1/2RoutNES(Ek+1/2, Ek+1/2, µj+1/2, µj+1/2)
+
∑
l 6=j
wlR
out
NES(Ek+1/2, Ek+1/2, µj+1/2, µl+1/2). (2.82)
In equation (2.82), µj+1/2 are the discrete direction cosines, which in our case are given by
Gaussian quadratures and are numbered 1 to jmax; the wj are the corresponding weights. The
energies, Ek+1/2, are the discrete neutrino energies, numbered 1 to kmax. Solving equation
(2.82) for RoutNES(Ek+1/2, Ek+1/2, µj+1/2, µj+1/2) gives
RoutNES(Ek+1/2, Ek+1/2, µj+1/2, µj+1/2) =
1
wj+1/2
{2piΦoutNES,0(Ek+1/2, Ek+1/2) (2.83)
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−
∑
l 6=j
wlR
out
NES(Ek+1/2, Ek+1/2, µj+1/2, µl+1/2)}.
Thus, for forward scattering, the neutrino-electron scattering kernel can be obtained numerically
from equation (2.83) once a well-defined value for ΦoutNES,0(Ek+1/2, Ek+1/2) is computed; for all
other cases we obtain values for the neutrino-electron scattering kernel by numerically performing
the φ-quadrature in equation (2.73) (Mezzacappa & Bruenn 1993c). For the latter we use 32-
point Gaussian quadrature for φ.
To obtain accurate values for ΦoutNES,0(E,E), we avoid the (integrably) singular behavior of
RoutNES(E,E
′, ω) in equation (2.75) and exploit the fact that integrating over ω before integrating
over the electron energy leads to a singularity free numerical integration for ΦoutNES,0(E,E). We
write (Bruenn 1985)
ΦoutNES,0(E,E
′) =
(2pi)4G2Fc
pi(hc)4
1
E2E′2
∫
dEe Fe(Ee)[1− Fe(Ee + E − E′)]
×[β1HI0(E,E′, Ee) + β2HII0 (E,E′, Ee)],
(2.84)
where Ee is the electron energy, Fe(Ee) is the electron Fermi-Dirac distribution, and the functions
HI,II0 (E,E
′, Ee) are given by (Yueh & Buchler 1977)
HI0(E,E
′, Ee) =

4
15E
5
e +
4
3E
4
eE +
8
3E
3
eE
2 + Θ(E′ − E)ΓI0(E,E′) E′ > Ee
aI0(E,E
′) + bI0(E,E
′)Ee + cI0(E,E
′)E2e E
′ < Ee
, (2.85)
HII0 (E,E
′, Ee) =

4
15E
5
e − 43E4eE′ + 83E3eE′2 + Θ(E′ − E)ΓII0 (E,E′) E′ > Ee
aII0 (E,E
′) + bII0 (E,E
′)Ee + cII0 (E,E
′)E2e E
′ < Ee
,(2.86)
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where
aI0(E,E
′) = (
8
3
E2E′3 − 4EE′4 + 8
5
E′5)Θ(E − E′) + 4
15
E5Θ(E′ − E), (2.87)
bI0(E,E
′) = (
16
3
EE′3 − 4E′4)Θ(E − E′) + 4
3
E4Θ(E′ − E), (2.88)
cI0(E,E
′) =
8
3
E′3Θ(E − E′) + 8
3
E3Θ(E′ − E), (2.89)
ΓI0(E,E
′) = 83E
2
e (E
3 − E′3) + 4Ee(E − E′)2(E23 + 2EE
′
3 + E
′2)
+4(E − E′)3(E215 + EE
′
5 +
2E′2
5 ),
(2.90)
and
aII0 (E,E
′) = aI0(E
′, E), (2.91)
bII0 (E,E
′) = −bI0(E′, E), (2.92)
cII0 (E,E
′) = cI0(E
′, E), (2.93)
ΓII0 (E,E
′) = ΓI0(−E′,−E). (2.94)
The integral in equation (2.84) is performed numerically using 24-point Gaussian and Laguerre
quadratures for the electron energy.
Once the outscattering kernels are computed using this method, the inscattering kernels are
computed from equation 2.10 (Mezzacappa & Bruenn 1993c).
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2.2.4 Pair Emission and Absorption
Pair emission and absorption is a cross channel of NES. Consequently, the expressions for the
scattering kernels are quite similar, with only a few substitutions.
The pair emission kernel can be written as (Schinder & Shapiro 1982)
RemPAIR(E,E
′, ω) = RemPAIR(E,E
′, µ, µ′, φ)
=
1
2
1
(2pi)3
piσ0c
(mec2)2
1
EE′
(2.95)
× [β1I1(E,E′, ω) + β2I2(E,E′, ω) + β3I3(E,E′, ω)].
The functions I1,2,3(E,E′, ω) for pair emission and absorption are
I1(E,E′, ω) = −2piTE
2E′2(1− ω)2
∆5
fγ(E′ − E) (2.96)
× {AT 2[G2(y0,max)−G2(y0,min)
+ 2y0,maxG1(y0,max)− 2y0,minG1(y0,min)
+ y20,maxG0(y0,max)− y20,minG0(y0,min)]
+ BT [G1(y0,max)−G1(y0,min)
+ y0,maxG0(y0,max)− y0,minG0(y0,min)]
+ C[G0(y0,max)G0(y0,min)]},
I2(E,E′, ω) = I1(E → E′, E′ → E,ω), (2.97)
38
and
I3(E,E′, ω) = −2piTEE
′(1− ω)(mec2)2
∆
fγ(E′ + E)(G0(y0,max)−G0(y0,min)). (2.98)
The definitions of fγ , Gn(y), and η are the same as in section 2.2.3. The rest of the
expressions appearing in the scattering kernel formulae are given by
∆ = (E2 + E′2 + 2EE′ω)1/2, (2.99)
y0,max =
1
T
{E + E
′
2
+
∆
2
[1− 2(mec
2)2
EE′(1− ω) ]
1/2}, (2.100)
y0,min =
1
T
{E + E
′
2
− ∆
2
[1− 2(mec
2)2
EE′(1− ω) ]
1/2}, (2.101)
A = E2 + E′2 − EE′(3 + ω), (2.102)
B = E[−2E2 + EE′(3− ω) + E′2(1 + 3ω)], (2.103)
C = E2[(E + E′ω)2 − E
′2(1− ω2)
2
− (1 + ω)(mec
2)2∆2
2(1− ω)E2 ], (2.104)
η′ = η +
E + E′
T
. (2.105)
(2.106)
The same procedure of dimensional reduction performed on the NES kernels is used to
obtain RemPAIR(E,E
′, ω) (Mezzacappa & Bruenn 1993c). The pair kernels also suffer from singular
behavior akin to the NES kernels. In the pair case, the kernel for “back to back” production or
“head on” destruction of a pair is singular. We perform the same procedure as in the NES case
(Mezzacappa & Bruenn 1993c) to obtain singularity free values for the kernels by integrating the
Legendre expansion of RemPAIR and separate out the contributions from production or destruction
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when j = jmax+ 1− j′, i.e. when the direction cosines for the pair are diametrically opposed
to one another. The expression for the kernel in that case becomes:
RemPAIR(Ek+1/2, Ek+1/2, µj+1/2, µ(jmax+1−j)+1/2) = (2.107)
1
wj+1/2
{2piΦemPAIR,0(Ek+1/2, Ek+1/2) (2.108)
−
∑
l 6=jmax+1−j
wlR
em
PAIR(Ek+1/2, Ek+1/2, µj+1/2, µl+1/2)}.
The moments, ΦemPAIR,0, in equation 2.108 are given by (Bruenn 1985)
ΦemPAIR,0(E,E
′) =
(2pi)4G2Fc
pi(hc)4
1
E2E′2
∫
dEe Fe(Ee)(Fe+(E + E′ − Ee)]
×[β1J I0(E,E′, Ee) + β2J II0 (E,E′, Ee)],
(2.109)
where Fe+(E + E′ − Ee) is the positron Fermi-Dirac distribution and
J II0 (E,E
′, Ee) = JI0 (E
′, E,Ee), (2.110)
and
J I0(E,E
′, Ee) = Θ(E + E′ − Ee) {[Θ(E − Ee)Θ(E′ − E) (2.111)
+ Θ(E′ − Ee)Θ(E − E′)]
× a0(E,E′, Ee) (2.112)
+ [Θ(Ee − E)Θ(E − E′) + Θ(Ee − E′)Θ(E′ − E)] (2.113)
× b0(E,E′, Ee) + Θ(Ee − E)Θ(E′ − Ee)c0(E,E′, Ee)
+ Θ(Ee − E′)Θ(E − Ee)d0(E,E′, Ee)} ,
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with
a0(E,E′, Ee) =
1
EE′
[
4
15
E5E′3 − 4
3
E4eE
′ +
8
3
E3eE
′2], (2.114)
b0(E,E′, Ee) =
1
EE′
[−a0 + 83Ee(E
3 + E′3)− 4
3
Ee(E + E′)2(E′2 − 2EE′ + 3E2)
+
4
15
(E + E′)3(E′2 − 3EE′ + 6E2), (2.115)
c0(E,E′, Ee) =
E2
E′
[
8
3
E′2 + 4EE′ +
8
5
E2]− Ee[ 163 E
2 + 4
E3
E′
] +
8
3
Ee
E2
E′
, (2.116)
d0(E,E′, Ee) =
4
15
E′4
E4
− 4
3
E′3
E
Ee +
8
3
E′2
E
E2e . (2.117)
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Chapter 3
Finite Differencing and
Numerical Implementation
In this chapter the computational grid used in AGILE-BOLTZTRAN is described along with the
computational method used to calculate several numerical derivatives and derived quantities.
Also, the finite differencing of the neutrino Boltzmann equation, the electron fraction equation,
and the radiation terms in the velocity and energy equations presented in Chapter 2 are given.
3.1 Grid
We define a grid in (m,µ0, E0)-space as follows (Mezzacappa & Bruenn 1993b). The stellar core
is divided into imax−1 mass shells, whose outer edges are located at the discrete mass points,
mi+1 : i = 1, 2, ..., imax−1. The mass point m1 ≡ 0 corresponds to the origin, r = 0. Each mass
shell contains a mass, ∆mi+1/2, defined by
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∆mi+1/2 ≡ mi+1 −mi (3.1)
for i = 1, 2, ..., imax−1. The half integer index, i + 1/2, denotes the shell (zone) center. The
zone centers are defined to enclose half the mass in a zone:
mi+1/2 ≡ mi + 12∆mi+1/2 =
1
2
(mi +mi+1) (3.2)
for i = 1, 2, imax−1. The zone centers also define a sequence of concentric shells, each containing
a mass, ∆mi, given by
∆mi = mi+1/2 −mi−1/2 (3.3)
for i = 2, 3, ..., imax. If we substitute equation (3.2) in equation (3.3), we obtain
∆mi =
1
2
(∆mi−1/2 + ∆mi+1/2) (3.4)
for i = 2, 3, ..., imax. We define ∆mimax+1/2 ≡ ∆mimax−1/2. Note that the m grid is modified
dynamically by the adaptivity of AGILE-BOLTZTRAN. For details of the grid equation, which
governs the movement of grid points between mass coordinates, see Liebendo¨rfer (2000).
The µ0-grid is made up of N discrete direction cosines, µj+1/2 : j = 1, 2, ..., N , corresponding
to an N -point Gaussian quadrature set with weights, wj+1/2 : j = 1, 2, ..., N . The Gaussian
quadrature points are symmetric about µ0 = 0:
N∑
j=1
µj+1/2wj+1/2 = 0 (3.5)
The weights, wj+1/2, are normalized to
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N∑
j=1
wj+1/2 = 2 (3.6)
Gaussian quadrature is chosen because quadratures in an N -point scheme are exact for polyno-
mials in µ0 up to order 2N − 1. Thus, the neutrino distribution function would be accurate to
order 2N − 1 in µ0. The exact (continuum) distribution is, of course, accurate to all orders in
µ0.
The E0-grid is made up of kmax discrete energies, Ek : k = 1, 2, ..., kmax. In order to span
the complete range of electron-neutrino energies relevant for the collapse problem, the discrete
energies, Ek, are geometrically spaced:
Ek+1 =
√
sEk (3.7)
where s is some scale factor chosen to span a reasonable energy range with kmax zones. It
is typically set to 2. The energies Ek and Ek+1 define kmax−1 energy zones, whose centers
correspond to the energies Ek+1/2, given by
Ek+1/2 =
1
2
(Ek + Ek+1) (3.8)
for k = 1, 2, ..., kmax−1. We also have the energy zone widths:
∆Ek+1/2 = Ek+1 − Ek (3.9)
for k = 1, 2, ..., kmax−1.
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3.1.1 Variables and Their Derivatives
Because of the short time scales associated with neutrino–matter coupling and the short Courant
time given by the radial zone widths and the speed of light propagation of the neutrinos, and
because the neutrinos and matter are in thermal and chemical (beta) equilibrium deep in the
stellar core where the neutrino emission and absorption rates are large and canceling, the Boltz-
mann equation and the coupling of this equation to the matter internal energy and electron
fraction equations are finite differenced with respect to time in a fully implicit manner (a.k.a.
backward Euler differencing). This ensures two things: (1) Unconditional stability for time steps
that are large relative to neutrino transport and interaction time scales. (2) Beta equilibrium
in regions where it occurs.
The implicit solution of (a) the Boltzmann equation, (b) the neutrino–matter coupling in the
specific internal energy equation, and (c) the electron fraction equation, requires the values of
derivatives of a number of variables with respect to temperature and electron fraction (e.g., the
internal energy and the neutrino absorption, emission, and scattering rates). Moreover, under
the extreme conditions present in stellar cores, matter is in nuclear statistical equilibrium (NSE)
and its thermodynamic state (e.g., its pressure, entropy, etc.) is completely determined by its
density, temperature, and electron fraction.
Let υ ≡ υ(ρ0, T, Ye, E0, µ0) be a variable whose derivative with respect to temperature or
electron fraction is required. [In what follows, to avoid too many subscripts, we will ignore the
indices tying υ to a particular point on the (m,µ0, E0)-grid.] We construct a local cube about
the point (ρ0, T, Ye) with corners at the points (ρl, Tm, Yn) : l,m, n = 1, 2, where
log10[
ρ2
ρ1
] =
1
Nρ
(3.10)
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log10[
T2
T1
] =
1
NT
(3.11)
Y2 − Y1 = 1
NY
(3.12)
(Mezzacappa & Bruenn 1993b). The numbers Nρ, NT , and NY define the resolution of our
cube: Nρ and NT are the number of points per decade in density and temperature, and NY
is the number of points per 1/2 in Ye. In our applications, we use Nρ = 10, NT = 40, and
NY = 50. These values were determined by comparing directly computed and interpolated
values of various thermodynamic quantities, such as the pressure, and ensuring that the two
methods yielded results that were in good agreement. Having defined our cube, we obtain a
value for the variable υ at each of the eight cube corners. At the given point (ρ, T, Ye) in the
cube, we compute the value of υ¯ by linearly interpolating in ρ¯0, T¯ , and Ye, where O¯ ≡ log10(O).
Thus,
υ¯ = C3 [ (1− C1)(1− C2) υ¯(ρ1, T1, Y2)
+C1(1− C2) υ¯(ρ2, T1, Y2)
+C2(1− C1) υ¯(ρ1, T2, Y2)
+C1C2 υ¯(ρ2, T2, Y2) ]
+ (1− C3) [ (1− C1)(1− C2) υ¯(ρ1, T1, Y1)
+C1(1− C2) υ¯(ρ2, T1, Y1)
+C2(1− C1) υ¯(ρ1, T2, Y1)
+C1C2 υ¯(ρ2, T2, Y1) ]
(3.13)
where
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C1 = log10(
ρ0
ρ1
)/ log10(
ρ2
ρ1
), (3.14)
C2 = log10(
T
T1
)/ log10(
T2
T1
), (3.15)
C3 = (Ye − Y1)/(Y2 − Y1). (3.16)
The derivative of υ with respect to ρ0, T , or Ye can be obtained simply by differentiating
equation (3.13) with respect to each variable. For example,
(
∂υ
∂T
)ρ0,Ye =
υ
T
(
∂υ¯
∂T¯
)ρ0,Ye
=
υ
T
dC2
dT¯
(
∂υ¯
∂C2
)C1,C3
= −υ/(T log10[T2/T1])
×{C3 [ (1− C1) υ¯(ρ1, T1, Y2)
+C1 υ¯(ρ2, T1, Y2)
−(1− C1) υ¯(ρ1, T2, Y2)
−C1 υ¯(ρ2, T2, Y2) ]
+(1− C3) [ (1− C1) υ¯(ρ1, T1, Y1)
+C1 υ¯(ρ2, T1, Y1)
−(1− C1) υ¯(ρ1, T2, Y1)
−C1 υ¯(ρ2, T2, Y1) ]}.
(3.17)
This scheme has several advantages. First, the relation between values of the variable and
its derivatives inside the cube is exact, both being derived from the same interpolation formula.
47
This helps convergence in what we will see is the multidimensional Newton–Raphson iteration
we must solve. Second, the subroutine generating the variable υ need not be used at each
time step, but only if the point (ρ, T, Ye) moves outside the cube, in which case a new cube
is generated, centered about the point (ρ0, T, Ye). (This is checked at the end of each time
step after all evolved variables are completely updated.) Consequently, we are not restricted to
simple numerical recipes for generating υ. Third, we avoid discontinuous changes in υ, or any
of its derivatives, which can be traumatic for a multidimensional (or one-dimensional) Newton–
Raphson iteration. If the thermodynamic trajectory in (ρ0, T, Ye) space moves out of a local
(ρ0, T, Ye) cube, extrapolation rather than interpolation is used, which preserves the continuity
of the derivatives across cube boundaries. If we were to use an adjacent cube to compute
interpolated quantities and their derivatives, the derivatives would be discontinuous in a scheme,
such as ours, that uses linear interpolation. Before the next time step a new local cube is
constructed centered on the current value of (ρ0, T, Ye) (see Figure 3.1).
3.2 Differencing the Neutrino Boltzmann Equation
Here we discuss the finite differencing for the Boltzmann equation and its coupling to lepton
conservation and the hydrodynamics. From equations (2.2), (2.15), and (2.16), the system of
equations we need to solve is
1
c
∂F
∂t
= −4piµ0 ∂(r
2ρ0F )
∂m
−1
r
∂[(1− µ20)F ]
∂µ0
+
j
ρ0
− χ˜ F
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ρΤ
Updated cube
old cube
υ(Tn1,ρn2)
υ(Tn2,ρn1)
υ(Tn+11,ρn+12)
υ(Tn+12,ρn+11)
state(n)
state(n+1)
hydrodynamic
   trajectory
Figure 3.1: Schematic example of recubing as the hydrodynamic trajectory evolves.
The Ye dimension is suppressed for clarity.
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+
1
c
1
h3c3
E20
∫
dµ′0RISF
−1
c
1
h3c3
E20 F
∫
dµ′0RIS
+
1
h3c4
(
1
ρ0
− F )
∫
dE′0E
′2
0 dµ
′
0R˜
in
NESF
− 1
h3c4
F (µ0, E0)
∫
dE′0E
′2
0 dµ
′
0R˜
out
NES(
1
ρ0
− F )
+
1
h3c4
(
1
ρ0
− F )
∫
dE′0E
′2
0 dµ
′
0R˜
em
PAIR(
1
ρ0
− F¯ )
− 1
h3c4
F (µ0, E0)
∫
dE′0E
′2
0 dµ
′
0R˜
abs
PAIRF¯ (3.18)
1
c
∂
∂t
= −2piC0
h3c3
∫
dE0E
3
0dµ0(
j
ρ0
− χ˜F )
+
∑
ν,ν¯
2piC0
h6c6
∫
dE0E
3
0dµ0F
∫
dE′0E
′2
0 dµ
′
0R˜
out
NES(
1
ρ0
− F )
−
∑
ν,ν¯
2piC0
h6c6
∫
dE0E
3
0dµ0(
1
ρ0
− F )
∫
dE′0E
′2
0 dµ
′
0R˜
in
NESF
+
2piC0
h6c6
∫
dEE3dµF
∫
dE′E′2dµ′R˜absPAIR(F¯ )
−2piC0
h6c6
∫
dEE3dµ(
1
ρ
− F )
∫
dE′E′2dµ′R˜emPAIR(
1
ρ
− F¯ ) (3.19)
1
c
∂Ye
∂t
= −2pimB
h3c3
∫
dE0E
2
0dµ0(
j
ρ0
− χ˜F )
+
2pimB
h3c3
∫
dE0E
2
0dµ0(
j
ρ0
− χ˜F¯ ). (3.20)
The aberration and frequency shift terms in the Boltzmann equation have been split off and will
be solved separately. We will discuss the finite differencing for these terms later. As noted in
Chapter 2, each neutrino flavor is solved for along with its corresponding antiparticle. The flavor
sums in equation 3.19 now run over only a neutrino–antineutrino pair. F¯ is the corresponding
antineutrino for a given flavor. Equation 3.20 is evolved with the electron type equations only,
as µ and τ neutrino interactions are unable to change the matter Ye. Finally, we must solve two
linear systems: one for electron flavor neutrinos and antineutrinos including all three equations
3.18, 3.19, and 3.20, and another for µ/τ neutrinos and antineutrinos consisting only of equations
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3.18 and 3.19.
The Boltzmann equation (3.18) is finite differenced as (Mezzacappa & Bruenn 1993b; Liebendo¨rfer
2000)
(F ∗i+1/2,j+1/2,k+1/2 − (
∆mni+1/2
∆mn+1i+1/2
)Fni+1/2,j+1/2,k+1/2)/c∆t
+
1
∆mn+1i+1/2
[ugridi+1 Fˆ
∗
i+1,j+1/2,k+1/2 − ugridi Fˆ ∗i,j+1/2,k+1/2]
+
4pi|µj+1/2|λ
∆mn+1i+1/2
[(rn+1i+1 )
2 ρn+1i+1 F
∗
i+1,j+1/2,k+1/2 − (rn+1i )2 ρn+1i F ∗i,j+1/2,k+1/2]
+
3[(rn+1i+1 )
2 − (rn+1i )2]
(rn+1i+1 )3 − (rn+1i )3
1
wj+1/2
(αj+1 F ∗i+1/2,j+1,k+1/2 − αj F ∗i+1/2,j,k+1/2)
−
jn+1i+1/2,k+1/2
ρn+1i+1/2
+ χ˜n+1i+1/2,k+1/2 F
∗
i+1/2,j+1/2,k+1/2
− 1
ch3c3
E2k+1/2
jmax∑
l=1
wl+1/2 (RIS)n+1i+1/2,j+1/2,l+1/2,k+1/2 F
∗
i+1/2,l+1/2,k+1/2
+
1
ch3c3
E2k+1/2 F
∗
i+1/2,j+1/2,k+1/2
jmax∑
l=1
wl+1/2 (RIS)n+1i+1/2,j+1/2,l+1/2,k+1/2
− 1
ch3c3
(1/ρn+1i+1/2 − F ∗i+1/2,j+1/2,k+1/2)
kmax∑
m=1
∆Em+1/2E2m+1/2
jmax∑
l=1
wl+1/2
× (R˜inNES)n+1i+1/2,j+1/2,l+1/2,k+1/2,m+1/2 F ∗i+1/2,l+1/2,m+1/2
+
1
ch3c3
F ∗i+1/2,j+1/2,k+1/2
kmax∑
m=1
∆Em+1/2E2m+1/2
jmax∑
l=1
wl+1/2
× (R˜outNES)n+1i+1/2,j+1/2,l+1/2,k+1/2,m+1/2 (1/ρn+1i+1/2 − F ∗i+1/2,l+1/2,m+1/2)
− 1
ch3c3
(1/ρn+1i+1/2 − F ∗i+1/2,j+1/2,k+1/2)
kmax∑
m=1
∆Em+1/2E2m+1/2
jmax∑
l=1
wl+1/2
× (R˜emPAIR)n+1i+1/2,j+1/2,l+1/2,k+1/2,m+1/2 (1/ρn+1i+1/2 − F¯ ∗i+1/2,l+1/2,m+1/2)
+
1
ch3c3
F ∗i+1/2,j+1/2,k+1/2
kmax∑
m=1
∆Em+1/2E2m+1/2
jmax∑
l=1
wl+1/2
× (R˜absPAIR)n+1i+1/2,j+1/2,l+1/2,k+1/2,m+1/2 (1/ρn+1i+1/2 − F¯ ∗i+1/2,l+1/2,m+1/2)
= 0 (3.21)
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where λ = +1 for µj+1/2 > 0, and λ = −1 for µj+1/2 < 0. The distribution function,
F ∗i+1/2,j+1/2,k+1/2, is partially updated. A fully updated value is obtained after the change
in the distribution function from angular aberration and frequency shift is computed. The
neutrino emissivity, opacity, and scattering kernels appear in equation (3.21) with an n + 1
superscript because they are functions of ρ0, , and Ye, the first of which has been fully updated
and the latter two of which will be fully updated when the system of equations (3.18) to (3.20)
is solved. There are two terms in this finite difference equation not apparent from simply differ-
encing equation 2.15. Note the presence of the ratio ∆mni+1/2/∆m
n+1
i+1/2 in the first term and the
addition of the second term involving the grid velocity, ugrid. These changes to the differencing
given in Mezzacappa & Bruenn (1993b), Mezzacappa & Messer (1998) result from the adaptive
grid in the current version of AGILE-BOLTZTRAN. The mass enclosed by a given zone changes
with time, resulting in the addition to the first term. There is also an effective advection caused
by the motion of the grid points that is described by the addition of the second term. Fˆ ∗ in the
second term is defined as:
Fˆ ∗i,j+1/2,k+1/2 =

Fˆ ∗i−1/2,j+1/2,k+1/2 if u
grid
i ≥ 0
Fˆ ∗i+1/2,j+1/2,k+1/2 otherwise
(3.22)
(Liebendo¨rfer 2000).
This finite difference representation of the Boltzmann equation is fully implicit, and hence
has first-order truncation error in ∆t. It is centered in m, µ0, and E0, and hence has second-order
truncation error in each of these phase-space coordinates. This representation also conserves
neutrino number and energy. For the mass derivative term, “upwind differencing” (e.g., see
Roache (1998)) is used. Upwind differencing is constructed so that the radial and angular
advection on a discrete grid is faithful to the continuum advection with regard to the direction of
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neutrino propagation. For the µ-derivative term, the standard differencing for discrete ordinates
codes with Gaussian quadratures is used (Lewis & Miller 1984). The discrete representation of
the coefficient, 1/r, in the µ-derivative term is chosen so that, in an infinite homogeneous
medium with ρ0F in equilibrium with the medium, ρ0F = constant is a solution of the finite
difference equation. (This is true in our application, where, deep within the stellar core, ρ0F =
1 everywhere, for all neutrino direction cosines and energies. In this region, the neutrinos
are degenerate.) Setting ρi+1/2Fi+1/2,j+1/2,k+1/2 = jn+1i+1/2,k+1/2/χ˜
n+1
i+1/2,k+1/2 = constant in
equation (3.21) with
αj+1 − αj = −µj+1/2wj+1/2, (3.23)
we obtain
4pi|µj+1/2|λ
∆mi+1/2
[(rn+1i+1 )
2 − (rn+1i )2]
+
3[(rn+1i+1 )
2 − (rn+1i )2]
(rn+1i+1 )3 − (rn+1i )3
1
ρn+1i+1/2
1
wj+1/2
(αj+1 − αj) = 0. (3.24)
Equation (3.23) is the standard definition for the angular difference coefficients, αj . The finite
difference equation for the Boltzmann equation is solved with the boundary condition:
Fnimax+1/2,j+1/2,k+1/2 ≡ 0 (3.25)
for µj+1/2 < 0 and k = 1, 2, ..., kmax. (There are no incoming neutrinos at the outer boundary
of our collapsing core.)
Because the opacity, χ˜, and the scattering kernels, RIS, R˜
in,out
NES , and R˜
em,abs
PAIR depend on ρ0,
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T , and Ye, the χ˜F , RISF , R˜
in,out
NES F , and R˜
em,abs
PAIR terms in the Boltzmann equation are implicitly
nonlinear. Because of the blocking factors, (1/ρ− F ), the equation is explicitly nonlinear in F .
Therefore we linearize in F , T , and Ye:
F ∗i+1/2,j+1/2,k+1/2 = F
0
i+1/2,j+1/2,k+1/2 + δFi+1/2,j+1/2,k+1/2, (3.26)
and
jn+1i+1/2,k+1/2 = j
0
i+1/2,k+1/2 + [(
∂j
∂T
)ρ0,Ye ]
0
i+1/2,k+1/2 δTi+1/2
+[(
∂j
∂Ye
)ρ0,T ]
0
i+1/2,k+1/2 δ(Ye)i+1/2,
(3.27)
χn+1i+1/2,k+1/2 = χ
0
i+1/2,k+1/2 + [(
∂χ
∂T
)ρ0,Ye ]
0
i+1/2,k+1/2 δTi+1/2
+[(
∂χ
∂Ye
)ρ0,T ]
0
i+1/2,k+1/2 δ(Ye)i+1/2,
(3.28)
(RIS)n+1i+1/2,j+1/2,l+1/2,k+1/2 = (RIS)
0
i+1/2,j+1/2,l+1/2,k+1/2
+[(
∂RIS
∂T
)ρ0,Ye ]
0
i+1/2,j+1/2,l+1/2,k+1/2 δTi+1/2
+[(
∂RIS
∂Ye
)ρ0,T ]
0
i+1/2,j+1/2,l+1/2,k+1/2 δ(Ye)i+1/2,
(3.29)
(R˜in/outNES )
n+1
i+1/2,j+1/2,l+1/2,k+1/2,m+1/2 = (R˜
in/out
NES )
0
i+1/2,j+1/2,l+1/2,k+1/2,m+1/2
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+[(
∂R
in/out
NES
∂T
)ρ0,Ye ]
0
i+1/2,j+1/2,l+1/2,k+1/2,m+1/2 δTi+1/2
+[(
∂R
in/out
NES
∂Ye
)ρ0,T ]
0
i+1/2,j+1/2,l+1/2,k+1/2,m+1/2 δ(Ye)i+1/2,
(3.30)
(R˜em/absPAIR )
n+1
i+1/2,j+1/2,l+1/2,k+1/2,m+1/2 = (R˜
em/abs
PAIR )
0
i+1/2,j+1/2,l+1/2,k+1/2,m+1/2
+[(
∂R
em/abs
PAIR
∂T
)ρ0,Ye ]
0
i+1/2,j+1/2,l+1/2,k+1/2,m+1/2 δTi+1/2
+[(
∂R
em/abs
PAIR
∂Ye
)ρ0,T ]
0
i+1/2,j+1/2,l+1/2,k+1/2,m+1/2 δ(Ye)i+1/2.
(3.31)
The “0” superscript in equation (3.26) indicates a current guess for F about which the solution to
the nonlinear equation (3.18) is being linearized. Initially F 0i+1/2,j+1/2,k+1/2 = F
n
i+1/2,j+1/2,k+1/2.
In equations (3.27) to (3.30), the zero superscripts indicate values of the emissivity, opacity, and
scattering kernels and their derivatives at the point (ρn+1i+1/2, T
0
i+1/2, (Ye)
0
i+1/2), where T
0
i+1/2 and
(Ye)0i+1/2 are current guesses for T and Ye, about which the solutions to the nonlinear equations
(3.19) and (3.20) are being linearized. The derivatives in equations (3.27) to (3.30) are computed
numerically according to equation (3.17).
The finite differenced Boltzmann equation (3.21) is supplemented by equations relating the
distribution function at the zone edges in m and µ0 to its values at the zone centers in those
variables:
ρni F
n
i,j+1/2,k+1/2 = β
>
i,j+1/2,k+1/2 ρ
n
i−1/2 F
n
i−1/2,j+1/2,k+1/2
+ (1− β>i,j+1/2,k+1/2) ρni+1/2 Fni+1/2,j+1/2,k+1/2 (3.32)
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for µj+1/2 > 0,
ρni F
n
i,j+1/2,k+1/2 = β
<
i,j+1/2,k+1/2 ρ
n
i+1/2 F
n
i+1/2,j+1/2,k+1/2
+ (1− β<i,j+1/2,k+1/2) ρni−1/2 Fni−1/2,j+1/2,k+1/2 (3.33)
for µj+1/2 < 0, and
Fni+1/2,j,k+1/2 = γi+1/2,j,k+1/2 F
n
i+1/2,j−1/2,k+1/2
+ (1− γi+1/2,j,k+1/2)Fni+1/2,j+1/2,k+1/2 (3.34)
for all µj+1/2. In equations (3.32), (3.33), and (3.34), β>i,j+1/2,k+1/2 , β
<
i,j+1/2,k+1/2 , and
γi+1/2,j,k+1/2 are parameters. They carry a mass shell index and an energy index and are
set locally. For β>i,j+1/2,k+1/2 = β
<
i,j+1/2,k+1/2 = 1 and γi+1/2,j,k+1/2 = 1, we obtain the “step”
relations (e.g., see Duderstadt & Martin (1979); Lewis & Miller (1984)):
ρni F
n
i,j+1/2,k+1/2 = ρ
n
i−1/2 F
n
i−1/2,j+1/2,k+1/2 (3.35)
for µj+1/2 > 0,
ρni F
n
i,j+1/2,k+1/2 = ρ
n
i+1/2 F
n
i+1/2,j+1/2,k+1/2 (3.36)
for µj+1/2 < 0, and
Fni+1/2,j,k+1/2 = F
n
i+1/2,j−1/2,k+1/2 (3.37)
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for all µj+1/2. For β<i,j+1/2,k+1/2 = β
>
i,j+1/2,k+1/2 = 1/2 and γi+1/2,j,k+1/2 = 1/2, we obtain the
relations
ρni F
n
i,j+1/2,k+1/2 =
1
2
(ρni−1/2 F
n
i−1/2,j+1/2,k+1/2 + ρ
n
i+1/2 F
n
i+1/2,j+1/2,k+1/2) (3.38)
Fni+1/2,j,k+1/2 =
1
2
(Fni+1/2,j−1/2,k+1/2 + F
n
i+1/2,j+1/2,k+1/2). (3.39)
Note that the relations (3.38) and (3.39) differ from the standard “diamond” relations (e.g., see
Duderstadt & Martin (1979); Lewis & Miller (1984)):
fni+1/2,j+1/2,k+1/2 =
1
2
(fni,j+1/2,k+1/2 + f
n
i+1,j+1/2,k+1/2), (3.40)
fni+1/2,j+1/2,k+1/2 =
1
2
(fni+1/2,j,k+1/2 + f
n
i+1/2,j+1,k+1/2), (3.41)
in that the diamond relations express the zone center distribution function in terms of the
distribution function at the zone edges.
In equation (3.32) and (3.33), β>i,j+1/2,k+1/2 and β
<
i,j+1/2,k+1/2 are defined as follows:
β><i,j+1/2,k+1/2 ≡ 1−
1
2
Rnνe,k+1/2/λ
n
i,j+1/2,k+1/2
1 +Rnνe,k+1/2/λ
n
i,j+1/2,k+1/2
(3.42)
where Rnνe,k+1/2 is the electron neutrinosphere at time slice n for neutrinos of energy Ek+1/2.
The neutrinosphere is a characteristic physical length scale in the problem that can be used to
determine whether the neutrinos are diffusing or free streaming. It is a measure of the neutrino
transport that is independent of the grid spacing, and in this regard represents an improvement
over what was used in Mezzacappa & Bruenn (1993a,b,c). It is defined using the neutrino optical
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depth:
τνe ≡
∫ r
∞
dr
′
/λ (3.43)
where λ is the neutrino-energy–dependent mean free path [see the definition (3.45) below]. The
neutrinosphere for a given neutrino energy is located where τνe = 2/3.
In equation (3.42), the zone-edge neutrino mean free path is defined by
λni,j+1/2,k+1/2 =
1
2
(λni−1/2,j+1/2,k+1/2 + λ
n
i+1/2,j+1/2,k+1/2) (3.44)
where
λni+1/2,j+1/2,k+1/2 ≡ 1/(χt)ni+1/2,j+1/2,k+1/2. (3.45)
In equation (3.45), χt is the transport opacity, defined by
χt = χ˜+
E20
2c(hc)3
∫
dµ0dµ
′
0(1− 3µ0µ′0)RIS
+
2pi
c(hc)3
∫
dµ0µ
2
0
∫
dE′0E
′2
0 dµ
′
0[R
in
NESf +R
out
NES(1− f)]. (3.46)
For λi,j+1/2,k+1/2 >> Rnνe,k+1/2, that is, for neutrino thin regions, β
>
i,j+1/2,k+1/2 = 1 and
β<i,j+1/2,k+1/2 = 1, and we recover the step relations (3.35) and (3.36). For λi,j+1/2,k+1/2 <<
Rnνe,k+1/2, that is, for neutrino thick regions, β
>
i,j+1/2,k+1/2 = 1/2 and β
<
i,j+1/2,k+1/2 = 1/2, and
we recover the relations (3.38).
The parameters β<, β>, and γ play an important role in obtaining the correct solution to
the finite difference Boltzmann equation. For example, one of the fundamental difficulties asso-
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ciated with solving the Boltzmann equation on a discrete grid is obtaining the correct solution
in the diffusion limit while using discrete zones that are “optically thick,” that is, that have zone
widths much greater than the particle mean free paths. Because in most applications it is pro-
hibitive to have numerous optically thin zones, this is a paramount issue. It has been rigorously
demonstrated for time-independent transport with isotropic scattering in one-dimensional slab
geometry that the diamond relations give the correct diffusion limit, whereas the step relations
do not (Larsen et al. 1987). Similarly we have found that we obtain the correct diffusion limit
when we use the relations (3.38) and not when we use the step relations. However, the relations
(3.38) do not guarantee that the distribution function is everywhere positive. This is also char-
acteristic of the diamond relations (3.40) (Duderstadt & Martin 1979; Lewis & Miller 1984). In
our case, the tendency for the distribution function to become negative occurs in regions where
the emission, absorption, and scattering terms in the Boltzmann equation are small relative
to the terms describing radial and angular advection. Negative distributions ultimately result
from oscillations in monotonically decreasing distributions (with r). In stationary state (steady
state), in a region in which the neutrinos are radially free streaming, all terms in the Boltzmann
equation (3.21) other than the radial transport term are negligible, leaving
(rn+1i+1 )
2f∗i+1,j+1/2,k+1/2 − (rn+1i )2f∗i,j+1/2,k+1/2 = 0. (3.47)
If we use the relations (3.38), equation (3.47) can be rewritten as
(rn+1i+1 )
2(f∗i+1/2,j+1/2,k+1/2 + f
∗
i+3/2,j+1/2,k+1/2)
−(rn+1i )2(f∗i−1/2,j+1/2,k+1/2 + f∗i+1/2,j+1/2,k+1/2)
≈ (rn+1i )2(f∗i+3/2,j+1/2,k+1/2 − f∗i+1/2,j+1/2,k+1/2)
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= 0 (3.48)
where we have used the fact that ∆ri+1/2 ≡ ri+1 − ri << ri for large ri. Equation (3.48)
illustrates that, in the limit we are considering, the distribution function in every other zone is
nearly identical, leading to an oscillatory behavior in f superimposed on its monotonic radial fall
off. In neutrino transparent regions well out beyond the neutrinosphere, the neutrino luminosity
is constant with radius. This is just a statement of conservation of energy: The energy per unit
time (luminosity) that comes into a region must leave the region unless there are local sources
or sinks of energy. Because the neutrino luminosity at radius r is equal to the neutrino flux
multiplied by the area of the sphere at that radius (4pir2), the flux must fall off as 1/r2, and
consequently, so must the neutrino distribution from which the flux is computed.
Thus, as a result of these oscillations in the neutrino distributions, we find it necessary to
interpolate between the relations (3.35)–(3.36) and the relations (3.38), which amounts to an
interpolation between a first- and second-order finite difference representation of the neutrino
radial advection. [Strictly speaking, the relations (3.38) are second order on a uniform m-mesh,
whereas the diamond relations (3.40) are second order regardless of whether or not the m-mesh
is uniform.]
In equation (3.34), we set γi+1/2,j,k+1/2 ≡ 1, to obtain the step relations (3.37). In neutrino-
thick regions, the radiation field is isotropic, and the step relations (3.37) and the relations
(3.39) define the same zone-edge value of the distribution function. In neutrino-thin regions, the
relations (3.39) do not guarantee that the distribution function will be positive. As a result, the
relations (3.37) are used everywhere.
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3.3 Differencing the Neutrino Interaction Terms in the
Energy Equation and the Ye Equation
We will write the operator-split equation (3.19) as an equation in ¯. This introduces a natural
scaling in the system of equations (3.18) to (3.20). With ∂¯/∂t = (log10 e) ∂ log()/∂t, equation
(3.19) for a given neutrino flavor can be rewritten as

c log10 e
∂¯
∂t
= − 2piC0
h3c3ρ0
∫
dE0E
3
0dµ0(j − χ˜f)
+
2piC0
h6c6
∫
dE0E
3
0dµ0F
∫
dE′0E
′2
0 dµ
′
0R˜
out
NES(
1
ρ0
− F )
−2piC0
h6c6
∫
dE0E
3
0dµ0(
1
ρ0
− F )
∫
dE′0E
′2
0 dµ
′
0R˜
in
NESF.
+
2piC0
h6c6
∫
dEE3dµF
∫
dE′E′2dµ′R˜absPAIR(F¯ )
−2piC0
h6c6
∫
dEE3dµ(
1
ρ
− F )
∫
dE′E′2dµ′R˜emPAIR(
1
ρ
− F¯ ). (3.49)
In finite difference form (Mezzacappa & Bruenn 1993b),
< i+1/2 > (¯n+1i+1/2 − ¯∗i+1/2)/c∆t log10 e =
− 2piC0
h3c3
kmax∑
k=1
jmax∑
j=1
∆Ek+1/2E3k+1/2 wj+1/2
× (
jn+1i+1/2,k+1/2
ρn+1i+1/2
− χ˜n+1i+1/2,k+1/2 F ∗i+1/2,j+1/2,k+1/2)
+
2piC0
h6c7
kmax∑
k=1
kmax∑
m=1
∆Ek+1/2E3k+1/2∆Em+1/2E
2
m+1/2
jmax∑
j=1
jmax∑
l=1
wj+1/2 wl+1/2
×(R˜inNES)n+1i+1/2,j+1/2,l+1/2,k+1/2,m+1/2
×F ∗i+1/2,j+1/2,k+1/2(1/ρn+1i+1/2 − F ∗i+1/2,l+1/2,m+1/2)
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− 2piC0
h6c7
kmax∑
k=1
kmax∑
m=1
∆Ek+1/2E3k+1/2∆Em+1/2E
2
m+1/2
jmax∑
j=1
jmax∑
l=1
wj+1/2 wl+1/2
×(R˜outNES)n+1i+1/2,j+1/2,l+1/2,k+1/2,m+1/2
×(1/ρn+1i+1/2 − F ∗i+1/2,j+1/2,k+1/2)F ∗i+1/2,l+1/2,m+1/2
+
2piC0
h6c7
kmax∑
k=1
kmax∑
m=1
∆Ek+1/2E3k+1/2∆Em+1/2E
2
m+1/2
jmax∑
j=1
jmax∑
l=1
wj+1/2 wl+1/2
×(R˜absPAIR)n+1i+1/2,j+1/2,l+1/2,k+1/2,m+1/2
×F¯ ∗i+1/2,j+1/2,k+1/2F ∗i+1/2,l+1/2,m+1/2
− 2piC0
h6c7
kmax∑
k=1
kmax∑
m=1
∆Ek+1/2E3k+1/2∆Em+1/2E
2
m+1/2
jmax∑
j=1
jmax∑
l=1
wj+1/2 wl+1/2
×(R˜emPAIR)n+1i+1/2,j+1/2,l+1/2,k+1/2,m+1/2
×(1/ρn+1i+1/2 − F ∗i+1/2,j+1/2,k+1/2)(1/ρn+1i+1/2 − F¯ ∗i+1/2,l+1/2,m+1/2) (3.50)
where ¯∗i+1/2 is the logarithm of the partially updated specific internal energy and
< i+1/2 >=
1
2
(0i+1/2 + 
∗
i+1/2). (3.51)
To solve equation (3.50), we linearize in F , ¯, and Ye, using equations (3.26) to (3.30) and
¯n+1i+1/2 = ¯
0
i+1/2 + δ¯i+1/2. (3.52)
After linearization, we convert the variations in ¯ to variations in T by dividing through by
the heat capacity, ∂/∂T . This conversion makes it possible to use our linearized expressions,
equations 3.27 – 3.30, without complication.
The Ye equation (3.20) is differenced in a straightforward manner:
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[(Ye)n+1i+1/2 − (Ye)ni+1/2]/c∆t =
− 2pimB
h3c3
kmax∑
k=1
jmax∑
j=1
∆Ek+1/2E2k+1/2 wj+1/2
× (
jn+1i+1/2,k+1/2
ρn+1i+1/2
− χ˜n+1i+1/2,k+1/2 F ∗i+1/2,j+1/2,k+1/2), (3.53)
with
(Ye)n+1i+1/2 = (Ye)
0
i+1/2 + (δYe)i+1/2. (3.54)
Initially (Ye)0i+1/2 = (Ye)
n
i+1/2.
If we substitute the supplementary relations (3.32) to (3.34) in the finite difference Boltz-
mann equation and then linearize the system of finite difference equations [equations (3.21),
(3.50), and (3.53)] using (a) equations (3.26) to (3.30), (b) equation (3.52), and (c) equation
(3.54), the linearized system of finite difference equations takes on the form
−Ci~Vi−1 + Ai~Vi −Bi~Vi+1 = ~Ui, (3.55)
where ~Vi is the solution vector for a given mass shell, ∆mi+1/2,
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~Vi =

δfi+1/2,1+1/2,1+1/2
δfi+1/2,2+1/2,1+1/2
.
.
.
δfi+1/2,1+1/2,2+1/2
δfi+1/2,2+1/2,2+1/2
.
.
.
δ¯i+1/2
(δYe)i+1/2

. (3.56)
In the solution vector, the quantity that appears is the distribution function, f , not the specific
distribution, F .
The matrices Bi and Ci are diagonal. The matrix Ai has the following structure:
Ai =
 A1 A2
A3 A4
 . (3.57)
It is doubly bordered; i.e., Ai is an M×M matrix, where M = jmax×kmax+2; the submatrices
A2 and A3 are 2×(M−2) and (M−2)×2 matrices, respectively; and the submatrix A4 is a 2×2
matrix. The submatrix A1 is dense — for a given mass shell, ∆mi+1/2, isoenergetic neutrino–
nucleon and neutrino–nucleus scattering and nonisoenergetic neutrino–electron scattering couple
all neutrino direction cosines and energy. Pair emission and absorption couple a given neutrino
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flavor to its corresponding antineutrino, doubling the size of linear system that must be solved.
We have implemented several different solution algorithms for this linear system. The Feautrier
elimination scheme (see Mezzacappa & Bruenn (1993b)), also called the Thomas algorithm,
provides good performance on vector machines. The solution method used for all the simulations
described in this dissertation is a band direct solver due to Press et al. (1996). This solver can
give performance comparable to the Thomas algorithm, if care is taken in coding the algorithm.
As presented in Press et al. (1996), the coding causes bank conflicts on Cray-type architectures,
as loops are performed across rows of the matrix. This is natural for C-style storage, but the
column major ordering in FORTRAN results in a factor of 3 decrease in speed. A number of
Krylov methods have been tested with a parallel version of the code and we have seen good
scaling up to 32 processors on the Intel Paragon.
3.4 Computing the Observer Corrections
The angular aberration and frequency shift terms in the Boltzmann equation are operator split
from the rest of the solution. These terms must be differenced in a specific manner so total
energy is conserved over tens of thousands of time steps. The particular discretization described
below is due to Liebendo¨rfer (2000) and builds on the discretization from Mezzacappa & Bruenn
(1993a). It is designed to meet the stringent requirements of number and energy conservation.
3.4.1 Frequency Shift
The frequency shift term
1
c
∂F
∂t
= −1
c
[
µ20
(
∂ ln ρ0
∂t
+
3v
r
)
− v
r
]
1
E20
∂[E30F ]
∂E0
(3.58)
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is treated by generalizing and extending the scheme developed by Bruenn (1985), which was
developed for multigroup flux-limited diffusion. The scheme described below is conservative for
both neutrino number and neutrino energy and respects Fermi statistics.
We begin by defining
H ≡ E3 F. (3.59)
With the definition for the fluid velocity and equation 3.59, equation 3.58 can be rewritten as
∂H
∂t
+
∂ ln(ρµ
2
r3µ
2−1)
∂t
E
∂H
∂E
= 0. (3.60)
If we define
R ≡ (ρµ2 r3µ2−1), (3.61)
we can rewrite equation 3.60:
∂H
∂t
+
∂ lnR
∂t
E
∂H
∂E
= 0. (3.62)
The specific radiation energy in the angular range [µ, µ+ dµ] and energy range [E,E + dE] is
dR(m, t;µ,E) =
2piC0
h3c3
dµ dE E3 F (m, t;µ,E). (3.63)
So, using equations 3.62 and 3.59, the specific radiation energy transforms as
dR(m, tf ;µ,E/R) =
∂ lnR
∂t
dR(m, ti;µ,E) ∆t. (3.64)
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To understand the necessity of careful differencing, we construct the quantity R + (v/c)FR,
where v is the matter velocity and F is the specific flux of neutrinos. This quantity is conserved
to first in (v/c) for comoving observers in the absence of matter-neutrino interactions:
dR
dt
+
v
c
dFR
dt
= 0. (3.65)
We obtain the first term by integrating the left hand side of the Boltzmann equation for energy,
i.e. using the operator 2piC0h3c3
∫
E3dedµ:
1
c
dR
dt
= −4pi
c
∂
∂m
(r2ρFR) +
PR
c
(
∂lnρ
∂t
+
2v
r
)
− v
cr
(R − PR) , (3.66)
where PR is the specific neutrino radiation pressure. The second term is obtained by inte-
grating the the left hand side of the Boltzmann equation for momentum, with the operator
2piC0
h3c3
∫
E3deµdµ:
1
c2
dFR
dt
= −4pi ∂
∂m
(
r2ρPR
)
+
FR
c2
(
∂lnρ
∂t
+
2v
r
)
+
1
r
(R − PR) . (3.67)
It is clear the last terms in equations 3.66 and 3.67 cancel each other when 3.65 is solved.
They must be constructed to cancel each other in the finite difference representation as well.
A complication occurs since the last term in 3.66 is obtained from the frequency shift term in
the Boltzmann equation, whereas the final term in equation 3.67 comes from integrating the
angular advection term in the Boltzmann equation. This term has already been solved for in
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the implicit update of the distribution function. The discretization used for the frequency shift
is therefore determined: it must be identical to that used in differencing the angular advection
term.
Note that
∂ lnR
∂t
= µ2
(
∂ ln ρ
∂t
+
3v
r
)
v
r
. (3.68)
We can decompose ∂ lnR∂t into two terms, A and B, given by
A = −
(
∂ ln ρ
∂t
+
3v
r
)
, (3.69)
B = (1− µ2) v
r
, (3.70)
so that
∂ lnR
∂t
= −(µ2A+B). (3.71)
(Liebendo¨rfer 2000) We have already chosen differencing for terms like A and B: the third and
fourth term in equation 3.21. Consequently, we difference A and B as
Ai+1/2,j+1/2,k+1/2 =
4piρn+1i+1/2
∆mn+1i+1/2
× [(rn+1i+1 )2 (vn+1i+2 − vn+1i+1 )(1− β<i+1,j+1/2,k+1/2)
+ (rn+1i )
2 (vn+1i+1 − vn+1i )β<i,j+1/2,k+1/2], (3.72)
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for µ− j + 1/2 < 0,
Ai+1/2,j+1/2,k+1/2 =
4piρn+1i+1/2
∆mn+1i+1/2
× [(rn+1i+1 )2 (vn+1i+2 − vn+1i+1 )β>i+1,j+1/2,k+1/2
+ (rn+1i )
2 (vn+1i+1 − vn+1i )(1− β>i,j+1/2,k+1/2)], (3.73)
for µ− j + 1/2 > 0, and
Bi+1/2,j+1/2,k+1/2 = 3
(rn+1i+1 )
2 − (rn+1i )2
(rn+1i+1 )3 − (rn+1i )3
vn+1i+1
1
wj+1/2
× [αj+1 γi+1/2,k+1/2(µj+3/2 − µj+1/2)
− αj (1− γi+1/2,k+1/2) (µj+1/2 − µj−1/2)]. (3.74)
In each of the expressions above, the auxiliary relations, equations 3.32, 3.33, and 3.34 have
been used. Once we have a finite difference representation for ∂ lnR∂t , we can then write down
expressions for number and energy conservation as in Mezzacappa & Bruenn (1993b). First, for
number conservation,
2pi
h3c3
∆mi+1/2 [(Fni+1/2,j+1/2,k+1/2 − δ(−)i+1/2,j+1/2,k+1/2)wj+1/2E2k+1/2 ∆Ek+1/2
+δ(+)i+1/2,j+1/2,k+3/2 wj+1/2E
2
k+3/2 ∆Ek+3/2] (3.75)
= 2pih3c3 ∆mi+1/2 F
n
i+1/2,j+1/2,k+1/2 wj+1/2E
2
k+1/2 ∆Ek+1/2
if ∂ lnR∂t > 0, and
2pi
h3c3
∆mi+1/2 [(Fni+1/2,j+1/2,k+1/2 − δ(−)i+1/2,j+1/2,k+1/2)wj+1/2E2k+1/2 ∆Ek+1/2
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+δ(+)i+1/2,j+1/2,k−1/2 wj+1/2E
2
k−1/2 ∆Ek−1/2] (3.76)
= 2pih3c3 ∆mi+1/2 F
n
i+1/2,j+1/2,k+1/2 wj+1/2E
2
k+1/2 ∆Ek+1/2
for ∂ lnR∂t < 0. The expressions for energy conservation are
2piC0
h3c3
∆mi+1/2 [(Fni+1/2,j+1/2,k+1/2
− δ(−)i+1/2,j+1/2,k+1/2)wj+1/2E3k+1/2∆Ek+1/2
+ δ(+)i+1/2,j+1/2,k+3/2wj+1/2E
3
k+3/2 ∆Ek+3/2]
= −(µ2j+1/2Ai+1/2,j+1/2,k+1/2 +Bi+1/2,j+1/2,k+1/2 + ∆(+))∆t
× 2piC0
h3c3
∆mi+1/2 Fni+1/2,j+1/2,k+1/2 wj+1/2E
3
k+1/2 ∆Ek+1/2
+
2piC0
h3c3
∆mi+1/2 Fi+1/2,j+1/2,k+1/2wj+1/2
× E3k+1/2 ∆Ek+1/2 (3.77)
for ∂ lnR∂t > 0, and
2piC0
h3c3
∆mi+1/2 [(Fni+1/2,j+1/2,k+1/2
− δ(−)i+1/2,j+1/2,k+1/2)wj+1/2E3k+1/2∆Ek+1/2
+ δ(+)i+1/2,j+1/2,k−1/2wj+1/2E
3
k+3/2 ∆Ek+3/2]
= [−(µ2j+1/2Ai+1/2,j+1/2,k+1/2 +Bi+1/2,j+1/2,k+1/2) + ∆(+)]∆t
× 2piC0
h3c3
∆mi+1/2 Fni+1/2,j+1/2,k+1/2 wj+1/2E
3
k+1/2 ∆Ek+1/2
+
2piC0
h3c3
∆mi+1/2 Fi+1/2,j+1/2,k+1/2wj+1/2
× E3k+1/2 ∆Ek+1/2 (3.78)
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for ∂ lnR∂t < 0. In equations 3.77 and 3.78, δ
(−) is the decrease and δ(+) is the increase in the
distribution function in a given energy zone from frequency shift. ∆(+) is a quantity used to
account for Fermi statistics, i.e. if the distribution function in a given energy zone would exceed
1 by the addition of δ(+), the energy error made by constraining F ≤ 1 is attributed to ∆(+) in
the manner described below. Solving these equations for δ(−) and δ(+), we obtain
δ
(−)
i+1/2,j+1/2,k+1/2 =
Ek+1/2
Ek+3/2 − Ek+1/2 F
n
i+1/2,j+1/2,k+1/2
× [−(µ2j+1/2Ai+1/2,j+1/2,k+1/2 +Bi+1/2,j+1/2,k+1/2) + ∆(+)], (3.79)
δ
(+)
i+1/2,j+1/2,k+3/2 =
E2k+1/2 ∆Ek+1/2
E2k+3/2 ∆Ek+3/2
δ
(−)
i+1/2,j+1/2,k+1/2, (3.80)
for ∂ lnR∂t > 0, and
δ
(−)
i+1/2,j+1/2,k+1/2 =
Ek+1/2
Ek−1/2 − Ek+1/2 F
n
i+1/2,j+1/2,k+1/2
× [−(µ2j+1/2Ai+1/2,j+1/2,k+1/2 +Bi+1/2,j+1/2,k+1/2) + ∆(+)], (3.81)
δ
(+)
i+1/2,j+1/2,k+3/2 =
E2k+1/2 ∆Ek+1/2
E2k−1/2 ∆Ek−1/2
δ
(−)
i+1/2,j+1/2,k+1/2, (3.82)
for ∂ lnR∂t < 0. ∆
(+) is defined as
∆i+1/2,j+1/2,k+3/2
=
Ci+1/2,j+1/2Ξi+1/2,j+1/2,k+3/2∑
k=k1+1,kmax
Ξi+1/2,j+1/2,k+1/2 F ∗i+1/2,j+1/2,k+1/2E
3
k+1/2dEk+1/2
, (3.83)
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where
Ξi+1/2,j+1/2,k+1/2 =

−1 if F ∗i+1/2,j+1/2,k+1/2 < 0 and∑
j F
∗
i+1/2,j+1/2,k+1/2wj+1/2 > 0
1 otherwise,
(3.84)
and
Ci+1/2,j+1/2 =
kmax+1/2∑
k+3/2
max{0, F ∗i+1/2,j+1/2,k+1/2 − 1/ρn+1i+1/2}E3k+1/2 dEk+1/2. (3.85)
We update the distribution function for each radial and angular zone by sweeping up the energy
grid, calculating δ(−) and δ(+) and setting
Fi+1/2,j+1/2,k+1/2 = F ∗∗i+1/2,j+1/2,k+1/2 − δ(−)i+1/2,j+1/2,k+1/2 + δ(+)i+1/2,j+1/2,k+1/2. (3.86)
3.4.2 Angular Aberration
The angular aberration term from the Boltzmann equation,
1
c
∂F
∂t
= −1
c
(
∂ ln ρ
∂t
+
3v
r
)
∂[µ(1− µ2)F ]
∂µ
, (3.87)
is calculated in a similar manner to the frequency shift (Liebendo¨rfer 2000). This is a departure
from Mezzacappa & Bruenn (1993a), where an upwind differencing in angle space was used. In
this instance, we note that by defining
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R = r3ρ, (3.88)
we can immediately write
∂ lnR
∂t
=
(
∂ ln ρ
∂t
+
3v
r
)
. (3.89)
In this instance, the quantity we are interested in is the specific luminosity in an angular
bin:
dLµ =
8pi2C0
h3c3r2
(1− 3µ2)µFdµE3dE. (3.90)
By defining a quantity (1− 3µ2)µF , analogous to H defined in equation 3.59, and plugging into
equation 3.87 we obtain
dLµ,f = (1− µ2)∂ lnR
∂t
dLµ,i∆t. (3.91)
where the subscripts i and f refer to inital and final values, respectively. We note, using
equations 3.69 and 3.70, (1− µ2)∂ lnR∂t = B − (1− µ2)A. Therefore, we already have in hand a
finite difference representation for this quantity.
Analogously with the frequency shift, using expressions for number conservation:
2pi
h3c3
∆mi+1/2 [(Fni+1/2,j+1/2,k+1/2 − δ(−)i+1/2,j+1/2,k+1/2)wj+1/2E2k+1/2 ∆Ek+1/2
+δ(+)i+1/2,j+3/2,k+3/2 wj+3/2E
2
k+1/2 ∆Ek+1/2] (3.92)
= 2pih3c3 ∆mi+1/2 F
n
i+1/2,j+1/2,k+1/2 wj+1/2E
2
k+1/2 ∆Ek+1/2,
when µj+1/2 < 0 and
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2pi
h3c3
∆mi+1/2 [(Fni+1/2,j+1/2,k+1/2 − δ(−)i+1/2,j+1/2,k+1/2)wj+1/2E2k+1/2 ∆Ek+1/2
+δ(+)i+1/2,j−1/2,k+3/2 wj−1/2E
2
k+1/2 ∆Ek+1/2] (3.93)
= 2pih3c3 ∆mi+1/2 F
n
i+1/2,j+1/2,k+1/2 wj+1/2E
2
k+1/2 ∆Ek+1/2 ,
when µj+1/2 > 0, and expressions for energy(luminosity) conservation:
2piC0
h3c3
∆mi+1/2 [(Fni+1/2,j+1/2,k+1/2
− δ(−)i+1/2,j+1/2,k+1/2)wj+1/2 µj+1/2E3k+1/2∆Ek+1/2
+ δ(+)i+1/2,j+3/2,k+1/2wj+3/2 µj+3/2E
3
k+1/2 ∆Ek+1/2]
= [−(1− µ2j+1/2)Ai+1/2,j+1/2,k+1/2 +Bi+1/2,j+1/2,k+1/2]∆t
× 2piC0
h3c3
∆mi+1/2 Fni+1/2,j+1/2,k+1/2 wj+1/2 µj+1/2E
3
k+1/2 ∆Ek+1/2
+
2piC0
h3c3
∆mi+1/2 Fi+1/2,j+1/2,k+1/2wj+1/2µj+1/2
× E3k+1/2 ∆Ek+1/2, (3.94)
for µj+1/2 < 0, and
2piC0
h3c3
∆mi+1/2 [(Fni+1/2,j+1/2,k+1/2
− δ(−)i+1/2,j+1/2,k+1/2)wj+1/2 µj+1/2E3k+1/2∆Ek+1/2
+ δ(+)i+1/2,j−1/2,k+1/2wj−1/2 µj−1/2E
3
k+1/2 ∆Ek+1/2]
= [−(1− µ2j+1/2)Ai+1/2,j+1/2,k+1/2 +Bi+1/2,j+1/2,k+1/2]∆t
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× 2piC0
h3c3
∆mi+1/2 Fni+1/2,j+1/2,k+1/2 wj+1/2 µj+1/2E
3
k+1/2 ∆Ek+1/2
+
2piC0
h3c3
∆mi+1/2 Fi+1/2,j+1/2,k+1/2wj+1/2µj+1/2
× E3k+1/2 ∆Ek+1/2, (3.95)
for µj+1/2 > 0, we obtain
δ
(−)
i+1/2,j+1/2,k+1/2 =
µj+1/2
µj+3/2 − µj+1/2 F
n
i+1/2,j+1/2,k+1/2
× [−(1− µ2j+1/2)Ai+1/2,j+1/2,k+1/2 +Bi+1/2,j+1/2,k+1/2)], (3.96)
δ
(+)
i+1/2,j+3/2,k+1/2 = δ
(−)
i+1/2,j+1/2,k+1/2
wj+1/2
wj+3/2
, (3.97)
for µj+1/2 < 0, and
δ
(−)
i+1/2,j+1/2,k+1/2 =
µj+1/2
µj−1/2 − µj+1/2 F
n
i+1/2,j+1/2,k+1/2
× [−(1− µ2j+1/2)Ai+1/2,j+1/2,k+1/2 +Bi+1/2,j+1/2,k+1/2)], (3.98)
δ
(+)
i+1/2,j−1/2,k+1/2 = δ
(−)
i+1/2,j+1/2,k+1/2
wj+1/2
wj−1/2
, (3.99)
for µj+1/2 > 0. We apply
Fi+1/2,j+1/2,k+1/2 = F ∗∗i+1/2,j+1/2,k+1/2 − δ(−)i+1/2,j+1/2,k+1/2 + δ(+)i+1/2,j+1/2,k+1/2, (3.100)
to each angular bin, using the proper set of δ’s from above based on the sign of the direction
cosine.
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3.5 Differencing the Neutrino Stress
The differencing for the neutrino stress terms in the velocity equation is straightforward and is
given by
[(
∂v
∂t
)ν ]ni+1/2 =
2piC0
h3c3
kmax∑
k=1
∆Ek+1/2E3k+1/2
jmax∑
j=1
wj+1/2
×µj+1/2 (χT )ni+1/2,j+1/2,k+1/2 Fni+1/2,j+1/2,k+1/2
− 2piC0
h6c7
kmax∑
k=1
∆Ek+1/2E5k+1/2
jmax∑
j=1
jmax∑
l=1
wj+1/2 wl+1/2
×µj+1/2 (RIS)ni+1/2,j+1/2,l+1/2,k+1/2 Fni+1/2,l+1/2,k+1/2
+
2piC0
h6c7
kmax∑
k=1
kmax∑
m=1
∆Ek+1/2E3k+1/2∆Em+1/2E
2
m+1/2
jmax∑
j=1
jmax∑
l=1
wj+1/2 wl+1/2
×µj+1/2 (R˜inNES)ni+1/2,j+1/2,l+1/2,k+1/2,m+1/2
×Fni+1/2,j+1/2,k+1/2(1/ρni+1/2 − Fni+1/2,l+1/2,m+1/2)
− 2piC0
h6c7
kmax∑
k=1
kmax∑
m=1
∆Ek+1/2E3k+1/2∆Em+1/2E
2
m+1/2
jmax∑
j=1
jmax∑
l=1
wj+1/2 wl+1/2
×µj+1/2 (R˜outNES)ni+1/2,j+1/2,l+1/2,k+1/2,m+1/2
×(1/ρni+1/2 − Fni+1/2,j+1/2,k+1/2)Fni+1/2,l+1/2,m+1/2
+
2piC0
h6c7
kmax∑
k=1
kmax∑
m=1
∆Ek+1/2E3k+1/2∆Em+1/2E
2
m+1/2
jmax∑
j=1
jmax∑
l=1
wj+1/2 wl+1/2
×µj+1/2 (R˜absPAIR)ni+1/2,j+1/2,l+1/2,k+1/2,m+1/2
×Fni+1/2,j+1/2,k+1/2F¯ni+1/2,l+1/2,m+1/2)
− 2piC0
h6c7
kmax∑
k=1
kmax∑
m=1
∆Ek+1/2E3k+1/2∆Em+1/2E
2
m+1/2
jmax∑
j=1
jmax∑
l=1
wj+1/2 wl+1/2
×µj+1/2 (R˜emPAIR)ni+1/2,j+1/2,l+1/2,k+1/2,m+1/2
×(1/ρni+1/2 − Fni+1/2,j+1/2,k+1/2)(1/ρni+1/2 − F¯ni+1/2,l+1/2,m+1/2). (3.101)
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Chapter 4
Radiation Transport Test
Problems
This chapter describes a suite of three test problems designed to analyze the capabilities of the
neutrino transport algorithm used in AGILE-BOLTZTRAN. Two somewhat realistic models,
Bruenn’s Unisphere (Bruenn 1998, private communication) and the Lund Problem (Lund 1985;
Mezzacappa & Matzner 1989) are discussed first. The chapter concludes with an analysis of the
spherical Milne, or Kosirev, problem (Kosirev 1934; Hummer & Rybicki 1971) and a discussion of
the differences between the Sn transport method used in AGILE-BOLTZTRAN and tangent-ray
methods.
4.1 Bruenn’s Unisphere Problem
A version of this test problem is discussed in Bruenn (1985). A static stellar core of radius 100
km surrounded by a tenuous atmosphere was constructed with density, temperature, and Ye
77
profiles
ρ =

3× 1011g/cm3 : r < 100km
1× 108g/cm3 : r ≥ 100km
, (4.1)
T =

4MeV : r < 100km
0.2MeV : r ≥ 100km
, (4.2)
Ye =

0.2 : r < 100km
0.4643 : r ≥ 100km
. (4.3)
The computational domain out to 9120 km is spanned by 100 radial zones, 77 of these lying
within the dense core out to 100 km. An “analytic” solution for this configuration can be found.
The solution is analytic in the sense that it can be reduced to one straightforward numerical
integration over angle.
The edge of the core is sharp numerically, i.e. the transition from the interior values to the
exterior values occurs over a single radial zone of width ≈ 1 km. The material inside the core
is assumed to be in nuclear statistical equilibrium corresponding to the values of ρ, T , and Ye.
The only neutrino processes calculated are absorption and emission of electron neutrinos and
antineutrinos. The neutrino distribution functions are initially set to zero and are evolved until
a stationary radiation field is obtained (i.e. until the change in any distribution function on the
grid over a time step is zero). Twelve geometrically spaced energy groups spanning the range
from 5 MeV to 225 MeV were used to discretize the neutrino energies. Eight-point Gaussian
quadrature was used to discretize the neutrino direction cosines.
Figure 4.1 compares the neutrino and antineutrino luminosities computed with AGILE-
BOLTZTRAN to the analytical values. The AGILE-BOLTZTRAN luminosities for both neu-
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Figure 4.1: Electron neutrino and antineutrino luminosities for the Unisphere problem.
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trinos and antineutrinos differ from the analytical results by less that 3% throughout most of
the core, until the outermost two zones are reached. The neutrino luminosities differ by 18% and
35% in the second most outer and outermost zones, respectively. The antineutrino luminosities
differ by 7% and 10% in these same spatial zones. Outside the core, a constant difference of
0.2% (0.9% for antineutrinos) is maintained to the edge of the computational domain.
Figure 4.2 shows the RMS energies of the emitted neutrinos. The agreement with the ana-
lytical values is exquisite, being 0.3% (0.2% for the antineutrinos) at the edge of the core for both
neutrinos and antineutrinos, a difference that is maintained to the edge of the computational
domain. The computed RMS energies for neutrinos are greater than the analytical values just
interior to the edge of the core, while those for antineutrinos are less than the analytical values
at the same radii. Both sets of computed RMS energies fall below the analytical values exterior
to the core.
In addition to the RMS energies and luminosities, the “shape” of the radiation field is
important. The mean inverse flux factor provides a measure of this. The inverse flux factor is
the ratio of the local energy density to the flux, i.e.
1
F
=
∫
dEνedµνeE
3
νef∫
dEνedµνeE
3
νeµνef
=
cUνe
Fνe
. (4.4)
It is infinite for a completely isotropic radiation field and tends towards unity as the neutrinos
become free streaming at infinite radius. The importance of this quantity in the neutrino heating
rate will be demonstrated in Chapter 5.
Figure 4.3 displays the analytical and AGILE-BOLTZTRAN computed inverse flux factors
for both neutrinos and antineutrinos for the test case. Figure 4.4 is a closeup view of the curves in
4.3 near the edge of the core. Good agreement with the analytical results is seen throughout the
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Figure 4.2: Electron neutrino and antineutrino RMS energies for the Unisphere prob-
lem.
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Figure 4.3: Electron neutrino and antineutrino inverse flux factors for the Unisphere
problem.
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Figure 4.4: Closeup view near the edge of the core of electron neutrino and antineutrino
inverse flux factors for the Unisphere problem.
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core for both neutrinos and antineutrinos. At a given radius the neutrinos are more isotropic (i.e.
their inverse flux factor is greater) than the antineutrinos since low proton fraction in the core
(0.2) produces a much higher absorptive opacity for the neutrinos compared to the antineutrinos.
At the extreme edge of the core the AGILE-BOLTZTRAN results are slightly higher than their
analytic counterparts. Immediately outside the core the analytic values are slightly higher. The
analytic inverse flux factors quickly asymptote to 1 before the edge of the computational domain.
The computed inverse flux factors for both neutrinos and antineutrinos are 1.044 at the edge of
the grid, somewhat above the geometrical value. This is, in fact, close to the minimum inverse
flux factor achievable with AGILE-BOLTZTRAN for 8–point Gaussian quadrature, 1.041, the
inverse of the maximum value of µ found in the quadrature set (Mezzacappa & Bruenn (1993a)
and see the discussion of the Milne problem in this chapter).
4.2 Lund’s Cooling Problem
Here we present the results for the schematic neutron star cooling problem of Lund (1985). We
consider a static star with density profile
ρ = ρ0e−r/r0 , (4.5)
where ρ0 = 1015g/cm3 and r0 = 106 cm. The star has constant heat capacity per unit volume
of 1015 erg g−1 MeV −1. The initial temperature profile is that of a polytrope
T = T0
(
ρ
ρ0
)γ−1
, (4.6)
with γ = 43 and T0 = 24.4 MeV . In Figure 4.5 we plot the density profile of the star. Figure
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Figure 4.5: Density profile for the Lund problem
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4.6 contains the initial temperature profile. We also plot the initial energy density of the star
as a function of radius in Figure 4.7. The initial radiation field (which is composed of photons
for this problem) is isotropic and given by a Planck distribution. The opacity is given by
χ = κρ, (4.7)
κ = κ0E2, (4.8)
where κ0 = 1.24× 10−20cm2g−1MeV −1. The emissivity is then
j = χB(T ), (4.9)
where
B(T ) =
1
eE/T − 1 , (4.10)
where E is the photon energy.
The simulation uses 100 equally spaced radial zones from 0 to 100 km. 8-point Gaussian
quadrature was used to resolve the photon direction cosines. 20 geometrically spaced energy
groups spanning the range from 5 MeV to 326 MeV were used to discretize the photon energies.
The run was stopped at a an elapsed time of 100 ms, as in Lund (1985) and Mezzacappa &
Matzner (1989).
In Figure 4.8 we plot the mean free path of the photons in the star as a function of radius
at the final time.
Figure 4.9 contains the average value of µ, the direction cosine of the radiation with the
outgoing radial direction.
Figure 4.10 is a plot of the Eddington factor versus radius at the final time. The Eddington
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Figure 4.6: Initial temperature profile for the Lund problem
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Figure 4.7: Initial energy density profile for the Lund problem
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Figure 4.8: Photon mean free path as a function of radius for the Lund problem
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Figure 4.9: Average µ as a function of radius for the Lund problem
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factor is defined as the ratio of the second moment of the radiation field to the first moment
(see Section 4.3).
Finally, we plot the internal matter energy, the radiation energy, the energy emitted from
the edge of the grid, and the sum of these as function of time in Figure 4.11. Note the total
energy is well conserved. All these results are in excellent agreement with Lund (1985) and
Mezzacappa & Matzner (1989).
4.3 The Spherical Milne Problem
The Milne problem consists of a semi-infinite, pure scattering planar atmosphere in radiative
equilibrium with an opacity depending on the depth of the atmosphere as an inverse power law
(Milne 1928). Kosirev (1934) was the first to consider the spherical analogue of this problem,
where the opacity depends on the radius of a spherical atmosphere as
χ = χ0r−n , n > 1. (4.11)
Scattering atmospheres of this type have also been studied by Hummer & Rybicki (1971) and
Schinder & Bludman (1989). Both of these later works involved solving the transfer equation
via a tangent-ray method (Mihalas & Mihalas 1984), where the equation of transfer is solved
along a set of rays tangent to spherical shells. The intersection of these rays with outer shells
define an angular mesh that increases in resolution with increasing radius. This method is quite
standard in photon transport and has recently been advertised as a good choice for neutrino
transport in supernovae simulations (Burrows et al. 2000; Rampp & Janka 2000).
For the study at hand we take χ = (R0/r)2. The source is optically infinitely thick with a
geometric thickness of Rs = 1. Therefore, the emissivity and opacity are infinite at the origin,
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and all the cases reviewed here are characterized by a constant luminosity, L0. The equation we
solve becomes the Boltzmann equation for a conservative scattering in a gray atmosphere
1
c
∂F
∂t
+ 4piµ
∂(r2ρF )
∂m
+
1
r
∂[(1− µ2)F ]
∂µ
= 2χ(ψ0(E)− F ), (4.12)
where ψ0 is the zeroth angular moment of F (E,µ):
ψ0(E) =
1
2
∫
dµF. (4.13)
Note that the radiation described by this equation is no longer fermionic. No blocking factors
are present on the right hand side. The radiation is photon-like.
The source is discretized as 100 equally spaced radial zones spanning radii from 0 to 1.
No attempt to capture rapid changes in optical depth by using variably spaced zoning was
attempted. Equal zoning represents a “worst case” for small values of R0, where the source
becomes optically thin very quickly. Calculations were started with the distribution function
for the radiation equal to zero everywhere but the origin, where f = 0.7 for all angles. The
calculations were stopped when steady-state distributions were realized, as in the Unisphere
problem.
Figure 4.12 is a plot of the Eddington factor, fk versus scaled radius forR0 = 0.01, 0.1, 1, and 10
using 6-point Gaussian quadrature to resolve the direction cosines of the radiation. The Ed-
dington factor is defined as
fk =
∫
dµµ2f(µ)∫
dµf(µ)
. (4.14)
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Also on the plot, marked with circles, are the values of the Eddington boundary factors, fh, at
the edge of the source. The Eddington boundary factor is
fh =
∫
dµµf(µ)∫
dµf(µ)
. (4.15)
These results are quite close to those obtained by Schinder & Bludman (1989) for the larger
values of R0. The results for R0 = 10 are almost identical to Schinder & Bludman (1989), and
for R0 = 1 fh and the outermost value of fk are less than 25% different than their counterparts
in Schinder & Bludman (1989). In these cases, the source is optically thick until large radii
are reached. Although Schinder & Bludman (1989) used over 50 rays, and almost all of those
were available for resolution in the outermost zones, the quality of their solution is not markedly
better when compared to the discrete ordinates solution with rather modest resolution.
For small values of R0 the results are qualitatively different from Schinder & Bludman (1989)
at small optical depth. The curves for fk begin to turn over and asymptote to a constant value
as the edge of the source is approached. This behavior is beginning to become evident for
R0 = 1 and is obvious for R0 = 0.01. The radiation is becoming strongly forward peaked as
the edge of the source is approached in these cases. The shape of the discrete ordinates curves
is a manifestation of a well known symptom of the method when Gaussian quadrature is used:
the inability to reproduce “true” free streaming, marked by fk approaching 1. Instead, the
maximum fk is limited to the square of the maximum direction cosine in the chosen quadrature
set, µ2jmax (Mezzacappa & Bruenn 1993a). The same effect is seen in the value of fh: fh ≤ µjmax
(cf. equations 4.14 and 4.15).
This effect is further highlighted in Figure 4.13, where fk and fh are plotted versus scaled
radius for a variety of quadrature sets and for R0 = 0.01, 1, and 10. The values of fh at RS for
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the various quadrature sets are denoted by the squares, diamonds, circles, and triangles as the
number of quadratures increases. For R0 = 0.01, the maximum values of fk and fh are each less
than 2% different from µ2jmax and µjmax for each quadrature set. Nevertheless, the 16-point
results are less than 10% different in the last zone from the results of Schinder & Bludman
(1989).
Also evident in Figure 4.13 is the convergence of the results for R0 = 10. The results for
R0 = 1 are almost converged. This demonstrates the precision attainable with discrete ordinates
with modest resolution for values of R0 > 1.
Mihalas & Mihalas (1984) discuss the advantages and disadvantages of discrete ordinates and
tangent-ray methods. They point out that tangent-ray methods provide outstanding angular
resolution in regions where the radiation field becomes strongly forward peaked. Conversely,
Sn methods are more computationally efficent for problems consisting of a large diffusive region
surrounded by a thin transport layer, where geometric effects are important, but the field is
close to isotropic. The latter situation describes the shock reheating phase in supernovae quite
closely. Typical of the shock reheating epoch are neutrinosphere radii of ≈ 60km and shock
stand-off radii of ≈ 200km. Idealizing this configuration to our pure scattering atmosphere
provides Rs/R0 ≈ 3.33. Figure 4.14 plots fk versus fh for a variety of quadrature sets and for
R0 = 10 and 0.33. For R0 = 0.33 the relation between fk and fh is essentially identical for all the
quadrature sets, especially for 6-point and above. This is equivalent to having identical closure
relations in, for example, a MGFLD scheme. The relation for R0 = 10 is quite different for the
various quadrature sets, but the aspect ratio is like that of an small central source with a large,
extended atmosphere. The heating region in delayed supernovae is nothing like this situation.
The neutrino heating takes place across a rather thin transport layer immediately above the
PNS. Therefore, for the problem discussed in this dissertation, namely neutrino transport in
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a rather thin gain region above a highly diffusive interior, Sn methods can be considered the
method of choice due to their computational efficiency and good accuracy.
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Chapter 5
Stationary State Simulations with
BOLTZTRAN
5.1 Introduction
This chapter describes a series of studies designed to isolate and quantify the differences ex-
pected from using Boltzmann neutrino transport in a supernova simulation (Messer et al. 1998).
We compare three-flavor multigroup Boltzmann neutrino transport (MGBT) and (Bruenn’s)
MGFLD in spherically symmetric, hydrostatic, thermally frozen, postbounce profiles, with an
eye toward quantities central to the postbounce neutrino heating mechanism for reviving the
stalled shock. In particular, for both transport methods, we compute and compare the neutrino
luminosities, RMS energies, mean inverse flux factors, and net heating rates as functions of
radius, time, and precollapse model. We then discuss the ramifications our results have for the
supernova mechanism. This work is a continuation and extension of core collapse simulations
(Mezzacappa & Matzner 1989; Mezzacappa & Bruenn 1993a,b,c), in which exact Boltzmann
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neutrino transport and multigroup flux-limited diffusion were compared.
5.2 Initial Models, Codes, and Methodology
We begin with 15 M and 25 M precollapse models S15s7b and S25s7b provided by Woosley
(1995). The initial models were evolved through core collapse and bounce using one-dimensional
Lagrangian hydrodynamics and MGFLD neutrino transport coupled to the Lattimer–Swesty
equation of state (Lattimer & Swesty 1991). The data at 106 ms and 233 ms after bounce for
S15s7b and 156 ms after bounce for S25s7b were thermally and hydrodynamically frozen. The
run of density, temperature and Ye for each of these time slices are plotted in Figures 5.1, 5.2,
and 5.3. Stationary-state neutrino distributions were computed for these profiles using both
MGBT and MGFLD.
The MGBT simulations were performed using a hydrostatic version of BOLTZTRAN: no
hydrodynamics are included, nor is the radiation field coupled to the matter background. The
MGFLD simulations were performed using MGFLD-TRANS: a Newtonian gravity, O(v/c),
three-flavor, MGFLD neutrino transport code, which has been used for both core collapse and
postbounce evolution (Bruenn 1985, 1993).
The MGBT simulations used 110 nonuniform spatial zones spanning radii from the origin
to 4744 km and 4673 km for model S15s7b at tpb = 106 ms and 233 ms respectively, and to
2096 km for model S25s7b at tpb = 156 ms. Twelve energy zones spanning a range between 5
and 225 MeV were used to resolve the neutrino spectra. The MGFLD used the same spatial
and energy grids.
For the MGBT simulations there is an added dimension: neutrino direction cosine. Because
MGBT computes the neutrino distributions as a function of direction cosine and energy for each
spatial zone, the isotropy of the neutrino radiation field as a function of radius and neutrino
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Figure 5.1: Density, temperature, and Ye for model S15s7b at 106 ms after core bounce.
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Figure 5.2: Density, temperature, and Ye for model S15s7b at 233 ms after core bounce.
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Figure 5.3: Density, temperature, and Ye for model S25s7b at 156 ms after core bounce.
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energy is computed from first principles. This is one of the key features distinguishing MGBT
and MGFLD. Because the isotropy of the neutrino radiation field is critical to the shock reheat-
ing/revival, four Gaussian quadrature sets (2–, 4–, 6–, and 8–point) were implemented in the
MGBT simulations to ensure numerical convergence of the results.
5.3 Results
For electron neutrino and antineutrino absorption on neutrons and protons, the neutrino heating
rate (in MeV/nucleon) in the region between the neutrinospheres and the shock can be written
as
˙ =
Xn
λa0
Lνe
4pir2
< E2νe ><
1
F
> +
Xp
λ¯a0
Lν¯e
4pir2
< E2ν¯e ><
1
F¯
>, (5.1)
where: Xn,p are the neutron and proton fractions; λa0 = λ¯
a
0 = G
2
F ρ(g
2
V + 3g
2
A)/pi(hc)
4mB ;
GF /(h¯c)3 = 1.166 × 10−5 GeV−2 is the Fermi coupling constant; ρ is the matter density;
gV = 1.0, gA = 1.23; mB is the baryon mass; and Lνe,ν¯e , < E
2
νe,ν¯e >, and F, F¯ are the electron
neutrino and antineutrino luminosities, RMS energies, and mean inverse flux factors, defined by
Lνe = 4pir
2 2pic
(hc)3
∫
dEνedµνeE
3
νeµνef, (5.2)
〈E2νe〉 =
∫
dEνedµνeE
5
νef∫
dEνedµνeE
3
νef
, (5.3)
〈 1
F
〉 =
∫
dEνedµνeE
3
νef∫
dEνedµνeE
3
νeµνef
=
cUνe
Fνe
. (5.4)
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In equations (5.2)–(5.4), f is the electron neutrino distribution function, which is a function
of the electron neutrino direction cosine, µνe , and energy, Eνe . In equation (5.4), Uνe and Fνe
are the electron neutrino energy density and flux. Corresponding quantities can be defined for
the electron antineutrinos. Success or failure to generate explosions via neutrino reheating must
ultimately rest on the three quantities defined in equations (5.2)–(5.4). Both the MGBT and
the MGFLD stationary state distributions were computed in the same thermally and hydrody-
namically frozen matter configuration.
In Figure 5.4, at 233 ms after bounce for model S15s7b, we plot the electron neutrino and
antineutrino RMS energies, luminosities, and mean inverse flux factors as functions of radius
for our (8–point Gaussian quadrature) MGBT and MGFLD runs. Energy-averaged electron
neutrino- and antineutrino-spheres were located by calculating an energy-integrated neutrino
depth defined by
τ =
∫ r
∞ dr
′ ∫∞
0
dEνdµνE
3
νf/λ∫∞
0
dEνdµνE3νf
, (5.5)
and determining the radius at which τ = 2/3. The neutrinospheres (at 57 km and 48 km, for
electron neutrinos and antineutrinos, respectively), and the location of the shock (at 191 km),
are indicated by arrows. The gain radius (neutrino-energy integrated), located at 98 km, is
also marked by an arrow. For the electron neutrinos, the differences in RMS energies between
MGBT and MGFLD are at most 2% throughout most of the region plotted, although MGBT
consistently gives higher energies. The differences between MGBT and MGFLD antineutrino
RMS energies are smaller, and neither transport scheme yields consistently higher values. It
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should be noted that we would expect larger differences in a fully hydrodynamic simulation,
with MGBT giving harder spectra (Mezzacappa & Bruenn 1993a,c; Burrows 1998). In a static
matter configuration, differences that result from different treatments of the neutrino energy
shift measured by comoving observers do not occur.
Significant differences between MGBT and MGFLD are evident when comparing the neu-
trino and antineutrino luminosities and mean inverse flux factors. The luminosity curves for
both electron neutrinos and antineutrinos coincide for both transport methods until the neutri-
nospheres are approached from below. Just below the neutrinospheres, the MGBT luminosities
diverge upward from the MGFLD luminosities, differing by 7% (4% for antineutrinos) at the
neutrinospheres. The root cause of this difference is that the MGFLD interpolation underes-
timates the flux in this region. After a decline from this maximum difference, the fractional
difference grows from approximately 3% at the base of the gain region to a constant difference
of 6% beyond about 170 km. Similar behavior is exhibited by the antineutrino luminosities,
with the same fractional differences, 3% and 6%, seen at the base of the gain region and near
the shock, respectively.
For the electron neutrinos, the fractional difference between< 1/F >MGFLD and< 1/F >MGBT
is 2%, 8%, and 12% at the neutrinosphere, gain radius, and shock, respectively. Just above the
shock, the difference converges to 10%, and is maintained to the edge of the core. Focusing on
the semitransparent region, < 1/F >MGFLD is greater until the gain radius is approached from
below; i.e., the MGFLD neutrino radiation field is more isotropic than the MGBT radiation
field below these radii. At 80 km, as the gain radius is approached, MGFLD computes a sharp
decrease in < 1/F >. Looking at Figure 5.5, where we plot the density and the sum of the
MGBT electron neutrino and antineutrino luminosities for this time slice as functions of radius,
it is evident as the gain radius is approached from below that the luminosity sum begins to turn
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Figure 5.5: The density and MGBT electron neutrino and antineutrino luminosity sum
are plotted versus radius for model S15s7b at tpb = 233 ms.
over, marking the enclosure of the neutrino and antineutrino source. Therefore, for MGFLD,
the accelerated transition to free streaming occurs not at the neutrinospheres, as might have
been anticipated, but at a radius within which most of the neutrino and antineutrino source is
enclosed. For example, for this time slice the electron neutrino luminosity at the neutrinosphere
is only 76% of its peak value.
In Figure 5.4, there is a second dip and a small spike in < 1/F >MGFLD at 106 km and 163
km, respectively; < 1/F >MGBT is smooth through these radii. Again, examining Figure 5.5, the
density shows discontinuities at 106 km and 163 km, which produce these features. The density
profile flattens at 106 km and then drops precipitously. There is a corresponding flattening and
sharp drop in < 1/F >MGFLD in this region. The density actually increases at 160 km, then
immediately falls off. This results in an increase in < 1/F >MGFLD at that radius, followed by
a sharp decrease. In both cases, the isotropy of the MGFLD neutrino radiation field is altered
by local conditions.
For the electron antineutrinos, the same features are seen in < 1/F >MGFLD. The fractional
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difference is 0%, 11%, and 11% at the neutrinosphere, gain radius, and shock, respectively. The
initial sharp decrease in < 1/F >MGFLD occurs at a smaller radius. The antineutrino luminosity
maximum, i.e., the point at which the antineutrino source is enclosed, is at a smaller radius.
In Figure 5.6, we plot the same three quantities for the earlier time slice in our 15 M model
(tpb = 106 ms). The differences between MGBT and MGFLD are similar to those seen at the
later postbounce time (tpb = 233 ms). The electron neutrino RMS energies are slightly higher
for MGBT, again by about 2%. The differences in antineutrino RMS energies are again variable
in both sign and magnitude, but are never more than 2%. The difference in luminosity is 11%
(8% for antineutrinos) at the neutrinosphere, 11% (7% for antineutrinos) at the gain radius,
and settles to a constant difference of 9% (6% for antineutrinos) above 170 km. As in the later
time slice, MGFLD underestimates the flux beginning below the neutrinospheres, extending
everywhere above the neutrinospheres, which in turn results in a lower luminosity.
For electron neutrinos, the fractional difference between < 1/F >MGFLD and < 1/F >MGBT
is 4%, 2%, and 17% at the neutrinosphere, gain radius, and shock, respectively. Most important,
the same abrupt decrease in < 1/F >MGFLD beginning just above the gain radius is evident. In
Figure 5.7, we plot the density and the sum of the MGBT electron neutrino and antineutrino
luminosities for tpb = 106 ms. The decrease in < 1/F >MGFLD again occurs near the radius
where the luminosity sum turns over: 128 km. There is also a small dip in < 1/F >MGFLD at
172 km. Looking at Figure 5.7, the only significant dip in density occurs at 172 km, causing a
local decrease in the isotropy of the MGFLD radiation field.
For the electron antineutrinos, the difference between < 1/F >MGFLD and < 1/F >MGBT
is 3%, 2%, and 16% at the neutrinosphere, gain radius, and shock, respectively. The point at
which < 1/F >MGFLD drops below < 1/F >MGBT is translated inwards, as expected, towards the
antineutrino luminosity maximum. For both electron neutrinos and antineutrinos, a difference
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of about 13% is maintained with increasing radius above the shock.
Figure 5.8 contains the same information as Figures 5.4 and 5.6, but for our 25 M model
at 156 ms after bounce. The similarities between the 25 M and the 15 M results are striking,
considering the marked difference in core structure. The identical trend in RMS energies is again
seen: there are small differences for the electron neutrinos, but consistently higher values are
obtained with MGBT (again, ∼ 2% higher); there are smaller, sometimes oscillating, differences
between MGBT and MGFLD for the electron antineutrinos. The absolute value of the neutrino
luminosities at the gain radius is almost a factor of 2 greater than in either of the 15 M slices,
yet the relative differences between the luminosities computed by the two transport methods
are similar. The electron neutrino luminosities differ by 9% (5% for antineutrinos) at the neutri-
nosphere, 11% (9% for antineutrinos) at the gain radius, and 9% (7% for antineutrinos) at the
shock. The difference at the shock is maintained to the edge of the core. Again, this difference
in luminosity is caused by an underestimation of the flux by MGFLD.
Among the three slices considered, the 25 M core gives rise to the most dramatic differences
113
60.0  110.0  160.0 
radius [km]
1.0
2.0
<
1/
F ν
 
>
40.0
50.0
60.0
70.0
L ν
[10
51
 
e
rg
 s
−
1 ]
13.0
16.0
19.0
22.0
<
E ν
2 >
1/
2  
[M
eV
]
BOLTZTRAN νe
MGFLD νe
BOLTZTRAN νe
MGFLD  νe
shock
ν spheres
νe
νe
Figure 5
gain radius
S25s7b
t pb=156 ms

Figure 5.8: RMS energies, luminosities, and mean inverse flux factors for model S25s7b
at 156 ms after core bounce.
114
70 100
 
130

160

190

radius [km]
0.0e+00
5.0e+09
1.0e+10
1.5e+10
2.0e+10
2.5e+10
d e
n s
i t y
 [ g
 c m

−
3 ]
1.2e+53
1.3e+53
1.4e+53
1.5e+53
L
 
 νe +
 L
 
 νe
 [erg s

−1]
luminosity
density
Figure 6
S25s7b
tpb=156 ms
gain radius
   sum
Figure 5.9: The density and MGBT electron neutrino and antineutrino luminosity sum
are plotted versus radius for model S25s7b at tpb = 156 ms.
in < 1/F >. For electron neutrinos, we find fractional differences of 1%, 2%, and 24% in
< 1/F > at the neutrinosphere, gain radius, and shock, respectively. There is a sharp decrease
in < 1/F >MGFLD at 109 km. As in the 15 M case, this change in < 1/F >MGFLD is correlated
with the enclosure of the neutrino source. This correlation is evident in Figure 5.9, where we
plot the density and sum of the MGBT electron neutrino and antineutrino luminosities for this
time slice. Note that the MGBT luminosity sum begins to turn over near 109 km, coincident
with the sharp decrease in < 1/F >MGFLD.
There are other precipitous drops in < 1/F >MGFLD at 125 km and 162 km. Also apparent
in Figure 5.9 are precipitous drops in density at these radii. These drops in density produce
changes in the local neutrino radiation field computed by MGFLD.
For electron antineutrinos, < 1/F >MGFLD exhibits similar structure, with fractional dif-
ferences of 0%, 1%, and 19% at the neutrinosphere, gain radius, and shock, respectively.
< 1/F >MGFLD for antineutrinos also contains three dips: < 1/F >MGFLD drops below <
1/F >MGBT at 105 km, where most of the antineutrino source is enclosed, and additional dips
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at 125 km and 162 km are also evident, again resulting from the density dips visible in Figure
5.9. For both electron neutrinos and antineutrinos, constant differences ∼ 12% are seen above
the shock.
Because each of the quantities plotted in Figures 5.4, 5.6, and 5.8 is consistently greater
for MGBT (while this is not strictly true for the antineutrino RMS energies in our stationary
state comparisons, in a fully dynamical simulation these energies will be consistently higher for
MGBT [Mezzacappa and Bruenn, 1993a,c; see also Burrows 1998]), and because the neutrino
heating rate is proportional to each of them, MGBT yields a significantly higher heating rate.
As an example, just above the gain radius for model S15s7b at tpb = 233 ms, at the point of peak
heating, MGBT yields a heating rate from neutrino absorption that is (102%)2 × 110%× 112%
of the MGFLD rate. Note in equation (5.1) that the heating rate depends linearly on both the
neutrino luminosity and the mean inverse flux factor. A reliable determination of the heating
rate in and around the gain region therefore depends on a realistic solution of the transport
equation in which both of these quantities are determined self consistently.
In Figure 5.10, for MGBT and MGFLD, we plot the net neutrino heating rates as functions
of radius for model S15s7b at tpb = 233 ms.
As described in Section 5.2, the results from four Gaussian quadrature sets are plotted to
demonstrate numerical convergence. As the number of quadrature points is increased, the net
heating rate is decreased until the difference between the 6– and 8–point quadrature results is
less than 3% at the peak of the heating curve and is indistinguishable in the cooling region
immediately below the gain radius. This differences between 6– and 8–point Gaussian quadra-
ture is inconsequential in dynamic simulations, as the error in total energy conservation in full
radiation hydrodynamic simulations exceeds these differences.
These rates include the contributions from both the electron neutrinos and antineutrinos,
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Figure 5.10: Net heating rates for model S15s7b at 233 ms after core bounce.
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and were computed using the following formulae:
(d/dt)i = c
∫
E3νdEν [ψ
0
i /λ
(a)
i − ji(1− ψ0i )]/ρ(hc)3 (5.6)
where  is the internal energy per gram; Eν , ψ0i , λ
(a)
i , and ji are the electron neutrino or antineu-
trino energy, zeroth angular moment, absorption mean free path, and emissivity, respectively;
i = 1 corresponds to electron neutrinos, and i = 2 corresponds to electron antineutrinos. Only
the contributions from neutrino emission and absorption were included: in our models, contribu-
tions from neutrino–electron scattering and other processes contribute only a few percent to the
neutrino heating rate at and before 233 ms after bounce; they become more important (∼15%)
at later times. The (8-point Gaussian quadrature) MGBT simulation yields a net heating rate
just above the gain radius that is ∼1.3 times the MGFLD rate, and a net cooling rate below
the gain radius that is consistently ∼0.8 times the MGFLD rate. Comparing the net heating
rate to the luminosity sum in Figure 5.5, the extent of the gain region (from 98 km to 180 km
) is well correlated with the region between the luminosity maximum and the radius where the
luminosity levels off to a constant value (from 101 km to 170 km). Note also that the gain radius
is located at a smaller radius for MGBT, and consequently, the size of the net heating region
below the shock is somewhat larger.
For (8–point Gaussian quadrature) MGBT and MGFLD, Figure 5.11 shows the net heating
curves for S15s7b at an earlier postbounce time, tpb = 106 ms.
The region between the neutrinospheres and the shock is a bit smaller: The shock is ap-
proximately at the same radius, but the energy-averaged electron neutrinosphere is closer to the
shock (at 84 km, versus 58 km for tpb = 233 ms). Similar net heating profiles are seen, but the
differences between MGBT and MGFLD are even greater. MGBT yields a net heating rate that
is ∼2 times the MGFLD rate just above the base of the gain region. Again, the cooling rate is
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Figure 5.11: Net heating rates for model S15s7b at 106 ms after core bounce.
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consistently ∼0.8 times the MGFLD rate below the gain radius. The correlation between the
gain region and the region between the luminosity-sum maximum and the point at which the
luminosity sum is constant is also quite strong for this time slice. The gain radius (103 km) is
just below the luminosity maximum (107 km); also, the luminosity levels off at a radius (173
km) near the upper edge of the gain region (182 km).
Figure 5.12 contains the net heating curves for our 25 M model at tpb = 156 ms. Again, in
this case the (8–point Gaussian quadrature) MGBT net heating rate is ∼2 times the MGFLD
rate just above the base of the gain region, and the net cooling rate below the gain radius is
consistently ∼0.8 times the MGFLD rate. The gain radius (111 km) and the luminosity-sum
maximum (108 km) are strongly correlated, as are the radius marking the upper extent of the
gain region (180 km) and the radius at which the luminosity sum levels off (170 km). Although
the differences in the net heating rate are comparable to those seen in the tpb = 106 ms slice for
model S15s7b, they occur at a significantly later postbounce time. At a given postbounce time,
MGBT provides the greatest enhancement in net heating for larger progenitor masses.
5.4 Summary and Discussion
Comparing three-flavor MGBT and three-flavor MGFLD in postbounce supernova environments,
we find that MGBT leads to a significant increase/decrease in the net heating/cooling rate,
particularly above/below the gain radius. The MGBT net heating rate can be as much as
∼2 times the MGFLD net heating rate above the gain radius, with net cooling rates that are
typically ∼0.8 times the MGFLD rate below the gain radius. These differences stem primarily
from differences in the neutrino luminosities and mean inverse flux factors; the heating rate is
linearly proportional to both these quantities, and differences in both add to produce a significant
difference in the net heating rate.
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Figure 5.12: Net heating rates for model S25s7b at 156 ms after core bounce.
121
Table 5.1: Maximum net heating/cooling rates
Progenitor tpb Maximum Net Maximum Net
Mass [M] [ms] Heating Ratio Cooling Ratio
15 106 2.0 0.8
233 1.3 0.8
25 156 2.0 0.8
In Figure 5.13, we plot the sum of the electron neutrino and antineutrino luminosities com-
puted in the MGFLD S15s7b dynamic simulation for several different postbounce times. It is
important to note that the total luminosity changes by ∼5–15% between 100 km and 200 km on
time scales ∼30 ms. Moreover, the light crossing time between 100 km and 200 km is ∼1/3 ms.
Therefore, the neutrino source in our simulations changes on time scales that are two orders of
magnitude greater than the time scales on which stationary state is established in this region.
This suggests our stationary state results closely reflect what will occur in dynamic simulations.
We also observe that the differences in the net heating rate are greatest at earlier postbounce
times for a given progenitor mass, and greater at any given postbounce time for greater progen-
itor mass. This is illustrated in Table 5.1. The increase in net heating with increased progenitor
mass is advantageous because of the slower fall-off in the preshock accretion ram pressure.
These results have at least two important ramifications for the supernova mechanism:
(1) With the dramatic increase in net heating above the gain radius, which is seen in all
of our postbounce slices, it may be possible to obtain explosions in one dimension without
multidimensional effects such as convection; this will be aided by the decrease in net cooling
below the gain radius. It should be noted that our postbounce slices come from full radiation
hydrodynamics simulations implementing MGFLD that marginally failed to produce explosions
(Bruenn 1993). The marginality of Bruenn’s simulations is an important motivating factor in
comparing our MGBT results solely with his MGFLD results. All else being equal, increases in
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net heating of the magnitude documented here might lead to explosions. However, simulations
coupling MGBT and the core hydrodynamics must be carried out in order to compute any
feedbacks. Simulations of this type are the subject of the remainder of this work.
(2) With the dramatic increase in net heating occurring near the base of the gain region,
we anticipate that MGBT coupled to two-dimensional hydrodynamics will yield more vigorous
neutrino-driven convection than was seen in Mezzacappa et al. (1998b), where two-dimensional
hydrodynamics was coupled to one-dimensional MGFLD. The combination of increased net
heating and more vigorous neutrino-driven convection would be more favorable for shock revival.
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Chapter 6
Collapse Simulations of Two
15M Progenitor Models
Here we compare core collapse of two very similar 15M progenitor models. The inclusion of
new electron capture rates in one of the models leads to significant differences in Ye, but few
other differences in pre-collapse structure. The simulations show these initial differences in Ye
are retained until close to core bounce, when they converge. The differences in Ye are shown to
have no dynamic effects, as a shock is formed at the same mass (≈ 0.64M) in both models.
6.1 Introduction
The 15M model of Woosley & Weaver (1995)(WW95) is a standard progenitor for supernova
modeling (Bruenn 1993; Rampp & Janka 2000). Recently, Heger et al. (2000)(HLMW00) have
updated this model in a meaningful way. The calculation for the evolution of the WW95 15M
model was repeated, except for replacing the weak interaction rates for beta decays and electron
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captures. The WW95 model used the electron capture rates of Fuller et al. (1980)(FFN) and
older sets of beta decay rates (Mazurek 1973; Hansen 1966). HLMW00 have updated these with
a new set of shell model weak interaction rates for electron capture, positron emission, and beta
decay. This has increased the electron fraction over much of the core before collapse. Since the
size of the homologous core, and, therefore, the shock formation radius, is proportional to the
trapped lepton fraction squared (Yl2) at core bounce (Yahil 1983), the initial differences in Ye
might have a discernable effect on the shock energetics. Increasing the Ye at core bounce would
cause the shock to form at a greater radius, allowing it to propogate farther before stalling.
6.2 Pre-collapse Structure
Figure 6.1 plots the original Ye profiles for both s15s7b2 models, along with the same information
for the Nomoto-Hashimoto 15M core (Nomoto & Hashimoto 1988) which will be discussed in
Chapter 7. Note that throughout the iron core the difference between the WW95 and HLMW00
Ye is about 0.1, decreasing slightly to about 0.08 near the edge of the silicon layer. This difference
is, in fact, larger throughout most of the profile than the differences between WW95 and the
Nomoto-Hashimoto core N15. From 1.1 to 1.2 M, the N15 Ye is equal to to the WW95 Ye.
This appears to be coincidence, rather than any sort of similarity between the models just at
that point. The temperature and density structures of the cores are quite similar, as can be
seen in Figures 6.2 and 6.3. The small differences in density and temperature can be partially
attributed to the fact that each evolution calculation was not stopped at precisely the same
point.
We have performed full radiation hydrodynamic collapse simulations with both progenitors
using AGILE-BOLTZTRAN. Both runs used 12 energy groups spanning 5 to 330 MeV to re-
solve the neutrino spectra and 6-point Gaussian quadrature to resolve the neutrino angles. The
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Figure 6.1: Initial Ye profiles for three different 15M models
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Figure 6.2: Initial temperature profiles for the two Woosley 15M models
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Figure 6.3: Initial density profiles for the two Woosley 15M models
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equation of state of Lattimer & Swesty (1991) (LS EOS) is used to calculate the thermody-
namic state of matter in nuclear statistical equilibrium (NSE). During most of the collapse, the
smoothing timescale for movement of the adaptive mesh was set to 0.01 s. This is the rep-
resentative timescale on which the mesh will adapt to changes in density and velocity. At a
central density of 1× 1014 this timescale was reduced to 1× 10−4. The reason for these changes
is our prescription for handling nuclear burning as the silicon shell is compressed and heated
on infall. For matter initially in the silicon layer, the temperatures are insufficient to achieve
NSE. In this region, the radiation and electron components of the LS EOS are used, while an
ideal gas of Si is assumed for the nuclear component. For typical hydrodynamic timesteps (∼ .1
millisecond), silicon burning occurs within a single timestep for T ∼ 5GK (Hix & Thielemann
1999). Therefore, when a fluid element exceeds a temperature of 5 GK in our simulation, the
silicon is instantaneously burned, achieving NSE and releasing thermal energy equal to the dif-
ference in nuclear binding energy between Si and the composition determined by the LS EOS.
This “flashing” can introduce numerical problems for the adaptive grid for certain pre-collapse
temperature structures. As grid points beyond the flashing radius move in during core collapse,
zones are “deflashed” to conserve energy. This energy is restored when the entire zone is inside
the flashing radius. If the temperature has been reduced too much by deflashing, the EOS is
unable to converge when the flashing energy is introduced. We ensure that grid points initially
well in the silicon layer at the onset of collapse are not flashed to NSE until after bounce by
increasing the grid timescale as described above.
6.3 Results
Considering the magnitude of the differences in Ye, the subsequent evolution of the cores is
surprising. Looking at Figure 6.4, where we plot Ye profiles at central densities of 1 × 1011
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and 1 × 1012g/cm3, we note the two cores are already beginning to converge to the same Ye
profile inside 1M by the time a central density of 1×1011g/cm3 is reached. The convergence is
complete inside 1M by the time a central density of 1013g/cm3 is reached. Examining Figure
6.5, the Ye profiles at central densities of 1× 1013 and 2.96× 1014g/cm3(the central density at
core bounce) are indistinguishable.
This convergence in core structure is even more striking when the velocity profiles are exam-
ined. Figure 6.6 shows the velocity profiles for central densities of 1× 1011 and 1× 1012g/cm3.
The velocity structure of the homologous core is identical for both models by the time a central
density of 1 × 1011g/cm3 is reached. Note the outer parts of both cores retain much of their
original velocity structure.
In Figure 6.7 we plot the velocity profiles for central densities of 1×1013 and 2.96×1014g/cm3.
The bounce shock is launched at precisely the same point in mass in both models. The sub-
sequent evolution of both models will be identical if the density and temperature profiles have
also remained identical throughout collapse. We see that this is the case in Figures 6.8 and 6.9,
where the density and temperature profiles are plotted for each each central density described
in Figures 6.6 and 6.7.
The initial differences in Ye structure have been erased, and any impact naively expected on
core evolution is not seen.
6.4 Trapping, Equilibration, and Core Convergence
To understand why and how the initial Ye differences make no difference in core evolution,
we examine the Ye evolution of several mass elements during collapse. Figure 6.10 shows the
evolution of Ye, the electron neutrino fraction (Yν), and the total lepton fraction (Yl) for the mass
element at 0.05 M as a function of density reached by the element. Several distinct periods of
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Figure 6.4: Ye profiles for central densities of 1× 1011 and 1× 1012g/cm3
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Figure 6.5: Ye profiles for central densities of 1× 1013 and 2.96× 1014g/cm3
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Figure 6.8: Density profiles for central densities of 1× 1011 – 2.96× 1014g/cm3
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Figure 6.9: Temperature profiles for central densities of 1× 1011 – 2.96× 1014g/cm3
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Figure 6.10: Lepton fractions as a function of density for mass element at 0.05M with
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evolution are evident in this figure. Until the mass element reaches a density of 3× 1010g/cm3
the electron capture rate is dominated by capture on nuclei. However, this capture rate turns
off at 3 × 1010g/cm3. This density is marked with an arrow in the figure. At this density and
above, the representative nucleus returned by the EOS has N > 40, eliminating the absorption
rate on nuclei (see equation 2.23). Inset is the evolution of the representative A and Z returned
by the EOS.
The total rate of electron capture begins to increase from 3× 1010g/cm3 as the Ye for both
models starts to drop. The ∆Ye between the models remains roughly constant until neutrino
trapping begins at roughly 5× 1011g/cm3. At 1× 1012g/cm3, neutrino trapping is complete: Yl
becomes constant, as the total number of leptons in the mass element remains the same from
that point on. The individual Ye have converged at this density (∆Ye −→ 0). Yl has become
the independent variable determing the state of the mass element. From this point until bounce
occurs, the neutrino and electrons establish an equilibrium. Much of the noise in Ye and Yν after
trapping is numerical, as the massive electron capture and neutrino absorption rates attempt
to cancel each other. The accurate cancellation of these rates is very difficult to reproduce
numerically. In an average sense, allowing for the numerical noise, Ye becomes constant after
about 5 × 1013g/cm3. At equilibrium, the electron capture and neutrino absorption rates are
related to one another through detailed balance, and the final Ye becomes a function of the local
temperature and density through the electron chemical potential. Since the temperature and
density profiles differ very little between both models, it is not surprising that each settles to
the same equilibrium Ye. This phenomenon is an extension of core convergence in pre-collapse
models (e.g. see Burrows (1990)). Degenerate pre-collapse cores become unstable at roughly
the same Chandrasehkar mass, regardless of the mass of the progenitor star, modulo large Ye or
entropy differences. Here we see that Ye differences too small to have a meaningful effect on the
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density and temperature evolution of the core result in homologous core masses that are roughly
equal. We will see in Chapters 7 and 8 that, given our choice of microphysics and transport
algorithm, core collapse is alarmingly similar for a range of progenitors. The homologous core
mass and final Ye for both these Woosley models are very similar to the values found for the
Nomoto-Hashimoto 15M and 20M models.
Figure 6.11 shows the lepton fraction evolution for a mass shell at 0.64M as a function of
density. As in Figure 6.10, the representative A and Z from the EOS are inset, also plotted as
a function of density. This mass element displays the same behavior as the element at 0.05M,
but an equilibrium between Ye and Yν is never reached. The final density at core bounce is
somewhat less than 6 × 1013g/cm3, barely exceeding the observed equilibrium density for the
deeper mass element. The rapid rise of electron capture at ≈ 3× 1010g/cm3 is evident as in the
0.05M plot. Complete trapping at ≈ 5 × 1012g/cm3, marked by the constancy of Yl, is also
noted.
A different scenario is evident in Figure 6.12, where we plot the lepton fractions for a mass
element at 1.0M as a function of density. Yν is not shown on this plot because of the scale. Yν
is much smaller for this trajectory than in the 0.05M and 0.64M cases. This element does not
experience the wide range in density found in the elements at 0.05M and 0.64M. Neutrino
absorption on nuclei is never turned off, as the maximum density reached in the element is
≈ 1.5 × 1010g/cm3. This is evident by looking at the inset plot of A and Z as well. A never
exceeds 65. The initial ∆Ye is maintained until about 5× 109g/cm3 in this plot. After this Ye
for the two models converge somewhat, as neutrino trapping begins to occur, but only from an
initial difference of 1.3% to one of 0.5% at bounce. Yl increases steadily, as neutrinos are locally
produced and transported from below. Note the turns at the end of each trajectory. This mass
element gets turned around by core bounce and rebound, reversing its trend in density as it is
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Figure 6.11: Lepton fractions as a function of density for mass element at 0.64M with
representative A and Z from the LS EOS
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pushed out. The results for this element are typical for all the mass elements outside of 1.0M,
where the eventual mass cut for an explosion might occur. Consequently, the nucleosynthetic
signature of the two models might be quite different, as the ejected material in each case will have
a different Ye. Small (≈ 1%) differences in Ye can have profound effects on the nucleosythesis
properties of the ejecta.
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Chapter 7
The Nomoto-Hashimoto 15 M
Simulation
This chapter describes the simulation of core collapse, bounce, shock propogation and stagnation
of the core of a 15M progenitor star (Nomoto & Hashimoto 1988).
7.1 Introduction
We begin with the core of the 15 M model of Nomoto & Hashimoto (1988) out to 1.343 M and
a radius of 1409 km. The core is divided into 99 zones in radius which are adaptive and move
in mass coordinates based on changes in density and velocity (see Liebendo¨rfer (2000)). Twelve
geometrically spaced energy groups spanning the range from 5 to 330 MeV are used to resolve
neutrino energies and 6–point Gaussian quadrature is used to resolve the neutrino directions
relative to the outgoing radial direction. The simulation includes coupled evolution of the
hydrodynamics and transport of all three flavors of neutrinos and their associated antineutrinos.
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Emission, absorption, and scattering on nuclei and free nucleons, neutrino-electron scattering,
and pair creation and annihilation processes are included. As in the simulations described in
Chapter 6, the adaptive grid timescale was initially set to 0.01 s. After a central density of
1 × 1014 was reached, this timescale was reduced to 1 × 10−4 s. The initial conditions are
displayed in Figure 7.1.
7.2 Results
Trajectories of equal mass shells are shown in Figure 7.2 for the duration of the run. The upper
line accross the plot marks the boundary between NSE and silicon throughout the simulation.
The lower, heavy line marks the shock position. The shock is launched at 0.587 M (≈ 12 km)
and propagates out to a radius of 195 km. It subsequently recedes throughout the remainder of
the simulation and sits at 118 km at the end of the run. No explosion occurs.
The boundary between NSE and silicon (see Chapter 6) is determined at the beginning of
the simulation and is updated throughout the run. If the temperature of a mass element exceeds
the flashing temperature (0.44 MeV), the NSE-silicon bounadry is moved to the outer edge of
that zone. Therefore, the position of the NSE front changes discountinously in mass. This
behavior is evident in Figure 7.2 from ≈50 ms through ≈70 ms, where the NSE front moves
outward in two discrete steps. Its position in mass remains constant after these adjustments.
AGILE-BOLTZTRAN employs an advection boundary condition to keep the radial domain
approximately constant throughout the simulation. This prescription advects mass onto the
grid, one shell at a time, at a constant density when the outermost radial zone falls inside 2000
km. Our method for handling the transition to NSE allows us to include only the iron core and
silicon layer on our initial computational grid. Only the first few zones of the silicon layer in
the initial model were retained at the start of the run, resulting in a computational domain that
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Figure 7.1: Initial conditions for the Nomoto-Hashimoto 15M model
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extended just beyond 2000 km, causing the almost immmediate introduction of the advection
boundary condition. The first of the artificially introduced mass elements has impacted the
shock at ≈ 150 ms. The simulation was continued for another 350 ms, although the constant
density inflow is pessimistic for shock revival. Future development of the code will include more
realistic prescriptions for handling nuclear burning, enabling us to retain zones in the initial
model out to the oxygen shell and, perhaps, beyond.
Figures 7.3 through 7.6 display the evolution of density, entropy, electron fraction, and
velocity at various central densities during collapse. The movement of the inner radial edge of
the grid is evident in all the plots, as the innermost radius plotted decreases with increasing
central density. The edge of the iron shell is evident in Figure 7.4 as the sharp increase in
entropy at about 1000 km. The core deleptonizes to a central Ye of 0.276 at bounce. Core
bounce occurs at 67.4 ms after the onset of collapse at a central density of 3.08 × 1014g/cm3.
The density at the shock formation radius is 6.20×1013g/cm3. The location of shock formation
is evident in the entropy, velocity, and electron fraction plots, where each of these quantites has
a sharp discontinuity at 12 km.
The shock begins to propagate outward, encountering the electron antineutrino and mu/tau
neutrinospheres ≈ 1 ms after bounce, and the electron neutrinosphere ≈ 2.6 ms after bounce.
In Figure 7.7 the neutrino luminosities at 1000 km are plotted versus time. As the shock
passes the neutrinospheres, matter below neutrino trapping densities is heated and the neutrino
luminosities increase markedly as the copiously produced neutrinos are allowed to escape. The
rise in electron antineutrino and mu/tau neutrino luminosities is apparent, as is the electron
neutrino luminosity burst as the shock “breaks out.” The rise in electron antineutrino luminosity
is noticeably slower than the abrupt increase in electron luminosity. This is primarily due to
the degeneracy of the electrons. The large electron chemical potential implies a large negative
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Figure 7.3: Density profiles at various central densities during collapse of the Nomoto-
Hashimoto 15M model
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Figure 7.4: Entropy profiles at various central densities during collapse of the Nomoto-
Hashimoto 15M model
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Figure 7.5: Ye profiles at various central densities during collapse of the Nomoto-
Hashimoto 15M model
151
10 100
 
1000
radius [km]
−7e+09
−5e+09
−3e+09
−1e+09
1e+09
v e
l o
c i
t y
 [ c
m /
s ]

ρc = 10
11
ρc = 10
12
ρc = 10
13
bounce
Figure 7.6: Velocity profiles at various central densities during collapse of the Nomoto-
Hashimoto 15M model
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Figure 7.7: Neutrino luminosities at 1000 km as a function of time since the onset of
collapse for the Nomoto-Hashimoto 15M model
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positron chemical potential, which serves to suppress the production of electron antineutrinos
through positron absorption. Of less importance is the effect of electron neutrino degeneracy at
shock breakout. The large chemical potential of the electron neutrinos suppresses the production
of electron antineutrinos via pair processes (Myra & Burrows 1990; Herant et al. 1994). The
mu/tau neutrino luminosity is not affected by degeneracy and exhibits a sharper increase than
the electron antineutrino luminosity. The RMS energies of the neutrinos are plotted versus
time in Figure 7.8. The canonical hierarchy of energies for each flavor is apparent after bounce.
The mu/tau neutrinos have the highest RMS energies. Their mean free paths in the matter
are longer than the electron flavor neutrinos because the mu/tau neutrinos participate only in
neutral current interactions. The core becomes transparent sooner for the mu/tau neutrinos
at a depth with higher temperature. The neutron richness of the core reduces the absorption
opacity for the electron antineutrinos. Therefore, they also decouple from the matter at a slightly
higher temperature than the electron neutrinos, but lower than the decoupling temperature for
mu/tau neutrinos. Examining Figure 7.7, we observe the neutrino luminosities increase slightly
with time. The constant density inflow does not allow the mass accretion rate to decline.
Rather, the increasing velocities at constant density increase the mass accretion rate. Accretion
on the PNS is powering the late-time neutrino emission, so the flux actually increases with
time. Increasing RMS energies are also seen in 7.8, as the neutrinospheres recede along with
the shock. The increasing temperatures, as the neutrinospheres drop to lower radii, hardens the
neutrino spectra. This increase in mean neutrino energy coupled with the increasing neutrino
flux resulting from the imposed accretion rate produces the overall increase in luminosity seen
in Figure 7.7.
Figures 7.9 through 7.17 display density, entropy, velocity, and electron fraction profiles for
several postbouce times. Comparing 7.9 and 7.10, we clearly see the effects of shock breakout.
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Figure 7.8: Neutrino RMS energies at 1000 km as a function of time since the onset of
collapse for the Nomoto-Hashimoto 15M model
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Figure 7.9: Core conditions at 0.5 ms after core bounce for the Nomoto-Hashimoto
15M model
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Figure 7.10: Core conditions at 7.2 ms after core bounce for the Nomoto-Hashimoto
15M model
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Figure 7.11: Core conditions at 37 ms after core bounce for the Nomoto-Hashimoto
15M model
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Figure 7.12: Core conditions at 58 ms after core bounce for the Nomoto-Hashimoto
15M model
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Figure 7.13: Core conditions at 114 ms after core bounce for the Nomoto-Hashimoto
15M model
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Figure 7.14: Core conditions at 214 ms after core bounce for the Nomoto-Hashimoto
15M model
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Figure 7.15: Core conditions at 283 ms after core bounce for the Nomoto-Hashimoto
15M model
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Figure 7.16: Core conditions at 335 ms after core bounce for the Nomoto-Hashimoto
15M model
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Figure 7.17: Core conditions at 379 ms after core bounce for the Nomoto-Hashimoto
15M model
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After breakout, in the second time slice (7.2 ms), the shock has been transformed to an accretion
shock, as much of its energy has been robbed by the prodigious burst of neutrinos. This neutrino
burst has also formed a deep trough in Ye directly behind the shock. This trough grows deeper
as the simulation continues, reaching a minumium Ye of 0.082 by the last time slice at 396 ms
after bounce. The oscillations in Ye seen in Figure 7.10 and 7.11 are due to discretization effects
in resolving the Fermi surface of the degenerate neutrinos (Mezzacappa & Bruenn 1993b). The
neutrino Fermi surface decreases as radius increases. As the Fermi surface crosses energy zone
centers in certain spatial zones, the neutrino number density changes discontinuously. These
sudden decreases in neutrino number density, coupled with the continuously decreasing baryon
density, conspire to introduce oscillations in Yνe . These oscillations are transferred to Ye since
Ylep is constant deep in the core. In Figure 7.13 the shock has reached its maximum radius of
≈ 194 km. From this point on, the shock steadily recedes. The postshock velocities steadily
become more and more negative after the shock initially stalls. The postshock entropies continue
to increase behind the shock as it recedes, but the region of s > 5 is compressed in radius during
the recession.
An animation containing velocity and Ye profiles of the inner 500 km of the core is available
in Figure 7.18. The time index at the top of the animation is measured from the onset of
collapse.
Figure 7.19 plots the inverse flux factor (see Chapters 4 and 5) for electron neutrinos versus
radius for the later postbounce time slices. The position of the shock at each time slice is
indicated by an arrow. Although both the shock and the neutrinospheres are receeding, the
shock is doing so faster, and is approaching the neutrinospheres. The inverse flux factor curves
become more shallow as the neutrino radiation field becomes less isotropic with time. The
sharp features seen in each curve just inside the shock positions are due to observer corrections.
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Figure 7.18: Animation depicting the velocity and Ye profiles for the inner 500 km of
the core (Quicktime format, Sorensen compression, 2.85 MB).
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Figure 7.19: Inverse flux factors for electron neutrrinos at various post-bounce times
for the Nomoto-Hashimoto 15M model
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Angular aberration serves to decrease the neutrino isotropy for large local velocity fields. Note
these features increase in size as the postshock velocities increase at late times. In Figure 7.20,
where we plot the net neutrino heating rate from emission and absorption of electron type
neutrinos and antineutrinos, we see that the decreased isotropy in the gain region is offset by
the increasing RMS energies and neutrino luminosity, leading to increased neutrino heating as
time progresses. The gain region is steadily compressed in radius, as implied by the compressed
region of high entropy seen in Figures 7.13 through 7.17. Note the observer correction induced
features near the shock in each heating curve. In this case, the frequency shift increases the
neutrino RMS energies and luminosities, causing the local heating rate to increase just behind
the shock. The maximum heating rate shown is at 214 ms, approximately 100 ms after the
shock has started to recede. The heating rate has decreased markedly by 335 ms, but begins
to grow again, even as the gain region becomes smaller and is translated inward. Nevertheless,
this increased heating is not enough to reverse the inward motion of the shock. This failure is
due to the increased cooling below the gain radius. This increased cooling reduces the pressure
support beneath the shock, allowing it to recede further and preventing any prolonged period
of heating of a given parcel of matter.
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Figure 7.20: Net neutrino heating rates from emission and absorption of electron
neutrinos and antineutrinos at various post-bounce times for the Nomoto-Hashimoto
15M model
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Chapter 8
The Nomoto-Hashimoto 20 M
Simulation
This chapter describes the simulation of core collapse, bounce, shock propagation and stagnation
of the core of a 20M progenitor star (Nomoto & Hashimoto 1988).
8.1 Introduction
We begin with the core of the 20 M model of Nomoto & Hashimoto (1988) out to 1.647 M
and a radius of 2873 km. The core is divided into 103 radial adaptive zones. Once again, twelve
geometrically spaced energy groups spanning the range from 5 to 330 MeV are used to resolve
neutrino energies, and 6–point Gaussian quadrature is used to resolve the neutrino directions
relative to the outgoing radial direction. The EOS and neutrino–matter couplings used are
identical to the simulation in Chapter 7. The initial conditions are displayed in Figure 8.1. The
spike at 1350 km in all the displayed quantities marks the edge of the iron core and the inner
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Figure 8.1: Initial conditions for the Nomoto-Hashimoto 20M model
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edge of the silicon shell.
8.2 Results
Trajectories of equal mass shells are shown in Figure 8.2 for the duration of the run. The upper
line across the plot marks the boundary between NSE and silicon throughout the simulation.
The lower, heavy line marks the shock position. The shock is launched at 0.67 M and ≈ 16 km
and propagates out to a radius of 197 km. It subsequently recedes throughout the remainder
of the simulation and sits at 100 km at the end of the run. The advection boundary condition
has turned on at about 350 ms, as the outermost mass shell show on the plot has gone inside
2000 km. The simulation was stopped at 500 ms after the onset of collapse, before any of this
artificially advected material has reached the shock. Looking at the upper trace on the plot,
three discountinuous changes in the position of the NSE front are evident. These features, as in
the 15M case, stem from our prescription for marking the position of the front; changing it’s
position one mass zone at a time when the critical flashing temperature is exceeded.
Figures 8.3 through 8.6 display the evolution of density, entropy, electron fraction, and
velocity at various central densities during collapse. The edge of the iron shell is evident in
Figure 8.4, marked by the sharp increase in entropy at about 1350 km. The core deleptonizes
to a central Ye of 0.275 at bounce. Core bounce occurs at 74.4 ms after the onset of collapse, at
central density of 3.09× 1014g/cm3. The location of shock formation is evident in the entropy,
velocity, and electron fraction plots, where each of these quantities has a sharp discontinuity at
14 km. The initial shock position and central Ye at bounce are strikingly similar to the 15M
case.
The shock begins to propagate outward, encountering the electron antineutrino and mu/tau
neutrinospheres ≈ 1 ms after bounce, and the electron neutrinosphere ≈ 2.5 ms after bounce. In
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Figure 8.2: Radial trajectories of equal mass shells for the Nomoto-Hashimoto 20M
model
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Figure 8.3: Density profiles at various central densities during collapse for the Nomoto-
Hashimoto 20M model
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Figure 8.4: Entropy profiles at various central densities during collapse for the Nomoto-
Hashimoto 20M model
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Figure 8.5: Ye profiles at various central densities during collapse for the Nomoto-
Hashimoto 20M model
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Figure 8.6: Velocity profiles at various central densities during collapse for the Nomoto-
Hashimoto 20M model
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Figure 8.7 the neutrino luminosities at 1000 km are plotted versus time. The luminosities for all
flavors of neutrinos and antineutrinos are virtually indistinguishable from the 15M case until
about 350 ms from the onset of collapse. As opposed to the 15M case, the neutrino luminosities
begin to decline at this time in this model. The mass accretion rate has begun to decline by this
time, and is not artificially enhanced by the constant density inflow boundary condition. The
RMS energies of the neutrinos are plotted versus time in Figure 8.8. The RMS energies are also
little different from the 15M simulation. They steadily increase as the neutrinospheres slip to
smaller radii and higher temperatures.
Figures 8.9 through 8.18 display density, entropy, velocity, and electron fraction profiles for
several postbounce times. Comparing 8.9 and 8.10, as for the 15M case, the enervating effect
of shock breakout is clearly seen. The shock has become an accretion shock by 3.2 ms after
bounce. The neutrino burst has formed a characteristic trough in Ye directly behind the shock.
This trough grows deeper as the simulation continues, reaching 0.064 by the last timeslice at
396 ms after bounce. Small oscillations are seen in Ye for the earlier postbounce times, just as
in the 15M case. These oscillations are again due to the coarseness of the energy grid used
to resolve the degenerate neutrino distribution function. In Figure 8.13 the shock has reached
its maximum radius of ≈ 194 km. The shock then begins to recede, as in the 15M model,
and the postshock velocities steadily increase in absolute value. The same increase in postshock
entropies for the 15M case is also seen here.
An animation containing velocity and Ye profiles of the inner 500 km of the core is available
in Figure 8.19. The time index at the top of the animation is measured from the onset of
collapse.
Figure 8.20 is a plot of the inverse flux factor for electron neutrinos versus radius for the
a variety of postbounce timeslices. The position of the shock at each time is indicated by
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Figure 8.7: Neutrino luminosities as a function of time since the onset of collapse at
1000 km for the Nomoto-Hashimoto 20M model
179
50 150
 
250
 
350
 
450
 
time since onset of collapse [ms]
0
10
20
30
R
M
S  
e n
e r
g y
 [ M
e V
]
ν e
ν e
ν µ,τ
Figure 8.8: Neutrino RMS energies as a function of time since the onset of collapse at
1000 km for the Nomoto-Hashimoto 20M model
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Figure 8.9: Core conditions at 0.5 ms after core bounce for the Nomoto-Hashimoto
20M model
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Figure 8.10: Core conditions at 3.2 ms after core bounce for the Nomoto-Hashimoto
20M model
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Figure 8.11: Core conditions at 57 ms after core bounce for the Nomoto-Hashimoto
20M model
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Figure 8.12: Core conditions at 81 ms after core bounce for the Nomoto-Hashimoto
20M model
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Figure 8.13: Core conditions at 146 ms after core bounce for the Nomoto-Hashimoto
20M model
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Figure 8.14: Core conditions at 239 ms after core bounce for the Nomoto-Hashimoto
20M model
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Figure 8.15: Core conditions at 307 ms after core bounce for the Nomoto-Hashimoto
20M model
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Figure 8.16: Core conditions at 359 ms after core bounce for the Nomoto-Hashimoto
20M model
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Figure 8.17: Core conditions at 396 ms after core bounce for the Nomoto-Hashimoto
20M model
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Figure 8.18: Core conditions at 448 ms after core bounce for the Nomoto-Hashimoto
20M model
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Figure 8.19: Animation depicting the velocity and Ye profiles for the inner 500 km of
the core (Quicktime format, Sorensen compression, 3.41 MB).
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Figure 8.20: Inverse flux factors for electron neutrinos at various post-bounce times
for the Nomoto-Hashimoto 20M model
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an arrow. Again, as in the 15M simulation, the neutrino radiation field in the gain region
becomes less isotropic with time. The small features just behind the shock for each timeslice are
again caused by observer corrections in the large, local velocity gradient. In Figure 8.21, which
contains net neutrino heating rates from emission and absorption of electron type neutrinos
and antineutrinos for the same times shown in Figure 8.20, we see the same sort of behavior
exhibited in the 15M case. After reaching a maximum at 146 ms after bounce, the net heating
rate decreases. Thereafter, the gain region shrinks in extent, but the peak of net heating actually
gets larger with time. Observer correction induced features are apparent in all the curves, just
as in the 15M case. The frequency shift for comoving observers serves to boost the heating
rate in a small region directly behind the shock, where the velocity gradient is greatest. Also
note the marked increase in cooling below the gain radius with time. This increased cooling
renders the increased heating above the gain region ineffective for shock revival. The fate of this
model is determined, as it was for the 15M model, by the lack of pressure support beneath the
shock. The gain region shrinks and moves inward with the shock. No parcel of matter is heated
sufficiently, for sufficient time, to reenergize the shock.
Overall, the similarities to the 15M case are astonishing. The latetime neutrino luminosties
decrease slightly more than in the 15M case, as they are not artificially mantained by the
constant density inflow. However, the peak luminosities at breakout, and throughout much of
the simulation, are very close to their counterparts for the 15M model. The RMS energies,
aside from showing the same sort of slow decay at very late times, are even more akin to the
15M results. The plots are virtually indistinguishable for most of the simulation. All the
matter profiles are alarmingly similar for each of the models. This convergence of results is
due to the similarity of the initial progenitor models. The initial density, temperature, and Ye
profiles for both the 15M and the 20M simulations are all but identical. As was shown in
193
50 100
 
150

200
 
radius [km]
−4e+21
−2e+21
0
2e+21
4e+21
n
e
t  h
e a
t i n
g  
r a
t e
 [ e
r g  
g

−
1  
s−
1 ]
146 ms
239 ms
307 ms
359 ms
396 ms
448 ms
Figure 8.21: Net neutrino heating rates from emission and absorption of electron
neutrinos and antineutrinos at various post-bounce times for the Nomoto-Hashimoto
20M model
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Chapter 6, nearly identical initial conditions will result in identical collapse trajectories for each
simulation. The similarity of these models, from the onset of collapse to almost 0.5 seconds after
bounce, suggests a larger range of progenitor masses needs to be explored.
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Chapter 9
Conclusions and Outlook
AGILE-BOLTZTRAN is a state-of-the-art radiation hydrodynamics code based on Boltzmann
neutrino transport. We have provided a detailed description of the equations solved by the code
and their numerical implementation. AGILE-BOLTZTRAN has been tested in several different
ways, clearly delineating its strengths and weaknesses.
We have compared transport simulations in hydrostatic postbounce slices performed with
AGILE-BOLTZTRAN to identical simulations performed with a sophisticated approximate
scheme (MGFLD). Extensive differences in neutrino observables are seen, resulting in differ-
ences in neutrino net heating rates in postbounce environments as large as a factor of two.
The code has been used to investigate the impact of improved weak interaction physics
in progenitor models on collapse evolution. A remarkable convergence of collapse dynamics is
observed. Initial differences in electron fraction in progenitor models evolved using FFN versus
shell model weak interaction rates are obliterated and lead to no discernable effect on shock
formation position and postbounce evolution.
The collapse, rebound, and late-time evolution of two different progenitors has been sim-
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ulated. Neither the 15M nor the 20M progenitor model of Nomoto & Hashimoto (1988)
result in an explosion during the first ≈ 450 ms after core bounce. The dynamics and neutrino
observables for both models show amazing similarities. The marked similarity of the two initial
progenitor structures leads directly to this convergence of results. These results point to the
need to explore fully the parameter space of progenitor models.
The development of AGILE-BOLTZTRAN is a necessary first step towards solving the su-
pernova problem. Exact neutrino transport is a vital ingredient for any decisive supernova
simulation. Spherically symmetric simulations with Boltzmann transport serve to isolate the
effects of transport alone; without the complication of multidimensional effects. Multidimen-
sional effects manifest themselves in the polarization of supernovae light (Wang et al. 1996),
the formation of nickel bullets in SN1987A (Strom et al. 1995), and neutron star natal kicks
(Harrison et al. 1993; Lyne & Lorimer 1994). But, the initiation of the explosion could be a
spherically symmetric phenomenon. The observable effects of breaking spherical symmetry may
be just that: only observable effects of setting off an explosion in an environment that is nei-
ther homogeneous nor completely isotropic. Also, although it is true supernovae are certainly
not completely spherically symmetric, some supernovae might be close to spherically symmet-
ric. Even if supernovae are multidimensional in character, one-dimensional simulations tell us
whether it is possible to drive explosion with neutrino heating alone. The use of exact transport
allows us to make, for the first time, unambiguous statements regarding the need for multidi-
mensional effects. Exact transport in spherical symmetry is also the only means to effectively
gauge transport approximations used in multidimensional simulations.
Our comparisons with MGFLD point out the necessity of Boltzmann transport. Macroscopic
differences like the ones seen in Chapter 5 cannot be ignored. Although Boltzmann transport
might be unable to turn a failed spherically symmetric supernova into an explosion, the dif-
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ferences could have important effects on, for example, explosive nucleosynthesis and neutrino
signatures, especially burst phenomena, in terrestrial detectors. Also, the increased heating seen
using Boltzmann transport could lead to increased convection in multidimensional simulations.
Our studies of the core collapse of the two versions of the 15M progenitor of Woosley
and Weaver highlight the need to improve the microphysics employed in AGILE-BOLTZTRAN.
It is difficult to predict what effect inclusion of weak interaction physics like that in Heger
et al. (2000) might have during core collapse. Weak interaction rates for nuclei have to be
improved, along with the use of nuclear ensembles rather than our present use of a representative
nucleus. Moreover, the inclusion of correlation effects and nucleon-nucleon bremsstrahlung in
the PNS during the postbounce shock reheating phase are two immediate improvements to the
microphysics that are currently being undertaken.
AGILE-BOLTZTRAN must become a parallel code. This transformation is the only rea-
sonable path for performing simulations for a large range of progenitor masses, input physics,
and resolutions. Building a library of simulations such as this is necessary to determine impor-
tant parameters affecting supernova outcomes, as well as providing neutrino data for terrestrial
detectors. AGILE-BOLTZTRAN is uniquely suited to provide neutrino signature predictions,
and an extensive set of simulations is needed to make up a set of templates against which a
future detection can be compared.
Three–dimensional radiation hydrodynamics simulations with Boltzmann transport are the
only endpoint of investigation that will be truly satisfactory. Simulations will also have to be
performed in full general relativity and incorporate stellar rotation and magnetic fields. This
is a computational challenge on the terascale and beyond. Even optimistic extrapolations of
computer technology fall short of the resources in computational speed and memory required
for the immediate future. Nevertheless, the road to the Grail leads only across this frontier.
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