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Finite dimensional stochastic differential inclusions
Anne Bauwe, Wilfried Grecksch
Martin-Luther-Universität Halle-Wittenberg, Fachbereich Mathematik und
Informatik, 06099 Halle (Saale), Germany
Abstract
This paper offers an existence result for finite dimensional stochastic differential
inclusions with maximal monotone drift and diffusion terms. Kravets studied only
set-valued drifts in [5], whereas Motyl [4] additionally observed set-valued diffusions
in an infinite dimensional context.
In the proof we make use of the Yosida approximation of maximal monotone ope-
rators to achieve stochastic differential equations which are solvable by a theorem
of Krylov and Rozovskij [7]. The selection property is verified with certain proper-
ties of the considered set-valued maps. Concerning Lipschitz continuous set-valued
diffusion terms, uniqueness holds. At last two examples for application are given.
Keywords: stochastic differential inclusion, maximal monotone operator, Yosida ap-
proximation, Itô formula of the square, Lipschitz continuous set-valued mapping
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1 Introduction
Stochastic differential inclusions or multivalued stochastic differential equations arise
from dealing with set-valued drift and diffusion terms in stochastic settings. It’s possible
to embed stochastic differential equations into stochastic differential inclusions. Here a
set consisting of only one element forms the set-valued mapping.
Some fields of interest are control theory, variational inequalities, stochastic differential
equations with discontinuous right-hand side or modelling uncertainties in general.
We consider a finite dimensional stochastic differential inclusion with set-valued drift
and diffusion. To formulate the problem maximal monotone operators are used. One
of their primary properties is the approximation by Lipschitz continuous, single-valued
functions. So the task eventually reduces to show the existence of solutions to stochastic
differential equations and to prove selection properties.
The paper is organised as follows. The first section gives a short introduction into set-
valued analysis and in particular two types of mappings. We present an existence result
with its proof in the main paragraph. The last section is devoted to supplementary
comments and some examples.
2 Mathematical preliminaries
In this section we collect some definitions and properties of set-valued mappings that are
needed to study stochastic differential inclusions.
Let X and Y be sets. A set-valued or multivalued map F : X → 2Y from X into the
power set of Y assigns to each x ∈ X a subset F (x) ⊂ Y . A single-valued function
f : X → Y is called selection of the set-valued map F if for all x ∈ X
f(x) ∈ F (x).
With the set of corresponding selections we are able to define mathematical structures
like set-valued integrals, random variables and more. The monographs of Papageorgiou
and Hu [8], Aubin and Cellina [1] contain further information.
In our considerations maximal monotone operators play an important role.
Definition 2.1 Let (H, (·, ·)) be a Hilbert space. An operator F : H → 2H is said to
be monotone if for any pair [xi, yi] ∈ Gr F, i = 1, 2
(y1 − y2, x1 − x2) ≥ 0,
where Gr F = {[x, y] ∈ H ×H : y ∈ F (x)} is the graph of F .
The operator F is called maximal monotone if [x1, y1] ∈ H×H with (y1−y2, x1−x2) ≥ 0
for all [x2, y2] ∈ Gr F implies [x1, y1] ∈ Gr F .
So a monotone set-valued mapping F is maximal if there is no other monotone mapping
whose graph strictly contains the graph of F .
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Any continuous, increasing function is maximal monotone. But to discontinuous ones
there always exists a maximal monotone extension.
The next simple example will be considered later again in the applications, section 3.3.
Example 2.2 The maximal monotone extension F to a linear, discontinuous function
f is specified with
f(x) =
2x, x < 2;3x, x ≥ 2, F (x) =

2x, x < 2;
[4, 6], x = 2;
3x, x > 2.
Here the interval generated by the left- and right-hand limit is taken into account.
The proof of the following proposition can be found in Aubin and Frankowska [2], chapter
3.5.2.
Proposition 2.3
Let F : H → 2H be a maximal monotone operator. Then:
(i) Its images F (x) are closed and convex.
(ii) Its graph is strongly-weakly closed in the sense that if xn converges strongly
to x and if yn ∈ F (xn) converges weakly to y, then y ∈ F (x).
We introduce the minimal mapping
F 0(x) =
{





For F (x) having closed and convex images F 0(x) is single-valued. The so called minimal
selection F 0(x) is the unique element of F (x) with the smallest norm. This result can be
found in [2], chapter 9.3.
With the second statement in proposition 2.3 it is easy to prove selection properties.
The following theorem is about functions that are useful for approximating maximal
monotone operators.
Theorem 2.4
Let F : H → 2H be maximal monotone and D(F ) = {x : F (x) 6= ∅}. Then for all
λ > 0 the resolvent Jλ : H → D(F ) and the Yosida approximation Fλ : H → H of F
are defined for all x ∈ H by
Jλ(x) = (I + λ · F )−1(x) and Fλ(x) = 1
λ
(x− Jλ(x)).
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It holds for all x, y ∈ H :
(i) Jλ is non-expansive, i. e. ||Jλ(x)− Jλ(y)||H ≤ ||x− y||H,




(iii) Fλ(x) ∈ F (Jλ(x)),
(iv) ||Fλ(x)||H ≤ ||F 0(x)||H ,
(v) ||Fλ(x)− F 0(x)||2H ≤ 2||F 0(x)||H · d(Fλ(x), F (x)),
where d(Fλ(x), F (x)) = inf
y∈F (x)
||Fλ(x)− y||H.
For the proof of (i)-(iv) we refer to [1]. The last property is proven in [4].
The resolvent Jλ of F approximates the identity operator while the Yosida approximation
Fλ is an approximative selection of F . So theorem 2.4(iii) guarantees the existence of an
approximative, Lipschitz continuous selection to a maximal monotone operator.





, x < 4λ+ 2;
x−2
λ
, 4λ+ 2 ≤ x ≤ 6λ+ 2;
3x
3λ+1
, x > 6λ+ 2.
Another important class of set-valued mappings is represented by Lipschitz continuous
ones. These mappings are important for proving uniqueness results as it is in the case of
differential equations for example.











Definition 2.6 Let X, Y be Banach spaces. A mapping F : X → 2Y is said to be
Lipschitz continuous if there is a constant L > 0 such that for all x, y ∈ X
h(F (x), F (y)) ≤ L||x− y||X.
The selection theorem can be found in [2], chapter 9.4.3.
Theorem 2.7
Let X be a metric space and F : X → 2Rn a Lipschitz continuous mapping with
non-empty, closed and convex images. Then F admits a Lipschitz continuous selection.
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The next theorem is frequently used to prove selection properties.
Theorem 2.8
Let Y be a Banach space, (Ω,Σ, µ) a σ-finite measure space, f, (fn)n≥1 ∈ Lp(Ω;Y )
(1 ≤ p < ∞) with fn w→ f in Lp(Ω;Y ) and fn(ω) ∈ G(ω) µ-a.e., where G(ω) is a
weakly-compact subset of Y . Then
f(ω) ∈ conv (w − lim{fn(ω)}n≥1) µ− a.e.
See [8], chapter 7.3.9 for the proof.
For sake of completeness the weak upper limit of a sequence (An) is specified with
w − limAn = {x ∈ Y : xnk w→ x, xnk ∈ Ank , n1 < n2 < ...}, (2.1)
where (An) ⊆ Y are closed, convex subsets of a Banach space Y for n ≥ 1.
3 Main result
This section is about solving a finite dimensional stochastic differential inclusion. First we
formulate the problem with all necessary assumptions. An existence result is presented
and its proof takes the main part of the second subsection. In the end some remarks
concerning uniqueness and two examples are given.
3.1 Problem formulation
Given a complete probability space (Ω,F , P ) and a filtration Ft, to which the two in-
dependent, real-valued Wiener processes (W1(t))t≥0, (W2(t))t≥0 are adapted.
Let | · | denote the norm, (·, ·) the inner product of Rd, || · || the norm in L2(Ω× [0, T ];Rd)
and h(·, ·) the Hausdorff distance of sets in L2(Ω× [0, T ];Rd).
We assume the following:
(H0) The initial value u0 is an F0-measurable random variable with E|u0|2 <∞.
(H1) The operators A,B : [0, T ]× Rd → Rd fulfil
(i) t 7→ A(t, u), B(t, u) are measurable for every u ∈ Rd and
u 7→ A(t, u), B(t, u) continuous for almost all t ∈ [0, T ],
(ii) there exists c1 > 0 with
−2(A(t, u), u) + |B(t, u)|2 ≤ c1(1 + |u|2)
for all u ∈ Rd and almost all t ∈ [0, T ],
(iii) there exists c2 > 0 so that for all u, v ∈ Rd and a.a. t ∈ [0, T ]
−2(A(t, u)− A(t, v), u− v) + |B(t, u)−B(t, v)|2 ≤ c2|u− v|2,
(iv) there exists c3 > 0 such that |A(t, u)| ≤ c3|u| for all u ∈ Rd and a.a. t ∈ [0, T ].
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(H2) For the set-valued mappings Ci : [0, T ]× Rd → 2Rd , i = 1, 2 it holds:
(i) t 7→ Ci(t, u) is measurable for every u ∈ Rd,
u 7→ Ci(t, u) is maximal monotone for a.a. t ∈ [0, T ],
(ii) there exist d1, d2 > 0 such that |C01(t, u)| ≤ d1|u|, |C02(t, u)| ≤ d2|u|
for all u ∈ Rd and a.a. t ∈ [0, T ],
(iii) let Ĉ2 : L2(Ω× [0, T ];Rd)→ 2L2(Ω×[0,T ];Rd) be the Nemetskij operator of C2,
then u 7→ Ĉ2(u) is uniformly continuous on bounded sets, so that
for every R > 0 there exists a function ρ : [0,∞) −→ [0,∞), lim
z→0
ρ(z) = 0
such that for ||u||, ||v|| ≤ R and t ∈ [0, T ]
h(Ĉ2(u), Ĉ2(v)) ≤ ρ(||u− v||),
(iv) the minimal selection u 7→ Ĉ02(u) is locally relatively compact, i. e. it maps
bounded sets into relatively compact sets.
Starting with the finite dimensional stochastic inclusion
du(t) + A(t, u(t))dt+B(t, u(t))dW1(t) ∈ −C1(t, u(t))dt− C2(t, u(t))dW2(t),
u(0) = u0. (P)
we have to define the notion of a solution.
Definition 3.1
A stochastic process u ∈ L2(Ω×[0, T ];Rd) is called a solution to the stochastic differential
inclusion (P) if there exist Ft-measurable processes η1, η2 ∈ L2(Ω× [0, T ];Rd) so that for
(ω, t) almost everywhere

















Remark 3.2 We look for a triple of Ft-measurable processes (u, η1, η2) such that equa-
tion (3.1) is valid.
There are several ways to define a solution to stochastic differential inclusions. The one
used here is based on the existence of selections which offer the analysis of suitable
equations. Another approach treats stochastic differential inclusions in their set-valued
meaning. See for example Fritsch [3].
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3.2 Existence result and proof
The following theorem ensures the existence of solutions to problem (P). The subsequent
proof uses the Yosida approximation of drift and diffusion terms as main resource.
Theorem 3.3
Under the assumptions (H0)-(H2) the stochastic differential inclusion (P) admits at
least one solution.
The proof consists of three steps discussed in the lemmas below. At first we look at
the stochastic differential equations that arise from replacing the maximal monotone
operators by their Yosida approximations. These equations are uniquely solvable for
every λ by theorem 2.3.1 of Krylov and Rozovskij in [7].
Knowing about the existence of solutions to the Yosida equations, we verify that the
sequence of solutions is bounded and forms a Cauchy sequence. In the last step it is
proven that the limit solves problem (P).
Lemma 3.4
Let C1λ(t, ·), C2λ(t, ·) be the Yosida approximations of the set-valued mappings C1(t, ·),
C2(t, ·) for t ∈ [0, T ]. Under the assumptions (H0)-(H2) the initial value problem
duλ(t) + A(t, uλ(t))dt+B(t, uλ(t))dW1(t) = −C1λ(t, uλ(t))dt− C2λ(t, uλ(t))dW2(t),
uλ(0) = u0 (3.2)
admits for every λ > 0 a unique, Ft-measurable and pathwise continuous solution uλ for






To apply the theorem of Krylov and Rozovskij, we have to check conditions of measura-
bility, continuity, coercivity, monotony and boundedness for any t ∈ [0, T ]. Measurability
of A,B and Ciλ, i = 1, 2 with respect to t is given and continuity in u follows per (H1)(i),
(H2)(i) and theorem 2.4(ii).
Coercivity results from (H1)(ii), (H2)(i), (ii) and property (iv) of the Yosida approxi-
mation in theorem 2.4.
Because of the monotony as well as the Lipschitz continuity of C1λ according to theorem
2.4(ii) together with assumption (H1)(iii) it holds that for all u, v ∈ Rd
−2(A(t, u) + C1λ(t, u)− A(t, v)− C1λ(t, v), u− v)
+|B(t, u)−B(t, v)|2 + |C2λ(t, u)− C2λ(t, v)|2
= −2(A(t, u)− A(t, v), u− v)− 2(C1λ(t, u)− C1λ(t, v), u− v)
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The growth condition is a direct consequence of (H1)(iv), the boundedness of the Yosida
approximation by the minimal selection, theorem 2.4(iv) and (H2)(ii).
The application of the theorem of Krylov and Rozovskij assures the existence of a uni-
quely determined, Ft-measurable, pathwise continuous solution to (3.2) with properties
as stated in lemma 3.4.
Lemma 3.5




holds for a positive constant K and for λ > 0.
Proof.
At first we show that there exists a positive constant k for λ > 0 such that E|uλ(t)|2 ≤ k.
Applying the Itô formula of the square of the norm for Rd-valued processes yields
|uλ(t)|2 = |u0|2 − 2
∫ t
0


















With the expectation, (H1)(ii), (H2)(i), (ii) in connection with properties of the Yosida
approximation in theorem 2.4 and the inequality −2(a, b) ≤ a2 + b2 it follows further
E|uλ(t)|2 ≤ E|u0|2 + c1E
∫ t
0















Gronwall’s lemma proves E|uλ(t)|2 ≤ k for any λ > 0 and t ∈ [0, T ].
Now stopping times τN = τ 1N ∧ τ 2N are introduced where τ 1N = inf{t : |u(t)|2 ≥ N}







with N ∈ {1, 2, ....}. Concerning the Itô formula
again, assumptions (H1)(ii), (H2)(i), (ii), inequality −2(a, b) ≤ a2+ b2 and theorem 2.4
we conclude
|uλ(t ∧ τN )|2 ≤ |u0|2 + c1
∫ T
0
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Taking the supremum and expectation is the next step to receive
E sup
0≤t≤T




































































For ε > 0 with 2ab ≤ εa2 + 1
ε



































Altogether for sufficiently small ε > 0 it holds that
E sup
0≤t≤T








where d = d(u0, ε, c, c1, d1, d2, T ).
Since E|uλ(t)|2 ≤ k is satisfied for any t ∈ [0, T ] there exists a constant K > 0 such that
E sup
0≤t≤T
|uλ(t ∧ τN)|2 ≤ K.
For N →∞ the conclusion follows with Fatou’s lemma.
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Lemma 3.6







|uλ′(t)− uµ′(t)|2 > η
}
= 0
is valid for solutions uλ′(t), uµ′(t) of the Yosida equations (3.2).
Proof.
First of all the mean-square convergence of the sequence of solutions to (3.2) uniformly
on t ∈ [0, T ] is proven. Analogous to the proof of lemma 3.5 we use the Itô formula and
assumption (H1)(iii) to obtain











|C2λ(s, uλ(s))− C2µ(s, uµ(s))|2ds, (3.3)
where uλ, uµ are solutions of the Yosida equations with λ, µ > 0.
Extracting the second term in (3.3), we show by using (H2)(i), theorem 2.4(ii), (iii) and
inequality 2(a, b) ≤ 1
2
a2 + 2b2
−2(C1λ(s, uλ(s))− C1µ(s, uµ(s)), uλ(s)− uµ(s))
= −2(C1λ(s, uλ(s))− C1µ(s, uµ(s)), λC1λ(s, uλ(s))− µC1µ(s, uµ(s)))
−2(C1λ(s, uλ(s))− C1µ(s, uµ(s)), Jλ(s, uλ(s))− Jµ(s, uµ(s)))
≤ −2(C1λ(s, uλ(s))− C1µ(s, uµ(s)), λC1λ(s, uλ(s))− µC1µ(s, uµ(s)))
= −2λ|C1λ(s, uλ(s))|2 + 2µ(C1λ(s, uλ(s)), C1µ(s, uµ(s)))
+2λ(C1µ(s, uµ(s)), C1λ(s, uλ(s)))− 2µ|C1µ(s, uµ(s))|2
≤ 1
2
λ|C1µ(s, uµ(s))|2 + 1
2
µ|C1λ(s, uλ(s))|2. (3.4)
Now the attention is given to the last expression in (3.3). The resolvents of Ĉ2 with
respect to λ, µ are denoted by Ĵ2λ and Ĵ2µ. Conditions (H2)(ii), (iii) just as theorem
2.4(v) cause
||Ĉ2λ(uλ)− Ĉ2µ(uµ)||2
≤ 3||Ĉ2λ(uλ)− Ĉ02 (uλ)||2 + 3||Ĉ02(uλ)− Ĉ02 (uµ)||2 + 3||Ĉ02(uµ)− Ĉ2µ(uµ)||2
≤ 6||Ĉ02(uλ)|| · d(Ĉ2λ(uλ), Ĉ02(uλ)) + 3||Ĉ02(uλ)− Ĉ02 (uµ)||2
+6||Ĉ02(uµ)|| · d(Ĉ2µ(uµ), Ĉ02(uµ))
≤ 6d2||uλ|| · ρ(||Ĵ2λ(uλ)− uλ||) + 3||Ĉ02(uλ)− Ĉ02(uµ)||2
+6d2||uµ|| · ρ(||Ĵ2µ(uµ)− uµ||)
= 6d2||uλ|| · ρ(λ||Ĉ2λ(uλ)||) + 3||Ĉ02(uλ)− Ĉ02(uµ)||2 + 6d2||uµ|| · ρ(µ||Ĉ2µ(uµ)||).
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kT · ρ(λ||Ĉ2λ(uλ)||) + 3||Ĉ02(uλ)− Ĉ02 (uµ)||2 + 6d2
√
kT · ρ(µ||Ĉ2µ(uµ)||). (3.5)
On inserting (3.4) and (3.5) into (3.3) and applying the lemma of Gronwall we get
sup
0≤t≤T





(λ+ µ)d21kT + 6d2
√




Considering the limit for λ, µ→ 0 the first term in g converges to 0, similarly the second
one and respectively the last one because of assumptions (H2)(ii), (iii) and theorem 2.4.
From uλ, uµ ∈ L2(Ω × [0, T ];Rd) it follows due to lemma 3.5 and (H2)(iv) that there
exists a subsequence (λ′) ⊂ (λ) such that Ĉ02(uλ′) is convergent in L2(Ω × [0, T ];Rd).






E|uλ′(t)− uµ′(t)|2 = 0. (3.7)
Right to the second part in the proof of lemma 3.5 we derive
E sup
0≤t≤T































kT · ρ(µ||Ĉ2µ(uµ)||) (3.8)
using the Itô formula, stopping times τN , property (H1)(iii), (3.4) and (3.5).
Arguments as before like applying (H1)(iii), the inequality of Burkholder-Davis-Gundy,
2(a, b) ≤ εa2 + 1
ε

































|C2λ(s, uλ(s))− C2µ(s, uµ(s))|2ds. (3.9)
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Combining (3.5), (3.8) and (3.9), we finally examine the limit of
(1− 2εc)E sup
0≤t≤T
































|uλ(s)− uµ(s)|2ds ≤ T g(λ, µ)ec2T
follows.





|uλ′(t ∧ τn)− uµ′(t ∧ τn)|2 = 0 (3.10)
for subsequences (λ′) ⊂ (λ), (µ′) ⊂ (µ).












|uλ′(t)− uµ′(t)|2 > η
}
+ P{τN < T}
is valid. With the Markov inequality, the observation (3.10) from above and
lim
N→∞
P{τN < T} = 0
lemma 3.6 is proven.
Proof of Theorem 3.3.
We approximate the stochastic differential inclusion (P) by a sequence of stochastic
differential equations (3.2). This is done by substituting special functions, the Yosida
approximations C1λ, C2λ for the maximal monotone operators C1, C2. According to lem-
ma 3.4 and lemma 3.6 these equations are uniquely solvable, pathwise continuous for
every λ > 0 and there is a subsequence which converges. Let u denote its limit. Lemma
3.5, lemma 3.6 and Fatou’s lemma cause u ∈ L2(Ω× [0, T ];Rd).
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We still have to show that the limit u solves problem (P). Thus equation (3.1) and the
selection property have to be fulfilled.
From lemma 3.6 we obtain that uλ(·) converges uniformly to u(·) on t ∈ [0, T ]. The











hold in probability. Furthermore, there exist processes η1, η2 ∈ L2(Ω× [0, T ];Rd) with
Ĉiλ(uλ)
w−→ ηi, i = 1, 2
because of Ciλ(t, uλ(t))
w−→ ηi(t) for all t, due to the boundedness of the Yosida appro-
ximations, (H2)(ii).















From the convergence in probability the convergence with probability 1 follows for a
subsequence. Hence the limit in (3.11) is continuous.
If η1, η2 are selections of C1, C2, then u solves the stochastic differential inclusion (P).
Proposition 2.3(ii) is useful to prove the selection property.
With condition (H2)(ii), theorem 2.4(iv) and uλ → u in L2(Ω × [0, T ];Rd) we receive
the convergence of Ĵ1λ(uλ) to u in L2(Ω× [0, T ];Rd)
lim
λ→0
||Ĵ1λ(uλ)− u||2 ≤ 2 lim
λ→0





λ2||Ĉ1λ(uλ)||2 + 2 lim
λ→0
||uλ − u||2 → 0.
Since Ĵ1λ(uλ) → u and Ĉ1λ(uλ) w→ η1, Ĉ1λ(uλ) ∈ Ĉ(Ĵ1λ(uλ)) we deduce η1 ∈ Ĉ1(u) and
so for almost all (ω, t)
η1(t) ∈ C1(t, u(t)).
In the same manner η2(t) ∈ C2(t, u(t)) is shown.
The details of proof are geared to the articles of Motyl [4] and Kravets [5]. Kravets
considers only set-valued drifts whereas in the paper of Motyl set-valued drifts as well
as set-valued diffusion terms appear. Both of them use the Yosida approximation of
maximal monotone and maximal dissipative operators respectively as most important
tool.
With the help of theorem 3.3 it is possible to continue the analysis of stochastic differen-
tial inclusions in infinite dimensional settings. This result serves for instance a starting
point to apply the method of Galerkin.
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3.3 Remarks and examples
A comment concerning uniqueness of a solution hasn’t been given so far. This will be
complemented in the following section. At the end we present two examples.
Uniqueness of a solution to (P) fails with the lack of Lipschitz continuity of the diffusion
term C2. Problem (P) is uniquely solvable for single-valued, increasing and Lipschitz
continuous functions C2, which are also maximal monotone for this reason. But in the
case of set-valued diffusion we have to drop maximal monotony in support of Lipschitz
continuity to obtain uniqueness.
Corollary 3.7 With the assumptions (H0), (H1) supplemented by
(H2’) C1, C2 : [0, T ]×Rd → 2Rd are mappings with closed, convex and non-empty sets,
such that for i = 1, 2
(i) t 7→ Ci(t, u) is measurable for every u ∈ Rd,
u 7→ C1(t, u) is maximal monotone for almost all t ∈ [0, T ],
u 7→ C2(t, u) is Lipschitz continuous with constant L > 0 for a.a. t ∈ [0, T ],
(ii) there exist d1, d2 > 0 such that |C01(t, u)| ≤ d1|u|,
|C2(t, u)| := sup{|v| : v ∈ C2(t, u)} ≤ d2|u| for all u ∈ Rd and a.a. t ∈ [0, T ],
the stochastic differential inclusion (P) admits a unique, pathwise continuous solution.
Proof.
First uniqueness of the solution is examined. Let u(t), u˜(t) be solutions to (P) with
u(0) = u˜(0) = u0. Hence there exist selections η1(s) ∈ C1(s, u(s)), η2(s) ∈ C2(s, u(s))



























With the Itô formula and the expectation we achieve
E|u(t)− u˜(t)|2 = −2E
∫ t
0
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Condition (H1)(iii), the monotony of C1(t, ·) and the Lipschitz continuity of C2(t, ·)
yield for t ∈ [0, T ]




The lemma of Gronwall shows that u, u˜ are modifications.
Now similar steps as in the proof of theorem 3.3 deduce existence. The assertions of
lemma 3.4, 3.5 and 3.6 are adopted with some rearrangements.
Again we have to prove existence of solutions to the equations that are generated by
inserting the Yosida approximation of C1 and a Lipschitz continuous selection of C2
duλ(t) + A(t, uλ(t))dt+B(t, uλ(t))dW1(t) = −C1λ(t, uλ(t))dt− vλ(t)dW2(t),
uλ(0) = u0. (3.12)
Thanks to theorem 2.7 such a selection vλ(t) ∈ C2(t, uλ(t)) does exist.
The theorem of Krylov and Rozovskij ensures the existence of a unique, pathwise conti-
nuous solution uλ(t) as it is reviewed in lemma 3.4. Here we additionally have to check
the monotony condition, which is fulfilled with the Lipschitz continuity of vλ.
The sequence of solutions (uλ(t))λ>0 is bounded by lemma 3.5 and there are convergent
subsequences via lemma 3.6. Both proofs work with selections vλ(t) ∈ C2(t, uλ(t)) and
vµ(t) ∈ C2(t, uµ(t)) instead of the Yosida approximations C2λ(t, uλ(t)), C2µ(t, uµ(t)). The















w→ η1, vλ w→ η2 in L2(Ω× [0, T ];Rd).
It remains to show that the limit u is solution to (P), i. e. the weak limits are selections
with ηi(t) ∈ Ci(t, u(t)), i = 1, 2. Due to proposition 2.3 the selection property is satisfied
for the maximal monotone part. With theorem 2.8 we prove that η2 is a selection of C2.
Since vλ ∈ Ĉ2(uλ) is bounded in L2(Ω× [0, T ];Rd) by (H2’)(ii), there is a weak conver-
gent subsequence (vλ′)λ′>0 with vλ′
w→ η2 in L2(Ω× [0, T ];Rd) for (λ′) ⊂ (λ). The solution
of (P) is unique, so η2 in (3.13) is the weak limit of vλ.
Let G(ω, t) :=
{
η ∈ L2(Ω× [0, T ];Rd) : E|η(t)|2 ≤ d2k for all t ∈ [0, T ]
}
. Now it fol-






Concerning vλ(t) ∈ C2(t, uλ(t)), (H2’)(i), the definition of the weak upper limit (2.1)




) ⊆ conv (w − limC2(t, uλ(t))) ⊆ C2(t, u(t)),
and so η2(t) ∈ C2(t, u(t)).
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In the last paragraph two examples are mentioned. The first one is taken from the article
of Pettersson [9]. He investigates the existence and uniqueness of solutions to multivalued
stochastic differential equations with set-valued, maximal monotone drift.
Example 3.8 The pressure u in the cavities of the lymphatic system is modelled by
du(t) ∈ b(t, u(t))dt− Au(t)dt+ σ(t, u(t))dW (t),
u(0) = u0,
where the maximal monotone operator A : R 7→ 2R is explicitly given by
A(u) =

k1u, u < c;
[k1u, k2u], u = c;
k2u, u > c
for 0 ≤ c, 0 ≤ k1 < k2.
We assume further that u0 has finite second moment, the drift and the dispersion term
b, σ : [0, T ]×R 7→ R are measurable, Lipschitz continuous functions that fulfil a linear
growth condition uniformly in t ∈ [0, T ] with a constant L > 0 such that
|b(t, u)− b(t, v)|+ |σ(t, u)− σ(t, v)| ≤ L|u− v|,
|b(t, u)|+ |σ(t, u)| ≤ L(1 + |u|)
for all t and u, v ∈ R.
Condition (H1) coincides with the Lipschitz and growth condition of b, σ. For the set-
valued drift only assumption (H2)(ii) has to be verified. The boundedness of the minimal
selection holds with |A0(u)| ≤ k2|u| for all u ∈ R.
From theorem 3.3 and corollary 3.7 we know that there exists a unique solution of the
differential inclusion.
The difficulty in researching stochastic differential equations with discontinuous right-
hand side is one reason to motivate the investigation of stochastic differential inclusions.
If we embed the discontinuity into a set-valued mapping with similar properties, then we
will be able to solve the resulting differential inclusion and the solution of the modified
problem might be closely related to the one of the original problem.
So the second example deals with a special case of this problem.
Example 3.9 Let b, σ : [0, T ]×Rd → Rd be measurable functions with respect to
t ∈ [0, T ] and discontinuous, increasing with respect to u ∈ Rd and u0 an F0-measurable
random variable with finite second moment. We look at the following stochastic diffe-
rential equation
du(t) = −b(t, u(t))dt− σ(t, u(t))dW (t),
u(0) = u0.
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On adding intervals built by left- and right-hand limits at the finitely many discontinuity
points, the maximal monotone extensions b˜, σ˜ are determined. With these mappings
b˜, σ˜ : [0, T ]×Rd → 2Rd we formulate the stochastic differential inclusion
du(t) ∈ −b˜(t, u(t))dt− σ˜(t, u(t))dW (t),
u(0) = u0.
Theorem 3.3 and corollary 3.7 provide information about the existence and uniqueness
of solutions in case that assumptions (H0)-(H2) respectively (H2’) are satisfied.
Such stochastic differential equations appear in physics. For example physicists model
frictions laws by step functions and use their maximal monotone extensions to work on
the problem. See Kree [6] for more details.
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Approximation of a Quasilinear Stochastic Partial
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Abstract
We approximate the solution of a quasilinear stochastic partial differential equa-
tion driven by fractional Brownian motion BH(t); H ∈ (0, 1), which was calculated
via fractional White Noise calculus, see [5].
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1 Introduction
In this paper we approximate the solution of a quasilinear stochastic partial differential
equation, where the system is disturbed by fractional white noise in time{
∂
∂t
V (t, x) = L(t, x,∇xV (t, x)) + σ(t)V (t, x) ⋄W (H)(t)
V (0, x) = g(x, ω),
(1.1)
where L is of the form
L(t, x,∇x·) := ν∆x ·+f(t, x,∇x·). (1.2)
The solution was calculated using the framework for fractional Brownian motion introdu-
ced by Elliott and van der Hook, see [3], and the ideas of Benth and Gjessing. The unique
solution of the problem was represented as the Wick product between a transformed ran-
dom variable and the solution of a parabolic equation. Thereby the relations between
Wick product, normalized exponential and translation operator for fractional Brownian
motion were used. In this paper we prove that the approximation of the solution given
in [5], by approximating the chaos expansion of both the transformed random variable
and the solution of the parabolic auxiliary problem, converges in the Hida distribution
space (S)−1.
2 Fractional white noise theory
At the beginning we give a short overview of fractional white noise theory, see [2] and [3].
For 0 < H < 1 the (1-dimensional) fractional Brownian motion (fBm) with Hurst














(|t|2H + |s|2H − |t− s|2H) for all s, t ∈ R. (2.2)
Hereby E denotes the expectation with respect to the probability law of B(H)(·) =
B(H)(·, ω). Note that if H = 1
2
, the fBm B(H)(t) = B(
1
2
)(t) coincides with the classical
Brownian motion. We first develop motion for a fixed H ∈ (1
2
, 1). Take the underlying
probability space to be S ′(R) with the Borel sigma field F . For f ∈ S(R) the Schwartz
space of rapidly decreasing functions with ‖f‖2 = ∫
R
f 2(x) dx the famous Bochner-Minlos
theorem gives a probability measure P on (S ′(R),F), the dual space of S(R), such that
E [exp {i < f, ω >}] = e− 12‖f‖2 , (2.3)
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where < ω, f >= ω(f) is the action of ω ∈ Ω = S ′(R) on f ∈ S(R). Note that
E < f, ω >= 0, E < f, ω >2= ‖f‖2 for f ∈ S(R) and this duality relation can be
extended to f ∈ L2(R). We now review briefly the approach of [3] (see also [2]) which gives
a theory valid for all values H ∈ (0, 1). For being interested in long range dependence
phenomena we restrict to H ∈ (1
2
, 1). The main idea is to relate the fractional Brownian
motion B(H)(t) with Hurst Parameter H ∈ (1
2
, 1) to the classical Brownian motion B(t)
via the operator M :
Definition 2.1
The operator M = M (H) is defined on the functions f ∈ S(R) by






denotes the Fourier Transform. We have for 1
2






















[Γ(2H + 1) sin(πH)]
1
2 , (2.7)
with Γ(·) denoting the Γ-function.
The operator M extends in a natural way from S(R) to the space
L2H(R) :=
{











The inner product on L2H(R) is given by
(f, g)L2
H
(R) = (Mf,Mg)L2(R). (2.8)
If f, g ∈ L2(R) ∩ L2H(R) then we have by Parseval’s relation




|y| 12−H fˆ(y)gˆ(y) dy = (M̂f, gˆ)L2(R) = (Mf, g)L2(R). (2.9)
For t ∈ R in [2] it is shown that
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(|t|2H + |s|2H − |t− s|2H) . (2.11)
Therefore, the continuous version B(H)(t) of B˜(H)(t) is a fractional Brownian motion, as
defined in (2.1)-(2.2).
Now let f(x) =
∑















‖〈ω,Mf〉‖L2(µ) = ‖Mf‖L2(R) = ‖f‖L2
H
(R) (2.13)





Mf(t) dB(t); f (deterministic) ∈ L2H(R). (2.14)
Let {ξk}∞k=1 be the Hermite functions, see e.g. [7]. For ω ∈ S ′(R) we consider the expan-









< ω, ξk > Mξk (2.16)
provided the series converges in ω ∈ S ′(R), see Bender [8]. We define
S ′M (R) := {ω ∈ S ′(R) : Mω ∈ S ′(R)}. (2.17)
This space S ′M(R) is in particular nonempty because it contains the Lizorkin space Φ =
{φ : φ ∈ S, φ(k)(0) = 0, k = 0, 1, 2, ...}, which is invariant under fractional integration and
differentiation, see [9], chapter 8.2. It holds the following inclusion Φ ⊂ S(R) ⊂ S ′M(R).
The stochastic analogue of L2H(R) is defined as follows:
L2H(µ) =
{




(µ) = ‖G ◦M‖L2(µ), (2.19)
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where (G ◦M)(ω) denotes the function composition. Note that L2H(µ) = L2(µ ◦M−1).
Let X ∈ (S)∗, the Hida space of stochastic distributions. By the theorem of Reed and





We defineMX by applying the operatorM to the summands of the chaos expansion, i.e.
by applying to the Hermite functions in the expansion, providing that the corresponding
series converges in (S)∗.





In [3] it is shown that W (H)(t) ∈ (S)∗ for all t and
dB(H)(t)
dt
= W (H)(t) in (S)∗. (2.21)
To expand the Itô/Wick integral to the fractional case the following definition is natural:
Definition 2.2
(The fractional Itô/Wick integral)
Let Y : R × Ω → (S)∗ be such that Y (t) ⋄W (H)(t) is dt-integrable in (S)∗. Then we
say that Y (t) is dB(H)(t)-integrable and we define the integral of Y (t) = Y (t, ω) with
respect to dB(H)(t) by∫
R
Y (t, ω) dB(H)(t) =
∫
R
Y (t, ω) ⋄W (H)(t) dt. (2.22)
Note that by (2.20) this definition coincides with (2.14) if Y ∈ L2H(R) is deterministic.






g⋄n, if convergent in (S)∗. (2.23)













3 The representation of the solution
L(t, x,∇x·) := ν∆x ·+f(t, x,∇x·)
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be a quasilinear partial differential operator on x ∈ Rd. LetW (H)(t) be the 1-dimensional
fractional white noise, and consider the following SPDE:{
∂
∂t
V (t, x) = L(t, x,∇xV (t, x)) + σ(t)V (t, x) ⋄W (H)(t)
V (0, x) = g(x, ω).
Note that, in view of definition 2.2, this equation is a (generalized) fractional Skorohod
SPDE of the form{
Vt(t, x) = L(t, x,∇xV (t, x)) + σ(t)V (t, x) dB(H)(t)
V (0, x) = g(x, ω).
(3.1)
Put
σt(s) = σ(s)χ[0,t](s) (3.2)
and
JHσ (t) = J
H























The following result is a direct consequence of a method in Benth and Gjessing [1]:
Theorem 3.1
Assume the following:
a) σ(t) is a deterministic function bounded on bounded intervals in [0,∞) .
b) For almost all ω ∈ S ′M (R) (fixed), the deterministic PDE{
∂
∂t
X(t, x) = J
(H)
σ (t, ω) · L(t, x, J (H),−1σ (t, ω)∇X(t, x)); t > 0, x ∈ Rd
X(0, x) = g(x, ω)
(3.4)
has a unique solution X(t, x) = X(t, x, ω) and there exists p > 1 such that
X(t, x, ·) ∈ Lp(µ) for all t, x.
Then the quasilinear SPDE (1.1) has a unique solution V (t, x, ω) with
V (t, x, ·) ∈ Lq(µ)
for all q < p. Moreover the solution is given by





⋄X(t, x, ·). (3.5)
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Sketch of the Proof: Regarding equation (1.1) as an equation in (S)−1, we can Wick-
multiply both sides of (1.1) by J (H)σ (t). This yields after rearranging:








X(t, x) = J (H)σ (t) ⋄ L(t, x,∇V (t, x)), (3.7)
where X(t, x) is defined as follows
X(t, x) := J (H)σ (t) ⋄ V (t, x). (3.8)
4 Approximation of the chaos expansion
We approximate the by approximating the chaos expansions of the two factors in the
Wick product in equation (3.5). For the first factor we calculate the expansion explicitly.
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αi = 0 ∀i > n
αi ≤ n ∀i ≤ n,
, (4.3)
i.e.
{|||α||| ≤ n} = {(0, ..., 0, 0, ...), ..., (n, ..., n, 0, ...)}
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Example 4.3 The expansion of the second factor in equation (3.5) is quite similar.
Therefore we omit an exact calculation but give an nice example how the representation
reduces in a particular case.
Due to (3.4) we have
∂
∂t
X(t, x) = J (H)σ (t, ω) · L(t, x, J (H),−1σ (t, ω)∇X(t, x))
Now we only consider




X(t, x) = J (H)σ (t, ω) ·
[△x(J (H),⋄(−1)(t)X(t, x)) +∇x(J (H),⋄(−1)(t)X(t, x))]
= J (H)σ (t, ω)J
(H),⋄(−1)(t) · [△xX(t, x) +∇xX(t, x)]
= △xX(t, x) +∇xX(t, x),




X(t, x) = △xX(t, x) + ∇xX(t, x)
X(0) = X(0, ω) = g(x, ω).
}
(4.5)
A possibility to approximate X(t, x), d = 1, is given finite Difference Methods, e.g. the
following scheme
X¯(n + 1)∆t, k∆x) = un+1k



















and let X¯(t, x) an approximation of X(t, x).
Then EXP ⋄ X¯(t, x) converges to EXP(t, ω) ⋄X(t, x) in (S)−1.
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Proof: We consider the S-transform at the place λξ:
||S (EXP ⋄X(t, x)− EXP ⋄ X¯(t, x)) (λξ)||∗
≤ ||S (EXP ⋄X(t, x)− EXP ⋄X(t, x)
+EXP ⋄X(t, x)− EXP ⋄ X¯(t, x)) (λξ)||∗
≤ ||S (EXP ⋄X(t, x)) (λξ)− S (EXP ⋄X(t, x)) (λξ)||∗
||+ S (EXP ⋄X(t, x)) (λξ)− S (EXP ⋄ X¯(t, x)) (λξ)||∗
≤ ||S (EXP) (λξ) · S (X(t, x)) (λξ)− S (EXP) (λξ) · S (X(t, x)) (λξ)||∗
||+ S (EXP) (λξ) · S (X(t, x)) (λξ)− S (EXP) (λξ) · S (X¯(t, x)) (λξ)||∗
≤ ||S (EXP− EXP) (λξ)||∗ · ||S (X(t, x)) (λξ)||∗
||S (EXP) (λξ)||∗ · ||S (X(t, x)− X¯(t, x)) (λξ)||∗. (4.6)
The S-transform can be estimated by
||S(Y (t, x))(λξ)||∗ ≤ eλ
2
2
|ξ|2p||Y (t, x)||∗, (4.7)
see [6] (4.27), page 121..
Using this and the boundedness of the S-transform we can estimate (4.6) by
||S (EXP− EXP) (λξ)||∗ · ||S (X(t, x)) (λξ)||∗≤C




|ξ|2p [||EXP− EXP||∗ + ||X(t, x)− X¯(t, x)||∗] (4.8)
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Entwicklung stochastischer Charakteristika der
FE-Lösung von Wärmeleitproblemen mit zufälligem
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Zusammenfassung
Untersucht werden instationäre Wärmeleitprobleme mit gemischen Randbedingun-
gen 2. und 3. Art. Die Probleme weisen als stochastische Einflussgröße einen zufäl-
ligen Wärmeleitkoeffizienten auf. Aus einer Ortsdiskretisierung nach dem Vorbild
der Methode der finiten Elemente (FEM) geht ein System gewöhnlicher Differen-
tialgleichungen mit zufälliger Systemmatrix hervor. Unter der Annahme kleiner
stochastischer Schwankungen lässt sich die Lösung der zugehörigen Anfangswert-
aufgabe als Entwicklung bezüglich eines Störungsparameters η darstellen. Dies er-
möglicht die genäherte Berechnung von Erwartungswert- und Korrelationsfunktion
der approximativen Lösung des ursprünglichen Randanfangswertproblems. Kon-
krete Berechnungen werden für ein eindimesionales Wärmeleitproblem angegeben,
wobei der Wärmeleitkoeffizient als zufällige Funktion sowie als Zufallsgröße model-
liert wird.
Schlagworte: Wärmeleitung, Störungsrechnung, Finite-Elemente-Methode, Partiel-
le Differentialgleichung
MSC2000 Klassifikation: 60H10, 34F05, 93E03
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1 Problemstellung
Den Ausgangspunkt unserer Überlegungen bildet ein allgemeines d-dimensionales Wär-
meleitproblem mit gemischten Randbedingungen 2. und 3. Art.


























u(x, t)− uA(x, t)
)
= 0 für (x, t) ∈ Γ3 × (0, T ]
sowie die Anfangsbedingung u(x, 0) = u0(x) für x ∈ D
(1.1)
erfüllt sind.
Alle Beziehungen sind im fast sicheren Sinn zu verstehen, d. h. für alle ω ∈ Ω mit
Ausnahme einer Menge N ⊂ Ω mit P(N) = 0. Mit ∂u/∂n ist die Ableitung in Richtung









bezeichnet. Die gesuchte Temperaturverteilung u(x, t, ω) im Gebiet D unterliegt den Pa-
rametern
c - (konstante) spezifische Wärmekapazität,
ρ - (konstante) Dichte,
λ(x, ω) - zufälliger Wärmeleitkoeffizient im Gebiet D,
f(x, t) - innere Wärmequellen oder -senken,
g2(x, t) - Wärmeeinstrom am Rand Γ2,
α(x, t) - Wärmeaustauschkoeffizient am Rand Γ3 und
uA(x, t) - Umgebungstemperatur am Rand Γ3.
Im Sinne einer realitätsnahen Modellierung ließe sich hinterfragen, inwieweit eine stocha-
stische Wärmeleitfähigkeit (Wärmeleitkoeffizient) auch eine zufällige Natur von Wärme-
kapazität und Dichte nach sich ziehen müsse, da alle drei Größen Materialeigenschaften
widerspiegeln. Vereinfachend wollen wir im Folgenden die Konstanz von c und ρ unter-
stellen und das Produkt zu cρ = 1 normieren.
Die Arten der Randbedingungen als Neumann- bzw. Robin-Randbedingungen finden
sich häufig in realen Problemstellungen wieder. Sie werden für den eindimensionalen Fall
noch konkretisiert.
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2 Variationsformulierung und Diskretisierung
Um zur „schwachen“ Formulierung des Problems zu gelangen, wird die Differentialglei-
chung aus (1.1) zunächst mit einer so genannten Testfunktion v aus dem Funktionenraum
V0 := {v ∈ H1(D) : v = 0 auf Γ1}
multipliziert. Dabei bezeichnet Γ1 den Rand mit Randbedingungen 1. Art (Vorgabe ei-
ner Randtemperatur), so dass für unseren Problemtyp Γ1 = ∅ gilt. Damit entspricht V0
gerade dem Sobolov-Raum H1(D) der einmal über D im verallgemeinerten Sinn differen-
zierbaren Funktionen, deren verallgemeinerte Ableitungen zum Raum L2(D) gehören.
Die folgenden Überlegungen werden zunächst die Zufallsabhängigkeit der Lösung ver-
nachlässigen.
Nach Anwendung der partiellen Integration entsteht die Variationsformulierung, in wel-
che die Randbedingungen „eingebettet“ sind:
Gesucht ist eine Funktion
u ∈ V := {u(·, t) ∈ H1(D) für alle t ∈ [0, T ]},
so dass
(ut, v)0 + a(t; u, v) = 〈F (t), v〉 mit
AB (u(·, 0), v)0 = (u0, v)0 (2.1)
für alle v ∈ V0 gilt.
Dabei bezeichnet (·, ·)0 das L2-Skalarprodukt, d. h. (u, v)0 =
∫
D
u(x)v(x) dx. Des Wei-
teren sind die Bilinearform a(t, ·, ·) und die Linearform 〈F (t), ·〉 für das allgemeine d-
dimensionale Problem (vgl. (1.1)) gegeben durch




(∇u(x, t))⊤∇v(x) dx+ ∫
Γ3
α(x, t)u(x, t)v(x) ds (2.2)









α(x, t)uA(x, t)v(x) ds. (2.3)
Die Idee der Finite-Elemente-Methode besteht in der Diskretisierung der Funktionen-
räume V0 und V zu den endlich-dimensionalen Räumen








Die Ansatzfunktionen pj besitzen endlichen („finiten“) Träger und bilden eine Basis des
V0h. Die Funktion uh(x, t) approximiert als Linearkombination der pj schließlich die Lö-
sung der Variationsformulierung (2.1) und damit auch die „klassische“ Lösung aus (1.1).
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In der Indexmenge χh = {1, . . . , Nh} sind die Nummern aller Knotenpunkte enthal-





. Unter ̺h = {1, . . . , Rh} sei die Indexmenge der Nummern der finiten
Elemente zu verstehen. Im eindimensionalen Fall handelt es sich bei T (r) um Strecken,
im zweidimensionalen Fall um Drei- oder Vierecke. Mit h ist der maximale Element-
durchmesser der Vernetzung bezeichnet. (vgl. etwa [6])
Überträgt man diesen Ansatz auf die verallgemeinerte Aufgabe (2.1), erhält man die
(semi)diskretisierte Variationsformulierung. Setzt man darin für vh die Ansatzfunktionen
pi, i = 1, . . . , Nh, ein, so ergibt sich das System von gewöhnlichen Differentialgleichungen
Mhu˙h(t) +Kh(t)uh(t) = fh(t)


























i∈χh, die Momente der Anfangstemperatur.
Bemerkung 2.1 Aus (2.2) wird deutlich, dass die Steifigkeitsmatrix Kh, und damit
die Systemmatrix Ah = M
−1
h Kh, nur dann von t abhängig ist, wenn dies für die Wär-
meleitfähigkeit λ oder den Wärmeaustauschkoeffizient α gilt. Beide Materialparameter
sollen im Weiteren als zeitunabhängig vorausgesetzt werden.
Bemerkung 2.2 Schließt man die Materialparameter c und ρ (möglicherweise sogar







modifiziert werden. Die Massematrix in der Anfangsbedingung bliebe dann jedoch un-
verändert.
3 Entwicklung der FE-Lösung u(t)
Ausgehend von der Lösung des FE-Differentialgleichungssystems (2.4) soll in den folgen-
den Betrachtungen eine Entwicklung der Erwartungswert- und Korrelationsfunktion der
approximativen Lösung uh erarbeitet werden. Den Diskretisierungsparameter h wollen
wir (mit Ausnahme der Unterscheidung zwischen der exakten Lösung u(x, t) und der
Näherungslösung uh(x, t)) aus Gründen der Übersichtlichkeit vernachlässigen.
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Beim Wärmeleitkoeffizienten λ handele es sich um ein zufälliges Feld
λ(x, ω) = λ0(x) + ηλ1(x, ω) mit Eλ1(x) = 0 (3.1)
mit dem reellen Störungsparameter η.
Mittels dieses Ansatzes lässt sich die Steifigkeitsmatrix in einen deterministischen und
einen zentrierten stochastischen Anteil separieren. Es gilt

















Somit ist das FE-System gegeben durch
Mu˙(t) + (K̂ + ηK˜)u(t) = f(t)
mit AB Mu(0) = d.
(3.2)
Verallgemeinert man den Satz über implizite Funktionen auf Funktionen in Banach-
Räumen (vgl. etwa [8]), so liefert dies die funktionalanalytische Grundlage für die Lö-




ku(t)ηk + o(ηk¯), η → 0 (3.3)
mit Vektorfunktionen ku(t) = ( kuj(t))⊤j∈χh, k = 0, 1, . . . , k¯, k¯ ∈ N0. Das Einsetzen die-
ser Darstellung in die Anfangswertaufgabe (3.2) führt mittels Koeffizientenvergleich bei
ηk, k = 0, 1, . . . , k¯, auf Systeme
M 0u˙(t) + K̂ 0u(t) = f(t) mit AB M 0u(0) = d (3.4)
und für 1 ≤ k ≤ k¯: M ku˙(t) + K̂ ku(t) = −K˜ k−1u(t) mit AB M ku(0) = 0. (3.5)
Für k = 0 ergibt sich ein rein deterministisches System, dessen Lösung 0u(t) gerade
die approximative Lösung des so genannten gemittelten Problems ist. Das gemittelte
Problem erhält man, indem man im Ausgangsproblem alle zufälligen Größen durch ihre





wobei G(t) = exp(−M−1K̂t)M−1.
(3.6)
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Andererseits können zur Bestimmung von 0u(t) Standardalgorithmen zur Lösung von Sy-
stemen gewöhnlicher Differentialgleichungen (etwa das Crank-Nicolson-Verfahren) einge-
setzt werden. Bei der Untersuchung von Gliedern höherer Ordnung kann 0u(t) demzufolge
als gegeben vorausgesetzt werden. Die Existenz und Eindeutigkeit von 0u(t) ist zudem
Voraussetzung des verallgemeinerten Satzes über implizite Funktionen.






f(x, t) pi(x) dx+
∫
Γ2
g2(x, t) pi(x) ds+
∫
Γ3




Damit unterliegt das System für k = 0 nur dann stochastischen Einflüssen, wenn f (Wär-
mequellen oder -senken in D), g2 (Wärmeeinstrom auf Γ2) oder uA (Außentemperatur
am Rand Γ3) zufallsabhängig sind.
Die Systeme für 1 ≤ k ≤ k¯ weisen jeweils eine stochastische rechte Seite auf, während
die ursprünglich zufällige Systemmatrix deterministisch ist. Für diese Art von Anfangs-
wertaufgaben existieren bereits effiziente Verfahren, um stochastische Charakteristiken
der Lösung zu berechnen (vgl. z. B. [4]). Zudem können die Anfangsbedingungen in (3.5)
durch die Beziehungen ku(0) = 0 ersetzt werden, da die Massematrix M symmetrisch
positiv definit und damit invertierbar ist. Demzufolge gilt für die Entwicklungsglieder
ku(t, ω) = −
t∫
0





kH(x, t, ω) dx (3.7)
mit





Gij(t− s)(∇pj(x))⊤∇k−1uh(x, s, ω) ds. (3.8)
Unter ∇kuh ist der x-Gradient des k-ten Entwicklungsglieds der approximativen Lösung
uh zu verstehen, d. h.







Wir werden das Augenmerk im Weiteren auf die Berechnung von 1u und 2u richten. Für
k = 1 ergibt sich die Lösung als vektorwertiges Integral über das betrachtete Gebiet D




λ1(x, ω)H(x, t)dx = (λ1(·, ω), H(·, t))0 (3.9)
mit H(x, t) := 1H(x, t,ω)
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λ1(x, ω)λ1(y, ω)L(x, y, t) dx dy (3.11)
mit L(x, y, t) = (Li(x, y, t))
⊤
i∈χh ,









4 Entwicklung von Erwartungswert- und Korrelations-
funktion
Die Entwicklung des gesuchten Vektors von Koeffizientenfunktionen u(t) ermöglicht die
genäherte Berechnung von Erwartungswert- und Korrelationsfunktion der approxima-
tiven Lösung uh(x, t, ω) =
∑
j∈χh uj(t, ω)pj(x). Die Entwicklung werde jeweils bis zu
Gliedern zweiter Ordnung vorgenommen. Die Struktur von höheren Entwicklungsglie-
dern erweist sich für konkrete Berechnungen als recht kompliziert.
4.1 Erwartungswertfunktion
Es gilt
E u(t) = 0u(t) + E 2u(t)η2 + o(η2), η → 0,




= (Eλ1, H(·, t))0 = 0.
Für den Term zweiter Ordung findet man gemäß (3.11)


















Rλ1λ1(x, y)L(x, y, t) dx dy,
wobei Rλ1λ1(x, y) = E{λ1(x)λ1(y)} die gegebene Korrelationsfunktion des zentrierten
zufälligen Feldes λ1(x, ω) darstellt.










2), η → 0. (4.1)
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Für praktische Fragestellungen ist es meist ausreichend, die stochastischen Charakteri-
stiken nur an Knotenpunkten Pi der Vernetzung mit den Koordinaten xi zu ermitteln.
Dort gilt wegen pj(xi) = δij
Euh(x
i, t) = 0ui(t) + E
2ui(t) η
2 + o(η2), η → 0.
Aus diesen Darstellungen ist ersichtlich, dass sich der Erwartungswert der Lösung von
der Lösung des gemittelten Problems (vgl. (3.6)) unterscheidet. Die Berechnung der
Differenz zwischen dem Erwartungswert der Lösung und der Lösung des gemittelten
Problems wird oft als „Mittelungsproblem“ bezeichnet. Diese Differenz ist wesentlich
durch E 2u(t) bestimmt. Sie ist kennzeichnend für Aufgaben der Stochastischen Analysis,
bei denen, wie in diesem Fall, die Zufälligkeit aus Koeffizienten auf der linken Seite der
Differentialgleichung, d. h. aus dem Differentialoperator selbst, hervorgeht (vgl. auch [7]).
4.2 Korrelationsfunktion
Wir betrachten zunächst die Korrelationsfunktion von u(t) und entwickeln wiederum bis
zur Ordnung k = 2. Es ist
u(t)−Eu(t) = 1u(t)η + [ 2u(t)− E 2u(t)]η2 + o(η2), η → 0,
woraus man mit











η2 + o(η2), η → 0,
(4.2)
die matrixwertige Korrelationsfunktion von u zu den Zeitpunkten t1 und t2 erhält. Nach












⊤(y, t2) dx dy. (4.3)
Der Übergang zur gesuchten Funktion uh liefert schließlich
Ruhuh
(




uh(x, t1)− Euh(x, t1)
][











2 + o(η2), η → 0. (4.4)






entspricht somit näherungsweise der Korrelation der Lösung zwischen











η2 + o(η2), η → 0. (4.5)
Für die Varianz gilt




η2 + o(η2), η → 0. (4.6)
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5 Korrelationsfunktion im eindimensionalen Fall
5.1 λ als zufällige Funktion
Die Erkenntnisse zur Berechnung von Korrelations- und Varianzfunktion sollen nun auf
das folgende eindimensionale Wärmeleitproblem angewandt werden: Gesucht ist die Tem-


























= 0 für t ∈ (0, T ]
sowie die Anfangsbedingung u(x, 0) = u0 für x ∈ [0, l]
(5.1)
erfüllt sind.
Im eindimensionalen Fall werden die FE-Ansatzfunktionen pi(x), i = 1, . . . , Nh, als die
so genannten „Hütchenfunktionen“ gesetzt, d. h. diese haben bei einer gleichmäßigen
(äquidistanten) Vernetzung die Gestalt (vgl. Abb. 5.1)
p1(x) =





(x− (j − 1)h) x ∈ [(j − 2)h, (j − 1)h]
1− 1
h
(x− (j − 1)h) x ∈ [(j − 1)h, jh]
0 sonst
für j = 2, . . . , Nh − 1,
und (5.2)
pNh(x) =
1 + 1h(x− l) x ∈ [l − h, l]0 sonst .
Die Entwicklung der Korrelationsfunktion Ruu basiert nach (4.2) auf der Berechnung der






Rλ1λ1(v, w)Hi(v, t1)Hj(w, t2) dvdw. (5.3)
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Abbildung 5.1: Ansatzfunktionen im 1-D-Fall
Auf den finiten Elementen T (r) = ((r − 1)h, rh), r ∈ ̺h = {1, . . . , Rh}, Rh = Nh − 1, sind
die Kernfunktionen Hi(x, t) (bzgl. x) konstant, denn für sie gilt nach (3.10)










und damit bei Verwendung der Ansatzfunktionen aus (5.2) für x ∈ T (r), r = 1, . . . , Rh,










so dass wir setzen können
Hi,r(t) := Hi(x, t) für x ∈ T (r), r = 1, . . . , Rh,

















Rλ1λ1(v, w) dvdw. (5.7)
Beschränkt man sich auf schwach stationäre zufällige Funktionen λ1(x, ω), d. h. auf Funk-
tionen, für die Rλ1λ1(x, y) = Rλ1λ1(y − x) = Rλ1λ1(x − y) gilt, so lässt sich zeigen, dass
die Integrale Ir1,r2 nur von
q := |r1 − r2| (5.8)
abhängen. Dies ist Inhalt des folgenden Lemmas.
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Lemma 5.1
Es sei λ1(x, ω) eine schwach stationäre zufällige Funktion. Dann gilt für r1, r2 = 1, . . . , Rh
Ir1,r2 = Ir2,r1 = I1,1+q =: Iq. (5.9)
Beweis.
Sei o.B.d.A. r2 ≥ r1 und damit q = r2 − r1. Wir setzen r := r1. Mit den Substitutionen













′ − v′)dv′dw′ = I1,1+q.
Weiterhin ist mit v′ = w und w′ = v wegen Rλ1λ1(τ) = Rλ1λ1(−τ)






′ − v′)dv′dw′ = Ir+q,r = Ir2,r1.

Wählt man λ1(x, ω) als ε-korrelierte zufällige Funktion, beispielsweise mit der Korrela-
tionsfunktion






|y − x| ≤ ε
0 sonst
, (5.10)
so reduziert sich das Integrationsgebiet in (5.3) auf den Streifen
Iε = {(x, y) ∈ [0, l]2 : |x− y| ≤ ε}
(vgl. Abb. 5.2). Um die Berechnungen zu vereinfachen, wird angenommen, dass die Kor-
relationslänge ε einem ganzzahligen Vielfachen des Diskretisierungsparameters h ent-
spricht, d. h. ε = mh. Bei der Summation bzw. Integration in (5.6) bzw. (5.7) sind somit
nur finite Elemente T (r1) und T (r2) zu berücksichtigen, für welche (T (r1)× T (r2))∩ Iε 6= ∅






Zum einen kann die Summation in die Fälle 1 ≤ r1 ≤ m, m + 1 ≤ r1 ≤ Rh − m und
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q = 2q = m
Abbildung 5.2: Integrationsgebiet zur Berechnung von E{1ui(t1)1uj(t2)} bei m = 3
Zum anderen bietet sich die Möglichkeit, jeweils über die Hauptdiagonale (q = 0) und
die Nebendiagonalen (1 ≤ q ≤ m) von Iε zu summieren. Dazu schreiben wir die Menge
an Elementnummer-Paaren, welche die Bedingung q ≤ m erfüllen, wie folgt um{




(r, r′) ∈ ̺2h : r = r′
}
(Hauptdiagonale)
∪ {(r, r′) ∈ ̺2h : r′ = r + q, 1 ≤ q ≤ m}
(obere Nebendiagonalen)
∪ {(r′, r) ∈ ̺2h : r′ = r + q, 1 ≤ q ≤ m}
(untere Nebendiagonalen)
.
Nach Lemma 5.1 sind die Integrale Ir1,r2 nur von q abhängig und damit auf den obe-
ren und unteren Nebendiagonalen für festes q gleich, so dass sich für die Elemente der













Die Integrale Iq können bei Verwendung der Korrelationsfunktion (5.10) analytisch aus-
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Zu beachten ist, dass bei Im über das Dreiecksgebiet (T (1)×T (1+m))∩ Iε integriert wird.
Über die Zusammenhänge (4.4), (4.5) und (4.6) erhält man schließlich Näherungen für die
Korrelations- bzw. Varianzfunktion der gesuchten approximativen Lösung uh des Wär-
meleitproblems (5.1) zwischen bzw. an Knotenpunkten der FE-Vernetzung. Aus (5.12)
folgt für die Varianzfunktion



































H˜ij(r, 2, t1, t2) + H˜ij(r + 2,−2, t1, t2)
]}
,
wobei H˜ij(r, q˜, t1, t2) := h2Hi,r(t1)Hj,r+q˜(t2), |q˜| = 0, 1, 2, gesetzt wurde.
Man findet für die Varianz an Knotenpunkten Pi






H˜ii(r, 0, t, t) +
Rh−1∑
r=1





H˜ii(r, 2, t, t)
]
.
Bemerkung 5.3 Die Matrixexponentialfunktion G(t) = exp(−M−1K̂t)M−1 kann ohne
direkte Berechnung von M−1 ausgewertet werden. Da K̂ und M symmetrisch sind und
M positiv definit ist, existieren nach [5] zu dem verallgemeinerten Eigenwertproblem
K̂x = dMx
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Matrizen V (Eigenvektoren) und D = diag(d1, . . . , dNh) (Eigenwerte), so dass gilt
V ⊤K̂V = D und V ⊤MV = I
und damit
M−1 = V V ⊤ und M−1K̂ = V V ⊤V −⊤DV −1 = V DV −1.
Infolgedessen erleichtert sich die Berechnung der Matrixexponentialfunktion G(t) zu
G(t) = exp(−V DV −1t)V V ⊤ = V exp(−Dt)V ⊤.
Beispiel 5.4 (Numerisches Beispiel)
Die Abbildungen 5.3 und 5.4 zeigen die mittels (5.13) berechnete Varianz der Lösung
des 1D-Wärmeleitproblems mit folgenden Eingangsparametern
l = 1 T = 0.02 u0 = 290 uA = 286
g2 = 0.2 α = 2.4 λ0 = 2 σ
2 = 0.05 .
Als Diskretisierungsparameter wurde in Ortsrichtung h = 0.025, d. h. Nh = 41, gewählt.
Die Varianzfunktion wurde für ε = h und für ε = 2h berechnet. Weiterhin sind in den
Abbildungen 5.5 und 5.6 zwei Varianzfunktionen angegeben, die unter Verwendung der
Monte-Carlo-Simulation berechnet wurden. Problematisch erscheint die Vergleichbarkeit
mit den Resultaten aus der Entwicklung, da die Korrelationsfunktion des simulierten
























Abbildung 5.3: Über Entwicklung berech-
























Abbildung 5.4: Über Entwicklung berech-
nete Varianzfunktion für ε = 2h























Abbildung 5.5: Mit Simulation berechnete






















Abbildung 5.6: Mit Simulation berechnete
Varianzfunktion für ε = 2h
5.2 λ als Zufallsgröße
Bereits in [2] wurden Ergebnisse für die Wärmeleitung mit einem zufälligen, ortsunab-
hängigen Koeffizienten im eindimensionalen Medium präsentiert. Konkrete Berechnun-
gen ergaben sich ausgehend von der Entwicklung bzw. Simulation der Fourier-Lösung der
partiellen Differentialgleichung. Im Folgenden soll kurz auf die Lösung dieses Problems
mittels der Entwicklung der Lösung u(t) des FE-Systems (2.4) eingegangen werden.
Es werde wie im vorangegangenen Abschnitt der einfachste Fall eines konstanten Wär-
meflusses g2 an Γ2 = {0} und einer konstanten Umgebungstemperatur uA an Γ3 = {l}
betrachtet. Die Entwicklung gestaltet sich in dem Fall, dass λ zwar zufällig, aber auf
dem gesamten Stab konstant ist, d. h.
λ(ω) = λ0 + ηλ1(ω) mit Eλ1 = 0, (5.14)
einfacher als für den Fall eines zufälligen Feldes bzw. einer zufälligen Funktion. Zum
einen ließe sich der Ansatz aus (5.3) und (5.6) hierauf übertragen. Dabei müsste man
lediglich
Rλ1λ1(x, y) = σ
2 mit σ2 = Eλ21
setzen. Weiterhin wäre zu beachten, dass sich die Integration über das gesamte Gebiet





Zum anderen kann die Lösung u(t) von (2.4) direkt bezüglich η entwickelt werden. Es
muss dabei nicht, wie in Abschnitt 3, ein Koeffizientenvergleich durchgeführt werden, um
die Entwicklungsglieder ku(t) zu bestimmen.
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Da g2, uA und α als konstant vorausgesetzt wurden, ist der Lastvektor f zeitunabhängig
und wir erhalten realisierungsweise für die Lösung u(t)
u(t, ω) = G(t, ω) d+
t∫
0
G(t− s, ω)f ds = G(t, ω) d+
t∫
0
G(s, ω) ds f
mit G(t, ω) = exp(−M−1K(ω) t)M−1.
Man entwickelt nun die Matrixexponentialfunktion bezüglich η und es gilt







G0(t) = exp(−M−1[λ0K1 +K2]t)M−1
und eine Aufteilung der Steifigkeitsmatrix in































Setzt man K̂ := λ0K1 + K2, so ist in dieser Schreibweise Bemerkung 5.3 anwendbar.
Danach lässt sich G0(t) über die Eigenwertzerlegung M−1K̂ = V DV −1 undM−1 = V V ⊤
darstellen als
G0(t) = V exp(−Dt)V⊤.
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Auf Basis dieser Entwicklung finden wir für die Erwartungswert- und Korrelationsfunk-
tion des Vektors u(t) bzw. der approximierenden Lösung uh(t)
Eu(t) = 0u(t) + 2u(t)Eλ21η

















2 + o(η2), η → 0, bzw.
Ruhuh
(









2 + o(η2), η → 0. (5.18)
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Abstract
We extend our results on the degree of ill-posedness for linear integration opera-
tors A with weights mapping in the Hilbert space L2(0, 1), which were published in
the journal ‘Inverse Problems’ in 2005 ([5]). Now we can prove that the degree one
also holds for a family of exponential weight functions. In this context, we empha-
size that for integration operators with outer weights the use of the operator AA∗
is more appropriate for the analysis of eigenvalue problems and the corresponding
asymptotics of singular values than the former use of A∗A.
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1 Introduction
In this paper, for a specific situation we are going to analyze in a Hilbert space setting
the degree of ill-posedness of linear ill-posed operator equations
Ax = y (x ∈ X, y ∈ Y ) (1.1)
for compact linear operators A : X → Y . The degree 0 < µ(A) < ∞ of ill-posedness is
characterized by a decay rate σn(A) ∼ n−µ as n → ∞ of the singular values σn(A) > 0
of the operator A which are arranged in decreasing order. The arising condition numbers
in solving the ill-posed equation (1.1) by exploiting a discretization with n-dimensional
subspaces then behave proportional to nµ. Since such condition numbers essentially de-
termine the basic error amplification, a limitation of µ(A) from above is of main interest
in the solution process of equation (1.1), in particular if random data are used as noisy
observations of the element y.





x(s)ds (0 ≤ t ≤ 1) (1.2)
with weight function m ∈ L1(0, 1) such that m(t) > 0 a.e. on [0, 1]. We note that the
singular values σn(A) of A are the square roots of the eigenvalues of both positive definite
operators A∗A and AA∗. In this context, the adjoint operator A∗ of A can be explicitly




m(t) x(t) dt (0 ≤ s ≤ 1) .
By using the explicit structure of the integral operator A∗A we have derived in [5] a
rather general result on the singular value asymptotics of A for all power functions
m(t) = tα (0 ≤ t ≤ 1) with exponents −1 < α <∞ that belong to L1(0, 1). Precisely, it






 as n→∞ , (1.3)
i.e., the degree of ill-posedness is always µ(A) = 1 for all such composite integral ope-
rators. Moreover, for exponential functions m ∈ L1(0, 1) of form m(t) = exp(−1/tα)
(0 < t ≤ 1) and exponents α > 0 we have conjectured in [5] that the asymptotic result
(1.3) remains true, but we could not harden this conjecture by a stringent proof, not
even in subcases. However, in [3] this conjecture was confirmed by a series of numerical
experiments and case studies.
In this paper, we provide a new contribution to the corresponding singular value analysis,
now based on the more appropriate alternative operator AA∗ instead of A∗A taking into
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account that both have the same eigenvalues. Along this way we again get the power-type
results from [5], but the main fact is that also a family of exponential-type multiplier
functions m can be handled explicitly. Moreover, the technique also allows us to confirm
the conjecture (1.3) for general weight functions m ∈ C[0, 1] with m(t) > 0 (0 < t ≤ 1).
2 An equivalence result









and search for reciprocals λ > 0 of the eigenvalues of AA∗ and corresponding non-zero























m2(s) u(s) ds , (2.3)
and by differentiating (2.2) a second time we obtain the second order differential equation
u′′(t) + λm2(t) u(t) = 0 (0 < t < 1) . (2.4)
Furthermore, from (2.2) and (2.3) the boundary conditions
u(0) = u′(1) = 0 (2.5)
can be derived. Conversely, integrating (2.4) two times and observing (2.5) we come
back to (2.1). So, the integral equation (2.1) and the eigenvalue problem (2.4), (2.5) are
equivalent.
The conjecture (1.3) for general m now follows from results by I.S. Kac and M.G. Krein
[7] (cf. also [9]) on weighted Sturm-Liouville problems for the string applied to problem
(2.4), (2.5). 1 In the following, we show this explicitly for families of power-type and
exponential-type functions, repsectively.
1We express our thanks to the colleagues M. Plum (Univ. Karlsruhe) and especially H. Kalf
(Univ. Munich) for bringing the papers [7], [9] to our attention.
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3 Special Cases
Example 3.1 First we consider power functions
m(t) = tα (0 ≤ t ≤ 1) with exponents α > −1 (3.1)
as multiplier functions in (1.2). In that case we can rewrite the differential equation (2.4)
by multiplying t2 on both sides in the form
t2 u′′(t) + λ t2(α+1) u(t) = 0 . (3.2)
This is useful, because the equation (3.2) has an explicit general solution (cf. [2, p.13,
formula (62)]). Setting σ := 1/
√






















where Z̺ denotes the general cylinder function and J̺, J−̺ are the Bessel functions of
first kind of order ̺ = 1
2(α+1)
> 0. For simplicity, we take ̺ 6= 1, 2... . The boundary































for the singular values of A (cf. [5, Theorem 2.1]).
Example 3.2 Our main interest in this paper is focused on the case of exponential
functions, which was missing up to now. So let us consider as a specific family of this









with constants c > 0 (3.5)
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and the associated differential equation





u(t) = 0 . (3.6)
Substituting y := 2c
t





v′(y) + η exp(−y) v(y) = 0 with η = λ
4 c2
, (3.7)
















η e−y/2) (2c < y <∞) , (3.8)
where Z0, J0, Y0 denote the general, first kind and second kind Bessel function of zero
order, respectively. The boundary condition u(0) = 0 means v(∞) = lim
y→∞
v(y) = 0. As










η e−y/2] ∼ −C2
π
as y →∞ ,
since J0(z) ∼ 1 and Y0(z) ∼ 2π ln( z2) as z → 0 (cf. [2, p.8, formula (33)]). This implies



















since J ′0(z) = −J1(z). The boundary condition u′(1) = 0 is equivalent to the condition
v′(2c) = 0, i.e.,
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Hence, as n → ∞ for σn(A) → 0 the eigenvalue equation (3.9) is asymptotically equal

















We finally remark that based on both examples the Corollary 2.2 of [5] concerning
general assertions on multiplier functions m which have the property σn(A) ≍ 1n , that
means that there are constants 0 < K ≤ K < ∞ with K
n
≤ σn(A) ≤ Kn (n = 1, 2, ...),
can be extended by Theorem 3.3. Hence a corresponding equation (1.1) has degree of
ill-posedness µ(A) = 1 for multiplier functions which satisfy the assumptions of that
theorem.
Theorem 3.3
For the singular values of a compact linear operator A : L2(0, 1) → L2(0, 1) defi-
ned by the formulae (1.2), where the multiplier function m satisfies for some exponent






















where Xn represents an arbitrary n-dimensional subspace of the Hilbert space L2(0, 1)
(cf., e.g., [1, Lemma 4.18] or [4, Lemma 2.44]), the asymptotics (3.12) is an immediate





















which hold for all x ∈ L2(0, 1) because of (3.11).
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Abstract
We prove some sufficient conditions for obtaining convergence rates in regula-
rization of linear ill-posed problems in a Hilbert space setting and show that these
conditions are directly related with the conditional stability in several concrete in-
verse problems for partial differential equations.
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1 Introduction
Let X and Y be infinite dimensional separable Hilbert spaces, where the symbol ‖ · ‖
denotes the generic norms in both spaces as well as associated operator norms. Moreover
(·, ·) denotes the inner product. We are going to study ill-posed linear operator equations
Ax = y (x ∈ X, y ∈ Y ) (1.1)
with injective and bounded linear operators A : X → Y having a non-closed range R(A).
In this paper, we focus on the special case that the operator A is compact. Then the
solution x0 ∈ X of (1.1) is uniquely determined for elements y ∈ R(A). For nearly all
applications the element y itself is unknown, but noisy data yδ ∈ Y of form
yδ = Ax0 + δ ξ , ‖ξ‖ ≤ 1,
with
‖yδ − y‖ ≤ δ
and some noise level δ > 0 are available. In this context ξ can be considered to be a
normalized random element, which is not known. In order to find the solution x0 from
data yδ in a stable manner, regularization methods are required. We will focus here on
general linear regularization methods generated by piecewise continuous functions
hγ(t) (0 < t ≤ a := ‖A∗A‖, 0 < γ ≤ γ ≤ a) .
We are going to distinguish regularized solutions
xγ = hγ (A
∗A)A∗ y
in the case of noise-free data and
xδγ = hγ (A
∗A)A∗yδ
in the case of noisy data. For fixed A and x0 the regularization error of the noise-free
case as a function of the regularization parameter γ > 0 can be written as
‖xγ − x0‖ = ‖(hγ(A∗A)A∗A− I) x0‖ = ‖rγ(A∗A) x0‖ , (1.2)
where
rγ(t) := 1− t hγ(t) (0 < t ≤ a)
is the residual function of the regularization method. As obvious in regularization theory
(cf. [3], [5] and [9]) we pose the following assumption:
Assumption 1.1 There exist two constants C1, C2 > 0 such that for all 0 < t ≤ a
(i) lim
γ→0
rγ(t) = 0 ,
(ii) |rγ(t)| ≤ C1 (0 < γ ≤ γ) ;
(iii)
√
t |hγ(t)| ≤ C2√
γ
(0 < γ ≤ γ) .
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Example 1.2 The most prominent regularization method is classical Tikhonov regula-
rization with generator function hγ(t) = 1/(t+γ) and residual function rγ(t) = γ/(t+γ).
This method satisfies Assumption 1.1 with C1 = 1 and C2 = 1/2.
The requirements (i) and (ii) of Assumption 1.1 ensure based on the noise-free error
formula (1.2) the convergence ‖xγ −x0‖ → 0 as γ → 0, but this convergence depends on
properties of x0 and can be arbitrarily slow. Taking into account the noise level δ > 0
the total error of regularization can be estimated by the triangle inequality as
‖xδγ − x0‖ ≤ ‖xγ − x0‖+ ‖xδγ − xγ‖ ,
and by the requirement (iii) of Assumption 1.1 further as
‖xδγ − x0‖ ≤ ‖xγ − x0‖+
C2 δ√
γ
(0 < γ ≤ γ) .
2 General source conditions
Index functions (cf. [9]) play an important role in our theory.
Definition 2.1 We call η(t) (0 ≤ t ≤ t) an index function if η(0) = 0 and this function
is continuous and strictly increasing.
To obtain convergence rates for the regularization method hγ general source conditions
x0 = η(A
∗A)w (w ∈ X) (2.1)
with index functions η(t) (0 ≤ t ≤ a) have to be used. Based on (2.1) we then have from
spectral theory







This can be estimated further from above if we follow the ideas of Mathé and Pereverzev
(see [8] and [9]) to consider the qualification of a regularization method to be an index
function.
Definition 2.2 An index function η(t) (0 < t ≤ a) is called a qualification with constant
1 ≤ C3 <∞ of the regularization method hγ if
sup
0<t≤a
|rγ(t)| η(t) ≤ C3 η(γ) (0 < γ ≤ γ) .
Then from formula (2.2) we immediately obtain the following proposition.
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Proposition 2.3 Let x0 satisfy the source condition (2.1) and let the index function η
be a qualification with constant 1 ≤ C3 <∞ of the regularization method hγ. Then
‖xγ − x0‖ ≤ C3 η(γ) ‖w‖ (0 < γ ≤ γ)
and hence
‖xδγ − x0‖ ≤ C3 η(γ) ‖w‖+
C2 δ√
γ
(0 < γ ≤ γ) . (2.3)
As is well-known (see [9]) by balancing the two terms in the bound of (2.3) for sufficiently
small δ > 0 we find a constant K > 0 such that
‖xδγ(δ) − x0‖ ≤ K η(Θ−1(δ)) (0 < δ ≤ δ) , (2.4)
where with η also
Θ(γ) :=
√
γ η(γ) (0 < γ ≤ γ)
is an index function and the regularization parameter is chosen a priori as γ(δ) :=
Θ−1(δ). Under weak additional assumptions the function η(Θ−1(δ)) characterizes an
order optimal convergence rate.
In particular for the Tikhonov regularization from the literature (see, e.g., [1]) we get
a variety of sufficient conditions that characterize qualifications and therefore ensure
estimates (2.3) and (2.4).
Proposition 2.4 Let η(t) (0 ≤ t ≤ a) be an index function. If (a) η(t)/t is monotoni-
cally decreasing on (0, a], or (b) η(t) is concave on [0, a], then η(t) is a qualification with
constant C3 = 1 of Tikhonov regularization. If there exists a real number tˆ ∈ (0, a) such
that (c) η(t)/t is monotonically decreasing on (0, tˆ ] or (d) η(t) is concave on [0, tˆ ], then
the same is true, but with the constant C3 = η(a)/η(tˆ ).
Note that any function η(t) = t
ν
2 with exponent 0 < ν ≤ 2 is concave and hence a
qualification of Tikhonov’s method (see Example 1.2) with constant C3 = 1.
3 Link conditions to solution smoothness
To get uniform convergence rates in regularization for a wider class of elements x0 one
can suppose that
x0 = Gw (w ∈ X) (3.1)
for some given linear compact and self-adjoint operator G : X → X, which we assume
to be strictly positive, that is, all eigenvalues of G are positive values. In principle, the
operators A and G can be independent, but for the special case G = ϕ((A∗A)
1
2 ) with
some index function ϕ(t) (0 ≤ t ≤ a) we have a general source condition (2.1) with
η(t) = ϕ(
√
t) (0 ≤ t ≤ a) implying the corresponding convergence rates (2.3) and (2.4).
In order to discuss interrelations between A and G we formulate the following two link
conditions:
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Condition (A). There exists an index function µ(t) (0 ≤ t ≤ ‖G‖) such that
‖µ(G)x‖ ≤ C0 ‖(A∗A) 12x‖ (x ∈ X).
We note Condition (A) is equivalent to the range inclusion
R(µ(G)) ⊂ R((A∗A) 12 )
(see [1, Proposition 2.1(b)]).
Condition (B). There exists an index function ϕ(t) (0 ≤ t ≤ a) such that
R(G) ⊂ R(ϕ(A∗A))
Remark 3.1
(1) For concrete inverse problems for partial differential equations, it is often easier
to verify Condition (A). On the other hand, Condition (B) directly yields error
estimates and convergence rates for regularization methods as outline above.
(2) Our main theorems give sufficient conditions for (B), so that our theorems provide
practical criteria for the source condition, which are applicable to inverse problems
for partial differential equations.
(3) The implication Condition (A) =⇒ Condition (B) is proved by the Heinz-Kato
inequality in the case of µ(t) = tκ with κ ≥ 1. Thus our consideration is related
with some generalization of the Heinz-Kato inequality (e.g., Furuta [4]). For a more
detailed discussion of this context we refer to [1].
(4) For further remarks on the interplay of solution smoothness (3.1), general source
conditions (2.1), range inclusions and convergence rates for regularization methods
we also refer to [2], [5], [6] and [10].
4 Main results
The operators S and T under consideration now are both assumed to be compact self-
adjoint non-degenerate operators in an infinite dimensional Hilbert space X. For such
a compact self-adjoint operator S, there exist a sequence {λj}∞j=1 of decreasing real
numbers and a sequence {ej}∞j=1 ⊂ X of orthonormal elements where lim
j→∞
λj = 0 ,




λj(x, ej)ej (x ∈ X).
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For an index function ϕ defined on the closed interval [0, ‖S‖] containing the spectrum




ϕ(λj)(x, ej)ej (x ∈ X).
In particular, we see that ‖ϕ(S)‖ ≤ sup
j=1,2,...
|ϕ(λj)|. Moreover if ϕ is holomorphic in a
neighbourhood in C of σ(S), then ϕ(S) coincides with the one defined by the Dunford
integral (e.g., Yosida [13, pp. 225-228]).
First we define an operator monotone function and present several properties. Let S, T be
bounded self-adjoint operators in a Hilbert space X. Then T ≤ S means that (Tx, x) ≤
(Sx, x) for all x ∈ X. A real-valued continuous function f = f(t) is called an operator
monotone function in an interval I ⊂ R if f(S) ≤ f(T ) for any pair S, T such that
S ≤ T and σ(S), σ(T ) ⊂ I. The Löwner theorem asserts that f is operator monotone in
an open interval I if and only if f is analytically extended to Π+ ≡ {z ∈ C : Im z > 0}
and maps Π+ to Π+ (e.g. [11], [12]). Henceforth µ−1 denotes the inverse function to µ
which always exists if µ is an index function, and we distinguish the product fg from
the composition f ◦ g of two functions f and g:
(fg)(S) = (f(S))(g(S)), that is, [(fg)(S)](x) = (f(S))(g(S)x) (x ∈ X),
and
(f ◦ g)(S) = f(g(S)).
Lemma 4.1
(i) If 0 ≤ T ≤ S, then ‖S 12x‖ ≥ ‖T 12x‖ (x ∈ X).
(ii) Let 0 ≤ T ≤ S. Then ‖Tx‖ ≤ ‖T 12‖‖S 12x‖ (x ∈ X). In particular, R(T ) ⊂ R(S 12 ).
(iii) Let S, T ≥ 0 and ‖Tx‖ ≤ ‖Sx‖ for all x ∈ X. Then T ≤ S.
(iv) Let σ(S) ⊂ (0,∞). Let f0 = f0(z) be holomorphic in a neighbourhood in C of
σ(S) and f0(σ(S)) ⊂ (0,∞). Set f(z) = zγf0(z) for Re z > 0 with γ > 0. Then
‖f(S)x‖ ≤ ‖f0(S)‖‖Sγx‖ (x ∈ X).
(v) Let f = f(t) be defined in (0, α) and [f(t
1
2 )]2 be an operator monotone functi-
on in (0, α2). If S, T ≥ 0, ‖Tx‖ ≤ ‖Sx‖ (x ∈ X) and σ(S), σ(T ) ⊂ (0, α), then
‖f(T )x‖ ≤ ‖f(S)x‖ (x ∈ X).
Proof.
(i) Since (Sx, x) ≥ (Tx, x), we have (S 12S 12x, x) ≥ (T 12T 12x, x) and so we see the conclu-
sion.
(ii) We have
‖Tx‖ = ‖T 12T 12x‖ ≤ ‖T 12‖‖T 12x‖ ≤ ‖T 12‖‖S 12x‖
by (i). Hence Proposition 2.1 (b) in [1], yields R(T ) ⊂ R(S 12 ).
(iii) This is a direct consequence of Theorem 4.12 (p.292) in [7].
(iv) By Theorem (p.226) in [13] for example, we have f(S)x = (f0(S))(Sγx). Therefore
‖f(S)x‖ ≤ ‖f0(S)(Sγx)‖ ≤ ‖f0(S)‖‖Sγx‖.
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(v) By the spectral mapping theorem, we have σ(S2), σ(T 2) ⊂ (0, α2). Moreover
‖Tx‖ ≤ ‖Sx‖ implies
(T 2x, x) = (Tx, Tx) ≤ (Sx, Sx) = (S2x, x) (x ∈ X),
so that T 2 ≤ S2. Ty the operator monotonicity of [f(t 12 )]2, we have f(T )2 ≤ f(S)2, that
is, (f(T )2x, x) ≤ (f(S)2x, x) (x ∈ X). Hence ‖f(T )x‖2 ≤ ‖f(S)x‖2 (x ∈ X), because
f(S) and f(T ) are self-adjoint.
Now we state our results.
Theorem 4.2
Suppose Condition (A) and let µ be an index function defined on the interval [0, α] Let
0 < ‖G‖ ≤ α and 0 < ‖A‖ ≤ α with α ≥ 1, and let us set β = µ(α).
(i) We assume
µ−1(t) = g(ψ(t)) (0 ≤ t ≤ β), (4.1)
where ψ is operator monotone in [ε, C0α+ε]∪ [µ(ε), µ(α+ε)], g(z) = zγg0(z) with γ > 0,
g0|R is monotone increasing, g0(0) ≥ 0 and g0 is continuous on [0,∞) and holomorphic
in a neighbourhood of [ε,∞) for any ε > 0. Setting
ϕ1(t) =
(ψ(C0t1/2))γ/2 (0 < γ < 1),(ψ(C0t1/2))1/2 (γ ≥ 1),
we have Condition (B) with ϕ = ϕ1.
(ii) We assume
µ−1(t) = ψ(g(t)) (0 ≤ t ≤ β). (4.2)
Here ψ is operator monotone in the following intervals in t:
g(ε) < t < g(µ(α) + ε),




εg(µ(α) + ε) min
0≤γ≤1
{µ(α+ ε)−γ/2, µ(α + ε)−1/2} < t
< (C0α + ε)g(µ(α) + ε) max
0≤γ≤1
{µ(α+ ε)−γ/2, µ(α+ ε)−1/2}
and g(z) = zγg0(z) with γ > 0, g0|R is monotone increasing, g0(0) ≥ 0, and g0 is
continuous on [0,∞) and holomorphic in a neighbourhood of [ε,∞) for any ε > 0.
Setting
C(γ) =
g(µ(α))µ(α)−γ/2 (0 < γ < 1),g(µ(α))µ(α)−1/2 (γ ≥ 1)
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1/4) (γ ≥ 1),
we have Condition (B) with ϕ = ϕ2.
Theorem 4.3
Suppose Condition (A) and let µ be an index function defined on the interval [0,∞) such
that [µ−1(t1/2)]2 is an operator monotone function on [0,∞). Then we have Condition (B)
with ϕ(t) = µ−1(C0t1/2). Here C0 > 0 is the constant in Condition (A).
Example 4.4 We recall the well-known heat equation problem backward in time for-
mulated in an L2-setting in Example 3 of the paper [6]. It will be shown that in this
example Condition (A) implies Condition (B). First, we have by formula (5.15) on p.816
in [6] the equality of ranges R(µ(G)) = R(A∗), where µ(t) = e−Tt (0 < t < T ). By
R((A∗A) 12 ) = R(A∗), we obtain R(µ(G)) = R((A∗A) 12 ). Hence Condition (A) is valid













is not operator monotone because it does not map the set Π+ to itself. So Theorem 4.3 is
not applicable. However µ−1 satisfies (4.1) with g(t) = t so that Theorem 4.2 is applicable
and yields the required implication.
Example 4.5 In Theorem 4.2, for ϕ1, we have to take the square root such that in
some cases the choice of ϕ in Condition (B) is not the best possible, by noting that
R(ψ(A∗A)) ⊂ R((ψ(A∗A))1/2) for an index function ψ. For example, let µ(t) = t 1κ
with exponents 0 < κ < 1. Then [µ−1(t
1
2 )]2 = µ−1(t) = tκ satisfies the conditi-
ons in Theorems 4.2 and 4.3. Theorem 4.2 gives R(G) ⊂ R((A∗A)κ4 ), while Theo-
rem 4.3 gives R(G) ⊂ R((A∗A)κ2 ). The latter is the best possible choice of ϕ because
Condition (A) means that R(G 1κ ) ⊂ R((A∗A) 12 ). Consequently, this provides us with
R(G) ⊂ R((A∗A)κ2 ) owing to the Heinz-Kato inequality.
Example 4.6 Now we close this series of examples by recalling Example 4 from [6]
using the same notations here. Then R(e−C4L 12 ) ⊂ R(A∗). The continuous function µ(t)
is defined by µ(t) = e−
C4√







Therefore condition (4.1) holds true and Theorem 4.2 is applicable, while Theorem 4.3




fails to be operator monotone.
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5 Proof of theorems
Proof of Theorem 4.2.
Since ‖Ax‖ = ‖(A∗A) 12x‖, x ∈ X, we see by Condition (A) that there exists a constant
C0 > 1 such that
‖µ(G)x‖ ≤ ‖C0(A∗A) 12x‖ (x ∈ X). (5.1)
Therefore by Lemma 4.1(iii), we have
µ(G) + ε ≤ C0(A∗A) 12 + ε (5.2)
for any ε > 0. Since σ(G) + ε = σ(G + ε) ⊂ {z ∈ C; |z| ≤ ‖G+ ε‖} and σ(G) ⊂ [0,∞),
we obtain





2 + ε) ⊂ [ε, C0α + ε] (5.4)




2 + ε) ⊂ [ε, C0α + ε] ∪ [µ(ε), µ(α+ ε)]. (5.5)
Case 1. We recall that ψ ◦ µ denotes the composition of two functions ψ and µ:
(ψ ◦ µ)(z) = ψ(µ(z)). Since ψ is operator monotone, in terms of (5.2) and (5.3) we
obtain
(ψ ◦ µ)(G+ ε) ≤ ψ(C0(A∗A) 12 + ε). (5.6)
Here we note that (ψ ◦ µ)(G + ε)x = ψ(µ(G + ε)x). By the spectral mapping theorem,
by (5.3) and (5.4) we have





2 + ε)) = ψ(σ(C0(A
∗A)
1
2 + ε)) ⊂ ψ[ε, C0α + ε]. (5.8)
It follows from (5.6) and Lemma 4.1(ii) that we have for all x ∈ X
‖(ψ ◦ µ)(G+ ε)x‖ ≤ ‖(ψ ◦ µ)(G+ ε) 12‖‖(ψ(C0(A∗A) 12 + ε)) 12x‖
≤ |(ψ ◦ µ)(α+ ε)| 12‖(ψ(C0(A∗A) 12 + ε)) 12x‖ ≡ C1‖(ψ(C0(A∗A) 12 + ε)) 12x‖ .
(5.9)
Here we note that for any fixed ε0 the constant C1 = C1(ε) > 0 can be taken uniformly
in ε ∈ (0, ε0]. Henceforth Cj > 0 denote generic constants which are independent of
ε ∈ (0, ε0].
Since z −→ zγ is operator monotone by the Löwner-Heinz inequality (e.g., [4]) if 0 <
γ ≤ 1, we have
((ψ ◦ µ)(G+ ε))γ ≤ (ψ(C0(A∗A) 12 + ε))γ,
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so that Lemma 4.1(ii) implies
‖((ψ ◦ µ)(G+ ε))γx‖ ≤ C2‖(ψ(C0(A∗A) 12 + ε))
γ
2x‖ (x ∈ X) (5.10)
if 0 < γ < 1.
Since for γ ≥ 1, we have
‖((ψ ◦ µ)(G+ ε))γx‖ ≤ ‖((ψ ◦ µ)(G+ ε))γ−1((ψ ◦ µ)(G+ ε)x)‖
≤ C2‖(ψ ◦ µ)(G+ ε)x‖,
estimates (5.9) and (5.10) yield





2x‖ (x ∈ X), if 0 < γ < 1,
C2‖(ψ(C0(A∗A) 12 + ε)) 12x‖ (x ∈ X), if γ ≥ 1.
(5.11)
Hence by the assumption on g0, we can apply Lemma 4.1(iv) to have
‖(g ◦ ψ ◦ µ)(G+ ε)x‖ ≤ C3‖((ψ ◦ µ)(G+ ε))γx‖.
Hence (5.11) implies





2x‖ (x ∈ X), if 0 < γ < 1,
C2‖(ψ(C0(A∗A) 12 + ε)) 12x‖ (x ∈ X), if γ ≥ 1.
(5.12)
By the Lebesgue convergence theorem for the series and the definition of f(G+ ε)x and
f(G)x, we can verify that limε↓0 ‖f(G+ ε)x‖ = ‖f(G)x‖ (x ∈ X) if f is continuous on
σ(G). Hence, letting ε ↓ 0 in (5.12), we have





2x‖ (x ∈ X), if 0 < γ < 1,
C2‖(ψ(C0(A∗A) 12 )) 12x‖ (x ∈ X), if γ ≥ 1.






2x‖ (x ∈ X), if 0 < γ < 1,
C2‖(ψ(C0(A∗A) 12 )) 12x‖ (x ∈ X), if γ ≥ 1.









are injective. Hence we see by e.g., Proposition 2.1 in [1] that Condition (B) follows.
Case 2. By (5.2) and Lemma 4.1(ii) we have
‖(µ(G) + ε)x‖ ≤ |µ(α) + ε| 12‖((C0(A∗A) 12 + ε)) 12x‖ (x ∈ X). (5.13)
Similarly to (5.7), we have
σ(µ(G) + ε) ⊂ [ε, µ(α) + ε].
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Therefore we can apply Lemma 4.1(iv) to have
‖g(µ(G) + ε)x‖ ≤ ‖g0(µ(G) + ε)‖‖((µ(G) + ε)γx‖
≤ |g0(µ(α) + ε)|‖(µ(G) + ε)γx‖ (x ∈ X).
(5.14)
Since z −→ zγ is operator monotone for 0 < γ ≤ 1, relation (5.2) yields
(µ(G) + ε)γ ≤ (C0(A∗A) 12 + ε)γ, 0 < γ ≤ 1.
Therefore Lemma 4.1(ii) yields
‖(µ(G) + ε)γx‖ ≤ ‖(µ(G) + ε) γ2 ‖‖(C0(A∗A) 12 + ε) γ2x‖
≤ |µ(α) + ε| γ2 ‖(C0(A∗A) 12 + ε) γ2x‖ (x ∈ X), 0 < γ ≤ 1.
(5.15)
For 0 < γ ≤ 1, we see from (5.14) and (5.15) that
‖g(µ(G) + ε)x‖ ≤ |g0(µ(α) + ε)||µ(α) + ε|
γ
2 ‖(C0(A∗A) 12 + ε)
γ
2x‖ (x ∈ X).
Next let γ > 1. Since
‖(µ(G) + ε)γx‖ = ‖(µ(G) + ε)γ−1(µ(G) + ε)x‖ ≤ |µ(α) + ε|γ−1‖(µ(G) + ε)x‖,
we see from Lemma 4.1(iv), (5.14) and (5.13) that
‖g(µ(G) + ε)x‖ ≤ |g0(µ(α) + ε)|(µ(α) + ε)γ− 12‖(C0(A∗A) 12 + ε) 12x‖ (x ∈ X).
Lemma 4.1(iii) means that
g(µ(G) + ε) ≤







2 , 0 < γ ≤ 1,
|g(µ(α) + ε)||µ(α) + ε|− 12 (C0(A∗A) 12 + ε) 12 , γ ≥ 1.
Set
C(ε, γ) =
|g(µ(α) + ε)||µ(α) + ε|−
γ
2 , 0 < γ ≤ 1,
|g(µ(α) + ε)||µ(α) + ε|− 12 , γ ≥ 1.
Similarly to (5.7) and (5.8), we can verify that







2 ) ⊂ [ε γ2 , (C0α + ε)
γ
2 ] ⊂ [ε, (C0α + ε) 12 ]
for 0 < γ ≤ 1. Here we may assume that 0 < ε ≤ 1 and recall that C0, α ≥ 1, that is,
C0α + ε ≥ 1. Consequently the operator monotonicity of ψ yields











2 ), γ ≥ 1,
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Lemma 4.1(ii) implies







2x‖, 0 < γ ≤ 1,
C3‖[ψ(C(ε, γ)(C0(A∗A) 12 + ε) 12 )] 12x‖, γ ≥ 1.








2x‖, 0 < γ ≤ 1,
C3‖[ψ(C(γ)(C0(A∗A) 12 ) 12 )] 12x‖, γ ≥ 1.
Thus by Proposition 2.1 in [1], we complete the proof of the theorem.
Proof of Theorem 4.3.
Condition (A) implies that ‖µ(G)x‖ ≤ ‖C0(A∗A) 12x‖ for all x ∈ X. By Lemma 4.1(v)
we have
‖(µ−1(µ(G)))x‖ ≤ ‖µ−1(C0(A∗A) 12 )x‖ (x ∈ X),
that is,
‖Gx‖ ≤ ‖ϕ(A∗A)x‖ (x ∈ X).
Thus the proof of Theorem 4.3 is complete.
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Entwicklungen der Dichte linearer Integralfunktionale
schwach korrelierter Prozesse
Katrin Ilzig, Jürgen vom Scheidt
Technische Universität Chemnitz, Fakultät für Mathematik,
09107 Chemnitz, Germany
Zusammenfassung
Zur Approximation der Dichte von linearen Integralfunktionalen schwach kor-
relierter Prozesse mit Korrelationslänge ε wurden bisher Gram-Charlier-Reihen be-
nutzt. In diesem Artikel werden weitere Verfahren zur Dichteapproximation „inte-
graler“ Zufallsgrößen beschrieben und untersucht, ob sie sinnvoll auf das Dichteap-
proximationsproblem bei linearen Integralfunktionalen angewendet werden können.
Schlagworte: schwach korrelierter Prozeß, Edgeworth-Entwicklung, NIG, Dichteap-
proximation, Simulation
MSC2000 Klassifikation: 62E17, 62E20, 41A60
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1 Einleitung
Für eine realitätsnahe Modellierung von zufälligen Eingangsgrößen und Parametern in
physikalischen und technischen Problemstellungen bieten sich zentrierte Prozesse an, die
über „keine Fernwirkung“ verfügen, aber deren Trajektorien im Gegensatz zu Modellen
mit weißem Rauschen dennoch entsprechenden Glattheitsbedingungen genügen. Dieses
in der Literatur [8], [11] und [12] in vielfältiger Weise untersuchte Konzept sind schwach
korrelierte Prozesse fε(x, ω) mit Korrelationslänge ε. Beispielsweise aus der Form der
Lösung von Differentialgleichungen mit solchen schwach korrelierten Einflüssen motiviert,




F (x)fε(x, ω) dx, (1.1)
wobei D ⊂ R, F (x) mit
F (x) ∈ C1(D) und sup
x∈D
|F ′(x)| ≤ c <∞
eine deterministische Kernfunktion aus L1(D) ∩ L2(D) ist und weiterhin
E{|fε(x)|k} ≤ ck <∞, k = 1, 2, . . .
für x ∈ D gilt. Noch allgemeiner können auch Funktionen solcher Funktionale untersucht
werden. Diese Modellierung mit Hilfe schwach korrelierter Funktionen ermöglicht, durch
die Ausnutzung der sich aus der fehlenden Fernwirkung ergebenden Zerfallseigenschaft
höherer Momente in Momente niedrigerer Ordnung, die Entwicklung stochastischer Cha-
rakteristiken der Funktionale in Abhängigkeit von der Korrelationslänge ε. Insbesondere
ist in diesem Artikel die Entwicklung der Dichtefunktion nach der Korrelationslänge
von Interesse. Betrachtungen zur Dichteentwicklung von Funktionen linearer Funktiona-





2 ) k gerade
O(ε
k+1
2 ) k ungerade.
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mit
ep :=




Die Herleitung dieser Beziehungen und die genaue Struktur der Koeffizienten iAj bzw. Aii
ist im folgenden nicht wesentlich und kann in [11] nachgelesen werden. Die zur Entwick-
lung der Dichte bereits in der Literatur vorhandenen Betrachtungen gehen davon aus,







besitzt, wobei φ(x) die Dichtefunktion der standardisierten Normalverteilung ist und









4 − 6x2 + 3
H5(x) = x
5 − 10x3 + 15x
H6(x) = x
6 − 15x4 + 45x2 − 15.














finden, wobei [q] den ganzzahligen Anteil von q mit q ∈ N0 bezeichnet. Mit
δkq =
{
1 k = q
0 sonst
ergibt sich unter Verwendung der Orthogonalitätseigenschaft
∞∫
−∞
φ(x)Hk(x)Hq(x) dx = q!δkq k, q = 0, 1, 2, . . .




fr˜ε(x)Hk(x) dx k = 0, 1, 2, . . . . (1.7)
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Wird nun die explizite Darstellung der Hermite-Polynome (1.5) in (1.7) eingesetzt und
danach die Entwicklungen der Momente aus (1.3) berücksichtigt, so ergibt sich aus (1.4)






























Das Problem der Dichteapproximation ist auch in der Statistik bekannt. Häufig ist es
schwierig, die exakte Dichte einer Testgröße zu bestimmen. Für solche Fälle werden in der
Literatur [4], [7] und [13] und entsprechende Grenzapproximationen (Approximationen
für großen Stichprobenumfang) vorgeschlagen. Eine Möglichkeit zur Näherung der Dichte
einer normierten Summe von i. i. d. Zufallsgrößen ist die Edgeworth-Entwicklung. Im
nächsten Abschnitt wird gezeigt, wie diese Entwicklung zur Approximation der Dichte
für lineare Integralfunktionale genutzt werden kann.
2 Edgeworth-Entwicklung
Zunächst folgt der allgemeine Satz zur Edgeworth-Approximation. Im Beweis des Satzes
wird die Konstruktion dieser Entwicklung deutlich. Danach werden die Erkenntnisse auf
das Dichteapproximationsproblem der linearen Integralfunktionale angewendet.
Satz 2.1
Sei (Zε), ε ∈ (0, ε0) eine Familie von absolut stetigen Zufallsgrößen mit endlichen abso-
luten Momenten, wobei für die Kumulanten (Semiinvarianten)








2Zε = 1 + w2 ε+O(ε
2)













) für k ≥ 5
gilt mit reellen Konstanten wi, i = 1, 2, 3, 4. Dann ist die Edgeworth-Approximation der


























wobei g2 := w2 + w
2
1 und g4 := w4 + 4w1w3 sind.
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Beweis.
Sei ΨZε(t) = E{exp (itZε)} die charakteristische Funktion von Zε und KZε(t) = lnΨZε(t)




















, j = 1, 2, . . .









|ΨZε(t)| dt < ∞ läßt sich die Dichte von Zε mit Hilfe der
Inversionsformel, die einen Zusammenhang zwischen Dichte und charakteristischer Funk-































Werden nun die im Satz 2.1 vorausgesetzten Entwicklungen der Kumulanten eingesetzt
und exp(x) = 1 + x+ x
2
2
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mit g2 := w2+w21 und g4 := w4+4w1w3. Erfolgt der Abbruch der Entwicklung der kumu-
lantenerzeugenden Funktion bereits nach den Termen 0. Ordnung bezüglich ε, ergibt sich




















gilt. Durch die Hinzunahme weiterer Terme der Entwicklung der kumulantenerzeugenden
Funktion soll eine „bessere“ Approximation der Dichte von Zε gefunden werden.














(−it)kdt = (−1)kφ(x)Hk(x) (2.3)
benutzt, so ergibt sich aus (2.2) als Approximation für die Dichte von Zε die in Satz 2.1
behauptete Approximation EfˆZε(x).
Bemerkung 2.2 Bezeichnet Φ(x) die zu φ(x) gehörende Verteilungsfunktion, so ist





Φ(x) k = 0
−Hk−1(x)φ(x) k ≥ 1
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die Approximation der Verteilungsfunktion FZε(x) =
x∫
−∞
fZε(z) dz mit (2.1) gegeben
durch






















2.1 Dichtefunktion eines linearen Integralfunktionals
Um die vorgestellte Approximation auf lineare Integralfunktionale anwenden zu können,
muß zunächst überprüft werden, ob die in Satz 2.1 geforderten Voraussetzungen erfüllt
sind. Allgemein läßt sich nach [9] die k-te Kumulante einer Zufallsgröße X mit endlichen
absoluten Momenten E|X|l, l ∈ N als ganze rationale Funktion der Momente EX l :=
mX,l, l = 1, 2, . . . , k darstellen. Es besteht die Beziehung
κX,k = (−1)k+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣































































Mit der Bezeichnung E{X−EX}k := µX,k bestehen zwischen den ersten Momenten und
Kumulanten dieser Zufallsgröße X folgende Zusammenhänge:
κX,1 = mX,1
κX,2 = mX,2 −m2X,1 = µX,2
κX,3 = mX,3 − 3mX,2mX,1 + 2m3X,1 = µX,3
κX,4 = mX,4 − 4mX,3mX,1 − 3m2X,2 + 12mX,2m2X,1 − 6m4X,1 = µX,4 − 3µ2X,2.
Für die ersten vier Kumulanten des Integralfunktionals aus Gleichung (1.2) ergeben sich
unter Verwendung der Momente aus (1.3)
κr˜ε,1 = 0
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und es gilt
















) für k ≥ 5
nachzuweisen. Ausgehend von (2.4) führt wiederholtes Entwickeln der entstehenden De-

























































































































Für die höheren Kumulanten von r˜ε ergibt sich wegen der Zentriertheit von r˜ε(ω)












) für i ≥ 5 erfolgt durch Induktion. Für die Kumulante
κr˜ε,5 ergibt sich aus (2.7) mit (1.3) und (2.5)









































der Induktionsannahme folgt aus (2.7)
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Zunächst wird der Fall k ungerade betrachtet, also k+1 gerade. Mit Hilfe von (1.3), (2.5)
und a := 1√
2A1
ergibt sich








































κr˜ε,4mr˜ε,k−3 = ek−3 (
4A3 − 3A22) a4ε+O(ε2).
Zur Berechnung von κr˜ε,k+1 ergibt sich der Koeffizient zur Ordnung ε
0 als
ek+1 − kek−1
und zur Ordnung ε

















ek+1 − k(k−1)(k−3)(k−5)72 ek−1 − k(k−1)(k−2)(k−3)12 ek−3
]
.
Wird die Beziehung ek+1 = kek−1 berücksichtigt, so ergibt sich für beide Koeffizienten
der Wert Null. Ein Term der Ordnung
√
ε existiert nicht. Also folgt für k ungerade die
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da sich der Koeffizient von
√
ε als Null erweist.





alle Voraussetzungen des Satzes 2.1 für die Familie von Zufallsgrößen r˜ε, ε ∈ (0, ε0) erfüllt
sind. Nach (2.1) ergibt sich mit (2.6) die bereits in (1.8) beschriebene Entwicklung. Das
Ergebnis wird an dieser Stelle noch einmal zusammengefaßt.
Korollar 2.3

































3 Dichteapproximation mit Hilfe von NIG
Die Verteilungsklasse der Normal Inverse Gaussian – im weiteren mit NIG bezeichnet –
gehört zur Klasse der generalised hyperbolic distribution (GH), welche viele Unterklassen
von Verteilungen und Grenzverteilungen enthält. Bei der Klasse der NIG ist einer der fünf
Parameter der GH – in der Literatur häufig als λ bezeichnet – mit λ = −1
2
fest gewählt.
Aufgrund der vier nahezu unabhängig voneinander wählbaren Verteilungsparameter der
NIG können symmetrische und asymmetrische Verteilungsdichten erzeugt werden. Die
Verteilungsklasse der NIG ist leptokurtisch, d. h. steilgipflig. Damit ist bei einer NIG-
verteilten Zufallsgröße um den Erwartungswert und an den Rändern der Verteilung also
mehr Wahrscheinlichkeitsmasse konzentriert als bei einer vergleichbaren normalverteil-
ten Zufallsgröße. Diese Eigenschaften machen die Verteilungsklasse der NIG besonders
interessant für Anwendungen in der Finanzmathematik. In der Literatur wird sie bei-
spielsweise zur Modellierung stochastischer Volatilität oder bei der Bepreisung bestimm-
ter Optionstypen genutzt. Aus empirischen Beobachtungen besitzen Returns außerdem
eher eine schiefe und leptokurtische Verteilung, so dass ein Risikomanagement, welches
auf der Gaußverteilungsannahme basiert, zu einer Unterschätzung des Risikos führt.
Eine weitere Anwendung der Verteilungsklasse der NIG wird in [3] vorgeschlagen. Hier
wird sie genutzt zur Dichteapproximation für Funktionen von Zufallsgrößen. Zu Beginn
dieses Abschnittes soll diese Verteilungsklasse kurz vorgestellt und die Ergebnisse aus [3]
in Form eines „Kumulantenmatchings“ dargestellt werden. Im zweiten Teil werden die
Ergebnisse auf das lineare Integralfunktional aus (1.1) angewendet.
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3.1 Eigenschaften der NIG und ihre Anwendung zur Verteilungs-
approximation
Eine Zufallsgröße X wird NIG-verteilt mit dem Parametervektor (α, β, µ, δ) genannt,










α2 − β2 + β(x− µ),
q(x) =
√
δ2 + (x− µ)2.
Für die Parameter gilt
0 ≤ |β| < α, δ > 0 und −∞ < µ <∞. (3.1)
Außerdem ist K1(z) die modifizierte Besselfunktion der zweiten Art mit Index 1. Die








− (z2 + ν2)w = 0.
Sie sind reell und positiv für ν > −1 und z > 0. Nach [6] gilt für die modifizierte













Mit z := a = b und der nach [1] gültigen Beziehung
K1(z) = −K′0(z)

















Für die modifizierte Besselfunktion der zweiten Art mit Index ν gilt für fixiertes, ganz-













Unter Berücksichtigung der Normiertheitseigenschaft einer Dichte ergibt sich
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α2 − β2 −
√





Die kumulantenerzeugende Funktion ist gegeben durch
KX(t) = δ
(√
α2 − β2 −
√
α2 − (β + it)2
)
+ itµ.
Ist η := β
α












































Damit lassen sich für die Komponenten des Parametervektors (α, β, µ, δ) Interpretatio-
nen angeben. Die Schiefe der Verteilung kann, wegen (3.3) in Zusammenhang mit der
Definition von η und der Nichtnegativität von α, durch den Parameter β charakterisiert
werden. Symmetrisch bezüglich γ1 ist die Verteilung für β = 0; für β > 0 ist die Vertei-
lung rechtsschief, für β < 0 ist sie linksschief. Durch den Parameter α wird die Steilheit
der Dichte bestimmt; wegen γ2 > 0 ist die Verteilungsklasse der NIG steilgipflig. Es
handelt sich um eine im Vergleich zur Normalverteilung spitzere Verteilungsklasse mit
größerer Wahrscheinlichkeitsmasse in den Randbereichen. Mit wachsendem α wird die
Verteilung steiler. Der vierte Parameter δ ist ein Skalierungsparameter. Der Einfluß der
vier Parameter auf die Gestalt der Dichtefunktion wird in Abbildung 3.1 deutlich.
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Abbildung 3.1: Einfluß der Parameter α, β, µ und δ auf die NIG-Dichte
Bemerkung 3.2 Die Normalverteilung N (µ, σ2) wird für β = 0 und den Grenzüber-
gang α → ∞ und δ = ασ2 erhalten, denn wird die charakteristische Funktion aus (3.2)










































ergibt sich im Grenzwert die charakteristische Funktion von N (µ, σ2).
In Abbildung 3.2 ist für den Fall σ2 = 2 die Differenz zwischen NIG-Dichte und Nor-
malverteilungsdichte in Abhängigkeit von α dargestellt. Die Abbildung zeigt außerdem
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anschaulich, daß für ein festes α die Dichte der NIG steilgipflig im Vergleich zur Normal-



























Abbildung 3.2: Differenz zwischen NIG-Dichte fX(x) mit β = 0, µ = 0 und zentrierter
Normalverteilungsdichte mit σ2 = 2 in Abhängigkeit von α
Soll nun die unbekannte Verteilungsdichte einer absolut stetigen Zufallsgröße Z mit ge-
gebenen ersten vier Kumulanten κZ,i, i = 1, 2, 3, 4 durch eine geeignete NIG-verteilte
Zufallsgröße X approximiert werden, so wird der Parametervektor (α, β, µ, δ) als Lösung
des nichtlinearen Gleichungssystems
κZ,1 = κX,1 = µ+
ηδ√
1− η2 (3.4)
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Bemerkung 3.3 Dieses Verfahren ist nur sinnvoll, wenn die vierte Kumulante der
Zufallsgröße Z der Bedingung κZ,4 > 0 genügt, da es sich bei der NIG um eine lepto-
kurtische Verteilungsklasse handelt und andernfalls die Gleichung (3.7) nicht zu erfüllen
wäre. Diese Bedingung werde im folgenden als erfüllt betrachtet.
Zur Lösung des Gleichungssystems wird zunächst der Fall η 6= 0 betrachtet. Wird (3.5)












und durch Berücksichtigung der Beziehung für α ist
δ =
√
















3κZ,2κZ,4 − 4(κZ,3)2 . (3.8)
Aus (3.4) und der Definition von η ergeben sich die Beziehungen für µ und β. Zusammen-









µ = κZ,1 − η
√












3κZ,2κZ,4 − 4(κZ,3)2 .
Bemerkung 3.4 Damit Gleichheit in (3.8) möglich ist, muß wegen den Bedingungen
an α und β in (3.1) für die rechte Seite in (3.8) gelten
(κZ,3)
2
3κZ,2κZ,4 − 4(κZ,3)2 ∈ (0, 1).
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Für den Fall einer symmetrischen Zufallsgröße bezüglich der Schiefe, d. h. im Fall η = 0














Bemerkung 3.5 In [3] werden anstelle der dritten und vierten Kumulanten für das
Gleichungssystem Schiefe und Kurtosis herangezogen. Durch die hier angegebene Vorge-
hensweise eines „Kumulantenmatchings“ werden natürlich für die gesuchten Parameter
genau dieselben Beziehungen wie in [3] erhalten.
3.2 Anwendung auf lineare Integralfunktionale
Soll nun die Dichte des Integralfunktionals (1.2) durch eine geeignete NIG approximiert
werden, so stellt sich wieder das Problem, daß die Kumulanten nicht exakt, sondern
lediglich in Form von Entwicklungen (2.5) bezüglich der Korrelationslänge ε gegeben sind.
Unter der Bedingung, daß die Entwicklung von κr˜ε,4 positiv ist und im asymmetrischen
Fall die Bemerkung 3.4 erfüllt ist, werden nun diese Entwicklungen anstelle der exakten
Kumulanten in (3.9) im schiefen Fall und in (3.10) im symmetrischen Fall eingesetzt. Es
werde mit (αˆ, βˆ, µˆ, δˆ) der approximierende Parametervektor bezeichnet. Nach geeigneter
Skalierung wird eine Approximationsdichte für (1.1) gefunden. Sie wird im weiteren mit
Nfˆrε(x) bezeichnet.
Ein großer Vorteil dieses Vorgehens gegenüber der Edgeworth-Entwicklung ist, daß Nfˆrε(x)
tatsächlich den Eigenschaften einer Dichtefunktion genügt und Bereiche, in denen die
Approximation negativ ist, somit nicht auftreten können.
4 Numerische Beispiele
In diesem Abschnitt folgen einige numerische Fallstudien, welche die angegebenen Dich-




F (x)fε(x, ω)dx, ε ∈ (0, ε0) (4.1)
miteinander vergleichen. Zunächst wird der Fall eines ε-korrelierten Gaußprozesses als
Eingangsprozeß untersucht. Da lineare Integralfunktionale von Gaußprozessen wieder
gaußsch sind, gelingt in diesem Fall der Vergleich mit der exakten Dichte. Außerdem
werden Untersuchungen an Integralfunktionalen von schwach korrelierten Simulations-
prozessen durchgeführt. Realisierungen der Simulationsprozesse entstehen durch die In-
terpolation von generierten Zufallszahlen an äquidistanten Stützstellen. In diesem Fall
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ist eine Berechnung der exakten Dichtefunktion des Integralfunktionals nicht ohne wei-
teres möglich. Es bleibt nur der Vergleich der Approximationen mit der empirischen
Dichtefunktion.
4.1 Integralfunktional eines ε-korrelierten Gaußprozesses
Sei fε(x, ω) mit ε ∈ (0, ε0) eine Familie zentrierter, ε-korrelierter, gaußscher zufälliger
Funktionen mit der Familie von Korrelationsfunktionen










|y − x| ≤ ε
0 sonst.
Dann ist nach [11] die Familie von Integralfunktionalen (4.1) ebenfalls normalverteilt.




F 2(x)dx 2A2 = −16 (F 2(0) + F 2(1))
3A2 = 0
4A3 = 3A22.
Für die gewählten Beispiele je nach Wahl der Kernfunktion sind in der folgenden Tabelle
die exakten Parameter und Koeffizienten aufgeführt.
Kernfunktion Er2ε
iAj ,
i = 2, j = 1, 2
F (x)=a2x










4− a22630ε6 2A1 = C1
























c ∈ R \ {0} 2A2 =− (sin(c))
2
6









für den Fall eines ε-korrelierten Gaußprozesses als Eingangsprozeß Approximationen der
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(a) F (x) = 1, Er2ε = 0.27

























(b) F (x) = x, Er2ε = 0.08514




























(c) F (x) = x2 + 2x− 1, Er2ε = 0.18758























(d) F (x) = sin 2pix, Er2ε = 0.11502
Abbildung 4.1: Differenz zwischen Edgeworth-Approximationen (4.2) sowie (4.3) und
frε(x) mit dem jeweils angegebenen zweiten Moment Er
2
ε für ε = 0.3
Die Ordnung der Approximation wird durch I bzw. II im Index gekennzeichnet.
In den Abbildungen 4.1 und 4.2 werden für eine Auswahl an Kernfunktionen F (x) die
Differenzen der Approximationen zur exakten Dichte für ε = 0.3 und diese Differenzen
für die Edgeworth-Approximation zweiter Ordnung in Abhängigkeit von ε dargestellt.
4.2 Integralfunktionale von Simulationsprozessen
4.2.1 Simulationsprozesse und empirische Dichte
Realisierungen von Simulationsprozessen entstehen durch die Erzeugung von unabhän-
gigen zentrierten Zufallsgrößen ξi(ω) an Stützstellen ai = ih, i = 0, 1, . . . , N einer äqui-




































































































(d) F (x) = sin 2pix
Abbildung 4.2: Differenz zwischen Efˆrε,II(x) und frε(x) in Abhängigkeit von ε
distanten Diskretisierung des Intervalls [0, 1] mit h = 1
N
und deren linearer Interpola-
tion mit fε(ai, ω) = ξi(ω), i = 0, . . . , N und fε(x, ω) = bˆi(x)ξi(ω) − bi(x)ξi+1(ω) für
x ∈ [ai, ai+1] und i = 0, 1, . . . , N − 1. Dabei sind bi(x) = x−aiai+1−ai und bˆi(x) = 1− bi(x).








2A2 = − 1
16
(
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und









wobei σk(x) glatte Funktionen für x ∈ [0, 1] mit Eξki = σk(ai) sind.
In den folgenden Beispielen werden die Dichteapproximationen verglichen mit der em-
pirischen Dichte. Sei I = (Iq)q∈N mit R =
⋃
q∈N
Iq eine Zerlegung der reellen Achse in
paarweise disjunkte Intervalle Iq der Länge |Iq|, so daß gilt
0 < I ≤ I <∞,
wobei I := inf
q
|Iq| und I := sup
q
|Iq| ist, dann ist die empirische Dichtefunktion für eine
konkrete Stichprobe (x1, x2, . . . , xk) definiert durch
h(I, x1, x2, . . . , xk) =
∑
q
Anzahl{i : xi ∈ Iq}
k|Iq| 1Iq
Für eine absolut stetige Zufallsgröße gilt der folgende in [10] angegebene Satz.
Satz 4.1
SeiX1, X2, . . . eine Folge unabhängiger Zufallsgrößen, die identisch wie die absolut stetige
ZufallsgrößeX mit Dichtefunktion f verteilt sind. Sei (In)n≥1 eine Folge von Zerlegungen
der reellen Achse, so daß
In → 0 und n In →∞ für n→∞.
Dann konvergiert in jedem Stetigkeitspunkt x von f die empirische Dichtefunktion gegen
f(x), d. h. es gilt
lim
n→∞
h(In, X1, X2, . . . , Xn)(x) = f(x) in Wahrscheinlichkeit.
4.2.2 Numerische Beispiele für lineare Integralfunktionale von Simulations-
prozessen
Für die folgenden Beispiele sei der Einfachheit halber stets angenommen, daß σk(x) ≡ σk
für x ∈ [0, 1], d. h. insbesondere die k-ten Momente der ξi(ω) sind unabhängig von i.
Dann gibt die folgende Tabelle je nach Art der Kernfunktion die Charakteristiken an.
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Kernfunktion
iAj
F (x) = a2x


















ai ∈ R 2A2 = − 116
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F (x) = sin(cx) 2A1 =
c−cos c sin c
4c σ2




2−cos c(sin c)2−2 cos c
12c σ3
4A3 − 3A22 = 3c−2(sin c)





Für die Verteilung der Zufallsgrößen ξi, i = 0, 1, . . . , N werden in den folgenden Fallstu-
dien die in der nachfolgenden Tabelle aufgeführten Verteilungen betrachtet.
Verteilung ξi, σ2 σ3 σ4
i = 0, 1, . . . , N
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verglichen jeweils mit der empirischen Dichtefunktion, die sich aus 100000 Simulations-
läufen ergibt.





















(a) F (x) = 1





















(b) F (x) = x






















(c) F (x) = x2 + 2x− 1























(d) F (x) = sin 2pix
Abbildung 4.3: Vergleich der empirischen Dichte mit den Approximationen für Simula-
tionsprozesse mit Zufallsgrößen einer Gleichverteilung in [−5, 5] für verschiedene Kern-
funktionen F (x)
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In den Abbildungen 4.3, 4.4 und 4.5 ist zu erkennen, daß durch alle Approximationen
die Dichte um das Dichtemaximum gut abgebildet werden. Die Edgeworth-Entwicklung
erster Ordnung fällt dabei leicht hinter den anderen Approximationen ab. Dies zeigt
auch, daß die Edgeworth-Entwicklung zweiter Ordnung eine verbesserte Approximati-
on darstellt. In den Fällen, in denen eine NIG-Approximationsdichte angegeben werden
kann, wird eine gute Übereinstimmung mit der empirischen Dichte festgestellt. Vor-
teil dieser Approximation ist, daß die Approximationsdichte tatsächlich eine Dichte ist
und Bereiche mit negativer Approximation, wie sie bei der Edgeworth-Entwicklung auf-
treten können – nicht möglich sind. Jedoch sind die angegebenen Bedingungen an die
Kumulanten, bzw. deren Approximationen, sehr streng, so daß in vielen Fällen eine
NIG-Approximationsdichte nicht angebbar ist. Die Edgeworth-Entwicklung läßt sich im
Gegensatz dazu bei allen betrachteten Beispielen angeben.























(a) F (x) = 1






















(b) F (x) = x




















(c) F (x) = x2 + 2x− 1


























(d) F (x) = sin 2pix
Abbildung 4.4: Vergleich der empirischen Dichte mit den Approximationen für Simula-
tionsprozesse mit Zufallsgrößen einer zentrierten Exponentialverteilung mit λ = 0.6 für
verschiedene Kernfunktionen F (x)
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(a) F (x) = 1

























(b) F (x) = x


























(c) F (x) = x2 + 2x− 1























(d) F (x) = sin 2pix
Abbildung 4.5: Vergleich der empirischen Dichte mit den Approximationen für Simu-
lationsprozesse mit Zufallsgrößen einer χ2-Verteilung mit m = 3 Freiheitsgraden für
verschiedene Kernfunktionen F (x)
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A Generalized Bivariate Ornstein-Uhlenbeck Model
for Financial Assets
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Technische Universität Chemnitz, Fakultät für Mathematik,
09107 Chemnitz, Germany
Abstract
In this paper, we study mathematical properties of a generalized bivariate
Ornstein-Uhlenbeck model for financial assets. Originally introduced by Lo and
Wang, this model possesses a stochastic drift term which influences the statistical
properties of the asset in the real (observable) world. Furthermore, we generali-
ze the model with respect to a time-dependent (but still non-random) volatility
function.
Although it is well-known, that drift terms – under weak regularity conditions –
do not affect the behaviour of the asset in the risk-neutral world and consequently
the Black-Scholes option pricing formula holds true, it makes sense to point out
that these regularity conditions are fulfilled in the present model and that option
pricing can be treated in analogy to the Black-Scholes case.
Keywords: generalized Ornstein-Uhlenbeck process, financial analysis, option pri-
cing, Black-Scholes formula, hedging
MSC2000 classification scheme numbers: 60G15, 60G44, 91B28
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1 Introduction
We consider the price Pt of a financial asset during the time interval [0, T ]. By pt the
logarithm of the asset price is denoted, pt = lnPt. The basis for the model which is
analysed in this paper forms the Bivariate Trending Ornstein-Uhlenbeck model of Lo
and Wang, introduced in [3]. The logarithm of the asset price pt is assumed to have a
linear deterministic trend µt. Then it is convenient to introduce the process
qt := pt − µt, (1.1)
and to consider the stochastic properties of the centered (detrended) log-price process
qt.
Uncertainty is modelled by means of a complete filtered probability space (Ω,F ,P).
Additionally, we consider a filtration (Ft)t∈[0,T ] satisfying the usual conditions (see for
instance [4]). The Bivariate Trending Ornstein-Uhlenbeck model of Lo andWang assumes
that qt satisfies the following pair of stochastic differential equations,
dqt = − (γqt − λXt) dt+ σ dW qt
dXt = −βXt dt+ σX dWXt ,
(1.2)
where γ ≥ 0, λ ≥ 0, β ≥ 0, σ > 0, µ ∈ R and σX > 0 are real-valued parameters, the
initial conditions q0 = cq, X0 = cX hold andW q andWX are correlated Wiener processes







As a motivation for considering this model Lo and Wang argue that empirical observa-





show certain correlation patterns,
which means that the classical Black-Scholes model is inappropriate for describing the
price process of these assets. For a detailed discussion and further properties it is referred
to [3]. In this paper, the aim consists only in the description of the mathematical pro-
perties, namely in the explicit solution of the defining stochastic differential equations
and in the problem of pricing European call options written on a corresponding asset.
The process Xt which influences the stochastic drift component of qt is some underlying
process, which may also be relevant for other assets. It should be noted, that if one is
not able to observe it, one could also consider a scaled version Xˆt := 1σXXt. This process
Xˆt satisfies the stochastic differential equation
dXˆt = −βXˆt dt+ 1 dWXt






dt+ σ dW qt
dXˆt = −βXˆtdt+ 1 dWXt
(1.3)
with initial conditions q0 = cq and Xˆ0 = cˆX .
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However, in this paper we consider the model in the form (1.2). We restrict our consi-
derations to the case of independent Wiener processes W q and WX , i.e. κ = 0. On the
other hand with respect to several effects in option pricing we are interested in a more
general behaviour of the asset prices with respect to the risk neutral measure as the con-
stant volatility coefficient σ would admit. Therefore we generalise this model inasmuch
as we allow the volatility σ to be time-dependent (but still non-random).
Furthermore, in order to allow a scaling of the prices (which plays the role of adjusting
the monetary unit) we introduce an additive constant a to qt. Obviously, this leads to a
multiplication of the asset prices by exp(a).
Summarising, the model which is in the focus of this paper is described by
Model 1.1 We assume that the detrended log-price process
qt := lnPt − µt− a (1.4)
of a tradable financial asset satisfies
dqt = − (γqt − λXt) dt+ σ(t) dW qt
dXt = −βXtdt+ σX dWXt .
(1.5)
with µ, a ∈ R, γ ≥ 0, λ ≥ 0, β ≥ 0 and a time-dependent, continuous volatility function
σ(t) with σ(t) > 0 , 0 ≤ t ≤ T . The initial values q0 = cq and X0 = cX are assumed to
be stochastic variables with finite second order moments, i. e.,
Ec2q <∞ and Ec2X <∞ .
Furthermore, we assume the vector (cq cX)T , which contains the initial values of the
processes qt and Xt, and the Wiener processes W q, WX to be mutually independent.
Using Itôs Lemma it can be easily shown that under the assumptions of Model 1.1 the
price process itself satisfies the stochastic differential equation
dPt =
(




Pt dt+ σ(t)Pt dW
q
t , (1.6)
with initial condition P0 = exp(a+ cq) .
2 Solution of the stochastic differential equation
As model 1.1 leads to a system of linear stochastic differential equations, the solution
can easily be derived. This will be done in this section, we will prove the existence and
uniqueness of the solutions qt and Xt , t ∈ [0, T ] of (1.5). To do this, we combine the
processes qt and Xt into an R2-dimensional random process Yt and the independent
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with initial value Y0 = c := (cq cX)T , which is a linear stochastic equation in the narrow








is measurable and bounded on [0, T ]. Thus, Theorem 8.1.5 of [1] implies that for every
initial value c there exists a unique solution Yt of (2.1).





e(t−s)AB(s) dWs , (2.2)







In order to compute the exponential of the matrix A it is necessary to consider the two
cases γ 6= β and γ = β separately.
1. For γ 6= β the matrix A can be diagonalised, i. e., there exists an invertible matrix




0 γ − β
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2. For the situation γ = β the matrix A is a multiple of a 2× 2 Jordan block. Thus,
























Thus, the processes qt and Xt are given by
qt =e
−γt cq + λte−γ t cX + λσX
∫ t
0
(t− s)e−γ(t−s) dWXs +
∫ t
0
σ(s) e−γ(t−s) dW qs
Xt =e




Clearly, if c = (cq cX)T is normally distributed (or non-random) the vector process
(qt Xt)
T is Gaussian.
3 Pricing of European Call Options
We consider now an European vanilla call option C with strike K and expiry T , i. e.,
C := max{PT −K, 0}. We are interested in the fair price of this option at the time point
t ∈ [0, T ]. As in the Black-Scholes model, besides the tradable asset of Model 1.1 a bond,
whose price process is given by Bt = exp(rt) shall exist.
We introduce the Black-Scholes function UBS as follows.
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Definition 3.1
For parameters P˜ > 0, K > 0, r ≥ 0, τ ≥ 0 and s ≥ 0 the Black-Scholes function is
defined as
UBS(P˜ , K, r, τ, s) :=

P˜Φ(d1)−Ke−rτΦ(d2) if s > 0
max
(
P˜ −Ke−rτ , 0
)









+ rτ + s
2√
s
, d2 := d1 −
√
s .





σ2(u) du t ∈ [0, T ] .
It is well-known that the option price formula derived from the Black-Scholes model is
unaffected by the drift term of the underlying asset. As long as the logarithm of the price
process of the underlying satisfies the stochastic differential equation
d lnPt = µ(·) dt+ σ(t) dWt ,
the fair price of a European call option with payoff max{PT −K, 0} at maturity T at a
time point t ∈ [0, T ] is given by
C(t, Pt) = UBS (Pt, K, r, T − t, S(T )− S(t)) . (3.2)
While in the Black-Scholes model µ is assumed to be a constant it is well-known that
µ(·) can be a stochastic process, depending on Pt itself as well as on other stochastic
influences, which fulfil mild regularity conditions. In the remaining part of this section
we show that in the considered Model 1.1 the fair option price is indeed given by (3.2).
In general, the initial values q0 = cq and X0 = cX are assumed to be stochastic variables.
For the sake of simplicity here we restrict to the case where cq and cX are deterministic
quantities, which are chosen to be zero. It should be mentioned, that as Xt is in general
not observable the assumption about X0 is a slight restriction of the model. However,
the following considerations can be generalised straightforwardly to the case of stochastic
initial conditions. Moreover, we concentrate to the fair option price at time point t = 0.
The generalization to times t ∈ [0, T ] is also straightforward.
In a first step, we show that there exists an admissible self-financing strategy duplica-
ting the call option. The existence of such a strategy can be shown under very general
assumptions, for instance as long as the asset price is modelled by
dPt = σ(t)Pt dW
q
t + Pt dZt
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where σ(t) is a continuous function and Zt is a continuous random process of zero square
variation, possibly dependent on P , fulfilling weak regularity conditions. For details see
[5].














 t < T
max(x−K, 0) t = T
= UBS (x,K, r, T − t, S(T )− S(t)) .
We consider the trading strategy consisting at time t of
at := Cx(t, Pt)
shares of the asset and
bt := e
−rt (C(t, Pt)− PtCx(t, Pt))
units of the bond. Then the processes at and bt possess continuous realisations, which
implies ∫ T
0
|bt| dt <∞ a. s. and
∫ T
0
|atPt|2 dt <∞ a. s.
Concerning the wealth process V (t, Pt), defined by
V (t, Pt) = atPt + bt exp(rt)
it yields
V (t, Pt) = PtCx(t, Pt) + C(t, Pt)− PtCx(t, Pt)
= C(t, Pt) .
It can be shown by elementary considerations that V (t, Pt) ≥ 0 holds. Obviously, the
trading strategy has a. s. the same final value V (T, PT ) as the call option which is to
valuate.
Applying Itô’s Lemma we obtain
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x2σ2(t)Cxx + rxCx − rC = 0
and consequently







r (C(s, Ps)− PsCx(s, Ps)) ds






r bs exp(rs) ds ,
which proves that the considered trading strategy is self-financing.
It is important to remark that the hedging strategy (at, bt)t∈[0,T ] is even adapted to the
filtration
(FPt )t∈[0,T ] (the augmented filtration generated by the process P ). From this
fact it follows that in order to perform the hedging strategy at the time point t it is not
necessary to know the value of Xt.
By finding the hedging strategy, the main work for calculating the fair option price is
done. From easy non-arbitrage arguments one usually concludes that this fair price is the
value of the hedging strategy, i.e., the fair option price at time t is equal to C(t, Pt), which
would prove our assertion. However, a more careful consideration has to take into account
the fact that even in the classical Black-Scholes model there are still some pathological
strategies (namely the so-called suicide strategies) which make things complicated. To be
precise, in many situations there exists self-financing admissible strategies with arbitrary
starting value V0 > 0 and VT ≡ 0 a. s.




x ≥ 0 : there exists an admissible self-financing duplication




In order to check that our strategy (at, bt) considered above leads to the correct option
price, i. e.,
c0 = C(0, P0) (3.4)
it is sufficient to show that its discounted wealth process e−rtV (t, Pt) follows a martingale
with respect to a martingale measure Q equivalent to P (i.e., a measure Q under which the
discounted asset price process e−rtPt follows a martingale). To prove the latter statement
let us assume for the moment that we have found such a measure. Clearly, Definition (3.3)
implies c0 ≤ a0P0 + b0. On the other hand it is easy to show that the discounted wealth
process of any admissible self-financing duplication strategy (a˜t, b˜t) is a non-negative
local martingale and consequently a supermartingale. This leads to




a˜TPT + b˜T e
rT
))









aTPT + bT e
rT
))
= a0P0 + b0




and therefore c0 ≥ a0P0 + b0, which
leads to c0 = a0P0 + b0.
It remains to show that there exists an equivalent martingale measure and that the
discounted trading strategy introduced at the beginning of this section is a martingale
with respect to this measure.














−γpt + γµt+ γa + λXt + µ+ σ2(t)2 − r
σ(t)
. (3.5)











form a two-dimensional Wiener process with respect to the measure Q defined by
Q(A) = E(1AZT ) (A ∈ FT ) .








is fulfilled for some δ > 0 (c. f. [2][Chapter 6.2]). Then, using the Novikov condition the
martingale property of Zt can be proven. In [2][Chapter 6.2] it is also shown that in case
of Gaussian processes αt with
sup
t≤T
E|αt| <∞ and sup
t≤T
D2αt <∞
Condition (3.6) holds true. From the considerations of Section 2 it is clear that the
process γt defined in (3.5) is such a Gaussian process.
Under the measure Q the asset price has the dynamics
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and clearly Q is a (not the unique one) martingale measure.
Finally, it remains to show that the discounted value process e−rtVt is a honest Q-





= −re−rtVt dt+ e−rt dVt









which shows that e−rtVt is a local Q-martingale. A continuous non-negative local mar-
tingale is always a supermartingale. Performing an elementary calculation (which is the
same as done during the calculation of the classical Black-Scholes formula using the
expectation in the risk neutral world) one gets
EQe
−rTVT = V0 ,
which proves that e−rtVt is a honest martingale. Thus, the fair option price at time t = 0
is given by (3.4). The proof of this property was the aim of this section.
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Zusammenfassung
In Banken wird zunehmend das Modell von Markowitz zur Portfoliooptimierung
als verkaufsförderndes Instrument verwendet. Dieses Modell stellt jedoch lediglich
eine theoretische Grundlage zur Portfoliobildung dar, berücksichtigt jedoch keine
Transaktionskosten oder Besonderheiten von Kleinanlegern.
Es wird in die Thematik der Portfoliooptimierung eingeführt und mit Hilfe
praktischer Überlegungen zur Kostenstruktur eine Modellwelt zur Ermittlung des
erwartenen (Nutzen des) Endvermögens entwickelt. Dabei wird das Black-Scholes-
Modell verwendet um in Simulationen Handlungsempfehlungen unter Berücksich-
tigung besonderes Eigenschaften von Kleinanlegern herauszuarbeiten und den Ein-
fluss von Kosten auf das Endvermögen zu analysieren. Zur Bestimmung optimaler
Portfolios kommt die Martingalmethode zur Lösung eines dynamischen Optimie-
rungsproblems zum Einsatz.
Schlagworte: Portfoliooptimierung, Portfolio Selection, Markowitz, dynamische Op-
timierung, Martingalmethode, Transaktionskosten, Kleinanleger
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1 Einführung
Harry Markowitz beschäftigte sich schon vor über 50 Jahren mit der Portfoliokonstruk-
tion und entwickelte daraus die moderne Portfoliotheorie, bei der der Zusammenhang
zwischen Rendite und Risiko im Vordergrund steht. Der Grundgedanke besteht in der
breiten Diversifikation des Vermögens durch Investition in mehrere Investmentklassen.
Sein Artikel “Portfolio Selection” erschien 1952. Es wurden komplexe Berechnungsmetho-
den zur Ermittlung effizienter Portfolios entwickelt. Dabei ist jeweils eine hohe Rendite
bei möglichst geringem Risiko das Ziel eines Anlegers.
Viele Banken, so auch die Deutsche Bank, werben besonders seit dem Kursrückgang
im Jahre 2000 mit Anlageformen, die auf dieser Portfoliotheorie basieren, wobei diese
zunehmend als verkaufsförderndes Instrument verwendet wird. Dabei zielen die Banken
nicht nur auf große Vermögen ab, sondern streben vielmehr auch die Anwendung für
Kleinanleger mit geringem Geldvermögen an (vgl. [1]).
Bei der Portfoliobildung mit geringem Geldvermögen müssen Besonderheiten von Klein-
anlegern berücksichtigt werden. Dazu gehört unter anderem die Risikoaversion bei der
Investition auf Grund der Liquiditäts- und Notfallreserven, die für Anleger mit besonders
geringem Vermögen und niedrigen Einkommen eine entscheidende Rolle spielen.
Die Empfehlungen der Deutschen Bank in [1] müssen kritisch betrachtet werden, da die
Portfoliotheorie oftmals nur unvollständig dargestellt und um wesentliche Teile gekürzt
wurde.
Dieser Artikel soll die Portfoliooptimierung und das von Markowitz entwickelte Modell
vorstellen, und besonders für Kleinanleger mit hoher Risikoaversion optimale Portfoli-
os und Empfehlungen für die Investition entwickeln. Dazu sollen dynamische Portfo-
liostrategien, die den erwarteten Nutzen des Investors maximieren, untersucht werden.
Weiterhin werden Depot- und Transaktionskosten einbezogen, welche im idealisierten
Modell vernachlässigt werden. Sie haben Einfluss auf die Struktur des Portfolios, die
Portfoliorendite und damit das Vermögen von Kleinanlegern auf Grund von Fixkosten.
Schließlich soll eine neue flexible Strategie vorgestellt werden, die vom klassischen Fall der
Umschichtung in zeitlich fixierten, von vornherein festgelegten Zeitpunkten abweichen.
Für genauere Herleitungen wird auf die Diplomarbeit [14] verwiesen, in der detailiertere
Ausführungen zur hier behandelten Thematik gemacht werden.
2 Grundlagen der Portfoliooptimierung
In diesem Abschnitt sollen grundlegende Dinge zur Portfoliooptimierung nach Markowitz
und dem CAPM vorgestellt werden. Dazu werden einige wichtige Begriffe eingeführt und
Zusammenhänge dargestellt, die für die späteren theoretischen Erarbeitungen nötig sind.
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2.1 Modell von Markowitz und CAPM
Das CAPM (Capital Asset Pricing Model) ist ein Modell zur Erklärung des Marktgleich-
gewichtes. Es führt die Grundüberlegungen von Harry Markowitz fort und erweitert des-
sen Modell, das verschiedene Anlageformen anhand von Erwartungswert und Varianz
der Anlagerendite beurteilt. Beispielsweise führt es die risikolose Anlageform des Bonds
ein und beantwortet mit Hilfe des so genannten Marktportfolios die Frage, in welches
Portfolio investiert werden sollte. Die Frage nach der “besten” Anlageform unter den
extrem vielseitigen Möglichkeiten des Finanzmarktes und die Frage nach deren Investi-
tionsumfang wird auch als Portfolio-Selection bezeichnet.
Im Folgenden wird nicht mehr zwischen dem Modell von Markowitz und den Erweite-
rungen durch das CAPM unterschieden, da die konkrete Zuordnung verschiedener Er-
kenntnisse zu einem der Modelle nicht immer eindeutig ist.
Bemerkung 2.1 Die Ausführungen im gesamten Abschnitt sind allgemein bekannt
und werden hier je nach Bedarf auf die Arbeit angepasst und hergeleitet. Für Details
wird auf [5] verwiesen.
Den Ausgangspunkt aller Untersuchungen zur Portfoliooptimierung bildet ein Investor
mit einem bestimmten Startkapital x, der über einen gewissen, frei wählbaren Anlage-
zeitraum [0, T ] in verschiedenste Finanzprodukte investieren möchte.
Seien n verschiedene Anlagen (A0, . . . , An) gegeben, in die investiert werden kann. Diese
haben im Zeitpunkt t ∈ [0, T ] die Werte S0(t), S1(t), . . . , Sn(t). Asset A0 ist dabei eine
risikolose Anlage (Bond), A1, . . . , An sind riskante Assets.
Die Begriffe Bond, risikolose Anlage, risikofreie Anlage und sicheres Asset werden in
dieser Arbeit als Synonyme benutzt. Dabei ist eine Anlageform gemeint, deren Rendite
nicht zufällig ist.
Der in Ai investierte Vermögensanteil zur Zeit t wird mit πi(t) bezeichnet. Durch Mi-





, ∀i = 0, . . . , n, t ∈ [0, T ],
wobei Ni(t) die Anzahl der gehaltenen Assets Ai und X(t) =
n∑
i=0
Ni(t)Si(t) der Wert des
Portfolios ist. Es gilt
n∑
i=0







Der Prozess X(t) (t ∈ [0, T ]) mit Startwert x = X0 wird auch Vermögensprozess genannt
und beschreibt die Entwicklung des Vermögens in Abhängigkeit der Zeit (vgl. Abschnitt
4.3). Um die Abhängigkeit vom Portfolio π deutlich zu machen, wird dieser mitunter
auch mit Xπ(t) bezeichnet.
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Bemerkung 2.2 Es wird gefordert, dass πi(t) ≥ 0 ∀i = 1, . . . , n gilt. Positive An-
teile πi(t) der Anlagen bedeuten, dass die Anlage gekauft wurde. Im Falle von πi(t) <
0 für ein i wird von Leerverkäufen gesprochen.
Das Modell von Markowitz arbeitet mit dem Begriff der Rendite ri(t) (vgl. [5]).
Definition 2.3




, ∀ i = 0, . . . , n, t ∈ [0, T −△t], △t ≥ 0.
Bemerkung 2.4 Meist wird die Jahresrendite, d. h. ri(t) mit △t = 1, betrachtet.
Dabei sei △t im Folgenden fixiert. Bei Verwendung des Black-Scholes-Modells sind die
Renditen ri(t) für alle Zeitpunkte t ∈ [0, T − △t] identisch verteilt angenommen (vgl.
dazu Satz 4.10). Daher wird oft nur ri statt ri(t) geschrieben.
Definition 2.5
Sei ri die Rendite der Anlage Ai, i = 1, . . . , n. Mit µ
r
i := E(ri) wird die erwartete
Rendite der Anlage Ai bezeichnet. Außerdem wird
crij =
{




2, , i = j.
definiert. µr = (µr1, . . . , µ
r
n)




Bemerkung 2.6 1. Da die Verteilung von ri(t) bei Verwendung des Black-Scholes-
Modells zeitunabhängig ist, sind auch µr und Cr nicht zeitabhängig.
2. Das Transponieren eines Vektors bzw. einer Matrix wird durch xT bzw. CT verdeut-
licht.
3. Die risikolose Anlage A0 geht nicht in den Vektor µr und die Matrix Cr ein. Die
Rendite dieser Anlage µr0 =: r
r wird als risikoloser Zins bezeichnet.
4. Die Matrix Cr ist als Varianz-Kovarianzmatrix symmetrisch. Es wird weiterhin an-
genommen, dass die Matrix positiv definit ist. Sollte dies nicht der Fall sein, sind die
Assets fast sicher (affin) linear abhängig und so kann ein Asset aus den Untersuchungen
entfernt werden (vgl. [2]).
Der folgende Satz behandelt die Zusammensetzung des Erwartungswertes und der Vari-
anz der Rendite. Es wird π0(t) ≡ 0, ∀t ∈ [0, T ] vorausgesetzt (Beweis: vgl. [14]).
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Satz 2.7
Sei µr der Erwartungswertvektor und Cr die Varianz-Kovarianzmatrix der Renditen von
Ai, i = 1, . . . , n. Sei weiterhin π(t) ein Portfolio mit
n∑
i=1
πi(t) = 1, ∀t ∈ [0, T ].
















Da π innerhalb gewisser Grenzen beliebig gewählt werden kann, entsteht eine Vielzahl
von möglichen Portfolios und damit verbundenen µrπ − σrπ-Kombinationen.
2.2 Zulässige Menge und Marktportfolio
Wie beschrieben, möchte der Investor in n gegebene Anlagen investieren. Ziel ist es dabei,
eine Mischung dieser Assets zu bilden, so dass das Kapital möglichst günstig (gemäß
bestimmter Zielkriterien) angelegt wird. Dabei ist prinzipiell eine beliebige Mischung der
verschiedenen Anlageformen möglich, wobei zunächst keine Betrachtung von Portfolios
mit der risikolosen Anlage erfolgt. Leerverkäufe werden hierbei weiterhin ausgeschlossen.
Die folgende Definition führt den Begriff der zulässigen Menge ein:
Definition 2.8
Sei π(t) ein Portfolio aus Assets Ai, i = 1, . . . , n und µ
r und Cr wie in Definition 2.5.
Die Menge
Z = {(σrπ, µrπ) : σrπ =
√
π(t)TCrπ(t), µrπ = π(t)




wird als zulässige Menge bezeichnet. Dabei sei t ∈ [0, T ] beliebig.
Die zulässige Menge bildet für zwei Wertpapiere den Teil einer Parabel, wenn die Korre-
lation ρrij der beiden Assets im Intervall [−1, 1) liegt. Durch die Mischung zweier Wertpa-
piere wird also das Risiko σrπ des Portfolios gegenüber der gewichteten Summe der Risiken
der einzelnen Wertpapiere gesenkt. Dieser Effekt wird als Diversifikation bezeichnet und
kommt durch die Berücksichtigung der Kovarianzen der Wertpapiere zustande. Werden
mehr als zwei Wertpapiere kombiniert, ergibt sich eine zulässige Menge, die auf Grund
ihrer Form oft als so genannte Regenschirmmenge bezeichnet wird (vgl. Abb. 2.1). Es
gilt der folgende Satz (vgl. [5]):
Satz 2.9
Seien µr der Erwartungswertvektor, Cr die Varianz-Kovarianzmatrix wie oben definiert







ij ≤ π1(t)σr1 + . . .+ πn(t)σrn.
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Beweis.
Es gilt zunächst auf Grund der positiven Semidefinitheit von Cr:






Damit kann der Term zunächst durch Beträge ergänzt (dabei ist πi(t) ≥ 0 ∀i zu be-


















Damit folgt die im Satz angegebene Ungleichung.
Bemerkung 2.10 Die Zeitabhängigkeit eines Portfolios π wird nun nicht mehr immer
explizit angegeben. Die meisten Begriffe lassen sich auf beliebiges t ∈ [0, T ] anwenden.
Der Investor möchte in ein Portfolio der zulässigen Menge investieren. Die Beurteilung
der Portfolios diese Menge erfolgt dabei ebenfalls anhand des Erwartungswertes und der
Varianz bzw. der Standardabweichung der Portfoliorendite.
Dazu muss zunächst der Begriff eines effizienten Portfolios eingeführt werden:
Definition 2.11
Seien µr und Cr wiederum der Erwartungswertvektor und die Varianz-Kovarianzmatrix
wie oben. Ein Portfolio π = (π1, . . . , πn)
T wird effizient genannt, wenn es kein anderes
Portfolio ζ = (ζ1, . . . , ζn)
T gibt mit
(µr)Tπ ≤ (µr)T ζ sowie πTCrπ ≥ ζTCrζ,
wobei mindestens eine dieser Ungleichungen streng erfüllt ist. Gibt es hingegen ein solches
Portfolio ζ , so wird ζ dominierendes Portfolio genannt. Ein Portfolio wird ineffizient
genannt, wenn es nicht effizient ist.
Die Menge aller effizienter Portfolios bildet die effiziente Linie. Dies ist die linke obe-
re Begrenzungslinie der zulässigen Menge Z. All diese Portfolios sind also effizient. Die
Punkte dieser Linie können durch Lösung einer Optimierungsaufgabe gefunden werden.
Dabei hat jeder Investor zwei Zielkriterien: Er möchte die erwartete Portfoliorendite ma-
ximieren bei möglichst minimaler Portfoliovarianz. Diese zwei Kriterien wirken einander
i.A. entgegen. Es können verschiedene Aufgaben formuliert werden.
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(σrπ)
2 ≤ c1




Maximiert wird die erwartete Rendite des Portfolios bei vorgegebener höchstens zuläs-
siger Renditevarianz c1. Weiterhin müssen die Portfolioanteile Nichtnegativitätsbedin-
gungen erfüllen und in der Summe 1 sein. Es handelt sich dabei um ein lineares Opti-
mierungsproblem mit quadratischer Nebenbedingung. Die Lösung des Problems ist im
Allgemeinen aufwändig.










Diese wird als Varianz-Erwartungswert-Problem bezeichnet. Dabei wird die Portfoliova-
rianz minimiert bei vorgegebener erwarteter Mindestrendite c2. Dies ist eine quadratische
Aufgabe mit linearen Nebenbedingungen, für deren Lösung geeignetere Algorithmen zur
Verfügung stehen.
Seien nun µ, µ und σ gegeben durch µ = min
i=1,...,n







und σ2 sei die Varianz des varianzminimalen Portfolios. Dann sind die Parameter c1 und
c2 sinnvollerweise wie folgt zu wählen: σ2 ≤ c1 ≤ σ2, µ ≤ c2 ≤ µ.
Für jedes c1 bzw. c2 liefert die Aufgabe (2.1) bzw. (2.2) als Lösung einen Punkt der
effizienten Linie. Bei Variation dieser Werte innerhalb der Grenzen ergibt sich die gesamte
effiziente Linie.
Die Punkte der effizienten Linie dominieren einander nicht, so dass ohne weitere Kriterien
nicht entschieden werden kann, in welches dieser Portfolios investiert werden sollte. Ein
oft angewendetes Verfahren besteht nun darin, für jedes Portfolio mit µrπ und σ
r
π den







Dieser Wert wird als Sharpe-Ratio bezeichnet und gibt den Anstieg derjenigen Geraden
an, die den zum Bond gehörigen Punkt (0, rr) mit einem Punkt (σrπ, µ
r
π) der effizien-
ten Linie verbindet und drückt damit aus, wie groß die erwartete Rendite über dem
risikolosen Zins im Verhältnis zur Portfoliostandardabweichung ist.
Ziel kann es nun sein, diesen Ausdruck zu maximieren. Diejenige Gerade mit dem maxi-
malen Anstieg wird als Kapitalmarktlinie bezeichnet. Sie tangiert die effiziente Linie im
zum so genannten Marktportfolio gehörenden Punkt. Dieses wird daher mitunter auch
als Tangentialportfolio bezeichnet. Dabei ist zu beachten, dass der Tangentialpunkt ei-
gentlich nur eine µ − σ-Kombination (und kein Portfolio) ist, der ein entsprechendes
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Portfolio (das Markt- oder Tangentialportfolio) zugeordnet wird. Diese Zuordnung muss
nicht eindeutig sein. Abbildung 2.1 zeigt das dabei entstehende Bild.




























−Diagramm: Zulaessige Menge und Kapitalmarktlinie
Abbildung 2.1: Darstellung der zulässigen Menge und der daraus entstehenden Kapital-
marktlinie für drei Wertpapiere.
Das Marktportfolio ergibt sich also durch Lösung einer Optimierungsaufgabe, bei der
die Sharpe-Ratio von Portfolios der effizienten Linie maximiert wird. In Abschnitt 2.3
wird gezeigt, dass in bestimmten Situationen eine Lösung dieses Optimierungsproblems
möglich ist, so dass das Marktportfolio explizit angegeben werden kann.
2.3 Explizite Formel des Marktportfolios
Für die explizite Herleitung des Marktportfolios sollen zunächst der Begriff der Risiko-
präferenzfunktion, sowie die Indifferenzkurven eingeführt werden (vgl. [5]):
Definition 2.12
Als Risikopräferenzfunktion wird die Funktion ϕ : [0,∞)× (0,∞)→ R mit (σr, µr) 7→
ϕ(σr, µr) bezeichnet. Diese weist einem µr − σr-Paar den Nutzen oder die Attraktivität
der µ− σ-Kombination bzw. des entsprechenden Portfolios/Assets für den Investor zu.
Sehr häufig wird die Risikopräferenzfunktion ϕa(σr, µr) = µr − a
2
(σr)2 verwendet. Dabei
ist a ein Parameter, der ausdrückt, wie risikofreudig ein Investor ist. Es gilt a ≥ 0. Mit
Hilfe der Risikopräferenzfunktion lassen sich die Indifferenzkurven definieren:
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Definition 2.13
Eine Indifferenzkurve ist die Menge aller µr−σr-Kombinationen, die für den Investor den
gleichen Nutzen bzw. die gleiche Attraktivität haben. Eine solche Kurve kann dargestellt
werden als {(σr, µr) ∈ [0,∞)× (0,∞) : ϕ(σr, µr) = z} mit z ∈ R beliebig.
Diese Kurven haben bei Verwendung der obigen Funktion ϕa(σr, µr) die Form




Je weiter die jeweilige Indifferenzkurve in Nord-West-Richtung liegt, desto höher ist der
zugehörige Wert z. Die Risikopräferenzfunktion kann dafür verwendet werden, für den
Investor ein Portfolio zu ermitteln, aus dem er einen möglichst großen Nutzen zieht bzw.
welches für ihn besonders attraktiv ist.
Mit Hilfe dieser kurzen Einführung zu den Begriffen der Risikopräferenzfunktion und
Indifferenzkurven ist es nun im folgenden Abschnitt möglich, das Marktportfolio zu be-
rechnen. Dafür muss zunächst vorausgesetzt werden, dass alle Anlageformen A1, . . . , An
im Marktportfolio enthalten sind, d. h. πi > 0, ∀i = 1, . . . , n. Es wird die oben genannte












Diese gibt die Attraktivität des Portfolios für den Investor an und ist zu maximieren.
Es wird das folgende Optimierungsproblem betrachtet (vgl. dazu [5]). Bei der Berechnung
der Kennziffern µrπ und σ
r
π wird dabei auch der Bond mit einbezogen. Ziel ist es, ein










Es wird also das Maximum der Risikopräferenzfunktion ermittelt unter Verwendung der
























Es gibt dabei genau einen Wert α des Parameters a, für den die Lösung das Tangential-
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wobei im Weiteren mit 1 der Vektor (1, . . . , 1)T bezeichnet wird und
I =
{
π = (π1, . . . , πn)






Für das Vorliegen einer Maximumsstelle in der hier untersuchten Aufgabe ist die Gül-
tigkeit der folgenden Bedingung notwendig, wobei πi = 0, ∀i auszuschließen ist, da sonst
kein innerer Punkt von I vorliegt: ▽g(π) = µr − rr1− αCrπ = O.
Es gilt dann: αCrπ = µr − rr1 bzw. π = (Cr)−1 · µr−rr1
α
.
Im folgenden Abschnitt sollen nun die hier definierten Begriffe und Aussagen auf reale
Daten angewendet werden. Zunächst werden die in den Simulationen zu verwendenden
Assets vorgestellt. Weiterhin erfolgt eine Analyse der verwendeten Kosten und der Höhe
des in die verwendeten Assets investierten Vermögens.
3 Annahmen über die Anlagebedingungen
Nachdem in Abschnitt 2 die Investitionsmöglichkeiten eines Investors in der Theorie dis-
kutiert wurden, sollen nun die praktischen Voraussetzungen erarbeitet, sowie ein Über-
blick über die hier zur Verfügung stehenden Anlagemöglichkeiten gegeben werden. Dabei
wird mit dem Begriff des Returns gearbeitet, wobei Rendite und Return ineinander um-
rechenbar sind und somit die Verwendung des Returns hier unproblematisch ist.
Definition 3.1




, t ∈ [0, T −△t], △t ≥ 0, (3.1)
wobei Si(t) der Wert des Assets Ai im Zeitpunkt t ist.
Dabei wird zumeist△t = 1 gesetzt. Ri(t) entspricht dann dem Jahresreturn. Die Returns
Ri(t) sind bei Verwendung des Black-Scholes-Modells bei fixiertem △t für alle t ∈ [0, T−
△t] analog zur Rendite identisch verteilt.
3.1 Anlageuniversum
Um Untersuchungen zur Portfoliooptimierung und optimalen Strategien bei der Portfo-
lioumschichtung vornehmen zu können, ist es notwendig, sich verschiedene Assetklassen,
mit denen im Folgenden gearbeitet wird, vorzugeben. Es werden die folgenden fünf Anla-
geformen verwendet: Risikolose Anlage, Aktien- und Rentenfonds, Aktienzertifikate und
alternative Investments (Hedge-Fonds):
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Assetklasse 1 - Risikolose Anlage: Diese Assetklasse zeichnet sich durch einen fest
vereinbarten und nicht zufälligen Return aus. Dieser wird als risikoloser Zins r bezeichnet.
In der Praxis bestehen vielseitige Möglichkeiten, in diese Assetklasse zu investieren. Für
die späteren Simulationen ist es wichtig, zuverlässige Aussagen über die Höhe des Returns
zu erhalten. Diese wird aus momentan am Markt erhältlichen Zinssätzen gewonnen.
Assetklasse 2 - Aktienfonds: Unter Aktienfonds sind Fonds zu verstehen, die überwie-
gend in Aktien investieren. Diese zeichnen sich meist durch einen hohen mittleren Return
aus, unterliegen jedoch auch einem relativ hohen Risiko. Sie nutzen zumeist die Chan-
cen spezieller Märkte, haben festgelegte Anlageschwerpunkte (Länder, Branchen, etc.)
oder investieren bevorzugt in Aktien besonders umsatzstarker Unternehmen (vgl. [6]).
Als Grundlage für die Gewinnung der notwendigen Parameter µ und C werden drei Ak-
tienfonds betrachtet: DekaFonds (Deka Investmentfonds), UniFonds (Union Investment)
und DWS Investa (DWS Investments). Es wird hier davon ausgegangen, dass sämtliche
Fonds über eine Bank/Gesellschaft erworben werden. Dies ist später bei der Kalkulation
der Kosten von Bedeutung, da dabei nur ein Gesamtdepot zu berücksichtigen ist.
Assetklasse 3 - Rentenfonds: Über Rentenfonds lassen sich analoge Aussagen wie zu
Aktienfonds treffen. Es handelt sich dabei um Fonds, die überwiegend in Renten, also
in fest- und variabelverzinsliche Wertpapiere des Rentenmarktes, investieren (vgl. [7]).
Durch die Mischung von verschiedenen Produkten im Fond wird die Varianz der Ren-
dite und damit das Risiko gegenüber der gewichteten Summe der Risiken der einzelnen
Renten senken. Die Kontrolle durch das Bundesaufsichtsamt für das Kreditwesen (BA-
Kred) und das Gesetz über Kapitalanlagegesellschaften (KAGG) sorgen dabei für den
Schutz der Anleger. Insgesamt sind Rentenfonds deutlich sicherer als Aktienfonds. Für
die Ermittlung der Parameter dieser Assetklasse werden die folgenden drei Rentenfonds
herangezogen: DWS Inrenta (DWS Investments), UniEuroRenta (Union Investment),
RenditDeka (Deka Investmentfonds).
Assetklasse 4 - Indexzertifikate: Es wird zumeist davon ausgegangen, dass Kleinan-
leger vorwiegend in (Renten- und Aktien-) Fonds investieren, da dort bereits durch Mi-
schung verschiedener Renten bzw. Aktien eine Diversifikation vorliegt. Dennoch soll eine
Investition in Einzelaktien hier nicht ausgeschlossen werden. Dafür gibt es allerdings zu
vielseitige Möglichkeiten, die im Rahmen einer Simulation nicht alle erfasst werden kön-
nen. Daher wird davon ausgegangen, dass Anleger in den DAX (Deutscher Aktienindex)
investieren. Dieser enthält 30 deutsche Einzelaktien und bildet damit den Aktienmarkt in
Deutschland besser ab als wenige Einzelaktien. Durch den Erwerb von so genannten In-
dexzertifikaten ist es möglich, in den DAX tatsächlich zu investieren. Indexzertifikate sind
börsengehandelte Produkte, deren Kursentwicklung der des zu Grunde liegenden Un-
derlyings entspricht. Das Underlying ist in unserem Falle der DAX-Performance-Index.
Daher wird für die Gewinnung der Daten die Zeitreihe des DAX verwendet.
Assetklasse 5 - Alternative Investments: Unter dem Begriff der alternativen In-
vestments werden Assets zusammengefasst, die sich aus traditionellen Anlageformen ent-
wickelt haben. Sie lassen sich durch besondere Charakteristika von diesen abgrenzen. So
unterscheiden sie sich beispielsweise hinsichtlich des Returns von traditionellen Anlagen:
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Dieser kann bei alternativen Investments überdurchschnittlich sein. Typische Vertreter
sind Hedge-Fonds und Private-Equity-Produkte. Für Letztere ist es eher schwierig, hi-
storische Daten zu ermitteln, so dass diese für die Simulationen ungeeignet sind. Um die
Hedge-Fonds zu verwenden, werden zwei Indizes herangezogen und ausgewertet. Eine
Direktinvestition in einen Hedge-Fonds wird, im Hinblick auf die aktuelle Situation in
Deutschland (Investition nur über Dachfonds), ohnehin für Kleinanleger nicht empfohlen.
Hedge-Fonds zeichnen sich durch eine geringe positive oder aber negative Korrelation
zu traditionellen Anlagen aus, da sie versuchen, einen von der Marktentwicklung unab-
hängigen Return zu erzielen. Sie werden meist zu den so genannten “Absolut Return”-
Produkten gerechnet.
Als Datengrundlage werden die historischen Zeitreihen von zwei Hedge-Fonds-Indizes
(Hedge-EMN und Hedge-MS) herangezogen.
Es sollen nun die Kennzahlen dieser eingeführten Assetklassen analysiert werden. Da-
bei soll der Erwartungswert der Returns, sowie deren Varianz und Kovarianz bestimmt
werden. Diese Daten werden aus realen Kursen von 120 Monaten (vom 30.11.1994 bis
30.10.2004) gewonnen. Sie wurden den Analysen der Professur für Finanzwirtschaft und
Bankbetriebslehre (Fakultät für Wirtschaftswissenschaften, TU Chemnitz) entnommen.
Es handelt sich dabei um monatliche Daten, aus denen Jahreswerte gewonnen werden.
Aus den erwarteten Jahresreturns einzelner Vertreter der Assetklassen müssen jeweils
erwartete Returns der gesamten Assetklasse berechnet werden. Dazu wird jeweils in-
nerhalb einer Assetklasse das arithmetisches Mittel über die Daten der untersuchten
Anlagen gebildet. Es ergeben sich die folgenden erwarteten Returns:
Aktienfonds Rentenfonds Aktienzertifikate Hedge-Fonds
0.064 0.062 0.065 0.102
Der risikolose Zinssatz r wird aus momentanen risikolosen Zinsen am Markt bestimmt.
Als Anhaltspunkt dafür kann der EURIBOR (Euro Interbank Offered Rate) verwendet
werden, so dass für die Simulationen mit einem Wert von r = 2.1% gerechnet wird.
Analog dazu lassen sich aus den Zeitreihen von 1994 bis 2004 Informationen über die
Varianzen der Assets und die Kovarianzen zwischen den einzelnen Produkten gewinnen.
Dazu sind bei den Assetklassen der Renten-, Aktien- und Hedge-Fonds wiederum meh-
rere Anlagen/Indizes gegeben, die untersucht werden. Auch hier wird der Einfachheit
halber der Mittelwert der berechneten Varianzen und Kovarianzen gebildet. Eine ande-
re Berechnung war nicht ohne weiteres möglich, da die Daten nur nach Einzelanlagen
getrennt vorlagen. Die folgende Tabelle zeigt die berechnete Matrix C für die Assets.
Aktienfonds Rentenfonds Aktienzert. Hedge-Fonds
Aktienfonds 0.055888133 -0.001384667 0.0578316 0.0083438
Rentenfonds -0.001384667 0.000802267 -0.0013832 -0.0002782
Aktienzert. 0.0578316 -0.0013832 0.0628992 0.0081612
Hedge-Fonds 0.0083438 -0.0002782 0.0081612 0.0088971
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Für die Analysen ist weiterhin die Höhe des Startkapitals eines Investors zu bestimmen.
Untersuchungen dazu wird der folgende Abschnitt liefern.
3.2 Anlagevolumen
Bei den Untersuchungen zur Portfoliogröße ist es wichtig zu wissen, wie groß das durch-
schnittliche Vermögen ist, das in die oben genannten Anlageklassen investiert wird. Dazu
lässt sich eine Statistik des Statistischen Bundesamtes heranziehen, die das Geldvermö-
gen deutscher Haushalte im Jahr 2003 untersucht (vgl. [17]). Mit Hilfe dessen lässt sich
das durchschnittliche Vermögen deutscher Haushalte und dessen Aufteilung auf riskante
und risikolose Anlagen ermitteln. Für einen durchschnittlichen deutschen Haushalt erge-
ben sich die folgenden Werte, die der genannten Statistik entnommen wurden. Angegeben
wird hier außerdem die Summe des in alle betrachteten Assets investierten Vermögens:
Sparguthaben 7300 €, Aktien 2800 €, Aktienfonds 2900 €, Rentenwerte 1900 €, sonst.
Wertpapiere [...] 2800 €. Dies ergibt eine Gesamtsumme von 17700 €.
Auf Grund dieser Daten wird von einem Vermögen in Höhe von 20000 € ausgegangen.
Dabei wird jeweils etwa die Hälfte in riskante bzw. risikolose Assets investiert.
3.3 Kosten beim Handel
Interessant für praktisch relevante Untersuchungen ist die Betrachtung optimaler Portfo-
lios und Strategien unter Einbeziehung von Depot- und Transaktionskosten. Diese haben
besonders großen Einfluss bei optimalen Strategien mit konstantem Wertanteil (dies ist
beispielsweise bei der CRRA-Nutzenfunktion der Fall). Dort ist es bei Verfolgung der
optimalen Strategie notwendig, das Portfolio ständig umzuschichten, was auf Grund der
Kosten zumindest theoretisch zum sofortigen Ruin führt.
Weiterhin ist besonders bei Kleinanlegern die Höhe der Kosten relevant. Bei relativ
kleinem Startkapital und kleinem Ordervolumen sollten die Kosten die Kursgewinne
nicht übersteigen. Demzufolge haben die Kosten je nach Höhe und Gestaltung Einfluss
auf die Strategie bei der Umschichtung des Portfolios.
In verschiedenen Quellen werden im Wesentlichen drei Kostenarten beschrieben. Es wer-
den die folgenden Typen unterschieden (vgl. dazu [16]): Proportionale Kosten (Proportio-
nal zum Handelsvolumen), fixe Kosten (Proportional zum Depotvolumen) und konstante
Kosten (Feste Höhe, unabhängig vom Depot-/Handelsvolumen).
Tabelle 3.1 zeigt, welche Kosten in der Praxis für die verschiedenen Assetklassen relevant
sind. Dabei haben die jeweiligen Banken und Gesellschaften vielseitige Möglichkeiten,
Kosten zu kalkulieren, so dass die exakte Zuordnung in eine der drei Kostenarten nicht
immer gelingt. Es werden hier zwei Gruppen von Kosten unterschieden: Depotkosten
und Transaktionskosten.
Um alle in der Tabelle aufgeführten Kosten in den späteren Simulationen verwenden zu
können, müssen zunächst einige Vereinbarungen über die Höhe und die konkrete Gestal-
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risikolose Aktien- Renten- Aktien- Hedge-
Anlage fonds fonds Zertifikate Fonds
Depotkosten nein ja ja ja ja
Orderkosten nein ja ja ja ja
Ausgabeaufschlag nein ja ja nein ja
Geld-Brief-Spanne nein nein nein ja ja
Courtage nein nein nein ja nein
Tabelle 3.1: Übersicht über die Kosten der verschiedenen Assetklassen.
tung getroffen werden. Die genauen Zahlenwerte, die hier nicht aufgeführt werden, wur-
den den Analysen der Professur für Finanzwirtschaft und Bankbetriebslehre (Fakultät für
Wirtschaftswissenschaften, TU Chemnitz) entnommen und basieren auf Informationen
verschiedener Online-Anbieter (Comdirect, Consors, S-Broker) und Filialbanken (Com-
merzbank, Dresdner Bank, HypoVereinsbank, SEB Bank), Stand: Oktober/November
2004. Bei der Modellierung werden die mittleren Kosten und üblichen Methoden der
Gestaltung dieser Kosten (hinsichtlich der Zusammensetzung aus Fest-, Mindestpreisen
und prozentualen Aufschlägen) verwendet.
1. Depotkosten: Beim Handel mit Aktien, Fonds und anderen Finanzprodukten ist
ein so genanntes Depot nötig. Dieses dient dazu, die gekauften Produkte zu verwalten
und zu verwahren. Dafür fallen bei der jeweiligen Gesellschaft Depotkosten an. Das
verwaltende Institut sorgt im Gegenzug dafür, dass Zinsen, Dividenden oder andere
Gewinne rechtzeitig gezahlt werden.
Wie bereits oben erwähnt, wird davon ausgegangen, dass der Anleger alle Produkte in
einem Depot hält. Es gibt also nicht mehrere Depots bei verschiedenen Banken. Dies
spielt bei der Kalkulation der Depotkosten eine wichtige Rolle. Die Kosten für das De-
pot werden meist jährlich berechnet. Die genaue Gestaltung (Mindestpreis, Festpreis,
prozentuale Berechnung etc.) legt das jeweilige Institut fest. Möglich sind dabei u. a.
Festpreise oder Mindestpreise bei prozentualer Berechnung.
Als Depotvolumen kann das Volumen am Ende der Abrechnungsperiode angesetzt wer-
den. Praxisnäher ist jedoch, das durchschnittliche Vermögen im Depot zu verwenden.
Dafür wird täglich der Wert des Portfolios bestimmt und der Mittelwert über eine be-
stimmte Anzahl von Tageswerten gebildet. In der späteren Simulation wird trotzdem das
Endvolumen verwendet, da dies eine schnellere Umsetzung möglich macht.
Die Höhe der Depotkosten ist unabhängig von der jeweiligen Anlageform. Die risikolose
Anlage wird dabei im Folgenden nicht betrachtet, da diese kostenfrei ist.
Wichtig ist es, für beliebige Depotvolumen den Kostensatz zu ermitteln. In dieser Ar-
beit sollen dafür einige Durchschnittswerte berechnet werden, um danach mit Hilfe von
Regression eine Kostenfunktion für beliebige Depotvolumen zu erhalten. Die folgende
Tabelle zeigt die dafür ermittelten Werte.
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Depotvolumen in € < 9000 10000 12500 15000 17500 20000 25000
Durchschn. Kosten in € 14.39 14.51 15.48 17.27 19.06 20.84 24.42
Bei der Regression der gewonnenen Daten erweist es sich als günstig, eine stückweise
lineare Funktion zu verwenden. Im unteren Bereich sind die Kosten nahezu konstant,
erst ab einem bestimmten Volumen steigen sie linear an. Die Kostenfunktion wird daher
aus zwei linearen Teilregressionen zusammengesetzt.




14.366 + 0.0000096x, für x < 11074.90,
6.543514 + 0.000715027x, für x ≥ 11074.90.
2. Orderkosten: Abhängig von der jeweiligen Orderhöhe verlangt jede Gesellschaft/
Bank vom Anleger so genannte Orderkosten. Diese werden teilweise auch als Bankprovi-
sion bezeichnet und fallen bei der Order aller riskanten Produkte, sowohl für den Kauf
als auch für den Verkauf an. Meist sind diese bis zu einer gewissen Orderhöhe konstant,
danach wird zusätzlich ein gewisser Prozentsatz des Ordervolumens berechnet. Erst ab
einer bestimmten Orderhöhe fällt wiederum ein fester Betrag an.
Die konkrete Gestaltung der Kosten ist meist komplexer und wird von jedem Institut indi-
viduell festgelegt, so dass hier kein einheitliches Schema verfolgt werden kann: Es liegen
Kombinationen von Fest- und Mindestpreisen, prozentualen und Festpreisabstufungen
vor. Daher ist es nicht möglich, für die Simulationen ein Kostenmodell zu entwickeln,
das all diesen Möglichkeiten gerecht wird. Das Vorgehen erfolgt daher analog zu dem der
Depotkosten. Es bietet sich daher hier die Verwendung von durchschnittlichen Kosten
an. In der folgenden Tabelle sind für verschiedene Ordergrößen die durchschnittlichen
Kosten angegeben.
Ordervolumen in € <2000 3000 5000 6000 8000 10000 12000 15000
Durch. Kosten in € 19.10 21.71 32.97 39.37 51.17 62.97 75.27 92.97
Mit Hilfe dieser Durchschnittswerte ist es nun wieder möglich eine Regression durchzu-
führen, um Rückschlüsse auf die gesamte Kostenfunktion zu erhalten. Auch hier scheint
es sinnvoll, die Kostenfunktion aus zwei linearen Teilstücken zusammenzusetzen. Die
ermittelte Regressionsfunktion hat die folgende Gestalt (abhängig vom Ordervol. x):
KO(x) =
{
19.1, x < 2610.95,
3.523432 + 0.005962135x, x ≥ 2610.95.
3. Ausgabeaufschlag: Der Ausgabeaufschlag ist für Fonds zu zahlen. Er wird meist als
fester Prozentsatz vom Rücknahmepreis berechnet. Einige Gesellschaften bieten mitt-
lerweile auch Fonds ohne Ausgabeaufschlag an, so genannte “no load fonds”. Diese sind
besonders bei einer häufigen Umschichtung des Vermögens zu empfehlen. Sie zeichnen
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sich jedoch nicht durch geringere, sondern höhere Gesamtkosten aus. Der Ausgabe-
/Verkaufspreis unter Berücksichtigung des Aufschlages kann wie folgt berechnet werden:
Ausgabepreis = Rücknahmepreis +
Rücknahmepreis · Ausgabeaufschlag in Prozent
100
.
In den Zeitreihen, die zur Bestimmung des erwarteten Returns und der Varianzen und
Kovarianzen verwendet werden, wird stets der Rücknahmepreis angegeben. Dementspre-
chend erhalten wir später in den Simulationen ebenfalls den Rücknahmepreis als simulier-
ten Kurs. Die Höhe des Aufschlages kann beispielsweise von Art und Anlageschwerpunkt
des Fonds, aber auch von der jeweiligen Gesellschaft abhängen. Auf der Grundlage der
Angaben verschiedener Gesellschaften wird ein Ausgabeaufschlag von 5 % bei Aktien-
fonds, 3 % bei Rentenfonds und 4 % bei Hedge-Fonds angenommen.
4. Geld-Brief-Spanne: Die so genannte Geld-Brief-Spanne muss in die Kostenkalkula-
tion der Aktienzertifikate und Hedge-Fonds einfließen. Soll ein Produkt gekauft werden,
so wird dabei der Briefkurs (Verkaufskurs der Bank) fällig. Wird hingegen ein Produkt
verkauft, so zahlt die Bank den Geldkurs (Rücknahmekurs der Bank). Daher ist der Geld-
kurs im Allgemeinen niedriger als der Briefkurs. Die Differenz zwischen diesen beiden
Kursen wird als Geld-Brief-Spanne oder Spread bezeichnet.
Auf Grund von Analysen von Produkten verschiedener Gesellschaften wird eine Geld-
Brief-Spanne von 5 % für Hedge-Fonds und 0.07 % für DAX-Zertifikate verwendet.
5. Courtage: Die Courtage wird gezahlt beim Kauf und Verkauf börsengehandelter
Produkte; hier also nur bei der Klasse der Aktienzertifikate. Die Courtage besteht meist
aus einem Mindestbetrag und berechnet sich darüber hinaus prozentual. Abhängig vom
Ordervolumen wird jeweils mit Kosten in Höhe von 1 % gerechnet.
3.4 Kleinanleger
Aufgabe dieses Abschnittes ist die Charakterisierung von Kleinanlegern als Zielgruppe
für die Portfoliooptimierung im Bereich niedrigen Risikos. Es sollen dazu einige wichtige
Eigenschaften zusammengetragen und deren Berücksichtigung erläutert werden.
Kleinanleger haben meist ein geringes Startkapital. Da die Kosten für kleine Depot-
und Ordervolumen fest sind, hat dies einen Einfluss auf das Endvermögen. Daher sollte
die Höhe der Kosten für ein kleines Startkapital x betrachtet und die Möglichkeit der
Kostensenkung abgeschätzt werden. Letzteres kann in [14] nachgelesen werden.
Auf Grund des so genannten Hausbankprinzips gibt es Einschränkungen bei der Ko-
stensenkung durch einen Bankwechsel. Besonders Kleinanleger haben oft nur Vertrauen
in die jeweilige Hausbank und scheuen einen Wechsel. Es ist davon auszugehen, dass
hohe Kosten eher akzeptiert werden als ein Bankwechsel, so dass gewisse Grenzen bei
den Möglichkeiten zur Kostensenkung bestehen. Daher ist die Verwendung von durch-
schnittlichen Kosten gerechtfertigt.
Der Kleinanleger ist im Allgemeinen eher risikoscheu. Es wird oft nur ein sehr geringes
Gesamtrisiko toleriert, da die Erhaltung des Startkapitals zur Sicherung von Lebensri-
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siken sehr wichtig ist. Die Risikoscheue eines Investors kann über den Anteil riskanter
Assets am Gesamtvermögen gesteuert werden.
Um das Risiko eines Totalverlustes des Kapitals bei Investition zu verhindern bzw. in
akzeptablen Grenzen zu halten, ist es weiterhin möglich, bei der Portfoliooptimierung
zusätzliche Risikonebenbedingungen einzubeziehen. Dieser Aspekt wird in dieser Arbeit
allerdings nicht verfolgt.
Der folgende Abschnitt wird nun einige theoretische Resultate herleiten, die für das
weitere Vorgehen benötigt werden.
4 Herleitung optimaler Portfolios
In diesem Abschnitt sollen nun wichtige theoretische Grundlagen zur Stochastik und Be-
stimmung optimaler Portfolios hergeleitet werden. Dabei werden stochastische Grund-
begriffe und das Black-Scholes-Modell, sowie die Handelsstrategie und der Vermögens-
prozesses eingeführt. Es erfolgt weiterhin einer Herleitung optimaler Portfolios unter
Verwendung von Nutzenfunktionen durch Lösung des so genannten Portfolioproblems.
In einem letzten Abschnitt wird schließlich eine neue Strategie zur Portfolioumschichtung
vorgestellt.
4.1 Begriffe und Definitionen
Zunächst sollen nun einige wichtige Grundlagen und Begriffe der Stochastik eingeführt
werden. Die folgenden Definitionen wurden teilweise aus [12] entnommen oder in Anleh-
nung daran formuliert. Wichtige Definitionen können beispielsweise auch in [9] oder [18]
nachgelesen werden.
Die Kenntnis der Begriffe eines Wahrscheinlichkeitsraumes (Ω,F,P), einer Zufallsgröße
Y , deren Messbarkeit, sowie der Begriff einer Filtration werden als bekannt vorausgesetzt.
Ausgehend davon ist die Definition des stochastischen Prozesses möglich:
Definition 4.1
Eine Familie {(Y (t),Ft)}t∈I bestehend aus einer Filtration {Ft}t∈I und einer Familie von
Rn-wertigen Zufallsvariablen {Y (t)}t∈I , wobei Y (t) Ft-messbar ist, heißt stochastischer
Prozess mit Filtration {Ft}t∈I .
Bemerkung 4.2 1. Wird die Filtration nicht gesondert erwähnt, so ist {Ft}t∈I im
Allgemeinen die so genannte kanonische Filtration: Ft = σ(Y (s), s ≤ t).
2. Als Indexmenge wird hier I = [0, T ] verwendet.
Analog zur Messbarkeit einer Zufallsgröße, kann auch hier Folgendes definiert werden:
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Definition 4.3
Gegeben sei der stochastische Prozess {(Y (t),Ft)}t∈[0,T ]. Dieser wird messbar genannt,
wenn die Abbildung
([0, T ]× Ω,B([0, T ])⊗ F)→ (Rn,B(Rn)) mit (t, ω) 7→ Y (t, ω)
B([0, T ])⊗ F-messbar ist.
Der Prozess wird progressiv messbar genannt, wenn für jedes t ∈ [0, T ] die Abbildung
([0, t]× Ω,B([0, t])⊗ F)→ (Rn,B(Rn))
B([0, t])⊗ Ft-messbar ist.
Weiterhin ist der Begriff eines Martingals wichtig:
Definition 4.4
Der reellwertige Prozess {(Y (t),Ft)}t∈[0,T ] mit E|Y (t)| <∞ ∀t ∈ [0, T ] heißt Martingal,
falls die folgende Eigenschaft erfüllt ist:
E(Y (t)|Fs) = Y (s) f.s. ∀ s, t ∈ [0, T ], s ≤ t.
Für die Betrachtungen des Black-Scholes-Modells und der zugehörigen stochastischen
Prozesse ist es nötig, den so genannten Satz von Itô zu behandeln. Dieser stellt den
Zusammenhang zwischen einem Prozess und dem zugehörigen Differential her. Dafür
wird die folgende Definition eines Itô-Prozesses benötigt:
Definition 4.5
{(Y (t),Ft)}t∈[0,T ] heißt reellwertiger Itô-Prozess, wenn er ∀t ∈ [0, T ] eine Darstellung der
folgenden Form besitzt







wobei Y (0) F0-messbar und A(t) und B(t) progressiv messbar seien. Weiterhin müssen






B2(s)ds <∞ f.s. ∀t ∈ [0, T ].
Nun ist es möglich, den folgenden Satz einzuführen:
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Satz 4.6
Sei Y ein stochastischer Prozess mit der folgenden Darstellung (mit Wiener-Prozess W ):
dY (t) = A(t)dt+B(t)dW (t),











Dann gilt: Y ist Martingal ⇐⇒ A(t) ≡ 0, d. h. Y ist driftlos.
Satz 4.7
Sei die Funktion f wie folgt gegeben: f(t, x) : [0, T ]× R → R, f ∈ C2([0, T ]× R).
Sei weiterhin der Itô-Prozess Y gegeben: dY (t) = A(t)dt+B(t)dW (t).




ft(t, Y (t)) + fY (t, Y (t))A(t) +
1
2
fY Y (t, Y (t))B
2(t)
]
dt+ fY (t, Y (t))B(t)dW (t).
(4.1)
Auf weitere theoretische Erarbeitungen im Zusammenhang mit dem Satz von Itô, sowie
dessen Beweis soll hier verzichtet werden. Diese können beispielsweise in [12] nachgelesen
werden.
Mit Hilfe des Satzes von Itô gilt nun:





dt+ b(t)dW (t). Dann gilt:












Sei weiterhin Z stochastischer Prozess mit:
Z(t) = exp(Y (t)) = exp












Dann gilt unter Anwendung des obigen Satzes:
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bzw. dZ(t) = Z(t)a(t)dt+ Z(t)b(t)dW (t) = Z(t)(a(t)dt+ b(t)dW (t)). (4.3)
Dabei gelte Z(0) = exp(Y (0)).
Weiterhin ist für eine spätere Berechnung die Definition der quadratischen Kovariation
nötig. Es gilt:
Definition 4.8
Seien Y und Z reellwertige Itô-Prozesse mit






die quadratische Kovariation bezeichnet.
Im folgenden Abschnitt soll nun das Black-Scholes-Modell eingeführt werden. Dieses
dient zur Modellierung der in der Arbeit verwendeten Assets.
4.2 Das Black-Scholes-Modell
In dieser Arbeit wird, wie in der Literatur oft üblich, das Black-Scholes-Modell verwen-
det. Mit Hilfe dessen werden die Kurse einer risikolosen Anlage und n riskanter Assets
modelliert.
Der Preis S0(t) > 0 des Bonds entwickelt sich gemäß der folgenden Differentialgleichung:
dS0(t) = S0(t)rdt t ∈ [0, T ], S0(0) =: s0 > 0. (4.4)
Dabei ist r weiterhin der risikolose Zinssatz, der nicht von der Zeit t abhängig ist. s0 ist
der positive Startwert des Prozesses. Es gilt:
S0(t) = s0 · exp(rt) t ∈ [0, T ].
Die Preise der riskanten Assets Si(t), i = 1, . . . , n folgen einer geometrischen Brownschen








, t ∈ [0, T ], Si(0) =: si,0 > 0. (4.5)
Dabei ist der Startwert si,0 fest und damit nicht zufällig. W (t) = (W1(t), . . . ,Wn(t))T sei
ein n-dimensionaler Standard-Wiener-Prozess (insbesondere sind die einzelnen Kompo-
nenten unabhängig).
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Mit Hilfe des Satzes 4.7 und den Berechnungen im vorangegangenen Abschnitt kann
gezeigt werden, dass für alle i = 1, . . . , n (t ∈ [0, T ], si,0 > 0) gilt:














Für die Returns Ri(t) des Prozesses Si(t) gilt dann der folgende Satz:
Satz 4.9













Si(t) ist auf Grund obiger Gleichung (4.6) logarithmisch normalverteilt. Die hier defi-


















Damit ergibt sich als Varianz-Kovarianzmatrix der Returns C = (Cov(Ri(t), Rj(t))ni,j=1.
Für △t = 1 gilt also C = σσT mit σ = (σij)ni,j=1, wobei σij = 0 für j > i, d. h. σ ist eine
Dreiecksmatrix.
Für den Erwartungswert und die Varianz der Rendite gilt der folgende Satz:
Satz 4.10















ri(t) ist logarithmisch normalverteilt und es gilt:
E(ri(t)) = exp (µi△t)− 1, (4.12)
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Es ergibt sich also bei Verwendung des Black-Scholes-Modells, dass der Erwartungswert-
vektor und die Varianz-Kovarianzmatrix der Returns und der Renditen nur von△t, nicht
jedoch von t, abhängen.
Bemerkung 4.11 Für kleine Werte △t gilt auf Grund der Taylorapproximation (nach
△t):
µri = E(ri(t)) ≈ µi△t, (4.15)
(σri )








Die Varianz der Renditen entspricht also für kleine Werte △t der Varianz der Returns.





Zeitreihen werden später die erwarteten Returns geschätzt und der Erwartungswert der
Renditen gemäß der Formel (4.15) berechnet, d. h. um eben erwähnten Term korrigiert.
4.3 Handelsstrategie und Vermögensgleichung
In diesem Abschnitt sollen die selbstfinanzierende Handelsstrategie und der Vermögens-
prozesses eingeführt werden. Dazu erläutert die folgende Definition zunächst den Begriff
einer Handelsstrategie. Genaueres dazu kann in [12] nachgelesen werden.
Definition 4.12
Sei π(t) = (π1(t), . . . , πn(t))
T ein Portfolio und N(t) = (N0(t), N1(t), . . . , Nn(t))
T der
zugehörige Vektor, der die gehaltenen Anteile der Anlagen Ai enthält.











Eine wichtige Eigenschaft ist die so genannte Selbstfinanzierung :
Definition 4.13
Sei N(t) eine Handelsstrategie. Diese wird als selbstfinanzierend bezeichnet, wenn für







wobei x = X(0) wie oben das Startkapital ist.
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Bemerkung 4.14 Die Gleichung (4.18) kann wie folgt interpretiert werden: Das Ver-
mögen X(t) zur Zeit t setzt sich zusammen aus dem Anfangskapital x und den Gewinnen
und Verlusten aller Assets bis zur Zeit t.
Aus den bisherigen Überlegungen lässt sich nun im folgenden Satz die Vermögensglei-
chung herleiten. Der so genannte Vermögensprozess genügt dieser Differentialgleichung
(vgl. [12]) und beschreibt, wie sich das Vermögen X(t) im Zeitverlauf entwickelt:
Satz 4.15
Seien π(t) ein selbstfinanzierender Portfolioprozess und Si(t), i = 0, . . . , n die Kurse
der Anlagen Ai gemäß Black-Scholes-Modell mit µ und σ wie bisher. Dann gilt für das
Vermögen zur Zeit t:
dX(t) = X(t)rdt+X(t)π(t)T [(µ− r1)dt+ σdW (t)] X0 := X(0) = x. (4.19)
Der folgende Beweis kann in [12] (Kap. II) nachvollzogen werden:
Beweis.
Es gilt zunächst π0(t) = 1− π(t)T1 = N0(t)S0(t)
X(t)




Es gilt auf Grund der im Satz vorausgesetzten Selbstfinanzierung die Gleichung (4.18)
in Differentialschreibweise, die mit Hilfe der Gleichungen (4.4) und (4.5) und dem eben
























= X(t)rdt+X(t)π(t)T [(µ− r1)dt+ σdW (t)] .
Für die weiteren Berechnungen werden zeitkonstante Portfolios angenommen.
Der Vermögensprozess (4.19) hat die Form der Gleichung (4.3) mit
a(t) = r + πT (µ− r1) und b(t) = πTσ.
Die Lösung dieser Differentialgleichung ergibt sich damit gemäß Gleichung (4.3) und
lautet:













Workshop „Stochastische Analysis“ 20.09.2006 – 22.09.2006
134 N. Lorenz
wobei x = X(0) der Startwert ist. Mit || · || wird dabei die euklidische Norm bezeichnet.
Da in unserem Fall auch µ und σ zeitunabhängig sind, lässt sich dies weiter vereinfachen:
X(t) = x · exp
((







Interessant ist im Weiteren der Erwartungswert und die Varianz dieses Prozesses. Der
folgende Satz gibt Auskunft über deren Höhe (vgl. [3]):
Satz 4.16
Sei X(t) der Vermögensprozess in Gleichung (4.20) mit t ∈ [0, T ] und µ, σ und π wie
bisher. Dann gilt:
E(X(t)) = x exp((r + πT (µ− r1))t) (4.21)
D2(X(t)) = x2 exp(2(r + πT (µ− r1))t) · (exp(||πTσ||2t)− 1) (4.22)
Beweis.
Der Vermögensprozess X(t) ist von der Form X(t) = x exp(Y (t)). Dabei ist Y (t) eine
normalverteilte Zufallsgröße und X(t) logarithmisch normalverteilt. Die Berechnung von
Erwartungswert und Varianz einer logarithmisch normalverteilten Zufallsgröße X(t) mit
µˆ := E(Y (t)) und σˆ2 := D2(Y (t)) erfolgt gemäß der folgenden Formeln:






D2(X(t)) = x2 exp(2µˆ+ σˆ2) · (exp(σˆ2)− 1)
Damit ergeben sich obige Resultate.
Mit Hilfe dieses Satzes ist es dann später möglich, beispielsweise den erwarteten Endwert
E(X(T )) zu berechnen.
Allerdings spielt bei der späteren Verwendung der logarithmischen Nutzenfunktion auch
der logarithmische Endwert eine Rolle. Es gilt:
ln(X(t)) = ln x+
(





E(ln(X(t)) = ln x+
(





Dabei ist X(t) wiederum der Vermögensprozess aus Gleichung (4.20) mit t ∈ [0, T ] und
π zeitkonstant.
Im folgenden Abschnitt geht es nun um die Bestimmung optimaler Portfolios, d. h. solcher
π, die den erwarteten Endwert oder den erwarteten Nutzen des Endwertes maximieren.
Dabei wird das so genannte Portfolioproblem betrachtet.
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4.4 Optimale Portfolios
4.4.1 Einführung
Nachdem im vorangegangenen Abschnitt der Vermögensprozess genauer beschrieben
wurde, wird nun das Ziel gesetzt, ein möglichst optimales Portfolio bei gegebenen Assets
und dem damit verbundenem Vermögensprozess zu bilden. Allgemein ist dabei eine Ma-
ximierungsaufgabe zu lösen. Deren genaue Definition folgt in diesem und den folgenden
Abschnitten. Die Herleitung wird in Anlehnung an [12] geführt. Das zu lösende Problem
ist das so genannte Portfolioproblem.
Gegeben sei ein Investor mit Startkapital x. Zu bestimmen ist eine optimale Investment-
strategie, die das erwartete Endvermögen (d. h. das erwartete Vermögen in t = T ) oder
den erwarteten Nutzen des Endvermögens maximiert. Das Portfolioproblem gliedert sich
dabei in drei allgemeine Grundfragen, die die optimale Investmentstrategie beantworten
muss:Wie viele Anteile, von welchemWertpapier sind wann zu halten? Diese Fragen
müssen in Abhängigkeit der Assetpreise beantwortet werden.
[12] nennt dabei einige zu erfüllende Eigenschaften: Der Investor soll in jedem Zeitpunkt
t ∈ [0, T ] handeln dürfen. Die Assetpreise der Vergangenheit bis zum aktuellen Zeitpunkt
seien bekannt, jedoch habe der Investor keinerlei Informationen über die zukünftige Ent-
wicklung oder Insiderinformationen.
Zur Lösung des Portfolioproblems stellt [12] (Kapital V) zwei mögliche Ansätze vor: Die
stochastische Steuerung und die so genannte Martingalmethode. Auf die genaue Erläu-
terung der stochastischen Steuerung wird in dieser Arbeit verzichtet. In Anlehnung an
das genannte Buch wird das Problem mit Hilfe der Martingalmethode gelöst.
Die Methode zerlegt das zeitlich dynamische Portfolio(optimierungs)problem in zwei Tei-
le: Zunächst wird die optimale Auszahlung bestimmt (statisches Optimierungsproblem).
In einem weiteren Schritt soll dann der zugehörige Investmentprozess berechnet wer-
den (Darstellungsproblem). Um die Existenz der Lösung zu sichern, muss vorausgesetzt
werden, dass der Kapitalmarkt, auf dem gearbeitet wird, vollständig ist (Begriff der
Vollständigkeit: vgl. Satz 4.19). Dies ist hier auf Grund der Wahl des Marktes erfüllt.
Zunächst wird nun die folgende Bezeichnung eingeführt: θ := σ−1(µ− r1). Dies wird im
Folgenden sehr häufig verwendet.
Weiterhin wird die folgende Definition zum Begriff der Zulässigkeit benötigt:
Definition 4.17
Sei π(t) ein Portfolio. π(t) wird zulässig (für ein gegebenes Startkapital x > 0, d. h.
X(0) = x) genannt, wenn für den entsprechenden Vermögensprozess die folgende Bezie-
hung gilt:
Xπ(t) ≥ 0 f.s. ∀t ∈ [0, T ].
Für den folgenden Satz ist zunächst eine Vorbemerkung zur Definition des Prozesses
H(t) nötig:
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Definition 4.18
Der Prozess H(t) sei wie folgt definiert:







Also: H(t) = exp
(− (1
2
||θ||2 + r) t− θTW (t)).
Damit ist H(t) positiv, stetig und messbar bzgl. Ft. Außerdem ist H(t) ein Itô-Prozess
und besitzt die Darstellung
dH(t) = −H(t) · (rdt+ θTdW (t)) H(0) = 1. (4.25)
Es gilt folgender Satz über die Vollständigkeit des Marktes (vgl. [12], Kap. II, Satz 48).
Satz 4.19
1. Sei π ein selbstfinanzierender Portfolioprozess. Dieser sei zulässig für das Startkapital
x. Dann gilt für den Vermögensprozess X(t): E (H(t)X(t)) ≤ x ∀t ∈ [0, T ].
2. Sei B ≥ 0 eine FT -messbare Zufallsgröße mit x = E (H(T )B) <∞.
Dann existiert ein zulässiger selbstfinanzierender Prozess π(t) auf [0, T ], so dass für den
zugehörigen Vermögensprozess X(t) gilt: X(T ) = B f.s.
Diese Eigenschaft wird Vollständigkeit genannt.
Bemerkung 4.20 - Interpretation von Satz 4.19
Im ersten Teil des Satzes ist erkennbar, dass H(t) eine Art Diskontierungsprozess dar-
stellt. Dieser liefert das in t = 0 benötigte Mindestvermögen, um zu einem späteren Zeit-
punkt ein bestimmtes Vermögen zur Verfügung zu haben. Soll beispielsweise in t = T
ein Mindestvermögen in Höhe von B erreicht werden, so ist ein Anfangsvermögen von
x ≥ E(H(T )B) nötig.
Der zweite Teil des Satzes behandelt, wie beschrieben, die Vollständigkeit des Marktes.
Es kann gezeigt werden, dass ein vorgegebenes Zielvermögen B durch das Handeln gemäß
eines zulässigen selbstfinanzierenden Portfolioprozesses π(t) tatsächlich erreicht wird (bei
geg. x).
Wie im Satz 4.19 sei auch im Folgenden B die Endzahlung. Diese ist FT -messbar und es
gelte E(H(T )B) = x.
Eine Zufallsvariable B, die diese Gleichung erfüllt, gibt es immer, dazu wird B beispiels-





Es soll nun für das weitere Vorgehen zunächst definiert werden, was unter einer Nutzen-
funktion zu verstehen ist (vgl. [12], Kapitel V):
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Definition 4.21
Sei die Funktion U : (0,∞)→ R gegeben. Diese wird Nutzenfunktion genannt, wenn die
folgenden Eigenschaften erfüllt sind:
1. U sei streng konkav
2. U sei stetig differenzierbar
3. U ′(0) := lim
x→0,x>0
U ′(x) =∞
4. U ′(∞) := lim
x→∞
U ′(x) = 0
Wichtige Nutzenfunktionen, die im Weiteren Anwendung finden, sind: Die logarithmi-
sche Nutzenfunktion mit U(x) = lnx und die Klasse der so genannten CRRA (constant




1−γ − 11−γ für γ ∈ (0,∞)\{1}
ln x für γ = 1
,
Die Menge B(x) wird nun wie folgt definiert:
B(x) =
{
B ≥ 0 : B sei FT messbar, E(H(T )B) ≤ x und E(U−(B)) <∞
}
. (4.26)
Dies ist die Menge aller Endvermögen, die bei gegebenem Startkapital von höchstens x
erreicht werden können.
Der folgende Abschnitt führt das oben beschriebene Portfolioproblem mathematisch ein.
4.4.2 Das Portfolioproblem - Statisches Problem
Ziel des oben erwähnten statischen Problems ist es, eine optimale Auszahlung zu bestim-
men. Hier wird in erster Linie die Maximierung des erwarteten Nutzens des Endvermö-
gens betrachtet. Mit Hilfe der Nutzenfunktion aus dem vorangegangenen Abschnitt ist
es möglich, das obige Portfolioproblem in der folgenden Weise zu schreiben:
max
π zulässig zu geg. x
E (U(X(T ))) (4.27)
Es genügt nun, zu geg. Startkapital x alle erreichbaren Endvermögen B zu betrachten




Dieses wird als zeitlich dynamisches Portfolioproblem bezeichnet. Ziel ist es dabei nicht
in erster Linie, ein optimales Portfolio zu ermitteln, sondern zunächst nur den optima-
len Endwert zu berechnen. Das zugehörige Portfolio π(t) wird dann, wie beschrieben,
erst in einem weiteren Schritt ermittelt (so genanntes Darstellungsproblem). Diese erste
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Teilaufgabe wird als statische Optimierungsaufgabe bezeichnet, da B nicht wie π von t
abhängig ist. Die Abhängigkeit von der Zeit wurde in dieser Aufgabe eliminiert.
Um die Aufgabe (4.28) im Folgenden zu lösen, wird die Funktion h(x) definiert:
h(x) := U(x) − λzx (z > 0).
Diese ist streng konkav, so dass im Falle der Existenz eines Maximums dieses eindeutig
bestimmt ist. Zur Ermittlung wird die Ableitung der Funktion Null gesetzt
h′(x) = U ′(x)− λz = 0
und es gilt x = (U ′)−1(λz). Zu zeigen ist nun, dass B = (U ′)−1(λ0H(T )) das
optimale Endvermögen ist, wobei λ0 Lösung der folgende Gleichung ist:
χ(λ) := E(H(T )(U ′)−1(λH(T ))) = x. (4.29)
B˜ genüge der Gleichung E(H(T )B˜) ≤ x. Zu zeigen ist nun:
E(H(T )B) ≥ E(H(T )B˜).
Dazu wird obige Funktion punktweise für alle ω betrachtet. Dabei sei z = H(T ) =
H(T, ω) und λ = λ0.
0 ≤ h(B(ω))− h(B˜(ω))
= U(B(ω))− λ0H(T, ω)B(ω)− (U(B˜(ω)− λ0H(T, ω)B˜(ω))





Es wird nun der Erwartungswert gebildet. Es ergibt sich:
0 ≤ E(U(B))− E(U(B˜))− λ0
(
E(H(T )B)− E(H(T )B˜)
)
.
Wegen λ0 > 0, E(H(T )B) = x und E(H(T )B˜) ≤ x gilt dann:
0 ≤ E(U(B))− E(U(B˜)).
Damit gilt für das optimale Endvermögen B∗: B∗ = (U ′)−1(λ0H(T )) mit λ0 =
χ−1(x) und B∗ ≥ 0 wegen (4.26).
Folgender Satz fasst hier hergeleiteten Ergebnisse zusammen (vgl. [12], Kap. V, Satz 5):
Satz 4.22
Gegeben sei das oben beschriebene Portfolioproblem (4.27) und ein Startkapital x > 0.
Sei weiterhin χ(λ) <∞ ∀λ > 0. Dann ist das optimale Endvermögen B∗ gegeben durch




und es existiert dazu ein selbstfinanzierender Portfolioprozess π∗(t), der zulässig für x




(T ) = B∗ f.s.
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Für verschiedene Nutzenfunktionen ist es nun möglich, das optimale Endvermögen B∗
und damit das optimale Portfolio explizit zu berechnen. Dies ist z. B. (wie in [12] gezeigt)
für die logarithmische und CRRA-Nutzenfunktion möglich. Das Ziel dabei ist, das oben
erwähnte Darstellungsproblem zu lösen, d. h. π∗ aus B∗ zu bestimmen. In [4] wurde
gezeigt, dass für die CRRA-Nutzenfunktion das folgende Portfolio optimal ist:
π∗(t) = C−1 · µ− r1
γ
.
Dieses Portfolio ist nicht von der Zeit t abhängig, sondern im Zeitverlauf konstant. Daher
ist unter der CRRA-Nutzenfunktion ein ständiges Handeln nötig, um bei sich stetig
verändernden Assetpreisen immer dieses Portfolio zu halten.
Da die stetige Umschichtung, besonders unter Einbeziehung von Kosten, in der Pra-
xis nicht möglich ist, müssen in den späteren Simulationen bestimmte Umschichtungs-
strategien vorgegeben werden. Dabei ist es prinzipiell möglich, das Portfolio zu festen
Zeitpunkten (jährlich, täglich etc.) neu zu bilden.
Im folgenden Abschnitt wird nun eine weitere, nicht an feste Zeitpunkte gebundene
Umschichtungsstrategie vorgestellt, die ebenfalls in die Untersuchungen einfließen soll.
4.5 Impulse-control-Strategie
Da ein ständiges Umschichten, wie es die optimale Strategie gemäß der CRRA-Nutzen-
funktion vorschreibt, praktisch nicht möglich ist, sollten wenige feste Umschichtungszeit-
punkte vorgegeben werden. Der Nachteil fester Zeitpunkte liegt allerdings darin, dass das
Portfolio auch umgeschichtet wird, wenn es sich gegenüber dem optimalen nur minimal
verändert hat. Die Kosten sind jedoch bei sehr geringem Transaktionsvolumen verhält-
nismäßig hoch (Fixkosten).
In diesem Abschnitt soll eine neue Strategie vorgestellt werden. Dabei erfolgt die Wahl
der Umschichtungszeitpunkte abhängig von der Entfernung des gehaltenen Portfolios
vom Optimum. Diese Strategie wird auch als impulse-control-Strategie bezeichnet. Es
wird dabei hier nicht auf die zu Grunde liegende Theorie eingegangen. Diese kann in
verschiedenster Literatur nachgelesen werden (vgl. z. B. [8], [10], [11] und [13]).
Zu Beginn der Betrachtungen wird zunächst ein optimales Portfolio π∗(t) berechnet.
Mit Hilfe der Maximumnorm der folgenden Differenz lässt sich erkennen, wann sich
der Anteil eines Assets zu weit vom Optimum entfernt hat. Dabei sei π(t) das aktuell
gehaltene Portfolio. Es gilt:
||π∗ − π||max = max{|π∗i − πi| : i = 0, . . . , n}.
Eine Umschichtung kann erfolgen, wenn ||π∗ − π||max ≥ p1, d. h. bei Überschreitung
einer absoluten Grenze.
Da jedoch die einzelnen Komponenten des Vektors π∗ unterschiedliche Größenordnun-
gen haben, ist eine Betrachtung der absoluten Differenz hier nicht immer sinnvoll. Eine
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Umschichtung erfolgt daher, wenn
max
{∣∣∣∣π∗i − πiπ∗i
∣∣∣∣ : i = 0, . . . , n} =: ∣∣∣∣∣∣π∗ − ππ∗ ∣∣∣∣∣∣max ≥ p2, (4.30)
d. h. wenn eine relative Grenze überschritten wird. Mit Hilfe dieser relativen Differenz
kann eine Umschichtung besser realisiert werden. Auf die genaue Parameterwahl für p2
wird in einem späteren Abschnitt eingegangen.
Weiterhin ist es möglich, Modifikationen dieser Strategie zu betrachten. So ist es beispiels-
weise denkbar, für jede Assetklasse eine eigene Grenze festzulegen, da bestimmte Anla-
geformen von Kleinanlegern als riskanter bewertet werden als andere und deren Verände-
rung schneller korrigiert werden sollte. Ebenso wäre es möglich, statt der Portfolioanteile
πi den Erwartungswert oder die Varianz der Portfoliorendite für Entscheidungen über
die Umschichtungszeitpunkte heranzuziehen.
Der folgende Abschnitt dient nun der Umsetzung der erarbeiteten Dinge durch eine
Simulation.
5 Simulation
Dieser Abschnitt dient der Vorbereitung der Simulationen, um im Folgenden Ergebnis-
se der Portfoliooptimierung und -umschichtung vorstellen zu können. Dabei wird noch
einmal auf das Black-Scholes-Modell eingegangen und das optimale Portfolio berechnet.
Weiterhin erfolgt die Festlegung der in den Simulationen verwendeten Parameter.
5.1 Simulation der Assets im Black-Scholes-Modell
Das im Abschnitt 4.2 vorgestellte Black-Scholes-Modell wird hier im Fall von einem
risikolosen und vier riskanten Assets verwendet. Diese entwickeln sich, wie erläutert,
gemäß den folgenden Gleichungen:








t ∈ [0, T ], Si(0) =: si,0 > 0, ∀i = 1, . . . , 4.
Für den Bond gilt S0(t) = s0 · exp(rt), so dass der Wert in einem beliebigen Zeitpunkt
t berechnet werden kann. Zur Berechnung des Wertes der riskanten Assets wird eine
Rekursionsformel für diskrete Zeitpunkte bestimmt. Es gilt:
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{zjk, k = 0,△t, . . . , n△t = T, j = 1, . . . , 4} ist eine Menge unabhängiger, standardnor-
malverteilter Zufallsgrößen.
Für die Simulation des Prozesses ist die Kenntnis der Größen µ und C bzw. σ nötig.
Die Varianz-Kovarianzmatrix C der Returns wurde bereits in Abschnitt 3.1 dargestellt.
Weiterhin verwenden wir im Folgenden µ = (0.0919, 0.0624, 0.0964, 0.1064)T .
Mit Hilfe dieser Werte ergibt sich nun die zulässige Menge für diese Anlageformen, so
dass die Bestimmung des Marktportfolios bzw. der optimalen Portfolios unter der CRRA-
Nutzenfunktion möglich ist.
5.2 Optimales Portfolio
Das optimale Portfolio π∗ nach dem Modell von Markowitz lässt sich, wie in Abschnitt 2.2
erläutert, als Lösung eines Optimierungsproblems bestimmen. Sofern dabei alle Assets im
Portfolio enthalten sind, ist die Bestimmung des Marktportfolios, welches im Markowitz-
Modell optimal ist, gemäß Abschnitt 2.3 möglich. In Abschnitt 4.4.1 wurde die CRRA-
Nutzenfunktion bzw. als Spezialfall die logarithmische Nutzenfunktion (d. h. γ = 1)
genutzt, um ein für den Investor optimales Portfolio zu berechnen. Es zeigte sich, dass
gilt:
π∗log = C
−1 · (µ− r1).
π∗log ist ein Portfolio, das im Gegensatz zu π
∗
MPF einen (wohlbestimmten) Bondanteil
π∗log,0 6= 0 haben kann. Wird der Bondanteil auf y gesetzt und die übrigen Komponen-
ten entsprechend ihrer Verhältnisse zueinander transformiert, so erhält man π∗logT . Der





C−1 · (µ− r1)
τ
.
Dabei gilt τ =
π1 + π2 + π3 + π4
1− y .
Es wird nun π∗ für die gegebenen Parameter µ und σ bzw. C bestimmt. Dabei ergibt sich
ein optimales Portfolio, dessen Komponenten nicht alle echt positiv sind bzw. auf Grund
numerischer Instabilitäten Null sein könnten. Daher werden diese aus dem Portfolio
entfernt, um das Marktportfolio gemäß der genannten Gleichung berechnen zu können.
Weiterhin fällt auf, dass der Bondanteil betragsmäßig sehr groß, jedoch negativ ist, d. h.
bei der praktischen Anwendung eine extrem große Kreditaufnahme nötig macht. Da dies











y = −0.5 −0.5 0 1.245643 0 0.254357
y = 0 0 0 0.830428 0 0.169572
y = 0.5 0.5 0 0.415214 0 0.084786
Diese Portfolios bilden die Grundlage für die weiteren Untersuchungen.
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5.3 Parameterwahl
Für die weiteren Untersuchungen mit und ohne Einbeziehung von Kosten ist es nun
nötig, sich auf gewisse Parameterkonstellationen zu beschränken. Es werden die folgenden
Vereinbarungen über Parameter getroffen:
1. Höhe des Startkapitals x des Investors: Die oben erwähnte Statistik des Sta-
tistischen Bundesamtes Wiesbaden legt eine Verwendung von x = 20000 € nahe,
jedoch werden auch Untersuchungen für x = 10000 € und x = 50000 € durchge-
führt.
2. Anteil y der risikolosen Anlage am Gesamtvermögen: Mit Hilfe dieses An-
teils lässt sich die Risikobereitschaft eines Investors steuern. Es werden Werte von
y = −0.5 (Kreditaufnahme), y = 0 und y = 0.5 (Geldanlage) verwendet.
3. Laufzeit T und Diskretisierung: Es wird von einer Anlagedauer von 10 Jahre
ausgegangen. Dabei werden pro Tag zwei Werte der geometrischen Brownschen
Bewegung berechnet.
4. Umschichtungshäufigkeiten bzw. Parameter p2 für die impulse-control-
Strategie: Bei Verwendung der CRRA-Nutzenfunktion ergibt sich ein zeitkon-
stantes optimales Portfolio, d. h. es muss ständig umgeschichtet werden. Da dies in
der Praxis nicht möglich ist, wird dies auch in der Simulation beschränkt. Es wer-
den im Folgenden tägliche, monatliche (hier wird vereinfacht mit zehn statt zwölf
Umschichtungen pro Jahr gerechnet), jährliche, 2-jährliche und 5-jährliche Um-
schichtungen, sowie die buy&hold-Strategie (d. h. kein Umschichten) betrachtet.
Weiterhin wird, wie im vorangegangenen Abschnitt erläutert, eine impulse-control-
Strategie (im Folgenden icS ) verfolgt. Dabei erfolgt eine Umschichtung, wenn die
eingeführte Norm (vgl. Gleichung (4.30)) die Grenze von p2 = 0.1 überschreitet.
5. Simulationsumfang N : Für die Berechnung des gesuchten Erwartungswertes
werden 100000 Realisierungen zu Grunde gelegt.
6 Ergebnisse
In den bisherigen Abschnitten wurden alle theoretischen Resultate und praktischen Vor-
aussetzungen hergeleitet. Diese sollen nun in den Simulationen verarbeitet werden. Dabei
erfolgt die Darstellung des berechneten erwarteten Endvermögens und Nutzens des End-
wertes. Es wird sowohl auf die Ergebnisse bei kostenfreier, als auch auf die Ergebnisse
unter Kosten eingegangen.
6.1 Ergebnisse ohne Einbeziehung von Kosten
Dieser Abschnitt soll nun zunächst die Ergebnisse bei der Investition ohne Einbezie-
hung von Kosten darstellen. Dabei wird jeweils der erwartete Endwert und der erwartete
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Nutzen des Endwertes des Investors betrachtet. Letzterer wird im Folgenden meist als
erwarteter Endnutzen bezeichnet.
Wie in Abschnitt 4.4.2 erläutert, soll in dieser Arbeit stets der erwartete Endnutzen
maximiert werden. Trotzdem wird im Folgenden auch der erwartete Endwert betrachtet
und ausgewertet. Dieser wird stets in € angegeben und ist für praktische Untersuchungen
besser zu veranschaulichen.
Tabelle 6.1 zeigt für ein Startkapital von x = 10000 €, x = 20000 € bzw. x = 50000
€ die Ergebnisse der Simulationen. Dabei ist für die drei vorgegebenen Bondanteile
y jeweils der erwartete Vermögensendwert und Endnutzen bei stetigem Umschichten
(explizite Formel, vgl. Formeln (4.21) und (4.24)), sowie die Simulationsergebnisse bei
zeitlich festgelegter Umschichtung und gemäß icS angegeben. Es gilt unabhängig von der
Höhe des Startkapitals:
1. Mit fallendem Bondanteil y wächst die Höhe des erwarteten Endvermögens bzw.
Endnutzens. Dies ist damit zu begründen, dass das optimale Portfolio gemäß der
logarithmischen Nutzenfunktion einen deutlich niedrigeren (negativen) Bondanteil
hat. Je mehr sich verwendetes und optimales Portfolios (durch Transformation)
unterscheiden, desto geringer ist das erzielte Vermögen in T .
2. Bei einem Bondanteil von y ≥ 0 ist die buy&hold-Strategie am erfolgreichsten,
da hier der größte erwartete Endnutzen bzw. das größte erwartete Endvermögen
entsteht. Stetiges Umschichten, wie es die optimale Strategie empfiehlt, ist nur bei
negativem Bondanteil sinnvoll. Der Grund dafür ist auch hier die “Entfernung”
vom optimalen Portfolio: Je größer diese ist, desto mehr sollte von der gegebenen
Strategie, also stetigem Umschichten, abgewichen werden.
3. Das angegebene erwartete Endvermögen bzw. Endnutzen bei stetiger Umschich-
tung ist teilweise höher/tiefer als erwartet. Dies ist auf numerische Effekte zurück-
zuführen.
4. Für die icS wird jeweils die mittlere Umschichtungshäufigkeit während der ge-
samten Anlagedauer berechnet. Diese kann für entsprechende Vergleiche mit den
übrigen Ergebnissen verwendet werden. Bei Analysen wurde deutlich, dass mit der
icS keine höheren Gewinne erzielt werden können.
Im folgenden Abschnitt werden in die Betrachtungen nun die oben analysierten Kosten
einbezogen. Es erfolgt wiederum eine Betrachtung des erwarteten Endwertes und End-
nutzens.
6.2 Ergebnisse unter Einbeziehung von Kosten
Analog zu den Untersuchungen im vorangegangenen Abschnitt wird nun das erwarte-
te Endvermögen und der erwartete Nutzen des Endvermögens unter Einbeziehung von
Kosten untersucht. Tabelle 6.2 zeigt wiederum die entsprechenden Ergebnisse. Dabei
werden erneut die drei ausgewählten Bondanteile y und Werte x untersucht.
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x=10000 y = 0.5 y = 0 y = −0.5
Wert Nutzen Wert Nutzen Wert Nutzen
stetig (Theorie) 15751.52 9.6638 20111.43 9.9054 25678.14 10.1452
täglich 15750.92 9.6637 20104.48 9.9050 25659.81 10.1444
monatlich 15756.47 9.6641 20107.06 9.9052 25643.05 10.1438
jährlich 15808.98 9.6674 20132.01 9.9064 25491.18 10.1381
2jährlich 15868.18 9.6710 20160.09 9.9077 25334.60 10.1322
5jährlich 16051.79 9.6823 20248.52 9.9119 24931.41 10.1166
buy&hold 16376.55 9.7019 20408.00 9.9192 24440.64 10.0997
icS 15839.13 9.6693 20161.59 9.9078 25419.21 10.1353
Umsch.häufigkeit 4.83 1.53 6.39
x=20000 Wert Nutzen Wert Nutzen Wert Nutzen
stetig (Theorie) 31503.03 10.3569 40222.86 10.5985 51356.27 10.8383
täglich 31500.49 10.3569 40225.18 10.5986 51369.75 10.8386
monatlich 31511.54 10.3572 40230.49 10.5987 51335.74 10.8380
jährlich 31616.14 10.3605 40280.18 10.5999 51031.42 10.8323
2jährlich 31734.29 10.3641 40336.94 10.6013 50716.97 10.8263
5jährlich 32099.86 10.3754 40512.46 10.6054 49912.39 10.8108
buy&hold 32745.93 10.3948 40830.62 10.6128 48929.09 10.7912
icS 31687.74 10.3627 40339.42 10.6013 50798.18 10.8276
Umsch.häufigkeit 4.83 1.53 6.39
x=50000 Wert Nutzen Wert Nutzen Wert Nutzen
stetig (Theorie) 78757.59 11.2732 100557.2 11.5148 128390.7 11.7546
täglich 78770.30 11.2734 100541.5 11.5147 128417.6 11.7548
monatlich 78798.23 11.2737 100554.6 11.5148 128333.3 11.7542
jährlich 79060.94 11.2770 100678.4 11.5160 127572.8 11.7485
2jährlich 79358.01 11.2807 100820.0 11.5174 126785.7 11.7425
5jährlich 80275.67 11.2920 101260.0 11.5215 124771.4 11.7270
buy&hold 81897.41 11.3115 102058.9 11.5289 122315.1 11.7073
icS 79211.97 11.2789 100794.1 11.5171 127019.8 11.7442
Umsch.häufigkeit 4.83 1.53 6.38
Tabelle 6.1: Erwarteter Endwert und erwarteter Nutzen des Endwertes bei einem Start-
kapital von x = 10000 €, x = 20000 € und x = 50000 € ohne Berücksichtigung von
Kosten.
Eine explizite Formel für die Berechnung des erwarteten Endwertes bzw. Endnutzens
bei stetigem Umschichten existiert unter den hier verwendeten Kosten nicht. Allerdings
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ist mit sofortigem Ruin zu rechnen, so dass dieser Wert negativ bzw. auf Null gesetzt
werden kann. Auch der Wert für tägliches Umschichten wird in den Simulationen Null
und wird daher hier nicht mehr betrachtet.
x=10000 y = 0.5 y = 0 y = −0.5
Wert Nutzen Wert Nutzen Wert Nutzen
monatlich 10249.21 9.2335 13075.47 9.4732 16319.74 9.6890
jährlich 14771.05 9.5994 18339.29 9.8129 22448.37 10.0108
2jährlich 15767.38 9.6794 20037.20 9.9015 25177.11 10.1259
5jährlich 16005.89 9.6823 20195.46 9.9092 24882.98 10.1146
buy&hold 16348.45 9.7001 20378.83 9.9178 24425.85 10.0963
icS 15828.90 9.6686 20138.93 9.9067 25366.64 10.1333
Umsch.häufigkeit 4.83 1.53 6.38
x=20000 Wert Nutzen Wert Nutzen Wert Nutzen
monatlich 25426.10 10.1424 31574.92 10.3559 38632.86 10.5526
jährlich 30133.97 10.3124 37256.04 10.5218 45504.52 10.7175
2jährlich 31619.52 10.3605 40114.65 10.5957 50305.40 10.8181
5jährlich 32041.62 10.3735 40399.29 10.6026 49689.89 10.8063
buy&hold 32708.24 10.3936 40751.14 10.6108 48766.47 10.7878
icS 31674.75 10.3623 40272.11 10.5996 50781.94 10.8273
Umsch.häufigkeit 4.84 1.53 6.39
x=50000 Wert Nutzen Wert Nutzen Wert Nutzen
monatlich 70801.52 11.1666 86987.66 11.3696 105389.9 11.5570
jährlich 76117.76 11.2391 93963.14 11.4469 114489.4 11.6403
2jährlich 79117.11 11.2777 100346.4 11.5126 125935.9 11.7357
5jährlich 80132.48 11.2902 101020.5 11.5191 124338.3 11.7235
buy&hold 81780.77 11.7049 101902.2 11.5273 122010.0 11.7049
icS 79167.30 11.2783 100754.3 11.5167 126944.3 11.7435
Umsch.häufigkeit 4.83 1.53 6.38
Tabelle 6.2: Erwarteter Endwert und erwarteter Nutzen des Endwertes bei einem Start-
kapital von x = 10000 €, x = 20000 € und x = 50000 € unter Berücksichtigung von
Kosten.
Es lassen sich die folgenden Ergebnisse festhalten. Diese gelten wiederum für beliebiges
hier dargestelltes Startkapital x:
1. Für Bondanteile von y = 0.5 und y = 0 steigen sowohl der erwartete Endnutzen als
auch der erwartete Endwert mit abnehmender Umschichtungshäufigkeit. Demzu-
folge ist hier eine buy&hold-Strategie optimal. Dies ist auf die verwendeten Kosten
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zurückzuführen, denn diese fallen bei jeder Transaktion an und übersteigen die
Gewinne durch häufiges Umschichten. Bei einem Bondanteil von y ≥ 0 war diese
Strategie auch ohne Kosten optimal.
Für y = −0.5 steigen die erwarteten Endwerte und Endnutzen zunächst mit fallen-
der Umschichtungshäufigkeit, erreichen ihren Hochpunkt (bei den hier betrachteten
Umschichtungen) bei 2-jährlichem Umschichten. Bei welcher Umschichtungshäu-
figkeit dieses Maximum genau liegt geht aus diesen Untersuchungen jedoch nicht
hervor.
2. Der kleinste (negative) Bondanteil liefert wiederum den größten erwarteten End-
wert bzw. Endnutzen bei fixierter Umschichtungshäufigkeit.
3. Bei der icS werden nahezu die gleichen Häufigkeiten wie bei Berechnung ohne Ko-
sten erzielt. Die Werte werden wiederum verwendet, um die berechneten erwarteten
Endwerte und Endnutzen mit denen bei zeitlich fixierter Umschichtung vergleich-
bar zu machen. Es lässt sich ermitteln, dass die icS leicht bessere Ergebnisse als
die Strategie unter fester Umschichtung erzielt. Diese Strategie ermöglicht also
teilweise zusätzliche Gewinne.
Im folgenden Abschnitt werden die mittleren Kosten und die mittlere Rendite untersucht.
6.3 Analyse der mittleren Kosten und der mittleren Rendite
In den vorangegangenen Abschnitten wurden die erzielten Ergebnisse, also die erwarteten
Endwerte und Endnutzen, vorgestellt. Besonders interessant ist es nun, die dabei anfal-
lenden Kosten und die erzielte Rendite während der gesamten Anlagezeit zu betrachten.
Dies soll in diesem Abschnitt geschehen.
Tabelle 6.3 zeigt zunächst die berechneten mittleren Kosten (absolut und anteilig am
Endvermögen), sowie die mittlere Rendite (in %). Tägliches Umschichten führt zum
Ruin, so dass diese Werte hier nicht betrachtet werden. Es ist erkennbar:
1. Die prozentualen Kosten fallen mit steigendem Startkapital. Dies ergibt sich auto-
matisch aus der Konstruktion der Kosten: Für geringes Order- und Transaktionsvo-
lumen sind diese konstant, erst bei größerem Volumen werden prozentuale Kosten
gezahlt. Die Fixkosten erzeugen die relativ hohen (prozentualen) Gesamtkosten bei
x = 10000 € und x = 20000 €.
2. Die absoluten Kosten steigen mit fallendem Bondanteil. Dies ist mit der Kosten-
freiheit der risikolosen Anlage zu begründen. Über die relativen Kosten kann keine
derartige Aussage getroffen werden, da die für die Berechnung herangezogenen er-
warteten Endvermögen dabei eine Rolle spielen.
3. Bei monatlichem Umschichten sind die Kosten unabhängig vom Startkapital x
relativ hoch. Damit ist also nur eine jährliche oder seltenere Umschichtung sinnvoll.
4. Es wird deutlich, dass bei seltenem Umschichten das Startkapital x nur einen sehr
geringen Einfluss auf die Höhe der prozentualen Kosten hat.
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x=10000 y = 0.5 y = 0 y = −0.5
Kost. in % Rend. Kost. in % Rend. Kost. in % Rend.
monatlich 4303 41.98 2.49 4688 35.85 30.75 5262 32.25 63.20
jährlich 786 5.33 47.71 1118 6.10 83.39 1615 7.19 124.48
2jährlich 600 3.81 57.67 937 4.68 100.37 1463 5.81 151.77
5jährlich 477 2.98 60.06 793 3.93 101.95 1224 4.92 148.83
buy&hold 434 2.66 63.48 731 3.58 103.79 1051 4.30 144.26
icS 636 4.02 58.29 831 4.13 101.39 1634 6.44 153.67
x=20000 Kost. in % Rend. Kost. in % Rend. Kost. in % Rend.
monatlich 4696 18.47 27.13 5622 17.80 57.87 6924 17.92 93.16
jährlich 1086 3.60 50.67 1823 4.89 86.28 2844 6.25 127.52
2jährlich 897 2.84 58.10 1639 4.09 100.57 2711 5.39 151.53
5jährlich 770 2.40 60.21 1464 3.62 102.00 2347 4.72 148.45
buy&hold 730 2.23 63.54 1377 3.38 103.76 2029 4.16 143.83
icS 937 2.96 58.37 1519 3.77 101.36 2956 5.82 153.91
x=50000 Kost. in % Rend. Kost. in % Rend. Kost. in % Rend.
monatlich 6018 8.50 41.60 8475 9.74 73.98 11943 11.33 110.78
jährlich 2087 2.74 52.24 3960 4.21 87.93 6580 5.75 128.98
2jährlich 1889 2.39 58.23 3768 3.76 100.69 6510 5.17 151.87
5jährlich 1749 2.18 60.26 3506 3.47 102.04 5730 4.61 148.68
buy&hold 1703 2.08 63.56 3334 3.27 103.80 4964 4.07 144.02
icS 1943 2.45 58.33 3614 3.59 101.15 7000 5.51 153.89
Tabelle 6.3: Mittlere Kosten und mittlere Rendite bei einem Startkapital von x = 10000
€, x = 20000 € und x = 50000 €.
5. Monatliches Umschichten erzeugt eine geringe mittlere Rendite und ist somit nicht
empfehlenswert ist. Die Rendite steigt, analog zum erwarteten Endvermögen und
Endnutzen, mit fallendem Bondanteil y und zunehmender Umschichtungshäufigkeit
(mit Ausnahme von y = −0.5). Bei y = −0.5 wird wiederum bei 2-jährlichem
Umschichten ein Maximum erreicht.
6. Bei geringer Umschichtungshäufigkeit ist kaum eine Abhängigkeit der Höhe der
mittleren Rendite vom Startkapital x erkennbar. Somit ist nur bei häufigem Um-
schichten ein hohes Startkapital notwendig, da sich dort die Kosten negativ auf die
mittlere Rendite auswirken.
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7 Fallstudie
Im Abschnitt 3.1 wurden die Kennzahlen der Assets im Anlageuniversum, also der Er-
wartungswertvektor der Returns und die Varianz-Kovarianzmatrix C, berechnet. Als
Datengrundlage wurden die monatlichen Returns der letzten zehn Jahre verwendet. Hier
sollen nun die berechneten Kennzahlen kritisch betrachtet und modifiziert werden, sowie
eine Analyse der dann erreichten erwarteten Endwerte und Endnutzen erfolgen.
Auf die genauen Hintergründe der Veränderungen soll hier nicht eingegangen werden.
Diese können in [14] nachgelesen werden. Es werden die folgenden Größen verwendet:
µ = (0.0915, 0.0455, 0.0965, 0.105)T
C =

0.055 −0.001 0.058 0
−0.001 0.001 −0.001 0
0.058 −0.001 0.063 0
0 0 0 0.06

Bei einem ähnlichen Vorgehen wie in Abschnitt 5.2 ergibt sich als optimales Portfolio
gemäß der logarithmischen Nutzenfunktion:
π∗logT = (0.0598, 0.8926, 0, 0.0476)
T , π∗logT,0 = 0.
Diese Veränderungen haben auf Grund der neuen Rendite- und Risikoverhältnisse, sowie
der neuen Kostenzusammensetzung auf Grund der Veränderungen im Portfolio, Einfluss
auf den erwarteten Endwert und erwarteten Endnutzen. Diese sollen daher nun berech-
net und mit den bisherigen Werten verglichen werden. Dafür werden wiederum 100000
Trajektorien simuliert und die Berechnungen für ein Startkapital von x = 10000 €,
x = 20000 € und x = 50000 €bei einem Bondanteil von y = 0 durchgeführt. Ermit-
telt werden dabei die Werte bei jährlichem, 2-jährlichem und 5-jährlichem Umschichten,
sowie für die buy&hold-Strategie.
Tabelle 7.1 zeigt die erwarteten Endwerte und Endnutzen bei Verwendung des neu gebil-
deten Portfolios im Vergleich mit den bisherigen. Weiterhin wurde die mittlere Rendite
während der Anlagedauer von zehn Jahren, sowie die Differenz der mittleren Renditen
beider Portfolios berechnet.
Es fällt auf, dass hier sehr viel geringere erwartete Endwerte/Endnutzen erzielt werden.
Dies ist auf die niedrigere erwartete Portfoliorendite zurückzuführen und auf Grund der
Änderungen der Parameter eher als realistisch anzusehen. Deutlich wird dies auch bei
der hier berechneten Rendite-Differenz, die stets höher als 30 % ist. Es ist weiterhin
erkennbar, dass die Monotonie der hier berechneten diskreten Werte erhalten bleibt.
Diese Untersuchung hat also möglicherweise realistischere Zielwerte für den Investor er-
mittelt. Inwieweit die angenommenen Kennzahlen der Assets im jeweiligen Anlagezeit-
punkt oder -zeitraum bzw. auf Dauer realistisch sind, muss hingegen mit genaueren
Untersuchungen der Zeitreihen der jeweiligen Assets untersucht werden.
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x = 10000 bisheriges Portfolio neues Portfolio Rend.-
y = 0 Endwert Rendite Endn. Endwert Rendite Endn. Diff.
jährlich 18339.29 83.39 9.8129 14937.69 49.38 9.6060 34.01
2-jährlich 20037.20 100.37 9.9015 16596.41 65.96 9.7115 34.41
5-jährlich 20195.46 101.95 9.9092 16728.90 67.29 9.7188 34.66
buy&hold 20378.83 103.79 9.9178 16882.86 68.83 9.7264 34.96
x = 20000 bisheriges Portfolio neues Portfolio Rend.-
y = 0 Endwert Rendite Endn. Endwert Rendite Endn. Diff.
jährlich 37256.04 86.28 10.5218 30636.96 53.18 10.3245 33.10
2-jährlich 40114.65 100.57 10.5957 33248.34 66.24 10.4063 34.33
5-jährlich 40399.29 101.99 10.6026 33488.94 67.44 10.4129 34.55
buy&hold 40751.14 103.75 10.6108 33794.49 68.97 10.4203 34.78
x = 50000 bisheriges Portfolio neues Portfolio Rend.-
y = 0 Endwert Rendite Endn. Endwert Rendite Endn. Diff.
jährlich 93963.14 87.93 11.4469 77769.07 55.53 11.2561 32.40
2-jährlich 100346.4 100.69 11.5126 83193.93 66.39 11.3235 34.30
5-jährlich 101020.5 102.04 11.5191 83763.62 67.53 11.3297 34.51
buy&hold 101902.2 103.80 11.5273 84507.45 69.01 11.3369 34.79
Tabelle 7.1: Vergleich der erwarteten Endwerte/Endnutzen der Portfolios mit bisherigen
bzw. modifizierten Assetkennzahlen, x = 10000 €, x = 20000 € und x = 50000 €, y = 0.
In der Arbeit [14] wurden weitere Fallstudien vorgestellt, die die Abhängigkeit des er-
warteten Endvermögens von der Laufzeit und den Einfluss verschiedener Parameterwerte
auf die icS untersuchen, sowie ein optimales Portfolio unter Einsatz von Kosten ermitteln
sollen. Weiterhin wird die Kostenuntergrenze eines Anlegers und die dabei entstehenden
Endvermögen ermittelt. Diese Fallstudien werden hier jedoch nicht vorgestellt.
Im Folgenden sollen nun einige Empfehlungen gegeben und damit die erzielten Ergebnisse
zusammengefasst werden.
8 Empfehlungen
Ziel war es, besonders für Kleinanleger, die nur ein geringes Risiko verkraften, Empfeh-
lungen für ihre Investitionen am Markt zu entwickeln. Auf der Grundlage obiger theore-
tischer Erarbeitungen, sowie der Simulationen und Auswertungen werden nun hier einige
Resultate und Empfehlungen zusammengefasst dargestellt. Dabei werden die Empfeh-
lungen auf Grundlage der Betrachtungen unter Einbeziehung von Kosten gegeben.
Da eine analytische Berechnung des optimalen Portfolios unter Kosten nicht möglich ist,
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sollte bei Investition das berechnete optimale Portfolio ohne Berücksichtigung von Kosten
verwendet werden. Dies erfordert eine Investition in die risikolose Anlage, Rentenfonds
und Hedge-Fonds. Die Rentenfonds haben dabei einen Anteil von 83 % an den riskanten
Assets, die Hedge-Fonds von 17 %. Die risikolose Anlage sollte je nach Risikofreudigkeit
entsprechend beigemischt werden. Je höher deren Anteil am Gesamtportfolio ist, desto
weniger Risiko trägt der Investor.
In [14] wurde nach optimalen Portfolios unter Einsatz von Kosten gesucht. Es zeigte sich,
dass die Kosten hier keinen erheblichen Einfluss auf die Zusammensetzung des Portfolios
haben, so dass das eben genannte Portfolio auch unter Kosten verwendet werden kann.
Je nach Bondanteil kann eine etwa 2-jährliche Umschichtung (bei negativem Bondanteil)
oder die buy-and-hold-Strategie (nichtnegativer Bondanteil) empfohlen werden, um einen
maximalen erwarteten Endwert/Endnutzen zu erzielen. Die Verwendung der impulse-
control-Strategie scheint bei der Zielsetzung eines maximalen Endnutzens nur bei nega-
tivem Bondanteil sinnvoll.
Die Möglichkeit der Kreditaufnahme wurde in den Untersuchungen ebenfalls betrachtet
und führte zu sehr guten Ergebnissen. Allerdings sollte diesem eher kritisch gegenüberge-
standen werden, da hier für risikoloses Leihen und Verleihen eine identische Verzinsung
angenommen wurde. Weiterhin ist eher unklar, ob Kleinanleger eine solche Möglichkeit
nutzen wollen und können, da ein Kredit bei Totalverlust des Vermögens erheblich grö-
ßere Schwierigkeiten bereitet.
Bei seltenem Umschichten ist das eingesetzte Startkapital für die Höhe der mittleren
Rendite kaum relevant, sofern x im hier untersuchten Bereich liegt. Ob eine Erweiterung
auf noch höheres/niedrigeres Startkapital möglich ist, wurde nicht untersucht.
Um möglichst hohe mittlere Renditen zu erzielen, sollte die Anlagedauer entsprechend
hoch gewählt werden. Dabei stellt eine Dauer von zehn Jahren eher eine Untergrenze dar.
Dies ermöglicht außerdem, Kurseinbrüche durch spätere positive Entwicklungen auszu-
gleichen. Die Laufzeit wird jedoch maßgeblich durch die Renditeerwartungen beeinflusst
und sollte individuell gewählt werden.
Die Höhe des Startkapitals hat nur bei häufiger Umschichtung Einfluss auf die Rendite
und die dabei anfallenden mittleren Kosten während des Gesamtlaufzeit.
Die Analysen wurden unter der Voraussetzung durchgeführt, dass die Charakteristika
der Assets für die Dauer der Anlage konstant bleiben. Dies kann praktisch nicht im-
mer gesichert werden, so dass es zu Abweichungen von den hier berechneten erwarteten
Endwerten/Endnutzen kommen kann. Dies sollte stets berücksichtigt werden.
Es muss beachtet werden, dass es sich bei den berechneten Werten stets um erwartete
Endwerte/Endnutzen handelt. Eine Investition in ein Portfolio mit positivem Gesamtri-
siko muss diesen Wert natürlich nicht erreichen oder überschreiten.
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Abstract
We propose a variant of the stochastic finite element method, where the random
elements occuring in the problem formulation are approximated by simple random
elements, i.e. random elements with only a finite number of possible values.
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1 Introduction
In recent years, the use of various kinds of stochastic finite element methods for the
solution of random differential equations has become very popular. So a great progress
in this direction is achieved, stimulating also the mathematical and numerical investi-
gation of other types of random equations. All these works can be related to the field
of uncertainty quantification in the scientific domain of computational science. Corre-
sponding problems, concepts, results, examples, and applications can be found e.g. in
[3, 1, 7, 8, 9, 10, 12, 13, 17, 18, 19, 20, 23] and the references therein.
The aim of this work is to propose another variant of the stochastic finite element me-
thod. One possibility for the approximate solution of a random equation consists in the
approximation of the random parameters by simple random elements, i.e. by random va-
riables, vectors or more abstract random elements with only a finite number of possible
values (and so with discrete distributions). For these approximations a ”finite dimensio-
nal” problem with respect to the stochastic variables results, i.e., this is a possible way for
the discretization in the ”stochastic dimensions”. After choosing such an approximation
by a simple random element, a finite number of usual deterministic problems have to
be solved. The result is a simple random element which approximates the exact solution
random element of the given problem. From the approximate simple solution random
element, the searched characteristics can (often) be computed easily. Because the deter-
ministic solvers can be used directly, this method belongs to the so called non-intrusive
methods.
There are several kinds of (differential) equations, where randomness plays a role. What
we primarily have in view is the case of a boundary value problem for an ordinary or
partial differential equation, where some of the deterministic parameters, such as coef-
ficients or coefficient functions, forcing functions (right hand sides) etc. are replaced by
random variables or sufficiently regular random functions. In this case, under appropriate
assumptions, the problem is transformed into a variational problem, hence we consider a
random variational problem. In this formulation, the parameters are usually elements of
a suitable function space. So it seems appropriate to consider the random parameters as
”random elements” in corresponding spaces. It can be remarked, that also other classes of
random equations can be solved numerically by approximating the random parameters
with simple random elements.
The article is organized as follows. In Section 2 some basic facts about random elements
and the possibility of their approximation by simple random elements are given. Then
the method of approximating random parameters in a given random boundary value
problem by simple random elements is described. In Section 4 there is treated a simple
example in order to illustrate this solution method.
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2 Simple random elements
All random objects occuring in the problem are assumed to be defined on a fixed proba-
bility space (Ω,A,P). Here Ω is a non-empty set, the set of ”outcomes” or ”elementary
events”, A is a σ−algebra of subsets of Ω (the ”random events”) and P is a probability
measure on the measurable space (Ω,A). This probability space is usually not given
explicitly. Sometimes one can choose an appropriate explicit probability space to work
with, as it is usual done in one variant of the stochastic finite element method, where the
range of a random vector is chosen as a probability space (see e.g. [3, 1]). We will assume
that the abstract probability space is complete, i.e., for any A0 ∈ A with P(A0) = 0 it
holds A ⊆ A0 ⇒ A ∈ A and P(A) = 0. Each probability space can be completed by
enlarging the σ−algebra and extending the probability measure. If one works with the
explicitly given probability space in the range of a random vector, usually this space will
not be completed.
If (X ,SX ) is another measurable space, then a random element X in X is a measurable
mapping from (Ω,A,P) into (X ,SX ), i.e., it holds X : Ω→ X with
X−1(B) := {X ∈ B} := {ω ∈ Ω : X(ω) ∈ B} ∈ A ∀B ∈ SX .
Other names are ”X -valued random element”, ”generalized random variable in X ” or
simply ”random variable in X ”.
In the case of X = R, this gives the definition of a real valued random variable and
in case of X = Rd (d ∈ N) the definition of a finite dimensional random vector. Also
random functions (X(t); t ∈ T), i.e. families of random variables X(t) = X(t, ·) : Ω→ R,
depending on a parameter t ∈ T (T being a nonempty set) can be considered as random
elements in appropriate spaces. But without further assumptions, the corresponding
measure spaces are not so good to work with, so that usually one considers the different
concepts of a random function on the one hand and of a random element on the other
hand, taking into account of course the interconnections between the two concepts.
With every random element X : Ω → X , a probability measure PX on (X ,SX ) is
connected, the distribution of the random element. It is defined by
PX(B) := P(X ∈ B) := P ({ω ∈ Ω : X(ω) ∈ B}) (B ∈ SX ).
A random element X with values in X is called a simple random element if the range is a




with measurable sets Ωk ∈ A, k = 1, . . . , N (N ∈ N), and elements xk, k = 1, . . . , N ,
in X (they can be assumed to be pairwise distinct), such that X(ω) = xk for ω ∈ Ωk.




pk = 1. The distribution of a simple random element is a discrete probability
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with the help of Dirac measures δxk defined by δxk(B) = 1 if xk ∈ B and δxk(B) = 0
otherwise (B ∈ SX , k = 1, . . . , N).
Usually, the space X has a richer structure, often it is a metric space or even a Banach
or Hilbert space. Then one can often work with the measurable space (X ,B(X )), where
B(X ) is the Borel−σ−algebra, i.e. the σ−algebra generated by the open subsets of X .
Theorem 2.1
Let (X , ‖ · ‖) be a separable normed vector space, B(X ) the Borel−σ−algebra on X and
X a (X ,B(X ))−valued random element.
(i) Then there exists a sequence (Xn;n ∈ N) of (X ,B(X ))−valued simple random





‖Xn −X‖ = 0 monotonically
)
= 1.
(ii) If for p ∈ (0,∞) it holds E{‖X‖p} <∞, then there exists such a sequence (Xn;n ∈
N) of simple random elements in X , such that
lim
n→∞
E{‖Xn −X‖p} = 0 (monotonically).
The coefficients of a boundary value problem for ordinary or partial differential equations
are often assumed to be elements of an appropriate L∞ space. These spaces are mostly
nonseparable, so one has to use a different concept.
Definition 2.2
Let (X , ‖ · ‖) be a Banach space and B(X ) the Borel−σ−algebra on X . A mapping
X : Ω → X is called strongly measurable or Bochner measurable if there exists a
sequence Xn : Ω → X (n ∈ N) of simple (X ,B(X ))−valued random elements, which
converges almost surely to X, i.e.
lim
n→∞
‖Xn(ω)−X(ω)‖ = 0 for ω ∈ Ω1, P(Ω1) = 1.
For strongly measurable random elements, there exists a separable closed (hence also
measurable) subspace X1 ⊂ X , such that P(X ∈ X1) = 1, one also speaks about almost
separably valued random elements in X in this case.
For separable Banach spaces, the definitions of a random element and a strongly mea-
surable mapping are equivalent.
Theorem 2.1 and Definition 2.2 show that strongly measurable random elements can be
approximated by simple random elements arbitrarily good.
These and further results and examples concerning random elements in metric or Banach
spaces can be found e.g. in [4, 5, 6, 11, 15, 16, 21].
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3 SFEM with simple random elements
Starting point for many applications of the finite element method is the classical formu-
lation of a boundary value problem for a differential equation, e.g.
Example 3.1
−div (a(x) grad u(x)) = f(x), x ∈ D ⊂ Rd (d ∈ N \ {1})
u(x) = 0, x ∈ ∂D









+ a0(x)u(x) = f(x), x ∈ D = (0, L) ⊂ R
u(0) = u(L) = 0
for an ordinary differential equation. Classical solutions u(x), x ∈ D, satisfy these equa-
tions in the usual calculus sense. For the existence of classical solutions, the parameters
of the problem, such as the coefficient a(x) (resp. a1(x), a0(x)), the forcing function f(x)
(the right hand side), the boundary conditions, and the domain D must be sufficiently
regular.
If some of these parameters are random functions (random elements in general) with
regular realizations, a random classical problem occurs. In this case, a random func-
tion u(x, ω), ω ∈ Ω, x ∈ D, with regular realizations is searched, such that for all
ω ∈ Ω1, P(Ω1) = 1, the realization u(x, ω) as a function of the variable x is a clas-
sical solution. So we get the almost sure or pathwise classical problems and respectively
solutions
Example 3.3
−div (a(x, ω) grad u(x, ω)) = f(x, ω), x ∈ D ⊂ Rd, ω ∈ Ω1, P(Ω1) = 1










+ a0(x, ω)u(x, ω) = f(x, ω), x ∈ (0, L), ω ∈ Ω1
u(0, ω) = u(L, ω) = 0, P(Ω1) = 1.
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Derivatives are to be understood as usual derivatives of the realizations, hence in a
pathwise or almost sure sense.
For a better mathematical and numerical treatment, such problems can be reformulated
as variational problems. In abstract form, they read as:
Find u ∈ V, such that a(u, v) = l(v) for any v ∈ V, here V is a suitable separable Hilbert
space, a(·, ·) is a coercive and continuous bilinear form on V and l(·) is a continuous
linear form on V.
Then the Lax-Milgram theorem yields the existence of a unique solution of the varia-
tional problem in V and also in finite dimensional subspaces Vh. This provides a basis
for approximate numerical solutions. The solutions of the variational problems are now
called weak or generalized solutions. If they are sufficiently regular, they coincide with
the classical solutions. In the abovementioned examples, the deterministic variational
problems read as:
Example 3.5 Find u ∈ H10(D), such that for all v ∈ H10(D)∫
D




(with generalized gradients (derivatives) ∇u,∇v), respectively
Example 3.6 Find u ∈ H10(0, L), such that for all v ∈ H10(0, L)∫ L
0
[a1(x)u




(here u′, v′ are generalized derivatives or Radon-Nikodym derivatives with respect to the
Lebesgue measure). The integration in both examples is in Lebesgue sense. The spaces
H10 are the appropriate Sobolev spaces for these problems.
For equations with random parameters, several kinds of variational problems can be
stated. One is a pathwise or almost sure variational formulation and reads as follows:
Find a random element u(·) in V, such that for a measurable set Ω1 ⊂ Ω with P(Ω1) = 1
it holds for all ω ∈ Ω1 and any (deterministic) v ∈ V the relation a(ω) (u(ω), v) = l(ω)(v).
(It might also be possible that the underlying Hilbert space V depends on ω ∈ Ω1, but
we will not consider such problems here.)
In the abovementioned examples, this gives
Example 3.7 Find a random element u(·) in H10(D), such that for all v ∈ H10(D) and
all ω ∈ Ω1 with P(Ω1) = 1 it holds∫
D
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(with pathwise generalized gradients (derivatives) ∇u(·),∇v(·)); respectively
Example 3.8 Find a random element u(·) in H10(0, L), such that for all v ∈ H10(0, L)
and all ω ∈ Ω1 with P(Ω1) = 1 it holds∫ L
0
[a1(x, ω)u




These pathwise variational formulations constitute also the basis for the version of the
stochastic finite element method described below.
Another kind of stochastic variational formulation is used e.g. in the so called spectral
approach stochastic finite element method. Here, an appropriate separable Hilbert space
V˜ of random elements is considered, together with a coercive and continuous bilinear
form a˜(·, ·) and a continuous linear form l˜(·) on it and the problem can be formulated as
in the deterministic case:
Find u˜ ∈ V˜ such that for all v˜ ∈ V˜ it holds a˜ (u˜, v˜) = l˜ (v˜).
See e.g. [3, 1, 7, 8, 9, 10, 12, 13, 17, 18, 19, 20, 23] for more detailed explanations, results
and examples concerning this kind of variational problems.
Now we describe the variant of the stochastic finite element method with simple random
elements. Starting point is a pathwise random variational problem like in Examples 3.7
or 3.8.
The approximate solution method consists of the following steps:
1. Approximate all random elements in the pathwise stochastic variational formula-
tion by simple random elements in appropriate spaces.
2. Solve for each combination of possible values of the simple random elements the
corresponding deterministic variational problem (e.g. by deterministic FEM).
3. Calculate for the resulting simple solution random element the searched distribu-
tions or statistical characteristics. These are approximations of the characteristics
which have to be calculated.
One way to get an approximation of the random elements in the given mathematical
problem is the following:
If the random element is a discrete random variable or vector with infinite many possible
values, take a finite subset of them (with probability near to 1) and approximate the
remaining possible values by one value. If the random element is a continuous random
variable or vector take a finite partition of the support of the distribution of the random
element and one element of each partition set as the value of the approximation simple
random element. So e.g. for a uniformly on the interval [0, 1) distributed random variable
Workshop „Stochastische Analysis“ 20.09.2006 – 22.09.2006
160 H.-J. Starkloff









1, . . . , N) and corresponding midpoints xk =
2k − 1
2N
as representations (possible values
of the simple random element).
For a random process or field, one can proceed as follows:
1. Approximate the random function by a random function, which depends only on
a finite number of random variables (or vectors), this dependence should be ex-
plicitly given. One way to get such approximation is the use of truncated series
representations of the given random function. Under appropriate conditions, here
the use of the Karhunen-Loe`ve expansion is often recommended.
2. Substitute each random variable (or vector) in these approximation by a simple
random variable (or vector) as decribed above.
The approximation of all random elements by simple random elements means that there




sets Ωk ∈ A, k = 1, . . . , N (N ∈ N), with corresponding probabilities P(Ωk) = pk,
(pk ≥ 0, k = 1, . . . , N and
N∑
k=1
pk = 1); on each set Ωk, all random elements in the problem
are constant. So we get for each set Ωk a deterministic problem, which can be solved
with appropriate deterministic methods. The result is a simple random element, which
takes on one value on each set of the partition Ωk, k = 1, . . . , N . For this simple random
element, one can calculate the searched characteristics, they provide an approximation
of the quantities which have to be calculated.
In order to obtain estimates of the accuracy of the approximated solution and convergence
results, one can use e.g. corresponding results in [3, 2].
The proposed method can be related to the so called Multi-Element generalized Polyno-
mial Chaos method which is described e.g. in [22]. The accuracy of related approximations
can be investigated also with the help of results from quantization theory, see e.g. [14].
4 Example
In order to illustrate the proposed approximate solution method, we apply the method to
a simple problem for which an analytic solution can be written down and the occuring
random function is explicitly given as a function with two random variables as para-










= 0, 0 < x < 1
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u(0) = 0 a(1)
du
dx
(1, ω) = F (ω), ω ∈ Ω1, P(Ω1) = 1
with the corresponding pathwise variational problem∫ 1
0
a(x, ω)u′(x, ω)v′(x) dx = F (ω)v(1), ∀ v ∈ H([0, 1]), v(0) = 0, ω ∈ Ω1, P(Ω1) = 1.
This problem describes e.g. a simple model of displacements in an axially loaded bar.






dy, ω ∈ Ω1, P(Ω1) = 1.
For the random variable F (·) and the random coefficient function a(x, ·), x ∈ (0, 1), we
assume the following (in order to simplify subsequent calculations):
F (·) is uniformly distributed on the interval (100−∆, 100 + ∆) with 0 < ∆ < 100;
a(x, ·) = e(1+α(·))x with an independent of F (·) and uniformly distributed on (−δ, δ)
(0 < δ) random variable α(·).
For fixed values x ∈ (0, 1) (resp. x1, x2), we get then
• the distribution function of a(x):
P(a(x) ≤ z) =







− 1 + δ) for e(1−δ)x < z ≤ e(1+δ)x
1 for e(1+δ)x < z





for e(1−δ)x < z < e(1+δ)x
0 otherwise
• the mean value function of a(x):
E{a(x)} = E{e(1+α)x} = ex e
δx − e−δx
2δx
(compare with the function e(1+E{α})x = ex )
• the covariance function of a(x):









ex1δ − e−x1δ) (ex2δ − e−x2δ) .
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Now we consider the approximate solution method by approximating the random va-
riables by simple random variables. Here we choose an approximation of the continuous
uniformly distributed random variables α(·) with δ = 0.4 and F (·) with ∆ = 10 by dis-
crete uniformly distributed random variables α˜(·), F˜ (·) with following 5 possible values
for each random variable:
α1 = −0.32 α2 = −0.16 α3 = 0 α4 = 0.16 α5 = 0.32
F1 = 92 F2 = 96 F3 = 100 F4 = 104 F5 = 108.
Each combination of one possible value for α˜(·) and one possible value for F˜ (·) occurs








= 0.04 The solution random element u˜ is a simple
random element with 25 possible values (each is a function on the interval [0, 1] and











1− e−(1+αl)x) k, l = 1, . . . , 5.
For more complicated problems they have to be calculated approximately by determini-
stic finite element methods. Characteristics of the solution can be calculated from the
simple solution random element. So for example, if the mean value function is sought we
have the approximate solution







In the figure below some of the possible values of the approximate simple solution ele-
ment together with the mean value function and respectively the exact and approximate
distribution function of u(0.5) are shown. The figures were created by Ralf Wunderlich,
whose help is gratefully acknowledged.
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solution functions distribution function
5 Conclusions
In the last years, an increased attention for the solution of random equations can be seen.
Especially, different variants of the stochastic finite element method were developed and
found applications to various problems. In this article, we propose another variant of
the stochastic finite element method, where the random parameters are approximated
by simple random elements. So a reduction to a finite number of finite dimensional de-
terministic problems is achieved. The main additional step with respect to deterministic
problems is here the modeling of the parameters together with their approximation by
simple random elements. Further possibilities, properties of this modeling, and approxi-
mation as well as other related questions concerning the solution of random equations,
especially with the stochastic finite element method, are the content of ongoing research.
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differenzierbarer schwach korrelierter Prozesse
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Zusammenfassung
Lineare Systeme von gewöhnlichen Differentialgleichungen eignen sich zur Mo-
dellierung von Schwingungssystemen, die zufällig erregt werden. Die stationäre Lö-
sung beschreibt deren Langzeitverhalten. Für die Korrelationsfunktionen der sta-
tionären Lösung und deren Ableitungen werden asymptotische Entwicklungen an-
gegeben, wenn die zufällige Erregung durch differenzierbare schwach korrelierte
Prozesse erfolgt. Die Eigenschaften differenzierbarer schwach korrelierter Prozes-
se werden diskutiert und B-Spline vorgestellt, die Korrelationsfunktionen solcher
Prozesse sind.
Verschiedene Darstellungen der stationären Lösung führen zu verschiedenen
asymptotischen Entwicklungen für die Korrelationsfunktion. An einem Beispiel wer-
den beide verglichen und der Einfluß der Differenzierbarkeit der Erregung unter-
sucht.
Schlagworte: asymptotische Entwicklung, zufällige Schwingung, differenzierbare Zu-
fallsfunktion, schwach korrelierte Zufallsfunktion, Korrelationsfunktion, stationäre
Lösung
MSC2000 Klassifikation: 70L05, 34F05, 60G12
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1 Einleitung










für einen vektoriellen Zufallsprozeß x(t, ω) auf R × Ω mit Werten in Cn, n ∈ N, wobei
(Ω,A,P ) ein Wahrscheinlichkeitsraum ist mit einer geeigneten σ-Algebra A von Teilmen-
gen aus Ω. Desweiteren sind A0, . . . , Ar (n×n)-Matrizen und P˜0, . . . , P˜p (n×m)-Matrizen






enthält die zufällige Erregung f(t, ω) und deren Ableitungen bis zur Ordnung p, die
auf R × Ω definiert sind und Werte in Cm haben. Für alle betrachteten Zufallsprozesse
wird vorausgesetzt, dass die zweiten Momente existieren. Es wird angenommen, dass der
Erregungsprozeß f(t, ω) p-mal im quadratischen Mittel (i.q.M.) differenzierbar ist und
alle Ableitungen f(t, ω), . . . , f (p)(t, ω) schwach stationär sowie im i.q.M. und fast sicher
(f.s.) stetig sind.
Das Ziel ist es, Darstellungen der stationären Lösung anzugeben und deren Korrela-
tionsfunktion zu berechnen bzw. mittels asymptotischen Entwicklungen zu approximie-
ren, wenn die Erregung mittels differenzierbarer ε-korrelierter Prozesse, einer speziellen
Klasse von schwach korrelierten Prozessen ([11, 12]), modelliert wird. Die wesentliche
Eigenschaft von schwach korrelierten Prozessen besteht darin, dass sie keine „Fernwir-
kung“ besitzen. Die Werte eines solchen Prozesses an zwei Punkten sind unkorreliert,
wenn der Abstand dieser Punkte die Größe ε > 0, die als Korrelationslänge bezeichnet
wird, überschreitet.
Die beschriebene Problemstellung tritt zum Beispiel bei der Untersuchung des Lang-
zeitverhaltens der Systemantwort von diskreten Schwingungssystemen mit permanenter
zufälliger Erregung auf ([8, 11, 13, 17, 19, 22]). Schwingungsmodelle stellen im allge-
meinen Randanfangswertprobleme für eine zeit-, orts-, und zufallsabhängige Funktion
dar. Durch Diskretisierung bezüglich der Ortskoordinaten entstehen (großdimensionier-
te) Systeme gewöhnlicher Differentialgleichungen zweiter Ordnung (r = 2).
Differentialgleichungssysteme (1.1) eignen sich ebenfalls zur Modellierung von differen-
zierbaren Zufallsprozessen ([6, 22]). Im Gegensatz zum vielbenutzten White-noise-Ansatz
(f(t, ω) Weißes Rauschen) können ε-korrelierte Prozesse eine beliebige Glattheit besit-
zen. Damit wird eine bessere Anpassung der Eigenschaften an reale Erregungsprozesse
möglich und der schwachen Korreliertheit Rechnung getragen.
Die Untersuchung von Schwingungsystemen erfolgt häufig in modalen Koordinaten, was
zu komplexwertigen Systemmatrizen führt. Deshalb sollen die Darlegungen für diesen
allgemeineren Fall erfolgen, reellwertige Systeme sind als Spezialfall enthalten.
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Im zweiten Abschnitt werden zunächst die Grundlagen der Korrelationsanalyse für Sys-
teme erster Ordnung (r = 1) zusammengefaßt. Da sich Systeme höherer Ordnung eben-
falls in diese Gestalt überführen lassen, ergeben sich verschiedene Vorgehensweisen bei
der Bestimmung der Korrelationsfunktion der Ableitungen x(l)(t, ω), l = 0, . . . , p der
stationären Lösung des Ausgangsproblems.
Auf der Basis der Definition werden im dritten Abschnitt Eigenschaften und Kenngrößen
von ε-korrelierten Prozessen εf(t, ω) vorgestellt. Für Entwicklungen der Korrelations-
funktionen für ε → 0 der stationären Lösung von (1.1) ist es wichtig, dass die Korre-
lationfunktionen einer Familie von ε-korrelierten Prozessen ( εf)ε>0) durch die Korrela-
tionfunktion des 1-korrelierten Prozesses generiert werden. Damit läßt sich die gesamte
Familie ( εf)ε>0 anhand einer Korrelationsfunktion charakterisieren. Korrelationsfunktio-
nen von differenzierbaren ε-korrelierten Prozessen findet man in der Klasse der B-Spline.
Deren Konstruktion und Eigenschaften sind Gegenstand des vierten Abschnittes.
Im Mittelpunkt des fünften Abschnitts steht die Bestimmung von asymptotischen Ent-
wicklungen der Korrelationsfunktion der stationären Lösung. Auf der Basis dieser Ent-
wicklungen ergeben sich für festes ε Approximationen, unter bestimmten Voraussetzun-
gen sogar gleichmäßig konvergente Reihendarstellungen, mit denen man die exakte Kor-
relationsfunktion errechnen kann. Diese Vorgehensweise wird im sechsten Abschnitt am
Beipiel des Einmassenschwingers erläutert.
Im folgenden wird folgende Notation verwendet.
Der Erwartungswert bezüglich des Wahrscheinlichkeitsmaßes P wird mit E {·} bezeich-
net. Die Kreuzkorrelationsfunktion zweier vektorieller Zufallsprozesse y(t, ω)und z(t, ω),
t ∈ R mit Werten in Cn sei durch
Ryz(t, s) = E {[y(t)−E {y(t)}] [z(s)−E {z(s)}]∗} , t, s ∈ R
definiert. Im Fall schwach stationärer Zufallsprozesse bezeichnet
Ryz(τ) = E {[y(t)−E {y(t)}] [z(t+ τ)−E {z(t+ τ)}]∗} , τ ∈ R
die Kreuzkorrelationsfunktion. Bei Untersuchungen im Frequenzbereich ist die Spektral-






e− iατRzz(τ) dτ , α ∈ R
von Interesse.
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2 Stationäre Lösung
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in ein lineares System
z˙(t, ω) = Az(t, ω) + g(t, ω) (2.1)
der Dimension nr mit Erregung









gesetzt wird. Bei der Betrachtung von Systemen wird immer gefordert, dass die entspre-
chende Matrix A stabil ist, d. h. alle Eigenwerte von A besitzen einen negativen Realteil.
Ist g(t, ω) ein stationärer, im quadratischen Mittel und f.s. pfadweise stetiger Prozeß,




eA(t−s)g(s, ω) ds (2.2)
im quadratischen Mittel und f.s. pfadweise. Ein Prozeß z(t, ω) heißt dabei stationäre
Lösung des Systems, wenn z(t, ω) die Differentialgleichung erfüllt, stationär und mit





stationär ist. Im Vergleich zur Lösung





˙˜z(t, ω) = Az˜(t, ω) + g(t, ω) , z˜(t0) = z˜0
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beschreibt die stationäre Lösung das Langzeitverhalten bei permanent zugeführter zu-
fälliger Erregung g(t, ω), also ohne den Einfluß des Anfangszustandes.






eA(t−u)Rgg(v − u) eA∗(t+τ−v) dvdu ,
die Kenntnis der Korrelationsfunktion Rgg(·) des schwach stationären Prozesses g(t, ω)
reicht zur Bestimmung von Rzz(·) aus. Die konkrete Berechnung erweist sich jedoch in
vielen Fällen als schwieriges Vorhaben. Insbesondere bei großdimensionierten Systemen
greift man auf Approximationsverfahren zurück, die zum Beispiel auf Modellreduktion
basieren. Beispiele sind die Methoden der modalen Dekomposition und der optimalen
Projektion ([15, 22]). Eine andere Möglichkeit besteht darin, die Funktion g(t, ω) so zu
modellieren, dass die Berechnung vereinfacht wird, z. B. mittels Weißen Rauschens. Eine
Untersuchung im Frequenzbereich ist ebenfalls möglich ([8, 13, 19]).
Die Darstellung der stationären Lösung von (1.1) und deren Ableitungen lassen sich
aufgrund spezieller Eigenschaften der zugehörigen Matrixexponentialfunktion G(t) = eAt
konkretisieren. Dazu wird
G˜(t) := T˜ eAtT mit T˜ =
(
I O · · · O
)
(2.3)
gesetzt, d. h. G˜(t) ist der obere rechte (n×n)-Block der Matrixexponentialfunktion G(t).
Lemma 2.1










f (s, ω) ds
+


















f (k)(t, ω) i = r
Beweis.
Die (nr × nr)-dimensionale Matrixexponentialfunktion G(t) = eAt ist Lösung des ma-
trixwertigen Anfangswertproblems
G′(t) = AG(t) , G(0) = I
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(siehe z. B. [1]). Für die (nr × n)-dimensionale Matrixfunktion
Y (t) := G(t)T = eAtT
gilt
Y ′(t) = AY (t) , Y (0) = T .









Die Matrixfunktion G˜(t) hat dann die Eigenschaften
G˜(i)(t) = T˜Ai eAtT = T˜AiY (t) , i = 0, 1, . . . ,
G˜(i)(0) = O , i = 0, . . . , r − 2 und G˜(r−1)(0) = I .









G˜(r)(t− s)g˜(s, ω) ds+ g˜(t, ω) .
Nach Anwendung der partiellen Integration
t∫
−∞








G˜(i+k)(t− s)P˜kf(s, ω) ds
folgt die Behauptung.
Zur Beurteilung von x(i)(t, ω), i = 0, . . . , r − p, sind also nur Kenntnisse über die Er-
regungsfunktion f(t, ω) erforderlich, nicht von deren Ableitung. Außerdem wird es im
weiteren von Bedeutung sein, ob ein Zufallsprozeß als Integralfunktional von f(t, ω) dar-
stellbar ist oder ob noch Randterme hinzukommen.
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Im Fall von Schwingungssystemen (r = 2) sind für die technische Interpretation neben
der Auslenkung und der Geschwindigkeit auch besonders die Beschleunigungen (i = 2)
von Bedeutung. Die obigen Überlegungen zeigen, dass die für Schwingungssysteme ty-
pischen Werte p = 1, 2 eine Modellierung der Erregung f(t, ω) durch differenzierbare
Prozesse und eine Analyse der für Approximationsverfahren notwendigen Kenngrößen
erfordern.
3 ε-korrelierte Prozesse
Das Konzept der ε-korrelierten Prozesse baut auf der Theorie der schwach korrelierten
Prozesse auf. Die exakte Definition schwach korrelierter Prozesse ist z. B. in [9, 11, 12, 20]
zu finden. Insbesondere zeigt sich, dass für die Korrelationsanalyse von Integralfunktiona-
len von schwach korrelierten Prozessen die Eigenschaft der ε-Korreliertheit entscheidend
ist, bei deren Definition lediglich Eigenschaften der zweiten Momente eine Rolle spielen.
Definition 3.1
Ein stochastischer Prozeß εf(t, ω) mit t ∈ D ⊂ R und Werten im Cn heißt ε-korreliert
mit der Korrelationslänge ε > 0, wenn
Rεfεf(t, s) = E {[ εf(t)−E { εf(t)}] [ εf(s)−E { εf(s)}]∗} = O ∀ t, s ∈ D mit |t− s| ≥ ε
gilt.
Für Familien ( εf)ε>0 von ε-korrelierten Prozessen wird folgende Annahme vereinbart,
die ohne besonderen Vermerk im weiteren gelten soll.
Annahme 3.2
1. Die Zufallsfunktionen ( εf)ε>0 sind zentriert, d. h. E { εf(t)} = O.
2. Die Funktionen ( εf)ε>0 sind schwach stationäre Prozesse mit den Korrelationsfunk-
tionen
E { εf(t) εf ∗(s)} = Rεfεf (s− t) , wobei
3. für die Korrelationsfunktionen (Rεfεf (·))ε>0 eine Darstellung durch eine Korrela-
tionsfunktion R(·) eines 1-korrelierten, schwach stationären Prozesses existiert mit




∀ s ∈ R, ε > 0 und
4. die Funktionen ( εf)ε>0 sind im quadratischen Mittel stetig, woraus die Stetigkeit
der Korrelationsfunktion R(·) folgt.
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Die Korrelationsfunktion R(·) des 1-korrelierten Prozesses zu einer Familie ( εf)ε>0 von
ε-korrelierten Prozessen wird kurz 1-korrelierte Korrelationsfunktion genannt.
Für die späteren Entwicklungen werden gewisse Kenngrößen von Korrelationsfunktionen
benötigt, die an dieser Stelle bereits diskutiert werden sollen.
Definition 3.3









die Korrelationsmomente der Ordnung j.
Außerdem kommen neben den Korrelationsmomenten weitere Kenngrößen ε-korrelierter
Funktionen vor, sogenannte Korrekturterme der Korrelationsmomente.
Definition 3.4




(u− β)jR(u) du , α ∈ R+ , β ∈ R , j = 0, 1, 2, . . .
Korrekturterme der Korrelationsmomente.
Von Bedeutung werden die Korrekturterme für die Werte β = 0, und β = 2α sein.
Deshalb wird noch die Bezeichnung
κi,j(α) :=κj(α, iα) =
∞∫
α
(u− iα)j R(u) du , i = 0, 2
eingeführt.
Korollar 3.5
Es gelten folgende Beziehungen für j = 0, 1, 2, . . .
µj = κj + (−1)jκ∗j ,
κj = κj(0, 0) = κi,j(0) , i = 0, 2
und
κ0,0(α) = κ2,0(α) , α ∈ R+ .
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 α 
Abbildung 3.1: Korrekturterme der Korrelationsmomente κ0,j(α) und κ2,j(α), j =
0, 1, 2, 3 (Linien von dünn und dunkel nach dick und hell) für die Korrelationsfunktion
R(τ) = (1− |τ |)+
Beispiel 3.6 Die Korrelationsfunktion
R(τ) = (1− |τ |)+
ist 1-korreliert. Man berechnet die Korrekturterme für α ∈ [0, 1]
κj(α, β) =
(1− β)j+2 − (α− β)j+2














Die Korrekturterme κ0,j(α) und κ2,j(α) sind in Abbildung 3.1 dargestellt.
Weitere Beispiele von Korrelationsfunktionen 1-korrelierter Prozesse findet man in [20].
Sowohl die Differenzierbarkeit im quadratischen Mittel als auch die ε-Korreliertheit ei-
nes Prozesses stehen im Zusammenhang mit Eigenschaften der Korrelationsfunktion. So
gibt es notwendige und hinreichende Bedingungen an die Korrelationsfunktion für die
Differenzierbarkeit des Prozesses [13, 19].
Im Speziellen ist ein schwach stationärer Prozeß f(t, ω) mit 2n-mal stetig differenzierba-
rer Korrelationsfunktion n-mal im quadratischen Mittel differenzierbar, es gilt
Rf(k)f(l)(τ) = (−1)kR(k+l)ff (τ) , k, l = 0, . . . , n . (3.1)
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Die Existenz eines i.q.M. stetigen schwach stationären Prozesses zu einer vorgegebenen
stetigen, integrierbaren und positiv definiten Funktion R(·) wird durch den Satz von
Chintschin gesichert (siehe z. B. [7, 19]). Auf dieser Grundlage wurde in [12] der Nach-
weis erbracht, dass unendlich oft differenzierbare ε-korrelierte Prozesse existieren. Die
angegebene beliebig oft differenzierbare Korrelationsfunktion (siehe auch [11, 13]) ist
aber eher von theoretischer Bedeutung und für die Korrelationsanalyse unzweckmäßig.
In [9] wurde eine konstruktive Methode vorgeschlagen, um Korrelationsfunktionen dif-
ferenzierbarer 1-korrelierter Prozesse zu generieren. Dabei wird die Differenzierbarkeit
durch geeignetes Integrieren erhöht.
Bevor im nächsten Abschnitt differenzierbare B-Spline-Korrelationsfunktionen vorge-
stellt werden, sollen Eigenschaften der Korrekturterme zu differenzierbaren 1-korrelierten
Korrelationsfunktionen angegeben werden. Mit
κ
(n)




wird der Korrekturterm des j-ten Korrelationsmoments der n-ten Ableitung der 1-korre-





j (0, 0) ,







j + (−1)j+nκ(n)∗j = (−1)j+nµ(n)∗j
ergibt.
Aufgrund von (3.1) gelten für die Korrekturterme eines n-mal differenzierbaren 1-korre-
lierten Prozesses f(t, ω)
κj,f(k)f(l)(α, β) = (−1)kκ(k+l)j,ff (α, β) , k, l = 0, . . . , n . (3.2)
Beziehungen zwischen den Korrekturtermen zu Ableitungen von Korrelationsfunktionen
und der Korrelationsfunktion stellt folgendes Lemma her.
Lemma 3.7
Sei R(·) eine n-mal differenzierbare, 1-korrelierte Korrelationsfunktion. Dann gilt für
j = 0, 1, . . .
κ
(n)




(j − l)! (α−β)
j−lR(n−l−1)(α)+
(−1)j+1j!R(n−j−1)(α) j < n(−1)n j!
(j−n)!κj−n(α, β) j ≥ n
.
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Beweis.
Sei k := min{n, j}. Die k-fache partielle Integration ergibt für α ∈ [0, 1]
1∫
α






= − (α− β)jR(n−1)(α) + j(α− β)j−1R(n−2)(α)









(j − l)! (α− β)




(u− β)j−kR(n−k)(u) du .





















(j − n)!κj−n(α, β) .






(u− iα)j R(n)(u) du
und die Korrelationsmomente κ(n)j übertragen.





0 j < n, n− j gerade
(−1)j+1j!R(n−j−1)(0) j < n, n− j ungerade
(−1)n j!
(j−n)!κj−n j ≥ n
. (3.3)
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Das heißt insbesondere, dass alle geraden Korrelationsmomente der n-ten Ableitung eines
Prozesses bis zur Ordnung 2n− 2 verschwinden,
κ
(2n)




k = 0 , k = 0, . . . , 2n− 1 .
4 B-Spline-Korrelationsfunktionen
In diesem Abschnitt sollen B-Spline definiert werden, die differenzierbare 1-korrelierte
Korrelationsfunktionen sind. Auf eine allgemeine Definition von B-Spline mittels Di-
vidierter Differenzen soll verzichtet werden, da es für den hier betrachteten Fall äqui-
distanter Knoten die definierende rekursive Darstellung von B-Spline zu einer streng
wachsenden Folge von Knoten genügt ([3, 10]).
Definition 4.1
Die i-ten B-Spline der Ordnung m ≥ 1 zur Folge von Zahlen ti < · · · < ti+m sind stück-
weise definierte Funktionen aus Polynomen des Grades m − 1, die folgender Rekursion
genügen:
m = 1 : B1i (t) = 1[ti,ti+1)(t)









Die Zahlen ti < · · · < ti+m werden auch Knoten genannt.
Die B-Spline Bm0 (·) der Ordnung m zu den äquidistanten Knoten ti = −1 + ih , i =
0, . . . , m mit Abstand h = 2
m
werden mit
Rm(·) := Bm0 (·)
bezeichnet. Die Eigenschaften dieser Splinefunktionen in folgendem Satz zusammenge-
faßt.
Satz 4.2
Für k ≥ 1 sind die B-Spline R2k(·) 1-korrelierte Korrelationsfunktionen eines (k−1)-mal
i.q.M. stetig differenzierbaren schwach stationären Prozesses. Die B-Spline Rm(·) haben
folgende Eigenschaften:
1. Die Funktionen Rm(·) genügen der Rekursion
R1(t) = 1[−1,1)(t) ,
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0 t < s1 t ≥ s
gesetzt wird.
3. Die Funktionen Rm(·) sind für m ≥ 2 gerade, d. h. es gilt
Rm(t) = Rm(−t) .















5. Für m ≥ 2 ist die Funktion Rm(·) (m− 2)-mal stetig differenzierbar,
Rm(·) ∈ Cm−2(R) ,
die (m− 2)-te Ableitung ist eine stückweise lineare Funktion.
6. Für m ≥ 2 gilt Rm(t) > 0 für t ∈ (−1, 1) und Rm(t) = 0 sonst.
Beweis.
Die Behauptung des Satzes folgt aus den Eigenschaften 4. bis 6. Die Ausführungen sind
im wesentlichen an [10] angelehnt.
1. Man betrachtet zunächst die B-Spline Bm(·) zu den Knoten 0, 1, . . . , m, die durch
die Rekursion
B1(t) = 1[0,1)(t)
m ≥ 2 : Bm(t) = tB
m−1(t) + (m− t)Bm−1(t− 1)
m− 1 .
gegeben sind. Für B-Spline Bmi (t) zu beliebigen äquidistanten Knoten ti, . . . , ti+m
mit Abstand ti+1 − ti = h gilt







denn man zeigt mit Induktion nach m
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:= 0 gesetzt wird.
3. Der Beweis dieser Behauptung erfolgt per Induktion. Für m = 2 ermittelt man
R2(t) = (t+ 1)+ − 2(t)+ + (t− 1)+ = (1− |t|)+ .







































können durch Faltung erzeugt werden,
Mm(t) = M i ∗Mm−i(t) =
∞∫
−∞
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Die Fouriertransformierte von M1(·) wird durch direktes Lösen des Integrals
∞∫
−∞





e− iαt dt =
e−
iα






berechnet. Die Fouriertransformierte der Faltung zweier Funktionen ergibt das Pro-
dukt der Fouriertransformierten der einzelnen Funktionen, woraus unter Berück-





































5. Dass die Funktion Rm(·) für m ≥ 2 zu Cm−2(R) gehört, erkennt man an der
expliziten Darstellung in 2., da die Funktion g(t) = (t − i)m−1+ (m − 2)-mal stetig
differenzierbar ist. Die (m − 2)-te Ableitung g(m−2)(t) = (m − 1)! (t− i)+ ist eine
stückweise lineare Funktion.
6. Diese Behauptung wird mittels der Rekursionsformel aus 1. verifiziert. Der Induk-
tionsanfang für m = 2 ist aus der Darstellung von R2(t) = (1 − |t|)+ klar. Die































> 0 für t ∈ (−m−2
m










, 1) überschneiden sich für m ≥ 3. Somit wird
aus der Rekursionsformel ersichtlich, dass Rm(t) > 0 genau dann gilt, wenn t ∈
(−1, 1) ist.
Die Funktion R2k(·) erhält die Bezeichnung B-Spline-Korrelationsfunktion der Ordnung








d. h. der zugrunde liegende Prozeß hat eine Varianz von 1. Die Funktion R(τ) = (1−|τ |)+
aus Beispiel 3.6 stimmt gerade mit R
2
(·) überein.
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Abbildung 4.1: normierte B-Spline-Korrelationsfunktionen R
2k
(τ) der Ordnung k =
1, 2, . . . , 8 (Linien von dunkel nach hell) und dazugehörige Spektraldichten S
2k
(α)
In der Abbildung 4.1 sind die normierten B-Spline-Korrelationsfunktionen R
2k
(·) der
Ordnungen k = 1, 2, . . . , 8 und deren Spektraldichten S
2k
(α) := S2k(α)/R2k(0) zu sehen.





1− 6|τ |2 + 6|τ |3 |τ | ≤ 1
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2(1− |τ |)3 1
2
< |τ | ≤ 1








Prinzipiell sind die Korrekturterme zu stückweise polynomialen Korrelationsfunktionen
ebenfalls stückweise Polynomfunktionen und lassen sich analytisch bestimmen. In den
folgenden Beispielen wird auf die Angabe der Korrekturterme verzichtet, es werden le-
diglich die Korrelationsmomente angegeben. Für die Funktion R
4








Die Ableitung f˙(t, ω) hat die Korrelationsfunktion
Rf˙ f˙(τ) =
{
12(1− 3|τ |) |τ | ≤ 1
2
−12(1− |τ |) 1
2
< |τ | ≤ 1 .
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Die Korrelationsmomente der Ableitung des Prozesses berechnen sich unter Berücksich-
tigung der Beziehungen (3.2) und (3.3),




(j + 1)(j + 2)
.











−810 |τ |5 + 810 |τ |4 − 180 |τ |2 + 22 |τ | ≤ 1
3
405 |τ |5 − 1215 |τ |4 + 1350 |τ |3 − 630 |τ |2 + 75 |τ |+ 17 1
3
< |τ | ≤ 2
3
81 (1− |τ |)5 2
3
























Die Korrelationsfunktion und die Spektraldichte sind in Abbildung 4.2 dargestellt. Au-
ßerdem sind die Korrelationsfunktionen und Spektraldichten der ersten und zweiten Ab-
leitung eines Prozesses mit dieser Korrelationsfunktion abgebildet.
5 Entwicklung der Korrelationfunktion
Für die hier betrachteten Funktionen ist folgender Begriff einer asymptotischen Entwick-
lung zweckmäßig (vgl. auch [2] und [5]).
Definition 5.1
Sei ϕ(ε) eine auf (0, ε0) ⊂ R definierte reelle Funktion. Eine asymptotische Entwicklung
der Ordnung N der Funktion ϕ(ε) für ε → 0 bezüglich Potenzen εp0, . . . , εpN mit p0 <
. . . < pN ist eine Darstellung
ϕ(ε) = ϕ0(ε) + . . .+ ϕN(ε) + O(εpN ) , (5.1)




ϕk(ε) = O(εpj) . (5.2)
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Rff (τ) = R
6
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ϕj(ε) die Approximation der Ordnung N einer Funktion ϕ(ε) für ε → 0
bezeichnet, so ist ̺N+1(ε) := ϕ(ε)− Nϕ(ε) das Restglied zu dieser Approximation.
Im Gegensatz zum klassischen Fall der Entwicklung in eine Potenzreihe hat der Begriff
der asymptotischen Entwicklung den Nachteil, dass eine solche Entwicklung nicht ein-
deutig ist. Hat man z. B. die Entwicklungsglieder ϕ1(ε), . . . , ϕj−1(ε) festgelegt, dann ist
ϕj(ε) nur bis auf einen Summanden der Ordnung O(εpj) eindeutig bestimmt.
5.1 Der Spezialfall p = 0
In diesem Abschnitt werden Entwicklungen der Korrelationsfunktion der stationären
Lösung (2.2) und deren Ableitung hergeleitet. Für eine übersichtlichere Argumentation
wird zunächst der Fall p = 0 betrachtet. In diesem Spezialfall hat die stationäre Lösung
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Q(t− s) εf(s, ω) ds
mit der Kernfunktion Q(t) = eAtP0. Entwicklungen der Korrelationsfunktion solcher In-
tegralfunktionale sind wesentlicher Bestandteil der Theorie schwach korrelierter Prozesse
([11]) und wurden in [18, 20, 22] behandelt.
Unter Berücksichtigung E { εf(t)} = O (vgl. Annahme 3.2) ergeben sich die Erwartungs-
wertfunktion E {z(t)} = O und die Korrelationsfunktion

























Bevor die Ergebnisse in einem Satz präsentiert werden, soll die Notation 〈· , ·〉 für Aus-








l (u+ τ) du
eingeführt werden. Dabei handelt es sich um ein Integral über ein Produkt von drei ma-
trixwertigen Funktionen, wobei die mittlere Funktion nicht von der Integrationsvariable
abhängt, aber aufgrund der Nichtkommutativität der Matrixmultiplikation im Integral










l (u+ τ) du
bestimmt. Es gelten die Rechenregeln〈














qj∗kl (τ) , B
∗〉 .
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Die Basis der Entwicklung der Korrelationsfunktion (5.3) bildet die Taylorentwicklung
der Kernfunktion Q(·). Die Matrixexponentialfunktion eAt ist beliebig oft differenzierbar
und für eine stabile Matrix A sind alle Ableitungen aus L1([0,∞))∩L2([0,∞)), insbeson-
dere sind die Ausdrücke vom Typ qjkl(·) endlich. Bezüglich der Beweise von im folgenden
aufgeführten Resultaten sei auf [21] verwiesen.
Satz 5.2
























Q(u)Q(j)∗(u+ τ) du . (5.4)













q∗j (0) , κj
〉]
+O(εN+2) .
Die Entwicklung für τ < 0 wird auch in den Sätzen nicht explizit angegeben. Diese








Q′(t− s) εf(s, ω) ds+Q(0) εf(t, ω)
besteht aus zwei Summanden,






























Der erste Summand läßt sich nach Satz 5.2 entwickeln, für den zweiten findet man die
folgende Darstellung.
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Lemma 5.3







































Werden die Entwicklungskoeffizienten mittels partieller Integration zusammengefaßt,
folgt die Entwicklung für die Kreuzkorrelationsfunktion von Integralfunktional und des-
sen Ableitung.
Satz 5.4































〉− 〈q∗j+1(0) , κj〉]+O(εN+2) .
Analoges Vorgehen für

































führt zu folgendem Ergebnis.
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Satz 5.5
























mit den Entwicklungskoeffizienten (5.4).

















Neben der Abhängigkeit von ε sind die entwickelten Korrelationsfunktionen Funktionen
von τ . Nun kann man bei den asymptotischen Entwicklungen unterscheiden, ob diese le-
diglich punktweise für alle τ oder gleichmäßig bezüglich τ gelten, d. h. ob die Forderungen
(5.1) und (5.2) unabhängig von τ erfüllt sind.
Die angegebenen Entwicklungen, z. B. Rzz(τ) = NRzz(τ) +O(εN+2), gelten für beliebige
N ≥ 0. Nun stellt sich die Frage, ob die formale Reihe, deren Partialsummen durch die
Folge der Approximationen (NRzz(·))N=0,1,... definiert wird, für N →∞ gegen die exakte
Funktion Rzz(τ) konvergiert.
Die Eigenschaften der asymptotischen Entwicklungen werden in folgendem Satz zusam-
mengefaßt.
Satz 5.6
Für die asymptotischen Entwicklungen von Rzz(·), Rzz˙(·) und Rz˙z˙(·) aus den Sätzen 5.2,
5.4 und 5.5 gilt:
1. Die asymptotischen Entwicklungen gelten gleichmäßig bezüglich τ .
2. Die Folgen der Approximationen konvergieren für alle ε > 0 und N → ∞ gleich-
mäßig bezüglich τ gegen die exakten Funktionen.
Beweis.
Für die Restglieder
̺N+11 (τ, ε) = Rzz(τ)− NRzz(τ)
̺N+12 (τ, ε) = Rzz˙(τ)− NRzz˙(τ)
̺N+13 (τ, ε) = Rz˙z˙(τ)− NRz˙z˙(τ)
gilt nach [18, 21] die Abschätzung







 , i = 1, 2, 3,
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wenn die Korrelationsfunktion des 1-korrelierten Prozesses durch die Konstante CR be-
schränkt
|R(τ)| ≤ CR1[−1,1](τ)
ist und CQ(N) Schranken für die Ableitungen der Kernfunktion sind,
|Q(N)(t)| ≤ CQ(N) , N = 0, 1, . . . , t ∈ [0,∞) .
Dabei bezeichnet | · | für Matrizen eine Matrixnorm, für die gilt |AB| ≤ |A||B| und die
mit einer Vektornorm | · | verträglich ist, d. h. |Ax| ≤ |A||x|.
Da die Schranke für das Restglied unabhängig von τ ist, gelten die asymtotischen Ent-
wicklungen gleichmäßig bezüglich τ . Aufgrund der Stabilität der Matrix A und∣∣Q(N)(t)∣∣ = ∣∣AN eAtP0∣∣ ≤ |A|N ∣∣ eAt∣∣ |P0|
existieren Schranken CQ(N) so, dass für alle ε > 0
|̺N+1i (τ, ε)| → 0
unabhängig von τ folgt.
Bemerkung 5.7 Betrachtet man die Entwicklung jedoch punktweise, d. h. für feste











verschwinden. Die punktweise Entwicklung ist dann eine
Entwicklung in eine Potenzreihe und somit eindeutig, hat aber den Nachteil, dass die
Approximationen im Punkt τ = 0 im allgemeinen unstetig sind.
5.2 Der allgemeine Fall p ≥ 0
Die Modellierung der Erregung g(t, ω) des linearen Systems (2.1) erfolgt nun mittels





εf (k)(t, ω) . (5.5)






, k, l = 0, . . . , p , (5.6)
nicht gleichzeitig Annahme 3.2, dass die Korrelationsfunktion durch eine 1-korrelierte
Korrelationsfunktion erzeugt wird.
Differenzierbare schwach korrelierte Prozesse 191
Ist R(·) die generierende 1-korrelierte Korrelationsfunktion des Prozesses εf(t, ω), d. h.



















Zumindest ein Diagonalelement der Korrelationsfunktion Rgg(τ) wächst wenigstens im
Punkt τ = 0 für ε → 0 von der Ordnung ε−2p, wenn die Matrix Pp verschieden von O
ist.
Bemerkung 5.8 Um eine Korrelationsfunktion Rgg(τ) = O(1) zu erhalten, multipli-






mit εf˜(t, ω) = εp εf(t, ω). Die Korrelationsfunktion von εf˜ (p)(t, ω) wird dann von der Kor-
relationsfunktion (−1)pR(2p)(·) generiert. Die Entwicklungen der Korrelationsfunktionen
für diesen alternativen Ansatz erhält man, indem man die angegebenen Formeln mit ε2p
multipliziert.
Wenn nicht ausdrücklich erwähnt, soll dieser Ansatz nicht verwendet werden.
Die Sätze 5.2, 5.4 und 5.5 können somit nicht direkt auf die stationäre Lösung z(t, ω) als

























erkennt man, dass sich die Doppelintegrale in den Summanden einzeln entwickeln lassen.
Satz 5.9
Sei ein System (2.1) mit einer Erregung durch ε-korrelierte Prozesse nach (5.5) gegeben.
Dann gelten für alle N ∈ N0 die bezüglich τ gleichmäßigen asymptotischen Entwicklun-
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 [(−1)j 〈qj+2kl (τ) , µ(k+l)j − κ(k+l)0,j (τε)〉
+
〈
















und die Folgen der Approximationen konvergieren für jedes ε > 0 und N → ∞ gleich-
mäßig gegen die exakten Funktionen [21].
Nun soll die alternative Darstellung der stationären Lösung entsprechend Lemma 2.1









O 0 ≤ i ≤ r − p− 1
p−k∑
j=r−i













εf (k)(t, ω) , i = 0, . . . , r .
















































































































Bemerkung 5.10 Bei dieser einheitlich für alle i1, i2 = 0, . . . r geltenden Darstellung
wurde darauf verzichtet, alle Terme mit gleichen ε-Potenzen bis zu einer gewissen Ord-
nung N und einem Rest O(εN+1) zusammenzufassen.
Neben Approximationen und Reihendarstellungen der Korrelationsfunktion bieten die
angegebenen asymptotischen Entwicklungen auch die Möglichkeit, die Ordnung der Kor-
relationfunktion zu spezifizieren. Aus Satz 5.9 liest man zunächst
Rzz(·) = O(ε−2p+1), Rzz˙(·) = O(ε−2p+1) und Rz˙z˙(·) = O(ε−2p)
ab. Diese entsprechen gerade der kleinsten ε-Potenz, wenn man bei den weiteren Faktoren
in jedem Summand von einer Ordnung O(1) für ε→ 0 ausgeht. Mit der Darstellung (5.7)
läßt sich die Ordnung konkretisieren.
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Korollar 5.11





εf (k)(t, ω) gelten die Ordnungen für ε→ 0
Rx(i)x(j)(·) =

O(ε) 0 ≤ i, j ≤ r − p− 1
O(ε2r−2p−i−j) r − p ≤ i, j ≤ r
O(εr−p−j+1) 0 ≤ i ≤ r − p− 1, r − p ≤ j ≤ r .
Der für Schwingungsmodelle interessante Fall r = p = 2 führt insbesondere auf
Rx(i)x(j)(·) = O(ε−i−j) für i, j = 0, . . . , 2 .
Die Korrelationsfunktionen von Rzz(·), Rzz˙(·) und Rz˙z˙(·) setzen sich aufgrund der De-
finition von z(t, ω) aus den Korrelationsfunktionen Rx(i)x(j)(·) zusammen, was bedeutet,
dass mit Satz 5.9 und (5.7) zwei verschiedene asymptotische Entwicklungen für Rx(i)x(j)(·)
angegeben sind. Dass sich die Ordnungen der Korrelationsfunktionen bezüglich ε unter-
scheiden, ist kein Widerspruch. Bei der Berechnung von Approximationen entsprechend
Satz 5.9 sollte jedoch darauf geachtet werden, dass N mindestens so groß gewählt wird,
dass die Ordnung des Fehlers höher ist als die in Korollar 5.11 angegebene Ordnung der
zu approximierenden Korrelationsfunktion. So ist z. B. im Fall r = p = 2 Rxx(·) = O(1),
so dass bei Berechnung von Rzz(·) mittels Satz 5.9 eine Wahl von N ≥ 3 sinnvoll ist.
6 Beispiel
Das einfachste Beispiel eines stochastisch erregten Oszillators ist der in Abbildung 6.1
gezeigte Einmassenschwinger. Er ist Abstraktionsmodell für eine Vielfalt von Anwen-
dungen, insbesondere auch für Fahrzeuge. Ein Fahrzeug mit einer Masse m und einem
Fahrwerk mit Dämpfungsparameter c und Federkraftkonstante k bewegt sich mit kon-
stanter Geschwindigkeit über eine zufällige Straßenoberfläche f(t, ω). Die Bewegungs-
gleichung für die Auslenkung der Masse my¨ + c(y˙ − f˙) + k(y − f) = 0 führt zu den
Bewegungsgleichungen für die Absolutbewegung y(t, ω)
y¨ + 2̺θ0y˙ + θ
2
0y = 2̺θ0f˙ + θ
2
0f
und für die Relativbewegung x(t, ω)
x¨+ 2̺θ0x˙+ θ
2










fungsgrad ist. Je nach Wahl des Dämpfungsgrades hat die Systemmatrix A des Systems
1. Ordnung für 0 < ̺ < 1 ein Paar konjugiert komplexer Eigenwerte, für ̺ = 1 einen




x = y − f
1
Abbildung 6.1: Einmassenschwinger
doppelten reellen Eigenwert mit geometrischer Vielfachheit 1 und für ̺ > 1 zwei ver-









Der Einmassenschwinger mit zentrierter schwach stationärer rechter Seite g˜(t, ω)
x¨+ 2̺θ0x˙+ θ
2
0x = g˜(t, ω)
ist Gegenstand der Untersuchungen in [16] (siehe auch [20]). Dort wird gezeigt, dass sich














−̺θ0τ sin(θdτ + ϕd)
berechnen läßt, wobei ϕd := arccos(̺) gesetzt wird. Dann ergibt sich ̺ = cos(ϕd) und√
1− ̺2 = sin(ϕd). Ebenso sind Formeln für die Ableitungen der Korrelationsfunktion
angegeben. Bei Kenntnis der Korrelationsfunktion Rg˜g˜(τ) ist es möglich, die Korrela-
tionsfunktion Rxx(τ) durch (numerische) Integration zu ermitteln.









−̺θ0τ sin(θdτ − (j − 1)ϕd)
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benötigt.
Berücksichtigt man zunächst nicht, dass der Erregungsprozeß die zweite Ableitung eines
differenzierbaren Prozesses ist und nimmt g˜(t, ω) = εf(t, ω) an, so ergeben sich die für

























mit den zusammengefaßten Korrekturtermen
κ˜j(α) := (−1)j+1κ0,j(α) + κ2,j(α) ,
˜˜κj(α) := (−1)j+1κ0,j(α)− κ2,j(α) .





G˜′(u)G˜(j+1)(u+ τ) du = −
∞∫
0
G˜(u)G˜(j+2)(u+ τ) du = −qj+2(τ)











































Ist die Erregung eine Ableitung eines differenzierbaren ε-korrelierten Prozesses g˜(t, ω) =
εf (p)(t, ω) für ein p ∈ N, sind in den Entwicklungen die Korrelationsmomente µj , die Kor-
rekturterme κ˜j(α) und ˜˜κj(α) sowie R(·) durch die entsprechenden Größen der Ableitung
εf (p)(t, ω) mit dem Faktor ε−2p zu ersetzen.























































































die in Abbildung 6.2 für die Parameterkonstellation ̺ = 0.5, θ0 = 3 und ε = 1 mit
Korrelationsfunktion R
6
(·) der Erregung εf(t, ω) für N = 0, . . . , 8 zu sehen sind.
Korollar 5.11 besagt nun, dass die Korrelationsfunktion Rxx(·) entsprechend (6.1) von





G˜(t− s) εf¨(s, ω) ds =
t∫
−∞
G˜′′(t− s) εf(s, ω) ds+ G˜′(0) εf(t, ω)

















entsprechend (5.7), die zum Vergleich in Abbildung 6.3 dargestellt ist. Für N = Nˆ + 4
haben die Approximationen identische Fehlerordnung. Theoretisch stimmen die punkt-
weisen Approximationen beider Entwicklungen überein (für τ = 0 und |τ | ≥ ε, vgl.




0 j = 0, . . . , 3j!
(j−4)!µj−4 j ≥ 4
und κ˜(4)j (0) =

0 j = 0, 2
2R′′(0) j = 1
12R(0) j = 3
j!
(j−4)! κ˜j−4(0) j ≥ 4
sowie den Beziehungen
qj+2(τ) = −q˜j(τ) , j ∈ N und q1(0) = 0 , q3(0) = −q˜1(0) = 1
2
(G˜′(0))2
überzeugt man sich leicht davon. Für 0 < |τ | < ε unterscheiden sich beide asymptotischen
Darstellungen, es gilt jedoch aufgrund von
κ˜
(4)
0 (α) = 0 , κ˜
(4)
1 (α) = 2R
′′(α) , κ˜(4)2 (α) = −4αR′′(α) und κ˜(4)3 (α) = 6α2R′′(α) + 12R(α)
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Abbildung 6.2: Approximationen der Korrelationsfunktionen bei Erregung durch zweite
Ableitung des Prozesses mit B-Spline-Korrelationsfunktion R
6
(·) für ̺ = 0.5, θ0 = 3 und
ε = 1 für N = 0, . . . , 8 (von hell nach dunkel)
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Abbildung 6.3: Alternative Approximationen der Korrelationsfunktion bei Erregung
durch zweite Ableitung des Prozesses mit B-Spline-Korrelationsfunktion R
6
(·) für ̺ =
0.5, θ0 = 3 und ε = 1 für Nˆ = 0, . . . , 4 (von hell nach dunkel)
































q2(0) + q3(0)τ +
q4(0)
2
























Für das stochastische Verhalten des Systemausgangs ist es wesentlich, den Systemein-
gang entsprechend der Vorgaben des Modells anzupassen. Dabei spielt insbesondere
die Differenzierbarkeit des Eingangsprozesses eine wichtige Rolle. Außerdem sollte für
g(t, ω) = εf¨(t, ω) auch die zweite Ableitung eines Prozesses gewählt werden, da sonst
wichtige Eigenschaften unberücksichtigt bleiben. In den Abbildungen 6.4 und 6.5 wer-
den die Unterschiede verdeutlicht. Dabei sind die exakten Korrelationsfunktionen für die
Parameter θ0 = 3, ̺ = 0.5 und ε = 1 zu sehen, die als Grenzwert der Reihendarstellung
(N = ∞) mittels des Computeralgebrasystems MAPLE 8 bestimmt wurden. Die Erre-
gungsprozesse wurden dabei so normiert, dass die Varianz des Systemausgangs immer
gleich ist, Rxx(0) = 1.
Die Abbildung 6.4 vergleicht die Systemausgänge des Einmassenschwingers bei Erregung
durch die p-te Ableitung eines Prozesses mit normierter B-Spline-Korrelationsfunktion
der Ordnung p + 1 für p = 0, . . . , 4. Im Fall p ≥ 2 ist dann die Erregung wirklich die
zweite Ableitung eines zweimal differenzierbaren Prozesses εf (p−2)(t, ω).
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Abbildung 6.4: Korrelationsfunktionen des Einmassenschwingers bei Erregung durch p-
te Ableitung der Prozesse mit B-Spline-Korrelationsfunktion R2p+2 für ε = 1 und p =
0, . . . , 4 (von dunkel nach hell)
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Abbildung 6.5: Korrelationsfunktionen des Einmassenschwingers bei Erregung durch 2.
Ableitung der Prozesse mit B-Spline-Korrelationsfunktion R2k+2 für ε = 1 und k =
2, . . . , 6 (von dunkel nach hell)
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Abbildung 6.6: Korrelationsfunktionen des Einmassenschwingers bei Erregung durch 2.
Ableitung des Prozesses mit Korrelationsfunktion R
6




































Abbildung 6.7: Korrelationsfunktionen des Einmassenschwingers bei Erregung durch 2.
Ableitung des Prozesses mit Korrelationsfunktion R
6
(·), θ0 = 3, ε = 1 und 0.05 ≤ ̺ ≤ 0.5
In der Abbildung 6.5 ist nun der Fall dargestellt, dass die Erregung εf¨(t, ω) gerade die
zweite Ableitung eines Prozesses mit B-Spline-Korrelationsfunktion der Ordnung k + 1
für k = 2, . . . , 6 ist. Mit wachsendem k nimmt auch die Differenzierbarkeit der Erregung
zu, was insbesondere für die Ableitungen des Systemausgangs Folgen hat.
Der Einfluß der Parameter ε, ̺ und θ0 wird in den Abbildungen 6.6, 6.7 und 6.8 ver-
deutlicht. Hierbei sind immer die Approximaionen für N = 12 abgebildet.
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Rxx(τ) Rx¨x¨(τ)
0 0.5 1 1.5 2 2.5 3τ
2
4
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Abbildung 6.8: Korrelationsfunktionen des Einmassenschwingers bei Erregung durch 2.
Ableitung des Prozesses mit Korrelationsfunktion R
6
(·), ̺ = 0.5, ε = 1 und 0.5 ≤ θ0 ≤ 5
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