Abstract. Generalizing Cooper's method of quantifier elimination for Presburger arithmetic, we give a new proof that all parametric Presburger families {St : t ∈ N} (as defined by Woods in [8] ) are definable by formulas with polynomially bounded quantifiers in an expanded language with predicates for divisibility by f (t) for every polynomial f ∈ Z[t]. In fact, this quantifier bounding method works more generally in expansions of Presburger arithmetic by multiplication by scalars {α(t) : α ∈ R, t ∈ X} where R is any ring of functions from X into Z.
Introduction
In this note we study expansions of Presburger arithmetic which are motivated by the combinatorial study of the following families, defined by Woods in [8] : Definition 1.1. Let t be a variable ranging over N and fix d ∈ N. A family {S t : t ∈ N} of sets S t ⊆ Z d is a parametric Presburger family if it is defined by an inequality of the form When defining a parametric Presburger family, quantifying over the "parameter" variable t is not allowed; we may only quantify over the Z-valued variables x 1 , . . . , x d .
Woods conjectured that the counting function g(t) = |S t | of a parametric Presburger family is eventually quasi-polynomial, that is, if there exist m and polynomials g 1 , . . . , g m ∈ Q[t] such that g(t) = g i (t) if t ≡ m i and t ≫ 0. This conjecture was a significant generalization of Ehrhart's theorem (see [3] ) asserting that if S t is the t-th dilate of a fixed polytope with vertices in Z d then g(t) is a polynomial. Woods further conjectured that max(S t ) (defined whenever S t is finite) is an eventual quasi-polynomial function of t, which would give a positive answer to a recent question of Roune and Woods on the parametric Frobenius problem from combinatorics (see [6] ).
These combinatorial conjectures of Woods were eventually proved by Bogart, Woods, and the present author [1] using the results of the current paper in two key steps. Given that Woods had previously verified his conjectures in the case when the family S t is definable by a quantifier-free parametric Presburger formula, the idea that one should try to eliminate quantifiers in some reasonable language was clear from a logical perspective. As it turns out, we still do not know of a good language in which outright quantifier elimination can be achieved (see Example 2.5 below and the discussion which follows), but a logical reduction to parametric Presburger formulas with bounded quantifiers did turn out to be useful in establishing the conjectures of Woods, hence the inspiration for this paper. For a detailed outline of the proof of these conjectures, the interested reader is referred to the introduction of [1] . Now we will make precise the languages we will consider in this article, beginning with the classical language L + P res for quantifier elimination in Presburger arithmetic:
(1) L P res = {0, 1, <, −, +} is the usual first-order language with constant symbols for 0 and 1, a binary relation for the ordering, a unary operation symbol − for negation, and a binary operation symbol + for addition. (2) L + P res = L P res ∪ {D n : n ∈ N} where D n is a unary predicate representing divisibility by n.
where f α is a unary function symbol representing scalar multiplication by α(t) and t ∈ N.
} where each D α is a unary predicate symbol representing divisibility by α(t) for some parameter t ∈ N.
Unfortunately, quantifier elimination in the full first-order L What we will show is that any first-order L
-formula is equivalent to one with polynomially bounded quantifiers. We will prove this in the following more general context. Definition 1.3. Let X be any nonempty set and let R be any ring of functions f : X → Z which includes all constant functions.
(1) L R = L P res ∪ {f α : α ∈ R}, where f α is a unary function symbol representing scalar multiplication by α(t) and t ∈ X.
α ∈ R} where each D α is a unary predicate symbol representing divisibility by α(t) for some parameter t ∈ X.
For ease of notation, instead of "f α (s)" we will usually write "α · s" or "α(t) · s" (if we want to emphasize the role of the parameter t). We will also use "α" to denote the term f α (1) when α ∈ R, which should cause no confusion. Now we can state our main result:
In the next section we will define "R-bounded quantifiers" and make precise the notion of logical equivalence that we are using.
After writing our proof of Theorem 1.4, we found out that Lasaruk and Sturm had already proven a roughly equivalent result in [5] . Our proof given here is significantly different; for instance, at no point do we convert our formula into disjunctive normal form. See below in the next section for a detailed comparison.
We also give a criterion for when an L + R -formula is equivalent to a quantifier-free formula in L + R . This will be useful in forthcoming work (joint with Bogart and Woods) in which we will prove Woods's conjecture that |S t | is eventually quasipolynomial when R = Z[t]. (1) .
For example, consider the case when X = N and R = Z[t]. Then condition (2) does not apply to ∃y [t · y = x] (which is equivalent to the divisibility condition D t (x)), but it does apply to ∃y [t · x = y] (which trivially holds for any value of x). Condition (2) allows ϕ to contain subformulas such as x ≤ p(t) where x is any variable and p(t) ∈ Z[t].
To prove Theorems 1.4 and 1.5, we adapt Cooper's quantifier elimination procedure from [2] for classical Presburger arithmetic. Note that if we fix a value for the parameter t, then a bounded quantifier such as ∃x [(0 ≤ x ≤ f (t)) ∧ . . .] is equivalent to a finite disjunction, and in this case our procedure reverts to Cooper's algorithm. What needs to be checked carefully is the dependence on t.
In Section 2, we will define everything carefully and compare our results with previous work. Section 3 is devoted to the proofs of Theorems 1.4 and 1.5.
We would like to thank Tristram Bogart for many useful discussions as well as first bringing Woods's work to our attention, and Kevin Woods for showing us the prior work by Lasaruk and Sturm. We also thank the anonymous referee for their careful reading and many useful suggestions for improving an earlier version of this paper.
R-parametric Presburger families and R-bounded quantifiers
In this section we set notation and carefully define the notions of truth and logical equivalence for first-order L R -formulas.
Throughout, we use standard terminology from first-order logic (atomic formulas, variables, et cetera). A "formula" always means a first-order formula. We work in the languages L R and L + R defined above. R always denotes some subring of the ring of all functions from X into Z where X is some fixed domain, and we assume that R contains every constant function from X into Z.
The truth definition for first-order formulas in L R or in L + R is not quite the standard one, since it will depend on a parameter t ∈ X at which all functions α ∈ R are to be evaluated. Definition 2.1. An R-parametrized Presburger formula is a first-order formula in the language L + R . The letter t always denotes a parameter in X used for evaluating R-parametrized Presburger formulas.
Given t ∈ X and an L + R -formula ϕ, we define the L + P res -formula ϕ t to be the translation of ϕ defined recursively so that each term α · s in ϕ, where α ∈ R and s is a term, is replaced by one of the following:
(1) If α(t) > 0, then α · s is replaced in ϕ t by s + s + . . .+ s with α(t) repetitions of s; (2) if α(t) < 0, then α · s is replaced in ϕ t by −(s + s + . . . + s) with α(t)
repetitions of s;
The definition of ϕ t above allows us to talk about the truth of L + R -formulas relative to a parameter t ∈ X: given an L + R -formula ϕ(x 1 , . . . , x d ) whose free variables are contained in {x 1 , . . . , x d }, t ∈ X, and (k 1 , . . . , k d ) ∈ Z d , we will write
just in case for every t ∈ X, we have
or in other words, for every t ∈ X and every
We say that ϕ(
It is clear that every
whose free variables are among {x 1 , . . . , x d , z} and α ∈ R, we denote by
An R-bounded universal quantifier applied to ϕ yields
for some α ∈ R. An L + R -formula with R-bounded quantifiers is a member of the smallest class of L + R -formulas containing all atomic formulas and closed under Boolean combinations and the formation of R-bounded quantifiers (both existential and universal).
Example 2.5. Even when R = Z[t] and X = N, it is not the case that every L Rformula is logically equivalent to a quantifier-free formula in L + R . For example, consider an L R -formula ϕ(x) which defines the set
. We may assume that
where each formula ψ i is a conjunction of atomic formulas and negations of atomic formulas. If i ∈ {1, . . . , n} and there is some t > 1 such that (ψ i ) t (Z) intersects more than one of the intervals I j := [2j · t, (2j + 1) · t], then one of the conjuncts of ψ i (x) must be a divisibility condition D α(t) (x), and furthermore α(t) must have degree 1 (otherwise ψ i (x) could not imply ϕ(x)); but then D α(t) (Z) can intersect each I j at most twice. (Note that if α(t) = t− c where c is a constant, then D α(t) (Z) may intersect an interval I j more than once.) So every (ψ i ) t (Z) is either always a subset of a single I j , or else always intersects each I j at most once, and when t > n the set S t (which is comprised of t disjoint intervals of length t) cannot be covered by all of θ t (Z).
Recently Petr Glivický has made a detailed classification of expansions of Presburger arithmetic by a unary function representing multiplication by a nonstandard element (see [4] ). His methods may be adaptable to parametric Presburger families, and they suggest the following:
In other words, g α(t) (x) gives the "floor function" applied to the quotient x |α(t)| (except in the case when α(t) = 0). The equivalence between L ′ R -formulas is defined in the natural way just as in Definition 2.2 above. Note that the divisibility predicate D α can be defined from this function without quantifiers, since D α(t) (x) is true if and only if α(t) = 0 and x = α(t) · g α(t) (x).
2.1.
Comparison with previous work. After we had already found a proof of Theorem 1.4, we became aware of similar prior results by Weispfenning [7] and Lasaruk and Sturm [5] . Here we briefly summarize their work and what is new in our work.
In [7] , Weispfenning introduced Uniform Presburger Arithmetic (UPA), a twosorted extension of Presburger arithmetic which is essentially the same as Rparametrized Presburger arithmetic. In Weispfenning's language, there is a scalar sort (corresponding to our ring R of functions) and a vector sort which is a model of Presburger arithmetic, as well as a binary scalar multiplication operation (α, x) → α · x defined for scalars α and elements x of the vector sort. Quantification is permitted over the vector sort but not over the scalar sort, just as we do not allow quantification over R. Assuming that the scalar sort is closed under the ring operations plus maximum and least-common-multiple operators, Weispfenning shows that any formula in UPA is equivalent to one with bounded quantifiers and congruence relations. Theorem 1.4 is more general: we assume only that R is closed under the ring operations.
We should remark that although Weispfenning's bounded quantifier elimination result for UPA from [7] is very similar to our main result, the procedure he uses is different. Our method is an adaptation of Cooper's algorithm, in which one of the key steps is to eliminate non-unitary coefficients in front of quantified variables before eliminating them. For example, suppose our original input is the formula
(where a
in preparation for eventually eliminating the quantifier ∃y. (Of course the formula happens to be trivially always true in this case, but we chose a simple example to illustrate the syntactic procedure.) In contrast, the algorithm in [7] applied to the same formula would use a different linear substitution, 2x = a 1 + z, to eliminate the unbounded quantifier ∃x in one step, yielding (modulo some trivial reductions) the equivalent formula
with the new variable z appearing in a bounded quantifier.
In [5] , Lasaruk and Sturm studied Z with the ordered ring language with full binary multiplication, not just unary multiplication by a coefficient α(t). They also have ternary relation symbols for x ≡ m y where any terms can be substituted for x, y, and m. However, they restrict consideration to linear formulas. An atomic formula θ is called linear in the set of variables {x 1 , . . . , x n } if it contains no products x i · x j (including x i · x i ), and if θ is a congruence condition s ≡ m s ′ , then no variable x i occurs in the term m; a general formula is linear if each of its atomic subformulas is linear in the set of its variables which are within the scope of a quantifier. The full linear theory of Z is the theory restricted to linear formulas.
The main result of [5] is what they call "weak quantifier elimination" for the full linear theory of Z: any linear formula is logically equivalent to a linear formula with only bounded quantifiers. For them, "bounded quantifiers" have a slightly more general meaning than in this paper: they allow generalized disjunctions of the form
over any given formula ψ(x, z), as long as ψ(a, Z) is finite for any tuple a from Z of the right length.
In the linear formulas ϕ(x 1 , . . . , x n ) considered by Lasaruk and Sturm, it is possible that there are terms involving products x i · x j of the free variables. There is no obstacle to applying our proof of Theorem 1.4 to handle such formulas; our proof of the crucial Lemma 3.1, for example, would only fail if there were products y ·y between a quantified variable y and itself, which is disallowed in linear formulas. Theorem 1.4 could be derived from Lasaruk and Sturm's result as follows: if ϕ(x) is an L + R -formula which involves the elements α 1 , . . . , α m ∈ R in the scalar multiplications f αi or D αi , then we can replace each α i by a new free variable y i and obtain a formula ϕ ′ (x, y) which is linear in the sense of Lasaruk and Sturm. For instance, the formula D αi (s) can be translated as ∃z [z · y i = s] where y i replaces α i and z is some new variable. Then the Lasaruk-Sturm result implies that ϕ ′ (x, y) is equivalent to a linear formula with only bounded quantifiers, and this could be translated back into an L + R -formula with bounded quantifiers. Finally, we note that for the proof of Woods' combinatorial conjectures in [1] , we needed not only the bounded quantifier elimination result Theorem 1.4 but also the criterion in Theorem 1.5 which gives a sufficient condition for eliminating quantifiers outright in L + R . This latter result can be read off easily from our proof of Theorem 1.4 presented below, but it is not (in any immediately apparent way) a corollary of the other quantifier-bounding procedures we found in the literature.
Proofs of Theorems 1.4 and 1.5
In this section, we will prove Theorem 1.4 via a sequence of lemmas (up to and including Lemma 3.8), and then we explain how the same argument can be used to prove Theorem 1.5. Our strategy is to generalize the method of elimination for ordinary Presburger arithmetic discovered by Cooper in [2] . A feature of Cooper's quantifier elimination algorithm which is useful for us is that it does not involve reducing a quantifier-free formula to disjunctive or conjunctive normal form.
Throughout this section, we will fix some ring R of functions from X into Z and some L + R -formula with R-bounded quantifiers ϕ(x 1 , . . . , x n , y), with the aim of finding an L + R -formula with R-bounded quantifiers which is logically equivalent to ∃y [ϕ(x 1 , . . . , x n , y)]. We will further assume that the variable y does not occur in any R-bounded quantifier in ϕ (after renaming quantified variables as needed).
Instead of putting ϕ into disjunctive normal form, we will make it satisfy the following condition: and has R-bounded quantifiers such that ∃y ϕ(x 1 , . . . , x n , y) is logically equivalent to ∃y ′ ϕ(x 1 , . . . , x n , y ′ ).
Proof. Essentially we would like to repeat an idea from [2] and rewrite each atomic subformula in terms of y ′ = ν · y, where ν ∈ R is a common multiple of all the coefficients of y occurring in ϕ. However, we must do something a little more complicated than this to take into account that some of these coefficients may be 0 for certain values of t ∈ X.
First, we move all negations in ϕ inward as far as possible, applying De Morgan's law repeatedly, including to conjunctions and disjunctions of α(t) formulas where α ∈ R, then eliminate double negations. Thus we may assume that ϕ is constructed from atomic and negatomic formulas via positive Boolean combinations and Rbounded quantifiers.
We may further assume that each atomic or negatomic subformula of ϕ is an instance of one of the following types, where Greek letters α, . . . θ ∈ R and Latin letters a, . . . , f are terms not involving the variable y:
(
θ · y = f , and (7) atomic or negatomic formulas not involving the variable y. Next, eliminate atomic formulas of type 5 from ϕ by replacing them with
(a conjunction of formulas of type 1 and 2), and similarly replace all negatomic formulas of type 6 by disjunctions of inequalities of types 1 and 2.
Let S ⊆ R be the finite set of all the elements which occur as one of the Greek letters α, . . . , ζ in some subformula of type 1 through 4.
Given any S ′ ⊆ S, let ν S ′ be the product of all of the elements of S ′ and let ψ S ′ be the formula
For each subset S ′ of S, we will define a formula ϕ S ′ (x 1 , . . . , x n , y ′ ) such that
We construct ϕ S ′ (x 1 , . . . , x n , y) by modifying each atomic and negatomic subformula of ϕ as follows:
• For an atomic subformula α · y < a of type 1, first suppose that α ∈ S ′ , in which case there is an α ′ ∈ R such that α · α ′ = ν S ′ . In this case, we replace every instance of the subformula α · y < a by
to which it is clearly equivalent if ψ S ′ holds. If α / ∈ S ′ , then we replace α · y < a by 0 < a.
• For an atomic subformula b < β · y of type 2, if β ∈ S ′ and β ′ ∈ R is chosen so that β · β ′ = ν S ′ , then we replace every instance of it by the formula
If β / ∈ S ′ , replace b < β · y by b < 0.
• For an atomic subformula D γ (δ · y + c) of type 3, if δ ∈ S ′ , then we can choose δ ′ ∈ R such that δ · δ ′ = ν S ′ , and we replace each instance of D γ (δ · y + c) by the equivalent formula
• A negatomic subformula ¬D ǫ (ζ · y + d) of type 4 is dealt with just like an atomic subformula of type 3.
So by the implication (1),
and the normalized formula ϕ(x 1 , . . . , x n , y ′ ) we seek is
So from now on we will assume that the formula ϕ(x 1 , . . . , x n , y) is normalized in y.
Definition 3.3. Let ϕ −∞ (x 1 , . . . , x n , y) be the formula obtained from ϕ by replacing every atomic subformula of the form y < a (of "type 1") with 0 = 0 and every atomic subformula of the form b < y (of "type 2") with 0 = 0.
The idea behind ϕ −∞ is that for any fixed values of t ∈ X and k 1 , . . . , k n ∈ Z, the truth values of ϕ t (k 1 , . . . , k n , e) and (ϕ −∞ ) t (k 1 , . . . , k n , e) will coincide for all sufficiently small e ∈ Z. The following is straightforward:
Next we define a parametrized family of sets of terms {B t : t ∈ X} which will include all possible values of the lower bounds b in the atomic subformulas b < y of type 2 in ϕ. The definition is recursive, and note that we only have to deal with positive Boolean combinations since ϕ is normalized in y.
Definition 3.5. If ψ is a basic formula b < y of type (2) as in Definition 3.1, then B t (ψ) = {b}; if ψ is a basic formula of type (1), (3), (4), or (5), then B t (ψ) = ∅. Given normalized formulas ψ 1 and ψ 2 ,
and
. Given a normalized formula ψ(x 1 , . . . , x n , z) and lettingc be an L P res -term representing c ∈ Z,
{s(x 1 , . . . , x n , c) : s ∈ B t (ψ) and 0 ≤ c ≤ α(t)} and
{s(x 1 , . . . , x n , c) : s ∈ B t (ψ) and 0 ≤ c ≤ α(t)}.
Let B t stand for B t (ϕ). We will sometimes omit the superscript t below. . . .
and if θ has R-bounded quantifiers then so will the displayed formula above.
Let S ⊆ R be the set of all values of α or β which occur in subformulas of ϕ of the form D α (y + c) ("type 3") or ¬D β (y + d) ("type 4"). If S − and S + are disjoint subsets of S, we define the formula
with the sign chosen so that ψ S−,S+ |= δ S−,S+ (t) > 0. By convention, let δ ∅,∅ = 1.
Lemma 3.7. If t ∈ X, k 1 , . . . , k n , e ∈ Z, and
Proof. We fix (k 1 , . . . , k n ) ∈ Z n and t ∈ X such that |= (ψ S−,S+ ) t and we consider how replacing e with e − δ S−,S+ (t) for the value of y affects the truth value of each of the four types of basic formulas from Definition 3.1. For a formula of the type D α (y + c) (type 3), either α / ∈ S − ∪ S + and α(t) = 0, in which case this formula is always false, or else α ∈ S − ∪ S + and
since α(t) divides δ S−,S+ (t). By the same argument, the truth value of subformulas of the form ¬D β (y + d) is unchanged by replacing e by e − δ S−,S+ (t). Since δ S−,S+ (0) > 0, any basic subformula of the form y < a (type 1) can only change from being false to being true as y changes from e to e−δ S−,S+ (t), but as ϕ is a positive Boolean combination of basic subformulas, the truth value of ϕ t (k 1 , . . . , k n , e) itself can only change from false to true if we replace e by e − δ S−,S+ (t). So for the hypothesis of the Lemma to hold, some basic subformula of the form b < y (type 2) must change from true to false as we change the value of y from e to e−δ S−,S+ (t), or in other words, e ∈ {b + 1, b + 2, . . . , b + δ S−,S+ (t)}. Since the terms in B t represent all possible values of such a term b, the Lemma follows.
Finally, we can describe the L + R -formula with R-bounded quantifiers that is logically equivalent to ∃y [ϕ(x, y)].
Lemma 3.8. The formula ∃y [ϕ(x 1 , . . . , x n , y)] is logically equivalent to
Of course it may be the case that ϕ contains no basic subformulas of type 2, in which case B = ∅ and the second big disjunction within the brackets will be empty, and this "empty disjunction" should be interpreted as 0 = 0.
Proof. Throughout the proof, we will assume that the value of the parameter t is fixed and that the variables (x 1 , . . . , x n ) also have fixed values (k 1 , . . . , k n ) ∈ Z n . In the proof below, we will sometimes write simply "θ" instead of θ t for ease of reading.
Let (S − , S + ) be the unique pair of subsets of S such that |= (ψ S−,S+ ) t . First, suppose that the formula (⋆) of the Lemma is true, and we must show that ∃y [ϕ(k 1 , . . . , k n , y)] also holds. One possibility is that ϕ −∞ (k 1 , . . . , k n , ℓ) is true for some ℓ ∈ {1, . . . , δ S−,S+ (t)}. In this case, since the basic subformulas that occur in ϕ −∞ all involve predicates D α(t) (x) whose truth values are invariant under adding multiples of α(t) to x (since either α(t) divides δ S−,S+ (t) or else α(t) = 0 and D α(t) is always false), we have that for any r ∈ Z, |= ϕ −∞ (k 1 , . . . , k n , ℓ + rδ S−,S+ (t)).
By Lemma 3.4, if r ≪ 0, then |= ϕ(k 1 , . . . , k n , ℓ + rδ S−,S+ (t)) and hence |= ∃y [ϕ(k 1 , . . . , k n , y)]. The only other way that (⋆) could be true is if the second large disjunction within the brackets is true, but this immediately implies that ∃y ϕ(k 1 , . . . , k n , y) holds.
Conversely, assume that |= ϕ(k 1 , . . . , k n , e) for some e ∈ Z, and we must show that the formula (⋆) is true.
Case 1: |= ϕ(k 1 , . . . , k n , e − rδ S−,S+ (t)) holds for every r ∈ N. Then by Lemma 3.4, for some sufficiently large r ∈ N, |= ϕ −∞ (k 1 , . . . , k n , e − rδ S−,S+ (t)) holds. But the truth value of ϕ −∞ is unchanged by adding multiples of δ S−,S+ (t) to the last coordinate, since it only involves basic subformulas with D α or ¬D β , and therefore |= ϕ −∞ (k 1 , . . . , k n , e − r ′ δ S−,S+ (t)) holds for every r ′ ∈ Z. We can pick r ′ such that e − r ′ δ S−,S+ (t) ∈ {1, . . . , δ S−,S+ (t)}, giving a witness for z in
ϕ −∞ (k 1 , . . . , k n , z), so the formula (⋆) holds. Case 2: For some r ∈ N, |= ϕ(k 1 , . . . , k n , e − rδ S−,S+ (t)) ∧ ¬ϕ(k 1 , . . . , k n , e − (r + 1)δ S−,S+ (t)).
Then by Lemma 3.7, e − rδ S−,S+ (t) ∈ {s(k 1 , . . . , k n ) + ℓ : 1 ≤ ℓ ≤ δ S−,S+ (t) and s ∈ B t }.
So in this case the second big disjunction within the brackets of (⋆) is true, and we are done.
Proof of Theorem 1.4: By a routine inductive argument on the number of quantifiers, to prove Theorem 1.4, it suffices to show the following: Claim 3.9. For any L + R -formula with R-bounded quantifiers ϕ(x 1 , . . . , x n , y), the formula ∃y [ϕ(x 1 , . . . , x n , y)] is logically equivalent to some L + R -formula with Rbounded quantifiers.
But this Claim follows immediately from Lemma 3.8.
3.1. Proof of Theorem 1.5. The proof of Theorem 1.5 follows the same procedure as that of Theorem 1.4 above, so we will briefly indicate the necessary changes to show Theorem 1.5.
Observe that to prove Theorem 1.5, it suffices to show the following: ′ ϕ does not contain any term f α (s) where s is a term containing one of the variables y i and α ∈ R is not a constant, then ∃y 1 ϕ(x, y) is equivalent to a quantifier-free L + R -formula which also satisfies conditions (1) and (2) ′ .
Proof. The first step is to apply the procedure of Lemma 3.1 to show that ∃y 1 ϕ(x, y) is logically equivalent to a formula ∃y ′ ϕ(x, y ′ , y 2 , . . . , y m ) which is normalized in y ′ and such that ϕ still satisfies (1) and (2) ′ . The crucial point here is that the hypotheses (1) and (2)
′ on ϕ imply that all the elements α, . . . , θ of R in subformulas of type (1) through (6) must all be constants, so the new divisibility conditions D ν ′ which occur in ϕ also involve only constant elements ν ′ of R. Then, Lemma 3.8 can be applied to the normalized formula ϕ, with the additional condition that each quantity δ S−,S+ is constant since it is a product of constants α which occur in atomic subformulas D α (·). Furthermore, the disjunction over B in the formula (⋆) is also of bounded size since we are assuming that ϕ is quantifier-free (the size of B grows with t only if there are bounded quantifiers in ϕ). So all the disjunctions in the formula (⋆) are of constant size, and this gives a quantifier-free formula equivalent to ∃y 1 ϕ(x, y).
