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The choice of partitioning the system matrix for a system of N linear ordinary 
differential equations may determine the ease or difftculty of obtaining a solution 
by the invariant imbedding method of Scott. This paper shows how the 
configuration and partitioning of the system matrix is reflected in the fundamental 
matrix. The partitioning of the fundamental matrix is the key to the ease or 
difticulty of obtaining a solution. If the fundamental matrix is known for a given 
system matrix configuration and partitioning, then the fundamental matrix 
associated with a new system matrix configuration may be derived by the same row 
and column interchanges that transformed the old system matrix into the new 
system matrix. The fundamental matrix for the new system matrix does not have to 
be recalculated anew from the Kronecker delta initial conditions. 0 1984 Academic 
Press, Inc. 
1. INTRODUCTION 
Given a system of N linear ordinary differential equations 
Y’(Z) = S(z) Y(Z), O<Z<X (1-l) 
with implicit boundary conditions 
PI Y(O) + p* Y(X) = v (l-2) 
where S, P,, P, are N x N matrices and y, g, q are N-vectors, the problem 
when treated by the invariant imbedding method of Scott [4-61 is partitioned 
as follows: 
a1 PI 
[ I[ 
u(O) 
a2 P2 40) 
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where U(Z) is an m-vector and U(Z) is an n-vector, m + n = N. By conformity 
the following matrices and vectors have the specified dimensions: ,4(z) = 
mxm;B(z)=mXn;C(z)=nXm;D(z)=nXn;a,=mXm;a,=nXm; 
P1=mXn; &=nxn; y,=mXm; y2=nXm; 6,=mXn; d,=nxn; 
r, = m-vector; q2 = n-vector. 
Associated with the solution of (1.3)-( 1.4) is a system of ordinary 
differential equations including a Riccati equation [4-61 
R;(z)=~(z)+A(z)R,(z)+R,(z)D(z)+R,(z)C(z)R,(z) (1.6) 
with the initial condition 
R,(O)=0 (1.7) 
where R, is an m X n matrix. 
In Roberts and Shipman [5] and elsewhere [2,3] it has been pointed out 
that the partitioning (1.3)-(1.5) is not unique. In some problems, such as 
neutron transport, the u and b vectors have a neat physical interpretation so 
the partitioning of y into u and v is in fact made by the problem itself. On 
the other hand, in many problems the choice of the partitioning is not clear- 
cut and the investigator chooses without a criterion. This situation is not 
without its problems for as Roberts and Shipman [5] have observed the 
partitioning choice can have a dramatic effect on the ease of obtaining a 
solution and the accuracy of the solution. 
The purpose of this paper is to pursue ways of creating partitions that will 
help the analyst generate mechanically and evaluate competing partitions 
while reducing some of the work in this task. 
2. PRELIMINARIES 
First, for some preliminaries. In component form (1.1) appears as 
YXZ) 
YXZ) 
Y:(z) 
Y,!(Z) 
LYXZ) 
= 
Sll s12 **’ sli *.* s,j **- SIN 
s21 s22 “* s2i “’ s2, *.* ‘2N 
. . 
sil S12 -.. sii .*a Slj *** SIN 
. . 
sj, sj2 *** sji .** sji -*’ SjN 
. . 
‘Nl ‘N2 **’ ‘Ni *‘. SNj “’ sNN 
Y,(Z) 
Y2(Z) 
YiCz> - 
Yjtz) 
YNcZ) - 
(2-l) 
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If the i and j rows are interchanged, the system of equations appears as 
YXZ) Sll S12 **a Sli **’ sLi “’ ‘IN VI(Z) 
YXZ) s21 s22 *** szi *** s2j *‘. ‘2N Yz(Z> * . 
: : 
Y,!(Z) = sjl sjz **. sji *‘* %j **a SjN YiCz) . . 
(2.2) 
Y;(z) sil si2 . . . sii . . . ,yij . . . SiN YjCz> 
: . 
- YXZ) sNl sN2 **. SNi “* ‘Nj *‘. ‘NN -YNcZ) 
Notice in (2.2) that the components of y’(z) do not “match” the components 
of y(z). The i andj components are not in similar positions in y’(z) and y(z). 
If now the i and j columns of the matrix in (2.2) are interchanged, the 
system appears as 
I- Y;(z) 
vi(z) 
Yi (z) 
Y;(z) 
_ YNi4 
= 
s11 SlZ “* S,j a-. s,i ..f SLN 
s21 s22 “’ S2j ..- szi ‘** SZN 
. . 
- Y,(Z) 
Yz(Z) 
sjl sj2 *‘* ‘ii ‘*’ s.ii *** SjN 
. . 
Sil Si2 “. Sij . . . sii . . . SW 
. . 
YjCz) 
YiCz) 
sN1 ‘NZ ‘.’ SNj ‘*- SNi * -’ SNN -yN(‘) 
(2.3) 
Inspection of (2.3) shows that the components of y’(z) and y(z) now match. 
We will refer to the interchanging of row i with row j and column i with 
column j as a symmetric interchange. 
Algebraically the symmetric interchange may be expressed by 
s= P,SP, 
P,P, = I 
(2.4) 
(2.5) 
where 
S = original system matrix, N X N 
g= the matrix resulting from the symmetric interchange, 
NXN 
P, = the symmetric row permutation matrix (or product of 
symmetric row permutation matrices), N X N 
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P, = the symmetric olumn permutation matrix (or product 
of symmetric olumn permutation matrices), N x N 
I = identity matrix, N X N. 
By definition, a permutation matrix is a 0, 1 matrix with only one 1 in each 
row or column. The identity matrix by this definition is a permutation 
matrix. We employ here special permutation matrices, namely, symmetric 
matrices. As a consequence of the symmetry, these permutation matrices 
have several interesting properties. The product of symmetric permutation 
matrices is also symmetric. A symmetric permutation matrix is an 
orthogonal matrix. For symmetric interchanges, the symmetric row 
permutation matrix is identical to the symmetric olumn permutation matrix. 
All of these properties may be summarized as 
P=P’ (symmetry) (2.6) 
PiPj = PjPi (product of symmetric matrices) (2.7) 
PPT=I (orthogonality) (2.8) 
P,=P, (symmetric row and column permutation matrices 
used in symmetric interchanges) (2.9) 
where P is a symmetric permutation matrix, P’ its transpose, and Pi, Pj are 
symmetric permutation matrices. 
Equation (2.5) follows directly from (2.6), (2.8), and (2.9). 
Premultiplying a matrix by a permutation matrix interchanges rows in the 
original matrix, while post-multiplying interchanges columns. If the i and j 
rows are to be interchanged, then the row permutation matrix will have a 1 
in row i, column j and a 1 in row j, column i. The remaining rows will have 
a 1 on the diagonal. 
3. PARTITIONING AND LEVIN'S THEOREM 
J. J. Levin [ 1 ] discussed the solution of the Riccati equation 
dR - 
dz -=B(z)+A(z)R(z)+R(z)D(z)+R(z)C(z)R(z) (3.1) 
when R is m x n matrix and A, B, C, D have been previously defined. 
Associated with (3.1) is the homogeneous system 
Y’(Z) = 
A(z) B(z) 
-C(z) -D(z) ‘(‘)’ I 
(3.2) 
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Let the fundamental matrix M(z, s), N x N matrix, associated with (3.2), 
which satisfies the equation 
M’k s) = [ 
A(z) B(z) 
qz> -D(z) 1 WZ? s> (3.3) 
M(0, 0) = I (3.4) 
be partitioned so that 
M(z, s) = 
[ 
M,(z, $1 M,(z, s) 1 M,(z, s) M,(z, s) . 
The z, s are members of an interval J; M,(z, s), M,(z, s), M,(z, s), and 
M,(z, s) have the same dimensions as A, B, C, and D, respectively. In other 
words, M(z, s) is partitioned in conformity to the system matrix in (3.2). 
Levin provided the following theorem. 
THEOREM. Let s E J, an interval, and R(s) be a given m X n matrix, then 
R(z) = kf,(z, SIR(S) + M,(z, s)][M&, SIR(S) +M,(z, s)]-’ (3.6) 
is for z sufficiently close to s, the solution of (3.1), which takes on the value 
ofR(s) at z=s. 
We observe that invariant imbedding partitioning in (1.4) is identical to 
that of Levin’s theorem in (3.2) and that R, in (1.6) corresponds to R in 
(3.1). On setting s = 0 in Levin’s theorem, the initial condition R(0) = 0 
corresponds to R,(O) = 0. Under these circumstances, the solution to the 
Riccati initial value problem (1.6)-( 1.7) reduces to 
R I(z) = M,(z, 0) M,(z, 0) - ‘. (3.7) 
Because the solution of the invariant imbedding problem by Scott’s method 
is crucially dependent on R 1(z) and R,(z) depends on the partitioning of the 
fundamental matrix of the system (1.4) or (3.2), as given in (3.7), the quality 
of the partitioning ultimately depends on the nature of the inverse of M4(z). 
4. PARTITIONING AND THE FUNDAMENTAL MATRIX 
We have shown in the previous section that by Levin’s theorem the 
solution of a Riccati equation can be expressed in term of the partitioned 
fundamental matrix of an associated system of linear ordinary differential 
equations. Levin’s theorem, however, is independant of invariant imbedding. 
Now it so happens that in the invariant imbedding method of Scott, a Riccati 
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equation appears whose associated system of linear ordinary differential 
equations is the original system (1.4) we seek to solve. This happy event 
permits us to use Levin’s theorem to good advantage. 
We shall show presently that if we can find the fundamental solution to 
such a system as (1.4), we can generate from this fundamental solution, 
without recalculation anew, the fundamental solution of other partitions of 
S(z).’ In this manner via Levin’s theorem we can determine (1) whether 
M4(z)-i exists, (2) if and where M,(z)-’ vanishes over the interval of 
interest, and (3) the sensitivity of the determinate of M4(.z) to the partitions. 
First we make some observations. Inspection of (1.4) or (3.2), (3.3), and 
(3.4) shows that the partitioning of the fundamental matrix is identical to 
that of the system matrix. That is to say M,(z), M*(Z), M,(z), and M4(z) are 
of the same dimensions as A(z), B(z), C(z), and D(z), respectively. The 
partitioning requires that A(z) and M,(z) be square matrices of dimensions 
m X m and D(z) and M4(z) be square matrices of dimension rt x n. 
Given a system of N differential equations arranged in a certain order, 
there are (N - 1) possible partitions that preserve the square matrices in the 
“northwest” and “southeast” positions of the system matrix (matrices A and 
D). For example, for a 4 x 4 system matrix the three partitions are: 
XIX x x x XIX x x x XIX 
i----- I I - 
I I 
XIX x x x xix x x x XIX 
I _--/---- I 
xix x x x xix x x x xix 
I I ----- 
XIX x x x XIX x x x x IL- 
A corresponding set of partitions of y(z) into in(z), V(Z)] is given by 
Yl= u1 YI = UI Y, = u, 
Yz=vl Y2 = u2 Y, = u2 
(4.1) 
Y3 = u2 Y3=U1 Y, = u3 
Y4 = v3 Y4 = Vl y,=v, 
The system of N differential equations (1.1) may be rearranged by 
interchanging rows and for each rearrangement (or permutation) the new 
system may be partitioned. In fact for a system of N equations there are N! 
rearrangements with (N - 1) partitions per arrangement or a total of 
(N - 1) N! partitions. 
1 From here on we write M,(r, 0), i = 1,4, as Mi(z) since the initial condition variable s is 
taken to be 0. 
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TABLE I 
For N = 4 Arrangements and Definitions of u and u 
Config. 
No. Conlig. 
I Row I 
2 
4 
2 1 
4 
3 
: 
2 
4 
4 
: 
4 
2 
5 1 
4 
6 I 
4 
2 
7 2 
4 
8 2 
4 
3 
9 2 
4 
10 2 
4 
11 2 
4 
12 2 
4 
Definitions Contig. Definitions 
OfY,U,U No. Conlig. ofy,u,v 
13 Row 3 
4 
14 3 
4 
15 3 
2 
16 3 
2 
4 
17 3 
4 
2 
18 3 
4 
2 
1 
19 4 
1 
20 4 
I 
3 
2 
21 4 
2 
22 4 
2 
23 4 
2 
24 4 
3 
2 
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In Table I for a system of four equations we have tabulated for each 
configuration of the four equations the definitions of the components of u 
and u in terms of the components of y for the 72 possible partitions. 
We have previously talked about rearranging or permuting the systems of 
equations from which various partitions may be generated. The following 
question arises: If we rearrange the equations of the system how does this 
affect the fundamental matrix? In the theorem given below we specify the 
relationship between the rearrangement of the system matrix and the 
relationship between the fundamental matrix of the system before and after 
the permutation of the system matrix. 
THEOREM. Let S be the system matrix for a system of N linear ordinary 
differential equations where 
y’ =sy (4.2) 
where y is an N-vector and S is an N x N matrix. 
Let M, an N x N matrix, be the fundamental matrix of the system, which 
satisfies 
M’ = SM. (4.3 1 
If S is transformed by a symmetric row permutation matrix P, and a 
symmetric column permutation matrix P, to 3 where 
s= P, SP, (4.4) 
then the fundamental matrix M associated with S is found by 
a= P,MP, (4.5) 
and 
(4.6) 
provided 
P, P, = I. (4.7) 
In other words the new fundamental matrix li;i is generated from the old 
fundamental matrix M by the same row and column interchanges applied to 
the old system matrix to create the new system matrix. The proviso (4.7) is a 
consequence of symmetric permutation maf_rices. Another way to look at (4.5) 
and (4.7) is to note that M is similar to M. 
The significance of the theorem is that once M is known we can find M by 
row and column interchanges without having to recalculate M directly from 
the Kronecker delta initial conditions and ,!?. 
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Proof Define the transformed system matrix 9: 
S=P,SP,. (4.8) 
The fundamental matrix systems associated with the original and 
transformed systems are given by 
M’=SM (4.9) 
fi’ = g$j. (4.10) 
Equation (4.9) may be expressed as 
M’iw ’ = s. (4.11) 
Premultiplying and post-multiplying (4.11) by the symmetric row and 
column permutation matrices P, and P,, respectively, yields 
P, M’M - IP, = P, SP, . (4.12) 
Substituting (4.8) into (4.12) gives 
P,M’iw IP, = s (4.13) 
which may also be expressed as 
P, M’ = SP, ‘M. (4.14) 
Post-multiplying (4.14) by P, gives 
P,M’P, = SP, ‘MP, . 
If 
P,P, = I 
then substitution of (4.16) into (4.15) yields 
P,M’P, = SP,MP,. 
Inspection of (4.17) shows that if we let 
ii7= P,MP, 
then 
iiT = P,M’P, 
and (4.17) may be written as 
M’ = sjq. 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
(4.19) 
(4.20) 
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The proof is crucially dependent on the P,P, = I equation which is a conse- 
quence of the symmetry and orthogonality of the permutation matrices 
employed here. 
The theorem states in effect that if we know the fundamental matrix for 
any system configuration, then for any other rearrangement of the system 
equations, we can generate the corresponding fundamental matrix by the 
identical row and column interchanges that transformed the original system 
matrix. In other words, the knowledge of one fundamental matrix is the 
knowledge for all. With such a tool we have a mechanical way to generate 
fundamental matrices and partitions. 
5. EXAMPLE 
The purpose of the example is to illustrate the theorem. 
Consider the fourth-order linear system 
y’“(z) + 5y”(Z) + 4Y(Z) = 0. 
By standard methods the equation has the roots 
(5-l) 
r ,,2 = fi 
3,4 = f2i. r 
(5.2) 
The analytical solution can therefore be expressed in terms of sines and 
cosines. 
y = a, sin z + a2 cos z + a3 sin 22 + a4 cos 22 (5.3) 
where the ai, i = 1,4, are constants to be determined. 
The system of first-order equations corresponding to (5.1) is 
(5.4) 
where 
Y =Yl 
Y,=Yl 
Y,=Yi 
Y4=Y;' 
(5.5) 
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TABLE II 
Initial vector (LO,O,O) (03 1, 0, 0) (0, 0, 13 0) (O,O,O, 1) 
al 0 : 0 f 
a2 ; 0 f 0 
aI 0 -d 0 6 I 
a4 7 1 0 1 0 
The fundamental solution is found by solving (5.3) for the four sets of 
constants ai, i = 1,4, for the four initial value problems with the Kronecker 
delta initial conditions 
II Y*(O)3 0  ,( ) = [I[ 0 1 ’ 0 1 
Y4P) 0 0 
il 0 1 ’ 
0 
Ii 0  
1 
(5.6) 
Using (5.3) and (5.5) we se up the system of equations to determine the ai. 
y1 = a, sin z + a, cos 2 + a3 sin 22 + a4 cos 22 
y, = a, cos z - a2 sin z + 2a, cos 22 - 2a, sin 22 
y3 = -a, sin z - a2 cos z - 4a, sin 22 - 4a, cos 22 
y4 = -a, cos z + a2 sin z - 8a, cos 22 + 8a, sin 22 
(5.7) 
Solving (5.7) at z = 0 with the initial conditions (5.6) gives the values of ai 
listed in Table II. From Table II and (5.7) we may write the fundamental 
matrix 
M(r) = 
~cosr-51cos22, jsinz-dsin22, ~cosz-;cos2z, f sin z - j sin 22 
jsinz-gsin2z,-~cosz+~cos2z, f sin z - 4 sin 22, -4 cos z + j cos 22 1. 
(5.8) 
Equation (5.4) corresponds to the configuration No. 1 in Table I. The three 
partitions of the system matrix are given by 
409/104/l-13 
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[ 
u;- -- 
vl 
v; 
vi. 
= 
011 00 
-_I_----_ :!- 
[ I[1 010 10 v, 010 0 1 v2 -4 ; 0 -5 0v3 
01;oo U, 
OO\lO u2 
--- I Ii -l---- -- 00;01 v, -401-50 v* 
i -4 00  1 -5 0 11l(0 ; 0   -_------ 
Ul 
u2 
U3 
-_ 
01 
(5.9) 
(5.10) 
(5.11) 
The fundamental system (5.8) is partitioned identically to the system matrix 
in each case (5.9)-(5.11). 
Now if we decide to rearrange the equations of (5.4) by interchanging 
rows 1 and 4, rows 2 and 3, and columns 1 and 4, and columns 2 and 3 
(symmetric interchanges), this corresponds to configuration No. 24 in 
Table I. The system of equations appears as 
iI Yi S ;
= 
Y; L 0 1 -5 00 11  0 -4 0 
The corresponding partitions are written as 
Y4 
Y3 
I* 
(5.12) 
Y2 
Yl 
(5.13) 
(5.14) 
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According to the theorem in Section 4, the rows and columns of the original 
fundamental matrix are interchanged in the same manner as in the system 
matrix to give the new fundamental matrix. To illustrate that this is true, we 
will compute the fundamental matrix by the theorem and also by generating 
the fundamental matrix anew for the (5.12) system using the Kronecker delta 
initial conditions. 
If we express the fundamental matrix (5.8) as 
(5.16) 
then corresponding to the symmetric interchanges that transformed (5.4) into 
(5.12) (interchange rows and columns 1 and 4, 2 and 3), the transformed 
fundamental matrix appears as 
(5.17) 
Substituting the elements of (5.8) into (5.17), we have 
M(Z) = 
f sin z - f sin 2z, -+ cos z + f cos 2z, 4 sin z - f sin 22 
sin z + 4 sin 22, -f cos z + + cos 2z, -$ sin z + { sin 2z, - $ cos z + 4 Cos 22 
4 cos z - 4 cos 2z, -f sin z + 4 sin 2z, ! cos z - f cos 2z, -f sin z + + sin 22 
f cos z - 3 cos 2z, 4 sin z - + sin 22, $ cos z - 1 cos 2z 1 
(5.18) 
As a check on (5.18), let us calculate the fundamental matrix associated with 
(5.12) from the Kronecker delta initial conditions. 
If we let 
Y, =4 (5.19) 
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then by (5.12), it follows that 
v; = 9’ = Y, 
y; = q” = y, 
y; = q”’ =y, 
y; = q’” = - 5q” - 4q. 
Because the last equation in (5.20) is a fourth-order system in q, identical to 
(5.1), it has the same roots fi, f2i. The solution may be expressed as 
q = b, sin z + b, cos z + b, sin 22 + b, cos 22 (5.21) 
where the bi, i = 1,4, are constants to be determined from the initial 
conditions. To evaluate the constants, we write (5.21) and its derivatives in 
form compatible with (5.12) using the defining relations (5.19~(5.20). 
-b, cos z + b, sin z - 8b, cos 22 + 8b, sin 22 
-b, sin z - 6, cos z - 4b, sin 22 - 4b, cos 22 
= 
b, cos z - b, sin z + 2b, cos 22 - 2b, sin 22 
1 
. (5.22) 
b, sin z + b, cos z + b, sin 22 + b, cos 22 
For the Kronecker delta initial conditions at z = 0 
[;;;I = [if] = [;I; [i]; [!I; [;] (5.23) 
we solve (5.22) for the four sets of b,, the results of which are given in 
Table III. 
TABLE III 
Initial vector (LO, O,O) (0, 1, 070) (0, 0, 1, 0) (03% 0, 1) 
b, 
b, 
b, 
b, 
f 0 f 0 
0 .! 0 : 
-i i I 6 0 
0 -; 0 -j 
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If we write out the fundamental matrix using the constants in Table III 
and (5.22), we obtain the fundamental matrix a(z) in (5.18), just as the 
theorem predicts. 
If we choose a partition of (5.8) such that 
M,(z) = - f cos z + ; cos 22 (5.24) 
we find that M4(z) = 0 at z FZ 0.687 radians which means that M,(z)-’ does 
not exist at that point, so we cannot employ this partition over the interval 
[O, 11. 
If, on the other hand, we permute (5.8) into (5.18) and choose a partition 
such that 
M,(z) = 4 cos z - ; ax 22 (5.25) 
we find M4(z) = 0 at z z 1.79 radians, so we can employ this partition over 
the interval [0, 11. 
6. COMMENTS 
Our example dealt with a problem which possessed an analytical solution 
so it was possible to write out explicitly the solution and the fundamental 
matrix of the original configuration and derive from it the fundamental 
matrix of the permuted system. In practice we usually can not obtain the 
analytical solution and most live with numerical solutions. The method 
nevertheless is still applicable. If we can generate numerically the 
fundamental matrix for one configuration, we can by the symmetric 
interchange produce the fundamental matrix for a new configuration. 
Numerical examination of M,(z)-’ can then be carried out to determine a 
suitable partition. 
The theorem may also be applied in reverse. That is to say, given the 
fundamental matrix, we can interchange rows and columns to find a 
satisfactory M4(z)-‘, and then apply the symmetric row and column 
interchanges to find the corresponding system matrix. 
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