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I.1. MÉTODOS COMPUTACIONALES APLICADOS AL DISEÑO Y SELECCIÓN 
DE NUEVOS FÁRMACOS 
Hoy en día, los métodos computacionales juegan un papel esencial en 
el proceso de investigación y desarrollo de nuevos fármacos. Distintas 
herramientas asistidas por ordenador proporcionan una importante ayuda 
durante todo el proceso de desarrollo de nuevas moléculas activas, desde 
su identificación al descubrimiento del mecanismo de acción del fármaco, 
pasando por los ensayos preclínicos y clínicos, hasta la fase final de 
comercialización (Barril y Luque, 2012). La etapa clave dentro del proceso 
de descubrimiento de nuevos fármacos sigue siendo la identificación y 
optimización de compuestos cabeza de serie serie o leads de una manera 
rápida y eficiente. Los leads presentan una actividad farmacológica o 
biológica terapéuticamente útil, así como un perfil toxicológico y 
farmacocinético favorable. Una estimación sobre el tiempo y coste 
invertidos para introducir un nuevo medicamento en el mercado, es de 
alrededor de 7 a 12 años y 1.200 millones de dólares. Donde, sólo 5 de 
cada 40.000 compuestos testados in vivo con animales llegan a fases de 
ensayo clínico en humanos, siendo aprobado tan sólo un compuesto de 
cada cinco. Esto representa una enorme carga en términos de tiempo, 
dinero y recursos humanos (Kapetanovic, 2008). 
Por lo expuesto anteriormente, la industria farmacéutica reorientó sus 
departamentos de I+D a sabiendas de las ventajas que ofrecen los 
métodos de descubrimiento de fármacos asistidos por ordenador 
(computer-aided drug design-CADD o métodos in silico). Las técnicas CADD 





utilizadas para descubrir, diseñar y optimizar compuestos con estructura y 
propiedades deseadas" (Gálvez y cols., 2012).  
Otra gran ventaja que los métodos in silico ofrecen a la industria 
farmacéutica consiste en que pueden predecir propiedades 
farmacocinéticas y toxicológicas (ADME/Tox) de los candidatos a 
fármacos. Por último, la aplicación de estas técnicas CADD permite 
emplear metodologías de cribado virtual (virtual screening), lo que 
posibilita rastrear miliones de moléculas de distintas bases de datos en 
poco tiempo (Gálvez y cols., 2012). 
El empleo actual de las técnicas CADD en distintos ámbitos, no sería 
posible sin los constantes avances en materia de hardware y software. 
Éstos permiten realizar cálculos matemáticos y estadísticos complejos de 
un modo rápido y veloz (Barril y Luque, 2012). 
En general, las CADD aplicadas al ámbito farmacéutico implican 
(Kapetanovic, 2008): 
• El uso de herramientas computacionales para agilizar el 
descubrimiento y desarrollo de fármacos. 
• La aplicación de esta metodología para aumentar el conocimiento 
sobre las relaciones  receptor (target)-ligando, permitiendo predecir 
el mecanismo de acción de distintos principios activos. 
• El desarrollo de modelos de predicción para identificar compuestos 
con perfiles farmacocinéticos y toxicológicos optimizados.  
  




Podemos dividir los métodos in silico aplicados al descubrimiento de 
nuevos fármacos en dos grandes grupos:  
a) los basados en Target Identification (enfoque bioinformático) 
(Cunningham, 2000; Materi y Wishart, 2007; Silowski y cols., 2013) dentro 
del cual, a su vez encontramos el Structure-based y el Ligand-based CADD. 
b) los basados en Lead Finding and Optimization (enfoque 
quimioinformatico) (Velingkar y cols., 2011). 
 







I.1.1. Enfoque bioinformático (Target identification) 
Como apreciamos en la Figura I.2, existen dos tipos de métodos in silico 
aplicados al descubrimiento de nuevos fármacos basados en la 
identificación del receptor (Cunningham, 2000; Materi y Wishart, 2007; 
Silowski y cols., 2013). Por un lado, encontramos las técnicas basadas en la 
interacción directa fármaco-receptor (Structure-based CADD): Docking 
molecular, Structure-based virtual screening, Pharmacophore modeling, 
De novo design, Fragment-based drug design (FBDD) y Molecular 
dynamics, y, por otro, encontramos las metodologías basadas en las 
características del ligando que determinan su interacción con el receptor, 
es decir, lo que podríamos llamar técnicas indirectas (Ligand-based CADD): 
QSAR, Ligand-base virtual screening, Pharmacophore modeling. Cabe 
resaltar que algunas técnicas comparten metodología tanto del enfoque 
de Structure-based como del Ligand-based como es el caso de la 
modelización del farmacóforo (Pharmacophore modeling).  





Figura I.2. Técnicas CADD basadas en un enfoque bio-informático (Target 
Identification). 
I.1.1.1. Structure (Target)-Based Drug Design 
El diseño de fármacos basado en la estructura (Structure-based) se 
basa en el conocimiento de la estructura tridimensional de la diana 
biológica obtenida a través de métodos tales como la cristalografía de 
rayos X o la espectroscopia de resonancia magnética nuclear (RMN). El 
principio del diseño, identificación y optimización de fármacos basado en 
la estructura consiste en identificar compuestos biológicamente activos 
mediante la información relacionada con la estructura del receptor o 






Las técnicas de Docking molecular se utilizan para identificar y 
optimizar compuestos leads mediante el examen y modelado de 
interacciones moleculares entre ligandos y dianas macromoleculares. El 
acoplamiento molecular es un enfoque computacional que predice la 
orientación de una molécula pequeña (ligando) al formar un complejo 
estable con una diana macromolecular (receptor) utilizando unas 
funciones específicas de valoración (Chen y cols., 2012). En el proceso de 
acoplamiento, se generan múltiples conformaciones y orientaciones del 
ligando, seleccionándose las más favorables. Funciones de valoración se 
aplican para evaluar la estanqueidad de la interacción, a través, por 
ejemplo, de la predicción de la energía libre vinculante. Las validaciones 
del proceso se pueden llevar a cabo con ligandos activos e inactivos 
conocidos, con datos cristalográficos y con predicciones de rango de 
orden y afinidades de unión (Kapetanovic, 2008).  
Structure-based virtual screening 
El cribado virtual basado en la estructura comienza con la identificación 
de un lugar o sitio potencial de unión al ligando en la molécula diana. El 
sitio de unión al ligando puede ser el centro activo de una enzima, un 
lugar de ensamblaje con otra macromolécula o de comunicación, que es 
necesario en el mecanismo de acción de la molécula en estudio. La 
determinación de la estructura de una proteína diana mediante RMN, 
cristalografía de rayos X o el modelado de homología, es un aspecto 
esencial e inicial en el proceso de cribado virtual basado en la estructura, 
seguido después por el acoplamiento del ligando. Esta técnica aúna un 
conjunto de conocimientos que combinan estructuras de rayos X, 




bioinformática y técnicas de modelado molecular, que permiten a los 
diseñadores de fármacos producir rutinariamente modelos de homología 
de calidad para el receptor. Estos modelos sirven de base para establecer 
y evaluar modelos eficientes utilizados para el rastreo de bibliotecas 
virtuales de compuestos (Lounnas y cols., 2013).  
Pharmacophore modeling 
Un farmacóforo se define como una disposición espacial de grupos 
funcionales y patrones estructurales comunes a las moléculas activas y 
esenciales para una determinada actividad biológica (Kim y cols., 2010). 
Los modelos  farmacofóricos se basan en el concepto de similitud 
molecular, centrándose en la identificación de características químicas 
comunes de un conjunto de ligandos conocidos que sean representativos 
de una determinada interacción ligando-diana macromolecular. En 
general, el proceso de modelado farmacofórico  se divide en dos fases 
principales (Vuorinen y cols., 2014):  
• Creación del espacio conformacional para cada ligando en el 
conjunto de entrenamiento para representar la flexibilidad 
conformacional de los ligandos. 
• Alineación de los múltiples ligandos en el conjunto de 
entrenamiento y determinación de las características esenciales 






Diseño de novo  
El diseño de fármacos de novo es un proceso iterativo en el cual la 
estructura tridimensional del receptor se utiliza para diseñar nuevas 
moléculas. Se trata de la determinación estructural del complejo diana o 
lead target junto con el diseño de modificaciones del lead utilizando 
herramientas de modelado molecular. Puede así utilizarse para diseñar 
nuevas clases de compuestos que presenten sustituyentes similares al 
target a través del empleo de una estructura molecular base (scaffold) 
(Jain y Agrawal, 2004; Schneider y Fechner, 2005; Hartenfeller y Schneider, 
2011).  
Fragment-based drug design (FBDD) 
  El diseño de fármacos basado en fragmentos moleculares se caracteriza 
por la identificación de fragmentos con bajo peso molecular o compuestos 
químicos que puedan unirse, aunque sea débilmente, a la diana biológica 
de interés. Los fragmentos que forman interacciones de alta calidad son 
entonces optimizados para la obtención de compuestos leads 
caracterizados por una alta afinidad y selectividad frente a la diana.  Esta 
metodología requiere el uso de técnicas experimentales tales como RMN, 
cristalografía de rayos X y resonancia de plasma de superficie para 
identificar hits, que son compuestos que presentan una actividad 
farmacológica o biológica que probablemente llegará a ser 
terapéuticamente útil, pero aún requieren modificaciones estructurales 
para ajustarse mejor a la diana. Estas técnicas son muy sensibles y algunas 
de ellas ofrecen información detallada sobre la interacción con el 
fragmento de proteína, importante para la optimización del hit (Kumar y 
cols., 2005; Hajduk y Greer, 2007). 





La dinámica molecular es una manera de simular computacionalmente 
el movimiento de las moléculas y es ampliamente utilizada para 
proporcionar una perspectiva dinámica de su comportamiento real, en 
particular en el caso de la interacción fármaco-receptor. Simulaciones de 
dinámica molecular se utilizan hoy en día para estudiar casi todo tipo de 
macromoléculas: proteínas, ácidos nucleicos y carbohidratos de interés 
biológico o médico. Las simulaciones abarcan rangos y resoluciones 
espaciales y temporales muy amplias. Todos los átomos en la dinámica 
molecular, por ejemplo los millones de átomos individuales que 
constituyen una proteína dada y las moléculas de agua circundantes, se 
mueven en una serie de cortos pasos de tiempo (por ejemplo, 2 fs). En 
cada paso, las fuerzas en cada átomo determinan, a partir del campo de 
fuerza, una colección de parámetros físicos que representan las fuerzas  
interatómicas (por ejemplo tipo van der Waals). Después se calculan 
computacionalmente  y se determina la posición atómica y la velocidad, 
actualizándolas de acuerdo con las leyes del movimiento de Newton. Este 
proceso se repite miles de millones de veces para proporcionar 
trayectorias atómicas contínuas que pueden durar 1μs o más. Las 
simulaciones de dinámica molecular son adecuadas para el estudio de las 
proteínas de la membrana, que representan desafíos particulares para los 






I.1.1.2. Ligand-Based Drug Design 
El diseño de fármacos basado en el ligando se fundamenta en el 
conocimiento de moléculas que se unen a la diana biológica de interés 
pero no de la diana en sí misma. Por lo general, son casos en los que no se 
dispone de información relativa a la estructura 3D de la proteína diana. 
Entre estos métodos se pueden destacar los enfoques moleculares de 
similitud, las relaciones cuantitativas de estructura-actividad (QSAR) y los 
modelos farmacofóricos. Basadas en patrones de ligandos conocidos, 
estas técnicas pueden aplicarse para rastrear bases de datos moleculares 
con el objetivo de identificar compuestos con patrones similares y que 
deben por tanto presentar actividades farmacológicas similares (Bacilieri y 
Moro, 2006).  
 QSAR 
QSAR es el acrónimo de Quantitative structure–activity relationship, 
cuya traducción es "relaciones cuantitativas estructura-actividad". Se trata 
de un método que relaciona la estructura química con la actividad 
físicoquímica, biológica o farmacológica de los compuestos bajo estudio, 
mediante modelos matemáticos. Si se puede determinar 
cuantitativamente, es decir numéricamente,  la actividad de un conjunto 
de ligandos y se puede cuantificar de algún modo la estructura molecular 
de dichos ligandos, entonces se puede construir un modelo matemático 
que  relacione ambas. La modelización basada en técnicas QSAR permite 
determinar de modo cuantitativo cual es la influencia de una determinada 
estructura molecular sobre la actividad de una molécula (Patel y cols., 
2014). 




El proceso de construcción de un modelo QSAR se puede resumir en las 
siguientes etapas: 
• En primer lugar, se recoge información sobre los ligandos y sus 
actividades biológicas o propiedades físicoquímicas. 
• Posteriormente, se calculan los descriptores moleculares. Estos 
descriptores se relacionan con la actividad de los ligandos por 
medio de distintos métodos matemático-estadísticos de modelado 
para obtener  los modelos de predicción QSAR. 
• Finalmente, los modelos obtenidos son sujetos a procesos de 
validación interna y externa. El objeto principal de estas 
validaciones es garantizar, en lo posible, que los modelos sean de 
aplicación en la búsqueda de nuevas moléculas activas. 
Las principales diferencias entre los algoritmos QSAR utilizados con 
mayor frecuencia residen en su modo de generar los descriptores. Por 
ejemplo, el análisis comparativo de campos moleculares (CoMFA, 
Comparative Molecular Field Analysis)  se basa en la hipótesis de que las 
interacciones ligando-receptor son de tipo no-covalente y en que la 
variación de la actividad biológica se correlaciona mejor con las 
variaciones de parámetros estéricos y electroestáticos de la molécula. 
Asímismo, encontramos otros procedimientos como el análisis 
comparativo de índices de similitud moleculares (CoMSIA, Comparative 
molecular similarity index analysis), basado en el cálculo de índices de 
similitud para moléculas previamente alineadas en relación a 
determinadas  propiedades fisicoquímicas (interacciones hidrofóbicas, 
puentes de hidrógeno). Finalmente, los índices se correlacionan con la 





Ligand-Based Virtual Screening  
Las técnicas de cribado virtual basadas en ligandos se centran 
fundamentalmente en el análisis de similitud molecular comparativo de 
compuestos con actividad conocida y desconocida, independientemente 
de los métodos o algoritmos utilizados. Los compuestos se seleccionan 
utilizando programas informáticos para predecir su unión a una diana, 
siendo un requisito clave el conocimiento acerca de los criterios 
geométricos y energéticos responsables de la unión a las proteínas 
ligando. Es una de las técnicas utilizadas para rastrear bases de datos de 
compuestos de gran tamaño seleccionando un número más pequeño de 
compuestos para las pruebas biológicas. Por supuesto, la técnica se puede 
utilizar para seleccionar compuestos para el rastreo de bases de datos de 
elaboración propia o de  proveedores externos (Klebe, 2006).  
  




I.1.2. Enfoque quimio-informatico (identificación y optimización de 
leads) 
Una vez identificado el target, se procede a su optimización con el fin 
de obtener nuevos fármacos.  El enfoque quimio-informático emplea 
distintas técnicas: química combinatoria, virtual high troughput screening, 
QSAR, virtual screening o cribado virtual y data mining (Figura I.3.). 
 






I.1.2.1. Química combinatoria (Combinatorial chemistry) 
La química combinatoria consiste básicamente en generar nuevas 
moléculas combinando átomos y grupos, lo que posibilita la preparación 
de un gran número (decenas de miles o incluso millones) de compuestos 
en un solo proceso. Estas bibliotecas de compuestos se pueden construir 
como mezclas, conjuntos de compuestos individuales o estructuras 
químicas generadas in silico. La química combinatoria se puede utilizar 
tanto para generar nuevos leads para un target específico, como para 
optimizar un lead conocido. Se puede definir como la  sistemática y 
repetitiva conexión covalente de un conjunto de diferentes "bloques de 
construcción" de diversas estructuras, que interaccionan entre sí para 
producir una gran variedad de diversas entidades moleculares (Pandeva y 
Thakkar, 2005; Aneesh y cols., 2010). 
Hay dos enfoques principales en la química combinatoria: 
• El método del "pool y de división", que implica asignar los 
compuestos de partida a partes de un polímero. 
• El método de "síntesis paralela", en el que las diferentes 
combinaciones de la estructura química se preparan por separado, 
en paralelo, usando miles de recipientes de reacción y un robot 
programado para añadir los reactivos apropiados a cada uno 
(Aneesh y cols., 2010). 
  




I.1.2.2. Cribado Virtual (Virtual Screening)  
El cribado virtual es un método habitual en el ámbito de la 
quimioinformática. Sus orígenes se hallan en la investigación de 
compuestos basados en la estructura de proteínas o en la búsqueda del 
acoplamiento y similitud química de pequeñas moléculas. La mayoría de 
los enfoques del cribado virtual dependen de la aplicación de descriptores 
de la estructura molecular y las propiedades que a menudo se clasifican 
como mono, bi o tridimensionales (1D, 2D o 3D), en función de la 
representación molecular que se emplea en el cálculo (Bajorath, 2002). 
Dos de los principales procedimientos de procesamiento para un cribado 
virtual eficiente y rápido son: el procedimiento de similitud 2D, que 
permite el cálculo de una amplia variedad de descriptores a partir de una 
representación 2D de una molécula (o grafo molecular) (Garcia-Domenech 
y cols., 2008). La mayoría de los descriptores 2D se pueden calcular 
rápidamente, permitiendo que cientos de miles de estructuras se puedan 
describir, para ser procesadas en menos de una hora. El segundo enfoque 
para acelerar la tramitación de una biblioteca virtual implica el 
“clustering” o la puesta en común de reactivos basados en la similitud 
estructural (Walters y cols., 1998). Hay dos tipos principales de sistemas 
de cribado virtual: los más populares basados en la estructura, tales como 
el docking molecular o el diseño “de novo”, que se pueden utilizar cuando 
la estructura 3D de la diana biológica está disponible. Como alternativa, 
existen los enfoques simples basados en ligandos, aplicables en ausencia 





I.1.2.3. Virtual High-Troughput Screening (vHTS) 
El aumento del costo de introducir un nuevo medicamento en el 
mercado, el creciente número de dianas de interés terapéutico para las 
que no existen moduladores de pequeño tamaño asociados, junto con el 
aumento de los requisitos en seguridad introducidas por las autoridades 
competentes, ha incrementado la dificultad de encontrar nuevos 
principios activos para empresas farmacéuticas y de biotecnología 
(Macarron y cols., 2011).  El cribado virtual de alto rendimiento (vHTS) 
utiliza computación de alto rendimiento para el rastreo de grandes bases 
de datos químicas, dando prioridad a los compuestos de síntesis 
(Subramaniam y cols., 2008). Los algoritmos y el hardware actuales 
permiten el cribado basado en la estructura de hasta 100.000 moléculas al 
día utilizando agrupaciones de procesamiento en paralelo. El vHTS se lleva 
a cabo utilizando métodos de selección basados en el receptor o en el 
ligando. El método basado en el receptor implica el uso de la estructura 
3D de los receptores diana para buscar potenciales compuestos 
candidatos que puedan modular la función de receptor diana. Cada uno 
de los compuestos de la base de datos está acoplado en el sitio de unión 
del receptor con el mejor ajuste electrostático posible. En caso de que no 
se disponga de información estructural del receptor, se aplica el método 
basado en el ligando, haciendo uso de la información proporcionada por 
los inhibidores ya conocidos. Estructuras similares a los inhibidores 
conocidos se identifican a partir de bases de datos químicas por variedad 
de métodos (Khedkar y cols., 2007; Bielska y cols., 2011),  como por 
ejemplo, el de similitud estructural o el rastreo farmacofórico.  




I.1.2.4. Data mining 
El Data mining o minería de datos, es un campo multidisciplinar de las 
ciencias computacionales. Podemos definirlo como el proceso 
computacional de descubrir patrones en largas bases de datos por medio 
de distintas técnicas estadísticas. Tiene como fin el extraer información a 
partir de las bases de datos que puede ser transformada en conocimiento 
para su aplicación en distintos campos (Mannhold y cols., 2013).  De ahí 
que la industria farmacéutica emplee desde hace décadas el data mining  
para rastrear numerosas bases de datos relacionadas con el campo de la 
química, la biología y la farmacología (Wild, 2009). 
La clave de esta metodología por tanto, es la selección de la bases de 
datos a rastrear. Cada base de datos posee información de una fuente 
particular y por tanto, se debe limitar su uso para encontrar moléculas 
derivadas de esa fuente. Así por ejemplo, si rastreamos una base de datos 
de medicamentos comercializados (drug repurposing) no podemos 






I.2. TOPOLOGÍA MOLECULAR 
I.2.1. Principios: Teoría de Grafos 
Se puede definir la topología cómo aquella parte de las matemáticas 
que estudia las transformaciones de los cuerpos geométricos que 
permanecen inalterados por deformación. Si es posible transformar un 
cuerpo en otro por simple deformación, es decir, sin romper ni rasgar 
ninguna de sus partes, diremos que ambos cuerpos corresponden a la 
misma variedad topológica. Por el contrario, la topología cambia si se ha 
de romper o/y pegar fragmentos para llegar al otro cuerpo. 
La topología, como disciplina matemática autónoma, aparece en el 
siglo XVII con Leibniz, quién se dio cuenta de que había problemas que 
solo dependían de la posición y de los factores relacionados con ella y no 
de cantidad alguna. Leibniz lo denominó geometría de la posición o 
análisis situs, o sea análisis de la posición o del lugar (De Risi, 2007). En 
1679, G. Leibniz publica su famoso libro Característica Geométrica, en el 
cual estudia más las propiedades topológicas que las puramente métricas 
de las figuras. Insiste en que, aparte de la representación coordenada de 
figuras, en palabras del propio Leibniz “se necesita otro análisis, 
puramente geométrico o lineal, que también defina la posición (situs), 
como el álgebra define la magnitud” (Mates, 1989). Y añadía: “por ello, 
cuando recientemente se mencionó cierto problema que parecía 
realmente pertenecer a la geometría, pero estaba dispuesto de tal manera 
que ni precisaba la determinación de cantidades ni admitía solución 
mediante el cálculo de ellas, no dudé en referirlo a la geometría de la 
posición” (Mates, 1989). 




La topología considera los mismos elementos que la geometría pero de 
un modo diferente: no trata de distancias o ángulos sino de 
transformaciones contínuas entre objetos. Así pues, para la topología un 
círculo es equivalente a un cuadrado o una elipse; una esfera no se 
diferencia de un cubo: se dice que la esfera y el cubo son objetos 
topológicamente equivalentes, porque se pasa de uno al otro mediante 
una transformación continua (es decir, sin romper ninguna línea o 
superficie) y reversible. Es curioso que nuestra visión convencional del 
mundo es marcadamente geométrica más que topológica, como lo 
demuestra el hecho de que para referirnos a algo contradictorio hablamos 
de la “cuadratura del círculo”, siendo así que, como mencionado antes, 
ambos objetos son equivalentes topológicamente. 
Una simple referencia reciente ilustra la gran importancia que la 
topología ha adquirido en áreas tan aparentemente alejadas como la 
termodinámica: “La universalidad de la termodinámica es debida al hecho 
de que propiedades homogéneas de la misma, como la presión, 
temperatura y sus análogos, no dependen del tamaño o la forma. Por ello 
la termodinámica sigue una teoría topológica (no geométrica)” (Kiehn, 
2008).  
Otra definición de topología que quizás se ajuste mejor a la aplicación 
que nos interesa aquí, es aquella según la cual la topología “estudia las 






Aunque en el estudio de la topología intervienen disciplinas 
matemáticas tal cómo el álgebra, el cálculo y el análisis matemático, 
formalmente, la topología incluye tres subdisciplinas: 
• La teoría de grafos 
• La teoría de nudos 
• La teoría de superficies  
La que tiene un mayor interés para nosotros es la teoría de grafos, por 
lo que vamos a profundizar en ella  a continuación. 
I.2.1.1. Teoría de grafos: ideas clave 
Un grafo es un conjunto de puntos llamados vértices (o nodos) 
conectados por líneas llamadas aristas o arcos. Los estudios de gráficos 
constituyen una disciplina conocida como la teoría de grafos. Fue L. Euler 
(1707- 1783) el que introdujo la noción de grafo (Pappas, 1989). En efecto, 
en el siglo XVIII los habitantes de Könisberg (hoy en día Kaliningrado, 
Rusia), se preguntaban si era posible recorrer esta ciudad pasando una vez 
y sólo una, por cada uno de los puentes del río Pregel y volver al punto de 
partida. En aquella época, Könisberg tenía siete puentes uniendo las 
cuatro partes de la ciudad (A, isla, B y C) separadas por las aguas y 
dispuestas como se indica en la Figura I.4:  
 
Figura I.4. Esquema de los puentes de la ciudad de Könisberg (Prusia Oriental) en 1700. 




Euler se dio cuenta de que cada porción de tierra se podía representar 
por un punto y cada puente por una línea. Uniendo los correspondientes 
puntos obtuvo una figura resultante como la que aparece en la Figura I.5 
(un grafo). Así, el problema puede plantearse del siguiente modo: ¿se 
puede recorrer el grafo sin pasar dos veces por un mismo punto o línea? 
(Alexanderson, 2006). 
Euler demostró que no era posible ya que el número de líneas que 
convergen en cada punto es impar. En teoría de grafos esta idea se 
corresponde con la posibilidad de encontrar un llamado “camino 
euleriano” en un grafo. 
 
Figura I.5. Grafo de Euler basado en el esquema de los puentes de la ciudad de 
Könisberg (Rusia) en 1700. 
Los puntos A, B, C e isla se llaman nodos o vértices y las líneas que los 
unen se llaman aristas o arcos. La teoría de grafos fue desarrollada más 
adelante por A. Cayley y J. J. Sylvester durante el siglo XIX (Cayley, 1878; 
Sylvester, 1878). Sin embargo, la palabra grafo apareció por primera vez 
en el contexto de las ciencias naturales en 1878, cuando el matemático 
inglés James J. Sylvester escribió un artículo titulado "Química y Álgebra", 





covariante e invariante por lo tanto, se convierte en expresable mediante 
un grafo precisamente idéntico con un diagrama Kekuleano o químico-
gráfico" (Sylvester, 1878*). 
En el siglo XX, la teoría de grafos se convirtió en una herramienta 
esencial en diferentes áreas de la ciencia y la tecnología donde la 
conectividad juega un papel fundamental. Piénsese, por ejemplo, en la 
optimización de las redes de comunicación y de transporte (Cover, 1998), 
el diseño de circuitos eléctricos (por ejemplo, en los ordenadores) (Deo, 
2004), la sincronización de interacción de osciladores con diferentes 
topologías (Ren, 2008), o el análisis de las redes sociales (Wasserman y 
Faust, 1994), entre otros. 
En la Figura I.6 vemos un ejemplo de grafo, formado por cinco nodos o 
vertices (V1, V2, V3, V4, V5) y cinco aristas que unen los vértices ({V1,V2}, 
{V2,V5}, {V3,V4}, {V3,V5}, {V4,V5}). Cada segmento o arista representa un 
vínculo directo entre dos nodos de la red. 
 
Figura I.6. Ejemplo de grafo. 
 
  




Algunos conceptos de interés se definen a continuación. Por ejemplo, 
un camino (path), es la secuencia de aristas que une un vértice con otro, 
recorrida sin pasar dos veces por el mismo vértice. Así, las aristas {V1,V2}, 
{V2,V5} representan un camino entre V1  y el V5. La longitud de un camino 
es el número de aristas que contiene. En este caso es igual a 2, porque 
tiene dos aristas: 
𝑉1 → 𝑉2 → 𝑉5 
  
Un paseo (walk) de longitud “L” es un recorrido que puede pasar entre 
dos vertices, de modo que el total de aristas recorridas sea L, aunque 
podemos pasar más de una vez por la misma arista. Por ejemplo: 
𝑉1 → 𝑉2 → 𝑉1 
En este caso, hablaríamos de un paseo de longitud 2 entre V1 y V1. 
De lo dicho se deduce que todos los paths son walks pero no lo 
recíproco. Además, llamaremos camino o paseo de auto-retorno (self-
returning) a aquel que comienza y acaba en el mismo vértice (Hall y Kier, 
2001).  
Por otra parte, los grafos se pueden clasificar atendiendo a distintos 
criterios, aunque fundamentalmente podemos hacer dos divisiones: los 
grafos simples (Figura I.6), formados por aristas simples y vértices y los 
pseudografos, en los que se incluye información adicional. Un ejemplo de 
pseudografo se muestra en la Figura I.7, donde apreciamos un multigrafo, 





                 
Figura I.7. Representación de un multigrafo. 
 
Si asociamos a alguno de los vértices (o aristas) un símbolo para 
caracterizarlo o “etiquetarlo” entonces estamos hablando de un grafo 
etiquetado, como por ejemplo si a los vértices o aristas se les asignan 
letras para caracterizarlos. Si a los vértices o aristas se les asignan valores 
numéricos, el grafo se llama ponderado. 
La valencia (δ) de un vértice  de un grafo, se define como el número de 
aristas que convergen en ese vértice. 
El número de aristas de un grafo se suele representar por la letra m y el 
número de vértices por n. Se llama grafo completo a aquel en el que cada 
vértice está enlazado a todos los demás. 
 
Figura I.8. Ejemplo de grafo completo. 
Observando la Figura I.8, es fácil demostrar que el número de aristas 
de un grafo completo es igual a las combinaciones de n vértices tomados 
de 2 en 2, como se expresa en la siguiente expresión matemática: 
𝑚 = �𝑛2� = 𝑛!2! (𝑛 − 2)! 




Se llama grafo regular a aquel que tiene todos sus vértices con la 
misma valencia (Figura I.9). Por ejemplo, para δ=2, la Figura I.9 representa 
distintos grafos regulares con valencias 2 y 3. 
 
Figura I.9. Ejemplo de grafos regulares con valencias 2 y 3, respectivamente. 
Se habla de grafo conexo a aquel para el que cualquier par de vértices 
tiene al menos un camino que los una, mientras que llamamos grafo 
cíclico, a aquel que contiene al menos un ciclo. En este tipo de grafos se 
llama número ciclomático (μ) a: 
𝜇 = 𝑚 − 𝑛 + 𝑘 
Donde m= número de aristas; n= número de vértices. k=componentes 
de conexión del grafo. Para grafos conexos k=1, con la expresión queda 
del siguiente modo: 
𝜇 = 𝑚 − 𝑛 + 1 





Se llama grafo bipartido al que puede ser dividido en dos conjuntos de 
vértices dentro de los cuales no existen conexiones (aristas).Por ejemplo 
el grafo etiquetado que apreciamos en la Figura I.10: 
 
Figura I.10. Grafo bipartito. 
Puede ser descompuesto en dos grupos de vértices, a saber: (1,3) y 
(2,4,5) que internamente no tienen conexiones entre sí (Gálvez y cols., 
1995). 
Se llama grafo en árbol a aquel grafo conexo que no contiene ciclos. 
Todos los árboles son bipartidos. Mientras que llamamos grafo en estrella 
(star graph) a aquel en el que todos los vértices están unidos solo a uno 
central sin estar enlazados entre si, es decir, todos los vértices convergen 
en uno (Figura I.11): 
 
Figura I.11. Representación de un grafo en estrella. 
Por último, cabe introducir el concepto de subgrafo, entendiendo por 
tal cualquier parte de un grafo constituido por una o varias de sus aristas 
interconectadas. 




I.2.1.2. Representación matemática de grafos 
Una de las principales ventajas de los grafos, es que cada uno de allos 
puede representarse por una matriz, A, llamada matriz de adyacencia o 
matriz topológica. Las matrices son objetos matemáticos muy versátiles, 
de tal modo que pueden ser manipuladas para obtener a partir de ellas 
muchos descriptores matemáticos. Las matrices pueden sumarse, 
restarse, multiplicarse, dividirse, transponerse (operación en que se 
intercambian filas por columnas), etc. En la Figura I.12, podemos ver la 
matriz topológica asociada al grafo de la Figura I.6. 
 
 
Figura I.12. Transformación de un grafo de cinco vértices en una matriz topológica. 
Los elementos aij de esta matriz adoptan valor 0 si no existe enlace 
(arista) entre el vértice i y el j y valor 1 si existen enlace entre ambos. 
Como cada elemento se considera no enlazado a sí mismo, los elementos 
de la diagonal principal de esta matriz tendrán valor 0. 
Apreciamos en la Figura I.12, como la matriz de adyacencia es siempre 
cuadrada (n*n), es decir, tiene el mismo número de filas que de columnas. 
Se llama rango de la matriz al número de filas (o columnas) que posee y en 
el caso de esta matriz coincide con el número de vértices del grafo (n). 





posicionados simétricamente respecto a la diagonal principal (la que va de 
arriba a la izquierda y abajo a la derecha) son iguales. Dicho de otro modo, 
la transpuesta (la resultante de cambiar filas por columnas) de la matriz de 
adyacencia es igual a sí misma. 
Además, una propiedad importante de la matriz topológica es que 
puede construirse numerando los vértices (es decir, etiquetándolos 
ordinalmente) en cualquier orden. Aunque evidentemente la posición de 
los números ordinales cambia dentro de la matriz, todas sus propiedades 
permanecen invariantes. 
Si A es la matriz de adyacencia de un grafo y aij(k) representa el término 
ij de la matriz Ak, entonces aij(k) es igual al número de walks de longitud k 
entre Vi y Vj. Para el grafo de las Figuras I.6 y I.12, la suma de todos los 
términos de la matriz A3 (la matriz al cubo) representa el número total de 











Así, por ejemplo, solo hay 2 posibles walks de longitud 3 entre los 
vértices 1 y 2 del grafo.  
Otro término determinante a la hora de trabajar con matrices es el 
concepto de autovalor también llamado valor propio o eigenvalue. Un 
escalar “l” se dice que es un autovalor de la matriz A si existe un vector no 
nulo, “x”, tal que:   
𝐴 × 𝑥 = 𝑙 × 𝑥 




Los autovalores se calculan como las soluciones al polinomio 
característico de la matriz A. Dicho polinomio es el que resulta de resolver 
el determinante de la matriz introduciendo en cada uno de los elementos 
nulos de la diagonal principal la variable “x”. Por ejemplo, para el grafo 
(Figura I.13): 
 
Figura I.13. Matrices topológicas y unidad referidas al grafo simple de tres vértices. 
El producto de x*E será:   
𝑋 ∗ 𝐸 = �𝑋 0 00 𝑋 00 0 𝑋� 
 y el determinante de T- xE  será: 
𝑑𝑒𝑡 �
−𝑋 0 00 −𝑋 00 0 −𝑋� = −𝑥3 + 2𝑥 = 0 
El polinomio del primer miembro de la ecuación, se llama polinomio 
característico de la matriz. Las soluciones de la ecuación serían 𝑥 =0,√2,−√2 que se corresponden con los autovalores. Una propiedad 
interesante de los autovalores es que su suma algebraica siempre vale 0. 
Además de la matriz de adyacencia, tenemos otras muchas matrices 
que son de interés en la teoría de grafos, entre las que vamos a destacar la 
matriz de adyacencia de aristas. Esta matriz se construye numerando las 
aristas en vez de los vértices y asignando al elemento ij un valor 1 si la 





trataremos otro tipo de matrices, como por ejemplo la de distancias, 
constituida por elementos que son las distancias topológicas entre los 
vértices, entendiendo por distancia topológica el número de aristas entre 
ellos por el camino más corto. 
I.2.1.3. Las moléculas cómo grafos 
La aplicación de la teoría de grafos a la química fue bastante tardía. El 
primero en darse cuenta de que las moléculas podían ser representadas 
por grafos fue el matemático inglés Arthur Cayley en 1874 (Heydemann, 
1997). Es decir, antes incluso de que se hubiese acuñado el término grafo.  
En la forma más sencilla de esta representación, los átomos de 
hidrógeno se suprimen, el resto de los átomos se representan como 
vértices y los enlaces como aristas del grafo. Una vez construido el grafo 
molecular, se numeran los vértices siguiendo un orden aleatorio. A partir 
de aquí se construye la matriz de la forma indicada anteriormente, es 
decir, asignando valor 1 al elemento ij si existe enlace y 0 en caso 
contrario. Veamos, cómo ejemplo, la representación del isopentano 
(Figura I.14): 
 
Figura I.14. Ejemplo de transformación del isopentano en un grafo y posteriormente 
en una matriz de adyacencia. 




Asociada a la matriz de adyacencia apreciamos una columna en la que 
se ofrece información sobre las valencias de los vértices, obtenidos como 
suma de los elementos de las distintas filas o columnas correspondientes. 
Así, en el ejemplo, las valencias de los vértices etiquetados como 1,2,3,4 y 
5 son 1,3,2,1 y 1 respectivamente (Gálvez y cols., 2012). 
I.2.2. Índices topológicos y topoquímicos 
I.2.2.1. Índices topológicos 
Una vez representadas las moléculas como grafos la primera pregunta 
que surge es como asignar a cada molécula-grafo-matriz, un número o 
descriptor que la caracterice. Estos descriptores numéricos se llaman 
índices topológicos. La idea es que, una vez representadas las moléculas 
por estos números, podamos establecer relaciones cuantitativas entre la 
estructura - a la que asignamos ahora un valor numérico- y su actividad en 
un campo concreto. Estas relaciones, que se conocen como QSAR 
(acrónimo en inglés de relaciones cuantitativas estructura-actividad) o 
más genéricamente QSPR (relaciones cuantitativas estructura-propiedad), 
nos permiten predecir teóricamente las propiedades o actividades de los 
compuestos químicos analizados.  
Un buen índice topológico debe cumplir una serie de requisitos, que 
han sido recogidos por Randić en un famoso decálogo (Randić, 1992). 
Entre esos requisitos se encuentran: 
a) Los índices deben ser únicos para cada molécula/grafo. 
b) Deben ser de cálculo sencillo y fácilmente computarizables. 
c) Deben ser capaces de predecir con un razonable nivel de exactitud 





La primera idea para obtener un índice topológico fue asignar a cada 
molécula-grafo los autovalores de la matriz de adyacencia. Sin embargo, 
pronto se comprobó que la idea no era buena porque distintos grafos 
podían tener iguales autovalores. En efecto Schwenk demostró que 
aproximadamente cada 3 grafos se repetían los autovalores (Bogner y 
cols., 2006). Esto llevó a la búsqueda de otras alternativas, de modo que 
aunque hay descrita en la literatura una variedad amplísima de índices 
topológicos, nosotros vamos a tratar aquí solo algunos de los más 
significativos. 
El primer índice topológico propiamente dicho fue introducido por 
Wiener en 1947 (Wiener, 1947). Se basa en el concepto de distancia 
topológica anteriormente introducido, definiéndose como la suma de 
todas las distancias topológicas entre cada par de vértice del grafo. Por 
ejemplo, para el n-butano el índice de Wiener (W) adoptaría valor 10, tal y 
como se explica en la Figura I.15. (Bonchev, 2001).  
 
Figura I.15. Cálculo del índice de Wiener para la molécula del n-butano. 




Este índice se aplicó a la predicción de la temperatura de ebullición de 
alcanos (Wiener, 1947). Más adelante se comprobó que también servía 
para predecir otras propiedades más complejas, como las energías de 
enlaces de hidrocarburos policíclicos aromáticos, lo que, a su vez permitía 
modelizar las frecuencias de aparición de bandas UV-visible de 
compuestos aun no sintetizados. Posteriormente, Bonchev y Menkenian 
descubrieron una interesante correlación entre el índice de Wiener y las 
energías y estabilidades de sistemas cristalinos, lo que anticipa una 
interesante relación entre energía y topología sobre la que volveremos 
más adelante (Bonchev, 2001).  
Posteriormente, en las décadas de los 60 y 70 del pasado siglo, se 
definieron otros índices interesantes como por ejemplo el de Hosoya, 
introducido en 1971 (Hosoya, 1971). El índice de Hosoya (Z),  es la suma 
de los números de no-adyacencia del grafo,  (p(k)) , que se definen  como 
el número de formas posibles de ordenar 1,2,3,…m  aristas en un grafo de 
tal manera que no haya contacto entre ellas, es decir, que ningún par 




Es interesante destacar que los números de no adyacencia de un grafo 
cualquiera coincide con los coeficientes del polinomio característico del 
grafo. El índice de Hosoya también dio muy buenas correlaciones con 






Finalmente, vamos a describir el índice que ha dado mejores resultados 
en un mayor número de propiedades y por ello probablemente, el más 
representativo de todos: el índice de ramificación de Randić (χ). Se define 
como la suma, para todas las aristas del grafo, de los inversos de las raíces 
cuadradas de los productos de las valencias de los pares de vértices que 




La Figura I.16, ilustra el cálculo del índice de Randić para el grafo del 3-
metil-pentano. Como se aprecia secuencialmente, los pasos son: 
1.- Añadir en cada vértice el valor de su valencia topológica. 
2.- Situar en cada arista los productos de las valencias de los dos vértices 
que la limitan  
3.- Obtener las inversas de las raíces cuadradas de cada uno de los 
productos. 
4.- Finalmente, sumar dichas inversas. 
 
Figura I.16. Cálculo del índice de Randić para la molécula del 3-metil-pentano. 
  




El índice de Randić es una buena medida de la ramificación de un grafo 
y consecuentemente de una molécula, de tal modo que la idea intuitiva de 
ramificación adquiere aquí una asignación cuantitativa y por tanto, 
medible. Para ilustrar esta capacidad del índice, reproducimos a 
continuación su valor para los grafos correspondientes a los  isómeros del 
butano (Figura I.17): 
 
Figura I.17. Valores del índice de ramificación de Randić para los isómeros del butano. 
Como se aprecia en la Figura I.17, para los grafos cíclicos, el índice de 
Randić adopta valores mayores cuando se presenta ramificación, mientras 
que en los no cíclicos (grafos en forma de árbol) ocurre lo contrario, es 
decir, disminuye el índice al aumentar la ramificación. 
Al igual que el índice de Wiener, el índice de Randić también se empleó 
para predecir datos experimentales del punto de ebullición para alcanos; 
mostrando una excelente correlación. Este hecho resultó sorprendente, 
dado que esta propiedad no es fácil de predecir teóricamente y menos 
aún en la época, incluso utilizando métodos mucho más sofisticados. La 





experimentales de los puntos de ebullición de alcanos y los valores de los 
índices de Wiener y Randić. 
Tabla I.1. Valores de los índices de Wiener (W) y Randić (χ) y datos experimentales del 
punto de ebullición para un grupo de alcanos. 
Compuesto W χ Punto de ebullición (ºC) 
Metano 0 0 -162,2 
Etano 2 1 -88,6 
Propano 4 1,41 -42,2 
Butano 10 1,91 -0,1 
2-Metilpropano 9 1,73 -11,2 
Pentano 20 2,41 36,1 
2-Metilbutano 18 2,27 27 
2,2-Dimetilpropano 16 2 9,5 
Hexano 35 2,91 68,8 
2-Metilpentano 32 2,77 60,9 
3-Metilpentano 31 2,81 63,3 
2,2-Dimetilbutano 28 2,56 49,8 
2,3-Dimetilbutano 29 2,64 58,1 
Heptano 56 3,41 98,5 
3-Etilpentano 48 3,35 93,5 
2,2-Dimetilpentano 46 3,06 79,2 
2,3-Dimetilpentano 46 3,18 89,8 
2,4-Dimetilpentano 48 3,13 80,6 
2-Metilhexano 52 3,27 90,1 




3-Metilhexano 50 3,31 91,8 
Octano 84 3,91 125,6 
3-Metilheptano 76 3,81 118,9 
2,2,3,3-Tetrametilbutano 58 3,25 106,5 
2,3,3-Trimetilpentano 62 3,5 114,7 
2,3,4-Trimetilpentano 65 3,55 113,7 
2,2,4-Trimetilpentane 66 3,42 99,3 
Nonano 120 4,41 150,7 
2-Metiloctano 114 4,27 143 
Decano 165 4,91 174,2 
2-Metilnonano 158 4,77 166,9 
 
 
Figura I.18. Gráfico que representa el ajuste a una regresión lineal existente entre el 
punto de ebullición (ºC) y valores del índice de Wiener (W) para el grupo de alcanos de 
la Tabla I.1. 
y = 1,437x - 7,266 




















Figura I.19. Gráfico que representa el ajuste a una regresión lineal existente entre el 
punto de ebullición (ºC) y valores del índice de Randić (χ) para el grupo de alcanos de 
la Tabla I.1. 
El índice de Randić se mostró más eficaz no solo para la predicción del 
punto de ebullición sino para una amplia variedad de propiedades de 
ámbito físicoquímico (densidad, solubilidad, entalpía de vaporización, etc.) 
y biológico (potencia anestésica, actividad antibacteriana, inhibición 
enzimática, etc.) (Kier y Hall, 1986). 
A pesar de su eficacia, el índice de Randić presenta dos limitaciones 
fundamentales: 
a) La primera es la degeneración, es decir, la existencia de grafos 
distintos que adoptan el mismo valor del índice. Un ejemplo de 
esto lo encontramos en la Figura I.20, donde se representan dos 
grafos que corresponden al cubano y al ciclooctano. 
 
y = 67,22x - 132,39 




















Figura I.20. Valor del índice de Randić para el cubano y el ciclooctano. 
Como vemos, en ambos casos el índice de Randić adopta el valor 
de 4. La razón de esta degeneración se conoce como accidente 
matemático y se da en grafos regulares (aquellos que poseen igual 
nº de valencia en todos sus vértices). Puede demostrarse fácilmente 
que esta degeneración se produce como consecuencia del 
algoritmo de cálculo del índice, que incluye la raíz cuadrada. Si en su 
lugar se emplease otra raíz (cúbica, cuarta, etc.) la degeneración 
desaparecería.  
b) La segunda limitación está relacionada con su incapacidad para 
evaluar enlaces múltiples y heteroátomos. 
Esta desventaja se resolvió con la introducción de los índices 
topoquímicos, como veremos en el apartado correspondiente. 
Una extensión del índice de Randić, fue llevada a cabo por Kier y Hall a 
mediados de los años 70 del pasado siglo (Kier, 2012; Kier y Hall, 1977). 
Para entender dicha extensión hemos de hacer una breve introducción 
sobre el concepto de subgrafos. Como explicamos con anterioridad, un 
subgrafo es cualquier parte de un grafo constituido por una o varias 
aristas conectadas (subgrafo conexo). Los subgrafos se clasifican en cuatro 





Los de tipo path son aquellos que solo poseen vértices con valencias 1 
y 2. Los cluster tienen valencias 1 y 3 o 4, mientras que los path-cluster 
poseen valencias 1, 2 y 3 o 4. Finalmente, los subgrafos tipo chain poseen 
al menos un ciclo. Por último, hay que resaltar que se llama orden de un 
subgrafo al número de aristas que posee. 
La Figura I.21 recoge los distintos subgrafos del isopentano, salvo el de 
tipo chain porque obvíamente el grafo no posee ciclos. Obsérvese que en 
este caso particular el único subgrafo tipo path-cluster es el constituido 
por el grafo total del isopentano. 
 
 
Figura I.21. Los distintos subgrafos del isopentano y sus órdenes asociados.  
  




A partir de aquí, los índices de Kier y Hall, también llamados índices de 
conectividad molecular, se calculan aplicando el algoritmo de Randić a 
cada subgrafo de tipo t y orden m. Es decir, para el subgrafo de orden 0 
(no reproducido en la figura anterior) el índice sería simplemente la suma 
de las inversas de las raíces cuadradas de las valencias para todos los 
vértices del grafo. Para los de orden 1 sería la suma de las inversas de las 
raíces cuadradas de los productos de las valencias que limitan cara arista 
del grafo, es decir, coincide con el índice de Randić y así sucesivamente 
(ver Figura I.22). 
 
 
Figura I.22. Índices de conectividad de Kier y Hall. 
A continuación, vamos a profundizar en los llamados índices 
topológicos de carga (ITC), introducidos por el grupo “Unidad de Diseño de 
Farmacos y Topología Molecular” en 1994 (Gálvez y cols., 1994). Los ITC se 
definen como la suma en valor absoluto, para subgrafos de un 
determinado orden, de los términos de carga. Entendemos por tales, las 
diferencias entre los elementos simétricos de la matriz producto entre la 
matriz topológica y la matriz de inversos de los cuadrados de las distancias 
topológicas. En esta última matriz, los términos de la diagonal principal 





dividir por 0, ya que la distancia de un elemento a sí mismo es 0. La Figura 
I.23 ilustra el cálculo de los índices de carga Gk y el Jk (valor de Gk 
ponderado por arista o enlace). 
 
Figura I.23. Obtención de los índices de carga (Gk y el Jk) para el grafo del n-butano. 
En la ecuación de los índices de carga aparece el delta de Kronecker,  δ 
(k, dij), que es una función que adopta el valor 1 si i y j son iguales y 0 si 
son diferentes. Dicho de otro modo, el delta de Kronecker establece que la 
suma de los términos de carga para calcular el índice correspondiente, 
solamente se realiza para los vértices situados a una distancia dada dij. 
Por supuesto, hay otros índices topológicos de gran interés, algunos de 
los cuales se han utilizado en este trabajo, pero serán definidos en al 
apartado de discusión de resultados. 
  




I.2.2.2. Índices topoquímicos 
Anteriormente señalábamos que una limitación importante del índice 
de Randić es que no tiene en cuenta la presencia de enlaces múltiples y 
heteroátomos en las moléculas. En realidad, esa deficiencia puede ser 
extendida a todos los índices topológicos, de modo que los índices que 
tienen en cuenta esas características químicas de las moléculas se 
conocen como índices topoquímicos. 
La deficiencia más sencilla de resolver es la de los enlaces múltiples. En 
efecto, la manera más obvía de solventar el problema es asignar a los 
términos de la matriz topológica en lugar de 0 y 1, un número igual a la 
multiplicidad del enlace entre el vértice i y el j en el pseudografo. Por 
ejemplo si entre el vértice i y el j hay un enlace doble, en la matriz 
pondremos un 2, si hay un triple enlace pondremos un 3 y así 
sucesivamente. 
En cuanto a la presencia de heteroátomos, se puede tener en cuenta 
asignando un peso en la posición de la diagonal principal correspondiente 
al heteroátomo. Dicho peso no es más que un valor numérico que 
asignamos al heteroátomo para caracterizarlo. Aunque hay diferentes 
algoritmos para ello, el primero fue el llevado a cabo por Kier y Hall, en el 
que la valencia de un heteroátomo se define como la diferencia entre su 
número de electrones de valencia (Zv) y el número de hidrógenos a los que 
se une el heteroátomo en cuestión (h): 






Aunque este procedimiento conduce a buenas predicciones, sin 
embargo, no permite distinguir entre heteroátomos de un mismo grupo 
del sistema periódico, como por ejemplo halógenos (cloro y bromo, por 
ejemplo) o anfígenos (azufre y selenio, por ejemplo). De ahí que Kier y Hall 
introdujeran una variante de valencia definida como: 
𝛿𝑣 = 𝑍𝑣 − ℎ
𝑍 − 𝑍𝑣 − 1 
Donde Z es el número atómico del heteroátomo. Al introducir el 
número atómico, podemos ya distinguir entre los distintos elementos de 
un mismo grupo. 
I.2.3. La Topología Molecular y el diseño de fármacos 
En la literatura hay bastantes aplicaciones de la Topología Molecular 
(TM) y la química grafo-teórica a la predicción de propiedades 
farmacológicas (Hansch, 1978; Ou y cols., 1986; Caputo y Cook, 1989; 
Basak y cols., 1990; Gakh y cols., 1994; Lather y Madan, 2005; Gupta y 
cols., 2011), sin embargo, son pocos los grupos de investigación que, 
basándose en la TM,  han obtenido nuevos fármacos, sobre todo si se 
habla de nuevos hits o leads (Basak, 2011; Takigawa y Mamitsuka, 2013). 
Un hit se puede definir como un compuesto nuevo (no relacionado 
estructuralmente, al menos de manera evidente, con los ya conocidos) 
que presenta actividad in vitro, mientras que un compuesto lead es el que 
presenta actividad in vivo. 
Es precisamente en este campo donde el grupo “Unidad de Diseño de 
Fármacos y Topología Molecular” ha hecho una mayor contribución, 
especializándose en la selección y diseño de nuevos hits y leads. Una de 
las principales aportaciones del grupo ha sido el empleo de los índices 




topológicos en sentido inverso al convencional, es decir, en lugar de 
predecir propiedades de moléculas ya existentes, se trata de generar 
nuevos compuestos a partir de propiedades predeterminadas (Garcia-
Domenech y cols., 1996). Ello se consigue mediante el empleo de 
algoritmos originales de semejanza molecular topológica que reproducen 
un patrón matemático ligado a cada compuesto o grupo de compuestos, 
que actúa a modo de huella dactilar, lo que permite buscar nuevas 
moléculas activas con mejores características.  
Actualmente empleamos un alto número de descriptores (parte de 
ellos creados por el grupo), lo que ha permitido  diseñar y seleccionar 
nuevos compuestos 'cabeza de serie' con diferentes actividades 
farmacológicas: analgésicos (Gálvez y cols., 1994), antidiabéticos (Anton-
Fos y cols., 1994), hipolipemiantes (Cercos-Del Pozo y cols., 1996), 
antineoplásicos (Gálvez y cols., 1996), antivíricos (de Julian-Ortiz y cols., 
1999), antihistamínicos (Casaban-Ros y cols., 1999), antibacterianos 
(Mishra y cols., 2001), broncodilatadores (Rios-Santamarina y cols., 2004), 
antimaláricos (Mahmoudi y cols., 2006) y anti-Alzheimer (Gálvez y cols., 
2010). En conjunto se han obtenido más de 200 nuevos hits y leads, 
algunos de ellos han dado lugar a patentes nacionales e internacionales 







Tabla I.2. Compuestos patentados por la “Unidad de Diseño de Fármacos y 
Conectividad Molecular” aplicando la TM. 
Compuesto Actividad farmacológica 
 
Actividad analgésica y anti-inflamatoria 
(Gálvez y cols., 1991). 
Patente Nacional (1991) 
 
Actividad analgésica y anti-inflamatoria 
(Gálvez y cols., 1991). 
Patente Nacional (1991) 
 
Anti-neoplásico (Gálvez y cols., 2004). 
Patente Internacional (2004) 
 
Anti-neoplásico (Llompart y cols., 
2006). 
Patente Internacional (2006) 
 
 
Infecciones asociadas a Plasmodium 
(Mazier y cols., 2009). 
Patente Internacional (2009) 
 
 
Alzheimer (Gálvez y cols., 2010) 
















































Alzheimer (Gálvez y cols., 2010) 
Patente Internacional (2010) 
 
Alzheimer (Gálvez y cols., 2010) 
Patente Internacional (2010) 
 
Hay que destacar los resultados obtenidos en el campo de la 
inflamación y el cáncer.  Concretamente, dos cabezas de serie: uno 
derivado del borneol (MT103) (Gálvez y cols., 2004) y otro derivado de una 
quinolina (MT477) (Llompart y cols., 2006) superaron los criterios que 
establece el National Cancer Institute (EE.UU.) para nuevas moléculas 
frente al cáncer, inhibiendo el crecimiento de 60 líneas celulares clave de 
su panel de ensayos. Además de estos ensayos, nuestras moléculas 
patentadas como anti-neoplásicos demostraron actividad in vivo en 
ratones. Particularmente MT477, ha mostrado actividad in vivo en ratón 
xeno-transplantado con cáncer de pulmón de células no pequeñas, así 
como en líneas de cáncer pancreático (Jasinski y cols., 2008; Jasinski y 
cols., 2008*; Jasinskiy cols., 2011). 
   Ambas moléculas (MT103 y MT477), diseñadas como inhibidoras de 
la proteína quinasa-C (PKC), son inductoras de mecanismos de apoptosis a 
través de la vía de la caspasa y otros mediadores (Ras) (Dudek y cols., 





















A la vista de lo expuesto anteriormente, parece evidente que la 
elección de la TM como herramienta para la búsqueda de nuevos 
fármacos que actúen como agentes quimioterápicos y/o 
quimiopreventivos frente al cáncer resulta prometedora. 
  




I.3. INFLAMACIÓN Y CÁNCER 
La relación existente entre inflamación y desarrollo de cáncer es 
innegable y este hecho puede constatarse por el aumento paulatino de 
publicaciones en dicha área, de acuerdo con los datos obtenidos a través 
del buscador SciFinder® desde 1994 hasta 2014. En la  Figura I.24, se 
observa el profundo cambio desde 1994. En dicho año solo se registran 7 
revisiones bibliográficas sobre inflamación y cáncer, mientras que en el 
2013, fueron 201 revisiones bibliográficas las publicadas. 
  
Figura I.24. Resultado de la búsqueda de revisiones bibliográficas con las palabras 
clave “Inflammation and cáncer” en el buscador  SciFinder® desde 1994 hasta 2014. 
Los primeros indicios acerca de la relación entre inflamación y cáncer 
proceden del siglo XIX. El médico alemán llamado Rudolf Virchow (Figura 
I.25), tras numerosas investigaciones histopatológicas sobre tejido 
canceroso humano identificó infiltrados leucocitarios en los tumores por 
primera vez (Fillon, 2012; Elinav y cols., 2013; Maiorov y cols., 2013; 
Sideras y Kwekkeboom, 2014). Hecho que le llevó a postular la 
































común en varias muestras cáncerosas humanas a la inflamación (Maiorov 
y cols., 2013). 
 
Figura I.25. Fotografía de Rudolf Virchow.  
 
No obstante, cómo se observa en la Figura I.24, sólo durante la última 
década apreciamos un aumento en el número de las revisiones 
bibliográficas que relacionan los procesos inflamatorios con la 
carcinogénesis (Grivennikov y cols., 2010). El papel de la inflamación en la 
carcinogénesis es ahora generalmente aceptado, ya que se ha hecho 
patente que el microambiente inflamatorio es componente esencial de 
todos los tumores, incluyendo algunos en los que una relación causal 
directa con la inflamación no ha sido demostrada (Mantovani y cols., 
2008). Tan sólo una minoría de los cánceres son causados por mutaciones 
en la línea germinal, mientras que la gran mayoría (90%) guardan relación 
con mutaciones somáticas y factores ambientales.  
La evidencia científica de la relación entre inflamación crónica y cáncer 
es extensa (Shacter y Weitzman, 2002).  En la Tabla I.3, se describen 
diversos episodios inflamatorios crónicos que provocan susceptibilidad en 
las células frente a transformaciones neoplásicas. Muchos de estos 
tumores son de tipo epitelial (carcinomas). Uno de los casos más 




estudiados que relaciona los procesos inflamatorios y el cáncer,  es el de la 
asociación entre la enfermedad inflamatoria intestinal (E.I.I.) y el cáncer 
colorrectal. Otros casos, son el reflujo esofágico ligado a la enfermedad de 
Barrett y el adenocarcinoma esofágico, la hepatitis y el cáncer de hígado,  
la esquistosomiasis  y el aumento del riesgo de carcinomas de colon y 
vejiga, así como infecciones crónicas de Helicobacter que han sido 
relacionadas con cáncer de estómago (Shacter y Weitzman, 2002).   
La inflamación crónica está causada por diversos factores, como 
infecciones de tipo bacteriano, viral o parasitario, agentes químicos 
irritantes y partículas no digeribles. Cuanto más tiempo perdure el 
episodio de inflamación crónica, mayor riesgo carcinogénico (Shacter y 
Weitzman, 2002).  De hecho, en muchos casos el desarrollo tumoral está 
ligado a infecciones crónicas (Vedham y Verma, 2015), agentes dietéticos 
(Akin y Tozun, 2014; Labbé y cols., 2014), obesidad (Khasawneh y cols., 
2009; Park y cols., 2010),  inhalación de contaminantes (tales como sílice y  
amianto) (Belpomme y cols., 2007; Scheen y Giet, 2012), tabaco 
(Takahashi y cols., 2010)  o procesos autoinmunes (Tai y cols., 2010). El 
común denominador de todos estos procesos es la inflamación crónica, la 
cual podemos definir como una forma de respuesta protectora 
prolongada de modo aberrante que cursa con pérdida de la homeostasis 
tisular (Grivennikov y cols., 2010; Elinav y cols., 2013). 
Del mismo modo, el desarrollo del cáncer puede verse como una 
desregulación de una forma protectora de reparación del tejido y 
crecimiento celular. Por lo tanto, los procesos inflamatorios y neoplásicos 






Tabla I.3.  Procesos inflamatorios crónicos que predisponen a las células a 
transformaciones neoplásicas. (Shacter y Weitzman, 2002; Sandhu, 2008; Jiang y 
cols., 2013) 
 
Cáncer asociado a agentes infecciosos 
Condición Cáncer asociado Agente etiológico 
Colecistitis crónica Cáncer de la vesícula biliar 
Varias bacterias, litiasis 
vesicular 
Enfermedad inflamatoria 
pélvica, Cervicitis crónica 
Carcinoma de ovario y 
cuello de útero 
Gonorrea, chlamydia, 
virus del papiloma 
Esquistosomiasis Carcinomas de vejiga, hígado y recto Esquistosomas 
Gastritis 
Adenocarcinoma gástrico, 
linfoma del tejido linfoide 
asociado a mucosas 
Helicobacter pylori 
Hepatitis Hepatocarcinoma Virus de la Hepatitis B y C 
Infecciones pulmonares 
crónicas y recurrentes Carcinoma de pulmón 
Varios patógenos 
bacterianos 
Orquitis Cáncer testicular Parotiditis 
Osteomielitis Carcinoma ductal infiltrante 
Diversas infecciones 
bacterianas 
Prostatitis Cáncer de próstata Enterobacterias patógenas 
 Sarcoma de kaposi 
Virus herpes humano 
tipo B 
Cáncer asociado a otras etiologías 
Condición Cáncer asociado Agente etiológico 
Asbestosis, silicosis Mesotelioma, carcinoma de pulmón 
Fibras de asbesto, 
partículas de sílice 
Bronquitis Carcinoma de pulmón Tabaquismo 








intestinal Carcinoma colorrectal  
Gingivitis, liquen plano Carcinoma oral de células escamosas  
Irritación-asociada a 
inflamación de la piel por 
exposición UV 
Cáncer de piel Sobreexposición a la luz solar 








Pancreatitis crónica Carcinoma de páncreas Alcoholismo, factores genéticos 
Reflujo esofágico, síndrome de 
Barrett Carcinoma esofágico 
Ácidos gástricos e 
irritantes químicos 
Sialadenitis Carcinoma de la glándula salivar  
Tiroiditis de Hashimoto y 
síndrome de Sjögren 
Linfoma del tejido 
linfoide asociado a 
mucosas 
 
 Cáncer de cabeza y cuello Humo de cigarro 
Como se aprecia en la Tabla I.3, los tipos de procesos inflamatorios 
crónicos son muy variados. En algunos casos, los desencadenantes son 
conocidos (bacterias, virus, parásitos, agentes irritantes químicos y 
partículas no digeribles), mientras que en otros casos el agente causante 
es desconocido, como en el caso de la enfermedad inflamatoria Intestinal, 
sialadenitis (inflamación de la glándula salivar) y el liquen escleroso 
(Shacter y Weitzman, 2002). 
Son muchos los mediadores inflamatorios que contribuyen a la 
formación de neoplasias a través de diferentes mecanismos, como por 
ejemplo fomentando mutaciones proneoplásicas, desarrollando 
respuestas inmunes adaptativas, adquiriendo resistencia a la apoptosis e 
infligiendo cambios en el entorno celular (estimulando el proceso de 
angiogénesis). Estas alteraciones confieren una ventaja adaptativa a las 
células susceptibles de transformarse en neoplásicas (Shacter y Weitzman, 
2002). Entre los mediadores proinflamatorios se hallan los metabolitos del 
ácido araquidónico (prostaglandinas), diversas citocinas, quimiocinas y 
radicales libres (especies reactivas de oxígeno y nitrógeno). La exposición 
crónica a estos mediadores causa un  aumento de la proliferación celular, 





esto deriva en la proliferación celular descontrolada (Shacter y Weitzman, 
2002). 
Las prostaglandinas (PGs) contribuyen al desarrollo del cáncer 
mediante distintos mecanismos, bien sea activando mediadores 
proinflamatorios o a través de su actividad inmunosupresora , es decir 
inhibiendo la función de los linfocitos T y los macrófagos. Este hecho 
fomenta la disminución de la vigilancia del sistema inmunitario, 
permitiendo que las células tumorales incipientes puedan quedar fuera de 
su control (Shacter y Weitzman, 2002). Una de las PGs ampliamente 
relacionadas con el desarrollo de los procesos tumorales es la PGE2,  la 
cual promueve la supervivencia y proliferación de las células cáncerosas 
(Mione y Zon, 2012), por lo que fármacos anti-inflamatorios no 
esteroideos (AINEs), como la Aspirina podrían combinarse con agentes 
anti-tumorales al inhibir la producción de dicha prostaglandina (Mione y 
Zon, 2012). Además, la PGE2  induce la síntesis de citocinas como la IL-6, 
que a su vez, actúa como factor de crecimiento tumoral y favorece el 
proceso de angiogénesis (Shacter y Weitzman, 2002). En este sentido, se 
ha visto la la relación de esta citocina y varios tipos de cánceres como los 
de intestino, hígado, estómago, páncreas, pulmón, esófago, pecho, riñón, 
vejiga, próstata u ovarios (Lu y cols., 2006; Taniguchi y Karin, 2014). 
Otras citocinas y quimiocinas también relacionadas con el cáncer son: 
Factor de Necrosis Tumoral (TNF)-α (Lejeune y cols., 1998), IL-8 (Yuan y 
cols., 2005),  Factor Inducible de Hipoxia (HIF)-1α (Koh y cols., 2010), 
Interferón (IFN)-γ (Zaidi y Merlino, 2011), IL-1-β (Li y cols., 2012), óxido 
nítrico sintasa inducible (iNOS) (Kumar y cols., 2012), ciclooxigenasa-2 
(COX-2) (Kumar y cols., 2012), IL-15 (Waldmann, 2013), IL-11 (Taniguchi y 




Karin, 2014), Factor Nuclear κ B (NFκB) (Jing y Lee, 2014), Transductor de 
Señal y Activador de la Transcripción 3 (STAT3) (Siveen y cols., 2014), 
Factor Nrf2 (Moon y cols., 2014). Por último, las especies reactivas de 
oxígeno (superóxido, peróxido de hidrógeno,  ácido hipoclorídrico, 
oxígeno singulete, el radical hidroxilo) y de nitrógeno (peroxinitrito).  
Éstas inducen daño al ADN, lo cual causa mutaciones que provocan la 
iniciación y promoción de procesos inflamatorios asociados a 
carcinogénesis (Shecter y cols., 2002; Ohnishi y cols., 2013). Todos estos 
factores han influido en la idea de la relación existente entre los procesos 
de inflamación y el cáncer (Figura I.26) (Colotta y cols., 2009). Otros 
procesos necesarios son: proliferación autosuficiente, insensibilidad a las 
señales antiproliferativas, evasión de la apoptosis, potencial de replicación 











La relación entre los procesos inflamatorios y cancerosos, ha 
posibilitado la ampliación del arsenal terapéutico contra el cáncer. Una de 
las claves es que la mayoría de los cánceres son prevenibles (Aggarwal y 
cols., 2004), por lo que el viejo aforismo “más vale prevenir que curar”,  
adquiere una gran relevancia en los cánceres asociados a procesos 
inflamatorios. Debido a que los Sistemas de Salud están cada vez más 
limitados por la situación económica de los países, se hace necesaria la 
promoción de nuevas estrategias quimiopreventivas frente a cáncer ya 
que éstas presentan un coste asociado infinitamente inferior al 
tratamiento del paciente con cáncer y a las secuelas que dicho 
tratamiento ocasiona en la mayoría de los casos. 
Entre los distintos enfoques que actualmente se emplean en la lucha 
contra el cáncer la quimioprevención, es un gran reto para la sociedad 
científica. A mediados de los años 70, Michael Sporn acuñó el término 
“quimioprevención” el cual se refiere a la estrategia de bloquear o 
ralentizar la insurgencia de las lesiones premalignas con sustancias 
relativamente no tóxicas (Theisen, 2011). 
Siguiendo la clasificación descrita por Lee Wattenberg en 1985 
(Wattenberg, 1985), los agentes quimiopreventivos pueden dividirse en 
dos categorías:  
1) Bloqueantes: evitan que los agentes carcinogénicos lleguen a 
sus dianas, mediante activación metabólica o interacción con 
elementos clave macromoleculares (como por ejemplo, ADN, 
ARN y proteínas). 




2) Supresores: inhiben la transformación maligna de células 
durante las fases de promoción o progresión del proceso 
carcinogénico. 
Normalmente, los agentes quimiopreventivos frente a cáncer están 
asociados a productos fitoquímicos (β-caroteno, curcumina, genisteina, 
resveratrol, etc.), frecuentemente adquiridos a través de la dieta, 
caracterizados por un perfil toxicológico seguro para su administración a 
largo plazo, que gozan de amplia aceptación por la sociedad en general.  
La tumorgénesis es un proceso que incluye distintas fases celulares: 
transformación, hiperproliferación, invasión, angiogénesis y por último, 
metástasis. Con el objetivo de frenar el proceso de tumorgénesis podemos 
emplear agentes quimiopreventivos que actúan a distintos niveles tal 
(Figura I.27) (Aggarwal y cols., 2004). 
 
 
Figura I.27.Etapas en el desarrollo de la carcinogénesis y supresión por agentes 
quimiopreventivos. 
 
Una rápida detención y tratamiento del estrés inflamatorio podría 
convertirse en estrategia clave para combatir a múltiples procesos 
carcinogénicos (Lee y cols., 2013). De hecho,  actualmente ya se emplean 





medicamentos antiinflamatorios,  tipo AINEs o  inhibidores de COX-2, 
como celecoxib y los glucocorticoides (por ejemplo, dexametasona) ya que 
estos fármacos son capaces de reducir la incidencia o la progresión del 
tumor y la mortalidad asociada (Wu y cols., 2014). Lenalidomida es un 
análogo de la talidomida, que suprime la producción de distintas citocinas 
inflamatorias demostrando su eficacia en pacientes con mieloma 
avanzado múltiple en combinación con dexametasona. Se están 
ensayando antagonistas de  IL-6 o  TNF-α por su posible papel 
quimiopreventivo frente al cáncer (Wu y cols., 2014). 
 
 
Figura I.28. Targets asociados a agentes quimiopreventivos (Theisen y cols., 
2001). IKB: IkB quinasa;  GST: Glutathione S-transferase; HO: Heme oxygenase;  
XO: Xanthine oxidase. 
 
 




En la Figura I.28 se resumen muchas de las dianas moleculares que 
pueden ser consideradas como dianas quimiopreventivas. Como se 
aprecia en dicha figura existen diferentes mecanismos de acción 
empleados por los agentes quimiopreventivos: disminuir la expresión 
génica de distintas proteínas, enzimas y  factores de transcripción (ciclina 
D, COX-2, IL-6, TNF-alfa, NF-kB, β-catenina, STAT-3,…), inhibir la actividad 
de proteína-quinasas (IKK, Akt, PKC…) y por último, modular la actividad 
de diversas enzimas y otros agentes implicados en el proceso de 
tumorgénesis (GST, hemooxigenasa, xantinoxidasa, protooncogén Bcl-2, el 
gen p53,…) (Aggarwal y cols., 2004). 
Distintos procesos inflamatorios comparten vías de señalización con los 
procesos carcinogénicos, como por ejemplo, la vía de señalización del 
PI3K/Akt/mTOR (Roychowdhury y cols., 2010; Kim y cols., 2012) y Wnt/β-
catenina (Silva-Garcia y cols., 2014). Diversos agentes naturales, como el 
extracto de semilla de uva (Derry y cols., 2014), apigenina (Patel y cols., 
2007; Kaur y cols., 2008; Mirzoeva y cols., 2008; Tong y Pelling, 2013), 
genisteina (Sivalingam y cols., 2014), esfingodienos (Kumar y cols., 2012), 
han demostrado tener fectos quimiopreventivos y anticancerosos a través 
de una marcada inhibición de la vía de señalización  PI3k/Akt/mTOR entre 
otros mecanismos de acción. 
Además de compuestos de origen natural, distintas moléculas de 
síntesis han sido empleadas como quimiopreventivos de cáncer actuando 
a través de inhibición de la vía de señalización PI3K/Akt/mTOR. 
Encontramos algunos ejemplos como, la metformina (agente 
antidiabético) (Sivalingam y cols., 2014)  o la fosfoaspirina, derivado de la 
aspirina (Huang y cols., 2014). Asimismo, otros muchos agentes 





señalización Wnt/β-catenina. Muchos de orígen natural como la 
isoflavona (Clapper y cols., 2004),  β-carotenos (Aggarwal y cols., 2004), 
licopenos (Aggarwal y cols., 2004), silimarina (Aggarwal y cols., 2004), 
sulforafano (Aggarwal y cols., 2004), piperina (Li y cols., 2011), 
oleuropeina (Teiten y cols., 2012), epigalocatequina-3-galato (EGCG) 
(Teiten y cols., 2012), resveratrol (Teiten y cols., 2012),   quercetina 
(Teiten y cols., 2012), fisetina (Teiten y cols., 2012),  curcumina (Li y Zhang, 
2014) y el ácido cafeíco fenetil ester (CAPE) (Li y Zhang, 2014). 
Aunque también encontramos en la literatura ejemplos de agentes 
quimiopreventivos frente a cáncer qua actúan a nivel de la β-catenina 
como por ejemplo la Mesalazina (Lyakhovic y Gasche, 2010). 
I.5. CASCADA DE SEÑALIZACIÓN PI3K/Akt/mTOR 
La vía de señalización de la fosfoinositol-3-quinasa (PI3K)-proteína-
quinasa B (Akt)-diana de la rapamicina en células de mamífero (mTOR), es 
una antigua vía de transducción de señales celulares conservada desde los 
gusanos a los seres humanos. Proporciona un nexo crítico que conecta el 
factor de nutrición y el de crecimiento detectándolo a través de una 
variedad de procesos celulares vitales: síntesis protéica, proliferación, 
supervivencia, metabolismo y diferenciación celular. Esta amplia gama de 
funciones se consigue mediante procesos de señalización a través de 
distintos efectores que modulan la fosforilación, la transcripción y la 
traducción de downstream targets necesarios para estos procesos (García-
Echeverria y Sellers, 2008; Edlind y Hsieh, 2014; Wang y cols., 2014). 
La familia de quinasas lipídicas PI3K forma un nexo importante entre 
las señales upstream de crecimiento y la señal downstream del 
mecanismo de transducción. Las PI3K se agrupan en tres clases (I-III) de 




acuerdo a sus preferencias de sustrato y homología de secuencia. Su 
función principal es la de fosforilar el grupo 3'-hidroxilo del 
fosfatidilinositol y de los fosfoinosítidos. La clase IA PI3K está relacionada 
con procesos inflamatorios y cáncerosos. Está compuesta dos subunidades 
funcionales que forman un heterodímero: una subunidad catalítica 
(p110a, p110b o p110d) y una reguladora (p85a, P55A, p50a, p85b o p85g) 
(Edlind y Hsieh, 2014). Una variedad de señales estimula la actividad de 
PI3K principalmente a través de los receptores tirosina quinasa (RTK), pero 
también a través de la unión directa con la subunidad catalítica p110. Tras 
la estimulación, la subunidad catalítica de PI3K fosforila el 
fosfatidilinositol-4,5-bifosfato (PI-4,5-P2) a fosfatidilinositol-3,4,5-
trifosfato (PI-3,4,5-P3), que actúa como un mensajero secundario para 
reclutar distintas de proteínas que poseen  el dominio pleckstrin de 
homología a la membrana celular. Este proceso es revertido por el 
supresor de tumores PTEN (homólogo de fosfatasa y tensina) y el INPP4B 
(inositol polifosfato 4-fosfatasa de tipo II), los cuales conjuntamente 
defosforilan PI-3,4,5-P3 transformándolo en PI-3-P. Uno de las famílias de 
proteínas relacionadas con la actividad de PI3K es la de proteínas quinasas 
serina/treonina. Estas proteín-quinasas o Akt se relacionan con procesos 
inflamatorios y cancerosos. El reclutamiento de membrana de Akt y la 
posterior fosforilación conduce a su activación (Edlind y Hsieh, 2014). Una 
vez activado, el Akt fosforila varios efectores importantes, incluyendo el 
complejo 2 de esclerosis tuberosa (TSC2), la glucógeno sintasa quinasa 3 
(GSK3), la caja forkhead O (FOXO) y otros factores de transcripción y 
enzimas (p27, BAD y eNOS), que regulan una variedad de procesos que 
coordinan el crecimiento, la supervivencia, la proliferación, el 





clave que Akt juega en los procesos de iniciación y progresión del cáncer. 
Asimismo, uno de los principales mediadores implicados en la regulación 
de la vía de señalización de Akt es la proteína mTOR. Esta desempaña un 
papel importante en el desarrollo de la tumorigénesis.  La proteína-
quinasa serina/treonina mTOR está formada por dos subunidades 
catalíticas: mTORC1 y mTORC2. El complejo catalítico mTORC1, a su vez 
está formado por componentes esenciales como mTOR, proteína 
reguladora asociada de mTOR (Raptor) y la proteína letal de mamíferos 8 
(mLST8), así como otros elementos no esenciales, PRAS40, DEPTOR y 
TTI1/tel225. Este complejo funciona como identificador de sustratos, 
regulador de la biogénesis y de la síntesis de proteínas (Edlind y Hsieh, 
2014). El complejo mTORC2 se compone de mTOR, asociado a mTOR 
insensible a rapamicina (Rictor), la proteína-quinasa activada por estrés de 
mamíferos (mSin1). La función de mTORC2 está relacionada con el 
metabolismo y supervivencia celular, así como la activación de Akt. La 
actividad mTORC2 parece estar regulada por mecanismos compartidos y 
diferenciados respecto al complejo mTORC1, siendo importante destacar 
que los sustratos mTORC2 proceden a su vez de sustratos mTORC1 e 
incluyen: Akt, SGK1 y PKCa.  Por ello, la cascada de señalización del 
complejo mTORC1 es activada por pAkt.  Como tal, la composición única 
de cada complejo mTOR así como la distinta posición de sustratos 
downstream de la vía de señalización PI3K-Akt-mTOR explica su capacidad 
para regular una red compleja de procesos celulares vitales (Edlind y 
Hsieh, 2014). 
  




Dado el relevante papel de la vía PI3K-Akt-mTOR en la fisiología celular 
normal, no es de extrañar que  esté alterada en una amplia variedad de 
procesos cáncerosos. De hecho, alteraciones genéticas en esta vía de 
señalización se han relacionado con numerosos tipos de canceres (García-
Echeverria y Sellers, 2008). 
La vía de señalización de PI3K/Akt/mTOR (Figura I.29), está implicada 
en muchos aspectos del crecimiento y la supervivencia celular, tanto en 
condiciones fisiológicas como patológicas y a su vez, interactúa con 
muchas otras vías, como por ejemplo la vía de los factores inducibles por 
hipoxia (HIF) (Agani y Jiang, 2013). 
 
Figura I.29. Vía de señalización de PI3K/Akt/mTOR y cáncer (Porta y cols., 2014; 






La activación de la vía de señalización PI3K/Akt/mTOR comporta una 
profunda alteración del control del crecimiento celular y la supervivencia, 
lo que se traduce en última instancia en crecimiento descontrolado y 
metastásico, angiogénesis y resistencia a la terapia. Por lo tanto, esta 
compleja vía de señalización es hoy en día uno de los candidatos más 
atractivos para el desarrollo de agentes anticancerígenos y 
quimiopreventivos (García-Echeverria y Sellers, 2008). 
I.6. CASCADA DE SEÑALIZACIÓN WNT/β-CATENINA 
Las Wnts son glicoproteínas ricas en cisteína, que actúan como 
ligandos de corto alcance a nivel local y activan vías de señalización 
mediadas por receptores. El sello distintivo de esta vía es que activan el 
mecanismo transcripcional de la β-catenina, que es el mediador clave de 
la señalización de Wnt (Kahn, 2014; de Sousa y cols., 2011). 
La β-catenina se localiza dinámicamente en varias ubicaciones 
subcelulares, incluyendo uniones adherentes, donde contribuye a los 
contactos célula-célula, en el citoplasma, donde sus niveles están 
estrechamente controlados  y en el núcleo donde participa en la 
regulación de la cromatina y modificaciones de la transcripción. Los 
morfógenos Wnt son los reguladores extracelulares centrales de la 
dinámica de la β-catenina y el pool citoplasmático de β-catenina está 
estrechamente regulado por parte del 'complejo de destrucción " a través 
de procesos de fosforilación. Este “complejo de destrucción” incluye entre 
otros el supresor de tumores poliposis adenomatosa coli (APC). En 
ausencia de señalización por parte de Wnt, la fosforilación marca a la β-
catenina citoplasmática para su ubiquitinación y degradación proteasomal 
(Kahn, 2014; Ring y cols., 2014).  Como se comentó anteriormente, un 




paso clave en la activación de genes relacionados con la vía Wnt  es la 
formación de un complejo entre β-catenina y los factores de transcripción 
TCF/LEF, para lo cual son necesarios co-activadores activos como la 
proteína de unión a Creb (CBP) o p300. Dependiendo de si el co-activador 
reclutado es CBP o p300, la actividad de Wnt en la población de células 
madre va a equilibrar entre fenotipos de diferenciación y proliferativas. El 
complejo p300/β-catenina promueve la diferenciación de células madre, 
mientras que el CBP/β-catenina favorece el mantenimiento de la potencia 
de las células madre. Finalmente, el complejo de β-catenina induce la 
transcripción de los genes target de la vía Wnt (Figura I.30.).  
 
Figura I.30. Una representación simplificada de la vía canónica de la cascada de 
señalización Wnt/β-catenina. En la cascada de señalización Wnt/β-catenina, la β-
catenina tiene un papel crucial en el destino celular, la proliferación, la supervivencia y 
la migración. En ausencia de glicoproteínas extracelulares Wnt, el “complejo de 





Una aberrante señalización de Wnt ha demostrado estar implicada en 
muchos tumores malignos (Verras y Sun, 2006; Clevers, 2006; Iwai y cols., 
2010; Buitrago-Molina y Vogel, 2012; Ren y cols., 2014; Yang y cols., 2014; 
Tian y cols., 2014). Considerando la importancia de la vía de Wnt en las 
distintas funciones celulares, no sorprende entonces que una aberrante 
señalización de Wnt esté relacionada con el desarrollo de distintas 
enfermedades endocrina (Chen y cols., 2008), neurológicas (Inestrosa y 
Arenas, 2010) e inflamatorias (Schaale y cols., 2011) y y con los procesos  
carcinogénicos (Fodde y Brabletz, 2007). El hecho de que el cáncer esté 
causado por una regulación aberrante de la vía de señalización de Wnt, ha 
hecho que esta vía de señalización adquiera relevancia a nivel terapeútico, 
ya que en condiciones patológicas la β-catenina escapa a su degradación y 
las células conservan la activación no regulada de la vía canónica de 
señalización Wnt, causada por mutaciones en APC, axina o β-catenina. La 
señalización aberrante de Wnt se caracteriza por la acumulación 
citoplásmica de β-catenina y su posterior translocación nuclear y 
actividad, lo que activa el proceso de tumorgénesis. 
La vía de señalización Wnt es una cascada de señalización 
evolutivamente conservada y compleja con importantes funciones en el 
desarrollo fisiológico. Su papel fundamental en el desarrollo y la 
homeostasis del organismo queda patente en la diversidad de procesos 
celulares fundamentales dirigidos por dicha vía, tales como la 
determinación del destino celular durante el desarrollo embrionario, la 
polaridad celular, la proliferación celular, la detención del ciclo celular y la 
diferenciación, así como la apoptosis y la homeostasis del tejido (Ring y 
cols., 2014). La vía de señalización Wnt tiene un papel crucial también en 
la edad adulta: tanto en los procesos diarios de la homeostasis del tejido y 




la regeneración de piel y cabello, como en el mantenimiento de la 
homeostasis intestinal y en la hematopoyesis. Además, la vía de 
señalización Wnt/β-catenina participa en la reparación de lesiones en 
hígado y pulmón así como en la neurogénesis adulta. Esta vía también 
tiene un papel importante en la migración celular, la estabilidad e 
inestabilidad genética y la apoptosis. En consecuencia, una regulación 
aberrante de esta vía de señalización puede causar graves defectos de 
desarrollo, es por esto que se ha vinculado a múltiples enfermedades, 
siendo una de la más notablemente el cáncer (de Sousa y cols., 2011; 
Khan, 2014; Ring y cols., 2014). La vía del Wnt/β-catenina se descubrió por 
primera vez en la mosca Drosophila (donde se apreció que una alteración 
de esta vía derivaba en moscas sin alas, debido a su papel como 
morfógeno en el desarrollo del ala), se confirmó más tarde su función en 
el ratón (donde se relacionó la vía de señalización con la formación de 
tumores) (Khan, 2014; Ring y cols., 2014). 
La vía de señalización de Wnt/β-catenina se divide en tres “ramas”: la 
vía canónica de Wnt, que actúa a través de la actividad transcripcional de 
β-catenina y además dos vías independientes β-catenina: la vía de la 
polaridad celular planar no canónica, que tiene efectos sobre el 
citoesqueleto y la forma celular y la vía no canónica de Wnt/calcio (Ring y 
cols., 2014). A pesar de que eventos de señalización son dinámicos y 
perfectamente acoplados, a continuación vamos a analizar más en detalle 
la vía canónica de Wnt. En ella, el Dishevelled (DVL) de unión interrumpe 
la destrucción del complejo β-catenina (GSK-3β, APC y axina), evitando así 
la fosforilación de β-catenina y su consecuente degradación, permitiendo 
la acumulación de β-catenina en el citoplasma. Posteriormente β-catenina 





activo que conduce a la expresión de genes target Wnt. Un paso clave en 
la activación transcripcional es la formación del complejo entre β-catenina 
y los miembros del factor de células T (TCF)/factor potenciador linfoide 
(LEF) de la familia de factores de transcripción. Los miembros de la familia 
TCF solos no tienen funciones de activación transcripcional y están ligados 
a inhibidores como Groucho, CtBP o HBP1. Para generar un complejo 
transcripcionalmente activo, el complejo TCF/β-catenina recluta la 
proteína co-activador transcripcional de unión CREB-(CBP) o sus 
estrechamente relacionados homólogos p300, así como otros 
componentes de la maquinaria de transcripción basal, para iniciar la 
transcripción (Yan y cols., 2013 ; Kahn, 2014 ; Ring y cols., 2014 ; Prakash y 
Anandakumar, 2014).  
I.7. TIPOS DE CÁNCER ASOCIADOS A LAS VÍAS DE SEÑALIZACIÓN 
PI3K/Akt/mTOR Y WNT/β-CATENINA 
Como se ha expuesto anteriormente, entre las muchas vías de 
señalización implicadas en el proceso carcinogénico las vías del 
PI3K/Akt/mTOR y Wnt/β-catenina adquieren especial relevancia (Qazi y 
cols., 2013). 
La vía de señalización de la PI3K/Akt/mTOR regula diversas funciones 
celulares que también son críticas durante la formación del tumor: 
proliferación crecimiento y supervivencia celular,  así como la movilidad, 
angiogenesis y metabolismo celular. De hecho, esta vía de señalización se 
encuentra aberrantemente activada en un 30-50% de los cánceres como 
se aprecia en la Tabla I.4 (Qazi y cols., 2013; Morgensztern y McLeod, 
2005).  
  




Tabla I.4. Relación de cánceres asociados a las vías de señalización  
PI3K/Akt/mTOR y Wnt/β-catenina. 
Tipos de cáncer asociado a la vía de señalización* 
 
PI3K/Akt/mTOR Wnt/β-catenina 
Cabeza y cuello X X 
Colorrectal  X X 










Hematológicos  X X 
Hígado  X X 




Ovario  X X 




Próstata  X X 
Pulmón  X X 




Tiroide  X X 
Útero  X X 
Vías urinarias X   
* Referencias Tabla I.4. : Cabeza y cuello (Matta y cols., 2009; Chen y cols., 2013; Khan y Bauman, 2014; 
Simpson  y cols., 2014; Monsalves y cols., 2014) , colorrectal (Bienz y Clevers, 2000; Johnson y cols., 2010), 
endometrio (Dellinger y cols., 2012; Dong y cols., 2014), esofágico (Wang y Shan, 2009; Jiang y Wang, 2010), 
gástrico (White y cols., 2012), glandula suprarenal (El Wakil y Lalli, 2011), hematológicos (Wang y cols., 2009; 
Kawauchi y cols., 2009; Martelli y cols., 2009; Blachly y Baiocchi, 2014), hígado (Tommasi y cols., 2007; 
Buitrago-Molina y Vogel, 2012; Liu y cols.,  2014; Ma y cols., 2014), mama (King y cols., 2012; Hosford y Miller, 
2014), óseo (Tian y cols., 2014), ovario (Arend y cols., 2013; Ali y cols., 2014; Zhao y Shao, 2014), páncreas (Cui 
y cols., 2012; Wolin, 2013; Cui y Li, 2013; Duan y cols., 2014), piel (Han y Na, 2011; Lucero y cols., 2010), 
próstata (Gao y cols., 2003; Wang y cols., 2009; Kypta y Waxman, 2012; Tang y Ling, 2014), pulmón 
(Papadimitrakopoulou, 2012; Sarris y cols., 2012; Gadgeel y Wozniak, 2013; Cheng y cols., 2014; Stewart, 
2014), riñon (Banumathy y Cairns, 2010), sarcoma (Cassier y cols., 2010), tiroide (Sastre-Perona y Santisteban, 








Esta activación patológica deriva en mutaciones puntuales, 
amplificaciones de señal, e inactivación de genes supresores de tumores, 
lo que pone en marcha el proceso carcinogénico. Asimismo, esta vía de 
señalización ha sido relacionada con fenómenos de resistencia al 
tratamiento convencional con agentes quimioterápicos (Wang y cols., 
2014), por lo que inhibidores que actúan a distintos niveles de esta vía de 
señalización han demostrado ser prometedores agentes quimioterápicos, 
ya que reducen la proliferación y promueven la muerte celular (Georgakis 
y Younes, 2006; Bauer y cols., 2015). De hecho, la Food and Drug 
Administration (FDA) ya ha aprobado el uso de los primeros inhibidores de 
esta vía de señalización, los inhibidores mTOR. Concretamente se trata del 
inhibidor mTOR  everolimus aprobado para el tratamiento del carcinoma 
renal, tumores neuroendocrinos pancreáticos  y la esclerosis tuberosa 
(Lim y cols., 2014; Bauer y cols., 2015). 
Por otro lado, alteraciones en la vía de señalización de Wnt/β-catenina 
también están relacionadas con numerosos procesos cancerosos (Tabla 
I.4), ya que esta vía de señalización regula importantes procesos que 
guardan relación con la progresión del cáncer, tales como: iniciación y 
crecimiento del tumor, senescencia y  muerte celular, así como la 
diferenciación celular  y la metástasis (Anastas y Moon, 2013).  
La β-catenina, componente clave de esta vía de señalización, juega un 
papel crucial en la regulación de la proliferación celular, lo que le ha 
convertido en una  diana prometedora para la búsqueda de nuevos 
agentes quimiopreventivos y quimioterápicos (Dihlmann y von Knebel 
Doeberitz, 2005).  




Diversas moléculas que afectan a esta vía de señalización se hallan en 
diferentes fases de estudio clínico, aunque ninguna está aprobada por la 
FDA. Sin embargo, lo que sí ha autorizado es la redirección de fármacos 
para otras indicaciones basándose en su actividad inhibitoria de la vía de 
señalización del Wnt/β-catenina. Este es el caso, de los anti-helmínticos 
pyrvinium y niclosamide empleados ambos en el tratamiento del CRC 
(Mook y cols., 2013; Li y cols., 2014). Otro ejemplo lo encontramos en la 
clofazimina, fármaco anti-leproso redirigido al tratamiento del cáncer de 
mama (Blagodatski y cols., 2014). Finalmente, otro ejemplo lo 
encontramos en los AINEs (ácido acetilsalicílico y sulindac) e inhibidores 
selectivos de la COX-2 que se emplean en la quimioprevención del CRC en 
pacientes con EII (enfermedad intestinal inflamatoria) (Kim y cols., 2014).  
I.7.1. Cáncer de colon 
El CCR es uno de los cánceres más comunes en todo el mundo, con una 
incidencia de más de un millón de nuevos casos por año (Kumar y cols. 
2012). A pesar de la herencia familiar, factores ambientales como 
mutágenos asociados a la alimentación, enfermedades como la 
inflamación intestinal crónica o agentes comensales y patógenos 
intestinales específicos, contribuyen al desarrollo del CCR (Kumar y cols., 
2012). 
El desarrollo del CCR se puede dividir en tres etapas distintas: 
iniciación, que altera el mensaje molecular de una célula normal, seguido 
de promoción y progresión, donde finalmente aparece la célula maligna 
transformada presentando un fenotipo alterado. La progresión del CCR 
desde el epitelio del colon normal al fenotipo maligno se acompaña de 





coli (APC), pasando por pólipos, adenomas  hasta llegar a los carcinomas, 
la pérdida de función de la APC es la primera señal de alarma en la 
patogénesis del CCR (Kumar y cols., 2012). 
El tratamiento de las distintas etapas del CCR, actualmente prevee el 
empleo de los siguientes principios activos: 5-fluorouracilo 
(coadministrado con la leucovorina, derivado del ácido fólico), 
capecitabina, irinotecan y oxaliplatin. Normalmente estos medicamentos 
se utilizan combinados para potenciar su efecto y en ciclos de 2 a 4 
semanas de duración con períodos de descanso para permitir la 
recuperación del paciente frente a un tratamiento bastante agresivo.  
En caso de metástasis se emplean también los llamados anticuerpos 
monoclonales tales como el cetuximab, bevacizumab, regorafenib, 
aflibercept y panitumumab 
(http://www.cancer.org/cancer/colonandrectumcancer/detailedguide/colorectal-
cancer-treating-chemotherapy). La activación aberrante de las vías de 
señalización de PI3K/Akt/mTOR y Wnt/β-catenina han sido relacionadas 
con el proceso tumorgénico del CCR. De hecho,  un 60-70% de los cánceres 
de colon humanos presentan activación en el Akt (Mattmann y cols., 2011; 
Wang y cols., 2014), mientras que la vía canónica de la Wnt/β-catenina 
presenta mutaciones en aproximadamente el 90% de los CCRs. Estas 
alteraciones se localizan principalmente en el gen APC y en los genes que 
codifican a la β-catenina. Al activarse la vía de señalización Wnt/β-
catenina se produce la acumulación de β-catenina en el núcleo (detectada 
en > 80% de los tumores de CRC). Estos altos niveles de β-catenina nuclear 
además se relacionan con un mal pronóstico en pacientes con CRC (Phelps 
y cols., 2009; Sebio y cols., 2014; Yang y cols., 2014 Kumar y cols., 2012). 




Por todo lo anteriormente expuesto, el desarrollo de estrategias 
terapéuticas basadas en la inhibición de estas vías de señalización se ha 
convertido en un reto atractivo para la industria farmacéutica. 
Se han descrito diferentes compuestos capces de inhibir la activación 
de la del PI3K/Akt/mTOR, tanto de orígen natural (licopeno, ácido elágico, 
silibinina, epicatequina-gallate, procianidina B2, cannabidiol y deguelina) 
como sintético (celecoxib, sulidac, ETP-46321, piroxicam, aspirin, 3-
chloroacetyl-indole y rapamicina) (Kim y cols., 2014). Asimismo, 
compuestos naturales (enigmal, luteolina, magnolol, berberina, 
epicatequina-gallate, curcumina, licopeno, genisteína, triptólido, 
quercetina y resveratrol) y sintéticos (celecoxib, aspirin, sulidac, 
ibuprofen) han sido también empleados en CCR actuando a través de la 
inactivación de la vía de señalización Wnt/β-catenina (Phelps y cols., 
2014). 
A pesar de las diferentes dianas terapéuticas frente al cáncer colorectal 
la inhibición del Akt, mTOR y β-catenina son hoy en día una prometedora 
estrategia para la industria farmacéutica. Este hecho, se puede constatar 
en los numerosos ensayos preclínicos y clínicos que se han o se están 
llevando a cabo en este ámbito farmacológico. Entre estos, podemos 
resaltar en el campo del CCR a los inhibidores duales PI3K/mTOR (menos 
propensos a inducir resistencia a los medicamentos que los inhibidores de 
una sola quinasa): GSK2126458, NVP- BEZ235, DS 7423 y BEZ235 (Pal y 
cols., 2010) los inhibidores del Akt: perifosine (KRX-0401), MK2206, RX-
0201, PBI-05204 y GSK2141795 (Pal y cols., 2010; Kim y Eng, 2012)  y los 
inhibidores de mTOR: rapamicina y sus derivados (temsirolimus, 





mTORC1, probablemente los que más rápidamente han alcanzado una 
aplicación terapéutica  en muchos tipos de cáncer (Roychowdhury y cols., 
2010). De hecho, temsirolimus y everolimus están aprobados para el 
carcinoma metastásico de células renales y tumores neuroendocrinos 
pancreáticos, siendo en general bien tolerados y seguros.  Además de los 
análogos de la rapamicina, otros inhibidores de quinasa/mTOR, como 
INK128, están actualmente  en ensayos clínicos para tumores sólidos 
avanzados (Francipane y Lagasse, 2014). 
A pesar de que los inhibidores mTOR son los más estudiados, bien 
tolerados y eficaces, se ha descubierto que éstos provocan una activación 
del Akt como consecuencia de la inhibición del mTOR, por lo que 
inhibidores duales Akt/mTOR serían un reto terapéutico alentador. En la 
actualidad, para evitar este efecto se están empleando combinados con 
otros agentes citotóxicos en el tratamiento del CRC (Francipane y Lagasse, 
2014). 
Por último, también encontramos distintos compuestos que actúan a 
través de la vía de señalización de Wnt/β-catenina y que están siendo 
estudiados en fase de estudio clínico o preclínico frente a cáncer 
colorrectal: genisteina, PRI-724, CWP232291, 2,4-diamino-quinazolina,  
LGK 974, FOXY-5, OMP-54F28, OMP-18R5 y OTSA101 (Sebio y cols., 2014). 
  




I.7.2. Cáncer de próstata 
El cáncer de próstata (CP) es la segunda neoplasia maligna más común 
en hombres en todo el mundo. La Sociedad Americana del Cáncer estima 
que habrá 220 800 nuevos casos y 27 540 muertes asociados al cáncer de 
próstata en los Estados Unidos durante el 2015.  
Afirman además que a 1 de cada 7 hombres le será diagnosticado 
cáncer de próstata durante su vida 
(http://www.cancer.org/acs/groups/cid/documents/webcontent/003134-pdf.pdf). La 
incidencia de la enfermedad ha aumentado en los últimos años, en parte 
debido a la difusión del test de detección precoz basado en el antígeno 
prostático específico (PSA). Gracias a esto, aproximadamente el 90% de 
los pacientes de EE.UU. con CP presentan la enfermedad localizada en el 
momento del diagnóstico, por lo que disfrutan de un pronóstico excelente 
(Edlind y Hsieh, 2014), sin embargo, tras 5 años, un 30% de los pacientes 
tratados muestran un aumento de los niveles de PSA y la recurrencia de la 
enfermedad. La mayoría de los cánceres de próstata requieren 
andrógenos para el crecimiento y son muy sensibles a la terapia supresora 
de andrógenos (TSA). Sin embargo, esta respuesta es temporal y la 
mayoría de los pacientes desarrollan inevitablemente resistencia a la TSA, 
que conduce al llamado cáncer de próstata resistente a castración (CRPC) 







De ahí que el cáncer de próstata sea la segunda causa de muerte en 
hombres en EE.UU. sólo por debajo del cáncer de pulmón, ya que 1 de 
cada 38 hombres muere por cáncer de próstata  
(http://www.cancer.org/acs/groups/cid/documents/webcontent/003134-pdf.pdf).  
A nivel básico, se puede afirmar que el cáncer de próstata es causado 
por cambios en el ADN de las células prostáticas así como alteraciones a 
nivel de oncogenes y genes supresores de tumores, activando o 
inhibiendo su actividad, respectivamente, y que pueden derivar en 
crecimiento anormal de las células de la próstata 
(http://www.cancer.gov/cancertopics/druginfo/prostatecancer). En la actualidad, 
se emplean distintos fármacos para el tratamiento del cáncer de próstata: 
abiraterona, bicalutamida, cabazitaxel, degarelix, docetaxel, cabazitaxel, 
cloruro de radio-223, goserelina, leuprolida, mitoxantrona, prednisona, 
sipuleucel-T (http://www.cancer.gov/cancertopics/druginfo/prostatecancer). La vía 
de la fosfatidil-inositol-3-quinasa PI3K/Akt/mTOR es una de las vías de 
señalización activadas más frecuentemente en las células de cáncer de 
próstata (30-50% de los cánceres de próstata) (Morgan y cols., 2009). La 
activación aberrante de esta vía está relacionada no sólo con la 
supervivencia y metástasis de las células cancerígenas de próstata, sino 
también con el desarrollo de resistencia a los medicamentos. Como tal, la 
inactivación selectiva de esta vía puede proporcionar oportunidades para 
atacar el cáncer de próstata desde distintos frentes (Tang y Ling, 2014). 
Incluso, existe la evidencia de que la vía de señalización del PI3K-Akt-
mTOR tiene un papel clave en el desarrollo y mantenimiento de la CRPC, 
ya que esta vía se encuentra alterada en el 100% de los pacientes con 
CRPC (Edlind y Hsieh, 2014). 




Por todo lo expuesto anteriormente, no es de extrañar que la industria 
farmacéutica haya focalizado esfuerzos en desarrollar nuevos inhibidores 
de la vía de señalización PI3K/Akt/mTOR para el tratamiento o co-
tratamiento junto a inhibidores de AR del cáncer de próstata (Kypta y 
Waxman, 2012); destacando inhibidores del Akt como el MK2206 y el 
GDC-0068, los cuales se encuentran en fase de ensayos clínicos iniciales en 
combinación con bicalutamida o acetato de abiraterona. También se 
encuentran en fase clínica los inhibidores duales de PI3K/mTOR BEZ235 y 
GDC‑0980, con el objetivo de tratar a pacientes metastásicos con CRPC y 
se están ensayando en administración individual o en combinación con 
acetato de abiraterona (Edlind y Hsieh, 2014; Wozney y Antonarakis, 
2014).   
Por último, cabe destacar el papel de los inhibidores de mTOR 
(everolimus, temsirolimus, ridaforolimus). Éstos son objeto de distintos 
ensayos clínicos frente a cáncer de próstata con excelentes resultados 
fundamentalmente en combinación con otros agentes quimioterápicos 
(docetaxel, abiraterona), ya que se ha descubierto un efecto rebote de 
activación de la vía PI3K tras la inhibición de mTOR. De ahí que las 
estrategias de inhibición de la vía de señalización PI3K/Akt/mTOR estén en 
la actualidad ligadas a la búsqueda de inhibidores duales PI3K/mTOR o 






Además de la vía de señalización de la PI3K/Akt/mTOR otras vías están 
estrechamente relacionadas con el desarrollo y progresión del cáncer de 
próstata. Este es el caso de la vía de señalización del Wnt/β-catenina. Hoy 
en día se conoce la interacción existente entre la β-catenina y el receptor 
androgénico, lo que sugiere una interrelación entre  la vía de señalización 
androgénica y la vía del Wnt (Verras y Sun, 2006; Kypta y Waxman, 2012), 
hecho que queda demostrado con la interacción proteina-proteina 
existente entre el receptor androgénico (RA) y la β-catenina, que resulta 
en un aumento de la actividad transcripcional del RA (Kypta y Waxman, 
2012).  
A la vista de lo expuesto anteriormente, el objetivo principal de la 
presente Tesis es el descubrimiento de nuevos agentes quimiopreventivos 
frente a cáncer, utilizando la TM. Para ello se siguieron las siguientes 
etapas:   
• Obtención y validación de modelos topológico-matemáticos para 
la identificación de inhibidores Akt/mTOR y β-catenina. 
• Identificación de compuestos con actividad quimiopreventiva 
relacionada con la inhibición de las vías de activación 
PI3K/Akt/mTOR y Wnt/β-catenina.  
• Validación experimental de los compuestos seleccionados  
mediante ensayos in vitro. 
• Valoración de la capacidad quimiopreventiva in vivo de los 
compuestos seleccionados. 
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II. MATERIAL Y MÉTODOS 
II.1. OBTENCIÓN DE LOS MODELOS TOPOLÓGICOS 
La obtención de los modelos topológicos se basa en la relación 
cuantitativa existente entre la estructura química de una determinada 
molécula, caracterizada a través de sus índices topológicos (o topo-
químicos), y una determinada actividad biológica.  
En rasgos generales se seguirán varias etapas para la obtención de 
el/los modelo/s de predicción (Figura II.1): 
1) Construcción de una base datos formada por moléculas que 
modulen una determinada diana biológica (datos experimentales). 
2) Cálculo de los descriptores asociados a la estructura molecular de los 
compuestos que conforman nuestra base de datos. 
3) División de la base de datos, asignando un grupo de compuestos al 
grupo de entrenamiento (training set) y otro al grupo de prueba (test 
set). El test set servirá para evaluar la capacidad predictiva del modelo, 
o sea su capacidad para predecir los valores asociados a compuestos 
no empleados en la obtención del modelo, es decir, fuera del grupo de 
entrenamiento. 
4) Obtención del modelo aplicando distintas técnicas estadísticas: 
análisis lineal discriminante (ALD), análisis de regresión multi-lineal 
(ARML) y redes neuronales artificiales (RNA). 
5) Validación del modelo: interna y/o externa. 
Tras obtener y validar el modelo de predicción, se puede aplicar al 
rastreo de bases de datos para identificar nuevas moléculas con la 
actividad biológica deseada. 





Figura II.1. Etapas en el desarrollo y validación de los modelos de predicción. 
II.1.1. Construcción de la base de datos y división de los compuestos 
entre grupo de entrenamiento y test   
Una de las claves a la hora de elaborar un modelo QSAR fiable es la 
creación de una buena base de datos. Para la obtención de los distintos 
modelos de predicción de actividad quimioterápica y quimiopreventiva, 
nos centramos en la búsqueda de compuestos heterogéneos 
estructuralmente que modulasen la vía de la PI3K/Akt/mTOR y la de 
Wnt/β-catenina. Dentro de los compuestos incluimos los de origen natural 
y los de síntesis. 
  




Tras obtener información cualitativa y cuantitativa de la inhibición de 
estas dianas farmacológicas, se procedió a la construcción de los modelos 
de predicción para la selección de moléculas con teórica actividad 
quimiopreventiva y quimioterapéutica frente a cáncer colorrectal y cáncer 
de próstata. 
En primer lugar, se elaboraron cuatro modelos de predicción cualitativa 
de actividad inhibitoria frente a Akt y β-catenina. Con este fin, se dividió la 
base de datos total disponible, asignando el 20-35% de ésta al grupo test y 
el restante al grupo entrenamiento. El grupo entrenamiento o training set 
está formado por el grupo de compuestos a partir de los cuales se 
construye el modelo. El grupo de entrenamiento actuará de patrón, 
definiendo el “espacio químico” de aplicación del modelo, es decir, su 
dominio de aplicación. A continuación, vamos a describir los cuatro 
modelos de predicción cualitativa de actividad inhibitoria Akt y β-catenina. 
El modelo 1 está centrado en la actividad inhibitoria sobre Akt por 
parte de compuestos de origen natural. Para su elaboración se creó una 
base de datos de 194 compuestos (40 activos y 154 inactivos como 
inhibidores del Akt de origen natural) con alta heterogeneidad estructural. 
Para la recolección de esta base de datos se emplearon distintas fuentes 
procedentes de la literatura1 y de una base de datos comercial de 
productos naturales llamada MicroSource Pure Natural Products Collection 
(Microsource website, 2015). 
                                                            
1 McGuire y cols., 2001; Woo y cols., 2004; Yoon y cols., 2006; Lambert y cols., 2007; Merla y cols., 2007; Morikawa y cols., 2008; 
Wang y cols., 2009; Oh y cols., 2009; Hwang y cols., 2010; Zhao y cols., 2010; Xiaonan y cols., 2011; Choo y cols., 2011; Merhi y 
cols., 2011; Buitrago y cols., 2012; Park y cols., 2012; Liu y cols., 2012; Shanmugam y cols., 2012; Kwak y cols., 2013; Xu y cols., 
2013; Do y cols., 2013; Raina y cols., 2013; Xie y cols., 2014; Jayasooriva y cols., 2014; Pandev y cols., 2014; Saiprasad y cols., 2014; 
Dung y cols., 2014; Chen y cols., 2014; Bajer y cols., 2014; Wolle y cols., 2014; Deeb y cols., 2014; Song y cols., 2014; Esmaeili y 
Farimani, 2014; Ou y cols., 2014; Jin y cols., 2014; Huang y cols., 2014; Syed y cols., 2014 ; Hou y cols., 2015. 
 




Por su parte, el modelo 2 está enfocado a la predicción de la actividad 
inhibitoria sobre Akt, por parte de compuestos comerciales. Para 
construirlo se partió de una base de datos formada por 852 compuestos 
(26 activos y 826 inactivos) con una gran heterogeneidad estructural. 
Distintas fuentes procedentes de la literatura2 y dos bases de datos 
comerciales: MicroSource Pure US Drugs Collection (Microsource website, 
2015) y Selleckchem database (Selleckchem website, 2015), se rastrearon 
para la elaboración de la base de datos. 
El modelo 3 se centra en la actividad inhibitoria sobre β-catenina por 
parte de compuestos de orígen natural. Para su construcción se empleó 
una base de datos de 180 compuestos heterogéneos estructuralmente (60 
activos y 120 inactivos). También en este caso se partió de diversas 
fuentes bibliográficas3 y de la base de datos comercial de productos 
naturales MicroSource Pure Natural Products Collection (MicroSource web, 
2015), citada anteriormente. 
  
                                                            
2 Böckmann y Nebe, 2003; Jin y cols., 2004; Zhang y cols., 2004; Scartabelli y cols., 2008; Garcia-Echeverria y Sellers, 2008; Hu y 
cols., 2008; Krech y cols., 2010; Meuillet y cols., 2010; Prinz y cols., 2011; Jeon y cols., 2011; Tabernero y cols., 2011; Makhov y 
cols., 2012 ; Ma y cols., 2013; Li y cols., 2013; Toulany y cols., 2014. 
3 Chen y cols., 2000 ; Deng y cols., 2002; Dihlmann y cols., 2003 ; Kawabata y cols., 2006; Xiao y cols., 2006;  Liagre y cols., 2007; 
Yoshimitsu y cols., 2009 ; YuJun y cols., 2009 ; Su y Simmen, 2009; Baskar y cols., 2010; Li y cols., 2010; Saifo y cols., 2010; Choi y 
cols., 2010; Wei y cols., 2010; Xia y cols., 2010 ; Thamilselvan y cols., 2011; Pang y cols., 2011; Chinni y cols., 2011; Wang y cols., 
2012; Li y Hannah, 2012; Lu y cols., 2012; Lu y cols., 2012; Chen y cols., 2012; Liu y cols., 2013; Park y cols., 2013; Vanella y cols., 
2013; Lee y cols., 2013; Su y cols., 2013; Lee y cols., 2013; Wang y cols., 2013; Li y cols., 2013; Cui y cols., 2014; Way y cols., 2014; 
Joo y cols., 2014; Wang y cols., 2014; Kim y cols., 2014; Choi y cols., 2014; Mojsin y cols., 2014; Fu y cols., 2014; Lee y cols., 2014; 
Antony y cols., 2014; Kim y cols., 2014; Lin y cols., 2014; Jia y cols., 2015. 




Por último, el modelo 4 se centró en la actividad inhibitoria sobre β-
catenina por parte de compuestos comerciales. Este modelo se construyó 
partiendo de una base de datos de 1.254 compuestos (110 activos y 1.144 
inactivos como inhibidores de la β-catenina) que poseían heterogeneidad 
estructural.  
Se rastrearon diversas fuentes provenientes de la literatura4 y dos 
bases de datos comerciales: MicroSource Pure US Drugs Collection 
(MicroSource web, 2015) y Selleckchem database (Selleckchem web, 2015). 
Cabe resaltar el hecho de que mientras es posible asegurar la actividad 
inhibitoria sobre Akt o β-catenina de los compuestos pertenecientes al 
grupo de activos, no así la de los compuestos pertenecientes al grupo de 
inactivos, ya que no hay certeza de que hayan sido testados frente a Akt 
(simplemente no hay descrita dicha actividad en la literatura). Esta 
circunstancia es de aplicación a cualquier otro grupo de compuestos y de 
actividades para los que no haya constancia expresa de inactividad, sin 
embargo, como el volumen de compuestos inactivos es muy superior al de 
activos, el riesgo de error al incluirlos en el grupo de inactivos es 
despreciable. 
                                                            
4 Blum y cols., 2001; Haegele y cols., 2003; Gardner y cols., 2004; Roy y cols., 2005; Canter y cols., 2005; Lu y cols., 2005; Hara y 
cols., 2005; Suzuki y cols., 2006; Katoh y Katoh, 2007; Raju y Bird, 2007; Behari y cols., 2007; Han y cols., 2008; Fila y cols., 2008; 
Dehnhardt y cols., 2009; Shan y cols., 2009; Leow y cols., 2010; Xiong y cols., 2010; Panno y cols., 2010; Piazza y cols., 2010; Kaur y 
Sanyal, 2010; Brown y cols., 2010; Greenspan y cols., 2011; Wang y cols., 2011; Watson, 2011; Suh y cols., 2011; Li y cols., 2011; 
Syed y cols., 2011; Wang y cols., 2011; Lee y cols., 2011; Tenbaum y cols., 2012; Olivier-Van Stichelen y cols., 2012; Hallett y cols., 
2012 ; Mologni y cols., 2012; Huang y cols., 2012; Stein y cols., 2012; Yadav y cols., 2012; Sundram y cols., 2012; Jiang y cols., 2012; 
Zeller y cols., 2013; Anitha y cols., 2013; Singh y Katiyar, 2013; Li y cols., 2013; Lee y cols., 2013; Bilir y cols., 2013; Mao y cols., 
2013; Matsuzaki y Darcha, 2013; Mao y cols., 2013; Tinsley y cols., 2013; Liu y cols., 2014; Liu y cols., 2014; Arensman y cols., 2014; 
Pradhan y Olsson, 2014; Kaza, 2014; Wang y cols., 2014; Saini y Sanyal, 2014; Muche y cols., 2014; Way y cols., 2014. 
 




Con el objeto de correlacionar valores cuantitativos de inhibición 
frente a Akt y β-catenina, se construyeron dos modelos de regresión 
multilineal (modelo 5 y 6), usando información presente en la base de 
datos comercial Selleckchem (Selleckchem web, 2015)  y  en la literatura 
(Lepourcelet y cols., 2004). 
El modelo 5, se elaboró a partir de un grupo de 7 compuestos para los 
que se disponía de datos experimentales de concentración inhibitoria 50 
(CI50) (nM) frente a Akt1, mientras que el modelo 6 se elaboró a partir de 
un grupo de 6 pequeños antagonistas de β-catenina con cierta diversidad 
estructural de los que se disponía de datos experimentales de CI50 (μM) 
(Lepourcelet y cols., 2004). 
En el caso particular de los modelos 5 y 6 se prefirió partir de una data 
pequeña para garantizar la homogeneidad de resultados, evitando la 
recolección de datos experimentales procedentes de distintos autores que 
pudiera inducir a error o malinterpretación de resultados. De esa forma se 
evita el fenómeno llamado “garbage in, garbage out”, que se traduciría 
como “si entra basura, saldrá basura”. 
Finalmente, se emplearon técnicas de regresión no-lineal para los 
modelos de inhibición de Akt y β-catenina. La inhibición de Akt se 
representó por medio del modelo 7, cuyo grupo de entrenamiento está 
formado por 164 compuestos (33 inhibidores de Akt y el resto no 
inhibidores de Akt con distintas actividades farmacológicas: 
antiinflamatorios y anti-neoplásicos).  




Para la recolección de los compuestos pertenecientes al grupo de 
entrenamiento se partió de distintas fuentes bibliográficas5 y de dos bases 
de datos comerciales: MicroSource Pure US Drugs Collection (MicroSource 
web, 2015) y Selleckchem database (Selleckchem web, 2015). 
Por último, la inhibición de β-catenina se predijo aplicando técnicas 
estadísticas no-lineares a través de las cuales se obtuvo el modelo 8, en el 
que, el grupo de entrenamiento está constituido por 199 compuestos (85 
inhibidores de la β-catenina y el resto no inhibidores con actividades 
farmacológicas antiinflamatorias y antineoplásicas).  
Se consultaron distintas fuentes procedentes de la literatura6 y dos 
bases de datos comerciales: MicroSource Pure US Drugs Collection 
(MicroSource web, 2015) y Selleckchem database (Selleckchem web, 2015) 
para la elaboración del grupo de entrenamiento. 
                                                            
5 Chen y cols., 2000 ; Deng y cols., 2002; Dihlmann y cols., 2003 ; Kawabata y cols., 2006; Xiao y cols., 2006;  Liagre y cols., 2007; 
Yoshimitsu y cols., 2009 ; YuJun y cols., 2009 ; Su y Simmen, 2009; Baskar y cols., 2010; Li y cols., 2010; Saifo y cols., 2010; Choi y 
cols., 2010; Wei y cols., 2010; Xia y cols., 2010 ; Thamilselvan y cols., 2011; Pang y cols., 2011; Chinni y cols., 2011; Wang y cols., 
2012; Li y Hannah, 2012; Lu y cols., 2012; Lu y cols., 2012; Chen y cols., 2012; Liu y cols., 2013; Park y cols., 2013; Vanella y cols., 
2013; Lee y cols., 2013; Su y cols., 2013; Lee y cols., 2013; Wang y cols., 2013; Li y cols., 2013; Cui y cols., 2014; Way y cols., 2014; 
Joo y cols., 2014; Wang y cols., 2014; Kim y cols., 2014; Choi y cols., 2014; Mojsin y cols., 2014; Fu y cols., 2014; Lee y cols., 2014; 
Antony y cols., 2014; Kim y cols., 2014; Lin y cols., 2014; Jia y cols., 2015. 
6 Blum y cols., 2001; Haegele y cols., 2003; Gardner y cols., 2004; Roy y cols., 2005; Canter y cols., 2005; Lu y cols., 2005; Hara y 
cols., 2005; Suzuki y cols., 2006; Katoh y Katoh, 2007; Raju y Bird, 2007; Behari y cols., 2007; Han y cols., 2008; Fila y cols., 2008; 
Dehnhardt y cols., 2009; Shan y cols., 2009; Leow y cols., 2010; Xiong y cols., 2010; Panno y cols., 2010; Piazza y cols., 2010; Kaur y 
Sanyal, 2010; Brown y cols., 2010; Greenspan y cols., 2011; Wang y cols., 2011; Watson, 2011; Suh y cols., 2011; Li y cols., 2011; 
Syed y cols., 2011; Wang y cols., 2011; Lee y cols., 2011; Tenbaum y cols., 2012; Olivier-Van Stichelen y cols., 2012; Hallett y cols., 
2012 ; Mologni y cols., 2012; Huang y cols., 2012; Stein y cols., 2012; Yadav y cols., 2012; Sundram y cols., 2012; Jiang y cols., 2012; 
Zeller y cols., 2013; Anitha y cols., 2013; Singh y Katiyar, 2013; Li y cols., 2013; Lee y cols., 2013; Bilir y cols., 2013; Mao y cols., 
2013; Matsuzaki y Darcha, 2013; Mao y cols., 2013; Tinsley y cols., 2013; Liu y cols., 2014; Liu y cols., 2014; Arensman y cols., 2014; 
Pradhan y Olsson, 2014; Kaza, 2014; Wang y cols., 2014; Saini y Sanyal, 2014; Muche y cols., 2014; Way y cols., 2014. 
 




 II.1.2. Cálculo de descriptores moleculares 
Para el cálculo de los descriptores moleculares (índices topológicos y 
topo-químicos) incluidos en la elaboración de los modelos, se empleó el 
software comercial Dragon (versión académica 5) desarrollado en la 
Universidad de Milán por el profesor Roberto Todeschini y colaboradores 
(Todeschini y Consonni, 2008). Con este fin se representaron las moléculas 
en formato MDL (.mol) sin presencia de hidrógenos. En cuanto a los 
índices utilizados, se pueden dividir en 6 grandes grupos: 
• Descriptores topológicos: 
Los índices topológicos ya descritos en el apartado de la 
Introducción, se obtienen a partir de las matrices topológicas de 
adyacencia y de distancia. Concretamente para la construcción de los 
modelos de la presente Tesis se emplearon: el índice de Pogliani  (Dz) 
(Pogliani, 1996), el primer índice de Zagreb (ZM1) (Gutman y cols., 
1975), el índice de Wiener de todos los caminos (Wap) (Lukovits, 1998), 
la suma de las distancias topológicas entre los átomos de oxígeno (O) y 
Bromo (Br)) (T(O-Br)); entre los átomos de nitrógeno (N) y cloro (Cl) 
T(N-Cl); entre los átomos de azufre (S) y azufre (S) T(S-S); entre los 
átomos de azufre (S) y flúor (F) T(S-F) (Todeschini y Consonni, 2008); la 
modificación alfa del índice de doble camino de Kier (S2K) y de triple 
camino de Kier (S3K) (Kier, 1985) y por último, D/Dr12: índice que 
representa el cociente de la distancia/detour  (o distancia desviada) 
para anillos de orden 12 (Todeschini y Consonni, 2008). 
  




• Indices relacionados con el concepto de ruta o camino topológico 
(walk and path counts): 
Este tipo de descriptores se basan en el recuento de los caminos 
topológicos dentro de un grafo. Es decir, el número de aristas que 
conectan dos vértices determinados, guardando también relación con 
algunos conceptos relacionados con la matriz de distancias topológicas. 
Los descriptores pertenecientes a esta clase empleados en la 
presente Tesis fueron: índices SRW08 y SRW09 (número de caminos de 
auto-retorno de orden 8 y 9, respectivamente) (Ruecker y Ruecker, 
1993); MPC04, MPC08, MPC09, MPC10 (número total de caminos de 
orden 4,8,9 y 10, respectivamente) (Rücker y Rücker, 2000), piPC02 y 
piPC05 (número de caminos múltiples de orden 2 y 5, respectivamente) 
(Randić y Jurs, 1989); PCR (cociente entre el número de enlaces 
múltiples y el número total de enlaces) (Ranidć y Wilkins, 1979) y el 
nCIR (número  de circuitos) (Todeschini y Consonni, 2008). 
• Indices de conectividad: 
Son unos de los índices topológicos más empleados, que se han 
descrito anteriormente en el apartado de Introducción de la presente 
Tesis. 
 Para la elaboración de los modelos empleamos: el X2sol, índice de 
conectividad de solvatación de orden 2 (Kier y Hall, 1986), que evalúa 
la entalpía de solvatación inespecífica. 
  




• Descriptores constitucionales: 
Los descriptores constitucionales son los más simples y más 
comúnmente usados, reflejan la composición molecular constitutiva de 
un compuesto sin aportar información relacionada con su geometría o 
topología. Algunos de los descriptores constitucionales más comunes 
son: número de átomos, número de enlaces, número absoluto y 
relativos de un determinado átomo, número absoluto y relativo de 
enlaces simples, dobles, triples o aromáticos, número de ciclos, 
número de bencenos, masa molecular. 
Estos índices son insensibles a cualquier cambio conformacional, no 
son capaces de distinguir entre isómeros siendo por tanto, descriptores 
0D o 1D (Todeschini y Consonni, 2008). 
Concretamente, en estos modelos se emplean los siguientes 
descriptores constitucionales: nR06 y nR09 (número de anillos de 6 y 9 
enlaces, respectivamente), nN (número de átomos de nitrógeno) y el 
SCBO, (suma de órdenes de enlace convencionales-sin considerar 
hidrógenos) (Randić y cols., 1980). 
• Índices calculados a partir de la autocorrelación de una función: 
Como su nombre indica, se basan en los autovalores (o valores 
propios) de la matriz topológica correspondiente al grafo en cuestión. 
Como se expresaba anteriormente (apartado de Introducción), los 
autovalores son las soluciones al polinomio característico de la matríz. 
  




En este trabajo, empleamos los índices: EEig11r (que corresponde al 
autovalor número 11 de la matriz de adyacencia de aristas ponderada 
por integrales de resonancia); EEig11x (autovalor número 11 de la 
matriz de adyacencia de aristas ponderada por orden de enlace); 
EEig04d, (autovalor número 4 de la matriz de adyacencia de aristas 
ponderada por momentos dipolares); ATS6v: índice de autocorrelación 
de Broto-Moreau para distancia topológica igual a 6 ponderado por el 
volúmen de van de Waals; GATS1v, GATS2v, GATS3v, GATS6v: índices 
de autocorrelación de Geary de retardo 1, 2, 3, y 6 ponderados por 
volumen de van der Waals, respectivamente; GATS3e, GATS6e, 
GATS8e: índices de autocorrelación de Geary de retardo 3,6 y 8, 
respectivamente ponderado por la electronegatividad de Sanderson; 
MATS3m: índice de autocorrelación de Moran de retardo 3 ponderado 
por la masa atómica; MATS1v: índice de autocorrelación Moran de 
retardo 1 ponderado por volumen de van der Waals; MATS6e: índice 
de autocorrelación de Moran de retardo 6 ponderado por la 
electronegatividad de Sanderson; GATS4m, GATS8m: índices de 
autocorrelación Geary de retardo 4 y 8, respectivamente ponderado 
por la masa atómica; GATS6p: índice de autocorrelación Geary de 
retardo 6 ponderado por la polarizabilidad atómica; VEA1: autovector 
suma de coeficientes de la matriz de adyacencia (Todeschini y 
Consonni, 2008). 
  




• Índices topológicos de carga: 
Los índices topológicos de carga fueron introducidos por el grupo de 
investigación “Unidad de Diseño de Fármacos por Topolgía Molecular” 
en 1994 para evaluar las transferencias de carga entre pares de átomos 
de la molécula (o vértices del grafo). Descritos con anterioridad en el 
apartado de Introducción, se emplearon para la construcción de los 
modelos los siguientes índices: GGI4 y GGI8 (índice de carga de orden 4 
y 8, respectivamente); JGI1, JGI2, JGI4, JGI5 y JGI10,  (índice de carga 
ponderados por enlace de orden 1, 2, 4, 5 y 10, respectivamente); JGT 
(índice de carga topológica global); GGI4 y GGI8 (corresponden a las 
cargas transferidas intramolecularmente a distancia topológica igual a 
4 y 8) (Gálvez y cols., 1994).  
  




II.1.3. Métodos estadísticos aplicados en la obtención de los modelos 
II.1.3.1. Análisis lineal discriminante (ALD) 
El análisis lineal discriminante es una técnica estadística que por medio 
de la combinación lineal de variables independientes (descriptores 
moleculares) permite distinguir entre dos o más categorías u objetos. En 
este caso, moléculas activas o inactivas respecto a una determinada 
actividad farmacológica. En esencia, el procedimiento seguido en la 
discriminación consiste en encontrar la función matemática lineal (función 
discriminante) que ubica en dos regiones distintas del hiperespacio a las 
dos categorías de moléculas (activas e inactivas).  
Esta técnica estadística busca una doble finalidad: clasificatoria y 
predictiva. Clasificatoria, ya que a partir de una variable dependiente 
cualitativa o categórica (moléculas activas o no, respecto a una 
determinada actividad farmacológica) y un conjunto de una o más 
variables independientes cuantitativas (índices o descriptores 
moleculares), el ALD permite clasificar a cada molécula objeto de estudio 
en alguno de los grupos establecidos por la variable dependiente. Además 
siempre que se aprecie efectiva diferencia entre grupos, el análisis 
discriminante cumple una finalidad de tipo predictivo, ya que si aplicamos 
el modelo discriminante a un grupo de moléculas desconocidas podremos 
predecir si estas poseen o no una determinada actividad farmacológica 
(Rodriguez y Mora, 2001). 
El ALD clasifica a los individuos (moléculas, en este caso) entre los 
grupos (activas o inactivas) considerando las variables que mejor 
caracterizan, y por tanto diferencian, a los grupos. Estas variables, 




denominadas canónicas o discriminantes, se expresan como 
combinaciones lineales de las variables originales mediante una función 
discriminante.  
Adoptando la expresión matemática (Furnival, 1971): 
𝑓 = 𝑔(𝑋1,𝑋2, …𝑋𝑛)    
Donde, f, es la función discriminante; g(X1,X2,…Xn) son las funciones 
lineales de las variables discriminantes introducidas en el análisis. 
El algoritmo seguido para la selección de los descriptores incluidos en 
los modelos fué el de Furnival-Wilson (Furnival, 1971), en el que las 
variables son introducidas paso a paso (stepwise) (Van Waterbeemed, 
1995), en función de su mayor valor del parámetro de Fisher-Snedecor (F) 
(James, 2006), el cual, establece la relevancia de las variables candidatas. 
Es decir, en cada paso, la variable que mayor contribución aporta a la 
división de los grupos se incorpora en la ecuación discriminante (o se 
elimina la variable que hace la menor contribución). 
A la hora de obtener la función discriminante, podemos considerar que 
las probabilidades a priori de pertenecer a los grupos es para todos la 
misma, o bien podemos considerar que la probabilidad previa equivale a 
la proporción de casos que hay en cada grupo. En este caso, seguimos la 
primera opción. 
Así mismo, aplicamos el llamado Principio de Parsimonia, el cual 
expone que cuando dos explicaciones logran explicar una misma 
observación, la explicación más sencilla será la que se escoge a priori. Por 
lo que a la hora de seleccionar los modelos de la presente Tesis doctoral 
se seleccionaron aquellos, que con buenas características estadísticas 




presentaran el menor número de descriptores y de más fácil 
interpretación (Vandekerckhove y cols., 2014). 
Por último, con el fin de evitar el temido sobreajuste (overfitting) del 
modelo, se siguió una relación de al menos 1:10, entre el número de 
descriptores incorporados al modelo y el número de compuestos del 
conjunto de entrenamiento. Es decir, cada variable introducida en el 
modelo debía de ser capaz de explicar al menos la clasificación o 
discriminación de 10 compuestos del grupo de entrenamiento para no 
sacrificar la capacidad predictiva sobre compuestos no utilizados para el 
entrenamiento (grupo test). 
Los criterios empleados a la hora de valorar la bondad y 
representatividad de las funciones discriminantes fueron: 
• Lambda de Wilks (λ): 
El parámetro lambda de Wilks (λ) determina la habilidad de la función 
discriminante para diferenciar entre dos categorías o grupos (en este caso, 
compuestos activos e inactivos) (Massart y cols., 1988). En un análisis de 
clasificación en el que se contemplan dos categorías, el λ de Wilks mide las 
desviaciones que se producen dentro de cada grupo respecto a las 
desviaciones totales sin distinción de grupos, es decir, como si 
pertenecieran a un único grupo. Como se aprecia en la expresión 
matemática: 
𝜆 𝑊𝑖𝑙𝑘𝑠 = 𝑠𝑢𝑚𝑎 𝑑𝑒 𝑐𝑢𝑎𝑑𝑟𝑎𝑑𝑜𝑠 𝑖𝑛𝑡𝑟𝑎𝑔𝑟𝑢𝑝𝑜
𝑠𝑢𝑚𝑎 𝑑𝑒 𝑐𝑢𝑎𝑑𝑟𝑎𝑑𝑜𝑠 𝑡𝑜𝑡𝑎𝑙𝑒𝑠 = |𝑆||𝑇|   
Donde S es la matriz de varianzas-covarianzas combinada, calculada a 
partir de las matrices de varianzas-covarianzas de cada grupo y T es la 
matriz de varianzas-covarianzas total calculada sobre todos los casos 




como si pertenecieran a un único grupo. Cuando los grupos se encuentren 
superpuestos en el espacio multidimensional, las desviaciones dentro de 
cada grupo y totales serán aproximadamente iguales y por tanto  λ, tendrá 
valores próximos a 1; a medida que los grupos se vayan separando, la 
variabilidad intergrupos aumentará y la variabilidad intragrupos se irá 
haciendo comparativamente menor respecto a la variabilidad total, 
llegando a adoptar valores próximos a 0 (Rodríguez y Mora, 2001). 
• Distancia de Mahalanobis: 
En estadística, la distancia de Mahalanobis mide la distancia de cada 
caso a la media de todos los casos de la categoría (Srinivasaraghavan y 
Allada, 2006). En este caso, la distancia de Mahalanobis nos sirve para 
medir la distancia a la que cada molécula viene clasificada respecto a la 
media del grupo de moléculas activas o inactivas respecto a una 
determinada actividad farmacológica (inhibición de Akt o β-catenina). De 
este modo podemos determinar con qué precisión la molécula es 
clasificada en uno de los grupos. 
• Significación estadística  (valor p): 
Si el valor de p asociado es inferior al nivel de significación 
(normalmente 0.05) rechazamos la hipótesis nula (H0) de igualdad entre 
los grupos, por lo que la información aportada por la función 
discriminante es significativa estadísticamente (Massart y cols., 1988).  
• Parámetro de Fisher-Snedecor (F):  
El parámetro de Fisher-Snedecor (F) viene determinado por una 
distribución de probabilidad continua que permite detectar la presencia o 
no de diferencias significativas entre muestras diferentes (James, 2006). 
  




II.1.3.2. Análisis de regresión multilinear (ARML)  
Con el fin de correlacionar valores cuantitativos de la propiedad 
experimental bajo estudio, se desarrollan modelos aplicando la técnica del 
análisis de regresión multilineal. En ella las variables independientes son 
los índices topológicos y la variable dependiente, el valor experimental de 
la propiedad o alguna de sus modificaciones matemáticas (por ejemplo, el 
logCI50 Akt o β-catenina). 
A la hora de seleccionar el mejor modelo ARML nos basamos en el 
coeficiente de correlación múltiple al cuadrado (r2) o coeficiente de 
regresión, que representa una medida de la proximidad o de ajuste de la 
recta de regresión a la nube de puntos. Este término recibe el nombre de 
bondad de ajuste, definiéndose también como el porcentaje de varianza 
explicada por la recta de regresión. Adopta valores entre 0 y 1, por lo que 
1− r2 nos indica qué porcentaje de las variaciones no se explica a través del 
modelo de regresión (varianza inexplicada). 
El algoritmo seguido para la selección de los descriptores incluidos en 
el modelo fue el de Furnival-Wilson (Furnival, 1971), en el que las variables 
con el mínimo valor del parámetro de Mallows (Cp) se seleccionan para 
formar parte del modelo de regresión (Stone y Mallows). 
  




Además del coeficiente de regresión (r2), hay que tener en cuenta otros 
parámetros estadísticos a la hora de valorar la bondad de la ecuación 
obtenida, como son: 
• Error estándar de estimación (EEE): 
Este parámetro varía en función del número de compuestos empleados 
en la elaboración del modelo y viene calculado a partir del cuadrado de la 
suma de los valores residuales (valor observado menos valor calculado de 
la propiedad a correlacionar) (Massart y cols., 1988). Se define con la 
siguiente expresión matemática: 
𝐸𝐸𝐸 = �∑(𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑒𝑠)2
𝑁−𝑁𝑣−1
   
Donde N, es el número de compuestos empleados en la elaboración 
del modelo y Nv, es el número de variables independientes presentes en el 
modelo. Lógicamente, el mejor modelo es el que muestra un menor error 
estándar. 
• Parámetro de Fisher-Snedecor (F):  
Este parámetro descrito anteriormente, adopta valores crecientes 
cuanto mejor ajuste presenta la ecuación de predicción a los valores 
experimentales observados. 
• Significación estadística  (valor p): 
Si el p-valor asociado al estadístico es inferior al nivel de significación 
(normalmente 0.05) rechazamos la hipótesis de que la propiedad a 
estudio guarde relación con los índices topo-químicos empleados en el 
modelo de regresión (Massart y cols., 1988).   
  




II.1.3.3. Redes de neuronas artificiales (RNAs) 
Uno de las métodos de correlación entre estructura química y 
propiedad  que se están aplicando crecientemente en el descubrimiento 
de fármacos para el estudio de relaciones no lineales son las redes 
neuronales (Reutlinger y Schneider, 2012). 
La red neuronal artificial (RNA) es un sistema de aprendizaje basado en 
el funcionamiento del sistema nervioso animal. Se trata de un dispositivo 
de interconexión de neuronas que colaboran entre sí para producir 
estímulos de salida basados en distintos algoritmos matemáticos 
computacionales (Patel, 2013). Es decir, al entrenar a la red, ésta aprende 
cómo debe comportarse y cuando activar unas unidades de 
procesamiento u otras al suministrarle una entrada. La mayoría de las 
RNAs se componen de al menos tres capas - de entrada, ocultas y de 
salida - (Figura II.2) formadas por neuronas que conforman una 
arquitectura llamada perceptrón multicapa (en inglés, multilayer 
perceptron, MLP).  Las capas de neuronas de entrada reciben los datos de 
los archivos de entrada y la capa de salida envía la información procesada 
al mundo exterior. Entre las capas de entrada y de salida, puede haber 
muchas otras ocultas que pueden contener neuronas interconectadas con 
distintos pesos adoptando distintas estructuras (Patel, 2013). Así mismo, 
cada neurona tiene asociada una función matemática (función de 
transferencia), encargada de generar la señal de salida de la neurona a 
partir de las señales de entrada. 





Figura II.2. Ejemplo de red neuronal artificial tipo perceptrón multicapa, formada por n 
neuronas de entrada, m neuronas en su capa oculta y dos neuronas de salida.  
Como se ha comentado anteriormente, el proceso de aprendizaje de la 
RNA es similar al adoptado por el cerebro animal. Durante el aprendizaje, 
los datos de entrada (en este caso, los valores experimentales de la 
propiedad bajo estudio) se introducen en la capa de entrada como valores 
matemáticos, produciéndose un valor de salida.  El valor de salida 
(calculado) finalmente se compara con el valor de salida requerido 
(observado) (Patel, 2013).  
Dependiendo de la diferencia entre estos dos valores, la RNA ajusta sus 
factores internos lógicos para producir el valor de salida correcto 
(observado). Durante el aprendizaje, la red continua con el proceso 
(autoadaptar) los datos estándar en orden cíclico hasta que la diferencia 
entre la salida de la RNA y la salida estándar lleguen a ser tan bajo como 
sea posible o hasta un número dado de repeticiones cíclicas. Esto es 
similar al aprendizaje deductivo humano en el cual, la persona estudia 
repetidas veces la literatura hasta adquirir el conocimiento 
satisfactoriamente. Una vez entrenada, la red puede predecir datos de 




salida cuando se encuentre frente a datos nuevos de entrada (Patel, 
2013).  
Existen distintos procesos de aprendizaje; en la presente Tesis se 
empleó el llamado proceso supervisado. En él se utiliza un conjunto de 
entrenamiento con una salida conocida para entrenar la red mediante la 
asignación de pesos a cada neurona. Basado en el algoritmo de 
entrenamiento, también podemos diferenciar distintos tipos de redes 
neuronales: perceptrón simple, red Adaline, perceptrón multicapa, red 
back-propagation, y memoria asociativa bidireccional. Durante el 
aprendizaje y uso, las redes procesan gran cantidad de complejos cálculos 
matemáticos basados en variables estructurales y funcionales así como en 
una función matemática que figura en el modelo de RNA (Devillers, 1996). 
II.2. VALIDACIÓN DE LOS MODELOS 
El proceso de validación es una etapa clave, cuyo objetivo principal es 
determinar la robustez y capacidad predictiva del modelo. Podemos 
distinguir dos tipos de validaciones: interna y externa (Gramatica, 2007; 
Tropsha, 2010). La validación interna del modelo consiste en emplear el 
grupo de moléculas perteneciente al conjunto de entrenamiento para 
testar el modelo. Mientras que la validación externa, en cambio, emplea 
un grupo de compuestos de prueba o test formado por moléculas no 
empleadas en la construcción del modelo. Este grupo test se utiliza para 
predecir la propiedad o categoría asociada a cada compuesto. 
  




II.2.1.Validación interna del modelo 
Con el fin de validar internamente el modelo de regresión se llevan a 
cabo dos tipos de estudio: validación cruzada (cross-validation) y test de 
aleatoriedad de Fischer (Scrambling model). 
II.2.1.1.Validación cruzada   
La validación cruzada o cross-validation se basa en las técnicas Leave 
One Out (LOO -“Dejar-uno-afuera”) y Leave Group Out (LGO -“Dejar 
algunos a fuera”). Consisten en retirar del conjunto de entrenamiento n 
compuestos (n igual a 1 en LOO o muchos en LGO), volver a calcular el 
modelo con los compuestos restantes y predecir la clasificación de los 
compuestos eliminados con este nuevo modelo. El proceso se repite hasta 
que todos los compuestos del conjunto de entrenamiento son eliminados 
al menos una vez (Gramatica, 2007).  
En la presente Tesis, se determina la estabilidad de los modelos de 
regresión aplicando la técnica del LOO, es decir, eliminando un compuesto 
(y su correspondiente propiedad logCI50) del conjunto de entrenamiento y 
volviendo a obtener un modelo sin este compuesto. Con el nuevo modelo 
se predice la propiedad para el compuesto eliminado, repitiéndose el 
proceso para todos los compuestos del conjunto y obteniéndose así una 
predicción para cada uno de ellos. 
Los valores del coeficiente de correlación y de los residuales obtenidos 
al realizar las sucesivas eliminaciones se comparan con los de la ecuación 
seleccionada. Si son similares a los de la ecuación original el modelo se 
considerará estable. Por esta razón, con los resultados obtenidos en el test 
de estabilidad se realizará una representación gráfica de los residuales 




frente a residuales obtenidos en el estudio de validación cruzada, que 
permitirá la detección de compuestos que no se ajustan al modelo. 
Además de esta representación, se emplea un parámetro clave a la 
hora de evaluar la estabilidad del modelo. Se trata del coeficiente de 
correlación de la validación cruzada, Q2, cuya expresión matemática se 
expone a continuación: 
   𝑄2 = 𝑆𝐷−𝑃𝑅𝐸𝑆𝑆
𝑆𝐷
    
Donde, SD, es la desviación estándar al cuadrado de cada valor 
respecto de la media:    
𝑆𝐷 = ∑ (𝑦𝑖 − 𝑦�)2𝑛𝑖=1      
PRESS, es la suma de los cuadrados de los residuales: 
𝑃𝑅𝐸𝑆𝑆 = ∑ (𝑦𝑖 − 𝑦𝑖(𝑣𝑐))2𝑛𝑖=1    
Siendo yi, el valor experimental de la variable dependiente del 
compuesto i; yi(vc), el valor medio experimental de la variable dependiente 
e  𝑦�, el valor predicho en la validación cruzada de la variable dependiente 
del compuesto i. 
Por convenio general se considera aceptable un valor de Q2 > 0,5 
(Gramatica, 2007). 
  




II.2.1.2. Test de aleatoriedad de Fischer 
El objetivo de este test es comprobar la probabilidad de correlación 
fortuita entre los descriptores y la variable dependiente. Para ello, y 
siguiendo un proceso al azar, se modifica el valor de la propiedad de cada 
compuesto (variable dependiente) del grupo de entrenamiento 
(Gramatica, 2007). Este nuevo valor estará comprendido dentro del rango 
de valores experimentales de la propiedad a estudio. Por ejemplo, si el 
logaritmo del valor de CI50 para un grupo de compuestos se encuentra 
entre 0-4 los valores aleatorios generados estarán dentro de este 
intervalo. 
Al dar un valor arbitrario a la propiedad, cancelamos cualquier relación 
que pudiera existir entre estructura y propiedad. A continuación, se 
generan nuevos modelos para evaluar si existe probabilidad de 
correlación al azar entre las variables independientes y la variable 
dependiente, calculándose los parámetros r2 y Q2 (test de estabilidad) 
para diez series. El modelo a validar será considerado como no aleatorio si 
ninguno de los valores de los coeficientes es > a 0,5. Finalmente, se 
representan los valores de los coeficientes obtenidos, para apreciar 
gráficamente si el modelo seleccionado pasa o no el test de aleatoriedad. 
Cuando un modelo de predicción supera las pruebas de estabilidad y 
aleatoriedad se considera que su calidad predictiva y robustez han 
quedado validadas.  




II.2.1.3. Curvas ROC 
Para evaluar a los modelos discriminantes o de clasificación, se 
determina el balance entre sensibilidad (Se, es decir la tasa de verdaderos 
positivos, VP) y especificidad (Sp, es decir tasa de verdaderos negativos, 
VN). Las definiciones son: 
𝑆𝑒 = 𝑉𝑃
𝑉𝑃+𝐹𝑁
     
𝑆𝑝 = 𝑉𝑁
𝑉𝑁+𝐹𝑃
     
donde FN, denota los falsos negativos (moléculas activas respecto a 
una determina actividad farmacológica -inhibición de Akt o β-catenina- 
identificadas como inactivas por el modelo) y FP representa los falsos 
positivos (moléculas inactivas identificadas como activas por el modelo). A 
partir de aquí, se construyen las llamadas Curvas ROC (Receiver Operating 
Charateristic) asociadas al modelo, graficando el balance de Se frente a 1-
Sp (1-especificidad) (Massart y cols., 1988).  
El área bajo la curva (AUC, del inglés  area under the curve) ROC 
constituye un criterio clave para determinar (Cerda y Cifuentes, 2012):  
• El punto de corte en el que se alcanza la sensibilidad y especificidad 
más altas. 
• La capacidad discriminante del modelo, comprobando que no 
proporciona una clasificación al azar (Hamel, 2009).  
• La capacidad  discriminante de un modelo respecto a otro.  
  




La curva ROC se elabora basándonos en la unión de distintos puntos de 
corte, correspondiendo el eje Y a la sensibilidad y el eje X a 1-especificidad 
de cada uno de ellos. Ambos ejes, incluyen valores entre 0 y 1 (0% a 
100%). La Figura II.3 ilustra la forma de una curva ROC (Hamel, 2009).  
Otro parámetro de interés, relacionado con la curva ROC es el  índice 
de Youden, que determina el punto de corte con sensibilidad y 
especificidad más alta. Viene descrito por la siguiente expresión 
matemática (Cerda y Cifuentes, 2012):  
Í𝑛𝑑𝑖𝑐𝑒 𝑑𝑒 𝑌𝑜𝑢𝑑𝑒𝑛 = Sensibilidad + Especificidad − 1   
Este punto de corte corresponde gráficamente, al punto de la curva 
ROC más cercano al ángulo superior−izquierdo del gráfico (punto 0,1), es 
decir, al punto del gráfico cuya sensibilidad = 100% y especificidad = 100%  
(Figura II.3) (Cerda y Cifuentes, 2012).  
  





Figura II.3. Gráfico de curva ROC de un modelo discriminante. Cada punto de la curva 
ROC (rombos azules) corresponde a un posible punto de corte del modelo, y nos 
informa de su respectiva sensibilidad (eje y) y 1-especificidad (eje x). Los ejes del 
gráfico incluyen valores entre 0 y 1 (0% a 100%). En rojo se aprecia la diagonal de 
referencia o línea de no-discriminación.  
Como bien explican Cerda J. y Cifuentes L (Cerda y Cifuentes, 2012) 
podemos simplificar la significación de una curva ROC a la representación 
de la “proporción de verdaderos positivos” (eje Y) versus la “proporción 
de falsos positivos” (eje X) para cada punto de corte de un modelo de 
discriminación. 
En toda curva ROC aparece un elemento denominado diagonal de 
referencia o línea de no-discriminación; línea trazada desde el punto 0,0 al 
punto 1,1, que delimita un cuadrado de área = 1,00 (ver Figura II.3). Esta 
línea de no-discriminación describe la curva ROC para un modelo incapaz 



















punto de corte que la compone determina la misma proporción de 
verdaderos positivos que de falsos positivos, la cual está asociada a un 
AUC = 0,50 (la línea de no-discriminación divide en dos mitades iguales el 
cuadrado de área = 1,00) (Cerda y Cifuentes, 2012). Por tanto, un modelo 
tendrá mayor capacidad discriminante a medida que sus puntos de corte 
tracen una curva ROC lo más lejana posible a la línea de no-discriminación; 
dicho de otra manera, lo más cercana posible a los lados izquierdo y 
superior del gráfico (Cerda y Cifuentes, 2012). Es decir, conforme el AUC 
del modelo se acerque al valor 1,00 (clasificación perfecta), mejor 
capacidad discriminante tendrá éste. 
En la presente Tesis, se decidió priorizar Sp sobre Se en la construcción 
de los modelos con el objetivo de reducir el número de falsos positivos 
seleccionados tras el cribado virtual de bases de datos (compuestos 
seleccionados como inhibidores de Akt y β-catenina que no presentan 
dicha actividad). Esto puede comportar la pérdida de algunos scaffolds 
estructurales potencialmente novedosos, ya que se estarán perdiendo 
muchos falsos negativos. 
II.2.2. Validación externa 
Como señalábamos con anterioridad, la validación externa del modelo 
consiste en predecir el valor de la propiedad (variable dependiente) para 
un conjunto de compuestos que no han sido utilizados para generar el 
modelo (grupo test). En general, este tipo de validación se considera un 
paso imprescindible a la hora de testar la robustez y capacidad predictiva 
de modelos con grupos de entrenamiento formados por grandes números 
de compuestos (por encima de 100) (Baumann, 2003; Baumann y Stiefl, 
2004).  




En este caso, se destinó el 20% de la base de datos empleada en la 
construcción del modelo como grupo test. 
II.3. DIAGRAMA DE DISTRIBUCIÓN DE LA ACTIVIDAD FARMACOLÓGICA 
Para determinar el dominio de aplicabilidad de los modelos 
discriminantes se emplea el diagrama de distribución farmacológica (DDF), 
introducido por el grupo para este fin (Gálvez y cols., 1996). El DDF se 
puede definir como una representación gráfica que proporciona una 
forma directa de visualización de las zonas de solapamiento mínimo entre 
compuestos activos e inactivos, indicando el intervalo óptimo de valores 
de la función discriminante, es decir, la región del espacio en la que la 
probabilidad de encontrar compuestos activos es máxima (Figura II.4).  
Desde una perspectiva diferente, un DDF es un diagrama de 
distribución de frecuencias de variables dependientes en el que la 
ordenada representa la expectativa (probabilidad de actividad) y el eje de 
abscisas los valores de la función discriminante (FD). Para una gama 
arbitraria de valores de una función dada, la expectativa de actividad se 
puede definir como: Ea = a/(i +1), donde a es el número de compuestos 
activos en el rango dividido por el número total de compuestos activos y i 
es el número de compuestos inactivos en el intervalo dividido por el 
número total de compuestos inactivos. La expectativa de inactividad se 
define del mismo modo como Ei = i/(a+1). Por medio de estos diagramas, 
es fácil visualizar los intervalos en los que hay una probabilidad máxima de 
encontrar nuevos compuestos activos, así como la probabilidad mínima 
para encontrar compuestos inactivos. 





Figura II.4. Ejemplo de diagrama de distribución farmacológica. Se representa la E, 
expectativa frente a los valores de la función discriminante (FD), para un grupo de 
moléculas activas (barras negras) e inactivas (barras blancas). 
  




 II.4. CRIBADO VIRTUAL DE BASES DE DATOS 
Una vez construidos y validados los modelos 1-8, se llevó a cabo un 
cribado virtual de bases de datos al objeto de seleccionar nuevos 
inhibidores de Akt y β-catenina. Dos bases de datos comerciales fueron 
rastreadas: Specs Natural compounds y Specs Screening compounds 
(Specs database). La primera está compuesta por 1.000 compuestos de 
origen natural (aislados y sintetizados) procedentes de plantas, hongos, 
bacterias y organismos marinos. Mientras que la segunda, consta de 200. 
000 compuestos con perfil de fármaco, lo que se denomina en inglés drug-
like. Presentando características de absorción, distribución, metabolismo y 
excreción óptimas. 
Tras el rastreo de las arriba mencionadas bases de datos se 
seleccionaron los potenciales agentes quimioterápicos basados en la 
inhibición de Akt y/o β-catenina. Finalmente, se procedió a testar estas 
moléculas in vitro e in vivo con el objetivo de validar la actividad 
farmacológica predicha por los modelos construidos. 
  




II.5. ENSAYOS IN VITRO   
II.5.1. Material y reactivos 
Los distintos compuestos CAS n° 256378-54-8 (inhibidor 1)7, 663203-
38-1 (inhibidor 2), 247079-73-8 (inhibidor 3), 689769-86-6 (inhibidor 4), 
15940-61-1 (inhibidor 5) y 431925–096 (inhibidor 6) se adquirieron a 
Specs (Zoetermeeer, Holanda). Los inhibidores de referencia de Akt 
(LY294002) y ciclina (AT7519) fueron proporcionados por Selleckchem 
(Madrid, España) mientras que el inhibidor de referencia frente a β-
catenina (FH535) procede de Sigma-Aldrich (Madrid, España). El resto de 
material y reactivos empleados en la presente Tesis se detalla en los 
Anexos I-IV. 
II.5.2. Cultivo celular: línea HT-29 
La línea celular HT-29 son células adherentes de adenocarcinoma de 
colon humano (American Type Culture Collection, ATCC, Rockville, MD, 
EEUU). Fue proporcionada por el Servei Central de Support a la 
Investigació Experimental de la Universitat de València (SCSIE). Para su 
cultivo se emplearon frascos de 75 cm2 de superficie, en medio DMEM 
GlutaMAX TM 4,5 g/L glucosa suplementado con 20% suero fetal bovino 
(SFB) y 1% antibiótico (100 U/mL penicilina, 100 μg /mL estreptomicina). 
La temperatura se mantuvo a 37ºC en incubador celular con atmósfera 
controlada al 5% de CO2 y 95% de humedad hasta alcanzar la confluencia 
(70-80%). 
                                                            
7 La denominación de inhibidores para los compuestos seleccionados es puramente convencional ya que 
aun solo se trata de “potenciales” inhibidores. 




Cada 2-3 días se realizó el pase de células a un frasco nuevo, para lo 
que se emplea una solución de tripsina al 0,25% (p/v) en ácido 
etilendiaminotetraacético (EDTA) 0,53 mM. El recuento celular se realizó 
mediante un contador Z2TM Coulter Counter®.  
Las células fueron utilizadas entre los pases 15 y 25. Los compuestos en 
estudio se disolvieron en dimetilsulfóxido (DMSO) a una concentración 
máxima de 0,5%. 
II.5.3. Ensayo  de proliferación y citotoxicidad 
Se ha seguido el método propuesto por Mosmann (1983) (Mosmann, 
1983). Es una técnica que se basa en la reducción del 3-(4,5-dimetiltiazol-
2-il)-2,5-difenil-bromuro de tetrazolio (MTT) a formazán, producto 
coloreado que absorbe a 490 nm. Dicha reacción está catalizada por 
enzimas succinildeshidrogenasas mitocondriales (Figura II.5).  A mayor 
número de células vivas más cantidad de formazán se detecta. 
 
Figura II.5. Reacción de reducción del MTT a formazán. 
  




Se disponen 200 µL de suspensión celular en placas de 96 pocillos 
(2x105 células/mL). A las 24 horas el medio se remplaza por medio DMEM 
libre de suero fetal bovino (0,5% SFB). Tras 2 horas, se añaden 5 µL de los 
compuestos a estudiar y de los inhibidores de referencia a distintas 
concentraciones: 1, 10, 100 μM.  A las 24 h se elimina el medio y se 
añaden 100 μL de MTT en medio o PBS (0,5 mg/mL). Se incuba la placa a 
37ºC hasta que aparecen depósitos de color azul (aproximadamente 1 h). 
En este momento, se elimina el sobrenadante y se añaden 100 μL de 
DMSO para que disuelva los cristales de formazán. La absorbancia se mide 
a 490 nm en un lector de placas VictorTM X3 (Perkin Elmer). 
Los resultados se expresan en lecturas absolutas de absorbancia; por lo 
que un descenso de absorbancia indica una reducción de la viabilidad 
celular, que se determina según la siguiente ecuación:   
 Viabilidad celular (%) = (Ab−Ap)
Ab
× 100   
Siendo, 
Ab = media aritmética de la absorbancia de las células sin tratar 
(blanco) 
Ap = media aritmética de la absorbancia de las células tratadas con el 
producto problema. 
  




II.6. ENSAYOS IN VIVO 
Como se explica en el apartado de la Introducción de esta Tesis, el 
límite entre inflamación y cáncer es cada día más difuso. De hecho es 
ampliamente conocido el papel que muchos mediadores carcinogénicos 
juegan en distintos procesos inflamatorios. Este es el caso de las dos 
dianas farmacológicas objeto de esta Tesis: Akt y β-catenina. Por ello, para 
probar su capacidad preventiva frente al desarrollo de procesos 
cancerosos se ha seguido un modelo de cáncer colorrectal asociado a 
colitis ulcerosa crónica inducida por la administración de un agente 
cancerígeno como es el azoximetano y un irritante de la mucosa intestinal 
como es el dextrano sulfato sódico (DSS). El método ocasiona tumores 
fundamentalmente en el recto de los animales, de modo similar a lo que 
ocurre en los enfermos de colitis ulcerosa crónica. Previo a este estudio, 
se determinó la toxicidad del producto a estudiar in vivo así como su 
efecto antiinflamatorio en la colitis ulcerosa aguda inducida por DSS. 
II.6.1. Animales de experimentación 
Se han empleado ratones hembras de las razas Balb/C y C57BL/6 
suministrados por Harlan Interfauna Ibérica S.L. (Barcelona, España), con 
una edad comprendida entre 6-8 semanas y un peso de 18-20 g. Tras la 
recepción de los animales, éstos se estabularon bajo condiciones 
perfectamente estandarizadas: 22 ± 3ºC de temperatura, bajo condiciones 
de 12h de luz/oscuridad, 60% de humedad, alimentación artificial 
estandar y agua ad libitum. Previa utilización de los animales en 
experimentación estos permanecieron durante 7 días para garantizar su 
aclimatación al estabulario de SCSIE del campus de Burjassot (Valencia). 
Los animales se distribuyeron a razón de 5-6 animales por grupo.  




Los procedimientos utilizados están aprobados por la Conselleria de 
Agricultura i Ganadería de la Generalitat Valenciana (nº autorización: 
2015/VSC/PEA/00023 de 21/01/2015, Anexo) de acuerdo con la 
legislación vigente (Real Decreto 53/2013, de 1 de febrero). 
II.6.2. Inducción de colitis ulcerosa aguda por Dextrano Sulfato Sódico 
(DSS) 
La colitis ulcerosa (CU) inducida por la administración de DSS, es un 
modelo experimental que reproduce fielmente algunos de los síntomas 
característicos de la enfermedad en humanos como la pérdida de peso, 
diarrea, sangre en heces, y cambios histológicos similares a los que se 
presentan en los enfermos de CU (Kim y cols., 2012). Al mismo tiempo, 
este modelo permite evaluar el efecto de nuevos fármacos que permitan 
avanzar en la farmacoterapia de la CU. El modelo de CU aguda inducida 
por DSS en hamsters fue descrito por primera vez en 1985 (Ohkusa 
Toshifumi, 1985) y adaptado al empleo de ratones en 1990 por Okhusa y 
colaboradores (Okayasu y cols., 1990). 
El DSS es un polisacárido sulfatado con un peso molecular que oscila 
desde pocos KDa a más de 100.000. El DSS de 36-50 KDa administrado en 
el agua de bebida es el que produce la CU en los animales de 
experimentación. Dependiendo de la dosis, del tiempo de exposición y la 
frecuencia de su administración, los animales pueden desarrollar colitis 
aguda o crónica o incluso lesiones displásicas (Perse y Cerar, 2012). 
  




La inflamación se produce por un efecto tóxico del DSS sobre las 
células del epitelio intestinal y altera la integridad de la barrera mucosa, 
quedando expuestos la lámina propria y el compartimento submucoso a 
los antígenos luminales y bacterias entéricas generando con ello el 
proceso inflamatorio (Low y cols., 2013). 
La colitis aguda se induce en ratones Balb/C administrando durante 7 
días DSS al 3% (p/v) en el agua de bebida. Esta línea de ratones es 
usualmente utilizada en diversos protocolos experimentales de 
inflamación como es el ensayo de colitis aguda. 
Los ratones se distribuyen aleatoriamente en grupos a razón de 2-6 
ratones por grupo: Blanco o sano (Agua de bebida); grupo Blanco + 
Tratamiento (Agua de bebida + inhibidor 4); grupo Control (DSS 3%  en el 
agua de bebida); grupo Control + Tratamiento (DSS al 3% en agua de 
bebida +  inhibidor 4).    
El producto en estudio, inhibidor 4 se administró a una dosis de 70 
mg/kg, disuelto en agua a razón de 0,2 ml por ratón.  Dicha administración 
se hizo por vía oral (p.o) mediante una sonda gástrica en los días 0, 2 y 4 
del experimento. En la Figura II.8 se resume el procedimiento llevado a 
cabo. 





Figura II.8. Esquema de inducción y tratamiento de la colitis ulcerosa aguda al 3%. 
Cada día se observa el aspecto de los animales, anotando el peso de 
cada uno, así como el volumen de líquido bebido. En función del volumen 
total de líquido ingerido por los ratones se puede calcular la cantidad de 
DSS que ha recibido cada ratón lo que asegura la reproducción de la 
colitis. Del mismo modo, se anota la consistencia de las heces y la 
presencia de sangre visible en heces. Estos datos, junto con la pérdida de 
peso serán utilizados para el cálculo del Índice de Actividad de la 
Enfermedad (IAE) (en inglés DAI, Disease Activity Index) (Cooper y cols., 
1993). El IAE es un factor acumulativo que cuantifica la pérdida de peso, 
diarrea y sangrado en heces en la colitis ulcerosa inducida en animales de 
experimentación, según la Tabla II.1: 
  




Tabla II.1. Evaluación del índice de actividad de la enfermedad (IAE) (Cooper y cols., 
1993). 
IAE 
Puntuación Pérdida de peso Diarrea Sangre en heces 
0 No existe 
No existe No existe 
1 1-5% 
2 6-10% 
Semidura Leve sangrado 
3 10-20% 
4 >20% Diarrea Alto sangrado 
 
Tras obtener los resultados de cada uno de los animales, se aplica la 
fórmula correspondiente al IAE: 
𝐼𝐴𝐸 = (Pp+Pd+Ps)
3
    
Siendo:  
Pp = Puntuación correspondiente a la pérdida de peso. 
Pd= Puntuación correspondiente al grado de diarrea. 
Ps= Puntuación correspondiente a la presencia de sangre en heces. 
El IAE se expresa con valores comprendidos entre 1-4. 
  




II.6.3. Obtención de las muestras  
Una vez sacrificados los animales, se practica un corte longitudinal en 
el abdomen y se extrae el colon de cada uno de ellos y se disponen en 
placas Petri con PBS frío. A continuación, cada uno de estos intestinos se 
analiza macroscópicamente: Se mide la longitud del mismo y tras retirar el 
ciego y limpiar el contenido en heces, se procede a pesar cada intestino. 
Por último, cada muestra será fraccionada en porciones de 
aproximadamente 0,5 cm empezando desde la parte distal (Figura II.9). 
Cada uno de estos fragmentos servirá para completar los estudios 
bioquímicos e histológicos que junto con el IAE permitirán determinar si el 
producto en estudio protege o no frente a la enfermedad. Todos los 
fragmentos, excepto el que se analiza por histología, se congelan 
inmediatamente en nitrógeno líquido y se guardan a – 80 °C. 
 
Figura II.9. Esquema de los fragmentos seccionados sobre las muestras intestinales: C3 
(fragmento proximal), C4 (fragmento medio), C5 (fragmento medio) y C6 (fragmento 
distal). 




II.6.4. Cancer colorrectal  asociado  a CU por DSS y Azoximetano 
(DSS/AOM) 
Okayasu y col (Okayasu y cols., 1996), descubrieron que tras la 
suministración de azoximetano (AOM) seguido del tratamiento con DSS 
lograban producir un daño crónico caracterizado por necrosis y 
regeneración en la mucosa intestinal, lo que predisponía al desarrollo de 
tumores a nivel colorrectal. 
El CCR asociado a colitis se induce mediante la inyección 
intraperitoneal de AOM (7,5 mg/kg) el día 0, y la administración posterior 
de 3 ciclos de DSS a partir del día 7 (Figura II.10). Cada ciclo consta de 7 
días de agua suplementada con DSS, seguidos de 14 días de agua de 
bebida. Los animales se reparten aleatoriamente en 8 grupos: Blanco 
(agua de bebida); grupo Control o DSS  (reciben los 3 ciclos de DSS al 2% 
en agua de bebida); grupo DSS + Tratamiento (tres ciclos de DSS al 2% + 
inhibidor 4; grupo DSS + AOM (inyección previa de AOM + 3 ciclos de DSS 
al 2%); DSS + AOM + Tratamiento (inyección previa de AOM +3 ciclos de 
DSS al 2% + inhibidor 4) (Figura II.10). El inhibidor 4 fue suministrado por 
vía oral a la dosis de 35 mg/kg disuelto en agua de bebida (0,2 mL/ratón) 
(Figura II.10). Los animales se pesan tres veces a la semana, y la presencia 
de diarrea o sangre en heces se observa durante todo el experimento. 
Tras 63 días, los animales se sacrifican por dislocación cervical. Cada 
animal recibe 24 dosis de producto problema. 





Figura II.10. Esquema del protocolo de inducción de CCR asociado a CU. 
En el caso de CCR, el IAE también informa de la severidad y del 
progreso de la enfermedad en este modelo. Se utilizan los mismos 
parámetros que en la Tabla II.1. En este caso, se hace también una 
evaluación del estado de los animales al terminar cada ciclo, para así 
controlar la evolución de la enfermedad de forma macroscópica. 
La obtención de las muestras, y análisis de las mismas se hace del 
mismo modo descrito en el apartado II.6.3.  Tras la muerte del animal se 
extrae el colon y se observa macroscópicamente la presencia de tumores. 
Después, se cortan longitudinalmente, se miden, se pesan, se congelan 




con nitrógeno líquido y se guardan a –80 °C. Para el estudio histológico, se 
corta un pequeño fragmento de la parte distal del colon 
(aproximadamente 0,5 cm) y se fija en p-formaldehido 4% disuelto en PBS. 
Se deja toda la noche a temperatura ambiente y se guarda al día siguiente 
a 4 °C para su posterior análisis.  
II.6.5. Estudio histológico  
En el modelo de CU aguda, es el fragmento C4 del colon de los 
diferentes grupos de animales el utilizado para el examen histológico. En 
este análisis microscópico, se compara el estado de la mucosa colónica en 
las muestras de los grupos no tratados y sanos con la de los grupos control 
y tratados. Esta mucosa en individuos sanos está constituida por el 
epitelio y las criptas, que incluyen abundantes células caliciformes con 
gran contenido en mucopolisacáridos (Arribas, 2009). Por tanto, los 
parámetros histológicos utilizados como indicadores de daño tisular son: 
el daño de las criptas, el grado de inflamación y su extensión. Las muestras 
conservadas en formaldehido al 4% fueron procesadas en la Sección de 
Microscopía del SCSIE.  
Para obtener los cortes histológicos, las muestras embebidas en 
parafina se seccionan (8 µm) y se tiñen con hematoxilina y eosina. La 
hematoxilina es un colorante básico, que tiñe de color azul-violeta las 
estructuras ácidas como el núcleo o el retículo endoplasmático. La eosina, 
en cambio, es un colorante ácido que tiñe de rojo-rosa las estructuras 
básicas como mitocondrias y proteínas citoplasmáticas. Estos cortes se 
analizan y gracias a la tinción es posible detectar las diferencias en las 
estructuras características de la mucosa entre los grupos, observando así 
el posible beneficio del producto en estudio a nivel histológico. Con el 




microscopio se observaron hasta 8 diferentes campos (aumentos 4X y 
10X).  
Para el estudio histopatológico del CCR se procede de modo similar. 
Identificando la pérdida de epitelio, infiltración celular y la ulceración e 
incluyendo, la determinación de presencia de regiones displásicas en los 
diferentes grupos a estudio. 
II.6.6. Determinaciones bioquímicas 
II.6.6.1. Infiltración neutrofílica: medida de la actividad mieloperoxidasa  
La mieloperoxidasa es la enzima encargada de catalizar la 
transformación del ión cloruro y el peróxido de hidrógeno en ácido 
hipocloroso (HOCl) y se localiza fundamentalmente en los neutrófilos y 
monocitos. Tal como se aprecia en la siguiente reacción ilustrada: 
𝐶𝑙− + 𝐻2𝑂2 ↔ 𝐻𝑂𝐶𝑙 + 𝐻2𝑂    
El HOCl es un potente agente oxidante, clave en el desarrollo de 
mecanismos de defensa contra agentes infecciosos; sin embargo, una 
excesiva presencia de HOCl puede llegar a ser nocivo para el huésped. Ya 
que el ácido hipocloroso reacciona en presencia de proteínas y ácidos 
grasos insaturados, transformándose en una especie reactiva de oxígeno 
capaz de desestabilizar a las membranas celulares. Diversas patológicas 
asociadas al estrés oxidativo guardan relación con el aumento de la 
actividad de la MPO como por ejemplo, enfermedades de tipo infeccioso o 
inflamatorio (Edwards y Swan, 1986). 
  




Una de las características fenotípicas de la CU es la acumulación 
leucocitaria en la mucosa intestinal. Es por esto, que adquiere importancia 
la detección de la actividad de la mieloperoxidasa, ya que ésta nos 
permite determinar el número de neutrófilos infiltrados en la muestra de 
colon y por tanto, conocer el nivel de inflamación de dicho tejido y por 
tanto de estrés oxidativo (Edwards y Swan, 1986). 
El método utilizado es el descrito en otros trabajos propios del grupo 
de investigación (Giner et al., 2011). A continuación, se describirá 
brevemente. 
Puesto que las lesiones en la mucosa intestinal son más abundantes en 
el recto, el fragmento más distal (C6) es el que se selecciona para realizar 
esta medida enzimática. Las muestras se homogenizan con el tampón 
fosfato sódico 80 mM con 0,5% de bromuro de hexadeciltrimetilamonio 
(HTAB). A continuación, se centrifugan a 11 300 x g a 4ºC durante 20 min y 
se recoge el sobrenadante.  
Seguidamente, se toman 30 µl de cada muestra y se adicionan por 
triplicado en los diferentes pocillos de la microplaca. Es fundamental 
homogenizar cada muestra con el agitador vórtex antes de pipetear para 
asegurarnos que la fracción tomada es representativa de la muestra 
completa. Junto a las muestras se deben pipetear 100 µl de PBS, 85 µl de 
tampón fosfato sódico 0,22 M y 15 µl de peróxido de hidrógeno al 0,017%. 
Para que reaccione se deben añadir 20 µl del sustrato cromogénico de la 
enzima, este sustrato se prepara con 58 mg de tetrametilbencidina (TMB) 
y 10 ml de una solución acuosa de dimetilformamida al 8%. El sustrato se 
incuba en la placa a 37ºC durante 3 min. Una vez transcurrido este 
tiempo, la microplaca se introduce en hielo para detener la reacción 




enzimática al adicionar 30 µl de tampón acetato sódico 1,46 M a pH 3. Se 
deja unos segundos que el color se estabilice y se lee la absorbancia en el 
lector de placas a 630 nm. Esta absorbancia será representativa del nivel 
de actividad enzimática. 
La aparición de color en esta reacción se produce debido a que la TMB 
en presencia de H2O2  al ser degradada por la peroxidasa da lugar a un 
producto de color azul, según se muestra en la Figura II.11. 
 
Figura II.11. Reacción de oxidación de tetrametilbencidina por medio de la peroxidasa. 
El porcentaje de inhibición de la actividad MPO se calcula mediante la 
siguiente ecuación: 
% Inhibición =  AC����−AP����
AC����
× 100      
Donde  AC����, es la media aritmética de la absorbancia correspondiente al 
grupo control y 𝐴𝑃����, es la media aritmética de la absorbancia 
correspondiente al grupo problema.  
  




 II.6.6.2. Determinación de citocinas por Enzimoinmunoensayo (ELISA)  
La técnica ELISA se utiliza para determinar la concentración de 
moléculas específicas en una muestra. Generalmente, el tipo de ELISA más 
utilizado es el de tipo sándwich. El anticuerpo de captura se une a la base 
del pocillo y capta al antígeno presente en la muestra. Las moléculas que 
no se hayan unido se eliminan con los lavados. Se añade el anticuerpo de 
detección asociado a una enzima, que se une al antígeno y mediante una 
reacción enzimática, convierte un sustrato incoloro en un compuesto 
azulado. Existe la posibilidad de realizar una recta patrón con 
concentraciones conocidas de antígeno, y así, mediante la medida de la 
absorbancia, determinar la concentración de la molécula de interés.   
Tras pesar la porción C5 de cada una de las muestras procedentes del 
modelo de colitis aguda, se homogenizaron con ayuda de un Polytron en 
Nonidet NP-40 1% en PBS. Las muestras se sonican 3 veces durante 10 s y 
se centrifugan a  14.000 rpm durante 10 min a 4 °C. Se recoge el 
sobrenadante y en el mismo se determinó el nivel IL-6 utilizando un kit de 
ELISA específico, operando según las instrucciones del fabricante del kit 
(eBioscience). Los valores de absorbancia total de cada una de las 
muestras se obtienen restando los valores de absorbancia obtenidos a 570 
nm a los obtenidos a 450 nm. 
Una vez realizada la curva patrón, se interpolan los valores de 
absorbancias totales de las muestras y se obtienen las concentraciones 
existentes de IL-6 en cada una de ellas, que, tras dividir el valor obtenido 
por los g de tejido, se calcula el promedio de las concentraciones totales. 
  




II.6.6.3. Ensayo Western Blot 
Obtención de la fracción proteíca 
Para determinar las proteínas de interés utilizando la técnica de 
Western Blot, es necesario aislar y purificar las proteínas de una muestra 
de tejido. Para la extracción de proteínas, el fragmento de colon (C3) se 
homogenizó con 0,5 ml de un tampón que contiene: HEPES 10 mM, MgCl2 
1,5 mM, KCl 10 mM, PMSF 0,5 mM, DTT 0,5 mM, anti-fosfatasas (NaF 25 
mM y Na2Vo4 2 mM) y 2 tabletas de anti-proteasas (Aprotinina 1 µg/ml, 
Leupeptina 1 µg/ml, Pepsatina 1 µg/ml),  c.s.p. 50 mL, pH 7,9. A 
continuación, las muestras se centrifugan a 2 500 x g durante 10 min a 
4ºC. 
Cuantificación de proteínas  
Las proteínas se cuantifican usando el método Bradford. El reactivo de 
Bradford contiene un colorante hidrofóbico, el azul de Coomassie, cuyas 
disoluciones acuosas, en presencia de ácido fosfórico, poseen un color 
pardo que se convierten en azul intenso al entrar en contacto con la parte 
hidrofóbica de una proteína. La intensidad de este color azulado, medida 
por absorbancia, será proporcional a la concentración de proteínas en una 
muestra.  
Una alícuota de la muestra se diluye 1:5 y 5 µL de la misma (por 
duplicado) se añaden a una placa de 96 pocillos. Posteriormente, se 
adicionan 250 µL de reactivo de Bradford y tras 15 min de reposo se mide 
la absorbancia a 570 nm. Para calcular la concentración de proteínas de 
cada muestra, se realiza una curva estándar de concentraciones conocidas 
de albúmina sérica  bovina (BSA 10 mg/ml, por diluciones seriadas 2 




mg/ml, 1 mg/ml, 500 µg/ml…)  sobre la que se interpolan los valores 
obtenidos para cada muestra problema, según la ecuación de la recta:  
𝑥 = 𝑦−𝑎
𝑚
    
𝑥 = concentración desconocida 
y = absorbancia conocida 
a= ordenada en el origen 
m = pendiente 
Reducción y desnaturalización de las proteínas 
Una vez cuantificada la concentración de proteínas, se alícuota los 
volúmenes correspondientes a la misma cantidad de muestra de 
proteínas, se completan con agua destilada para que todas tengan el 
mismo volumen, y se hierven a 100 °C con un tampón desnaturalizante 
que contiene DTT y SDS (Reducing Buffer) (5:1, v/v). 
Electroforesis e inmunotransferencia 
Cantidades iguales de proteína se cargan en el gel de poliacrilamida y 
se separan con tampón de electroforesis (Anexo IV) durante 50 min a 150 
V. Posteriormente, se transfiere a una membrana de nitrocelulosa 
mediante el método de transferencia húmeda, usando un tampón de 
transferencia (Anexo IV) durante 120 min a 120 mA. La membrana se 
bloquea con leche desnatada en polvo al 5% disuelta en PBS-Tween 20 al 
0,05% durante 90 min. A continuación, se incuba con el anticuerpo 
primario durante toda la noche a 4 °C y agitación suave. Al día siguiente, la 
membrana se lava tres veces con PBS-TWEEN® 20 al 0,05% y se incuba con 
el anticuerpo secundario (anti-IgG de conejo, cabra o ratón 1:12.000) 
durante 1 h a Tª ambiente con ligera agitación. Después de lavar tres 




veces la membrana, se hace reaccionar con el reactivo de 
quimioluminiscencia, se deja actuar 3-5 min y se visualizan las proteínas 
separadas con ayuda de un transiluminador LAS-3000 mini. 
La detección de β-actina (anti-β-actina 1:10.000) se usa como control 
interno de carga, y por tanto, para normalizar las diferencias en las 
cantidades de proteínas entre las diferentes muestras. El análisis 
densitométrico se realiza con el programa Multi-Gauga v2.0 de Fujifilm. 
La intensidad de las bandas se cuantifica densitométricamente 
utilizando el programa Multi Gauge de Fujifilm y el programa SCION 
IMAGE. El valor de la densidad de cada mancha se normaliza respecto al 
valor obtenido para la β-actina correspondiente.  
II.7. ANÁLISIS ESTADÍSTICO 
El software empleado para la elaboración de los modelos topológicos 
fue Statistica 9.0., mientras que para el tratamiento estadístico de los 
datos experimentales se utilizó el software comercial GraphPad Prism 4.0. 
(Motulsky y Christopoulos, 1999).  
Los resultados se expresan como la medida de los valores ± error 
estándar de la media (E.E.M.) o la medida de los valores ± la desviación 
estándar (D.S.). La significación estadística de las diferencias entre cada 
grupo se determinó usando el análisis de varianza ANOVA simple de una 
vía, seguido del test de la t de Dunnett para comparaciones múltiples o la 
distribución de la t de Student para comparaciones de dos grupos, en 
función de las características del experimento. 
 
 











III.1. OBTENCIÓN Y VALIDACIÓN DE LOS MODELOS TOPOLÓGICOS 
Aplicando técnicas estadísticas de tipo lineales y no–lineales, se 
desarrollaron 6 modelos discriminantes (cualitativos) frente a la inhibición 
de Akt y β-catenina y 2 modelos predictivos (cuantitativos). A 
continuación, vamos a ver cada uno de los ocho modelos empleados para 
la selección de nuevos compuestos inhibidores de Akt y β-catenina. En el 
Anexo V se encuentra información adicional sobre los modelos descritos. 
III.1.1.Modelo 1: Inhibición de Akt por compuestos naturales 
La función discriminante (FD1), formada por tres variables, tiene como 
objeto identificar nuevos productos naturales con actividad inhibitoria 
frente a Akt. FD1 adopta la siguiente expresión matemática: 
FD1 = −2,046970 − 1,007164 ∗ nR09 − 0,000005 ∗ Wap + 2,276221 ∗ EEig11r 
Ecuación III.1 
Parámetros estadísticos que definen al modelo: 







N: número de compuestos empleados en la elaboración del modelo 
F: parámetro Fisher–Snedecor 
λ: lambda de Wilks 
p: estadístico p-valor 
nR09: número de anillos de 9 miembros 
Wap: índice de Wiener de todos los caminos 
EEig11r: auto-valor número 11 de la matriz de adyacencia de aristas 
ponderada por integrales de resonancia 
De acuerdo con la FD1, un compuesto de origen natural vendrá 
clasificado como inhibidor Akt si el valor de FD1 se encuentra entre 0 y 4; 
por otro lado, un compuesto natural será clasificado como inactivo 
cuando adopte valores entre -0.5 y -6 (Figura III.1).   Por último, aquellas 
moléculas con valores de FD1 > 4 o FD1 < -6 serán consideradas como no 
clasificables. Aplicando este criterio al grupo de entrenamiento (training 
set) compuesto por 153 moléculas naturales, 26 de 30 inhibidores de Akt 
de origen natural fueron correctamente clasificados por el modelo (81% 
acierto) mientras que 101 de las 123 moléculas inactivas fueron también 
correctamente clasificadas (82% acierto), como se puede apreciar en la 
Tabla III.1. 





Figura III.1. Diagrama de distribución farmacológica para inhibidores naturales de 
Akt, obtenido empleando la FD1 (el color azul representa los inhibidores de Akt 
mientras que el color rojo, los compuestos sin actividad inhibitoria frente a Akt).  
 
Tabla III.1. Matriz de clasificación obtenida a partir de la FD1 para el training y test set. 
 
PORCENTAJE DE CORRECTA 
CLASIFICACIÓN (%) 
CLASIFICACIÓN  COMPUESTOS 
Activos Inactivos No-clasificados 
TRAINING SET 
 
Grupo activos 81 26 4 _ 
Grupo inactivos 82 22 101 _ 
TEST SET 
 
Grupo activos 63 5 3 _ 







El mejor modo de evaluar la calidad de cualquier función discriminante 
es aplicar un test de validación externa (test set) al modelo y ver cómo 
éste predice la clasificación de estas moléculas (inhibidores o no del Akt). 
En este caso, este grupo estaba formado por 39 compuestos (8 activos y 
31 inactivos) los cuales no se emplearon en la construcción del modelo. El 
20% del conjunto de datos fue seleccionado aleatoriamente para 
constituir el grupo test.  La FD1 fue capaz de clasificar correctamente el 
63% en el grupo de activos (5/8 compuestos) y el 87% del grupo de 
inactivos (27/31 compuestos), tal y como se indica en la Tabla III.1. 
Aunque la aplicación de la FD1 conlleve la pérdida en la identificación 
de algunos compuestos naturales inhibidores de Akt (37%), el punto clave 
es que reconoce al 87% de los compuestos naturales no inhibidores de 
Akt, por lo que el riesgo de incluir “falsos activos” se mínimiza, lo que 
significa que el modelo posee una alta especificidad en el descubrimiento 
de inhibidores naturales del Akt.  Esto se refleja perfectamente en la curva 
ROC que aparece en la Figura III.2 referida al grupo de entrenamiento, así 
como la que aparece en la Figura III.3, que corresponde al grupo test. Las 
respectivas áreas bajo las curvas (AUCs) fueron 0,933 (grupo de 
entrenamiento) y 0,815 (grupo test), lo que ilustra la calidad del ajuste. 
  





Figura III.2. Curva ROC correspondiente al conjunto de entrenamiento del modelo 1. 
 
 


































III.1.2.Modelo 2: Inhibidores de Akt por compuestos de origen comercial 
Otra función discriminante (FD2) fue usada para identificar inhibidores 
de Akt de origen comercial. Esta función incluye cinco variables: 
𝐹𝐷2 = −13,835 + 0,073 ∗ 𝑇(𝑂…𝐵𝑟) − 0,002 ∗ 𝑆𝑅𝑊08 + 0,137 ∗ 𝑀𝑃𝐶04 +6,256 ∗ 𝑝𝑖𝑃𝐶02 − 1,712 ∗ 𝑝𝑖𝑃𝐶05    Ecuación III.2 
Los parámetros estadísticos son: 
N = 647, F = 5,950, λ= 0,956, p < 0,00002 
Dónde: 
N: número de compuestos empleados en la elaboración del modelo 
F: parámetro Fisher–Snedecor 
λ: lambda de Wilks 
p: estadístico p-valor 
T(O…Br): suma de las distancias topológicas entre los átomos de 
oxígeno (O) y Bromo (Br) 
SRW08: número de caminos de auto-retorno de orden 8 
MPC04: número total de caminos de orden 4 
piPC02 y piPC05: número de caminos múltiples de orden 2 y 5, 
 respectivamente 
Con respecto a la FD2, un compuesto fue clasificado como potencial 
inhibidor de Akt si adopta valores de la FD entre 1,5 y 7,5. Por el contrario, 
un compuesto será etiquetado como inactivo si FD2 presenta valores entre 
1,5 y -6 (Figura III.4). Finalmente, moléculas con valores de FD2> 7,5 o FD2 
< -6 serán consideradas como no-clasificables por el modelo. Siguiendo 
este criterio y aplicándolo al grupo de entrenamiento compuesto por 647 
compuestos, 16 de los 20 inhibidores de Akt fueron correctamente 




clasificados (80% de acierto), mientras que 452 de los 627 compuestos 
inactivos fueron también clasificados correctamente (72% acierto), tal y 
como se aprecia en la Tabla III.2. 
Cabe resaltar el área de solapamiento existente para valores de FD2 
que adoptan valores entre 0,5-3,5, por lo que a la hora de seleccionar a 
potenciales inhibidores de Akt hay que tener en cuenta que será una zona 
con posibles falsos activos. En este caso, se asume esta posibilidad 
minimizando al máximo sus efectos al incluir como potenciales activos 
sólo a moléculas con valores de FD2 > 1,5. Si nos fijamos en la Figura III.4 a 
partir de este rango el número de compuestos activos clasificados 
correctamente supera  claramente al de inactivos. 
 
Figura III.4. Diagrama de distribución farmacológica para inhibidores naturales de Akt 
obtenido empleando la FD2 (el color azul representa los inhibidores de Akt mientras 






Tabla III.2. Matriz de clasificación obtenida a partir de la FD2 para el training y test set. 
 
PORCENTAJE DE CORRECTA 
CLASIFICACIÓN (%) 
CLASIFICACIÓN  COMPUESTOS 
Activos Inactivos No-clasificados 
TRAINING SET 
 
Grupo activos 80 16 4 _ 
Grupo inactivos 72 173 452 2 
TEST SET 
 
Grupo activos 83 5 1 _ 
Grupo inactivos 81 38 161 1 
 
Posteriormente, se realizó un test de validación externa para 
determinar la capacidad predictiva del modelo (FD2). Para ello se partió de 
206 compuestos (6 inhibidores de Akt y 200 inactivos frente a la inhibición 
de Akt) no incluidos en el grupo de entrenamiento. Estos compuestos que 
conformaban el test set, representaban aproximadamente el 20% de toda 
la data. FD2 fue capaz de clasificar correctamente al 83% del grupo de 
activos (5/6 compuestos) y al 81% de los inactivos (161/200 compuestos), 
como se indica en la Tabla III.2. 
En resumen, la aplicación de la FD2 conduce a descartar tan sólo un 
17% de los compuestos activos y un 19% de los inactivos como inhibidores 
de Akt. En otras palabras, este modelo presenta una alta especificidad así 
como una alta sensibilidad. Las Figuras III.5 y III.6 recogen las 
correspondientes curvas ROC, para el grupo de entrenamiento y test, 
cuyos respectivos valores de AUC fueron 0,850 y 0,943. 
  





Figura III.5. Curva ROC correspondiente al grupo de entrenamiento del modelo 2. 
 
 


































III.1.3.Modelo 3: Inhibición de β-catenina por compuestos naturales 
Para la selección de inhibidores de β-catenina de origen natural, se 
utilizó la función discriminante FD3. Esta función estaba compuesta por 
cinco variables, como se muestra abajo: 
𝐹𝐷3 = −12,179 − 0,427 ∗ 𝐷𝑧 + 1,174 ∗ 𝑆2𝐾 + 6,219 ∗ 𝑃𝐶𝑅 + 1,634 ∗ 𝑋2𝑠𝑜𝑙 +79,748 ∗ 𝐽𝐺𝐼4       Ecuación III.3 
N = 111, F = 7,656, λ= 0,733, p < 0,00002 
Dónde: 
N: número de compuestos empleados en la elaboración del modelo 
F: parámetro Fisher–Snedecor 
λ: lambda de Wilks’ 
p: estadístico p-valor 
Dz: índice de Pogliani 
S2K: modificación alfa del índice de doble camino de Kier 
PCR: cociente entre el número de enlaces múltiples y el número 
 total de enlaces 
X2sol: índice de conectividad de solvatación de orden 2 
JGI4: índice topológico de carga de orden 4 ponderado por enlace 
 
  




En la aplicación de FD3, un compuesto es clasificado como inhibidor de 
la β-catenina si adopta valores entre 0 y 5, mientras que es considerado 
no inhibidor si FD3 muestra valores comprendidos entre 0 y -5. 
Finalmente, moléculas con valor de FD3 > 5 o FD3 < -5 son consideradas 
como no-clasificables (Figura III.7). Este criterio fue aplicado a 111 
moléculas que conformaban el training set, de los que 31 de 40 
inhibidores naturales de β-catenina fueron correctamente clasificados por 
el modelo (78% aciertos) mientras que 52 de los 71 compuestos naturales 
no inhibidores, fueron también correctamente clasificados (73% acierto), 
como se puede ver en la Tabla III.3. 
 
Figura III.7. Diagrama de distribución farmacológica para inhibidores naturales de β-
catenina obtenido empleando la FD3 (el color azul representa los inhibidores de  β-
catenina  mientras que el rojo, los compuestos sin actividad inhibitoria frente a β-










CLASIFICACIÓN  COMPUESTOS 
Activos Inactivos No-clasificados 
TRAINING SET 
 
Grupo activos 78 31 9 _ 
Grupo inactivos 73 19 52 _ 
TEST SET 
 
Grupo activos 67 16 6 2 
Grupo inactivos 88 2 15 _ 
 
La validación de la FD3 se llevó a cabo a través de un grupo externo 
formado por 41 moléculas (24 activas y 17 inactivas frente a inhibición de 
β-catenina), que no habían sido previamente incluidas en el training set. Al 
igual que en los casos anteriores, este conjunto de moléculas 
corresponden al 20% de toda la data disponible. En este caso, el modelo 
fue capaz de clasificar correctamente un 67% de moléculas activas (16/24) 
y un 88% de inactivas (15/17 compuestos no inhibidores de β-catenina) 
como se expone en la Tabla III.3. 
El modelo discriminante FD3 fue incapaz de detectar al 33% de los 
compuestos naturales inhibidores de β-catenina; sin embargo, identificó 
correctamente al 88% de los compuestos naturales que no presentaban 
actividad como inhibidores de la β-catenina, por lo que este modelo 
reduce mucho el riesgo de selección de falsos activos. Lo que confirma 
que el modelo posee una alta especificidad de predicción de inhibidores 
naturales de β-catenina. Las Figuras III.8 y III.9 recogen las 
correspondientes curvas ROC, cuyas AUC fueron 0.844 y 0.843 para el 
training y test, respectivamente.  












































III.1.4.Modelo 4: Inhibición de β-catenina por compuestos comerciales 
Para la clasificación de compuestos comerciales inhibidores de β-
catenina, la función empleada (FD4) toma la forma: 
𝐹𝐷4 = −0,381 + 0,254 ∗ 𝑆𝐶𝐵𝑂 − 0,292 ∗ 𝑛𝑁 − 0,075 ∗ 𝑍𝑀1 + 1,159 ∗ 𝐺𝐺𝐼4
 Ecuación III.4 
Parámetros estadísticos que definen al modelo: 
N = 837, F = 15,498, λ= 0,931, p < 0,00002 
Dónde: 
N: número de compuestos empleados en la elaboración del modelo 
F: parámetro Fisher–Snedecor 
λ: lambda de Wilks 
p: estadístico p-valor 
SCBO: suma de órdenes de enlace convencionales sin considerar 
 hidrógenos 
nN: número de átomos de nitrógeno 
ZM1: primer índice de Zagreb 
GGI4: índice topológico de carga de orden 4  




Un compuesto es clasificado como inhibidor de β-catenina si FD4 toma 
valores de 0 a 4,5, mientras que un compuesto se etiquetará como 
inactivo si FD4 adoptar valores entre 0 y -4. Por último, las moléculas que 
presentan valores de FD4 > 4,5 o FD4 < -4 quedan indeterminadas  por el 
modelo (Figura III.10). Para todo el conjunto de compuestos (840), 48 de 
73 inhibidores de β-catenina (66%) fueron clasificados correctamente por 
el modelo, mientras que 570 de los 764 compuestos inactivos también 
fueron bien clasificados por FD4 (75% de precisión), como se ilustra en la 
Tabla III.4. 
 
Figura III.10. Diagrama de distribución farmacológica para inhibidores naturales de 
β-catenina obtenido empleando la FD4 (el color azul representa los inhibidores de β-
catenina mientras que el rojo se refiere a los compuestos sin actividad inhibitoria 






Tabla III.4. Matriz de clasificación obtenida a partir de la FD4 para el training y test set. 
 
PORCENTAJE DE CORRECTA 
CLASIFICACIÓN (%) 
CLASIFICACIÓN  COMPUESTOS 
Activos Inactivos No-clasificados 
TRAINING SET 
 
Grupo activos 66 48 25 _ 
Grupo inactivos 75 192 570 2 
TEST SET 
 
Grupo activos 88 14 2 _ 
Grupo inactivos 74 49 141 _ 
En este caso, el conjunto de validación externa incluye 206 compuestos 
(16 activos y 190 inactivos). El grupo de prueba fue seleccionado 
aleatoriamente correspondiendo al 20% de toda la data. El modelo fue 
capaz de clasificar correctamente al 88% del grupo activo (14/16 
compuestos inhibidores de β-catenina) y al 74% del grupo inactivo 
(141/190 compuestos), como se refleja en la Tabla III.4. 
De acuerdo con estos resultados, se puede concluir que este modelo 
presenta una mayor sensibilidad (88%) pero una menor especificidad, ya 
que se identificaron correctamente un 74% de los compuestos inactivos, 
es decir el 26% de los compuestos no inhibidores de β-catenina fueron 
seleccionados como inhibidores de β-catenina por el modelo. Esto podría 
conducir a la selección de falsos activos, por lo que a la hora de emplear 
este modelo en el rastreo virtual hay que tener en cuenta este hecho. Las 
Figuras III.11 y III.12 reflejan las curvas ROC con áreas de 0,800 (grupo 
entrenamiento) y 0,843 (grupo test).  







Figura III.11. Curva ROC correspondiente al grupo de entrenamiento del modelo 4. 
 



































III.1.5.Modelo 5: Inhibición cuantitativa de Akt por compuestos 
comerciales 
Para poder predecir la inhibición de Akt desde un punto de vista 
cuantitativo se desarrollan modelos aplicando la técnica del análisis de 
regresión multilineal. Para ello, en primer lugar se transformó 
logarítmicamente la propiedad a correlacionar, CI50 (nM). Ello obedece a 
que habitualmente se consiguen mejores correlaciones acotando el 
intervalo en escala logarítmica, cuando la variabilidad de los valores es 
grande. La ecuación que se obtuvo fue la siguiente:  
log𝐶𝐼50(𝑛𝑀) = 8,310(±0,658) − 2,277(±0,214) ∙ 𝐸𝐸𝑖𝑔04𝑑 
 Ecuación III.5 
Los parámetros estadísticos que definen al modelo, son: 
 N=7  r2=0,958  F=113,65  EEE=0,267  
  p<0,00013    Q2= 0,919 
Dónde: 
N: número de compuestos empleados en la elaboración del modelo 
r2: coeficiente de regresión  
F: parámetro Fisher–Snedecor 
EEE: error estándar de estimación  
p: estadístico p-valor 
Q2: coeficiente de correlación de la validación cruzada 
EEig04d: auto-valor número 4 de la matriz de adyacencia de aristas 
ponderada por momentos dipolares 
  




Tabla III.5. Predicción de la inhibición de Akt1 y valor del índice topológico empleado 
para cada compuesto analizado a partir de la Ecuación III.5. 
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Triciribine 2,885 2,114 1,742 1,671 
 
  




Si observamos la Tabla III.5 apreciamos como en términos generales  la 
Ecuación III.5 predice correctamente el valor de log CI50 Akt para distintos 
compuestos inhibidores de Akt reconocidos en la literatura. Las mayores 
discrepancias las encontramos en los compuestos: GDC-0068 y Triciribine. 
La Figura III.13 muestra gráficamente la comparación entre los valores 
experimentales y los calculados obtenidos a partir de la Ecuación III.5.  
 
Figura III.13. Representación gráfica del logCI50 observado frente a 
logCI50 calculado a través de la Ecuación III.5. Intervalo de confianza= 0,95. 
La validación del modelo de regresión (Ecuación III.5) se hizo a través 
de un validación cruzada (cv) de tipo “leave-one-out”. En la Tabla III.5 se 
muestran los valores de predicción para cada compuesto tras la validación 
interna, mientras que en la Figura III.14 se representan los valores 
residuales y los residuales de la cv. Por valor residual se entiende la 
diferencia entre el valor observado y el calculado. 
  
y = 0.9579x + 0.0582 

























Figura III.14. Test de estabilidad (validación cruzada). Residuales obtenidos con el 
modelo 5 frente a los obtenidos con la validación cruzada. 
Cuando se lleva a cabo el test de validación cruzada (L-O-O), Perifosine 
(al igual que el resto de compuestos del grupo entrenamiento) se elimina 
del training set y se destina al grupo test externo. El modelo que se genera 
con los restantes compuestos no es capaz de predecir correctamente el 
valor de logCI50 de Perifosine. Por lo que se aprecia una pérdida de 
estabilidad del modelo debida a Perifosine. 
De hecho, si nosotros eliminaramos a Perifosine del modelo (volviendo 
a construir el modelo sin él) y repetimos el test de estabilidad, se ve como 
la estabilidad aumenta significativamente (Figura III.15). Queda claro pues 
que el compuesto causante de la inestabilidad del modelo es Perifosine. 
Este hecho es totalmente razonable si analizamos las estructuras químicas 
de los modelos que conforman el training set (Tabla III.5), donde se 
aprecia una clara diferencia estructural entre Perifosine y el resto de 
compuestos que conforman el modelo 5. 
y = 1.4365x - 0.1025 
























Figura III.15. Test de estabilidad (validación cruzada) generando el mismo modelo sin 
el compuesto Perifosine. Residuales obtenidos con el modelo (sin Perifosine) frente a 
los obtenidos con la validación cruzada. 
Con el objetivo de encontrar posibles “outliers” se determinó si el valor 
residual de algún compuesto predicho superaba ± 2*EEE (0,267) (Figura 
III.16). Como se aprecia, de los 7 compuestos 5 muestran residuales  
inferiores a ± 1*EEE, representando al 71% de la data. Ningun compuesto 
aparece fuera del rango de ± 2*EEE , por lo que, el modelo de predicción 
de inhibición Akt es aplicable a todo el grupo. 
 
Figura III.16. Representación gráfica del residual frente al valor observado para cada 
compuesto, empleando la Ecuación III.5. 
y = 1.1967x - 0.0011 





















Por último, la Figura III.17 representa gráficamente el test de 
aleatoriedad al que sometimos al modelo (Ecuación III.5). En ella 
representamos el coeficiente de determinación (Q2) frente a la varianza 
(r2). 
 
Figura III.17. Test de aleatoriedad. Representación gráfica de Q2 frente a r2 obtenido 
en el estudio de aleatoriedad. 
Si observamos la Figura III.17 se evidencia la no aleatoriedad del 
modelo ya que todos los puntos obtenidos a partir de las series aleatorias 
(10 series) se encuentran en el cuadrante inferior izquierdo de la gráfica, 
los cuales corresponden a coeficiente de regresión y de correlación 
pequeños.  Se diferencia claramente al valor del modelo (r2 =0,958) que 
aparece en el cuadrante superior derecha, que es muy superior a 
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III.1.6.Modelo 6: Inhibición cuantitativa de β-catenina por compuestos 
comerciales 
Para poder predecir la inhibición de β-catenina por compuestos 
comerciales desde un punto de vista cuantitativo, se obtuvo la siguiente 
ecuación:  
log𝐶𝐼50(µM) = 1,852(±0,293) − 17,211(±3,280) ∙ 𝐽𝐺𝐼2 
 Ecuación III.6 
Los parámetros estadísticos que definen al modelo, son: 
N=6  r2=0,873  F=27,54  EEE=0,172   
p<0,0063     Q2= 0,726 
Dónde: 
N: número de compuestos empleados en la elaboración del modelo 
r2: coeficiente de regresión  
F: parámetro Fisher–Snedecor 
EEE: error estándar de estimación  
p: estadístico p-valor 
Q2: coeficiente de correlación de la validación cruzada 












Tabla III.6. Predicción de la inhibición de β-catenina y valor del índice topológico 
empleado para cada compuesto analizado a partir de la Ecuación III.6. 





























































ZTM000990 0,114 -0,194 -0,110 -0,045 














CGP049090 0,061 0,939 0,802 0,708 
Si observamos la Tabla III.6 apreciamos como en términos generales la 
Ecuación III.6 predice correctamente el valor de logCI50 β-catenina para 
distintos compuestos activos según la literatura. Las mayores 
discrepancias las encontramos en los compuestos PKF115-584 y PKF118-
744, aunque no son outliers según el criterio establecido anteriormente. 
La Figura III.18 muestra gráficamente la comparación valores observados-
valores calculados a través de la Ecuación III.6.  
 
Figura III.18. Representación gráfica del logCI50 observado frente a logCI50 
 calculado a través de la Ecuación III.6. Intervalo de confianza= 0,95. 
  
y = 0.8732x + 0.0454 






















La validación del modelo de regresión (Ecuación III.6.) se hizo a través 
de una cros-validación (cv) de tipo “leave-one-out”. En la Tabla III.6. se 
muestran los valores de predicción para cada compuesto tras la validación 
interna. Mientras que la representación de los residuales obtenidos por 
validación cruzada frente a los obtenidos directamente de la ecuación, 
aparecen en la Figura III.19. Como se aprecia en el gráfico inferior, el 
modelo es absolutamente estable ya que al realizar el test de validación 
cruzada logra predecir correctamente a todos los compuestos de la data. 
 
Figura III.19. Test de estabilidad (cros-validación). Residuales obtenidos con el modelo 
frente a los obtenidos con la validación cruzada. 
La distribución de residuales frente a los valores observados a través 
del modelo 6, aparece en la Figura III.20. Como se aprecia de los 6 
compuestos 4 muestran residuales  inferiores a ± 1* EEE, representando al 
67% de la data. Ningun compuesto aparece fuera del rango de ± 2* EEE , 
por lo que, el modelo de predicción de inhibición β-catenina, es aplicable a 
todo el grupo. 
y = 1.473x - 0.0092 























Figura III.20. Representación gráfica del residual frente al valor observado para cada 
compuesto empleando la Ecuación III.6. 
Por último, la Figura III.21 representa gráficamente el test de 
aleatoriedad al que sometimos al modelo (Ecuación III.6).  
 
Figura III.21. Test de aleatoriedad. Representación gráfica de Q2 frente a r2 obtenido 



















Si observamos la Figura III.21 se evidencia la no aleatoriedad del 
modelo ya que todos los puntos obtenidos a partir de las series aleatorias 
(10 series) se encuentran en el cuadrante inferior izquierdo de la gráfica. 
En general todos los test aleatorios se diferencian de una manera clara del 
valor de r2 (0,873) para el modelo (Ecuación III.6) que aparece en el 
cuadrante superior derecho.  
  




III.1.7.Modelo 7: Inhibición de Akt por compuestos comerciales. Modelo 
no lineal 
Finalmente, se emplearon técnicas de regresión no-lineares (redes 
neuronales artificiales, RNAs), para modelizar la inhibición de Akt. Para 
ello se emplearon un conjunto de descriptores (ATS6v, GATS6v, GATS3e, 
JGI1, JGI10, GGI8, JGT, EEig11x), previamente seleccionados por medio de 
análisis lineal discriminante.  
El conjunto de datos empleado para la obtención del modelo 7, 
constaba de 164 moléculas (33 inhibidores de Akt y el resto no inhibidores 
de Akt con distinta actividad farmacológica, en concreto anti-inflamatorios 
y anti-neoplásicos). La red de neuronas artificiales se entrenó con el 60% 
del conjunto de datos (training set), reservando un 20% de la data para 
conformar el grupo test y el restante 20% como validación externa de la 
RNA. Los compuestos incluidos fueron seleccionados al azar por el 
software empleado para la construcción de la red neuronal.  
La red neuronal elegida (Figura III.22), posee una arquitectura tipo MLP 
8-9-2 con ocho neuronas en la capa de entrada (una por cada descriptor 
seleccionado previamente), una capa oculta formada por nueve neuronas 
y una capa de salida con dos neuronas, que muestra el valor predicho de 
la clasificación (activo o inactivo). El algoritmo de entrenamiento de la 
RNA fue la regresión logística, y la función de activación de la capa interior 







Figura III.22.  Disposición de la red neuronal utilizada para la predicción de inhibición 
de Akt. L1: capa de entrada con 8 neuronas, cada una asociada a uno de los índices 
topológicos seleccionados; L2: capa oculta con 9 neuronas determinadas 
empíricamente; L3: capa de salida con 2 neuronas, una correspondiente al valor activo 
y otra al inactivo de la  variable categórica o discreta.  




Tabla III.7. Matriz de clasificación correspondiente al modelo 7 
(grupo training, test y validación externa). 
 






Grupo activos 89 17 2 
Grupo inactivos 90 8 71 
TEST SET 
Grupo activos 100 8 - 
Grupo inactivos 100 - 25 
VALIDATION SET 
Grupo activos 100 6 - 
Grupo inactivos 89 3 24 
 
Tal y como se aprecia en la Tabla III.7, de los 98 compuestos que 
conformaban el grupo de entrenamiento (training set) de la red neuronal, 
el 90% fue correctamente identificado como inhibidor o no de Akt. En el 
grupo test, el modelo 7 acertó el 100% de los compuestos que lo 
conformaban (33 moléculas). Y finalmente, el modelo 7 fue sometido a 
una validación externa, formada por 33 moléculas (6 inhibidores de Akt y 
27 no inhibidores). En este caso el modelo 7 demostró una mayor 
sensibilidad al identificar el 100% de los inhibidores de Akt, aunque 
también se aprecia una especificidad muy alta, con casi el 90% de los 
compuestos no inhibidores de Akt perfectamente identificados. En este 
caso, y a diferencia de lo visto con los modelos MLR, el grupo test formaría 
parte de una validación interna que realiza la red neuronal a la hora de 





está formado por compuestos que el modelo no ha registrado con 
anterioridad. 
Las correspondientes curvas ROC aparecen en la Figura III.23 
(AUC=0,973), Figura III.24 (AUC=1,000) y Figura III.25 (AUC=0,975), para el 

























Figura III.23. Curva ROC correspondiente al conjunto test del modelo 7. 
 
 



































III.1.8.Modelo 8: Inhibición de β-catenina por compuestos comerciales. 
Modelo no lineal 
Finalmente, se emplearon también RNAs para modelizar la inhibición 
de β-catenina por compuestos comerciales. Para la elaboración del 
modelo 8, se emplearon un conjunto de 15 descriptores constitucionales, 
topológicos y topoquímicos (nCIR, nN, nR06, Wap, S3K, 
D/Dr12,T(N..Cl),T(S..S),T(S..F), SRW09, MPC08, MPC09, MPC10, PCR, 
MATS3m, MATS1v, MATS6e, GATS4m, GATS8m, GATS1v, GATS2v, GATS3v, 
GATS6e, GATS8e, GATS6p, JGI5, JGI10 y VEA1), previamente seleccionados 
por medio de análisis lineal discriminante. 
El conjunto de datos empleado para la obtención del modelo 8, 
constaba de 199 moléculas (85 inhibidores de β-catenina y el resto no 
inhibidores con dos actividades farmacológicas: anti-inflamatorios y anti-
neoplásicos). La RNA se entrenó igual que en el caso anterior, con el 60% 
del conjunto de datos (training set), reservando un 20% de la data para 
conformar el grupo test y el restante 20% como validación externa; todos 
ellos fueron seleccionados aleatoriamente por el software empleado para 
construcción de la red neuronal.  
Se obtuvo una RNA con la siguiente arquitectura neuronal que predice 
la inhibición de β-catenina con la siguiente arquitectura neuronal (Figura 
III.26): tipo MLP 28-14-2 con veintiocho neuronas en la capa de entrada 
(una por cada descriptor seleccionado previamente), una capa oculta 
formada por catorce neuronas y una capa de salida con dos neuronas, que 
muestra el valor predicho de la LDA. El algoritmo de entrenamiento fue el 
BFGS 83, y la función de activación de la capa interior y la salida fueron 
respectivamente, logística y la Softmax.  





Figura III.26.  Disposición de la red neuronal utilizada en esta investigación para el 
modelo de predicción de inhibición de β-catenina. L1: capa de entrada con 28 
neuronas, correspondientes con los índices topológicos seleccionados; L2: capa oculta 
con 14 neuronas determinadas empíricamente; L3: capa de salida con 2 neuronas, una 







Tabla III.8. Matriz de clasificación correspondiente al modelo 8  













Tal y como se aprecia en la Tabla III.8, de los 199 compuestos que 
conformaban el grupo de entrenamiento (training set) de la red neuronal, 
el 100% de los compuestos fue correctamente identificado como inhibidor 
o no de β-catenina. En el grupo test, el modelo 8 acertó el 76% de los 
inhibidores de β-catenina y el 86% de los no inhibidores. Finalmente, el 
modelo 8 fue sometido a una validación externa, formada por 39 
moléculas (18 inhibidores de β-catenina y 21 no inhibidores). En este caso 
el modelo 8 demostró una mayor sensibilidad al identificar el 94% de los 
inhibidores de β-catenina, dejando escapar al 24% de los no inhibidores al 
clasificarlos como activos. Por lo que al aplicar este modelo para 
identificar nuevos inhibidores de β-catenina se tendrá en cuenta que es 










Grupo activos 100 50 - 
Grupo inactivos 100 - 71 
TEST SET 
Grupo activos 76 13 4 
Grupo inactivos 86 3 19 
VALIDATION SET 
Grupo activos 94 17 1 
Grupo inactivos 76 5 16 




El grupo test, al igual que en modelo anterior forma parte de una 
validación interna que realiza la red neuronal a la hora de construir la red 
y entrenarla. Mientras que el grupo de validación externa, sin embargo sí 
que está formado por compuestos que el modelo nunca ha registrado. 
Las correspondientes curvas ROC aparecen en las Figuras III. 27, III.28 y 
III.29, con AUCs respectivas de 1,000, 0,810 y 0,923. 
 
 





















Figura III.28. Curva ROC correspondiente al grupo test del modelo 8. 
 
 

































III.2. CRIBADO VIRTUAL DE BASES DE DATOS 
Basándonos en los modelos descritos anteriormente (modelos 1-8), se 
llevó a cabo un cribado virtual con el objetivo de seleccionar potenciales 
inhibidores de Akt y β-catenina. Para ello, se rastreó la librería de 
compuestos de la casa comercial Specs, a partir de la cual se seleccionaron 
6 posibles inhibidores (Figura III.30) que presentaban características 
óptimas, tanto desde el punto de vista cualitativo (modelos 1-4 y 7-8), 
como desde el punto de vista de cuantitativo (valores de CI50) modelos 5 y 
6 (Tabla III.9). Por supuesto, otros modelos que tuvieron en cuenta 
parámetros fisicoquímicos (ADME/Tox, solubilidad en agua,…etc) se 
emplearon para la selección de estos potenciales inhibidores de Akt y y β-
catenina (datos no mostrados). 
Finalmente, para la selección de los compuestos se tuvieron en cuenta 
otros factores de tipo económico, cantidad suministrada del compuesto, 






Figura III.30. Potenciales inhibidores de Akt y β-catenina seleccionados por TM. 
  




Tabla III.9. Modelos empleados en la selección de los compuestos con potencial 
actividad inhibitoria frente a Akt y β-catenina. Resultados del cribado virtual en la base 




Mod. 1 Mod. 2 Mod. 3 Mod. 4 Mod. 5 Mod. 6 Mod. 7 Mod. 8 







Inhibidor 1* 256378-54-8 1,68 0,84 1,67 0,70 1,75 0,85 1,55 0,82 6,71 3,50 Si Si 
Inhibidor 2 663203-38-1     3,97 0,67     1,31 0,78 6,92 2,99 Si Si 
Inhibidor 3 247079-73-8     2,52 0,77     1,24 0,77 7,22 4,27 Si Si 
Inhibidor 4 689769-86-6     3,02 0,92     0,36 0,58 3,19 1,41 Si Si 
Inhibidor 5 15940-61-1     2,24 0,62     0,77 0,68 1,39 1,65 Si Si 
Inhibidor 6 431925-09-6     4,28 0,91     0,19 0,54 0,70 6,10 Si Si 
P.A.: probabilidad de actividad.; Mod.: modelo; Inh.: inhibición; FD: función discriminante;  
β-cat: β-catenina 
*Compuesto de origen natural. 
Tal y como se aprecia en la Tabla III.9, los modelos 1 y 3 tan sólo se 
aplicaron para la selección de productos de origen natural (inhibidor 1). 
Tras la aplicación de los modelos 5 y 6 se obtienen valores cuantitativos de 
CI50 para nuestras moléculas seleccionadas. Por último, al aplicar los 
modelos basados en redes neuronales (modelos 7 y 8) tan solo se obtiene 






III.3. RESULTADOS DE LOS ENSAYOS IN VITRO 
III.3.1. Efecto sobre la proliferación y citotoxicidad  
III.3.1.1. Línea celular HT-29 
Se expuso la línea celular de cáncer de colon humano (HT-29) a los 
potenciales inhibidores de Akt y β-catenina (inhibidores 1-6) 
seleccionados, con el fin de determinar la viabilidad celular. Tal y como se 
muestra en la Tabla III.10, varios de los compuestos seleccionados 
demostraron una viabilidad celular o citotoxicidad mejor o similar a la 
demostrada por los inhibidores de referencia de β-catenina (FH535), Akt 
(LY294002) y multi-CDK (AT7519). El inhibidor 4 a la concentración de 100 
μM eliminó al 48% de las células. Estos datos son comparables a los 
obtenidos con los fármacos de referencia que a esa misma concentración 
destruyeron al 38%, 51% y 36% de las células. 
  




Tabla III.10. Efecto de viabilidad celular en la línea HT-29 de los compuestos 
seleccionados. 
Grupo Concentración (μM) A ± D.E. 
Viabilidad celular 
(%) 
Blanco 0 0,88 ± 0,03 - 
Vehículo 
(DMSO) 
1 0,86 ± 0,03 97 
10 0,86 ± 0,12 98 
100 0,80 ± 0,17 91 
Inhibidor 1 
1 0,84 ± 0,17 95 
10 0,77 ± 0,12 87 
100 0,86 ± 0,10 98 
Inhibidor 2 
1 0,87 ± 0,22 99 
10 0,79 ± 0,19 89 
100 0,82 ± 0,19 93 
Inhibidor 3 
1 0,84 ± 0,17 95 
10 0,78 ± 0,09 88 
100 0,63 ± 0,14* 72* 
Inhibidor 4 
1 0,77 ± 0,09 87 
10 0,75 ± 0,13 85 
100 0,46 ± 0,11** 52** 
Inhibidor 5 
1 0,85 ± 0,20 96 
10 0,78 ± 0,15 89 
100 0,71 ± 0,12 80 
FH535 
1 0,80 ± 0,04 91 
10 0,72 ± 0,10 81 
100 0,55 ± 0,14* 62* 
LY294002 
1 0,90 ± 0,05 102 
10 0,71 ± 0,06* 81* 
100 0,43 ± 0,09** 49** 
AT7519 
1 0,59 ± 0,08** 67** 
10 0,59 ± 0,04*** 67*** 






Los valores se expresan en función del grupo blanco (células sin vehículo ni 
compuestos) y representan la media de la absorbancia ± D.E., siendo 
representativos de al menos tres experiencias independientes por grupo. Las 
diferencias entre los grupos frente al blanco fueron determinadas por medio del 
análisis de varianza (ANOVA) seguido del test t de Student. No diferencias 
significativas (p>0,05); *Diferencias significativas (Valores de p<0,05); **Muy 
significativas (Valores de p<0,01); ***Extremadamente significativas (Valores de 
p<0,001)   n=3; Test t Student). 
III.3.1.1. Línea celular PC-3 
En primer lugar, se determinó el efecto anti-proliferativo de los 
compuestos seleccionados a distintas concentraciones siguiendo el mismo 
protocolo descrito en el apartado  II.5.3 de Material y Métodos. 
En la Tabla III.11 se presentan los resultados obtenidos. Destaca el 
inhibidor 4 el cual, aniquila totalmente a las células tumorales prostáticas 
a la concentración de 200 μM. Los inhibidores 1 y 6 también fueron 
capaces de destruir células tumorales de cáncer de próstata aunque en un 
menor grado (58% y 31%, respectivamente). 
  




Tabla III.11. Efecto de viabilidad celular en la línea PC-3 de los compuestos 
seleccionados. 
Grupo Concentración (μM) A ± D.E. 
Viabilidad celular 
(%) 
Blanco 0 0,40 ± 0,02 100 
Vehículo (DMSO) 10 0,40 ± 0,03 100 
Inhibidor 1 
50 0,35 ± 0,04 88 
100 0,24 ± 0,03 61** 
200 0,16 ± 0,03 42*** 
Inhibidor 2 
50 0,37 ± 0,02 101 
100 0,37 ± 0,02 101 
200 0,34 ± 0,02 92 
Inhibidor 3 
50 0,32 ± 0,02 83** 
100 0,32 ± 0,03 83* 
200 0,28 ± 0,02 72** 
Inhibidor 4 
50 0,22 ± 0,01 60*** 
100 0,16 ± 0,01 44** 
200 0,010 ± 0,001 3*** 
Inhibidor 5 
50 0,340 ± 0,001 101 
100 0,360 ± 0,001 106 
200 0,360 ± 0,005 107 
Inhibidor 6 
50 0,34 ± 0,06 88 
100 0,32 ± 0,05 83* 
200 0,27 ± 0,06 69* 
Los valores se expresan en función del grupo blanco y representan la media de la 
absorbancia ± desviación estándar (DE), siendo representativos de al menos dos 
experiencias independientes por grupo realizadas en duplicado. Las diferencias 
entre los grupos frente al blanco fueron determinadas por medio del test de la t de 
Student. No diferencias significativas (p>0,05); *Diferencias significativas (Valores 
de p<0,05); **Muy significativas (Valores de p<0,01); ***Extremadamente 





III.3.2. Efecto de los compuestos sobre las proteínas Akt y β-catenina  
III.3.2.1. Inhibición de Akt 
En la activación de Akt se produce la fosforilación de dos residuos 
aminoacídicos: Treonina 308 (Thr308) en el loop de activación y la Serina 
473 (Ser473) en el motivo hidrófobico del carbono terminal. La 
fosforilación de ambos sitios de regulación conduce a la completa 
activación de la enzima. Para evaluar la actividad inhibitoria de los 
compuestos seleccionados frente a Akt, se procedió a medir el nivel de 
fosforilación de la enzima en el residuo aminoacídico Serina 347.  Como se 
muestra en la Figura III.31, el inhibidor 4 a la hora del tratamiento, indujo 
ya un descenso en la fosforilación de Ser473 en Akt. Este efecto puede ser 
comparado con un inhibidor de referencia de Akt (inhibidor IV, un 
compuesto benzimidazólico permeable celularmente que inhibe 
reversiblemente la fosforilación/activación de Akt). Cuando las células PC-
3 fueron incubadas con los compuestos durante 48 horas, el efecto fue 
aún mayor, observándose además actividad inhibitoria en los compuestos 
3 y 6 (Figura III.31). 
  



















































































Figura III.31. Efecto de los compuestos seleccionados en la vía de señalización del 
Akt/mTOR mediante Western Blot. La línea celular PC-3 fue tratada con un vehículo (C) 
o con los compuestos seleccionados (50 µM) y las proteínas se detectaron aplicando la 
técnica del Western blot  pasada 1 h (Sección A)  y 48 horas (Sección B). En el panel 
superior se muestra una imagen representativa de tres experimentos diferentes, 
mientras que en la parte inferior, se muestran los valores medios de densitometría ± 
error estándar de la media (E.E.M.) de los experimentos. Sin diferencias significativas 
respecto al blanco (p>0,05); *Diferencias significativas (p< 0,05); **Muy significativas 
(p< 0,01); ***Extremadamente significativas (p< 0,001); n=3; Test t Dunnett. 
Para evaluar el impacto de los compuestos seleccionados en la vía de 
señalización del Akt/mTOR, se empleó la técnica de Western blot para 
observar el estado de fosforilación y expresión de proteínas totales de la 
diana de la rapamicina en células de mamífero (mTOR), un efector clave 
de la vía de señalización del Akt. Como se observa en la Figura III.31, todos 





fosforilación de mTOR, siendo los inhibidores 2, 4 y 6 los más activos tras 
una 1 hora de tratamiento y los inhibidores 1, 2 y 4 a las 48 horas del 
tratamiento. 
Estos resultados indican que todos los compuestos ensayados, a 
excepción del inhibidor 5, inhiben la vía de señalización del Akt.  
III.3.2.2. Inhibición de β-catenina 
Para investigar si los compuestos también eran capaces de inhibir la vía 
de la β-catenina, se midieron los niveles de β-catenina, así como su gen 
diana (ciclina D1) responsable del descenso de su actividad. En 
condiciones basales, gran parte de la β-catenina celular está ligada a E-
cadherina en la membrana celular. La β-catenina citosólica se encuentra 
en estado inactivo a través de su interacción con un gran complejo de 
proteínas incluyendo la GSK-3β. En esta situación, la β-catenina es 
fosforilada principalmente por GSK-3β y etiquetada para sufrir poli-
ubiquitinación y degradación en el proteosoma. Bajo estas condiciones, 
los genes diana de β-catenina son reprimidos. Cuando se activa la vía, 
GSK-3β se inhibe provocando la estabilización y acumulación citoplásmica 
de β-catenina, que en este momento entra en el núcleo, e induce la 
expresión de sus genes diana. Uno de los genes reguladores de β-catenina 
mejor caracterizados es la ciclina D1, la cual promueve la progresión del 
ciclo celular.   
Esta es la razón por la que el Western blot se emplea para medir el 
efecto de los compuestos seleccionados sobre los niveles de β-catenina y 
de ciclina D1. 




En la Figura III.32 se aprecia como los inhibidores 4 y 6 reducen 
significativamente la expresión de ciclina D1. 
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Figura III.32. Efecto de los compuestos seleccionados sobre la vía de señalización de la 
β-catenina/ciclina-D1 mediante Western Blot. La línea celular PC-3 fue tratada con un 
vehículo (C) o con los compuestos seleccionados (50 µM) y las proteínas se detectaron 
aplicando la técnica del Western blot a las 4 horas (sección A) y a las 48 horas (sección 
B). En el panel superior se muestra una imagen representativa de tres experimentos 
diferentes y en  la parte inferior, apreciamos los valores medios de densitometría ± 
error estandar  de la media (E.E.M.) de los experimentos. No se aprecian diferencias 
significativas respecto al blanco (p>0,05); *Diferencias significativas respecto al grupo 









En la presente Tesis se realizaron los ensayos de inmunofluorescencia 
en la Universidad de Alcalá de Henares. Para la visualización de las células 
PC-3 se empleó un microscopio confocal de barrido por láser (Leica TCS 
SP5) con software de imágenes LAS- AF, usando un objetivo de aceite de 
63X. 
Para profundizar en el papel inhibidor de los compuestos 
seleccionados, la línea celular PC-3 fue estimulada con el activador de la 
vía de la β-catenina/ciclina D1, Wnt3a (Wnt). Cuando las células fueron 
estimuladas con Wnt, la β-catenina fue captada por uniones adherentes 
de membrana y acumulada en el núcleo (Figura III.33). Cuando las células 
fueron tratadas previamente con los compuestos seleccionados la 
redistribución de β-catenina fue inhibida. Este efecto se aprecia en los 
inhibidores 2, 4 y 6 (Figura III.33). Por otra parte, los niveles de β-catenina 
en las células tratadas con el inhibidor 6 fue inapreciable (Figura III.33). 
  





 Figura III.33. Efecto de los compuestos seleccionados sobre la distribución 
celular de β-catenina en la línea celular PC-3. Se sembraron las células en 
cubreobjetos de vidrio, siendo pretratadas durante 30 min con una 
concentración de 50 µM de los inhibidores y posteriormente, co-tratados con 
40 ng/ml Wnt3 (Wnt) durante 4 horas. Las células se tiñeron con un anticuerpo 
policlonal anti-β-catenina seguido por anticuerpo anti-conejo IgG conjugado 






Como se observa en la Figura III.32 y III.33, los compuestos 
seleccionados fueron capaces de afectar tanto a la redistribución 
subcelular así como a la actividad de la β-catenina, ya que inhibieron su 
paso del citoplasma al núcleo, su reclutamiento en la membrana 
plasmática y por último, la expresión de su gen diana ciclina D1.  
Concretamente los inhibidores 2, 4 y 6 fueron los que demostraron mayor 
actividad. 
En particular, los compuestos que inhiben tanto Akt como β-catenina 
tuvieron el mayor impacto en la viabilidad celular lo que apoya la idea de 
que un inhibidor dual de la vía Akt/mTOR y β-catenina podría tener un 
efecto antiproliferativo potente contra el cáncer de próstata humano 
(células PC-3), aunque el impacto putativo de los compuestos en otras vías 
de señalización no se descarta. 
  




III.4. RESULTADOS DE LOS ENSAYOS IN VIVO 
De los resultados obtenidos in vitro se puede concluir que los 
inhibidores 4 y 6 son susceptibles de ser estudiados in vivo como 
potenciales agentes quimiopreventivos de CCR asociado a CU. No 
obstante, por razones de disponibilidad por parte del proveedor el 
inhibidor 6 no pudo ser ensayado.  
III.4.1. Efecto del inhibidor 4 en un modelo de inducción de colitis 
ulcerosa aguda por DSS 
A continuación, se muestran los resultados obtenidos con el modelo de 
CU agudo descrito en el apartado correspondiente. Los animales tuvieron 
acceso libre al agua de bebida.  
No se detectaron diferencias significativas en el consumo de agua por 
cada grupo durante la inducción de la colitis. Cada ratón bebió una media 
diaria de 4,5 mL de agua, lo que equivale a una ingesta diaria de 136 mg 
de DSS/ratón), lo que asegura la aparición de la enfermedad.  
III.4.1.1. Índice de actividad de la enfermedad  
Uno de los síntomas característicos de la colitis ulcerosa es la pérdida 
de peso. Los ratones a los que se les suministró DSS sufren una pérdida de 
peso respecto al día 0. Sin embargo, paradójicamente los ratones que 
pertenecen al grupo DSS sólo padecen un 2% de pérdida de peso, 
mientras que los pertenecientes al grupo DSS+I perdieron un 6% de peso 






Tabla III.12. Evaluación de la pérdida de peso en un modelo de colitis ulcerosa 
inducido por DSS en ratones. Los resultados son representativos de tres experimentos 
independientes con n= 6 ratones por grupo. 
 
Evolución del peso de los ratones (g) 
Pérdida 
de 
 peso (%) 
 
Día 0 Día 4 Día 8   
Blanco 20,80 ± 1,10 20,60 ± 0,84 20,65 ± 0,07 0,7 
DSS 19,70 ± 0,48 20,00 ± 0,40 19,30 ± 0,91 2,0 
I 20,20 ± 0,80 20,40 ± 0,60 19,95 ± 0,65 1,2 
DSS+I 21,23 ± 0,20 20,57 ± 0,41 19,90 ± 0,29 6,3 
*I: Inhibidor 4. 
El Índice de Actividad de la Enfermedad (IAE) es un parámetro que sirve 
para evaluar el grado de colitis ulcerosa reproducida en los ratones. Éste 
se basa en la determinación de tres factores: pérdida de peso, 
consistencia de heces y sangrado rectal. Al calcular el IAE se aprecia como 
los ratones tratados con DSS padecen diarrea y sangrado rectal a partir del 
octavo día. Sin embargo, los del grupo DSS+I, a pesar de mostrar una 
mayor pérdida de peso, sufren menos sangrado rectal y una significativa 
mejoría en la consistencia de las heces. El IAE asigna el valor 0 al grupo 
Blanco y muestra un valor menor en el grupo tratado con el producto que 
en el grupo DSS (Tabla III.13 y Figura III.34). 
  




Tabla III.13. Evaluación del índice de actividad de la enfermedad (IAE) en un modelo de 
colitis ulcerosa inducido por DSS en ratones. Los resultados son representativos de tres 
experimentos independientes con n= 6 ratones por grupo. 
 I* DSS DSS+I 
Pérdida de peso 1,0 1,0 2,0 
Consistencia heces 0,0 4,0 2,0 
Sangrado rectal 0,0 1,3 1,0 
Total IAE 0.3 2.1 1.7 
 
 



















Figura III.34. Representación del IAE para los grupos DSS y DSS+I en un modelo de 
colitis ulcerosa inducido por DSS en ratones. El tratamiento con el inhibidor 4 no 





III.4.1.2. Evaluación macroscópica  
Tras el sacrificio de los animales se extrajo el colon de los mismos y se 
comprobó cómo en los ratones tratados con DSS el intestino sufría un 
acortamiento significativo respecto al blanco (6,6 ± 0,5 vs 10,0 ± 0,1 cm). 
El producto ensayado no tuvo efecto sobre el acortamiento en los 
animales sin DSS y fue capaz de proteger a los tratados con DSS (6,6 ± 0,5 
vs 8,9 ± 0,2 cm). 
En la Figura III.35 se aprecia cómo no existen diferencias significativas 
entre el grupo Blanco y el grupo tratado con el inhibidor 4 en cuanto a 
longitud del colon. 
Tabla III.14. Efecto del inhibidor 4 en ratones con colitis ulcerosa inducida por DSS. 
Para el análisis estadístico se empleó el análisis de varianza ANOVA seguido del test de 
la t de Dunnett. Los resultados son representativos de tres experimentos 
independientes con n= 6 ratones por grupo. Diferencia respecto al blanco: ##p<0,01; 
respecto al control: **p<0,01.  
 Longitud del colon (cm) 
 
Blanco 10,0 ± 0,0** 
DSS 6,6 ± 0,5## 
I 9,8 ± 0,3** 
DSS+I 8,9 ± 0,2** 
 





Figura III.35. Efecto del inhibidor 4 sobre la longitud del colon. El gráfico de barras de 
la izquierda (A) representa los datos recogidos en la Tabla III.14 la imagen de la 
derecha (B) es una foto representativa del colon de un ratón del grupo Blanco, del 
grupo DSS, del grupo DSS+I, y del grupo del I. Para el análisis estadístico se empleó el 
análisis de varianza ANOVA seguido del test de la t de Dunnett. Los resultados son 
representativos de tres experimentos independientes con n= 6 ratones por grupo. 
Diferencia respecto al blanco: ##p<0,01; respecto al control: **p<0,01. 
La relación entre el peso y la longitud del colon, parámetro relacionado 
con el edema y la hiperplasia del colon, fue mayor en el grupo DSS 
comparado con los otros tres grupos (Figura III.36). Si bien la diferencia 































Figura III.36. Efecto sobre la relación peso/longitud de los intestinos. No se 
encontraron diferencias significativas entre los grupos al realizar el análisis de varianza 
ANOVA seguido del test de la t de Dunnett (p>0.05). Los resultados son 
representativos de tres experimentos independientes con n= 6 ratones por grupo. 
III.4.1.3. Estudio histológico 
En la Figura III.37 se muestran imágenes representativas de los corte 
histológicos procedentes del colon de los animales tratados con DSS, 
inhibidor o inhibidor y DSS. El grupo blanco y el del inhibidor, presentan 
características morfológicas y estructurales típicas de un intestino sano. 
Sin embargo, en el grupo control (DSS) se observa presencia de daño 
epitelial grave con infiltración celular en el tejido mucoso, alteraciones en 
las criptas, edema, erosión epitelial y ulceración. Por el contrario, en el 
grupo tratado con el se aprecia un efecto protector reflejado por una 
menor infiltración de células inflamatorias, reducción de la severidad y 
extensión de la inflamación y por último, un menor grado de daño en la 
mucosa intestinal. La apariencia de las criptas en este grupo, fue similar a 
la del grupo blanco.  
 
  





Figura III.37. Efecto del inhibidor 4 sobre la apariencia histológica de las muestras de 
colon asociadas a un modelo de colitis ulcerosa inducida por DSS. Imagenes 








III.4.1.4. Efecto sobre la actividad MPO 
El nivel de infiltración leucocitaria se determinó indirectamente a 
través de la actividad de MPO.  En la Figura III.38 se muestran los valores 
obtenidos de MPO en el grupo control (0,25 ± 0,025 U/mg) de tejido, 
mientras que el tratamiento con el inhibidor 4 redujo dichos niveles en un 
41%.  























Figura III.38. Efecto del inhibidor 4 sobre los niveles de actividad enzimática MPO. Los 
valores se expresan como la media ± E.E.M. y se normalizan respecto a los mg de 
tejido. La significación estadística de las diferencias de cada grupo respecto al blanco y 
al control se determinaron por medio del análisis de varianza ANOVA seguido del test 
de la t de Dunnett (diferencia respecto al blanco: ###p<0,001; respecto al control: 
***p<0,001;**p<0,01; n= 6). 
  




III.4.1.5. Efecto sobre la producción de IL-6  en el colon 
La infiltración de células inmunitarias debida al incremento de la 
permeabilidad intestinal generada por la administración de DSS, da lugar a 
su vez, a un aumento en la producción de citocinas pro-inflamatorias, 
como la IL-6. El análisis de los niveles de IL-6 mostró que el tratamiento 
con inhibidor 4 impide el aumento en la producción de esta citocina 
(Figura III.39). 
















Figura III.39. Efecto del inhibidor 4 sobre la producción intestinal de citocinas pro-
inflamatorias. Los valores se expresan como la media de la concentración de la citocina 
respecto al peso del intestino [(pg/mL)/mg ± E.E.M.]. La significación estadística de las 
diferencias de cada grupo respecto al blanco y al control se determinaron por medio 
del análisis de varianza ANOVA seguido del test de la t de Dunnett (diferencia respecto 






III.4.1.6. Efecto sobre la inducción de COX-2 e iNOS y de la activación del 
factor de transcripción NF-kB 
El inhibidor 4 redujo significativamente la expresión de COX-2 e iNOS 
en las muestras de colon (Figura III.40). En dicha reducción, pueden estar 
implicada la inhibición del NF-kB como se observa en la Figura III.40. La 
activación de NF-kB ha demostrado ser un paso clave en el incremento de 
los niveles de COX-2  e iNOS (Abdullah y cols., 2013; Kojima y cols., 2004; 
Maihofner y cols., 2003), por lo que no es de extrañar que el producto 
reduzca la activación y la translocación de la subunidad p65 al núcleo 
(Figura III.40).   
A) 
    

























    




























   






















Figura III.40. Efecto del inhibidor 4 sobre la expresión de COX-2 (A) e iNOS (B) y sobre 
la translocación nuclear de p65 (C). Imagen representativa de un Western Blot tras la 
incubación con el anticuerpo correspondiente. Los gráficos de barras representan los 
datos derivados del análisis densitométrico de todas las imágenes de Western blot 
obtenidas. Los valores se expresan como la media de la densidad óptica relativa ± 
E.E.M. Frente al grupo control: *p<0,05;**p<0,01;***p<0,001;  frente al blanco: ##p<0,01; 






III.4.2. Efecto sobre el cáncer colorrectal asociado a colitis ulcerosa 
crónica inducida por AOM/DSS  
Durante los 64 días del experimento no se apreciaron diferencias en el 
consumo de agua y pienso entre los animales de los distintos grupos que 
sobrevivieron al primer ciclo de DSS. El consumo medio diario de DSS fue 
de 4,7 ml/ratón lo que proporciona un consumo de DSS de 1,8 g/ratón 
tras los 64 días de tratamiento. Los ratones recibieron por vía oral un total 
de 24 dosis de una solución de inhibidor 4 de 35 mg/kg en un volumen de 
administración de 0,2 ml de agua/dosis.  
En la Tabla III.15 se muestran los resultados referentes al número de 
animales que sobrevivieron. Tras el primer ciclo con DSS al 2,5%, se 
presentó una considerable mortalidad en los grupos tratados con DSS, 
AOM/DSS y  AOM/DSS + inhibidor 4 (40% en los dos primeros y 33% en el 
grupo tratado con inhibidor 4). Por ello, en los siguientes ciclos se redujo 
la concentración de DSS al 2%. No obstante, hay que destacar el efecto 
protector que tuvo el compuesto en estudio desde el primer ciclo con DSS, 
registrándose solo una muerte (supervivencia del 83%). Estos resultados, 
sugieren que el producto protegería a los animales de la CU crónica por 
DSS, sin embargo no prevendría el efecto causado a raíz de la combinación 
de AOM/DSS. 
  




Tabla III.15.  Efecto de los tratamientos en la supervivencia de los ratones al 
 final del experimento en los distintos grupos.  
Grupo Nº ratones vivos/total Supervivencia (%) 
Blanco 5/5 100% 
DSS/AOM 4/10 40%  
DSS/AOM +I 2/6 33% 
DSS 2/5 40%  
DSS+ I 5/6 83%  
 
Si bien el estudio del efecto del compuesto inhibidor 4 en la CU crónica 
y en el CCR asociado a CU crónica se hizo de modo simultáneo, la notable 
diferencia de resultados obtenidos hace que se describan por separado. 
En primer lugar, se indican los resultados obtenidos en la CU crónica 
inducida por la presencia de DSS en el agua de bebida. Como en la CU 
aguda, se produce una ligera diarrea y en alguna ocasión hemorragia 
rectal. A diferencia de lo que ocurre en el modelo agudo, se pudo 
observar, en los animales que superaron el primer ciclo de DSS, escasa 
variación de peso de los mismos comparados con los controles y blancos. 
Donde se pudo ver mejoría fue en los parámetros relacionados con el 
sangrado y consistencia de las heces. Los animales que recibieron al 






Tabla III.16. Efecto del inhibidor 4 sobre la CU crónica inducida por la administración 
de 3 ciclos de DSS (a cada ciclo de DSS le siguieron dos semanas en las que se 
administró exclusivamente agua). El IAE se calculó el último día teniendo en cuenta los 
parámetros de: presencia de sangre rectal y consistencia de las heces. No diferencias 
significativas respecto del grupo control (t test de Dunnet) (p>0,05); Muy significativas 
**p<0,01. 
Grupo Sangrado rectal Consistencia heces IAE 
DSS 2,50  ±  0,05 2,40 ± 0,05 2,50 ± 0,05 
DSS + I 0,07  ±  0,10** 0,30 ± 0,05** 0,19 ± 0,10** 
a Referencia 0,71  ± 0,30** 0,57 ± 0,20** 0,64 ±0,21** 

























Figura III.41. Efecto del inhibidor 4 sobre el índice de actividad de la enfermedad (IAE) 
en la CU crónica inducida por tres ciclos de DSS. El IAE se calculó el último día teniendo 
en cuenta los parámetros: presencia de sangre rectal y consistencia de las heces.  
**p<0,01 Diferencias significativas respecto del grupo control (t test de Dunnet). 
Una vez sacrificados los animales y extraído el colon de cada uno de 
ellos, la inspección visual permitió ver a nivel macroscópico que la pared 
del intestino estaba adelgazada con presencia de úlceras en el recto 




además se apreciaba un acortamiento de la longitud del mismo en el 
grupo control respecto al blanco (Tabla III.17). Sin embargo, en los ratones 
tratados con el inhibidor 4, se pudo apreciar una mejoría tal y como se 
muestra en la Figura III.42. 
Tabla III.17. Efecto del inhibidor 4 en la CU crónica inducida por DSS en el peso 
corporal y sobre el acortamiento del colon. Media ± SEM de los ratones supervivientes 

























                          
           B                 DSS            DSS + I  
Figura III.42. Efecto del inhibidor 4 (35 mg/kg) sobre la CU crónica inducida por DSS en 
ratones C57BL/6. Vista macroscópica del colon de los animales tratados con tres ciclos 
de DSS, en los que se observa el acortamiento significativo del colon respecto al 
blanco, mientras que los tratados con inhibidor 4 están protegidos. #p < 0,05 vs grupo 
DSS; ##p < 0,01 vs grupo blanco (t Test de Dunnet).  
Tratamiento Supervivencia Peso ratón (g) Longitud colon (cm) 
Blanco 5 (5) 22,6 ± 0,16 8,52 ±  0,24 
DSS 2% 2 (6) 23,8 ± 0,60 6,25 ±  0,35** 





Una representación de imágenes del estudio histopatológico de todos 
los grupos de ratones relacionados con el modelo de CU crónica se 
muestran en la Figura III.44. La imagen correspondiente al colon de un 
ratón con acceso libre al agua de bebida o Blanco (Figura III.43.A), muestra 
una morfología normal, sin inflamación o úlceras, con  criptas normales e 
infiltración celular discreta. Sin embargo, tras los tres ciclos con DSS se 
puede observar (Figura III.43.B) el cambio en la arquitectura del colon, 
típico de un proceso inflamatorio que incluye, daño en las criptas, edema 
e infiltración celular y la ulceración de la mucosa. Por el contrario, el 
estudio histopatológico de las muestras procedentes de los animales 
tratados con el inhibidor 4 presentan una mejoría clínica respecto a los 
tratados solo con DSS, como se aprecia en la Figura III.43C. 
 
      
Figura III.43.  Efectos del inhibidor 4 en los parámetros típicos de la CU crónica 
inducida por DSS. Las imágenes son representativas de los cortes de colon teñidos con 
hematoxilina/eosina se muestran a 4x aumentos. A) Grupo blanco  que recibe solo 
agua. B) Grupo control que recibe DSS. C) Grupo tratado con inhibidor 4 + DSS. 
Respecto a los resultados en la prevención del CCR asociado a CU, los 
datos se presentan a continuación. Las cifras de supervivencia al 
tratamiento de los animales con AOM/DSS y AOM/DSS + inhibidor 4 son 
similares (40 y 33%, respectivamente). Sin embargo, puesto que el grupo 
de animales tratados en la CU crónica presentaban buen aspecto así como 












AOM, se decidió continuar el estudio hasta el final. En la Tabla III.18 se 
presentan los datos obtenidos en cada uno de los grupos respecto a la 
supervivencia, acortamiento del intestino y presencia de tumores. Al 
analizar la longitud de los intestinos comparando los resultados con el 
grupo blanco, se observa un acortamiento del colon significativo en el 
grupo control o AOM/DSS, mientras que los animales tratados con el 
inhibidor 4 estuvieron protegidos (presentaron una longitud del colon 
similar a la del grupo blanco). 
Respecto a la aparición de tumores, la incidencia fue del 100% tanto en 
el grupo control que recibió AOM/DSS como en el tratado con el inhibidor 
4. Sin embargo, lo que se pudo observar es una disminución en el número 
de tumores (53%) presentes en las muestras de colon. Es decir, en las 
condiciones del ensayo, la cantidad de fármaco recibido no ha sido 
suficiente para impedir la aparición de cáncer colorectal aunque si el 
número de tumores e incluso el tamaño de éstos (Figura III.44A). 
Tabla III.18. Efecto del inhibidor 4 en el CCR asociado a CU inducido por AOM/DSS.  
Media ± EEM ap<0,01 vs grupo blanco; bp<0,05 vs grupo AOM/DSS.  cDato blibliográfico 
(t test de Dunnet) (Giner y cols., 2015).  
 
 
 Nº ratones 
supervivientes 
Longitud (cm ± EEM ) Nº Tumores ± EEM 
Blanco 5 (5) 8,52 ± 0,24 0 
AOM/DSS 4 (10) 6,58 ± 0,27a 7,5 ± 0,6 
AOM/DSS + I 2 (6) 8,1 ± 0,15 3,5 ± 1,5b 





Como se muestra en la Figura III.44, los ratones sufrieron inflamación 
en el intestino grueso con pérdida de la arquitectura del epitelio y 
aparición de pólipos neoplásicos. El tratamiento con el inhibidor 4 además 
de reducir el acortamiento del colon (Tabla III.18) inducido por el 
AOM/DSS, evita la lesión en el epitelio, sin embargo, no fue capaz de 
impedir la aparición de los tumores, aunque si la multiplicidad de los 
mismos. Desde un punto de vista histológico (Fig III.44B) tras la tinción con 
eosina/hematoxilina, las lesiones que se muestran se  corresponden con 
adenocarcinoma.  





                     
              


























         














Figura III.44. A) Imagen representativa del efecto del inhibidor 4 sobre la generación 
de tumores en el colon de los animales tratados con AOM/DSS. Cada barra representa 
la media del número de tumores en cada grupo (media ± EEM) de los ratones 
supervivientes al final del experimento. *p<0,05 vs grupo AOM/DSS **p< 0,01 vs grupo 
AOM/DSS. B) Estudio histológico. A pesar de reducir el número de tumores en el grupo 
tratado, el compuesto no reduce la incidencia de los mismos. El estudio histológico no 
muestra diferencias significativas entre el control y el tratado. Las imágenes son 
representativas de los cortes de colon teñidos con hematoxilina/eosina se muestran a 
4x aumentos. 
Teniendo en cuenta los resultados obtenidos en los dos modelos de CU 
(agudo y crónico), se puede concluir, que el inhibidor 4 se puede 
considerar un buen agente antiinflamatorio aunque no se ha podido 
demostrar que este efecto se traduzca en actividad quimiopreventiva  
suficientemente potente como para impedir la aparición de tumores en el 
colon, tras tratan a los ratones con un agente cancerígeno como es el 
AOM en un ambiente inflamatorio causado por el DSS.  
  









IV. DISCUSIÓN  
La quimioprevención y el tratamiento del cáncer representan hoy en 
día un reto para los investigadores de todo el mundo. Al ser una 
enfermedad compleja y multifactorial, los posibles enfoques para 
abordarla son muchos y los costes de las investigaciones que se llevan a 
cabo elevados. Un aspectos esencial es la búsqueda de nuevos fármacos, y 
aquí los métodos QSAR se aplican comúnmente con el fin de identificar 
nuevas moléculas con un perfil farmacológico y toxicológico adecuado. 
Como los métodos QSAR son muy versátiles, se pueden optimizar las 
nuevas moléculas en cuanto a sus aspectos ADME-tox, de modo que se 
reduce la experimentación animal así como las cargas económicas 
asociadas al desarrollo y comercialización de los nuevos fármacos. Muchos 
son los autores que se han servido de metodologías QSAR aplicadas a la 
búsqueda de nuevas moléculas en el campo del tratamiento y 
quimioprevención del cáncer. Algunos de estos estudios han tenido como 
objeto distintas vías de señalización implicadas en el desarrollo de 
procesos inflamatorios y cancerígenos (JAK/STAT3, NF-κB, p38α MAPK, 
Wnt/β-catenina, PI3K/Akt/mTOR) (Lin y cols., 2014; Qian y cols., 2009; 
Grossi y cols., 2014; Mook Jr. y cols., 2015; Gravina y cols., 2015). 
En esta Tesis se ha perseguido el objetivo de encontrar nuevos 
inhibidores de la vía de la Wnt/β-catenina y PI3K/Akt/mTOR, ya que 
ambas vías de señalización están estrechamente relacionadas con el 
desarrollo de procesos inflamatorios y cancerígenos en próstata y colon. 
Siendo una prometedora estrategia a seguir para la quimioprevención y 





Con este fin, se ha aplicado una metodología QSAR basada en el 
empleo de índices topológicos. Como explicado con anterioridad, la TM 
aplica la teoría de grafos a la caracterización molecular mediante índices 
topológicos que pueden ser empleados como variables de regresión en 
QSAR.  Se trata pues de una descripción molecular matemática que puede 
ser utilizada con gran éxito en la búsqueda de nuevos compuestos 
bioactivos, incluyendo fármacos (Gálvez y cols., 2012). La TM presenta la 
gran ventaja de transformar una actividad farmacológica dada en un 
patrón matemático-topológico, de modo que se pueden encontrar 
moléculas totalmente diferentes (hits y leads), que, siguiendo ese patrón, 
muestren dicha actividad. Naturalmente ese patrón general puede 
descomponerse en sub patrones, cada uno de ellos ligado a un mecanismo 
de acción particular. De esta manera se pueden hacer ambas cosas: buscar 
nuevos fármacos que sigan un mecanismo de acción determinado, e 
incluso, en determinados casos lo contrario, deducir el mecanismo de 
acción a partir del patrón que siguen las moléculas.  
El papel de la TM dentro de las metodologías QSAR en el campo de la 
inflamación y cáncer ha demostrado ser de gran relevancia. Si se analizan 
los resultados obtenidos por parte del grupo de investigación a lo largo de 
los últimos años, destaca la contundencia del método a la hora de 
identificar nuevos hits con perfil de antiinflamatorios y antineoplásicos 
(Gálvez-Llompart y cols., 2013). Aprovechando la experiencia en este 
ámbito, nace la colaboración con el departamento de Farmacología, con el 
que se inicia un periodo de investigación centrado en las enfermedades 
inflamatorias intestinales (EII). Una vez más, la TM demuestra su gran 
eficacia, permitiendo la identificación de agentes activos frente CU a 
través de distintos mecanismos como la inhibición de NF-kB e IL-6 (Gálvez-




Llompart y cols., 2011; Gálvez-Llompart y cols., 2013). A tal propósito cabe 
destacar la importancia y la eficacia del método aplicado en el campo de 
las enfermedades crónicas intestinales así como los numerosos resultados 
obtenidos, los cuales se han traducido en una review sobre la importancia 
del método en la búsqueda de tratamientos frente las EII (García-
Domenech y cols., 2013). Fue por tanto un paso lógico, intentar ir más 
lejos. Si la metodología ha sido capaz de identificar nuevos tratamientos 
frente a CU, por que no aprovechar dicho potencial para la identificación 
de compuestos que fuesen capaces de prevenir el desarrollo de la 
inflamación y del cáncer asociado a ésta. Por lo tanto, la presente Tesis 
nace con el objetivo de encontrar nuevos hits con capacidad 
quimiopreventiva frente a CCR asociado a CU. Para ello, la investigación se 
centra en dos vías de señalización claves en el desarrollo del cáncer y de 
los procesos inflamatorios relacionados con él.  
Otros autores emplearon índices topológicos en el campo del cáncer de 
colon para dilucidar qué proteínas pudieran actuar como marcadores 
tumorales de esta enfermedad (Munteanu y cols., 2009; Aguiar-Pulido y 
cols., 2012; Martínez-Romero y cols., 2010). Asimismo, también existen 
antecedentes del empleo de índices topológicos en la búsqueda de nuevos 
fármacos activos en cáncer de próstata (Sharma y cols., 2009). 
Igualmente se han empleado otras metodologías (docking molecular, 
modelos farmacofóricos, QSAR-3D, etc), con el fin de encontrar nuevos 
agentes terapéuticos en el campo del cáncer de colon y de próstata (Soon 
y cols., 2013; Slynko y cols., 2014; Kawkab y cols., 2012; Burnett y Gakh, 
2009; Wang y cols, 2004). Del mismo modo, las técnicas QSAR han sido 





Wnt/β-catenina  (Dong y cols., 2015; Li y cols., 2013;  Kirubakaran y 
Karthikeyan, 2013) y la vía del PI3K/Akt/mTOR (Zhan y cols., 2014; Jia y 
cols., 2013; Ran y cols., 2012; Du-Cuny y cols., 2009; Forino y cols., 2005).  
Sin embargo, el empleo de índices topológicos para la identificación de 
nuevas estrategias terapéuticas en las vías de señalización de Wnt/β-
catenina y PI3K/Akt/mTOR se ha desarrollado por primera vez en la 
presente Tesis doctoral (Zanni y cols., 2015). Tan solo hay constancia en la 
literatura de un estudio de Ajmani y cols., (Ajmani y cols., 2010) , en el que 
a través de índices topológicos analizan los requisitos estructurales de los 
inhibidores de Akt1, si bien no emplean los resultados para buscar nuevos 
compuestos inhibidores.  
En líneas generales, los modelos obtenidos en la presente Tesis 
doctoral se caracterizan por tener una alta especificidad para detectar 
falsos positivos (compuestos identificados por el modelo como 
potenciales inhibidores de Akt o β-catenina y que no poseen dicha 
actividad farmacológica). En otras palabras,  se ha procurado que los 
modelos fueran altamente específicos, incluso a costa de disminuir algo su 
sensibilidad, al objeto de garantizar en lo posible resultados positivos. 
Cuando analizamos los datos puramente estadísticos asociados a los 
modelos discriminantes, el lambda de Wilks (λ) es uno de los referentes. 
Valores de λ próximos a la unidad por regla general se asocian a no 
discriminación, por lo que conviene aclarar que este parámetro está 
influenciado por el número tan elevado de compuestos que contenía la 
muestra. Dicho de otro modo, al haber un número muy alto de 
compuestos en la zona de solapamiento activos/inactivos,  el lambda de 
Wilks adopta valores próximos a la unidad, a pesar de que el modelo es 




eficaz clasificando correctamente los compuestos 
(http://.ats.ucla.edu/stat/sas/notes2/). Este hecho se ve reflejado también al 
analizar el parámetro estadístico de la distancia de Mahalanobis (datos no 
mostrados), el cual describe la distancia respecto al centroide (valor medio 
de los compuestos de una clase), a la que se encuentra cada uno de los 
compuestos clasificados en el espacio topológico. Además, la distancia de 
Mahalanobis nos da una medida de la distancia entre los dos centroides 
(activos e inactivos). Al tener en cuenta este parámetro, se aprecia que 
para los modelos con lambda de Wilks próximo a la unidad (modelos 2 y 
4), el número tan elevado de compuestos provoca una disminución 
sensible de la distancia entre los dos centroides, causando un 
solapamiento de varios compuestos. De ahí que pese a ser clasificados 
correctamente,  no se aprecie una división espacial nítida.  Esta 
circunstancia es manifiesta al analizar el número de compuestos 
clasificados correctamente en las matrices de clasificación de los modelos 
2 (Tabla III.2) y 4 (Tabla III.4), donde se aprecian porcentajes de correcta 
clasificación del 76% y el 70%, respectivamente.  
Igualmente, este fenómeno se constata al hallar la media de los valores 
relacionados con la distancia de Mahalanobis para el modelo 2 respecto al 
modelo 1 (valor de lambda de Wilks de 0,6). En el caso del modelo 2 se 
obtiene un valor medio de distancia de Mahalanobis entre los dos 
centroides de 2,30, mientras que para el modelo 1, el valor casi se duplica: 
4,45.  Por tanto, se puede concluir que en modelos con un número grande 
de compuestos (>600 aprox) el solapamiento es inevitable, e implica 






Por otra parte, el empleo de redes neuronales ha permitido lograr un 
doble objetivo: por un lado, detectar posibles relaciones de tipo no lineal y 
por otro, ser más restrictivos al construir modelos capaces de distinguir 
compuestos con actividad inhibitoria frente a Akt o β-catenina, de 
moléculas antiinflamatorias y anti-neoplásicas. La capacidad de distinguir 
compuestos pertenecientes a las mismas familias farmacológicas, aporta 
un valor añadido a la estrategia de búsqueda de inhibidores de Akt y β-
catenina.  
En general, se puede afirmar que los modelos de tipo cualitativo fueron 
casi impecables, logrando predecir correctamente la actividad inhibitoria 
frente a las vías de señalización PI3K/Akt/mTOR y Wnt/β-catenina de cinco 
de los seis compuestos seleccionados, tal y como confirmaron los ensayos 
in vitro.  
Por lo que se refiere a la interpretación de resultados en términos de 
relación estructura-actividad, se presentan a continuación algunos de los 
aspectos más significativos. Desde luego, no es objetivo de este trabajo el 
estudio detallado de los aspectos estructurales que determinan la 
actividad inhibitoria de las vías estudiadas, sin embargo si se pueden 
analizar características estructurales que condicionan, de una manera 
clara,  la actividad de los compuestos y que se ven reflejadas en los 
ensayos in vitro. Veamos algunas de ellas.  
  




Uno de los factores que parece determinar la mayor potencia 
inhibitoria frente a Akt es la presencia de anillos condensados 6-5 de 
carácter aromático (indanos). Este hecho que se ve reflejado en los 
compuestos seleccionados (1-6), es coherente con los estudios previos de 
la literatura (Tiqing y cols., 2007). Por ejemplo, los compuestos Akt00566 y 
Akt00576, cuyas estructuras se muestran a continuación (Figura IV.1)  
presentan un valor CI50 frente Akt de 0,16 y 0,60 nM, respectivamente. 
      
Akt00566                                                                   Akt00576 
Figura IV.1. Estructura química de los compuestos Akt00566 (izquierda) y Akt00576 



















Por otro lado, compuestos con anillos condensados 6-6 como 
Akt00241, muestran valores de CI50 superiores (CI50= 69 nM) (Figura IV.2). 
  
 
                                                                         Akt00241 
Figura IV.2. Estructura química del compuesto Akt00241, Estructura química del 
compuesto Akt00241, inhibidor de Akt (Tiqing y cols., 2007). 
Este hecho se ve aún más claramente reforzado si consideramos el 
inhibidor Akt00723, el cual presenta un valor alto de CI50 (1330 nM) y 
posee solamente un anillo condensado aromático (pirrolopirimidínico). 
 
Akt00723 
Figura IV.3. Estructura química del compuesto Akt00723, inhibidor de Akt descrito en 




















Se puede pues concluir que hay constancia de que la presencia de 
anillos condensados, particularmente de tipo 6-5 (evaluados a través del 
descriptor nR09 presente en los modelos empleados), juega un papel 
importante en la inhibición de Akt.  
De hecho, cinco de los seis compuestos seleccionados (Figura III.30), 
presentan anillos condensados. Dichos anillos poseen además alta 
conjugación (aromaticidad) y se encuentran unidos a otros anillos 
aromáticos simples tales como benceno, furano o tiofeno. Si comparamos 
esos datos con los datos obtenidos en los ensayos sobre la vía de 
señalización del Akt/mTOR (Figura III.31), se hace manisfiesto que, en 
general, los compuestos que presentan anillos condensados son los que 
presentan actividad inhibitoria en dicha vía. En particular, las dos 
moléculas que tienen anillos condensados de 6-5 miembros son, en la 
mayor parte de los casos, las más potentes (inhibidores 4 y 6) en las dos 
vías de señalización estudiadas (Wnt/β-catenina y PI3K/Akt/mTOR) (Figura 
III.31 y Figura III.32). Concretamente, en el ensayo de Akt el inhibidor 4 a 
las 48 h reduce sensiblemente los niveles de p-Akt y p-mTOR, mientras 
que en los ensayos in vitro para determinar la actividad frente a β-
catenina, los inhibidores 4 y 6 disminuyen sensiblemente su expresión.   
En efecto, el inhibidor 4 presenta un anillo dihidro-indolona mientras 
que el 6, uno de tipo tiazolpirimidinona (Figura III.30). En este sentido, es 
significativo que la única molécula que no presenta anillos condensados 
(inhibidor 5) (Figura III.30) es la que no muestra actividad en ninguno de 






Por el contrario, el inhibidor 2, que presenta dos anillos hexagonales 
condensados, solo muestra actividad significativa en m-TOR y moderada 
en β-catenina. Curiosamente, los dos compuestos menos activos frente a 
β-catenina (inhibidores 1 y 3) contienen tres anillos condensados, a saber, 
grupos amino-pirano-cromenona, hecho que refuerza la idea de la 
necesidad de presencia de un anillo doble 6-5 para obtener una actividad 
óptima (Figura III.30). Así pues, la presencia de anillos aromáticos 
condensados es para muchas moléculas una condición necesaria para 
inhibir estas vías de señalización, si bien no es condición suficiente. 
Por otra parte, en las ecuaciones FD1 a FD4 aparecen índices 
relacionados directa o indirectamente con la existencia de alta 
conjugación y aromaticidad (como por ejemplo EEig11r, piPC02 o SCBO), 
lo que nos obliga a una interpretación. 
En efecto, la influencia de la conjugación se pone de relieve en los 6 
compuestos ensayados como inhibidores. Así, es interesante al respecto la 
comparación entre dos moléculas que muestran una estructura similar: 
los inhibidores 1 y 3. Ambos comparten el esqueleto común de 2-amino-4-
fenil-4H-piranocromenona (Figura IV.4), y ambos comparten grupos 
electrófilos unidos al anillo bencénico: el inhibidor 1 posee un nitrilo y el 
inhibidor 3 un nitro (potentes aceptores π )(Figura IV.5). 
  





Figura IV.4. Esqueleto tipo 2-amino-4-fenil-4H-piranocromenona. 
 
  
Figura IV.5. Estructura química de los inhibidores 1 y 3. 
Además ambos poseen sustituyentes sobre ese mismo anillo que 
tienen un efecto mesómero dador π (hidroxilo el inhibidor 1 y metoxi el 
inhibidor 3). La única diferencia es que dichos sustituyentes se encuentran 
en posición para y orto, respectivamente, en el anillo bencénico. Esa 
diferencia determina que el primero muestre más actividad inhibitoria 
frente a mTOR (Figura III.30), mientras que el segundo frente a Akt.  
Un comportamiento similar puede observarse en el inhibidor 2, que 
posee un anillo de tetrahidrocromenona unido a otro bencénico que 
contiene grupos dadores π tales como el metoxi y el propinólico en 
posiciones meta y para, respectivamente. Al igual que el inhibidor 1, posee 



















La presencia de dadores π también se da en el compuesto que ha 
demostrado un mejor perfil inhibitorio frente a las vías de señalización 
estudiadas: el inhibidor 4, ya que posee un átomo de bromo en la posición 
5 del anillo dihidroindólónico. 
En resumen, los resultados apuntan que, para los compuestos que 
poseen estructura de cromenona, la máxima actividad se da cuando sobre 
los anillos condensados hay aceptores π y sobre el anillo bencénico 
adjunto  (si existe)  dadores π. 
Como se observa en las Figuras III.31 y III.32, los dos compuestos que 
demostraron una mayor actividad (inhibidores 4 y 6) presentan un anillo 
de pirrolidinona (Figura III.30) y el más potente (inhibidor 4) posee un 
halógeno (Br) en la posición 5 del anillo indólico, lo que produce un efecto 
mesómero dador π sobre el anillo. Esta presencia de bromo ya se tiene en 
cuenta en el modelo FD2 a través del índice T(O…Br), como factor 
influyente en la actividad inhibitoria frente a Akt. Ese índice nos indica que 
no solo es importante la presencia del halógeno, sino su posición respecto 
al oxígeno del carbonilo del anillo condensado. A este respecto, es 
interesante señalar los 5 inhibidores ensayados que resultaron activos 
poseen un grupo carbonilo unido al anillo condensado, lo que sugiere que 
el carácter nucleófilo (dador de electrones) del carbonilo es también 
relevante para la actividad. 
  




El hecho de que la presencia de halógenos sea coadyuvante a la 
actividad, es coherente con lo ya descrito en literatura, donde se constata 
la presencia de halógenos en algunos de los AINEs más potentes 
(diclofenac, celecoxib, diflunisal, indometacina) (Hadjipavlou-Litina y cols., 
2000; Parisini y cols., 2011). En este caso, si observamos el grupo de 
compuestos seleccionados por TM (Figura III.30) y los resultados 
obtenidos in vitro en ambas vías (Figura III.31 y Figura III.32), destaca por 
su actividad el inhibidor 4, que es el único compuesto que presenta un 
halógeno (Br) en su estructura.  
Otros aspectos estructurales y constitutivos a discutir y que coinciden 
con lo ya publicado en literatura (Ajmani y cols., 2010) sobre los factores 
determinantes de la actividad inhibitoria frente a Akt son: 
-Presencia de aceptores y dadores de hidrógeno. Así, se observa que 
es necesaria la presencia de ambos (grupos carbonilo e hidroxilo, 
por ejemplo), aunque los dadores favorecen la actividad. De hecho, 
todos los compuestos activos poseen al menos un dador, salvo el 
inhibidor 6, si bien en este caso el grupo éster debe hidrolizarse 
para de este modo generar un hidroxilo. Es interesante constatar 
que para la inhibición de mTOR, la presencia de grupos dadores de 
hidrógeno juega un papel fundamental. De este modo, el inhibidor 1 
con dos grupos dadores (OH- y NH2-) es más potente que el 
inhibidor 3 con tan solo un grupo dador (NH2-). Igualmente, la 
potencia del grupo dador es relevante; así, el inhibidor 4 con un 
grupo dador potente (OH-), inhibe en mayor grado que el inhibidor 
2 (grupo dador NH2-, menos potente) y este a su vez, más que el 





- El número de enlaces rotables es otro factor que influye en la 
actividad. De acuerdo con Ajmani S. y colaboradores, a mayor 
número de enlaces rotables menor actividad. Esta afirmación es 
coherente con el caso del inhibidor 5, que contiene 7 enlaces 
rotables y resultó ser inactivo. Esta misma característica puede 
justificar porque las moléculas que poseen anillos condensados son 
las más activas y demás es coincidente con lo previsto por la 
conocida “regla del 5” de Lipinski (Lipinski, 2004), de acuerdo con la 
cual el máximo número de enlaces que posean libre rotación debe 
ser 5 para una óptima actividad. Sin embargo, el compuesto más 
potente (inhibidor 4) resultó tener 8 enlaces rotables, lo que 
demuestra que la regla puede tener excepciones. 
-La presencia de halógenos también se ha señalado como 
coadyuvante a la actividad. Esto es coherente con el hecho de que 
el inhibidor más potente (inhibidor 4) sea el único que contiene un 
halógeno. 
-Igualmente, la presencia de grupo carbonilo directamente enlazado 
a anillos aromáticos, favorece la actividad (el único inactivo, el 
inhibidor 5 no presenta esta característica). Es también interesante 
comprobar que en todos los compuestos activos, la separación 
entre estos carbonilos y los grupos dadores π (como NH2 o Br) es de 
6 enlaces, lo que parece ser un factor relevante en la actividad 
inhibitoria frente a Akt. 
  




Un aspecto de especial interés para nosotros es el papel 
preponderante que juegan los índices topológicos de carga en relación con 
la actividad inhibitoria frente a las vías objeto de estudio. Así, se aprecia 
una relación entre los compuestos activos frente a mTOR, inhibidores 1-4 
y 6, los cuales presentan anillos condensados,  y el índice JGI2, que es el 
índice de carga a distancia 2 ponderado por enlace. En general, a mayor 
valor del índice JGI2 mejor perfil inhibidor frente a mTOR, lo que se 
interpreta como una medida de la conjugación y aromaticidad del 
compuesto. Respecto a β-catenina, es interesante que los tres 
compuestos más activos (inhibidores 2, 4 y 6) posean grupos dadores π, 
tales como amina primaria, secundaria y terciaria, grupos ester, hidroxilo, 
metoxi o halógenos. Todos ellos ejercen un efecto mesómero +M, que 
coherentemente con lo visto anteriormente, favorece la actividad 
inhibitoria.  
Por último, conviene discutir la influencia la quiralidad en la actividad 
de los inhibidores, ya que todas las moléculas seleccionadas incluyen un 
carbono quiral. Esto es interesante dado que la TM no distingue entre 
isómeros ópticos y es por tanto probable que uno de los enantiómeros sea 
más potente que el otro. Por ello pensamos que podría valer la pena 
realizar en el futuro  ensayos sobre ambos enantiómeros para determinar 
cuál de los dos (R o S) es más potente como inhibidor de las vías de 
señalización Wnt/β-catenina y PI3K/Akt/mTOR. 
Tras haber discutido los aspectos físicoquímicos ligados a la inhibición 
de las dos vías de señalización implicadas en procesos inflamatorios y 






Con el fin de respetar el principio de las 3Rs, los seis compuestos 
seleccionados por TM fueron ensayados empleando dos líneas celulares 
humanas: HT-29 (cáncer de colon) y PC-3 (cáncer de próstata).  
Puesto que las dianas farmacológicas propuestas son las vías de 
señalización Wnt/β-catenina y PI3K/Akt/mTOR, cuya anormal activación 
está implicada en la proliferación celular de diferentes tumores celulares, 
como el de colon o el de próstata, se inició el estudio in vitro de los 
productos seleccionados (inh 1-6). Entre los compuestos ensayados a una 
concentración final de 100 μM, destacan los productos 3 y 4 frente a la 
proliferación celular de las células HT-29. La intensidad del efecto 
antiproliferativo es comparable a la de los inhibidores de referencia de β-
catenina (FH535), PI3K (LY294002) y cinasa dependiente de ciclina 
(AT7519). De hecho, el compuesto 4 supera el de FH535 y AT7519. Estos 
primeros datos aconsejaban la posibilidad de estudiar in vivo dicho 
compuesto en modelos animales de procesos cancerosos de colon. 
Comportamiento similar se observó en los cultivos celulares de células 
de cáncer de próstata (PC-3). A la concentración final de 100 μM se 
comprobó que todos los productos, excepto el 2 y 5, inhibían la 
proliferación celular.  De nuevo, sobresale el producto 4 con un efecto 
antiproliferativo superior al fármaco de referencia, bicalutamida (Jing y 
cols., 2015). El crecimiento celular es prácticamente anulado cuando se 
ensaya dicho compuesto a 200 μM, tan solo un 3% de viabilidad celular.   
  




El estudio bioquímico ha permitido constatar que el efecto 
antiproliferativo está relacionado con la inhibición de las vías de 
señalización PI3K/Akt/mTOR y/o Wnt/β-catenina. Para ello se determinó 
el efecto de los compuestos sobre la expresión de Akt y mTOR, tanto a 
nivel citosólico como nuclear después de 1 y de 48 horas tras el 
tratamiento de las células PC-3 a una concentración final de 50 μM. Tras la 
hora de tratamiento, los productos 2 y 4 reducían significativamente el 
grado de fosforilación de p-mTOR (aproximadamente un 50%) de modo 
similar al compuesto inhibidor de Akt, inhibidor IV (40%). Respecto a la 
fosforilación de Akt, algunos compuestos la inhibieron aunque no de 
modo significativo. Sin embargo, el grado de inhibición presentado por el 
compuesto 4 (45%) superó al de referencia inhibidor IV (25%).  
A las 48 horas de tratamiento se observó una redución significativa de 
la fosforilación de Akt por efecto de los compuestos 3, 4 y 6, con valores 
superiores al fármaco de referencia. Respecto a p-mTOR podemos afirmar 
que todos los compuestos, excepto 5 y 6, redujeron significativamente su 
expresión en PC-3 y lo hicieron de un modo similar al inhibidor IV 
(aproximadamente un 65%), destacando nuevamente el compuesto 4 que 
lo hizo en un 75%.  
En condiciones basales, la β-catenina celular está unida 
mayoritariamente a E-cadherina en la membrana celular. La citosólica se 
mantiene en un estado inactivo a través de su interacción con un gran 
complejo proteico con varias proteínas, incluyendo GSK-3β. En esta 
situación β-catenina es fosforilada principalmente por GSK-3β y 
etiquetada para su degradación proteasómica. Bajo estas condiciones, los 





3β se inhibe conduciendo a la estabilización y acumulación citoplásmica 
de β-catenina, que en este momento entra en el núcleo e induce la 
expresión de sus genes diana, entre ellos el de la ciclina D1, que promueve 
la progresión del ciclo celular.  
Tras las primeras 4 horas de tratamiento, solo el compuesto 6 tuvo un 
discreto efecto inhibidor sobre la actividad de la β-catenina. Similares 
resultados se obtuvieron a las 48 h para los compuestos 2, 4 y 6. Es decir, 
en las condiciones del estudio, los compuestos reducen de modo no 
significativo la expresión de β-catenina. Aunque la acumulación de la β-
catenina en el citoplasma no se afecta, los compuestos 4 y 6 reducen 
significativamente la expresión de la ciclina D1. Es decir, la interacción de 
la β-catenina con el gen diana de ciclina D1 no se produce y por lo tanto, 
se detiene el ciclo celular, apareciendo un efecto antiproliferativo. Con el 
fin de determinar donde se produce la inhibición de la traslocación de la β-
catenina, las células PC-3 se trataron con un inhibidor de GSK- 3β, que 
permite la entrada de β-catenina, acumulándose en el núcleo celular. 
Cuando las células se trataron,  se observó como los compuestos 2, 4 y 6 
reducian los niveles de β-catenina asociada a la membrana y citosólica, 
acumulándose en una región yuxtanuclear discreta evitando así su 
translocación al núcleo y por tanto, la activación del gen que codifica la 
ciclina D1, inhibiendo así la proliferación celular.   
  Del análisis de los resultados in vitro  se deduce que el compuesto 4  
es el más activo por su efecto antiproliferativo con un mecanismo de 
acción inhibitorio en ambas vías, lo que le convierte en el hit con mayor 
potencial de aplicación en el tratamiento y quimioprevención del cáncer. 




La enfermedad inflamatoria intestinal (EII), principalmente la CU y la 
enfermedad de Crohn, se caracterizan por una inflamación crónica del 
tracto gastrointestinal en las que se alternan episodios de crisis con fase 
de remisión. Los estudios epidemiológicos han indicado que ambas 
enfermedades son importantes factores de riesgo para el desarrollo del 
CCR (Siegel y cols., 2014). La colitis crónica ocasiona un ambiente 
favorable para la iniciación y promoción del crecimiento tumoral, 
progresión y metástasis. La incidencia del CCR depende de la duración, 
severidad y extensión de la inflamación del colon, así como del 
tratamiento de la enfermedad y factores genéticos y ambientales. 
Aproximadamente, un 25-40% de los pacientes sin colectomia profiláctica, 
desarrollarán CCR depués de 40 años de enfermedad (Grivennikov, 2013).  
Establecer la eficacia de nuevos tratamientos en EII y CCR requiere de 
la investigación con modelos animales que reproduzcan la clínica de la 
colitis y CCR humanos. El modelo de inducción de CCR por la 
administración de AOM/DSS es uno de los más utilizados para este tipo de 
estudio. La exposición contínua del DSS provoca en los animales una 
inflamación crónica con infiltración celular, erosión de la mucosa y pérdida 
de las criptas que favorecen los cambios histopatológicos en el epitelio 
intestinal, pero la incidencia de tumores es relativamente baja y además 
solo aparece en un 15-20% de los animales (Clapper y cols., 2007). Sin 
embargo, cuando se inyecta el agente cancerígeno AOM y se exponen los 
ratones a repetidos ciclos de DSS, la aparición de adenocarcinomas ocurre 
rápidamente y en todos los animales. El AOM se comporta como un 
agente alquilante del ADN, provocando mutaciones y promoción de 
tumores. El grado de inflamación y displasia es similar a la que se observa 





tanto, es un modelo adecuado para probar el efecto quimiopreventivo de 
fármacos contra el CCR asociado a colitis (Grivennikov, 2013). 
El AOM produce una mutación en el codon 33 y en la β-catenina, 
cambiando su distribución citoplasmática/nuclear y aumentando su 
presencia en el núcleo de las células, lo que es equivalente a la alteración 
de la distribución de esta proteína en el CCR humano. Algunos autores han 
demostrado que la desregulación de la vía PI3K/Akt/mTOR está asociada a 
la aparición de tumores en el colon. De hecho, un aumento de la 
expresión de Akt y de la fosforilación de Akt es una señal temprana de la 
carcinogénesis de colon, activando la cascada oncogénica, promoviendo el 
crecimiento y proliferación celular e impidiendo la apoptosis.  
El primer paso fue estudiar el compuesto 4 en un modelo de 
inflamación intestinal aguda inducida por la administración de DSS 
durante 7 días. Este es  un excelente modelo preclínico que muestra 
algunas de las características fenotípicas de la CU humana  y se ha 
comprobado como los tratamientos habituales en humanos tales como 
corticosteroides, metronidazol, 5-ASA, ciclosporina, etc, son efectivos en 
este modelo (Sann y cols., 2013). El mecanismo exacto de como el DSS 
produce la lesión en el epitelio intestinal del colon no está perfectamente 
aclarado, aunque una acción tóxica sobre el mismo se ha visto implicada. 
La CU inducida por DSS se caracteriza por un incremento de la infiltración 
de células inflamatorias, liberación de citocinas pro-inflamatorias, 
incremento de la expresión de enzimas pro-inflamatorias como COX-2 e 
iNOS y activación factores de la transcripción nuclear como  NF-κB y 
STAT3. Estos cambios, producen en el intestino erosión, sangrado, edema 
y úlceras, lo que conduce a la destrucción de la mucosa intestinal 




(Solomon y cols., 2010). En este estudio los ratones Balb/C recibieron DSS 
(3% P/V) durante 7 días apareciendo en el grupo control diarrea, ligero 
sangrado rectal y ligera pérdida de peso.  Los animales tratados con el 
compuesto 4 estuvieron protegidos frente a la inflamación inducida por el 
DSS, mejorando algunos de los signos clínicos como la diarrea y el 
sangrado (Figura III.34). La severidad de la inflación intestinal estuvo 
reducida con respecto al control a pesar de ocasionar una pérdida de peso 
mayor que en el grupo control (Tabla III.12). Sin embargo, los animales 
que recibieron solo el compuesto 4 en ausencia de DSS no mostraron 
cambios significativos en el peso corporal respecto a los ratones que no 
recibían producto alguno, solo agua de bebida. Esto induce a pensar que 
el compuesto 4 no es tóxico, al menos de forma aguda. 
La evaluación macroscópica y el posterior análisis histológico 
confirmaron el beneficioso efecto del compuesto 4. Uno de los 
indicadores de la inflamación intestinal por DSS es el acortamiento del 
colon (Tabla III.14). Como se puede comprobar, los animales tratados 
están protegidos, ya que presentan valores de longitud de colon muy 
semejantes a los de los animales sanos. Esta mejora se corrobora también 
a nivel histológico, observándose una menor infiltración de células 
inflamatorias, una reducción de la severidad y extensión de la inflamación 
así como un menor grado de daño en la mucosa intestinal (Figura III.38). 
Estos resultados se vieron confirmados con la determinación de la 
actividad MPO en las muestras homogeneizadas de colon. La MPO es 
miembro de la superfamilia de las peroxidasas y se almacena en los 
gránulos azurófilos de los leucocitos, y está implicada en la producción de 





DSS aumenta la infiltración leucocitaria que es reducida por efecto del 
compuesto 4 (41%).  
Por otro lado, es sabido que las citocinas proinflamatorias tienen un 
papel estelar en la patogénesis de la CU. Una de ellas es la IL-6, clave en la 
modulación de la respuesta inflamatoria de modo que los niveles en 
sangre de esta citocina se correlacionan con algunos de los parámetros de 
la CU. IL-6 ejerce sus efectos a través de su interacción con el receptor 
soluble para IL-6 (sIL-6R). Un aumento de IL-6 y de su receptor, ocasiona 
un aumento de la expresión y traslocación del STAT3 mediante la 
inhibición de la apoptosis de los linfocitos T de la lámina propia.  La 
acumulación de dichas células origina un proceso de inflamación crónica 
que puede ser bloqueada mediante los anticuerpos para el receptor de IL-
6 (Sánchez-Muñoz y cols., 2008). Pues bien, es importante reseñar que el 
compuesto 4 inhibió en un 80% la producción de IL-6 (Figura III.39), a lo 
que se suma el hecho de que también inhibió significativamente la 
expresión de COX-2 (42%) e iNOS (55%) en las muestras de colon (Figura 
III.40). Estos mediadores inflamatorios están ampliamente relacionados 
con el desarrollo de CU e incluso con la derivación de ésta a cáncer de 
colon, particularmente la COX-2 (Setia y cols., 2014;  Lee y cols., 2014; Kim 
y cols., 2015). La vía de señalización celular NF-κB es una de las 
principalmente implicadas en la inflamación intestinal. Es un factor 
regulador de la expresión de genes proinflamatorios.  Generalmente, NF-
κB se encuentra en reposo en el citoplasma en forma de heterodímero 
complejo compuesto por dos subunidades p65/p50 combinadas a su vez 
con la proteína inhibitoria IκB. Su activación y traslocación al núcleo 
resulta en la expresión de citocinas pro-inflamatorias y enzimas como las 
ya citadas.  El análisis por Western blot de las muestras de colon en los 




animales tratados con el compuesto 4 muestran una marcada reducción 
de la activación de NF-kB y la translocación de la subunidad p65 al núcleo 
(63%) con respecto al control (Figura III.41).  
En resumen, los resultados obtenidos in vivo con el compuesto 4 en 
este modelo de inflamación aguda, permitieron que fuera estudiado en el 
modelo de cáncer colorrectal asociado a colitis ulcerosa crónica inducida 
por AOM/DSS en ratones C57BL/6, descrito en líneas anteriores. El fin del 
experimento es la aparición de la displasia o cáncer colorectal en los 
animales, lo que se asegura por la exposición de los ratones a tres ciclos 
repetidos de DSS tras la inyección subcutánea de AOM.  La administracion 
del compuesto 4 durante las 9 semanas del experimento a razón de tres 
dosis semanales (30 mg/kg) no redujo la mortalidad respecto al grupo 
control de AOM/DSS (alrededor de un 40% de bajas tras el primer ciclo de 
DSS). En los que sobrevivieron, el número de tumores se vio reducido en 
un 50% no así la incidencia de la aparición del cáncer. Los factores que 
pueden haber influido en este discreto resultado son varios, si bien 
pensamos que la dosis y la duración del tratamiento son elementos que 
pueden haber influido negativamente en el resultado final. Por tanto, son 
necesarios estudios adicionales que demuestren de modo inequívoco el 
efecto preventivo de la aparición de CCR en colitis ulcerosa puesto que los 
resultados obtenidos con los animales sometidos a tres ciclos de DSS sin 
tratamiento previo con AOM así lo sugieren. De hecho, el compuesto 4 
redujo la mortalidad de los ratones tras el primer ciclo de DSS (Tabla 
III.16), mientras que las bajas en el control fueron notables. En el grupo 
control, la administración cíclica de DSS provocó una colitis crónica 
cuantificada mediante el IAE y corroborada macroscópicamente e 





durante las 9 semanas del experimento a razón de tres dosis semanales, 
protegió  a los animales de las alteraciones del colon inducidas por el DSS. 
No se observó pérdida de peso corporal respecto al control, pero si una 
mejora de la consistencia de las heces y la ausencia de sangre en las 
mismas, lo que proporcinó un valor de IAE muy inferior al del control e 
incluso al fármaco de referencia 5-ASA (Giner y cols., 2013) (Tabla III.17). 
Esta mejora estuvo acompañada de una protección de acortamiento del 
colon tras los 64 días de tratamiento (Tabla III.18). El estudio histológico, 
revela que el compuesto 4 es capaz de disminuir el daño en las criptas, el 
nivel de edema e infiltración celular y la ulceración de la mucosa intestinal 
(Figura III.44C).  
Todos estos datos, sugieren el importante efecto anti-inflamatorio del 
compuesto 4 en la CU aguda y crónica. Los datos obtenidos a nivel 
molecular en la inflamación aguda así como en los estudios in vitro con 
células cancerosas, hacen pensar que el compuesto 4 puede prevenir la 
aparición y progresión de las lesiones cancerosas a nivel del colon, aunque 
la primera aproximación no haya tenido el éxito deseado.  
Hoy en día, es  un hecho reconocido que los procesos inflamatorios 
característicos de la CU están estrechamente ligados al desarrollo de 
cáncer colorrectal por activación, entre otras,  de las vías PI3K/Akt/mTOR 
y Wnt/β-catenina, por lo que reduciendo la inflamación o bien inhibiendo 
dichas vías se podría  conseguir un efecto quimiopreventivo frente a la 
aparición del cáncer. De hecho, una reciente publicación pone de 
relevancia la importancia de eliminar los procesos inflamatorios crónicos  
ya que contribuyen al desarrollo del cáncer generando un microambiente 
inmunosupresor que favorece la formación de tumores y la progresión del 




cáncer (Wang D y DuBois R N, 2015). Este entorno inmunosupresor 
permite a las células tumorales evadir la inmunovigilancia del anfitrión 
favoreciendo el crecimiento tumoral, su progresión y difusión. Un ejemplo 
de esto lo encontramos en los mediadores proinflamatorios IL-6 e PGE2, 
los cuales estimulan la iniciación del proceso tumoral mediante el 
silenciamiento de la supresión tumoral y/o la reparación de genes por 
medio de la inducción de la metilación del DNA. Asimismo, el factor de 
transcripción NF-kB activa la vía de señalización del Wnt ligada a procesos 
de iniciación tumorales (Schwitalla S y cols., 2013).  
En conclusión, sería necesario un futuro estudio de las propiedades 
ADME-tox del compuesto 4, para poder iniciar el proceso que transforme 
el hit en un lead. Aunque por supuesto queda mucho camino por recorrer 
hasta que el compuesto 4 pudiera pasar a la fase de ensayo clínico, los 
resultados han confirmado plenamente que la TM es una metodología 
muy eficaz en la búsqueda de nuevos compuestos cabeza de serie 

















1. Se han elaborado modelos matemáticos QSAR que relacionan la 
actividad inhibitoria de distintos compuestos de las vías de señalización 
celular PI3K/Akt/mTOR y Wnt/β-catenina, con sus descriptores 
topológicos. En general, los modelos obtenidos resultaron significativos 
estadísticamente y presentaron una buena capacidad predictiva. 
 
2. Estos modelos se usaron para rastrear la base de datos Specs, 
constituida por aproximadamente 280.000 moléculas, y de este modo 
identificar nuevos hits y leads inhibidores de las vías de señalización 
PI3K/Akt/mTOR y Wnt/β-catenina. Resultado de esta búsqueda fue la 
selección de seis compuestos, uno de ellos de origen natural, que 
pasaron a ensayos experimentales para confirmar su actividad 
farmacológica. 
 
3. Los compuestos 4 y 6, derivados de tipo tiazolpirimidinona e indólico, 
respectivamente, inhibieron sustancialmente el crecimiento de dos 
líneas celulares humanas tumorales (HT-29 and PC3). Estos 
compuestos, tal y como los modelos predijeron, fueron capaces de 
inhibir las vías de señalización de la Wnt/β-catenin y de la 
PI3K/Akt/mTOR. Además también inhibieron significativamente la 









4. La disponibilidad del compuesto 4 permitió su ensayo in vivo en un 
modelo de CCR asociado a CU inducida por AOM/DSS. A pesar de su 
notable efecto antiinflamatorio en un modelo de CU inducida por DSS, 
el producto no pudo detener la aparición de tumores de colon a la 
dosis utilizada (30 mg/kg), a pesar de que disminuyó el número y 
tamaño de los mismos. 
 
5. Sobre la base de los modelos matemáticos, los resultados 
experimentales se han discutido en términos de relación estructura-
actividad, demostrándose que factores tales como moléculas 
altamente conjugadas que incluyan anillos condensados tipo 6/5, 
presencia de dadores de hidrógeno, de grupos que estabilizan por 
resonancia (aceptores y dadores de electrones p), entre otros, juegan 
un papel relevante en la actividad. 
 
6. Los resultados obtenidos in vitro e in vivo permite refinar los modelos, 
de modo que, por ejemplo, se podría optimizar la predicción de los 
valores de CI50 para inhibidores de las vías de señalización estudiadas. 
 
7. Finalmente, este trabajo es una claro exponente de la eficacia del 
desarrollo de los proyectos colaborativos interdisciplinarios, en este 
caso farmacología-diseño molecular. Ello queda manifiestamente 
demostrado  por la obtención de al menos dos nuevos compuestos 
cabeza de serie con notable actividad in vitro e in vivo que, siguiendo 
los mecanismos previstos, podrían constituirse en un futuro como 
nuevos fármacos protectores frente al cáncer.  
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ANEXO I. MATERIAL DE LABORATORIO 
Material Suministrado por 
Agitador magnético IKA® RCT Basic 
Agitador orbital Gyro-Rocker STR9 (Sigma-Aldrich) 
Balanza de precisión  Sartorius 
Baño termostatado con agitación Julabo SW-20 
Baño ultrasonidos Branson Ultrasonics 
Campana de flujo laminar Telstar Bio-II-A V6.03 
Centrífugas 
Eppendorf 5810 R  
Hettich Mikkro 200 
Citómetro de flujo BD FACSCanto™ II (BD Bioscience) 
Congelador (-80 ºC) Esco Lexicon® ULT Freezer, Esco 
Contador de células Z2™ Series COULTER COUNTER®, Beckmann Coulter 
Cubreobjetos de vidrio estériles 1,5 mm  Sigma-Aldrich 
Espectrofotómetros  
Multiskan EX Plate Reader  Labsystems  
Victor™ X3 2030 Multilable Reader Perkin-Elmer 
Estufa termostatada Selecta 
Frasco T-175 para cultivo celular Sarstedt 
Fuente de alimentación para electroforesis Amersham Biosciences EPS-301  
Homogenizador Kinemática Polytron 
Incubador Thermo Electro Corp Hepa Class 00 (Thermoscientific) 
Material quirúrgico (pinzas, tijeras) Fine Science Tools 
Membrana de transferencia , AmershamTM  
HybondTM P 0,45 PVDF GE Healthcare 
Mezclador de vórtice IKA® Vortex Genius 3 
Microscópios 
Nikkon Eclipse TE2000-S y E800 
Leica TCS SP5 
Papel secante Whatman 3 MM GE Healthcare 
Parafilm Sigma-Aldrich 
Placas de 6 y de 96 pocillos Sarstedt 
Placas de 96 pocillos costar® (para ELISA) Corning Incorporated 
Placa de microtitulación Deltalab 
Películas fotográficas  Amersham Biosciences HyperfilmTM ECL  





Repetidora Bibby Step, Bibby Sterilin Ltd. 
Puntas para pipetas automáticas Deltalab 
Sistemas de electroforesis vertical y de 
transferencia húmeda  Mini PROTEAN® Tetra cell, Bio-Rad 
  Sistema de purificación de agua Millipore Milli-Q®, Merck Millipore 





Unidad de electroforesis horizontal Biostep GH102 
Unidad de transferencia semi-seca Amersham Biosciences Hoefer™ TE 70 
Ultrasonidos Branson Sonifier® S-150 
Amersham Biosciences (Piscataway, NJ, EE.UU.); BD Bioscience (San Jose, CA, EE.UU.); Bioline (Humber 
road, Londres); Bio-Rad (Hercules, CA, EE.UU.);  Bio-step (Burkhardtsdorf, Alemania); Bibby Sterilin Ltd. 
(Staffordshire Reino Unido); Branson Ultrasonics (Danbury, CT, EE.UU.); Corning Incorporated (Corning, 
NY, EE.UU.); Crison (Barcelona, España); Deltalab (Barcelona, España); Eppendorf Research (Hamburg, 
Alemania); Esco (Barnsley, Reino Unido); Fine Science Tools (Heidelberg, Alemania); GE Healthcare 
(Chalfont St. Giles, Reino Unido); Hettich (Tuttlingen, Alemania); IKA (Staufen, Alemania); Julabo 
(Seelbach, Alemania); Labnet (Edison, NJ, EE.UU.); Leica (Paterna, España); Merck Millipore (Darmstadt, 
Alemania); Nikon (Barcelona, España); PerkinElmer (Massachusetts, EE.UU.); Sarstedt (Nürnbrecht, 
Alemania); Sartorius (Göttingen, Alemania); Selecta (Madrid, España); Sigma-Aldrich (St. Louis, MO, 








ANEXO II. REACTIVOS 
Sigma-Aldrich 
Acetato de sodio 
Ácido 4-(2-hidroxietil)-1-piperazinaetanosulfónico (HEPES) 
Ácido etilendiaminotetraacético  (EDTA) 
Ácido sulfúrico 
Acrilamida/bis-Acrilamida (30%) 
Albúmina sérica bovina (BSA) 
Aprotinina 
Azida sódica 
Bromuro de 3-(4,5-dimetiltiazol-2-il)-2,5-difeniltetrazolio (MTT) 
Bromuro de hexadeciltrimetilamonio ( HTAB ) 
Cloruro de magnesio 
Cloruro potásico 






Fluoruro de fenilmetilsulfonilo (PMSF) 
Fluoruro de sodio 
Glicerol 
Glicina 
Hidróxido de sodio 
Igepal CA-630 
Inhibidor de Akt IV 




Ortovanadato de sodio 
Penicilina/Estreptomicina 
Pepstatina 
Peróxido de hidrógeno 
Persulfato de amonio (APS) 
Reactivo de Bradford 
Reactivo de Griess 
Tetrametilbencidina (TMB) 
Tetrametiletilendiamina (TEMED) 
Tris(hidroximetil)aminometano (Tris base) 










Medio Eagle modificado por Dulbecco (DMEM) 
Tripsina 
Otros 
Cóctel de inhibidores de proteasas (Roche) 
Dextrano sulfato sódico (DSS) (MP Biomedicals) 
Inhibidor de referencia de la via PI3K/Akt/mTOR (LY294002) (Deltaclon) 
Inhibidor de referencia ciclina (AT7519) (Deltaclon) 
Leche en polvo desnatada (Central Lechera Asturiana) 
Membrana de PVDF Hybond™-P  (GE Healthcare) 
Patrón de proteína de peso molecular (Bio-Rad) 
Proteína humana recombinante Wnt3 (R&D Systems) 
Tampón reductor (Pierce Biotechnology) 
Bio-Rad (Hercules, CA, EE.UU.); Central Lechera Asturiana (Granda-Siero, Asturias,  
España);Deltaclon (Madrid, España); MP Biomedicals (Santa Ana, CA, EE.UU.); Pierce  
Biotechnology (Rockford, IL, EE.UU.); Roche (Basel, Suiza); Sigma-Aldrich (St. Louis,  
MO, EE.UU.)  
 
  




ANEXO III. ANTICUERPOS Y KITS 
Anticuerpos primarios Compañía 
Akt Cell Signalling Technology 
β-actina Santa Cruz Biotechnology 
β-catenina Santa Cruz Biotechnology 
β-tubulina Sigma-Aldrich 
Ciclina D1  Merck Millipore 
COX-2 Merck Millipore 
iNOS Abcam 
mTOR Cell Signalling Technology 
p65 Merck Millipore 
p-Akt-ser473 Cell Signalling Technology 
p-mTOR  Cell Signalling Technology 
Anticuerpos secundarios Company 
IgG anti-conejo conjugado con peroxidasa Santa Cruz Biotechnology 
IgG anti-ratón conjugado con peroxidasa Santa Cruz Biotechnology 
Kits Company 
Kit de Elisa para la determinación de IL-6 en 
ratones  
eBioscience 
Reactivo de quimioluminiscencia  Merck Millipore 
Abcam (Cambridge, Reino Unido); Cell Signaling Technology (Beverly, CA, EE.UU.); eBioscience  
(San Diego, CA, EE.UU.); (Merck Millipore (Darmstadt, Alemania); Santa Cruz Biotechnology (Santa  







ANEXO IV.COMPOSICIÓN DE TAMPONES 
IV.1.Tampones para preparación de muestras (Western blot, citocina y mieloperoxidasa) 
Tampón muestras (Western blot) Condiciones de centrifugación 
HEPES pH 7.8 10 mM 
2 500 x g durante 10 min a 
4ºC 
KCl 10 mM 
MgCl2 1.5 mM 
Fluoruro de fenilmetilsulfonilo (PMSF) 0.5 mM 
Aprotinina 1 mM 
Leupeptina 1 mM 
Pepstatina A 1 mM 
NaF 25 mM 
Na3VO4 2 mM 
Ditiotreitol (DTT) 0.5 mM 
Inhibidor polivalente de proteasas 1 comprimido/10 mL 
Tampón muestras (actividad mieloperoxidasa) Condiciones de centrifugación 
Tampón fosfato sódico 80 mM 11300 x g durante 20 min 
a 4ºC Bromuro de hexadeciltrimetilamonio (HTAB). 0,5 % (p/v) 
Tampón muestras (determinación de IL-6) Condiciones de centrifugación 
Tampón PBS con Igepal CA-630  0,1 % (p/v) 20.000 x g durante 10 min 
a 4ºC Inhibidor polivalente de proteasas 1 comprimido/10 mL 
 
IV.2. Tampones para Western blot 
Tampones para Western blot   







c.s.p. 1 L 





c.s.p. 1 L 












IV.3. Otros tampones 
Tampón PBS (20 x) 
NaCl 160 g 
Na2HPO4 23.2 g 
KH2PO4 4 g 
KCl 4 g 
H2O destilada c.s.p.  1 L 
Tampón PBS-Tween 
PBS con Tween 20 0.5% 
 
IV.4.Composición geles (Western Blot) 





H20 millipore 4.0 mL 2.1 mL 
Solución acrilamida/bis-acrilamida 30% 
(p/v) 
3.3 mL 0.5 mL 
1.5 M Tris base (pH 8.3) 2.5 mL -  
1 M Tris HCl (pH 6.8) -  0.38 mL 
SDS 10% (p/v) 0.1 mL 0.03 mL 
APS 10% (p/v) 0.1 mL 0.03 mL 







ANEXO V. INFORMACIÓN ADICIONAL SOBRE LOS MODELOS TOPOLÓGICOS 
Anexo V.1. Compuestos que conforman el grupo de entrenamiento del modelo 1 y valores 
de FD1 asociados a estos. 
Compuestos nR09 Wap EEig11r FD1 Clas. P. A. 
Grupo Activo 
Adenosinemonophosphate [251] 1 9225 0.811 -1.252 I 0.222 
Berbamine [252] 0 956363 2.969 0.168 A 0.540 
Calcidiol [253] 1 17594 1.832 1.032 A 0.737 
Celastrol [254] 0 93004 2.186 2.487 A 0.923 
Chlorogenic acid [255] 0 5830 1.002 0.206 A 0.551 
Enoxolone [256] 0 99722 2.231 2.558 A 0.928 
Gambogic acid amide [257] 2 367988 3.156 1.375 A 0.798 
Geneticin [258] 0 22326 1.786 1.912 A 0.871 
Ginkgolide B [259] 1 94014 2.075 1.222 A 0.772 
Hederagenin [260] 0 98135 2.179 2.447 A 0.920 
Hesperidin [261] 0 67545 2.892 4.215 A 0.985 
Hyperforin [262] 0 17839 2.138 2.735 A 0.939 
Isoginkgetin [263] 0 192923 2.707 3.198 A 0.961 
Kojic acid [264] 0 320 0 -2.048 I 0.114 
Madecassic acid [265] 0 111544 2.452 3.005 A 0.953 
Mangiferin [266] 0 36882 1.788 1.848 A 0.864 
Naringin [267] 0 97739 2.865 4.01 A 0.982 
Pomiferin [268] 0 35525 2.084 2.528 A 0.926 
Ouabain [269] 1 180066 2.865 2.612 A 0.932 
Palmatine [270] 0 31467 1.487 1.188 A 0.766 
Peoniflorin [271] 1 34902 2.075 1.503 A 0.818 
Piperine [272] 1 6450 1.222 -0.303 I 0.425 
Pristimerin [273] 0 100629 2.187 2.453 A 0.921 
Quercetin [274] 0 8350 0.88 -0.084 I 0.479 
Rhapontin [275] 0 17239 1.766 1.891 A 0.869 
Rutin [266] 0 98059 2.876 4.034 A 0.983 
Silibinin [276] 0 81287 2.461 3.169 A 0.960 
Sitosterol [277] 1 40984 1.996 1.295 A 0.785 
Ursolic acid [278] 0 90531 2.277 2.706 A 0.937 
Vitamin E [279] 0 12536 1.827 2.052 A 0.886 
Grupo Inactivo 
2,6-Dimethoxyquinone 0 506 -0.882 -4.057 I 0.017 
2-Acetylpyrrole 0 159 0 -2.048 I 0.114 
3,4-Dimethoxydalbergione 0 3238 0.9 -0.014 I 0.497 
7,2-Dihydroxyflavone 0 5633 0.463 -1.02 I 0.265 
7,4-Dihydroxyflavone 0 5907 0.666 -0.559 I 0.364 
7,8-Dihydroxyflavone 0 5762 0.515 -0.902 I 0.289 




Acetoxyphenol 0 409 -1 -4.325 I 0.013 
Aconitine 3 489529 2.79 -1.043 I 0.260 
Agmatine 0 114 0 -2.047 I 0.114 
Alizarin 0 17132 1.73 1.81 A 0.859 
Arecoline 0 397 -1.036 -4.407 I 0.012 
Artemisinin 0 15916 0.85 -0.188 I 0.453 
Asarylaldehyde 0 754 -0.768 -3.799 I 0.022 
Azelaicacid 0 344 -0.737 -3.726 I 0.024 
Baicalein 0 6474 0.661 -0.573 I 0.360 
Betaine 0 66 0 -2.047 I 0.114 
Bicuculline (+) 3 77053 2.106 -0.641 I 0.345 
Biochanin A 0 7728 0.873 -0.096 I 0.476 
Brucine 6 280357 2.176 -4.469 I 0.011 
Caperatic acid 0 2707 1.352 1.018 A 0.735 
Capsaicin 0 2688 0.753 -0.346 I 0.414 
Carnitine 0 170 0 -2.048 I 0.114 
Cevadine 2 1106372 2.929 -2.65 I 0.065 
Cineole 0 636 -1 -4.326 I 0.013 
Citrinin 0 3002 -0.009 -2.082 I 0.111 
Cotarnine 1 4474 0.086 -2.88 I 0.053 
Cotinine 0 1114 -0.596 -3.409 I 0.032 
Crassin Acetate 0 10720 1.227 0.695 A 0.667 
Daidzein 0 5920 0.593 -0.725 I 0.326 
Desoxypeganine 1 2788 -0.511 -4.23 I 0.014 
Digitoxin 1 1067756 2.987 -1.327 I 0.208 
Digoxina 1 1102711 3.046 -1.359 I 0.203 
Epicatechin 0 7642 0.595 -0.729 I 0.325 
Esculetin 0 1405 -0.507 -3.208 I 0.039 
Eugenol 0 521 -0.871 -4.032 I 0.017 
Folic acid 0 23186 2 2.395 A 0.916 
Formononetin 0 6847 0.759 -0.352 I 0.413 
Galanthamine 2 17777 0.884 -2.134 I 0.106 
Geranylgeranio 0 194 0 -2.048 I 0.114 
Harmaline 2 4686 0.204 -3.619 I 0.026 
Hinokitiol 0 537 -0.87 -4.03 I 0.017 
Huperzinea 0 6120 0.476 -0.992 I 0.270 
Hydrocotarnine 1 4474 0.086 -2.88 I 0.053 
Inositol 0 486 -0.677 -3.59 I 0.027 
Menadione 0 1380 -0.516 -3.228 I 0.038 
Menthol 0 399 -1 -4.325 I 0.013 
Morin 0 8350 0.812 -0.238 I 0.441 
Theobromine 1 1297 -0.554 -4.321 I 0.013 
Colchiceine 0 19381 1.604 1.512 A 0.819 
Deltaline 4 273281 2.216 -2.33 I 0.088 





Melatonin 1 2735 0.121 -2.792 I 0.058 
Ajmaline 5 79223 1.779 -3.41 I 0.032 
Salsolidine 0 1994 -0.332 -2.812 I 0.057 
Vincamine 3 55671 1.602 -1.686 I 0.156 
Vindoline 4 82993 2.04 -1.826 I 0.139 
Dihydrojasmonic Acid, Methyl Ester 0 1100 -0.219 -2.551 I 0.072 
Penicillic Acid 0 441 -0.858 -4.002 I 0.018 
Diprotin A 0 2894 1.104 0.452 A 0.611 
Albizziine 0 136 0 -2.048 I 0.114 
D,L-Threo-3-hydroxyaspartic acid 0 121 0 -2.047 I 0.114 
Rutilantinone 0 44306 1.733 1.687 A 0.844 
Dihydromyristicin 1 1564 -0.596 -4.418 I 0.012 
Paeonol 0 504 -0.867 -4.023 I 0.018 
Apiole 1 2128 0 -3.064 I 0.045 
4-O-Methylphloracetophenone 0 611 -0.691 -3.623 I 0.026 
Acetosyringone 0 742 -0.647 -3.523 I 0.029 
Eupatoriochromene 0 2292 0 -2.058 I 0.113 
Inosine 1 5729 0.593 -1.731 I 0.150 
Salicin 0 3461 0.606 -0.684 I 0.335 
Khellin 1 6541 0.531 -1.876 I 0.133 
Citropten 0 1988 -0.137 -2.368 I 0.086 
Pachyrrhizin 2 35654 1.801 -0.131 I 0.467 
Pteryxin 0 17482 1.508 1.303 A 0.786 
Evernic Acid 0 5305 0.836 -0.169 I 0.458 
Norstictic Acid 1 31955 1.439 0.07 A 0.517 
Colforsin 0 17727 1.412 1.083 A 0.747 
Salvinorin B 0 24940 1.557 1.379 A 0.799 
Salvinorin A 0 31497 1.747 1.78 A 0.856 
Eupatorin 0 11901 1.267 0.781 A 0.686 
Ligustilide 1 1604 -0.329 -3.811 I 0.022 
Griseofulvin 1 10354 1.181 -0.415 I 0.398 
Ichthynone 1 57899 2.038 1.31 A 0.787 
Protoporphyrin Ix 0 193446 2.735 3.26 A 0.963 
Quassin 0 36221 1.719 1.694 A 0.845 
Cryptotanshinone 1 18983 0.976 -0.923 I 0.284 
Pachyrrhizone 2 98597 2.037 0.107 A 0.526 
Pseudo-Anisatin 2 7744 0.395 -3.199 I 0.039 
Frequentin 0 1551 0.181 -1.642 I 0.162 
Abscisic Acid (Cis,Trans; +/-) 0 1582 0 -2.054 I 0.114 
Chrysanthemic Acid, Ethyl Ester 0 641 -0.553 -3.309 I 0.035 
Dihydrocelastryl Diacetate 0 145616 2.515 2.986 A 0.952 
Beta-escin 0 2437316 3.533 -5.582 I 0.004 
Nonylphenol 0 1178 0 -2.052 I 0.114 
Norharman 2 2805 -0.234 -4.607 I 0.010 
Octopamine 0 397 -1 -4.325 I 0.013 




Patulin 1 879 -0.998 -5.33 I 0.005 
Picrotin 3 28432 0.552 -3.947 I 0.019 
Picrotoxinin 3 25486 0.545 -3.949 I 0.019 
Pimpinellin 1 5840 0.361 -2.26 I 0.094 
Plectocomine Methyl Ether 2 3979 -0.013 -4.11 I 0.016 
Purpurin 0 6999 0.446 -1.065 I 0.256 
Purpurogallin 0 2433 -0.324 -2.796 I 0.058 
Pyridoxine 0 506 -0.775 -3.813 I 0.022 
Pyrocatechuic acid 0 399 -1 -4.325 I 0.013 
Reserpine 2 280011 2.751 0.871 A 0.704 
Resveratrol 0 2319 0.076 -1.885 I 0.132 
Retinol 0 2271 0.659 -0.558 I 0.364 
Safrole 1 1090 -0.727 -4.714 I 0.009 
Scopoletin 0 1687 -0.356 -2.865 I 0.054 
Securinine 2 7901 0.2 -3.644 I 0.025 
Sennoside 0 1234645 3.327 -0.339 I 0.413 
Tannicacid 0 1596253 3.956 -0.624 I 0.345 
Theaflavindigallate 0 802628 3.215 1.459 A 0.810 
Thiamine 0 2646 0.263 -1.461 I 0.188 
Trigonelline 0 314 0 -2.048 I 0.114 
Tryptamine 2 13238 0.634 -2.681 I 0.064 
Umbelliferone 0 1163 -0.793 -3.857 I 0.021 
Ursodiol 1 34454 1.694 0.638 A 0.654 
Usnic acid 2 13147 1.065 -1.7 I 0.155 
Xanthopterin 0 1402 -0.537 -3.276 I 0.036 
Xanthurenicacid 0 1964 -0.23 -2.58 I 0.070 
Yohimbine 2 55192 1.739 -0.365 I 0.410 
FD: Función discriminante. 
Clas.: clasificación del modelo para el compuesto. 
P.A.: probabilidad de que el compuesto sea activo. 
nR09: número de anillos de 9 miembros. 
Wap: índice de Wiener de todos los caminos. 
EEig11r: autovalor número 11 de la matriz de adyacencia de aristas ponderada por integrales de 
resonancia. 







Anexo V.2. Compuestos que conforman el grupo de test del modelo 1 y valores de FD1 
asociados a estos. 
Compuestos nR09 Wap EEig11r FD1 Clas. P. A. 
Grupo Activo 
Betulinic acid [280] 1 88997 2.169 1.46 A 0.811 
Calcitriol [281] 1 19531 1.872 1.11 A 0.753 
Camphor [282] 0 729 -0.81 -3.89 I 0.020 
Cholecalciferol [283] 1 16108 1.797 0.96 A 0.723 
Cosmosiin  [284] 0 32090 2 2.35 A 0.913 
Embelin  [285] 0 2470 0.675 -0.52 I 0.372 
Ergosterol  [286] 1 37919 1.937 1.18 A 0.764 
Fisetin  [287] 0 7447 0.799 -0.26 I 0.434 
Grupo Inactivo 
6,4-Dihydroxyflavone 0 5907 0.471 -1.00 I 0.268 
Anethole 0 422 -1 -4.33 I 0.013 
Anisodamine 0 6614 0.85 -0.14 I 0.464 
Avocadene 0 1233 0.446 -1.04 I 0.262 
Canavanine 0 247 -0.978 -4.27 I 0.014 
Cantharidin 1 2566 -0.37 -3.91 I 0.020 
Cedrol 0 3796 -0.077 -2.24 I 0.096 
Chrysanthemic acid 0 414 -0.847 -3.98 I 0.018 
Chrysin 0 5761 0.469 -1.01 I 0.268 
Creatinine 0 164 0 -2.05 I 0.114 
Dantron 0 6228 0.456 -1.04 I 0.261 
Emodic acid 0 10142 0.707 -0.49 I 0.381 
Erysolin 0 198 0 -2.05 I 0.114 
Estragole 0 506 -0.891 -4.08 I 0.017 
Fusidic acid 1 62762 2.47 2.27 A 0.906 
Glutathione 0 969 0.083 -1.86 I 0.134 
Guvacine 0 239 0 -2.05 I 0.114 
Harmalol 2 3979 -0.188 -4.51 I 0.011 
Harmane 2 3352 -0.193 -4.52 I 0.011 
Icariin 0 99894 3.001 4.31 N.C. 0.987 
Mimosine 0 742 -0.472 -3.13 I 0.042 
Naringenin 0 6688 0.723 -0.43 I 0.393 
Lappaconitine 3 391443 2.742 -0.69 I 0.334 
Colchicine 0 21224 1.622 1.54 A 0.824 
1-Methylxanthine 1 1059 -0.685 -4.62 I 0.01 
Piplartine 0 4641 1.141 0.53 A 0.629 
Salsoline 0 1685 -0.418 -3.01 I 0.047 
Strychnine 6 192569 2.009 -4.43 I 0.012 
Kinetin 1 3422 -0.081 -3.26 I 0.037 
Kainic Acid 0 851 -0.15 -2.39 I 0.084 
Physcion 0 9087 0.681 -0.54 I 0.368 




FD: Función discriminante. 
Clas.: clasificación del modelo para el compuesto. 
P.A.: probabilidad de que el compuesto sea activo. 
nR09: número de anillos de 9 miembros. 
Wap: índice de Wiener de todos los caminos 
EEig11r: autovalor número 11 de la matriz de adyacencia de aristas ponderada por integrales de 
resonancia. 







Anexo V.3. Compuestos que conforman el grupo de entrenamiento del modelo 2 y valores 
de FD2 asociados a estos. 







0 9342 142 4.745 6.468 5.55 A 0.945 
10-(4'-(N-Diethylamino)Butyl)-





0 5016 63 3.932 4.331 1.95 A 0.620 
A-66 [289] 0 4856 68 4.234 5.771 2.38 A 0.724 
AT7867 [288] 0 5054 69 4.094 5.587 1.56 A 0.522 
Balanol [292] 0 8466 115 4.585 5.994 3.41 A 0.721 
CCT128930 [288] 0 5010 67 4.078 5.525 1.38 I 0.480 
Erlotinib [293] 0 4758 68 4.19 5.835 2.19 A 0.691 
Gefitinib [294] 0 5620 76 4.263 5.802 2.07 A 0.608 
GSK690693 [288] 0 6136 88 4.290 5.858 2.76 A 0.726 
H-89 [295] 26 4718 59 4.248 5.717 3.50 A 0.895 
Miltefosine [288] 0 2768 25 3.555 3.296 0.65 I 0.461 
MK-2206 [288] 0 7984 103 4.466 6.227 1.59 A 0.325 
Perifosine [288] 0 3758 40 3.738 3.892 0.85 I 0.440 
PF-04691502 [288] 0 6332 90 4.277 5.889 2.51 A 0.661 
SH-5 [296] 0 5108 61 3.97 4.357 1.68 A 0.549 
SH-6 [296] 0 4628 53 3.912 4.174 1.50 A 0.538 
Staurosporine [297] 0 10764 185 4.595 6.617 7.40 A 0.986 
TIC10 [288] 0 6190 91 4.277 5.694 3.26 A 0.812 
Triciribine [288] 0 5676 86 4.025 5.684 2.04 A 0.598 
Grupo Inactivo 
Acarbose 0 9606 122 4.304 5.182 1.72 A 0.256 
Acebutolol 0 3276 40 3.807 4.949 0.44 I 0.374 
Aceclidine 0 2362 29 3.045 3.738 -1.94 I 0.068 
Acedapsone 0 4168 48 4.127 5.468 0.86 I 0.413 
Acetaminophen 0 1430 16 3.219 4.344 -1.80 I 0.098 
Acetanilide 0 1172 14 3.091 4.143 -2.02 I 0.086 
Acetarsol 0 2662 26 3.611 4.828 -1.27 I 0.114 
Acetazolamide 0 2134 22 3.555 4.22 -0.07 I 0.333 
Acetriazoic acid 0 2924 36 3.664 4.956 -0.31 I 0.238 
Acetylcholine 0 1098 6 2.708 1.946 -1.6 I 0.128 
Acetylcysteine 0 1046 9 2.773 2.565 -1.74 I 0.115 
Acyclovir 0 2782 40 3.555 4.883 -0.04 I 0.300 




Adenosinephosphate 0 4866 65 3.97 5.236 1.21 I 0.449 
Adiphenine 0 3376 46 3.85 5.17 0.95 I 0.492 
Adrenalinebitartrate 0 1872 19 3.258 4.466 -2.24 I 0.058 
Aklomide 0 2146 23 3.466 4.691 -1.32 I 0.125 
Alaproclate 0 2698 27 3.555 4.489 -0.98 I 0.146 
Albendazole 0 2810 40 3.689 5.094 0.38 I 0.393 
Albuterol 0 2762 27 3.526 4.644 -1.55 I 0.087 
Alendronate 0 3134 19 3.332 2.485 -0.91 I 0.139 
Alfluzosin 0 4984 67 4.094 5.595 1.41 I 0.490 
Algesteroneacetophenide 0 10344 143 4.357 5.7 2.57 A 0.393 
Aliskirenhemifumarate 0 6018 64 4.205 5.069 0.53 I 0.227 
Allopurinol 0 1834 25 3.296 4.635 -1.39 I 0.127 
Alprenolol 0 2228 27 3.466 4.575 -0.74 I 0.199 
Althiazide 0 4778 56 4.111 5.416 0.73 I 0.340 
Alverinecitrate 0 2580 33 3.714 4.812 0.52 I 0.443 
Amantadine 0 3326 42 3.091 4.007 -2.26 I 0.038 
Amikacin 0 8080 101 4.159 4.89 1.49 I 0.298 
Amiloride 0 2490 28 3.584 4.779 -0.74 I 0.188 
Aminocaproic acid 0 560 5 2.398 1.792 -2.34 I 0.076 
Aminoglutethimide 0 3628 42 3.664 4.875 -0.76 I 0.140 
Aminohippuric acid 0 1876 20 3.434 4.533 -1.12 I 0.158 
Aminosalicylate 0 1762 19 3.296 4.443 -1.74 I 0.095 
Amiodarone 0 5582 80 4.248 5.781 2.64 A 0.735 
Amitraz 0 3506 41 3.989 5.352 0.56 I 0.388 
Amitriptyline 0 3738 55 3.932 5.583 1.26 I 0.545 
Amlodipine 0 5006 73 4.094 5.583 2.21 A 0.680 
Amodiaquine 0 4570 61 4.111 5.714 1.32 I 0.498 
Amoxapine 0 4430 66 4.025 5.724 1.73 A 0.609 
Amoxicillin 0 6534 76 4.043 5.182 -0.07 I 0.122 
Amphotericinb 0 10550 130 4.71 5.407 3.08 A 0.505 
Amprolium 0 2930 37 3.761 5.17 0.05 I 0.310 
Ampyzinesulfate 0 1158 12 2.944 4.043 -3.01 I 0.034 
Anethole 0 1362 16 3.178 4.443 -2.09 I 0.077 
Aniracetam 0 2710 35 3.584 4.745 -0.16 I 0.279 
Anthralin 0 3998 56 3.892 5.572 0.65 I 0.375 
Apomorphine 0 5218 75 4.007 5.823 1.1 I 0.398 
Apramycin 0 8304 107 4.111 4.942 1.47 I 0.281 
Aripiprazole 0 5478 72 4.19 5.509 1.85 A 0.565 
Armodafinil 0 3000 42 3.807 5.153 0.91 I 0.510 
Ascorbic acid 0 2060 24 3.178 3.784 -1.26 I 0.134 
Ascorbylpalmitate 0 3430 43 3.784 4.22 1.64 A 0.656 
Atenolol 0 2342 27 3.555 4.595 -0.45 I 0.244 
Atomoxetine 0 2796 37 3.714 5.03 0.27 I 0.366 
Atovaquone 0 5714 78 4.205 5.765 1.86 A 0.550 





Atropinesulfate 0 3966 55 3.738 4.787 0.96 I 0.452 
Avobenzone 0 4104 44 4.007 5.313 -0.04 I 0.225 
Azaperone 0 3860 49 3.951 5.165 1.03 I 0.478 
Azithromycin 0 11160 129 4.454 5.056 0.73 I 0.075 
Aztreonam 0 6606 63 4.22 4.934 -0.46 I 0.084 
Bacampicillin 0 7260 88 4.19 5.204 1 I 0.249 
Bacitracin 0 15218 199 5.209 5.999 5.31 A 0.709 
Bekanamycin 0 7102 88 3.97 4.71 0.79 I 0.219 
Benazepril 0 5074 71 4.19 5.434 2.65 A 0.765 
Bendroflumethiazide 0 6378 75 4.357 5.775 1.05 I 0.310 
Benserazide 0 2788 28 3.611 4.585 -0.83 I 0.162 
Benurestat 0 1994 21 3.466 4.543 -1.04 I 0.165 
Benzbromarone 30 4644 65 4.094 5.7 3.83 A 0.923 
Benzethonium 0 5102 55 4.094 5.165 0.27 I 0.228 
Benzocaine 0 1620 18 3.258 4.431 -1.81 I 0.092 
Benzoylpas 0 3172 39 3.871 5.193 0.49 I 0.394 
Benzoylperoxide 0 2630 32 3.761 4.997 0.26 I 0.377 
Benzthiazide 0 5592 67 4.344 5.787 1.43 I 0.451 
Benzylbenzoat 0 2246 28 3.638 4.89 -0.1 I 0.319 
Bepheniumhydroxynapthoate 0 2824 33 3.714 4.844 -0.02 I 0.301 
Bepridil 0 3958 56 3.951 5.112 1.89 A 0.676 
Beta-Carotene 0 6498 70 4.466 5.46 1.35 I 0.368 
Betahistine 0 1048 13 2.944 4.06 -2.68 I 0.048 
Betaine 0 974 6 2.565 0 1.09 I 0.690 
β-Propiolactone 0 866 2 2.197 0 -1.55 I 0.142 
Bethanechol 0 1364 11 2.833 1.946 -0.66 I 0.257 
Bezafibrate 0 4172 43 4.043 5.22 0.07 I 0.241 
Bifonazole 0 4350 65 4.143 5.714 2.51 A 0.776 
Biotin 0 2502 37 3.332 3.85 0.48 I 0.440 
Bisacodyl 0 4558 64 4.205 5.72 2.33 A 0.732 
Bisoprololfumarate 0 2614 30 3.611 4.585 -0.21 I 0.274 
Bithionate 0 3668 44 3.912 5.293 0.27 I 0.310 
Bromhexine 0 3118 38 3.611 4.762 -0.43 I 0.208 
Bromindione 14 3852 56 3.912 5.525 2.17 A 0.742 
Bromocriptinemesylate 60 11998 179 4.625 6.146 9.48 N.C. 0.998 
Bromperidol 19 4788 55 4.06 5.293 1.85 A 0.614 
Brompheniraminemaleate 0 2920 38 3.738 5.13 0.13 I 0.328 
Brucine 14 3852 56 3.912 5.525 2.17 A 0.742 
Bumetanide 0 4396 55 4.143 5.613 1.22 I 0.485 
Bupivacaine 0 3472 45 3.714 4.812 0.38 I 0.348 
Bupropion 0 2636 27 3.526 4.575 -1.18 I 0.125 
Buspirone 0 5362 72 4.007 4.97 1.86 A 0.576 
Butacaine 0 2556 31 3.611 4.605 0.01 I 0.324 
Butamben 0 1760 20 3.332 4.477 -1.43 I 0.125 
Butoconazole 0 4022 53 4.06 5.231 1.83 A 0.659 




Caffeine 0 3242 42 3.526 4.754 -0.65 I 0.170 
Candesartan 0 8432 128 4.673 6.252 5.37 A 0.949 
Canrenoic acid 0 7406 92 4.043 5.268 0.23 I 0.128 
Canrenone 0 7754 104 4.06 5.361 1.13 I 0.245 
Capobenic acid 0 3234 41 3.784 5.011 0.41 I 0.370 
Capsaicin 0 2688 31 3.714 4.7 0.22 I 0.364 
Carbachol 0 1098 6 2.708 1.946 -1.6 I 0.128 
Carbamazepine 0 3608 54 3.892 5.602 1.1 I 0.514 
Carbenicillin 0 6692 82 4.078 5.187 0.65 I 0.215 
Carbinoxamine 0 2990 39 3.761 5.13 0.27 I 0.355 
Carisoprodol 0 2218 21 3.296 3.332 -0.48 I 0.245 
Cefaclor 0 5908 68 4.025 5.204 -0.06 I 0.144 
Cefadroxil 0 6166 70 4.078 5.278 -0.1 I 0.131 
Cefamandole 0 7136 87 4.277 5.442 1.25 I 0.305 
Cefdinir 0 6252 77 4.127 5.257 1.03 I 0.312 
Cefditorin 0 8824 105 4.543 5.649 1.65 A 0.286 
Cefonicid 0 7972 96 4.454 5.565 1.71 A 0.353 
Cefoperazone 0 9952 124 4.605 5.743 2.23 A 0.340 
Cefotaxime 0 6664 83 4.22 5.333 1.48 I 0.387 
Cefprozil 0 6378 75 4.143 5.429 0.31 I 0.176 
Cefsulodin 0 8526 103 4.533 5.79 1.67 A 0.308 
Ceftibuten 0 6106 73 4.143 5.204 0.96 I 0.308 
Ceftriaxone 0 8218 102 4.443 5.617 1.88 A 0.376 
Cephalexin 0 5908 68 4.025 5.204 -0.06 I 0.144 
Cephalothin 0 5816 71 4.06 5.063 0.99 I 0.332 
Cephradine 0 5908 68 3.989 5.056 -0.04 I 0.148 
Cetirizine 0 4362 60 4.025 5.323 1.73 A 0.613 
Chenodiol 0 7402 99 3.951 4.934 1.19 I 0.278 
Chloramphenicol 0 3084 33 3.689 4.754 -0.54 I 0.191 
Chlorcyclizine 0 3762 52 3.85 5.273 0.82 I 0.433 
Chlormadinoneacetate 0 8282 109 4.159 5.442 1.24 I 0.237 
Chlorocresol 0 1362 13 3.091 4.205 -2.64 I 0.046 
Chloroguanide 0 2210 26 3.555 4.477 -0.12 I 0.318 
Chlorotrianisene 0 4782 64 4.22 5.872 1.72 A 0.581 
Chloroxine 0 2708 34 3.584 5.159 -1 I 0.143 
Chlorpheniramine 0 2920 38 3.738 5.13 0.13 I 0.328 
Chlorpropamide 0 2670 28 3.714 4.71 -0.17 I 0.280 
Chlorprothixene 0 4118 58 3.97 5.707 0.94 I 0.436 
Chlortetracycline 0 9872 134 4.443 6.04 2.23 A 0.347 
Chlorthalidone 0 5456 69 4.174 5.704 1.05 I 0.370 
Chlorzoxazone 0 2020 28 3.401 4.844 -1.06 I 0.162 
Cholecalciferol 0 5552 72 3.951 4.913 1.23 I 0.406 
Choline 0 772 3 2.197 0 -1.22 I 0.190 
Ciclopirox 0 2744 35 3.434 4.533 -0.81 I 0.167 





Cimetidine 0 1898 24 3.466 3.829 0.79 I 0.558 
Cinchonine 0 5146 71 3.932 5.481 0.82 I 0.336 
Ciprofloxacin 0 5534 74 4.06 5.609 1.03 I 0.360 
Citalopram 0 4888 67 4.043 5.609 1.26 I 0.460 
Clarithromycin 0 11352 131 4.477 5.13 0.63 I 0.065 
Clavulanate 0 3502 42 3.401 4.369 -1.29 I 0.091 
Clemastine 0 4492 56 3.951 5.252 0.58 I 0.326 
Clofazimine 0 6918 100 4.5 6.277 3.43 A 0.806 
Clofibrate 0 2584 25 3.497 4.5 -1.4 I 0.104 
Clomiphenecitrate 0 4662 64 4.205 5.787 2.01 A 0.658 
Clomipramine 0 4004 58 3.932 5.476 1.33 I 0.541 
Clonidine 0 2286 30 3.497 4.635 -0.35 I 0.265 
Clopidogrel 0 4054 58 3.892 5.112 1.6 A 0.604 
Clopidol 0 2094 20 3.332 4.489 -2.12 I 0.061 
Clotrimazole 0 5492 84 4.19 5.894 2.81 A 0.772 
Cloxyquin 0 2370 30 3.497 5.063 -1.26 I 0.125 
Coenzymeb12 0 26688 396 5.529 7.01 9.63 N.C. 0.869 
Colistimethate 0 15670 172 5.328 5.642 2.06 A 0.076 
Colistin 0 11510 146 4.868 5.485 4.21 A 0.704 
Cotinine 0 2256 30 3.367 4.511 -0.9 I 0.175 
Cresol 0 1426 13 3.091 4.111 -2.61 I 0.046 
Cromolyn 0 6854 93 4.454 5.984 2.82 A 0.696 
Crotamiton 0 2226 28 3.466 4.615 -0.67 I 0.211 
Cyclizine 0 3504 50 3.784 5.198 0.78 I 0.441 
Cyclobenzaprine 0 3552 54 3.932 5.69 1.32 I 0.571 
Cycloserine 0 898 9 2.485 1.946 -2.18 I 0.080 
Cyclosporine 0 14350 177 4.984 5.645 3.23 A 0.281 
Cyclothiazide 0 6326 82 4.263 5.609 1.81 A 0.494 
Cyproheptadine 0 4510 68 4.06 5.808 1.92 A 0.647 
Cyproterone 0 8980 113 4.143 5.472 0.24 I 0.085 
Dantrolene 0 3990 54 4.06 5.338 1.84 A 0.665 
Dapsone 0 3372 36 3.912 5.303 -0.25 I 0.225 
Debrisoquinsulfate 0 2344 29 3.401 4.673 -1.27 I 0.124 
Decoquinate 0 4546 63 4.06 5.624 1.48 I 0.539 
Demeclocycline 0 9162 127 4.407 5.984 2.57 A 0.477 
Denatoniumbenzoate 0 4146 50 3.97 5.159 0.73 I 0.383 
Desipramine 0 3552 54 3.829 5.425 1.13 I 0.524 
Dexlansoprazole 0 4714 59 4.127 5.541 1.15 I 0.446 
Dexpanthenol 0 1942 14 2.996 2.565 -1.45 I 0.118 
Dexpropranolol 0 2952 38 3.689 5.165 -0.3 I 0.239 
Dextromethorphan 0 5498 77 3.807 5.394 0.3 I 0.215 
Dibenzothiophene 0 2746 42 3.638 5.371 -0.01 I 0.309 
Dibucaine 0 3824 52 3.912 5.472 0.75 I 0.410 
Dicumarol 0 5684 78 4.248 5.905 1.95 A 0.574 
Dicyclomine 0 3814 47 3.497 4.078 -0.13 I 0.225 




Diethylcarbamazine 0 2060 23 3.045 3.296 -1.4 I 0.120 
Diethylstilbestrol 0 3370 44 3.892 5.416 0.53 I 0.389 
Diethyltoluamide 0 2068 24 3.367 4.511 -1.34 I 0.125 
Digitoxin 0 14058 187 4.625 5.595 3.02 A 0.258 
Digoxin 0 14500 194 4.644 5.638 3.14 A 0.256 
Dihydroergotamine 0 11736 176 4.654 6.131 5.42 A 0.883 
Dihydrostreptomycin 0 8656 113 4.22 5.017 2.15 A 0.409 
Diloxanide 0 2184 22 3.401 4.489 -1.6 I 0.097 
Diperodon 0 4058 55 4.06 5.112 2.23 A 0.741 
Dipyridamole 0 6606 100 4.234 5.927 2.99 A 0.746 
Dipyrone 0 4224 56 3.989 5.088 1.63 A 0.600 
Dirithromycin 0 12410 153 4.554 5.283 1.75 A 0.135 
Disopyramide 0 4748 59 3.97 5.298 0.52 I 0.297 
Disulfiram 0 1862 18 3.135 2.89 -0.43 I 0.275 
D-Lactitol 0 4038 46 3.497 3.989 -0.56 I 0.150 
Dobutamine 0 3230 37 3.871 5.075 0.3 I 0.346 
Docosanol 0 1424 19 3.091 2.944 0.22 I 0.451 
Domperidone 0 6264 94 4.263 5.684 3.45 A 0.837 
Donepezil 0 5322 76 4.143 5.557 2.34 A 0.688 
Dopamine 0 1566 17 3.178 4.369 -2.24 I 0.063 
Doxazosin 0 7054 97 4.382 5.945 2.58 A 0.630 
Doxepin 0 3738 55 3.932 5.583 1.26 I 0.545 
Doxylamine 0 3474 42 3.761 5.124 -0.27 I 0.217 
Droperidol 0 5258 74 4.205 5.595 2.51 A 0.729 
Duloxetine 0 3550 52 3.892 5.308 1.45 I 0.603 
Dyphylline 0 3766 50 3.664 4.92 -0.02 I 0.247 
Edoxudine 0 3386 45 3.555 4.477 0.13 I 0.299 
Edrophonium 0 2124 19 3.258 4.394 -2.62 I 0.038 
Eletriptan 0 5304 70 4.248 5.591 2.15 A 0.648 
Enalapril 0 4148 54 3.932 4.754 1.73 A 0.627 
Enilconazole 0 2888 40 3.714 4.844 0.81 I 0.493 
Enoxacin 0 4882 67 3.989 5.576 0.99 I 0.394 
Enrofloxacin 0 5918 78 4.111 5.67 1.03 I 0.333 
Equilin 0 5390 73 3.932 5.416 0.71 I 0.299 
Ergonovine 0 5502 81 4.06 5.645 1.99 A 0.598 
Ergotamine 0 11736 176 4.682 6.194 5.49 A 0.890 
Erythromycin 0 11154 128 4.466 5.1 0.6 I 0.067 
Erythrosine 0 8350 121 4.454 6.33 3.07 A 0.656 
Escitalopram 0 4888 67 4.043 5.609 1.26 I 0.460 
Estradiol 0 5390 73 3.829 5.209 0.42 I 0.242 
Estrone 0 5390 73 3.871 5.242 0.63 I 0.282 
Estropipate 0 6218 81 4.127 5.38 1.43 I 0.408 
Ethambutol 0 1234 12 2.708 2.303 -1.66 I 0.117 
Ethamivan 0 2524 29 3.497 4.727 -1.13 I 0.135 





Ethionamide 0 1550 17 3.219 4.443 -2.07 I 0.074 
Ethosuximide 0 1936 19 2.996 3.219 -1.87 I 0.080 
Ethoxzolamide 0 3118 38 3.807 5.209 0.03 I 0.295 
Ethynodioldiacetate 0 7182 98 4.06 5.159 1.79 A 0.428 
Etidronate 0 2756 9 3.219 0 2.02 A 0.772 
Etomidate 0 2930 41 3.689 4.89 0.63 I 0.444 
Eucatropine 0 4100 45 3.738 4.654 -0.45 I 0.162 
Eugenol 0 1700 20 3.258 4.511 -1.84 I 0.089 
Evansblue 0 14078 174 5.22 6.899 2.69 A 0.198 
Ezetimibe 0 6774 80 4.304 5.753 0.65 I 0.212 
Famotidine 0 2660 31 3.85 4.277 1.86 A 0.747 
Febuxostat 0 3774 50 3.97 5.389 1.08 I 0.495 
Felbamate 0 2086 25 3.497 4.443 -0.31 I 0.285 
Fenbendazole 0 3562 51 3.97 5.438 1.55 A 0.627 
Fenoterol 0 3434 42 3.892 5.124 0.63 I 0.408 
Fexofenadine 0 7556 89 4.407 5.737 0.99 I 0.231 
Fipronil 0 5874 70 4.174 5.635 0.47 I 0.225 
Florfenicol 0 3594 35 3.871 4.852 -0.32 I 0.204 
Fluconazole 0 4136 57 3.951 5.081 1.72 A 0.627 
Flucytosine 0 1362 13 3.045 3.892 -2.39 I 0.058 
Fludrocortisone 0 8888 109 4.078 5.22 -0.1 I 0.064 
Flumequine 0 4610 64 3.912 5.576 0.64 I 0.332 
Flunarizine 0 5178 71 4.248 5.666 2.41 A 0.712 
Fluorescein 0 6870 105 4.304 6.182 3.15 A 0.761 
Fluoxetine 0 3618 42 3.85 5.153 -0.05 I 0.249 
Fluphenazine 0 6102 80 4.174 5.72 1.24 I 0.370 
Flurothyl 0 1520 7 2.773 1.946 -1.9 I 0.088 
Fluvastatin 0 5524 82 4.248 5.897 2.83 A 0.773 
Fluvoxamine 0 3076 34 3.689 4.875 -0.6 I 0.184 
Folicacid 0 5536 70 4.331 5.69 2.04 A 0.605 
Fomepizole 0 592 7 2.565 1.946 -1.34 I 0.180 
Fosfomycincalcium 0 1764 10 2.833 1.609 -1.02 I 0.177 
Furazolidone 0 2446 32 3.584 4.477 0.41 I 0.426 
Furosemide 0 3924 47 4.043 5.242 1.07 I 0.483 
Fusidicacid 0 9944 135 4.331 5.497 2.46 A 0.394 
Galanthamine 0 5412 82 3.912 5.595 1.47 I 0.475 
Gallaminetriethiodide 0 6024 59 4.06 4.875 -0.75 I 0.076 
Gemfibrozil 0 2904 25 3.611 4.511 -1.35 I 0.100 
Gemifloxacinmesylate 0 6262 87 4.205 5.746 2.03 A 0.553 
Gentamicin 0 7022 85 3.97 4.663 0.62 I 0.194 
Gluceptate 0 2176 18 3.091 2.833 -1.23 I 0.134 
Gluconolactone 0 2228 23 2.996 3.401 -2.22 I 0.054 
Gramicidin 0 22970 310 5.617 6.727 6.32 A 0.414 
Guaifenesin 0 1816 21 3.258 4.382 -1.71 I 0.096 
Guanethidine 0 1348 17 2.944 2.996 -0.91 I 0.213 




Guanfacine 0 2230 26 3.526 4.543 -0.45 I 0.249 
Halazone 0 2838 24 3.689 4.745 -1.27 I 0.110 
Haloperidol 0 4788 55 4.06 5.293 0.46 I 0.283 
Hetacillin 0 7984 104 4.143 5.398 1.12 I 0.232 
Hexachlorophene 0 4472 52 4.025 5.476 0.15 I 0.240 
Hexylresorcinol 0 1784 21 3.296 4.431 -1.49 I 0.118 
Histamine 0 796 11 2.708 2.708 -1.61 I 0.136 
Homatropine 0 3824 51 3.714 4.745 0.62 I 0.378 
Hydralazine 0 2166 29 3.434 4.99 -1.25 I 0.132 
Hydrastine 0 6760 105 4.263 5.948 3.52 A 0.826 
Hydrochlorothiazide 0 4152 45 3.989 5.308 -0.11 I 0.212 
Hydroflumethiazide 0 5070 54 4.094 5.485 -0.36 I 0.138 
Hydroquinone 0 1032 10 2.944 4.078 -3.09 I 0.032 
Hydroxyamphetamine 0 1430 16 3.135 4.29 -2.23 I 0.066 
Hydroxychloroquine 0 3548 47 3.829 5.247 0.48 I 0.365 
Hydroxyzinepamoate 0 10840 154 4.898 6.569 4.98 A 0.862 
Hyoscyamine 0 3966 55 3.738 4.787 0.96 I 0.452 
Imipramine 0 3738 55 3.871 5.429 1.15 I 0.515 
Inositol 0 2496 24 2.944 3.219 -2.63 I 0.034 
Iodipamide 0 6286 80 4.394 5.697 2.29 A 0.613 
Iodoquinol 0 2708 34 3.584 5.159 -1 I 0.143 
Iopanicacid 0 3010 33 3.638 4.812 -0.81 I 0.156 
Isoniazid 0 1284 14 3.091 4.205 -2.35 I 0.062 
Isopropamide 0 5458 60 4.025 5.313 -0.45 I 0.116 
Isoproterenol 0 2206 23 3.401 4.543 -1.6 I 0.096 
Isosorbide 0 1958 28 2.833 3.258 -1.77 I 0.088 
Isosorbidemononitrate 0 2364 35 3.135 3.664 -0.43 I 0.247 
Kanamycinasulfate 0 7102 88 3.97 4.71 0.79 I 0.219 
Ketanserin 0 5732 75 4.22 5.517 1.93 A 0.566 
Ketoconazole 0 7100 98 4.394 5.628 3.24 A 0.766 
Ketotifen 0 4642 72 4.043 5.727 2.23 A 0.708 
Labetalol 0 3686 44 3.951 5.193 0.65 I 0.396 
Lactulose 0 4960 60 3.611 4.277 -0.27 I 0.153 
Levamisole 0 2600 40 3.497 4.779 0.14 I 0.351 
Levobunolol 0 3712 43 3.761 4.99 -0.38 I 0.188 
Levocarnitine 0 1364 11 2.833 1.946 -0.66 I 0.257 
Levodopa 0 2128 21 3.434 4.522 -1.47 I 0.110 
Levofloxacin 0 6330 90 4.143 5.817 1.79 A 0.489 
Levonordefrin 0 2130 21 3.332 4.511 -2.1 I 0.062 
Lincomycin 0 5040 66 3.761 4.431 1.07 I 0.403 
Lindane 0 2496 24 2.944 3.219 -2.63 I 0.034 
Lobendazole 0 2348 34 3.555 4.875 0.02 I 0.340 
Loperamide 0 7222 91 4.357 5.768 1.57 A 0.371 
Loratadine 0 5364 79 4.19 5.808 2.53 A 0.726 





Lovastatin 0 5526 74 3.989 4.977 1.69 A 0.520 
Loxapinesuccinate 0 4688 68 4.06 5.737 1.68 A 0.580 
Mafenide 0 2052 18 3.497 4.554 -1.39 I 0.120 
Malathion 0 2520 25 3.434 3.689 -0.28 I 0.266 
Maprotiline 0 5636 81 3.951 5.79 0.79 I 0.301 
Mebendazole 0 3948 55 4.043 5.553 1.59 A 0.609 
Mebeverine 0 4596 57 4.111 5.347 1.35 I 0.503 
Meclizine 0 5054 71 4.19 5.602 2.41 A 0.719 
Meclocycline 0 9604 136 4.454 6.089 3.03 A 0.560 
Mefexamide 0 2384 27 3.555 4.533 -0.42 I 0.246 
Memantine 0 4626 57 3.332 4.205 -1.63 I 0.049 
Menadione 0 2708 34 3.584 5.153 -0.99 I 0.144 
Menthol 0 1762 19 2.773 2.944 -2.45 I 0.049 
Mepenzolate 0 5234 63 4.025 5.333 0.38 I 0.242 
Mephenterminesulfate 0 1784 17 3.178 4.19 -2.37 I 0.053 
Mesna 0 772 3 2.773 0 2.38 A 0.896 
Metaproterenol 0 2158 25 3.401 4.522 -1.19 I 0.140 
Metaraminol 0 1808 19 3.219 4.344 -2.15 I 0.065 
Metaxalone 0 2470 33 3.555 4.554 0.19 I 0.371 
Metformin 0 912 6 2.708 1.946 -1.23 I 0.183 
Methacholine 0 1364 11 2.833 1.946 -0.66 I 0.257 
Methacycline 0 9258 131 4.419 6.011 2.95 A 0.565 
Methapyrilene 0 2470 34 3.611 4.635 0.54 I 0.455 
Methenamine 0 2688 36 2.944 3.892 -2.52 I 0.035 
Methocarbamol 0 2150 25 3.466 4.443 -0.63 I 0.221 
Methoxsalen 0 3516 52 3.784 5.476 0.55 I 0.385 
Methscopolamine 0 5980 76 3.912 5.037 0.47 I 0.219 
Methylatropine 0 4652 59 3.807 4.836 0.48 I 0.295 
Methyldopa 0 2702 23 3.526 4.564 -1.84 I 0.067 
Methyleneblue 0 4188 54 3.97 5.778 0.13 I 0.252 
Methylphenidate 0 2728 38 3.497 4.663 -0.19 I 0.272 
Methylthiouracil 0 1314 15 2.996 3.367 -1.43 I 0.140 
Methysergidemaleate 0 5958 88 4.111 5.73 2.21 A 0.619 
Metolazone 0 5612 72 4.22 5.7 1.45 I 0.454 
Metronidazole 0 1832 24 3.219 4.078 -1.05 I 0.170 
Mianserin 0 4394 67 3.912 5.557 1.52 A 0.560 
Miconazolenitrate 0 4298 57 4.094 5.333 1.86 A 0.648 
Midodrine 0 2600 31 3.555 4.762 -0.7 I 0.189 
Minaprine 0 3556 47 3.871 5.283 0.66 I 0.409 
Minocycline 0 9136 126 4.419 5.971 2.58 A 0.481 
Molsidomine 0 2464 35 3.466 4.248 0.44 I 0.432 
Monensin 0 11610 149 4.431 5.268 2.06 A 0.212 
Montelukast 0 8206 98 4.605 6.052 1.63 A 0.319 
Moxifloxacin 0 7090 103 4.234 5.82 2.62 A 0.637 
Mupirocin 0 5392 61 4.025 4.419 1.35 I 0.446 




Nadide 0 9388 125 4.615 5.829 3.41 A 0.664 
Nafcillin 0 7724 100 4.248 5.72 1.2 I 0.260 
Nafronyl 0 4432 61 4.007 5.347 1.57 A 0.571 
Nalbuphine 0 8914 124 4.127 5.753 1.29 I 0.215 
Nalidixicacid 0 3508 46 3.761 5.318 -0.12 I 0.241 
Naltrexone 0 8548 122 4.143 5.808 1.76 A 0.327 
Natamycin 0 8624 107 4.454 5.215 2.51 A 0.502 
Nateglinide 0 3600 43 3.784 4.71 0.47 I 0.358 
Nefopam 0 3338 49 3.784 5.283 0.83 I 0.465 
Neomycin 0 9046 118 4.22 5.011 2.06 A 0.362 
Neostigmine 0 2700 25 3.526 4.635 -1.69 I 0.078 
Niacin 0 1158 12 3.045 4.143 -2.55 I 0.053 
Niacinamide 0 1158 12 3.045 4.143 -2.55 I 0.053 
Nicardipine 0 6310 87 4.394 5.79 3.04 A 0.770 
Nicergoline 20 7682 111 4.331 5.892 4.48 A 0.905 
Niclosamide 0 3768 45 3.989 5.394 0.51 I 0.359 
Nicotineditartrate 0 1942 27 3.219 4.369 -1.36 I 0.127 
Nicotinylalcoholtartrate 0 900 10 2.833 3.932 -3.27 I 0.028 
Nifedipine 0 4976 70 4.094 5.557 1.9 A 0.612 
Nilutamide 0 5090 60 3.97 5.313 -0.05 I 0.177 
Nimodipine 0 5378 75 4.19 5.598 2.31 A 0.679 
Nisoldipine 0 5310 74 4.159 5.591 2.13 A 0.643 
Nithiamide 0 1624 20 3.296 3.989 -0.55 I 0.264 
Nitrendipine 0 4966 69 4.111 5.561 1.88 A 0.609 
Nitrofurantoin 0 2704 36 3.689 4.625 0.85 I 0.516 
Nitrofurazone 0 1756 21 3.434 4.248 -0.26 I 0.316 
Nitromide 0 2466 27 3.611 5.017 -1.07 I 0.144 
Nizatidine 0 2426 32 3.638 4.127 1.39 I 0.665 
Nomifensine 0 3688 52 3.807 5.366 0.54 I 0.371 
Nonoxyno 0 1930 25 3.401 4.5 -0.7 I 0.221 
Norepinephrine 0 1872 19 3.258 4.466 -2.24 I 0.058 
Norethindrone 0 6282 81 3.871 4.963 0.42 I 0.197 
Norethynodrel 0 6282 81 3.892 5.03 0.43 I 0.199 
Norgestimate 0 7132 100 4.043 5.231 1.94 A 0.467 
Norgestrel 0 6504 87 3.892 5.017 0.84 I 0.259 
Noscapine 0 7328 116 4.317 6.028 4.09 A 0.877 
Novobiocin 0 9382 121 4.635 6.04 2.63 A 0.477 
Nystatin 0 10550 130 4.691 5.338 3.08 A 0.505 
Octisalate 0 2348 28 3.497 4.522 -0.56 I 0.224 
Ofloxacin 0 6330 90 4.143 5.817 1.79 A 0.489 
Omeprazole 0 4688 63 4.127 5.645 1.57 A 0.553 
Orlistat 0 4766 54 3.871 4.263 0.95 I 0.393 
Ornidazole 0 2144 27 3.332 4.205 -0.78 I 0.198 
Orphenadrinecitrate 0 3070 41 3.761 5.118 0.41 I 0.381 





Ouabain 0 12364 165 4.407 5.493 2.21 A 0.201 
Oxantel 0 2458 30 3.584 4.836 -0.5 I 0.229 
Oxcarbazepine 0 3938 59 3.932 5.565 1.44 I 0.574 
Oxibendazole 0 2810 40 3.689 5.094 0.38 I 0.393 
Oxiconazolenitrate 0 4368 58 4.159 5.434 2.09 A 0.695 
Oxolinicacid 0 4238 60 3.892 5.472 0.89 I 0.415 
Oxybenzone 0 2916 37 3.761 5.22 -0.01 I 0.299 
Oxybutynin 0 4338 53 3.892 4.97 0.59 I 0.338 
Oxymetazoline 0 3872 46 3.807 5.094 -0.18 I 0.213 
Oxyphencyclimine 0 4842 60 3.912 5.011 0.6 I 0.307 
Oxyquinoline 0 2032 26 3.401 4.949 -1.53 I 0.107 
Oxytetracycline 0 9968 138 4.431 6.038 2.52 A 0.407 
Pancuronium 0 11112 150 4.357 5.416 2.48 A 0.321 
Pantoprazole 0 4764 67 4.143 5.642 2.08 A 0.666 
Papaverine 0 4786 66 4.127 5.796 1.53 A 0.535 
Parachlorophenol 0 1032 10 2.944 4.078 -3.09 I 0.032 
Paramethadione 0 2322 23 3.091 3.401 -1.81 I 0.077 
Pararosaniline 0 4020 54 4.094 5.784 1.23 I 0.516 
Paromomycin 0 9046 118 4.22 5.011 2.06 A 0.362 
Paroxetine 0 4482 63 4.007 5.371 1.7 A 0.599 
Pefloxacine 0 5140 69 4.025 5.553 1.01 I 0.382 
Penfluridol 0 7338 87 4.419 5.802 1.12 I 0.266 
Penicillamine 0 1408 6 2.708 0 1.11 I 0.668 
Penicilling 0 5898 71 3.951 5.05 0.17 I 0.176 
Penicillinv 0 5960 71 3.97 5.043 0.17 I 0.174 
Penteticacid 0 3032 37 3.784 3.85 2.25 A 0.797 
Pentylenetetrazol 0 1438 22 2.996 3.738 -1.35 I 0.145 
Pergolidemesylate 0 5018 79 3.892 5.505 1.88 A 0.603 
Perindoprilerbumine 0 4522 64 3.784 4.575 1.73 A 0.603 
Perphenazine 0 5208 74 4.078 5.638 1.75 A 0.558 
Phenacemide 0 1562 19 3.332 4.234 -0.76 I 0.229 
Phenacetin 0 1634 20 3.296 4.466 -1.39 I 0.134 
Phenelzine 0 1048 13 2.944 4.06 -2.68 I 0.048 
Phenindione 0 3594 54 3.85 5.468 1.1 I 0.514 
Pheniramine 0 2662 36 3.664 5.043 0.06 I 0.329 
Phenolphthalein 0 4500 62 4.143 5.727 1.77 A 0.614 
Phenoxybenzamine 0 2840 37 3.738 4.905 0.54 I 0.429 
Phentermine 0 1602 16 3.135 4.143 -2.33 I 0.058 
Phenyl 0 2788 35 3.761 5.088 0.2 I 0.352 
Phenylephrine 0 1628 19 3.178 4.331 -2.02 I 0.076 
Phenylethylalcohol 0 978 12 2.89 4.007 -2.93 I 0.039 
Phenylmercuricacetate 0 1234 14 3.135 4.159 -1.89 I 0.095 
Phthalylsulfathiazole 0 4998 63 4.304 5.591 2.15 A 0.668 
Physostigminesalicylate 0 4844 70 3.829 5.308 0.93 I 0.384 
Phytonadione 0 5152 64 4.174 5.421 1.46 I 0.491 




Pilocarpine 0 2520 35 3.401 4.007 0.34 I 0.402 
Pimozide 0 6560 94 4.382 5.823 3.37 A 0.812 
Pinacidil 0 2636 26 3.611 4.691 -0.99 I 0.148 
Pindolol 0 2754 37 3.611 4.868 -0.02 I 0.306 
Pioglitazone 0 3990 53 4.043 5.273 1.71 A 0.635 
Piperazine 0 516 6 1.946 1.946 -5.2 I 0.005 
Piperidolate 0 4020 57 3.932 5.263 1.52 A 0.588 
Piperine 0 3374 46 3.829 5.106 0.93 I 0.488 
Pirenzepine 0 5222 77 4.127 5.68 2.36 A 0.700 
Polymyxinb 0 12090 156 4.956 5.714 4.58 A 0.744 
Potassiump-Aminobenzoate 0 1416 14 3.178 4.344 -2.3 I 0.062 
Pramoxine 0 2604 34 3.555 4.615 -0.05 I 0.309 
Pravastatin 0 5138 67 3.97 4.883 1.54 A 0.513 
Praziquantel 0 4992 70 3.912 5.22 1.31 I 0.465 
Prazosin 0 5686 79 4.22 5.743 2.18 A 0.630 
Prilocaine 0 2144 24 3.434 4.489 -1.04 I 0.160 
Primaquine 0 3104 43 3.714 5.333 -0.05 I 0.279 
Probenecid 0 3270 35 3.784 4.89 -0.28 I 0.226 
Procainamide 0 2190 24 3.466 4.511 -0.97 I 0.167 
Prochlorperazine 0 5004 70 4.043 5.624 1.41 I 0.490 
Procyclidine 0 3850 50 3.664 4.736 0.13 I 0.271 
Proglumide 0 3192 40 3.784 4.71 0.87 I 0.485 
Promethazine 0 4088 56 3.871 5.517 0.43 I 0.320 
Propafenone 0 3388 44 3.912 5.118 1.13 I 0.536 
Propylthiouracil 0 1518 19 3.091 3.714 -1.29 I 0.150 
Pyridoxine 0 2032 23 3.296 4.522 -1.87 I 0.079 
Pyrimethamine 0 3152 42 3.784 5.361 0.11 I 0.309 
Pyrithione 0 1096 10 2.833 3.664 -3.21 I 0.029 
Quetiapine 0 4836 72 4.094 5.697 2.22 A 0.692 
Quinacrine 0 5144 71 4.143 5.852 1.5 A 0.502 
Quinidine 0 5538 76 4.007 5.591 1 I 0.352 
Quipazine 0 2988 41 3.638 5.22 -0.37 I 0.224 
Racephedrine 0 1668 18 3.135 4.22 -2.32 I 0.057 
Ramipril 0 5224 75 4.06 5.017 2.8 A 0.783 
Ranitidine 0 2426 32 3.638 4.143 1.36 I 0.659 
Reserpine 0 10050 150 4.605 6.12 4.95 A 0.884 
Resorcinol 0 1040 11 2.944 3.97 -2.79 I 0.043 
Retinol 0 3226 34 3.761 4.625 -0.02 I 0.277 
Ribavirin 0 3164 43 3.526 4.407 0.24 I 0.337 
Riboflavin 0 5806 76 4.159 5.765 1.11 I 0.361 
Rimantadine 0 3870 48 3.219 4.205 -2.06 I 0.040 
Risedronate 0 3894 31 3.714 4.466 -1.79 I 0.051 
Ritanserin 0 6852 96 4.454 5.951 3.29 A 0.786 
Ritodrine 0 3216 37 3.829 5.056 0.1 I 0.302 





Rolipram 0 3444 50 3.738 5.004 0.95 I 0.486 
Rolitetracycline 0 10424 143 4.511 6.04 2.79 A 0.441 
Ronidazole 0 2080 25 3.401 4.19 -0.47 I 0.255 
Ropinirole 0 2960 43 3.638 4.949 0.42 I 0.392 
Rosiglitazone 0 3990 53 4.025 5.209 1.71 A 0.634 
Roxithromycin 0 11724 139 4.554 5.231 1.29 I 0.108 
Rutoside 0 9746 126 4.575 6.004 2.28 A 0.365 
Saccharin 0 2746 35 3.638 5.056 -0.43 I 0.227 
Salicin 0 3726 46 3.638 4.754 -0.36 I 0.190 
Salicylamide 0 1496 16 3.178 4.263 -2.05 I 0.077 
Salicylanilide 0 2522 32 3.689 4.997 0.03 I 0.331 
Salsalate 0 3252 41 3.871 5.187 0.61 I 0.418 
Scopolamine 0 5262 70 3.85 4.97 0.81 I 0.327 
Selamectin 0 12486 173 4.682 5.814 4.23 A 0.647 
Selegiline 0 1744 20 3.296 4.277 -1.29 I 0.143 
Sennosidea 0 15458 222 5.03 6.777 5.53 A 0.740 
Sertraline 0 4136 56 3.892 5.451 0.58 I 0.350 
Sibutramine 0 4396 47 3.638 4.852 -1.74 I 0.047 
Sildenafilcitrate 0 7164 98 4.407 5.922 2.69 A 0.649 
Sodium Phenylacetate 0 1172 14 3.091 4.143 -2.02 I 0.086 
Sodium Salicylate 0 1496 16 3.178 4.263 -2.05 I 0.077 
Sodiumdehydrocholate 0 7836 105 4.094 5.193 1.6 A 0.337 
Sodiumnitroprusside 0 4812 15 3.526 0 0.65 I 0.321 
Sodiumoxybate 0 420 3 2.197 1.386 -2.89 I 0.047 
Solifenacinsuccinate 0 6038 86 4.127 5.598 2.11 A 0.587 
Sorbitol 0 1534 12 2.708 2.197 -2.08 I 0.074 
Sparteinesulfate 0 4116 60 3.401 4.443 -0.18 I 0.202 
Spectinomycin 0 5974 77 3.738 4.71 0.09 I 0.161 
Spiperone 0 5820 77 4.174 5.416 1.91 A 0.556 
Spironolactone 0 8514 117 4.159 5.347 2.03 A 0.392 
Strychnine 0 8370 141 4.174 5.858 4.83 A 0.917 
Succinylsulfathiazole 0 3700 44 4.06 5.075 1.5 A 0.605 
Sucralose 0 5040 62 3.611 4.304 -0.2 I 0.159 
Sulfacetamide 0 2404 24 3.638 4.625 -0.51 I 0.229 
Sulfachlorpyridazine 0 3290 36 3.932 5.226 0.17 I 0.312 
Sulfameter 0 3416 38 3.951 5.257 0.26 I 0.323 
Sulfamethazine 0 3572 41 3.989 5.257 0.59 I 0.390 
Sulfamethizole 0 3100 36 3.871 4.942 0.65 I 0.438 
Sulfamethoxypyridazine 0 3416 38 3.951 5.257 0.26 I 0.323 
Sulfamonomethoxine 0 3424 39 3.951 5.247 0.39 I 0.354 
Sulfanilate 0 4380 43 4.19 5.303 0.43 I 0.300 
Sulfanitran 0 4072 46 4.127 5.403 0.89 I 0.427 
Sulfapyridine 0 3032 34 3.871 5.147 0.16 I 0.328 
Sulfaquinoxaline 0 4218 51 4.127 5.649 0.86 I 0.410 
Sulfasalazine 0 5108 61 4.357 5.781 1.67 A 0.545 




Sulfinpyrazone 0 5528 82 4.277 5.707 3.33 A 0.849 
Sulfisoxazole 0 3478 39 3.932 5.043 0.52 I 0.379 
Suloctidil 0 2822 34 3.611 4.654 -0.2 I 0.265 
Sulpiride 0 4144 49 3.97 5.112 0.67 I 0.370 
Suramin 0 19462 239 5.576 7.157 2.61 A 0.046 
Tacrine 0 3306 46 3.689 5.416 -0.34 I 0.214 
Tannic 0 25620 323 5.762 7.234 2.84 A 0.010 
Taurine 0 772 3 2.773 0 2.38 A 0.896 
Teicoplanin 0 772 3 2.773 0 2.38 A 0.896 
Telithromycin 0 12084 161 4.727 5.749 3.78 A 0.568 
Temefos 0 4716 50 4.127 5.342 0.26 I 0.247 
Terazosin 0 5686 79 4.143 5.649 1.86 A 0.553 
Terbinafine 0 3522 42 3.932 5.338 0.33 I 0.334 
Terbutalinehemisulfate 0 2580 26 3.497 4.543 -1.33 I 0.111 
Terfenadine 0 7028 85 4.344 5.697 1.18 I 0.296 
Tetracaine 0 2290 27 3.526 4.635 -0.59 I 0.221 
Tetrahydrozoline 0 2894 43 3.555 4.868 0.17 I 0.339 
Tetramizole 0 2600 40 3.497 4.779 0.14 I 0.351 
Thalidomide 0 4198 61 3.871 5.252 1.35 I 0.533 
Theophylline 0 2912 37 3.466 4.605 -0.79 I 0.163 
Thiabendazole 0 2600 40 3.664 5.112 0.62 I 0.465 
Thiamphenicol 0 3594 35 3.871 4.852 -0.32 I 0.204 
Thiamylal 0 3450 41 3.466 4.143 -0.53 I 0.178 
Thiothixene 0 6426 80 4.331 5.9 1.27 I 0.354 
Thiram 0 1342 8 2.944 2.639 -1.52 I 0.128 
Thonzylamine 0 3036 39 3.784 5.094 0.39 I 0.379 
Tiapride 0 3564 38 3.892 5.043 -0.04 I 0.254 
Ticarcillin 0 6510 81 4.025 4.92 1 I 0.291 
Ticlopidine 0 3118 43 3.714 4.868 0.72 I 0.454 
Tilmicosin 0 11172 146 4.615 5.371 3.5 A 0.563 
Tilorone 0 5228 74 4.159 5.838 1.87 A 0.587 
Timolol 0 3284 40 3.611 4.248 0.39 I 0.363 
Tioconazole 0 3834 53 3.989 5.017 2.12 A 0.733 
Tobramycin 0 6700 84 3.932 4.673 0.87 I 0.254 
Tolazamide 0 3380 40 3.871 4.836 0.82 I 0.460 
Tolazoline 0 1618 23 3.296 4.357 -0.76 I 0.226 
Tolbutamide 0 2740 29 3.738 4.718 -0.03 I 0.303 
Toltrazuril 0 5862 72 4.248 5.576 1.33 I 0.409 
Topiramate 0 5772 73 3.892 4.673 0.97 I 0.330 
Tramadol 0 3696 45 3.611 4.852 -0.78 I 0.136 
Tranexamicacid 0 1542 16 2.833 3.045 -2.22 I 0.065 
Tranylcypromine 0 1890 19 3.135 4.277 -2.72 I 0.037 
Trazodone 0 4858 68 4.06 5.347 2.01 A 0.646 
Trichlormethiazide 0 4818 54 4.078 5.425 0.15 I 0.223 





Trientine 0 514 6 2.197 1.792 -3.36 I 0.029 
Trifluoperazine 0 5898 76 4.143 5.677 0.98 I 0.324 
Trifluridine 0 4170 51 3.689 4.585 0.04 I 0.237 
Trihexyphenidyl 0 4032 51 3.689 4.787 -0.03 I 0.231 
Trimethadione 0 2124 20 3.045 3.219 -1.8 I 0.081 
Trimethobenzamide 0 4370 56 4.078 5.451 1.28 I 0.502 
Trimethoprim 0 3732 49 3.912 5.375 0.69 I 0.401 
Trimetozine 0 3522 47 3.714 5.088 0.08 I 0.281 
Trioxsalen 0 3978 57 3.892 5.553 0.86 I 0.427 
Tripelennaminecitrate 0 2652 35 3.689 4.963 0.24 I 0.370 
Trisodiumethylenediaminetetra 0 2182 26 3.497 3.497 1.25 I 0.650 
Troleandomycin 0 11476 146 4.605 5.318 2.92 A 0.398 
Tropicamide 0 3228 43 3.807 5.043 0.78 I 0.461 
Tuaminoheptane 0 490 4 2.079 1.386 -3.63 I 0.022 
Tylosintartrate 0 12322 158 4.682 5.464 3.1 A 0.383 
Tyrothricin 0 14436 196 5.193 6.256 5.92 A 0.850 
Undecylenic 0 654 8 2.398 2.079 -2.6 I 0.058 
Urea 0 162 0 1.792 0 -2.95 I 0.048 
Valacyclovir 0 3860 49 3.85 4.868 0.91 I 0.447 
Valsartan 0 5500 78 4.277 5.724 2.81 A 0.771 
Vancomycin 0 21584 296 5.434 6.872 5.78 A 0.381 
Vardenafil 0 7290 100 4.419 5.883 2.86 A 0.677 
Vecuronium 0 10434 145 4.317 5.384 2.95 A 0.481 
Venlafaxine 0 3662 45 3.638 4.844 -0.53 I 0.169 
Verapamil 0 5820 70 4.205 5.501 1 I 0.334 
Vidarabine 0 4110 60 3.761 5.165 0.85 I 0.415 
Warfarin 0 4558 65 4.078 5.663 1.77 A 0.610 
Yohimbine 0 6424 97 4.094 5.565 2.69 A 0.696 
Zidovudine 0 3464 47 3.689 4.635 0.82 I 0.453 
Zolmitriptan 0 3646 53 3.85 5.182 1.35 I 0.572 
FD: Función discriminante. 
Clas.: clasificación del modelo para el compuesto. 
P.A.: probabilidad de que el compuesto sea activo. 
T(O…Br): la suma de las distancias topológicas entre los átomos de oxígeno (O) y Bromo (Br). 
SRW08: número de caminos de auto-retorno de orden 8. 
MPC04; número total de caminos de orden 4. 
piPC02: número de caminos múltiples de orden 2. 
piPC05: número de caminos múltiples de orden 5. 








Anexo V.4. Compuestos que conforman el grupo test del modelo 2 y valores de FD2 
asociados a estos. 
Compuestos T(O..Br) SRW08 MPC04 piPC02 piPC05 FD2 Clas. P. A. 
Grupo Activo 
Akt inhibitor IV [298] 0 7498 116 4.575 6.28 4.93 A 0.940 
AZD5363 [299] 0 6062 79 4.234 5.572 1.81 A 0.513 
GDC-0068 [300] 0 6326 89 4.248 5.613 2.67 A 0.697 
API-59CJ-OMe [301] 0 5442 81 4.174 6.08 2.08 A 0.623 
PHT-427 [302] 0 3684 46 4.025 5.011 1.7 A 0.652 
Sunitinib [303] 0 5406 77 4.234 5.67 2.68 A 0.753 
Grupo Inactivo 
Acepromazinemaleate 0 4502 62 4.007 5.62 1.1 I 0.449 
Acetohexamide 0 3806 43 3.951 4.963 0.66 I 0.391 
Acetohydroxamicacid 0 272 0 1.946 0 -2.2 I 0.092 
Adenine 0 1834 25 3.296 4.654 -1.43 I 0.124 
Adenosine 0 4110 60 3.761 5.165 0.85 I 0.415 
Alpha-Tochopherol 0 5540 64 4.06 5.242 0.28 I 0.209 
Alrestatin 0 4422 63 3.951 5.69 0.93 I 0.412 
Amifostine 0 1122 8 2.833 2.197 -1.02 I 0.206 
Aminacrine 0 3306 46 3.784 5.631 -0.11 I 0.255 
Aminopentamide 0 4294 54 3.892 5.323 0.21 I 0.262 
Ampicillin 0 6276 74 3.989 5.1 -0.03 I 0.136 
Antazoline 0 3036 44 3.829 5.069 1.4 I 0.626 
Antipyrine 0 2594 36 3.526 4.779 -0.21 I 0.275 
Aspartame 0 2838 33 3.714 4.595 0.38 I 0.390 
Astemizole 0 6204 88 4.382 5.838 3.23 A 0.807 
Benzoicacid 0 1158 12 3.045 4.143 -2.55 I 0.053 
Biperiden 0 4904 68 3.85 5.043 1.12 I 0.426 
Bismuthsubsalicylate 0 0 23 2.89 4.29 0.05 I 0.513 
Bretyliumtosylate 0 2114 20 3.296 4.382 -2.21 I 0.056 
Butylparaben 0 1760 20 3.332 4.477 -1.43 I 0.125 
Camphor 0 3540 36 3.178 3.761 -2.54 I 0.027 
Captopril 0 2208 27 3.178 3.526 -0.71 I 0.206 
Carbadox 0 3364 43 3.97 5.666 0.46 I 0.374 
Carbidopa 0 2900 26 3.555 4.595 -1.7 I 0.073 
Carvedilol 0 5314 78 4.248 5.841 2.8 A 0.778 
Cefazolin 0 6512 83 4.205 5.226 1.87 A 0.495 
Cefmetazole 0 7256 86 4.159 5.215 0.53 I 0.170 
Cefoxitin 0 6996 83 4.127 5.176 0.5 I 0.178 
Cefpodoxime 0 6408 81 4.143 5.288 1.31 I 0.366 
Ceftazidime 0 8420 98 4.477 5.663 1.06 I 0.200 
Cephapirin 0 6060 72 4.127 5.288 0.67 I 0.252 
Cetylpyridinium 0 1888 25 3.434 4.248 0.02 I 0.372 





Chloroquine 0 3470 45 3.807 5.293 0.14 I 0.297 
Chlorothiazide 0 4152 45 4.025 5.468 -0.15 I 0.204 
Chloroxylenol 0 1756 16 3.219 4.317 -2.41 I 0.051 
Chlorpromazine 0 4118 58 3.912 5.565 0.82 I 0.407 
Cholesterol 0 7118 94 3.951 4.99 0.98 I 0.252 
Cinnarizine 0 4662 67 4.159 5.565 2.51 A 0.761 
Cinoxacin 0 4238 60 3.892 5.472 0.89 I 0.415 
Citicoline 0 5996 67 4.143 4.796 1.06 I 0.335 
Clidinium 0 6262 76 4.094 5.451 0.33 I 0.184 
Clindamycin 0 5040 66 3.761 4.431 1.07 I 0.403 
Clorsulon 0 4312 44 4.111 5.394 0.05 I 0.231 
Cloxacillin 0 7744 100 4.277 5.565 1.61 A 0.345 
Colforsin 0 9566 119 4.094 5.215 0.02 I 0.060 
Cycloheximide 0 3666 46 3.611 4.143 0.63 I 0.393 
Cysteine 0 640 2 2.303 0 -0.43 I 0.350 
Danazol 0 7802 102 4.094 5.403 0.9 I 0.203 
Danthron 0 4416 62 3.97 5.727 0.86 I 0.396 
Decamethonium 0 2010 14 3.135 2.639 -0.84 I 0.193 
Dehydrocholicacid 0 7836 105 4.094 5.193 1.6 A 0.337 
Desoxycorticosterone 0 6714 89 3.932 5.043 0.89 I 0.258 
Dexchlorpheniramine 0 2920 38 3.738 5.13 0.13 I 0.328 
Diazoxide 0 3186 38 3.761 5.268 -0.49 I 0.195 
Dicloxacillin 0 8090 105 4.317 5.613 1.77 A 0.358 
Dienestrol 0 3370 44 3.932 5.384 0.83 I 0.464 
Diltiazem 0 5226 75 4.159 5.565 2.48 A 0.724 
Dimenhydrinate 0 2732 37 3.689 5.043 0.21 I 0.359 
Dioxybenzone 0 3254 41 3.829 5.293 0.17 I 0.314 
Diphenhydramine 0 2732 37 3.689 5.043 0.21 I 0.359 
Diphenylpyraline 0 3486 48 3.807 5.165 0.74 I 0.433 
Doxycycline 0 9258 131 4.394 5.981 2.85 A 0.540 
Dyclonine 0 2848 36 3.638 4.754 0.02 I 0.309 
Econazole 0 3960 53 4.043 5.273 1.77 A 0.650 
Ergocalciferol 0 5850 73 4.025 5.024 1.05 I 0.342 
Estriol 0 5720 78 3.871 5.22 0.69 I 0.275 
Ethacrynicacid 0 3134 35 3.761 4.963 -0.28 I 0.234 
Ethopropazine 0 4348 61 3.912 5.489 0.9 I 0.411 
Ethylparaben 0 1542 16 3.219 4.394 -2.11 I 0.072 
Famciclovir 0 3464 46 3.871 5.075 1.07 I 0.515 
Fampridine 0 1096 10 2.944 3.97 -3.04 I 0.034 
Finasteride 0 7416 95 4.025 5.056 0.87 I 0.217 
Flumazenil 0 4516 67 4.007 5.572 1.84 A 0.629 
Foscarnet 0 1008 0 2.708 0 1.09 I 0.689 
Gabapentin 0 1960 21 2.944 3.178 -1.9 I 0.078 
Gatifloxacin 0 6376 89 4.159 5.762 1.76 A 0.477 
Glipizide 0 5222 62 4.29 5.412 1.79 A 0.567 




Glucosamine 0 2228 23 2.89 3.219 -2.57 I 0.038 
Glycopyrrolate 0 4838 61 3.85 4.883 0.57 I 0.303 
Guanabenzacetate 0 1972 22 3.466 4.595 -0.95 I 0.179 
Homosalate 0 3588 43 3.689 4.682 -0.06 I 0.250 
Hycanthone 0 4906 69 4.06 5.72 1.41 I 0.497 
Indapamide 0 5072 65 4.19 5.561 1.62 A 0.536 
Irbesartan 0 6556 98 4.357 5.846 3.73 A 0.861 
Isoetharinemesylate 0 2662 30 3.497 4.635 -1.11 I 0.132 
Isoxsuprine 0 3278 39 3.829 5.004 0.34 I 0.351 
Itraconazole 0 10010 142 4.727 6.073 4.77 A 0.866 
Josamycin 0 10284 137 4.575 5.288 3.93 A 0.721 
Lamotrigine 0 3074 38 3.761 5.323 -0.36 I 0.222 
Lansoprazole 0 4714 59 4.127 5.537 1.16 I 0.447 
Leucovorin 0 6096 80 4.317 5.525 2.48 A 0.670 
Levalbuterol 0 2762 27 3.526 4.644 -1.55 I 0.087 
Levothyroxine 0 4434 52 4.078 5.416 0.66 I 0.348 
Lidocaine 0 2474 29 3.526 4.595 -0.62 I 0.208 
Liothyronine 0 4096 48 4.025 5.371 0.53 I 0.341 
Lithiumcitrate 0 1972 17 3.178 3.219 -1.08 I 0.161 
Lomefloxacin 0 5582 78 4.078 5.638 1.55 A 0.481 
Mecamylamine 0 3706 39 3.135 3.664 -2.56 I 0.026 
Medroxyprogesteroneacetate 0 8282 109 4.111 5.273 1.23 I 0.235 
Mefloquine 0 5884 71 4.078 5.684 -0.1 I 0.141 
Mepivacaine 0 3190 39 3.638 4.727 -0.21 I 0.244 
Mestranol 0 6408 83 3.97 5.342 0.41 I 0.190 
Methazolamid 0 2456 26 3.611 4.431 -0.18 I 0.290 
Methicillin 0 6844 85 4.078 5.323 0.52 I 0.187 
Methimazole 0 898 9 2.639 2.565 -2.28 I 0.073 
Methoxamine 0 2406 28 3.401 4.727 -1.63 I 0.089 
Methylergonovine 0 5628 83 4.078 5.656 2.11 A 0.617 
Metoclopramide 0 3000 35 3.664 4.875 -0.46 I 0.208 
Mexiletine 0 1902 21 3.296 4.382 -1.64 I 0.100 
Miglitol 0 2448 29 2.996 3.466 -1.95 I 0.065 
Minoxidil 0 2728 33 3.584 4.875 -0.69 I 0.184 
Modafinil 0 3000 42 3.807 5.153 0.91 I 0.510 
Monobenzone 0 2120 26 3.584 4.883 -0.45 I 0.256 
Morantelcitrate 0 2324 29 3.497 4.431 -0.22 I 0.290 
Moxalactam 0 8990 109 4.431 5.635 1.19 I 0.194 
Nadolol 0 3970 45 3.761 4.97 -0.59 I 0.149 
Naloxone 0 7984 118 4.094 5.796 2.05 A 0.434 
Naphazoline 0 2884 42 3.714 5.247 0.4 I 0.393 
Netilmicin 0 6850 86 4.007 4.804 1.09 I 0.289 
Norfloxacin 0 4882 67 3.989 5.537 1.06 I 0.410 
Nortriptyline 0 3552 54 3.892 5.576 1.26 I 0.557 





Olmesartan 0 6608 95 4.419 5.953 3.42 A 0.817 
Oxacillin 0 7406 96 4.234 5.493 1.59 A 0.363 
Oxethazaine 0 5874 65 4.22 5.142 0.92 I 0.312 
Oxfendazole 0 3948 55 4.043 5.553 1.59 A 0.609 
Oxidopamine 0 1904 21 3.296 4.554 -1.94 I 0.076 
Pargyline 0 1368 17 3.178 4.174 -1.51 I 0.130 
Pentoxifylline 0 3858 52 3.761 4.89 0.73 I 0.403 
Perhexiline 0 3228 46 3.367 4.078 0.09 I 0.301 
Phenazopyridine 0 2458 30 3.714 5.142 -0.21 I 0.284 
Phenformin 0 1694 20 3.401 4.174 -0.35 I 0.300 
Phenylpropanolamine 0 1542 16 3.091 4.174 -2.54 I 0.048 
Phenytoin 0 4178 60 3.892 5.416 1.11 I 0.473 
Pipamperone 0 5090 61 3.97 4.963 0.68 I 0.310 
Piperacillin 0 8834 109 4.369 5.442 1.45 I 0.246 
Piracetam 0 1304 16 2.89 3.045 -1.38 I 0.146 
Pirenperone 0 5732 75 4.234 5.602 1.87 A 0.552 
Pizotyline 0 4312 67 3.97 5.602 1.97 A 0.671 
Pralidoxime 0 1308 15 3.135 4.344 -2.22 I 0.069 
Pregabalin 0 1060 11 2.708 2.398 -1.61 I 0.128 
Primidone 0 3538 43 3.584 4.762 -0.75 I 0.144 
Probucol 0 8224 87 4.394 5.765 -0.74 I 0.042 
Procaine 0 2190 24 3.466 4.511 -0.97 I 0.167 
Propantheline 0 5730 70 4.111 5.617 0.4 I 0.220 
Propofol 0 2226 25 3.332 4.533 -1.78 I 0.081 
Propranolol 0 2952 38 3.689 5.182 -0.33 I 0.234 
Proscillaridin 0 10714 137 4.382 5.565 1.39 I 0.152 
Protryptyline 0 3552 54 3.871 5.591 1.1 I 0.518 
Pyrantel 0 2010 26 3.401 4.304 -0.38 I 0.275 
Pyrazinamide 0 1158 12 3.045 4.143 -2.55 I 0.053 
Pyridostigmine 0 1806 19 3.332 4.369 -1.48 I 0.119 
Pyrilamine 0 3036 39 3.784 5.094 0.39 I 0.379 
Quinapril 0 5540 73 4.22 5.425 2.2 A 0.643 
Quinine 0 5538 76 4.007 5.545 1.08 I 0.370 
Rabeprazole 0 4246 59 4.078 5.533 1.8 A 0.637 
Raloxifene 0 6568 95 4.443 6.08 3.43 A 0.821 
Ranolazine 0 5058 65 4.159 5.298 1.9 A 0.606 
Retinylpalmitate 0 4588 52 4.174 5.017 1.64 A 0.575 
Rifampin 0 12558 167 4.868 6.395 3.43 A 0.447 
Roxarsone 0 2656 25 3.584 4.812 -1.54 I 0.090 
Sarafloxacin 0 6050 84 4.263 5.924 2.1 A 0.585 
Simvastatin 0 6092 75 4.043 4.99 1.01 I 0.318 
Sisomicin 0 6638 81 3.97 4.736 0.71 I 0.229 
Sulconazolenitrate 0 3960 53 4.043 5.273 1.77 A 0.650 
Sulfabenzamide 0 3416 38 3.97 5.209 0.46 I 0.369 
Sulfadiazine 0 3032 34 3.871 5.147 0.16 I 0.328 




Sulfadimethoxine 0 3824 45 4.025 5.357 0.69 I 0.396 
Sulfadoxine 0 3968 47 4.025 5.38 0.64 I 0.374 
Sulfamerazine 0 3298 37 3.932 5.204 0.33 I 0.347 
Sulfamethoxazole 0 3100 36 3.871 4.956 0.63 I 0.432 
Sulfathiazole 0 2850 33 3.807 4.86 0.48 I 0.414 
Tacrolimus 0 10976 142 4.625 5.485 3.21 A 0.506 
Tetracycline 0 9518 128 4.407 5.986 1.99 A 0.315 
Tetroquinone 0 2496 24 3.434 4.443 -1.66 I 0.084 
Thiamine 0 3054 40 3.761 4.956 0.58 I 0.424 
Thimerosal 0 1778 22 3.296 4.477 -1.42 I 0.126 
Thiopental 0 3364 38 3.434 4.127 -0.94 I 0.128 
Thioridazine 0 5132 72 4.043 5.649 1.39 I 0.474 
Tinidazole 0 2692 28 3.664 4.248 0.27 I 0.373 
Tolnaftate 0 4020 52 4.043 5.545 1.05 I 0.470 
Tranilast 0 3838 49 4.043 5.451 1.16 I 0.512 
Triacetin 0 1456 15 3.178 3.135 -0.18 I 0.354 
Triamterene 0 3946 54 3.989 5.72 0.83 I 0.422 
Trichlorfon 0 2314 14 3.045 1.946 -0.83 I 0.182 
Trilostane 0 8424 106 4.007 5.242 -0.07 I 0.075 
Trimipramine 0 3996 59 3.912 5.425 1.44 I 0.570 
Triprolidine 0 3366 47 3.892 5.333 1.09 I 0.528 
Tryptophan 0 2592 34 3.584 4.883 -0.3 I 0.259 
Tubocurarine 0 10674 149 4.754 6.422 3.98 A 0.706 
Tyloxapol 0 2842 27 3.466 4.5 -1.84 I 0.065 
Ursodiol 0 7402 99 3.951 4.934 1.19 I 0.278 
Valproate 0 930 9 2.565 2.197 -2.18 I 0.080 
Vesamicol 0 3426 46 3.584 4.673 0.04 I 0.277 
Vigabatrin 0 724 5 2.565 2.197 -2.31 I 0.074 
Xylazine 0 2468 31 3.526 4.736 -0.57 I 0.216 
Xylometazoline 0 3454 40 3.738 4.99 -0.42 I 0.194 
Zoxazolamine 0 2020 28 3.401 4.844 -1.06 I 0.162 
FD: Función discriminante. 
Clas.: clasificación del modelo para el compuesto. 
P.A.: probabilidad de que el compuesto sea activo. 
T(O…Br): la suma de las distancias topológicas entre los átomos de oxígeno (O) y Bromo (Br). 
SRW08: número de caminos de auto-retorno de orden 8. 
MPC04; número total de caminos de orden 4. 
piPC02: número de caminos múltiples de orden 2. 
piPC05: número de caminos múltiples de orden 5. 









Anexo V.5. Compuestos que conforman el grupo de entrenamiento del modelo 3 y valores 
de FD3 asociados a estos. 
Compuestos Dz S2K PCR X2sol JGI4 FD3 Clas. P. A. 
Grupo Activo 
10-Hydroxycampothecin [305] 57 4.087 1.441 11.966 0.055 1.18 A 0.235 
Agelastatine [306] 44.75 2.881 1.157 10.396 0.054 0.58 A 0.359 
Artenimol [307] 45 2.168 1 9.702 0.064 -1.67 I 0.842 
Auraptene [308] 47 4.938 1.44 9.478 0.038 1.02 A 0.265 
Bergapten [309] 36 2.65 1.367 7.005 0.053 -0.27 I 0.566 
Calphostin [310] 130 11.693 1.594 25.567 0.047 1.48 A 0.187 
Camptothecin [311] 57 4.087 1.441 11.966 0.055 1.18 A 0.235 
Cardamonin [312] 44 4.855 1.511 8.358 0.044 1.30 A 0.215 
Curcumin [313] 60 7.293 1.596 11.25 0.048 2.90 A 0.052 
Deguelin [314] 64 4.179 1.414 13.478 0.06 1.00 A 0.269 
Diallyltrisulfide [315] 18 6.169 1.144 4.845 0.016 3.68 A 0.025 
EGCG [316] 81 6.466 1.386 16.573 0.067 1.87 A 0.134 
Ellagic acid [317] 52 3.689 1.36 10.38 0.072 1.11 A 0.249 
Emodin [318] 45 3.194 1.392 9.308 0.064 1.33 A 0.210 
Esculetin [319] 30 2.418 1.336 5.864 0.085 2.52 A 0.075 
Gallic acid [320] 29 2.522 1.238 5.289 0.084 1.44 A 0.192 
Gossypol [321] 84 5.767 1.426 17.005 0.058 0.00 A 0.500 
Hecogenin [322] 66 3.598 1.008 15.099 0.066 0.07 A 0.484 
Honokiol [323] 42 4.242 1.459 8.208 0.045 0.94 A 0.281 
Indole-3-Carbinol [324] 23.5 1.945 1.337 4.454 0.029 -2.02 I 0.884 
Indomethacin [325] 54.83 5.152 1.37 11.432 0.05 1.64 A 0.162 
Isoflavone [326] 36 3.488 1.502 7.207 0.041 0.93 A 0.283 
Isoliquiritigenin [327] 42 4.757 1.489 8.24 0.046 1.86 A 0.134 
Juglone [328] 29 2.324 1.387 5.681 0.056 0.54 A 0.368 
Kirenol [329] 52 3.181 1.054 11.229 0.054 -1.44 I 0.809 
Murrayafolinea [330] 33.5 2.121 1.419 7.017 0.048 0.12 A 0.469 
Naringin [331] 96 9.358 1.242 18.449 0.049 -0.41 I 0.601 
PFK118-310 [332] 32 1.83 1.31 6.167 0.076 0.59 A 0.357 
Protocatechualdehyde [333] 23 2.171 1.301 4.042 0.089 2.34 A 0.088 
Quercetin [334] 51 4.453 1.386 10.037 0.061 1.16 A 0.240 
Resveratrol [335] 37 4.107 1.459 7.487 0.055 2.54 A 0.073 
Rotenone [391] 64 4.36 1.319 13.046 0.057 -0.32 I 0.581 
Silibinin [336] 80 7.409 1.371 15.625 0.053 0.64 A 0.345 
Sitosterol [337] 61 3.657 1.067 13.732 0.05 -0.87 I 0.706 
Sulforaphane [338] 21.5 5.219 1.226 4.688 0.027 2.21 A 0.099 
Tanshinone [339] 45 2.849 1.415 9.569 0.057 0.93 A 0.283 
Theophylline [340] 30 1.52 1.195 5.695 0.074 -0.57 I 0.638 
Toxoflavin [341] 32.5 1.871 1.31 6.167 0.076 0.42 A 0.396 
Uvaol [342] 66 2.864 1.059 15.546 0.067 0.33 A 0.418 
Vincristine [343] 132 9.653 1.254 27.249 0.047 -1.14 I 0.758 





1r,9s-Hydrastine 62.5 4.572 1.33 12.414 0.046 -1.27 I 0.782 
4-O-Methylphloracetophenone 30 2.155 1.261 5.522 0.047 -1.85 I 0.864 
Abscisic Acid (Cis,Trans; +/-) 42 2.551 1.283 9.021 0.052 -0.25 I 0.563 
Acetosyringone 32 2.241 1.23 5.671 0.064 -1.19 I 0.767 
Ajmaline 51 2.581 1.135 11.358 0.054 -1.00 I 0.732 
Albizziine 24.5 3.142 1.09 4.192 0.053 -1.10 I 0.750 
Anisodamine 48.5 4.523 1.157 9.517 0.037 -1.88 I 0.868 
Apiole 36 2.666 1.241 6.284 0.048 -2.61 I 0.931 
Asarinin (-) 58 4.886 1.289 11.859 0.031 -1.34 I 0.793 
Asarylaldehyde 32 2.627 1.278 5.145 0.06 -1.62 I 0.835 
Asiatic acid 75 3.78 1.065 16.787 0.066 -0.45 I 0.611 
Azadirachtin 118 6.688 1.065 24.273 0.056 -3.96 I 0.981 
Beta-Escin 182 14.11 1.06 36.355 0.059 -2.63 I 0.933 
Biochanin A 47 4.147 1.43 9.181 0.048 0.34 A 0.415 
Capsaicin 47.5 6.303 1.291 8.893 0.041 0.77 A 0.317 
Chlorogenic acid 59 6.136 1.261 11.365 0.065 1.43 A 0.194 
Cinchonidine 46 3.862 1.352 9.563 0.043 0.18 A 0.457 
Citropten 34 2.583 1.337 6.256 0.056 -0.66 I 0.660 
Colchiceine 62.5 5.214 1.359 11.948 0.048 -0.94 I 0.720 
Colchicine 64.5 5.299 1.347 12.139 0.046 -1.62 I 0.835 
Colforsin 65 2.786 1.038 14.35 0.072 -1.02 I 0.735 
Crustecdysone 75 4.2 1.068 17.219 0.067 0.85 A 0.301 
Cryptotanshinone 47 2.573 1.244 10.484 0.058 0.27 A 0.435 
D,L-Threo-3-Hydroxyaspartic acid 25.5 2.675 1.084 4.206 0.04 -3.12 I 0.958 
Deltaline 71.5 3.294 1 15.392 0.065 -2.29 I 0.908 
Dihydrocelastryl Diacetate 84 4.375 1.237 19.238 0.069 1.72 A 0.152 
Dihydromyristicin 31 2.389 1.216 5.649 0.045 -2.23 I 0.903 
Diprotin A 53.5 5.048 1.04 9.869 0.042 -3.15 I 0.959 
Eugenol.Mol 26 2.252 1.31 4.613 0.052 -0.81 I 0.691 
Eupatorin 57 4.7 1.318 10.6 0.054 -1.18 I 0.765 
Eupatoriochromene 35 1.853 1.31 7.784 0.072 1.66 A 0.160 
Evernic acid 55 4.704 1.312 10.604 0.04 -1.47 I 0.813 
Frequentin 40 5.046 1.251 6.966 0.051 -0.11 I 0.527 
Gambogic acid amide 100 6.08 1.279 22.267 0.058 1.22 A 0.228 
Griseofulvin 54.33 3.722 1.266 10.694 0.063 -0.64 I 0.655 
Hydroquinidine 51 4.138 1.305 10.366 0.046 -0.38 I 0.593 
Hydroxyprogesterone 51 2.73 1.089 11.603 0.057 -0.47 I 0.617 
Ichthynone 67 4.607 1.425 13.821 0.057 0.61 A 0.352 
Isoginkgetin 94 8.626 1.498 18.912 0.044 1.54 A 0.177 
Kainic acid 34.5 2.692 1.077 6.686 0.056 -1.66 I 0.841 
Khellin 43 2.745 1.373 8.198 0.056 -0.92 I 0.715 





Lappaconitine 93 5.796 1.13 19.358 0.059 -1.72 I 0.849 
Ligustilide 30 2.633 1.265 5.727 0.025 -2.68 I 0.936 
Madecassic acid 78 3.97 1.063 17.354 0.066 -0.59 I 0.645 
Norstictic Acid 63 4.505 1.341 12.343 0.052 -1.14 I 0.757 
Ouabain 94 6.754 1.044 19.458 0.058 -1.48 I 0.814 
Pachyrrhizin 56 4.525 1.506 11.31 0.051 1.13 A 0.244 
Pachyrrhizone 61 4.548 1.39 12.346 0.054 0.24 A 0.441 
Paeonol 27 1.965 1.288 4.972 0.051 -1.20 I 0.769 
Physcion 47 3.267 1.368 9.477 0.064 0.68 A 0.336 
Pimpinellin 41 2.926 1.328 7.649 0.053 -1.27 I 0.780 
Piplartine 51.5 5.268 1.37 9.226 0.044 -0.88 I 0.707 
Plectocomine Methyl Ether 32 2.301 1.25 6.455 0.034 -2.11 I 0.892 
Protoporphyrin Ix 90 7.197 1.49 18.817 0.03 0.25 A 0.440 
Pseudo-Anisatin 48 2.125 1.031 10.403 0.064 -1.67 I 0.841 
Pteryxin 63 4.426 1.289 12.948 0.056 -0.24 I 0.561 
Pyridoxine 27.5 2.343 1.296 4.654 0.065 -0.32 I 0.580 
Rutin.Mol 102 9.734 1.311 19.538 0.055 0.16 A 0.461 
Safrole.Mol 26 2.112 1.282 4.919 0.041 -1.52 I 0.821 
Salicin 47 5.145 1.197 8.19 0.053 -1.15 I 0.761 
Salsolidine 32.5 2.088 1.254 6.14 0.064 -0.67 I 0.662 
Salsoline 30.5 2.012 1.253 5.949 0.069 0.18 A 0.457 
Salvinorin A 70 4.893 1.093 14.333 0.054 -1.80 I 0.859 
Salvinorin B 63 4.266 1.098 12.92 0.057 -1.59 I 0.830 
Strychnine 53 3.302 1.189 12.052 0.041 -0.58 I 0.641 
Tetrahydropalmatine 56.5 4.183 1.311 10.946 0.055 -0.97 I 0.725 
Theobromine 30 1.52 1.198 5.845 0.065 -1.02 I 0.735 
Tryptamine 41 3.128 1.461 8.516 0.048 0.82 A 0.307 
Umbelliferone 27 2.222 1.334 5.357 0.075 1.93 A 0.127 
Vincamine 56 3.606 1.195 11.842 0.051 -1.01 I 0.733 
FD: Función discriminante. 
Clas.: clasificación del modelo para el compuesto. 
P.A.: probabilidad de que el compuesto sea activo. 
Dz: índice de Pogliani. 
S2K: modificación alfa del índice de doble camino de Kier. 
PCR: cociente entre el número de enlaces múltiples y el número total de enlaces. 
X2sol: índice de conectividad de solvatación de orden 2. 
JGI4: índice de carga ponderados por enlace de orden 4. 











Anexo V.6. Compuestos que conforman el grupo test del modelo 3 y valores de DF3 asociados 
a estos. 
Compuestos Dz S2K PCR X2sol JGI4 FD3 Clas. P.A. 
Grupo Activo 
4-Methylesculetin [319] 32 2.212 1.312 6.404 0.078 1.60 A 0.831 
Apigenin [344] 45 4.064 1.402 9.12 0.049 0.91 A 0.712 
Aspirin [345] 30 2.922 1.337 5.582 0.044 -0.61 I 0.351 
Caffeic acid [346] 30 3.329 1.348 5.605 0.069 1.96 A 0.877 
Celastrol [347] 70 3.318 1.23 16.392 0.074 2.16 A 0.896 
Celecoxib [348] 60 5.249 1.391 12.289 0.051 1.16 A 0.761 
CGP049090 [304] 88 6.304 1.419 17.945 0.05 -0.22 I 0.445 
Diosgenin [349] 63 3.407 1.06 14.64 0.062 0.38 A 0.593 
FH535 [350] 49.7 5.299 1.4 12.31 0.061 6.52 N.C. 0.999 
Fisetin [351] 48 4.258 1.395 9.488 0.063 1.53 A 0.821 
Hydnocarpin [352] 77 7.217 1.414 15.216 0.049 0.98 A 0.726 
ICG-001 [353] 88 9.825 1.316 18.034 0.042 2.78 A 0.941 
ICRT-14 [355] 57.5 5.392 1.447 12.553 0.036 1.98 A 0.878 
IWP-2 [304] 66 7.287 1.429 15.656 0.041 5.93 N.C. 0.997 
JW55 [304] 70 7.955 1.306 13.603 0.029 -0.07 I 0.482 
Monocrotaline [356] 52.5 3.209 1.082 10.936 0.037 -3.28 I 0.036 
Paclitaxel [357] 138.5 11.711 1.22 28.58 0.051 0.78 A 0.686 
PKF118-744 [358] 53 4.131 1.396 10.493 0.059 0.57 A 0.639 
PKF222-815 [359] 140 11.329 1.584 27.896 0.046 0.44 A 0.608 
PNU-74654 [360] 52 6.127 1.577 10.141 0.028 1.42 A 0.805 
Shikonin [361] 47 3.899 1.38 9.371 0.058 0.85 A 0.700 
Sulindac [362] 54.5 5.073 1.443 11.547 0.045 1.94 A 0.874 
XAV-939 [363] 48.5 4.663 1.305 8.435 0.043 -2.09 I 0.110 
ZTM000990 [364] 115.5 8.266 1.308 22.333 0.056 -2.70 I 0.063 
Grupo Inactivo 
1-Methylxanthine 28 1.641 1.214 5.286 0.073 -0.20 I 0.450 
Anethole 23 2.097 1.318 4.084 0.048 -0.84 I 0.301 
Bicuculline (+) 60.5 4.507 1.305 12.529 0.042 -0.78 I 0.313 
Chrysanthemic acid, ethylester 30 1.046 1.103 6.349 0.06 -1.74 I 0.149 
Crassin acetate 59 4.82 1.185 12.316 0.043 -0.79 I 0.312 
Dihydrojasmonic acid, methyl ester 35 3.949 1.053 6.223 0.036 -2.90 I 0.052 
Inosine 45 3.743 1.237 8.263 0.044 -2.30 I 0.091 
Melatonin 37 3.278 1.292 7.173 0.036 -1.50 I 0.182 
Penicillic acid 28 1.252 1.159 5.311 0.06 -1.99 I 0.120 
Pomiferin 68 4.925 1.397 14.598 0.055 1.49 A 0.816 
Pyrromycin 95.5 7.077 1.272 19.183 0.054 -1.09 I 0.252 
Quassin 62 3.026 1.128 12.892 0.067 -1.68 I 0.157 
Reserpine 98 8.103 1.252 18.855 0.047 -2.17 I 0.102 





Strophanthidin 64 4.269 1.072 13.867 0.056 -0.70 I 0.330 
Trigonelline 22.5 1.742 1.29 4.276 0.066 0.53 A 0.630 
Vindoline 73 4.36 1.233 14.92 0.055 -1.80 I 0.142 
FD: Función discriminante. 
Clas.: clasificación del modelo para el compuesto. 
P.A.: probabilidad de que el compuesto sea activo. 
Dz: índice de Pogliani. 
S2K: modificación alfa del índice de doble camino de Kier. 
PCR: cociente entre el número de enlaces múltiples y el número total de enlaces. 
X2sol: índice de conectividad de solvatación de orden 2. 
JGI4: índice de carga ponderado por enlace de orden 4. 
A: activo; I: inactivo; N.C.: no clasificable. 
  




Anexo V.7. Compuestos que conforman el grupo de entrenamiento del modelo 4 y valores 
de FD4 asociados a estos. 
Compuestos SCBO nN ZM1 GGI4 FD4 Clas. P. A. 
Grupo Activo 
10-Hydroxycampothecin [305] 39 2 154 2.53 0.33 A 0.571 
2,4-Diaminoquinazoline [365] 18 4 62 0.71 -0.81 I 0.305 
4-Methylesculetin [319] 20 0 74 1.25 0.60 A 0.640 
Agelastatine [306] 27 4 122 1.73 -1.83 I 0.134 
Apigenin [344] 30 0 108 1.43 0.80 A 0.683 
Artenimol [307] 23 0 122 2.45 -0.85 I 0.291 
Aspirin [345] 18 0 60 0.66 0.46 A 0.609 
Auraptene [366] 30 0 106 0.87 0.29 A 0.566 
Azaserine [367] 15 3 48 0.32 -0.68 I 0.335 
Bergapten [368] 24 0 88 1.21 0.52 A 0.621 
Caffeic acid [346] 18 0 60 0.69 0.49 A 0.618 
Calphostin [310] 83 0 318 6.36 4.23 A 0.984 
Camptothecin [311] 39 2 154 2.53 0.33 A 0.571 
Celecoxib [348] 38 3 142 1.92 -0.03 I 0.483 
CGP049090 [304] 55 0 226 5.27 2.75 A 0.936 
Curcumin [370] 38 0 130 1.55 1.31 A 0.783 
Dexamethasone [371] 35 0 168 3.82 0.34 A 0.572 
Diallyltrisulfide [315] 10 0 30 0.08 0.00 A 0.499 
Ellagic acid [372] 33 0 130 3.18 1.94 A 0.870 
Fenoprofen [373] 26 0 88 0.65 0.38 A 0.588 
FH535 [350] 32 2 114 1.96 0.89 A 0.703 
Fisetin [351] 31 0 114 1.9 1.15 A 0.754 
Gallic acid [320] 16 0 58 0.92 0.40 A 0.596 
Gossypol [374] 53 0 210 5.48 3.69 A 0.974 
Hecogenin [322] 37 0 192 4.11 -0.63 I 0.336 
Honokiol [375] 29 0 98 1.23 1.06 A 0.737 
Hydnocarpin [352] 49 0 188 2.88 1.30 A 0.778 
Ibuprofen [376] 19 0 70 0.74 0.05 A 0.509 
ICG-001 [353] 60 4 222 2.81 0.30 A 0.560 
ICRT-14 [355] 41 3 146 1.53 -0.02 I 0.487 
Indole-3-Carbinol [324] 16 1 56 0.26 -0.51 I 0.373 
Indomethacin [325] 36 1 132 2.05 0.94 A 0.713 
Isoflavone [326] 27 0 90 0.9 0.77 A 0.678 
Isoliquiritigenin [327] 28 0 94 0.92 0.74 A 0.672 
IWP-2 [304] 46 4 170 1.92 -0.39 I 0.394 
Juglone [378] 20 0 68 0.9 0.64 A 0.651 
JW55 [304] 45 2 166 1.32 -0.46 I 0.377 
Kirenol [329] 27 0 136 2.55 -0.77 I 0.308 
LGK-974 [379] 46 6 156 1.21 -0.75 I 0.313 





Mesalamine [380] 15 1 52 0.65 -0.01 I 0.495 
Monocrotaline [381] 28 1 130 1.58 -1.49 I 0.179 
Murrayafoline A [382] 24 1 88 1.06 0.05 A 0.508 
Mycophenolatemofetil [382] 39 1 156 2.1 -0.03 I 0.482 
Nabumetone [383] 24 0 84 1.07 0.65 A 0.652 
Naproxen [384] 24 0 86 1.11 0.55 A 0.628 
Naringin [331] 52 0 224 3.46 0.04 A 0.495 
Nocodazole [385] 31 3 110 0.81 -0.69 I 0.328 
NSC668036 [386] 36 2 150 2 -0.75 I 0.312 
Paclitaxel [357] 84 1 346 7.65 3.58 A 0.970 
PFK118-310 [332] 20 4 74 1.29 -0.53 I 0.368 
Phenylbutazone [387] 33 2 118 1.81 0.66 A 0.653 
Piroxicam [388] 35 3 124 2.25 0.94 A 0.713 
PKF118-744 [358] 35 0 130 2.76 1.95 A 0.872 
PKF222-815 [359] 87 0 344 7.04 4.08 A 0.982 
PNU-74654 [360] 36 2 120 0.78 0.08 A 0.513 
Protocatechualdehyde [333] 14 0 46 0.53 0.34 A 0.582 
Pyrvinium [389] 43 3 156 1.98 0.26 A 0.556 
Quercetin [390] 32 0 120 2.13 1.22 A 0.766 
Rotenone [391] 41 0 166 3.06 1.13 A 0.747 
Shikonin [361] 29 0 108 2.04 1.25 A 0.772 
Sitosterol [337] 34 0 168 2.65 -1.28 I 0.210 
Sorafenib [392] 45 4 164 1.72 -0.43 I 0.384 
Sulforaphane [338] 12 1 36 0.16 -0.14 I 0.463 
Sulindac [362] 37 0 132 1.68 1.07 A 0.737 
Tanshinone [339] 33 0 122 2.21 1.41 A 0.799 
Theophylline [340] 18 4 70 1.19 -0.85 I 0.297 
Topotecan [394] 44 3 180 3.32 0.26 A 0.553 
Toxoflavin [395] 20 5 74 1.29 -0.82 I 0.303 
Uvaol [342] 37 0 196 5.06 0.18 A 0.532 
Vincristine [343] 80 4 354 8.24 1.77 A 0.842 
XAV-939 [363] 29 2 114 1.21 -0.75 I 0.315 
ZTM000990 [364] 67 1 286 7.29 3.34 A 0.963 
Grupo Inactivo 
Acarbose 48 1 234 4.5 -0.81 I 0.294 
Acebutolol 29 2 110 1.29 -0.35 I 0.406 
Aceclidine 14 1 62 0.46 -1.23 I 0.223 
Acedapsone 34 2 116 1.24 0.41 A 0.595 
Acepromazinemaleate 32 2 120 1.47 -0.13 I 0.459 
Acetaminophen 15 1 50 0.5 -0.03 I 0.489 
Acetanilide 14 1 44 0.31 -0.06 I 0.483 
Acetarsol 20 1 74 1.05 0.08 A 0.515 
Acetohexamide 30 2 110 0.97 -0.47 I 0.379 
Acetohydroxamic acid 5 1 16 0 -0.60 I 0.353 
Acetriazoic acid 21 1 78 1.4 0.43 A 0.601 




Acetylcholine 10 1 42 0.24 -1.00 I 0.266 
Acetylcysteine 11 1 40 0.48 -0.32 I 0.418 
Acyclovir 21 5 80 0.93 -1.43 I 0.190 
Adenosine 25 5 104 1.19 -1.91 I 0.126 
Adenosinephosphate 30 5 126 1.51 -1.92 I 0.125 
Adiphenine 31 1 108 0.78 0.01 A 0.495 
Aklomide 18 2 62 0.73 -0.19 I 0.448 
Alaproclate 21 1 82 1.06 -0.26 I 0.431 
Albuterol 20 1 82 1.01 -0.57 I 0.357 
Alclometazonedipropionate 35 0 166 3.79 0.45 A 0.599 
Alfluzosin 36 5 142 2.06 -0.96 I 0.270 
Algesteroneacetophenide 44 0 202 4.04 0.33 A 0.569 
Aliskirenhemifumarate 44 3 184 2.37 -1.13 I 0.235 
Allopurinol 15 4 52 0.33 -1.25 I 0.220 
Alpha-tochopherol 35 0 154 2.11 -0.59 I 0.346 
Alprenolol 22 1 80 0.7 -0.27 I 0.428 
Alrestatin 29 1 104 1.85 1.04 A 0.734 
Althiazide 31 3 116 1.8 0.00 A 0.493 
Altrenogest 31 0 134 1.98 -0.26 I 0.425 
Alverinecitrate 28 1 96 0.22 -0.50 I 0.371 
Amantadine 13 1 68 0.33 -2.09 I 0.109 
Amcinonide 46 0 220 5 0.60 A 0.631 
Amikacin 43 5 206 3.55 -2.26 I 0.090 
Amiloride 20 7 72 1 -1.58 I 0.168 
Aminacrine 24 2 82 1.08 0.23 A 0.553 
Aminocaproic acid 9 1 32 0.16 -0.60 I 0.352 
Aminohippuric acid 19 2 64 0.54 -0.31 I 0.419 
Aminolevulinic acid 10 1 34 0.32 -0.31 I 0.421 
Aminopentamide 30 2 110 1.46 0.09 A 0.517 
Aminosalicylate 15 1 52 0.49 -0.19 I 0.449 
Amiodarone 41 1 156 1.99 0.35 A 0.577 
Amiprilose 27 1 144 2.39 -1.85 I 0.131 
Amitraz 31 3 108 1.15 -0.15 I 0.455 
Amitriptyline 30 1 108 0.99 -0.01 I 0.491 
Amlodipine 36 2 136 2.42 0.78 A 0.678 
Amodiaquine 35 3 128 1.48 -0.25 I 0.430 
Amoxicillin 33 3 138 2.31 -0.54 I 0.359 
Amphotericinb 76 1 318 3.71 -0.92 I 0.268 
Ampicillin 32 3 132 2.12 -0.57 I 0.354 
Ampyzinesulfate 12 3 40 0.19 -0.99 I 0.270 
Amsacrine 43 3 152 1.97 0.55 A 0.626 
Anagrelide 23 3 90 1.12 -0.86 I 0.292 
Aniracetam 22 1 80 0.74 -0.23 I 0.439 
Antazoline 29 3 100 0.54 -0.77 I 0.312 





Antipyrine 20 2 72 0.6 -0.59 I 0.353 
Apomorphine 29 1 116 2.02 0.33 A 0.575 
Apramycin 40 5 200 3.59 -2.52 I 0.071 
Aripiprazole 40 3 156 1.54 -1.01 I 0.259 
Armodafinil 28 1 92 0.7 0.35 A 0.582 
Arsanilic acid 15 1 54 0.42 -0.42 I 0.392 
Ascorbic acid 14 0 58 0.65 -0.42 I 0.392 
Ascorbylpalmitate 32 0 128 0.89 -0.82 I 0.298 
Astemizole 48 4 180 1.69 -0.90 I 0.280 
Atenolol 23 2 86 0.94 -0.48 I 0.377 
Atovaquone 38 0 142 2.05 1.00 A 0.724 
Atropineoxide 29 1 118 1.01 -0.99 I 0.265 
Atropinesulfate 27 1 110 0.82 -1.12 I 0.241 
Avobenzone 32 0 116 1.08 0.30 A 0.568 
Azacitidine 21 4 88 1.19 -1.44 I 0.188 
Azaperone 33 3 120 0.6 -1.18 I 0.229 
Azathioprine 28 7 102 0.98 -1.83 I 0.136 
Azelaic acid 14 0 50 0.24 -0.30 I 0.423 
Azelastine 38 3 144 1.77 -0.36 I 0.402 
Azithromycin 55 2 274 5.12 -1.61 I 0.156 
Aztreonam 37 5 148 1.61 -1.68 I 0.152 
Bacampicillin 41 3 168 2.44 -0.61 I 0.342 
Bacitracin 123 17 484 7.2 -2.06 I 0.102 
Beclomethasone 45 0 204 4.86 1.38 A 0.790 
Bekanamycin 35 5 174 3.11 -2.40 I 0.080 
Benazepril 42 2 154 1.84 0.28 A 0.561 
Bendroflumethiazide 39 3 150 2.79 0.63 A 0.645 
Benurestat 20 2 68 0.54 -0.36 I 0.408 
Benzbromarone 32 0 118 1.79 0.97 A 0.720 
Benzethonium 37 1 150 1.33 -0.98 I 0.265 
Benzocaine 16 1 54 0.38 -0.22 I 0.443 
Benzoic acid 13 0 40 0.19 0.14 A 0.533 
Benzoylpas 28 1 94 0.88 0.41 A 0.596 
Benzoylperoxide 27 0 86 0.38 0.47 A 0.610 
Benzthiazide 39 3 140 1.79 0.22 A 0.547 
Benzydamine 32 3 116 0.66 -1.07 I 0.251 
Benzylbenzoat 24 0 76 0.34 0.41 A 0.597 
Bepheniumhydroxynapthoate 26 1 92 0.62 -0.25 I 0.433 
Betahistine 13 2 42 0.15 -0.64 I 0.344 
Betaine 8 1 34 0 -1.19 I 0.232 
Betamethasone 35 0 168 3.82 0.34 A 0.572 
Betamethasone-1,7,2,1-dipropionate 45 0 204 4.86 1.38 A 0.790 
Betamethasoneacetate 39 0 182 4.06 0.58 A 0.629 
Beta-Propiolactone 6 0 22 0 -0.51 I 0.375 
Bethanechol 11 2 48 0.24 -1.49 I 0.182 




Bezafibrate 34 1 124 1.16 0.01 A 0.495 
Bifonazole 38 2 126 0.59 -0.07 I 0.474 
Biotin 19 2 80 0.53 -1.52 I 0.176 
Bisacodyl 40 1 136 1.36 0.86 A 0.695 
Bismuthsubsalicylate 13 7 0 1 2.04 A 0.885 
Bithionate 26 0 98 1.37 0.46 A 0.607 
Bleomycin 118 17 488 7.15 -3.68 I 0.022 
Bretyliumtosylate 16 1 62 0.82 -0.31 I 0.420 
Bromhexine 22 2 90 1 -0.97 I 0.270 
Bromindione 28 0 98 1.13 0.69 A 0.660 
Bromperidol 35 1 134 1.02 -0.65 I 0.335 
Brompheniraminemaleate 26 2 92 0.57 -0.60 I 0.350 
Brucine 28 0 98 1.13 0.69 A 0.660 
Budesonide 39 0 184 4.02 0.39 A 0.583 
Bupropion 20 1 78 0.86 -0.44 I 0.386 
Buspirone 36 5 148 1.28 -2.31 I 0.087 
Busulfan 17 0 62 0.4 -0.25 I 0.434 
Butacaine 26 2 96 0.62 -0.84 I 0.296 
Butylparaben 18 0 62 0.46 0.08 A 0.515 
Caffeine 19 4 76 1.39 -0.81 I 0.304 
Camphor 13 0 66 0.11 -1.90 I 0.128 
Candesartan 64 6 238 2.21 -1.17 I 0.227 
Canrenoic acid 33 0 152 2.64 -0.34 I 0.406 
Canrenone 33 0 154 2.53 -0.62 I 0.340 
Capobenic acid 28 1 104 1.44 0.31 A 0.571 
Captopril 16 1 66 0.89 -0.53 I 0.367 
Carbachol 10 2 42 0.24 -1.30 I 0.213 
Carbadox 29 4 94 1.14 0.09 A 0.516 
Carbenicillin 35 2 142 2.28 -0.08 I 0.471 
Carbenoxolone 50 0 242 6.17 1.32 A 0.778 
Carbidopa 20 2 78 0.93 -0.65 I 0.338 
Carbinoxamine 27 2 96 0.57 -0.64 I 0.339 
Carisoprodol 19 2 78 0.96 -0.88 I 0.290 
Carprofen 28 1 104 0.98 -0.23 I 0.437 
Carvedilol 42 2 154 1.17 -0.49 I 0.371 
Cefaclor 33 3 128 1.72 -0.49 I 0.373 
Cefadroxil 34 3 134 1.91 -0.46 I 0.379 
Cefamandole 43 6 166 1.96 -1.39 I 0.193 
Cefdinir 36 5 138 2.01 -0.72 I 0.320 
Cefditorin 55 6 216 2.37 -1.61 I 0.159 
Cefoperazone 60 9 236 3.28 -1.67 I 0.150 
Cefotaxime 40 5 156 2.17 -0.87 I 0.288 
Cefoxitin 37 3 148 2.31 -0.28 I 0.421 
Cefpodoxime 37 5 146 2.09 -0.97 I 0.267 





Cefsulodin 52 4 194 2.66 0.19 A 0.535 
Ceftazidime 51 6 198 2.32 -1.34 I 0.200 
Ceftibuten 37 4 142 1.66 -0.88 I 0.286 
Ceftriaxone 49 8 192 2.73 -1.50 I 0.175 
Cefuroxime 39 4 150 2.04 -0.52 I 0.363 
Cephalexin 33 3 128 1.72 -0.49 I 0.373 
Cephalothin 35 2 136 1.84 -0.14 I 0.455 
Cephradine 32 3 128 1.72 -0.74 I 0.316 
Cetirizine 36 2 134 1.08 -0.62 I 0.341 
Cetylpyridinium 25 1 90 0.15 -0.90 I 0.285 
Chenodiol 32 0 160 3.07 -0.69 I 0.324 
Chlorcyclizine 29 2 108 0.96 -0.59 I 0.350 
Chlorhexidine 45 10 158 1.24 -2.28 I 0.090 
Chlormadinoneacetate 36 0 164 3.64 0.68 A 0.653 
Chlorocresol 12 0 42 0.41 0.00 I 0.496 
Chloroguanide 22 5 78 0.58 -1.43 I 0.191 
Chloroquine 28 3 106 0.99 -0.95 I 0.273 
Chlorothiazide 26 3 94 1.41 -0.07 I 0.477 
Chlorotrianisene 39 0 136 1.75 1.35 A 0.788 
Chloroxine 19 1 68 0.94 0.14 A 0.531 
Chloroxylenol 13 0 48 0.52 -0.07 I 0.479 
Chlorpheniramine 26 2 92 0.57 -0.60 I 0.350 
Chlorpromazine 29 2 110 1.39 -0.24 I 0.434 
Chlorpropamide 23 2 80 0.82 -0.17 I 0.453 
Chlorprothixene 30 1 110 1.39 0.31 A 0.570 
Chlortetracycline 44 2 192 5.56 2.26 A 0.901 
Chlorthalidone 33 2 124 1.36 -0.31 I 0.416 
Chlorzoxazone 16 1 58 0.45 -0.44 I 0.388 
Cholesterol 32 0 158 2.57 -1.13 I 0.236 
Choline 6 1 28 0 -1.25 I 0.222 
Cilostazol 36 5 140 1.19 -1.81 I 0.136 
Cimetidine 22 6 74 0.37 -1.67 I 0.156 
Cinnarizine 41 2 142 0.8 -0.28 I 0.422 
Ciprofloxacin 33 3 134 1.87 -0.76 I 0.311 
Citalopram 34 2 126 1.13 -0.47 I 0.376 
Clarithromycin 56 1 274 5.36 -0.79 I 0.297 
Clavulanate 18 1 74 1.22 -0.24 I 0.435 
Clidinium 36 1 144 1.5 -0.59 I 0.348 
Clindamycin 29 2 136 2.33 -1.10 I 0.243 
Clofazimine 50 4 180 2.59 0.65 A 0.647 
Clomiphenecitrate 41 1 142 1.28 0.58 A 0.633 
Clomipramine 30 2 114 1.26 -0.43 I 0.386 
Clonidine 19 3 70 0.73 -0.84 I 0.299 
Clopidogrel 29 1 110 1.31 -0.04 I 0.483 
Clopidol 14 1 54 0.72 -0.34 I 0.413 




Clorsulon 28 3 104 1.88 0.24 A 0.553 
Cloxacillin 40 3 164 2.69 -0.28 I 0.420 
Cloxyquin 18 1 62 0.67 0.02 A 0.502 
Clozapine 33 4 126 1.64 -0.72 I 0.321 
Colforsin 34 0 170 5.66 2.07 A 0.883 
Colistimethate 128 16 510 6.96 -2.72 I 0.054 
Colistin 92 16 376 6.08 -2.84 I 0.051 
Cortisone 33 0 154 3.16 0.11 A 0.517 
Cotinine 18 2 66 0.44 -0.83 I 0.300 
Cromolyn 49 0 180 2.68 1.67 A 0.835 
Crotamiton 20 1 68 0.78 0.21 A 0.549 
Cyclizine 28 2 102 0.76 -0.62 I 0.345 
Cyclobenzaprine 30 1 102 0.99 0.44 A 0.603 
Cyclopentolate 26 1 104 0.9 -0.82 I 0.299 
Cycloserine 8 2 32 0 -1.33 I 0.207 
Cyclosporine 97 11 412 8 -0.58 I 0.334 
Cyclothiazide 35 3 142 2.04 -0.65 I 0.334 
Cyproheptadine 33 1 120 1.44 0.38 A 0.586 
Cyproterone 34 0 164 3.08 -0.47 I 0.373 
Cysteamine 3 1 10 0 -0.66 I 0.340 
Cysteine 7 1 26 0 -0.85 I 0.299 
Dactinomycin 115 12 480 8.44 -0.90 I 0.264 
Danazol 34 1 154 2.55 -0.64 I 0.337 
Dantrolene 34 4 120 0.88 -0.89 I 0.285 
Dapsone 26 2 88 0.84 0.02 A 0.499 
Daunorubicin 51 1 216 4.79 1.63 A 0.828 
Debrisoquinsulfate 18 3 66 0.72 -0.81 I 0.306 
Decoquinate 37 1 140 1.65 0.14 A 0.525 
Deferoxamine 43 6 166 1.2 -2.27 I 0.090 
Dehydrocholic acid 36 0 166 3.71 0.61 A 0.637 
Demeclocycline 43 2 184 5.04 1.99 A 0.875 
Denatoniumbenzoate 32 2 118 1.48 0.03 A 0.501 
Desipramine 28 2 102 0.99 -0.36 I 0.406 
Desonide 38 0 184 4.34 0.50 A 0.610 
Desoxycorticosterone 30 0 140 2.49 -0.38 I 0.397 
Dexchlorpheniramine 26 2 92 0.57 -0.60 I 0.350 
Dexlansoprazole 35 3 132 1.64 -0.37 I 0.402 
Dexpanthenol 14 1 60 0.48 -1.06 I 0.254 
Dextromethorphan 26 1 116 1.74 -0.75 I 0.314 
Diazoxide 21 2 76 1.31 0.18 A 0.541 
Dibenzothiophene 21 0 72 0.27 -0.13 I 0.463 
Dicloxacillin 41 3 170 2.84 -0.31 I 0.413 
Dicumarol 38 0 138 2.2 1.47 A 0.807 
Dicyclomine 24 1 106 0.55 -1.89 I 0.128 





Diethylcarbamazine 15 3 64 0.54 -1.62 I 0.163 
Diethylstilbestrol 28 0 98 1.16 0.73 A 0.669 
Diethyltoluamide 18 1 64 0.54 -0.27 I 0.428 
Diflorasone 36 0 174 4.29 0.69 A 0.654 
Diflunisal 26 0 92 0.99 0.47 A 0.609 
Digoxin 64 0 320 5.97 -1.21 I 0.214 
Dihydroergotamine 60 5 258 4.71 -0.49 I 0.364 
Dihydrostreptomycin 44 7 210 3.95 -2.42 I 0.078 
Diloxanide 18 1 66 0.7 -0.24 I 0.437 
Diltiazem 39 2 148 2.23 0.43 A 0.597 
Dimenhydrinate 26 1 90 0.38 -0.38 I 0.402 
Diperodon 39 3 140 1.01 -0.68 I 0.329 
Diphenhydramine 26 1 90 0.38 -0.38 I 0.402 
Dipyridamole 44 8 182 1.91 -2.98 I 0.046 
Dipyrone 29 3 110 1.49 -0.41 I 0.392 
Dirithromycin 62 2 306 5.74 -1.51 I 0.168 
Disopyramide 33 3 124 0.98 -1.04 I 0.255 
Disulfiram 17 2 66 0.32 -1.23 I 0.224 
D-Lactitol 23 0 110 1.76 -0.75 I 0.313 
Dobutamine 29 1 106 0.96 -0.15 I 0.456 
Domperidone 42 5 166 1.5 -1.88 I 0.128 
Donepezil 38 1 148 1.58 -0.29 I 0.418 
Dopamine 14 1 50 0.53 -0.25 I 0.435 
Doxepin 30 1 108 0.99 -0.01 I 0.491 
Doxycycline 43 2 184 5.4 2.41 A 0.914 
Doxylamine 27 2 98 0.58 -0.79 I 0.308 
Droperidol 40 3 148 1.27 -0.72 I 0.319 
Duloxetine 30 1 106 0.81 -0.07 I 0.476 
Econazole 34 2 122 1.03 -0.28 I 0.422 
Edoxudine 22 2 92 1.26 -0.82 I 0.301 
Edrophonium 15 1 58 0.6 -0.52 I 0.370 
Eletriptan 39 2 146 1.13 -0.70 I 0.324 
Enalapril 34 2 130 1.52 -0.32 I 0.413 
Enoxacin 31 4 122 2.03 -0.47 I 0.377 
Enrofloxacin 35 3 144 2.1 -0.74 I 0.316 
Epirubicin 52 1 220 4.79 1.58 A 0.821 
Equilin 28 0 118 1.65 -0.20 I 0.441 
Ergocalciferol 35 0 152 1.71 -0.91 I 0.278 
Ergonovine 33 3 134 1.92 -0.70 I 0.325 
Ergotamine 61 5 258 4.71 -0.24 I 0.425 
Erythromycin 55 1 270 5.2 -0.93 I 0.269 
Escitalopram 34 2 126 1.13 -0.47 I 0.376 
Estriol 27 0 124 1.81 -0.72 I 0.320 
Estrone 27 0 118 1.65 -0.46 I 0.380 
Estropipate 33 0 140 1.93 -0.26 I 0.426 




Ethacrynic acid 25 0 90 1.28 0.71 A 0.665 
Ethambutol 13 2 54 0.24 -1.43 I 0.190 
Ethamivan 20 1 74 0.77 -0.25 I 0.434 
Ethionamide 15 2 50 0.5 -0.32 I 0.417 
Ethosuximide 12 1 50 0.21 -1.14 I 0.240 
Ethoxzolamide 23 2 84 1.18 -0.05 I 0.482 
Ethynodioldiacetate 36 0 158 2.58 -0.10 I 0.464 
Etidronate 12 0 56 0 -1.53 I 0.175 
Etomidate 25 2 88 0.92 -0.15 I 0.458 
Eucatropine 26 1 108 1.27 -0.70 I 0.325 
Eugenol 16 0 54 0.57 0.30 A 0.570 
Evansblue 89 6 326 5.79 2.73 A 0.934 
Famciclovir 30 5 112 1.09 -1.35 I 0.201 
Famotidine 26 7 94 0.61 -2.17 I 0.101 
Fampridine 11 3 36 0.22 -0.91 I 0.286 
Febuxostat 31 2 110 1.39 0.27 A 0.561 
Felbamate 22 2 76 0.43 -0.58 I 0.355 
Fenbendazole 31 3 108 0.68 -0.69 I 0.328 
Fenofibrate 34 0 126 1.68 0.76 A 0.673 
Fenoterol 29 1 108 1.32 0.12 A 0.523 
Fenretinide 39 1 142 1.31 0.10 A 0.515 
Fenspiride 25 2 100 0.85 -1.13 I 0.240 
Finasteride 33 2 158 2.65 -1.37 I 0.196 
Florfenicol 27 1 102 1.06 -0.23 I 0.435 
Floxuridine 21 2 88 1.22 -0.82 I 0.301 
Fluconazole 31 6 116 1.08 -1.70 I 0.150 
Flucytosine 12 3 42 0.41 -0.88 I 0.291 
Fludarabine 26 5 110 1.46 -1.79 I 0.140 
Flufenamic 37 3 148 2.64 0.10 A 0.514 
Flumazenil 31 3 118 1.85 -0.09 I 0.470 
Flumequine 27 1 106 2.08 0.65 A 0.651 
Flumethasone 36 0 174 4.29 0.69 A 0.654 
Flumethasonepivalate 43 0 206 4.61 0.43 A 0.593 
Flunarizine 43 2 154 1.18 -0.23 I 0.434 
Flunisolide 39 0 190 4.73 0.75 A 0.668 
Flunixin 29 2 108 1.25 -0.25 I 0.432 
Fluocinoloneacetonide 40 0 198 5.31 1.08 A 0.736 
Fluocinonide 44 0 212 5.47 1.23 A 0.764 
Fluorescein 39 0 148 2.23 1.01 A 0.726 
Fluorometholone 34 0 164 4.05 0.65 A 0.646 
Fluorouracil 21 2 88 1.22 -0.82 I 0.301 
Fluoxetine 29 1 108 0.81 -0.46 I 0.379 
Fluphenazine 39 3 160 1.81 -1.25 I 0.216 
Flurandrenolide 38 0 190 4.73 0.50 A 0.610 





Flutamide 24 2 94 1.63 -0.03 I 0.487 
Fluvastatin 41 1 154 1.98 0.49 A 0.611 
Fluvoxamine 26 2 100 0.58 -1.19 I 0.229 
Folic acid 45 7 162 2.16 -0.64 I 0.336 
Foscarnet 8 0 30 0 -0.60 I 0.353 
Fosfomycincalcium 9 0 42 0 -1.25 I 0.222 
Furazolidone 22 3 80 0.66 -0.90 I 0.284 
Furosemide 30 2 108 1.37 0.14 A 0.529 
Gabapentin 13 1 56 0.62 -0.85 I 0.296 
Galanthamine 28 1 122 2.01 -0.38 I 0.398 
Gallaminetriethiodide 39 3 168 0.93 -2.87 I 0.051 
Gatifloxacin 36 3 150 2.56 -0.40 I 0.392 
Gemfibrozil 22 0 86 0.85 -0.25 I 0.431 
Gemifloxacinmesylate 38 5 154 2.42 -0.94 I 0.273 
Gentamicin 35 5 174 2.76 -2.80 I 0.055 
Gluceptate 15 0 66 0.72 -0.69 I 0.331 
Gluconolactone 13 0 58 0.92 -0.37 I 0.405 
Glucosamine 12 1 58 0.92 -0.91 I 0.283 
Glycopyrrolate 29 1 124 1.08 -1.35 I 0.200 
Gramicidin 175 20 684 8.87 -2.79 I 0.049 
Griseofulvin 32 0 132 3.14 1.48 A 0.809 
Guanabenzacetate 19 4 64 0.53 -0.91 I 0.285 
Guanethidine 15 4 60 0.12 -2.10 I 0.108 
Guanfacine 20 3 70 0.85 -0.44 I 0.388 
Halazone 21 1 74 0.66 -0.12 I 0.465 
Haloperidol 35 1 134 1.02 -0.65 I 0.335 
Hetacillin 36 3 158 3 -0.48 I 0.372 
Hexachlorophene 28 0 110 1.83 0.60 A 0.640 
Hexylresorcinol 17 0 62 0.53 -0.10 I 0.472 
Histamine 10 3 34 0.13 -1.12 I 0.244 
Homatropine 26 1 106 0.82 -1.07 I 0.250 
Hydralazine 18 4 60 0.48 -0.93 I 0.281 
Hydrastine 39 1 160 2.46 0.08 A 0.510 
Hydrochlorothiazide 25 3 94 1.41 -0.32 I 0.414 
Hydroflumethiazide 28 3 112 2.41 0.25 A 0.554 
Hydroxyamphetamine 14 1 50 0.5 -0.29 I 0.426 
Hydroxyurea 5 2 16 0 -0.90 I 0.289 
Hydroxyzinepamoate 78 2 288 3.59 1.41 A 0.792 
Hyoscyamine 27 1 110 0.82 -1.12 I 0.241 
Ifosfamide 15 2 64 0.65 -1.20 I 0.229 
Imipramine 29 2 108 0.99 -0.55 I 0.359 
Indapamide 35 3 130 1.41 -0.49 I 0.373 
Inositol 12 0 60 0.91 -0.78 I 0.310 
Iodipamide 45 2 170 2.87 1.04 A 0.731 
Iodoquinol 19 1 68 0.94 0.14 A 0.531 




Irbesartan 46 6 174 1.61 -1.63 I 0.158 
Isoetharinemesylate 20 1 80 1.05 -0.37 I 0.403 
Isoflupredoneacetate 38 0 176 3.9 0.59 A 0.632 
Isopropamide 34 2 132 1.22 -0.82 I 0.299 
Isosorbide 11 0 54 0.33 -1.25 I 0.219 
Isosorbidemononitrate 15 1 68 0.57 -1.30 I 0.211 
Isotretinon 28 0 104 0.88 -0.04 I 0.482 
Isoxsuprine 29 1 106 1.01 -0.08 I 0.473 
Itraconazole 68 8 268 2.35 -2.83 I 0.052 
Josamycin 66 1 290 4.87 -0.01 I 0.477 
Kanamycinasulfate 35 4 174 3.11 -2.11 I 0.104 
Ketoconazole 49 4 194 1.62 -1.77 I 0.139 
Ketoprofen 28 0 94 0.73 0.53 A 0.624 
Ketorolactromethamine 28 1 102 1.05 0.00 A 0.494 
Ketotifen 32 1 122 1.7 0.28 A 0.562 
Labetalol 32 2 116 1.12 -0.23 I 0.435 
Lactulose 24 0 120 1.85 -1.15 I 0.235 
Lamotrigine 23 5 82 1.07 -0.91 I 0.283 
Lansoprazole 35 3 132 1.64 -0.37 I 0.402 
Leucovorin 46 7 172 2.43 -0.82 I 0.296 
Levalbuterol 20 1 82 1.01 -0.57 I 0.357 
Levamisole 20 2 76 0.4 -1.12 I 0.242 
Levobunolol 26 1 106 1.19 -0.64 I 0.338 
Levocetirizine 36 2 134 1.08 -0.62 I 0.341 
Levodopa 18 1 66 0.77 -0.16 I 0.457 
Levofloxacin 35 3 146 2.78 -0.10 I 0.466 
Levonordefrin 16 1 62 0.73 -0.41 I 0.395 
Levothyroxine 32 1 122 1.81 0.40 A 0.591 
Lidocaine 21 2 78 1.01 -0.31 I 0.419 
Lindane 12 0 60 0.91 -0.78 I 0.310 
Liothyronine 31 1 116 1.7 0.47 A 0.608 
Lisinopril 36 3 138 1.6 -0.61 I 0.345 
Lithiumcitrate 15 0 58 0.8 0.01 A 0.498 
Lobendazole 21 3 74 0.38 -1.03 I 0.260 
Loperamide 47 2 180 1.93 -0.29 I 0.417 
Loratadine 38 2 144 1.79 -0.03 I 0.482 
Losartan 43 6 156 1.45 -1.23 I 0.220 
Lovastatin 35 0 150 1.98 -0.44 I 0.381 
Loxapinesuccinate 33 3 126 1.72 -0.33 I 0.410 
Malathion 21 0 82 1.04 0.01 A 0.497 
Maprotiline 30 1 118 1.43 -0.24 I 0.432 
Mebendazole 33 3 114 0.84 -0.45 I 0.384 
Mebeverine 39 1 146 1.68 0.23 A 0.547 
Mecamylamine 13 1 70 0.61 -1.92 I 0.126 





Meclocycline 45 2 190 5.71 2.83 A 0.941 
Meclofenamate 27 1 96 1.23 0.41 A 0.595 
Medroxyprogesteroneacetate 35 0 164 3.64 0.42 A 0.593 
Medrysone 31 0 148 3.27 0.18 A 0.535 
Mefenamic acid 26 1 90 0.96 0.29 A 0.566 
Mefexamide 24 2 88 0.62 -0.75 I 0.316 
Mefloquine 33 2 142 2.03 -0.88 I 0.285 
Melengestrolacetate 38 0 170 3.96 1.11 A 0.743 
Meloxicam 34 3 126 2.18 0.45 A 0.604 
Menadione 20 0 68 0.94 0.69 A 0.661 
Menthol 11 0 52 0.49 -0.92 I 0.283 
Mepenzolate 34 1 132 1.43 -0.28 I 0.422 
Mephenterminesulfate 15 1 56 0.47 -0.52 I 0.370 
Mepivacaine 23 2 90 1 -0.72 I 0.323 
Mesna 8 0 28 0 -0.45 I 0.388 
Metaproterenol 18 1 70 0.89 -0.32 I 0.417 
Metaraminol 15 1 56 0.54 -0.43 I 0.390 
Metformin 10 5 36 0.32 -1.63 I 0.163 
Methacholine 11 1 48 0.24 -1.20 I 0.229 
Methacycline 44 2 184 5.4 2.66 A 0.932 
Methapyrilene 24 3 86 0.47 -1.07 I 0.251 
Methazolamid 19 4 70 1.18 -0.61 I 0.348 
Methenamine 12 4 60 0 -3.00 I 0.047 
Methicillin 34 2 142 2.51 -0.07 I 0.472 
Methimazole 9 2 32 0 -1.08 I 0.252 
Methoxamine 18 1 70 1.05 -0.13 I 0.463 
Methoxsalen 24 0 88 1.29 0.61 A 0.642 
Methscopolamine 30 1 132 1.35 -1.39 I 0.194 
Methylatropine 28 1 118 1.01 -1.24 I 0.219 
Methyldopa 19 1 74 0.93 -0.32 I 0.417 
Methylergonovine 34 3 138 2 -0.65 I 0.335 
Methylphenidate 22 1 82 0.7 -0.42 I 0.391 
Methylthiouracil 12 2 42 0.33 -0.68 I 0.334 
Methysergidemaleate 35 3 144 2.04 -0.80 I 0.302 
Metoclopramide 24 3 92 1.2 -0.67 I 0.334 
Metolazone 35 3 132 2.34 0.45 A 0.602 
Metoprolol 22 1 84 0.78 -0.48 I 0.377 
Metronidazole 15 3 56 0.78 -0.75 I 0.318 
Mexiletine 16 1 60 0.53 -0.49 I 0.376 
Mianserin 29 2 112 1.45 -0.32 I 0.413 
Midodrine 22 2 82 1.05 -0.31 I 0.419 
Miglitol 14 1 66 1.12 -0.77 I 0.312 
Minaprine 30 4 110 0.64 -1.44 I 0.187 
Minocycline 44 3 188 4.68 1.25 A 0.768 
Minoxidil 20 5 76 0.8 -1.54 I 0.174 




Mitomycin 32 4 142 2.9 -0.71 I 0.321 
Mitoxantrone 42 4 160 2.84 0.41 A 0.590 
Molsidomine 21 4 82 0.44 -1.85 I 0.133 
Monensin 52 0 264 5.13 -1.03 I 0.250 
Montelukast 58 1 220 2.29 0.22 A 0.540 
Morantelcitrate 20 2 74 0.39 -0.99 I 0.268 
Moxalactam 49 6 194 2.86 -0.92 I 0.275 
Moxifloxacin 39 3 166 2.6 -0.78 I 0.304 
Mycophenolic 30 0 116 2.03 0.89 A 0.703 
Nadolol 26 1 112 1.58 -0.64 I 0.338 
Nafcillin 40 2 162 2.76 0.24 A 0.550 
Nafronyl 36 1 138 0.99 -0.73 I 0.317 
Nalbuphine 34 1 164 3.29 -0.52 I 0.361 
Nalidixic acid 24 2 88 1.65 0.44 A 0.603 
Naltrexone 34 1 160 3.26 -0.26 I 0.425 
Naproxol 22 0 80 1.03 0.40 A 0.593 
Natamycin 57 1 242 2.92 -0.96 I 0.264 
Nateglinide 29 1 112 1.17 -0.35 I 0.407 
Nefopam 27 1 98 0.77 -0.27 I 0.427 
Neomycin 45 6 224 3.76 -3.15 I 0.039 
Neostigmine 20 2 78 0.88 -0.72 I 0.324 
Netilmicin 36 5 172 2.84 -2.30 I 0.087 
Niacin 13 1 40 0.19 -0.15 I 0.460 
Niacinamide 13 2 40 0.19 -0.44 I 0.389 
Nicardipine 48 3 176 2.61 0.76 A 0.671 
Nicergoline 43 3 176 2.75 -0.35 I 0.402 
Niclosamide 30 2 106 1.59 0.54 A 0.627 
Nicotineditartrate 16 2 60 0.28 -1.08 I 0.252 
Nicotinylalcoholtartrate 11 1 34 0.15 -0.25 I 0.435 
Nilutamide 29 3 120 1.84 -0.76 I 0.313 
Nimodipine 39 2 148 2.38 0.60 A 0.636 
Nisoldipine 37 2 140 2.46 0.78 A 0.678 
Nitrendipine 35 2 130 2.3 0.84 A 0.691 
Nitrofurantoin 24 4 86 0.74 -1.05 I 0.256 
Nitromide 21 3 72 1.05 -0.10 I 0.470 
Nizatidine 25 5 94 0.69 -1.75 I 0.146 
Nomifensine 26 2 96 1.21 -0.16 I 0.454 
Norepinephrine 15 1 56 0.65 -0.31 I 0.421 
Norethindrone 29 0 130 1.9 -0.57 I 0.354 
Norethynodrel 29 0 130 1.9 -0.57 I 0.354 
Norgestimate 35 1 152 2.74 0.00 I 0.489 
Nortriptyline 29 1 102 0.99 0.19 A 0.541 
Noscapine 41 1 170 2.93 0.39 A 0.586 
Nylidrin 29 1 106 1.01 -0.08 I 0.473 





Octisalate 22 0 80 0.62 -0.07 I 0.477 
Ofloxacin 35 3 146 2.78 -0.10 I 0.466 
Omeprazole 34 3 126 1.74 -0.05 I 0.479 
Ornidazole 17 3 66 0.93 -0.82 I 0.303 
Orphenadrinecitrate 27 1 96 0.73 -0.17 I 0.453 
Oseltamivir 25 2 102 1.64 -0.36 I 0.405 
Oxacillin 39 3 158 2.54 -0.25 I 0.427 
Oxantel 22 2 78 0.6 -0.53 I 0.367 
Oxcarbazepine 29 2 102 1.75 0.78 A 0.680 
Oxethazaine 43 3 168 2.06 -0.55 I 0.357 
Oxfendazole 33 3 114 0.84 -0.45 I 0.384 
Oxidopamine 15 1 56 0.8 -0.13 I 0.464 
Oxolinic acid 27 1 104 1.8 0.47 A 0.608 
Oxybenzone 25 0 84 0.96 0.79 A 0.682 
Oxymetazoline 24 2 100 1.71 -0.39 I 0.398 
Oxyphenbutazone 34 2 124 2 0.69 A 0.658 
Oxyphencyclimine 32 2 128 1.16 -1.09 I 0.245 
Oxytetracycline 44 2 192 5.92 2.68 A 0.932 
Pantoprazole 36 3 134 1.75 -0.13 I 0.459 
Papaverine 35 1 128 1.87 0.79 A 0.680 
Parachlorophenol 11 0 36 0.3 0.06 A 0.514 
Paramethadione 13 1 56 0.29 -1.24 I 0.222 
Pararosaniline 34 3 114 1.15 0.16 A 0.533 
Pargyline 17 1 52 0.31 0.11 A 0.523 
Paromomycin 45 5 224 3.76 -2.86 I 0.051 
Paroxetine 33 1 128 0.89 -0.86 I 0.291 
Penfluridol 48 1 192 1.81 -0.78 I 0.303 
Penicillamine 9 1 40 0 -1.39 I 0.198 
Penicilling 31 2 126 2.08 -0.13 I 0.460 
Penicillinv 32 2 130 2.16 -0.08 I 0.471 
Pentetic acid 31 3 118 1.36 -0.66 I 0.335 
Pentoxifylline 26 4 102 1.75 -0.56 I 0.357 
Pentylenetetrazol 13 4 50 0.09 -1.89 I 0.130 
Perhexiline 22 1 100 0.69 -1.78 I 0.141 
Perindoprilerbumine 30 2 128 2.11 -0.50 I 0.370 
Perphenazine 36 3 142 1.61 -0.89 I 0.283 
Phenacetin 17 1 58 0.54 -0.08 I 0.477 
Phenazopyridine 24 5 78 0.6 -0.89 I 0.287 
Phenformin 20 5 66 0.23 -1.44 I 0.189 
Phenindione 27 0 92 0.94 0.66 A 0.655 
Pheniramine 25 2 86 0.38 -0.62 I 0.345 
Phenolphthalein 36 0 124 1.47 1.16 A 0.756 
Phentermine 14 1 52 0.47 -0.47 I 0.381 
Phentolamine 30 3 108 0.96 -0.63 I 0.343 
Phenylephrine 15 1 54 0.46 -0.38 I 0.403 




Phenylethylalcohol 12 0 38 0.15 -0.01 I 0.496 
Phenylmercuricacetate 15 0 48 0.31 0.19 A 0.544 
Phenytoin 29 2 102 1 -0.09 I 0.471 
Phthalylsulfathiazole 41 3 140 1.6 0.51 A 0.617 
Physostigminesalicylate 26 3 112 1.25 -1.61 I 0.163 
Phytonadione 41 0 158 1.73 0.19 A 0.536 
Pimozide 48 3 182 1.57 -0.89 I 0.281 
Pinacidil 24 5 84 0.79 -1.13 I 0.241 
Pindolol 23 2 88 0.69 -0.92 I 0.281 
Pioglitazone 35 2 126 0.84 -0.55 I 0.359 
Pipamperone 34 3 138 1.08 -1.71 I 0.148 
Piperacillin 48 5 196 3.25 -0.58 I 0.346 
Piperazine 6 2 24 0 -1.24 I 0.223 
Piperidolate 33 1 120 1 -0.13 I 0.461 
Pipobroman 18 2 72 0.46 -1.26 I 0.218 
Piracetam 12 2 46 0.36 -0.96 I 0.276 
Pirenperone 41 3 154 1.82 -0.28 I 0.421 
Podofilox 41 0 170 2.99 0.74 A 0.668 
Polymyxinb 99 16 394 6.15 -2.33 I 0.081 
Pralidoxime 14 2 44 0.34 -0.31 I 0.420 
Pramoxine 25 1 96 0.45 -1.00 I 0.265 
Praziquantel 31 2 126 1.42 -0.89 I 0.284 
Prazosin 39 5 150 2.03 -0.83 I 0.296 
Prednisolone 33 0 154 3.16 0.11 A 0.517 
Prednisone 34 0 154 3.16 0.36 A 0.580 
Pregabalin 11 1 44 0.48 -0.62 I 0.347 
Pregnenolonesuccinate 37 0 168 2.77 -0.38 I 0.396 
Prilocaine 20 2 72 0.82 -0.33 I 0.413 
Primaquine 25 3 92 1.03 -0.62 I 0.345 
Probenecid 25 1 90 1.06 0.16 A 0.534 
Probucol 42 0 192 3.28 -0.31 I 0.410 
Procainamide 21 3 76 0.46 -1.09 I 0.249 
Procaine 21 2 76 0.46 -0.80 I 0.307 
Procyclidine 26 1 108 0.62 -1.45 I 0.186 
Proglumide 30 2 108 1.15 -0.11 I 0.466 
Promethazine 28 2 106 1.28 -0.32 I 0.414 
Propafenone 33 1 116 0.81 -0.05 I 0.480 
Propofol 16 0 62 0.65 -0.21 I 0.444 
Propranolol 25 1 92 0.8 -0.30 I 0.420 
Propylthiouracil 14 2 50 0.53 -0.54 I 0.365 
Protryptyline 29 1 102 0.99 0.19 A 0.541 
Puromycin 45 7 180 2.41 -1.70 I 0.149 
Pyrantel 19 2 68 0.39 -0.79 I 0.309 
Pyridostigmine 17 2 60 0.58 -0.47 I 0.381 





Pyrilamine 28 3 100 0.81 -0.70 I 0.326 
Pyrimethamine 24 4 86 1.19 -0.53 I 0.366 
Pyrithione 11 1 36 0.22 -0.32 I 0.418 
Quetiapine 37 3 140 1.49 -0.64 I 0.338 
Quinacrine 37 3 142 1.86 -0.35 I 0.404 
Quinidine 33 2 132 1.67 -0.55 I 0.359 
Quinine 33 2 132 1.67 -0.55 I 0.359 
Quipazine 23 3 84 0.59 -1.03 I 0.258 
Rabeprazole 35 3 126 1.4 -0.19 I 0.444 
Racephedrine 15 1 54 0.35 -0.51 I 0.373 
Raloxifene 49 1 182 2.06 0.51 A 0.613 
Ramipril 38 2 152 2.04 -0.35 I 0.404 
Ranitidine 25 4 94 0.69 -1.46 I 0.186 
Ranolazine 40 3 154 1.78 -0.59 I 0.348 
Resorcinol 11 0 36 0.22 -0.03 I 0.490 
Retinylpalmitate 45 0 168 0.96 -0.43 I 0.383 
Ribavirin 21 4 88 1.15 -1.48 I 0.182 
Riboflavin 36 4 144 2.4 -0.42 I 0.388 
Rifampin 75 4 314 6 0.91 A 0.695 
Risedronate 22 1 88 1.11 -0.40 I 0.396 
Ritanserin 49 3 184 2.1 -0.17 I 0.445 
Ritodrine 28 1 102 0.88 -0.19 I 0.447 
Rizatriptan 28 5 104 0.69 -1.73 I 0.147 
Rolitetracycline 50 3 218 5.46 1.42 A 0.796 
Ronidazole 18 4 66 0.7 -1.12 I 0.243 
Rosiglitazone 35 3 126 0.73 -0.97 I 0.269 
Roxarsone 19 1 70 0.85 -0.11 I 0.469 
Roxithromycin 62 2 298 5.44 -1.26 I 0.207 
Saccharin 19 1 66 0.28 -0.47 I 0.380 
Salicin 24 0 100 1.42 -0.14 I 0.458 
Salicyl 12 0 40 0.26 -0.03 I 0.490 
Salicylanilide 24 1 78 0.61 0.28 A 0.566 
Salsalate 28 0 94 0.88 0.71 A 0.664 
Sanguinarines 39 1 152 2.24 0.43 A 0.597 
Sarafloxacin 40 3 152 2.21 0.07 A 0.507 
Scopolamine 29 1 124 1.05 -1.39 I 0.194 
Selegiline 19 1 62 0.55 0.14 A 0.532 
Semustine 18 3 72 0.82 -1.13 I 0.240 
Sennosidea 85 0 350 6.48 2.47 A 0.915 
Sertraline 28 1 106 1.2 -0.12 I 0.463 
Sibutramine 23 1 98 1.55 -0.39 I 0.398 
Sildenafilcitrate 45 6 178 2.21 -1.50 I 0.176 
Simvastatin 36 0 158 2.14 -0.60 I 0.344 
Sirolimus 77 1 328 5.04 0.13 A 0.509 
Sisomicin 34 5 164 2.64 -2.44 I 0.077 




Sodium Phenylacetate 14 0 44 0.31 0.24 A 0.556 
Sodium Salicylate 14 0 46 0.3 0.08 A 0.516 
Sodium dehydrocholate 36 0 166 3.71 0.61 A 0.637 
Sodium oxybate 7 0 24 0.16 -0.22 I 0.444 
Solifenacinsuccinate 38 2 150 1.6 -0.71 I 0.321 
Sorbitol 11 0 50 0.48 -0.78 I 0.311 
Spectinomycin 26 2 128 2.86 -0.65 I 0.335 
Spiperone 40 3 154 1.37 -1.06 I 0.249 
Spironolactone 37 0 174 2.99 -0.57 I 0.351 
Strychnine 36 2 164 2.54 -1.18 I 0.228 
Succinylsulfathiazole 33 3 114 1.22 -0.01 I 0.489 
Sulconazolenitrate 34 2 122 1.03 -0.28 I 0.422 
Sulfabenzamide 29 2 96 0.93 0.28 A 0.564 
Sulfachlorpyridazine 27 4 92 1.08 -0.33 I 0.412 
Sulfadiazine 26 4 86 0.89 -0.36 I 0.406 
Sulfadoxine 30 4 106 1.44 -0.21 I 0.440 
Sulfamerazine 27 4 92 1 -0.43 I 0.390 
Sulfameter 28 4 96 1.12 -0.33 I 0.412 
Sulfamethazine 28 4 98 1.12 -0.49 I 0.374 
Sulfamethoxazole 25 3 88 0.78 -0.61 I 0.348 
Sulfamethoxypyridazine 28 4 96 1.12 -0.33 I 0.412 
Sulfamonomethoxine 28 4 96 1.04 -0.43 I 0.389 
Sulfanilate 34 2 118 0.92 -0.11 I 0.466 
Sulfapyridine 26 3 86 0.89 -0.07 I 0.478 
Sulfaquinoxaline 33 4 112 1.26 -0.11 I 0.466 
Sulfasalazine 43 4 144 1.63 0.46 A 0.604 
Sulfathiazole 24 3 82 0.78 -0.41 I 0.394 
Sulfisoxazole 26 3 94 0.94 -0.62 I 0.345 
Suloctidil 26 1 102 0.9 -0.67 I 0.332 
Sulpiride 30 3 116 1.3 -0.83 I 0.298 
Sumatriptan 27 3 102 0.97 -0.92 I 0.280 
Suprofen 26 0 90 0.78 0.38 A 0.588 
Suramin 132 6 476 7.96 4.93 N.C. 0.992 
Tacrolimus 67 1 292 4.99 0.23 A 0.537 
Tamoxifencitrate 40 1 138 1.28 0.63 A 0.643 
Tannic 172 0 658 11.9 7.73 N.C. 0.999 
Taurine 8 1 28 0 -0.74 I 0.321 
Teicoplanin 8 1 28 0 -0.74 I 0.321 
Telithromycin 71 5 308 5.55 -0.47 I 0.365 
Temefos 36 0 134 1.4 0.34 A 0.576 
Tenoxicam 33 3 120 2.3 0.79 A 0.681 
Terazosin 37 5 150 2.03 -1.34 I 0.201 
Terbinafine 31 1 108 0.88 0.12 A 0.522 
Terbutalinehemisulfate 19 1 78 1.05 -0.48 I 0.378 





Testosterone 31 0 144 2.48 -0.44 I 0.383 
Tetracaine 23 2 84 0.5 -0.84 I 0.297 
Tetrahydrozoline 21 2 80 0.52 -1.03 I 0.259 
Tetramizole 20 2 76 0.4 -1.12 I 0.242 
Theophylline 18 4 70 1.19 -0.85 I 0.297 
Thiabendazole 22 3 76 0.6 -0.68 I 0.333 
Thiamine 24 4 90 0.98 -1.07 I 0.251 
Thiamylal 21 2 82 1.32 -0.26 I 0.431 
Thimerosal 17 0 58 0.5 0.17 A 0.538 
Thioguanine 16 5 58 0.6 -1.43 I 0.192 
Thiopental 19 2 78 1.08 -0.74 I 0.318 
Thioridazine 34 2 134 1.53 -0.60 I 0.346 
Thiothixene 42 3 162 1.85 -0.59 I 0.347 
Thiram 13 2 50 0.32 -1.04 I 0.258 
Thonzylamine 28 4 100 0.81 -0.99 I 0.265 
Tiapride 28 2 104 1.13 -0.34 I 0.409 
Ticarcillin 33 2 138 2.16 -0.43 I 0.386 
Ticlopidine 24 1 90 0.75 -0.46 I 0.382 
Tilmicosin 68 2 310 5.16 -0.96 I 0.261 
Tilorone 39 2 150 0.98 -1.18 I 0.229 
Tinidazole 21 3 78 0.94 -0.69 I 0.330 
Tioconazole 32 2 118 0.81 -0.74 I 0.316 
Tobramycin 34 5 168 2.92 -2.43 I 0.078 
Tolazamide 28 3 104 0.87 -0.94 I 0.276 
Tolazoline 17 2 58 0.19 -0.78 I 0.311 
Tolmetin 27 1 96 1.15 0.31 A 0.572 
Tolnaftate 33 1 114 1.22 0.57 A 0.632 
Toltrazuril 40 3 154 2.35 0.08 A 0.510 
Topiramate 26 1 130 2.16 -1.31 I 0.206 
Toremiphene 41 1 142 1.28 0.58 A 0.633 
Tramadol 23 1 96 1.17 -0.67 I 0.333 
Trandolapril 39 2 156 2.18 -0.23 I 0.433 
Tranylcypromine 14 1 52 0.28 -0.69 I 0.331 
Trazodone 36 5 138 0.91 -2.00 I 0.116 
Triacetin 17 0 62 0.72 0.12 A 0.526 
Triamcinolone 35 0 168 3.82 0.34 A 0.572 
Triamcinolone 35 0 168 3.82 0.34 A 0.572 
Triamterene 29 7 102 1.36 -1.13 I 0.239 
Trichlormethiazide 28 3 110 2.08 0.02 A 0.497 
Triclosan 24 0 86 1.15 0.59 A 0.639 
Trientine 9 4 34 0.08 -1.72 I 0.151 
Trifluoperazine 37 3 152 1.77 -1.20 I 0.224 
Triflupromazine 32 2 128 1.59 -0.59 I 0.348 
Trifluridine 24 2 106 1.42 -1.17 I 0.231 
Trihexyphenidyl 27 1 112 0.65 -1.46 I 0.184 




Trilostane 31 1 152 2.78 -0.97 I 0.266 
Trimethadione 12 1 52 0 -1.53 I 0.177 
Trimethoprim 28 4 104 1.54 -0.45 I 0.382 
Trimetozine 25 1 98 1.32 -0.15 I 0.457 
Trimipramine 30 2 114 1.15 -0.56 I 0.356 
Trioxsalen 25 0 96 1.64 0.67 A 0.656 
Tripelennaminecitrate 26 3 90 0.58 -0.73 I 0.321 
Triprolidine 30 2 106 0.54 -0.67 I 0.332 
Trisodiumethylenediaminetetra 23 2 86 0.96 -0.46 I 0.382 
Tropicamide 29 2 100 0.98 0.04 A 0.504 
Tryptophan 21 2 76 0.46 -0.80 I 0.306 
Tuaminoheptane 7 1 28 0.16 -0.81 I 0.307 
Tubocurarine 63 2 256 4.84 1.44 A 0.798 
Tylosintartrate 72 1 328 5.83 -0.23 I 0.420 
Tyloxapol 18 0 76 0.74 -0.65 I 0.339 
Tyrothricin 117 11 444 6.17 -0.03 I 0.465 
Ursodiol 32 0 160 3.07 -0.69 I 0.324 
Valacyclovir 29 6 114 1.17 -1.96 I 0.120 
Valproate 10 0 38 0.4 -0.23 I 0.441 
Vancomycin 133 9 550 9.92 1.02 A 0.706 
Vardenafil 46 6 182 2.25 -1.50 I 0.176 
Venlafaxine 24 1 100 1.36 -0.50 I 0.372 
Verapamil 42 2 160 2.03 0.05 A 0.503 
Vidarabine 25 5 104 1.19 -1.91 I 0.126 
Vigabatrin 10 1 34 0.32 -0.31 I 0.421 
Vinblastine 78 4 350 8.03 1.32 A 0.773 
Warfarin 34 0 120 1.89 1.44 A 0.804 
Xylazine 20 2 74 0.84 -0.46 I 0.383 
Yohimbine 35 2 150 1.99 -1.02 I 0.258 
Zidovudine 25 5 96 1.42 -1.04 I 0.257 
Zileuton 22 2 80 0.91 -0.33 I 0.414 
Zolmitriptan 28 3 110 0.73 -1.55 I 0.172 
Zomepirac 28 1 102 1.35 0.36 A 0.582 
FD: Función discriminante. 
Clas.: clasificación del modelo para el compuesto. 
P.A.: probabilidad de que el compuesto sea activo. 
SCBO: suma de órdenes de enlace convencionales-sin considerar hidrógenos. 
nN: número de atomos de Nitrogeno.  
ZM1: primer índice de Zagreb. 
GGI4: índice de carga de orden 4. 






Anexo V.8. Compuestos que conforman el grupo test del modelo 4 y valores de FD4 
asociados a estos. 
Compuestos SCBO nN ZM1 GGI4 FD4 Clas. P. A. 
Grupo Activo 
Cardamonin [396] 29 0 98 1.196 1.02 A 0.730 
Celastrol [347] 43 0 202 5.32 1.56 A 0.818 
Cisplatin [397] 4 2 20 0 -1.45 I 0.189 
Coumarin [398] 29 0 112 1.529 0.36 A 0.581 
Deguelin [314] 41 0 168 3.213 1.16 A 0.752 
Diclofenac [399] 27 1 94 1.236 0.57 A 0.633 
Diosgenin [349] 36 0 186 3.514 -1.11 I 0.237 
EGCG [316] 48 0 196 4.28 2.07 A 0.883 
Emodin [400] 30 0 112 2.436 1.66 A 0.837 
Etodolac [401] 28 1 114 1.823 0.00 A 0.493 
Fenbufen [402] 28 0 92 0.493 0.40 A 0.594 
Flurbiprofen [402] 26 0 90 0.844 0.45 A 0.605 
Hydrocortisone [403] 32 0 154 3.157 -0.14 I 0.453 
Indoprofen [404] 31 1 112 1.169 0.16 A 0.532 
Mitotane [405] 25 0 90 1.324 0.75 A 0.675 
Rofecoxib [406] 34 0 118 1.193 0.79 A 0.681 
Grupo Inactivo 
Acetazolamide 18 4 64 0.775 -0.88 I 0.290 
Adenine 15 5 52 0.333 -1.55 I 0.174 
Adrenalinebitartrate 15 1 56 0.653 -0.31 I 0.421 
Albendazole 24 3 88 0.613 -1.05 I 0.255 
Alendronate 15 1 68 0.56 -1.31 I 0.209 
Allantoin 14 4 52 0.4 -1.43 I 0.191 
Altretamine 18 6 72 1.053 -1.74 I 0.147 
Amifostine 12 2 48 0.24 -1.24 I 0.223 
Aminoglutethimide 23 2 88 0.987 -0.58 I 0.354 
Amoxapine 32 3 120 1.527 -0.36 I 0.404 
Amprolium 25 4 88 1.076 -0.55 I 0.361 
Anethole 15 0 48 0.382 0.27 A 0.565 
Aspartame 27 2 96 1.111 -0.02 I 0.489 
Atomoxetine 26 1 90 0.693 -0.02 I 0.490 
Baclofen 18 1 64 0.702 -0.09 I 0.474 
Benserazide 22 3 84 0.804 -1.04 I 0.258 
Benzoxiquine 30 1 98 0.747 0.46 A 0.608 
Bepridil 35 2 132 0.832 -1.01 I 0.260 
Beta-Carotene 52 0 194 1.689 0.23 A 0.546 
Biperiden 30 1 126 0.979 -1.37 I 0.198 
Bisoprololfumarate 26 1 102 0.862 -0.72 I 0.322 
Bromocriptinemesylate 57 5 256 5.491 -0.20 I 0.433 
Bumetanide 35 2 124 2.013 0.96 A 0.716 




Bupivacaine 26 2 102 1.116 -0.72 I 0.322 
Butamben 18 1 62 0.462 -0.22 I 0.443 
Butoconazole 35 2 126 1.231 -0.10 I 0.468 
Capsaicin 27 1 98 0.893 -0.13 I 0.461 
Carbamazepine 28 2 96 1.379 0.55 A 0.627 
Carboplatin 16 2 74 1.271 -0.98 I 0.269 
Carmustine 13 3 46 0.4 -0.94 I 0.279 
Cefazolin 40 8 156 1.884 -2.07 I 0.108 
Cefmetazole 40 7 156 2.321 -1.27 I 0.212 
Cefonicid 49 6 188 2.476 -0.92 I 0.276 
Cephapirin 38 3 144 2.036 -0.05 I 0.480 
Chlorambucil 23 1 84 0.502 -0.55 I 0.361 
Chloramphenicol 25 2 94 1.022 -0.48 I 0.377 
Chlorophyllide 64 4 248 3.53 0.20 A 0.533 
Cholecalciferol 33 0 146 1.628 -1.06 I 0.249 
Ciclopirox 19 1 76 0.956 -0.44 I 0.387 
Cinchonine 31 2 122 1.36 -0.66 I 0.333 
Cinoxacin 27 2 104 1.795 0.17 A 0.537 
Citicoline 37 4 162 1.988 -2.00 I 0.115 
Clemastine 32 1 124 0.796 -0.92 I 0.278 
Clobetasolpropionate 40 0 186 4.699 1.28 A 0.773 
Clofibrate 20 0 76 0.982 0.14 A 0.529 
Clotrimazole 39 2 134 1.443 0.56 A 0.629 
Coenzymeb12 142 18 620 12.488 -1.60 I 0.147 
Colchicine 39 1 150 2.791 1.22 A 0.765 
Cresol 12 0 42 0.333 -0.10 I 0.473 
Cycloheximide 24 1 102 1.458 -0.54 I 0.363 
Cyclophosphamide 15 2 64 0.542 -1.33 I 0.207 
Cytarabine 21 3 88 1.188 -1.15 I 0.237 
Danthron 28 0 100 1.893 1.42 A 0.802 
Decamethonium 17 2 78 0.4 -2.03 I 0.114 
Deracoxib 39 3 144 1.866 0.01 A 0.494 
Dexpropranolol 25 1 92 0.796 -0.30 I 0.420 
Dibucaine 32 3 118 1.227 -0.56 I 0.357 
Digitoxin 63 0 314 5.33 -1.75 I 0.137 
Dioxybenzone 26 0 90 1.156 0.81 A 0.688 
Diphenylpyraline 29 1 106 0.884 -0.23 I 0.435 
Docosanol 22 0 86 0.08 -1.15 I 0.236 
Doxazosin 46 5 180 2.507 -0.75 I 0.311 
Doxorubicin 52 1 220 4.787 1.58 A 0.821 
Dyclonine 26 1 98 0.573 -0.75 I 0.314 
Dyphylline 23 4 94 1.632 -0.87 I 0.291 
Emetine 45 2 190 3.231 -0.04 I 0.477 
Enilconazole 26 2 92 0.768 -0.37 I 0.403 





Estradiol 26 0 118 1.653 -0.71 I 0.322 
Ethinylestradiol 30 0 130 1.898 -0.31 I 0.414 
Ethopropazine 30 2 114 1.28 -0.41 I 0.392 
Ethylparaben 15 0 50 0.382 0.12 A 0.527 
Etoposide 55 0 242 4.034 0.11 A 0.512 
Exemestane 30 0 132 2.467 0.20 A 0.540 
Ezetimibe 43 1 160 2.142 0.73 A 0.666 
Fexofenadine 50 1 194 1.542 -0.74 I 0.313 
Fipronil 35 4 140 2.939 0.25 A 0.553 
Firocoxib 32 0 128 1.312 -0.33 I 0.409 
Fludrocortisone 33 0 162 3.659 0.09 A 0.512 
Fomepizole 8 2 26 0 -0.88 I 0.291 
Fusidic acid 44 0 208 4.775 0.73 A 0.662 
Glipizide 43 5 156 1.236 -1.19 I 0.227 
Guaifenesin 17 0 62 0.462 -0.18 I 0.452 
Halcinonide 38 0 192 4.839 0.48 A 0.605 
Homosalate 24 0 98 1.027 -0.44 I 0.384 
Hycanthone 34 2 128 1.862 0.23 A 0.549 
Hydroquinone 11 0 36 0.302 0.06 A 0.514 
Hydroxychloroquine 29 3 110 1.067 -0.90 I 0.283 
Iopanic acid 21 1 82 1.236 -0.06 I 0.481 
Isoniazid 14 3 44 0.191 -0.78 I 0.312 
Isoproterenol 18 1 70 0.813 -0.41 I 0.395 
Isoxicam 34 3 126 2.178 0.45 A 0.604 
Ketanserin 41 3 154 1.822 -0.28 I 0.421 
Levocarnitine 11 1 48 0.24 -1.20 I 0.229 
Lincomycin 29 2 136 2.331 -1.10 I 0.243 
Lomefloxacin 33 3 134 2.613 0.10 A 0.517 
Mafenide 17 2 58 0.462 -0.46 I 0.383 
Meclizine 40 2 146 1.258 -0.30 I 0.417 
Megestrolacetate 36 0 164 3.637 0.68 A 0.653 
Memantine 15 1 84 1 -2.00 I 0.116 
Mestranol 31 0 134 1.938 -0.31 I 0.414 
Metaxalone 21 1 80 0.738 -0.48 I 0.377 
Methocarbamol 21 1 76 0.702 -0.23 I 0.439 
Methotrexate 46 8 168 2.28 -0.99 I 0.263 
Methyleneblue 29 3 108 1.591 -0.15 I 0.457 
Methylprednisolone 43 0 192 4.028 0.81 A 0.681 
Miconazolenitrate 35 2 128 1.142 -0.35 I 0.405 
Modafinil 28 1 92 0.702 0.35 A 0.582 
Monobenzone 22 0 72 0.493 0.38 A 0.589 
Mupirocin 39 0 168 1.779 -1.01 I 0.258 
Nadide 58 7 242 3.151 -2.19 I 0.095 
Naloxone 33 1 148 3.259 0.39 A 0.586 
Naphazoline 24 2 84 0.511 -0.58 I 0.355 




Nifedipine 34 2 126 2.298 0.88 A 0.701 
Nithiamide 16 3 56 0.57 -0.73 I 0.322 
Nitrofurazone 19 4 64 0.535 -0.90 I 0.286 
Nonoxyno 22 0 80 0.382 -0.35 I 0.408 
Norfloxacin 31 3 122 2.031 -0.18 I 0.448 
Norgestrel 30 0 134 2.143 -0.33 I 0.410 
Novobiocin 58 2 234 4.48 1.41 A 0.794 
Olmesartan 47 6 176 2.834 -0.11 I 0.462 
Orlistat 38 1 154 1.462 -0.88 I 0.286 
Ouabain 48 0 244 5.397 -0.23 I 0.425 
Oxaprozin 33 1 112 1.167 0.66 A 0.653 
Oxibendazole 24 3 88 0.613 -1.05 I 0.255 
Oxiconazolenitrate 37 3 132 1.142 -0.44 I 0.385 
Oxybutynin 33 1 124 1.058 -0.36 I 0.402 
Oxyquinoline 17 1 56 0.436 -0.05 I 0.484 
Pancuronium 48 2 238 4.766 -1.10 I 0.238 
Pefloxacine 32 3 128 2.222 -0.15 I 0.453 
Pergolidemesylate 29 2 122 1.603 -0.89 I 0.284 
Phenacemide 18 2 58 0.311 -0.38 I 0.402 
Phenelzine 13 2 42 0.151 -0.64 I 0.344 
Phenoxybenzamine 28 1 98 0.782 0.00 I 0.493 
Phenyl 25 1 84 0.804 0.31 A 0.571 
Phenylpropanolamine 14 1 50 0.351 -0.46 I 0.384 
Pilocarpine 19 2 76 0.48 -1.28 I 0.214 
Piperine 29 1 106 0.599 -0.56 I 0.357 
Pirenzepine 37 5 140 2.092 -0.52 I 0.365 
Pizotyline 30 1 116 1.249 -0.31 I 0.417 
Potassiump-Aminobenzoate 14 1 46 0.382 -0.12 I 0.466 
Pravastatin 35 0 148 1.769 -0.54 I 0.359 
Primidone 22 2 82 0.813 -0.58 I 0.353 
Proadifen 34 1 124 1.058 -0.11 I 0.464 
Prochlorperazine 34 3 134 1.573 -0.85 I 0.293 
Promazine 28 2 104 1.12 -0.35 I 0.406 
Propantheline 36 1 142 1.8 -0.09 I 0.467 
Proscillaridin 47 0 224 3.974 -0.64 I 0.332 
Pyrazinamide 13 3 40 0.191 -0.73 I 0.323 
Quinapril 43 2 160 2.178 0.48 A 0.608 
Reserpine 58 2 242 4.097 0.37 A 0.575 
Retinol 26 0 98 0.804 -0.20 I 0.445 
Rimantadine 15 1 78 0.573 -2.05 I 0.112 
Rolipram 26 1 104 0.938 -0.78 I 0.308 
Ropinirole 24 2 92 0.773 -0.87 I 0.290 
Rutoside 55 0 236 4.044 0.58 A 0.625 
Salicylamide 14 1 46 0.302 -0.22 I 0.443 





Sodiumnitroprusside 24 6 66 0 -0.99 I 0.269 
Sparteinesulfate 20 2 98 0.809 -2.30 I 0.089 
Streptozosin 20 3 86 1.436 -0.96 I 0.272 
Sucralose 24 0 120 1.971 -1.00 I 0.262 
Sulfacetamide 20 2 68 0.582 -0.31 I 0.419 
Sulfadimethoxine 30 4 106 1.276 -0.40 I 0.395 
Sulfamethizole 25 4 88 0.777 -0.90 I 0.285 
Sulfanitran 34 3 116 1.364 0.26 A 0.558 
Sulfinpyrazone 44 2 152 1.838 0.94 A 0.712 
Tacrine 22 2 82 1.08 -0.28 I 0.427 
Tadalafil 43 3 172 2.337 -0.53 I 0.361 
Teniposide 62 0 266 4.044 0.10 A 0.508 
Tetracycline 43 2 186 5.173 2.00 A 0.876 
Tetroquinone 16 0 60 0.907 0.23 A 0.554 
Thalidomide 28 2 104 1.401 -0.03 I 0.486 
Thiamphenicol 27 1 102 1.062 -0.23 I 0.435 
Thiotepa 14 3 68 0 -2.80 I 0.056 
Timolol 24 4 104 0.886 -2.23 I 0.095 
Tolbutamide 24 2 84 0.822 -0.22 I 0.441 
Tranexamic acid 12 1 50 0.422 -0.89 I 0.289 
Tranilast 34 1 116 1.436 0.93 A 0.711 
Triamcinolonediacetate 43 0 196 4.504 1.06 A 0.732 
Trichlorfon 12 0 56 0.48 -0.98 I 0.271 
Trimethobenzamide 36 2 134 1.667 0.06 A 0.507 
Troleandomycin 65 1 298 5.809 0.22 A 0.534 
Undecylenic 11 1 42 0.08 -0.94 I 0.280 
Urea 4 2 12 0 -0.85 I 0.299 
Valsartan 44 5 160 1.844 -0.53 I 0.362 
Vecuronium 47 2 230 4.375 -1.21 I 0.219 
Vesamicol 24 1 98 0.476 -1.38 I 0.198 
Xylometazoline 23 2 94 1.519 -0.41 I 0.392 
Zoxazolamine 16 2 58 0.448 -0.73 I 0.322 
FD: Función discriminante. 
Clas.: clasificación del modelo para el compuesto. 
P.A.: probabilidad de que el compuesto sea activo. 
SCBO: suma de órdenes de enlace convencionales-sin considerar hidrógenos. 
nN: número de atomos de Nitrógeno.  
ZM1: primer índice de Zagreb. 
GGI4: índice de carga de orden 4. 
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Anexo V.9. Compuestos seleccionados por cribado virtual de la bases de datos Specs como potenciales agentes anti-cáncer mediante la aplicación de las 
FD1-4. 
Comp. nR09 Wap EEig11r T(O..Br) SRW08 MPC04 piPC02 piPC05 Dz S2K PCR X2sol JGI4 SCBO nN ZM1 GGI4 
Inh. nº1* 0 20410 1.68 0 5788 85 4.248 6.009 55 5.102 1.458 11.045 0.054 39 2 138 2.556 
Inh. nº2    0 5252 76 4.143 5.700      38 2 134 2.302 
Inh. nº3 
   
0 6276 94 4.290 6.021 
     
40 2 148 2.716 
Inh. nº4 
   
28 5012 70 4.078 5.485 
     
34 1 128 1.726 
Inh. nº5    0 3542 52 3.850 5.124      25 0 94 1.600 
Inh. nº6 
   
0 5504 88 4.220 5.635 
     
39 2 146 1.901 
* Seleccionado por cribado virtual de la base de datos Specs de compuestos naturales.
Comp.: compuesto. 
FD: Función discriminante. 
nR09: número de anillos de 9 enlaces. 
Wap: índice de Wiener de todos los caminos. 
Eeig11r: autovalor número 11 de la matriz de adyacencia de aristas ponderada por integrales de resonancia. 
T(O..Br): suma de las distancias topológicas entre los átomos de oxígeno (O) y Bromo (Br). 
SRW08: número de caminos de auto-retorno de orden 8. 
MPC04: número total de caminos de orden 4. 
piPC02: número de caminos múltiples de orden 2. 
piPC05: número de caminos múltiples de orden 5. 
Dz: índice de Pogliani. 
S2K: modificación alfa del índice de doble camino de Kier. 
PCR: cociente entre el número de enlaces múltiples y el número total de enlaces. 
X2sol: índice de conectividad de solvatación de orden 2. 
JGI4: índice de carga ponderados por enlace de orden 4. 
SCBO: suma de órdenes de enlace convencionales-sin considerar hidrógenos. 





ZM1: primer índice de Zagreb. 
GGI4: índice de carga de orden 4. 




Anexo V.10. Compuestos que conforman el grupo de entrenamiento del modelo 7. 












3.449 0.888 1.011 0.125 0.005 0.317 0.33 2.195 A 
A-66 [289] 3.25 1.544 0.905 0.167 0.007 0.152 0.37 2.618 A 
CCT128930 [288] 3.079 1.089 1.132 0.204 0.004 0.165 0.45 1.61 A 
Clozapine [288] 3.42 0.832 0.976 0.173 0.006 0.194 0.41 1.626 A 
Epirubicin [288] 4.036 0.971 1.012 0.221 0.008 1.006 0.54 2.883 I 
GDC-0068 [300] 3.684 1.234 1.068 0.186 0.007 0.464 0.46 2.612 A 
Gefitinib [294] 3.51 0.923 0.871 0.162 0.006 0.32 0.38 2.349 A 
Miltefosine [288] 3.069 1.688 1.015 0.212 0.005 0.123 0.37 1.259 A 
MMEA [288] 3.096 1.177 0.706 0.18 0.006 0.11 0.47 1.537 A 
Nocodazole [385] 2.882 1.056 1.115 0.196 0.006 0.13 0.44 1.501 A 
Perifosine [288] 3.205 0.681 1.117 0.194 0.004 0.132 0.36 1.842 A 
PHT-427 [302] 3.168 0.758 1.243 0.161 0.004 0.141 0.35 1.767 A 
Sanguinarines [288] 3.265 1.153 0.742 0.133 0.006 0.163 0.37 2.202 A 
SH-5 [296] 3.513 0.998 0.936 0.163 0.005 0.292 0.37 2.196 A 
SH-6 [296] 3.434 0.839 0.96 0.158 0.005 0.243 0.36 2.196 A 
Sorafenib [392] 3.338 0.943 1.047 0.265 0.007 0.411 0.52 2.663 A 
Topotecan [394] 3.631 1.001 0.987 0.229 0.01 0.496 0.55 2.575 A 
Triciribine [288] 2.972 1.097 0.808 0.173 0 0.221 0.47 1.546 I 
Grupo Inactivo 
Altretamine 2.565 0 1.944 0.3 0 0 0.56 0 I 
Amcinonide 3.981 0.882 0.989 0.305 0.008 0.727 0.69 2.495 I 
Aminolevulinicacid 0.537 0.291 1.06 0.313 0 0 0.53 0 I 
Azaserine 1.486 0.952 1.141 0.273 0 0 0.54 -0.863 I 
Azathioprine 2.768 0.863 0.8 0.167 0 0.103 0.41 0.729 I 
Azelaicacid 1.8 1.238 0.867 0.208 0 0.049 0.41 -0.708 I 
Beclomethasone 4.008 1.019 0.858 0.308 0.008 0.717 0.71 2.442 I 
Benzydamine 3.242 0.713 1.322 0.14 0.009 0.234 0.33 1.452 A 
Betamethasoneacetate 3.636 0.919 0.89 0.324 0.009 0.448 0.75 2.297 I 
Budesonide 3.669 0.989 0.797 0.271 0.009 0.414 0.64 2.238 I 
Busulfan 1.818 1.454 1.156 0.423 0 0.222 0.69 -0.188 I 
Carbenoxolone 4.216 0.94 0.66 0.356 0.009 0.854 0.76 2.862 I 
Carboplatin 0.871 0.881 1.583 0.393 0 0 0.76 -0.303 I 
Carprofen 2.62 0.675 0.784 0.214 0 0.13 0.51 0.587 I 





Chlorophyllide 4.601 0.999 0.788 0.194 0.011 1.256 0.49 3.202 I 
Cisplatin 0 0 0 0.75 0 0 0.75 0 I 
Clobetasolpropionate 3.777 0.946 0.959 0.314 0.008 0.468 0.73 2.297 I 
Colchicine 3.697 1.186 0.63 0.194 0.002 0.52 0.47 1.883 I 
Cortisone 3.234 1.032 0.682 0.293 0.011 0.292 0.7 1.513 I 
Coumarin 2.91 0.749 1.015 0.261 0.007 0.3 0.57 1.154 I 
Cyclophosphamide 2.079 0 1.171 0.214 0 0 0.47 -0.229 I 
Cytarabine 2.189 1.1 0.995 0.222 0 0.045 0.55 0 I 
Deracoxib 3.332 1.018 0.8 0.259 0.007 0.572 0.56 2.098 I 
Dexamethasone 3.372 1.005 0.907 0.323 0.009 0.304 0.76 1.781 I 
Diclofenac 3.047 0.807 0.755 0.2 0 0.054 0.46 0.704 I 
Diflunisal 2.46 1.466 1.01 0.237 0 0.156 0.55 0.555 I 
Doxorubicin 4.036 0.971 1.012 0.221 0.008 1.006 0.54 2.883 I 
Emetine 3.897 0.715 0.661 0.179 0.007 0.517 0.43 2.422 I 
Etodolac 2.976 1.415 0.663 0.217 0 0.112 0.5 1.054 I 
Fenoprofen 2.677 0.425 1.133 0.184 0.012 0.103 0.41 0.532 I 
Fenretinide 3.441 0.689 0.815 0.267 0.006 0.209 0.54 2.265 I 
Firocoxib 3.104 1.059 0.879 0.3 0.016 0.251 0.65 1 I 
Fluocinonide 3.837 0.967 0.88 0.346 0.011 0.682 0.76 2.584 I 
Fluorouracil 2.192 1.217 0.947 0.25 0 0.045 0.57 0.328 I 
Flutamide 2.366 0.926 1.127 0.342 0 0.099 0.67 0.399 I 
Gallicacid 0.421 0 1.109 0.292 0 0 0.59 -0.558 I 
Halcinonide 3.616 0.787 0.915 0.343 0.01 0.443 0.77 2.054 I 
Hydrocortisone 3.234 1.032 0.682 0.293 0.011 0.292 0.7 1.512 I 
Hydroxyurea 0 0 0.371 0.375 0 0 0.49 0 I 
Ibuprofen 1.949 1.154 0.85 0.267 0 0.099 0.57 0 I 
Ifosfamide 2.079 0 1.171 0.214 0 0 0.47 -0.293 I 
Indoprofen 2.768 0.804 0.99 0.174 0.008 0.22 0.47 1.189 I 
Isoflupredoneacetate 3.527 0.856 0.885 0.318 0.01 0.435 0.74 2.258 I 
Isoxicam 2.924 1.068 1.084 0.24 0.006 0.194 0.57 1.226 I 
Ketoprofen 2.777 1.188 1.018 0.175 0.012 0.103 0.44 0.674 I 
Ketorolactromethamine 2.723 0.707 0.924 0.143 0.012 0.086 0.41 0.703 I 
Meclofenamate 3.047 0.807 0.978 0.2 0 0.061 0.48 0.464 I 
Medrysone 3.327 1.026 0.589 0.286 0.019 0.227 0.68 1.575 I 
Mefenamicacid 2.893 0.891 0.903 0.184 0 0.061 0.45 0.711 I 
Megestrolacetate 3.469 0.9 0.635 0.306 0.011 0.423 0.7 1.916 I 
Melengestrolacetate 3.529 0.878 0.677 0.313 0.01 0.435 0.71 2.231 I 
Mesalamine 0 0 1.252 0.273 0 0 0.53 -0.644 I 
Methotrexate 3.447 0.697 0.79 0.243 0.008 0.455 0.51 2.563 I 
Mitomycin 3.231 0.955 1.009 0.222 0 0.09 0.56 1.502 I 
Mycophenolatemofetil 3.327 0.911 0.951 0.167 0.007 0.321 0.43 2 A 
Mycophenolic 2.937 0.971 1.006 0.208 0.009 0.243 0.52 1.169 I 
Nabumetone 2.445 1.133 0.591 0.222 0.011 0.07 0.48 0.535 I 
Naproxen 2.357 1.349 0.747 0.222 0 0.115 0.52 0.439 I 
Naproxol 2.255 1.286 0.714 0.206 0 0.07 0.49 0.263 I 




Oxyphenbutazone 3.445 1.047 1.142 0.135 0.013 0.172 0.42 1.804 A 
Phenylbutazone 3.417 1.224 1.266 0.1 0.012 0.098 0.35 1.799 A 
Piroxicam 2.967 1.107 1.202 0.2 0.004 0.156 0.51 1.247 I 
Podofilox 3.704 1.282 0.81 0.162 0.008 0.526 0.44 2.167 A 
Pregnenolonesuccinate 3.499 0.773 0.549 0.273 0.01 0.412 0.61 1.995 I 
Puromycin 3.52 1.045 0.827 0.189 0.008 0.514 0.47 2.625 A 
Semustine 2.363 1.167 0.934 0.219 0 0.103 0.48 0 I 
Streptozosin 2.251 1.047 1.08 0.25 0 0.07 0.58 0.183 I 
Sulindac 3.292 1.149 0.579 0.222 0.01 0.343 0.51 1.755 I 
Tamoxifencitrate 3.794 0.644 0.642 0.133 0.006 0.216 0.33 2.618 A 
Teniposide 4.331 1.173 0.88 0.16 0.007 1.008 0.41 3.062 I 
Tenoxicam 2.864 1.139 1.252 0.208 0.002 0.165 0.52 1.207 I 
Testosterone 3.298 0.94 0.818 0.268 0.006 0.276 0.62 1.522 I 
Thioguanine 0 0 1.104 0.208 0 0 0.45 -0.709 I 
Tolmetin 2.691 0.915 0.736 0.225 0.019 0.138 0.54 0.577 I 
Toremiphene 3.92 0.587 0.568 0.129 0.006 0.257 0.32 2.618 A 
Triamcinolonediacetate 3.836 0.901 0.868 0.324 0.009 0.666 0.73 2.428 I 
Zileuton 2.29 1.673 0.372 0.206 0 0.063 0.47 0.393 I 
Zomepirac 2.877 1.11 0.777 0.238 0.019 0.138 0.57 0.926 I 
Clas.: clasificación del modelo para el compuesto. 
ATS6v: índice de autocorrelación de Broto-Moreau para distancia topológica igual a 6 ponderado por el 
volúmen de van de Waals 
GATS6v: índices de autocorrelación de Geary de retardo 6 
GATS3e: índices de autocorrelación de Geary de retardo 3 
JGI1: índice de carga ponderados por enlace de orden 1 
GGI8: cargas transferidas intramolecularmente a distancia topológica igual a 8 
JGT: índice de carga topológica global 
EEig11x: autovalor número 11 de la matriz de adyacencia de aristas ponderada por orden de enlace 







Anexo V.11. Compuestos que conforman el grupo test del modelo 7. 
Compuestos ATS6v GATS6v GATS3e JGI1 JGI10 GGI8 JGT EEig11x Clas. 
Grupo Activo 
AT7867 [288] 3.226 1.011 0.517 0.167 0.006 0.105 0.39 2 A 
Balanol [292] 4.023 1.066 0.999 0.221 0.007 0.738 0.523 2.907 A 
Erlotinib [293] 3.58 0.769 0.585 0.145 0.006 0.303 0.338 2.582 A 
H-89 [295] 3.004 0.787 1.113 0.172 0.007 0.123 0.4 2.489 A 
MK-2206 [288] 3.773 0.722 0.916 0.167 0.006 0.49 0.417 2.656 A 
Oxaprozin [288] 3.268 0.724 0.906 0.146 0.012 0.197 0.347 1.724 A 
Staurosporine [297] 4.322 1.098 0.882 0.131 0.006 0.411 0.39 2.898 A 
Sunitinib [303] 3.464 1.041 0.919 0.21 0.005 0.463 0.496 2.121 A 
Grupo Inactivo 
Altrenogest 3.047 1.095 0.897 0.231 0.007 0.197 0.584 1.478 I 
Aspirin 1.401 1.083 1.083 0.231 0 0 0.471 -0.48 I 
Betamethasone 3.372 1.005 0.907 0.323 0.009 0.304 0.758 1.781 I 
Bleomycin 4.947 0.984 0.936 0.228 0.008 2.495 0.501 3.802 I 
Carmustine 1.65 0.796 1.17 0.182 0 0 0.423 -0.885 I 
Dactinomycin 5.183 0.91 0.998 0.224 0.01 2.935 0.524 3.881 I 
Daunorubicin 4.013 0.983 1.049 0.226 0.008 0.96 0.547 2.879 I 
Diflorasone 3.433 1.101 0.892 0.328 0.009 0.329 0.765 1.926 I 
Fenbufen 2.607 1.188 0.713 0.175 0.008 0.094 0.409 0.602 I 
Fenspiride 2.657 0.518 0.887 0.214 0.006 0.106 0.423 0.786 I 
Floxuridine 2.192 1.217 0.947 0.25 0 0.045 0.57 0.328 I 
Flufenamic 3.402 0.782 1.07 0.345 0.018 0.674 0.689 1.561 I 
Flumethasone 3.433 1.101 0.892 0.328 0.009 0.329 0.765 1.926 I 
Flunisolide 3.585 1.152 0.736 0.329 0.01 0.538 0.729 2.402 I 
Flunixin 2.927 0.848 0.921 0.25 0 0.28 0.549 0.712 I 
Flurandrenolide 3.585 1.152 0.736 0.329 0.01 0.538 0.729 2.253 I 
Flurbiprofen 2.384 0.803 0.936 0.184 0.012 0.103 0.477 0.519 I 
Isotretinon 3.092 0.525 0.398 0.295 0.006 0.132 0.6 0.812 I 
Mechlorethamine 0.693 0 0.121 0.214 0 0 0.416 0 I 
Meloxicam 2.984 1.123 1.259 0.24 0.006 0.194 0.572 1.226 I 
Melphalan 2.67 1.209 0.463 0.211 0.008 0.148 0.479 0.538 I 
Prednisolone 3.234 1.032 0.682 0.293 0.011 0.292 0.695 1.632 I 
Sirolimus 4.632 0.947 0.993 0.235 0.008 1.443 0.527 3.327 I 
Thiotepa 0 0 1.372 0.231 0 0 0.374 -0.385 I 
Triamcinolone 3.322 0.885 0.894 0.323 0.009 0.304 0.758 1.781 I 
Clas.: clasificación del modelo para el compuesto. 
ATS6v: índice de autocorrelación de Broto-Moreau para distancia topológica igual a 6 ponderado por el 
volúmen de van de Waals. 
GATS6v: índices de autocorrelación de Geary de retardo 6. 
GATS3e: índices de autocorrelación de Geary de retardo 3. 
JGI1: índice de carga ponderados por enlace de orden 1. 
GGI8: cargas transferidas intramolecularmente a distancia topológica igual a 8. 




JGT: índice de carga topológica global. 
EEig11x: autovalor número 11 de la matriz de adyacencia de aristas ponderada por orden de enlace. 






Anexo V.12. Compuestos que conforman el grupo de validación del modelo 7. 










4.069 0.482 1.111 0.143 0.005 0.424 0.35 3.131 A 
124011-Akt Inhibitor 
IV [304] 4.028 1.247 1.4 0.122 0.005 0.496 0.344 2.872 A 
AZD5363 [299] 3.531 1.166 1.024 0.197 0.006 0.357 0.463 2.571 A 
GSK690693 [288] 3.73 1.094 0.831 0.191 0.007 0.454 0.438 2.496 A 
PF-04691502 [288] 3.731 1.032 0.869 0.176 0.006 0.525 0.433 2.409 A 
TIC10 [288] 3.748 0.84 1.392 0.136 0.006 0.298 0.355 2.432 A 
Grupo Inactivo 
Alclometazonedipropi
onate 3.463 1.124 0.734 0.306 0.009 0.304 0.713 1.907 I 
Amiprilose 3.192 0.921 0.949 0.389 0.011 0.328 0.815 0.842 I 
Amsacrine 3.639 0.813 0.736 0.21 0.012 0.336 0.451 2.431 A 
Azacitidine 2.135 1.058 1.087 0.222 0 0.045 0.55 0 I 
Betamethasone1721di
propionate 3.975 0.912 0.971 0.308 0.008 0.717 0.707 2.442 I 
Celecoxib 3.344 1.179 0.726 0.304 0.004 0.594 0.618 2.182 I 
Desonide 3.532 1.079 0.7 0.324 0.01 0.443 0.72 2.238 I 
Etoposide 4.217 1.129 0.798 0.177 0.008 0.967 0.441 3.045 A 
Exemestane 3.093 1.004 0.737 0.28 0 0.137 0.658 1.18 I 
Fludarabine 2.594 1.04 0.878 0.205 0 0.103 0.508 0.916 I 
Flumethasonepivalate 3.791 1.082 1.043 0.355 0.011 0.616 0.783 2.575 I 
Fluocinoloneacetonide 3.613 1.019 0.883 0.347 0.01 0.538 0.772 2.467 I 
Fluorometholone 3.391 0.855 0.948 0.333 0.014 0.254 0.775 1.89 I 
Griseofulvin 3.254 0.799 0.992 0.25 0 0.158 0.595 1.576 I 
Indomethacin 3.385 1.24 0.796 0.204 0.015 0.269 0.505 1.657 I 
Methylprednisolone 3.719 0.917 0.694 0.297 0.009 0.565 0.675 2.566 I 
Mitotane 2.833 0 0.911 0.184 0 0.037 0.47 0.548 I 
Mitoxantrone 3.607 0.842 0.903 0.118 0.007 0.419 0.373 2.303 A 
Paclitaxel 4.93 1.115 0.947 0.243 0.008 1.861 0.572 3.462 I 
Pipobroman 2.393 1.026 1.247 0.188 0.008 0.074 0.476 0 I 
Prednisone 3.234 1.032 0.682 0.293 0.011 0.292 0.695 1.643 I 
Rofecoxib 2.984 1.001 0.868 0.208 0.009 0.348 0.489 1.18 I 
Salicyl 0 0 1.286 0.167 0 0 0.433 0 I 
Suprofen 2.453 0.829 1.05 0.184 0.01 0.117 0.475 0.471 I 
Triamcinolone 3.322 0.885 0.894 0.323 0.009 0.304 0.758 1.781 I 
Vinblastine 4.999 1.057 0.799 0.254 0.008 1.969 0.57 3.402 I 
Vincristine 5.018 1.011 0.788 0.25 0.008 2.014 0.563 3.402 I 




Clas.: clasificación del modelo para el compuesto. 
ATS6v: índice de autocorrelación de Broto-Moreau para distancia topológica igual a 6 ponderado por el 
volúmen de van de Waals 
GATS6v: índices de autocorrelación de Geary de retardo 6. 
GATS3e: índices de autocorrelación de Geary de retardo 3. 
JGI1: índice de carga ponderados por enlace de orden 1. 
GGI8: cargas transferidas intramolecularmente a distancia topológica igual a 8. 
JGT: índice de carga topológica global. 
EEig11x: autovalor número 11 de la matriz de adyacencia de aristas ponderada por orden de enlace. 








Anexo V.13. Compuestos que conforman el grupo de entrenamiento del modelo 8 (parte I). 
Compuestos nCIR nN nR06 Wap S3K D/Dr12 T(N..Cl) T(S..S) T(S..F) SRW09 MPC08 MPC09 MPC10 PCR Clas. 
  Grupo Activo   
10-hydroxycampothecin [305] 15 2 4 54541 1.489 0 0 0 0 1170 288 340 387 1.441 A 
4-Methylesculetin [319]  3 0 2 1674 1.019 0 0 0 0 0 33 27 11 1.312 A 
Agelastatine [306] 10 4 1 13853 1.016 123.76 0 0 0 3672 198 197 191 1.157 A 
Aspirin [345] 1 0 1 633 1.711 0 0 0 0 0 7 4 4 1.337 A 
Bergapten [368] 6 0 2 4474 1.002 0 0 0 0 738 80 69 52 1.367 A 
Celastrol [347] 15 0 5 93004 1.186 0 0 0 0 0 381 486 548 1.23 A 
Celecoxib [348] 3 3 2 10138 3.111 0 0 0 27 972 122 142 140 1.391 A 
CGP049090 [304] 47 0 5 359293 2.242 196.263 0 0 0 198 754 983 1184 1.419 A 
Cisplatin [397] 0 2 0 16 0 0 0 0 0 0 0 0 0 1 A 
Coumarin [398] 3 0 2 4933 2.55 0 0 0 0 0 83 82 71 1.257 A 
Deguelin [314] 15 0 5 74925 1.664 0 0 0 0 0 302 371 425 1.414 A 
Diclofenac [399] 2 1 2 3176 3.011 0 6 0 0 0 44 37 32 1.462 A 
Diflunisal [387] 2 0 2 2645 2.129 0 0 0 0 0 45 44 31 1.424 A 
EGCG [316] 5 0 4 33950 2.982 0 0 0 0 0 215 254 262 1.386 A 
Ellagic acid [372] 14 0 4 22345 1.373 132.897 0 0 0 0 238 281 272 1.36 A 
Fenoprofen [373] 2 0 2 2607 2.316 0 0 0 0 0 40 34 32 1.41 A 
Fisetin [351] 4 0 3 7447 1.919 0 0 0 0 0 99 105 93 1.395 A 
Flurbiprofen [402] 2 0 2 2505 1.883 0 0 0 0 0 46 34 30 1.358 A 
Gallic acid [320] 1 0 1 494 1.358 0 0 0 0 0 0 0 0 1.238 A 
Honokiol [375] 2 0 2 3599 1.975 0 0 0 0 0 57 51 46 1.459 A 
Hydnocarpin [352]  7 0 5 76104 3.215 0 0 0 0 0 237 286 318 1.414 A 
ICG-001 [353] 8 4 6 99875 4.592 0 0 0 0 0 270 332 371 1.316 A 
iCRT-14 [355] 4 3 2 17060 2.283 0 0 0 0 2196 128 134 144 1.447 A 




Indomethacin [325] 4 1 2 10064 2.289 0 6 0 0 1368 134 122 117 1.37 A 
Isoliquiritigenin [327] 2 0 2 2857 2.769 0 0 0 0 0 32 33 33 1.489 A 
IWP-2 [304] 7 4 3 42771 3.432 0 0 20 0 1656 159 151 154 1.429 A 
Juglone [378] 3 0 2 1397 0.933 0 0 0 0 0 25 22 10 1.387 A 
JW55 [304] 4 2 3 16666 3.952 0 0 0 0 540 104 108 112 1.306 A 
Kirenol [329] 6 0 3 12388 1.281 0 0 0 0 0 168 175 168 1.054 A 
Meloxicam [387] 4 3 2 7907 1.858 0 0 6 0 684 89 96 84 1.365 A 
Melphalan [379] 1 2 1 1679 4.257 0 26 0 0 0 36 28 16 1.203 A 
Mesalamine [380] 1 1 1 399 1.258 0 0 0 0 0 2 0 0 1.302 A 
Monocrotaline [381] 7 1 0 12781 1.301 0 0 0 0 1836 114 132 145 1.082 A 
Murrayafoline A [382] 6 1 2 4590 0.758 0 0 0 0 1170 84 66 54 1.419 A 
Naproxen [384] 3 0 2 2699 1.362 0 0 0 0 0 55 51 30 1.36 A 
NSC668036 [386] 0 2 0 3376 5.001 0 0 0 0 0 37 34 37 1.05 A 
PKF222-815 [359] 24 0 7 922125 4.539 455.332 0 0 0 0 792 1019 1230 1.584 A 
PNU-74654 [360] 3 2 2 8181 3.339 0 0 0 0 684 59 61 61 1.577 A 
Protocatechualdehyde [333] 1 0 1 320 1.123 0 0 0 0 0 0 0 0 1.301 A 
Quercetin [390] 4 0 3 8350 2.007 0 0 0 0 0 109 118 109 1.386 A 
Rotenone [391] 15 0 4 73885 1.606 0 0 0 0 954 306 376 428 1.319 A 
Shikonin [361] 3 0 2 4451 1.776 0 0 0 0 0 70 68 57 1.38 A 
Sitosterol [337] 10 0 3 40984 1.385 0 0 0 0 1170 243 278 296 1.067 A 
Sorafenib [392] 3 4 3 20990 5.321 0 45 0 0 0 88 94 99 1.417 A 
Sulforaphane [338] 0 1 0 158 7.275 0 0 7 0 0 2 0 0 1.226 A 
Theophylline [340] 3 4 1 1268 0.494 0 0 0 0 756 24 12 3 1.195 A 
Toxoflavin [395] 3 5 2 1663 0.707 0 0 0 0 0 29 26 12 1.31 A 
Uvaol [342] 15 0 5 85224 0.933 0 0 0 0 0 376 464 531 1.059 A 
XAV-939 [363] 4 2 3 7625 2.475 0 0 0 33 0 85 100 96 1.305 A 





  Grupo  Inactivo   
Altretamine 1 6 1 879 0.582 0 0 0 0 0 12 0 0 1.186 I 
Amcinonide 16 0 3 127554 1.783 108.597 0 0 0 3834 513 634 745 1.131 I 
Amiprilose 3 1 0 6523 0.974 0 0 0 0 3798 piPC05 73 57 1 I 
Azacitidine 2 4 1 2194 1.611 0 0 0 0 1098 40 35 22 1.184 I 
Beclomethasone 10 0 3 55399 1.954 0 0 0 0 1656 361 417 453 1.134 I 
Benzydamine 4 3 2 8587 2.529 0 0 0 0 1134 94 93 92 1.408 I 
Betamethasone 10 0 3 31795 1.139 0 0 0 0 1638 288 321 332 1.135 I 
Bleomycin 6 17 3 389597 15.23 0 0 23 0 1998 416 463 505 1.177 I 
Busulfan 0 0 0 393 10.087 0 0 7 0 0 6 9 0 1.111 I 
Carboplatin 2 2 1 918 0.984 0 0 0 0 0 8 4 0 1.061 I 
Carmustine 0 3 0 226 4.29 0 26 0 0 0 1 0 0 1.064 I 
Carprofen 6 1 2 6983 1.485 0 5 0 0 1152 117 MPC09 95 1.365 I 
Clobetasolpropionate 10 0 3 42661 1.54 0 0 0 0 1656 335 383 405 1.132 I 
Cortisone 10 0 3 27609 1.249 0 0 0 0 1404 252 285 291 1.093 I 
Dactinomycin 12 12 3 3411404 7.718 0 0 0 0 1476 507 594 692 1.281 I 
Daunorubicin 11 1 5 105880 2.664 0 0 0 0 0 375 472 546 1.313 I 
Deracoxib 3 3 2 12069 3.172 0 0 0 28 954 131 150 149 1.368 I 
Desonide 15 0 3 66777 1.239 86.564 0 0 0 3078 378 463 521 1.126 I 
Diallyltrisulfide 0 0 0 120 6.169 0 0 0 0 0 1 0 0 1.144 I 
Diflorasone 10 0 3 34285 1.232 0 0 0 0 1638 311 350 362 1.132 I 
Diosgenin 16 0 4 113163 1.207 85.7 0 0 0 2790 398 493 584 1.06 I 
Etoposide 14 0 5 215686 3.141 0 0 0 0 1656 481 592 700 1.229 I 
Exemestane 10 0 3 18170 0.832 0 0 0 0 1134 198 219 207 1.169 I 
Fenspiride 3 2 2 4841 2.189 0 0 0 0 900 56 54 50 1.18 I 
Firocoxib 3 0 1 6016 2.072 0 0 0 0 2526 98 78 68 1.249 I 
Fludarabine 4 5 1 6578 1.607 0 0 0 0 2052 103 100 85 1.264 I 




Flufenamic 2 3 2 7913 4.583 0 17 0 0 0 98 94 91 1.318 I 
Flumethasone 10 0 3 34285 1.232 0 0 0 0 1638 311 350 362 1.132 I 
Flunisolide 15 0 3 71686 1.334 90.394 0 0 0 3078 403 498 563 1.124 I 
Flunixin 2 2 2 4018 2.531 0 0 0 0 0 53 53 47 1.409 I 
Fluocinoloneacetonide 15 0 3 75197 1.318 94.268 0 0 0 3078 431 526 587 1.121 I 
Fluocinonide 15 0 3 91954 1.606 107.584 0 0 0 3078 458 561 632 1.132 I 
Fluorometholone 10 0 3 28878 0.96 0 0 0 0 1404 278 309 314 1.136 I 
Griseofulvin 4 0 2 10354 1.252 0 0 0 0 1440 161 157 136 1.266 I 
Isoflupredoneacetate 10 0 3 38339 1.532 0 0 0 0 1404 282 323 344 1.148 I 
Isoxicam 4 3 2 7907 1.755 0 0 0 0 684 89 96 84 1.354 I 
Ketoprofen 2 0 2 2784 2.107 0 0 0 0 0 42 36 32 1.404 I 
Ketorolactromethamine 4 1 1 5267 1.559 0 0 0 0 1872 72 69 60 1.368 I 
Mechlorethamine 0 1 0 75 3.649 0 6 0 0 0 0 0 0 1 I 
Meclofenamate 2 1 2 3110 2.237 0 6 0 0 0 41 39 36 1.44 I 
Medrysone 10 0 3 24959 0.98 0 0 0 0 1170 246 272 271 1.087 I 
Mefenamicacid 2 1 2 2719 1.573 0 0 0 0 0 38 35 32 1.483 I 
Megestrolacetate 10 0 3 32750 1.121 0 0 0 0 1422 278 323 338 1.152 I 
Melengestrolacetate 10 0 3 35317 1.038 0 0 0 0 1656 299 347 366 1.158 I 
Methylprednisolone 10 0 3 53806 2.315 0 0 0 0 1404 300 348 371 1.149 I 
Mitomycin 10 4 2 17067 1.166 92.64 0 0 0 5748 245 238 214 1.16 I 
Mitoxantrone 6 4 3 26116 3.976 0 0 0 0 0 196 222 228 1.36 I 
Mycophenolatemofetil 4 1 2 16267 3.611 0 0 0 0 936 92 84 75 1.326 I 
Naproxol 3 0 2 2356 1.201 0 0 0 0 0 49 44 23 1.364 I 
Nocodazole 4 3 1 6729 2.206 0 0 0 0 1458 89 86 88 1.361 I 
Oxaprozin 3 1 2 6047 2.785 0 0 0 0 936 92 88 76 1.432 I 
Oxyphenbutazone 3 2 2 7225 2.255 0 0 0 0 1350 114 108 88 1.309 I 





Pipobroman 1 2 1 1084 3.531 0 0 0 0 0 20 14 4 1.04 I 
Podofilox 11 0 3 53078 1.877 0 0 0 0 1656 315 363 392 1.284 I 
Prednisolone 10 0 3 27609 1.249 0 0 0 0 1404 252 285 291 1.142 I 
Prednisone 10 0 3 27609 1.249 0 0 0 0 1404 252 285 291 1.152 I 
Pregnenolonesuccinate 10 0 3 42337 2.053 0 0 0 0 1170 247 283 311 1.104 I 
Puromycin 5 7 2 36780 3.136 0 0 0 0 2070 176 186 197 1.32 I 
Salicyl 1 0 1 247 0.891 0 0 0 0 0 1 0 0 1.318 I 
Sanguinarines 21 1 4 82798 1.396 0 0 0 0 1458 302 361 416 1.473 I 
Semustine 1 3 1 998 2.89 0 12 0 0 0 18 14 8 1.041 I 
Sirolimus 7 1 3 272262 7.654 0 0 0 0 0 215 227 247 1.258 I 
Teniposide 15 0 5 373360 3.783 0 0 0 0 2196 529 654 774 1.262 I 
Tenoxicam 4 3 2 6905 1.921 0 0 3 0 774 84 76 71 1.365 I 
Testosterone 10 0 3 26297 1.263 0 0 0 0 1152 218 252 256 1.089 I 
Thiotepa 3 3 0 439 0.888 0 0 0 0 4932 0 0 0 1.02 I 
Toremiphene 3 1 3 8194 4.109 0 12 0 0 0 108 108 96 1.36 I 
Vincristine 28 4 5 2289926 3.335 392.483 0 0 0 4140 1035 1332 1698 1.254 I 
Zileuton 3 2 1 2109 1.724 0 0 0 0 936 43 28 20 1.314 I 
Zomepirac 2 1 1 3113 2.006 0 7 0 0 1098 50 42 36 1.325 I 
FD: Función discriminante. 
nClR: número  de circuitos. 
nN: número de atomos de Nitrogeno. 
nR06: número de anillos de 6 enlaces. 
Wap: índice de Wiener de todos los caminos. 
S3K: modificación alfa del índice de triple camino de Kier. 
D/Dr12: índice que representa el cociente de la distancia/detour  (o distancia desviada) para anillos de orden 12. 
T(N..Cl): suma de las distancias topológicas entre los átomos de nitrógeno y cloro. 
T(S..S): suma de las distancias topológicas entre los átomos de azufre. 




T(S..F): suma de las distancias topológicas entre los átomos de azufre y flúor.  
SRW09: número de caminos de auto-retorno de orden 9. 
MPC08: número total de caminos de orden 8. 
MPC09: número total de caminos de orden 9. 
MPC10: número total de caminos de orden 10. 
PCR: cociente entre el número de enlaces múltiples y el número total de enlaces. 
Clas.: clasificación del modelo para el compuesto. 


















Anexo V.13. Compuestos que conforman el grupo de entrenamiento del modelo 8 (parte II). 
Comp. MATS3m MATS1v MATS6e GATS4m GATS8m GATS1v GATS2v GATS3v GATS6e GATS8e GATS6p VEA1 JGI5 JGI10 Clas. 
  Grupo Activo   
10-hydroxycampothecin [305] 0.002 -0.097 0.045 1.056 1.345 0.779 0.734 1.003 1.009 1.351 1.028 4.534 0.04 0.006 A 
4-Methylesculetin [319]  -0.077 -0.067 -0.3 1.138 0 0.758 0.827 0.931 1.82 0 1.82 3.489 0.04 0 A 
Agelastatine [306] -0.05 -0.153 0.182 0.966 3.04 0.764 0.667 0.878 1.046 2.586 1.732 4.039 0.04 0 A 
Aspirin [345] -0.278 -0.111 0.324 1.011 0 0.833 0.765 1.083 1.083 0 1.083 3.254 0.04 0 A 
Bergapten [368] -0.231 -0.185 0.667 0.761 0 0.972 0.865 1.058 0.625 0 0.625 3.684 0.03 0 A 
Celastrol [347] 0.071 0.015 -0.193 0.569 1.3 0.492 0.427 0.618 1.324 1.3 1.324 4.835 0.04 0.011 A 
Celecoxib [348] -0.049 -0.05 -0.24 0.499 1.687 0.729 0.559 0.738 1.327 1.494 1.071 4.351 0.04 0.004 A 
CGP049090 [304] -0.013 0.036 -0.149 0.892 1.313 0.697 0.778 0.786 1.115 1.313 1.115 5.172 0.03 0 A 
Cisplatin [397] 0 -0.167 0 0 0 0.833 1.111 0 0 0 0 2.121 0 0 A 
Coumarin [398] -0.222 -0.356 0.328 1.073 0.635 1.248 0.938 1.069 0.721 1.074 0.879 3.984 0.03 0.007 A 
Deguelin [314] -0.029 -0.159 0.056 0.981 1.199 0.981 1.038 0.964 1.103 1.199 1.103 4.763 0.03 0.011 A 
Diclofenac [399] -0.11 -0.032 -0.288 0.884 1.471 0.617 0.586 0.778 1.22 1.399 0.785 3.95 0.02 0 A 
Diflunisal [387] -0.193 0.02 -0.463 0.901 2.288 0.617 0.722 1.012 1.456 2.33 1.464 3.895 0.04 0 A 
EGCG [316] -0.064 -0.041 0.046 0.986 1.107 0.771 0.977 0.998 0.845 1.107 0.845 4.62 0.03 0.01 A 
Ellagic acid [372] -0.051 -0.057 0.036 1.219 1.031 0.825 0.825 0.945 1.125 1.031 1.125 4.255 0.03 0 A 
Fenoprofen [373] -0.2 -0.053 0.65 1.19 1.36 0.716 0.816 1.133 0.425 1.36 0.425 3.84 0.02 0.012 A 
Fisetin [351] -0.035 -0.026 0.126 1.089 1.273 0.71 0.961 1.009 0.913 1.273 0.913 4.092 0.03 0.006 A 
Flurbiprofen [402] -0.118 0.01 0.716 1.403 0.881 0.536 0.557 0.914 0.841 1.148 0.81 3.821 0.03 0.012 A 
Gallic acid [320] -0.213 0 1.4 1.543 0 0.786 0.887 1.109 0 0 0 3.202 0.03 0 A 
Honokiol [375] -0.111 0.005 -0.153 0.977 1.439 0.503 0.754 1.056 1.257 1.439 1.257 3.943 0.03 0.006 A 
Hydnocarpin [352]  -0.086 -0.105 0.058 0.93 1.05 0.853 1.024 1.029 0.916 1.05 0.916 5.228 0.03 0.009 A 
ICG-001 [353] -0.077 -0.112 -0.125 1.159 1.022 0.796 0.575 1.008 1.307 1.019 1.329 4.795 0.03 0.006 A 
iCRT-14 [355] 0.035 -0.116 -0.064 1.327 1.007 0.833 0.861 1.073 1.284 1.174 1.064 4.586 0.02 0.006 A 




Indomethacin [325] -0.035 -0.091 -0.06 0.404 2.439 0.776 0.617 0.804 1.034 1.762 1.288 4.047 0.04 0.015 A 
Isoliquiritigenin [327] -0.221 0.013 0.089 0.997 0.877 0.57 0.844 1.096 0.891 0.877 0.891 3.782 0.03 0.006 A 
IWP-2 [304] -0.061 -0.074 -0.314 1.397 1.192 0.776 0.78 1.359 1.44 1.611 0.959 4.162 0.02 0.007 A 
Juglone [378] -0.257 0.021 0 1.463 0 0.557 0.78 1.114 0 0 0 3.365 0.03 0 A 
JW55 [304] 0.047 -0.143 -0.138 1.044 0.729 0.929 0.795 0.781 1.142 0.729 1.071 4.186 0.03 0.006 A 
Kirenol [329] 0.08 0.015 -0.232 0.954 1.725 0.531 0.493 0.621 1.242 1.725 1.242 4.235 0.04 0.005 A 
Meloxicam [387] -0.136 -0.185 -0.2 0.85 1.175 0.885 0.656 1.109 1.037 1.108 1.142 3.942 0.03 0.006 A 
Melphalan [379] 0.089 -0.096 -0.349 0.917 1.049 0.758 0.732 0.685 1.492 0.778 1.071 3.782 0.03 0.008 A 
Mesalamine [380] -0.415 0 0 1.288 0 0.702 0.726 1.265 0 0 0 3.089 0.03 0 A 
Monocrotaline [381] -0.084 -0.158 0.096 1.13 1.246 0.9 0.893 1.095 0.854 1.248 0.869 4.487 0.03 0 A 
Murrayafoline A [382] 0.118 -0.105 -0.175 1.459 0 0.946 0.838 0.872 1.515 0 1.287 3.624 0.03 0 A 
Naproxen [384] -0.066 -0.056 -0.292 0.971 2.59 0.72 0.518 0.747 1.349 2.59 1.349 3.724 0.03 0 A 
NSC668036 [386] 0.006 -0.233 0.097 1.439 0.854 1.044 0.888 0.98 0.718 0.855 0.731 4.867 0.03 0.006 A 
PKF222-815 [359] -0.087 -0.088 -0.031 1.014 1.101 0.831 0.791 0.902 0.963 1.101 0.963 5.272 0.03 0.008 A 
PNU-74654 [360] -0.06 -0.037 0.062 1.051 1.111 0.844 1.195 1.131 0.903 1.111 0.961 4.13 0.02 0.004 A 
Protocatechualdehyde [333] -0.127 0 2.333 1.786 0 0.643 0.824 1.071 0 0 0 2.967 0.04 0 A 
Quercetin [390] -0.104 -0.022 0.065 1.006 1.354 0.733 0.978 1.045 0.917 1.354 0.917 4.138 0.03 0.004 A 
Rotenone [391] -0.056 -0.159 0.066 0.981 1.199 0.981 1 1.032 1.051 1.199 1.051 4.724 0.03 0.01 A 
Shikonin [361] -0.271 0.014 0.035 1.275 0.955 0.597 0.82 1.167 0.875 0.955 0.875 3.839 0.03 0.006 A 
Sitosterol [337] -0.001 0.003 -0.019 0.566 0.909 0.455 0.588 0.508 0.769 0.909 0.769 4.39 0.03 0.011 A 
Sorafenib [392] -0.144 -0.124 -0.154 0.998 0.665 0.827 0.658 1.02 0.880 0.868 0.898 4.056 0.02 0.007 A 
Sulforaphane [338] -0.149 -0.197 0.424 1.01 2.428 0.877 1.185 0.722 0.710 1.496 0.898 2.93 0.02 0 A 
Theophylline [340] -0.461 -0.546 0 0.794 0 1.263 0.481 1.397 0 0 0 3.364 0.03 0 A 
Toxoflavin [395] -0.272 -0.484 -0.445 0.954 0 1.232 0.647 1.157 1.505 0 1.417 3.476 0.04 0 A 
Uvaol [342] -0.026 0.007 -0.061 0.661 1.333 0.459 0.4 0.714 0.992 1.333 0.992 4.907 0.04 0.012 A 
XAV-939 [363] -0.103 -0.028 -0.126 0.981 1.869 0.655 0.477 0.97 0.859 1.813 0.730 4.196 0.04 0.009 A 





  Grupo  Inactivo   
Altretamine -1 -1 0.667 0 0 1.944 0 1.944 0 0 0 3.497 0.06 0 I 
Amcinonide -0.035 -0.057 0.195 1.045 1.134 0.742 0.862 0.954 0.863 1.151 0.878 4.878 0.04 0.008 I 
Amiprilose 0.122 -0.261 0.047 1.028 0.799 1.1 1.264 0.94 0.924 0.797 0.918 3.869 0.04 0.011 I 
Azacitidine -0.08 -0.392 -0.101 0.933 1.283 1.246 0.833 1.153 1.088 1.286 1.047 3.681 0.04 0 I 
Beclomethasone -0.063 -0.045 0.09 1.123 0.939 0.716 0.69 0.795 0.937 1.041 1.068 4.722 0.04 0.008 I 
Benzydamine -0.056 -0.048 0.043 1.461 0.838 1.054 0.968 1.303 0.762 0.831 0.693 3.715 0.02 0.009 I 
Betamethasone 0.018 0.026 0.14 1.092 1.002 0.553 0.721 0.865 1.011 1.129 1.006 4.552 0.04 0.009 I 
Bleomycin -0.042 -0.177 -0.009 0.64 0.567 0.999 0.966 0.903 1.012 0.957 0.872 6.19 0.02 0.008 I 
Busulfan -0.132 -0.458 -0.456 0.964 3.279 1.374 0.768 0.945 1.347 0.854 1.399 3.578 0.03 0 I 
Carboplatin -0.061 -0.225 -0.202 0.883 0 1.092 0.49 1.671 0.445 0 0.097 3.318 0.03 0 I 
Carmustine 0.022 0.059 -0.471 0.891 0 0.704 0.474 1.342 1.42 0 0.986 3.006 0.01 0 I 
Carprofen -0.033 -0.021 0.155 0.803 1.165 0.588 0.51 0.796 0.991 2.004 0.645 3.813 0.04 0 I 
Clobetasolpropionate 0.036 -0.014 0.126 0.677 1.284 0.629 0.782 0.988 0.94 1.115 0.97 4.68 0.04 0.008 I 
Cortisone 0.1 0.025 -0.043 0.974 1.639 0.534 0.645 0.682 1.032 1.639 1.032 4.418 0.04 0.011 I 
Dactinomycin -0.046 -0.203 -0.027 1.352 0.958 0.966 0.838 0.972 0.914 0.959 0.908 5.159 0.03 0.01 I 
Daunorubicin -0.142 -0.064 0.018 1.142 1.049 0.795 0.898 1.044 0.983 1.049 0.982 4.945 0.04 0.008 I 
Deracoxib -0.054 -0.095 -0.14 0.537 1.499 0.82 0.707 0.811 1.176 1.414 0.951 4.45 0.04 0.007 I 
Desonide 0.069 -0.044 -0.018 0.949 1.278 0.711 0.833 0.7 1.079 1.278 1.079 4.556 0.04 0.01 I 
Diallyltrisulfide -1 0.5 0.5 1.6 0 0.5 1.143 2 0 0 0 2.824 0.01 0 I 
Diflorasone -0.031 0.03 0.055 1.143 0.972 0.575 0.731 0.866 1.133 1.055 1.108 4.624 0.04 0.009 I 
Diosgenin -0.091 -0.048 -0.056 0.754 1.151 0.767 0.833 0.976 0.806 1.151 0.806 4.674 0.03 0.008 I 
Etoposide 0.114 -0.216 -0.209 0.908 1.114 1.047 0.876 0.798 1.129 1.114 1.129 5.12 0.02 0.008 I 
Exemestane -0.04 0.012 -0.091 0.592 3.3 0.462 0.563 0.737 1.004 3.3 1.004 4.264 0.04 0 I 
Fenspiride -0.122 -0.176 0.198 0.864 1.312 0.954 0.676 0.9 0.519 1.318 0.523 3.488 0.02 0.006 I 
Firocoxib -0.051 -0.132 -0.237 0.489 0.955 0.859 0.916 0.84 1.107 1.118 0.939 3.987 0.03 0.016 I 
Fludarabine -0.038 -0.316 -0.031 0.931 1.603 1.136 0.844 0.947 1.064 1.487 1.019 4.045 0.03 0 I 




Flufenamic -0.136 0.156 0.249 0.857 0.946 0.651 0.612 1.086 0.751 1.866 0.888 4.519 0.05 0.018 I 
Flumethasone -0.031 0.03 0.055 1.143 0.972 0.575 0.731 0.866 1.133 1.055 1.108 4.624 0.04 0.009 I 
Flunisolide 0.011 -0.038 -0.039 1.047 1.284 0.701 0.818 0.734 1.183 1.259 1.159 4.641 0.04 0.01 I 
Flunixin -0.179 -0.059 -0.092 1.215 2.491 0.735 0.53 1.004 0.8 2.441 0.84 4.085 0.03 0 I 
Fluocinoloneacetonide -0.031 -0.033 0.139 1.096 1.269 0.701 0.855 0.854 1.03 1.236 1.021 4.805 0.04 0.01 I 
Fluocinonide -0.031 -0.063 0.128 1.108 1.164 0.762 0.869 0.847 0.971 1.168 0.968 4.84 0.04 0.011 I 
Fluorometholone -0.001 0.023 0.276 1.107 1.047 0.531 0.751 0.906 0.836 1.261 0.85 4.532 0.04 0.014 I 
Griseofulvin 0.028 -0.179 0.111 1.03 0.796 0.983 0.958 1.073 0.887 1.021 0.867 4.146 0.04 0 I 
Isoflupredoneacetate 0.017 -0.011 0.192 1.119 1.031 0.649 0.754 0.837 0.841 1.154 0.852 4.528 0.04 0.01 I 
Isoxicam -0.196 -0.117 -0.193 1.066 0.789 0.885 0.768 1.002 1.06 0.937 1.049 3.942 0.03 0.006 I 
Ketoprofen -0.152 0.009 -0.208 1.188 1.425 0.534 0.528 1.018 1.188 1.425 1.188 3.951 0.03 0.012 I 
Ketorolactromethamine -0.067 -0.056 -0.046 1.328 1.727 0.662 0.662 0.911 0.701 1.732 0.709 3.723 0.03 0.012 I 
Mechlorethamine 0.011 -0.347 2.401 1.913 0 1.714 1.143 1.333 0 0 0 2.598 0.03 0 I 
Meclofenamate -0.143 -0.032 -0.288 0.851 0.099 0.617 0.565 0.996 1.22 2.251 0.785 3.983 0.03 0 I 
Medrysone -0.011 0.015 0.112 1.094 1.818 0.487 0.593 0.589 1.026 1.818 1.026 4.421 0.04 0.019 I 
Mefenamicacid -0.158 -0.033 -0.095 1.066 2.977 0.62 0.58 0.995 0.944 2.991 0.864 3.94 0.03 0 I 
Megestrolacetate 0.073 -0.022 -0.1 0.775 1.575 0.635 0.695 0.635 0.9 1.575 0.9 4.521 0.03 0.011 I 
Melengestrolacetate 0.059 -0.021 -0.091 0.788 1.504 0.634 0.689 0.677 0.878 1.504 0.878 4.531 0.03 0.01 I 
Methylprednisolone 0.055 -0.01 -0.019 0.912 1.166 0.656 0.64 0.694 0.917 1.166 0.917 4.56 0.04 0.009 I 
Mitomycin -0.134 -0.193 0.083 1.029 0.725 0.983 0.727 0.998 0.984 0.734 0.947 3.974 0.04 0 I 
Mitoxantrone -0.065 -0.093 -0.018 1.122 0.938 0.784 0.883 0.883 0.806 0.941 0.862 4.253 0.03 0.007 I 
Mycophenolatemofetil -0.093 -0.199 0.041 1.058 1.134 1.003 0.796 0.923 0.913 1.132 0.909 3.741 0.03 0.007 I 
Naproxol -0.048 -0.059 -0.2 0.952 3.214 0.756 0.559 0.714 1.286 3.214 1.286 3.616 0.03 0 I 
Nocodazole 0.036 -0.145 -0.125 0.852 0.818 0.883 0.39 1.196 1.068 1.159 1.066 3.978 0.03 0.006 I 
Oxaprozin -0.14 -0.07 -0.049 1.073 1.732 0.749 0.742 0.948 0.732 1.738 0.719 3.92 0.02 0.012 I 
Oxyphenbutazone -0.127 0.003 -0.1 1.145 0.676 0.666 0.864 1.187 1.104 0.68 1.019 3.989 0.03 0.013 I 





Pipobroman 0.024 -0.068 -0.51 0.893 1.465 0.681 0.572 0.746 1.33 1.581 1.168 3.519 0.03 0.008 I 
Podofilox -0.001 -0.198 -0.299 0.947 1.041 1.018 0.727 0.81 1.282 1.041 1.282 4.641 0.03 0.008 I 
Prednisolone 0.1 0.025 -0.043 0.974 1.639 0.534 0.645 0.682 1.032 1.639 1.032 4.418 0.04 0.011 I 
Prednisone 0.1 0.025 -0.043 0.974 1.639 0.534 0.645 0.682 1.032 1.639 1.032 4.418 0.04 0.011 I 
Pregnenolonesuccinate 0.011 -0.018 -0.067 0.788 1.367 0.633 0.546 0.549 0.773 1.367 0.773 4.378 0.03 0.01 I 
Puromycin 0.121 -0.304 0.018 1.021 1.057 1.114 0.845 0.855 1.09 1.062 1.027 4.404 0.03 0.008 I 
Salicyl -0.357 0 0 1.543 0 0.571 0.701 1.286 0 0 0 2.833 0.06 0 I 
Sanguinarines -0.078 -0.189 -0.156 0.737 1.744 1.038 0.677 0.775 1.184 1.748 1.139 4.618 0.02 0.006 I 
Semustine 0.039 0.184 -0.331 0.957 2.765 0.567 0.399 1.089 1.225 1.431 1.033 3.639 0.02 0 I 
Sirolimus 0.073 -0.107 0.006 1.055 0.943 0.856 0.908 0.983 0.937 0.943 0.952 4.766 0.03 0.008 I 
Teniposide 0.142 -0.176 -0.207 0.694 0.485 0.99 0.835 0.903 1.162 1.205 1.135 5.186 0.02 0.007 I 
Tenoxicam 0.149 -0.189 -0.288 0.93 1.205 0.894 0.634 1.155 1.164 1.148 0.956 3.817 0.03 0.002 I 
Testosterone -0.068 -0.026 -0.099 0.634 1.705 0.649 0.62 0.818 0.94 1.705 0.94 4.315 0.03 0.006 I 
Thiotepa -0.3 -0.656 0 0 0 1.742 0.977 1.146 0 0 0 3.16 0 0 I 
Toremiphene 0.017 -0.086 -0.1 0.664 1.227 1.102 0.913 0.549 1.029 2.141 0.698 4.365 0.02 0.006 I 
Vincristine 0.019 -0.138 0.027 0.833 0.936 0.886 0.665 0.823 1.022 0.935 1.006 5.183 0.03 0.008 I 
Zileuton -0.122 0.193 -0.371 1.014 0.237 0.471 0.321 0.428 1.504 2.965 1.491 3.453 0.02 0 I 
Zomepirac -0.043 -0.067 -0.003 0.442 3.677 0.69 0.644 0.731 0.948 1.927 1.171 3.784 0.04 0.019 I 
FD: Función discriminante. 
MATS3m: índice de autocorrelación de Moran de retardo 3 ponderado por la masa atómica. 
MATS1v: índice de autocorrelación Moran de retardo 1 ponderado por volumen de van der Waals. 
MATS6e: índice de autocorrelación de Moran de retardo 6 ponderado por la electronegatividad de Sanderson. 
GATS4m: índices de autocorrelación Geary de retardo 4 ponderado por la masa atómica. 
GATS8m: índices de autocorrelación Geary de retardo 8 ponderado por la masa atómica. 
GATS1v: índices de autocorrelación de Geary de retardo 1 ponderados por volumen de van der Waals. 
GATS2v: índices de autocorrelación de Geary de retardo 2 ponderados por volumen de van der Waals. 
GATS3v: índices de autocorrelación de Geary de retardo 3 ponderados por volumen de van der Waals. 




GATS6e: índices de autocorrelación de Geary de retardo 6 ponderado por la electronegatividad de Sanderson. 
GATS8e: índices de autocorrelación de Geary de retardo 8 ponderado por la electronegatividad de Sanderson. 
GATS6p: índice de autocorrelación Geary de retardo 6 ponderado por la polarizabilidad atómica. 
VEA1: auto-vector suma de coeficientes de la matriz de adyacencia. 
JGI5: índice de carga ponderados por enlace de orden 5. 
JGI10: índice de carga ponderados por enlace de orden 10. 
Clas.: clasificación del modelo para el compuesto. 







Anexo V.14. Compuestos que conforman el grupo test del modelo 8 (parte I). 
Compuestos nCIR nN nR06 Wap S3K D/Dr12 T(N..Cl) T(S..S) T(S..F) SRW09 MPC08 MPC09 MPC10 PCR Clas. 
  Grupo Activo   
Apigenin [344] 4 0 3 6688 1.945 0 0 0 0 0 93 96 95 1.402 A 
Artenimol [307] 13 0 3 15916 0.748 0 0 0 0 450 187 204 205 1 A 
Camptothecin [311] 15 2 4 54541 1.489 0 0 0 0 1170 288 340 387 1.441 A 
Dexamethasone [371] 10 0 3 31795 1.139 0 0 0 0 1638 288 321 332 1.135 I 
Etodolac [401] 6 1 2 8775 1.271 0 0 0 0 1206 133 119 110 1.3 I 
Fenbufen [402] 2 0 2 2985 2.92 0 0 0 0 0 42 42 40 1.399 A 
Hydrocortisone [403] 10 0 3 27609 1.249 0 0 0 0 1404 252 285 291 1.083 I 
Indole-3-Carbinol [324] 3 1 1 886 0.693 0 0 0 0 918 18 6 3 1.337 A 
Isoflavone [326] 4 0 3 4412 1.419 0 0 0 0 0 65 64 51 1.502 A 
Lgk-974 [379] 4 6 4 23905 3.461 0 0 0 0 0 107 103 115 1.486 A 
Nabumetone [383] 3 0 2 2819 1.674 0 0 0 0 0 52 49 33 1.38 A 
Paclitaxel [357] 13 1 5 319169 4.923 278.262 0 0 0 0 563 700 838 1.22 A 
PFK118-310 [332] 3 4 2 1663 0.687 0 0 0 0 0 29 26 12 1.31 A 
Piroxicam [388] 4 3 3 8059 1.972 0 0 0 0 0 87 91 82 1.427 A 
Sulindac [362] 4 0 2 11060 2.447 0 0 0 11 1350 121 122 119 1.443 A 
Vincristine [343] 28 4 5 2E+06 3.335 392.483 0 0 0 4140 1035 1332 1698 1.254 I 
  Grupo Inactivo 
Aminolevulinicacid 0 1 0 104 4.053 0 0 0 0 0 0 0 0 1.101 I 
Amsacrine 7 3 4 27762 2.769 0 0 0 0 0 168 188 188 1.533 A 
Chlorophyllide 38 4 0 404110 2.479 0 0 0 0 5832 447 551 674 1.473 I 
Colchicine 6 1 1 21224 2.088 106.503 0 0 0 414 201 223 232 1.347 A 
Cyclophosphamide 1 2 1 632 2.737 0 16 0 0 0 8 4 0 1.02 I 
Doxorubicin 11 1 5 110532 2.973 0 0 0 0 0 387 485 568 1.288 I 




Flurandrenolide 15 0 3 71686 1.334 90.394 0 0 0 3078 403 498 563 1.071 I 
Flutamide 1 2 1 1629 2.62 0 0 0 0 0 36 26 6 1.208 I 
Halcinonide 15 0 3 70233 1.292 90.437 0 0 0 3078 406 489 545 1.07 I 
Hydroxyurea 0 2 0 18 3 0 0 0 0 0 0 0 0 1.087 I 
Ifosfamide 1 2 1 761 2.737 0 16 0 0 0 10 6 3 1.024 I 
Isotretinon 1 0 1 2554 2.738 0 0 0 0 0 25 23 26 1.462 A 
Streptozosin 1 3 1 1415 2.159 0 0 0 0 0 24 18 9 1.047 I 
Suprofen 2 0 1 2260 2.043 0 0 0 0 540 40 32 28 1.311 I 
Tamoxifencitrate 3 1 3 7804 3.273 0 0 0 0 0 MPC08 100 90 1.37 I 
Thioguanine 3 5 1 865 0.831 0 0 0 0 738 17 6 0 1.265 I 
Tolmetin 2 1 1 2790 1.765 0 0 0 0 900 44 38 34 1.34 I 
Topotecan 15 3 4 89893 1.794 0 0 0 0 1170 346 421 500 1.367 I 
Triamcinolone 10 0 3 31795 1.264 0 0 0 0 1638 288 321 332 1.135 I 
Triamcinolonediacetate 10 0 3 50362 1.875 0 0 0 0 1656 346 406 438 1.159 I 
Trilostane 15 1 3 35636 0.889 0 0 0 0 5676 287 337 370 1.093 I 
Vinblastine 28 4 5 2E+06 3.083 384.89 0 0 0 4122 1000 1289 1644 1.256 I 
FD: Función discriminante. 
nClR: número  de circuitos. 
nN: número de atomos de Nitrogeno. 
nR06: número de anillos de 6 enlaces. 
Wap: índice de Wiener de todos los caminos. 
S3K: modificación alfa del índice de triple camino de Kier. 
D/Dr12: índice que representa el cociente de la distancia/detour  (o distancia desviada) para anillos de orden 12. 
T(N..Cl): suma de las distancias topológicas entre los átomos de nitrógeno y cloro. 
T(S..S): suma de las distancias topológicas entre los átomos de azufre. 
T(S..F): suma de las distancias topológicas entre los átomos de azufre y flúor.  





MPC08: número total de caminos de orden 8. 
MPC09: número total de caminos de orden 9. 
MPC10: número total de caminos de orden 10. 
PCR: cociente entre el número de enlaces múltiples y el número total de enlaces. 
Clas.: clasificación del modelo para el compuesto. 
A: activo; I: inactivo; N.C.: no clasificable. 
  




Anexo V.14. Compuestos que conforman el grupo test del modelo 8 (parte II). 
Compuestos MATS3m MATS1v MATS6e GATS4m GATS8m GATS1v GATS2v GATS3v GATS6e GATS8e GATS6p VEA1 JGI5 JGI10 Clas. 
 Grupo Activo 
Apigenin [344] -0.273 -0.03 0.193 0.874 1.382 0.691 0.95 1.152 0.8 1.382 0.8 3.965 0.039 0.004 A 
Artenimol [307] -0.139 0.043 0.128 1.133 0 0.771 0.867 1.108 0.779 0 0.779 4.062 0.043 0 A 
Camptothecin [311] 0.002 -0.097 0.045 1.056 1.345 0.779 0.734 1.003 1.009 1.351 1.028 4.534 0.035 0.006 A 
Dexamethasone [371] 0.018 0.026 0.14 1.092 1.002 0.553 0.721 0.865 1.011 1.129 1.006 4.552 0.041 0.009 I 
Etodolac [401] -0.006 -0.073 -0.295 0.716 2.812 0.752 0.804 0.712 1.471 2.82 1.385 3.958 0.032 0 I 
Fenbufen [402] -0.05 0.009 -0.208 0.848 1.425 0.534 0.548 0.713 1.188 1.425 1.188 3.823 0.027 0.008 A 
Hydrocortisone [403] 0.1 0.025 -0.043 0.974 1.639 0.534 0.645 0.682 1.032 1.639 1.032 4.418 0.035 0.011 I 
Indole-3-Carbinol [324] -0.163 -0.056 -1.241 1.327 0 0.645 0.59 0.985 4.819 0 4.12 3.093 0.03 0 A 
Isoflavone [326] -0.202 -0.046 -0.056 1.442 0 0.716 0.872 1.343 0.756 0 0.756 3.748 0.025 0 A 
Lgk-974 [379] -0.119 -0.182 -0.214 1.123 1.569 0.964 0.87 0.977 1.33 1.582 1.255 4.452 0.028 0.005 A 
Nabumetone [383] -0.014 -0.056 -0.15 0.756 1.943 0.756 0.756 0.591 1.133 1.943 1.133 3.576 0.02 0.011 A 
Paclitaxel [357] -0.024 -0.083 -0.023 1.235 0.961 0.811 0.82 0.953 1.119 0.961 1.112 5.22 0.037 0.008 A 
PFK118-310 [332] -0.372 -0.225 0.781 0.669 0 0.969 0.82 1.286 0.308 0 0.093 3.476 0.035 0 A 
Piroxicam [388] -0.186 -0.203 -0.212 1.057 0.79 0.906 0.649 1.114 1.066 1.066 1.096 3.901 0.03 0.004 A 
Sulindac [362] -0.017 -0.017 -0.205 0.441 2.351 0.569 0.559 0.545 1.204 1.395 0.906 3.928 0.038 0.01 A 
Vincristine [343] 0.019 -0.138 0.027 0.833 0.936 0.886 0.665 0.823 1.022 0.935 1.006 5.183 0.032 0.008 I 
 Grupo Inactivo 
Aminolevulinicacid -0.262 -0.095 0.296 1.377 0 0.878 1.011 1.045 0.554 0 0.199 2.811 0.022 0 I 
Amsacrine -0.04 -0.206 0.234 0.687 1.174 0.946 0.756 0.797 0.825 1.004 0.792 4.365 0.024 0.012 A 
Chlorophyllide -0.105 -0.077 -0.108 0.706 0.961 0.758 0.665 0.853 0.975 0.962 1.01 4.991 0.03 0.011 I 
Colchicine 0.163 -0.183 -0.217 1.006 1.314 0.998 0.803 0.641 1.204 1.314 1.177 4.53 0.026 0.002 A 
Cyclophosphamide -0.089 -0.674 -0.142 0.442 0 1.58 0.51 1.492 0.973 0 0.1 3.241 0.017 0 I 





Flurandrenolide 0.011 -0.038 -0.039 1.047 1.284 0.701 0.818 0.734 1.183 1.259 1.159 4.641 0.037 0.01 I 
Flutamide -0.297 0.096 -0.136 1.295 1.913 0.661 0.622 1.214 0.952 1.825 0.917 3.706 0.031 0 I 
Halcinonide 0.04 -0.041 0.276 0.684 1.398 0.695 0.914 0.939 0.883 1.269 0.778 4.729 0.039 0.01 I 
Hydroxyurea 0.429 -0.381 0 0 0 1.437 0.958 0.21 0 0 0 2.131 0 0 I 
Ifosfamide -0.089 -0.674 -0.466 0.26 0 1.58 0.51 1.492 1.217 0 0.125 3.207 0.018 0 I 
Isotretinon 0.024 0 0 0.888 1.54 0.525 0.385 0.398 0.525 1.54 0.525 3.352 0.04 0.006 A 
Streptozosin -0.132 -0.187 -0.223 1.185 0.569 1.083 0.984 1.06 1.107 0.569 1.024 3.614 0.031 0 I 
Suprofen 0.057 0.019 -0.117 0.916 1.809 0.529 0.517 1.106 0.875 0.725 0.739 3.912 0.024 0.01 I 
Tamoxifencitrate 0.252 -0.089 -0.017 0.872 2.633 1.101 0.905 0.544 0.641 2.651 0.645 4.323 0.016 0.006 I 
Thioguanine -0.179 -0.457 0 2.047 0 1.234 0.647 1.028 0 0 0 3.147 0.04 0 I 
Tolmetin 0.01 -0.071 -0.13 1.151 1.381 0.696 0.662 0.731 0.918 1.386 0.913 3.783 0.03 0.019 I 
Topotecan -0.043 -0.137 -0.034 0.985 1.282 0.841 0.743 1.004 0.961 1.283 1.022 4.774 0.032 0.01 I 
Triamcinolone 0.02 0.032 0.286 1.107 1.128 0.58 0.745 0.854 0.878 1.259 0.882 4.552 0.041 0.009 I 
Triamcinolonediacetate 0.021 -0.042 0.168 1.085 1.102 0.734 0.791 0.825 0.885 1.137 0.897 4.675 0.039 0.009 I 
Trilostane -0.003 -0.018 -0.168 0.756 1.453 0.634 0.664 0.94 1.047 1.45 1.087 4.095 0.035 0 I 
Vinblastine 0.03 -0.141 -0.065 0.822 0.893 0.9 0.705 0.834 1.069 0.892 1.051 5.153 0.032 0.008 I 
FD: Función discriminante. 
nClR: número  de circuitos 
nN: número de atomos de Nitrogeno  
nR06: número de anillos de 6 enlaces 
Wap: índice de Wiener de todos los caminos 
S3K: modificación alfa del índice de triple camino de Kier 
D/Dr12: índice que representa el cociente de la distancia/detour  (o distancia desviada) para anillos de orden 12 
T(N..Cl): suma de las distancias topológicas entre los átomos de nitrógeno y cloro 
T(S..S): suma de las distancias topológicas entre los átomos de azufre 
T(S..F): suma de las distancias topológicas entre los átomos de azufre y flúor  
SRW09: número de caminos de auto-retorno de orden 9 




MPC08: número total de caminos de orden 8 
MPC09: número total de caminos de orden 9 
MPC10: número total de caminos de orden 10 
PCR: cociente entre el número de enlaces múltiples y el número total de enlaces 
MATS3m: índice de autocorrelación de Moran de retardo 3 ponderado por la masa atómica 
MATS1v: índice de autocorrelación Moran de retardo 1 ponderado por volumen de van der Waals 
MATS6e: índice de autocorrelación de Moran de retardo 6 ponderado por la electronegatividad de Sanderson 
GATS4m: índices de autocorrelación Geary de retardo 4 ponderado por la masa atómica 
GATS8m: índices de autocorrelación Geary de retardo 8 ponderado por la masa atómica 
GATS1v: índices de autocorrelación de Geary de retardo 1 ponderados por volumen de van der Waals 
GATS2v: índices de autocorrelación de Geary de retardo 2 ponderados por volumen de van der Waals 
GATS3v: índices de autocorrelación de Geary de retardo 3 ponderados por volumen de van der Waals 
GATS6e: índices de autocorrelación de Geary de retardo 6 ponderado por la electronegatividad de Sanderson 
GATS8e: índices de autocorrelación de Geary de retardo 8 ponderado por la electronegatividad de Sanderson 
GATS6p: índice de autocorrelación Geary de retardo 6 ponderado por la polarizabilidad atómica 
VEA1: auto-vector suma de coeficientes de la matriz de adyacencia 
JGI5: índice de carga ponderados por enlace de orden 5 
JGI10: índice de carga ponderados por enlace de orden 10 
Clas.: clasificación del modelo para el compuesto. 






Anexo V.15. Compuestos que conforman el grupo de validación del modelo 8 (parte I). 
Compuestos nCIR nN nR06 Wap S3K D/Dr12 T(N..Cl) T(S..S) T(S..F) SRW09 MPC08 MPC09 MPC10 PCR Clas. 
  Grupo Activo 
2,4-diaminoquinazoline [365] 3 4 2 1151 0.909 0 0 0 0 0 21 18 6 1.393 A 
Auraptene [366] 3 0 2 5295 3.126 0 0 0 0 0 54 55 46 1.44 A 
Caffeic acid [346] 1 0 1 640 2.277 0 0 0 0 0 11 6 0 1.348 A 
Calphostin [310] 24 0 7 695876 4.769 420.547 0 0 0 0 770 994 1182 1.594 A 
Cardamonin [396] 2 0 2 3168 2.493 0 0 0 0 0 35 36 33 1.511 A 
Curcumin [370] 2 0 2 7110 4.331 0 0 0 0 0 49 44 44 1.596 A 
Emodin [400] 6 0 3 8034 1.281 0 0 0 0 0 124 120 112 1.392 A 
FH535 [350] 2 2 2 3948 3.123 0 28 0 0 0 52 46 47 1.4 A 
Gallic acid [320] 1 0 1 494 1.358 0 0 0 0 0 0 0 0 1.238 A 
Gossypol [374] 6 0 4 62508 2.068 0 0 0 0 0 316 356 392 1.426 A 
Ibuprofen [376] 1 0 1 905 1.466 0 0 0 0 0 20 8 0 1.221 A 
Indoprofen [404] 4 1 2 7439 1.717 0 0 0 0 1134 94 91 93 1.366 I 
Mitotane [405] 2 0 2 2135 2.902 0 0 0 0 0 38 26 18 1.4 A 
Naringin  [331] 6 0 5 97739 4.373 0 0 0 0 0 250 297 343 1.242 A 
Pkf118-744 [358] 6 0 3 12339 1.538 0 0 0 0 0 162 169 151 1.396 A 
Pyrvinium [389] 5 3 3 26085 1.877 0 0 0 0 1098 130 141 143 1.535 A 
Rofecoxib [406] 3 0 2 7200 2.2 0 0 0 0 918 88 94 80 1.391 A 
Tanshinone [339] 10 0 3 16961 0.965 0 0 0 0 936 184 201 185 1.415 A 
  Grupo Inactivo 
Alclometazonedipropionate 10 0 3 32490 1.319 0 0 0 0 1638 292 329 339 1.135 A 
Altrenogest 10 0 3 21431 1.108 0 0 0 0 1386 203 232 235 1.246 I 
Azaserine 0 3 0 235 4.29 0 0 0 0 0 2 0 0 1.21 A 
Azathioprine 4 7 1 5496 1.639 0 0 0 0 1638 71 66 63 1.391 I 




Azelaic acid 0 0 0 344 9.416 0 0 0 0 0 5 4 4 1.08 I 
Betamethasone1721dipropionate 10 0 3 55399 1.886 0 0 0 0 1656 361 417 453 1.134 I 
Betamethasoneacetate 10 0 3 41025 1.43 0 0 0 0 1638 303 347 372 1.144 I 
Budesonide 15 0 3 73611 1.468 91.406 0 0 0 2862 386 469 533 1.127 I 
Carbenoxolone 15 0 5 166629 2.007 0 0 0 0 0 459 576 675 1.091 A 
Chlorambucil 1 1 1 1757 5.001 0 6 0 0 0 30 26 20 1.219 I 
Cytarabine 2 3 1 2194 1.603 0 0 0 0 1098 40 35 22 1.184 I 
Emetine 9 2 5 98805 2.402 0 0 0 0 0 265 320 344 1.264 A 
Epirubicin 11 1 5 110532 2.973 0 0 0 0 0 387 485 568 1.288 I 
Fenretinide 2 1 2 7894 3.843 0 0 0 0 0 42 41 43 1.578 A 
Floxuridine 2 2 1 2206 1.78 0 0 0 0 900 42 37 23 1.125 I 
Flumethasonepivalate 10 0 3 54765 1.595 0 0 0 0 1638 341 388 424 1.127 I 
Fluorouracil 2 2 1 2206 1.78 0 0 0 0 900 42 37 23 1.125 I 
Hecogenin 16 0 4 119347 1.251 88.942 0 0 0 2808 427 530 623 1.008 I 
Methotrexate 4 8 3 23794 4.812 0 0 0 0 0 107 126 120 1.412 I 
Mycophenolic 3 0 1 5357 2.021 0 0 0 0 936 76 66 54 1.324 I 
Triamcinolone 10 0 3 31795 1.264 0 0 0 0 1638 288 321 332 1.135 I 
FD: Función discriminante. 
MATS3m: índice de autocorrelación de Moran de retardo 3 ponderado por la masa atómica. 
MATS1v: índice de autocorrelación Moran de retardo 1 ponderado por volumen de van der Waals. 
MATS6e: índice de autocorrelación de Moran de retardo 6 ponderado por la electronegatividad de Sanderson. 
GATS4m: índices de autocorrelación Geary de retardo 4 ponderado por la masa atómica. 
GATS8m: índices de autocorrelación Geary de retardo 8 ponderado por la masa atómica. 
GATS1v: índices de autocorrelación de Geary de retardo 1 ponderados por volumen de van der Waals. 
GATS2v: índices de autocorrelación de Geary de retardo 2 ponderados por volumen de van der Waals. 
GATS3v: índices de autocorrelación de Geary de retardo 3 ponderados por volumen de van der Waals. 





GATS8e: índices de autocorrelación de Geary de retardo 8 ponderado por la electronegatividad de Sanderson. 
GATS6p: índice de autocorrelación Geary de retardo 6 ponderado por la polarizabilidad atómica. 
VEA1: auto-vector suma de coeficientes de la matriz de adyacencia. 
JGI5: índice de carga ponderados por enlace de orden 5. 
JGI10: índice de carga ponderados por enlace de orden 10. 
Clas.: clasificación del modelo para el compuesto. 
A: activo; I: inactivo; N.C.: no clasificable. 
  




V.15. Compuestos que conforman el grupo de validación del modelo 8 (parte II). 
Compuestos MATS3m MATS1v MATS6e GATS4m GATS8m GATS1v GATS2v GATS3v GATS6e GATS8e GATS6p VEA1 JGI5 JGI10 Clas. 
  Grupo Activo 
2,4-diaminoquinazoline [365] -0.382 -0.192 -1 1.203 0 0.952 0.458 1.213 2.063 0 2.063 3.268 0.029 0 A 
Auraptene [366] -0.173 -0.094 0.235 1.057 1.351 0.881 0.946 1.158 0.811 1.351 0.811 3.552 0.03 0.006 A 
Caffeic acid [346] -0.013 0 -0.794 1.083 0 0.667 0.765 0.867 1.857 0 1.857 3.203 0.029 0 A 
Calphostin [310] -0.073 -0.114 -0.14 1.041 1.172 0.881 0.734 0.894 1.084 1.172 1.084 5.238 0.03 0.008 A 
Cardamonin [396] -0.224 -0.048 0.103 0.88 0.99 0.707 0.848 1.126 0.873 0.99 0.873 3.663 0.025 0.009 A 
Curcumin [370] 0.049 -0.082 -0.229 1.045 1.114 0.796 0.903 0.88 1.114 1.114 1.114 4.812 0.021 0.004 A 
Emodin [400] -0.214 0.03 0.098 1.267 1.52 0.576 0.745 1.039 1.043 1.52 1.043 4.03 0.039 0 A 
FH535 [350] -0.028 0.137 0.146 1.107 1.124 0.568 0.536 1.061 0.643 0.847 0.529 4.152 0.026 0.009 A 
Gallic acid [320] -0.213 0 1.4 1.543 0 0.786 0.887 1.109 0 0 0 3.202 0.034 0 A 
Gossypol [374] -0.012 0.02 -0.041 1.122 1.046 0.572 0.641 0.837 0.948 1.046 0.948 5.391 0.035 0.012 A 
Ibuprofen [376] -0.089 0 -0.176 1.01 1.346 0.538 0.404 0.85 1.154 1.346 1.154 3.489 0.034 0 A 
Indoprofen [404] -0.167 -0.052 -0.089 1.172 1.607 0.656 0.515 1.017 0.769 1.612 0.821 3.881 0.029 0.008 I 
Mitotane [405] -0.143 1 -0.357 1.261 1.366 0 0 0 1.366 1.366 1.366 3.824 0.019 0 A 
Naringin  [331] 0.049 -0.123 0.092 0.961 1.037 0.916 1.068 0.958 0.868 1.037 0.868 5.576 0.029 0.008 A 
Pkf118-744 [358] -0.084 0.02 -0.26 1.174 0.968 0.559 0.745 0.968 1.202 0.968 1.202 4.224 0.033 0.004 A 
Pyrvinium [389] -0.089 -0.198 0.138 0.726 0.964 1.464 1.358 0.956 1.104 0.964 1.104 4.806 0.025 0.007 A 
Rofecoxib [406] -0.053 -0.104 -0.192 0.465 1.842 0.76 0.629 0.831 1.047 1.154 0.928 4.12 0.028 0.009 A 
Tanshinone [339] 0.028 -0.028 -0.263 1.197 0 0.648 0.736 0.926 1.433 0 1.433 4.162 0.032 0 A 
  Grupo Inactivo 
Alclometazonedipropionate -0.023 0.021 0.05 1.139 0.627 0.53 0.632 0.697 1.041 1.37 1.255 4.525 0.038 0.009 A 
Altrenogest -0.068 0.011 -0.104 0.772 1.853 0.463 0.735 0.897 1.095 1.853 1.095 4.099 0.031 0.007 I 
Azaserine -0.214 -0.306 0.052 0.548 0.614 1.259 1.209 1.017 0.874 0.645 0.983 3.151 0.035 0 A 





Azelaic acid -0.133 -0.037 -0.381 0.963 1.733 0.722 0.667 0.867 1.238 1.733 1.238 3.479 0.021 0 I 
Betamethasone-17,21-dipropionate -0.025 -0.042 0.123 1.045 0.934 0.712 0.775 0.933 0.905 0.965 0.91 4.722 0.036 0.008 I 
Betamethasoneacetate 0.015 -0.011 0.148 1.093 0.979 0.645 0.745 0.846 0.92 1.095 0.919 4.587 0.04 0.009 I 
Budesonide 0.033 -0.043 0.011 1.048 1.343 0.709 0.761 0.797 0.989 1.343 0.989 4.556 0.035 0.009 I 
Carbenoxolone -0.025 -0.008 -0.123 0.712 1.209 0.613 0.453 0.66 0.94 1.209 0.94 5.032 0.039 0.009 A 
Chlorambucil 0.096 -0.085 -0.239 0.947 1.176 0.741 0.687 0.687 1.365 1.334 1.034 3.61 0.027 0.008 I 
Cytarabine 0.006 -0.278 -0.124 1.03 1.225 1.093 0.906 1.037 1.134 1.228 1.085 3.681 0.037 0 I 
Emetine 0.158 -0.178 0.071 1.014 1.003 1.086 0.816 0.692 0.715 1.001 0.717 4.991 0.025 0.007 A 
Epirubicin -0.109 -0.062 0.023 1.115 1.039 0.802 0.887 1.009 0.97 1.038 0.971 4.977 0.034 0.008 I 
Fenretinide -0.063 -0.022 -0.029 1.131 1.047 0.603 0.684 0.841 0.7 1.045 0.683 3.372 0.034 0.006 A 
Floxuridine 0.01 -0.254 -0.243 0.937 1.019 1.054 0.903 0.983 1.269 1.021 1.215 3.773 0.038 0 I 
Flumethasonepivalate -0.09 -0.009 0.056 1.186 0.655 0.644 0.732 1.028 1.092 0.718 1.084 4.68 0.041 0.011 I 
Fluorouracil 0.01 -0.254 -0.243 0.937 1.019 1.054 0.903 0.983 1.269 1.021 1.215 3.773 0.038 0 I 
Hecogenin -0.114 -0.043 0.04 0.903 1.005 0.718 0.789 0.984 0.957 1.005 0.957 4.71 0.036 0.008 I 
Methotrexate -0.033 -0.211 0.405 0.974 1.073 0.974 0.705 0.833 0.732 1.069 0.679 4.238 0.027 0.008 I 
Mycophenolic -0.196 -0.098 -0.069 0.896 1.378 0.827 0.657 1.006 0.971 1.378 0.971 3.733 0.028 0.009 I 
Triamcinolone 0.02 0.032 0.286 1.107 1.128 0.58 0.745 0.854 0.878 1.259 0.882 4.552 0.041 0.009 I 
FD: Función discriminante. 
nClR: número  de circuitos. 
nN: número de atomos de Nitrogeno.  
nR06: número de anillos de 6 enlaces. 
Wap: índice de Wiener de todos los caminos. 
S3K: modificación alfa del índice de triple camino de Kier. 
D/Dr12: índice que representa el cociente de la distancia/detour  (o distancia desviada) para anillos de orden 12. 
T(N..Cl): suma de las distancias topológicas entre los átomos de nitrógeno y cloro. 
T(S..S): suma de las distancias topológicas entre los átomos de azufre. 
T(S..F): suma de las distancias topológicas entre los átomos de azufre y flúor.  




SRW09: número de caminos de auto-retorno de orden 9. 
MPC08: número total de caminos de orden 8. 
MPC09: número total de caminos de orden 9. 
MPC10: número total de caminos de orden 10. 
PCR: cociente entre el número de enlaces múltiples y el número total de enlaces. 
MATS3m: índice de autocorrelación de Moran de retardo 3 ponderado por la masa atómica. 
MATS1v: índice de autocorrelación Moran de retardo 1 ponderado por volumen de van der Waals. 
MATS6e: índice de autocorrelación de Moran de retardo 6 ponderado por la electronegatividad de Sanderson. 
GATS4m: índices de autocorrelación Geary de retardo 4 ponderado por la masa atómica. 
GATS8m: índices de autocorrelación Geary de retardo 8 ponderado por la masa atómica. 
GATS1v: índices de autocorrelación de Geary de retardo 1 ponderados por volumen de van der Waals. 
GATS2v: índices de autocorrelación de Geary de retardo 2 ponderados por volumen de van der Waals. 
GATS3v: índices de autocorrelación de Geary de retardo 3 ponderados por volumen de van der Waals. 
GATS6e: índices de autocorrelación de Geary de retardo 6 ponderado por la electronegatividad de Sanderson. 
GATS8e: índices de autocorrelación de Geary de retardo 8 ponderado por la electronegatividad de Sanderson. 
GATS6p: índice de autocorrelación Geary de retardo 6 ponderado por la polarizabilidad atómica. 
VEA1: auto-vector suma de coeficientes de la matriz de adyacencia. 
JGI5: índice de carga ponderados por enlace de orden 5. 
JGI10: índice de carga ponderados por enlace de orden 10. 
Clas.: clasificación del modelo para el compuesto. 








ANEXO VI. AUTORIZACIÓN EXPERIMENTACIÓN ANIMAL 












Today, computational methods play an essential role in the search and 
development of new drugs. Computer-aided drug design techniques 
(CADD) are defined as those "computer assisted techniques used to 
discover, design and optimize compounds with desired properties and 
structure" (Gálvez et al., 2012). One of the most common CADD 
techniques is Quantitative structure-activity relationship (QSAR), which 
relates the chemical structure of molecules under study with their 
physicochemical, biological or pharmacological activity, using 
mathematical models (Patel et al., 2014). These mathematical models are 
constructed by means of molecular descriptors. When the descriptors are 
topological, the methodology is called Molecular Topology (MT), a 
discipline based on graph theory, which studies the positions and 
interconnections of the elements of a set of connected points called 
graphs. A major advantage of the graphs, is that each one of them is 
represented by a matrix, A, namely topological or adjacency matrix. The 
matrix is a very versatile mathematical object that can be manipulated to 
obtain many mathematical descriptors. Our research group currently uses 
a large number of descriptors, allowing the design and selection of new 
lead compounds with different pharmacological activities: analgesic 
(Gálvez et al., 1994),  antidiabetic (Anton Fos et al., 1994), lipid-lowering 
(Fences-Del Pozo et al., 1996), antineoplastic (Gálvez et al., 1996), antiviral 
(Julian-Ortiz et al., 1999), antihistaminic (Casaban-Ros al., 1999), 
antibacterial (Mishra et al., 2001), bronchodilator (Rios-Santamarina et al., 





al., 2010). The use of MT, along with the topological descriptors, led to the 
discovery of more than 200 new hits and leads, some of which have 
resulted in national and international patents (as shown in Table I.2).  
In this work, the main aim is discovering new chemopreventive agents 
against cancer, using MT.  
The very first clues about the relationship between inflammation and 
cancer come from the nineteenth century. The German physician Rudolf 
Virchow postulated the “Reiztheorie” (Theory of inflammation) where he 
identified the inflammation as a common element in several human 
cancer samples (Maiorov et al., 2013). The scientific evidence of the link 
between chronic inflammation and cancer is extensive (Shacter and 
Weitzman, 2002). Table I.3 shows how various chronic inflammatory 
episodes cause an increase in the susceptibility of cells against neoplastic 
transformations. One of the most representative cases relating 
inflammatory processes and cancer, is the association between 
inflammatory bowel disease (IBD) and colorectal cancer (CRC). It must be 
said that, in some cases, triggers of chronic inflammatory processes are 
known (bacteria, viruses, parasites, chemical irritants nondigestible 
particles), while in other cases they are unknown. This is precisely the case 
of inflammatory bowel disease (Shacter and Weitzman, 2002). The 
inflammatory mediators that contribute to neoplasms formation through 
different mechanisms are many. Among the proinflammatory mediators 
stand out the arachidonic acid metabolites (prostaglandins) such as PGE2 
(Mione and Zon, 2012); various cytokines such as IL-6 which acts as tumor 
growth factor and promotes angiogenesis process (Shacter and Weitzman, 
2002); chemokines and free radicals (reactive oxygen species and 




nitrogen). Chronic exposure to these mediators can cause an increased 
cell proliferation, mutagenesis, oncogene activation and ultimately 
angiogenesis. This may result in uncontrolled cell proliferation (Shacter 
and Weitzman, 2002).  
Among the currently different approaches used in the fight against 
cancer, chemoprevention is a major challenge for the scientific 
community. Chemopreventive agents fall into two categories 
(Wattenberg, 1985):  
• Blockers: Prevent carcinogens from reaching their targets.  
• Suppressor: Inhibit the malignant transformation of cells during the 
stages of development or progression of the carcinogenic process. 
Early detection and treatment of inflammatory stress could become 
key to combat multiple carcinogenic processes (Lee et al., 2013). Various 
inflammatory events share signaling pathways with carcinogenic 
processes, such as the signaling pathway of phosphoinositol-3-kinase 
(PI3K)-protein kinase B (Akt)-target of rapamycin in mammalian cells 
(mTOR) (Roychowdhury et al., 2010; Kim et al., 2012) and Wnt/β-catenin 
(Silva-Garcia et al., 2014). Activation of the signaling pathway 
PI3K/Akt/mTOR, involves a profound alteration of cellular growth control 
and survival, resulting ultimately in uncontrolled and metastatic growth, 
angiogenesis and resistance to therapy. Therefore, this complex signaling 
pathway is today one of the most attractive targets for the development 
of anticancer and chemopreventive agents (Garcia-Echeverria and Sellers, 
2008). On the other hand, changes in the signaling pathway of Wnt/β-
catenin are also related to many cancerous processes (Table I.4), because 





tumor initiation and growth, senescence and cell death, as well as cell 
differentiation and metastasis (Anastas and Moon, 2013). When activated, 
the signaling pathway of Wnt/β-catenin results in nuclear accumulation of 
β-catenin.  
CRC is one of the most common cancers worldwide, with an incidence 
of more than one million new cases per year (Kumar et al., 2012). Despite 
the family inheritance, environmental factors such as mutagens associated 
with food, diseases such as chronic intestinal inflammation or intestinal 
diners agents and specific pathogens, contribute to the development of 
the CRC (Kumar et al., 2012). Furthermore, prostate cancer (PC) is the 
second most common cancer in men worldwide.  
Aberrant activation of signaling pathways PI3K/Akt/mTOR and Wnt/β-
catenin, have been associated with CRC tumorigenic process (Mattmann 
et al., 2011; Wang et al., 2014) and PC (Morgan et al., 2009). Moreover, 
aberrant activation of the PI3K/Akt/mTOR pathway is related with the 
development of resistance to treatment of PC (Tang and Ling, 2014) and 
plays a key role in the development and maintenance of prostate cancer 
resistant to castration (CRPC). This is why the pathway is 100% altered in 
patients with CRPC (Edlind and Hsieh, 2014). Finally, although mTOR 
inhibitors are the most studied, well tolerated and effective, it has been 
found that they may cause activation of Akt as a result of inhibition of 
mTOR, so that finding dual inhibitors Akt/mTOR is a promising therapeutic 
challenge. To avoid this undesirable activation effect, nowadays they are 
given in combination with other cytotoxic agents in the CRC treatment 
(Francipane and Lagasse, 2014). 
  




From all the above, the main objectives of the Thesis are: 
• Discovering new chemopreventive agents using MT. 
• Obtaining and validating mathematical-topological models for the 
identification of Akt/mTOR and β-catenin inhibitors.  
• Identification of compounds with chemopreventive activity related 
to the inhibition of the aforementioned pathways.  
• Experimental validation of the selected compounds through in vitro 
tests.  










Eight models based on the use of topological and topochemical indices 
were built up by applying linear (linear discriminant analysis and analysis 
of multilinear regression) and nonlinear (neural networks) statistical 
techniques. Six of them were discriminant ones (Equation III.1-4 and 7-8), 
capable to distinguish between Akt and β-catenin inhibitors from not 
inhibitors. Finally, the remaining two models, were cuantitative predictive 
ones, which predict IC50 for Akt and β-catenin inhibitors (Equation III.5-6). 
In Annex V it is reported all the additional information about the models. 
To determine the robustness and predictive power of the discriminant 
models, they were subject to external validation, based on the 
classification of Akt and β-catenin inhibitors others than those used to 
build up the model.  For that purpose, 20% of the data were used. In all 
cases, except for DF4 and DF8 (Figure III.26), the discriminant models were 
able to identify more effectively compounds showing no Akt and β-catenin 
inhibition (Tables III.1-4; 7- 8); so that the risk of including "false active" is 
minimized given the high specificity of the models. This is reflected in the 
ROC curves (Figure III.2-3; 5-6; 8-9; 11-12; 22-24; 27-29), which illustrate 
the quality of the fit. The equations of IC50 against Akt (Equation III.5 and 
Table III.5) and β-catenin (Equation III.6 and Table III.6),  adequately 
predict the property under study with values of r2= 0.958 (Figure III.13) 
and r2= 0.873 (Figure III.18), respectively. Both models were tested 
following the cross-validation (CV) method leave-one-out. After internal 
validation, Equation III.5 shows a loss of stability caused by the molecule 
of Perifosine (Table III.5 and Figure III.14). When this compound is 
removed from the model and the stability test repeated, it is observed 




that the stability of Equation III.5 increases nearly to optimal values 
(Figure III.15). It is clear therefore that Perifosine causes instability in the 
model, what is reasonable considering the structural difference between 
Perifosine and all the rest of compounds of the training set ( Table III.5).  
When the cross-validation test to Equation III.6 is applied, an overall 
stability of the model can be seen and it manages to correctly predict all 
compounds of the data (Table III.6 and Figure III.19). In order to find 
possible outliers in Equations III.5 and III.6, it was determined whether 
there was any compound whose residual value exceeded ± 2 *SEE (Figures 
III.16 and 20). No outliers were identified in the models. Finally, the 
predictive models of Akt (Equation III.5) and β-catenin (Equation III.6) IC50  , 
were subjected to a randomness test (Figure III.17 and 21). In both cases 
the non-randomness of the model is confirmed as all the points obtained 
from the random series (10 series) are in the lower left quadrant of the 
graph, which correspond to small regression and correlation coefficient. 
On the contrary, the values for Equation III.5 (r2 = 0.958) and Equation III.6 
(r2 = 0.873), are on the upper right quadrant and are much higher than 
those obtained randomly. Later on, a virtual screening based on the 
models 1-8 was carried out on two commercial chemical libraries from 
Specs. Finally, six potential inhibitors were selected (Figure III.30), 
presenting optimum characteristics from both a qualitative (1-4 and 7-8 
models), and quantitative (IC50 values, models 5 and 6) points of view 
(Table III.9). Other models taking into account physicochemical 
parameters (ADME/Tox, water solubility, etc .) , were used also for the 
selection of these potential β-catenin and Akt inhibitors (data not shown 





commercial  availability,  etc. , were taken into account as well for the 
selection of the compounds.  
In vitro 
Cytotoxicity assay: HT-29 and PC3 cell line.  
HT-29 cells were exposed to the selected Akt and β-catenin potential 
inhibitors, in order to determine cell viability. As shown in Table III.10, 
several among the selected compounds were better or similar to the 
reference β-catenin inhibitor (FH535), Akt inhibitor (LY294002) and multi-
CDK inhibitor (AT7519). For instance, inhibitor 4 at 100 μM is able to kill 
48% of HT-29 cells. This compared with FH535, LY294002 and AT7519 at 
100 μM inhibition rates represent 38%, 51% and 36%, respectively.  
Similar experiment was carried out on the proliferation of human 
prostate cancer cells. PC-3 cells were treated with different doses of 
inhibitors 1-6 for 48 h and cell viability was monitored by MTT. Results 
show that inhibitor 4 totally blocked the viability of prostate cancer cells 
(Table III.11) at 200 μM. Inhibitors 1 and 6 also decreased cell viability 
although in a lesser extent (58% y 31%, respectively). 
 
  




Effect of compounds over Akt and β –catenin activation 
Akt inhibition.  
Akt activation involves the phosphorylation of two residues: threonine 
308 (Thr308) in the activation loop and serine 473 (Ser473) in the C-
terminal hydrophobic motif. The phosphorylation of both of these 
regulatory sites leads to complete activation of the enzyme. To evaluate 
the inhibitory ability of the selected compounds against Akt it was 
measured the phosphorylation of the enzyme in serine 347. As shown in 
Figure III.31, inhibitor 4 after 1 hour of treatment induced a decrease in 
Akt phosphorylation at Ser473. This effect may be compared with the Akt 
inhibitor IV, a cell-permeable and reversible benzimidazole compound that 
inhibits Akt phosphorylation/activation. When cells were incubated with 
the compounds for 48 hours, this effect was even greater and was also 
observed for inhibitors 3 and 6 (Figure III.31). 
To assess the impact of the compounds on downstream molecules of 
the Akt signaling pathway, it was used Western blot analysis to observe 
phosphorylation status and total protein expression of mTOR, a key 
effector downstream of Akt. As observed in Figure III.31, all tested agents 
except inhibitor 5, decreased mTOR phosphorylation, being inhibitors 2 
and 4 the most effective at 1 hour and inhibitors 1, 2 and 4 at 48 hours. 
These results indicate that all the compounds selected, except 







β-Catenin inhibition  
To investigate whether the compounds also inhibited β-catenin 
pathway it was measured β-catenin levels as well as its downstream well-
characterized target gene cyclin D1. 
In the basal situation, much of the cellular β-catenin is bound to E-
cadherin on the cell membrane. Cytosolic β-catenin maintained in an 
inactive state through its interaction with a large protein complex with 
several proteins including the GSK-3β. In this situation β-catenin is 
phosphorylated mainly by GSK-3β and labelled for polyubiquitination and 
degradation into proteasome. Under these conditions, β-catenin targeted 
genes are repressed. When the pathway is activated, GSK-3β is inhibited 
leading to the stabilization and accumulation of cytoplasmic β-catenin, 
which then enters the nucleus and induces the expression of its target 
genes. One of the better characterized β-catenin-regulated gene is cyclin 
D1 which promote cell cycle progression. To test the effect of selected 
compounds on the β-catenin pathway, β-catenin and cyclin D1 levels were 
determined by Western blot in PC-3 cells. Figure III.32 shows that 
inhibitors 4 and 6 were the most efficacious in suppressing the expression 
of cyclin D1, although inhibitors 1, 2 and 3 also exhibited a weak 
repression. 
  





To further investigate the inhibitor role of the selected compounds, 
PC-3 cells were stimulated with the well-stablished β-catenin/cyclin D1 
pathway activator Wnt3a (Wnt). When cells were stimulated with Wnt, β-
catenin was recruited by membrane adherens junctions and accumulated 
in the nucleus (Figure III.33). When cells were pre-treated with the 
selected compounds β-catenin redistribution was inhibited. This effect 
was well apreciated in inhibitors 2, 4 and 6 (Figure III.33). Furthermore, 
levels of β-catenin in inhibitor 6-treated cells almost disappeared (Figure 
III.33). 
As seen in Figures III.32 and 33, the selected cancer chemotherapeutic 
agents were able to impact both the subcellular redistribution and the 
activity of β-catenin as they were able to inhibit its nuclear-cytoplasmic 
shuttling and its recruitment at plasma membrane as well as the 
expression of its target gene cyclin D1. Inhibitors 2, 4 and 6 were the most 
effective. 
Notably, the compounds that inhibited both Akt and β-catenin, had 
the greatest impact on cell viability, so supporting the idea that dual 
inhibition of the Akt/mTOR and β-catenin pathways, may result in a 
potent anti-proliferative effect against human prostate cancer cells (PC-3), 
although the putative impact of the compounds in other signaling 







From the results obtained in vitro it can be concluded that inhibitors 4 
and 6 are suitable to be studied in vivo as potential chemopreventive 
agents for CRC associated to CU. However, for reasons of availability, 
inhibitor 6 could not be tested.  
Effect of inhibitor 4 on a DSS-induced acute ulcerative colitis model   
Inhibitor 4 at the dose of 70 mg/kg showed no toxicity on mice. The 
inhibitor 4-treated mice showed weight loss, but normal stool consitency 
and slight or no visible blood in feces, resulting in a lower total DAI score 
as compared to DSS-group (Table III.13 y Figure III.34). In the eighth day of 
treatment there was a significant reduction of colon shortening on DSS-
treated mice respect to non-DSS and inhibitior 4-treated mice (6,6 ± 0,5 vs 
10,0 ± 0,1 cm) as it can be seen in Table III.14. Inhibitor 4 alone had no 
effect on shortening colon. DSS and inhibitor 4-treated mice were 
protected compared to DSS-treated mice (8,9 ± 0,2 vs 6,6 ± 0,5 cm, 
respectively).  
The histological damage was evaluated in colonic hematoxylin and 
eosin samples of mice that received either fresh tap water, fresh tap water 
with 3 % DSS, inhibitor 4 (70 mg/kg)  or inhibitor 4 (70 mg/kg) and fresh 
tap water with 3 % DSS. On Figure III.37 it can be seen that both, fresh tap 
water and inhibitor 4 mice group, show morphologic and typical sane 
bowel structure. However, in DSS-treated group (DSS) severe epithelial 
damage with cellular infiltration in the mucosal tissue, changes in the 
crypts, edema, epithelial erosion and ulceration, has been reported. 
Significant reductions in both severity and extent of inflammation were 
observed, as well as a decrease in crypt damage (Figure III.37).  




Leukocyte infiltrate in the mucosa was indirectly measured as MPO 
activity. In Figure III.38, MPO values in colon tissue after inhibitor 4 
treatment show a 41% reduction levels compared with DSS group (0.25 ± 
0.025 U/mg). Infiltrating immune cells due to the increase of intestinal 
permeability by DSS administration, gives rise to an increase in 
proinflammatory cytokines production, such as IL-6.  
The analysis of IL-6 levels showed that treatment with inhibitor 4,  
caused a 80% inhibition of the cited cytokine (Figure III.39). Inihibitor 4 
also significantly reduced the expression of COX-2 (42%) and iNOS (55%) in 
the colon samples (Figure III.40). The reduction of the iNOS expression 
could be due to the inhibition of the activation of NF-kB. Indeed, its 
activation has proven to be a key step in increasing COX-2 and iNOS levels 
(Abdullah et al, 2013;. Kojima et al., 2004;. Maihofner et al, 2003), so it is 
no wonder that our product reduces by 63% the activation of NF-kB and 






Effect on colorectal cancer associated with chronic ulcerative colitis 
induced by AOM / DSS. 
During the 64 days of the experiment no differences in water and food 
consumption were observed among animals of different groups who 
survived the first round of DSS. The average daily consumption of DSS was 
4,7 ml per mouse providing DSS consumption of 1,8 g per animal after 64 
days of treatment. The mice received orally a total of 24 doses of inhibitor 
4 solution  of 35 mg/kg in an administration volume of 0,2 ml water/dose. 
Table III.15 shows results based on the number of survived animals.  
After the first cycle of DSS (2,5%), a considerable mortality occurred in 
the groups treated with DSS (40%), AOM/DSS (40%) and AOM/DSS + 
Inhibitor 4 (33%). Therefore, in following cycles, DSS dose was reduced to 
2%. Despite this, inhibitor 4 shows a protective effect on DSS-treated mice 
with chronic CU, with 83% survival rate. These results suggest that the 
product may protect animals from the DSS chronic CU, although it would 
not prevent the effect caused by the combination of AOM/DSS.  
While the study of the effect of I in chronic CU and CRC associated 
with chronic CU, is made simultaneously, the notable difference between 
them leads to describe their results separately.  
First, it has been pointed out the chronic CU effects. As in acute CU, 
mild diarrhea and rectal bleeding occasionally occurs. Unlike what 
happened in the acute model, little change in the weight of the animals 
that surpassed the first cycle of DSS was observed, compared to DSS-
treated mice and fresh tape water mice group. Animals receiving I, were 
protected respect bleeding and stool consistency (Table III.16).  




Once mice were sacrificed and their colon extracted, visual inspection 
at macroscopical level revealed that gut wall was thinned with presence of 
ulcers, shortening of rectum length was also noted in DSS-treated mice 
compared to fresh tape water mice group (Table III.17). However, animals 
treated with Inhibitor 4, showed improvement features on macroscopical 
colonic analysis (Figure III.42).  
The histopathological study of all groups related chronic CU model 
mice are shown in Figure III.44; where colon image from fresh tape water 
mice group (Figure III.43.A) shows a normal morphology, without 
inflammation or ulcers, with normal crypts and cellular infiltration 
discreet. Nevertheless, after three DSS cycles, changes in colon 
architecture typically related to inflammatory process can be observed 
(Figure III.43.B), such as damage to the crypts, edema, cellular infiltration 
and ulceration of the mucous membrane. On the contrary, samples from 
inhibitor 4-treated animals showed clinical improvement compared to 
those treated only with DSS, as shown in Figure III.43C.  
Results link to the CRC associated CU prevention are presented below. 
Survival rates for animals treated with AOM/DSS and AOM/DSS + I are 
similar (40 and 33%, respectively). However, since chronic CU mice group 
exhibed good appearance and survival from first round of DSS after AOM 
administration, it was decided to continue the study until the end. Table 
III.18 shows data of each group related to survival, intestinal shortening 






By analyzing intestines length and comparing the results with the fresh 
tape water mice group, a significant shortening of the colon in the control 
(AOM/DSS) group is observed, whereas animals treated with I were 
protected (they exhibited a colon length similar to fresh tape water 
group).  
Regarding tumor appearance, the incidence was 100% in both, control 
receiving AOM/DSS and treated with inhibitor 4 groups, although inhibitor 
4-treated group presented a decreased number of tumors (53%). 
Therefore, in our assay conditions, the dosage of drug received was not 
sufficient to prevent the occurrence of colorectal cancer even if the 
number of tumors and their size were reduced by inhibitor 4 (Figure 
III.44A). 
Taking into account these results, inhibitor 4 is a non toxic and active 
molecule at the dosage assay. It can be considered as a promising anti-
inflamatory agent for acute DSS induced UC and an interesting protector 
agent in chronic UC. On the other hand, inhibitor 4, in the condition of the 
assay, was not able to inhibit the development of CRC associated to UC.  
  





Nowadays, chemoprevention and treatment of cancer is still a big 
challenge for researchers worldwide. Different approaches exist to 
address cancer, due to its complex and multifactorial nature and 
consequently, research costs are expensive. A key point is the search and 
development of new active molecules and, at this regard, QSAR methods 
are a common and economic tool for the identification of new hit and lead 
compounds. The versatility of QSAR allows the optimization of the ADME-
Tox aspects of novel molecules, reducing animal experimentation and the 
economic burden for the development and marketing of new drugs. Many 
researchers have applied in silico methodologies for the search of new 
molecules in the field of treatment and cancer chemoprevention. Various 
signaling pathways, involved in the development of inflammatory and 
carcinogenic processes (JAK/STAT3, NF-kB, p38a MAPK, Wnt/β-catenin, 
PI3K/Akt/mTOR), are often the main target (Lin et al., 2014; Qian et al., 
2009;. Grossi et al., 2014; Mook Jr. et al., 2015; Gravina et al, 2015).  
The principal objective of this Thesis is to identify new inhibitors of 
PI3K/Akt/mTOR and Wnt/β-catenin pathways, since both of them are 
closely related with inflammation and cancer processes in prostate and 
colon, being a promising strategy for chemoprevention and treatment of 
colorectal cancer (Dong et al., 2015). With this purpose, a QSAR 
methodology based on Molecular Topology (MT)  is applied.  Substantially, 
MT has the great advantage to transform a given pharmacological activity 
into a mathematical-topological pattern (Gálvez y cols., 2012). Following 
this pattern, new active molecules (hits and leads) can be found. The 
pattern can be split into subpatterns, each one linked to a particular 





may follow a particular mechanism of action, or else, the reciprocal:  Infer 
the mechanism of action from the topological pattern. To date, the role of 
MT as an effective QSAR method is consolidated.   
In the inflammation and cancer area, the results over the last years 
have demonstrated the efficacy of the method in the identification of new 
hits and leads (Gálvez-Llompart et al., 2013). MT has also demonstrated its 
effectiveness in the identification of novel active compounds against UC, 
such as inhibitors of NF-kB and IL-6 (Gálvez-Llompart et al, 2011; Gálvez-
Llompart et al., 2013).  The results of the last years have been recorded in 
a review that reflects the importance of the method followed in the 
search for new active drugs in IBD (Garcia-Domenech et al., 2013). It was 
therefore logical to go further: If the method enabled the identification of 
new agents against CU, why not exploit this potential to identify novel 
compounds capable of preventing the development of cancer and 
inflammation associated with it.  
With this purpose, the present Thesis focuses on two key signaling 
pathways in the development of cancer and inflammatory processes 
related to UC associated CRC.  
Other authors have used topological indices in the field of CRC 
(Munteanu et al., 2009; Aguiar-Pulido et al., 2012; Martinez-Romero et al, 
2010). Moreover, there are records of the use of topological indices to the 
search for new active drugs in prostate cancer (Sharma et al., 2009). Other 
methods have been used (molecular docking, pharmacophoric model, 3D-
QSAR, etc.), to find new therapeutic agents for colon and prostate cancers 
(Soon et al. Cancer, 2013;. Slynko et al. 2014; Kawkab et al., 2012;. Burnett 
and Gakh, 2009; Wang et al., 2004) and have been applied to the search of 




new inhibitors of the Wnt/β-catenin signaling pathway (Dong et al., 2015; 
Li et al., 2013; Kirubakaran and Karthikeyan, 2013) and the 
PI3K/Akt/mTOR pathway (Zhan et al., 2014; Jia et al., 2013; Ran et al., 
2012; Du-Cuny et al., 2009; Forino et al., 2005).  
However, the use of topological indices for the identification of novel 
therapeutic agents for the regulation of the Wnt/β-catenin and 
PI3K/Akt/mTOR signaling pathways, has been developed for the first time 
in this Thesis, which resulted in a scientific paper (Zanni et al., 2015). The 
only work in literature dealing with the use of topological indices to 
analyze structural requirements of Akt 1 inhibitors, is the one by Ajmani et 
al., (Ajmani et al., 2010). By the way, in that work the authors do not 
applied the results to the discovery of any new potential inhibitor.  
In general, all the models of the present Thesis are characterized by a 
high specificity for detecting false positives (compounds misclassified by 
the model as potential inhibitors of Akt or β-catenin). In other words, the 
models were highly specific, even at the cost of a lower sensitivity, to 
ensure  as far as possible positive results.  
By analyzing the results of the discriminant equations (not for natural 
products), values that disagree with terms of good predictive quality may 
be observed n facts, values next to the unit are generally associated with 
no discrimination, but in this case, it is appropriate to clarify that this 
parameter is influenced by the very high number of compounds 
containing the sample. In other words, a high number of compounds in 
the active/inactive overlap zone may point Wilks lambda’s towards 1, 
despite the reliability of the model (http://.ats.ucla.edu/stat/sas/notes2/). This 





distance” (data not shown), which describes the distance from the 
centroid (average DF value for compounds of a given class), of each of the 
compounds analysed in the topological space. In addition, the 
Mahalanobis distance gives a measure of the distance between the two 
centroids (active and inactive). This parameter shows how the high 
number of compounds causes a significant decrease in the distance 
between the two centroids and an overlap of several compounds for the 
models with Wilks’ lambda values next to the unit (models 2 and 4). 
Therefore, despite the correct classification of compounds, a sharp spatial 
division is not appreciated. This fact is evident when analyzing the number 
of correctly classified compounds for models 2 (Table III.2) and 4 (Table 
III.4), where percentages of correct classification are 76% and 70%, 
respectively. Also, this fact is noteworthy when calculating the average of 
the Mahalanobis distance for model 2 with respect to model 1 (Wilks 
lambda value of 0.6). As a matter of fact, in model 2 the average value of 
Mahalanobis distance between the two centroids is 2.3, while for model 1, 
the value is almost twice: 4.45. Hence in models with a large number of 
compounds (> 600 approx), overlap is inevitable and there deviations of 
the Wilks’ λ values appear.  
Moreover, the use of artificial neural networks (ANN) has allowed 
achieving two objectives: First, detect possible non-linear relationships 
and second, be more restrictive in building models able to distinguish Akt 
or β-catenin inhibitors among antiinflammatory and antineoplastic 
molecules. The performance in distinguishing compounds belonging to the 
same pharmacological families, adds value to the search strategy of 
dualistic Akt and β-catenin inhibitors. 




In general, qualitative models were very effective, making correct 
predictions for the inhibitory activity against the signaling pathways 
PI3K/Akt/mTOR and Wnt/β-catenin for five of the six selected compounds, 
as subsequently confirmed by in vitro assays. 
Furthermore, the interpretation of results in terms of structure-activity 
has also been addressed. Although our goal is not explaning  in detail 
every structural feature related to inhibition of the studied pathways, 
however it has been discussed the type and nature of some outstanding 
structural characteristics influencing the activity of our novel compounds. 
Thus, the presence of 6-5 aromatic condensed rings (indane), seems to 
be a key factor determining a major inhibitory activity on Akt. This is 
evident for the compounds selected (1-6), and it is consistent as well  with 
the results of previous studies (Tiqing et al., 2007). For instance, 
compounds Akt00566 and Akt00576 (Figure IV.1), showed IC50 for Akt 
inhibition of 0.16 and 0.60 nM, respectively. Moreover, compounds with 
6-6 condensed rings, such as Akt00241, showed higher IC50 values (IC50 = 
69 nM) (Figure IV.2), whereas compounds with only one aromatic fused 
ring (pyrrolo pyrimidine), like Akt00723, show  much larger values (IC50 
=1330 nM). 
In conclusion, presence of condensed rings, particularly of type 6-5 
(evaluated through nR09 descriptor), is important for Akt inhibition. 
Indeed, the six selected compounds (Figure III.30) have condensed rings. 
These rings are highly conjugated (aromaticity) and are attached to other 
single aromatic rings such as benzene, furan or thiophene. By comparing 
these data with in vitro tests for the Akt/mTOR signaling pathway (Figure 





showing significant inhibitory activity. In particular, the two molecules 
having 6-5 members aromatic fused rings are, in most cases, the most 
potent inhibitors (4 and 6) in both signaling pathways (Wnt/β-catenin and 
PI3K/Akt/mTOR) (Figure III.31 and Figure III.32). Specifically, inhibitor 4 
significantly reduces p-Akt and p-mTOR levels at the 48 h, while β-catenin 
in vitro tests show how inhibitors 4 and 6 managed to reduce clearly its 
expression.   
Inhibitor 4 has a dihydro-indolone ring while inhibitor 6 is a thiazol-
pyrimidinone derivative (Figure III.30). In this regard, it is significant that 
the only molecule with no condensed rings (inhibitor 5) (Figure III.30) did 
not exhibit activity in either assay (Figure III.31), despite having two 
isolated rings of thiophene. Conversely, inhibitor 2, showing two 
hexagonal condensed rings, only exhibits significant activity in mTOR and 
moderate in β-catenin. Interestingly, the two less active compounds 
against β-catenin (inhibitors 1 and 3), contain three fused rings, namely 
amino-pyran-chromenone groups, which reinforces the idea that a double 
6-5 condensed ring is necessary for optimal activity (Figure III.30). In 
summary, our results indicate that the presence of fused aromatic rings is 
a necessary but not sufficient condition for activity.  
Moreover, in equations DF1 to DF4 appear indices directly or indirectly 
related to the existence of high conjugation and aromaticity (such as 
EEig11r, piPC02 or SCBO), which requests an interpretation. Thus, it is 
interesting the comparison between two molecules that show a similar 
structure: inhibitors 1 and 6. Both share the common skeleton of 2-amine-
4-phenyl-4H-pyrano-chromenone (Figure IV.4), and both share 
electrophilic groups attached to the benzene ring: inhibitor 1 has a nitrile 




and inhibitor 3 a nitro (a strong π acceptor) (Figure IV.5). In addition both 
have substituents on the same ring that have a mesomeric donor π effect 
(hydroxyl  in inhibitor 1 and methoxy in inhibitor 3). The only difference is 
that these substituents are on para and ortho positions on the benzene 
ring, respectively. This difference determines that the first one displays 
more inhibitory activity against mTOR (Figure III.30), while the second 
does to Akt. A similar behavior can be observed for inhibitor 2, which has 
a benzene ring containing π donating groups such as methoxy and 
propynyloxi in meta and para positions, plus a tetrahydrocromenone 
moiety. As for inhibitor 1, it is signficantly active on mTOR (Figure III.30).  
In general, the presence of π donors occurs in compounds showing 
high inhibitory activity:  For example, Inhibitor 4 has a bromine atom in 
position 5 of the dihydroindolonic ring. In summary, the results indicate 
that for compounds having chromenone-like scaffolds, peak activity 
occurs when the condensed rings are attached to π acceptors and the 
benzene ring (if any) are attached to π donors. As shown in Figures III.31 
and III.32, the two compounds which show higher activity (inhibitors 4 and 
6, Figure III.30) have a pyrrolidinone ring and a halogen (Br) at position 5 
of the indole ring, respectively. The bromine induces a mesomeric effect π 
on the ring. The presence of bromine is already taken into account in the 
equation DF2 through the index T (O ... Br) as a key factor for the Akt 
inhibitory activity. This index indicates that it is not only important the 
presence of halogen, but also its position with respect to the carbonilic 
oxygen of the fused ring. In this regard, it is noteworthy that the five 
active inhibitors tested have a carbonyl group attached to the double ring, 
suggesting that the nucleophilic character (electron donor) of the carbonyl 





adjuvant of activity, is consistent with what already described in the 
literature, where the presence of halogen is found in some of the more 
potent NSAIDs (diclofenac, celecoxib, diflunisal, indomethacin) 
(Hadjipavlou-lithia et al., 2000; Parisini et al., 2011). Observing the group 
of compounds selected by MT (Figure III.30) and the results obtained in 
vitro in both pathways (Figure III.31 and Figure III.32), stands out 
compound 4, which is the only one having an halogen (Br) in its structure. 
Other structural aspects to discuss, which are coherent with the literature 
(Ajmani et al, 2010), influencing the inhibitory activity against Akt are:  
- Presence of hydrogen donors and acceptors. Thus, it appears that 
the presence of both hydrogen donors and acceptors, such as 
carbonyl and hydroxyl groups, respectively, is necessary to enhance 
activity. In fact, all active compounds have at least one donor, 
excepting inhibitor 6, in which the ester group must be hydrolyzed 
to thereby generate hydroxyl. Interestingly, for the inhibition of 
mTOR, the presence of hydrogen donors is essential. In fact, 
inhibitor 1 with two donor groups (OH and NH2) is more potent than 
inhibitor 3, with only one donor group (NH2). Furthermore, the 
power of the donor group is also important; thus, inhibitor 4 with a 
strong donor group (OH), inhibits at greater extent than inhibitor 2 
(less potent NH2) and this, in turn, is more potent than inhibitor 6, 
without any donor group. 
- The number of rotatable bonds is another factor that influences the 
activity. According to Ajmani S. et al, the greater the number of 
rotatable bonds the lower the activity. This statement is consistent 
with the case of inhibitor 5, which contains 7 rotatable bonds and 
that resulted to be inactive. This same feature can be justified 




because the molecules having fused rings are the most active and so 
it is consistent with the provisions of the Lipinski’s "rule of 5", 
according to which the maximum number of freely rotable bonds is 
5 for optimal activity. However, the most potent compound 
(inhibitor 4) turned out to have 8 rotatable bonds, demonstrating 
that the rule may have exceptions.  
- The presence of halogens has also been noted as factor of activity. 
Once again, this is consistent with the fact that the most potent 
inhibitor is the only one that contains an halogen. 
- Likewise, the presence of a carbonyl group directly bonded to 
aromatic rings favors the activity. The only inactive, inhibitor (5) 
does not have this characteristic. It is also interesting that in all the 
active compounds, the separation between the carbonyl groups and 
π donors (such as NH2 or Br) is 6 links, what appears to be a relevant 
factor in the inhibitory activity against Akt. 
Another aspect of particular interest is the preponderant role played 
by our topological charge indices. Thus, a relationship between active 
compounds against mTOR (inhibitors 1-4 and 6), all containing condensed 
rings, and the JGI2 index, which evaluates the average charge transferred 
at two bonds away. In general, the higher the value of JGI2 index the 
merrier the inhibitory profile against mTOR.  This fact can be interpreted 






Regarding β-catenin, it is interesting that the three most active 
compounds (inhibitors 2, 4 and 6) have π-donor groups, such as halogens, 
primary, secondary and tertiary amines, esters, hydroxyls, or methoxys. 
They all exert mesomeric effect + M, which favors the inhibitory activity.  
Finally, it should be discussed the influence of chirality on the activity 
of our inhibitors, since all the six selected molecules include one chiral 
carbon. This is interesting since MT does not distinguish between optical 
isomers and it is hence likely that one enantiomer is more potent than the 
other. Therefore, in the future it might be worth to conduct tests on both 
enantiomers to determine which one (R or S) is more potent as inhibitor 
of the signaling pathways under study. 
After this brief disclosure about the physicochemical aspects with 
relation to the inhibition of the two signaling pathways involved in 
inflammatory and cancerous processes, the results obtained in vitro are 
addressed. 
In order to respect the principle of the 3Rs, the six compounds selected 
by MT were tested using two human cell lines: HT-29 (colon cancer) and 
PC-3 (prostate cancer). Since Wnt/β-catenin and PI3K/Akt/mTOR signaling 
pathways are involved in abnormal cell proliferation of different cell 
tumors, such as colon or prostate cancer, the selected products (inhibitors 
1-6) have been tested in vitro to validate their inhibitor activity. 
 Among the compounds tested against cell proliferation of HT-29 
cells, at a final concentration of 100 μM, stand out inhibitor 3 and 4. The 
intensity of the antiproliferative effect is comparable to reference 
inhibitors of β-catenin (FH535), PI3K (LY294002) and cyclin dependent 
kinase (AT7519).  In fact, compound 4 exceeds FH535 and AT7519. Similar 




behavior is observed in prostate cancer cell cultures (PC-3). At the final 
concentration of 100 μM it was found that all products, except 2 and 5, 
inhibited cell proliferation. Again, product 4 stands out with an 
antiproliferative effect higher than the reference drug, bicalutamide (Jing 
et al., 2015). Cell growth is virtually nullified when the compound is tested 
at 200 μM, with only 3% cell viability. The biochemical study has revealed 
an antiproliferative effect  associated with the inhibition of 
PI3K/Akt/mTOR and/or Wnt/β-catenin signaling pathways.  
The effect of compounds on Akt and mTOR expression was measured, 
at both cytosolic and nuclear level, after 1 and 48 hours from PC-3 cells 
treatment at a final concentration of 50 μM. One hour after treatment, 
products 2 and 4 reduced substantially the degree of phosphorylation of 
p-mTOR (approximately 50%), what is similar to the reference Akt 
inhibitor labelled “inhibitor IV” (40%). Regarding the phosphorylation of 
Akt, some compounds inhibited it but not at significant degree. However, 
inhibition showed by compound 4 (45%) exceeded the one from inhibitor 
IV (25%). At 48 hours of treatment a significant reduction in Akt 
phosphorylation by compounds 3, 4 and 6 (with higher values than 
reference drug) is observed. Regarding p-mTOR, it can be said that all 
compounds except 5 and 6, significantly reduced PC-3 expression with 
comparable values to inhibitor IV (approximately 65%),  thus highlighting 






In basal conditions, β-catenin is mainly linked to E-cadherin at cell 
membrane. The cytosolic remains in an inactive state through its 
interaction with a large protein complex with several proteins, including 
GSK-3β. In this situation β-catenin is mainly phosphorylated by GSK-3β and 
tagged for proteasomal degradation. Under these conditions, the target of 
β-catenin genes are repressed. When the pathway is activated,  GSK-3β is 
inhibited, leading to stabilization and accumulation of cytoplasmic β-
catenin, which at this time enters the nucleus and induces the expression 
of their target genes, including cyclin D1, which promotes cell cycle 
progression.  
After 4 hours of treatment, only compound 6 showed a discrete 
inhibitor effect on β-catenin. Similar results were obtained at 48 h for 
compounds 2, 4 and 6. That is, under the study conditions, the compounds 
did not significantly reduce β-catenin expression. Although the β-catenin 
accumulation in the cytoplasm is not affected, compounds 4 and 6 
reduced clearly the expression of cyclin D1. Thus, the interaction of β-
catenin with the target gene cyclin D1 does not occur and the cell cycle is 
suspended, so leading to an antiproliferative effect.  
In order to determine where the inhibition of β-catenin translocation 
occurs, PC-3 cells were treated with a GSK-3β inhibitor, which allows the 
entry of β-catenin accumulates in the cell nucleus.  
When cells were treated, compounds 2, 4 and 6 reduced the levels of 
β-catenin associated with membrane and cytosolic, which accumulates in 
a discrete juxtanuclear region and this way its translocation to the nucleus 
is avoided. Thereby the cyclin D1 gene is activated and consequently it is 
inhibited the cell proliferation. Analysis of the results shows that in vitro 




compound 4 is the most active for its antiproliferative effect with a 
dualistic mechanism of inhibition on both pathways, which makes it an 
interesting hit with potential application in the treatment and 
chemoprevention of cancer.  
Inflammatory bowel disease (IBD), mainly UC and Crohn's disease, is 
characterized by chronic inflammation of the gastrointestinal tract where 
crisis episodes alternate remission. Epidemiological studies have 
suggested that both diseases are important risk factors for the 
development of the CRC (Siegel et al., 2014). Chronic colitis causes a 
favorable environment for the initiation and promotion of tumor growth, 
progression and metastasis.  
CRC incidence depends on the duration, severity and extent of colonic 
inflammation and treatment of disease and, it’s also related to genetic and 
environmental factors. Approximately 25-40% of patients without 
prophylactic colectomy develop CRC after 40 years of disease 
(Grivennikov, 2013). Establish the effectiveness of new treatments in IBD 
and CRC requires in vivo models that reproduce the clinic of colitis and 
CCR in human. The induction model of CRC by the administration of 
AOM/DSS is one of the most common for this type of study. Continued 
exposure to DSS in animals with chronic inflammation causes cellular 
infiltration, erosion and loss of mucosal crypt, favoring histopathological 
changes in the intestinal epithelium, but tumor incidence is relatively low 
and appears only in the 15 -20% of the animals (Clapper et al., 2007). 
However, when the carcinogen AOM is injected and the mice were 
exposed to repeated cycles of DSS, the appearance of adenocarcinomas 





agent, leading to mutations and tumor promotion. The degree of 
inflammation and dysplasia is similar to that observed in lesions of 
patients with colon cancer associated to colitis. Therefore, it is an 
appropriate model to test the effect of chemopreventive agents against 
the CRC associated to colitis (Grivennikov, 2013). The AOM produces a 
mutation at codon 33 and the β-catenin, changing its cytoplasmic/nuclear 
distribution and increasing their presence in the cell nucleus, which is 
equivalent to the altered distribution of this protein in human CRC.  
Some authors have shown that a deregulation of the PI3K/Akt/mTOR 
pathway is associated with the appearance of tumors in the colon. In fact, 
increased expression of Akt and Akt phosphorylation is an early sign of 
colon carcinogenesis, activating oncogenic cascade, promoting cell growth 
and proliferation and preventing apoptosis. The first step was to study 
compound 4 in a model of acute intestinal inflammation by the 
administration of DSS induced for 7 days. This is an excellent preclinical 
model showing some of the phenotypic characteristics of human CU and 
has been proven how the standard treatments in humans such as 
corticosteroids, metronidazole, cyclosporine, etc., are effective in this 
model (Sann y cols., 2013). The exact mechanism of how the DSS injury 
occurs in the intestinal epithelium of the colon is not clearly understood, 
although a toxic action on it has been implicated. DSS induced UC is 
characterized by increased infiltration of inflammatory cells, release of 
pro-inflammatory cytokines, increased expression of proinflammatory 
enzymes such as COX-2 and iNOS and activation of the nuclear 
transcription factors like NF-kB and STAT3. These changes cause intestine 
erosion, bleeding, edema and ulcer, which leads to destruction of the 
intestinal mucosa (Solomon et al., 2010).  




In this study, Balb/c mice received DSS (3% p/v) for 7 days, appearing in 
DSS-treated group diarrhea, rectal bleeding lighter and light weight loss. 
Animals treated with compound 4 were protected against inflammation 
induced by DSS, improving some clinical signs including diarrhea and 
bleeding (Figure III.34).  
The severity of intestinal inflammation was reduced compared to 
control despite a greater weight loss (Table III.12). However, animals 
receiving only compound 4 in absence of DSS showed no significant 
change in body weight compared to mice that received no product and 
only drinking water. This suggests that our compound 4 is nontoxic, at 
least in acute dosage.  
Macroscopic evaluation and subsequent histological analysis confirmed 
the beneficial effect of compound 4. One indicator of DSS intestinal 
inflammation is colon shortening (Table III.14). Treated animals are 
protected, as they present colon length values very similar to those of 
healthy animals. This improvement is also histologically corroborated, 
observing less inflammatory cell infiltration, a reduction in the severity 
and extent of inflammation and a lower degree of damage in the intestinal 
mucosa (Figure III.38). These results were confirmed with the 
determination of MPO activity in the homogenized samples colon. MPO is 
a member of the superfamily of peroxidases and it is stored in the 
azurophilic granules of leukocytes, and is involved in the production of 






DSS increases leukocyte infiltration which is reduced by the effect of 
inhibitor 4 (41%). Furthermore, it is known that inflammatory cytokines 
have a leading role in the pathogenesis of UC. One of them is IL-6, key 
factor in modulating the inflammatory response so that high blood levels 
of this cytokine are correlated with some of the parameters of the CU. IL-6 
exerts its effects through interaction with the IL-6 soluble receptor (sIL-
6R). An increase in IL-6 and its receptor, results in an increased expression 
and translocation of STAT3 by inhibiting apoptosis of T lymphocytes of 
lamina propria. The accumulation of such cells results in a chronic 
inflammatory process that can be blocked by antibodies for IL-6 receptor 
(Sanchez-Munoz et al., 2008). So, it is important to highlight that 
compound 4 inhibited by 80% the production of IL-6 (Figure III).  
In addition, it also significantly inhibits the expression of COX-2 (42%) 
iNOS (55%) in colon samples (Figure III.41). These inflammatory mediators 
are largely related to UC development and even deriving in colon cancer, 
particularly COX-2 (Setia et al, 2014;. Lee et al, 2014;. Kim et al, 2015). The 
cellular signaling pathway NF-kB is one of the mainly involved in intestinal 
inflammation. It is a factor which regulates the expression of 
proinflammatory genes. Generally, NF-kB is at rest in the cytoplasm, in 
form of a complexed heterodimer composed of two subunits p65/p50 
combined in turn with the inhibitory protein IkB. Activation and 
translocation to the nucleus resulting in the expression of pro-
inflammatory cytokines and enzymes such as mentioned above. Western 
blot analysis of samples of colon in animals treated with compound 4 
showed a marked reduction in the activation of NF-kB and p65 
translocation to the nucleus (63%) compared to control (Figure III. 41).  




In summary, the results obtained in vivo with compound 4 in this 
model of acute inflammation, allowed it to be studied in the model of 
colorectal cancer associated with chronic ulcerative colitis AOM/DSS 
induced in C57BL/6 mice, described in earlier lines. The purpose of the 
experiment is the occurrence of colorectal cancer or dysplasia in animals, 
which is ensured by exposing mice to three repeated cycles of DSS after 
subcutaneous injection of AOM.  
The administration of compound 4 during  nine weeks of experiment at 
a rate of three weekly doses (30 mg/kg) did not reduce mortality 
compared to control group of AOM/DSS (about 40% casualties after the 
first cycle of DSS). For those who survived, the number of tumors was 
reduced by 50% but not the incidence of cancer development. Factors 
that may have influenced this result are not evident, but it could be think 
that dose and duration of treatment are key elements adversely influence 
the final result. Therefore, further studies are needed to demonstrate 
unequivocally the preventive effect of CRC.  
Inhibitor 4 reduced mortality of mice after the first cycle of DSS (Table 
III.16), while casualties in the control group were remarkable. The oral 
administration of compound 4 during the 9 weeks of the experiment at 
three weekly doses, protected the animals from the alterations of the 
colon induced by DSS. No body weight loss compared to control, but an 
improved in stool consistency and blood absence is observed, which 
provides a DAI score much lower than the control and even better than 
the reference drug 5-ASA (Giner et al., 2013) (Table III.17). This 
improvement was accompanied by a protection of the shortening of the 





Histological examination reveals that compound 4 can minimize 
damage in the crypts, along with reduction of the level of edema and 
cellular infiltration and ulceration of the intestinal mucosa (Figure III.44C).  
All these data suggests the significant anti-inflammatory effect of 
compound 4 in acute and chronic CU. Data obtained at the molecular level 
in acute inflammation and in cancer cells in vitro studies suggest that 
compound 4 can prevent the onset and progression of cancer in the colon 
lesions, but the first approach has not had the desired success.  
Today, it is known that the characteristic inflammatory processes of 
the CU is closely linked to the development of colorectal cancer by 
activating, among others, the PI3K/Akt/mTOR and Wnt/β-catenin 
pathways, so reducing the inflammation or inhibiting these pathways 
could get a chemopreventive effect against the onset of cancer. Indeed, a 
recent publication underscores the importance of eliminating chronic 
inflammatory processes as they contribute to cancer development by 
generating an immunosuppressive microenvironment that favors the 
formation of tumors and cancer progression (Wang D and DuBois RN, 
2015). This immunosuppressive environment allows tumor cells to evade 
the host immune surveillance promoting tumor growth, progression and 
spread. An example of this is found in the proinflammatory mediators IL-6 
and PGE2, which stimulate tumor initiation process by silencing tumor 
suppression and/or repair of genes by inducing DNA methylation. Also, the 
transcription factor NF-kB activates the Wnt signaling pathway linked to 
tumor initiation processes (Schwitalla S et al., 2013).  
  




In conclusion, a future study of ADME-tox properties of compound 4 
would be necessary to begin the process that may transform this hit into a 
lead. Though of course, there is yet a long way ahead before compound 4 
could move to the clinical trial stage, our results have fully confirmed that 
MT is a very effective method in finding new hit compounds as 







1. Eight QSAR models have been developed; those relate the 
inhibitory activity against the PI3K/Akt/mTOR and Wnt/β-catenin 
pathways of various compounds with their topological descriptors. 
The models obtained showed very good statistical significance and 
predictive capability. 
 
2. The models were used for a virtual screening of the Specs library, 
which includes about 280,000 molecules, in order to find new hits 
and leads with potential inhibitory activity against the 
PI3K/Akt/mTOR and Wnt/β-catenin pathways. The result of the in 
silico study allowed the selection of six potentially active 
compounds, one of them with natural origin, which were subjected 
to experimental tests for pharmacological validation. 
 
3. Compounds 4 and 6, an indole and thiazole-pyrimidine derivatives 
respectively, inhibited substantially the growth of two tumor cell 
lines (HT-29 and PC3). These compounds, such as mathematical 
models predict, were able to inhibit Wnt/β-catenin and 
PI3K/Akt/mTOR signaling pathways. They also significantly inhibited 
the activation of cyclin D1, a protein responsible for cell cycle 
progression. 
  




4. The availability of product 4 allowed in vivo assay in a CCR model 
associated with UC induced by AOM/DSS. Despite its remarkable 
anti-inflammatory effect in DSS induced UC, the product failed to 
stop the onset of colon tumors at the dose used (30 mg/kg), 
although it decreased the number and size thereof. 
 
5. Based on the topological-mathematical models, experimental 
results have been discussed in terms of structure-activity 
relationship, demonstrating that factors such as high conjugation 
including condensed rings of 6-5 members, presence of hydrogen 
donors, as well as groups that stabilize by resonance (π  electron 
donors and acceptors), among others, play an important role in the 
activity. 
 
6. Moreover, the results obtained in vitro and in vivo allowed refining 
the predictive models, so that, for example, in vitro IC50 values could 
be predicted more accurately. 
 
7. Finally, this work is a clear example of the effectiveness of joint 
work of coordinated interdisciplinary teams, (in our case between a 
research group of pharmacology and another of drug design). The 
discovery of two new hits, such as compounds 4 and 6, not only 
corroborates  Molecular Topology as a powerful tool for identifying 
Akt and β-catenin inhibitors, but it also enabled the identification of 
two new scaffolds which could be developed as potential leads and, 
hopefully, new drugs for the treatment of CRC associated with UC.
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