The relationship between the number of solutions to the complementarity problem, In the Cartesian system of coordinates for R", an orthant is a convex cone generated by a set of n-column vectors in Rn, {A.,,.
INTRODUCTION

1.1.
The complementary quadratic programming problem is that of finding column vectors w = (wJ E R" and z = (zi) E Rn satisfying w=Mz+qn w>o, z>o, wTz=O,
where M = (mij) is a given n x n square matrix, q = (qi) is a given n x 1 column vector, and wT denotes the transpose of W. Rn is the n-dimensional real Euclidean space.
1.2.
Because zv, z are nonnegative, the constraint n ~~2 = C, wlizi = 0 3 z8$zi = 0 for each i = 1,. . , n. i=l Thus, if one of the variables in the pair wi, zi is positive, the other should be zero. Hence the constraint zG"z = 0 will be referred to as the complementarity condition, and the problem is sometimes known as the complementarity problem of order n.
1.3.
Consider the quadratic programming problem minimize ~~2% subject to ze, -Mz = q, If Eq. (1) has any solution (Zen; z), then that solution also solves the quadratic programming problem. Conversely, if the minimum value for the objective function in the quadratic programming problem is zero, then any optimal solution to it also solves (1).
Thus, solving (1) is equivalent to finding out whether the minimum objective value in the quadratic program above is zero or strictly positive.
Hence the problem (1) cones, and the union of all these cones is the set of all q for which (1) has a solution.
All the results related to the number of distinct solutions of the complementarity problem can be interpreted in terms of the spanning and overlapping properties of the complementary cones and vice versa. i.e., wjzj = 0 for all j fi, for some i.
The set C,(q) is the almost complementary set defined by
C,(q) = {(w; ii): (w; z) E K(q)
, wTz = w,zi, i.e., wizj = 0 for i # i}, where i is any integer from 1 to n.
2.14. If x E R", x # 0, then the yay generated by x is pos{x} = {y: y = iix for some L > O}.
If x1
, x2 E Rn, x1 # 0, then the set {y: y = x2 + ilxl for some 13 0}
is the half-line through x2 parallel to the ray generated by x1.
2.16.
The column vector q is said to be nondegenerate with respect to M if and only if, for all (Zen; .z) E L(q), at most n of the 2n variables {zP,J~, ~$1 are zero. Equivalently, q is nondegenerate with respect to M if it does not lie in any subspace generated by (n -1) or less column vectors of (I : -M). Otherwise q is said to be degenerate. Thus the set of all q which are degenerate belong to a finite number of subspaces of Rn. 
The ith constraint in this system is wi = Mi.z + qi.
Pi)
A principal pivot in the position (i, i) in (2) consists of the following steps: (ii) Substitute the expression obtained for zi in (i) in each of the other equations in (2).
Thus a principal pivot in position (i, i) in (2) can only be performed if rnii # 0. The result of this principal pivot is to exchange the variables (%I~, zi), and we get a transformed system of equations which has the same form as (a), but the left-hand set of variables in it differ from the left-hand set in (2) 
A block principal pivot on the principal submatrix D consists in transforming the problem into the equivalent form:
The block principal pivot can only be performed if D is nonsingular. 
is known as a principal subproblem of (1) in the variables (w; E). it is said to be of constant parity if all the numbers in the set have the same parity.
2.26.
A set of cones in R" whose union is R" is said to form a partition of Rn if each cone in the set has a nonempty interior and the intersection of the interiors of any two cones in the set is empty.
FINITENESS OF THE NUMBER OF COMPLEMENTARY FEASIBLE SOLUTIONS
3.1. Lemke [8] has shown that the number of complementary feasible solutions is finite whenever q is nondegenerate with respect to M.
Here we determine the necessary and sufficient conditions under which the number of solutions to (1) is finite for each q E Rn.
THEOREM.
The n$Lmber of complementary feasible solutions is finite for all q E Rn if and only if M is nondegenerate.
Proof.
Suppose there exists a q E R" such that (1) 
has an infinite number of distinct solutions. Equation (9) We will show that this implies the existence of a 4 # 0 for which (1) has an infinite number of solutions. Hence if M is degenerate there exists a q # 0 for which (1) has an infinite number of distinct solutions. 
A proof of this theorem based on mathematical induction is given in [12] . Here we give a much simpler proof due to Gale based on the sign reversal property of matrices discussed in [6] . 
Since y = Mx, we have y+-Mx+=y--Mx-zq".
(13)
From (lo)- (14) we conclude that, when 4 = 4, (1) has two distinct solutions, has at least one solution for each q E R". Suppose there exists a q E Rn for which (1) has two distinct solutions, namely, (a; 2) and (G,; 2). Then
and, since these two solutions are distinct, Z -z^ # 0. From the complementarity condition
using (15) and (16), we verify that (zB~ -Gi)(Zi -ii) < 0 for all i = 1 to n and, since Z -z^ f 0, this implies by cones which is equivalent to it and to Corollarv 4.5 has come to our notice.
KATTA G. MURTY
Their proof was based on geometric considerations, while the proof given here is based on the properties of P-matrices.
However, in Theorems 7.2 and 7.10, we adopt geometric procedures much like theirs.
4.7. As a generalization of Corollary 4.4, it is interesting to check whether every principal submatrix of a Q-matrix is also a Q-matrix. This is not necessarily true, as the following example illustrates. Let
In Fig. 1 each complementary cone is indicated by a dotted line segment running across its generators.
In this case, we verify that the union of the complementary cones is the whole space, R2.
So, by Paragraph 2.10, the matrix M in (17) is a Q-matrix. Now we examine the principal submatrix obtained by striking off the first row and column.
N = (-1).
This is not a Q-matrix, because the associated principal subproblem has no solution if q2 < 0. However, if M is a Q-matrix and M > 0, then every principal submatrix of M is also a Q-matrix.
This will be proved under Corollary 5.3.
The property of "uniqueness" of the solution to (1) also affects the nature of the solution. This is discussed below. , qJT, which is held fixed. Pick any value for q1 and let /3 > 0 be arbitrary. Let (~2; 2) be the solution to (1) (1) has two solutions, namely, which is again a contradicti'on.
4.9.
We now show that, if M is a Q-matrix and (1) has a unique solution when q is any element of the set {I.i, I.,, . . . , I.,; -M.,, . . , -M.,}, then M is a P-matrix.
THEOREM. Let [zj] = union of all com$demerztary cones which codain -M.j as a generator, [wj] = union of all co~mplementary cones which contain I.j as a generator.
If I.j 6 [zj] and -M., $ [wj] for each i = 1 to n and M is a Q-matrix, then
M is a P-matrix.
Proof.
4.11.
Let N be the principal submatrix of M of order (n --l),
obtained by striking off the first row and column of M. We now show that N is also a Q-matrix. Points on this line have complementary feasible solutions in which both zi and zs cannot be zero together.
Since the number of complementary cones is finite and each is convex, there must exist an CI,, such that the entire half-line where c(i, ua,. . . , CI, > 0. If tci > 1i, then, if we put (A, p) = (0, pi), q of (19) will have a complementary feasible solution in which both zi = ze = 0, which is a contradiction to paragraph 4.12.
If c(i < 11, then (A, -cc,)I., + pi1.e lies in the intersection of pas{-M.,, A.,,. . ., A.,} with pos{I.i, I.,}.
We note that pos{I. By Tucker's theorem [17] (see also Lemma 6.1 in [13] ) this implies that M is a P-matrix.
4.14.
Note.
It may be possible to use Theorem 4.10 to develop an efficient algorithm for testing whether a given real square matrix M is a P-matrix or not.
ON THE Q-NATURE OF NONNEGATIVE MATRICES
5.1.
Suppose the square matrix M is nonnegative, Only complementary cones with nonempty interiors are indicated in ..a**.
FIG. 3
When q is nondegenerate with respect to M the number of solutions to (1) is an odd number but, when q = -M.,, (1) has exactly two distinct solutions.
COROLLARY.
If 
THEOREX If the number of complementary feasible solutions is a constant for all q E R", q # 0, then M is a P-matrix and that constant is equal to one.
7.3.
Whatever M may be, (1) always has at least one solution for every q > 0 (the solution is w = q; z = 0). If M is not a Q-matrix, there exists a 4 # 0 for which (1) has no solution at all. Hence, if M is not a Q-matrix, the number of solutions to (1) cannot be a constant for all q # 0. Thus, under the hypothesis of Theorem 7.2, M must be a Q-matrix. Consider two hyperplanes (see Fig. 4 ) each of which is / generated by a linearly independent subset of (VZ -1) column vectors of (I, -M). If these two hyperplanes are distinct, then their intersection is a subspace of dimension (n -2). The set (A.,, . . , A.,_,} is linearly independent, and there are only a finite number of subspaces generated by subsets of (n -1) or less column vectors of (I, -M). So we can pick a point
where ill,. . , ii,..., are all > 0, such that q* is not in any subspace generated by (PZ -2) or less column vectors of (I, -M) and also not in the intersection of pos{A.r, . . , A.,_l} with a hyperplane which is distinct from the hyperplane through A.,, . . . , A.,_, and is generated by a subset of (n -1) linearly independent column vectors of (I, -M).
So, if q* is also on the hyperplane through some other subcomplemen- cone in which 4 does not lie, then that cone must be of the form pos{Ls.,, . . . , B.,}, where B.j is contained in {I.j, -M.j> for j = 1 to n, and the hyperplane through B.,, . . , B.,_, must coincide with the hyperplane through A.,,. . ., A.,_,.
But the hyperplane through A.,,. ., A.,_, separates g from both I., and -M.,.
So p cannot lie in any complementary cone in which fi does not lie.
Hence the number of solutions to (1) when q = y" is strictly less (at least by two) than the number when q = 4, leading to a contradiction.
By a similar argument, we verify that the hyperplane through any subcomplementary set of column vectors strictly separates the points representing the left-out complementary pair of column vectors.
7.6. We now show that the principal subproblem of (1) in the variables (q,.
., w,-1; 21,. . . > z,-1 ) satisfies a similar separation property. The column vector corresponding to zwj in this subproblem is the jth column vector of the unit matrix of order (E -l), which we denote by 9.j, and the column vector corresponding to zj in this subproblem is -(mrj, msI, . . , mn_l,j)T which we denote by -m.j. We note that the column vectors in the subproblem are obtained by deleting the last component from the column vectors in the original problem.
Let {a.r,. . ., u.,_~, a.,+l,. ., u.,_1 > be any subcomplementary set of column vectors in the subproblem.
We want to show that the hyperplane in IV-l through these column vectors strictly separates Y.i and -m., Let A., be the column vector corresponding to n.,, r = 1,. . , i -1, i+ l,... ., d,_,). 
. , x,_~) E R"-l.
Thus dx = 0 is the hyperplane in R"-l through the subcomplementary set {a.,, . . . , a.,_l, a.,+l,. . , a.,_,} of the subproblem and it strictly separates 9.i and -m.,.
Hence the subproblem also satisfies a similar separation property.
By a similar argument we can verify that every principal subproblem of (1) of order (n -1) satisfies the separation property. Hence M is a P-matrix.
So the induction hypothesis 7.7 holds when Y = n also. It has been verified for Y = 1 in 7.8. Hence by induction it holds for all n.
Thus, by 7.5, Theorem 7.2 is true for all n. every q nondegenerate with respect to M, it is not possible to claim that this separation will be strict. Consequently we refer to this as the zyeak se$aration $ro$erty.
7.13.
As in 7.6, it can be shown that every principal subproblem of (1) satisfies a similar weak separation property. The separation may not be strict in the subproblems also.
7.14. Suppose the problem has been obtained by performing a series of principal pivots, or a block principal pivot on the system (1). Then, by 2.21 and 2.22, we see that problem (25) also satisfies the weak separation property and consequently all the principal subproblems of (25) also satisfy a similar weak separation property.
Induction hypothesis.
In any complementarity problem of order r < n -1 satisfying the weak separation property (i.e., that through every subcomplementary set of column vectors there exists a hyperplane ., B.,} are equal to the nonnegative orthant of R". A.,, B.,,. ., B.,} and pos{I.,, B.,, B.,,. . ., B.,} are disjoint, by the separation property.
Thus A., must be on the hyperplane through {I+ B.,,.
., B.,}. By a similar argument, this implies that A., lies on the hyperplane through {I.i, B.,, . . . , B.,_l, B.,+l,. . . , B.,} . . , B.,} are equal. Also, since the pair (A.j, B.J is a permutation of (I.j, -M.j) for each i = 2 to n, we conclude that the rays generated by I.,, . , I., are all extreme rays of this cone. Hence both of these cones are equal to the nonnegative orthant of Rn. But under the hypothesis of Theorem 7.10 the number of complementary feasible solutions is a constant for all q nondegenerate with respect to M. By 7.11, we therefore conclude that this constant must equal 1.
So, whenever q is nondegenerate with respect to M, (1) has a unique solution.
Thus the set of complementary cones which have nonempty interiors form a partition of R".
7.22.
Example.
A problem where the number of solutions to (1) is a constant (= 1) for all 4 which are nondegenerate with respect to M, but not for all q # 0, is obtained by taking n = 2 and We also notice that only the weak separation property holds, since the hyperplane through -M., separates I., and -M.,, but not strictly.
A problem where the weak separation property 7.12 is satisfied, but in which the number of complementary feasible solutions is not a constant for all q nondegenerate with respect to M, is obtained by taking n = 2 and
The complementary cones corresponding to this problem which have nonempty interiors are shown in Fig. 6 .
FIG. 6
The interiors of the two complementary cones pos{I.,, 1.s) and pos(-M.,, -AI.,) have a nonempty intersection, and they are both equal to the nonnegative orthant of R". M is not even a Q-matrix in this case.
7.24.
Example. We noticed that, if (1) has a constant number of solutions for any nonzero right-hand constant vector, then every principal subproblem of (1) It only remains to be shown that the same result holds even when 9 < 0.
8.6.
We now show that, on every unbounded edge of K(q) lying in the almost complementary set C,(q), both the variables wi and zi tend to + co, while za,. . , z, remain finite. Consider any unbounded edge of K(q).
If all the variables zi,. . . , z, remain finite on this edge, then by (26) all the variables wi,. . . , w, also remain finite, and hence the edge cannot be an unbounded edge. Thus on every unbounded edge in K(q) at least one of the variables zi,. . . , z, must tend to + 00. If zi tends to + co on this edge, then from (26) and the facts that M > 0, nzii > 0, and qi is finite and fixed, wi must also tend to + 00 along this edge. Then, if any unbounded edge of K(q) lies in the almost complementary set C,(g), the variables za,.
, z, should all remain bounded on that edge. Hence zi must tend to + 00 on that edge and consequently UJ~ also tends to + M on that edge.
Thus on every unbounded edge in C,(q) the variable ze~i + + co. 8.10. In the special case when n = 2, the restriction that M > 0 can be removed from the hypothesis of Theorem 8.2. This is discussed below.
COROLLARY.
If M is a Q-matrix and if there exists a complemen-
8.12.
THEOREM. We verify that in this case the number of complementary feasible solutions is 1 or 3 for every q nondegenerate with respect to M.
If n = 2 and M is a Q-matrix then the
Case 3.
Since M is a Q-matrix, the only other possibility is that exactly one of -M., or -M., is contained in the interior of pos(-I.,, -I.,}.
(See Fig. 8 
