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Higher Rank TQFT Representations of SL(2,Z) are Reducible
Examples of Decompositions and Embeddings.
Qi Chen and Thomas Kerler
Abstract: In this article we give examples which show that the TQFT representations
of the mapping class groups derived from quantum PSU(N) for N > 2 are generically
decomposable. One general decomposition of the representations is induced by the sym-
metry which exchanges PSU(N) representation labels by their conjugates. The respective
summands of a given parity are typically still reducible into many further components.
Specifically, we give an explicit basis for an irreducible direct summand in the SL(2,Z)
representation obtained from quantum PSU(3) when the order of the root of unity is a
prime r ≡ 2 mod 3. We show that this summand is isomorphic to the respective PSU(2)
representation.
1. Introduction
1.1. Background and Motivation. One of the most interesting features of a topological quan-
tum field theory (TQFT) in dimension three is that it naturally implies projective representations
of mapping class groups of surfaces. The question which motivates this article is how the decom-
position structure of these representations changes as one passes from TQFTs constructed from
sl2 to TQFTs constructed from higher rank Lie algebras.
More precisely, a TQFT can be constructed from the representation theory of a finite dimen-
sional quasi-triangular Hopf algebra. Particularly, for any complex simple Lie algebra g and any
root of unity ζ such a Hopf algebra is given by a quantum group Uζ(g)
′ , and, hence, defines an
associated TQFT which we denote by Vg,ζ .
Basis elements of the vector spaces of this TQFT are typically enumerated by graphs or links
whose edges are labeled by weights of g in the associated Weyl alcove. Restricting Vg,ζ to
subspaces in which basis elements are labeled by only roots of g , one naturally obtains a sub-
TQFT denoted by VYg,ζ . It turns out that VslN ,ζ differs from VYslN ,ζ only by tensoring with a
trivial TQFT based on U(1) [3, 4]. Commonly, VYslN ,ζ is also referred to as the TQFT associated
to quantum PSU(N).
In the case where g = sl2 and ζ is of prime order Roberts proved in [16] that the mapping
class group representations obtained from VYsl2,ζ are indeed irreducible. Irreducibility is a crucial
feature of the sl2-TQFT in a number of applications such as the generation of integral bases
from cyclic vectors or mutation invariance with respect to the central hyperelliptic involutions
in genus ≤ 2 . Yet, hardly anything is known about the reducibility question for representations
obtained from VYg,ζ for higher rank Lie algebras g or for ζ ’s of non-prime orders.
The main result of this article is that irreducibility fails in several ways for higher rank Lie
algebras. More precisely, we provide explicit decompositions of the representations of the mapping
class group of the torus Γ1 ∼= SL(2,Z) for g = sl3 but ζ still of prime order and identify
respective summands with representations coming from sl2 . The genus one case reveals already
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2a fair amount of the structure of the TQFT on general cobordisms, suggesting reducibilities also
for higher genera.
In fact, representations of the modular group SL(2,Z) have been a topic of intensive study in
conformal field theory as well as analytic number theory. In particular, the closely related CFT
modular invariants for g = sl3 have been analyzed and classified, for example, in [1, 8, 10, 17],
and we will use symmetries already mentioned in [10, 17].
The computations of this paper also serve as explicit examples and a starting point for the more
general approach taken in [7]. There we use methods and techniques previously developed for the
study of theta functions in analytic number theory in order to give the complete decompositions of
the SL(2,Z) representations obtained from VYg,ζ into irreducible representation types of SL(2,Z)
for all Lie algebras g of rank two when ζ is of order pλ with p an odd prime. Further work will
investigate in how far decompositions found here will extend to higher genus representations.
1.2. Statement of Results. Before turning to our main result for g = sl3 , we consider the
Z/2-symmetry obtained by replacing weights or color labels by their conjugates. It naturally
endows a large family of TQFTs constructed from higher rank Lie algebras with a respective
Z/2-grading.
Theorem 1.1. Suppose N > 2 and ζ is of order k > 2N , with k and N coprime. Then the
TQFT VYslN ,ζ (as in [18, 15, 3]) commutes with a Z/2-action on each VYslN ,ζ(Σ) for any closed,
compact, orientable surface Σ. Consequently, the TQFT is Z/2-graded with a decomposition as
follows:
VYslN ,ζ = VY+slN ,ζ ⊕ VY−slN ,ζ .
The Z/2-action on VYslN ,ζ(Σ) is non-trivial whenever Σ is not the union of spheres S2.
In particular, the representation of the mapping class group of Σ induced by VYslN ,ζ is obviously
reducible into the two graded parts. The basic parity splitting from Theorem 1.1 is, however, far
from the only decomposition of the mapping class group representations in the higher rank case.
In fact, the summands VY ǫslN ,ζ are generally still further reducible into many more components.
Particularly, in the genus one case for ζ of prime order only a few representation types of the
modular group SL(2,Z) can occur which, necessarily, will repeat themselves more and more often
in decompositions for higher rank Lie algebras.
The main theorem of this paper makes this phenomenon explicit in the concrete example of the
SL(2,Z)-representation of PSU(3) type, which turns out to contain summands of representations
of PSU(2)-type as well as other representation types.
Theorem 1.2. Suppose that r is an odd prime and ζ = exp(2π
√−1
r ). Assume further r ≡ 2
mod 3 and let ǫ = (−1) r+16 . Then the SL(2,Z) representation obtained from VY
sl2,ζ4
occurs as a
summand in the SL(2,Z) representation obtained from VY ǫsl3,ζ .
The proof will identify a specific basis for the respective submodule of the SL(2,Z) repre-
sentation of PSU(3) type. The equivalence is shown by explicitly computing that the restricted
matrix coefficients of the SL(2,Z) generators acting on this subspace coincide with the respective
coefficients for the PSU(2) type representation of SL(2,Z). The decomposition is derived from
additional symmetries of the root lattice, given that the latter can be viewed as a quadratic
extension over Z with a dihedral automorphism group.
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2. Proof of Theorem 1.1
Proof. The Z/2-action asserted in Theorem 1.1 can be constructed for all TQFTs, VS , for which
the vector space VS (Σ) associated to surface Σ is obtained from the skein module S (H) of a
handle body, H, with Σ = ∂H and for which the following further assumptions hold.
Firstly, we assume S (S3) = C so that for any link Q ⊂ S3 an invariant P (Q) ∈ C is defined
by {Q} = P (Q){∅}, where {Q} ∈ S (S3) denotes the skein class of the link. We also assume
that the relations underlying the skein module are orientation invariant so that there is a well
defined Z/2-action on S (H) obtained by mapping the class {L} ∈ S (H) of each link L to the
class {L} of the link L with reversed orientation. Note, that this implies P (Q) = P (Q) for the
invariant since ∅ = ∅. Finally, we assume that the special element Ω in S (S1×D2) implementing
0-surgery along the core of the full torus is also invariant under orientation reversal.
Recall, that the vector space VS (Σ) is obtained as a subquotient of S (H) as follows. Consider
an unknotted embedding of H into S3 such that its complement is again a handle bodyH ′. Given
that S3 = H ∪ΣH ′ a link L ⊂ H and a link L′ ⊂ H ′ obviously combine to a link L∪L′ ⊂ S3, so
that we obtain the following bilinear form on the level of skein classes {L} of links:
〈 , 〉 : S (H)×S (H ′) −→ C : ({L}, {L′}) 7→ 〈{L}, {L′}〉 := P (L ∪ L′).
The space VS (Σ) is now defined by dividing S (H) by the null-space of this form. Since
〈{L}, {L′}〉 = 〈{L}, {L′}〉 the null-space is preserved under the Z/2-action so that it is well
defined on VS (Σ) . For a framed link L in H, we denote by [L] the corresponding element in
VS (Σ) , and by ϕ ∈ End(VS (Σ)) the involution given by ϕ([L]) = [L] which generates the Z/2-
action. For a disconnected surface Σ =
⊔m
j=1Σj the Z/2-action on VS (Σ) =
⊗m
j=1 VS (Σj) is
given by ϕ⊗m .
In order for VS (Σ) to be Z/2-graded the TQFT needs to be equivariant with respect to
this action. That is, ϕ has to commute with VS (M) : VS (ΣS) → VS (ΣT ) for any cobordism
M : ΣS → ΣT . It suffices to show this for connected M . Suppose HT and HS are collections
of handle bodies with ΣS(T ) = ∂HS(T ), H
′
S(T ) are respective complements in S
3, and H#T is the
interior connected sum of components of HT . It is well known thatM can be obtained by surgery
on a framed link L ⊂ N := H#T −HS (see, e.g., [12] for details and link calculus).
The spaces VS (ΣS) and VS (ΣT )∗ are spanned by classes of links LS ∈ HS and LT ∈ H ′T . A
general matrix element is thus given by
〈[LT ],VS (M).[LS ]〉 = P (LT ∪L (Ω) ∪ LS) (1)
where we use that H ′T ∪N∪HS = S3 and where L (Ω) denotes the skein in which each component
of L is substituted by Ω.
It is now obvious from (1) that a matrix element of ϕ ◦ VS (M) differs from the one for
VS (M) ◦ ϕ by orientation reversal on L (Ω). However, since we assumed that Ω is invariant
under orientation reversal equality follows.
It remains to show that the TQFT as defined in is [18, 15, 3] based on the HOMFLYPT
polynomial fulfills the assumptions made at the beginning of the proof. Note, that the modularity
4condition needed to construct a TQFT from the skein theory was proved in [14] only for both
k and N prime (see Lemma 4.2), but was later shown in [3] to apply also to the more general
situation with (k,N) = 1 (see Lemma 2.9 and Theorem 2.11).
The fact that the HOMFLYPT skein module of S3 is one dimensional is what makes the HOM-
FLYPT polynomial of links well defined. It readily follows from inspection of the HOMFLYPT
skein relation diagrams that the respective skein ideal is invariant under orientation reversal.
Specifically, orientation reversal yields the same diagrams as a rotation by π in the plane of
projection for the standard presentation of the relations.
For the verification of the last assumption, recall that the element Ω is (proportional to) a
sum
∑
λ∈Γ∆λeλ, where Γ is a set of Young diagrams with N − 1 rows and at most k boxes
in each row, eλ the torus skein on |λ| strands with inserted Wenzl/Yokota idempotent, and ∆λ
the associated quantum dimension given by a standard embedding of eλ in S
3. Rigidity of the
underlying Hecke category and Proposition 2.6 of [3] imply that eλ = eλ∗ , where λ
∗(= λN1 /λ) is
the dual diagram so that also ∆λ = ∆λ∗ . Since Γ
∗ = Γ this implies Ω = Ω as assumed.
Finally, in order to prove that the Z/2-action is non-trivial on VYslN ,ζ(Σ) for Σ 6= S2 consider
the skeins given by eλ and eλ∗ along the core of one of the handles of H with Σ = ∂H. These
yield vectors vλ and vλ∗ in VYslN ,ζ(Σ) which are mapped to each other under the Z/2-action.
Non-triviality of the latter thus follows if we show that these vectors are not colinear for λ 6= λ∗ .
To this end construct a skein fλ in the complementary handle body H
′ as follows. Push the
meridian of the handle chosen for eλ off into H
′ ⊂ S3 and replace it by Ω. Push off a meridian
of Ω in H ′ and replace it with eλ with orientation opposite to that of the skein in H. Denote
the respective covector wλ in VYslN ,ζ(Σ)∗ . It follows from modularity that for λ 6= λ∗ we have
wλ ◦ vλ∗ = 0 but wλ ◦ vλ 6= 0 for λ ∈ Γ. Hence vλ and vλ∗ are not colinear and the Z/2-action is
non-trivial. 
We expect Theorem 1.1 to apply also to TQFTs based on Lie algebras so4n+2 and E6 as
well as other modular categories with non-trivial duals. A proof would require either finding a
skein theoretic formulation that fulfills the assumptions in the above proof, or proving respective
symmetries of structure constants (such as 6-j symbols) of a corresponding colored graph calculus.
3. Modular sl3 Root Lattice, Unfolded SL(2,Z) Representations, and
Their Symmetries.
The automorphism group of the root lattice of sl3 modulo a prime r with r ≡ 2 mod 3 is a
dihedral group of order 2(r + 1), containing the ordinary Weyl group W ∼= S3. In this section
we explicitly describe the symmetries and decompositions this automorphism group entails for
the associated unfolded (Weil) representation of SL(2,Z) acting on the space of functions on the
r-modular root lattice of sl3.
3.1. The root lattice of sl3. We fix a Cartan subalgebra h of sl3 and basis roots α1 and α2 in
its dual space h∗. Let h∗
R
be the R-subspace of h spanned by α1 and α2. The root lattice Y of
sl3 is the Z-span of α1 and α2. Define an inner product (·|·) on h∗R such that (αi|αj) = aij where
(aij) is the Cartan matrix of sl3. The fundamental weights λ1 and λ2 are dual to the basis roots
respect to this inner product, i.e. (λi|αj) = δij . The weight lattice X of sl3 is the Z-span of λ1
and λ2.
5Let ω be the third root of unity (−1 +√−3)/2. Then we can identify X with the ring Z[ω]
such that λ1 and λ2 are identified with 1 and −ω2 respectively, see [17]. The root lattice Y is
(1−ω)Z[ω] under this identification. Since we will only consider the root lattice, we may identify
Y with Z[ω] directly via the maps
Y → Z[ω] with α1 7→ 1 and α2 7→ ω.
Under this identification, (z|z′) = Tr(z¯z′) and |z|2 = 2N(z) where z¯ is the complex conjugation
of z. The norm and trace Z[ω]→ Z are defined by
N(z) = zz¯ and Tr(z) = z + z¯.
The Weyl group W (∼= S3) action on Y induces action on Z[ω]:
z
w→ z, ωz, ω2z,−z¯,−ωz¯,−ω2z¯
where the first three are the orbit of even permutations.
3.2. Unfolded representations of SL(2,Z). We denote by S and T the usual generators of
SL(2,Z) given by the matrices
S =
(
0 −1
1 0
)
and T =
(
1 1
0 1
)
.
They obey the relations (ST )3 = S2 and S4 = I.
We will further assume for the remainder of this article that r is an odd prime equal to 2 mod
3 so that r = 6n− 1 for some n. The r-modular root lattice Y/r is identified with Rr = Z[ω]/r,
which is a field for the assumed case r ≡ 2 mod 3 (but not for r is 1 mod 3). For any z ∈ Z[ω]
we write (z mod r) ∈ Rr simply as z. The norm and trace on Z[ω] descend to norms and traces
Rr → Z/r , for which we will use the same notation.
An unfolded representation of SL(2,Z) is defined with respect to an r-th root of unity ζ. We
will restrict ourselves to the case where ζ is one of the roots closest to unit, that is,
ζ = exp(
2π
√−1
r
) .
Let Vˆr be the C-vector space with basis Bˆr = {ez : z ∈ Rr}. We define a projective representation
as follows:
φˆζ : SL(2,Z)→ End(Vˆr) with φˆζ(S) = Sˆζ and φˆζ(T ) = Tˆζ , (2)
with matrix elements give by
(Sˆζ)xy = ζ
Tr(x¯y) and (Tˆζ)xy = δxyζ
−N(x) .
3.3. The first symmetry of φˆζ. The field Rr has r
2 elements. Its nonzero elements form a
cyclic group R∗r of order r
2 − 1 under multiplication. It contains the subgroup
U (r) = {a ∈ R∗r : N(a) ≡ 1 mod r}
which is of order 6n = r + 1 [9] . We fix a generator u of U (r) such that u2n = ω and u3n = −1.
We define a U (r)-action on ±Bˆr by u(ez) = −euz. It induces a U (r)-action on Vˆr by linearity.
It is easy to check that this U (r)-action on Vˆr commutes with the SL(2,Z)-action defined in
Equation (2). Therefore, the orbit sums of ±Bˆr span an invariant subspace V¯1 of φˆζ . We follow
[17] to fix a basis for V¯1. Let ρ be an element in R
∗
r such that N(ρ) = ρρ¯ is not a square in Z/r.
Then
R∗r = {aρbuj : 1 ≤ a ≤
r − 1
2
, b ∈ {0, 1}, 0 ≤ j ≤ r}.
6Recall that r ≡ 2(3). When r ≡ 1(4) we will take ρ = ω − ω¯ since in this case N(ρ) = −3, which
is not a square mod r. When r ≡ 3(4) we will take N(ρ) = −1. We may further require that
ρ¯ = uρ when r ≡ 3(4).
For 1 ≤ a ≤ r−12 , let
e+a =
r∑
j=0
uj(ea) and e
−
a =
r∑
j=0
uj(eaρ).
Obviously {e+a , e−a } is a basis of V¯1.
3.4. The second symmetry of φˆζ. Define an action of the Weyl W on the set ±Bˆr by
w(ez) = sgn(w)ew(z). By linearity it induces a W -action on Vˆr. It is easy to check that this
W -action on Vˆr commutes with the SL(2,Z)-action defined in Equation (2). Therefore, the orbit
sums of ±Bˆr span an invariant subspace V¯2 of the representation φˆζ . We will follow [17] again
to fix a basis for V¯2. To do this we need to consider the cases r ≡ 1(4) and r ≡ 3(4) separately:
3.4.1. r ≡ 1(4). If r ≡ 1(4) then n = (r + 1)/6 is odd. For any 1 ≤ a ≤ r−12 , let
e+oa,j =
∑
w∈W
w(eau2j ) for 1 ≤ j ≤ n,
e−oa,j =
∑
w∈W
w(eaρuj ) for 1 ≤ j ≤ n− 1.
Then according to Equations (3.22) and (3.23) in [17] (where n is denoted q), {e+oa,j , e−oa,j} is a
basis of V¯2. Note that e
−o
a,n = 0.
Lemma 3.1. Suppose r ≡ 1(4). Let Vr be the C-vector subspace of Vˆr with basis Br = {e+a : 1 ≤
a ≤ r−12 }. Then Vr is an SL(2,Z)-invariant space.
Proof. For any 1 ≤ a ≤ r−12 ,
e+a =
n−1∑
j=0
(−1)j(eau2j + eau2n+2j + eau4n+2j − eaun−2j − eau3n−2j − eau5n−2j )
=
n−1∑
j=0
(−1)j
∑
w∈W
w(eau2j ) =
n−1∑
j=0
(−1)je+oa,j .
Therefore, Vr ⊂ V¯1 ∩ V¯2.
Sˆζ(e
+
a ) =
(r−1)/2∑
b=1
c+b e
+
b +
(r−1)/2∑
b=1
c−b e
−
b = Sˆζ(
n−1∑
j=0
(−1)je+oa,j)
where c+b and c
−
b are complex numbers. Since the last sum does not contain ebρun terms, c
−
b = 0.
It remains to notice that Tˆζ(e
+
a ) = ζ
−a2e+a . 
Denote the restriction of φˆζ to Vr by φζ . Also denote φζ(S) by Sζ and φζ(T ) by Tζ . It is easy
to see that in the basis Br,
(Sζ)ab =
r∑
j=0
(−1)jζabTr(uj) and (Tζ)ab = δabζ−a2 . (3)
7Obviously, (Sζ)ab = (Sζ)ba = −(Sζ)ab.
3.4.2. r ≡ 3(4). If r ≡ 3(4) then n is even. For any 1 ≤ a ≤ r−12 , let
e+ea,j =
∑
w∈W
w(e
au
n
2 +j
) for 1 ≤ j ≤ n− 1,
e−ea,j =
∑
w∈W
w(eaρu2j ) for 1 ≤ j ≤ n.
Then according to Equations (3.26) and (3.27) in [17], {e+ea,j , e−ea,j} is a basis of V¯2. Note that
e+ea,n = 0.
Lemma 3.2. Suppose r ≡ 3(4). Let Vr be the C-vector subspace of Vˆr with basis {e−a : 1 ≤ a ≤
r−1
2 }. Then Vr is an SL(2,Z)-invariant space.
The proof is very similar to that of Lemma 3.1 hence is omitted. With the similar notation
as in Section 3.4.1, we have
(Sζ)ab =
r∑
j=0
(−1)jζ−abTr(uj) and (Tζ)ab = δabζa2 .
Note that we take N(ρ) = −1 and ρ¯ = uρ. Obviously (Sζ)ab = (Sζ)ba = (Sζ)ab.
Remark 1. Note that the formulas of (Sζ)ab and (Tζ)ab when r ≡ 3(4) are conjugate to those
when r ≡ 1(4).
4. Quantum PSU(3) Representations of SL(2,Z) and Proof of Theorem 1.2
In this section we identify the summands of the unfolded representations from Section 3 with
SL(2,Z) representations arising from PSU(3) and PSU(2) TQFTs by explicit computations and
comparisons of matrix elements.
4.1. Quantum PSU(2) representations. For any odd prime r, let V ′r be the C-vector space
with basis B′r = {e′a : 1 ≤ a ≤ r−12 }. Let the (projective) quantum PSU(2) representation of
SL(2,Z) be
φ′ξ : SL(2,Z)→ End(V ′r ) with φ′ξ(S) = S′ξ and φ′ξ(T ) = T ′ξ.
Recall from [13] that for a primitive rth root of unity ξ,
(S′ξ)ab = ξ
2ab−a−b − ξ−2ab+a+b−1 and (T ′ξ)ab = δabξ−a(a−1)
in the basis B′r. Since (4, r) = 1 we can take ξ = ζ
4. Then
(S′ξ)ab = ζ
2(2a−1)(2b−1) − ζ2(2a−1)(1−2b) and (T ′ξ)ab = δabζ−(2a−1)
2
.
After reordering basis elements and possibly multiplying −1 we may assume
(S′ξ)ab = χ(ab)(ζ
2ab − ζ−2ab) and (T ′ξ)ab = δabζ−a
2
(4)
for 1 ≤ a, b ≤ r−12 where χ is the quadratic character of Z/r. We assume χ(0) = 0.
Before we compare φζ with φ
′
ξ, we need some basic facts from elementary number theory.
84.2. The field Rr. Since r ≡ 2(3), Rr = Z[ω]/r is a field of r2 elements. Recall that u ∈ R∗r is
a generator of U (r) such that u = xr−1 for a generator of R∗r . Then we have
s :=
r∑
j=0
(−1)jζTr(uj) = 1
r − 1
∑
α∈R∗r
(ζTr(α
2r−2) − ζTr(αr−1)). (5)
Elements in Rr can be written as a− bω with a, b ∈ Z/r. For any α = a− bω ∈ R∗r we have
Tr(αr−1) =
r−1∑
j=0
(
r − 1
j
)
ar−1−j(−b)jTr(ωj) = 3a(a+ b)
a2 + ab+ b2
− 1
and
Tr(α2r−2)− Tr(αr−1) = −9a(a+ b)b
2
(a2 + ab+ b2)2
.
Note that for a− bω ∈ R∗r , a2 + ab+ b2 6= 0. Hence
s =
1
r − 1
r−1∑
a,b=1
(ζTr(a−bω)
2r−2 − ζTr(a−bω)r−1)
=
1
r − 1
r−1∑
a,b=1
ζTr(a−bω)
r−1
(ζ
−9(1+b/a)
(1+b/a+(b/a)2)(1+a/b+(a/b)2) − 1)
= ζ−1
r−1∑
a=1
ζ
3(1+a)
1+a+a2 (ζ
−9(1+a)
(1+a+a2)(1+1/a+1/a2) − 1)
= ζ2
r−1∑
a=1
ζ
−3a2
a2+a+1 (ζ
−9(1+a)
(1+a+1/a)2 − 1) = ζ2
r−1∑
a=1
ζ
−3( 2a+1
a2+a+1
)2 − ζ2
r−1∑
a=1
ζ
−3
a2+a+1 .
Since s¯ = −s if r ≡ 1(4) and s¯ = s if r ≡ 3(4), we have
s =
{
ζ−2
∑r−1
a=1 ζ
3
a2+a+1 − ζ−2∑r−1a=1 ζ3( 2a+1a2+a+1 )2 if r ≡ 1(4),
ζ−2
∑r−1
a=1 ζ
3( 2a+1
a2+a+1
)2 − ζ−2∑r−1a=1 ζ 3a2+a+1 if r ≡ 3(4). (6)
For the rest of this subsection, we assume r to be any odd prime. Recall that ζ = exp(2π
√−1
r ).
For any l ∈ Z/r, the Gauss sum is
r−1∑
k=1
χ(k)ζ lk =
{ √
rχ(l) if r ≡ 1(4),√−rχ(l) if r ≡ 3(4). (7)
It is also well known that for a, b, c ∈ Z/r,
r−1∑
i=0
χ(ai2 + bi+ c) =
{ −χ(a) if b2 − 4ac 6≡ 0(r),
(r − 1)χ(a) otherwise. (8)
For any polynomial f(x) ∈ Z/r[x],
r−1∑
x=1
χ(f(x2))−
r−1∑
x=1
χ(f(x)) =
r−1∑
x=1
χ(xf(x)). (9)
Besides the standard relations given in (7 -9) we will need a more involved identity that can
be found in [11]:
9Lemma 4.1 ([11]). For any a, b ∈ Z/r,
r−1∑
x=0
χ(x)χ(x2 + ax+ b) =
r−1∑
x=0
χ(x+ a)χ(x2 − 4b).
4.3. Comparing φζ to φ
′
ξ. We assume r ≡ 2(3) again. Suppose r ≡ 1(4). It is known that
there exist constants c1, c2, c
′
1 and c
′
2 such that
φ˜ζ : SL(2,Z)→ End(Vr) with φ˜ζ(S) = c1Sζ and φ˜ζ(T ) = c2Tζ (10)
and
φ˜′ξ : SL(2,Z)→ End(V ′r ) with φ˜′ξ(S) = c′1S′ξ and φ˜′ξ(T ) = c′2T ′ξ. (11)
are honest SL(2,Z)-representations.
Suppose r ≡ 3(4). We can also lift φζ and φ′ξ to honest SL(2,Z)-representations in this case
as in Equations (10) and (11). But we will also take conjugation for φ′ξ, cf Remark 1. So
φ˜′ξ : SL(2,Z)→ End(V ′r ) with φ˜′ξ(S) = c′1S¯′ξ and φ˜′ξ(T ) = c′2T¯ ′ξ.
Our main result, Theorem 1.2, follows directly from the next theorem.
Theorem 4.2. Suppose r ≡ 2(3). The quantum PSU(2) representation φ˜′ξ is a direct summand
of the quantum PSU(3) representation φ˜ζ.
Proof. From Equations (3) and (4) we see that Tζ = T
′
ξ. Lemma 4.3 below says that the S-
matrices are proportional. Hence φ˜′ξ is a sub-representation of φ˜ζ . But since they are unitary
representations, the theorem follows. 
Remark 2. For any odd prime r, φ˜′ξ is irreducible.This can be proved using the same argument
as in [16] because the PSU(2) TQFT also has skein presentations.
Remark 3. This theorem is not true when r ≡ 1(3). For example when r = 7, φ˜ζ is a direct sum
of irreducible summands of dimensions 1 and 4 while φ˜′ξ is irreducible of dimension 3.
Lemma 4.3. Sζ and S
′
ξ are proportional.
Proof. We will work out details for r ≡ 1(4) and leave the other case for the reader. We only
have to show that SζS
′
ξ = constant · I. Let si :=
∑r
j=0(−1)jζ iTr(u
j). Note that s1 = s as in
Equation (5). Since r ≡ 1(4), χ(−1) = 1 and s¯i = −si. We have
(r−1)/2∑
k=1
χ(kj)sikζ
−2jk =
−1∑
k=(1−r)/2
χ(−kj)s¯ikζ2jk =
r−1∑
k=(r+1)/2
−χ(kj)sikζ2jk.
Therefore,
(SζS
′
ξ)ij =
(r−1)/2∑
k=1
χ(kj)sik(ζ
2kj − ζ−2kj) =
r−1∑
k=1
χ(kj)sikζ
2kj.
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Let αija = 2(j − i) + 3ia2+a+1 and βija = 2(j − i) + 3i( 2a+1a2+a+1 )2. By Equations (6) and (7),
(SζS
′
ξ)ij = χ(j)
r−1∑
a,k=1
χ(k)(ζkαija − ζkβija)
=
√
rχ(j)
r−1∑
a=1
[χ(αija)− χ(βija)] .
Therefore, by Equation (8),
(SζS
′
ξ)ii =
√
rχ(i)
[
r−1∑
a=1
χ(3i)χ(a2 + a+ 1)− (r − 2)χ(3i)
]
= r
√
r. (12)
It remains to prove (SζS
′
ξ)ij = 0 if i 6= j. In the rest of the prove we assume that i 6= j. Since
αij0 = βij0, it is enough to prove
r−1∑
a=0
χ(αija) =
r−1∑
a=0
χ(βija). (13)
For 1 ≤ i, j ≤ (r − 1)/2 let b = 2(j−i)3i . (Of course b depends on i and j.) Since i ± j 6= 0, b 6= 0
or −4/3.
χ(3i)
r−1∑
a=0
χ(αija) =
r−1∑
a=0
χ(b+ (a2 + a+ 1)−1)
=
r−1∑
a=0
χ(a2 + a+ 1)χ(b(a2 + a+ 1) + 1).
Since χ(a2 + a+ 1) = χ(4(a2 + a+ 1)) = χ((2a+ 1)2 + 3),
χ(3i)
r−1∑
a=0
χ(αija) =
r−1∑
a=0
χ((2a+ 1)2 + 3)χ(b((2a + 1)2 + 3) + 4)
=
r−1∑
x=0
χ(x2 + 3)χ(b(x2 + 3) + 4).
Let c = 4b + 3. (c 6= 0 or 3.)
χ(3ib)
r−1∑
a=0
χ(αija) =
r−1∑
x=0
χ(x2 + 3)χ(x2 + c)
=
r−1∑
x=0
χ(x+ 3)χ(x + c) +
r−1∑
x=0
χ(x)χ(x+ 3)χ(x+ c)
by Equation (9). Similarly
χ(3ib)
r−1∑
a=0
χ(βija) =
r−1∑
x=0
χ((x− 3)2 + 4cx) +
r−1∑
x=0
χ(x)χ((x− 3)2 + 4cx).
Since c 6= 0 or 3,
r−1∑
x=0
χ(x+ 3)χ(x + c) =
r−1∑
x=0
χ((x− 3)2 + 4cx)
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by Equation (8). Hence to prove Equation (13), it is enough to show
r−1∑
x=0
χ(x)χ(x+ 3)χ(x+ c) =
r−1∑
x=0
χ(x)χ((x − 3)2 + 4cx),
which is the same as
r−1∑
x=0
χ(x− c)χ(x− c+ 3)χ(x) =
r−1∑
x=0
χ(x+ 3− 2c)χ(x2 + 4c(3 − c)).
This equality follows from Lemma 4.1 by taking a = 3− 2c and b = c2 − 3c. This completes the
proof for r ≡ 1(4). 
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