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Abstract— In the field of probability and statistics, the 
quantile function and the quantile density function which is the 
derivative of the quantile function are one of the important 
ways of characterizing probability distributions and as well, 
can serve as a viable alternative to the probability mass 
function or probability density function. The quantile function 
(QF) and the cumulative distribution function (CDF) of the 
chi-square distribution do not have closed form 
representations except at degrees of freedom equals to two and 
as such researchers devise some methods for their 
approximations. One of the available methods is the quantile 
mechanics approach.        The paper is focused on using the 
quantile mechanics approach to obtain the quantile density 
function and their corresponding quartiles or percentage 
points. The outcome of the method is second order nonlinear 
ordinary differential equation (ODE) which was solved using 
the traditional power series method. The quantile density 
function was transformed to obtain the respective percentage 
points (quartiles) which were represented on a table. The 
results compared favorably with known results at high 
quartiles. A very clear application of this method will help in 
modeling and simulation of physical processes.       
         
Index Terms— Quantile, Quantile density function, Quantile 
mechanics, percentage points, Chi-square, approximation.  
              
I. INTRODUCTION 
N statistics, In statistics, quantile function is very 
important in prescribing probability distributions. It is 
indispensable in determining the location and spread of any 
given distribution, especially the median which is resistant 
to extreme values or outliers [1] [2]. Quantile function is 
used extensively in the simulation of non-uniform random 
variables [3] and also can be seen as an alternative to the 
CDF in analysis of lifetime probability models with heavy 
tails. Details on and the use of the quantile function in 
modeling, statistical, reliability and survival analysis can be 
found in: [4], [5].                  
 It should be noted that probability distributions whose 
statistical reliability measures do not have a close or explicit 
form can be conveniently represented through the QF. Chi 
square distribution is one of such distribution whose CDF  
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does not have closed form.                                                                   
The search for analytic expression of quantile functions 
has been a subject of intense research due to the importance 
of quantile functions. Several approximations are available 
in literature which can be categorized into four, namely 
functional approximations, series expansions; numerical 
algorithms and closed form written in terms of a quantile 
function of another probability distribution which can also 
be refer to quantile normalization.  
 The use of ordinary differential equations in 
approximating the quantile has been studied by Ulrich and 
Watson [6] and Leobacher and Pillichshammer [7]. The 
series solution to the ordinary differential equations used for 
the approximation of the quantile function was pioneered by 
Cornish and Fisher [8], Fisher and Cornish [9] and 
generalized as Quantile mechanics approach by 
Steinbrecher and Shaw [10]. The approach was inspired by 
the works of Hill and Davis [11].                                                 
   Few researches done on the approximations of the 
quantile functions of Chi-square distribution were done by 




 The probability density function of the chi-square 
distribution and the cumulative distribution function are 
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where (.,.)   incomplete gamma functions and 
(.,.)P  regularized gamma function. 
The quantile mechanics (QM) approach was used to obtain 
the second order nonlinear differential equation. QM is 
applied to distributions whose CDF is monotone increasing 
and absolutely continuous. Chi-square distribution is one of 
such distributions. That is;       
 
1( ) ( )Q p F p                                          (3)    
Where the function 
1( )F p is the compositional inverse of 
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 the CDF. Suppose the PDF f(x) is known and the 
differentiation exists. The first order quantile equation is 
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Since the probability density function is the derivative of the 
cumulative distribution function. The solution to equation 
(4) is often cumbersome as noted by Ulrich and Watson [6]. 
This is due to the nonlinearity of terms introduced by the 
density function f. Some algebraic operations are required to 
find the solution of equation (4).                                     
Moreover, equation (4) can be written as;  
 ( ( )) ( ) 1f Q p Q p                                                  (5) 
Applying the traditional product rule of differentiation to 
obtain;         
 
2( ) ( ( ))( ( ))Q p V Q p Q p                                      (6) 
Where the nonlinear term;          
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d
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                                              (7) 
These were the results of [10].                                                                                                     
It can be deduced that the further differentiation enables 
researchers to apply some known techniques to finding the 
solution of equation (6).            
The reciprocal of the probability density function of the chi-
square distribution is transformed as a function of the 
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The second order nonlinear ordinary differential equations 
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With the boundary conditions;     (0) 0,  (0) 1Q Q  .     
           
III. POWER SERIES SOLUTION 
 The cumulative distribution function and its inverse 
(quantile function) of the chi- square distribution do not 
have closed form. The power series method was used to 
find the solution of the Chi-square quantile differential 
equation (equation (12)) for different degrees of freedom. It 
was observed that the series solution takes the form of 
equation (13) 
The equations formed a series which can be used to predict 
p for any given degree of freedom k.      
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For very large k,             
 ( )Q p p                                            (14) 
In order to get a very close convergence approximations of 
the probability p, equation (13) is used for all the degrees of 
freedom. For examples the values of degrees of freedom 
from one to twelve is given in Tables 1a and 1b.       
Table 1a: Quantile density function table for the Chi-square 
distribution for degrees of freedom from 1 to 6.    
p k = 1 k= 2 k= 3 
0.001 0.001001 0.00100025 0.001000125 
0.01 0.0101 0.010025 0.0100125 
0.025 0.025625 0.02515625 0.025078125 
0.05 0.0525 0.050625 0.0503125 
0.10 0.11 0.1025 0.10125 
0.25 0.3125 0.265625 0.2578125 
0.50 0.75 0.5625 0.53125 
0.75 1.3125 0.890625 0.8203125 
0.90 1.71 1.1025 1.00125 
0.95 1.8525 1.175625 1.0628125 
0.975 1.925625 1.21265625 1.093828125 
p k= 4 k = 5 k= 6 
0.001 0.001000083 0.001000063 0.00100005 
0.01 0.010008333 0.01000625 0.010005 
0.025 0.025052083 0.025039063 0.02503125 
0.05 0.050208333 0.05015625 0.050125 
0.10 0.100833333 0.100625 0.1005 
0.25 0.255208333 0.25390625 0.253125 
0.50 0.520833333 0.515625 0.5125 
0.75 0.796875 0.78515625 0.778125 
0.90 0.9675 0.950625 0.9405 
0.95 1.025208333 1.00640625 0.995125 
0.975 1.05421875 1.034414063 1.02253125 
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 Table 1b: Quantile density function table for the Chi-square 
distribution for degrees of freedom from 7 to 12.   
P k= 7 k= 8 k = 9 
0.001 0.001000042 0.001000036 0.001000031 
0.01 0.010004167 0.010003571 0.010003125 
0.025 0.025026042 0.025022321 0.025019531 
0.05 0.050104167 0.050089286 0.050078125 
0.10 0.100416667 0.100357143 0.1003125 
0.25 0.252604167 0.252232143 0.251953125 
0.50 0.510416667 0.508928571 0.5078125 
0.75 0.7734375 0.770089286 0.767578125 
0.90 0.93375 0.928928571 0.9253125 
0.95 0.987604167 0.982232143 0.978203125 
0.975 1.014609375 1.008950893 1.004707031 
P k= 10 k= 11 k= 12 
0.001 0.001000028 0.001000025 0.001000023 
0.01 0.010002778 0.0100025 0.010002273 
0.025 0.025017361 0.025015625 0.025014205 
0.05 0.050069444 0.0500625 0.050056818 
0.10 0.100277778 0.10025 0.100227273 
0.25 0.251736111 0.2515625 0.251420455 
0.50 0.506944444 0.50625 0.505681818 
0.75 0.765625 0.7640625 0.762784091 
0.90 0.9225 0.92025 0.918409091 
0.95 0.975069444 0.9725625 0.970511364 
0.975 1.00140625 0.998765625 0.996605114 
 
These values are the extent to which the Quantile Mechanics 
was able to approach the probability.  
 
IV. TRANSFORMATION AND COMPARISON 
  Transformation to the percentage points and comparison 
with the exact was done here.  
The probability p obtained is transformed using the 
definition.  
Definition                                                                                      
Given a probability p which lies between 0 and 1, the 
percentage points or quartiles or quantile of the chi-square 
distribution with the non-negative k degrees of freedom is 
the value 
2
1 ( )p k   such that the area under the curve and to 
the right of 
2
1 ( )p k  is equals to the value 1 – p.                            
The quantile in Table 1 are computed and compared with 
the exact values. The readers are refer the r software given 











The comparisons are presented in Tables 2 for degrees of 
freedom ranges from 1 to 12. The Quantile mechanics 
method compares favorably at the following: low 
probability, high percentage points and higher degrees of 
freedom. However the methods perform fairly well at the 
following: high probability, low percentage points and low 
degrees of freedom.   
V. PERCENTAGE POINTS FOR THE CHI-SQUARE 
DISTRIBUTION 
 The final table for the percentage points or quantile of the 
chi-square distribution is shown on Table 3. The table of 
the quantile (percentage points) is quite similar to the one 
summarized by Goldberg and Levine [24], which includes 
the results of Fisher [25], Wilson and Hilferty [26], Peiser 
[27] and Cornish and Fisher [8]. In addition, the result is 
similar to the works of Thompson [28], Hoaglin [29], Zar 
[30], Johnson et al. [31] [32] and Ittrich et al. [33].  
 
The same outcome was obtained when compared with the 
result of Severo and Zelen [15]. This can be seen in Table 
4. 
In particular, the QM method performs better at higher 
percentiles and degrees of freedom when compared with 
others. The summary is in Table 5.                    
                                        
VI.   CONCLUDING REMARKS 
   The quantile mechanics has been used to obtain the 
approximations of the percentage points of the chi-square 
distribution. The method is very efficient at high degrees of 
freedom, higher percentage points and lower probabilities. 
However the method performed fairly in the lower degrees 
of freedom, lower percentiles and high probabilities. This 
was a part of points noted by [34] that approximation 
efficiency decreases with the degrees of freedom.  
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 Table 3: The percentage points of the Chi-square Distribution 
 
%ile 2.5 5 10 25 50 75 90 95 97.5 99 99.99 


































































































































































































































































































































































































































































Table 4: Comparison with known results A 
 
Probability  0.250 0.050 0.005  0.250 0.050 0.005 
Percentage points k 75 95 99.95 k 75 95 99.95 
Exact Value 
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 Table 5: Comparison with known results B 
 

































































































































































































































































































































































































[8] E.A. Cornish and R.A. Fisher, “Moments and cumulants in the 
Specification of Distributions,” Rev. Inter. Stat. Inst., vol. 5, no. 4, pp. 
307–320, 1938. 
[9] R.A. Fisher and E.A. Cornish, “The percentile points of distributions 
having known cumulants,” Technometrics, vol. 2, no. 2, pp. 209–225, 
1960.    
[10] G. Steinbrecher and W.T. Shaw, “Quantile mechanics,” Euro. J. Appl. 
Math., vol. 19, no. 2, pp. 87-112, 2008.       
[11] G.W. Hill and A.W. Davis, “Generalized asymptotic expansions of 
Cornish-Fisher type,” Ann. Math. Stat., vol. 39, no. 4, pp. 1264–1273, 
1968.     
[12] M. Merrington, “Numerical approximations to the percentage points 
of the χ2 distribution,” Biometrika, vol. 32, pp. 200-202, 1941. 
[13] L.A. Aroian, “A new approximation to the level of significance of the 
chi-square distribution,” Ann. Math. Stat., vol. 14, pp. 93-95, 1943. 
[14] S.H. Abdel-Aty, “Approximate formulae for the percentage points and 
the probability integral of the non-central χ 2 distribution,” 
Biometrika, vol. 41, no. 3/4, pp. 538-540, 1954. 
[15] N.C. Severo and M. Zelen, “Normal approximation to the Chi-square 
and non-central F probability functions,” Biometrika, vol. 47, pp. 411-
416, 1960.          
[16] M. Sankaran, “Approximations to the non-central chi-square 
distribution,” Biometrika, vol. 50, no. 1/2, pp. 199-204, 1963. 
[17] H.L. Harter, “A new Table of percentage points of the chi-square 
distribution,” Biometrika, vol. 51, pp. 231-239, 1964. 
[18] R.B. Goldstein, “Algorithm 451: Chi-square Quantiles,” Comm. ACM. 
Vol. 16, pp. 483-485, 1973.          
[19] D.J. Best and O.E. Roberts, “Algorithm AS 91: The percentage points 
of the χ2 distribution,” Appl. Stat., vol. 24, pp. 385-388, 1975. 
[20] M.R. Heyworth, “Approximation to chi-square,” Amer. Statist., vol. 
30, pp. 204, 1976. 
[21] M.R. Chernick and V.K. Murthy, “Chi-square percentiles: old and 
new approximations with applications to sample size determination,” 
Amer. J. Math. Magt. Sci., vol. 3, no. 2, pp. 145-161, 1983. 
[22] J.T. Lin, “Approximating the cumulative chi-square distribution and 
its inverse,” J. Roy. Stat. Soc. Ser. D., vol. 37, no. 1, pp. 3-5, 1988. 
[23] J.T. Lin, “New Approximations for the percentage points of the Chi-
square distribution,” Prob. Engine. Inform. Sci., vol. 8, no. 1, pp. 135-
146, 1994. 
Proceedings of the World Congress on Engineering and Computer Science 2017 Vol I 
WCECS 2017, October 25-27, 2017, San Francisco, USA
ISBN: 978-988-14047-5-6 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)
WCECS 2017
 [24] H. Goldberg and H. Levine, H. (1946). Approximate formulas for the 
percentage points and normalization of t and χ2. Ann. Math. Stat., 
17(2), 216-225, 1943. 
[25] R.A. Fisher, Statistical methods for research workers, Oliver and 
Boyd, Edinburgh, 1925. 
[26] E.B. Wilson and M.M. Hilferly, “The distribution of chi-square” 
Proc. Nat. Acad. Sci., vol. 17, pp. 684-688, 1931. 
[27] A.M. Peiser, “Asymptotic formulae for significance levels of certain 
distributions,” Ann. Math. Stat., vol. 14, pp. 56-62, 1943. 
[28]  C.M. Thompson, “Table of percentage points of the χ2 distribution,” 
Biometrika, vol. 32, pp. 188-189, 1941. 
[29]  D.C. Hoaglin, “Direct approximation for chi-square percentage 
points,” J. Amer. Stat. Assoc., vol. 72, pp. 508-515, 1977. 
[30]  J.H. Zar, “Approximations for the percentage points of the chi-square 
distribution,” J. Roy. Stat. Stat. Soc. Ser. C., vol. 27, no. 3, pp. 280-
290, 1978.    
[31] N.L. Johnson, S. Kotz and N. Balakrishnan, Continuous Univariate 
Distributions, Vol 1, Wiley, ISBN: 978-0-471-58495-7, 1994. 
[32]  N.L. Johnson, S. Kotz and N. Balakrishnan, Continuous Univariate 
Distributions, Vol 2, Wiley, ISBN: 978-0-471-58494-0, 1995. 
[33]  C. Ittrich, D. Krause and W.D. Richter, “Probabilities and large 
quantiles of non-central chi-square distribution,” Statistics, vol. 34, 
pp. 53-101, 2000. 
[34]  R.M. Kozelka, “Approximate upper percentage points for extreme 













                            
 
 
                    
                                                                                                                                                                                            
                                                                                                                                                                           
                            
                             
 
Proceedings of the World Congress on Engineering and Computer Science 2017 Vol I 
WCECS 2017, October 25-27, 2017, San Francisco, USA
ISBN: 978-988-14047-5-6 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)
WCECS 2017
