ABSTRACT Human identification using camera-based surveillance systems is a challenging research topic, especially in cases where the human face is not visible to cameras and/or when humans captured on cameras have no clear visual identity owing to environments with low-illumination. With the development of deep learning algorithms, studies that are based on the human gait using convolutional neural networks (CNNs) and long short-term memory (LSTM) have achieved promising performance for human identification. However, CNN and LSTM-based methods have the limitation of having higher loss of temporal and spatial information, respectively. In our approach, we use shallow CNN stacked with LSTM and deep CNN followed by score fusion to capture more spatial and temporal features. In addition, there have been a few studies regarding gait-based human identification based on the front and back view images of humans captured in low-illumination environments. This makes it difficult to extract conventional features, such as skeleton joints, cycle, cadence, and the lengths of walking strides. To overcome these problems, we designed our method considering the front and back view images captured in both high-and lowillumination environments. The experimental results obtained using a self-collected database and the open database of the institute of automation Chinese academy of sciences gait dataset C show that the proposed method outperforms previous methods.
I. INTRODUCTION
Human identification based on camera surveillance systems is challenging because of the inability to visually identify objects owing to poor camera views and environmental issues. In cases involving crime scenes, criminals mostly cover their faces using masks and hats. Even in cases where faces are unmasked and when hats are not worn, only the side face or back of the head is captured by the cameras. Therefore, gait-based human identification has been widely studied to overcome these problems. The human gait is a biometric signature that can be measured discretely without attracting persons' attention as well as at a far distance, while other signatures require the attention of people. The basic knowledge of human gait analysis can be found in studies by Whittle [1] .
In the study, the author explained the motion of skeletal joints of humans. He listed features (cycle time (s), cadence (steps/min), speed (m/s), and stride length (m)) of the human gait based on gender and age. He also discussed how the gait can be analyzed by using camera sensors (including different camera view angles) and wearable sensors. Wearable sensors are mostly installed on human body parts based on studies about the skeletal system of humans and their motion. When using camera sensors, previous studies on gait-based human identification are mostly based on motion information of leg joints and accumulated binary images (history images). It is difficult for the joint points to be detected and tracked in the front-and back-view images that are captured in lowillumination environments. In addition, historical images do not provide much information about the gait motion in the front-and back-view images. Most of the previous studies have been conducted based on side-view images in low-and high-illumination environments. Thus, there have been few studies about the front-and back-view image-based human identification conducted in both low-and high-illumination environments. In this study, we propose gait-based human identification considering side, front, and back-view images, and environments with both low and high illuminations. In addition, we adopted convolutional neural networks (CNN) and long short-term memory (LSTM) architectures to extract more spatial and temporal information from input images.
II. RELATED WORKS
Because human gait analysis is challenging owing to a lack of visual identity and environmental factors, deep learningbased methods have been proposed in previous studies. We categorize them into two groups, namely feed-forward network-based and recurrent network-based studies.
Previous studies based on feed-forward networks have shown that they can extract more valuable and hidden spatial features from challenging image datasets by using deep CNNs [2] - [11] . Dehzangi et al. [3] proposed gait recognition using neural networks and multi-sensor fusion. In their study, they used wearable (inertial) sensors to collect data of human gait. They proposed novel method, in which they used time-frequency (TF) expansion to capture joint 2 dimensional spectral and temporal patterns of human gait cycles. Wu et al. [4] proposed the cross-view (different directional views) human gait-based identification method. In their study, they extracted gait energy image (GEI) and used multiple CNN architectures. In the classification phase, they match an input GEI feature to images in a gallery, in which each image represents different directional view of human gait. Zhao and Zhou [5] proposed gait recognition using wearable sensors. In their study, they used angle embedded gait dynamic image (AE-GDI) which is invariant to translation and rotation. Shiraga et al. [6] proposed view-invariant gait recognition method, in which they used GEI feature image to shallow CNN which is called GEINet consists of only two convolutional layers followed by pooling layers and normalization layers for each. Wolf et al. [7] proposed multiview gait recognition method using 3D CNNs. Li et al. [8] proposed view-invariant gait recognition method using deep CNN and joint Bayesian. Thapar et al. [9] proposed viewinvariant gait recognition using 3D deep CNN called VGRNet. Sokolova and Konushin [10] proposed gait recognition method by implementing deep learning method using optical flow. Castro et al. [11] proposed automatic learning method of human gait signatures for human identification. In their method, they used optical flow to extract feature images. The images represent positive and negative flows, and are fed to CNN architecture which is followed by support vector machine (SVM).
However, the main feature of the human gait is in the temporal information that can be extracted from image sequences. CNN-based methods are good at extracting spatial features, but temporal features are not sufficiently extracted.
Therefore, recurrent network-based methods have been proposed. First, the recurrent neural network (RNN) has been proposed to overcome the problems of image sequencebased challenges. Mao et al. [12] proposed multimodal recurrent neural network (m-RNN) model for generating novel image captions. Their model consists of two sub-networks such as deep CNN for images and deep RNN for sentences. Heo et al. [13] proposed gait phase classifier using RNN in which, they used lower limb exoskeleton robot to obtain data of joint angles and angular velocities. Kumanomido and Hirahara [14] proposed gait recognition using RNNs. They used a kinect sensor to obtain feature data of distances between head and joints. Because the length of an image sequence is increased, RNN-based methods encounter difficulties with respect to long-term memory such as vanishing and exploding gradients. To overcome these difficulties, LSTM-based methods have been considered. Hochreiter and Schmidhube [15] proposed LSTM method in order to overcome problems of RNN. LSTM has the ability to solve the vanishing and exploding of information by deciding which information to keep or reject from previous time steps for the next time step. First, LSTM has been used for one dimensional data series-based analysis. Liu et al. [16] proposed gait recognition using joint points in which joint points (joint location information) are detected and fed to LSTM. Zhao et al. [17] proposed gait-based disease diagnosis method using dual LSTM. They fused two types of features such as time series and force series to learn gait pattern of the patients. The two types of features are obtained by using foot switch system. Zhu et al. [18] proposed action recognition method using deep LSTM networks. They used trajectories of skeleton joints to recognize human actions. Later, CNN has been used with LSTM for image sequence-based analysis. For example, some of previous studies trained CNN and LSTM separately (CNN+LSTM). Feng et al. [19] proposed gait-based person identification using CNN+LSTM. First, they used CNN to extract heatmap features that represent join pose, then feed a sequence of heatmap images to LSTM. Li et al. [20] proposed action recognition based on information of skeleton joints. They fed joint information to LSTMs and joint distance map image to CNN simultaneously, and scores obtained by the architectures are fused at the end for recognition. Wu et al. [21] proposed person reidentification method based on video sequence. In addition, the use of stacking CNN with LSTM (CNN-LSTM) has been used for end-to-end training. Vinyals et al. [22] proposed image caption generator using raw image data as an input. Brattoli et al. [23] proposed behavior analysis using data of rats. Donahue et al. [24] proposed visual recognition and description method for three purposes such as activity recognition, image description and video description. The former approach (CNN+LSTM) provides poor spatio-temporal information owing to separate training. The latter approach (CNN-LSTM) requires more memory size and training time if the number of CNN layers and the length of the image sequence are increased. To address these issues reported in previous studies, we propose a new approach that increases the validation accuracy and the verification of human identification by using score fusion based on deep CNN and CNN-LSTM. Compared with previous studies, our research is novel in the following five ways:
-As shown in Table 1 , this is the first research for a gait-based human identification using both deep CNN and CNN-LSTM to obtain more spatio-temporal representation from image sequences. -By considering the complicate structure of LSTM, we proposed the method of using the shallow CNN including six convolutional layers and one fully connected layers for CNN-LSTM in order to enhance the training speed with successful training. -We conducted the score fusion of deep CNN and CNN-LSTM. By using an additional CNN in addition to CNN-LSTM, more spatial information can be extracted for human identification.
-We made our self-collected database [25] Table 1 by comparing our study to those of previous studies. The remaining part of the paper is as follows. We present our system and method used for the gait-based human identification in Section 3. Then, in Section 4, we present our experimental result and comparisons. Finally, in Section 5, we conclude our paper.
III. PROPOSED METHOD AND SYSTEM

A. CAMERA SETUP AND HUMAN DETECTION
In this section, we briefly discuss the human detection and system setup because the main part of this study is about human identification. We show the experimental configuration of our camera setup and environment in Figure 1 . The thermal camera [26] captures images (640 × 480 pixels of 14 bits) at a frame rate of 30 frames per second (fps), and the camera is set on a ceiling at a height of 2.6 m, looking down at the corridor. The camera setting is similar to that of a conventional CCTV camera.
In order to detect humans in a way that is robust to the environmental changes of low illumination, illumination variations, and severe shadow, we used the thermal camera in our system. Our human-detection algorithm is based on background subtraction, which is presented in detail in a previous study [27] .
B. HUMAN IDENTIFICATION BASED ON DEEP CNN AND CNN-LSTM 1) OVERALL PROCEDURE OF PROPOSED HUMAN IDENTIFICATION
The flowchart of the proposed method is presented in Figure 3 . Figure 1 shows the overall procedure of our human detection algorithm. During the preprocessing step with the input thermal image, human detection by background subtraction, noise filtering, morphological operation [62] , component labeling, and calculating the bounding box and gravity center is executed. In detail, by obtaining the difference image between background and input images, the rough region of human body can be extracted (''Background subtraction'' and ''Binarization'' of Figure 1 ). Then, the accurate region of human body can be obtained by median filter removing noises, morphological operation, and component labeling. Through component labeling, the error regions which are not satisfied with the criterion of human region are removed based on the ratio of height to width of the area and the size of area. Finally, the box of human body with the gravity center of box can be obtained as shown in Figure 1 . The detailed information of our human detection algorithm by preprocessing can be referred to [2] , [27] . The thermal camera enables our system to detect a human region from an image that is captured in various environments including severe shadow, illumination variations, and darkness.
Then, during the hand-craft feature extraction step, obtaining difference images between the images of a sequence, image averaging, and the segmentation of a body area into three parts (upper, middle, and lower areas) were executed as follows [2] . In Figure 2 , difference image (Diff(t)) is obtained from background (BG) and the i th input image (I (t)) by background subtraction. Then, based on the box position of human area (Bin(t)), the human area in the difference image (Diff(t)) is cropped as D(t) in Figure 2 . In this paper, for better visibility, the D(t) is scaled 2 times both in horizontal and vertical directions. Then, D (t) is obtained from the difference image of D(t) and D(t-1). In Figure 2 , Av(t) shows the average image of D (t) and its previous nine D images (D (t − 1), . . . D (t-9)). Then, the upper (shoulders to head top) and lower (hip to leg bottom) parts of human body are cut based on the width and height of Av(t), and human anthropometric information. The images of these two parts are saved as G and B of Figure 2 , respectively. In addition, the combined image of G and B is saved as R as shown in Figure 2 . For combining, the G and B are respectively squeezed in the vertical directions, and they are pasted at the upper and lower regions of R, respectively, as shown in Figure 2 . The optimal number of 10 images for the feature image Av(t) was experimentally determined with training data so as to obtain the highest recognition accuracy of CNN (VGG Net-19) of Figure 3 . The steps of obtaining from D(t) to the images of R, G, B are hand-craft feature extraction step as shown in Figure 2 .
As shown in Figure 2 , f (t) is the final feature image, which includes the R, G, and B images in it. f (t) has three channels in which each channel represents red, green, and blue colors [2] . The 3-channel RGB is just for convenience of storing the three different channels, and it is used as the input of 3-channel to our CNN (VGG Net-19) as shown in Figure 3 . By the same method, five successive images of f (t), f (t − 1), . . . f (t − 4) are obtained, and they are used as input to CNN-LSTM as shown in Figure 3 . The optimal number of 5 sequential images for the f (t),
was experimentally determined with training data so as to obtain the highest recognition accuracy of CNN-LSTM of Figure 3 .
In the test phase, we extracted features with different sizes, such as 4096 × 1 and 1000 × 1, from the CNN and CNN-LSTM, respectively. In order to identify humans, we used the conventional Euclidean distance to calculate the similarity between features that belong to the same or different classes. In order to enhance the identification accuracy, we applied a score-fusion technique based on two distances. Based on the final score obtained by score fusion, the correct class for identification is determined, which shows the smallest matching distance among all the classes.
2) DESCRIPTION OF CNN AND CNN-LSTM STRUCTURES
With the development of deep learning algorithms, CNNs have been widely used in previous studies such as for face recognition by Taigman et al. [28] and detection by Qin et al. [29] , for the recognition of handwritten numbers by LeCun et al. [30] , and person re-identification by Ding et al. [31] . Many previous studies showed that CNNbased methods have good feature-extraction capabilities that can mine features at deep levels, and reveal hidden and complicated features in the spatial domain. Therefore, in this study, we adopted the CNN architecture for human identification. In order to select a better CNN for our system, we tested and compared eight deep CNN architectures that have been widely used owing to their high performance in recent challenges. The eight candidate architectures are Inception-V3 by Szegedy et al. [32] , Xception by Chollet [33] , ResNet-50 by He et al. [34] , Inception-ResNet-V2 by Szegedy et al. [35] , DenseNet-169 by Huang et al. [36] , NasNet-Large by Zoph et al. [37] , VGG Net-16, and VGG Net-19 by Simonyan and Zisserman [38] . We selected VGG Net-19, as shown in Figure 3 , based on comparison results presented in Section 4 ( Figures 10, 11 and Table 7 ). The detailed description of the architecture of VGG Net-19 is presented in Table 2 . As shown in Table 2 and Figure 4 , the structure of VGG TABLE 2. Detailed description of structure of VGG Net-19 (Conv, ReLU, Pool, and Fc represent the convolutional layer, rectified linear unit, max pooling, and fully connected layers, respectively) (Size of feature map is height × width × channel) (In our experiments, the number of classes is 50) ( * and * * show the filter sizes of 3 × 3 and 2 × 2, respectively). VOLUME 6, 2018 Net-19 is composed of 16 convolutional layers, 5 pooling layers, and three fully connected layers. The output size of a feature map after the convolutional layer and pooling layer can be calculated as follows: (output height (or width) = (input height (or width) -filter height (or width) + 2 × number of paddings)/the number of strides + 1) [39] . For example, in the case of layer number 5 (Pool_1) in Table 2 , the input height, number of paddings, filter height, and number of strides are 224, 0, 2, and 2, respectively. Thus, the output height of the feature map is equal to 112 ((224 − 2 + 2 × 0)/ 2 + 1). Because the speed and memory consumption of the training process are dependent on the number of trainable parameters, we present the number of trainable parameters of each layer in Table 2 . The number of trainable parameters in each layer can be calculated as follows: (the number of trainable parameters = (input channel × filter height × filter width × number of filters + number of biases). For example, in the case of layer number 1 (Conv1_1) in Table 2 , the input channel, number of filters, filter height, filter width, and number of biases are 3, 64, 3, 3, and 64, respectively. Therefore, the number of trainable parameters is 1,792 (3 × 3 × 3 × 64 + 64). The number of trainable parameters of the fully connected layer can be calculated as follows: (the number of trainable parameters = input size × number of output nodes + number of biases for output nodes). For example, in the case of layer number 38 (Fc6) in Table 2 , the input size, number of output nodes, and number of biases are 7 × 7 × 512, 4096, and 4096 respectively. Therefore, the number of trainable parameters is 102,764,544 (7 × 7 × 512 × 4096 + 4096).
Finally, the total number of trainable parameters is 139,775,090, as shown in Table 2 . An example of the architecture of VGG Net-19 is presented for visualization, as shown in Figure 4 .
Because of the issues related to long-term dependencies, LSTM has been widely used in previous studies such as text recognition [40] , speech recognition [41] , action recognition [20] , [23] , [24] , person re-identification [21] , caption generator [22] , gait diagnosis [17] , and gait recognition [16] . In the case of long-term memory and temporal information-based challenges, LSTM-based methods overcome the problems of the vanishing and exploding gradient. Therefore, in this study, we adopted LSTM in order to extract temporal information from five sequential images (f (t), f (t − 1) . . . f (t − 4) of Figure 3 ) of walking person. In order to extract spatial features, we used shallow CNN stacking before LSTM. In order to increase the accuracy of human identification, we tested the shallow CNN with LSTM by configuring its structure (by adding and removing layers) and parameters (parameters of loss functions and optimizers) in various ways. The best version of our shallow CNN is similar to a short version of the VGG Net-16 architecture. The detailed description of the architecture of our proposed CNN-LSTM is presented in Table 3 .
As shown in Figure 6 , x(t), y(t), and c(t) represent current input, output, and cell values. Characters in italics represent functions, for example, f (.), i(.), and o(.) represent forget, input, and output gaits (usually sigmoid function), respectively. In addition, I (.) and O(.) represent input and output activation functions (usually tanh function), respectively. Two types of nodes with sum (+) and multiplication (×) signs respectively represent sum and multiplication operations of two inputs, for example, z(t) = sum(x(t), y(t-1)). In addition, we used a dashed line, red, and blue colors to represent recurrent information (previous output values of c(t) and y(t)), three gaits, and weighted connections, respectively for ease of visualization.
LSTM was introduced to mitigate the vanishing gradient problem and subsequent forget gate, and peephole connections were added to the original LSTM for further improvement. The peephole connections [42] are extra connections between the cell and gates, but they do not significantly increase the performance, and are often omitted from LSTM architecture for simplicity.
As shown in Table 3 , our CNN-LSTM is composed of six convolutional layers, two fully connect layers, and one LSTM layer. Owing to the sequential training process, there are four dimensions of feature map in this architecture. The size of the output feature maps and number of trainable parameters can be calculated in the same way that was previously explained. The number of trainable parameters of layer number 19 (LSTM) can be calculated as follows: (the number of trainable parameters = 4 × ((input size +1) × output size + output size × output size)) [43] . For example, the input size and output size are 1000 and 1000, respectively. Therefore, the number of trainable parameters is 8,004,000 (4 × ((1000 +1) × 1000 + 1000 × 1000)). An example of the architecture of our CNN-LSTM is presented for visualization purposes, as shown in Figure 5 .
3) SCORE FUSION AND FINAL CLASSIFICATION
As explained in Figure 3 and Tables 2 and 3 , we extracted 4096 features from VGG Net-19 and 1000 features from CNN-LSTM at layer number 43 and 19, respectively. The features are used to calculate the Euclidean distance between the features of enrolled and input images. These distances are normalized by min-max scaling, and we fused the two distances of VGG Net-19 and CNN-LSTM based on score-level fusions of min, max, weighted mean and weighted product. From that, the final one score (fused distance) was obtained, and one class whose distance is smallest is selected as a genuine match. The min, max values for min-max scaling, and optimal weights for weighted mean and weighted product are determined from training data.
IV. EXPERIMENTAL RESULTS
A. DESCRIPTION OF EXPERIMENTAL SETUP AND DATABASE
Our database includes both front-and back-view images of humans that have been collected in both dark and bright VOLUME 6, 2018 environments using a thermal camera. We collected our database in five different places and on different days using the same camera settings. In total, data of 61 men and 39 women were collected from participants aged from 19 to 60. The participants comprised persons who were recruited as well as volunteers from our laboratory and university. They were instructed to maintain natural movements and to ignore our camera.
Before obtaining the data, we gave the participants sufficient explanations (they would be participating in our study, it would be captured on camera, evaluated by an algorithm, and that their body shapes would be published in an international journal), and we received written consent from all of the participants. Our database includes both visible and thermal images, but visible images were used only for visualization purposes, while thermal images were used for identification. The persons in our database have different body sizes (heights and widths), and their widths and heights in images vary from 27 to 150 pixels and from 90 to 390 pixels, respectively. Figure 7 shows detailed information of the images in our database, and their descriptions are presented in Table 4 . We present the corresponding visible images along with the thermal images, as shown in Figure 7 . In our experiment, the performance of the algorithms for human identification was evaluated using the data of people captured in different environments, with varying types of clothes and/or accessories (e.g., mobile phones and handbags), and in different settings, as given in Table 6 . Table 5 shows the number of images in our database as well as the number after augmentation.
The augmented database was obtained by image translation in the eight directions by one pixel, and a range of For example, in the case of image number 2,828 in Table 5 , the augmented data is 545,804 (2,828 × 8 × 24 + 2,828). This data-augmentation method has been widely used in previous studies [44] , [45] , [38] to solve the over-fitting problem. Our database and trained CNN models [25] are available for ease of comparisons by other researchers. In Table 6 , we present the dimensions of the five corridors as well as our camera settings used to collect the datasets. Compared with the previous DBMHI-DB1 database [2] , our newly proposed DBMHI-DB2 database includes a larger amount of data obtained from more persons, and our database includes more difficult cases, such as the presence of larger segmentation errors of the human body caused by small differences between the body and the background.
We used the Ubuntu (ver.18.04) python-based Keras application programming interface (API) with tensorflow as the backend engine [46] for both training and testing of our algorithms.
We also used the python-based OpenCV library [47] to extract our feature images. As the computer hardware, we used a NVidia graphic card including 1920 compute unified device architecture (CUDA) cores and 8-GB of memory (NVidia GeForce GTX 1070) [48] , and a desktop computer with intel CPU (core i7-6700 CPU @ 3.40GHz (8 CPUs)), and RAM (32,768 MB).
B. TRAINING OF CNN AND CNN-LSTM MODEL
In this section, we present the training accuracies and losses of the nine methods obtained by using our database. We resized all of the images in our database to the size of 224 × 224 pixels. In this study, the stochastic gradient descent (SGD) [49] and adaptive moment estimation methods (ADAM) [50] were adopted to train the CNN and CNN-LSTM structures, respectively. In addition, the training epoch, learning rate, momentum, mini-batch, and loss functions are defined as 10, 0.0001, 0.9, 10, and ''categoricalcrossentropy,'' respectively. Each of the DBMHI-DB2 and CASIA gait dataset C were divided into two sub-datasets to conduct the two-fold cross-validation. Here, we present the training accuracies and losses of the two-fold crossvalidation of the nine methods according to the first five epochs in Figure 8 .
C. ACCURACIES OF HUMAN IDENTIFICATION AND VERIFICATION
In this section, we present the identification and verification accuracies obtained by nine architectures (CNN-LSTM, VOLUME 6, 2018 Figure 11 ). Our method was designed based on the results of these architectures and schemes.
With the exception of our CNN-LSTM, the eight architectures are well known by their good performance with respect to recent challenges. Thus, we tested them in our experiments to perform human identification using our database. The experimental results are comparable, and are shown in the receiver operating characteristics (ROC) curves of Figure 9 and the cumulative match characteristic (CMC) curves of Figure 10 with Table 7 . The EER is defined as the error rate when the false positive rate (FPR) is equal to the false negative rate (FNR) [51] . Here, FPR is the error rate of falsely accepting the imposter data as a genuine one, whereas FNR is the error rate of falsely rejecting the genuine data as an imposter one. FPR usually has a trade-off relationship with FNR. The true positive rate (TPR) is calculated as 100 − FNR (%). AUC refers to the area under the curve, and a larger AUC has a higher accuracy. In addition, in order to evaluate the accuracy of human identification (1- to-N matching) , we compared CMC curves, as shown in Figure 10 .
The identification accuracy refers to TPR, and rank N indicates that the input data are accepted as genuine data in the case where its matching (similarity) score belongs to the highest N rank. For example, rank 4 means that the input data are accepted as genuine in the case where the matching (similarity) score belongs to the highest 4th rank among the matching scores of all the classes. As explained in Table 5 , because the number of classes for testing is 50, in our comparisons, the total rank is 50. All of the ROC and VOLUME 6, 2018 CMC curves and the EER values are shown by the average ones obtained from two-fold cross-validations.
As shown in Figures 9 and 10 and Table 7 , we can see that VGG Net-19 shows higher results than other architectures when using our database. Therefore, in our study, we adopted the VGG Net-19 architecture for further experiments.
In addition, we tested and compared our feature with others (five schemes of Figure 11 ) using the VGG Net-19 architecture, as shown in Figures 11-13 and Table 8 . As shown in Figure 11 , the feature in scheme 1 has information of only the upper region of the human body, whereas the feature in scheme 2 has information of only the lower region of the human body.
The feature in scheme 3 has information related to the combined image of the upper and lower regions of the human body. Scheme 4 obtains three output scores from schemes 1-3, and combines them using the weighted-sum rule. The feature in scheme 5 has information about the whole human body. The results of the various schemes are comparable to ours, as shown in Figures 12 and 13 , as well as Table 8 , and our proposed method outperforms the other methods. To increase the accuracies of identification and verification, we designed our CNN-LSTM architecture, and combined the scores obtained by CNN-LSTM and VGG Net-19 using score fusion methods, as shown in Figure 3 . Figures 14 and 15 along with Table 9 show the comparative accuracies obtained with only VGG Net-19, only CNN-LSTM, and the score fusion of VGG Net-19 and CNN-LSTM based on min, max, weighted mean, and weighted product rules. As shown in Figure 15 , we can see that the accuracies obtained using single CNN-LSTM and VGG Net-19-based methods are increased by score fusion-based methods, and the weighted mean-based method shows the highest accuracy.
D. COMPARISONS OF ACCURACIES OBTAINED USING OUR METHOD AND PREVIOUS METHODS
In this section, we present experimental comparisons of the accuracies of human identification and verification obtained using our method and previous methods. We also compare the methods by conducting the score fusion method. We selected three previous methods, namely the chrono-gait image (CGI) by Wang et al. [52] , gait energy image (GEI) by Ali et al. [53] , and contour-width-based method by Kale [54] . We present examples of features extracted by these three methods in Figure 16 . The features are prone to noise in the case where people carry bags, backpacks, and other items. We can see that feature images of Figures 16(f) and (g) have serious noise owing to the backpack, and the noise in the images of Figures 16(j) and (k) is caused by a bag. In addition, the images of Figures 16(h) and (l) have wide horizontal dark lines in the middle part of image, which are caused by the backpack and the bag.
We compare the previous methods to ours in three ways. First, we used their method, including their feature-extraction and classification techniques. Second, we used their feature extraction with VGG Net-19 classifier, and third, we used their feature extraction with VGG Net-19 and CNN-LSTM followed by score fusion. The GEI, CGI, and contour-widthbased methods were conducted using radon transform (RT) with principal component analysis (PCA), linear discriminant analysis (LDA) with PCA, and spatio-temporal smoothing with dynamic time warping (DTW), respectively. The methods are compared based on their accuracies of identification and verification in Figures 17 and 18 , and Table 10 . As shown in the figures and table, our method outperforms the previous methods with respect to the accuracies of human identification and verification.
E. COMPARISONS WITH OPEN DATABASE
In this section, we compare the accuracies obtained by our proposed method and the previous methods using CASIA gait dataset C [55] , [56] . CASIA gait dataset C includes four types of dataset, namely slow, normal, fast walking, and normal walking with a bag. The videos were captured FIGURE 13. CMC curves of human identification accuracies obtained by our feature using VGG Net-19 and the five schemes. at night using a thermal camera, and the datasets include only side view images, as shown in Figure 19 . As shown in Section 4.4, we compare our proposed method and the previous methods in three ways on CASIA gait dataset C. As shown in Figures 20 and 21 , and Table 11 , our method outperforms the previous methods in terms of the accuracies of human identification and verification. We also compared our proposed method with other previous methods using CASIA gait dataset C based on the correct classification rate (CCR).
The CCRs presented in Table 12 are based on rank 1; alternatively, rank 1 and CCR represent TPR of the identification accuracy in CMC curves. As shown in Table 12 , our method outperforms previous methods in terms of CCR.
F. DISCUSSION Figure 22 shows the error cases by our method. As shown in Figures 22 (a) -(c) , incorrect binarized images (the 2 nd row images) of human body were obtained in case that the halo effect below the leg occurred or the temperature of background was similar to the human body. These incorrect binarized region caused the inaccurate cropped image (the 3 rd row images) of D(t) of Figure 2 , and consequent Av(t) and f (t) of Figure 2 were incorrect, which caused the error of human recognition. In addition, these incorrect binarized images of human body caused the calculation of wrong grav- 
TABLE 11.
Comparison of AUC and EER using our method and previous methods with and without VGG Net-19 and CNN-LSTM on CASIA gait dataset C (unit: %).
TABLE 12.
Comparison of CCR (based on rank 1) obtained using our method and previous methods (unit: %).
ity center (red point in the 2 nd row images). In our method, the images in a sequence (D'(t) . . . D (t − 9) of Figure 2 ) are fit to each other based on their gravity center points. Therefore, the wrong gravity center caused by incorrect binarized images of human body produces the incorrect fitted image of D'(t) . . . D'(t-9) of Figure 2 , and consequent f (t) is not also accurate, which increases the recognition error. Human body segmentation is not main topic in our research, and these errors can be solved by using more sophisticate method for human body segmentation in future.
For gait-based human identification, the accurate detection of human body region is prerequisite. However, in the case of using a visible light camera, the performance of body detection is much affected by shadow, illumination variation, VOLUME 6, 2018 human body by visible light camera. In particular, humans are not discerned to a visible light camera in dark environments.
As an alternative, a near-infrared (NIR)-camera is considered. However, the NIR-camera-based methods require the additional NIR illuminator which should illuminate a wide area over a distance and its power should be adjusted according to the distance between people and camera, which is difficult task. To overcome these problems, thermal-camerabased approaches have been studied in this research.
We performed the additional comparisons by our method with those by using score fusion with color RGB (visible light) and thermal images. As shown in Figures 26, 27 and Moreover, we performed the comparisons by our method with those by using contextual (orthogonal) information. For that, we used the transformed features by principal component analysis (PCA) which has been widely used for obtaining orthogonal information [58] - [60] . In detail, we used the transformed features by PCA for measuring Euclidean distance instead of original features of 4096 × 1 and 1000 × 1 in Figure 3 . As shown in Figure 24 , 25 and Table 13 , our method without orthogonal information shows higher accuracies of human recognition.
In addition, we also performed the comparisons by our method with those by using feature aggregation based on [61] . As shown in Figures 24, 25 and Table 13 , our method without feature aggregation shows higher accuracies of human recognition. In most previous researches, LSTM without CNN has not been used. That is because without CNN, original image should be used as input to LSTM, which makes the training of LSTM difficult and the consequent accuracy degrades. Therefore, the CNN-LSTM based approach is used recently, and our method also use this CNN-LSTM based approach as VOLUME 6, 2018 shown in Figure 3 . However, as shown in Figure 3 , we use additional information by CNN and fuse these two information by CNN-LSTM and CNN for human identification. We also compared the accuracies by our method fusing CNN and CNN-LSTM of Figure 3 with those only by CNN or only by CNN-LSTM as shown in Tables 9-11 and Figures 14, 15 , 17, 18, 20, 21. As shown in these tables and figures, our method, the method only by CNN (VGG Net-19), and only by CNN-LSTM show the highest, the 2nd highest, and the 3rd highest accuracies, respectively. From these results, we can confirm that more effective information can be extracted for human identification by using an additional CNN for spatial information in addition to CNN-LSTM for temporal importation.
In addition, we measured the processing time as shown in Table 15 . The experimental environments are explained at the end of Section IV.A. As shown in Table 15 , total processing time per image was about 31.9 ms and we can confirm that our system can be operated at the speed of about 31.35 frames per second. In addition, we presented training time as shown in Table 15 . As shown in this table, the total time for training was about 45 hours. 
V. CONCLUSIONS
In this study, we presented hierarchical procedure of human detection, feature extraction and human identification. The proposed gait-based human identification considers the following components. Feature extraction using front-and backview images, feature extraction using indoor thermal images, training and feature extraction using CNN-LSTM, training and feature extraction using VGG Net-19, and classification using score fusion. In addition to the experiments with the self-collected database of DBMHI-DB2 of front-and backview images, we have conducted experiments using CASIA gait dataset C, which includes side-view image datasets of walking people such as slow, normal, fast walking, and walking with backpack. We conducted comparisons using different deep CNN architectures that are well known by their good performances. We also conducted comparisons based on the experiments, and verified that our proposed method outperforms the previous methods. In addition, our proposed database, trained CNN-LSTM, and VGG Net-19 models [25] are available for public use.
In future study, we aim to make our CNN-LSTM available to automatically extract the motion feature itself in order to avoid the use of hand-craft feature extraction used in this study. In this case, our future model would be able to learn and extract proper motion feature itself. In addition, we would apply our method to extremely low-resolution images that are captured from very far distances, and consider the bag-ofvisual-words (BoVW) and probabilistic topic model (PTM) with CNN for gait-based human identification.
