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INTRODUCTION 
One of the main factors limiting the quality of industrial NDE radiographie images 
and infrared images is unsharpness [1, 2, 3, 4J. Unsharpness degrades the quality of 
images. It blurs edges and details of images. Unsharpness is caused by various factors 
sueli as the diffuse radiation, the finite Slze of the radiation source, die scattering in 
the specimen, the scattering in the film emulsion, and the observation system transfer 
funcuon. Unsharpness can be mathematically represented as a result of a convolution and 
its effect can be reduced by a deconvolution algorithm. Many deconvolution algorithms 
have been developed to enhance images. The least-squares (Wiener) filter is an optimal 
statistieal filter in an average sense and it can be applied to deconvolve an image [5]. 
The constrained least-squares filter is designed to satisfy a certain constraint so that it 
is optimum to deconvolve each given image [5]. The maximum entropy deconvolution 
method has been demonstrated tliat it is a superior technigue for image restoration [6, 7]. 
However, the constrained least-squares filter and the maXImum entropy method require a 
lot of computational time. In practice, the least-squares (Wiener) filter is often usea. 
In this work, a simple and fast image deconvolution method was developed to restore 
industrial NDE images. In this method, the Wiener filter is applied to restore images 
and the two-dimenslOnal fast Fourier trans form (FFT) required by the Wiener filter is 
replaced by the two-dimensional fast Hartley transform (FHT). The FHT maps areal 
image onto areal Hartley frequency function and uses only a single arithmetic operation. 
It is distinctly faster than the FFT and uses only half the computer resources of fhe FFT. 
Many properties of the FHT and the FFf are similar. The FHT is specially useful for fast 
image convolution and deconvolution. U sing the FHT in the Wiener filter design, a fast 
and effective image deconvolution method can be obtained. We have been developing the 
real time image digitizing and processing systems for practieal applications, and tbe FHT 
is very valua5le for the systems because die FHT requires a sma1ler memory size than 
the FFf and the cost of a high speed memory is expensive. 
IMAGE DISTORTION MODEL AND THE WIENER FILTER 
Let an ensemble of two-dimensional views of specimen be characterized by a 
discrete finite random field X = {X(i,j)jO::; i ::; NI -1,0::; j ::; N2 -1}. Then 
a view of a specific specimen is a reallZation of this field and each element of this 
realization is a pixel of an image x = {x(i,j)j 0 ::; i ::; NI - 1,0 ::; j ::; N2 - 1}. 
The numerical value of x(i,j) represents the bnghtness of the image and (i,j) represents 
the pixel location. Because of nonperfect observation environments and nonperfect 
observation instruments, observed images are distorted. If unsharpness is descnbed by a 
two-dimensional discrete convolution and system noise is described by an additive random 
noise field n = {n( i, j)j 0 ::; i ::; NI - 1,0 ::; j ::; N2 - 1}, the general degradation model 
of an observed Image can be represented by 
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N,-l N2 -1 
y(i,j) = L L x(m,n) h(i - m,j - n) + n(i,j) (1) 
m=O n=O 
where h(i,j) is a point spread function (PSF). 
Many deconvolution algorithms have been developed to estimate x(i,j) if y(i,j), h(i,j), 
and statistics of n(ij) are glven [1, 2, 4]. Treating X(l,j) and x(ij) are random variables, 
Wiener filter estimates x(ij) by minimizing the quantity E{[x(i,j) - x(i,j)j2}. The 
Fourier transform of the relation given by equation (1) is 
Y(u,v) = X(u,v) H(u,v) + N(u,v) (2) 
where Y(u,v), X(u,v), H(u,v), and N(u,v) are Fourier transforms of y(i,j), x(i,j), h(i,j), and 
n(i,j), respectively. Values of u and v are in the range 0, 1, ... , N-l. For a noise free 
image wnere n(iJ)=O, the restored image may be simply obtained by using 
x(i,j) = F-1 [Y(u,v) j H(u,v)] (3) 
where F-1denote the inverse Fourier transform. In this aI'proach, there is a computational 
problem if H(u,v) is zero or very small in any region of interest in the uv-plane. For 
a noisy image, this simple approach has a another serious problem. Dividing Eq. (1) 
by H(u,v) Ylelds 
X(u,v) = X(u,v) + N(u,v) j H(u,v) . (4) 
If H(u,v) drops off rapidly as a function of distance from the origin of the uv-plane and 
N(u,v) falls off at a mudi slower rate, the term N(u,v)/H(u,v) would dominate the result 
X( u, v). This situation often occurs in practice. Many algorithms have been developed 
to estimate x(ij) if y(i,j), h(i,j), and staustics of n(i,j) are given [5, 6, 7]. Treating x(i,j) 
and x(i,j) as random variables and minimizing the quantity E{[x(i,j) - x(i,j)j2}}, the 
Wiener filter optimally estimates x(ij) in an average sense by 
X(u,v)= 1 2 IH (u,v)1 2 G(u,v) (5) 
H(u,v) IH(u,v)1 +,Sn(U,V)jSx(u,v) 
where IH(u,v)1 2 = H*(u,v)H(u,v). Sn(u,v) and St(u,v) are power spectral density 
functions of n(i,j) and x(i,j), respectively. The Wiener filter is also called the least-squares 
filter. A constrained least-squares filter is constructed by selecting the optimum,. In 
practice, Sn( U, v) and S J( U, v) are often unknown and an approximation of Eq. (5) is 
commonly used. It is given by 
X ~ 1 IH(u,v)1 2 G u 
(u,v) ~ H(u,v) IH(u,v)12 +J( (,v) (6) 
where J( is a constant varying with signal-to-noise values. 
THE DISCRETE HARTLEY TRANSFORM 
The Hartley transform was Qroposed by R. V. L Hartley in 1942 [8]. Its discrete form, 
the discrete Hartley transform (DHT) [9], resembles the dlscrete Fourier trans form (DFT) 
and its simple algorithm is attractive in many computational aspects. The DHT maps a 
real function of time x(t) to areal function of frequency X H( J) while the DFT maps areal 
function of time x(t) to a complex function of frequency X(f). The DHT can accomplish 
the same results obtained from the DFT and requires only real arithmetic operations rather 
than complex arithmetic operations. The discreted Hartley transform pair lS defined by 
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1 N-l 
XlI(f) = N Lx(t) cas(27rftjN) 
t=o 
N-l 
x (t) = L XlI (f)cas (27rftjN) 
/=0 
(7) 
(8) 
where cas(27rjt/N) = cos(27rjt/N) + sin(27rft/N), x(t) is areal function and t is 
an integer number ranging}rom Ö to N-l. The mverse ORT is identical with the direct 
ORT except the factor IIN and the program code of the ORT can be used to compute 
the inverse ORT. 
In many applications, the Off can be replaced by the ORT. Rowever, the Off can 
be obtained from ORT by [7] 
(9) 
where 
(10) 
and 
(11) 
Conversely, the OHT may be obtained from the Off using above relations. The power 
spectrum of x(t) can be calculated from the ORT by 
(12) 
For a two-dimensional image x = {x( i, j); 0 :::; i :::; NI - 1,0 :::; j :::; N2 - I}, the 
two-dimensional ORT pair is given by 
NI-I N2-2 
XH (u, v) = ~ L L x (i,j) cas (27ru/N) cas (27rv/N) (13) N . . 
1=0 )=0 
N1-I N 2 -2 
x(i,j) = L L XH(u,v)cas(27rui/N)cas(27rvj/N) (14) 
u=o v=o 
The Eq. (13) and Eq. (14) indicate that the two-dimensional transform can be ca1culated 
from die line transform following the column transform. 
THE FAST RARTLEY TRANSFORM 
The fast Rartley transform (FRT) was introduced by R. N. Bracewell in 1984 [10]. 
Because the FRT operates in the real value domain, it permits faster computing than the 
FFf and uses only half the computer resources. The computational time of the DHT for 
N sampies is proportional to N2 which is analogous to the computation time of the Off. 
Let N = 2P where p is a integer, Bracewell has shown that the computational time of the 
ORT can be reduced to the order of Nlo9.2Nor NP by- using the fast Rartley trans form 
algorithm. The methodology of the FRT described by Bracewell is similar to the Cooley 
and Tukey algorithm for the FFf [10, 11]. The idea behind the Cooley and Tukey method 
is to bisect the data until data pairs are reached, compute the transform of the pairs, and 
recombine the transforms to 05tain the transform for the complete data set. 
A permutation process which is the same with the FFf is used to bisect data to get 
data l?airs [10,11]. Once data pairs are obtained, the Hartley transform of a data paIr 
{a, b} is very simple and it is given by 
1 
DHT oj {a,b} = 2{a+b, a-b} (15) 
To superimpose all the two-element transforms, Bracewell introduced a decomposition 
formula which is similar to the "butterfly" method in the FFT. The decomposltion 
equation is given by [10] 
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XH (f) = XH1 (f) + XH2 (f) COS (27fJ INs) 
+XH2 (Ns - J) sin (27f J INs) (16) 
where N s is the number of sampies in the half-Iength sequence, and N s = N/2 for a data 
set of N sampies, and N s = N!4 for a data set of N/2 sam pies, ... , N s = 2 for a data 
pair. After the DHT of all data pairs are ca1culated, Eq. (16) is used to get the complete 
FHT of N sampies. There are two real multil?lications in Eq. (16) while there are four 
real multiplicatlOns for a complex multiplicauon in the decomposition equation of the 
FFT because of one complex multiplication (a+jb)(c+jd) requiring four real multiplication. 
Therefore, the FHT is faster than ihe FFT. In addItion, since the FHT requires only real 
numbers and the FFT requires complex numbers, the computation memory requirement of 
the FHT is the half of that required by the FFT. Also, wnen number of sampIes increase, 
the memory access time of the FHT IS significantly less than that of the FFT. 
CONVOLUTION AND DECONVOLUTION USING THE FHT 
Most image enhancement and restoration algorithms require convolution and 
deconvolution. By using the FHT, the convolution and deconvolution can be efficiently 
accomplished. If y(t) is the convolution of x(t) with a PSF h(t) 
N-l 
y(t)=x(t)*h(t)= LX(T)h(t-T) (17) 
r=O 
then, the DHT of y(t) is given by 
YH (f) = XH (f) HHeven (f) + XJI (f) HHodd (f) (18) 
where XH( f) is the DHT of x(t), HHeven and Hpodd are even part and odd part of 
the DHT ot I1(t), respectively. However, in most Image processing applications, PSFs 
(convolution functions) are even and Eq. (18) can be simplified as 
(19) 
for even PSFs. Eq. (19) indicates that the DHT of the convolution equals to the product 
of the DHTs of convolving functions. The convolution result y(t) is glven by the inverse 
Hartley transform of YH(t). The Hartley transform of the general degradation model of 
an observed image given by Eq. (1) is 
YH (u,v) = XH (u,v) HH (u,v) + NJI (u,v) (20) 
where YH(t), XH(t), HH(t), and NH(t) are two dimensional FHTs ofthe observed image, 
the image to be reconstructed, a symmetrical PSF, and random noise, respectively. 
Since the form of the Eq. (20) is identical to Eq. (2), a similar derivation from Eq. 
(2) to Eq. (6) can be done with the Hartley transform and the Fourier transform used in 
image convolution and deconvolution can be replaced by the Hartley transform if PSF 
are symmetrical functions. In this work, an image deconvolution equation is obtained by 
using the Hartley transform in the Wiener filter equation which is glVen by Eq. (6). 
COMPUTATIONAL EXAMPLES 
A FORTRAN program for the fast Hartley transform is developed on the SUN 3/60 
computer which has tlie MC68881 floating-point processor. The r-ORTRAN codes of 
FHT were developed and tested for both one ilimensional and two dimensional FHTs. In 
this section, computational results for one-dimensional FHT and FFT will be given. An 
example of using the FHT for convolving samples with a PSF will be shown. Then the 
wiener filter using the FHT is applied to reconstruct sampies from the convolved noisy 
data. Finally, an example for reconstructing industrial infra-red NDE images is shown. 
Fig. I(a) and (b) show rectangular pulses consisting of 128 and 512 sampies, 
respectively. The FFT and FHT of the pulse are shown in Fig. 2(a) and (b), respectively. 
The relation between the FFT and the FHT which is given by Eq. (9), (10), and (11) 
can be verified by comparing these two plots. 
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Fig. 1 (a) A rectangular pulse with 128 sampIes 
(b) A rectangular pulse with 512 sampIes 
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Fig. 2 (a) The FFT of the pulse shown in Fig. 1 (a), 
(b) The FHT of the pulse shown in Fig. 1 (a). 
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Eq. (19) indicates that a convolution of two functions can be found by the product of 
the FHTs of two functions. Let the FHT of the pulse in Fig. l(b) multiply itseff and take 
t~e invers~ F~T of the product, the c~nvolution 9f the pulse witp itself is obtained anc~ is 
dlsplayed m Flg. 3(a). The reslilt of thlS convolutIon can be readily venfied by convolvmg 
two identical rectangular pulses in the time domain. The wiener filter using the FHT was 
applied to the triangular pulse shown in Fig. 3(a) and the deconvolution result is given 
in rig. 3(b). Since there is no noise in the convolved data, the deconvolution result is 
alm ost identical to the data to be reconstructed. Because of the spectral leakage problem, 
large errors appear at two ends of the reconstructed data. 
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Fig. 3 (a) The convolution of the rectangular pulses, 
(b) The deconvolution of the triangle pulse . 
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Fig. 4 (a) The noisy triangular pulse, 
(b) The reconstructed rectangular pulse. 
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Fig. 4(a) shows a noisy triangular pulse which is obtained by adding white noise to 
the triangular pulse. The ratio of the pulse peak: to the rms value of the noise is 20.0 
which is about 13 dB. The Wiener filter using the FHT was tested to deconvolve noisy 
data. The deconvolved data is plotted in Fig. 4(b). Note that the rectangular pulse shape 
is weH reconstructed but the error due to noise is still high. There is a trade-off between 
the reconstructed shape and the noise smoothness. One can carefuHy adjust the constant 
K in the Wiener filter and find a satisfactory result. There tend to Oe smoothing data if 
the value of K is high, and vice versa. 
Two dimensional FHT and Wiener filter has been applied to enhance industrial NDE 
X-ray and infra-rad images. Fig. 5(a) shows a digitized industrial IR image which was 
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digitized from a video tape by using a high speed image digitizer and processor which 
can digitize video signal provided from TV, video tape, ana TV camera and process 
image In real time. This high speed image processing system will be introduced in our 
another paper [13]. The video tape used was provided by Mcdonnell Douglas Aircraft 
Company. The field of the digitized image is 256*256*6. There are some flaws in the 
image which is barely seen. A sub-image was formed by cutting a window from the 
image and the dynamic range of the sub-image was expanded to 8 bits. The flaws are 
better defined in the expanded sub-image than those in the original one. The expanded 
sub-image was further processed by the Wiener filter using the FHT. The reconstructed 
image is displayed in Fig. 6 (a). Note the flaws are better defined in the reconstructed 
image. There is smoothing in the image because the constant K was not carefully chosen. 
The sizes of the flaws are tmportant and they can be studied by finding the edges of flaws. 
The reconstructed image provides a much better edge detection picture than the original 
one. The edge detection using the modified masking function [ 12] is shown in Fig. 6(b). 
The computational time of two-dimensional FHT has been compared with the two-
dimensional FFT on a SUN 3/60 computer with 68881 FPU. It took 9 seconds to calculate 
a two-dimensional FHT for a 128*128 image while it took about 30 seconds to calculate 
the FFT. It took 180 seconds for the two-dimensional FHT of a 512*512 image while 
it took about 500 seconds for the FFT. The results agree with that obtained by R. N. 
Bracewell [10]. 
a b 
Fig. 5 (a) A digitized NDE IR image, 
(b) A sub-image of the image in Fig. 5(a). 
a b 
Fig. 6 (a) A reconstructed image of Fig. 5(b), 
(b) A edge detected image of Fig. 6(b). 
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CONCLUSIONS 
Alrocedure using Wiener filter and the Hartley transform has been developed and 
applie to deconvolve data and to reconstruct images. The fast Hartley transform is 
faster than the FFf and uses only the half memory size. The FFf can be obtained 
through the fast Hartley transform. The Hartley transform can replace the FFf in many 
signal processing algonthms, especially, the Hartley transform is vary useful for image 
convolution and image deconvolution where the convolution equation is used. For a 
high speed and high performance image ])rocessing system, the Hartley transform is very 
valuable because tbe rHT uses only half memory size of FFf and a high speed memory 
unnit is expensive. Given a certam computer· system, an advanced and complicated 
algorithm involving the FFf, which could not be used due to the limit of the memory 
size, now may be used if the FHT is applied. 
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