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Re´sume´
Nous e´tudions les se´ries ale´atoires de´finies sur RD par
F (t) =
∞∑
n=1
n−α/DG(n1/D(t−Xn)) ,
ou` α > 0, G est une «bosse e´le´mentaire» et (Xn)n>1 une suite de variables ale´atoires
inde´pendantes et de meˆme loi. Nous commenc¸ons par discuter l’existence de se´ries
plus ge´ne´rales, appele´es fonctions de bosses, en soulignant le roˆle de chacun des
parame`tres. C’est dans ce cadre que sont e´tablies des conditions suffisantes d’inte´-
grabilite´, d’existence et de continuite´.
Nous poursuivons l’e´tude de la re´gularite´ presque suˆre des trajectoires du mode`le
standard et de´terminons en particulier un exposant de Ho¨lder uniforme. Nous nous
inte´ressons alors naturellement aux dimensions fractales de son graphe ΓF . Pour cela,
nous de´veloppons des outils d’analyse ge´ne´raux permettant de traiter les fonctions
uniforme´ment ho¨lde´riennes. Nous e´nonc¸ons des re´sultats concernant l’estimation des
dimensions de boˆıte et de re´gularisation, et, plus ge´ne´ralement, d’une large classe
d’indices dimensionnels, certains lie´s a` l’analyse multifractale. Nous calculons ensuite
la dimension de Hausdorff de ΓF .
La seconde partie de notre the`se est consacre´e a` l’application des fonctions de
bosses a` la mode´lisation de profils rugueux. On met en e´vidence de nouvelles pro-
prie´te´s the´oriques, notamment a` l’aide des fonctions de structure. Celles-ci donnent
naissance a` des diagrammes logarithmiques, les courbes de structure, qui permettent
d’analyser un signal en tenant compte des contraintes expe´rimentales. Elles sont uti-
lise´es pour l’identification d’une fonction de bosses et l’estimation de ses parame`tres.
Nous proposons pour cela de nombreuses me´thodes en construisant des estimateurs
adapte´s.
Il est alors possible de mode´liser un signal donne´ par une fonction de bosses. Les
courbes de structure servent encore a` l’e´laboration de crite`res de conformite´. Des
exemples de donne´es the´oriques et expe´rimentales illustrent notre propos.
Mots-cle´s : se´ries ale´atoires, fonctions de bosses, exposant de Ho¨lder, indices
dimensionnels, dimension de boˆıte, dimension de re´gularisation, dimension de Haus-
dorff, fonctions de structure, courbes de structure, estimations, identification, mo-
de´lisation, surfaces rugueuses.
iii

Abstract
We study random series defined on RD as
F (t) =
∞∑
n=1
n−α/DG(n1/D(t−Xn)) ,
with α > 0, G an elementary bump or pulse and (Xn)n>1 a sequence of independent
random variables. First we discuss existence of more general series, named sums of
pulses, emphasizing the meaning of each parameter. Sufficient conditions of exis-
tence, continuity and integrability are stated here.
We proceed with the study of path regularity and we determine a uniform Ho¨lder
exponent for F . We are naturally interested in fractal dimensions of the graph ΓF .
To this end we develop some general analysis tools suitable for Ho¨lder continuous
functions. We obtain results allowing us to estimate box-dimension, regularization
dimension, and a large class of dimensional indices. Some of them are linked to
multifractal analysis. We also calculate Hausdorff dimension of ΓF .
We devote the second part of our work to applications of sums of pulses, espe-
cially to model rough surfaces. We show off new theoretic properties using structure
functions. They give log-log plots that also take experimental constraints into consi-
deration. They are used to identify a sum of pulses and estimate his parameters. We
propose many methods building suitable estimators.
Then it is possible to model any given signal using sums of pulses. Structure
curves are used again as adequation criterion. We give several examples of theoretic
and experimental data.
Key-words : random series, sums of pulses, Ho¨lder exponent, dimensional in-
dices, box-dimension, regularization dimension, Hausdorff dimension, structure func-
tions, structure curves, estimation, identification, models, rough surfaces.
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Introduction
Depuis plus d’un sie`cle, physiciens et mathe´maticiens ont propose´ et e´tudie´
quantite´ de fonctions aux proprie´te´s varie´es, sense´es rendre compte de tels ou tels
phe´nome`nes, aussi bien expe´rimentaux que the´oriques.
En 1827, le botaniste anglais R. Brown observa le mouvement, qualifie´ depuis
de brownien, de particules de pollen en suspension dans un liquide. A cause des
chocs incessants entre ces particules et les mole´cules du liquide, ce mouvement e´tait
en apparence tre`s irre´gulier et totalement impre´visible. En 1905, A. Einstein e´tudia
ses proprie´te´s physiques en sugge´rant qu’il e´tait ale´atoire, continu, avec des accrois-
sements inde´pendants et de loi normale. Paralle`lement, L. Bachelier s’inte´ressait a`
ses aspects mathe´matiques et proposait des applications en analyse financie`re. Il
faudra encore attendre 20 ans pour que N. Wiener de´finisse le mouvement brownien
dans un cadre mathe´matique cohe´rent, mais il e´tait de´ja` d’un inte´reˆt the´orique et
pratique inde´niable.
En re´ponse a` une interrogation mathe´matique, K. Weierstrass exhiba en 1875 une
fonction continue mais nulle part de´rivable (voir [40, 16]). De 1903 avec T. Takagi,
a` 1966 avec K. Kiesswetter, de nombreux autres exemples allaient eˆtre propose´s.
Ces fonctions, plus ou moins simples a` construire, se ressemblent en ce sens qu’elles
s’e´crivent comme des se´ries, continues mais non de´rivables.
Qu’ils soient ale´atoires ou de´terministes, tous ces mode`les ont en commun le
comportement hautement irre´gulier de leurs accroissements. Il confe`re a` leur graphe
une ge´ome´trie particulie`re qui conduit aujourd’hui a` les re´pertorier dans la famille
des objets «fractals». La notion de fractalite´ a e´te´ e´labore´e et utilise´e depuis 1980
pour e´tudier bon nombre de phe´nome`nes naturels. Ainsi, 200 ans apre`s l’exemple
de Brown, les fonctions irre´gulie`res se´duisent toujours les scientifiques, leur offrant
des mode`les bien adapte´s a` la repre´sentation de signaux comme l’e´volution du prix
d’un actif boursier ou la surface rugueuse d’un mate´riau plastique.
Un signal irre´gulier est difficile a` analyser et a` reproduire fide`lement. On cherche
a` en extraire des informations claires qui permettent de le de´crire, d’e´tablir des
comparaisons avec d’autres, voire de mettre en e´vidence certaines lois physiques.
Il existe des me´thodes qui transforment le signal pour en reconstituer un autre
posse´dant les meˆmes caracte´ristiques, comme la transformation de Fourier ou en
ondelettes. Mais elles ne fournissent pas de parame`tre qui puisse caracte´riser le
signal d’origine.
Les parame`tres caracte´ristiques doivent correspondre a` un mode`le, c’est-a`-dire
un signal the´orique cense´ s’adapter au signal expe´rimental et dont les proprie´te´s
sont connues a` l’avance. Il n’est cependant pas facile de relier un objet purement
mathe´matique a` un signal quelconque. Un bon mode`le doit rester assez simple a`
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mettre en oeuvre tant sur le plan the´orique qu’au niveau des simulations concre`tes.
Il doit en meˆme temps pre´senter les meˆmes caracte´ristiques que le signal d’origine,
a` commencer, a` premie`re vue, par lui ressembler. Sans eˆtre re´ellement identiques,
on peut admettre que deux profils extraits d’une meˆme surface ont des proprie´te´s
statistiques semblables et sont repre´sente´s par le meˆme mode`le. Ces conside´rations
pratiques font pre´fe´rer des mode`les ale´atoires.
Il y a deux manie`res de de´finir une fonction ale´atoire. La premie`re consiste en
une de´finition implicite a` l’aide d’un certain nombre de conditions qui doivent eˆtre
satisfaites. C’est ainsi qu’est naturellement construit le mouvement brownien. Cette
me´thode permet de prescrire des proprie´te´s, comme la continuite´, que le mode`le doit
absolument posse´der. La difficulte´ est toutefois de de´montrer qu’une telle fonction
existe, et re´side donc dans le choix des conditions initiales. Une fois cette question
re´gle´e, on dispose en ge´ne´ral de renseignements pre´cis, comme la loi des accroisse-
ments, leur inde´pendance, qui permettent de bien connaˆıtre le signal. Un dernier
proble`me, d’ordre pratique, est de simuler la fonction a` partir de proprie´te´s abs-
traites. Aujourd’hui encore, de nouvelles me´thodes pour produire concre`tement un
mouvement brownien sont e´tudie´es.
La seconde fac¸on de proce´der est de de´crire la fonction au moyen d’une formule
mathe´matique claire. Nous l’avons dit, les se´ries sont particulie`rement approprie´es.
Il revient au meˆme de disposer d’une re`gle de construction effective. Les syste`mes de
fonctions ite´re´s (IFS) permettent par exemple de construire des graphes de fonctions
continues de fac¸on simple. Toutefois, les mode`les obtenus de cette fac¸on he´ritent de
proprie´te´s inhe´rentes a` l’algorithme de construction, comme l’auto-affinite´. De nom-
breuses fonctions rele`vent des deux types pre´ce´dents. La fonction de Kiesswetter est
originellement de´finie par une se´rie dont le terme ge´ne´ral est relativement complexe
(voir [13]) mais sa construction via un IFS est tre`s simple.
C’est e´galement le cas de la fonction de Takagi-Knopp. Elle est au de´part cons-
truite de la fac¸on suivante (voir [22, 35]). On conside`re le signal de base Φ, pe´riodique,
donne´ sur [0, 1] par
Φ(t) =
{
2 t si 0 6 t 6 1/2
2− 2 t si 1/2 6 t 6 1
et on de´finit la fonction
K(t) =
∞∑
n=0
2−nαΦ(2nt) , (α ∈ ]0, 1[) . (1)
On obtient une se´rie normalement convergente, continue, mais nulle part de´rivable.
Plus pre´cise´ment, on peut de´montrer (voir [38]) que ses accroissements ve´rifient en
tout point t ∈ [0, 1] :
sup{|K(x)−K(y)| : x, y ∈ [t− h, t+ h]} ' hα . (2)
Typiquement, le graphe de K est fractal (voir Fig. 1) et l’estimation pre´ce´dente
entraˆıne que sa dimension de boˆıte vaut 2− α.
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Fig. 1. Fonction de Takagi-Knopp de parame`tre α = 0.75.
D’un point de vue the´orique, on comprend donc bien cette fonction, somme toute
assez simple. Mais expe´rimentalement, il est impossible de la retenir comme un bon
mode`le. Son graphe, malgre´ ses irre´gularite´s, pre´sente une structure tre`s ordonne´e,
totalement diffe´rente de celles qu’on peut observer dans la nature.
Cette structure ge´ome´trique sous-jacente peut eˆtre mise en e´vidence a` l’aide
des autres me´thodes de construction de K. Par exemple, K satisfait a` l’e´quation
fonctionnelle
K(t) = Φ(t) + 2−αK(2t) ,
de sorte que son graphe est invariant par un syste`me de transformations affines et
peut eˆtre obtenu par un IFS.
Elle est e´galement lie´e au proce´de´ appele´Midpoint Displacement Algorithm (voir
[30]) permettant de construire ite´rativement une fonction X : [0, 1] → R. Une fois
pose´ X(0) = X(1) = 0, on de´finit X de proche en proche sur les nombres dyadiques
par
X(k2−n) =
1
2
(X((k − 1)2−n) +X((k + 1)2−n)) + dn,k (n > 1 et k impair),
ou` (dn,k) est une suite de «de´placements verticaux». On connait ainsi la valeur
X(t) pour tous les points t = k2−n. Cet ensemble e´tant dense dans l’intervalle
[0, 1], il suffit d’imposer a` X d’eˆtre continue pour la de´terminer totalement. Le choix
dn,k = 2
−(n−1)α correspond pre´cise´ment a` X = K (voir Fig. 2).
Dans cet algorithme, le «parame`tre» variable est la famille (dn,k). A chaque
possibilite´ correspond une fonction diffe´rente. Pour obtenir des mode`les originaux
et re´alistes, on peut choisir a` l’e´chelle n des de´placements dn,k diffe´rents selon la
valeur de k. Mieux, ces derniers peuvent eˆtre ale´atoires. En choisissant pour dn,k des
variables ale´atoires inde´pendantes de loi normale N (0, 2−n), on obtient pour X le
pont brownien. Wiener utilisait de´ja` cette me´thode et elle est encore employe´e de
nos jours pour sa simplicite´ de programmation informatique (voir [15]).
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Fig. 2. La fonction de Takagi-Knopp construite a` partir du Midpoint
Displacement Algorithm (α = 0.75) : en bleu l’interpolation line´aire
sur les nombres dyadiques de ge´ne´ration n, en vert le de´placement
vertical dn,k correspondant.
Les mode`les obtenus par ce proce´de´ sont inte´ressants mais souffrent de de´fauts
the´oriques lorsqu’ils s’agit de les utiliser comme mode`les. Par exemple, une distribu-
tion normale des (dn,k) rend le mode`le syme´trique, ce qui signifie qu’un signal comme
le mouvement brownien peut eˆtre «retourne´» : il sera statistiquement le meˆme. Ceci
est faux pour une surface rugueuse quelconque. On reme´die a` ce proble`me en choi-
sissant pour dn,k des variables ale´atoires non syme´triques.
Mais d’autres proble`mes subsistent : les accroissements de X sont inde´pendants
et son graphe pre´sente une invariance d’e´chelle. Une fois de plus, ces proprie´te´s ne
sont pas toujours ve´rifie´es en pratique. Ces deux phe´nome`nes sont directement lie´s
a` la filtration dyadique : meˆme si (dn,k) change, la position de ces de´placements
est toujours pre´de´finie. Pour briser cette structure rigide, il faut faire intervenir le
hasard dans la localisation des de´placements et ne plus utiliser des «points milieux».
Pour cela, revenons a` la de´finition d’origine de K par la formule (1). On ne
s’inte´resse pas aux amplitudes mais a` la fonction Φ qui positionne les de´placements
(de hauteur 1) sur chaque point dyadique. La fac¸on la plus naturelle de rendre ces
positions ale´atoires est de de´phaser le signal en de´finissant
K1(t) =
∞∑
n=0
2−nαΦ(2nt+Xn) , (3)
ou` (Xn)n>0 est une suite de variables ale´atoires, inde´pendantes et uniforme´ment
distribue´es sur l’intervalle [0, 1]. Cette nouvelle fonction conserve les proprie´te´s de
K, mais son graphe ressemble d’avantage a` un profil rugueux (voir Fig. 3 a` gauche).
On constate toutefois une pe´riodicite´, re´sultant de celle de Φ, qui, en pratique, n’est
pas toujours justifie´e. En fait, le hasard ne joue pas un roˆle suffisant, ne modifiant
pas la nature de Φ. Il faut modifier le signal en profondeur.
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Pour chaque n > 0, la fonction Φ(2nt) est un peigne en dents de scie, forme´
d’exactement 2n dents triangulaires. Le proce´de´ de randomisation pre´ce´dent consiste
simplement a` de´caler chaque peigne dans son ensemble. Une manie`re plus fine
d’ope´rer est de de´caler chacune de leurs dents. Pour cela, on commence par extraire
de Φ un motif e´le´mentaire −la dent− en l’espe`ce la fonction
g(t) = max{1− |t| , 0} .
On re´e´crit ensuite K en mettant en e´vidence g pour obtenir
K(t) =
∞∑
n=0
2−nα
2n−1∑
k=0
g(2n+1(t− xn,k)) , (4)
avec xn,k = (2k+1)/2
n+1. Pour tout n > 0, chaque point dyadique de ge´ne´ration n et
de rang impair est le centre d’une dent, de sorte qu’elles se juxtaposent parfaitement.
Nous allons casser cette structure re´gulie`re. L’ensemble des nombres dyadiques est
dense dans [0, 1] et le remplit de fac¸on uniforme. Pour me´langer ale´atoirement toutes
les dents, tout en restant fide`le a` la se´rie d’origine, on de´finit donc
K2(t) =
∞∑
n=0
2−nα
2n−1∑
k=0
g(2n+1(t−Xn,k)) , (5)
ou` (Xn,k)n,k>0 est une famille de variables ale´atoires, inde´pendantes et uniforme´ment
distribue´es sur l’intervalle [0, 1]. Pour la fonction K1, on avait a` chaque e´chelle une
variable ale´atoire de position, alors que pour K2, on en a 2
n. Cette dernie`re fonction
est en ce sens beaucoup plus ale´atoire. Une conse´quence est que son graphe est plus
proche d’un profil rugueux quelconque (voir Fig. 3 a` droite). La fonction K2 soule`ve
toutefois certains proble`mes. Il n’est pas e´vident qu’elle conserve presque suˆrement
les proprie´te´s de K, comme l’estimation des accroissements et la valeur de la di-
mension de son graphe. Son existence n’est d’ailleurs plus assure´e, la convergence
normale de la se´rie (5) n’e´tant plus a priori garantie.
Fig. 3. La fonction de Takagi-Knopp partiellement ale´atoire (a`
gauche) et totalement ale´atoire (a` droite), avec α = 0.75).
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De´finissons deux suites (an)n>1 et (bn)n>1 par tranche, de la fac¸on suivante :
∀ p > 0
{
a2p = · · · = a2p+1−1 = 2−pα
b2p = · · · = b2p+1−1 = 2p+1
et conside´rons la fonction
F (t) =
∞∑
n=1
an g(bn(t−Xn)) , (6)
ou` (Xn)n>1 est encore une suite de variables ale´atoires, inde´pendantes et uniforme´-
ment distribue´es sur l’intervalle [0, 1]. Il est clair que F et K2 existent simultane´ment
et de´finissent la meˆme fonction.
Plus ge´ne´ralement, on peut s’inte´resser aux se´ries de´finies par l’e´quation (6)
pour des suites (an)n>1 et (bn)n>1 quelconques, des variables (Xn)n>1 distribue´es
selon une loi ν donne´e, et g un motif de base e´galement quelconque. Ces fonctions
ale´atoires offrent l’avantage d’eˆtre imme´diates a` construire. On se donne une fonc-
tion g e´le´mentaire de support [−1, 1]. On obtient F en sommant une infinite´ de
copies de g dilate´es, translate´es ale´atoirement et renormalise´es. Ce proce´de´ nous fait
naturellement penser a` des choses connues, comme les ondelettes. La formule (6)
n’est d’ailleurs pas entie`rement nouvelle.
En liaison avec les processus de Le´vy α−stables, B.B. Mandelbrot s’est inte´resse´
aux fonctions ale´atoires de´finies sur R par une se´rie du type (6) (voir [25, 26]).
Il conside`re toutefois des suites (an)n>1 et (bn)n>1 ale´atoires, et le motif de base g
peut eˆtre assez complexe. De nombreux de´veloppements ont e´te´ faits autour de ces
processus ale´atoires (voir [2, 5]). Les questions de stationnarite´ et de de´pendance
des accroissements, d’auto-affinite´ (la loi de (an, bn, Xn) assurant l’auto-affinite´ est
connue, elle est lie´e a` la mesure de Le´vy), ont e´te´ particulie`rement aborde´es, tout
comme le lien avec le mouvement brownien fractionnaire (voir [6, 7]).
Pour e´tudier une surface rugueuse, on peut en analyser diffe´rentes coupes qui se-
ront mode´lise´es par des graphes de fonctions a` une variable. Mais, pour des raisons et
the´oriques et pratiques, on ne peut pas toujours proce´der ainsi. Il est indispensable
de disposer de mode`les en dimension supe´rieure a` 1. Pour construire une fonction
f : t = (t1, . . . , tD) ∈ RD → R, on peut la de´finir effectivement a` partir de cha-
cune des variables t1, . . . , tD, ou bien directement, comme une fonction d’«une»
variable t. Quoiqu’il en soit, il n’est pas si simple de de´finir de telles applications.
Une me´thode consiste a` ge´ne´raliser des mode`les a` une variable. Certaines tentatives,
par exemple a` partir de la fonction de Weierstrass (voir [1]), ne se sont pas montre´es
tre`s concluantes. Le mouvement brownien est plus simple a` e´tendre a` RD, mais il
est en pratique difficile a` simuler. Une solution possible est d’utiliser le Midpoint
Displacement Algorithm. Ce proce´de´ se ge´ne´ralise par exemple a` R2 en conside´rant
les milieux de carre´s au lieu de segments (voir [30]). Sous diffe´rentes variantes, il a
e´te´ utilise´ avec succe`s pour mode´liser des montagnes.
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L’essentiel de notre travail consiste a` e´tudier un mode`le ale´atoire multidimen-
sionnel, les fonctions de bosses, dont la construction est directement inspire´e des
ide´es pre´ce´dentes. A partir d’un motif g simple, on de´finit sur RD une se´rie F a`
l’aide de la formule (6). C’est le premier avantage de notre mode`le : sa simplicite´ de
construction en dimension quelconque. Notre objectif est double. En premier lieu,
un mode`le est avant tout un objet the´orique qu’il convient d’analyser comme tel.
Les premiers chapitres sont consacre´s a` cette e´tude.
On commence par de´finir les bosses e´le´mentaires en dimension 1 (De´f. 1.2.1),
c’est-a`-dire le constituant de base du mode`le. Ces fonctions tre`s simples se ge´ne´-
ralisent imme´diatement a` RD et permettent de construire directement le mode`le
multidimensionnel (De´f. 1.3.1). La premie`re chose a` faire est alors de s’assurer de
l’existence de la fonction F obtenue : c’est le the´ore`me principal du premier chapitre
(Thm. 1.6.4). Nous montrerons que, si les bosses sont correctement centre´es sur un
compact A, et si les suites (an)n>1 et (b−1n )n>1 de´croissent raisonnablement, alors F
est presque suˆrement de´finie en tout point de A. La continuite´ de F est prouve´e a`
cette occasion. Avant cela, nous discuterons le roˆle des diffe´rents parame`tres et nous
donnerons des conditions d’inte´grabilite´. Ces re´sultats seront e´nonce´s dans un cadre
tre`s ge´ne´ral. L’e´tude pre´cise des trajectoires de ces processus est plus de´licate de
sorte que nous n’e´tudierons que certains mode`les particuliers. Ces derniers, qualifie´s
de standards, sont quantitativement analogues aux fonctions de Takagi-Knopp et de
Weierstrass. Ces analogies sugge´reront une partie de l’analyse fractale qui suivra.
Une fois prouve´e l’existence de F , la premie`re e´tape d’une telle analyse est l’e´tude
de la re´gularite´ presque suˆre des trajectoires. Celle-ci peut eˆtre appre´hende´e de
diverses fac¸ons, mais dans tous les cas, les accroissements F (t+ h)− F (t) occupent
un roˆle central. D’un point de vue purement stochastique, ils ne posse`dent pas de
proprie´te´s techniquement agre´ables comme la stationnarite´ ou l’inde´pendance. Ils ne
sont d’ailleurs en ge´ne´ral pas non plus centre´s. Il est toutefois possible de les e´tudier
avec suffisamment de pre´cision pour e´valuer la vitesse avec laquelle ils tendent vers
0 lorsque ‖h‖ tend vers 0. Il est tre`s difficile d’obtenir une estimation semblable a`
(2). On cherche en premier lieu un controˆle moins pre´cis du type
|F (t+ h)− F (t)| 4 ‖h‖H . (7)
Nous montrerons, directement puis a` l’aide des ondelettes, que sous certaines hy-
pothe`ses, F ve´rifie (7) pour des valeurs de H de´pendant des diffe´rents parame`tres
de la se´rie, notamment de la re´gularite´ de son terme ge´ne´ral (Thm. 2.1.7). Nous
terminerons en introduisant une notion de re´gularite´ critique et la ne´cessite´ d’une
e´tude locale.
La the´orie de la dimension est naturellement lie´e aux objets fractals. Etant
donne´e une fonction continue f : RD → R, diffe´rents ensembles compacts peuvent
eˆtre e´tudie´s : les images directes f(A), les images re´ciproques f−1(B), en particulier
les lignes de niveau f−1({b}), et, surtout, le graphe de f . C’est ce dernier que nous
allons e´tudier. Il faut parler non pas d’une, mais de plusieurs dimensions fractales.
La premie`re envisage´e est en ge´ne´ral la dimension de boˆıte. Elle est la plus simple
a` calculer, notamment pour le graphe d’une fonction. Celles ve´rifiant (7) sont dites
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uniforme´ment ho¨lde´riennes. On obtient alors imme´diatement une majoration de la
dimension de boˆıte de leur graphe (voir [14]). La question de la minoration est
plus de´licate. En fait, nous de´velopperons dans ce troisie`me chapitre des techniques
ge´ne´rales permettant d’e´tudier une large gamme d’indices dimensionnels de´finis par
la norme de certains ope´rateurs. Les fonctions de structure (De´f. 3.4.1) sont un ou-
til classique de l’analyse fractale et multifractale. Nous montrerons qu’il est possible
de les de´finir relativement a` diffe´rents ope´rateurs et, surtout, nous en donnerons une
version discre`te (De´f. 3.3.1). L’e´tude de cette dernie`re est nettement plus simple et
permet d’obtenir, pour des fonctions ve´rifiant (7), de bons encadrements des indices
associe´s (Thm. 3.2.4). La spe´cialisation des ope´rateurs permettra alors d’obtenir
des encadrements de la dimension de boˆıte du graphe de f (Prop. 3.3.3) et de
sa dimension de re´gularisation (Cor. 3.5.2). Les ondelettes interviendront de nou-
veau et permettront de prouver que, sous certaines conditions, les deux dimensions
pre´ce´dentes co¨ıncident (Prop. 3.6.2). Cette proposition fait intervenir les indices
particuliers associe´s aux fonctions de structure. Ils seront e´tudie´s plus spe´cifiquement
et nous montrerons leurs liens avec l’analyse multifractale et la fonction τ . Tous les
re´sultats pre´ce´dents e´tant vrais pour les fonctions ve´rifiant (7), il sera tout naturel
de les appliquer a` notre mode`le fondamental. Ainsi, nous de´terminerons la dimension
de boˆıte et de re´gularisation du graphe d’une fonction de bosses (Prop. 3.7.12 et
3.7.13, Cor. 3.7.15). Pour cela, nous e´tudierons les fonctions de structure (discre`tes)
de F et les indices associe´s.
Le chapitre suivant est plus spe´cifique aux fonctions de bosses. Il s’inte´resse a`
une autre dimension fractale, la dimension de Hausdorff dimH(ΓF ) du graphe de F .
On en obtient une majoration graˆce a` la dimension de boˆıte calcule´e pre´ce´demment.
L’e´galite´ est naturellement conjecture´e, mais il est relativement difficile de la prou-
ver. Il faut obtenir une minoration. Pour cela, un outil efficace est le «crite`re de
l’e´nergie finie». Il consiste a` construire une mesure porte´e par le graphe de F
d’e´nergie finie. Cette me´thode est utilise´e avec succe`s pour les fonctions de Weiers-
trass ale´atoires (voir [18]). Ici, le terme ge´ne´ral de la se´rie F ne permet pas d’uti-
liser directement les meˆmes arguments. Il est toutefois possible, comme l’a montre´
Kenneth Falconer, d’adapter ces ide´es (voir [11]). Ainsi, nous donnerons une mino-
ration de dimH(ΓF ) pour une large classe de fonctions de bosses (Thm. 4.2.7). La
de´monstration peut eˆtre adapte´e pour traiter plus ge´ne´ralement les se´ries ale´atoires
souffrant du meˆme de´faut que F .
Ces quatre premiers chapitres nous fournissent les principales proprie´te´s the´ori-
ques et fractales de notre mode`le. L’objectif de la seconde moitie´ de notre the`se est
de prouver que les fonctions de bosses ne sont pas seulement inte´ressantes comme
objet formel, mais qu’elles sont aussi efficaces sur le plan applicatif. L’utilisation
expe´rimentale de fonctions mathe´matiques n’est pas sans soulever des proble`mes.
Lorsqu’elles sont obtenues de fac¸on ite´rative, par des passages a` la limite (se´ries,
IFS, etc), ces fonctions ne sont pas parfaitement retranscrites. On ne dispose que
d’une approximation le´ge`rement de´forme´e de la re´alite´. Ainsi, un mode`le sera obtenu
en pratique a` partir d’une fonction de bosses en conside´rant une somme partielle de
la se´rie de´finissant F . Il faut tenir compte de ce fait, et e´tudier a` partir de mainte-
nant de telles sommes finies.
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Le chapitre 5 est une transition ide´ale entre the´orie et pratique. Nous conside´rons
a` nouveau les fonctions de structure. Nous allons les utiliser d’une autre fac¸on, en
commenc¸ant par modifier leur de´finition (De´f. 5.1.1). Nous construisons a` partir
d’elles des objets fondamentaux pour l’e´tude d’un signal : les courbes de q−structure
d’ordre i ∈ {1, 2}. En pratique, en plus des proble`mes mentionne´s pre´ce´demment,
il faut se souvenir qu’un signal est toujours discre´tise´. Un avantage des courbes de
structure est qu’elles sont de´finies par rapport a` une telle discre´tisation et qu’elles
restent pertinentes sur le plan the´orique. Apre`s les avoir de´finies, nous expliquons
comment utiliser concre`tement ces courbes. De tels diagrammes logarithmiques ont
de´ja` e´te´ utilise´s dans l’e´tude expe´rimentale des signaux, par exemple pour estimer
la dimension fractale de leur graphe. Nous nous inte´ressons plus particulie`rement
aux cas des se´ries ale´atoires. Nous de´crivons la fac¸on d’en de´terminer les courbes
de 2−structure en espe´rance. Nous concluons ce chapitre en traitant l’exemple des
fonctions de Weierstrass ale´atoires pour lesquelles il est possible de de´terminer ex-
plicitement les courbes de structure. Leur analyse met au jour des comportements
caracte´ristiques que nous retrouvons pour les fonctions de bosses.
Pre´cise´ment, le chapitre suivant a pour but de calculer les fonctions de structure
«de´terministes» d’une fonction de bosses, et d’analyser les courbes correspondantes.
Il est ne´cessaire de se restreindre a` certaines lois ν a` densite´ pour le centrage des
bosses ale´atoires. Relativement a` ces courbes, nous mettons en e´vidence diffe´rentes
proprie´te´s : biais syste´matique de la pente en 0, transitions remarquables, existence
d’un palier constant. Elles servent en particulier a` l’estimation des parame`tres de
F .
Nous l’avons dit, nous souhaitons proposer les fonctions de bosses comme mode`le,
notamment de profils rugueux. Etant donne´ un tel signal expe´rimental, une fois
de´cide´e une mode´lisation par fonctions de bosses, deux proble`mes se posent.
Tout d’abord, il faut eˆtre en mesure de de´terminer concreˆtement un mode`le,
c’est-a`-dire d’identifier la fonction de bosse. Plus ge´ne´ralement, il s’agit pour cela
d’eˆtre en mesure d’estimer les parame`tres d’une fonction de bosses donne´e. Ces
derniers sont nombreux et varie´s, certains sont purement nume´riques (exposant α),
d’autres complexes (loi de probabilite´ ν, fonction g). Nous introduisons de plus des
parame`tres auxiliaires que nous cherchons a` estimer en premier. Toutes les esti-
mations doivent pouvoir eˆtre faites a` partir de n’importe quel signal discre´tise´. Le
but n’est toutefois pas de re´aliser une e´tude statistique stricte en construisant de
«vrais» estimateurs. Nous donnons un ensemble de formules et de proce´de´s permet-
tant d’obtenir de bonnes valeurs approche´es des diffe´rents parame`tres. Pour cela,
nous exploitons l’ensemble des re´sultats e´tablis dans les chapitres pre´ce´dents. Les
proprie´te´s d’inte´gration permettent de de´terminer la loi ν (§ 7.3.1), l’exposant α est
interpre´te´ en terme de dimension (§ 7.3.3), etc. Les courbes de structure e´tudie´es
pre´alablement sont largement mises a` profit pour estimer certains parame`tres auxi-
liaires. Nous proposons a` cette occasion des mode`les de courbes de structure qui
s’appuient sur leurs caracte´ristiques fondamentales (§ 7.2.2). Pour d’autres, il faut
de´velopper des techniques ad hoc . Un proble`me difficile est la de´termination du mo-
tif de base g. Cette fonction de´termine la morphologie interne du mode`le, son roˆle
est capital. Nous proposons des mode`les parame´triques pour lesquels g est suppose´e
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appartenir a` une famille donne´e de bosses e´le´mentaires (§ 7.3.4). L’aboutissement
de ce chapitre est une proce´dure algorithmique ge´ne´rale d’estimation de la totalite´
des parame`tres d’une fonction de bosses standard (section 7.6). Nous ne saurions
terminer ce chapitre sans exemples concrets. Ainsi, e´tant donne´e une fonction de
bosses inconnue, est-on effectivement capable d’en retrouver les parame`tres avec
une erreur acceptable ? En fait, de nombreux tests ont e´te´ re´alise´s pour chaque esti-
mateurs. Nous ne pouvons ici tous les de´crire. Nous nous contentons de donner les
re´sultats pour certains. Par contre, nous proposons trois exemples significatifs pour
illustrer l’estimation globale.
Le second proble`me consiste a` e´valuer la le´gitimite´ du mode`le obtenu. Nous
n’avons encore rien dit sur la fac¸on d’appre´cier la qualite´ des estimations pre´ce´dentes.
Lorsqu’on mode´lise des fonctions de bosses, on peut simplement comparer les dif-
fe´rents parame`tres exacts avec ceux estime´s. Nous le ferons, mais ceci ne sera bien
suˆr plus possible lorsqu’on e´tudie des signaux quelconques. Aussi, nous utilisons de`s
lors un autre crite`re. L’ade´quation d’un mode`le a` la re´alite´ doit se faire selon des
crite`res spe´cifie´s a` l’avance. La qualite´ d’un mode`le est donc une notion toute rela-
tive. Tout en restant significatif, un bon crite`re ne doit pas eˆtre trop drastique au
risque de rejeter des mode`les inte´ressants. Nous utilisons une fois de plus les courbes
de structure (voir section 5.3 et § 8.1.4). Des fonctions identiques ont des courbes
identiques. Notre re`gle sera la suivante : nous comparons les courbes de q−structure
d’ordre i du mode`le et de l’original pour diffe´rentes valeurs de q. Les signaux sont
de´clare´s indiscernables lorsque l’analyse des courbes re´ve`le suffisamment de points
communs significatifs. Ces derniers, comme les valeurs de q, sont laisse´s au choix de
l’expe´rimentateur. Ils peuvent eˆtre dicte´s par le type d’erreur que l’on veut controˆler,
ou par les renseignements que l’on souhaite obtenir du signal a` partir de son mode`le.
Finalement, les diffe´rents exemples montrent que les estimateurs sont relativement
performants.
Fort de ces re´sultats optimistes, nous terminons notre the`se en discutant la
mode´lisation effective d’un signal donne´ quelconque par une fonction de bosses.
En pratique, un tel signal ne peut pas eˆtre mode´lise´ directement. Nous de´crivons
une fac¸on de le traiter pre´alablement. Ceci e´tant fait, nous pouvons en de´terminer
un mode`le. La proce´dure du chapitre pre´ce´dent est la cle´ de vouˆte de cette re-
cherche. Nous l’utilisons en fait sous une forme simplifie´e. Les premiers signaux
que nous e´tudions sont bien connus, nous les avons pre´cise´ment rencontre´s au fil
de cette introduction : fonctions de Weierstrass (section 8.2), fonctions construites
graˆce au Midpoint Displacement Algorithm (section 8.3) et mouvement brownien
(section 8.4). Ces signaux restent malgre´ tout encore the´oriques. Inde´pendamment
de toute proce´dure, nous proposons d’ailleurs une mode´lisation a priori fonde´e sur
des constatations the´oriques. Les re´sultats obtenus sont de bonne qualite´. Les fonc-
tions de bosses permettent de reproduire ces signaux, elles sont un mode`le tre`s
acceptable. Nous confrontons donc enfin notre mode`le a` la re´alite´ en e´tudiant un
signal concret, obtenu a` partir de donne´es expe´rimentales (section 8.5). Nous expli-
quons les proble`mes rencontre´s et envisageons diverses solutions. Sans eˆtre parfaits,
les re´sultats sont prometteurs.
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Nous regroupons en annexe diffe´rents re´sultats, tous tre`s techniques et donne´s
pour la plupart sans de´monstration, relatifs aux diffe´rentes bosses e´le´mentaires que
nous utilisons tout au long des huit chapitres. Le lecteur est e´galement invite´ a` se
re´fe´rer a` un index de notations, ge´ne´rales ou spe´cifiques, les plus utilise´es.
Enfin, nous pre´sentons en guise de conclusion les prolongements possibles de
notre travail et diffe´rents the`mes de recherches futures qu’ils sugge`rent.

CHAPITRE 1
Fonctions de bosses : ge´ne´ralite´s
1.1. Pre´liminaires
Dans toute la suite on se place dans RD (D > 1) et on note {e1, . . . , eD} sa base
canonique d’espace vectoriel re´el de dimension finie D. Il est muni de sa topologie
usuelle, induite par une norme ‖·‖ quelconque. Nous choisissons par commodite´ la
norme du maximum :
∀ t = (t1, . . . , tD) ‖t‖ = max{|ti| : i ∈ {1, . . . , D}} .
LorsqueD = 1, cette norme est simplement la valeur absolue lie´e a` l’ordre naturel
sur R par : |x| = max{−x, x}. La partie entie`re d’un re´el x est de´finie comme le
nombre entier
[x] = max{k ∈ Z : k 6 x} .
Enfin, la droite re´elle acheve´e R = [−∞,+∞] sera munie de sa topologie d’es-
pace me´trique.
Etant donne´ un espace mesure´ (E,B, µ), un ensemble mesurable N est dit
ne´gligeable lorsque µ(N) = 0. La tribu B sera suppose´e comple´te´e, et l’expres-
sion «presque partout» fera, comme il est d’usage, re´fe´rence a` une proprie´te´ vraie
a` un ensemble ne´gligeable pre`s. Lorsque E est un espace me´trique, B sera la tribu
bore´lienne B(E) : elle est engendre´e par la classe des ouverts de E. Un bore´lien est
un ensemble B ∈ B(E). La mesure de Lebesgue sur (RD,B(RD)) est note´e λD ou
plus simplement λ s’il n’y a pas de risque de confusion. Le volume d’un ensemble
mesurable A est par de´finition λ(A). Un pave´ de RD est un produit de D intervalles
compacts. Par exemple, la boule ferme´e de centre t ∈ RD de rayon ε > 0 pour ‖·‖
est le pave´
B(t, ε) =
D∏
i=1
[ti − ε, ti + ε] .
C’est un bore´lien de volume (2ε)D. La boule unite´ est le cube B(0, 1) = [−1, 1]D.
Re`gles de comparaison
Dans la suite, nous travaillerons continuellement avec des quantite´s Q(ε) qui
convergent vers 0 si ε tend vers 0 : par exemple le volume de B(t, ε). Il va tre`s vite
eˆtre ne´cessaire d’e´valuer la vitesse de convergence vers 0 de telles fonctions, et de
les comparer.
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Soient Q1, Q2 : ]0, 1]→ ]0, 1] deux fonctions telles que
lim
ε→0
Q1(ε) = lim
ε→0
Q2(ε) = 0 .
Nous utiliserons les re`gles usuelles suivantes :
• Q1 4 Q2 signifie que le quotient Q1/Q2 est borne´ supe´rieurement,
• Q1 < Q2 signifie que le quotient Q1/Q2 est minore´ par une constante
strictement positive,
• Q1 ' Q2 signifie que les deux proprie´te´s pre´ce´dentes sont satisfaites. Dans
ce cas, il existe des constantes Ci > 0 telles que C2 6 Q1(ε)/Q2(ε) 6 C1.
Toutes ces proprie´te´s s’entendent au voisinage de 0. Par exemple le volume de B(t, ε)
est e´quivalent a` εD. Avec des modifications ad hoc , ces re`gles s’utiliseront aussi au
voisinage de +∞, pour les suites de nombres re´els, etc.
Lorsqu’on dispose d’une seule fonction, il est important pour e´tudier son com-
portement, de pouvoir la comparer a` des fonctions de re´fe´rence. Il faut donc disposer
d’une e´chelle de comparaison. Par de´finition, une e´chelle de comparaison est une fa-
mille de fonctions telle que deux e´le´ments quelconques soient toujours comparables.
L’exemple le plus simple et le plus utilise´ est la famille des fonctions puissance
{x 7→ xH : H > 0}. Comparer deux e´le´ments de cette famille revient a` comparer
leur exposant. On dispose aussi d’un moyen simple pour classer une fonction Q dans
cette e´chelle. On dira par extension que Q a l’ordre de croissance H si et seulement
si
lim
ε→0
logQ(ε)
log ε
= H .
Par exemple le volumeQ(ε) deB(t, ε) a l’ordre de croissanceD. Enfin, en conside´rant
des exposants ne´gatifs, cette famille permet de comparer des fonctions aux voisinages
de +∞.
1.2. Bosses e´le´mentaires
Nous allons maintenant de´finir les «bosses» qui sont a` la base de notre mode`le,
c’est-a`-dire l’analogue de la dent pour la fonction de Takagi-Knopp.
De´finition 1.2.1. On appelle bosse e´le´mentaire toute fonction g : R → R
ve´rifiant les cinq conditions suivantes :
• g a pour support [−1, 1],
• g est paire,
• g est de´croissante sur R+,
• g est positive,
• g(0) = 1.
Rappelons que le support de g est l’ensemble ferme´ de´fini par
Supp(g) = adh {t ∈ R : g(t) 6= 0} ,
ou` adh de´signe l’adhe´rence d’une partie de R.
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Une bosse e´le´mentaire est entie`rement de´finie par sa donne´e sur [0, 1]. Dans la
suite, il sera sous-entendu que g est obtenue par parite´ a` partir de l’expression
donne´e. Ces fonctions sont tre`s simples, nous n’imposons au de´part aucune pro-
prie´te´ supple´mentaire. On dispose ainsi d’une tre`s grande diversite´ de fonctions.
Voici quelques exemples simples (voir Fig. 1.1).
Premiers exemples
1) La fonction indicatrice d’une partie B de RD est note´e 1IB :
∀ t ∈ RD 1IB(t) =
{
1 si t ∈ B
0 sinon
La fonction indicatrice g = 1I[−1,1] est donc l’exemple le plus simple de bosse e´le´men-
taire. Elle n’est pas continue.
2) La bosse triangle g(t) = 1− t : elle n’est de´rivable ni au sommet (t = 0) ni aux
bornes de son support (|t| = 1) mais elle admet des de´rive´es a` droite et a` gauche
borne´es.
3) La bosse demi-cercle g(t) =
√
1− t2 : elle est de´rivable au sommet mais admet
des tangentes verticales en t = ±1.
4) La bosse g(t) = cos2(pit/2) : elle est de classe C1 sur R.
Fig. 1.1. Exemples de bosses e´le´mentaires.
D’autres proprie´te´s peuvent eˆtre demande´es : convexite´, syme´trie (g = g−1 sur
[0, 1]), etc. La richesse de la classe de ces fonctions conduira a` des mode`les varie´s.
Les familles de bosses e´le´mentaires que nous utiliserons sont pre´sente´es avec leurs
caracte´ristiques en annexe. Leurs proprie´te´s imme´diates de´coulent de leur de´finition.
Par exemple, toute bosse e´le´mentaire g est continue sur R, sauf sur un ensemble
au plus de´nombrable de points ; de´rivable presque partout ; inte´grable sur R avec∫ 1
0
g(t)dt appartenant a` [0, 1], etc.
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On a e´galement des re´sultats structurels. Par exemple, la famille des bosses
e´le´mentaires est stable par multiplication et par combinaisons line´aires convexes.
On peut alors facilement construire, a` partir de bosses simples, de nouvelles bosses
plus complexes. On peut d’ailleurs imaginer de nombreux proce´de´s de fabrication.
Nous allons en de´crire un particulier .
On se donne une suite de´croissante (tn)n>0 avec t0 = 1, tn → 0 ; une suite crois-
sante (cn)n>0 avec c0 = 0, cn → 1 ; et enfin une suite (gn)n>1 de bosses e´le´mentaires.
Le principe est de recalibrer gn pour la «tracer» dans le rectangle [tn, tn−1]×[cn−1, cn].
On pose pour cela
∀ t ∈ [0, 1] hn(t) = (cn − cn−1) gn
(
t− tn
tn−1 − tn
)
+ cn−1 .
On de´finit alors la bosse e´le´mentaire g par g(0) = 1 et
g(t) =
∞∑
n=1
hn(t)1I]tn,tn−1](t) . (1.1)
Notons que les suites (tn)n>0 et (cn)n>0 peuvent eˆtre stationnaires : dans ce cas la
somme ci-dessus est finie.
Si une bosse e´le´mentaire est toujours relativement re´gulie`re, on peut avoir des
cas extreˆmes, comme le montrent les exemples suivants.
Exemples spe´cifiques
1) On conside`re la fonction h de´finie par
h(t) =
{
exp(−1/t) si t > 0
0 sinon
Elle est inde´finiment de´rivable et plate en 0. On obtient une bosse de classe C∞ sur
R en conside´rant la fonction g(t) = e2h(1 + t)h(1− t).
2) On se donne une suite strictement de´croissante (δn)n>0 de re´els telle que δ0 = 1
et δn → 0. On conside`re l’ensemble de Cantor Kδ associe´. Il s’agit de l’ensemble
compact, parfait, de mesure nulle :
Kδ =
∞⋂
n=0
Kn ,
ou` Kn est construit par re´currence de la fac¸on suivante. On pose K0 = [0, 1]. Pour
n > 0, l’ensemble Kn est la re´union de 2n intervalles compacts disjoints de longueur
2−nδn. On oˆte un intervalle au centre de chacun d’eux de sorte que les 2n+1 segments
restants aient pour longueur 2−(n+1)δn+1. Alors Kn+1 est la re´union de ces 2n+1
segments. On obtient K0 ⊃ K1 ⊃ · · · ⊃ Kδ et λ(Kn) = δn.
On de´finit sur [0, 1] la fonction gn affine par morceaux :
gn(t) =
1
δn
∫ 1−t
0
1IKn(x) dx .
On obtient une fonction de´croissante, constante sur chaque intervalle du comple´men-
taire de Kn ve´rifiant gn(0) = 1 et gn(1) = 0. La fonction gn est une bosse e´le´mentaire
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et on prouve facilement que (gn)n>0 converge uniforme´ment vers une fonction gδ qui
est encore une bosse e´le´mentaire continue. Par construction g′δ = 0 presque partout
puisque g′δ(t) = 0 pour tout t /∈ Kδ. Pour δn = (2/3)n, Kδ est l’ensemble triadique
de Cantor et gδ est souvent appele´e «escalier du diable» (voir Fig. 1.2).
Fig. 1.2. La bosse e´le´mentaire «Escalier du diable».
3) On obtient des bosses aux discontinuite´s (tn)n>1 prescrites en utilisant la
me´thode de construction pre´sente´e avant ces exemples. On choisit gn = 1I[−1,1] pour
tout n > 1. On obtient la fonction
g(t) =
∞∑
n=1
cn1I]tn,tn−1](t) .
Elle est constante par morceaux et discontinue en chaque tn.
L’un des points faibles des mode`les existants, nous l’avons signale´, est d’eˆtre
originellement construits dans R, leur extension a` plusieurs variables e´tant alors
de´licate. Nous n’aurons pas ce proble`me, les bosses e´le´mentaires se ge´ne´ralisant
imme´diatement a` RD. Si plusieurs fac¸ons de proce´der existent, la plus naturelle est
de partir des bosses construites en une variable.
De´finition 1.2.2. On appelle bosse e´le´mentaire a` D > 1 variables toute fonc-
tion G : RD → R telle que
∀ t ∈ RD G(t) = g( ‖t‖G) ,
ou` g est une bosse e´le´mentaire au sens de la de´finition 1.2.1 et ‖·‖G une norme sur
RD dont la boule unite´ BG(0, 1) est contenue dans [−1, 1]D.
La ge´ome´trie d’une telle bosse est donc re´gie par deux «parame`tres», une fonc-
tion g et une norme ‖·‖G, chacun intervenant de fac¸on concre`te, notamment dans sa
re´gularite´ (voir Fig. 1.3). La norme peut eˆtre choisie par exemple parmi la famille
classique suivante :
∀ t = (t1, . . . , tD) ‖t‖p =
( D∑
i=1
|ti|p
)1/p
.
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Exemples
1) Choisissons d’abord pour g la bosse triangle.
• Pour ‖·‖G = ‖·‖1, on obtient une pyramide a` base carre´e.
• Pour ‖·‖G = ‖·‖2, on obtient un demi-coˆne a` base circulaire.
2) Choisissons ensuite pour g la bosse demi-cercle.
• Pour ‖·‖G = ‖·‖1, on obtient un doˆme a` base carre´e.
• Pour ‖·‖G = ‖·‖2, on obtient une demi-sphe`re.
Fig. 1.3. Exemples de bosses e´le´mentaires a` deux variables.
La seule hypothe`se faite sur ‖·‖G assure que les proprie´te´s de G se de´duisent de
celles de la bosse g dont elle est issue. Par exemple
Supp(G) = {t ∈ RD : ‖t‖G ∈ Supp(g)} = BG(0, 1) .
Par suite :
∀ t ∈ RD 0 6 G(t) 6 1I[−1,1]D(t) .
La ge´ne´ralisation a` RD est donc particulie`rement simple. Les combinaisons des
fonctions g et des normes ‖·‖G garantissent de nombreux mode`les diffe´rents. On peut
toutefois de´finir des bosses e´le´mentaires plus complexes en utilisant des fonctions
‖·‖G plus ge´ne´rales. Un exemple simple et de choisir ‖·‖G = ‖·‖p pour p ∈ ]0, 1[.
Dans ce cas ce n’est plus une norme sur RD mais la bosse G correspondante est
encore acceptable : tous les re´sultats que nous e´tablirons seront encore vrais. Il faut
aussi noter que les bosses e´le´mentaires obtenues sont isotropes : la valeur de G(t)
ne de´pend que du rayon ‖t‖G. Cette hypothe`se ge´ome´trique pourrait ne pas eˆtre
justifie´e en pratique. A des fins de mode´lisation, il est possible de conside´rer des
bosses asyme´triques.
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1.3. Fonctions de bosses
Nous pouvons maintenant de´finir les fonctions que nous e´tudierons. En fait, nous
nous limiterons a` un mode`le simple qui sera suffisant pour les applications. Toutefois,
de nombreuses variantes et ge´ne´ralisations sont possibles. Nous en mentionnerons
quelques unes en conclusion.
L’ide´e de de´part est simple. On dispose d’une famille de bosses e´le´mentaires di-
late´es et renormalise´es. A grossie`rement parler, on les «jette» au hasard sur RD
puis on les ajoute. On s’interroge alors sur les proprie´te´s mathe´matiques de l’objet
re´sultant de ce proce´de´ sommatoire.
Avant de re´pondre a` cette question, il faut formaliser proprement les ide´es
pre´ce´dentes et commencer par de´finir un cadre probabiliste. On fixe dans la suite
un espace probabilise´ (Ω,F ,P), F e´tant suppose´e comple`te. On appellera variable
ale´atoire toute application X : Ω→ E telle que
∀B ∈ B(E) (X ∈ B) = {ω ∈ Ω : X(ω) ∈ B} ∈ F ,
E de´signant un espace me´trique, ge´ne´ralement RD ou R. La loi de X est la mesure
image de P par X, note´e PX , et de´finie par :
∀B ∈ B(E) PX(B) = P(X ∈ B) .
Enfin, l’espe´rance de X est note´e E(X) :
E(X) =
∫
Ω
XdP =
∫
E
xdPX(x) .
Les autres de´finitions et re´sultats usuels de la the´orie de la mesure sont suppose´s
connus. Nous pre´ciserons certains faits si ne´cessaire.
Etant donne´ un pave´ non vide A ⊂ RD, on appellera processus stochastique toute
application f : Ω× A→ E telle que
• Pour tout t ∈ A, f(·, t) est une variable ale´atoire,
• Pour tout ω ∈ Ω, f(ω, ·) est une fonction, appele´e trajectoire de f ,
• f est mesurable pour la tribu produit F × B(A).
L’e´tude des processus stochastiques soule`ve certaines difficulte´s the´oriques, ne´ces-
sitant des pre´cautions supple´mentaires (comme la dernie`re condition technique ci-
dessus). Nous ne les de´taillerons pas (voir [27, 31]), et elles n’interviendront pas
re´ellement dans la suite. En fait, un processus stochastique peut eˆtre vu plus sim-
plement comme une famille d’applications parame´tre´es par un parame`tre ale´atoire :
a` chaque ω ∈ Ω, on associe la fonction f : t ∈ A 7→ f(ω, t). C’est ce point de vue qui
est adopte´ ici. On parlera ainsi de fonction ale´atoire pour de´signer f , en omettant
l’e´criture de ω.
Ces pre´cisions faites, nous pouvons donner la de´finition tre`s ge´ne´rale suivante :
De´finition 1.3.1. Etant donne´es deux suites de re´els strictement positifs (an)n>1
strictement de´croissante vers 0, et (bn)n>1 strictement croissante vers +∞ , (Xn)n>1
une suite de variables ale´atoires inde´pendantes et de meˆme loi ν, et G une bosse
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e´le´mentaire, on appelle fonction de bosses la fonction F de´finie sur RD par :
F (t) =
∞∑
n=1
anG(bn(t−Xn)) . (1.2)
Les fonctions de bosses se pre´sentent donc sous la forme de se´ries ale´atoires. Le
terme ge´ne´ral est obtenu en choisissant une bosse e´le´mentaire G dont le support et
la hauteur sont respectivement dilate´s d’un facteur 1/bn et an. Ces quantite´s tendent
vers 0 : les bosses sont de moins en moins larges et hautes. Enfin, leur centre est
choisi ale´atoirement dans RD. Visualisons pour D = 1 la construction de F associe´e
aux parame`tres an = n
−0.8, bn = n, avec G la bosse triangle et ν la probabilite´
uniforme sur [−1, 2]. La figure 1.4 montre le graphe de F obtenue apre`s la somme
des 100 premie`res bosses anG(bn(t−Xn)).
Fig. 1.4. Graphe d’une fonction de bosses dans R apre`s la somme des
100 premie`res bosses de forme triangulaire et centre´es uniforme´ment
dans [−1, 2] (de bas en haut).
Nous allons donner dans ce chapitre les premie`res proprie´te´s des fonctions de
bosses. Nous n’avons encore rien dit sur la validite´ de la formule (1.2). Ainsi e´crite,
il est clair que F est une fonction ale´atoire, a priori a` valeurs dans [0,+∞]. Il est
entendu que F n’aura de l’inte´reˆt que si elle est a` valeurs finies, c’est-a`-dire lorsque
la se´rie (1.2) converge.
De nombreuses fonctions sont de´finies comme des se´ries ale´atoires qui convergent
partout, presque partout, presque suˆrement, etc. (voir [21]). Pour les fonctions de
Takagi-Knopp par exemple, quelque soit l’ale´a ω, la se´rie (3) converge normalement,
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et la question de l’existence est re´gle´e. Ceci est assez rare pour une fonction ale´atoire
quelconque, qui, en ge´ne´ral, n’est bien de´finie qu’a` un ensemble ne´gligeable pre`s.
Ainsi nous cherchons des conditions suffisantes assurant l’existence, c’est-a`-dire ici
la finitude presque suˆre des trajectoires de F . Il s’agit donc d’e´tudier les cas ou` F
est borne´e. Rappelons qu’une fonction f : A ⊂ RD → R est borne´e si ‖f‖∞ < ∞
ou`
‖f‖∞ = sup{|f(t)| : t ∈ A} .
Le proce´de´ sommatoire consistant a` empiler des bosses jete´es au hasard, il semble
clair que cela ne va pas de´pendre de la forme de G mais seulement de la hauteur
an des bosses et du nombres de bosses tombant les unes sur les autres. Ce dernier
nombre de´pend a` la fois de la largeur bn des bosses et de la distribution ν de leur
centre. Dans la suite, nous nous inte´resserons a` F pour t ∈ A, ou` A est un pave´.
Toute fonction de´finie et continue sur un compact e´tant borne´e, nous e´tudierons
dans le meˆme temps la continuite´ de F .
1.4. Remarques ge´ne´rales
L’objectif des premiers chapitres est de re´pondre aux deux questions suivantes :
1. Etant donne´ un pave´ A, quelles conditions doivent ve´rifier les diffe´rents
parame`tres pour que F existe sur A, et quelles sont alors ses proprie´te´s ?
2. Etant donne´s deux pave´s A et B, lorsque F existe, posse`de-t’elle les meˆmes
proprie´te´s sur A et sur B ?
Pour simplifier, nous supposerons que pour toute bosse G on a ‖·‖G = ‖·‖.
Mais l’e´quivalence des normes en dimension finie et l’hypothe`se BG(0, 1) ⊂ B(0, 1)
assurent que les re´sultats que nous e´noncerons sont vrais sans autre restriction sur
‖·‖G. Cette section est consacre´e a` des remarques ge´ne´rales re´sultant de la de´finition
des fonctions de bosses. Elles nous guideront dans le choix des bonnes hypothe`ses a`
e´mettre pour avoir un mode`le inte´ressant tant sur le plan the´orique qu’applicatif.
La premie`re condition d’existence est imme´diate : si la suite (an)n>1 est som-
mable, alors la se´rie (1.2) converge normalement. Elle de´finit donc suˆrement une
fonction qui est continue lorsque la bosse G l’est.
Dans ce cas, le hasard n’intervient pas, ce qui peut sembler frustrant. De plus,
la fonction obtenue risque d’eˆtre relativement re´gulie`re et d’un inte´reˆt limite´ (voir
Fig. 1.5). En fait, on peut espe´rer que le positionnement ale´atoire des bosses per-
mette d’utiliser des suites (an)n>1 qui de´croissent lentement. Nous allons donc com-
mencer par e´tudier la distribution des bosses.
Dans la suite, A est un pave´ non vide de RD. Pour ε > 0 on note A(ε) le
ε-voisinage de Minkowski de A . C’est le pave´ contenant A de´fini comme
A(ε) = {t ∈ RD : dist(t, A) 6 ε} ,
la distance e´tant celle subordonne´e a` ‖·‖ :
dist(t, A) = inf{‖t− s‖ : s ∈ A} .
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1.4.1. Distribution des bosses
La loi commune ν des centres des bosses va jouer un roˆle fondamental, puisqu’elle
va controˆler tant l’existence de F que sa re´gularite´. Intuitivement, pour que F soit
borne´e, il est ne´cessaire que les bosses soient bien re´parties, au sens ou` elles ne
s’accumulent pas sur certains points.
Pour a ∈ A notons δa la mesure de Dirac au point a : c’est la probabilite´ sur RD
de´finie par
∀B ⊂ RD δa(B) = 1IB(a) .
Si ν = δa alors toutes les bosses ont le meˆme centre et
‖F‖∞ = F (a) =
∞∑
n=1
an .
L’existence de F est alors e´quivalente a` la convergence normale de la se´rie (1.2). Dans
ce cas, F est bien de´finie quelque soit la suite (bn)n>1. Elle a l’allure d’une bosse,
en particulier pour a = 0 et
∑
n>1 an = 1, F est exactement une bosse e´le´mentaire
(voir Fig. 1.5).
Plus ge´ne´ralement, si ν est une combinaison line´aire finie (ou de´nombrable) de
telles mesures, alors on oblige une infinite´ de bosses a` s’empiler sur certains points et
F n’est pas de´finie en ces points si
∑
an diverge. La premie`re condition d’existence
de F , a` savoir :
∞∑
n=1
an <∞ ,
peut donc eˆtre ne´cessaire.
Fig. 1.5. Graphes de deux fonctions de bosses tre`s re´gulie`res : ν = δ0
et an = 2
−n (a` gauche) ; ν = U([−1, 2]) et an = n−2 (a` droite).
Pour se passer de cette hypothe`se, il faut chercher des conditions sur ν qui
permettent de controˆler les possibilite´s d’empilements des bosses les unes sur les
autres.
On dit que ν est porte´e par un ensemble B ∈ B si
ν(Bc) = 0 (Bc de´signant le comple´mentaire de B) .
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On a alors
• ν(B) = ‖ν‖ = ν(RD) = 1,
• ∀A ∈ B ν(A) = ν(A ∩B).
En particulier, le support de ν, note´ Supp(ν), est le plus petit ensemble ferme´
F portant ν. Cet ensemble va contenir les centres des bosses. Si ν est telle que
ν(B) = 0 pour B ⊂ A, alors F sera nulle sur B (sauf e´ventuellement aux «bords»)
puisqu’aucune bosse n’est centre´e dans B. C’est justement une accumulation de
bosses (a` supports e´troits) qui donnera son irre´gularite´ a` F . Ainsi, il est naturel
d’imposer a` ν deux conditions, apparemment contradictoires, pour controˆler ces
phe´nome`nes. Nous allons de´finir des quantite´s permettant d’e´valuer la qualite´ de ν
aux sens pre´ce´dents, c’est-a`-dire la probabilite´ de trouver une bosse dans un pave´
de volume donne´.
De´finition 1.4.1. Soit ν une mesure bore´lienne sur RD et A ⊂ RD un pave´ non
vide et non re´duit a` un point. Conside´rons, pour ε > 0 :
ρ+A(ε) = sup{ν(I) : I pave´ de volume ε inclus dans A} ,
ρ−A(ε) = inf{ν(I) : I pave´ de volume ε inclus dans A} .
Alors ν est dite
• re´gulie`re supe´rieurement sur A si ρ+A(ε) 4 ε,
• re´gulie`re infe´rieurement sur A si ρ−A(ε) < ε,
• re´gulie`re sur A si elle ve´rifie simultane´ment les deux conditions pre´ce´dentes.
Dans ce dernier cas, il existe alors des constantes C1, C2 > 0, ne de´pendant que de
ν et de A, et telles que pour tout ε > 0 :
C1 ε 6 ρ−A(ε) 6 ρ+A(ε) 6 C2 ε .
Exemples
1) Pour x ∈ RD, la mesure de Dirac δx ve´rifie
ρ+A(ε) =
{
1 si x ∈ A
0 sinon
et ρ−A(ε) = 0 pour tout ε > 0 assez petit. Elle n’est donc pas re´gulie`re.
2) Si A ∩ Supp(ν) = ∅ alors ν(I) = 0 pour tout I ⊂ A. Ainsi ν est re´gulie`re
supe´rieurement mais pas infe´rieurement.
3) Soit ν = U(A) la loi uniforme sur A. Alors
ρ+A(ε) = ρ
−
A(ε) =
ε
λ(A)
.
On a donc un cas «parfait» de mesure re´gulie`re.
4) Plus ge´ne´ralement supposons que ν admet une densite´ θ par rapport a` la
mesure de Lebesgue. Par de´finition,
∀ I ⊂ RD ν(I) =
∫
I
θ(t) dt .
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Ainsi, il suffit qu’existent C1, C2 > 0 ve´rifiant :
∀ t ∈ A C1 6 θ(t) 6 C2 ,
pour que ν soit re´gulie`re sur A.
Le fait pour une mesure d’eˆtre re´gulie`re n’est donc pas exceptionnel. Parmi les
mesures de probabilite´s usuelles, beaucoup de mesures absolument continues ont
cette proprie´te´.
1.4.2. Support et recouvrement associe´
Avant de voir si F existe on peut essayer d’en de´terminer le support. En effet,
les bosses t 7→ G(bn(t−Xn)) ont un support compact, en l’espe`ce le pave´ ale´atoire
In = B(Xn, 1/bn) ,
dont le volume 2Db−Dn tend vers 0. On a F (t) 6= 0 si et seulement si t appartient a`
au moins un ensemble In, de sorte que le support de F est
Supp(F ) = adh
( ∞⋃
n=1
In
)
.
Si les bosses sont toutes centre´es dans A (c’est-a`-dire ν(A) = 1) la de´termination
du support de F est donc lie´e a` un proble`me de recouvrement ale´atoire de A (voir
[21, 34]). Il est naturel d’imposer A ⊂ Supp(F ). Il suffit que le premier support soit
assez grand (b1  λ(A)). Pour obtenir une fonction suffisamment irre´gulie`re il faut
meˆme que chaque point de A soit recouvert par une infinite´ d’ensembles In. En effet
si t n’est recouvert que par un nombre fini de bosses, alors F aura au voisinage de
t la re´gularite´ minimale de ces bosses.
Plac¸ons-nous par exemple dans R et supposons ν uniforme sur A = [0, 1]. Soit R
l’ensemble des points t ∈ [0, 1] recouverts par un nombre fini (e´ventuellement nul)
d’intervalles In. Soit E le comple´mentaire de R. Alors si n est suffisamment grand
P(t ∈ In) = 2/bn
et le lemme de Borel-Cantelli entraˆıne que
• E est suˆrement de mesure nulle si
∞∑
n=1
b−1n <∞ ,
• R est presque suˆrement de mesure nulle si
∞∑
n=1
b−1n =∞ .
Ainsi, la suite (bn)n>1 ne doit pas croˆıtre trop rapidement, sinon les intervalles
In ont tendance a` ne pas s’intercepter, cre´ant ainsi des zones isole´es sans accumu-
lation. Par exemple avec A = [−1, 1] et bn = 2n on peut the´oriquement avoir un
recouvrement de A sans aucune accumulation au sens ou` les bosses G(bn(t − Xn))
se juxtaposent parfaitement (voir Fig. 1.6). En effet, l’e´ve´nement( ∞⋃
n=1
In = [0, 1] et λ(Im ∩ In) = 0 si m 6= n
)
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n’est pas impossible, il est obtenu par exemple avec la re´alisation ω telle que
∀n > 1 Xn(ω) = 1− 3
(
1
2
)n
.
Notons que dans ce cas la se´rie (1.2) converge uniforme´ment (car (an)n>1 de´croˆıt)
mais pas normalement si
∑
an =∞. Bien suˆr l’e´ve´nement pre´ce´dent est de proba-
bilite´ nulle de`s que ν est continue. On peut voir qu’en se rapprochant de 1 le graphe
de F pre´sente des pics dus a` la de´croissance de la longueur de In. De fac¸on ge´ne´rale,
on obtient toujours une fonction de´ge´ne´re´e avec un graphe en forme de «peigne»
(voir Fig. 1.6). La fonction F est nulle sur de nombreux sous-intervalles (a` cause
des points non recouverts), re´gulie`re sur d’autres (au voisinage des points recouverts
un nombre fini de fois) et pre´sente des pics (correspondant aux centres des bosses).
La meˆme situation se produit avec des mesures de Dirac.
Dans un meˆme temps, si la suite (bn)n>1 croˆıt trop lentement les intervalles In
vont se chevaucher davantage. On risque de devoir compenser ce phe´nome`ne par
une de´croissance rapide des amplitudes (an)n>1 et de retrouver ainsi l’hypothe`se de
convergence normale.
Fig. 1.6. Graphe d’une fonction de bosses sans accumulation de
bosses e´le´mentaires (a` gauche) et d’une fonction de bosses en «peigne»
(a` droite).
1.4.3. Proble`mes aux bords
En e´tudiant F sur A nous allons faire des hypothe`ses sur les centres des bosses.
Mais lorsque Xn est proche de la frontie`re de A, la bosse correspondante n’est pas
totalement incluse dans A ou dans son comple´mentaire (voir Fig. 1.4). Les bosses
dont le centre est a` l’exte´rieur de A peuvent de´border sur A et doivent eˆtre prises
en compte. Pour controˆler ces effets de bords, nous allons demander des conditions
a` l’exte´rieur de A.
Exemples
1) L’hypothe`se ν(A) = 0 n’assure pas F ≡ 0 sur A. Pour tenir compte du
de´bordement maximal des premie`res bosses nous conside´rerons A(1/b1) : pour tout
t ∈ A et tout n > 1, la boule B(t, 1/bn) est toute entie`re incluse dans A(1/b1). Ainsi
ν(A(1/b1)) = 0 entraˆıne F nulle sur A.
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2) Si ν est uniforme sur A on s’attend a` ce que chaque point t ait la meˆme
probabilite´ de «voir arriver» une bosse de rang n donne´. Cette probabilite´ vaut
exactement
P(Xn ∈ B(t, 1/bn)) = λ(B(t, 1/bn) ∩ A)
λ(A)
.
Si t est trop pre`s du bord de A ou si n est petit, la boule B(t, 1/bn) n’est pas incluse
dans A et la probabilite´ pre´ce´dente de´pend de t.
Notons qu’un autre proce´de´ serait possible dans le cas re´el. Si A est un intervalle
on peut supprimer les effets de bord en identifiant A a` un cercle.
1.5. Inte´grabilite´
Nous avons de´ja` obtenu des hypothe`ses sur les parame`tres des fonctions de
bosses. L’objectif de cette section est de formuler des conditions qui assurent l’exis-
tence et qui permettent a priori au mode`le d’eˆtre inte´ressant du point de vue fractal.
Si F est de´finie et continue sur A elle est inte´grable et la variable ale´atoire F (t) est
d’espe´rance finie pour tout t. On va donner dans cette section des crite`res d’existence
obtenus en inte´grant les bosses
Yn(t) = G(bn(t−Xn)) .
On peut adopter deux points de vue :
− a` ω fixe´ Yn est une fonction de t. C’est une bosse dilate´e centre´e en Xn(ω) de
support B(Xn(ω), 1/bn).
− a` t fixe´ Yn(t) est une variable ale´atoire. C’est une bosse dilate´e centre´e en t.
On cherche a` inte´grer F par rapport a` λ puis par rapport a` P. Ces deux proble`mes
vont faire intervenir une hypothe`se commune, mais ils ne sont pas e´quivalents. Com-
menc¸ons par traiter le cas des bosses e´le´mentaires.
Lemme 1.5.1. Soit n > 1. Pour tout p > 0 :
i) Y pn est suˆrement inte´grable sur RD, son inte´grale n’est pas ale´atoire et∫
RD
Yn(t)
p dt =
1
bDn
∫
B(0,1)D
G(t)p dt .
ii) Pour tout t ∈ RD, Yn(t) admet des moments de tout ordre et
E(Yn(t)p) 6 ν(B(t, 1/bn)) .
De´monstration. i) Un simple changement de variable donne∫
RD
Yn(t)
pdt =
∫
RD
G(bn(t−Xn))pdt = 1
bDn
∫
RD
G(u)pdu =
1
bDn
∫
B(0,1)
G(u)pdu .
ii) Puisque ‖Gp‖∞ = 1 :
E(Yn(t)p) =
∫
Ω
G(bn(t−Xn))pdP =
∫
B(t,1/bn)
G(bn(t− x))pdν(x) 6 ν(B(t, 1/bn)) ,
d’ou` le re´sultat. 
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Le re´sultat suivant pre´cise le point ii) du lemme pre´ce´dent dans un cas particulier
ou` ν est re´gulie`re et admet une densite´.
Lemme 1.5.2. On suppose que ν admet une densite´ θ par rapport a` la mesure de
Lebesgue et qu’il existe C1, C2 > 0 telles que
∀ t ∈ A(1/b1) C1 6 θ(t) 6 C2 .
Alors pour tout p > 0 et tout t ∈ A : E(Yn(t)p) ' b−Dn , cette estimation e´tant
uniforme en n et t.
De´monstration. Une fois encore un changement de variable donne
E(Yn(t)p) =
∫
Ω
G(bn(t−Xn))pdP =
∫
B(t,1/bn)
G(bn(t− x))p θ(x) dx
=
1
bDn
∫
B(0,1)
G(u)p θ(t− u/bn) du .
Or t ∈ A et u ∈ B(0, 1) entraˆınent t− u/bn ∈ A(1/b1). Par suite
C1 b
−D
n
∫
B(0,1)
G(u)pdu 6 E(Yn(t)p) 6 C2 b−Dn
∫
B(0,1)
G(u)pdu ,
d’ou` le re´sultat, les constantes ci-dessus ne de´pendant que de G, θ et p. 
Voici le premier re´sultat positif d’existence :
Proposition 1.5.3. On suppose que la se´rie
∑
anb
−D
n converge. Alors, pour
tout ω ∈ Ω fixe´, F est une fonction finie presque partout, inte´grable, la valeur de
son inte´grale ne de´pendant pas de ν.
De´monstration. Fixons ω dans Ω. Il suffit de prouver que la se´rie
∑∫ |anYn| converge.
Le lemme 1.5.1 entraˆıne ∫
RD
|anYn(t)| dt 4 anb−Dn ,
terme ge´ne´ral d’une se´rie convergente par hypothe`se. Par suite F est de´finie presque
partout, inte´grable et
∫
RD F (t) dt =
∑
n an
∫
Yn est de´terministe puisque
∫
Yn dt
l’est. 
Nous ne pouvons nous contenter de ce re´sultat. La fonction F peut eˆtre infinie
sur un ensemble grand. Nous voulons a` pre´sent e´changer les roˆles de ω et t, c’est-
a`-dire fixer t et inte´grer par rapport a` ν. La seule hypothe`se de la proposition 1.5.3
n’est pas suffisante. La re´gularite´ de ν va intervenir.
Proposition 1.5.4. On suppose que la se´rie
∑
anb
−D
n converge et que ν est
re´gulie`re supe´rieurement sur A(1/b1). Alors, pour tout t ∈ A fixe´, F (t) est une
variable ale´atoire finie presque suˆrement et inte´grable.
De´monstration. Fixons t dansA. Il suffit cette fois de prouver que la se´rie
∑
E |anYn(t)|
converge. D’apre`s le lemme 1.5.1 :
E |anYn(t)| 6 anν(B(t, 1/bn)) .
Par hypothe`se
ν(B(t, 1/bn)) 6 ρ+A(1/b1)(2
Db−Dn ) 4 b−Dn .
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Donc
E |anYn(t)| 4 anb−Dn ,
qui est, toujours par hypothe`se, le terme ge´ne´ral d’une se´rie convergente. 
Nous avons donc affine´ les hypothe`ses a` prendre sur les suites (an)n>1 et (bn)n>1.
En particulier, une condition commune est
∞∑
n=1
anb
−D
n <∞ . (1.3)
Cette condition est inte´ressante car elle met en jeu la de´croissance conjointe des
suites (an)n>1 et (b−1n )n>1 et le fait qu’elles vont effectivement pouvoir se compen-
ser. Puisque 0 < b−1n 6 b−11 , la convergence normale de (1.2) entraˆıne (1.3). Cette
dernie`re hypothe`se est bien plus souple. Notons que meˆme si l’inte´grale de F n’est
pas ale´atoire, la re´gularite´ de ν intervient.
1.6. Existence et continuite´
Nous allons maintenant re´pondre a` la premie`re question : a` quelles conditions
F existe-t-elle en tant que fonction, c’est-a`-dire est elle presque suˆrement finie par-
tout sur A ? Les pre´ce´dentes hypothe`ses ne suffisent pas a` obtenir un tel re´sultat.
Nous l’avons dit, le point cle´ est d’e´valuer l’empilement des bosses e´le´mentaires.
L’ide´e heuristique est la suivante : si on conside`re la somme SN de N bosses Yn,
chacune ayant pour hauteur 1, on a a priori ‖SN‖∞ ∈ [1, N ]. Mais e´tant donne´ le
positionnement ale´atoire de chaque bosse, la probabilite´ que ‖SN‖∞ soit e´gale a` N
doit eˆtre petite. Pour exploiter cette ide´e, on va grouper les termes de la se´rie (1.2)
par paquets, puis controˆler la hauteur de la pile correspondant a` chaque paquet.
Lorsque celle-ci sera suffisamment petite, on pourra e´tablir la convergence normale
de la nouvelle se´rie obtenue, ce qui sera suffisant puisque F est positive.
Pre´liminaires
Nous commenc¸ons par donner les ide´es directrices a` partir du cas particulier
suivant. On se place dans R avec bn = n et on e´tudie F (t) pour t ∈ [0, 1]. Pour
k > 0, un intervalle dyadique de ge´ne´ration k s’e´crit Ik,i = [i2−k, (i + 1)2−k[ avec
i ∈ Z.
On conside`re un paquet dyadique :
2k+1−1∑
n=2k
anG(n(t−Xn)) .
Chaque bosse d’un tel paquet a un support de longueur infe´rieure a` 3.2−k qui est
donc recouvert par au plus 3 intervalles Ik,i conse´cutifs. Puisque ‖G‖∞ = 1 et que
(an)n>1 est de´croissante, on peut ainsi e´crire
2k+1−1∑
n=2k
anG(n(t−Xn)) 6 a2k
1∑
η=−1
2k+1−1∑
n=2k
1IIk(Xn+η 2−k)(t) ,
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ou` Ik(x) de´signe l’unique intervalle dyadique d’ordre k contenant x ∈ R. Tout revient
donc a` e´tudier la borne supe´rieure de la fonction ale´atoire
Zk,η(t) =
2k+1−1∑
n=2k
1IIk(Xn+η 2−k)(t)
pour chaque η ∈ {0,−1, 1} fixe´. Mais cette fonction est constante sur chaque inter-
valle Ik,i de sorte que
‖Zk,η‖∞ = max{Zk,η(i2−k) : i = 0, . . . , 2k − 1} .
Pour tout t ∈ [0, 1] :
t ∈ Ik(Xn + η2−k) ⇐⇒ Xn ∈ Ik(t− η2−k) ,
donc 1IIk(Xn+η 2−k)(i2
−k) est une variable ale´atoire de Bernouilli de parame`tre pk,i−η =
P(Xn ∈ Ik,i−η). Les Xn ayant meˆme loi, pk,i−η ne de´pend pas de n, et par inde´pen-
dance, Zk,η(i2
−k) est donc une variable binomiale B(2k, pk,i−η). Finalement, ‖Zk,η‖∞
est le maximum de 2k variables de ce type.
Les re´sultats suivants ont pour but d’e´valuer un tel maximum. Le premier est
rappele´ sans de´monstration (voir [9]) :
Lemme 1.6.1. Soit a, b > 0 et M > 1. Alors, pour tout k ∈ {1, . . . ,M − 1} :
k∑
i=0
(
M
i
)
ai bM−i = (M − k)
(
M
k
)∫ a+b
a
tk(a+ b− t)M−k−1dt .
On peut de´duire de cette identite´ un re´sultat technique par ailleurs inte´ressant
en lui-meˆme :
Lemme 1.6.2. Soit V une variable ale´atoire de loi binomiale B(M,P ) avec
M > 1 et P ∈ ]0, 1]. Alors
∀ k ∈ N P(V > k) 6
(
M
k
)
P k 6 (MP )
k
k!
.
De´monstration. Les ine´galite´s e´tant triviales pour k = 0 et k > M , on suppose
1 6 k 6M . La variable V est a` valeurs entie`res, donc on peut e´crire
P(V > k) = 1− P(V < k) = 1− P(V 6 k − 1) .
On a ensuite, par de´finition :
P(V 6 k − 1) =
k−1∑
i=0
(
M
i
)
P i (1− P )M−i .
On applique alors le lemme pre´ce´dent avec a = P et b = 1− P :
P(V 6 k − 1) = (M − k + 1)
(
M
k − 1
)∫ 1
P
tk−1(1− t)M−kdt .
On applique maintenant le lemme pre´ce´dent avec a = 0 et b = 1 :
(M − k + 1)
(
M
k − 1
)∫ 1
0
tk−1(1− t)M−kdt = 1 .
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On obtient donc
P(V > k) = (M − k + 1)
(
M
k − 1
)∫ P
0
tk−1(1− t)M−kdt .
On majore par 1 le terme (1− t)M−k dans l’inte´grale, ce qui fournit
P(V > k) 6 (M − k + 1)
(
M
k − 1
)∫ P
0
tk−1dt = (M − k + 1)
(
M
k − 1
)
P k
k
.
On a enfin
(M − k + 1)
(
M
k − 1
)
1
k
=
(M − k + 1)M !
(M − k + 1)! (k − 1)! k =
M !
(M − k)! k! =
(
M
k
)
,
ce qui prouve l’ine´galite´ centrale :
P(V > k) 6
(
M
k
)
P k .
Pour terminer, il reste a` e´tablir la majoration de droite. Or :(
M
k
)
=
M !
(M − k)! k! =
M × (M − 1)× · · · × (M − k + 1)
k!
6
k termes︷ ︸︸ ︷
M ×M × · · · ×M
k!
=
Mk
k!
.
L’ine´galite´ cherche´e en de´coule. 
Il est alors possible de de´montrer une majoration plus fine concernant les va-
riables binomiales
Proposition 1.6.3. Soient (nk)k>0 et (mk)k>0 deux suites de nombres entiers
non nuls. Pour tout k > 0 et tout i ∈ {1, . . . , nk}, soit Vk,i une variable ale´atoire
binomiale B(mk, pk,i) avec pk,i ∈ [0, 1]. On note pk = maxi{pk,i}.
On suppose qu’il existe une suite (vk)k>0 de nombres entiers telle que
∞∑
k=0
nk
(mkpk)
vk
vk!
<∞ . (1.4)
Alors, presque suˆrement, il existe K > 1 tel que
∀ k > K max {Vk,i : i ∈ {1, . . . , nk}} 6 vk .
De´monstration. Avec le lemme pre´ce´dent, on obtient
P
(
max
i
{Vk,i} > vk
)
= P
( nk⋃
i=1
(Vk,i > vk)
)
6
nk∑
i=1
P(Vk,i > vk)
6
nk∑
i=1
(mkpk,i)
vk
vk!
6 nk
(mkpk)
vk
vk!
.
(1.5)
On conclut, compte tenu de l’hypothe`se, graˆce au lemme de Borel-Cantelli. 
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En appliquant ce re´sultat avec nk = mk = 2
k, on obtiendra une majoration de
‖Zk,η‖∞ de`s lors qu’on saura trouver une suite (vk)k>0 ve´rifiant (1.4). Pour cela, il
faut controˆler la quantite´
pk = max{P(Xn ∈ Ik,i−η) : i ∈ {0, . . . 2k − 1}} .
Tous les intervalles dyadiques Ik,i−η ont pour volume 2−k qui tend vers 0 quand
k → ∞. La suite (pk)k>1 est donc directement lie´e a` l’indicateur ρ+[−1,2] dont elle
peut eˆtre vue comme une version discre`te. C’est ici qu’interviendra la re´gularite´ de
ν. Ensuite, selon l’ordre de grandeur de vk, on obtiendra une condition sur la vitesse
de de´croissance des amplitudes (an)n>1.
Un re´sultat ge´ne´ral
Il est possible de reprendre les arguments pre´ce´dents pour traiter le cas ge´ne´ral.
Nous allons de´montrer le the´ore`me d’existence suivant :
The´ore`me 1.6.4. Soient A ⊂ RD un pave´ non vide et F une fonction de bosses.
On suppose que
i) ν est re´gulie`re supe´rieurement sur A(1 + b−11 ).
ii) La se´rie ∑
n apnD max{1, (pnb−1pnD)D}
converge pour un certain entier p > 2.
Alors F est presque suˆrement de´finie sur A. Elle est de plus continue si la fonction
G est continue.
De´monstration. Sans perdre en ge´ne´ralite´, on suppose A = [0, 1]D. On fixe p > 2
donne´ par ii).
a) Pour k > 0, un cube p−adique de ge´ne´ration k est de la forme
D∏
i=1
[
ki p
−k, (ki + 1) p−k
[
, (k1, . . . , kD) ∈ ZD .
Il est de volume p−kD, il faut donc exactement nk = p kD cubes de ce type pour
recouvrir A. Soit t = (t1, . . . , tD) ∈ RD et si = p−k[p kti]. Alors
∏
[si, si + p
−k[ est
l’unique cube p−adique de ge´ne´ration k qui contient t. Pour tout η ∈ ZD conside´rons
les cubes translate´s
C(t, k, η) =
D∏
i=1
[
si + ηi p
−k, si + (ηi + 1) p−k
[
.
Soit Ek le plus petit ensemble des η ∈ ZD tels que
B(t, b−1
p kD
) ⊂
⋃
η∈Ek
C(t, k, η) .
Il est inde´pendant du point t et Card(Ek) ' max{1, (pkb−1p kD)D}.
b) Notons Nk =
∑k
i=0 ni et N−1 = 0. Fixons η ∈ ZD et soit k > 0. Conside´rons
Z
(1)
k,η(t) =
Nk∑
n=Nk−1+1
1IC(Xn,k,η)(t) .
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La fonction ainsi obtenue est constante sur chacun des nk cubes p−adiques de
ge´ne´ration k de sorte que supA Z
(1)
k,η est le maximum de nk variables ale´atoires
inde´pendantes de loi binomiale B(nk, Pη,k,j) avec
Pη,k,j = P(Xn ∈ C(cj, k, η′)) ,
cj parcourant l’ensemble {0, . . . , pk − 1}D et η′ ∈ Ek. On a C(cj, k, η′) ⊂ A(1 + b−11 )
car B(cj, b
−1
p kD
) ⊂ A(b−11 ), donc avec l’hypothe`se i) :
P(Xn ∈ C(cj, k, η′)) 6 ρ+A(1+b−11 )(p
−kD) 6 rp−kD
pour une constante r > 0. Cette majoration est encore vraie pour maxj {Pη,k,j}.
Ainsi, la majoration (1.5) fournie, avec mk = nk = p
kD et vk = k :
P
(
sup
t∈A
Z
(1)
k,η(t) > k
)
4 (rp
D)k
k!
.
Par suite
P
(
∃ η ∈ Ek tel que sup
t∈A
Z
(1)
k,η(t) > k
)
= P
( ⋃
η∈Ek
(
sup
t∈A
Z
(1)
k,η(t) > k
))
=
∑
η∈Ek
P
(
sup
t∈A
Z
(1)
k,η(t) > k
)
4 Card(Ek)
(rpD)k
k!
.
La suite (b−1n )n>1 e´tant borne´e, la se´rie
∑
Card(Ek)
(rpD)k
k!
est toujours convergente,
de sorte que d’apre`s le lemme de Borel-Cantelli, il existe presque suˆrement K > 1
tel que
k > K =⇒ ∀ η ∈ Ek sup
t∈A
Z
(1)
k,η(t) 6 k .
c) Soit maintenant la fonction ale´atoire
Z
(2)
k (t) =
Nk∑
n=Nk−1+1
G(bn(t−Xn)) .
Soit n > Nk. Pour k > 1, Nk−1 > p kD et B(Xn, b−1p kD) ⊂
⋃
η∈Ek C(Xn, k, η), donc
G(bn(t−Xn)) 6 1IB(Xn,b−1n )(t) 6 1IB(Xn,b−1
p kD
)(t) 6
∑
η∈Ek
1IC(Xn,k,η)(t) .
Par conse´quent Z
(2)
k (t) 6
∑
η∈Ek Z
(1)
k,η(t) et donc, d’apre`s b) :
k > K =⇒ sup
t∈A
Z
(2)
k (t) 6 kCard(Ek) 4 kmax{1, (pkb−1p kD)D} .
d) Soit finalement la fonction
Z
(3)
k (t) =
Nk∑
n=Nk−1+1
anG(bn(t−Xn)) .
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Puisque Z
(3)
k (t) 6 aNk−1Z
(2)
k (t) 6 ap kDZ
(2)
k (t) , nous avons
k > K =⇒ sup
t∈A
Z
(3)
k (t) 4 k ap kD max{1, (pkb−1p kD)D} .
D’apre`s l’hypothe`se ii) cette se´rie converge, ce qui entraˆıne la convergence normale
de la se´rie
∑
Z
(3)
k . Puisque Z
(3)
k > 0 cela assure l’existence de F sur A avec
F (t) =
∑
k>0
Z
(3)
k (t) .
Enfin, si G est continue, les Z
(3)
k le sont aussi et F e´galement. 
Sous les hypothe`ses de ce the´ore`me, les propositions 1.5.3 et 1.5.4 s’appliquent.
En effet, les suites (an)n>1 et (b−1n )n>1 convergent vers 0 en de´croissant donc le crite`re
de condensation de Cauchy donne∑
anb
−D
n converge ⇐⇒
∑
pnDapnDb
−D
pnD
converge .
Or la convergence de la se´rie de droite est entraˆıne´e par celle de∑
n apnD max{1, (pnb−1pnD)D} .
Enfin, si ρ+ ve´rifie ρ+(h) 4 h sur A(1+ b−11 ), il le ve´rifie a fortiori sur n’importe le-
quel de ses sous-ensembles, en particulier sur A(b−11 ). On voit ainsi que les hypothe`ses
du the´ore`me 1.6.4 sont plus restrictives que celles assurant l’existence presque par-
tout.
Ce the´ore`me est inte´ressant lorsque ν(A) > 0. Nous avons de´ja` mentionne´ le cas
ou` aucune bosse ne tombait dans A. La «pire» situation est ν(A) = 1. Dans ce cas
toutes les bosses sont centre´es dans A et l’accumulation ponctuelle est maximale.
C’est ici qu’intervient l’hypothe`se i).
Pour controˆler toutes les bosses on suppose une re´gularite´ sur un pave´ plus large
que A. On peut le´ge`rement assouplir cette contrainte. Soit η > 0 quelconque. On
e´crit
F (t) =
N∑
n=1
anG(bn(t−Xn)) +
∞∑
n=N+1
anG(bn(t−Xn)) ,
ou` N > 1 est choisi tel que
1
bN+1
< η 6 1
bN
.
La premie`re somme est finie : c’est une fonction simple a` e´tudier. Dans R par exemple
elle est affine par morceaux si g est la bosse triangle. La seconde fonction est une
se´rie qu’on peut traiter, exactement comme une fonction de bosses, avec le the´ore`me
1.6.4. La premie`re bosse a pour support la boule IN+1 de rayon b
−1
N+1. Toutes les
bosses ont alors un de´bordement plus petit que η de sorte qu’il suffit que ν soit
re´gulie`re supe´rieurement sur A(1 + η). Dans la suite, pour ne pas avoir a` faire cette
manipulation et e´tudier deux fonctions a` chaque fois, nous ferons des hypothe`ses
de re´gularite´ optimales. Mais la plupart des re´sultats se ge´ne´ralisent de la fac¸on
pre´ce´dente.
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1.7. Exemple fondamental
Nous donnons un exemple fondamental de fonctions de bosses. Il s’agit du mode`le
que nous e´tudierons en de´tail dans la suite. Il est suffisamment pertinent sur le plan
the´orique pour illustrer les diffe´rentes proprie´te´s des fonctions de bosses. De nom-
breuses de´monstrations pourront s’adapter aux mode`les plus complexes. Enfin, sur
le plan pratique, il est suffisamment riche pour mode´liser quantite´ de situations
expe´rimentales.
Par de´finition, les fonctions de bosses standards sont telles que :
• an = n−α/D, α ∈ ]0, 1],
• bn = nβ/D, β ∈ ]0, 1],
Pour ce mode`le, les suites (an)n>1 et (b−1n )n>1 de´croissent de manie`re auto-affine :
∀n > 1 log an
log b−1n
=
α
β
.
Cette proprie´te´ est aussi ve´rifie´e par les fonctions de Knopp et de Weierstrass.
Qualitativement, la de´croissance des amplitudes est identique (voir Fig. 1.7). Il suffit
d’e´crire ces dernie`res fonctions sous la forme (6) (voir page 6) en rede´finissant les
suites par paquets.
Fig. 1.7. Comparaison de la de´croissance des amplitudes d’une fonc-
tion de Takagi-Knopp (en bleu) et d’une fonction de bosses standard
(en rouge).
Intuitivement, elles doivent donc partager des proprie´te´s analogues en ce qui
concerne la re´gularite´ trajectorielle. Avant d’e´tudier cette question, justifions l’exis-
tence de ces fonctions de bosses. On obtient, pour tout entier p > 2 :
n apnD max{1, (pnb−1pnD)D} = n p−n(α+D(β−1)) ,
qui est le terme ge´ne´ral d’une se´rie convergente si et seulement si
α+D(β − 1) > 0 .
1.7. EXEMPLE FONDAMENTAL 35
L’hypothe`se i) du the´ore`me 1.6.4 est alors satisfaite. Si β = 1 elle se re´duit a` α > 0.
Si α > 1 on est dans le cas d’une convergence normale, mais on est autorise´ a`
conside´rer α ∈ ]0, 1]. En fait, nous n’envisagerons que ce cas avec β = 1. Certains
re´sultats pourraient toutefois eˆtre ge´ne´ralise´s. On e´tudie ces se´ries sur un pave´ non
vide A ⊂ RD avec ν re´gulie`re sur certains voisinages de A. On a donc
∀ t ∈ A F (t) =
∞∑
n=1
n−α/DG(nβ/D(t−Xn)) , (1.6)
en particulier si D = 1 et β = 1 :
∀ t ∈ A F (t) =
∞∑
n=1
n−αg(n(t−Xn)) . (1.7)
De nombreux choix sont possibles pour la loi ν. Il faut garder a` l’esprit l’exemple
le plus simple et le plus pertinent d’une loi uniforme.
La ge´ome´trie de la bosse va intervenir concre`tement dans la suite. Pour simplifier
les e´nonce´s, nous avons suppose´ que toutes les bosses sont issues d’une meˆme bosse
e´le´mentaire. Ce choix est aussi dicte´ par les applications, mais ce caracte`re homoge`ne
n’est pas restrictif. Certains re´sultats restent vrais avec des hypothe`ses plus souples.
Notons de´ja` en vue des applications que d’une part la forme de la bosse G et
la distribution ν influencent conside´rablement l’allure du graphe de F , d’autre part
que ce sont les premie`res bosses a` support large qui lui donnent sa «silhouette» (la
premie`re bosse est de hauteur 1 et a un support de volume 2D). Les bosses de rang n
tre`s grand donnent, elles, toute sa rugosite´ au profil. Ces phe´nome`nes sont nettement
visibles sur la figure 1.8 (resp. 1.9) ou` est trace´e en dimension 1 (resp. 2) la fonction
de bosses standard F . Ici g est la bosse triangle, ‖.‖G = ‖.‖1, ν = U([−1, 2]D),
α = 0.8 et β = 1.
Fig. 1.8. Graphe d’une fonction de bosses standard dans R.
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Fig. 1.9. Graphe d’une fonction de bosses standard dans R2.
1.8. Remarque
Une fois fixe´ un pave´ A, la condition de re´gularite´ de ν du the´ore`me 1.6.4 n’est pas
tre`s contraignante. Elle permet essentiellement de traiter les lois a` densite´. Toutefois,
on peut se demander s’il n’est pas possible de conside´rer des mesures beaucoup plus
irre´gulie`res. Nous avons vu que si ν est une masse de Dirac, la convergence normale
de la se´rie (1.2) est ne´cessaire. Mais que peut-on dire de mesures «interme´diaires» ?
A titre d’exemple, conside´rons le cas re´el avec A = [0, 1], ν porte´e par A et F la
fonction de bosses standard de´finie par (1.7).
L’indicateur ρ+A permet de controˆler a` toute e´chelle ε > 0 la mesure d’un intervalle
de longueur ε situe´ n’importe ou` dans A. Si on reprend les re´sultats pre´liminaires
de la page 28, on voit qu’il suffit de connaˆıtre la suite (pk)k>0 de´finie par
pk = max{ν(Ik,i) : i ∈ {0, . . . 2k − 1}} . (1.8)
On controˆle donc la mesure des intervalles pour les e´chelles discre`tes et a` chaque
fois pour un nombre fini de positions bien de´termine´es. On a donc besoin de moins
d’information que celle apporte´e par ρ+A, ce qui permet d’envisager d’autres mesures.
Conside´rons par exemple la mesure de Besicovitch µp de parame`tre p ∈ [0, 1].
Elle est de´finie a` l’aide de la filtration dyadique de la manie`re suivante. On pose
µp([0, 1]) = 1. Pour tout k > 0, chaque intervalle dyadique Ik,i se de´compose en 2
sous-intervalles (disjoints) mitoyens Ik+1,j, Ik+1,j+1. On pose alors
µp(Ik+1,j) = pµp(Ik,i) et µp(Ik+1,j+1) = (1− p)µp(Ik,i) .
Par exemple [0, 1] = I0,0 = I1,0∪ I1,1 donc µp([0, 1/2]) = p et µp([1/2, 1]) = 1−p. On
construit ainsi par re´currence µp sur tous les intervalles dyadiques de [0, 1] ce qui la
de´termine comple`tement.
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Notons les cas extreˆmes :
– Pour p = 0 (resp. p = 1), µp est la mesure de Dirac au point 1 (resp. 0) : elle
est la plus irre´gulie`re.
– Pour p = 1/2, µp est la mesure uniforme sur [0, 1] : elle est la plus re´gulie`re.
On peut montrer que Supp(µp) = [0, 1] mais qu’elle est porte´e par un ensemble
Ep ⊂ [0, 1] de volume nul si p 6= 1/2. On dit qu’elle est singulie`re par rapport a` λ.
Dans ce cas, la mesure µp n’est pas re´gulie`re supe´rieurement sur A de sorte qu’on
ne peut pas utiliser le the´ore`me 1.6.4.
Supposons p ∈ ]0, 1[ et notons m = max{p, 1 − p} ∈ ]0, 1[. Il est facile d’estimer
pk pour la mesure µp. Par construction :
∀ k > 0 pk 6 mk . (1.9)
Pour une mesure re´gulie`re supe´rieurement sur [0, 1], et toujours pour la fonction
de bosses standard (1.7), nous avons en fait montre´ que la hauteur d’un paquet de
N bosses e´le´mentaires conse´cutives est de l’ordre de log(N). Cela laisse une marge
assez importante, c’est-a`-dire qu’on peut choisir pour la se´rie (1.4) une suite vk qui
croˆıt plus vite que k. Plus pre´cise´ment, en reprenant les arguments de la section 1.6
on voit que F est bien de´finie s’il existe une suite de nombres entiers (vk)k>0 telle
que :
∞∑
k=0
2k
(2m)kvk
vk!
<∞ et
∞∑
k=0
2−kαvk <∞ . (1.10)
On montre que pour tout λ > log2(2m), la suite vk = [2
λk] est telle que la
premie`re se´rie converge. On obtient le re´sultat d’existence suivant :
Proposition 1.8.1. La fonction de bosses standard F de´finie sur [0, 1] par
F (t) =
∞∑
n=1
n−αg(n(t−Xn)) ,
ou` la loi commune des Xn est la mesure de Besicovitch µp, existe partout presque
suˆrement si et seulement si α > α(p) = 1 + log2(max{p, 1− p}).
Cela montre bien que plus la mesure est irre´gulie`re, plus on a de restriction sur
α. Ainsi, dans le pire cas des mesures de Dirac, on a α(0) = α(1) = 1 de sorte que la
convergence doit eˆtre normale. Au contraire, dans le meilleur cas de la loi uniforme,
on a α(1/2) = 0 et on retrouve le re´sultat du the´ore`me 1.6.4.
On voit donc qu’il est possible de conside´rer des mesures ν assez irre´gulie`res
pour distribuer les bosses e´le´mentaires. L’inte´reˆt est alors que cette irre´gularite´ peut
se transmettre a` F . Le chapitre suivant a pre´cise´ment pour objectif d’e´tudier la
re´gularite´ de F . Toutefois, nous nous restreindrons a` des mesures re´gulie`res qui sont
techniquement plus simples a` manipuler. En pratique d’ailleurs, on choisit plutoˆt
des mesures a` densite´.

CHAPITRE 2
Fonctions de bosses : re´gularite´
2.1. Accroissements et re´gularite´ globale
Soit A un pave´ non vide et f : A ⊂ RD → R une fonction continue. Par de´finition,
on a en tout point t ∈ A :
|f(t+ h)− f(t)| → 0 lorsque ‖h‖ → 0.
Ceci est la re´gularite´ minimale que nous imposons a` f . Pour affiner notre connais-
sance de f nous allons quantifier cette re´gularite´ et de´terminer une re´gularite´ maxi-
male. La notion de re´gularite´ est toute relative : on dispose de diffe´rents crite`res
pour «mesurer» la re´gularite´ d’une fonction. Le choix le plus simple et le plus usuel
est d’ame´liorer la relation pre´ce´dente en e´valuant la vitesse a` laquelle l’accroisse-
ment standard f(t + h) − f(t) tend vers 0. Nous utilisons les re`gles et l’e´chelle de
comparaison du § 1.1. Il faut encore choisir de s’inte´resser a` f au niveau ponctuel,
local ou global. C’est ce dernier que nous allons e´tudier ici.
E´tant donne´e l’e´chelle de re´fe´rence, il est utile d’introduire la
De´finition 2.1.1. On dit que f est ho¨lde´rienne d’exposant H ∈ ]0, 1] au point
s ∈ A s’il existe une constante CH(s) > 0 telle que pour tout t ∈ A :
|f(t)− f(s)| 6 CH(s) ‖t− s‖H . (2.1)
Si CH(s) peut eˆtre choisie inde´pendamment de s, f est dite uniforme´ment ho¨lde´rienne
sur A.
On de´signe par ΛH(A) l’ensemble de ces fonctions :
f ∈ ΛH(A) ⇐⇒ sup
{ |f(t)− f(s)|
‖t− s‖H : s 6= t , s, t ∈ A
}
<∞ . (2.2)
On obtient ainsi une e´chelle de re´gularite´ au sens ou` :
0 < H1 < H2 6 1 =⇒ ΛH2(A) ⊂ ΛH1(A) . (2.3)
En particulier, f est lipschitzienne sur A si elle appartient a` Λ1(A). Ces fonctions
sont les plus re´gulie`res. Pour D = 1, elles sont absolument continues, de´rivables
presque partout avec f ′ ∈ L∞(A).
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Exemples
1) Pour α > 0, les bosses e´lementaires gα de´finies par
gα(t) = (1− tα)1/α
sont de´rivables sauf aux bornes de leur support. On a facilement gα ∈ ΛH(R) avec
H = min{α, 1/α}.
2) A partir des fonctions pre´ce´dentes on construit des bosses e´le´mentaires plus
complexes. On conside`re une suite (αn)n>1 de re´els supe´rieurs a` 1 et on construit la
bosse g via la formule (1.1) page 16 en choisissant gn = gαn . On obtient une fonction
g continue sur R et dont l’exposant de Ho¨lder au point tn−1 vaut 1/αn. Soit alors
H = inf{1/αn : n > 1} .
Si H > 0 alors g ∈ ΛH(R). On obtient une pathologie en choisissant par exemple
αn = n. On a une re´gularite´ ho¨lde´rienne sur chaque sous-intervalle A ⊂ ]0, 1] mais
pas sur [0, 1]. En effet, l’ordre de re´gularite´ tend vers H = 0 lorsqu’on se rapproche
de l’origine. Le proble`me a lieu en 0 car c’est le point d’accumulation des suites
(cn)n>0 et (tn)n>0. Avec cette construction on peut obtenir un tel comportement
aux bornes du support.
3) On reprend l’exemple spe´cifique 2) page 16. Soit H ∈ ]0, 1[. On choisit r tel
que rH = 2. Puisque r > 2, on peut conside´rer la bosse e´le´mentaire gδ obtenue a`
partir de la suite
δn = (2/r)
n .
Alors H = log 2/ log r et gδ ∈ ΛH(R).
Conside´rons les fonctions de bosses F de´finies page 35 par (1.7). On cherche les
H ∈ ]0, 1] tels que l’ine´galite´ (2.1) soit vraie presque suˆrement. Puisque F se pre´sente
comme une se´rie, on peut essayer de travailler directement sur l’accroissement : en
utilisant l’ine´galite´ triangulaire il suffit de trouver des majorations de l’accroissement
du terme ge´ne´ral. Cette me´thode simple est utilise´e pour les fonctions de Weierstrass
(voir [14, 38, 18]). On montre ainsi que presque suˆrement W est uniforme´ment
ho¨lde´rienne d’exposant α. Cependant, la convergence normale de ces se´ries autorise
une e´tude directe. Cela ne va pas toujours eˆtre possible pour F . Il faut utiliser
des re´sultats probabilistes a` l’instar du mouvement brownien (voir [14]). Nous ne
pourrons pas utiliser directement le lemme classique de Kolmogorov (voir [31, 29]).
Nous devons revenir a` une de´monstration directe consistant a` majorer la probabilite´
P(|F (t+ h)− F (t)| > ‖h‖H)
pour tout t, t+ h ∈ A.
Comme pour son existence, la re´gularite´ de F va d’abord eˆtre controˆle´e par le
couple de suites (an, bn)n>1, c’est-a`-dire les exposants α, β. Au chapitre pre´ce´dent,
nous avons note´ certains paralle`les entre ces suites et celles qui leurs correspondent
dans les fonctions de Weierstrass. Pour α < 1, cela sugge`re un comportement ana-
logue : l’existence d’un exposant de Ho¨lder et sa valeur attendue. En cas de conver-
gence normale (α > 1), F sera re´gulie`re sur un «large» sous-ensemble de A. De
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meˆme, si le recouvrement ale´atoire associe´ a` F ne recouvre pas entie`rement A, F
sera constante au voisinage des points non recouverts. Ainsi, la re´gularite´ de ν in-
tervient e´galement.
On conside`re a` partir de maintenant une fonction de bosses standard avec β = 1 :
∀ t ∈ A F (t) =
∞∑
n=1
n−α/DG(n1/D(t−Xn)) (2.4)
ou`, par de´finition, α ∈ ]0, 1]. On suppose satisfaite l’hypothe`se :
H1 : ν est re´gulie`re supe´rieurement sur A(2),
de sorte que F existe. On se propose alors de de´terminer son exposant de Ho¨lder
uniforme presque suˆr. Le terme ge´ne´ral des fonctions de Knopp ou de Weierstrass
est toujours tre`s re´gulier. Il est clair que la re´gularite´ de F va de´pendre de celle de
G. Il paraˆıt peu probable qu’on puisse obtenir une somme F plus re´gulie`re que son
terme ge´ne´ral. On introduit donc, et on suppose ve´rifie´e, l’hypothe`se :
H2 : G est uniforme´ment ho¨lde´rienne sur RD d’exposant γ.
Une telle proprie´te´ ne de´pend pas des normes ‖·‖ et ‖·‖G choisies et il est e´quivalent
de supposer que la bosse initiale g appartient a` Λγ(R). La fonction G e´tant en
particulier continue, il en va de meˆme pour F . On note
d = min{α, γ} ∈ ]0, 1] .
Pour simplifier, on suppose A = [0, 1]D mais les re´sultats suivants sont vrais pour
un pave´ A quelconque, les constantes exhibe´es de´pendant alors bien suˆr de A.
On note dans la suite, pour n > 1, C, p > 0, ε > 0, t ∈ [0, 1]D et h ∈ RD :
un(ε, C) = min {n1/Dε, C} ,
Yn(t) = G(n
1/D(t−Xn)) ,
Zn(t, h) = Yn(t+ h)− Yn(t) ,
et
Up(t, h) = |F (t+ h)− F (t)|p =
∣∣∣∣∣
∞∑
n=1
n−α/DZn(t, h)
∣∣∣∣∣
p
.
On commence par e´tudier les accroissements e´le´mentaires de F , c’est-a`-dire les
variables ale´atoires Zn(t, h). On cherche en particulier des majorations et des mino-
rations presque suˆres, sinon en moyenne. L’ide´e essentielle est de faire intervenir les
supports des bosses mises en jeu.
Lemme 2.1.1. Pour tout n > 1, tout t, t+ h ∈ [0, 1]D :
|Zn(t, h)| 4 un(‖h‖ , 1)γ Tn ,
ou` (Tn)n>1 est une suite de variables de Bernouilli de parame`tre E(Tn) 4 1/n.
Par suite, pour tout p > 0 :
E |Zn(t, h)|p 4 1
n
· un(‖h‖ , 1)γp ,
l’estimation ne de´pendant que de p et G.
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De´monstration. Notons Bn(t, h) = B(t, n
−1/D) ∪ B(t + h, n−1/D) et conside´rons la
variable ale´atoire
Tn =
{
1 si Xn ∈ Bn(t, h)
0 sinon
On a toujours Bn(t, h) ⊂ A(2) = [−2, 3]D et donc d’apre`s l’hypothe`se H1 :
ν(Bn(t, h)) 4
1
n
.
Ainsi Tn suit une loi de Bernouilli de parame`tre E(Tn) 4 1/n.
a) Etant donne´ le support de G, si Xn /∈ Bn(t, h) alors Zn(t, h) = 0.
b) Puisque ‖G‖∞ = 1 on a toujours |Zn(t, h)| 6 2. Puisque G est ho¨lde´rienne :
|Zn(t, h)| 6 Cγ(n−1/D ‖h‖)γ .
c) Par conse´quent, si C = max{2, Cγ}, nous avons :
|Zn(t, h)| 6 C un(‖h‖ , 1)γTn ,
d’ou` le re´sultat vu que C > 0 ne de´pend que de g. 
Nous pouvons a` pre´sent e´tudier l’accroissement total de F . Le re´sultat technique
suivant sera d’un usage fre´quent :
Lemme 2.1.2. Avec les notations pre´ce´dentes, pour tout k > 1 :
∞∑
n=1
n−1−kα/Dun(ε, C)kγ 4
{
εk d si α 6= γ
εkα |ln ε| si α = γ
De´monstration. Notons h(ε) la somme pre´ce´dente. Soit ε ∈ ]0, C] et N > 1 tel que
C (N + 1)−1/D < ε 6 C N−1/D. On a
h(ε) = εkγ
N∑
n=1
n−1+k(γ−α)/D + Ckγ
∞∑
n=N+1
n−1−kα/D .
Puisque k > 1, la se´rie de droite converge et
Ckγ
∞∑
n=N+1
n−1−kα/D 4 N−kα/D 4 εkα .
La somme de gauche s’e´value selon le signe de γ − α :
εkγ
N∑
n=1
n−1+k(γ−α)/D 4

εkα si α < γ
εkγ |ln ε| si α = γ
εkγ si α > γ
D’ou` le re´sultat dans les diffe´rents cas de figure. 
L’accroissement U1(t, h) tend vers 0 presque suˆrement puisque F est continue.
Nous allons mesurer a` quelle vitesse en e´valuant la probabilite´ qu’il soit «grand».
En utilisant l’ine´galite´ triangulaire et le lemme 2.1.1 on a :
∀ t, t+ h ∈ [0, 1]D |F (t+ h)− F (t)| 6 C2U(‖h‖) ,
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ou`, pour tout ε > 0 :
U(ε) =
∞∑
n=1
n−α/Dun(ε, 1)γ Tn . (2.5)
Le point essentiel est de controˆler la distribution de U(ε) en utilisant sa transforme´e
de Laplace.
Lemme 2.1.3. Soit (Tn)n>1 une suite de variables ale´atoires inde´pendantes sui-
vant une loi de Bernouilli de parame`tre E(Tn) 6 C/n , C > 0. Pour ε > 0, soit
U(ε) la se´rie (2.5). Alors presque suˆrement cette se´rie converge ,et il existe C1 > 0
telle que, pour tout ε ∈ ]0, 1] :
∀u > 0 E(exp(uU(ε))) 6
{
exp(C1 exp(uε
d)) si α 6= γ
exp(C1 |ln ε| exp(uεα)) si α = γ
De´monstration. Fixons ε > 0. Remarquons que U(ε) est positive et que
E(n−α/D un(ε, 1)Tn) 4 n−1−(α/D) (n→∞) .
Puisque par hypothe`se α/D + 1 > 1, la variable U(ε) est presque suˆrement finie et
inte´grable. Soit pn = E(Tn) , vn(ε) = n−α/D un(ε, 1)γ et L(u) = E(exp(uU(ε))). Par
inde´pendance des Tn :
L(u) =
∞∏
n=1
E(exp(u vn(ε)Tn)) .
En outre, pour tout n > 1 :
E(exp(u vn(ε)Tn)) = (1− pn) + pneuvn(ε) = pn(euvn(ε) − 1) + 1
6 exp(pn(euvn(ε) − 1)) = exp
(
pn
∞∑
k=1
uk vn(ε)
k
k!
)
.
Ainsi
ln(L(u)) 6 C
∞∑
n=1
1
n
∞∑
k=1
uk
k!
vn(ε)
k 6 C
∞∑
k=1
uk
k!
∞∑
n=1
1
n
vn(ε)
k .
D’apre`s le lemme 2.1.2, il existe C ′ > 0 telle que
∞∑
n=1
1
n
vn(ε)
k 6
{
C ′ εk d si α 6= γ
C ′ εk α |ln ε| si α = γ
Par suite
ln(L(u)) 6
{
C C ′ exp(uεd) si α 6= γ
C C ′ exp(uεα) |ln ε| si α = γ
D’ou` le re´sultat avec C1 = C C
′. 
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Proposition 2.1.4. Soit ε > 0. Pour tout t, t+ h ∈ [0, 1]D et ‖h‖ < h0 :
P(|F (t+ h)− F (t)| > ε) 6 exp(b(‖h‖ , ε))
avec
b(‖h‖ , ε) =

1
C2
ε ‖h‖−d (1− ln( 1
C1C2
ε ‖h‖−d )) si α 6= γ
1
C2
ε ‖h‖−d (1− ln( 1
C1C2
ε ‖h‖−d
|ln ‖h‖|
))
si α = γ
De´monstration. On utilise l’ine´galite´ de Markov suivante, valide pour toute variable
X > 0 et tout u, λ > 0 :
P(X > λ) 6 E(e
uX)
euλ
,
pour obtenir avec le lemme pre´ce´dent, et pour tout u > 0 :
P(C2 U(‖h‖) > ε) 6

exp(C1 exp(u ‖h‖d)− 1
C2
uε) si α 6= γ
exp(C1 |ln ‖h‖| exp(u ‖h‖α)− 1
C2
uε) si α = γ
On note a(u, ‖h‖ , ε) le membre de droite de cette ine´galite´. Il est facile de montrer
que a admet un minimum par rapport a` u valant pre´cise´ment exp(b(‖h‖ , ε)) avec
b(‖h‖ , ε) e´nonce´ dans la proposition. 
Nous pouvons alors de´montrer le re´sultat suivant. C’est une estimation essentielle
bien connue des probabilistes.
Corollaire 2.1.5. Pour tout η ∈ ]0, d[ et tout p > 0, il existe h0 > 0 tel que
pour tout t, t+ h ∈ [0, 1]D, ‖h‖ < h0 :
P( |F (t+ h)− F (t)| > ‖h‖η ) 6 ‖h‖p .
De´monstration. On applique la proposition 2.1.4 avec ε = ‖h‖η :
P( |F (t+ h)− F (t)| > ‖h‖η ) 6 exp(b(‖h‖))
avec
b(‖h‖) =

1
C2
‖h‖η−d (1− ln( 1
C1C2
‖h‖η−d )) si α 6= γ
1
C2
‖h‖η−d (1− ln( 1
C1C2
‖h‖η−d
|ln ‖h‖|
))
si α = γ
Puisque η − d < 0, lorsque ‖h‖ → 0 on a, dans les deux cas :
b(‖h‖)→ −∞ et b(‖h‖)/ ln ‖h‖ → +∞ .
Donc si p > 0, il existe h0 > 0 tel que
‖h‖ < h0 =⇒ b(‖h‖) 6 p ln ‖h‖ .
Or, pour de tels ‖h‖, nous avons exp(b(‖h‖)) 6 ‖h‖p. 
Nous allons maintenant rappeler comment majorer l’accroissement de F sur l’en-
semble des nombres dyadiques. C’est l’occasion d’introduire diffe´rents sous-ensembles
que nous utiliserons re´gulie`rement par la suite . Pour tout ε ∈ ]0, 1] :
Dε = {(k1ε, . . . , kDε) : ki ∈ N , 0 6 ki 6 1/ε}
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est un ensemble fini de [0, 1]D de cardinal mε = (1 + [1/ε])
D ' ε−D. Si D = 1 alors
Dε = {kε : k ∈ {0, . . . , [1/ε]}} .
En particulier pour ε = 2−N :
Dε = {k2−N : k ∈ {0, . . . , 2N}}
est l’ensemble usuel des nombres dyadiques de ge´ne´ration N . On introduit ensuite
un ensemble de paires issues de chaque point de Dε :
D∗ε = {(s, t) ∈ Dε ×Dε : t = s+ εei pour un certain i ∈ {1, . . . , D}} .
C’est encore un ensemble fini de cardinal nε ' ε−D (on peut montrer que
nε = D!
D∑
k=1
[1/ε]k
(k − 1)! ).
Si D = 1 alors nε = [1/ε] = mε − 1 et D∗ε est l’ensemble des paires
D∗ε = {(kε, (k + 1)ε) : 0 6 k < [1/ε]} ,
en particulier pour ε = 2−N :
D∗ε = {(k2−N , (k + 1)2−N) : 0 6 k < 2N} .
Soit
E∗ε = {(s, t) ∈ Dε ×Dε : ‖t− s‖ = ε} .
On a D∗ε ⊂ E∗ε avec encore Card(E∗ε ) ' ε−D. Soit enfin
Z∗ε = sup{|F (s)− F (t)| : (s, t) ∈ E∗ε} .
Notons pour terminer que toutes ces quantite´s sont relatives a` [0, 1]D mais qu’elles se
transposent facilement a` n’importe quel pave´ A. On note dans la suite D l’ensemble
des nombres dyadiques de [0, 1]D :
D =
⋃
N>1
D2−N .
Lemme 2.1.6. Pour tout m > 0 et tout s, t ∈ D :
‖t− s‖ 6 2−m =⇒ |F (t)− F (s)| 6 2
∞∑
n=m
Z∗2−n .
De´monstration. Soient s, t ∈ D : s = (s1, . . . , sD) et t = (t1, . . . , tD). Du de´veloppe-
ment dyadique des re´els, on de´duit que, pour tout i ∈ {1, . . . , D} :
si =
∞∑
k=1
u
(k)
i
2k
, ti =
∞∑
k=1
v
(k)
i
2k
, avec u
(k)
i et v
(k)
i e´le´ments de {0, 1} ,
ces se´ries e´tant en fait des sommes finies puisque s, t ∈ D. Conside´rons, pour tout
n > 1, les sommes partielles :
s
(n)
i =
n∑
k=1
u
(k)
i
2k
=
[2nsi]
2n
et t
(n)
i =
n∑
k=1
v
(k)
i
2k
=
[2nti]
2n
,
et les e´le´ments de D2−n correspondant :
s(n) = (s
(n)
1 , . . . , s
(n)
D ) et t
(n) = (t
(n)
1 , . . . , t
(n)
D ).
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a) Soit n > 1. Pour tout i ∈ {1, . . . , D} :
s
(n+1)
i − s(n)i =
u
(n+1)
i
2n+1
.
Ainsi ∥∥s(n+1) − s(n)∥∥ = 2−(n+1) sup{εi} avec εi = u(n+1)i ∈ {0, 1}.
Donc soit s(n+1) = s(n), soit (s(n), s(n+1)) ∈ E∗
2−(n+1) . Dans tous les cas∣∣F (s(n+1))− F (s(n))∣∣ 6 Z∗2−(n+1)
et la meˆme ine´galite´ vaut pour t.
b) Soit m > 0 tel que ‖t− s‖ 6 2−m. Alors pour tout i ∈ {1, . . . , D}, |ti − si| 6
2−m, ou encore |(2mti)− (2msi)| 6 1. Donc | [2mti]− [2msi] | ∈ {0, 1}. On en de´duit
que ∥∥t(m) − s(m)∥∥ ∈ {0, 2−m} .
Ainsi, une nouvelle fois, soit s(m) = t(m), soit (s(m), t(m)) ∈ E∗2−m , et dans tous les
cas ∣∣F (t(m))− F (s(m))∣∣ 6 Z∗2−m .
c) Puisque s, t ∈ D , les suites s(n) et t(n) sont stationnaires respectivement a` s
et a` t. Il existe donc toujours M > m tel que s(M) = s et t(M) = t. Par suite, on
peut e´crire par te´lescopie :
F (t)− F (s) = F (t(M))− F (s(M))
=
M−1∑
n=m
(F (t(n+1))− F (t(n))) + (F (t(m))− F (s(m))) +
M−1∑
n=m
(F (s(n))− F (s(n+1))) .
En appliquant l’ine´galite´ triangulaire, et compte tenu des points a) et b) :
|F (t)− F (s)| 6 2
M−1∑
n=m
Z∗2−n 6 2
∞∑
n=m
Z∗2−n ,
qui est la majoration annonce´e. 
On peut enfin e´tablir le second the´ore`me fondamental qui fournit la re´gularite´
presque suˆre des trajectoires de F :
The´ore`me 2.1.7. On suppose vraies les hypothe`ses H1 et H2. Soit d = min{α, γ}
comme pre´ce´demment, et soit η ∈ ]0, d[. Alors presque suˆrement, F est uniforme´ment
ho¨lde´rienne sur A d’exposant η : il existe une constante Cη > 0, non ale´atoire, ne
de´pendant que de η, telle que
∀ s, t ∈ A |F (t)− F (s)| 6 Cη ‖t− s‖η .
De´monstration. On peut supposer A = [0, 1]D. Fixons η > d et p > D. Soit (s, t) ∈
E∗ε . D’apre`s le corollaire 2.1.5
P(|F (t)− F (s)| > εη) 6 εp .
Par suite
P(Z∗ε > εη) 4 εp−D .
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Prenons ε de la forme 2−n. Puisque la se´rie
∑
2−n(p−D) converge, le lemme de Borel-
Cantelli entraˆıne que, presque suˆrement, il existe N > 1 tel que :
n > N =⇒ Z∗2−n 6 2−nη .
Soit alors s, t ∈ D et m > N tel que 2−(m+1) 6 ‖t− s‖ 6 2−m. Avec le lemme 2.1.6
il vient :
|F (t)− F (s)| 6 2
∞∑
n=m
Z∗2−n 6 2
2−mη
1− 2−η 6
2η+1
1− 2−η ‖t− s‖
η .
La densite´ de D dans [0, 1]D et la continuite´ de F permettent de conclure. 
Le re´sultat pre´ce´dent est tre`s pre´cis. En particulier il affirme qu’on peut choisir
une constante Cη (lie´e a` l’exposant de Ho¨lder η) de´terministe. On en de´duit par
exemple que
∀ η < d ∀ p > 0 E |F (t+ h)− F (t)|p 4 ‖h‖pη .
Malgre´ tout, nous n’avons mis en e´vidence qu’une re´gularite´ «limite» au sens ou` on
peut aller jusqu’a` d = min{α, γ} exclu. Avant d’aller plus loin nous allons montrer
comment retrouver le re´sultat pre´ce´dent par une autre technique.
2.2. Analyse par ondelettes
Les ondelettes sont un outil puissant pour e´tudier la re´gularite´ globale et locale
des fonctions (voir [28, 20]). On peut se demander s’il est possible de les utiliser
ici. En fait, elles ne permettent pas de simplifier les de´monstrations, au contraire.
Nous allons de´terminer la re´gularite´ ho¨lde´rienne uniforme de F mais les estimations
ne´cessaires seront de´licates a` obtenir. Nous pre´sentons cette me´thode instructive
(nous retrouverons des proble`mes semblables au chapitre 3) en nous limitant toute-
fois, pour simplifier, au cas re´el (D = 1).
Rappelons brie`vement le contexte mathe´matique. On se donne une ondelette Ψ
qu’on choisit paire et a` support [−1, 1]. Elle est suffisamment oscillante, d’inte´grale
nulle, et on peut supposer Ψ > 0 sur [0, 1/2] et Ψ 6 0 sur [1/2, 1]. Pour ε > 0 et
x ∈ R on conside`re l’ondelette centre´e en x et dilate´e par ε :
∀ t ∈ R Ψε,x(t) = Ψ
(
t− x
ε
)
.
On de´finit alors les coefficients d’ondelettes de f par
C(ε, x) =
1
ε
∫
R
f(t)Ψε,x(t)dt .
Avant d’en voir les applications, nous allons e´tudier ces coefficients, pour une
fonction de bosses, de manie`re ge´ne´rale. Notre de´marche est en tout point semblable
a` celle employe´e pour la me´thode directe. Nous allons e´tudier la variable ale´atoire
C(ε, x) de la meˆme fac¸on que U1(x, ε). Ces deux quantite´s sont e´videmment lie´es :
x est un parame`tre de position et ε d’e´chelle. Le paralle`le sera visible tant dans
les re´sultats qui suivent que dans leurs de´monstrations. Nous de´velopperons cette
analogie dans le chapitre 3.
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On e´tudie ici les fonctions de bosses F de´finies par la formule (1.7). On a donc :
C(ε, x) =
1
ε
∫
R
F (t)Ψε,x(t)dt =
∞∑
n=1
n−αcn(ε, x) ,
avec
cn(ε, x) =
1
ε
∫
R
g(n(t−Xn))Ψε,x(t)dt .
Ces dernie`res variables vont jouer le roˆle de l’accroissement e´le´mentaire Zn(x, ε).
On commence ainsi a` chercher une ine´galite´ analogue a` celle du lemme 2.1.1. Les
hypothe`ses sur F sont celles de la section pre´ce´dente. La re´gularite´ de ν explique
que les estimations qui vont suivre ne feront pas intervenir le parame`tre de position x.
Dans la suite, on suppose fixe´s ε ∈ ]0, 1], x ∈ [0, 1], et on note, pour t > 0 :
u(t) = min {tγ, 1/t} .
Proposition 2.2.1. On a, pour tout n > 1 :
|cn(ε, x)| 4 u(nε)Tn(ε) ,
ou` (Tn(ε))n>1 est une suite de variables ale´atoires inde´pendantes de loi de Bernouilli
de parame`tre E(Tn(ε)) 4 (ε+ 1/n).
De´monstration. La preuve reprend les ide´es de celle du lemme 2.1.1 : lorsque l’in-
tersection des supports de g et Ψ n’est pas vide, quelle est la meilleure majoration
du produit |g(n(t−Xn))Ψε,x(t)| ?
Notons Bn(t, ε, x) = B(t, n
−1) ∪B(x, ε) et conside´rons la variable ale´atoire
Tn(ε) =
{
1 si Xn ∈ Bn(t, ε, x)
0 sinon
On a toujours Bn(t, ε, x) ⊂ [−2, 3] = A(2) et donc d’apre`s l’hypothe`se H1 :
ν(Bn(t, ε, x)) 4
1
n
+ ε .
Ainsi Tn(ε) suit une loi de Bernouilli de parame`tre E(Tn(ε)) 4 ε+ 1/n.
a) Etants donne´s le support de g et Ψ, si Xn /∈ Bn(t, ε, x) alors cn(ε, x) = 0.
Supposons maintenant que les deux supports s’interceptent. Pour obtenir une majo-
ration efficace il faut voir qui de g ou de Ψ l’emporte sur l’intervalle R = B(t, n−1)∩
B(x, ε). Cela de´pend donc de l’importance relative de B(t, n−1) et B(x, ε) dans R.
b) On a tout d’abord
|g(n(t−Xn))Ψε,x(t)| 6 ‖g‖∞ ‖Ψ‖∞ 1IR(t) ,
donc
|cn(ε, x)| 4 1
ε
∫
R
1IR(t) dt 4
1
ε
λ(R)
4 1
ε
min{λ(B(t, n−1)), λ(B(x, ε))} 4 2
ε
min{n−1, ε} .
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C’est dire qu’il existe une constante C1 > 0 telle que
|cn(ε, x)| 6 C1min{(nε)−1, 1} .
Cette estimation va donc eˆtre bonne pour n grand. En effet dans ce cas R va souvent
eˆtre re´duit a` B(t, n−1). Sur cet intervalle de longueur 2/n le caracte`re oscillant de
l’ondelette ne va pas se ressentir. Mais si n est petit, R va eˆtre proche de B(x, ε) sur
lequel l’ondelette change de signe. Le fait ici de ne pas en tenir compte en majorant
|Ψ| par ‖Ψ‖∞ conduit a` une majoration trop large.
c) On a successivement :
cn(ε, x) =
1
ε
∫
R
g(n(t−Xn))Ψ
(1
ε
(t− x))dt = ∫ 1
−1
g(n(εu+ x−Xn))Ψ(u)du
= 2
(∫ 1/2
0
g(n(au+ x−Xn))Ψ(u)du+
∫ 1
1/2
g(n(εu+ x−Xn))Ψ(u)du
)
= 2
(∫ 1/2
0
g(n(εv + x−Xn))Ψ(v)dv +
∫ 1/2
0
g(n(ε(1− v) + x−Xn))Ψ(1− v)dv
)
= 2
∫ 1/2
0
(
g(n(εv + x−Xn)) |Ψ(v)| − g(n(ε(1− v) + x−Xn)) |Ψ(1− v)|
)
dv .
On peut e´crire :
cn(ε, x) = 2
∫ 1/2
0
(
g(n(εv + x−Xn))− g(n(ε(1− v) + x−Xn))
)|Ψ(v)| dv
+ 2
∫ 1/2
0
g(n(ε(1− v) + x−Xn))
(|Ψ(v)| − |Ψ(1− v)| )dv .
Maintenant, par choix de Ψ on a :∫ 1/2
0
|Ψ(v)| dv =
∫ 1
1/2
|Ψ(v)| dv =
∫ 1/2
0
|Ψ(1− v)| dv .
On peut donc soustraire la quantite´∫ 1/2
0
g(n(x−Xn))
(|Ψ(v)| − |Ψ(1− v)| )dv = 0
a` la seconde inte´grale, pour obtenir :
cn(ε, x) = 2
∫ 1/2
0
(
g(n(εv + x−Xn))− g(n(ε(1− v) + x−Xn))
)|Ψ(v)| dv
+ 2
∫ 1/2
0
(
g(n(ε(1− v) + x−Xn))− g(n(x−Xn))
)(|Ψ(v)| − |Ψ(1− v)| )dv .
Vu que g ∈ Λγ(R) et que ‖g‖∞ = 1, on a d’une part
|g(n(εv + x−Xn))− g(n(ε(1− v) + x−Xn))| 6 min{(nε |2v − 1|)γ, 2} ,
et, d’autre part :
|g(n(ε(1− v) + x−Xn))− g(n(x−Xn))| 6 min{(nε |1− v|)γ, 2} .
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En inte´grant ces ine´galite´s, on de´duit l’existence d’une constante C2 > 0, ne de´pendant
que de g et Ψ, telle que :
|cn(ε, x)| 6 C2min{(nε)γ, 1} .
d) Il ne reste plus qu’a regrouper les majorations obtenues. Avec C = max{C1, C2},
on de´duit des points pre´ce´dents que
|cn(ε, x)| 6 Cmin{(nε)−1, (nε)γ, 1}Tn(ε) ,
d’ou` le re´sultat, puisque min{t−1, tγ, 1} = min{t−1, tγ}. 
Lemme 2.2.2. Pour tout k > 1 :
∞∑
n=1
n−kα
(
ε+
1
n
)
u(nε)k 4
{
εkd si α 6= γ
εkα |ln ε| si α = γ
De´monstration. Notons h(ε) la somme pre´ce´dente. Soit N > 1 tel que (N + 1)−1 <
ε 6 N−1. On a
h(ε) 4 εkγ
N∑
n=1
n−1+k(γ−α) + ε1−k
∞∑
n=N+1
n−k(α+1) .
Puisque k > 1, la se´rie de droite converge et
ε1−k
∞∑
n=N+1
n−k(α+1) 4 ε1−kN−k(α+1)+1 4 ε1−k εk(α+1)−1 = εkα .
La somme de gauche s’e´value selon le signe de γ − α :
εkγ
N∑
n=1
n−1+k(γ−α) 4

εkα si α < γ
εkγ |ln ε| si α = γ
εkγ si α > γ
d’ou` le re´sultat dans les diffe´rents cas de figure. 
Corollaire 2.2.3. Il existe C1 > 0 telle que pour tout u > 0 :
E(exp(u |C(ε, x)|)) 6
{
exp(C1 exp(uε
d)) si α 6= γ
exp(C1 |ln ε| exp(uεα)) si α = γ
De´monstration. Les re´els ε et x e´tant toujours fixe´s, soit u > 0. Notons pn =
E(Tn(ε)), vn = n−α u(nε) et L(u) = E(exp(u |C(ε, x)|)). On a imme´diatement
L(u) 6 E
(
exp
(
u
∞∑
n=1
n−α |cn(ε, x)|
))
= E
( ∞∏
n=1
exp(un−α |cn(ε, x)|)
)
.
En utilisant alors la proposition 2.2.1 et l’inde´pendance des Tn(ε), on obtient :
L(u) 4
∞∏
n=1
E(exp(uvnTn(ε))) .
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Pour tout n > 1 :
E(exp(uvnTn(ε))) = (1− pn) + pneuvn = pn(euvn − 1) + 1
6 exp(pn(euvn − 1)) = exp
(
pn
∞∑
k=1
ukvkn
k!
)
Ainsi
ln(L(u)) 6 C
∞∑
n=1
(
1
n
+ ε
) ∞∑
k=1
uk
k!
vkn 6 C
∞∑
k=1
uk
k!
∞∑
n=1
(
1
n
+ ε
)
vkn .
D’apre`s le lemme 2.2.2, il existe C ′ > 0 telle que
∞∑
n=1
(
1
n
+ ε
)
vkn 6
{
C ′ εkd si α 6= γ
C ′ εkα |ln ε| si α = γ
Par suite
ln(L(u)) 6
{
C C ′ exp(uεd) si α 6= γ
C C ′ exp(uεα) |ln ε| si α = γ
d’ou` le re´sultat avec C1 = C C
′. 
On peut alors controˆler la de´croissance des coefficients |C(ε, x)| de la meˆme
manie`re qu’on a e´value´ celle de l’accroissement |F (x+ ε)− F (x)|.
Proposition 2.2.4. Il existe C1, C2 > 0 telles que pour tout h > 0 :
P( |C(ε, x)| > h) 6 exp(b(ε, h)) ,
avec
b(ε, h) =

1
C2
h ε−d
(
1− ln( 1
C1C2
h ε−d
))
si α 6= γ
1
C2
h ε−d
(
1− ln( 1
C1C2
h ε−d
|ln ε|
))
si α = γ
Etant donne´ la majoration fournie par le corollaire pre´ce´dent, la de´monstration
est analogue a` celle de la proposition 2.1.4 en prenant garde aux roˆles de ε et h. On
prouve de meˆme le
Corollaire 2.2.5. Pour tout η ∈ ]0, d[ et tout p > 0, il existe ε0 > 0 tel que
pour tout ε < ε0 et tout x ∈ [0, 1] :
P( |C(ε, x)| > εη ) 6 εp .
Rappelons maintenant comment estimer l’exposant de Ho¨lder d’une fonction
f : R→ R a` l’aide des nombres C(ε, x). On peut conside´rer les coefficients discrets :
∀ j, k ∈ Z ck,j(f) = C(2−j, k2−j) = 2j
∫
R
f(t)Ψ(2jt− k)dt .
La re´gularite´ globale de f est alors naturellement lie´e a` la de´croissance des coeffi-
cients ck,j(f) (voir [28, 20]) :
The´ore`me 2.2.6. Pour H ∈ ]0, 1[ , on a l’e´quivalence
f ∈ ΛH(R) ⇐⇒ ∀ j, k ∈ Z ck,j(f) 4 2−jH .
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Pour e´tudier f sur [0, 1] on remplace f par f.1I[0,1]. Cela revient a` ne conside´rer
que certains couples (k, j). En effet, f est alors nulle en dehors de [0, 1], et l’ondelette
translate´e-dilate´e Ψ(2jt−k) a pour support l’intervalle [(k−1)2−j, (k+1)2−j]. Ainsi
ck,j(f) = 0 pour (k + 1)2
−j 6 0 ou (k − 1)2−j > 1. On doit donc en fait majorer
ck,j(f) pour les entiers k, j tels que
j > 0 et 0 6 k 6 2j .
De plus, il suffit que la majoration du the´ore`me 2.2.6 ait lieu pour tout j suffisam-
ment grand. Dans ces conditions, nous allons e´tablir pour les fonctions de bosses,
le
The´ore`me 2.2.7. Soit η ∈ ]0, d[. On a presque suˆrement :
∃ j0 > 0 ∀ j > 0 ∀ k ∈ {0, . . . , 2j} |ck,j(F )| 6 2−jη .
Par suite, F est presque suˆrement uniforme´ment ho¨lde´rienne d’exposant η.
De´monstration. Fixons η ∈ ]0, d[ et conside´rons pour j, k > 0 les e´ve´nements
E(k, j) = ( |ck,j(F )| > 2−jη ) et E(j) =
2j⋃
k=0
E(k, j) .
On de´duit du corollaire 2.2.5 que, pour tout j assez grand :
P(E(k, j)) = P(
∣∣C(2−j, k2−j)∣∣ > 2−jη ) 6 2−2j .
Par suite ∞∑
j=1
P(E(j)) 4
∞∑
j=1
2−j <∞ ,
et donc, d’apre`s le lemme de Borel-Cantelli, presque suˆrement, a` partir d’un certain
rang j0, l’e´ve´nement E(j) ne se produit pas. C’est pre´cise´ment la conclusion du
the´ore`me 2.2.7. 
Remarquons que, comme la me´thode directe, l’analyse par ondelettes ne nous
permet pas d’aller plus loin dans les exposants de Ho¨lder de F . En particulier on ne
peut pas affirmer que F appartient presque suˆrement a` Λα(A). On a envie de dire
que α est en ce sens un exposant «limite». La section suivante formalise la situation.
2.3. Exposant critique
Revenons au cas ge´ne´ral de la fonction f . L’inclusion (2.3) conduit naturellement
a` introduire un exposant critique de re´gularite´ globale de f sur A :
αg(f, A) = sup{H ∈ ]0, 1] : f ∈ ΛH(A)} . (2.6)
Peut-on calculer cet exposant pour F ? Le the´ore`me 2.1.7 fourni de´ja` αg(F,A) > α.
Se pose alors la question de l’e´galite´, c’est-a`-dire de la valeur exacte de αg(F,A).
Il est ge´ne´ralement plus difficile d’obtenir une majoration de αg(F,A). Nous allons
fournir une re´ponse dans un cas simple. Le cas ge´ne´ral de´coulera du calcul de la
dimension de boˆıte du graphe de F que nous ferons au prochain chapitre.
On commence par rappeler un re´sultat liant aux coefficients de Fourier de f son
appartenance aux ensembles ΛH .
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Lemme 2.3.1. Soit f une fonction continue et pe´riodique sur R. On note (γk)k∈Z
ses coefficients de Fourier. Alors
f ∈ ΛH(R) =⇒ ∀ q > 2
2H + 1
∑
k∈Z
|γk|q <∞ .
On de´duit de ce lemme un crite`re de non appartenance a` ΛH qui va pouvoir s’ap-
pliquer ici .
Proposition 2.3.2. Supposons D = 1, g ∈ C1(R) et choisissons pour ν la loi
uniforme sur [−1, 2]. Alors, pour tout ε > 0, F n’appartient pas presque suˆrement a`
Λα+ε([0, 1]).
De´monstration.
a) Pour A = [0, 1], les hypothe`ses H1 et H2 sont ve´rifie´es avec γ = 1 (donc
d = α). La se´rie F existe, elle est continue, inte´grable, et a` support compact inclus
dans [−2, 3] avec F (−2) = F (3) = 0. On prolonge naturellement F sur R par
pe´riodicite´ en une fonction encore note´e F et il suffit d’e´tablir la proposition pour
cette nouvelle fonction. Ses coefficients de Fourier sont donne´s, pour k ∈ Z∗, par
γk =
1
5
∫ 3
−2
F (t) exp
(−2ipikt
5
)
dt =
1
5
∞∑
n=1
∫ 3
−2
g(n(t−Xn)) exp
(−2ipikt
5
)
dt .
Compte tenu du support de g, on obtient∫ 3
−2
g(n(t−Xn)) exp
(−2ipikt
5
)
dt =
∫ Xn+1/n
Xn−1/n
g(n(t−Xn)) exp
(−2ipikt
5
)
dt
=
1
n
∫ 1
−1
g(x) exp
(−2ipik
5
(x
n
+Xn
))
dx
=
1
n
exp
(−2ipikXn
5
)∫ 1
−1
g(x) exp
(−2ipikx
5n
)
dx .
En outre, puisque g est paire :∫ 0
−1
g(x) exp
(−2ipikx
5n
)
dx =
∫ 1
0
g(x) exp
(2ipikx
5n
)
dx .
Donc∫ 1
−1
g(x) exp
(−2ipikx
5n
)
dx = 2
∫ 1
0
g(x) cos
(2pikx
5n
)
dx =
5n
pik
∫ 1
0
|g′(x)| sin(2pikx
5n
)
dx .
Finalement
γk =
1
kpi
∞∑
n=1
(
n−α
∫ 1
0
|g′(x)| sin(2pikx
5n
)
dx
)
exp
(−2ipikXn
5
)
.
On remarque que γ−k = γk et donc que |γ−k| = |γk|. Dans la suite, on suppose
k ∈ N∗.
b) Notons ici
ck,n = n
−α
∫ 1
0
|g′(x)| sin(2pikx
5n
)
dx .
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En utilisant le point a) il vient :
|γk|2 = γkγk = 1
k2pi2
∑
n,m
ck,nck,m exp
(−2ipik
5
(Xn −Xm)
)
=
1
k2pi2
∞∑
n=1
c2k,n +
1
k2pi2
∑
n6=m
ck,nck,m exp
(−2ipik
5
(Xn −Xm)
)
.
c) D’apre`s la formule de la moyenne, il existe xk,n ∈ ]0, 1[ tel que
ck,n = n
−α |g′(xk,n)|
∫ 1
0
sin
(2pikx
5n
)
dx = n−α |g′(xk,n)|
( 5n
2pik
(
1− cos(2pik
5n
)))
.
Ainsi, on a toujours ck,n > 0. Ensuite, pour tout t ∈ [0, pi/2] on a sin(t) > 2 t/pi,
donc pour tout n > k :
ck,n >
4
5
k
nα+1
∫ 1
0
|g′(x)|xdx .
d) Pour n 6= m, les variables Xn et Xm sont inde´pendantes, de sorte que
E
(
exp
(−2ipik
5
(Xn −Xm)
))
= E
(
exp
(−2ipik
5
Xn
))
E
(
exp
(2ipik
5
Xm
))
=
25
18
1
k2
(
1− cos(6pik
5
))
> 0 .
Donc, en utilisant de plus le point c), on a :
E
(∑
n6=m
ck,nck,m exp
(−2ipik
5
(Xn −Xm)
))
> 0 .
On en de´duit l’existence d’un ensemble mesurable Ω0 tel que P(Ω0) > 0 et
∀ω ∈ Ω0
∑
n6=m
ck,nck,m exp
(−2ipik
5
(Xn −Xm)
)
> 0
e) En utilisant le point d), on de´duit du point b) que, pour tout ω ∈ Ω0 :
|γk|2 > 1
k2pi2
∞∑
n=1
c2k,n >
1
k2pi2
∞∑
n=k
c2k,n .
D’apre`s la minoration fournie par le point c), on a, pour tout ω ∈ Ω0 :
|γk|2 > 1
k2pi2
∞∑
n=k
c2k,n <
∞∑
n=k
1
n2α+2
< 1
k 2α+1
.
Soit encore, pour tout p > 1 :
|γk|2p < 1
k (2α+1)p
,
qui est le terme ge´ne´ral d’une se´rie divergente pour p 6 1
2α+ 1
.
f) Soit ε > 0. On peut toujours trouver q = 2p tel que
2
2(α+ ε) + 1
< q 6 2
2α+ 1
.
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L’ine´galite´ de droite implique, compte tenu du point e) :
∀ω ∈ Ω0
∑
k∈Z
|γk|q =∞ .
On vient donc de de´montrer la divergence de cette se´rie sur un ensemble de P−mesure
non nulle. Ainsi, d’apre`s le lemme 2.3.1, la fonction de bosses F ne peut pas appar-
tenir presque-suˆrement a` Λα+ε([0, 1]). 
Par suite, dans les hypothe`ses de la proposition pre´ce´dente, on a αg(F, [0, 1]) = α.
2.4. Correction logarithmique
On pourrait eˆtre de´c¸u du fait que, meˆme avec une fonction de de´part g tre`s
re´gulie`re, F n’appartienne pas presque suˆrement a` Λα(A), c’est-a`-dire que l’exposant
critique αg(F,A) ne soit pas atteint. En fait, de nombreux processus se comportent
de cette fac¸on. On peut ge´ne´ralement espe´rer un meilleur re´sultat a` une «erreur»
pre`s (voir aussi le lien avec les ondelettes [28, 20]). Cela consiste a` pre´ciser l’ordre
de grandeur de l’accroissement de f en affinant l’e´chelle de re´fe´rence. On choisit
pour cette dernie`re la famille {x 7→ xH |log x|K : H,K > 0}.
Corollaire 2.4.1. Pour tout p > 0, il existe h0 > 0 tel que pour tout t, t+ h ∈
[0, 1]D et tout ‖h‖ < h0 :
P( |F (t+ h)− F (t)| > ‖h‖d |log ‖h‖| ) 6 ‖h‖p .
De´monstration. On utilise la proposition 2.1.4 avec ε = ‖h‖d |log ‖h‖| :
P( |F (t+ h)− F (t)| > ‖h‖d |log ‖h‖| ) 6 exp(b(‖h‖)) ,
avec
b(‖h‖) =

1
C2
|log ‖h‖| (1− ln( 1
C1C2
|log ‖h‖| )) si α 6= γ
1
C2
|log ‖h‖| (1− ln( 1
C1C2
|log ‖h‖|
|ln ‖h‖|
))
si α = γ
Lorsque ‖h‖ → 0 on a, dans les deux cas :
b(‖h‖)→ −∞ et b(‖h‖)/ ln ‖h‖ → +∞
Donc si p > 0, il existe h0 > 0 tel que
‖h‖ < h0 =⇒ b(‖h‖) 6 p ln ‖h‖ .
Or pour de tels ‖h‖ nous avons exp(b(‖h‖)) 6 ‖h‖p. 
The´ore`me 2.4.2. Il existe une constante de´terministe C > 0 telle que, presque
suˆrement, pour tout ‖h‖ assez petite :
∀ t, t+ h ∈ [0, 1]D |F (t+ h)− F (t)| 6 C ‖h‖d |log ‖h‖| .
De´monstration. Fixons p > D. Soit (s, t) ∈ E∗ε . D’apre`s le corollaire pre´ce´dent :
P(|F (t)− F (s)| > εd |log ε|) 6 εp .
Par suite
P(Z∗ε > εd |log ε|) 4 εp−D .
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Prenons ε de la forme 2−n. Puisque la se´rie
∑
2−n(p−D) converge, le lemme de Borel-
Cantelli entraˆıne que presque suˆrement il existe N > 1 tel que
n > N =⇒ Z∗2−n 6 2−nd
∣∣log 2−n∣∣ .
Soit alors s, t ∈ D et m > N tel que 2−(m+1) 6 ‖t− s‖ 6 2−m. Avec le lemme 2.1.6
il vient :
|F (t)− F (s)| 6 2
∞∑
n=m
Z∗2−n 6 2(log 2)
∞∑
n=m
n2−nd 6 2 m 2
−md
1− 2−d .
Ainsi
|F (t)− F (s)| 6 2
d+1 log 2
1− 2−d ‖t− s‖
η |log ‖t− s‖| .
La densite´ de D dans [0, 1]D et la continuite´ de F permettent de conclure. 
2.5. Re´gularite´ locale
On ne peut pas toujours appliquer le the´ore`me 2.1.7. L’hypothe`se H2 impose
une re´gularite´ uniforme a` g qui est plus forte que la simple continuite´. C’est le cas
de la bosse construite dans l’exemple 2 page 40 lorsque α = 0. Pour un exemple
plus simple encore, on peut choisir pour g la bosse indicatrice 1I[−1,1] pour laquelle F
n’est pas a` trajectoires continues. Il faut alors abandonner le point de vue global et
de´finir d’autres notions pour analyser plus finement l’irre´gularite´ de F (voir [23]).
Le point cle´ est toujours l’e´tude des accroissements de f .
Conside´rons a` nouveau le cas ge´ne´ral. A partir des de´finitions (2.2) et (2.6)
que nous avons utilise´es, on peut commencer par construire pour f un exposant de
Ho¨lder local. En effet, si on fixe H, on obtient une e´chelle de re´gularite´ en faisant
varier A :
B ⊂ A =⇒ ΛH(A) ⊂ ΛH(B) .
On obtient la meˆme implication avec l’exposant critique de re´gularite´ globale, ce qui
sugge`re de de´finir l’exposant de Ho¨lder local de f au point t ∈ [0, 1]D comme
αl(t) = lim
ε→0
αg(f, [t− ε, t+ ε]) . (2.7)
Pour affiner la description de l’irre´gularite´ locale, on fait intervenir un exposant
de Ho¨lder ponctuel. Pour cela, on se donne une fonction d’ensemble A(f,K) de´finie
pour tout compact K ⊂ RD et on de´finit l’exposant de Ho¨lder ponctuel de f au
point t ∈ [0, 1]D par
αp(t) = lim
ε→0
logA(f,B(t, ε))
log ε
. (2.8)
La fonction A(f, ·) est choisie d’une part selon l’information que l’on souhaite ex-
traire du signal, d’autre part selon sa facilite´ d’utilisation. Un bon choix consiste a`
conside´rer l’oscillation osc(f,B) de f sur l’ensemble B (voir chapitre 3). Il permet
de faire le lien entre fonctions et mesures. Mais l’oscillation peut eˆtre assez difficile
a` manipuler. Dans le cas re´el, une analyse plus simple de f peut eˆtre faite en se
restreignant aux intervalles compacts et en choisissant A(f, [a, b]) = b− a. On peut
encore ne prendre en compte que des intervalles dyadiques et utiliser les ondelettes
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en posant A(f, [k2−j, (k + 1)2−j]) = |ck,j(f)|.
On peut alors tenter de calculer les exposants αl(t) et αl(t). Toutefois, il est
difficile de calculer ces exposants pour chaque point t. Une possibilite´ est de grouper
les points selon la valeur de leur exposant en conside´rant par exemple les ensembles
de niveau
EH = {t ∈ [0, 1]D : αp(t) = H} .
Ces ensembles sont petits, au sens ou` ge´ne´ralement λ(Eα) = 0, et grands, au sens
ou` leur dimension de boˆıte vaut souvent 1. Pour les e´valuer on conside`re plutoˆt leur
dimension de Hausdorff qui fournit alors le spectre de Hausdorff de f :
fh(H) = dimH(EH) . (2.9)
Cet objet est le premier pas vers une analyse multifractale : si fh(H) est positif
ou nul pour diffe´rentes valeurs de H, f pre´sente des comportements spe´cifiques sur
plusieurs sous-ensembles de [0, 1]D. La fonction pre´ce´dente reste encore difficile a`
de´terminer tant de fac¸on the´orique que nume´rique. Nous pre´senterons une manie`re
de proce´der dans le chapitre suivant.

CHAPITRE 3
Indices dimensionnels
3.1. Introduction
Une autre fac¸on classique d’e´valuer l’irre´gularite´ d’une fonction f : [0, 1]D → R
est d’e´tudier son graphe
Γf = {(t, f(t)) : t ∈ [0, 1]D} ⊂ RD+1 .
Nous allons nous inte´resser aux indices permettant de caracte´riser l’irre´gularite´
de Γf , souvent appele´s «dimensions fractales». Celles-ci sont de deux types : celles
qui ressortissent a` la the´orie de la mesure (dimension de Hausdorff, dimension d’em-
pilement ou de packing) et celles obtenues comme l’ordre de croissance d’une quan-
tite´ Q(ε) qui tend vers 0 lorsque ε de´croˆıt vers 0 ; quantite´ obtenue par des proce´de´s
de comptage, d’inte´gration, ou autres. Nous nous inte´ressons ici a` ce deuxie`me type
de dimension. Il faut disposer de re`gles de comparaison et d’une e´chelle de re´fe´rence
(au voisinage de 0). Nous conservons les choix du § 1.1. On dispose alors d’un cadre
naturel et simple pour e´tudier les dimensions fractales pouvant s’e´crire
dim(Γf ) = lim
ε→0
logQ(ε)
log ε
(3.1)
pour une certaine fonction Q. Cette limite peut ne pas exister, aussi, par souci de
ge´ne´ralite´, on e´tend la formule (3.1) aux dimensions ne´cessitant l’emploi de limites
infe´rieure ou supe´rieure. La dimension de boˆıte dimB rele`ve de ce type. Notons N(ε)
le nombre minimum de boules de diame`tre ε, centre´es dans Γf et recouvrant Γf .
Alors :
dimB(Γf ) = lim
ε→0
log(1/N(ε))
log ε
.
En posant d(ε) = εD+1/Q(ε), on e´tudie souvent (3.1) sous la forme
dim(Γf ) = D + 1− lim
ε→0
log d(ε)
log ε
. (3.2)
Le choix de d est crucial dans ce type d’analyse. On peut appeler d une «fonc-
tion analysante». Certaines de ces fonctions permettent d’analyser n’importe quel
compact du plan (par exemple εD+1N(ε)) d’autres sont spe´cifiques aux graphes de
fonctions. Leur point commun est qu’elles peuvent souvent s’e´crire comme la norme
d’un ope´rateur (construit a` partir de f) dans un certain espace Lp(E,B, µ) (voir
[19, 37]). Nous allons nous inte´resser aux dimensions de´termine´es par de telles
fonctions. Apre`s avoir e´tabli des re´sultats concernant les normes d’ope´rateurs, nous
donnerons des moyens d’obtenir un encadrement des dimensions associe´es et de
certains indices dimensionnels lie´s e´galement a` l’analyse multifractale de f . Nous
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traiterons l’exemple de dimB et de la dimension de re´gularisation dimR, spe´cifique
aux graphes de fonctions continues. Les re´sultats principaux sont obtenus dans le
cas ou` f est uniforme´ment ho¨lde´rienne. Les re´sultats du chapitre pre´ce´dent nous
permettront donc de traiter en de´tail le cas des fonctions de bosses.
3.2. Normes d’ope´rateurs
Dans la suite, E de´signe un bore´lien non vide de RD (ou de RD × RD) muni de
sa tribu bore´lienne B. On conside`re une famille ξ = (Φε, µε)ε>0 ou`, pour tout ε > 0,
Φε est une fonction continue, borne´e, de´finie sur E et a` valeurs re´elles, et µε une
probabilite´ sur (E,B). Dans ces conditions, on de´finit
Np(ξ, ε) =
(∫
E
|Φε(x)|p dµε(x)
)1/p
. (3.3)
et N∞(ξ, ε) = sup{|Φε(x)| : x ∈ E ∩ Supp(µε)} ou` Supp(µε) est le support de µε.
On de´finit enfin les indices :
σ(ξ, p) = lim
ε→0
logNp(ξ, ε)
log ε
(3.4)
σ(ξ, p) = lim
ε→0
logNp(ξ, ε)
log ε
. (3.5)
Il re´sulte du lemme de Jensen que pour tout ε > 0 fixe´, l’application p 7→
Np(ξ, ε) est croissante. On ve´rifie qu’elle est majore´e par N∞(ξ, ε). On supposera
que l’application ε 7→ Np(ξ, ε) est continue et tend vers 0 quand ε tend vers 0. Nous
voulons alors e´valuer cette vitesse de convergence avec l’e´chelle habituelle. En ce
sens, le re´sultat suivant est essentiel : il permet, dans certains cas, de pre´ciser la
«re´partition» des courbes ε 7→ Np(ξ, ε).
Lemme 3.2.1. Soient p, H1 et H2 des re´els strictement positifs tels que
εH2 4 Np(ξ, ε) 6 N∞(ξ, ε) 4 εH1 .
Alors pour tout q > 0 :
εH1+(H2−H1)max{1,p/q} 4 Nq(ξ, ε) 4 εH1 .
De´monstration. La majoration de droite est triviale. Pour l’autre, deux cas sont a`
conside´rer. Si q > p, l’ine´galite´ re´sulte de la croissance de p 7→ Np(ξ, ε). Si q 6 p,
alors on e´crit
εpH2 4 Npp (ξ, ε) =
∫
E
|Φε(x)|p dµε(x) 6
∫
E
Np−q∞ (ξ, ε) |Φε(x)|q dµε(x)
6 Np−q∞ (ξ, ε)
∫
E
|Φε(x)|q dµε(x) 4 ε(p−q)H1N qq (ξ, ε) ,
de sorte que Nq(ξ, ε) < εH1+(H2−H1)(p/q). 
Ce re´sultat permet de comparer Np(ξ, ε) a` une puissance de ε. Si Np(ξ, ε) ' εH ,
on a imme´diatement σ(ξ, p) = σ(ξ, p) = H. Cela dit, la question de l’estimation de
ces indices n’est pas triviale. Avec une hypothe`se plus faible on a un premier re´sultat
utile :
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Lemme 3.2.2. On suppose qu’il existe H > 0 tel que N∞(ξ, ε) 4 εH . Alors
∀ p > 0 σ(ξ, p) > H .
De´monstration. Il existe donc C > 0 telle que pour tout ε > 0 et tout p > 0 :
Np(ξ, ε) 6 N∞(ξ, ε) 6 CεH .
On peut supposer log ε < 0 de sorte que
logNp(ξ, ε)
log ε
> logN∞(ξ, ε)
log ε
> logC
log ε
+H .
D’ou` le re´sultat en passant a` la limite infe´rieure pour ε tendant vers 0. 
En ge´ne´ral, E est un pave´ non vide et µε la loi uniforme sur E. Pour simplifier,
on supposera E = [0, 1]D (ou E = [0, 1]D × [0, 1]D), auquel cas µε est simplement
la mesure de Lebesgue sur E. Lorsque Φε(x) est fonction de deux variables ε et
x continues, l’estimation de Np(ξ, ε) est souvent de´licate. Notre but est d’obtenir
un encadrement de σ(ξ, p) en ne connaissant que des estimations portant sur des
versions discre`tes de Np(ξ, ε). Pour obtenir une majoration, il suffit de se limiter
a` une suite de valeurs discre`tes (εN)N>1 tendant vers 0. Cela permet de discre´tiser
Np(ξ, ε) en la variable ε. Une fac¸on de contourner le proble`me pose´ par la variable x,
est de n’utiliser que des mesures discre`tes, pour lesquelles les inte´grales (3.3) sont plus
simples a` calculer. Pour cela, les ensembles Dε et D
∗
ε introduits page 44 vont encore
jouer un roˆle fondamental. Ils permettent de discre´tiser simultane´ment le parame`tre
ε et la variable d’inte´gration x en utilisant diffe´rentes grilles du type u +Dε. Dans
le cas re´el, le lemme suivant met en avant les deux niveaux de discre´tisation :
Lemme 3.2.3. Soit Φ : [0, 1]→ R une fonction continue. Fixons N ∈ N∗, s > 1
et notons uM = 2
(s−1)N+M . Alors Φ est inte´grable et∫ 1
0
Φ(x)dx = lim
M→+∞
1
uM
[uM ]−1∑
i=0
1
2N
2N−1∑
k=0
Φ
(
k
2N
+
i
2 sN+M
)
.
Si de plus Φ > 0, alors :∫ 1
0
Φ(x)dx > lim
M→+∞
1
uM
2M−1∑
i=0
1
2N
2N−1∑
k=0
Φ
(
k
2N
+
i
2 sN+M
)
.
De´monstration. a) Puisque Φ est continue on va calculer son inte´grale a` l’aide de
sommes de Riemann. Soit k ∈ {0, . . . , 2N − 1}. On conside`re la subdivision (non
re´gulie`re) {xi}[uM ]+1i=0 de [k2−N , (k + 1)2−N ] de´finie par
xi =

k
2N
+
i
2sN+M
pour i = 0, . . . , [uM ]
k + 1
2N
pour i = [uM ] + 1
On a ∫ (k+1)/2N
k/2N
Φ(x) dx = lim
M→+∞
[uM ]∑
i=0
(xi+1 − xi) Φ(xi) ,
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et on ve´rifie qu’on peut e´crire
[uM ]∑
i=0
(xi+1 − xi) Φ(xi) = 1
2N
1
uM
[uM ]−1∑
i=0
Φ(xi) +
1
2N
(1− [uM ]
uM
) Φ(x[uM ]) .
Par suite∫ 1
0
Φ(x) dx =
2N−1∑
k=0
∫ (k+1)/2N
k/2N
Φ(x) dx
= lim
M→+∞
(
1
uM
[uM ]−1∑
i=0
1
2N
2N−1∑
k=0
Φ(xi)
)
+ lim
M→+∞
(
1
2N
2N−1∑
k=0
(1− [uM ]
uM
) Φ(x[uM ])
)
.
Il reste a` ve´rifier que la seconde limite est nulle. Rappelons que N et s sont fixe´s.
La suite (uM)M>1 est croissante et tend vers +∞ donc (1− [uM ]/uM)→ 0. Puisque
Φ est borne´e on a bien la limite voulue et le re´sultat.
b) Pour le second point, puisque s > 1, on a [uM ] > 2M . On se´pare a` ce rang
la somme sur i dans la limite en deux parties. La seconde partie se minore par 0 si
Φ > 0. 
On suppose ici E = [0, 1] et µε est la mesure de Lebesgue. Pour u ∈ E et ε > 0,
on conside`re la mesure discre`te
λuε =
1
mε
∑
x∈u+Dε
δx ,
ou` δx de´signe, rappelons-le, la mesure de Dirac au point x. C’est simplement la
probabilite´ uniforme sur la grille translate´e u + Dε. On note sp(u, ε) = Np(ξu, ε)
avec ξu = (Φε, λ
u
ε )ε>0. On e´crira plus simplement sp(ε) lorsque u = 0. Au prix
d’hypothe`ses supple´mentaires nous allons donner un moyen d’obtenir la majoration
contraire a` celle du lemme 3.2.2. Ce the´ore`me sera fondamental dans la suite : il
suffira de spe´cialiser la famille ξ pour acce´der a` diffe´rents indices dimensionnels.
The´ore`me 3.2.4. On suppose qu’il existe α, β, γ ∈ ]0, 1] tels que α > β et :
i) N∞(ξ, ε) 4 εγ.
ii) La famille (Φε)ε>0 est e´qui-ho¨lde´rienne sur E d’exposant β :
∀ ε > 0 ∀x, y ∈ E |Φε(x)− Φε(y)| 6 C1 |x− y|β ,
ou` C1 > 0 est une constante ne de´pendant ni de x et y, ni de ε.
iii) Il existe p > 1 tel que pour tout M ∈ N, il existe un entier NM , tel que
∀ i ∈ {0, . . . , 2M − 1} ∀N > NM sp(ui, 2−N) > C2 2−Nα ,
avec ui =
i
2 sN+M
, s = α/β, et C2 > 0 une constante ne de´pendant ni de M ,
ni de i et N .
Alors, pour tout q > 0 :
γ 6 σ(ξ, q) 6 γ + (α− γ)max{1, p/q}+ α− β
qβ
.
En particulier σ(ξ, q) = γ si α = β = γ.
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De´monstration. a) Fixons i ∈ {0, . . . , 2M−1}. Soit u ∈ [ui, ui+1[. On va montrer que
pour une constante C3 > 0 : sp(u, 2
−N) > C32−Nα. En effet, pour ε > 0 et t ∈ Dε,
l’ine´galite´ triangulaire donne :
|Φε(ui + t)| 6 |Φε(ui + t)− Φε(u+ t)|+ |Φε(u+ t)|
et donc avec l’hypothe`se ii) :
|Φε(ui + t)| 6 C1 |u− ui|β + |Φε(u+ t)| 6 C1 2−(sN+M)β + |Φε(u+ t)| .
Par suite, puisque p > 1, l’ine´galite´ de Minkowski entraˆıne :
sp(ui, ε) 6 C1 2−(sN+M)β + sp(u, ε) .
Pour ε = 2−N , l’hypothe`se iii) donne
sp(u, 2
−N) > C2 2−Nα − C1 2−(sN+M)β
et par choix de s :
C2 2
−Nα − C1 2−(sN+M)β = 2−Nα(C2 − C1 2−Mβ) .
Soit donc C3(M) = C2 − C1 2−Mβ. On fixe M0 > 0 tel que C12−M0β 6 C2/2. On
suppose dans la suite M >M0, de sorte que le re´sultat s’obtient avec C3 = C3(M0).
b) Pour tout u ∈ E, l’hypothe`se i) entraˆıne s∞(u, 2−N) 4 2−Nγ et le point a)
fournit sp(u, 2
−N) < 2−Nα. On peut ainsi appliquer le lemme 3.2.1 avec H1 = γ et
H2 = α. On obtient en particulier
sq(u, 2
−N) < 2−N(γ+(α−γ)max{1,p/q}) ,
c’est-a`-dire sq(u, 2
−N) > C ′ 2−Nθ avec θ = γ + (α − γ)max{1, p/q} et C ′ > 0 une
certaine constante.
c) Puisque α > β on a s > 1 et donc d’apre`s le lemme 3.2.3 :
N qq (ξ, 2
−N) > 2(1−s)N lim
M→+∞
1
2M
2M−1∑
i=0
sqq(ui, 2
−N) .
Mais d’apre`s les points pre´ce´dents, pour tous les i conside´re´s :
sqq(ui, 2
−N) > C ′ 2−Nθq .
Par suite 2−N(θ+(s−1)/q) 4 Nq(ξ, 2−N) et donc
lim
N→∞
logNq(ξ, 2
−N)
log 2−N
6 γ + (α− γ)max{1, p/q}+ α− β
qβ
.
Par de´finition des limites infe´rieures, puisque Nq(ξ, ε) est continue, on a toujours
σ(ξ, q) 6 lim
N→∞
logNq(ξ, 2
−N)
log 2−N
,
ce qui fournit la majoration annonce´e. Etant donne´e l’hypothe`se i), la minoration
est donne´e par le lemme 3.2.2. 
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3.3. Dimension de boˆıte
Pour tout ensemble non vide B ⊂ [0, 1]D on note osc(f,B) l’oscillation de f sur
B :
osc(f,B) = sup{|f(t)− f(s)| : s, t ∈ B} . (3.6)
Nous avons de´ja` utilise´ l’oscillation de f sur le re´seau dyadique dans la majoration
du lemme 2.1.6 ou` Z∗ε = osc(f, E
∗
ε ). Une autre utilisation consiste a` conside´rer
l’oscillation de f sur les boules B(x, ε) centre´es dans [0, 1]D. Nous avons vu que
le comportement en 0 de ε 7→ osc(f,B(x, ε)) permet de de´finir l’exposant αp(x).
Mais il est en ge´ne´ral difficile d’e´valuer pre´cise´ment l’oscillation en chaque point,
meˆme pour des fonctions de Weierstrass (voir [17]). Il est plus simple de regarder
un ensemble de points. Une autre alternative que le recours au spectre de Hausdorff
est de conside´rer la limite (2.8) non pas pour une oscillation en un point mais pour
une moyenne des oscillations. Il est en effet a priori bien plus simple de travailler
avec une telle quantite´. On calcule donc la moyenne arithme´tique de ces oscillations
pour tous les points x. Elle fournit la variation de f :
V (f, ε) =
∫
[0,1]D
osc(f,B(x, ε)) dx . (3.7)
Si f est constante sur [0, 1]D sa variation est nulle pour tout ε > 0. Sinon, V (f, ε)
est une quantite´ strictement positive qui tend vers 0 lorsque ε → 0. La vitesse de
de´croissance de V (f, ε) est encore lie´e a` la re´gularite´, mais a` nouveau globale, de f ;
pre´cise´ment a` la dimension de boˆıte de son graphe. On prouve ainsi (voir [12, 14])
que, pour f non constante, V (f, ε) de´termine la dimension de boˆıte :
dimB(Γf ) = D + 1− lim
ε→ 0
log V (f, ε)
log ε
.
Par exemple si f est diffe´rentiable, V (f, ε) ' ε et la limite ci-dessus vaut D. Si
l’on sait controˆler les accroissements de f on peut donc estimer sa variation. C’est
pre´cise´ment le cas pour les fonctions ho¨lde´riennes. En terme d’oscillations, f est
ho¨lde´rienne au point t d’exposant H si ε−H osc(f,B(t, ε)) est borne´e au voisinage
de 0. Elle est uniforme´ment ho¨lde´rienne si pour un certain ε0 > 0 on a
sup
t∈[0,1]D , 0<ε<ε0
ε−H osc(f,B(t, ε)) <∞ . (3.8)
De fac¸on duale, on introduit les de´finitions suivantes. On dit que f est anti-
ho¨lde´rienne au point t d’exposant H lorsque
inf
0<ε<ε0
ε−H osc(f,B(t, ε)) > 0 ,
et uniforme´ment anti-ho¨lde´rienne d’exposant H lorsque
inf
t∈[0,1]D
sup
0<ε<ε0
ε−H osc(f,B(t, ε)) > 0 . (3.9)
Dans ces conditions, le re´sultat suivant est classique (voir [14, 38]) :
Lemme 3.3.1. Si f est non constante et ve´rifie (3.8) (resp. (3.9)) alors
dimB(Γf ) 6 D + 1−H (resp. dimB(Γf ) > D + 1−H) .
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Ces ine´galite´s sont e´videntes compte tenu des de´finitions et rappels pre´ce´dents.
Elles permettent de calculer exactement dimB(Γf ) pour des fonctions a` la fois uni-
forme´ment ho¨lde´riennes et anti-ho¨lde´riennes d’exposant H. Ces deux conditions ne
sont pas contradictoires. Dans R elles sont ainsi ve´rifie´es par de nombreux signaux
classiques comme les fonctions de Takagi-Knopp (voir [38]). En pratique cependant,
la condition (3.9) est difficile a` ve´rifier car elle oblige a` prendre en conside´ration
tous les accroissements de f au voisinage de chaque point. Ainsi le lemme pre´ce´dent
est essentiellement utilise´ pour majorer dimB(Γf ). La question de la minoration est
de´licate. L’ide´e est de remplacer le calcul de l’inte´grale (3.7) par un calcul de sommes
finies. Nous allons utiliser les techniques de´veloppe´es dans la section pre´ce´dente.
On suppose ici E = [0, 1]D× [0, 1]D et µε est la mesure de Lebesgue. Pour u ∈ E
et ε > 0, on conside`re alors cette fois la probabilite´ discre`te
λuε =
1
nε
∑
x∈u+D∗ε
δx .
On choisit pour Φε l’application de´finie par
∀x = (s, t) ∈ E Φε(x) = f(t)− f(s) .
Pour u ∈ E fixe´, on note sp(u, ε) = Np(ξu, ε) avec ξu = (Φε, λuε )ε>0. On e´crira
plus simplement sp(ε) lorsque u = 0. Cette fonction, simple a` de´finir en dimension
quelconque, a un roˆle fondamental dans l’analyse de la re´gularite´ de f . On donne
donc la
De´finition 3.3.1. Pour q > 0, on appelle fonction de q-structure discre`te de f
l’application sq de´finie par :
∀ ε > 0 sq(ε) =
(
1
nε
∑
(s,t)∈D∗ε
|f(t)− f(s)|q
)1/q
Le premier fait important est que pour q = 1 on obtient toujours une approxi-
mation par de´faut de la variation.
Lemme 3.3.2. On a s1(ε) 4 V (f, ε).
De´monstration. Soit ε ∈ ]0, 1]. Pour tout t ∈ Dε soit J(t) = t + ε [0, 1]D. Le cube
[0, 1]D est recouvert par mε ' ε−D cubes du type J(t). Soit s ∈ Dε et x ∈ J(s). Tout
t = s+ εei appartient a` la boule B(x, ε) de sorte que |f(t)− f(s)| 6 osc(f,B(x, ε)).
Donc
1
D
D∑
i=1
|f(s+ εei)− f(s)| 6 ε−D
∫
J(s)
osc(f,B(x, ε)) dx .
On remarque que
sp(ε) 4
(
1
nε
∑
s∈Dε
D∑
i=1
|f(s+ εei)− f(s)|p
)1/p
.
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Par suite, en sommant sur tous les s ∈ Dε on obtient, pour p = 1 :
s1(ε) 4
∫
[0,1]D
osc(f,B(x, ε)) dx .
Le membre de droite n’est autre que la variation V (f, ε). 
La proposition suivante permet d’obtenir un bon encadrement de la dimension
de boˆıte de Γf sous des hypothe`ses assez simples a` ve´rifier en pratique.
Proposition 3.3.3. On suppose qu’il existe α, β ∈ ]0, 1] tels que
i) f est uniforme´ment ho¨lde´rienne sur [0, 1]D d’exposant β.
ii) Il existe p > 0 tel que sp(2
−N) < 2−αN .
Alors on a l’encadrement
D + 1− (β + (α− β)max{1, p}) 6 dimB(Γf ) 6 D + 1− β .
En particulier dimB(Γf ) = D + 1− β si α = β.
De´monstration. L’hypothe`se i) permet d’appliquer le lemme 3.3.1 : cela fournit la
majoration. Le support de λ0ε est D
∗
ε , donc l’hypothe`se i) entraˆıne s∞(ε) 4 εβ.
L’hypothe`se ii) implique sp(2
−N) < 2−Nα. On peut ainsi appliquer le lemme 3.2.1
avec H1 = β, H2 = α et q = 1. On obtient en particulier
s1(2
−N) < 2−N(β+(α−β)max{1,p}) ,
et donc d’apre`s le lemme 3.3.2 : V (f, 2−N) < 2−N(β+(α−β)max{1,p}). Par suite
lim
ε→ 0
log V (f, ε)
log ε
6 lim
N→∞
log V (f, 2−N)
log 2−N
6 β + (α− β)max{1, p} .
Cela donne la minoration voulue. 
3.4. Fonction de structure
Nous allons voir maintenant des applications concre`tes du the´ore`me (3.2.4) dans
le cas re´el (D = 1). Les premiers indices dimensionnels que nous allons e´tudier
jouent un roˆle important en analyse fractale. Ils sont encore lie´s aux fonctions de
structure discre`tes que nous venons d’introduire, mais aussi a` leur analogue continu.
Rappelons donc tout d’abord la
De´finition 3.4.1. Pour q > 0, la fonction de q-structure de f est l’application
Sq de´finie par :
∀ ε > 0 Sq(ε) =
(∫ 1
0
|f(x+ ε)− f(x)|q dx
)1/q
. (3.10)
Ces fonctions sont un outil classique pour l’analyse de re´gularite´ d’un signal.
Elles sont lie´es a` deux quantite´s mieux connues en analyse de Fourier : la fonction
d’auto-corre´lation de f , et son spectre de puissance (voir [14, 36]). Pour de nom-
breux signaux, le mouvement brownien par exemple, ces applications fournissent des
fonctions analysantes et permettent ainsi de calculer la dimension de boˆıte de leur
graphe. Dans une version ge´ne´ralise´e, elles fournissent une famille de dimensions
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∆(α,β) (voir [37]). Elles sont e´galement lie´es aux proprie´te´s multifractales de f et
permettent une certaine approche du spectre de Hausdorff (voir [19]).
3.4.1. Indices associe´s
Le point commun a` tout ceci est le comportement de Sq en 0. Avant de voir les
applications concre`tes, il faut e´tudier les rapports
σ(q) = lim
ε→0
logSq(ε)
log ε
. (3.11)
Il est possible d’obtenir un encadrement de ces indices en travaillant uniquement
sur certaines sommes finies, qui ont d’ailleurs un inte´reˆt propre. Les fonctions de
q−structure discre`tes de f vont intervenir. En effet, si D = 1 on a
sq(2
−N) =
(
1
2N
2N−1∑
k=0
∣∣∣∣f(k + 12N
)
−f
(
k
2N
)∣∣∣∣q )1/q , (3.12)
ce qui est visiblement une discre´tisation de Sq(2
−N) (cela justifie d’ailleurs leur
de´nomination).
Proposition 3.4.1. On suppose qu’il existe C > 0, p > 1 et α, β ∈ ]0, 1] tels
que :
i) f est uniforme´ment ho¨lde´rienne sur [0, 1] d’exposant β.
ii) Pour tout M ∈ N il existe un entier NM tel que :
∀ i ∈ {0, . . . , 2M − 1} ∀N > NM
1
2N
2N−1∑
k=0
∣∣∣∣f(k + 12N + ui
)
−f
(
k
2N
+ ui
)∣∣∣∣p > C 2−Npα ,
ou` ui =
i
2 sN+M
et s = α/β.
Alors, pour tout q > 0 :
β 6 σ(q) 6 β + (α− β)(max{1, p/q}+ 1
qβ
) .
En particulier σ(q) = β si α = β.
De´monstration. On conside`re E = [0, 1] et pour ε > 0, µε la mesure de Lebesgue
sur E et Φε(x) = f(x+ ε)− f(x) , x ∈ E. Alors Sq(ε) = Nq(ξ, ε) et σ(q) = σ(ξ, q).
D’apre`s i) :
∃C1 > 0 ∀x ∈ E |Φε(x)| = |f(x+ ε)− f(x)| 6 C1 εβ ,
donc N∞(ξ, ε) 4 εβ. On a aussi, par l’ine´galite´ triangulaire :
∀ ε > 0 ∀x, y ∈ E |Φε(x)− Φε(y)| 6 2C1 |x− y|β .
Ensuite
sp(ui, 2
−N) =
(
1
2N
2N−1∑
k=0
∣∣∣∣f(k + 12N + ui
)
−f
(
k
2N
+ ui
)∣∣∣∣p)1/p .
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Il est enfin clair que ne´cessairement α > β. On peut donc appliquer le the´ore`me
3.2.4 avec γ = β. 
Nous allons voir dans la suite diffe´rentes fac¸ons d’utiliser ces indices.
3.4.2. Retour a` la dimension de boˆıte
On peut tout d’abord revenir au calcul de dimB(Γf ).
Corollaire 3.4.2. Sous les hypothe`ses de la proposition 3.4.1, on a
2− β − (α− β)(p+ 1
β
) 6 dimB(Γf ) 6 2− β .
De´monstration. La majoration re´sulte du lemme 3.3.1 puisque f est ho¨lde´rienne d’ex-
posant β. Pour la minoration, on a S1(ε) 4 V (f, ε) et donc 2 − σ(1) 6 dimB(Γf ).
On applique alors la proposition 3.4.1 avec q = 1. 
Le re´sultat pre´ce´dent est toutefois moins pre´cis que celui fournit par la propo-
sition 3.3.3 et les hypothe`ses plus restrictives. Si p > 1 cette dernie`re donne en
effet
dimB(Γf ) > 2− β − (α− β)p > 2− β − (α− β)(p+ 1
β
) .
En fait, les indices σ(q) seront plus efficaces pour calculer une autre dimension,
la dimension de re´gularisation, que nous e´tudierons a` la prochaine section. Avant
cela voyons une autre utilisation plus inte´ressante des indices σ(q).
3.4.3. Spectres multifractals
Les indices σ(q) ont un lien e´troit avec l’analyse multifractale. On e´tend ici leur
de´finition a` tous les re´els q. L’ide´e est de relier ces indices au spectre de Hausdorff
de f (voir page 57) a` l’aide d’une transforme´e de Legendre convenable. Ainsi, un
argument heuristique conduit a` poser (voir [19]) :
qσ(q) = 1 + inf{qH − fh(H) : H ∈ R} .
Sous cette hypothe`se, on obtient fh(H) en inversant la relation pre´ce´dente, c’est-a`-
dire en prenant la transforme´e de Legendre. On obtient alors
fh(H) = 1 + inf{q(H − σ(q)) : q ∈ R} .
On comprend l’inte´reˆt d’une telle me´thode. Il est e´videmment beaucoup plus
facile de de´terminer σ(q) qui ne ne´cessite pas de calculs de dimensions de Haus-
dorff, et qui ne fait intervenir que des moyennes (des inte´grales) et non des valeurs
ponctuelles. De plus, il est possible d’utiliser les intervalles dyadiques. On de´finit les
fonctions
τN(q) = − 1
N
log
(2N−1∑
k=0
A(f, [k2−N , (k + 1)2−N [)
)
puis τ(q) = lim
N→∞
τN(q) .
On s’attend alors a` la relation (voir [23]) :
τ(q) = inf{qH − fh(H) : H ∈ R} . (3.13)
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Sous cette hypothe`se, on obtient alors fh(H) comme
fh(H) = inf{qH − τ(q) : q ∈ R} .
Le proble`me est que la relation (3.13) n’est pas toujours vraie. L’inte´reˆt de la
fonction τ conduit ne´anmoins a` de´finir un autre spectre pour f , le spectre de Le-
gendre, par la formule
fl(H) = inf{qH − τ(q) : q ∈ R} .
La donne´e de la fonction τ constitue une «analyse multifractale» de la fonction
f analogue aux analyses multifractales de mesures (voir [4]). Une fac¸on de voir le
lien entre les deux proble`mes est d’associer a` la mesure µ la fonction f de´finie par
f(b) − f(a) = µ([a, b]). La fonction f est toujours croissante, donc osc(f, [a, b]) =
f(b)−f(a), de sorte que les deux fonctions d’ensembles A(f, [a, b]) associe´es donnent
les meˆmes re´sultats. On peut alors exprimer τN a` l’aide des fonctions de structure
discre`tes :
τN(q) = −1 + q log(sq(2
−N))
log(2−N)
. (3.14)
Les re´sultats des sections pre´ce´dentes permettent de de´terminer les indices σ(q)
et la fonction τ(q) pour q > 0 lorsque f est uniforme´ment ho¨lde´rienne.
3.5. Dimension de re´gularisation
La dimension de boˆıte de Γf est obtenue en conside´rant des recouvrements de
Γf par des re´unions de boules de diame`tre de plus en plus petit. On e´value la vitesse
avec laquelle ces ensembles tendent vers Γf . On peut choisir d’approcher Γf par des
graphes de fonctions continues plutoˆt que par une re´union de boules. Pour cela, on
conside`re des versions re´gulie`res de f obtenues par convolution avec un noyau tre`s
re´gulier, et qui tendent en un certain sens vers f . Leurs graphes ont une longueur
finie : on e´value la vitesse avec laquelle celle-ci tend vers celle de Γf . Cette me´thode
conduit a` la dimension de re´gularisation introduite et e´tudie´e dans [33].
On suppose D = 1 et on choisit un noyau K dans la classe de Schwartz qu’on
suppose en plus pair et a` support [−1, 1]. On pose, pour ε > 0 :
Kε(x) =
1
ε
K
(
x
ε
)
.
On conside`re la re´gularise´e fε = f ∗Kε de f par Kε :
fε(x) =
∫
R
f(t)Kε(x− t) dt =
∫
R
f(x− t)Kε(t) dt .
La dimension de re´gularisation de f s’e´crit
dimR(Γf ) = 1− lim
ε→0
logLε
log ε
,
ou`
Lε =
∫ 1
0
√
1 + f ′ε(x)2 dx
70 3. INDICES DIMENSIONNELS
est la longueur du graphe de fε. Lorsque f est tre`s irre´gulie`re, la longueur de Γf
n’est pas finie : nous supposons dore´navant qu’il en est ainsi. On peut alors e´crire
dimR(Γf ) = 2− lim
ε→0
log
∫ 1
0
|εf ′ε(x)| dx
log ε
.
On de´finit pour tout q > 0, l’application Rq par :
∀ ε > 0 Rq(ε) =
(∫ 1
0
|εf ′ε(x)|q dx
)1/q
.
En un sens, ces fonctions sont a` dimR ce que sont les fonctions de structure a` dimB.
On introduit donc aussi les rapports :
ρ(q) = lim
ε→0
logRq(ε)
log ε
.
Il est possible d’estimer ces indices a` partir de versions discre`tes :
Proposition 3.5.1. On suppose qu’il existe C > 0, p > 1 et α, β ∈ ]0, 1] tels
que :
i) f est uniforme´ment ho¨lde´rienne sur [0, 1] d’exposant β.
ii) Pour tout M ∈ N il existe un entier NM tel que :
∀ i ∈ {0, . . . , 2M − 1} ∀N > NM
1
2N
2N−1∑
k=0
∣∣∣∣ 12N f ′2−N
(
k
2N
+ ui
)∣∣∣∣p > C 2−Npα ,
ou` ui =
i
2 sN+M
et s = α/β.
Alors, pour tout q > 0 :
β 6 ρ(q) 6 β + (α− β)(max{1, p/q}+ 1
qβ
) .
En particulier ρ(q) = β lorsque α = β.
De´monstration. Le re´sultat est analogue a` la proposition 3.4.1. Les arguments de la
de´monstration sont identiques, en cela qu’il suffit de choisir une famille ξ ad hoc . On
conside`re E = [0, 1] et pour ε > 0, µε la mesure de Lebesgue sur E et Φε(x) = εf
′
ε(x)
pour x ∈ E. Alors Rq(ε) = Nq(ξ, ε) et ρ(q) = σ(ξ, q).
a) Soit ε > 0 et x ∈ E. Puisque K ′ est impaire, on peut e´crire
f ′ε(x) =
∫
B(x,ε)
f(t)K ′ε(x− t) dt =
∫
B(x,ε)
(f(t)− f(x))K ′ε(x− t) dt .
Par suite
|f ′ε(x)| 6
(
sup
t∈B(x,ε)
|f(t)− f(x)|
)∫
B(x,ε)
|K ′ε(x− t)| dt
6
(
sup
t∈B(x,ε)
|f(t)− f(x)|
)(
1
ε
∫
R
|K ′(u)| du
)
.
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Donc |Φε(x)| 4 osc(f,B(x, ε)) et l’hypothe`se i) entraˆıne N∞(ξ, ε) 4 εβ.
b) Soit ε > 0 et x, y ∈ [0, 1]. On peut e´crire
f ′ε(x)− f ′ε(y) =
∫
R
(f(x− t)− f(y − t))K ′ε(t) dt .
Ainsi
|f ′ε(x)− f ′ε(y)| 6
∫
R
|f(x− t)− f(y − t)| |K ′ε(t)| dt
6 C |x− y|β
∫
R
|K ′ε(t)| dt
6 C |x− y|β
(
1
ε
∫
R
|K ′(u)| du
)
.
On a donc |Φε(x)− Φε(y)| 4 |x− y|β : la famille (Φε)ε>0 est e´qui-ho¨lde´rienne d’ex-
posant β.
c) Enfin
sp(ui, 2
−N) =
(
1
2N
2N−1∑
k=0
∣∣∣∣ 12N f ′2−N
(
k
2N
+ ui
)∣∣∣∣p)1/p ,
et il est clair que ne´cessairement α > β. On peut donc appliquer le the´ore`me 3.2.4
avec γ = β. 
Puisque dimR(Γf ) = 2− ρ(1), la proposition 3.5.1 fournit imme´diatement, avec
q = 1, une estimation de la dimension de re´gularisation :
Corollaire 3.5.2. Sous les hypothe`ses de la proposition 3.5.1, on a
2− β − (α− β)(p+ 1
β
) 6 dimR(Γf ) 6 2− β .
En particulier dimR(Γf ) = 2− β si α = β.
Nous avons mis en e´vidence le paralle`le entre les ope´rateurs f(x + ε) − f(x)
et εf ′ε(x). Ils permettent de de´finir respectivement Sq(ε) et Rq(ε) puis les rapports
σ(q) et ρ(q). Les propositions 3.4.1 et 3.5.1 sont analogues. Toutefois ce paralle`le
ne peut eˆtre mene´ plus loin concernant les dimensions associe´es dimB et dimR. En
effet, dimB n’est pas de´finie directement par σ(1). En particulier nous n’avons pas
d’estimation e´quivalente a` celle de la proposition 3.3.3 pour dimR. Pour y parvenir,
il faut introduire des quantite´s lie´es a` dimR similaires a` l’oscillation et a` la variation.
Pour cela, on pose
VR(f, ε) =
∫ 1
0
(
sup
t∈B(x,ε)
|εf ′ε(t)|
)
dx ,
et on de´finit la dimension supe´rieure de re´gularisation par
DimR(Γf ) = 2− lim
ε→ 0
log VR(f, ε)
log ε
.
Lemme 3.5.3. On a : dimR(Γf ) 6 DimR(Γf ) 6 dimB(Γf ).
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De´monstration. On a toujours R1(ε) 6 VR(f, ε), ce qui prouve l’ine´galite´ de gauche.
Ensuite, on a de´ja` prouve´ que
|εf ′ε(t)| 6 C osc(f,B(t, ε)) .
Par suite, f e´tant continue :
sup
t∈B(x,ε)
|εf ′ε(t)| 6 C sup
t∈B(x,ε)
osc(f,B(t, ε)) 6 C osc(f,B(x, 2ε)) .
En inte´grant cette ine´galite´ on a VR(f, ε) 4 V (f, 2 ε). L’ine´galite´ de droite en
de´coule. 
A la manie`re du lemme 3.3.2 on prouve que r1(ε) 4 VR(f, ε). Ainsi la conclusion
de la proposition 3.3.3 reste vraie en remplac¸ant dimB par DimR avec la fonction sp
correspondante.
Nous n’allons pas e´tudier en de´tail l’ope´rateur DimR mais une analyse plus fine
est a` faire. Par exemple les ine´galite´s du lemme 3.5.3 peuvent-elles eˆtre strictes ?
3.6. Ondelettes
Les ondelettes permettent, elles aussi, de construire des indices dimensionnels
(voir [19]). Rappelons que pour ε > 0 et x ∈ R on pose
C(ε, x) =
1
ε
∫ 1
0
f(t)Ψ
(
t− x
ε
)
dt
ou` Ψ est une ondelette paire a` support [−1, 1]. On de´finit encore, pour q > 0 :
Zq(ε) =
(∫
R
|C(ε, x)|q dx
)1/q
et ω(q) = lim
ε→0
logZq(ε)
log ε
.
Le calcul de la limite de´finissant ω nous permet de supposer ε < 1/2 et le support
de Ψ entraˆıne C(ε, x) = 0 si [x− ε, x+ ε] ∩ [0, 1] = ∅. On a donc
∀ ε ∈ ]0, 1/2[ Zq(ε) =
(∫ 3/2
−1/2
|C(ε, x)|q dx
)1/q
.
On note alors, pour tout ε > 1/2 :
Z˜q(ε) =
(
1
2
∫ 3/2
−1/2
|C(ε, x)|q dx
)1/q
=
(∫ 1
0
∣∣∣∣C(ε, 2x− 12
)∣∣∣∣q dx)1/q ,
et on remarque que l’on a
ω(q) = lim
ε→0
log Z˜q(ε)
log ε
.
Il est bien suˆr possible d’e´tudier les indices ω de la meˆme fac¸on que σ et ρ :
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Proposition 3.6.1. On suppose qu’il existe C > 0, p > 1 et α, β ∈ ]0, 1] tels
que :
i) f est uniforme´ment ho¨lde´rienne sur [0, 1] d’exposant β.
ii) Pour tout M ∈ N il existe un entier NM tel que :
∀ i ∈ {0, . . . , 2M − 1} ∀N > NM
1
2N
2N−1∑
k=0
∣∣∣∣C( 12N , 2
(
k
2N
+ ui
)
−1
2
)∣∣∣∣p > C 2−Npα ,
ou` ui =
i
2 sN+M
et s = α/β.
Alors, pour tout q > 0 :
β 6 ω(q) 6 β + (α− β)(max{1, p/q}+ 1
qβ
) .
En particulier ω(q) = β lorsque α = β.
De´monstration. On conside`re E = [0, 1] et pour ε > 0, µε la mesure de Lebesgue
sur E et Φε(x) = C(ε, 2x − 1/2), x ∈ E. Alors Z˜q(ε) = Nq(ξ, ε) et ω(q) = σ(ξ, q).
La de´monstration reprend ensuite tous les arguments de la proposition 3.5.1, en
remplac¸ant K ′ par Ψ. 
On a toujours l’ine´galite´
1 6 dimR(Γf ) 6 dimB(Γf ) 6 2 .
Pour beaucoup de mode`les mathe´matiques l’ine´galite´ centrale est en fait une e´galite´.
Nous allons de´crire une situation ge´ne´rale ou` ces deux dimensions co¨ıncident et pour
cela utiliser les indices σ et ω. On a les faits suivants (voir [19, 33]) :
(1) Si q > 1 et si σ(q) < 1 alors σ(q) = ω(q).
(2) Si 0 < ω(1) < 1 alors dimB(Γf ) = 2− ω(1).
(3) dimR(Γf ) = max{1, 2− ω(1)}.
Il est clairement possible de relier dimR(Γf ) et dimB(Γf ) a` partir des indices σ(q)
et ω(q).
Proposition 3.6.2. Soit α ∈ ]0, 1[ tel que
i) f est uniforme´ment ho¨lde´rienne d’exposant β pour tout β < α.
ii) Il existe p > 1 tel que σ(p) = α.
Alors
dimB(Γf ) = dimR(Γf ) = 2− α .
De´monstration.
Vus les faits connus, il suffit de montrer que ω(1) = α, c’est-a`-dire ω(1) = σ(p).
Pour cela on va relier ω(1) a` ω(p). On conserve les donne´es de la de´monstration de
la proposition 3.6.1 de sorte que Z˜q(ε) = Nq(ξ, ε).
Soit η > 0. Avec β = α− η, l’hypothe`se i) entraˆıne N∞(ε) 6 εα−η. L’hypothe`se
ii) donne ω(p) = σ(p) = α. Par de´finition de ω(p) on a donc, pour tout ε assez
petit :
Np(ε) < εα+η .
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On applique le lemme 3.2.1 avec H1 = α− η, H2 = α+ η et q = 1 :
εα+(2p−1)η 4 N1(ε) 4 εα−η .
Par suite
α− η 6 ω(1) 6 α+ (2p− 1) η .
Comme ceci est vrai pour tout η > 0 on a ω(1) = α et le re´sultat. 
Ce the´ore`me est efficace car parmi les indices σ, ρ et ω, le plus maniable reste
σ puisqu’il est construit directement a` partir des accroissements de f . Or il faut
dans tous les cas les e´valuer pour de´terminer un exposant de Ho¨lder pour f . La
proposition 3.4.1 peut permettre d’obtenir σ(p).
3.7. Exemple des fonctions de bosses
Nous allons dans cette section appliquer les re´sultats pre´ce´dents aux fonctions
de bosses standards F de´finies par (2.4) et (1.7). Le fait que ces fonctions soient
ale´atoires offre une difficulte´ supple´mentaire.
3.7.1. Fonctions de structure
Pour obtenir des estimations presque suˆres de sq on va d’abord les e´tablir en
moyenne puis mesurer la de´viation par rapport a` cette valeur centrale en estimant
la variance. Les calculs sont rendus possible par l’emploi de sommes finies. Pour
e´tudier sq, il faut connaˆıtre des estimations des accroissements de F . Nous avons
de´ja` obtenu des majorations pour l’accroissement e´le´mentaire Zn(t, h) de F au cha-
pitre pre´ce´dent. Elles mettaient particulie`rement en jeu la re´gularite´ supe´rieure de ν.
L’une des difficulte´s est ici d’obtenir des minorations. Pour cela, nous aurons besoin
de la re´gularite´ infe´rieure de ν.
Nous introduisons alors une hypothe`se plus forte :
H3 : ν admet une densite´ θ telle que
∀ t ∈ A(1) C1 6 θ(t) 6 C2 ,
avec C1, C2 > 0 ne de´pendant que de ν et A.
Cette hypothe`se entraˆıne H1. Un choix simple pour ν est la loi uniforme sur A(1).
C’est le cas particulier traite´ dans [10]. Les calculs sont simplifie´s car les variables
Zn(t, h) sont alors centre´es. En effet, d’apre`s la preuve du lemme 1.5.1, on a
E(Yn(t)) =
1
n 3D
∫
B(0,1)
G(u) du
qui ne de´pend pas du point t.
Nous allons traiter le cas ν quelconque mais les ide´es sont les meˆmes. Les variables
ale´atoires (Zn(t, h))n>1 ne sont donc pas ne´cessairement centre´es. Il est toutefois
indispensable de controˆler leur espe´rance. C’est possible au prix d’une hypothe`se
supple´mentaire sur ν. On rappelle que pour δ ∈ ]0, 1], Λδ(A) de´signe l’ensemble
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des fonctions ho¨lde´riennes sur A d’exposant δ (voir page 39). On introduit alors
l’hypothe`se
H4 : ν admet une densite´ θ appartenant a` Λδ(A(1)) pour un certain δ.
Notons qu’aucune des hypothe`ses H1, H3 et H4 n’est redondante. Dans ces condi-
tions, outre le lemme 2.1.1, on a les re´sultats plus pre´cis suivants :
Lemme 3.7.1. Sous l’hypothe`se H3, pour tout n > 1 et tout t, t+ h ∈ A :
‖h‖ > 2n−1/D =⇒ E |Zn(t, h)|p ' n−1 ,
cette estimation ne de´pendant que de p et G.
De´monstration. Soit t ∈ A et η = n−1/D. Si ‖h‖ > 2η alors B(t, η)∩B(t+h, η) = ∅
de sorte que
E |Zn(t, h)|p = E |Yn(t)|p + E |Yn(t+ h)|p ,
d’ou` le re´sultat d’apre`s le lemme 1.5.2. 
Lemme 3.7.2. Sous l’hypothe`se H4, pour tout n > 1 :
∀ t, t+ h ∈ A |E(Zn(t, h))| 4 ‖h‖
δ
n
.
De´monstration. On peut e´crire
E(Zn(t, h)) =
1
n
∫
B(0,1)
G(u)
(
θ
(
t+ h− u
n1/D
)
−θ
(
t− u
n1/D
))
du .
Par hypothe`se, il existe une constante C > 0 telle que pour tout t, t + h ∈ A,
u ∈ B(0, 1), n > 1 et h ∈ RD :
−C ‖h‖δ 6
(
θ
(
t+ h− u
n1/D
)
−θ
(
t− u
n1/D
))
6 C ‖h‖δ .
Cela entraˆıne
−‖h‖
δ
n
4 E(Zn(t, h)) 4
‖h‖δ
n
,
ce qu’il fallait prouver. 
On suppose a` pre´sent ve´rifie´es les hypothe`ses H1 a` H4 et on pre´cise cette dernie`re
en imposant δ > α > d, ou`, rappelons-le : d = min{α, γ}. Nous travaillons avec U2,
carre´ de l’accroissement de F .
Proposition 3.7.3. Pour tout t, t+ h ∈ A :
‖h‖2α 4 E(U2(t, h)) 4
{
‖h‖2d si α 6= γ
‖h‖2α |ln ‖h‖| si α = γ
De´monstration. a) Par application du lemme 3.7.2 on a :∑
i6=j
(ij)−α/D E(Zi(t, h))E(Zj(t, h)) 4 ‖h‖2δ
∑
i6=j
(ij)−α/D−1 4 ‖h‖2δ
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∑
i6=j
(ij)−α/D E(Zi(t, h))E(Zj(t, h)) < −‖h‖2δ
∑
i6=j
(ij)−α/D−1 < −‖h‖2δ
puisque la se´rie double converge.
b) Par de´veloppement :
E(U2(t, h)) =
∞∑
n=1
n−2α/D E(Zn(t, h)2) +
∑
i6=j
(ij)−α/D E(Zi(t, h))E(Zj(t, h)) .
Donc
−‖h‖2δ +
∞∑
n=1
n−2α/D E(Zn(t, h)2) 4 E(U2(t, h)) 4 ‖h‖2δ +
∞∑
n=1
n−2α/D E(Zn(t, h)2) .
c) Soit un entier N tel que 2(N +1)−1/D < ‖h‖ 6 2N−1/D. En utilisant le lemme
3.7.1 , il vient :
∞∑
n=1
n−2α/D E(Zn(t, h)2) >
∞∑
n=N
n−2α/D E(Zn(t, h)2) < N−2α/D < ‖h‖2α .
d) D’apre`s le lemme 2.1.1 :
∞∑
n=1
n−2α/D E(Zn(t, h)2) 6
∞∑
n=1
n−1−2α/D un(‖h‖ , 1)2γ .
Avec le lemme 2.1.2 nous avons donc :
E(U2(t, h)) 4
{
‖h‖2d si α 6= γ
‖h‖2α |ln ‖h‖| si α = γ
e) Le re´sultat s’obtient en rassemblant les points pre´ce´dents et en remarquant
que par hypothe`se ‖h‖2δ est ne´gligeable devant ‖h‖2d et ‖h‖2α. 
Corollaire 3.7.4. Sous les hypothe`ses pre´ce´dentes :
ε2α 4 E(s22(ε)) 4
{
ε2d si α 6= γ
ε2α |ln ε| si α = γ
De´monstration. Le re´sultat est une conse´quence directe de la proposition pre´ce´dente
en remarquant que s22(ε) ' (1/nε)
∑D
i=1
∑
t∈Dε U2(t, εei). 
Les accroissements de F , c’est-a`-dire les variables ale´atoires U1(t, h), ne sont
en ge´ne´ral pas stationnaires et elles sont toujours de´pendantes. Cette de´pendance
va nous obliger a` des calculs relativement techniques et pe´nibles puisqu’il va fal-
loir e´tudier toutes les covariances. Toutefois, l’e´loignement des boules Bn(t, n
−1/D)
et Bn(t + h, n
−1/D) lorsque n tend vers l’infini, est la raison d’une certaine forme
de de´corre´lation des variables e´le´mentaires Zn(t, h). Cela nous suffira a` obtenir de
bonnes majorations des covariances des accroissements.
Nous commenc¸ons par deux lemmes techniques ge´ne´raux pour majorer certaines
covariances.
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Lemme 3.7.5. Soit (Xn)n>1 et (Yn)n>1 deux suites de variables ale´atoires inde´-
pendantes et telles que pour tout i 6= j, Xi soit inde´pendante de Yj. Alors :
Cov
(
(
∞∑
n=1
Xn)
2, (
∞∑
n=1
Yn)
2
)
=
∞∑
n=1
Cov(X2n, Y
2
n ) + 2
∞∑
n=1
∞∑
p=1
p6=n
E(Yp) Cov(X2n, Yn)
+ 2
∞∑
n=1
∞∑
p=1
p6=n
E(Xp) Cov(Xn, Y 2n ) + 4
∞∑
i,j=1
i<j
E(Xj Yj) Cov(Xi, Yi)
+ 4
∞∑
i,j=1
i<j
E(Xi)E(Yi) Cov(Xj, Yj) + 4
∞∑
i,j=1
i<j
∞∑
q=1
q 6=i,j
E(Xj)E(Yq) Cov(Xi, Yi)
+ 4
∞∑
i,j=1
i<j
∞∑
q=1
q 6=i,j
E(Xi)E(Yq) Cov(Xj, Yj) .
De´monstration. C’est un re´sultat purement technique : il s’agit de de´velopper la
covariance par biline´arite´ et d’effectuer les calculs en tenant compte des relations
d’orthogonalite´ entre les variables Xi et Yj. 
Corollaire 3.7.6. Dans les conditions du lemme 3.7.5 :
Cov
(
(
∞∑
n=1
Xn)
2, (
∞∑
n=1
Yn)
2
)
6
∞∑
n=1
E(X2nY 2n ) + 2 (
∞∑
n=1
E
∣∣X2nYn∣∣)( ∞∑
n=1
|EYn|)
+ 2 (
∞∑
n=1
|EYn|)2(
∞∑
n=1
E(X2n)) + 2 (
∞∑
n=1
E
∣∣XnY 2n ∣∣)( ∞∑
n=1
|EXn|)
+ 2 (
∞∑
n=1
|EXn|)2(
∞∑
n=1
E(Y 2n )) + 4 (
∞∑
n=1
E |XnYn|)2
+ 16 (
∞∑
n=1
E |XnYn|)(
∞∑
n=1
|EXn|)(
∞∑
n=1
|EYn|) + 12 (
∞∑
n=1
|EXn|)2(
∞∑
n=1
|EYn|)2 .
De´monstration. On applique le lemme 3.7.5 en utilisant les majorations
E(Xi) 6 |E(Xi)| , E(Yi) 6 |E(Yi)| , Cov(U, V ) 6 E(|UV |) + |E(U)| |E(V )| ,
et le fait que, pour tout ai > 0 :
∞∑
i,j=1
i<j
aiaj 6
1
2
( ∞∑
i=1
ai
)2
.
Le re´sultat s’obtient alors par factorisation et regroupement de termes. 
Pour mesurer la de´corre´lation des variables Zn(t, h) et l’e´loignement des diffe´rents
supports mis en jeu, il est utile d’introduire l’indicateur µ suivant :
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Proposition 3.7.7. Soient ε > 0, n > 1 et s, t, u, v dans A tels que ‖u‖ =
‖v‖ = ε. Soit
µ = µ(s, t, u, v) = min{‖s− t‖ , ‖s+ u− t‖ , ‖s− t− v‖ , ‖s+ u− t− v‖} .
Pour tout p, q > 0 :
i) Si µ > 2n−1/D, alors :
E(|Zn(s, u)|p |Zn(t, v)|q) = 0 .
ii) Pour tout µ :
E(|Zn(s, u)|p |Zn(t, v)|q) 4 1
n
un(ε, 1)
(p+q)γ .
Ces estimations sont uniformes en s, t, u et v.
De´monstration. Soit η = n−1/D, Bn(s, u) = B(s, η) ∪ B(s + u, η) et Bn(t, v) =
B(t, η)∪B(t+v, η). Puisque Zn(s, u) = 0 en dehors deBn(s, u), on a Zn(s, u)Zn(t, v) =
0 en dehors de Bn(s, u) ∩Bn(t, v).
a) Si ‖h‖ > 2η alors Bn(s, u) ∩Bn(t, v) = ∅ d’ou` le point i).
b) Dans le cas ge´ne´ral nous utilisons l’ine´galite´ |Zn(s, u)| 6 2 pour e´crire :
E(|Zn(s, u)|p |Zn(t, v)|q) 6 2p+q P(Xn ∈ Bn(s, u) ∩Bn(t, v))
6 2p+q P(Xn ∈ Bn(s, u))
6 2p+q ν(Bn(s, u))
4 n−1 .
Puisque G est ho¨lde´rienne, |Zn(s, u)| 6 Cγ(ε/η)γ. Par conse´quent on peut aussi
e´crire :
E(|Zn(s, u)|p |Zn(t, v)|q) 6 Cp+qγ (ε/η)(p+q)γ P(Xn ∈ Bn(s, u))
4 (ε/η)(p+q)γ n−1 .
Ces deux majorations donnent le point ii) et le re´sultat. 
Proposition 3.7.8. Soient ε > 0 et s, t, u, v, µ comme pre´ce´demment.
i) Si µ = 0, alors
Cov(U2(s, u), U2(t, v)) 4
{
ε4d si α 6= γ
ε4α |ln ε|2 si α = γ
ii) Si 0 < ε 6 µ, alors
Cov(U2(s, u), U2(t, v)) 4
{
ε2d+2δ + ε4δ
∑4
p=2 ε
p(γ−δ)µp(d−γ) si α 6= γ
ε4α(|ln ε|+ |lnµ|+ |lnµ|2) si α = γ
De´monstration. Notons Xn = n
−α/DZn(s, u) , Yn = n−α/DZn(t, v) et conside´rons,
pour p, q > 0, la somme Cp,q =
∑∞
n=1 E |Xpn Y qn |.
a) Supposons p, q > 0 et commenc¸ons par le cas µ = 0. Avec la proposition 3.7.7
puis le lemme 2.1.2 on a :
Cp,q 4
∞∑
n=1
n−(p+q)α/D−1un(ε, 1)(p+q)γ 4
{
ε(p+q)d si γ 6= α
ε(p+q)α |ln ε| si γ = α
3.7. EXEMPLE DES FONCTIONS DE BOSSES 79
Supposons maintenant µ > 0. Soient ε ∈ ]0, µ] et N un entier tel que (N +1)−1/D <
µ 6 N−1/D. Puisque un(ε, 1) 6 n1/Dε, on a
N∑
n=1
E |Xpn Y qn | 4 ε(p+q)γ
N∑
n=1
n−1+(p+q)(γ−α)/D 4

ε(p+q)γµ(p+q)(α−γ) si γ > α
ε(p+q)γ si γ < α
ε(p+q)α |lnµ| si γ = α
et comme
∑∞
N+1 E |Xpn Y qn | = 0, on a dans ce cas
Cp,q 4

ε(p+q)γµ(p+q)(α−γ) si γ > α
ε(p+q)γ si γ < α
ε(p+q)α |lnµ| si γ = α
Finalement
Cp,q 4

ε(p+q)d si µ = 0 et γ 6= α
ε(p+q)α |ln ε| si µ = 0 et γ = α
ε(p+q)γµ(p+q)(d−γ) si µ > 0 et γ 6= α
ε(p+q)α |lnµ| si µ > 0 et γ = α
b) En utilisant les lemmes 2.1.1 et 2.1.2, il vient, pour tout p > 0 :
Cp,0 =
∞∑
n=1
E |Xn|p 4
∞∑
n=1
n−pα/D−1un(ε, 1)p γ 4
{
εp d si γ 6= α
εpα |ln ε| si γ = α
C0,p =
∞∑
n=1
E |Yn|p 4
∞∑
n=1
n−pα/D−1un(ε, 1)p γ 4
{
εp d si γ 6= α
εpα |ln ε| si γ = α
c) En utilisant le lemme 3.7.2 il vient
∞∑
n=1
|EXn| 4 ‖u‖δ
∞∑
n=1
n−α/D−1 4 εδ et
∞∑
n=1
|EYn| 4 ‖v‖δ
∞∑
n=1
n−α/D−1 4 εδ .
d) Il reste a` utiliser le corollaire 3.7.6 et les majorations pre´ce´dentes dans les
quatre cas de figure possibles. 
Nous pouvons alors e´tablir le re´sultat essentiel : majorer la variance de s22(ε)
en fonction de ε. Le fait de traiter le cas ge´ne´ral oblige a` conside´rer beaucoup de
parame`tres, pour le moment sans conditions supple´mentaires. La majoration obtenue
s’en trouve complique´e.
Proposition 3.7.9. Pour la variance de s22(ε), on a :
Var(s22(ε)) 4

ε4γ si 0 < γ < α
ε4α |ln ε|2 si γ = α
ε3α+δ + ε4α+D + ε2α+2δ |ln ε| si γ = α+D/2
ε2α+2δ + ε4α+D + ε3α+δ |ln ε| si γ = α+D/3
ε2α+2δ + ε3α+δ + ε4α+D |ln ε| si γ = α+D/4
ε4α+D + ε2α+2δ + ε3α+δ + ε4γ si α < γ et γ /∈ E
avec E = {α+D/p : p = 2, 3, 4}.
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De´monstration. Puisque s22(ε) ' (1/nε)
∑D
i=1
∑
t∈Dε U2(t, εei), on a :
v(ε) := Var(s22(ε)) 4
1
n2ε
D∑
i,j=1
∑
s,t∈Dε
Cov(U2(s, εei), U2(t, εej)) .
De´coupons cette somme en plusieurs parties. Soit mε = 1 + [1/ε]. Etant donne´s i, j
dans {1, . . . , D} et k tel que 0 6 k 6 mε, on conside`re l’ensemble
E(i, j, k) = {(s, t) : s, t ∈ Dε , µ(s, t, εei, εej) = kε} .
On a Card(E(i, j, 0)) ' Card(Dε) ' ε−D. Pour k > 1 :
Card{x ∈ ZD : µ(0, x, ei, ej) = k} ' Card{x ∈ ZD : ‖x‖ = k} ' kD−1
et donc
Card(E(i, j, k)) ' Card(Dε)kD−1 ' ε−DkD−1 .
Pour tout k > 0, soit
Ak =
1
n2ε
D∑
i,j=1
∑
{Cov(U2(s, εei), U2(t, εej)) : (s, t) ∈ E(i, j, k)} .
Si k = 0 alors µ = 0 et avec la proposition 3.7.8 :
(s, t) ∈ E(i, j, 0) =⇒ Cov(U2(s, εei), U2(t, εej)) 4
{
ε4d si γ 6= α
ε4α |ln ε|2 si γ = α
Par conse´quent, vu que nε ' ε−D :
A0 4
{
ε4d+D si γ 6= α
ε4α+D |ln ε|2 si γ = α
Soit k > 1 et (s, t) ∈ E(i, j, k). Puisque ε 6 µ ' kε, la proposition 3.7.8 entraˆıne
cette fois
Cov(U2(s, εei), U2(t, εej)) 4
{
ε2d+2δ + ε4δ
∑4
p=2 ε
p(d−δ)kp(d−γ) si α 6= γ
ε4α(|ln kε|2 + |ln ε|+ |ln kε|) si α = γ
Supposons d’abord α 6= γ. Alors
Ak 4 εD+2d+2δkD−1 + εD+4δ
4∑
p=2
εp(d−δ)kp(d−γ)+D−1 .
Ainsi
mε∑
k=1
Ak 4 εD+2d+2δ
mε∑
k=1
kD−1 + εD+4δ
4∑
p=2
εp(d−δ)
mε∑
k=1
kp(d−γ)+D−1 .
Mais pour tout p > 0 :
mε∑
k=1
kp(d−γ)+D−1 4
{
εp(γ−d)−D si p(d− γ) +D 6= 0
|ln ε| si p(d− γ) +D = 0
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On obtient donc
mε∑
k=1
Ak 4

ε4γ si 0 < γ < α
ε2α+2δ + ε3γ+δ + ε4γ + εD+2α+2δ |ln ε| si γ = α+D/2
ε2α+2δ + ε2γ+2δ + ε4γ + εD+3α+δ |ln ε| si γ = α+D/3
ε2α+2δ + ε2γ+2δ + ε3γ+δ + εD+4α |ln ε| si γ = α+D/4
ε2α+2δ + ε2γ+2δ + ε3γ+δ + ε4γ si α < γ et γ /∈ E
avec E = {α+D/p : p = 2, 3, 4}. Supposons enfin α = γ. Alors
Ak 4 ε4α+DkD−1((ln kε)2 + |ln ε|+ |ln kε|)
4 ε4α+DkD−1((ln k)2 + 2 |ln ε| ln k + |ln ε|2 + 2 |ln ε|+ ln k) .
Ainsi
mε∑
k=1
Ak 4 ε4α+D
mε∑
k=1
kD−1(ln k)2 + 2 ε4α+D |ln ε|
mε∑
k=1
kD−1 ln k
+ ε4α+D |ln ε|2
mε∑
k=1
kD−1 + 2 ε4α+D |ln ε|
mε∑
k=1
kD−1 + ε4α+D
mε∑
k=1
kD−1 ln k .
Mais pour tout p > 0 :
mε∑
k=1
kD−1(ln k)p 4 ln(mε)p
mε∑
k=1
kD−1 4 ln(mε)pmDε 4 |ln ε|p ε−D .
On obtient donc, pour ce dernier cas :
mε∑
k=1
Ak 4 ε4α |ln ε|2 .
En conse´quence, puisque v(ε) '∑mεk=0Ak, on a, apre`s quelques majorations simples :
v(ε) 4

ε4γ si 0 < γ < α
ε4α |ln ε|2 si γ = α
ε3α+δ + ε4α+D + ε2α+2δ |ln ε| si γ = α+D/2
ε2α+2δ + ε4α+D + ε3α+δ |ln ε| si γ = α+D/3
ε2α+2δ + ε3α+δ + ε4α+D |ln ε| si γ = α+D/4
ε4α+D + ε2α+2δ + ε3α+δ + ε4γ si α < γ et γ /∈ E
avec E = {α+D/p : p = 2, 3, 4}. 
Les majorations se simplifient lorsque δ > d. C’est sous cette hypothe`se que nous
allons enfin obtenir le comportement asymptotique de s2(ε) lorsque ε→ 0 pour une
suite (εN)N>1.
The´ore`me 3.7.10. Sous les hypothe`ses H1 a` H4, et si de plus α < min{γ, δ},
alors presque suˆrement s2(2
−N) ' 2−Nα.
De´monstration. Nous avons donc d = α < δ et d’apre`s le corollaire 3.7.4, il existe
deux constantes c1, c2 > 0 telles que pour tout N > 1
c12
−2Nα 6 E(s22(2−N)) 6 c22−2Nα .
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Pour tout λ > 0, l’e´ve´nement
∣∣s22(2−N)− E(s22(2−N))∣∣ > λ est ve´rifie´ si
s22(2
−N) /∈ ]c12−2Nα − λ, c22−2Nα + λ[ .
Prenons λ = c12
−2Nα−1 , c3 = c1/2 , c4 = c2 + c3 et notons
pN = P
(
s22(2
−N) /∈ ]c32−2Nα, c42−2Nα[ ) .
On obtient alors
pN 6 P
(∣∣s22(2−N)− E(s22(2−N))∣∣ > λ) 6 Var(s22(2−N))λ2 = 4 c−21 24NαVar(s22(2−N)) .
Avec les meˆmes notations, on de´duit de la proposition 3.7.9 que
pN 4

2−N(δ−α) + 2−ND +N2−2N(δ−α) si γ = α+D/2
2−2N(δ−α) + 2−ND +N2−N(δ−α) si γ = α+D/3
2−2N(δ−α) + 2−N(δ−α) +N2−ND si γ = α+D/4
2−ND + 2−2N(δ−α) + 2−N(δ−α) + 2−4N(γ−α) si γ /∈ E
Dans tous les cas la se´rie
∑
pN converge puisque par hypothe`se α < δ et α < γ.
Donc d’apre`s le lemme de Borel-Cantelli il existe presque suˆrement N0 > 1 tel que
N > N0 =⇒ c32−2Nα 6 s22(2−N) 6 c42−2Nα ,
ce qui donne le re´sultat. 
Nous aurons besoin du the´ore`me pre´ce´dent sous une autre forme. C’est l’objet
de la proposition suivante. Pour u = 0 c’est exactement le the´ore`me pre´ce´dent. Le
cas u 6= 0 n’offre pas de difficulte´s supple´mentaires.
Proposition 3.7.11. Sous les hypothe`ses du the´ore`me 3.7.10, il existe alors des
constantes Ci > 0 telles que pour tout u ∈ [0, 1] et tout s > 1, il existe un entier
N(u, s) tel que presque suˆrement
∀N > N(u, s) C22−Nα 6 s2(u2−sN , 2−N) 6 C12−Nα .
On sait donc controˆler l’asymptotique de la fonction de 2−structure discre`te de
F . Puisque cette dernie`re est uniforme´ment ho¨lde´rienne, les re´sultats des sections
pre´ce´dentes vont s’appliquer.
3.7.2. Dimension de boˆıte
Proposition 3.7.12. On suppose ve´rifie´es les hypothe`ses H1 et H2. Alors on a
presque suˆrement
dimB(ΓF ) 6 D + 1−min{α, γ} .
De´monstration. Le the´ore`me 2.1.7 permet d’appliquer le lemme 3.3.1. Pour tout
η < d fixe´, on a presque suˆrement D + 1 − η. Le re´sultat s’obtient en conside´rant
une suite (ηk)k>1. 
Pour obtenir la valeur exacte de la dimension de boˆıte (c’est-a`-dire une minora-
tion) de ΓF il faut ajouter une hypothe`se et une condition pre´cises. Dans certains
cas on ne sait pas la de´terminer : lorsque la bosse g est tre`s irre´gulie`re (γ < α) ou
lorsque la distribution ν est tre`s irre´gulie`re (δ < α). Il faut en fait que l’exposant α
controˆle toute la re´gularite´ de la fonction.
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Proposition 3.7.13. On suppose vraies les hypothe`ses H1 a` H4 et α < min{γ, δ}.
Alors on a presque suˆrement
dimB(ΓF ) = D + 1− α .
De´monstration. Le the´ore`me 2.1.7 et le the´ore`me 3.7.10 permettent d’appliquer la
proposition 3.3.3 pour chaque β ∈ ]0, α] fixe´ et p = 2. On a presque suˆrement
D + 1 + β − 2α 6 dimB(ΓF ) 6 D + 1− β .
Cette double ine´galite´ e´tant vraie en particulier pour toute valeur rationnelle β < α
on a bien l’e´galite´ voulue. 
3.7.3. Spectres multifractals
On se place a` partir de maintenant dans R.
Proposition 3.7.14. On suppose vraies les hypothe`ses H1 a` H4 et α < min{γ, δ}.
Alors on a presque suˆrement, pour tout q > 0 : σ(q) = α.
De´monstration. Fixons η > 0 et s = α/(α − η). Pour tout u ∈ [0, 1] de la forme
u = i2−M on note N(i,M, s) l’entier fourni par la proposition 3.7.11 et
NM = max{N(i,M, s) : i = 0, . . . , 2M − 1} .
On peut dans ces conditions appliquer la proposition 3.4.1 avec β = α− η et p = 2.
Pour tout q > 0, on a presque suˆrement :
α− η 6 σ(q) 6 α+ η
(
max{1, 2/q}+ 1
2(α− η) − 1
)
.
Ceci e´tant vrai pour tout η > 0, on a le re´sultat en conside´rant une suite de valeurs
(ηk)k>1 tendant vers 0. 
Les re´sultats pre´ce´dents permettent une approche du calcul du spectre de Le-
gendre de F . Sous les hypothe`ses du the´ore`me 3.7.10, on dispose de σ(q) pour
q > 0. Avec le lemme 3.2.1, il est facile de de´duire de ce the´ore`me l’estimation
sq(2
−N) ' 2−Nα pour tout q > 0. A partir de (3.14), on en de´duit une partie de la
fonction τ :
∀ q > 0 τ(q) = −1 + qα .
Si cette expression est vraie pour tout q ∈ R, on obtient alors un spectre trivial :
fl(H) = inf{q(H − α) + 1 : q ∈ R} =
{
1 si H = α
−∞ sinon.
3.7.4. Dimension de re´gularisation
Corollaire 3.7.15. On suppose vraies les hypothe`ses H1 a` H4 et α < min{γ, δ}.
Alors on a presque suˆrement
dimR(ΓF ) = dimB(ΓF ) = 2− α
84 3. INDICES DIMENSIONNELS
De´monstration. Le the´ore`me 2.1.7 et la proposition 3.7.14 permettent d’appliquer
la proposition 3.6.2 avec p = 2. 
On retrouve en particulier le re´sultat de la proposition 3.7.13. Comme nous
l’avons dit, ce re´sultat nous permet l’e´conomie d’une de´monstration directe du cal-
cul de dimR(ΓF ). Celui-ci est d’ailleurs souvent plus de´licat. S’il est en effet possible
d’utiliser le corollaire 3.5.2 pour calculer directement la dimension de re´gularisation,
les calculs ne´cessaires a` la ve´rification de ses hypothe`ses sont nettement plus com-
plexes. Ils sont assez proches de ceux effectue´s pour l’analyse par ondelettes (faire
apparaˆıtre les accroissements de G) et une fois encore, nous n’allons donner qu’un
seul re´sultat pour souligner ces difficulte´s. On a
Fε(t) =
1
ε
∞∑
n=1
n−α
∫
R
g(n(u−Xn))K
(
t− u
ε
)
du ,
F ′ε(t) =
1
ε2
∞∑
n=1
n−α
∫
R
g(n(u−Xn))K ′
(
t− u
ε
)
du .
Il faut reprendre pas-a`-pas le cheminement de l’e´tude des accroissements. Au lieu
de sq on conside`re
rq(ε) =
(
1
mε
mε−1∑
k=0
|εF ′ε(kε)|q
)1/q
.
Il faut ainsi calculer E(F ′ε(t)2) et Cov(F ′ε(s), F ′ε(t)). Le roˆle des supports de g et K
sera crucial. Il faut d’abord e´tudier F ′ε(t) et |F ′ε(t)|2. Pour simplifier, A = [0, 1] et ν
est la loi uniforme sur [−1, 2].
Lemme 3.7.16. Soit δ > 0. Alors :
∀ (ε, t) ∈ ]0, δ[×[δ, 1− δ] E(F ′ε(t)) = 0 .
De´monstration. On a
E(F ′ε(t)) =
1
ε2
∞∑
n=1
n−α
∫
R
J(u) du ,
avec
J(u) = E(g(n(u−Xn)))K ′
(
t− u
ε
)
.
Vu le support de K on a J(u) = 0 pour u /∈ [t − ε, t + ε]. Supposons donc u ∈
[t− ε, t+ ε]. On a alors
E(g(n(u−Xn))) = 1
3n
∫ n(u+1)
n(u−2)
g(v) dv .
Par choix de t, δ et ε on a u ∈ [0, 1] et donc n(u − 2) 6 −1 < 1 6 n(u + 1). Donc
avec le support de g : ∫ n(u+1)
n(u−2)
g(v) dv = 2
∫ 1
0
g(t) dt .
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Finalement∫
R
J(u) du = (2
∫ 1
0
g(t) dt)
∫ t+ε
t−ε
K ′
(
t− u
ε
)
du = Cε
∫ 1
−1
K ′(v) dv ,
et cette dernie`re inte´grale est nulle puisque K ′ est impaire. 
Dans la suite, on fixe δ ∈ ]0, 1[ et on travaille avec t ∈ [δ, 1 − δ] et ε < δ. Pour
plus de simplicite´ encore on suppose g lipschitzienne mais le cas ge´ne´ral avec g
uniforme´ment ho¨lde´rienne ne pose pas de proble`mes supple´mentaires.
Proposition 3.7.17. On a E(|F ′ε(t)|2) ' ε2α−2.
De´monstration. a) Commenc¸ons par la majoration. Avec le lemme pre´ce´dent, on
peut e´crire par orthogonalite´ :
E(|F ′ε(t)|2) =
1
ε4
∞∑
n=1
n−2α E(|Jn(u)|2)
avec
Jn(u) =
∫
R
g(n(u−Xn))K ′
(
t− u
ε
)
du .
On va tenir compte de la compacite´ des supports de g et K mais aussi du fait que
K ′ est impaire. On a successivement
Jn(u) =
∫ t
−∞
g(n(u−Xn))K ′
(
t− u
ε
)
du +
∫ ∞
t
g(n(u−Xn))K ′
(
t− u
ε
)
du
= −
∫ t
−∞
g(n(u−Xn))K ′
(
u− t
ε
)
du +
∫ ∞
t
g(n(u−Xn))K ′
(
t− u
ε
)
du
= −
∫ ∞
t
g(n(2t− v −Xn))K ′
(
t− v
ε
)
dv +
∫ ∞
t
g(n(v −Xn))K ′
(
t− v
ε
)
dv
=
∫ ∞
t
(
g(n(v −Xn))− g(n(2t− v −Xn))
)
K ′
(
t− v
ε
)
dv
=
∫ t+ε
t
(
g(n(v −Xn))− g(n(2t− v −Xn))
)
K ′
(
t− v
ε
)
dv .
Donc
|Jn(u)| 6
∫ t+ε
t
|g(n(v −Xn))− g(n(2t− v −Xn))|
∣∣∣∣K ′(t− vε
)∣∣∣∣ dv .
Mais g e´tant borne´e par 1 et lipschitzienne, on a :
|g(n(v −Xn))− g(n(2t− v −Xn))| 6 min{2, 2n |v − t|} .
Si v ∈ [t, t+ ε] on a |v − t| 6 ε. Donc
|Jn(u)| 6 2min{1, nε}
∫ t+ε
t
∣∣∣∣K ′(t− vε
)∣∣∣∣ dv 4 εmin{1, nε} .
Enfin, Jn(u) = 0 si Xn /∈ [t− ε− 1/n, t+ ε+1/n]. On a donc la majoration presque
suˆre :
Jn(u) 6 εmin{1, nε}Tn
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ou` les Tn sont des variables ale´atoires inde´pendantes de loi de Bernouilli de parame`tre
e´quivalent a` ε+ 1/n. On en de´duit
E(|Jn(u)|2) 6 ε2min(1, n2ε2)
(
ε+
1
n
)
.
Par suite
E(|F ′ε(t)|2) 6
1
ε4
∞∑
n=1
n−2α ε2min(1, n2ε2)
(
ε+
1
n
)
6 1
ε4
1/ε∑
n=1
n−2α ε2 n2ε2
2
n
+
1
ε4
∞∑
n=1/ε
n−2α ε2 2 ε
4
1/ε∑
n=1
n1−2α +
1
ε
∞∑
n=1/ε
n−2α 4 ε2α−2 .
b) La minoration est plus de´licate. Rappelons que t est fixe´. Soit n > 1. Sup-
posons que les intervalles B(Xn, 1/n) et B(2t−Xn, 1/n) sont disjoints. C’est le cas
si |t−Xn| > 1/n, qui est un e´ve´nement de probabilite´ de l’ordre de 1− 1/n. On a
alors, en reprenant l’expression de Jn(u) e´tablie au point a) :
Jn(u) =
∫ t+ε
t
(
g(n(v −Xn))− g(n(2t− v −Xn))
)
K ′
(
t− v
ε
)
dv
=
∫ t+ε
t
g(n(v −Xn))K ′
(
t− v
ε
)
dv −
∫ t+ε
t
g(n(2t− v −Xn))K ′
(
t− v
ε
)
dv
=
∫ t+ε
t
g(n(v −Xn))K ′
(
t− v
ε
)
dv −
∫ t
t−ε
g(n(u−Xn))K ′
(
u− t
ε
)
du ,
et l’une des inte´grales (qui sont positives) est toujours nulle quand l’autre ne l’est
pas. Supposons pour fixer les ide´es que la premie`re est non nulle. Alors
|Jn(u)| =
∫ t+ε
t
g(n(v −Xn))K ′
(
t− v
ε
)
dv
= ε
∫ 1
0
|K ′(u)| g(nε(u− (t−Xn
ε
)))
dv .
Si de plus (t − Xn)/ε appartient a` [0, 1], ce qui est un e´ve´nement de probabilite´
environ ε, alors K ′ «voit» la bosse g et pour nε > 1 :∫ 1
0
|K ′(u)| g(nε(u− (t−Xn
ε
)))
dv < 1
nε
.
Finalement, on a aussi presque suˆrement pour nε > 1 :
|Jn(u)| < 1
nε
Tn ,
ou` les Tn sont des variables ale´atoires inde´pendantes de loi de Bernouilli de parame`tre
e´quivalent a` ε. On en de´duit
E(|Jn(u)|2) > ε2 1
n2ε2
ε =
ε
n2
.
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Par suite
E(|F ′ε(t)|2) <
1
ε4
∞∑
n=1/ε
n−2α
ε
n2
< 1
ε3
∞∑
n=1/ε
n−2α−2 < 1
ε3
(
1
ε
)−1−2α
' ε2α−2 ,
d’ou` le re´sultat. 
On en de´duit le
Corollaire 3.7.18. On a E(r22(ε)) ' ε2α .
Il reste a` majorer la variance Var(r22(ε)) pour prouver que l’e´quivalence pre´ce´dente
est en fait vraie presque suˆrement. Les diffe´rentes variables mises en jeu sont a` nou-
veau corre´le´es. Le calcul des covariances peut se faire avec le meˆme genre d’ide´es
pour les majorations. Ce n’est pas aussi simple que pour la dimension de boˆıte car
il y a un autre support (celui de K) qui interagit avec ceux des diffe´rentes bosses.

CHAPITRE 4
Dimension de Hausdorff
4.1. Ge´ne´ralite´s
Le diame`tre d’un sous-ensemble non vide E ⊂ RD est de´fini par
diam(E) = sup{‖x− y‖ : x, y ∈ E} .
Soit A un sous-ensemble non vide de RD+1. La dimension de Hausdorff de A est
construite via une classe de mesures obtenues a` partir de certains recouvrements de
A (voir [32]). Soit s > 0 et, pour tout ε > 0 :
Hsε(A) = inf
{ ∞∑
i=0
diam(Ei)
s : A ⊂
∞⋃
i=0
Ei et diam(Ei) 6 ε
}
.
Les familles (Ei) pre´ce´dentes, pouvant eˆtre finies, sont parfois appele´es des ε−recou-
vrements de A. La quantite´ Hsε est une fonction de´croissante de ε et admet donc une
limite, e´ventuellement infinie, lorsque ε→ 0. La mesure de Hausdorff s−dimension-
nelle de A est de´finie comme
Hs(A) = lim
ε→0
Hsε(A) .
On peut prouver qu’il existe une valeur s0 telle que Hs(A) = 0 pour s > s0, et
Hs(A) = ∞ pour s < s0. La dimension de Hausdorff de A est de´finie comme cette
valeur de coupure :
dimH(A) = inf{s > 0 : Hs(A) = 0} = sup{s > 0 : Hs(A) =∞} .
Cette de´finition est utile pour trouver une majoration de dimH(A). On peut
majorer Hs(A) en examinant un ε−recouvrement de A particulier. S’il est tel que
Hs(A) est fini, alors dimH(A) 6 s. Au contraire, la minoration de dimH(A) oblige a`
conside´rer tous les ε−recouvrements possibles de A. Pour contourner ce proble`me,
il est ne´cessaire de reformuler la de´finition de dimH. La the´orie du potentiel offre un
cadre privile´gie´.
Soit µ une mesure de Radon non nulle, finie et porte´e par A. Pour tout s > 0,
on de´finit la s−e´nergie de µ par rapport au noyau ‖.‖−1 par
Is(µ) =
∫∫
A2
dµ(x) dµ(y)
‖x− y‖s (4.1)
On peut prouver (voir [14, 21]) que si s > dimH(A) alors Is(µ) =∞ pour toutes les
mesures µ pre´ce´dentes ; tandis que si s < dimH(A), il existe au moins une mesure µ
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telle que Is(µ) <∞. Ainsi
dimH(A) = sup{s > 0 : Is(µ) <∞ pour une mesure µ porte´e par A} .
On obtient donc une borne infe´rieure s pour dimH(A) en construisant une mesure µ
de s−e´nergie finie.
Dans le cas du graphe d’une fonction continue f : [0, 1]D → R, on dispose d’une
me´thode simple pour construire µ. On obtient naturellement une mesure porte´e par
Γf en projetant la mesure de Lebesgue λ. Formellement, soit pi l’application de´finie
par
pi : [0, 1]D → RD+1
t 7→ (t, f(t))
On conside`re la mesure µ, image de λ par pi. Elle ve´rifie
∀E ⊂ RD+1 µ(E) = λ({t ∈ [0, 1]D tels que (t, f(t)) ∈ E}) .
Par commodite´, on identifie RD+1 a` RD × R de fac¸on naturelle. On de´finit alors la
norme «euclidienne» sur RD+1 par
∀x ≡ (t, u) ∈ RD+1 ‖x‖2 = (‖t‖2 + |u|2)1/2 .
Toutes les normes e´tant e´quivalentes, on peut calculer (4.1) avec le noyau ‖.‖2. On
obtient :
Is(µ) =
∫∫
[0,1]D×[0,1]D
(|f(x)− f(y)|2 + ‖x− y‖2)−s/2 dx dy . (4.2)
Il suffit d’e´tudier la convergence de Is(µ) lorsque ‖x− y‖ → 0. On doit donc e´valuer
la vitesse a` laquelle l’accroissement |f(x)− f(y)| tend vers 0 lorsque ‖x− y‖ → 0.
Supposons que f est un processus ale´atoire F a` trajectoires continues. Pour
montrer que l’inte´grale (4.2) est finie presque suˆrement, il est e´quivalent de voir que
son espe´rance est finie. En appliquant le the´ore`me de Fubini, il faut encore majorer
la quantite´
E
((|F (x)− F (y)|2 + ‖x− y‖2)−s/2) . (4.3)
Pour x, y ∈ [0, 1]D fixe´s, notons Z = F (x) − F (y). Si l’on sait majorer la fonction
de re´partition de |Z| :
p(r) = P(|Z| < r) (r > 0) , (4.4)
on peut ge´ne´ralement en de´duire une majoration pour l’inte´grale (4.2) (voir [14]
pour le mouvement brownien par exemple). Plus particulie`rement si la variable
ale´atoire Z admet une densite´ fZ (qui de´pend de x, y), on obtient un crite`re simple
de convergence. Supposons fZ borne´e sur R de sorte qu’existe une constante C > 0,
inde´pendante de x, y, telle que
‖fZ‖∞ 6 C ‖x− y‖−α (α > 0) .
On montre alors facilement que
E(Is(µ)) <∞ ⇐⇒ 1− α− s > −D .
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Par exemple, on obtient dimH(Γ) > 2 − α lorsque F est un mouvement brow-
nien fractionnaire d’ordre α en dimension 1. Lorsque F (t) =
∑
Yn(t) est une se´rie
ale´atoire, on a Z =
∑
Zn avec Zn = Yn(x) − Yn(y). Par inde´pendance des Zn, si
elles admettent une densite´ fn, la densite´ de Z s’obtient comme la convole´e infinie
fZ = f1 ∗ · · · ∗ fn ∗ · · · . Il suffit alors d’e´tudier fn pour de bonnes valeurs de n. Cette
ide´e est de´veloppe´e dans [18] pour les fonctions de Weierstrass a` phases ale´atoires.
Malheureusement, il peut arriver que de telles densite´s ne soient pas faciles a` estimer.
4.2. Fonctions de bosses
Pour les fonctions de bosses, le proble`me vient des bosses a` support e´troit. Pour
les grandes valeurs de n les variables ale´atoires Zn n’ont pas de densite´ par rapport
a` la mesure de Lebesgue. On montre facilement que P(Zn = 0) > 0. Cela rend
impossible l’estimation directe de (4.3) et (4.4). L’ide´e principale est de contourner
cette difficulte´ en conditionnant correctement l’e´ve´nement (|Z| < r).
On s’inte´resse ici aux fonctions de bosses standard F de´finies par
∀ t ∈ [0, 1]D F (t) =
∞∑
n=1
n−α/DG(n1/D(t−Xn)) , (4.5)
ou` ν est la loi uniforme sur [−1, 2]D. Nous avons vu qu’alors F est de´finie et continue
sur A = [0, 1]D et que son support est le cube [−2, 3]D. Dans ces conditions, on peut
minorer dimH(ΓF ) pour une large classe de bosses e´le´mentaires G. La norme ‖.‖G
n’a pas d’importance, mais on fait l’hypothe`se suivante :
H5 : g re´alise un C1−diffe´omorphisme d’un intervalle non de´ge´ne´re´ I ⊂ [0, 1] sur
un intervalle J .
On note alors An l’e´ve´nement (x ∈ In) ou` In est le pave´ de´fini par
In =
{
t ∈ RD : ∥∥n1/D(t−Xn)∥∥ ∈ I} ,
et on conserve les notations pre´ce´dentes ; en particulier pour x, y ∈ [0, 1]D fixe´s :
Z = F (x)− F (y) =
∞∑
n=1
Zn
avec
Zn = n
−α/D(G(n1/D(x−Xn))−G(n1/D(y −Xn))) .
Une fois de plus, il s’agit d’e´tudier la loi des accroissements Zn et Z. Les estima-
tions e´tablies aux chapitres pre´ce´dents ne sont pas suffisantes. Pour en obtenir de
plus pre´cises, on ajoutera des informations a` l’aide de diffe´rents conditionnements.
Nous commenc¸ons par une succession de re´sultats interme´diaires.
4.2.1. Pre´liminaires
Pour tout e´ve´nement A ∈ F de probabilite´ P(A) > 0 on note PA la probabilite´
conditionnelle sachant A :
∀B ∈ F PA(B) = P(B ∩ A)
P(A)
.
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Elle est absolument continue par rapport a` P avec pour densite´
dPA
dP
=
1
P(A)
1IA .
Si on note EA l’espe´rance sous PA, on a donc, pour toute variable ale´atoire X :
EA(X) =
1
P(A)
E(X1IA) .
Nous avons vu que l’existence de densite´ pour les diffe´rents accroissements e´tait
un point presque incontournable. Les deux re´sultats suivants vont dans ce sens.
Lemme 4.2.1. Soient x, y ∈ [0, 1]D. Pour tout p > 1 tel que ‖x− y‖ > 2p−1/D,
la variable Zp admet une densite´ conditionnelle sachant Ap donne´e par
∀ z ∈ R fp(z) = C p
−1+α/D
P(Ap)
(h(pα/Dz))D−1
∣∣h′(pα/Dz)∣∣ 1IJ(pα/Dz) ,
ou` h : J → I est l’inverse de g et C > 0 une constante ne de´pendant que de D.
De´monstration. Pour toute fonction positive Φ : R→ R on a
EAp(Φ(Zp)) =
∫
Ω
Φ(Zp) dPAp =
1
P(Ap)
∫
Ω
Φ(Zp)1IAp dP =
1
P(Ap)
∫
Ω
Φ(Zp)1IIp(x) dP .
Puisque ‖x− y‖ > 2p−1/D, les points x et y ne peuvent pas simultane´ment ap-
partenir au support de t 7→ G(p1/D(t − Xp)). Cet ensemble contenant Ip, on a
Zp = p
−α/DG(p1/D(x−Xp)) pour tout x ∈ Ip. Ainsi
EAp(Φ(Zp)) =
1
P(Ap)
∫
Ω
Φ(p−α/DG(p1/D(x−Xp)))1II(
∥∥p1/D(x−Xp)∥∥) dP
=
1
P(Ap)
∫
Ω
Φ(p−α/Dg(
∥∥p1/D(x−Xp)∥∥))1II(∥∥p1/D(x−Xp)∥∥) dP
=
1
P(Ap)
∫
RD
Φ(p−α/Dg(
∥∥p1/D(x− u)∥∥))1II(∥∥p1/D(x− u)∥∥) θ(u) du
=
p−1
P(Ap)
∫
RD
Φ(p−α/Dg(‖v‖))1II(‖v‖) θ(x− p−1/Dv) dv ,
ou` θ est la densite´ de Xp :
∀u ∈ RD θ(u) = 1
3D
1I[−1,2]D(u) .
On remarque alors que pour tout x ∈ [0, 1]D et tout p > 1 :
∀ v ∈ RD ( ‖v‖ ∈ I =⇒ x− p−1/Dv ∈ [−1, 2]D ) .
Ainsi
EAp(Φ(Zp)) =
p−1
3D P(Ap)
∫
RD
Φ(p−α/Dg(‖v‖))1II(‖v‖) dv .
La formule d’inte´gration d’une fonction radiale donne
EAp(Φ(Zp)) =
p−1
3D P(Ap)
D vD
∫
R+
Φ(p−α/Dg(r))1II(r) rD−1dr ,
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ou` vD = λ(B(0, 1)) = 2
D. L’hypothe`se sur g rend licite le changement de variable
de´fini par z = p−α/Dg(r). On obtient :
EAp(Φ(Zp)) =
D2D
3D
p−1+α/D
P(Ap)
∫
R
Φ(z) 1II(h(p
α/Dz)) (h(pα/Dz))D−1
∣∣h′(pα/Dz)∣∣ dz
=
D2D
3D
p−1+α/D
P(Ap)
∫
R
Φ(z) 1IJ(p
α/Dz) (h(pα/Dz))D−1
∣∣h′(pα/Dz)∣∣ dz ,
ce qui donne le re´sultat avec C = D(2/3)D. 
Nous avons donc une loi conditionnelle a` densite´ pour l’accroissement e´le´mentaire.
Pour passer a` l’accroissement total, il faut un nouveau conditionnement. On va iso-
ler Zp dans la somme de´finissant Z. Pour cela on pose Sp =
∑
n6=p Zn. On a donc
Z = Sp + Zp et on va conditionner Z par Sp.
Corollaire 4.2.2. Soient x, y ∈ [0, 1]D. Pour tout p > 1 tel que ‖x− y‖ >
2p−1/D, la variable Z conside´re´e sur l’espace probabilise´ (Ω,F ,PAp) admet une den-
site´ conditionnelle sachant Sp donne´e par
∀ z ∈ R fSp=sZ (z) = fp(z − s) .
De´monstration. On cherche la loi du couple (Sp, Z). Pour tous bore´liens A,B on a
PAp(Sp,Z)(A,B) = P
Ap
ϕ(Sp,Zp)
(A,B) ,
ou` ϕ(s, z) = (s, s+z) est un C1−diffe´omorphisme de jacobien 1, d’inverse ϕ−1(s, z) =
(s, z − s). Par suite
PAp(Sp,Z)(A,B) = P
Ap
(Sp,Zp)
(A,B − A) .
Par inde´pendance de Sp et Zp on a
PAp(Sp,Zp)(A,B − A) = P
Ap
Sp
(A)PApZp (B − A) .
En utilisant le lemme 4.2.1 il vient :
PAp(Sp,Z)(A,B) =
(∫
A
dPApSp (s)
)(∫
B−A
dPApZp (z)
)
=
∫
A
∫
B−A
dPApZp (z) dP
Ap
Sp
(s)
=
∫
A
∫
B−A
fp(z) dz dP
Ap
Sp
(s)
=
∫
A
(∫
B
fp(z − s) dz
)
dPApSp (s) ,
ce qui montre que Z admet une densite´ conditionnelle sachant Sp donne´e par
f
Sp=s
Z (z) = fp(z − s) ,
ce qui est la formule annonce´e. 
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Corollaire 4.2.3. Pour tout x, y ∈ [0, 1]D tels que ‖x− y‖ > 2m−1/D, tout
n > m et tout r > 0 :
P((|F (x)− F (y)| < r) ∩ (Am ∪ . . . ∪ An)) 4 rnα/D .
De´monstration. Soit p > m. Des re´sultats pre´ce´dents on de´duit :
P((|Z| < r) ∩ Ap |Sp = s) = P((|Z| < r) |Ap
∣∣Sp = s)P(Ap)
=
(∫
[−r,r]
fp(z − s) dz
)
P(Ap)
6 C p
−1+α/D
P(Ap)
‖h‖D−1∞ ‖h′‖∞ (2 r)P(Ap)
4 rp−1+α/D .
Par suite
P((|Z| < r) ∩ Ap) =
∫
R
P((|Z| < r) ∩ Ap |Sp = s) dPSp(s) 4 rp−1+α/D .
On obtient donc
P((|Z| < r) ∩ (Am ∪ . . . ∪ An)) 4
n∑
p=m
P((|Z| < r) ∩ Ap)
4
n∑
p=m
Crp−1+α/D 4 rnα/D ,
d’ou` le re´sultat. 
Corollaire 4.2.4. Soient 1 6 m < n et V l’ensemble ale´atoire V = Im∪· · ·∪In.
Soient s > 1 et x, y ∈ [0, 1]D fixe´s tels que ‖x− y‖ > 2m−1/D. Alors
E((|F (x)− F (y)|2 + ‖x− y‖2)−s/21I(x∈V )) 4 ‖x− y‖1−s nα/D .
De´monstration. On note h = ‖x− y‖ et, pour r > 0 :
p(r) = P((|Z| < r) ∩ (x ∈ V )) .
D’apre`s le corollaire 4.2.3 p(r) 4 rnα/D. On a
E(x∈V )((|Z|2 + h2)−s/2) =
∫ +∞
0
(r2 + h2)−s/2 d(P(x∈V )(|Z| < r))
=
1
P(x ∈ V )
∫ +∞
0
(r2 + h2)−s/2 dp(r) ,
donc
E((|Z|2 + h2)−s/21I(x∈V )) =
∫ +∞
0
(r2 + h2)−s/2 dp(r) .
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En inte´grant par parties, on a alors facilement :∫ +∞
0
(r2 + h2)−s/2 dp(r) 4
∫ h
0
h−s dp(r) +
∫ +∞
h
r−s dp(r)
4 h−sp(h) + [r−sp(r)]+∞r=h + s
∫ +∞
h
r−s−1p(r)dr
4 h−sp(h) + s
∫ +∞
h
r−s−1rnα/Ddr
4 h−shnα/D + nα/D[−r1−s]+∞h
4 h1−snα/D ,
ce qui donne le re´sultat. 
Notre objectif est maintenant de de´montrer que pour x, y fixe´s, l’accroissement
|F (x)− F (y)| a une forte probabilite´ d’eˆtre tre`s grand, pour x restant dans un
(grand) sous-ensemble ale´atoire de [0, 1]D. On conside`re la suite strictement crois-
sante d’entiers (mk)k>1 de´finie par mk = 2 k
2
et on note
Vk = Imk ∪ . . . ∪ Imk+1−1 .
Pour tout ε > 0 donne´, soit kε le plus petit entier positif tel que, pour tout k > kε :(
k + 1
k − 1
)2
=
(
1 +
2
k − 1
)2
6 1 + ε ,
et hε = 2m
−1/D
kε−1 .
Corollaire 4.2.5. Soient s > 1 et ε > 0. Soient x, y ∈ [0, 1]D tels que
‖x− y‖ < hε. Soit k > 1 l’unique entier ve´rifiant
2
m
1/D
k
< ‖x− y‖ 6 2
m
1/D
k−1
.
Alors
E((|F (x)− F (y)|2 + ‖x− y‖2)−s/21I(x∈Vk)) 6 C ‖x− y‖1−s−(1+ε)α .
De´monstration. Puisque (mk)k>1 est de´croissante on a k > kε par choix de hε. De
plus :
mk+1 = m
((k+1)/(k−1))2
k−1 6 2D((k+1)/(k−1))
2 ‖x− y‖−D((k+1)/(k−1))2
6 C ‖x− y‖−D(1+ε)
par choix de kε. On applique alors le corollaire 4.2.4 avec m = mk, n = mk+1 − 1 et
V = Vk :
E((|F (x)− F (y)|2 + ‖x− y‖2)−s/21I(x∈Vk)) 6 C ‖x− y‖1−smα/Dk+1
6 C ‖x− y‖1−s (‖x− y‖−D(1+ε))α/D
6 C ‖x− y‖1−s−(1+ε)α .

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Nous allons a` pre´sent estimer la taille des ensembles Vk :
Lemme 4.2.6. Il existe une constante δ > 0 telle que pour tout 1 6 m < n :
E
(
λ
(
[0, 1]D\
n⋃
p=m
Ip
))
6
(
m
n
)δ
.
De´monstration. Puisque Ip ⊂ [−1, 2]D pour tout p > 1, on a
P(x ∈ Ip) = 3−Dλ(Ip) = 3
−D λ(I)D
p
≡ C
p
.
Par suite
E
(
λ
(
[0, 1]D\
n⋃
p=m
Ip
))
= E
(∫
[0,1]D
1I{x/∈∪nmIp} dλ
)
=
∫
[0,1]D
E(1I{x/∈∪nmIp}) dλ =
n∏
p=m
(
1− C
p
)
.
Or
log
n∏
p=m
(
1− C
p
)
=
n∑
p=m
log
(
1− C
p
)
6 −
n∑
p=m
C
p
6 −δ
∫ n
m
dt
t
= δ log
(
m
n
)
ou` δ > 0 est une certaine constante. On conclut facilement. 
4.2.2. Le the´ore`me principal
Nous pouvons alors e´noncer et de´montrer le re´sultat principal de ce chapitre :
The´ore`me 4.2.7. Sous l’hypothe`se H5, la fonction de bosses F de´finie par (4.5)
est telle que presque suˆrement
dimH(ΓF ) > D + 1− α .
De´monstration. On fixe s ∈ ]1, D + 1− α[ et η ∈ ]0, 1[.
a) Soient ε > 0 tel que (1 + ε)α < D + 1 − s < D et kε > 1 l’entier associe´.
Soient k0 > kε et h0 = 2/m1/Dk0−1. On note
W = [0, 1]D
⋂( ∞⋂
k=k0
Vk
)
et λW la mesure de Lebesgue restreinte a` W . Remarquons que par construction
W ⊂ Vk pour tout k > k0. On note encore
Rk = {(x, y) ∈ [0, 1]D × [0, 1]D : 2/m1/Dk < ‖x− y‖ 6 2/m1/Dk−1} .
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Dans ces conditions :
E
(∫∫
{x,y∈[0,1]D, ‖x−y‖6h0}
(|F (x)− F (y)|2 + ‖x− y‖2)−s/2dλW (x)dλW (y)
)
6 E
(∫∫
{x∈W, y∈[0,1]D, ‖x−y‖6h0}
(|F (x)− F (y)|2 + ‖x− y‖2)−s/2dxdy
)
6 E
( ∞∑
k=k0
∫∫
Rk
⋂
W×[0,1]D
(|F (x)− F (y)|2 + ‖x− y‖2)−s/2dxdy
)
6 E
( ∞∑
k=k0
∫∫
Rk
(|F (x)− F (y)|2 + ‖x− y‖2)−s/2 1I(x∈Vk) dxdy
)
6
∞∑
k=k0
(∫∫
Rk
E((|F (x)− F (y)|2 + ‖x− y‖2)−s/2 1I(x∈Vk)) dxdy
)
.
On applique le corollaire 4.2.5 :
E
(∫∫
{x,y∈[0,1]D, ‖x−y‖6h0}
(|F (x)− F (y)|2 + ‖x− y‖2)−s/2dλW (x)dλW (y)
)
6 C
∞∑
k=k0
(∫∫
Rk
‖x− y‖1−s−(1+ε)α dxdy)
6 C
∫∫
{x,y∈[0,1]D, ‖x−y‖6h0}
‖x− y‖1−s−(1+ε)α dxdy .
Puisque 1 − s − (1 + ε)α > −D, l’inte´grale pre´ce´dente converge, donc presque
suˆrement :∫∫
{x,y∈[0,1]D, ‖x−y‖6h0}
(|F (x)− F (y)|2 + ‖x− y‖2)−s/2dλW (x)dλW (y) <∞ .
Puisque l’inte´grale pre´ce´dente est finie sur le domaine d’inte´gration comple´mentaire
Rck0 = {x, y ∈ [0, 1]D : ‖x− y‖ > h0}, on a presque suˆrement :∫∫
[0,1]D×[0,1]D
(|F (x)− F (y)|2 + ‖x− y‖2)−s/2dλW (x) dλW (y) <∞ .
Si µW de´signe la mesure image de λW par la projection sur ΓF , elle est donc de
s−e´nergie finie. Par construction, la mesure µW est porte´e par ΓF . Donc pour
conclure que dimH(ΓF ) > s, il reste a` justifier que µW est positive. Il est e´quivalent
de prouver que λW est positive c’est-a`-dire que λ(W ) > 0.
b) On a
[0, 1]D\W =
∞⋃
k=k0
(
[0, 1]D\
mk+1−1⋃
p=mk
Ip
)
.
D’apre`s le lemme 4.2.6 on a
E(λ( [0, 1]D\W )) 6
∞∑
k=k0
(
mk
mk+1 − 1
)δ
.
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Mais pour tout k > 1 :
mk
mk+1 − 1 =
2 k
2
2 (k+1)2 − 1 6 2.2
k2−(k+1)2 = 2− 2k
de sorte que
E(λ( [0, 1]D\W )) 6
∞∑
k=k0
2− 2kδ =
2−2k0δ
1− 2−2δ .
Par suite, l’ine´galite´ de Markov entraˆıne
P(λ(W ) < 1/2) = P(λ( [0, 1]D\W ) > 1/2) 6 2 2
−2k0δ
1− 2−2δ .
On choisit alors k0 suffisamment grand pour que
2 1−2k0δ
1− 2−2δ < η .
On a ainsi λ(W ) > 1/2 avec une probabilite´ supe´rieure a` 1− η.
c) On de´duit des points a) et b) que dimH(ΓF ) > s avec une probabilite´ au moins
e´gale a` 1 − η. Comme s ∈ ]1, D + 1 − α[ et η ∈ ]0, 1[ sont arbitraires, on en de´duit
finalement, en se limitant a` s ∈ Q, que presque suˆrement dimH(ΓF ) > D+1−α. 
Puisque la dimension de Hausdorff minore toujours la dimension de boˆıte on a,
en re´unissant le the´ore`me pre´ce´dent et la proposition 3.7.12 (dans le cas particulier
ν uniforme) :
Corollaire 4.2.8. On suppose vraies les hypothe`ses H2 et H5. Alors la fonction
de bosses F de´finie par (4.5) est telle que presque suˆrement
D + 1− α 6 dimH(ΓF ) 6 dimB(ΓF ) 6 D + 1−min{α, γ} ,
ces ine´galite´s e´tant des e´galite´s lorsque γ > α, notamment lorsque g est lipschit-
zienne.
4.2.3. Remarques
On peut donc retrouver dans certains cas la valeur exacte de dimB(ΓF ) et surtout
en obtenir une minoration. Nous avions obtenu cette dernie`re pour des distributions
ν plus ge´ne´rales mais au prix d’hypothe`ses supple´mentaires relatives a` l’existence
d’une densite´ ho¨lde´rienne. Le the´ore`me 4.2.7 peut eˆtre ge´ne´ralise´ dans le cas re´el de
fac¸on inte´ressante.
On de´finit F sur un intervalle non vide A ⊂ R et on suppose vraies les hypothe`ses
H1, H5 et H6 avec
H6 : ν admet une densite´ θ re´gulie`re infe´rieurement sur A(1).
Par exemple la loi uniforme sur A(1) ve´rifie H1 et H6. Nous avons de´ja` montre´
qu’alors la fonction de bosses standard associe´e F est de´finie et continue sur A.
Dans ces conditions le the´ore`me 4.2.7 est encore vrai. En effet, le lemme 4.2.1 se
ge´ne´ralise facilement, la densite´ de Zp e´tant alors donne´e par
fp(z) =
2 pα−1
P(Ap)
θ(x− h(pαz)/p) |h′(pαz)| 1IJ(pαz) .
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La re´gularite´ supe´rieure permet de majorer ‖fp‖∞ dans le corollaire 4.2.3. Enfin, la
re´gularite´ infe´rieure permet de minorer P(x ∈ Ip) dans le lemme 4.2.6. Le corollaire
4.2.8 se ge´ne´ralise alors naturellement en supposant cette fois vraies les hypothe`ses
H1, H2, H5 et H6. Notons que H4 n’est pas requise : a` aucun moment la densite´
θ ne doit avoir une re´gularite´. Il faut simplement qu’elle soit «bien» borne´e. Ainsi
on obtient une minoration de la dimension de boˆıte de ΓF dans un cadre bien plus
ge´ne´ral.
Les hypothe`ses pour minorer dimH(ΓF ) et celles pour majorer (ou minorer)
dimB(ΓF ) sont toutefois dissociables. On peut ainsi obtenir une estimation mais
pas l’autre. Donnons des exemples. On se place dans le cas re´el ou` F est de´finie sur
sur [0, 1] avec pour ν la loi uniforme sur [−1, 2]. Les hypothe`ses de re´gularite´ H1,
H3, H4 et H6 sont toutes ve´rifie´es.
Prenons pour g la bosse gδ construite a` partir de l’escalier du diable (exemple
3 page 16). Nous avons vu que pour δn = (2/r)
n (r > 2) on a gδ ∈ Λγ(R) avec
γ = log 2/ log r. La proposition 3.7.12 s’applique :
dimB(ΓF ) 6 2−min{α, γ} .
Puisque θ est lipschitzienne, on obtient de plus l’e´galite´ si α < γ et la dimension
de boˆıte est connue. Par contre l’hypothe`se H5 est en de´faut. En effet sur n’im-
porte quel intervalle I ⊂ [0, 1] on a g′ = 0 presque partout : ce ne peut eˆtre un
C1−diffe´omorphisme. Cette bosse n’est pas assez oscillante. Les re´sultats des cha-
pitres pre´ce´dents ne sont donc pas inutiles. Rappelons en outre que si l’ine´galite´
dimH 6 dimR est conjecture´e, elle n’est pas e´tablie.
Le contraire est possible. Prenons pour g la bosse pathologique de l’exemple
3 page 40. On a vu qu’on ne pouvait pas majorer dimB(ΓF ). Par contre H5 est
satisfaite avec I = [t1, t0] puisque sur cet intervalle g est e´gale a` la bosse triangle.
On peut donc minorer les deux dimensions.
Enfin, les ine´galite´s fournies par le corollaire 4.2.8 peuvent a priori eˆtre strictes.
C’est le cas pour la bosse demi-cercle et α > 1/2. On a γ = 1/2 et H5 est vraie par
exemple sur I = [1/4, 3/4].

CHAPITRE 5
Fonctions et courbes de structure
5.1. Fonctions de structure
Au chapitre 3, nous avons de´fini les fonctions de q−structure discre`tes qui per-
mettent d’e´valuer certaines dimensions fractales de Γf , en dimension D > 1 quel-
conque ; et continues qui permettent d’e´tudier les indices σ dans le cas D = 1.
Nous nous limitons a` partir de maintenant a` ce cas, ce chapitre et les suivants e´tant
tourne´s vers les applications en dimension 1. La lettre D ne fera donc plus re´fe´rence
a` la dimension de l’espace ambiant.
Les fonctions de structure (continues) de f sont obtenues a` partir de la norme
de l’ope´rateur Φε(x) = f(x + ε) − f(x), c’est-a`-dire de l’accroissement standard
de f . Nous allons ici conside´rer deux autres types de fonctions de structure, plus
maniables, en faisant plutoˆt intervenir les accroissements syme´triques :
• d’ordre 1 : Φ(1)ε (x) = f(x+ ε)− f(x− ε) ,
• d’ordre 2 : Φ(2)ε (x) = f(x+ ε) + f(x− ε)− 2f(x).
Ces derniers accroissements sont tre`s utilise´s en analyse de Fourier ou en analyse
ale´atoire pour renormaliser certains processus stochastiques et obtenir des processus
convergents. Ils sont par contre rarement employe´s dans ce contexte. Ils sont lie´s a`
la de´rive´e seconde de f : l’accroissement d’ordre 1 est nul pour f constante, alors
que celui d’ordre 2 est nul pour f affine. Nous verrons leur utilite´ pour l’e´tude des
fonctions de bosses.
De´finition 5.1.1. Soit f : [0, 1] → R une fonction continue. Soit [a, b] ⊂ [0, 1].
Pour q > 0 et i ∈ {1, 2}, la fonction de q−structure d’ordre i de f sur [a, b] est
de´finie par
∀ ε > 0 Si,q(ε) =
(
1
b− a
∫ b
a
∣∣Φ(i)ε (x)∣∣q dx)1/q . (5.1)
On a donc Si,q(ε) = Nq(ξi, ε) avec E = [a, b], Φ
(i)
ε comme ci-dessus, et µε la mesure
uniforme sur E. La fonction Si,q permet une analyse locale de la re´gularite´ de f ,
dans la feneˆtre [a, b]. Une notation plus comple`te serait Si,q,[a,b] mais nous l’e´viterons
par souci de simplicite´.
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5.2. Courbes de structure
Pour la plupart des mode`les de fonctions f irre´gulie`res, mais relativement ho-
moge`nes, on s’attend a` ce qu’en chaque point t l’accroissement ve´rifie
|f(t+ ε)− f(t)| ' εH , (5.2)
uniforme´ment en t et h. Dans ce cas, la dimension de boˆıte de Γf vaut 2−H et les
indices σ(q) sont tous e´gaux a` H (voir chapitre 3 page 67). Si la relation (5.2) est
ve´rifie´e par l’accroissement standard, elle l’est aussi par ceux d’ordre 1 et 2. Cela
sugge`re donc d’e´tudier les indices
σi(q) = lim
ε→ 0
logSi,q(ε)
log ε
, (5.3)
ce qui, e´tant donne´ la de´finition de Si,q, peut eˆtre fait avec les outils du chapitre
3. Nous avons insiste´ sur l’avantage the´orique qu’offraient les indices dimensionnels
s’e´crivant sous la forme (3.1) et (3.4). Mais ils se preˆtent e´galement bien aux e´tudes
expe´rimentales. Ils sont assez simples a` estimer. Pour de´terminer nume´riquement
H = lim
ε→0
logQ(ε)
log ε
, (5.4)
on remarque que la relation logQ(ε) = H log ε doit eˆtre vraie au voisinage de 0, ce
qui sugge`re l’emploi de diagrammes logarithmiques. En pratique, deux techniques
sont possibles. On conside`re une suite de´croissante de valeurs (εk)16k6K et on trace
les points (log εk, logQ(εk)). L’observation de l’alignement de ces points fournit une
approximation de H. La pente est estime´e par re´gression line´aire ou plus simple-
ment, parfois le´gitimement, par la corde entre les deux premiers points. Ces dia-
grammes sont parfois appele´s courbes de rugosite´ associe´es a` Q. Nous e´tudions dans
ce chapitre le cas ou` Q est une fonction de structure et nous pre´sentons maintenant
ces diagrammes sous une forme le´ge`rement diffe´rente, tenant compte des proble`mes
expe´rimentaux.
On fixe une constante D > 0 et on e´tudie Si,q pour ε ∈ [D−1, 1]. Pour cela, on
pose η = log(Dε) et on conside`re la fonction de η suivante :
∀ η ∈ [0, logD] Ti,q(η) = logSi,q(ε) = logSi,q(D−110η) .
On appelle courbe de q−structure d’ordre i de f le graphe de η 7→ Ti,q(η).
Cette courbe semble encore the´orique mais elle est bien adapte´e a` une e´tude
expe´rimentale. Pratiquement, si f est donne´e par Ndisc points de discre´tisation
e´quidistants, on choisit D = Ndisc et on travaille avec une courbe de q-structure
expe´rimentale obtenue de la fac¸on suivante. On conside`re une suite finie de K > 1
valeurs ε1, . . . , εk, . . . , εK , avec εk = mkN
−1
disc et mk un nombre entier. On pose alors
ηk = logmk = log(Ndisc εk)
et on forme le graphe des points
(ηk , Ti,q(ηk)) (k = 1, . . . , K) .
Cette me´thode a le double avantage de fournir une courbe de structure a` partir
de n’importe quel signal discre´tise´ et d’eˆtre simple a` mettre en œuvre. Ge´ne´ralement,
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les εk sont choisis en progression arithme´tique, autant du moins qu’il est possible
compte tenu de la condition mk entier. Ceci permet d’obtenir des abscisses ηk ap-
proximativement e´quidistantes. Cependant, avec m1 = 1 et m2 > 2 , il y a toujours
entre η1 = 0 et η2 une distance d’au moins log 2.
Les courbes pre´ce´dentes sont essentiellement e´tudie´es au voisinage de 0. Fixons
une valeur q > 0 et pre´cisons le contexte. On appelle pente the´orique, et on note γth,
la de´rive´e en 0 de la fonction η 7→ Ti,q(η) :
γth =
d Ti,q
dη
∣∣∣∣
η=0
. (5.5)
En remarquant que Ti,q = q
−1 logSqi,q, et en revenant a` ε, il est encore possible
d’e´crire
γth =
ε
q Sqi,q(ε)
d
dε
Sqi,q(ε)
∣∣∣∣
ε=D−1
. (5.6)
En pratique, on ne calcule pas cette de´rive´e. En effet, disposant seulement d’une
courbe de structure expe´rimentale on calcule une valeur approche´e de la de´rive´e en
e´valuant la pente a` l’origine par interpolation line´aire des premiers points du dia-
gramme logarithmique. Ge´ne´ralement, la courbe de structure est effectivement affine
au voisinage de 0. C’est du moins le cas de certains mode`les the´oriques. En pratique
cependant, on peut observer un comportement tre`s diffe´rent. Ainsi, la courbe de
structure peut eˆtre strictement concave. Pour ces raisons, on approche donc simple-
ment la de´rive´e en 0 par la corde entre η1 et η2. On appelle ainsi pente expe´rimentale,
note´e γex, le rapport :
γex =
Ti,q(η2)− Ti,q(η1)
η2 − η1 , (5.7)
que l’on peut encore e´crire
γex =
1
q
logSqi,q(ε2)− logSqi,q(ε1)
log ε2 − log ε1 . (5.8)
Dans la suite, nous supposerons m1 = 1 et m2 = 2, de sorte que
γex =
1
q log 2
( logSqi,q(2D
−1)− logSqi,q(D−1) ) . (5.9)
Dans ces conditions, il faut se demander en quels sens l’estimation de σi(q)
est valide, en utilisant γth ou γex. En effet, ces dernie`res de´pendent de D qui est
toujours fini et peut eˆtre relativement petit si on ne dispose que de peu de donne´es
expe´rimentales. D’autres proble`mes se posent selon la nature meˆme de f . Si elle
s’e´crit sous forme de se´rie, ou d’inte´grale, on est contraint en pratique de travailler
avec des approximations, en l’occurrence des sommes finies. De telles approximations
peuvent-elles entraˆıner des erreurs syste´matiques dans le calcul de la pente en 0 ?
Nous re´pondrons a` ces questions pour les fonctions de Weierstrass et les fonctions
de bosses.
Terminons en remarquant que si les courbes de q−structure sont relatives a`
l’intervalle [a, b], on peut souvent travailler avec un seul intervalle. En effet, nous
l’avons dit, les mode`les ve´rifiant (5.2) sont assez homoge`nes, et on constate que les
courbes de structure :
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− soit ne de´pendent pas de [a, b],
− soit de´pendent de [a, b], mais par exemple pas de la longueur b − a, et elles
se de´duisent alors les unes des autres par des transformations ge´ome´triques simples,
en l’occurrence des translations.
Il est donc suffisant de se limiter a` [a, b] = [0, 1]. Toutefois, l’analyse des courbes
de structures en fonction de l’intervalle [a, b] peut s’ave´rer inte´ressant, notamment
pour distinguer des mode`les.
5.3. Spectre de structure
A des fins de mode´lisation, il est ne´cessaire de disposer de crite`res permettant
d’identifier un signal. Les courbes de structure peuvent jouer se roˆle. Conside´rer
l’e´galite´ de deux courbes de structure ne suffit pas : deux signaux tre`s diffe´rents
peuvent avoir des courbes de structure voisines. Par contre, il est le´gitime de penser
que ce phe´nome`ne ne se produit pas si l’on conside`re l’ensemble des courbes de
structure. Ainsi, on appelle spectre de structure d’ordre i l’ensemble de toutes les
courbes de q−structures d’ordre i. Un sous-ensemble fini sera appele´ une gamme du
spectre. Chaque gamme peut eˆtre vue comme une «empreinte digitale» du signal. De
ce point de vue, deux signaux seront de´clare´s identiques lorsqu’une se´rie d’empreintes
concorde.
Nous allons simplement souligner deux faits concernant les spectres de structure.
Prenons [a, b] = [0, 1].
5.3.1. Comportement limite : e´tendue
Le spectre de´finit une partie Σi(D) du plan :
Σi(D) = {(η, Ti,q(η)) : η ∈ [0, logD] et q > 0} .
La ge´ome´trie de cet ensemble fournit une indication concernant le signal. On ne
connaˆıt ge´ne´ralement pas la re´partition exactes des courbes «a` l’inte´rieur» de Σi(D).
On a toutefois la proprie´te´ suivante (voir page 60) :
Pour chaque ε fixe´, l’application q 7→ Si,q(ε) est croissante et on a les limites
suivantes :
lim
q→+∞
Si,q(ε) = sup
{∣∣Φ(i)ε (x)∣∣ : x ∈ [0, 1]} = Si,∞(ε)
et lim
q→0
Si,q(ε) = exp
(∫ 1
0
ln
∣∣Φ(i)ε (x)∣∣ dx)= Si,0(ε)
lorsque l’inte´grale existe.
En passant a` Ti,q, on obtient deux courbes limites : les courbes de structure
croissent de l’une a` l’autre. On peut dans certains cas de´crire plus pre´cise´ment la
re´partition des courbes.
5.3.2. Comportement interne : rigidite´
Pour de nombreux mode`les, on constate expe´rimentalement que deux courbes de
structure donne´es sont approximativement translate´es l’une de l’autre. Formellement
cela signifie qu’il existe des coefficients c
(i)
p,q > 0 tels que
∀ ε > 0 Si,p(ε) = c(i)p,qSi,q(ε) . (5.10)
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On a en particulier, pour tout p, q > 0 :
c(i)p,q = 1/c
(i)
q,p et c
(i)
p,q = c
(i)
p,1/c
(i)
q,1 .
Dans ce cas, toutes les courbes de structure ont une pente identique. Les rapports
σi(q) sont tous e´gaux. Il est possible de montrer que cette condition ne´cessaire est
satisfaite par les fonctions les bosses en reprenant la de´marche qui a mene´ a` la
proposition 3.7.14. Cette valeur commune fournie la dimension fractale du graphe
de f . The´oriquement, cela caracte´rise en outre un comportement monofractal au
sens ou` toutes les moyennes des accroissements de f sont proportionnelles, et en
particulier proportionnelles aux accroissements absolus Si,∞. Cette caracte´ristique
peut encore eˆtre discriminante.
Notons pour conclure qu’il faut rester prudent. Nous avons en effet remarque´
que seules des courbes de structures expe´rimentales sont accessibles, et que pour
certaines fonctions, elles sont une «de´formation» de la re´alite´. De plus, ces donne´es
de´pendent en pratique du nombre D de points de discre´tisation de f .
5.4. Cas des se´ries ale´atoires
Lorsque f est un processus stochastique, les fonctions Si,q, les courbes associe´es,
les pentes, sont e´galement ale´atoires. Il est inte´ressant de disposer de bonnes ap-
proximations de´terministes de ces quantite´s. Elles peuvent par exemple servir de
re´fe´rences. Il est sans inte´reˆt de conside´rer la fonction E(f(x)) et de calculer les
fonctions de structure associe´es. En effet, dans la plupart des mode`les les accrois-
sements de f sont centre´s ou encore E(f(x)) ne de´pend pas de x. Les fonctions de
structure sont alors nulles. Il est plus judicieux de calculer Si,q puis de conside´rer
son espe´rance.
Soit donc f : [0, 1] → R un processus a` trajectoires continues. A partir de
maintenant, on note si,q (resp. s
q
i,q) l’espe´rance de Si,q (resp. S
q
i,q).
Pour chaque ε > 0 le the´ore`me de Fubini s’applique :
sqi,q(ε) =
1
b− a
∫ b
a
E
∣∣Φ(i)ε (x)∣∣q dx .
Le proble`me est alors de calculer explicitement ces fonctions de´terministes.
Dans certains cas, la loi des accroissements de f est connue : il est alors possible
de calculer pre´cise´ment leurs moments. Cela conduit rapidement a` l’expression de
sqi,q. Par exemple si f est la trajectoire d’un mouvement brownien standard sur R,
on a l’e´galite´ en loi :
∀x ∈ [0, 1] ∀ ε > 0 Φ(i)ε (x) = N (0, 2 ε) (i ∈ {1, 2}).
On en de´duit
E
∣∣Φ(i)ε (x)∣∣2q = Cεq (C > 0) ,
de sorte que
∀ q > 1 ∀ ε > 0 s2qi,2q(ε) = C ′εq (C ′ > 0) .
Les points du diagramme logarithmique sont donc aligne´s : la courbe de structure
est une droite de pente 1/2.
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Les calculs pre´ce´dents sont en re`gle ge´ne´rale assez exceptionnels, les accroisse-
ments n’e´tant par exemple pas stationnaires. Il est toutefois possible d’obtenir un
e´quivalent en 0 de sqi,q. Lorsque f est ale´atoire le cas q = 2 est, pour des raisons
techniques e´videntes, le plus inte´ressant.
Nous nous inte´ressons aux processus particuliers de´finis sur R par une se´rie du
type
F (t) =
∞∑
n=1
anYn(t) , (5.11)
ou` (an)n>1 est une suite de re´els positifs et (Yn)n>1 une suite de processus ale´atoires
«e´le´mentaires» inde´pendants. Nous allons voir comment obtenir s2i,2 pour de telles
fonctions. Pour les applications pratiques, on e´crira ces se´ries sous la forme
F (t) =
M∑
n=N
anYn(t) (1 6 N 6M 6∞) .
En pratique, M est un entier fini. On a donc deux discre´tisations diffe´rentes :
celle de la se´rie en une somme finie et celle de la variable t par rapport a` une subdi-
vision de D = Ndisc points. Le comportement de si,q vis-a`-vis de ces approximations
est un fait important. Bien qu’ils soient a priori sans rapport direct, il pourra eˆtre
utile de lier ces deux parame`tres de sorte que D →∞ lorsque M →∞. Ainsi peut-
on espe´rer obtenir les valeurs the´oriques de la «vraie» fonction F lorsqueM → +∞.
Commenc¸ons par e´crire l’expression ge´ne´rale de s2i,2. On fixe t ∈ [0, 1], ε > 0 et
on note
Vn(t, ε) =
{
Yn(t+ ε)− Yn(t− ε) si i = 1
Yn(t+ ε) + Yn(t− ε)− 2Yn(t) si i = 2
l’accroissement syme´trique e´le´mentaire, puis
vn(t, ε) = E(Vn(t, ε)) et V˜n(t, ε) = Vn(t, ε)− vn(t, ε) .
Dans ces conditions, de simples calculs donnent
(Φ(i)ε (t))
2 =
( M∑
n=N
anVn(t, ε)
)2
=
( M∑
n=N
an(V˜n(t, ε) + vn(t, ε))
)2
=
( M∑
n=N
anV˜n(t, ε)
)2
+2
( M∑
n=N
anV˜n(t, ε)
)( M∑
n=N
anvn(t, ε)
)
+
( M∑
n=N
anvn(t, ε)
)2
.
Maintenant (V˜n(t, ε))n>1 est une suite de variables ale´atoires inde´pendantes et cen-
tre´es, donc, en prenant l’espe´rance de la somme pre´ce´dente on a :
E(Φ(i)ε (t))2 =
M∑
n=N
a2n E(V˜n(t, ε)2) +
( M∑
n=N
anvn(t, ε)
)2
.
On obtient, pour tout ε > 0, l’expression exacte suivante :
(b− a) s2i,2(ε) =
M∑
n=N
a2n
∫ b
a
Var(Vn(t, ε)) dt +
∫ b
a
( M∑
n=N
anvn(t, ε)
)2
dt . (5.12)
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Notons que le second terme de droite est nul si et seulement si les variables Vn(t, ε)
sont centre´es, simplifiant ainsi l’expression de s2i,2.
Nous de´finissons des pentes de´terministes en remplac¸ant dans leurs expressions
ale´atoires Sqi,q par E(S
q
i,q). On rappelle que ces pentes de´pendent de D et de M , on
a ainsi :
γth(D,M) =
ε
q sqi,q(ε)
d
dε
sqi,q(ε)
∣∣∣∣
ε=D−1
γex(D,M) =
1
q log 2
( log sqi,q(2D
−1)− log sqi,q(D−1) ) .
Une question importante est donc de savoir si les passages a` la limite suivants sont
vrais :
∀D > 0 lim
M→+∞
γ·(D,M) = γ·(FM) (5.13)
∀M > 1 lim
D→+∞
γ·(D,M) = γ·( lim
D→+∞
FM) , (5.14)
et plus ge´ne´ralement
lim
D,M→+∞
γ·(D,M) = γ·( lim
D,M→+∞
F ) . (5.15)
Le terme de droite est ge´ne´ralement e´gal a` un parame`tre du mode`le controˆlant la
dimension fractale de ΓF . Les e´galite´s pre´ce´dentes sont donc a` la base de l’estimation
de ce parame`tre a` partir des donne´es expe´rimentales.
5.5. Fonctions de Weierstrass
Avant d’e´tudier avec pre´cision les fonctions de bosses, nous nous inte´ressons aux
fonctions de Weierstrass a` phases ale´atoires, qui sont de la forme (5.11). L’inte´reˆt
est double. The´oriquement, ces fonctions sont proches des fonctions de bosses, de
sorte que l’analyse de leurs courbes de structure doit mettre en e´vidence des faits
caracte´ristiques que l’on retrouvera par la suite. Sur le plan technique, les fonctions
trigonome´triques vont permettre de mener tous les calculs a` terme.
Les fonctions de Weierstrass sont de´finies comme la se´rie (1), a` la diffe´rence que
le signal de base Φ est le cosinus, et que la structure dyadique sous-jacente est rendue
plus ge´ne´rale par l’ajout d’un parame`tre a. On a ainsi
∀ t ∈ [0, 1] W (t) =
∞∑
n=0
a−nα cos(2piant) (5.16)
avec α ∈ ]0, 1] et a > 1. La version ale´atoire usuelle est l’analogue de (3), de sorte
qu’on e´tudie ici la fonction
W (t) =
M∑
n=N
a−nα cos(2pi(ant+Xn)) ,
ou` (Xn)n>0 est une suite de variables ale´atoires inde´pendantes, toutes uniforme´ment
distribue´es sur [0, 1] et N 6M deux entiers. On suppose dans la suite [a, b] = [0, 1].
108 5. FONCTIONS ET COURBES DE STRUCTURE
5.5.1. Courbes de structure d’ordre 1
On obtient
Vn(t, ε) = cos(2pi(a
n(t+ ε) +Xn))− cos(2pi(an(t− ε) +Xn)) .
En remarquant que Vn(t, ε) = −2 sin(2pi(ant+Xn)) sin(2pianε) on prouve facilement
que ces variables sont centre´es puis que∫ 1
0
Var(Vn(t, ε)) dt =
∫ 1
0
E(Vn(t, ε)2) dt = 2 sin2(2pianε) .
Finalement, on obtient l’expression exacte suivante :
∀ ε ∈ [0, 1] s21,2(ε) = 2
M∑
n=N
a−2nα sin2(2pianε) .
Fig. 5.1. Courbes de 2−structure d’ordre 1 pour une fonction de
Weierstrass ale´atoire. En rouge : une courbe ale´atoire. En bleu : son
approximation de´terministe.
A titre d’exemple , comparons une courbe de 2−structure d’ordre 1 ale´atoire
et son approximation de´terministe de´duite de s21,2 pour la fonction de Weierstrass
de parame`tres N = 8, M = 30, a = 1.6 et α = 0.5. On choisit Ndisc = 25000
(voir Fig. 5.1). Les deux courbes sont indiscernables pour les petites valeurs de ε.
On constate de le´ge`res variations pour ε grand. Elles sont essentiellement dues a` la
pe´riodicite´ et aux oscillations de la fonction de base (le cosinus).
Il est donc particulie`rement inte´ressant d’e´tudier l’approximation de´terministe
s21,2 pour ε→ 0. Sans en faire une e´tude exhaustive, nous allons mettre en e´vidence
le comportement des pentes de´terministes dans le cas particulier ou` D = aM . On
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obtient :
γth(D,M) = γth(M) =
ε
2 s21,2(ε)
d
dε
s21,2(ε)
∣∣∣∣
ε=a−M
γex(D,M) = γex(M) =
1
2 log 2
( log s21,2(2 a
−M)− log s21,2(a−M) ) .
Le premier re´sultat est le suivant :
Proposition 5.5.1. Quelles que soient les valeurs des parame`tres, on a
i) lim
M→+∞
γth(M) = α
ii) lim
M→+∞
γex(M) = α+B(α) , avec B(α) > 0.
De´monstration. Un simple calcul donne tout d’abord
γth(M) =
pia−M
M∑
n=N
an(1−2α) sin(4pian−M)
M∑
n=N
a−2nα sin2(2pian−M)
.
Le de´nominateur se re´e´crit
M∑
n=N
a−2nα sin2(2pian−M) =
a−2αM
a− 1
M∑
n=N
(
an+1
aM
− a
n
aM
)(
an
aM
)−1−2α
sin2
(
2pi
an
aM
)
.
De meˆme, la somme au nume´rateur est e´gale a`
M∑
n=N
an(1−2α) sin(4pian−M) =
a(1−2α)M
a− 1
M∑
n=N
(
an+1
aM
− a
n
aM
)(
an
aM
)−2α
sin
(
4pi
an
aM
)
.
Ainsi
γth(M) =
pi
M∑
n=N
(
an+1
aM
− a
n
aM
)(
an
aM
)−2α
sin
(
4pi
an
aM
)
M∑
n=N
(
an+1
aM
− a
n
aM
)(
an
aM
)−1−2α
sin2
(
2pi
an
aM
) .
On reconnaˆıt au de´nominateur (resp. nume´rateur) une somme de Riemann associe´e
a` la subdivision {an−M}Mn=N pour la fonction x−1−2α sin2(2pix) (resp. x−2α sin(4pix) ).
On obtient ainsi
lim
M→+∞
γth(M) = pi
∫ 1
0
x−2α sin(4pix) dx∫ 1
0
x−1−2α sin2(2pix) dx
.
Une inte´gration par parties donne∫ 1
0
x−1−2α sin2(2pix) dx =
pi
α
∫ 1
0
x−2α sin(4pix) dx ,
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et finalement lim
M→+∞
γth(M) = α ce qui prouve le point i). Un raisonnement analogue
conduit a`
lim
M→+∞
γex(M) =
1
2 log 2
log
( ∫ 1
0
x−1−2α sin2(4pix) dx∫ 1
0
x−1−2α sin2(2pix) dx
)
.
Un changement de variable dans l’inte´grale du nume´rateur donne :∫ 1
0
x−1−2α sin2(4pix) dx = 2 2α
∫ 2
0
u−1−2α sin2(2piu) du ,
et finalement
lim
M→+∞
γex(M) = α +
1
2 log 2
log
(
1 +
∫ 2
1
u−1−2α sin2(2piu) du∫ 2
0
u−1−2α sin2(2piu) du
)
.
C’est le re´sultat annonce´ par ii). 
Ainsi l’e´galite´ (5.15) n’est satisfaite qu’avec la pente the´orique. Une telle situa-
tion semble assez ge´ne´rale. La pre´sence d’un biais paraˆıt ine´vitable pour la pente
expe´rimentale, ce biais e´tant toutefois souvent ne´gligeable. Le proble`me est diffe´rent
lorsque la pente the´orique est elle-meˆme biaise´e. Dans ce cas, il ne semble plus
le´gitime d’utiliser en pratique ces pentes.
Notre ide´e est alors de ne pas s’inte´resser uniquement a` la pente en 0, mais
a` d’autres endroits caracte´ristiques de la courbe de structure. Pour cela, nous al-
lons de´terminer une approximation plus simple de s21,2 en mettant en e´vidence son
comportement pour les petites et les grandes valeurs de ε (Ndisc est a` nouveau quel-
conque). On peut remplacer sin2(x) par la fonction
s(x) =
{
x2 si 0 6 x 6 x0
1/2 si x0 6 x
ou` x0 = 1/
√
2. Cette fonction est continue, e´quivalente a` sin2(x) lorsque x → 0, et
e´gale a` la moyenne de sin2(x) pour les grandes valeurs de x. Pour ε > 0, soit Nε tel
que 2piaNεε = x0 :
ε = c0a
−Nε avec c0 = x0/2pi .
On suppose Nε 6M . Comme ε > N−1disc, il suffit pour cela que
M > log(c0Ndisc)
log a
.
En particulier si Ndisc = a
M , cette condition est toujours ve´rifie´e.
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Pour obtenir la nouvelle expression de s21,2, il faut distinguer deux cas :
• ε ∈ [N−1disc , c0 a−N ] ⇐⇒ N 6 Nε 6M
s21,2(ε) ≈

8pi2
c
2(1−α)
0 ε
2α − a2(1−α)Nε2
a2(1−α) − 1 +
c−2α0 ε
2α − a−2αM
1− a−2α si α 6= 1
8pi2(Nε −N) ε2α + c
−2
0 ε
2 − a−2M
1− a−2 si α = 1
• ε ∈ [c0 a−N , 1] ⇐⇒ Nε 6 N 6M
s21,2(ε) ≈
a−2Nα − a−2Mα
1− a−2α .
Cette fonction approche´e montre bien, comme nous le souhaitions, la diffe´rence de
comportement de s21,2(ε) pour ε → 0 et ε → 1. On observe en effet deux re´gimes
simplifie´s. Pour ε→ 0, on ve´rifie que
s21,2(ε) ≈ ε2α ,
ce qui est bien le comportement the´orique de s21,2 au voisinage de 0. Pour les grandes
valeurs de ε, c’est-a`-dire a` partir de ε0 = c0 a
−N , cette fonction est constante. On
observe ainsi un plateau sur la courbe de structure de´terministe approche´e a` partir
de la valeur
η0 = log(Ndiscε0) = log(Ndiscc0)−N log a .
Pour observer le changement de re´gime, c’est-a`-dire le point de transition obtenu
pour ε = ε0, il faut et il suffit que η0 > 0, c’est-a`-dire
(c0Ndisc)
1/M 6 a < (c0Ndisc)1/N .
Reprenons l’exemple pre´ce´dent et trac¸ons la nouvelle approximation de´terministe
obtenue ci-dessus (voir Fig. 5.2). On a
(c0Ndisc)
1/M = 1, 3031 et (c0Ndisc)
1/N = 2, 6987 ,
de sorte que le point de transition η0 est observable, avec η0 = 1, 8163. Pour les pe-
tites valeurs de ε les courbes sont encore presque identiques. Pour ε > ε0, la nouvelle
fonction, constante (e´gale a` −0.6035), est une re´elle simplification.
Bien suˆr remplacer s21,2 par sa moyenne est une trop grande approximation, sur-
tout qu’elle oscille beaucoup autour de cette valeur. Toutefois la courbe simplifie´e
conserve suffisamment d’informations concernant le mode`le et ses parame`tres. Elle
permet les meˆmes estimations que la courbe de´terministe exacte, comme celle de
l’exposant α. Remarquons ces diffe´rents aspects : croissance, point de cassure, sta-
tionnarite´, seront des caracte´ristiques essentielles des fonctions de bosses.
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Fig. 5.2. Courbes de 2−structure d’ordre 1 pour une fonction de
Weierstrass ale´atoire. En rouge : la courbe ale´atoire. En bleu : l’ap-
proximation de´terministe simplifie´e.
5.5.2. Courbes de structure d’ordre 2
Une fois de plus, des calculs exacts sont possibles. On a ici
Vn(t, ε) = cos(2pi(a
n(t+ ε) +Xn)) + cos(2pi(a
n(t− ε) +Xn))− 2 cos(2pi(ant+Xn)) .
En remarquant que Vn(t, ε) = −4 cos(2pi(ant+Xn)) sin2(pianε), on prouve facilement
que ces variables sont centre´es, puis que∫ 1
0
Var(Vn(t, ε)) dt =
∫ 1
0
E(Vn(t, ε)2) dt = 8 sin4(pianε) .
Finalement, on obtient l’expression exacte suivante :
∀ ε ∈ [0, 1] s22,2(ε) = 8
M∑
n=N
a−2nα sin4(pianε) .
On peut encore obtenir une approximation simple de s22,2(ε) en mettant en
e´vidence son comportement pour les petites et les grandes valeurs de ε. Pour cela,
on remplace cette fois sin4(x) par la fonction
s(x) =
{
x4 si 0 6 x 6 x0
3/8 si x0 6 x
ou` x0 = (3/8)
1/4 ' 313/400. Cette fonction est continue, e´quivalente a` sin4(x)
lorsque x→ 0, et e´gale a` la moyenne de sin4(x) pour les grandes valeurs de x. Pour
ε > 0, soit Nε tel que pia
Nεε = x0 :
ε = c0a
−Nε avec c0 = x0/pi .
On suppose Nε 6M . Comme ε > N−1disc, il suffit pour cela que
M > log(c0Ndisc)
log a
.
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En particulier si Ndisc = a
M , cette condition est toujours ve´rifie´e. Pour obtenir la
nouvelle expression de s22,2(ε), il faut distinguer deux cas :
• ε ∈ [N−1disc , c0 a−N ] ⇐⇒ N 6 Nε 6M
s22,2(ε) ≈ 8pi4
c4−2α0 ε
2α − a(4−2α)Nε4
a4−2α − 1 + 3
c−2α0 ε
2α − a−2αM
1− a−2α
• ε ∈ [c0 a−N , 1] ⇐⇒ Nε 6 N 6M
s22,2(ε) ≈ 3
a−2Nα − a−2Mα
1− a−2α .
Cette fonction approche´e montre bien, comme nous le souhaitions, la diffe´rence
de comportement de s22,2(ε) pour ε→ 0 et ε→ 1. On observe en effet deux re´gimes
simplifie´s. Pour ε→ 0, on peut ve´rifier que
s22,2(ε) ≈ ε2α ,
ce qui est bien le comportement the´orique de s22,2 au voisinage de 0. Pour les grandes
valeurs de ε, c’est-a`-dire a` partir de ε0 = c0 a
−N , cette fonction est constante. On
observe a` nouveau un plateau sur cette courbe de structure de´terministe approche´e
a` partir de la valeur
η0 = log(Ndiscε0) = log(Ndiscc0)−N log a .
Pour observer le changement de re´gime, c’est-a`-dire le point de transition obtenu
pour ε = ε0, il faut η0 > 0, c’est-a`-dire
(c0Ndisc)
1/M 6 a < (c0Ndisc)1/N .
Finalement les comportements des courbes de structure d’ordre 1 et 2 sont tre`s si-
milaires : cela va aussi se produire pour les fonctions de bosses.
Pour terminer, on trace les courbes de structure d’ordre 2 pour l’exemple habituel
(voir Fig. 5.3). Une fois de plus la courbe de´terministe est indiscernable de la courbe
ale´atoire pour les petites valeurs de ε. On a
(c0Ndisc)
1/M = 1, 3381 et (c0Ndisc)
1/N = 2, 9808 ,
de sorte que le point de transition η0 est observable, avec η0 = 2, 1613. A partir de ce
point, l’approximation simplifie´e est constante (e´gale a` −0.3649), elle ne tient plus
compte des oscillations.
5.5.3. Spectre de structure
Sans faire de de´monstration, on peut remarquer graphiquement que les fonctions
de Weierstrass satisfont «a` peu pre`s» la condition (5.10). On a trace´ pour cela la
gamme du spectre de structure d’ordre 1 pour q ∈ {0, 1, 2, 4, 10,∞} et W l’exemple
usuel (voir Fig. 5.4). On constate effectivement que les courbes sont presque trans-
late´es les unes des autres. La fonction W est monofractale.
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Fig. 5.3. Courbes de 2−structure d’ordre 2 pour une fonction de
Weierstrass ale´atoire. En rouge : une courbe ale´atoire. En bleu : l’ap-
proximation de´terministe. En vert : l’approximation de´terministe sim-
plifie´e.
Fig. 5.4. Courbes de q−structure d’ordre 1 d’une fonction de Weiers-
trass ale´atoire pour q ∈ {0, 0.5, 1, 2, 4, 10,∞} (de bas en haut)
CHAPITRE 6
Fonctions de bosses : courbes de structure
6.1. Fonctions de structure d’ordre 1
On consacre ce chapitre aux fonctions de bosses standards d’une variable de´finies
par (1.7) avec A = [0, 1] :
∀ t ∈ [0, 1] F (t) =
∞∑
n=1
n−αg(n(t−Xn)) .
De fac¸on ge´ne´rale on suppose que la distribution commune ν des variables Xn admet
une densite´ θ. On note dans la suite an = n
−α et Yn(t) = g(n(t−Xn)), de sorte que
F est de la forme (5.11). On peut donc reprendre les ide´es de´veloppe´es au chapitre
pre´ce´dent et en particulier la formule (5.12) page 106.
La de´termination de s21,2 est toutefois beaucoup plus de´licate que pour les fonc-
tions de Weierstrass. On pourra donner des re´sultats pre´cis pour une large classe
d’entre elles avec des hypothe`ses supple´mentaires sur ν et g. Les diffe´rentes pro-
prie´te´s mises en e´vidence pour les courbes de structure seront utilise´es au chapitre
suivant pour l’estimation des diffe´rents parame`tres de F .
Dans cette section, il faut e´tudier l’accroissement de g :
Vn(t, ε) = g(n(t+ ε−Xn))− g(n(t− ε−Xn)) .
En ge´ne´ral, ces variables ne sont pas centre´es, donc d’apre`s (5.12) :
(b− a) s21,2(ε) =
M∑
n=N
a2n
∫ b
a
E(Vn(t, ε)2) dt
−
M∑
n=N
a2n
∫ b
a
(E(Vn(t, ε)))2 dt +
∫ b
a
( M∑
n=N
an E(Vn(t, ε))
)2
dt .
Il faut calculer E(Vn(t, ε)) et E(Vn(t, ε)2). Puisque
E(Vn(t, ε)) = E(Yn(t+ ε))− E(Yn(t− ε)) ,
il suffit de calculer E(Yn(t)). On a facilement
E(Yn(t)) =
∫
R
g(n(t− x)) θ(x) dx = 1
n
∫
R
g(u) θ
(
t− u
n
)
du
=
1
n
∫ 1
0
g(u)
(
θ
(
t+
u
n
)
+ θ
(
t− u
n
))
du .
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Introduisons maintenant la fonction
ϕn,ε(t) = | g(n(t+ ε))− g(n(t− ε))| .
Elle est paire, nulle en dehors de [−ε− 1/n, ε+ 1/n] et Vn(t, ε)2 = ϕ2n,ε(t−Xn), de
sorte que :
E(Vn(t, ε)2) =
∫
R
ϕ2n,ε(t− u) θ(u) du =
∫
R
ϕ2n,ε(v) θ(t− v) dv
=
∫ ε+1/n
−ε−1/n
ϕ2n,ε(v) θ(t− v) dv .
Par parite´, on a donc
E(Vn(t, ε)2) =
∫ ε+1/n
0
ϕ2n,ε(v)(θ(t+ v) + θ(t− v)) dv .
Il est difficile de poursuivre ces calculs pour des densite´s quelconques. Nous al-
lons nous limiter a` une famille particulie`re, suffisamment riche pour les applications
et pour laquelle les calculs sont possibles.
On suppose θ affine et a` support [−1, 2] :
θ(x) = (Ax+B)1I[−1,2](x) , A,B ∈ R .
Les parame`tres A et B sont soumis aux contraintes suivantes :
• B − A > 0
• B + 2A > 0
• B + A/2 = 1/3.
Dans ces conditions, θ est bien une densite´ de probabilite´ et elle est re´gulie`re
supe´rieurement (sur R) et infe´rieurement sur [−1, 2]. Les hypothe`ses de re´gularite´
H1, H3, H4 et H6 sont toutes ve´rifie´es. Notons aussi que ν est uniforme pour la seule
valeur A = 0 et qu’alors B = 1/3.
Si n > 1 et t, u ∈ [0, 1], alors t+ u
n
, t− u
n
∈ [−1, 2], donc
f
(
t+
u
n
)
+ f
(
t− u
n
)
= 2A t+ 2B .
Par suite
E(Yn(t)) =
2A t+ 2B
n
∫ 1
0
g(u) du
et
E(Vn(t, ε)) =
4A
n
ε
∫ 1
0
g(u) du .
Maintenant, si n > 1, ε > 0, v ∈ [0, ε+ 1/n] et t ∈ [a, b] ⊂ [0, 1], alors il est le´gitime
de conside´rer que t + v, t − v ∈ [−1, 2] (c’est exact si n > 2 et ε 6 1/2). Ainsi
f(t+ v) + f(t− v) = 2A t+ 2B et
E(Vn(t, ε)2) = (2A t+ 2B)
∫ ε+1/n
0
ϕ2n,ε(v) dv .
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Par suite ∫ b
a
E(Vn(t, ε)2) dt = (b− a)(A(a+ b) + 2B)
∫ ε+1/n
0
ϕ2n,ε(v) dv .
Un simple changement de variable permet d’e´crire∫ ε+1/n
0
ϕ2n,ε(v) dv =
1
n
∫ 1
−nε
|g(u)− g(u+ 2nε)|2 du .
On introduit alors la fonction χ de´finie par
∀x ∈ [0,+∞[ χ(x) =
∫ 1
−x
|g(u)− g(u+ 2x)|2 du
de sorte que ∫ b
a
E(Vn(t, ε)2) dt = (b− a)(A(a+ b) + 2B) χ(nε)
n
.
En regroupant tous les calculs, on arrive finalement a` l’expression suivante :
∀ ε > 0 s21,2(ε) =(A(a+ b) + 2B)
M∑
n=N
a2n
n
χ(nε)
+ 16A2ε2
(∫ 1
0
g(u) du
)2(( M∑
n=N
an
n
)2
−
M∑
n=N
(
an
n
)2)
.
(6.1)
Cette fonction de´pend de l’intervalle [a, b] sauf pour A = 0 , c’est-a`-dire lorsque
la distribution est uniforme sur [−1, 2]. Dans ce cas la formule pre´ce´dente est net-
tement simplifie´e, les variables Vn(t, ε) e´tant centre´es. Dans le cas contraire, s1,2 ne
de´pend que de a+ b. Dans toute la suite [a, b] = [0, 1].
Finalement, il suffit de de´terminer la fonction χ, qui ne de´pend que de g. De
fac¸on ge´ne´rale, on ne dispose pas de beaucoup de renseignements sur cette fonction.
Mentionnons toutefois le re´sultat suivant :
Proposition 6.1.1. Pour toute bosse e´le´mentaire g :
i) χ est continue, positive et nulle en 0.
ii) χ est croissante sur [0, 1] et constante sur [1,+∞[ :
∀x > 1 χ(x) = 2
∫ 1
0
g2(u) du .
iii) Si g ∈ Λγ(R) avec γ > 1/2, alors χ est de´rivable en 0 et χ ′(0) = 0.
De´monstration. i) Ce point est trivial. ii) Supposons x > 1. Alors pour tout u tel que
−x 6 u 6 1 on a 1 6 x 6 u+ 2x. Puisque g a pour support [−1, 1], g(u+ 2x) = 0,
si bien que
χ(x) =
∫ 1
−x
|g(u)|2 du .
Toujours a` cause du support de g, comme −x 6 −1, il vient successivement
χ(x) =
∫ 1
−1
|g(u)|2 du = 2
∫ 1
0
g2(u) du
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puisque g est positive et paire.
iii) Il existe donc C > 0 telle que pour tout x > 0 et tout u ∈ [−x, 1] on ait
|g(u)− g(u+ 2x)| 6 C |2x|γ. Par suite
∣∣∣∣χ(x)x
∣∣∣∣ 6 C ′ x2γ−1(1 + x) .
Puisque 2γ > 1, le terme de droite tend vers 0 quand x→ 0. Puisque χ(0) = 0, c’est
dire que χ est de´rivable en 0 de nombre de´rive´ nul. 
Il suffit donc de connaˆıtre la fonction χ sur l’intervalle [0, 1]. Toutefois il est diffi-
cile de la calculer explicitement. En annexe sont regroupe´es les fonctions χ correspon-
dant aux principales familles de bosses e´le´mentaires. On remarque qu’on obtient en
fait des restrictions de χ a` de sous-intervalles de [0, 1]. Il est possible d’expliciter ceci.
Si g est suffisamment re´gulie`re, au sens ou` il est possible de la de´velopper en
se´rie sur une partition en sous-intervalles de [0, 1], nous pourrons certainement en
faire autant avec χ. Cela motive l’hypothe`se HS suivante :
On suppose qu’il existe une subdivision {ei}Ki=0 de [0, 1] telle que :
− les nœuds ei ne de´pendent que de g
− pour tout i ∈ {0, . . . , K − 1} et pour tout x ∈ [ei, ei+1],
χ(x) =
∞∑
j=0
χi,j x
j ,
les re´els χi,j ne de´pendant encore que de g.
Cette hypothe`se sera toujours ve´rifie´e avec les bosses e´le´mentaires g que nous
utiliserons. Elle est suffisamment ge´ne´rale pour qu’on se limite a` ce cas. Remarquons
toutefois que g doit eˆtre assez re´gulie`re, en particulier elle est lipschitzienne. On a
ainsi, en vertu de la proposition 6.1.1 : χ(0) = χ′(0) = 0, donc χ0,0 = χ0,1 = 0.
Bien qu’inutile pour la programmation nume´rique de χ, on peut alors obtenir
une expression plus pre´cise de cette fonction. On suppose N 6 e1M . Cette condi-
tion est ve´rifie´e de`s que M est assez grand, en particulier dans le cadre the´orique
M =∞. En pratique cette restriction est peu contraignante, la subdivision {ei}Ki=0
se re´duisant souvent a` quelques points avec e1 assez grand.
Pour i ∈ {0, . . . , K − 1}, on note χ(i) la restriction de χ a` l’intervalle [ei, ei+1] et
χ(K) la restriction de χ a` [1,+∞[. Pour obtenir s21,2(ε), on calcule la somme
u(ε) :=
M∑
n=N
a2n
n
χ(nε)
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en distinguant les cas de figure suivants :
• ε ∈
[
0,
e1
M
[
⇐⇒ N 6M < e1
ε
u(ε) =
M∑
n=N
a2n
n
χ(0)(nε)
• ε ∈
[
ek
M
,
ek+1
M
[
⇐⇒ N 6 e1
ε
6 · · · 6 ek
ε
6M < ek+1
ε
u(ε) =
e1
ε∑
n=N
a2n
n
χ(0)(nε) +
k−1∑
i=1
ei+1
ε∑
n=
ei
ε
a2n
n
χ(i)(nε) +
M∑
n=
ek
ε
a2n
n
χ(k)(nε)
• ε ∈
[
1
M
,
e1
N
]
⇐⇒ N 6 e1
ε
6 e2
ε
6 · · · 6 1
ε
6M
u(ε) =
e1
ε∑
n=N
a2n
n
χ(0)(nε) +
K−1∑
i=1
ei+1
ε∑
n=
ei
ε
a2n
n
χ(i)(nε) +
M∑
n= 1
ε
a2n
n
χ(K)(nε)
• ε ∈
[
ek
N
,
ek+1
N
]
⇐⇒ ek
ε
6 N 6 ek+1
ε
6 · · · 6 1
ε
6M
u(ε) =
ek+1
ε∑
n=N
a2n
n
χ(k)(nε) +
K−1∑
i=k+1
ei+1
ε∑
n=
ei
ε
a2n
n
χ(i)(nε) +
M∑
n= 1
ε
a2n
n
χ(K)(nε)
• ε ∈
[
eK
N
, 1
]
⇐⇒ e1
ε
6 · · · 6 1
ε
6 N 6M
u(ε) =
M∑
n=N
a2n
n
χ(K)(nε)
En remplac¸ant χ(i) par son de´veloppement en se´rie et en intervertissant les som-
mations, il reste a` calculer des sommes du type
∑q
n=p a
2
n n
i (i > −1). On les e´value
avec l’approximation
y∑
n=x
n z ≈
∫ y
x
tz dt =
yz+1 − xz+1
z + 1
valable pour x, y ∈ R+ et z 6= −1. On peut finalement obtenir une expression
the´orique de s21,2(ε) beaucoup plus de´taille´e que (6.1). Nous ne la mentionnons pas
par souci d’alle´ger le texte.
Pour θ quelconque, il est presque impossible de calculer s21,2 comme pre´ce´demment.
Nous pre´sentons pour conclure un exemple qui, bien que simple, montre les proble`mes
qui se posent. On suppose que θ est «exponentielle» et a` support [−1, 2] :
θ(x) = (AeBx)1I[−1,2](x) , A,B ∈ R.
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Pour que θ existe et satisfasse aux hypothe`ses de re´gularite´, les parame`tres A et
B sont soumis aux contraintes suivantes :
• A > 0 et B 6= 0
• A(e2B − e−B) = B.
En proce´dant comme dans l’exemple pre´ce´dent on obtient
θ
(
t+
u
n
)
+ θ
(
t− u
n
)
= 2AeBt cosh
(
Bu
n
)
,
puis
E(Yn(t)) =
2AeBt
n
∫ 1
0
g(u) cosh
(
Bu
n
)
du ,
et donc
E(Vn(t, ε)) =
4AeBt
n
sinh(ε)
∫ 1
0
g(u) cosh
(
Bu
n
)
du .
On a ensuite θ(t+ v) + θ(t− v) = 2AeBt cosh(Bv) et
E(Vn(t, ε)2) = 2AeBt
∫ ε+1/n
0
ϕ2n,ε(v) cosh(Bv) dv ,
donc ∫ b
a
E(Vn(t, ε)2) dt =
2A
B
(ebB − eaB)
∫ ε+1/n
0
ϕ2n,ε(v) cosh(Bv) dv .
Un changement de variable donne∫ ε+1/n
0
ϕ2n,ε(v) cosh(Bv) dv =
1
n
∫ 1
−nε
|g(u)− g(u+ 2nε)|2 cosh
(
B
(u
n
+ ε
))
du .
Ainsi, en introduisant les fonctions
∀x > 0 χn(x) =
∫ 1
−x
|g(u)− g(u+ 2x)|2 cosh
(
B
n
(u+ x)
)
du
on obtient ∫ ε+1/n
0
ϕ2n,ε(v) cosh(Bv) dv =
χn(nε)
n
.
Finalement, en notant
un =
∫ 1
0
g(u) cosh
(
Bu
n
)
du ,
on a, pour tout ε > 0,
s21,2(ε) =
2A
B
ebB − eaB
b− a
M∑
n=N
a2n
n
χn(nε)
+
8A2
B
e2bB − e2aB
b− a sinh
2(ε)
(( M∑
n=N
un
nα+1
)2
−
M∑
n=N
(
un
nα+1
)2)
.
On obtient une expression similaire a` (6.1) mais cette fonction semble impossible a`
calculer explicitement pour g quelconque. La de´termination de χn(x) et un est tre`s
difficile.
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6.2. Analyse du diagramme logarithmique
Nous e´tudions maintenant plus pre´cise´ment les courbes de 2−structure d’une
fonction de bosses. Nous avons rappele´ que, classiquement, seules les pentes en 0
de ces courbes retenaient l’attention pour e´valuer la dimension fractale du graphe.
Notre point de vue est nettement plus large. Nous souhaitons ici mettre en e´vidence
des proprie´te´s caracte´ristiques justifiant l’utilisation de ces diagrammes logarith-
miques comme base pour construire des estimateurs des parame`tres et comme crite`re
d’identification d’un mode`le. Nous analyserons successivement trois endroits ca-
racte´ristiques des courbes :
– la pente et l’ordonne´e a` l’origine, pour ε ∈ [D−1, L],
– les transitions dans l’intervalle [L,L′],
– la valeur moyenne pour ε ∈ [L′, 1]
ou` L et L′ sont des re´els a` pre´ciser.
6.2.1. Pente a` l’origine
Nous allons ici de´terminer les limites (5.13) a` (5.15). Les re´sultats suivants sont
vrais dans un cadre plus ge´ne´ral mais pour des raisons de simplicite´, nous supposons,
en plus de l’hypothe`se HS, que ν est la loi uniforme sur [−1, 2]. Rappelons que la
fonction de 2−structure d’ordre 1 de´terministe de F est alors donne´e par s21,2(ε) =
(2/3)u(ε), ou`
u(ε) =
M∑
n=N
n−2α−1χ(nε) (6.2)
se calcule via les formules page 119.
Commenc¸ons par fixerM > 1 et regardons le comportement de γ·(D,M) lorsque
D → +∞. L’hypothe`se HS faite sur χ oblige g a` eˆtre lipschitzienne donc la se´rie
arreˆte´e F va eˆtre relativement re´gulie`re de sorte que, lorsque la discre´tisation de la
variable se fait de plus en plus fine, la pente en 0 de la courbe de structure doit
tendre vers 1. Confirmons cette intuition :
Proposition 6.2.1. Sous les hypothe`ses ci-dessus, pour tout M > 1 :
i) lim
D→+∞
γth(D,M) = 1.
ii) lim
D→+∞
γex(D,M) = 1.
De´monstration. Compte tenu des diffe´rentes hypothe`ses et formules, on calcule (6.2)
a` l’aide du premier point de la page 119 et comme il est indique´ en bas de cette
meˆme page. On obtient, pour tout ε ∈ [0, e1M−1] :
s21,2(ε) =
2
3
∞∑
j=0
χ0,j
j − 2α ε
j(M j−2α −N j−2α) .
Nous avons de´ja` remarque´ que χ0,0 = χ0,1 = 0. On obtient donc
s21,2(ε) =
2
3
∞∑
j=2
χ0,j
j − 2α ε
j(M j−2α −N j−2α) (6.3)
et
ε
d
dε
s21,2(ε) =
2
3
∞∑
j=2
j χ0,j
j − 2α ε
j(M j−2α −N j−2α) .
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i) Supposons D suffisamment grand pour que M 6 e1D. On peut utiliser les
formules pre´ce´dentes, ce qui donne
γth(D,M) =
1
2
∞∑
j=2
j χ0,j
j − 2α D
−j(M j−2α −N j−2α)
∞∑
j=2
χ0,j
j − 2α D
−j(M j−2α −N j−2α)
.
En isolant le premier terme de chaque de somme il vient
γth(D,M) =
1
2
2χ0,2D
−2
2(1− α) +
∞∑
j=3
j χ0,j
j − 2α D
−j(M j−2α −N j−2α)
χ0,2D
−2
2(1− α) +
∞∑
j=3
χ0,j
j − 2α D
−j(M j−2α −N j−2α)
.
On factorise nume´rateur et de´nominateur par D−2 pour obtenir :
γth(D,M) =
1
2
2χ0,2
2(1− α) +
∞∑
j=1
(j + 2)χ0,j+2
j + 2− 2α D
−j(M j+2−2α −N j+2−2α)
χ0,2
2(1− α) +
∞∑
j=1
χ0,j+2
j + 2− 2α D
−j(M j+2−2α −N j+2−2α)
.
Ainsi
lim
D→+∞
γth(D,M) =
1
2
2χ0,2
2(1− α)
χ0,2
2(1− α)
= 1 .
ii) La pente calcule´e s’e´crit
γex(D,M) = log
(
s21,2(2D
−1)
s21,2(D
−1)
)
(2 log 2)−1 .
On suppose encore D suffisamment grand pour que 2M 6 e1D. On peut de nouveau
utiliser les formules pre´ce´dentes. En proce´dant comme pour i) on obtient
s21,2(2D
−1)
s21,2(D
−1)
=
4χ0,2
2(1− α) +
∞∑
j=1
2j+2 χ0,j+2
j + 2− 2α D
−j(M j+2−2α −N j+2−2α)
χ0,2
2(1− α) +
∞∑
j=1
χ0,j+2
j + 2− 2α D
−j(M j+2−2α −N j+2−2α)
.
Donc
lim
D→+∞
s21,2(2D
−1)
s21,2(D
−1)
=
4χ0,2
2(1− α)
χ0,2
2(1− α)
= 4 ,
et finalement
lim
D→+∞
γex(D,M) = (log 4)(2 log 2)
−1 = 1 .

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Nous abordons maintenant le proble`me, plus inte´ressant, de fixer D est de laisser
M tendre vers +∞.
Proposition 6.2.2. Sous les hypothe`ses pre´ce´dentes, pour tout D > 1, les pentes
γth(D,M) et γex(D,M) ne tendent pas vers α lorsque M → +∞.
De´monstration. Nous allons calculer exactement la limite de la pente. On ne traite
que le cas γth(D,M). Supposons par commodite´ M
−1 6 D−1 < 2D−1 6 e1N−1.
D’apre`s les hypothe`ses, on peut expliciter s21,2(ε) pour ε ∈ [M−1, e1N−1]. On calcule
a` nouveau (6.2) mais cette fois a` l’aide de l’expression fournie par le troisie`me point
de la page 119. On ve´rifie qu’il est possible d’e´crire, pour de tels ε :
s21,2(ε) = C1 ε
2α + N−2αP (Nε) +
C2
α
(ε2α −M−2α) (6.4)
avec C1, C2 > 0 et P une se´rie entie`re de valuation val(P ) > 2. Plus pre´cise´ment :
C1 =
2
3
K−1∑
i=1
∞∑
j=0
χi,j
j − 2α (e
j−2α
i+1 − ej−2αi ) +
2
3
∞∑
j=2
χ0,j
j − 2α e
j−2α
1
C2 =
2
3
∫ 1
0
g2(t) dt , P (x) = −2
3
∞∑
j=2
χ0,j
j − 2α x
j .
(6.5)
i) On a alors
ε
d
dε
s21,2(ε) = 2αC1 ε
2α +N−2αP˜ (Nε) + 2C2 ε2α
ou` P˜ (x) = xP ′(x) est de meˆme valuation que P puisqu’en particulier val(P ) > 1.
Par suite, et par choix de D :
γth(D,M) =
1
2
2αC1 +D
2αN−2αP˜ (ND−1) + 2C2
C1 +D 2αN−2αP (ND−1) + C2(1−D2αM−2α)/α
On a lim
M→+∞
(1−D2αM−2α) = 1 d’ou`
lim
M→+∞
γth(D,M) =
1
2
2αC1 +D
2αN−2αP˜ (ND−1) + 2C2
C1 +D 2αN−2αP (ND−1) + C2/α

En pratique il peut eˆtre utile de lier M et D, par exemple en imposant M = D.
Le re´sultat suivant est d’ailleurs vrai aussi avec D = kM , k > 1.
Proposition 6.2.3. Avec les notations pre´ce´dentes :
i) lim
M→+∞
γth(M,M) = α +
C2
C1
.
ii) lim
M→+∞
γex(M,M) = α + log
(
1 +
C2
C1
(1− 2−2α)
α
)
(2 log 2)−1.
De´monstration. i) On peut reprendre le re´sultat pre´ce´dent avec D =M , on obtient
γth(M,M) =
1
2
2αC1 +M
2αN−2αP˜ (NM−1) + 2C2
C1 +M 2αN−2αP (NM−1)
.
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E´tant donne´es les valuations de P et P˜ on a
lim
M→+∞
M 2αN−2αP˜ (NM−1) = lim
M→+∞
M 2αN−2αP (NM−1) = 0 .
Donc
lim
M→+∞
γth(M,M) =
1
2
2αC1 + 2C2
C1
= α +
C2
C1
.
ii) La pente calcule´e s’e´crit
γex(M,M) = log
(
s21,2(2M
−1)
s21,2(M
−1)
)
(2 log 2)−1 .
On a
s21,2(2M
−1) =M−2α
(
C12
2α +M 2αN−2αP (2NM−1) +
C2
α
(2 2α − 1))
s21,2(M
−1) =M−2α
(
C1 +M
2αN−2αP (NM−1)
)
.
Puisque val(P ) > 2 alors, comme 2α− 2 < 0,
lim
M→+∞
s21,2(2M
−1)
s21,2(M
−1)
=
C1 2
2α + C2
α
(2 2α − 1)
C1
= 2 2α
(
1 +
C2(1− 2−2α)
αC1
)
.
Ainsi
lim
M→+∞
γex(M,M) = log
(
2 2α
(
1 +
C2(1− 2−2α)
αC1
))
(2 log 2)−1
= α + log
(
1 +
C2
C1
(1− 2−2α)
α
)
(2 log 2)−1 .

On voit ainsi que le comportement de la pente en 0 de la courbe de structure
est assez complexe. Sa valeur de´pend des discre´tisations choisies et de toute fac¸on,
il y a un biais syste´matique : en pratique on n’estime pas α. La pente the´orique est
toujours supe´rieure a` α puisque les quantite´s C1 et C2 sont toujours positives. Ce
n’est pas le seul proble`me. Les formules pre´ce´dentes sont valables a` la limite. Un
calculateur ne fournira pas ces re´sultats. Meˆme si M est assez grand (' 10000) , si
α > 1/2, le terme M 2α−2 n’est plus re´ellement ne´gligeable. Notons a2 le coefficient
de x2 dans P (x). En reprenant les de´monstrations pre´ce´dentes il est facile de montrer
que la pente effectivement fournie par un ordinateur est :
γex(M,M) = α + log

C1 + a2
(
M
2N
)2α−2
+
C2
α
(1− 2−2α)
C1 + a2
(
M
N
)2α−2
 (2 log 2)−1 . (6.6)
Notons que pour N = 1 et M =∞, l’hypothe`se HS entraˆıne formellement
s21,2(ε) ' ε2α + P (ε) .
Puique val(P ) > 2, nous retrouvons le re´sultat the´orique
s1,2(ε) ' εα .
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Nous obtenons ainsi un mode`le simple ou` l’e´valuation de la dimension fractale
du graphe a` partir de la pente en 0 du diagramme logarithmique n’est pas justifie´e.
En fait, il y a dans tous les cas un biais syste´matique qui de´pend de α. Il est clair que
de tels biais ne permettent pas d’exprimer α en fonction des pentes expe´rimentales.
Meˆme si tous les parame`tres de F (excepte´ α) sont connus, la formule 6.6 est peu
maniable. On ne peut donc pas obtenir α a` partir de la pente en 0 du diagramme
logarithmique.
6.2.2. Ordonne´e a` l’origine
On conserve les hypothe`ses du paragraphe pre´ce´dent. Rappelons que les courbes
de q−structure expe´rimentales sont telles que la premie`re valeur discre`te est η1 = 0.
Il n’y a donc pas a` ce niveau de diffe´rence avec la valeur the´orique η = 0. Ainsi,
l’ordonne´e a` l’origine de la courbe de q−structure d’ordre i s’e´crit
Ωi,q = Ti,q(0) = logSi,q(D
−1) =
1
q
logSqi,q(D
−1) .
Pour la version de´terministe, on a
ωi,q = log si,q(D
−1) =
1
q
log sqi,q(D
−1) .
Nous allons e´tudier rapidement le comportement de ω1,2 en fonction de D et
M . On ne recherche pas vraiment une limite the´orique remarquable comme pour les
pentes (quoique), mais plutoˆt une expression approche´e de la valeur calcule´e. Notons
que ces re´sultats serviront par la suite a` l’estimation des parame`tres (cf. chapitre 7).
Les formules et les re´sultats sont tre`s proches de ceux mis en e´vidence pour les
pentes expe´rimentales en 0, du fait de la discre´tisation de ces dernie`res par la corde
entre les deux premiers points. Il suffit de calculer s21,2(D
−1). Par hypothe`ses, les
formules (6.3) et (6.4) sont valides :
− si M 6 e1D (6 D), alors
s21,2(D
−1) =
2
3
∞∑
j=2
χ0,j
j − 2α D
−j(M j−2α −N j−2α) , (6.7)
− si Ne−11 6 D 6M , alors
s21,2(D
−1) = C1D−2α + N−2αP (ND−1) +
C2
α
(D−2α −M−2α) , (6.8)
ou` Ci et P sont de´finis par (6.5).
Si D =M , on a
s21,2(D
−1) ≈M−2α
(
C1 + a2
(
M
N
)2α−2)
,
ou` a2 de´note toujours le coefficient de x
2 dans P . Si α est suffisamment petit, on
peut ne´gliger le second facteur dans la parenthe`se. Cela conduit a`
ω1,2 ≈ −α logM + 1
2
logC1 .
Mais dans tous les cas, ces expressions sont difficiles a` exploiter.
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6.2.3. Crossovers
On suppose ici que θ est affine et que χ satisfait HS. Nous avons vu qu’alors nous
obtenions en fait les restrictions de s21,2 a` la partition de [0, 1] de´finies par les inter-
valles [0, e1M
−1], . . ., [eiM−1, ei+1M−1], . . ., [eKM−1, e1N−1], . . ., [eiN−1, ei+1N−1],
. . . , [eKN
−1, 1] ou`
0 = e0 < e1 < ei < ei+1 < · · · < eK = 1 ,
est une subdivision de [0, 1]. Les nœuds ei induisent donc des changements de com-
portement pour s21,2. Ils se traduisent encore par des transitions sur la courbe de
structure. De tels points sont appele´s crossovers. Ils sont de deux types :
– les crossovers infe´rieurs de´finis par
∀ i ∈ {1, . . . , K} ηi = log
(
eiD
M
)
,
– les crossovers supe´rieurs de´finis par
∀ i ∈ {1, . . . , K} ηi = log
(
eiD
N
)
.
Tous ne sont pas toujours observables. Les crossovers infe´rieurs (resp. supe´rieurs)
sont pre´sents sur le diagramme logarithmique si et seulement si eiM
−1 > D−1
(resp. eiN
−1 > D−1). La borne M e´tant a priori grande, on ne verra ge´ne´ralement
pas les crossovers infe´rieurs. Toutefois,D e´tant lui aussi suffisamment grand, puisque
K > 1, deux points particuliers retiennent notre attention, a` savoir ceux obtenus
pour eK = 1. Nous les appellerons crossovers fondamentaux, et noterons :
η−1 = log
(
D
M
)
η+1 = log
(
D
N
)
.
Le dernier point est particulie`rement inte´ressant : il sera presque toujours obser-
vable et il correspond a` la transition la plus remarquable sur la courbe de structure.
Nous verrons plus en de´tail son roˆle au paragraphe suivant. Remarquons que pour
les fonctions de Weierstrass, un tel point de cassure peut eˆtre observe´ sur les courbes
de structure de´terministes approche´es.
Lorsque d’autres crossovers existent, ils correspondent a` des changements de
comportements de la bosse e´le´mentaire g. Ainsi, lorsque g est de´veloppable en se´rie
entie`re sur des intervalles ]xi, xi+1[⊂ ]−1, 1[ , les points xi vont entraˆıner l’existence
de crossovers. Cela peut eˆtre tre`s inte´ressant pour comprendre la ge´ome´trie de g,
par exemple lorsque xi traduit un changement de re´gularite´. C’est ce qu’on peut
observer avec les bosses trape`ze.
6.2.4. Palier
Nous arrivons a` un point essentiel dans l’analyse de S1,2 : son comportement
pour les grandes valeurs de ε. Pour la fonction de Weierstrass, nous avons montre´
qu’il e´tait possible d’approcher s21,2 par une fonction constante pour ε→ 1 ce qui se
traduisait par un plateau sur la courbe de structure. Pour les fonctions de bosses,
cela va e´galement eˆtre possible et l’erreur commise sera moindre.
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Densite´ uniforme
On suppose ici A = 0 et B = 1/3. Quelle que soit g, en particulier sans l’hy-
pothe`se HS, la fonction χ est constante sur [1,+∞[. Cela entraˆıne l’existence de η+1 .
On note ti,q l’approximation de´terministe de Ti,q de´duite de si,q :
ti,q =
1
q
log sqi,q .
Proposition 6.2.4. La fonction t1,2 est constante sur l’intervalle [η
+
1 , ηmax] et
vaut pi1,2, avec η
+
1 = log(DN
−1), ηmax = log(D) et
pi1,2 =
1
2
log
(
4
3
( M∑
n=N
1
n 2α+1
)(∫ 1
0
g2(u) du
))
. (6.9)
De´monstration. Soit η ∈ [η+1 , ηmax]. Alors η = log(Dε) avec ε ∈ [N−1, 1]. Pour de
tels ε nous avons
s21,2(ε) =
2
3
M∑
n=N
χ(K)(nε)
n 2α+1
.
Mais pour tout x > 1
χ(K)(x) = 2
∫ 1
0
g2(u) du ,
donc, puisque nε > 1 :
s21,2(ε) =
4
3
(∫ 1
0
g2(u) du
)( M∑
n=N
1
n 2α+1
)
.
D’ou` le re´sultat en revenant a` t1,2. 
Ainsi, a` partir du crossover fondamental la courbe de structure de´terministe
est horizontale : nous observons un palier. Cette proprie´te´ caracte´ristique sera a` la
base de la construction d’estimateurs pour les parame`tres du mode`le. Notons que si
N = 1 le palier n’est pas observable (il est re´duit a` un point) puisqu’alors η+1 = ηmax.
On peut se demander ce qu’il advient pour sq1,q , q quelconque. Le proble`me est
qu’il est presque impossible de de´terminer une approximation de´terministe de sq1,q
pour q > 2. Toutefois, expe´rimentalement, les courbes de q−structure paraissent
toutes paralle`les entre elles. Aussi, heuristiquement, on doit observer un palier pour
chacune d’elle. Nous allons pre´ciser ce fait pour q = 4.
Par choix de ν, les variables Vn(t, ε) sont inde´pendantes et centre´es. En proce´dant
de la meˆme manie`re qu’a` la section 6.1, on montre que
∀ ε > 0 s41,4(ε) =
2
3
M∑
n=N
a4n
n
χ4(nε) +
4
9
M∑
n,m=N
n6=m
(anam)
2
nm
χ2(nε)χ2(mε) ,
ou`, pour q > 0 :
∀x ∈ [0,+∞[ χq(x) =
∫ 1
−x
|g(u)− g(u+ 2x)|q du .
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Pour x > 1, on a toujours
χq(x) = 2
∫ 1
0
gq(u) du ,
ainsi, pour tout ε ∈ [N−1, 1] :
s41,4(ε) =
4
3
(
∫ 1
0
g4(u) du)
M∑
n=N
1
n4α+1
+
16
9
(∫ 1
0
g2(u) du
)2 M∑
n,m=N
n6=m
1
(nm)2α+1
.
On e´crit alors
M∑
n,m=N
n6=m
1
(nm)2α+1
=
( M∑
n=N
1
n2α+1
)2
−
M∑
n=N
1
n4α+2
pour obtenir une expression de´finitive de s41,4(ε). On obtient finalement, sur la courbe
de 4−structure, un palier sur [η+1 , ηmax] valant
pi1,4 =
1
4
log s41,4(1) .
Cette valeur est toutefois moins simple que celle trouve´e pour pi1,2 et de fait, moins
utilisable.
Si on choisit une autre densite´ ν, le re´sultat pre´ce´dent est faux : s21,2(ε) n’est
plus constante pour les grandes valeurs de ε. Toutefois, contrairement a` la fonction
de Weierstrass, on constate toujours de faibles variations. Cela peut nous inciter
a` conside´rer, en pratique, que l’on a toujours un palier caracte´ristique. Pour cette
approximation, on va remplacer les fonctions de ε pre´sentent par leur moyenne sur
l’intervalle en question.Les paragraphes suivants pre´sentent deux exemples.
Densite´ affine
On a dans ce cas, pour tout ε ∈ [N−1, 1] :
s21,2(ε) = (A+ 2B)
M∑
n=N
χK(nε)
n2α+1
+ 16A2
(∫ 1
0
g(u) du
)2(( M∑
n=N
1
nα+1
)2
−
M∑
n=N
1
n2α+2
)
ε2 .
On remplace ε2 par sa valeur moyenne sur [N−1, 1] :
1
1−N−1
∫ 1
N−1
ε2 dε =
1
3
(
1 +
1
N
+
1
N2
)
≈ 1
3
.
On retient donc l’approximation
s21,2(ε) = (2A+ 4B)(
∫ 1
0
g2(u) du)
( M∑
n=N
1
n 2α+1
)
+
16
3
A2
(∫ 1
0
g(u) du
)2(( M∑
n=N
1
nα+1
)2
−
M∑
n=N
1
n2α+2
)
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pour obtenir, sur η ∈ [η+1 , ηmax], un palier approche´ e´gal a`
pi1,2 =
1
2
log s21,2(1) .
Densite´ exponentielle
Il faut calculer s21,2(ε) : nous ne le faisons que pour ε grand. On peut remarquer
que, comme pour la fonction χ, on a des simplifications pour x > 1 :
χn(x) = 2 cosh
(
Bx
n
)∫ 1
0
g(u)2 cosh
(
Bu
n
)
du .
Supposons ε ∈ [N−1, 1]. On a alors
s21,2(ε) =
4A
B
(eB − 1) cosh(Bε)
M∑
n=N
1
n2α+1
∫ 1
0
g(u)2 cosh
(
Bu
n
)
du
+
8A2
B
(e2B − 1) sinh2(ε)
(( M∑
n=N
un
nα+1
)2
−
M∑
n=N
(
un
nα+1
)2)
.
On remplace cosh et sinh2 par leur valeur moyenne sur [N−1, 1] :
1
1−N−1
∫ 1
N−1
cosh(Bε) dε =
sinh(B)− sinh(BN−1)
B(1−N−1) ≈
sinh(B)
B
1
1−N−1
∫ 1
N−1
sinh2(ε) dε ≈ sinh(2)− 2
4
.
Ensuite, si N est assez grand, on approche cosh(Bu/n) par 1 pour finalement conser-
ver :
s21,2(ε) =
4A
B2
(eB − 1) sinh(B)
(∫ 1
0
g2(u) du
)( M∑
n=N
1
n 2α+1
)
+
2A2
B
(e2B − 1)(sinh(2)− 2)
(∫ 1
0
g(u) du
)2(( M∑
n=N
1
nα+1
)2
−
M∑
n=N
1
n2α+2
)
.
Pour η ∈ [η+1 , ηmax], on obtient donc le palier pi1,2 correspondant. On notera la
similitude avec les densite´s affines, en particulier l’existence du meˆme crossover fon-
damental η+1 .
Meˆme si ν est affine, on observe un vrai palier uniquement pour ν uniforme. Pour
cela, il est en effet ne´cessaire que l’accroissement de F soit centre´. Pour contourner
ce proble`me, on dispose de deux me´thodes :
− une me´thode douce : modifier la fonction de structure pour travailler avec
autre chose que l’accroissement de F ,
− une me´thode forte : modifier la de´finition de F pour obliger ses accroissements
a` eˆtre centre´s.
La section suivante pre´sente la premie`re me´thode ; la seconde sera vue apre`s.
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6.3. Fonctions de structure d’ordre 2
Nous allons donner une formule pour s22,2 et analyser rapidement la courbe de
structure correspondante. Nous verrons que les calculs sont plus difficiles a` mener a`
bien mais qu’un point remarquable justifie l’utilisation de la courbe de 2−structure
en pratique. Fort du travail de´ja` fait, nous nous contenterons de mettre en e´vidence
les points particulie`rement importants. Commenc¸ons par une formule ge´ne´rale.
6.3.1. Fonction de structure de´terministe
Il faut e´tudier l’accroissement e´le´mentaire d’ordre 2 de g :
Vn(t, ε) = g(n(t+ ε−Xn)) + g(n(t− ε−Xn))− 2 g(n(t−Xn)) .
Il faut calculer E(Vn(t, ε)) et E(Vn(t, ε)2). Nous allons nous limiter au cas usuel ou`
θ est affine et a` support [−1, 2]. On a alors le fait suivant :
Lemme 6.3.1. Quelque soient les parame`tres A et B, pour tout n > 1, pour tout
ε > 0 et tout t ∈ [0, 1], les variables Vn(t, ε) sont centre´es.
De´monstration. On a de´ja` obtenu
E(Yn(t)) =
2A t+ 2B
n
∫ 1
0
g(u) du .
On a E(Vn(t, ε)) = E(Yn(t+ ε))+E(Yn(t− ε))− 2E(Yn(t)) ce qui permet de ve´rifier
que E(Vn(t, ε)) = 0. 
Contrairement a` la fonction de structure s21,2, on a donc une formule toujours
simplifie´e, meˆme si A 6= 0. C’est la me´thode douce dont nous parlions. En fait, c’est
l’une des raisons majeure qui nous a conduit a` introduire et utiliser les fonctions de
structure d’ordre 2. On a
s22,2(ε) =
M∑
n=N
a2n
∫ 1
0
E(Vn(t, ε)2) dt .
Il reste donc a` calculer E(Vn(t, ε)2). Pour cela introduisons la fonction
ϕn,ε(t) = |g(n(t+ ε)) + g(n(t− ε))− 2 g(nt)| .
Elle est paire, nulle en dehors de [−ε− 1/n, ε+ 1/n] et Vn(t, ε)2 = ϕ2n,ε(t−Xn). On
peut proce´der exactement comme a` la section 6.1. On obtient
E(Vn(t, ε)2) = (2A t+ 2B)
∫ ε+1/n
0
ϕ2n,ε(v) dv
et donc ∫ b
a
E(Vn(t, ε)2) dt = (b− a)(A(a+ b) + 2B)
∫ ε+1/n
0
ϕ2n,ε(v) dv .
Un simple changement de variable permet d’e´crire∫ ε+1/n
0
ϕ2n,ε(v) dv =
1
n
∫ 1
−nε
|g(u) + g(u+ 2nε)− 2g(u+ nε)|2 du .
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On introduit alors la fonction χ˜ de´finie par
∀x ∈ [0,+∞[ χ˜(x) =
∫ 1
−x
|g(u) + g(u+ 2x)− 2 g(u+ x)|2 du
de sorte que ∫ b
a
E(Vn(t, ε)2) dt = (b− a)(A(a+ b) + 2B) χ˜(nε)
n
.
En regroupant tous les calculs, on arrive finalement a` l’expression suivante :
∀ ε > 0 s22,2(ε) = (A(a+ b) + 2B)
M∑
n=N
a2n
n
χ˜(nε) . (6.10)
Encore une fois, cette fonction de´pend de l’intervalle [a, b] sauf pour A = 0,
c’est-a`-dire lorsque la distribution est uniforme sur [−1, 2]. Mais dans tous les cas,
son expression est tre`s simple (comparer avec (6.1) page 117). Dans toute la suite
[a, b] = [0, 1].
Finalement, il suffit de de´terminer la fonction χ˜, qui ne de´pend que de g. C’est
ici que les calculs explicites deviennent pe´nibles. S’il est de´ja` difficile de de´terminer
la fonction χ, il est presque impossible de le faire pour χ˜. Mentionnons toutefois le
re´sultat ge´ne´ral suivant :
Lemme 6.3.2. Pour toute bosse e´le´mentaire g, χ˜ est constante sur [2,+∞[ et
∀x > 2 χ˜(x) = 6
∫ 1
0
g2(v) dv .
De´monstration. Supposons x > 2. Alors pour tout u tel que −x 6 u 6 1 on a
1 6 x 6 u + 2x. Puisque g a pour support [−1, 1], g(u + 2x) = 0 et on obtient
successivement, en utilisant cet argument :
χ˜(x) =
∫ 1
−x
|g(u)− 2 g(u+ x)|2 du
=
∫ −1
−x
|g(u)− 2 g(u+ x)|2 du+
∫ 1
−1
|g(u)− 2 g(u+ x)|2 du
= 4
∫ −1
−x
|g(u+ x)|2 du+
∫ 1
−1
|g(u)|2 du = 6
∫ 1
0
g2(v) dv .

Il suffit donc de connaˆıtre la fonction χ˜ sur l’intervalle [0, 1]. Sous l’hypothe`se
HS, on peut suivre exactement la meˆme de´marche pour e´tudier s
2
2,2 et s
2
1,2. Il n’est
pas ne´cessaire de de´tailler ce point.
6.3.2. Courbe de structure d’ordre 2
La courbe de structure obtenue a` partir de s22,2 posse`de les meˆmes caracte´ristiques
que celle de´duite de s21,2. Pre´cisons les points importants. On suppose toujours que
ν admet une densite´ affine.
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6.3.2.1. Pentes et ordonne´es a` l’origine
Une fois de plus, les pentes γth(D,M) et γex(D,M) ne tendent pas vers α lorsque
M → +∞. On peut de´terminer leur expression pre´cise sous l’hypothe`se HS, mais
elle est encore moins maniable ! De meˆme, les expressions de ω2,2 sont en pratique
inutilisables.
6.3.2.2. Crossover fondamental
Des crossovers sont e´galement observables sur le diagramme logarithmique d’ordre
2. En particulier le fait que, quelle que soit g, la fonction χ˜ soit constante sur [2,+∞[ ,
entraˆıne l’existence du crossover fondamental η+2 . Il correspond a` l’abscisse
η+2 = log
(
2D
N
)
.
De meˆme, on a le point infe´rieur
η−2 = log
(
2D
M
)
.
6.3.2.3. Palier
On de´montre de manie`re analogue a` la proposition 6.2.4 le re´sultat suivant :
Proposition 6.3.3. La fonction t2,2 est constante sur l’intervalle [η
+
2 , ηmax] et
vaut pi2,2, avec η
+
2 = log(2DN
−1), ηmax = log(D) et
pi2,2 =
1
2
log
(
6(A+ 2B)
( M∑
n=N
1
n 2α+1
)(∫ 1
0
g2(u) du
))
. (6.11)
Ainsi, a` partir du crossover fondamental la courbe de structure de´terministe est
horizontale : nous observons a` nouveau un palier. Cette proprie´te´ caracte´ristique
servira elle aussi a` la construction d’estimateurs pour les parame`tres du mode`le.
Cette nouvelle courbe de structure pre´sente ainsi un grand avantage : elle posse`de
un palier meˆme si ν n’est pas uniforme.
Lorsque ν est uniforme, on obtient
pi2,2 =
1
2
log
(
4
( M∑
n=N
1
n 2α+1
)(∫ 1
0
g2(u) du
))
.
On a donc la relation
pi2,2 − pi1,2 = log 3
2
(6.12)
Notons que si N 6 2 le palier n’est pas observable puisqu’alors η+2 = ηmax.
6.4. Parame`tres optionnels
Nous l’avons dit, le mode`le standard est suffisamment riche pour les applications.
On peut toutefois lui reprocher des lacunes. Une particulie`rement geˆnante est la
positivite´ de F . Nous verrons au chapitre 8 comment tenir compte de ce proble`me.
Au dela` d’une difficulte´ technique, on peut penser qu’il est ne´cessaire de disposer
d’un mode`le signe´. La fac¸on la plus naturelle de modifier en conse´quence la se´rie F
est de rendre les amplitudes ale´atoires. Ceci est en dehors du cadre de cet ouvrage,
mais beaucoup des re´sultats pre´ce´dents restent vrais avec ce mode`le plus ge´ne´ral.
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Un autre proble`me de re´alisme est l’influence des premie`res bosses dont le support
trop large donne une apparence artificielle au graphe. En tronquant la se´rie a` partir
de N0 pour N0 suffisamment grand on e´vite ce phe´nome`ne. Une autre manie`re de
proce´der est de conside´rer une bosse g de support inclus dans [−1, 1] assez petit.
Ces modifications ne changent pas les re´sultats the´oriques, notamment la dimen-
sion fractale du graphe qui est toujours essentiellement controˆle´e par α. Elles ont
par contre des re´percussions sur les diagrammes logarithmiques, notamment sur les
paliers, mais il est possible de les controˆler. Explicitons ces modifications sur les
courbes de structure. On note toujours F la fonction de bosses usuelle donne´e par
(1.7) page 35 et F˜ la meˆme fonction, seulement modifie´e par l’ajout du parame`tre
optionnel supple´mentaire conside´re´. Ainsi, dans ce qui suit :
Les quantite´s tilde´es (resp. non tilde´es) sont relatives a` la se´rie F˜ (resp. F ).
6.4.1. Constante d’ajustement
En pratique, pour des proble`mes d’e´chelle, on doit pouvoir conside´rer la fonction
homothe´tique F˜ = C ·F , (C > 0). Une telle ope´ration a pour seul effet de translater
les courbes de structure de F . En effet, on a imme´diatement le re´sultat ge´ne´ral
suivant :
Lemme 6.4.1. Soit q > 0. Pour tout C,C ′ ∈ R, on a l’e´galite´ suivante entre
ope´rateurs :
Si,q(Cf + C
′) = |C|Si,q(f) (i ∈ {1, 2}).
On peut avec ce lemme passer facilement des courbes de structure de f a` sa trans-
forme´e C ·f +C ′. Cette relation d’homoge´ne´ite´ est encore un avantage des fonctions
de structure.
L’approximation de´terministe s˜ 2i,2 des fonctions de structure s’e´crit donc
∀ ε > 0 s˜ 2i,2(ε) = |C|2 s2i,2(ε) .
En passant au logarithme, on a ainsi
∀ η > 0 t˜i,2(η) = 1
2
log s˜ 2i,2(ε) = ti,2(η) + log |C| ,
de sorte que les courbes associe´es se de´duisent par translation de vecteur log |C|.
Ainsi, ni la pente en 0, ni les crossovers ne sont affecte´s. Les paliers sont toujours
pre´sents mais ont une nouvelle valeur pii,q donne´e par
pii,q = pii,q + log |C| . (6.13)
6.4.2. Re´duction du support
Par de´finition, g a pour support [−1, 1]. Si la distribution des Xn a e´te´ choisie
pour e´viter des proble`mes de bord, il est facile de voir que le point essentiel est
g(t) = 0 pour |t| > 1. Ainsi, les re´sultats de´ja` e´tablis demeurent sous l’hypothe`se
g nulle sur [1,+∞[ , sans pre´cision du support. Sous cette condition, comme g est
paire et de´croissante sur R+, son support est un intervalle compact centre´ en 0 et
inclus dans [−1, 1]. On introduit alors un nouveau parame`tre S ∈ ]0, 1] de´fini par
Supp(g) = [−S, S] ⊂ [−1, 1] .
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On a encore
S = sup{t ∈ R+ : g(t) 6= 0} = inf{t ∈ R+ : g(t) = 0} .
Les courbes de structure sont assez sensibles a` ce nouveau parame`tre. On suppose
dans la suite que ν posse`de une densite´ affine et on s’inte´resse uniquement a` S1,2.
On note gS la nouvelle bosse e´le´mentaire. On a ainsi gS(t) = g(S
−1t) et on e´tudie
F˜ (t) =
M∑
n=N
n−αgS(n(t−Xn)) .
Les crossovers et le palier sont encore pre´sents, mais avec de nouvelles valeurs.
Les conside´rations de support et de parite´ de la section 6.1 sont toujours vraies. Le
seul changement dans ces formules va provenir de χ, ou` seule g intervient, et de
l’inte´grale de g2. On doit donc de´terminer une nouvelle fonction χS en posant
∀x > 0 χS(x) =
∫ 1
−x
|gS(u)− gS(u+ 2x)|2 du .
On peut exprimer cette fonction en fonction de χ = χ1 (associe´e a` F ) :
Lemme 6.4.2. Pour toute bosse e´le´mentaire g et tout S ∈ ]0, 1] :
∀x > 0 χS(x) = S · χ(S−1x) .
De´monstration. Soit x > 0. Puisque gS(u) = 0 pour u > S, on a :
χS(x) =
∫ S
−x
|gS(u)− gS(u+ 2x)|2 du =
∫ S
−x
∣∣g(S−1u)− g(S−1(u+ 2x))∣∣2 du .
Un simple changement de variable fournit
χS(x) = S
∫ 1
−S−1x
∣∣g(v)− g(u+ 2S−1x)∣∣2 du .
D’ou` la relation annonce´e d’apre`s la de´finition de χ. 
Les proprie´te´s de χS se de´duisent donc facilement de celles de χ par conjugaison
par l’homothe´tie de rapport S. On a en particulier
∀x > S χS(x) = 2S
∫ 1
0
g2(u) du .
On a de plus ∫ 1
0
gS(u) du =
∫ S
0
g(S−1u) du = S
∫ 1
0
g(v) dv ,
ce qui permet d’obtenir l’expression de s˜ 21,2 dans ce cas :
∀ ε > 0 s˜ 21,2(ε) =(A(a+ b) + 2B)S
M∑
n=N
a2n
n
χ(S−1nε)
+ 16A2S 2ε2
(∫ 1
0
g(u) du
)2(( M∑
n=N
an
n
)2
−
M∑
n=N
(
an
n
)2)
.
Pour obtenir une expression plus pre´cise de s˜ 21,2 on peut faire l’hypothe`se HS.
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On peut pre´ciser la valeur des deux quantite´s fondamentales η˜+1 et pi1,2. On
suppose que ν est la loi uniforme sur [−1, 2]. La de´monstration est analogue a` celle
de la proposition 6.2.4.
Proposition 6.4.3. La fonction t˜1,2 est constante sur l’intervalle [η˜
+
1 , ηmax] et
vaut pi1,2, avec η˜
+
1 = log(SDN
−1), ηmax = log(D) et
pi1,2 =
1
2
log
(
4
3
S
( M∑
n=N
1
n 2α+1
)(∫ 1
0
g2(u) du
))
.
En supposant S > N/D le crossover fondamental η˜+1 est visible : a` partir de ce
point on observe un palier de hauteur pi1,2. On a :η˜
+
1 = η
+
1 + logS
pi1,2 = pi1,2 +
1
2
logS
Lorsque S diminue, le crossover η˜+1 se rapproche de 0, le palier devient alors la
partie essentielle de la courbe. Il faut noter l’analogie avec (6.13). En pratique la
hauteur du palier ne permet pas de de´cider des valeurs des parame`tres optionnels.
Il faut regarder l’abscisse du crossover.
6.4.3. Amplitudes ale´atoires
On se donne une suite (An)n>1 de variables ale´atoires inde´pendantes, inde´pen-
dantes de la suite (Xn)n>1, identiquement distribue´es selon la loi µ. On conside`re
alors la fonction
F˜ (t) =
M∑
n=N
An n
−αg(n(t−Xn))
ou` g a de nouveau pour support [−1, 1]. On ne donne pas ici de conditions d’exis-
tence d’un tel mode`le.
Le cas ou` (An)n>1 est une suite constante a` e´te´ vu au § 6.4.1. De fac¸on ge´ne´rale,
on va pouvoir se ramener aux modifications pre´ce´dentes. On suppose chaque An
centre´e, de variance finie σ2 = E(A2n) > 0. On a donc
E(An n−α g(n(t−Xn))) = E(An)E(n−α g(n(t−Xn))) = 0 .
On a ainsi une fac¸on artificielle d’obtenir une fonction de bosses avec un terme
ge´ne´ral d’espe´rance nulle, et ce quelque soit la loi ν. C’est la me´thode radicale dont
nous parlions (cf. page 129). Cela simplifie le calcul des fonctions de structure. On
peut en effet reprendre les calculs faits a` la section 6.1. On obtient la nouvelle
expression s˜ 21,2(ε) dans le cas ou` ν admet une densite´ affine :
∀ ε > 0 s˜ 21,2(ε) = (A(a+ b) + 2B)σ2
M∑
n=N
a2n
n
χ(nε) .
On voit donc qu’elle se de´duit de celle du mode`le standard par une multiplication
par σ2. Tout se passe donc comme si on avait conside´re´ le mode`le ajuste´ par une
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constante e´tudie´ au § 6.4.1. Ainsi les crossovers restent inchange´s et la palier pi1,2 a
pour nouvelle valeur
pi1,2 = pi1,2 + log σ
2 .
Cela rend donc tre`s difficile la de´termination conjointe de σ2 et C.
6.5. Exemple
Pour conclure ce chapitre nous pre´sentons l’exemple de la fonction de bosses
standard F associe´e aux parame`tres N = 100, M = 10000, avec pour g la bosse
triangle et pour ν la loi uniforme sur [−1, 2]. On choisit D = Ndisc =M .
6.5.1. Fonction χ
La bosse e´le´mentaire g satisfait l’hypothe`se HS. La subdivision {ei}Ki=0 est de´finie
par e0 = 0, e1 = 1/2 et e2 = 1. On obtient l’expression suivante pour la fonction χ :
χ(x) =

χ(0)(x) = 4x2 − 4x3 si x ∈ [0, 1/2]
χ(1)(x) = −2
3
+ 4x− 4x2 + 4
3
x3 si x ∈ [1/2, 1]
χ(2)(x) =
2
3
si x ∈ [1,+∞[
Les se´ries entie`res χ(i) sont toutes des polynoˆmes.
6.5.2. Courbes de structure
On choisit par exemple α = 0.8. On trace la courbe de 2−structure d’ordre 1 et
son approximation de´terministe (voir Fig. 6.1). Les crossovers sont donne´s par
η−1 = 0 et η
+
1 = 2 .
Le premier n’est donc pas observable. Le palier the´orique a` pour valeur
pi1,2 = −1.8765 .
Comme pour les fonctions de Weierstrass, les courbes sont indiscernables pour
les petites valeurs de ε, mais elles le sont aussi pour ε grand. Il n’y a plus de fortes
oscillations autour du palier.
Fig. 6.1. Courbe de 2−structure d’ordre 1 de F . En rouge : une
courbe ale´atoire. En bleu : l’approximation de´terministe.
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6.5.3. Pentes estime´es
Nous allons maintenant faire varier le parame`tre α. L’hypothe`se sur Ndisc permet
d’utiliser la proposition 6.2.3 et la formule (6.6). Les pentes sont calcule´es a` l’aide
des quantite´s suivantes :
C2 =
2
9
, a2 =
4/3
α− 1
et C1 =
2 2α+1
3
(
−2/3
2α
− 2
1− 2α +
2
2− 2α −
2/3
3− 2α
)
+
2
3
(
2/3
2α
+
4
1− 2α −
4
2− 2α +
4/3
3− 2α
)
.
On trace d’abord la fonction α 7→ γth(α) (voir Fig. 6.2). Elle est croissante,
convexe, et ve´rifie γth(α) > α avec
lim
α→0
γth(α) =
3
11− 6 ln 2 ≈ 0.4385 et limα→1 γth(α) = 1 .
Pour obtenir les pentes effectivement calcule´es, on trace ensuite la fonction α 7→
γex(α) (voir Fig. 6.2). Elle de´pend du rapportM/N . Elle est croissante et admet un
point d’inflexion pour α = 1/2. On voit que la valeur fournie n’est jamais une bonne
approximation de α. La valeur minimale est 0.3424, la valeur maximale 0.8624. Pour
ve´rifier la validite´ de la formule (6.6), on a trace´ en vert le graphe de la meˆme fonction
obtenue a` partir de simulations informatiques. Pour chaque valeur de α, 100 tirages
ale´atoires sont effectue´s et on garde la valeur moyenne de la pente en 0 obtenue.
Les deux courbes sont presque identiques. La valeur minimale est 0.3313, la valeur
maximale 0.8716.
Fig. 6.2. Pentes a` l’origine expe´rimentales the´orique γth (a` gauche)
et calcule´e γex (a` droite) en fonction de α. On a aussi trace´ en bleu la
premie`re bissectrice.
6.5.4. Spectre de structure
Pour le mode`le the´orique e´tudie´ ici, (N = 1 etM =∞), nous pouvons appliquer
la proposition 3.7.14 : tous les coefficients de structure σ(q) sont e´gaux au parame`tre
α. On peut donc s’attendre, a` l’instar des fonctions de Weierstrass, a` ce que les
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fonctions Si,q ve´rifient la relation (5.10). Pour cela, observons la meˆme gamme du
spectre de structure d’ordre 1 pour F (voir Fig. 6.3). Les courbes sont «a` peu pre`s»
paralle`les entre elles.
Fig. 6.3. Courbes de q−structure d’ordre 1 de F pour q appartenant
a` {0, 0.5, 1, 2, 4, 10,∞} (de bas en haut).
Il n’est pas utile de connaˆıtre tout le spectre si l’on s’inte´resse uniquement a` la
pente a` l’origine ou a` l’emplacement des crossovers. Par contre, il existe une suite
de valeurs pii,q correspondant aux diffe´rents paliers obtenus pour les grandes valeurs
de η (ou de ε). En effet, la relation (5.10), si elle est vraie, doit eˆtre e´galement
ve´rifie´e en moyenne. Ainsi, les caracte´ristiques mises en e´vidences pour les courbes
de 2−structure sont vraies pour toutes les valeurs de q (comme nous l’avions signale´
pour q = 4).
CHAPITRE 7
Fonctions de bosses : estimation des parame`tres
7.1. Pre´liminaires
Nous essayons ici de construire des estimateurs performants sur le plan the´orique
et surtout faciles a` mettre en œuvre pratiquement. Disposant d’un seul tirage ale´a-
toire de F , comment estimer N , M , α, g ? Le mot estimateur est a` prendre au
sens faible. Il n’est pas ici question de re´aliser une vraie analyse statistique (biais,
consistance, asymptotique,...) mais de mettre en e´vidence des quantite´s permet-
tant concre`tement d’obtenir des valeurs approche´es acceptables des parame`tres.
Ces quantite´s pourront eˆtre utilise´es ulte´rieurement pour e´laborer de vrais esti-
mateurs statistiques. Nous nous limitons aux mode`les a` densite´ affine, suffisamment
riches pour les applications. Certains re´sultats peuvent toutefois eˆtre ge´ne´ralise´s
aux mode`les a` densite´ de type exponentielle. Les courbes de structure e´tudie´es au
chapitre pre´ce´dent seront un outil essentiel. D’autres proprie´te´s seront mises en
e´vidence. L’accent est de´ja` mis sur des proble`mes pratiques comme la simple pro-
grammation de F et la question des discre´tisations.
7.1.1. Le mode`le
Dans ce chapitre et les suivants, nous allons e´tudier les fonctions de bosses de la
forme
F (t) = C
M∑
n=N
n−αgS(n(t−Xn)) (7.1)
ou` gS est de´finie page 134, les Xn suivant une loi commune ν qui admet une densite´
affine supporte´e par [−1, 2]. Ces fonctions seront utilise´es comme mode`le de signaux,
c’est pourquoi on a conserve´ beaucoup de parame`tres. Le mode`le est d’autant plus
riche qu’il y a de parame`tres variables, mais leur estimation en est rendue plus dif-
ficile. En fin de compte, on souhaite pouvoir estimer tous les parame`tres pre´ce´dents
a` partir d’un petit nombre de donne´es expe´rimentales.
Par choix de ν, les fonctions pre´ce´dentes ont toutes un support inclus dans [−2, 3].
On suppose ainsi donne´e une discre´tisation de F relativement a` une subdivision
re´gulie`re {si}5Ndisci=1 de [−2, 3] et on note {ti}Ndisci=1 (resp. {ui}3Ndisci=1 ) la sous-subdivision
de {si} relative a` [0, 1] (resp. [−1, 2]). On a donc Ndisc points de discre´tisation sur
[0, 1] : on supposera naturellement Ndisc assez grand.
Dans ces conditions, on pose la question suivante : comment identifier totalement
F connaissant uniquement le nuage de points {(si, F (si))} ?
Nous allons construire des estimateurs des diffe´rents parame`tres. Pour cela de
nombreuses donne´es interme´diaires seront ne´cessaires.
139
140 7. FONCTIONS DE BOSSES : ESTIMATION DES PARAME`TRES
7.1.2. Proble`mes de discre´tisation
Il faut commencer par un fait important. La discre´tisation de la variable t
empeˆche de voir les bosses gS(n(t − Xn)) si n est grand. En effet, une telle fonc-
tion a un support de largeur 2S/n. Le pas de la subdivision e´tant N−1disc, lorsque
2S/n < N−1disc, il est possible que ledit support «tombe» entre deux points conse´cutifs
si et si+1. Dans ce cas, la bosse de rang n est discre´tise´e par la fonction nulle et
n’apparaˆıt pas dans la somme F . Une telle bosse contribue effectivement a` F si son
centre Xn appartient a` un voisinage d’un point si ∈ [−1, 2]. Ainsi, si M est grand
par rapport a` Ndisc, ou si S est proche de 0, la fonction que l’on imple´mente est
F̂ (t) = C
[2SNdisc]∑
n=N
n−αgS(n(t−Xn)) + C
M∑
[2SNdisc]+1
n−αgS(n(t−Xn))Tn
ou` les Tn sont des variables ale´atoires inde´pendantes de loi de Bernouilli de parame`tre
E(Tn) = P (∃ i ∈ {1, . . . , 3Ndisc} tel queXn ∈ [ui − S/n, ui + S/n]) .
On a E(Tn) = (2SNdisc)/n de sorte que les termes de la somme de droite vont
avoir tendance a` eˆtre de plus en plus ignore´s dans F . On obtient une fonction tre`s
diffe´rente de l’originale (voir Fig. 7.1).
Fig. 7.1. Graphe de la fonction de bosses F avec N = 100, M =
10000 et S = 1, pour diffe´rentes subdivisions. Ndisc ∈ {100, 500, 5000}
(de haut en bas).
7.1. PRE´LIMINAIRES 141
Ainsi, en pratique, il n’est pas justifie´ de pouvoir prendreM (resp. S) aussi grand
(resp. petit) que l’on veut. Bien qu’il soit possible de quantifier ces phe´nome`nes, il
peut eˆtre tout aussi simple de limiter M et S une fois Ndisc donne´. Ce choix pose
toutefois un proble`me dans l’estimation de ces parame`tres.
Le nombre Ndisc est une donne´e inflexible du proble`me de´pendant de la me´thode
d’acquisition des donne´es, par exemple de la pre´cision de l’appareil de mesure. Le
signal obtenu est de ce point de vue une de´formation du signal the´orique. Cela pose
aussi des proble`mes dans l’e´valuation de la dimension fractale du graphe de F . Si
Ndisc est trop petit, le signal discre´tise´ est trop re´gulier et sa dimension expe´rimentale
sera proche de 1. Heureusement, certaines quantite´s restent fiables. On constate pour
les fonctions de bosses que la re´solution affecte conside´rablement la localisation des
valeurs extreˆmes, des pics, mais que la valeur moyenne du signal semble par contre
peu sensible a` la re´solution.
7.1.3. Relations de base
Avant de voir comment estimer les diffe´rents parame`tres du mode`le, nous al-
lons rassembler des relations, pour la plupart vues (ou sugge´re´es) dans les cha-
pitres pre´ce´dents, reliant les diffe´rents parame`tres du mode`le. Elles permettront de
construire les estimateurs. Elles font naturellement intervenir :
− les moments d’ordre q de g :
∀ q > 0 µq =
∫ 1
0
gq(t) dt ,
pour lesquels on a toujours 0 6 µq 6 1 et µ0 = 1.
− les sommes partielles :
∀ p, q > 0 Σp,q =
M∑
n=N
1
np+qα
,
pour lesquelles on a l’approximation
Σp,q ≈ M
1−p−qα −N1−p−qα
1− p− qα .
Nous avons de´ja` vu les proprie´te´s d’inte´grabilite´ de F : elle est inte´grable sur R et
son inte´grale I n’est pas ale´atoire. On ve´rifie qu’elle s’e´crit
I =
∫
R
F (t) dt = 2CS µ1Σ1,1 . (7.2)
Les courbes de 2−structure d’ordre 1 et 2 fournissent les quantite´s suivantes :
− les crossovers fondamentaux :
η−1 = log
(
SNdisc
M
)
et η+1 = log
(
SNdisc
N
)
,
η−2 = log
(
2SNdisc
M
)
et η+2 = log
(
2SNdisc
N
)
.
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− les paliers :
10 2pi1,2 = 2(A+ 2B)C2S µ2Σ1,2 +
16
3
(ACS)2µ21 (Σ
2
1,1 − Σ2,2) , (7.3)
10 2pi2,2 = 6(A+ 2B)C2S µ2Σ1,2 . (7.4)
Rappelons que lorsque ν est uniforme on a :
pi2,2 − pi1,2 = log 3
2
.
Toujours dans ce cas particulier, on a :
10 4pi1,4 =
4
3
C4S µ4Σ1,4 +
16
3
C4S2 µ22 (Σ
2
1,2 − Σ2,4) .
Nous n’avons pas fait d’hypothe`ses supple´mentaires sur les diffe´rents parame`tres,
en particulier nous n’avons pas e´carte´ le cas ou` certains seraient lie´s entre eux. Pour
diverses raisons, on peut par exemple conside´rer la classe des fonctions F pour
lesquelles M = 10N . De telles relations peuvent rendre les e´quations pre´ce´dentes
triviales ou, au contraire, plus inte´ressantes en les combinant judicieusement. Il s’agit
de pre´ciser les hypothe`ses sur les parame`tres.
7.1.4. Les diffe´rents parame`tres
Il y a beaucoup de parame`tres dans notre mode`le. On peut chercher d’autres re-
lations que les pre´ce´dentes et espe´rer obtenir un syste`me permettant de de´terminer,
au moins nume´riquement, tous les parame`tres. Malheureusement de tels syste`mes
sont difficiles a` re´soudre et l’incertitude des re´sultats est relativement importante.
Pour une plus grande fiabilite´ et une plus grande simplicite´, il va falloir estimer cer-
tains parame`tres directement puis en de´duire d’autres via les e´quations pre´ce´dentes.
Pour cela on distingue trois sortes de parame`tres :
− les parame`tres auxiliaires : ils de´pendent indirectement de F et vont pouvoir
eˆtre estime´s facilement, en de´but de proce´dure, a` partir des donne´es discre`tes. Les
e´quations pre´ce´dentes nous donnent par exemple les moments de g, l’inte´grale I de
F , les crossovers, etc.
− les parame`tres de base : ils de´finissent concre`tement F . Il s’agit de ν, N , M ,
α et g. On va les estimer a` partir des parame`tres auxiliaires.
− les parame`tres optionnels : ils ge´ne´ralisent le mode`le standard sans en changer
les proprie´te´s the´oriques. Il s’agit ici de C et S. Leur roˆle est important pour les
applications mais ils rendent les estimations de´licates. Pour des proble`mes d’e´chelle,
nous serons oblige´s de tenir compte de C, mais il ne sera pas geˆnant de choisir S
e´gal a` 1.
La situation est bien suˆr diffe´rente selon que certains parame`tres ou non sont
connus ou fixe´s. De fac¸on ge´ne´rale, on obtiendra des estimateurs intrinse`ques, pour le
cas ou` aucun parame`tre n’est connu, et des estimateurs indirects, supposant certaines
quantite´s connues ou pre´alablement estime´es. Les estimateurs directs sont les plus
complexes a` construire. On va utiliser les parame`tres auxiliaires. Il faudra que ces
derniers soient facilement estimables, avec peu d’erreur, et qu’individuellement ils ne
de´pendent que d’un petit nombre de parame`tres de base. Ce sont eux qu’on estime
en premier.
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7.2. Estimation des parame`tres auxiliaires
7.2.1. Inte´grale de F
Pour des densite´s a` support [−1, 2], F est nulle en dehors de [−2, 3] donc
I =
∫
R
F (t) dt =
∫ 3
−2
F (t) dt .
Il est alors facile d’obtenir un bon estimateur de I en utilisant simplement la moyenne
arithme´tique des valeurs de F . On pose ainsi :
Î =
1
Ndisc
5Ndisc∑
i=1
F (si) . (7.5)
En fait, le support de F est ge´ne´ralement bien plus petit que [−2, 3]. Notamment
lorsque N est assez grand, il co¨ıncide avec l’intervalle contenant les centres des
bosses, a` savoir [−1, 2]. Aussi, ne commet-on pas beaucoup d’erreur en conside´rant
que I =
∫ 2
−1 F (t)dt et en posant
Î =
1
Ndisc
3Ndisc∑
i=1
F (ui) .
Exemple
On conside`re la fonction de bosses standard F de parame`tres N = 50,M = 5000,
α = 0.5, ν = U([−1, 2]), C = S = 1 avec g la bosse triangle. La valeur exacte de
l’inte´grale de F est I = 0.2560.
Pour e´valuer la qualite´ de l’approximation, on re´alise 100 tirages ale´atoires
inde´pendants pour diffe´rentes valeurs de Ndisc. Pour chacune d’elles, on calcule la
moyenne des valeurs estime´es et l’e´cart-type (voir Tab. 7.1). L’estimation de ce
parame`tre est tre`s suˆre. L’une des raisons est que I n’est pas ale´atoire.
Tab. 7.1. Estimation de l’inte´grale I d’une fonction de bosses.
Ndisc Valeur estime´e Î sur [−1, 2]
Moyenne Ecart-type
50 0.2623 0.0255
500 0.2556 0.0019
5000 0.2560 0.00029264
7.2.2. Courbes de structure
Les principales donne´es se de´duisent des courbes de structure ale´atoires. Il n’est
pas possible en pratique d’obtenir la courbe de´terministe η 7→ ti,2(η). A` partir des
donne´es expe´rimentales, on cherche une courbe the´orique approche´e a` partir de la-
quelle il est possible d’estimer facilement les crossovers fondamentaux et les paliers.
Les crossovers infe´rieurs ne sont pas suffisamment caracte´risables pour eˆtre estime´s.
Au contraire, les crossovers supe´rieurs sont tels qu’a` partir de cette abscisse, la
courbe de structure devient en moyenne plate. C’est cette proprie´te´ que nous allons
exploiter.
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De fac¸on ge´ne´rale soit, dans le plan rapporte´ a` son repe`re canonique, un nuage
de points {Mi = (xi, yi) : i = 1, . . . , K} avec 0 = x1 < xi < xK = ηmax, (K > 3).
On veut ajuster ces points a` une courbe pre´sentant les caracte´ristiques fondamen-
tales d’une courbe de structure d’une fonctions de bosses : concavite´, croissance,
puis stationnarite´.
Pour illustrer les diffe´rentes me´thodes d’ajustement, nous conside´rons deux nuages
de points (voir Fig. 7.2) :
− un nuage expe´rimental (trace´ en trait continu rouge) : c’est une courbe de
structure ale´atoire de la fonction de bosses standard de parame`tres N = 50, M =
5000, α = 0.5, ν = U([−1, 2]), C = S = 1 et g la bosse triangle.
− un nuage parfait (trace´ en trait continu bleu) : c’est simplement la courbe de
structure de´terministe de la meˆme fonction de bosses.
Ces nuages comportent chacun 5000 points. On tracera en trait discontinu les
courbes ajuste´es.
Fig. 7.2. Courbes expe´rimentale (en rouge) et parfaite (en bleu) a`
ajuster a` une courbe de structure d’une fonction de bosses.
7.2.2.1. Ajustement affine
Une me´thode simple consiste a` chercher une fonction d’ajustement h affine par
morceaux du type :
h(η) = (p∗η + q∗)1I[0,η∗](η) + pi∗1I[η∗,ηmax](η) .
On met ainsi en e´vidence les deux re´gimes line´aires : une partie strictement croissante
puis une partie plate. Avec ce mode`le le palier est pi∗ et le crossover η∗ : il s’agit
essentiellement d’estimer ces deux parame`tres. En effet, p∗ et q∗ sont de´termine´s par
la continuite´ de h au point η∗ et la condition h(x1) = y1, ce qui donne :
p∗ =
pi∗ − y1
η∗
et q∗ = y1 .
7.2. ESTIMATION DES PARAME`TRES AUXILIAIRES 145
Il est possible de construire un bon estimateur de pi∗. On obtient en effet un
tel estimateur pi en calculant simplement la moyenne arithme´tique d’un nombre
quelconque N∗ de valeurs yi pour yi ∈ [η∗, ηmax] :
pi =
1
N∗
K∑
i=K−N∗+1
yi .
En pratique on prendra des valeurs assez grandes pour yi afin de s’assurer qu’elles
sont bien supe´rieures a` la valeur (inconnue) de η∗. Il faut donc que N∗ soit mode´re´.
L’estimation du point de rupture η∗ est plus de´licate. Nous proposons diffe´rentes
me´thodes pour en construire un estimateur η̂. Dans les me´thodes de base, on choisit
pour η̂ l’abscisse d’un point M∗ = (xc, yc) du nuage.
Me´thodes ge´ome´triques.
La forme particulie`re de la courbe d’ajustement permet d’en caracte´riser les pa-
rame`tres par des proprie´te´s ge´ome´triques simples. On dira qu’un nuage est ide´al s’il
est effectivement compose´ de deux parties affines comme ci-dessus.
1. Angle minimal. Si le nuage de points est ide´al, alors les points M1, . . . ,M
∗
d’une part, et les points M∗, . . . ,MK d’autre part, sont aligne´s. Ainsi, dans le tri-
angle M1M
∗MK , le sommet M∗ est le seul point Mi tel que l’angle (M1MiMK) soit
minimal. De fac¸on ge´ne´rale on calcule donc tous ces angles et on conserve l’abscisse
xc du pointM
∗ re´alisant le minimum. Si plusieurs abscisses sont possibles, on de´cide
de choisir pour η̂ la plus petite.
Fig. 7.3. Ajustement par la me´thode de l’angle minimal.
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2. Ecart minimal au palier. On utilise l’estimation de pi∗. On cherche les points
Mi les plus proches de la valeur estime´e pi, c’est-a`-dire tels que l’e´cart |yi − pi| soit
minimal. On conserve alors l’abscisse xi et on choisit pour η̂ la plus petite d’entre
elles.
3. Premier instant de chute. On utilise encore la valeur pi. Il existe toujours un
unique indice i0 ∈ {1, . . . , K − 1} tel que :
y1 < y2 < . . . < yi0 < pi 6 yi0+1 .
On obtient alors deux estimateurs selon qu’on conside`re le point infe´rieur ou supe´ri-
eur : dans le premier cas η̂ = xi0 , dans le second η̂ = xi0+1. En the´orie, l’ordonne´e
correspondant a` l’abscisse η∗ doit eˆtre pi∗. Cette condition n’est jamais ve´rifie´e dans
le premier cas, de sorte qu’on commet toujours une erreur, meˆme avec un nuage
ide´al. Le second estimateur est donc a priori meilleur, du moins plus le´gitime. En
fait, cette me´thode est en pratique impre´cise a` cause d’un fait heuristique : la bosse
pre´-crossover. Expe´rimentalement, on constate le phe´nome`ne suivant : juste avant le
crossover the´orique, la courbe de structure croˆıt, puis de´croˆıt a` partir d’une valeur
supe´rieure a` celle du palier, pour ensuite osciller tre`s faiblement autour de sa valeur
moyenne pi∗. Visuellement on voit donc une petite bosse juste avant le crossover. On
peut adapter la me´thode du point de chute a` cette constatation : a` partir du point
de chute supe´rieur yi0+1, on conserve le premier point dont l’ordonne´e est infe´rieure
ou e´gale a` pi∗.
Fig. 7.4. Ajustement par la me´thode du point de chute infe´rieur.
Pour ame´liorer l’estimation, on peut de´cider de ne pas se limiter aux points du
nuage c’est-a`-dire chercher une abscisse x̂ qui ne correspond pas a` un xi. Ainsi, on
peut adapter la me´thode pre´ce´dente en proce´dant par exemple a` une interpolation
line´aire entre les points yi0 et yi0+1. On a e´galement la me´thode suivante :
4. Pente a` l’origine. Si on conside`re encore que le nuage de points est ide´al alors
le point M∗ est caracte´rise´ comme l’intersection de deux droites. On de´cide tou-
jours que la seconde droite (horizontale) a pour e´quation y = pi puis on approche la
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premie`re par interpolation line´aire entre les premiers points M1, . . . ,Mp du nuage.
On calcule alors les coordonne´es (x̂, ŷ) du point d’intersection de ces deux droites et
on conserve η̂ = x̂. Notons qu’on a toujours ŷ = pi. Dans ce cas la`, on peut de´cider
de choisir comme estimateurs de p∗ et q∗ les parame`tres d’ajustement de la droite
des moindres carre´es au lieu d’utiliser les e´quations (5.5) et (5.9).
Mise a` part la me´thode de l’angle minimal, ces techniques reposent sur l’esti-
mation pre´alable de pi∗, et du choix arbitraire de N∗. S’il est guide´ par le nombre
de points dont on dispose, il faut aussi avoir une ide´e a priori de la valeur de η∗.
Expe´rimentalement, on constate qu’il est raisonnable d’utiliser 10% du nombre total
de points du nuage pour calculer pi∗.
Notons enfin qu’en pratique, la pre´cision du nuage de points peut permettre une
estimation «a` vue» de M∗. Cette me´thode rustique fourni finalement d’assez bons
re´sultats.
Me´thodes analytiques.
On peut aussi caracte´riser les diffe´rents parame`tres du mode`le a` l’aide de pro-
prie´te´s analytiques simples de h. Nous en pre´sentons une.
5. De´rive´e nulle. Le point η∗ est caracte´rise´ par
η∗ = inf{η ∈ [0, ηmax] : h′d(η) = 0} .
Expe´rimentalement, on approche la de´rive´e a` droite au point xi par
y′i =
yi+1 − yi
xi+1 − xi (i = 1, . . . , K − 1) ,
ce qui conduit a` chercher les pointsMi pour lesquels y
′
i est minimale. On garde pour
η̂ la plus petite abscisse de ces points.
La courbe n’est pas de classe C1 mais si on veut toutefois parler de sa courbure,
celle-ci est toujours nulle, puisque h′′ = 0. Nous allons retrouver cette ide´e au para-
graphe suivant. Terminons en remarquant que la meilleure estimation du crossover
ne correspond pas ne´cessairement au meilleur ajustement visuel. Or c’est l’abscisse
du crossover qui nous inte´resse essentiellement. En pratique, les meilleures estima-
tions sont obtenues avec les me´thodes 1 et 3 (voir Fig. 7.3 et Fig. 7.4).
Remarquons que dans tous les cas les courbes ajuste´es sont presque indiscer-
nables. Cela est duˆ a` deux faits : d’une part la courbe de´terministe est toujours une
tre`s bonne approximation des courbes ale´atoires, d’autre part le mode`le affine est
tre`s simple et n’utilise que peu d’informations.
7.2.2.2. Ajustement logistique
L’ajustement pre´ce´dent a le double avantage d’eˆtre simple et de fournir, par
construction, des estimateurs des crossovers et des paliers. Il reste relativement ru-
dimentaire car fonde´ uniquement sur deux re´gimes line´aires. De plus, la fonction
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obtenue n’est pas de´rivable au point de cassure η∗. On peut donc chercher un ajus-
tement par une fonction ayant les proprie´te´s pre´ce´dentes, mais e´tant plus re´gulie`re.
On cherche un mode`le simple : nous proposons une fonction de type logistique. On
conside`re la fonction
h(η) =
C1
1 + C2 exp(−λ η) + C3 .
avec Ci ∈ R∗ et λ > 0. Pour de´terminer la valeur des parame`tres, nous n’allons pas
utiliser la me´thode des moindres carre´s, mais imposer les conditions suivantes :
1. La fonction est concave exactement sur [0, ηmax]. Il est e´quivalent de dire que
0 est un point d’inflexion pour h. On doit donc avoir
h′′(0) =
C1C2λ
2(C2 − 1)
(1 + C2)3
= 0 ,
ce qui donne C2 = 1.
2. La pente en 0 du nuage de points est e´gale a` celle du graphe de h. Cela donne
la relation
h′(0) =
C1C2λ
(1 + C2)2
=
y2 − y1
x2 − x1 .
En notant p∗ le terme de droite ci-dessus, et avec la condition C2 = 1, on obtient
donc C1λ = 4p
∗.
3. Les courbes ont le meˆme point initial. On a donc
h(0) =
C1
1 + C2
+ C3 =
C1
2
+ C3 = y1 .
4. La courbe est presque plate pour les grandes valeurs de η, et e´gale a` la valeur du
palier pi∗. En fait la courbe posse`de une asymptote horizontale d’e´quation y = C1+C3
et tend rapidement vers cette droite. Mais si on impose C1 + C3 = pi
∗ l’ajustement
n’est pas suffisamment pre´cis. Il est plus juste d’imposer h(η∗) = pi∗ pour un certain
η∗ a` partir duquel la courbe doit s’aplatir. Pratiquement, on commence par calculer
pi∗ comme on l’a fait pre´ce´demment :
pi∗ =
1
N∗
K∑
i=K−N∗+1
yi ,
puis on choisit η∗ = xK−N∗+1 = x∗. Avec C2 = 1, on obtient l’e´quation
C1
1 + exp(−λx∗) + C3 = pi
∗ .
Notons que cela de´pend encore du choix de N∗.
En combinant ces e´quations on obtient la proce´dure d’ajustement suivante :
• Fixer N∗ ∈ {1, . . . , Ndisc} et calculer x∗, pi∗ et p∗,
• Calculer λ en re´solvant l’e´quation :
4p∗
λ(1 + exp(−λx∗)) + y1 −
2p∗
λ
− pi∗ = 0 ,
• Calculer C1 = 4p∗/λ puis C3 = y1 − C1/2.
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On obtient ainsi un mode`le simple et de tre`s bonne qualite´ pour une large famille
de courbes de structure : fonctions de bosses (voir Fig. 7.5) mais aussi fonctions de
Weierstrass (voir Fig. 7.6). Pour cette dernie`re on a repris l’exemple page 108 et
on a trace´ (en vert) la courbe de´terministe simplifie´e. On constate comme pour le
mode`le affine, que les courbes ajuste´es sont indiscernables. Dans cet ajustement, on
oublie encore les oscillations autour du palier pour les grandes valeurs de ε.
Fig. 7.5. Ajustement logistique pour une fonction de bosses.
Fig. 7.6. Ajustement logistique pour une fonction de Weierstrass.
La de´termination de cette courbe d’ajustement ne fait pas intervenir explicite-
ment le point de cassure entre les deux re´gimes moyens. On peut donc se demander
s’il est possible d’estimer le crossover a` partir de cette courbe. En fait c’est difficile.
Une fac¸on de proce´der est de dire qu’en ce point la courbure est maximale. On peut
calculer explicitement la courbure et de´terminer nume´riquement un tel point. Les
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re´sultats ne sont pas tre`s satisfaisants : la courbe d’ajustement reste trop simple et ne
contient pas toute l’information. La courbure est en effet impose´e par les conditions
1 a` 4. Pour de´velopper cette ide´e, il faudrait utiliser une fonction h plus complexe.
7.2.2.3. Application
On applique ces me´thodes aux nuages de points {(ηi, tj,2(ηi)} : on obtient les
estimateurs pij,2 et η̂
+
j . On se doute que l’estimation de η
+
j va eˆtre fragile. Si d’autres
crossovers existent, ils se preˆteront mal a` des estimations. C’est malheureusement le
cas pour η−j . Ils correspondent a` des transitions moins remarquables, pratiquement
imperceptibles sur une courbe de structure ale´atoire.
A` titre d’exemple, on conside`re toujours la fonction de bosses standard F de
parame`tres N = 50, M = 5000, α = 0.5, ν = U([−1, 2]), C = S = 1 avec g la bosse
triangle. On re´alise 100 tirages ale´atoires inde´pendants pour diffe´rentes valeurs de
Ndisc et on estime les parame`tres :
• pi1,2 et pi2,2 : leurs valeurs the´oriques sont −1.0256 et −0.7870 (voir Tab. 7.2).
Les re´sultats sont tre`s bons. En moyenne, les paliers sont correctement estime´s, avec
un e´cart-type tre`s faible.
• η+1 : sa valeur the´orique de´pend du nombre de points de discre´tisation. On
utilise les me´thodes 1 et 3 (voir Tab. 7.3). Dans tous les cas les estimations ne sont
pas tre`s bonnes. L’e´cart-type est en outre tre`s grand pour la me´thode 3. Il faudra
limiter l’emploi de ces estimateurs et donc ne pas trop recourir aux crossovers.
Tab. 7.2. Estimation des paliers pij,2 d’une fonction de bosses.
Ndisc Palier pi1,2 Palier pi2,2
Moy. Ec.-t Moy. Ec.-t
50 −1.0265 0.0175 −0.7916 0.0155
500 −1.0288 0.0173 −0.7895 0.0136
5000 −1.0310 0.0164 −0.7891 0.0201
Tab. 7.3. Estimation du crossover η+1 d’une fonction de bosses.
Ndisc Valeur Me´thode 1 Me´thode 3
exacte Moy. Ec.-t Moy. Ec.-t
50 1 1.3455 0.0289 0.4404 0.4954
500 1.699 1.6183 0.0855 1.1360 0.2589
5000 2.301 1.7065 0.0580 1.6511 0.1684
Rappelons les cas extreˆmes. Si N = SNdisc (resp. N = 2SNdisc) la courbe de struc-
ture est re´duite a` un palier puisque η+1 = 0 (resp. η
+
2 = 0). Au contraire, si N = S
(resp. N = 2S) le palier n’est pas observable, il est de´ge´ne´re´ en un point puisque
η+1 = ηmax (resp. η
+
2 = ηmax). Pour que les me´thodes d’estimation pre´ce´dentes soient
valides, il faut donc N et S assez grands.
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7.3. Estimation des parame`tres de base
7.3.1. Estimation de ν
Nous nous sommes limite´s au cas ou` ν admet la densite´
θ(t) =
dν
dt
= (At+B)1I[−1,2](t) .
On veut de´terminer les parame`tres A et B. Le proble`me peut sembler difficile.
En fait, nous allons proposer une proce´dure simple et efficace d’estimation. Pour
de´terminer ν, il faut voir comment elle influence concre`tement le graphe de F . Nous
avons de´ja` remarque´ quelques faits a` la section 1.4. De manie`re plus pre´cise, c’est
elle qui donne une forme directrice a` la courbe de F , une tendance, observable en
moyenne. En effet, le nombre de bosses tombant au voisinage d’un point t ∈ R est
pre´cise´ment controˆle´ par la densite´ de ν en ce point. On a facilement le
Lemme 7.3.1. Supposons ν affine. Alors la fonction t 7→ E(F (t)) est bien de´finie
et est e´galement affine :
∀ t ∈ [0, 1] E(F (t)) = 2CS µ1Σ1,1 (At+B) .
Pour estimer A et B, on remarque alors que
2CS µ1Σ1,1 = I
est une quantite´ que l’on sait estimer (cf. §7.2.1). Ensuite, puisque E(F (t)) est
une tendance line´aire moyenne, nous proposons d’e´valuer E(F (t)) par la droite de
re´gression des moindres carre´s pour les points {(ti, F (ti))}. Si cette droite a pour
e´quation y = at+ b on a donc
Â =
a
Î
et B̂ =
b
Î
. (7.6)
Cette estimation ne fait intervenir qu’un seul parame`tre auxiliaire. Elle est en pra-
tique pre´cise car l’erreur sur a, b et I est tre`s faible. A titre d’exemple, on conside`re
a` nouveau la fonction de bosses standard F de parame`tres N = 50, M = 5000,
α = 0.5, C = S = 1, avec g la bosse triangle et ν = U([−1, 2]). La densite´ de ν
est affine avec (A,B) = (0, 1/3). On re´alise 100 tirages ale´atoires inde´pendants pour
diffe´rentes valeurs de Ndisc. L’estimation conjointe des deux parame`tres est effecti-
vement tre`s bonne (voir Tab. 7.4).
Tab. 7.4. Estimation des parame`tres de la densite´ affine de la loi ν
d’une fonction de bosses.
Ndisc Estimation de A Estimation de B
Moy. Ec.-t Moy. Ec.-t
50 −0.0001 0.0538 0.3334 0.0269
500 0.0004 0.0237 0.3331 0.0119
5000 0.0005 0.0245 0.3331 0.0123
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Le cas particulier ν uniforme est inte´ressant a` bien des points. Par exemple la
valeur moyenne de F vaut alors
F =
I
3
= E(F (t)) (t arbitraire).
On a donc une confusion entre moyenne analytique et moyenne probabiliste. Re-
marquons e´galement que dans ce cas la fonction de bosses F n’a pas de de´rive.
Si le phe´nome`ne a` mode´liser montre une croissance dans le temps de type non
line´aire (par exemple exponentielle), c’est justement en choisissant ν que l’on pourra
en tenir compte (voir un exemple page 211). Il est possible de ge´ne´raliser ce qui
pre´ce`de. Pour une loi ν quelconque a` support [−1, 2], on proce`de toujours a` un
ajustement des points {(ti, F (ti))}, ce qui donne l’allure de la distribution. On la
compare a` l’allure the´orique fournie par la fonction t 7→ E(F (t)). Cette dernie`re est
lie´e directement a` ν. Dans le cas ou` ν est de´finie par des parame`tres, il suffit qu’on
puisse les exprimer facilement a` partir de cette dernie`re fonction. C’est par exemple
le cas pour ν exponentielle. On prouve le
Lemme 7.3.2. Supposons ν exponentielle. Alors la fonction t 7→ E(F (t)) est bien
de´finie et si N est assez grand, on a l’approximation suivante :
∀ t ∈ [0, 1] E(F (t)) ≈ 2CS µ1Σ1,1(AeBt) .
Pour estimer A et B, on e´crit
lnE(F (t)) = ln(IA) +Bt .
Dans ce cas, on e´value t 7→ lnE(F (t)) par la droite de re´gression des moindres carre´s
pour les points {(ti, lnF (ti))}. Si cette droite a pour e´quation y = a t+ b on a donc
Â =
exp b
Î
et B̂ = a .
S’il est donc possible d’estimer avec pre´cision les parame`tres de ν, nous sup-
poserons en pratique que ν est uniforme sur [−1, 2]. D’une part cela e´vitera une
estimation et ces erreurs, d’autre part les relations de base seront grandement sim-
plifie´es. Il est de toute fac¸on the´oriquement possible de se ramener a` un tel mode`le.
7.3.2. Estimation des bornes
7.3.2.1. Borne infe´rieure
Dans le cas ge´ne´ral, pour estimer N , nous utilisons les crossovers fondamentaux.
Selon la courbe de structure utilise´e, on obtient les deux estimateurs suivants :
N̂ = SNdisc 10
−η+1 , (7.7)
N̂ = 2SNdisc 10
−η+2 . (7.8)
Le parame`tre Ndisc est une donne´e du proble`me, la valeur de S sera e´galement
suppose´e connue. Le crossover η+i aura e´te´ pre´alablement estime´ si besoin est. Cette
estimation ne de´pend ni de la constante C, ni de α, ni de g. Toutefois, a` cause de
l’erreur commise dans l’approximation des crossovers, elle est assez mauvaise. Il faut
trouver une autre manie`re de proce´der.
7.3. ESTIMATION DES PARAME`TRES DE BASE 153
On propose un estimateur plus heuristique, valable dans le cas ν uniforme, qui
fournit de tre`s bons re´sultats. L’ide´e est de retrouver la premie`re bosse, celle de
rang n, dans le graphe de F . Celle-ci a le support le plus large, valant l+ = 2S/N .
Sa hauteur, e´gale a` N−α, est aussi la plus grande. Nous avons vu que cette bosse
influence l’allure ge´ne´rale de la courbe de F . Conside´rons le maximum de F :
‖F‖∞ = F (t0) = sup{F (t) : t ∈ R} .
Il de´finit implicitement une suite de bosses (Ynk)k>0 par la condition Ynk(t0) 6= 0.
Il s’agit de toutes les bosses empile´es sur le point re´alisant l’optimum. Parmi ces
bosses, il est le´gitime de penser que les premie`res bosses sont pre´sentes. En effet
les bosses de rang e´leve´ ont une hauteur ne´gligeable devant celle des premie`res. On
cherche alors a` retrouver la bosse Yn0 dans le signal et a` estimer la largeur ln0 de
son support. On admettra que c’est une bonne approximation de l+. Pour cela, on
conside`re le point
F (sm) = max{F (si) : i = 1, . . . , 5Ndisc} .
On prend ce point comme le sommet de la bosse principale de la pile correspondant
au maximum. Pour obtenir la base de cette bosse, on conside`re qu’elle est trian-
gulaire. La discre´tisation de la variable d’une part, le fait que les supports soient
e´troits d’autre part, justifient cette approximation : quelque soit la forme de la bosse,
on la voit comme la bosse triangle. Ensuite on va interpoler line´airement le signal
avant et apre`s ce point pour obtenir les coˆte´s de la bosse. Pour la partie ante´rieure,
la fonction doit eˆtre croissante : la pente du signal est positive. On garde donc les
points {F (si)}mi=j ve´rifiant{
F (sj) < F (sj+1) < · · · < F (sm−1) < F (sm)
F (sj−1) > F (sj)
La me´thode des moindres carre´s donne la droite d’ajustement s 7→ a1s + b1. De
meˆme, pour la partie poste´rieure, la fonction doit eˆtre de´croissante : la pente du
signal est ne´gative. On garde donc les points {F (si)}ki=m ve´rifiant{
F (sm) > F (sm+1) > · · · > F (sk−1) > F (sk)
F (sk) < F (sk+1)
La me´thode des moindres carre´s donne la droite d’ajustement s 7→ a2s + b2. L’in-
tersection respective de ces droites avec l’axe des abscisses de´finit le support [c1, c2],
avec ci = −bi/ai. On admet donc que
l+ =
2S
N
= c2 − c1 . (7.9)
Supposant toujours S connu, on obtient enfin l’estimateur
N̂ =
2S
c2 − c1 . (7.10)
On peut penser commettre des erreurs ine´vitables. D’abord la me´thode d’approxi-
mation de la bosse initiale Yn0 est rudimentaire, ensuite cette bosse n’est en ge´ne´ral
pas la bosse YN . Toutefois, la premie`re erreur est compense´e par le fait qu’on utilise
la largeur du support et non toute la bosse. Pour la seconde, il est clair qu’avec
une tre`s grande probabilite´ n0 doit toujours eˆtre petit, donc proche de N , sans quoi
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F (sm) ne serait pas tre`s grand. On a par exemple n0 = N+2, N+4, . . ., de sorte que
l’erreur reste faible. Notons toutefois que l’estimation du maximum de F est, elle,
moins suˆre. Ces estimateurs sont sensibles au nombre de points de discre´tisation. Le
choix de la distribution uniforme re´duit cette erreur et fait de plus que la plupart
des maxima locaux donnent, par la me´thode d’estimation pre´ce´dente, des supports
de largeur proche. On pourra cependant utiliser cet estimateur meˆme si ν n’est pas
uniforme. Les erreurs restent faibles. En pratique, les re´sultats sont bien plus fiables
que ceux obtenus par l’estimation des crossovers. Enfin, puisque nous travaillons
avec le support de la bosse initiale estime´e, les parame`tres C,M,α, g, ne jouent au-
cun roˆle.
A titre d’exemple, on conside`re a` nouveau la fonction de bosses standard F
de parame`tres M = 5000, α = 0.5, C = S = 1, avec g la bosse triangle et ν =
U([−1, 2]). On re´alise 100 tirages ale´atoires inde´pendants pour diffe´rentes valeurs de
N et Ndisc (voir Tab. 7.5). On calcule N de trois fac¸ons diffe´rentes : on utilise la
formule (7.10) en estimant le crossover η+1 estime´ avec les me´thodes 1 et 3 ; ensuite,
on cherche graphiquement la «bosse maximale». Les nombres en gras indiquent la
meilleure estimation. L’utilisation des crossovers donne de mauvais re´sultats :
− avec la me´thode 1 : l’e´cart-type est faible mais les valeurs estime´es tre`s
e´loigne´es des vraies valeurs.
− avec la me´thode 3 : les valeurs estime´es sont meilleures mais l’e´cart-type est
tre`s important.
Finalement, on retient le troisie`me estimateur, qui est un bon compromis entre
les deux lacunes pre´ce´dentes. Notons que les valeurs de N̂ sont parfois peu fiables.
Expe´rimentalement, on obtient de bons re´sultats pour Ndisc ≈ 10N .
7.3.2.2. Borne supe´rieure
Nous l’avons dit, il est ne´cessaire de lierM,S et Ndisc. Pour re´ellement voir toutes
les bosses on supposera M 6 2SNdisc. Le roˆle de M est fondamental : il controˆle
la pre´sence des bosses a` support e´troit, celles qui donnent sa rugosite´ au profil. On
peut proce´der comme pour N en utilisant le crossover infe´rieur η−1 . Si M 6 Ndisc,
on obtient l’estimateur
M̂ = SNdisc 10
−η̂−1 .
Nous avons propose´ une me´thode alternative pour la borne N . PourM nous n’avons
pas le choix. Nous n’avons que de´place´ le proble`me : on ne sait pas comment obtenir
un estimateur de η−1 !
Une manie`re simple est de fixer M = Ndisc, M = 2Ndisc ou encore M = [kNdisc],
k ∈ [1, 2], e´ventuellement obtenu ale´atoirement. Malgre´ des re´sultats honneˆtes, ces
choix radicaux paraissent peu justifie´s.
On peut essayer de proce´der comme pour N , en cherchant a` estimer la quantite´
l− =
2S
M
, (7.11)
c’est-a`-dire la largeur du plus petit support d’une bosse e´le´mentaire. Cette dernie`re
correspond a` celle de hauteur minimale, ce qui la rend beaucoup plus difficile a`
localiser dans le graphe du signal. De plus, nous avons vu qu’on e´tait limite´ par le
pas de la discre´tisation.
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Tab. 7.5. Estimation de la borne infe´rieure N d’une fonction de
bosses pour quatre valeurs de N diffe´rentes (N = 1, 50, 500, 2000, de
haut en bas).
Ndisc Avec η
+
1 (me´th. 1) Avec η
+
1 (me´th. 3) Avec l
+
Moy. Ec.-t Moy. Ec.-t Moy. Ec.-t
50 2.7 2.6268 11.1 2.9231 2.1 1.1972
500 6.8 9.199 8.4 3.6878 5.7 2.3594
5000 44.7 38.149 8.9 4.629 19.3 4.8774
Ndisc Avec η
+
1 (me´th. 1) Avec η
+
1 (me´th. 3) Avec l
+
Moy. Ec.-t Moy. Ec.-t Moy. Ec.-t
50 7 0.4714 10.6 16.1946 8.5 4.9272
500 22.5 1.7159 300.4 184.7005 45.1 17.4512
5000 109 22.8570 212.8 84.2177 101.4 28.0325
Ndisc Avec η
+
1 (me´th. 1) Avec η
+
1 (me´th. 3) Avec l
+
Moy. Ec.-t Moy. Ec.-t Moy. Ec.-t
50 6.5 2.0138 15.6 20.6085 8.1 4.2282
500 23.1 0.7379 100.7 174.3566 102.7 21.1715
5000 73.8 3.6148 3215 1350.2 503.2 100.032
Ndisc Avec η
+
1 (me´th. 1) Avec η
+
1 (me´th. 3) Avec l
+
Moy. Ec.-t Moy. Ec.-t Moy. Ec.-t
50 5.8 2.6583 18.3 18.5296 12.7 3.7431
500 23 0.8165 355.9 187.0101 122.5 39.4243
5000 71 0 1017.3 1656 1086.4 144.5
Nous allons finalement proposer un estimateur direct assez performant obtenu
a` partir de l’ide´e suivante : compter les changements de signe des pentes du signal.
En effet, pour une bosse e´le´mentaire donne´e g quelconque, on note un changement
de pente, au sens ou` g est croissante puis de´croissante. On peut ainsi penser que
chaque passage d’une pente positive a` une pente ne´gative correspond a` une bosse
de F . On forme donc la suite des diffe´rences
di = F (si+1)− F (si) (i = 1, . . . , 5Ndisc − 1)
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et on de´finit ci par
ci =
{
1 si di < 0
0 sinon
On a par construction
ci+1 − ci =

1 si on passe d’une pente positive a` une pente ne´gative
−1 si on passe d’une pente ne´gative a` une pente positive
0 si la pente garde le meˆme signe
On admet alors que le nombre T de bosses tombe´es est approximativement e´gal au
nombre de changements de signe de la pente de F , c’est-a`-dire :
T̂ =
∑
|ci+1 − ci| . (7.12)
Ce nombre total de bosses valant M −N + 1, on obtient l’estimateur de M :
M̂ = N − 1 +
∑
|ci+1 − ci| (7.13)
Cette estimation suppose connue la borne N qui, le cas e´che´ant, aura e´te´ estime´e
pre´alablement. L’estimation de T est fiable, l’erreur principale vient de l’estimation
de N . L’avantage de cet estimateur est qu’il ne tient pas compte des autres pa-
rame`tres de base (ce qui est the´oriquement cohe´rent).
A` titre d’exemple, on conside`re a` nouveau la fonction de bosses standard F de
parame`tres α = 0.8, C = S = 1, avec g la bosse triangle et ν = U([−1, 2]). On re´alise
100 tirages ale´atoires inde´pendants pour diffe´rentes valeurs de N , M et Ndisc. On
estime le parame`tre T = M − N + 1. Les re´sultats sont relativement bons (voir
Tab. 7.6). Le nombres en gras indiquent les estimations correctes.
Tab. 7.6. Estimation du nombre total de bosses T d’une fonction
de bosses pour diffe´rentes valeurs de N , M et Ndisc.
Estimation de T
N M T Ndisc = 500 Ndisc = 2000 Ndisc = 10000
Moy. Ec.-t. Moy. Ec.-t. Moy. Ec.-t.
1 10 10 12.60 1.9551 12.60 1.9551 12.60 1.9551
1 50 50 49.00 5.3125 54.20 6.6966 55.20 6.0882
100 600 501 282.90 7.3401 561.40 18.4343 666.70 26.8661
100 1500 1401 296.90 11.1699 842.60 15.9457 1531.70 34.2963
2000 5000 3001 281.70 17.8702 1131.50 13.5503 3730.30 43.1098
500 5000 4501 327.50 8.6185 1242.70 12.4548 3704.80 58.8780
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7.3.2.3. Estimation conjointe
Supposons C, α et g donne´s. Avec l’approximation
Σ1,1 = (N
−α −M−α)/α
dans l’e´quation (7.2) , on obtient le syste`me−N + M = T − 1N−α −M−α = αI
2SCµ1
Sa re´solution fournit simultane´ment les valeurs de N̂ et M̂ .
Pour terminer ce paragraphe, signalons que tous les estimateurs pre´ce´dents sont
the´oriques. En pratique, il faut s’assurer que N̂ et M̂ sont entiers, en prenant par
exemple comme valeur estime´e l’entier non nul le plus proche.
7.3.3. Estimation de α
C’est un parame`tre fondamental car c’est un «vrai» parame`tre the´orique de F
contrairement aux bornes qui valent N = 1 et M =∞. Nous avons de´montre´ que le
parame`tre α est lie´ a` la dimension fractale de F . Pre´cise´ment, on suppose ici que g
est lipschitzienne et que ν est suffisamment re´gulie`re, de sorte que α est l’exposant
de Ho¨lder uniforme de F et que
dimB(ΓF ) = 2− α = dimR(ΓF ) .
Le proble`me de l’estimation de α est donc un proble`me d’estimation de dimension
fractale. Pour le re´soudre, de nombreuses techniques ont e´te´ de´veloppe´es. Elles sont
en rapport direct avec le chapitre 3 et sont utilisables pour notre mode`le.
On suppose que la dimension conside´re´e est de´termine´e par une fonction Q de
la fac¸on suivante :
dim(Γf ) = D + 1− lim
ε→0
logQ(ε)
log ε
,
cette limite pouvant eˆtre infe´rieure ou supe´rieure (cf. section 3.1). On a par exemple
• Q(ε) = V (f, ε) pour la dimension de boˆıte,
• Q(ε) = ε
∫ 1
0
√
1 + f ′ε(x)2 dx pour la dimension de re´gularisation (D = 1).
Dans notre situation, on a the´oriquement
α = lim
ε→0
logQ(ε)
log ε
.
En pratique, on utilise les courbes de rugosite´ associe´es a` Q. Nous les avons intro-
duites lorsque Q e´tait une fonction de structure (cf. section 5.2). Dans notre cas,
nous estimons donc α par la pente en 0 des diagrammes logarithmiques. Si plusieurs
choix sont possibles pour Q, la qualite´ de l’alignement, donc de l’estimation, en
de´pend e´norme´ment. L’exemple classique des fonctions de structure Si,q(ε) n’est pas
ici adapte´ (cf. § 6.2.1 page 125).
Nous pre´sentons deux me´thodes plus suˆres relevant des ide´es pre´ce´dentes. Elles
offrent l’avantage de travailler directement a` partir du signal discre´tise´ et donc ne
ne´cessitent pas la connaissance pre´alable d’autres parame`tres. Rappelons a` ce propos
un proble`me lie´ au signal discre´tise´ : Ndisc ne doit pas eˆtre trop petit de fac¸on a` ne
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pas surestimer α. Mais, plus spe´cialement pour les fonctions de bosses, M doit eˆtre
assez grand puisque ce sont les bosses de rang e´leve´ qui donnent son irre´gularite´ au
signal. La qualite´ asymptotique des estimateurs est fortement lie´e a` ces proble`mes.
On choisira pour les tests nume´riques la fonction de bosses F de parame`tres N = 50,
M = 5000, C = S = 1, avec g la bosse triangle et ν la loi uniforme sur [−1, 2]. On
suppose M = Ndisc.
7.3.3.1. Variations quadratiques
On utilise ici la dimension de boˆıte. On exploite a` nouveau les fonctions de
structure mais de fac¸on discre`te. Pour N > 1 on pose
V 20 (N) =
1
2N
2N−1∑
k=0
∣∣∣∣F(k + 12N
)
−F
(
k
2N
)∣∣∣∣2 ,
V 21 (N) =
1
2N − 1
2N−1∑
k=1
∣∣∣∣F(k + 12N
)
−F
(
k − 1
2N
)∣∣∣∣2 ,
V 22 (N) =
1
2N − 1
2N−1∑
k=1
∣∣∣∣F(k + 12N
)
+F
(
k − 1
2N
)
−2F
(
k
2N
)∣∣∣∣2 .
On a V 20 (N) = s
2
2(2
−N) et donc presque suˆrement (cf. the´ore`me 3.7.10) :
V 20 (N) ' 2−2αN .
Plus ge´ne´ralement, on peut prouver que Vj(N) ' 2−αN . En pratique on ne dis-
pose pas ne´cessairement d’une discre´tisation en points dyadiques mais il est toujours
possible de de´finir
V̂0
2
(Ndisc) =
1
Ndisc − 1
Ndisc−1∑
i=1
|F (ti+1)− F (ti)|2 , (7.14)
V̂1
2
(Ndisc) =
1
Ndisc − 2
Ndisc−1∑
i=2
|F (ti+1)− F (ti−1)|2 , (7.15)
V̂2
2
(Ndisc) =
1
Ndisc − 2
Ndisc−1∑
i=2
|F (ti+1) + F (ti−1)− 2F (ti)|2 , (7.16)
et de conside´rer les quantite´s
α̂j =
− log V̂j(Ndisc)
log(Ndisc)
(j ∈ {0, 1, 2}). (7.17)
Avec une subdivision re´gulie`re, l’emploi de ces estimateurs reste le´gitime et four-
nit de tre`s bons re´sultats (voir Tab. 7.7). On a aussi trace´ les graphes de α 7→ α̂i
(voir Fig. 7.7) : comparer avec la figure 6.2.
Notons qu’il est possible de construire a` partir des quantite´s (7.14) (resp. (7.16))
de meilleurs estimateurs de l’exposant de Hurst pour les fonctions de Weierstrass
(resp. le mouvement brownien fractionaire), voir par exemple [3] (resp. [8]).
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Tab. 7.7. Estimation de l’exposant α d’une fonction de bosses par
la me´thode des variations quadratiques.
Valeur exacte Valeurs estime´es
α α̂0 α̂1 α̂2
0.1 0.17948 0.12860 0.15114
0.2 0.27199 0.21853 0.24762
0.3 0.36514 0.30984 0.34394
0.4 0.45036 0.39251 0.43401
0.5 0.54155 0.48186 0.52912
0.6 0.62853 0.56549 0.62460
0.7 0.70864 0.64147 0.71757
0.8 0.79005 0.72102 0.80639
0.9 0.86811 0.79624 0.89848
Fig. 7.7. Estimation de l’exposant α d’une fonction de bosses par
la me´thode des variations quadratiques : α̂0 (trait plein), α̂1 (trait
pointille´) et α̂2 (trait discontinu).
7.3.3.2. Longueur du graphe
On utilise maintenant la dimension de re´gularisation. On choisit de re´gulariser
F a` l’aide du noyau gaussien :
K(x) =
1√
2pi
exp(−x2/2)
Pour ε > 0 on a :
Fε(x) =
1
ε
√
2pi
∫ 1
0
F (t) exp
(
−(t− x)
2
2ε2
)
dt ,
160 7. FONCTIONS DE BOSSES : ESTIMATION DES PARAME`TRES
F ′ε(x) =
1
ε3
√
2pi
∫ 1
0
F (t)(t− x) exp
(
−(t− x)
2
2ε2
)
dt .
Expe´rimentalement, on discre´tise ces relations a` partir de {ui} :
Fε(ui) =
N−1disc
ε
√
2pi
Ndisc∑
j=1
F (uj) exp
(
−(uj − ui)
2
2ε2
)
,
F ′ε(ui) =
N−1disc
ε3
√
2pi
Ndisc∑
j=1
F (uj)(uj − ui) exp
(
−(uj − ui)
2
2ε2
)
.
On obtient deux formules pour la longueur approche´e du graphe de Fε :
L̂ε(Ndisc) =
Ndisc−1∑
i=1
√
(Fε(ui+1)− Fε(ui))2 + (ui+1 − ui)2 (7.18)
L̂ε(Ndisc) = 1
Ndisc
Ndisc∑
i=1
√
1 + F ′ε(ui)2 (7.19)
La premie`re formule utilise une discre´tisation de la de´rive´e de Fε au point ui par
la pente en ce point. La seconde formule utilise l’expression the´orique de la de´rive´e.
En pratique la diffe´rence est imperceptible. Les re´sultats sont bons surtout pour les
grandes valeurs de α (voir Tab. 7.8). A causes des phe´nome`nes de discre´tisation, on
a tendance a` surestimer la dimension fractale du graphe. On a utilise´ ε = N−1disc.
Tab. 7.8. Estimation de l’exposant α d’une fonction de bosses par
la me´thode de re´gularisation.
Valeur exacte Valeurs estime´es
α α̂ via (7.18) α̂ via (7.19)
0.1 0.27917 0.27612
0.2 0.36288 0.36031
0.3 0.45309 0.45062
0.4 0.53215 0.52936
0.5 0.61900 0.61669
0.6 0.69900 0.69404
0.7 0.76488 0.76339
0.8 0.83827 0.83669
0.9 0.89868 0.89765
7.3. ESTIMATION DES PARAME`TRES DE BASE 161
7.3.3.3. Utilisation des autres parame`tres
Si on connaˆıt certains parame`tres du mode`le, on peut estimer α simplement avec
nos outils. Donnons un exemple. On suppose connus les parame`tres optionnels C et
S, et la bosse e´le´mentaire g. Les moments µi sont donc e´galement connus et nous
avons estime´ I, N et pii,2. Nous obtenons alors un estimateur de α en utilisant les
e´quations (7.2), (7.3) et (7.4).
Utilisons la relation (7.2) en faisant encore l’approximation
Σ1,1 ≈ (N−α −M−α)/α ,
et supposons M−α ne´gligeable. On obtient alors
logα+ α logN = log
(
2CS µ1
I
)
. (7.20)
Utilisons ensuite la relation (7.3) et supposons pour simplifier que ν est la distri-
bution uniforme. En proce´dant par approximation et en ne´gligeantM−2α, on obtient
logα+ 2α logN = log
(
2µ2C
2S
3
)
−2pi1,2 . (7.21)
Dans le cas ν affine quelconque, la relation (7.4) donne
logα+ 2α logN = log
(
3C2S(A+ 2B)µ2
)− 2pi2,2 .
Dans tous les cas une valeur approche´e de α est donne´e par l’unique ze´ro sur
]0, 1[ d’une fonction du type
x 7→ log x− (ax+ b)
dont la de´termination est un proble`me relativement simple. Dans tous les cas les
re´sultats sont tre`s bons. Si tous les autres parame`tres sont connus, il n’y a pres-
qu’aucune erreur (voir Tab. 7.9).
Tab. 7.9. Estimation de l’exposant α d’une fonction de bosses
lorsque les autres parame`tres sont connus.
Valeur exacte Valeurs estime´es
α α̂ via (7.20) α̂ via (7.21)
0.1 0.19002 0.13047
0.2 0.26093 0.21325
0.3 0.34053 0.30528
0.4 0.42649 0.40167
0.5 0.51697 0.49999
0.6 0.61056 0.59915
0.7 0.70625 0.69865
0.8 0.80334 0.79830
0.9 0.90136 0.89801
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7.3.4. Estimation de g
Il s’agit d’un proble`me plus de´licat : estimer une fonction. Nous allons traiter
un cas particulier et pre´senter le cas ge´ne´ral. La` encore, l’estimation sera de bonne
qualite´ si on connaˆıt bien certains parame`tres.
7.3.4.1. Mode`les parame´triques
Il s’agit du cas ou` g est suppose´e appartenir a` une famille donne´e F = (gλ)λ∈Λ
de bosses e´le´mentaires. Le proble`me est alors simplifie´ : de´terminer le parame`tre
λ. Pour ce faire, l’ide´e est de de´terminer λ via certaines quantite´s le caracte´risant
comple`tement et se preˆtant bien a` une estimation.
Le mode`le parame´trique correspondant est la donne´e du couple (F , ϕ) ou` ϕ est
une fonction de´finie sur F (ou sur Λ). Le point crucial est le choix par avance d’un tel
mode`le. Celui-ci va concre`tement de´pendre de la mode´lisation a` effectuer. Toutefois,
il faut tenir compte de certains faits the´oriques.
Tout d’abord la seule contrainte impose´e a` ϕ est que ses valeurs soient esti-
mables a` partir d’un signal discre´tise´, et qu’elle soit un crite`re d’identification c’est-
a`-dire qu’elle soit bijective, d’inverse facilement calculable. Cela suppose que F soit
constitue´e de fonctions assez simples au risque de ne pas eˆtre tre`s riche. Suppo-
sons par exemple que ϕ = µi. En toute ge´ne´ralite´, ϕ̂ est un nombre de l’intervalle
]0, 1[. Aussi, il est a priori ne´cessaire que ϕ(F) = ]0, 1[. Au contraire cela oblige F
a` contenir beaucoup d’e´le´ments, par exemple Λ ne doit pas eˆtre de´nombrable.
Il faut de plus tenir compte de toute la de´pendance entre λ et g. Il semble e´vident
que λ va re´gir d’autres proprie´te´s de g : convexite´, exposant de Ho¨lder, etc. C’est
dire que la de´termination de g par le crite`re ϕ induit des proprie´te´s supple´mentaires
a` g qui ne sont pas toujours justifie´es. Il est parfois utile de choisir une famille F
neutre vis-a`-vis de telle ou telle proprie´te´, par exemple constitue´e uniquement de
fonctions lipschitziennes.
Nous allons pre´senter quelques mode`les (F , ϕ) possibles. On utilise encore les
e´quations (7.2) a` (7.4) qui font intervenir les premiers moments de g ; on choisit
donc ϕ = µi. On a, inde´pendamment de ν :
µ̂1 =
I
2CS Σ1,1
. (7.22)
Si on suppose ν affine (avec A 6= 0), on a :
µ̂1 =
(
3.10 2pi1,2 − 10 2pi2,2
16(ACS)2(Σ21,1 − Σ2,2)
)1/2
, (7.23)
puis :
µ̂2 =
3.10 2pi1,2 − 4(AI)2
(
1− Σ2,2
Σ21,1
)
6(A+ 2B)C2S Σ1,2
(7.24)
et
µ̂2 =
10 2pi2,2
6(A+ 2B)C2S Σ1,2
. (7.25)
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Il est possible d’estimer I, A, B, N , M et α ; de sorte que si C et S sont donne´s,
les membres de droite sont estimables. On obtient alors des estimateurs des mo-
ments. Pour avoir un mode`le parame´trique, il faut encore trouver des familles (gλ)λ∈Λ
adapte´es a` l’identification d’une bosse par son moment µi. De nombreuses classes
sont possibles, donnons quelques exemples. On utilise certains re´sultats de´montre´s
en annexe.
Bosses puissance.
Il s’agit des fonctions gα,β de´finies pour α, β > 0 par
∀ t ∈ [0, 1] gα,β(t) = (1− tα)β .
On s’inte´resse aux sous-familles suivantes, les bosses puissance
– de premie`re espe`ce : ce sont les fonctions gα,1, α > 0
– de seconde espe`ce : ce sont les fonctions g1,α, α > 0.
Proposition 7.3.3. L’application µ1 est une bijection de F sur ]0, 1[ dans cha-
cun des cas suivants :
i) F = {gα,1 : α > 0} et alors µ−11 est de´finie par l’e´quivalence
µ−11 (x) = gα,1 ⇐⇒ α =
x
1− x .
ii) F = {g1,α : α > 0} et alors µ−11 est de´finie par l’e´quivalence
µ−11 (x) = g1,α ⇐⇒ α =
1− x
x
.
Proposition 7.3.4. L’application µ2 est une bijection de F sur ]0, 1[ dans cha-
cun des cas suivants :
i) F = {gα,1 : α > 0} et alors µ−12 est de´finie par l’e´quivalence
µ−12 (x) = gα,1 ⇐⇒ α =
2√
1 +
8
x
− 3
.
ii) F = {g1,α : α > 0} et alors µ−12 est de´finie par l’e´quivalence
µ−12 (x) = g1,α ⇐⇒ α =
1− x
2x
.
Il re´sulte de ces propositions que ni µ1, ni µ2 ne sont bijectives sur la famille de
toutes les bosses puissance. Par exemple
µ1(g 2,1) = µ1(g 1, 1/2) =
2
3
et µ2(g 2,1) = µ2(g 1, 7/16) =
8
15
.
On peut toutefois «me´langer» les deux premiers types de bosses en conside´rant la
famille F = F1 ∪ F2 ou`
F1 = {gp,1 : p ∈ N∗} : bosses polynoˆme de premie`re espe`ce,
F2 = {g1,p : p ∈ N∗} : bosses polynoˆme de seconde espe`ce.
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On a alors alors les re´sultats suivants :
Corollaire 7.3.5. L’application µ1 est une bijection de F dans ]0, 1[ et on a
de plus la discrimination suivante :
i) µ−11 (x) ∈ F1 ⇐⇒ x ∈ [1/2, 1[
et dans ce cas µ−11 (x) = gp,1 avec p = x(1− x)−1.
ii) µ−11 (x) ∈ F2 ⇐⇒ x ∈ ]0, 1/2]
et dans ce cas µ−11 (x) = g1,p avec p = (1− x)x−1.
iii) x = 1/2 ⇐⇒ µ−11 (x) ∈ F1 ∩ F2 ⇐⇒ µ−11 (x) = g1,1.
De´monstration. En fait tout est contenu dans la proposition 7.3.3. Il suffit d’e´tablir
les deux faits suivants :
∀ p ∈ N∗ µ1(gp,1) > 1/2 avec e´galite´ si et seulement si p = 1,
∀ p ∈ N∗ µ1(g1,p) 6 1/2 avec e´galite´ si et seulement si p = 1,
ce qui est facile. 
Corollaire 7.3.6. L’application µ2 est une bijection de F dans ]0, 1[ et nous
avons de plus la discrimination suivante :
i) µ−12 (x) ∈ F1 ⇐⇒ x ∈ [1/3, 1[
et dans ce cas µ−12 (x) = gp,1 avec p = 2
(√
1 +
8
x
− 3
)−1
.
ii) µ−12 (x) ∈ F2 ⇐⇒ x ∈ ]0, 1/3]
et dans ce cas µ−12 (x) = g1,p avec p = (1− x)(2x)−1.
iii) x = 1/3 ⇐⇒ µ−12 (x) ∈ F1 ∩ F2 ⇐⇒ µ−12 (x) = g1,1.
De´monstration. C’est analogue au corollaire pre´ce´dent. Il suffit d’e´tablir les deux
faits suivants :
∀ p ∈ N∗ µ2(gp,1) > 1/3 avec e´galite´ si et seulement si p = 1,
∀ p ∈ N∗ µ2(g1,p) 6 1/3 avec e´galite´ si et seulement si p = 1,
ce qui est la` encore facile. 
Le choix d’une telle famille est de´licat car il n’offre qu’un ensemble de´nombrable
de moments. Toutefois les bosses g sont simples et nous disposons de formules exactes
pour la courbe de structure de´terministe. De plus c’est une famille homoge`ne au sens
ou` toutes les bosses sont des polynoˆmes. Nous utiliserons les bosses puissance comme
prototypes de bosses re´gulie`res. On pourra se limiter aux polynoˆmes.
Bosses trape`ze.
On renvoit a` l’annexe page 220 pour leur de´finition. On s’inte´resse aux sous-
familles suivantes, les bosses trape`ze
– de premie`re espe`ce : ce sont les fonctions gα,1,
– de seconde espe`ce : ce sont les fonctions gα,α.
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Proposition 7.3.7. Soit F = { gα,1 : α ∈ ]0, 1[ }. Alors
i) L’application µ1 est une bijection de F sur ]1/2, 1[ et µ−11 est de´finie par
l’e´quivalence
µ−11 (x) = gα,1 ⇐⇒ α = 2x− 1 .
ii) L’application µ2 est une bijection de F sur ]1/3, 1[ et µ−12 est de´finie par
l’e´quivalence
µ−12 (x) = gα,1 ⇐⇒ α =
3x− 1
2
.
Proposition 7.3.8. Soit F = { gα,α : α ∈ ]0, 1[ }. Alors
i) L’application µ1 est une bijection de F sur ]0, 1[ et µ−11 est de´finie par
l’e´quivalence
µ−11 (x) = gα,α ⇐⇒ α = x .
ii) L’application µ2 est une bijection de F sur ]0, 1[ et µ−12 est de´finie par
l’e´quivalence
µ−12 (x) = gα,α ⇐⇒ α =
−1 +√1 + 24x
4
.
L’utilisation des bosses trape`ze de seconde espe`ce est donc possible. Elles sont
tre`s proches des bosses puissance gα,α−1 . Nous utiliserons cette famille comme pro-
totype de bosses non de´rivables. Toutefois on ne dispose pas de formules de´taille´es
pour les fonctions de structure de´terministes.
Le choix de la fonction de´terminante est impose´ par les e´quations dont on dispose.
Ce choix impose e´galement la famille de re´fe´rence. Ainsi, on se prive d’une large
classe de bosses e´le´mentaires et donc suˆrement de la «vraie» bosse g. C’est l’une
des limites de la me´thode.
Un autre proble`me vient, en pratique, de devoir estimer g en fin de proce´dure.
On a en effet besoin des autres parame`tres dans les e´quations (7.2) a` (7.4). Toutes
les erreurs vont se re´percuter dans cette estimation. Or celle-ci est tre`s sensible.
Une faible variation de µi donne un e´cart grand pour le parame`tre λ. C’est le cas
pour la famille des bosses puissance. Une solution est de se limiter aux polynoˆmes :
expe´rimentalement, le fait d’arrondir le parame`tre a` la valeur entie`re la plus proche
gomme artificiellement ces fluctuations.
7.3.4.2. Cas ge´ne´ral
En pratique, l’utilisation des mode`les parame´triques n’est pas restrictive. Tou-
tefois, on peut se demander s’il est possible de trouver g sans aucune hypothe`se
pre´alable a` son sujet. Les moments d’ordre 1 et 2 ne suffisent pas a` caracte´riser une
bosse e´le´mentaire quelconque. Mais la donne´e de tous les moments est suffisante
pour une large classe d’entre elles.
Lemme 7.3.9. Soit g une bosse e´le´mentaire re´alisant un C1-diffe´omorphisme de
[0, 1] sur [0, 1]. Alors g est entie`rement de´termine´e par la suite de ses moments.
De´monstration. Soient g1 et g2 deux bosses e´le´mentaires satisfaisant a` l’hypothe`se
du lemme. Soient (aq)q>0 et (bq)q>0 les suites de leurs moments. Supposons que pour
tout q > 1 : aq = bq. Il suffit de montrer que pour tout t ∈ [0, 1] : g1(t) = g2(t). Par
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hypothe`se, aq et bq peuvent s’e´crire a` l’aide des changements de variable de´finis par
g1 et g2 comme
aq =
∫ 1
0
g1(t)
qdt =
∫ 1
0
uq(g−11 (u))
′du ,
bq =
∫ 1
0
g2(t)
qdt =
∫ 1
0
uq(g−12 (u))
′du .
Ainsi
∀ q > 1
∫ 1
0
uq(g−11 (u)− g−12 (u))′du = 0 .
La fonction (g−11 − g−12 )′ e´tant continue, il re´sulte du the´ore`me des moments qu’elle
est identiquement nulle. On en de´duit g−11 = g
−1
2 puisque g
−1
1 (1) = g
−1
2 (1) = 0, et
finalement g1 = g2. 
En outre, il est possible de reconstruire concre`tement une bosse a` partir de ses
moments :
The´ore`me 7.3.10. Soit g une bosse e´le´mentaire re´alisant un C1-diffe´omorphisme
de [0, 1] sur [0, 1]. Alors
∀ t ∈ [0, 1] g−1(t) = 1− lim
T→+∞
1
2pi
∫ T
−T
(
1− e−itx
ix
∞∑
q=0
(ix)qµq
q!
)
dx .
De´monstration. Soit g satisfaisant l’hypothe`se du the´ore`me et g˜ la fonction de´finie
par :
g˜(t) =
{
g(1− t) si 0 6 t 6 1
0 sinon
Soit enfin U une variable ale´atoire de loi uniforme sur [0, 1] et X = g˜(U).
On commence par e´tablir le
Lemme. X est une variable ale´atoire positive, majore´e par 1, qui ne charge pas
les points, et qui admet des moments de tout ordre donne´s par E(Xq) = µq. De plus,
sa fonction de re´partition FX est de´finie par
FX(t) =

0 si t 6 0
g˜−1(t) si 0 6 t 6 1
1 si t > 1
Le fait que g soit une bosse e´le´mentaire assure que X est une variable ale´atoire,
a` valeurs dans [0, 1]. Borne´e, elle admet des moments de tout ordre donne´s par
E(Xq) =
∫
Ω
(g(1− U))qdP =
∫ 1
0
(g(1− t))qdt = µq .
Ensuite, il est clair que
P(X 6 t) =
{
0 si t < 0
1 si t > 1
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Soit t ∈ [0, 1]. Par construction, g˜ est croissante sur [0, 1]. L’hypothe`se faite sur g
assure de plus qu’elle est bijective sur [0, 1]. On a alors
P(X 6 t) = P( g˜(U) 6 t) = P(U 6 g˜−1(t)) = g˜−1(t) .
Nous obtenons ainsi l’expression voulue pour FX . Enfin, cette dernie`re e´tant conti-
nue, X ne charge pas les points.
L’ide´e est maintenant d’obtenir une nouvelle expression de FX faisant intervenir
la suite (µq)q>0. Nous utilisons pour cela la formule d’inversion suivante :
The´ore`me (formules de Perron-Stieltje`s). Soit µ une mesure sur R, borne´e, et
Φ sa transforme´e de Fourier. Pour tous re´els a < b on a :
i) µ{a} = lim
T→+∞
1
2pi
∫ T
−T
e−iaxΦ(x) dx .
ii)
1
2
(µ{a}+ µ{b}) + µ( ]a, b[ ) = lim
T→+∞
1
2pi
∫ T
−T
e−iax − e−ibx
ix
Φ(x) dx .
En appliquant ce the´ore`me avec pour mesure µ la loi de X (qui ne charge pas les
points) nous avons, pour a = 0 et b = t ∈ [0, 1] :
FX(t)− FX(0) = µ([0, t]) = lim
T→+∞
1
2pi
∫ T
−T
1− e−itx
ix
Φ(x) dx .
Maintenant, Φ n’est autre que la fonction caracte´ristique de X. Des proprie´te´s de
cette dernie`re, nous de´duisons que Φ se de´veloppe en se´rie entie`re sur R selon
Φ(x) =
∞∑
q=0
E(iX)q
q!
xq =
∞∑
q=0
(ix)qµq
q!
.
Puisque FX(0) = 0, on a finalement e´tabli que
∀ t ∈ [0, 1] g˜−1(t) = FX(t) = lim
T→+∞
1
2pi
∫ T
−T
(
1− e−itx
ix
∞∑
q=0
(ix)qµq
q!
)
dx .
Il reste a` remarquer que
∀ t ∈ [0, 1] g˜−1(t) = 1− g−1(t)
pour que la de´monstration soit comple`te. 
Il est possible d’e´tablir une telle formule de reconstruction sous des hypothe`ses
plus faibles, en faisant intervenir le pseudo-inverse de g. Toutefois cette me´thode
n’est gue`re utilisable car d’une part il semble tre`s difficile d’estimer µq pour de nom-
breuses valeurs de q > 3, d’autre part la formule se preˆte mal a` la programmation
informatique (se´rie et inte´grale ge´ne´ralise´e). On peut toutefois utiliser ce re´sultat
dans un cas particulier.
On suppose que ν est la loi uniforme sur [−1, 2] et que le seul parame`tre inconnu
est la bosse g. Nous donnons ici une me´thode permettant de calculer de proche en
proche tous les termes µq. Elle est fonde´e sur le lemme suivant :
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Lemme 7.3.11. Pour tout t ∈ [0, 1] et tout q > 0 on a
∀n > 1 E(Y qn (t)) =
 1 si q = 02
3
1
n1+q α
µq sinon
ou` Yn(t) = n
−αg(n(t−Xn)).
En utilisant l’identite´ multinomiale et le fait que les variables (Yn(t))n>1 sont
inde´pendantes, on obtient, pour tout t et tout q :
E(F (t)q) =
∑
qN+···+qM=q
qi∈N
q!
qN ! · · · qM ! E(Y
qN
N (t)) · · ·E(Y qMM (t)) .
On a ainsi une expression de la forme
E(F (t)q) = Pq(µ1, . . . , µq) .
ou` Pq est un polynoˆme a` q inde´termine´es, de degre´ total q et dont les coefficients
sont par hypothe`se connus. Le choix de ν rend E(F (t)q) inde´pendant du point t et
permet de construire un estimateur de cette quantite´. On effectue l’approximation
1
Ndisc
Ndisc∑
i=1
F (ti)
q ≈ Pq(µ1, . . . , µq) ,
le terme de gauche e´tant imme´diat a` calculer. Finalement, il est possible d’estimer
successivement µ1, µ2, etc. Cette me´thode a ses limites. Elle est difficile a` utiliser
du fait d’une part de la complexite´ des polynoˆmes Pq (en particulier elle est quasi
inutilisable pour estimer tous les parame`tres (N ,M , α)), d’autre part de la ne´cessite´
de proce´der pas a` pas (les erreurs d’approximations e´tant commises en chaˆıne).
Notons pour terminer que, pour les premie`res valeurs de q, on peut aussi e´crire :
E(F (t)) = µ1
(
2
3
M∑
n=N
1
n1+α
)
,
E(F (t)2) = µ2
(
2
3
M∑
n=N
1
n1+2α
)
+µ21
(
4
9
M∑
n,m=N
n6=m
1
(nm)1+α
)
,
et E(F (t)3) =
µ3
(
2
3
M∑
n=N
1
n1+3α
)
+µ1µ2
(
4
9
M∑
n,m=N
n6=m
1
n1+2αm1+α
)
+µ31
(
8
27
M∑
n,m,l=N
n6=m6=l
1
(nml)1+α
)
.
7.3.4.3. Remarque
Dans tous les cas, deux bosses g diffe´rentes donnent des mode`les diffe´rents, et
il est the´oriquement possible de le de´tecter. On peut par exemple construire deux
familles tre`s proches a` partir des bosses puissance et trape`ze (cf. annexe). Dans ce
cas la`, la diffe´rence de re´gularite´ se traduit par des crossovers diffe´rents. Mais en
pratique il semble utopique de croire qu’on puisse faire cette distinction. Il est plus
raisonnable de se limiter a` un dictionnaire de re´fe´rence comme les bosses polynoˆmes.
7.4. ESTIMATION DES PARAME`TRES OPTIONNELS 169
Elles offrent une palette suffisamment riche pour la mode´lisation. Par exemple si g
est la bosse trigonome´trique g(t) = cos(pit/2), il est le´gitime de l’approcher par la
bosse polynoˆme g(t) = 1− t2. Elles sont presque identiques, il est impossible de les
distinguer expe´rimentalement.
7.4. Estimation des parame`tres optionnels
Le facteur de re´duction du support est clairement lie´ aux bornes N etM . Son es-
timation est tre`s difficile et on peut supposer S = 1 en pratique. Le coefficient d’ajus-
tement C est lui tre`s important. L’ide´e est de ne l’estimer qu’en fin de proce´dure
et donc de ne pas s’en servir avant. Il n’intervient ni pour estimer les parame`tres
auxiliaires, ni pour ν, N , M et α ; mais seulement pour estimer g. C’est donc cette
estimation qu’il faut pouvoir faire sans connaˆıtre la valeur de C.
7.4.1. Estimer g
Pour estimer g sans connaˆıtre C, on peut simplement e´liminer C entre les
e´quations (7.2), (7.3) et (7.4).
En calculant (7.3)/(7.2)2 on a
10 2pi1,2
I2
=
(A+ 2B)
2S
µ2
µ21
(
Σ1,2
Σ21,1
)
+
4
3
A2
(
Σ21,1 − Σ2,2
Σ1,2
)
. (7.26)
Cette relation reste complexe. En calculant (7.4)/(7.2)2 on a
10 2pi2,2
I2
=
3(A+ 2B)
2S
µ2
µ21
(
Σ1,2
Σ21,1
)
. (7.27)
En calculant (7.3)/(7.4) on obtient
10 2(pi1,2−pi2,2) =
1
3
+
8
9
(
A2S
A+ 2B
)(
Σ21,1 − Σ2,2
Σ1,2
)
µ2
µ21
. (7.28)
Cette relation n’a d’inte´reˆt que pour A 6= 0, c’est-a`-dire si ν n’est pas uniforme.
Sinon, on utilise (7.26) qui se simplifie en :
10 2pi1,2 =
I2
3S
(
Σ1,2
Σ21,1
)
µ2
µ21
. (7.29)
Remarquons que
Σ1,2
Σ21,1
≈ α
2
N−2α −M−2α
(N−α −M−α)2 .
En supposantM suffisamment grand pour ne´gligerM−α, on a donc l’approximation
Σ1,2
Σ21,1
≈ α
2
,
qui fournit
10 2pi1,2 =
αI2
6S
µ2
µ21
. (7.30)
Cette expression offre l’avantage de ne plus de´pendre des bornes N et M . Meˆme
si on commet une erreur, elle est souvent moindre que celle commise sur l’estimation
des bornes, ce qui peut justifier l’emploi de cette approximation. Notons par ailleurs
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que si g est connue, cela fournit un nouvel estimateur de α.
Quoiqu’il en soit, dans tous les cas on peut toujours estimer le quotient ϕ =
µ2/µ
2
1. Pour obtenir des mode`les parame´triques utilisant cette fonction de´terminante,
il faut encore trouver de bonnes familles de bosses e´le´mentaires. Bien que ϕ soit plus
complexe, il est possible d’utiliser les familles de´ja` pre´sente´es.
Pour les bosses puissance gα,β, on a la
Proposition 7.4.1. L’application µ2/µ
2
1 est une bijection de F sur M dans
chacun des cas suivants :
i) F = {gα,1 : α > 0}, M = ]1, 2[ et alors (µ2/µ21)−1 est de´finie par
l’e´quivalence (
µ2
µ21
)−1
(x) = gα,1 ⇐⇒ α = 2− x
2(x− 1) .
ii) F = {g1,α : α > 0}, M = ]1,+∞[ et alors (µ2/µ21)−1 est de´finie par
l’e´quivalence (
µ2
µ21
)−1
(x) = g1,α ⇐⇒ α =
√
x− 1√
x−√x− 1 .
Pour les bosses trape`ze gα,β, on a la
Proposition 7.4.2. L’application µ2/µ
2
1 est une bijection de F sur M dans
chacun des cas suivants :
i) F = {gα,1 : α ∈ ]0, 1[ }, M = ]1, 4/3[ et alors (µ2/µ21)−1 est de´finie par
l’e´quivalence (
µ2
µ21
)−1
(x) = gα,1 ⇐⇒ α =
√
4− 3x
2−√4− 3x .
ii) F = {gα,α : α ∈ ]0, 1[ }, M = ]1,+∞[ et alors (µ2/µ21)−1 est de´finie par
l’e´quivalence (
µ2
µ21
)−1
(x) = g1,α ⇐⇒ α = 1
3x− 2 .
Il est donc possible d’utiliser des mode`les parame´triques pour estimer g sans
faire intervenir C. L’ine´galite´ de Jensen donne ϕ > 1. Puisqu’en toute ge´ne´ralite´
ϕ ∈ [1,+∞[ , il est plus judicieux d’utiliser les bosses puissance (resp. trape`ze) de
seconde espe`ce. En pratique un proble`me essentiel consiste en l’estimation de ϕ. En
effet, ϕ̂ e´tant une valeur approche´e, la condition ϕ̂ > 1 n’est pas toujours ve´rifie´e
de sorte qu’il n’est pas possible de de´terminer g. Dans ce cas on pourra choisir
arbitrairement ϕ = 1.
7.4.2. Estimer C
Finalement, le dernier parame`tre a` estimer est la constante C. Nous proposons
diffe´rentes fac¸ons de proce´der. Elles sont de deux sortes :
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1. Les me´thodes directes. On utilise toujours les e´quations fondamentales (7.2)
a` (7.4). On obtient les estimateurs suivants :
Ĉ =
I
2Sµ1Σ1,1
, (7.31)
Ĉ =
(
3.10 2pi1,2 − 4(AI)2(1− Σ2,2/Σ21,1)
6(A+ 2B)Sµ2Σ1,2
)1/2
, (7.32)
Ĉ =
(
10 2pi2,2
6(A+ 2B)Sµ2Σ1,2
)1/2
, (7.33)
et enfin, si A 6= 0 :
Ĉ =
(
3.10 2pi1,2 − 10 2pi2,2
16(ASµ1)2(Σ21,1 − Σ2,2)
)1/2
. (7.34)
Ces estimateurs ont l’inconve´nient de de´pendre de tous les autres parame`tres es-
time´s. Les erreurs d’approximation se re´percutent dans le calcul C.
2. Les me´thodes indirectes. L’ide´e est la suivante : tous les parame`tres excepte´
C ont e´te´ estime´s, et sans faire intervenir la vraie valeur de C. Donc la fonction
interme´diaire F˜ , obtenue avant le calcul de C, est e´gale a` la fonction finale estime´e
F̂ , a` une constante multiplicative pre`s. On peut alors obtenir C en se calant sur
des valeurs de F . On conside`re la fonction F˜ obtenue avec les parame`tres estime´s et
C = 1 : on a le nuage de points F˜ (si). On choisi alors par exemple C de sorte que
a) les valeurs moyennes co¨ıncident :
Ĉ =
1
5Ndisc
5Ndisc∑
i=1
F (si)
1
5Ndisc
5Ndisc∑
i=1
F˜ (si)
=
5Ndisc∑
i=1
F (si)
5Ndisc∑
i=1
F˜ (si)
. (7.35)
b) les valeurs maximales co¨ıncident :
Ĉ =
max{F (si) : i = 1, . . . , 5Ndisc}
max{F˜ (si) : i = 1, . . . , 5Ndisc}
. (7.36)
c) l’un des paliers co¨ıncide :
Ĉ = 10pij,2−pij,2 . (7.37)
On peut penser a` d’autres calages : pentes des courbes de structure, ordonne´es a`
l’origine, etc. Ces me´thodes donnent de tre`s bons re´sultats.
7.5. Remarque
Dans de nombreux cas particuliers, il est possible de construire d’autres esti-
mateurs. En effet, certaines familles de bosses e´le´mentaires jouissent de proprie´te´s
spe´ciales permettant d’obtenir a` partir des relations pre´ce´dentes des e´quations plus
inte´ressantes. On pre´sente ici une telle proprie´te´. L’ide´e est la suivante : si µq de´pend
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de g, il peut eˆtre possible de trouver une relation de de´pendance entre certains mo-
ments, soitM(µi1 , µi2 , . . . , µin) = 0, ve´rifie´e par chaque bosse de la famille. On peut
alors e´liminer le parame`tre codant la bosse en combinant certaines e´quations. A titre
d’exemple, on introduit les coefficients suivants :
∀ i, j ∈ N∗ k i,j = µi
µj
.
En supposant ν uniforme, on obtient
I
10 2pi1,2
=
3
2C
µ1
µ2
Σ1,1
Σ1,2
.
Si on peut encore ne´gliger M−α on a
Σ1,1
Σ1,2
≈ 2Nα ,
et donc
k1,2 =
C I
3
10−2pi1,2 N−α .
Si les bosses sont choisies dans une famille F telle que k1,2 est une constante ne
de´pendant que de F et connue a` l’avance, alors on peut estimer N , α, ou encore la
constante optionnelle C. On a ainsi
Ĉ =
3k1,2
I
10 2pi1,2Nα .
On obtient des formules analogues, le´ge`rement plus complexes, si on peut seule-
ment ne´gliger M−2α. Notons que le parame`tre S n’intervient pas. Nous donnons en
l’annexe (voir page 221) l’exemple d’une famille de bosses ayant une telle proprie´te´.
Bien suˆr l’estimation de g ne saurait utiliser la fonction ϕ = k1,2.
7.6. Algorithme de base
Nous avons donne´ au fur et a` mesure de leur construction des exemples d’estima-
tions de la plupart des parame`tres. Bien suˆr tout de´pend des donne´es connues. Pour
terminer ce chapitre, nous anticipons le chapitre suivant en donnant une proce´dure
d’estimation globale de tous les parame`tres d’une fonction de bosses. De nombreuses
variantes sont possibles selon l’ordre des estimations et le choix des me´thodes. Celles-
ci ont toutes e´te´ de´taille´es pre´ce´demment, on renverra le lecteur aux e´quations cor-
respondantes.
On suppose que la densite´ de ν est affine et que S vaut 1.
La proce´dure suivante permet d’estimer tous les parame`tres du mode`le. Elle est
facilement adaptable aux cas ou` certains parame`tres seraient connus. Les principales
e´tapes sont, dans l’ordre :
1. Estimer ν par ses parame`tres A et B.
2. Estimer la borne infe´rieure N .
3. Estimer la borne supe´rieure M .
4. Estimer l’exposant α.
5. Estimer la bosse e´le´mentaire g.
6. Estimer le cas e´che´ant la constante C.
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L’algorithme suivant de´taille les e´tapes pre´ce´dentes en indiquant les estimateurs
a` calculer selon les choix de l’utilisateur. Il est important de distinguer si C est
connue ou non car la proce´dure est tre`s diffe´rente selon les cas. C’est pourquoi il se
de´compose en deux parties : une partie 1. commune ; une partie 2. spe´cifique ou` la
me´thode d’estimation de g est ou non impose´e (2.a ou 2.b).
Algorithme partie 1.
Estimation de I via (7.5)
Estimation de la tendance line´aire t 7→ at+ b
?
Estimation de ν ≡ (A,B) via (7.6)
?
Estimation de η+1
?
Estimation de η+2
?
Estimation de l+
via (7.9)
?
Estimation de N
?
Estimation de T via (7.12)
?
Estimation de M via (7.13)
?
Calcul de V̂j
?
Calcul de L̂ε
?
Autres
me´thodes
?
Estimation de α
? ?
C connue
voir algorithme 2.a
C inconnue
voir algorithme 2.b
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Algorithme partie 2.a. : C est connue.
Estimation de ϕ = µ1
Choix de I
? ? ? ?
Estimations de pij,2
Estimation de ϕ = µ2
Estimation de pi1,2 Estimation de pi2,2
Choix de la famille F
? ? ? ?
Estimation de g
?
Algorithme partie 2.b. : C est inconnue.
Choix de la famille F
?
Estimation de ϕ = µ2/µ
2
1
Estimation de g
?
?
Estimation de µ2 Calcul
de la
valeur
moyenne
Calcul
de la
valeur
maximale
Calcul
d’une
valeur
pij,2
Estimation de µ1
Calcul
de
pi1,2
?
Calcul
de
pi2,2
?
? ?? ? ? ?
Estimation de C
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Soulignons un point concernant l’estimation finale de C. Tous les parame`tres ont
e´te´ estime´s, tous avec une certaine erreur. La constante C, estime´e par calage, va
«gommer» toutes ces erreurs. On obtiendra ainsi des signaux indiscernables visuel-
lement, et globalement identiques.
Dans toutes les proce´dures d’estimation il faut ajouter des tests de plausibilite´.
En effet, les valeurs estime´es peuvent eˆtre the´oriquement abberrantes. Dans ces
cas, elles sont inutilisables. On choisit alors arbitrairement des valeurs par de´faut.
Donnons un exemple. Si l’estimation de µ1 fournie µ̂1 > 1, on ne peut pas inverser
ce moment pour retrouver une bosse e´le´mentaire g. Dans ce cas, nous prenons par
de´faut la bosse triangle. Nous ne pre´cisons ni l’ensemble des tests ni le choix des
parame`tres par de´faut.
7.7. Exemples
Nous pre´sentons trois exemples mettant en e´vidence l’influence des bornes N
et M , et de la bosse e´le´mentaire g. Pour chacun d’eux, on se donne une fonction
de bosses inconnue Fi de´finie sur [−1, 2] par la se´rie (7.1) avec C = S = 1 et ν la
loi uniforme sur [−1, 2]. On estime tous les parame`tres du mode`le, en commenc¸ant
par les parame`tres auxiliaires. La proce´dure d’estimation est la meˆme dans les trois
cas. Nous avons choisi les estimateurs qui donnent expe´rimentalement les meilleurs
re´sultats. Ils sont utilise´s dans l’algorithme du chapitre 8, page 189. On obtient ainsi
une fonction mode`le F̂i qui doit eˆtre relativement proche de l’original. Pour chaque
exemple, on trace les graphes (ale´atoires) des deux fonctions et surtout les spectres
de structure d’ordre 1 et 2. La gamme choisie est {0.1, 0.5, 1, 2, 4, 10}. L’analyse de
concordance de ces courbes conduira a` de´clarer les signaux indiscernables ou non.
Rappelons que Ndisc est le nombre de points de discre´tisation de [0, 1] (cf. page 139).
7.7.1. Exemple 1
Commenc¸ons par un exemple simple ou` N n’est pas trop petit et M reste
mode´re´ :
F1(t) =
1000∑
n=100
n−0.6g1(n(t−Xn)) ,
avec pour g1 la bosse triangle. On imple´mente F1 avec Ndisc = 2000 (voir Fig. 7.8).
Les parame`tres auxiliaires sont tous estime´s avec une erreur tre`s acceptable (voir
Tab. 7.10). Ainsi, les parame`tres principaux sont tre`s proches des valeurs exactes
(voir Tab. 7.11). Il n’y a pas d’erreur sur la bosse g, et l’e´cart pour α et ν est tre`s
faible. La seule diffe´rence provient des bornes approche´es par exce`s. Le calibrage par
Ĉ permet de compenser ces effets. Notons que Ĉ est peu diffe´rent de 1 ce qui montre
que la compensation n’est toutefois pas tre`s importante. L’analyse des spectres de
structure confirme clairement ces impressions. Rappelons que le calage est fait sur un
seul palier. On voit ici que tous les paliers sont a` la meˆme hauteur, ce qui signifie que
les coefficients de rigidite´ c
(i)
p,q > 0 de´finis par (5.10) sont les meˆmes. Leur validite´ est
confirme´e par le fait que pour toutes les courbes il n’y a pas d’erreur sur l’ordonne´e
a` l’origine. Globalement, les signaux ont des spectres identiques. Finalement, la
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comparaison des empreintes de F1 et F̂1 est significative. Les deux signaux peuvent
eˆtre de´clare´s indiscernables.
Fig. 7.8. Mode´lisation d’une fonction de bosses F1. En haut le signal
d’origine, en bas le signal mode´lise´ F̂1.
Tab. 7.10. Estimation de l’ensemble des parame`tres auxiliaires de
la fonction de bosses F1.
Valeurs exactes Valeurs estime´es
I 0.0791 0.0791
(a, b) (0,0.0264) (0.0038,0.0245)
T 901 1076
η+1 1.3010 1.1761
pi1,2 −1.4284 −1.4404
η+2 1.6021 1.6128
pi2,2 −1.1899 −1.2008
µ1 0.5 0.5
µ2 1/3 1/3
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Tab. 7.11. Estimation de l’ensemble des parame`tres de base de la
fonction de bosses F1.
Valeurs exactes Valeurs estime´es
N 100 130
M 1000 1205
α 0.6 0.6128
ν ≡ (A,B) (0,1/3) (0.0479,0.3094)
g(t) 1− t 1− t
C 1 1.1303
Fig. 7.9. Comparaison des spectres de structure de F1 (en rouge) et
de F̂1 (en bleu), d’ordre 1 (a` gauche) et d’ordre 2 (a` droite), pour la
gamme {0.1, 0.5, 1, 2, 4, 10}.
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7.7.2. Exemple 2
Nous n’avons pas donne´ de tests concernant l’estimation de la bosse g. Nous
allons le faire dans cet exemple et le suivant. On conside`re ici la fonction :
F2(t) =
1000∑
n=100
n−0.6g2(n(t−Xn)) .
La seule diffe´rence avec F1 est dans le choix de la bosse e´le´mentaire : ici, g2 est la
bosse trigonome´trique de parame`tre 1. On imple´mente encore F2 avec Ndisc = 2000
(voir Fig. 7.10). Remarquons qu’il est impossible de diffe´rencier les graphes de F1
et F2 a` cette e´chelle. Ceci est duˆ au fait que N est grand. Lorsque N = 1, on
voit nettement les premie`res bosses et donc la ge´ome´trie de g. Pour n  1, il faut
regarder les graphes a` des e´chelles plus petites pour noter des diffe´rences.
Comme pour l’exemple 1, les parame`tres auxiliaires sont tous estime´s avec une
erreur tre`s acceptable (voir Tab. 7.12). Ainsi, les parame`tres principaux sont encore
tre`s proches des valeurs exactes (voir Tab. 7.13). Il n’y a presque aucune erreur pour
α et ν. Une diffe´rence importante re´side encore dans l’approximation des bornesN et
M . Concernant l’estimation de la bosse, la proce´dure utilise un mode`le parame´trique
avec ϕ = µ2/µ
2
1 et une famille F au choix de l’utilisateur. Un test nous donne les
familles possibles selon la valeur estime´e ϕ̂. Nous avons choisi ici les bosses puissance
de type I. La bosse est estime´e par ĝ2(t) = 1 − t1.5392. Pour que l’estimation de α
a` partir de la dimension fractale du graphe de F soit valide, il faut que l’exposant
de Ho¨lder de g soit plus grand que α. Ce n’est pas le cas pour g2 et α̂. On peut
lui pre´fe´rer une bosse polynoˆme en choisissant l’exposant entier le plus proche. Cela
donne plutoˆt l’estimation ĝ2(t) = 1− t2 qui est tre`s bonne.
Le calibrage par Ĉ compense les diffe´rentes erreurs. L’analyse des spectres de
structure est analogue a` celle de l’exemple pre´ce´dent. Les courbes d’ordre 1 sont
identiques. On ne constate des diffe´rences que pour q → ∞. Le spectre d’ordre
2 re´ve`le plus les erreurs d’estimation (borne M et bosse g) au niveau des petites
valeurs de η. Pentes et ordonne´es en 0 ne sont plus les meˆmes. Par contre, tous les
paliers sont a` la meˆme hauteur.
En re´sume´, on a de le´ge`res erreurs (Ĉ est plus e´loigne´ de 1 que dans l’exemple
pre´ce´dent) mais les nombreux points de concordance des empreintes suffisent a`
de´clarer les signaux de meˆme nature.
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Fig. 7.10. Mode´lisation d’une fonction de bosses F2. En haut le
signal d’origine, en bas le signal mode´lise´ F̂2.
Tab. 7.12. Estimation de l’ensemble des parame`tres auxiliaires de
la fonction de bosses F2.
Valeurs exactes Valeurs estime´es
I 0.1007 0.1006
(a, b) (0,0.0336) (0.0018,0.0326)
T 901 1021
η+1 1.3010 0.9542
pi1,2 −1.3404 −1.3134
η+2 1.6021 1.2304
pi2,2 −1.1018 −1.0845
µ1 2/pi ≈ 0.6366 0.6062
µ2 0.5 0.4575
180 7. FONCTIONS DE BOSSES : ESTIMATION DES PARAME`TRES
Tab. 7.13. Estimation de l’ensemble des parame`tres de base de la
fonction de bosses F2.
Valeurs exactes Valeurs estime´es
N 100 142
M 1000 1162
α 0.6 0.6061
ν ≡ (A,B) (0,1/3) (0.0177,0.3245)
g(t) cos(pit/2) 1− tp avec p = 1.5392
C 1 1.4036
Fig. 7.11. Comparaison des spectres de structure de F2 (en rouge)
et de F̂2 (en bleu), d’ordre 1 (a` gauche) et d’ordre 2 (a` droite), pour
la gamme {0.1, 0.5, 1, 2, 4, 10}.
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7.7.3. Exemple 3
Pour terminer ces exemples, on s’inte´resse a`
F3(t) =
10000∑
n=1000
n−0.8g3(n(t−Xn)) ,
On a donc une fonction avec beaucoup de bosses, toutes a` support tre`s e´troit. Pour
observer le signal, on l’imple´mente avecNdisc = 20000 (voir Fig. 7.12). Le parame`tre
α a change´ et nous faisons encore varier g. On a choisi pour g3 la bosse polynoˆme
de type II et de parame`tre 3.
Tous les parame`tres auxiliaires sont estime´s avec une erreur tre`s faible (voir
Tab. 7.14) mis a` part T . On s’attend donc a` des erreurs sur les bornes de la se´rie.
On constate effectivement une mauvaise approximation de M . On a trop de bosses
a` support e´troit, donc un mode`le plus irre´gulier. Cela explique ainsi l’approximation
par de´faut de α. Pour l’estimation de g, nous avions le choix parmi les familles
suivantes : les bosses puissance de type II, les bosses polynoˆmes, les bosses trape`ze
de type II. Toutes ces familles donnent une bosse ĝ3 tre`s proche de l’originale. En
choisissant un polynoˆme, il n’y pas d’erreur.
L’analyse des spectres de structure confirme ces observations. Les courbes ont
des pentes et des ordonne´es en 0 diffe´rentes. Cela est d’autant plus marque´ pour les
valeurs limites de q. Expe´rimentalement, ce comportement est typique d’une erreur
commise sur M et α.
Toutefois, tous les paliers sont estime´s avec bonne pre´cision et concordent. L’ana-
lyse des courbes permet une nouvelle fois de de´clarer les signaux de meˆme type, mais
avec une marge d’erreur plus grande. On voit ici les limites des estimations.
Fig. 7.12. Mode´lisation d’une fonction de bosses F3. En haut le
signal d’origine, en bas le signal mode´lise´ F̂3.
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Tab. 7.14. Estimation de l’ensemble des parame`tres auxiliaires de
la fonction de bosses F3.
Valeurs exactes Valeurs estime´es
I 0.0021 0.0021
(a, b) (0, 6.9828 · 10−4) (2.4608 · 10−5, 6.8590 · 10−4)
T 9001 12665
η+1 1.3010 1.7160
pi1,2 −2.8675 −2.8605
η+2 1.6021 1.5051
pi2,2 −2.6289 −2.6220
µ1 0.25 0.25
µ2 0.1429 0.1429
Tab. 7.15. Estimation de l’ensemble des parame`tres de base de la
fonction de bosses F3.
Valeurs exactes Valeurs estime´es
N 1000 1478
M 10000 14142
α 0.8 0.7164
ν ≡ (A,B) (0,1/3) (0.0177,0.3275)
g(t) (1− t)3 (1− t)3
C 1 0.7071
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Fig. 7.13. Comparaison des spectres de structure de F3 (en rouge)
et de F̂3 (en bleu), d’ordre 1 (a` gauche) et d’ordre 2 (a` droite), pour
la gamme {0.1, 0.5, 1, 2, 4, 10}.

CHAPITRE 8
Mode´lisation par une fonction de bosses
8.1. Mode´lisation d’un signal
Nous avons vu que les estimateurs et l’algorithme propose´s sont relativement
efficaces pour retrouver les parame`tres d’une fonction de bosses inconnue, l’iden-
tification e´tant valide´e par la concordance des courbes de structure. Nous allons
maintenant tester ces me´thodes sur des signaux inconnus, qui ne sont plus des fonc-
tions de bosses. On peut espe´rer des mode´lisations de bonnes qualite´.
On dispose d’un signal d’origine {(si, y(si))} discre´tise´ relativement a` une sub-
division re´gulie`re {si}3Ndisci=1 d’un intervalle [a, b]. On supposera [a, b] contenu dans
le support du signal the´orique. On cherche une fonction de bosses standard F qui
mode´lise au mieux le signal, les crite`res d’identification e´tant les spectres de struc-
ture.
8.1.1. Du signal brut au signal net
De fac¸on ge´ne´rale, le signal y ne pre´sente pas les caracte´ristiques d’une fonction
de bosses et la mode´lisation directe n’est pas possible. Par exemple, une fonction de
bosses est toujours positive. Il s’agit donc avant toute chose de formater le signal
d’origine de sorte a` le rendre mode´lisable. De telles pre´cautions sont a` prendre dans
tous les proble`mes de mode´lisation. Diffe´rentes me´thodes sont possibles, nous pro-
posons une proce´dure de base et une seconde moins naturelle.
Formatage standard
Cette me´thode offre l’avantage de ne pas transformer le signal d’origine en un
signal radicalement diffe´rent. Il sera e´galement facile de retrouver le signal de de´part.
Etape 1.
On choisit une loi ν a` support [−1, 2]. On peut alors conside´rer que le support
de F est l’intervalle [−1, 2], c’est-a`-dire celui ou` tombent les centres des bosses. On
ne tient donc pas compte des e´ventuels cas de de´bordements. On redimensionne
{(si, y(si))} avec le changement de variable affine croissant
t =
3
b− a s +
2a+ b
a− b , s ∈ [a, b] .
On a donc un nouveau signal {(ti, y(1)(ti))} avec
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ti ∈ [−1, 2] et y(1)(ti) = y
(
b− a
3
ti +
2a+ b
3
)
.
Le nombre de points de discre´tisation reste bien suˆr inchange´.
Etape 2.
Un signal a toujours une de´rive, c’est-a`-dire une de´viation par rapport a` sa
valeur moyenne. Nous allons imposer au signal d’avoir une de´rive nulle. Cela permet
de supposer que ν est la loi uniforme sur [−1, 2], simplifiant ainsi les estimateurs
construits au chapitre pre´ce´dents. On suppose que la de´rive du signal d’origine est
line´aire. Elle est alors donne´e par la droite de re´gression des moindres carre´s de
y(1)(ti) en ti puisque cette dernie`re passe toujours par le point moyen du nuage,
e´gal a` la valeur moyenne du signal discre´tise´. En notant d = p t+ q cette droite, on
obtient un nouveau signal sans de´rive {(ti, y(2)(ti))} avec
ti ∈ [−1, 2] et y(2)(ti) = y(1)(ti)− p ti .
Etape 3.
Il faut enfin s’assurer que le signal a` traiter ne comprend pas de valeurs ne´gatives.
On conside`re donc le nouveau signal positif {(ti, y(3)(ti))} :
ti ∈ [−1, 2] et y(3)(ti) = y(2)(ti)−min
i
{y(2)(ti)} .
Finalement, on pose z(ti) = y
(3)(ti) et on de´cide de mode´liser le signal net {(ti, z(ti))}.
On notera zi = z(ti).
Formatage non standard
Pour un signal y quelconque, il est malgre´ tout possible qu’on ne puisse pas
le mode´liser par une fonction de bosses, meˆme une fois formate´. C’est le cas si y
pre´sente des caracte´ristiques fondamentales tre`s diffe´rentes d’une fonction de bosses,
par exemple d’auto-affinite´ ou de pe´riodicite´. Ce proble`me se produira pour le mou-
vement brownien et les fonctions de Weierstrass. Pour reme´dier a` cela, il faudrait
conside´rer les fonctions de bosses a` amplitudes ale´atoires. On peut malgre´ tout ob-
tenir de bons re´sultats en adaptant la proce´dure de formatage standard. Ainsi, a`
l’e´tape 3, pour positiver le signal, on conside`re plutoˆt la fonction :
ti ∈ [−1, 2] et y(3)(ti) =
∣∣∣y(2)(ti)− y(2)∣∣∣
ou` y(2) de´signe la moyenne des valeurs de y(2). Nous parlerons dans la suite de
formatage non standard pour de´signer cette proce´dure. Remarquons qu’elle modifie
davantage le signal d’origine.
8.1.2. Mode´lisation du signal net
On cherche une fonction de bosse standard
F (t) = C
M∑
n=N
n−αg(n(t−Xn)) (8.1)
fournissant un signal {(ti, F (ti))} retenu pour mode´liser le signal net. On pose encore
Fi = F (ti). Rappelons que (Xn)n>1 est un e´chantillon de la loi uniforme sur [−1, 2].
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La constante C va servir a` ajuster la fonction de bosses au signal net en terme
d’e´chelle. Nous allons l’estimer par calage. Ge´ne´ralement, on de´cide de calibrer les
signaux en utilisant leurs valeurs maximale, minimale ou moyenne. Le choix des
valeurs extre´males pose toutefois des proble`mes. The´oriquement ou statistiquement,
leur loi est difficile a` de´terminer avec exactitude. C’est e´galement le cas du point
de vue nume´rique. Cette double volatilite´ leur fait pre´fe´rer l’emploi de la valeur
moyenne. Une meilleure me´thode encore est de caler C sur la valeur d’un des deux
paliers pij,2. Nous proce´derons de cette manie`re.
8.1.2.1. Mode´lisation the´orique
Une analyse pre´alable du signal d’origine y peut re´ve´ler des similitudes impor-
tantes avec les fonctions de bosses. On peut par exemple extraire de y un motif
de base jouant le roˆle d’une bosse e´le´mentaire, de´terminer la dimension de boˆıte
du graphe qui fournira l’exposant α, etc. L’ide´e est de pouvoir ainsi de´terminer
the´oriquement certains parame`tres de F dont l’estimation ne sera plus a` faire. Ty-
piquement, lorsque y peut s’e´crire comme une se´rie, on peut espe´rer reconstituer F
avec un minimum d’estimations. Ce sera le cas pour les fonctions de Weierstrass.
Nous estimerons alors seulement la constante C, toujours par calage sur le palier pi1,2,
pour des raisons d’e´chelles. Meˆme dans cette situation, il est ne´cessaire de formater
le signal.
8.1.2.2. Mode´lisation expe´rimentale
La me´thode pre´ce´dente n’est gue`re utilisable en pratique. Elle suppose en effet
de connaˆıtre assez bien le signal de de´part. Lorsqu’on conside`re un signal arbitraire
fourni par des donne´es expe´rimentales, on ne peut pas de´terminer a priori les pa-
rame`tres de F . La mode´lisation du signal net consiste alors a` conside´rer que ce
signal est effectivement une fonction de bosses F et a` en estimer ses parame`tres,
comme nous l’avons fait au chapitre 7. On reprend donc l’algorithme de la section
7.6 en simplifiant certaines e´tapes (ν est connue et suppose´e uniforme) et en impo-
sant les me´thodes d’estimations interme´diaires (en particulier on ne recours pas aux
crossovers). On obtient la proce´dure page 189.
Notons que la constante C est obtenue par calage sur la valeur d’un palier pij,2. On
peut penser que l’ade´quation avec la courbe de 2−structure d’ordre j est pour ainsi
dire force´e, tout comme celle de l’ensemble du spectre si les courbes sont translate´es.
Son utilisation reste le´gitime puisque le fait d’imposer des paliers de meˆme niveau
n’influence pas le reste des courbes (pentes a` l’origine, courbure, etc). On dispose
de plus du second spectre.
Enfin, le formatage standard n’affecte pas les proprie´te´s fondamentales des cour-
bes de structure du signal d’origine, ne faisant intervenir que des homothe´ties et des
translations.
8.1.3. Mode´lisation du signal brut
On dispose maintenant d’un mode`le {(ti, Fi)} pour le signal net {(ti, zi)}. Pre´ci-
sons rapidement comment obtenir le mode`le du signal d’origine. Pour simplifier, on
ne traite que le cas du formatage standard. On reprend les e´tapes de la proce´dure
correspondante en appliquant les transformations inverses au signal mode`le :
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1. On ajoute un signe au signal, on obtient {(ti, F (1)(ti))} avec
ti ∈ [−1, 2] et F (1)(ti) = Fi +min
i
{y(2)(ti)} .
2. On ajoute la de´rive, on obtient {(ti, F (2)(ti))} avec
ti ∈ [−1, 2] et F (2)(ti) = F (1)(ti) + p ti .
3. On redimensionne le signal, on obtient {(si, F (3)(si))} avec
si ∈ [a, b] et F (3)(si) = F (2)
(
3
b− a si +
2a+ b
a− b
)
.
On veillera donc a` conserver les parame`tres interme´diaires de formatage.
On note ŷ(si) = F
(3)(si). Finalement la mode´lisation du signal d’origine par
les fonctions de bosses est le signal {(si, ŷ(si))}. Dans les exemples que nous allons
traiter, nous nous contenterons de mode´liser le signal net, c’est-a`-dire de de´terminer
la fonction de bosses F fournissant {(ti, Fi)}.
8.1.4. Crite`res de conformite´
Il est ne´cessaire de disposer d’un certain nombre de crite`res pour juger la qualite´
de la mode´lisation, c’est-a`-dire la ressemblance entre le signal d’origine et le signal
mode`le. Un bon crite`re est une quantite´ simple, facile a` calculer a` partir de donne´es
expe´rimentales, fournissant en fin de proce´dure une re`gle de de´cision : acceptation
ou rejet du mode`le. Il doit bien suˆr eˆtre significatif sur le plan the´orique.
Nous choisissons comme crite`re l’ade´quation des spectres de structure pour une
certaine gamme d’exposants de q−structure. Les valeurs q ∈ {0.2, 0.5, 1, 2, 4, 10} sont
assez repre´sentatives. On examinera en particulier les points suivants : ordonne´es a`
l’origine, pentes a` l’origine, courbures, emplacements des crossovers.
Ces crite`res sont fiables. On pourra se rendre compte que chaque fois qu’il y a
des erreurs d’ade´quation entre les courbes de structure des deux signaux, on observe
des diffe´rences sur leurs graphes. En ce sens, les spectres de structure permettent de
quantifier une telle appre´ciation qualitative. Il serait possible de de´finir formellement,
sous forme d’e´carts, une mesure de l’erreur entre les diffe´rentes courbes de structure
des deux fonctions.
Un fait heuristique inte´ressant est que les erreurs visibles sur les courbes ren-
seignent sur le type d’erreur faite dans la mode´lisation. Ainsi on constate que des
courbes translate´es traduisent une mauvaise estimation de la borne supe´rieure M ;
que des pentes diffe´rentes traduisent une erreur sur la de´termination de α. D’autre
part certaines erreurs se voient sur les courbes obtenues pour q assez grand, d’autres
sur celles obtenues pour q assez petit. Des erreurs nume´riques empeˆchent d’obtenir
des courbes fiables pour des valeurs extreˆmes de q. Ainsi, en pratique, meˆme si on
choisit une gamme particulie`re selon le type d’erreur que l’on souhaite de´tecter, il
faut s’assurer qu’elle soit contenue dans [qmin, qmax] avec qmin = 0.1 et qmax = 10.
On conseille de toujours conside´rer q = 2 puisque la courbe de structure correspon-
dante est a` la base de l’estimation des parame`tres. Il n’est pas non plus judicieux de
prendre une gamme d’exposant trop e´tendue. En pratique, on conside´rera que dans
une gamme donne´e, les signaux sont indiscernables si un pourcentage raisonnable
de courbes co¨ıncident.
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Proce´dure d’estimation de l’ensemble des diffe´rents parame`tres
de la fonction de bosses mode`le pour la mode´lisation d’un signal formate´.
Estimation de I via (7.5)
Estimation de la tendance line´aire t 7→ at+ b
?
Estimation de ν ≡ (A,B) via (7.6)
?
Estimation de l+ via (7.9)
?
Estimation de N via (7.10)
?
Estimation de T via (7.12)
?
Estimation de M via (7.13)
?
Calcul de V̂2
?
Estimation de α via (7.17)
?
Estimation de ϕ = µ2/µ
2
1 via (7.29)
Estimation de g
?
Choix de la famille F
?
Estimation de C via (7.37)
?
Estimation de pi1,2
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8.2. Fonctions de Weierstrass
La fonction de Takagi-Knopp nous a servi a` introduire les fonctions de bosses.
Celles-ci pre´sente une structure simple qui permet de re´interpre´ter de nombreux
mode`les classiques en termes de bosses e´le´mentaires. Parmi eux, nous avons e´tudie´
les fonctions de Weierstrass et remarque´ de nombreuses ressemblances au niveau des
courbes de structure. C’est donc naturellement le premier signal the´orique que nous
allons tenter de mode´liser a` l’aide de fonctions de bosses. Le signal d’origine est donc
y(t) =
M∑
n=N
a−nα cos(2pi(ant+Xn)) (8.2)
ou` α ∈ ]0, 1] , a > 1 et (Xn)n>0 est une suite de variables ale´atoires inde´pendantes
et toutes uniforme´ment distribue´es sur [0, 1].
8.2.1. Mode´lisation the´orique
Avant d’utiliser l’algorithme ge´ne´ral pour obtenir un mode`le expe´rimental, nous
allons chercher the´oriquement des valeurs acceptables pour les parame`tres du mode`le.
En effet, lorsque le signal peut s’e´crire sous la forme (5.11) il semble possible d’es-
timer les parame`tres par une simple comparaison directe entre les deux se´ries. Pour
cela, nous utilisons les courbes de structure et la formulation meˆme de y. Il faut eˆtre
prudent avec cette dernie`re et veiller a` ce que y soit bien e´crit a` l’aide de bosses
e´le´mentaires. Pour la fonction de Weierstrass, il faut ainsi proce´der comme pour la
fonction de Knopp en extrayant le motif de base de Φ (voir page 5). Pour simplifier
certaines e´critures, on suppose ici a ∈ N. Il s’agit de de´couper le cosinus en section.
Mais il y une diffe´rence essentielle : Φ n’est pas positive.
Conside´rons, toujours pour alle´ger, le mode`le de´terministe. Il y a deux manie`res
de re´e´crire (5.16) selon le motif choisi. La premie`re consiste a` ne garder du cosinus
qu’un seul «lobe». On conside`re donc la bosse e´le´mentaire g1(t) = cos(pit/2)1I[−1,1](t)
et on peut e´crire, pour tout t ∈ [0, 1] :
W (t) =
∞∑
n=0
a−nα
2an∑
k=0
(−1)kg1
(
4an
(
t− k
2an
))
. (8.3)
Pour la seconde, on s’autorise une bosse e´le´mentaire ne´gative en conside´rant
g2(t) = cos(pit/2)1I[−2,2](t). On a alors, pour tout t ∈ [0, 1] :
W (t) =
∞∑
n=0
a−nα
an∑
k=0
g2(2a
n(t− ka−n)) . (8.4)
Voyons maintenant comment e´tablir des tables de correspondances entre les
diffe´rents parame`tres de y et F .
Parame`tres de base
Quelque soit la pre´sentation de W , sa bosse de base est construite a` partir
du cosinus. On choisit donc naturellement la bosse e´le´mentaire trigonome´trique de
parame`tre 1. Elle est lipschitzienne, donc l’exposant α controˆle la dimension fractale
du graphe de F . On sait en outre (voir [18]) qu’il en est de meˆme pour W . Ainsi,
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ces deux parame`tres doivent eˆtre e´gaux. Enfin, il est le´gitime de penser que ν doit
e´galement eˆtre uniforme. Cela donne le tableau 8.1.
Tab. 8.1. Correspondance entre les parame`tres de base d’une fonc-
tion de Weierstrass et d’une fonction de bosses.
F. de Weierstrass (8.2) F. de bosses (8.1)
α α α
g(t) « cos» cos(pit/2)
ν U([0, 1]) U([−1, 2])
Parame`tres auxiliaires
On utilise ici l’expression de W sous la forme (8.3). Elle permet de distinguer les
premie`res bosses a` support large, et les dernie`res bosses a` support e´troits. Chaque
bosse du paquet de rang k a` une largeur e´gale a` 1/2an. Le support le plus (resp. le
moins) large a` donc pour volume 1/2aN (resp. 1/2aM). Il est aussi possible de calcu-
ler le nombre total T de bosses accumule´es dans la se´rie. Il faut juste faire attention
au point suivant : dans le paquet de bosses correspondant au cosinus sectionne´, le
premier terme (k = 0) donne en fait seulement une «demi-bosse», et le dernier terme
(k = 2an) e´galement. Cela est duˆ au fait que t appartienne a` [0, 1]. On compte donc
une bosse de trop. Une autre fac¸on de calculer T est d’utiliser la largeur des bosses
du paquet de rang k. Puisqu’elle vaut 1/2an, il faut en juxtaposer exactement 2an
pour recouvrir [0, 1]. Finalement, on a donc
T =
M∑
n=N
(( 2an∑
k=0
1
)
−1
)
= 2 · a
M+1 − aN
a− 1 .
On obtient ici le tableau 8.2.
Tab. 8.2. Correspondance entre les parame`tres auxiliaires d’une
fonction de Weierstrass et d’une fonction de bosses.
F. de Weierstrass (8.2) F. de bosses (8.1)
l+ 1/2aN 2/N
l− 1/2aM 2/M
T 2(aM+1 − aN)/(a− 1) M −N + 1
Si on choisit d’utiliser la formule (8.4), la bosse de base a un support deux fois
plus large. Il faut ainsi diviser T par 2, et multiplier l− et l+ par 2. Cependant, cette
e´criture rend W moins proche des fonctions de bosses et les re´sultats sont de moins
bonne qualite´.
Courbes de structure
Nous sommes de´ja` en mesure de de´terminer tous les parame`tres. Pour affiner
nos re´sultats, nous allons analyser les courbes de 2−structure de W et F . La grande
partie du travail a e´te´ faite. Ce sont en effet les phe´nome`nes observe´s sur les courbes
192 8. MODE´LISATION PAR UNE FONCTION DE BOSSES
de´terministes approche´es pour W qui nous ont guide´ dans l’e´tude des fonctions de
bosses. Dans les deux cas, nous avons mis en e´vidence l’existence de transitions
remarquables (les crossovers) et de paliers caracte´ristiques. On calcule ces derniers
pour F a` partir des formules (6.9) et (6.11) en tenant compte des valeurs fournies par
le tableau 8.1 et en simplifiant la somme Σ1,2. Pour W , on utilise l’approximation
de´terministe simplifie´e, tous les calculs e´tant faits a` la section 5.5. On obtient enfin
le tableau 8.3
Tab. 8.3. Correspondance entre les courbes de structure d’une fonc-
tion de Weierstrass et d’une fonction de bosses.
F. de Weierstrass (8.2) F. de bosses (8.1)
η+1 log
(
Ndisc
2
√
2pi aN
)
log
(
Ndisc
N
)
η+2 log
(
313Ndisc
400pi aN
)
log
(
2Ndisc
N
)
pi1,2
1
2
log
(
a−2Nα − a−2Mα
1− a−2α
)
1
2
log
(
1
3
N−2α −M−2α
α
)
pi2,2
1
2
log
(
3 · a
−2Nα − a−2Mα
1− a−2α
)
1
2
log
(
N−2α −M−2α
α
)
Outre ces formules tre`s similaires, les courbes de structure de W et F pre´sentent
des caracte`res communs. Nous avons d’abord constate´ expe´rimentalement qu’elles
ve´rifiaient les contraintes (5.10). Ensuite, on peut remarquer que les paliers pii,2 sont
lie´s par la meˆme relation :
pi2,2 − pi1,2 = log 3
2
.
Cela confirme en particulier le choix de ν. Pour les autres parame`tres, on a deux
choix possibles :
(a) Avec le tableau 8.1, on est alors conduit a` estimer les bornes du mode`le par
N̂ = 4aN et M̂ = 4aM ,
(b) Avec le tableau 8.2, on est alors conduit a` estimer la borne infe´rieure par
N̂ = 2pi
√
2 aN ou N̂ =
800pi
313
aN .
Dans ces deux cas, on choisit un coefficient λ pour de´finir N̂ = λ aN , et on
utilise T pour obtenir M̂ :
M̂ =
(
2
a− 1
)
(aM+1 − aN) + λ aN − 1 .
On voit de´ja` les limites de ces conside´rations : il n’y a pas une correspondance
parfaite entre tous les parame`tres. N’oublions pas que la constante C calibrera les
signaux en translatant les courbes de structure. On ne tient donc pas re´ellement
compte des paliers. Par contre, cela ne modifiera pas l’emplacement des crossovers.
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Exemples
En guise d’application, on choisit les parame`tres suivants pour W : N = 5,
M = 15, α = 0.6 et a = 1.6. On fixeNdisc = 10000. Pour mode´liserW , on dispose des
deux choix de parame`tres (a) et (b) pre´ce´dents. Les diffe´rentes donne´es nume´riques
sont consigne´es dans le tableau 8.4.
Tab. 8.4. Parame`tres de mode´lisation the´orique d’une fonction de
Weierstrass par une fonction de bosses.
F. de Weierstrass F. de bosses (a) F. de bosses (b)
N 5 42 90
M 15 4612 6203
α 0.6 0.6 0.6
g(t) cos(pit/2) cos(pit/2) cos(pit/2)
ν U([0, 1]) U([−1, 2]) U([−1, 2])
T 6114 4571 6114
l+ 0.04768 0.04762 0.00222
l− 0.00043 0.00043 0.00032
η+1 2.0307 2.3767 2.0457
η+2 2.3757 2.6778 2.3468
On re´alise deux mode´lisations the´oriques. Pour chacune d’elles on trace la fonc-
tion y d’origine formate´e (en rouge), son mode`le the´orique F (en bleu), et les spectres
de structure correspondant (d’ordre 1 a` gauche, d’ordre 2 a` droite), pour la meˆme
gamme {0.2, 0.5, 1, 2, 4, 10}.
Pour le premier test, on mode´lise vraiment le signal original y, avec tous ces
caracte`res propres, en choisissant un formatage standard. On choisit le jeu de pa-
rame`tres (a). Il n’y donc a priori pas d’erreur sur les supports des bosses e´le´mentaires,
mais on utilise moins de bosses et les crossovers doivent eˆtre le´ge`rement de´cale´s. Le
signal mode`le correspond assez bien a` l’original (voir Fig. 8.1). L’analyse de concor-
dance par les spectres de structure confirme ces re´sultats (voir Fig. 8.2). Les courbes
sont assez proches pour les petites valeurs de η. Ordonne´es a` l’origine et paliers se
de´calent pour q → 0. Les pentes restent pour la plupart identiques. La valeur estime´e
de C est 5.0860.
On peut conside´rer que les fonctions de Weiertrass sont correctement mode´lise´es
par les fonctions de bosses. Une diffe´rence the´orique est la composante pe´riodique
toujours pre´sente dans la structure de W , donc dans son graphe, et qui n’existe pas
pour une fonction de bosses. Cette pe´riodicite´ du cosinus se traduit en terme de
bosses e´le´mentaires par le fait que pour une largeur donne´e, il y a plusieurs bosses
dont le support a cette largeur. Il n’y en a toujours qu’une pour une fonction de
bosses.
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Fig. 8.1. Mode´lisation the´orique d’une fonction de Weierstrass (en
haut) par une fonction de bosses (en bas). Formatage standard et jeu
de parame`tres (a).
Fig. 8.2. Comparaison des spectres de structure d’une fonction de
Weierstrass (en rouge) et de son mode`le the´orique, une fonction de
bosses (en bleu). Formatage standard et jeu de parame`tres (a).
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Fig. 8.3. Mode´lisation the´orique d’une fonction de Weierstrass (en
haut) par une fonction de bosses (en bas). Formatage non standard
et jeu de parame`tres (b).
Fig. 8.4. Comparaison des spectres de structure d’une fonction de
Weierstrass (en rouge) et de son mode`le the´orique, une fonction de
bosses (en bleu). Formatage non standard et jeu de parame`tres (b).
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Pour le second test, on effectue la mode´lisation du signal en utilisant un forma-
tage non standard. On choisit cette fois le jeu de parame`tres (b). Le signal d’origine
est plus fortement modifie´, tant dans la pe´riodicite´ que dans la fac¸on de le positiver.
Une conse´quence est visible sur les spectres de structure (voir Fig. 8.4) au niveau
du palier : on a moins d’oscillations, comme pour les fonctions de bosses. Du point
de vue du mode`le obtenu (voir Fig. 8.3), on a les meˆmes conclusions que pour le
formatage standard. Le signal formate´ est correctement mode´lise´. Les spectres de
structure traduisent une grande fiabilite´ en montrant peu de diffe´rences. On no-
tera en particulier que les courbes de structure d’ordre 1 peuvent eˆtre conside´re´es
indiscernables pour q ∈ {1, 2}.
8.2.2. Mode´lisation expe´rimentale
Nous allons maintenant de´terminer expe´rimentalement l’ensemble des parame`tres
de F . Afin de comparer avec les re´sultats pre´ce´dents, on traite le meˆme exemple.
La fonction W est de´finie par N = 5, M = 15, α = 0.6 et a = 1.6. On fixe en-
core Ndisc = 10000. On ne re´alise qu’une seule mode´lisation, la plus significative,
en formatant W avec la me´thode standard (voir Fig. 8.5). Les diffe´rentes donne´es
nume´riques sont consigne´es dans le tableau 8.5.
Tab. 8.5. Estimation des parame`tres d’une fonction de bosses
mode´lisant une fonction de Weierstrass.
Valeurs estime´es
N 51
M 4808
α 0.4206
g(t) 1− t
C 2.6388
Les re´sultats sont tre`s proches de ceux obtenus the´oriquement avec les parame`tres
(a) en ce qui concerne les bornes N et M . On constate deux diffe´rences majeures.
Tout d’abord, la bosse e´le´mentaire g est estime´e par la fonction triangle. Cette
dernie`re est moins re´gulie`re au sommet que les bosses cos(pit/2) ou 1− t2. Ensuite,
l’exposant α est sous-estime´. La fonction F est donc moins re´gulie`re que l’originale.
Ces diffe´rences sont essentiellement visibles sur les courbes de structure pour les
valeurs de η proches de 0 (voir Fig. 8.6). Visuellement, la ressemblance du mode`le
au signal original reste acceptable (voir Fig. 8.5). Notons que pour q → 0, les
courbes de q−structure d’ordre 2 ne sont pas fiables pour les petites valeurs de η.
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Fig. 8.5. Mode´lisation expe´rimentale d’une fonction de Weierstrass
(en haut) par une fonction de bosses (en bas). Formatage standard.
Fig. 8.6. Comparaison des spectres de structure d’une fonction de
Weierstrass (en rouge) et de son mode`le expe´rimental, une fonction
de bosses (en bleu). Formatage standard.
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8.3. Midpoint Displacement Process
Nous avons rappele´ dans l’introduction le principe du Midpoint Displacement
Algorithm. De fac¸on ge´ne´rale, on appelle MPD Process toute fonction f obtenue
par cette me´thode. Elle peut s’e´crire sous la forme
f(t) =
∞∑
n=1
2n−1∑
k=1
Dn,k g(2
n(t− xn,k)) (8.5)
avec xn,k = (2k − 1)2−n et g la bosse triangle.
Parmi les nombreux choix possibles, nous allons chercher a` mode´liser un signal
proche du mouvement brownien en choisissant pour Dn,k des variables ale´atoires
inde´pendantes de loi normale N (0, 2−n). On a donc pour signal d’origine
y(t) =
M∑
n=N
2−nα
2n−1∑
k=1
An,k g(2
n(t− xn,k)) (8.6)
avec α = 1/2 et An,k des variables gaussiennes centre´es-re´duites inde´pendantes.
Comme pour une fonction de Takagi-Knopp ou de Weierstrass, on a qualitativement
les meˆmes suites qu’une fonction de bosses standard. La seule diffe´rence provient de
l’ale´atoire qui porte sur l’amplitude des bosses et non leur position.
8.3.1. Mode´lisation the´orique
Il semble de´ja` possible d’obtenir des parame`tres de mode´lisation the´oriques en
suivant exactement la meˆme de´marche que pour les fonctions de Weierstrass. Nous
n’avons pas e´tudie´ les courbes de structure de f , nous ne disposons donc pas d’in-
formations sur l’existence d’e´ventuels crossovers ou paliers.
Deux parame`tres de base sont imme´diatement accessibles. Par construction de
M , on doit utiliser la bosse triangle g(t) = 1− t. Ensuite, le pont brownien a encore
une re´gularite´ ho¨lde´rienne e´gale a` 0.5, vu qu’il ne diffe`re d’un mouvement brownien
que par une fonction line´aire ; ainsi, α = 0.5. L’ale´atoire dans f ne re´side pas dans
le centrage des bosses, mais dans leur amplitude. Pour la loi ν, il s’agit de justifier
qu’on peut choisir la loi U([−1, 2]). En effet, chaque paquet de rang n consiste en 2n−1
bosses distribue´es sur les points dyadiques impairs de ge´ne´ration n. Lorsque n→∞,
ils tendent a` remplir de fac¸on dense et uniforme l’intervalle [0, 1]. En e´liminant les
effets de bords, e´galement inexistants pour f , le choix pour ν semble correct.
Pour une fonction de Weierstrass, les variables ale´atoires servent a` de´phaser
le signal e´le´mentaire, de la meˆme fac¸on que pour une fonction de bosses. Nous
l’avons dit, ce n’est plus le cas pour f . Cela va rendre plus de´licate l’estimation des
bornes. On calcule encore facilement l−, l+ et T . Cela donne, par identification, deux
possibilite´s :
N̂ = 2N , M̂ = 2M ou N̂ = 2N , M̂ = 2M + 2N−1 − 1 .
On obtient la meˆme chose lorsque N = 1. La diffe´rence est peu importante car
en ge´ne´ral 2N est ne´gligeable devant 2M . Toutefois, on s’aperc¸oit rapidement que
l’estimation de M̂ est fausse. Cela tient pre´cise´ment au fait que nous avons ici une
amplitude ale´atoire An,p attache´e a` chaque bosse e´le´mentaire. Dans un paquet de
rang n, il faut tenir compte des bosses dont l’amplitude est voisine de 0, et e´galement
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des compensations dues aux signes (une bosse est positive avec une probabilite´ e´gale
a` 1/2). On peut estimer heuristiquement avoir deux fois trop de bosses dans la somme
de´finissant F . Nous retenons donc plutoˆt
N̂ = 2N et M̂ = 2M−1 .
On a toujours N̂ > 2, et donc les paliers seront visibles sur les spectres de structure.
Pour ve´rifier nos re´sultats, on mode´lise f avec les parame`tres fournis par le
tableau 8.6 pour Ndisc = 2000 points de discre´tisation. On choisit un formatage
standard.
Tab. 8.6. Parame`tres de mode´lisation the´orique d’un MPD Process
par une fonction de bosses.
MPD Process F. de bosses
N 4 16
M 10 512
α 0.5 0.5
g(t) 1− t 1− t
ν {(2k − 1)2−n} U([−1, 2])
A premie`re vue, la comparaison imme´diate du mode`le avec l’original n’est pas
tre`s satisfaisante (voir Fig. 8.7). L’analyse des spectres de structure confirme cette
impression mais avec une le´ge`re nuance. Bien suˆr, il paraˆıt difficile de valider le
mode`le, mais il ne semble pas si e´loigne´ du signal de de´part qu’on pouvait le penser.
L’emplacement des crossovers et la hauteur des paliers sont assez bien estime´s. Les
pentes en 0 sont e´galement correctes. La seule diffe´rence d’importance est la valeur
des ordonne´es a` l’origine.
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Fig. 8.7. Mode´lisation the´orique d’un MPD Process (en haut) par
une fonction de bosses (en bas). Formatage standard avec Ndisc =
2000.
Fig. 8.8. Comparaison des spectres de structure d’un MPD Process
(en rouge) mode´lise´ de fac¸on the´orique par une fonction de bosses (en
bleu). Formatage standard avec Ndisc = 2000.
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8.3.2. Mode´lisation expe´rimentale
Nous cherchons maintenant un mode`le expe´rimental F pour le meˆme processus
f , avec, toujours, Ndisc = 2000 points de discre´tisation et un formatage standard.
Les parame`tres estime´s sont donne´s par le tableau 8.7. La constante C est obtenue
par calage sur le palier et vaut 0.8356.
Tab. 8.7. Parame`tres de mode´lisation expe´rimentale d’un MPD Pro-
cess par une fonction de bosses.
MPD Process F. de bosses
N 4 12
M 10 548
α 0.5 0.5091
g(t) 1− t 1− t
ν {(2k − 1)2−n} U([−1, 2])
La constante C est voisine de 1, ce qui signifie que les compensations par ca-
lage n’ont pas e´te´ importantes. Cela pre´sage une estimation de bonne qualite´. En
fait, comme le montre le tableau ci-dessus, tous les parame`tres estime´s sont tre`s
peu diffe´rents des parame`tres the´oriques. L’estimation des bornes est conforme aux
valeurs attendues, de meˆme que la bosse g. Ce qui est surtout remarquable, c’est
l’estimation quasi parfaite de α. Nous l’avons dit, il s’agit d’un parame`tre fonda-
mental car il de´termine la dimension fractale du graphe. Nous n’avions pas re´ussi a`
l’estimer correctement pour les fonctions de Weierstrass.
On s’attend donc aux meˆmes conclusions que pour la mode´lisation the´orique.
Sans eˆtre excellent, le mode`le pre´sente une certaine ressemblance avec le signal
original (voir Fig. 8.9). Les courbes de structure (voir Fig. 8.10) sont preuves d’une
bonne estimation. Pour le spectre d’ordre 1 d’abord, on ne distingue presque aucune
erreur concernant l’ordonne´e a` l’origine.
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Fig. 8.9. Mode´lisation expe´rimentale d’un MPD Process (en haut)
par une fonction de bosses (en bas). Formatage 1 avec Ndisc = 2000.
Fig. 8.10. Comparaison des spectres de structure d’un MPD Process
(en rouge) mode´lise´ de fac¸on expe´rimentale par une fonction de bosses
(en bleu). Formatage 1 avec Ndisc = 2000.
8.4. MOUVEMENT BROWNIEN 203
Les pentes en 0 sont toutes tre`s bien estime´es. Les courbes correspondent aussi
au niveau des paliers, a` partir du crossover estime´ η+1 = 2.2218. Avant ce point,
on a une zone qui ressemble a` un palier, avec des oscillations importantes. On peut
faire les meˆmes commentaires pour le spectre d’ordre 2. Remarquons toutefois que,
comme pour les fonctions de Weierstrass, les courbes ont des pentes et des ordonne´es
en 0 diffe´rentes pour q → 0. Certaines causes de tels phe´nome`nes sont toutefois
inde´pendantes des signaux e´tudie´s : impre´cision des courbes due a` l’e´cart de log 2
entre les deux premiers points η1 et η2 ; erreurs nume´riques inhe´rentes a` la program-
mation des courbes pour les valeurs extreˆmes de q.
Pour terminer, signalons que d’autres simulations ont donne´ des re´sultats en tout
point similaires : les bornes N etM , et l’exposant α sont toujours estime´s fide`lement.
Enfin, avec le formatage modifie´, on obtient des signaux plus proches visuellement,
avec des spectres analogues aux pre´ce´dents. Ainsi, malgre´ certaines diffe´rences vi-
suelles, l’analyse des spectres rend acceptable l’utilisation d’une fonction de bosses
pour mode´liser un MPD Process.
8.4. Mouvement brownien
8.4.1. Mode´lisation the´orique
Nous essayons maintenant de mode´liser un mouvement brownien standard B(t)
restreint a` [0, 1]. Il peut eˆtre de´fini sans faire appel aux se´ries ale´atoires. Il semble
alors plus de´licat de calculer a priori les parame`tres de F . Toutefois, certaines ob-
servations peuvent nous guider. D’abord, la re´gularite´ ho¨lde´rienne de B est connue :
elle implique α = 0.5. Nous avons calcule´ l’expression des fonctions de structure
de´terministes de B (voir page 105). Le spectre de structure correspondant se re´duit
a` des droites paralle`les entre elles. The´oriquement, il n’y a pas de palier. Pour F , cela
signifie que les crossovers η+i ne sont pas observables. Pour qu’ils co¨ıncident avec le
dernier point ηmax, il faut N = 1 ou N = 2. Ensuite, on constate expe´rimentalement
une tre`s grande irre´gularite´, et ce a` toutes les e´chelles. On s’attend a` pareil com-
portement pour F . Pour cela, il faut des bosses a` support arbitrairement petit,
c’est-a`-dire M = ∞. Compte tenu des proble`mes de discre´tisation, on choisi donc
la plus grande valeur plausible, a` savoir M = 2Ndisc. Enfin, la forme de la bosse de
base et la distribution des bosses sont choisies par de´faut (voir Tab. 8.8).
Tab. 8.8. Parame`tres de mode´lisation the´orique d’un mouvement
brownien standard par une fonction de bosses.
N M α g(t) ν
1 2Ndisc 0.5 1− t U([0, 1])
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Fig. 8.11. Mode´lisation the´orique d’un mouvement brownien stan-
dard (en haut) par une fonction de bosses (en bas). Formatage stan-
dard avec Ndisc = 5000.
Fig. 8.12. Comparaison des spectres de structure d’un mouvement
brownien standard (en rouge) mode´lise´ de fac¸on the´orique par une
fonction de bosses (en bleu). Formatage standard avec Ndisc = 5000.
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Pour conserver toutes les proprie´te´s de B, on utilise pour la premie`re simulation
un formatage standard. Le point initial n’est donc plus 0. Le calcul de C par ca-
lage sur un palier n’a plus re´ellement de sens. C’est l’occasion d’utiliser une autre
me´thode. On choisit un calage sur l’ordonne´e a` l’origine de la courbe de 2−structure
d’ordre 1.
On trace la fonction B d’origine ainsi formate´e et son mode`le the´orique F , pour
Ndisc = 5000 (voir Fig. 8.11). Plus que les exemples pre´ce´dents, l’impression visuelle
imme´diate est tre`s bonne. Les deux signaux semblent eˆtre du meˆme type et posse´der
les meˆmes caracte´ristiques.
Pour le confirmer, on analyse les spectres de structure d’ordre 1 et 2, pour la
gamme {0.2, 0.5, 1, 2, 4, 10} (voir Fig. 8.12). Les re´sultats sont remarquables. Pour
η < η0 ≈ 3 (resp. η < η0 ≈ 3.2), les courbes d’ordre 1 (resp. d’ordre 2) corres-
pondent presque parfaitement. Les pentes sont les meˆmes, le biais est apparemment
ne´gligeable. De plus, l’ade´quation a` une seule origine a manifestement induit celles
de toutes les autres. Cela signifie que les deux mode`les ve´rifient les relations (5.10)
et que les coefficients de translations c
(i)
p,q sont identiques. Autour du point d’abscisse
η0, on constate de le´ge`res fluctuations. En fait, ce point correspond a` un change-
ment de transition factice duˆ au calcul de courbes expe´rimentales. Ensuite, pour les
grandes valeurs de η, malgre´ de plus grandes oscillations, les courbes sont a` nouveau
tre`s proches. On peut conclure que les fonctions de bosses mode´lisent correctement
un mouvement brownien.
On peut aussi formater B avec la me´thode non standard. Le signal n’a toutefois
plus toutes les caracte´ristiques d’un mouvement brownien. On a choisi les meˆmes
parame`tres excepte´ pour la borne infe´rieure, ici N = 2. Les deux signaux sont
trace´s avec moins de points, Ndisc = 1000. Visuellement, les deux signaux semblent
toujours de meˆme nature (voir Fig. 8.13). Avec ce formatage, B a plus l’aspect d’une
fonction de bosses. L’analyse des courbes de structure (voir Fig. 8.14) confirme ces
remarques. On observe les meˆmes phe´nome`nes que pre´ce´demment avec une seule
nuance. Sur le spectre d’ordre 1, surtout, on remarque un palier plus marque´. Le
choix N = 2 e´tait donc justifie´. Ici encore, la mode´lisation the´orique est donc de
bonne qualite´.
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Fig. 8.13. Mode´lisation the´orique d’un mouvement brownien stan-
dard (en haut) par une fonction de bosses (en bas). Formatage non
standard avec Ndisc = 1000.
Fig. 8.14. Comparaison des spectres de structure d’un mouvement
brownien standard (en rouge) mode´lise´ de fac¸on the´orique par une
fonction de bosses (en bleu). Formatage non standard avec Ndisc =
1000.
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8.4.2. Mode´lisation expe´rimentale
Nous allons voir que la mode´lisation expe´rimentale donne elle aussi de bons
re´sultats et fournit des valeurs acceptables pour les parame`tres du mode`le F . La
figure 8.15 montre un mode`le expe´rimental de´termine´ avec Ndisc = 2000 et apre`s un
formatage standard. Une fois encore, les deux signaux se «ressemblent» assez bien.
Les parame`tres estime´s sont collecte´s dans le tableau 8.9.
Tab. 8.9. Parame`tres de mode´lisation expe´rimentale d’un mouve-
ment brownien standard par une fonction de bosses (Ndisc = 2000).
N M α g(t) C
6 991 0.5272 1− t 0.7922
Par rapport a` la mode´lisation the´orique, l’examen des spectres re´ve`le de plus
grandes diffe´rences. Celles-ci ne traduisent pas pour autant un mauvais choix de
mode`le. Elles sont essentiellement dues au plus petit nombre de points de discre´tisation
et a` la sous-estimation deM . Cette erreur se fait d’autant plus ressentir que the´oriquement
M =∞. Le mode`le est constitue´ de moins de bosses. Cela dit, les diffe´rentes courbes
de structure ne sont pas trop e´loigne´es les unes des autres. Malgre´ quelques de´calages,
les pentes sont semblables (du moins pour le spectre d’ordre 1) ce que confirme la
bonne estimation de l’exposant α. Enfin, pour les grandes valeurs de η, on ne constate
pas re´ellement de palier significatif mais plutoˆt de fortes oscillations, de meˆme na-
ture que pour le signal d’origine. Ceci reste cohe´rent puisqu’on sait en fait qu’un tel
palier n’existe pas ! Finalement, on peut accepter la mode´lisation par cette fonction
de bosses.
Notons qu’un formatage non standard a donne´ les meˆmes re´sultats.
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Fig. 8.15. Mode´lisation expe´rimentale d’un mouvement brownien
standard (en haut) par une fonction de bosses (en bas). Formatage
standard avec Ndisc = 2000.
Fig. 8.16. Comparaison des spectres de structure d’un mouvement
brownien standard (en rouge) mode´lise´ de fac¸on expe´rimentale par
une fonction de bosses (en bleu). Formatage standard avec Ndisc =
2000.
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8.5. Exemple de donne´es expe´rimentales
Les fonctions de bosses nous ont permis, dans les sections pre´ce´dentes, de repro-
duire certains signaux the´oriques classiques, utilise´s en pratique pour mode´liser des
surfaces rugueuses, l’e´volution du prix d’un actif financier, etc. On peut donc espe´rer
mode´liser directement ces phe´nome`nes, a` partir de donne´es expe´rimentales, par des
fonctions de bosses. C’est d’ailleurs la` l’enjeu important du point de vue applicatif.
Concre`tement, nous sommes confronte´s a` de nombreux proble`mes, certains e´tant
inhe´rents au type meˆme de donne´es. Il est possible que celles-ci ne puissent pas eˆtre
simule´es a` l’aide d’une fonction de bosses. Les spectres de structure permettent de
de´tecter simplement ce proble`me.
Pour terminer ce chapitre, nous allons pre´senter un exemple particulier (voir
[39]). On e´tudie des profils laser d’e´chantillons de surface de route. On a effectue´
12501 mesures, distantes chacune de 10 µm. On obtient le signal pr6 donne´ par la
figure 8.17.
Fig. 8.17. Profil laser pr6 d’un e´chantillon de surface de route (12501
mesures espace´es de 10 microns).
On ne dispose pas d’information pre´alable sur ce signal mais a` premie`re vue, il ne
ressemble pas au graphe d’une fonction de bosses. Pour avoir une ide´e plus pre´cise
de la morphologie du signal, on trace son spectre de structure (voir Fig. 8.18). Les
diffe´rentes courbes ne sont pas translate´es les unes des autres ce qui est toujours
le cas pour les fonctions de bosses qui nous servent de mode`les. La mode´lisation
du signal par une fonction de bosses paraˆıt donc peu justifie´e. Effectivement, si
on de´termine expe´rimentalement un mode`le, celui-ci n’est pas satisfaisant. Cela ne
veut pas dire pour autant que les fonctions de bosses sont inutiles. Diverses strate´gies
peuvent eˆtre de´veloppe´es pour reme´dier a` ces proble`mes.
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Fig. 8.18. Spectres de structure du profil pr6.
8.5.1. Analyse globale
On veut toujours e´tudier l’ensemble du signal. Le fait est que le mode`le dont
on dispose est trop simple. On pense alors a` l’ame´liorer, comme nous l’avons de´ja`
mentionne´, en conside´rant le parame`tre S, des amplitudes ale´atoires, des lois ν plus
complexes. Cependant de nombreux signaux pre´sentent des aspects tre`s proches
de ceux d’une fonction de bosses, sugge´rant peu de changements. Une ide´e simple
est de conside´rer diffe´rentes fonctions de bosses {Fk}Kk=1 et de former la somme
F = F1 + · · ·+ FK . On obtient ainsi une classe de mode`les beaucoup plus riche.
C’est la solution propose´e dans [39] pour mode´liser des profils de route. En
conside´rant la somme de deux fonctions de bosses, on obtient un mode`le dont le
spectre de structure est en ade´quation avec celui du signal d’origine.
Ces mode`les font intervenir un plus grand nombre de parame`tres. Leur estimation
est plus de´licate. L’e´tude des courbes de structure est, par exemple, plus complexe.
8.5.2. Analyse locale
Une autre re´ponse repose sur l’ide´e simple suivante : si le signal pre´sente des ca-
racte`res proches de ceux d’une fonction de bosses, c’est qu’il a localement une struc-
ture comparable. On cherche donc a` mode´liser, comme on l’a fait jusqu’a` pre´sent,
certaines parties seulement du signal.
L’ide´e la plus imme´diate consiste a` de´couper le signal en tranches verticales et
a` mode´liser chaque section. Mathe´matiquement parlant, on e´tudie les restrictions
d’une fonction a` certains intervalles sur lesquelles elle est suppose´e pouvoir s’e´crire
comme une fonctions de bosses. Physiquement, on oublie le comportement du signal
en dehors de ces domaines choisis.
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Exemples
Pour illustrer notre propos, on reprend le profil pr6 en se´lectionnant deux plages
de donne´es. On effectue un formatage standard mais sans enlever la de´rive.
On analyse d’abord la restriction de pr6 a` l’intervalle [0.215, 0.235]. On obtient
le signal pr6a (voir le graphe de la la figure 8.19). Ce nouveau signal ressemble
davantage a` celui d’une fonction de bosses, ce que confirme ses spectres de structure
(voir Fig. 8.20) qui montrent des courbes paralle`les entre elles.
La fonction de bosses fournie par la mode´lisation expe´rimentale de pr6a ne
semble pas eˆtre un excellent mode`le. Certains parame`tres sont estime´s avec une
erreur assez grande, due par exemple au petit nombre de points de discre´tisations.
On peut toutefois ajuster ces parame`tres «a` la main». On obtient alors la fonction
mode`le
F (t) = 323.3037
210∑
N=5
n−0.6g(n(t−Xn))
ou` g est la bosse demi-cercle g(t) = (1− t2)1/2 et ν = U([−1, 2]). Les re´sultats sont
finalement assez satisfaisants (voir Fig. 8.19 et Fig. 8.20). Le mode`le ressemble a`
l’original et les courbes de structure, sans eˆtre en parfaite ade´quation, sont assez
proches. Les spectres d’ordre 1 sont les plus co¨ıncidents. L’examen des spectres ne
permet pas de certifier que les signaux sont du meˆme type, mais il peut, selon le
degre´ d’exigence, suffire a` valider le mode`le.
On analyse maintenant la restriction de pr6 a` l’intervalle [0.3360, 0.3520]. On
obtient le signal pr6b (voir le graphe de la la figure 8.21). Les courbes de structure
(voir 8.22) sont a` nouveau approximativement translate´es les unes des autres. Elles
n’interdisent pas l’emploi des fonctions de bosses. Le signal ressemble d’ailleurs
a` celui d’une fonction de bosses, mais il posse`de toutefois une de´rive importante
indiquant que la loi uniforme n’est pas un bon choix pour ν. C’est d’autant plus
l’occasion d’utiliser une fonction de bosses avec une loi de type exponentiel plutoˆt
qu’une loi uniforme. On de´termine encore les parame`tres «a` la main» pour obtenir
le mode`le
F (t) = 1.3098 · 103
1000∑
N=10
n−0.8g(n(t−Xn))
ou` g est la bosse trigonome´trique g(t) = cos(pit/2) et ν est de type exponentiel avec
B = 1.4 (voir page 119). Les re´sultats sont la` encore satisfaisants (voir Fig. 8.21
et Fig. 8.22). La diffe´rence est visible sur la partie gauche du signal : il n’y a
manifestement pas assez de bosses. Cette mauvaise valeur de M se traduit par
des diffe´rences au niveau des courbes de structure pour les petites valeurs de η,
notamment dans la valeur des pentes.
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Fig. 8.19. Profil laser pr6a (en rouge) et son mode`le (en bleu).
Fig. 8.20. Comparaison des spectres de structure de pr6a (en rouge)
et de son mode`le (en bleu).
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Fig. 8.21. Profil laser pr6b et son mode`le.
Fig. 8.22. Comparaison des spectres de structure de pr6b et de son mode`le.
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La partie droite est elle bien retranscrite tant dans l’aspect que dans la ten-
dance croissante. On de´duit de l’analyse des spectres les meˆmes conclusions que
pour l’exemple pre´ce´dent. On constate des diffe´rences notables pour les petites et
grandes valeurs de η, ce qui ne permet pas d’affirmer que les signaux sont de la meˆme
origine. Mais les courbes des deux spectres ont une allure ge´ne´rale assez proche. Ty-
piquement, le mode`le pre´sente certains caracte`res du signal original. Il doit eˆtre
possible d’affiner le choix des parame`tres pour obtenir un mode`le acceptable.
Si la me´thode que nous venons d’utiliser est une solution possible, elle n’est pas
sans soulever certaines difficulte´s. La premie`re re´side dans la se´lection des plages de
donne´es a` traiter, c’est-a`-dire les restrictions du signal. On peut tracer les spectres
de structure et conserver les donne´es tant que les diffe´rentes courbes restent pa-
ralle`les. Mais ce n’est pas suffisant. Il faut de´velopper une me´thode de de´coupage
plus e´labore´e. Ensuite, la mode´lisation est fastidieuse. Il faut de´terminer un mode`le
pour chaque section. Le risque est alors d’en avoir un tre`s grand nombre. Dans cet
optique, si on a trop sectionne´ le signal, les sections (et par suite leurs mode`les) au-
ront d’autant moins de signification qu’elles contiendront peu de donne´es. On doit
aussi conside´rer des proble`mes the´oriques. La mode´lisation successive de chaque
section suppose que les plages de donne´es sont inde´pendantes les unes des autres.
Cela n’est pas toujours vrai, et de toute fac¸on, il est en pratique tre`s difficile de le
ve´rifier. Les raccordements de chacun des mode`les e´le´mentaires sont eux aussi diffi-
ciles a` controˆler. Finalement, cette me´thode est inte´ressante pour une e´tude locale
bien de´termine´e.
On peut envisager d’autres solutions. Pour terminer, nous allons de´crire une
fac¸on de proce´der originale. Plutoˆt que de de´couper le signal verticalement, a` partir
de la variable, on pratique une coupe horizontale au niveau des valeurs de la fonction.
On suppose cette dernie`re positive. Formellement, on fixe une hauteur de coupe
c > 0 et on e´tudie la nouvelle fonction yc de´finie par
yc(t) = max{y(t), c} − c .
L’intervalle de de´finition est le meˆme, mais on conserve uniquement la partie supe´-
rieure du signal en oubliant les valeurs de y infe´rieures a` c.
Deux raisons motivent cette de´marche. D’un point de vue physique, ce nouveau
signal peut avoir une signification concre`te. Si on mode´lise une surface et qu’on
e´tudie l’adhe´rence d’un certain liquide, on s’inte´resse aux premiers points de contact,
puis aux suivants, et ainsi de suite, en faisant de´croˆıtre c. On peut imaginer que
seule une certaine couche de la surface inte´ragisse avec le liquide. Notons qu’avec
ce proce´de´, le nouveau signal conserve l’irre´gularite´ du signal d’origine a` toutes les
e´chelles. Ensuite, lorsqu’on trace le graphe d’une fonction de bosses de la forme
(8.1) avec N assez grand, on observe des zones peu ou pas du tout recouvertes.
Ge´ome´triquement, le profil obtenu est assez proche d’un signal coupe´ yc. Sans donner
ici d’exemples de telles mode´lisations, cette me´thode semble eˆtre une alternative
inte´ressante et une fac¸on originale de faire intervenir les fonctions de bosses dans la
description d’un signal.
Annexe : familles de bosses e´le´mentaires
Pre´liminaires
Ici sont regroupe´es les principales familles de bosses e´le´mentaires g utilise´es dans
les chapitres pre´ce´dents. Nous donnons leur de´finition, leurs principales proprie´te´s,
puis nous de´terminons pour chacune d’elles :
− les moments d’ordre q :
∀ q > 0 µq =
∫ 1
0
gq(t) dt ,
− la fonction χ associe´e :
∀x ∈ [0,+∞[ χ(x) =
∫ 1
−x
|g(u)− g(u+ 2x)|2 du
Les calculs pour obtenir cette dernie`re sont assez longs et tre`s techniques. Ils ne
figurent pas ici.
On rappelle la de´finition des fonctions d’Euler. Leurs proprie´te´s sont bien connues.
Nous les utiliserons pour calculer les moments des bosses e´le´mentaires usuelles.
De´finition. On appelle
i) premie`re fonction d’Euler la fonction B de´finie par
∀x, y > 0 B(x, y) =
∫ 1
0
tx−1(1− t)y−1dt .
ii) seconde fonction d’Euler la fonction Γ de´finie par
∀x > 0 Γ(x) =
∫ ∞
0
e−ttx−1dt .
Lemme (A). On a
i) Pour tout a, b > 0 :∫ 1
0
(1− ta)bdt = b
ab+ 1
Γ(b) Γ(a−1)
Γ(b+ a−1)
.
ii) Pour tout a > 0 :∫ 1
0
cosa(
pit
2
) dt =
2
a
√
pi
Γ((a+ 1)/2)
Γ(a/2)
.
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De´monstration. i) Le changement de variable de´fini par u = ta donne∫ 1
0
(1− ta)bdt = a−1
∫ 1
0
(1− u)b u 1−aa du = a−1 B(b+ 1, a−1) .
Or
B(b+ 1, a−1) =
Γ(b+ 1)Γ(a−1)
Γ(b+ 1 + a−1)
=
bΓ(b) Γ(a−1)
(b+ a−1) Γ(b+ a−1)
,
d’ou` la premie`re formule.
ii) On a ∫ 1
0
cosa(
pit
2
) dt =
2
pi
∫ pi/2
0
cosa t dt =
1
pi
B
(
a+ 1
2
,
1
2
)
.
Avec
B
(
a+ 1
2
,
1
2
)
=
Γ((a+ 1)/2) Γ(1/2)
Γ(1 + (a/2))
=
Γ((a+ 1)/2)
√
pi
(a/2) Γ(a/2)
,
d’ou` la seconde formule. 
La bosse indicatrice
Il s’agit de la bosse la plus simple de´finie par g = 1I[−1,1]. Notons que le processus
F n’est alors pas a` trajectoires continues. Il est clair que cette bosse est la seule
ve´rifiant
∀ q > 0 µq = 1 .
On a facilement :
χ(x) =
{
2x pour x ∈ [0, 1]
2 pour x > 1
Les bosses puissance
Il s’agit des fonctions gα,β de´finies pour α, β > 0 par
∀ t ∈ [0, 1] gα,β(t) = (1− tα)β .
Le calcul des moments de gα,β de´coule du lemme 8.5.2 :
∀ q > 0 µq(gα,β) = qβ
qαβ + 1
Γ(qβ) Γ(α−1)
Γ(qβ + α−1)
.
L’expression de µq n’est pas simple. En fait cette famille est constitue´e de bosses trop
complexes. Il est e´galement impossible d’obtenir l’expression exacte des fonctions χ
associe´es. Il est ne´cessaire de se limiter a` certaines sous-familles.
Les bosses polynomiales
Une classe importante de bosses est celle constitue´e de polynoˆmes. S’il existe
clairement des bosses polynoˆmes de degre´ quelconque, nous nous restreignons a`
deux familles, obtenues avec les fonctions puissance.
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Bosses polynomiales de premie`re espe`ce
Ce sont les fonctions gp = gp,1 de´finies pour p ∈ N∗ par
∀ t ∈ [0, 1] gp(t) = 1− tp .
Pour p = 1 on obtient la bosse triangle et on a
gp −→
p→∞
1I[−1,1] .
Pour les moments de gp, nous avons :
Lemme. Pour tout q ∈ N∗ :
µq(gp) =
q! p q
(1 + p)(1 + 2p) · · · (1 + qp) .
De´monstration. D’apre`s le lemme (A), on a
µq =
q
pq + 1
Γ(q) Γ(1/p)
Γ(q + 1/p)
.
Avec Γ(x+ 1) = xΓ(x) on obtient la relation de re´currence
µq+1 =
p(q + 1)
p(q + 1) + 1
µq .
Par suite
µq =
q∏
k=1
pk
pk + 1
= pq q!
q∏
k=1
1
pk + 1
,
d’ou` la formule annonce´e. 
Apre`s quelques calculs, on obtient l’expression de la fonction χ :
• pour x ∈ [0, 1/2] :
χ(x) = 2x− 2
p+ 1
+
2
2p+ 1
− 2(−1)px2p+1
p∑
k=0
(−2)k(p
k
)
2p+ 1− k
− 2
p∑
k=0
(
p
k
)
(2x)k(1− x)2p+1−k
2p+ 1− k +
2(1− 2x)p+1
p+ 1
.
• pour x ∈ [1/2, 1] :
χ(x) = 2x− 2
p+ 1
+
2
2p+ 1
− 2(−1)px2p+1
p∑
k=0
(−2)k(p
k
)
2p+ 1− k
− 2(−1)p
p∑
k=0
(
p
k
)
(2x)k(1− x)2p+1−k
2p+ 1− k −
2(2x− 1)p+1
p+ 1
.
• pour x > 1 :
χ(x) = 2(1− 2
p+ 1
+
1
2p+ 1
) .
Remarquons que si p est pair, les deux premiers cas se re´duisent a` un seul (noter le
facteur (−1)p).
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Bosses polynomiales de seconde espe`ce
Ce sont les fonctions gp = g1,p de´finies pour p ∈ N∗ par
∀ t ∈ [0, 1] gp(t) = (1− t)p .
Pour p = 1 on obtient encore la bosse triangle et on a
gp −→
p→∞
0 .
Pour les moments de gp, on a imme´diatement le :
Lemme. Pour tout q ∈ N∗ :
µq(gp) =
1
qp+ 1
.
Apre`s quelques calculs, on obtient l’expression de la fonction χ :
• pour x ∈ [0, 1/2] :
χ(x) =
2
2p+ 1
− 2
p∑
k=0
(−1)k(p
k
)
2k + 1
(1− x)2(p−k)x2k+1
− 2(−1)p
p∑
k=0
(−1)k(p
k
)
2k + 1
x2(p−k)
(
(1− x)2k+1 − x2k+1) .
• pour x ∈ [1/2, 1] :
χ(x) =
2
2p+ 1
− 2(1− x)2p+1
p∑
k=0
(−1)k(p
k
)
2k + 1
.
• pour x > 1 :
χ(x) =
2
2p+ 1
.
Les bosses trigonome´triques
Il s’agit de la famille de bosses (gα)α>0 de´finies par :
∀ t ∈ [0, 1] gα(t) = cosα
(
pit
2
)
.
Le calcul des moments de gα de´coule toujours du lemme (A) :
∀ q > 0 µq(gα) = 2
qα
√
pi
Γ((qα+ 1)/2)
Γ(qα/2)
.
On peut expliciter cette formule lorsque α ∈ N∗ :
Lemme. Pour tout n ∈ N∗ :
µq(gn) =

(qn)!
2 qn
((qn
2
)
!
)−2
si qn est pair.
1
pi
2 qn
(qn)!
((
qn− 1
2
)
!
)2
si qn est impair.
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De´monstration. On a
µq(gn) =
∫ 1
0
cosqn(
pit
2
) dt =
2
pi
∫ pi/2
0
cosqn(t) dt =
2
pi
I(qn) ,
ou` I(m) est l’inte´grale de Wallis
I(m) =
∫ pi/2
0
cosm(t) dt =

(2p)!
2 2p(p !)2
pi
2
si m = 2p est pair.
2 2p(p !)2
(2p+ 1)!
si m = 2p+ 1 est impair.
Le re´sultat en de´coule. 
Le calcul de la fonction χ est de´licat. Nous nous limitons a` deux cas simples.
Cas α = 1
Cette bosse nous permettra la comparaison avec les fonctions de Weierstrass et
avec la bosse polynomiale g2,1.
Pour les premiers moments de g1 on a :
µ1 =
2
pi
, µ2 =
1
2
, µ3 =
4
3pi
, µ4 =
3
8
.
Pour la fonction χ, on utilise la relation
∀u, v ∈ R | g(u)− g(v) | = 2
∣∣∣sin(pi
4
(u+ v)
)
sin
(pi
4
(u− v)
)∣∣∣
pour obtenir
χ(x) =
 1− (1− x) cos(pix)−
sin(pix)
pi
pour x ∈ [0, 1]
1 pour x > 1
Cas α = 2
Nous avons ici l’exemple d’une bosse e´le´mentaire plus re´gulie`re puisque de classe
C1 sur R.
Pour les premiers moments de g2 on a :
µ1 =
1
2
, µ2 =
3
8
, µ3 =
5
16
, µ4 =
35
128
.
Pour la fonction χ, on utilise cette fois la relation
∀u, v ∈ R | g(u)− g(v) | =
∣∣∣sin(pi
2
(u+ v)
)
sin
(pi
2
(u− v)
)∣∣∣ .
On obtient
χ(x) =

1 + 2x
4
− 3 sin(2pix)
8pi
+
(x− 1) cos(2pix)
4
pour x ∈ [0, 1]
3/4 pour x > 1
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Les bosses trape`ze
Nous terminons en pre´sentant l’exemple de bosses e´le´mentaires non de´veloppables
en se´rie entie`re sur [0, 1] mais seulement sur des sous-intervalles. Elles sont de´finies
par deux parame`tres, ce qui en fait une famille particulie`rement riche.
Pour (α, β) ∈ ]0, 1[×]0, 1] , on conside`re les bosses gα,β de´finies sur [0, 1] par :
gα,β(t) =

(
β − 1
α
)
t + 1 si t ∈ [0, α]
(
β
α− 1
)
(t− 1) si t ∈ [α, 1]
Par abus de langage, de telles bosses sont appele´es bosses trape`ze de noeud (α, β).
Elles sont finalement assez simples puisque affines sur [0, α] et [α, 1]. Notons que pour
α + β = 1 on obtient encore la bosse triangle, en particulier il n’y a pas bijectivite´
entre les bosses et le parame`tre (α, β) de la famille. C’est toutefois le seul cas de
non injectivite´ :
gα,β = gα′,β′ ⇐⇒

α+ β = α′ + β′ = 1
ou
α = α′ et β′ = β
Pour les moments de gα,β on a :
Lemme. Pour tout q > 0 :
µq(gα,β) =
βq
q + 1
+
α(1− βq)
(q + 1)(1− β) .
On a par exemple
µ1(gα,β) =
α+ β
2
et µ2(gα,β) =
α+ αβ + β2
3
.
Selon la valeur du parame`tre, gα,β posse`de des proprie´te´s spe´cifiques. Par exemple,
elle est convexe si et seulement si α + β 6 1 ; inversible si et seulement si β 6= 1 et
dans ce cas g−1α,β = gβ,α est encore une bosse trape`ze ; etc.
La famille des bosses trape`ze est, a` l’instar des bosses puissance, trop riche. Il est
inte´ressant de travailler avec certaines sous-familles, par exemple les bosses trape`ze :
− de premie`re espe`ce, pour lesquelles β = 1 : gα,β vaut alors 1 sur [0, α] et
gα,β −→
α→1
1I[−1,1] , elle est toujours concave.
− de seconde espe`ce, pour lesquelles β = α : gα,β est alors e´gale a` son inverse.
La bosse gα,α est une version polygonale simplifie´e de la bosse puissance ga,a−1 pour
a = − log 2/ logα. Elles ont la meˆme convexite´, sont involutives, etc (voir Fig. 8.23).
La de´termination de χ dans le cas ge´ne´ral est pe´nible. Elle est le´ge`rement sim-
plifie´e pour les bosses de premie`re espe`ce. Nous donnons l’exemple de la bosse de
noeud (1/2, 1), encore de´finie par :
g(t) = min{1,max{0, 2− 2 |t|}} .
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Fig. 8.23. Comparaison des bosses e´le´mentaires trape`ze gα,α (en
bleu) et puissance ga,a−1 avec a = − log 2/ logα (en rouge) pour α ∈
{0.3, 0.7} (de gauche a` droite).
On obtient :
• pour x ∈ [0, 1/4] : χ(x) = −32
3
x3 + 8x2 ,
• pour x ∈ [1/4, 1/2] : χ(x) = 2x− 1
6
,
• pour x ∈ [1/2, 3/4] : χ(x) = −2
3
(2x− 1)3 + 2x− 1
6
,
• pour x ∈ [3/4, 1] : χ(x) = 4
3
− 16
3
(1− x)3 ,
• pour x > 1 : χ(x) = 4
3
.
On voit que la pre´sence d’un noeud au point d’abscisse 1/2 empeˆche g d’eˆtre
de´veloppable en se´rie sur [0, 1] : elle l’est sur [0, 1/2] et [1/2, 1]. Cela entraˆıne l’exis-
tence de crossovers.
Nous terminons en construisant une famille de bosses e´le´mentaires (ga)a∈A a` coef-
ficient ki,j constant (voir page 172). Soient k ∈ ]0, 1[ fixe´ et A = ]0, k[. On conside`re,
pour tout a ∈ A, la bosse ga de´finie comme la bosse trape`ze de noeud
(α, β) =
(
a(k − a)
1 + a− k , a
)
.
Dans ces conditions :
Lemme. La fonction ga est une bosse e´le´mentaire ve´rifiant
∀ a ∈ A k2,1 = µ2
µ1
=
2
3
k .
De´monstration. Dans toute la suite a ∈ A et q = a(k − a)(1 + a− k)−1.
a) Justifions que ga est une bosse e´le´mentaire. Il suffit de montrer que q ∈ ]0, 1[.
On a 0 < a < k < 1 donc 0 < k − a < 1 et q > 0. Ensuite q < 1 e´quivaut a` la
positivite´ sur ]0, k[ de a2 + (1− k)a+ (1− k) : c’est clair.
b) En utilisant le lemme 8.5.2 il vient
µ1(ga) =
1
2
(
a(k − a) + a(1 + a− k)
1 + a− k
)
=
1
2
a
1 + a− k
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et
µ2(ga) =
1
3
(
a(k − a) + a2(k − a) + a2(1 + a− k)
1 + a− k
)
=
1
3
ak
1 + a− k .
Ainsi
µ2(ga)
µ1(ga)
=
2
3
k .

La famille obtenue a toutefois l’inconve´nient de ne pas contenir une grande
varie´te´ de bosses. Par exemple, elles sont toutes convexes, et lorsque k → 1, la
famille tend a` se re´duire a` la bosse triangle. Par exemple pour k = 3/4, l’abscisse
du noeud varie entre 0 et 1/4, pour une ordonne´e allant de 0 a` 3/4 (voir Fig. 8.24).
On a alors k2,1 = 1/2.
Fig. 8.24. Parame`tres admissibles pour une famille de bosses trape`ze
a` coefficient k2,1 constant.
Conclusion et perspectives
L’objectif de notre the`se e´tait de pre´senter une large famille de se´ries ale´atoires,
d’en faire une e´tude the´orique puis de montrer qu’elles peuvent eˆtre utilise´es a`
des fins de mode´lisation. Nous avons re´pondu aux principales questions lie´es a` ces
deux aspects, en s’efforc¸ant d’e´tablir des re´sultats valides dans un cadre suffisam-
ment ge´ne´ral. Mais nous avons aussi souligne´ ponctuellement les cas particuliers
ne´cessitant des e´tudes comple´mentaires. Nous nous proposons pour conclure de re-
venir rapidement sur certains d’entre eux et de de´finir quelques lignes directrices de
travaux futurs.
Nous avons essentiellement e´tudie´ les fonctions bosses standards donne´es par
la se´rie (2.4). Au prix de quelques hypothe`ses supple´mentaires, nous avons pu
de´terminer leur re´gularite´, et calculer diffe´rentes dimensions fractales de leur graphe.
Il est naturel d’e´tendre ces re´sultats a` des mode`les plus ge´ne´raux, en premier lieu
aux se´ries de´finies par (1.6), avec β ∈ ]0, 1]. On s’attend en effet a` ce que les
de´monstrations s’adaptent bien a` ces mode`les-ci. En fait, nous n’avons rien dit a`
ce sujet, mais on peut effectivement ge´ne´raliser certains re´sultats. Sous les meˆmes
hypothe`ses de re´gularite´ pour ν et g, en supposant de plus α < β, on peut prouver
les faits (presque suˆrs) suivants :
(1) F est uniforme´ment ho¨lde´rienne d’exposant η pour tout η < H1 avec
H1 =
α+D(β − 1)
β
.
(2) Par suite, dimB(ΓF ) 6 D + 1−H1.
(3) On a dimH(ΓF ) > D + 1−H2 avec
H2 =
α−D(β − 1)
β
.
Les de´monstrations correspondantes donne´es dans le cas β = 1 se ge´ne´ralisent
assez bien. Toutefois, on obtient encore des cas non traite´s, et des estimations
non prouve´es. La ge´ne´ralisation a` d’autres suites (an)n>1 et (bn)n>1 semblent donc
de´licate. Il n’y a pas de proble`mes pour des suites e´quivalentes, ce qui correspond a`
une constante d’ajustement C pour (an)n>1 et a` une bosse initiale de support dilate´
pour (bn)n>1 (le fait que le support d’une bosse e´le´mentaire g soit exactement [−1, 1]
n’est pas ne´cessaire the´oriquement, c’est une simple convention ; le point crucial est
qu’il soit compact). Pourtant, tant d’un point de vue the´orique que pour les appli-
cations, il peut eˆtre inte´ressant de pouvoir varier ces suites. Nous l’avons dit, on
peut reprocher au mode`le sa positivite´. Pour y reme´dier, on peut modifier la se´rie
(1.2) en remplac¸ant simplement an par (−1)nan. Une fac¸on moins brutale d’agir est
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d’utiliser une suite dense dans [−1, 1], par exemple cos(2pinS) avec S /∈ Q. Ces se´ries
alterne´es existent sous les hypothe`ses du the´ore`me 1.6.4 puisque les suites ajoute´es
sont borne´es. Pour d’autres, on peut eˆtre amener a` e´tablir des the´ore`mes d’existence
plus ge´ne´raux.
Nous avons ainsi vu a` la fin du premier chapitre qu’il e´tait possible de conside´rer
une loi ν pour le centrage des bosses tre`s irre´gulie`re, et meˆme multifractale. Peut-on
encore de´terminer la re´gularite´ des trajectoires de F et les dimensions fractales de
son graphe ?
Le the´ore`me d’existence correspondant a montre´ que le point essentiel est la
re´partition des centres Xn des bosses dans les intervalles dyadiques. On peut alors
se demander si, plus radicalement, on pourrait ne plus faire re´ellement intervenir
le hasard pour revenir a` des mode`les de´terministes. Plus pre´cise´ment, peut-on choi-
sir pour (Xn)n>1 une suite e´quire´partie, ou seulement dense dans [0, 1] ? Il semble
que F soit encore bien de´finie et que beaucoup de proprie´te´s restent vraies. Toute-
fois, ce n’est pas sans poser de proble`mes techniques. Par exemple, sans ale´atoire, la
me´thode utilise´e pour minorer la dimension de Hausdorff du graphe paraˆıt inefficace.
Le point de vue contraire consiste lui a` ajouter de l’ale´atoire en conside´rant des
variables ale´atoires pour les suites (an)n>1 et (bn)n>1. Les mode`les obtenus sont plus
proches de ceux e´tudie´s par Mandelbrot et il faut les e´tudier d’avantage comme
processus stochastiques qu’en tant que fonctions parame´tre´es par un parame`tre
ale´atoire. Un compromis simple est de n’ajouter que des amplitudes ale´atoires en
conside´rant
F (t) =
∞∑
n=1
anG(bn(t−Xn))An .
Cette ge´ne´ralisation est inte´ressante pour les applications a` la mode´lisation. Ces
mode`les sont plus proches du mouvement brownien et du MPD Process. La situa-
tion la plus simple est celle ou` les variables An ont une loi commune µ. Mais meˆme
dans ce cas il faut s’assurer que F existe. Il est clair que les amplitudes ale´atoires ne
doivent pas avoir une trop forte probabilite´ d’eˆtre arbitrairement grandes. En fait,
le the´ore`me 1.6.4 reste vrai en remplac¸ant l’hypothe`se ii) par :
ii)′ La se´rie
∑
n apnD max{1, (pnb−1pnD)D}A∗n converge pour un entier p > 2 avec
A∗n = sup{|Ak| : pnD 6 k < p (n+1)D} .
Un exemple inte´ressant et particulie`rement simple consiste a` choisir des signes
ale´atoires, c’est-a`-dire une suite de variables inde´pendantes (An)n>1 de meˆme loi µ
avec :
µ({−1}) = 1− p , µ({1}) = p ( p ∈ ]0, 1[ ) .
De fac¸on ge´ne´rale, pour obtenir cette condition, il suffit de montrer que A∗n ne
peut pas eˆtre tre`s grand. C’est le cas de`s que les An ont la meˆme loi µ et sont borne´es
presque suˆrement. Avec µ uniforme sur [−1, 1] on obtient une manie`re de signer le
processus moins brutale que la pre´ce´dente. Les profils obtenus sont plus re´alistes.
On peut choisir des variables non borne´es, pourvu que la queue de leur distribution
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soit suffisamment fine. Par exemple si µ est la loi normale N (0, 1) alors
µ( [x,+∞[ ) 6 1
x
√
2pi
exp
(
−x
2
2
)
.
Donc
P(A∗n > n) 4
p (n+1)D−1∑
k=pnD
P(Ak > n) 4
pnD
n
exp
(
−n
2
2
)
.
On obtient le terme ge´ne´ral d’une se´rie convergente de sorte que d’apre`s le lemme
de Borel-Cantelli, on a presque suˆrement :
∀n > N A∗n 6 n .
Cette majoration permet d’obtenir facilement l’existence de F dans le cas ou` les
parame`tres sont ceux du mode`le standard .
Ensuite, l’autre parame`tre sur lequel on peut jouer est la bosse e´le´mentaire g.
Un proble`me inte´ressant est de voir s’il est possible d’omettre l’hypothe`se de com-
pacite´ de son support. En choisissant des fonctions raisonnables, a` de´croissance tre`s
rapide en ±∞ comme x 7→ exp(−xγ), obtient-on encore des mode`les aux proprie´te´s
fractales analogues ?
Sans aller jusque la`, de nombreuses questions restent sans re´ponses pour des
bosses e´le´mentaires pathologiques. Le calcul de la dimension de Hausdorff n’est pas
fait pour l’escalier du diable, ni celui de la dimension de boˆıte pour des bosses tre`s
irre´gulie`res.
D’ailleurs, la question de la re´gularite´ n’est que partiellement re´gle´e, meˆme pour
les fonctions de bosses standards. On n’obtient des re´ponses que dans le seul cas
ou` toute l’irre´gularite´ du mode`le est controˆle´e par l’exposant α (et β), c’est-a`-dire
par le couple amplitudes-volumes des supports. Lorsque la bosse g pre´domine, il
est conjecture´ que la re´gularite´ (maximale) de F est exactement celle de g. Mais la
dimension de boˆıte demeure inde´termine´e dans un tel cas. Les meˆmes proble`mes se
posent lorsque la loi ν controˆle aussi l’irre´gularite´ des trajectoires. C’est le cas pour
des lois a` densite´ irre´gulie`res ou pour la mesure de Besicovitch.
La multifractalite´ de cette dernie`re peut se transmettre a` la se´rie. Le principal
the`me de recherche a` venir est pre´cise´ment l’analyse multifractale comple`te de F et
la de´termination exacte des diffe´rents spectres. Avant d’e´tudier les ge´ne´ralisations et
les cas particuliers que nous exhibons ici, il faut revenir au mode`le standard (2.4).
Meˆme sous cette forme, il sont relativement proches des processus de Le´vy pour
lesquels les spectres sont connus. Certains re´sultats sont conjecture´s et devraient
eˆtre prouve´s, dans un premier temps au moins pour le cas g = 1I[−1,1].
Un inte´reˆt est d’obtenir une famille ge´ne´rique de processus ale´atoires multifrac-
tals additifs. Parmi de tels mode`les propose´s, un peut faire le lien entre les fonctions
de bosses discontinues et les processus de Le´vy (voir [24]). Il sugge`re d’utiliser une
classe de bosses e´le´mentaires g discontinues : des rampes e´le´mentaires. Elles sont
de´finies en une variable de la fac¸on suivante : g a toujours pour support [−1, 1],
elle est croissante et continue sur R+ et positive avec g(−1) = 0 et g(1) = 2. Ces
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fonctions pre´sentent donc un unique saut au point 1. On peut alors conside´rer les
fonctions de bosses associe´es donne´es par la se´rie (1.7). On obtient des processus de
sauts dont l’existence peut encore eˆtre obtenue graˆce au the´ore`me 1.6.4.
Il est possible de prendre en compte ces ge´ne´ralisations pour l’e´tude expe´rimentale
des fonctions de bosses. En particulier, les me´thodes de calculs des fonctions de struc-
ture discre`tes sont directement utilisables pour d’autres choix de suites (an)n>1 et
(bn)n>1. Nous avons aussi souligne´ l’influence d’amplitudes ale´atoires. Pour le mode`le
standard, nous avons montre´ comment obtenir des valeurs approche´es de ses pa-
rame`tres, ce qui permet une identification des fonctions de bosses et la mode´lisation
d’un signal quelconque. Une vraie e´tude statistique reste a` mener. Nos re´sultats per-
mettent de construire facilement diffe´rents estimateurs. Il s’agira alors de pre´ciser
leurs proprie´te´s statistiques : efficacite´, consistance, biais asymptotique. Nous avons
aussi souligne´ la ne´cessite´ d’adapter d’avantage le mode`le a` la re´alite´ en conside´rant
par exemple des sommes de fonctions de bosses. Pour ces mode`les compose´s, l’esti-
mation des parame`tres est a` reprendre entie`rement. Enfin, nous n’avons pas aborde´
la mode´lisation de surfaces, c’est-a`-dire l’e´tude expe´rimentale en dimension 2. La`
encore, il faudra traiter la question de l’estimation pre´alable des parame`tres. Le
champ d’application est donc important : on peut toutefois se demander quels types
de donne´es se preˆtent bien a` une mode´lisation par fonctions de bosses.
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Index des notations
A(ε), ε−voisinage de A, 21
B(t, ε), 13
χ, 117
η−1 , η
+
1 , 126, 141
η−2 , η
+
2 , 132, 141
Dε, grille de pas ε, 44
D∗ε , 45
diam(A), diame`tre de l’ensemble A, 89
dimB, dimension de boˆıte, 59
dimH, dimension de Hausdorff, 89
dimR, dimension de re´gularisation, 69
δa, mesure de Dirac en a, 22
{e1, . . . , eD}, base canonique de RD, 13
E∗ε , 45
g, bosse e´le´mentaire, 14
γex, 103
Γf , graphe de la fonction f , 59
γth, 103
gS, bosse e´le´mentaire, 134
H1, hypothe`se de re´gularite´ sur ν, 41
H2, hypothe`se de re´gularite´ sur g, 41
H3, re´gularite´ de la densite´ de ν, 74
H4, re´gularite´ de la densite´ de ν, 74
H5, hypothe`se de re´gularite´ de g, 91
H6, hypothe`se de re´gularite´ sur ν , 98
4 < ', relations de comparaison, 14
1IA, fonction indicatrice de A, 15
ΛH(A), ensemble des fonctions ho¨lde´riennes
d’exposant H sur A, 39
l+, 153
µq, moment d’ordre q de g, 141
‖·‖, norme du maximum sur RD, 13
Np(ξ, ε), 60
‖·‖∞, 21
pi1,2, 127, 142
pi2,2, 132, 142
[·], partie entie`re, 13
Ψε,x, ondelettes, 47
ρ−A(ε), ρ
+
A(ε), 23
σ(ξ, p), 60
Σp,q, 141
Si,q, fonction de q−structure d’ordre i,
101
si,q, s
q
i,q, 105
sq, fonction de q−structure discre`te, 65
Supp(·), support d’une fonction, d’une
mesure, 14, 23
Ti,q, 102
U(A), mesure uniforme sur A, 23
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