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Renormalization of the electronic band gap due to electron-phonon coupling in the tetrahedral
semiconductors diamond, silicon and cubic silicon carbide is studied from first principles. There is a
marked difference between the coupling of the vibrational state to the valence band maximum and
to the conduction band minimum. The strength of phonon coupling to the valence band maximum
is similar between the three systems and is dominated by vibrations that change the bond length.
The coupling strength to the conduction band minimum differs significantly in diamond, silicon
carbide and silicon. In diamond, the coupling is dominated by six small pockets of vibrational
states in the phonon Brillouin zone, that are ultimately responsible for the stronger electron-phonon
coupling in this material. Our results represent a first step towards the development of an a priori
understanding of electron-phonon coupling in semiconductors and insulators, that should aid the
design of materials with tailored electron-phonon coupling properties.
I. INTRODUCTION
Electron-phonon coupling is ubiquitous in condensed
matter physics. It plays a central role in mediating
the attractive interaction between electrons within the
BCS theory of conventional superconductivity,1,2 and it
leads to the temperature dependence of electronic en-
ergy levels.3 Technological applications driven by these
effects include high-field magnets,4 photovoltaics, and
light emitting diodes.
The theoretical study of electron-phonon coupling in
semiconductors was established by the pioneering work
of Allen, Heine, and Cardona.5,6 Recently, their ideas
have been applied using accurate first-principles density
functional theory (DFT) methods.7–10 DFT calculations
not only give accurate predictions of the temperature de-
pendence of band gaps, but also allow us to investigate
the underlying microscopic physics.
The strength of electron-phonon coupling in semicon-
ductors can be gauged by the size of the correction to
the band gap from the zero-point (ZP) nuclear motion.
Experiments have focused on the effects of the isotopic
mass m,3,11–13 and, as the amplitude of the atomic vibra-
tions scales as m−1/2, a heavier isotope leads to weaker
electron-phonon coupling. This explanation is related to
the qualitative considerations of Han and Bester14, who
compare the ZP gap correction for a range of semicon-
ductors, and find that the magnitude of the correction is
very roughly proportional to the ratio
√〈u2〉/a, where√〈u2〉 is the mean atomic ZP displacement, and a is
the lattice parameter. Electronic effects are considered
by Cardona13, who argues that, as first row atoms (like
carbon) have no core p electrons, the valence electrons
are strongly influenced by atomic vibrations, leading to
stronger electron-phonon coupling compared to systems
with core p electrons (like silicon).
In this work we present a first-principles study of the
strength of electron-phonon coupling in the tetrahedrally
bonded semiconductors diamond (C), cubic silicon car-
bide (SiC), and silicon (Si). These systems have the same
crystal structure, and similar electronic band structures
and phonon dispersions. However, the effects of electron-
phonon coupling are significantly different between them,
and therefore they represent an interesting set of test sys-
tems. Our approach allows us to disentangle the vibra-
tional and electronic contributions and to evaluate their
relative importance. A complex picture emerges with dif-
ferent behaviour of the coupling of the valence band mini-
mum (VBM) and the conduction band maximum (CBM)
to the vibrational state. The electron-phonon coupling
strength for the VBM is similar in the three systems and
dominated by vibrations that change the bond length be-
tween nearest neighbour atoms. The coupling strength
for the CBM varies significantly and in a non-trivial man-
ner across the three systems studied, and accounts for the
majority of the difference in the coupling strengths of C,
SiC, and Si. We find strong coupling in C which arises
from the vibrational states in six small pockets in the
phonon Brillouin zone (BZ).
This work represents a step towards a quantitative un-
derstanding of the various factors influencing electron-
phonon coupling in semiconductors. This understanding
could ultimately lead to the development of strategies for
designing new materials with tailored electron-phonon
coupling properties, a topic of great interest for many
technological applications.15
The paper is arranged as follows. In Sec. II we de-
scribe the theoretical and computational methods used
for calculating electronic and vibrational properties, and
their coupling. In Sec. III we present our results for
the various contributions to the electron-phonon coupling
strength in C, SiC, and Si, and we summarize our find-
ings in Sec. IV. All equations are given in Hartree atomic
units, in which the Dirac constant, the electronic charge
and mass, and 4pi times the permittivity of free space are
unity (~ = |e| = me = 4pi0 = 1).
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2II. THEORETICAL AND COMPUTATIONAL
FRAMEWORKS
A. Structural parameters
We have studied C, SiC, and Si in their tetrahe-
drally bonded diamond structures within plane-wave
pseudopotential DFT16,17 as implemented in the castep
package.18 We have used the local density approximation
(LDA)19,20 functional and ultrasoft pseudopotentials21
for C and Si. All energy differences between the differ-
ent frozen phonon configurations used for the electron-
phonon coupling calculations are converged to better
than 10−4 eV per unit cell, requiring a plane-wave energy
cut-off of 800 eV, and a Monkhorst-Pack22 BZ sampling
grid of density 2pi × 0.03 A˚−1.
We have relaxed the structures until the force on each
atom is smaller than 10−4 eV/A˚ and the components of
the stress tensor are less than 10−2 GPa. This leads to
the lattice constants shown in Table I, which are in good
agreement with experiment, and are used throughout.
The LDA functional tends to overbind because it favours
uniform charge densities, as shown in Table I.
B. Electronic structure
The electronic configuration of C is 1s22s22p2, and
when it forms diamond the 2s and 2p electrons hybridize
to form four sp3 orbitals which give rise to the tetrahe-
drally bonded structure. The electronic configuration of
Si is 1s22s22p63s23p2 and a similar hybridization occurs,
but with the 3s and 3p electrons. The valence electrons
in Si are farther away from the nucleus, which has been
invoked to explain the weaker electron-phonon coupling
in Si compared to diamond.13
In Fig. 1 we show the electronic band structures of
C, Si, and SiC along symmetry lines, and densities of
electronic states. The band structures are similar, with
the VBM located at the Γ-point and the CBM located
along the symmetry line between Γ and X.
C. Phonon dispersion
We have constructed the matrix of force constants from
the forces on the atoms calculated with finite atomic dis-
placements of magnitude 0.005 A˚, averaging over positive
TABLE I. Static LDA–DFT and experimental lattice param-
eters of C, SiC, and Si in the diamond structure.
atheor,static (A˚) aexp (A˚)
C 3.529 3.56723
SiC 4.318 4.358124
Si 5.394 5.429825
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FIG. 1. (color online) Electronic band structures along sym-
metry lines of the first electron BZ (blue, left side), and elec-
tronic densities of states (red, right side) of C, SiC, and Si.
The dotted line shows the VBM. The wave vector axes have
been scaled so that each plot has the same width.
and negative displacements.26 We have then diagonalized
the dynamical matrix for the points along symmetry lines
of the first phonon BZ. Points in the phonon BZ are la-
belled by k, and branches by n. The force constants
decay in real space as a function of atomic separation,
and we have found that for all three systems 5×5×5 su-
percells containing 250 atoms leads to converged results
for the vibrational energy.
In Fig. 2 we show the phonon dispersions and densities
of states of C, Si, and SiC. Considering SiC as an exam-
ple, we have found that the highest energy phonon branch
corresponds to vibrations dominated by the motion of C
atoms. The two other optical branches correspond to an-
tiphase vibrations of neighbouring Si and C atoms. The
highest energy acoustic branch is dominated by the mo-
tion of Si atoms, and the two lowest energy branches cor-
respond to long wave length vibrations. We note that the
optical branches of SiC are subject to LO-TO splitting,
calculated using density functional perturbation theory
as implemented in the CASTEP code.27
The ZP energies per primitive unit cell of C, SiC, and
Si are given in Table II. As expected, the lighter materials
have larger ZP energies. The ZP energies are converged
to within 10−4 eV per primitive unit cell with respect to
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FIG. 2. (color online) Phonon dispersions along symmetry
lines of the first phonon BZ (blue, left side), and phonon
densities of states (red, right side) of C, SiC, and Si. The
wave vectors axes have been scaled so that each plot has the
same width.
the size of the supercell.
D. Electron-phonon coupling
The effect of electron-phonon coupling on the band gap
of a semiconductor can be calculated by considering the
change in the vibrational free energy arising from the
promotion of an electron from the valence to the conduc-
tion band,7 or by calculating the change in the electronic
bands due to the presence of vibrations.5,6 These two ap-
proaches can be shown to be equivalent, at least in lowest
order perturbation theory.28
TABLE II. Vibrational ZP energy per primitive unit cell of
C, SiC, and Si in the diamond structure at the theoretical
equilibrium volumes.
ZP energy (eV)
C 0.368
SiC 0.223
Si 0.123
We use the second approach and calculate the zero
temperature electron-phonon correction to the electronic
thermal (minimum) band gap Eg as
〈Eg〉 = 〈Φ(q)|Eg(q)|Φ(q)〉, (1)
where |Φ〉 is the ground state vibrational wave function.
We work within the harmonic approximation, and there-
fore the vibrational wave function |Φ〉 is a Hartree prod-
uct of simple harmonic oscillator eigenstates for each vi-
brational mode, which are simple Gaussian functions for
the ground state.
The expression in Eq. (1) has been evaluated in the lit-
erature by sampling Eg using path integral methods
29,30
or Monte Carlo methods,31,32 or by using some variant
of the expansion9,14,33
Eg(q) =
∑
n,k
ankq
2
nk, (2)
where qnk is the amplitude of the vibrational mode la-
beled by (n,k). Evaluating Eq. (1) using the approxi-
mate expression of Eq. (2) is similar to using the Allen-
Heine-Cardona theory, but the expression in Eq. (2)
is more accurate because it includes the so-called non-
diagonal Debye-Waller term that is missing in the Allen-
Heine-Cardona theory.34 We note that it excludes terms
with higher powers of qnk and coupling between differ-
ent points in the BZ, whereas sampling methods include
all of these terms and should therefore be more accu-
rate. However, this expansion allows us to investigate the
contribution from each vibrational mode independently,
which is obscured in a sampling approach, and further-
more, the expansion in Eq. (2) has been found to lead to
very good agreement with experiment for a range of ma-
terials, including diamond.8,9 Our calculations of the ZP
corrections to the band gaps of C, SiC, and Si are shown
in Table III and compared with experimental estimates
of ZP band gap corrections where available.35 The ex-
perimental estimate of −0.364 eV for C is obtained from
isotopic data in Ref. 13, and the estimate of −0.410 eV
from an extension of the typical Bose-Einstein oscillator
fit to the temperature dependence of the band gap in
Ref. 33. In this work we calculate band gap corrections
using Eq. (2).
The strategy we follow in Sec. III is to evaluate the cou-
plings ank for each vibrational mode labelled by (n,k).
This allows us to determine which vibrational modes con-
tribute to the overall electron-phonon correction to the
band gap. We work within the Born-Oppenheimer ap-
proximation, which implies that the couplings ank are
independent of temperature. Therefore, without loss of
generality, we focus on the ZP correction to the band
gap.
We use the harmonic wave functions obtained as de-
scribed in Sec. II C and calculate the couplings ank by
performing frozen-phonon calculations for the k-points
in the irreducible phonon BZ. The frozen phonon calcu-
4lation for the vibrational mode labelled by (n,k) is per-
formed at a vibrational amplitude of magnitude about√〈q2nk〉, and we have averaged over positive and nega-
tive displacements. Our results are for supercells con-
structed from 6 × 6 × 6 primitive unit cells in the case
of C, and from 5× 5× 5 primitive unit cells for SiC and
Si, unless otherwise stated. The ZP band gap correction
for C converges slowly with respect to the size of the su-
percell (see Table III). This is a well-known feature in
C,10 and the slow convergence with respect to phonon
BZ sampling will prove to be intimately related to the
electron-phonon coupling strength in C, as discussed in
Sec. III C.
We also note that the use of DFT for calculating
electron-phonon induced band gap corrections is appro-
priate, although LDA-DFT is not accurate for the cal-
culation of the absolute value of band gaps. The usual
band gap underestimation of standard DFT approxima-
tions affects all frozen-phonon configurations in a very
similar manner, and therefore it is expected to cancel in
the calculation of the band gap correction as it is the dif-
ference between the static band gap Eg and the renormal-
ized band gap 〈Eg〉. This is supported by the numerical
results of Giustino and co-workers in Ref. 8.
III. RESULTS
The ZP band gap correction for C is several hundreds
of meVs, while in Si it is about 6 times smaller. In this
section we investigate the underlying microscopic prop-
erties that give rise to the ZP band gap corrections.
A. Microscopic description of the strength of
electron-phonon coupling
In Fig. 3 we show the electron-phonon contribution
∆(ω) to the band gap correction as a function of the
harmonic vibrational mode frequency ω for C, SiC, and
Si. These results correspond to a supercell containing
432 atoms (1296 vibrational modes) for C, and 250 atoms
(750 vibrational modes) for SiC and Si, which is equiva-
lent to a phonon BZ sampling using 6×6×6 and 5×5×5
TABLE III. ZP band gap corrections for C, SiC, and Si as a
function of supercell size. Experimental results are also shown
where available.
BZ grid C SiC Si
3× 3× 3 −0.401 eV −0.110 eV −0.053 eV
4× 4× 4 −0.292 eV −0.089 eV −0.052 eV
5× 5× 5 −0.325 eV −0.109 eV −0.060 eV
6× 6× 6 −0.334 eV
Exp. −0.364 eV13 −0.053 eV13
−0.410 eV33
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FIG. 3. (color online) ZP band gap corrections ∆(ω) as
a function of the frequency ω of the vibrational modes for
C, SiC, and Si. The vertical dashed lines separate intervals
of the phonon branches with different vibrational characters
(see text for details). The numbers reported for each of these
intervals correspond to the integrated correction to the band
gap for that interval.
grids, respectively.
For C, the phonon density of states (see Fig. 2) can be
divided into low- and high-energy branches, with a divi-
sion at about 0.12 eV. The high-energy branches corre-
spond to vibrational modes in which nearest-neighbour
atoms vibrate out of phase. For SiC, as discussed in
Sec. II C, the vibrational modes can be divided into the
motion of C atoms, optical vibrations, the motion of Si
atoms, and acoustic vibrations. These divisions corre-
spond to energies of 0.06 eV, 0.08 eV, and 0.10 eV. In
the case of Si, we have divided the vibrational modes
into three classes delimited by energies of 0.028 eV and
0.048 eV. These divisions are shown as vertical dashed
lines in Fig. 3. In each case we have integrated the
electron-phonon contribution to the change in the gap
for the specified vibrational frequency intervals (ω1, ω2)
as
∫ ω2
ω1
∆(ω)dω, which are also given in Fig. 3.
In all three systems the dominant contribution to the
5FIG. 4. (color online) Charge density isosurfaces of the electronic state corresponding to the CBM (top three) and VBM
(bottom three) for diamond (left), silicon carbide (center), and silicon (right). The structures are not to scale.
correction to the band gap arises from the highest energy
vibrational modes, which correspond to optical phonons.
In C the correction due to the optical modes clearly dom-
inates, but for SiC and Si the low energy modes make an
important contribution as well.
B. Valence band maximum
In the bottom row of Fig. 4 we show the charge den-
sity of the VBM for C, SiC, and Si, which is concentrated
around the bonds for C and Si. SiC is an ionic material,
and the valence charge density is therefore attracted to-
wards the more electronegative C nuclei, although still
oriented along the bond direction. The electronic charge
density along the bonds is shown in the upper diagram of
Fig. 5. The location of the charge density agrees with the
observation from Fig. 3 that in each material the domi-
nant contribution to the band gap correction arises from
optical modes, as these vibrations change the length of
the interatomic bonds in which the charge density asso-
ciated with the VBM resides.
The ZP band gap correction of C and Si over the
phonon BZ is shown in Fig. 6 in the 2-dimensional slice
defined by c∗ = 0. The vectors (a∗,b∗, c∗) are the recip-
rocal lattice vectors. The vibrations that couple strongly
to the VBM charge density by changing the bond length
form a shell around the Γ-point in the phonon BZ, indi-
cated in Fig. 6 by the red solid circles.
The lower diagram of Fig. 5 demonstrates that the av-
erage charge density ρ along the bond obeys ρ ∝ a−1,
where a is the lattice parameter. This simple depen-
dence of the charge density associated with the VBM,
together with the very similar coupling to the VBM be-
tween C and Si shown in Fig. 6, cannot explain the strong
non-linearity found by Han and Bester in the band gap
correction as a function of lattice parameter a.14
C. Conduction band minimum
The top row of Fig. 4 also shows the charge density
of the CBM for C, SiC, and Si. The charge density is
localized around the atomic sites, in contrast to the bond
localized charge density of the VBM.
Two major features can be seen in the ZP band gap
correction for C over the phonon BZ shown in Fig. 6.
The first is the shell around the Γ-point (red solid circle),
that is a consequence of the coupling of optical-like vibra-
tions that change the bond lengths and couple strongly
with the charge density associated with the VBM as dis-
cussed above. This feature is present in both C and Si,
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FIG. 5. (color online) (a) Charge density of the electronic
state corresponding to the VBM along a bond of C (solid black
line), SiC (dashed red line), and Si (dashed-dotted green line).
In each case we also give the integrated charge density along
the bonds, averaged over the four bonds of the tetrahedral
structure. For SiC, the C atom is at the right of the figure,
where the charge density is larger. (b) The average bond
density ρ as a function of the inverse lattice constant a−1.
as the VBM charge density is very similar between these
systems. However, in C (and only in C), there is a fur-
ther strong variation, indicated by blue dashed circles in
Fig. 6. This second strong variation in C is dominated
by modes in the neighbourhood of the reciprocal space
point (a∗/3,−b∗/3,0) and symmetry-related points in the
phonon BZ, where the ZP correction to the band gap is
large. There are a total of six such spherical-like pockets
in the phonon BZ, of which we show a cross-section of
two in Fig. 6.
The charge density corresponding to the bottom of the
conduction bands of C, SiC, and Si is antibonding. When
the structures are distorted along vibrational modes, the
charge density changes in such a way as to preserve the
antibonding nature. For the mode at the reciprocal space
point (a∗/3,−b∗/3,0), the charge density in C is distorted
significantly from the equilibrium charge density, whereas
the corresponding distortion in Si is smaller. The vibra-
tional mode has a wavelength of 3 primitive unit cells,
and the local tetrahedral structure around a particular
C atom is modified such that one bond remains at its
equilibrium length, one (or two) bonds lengthen, and two
(or one) bonds shorten. The charge density is then dis-
torted so that it is concentrated along the directions of
the longer bonds, as would be expected of an antibond-
ing state (see Fig. 7). In Si, the charge density responds
in a similar manner, but the changes are much smaller,
leading to significantly weaker electron-phonon coupling
than in C.
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FIG. 6. (color online) ZP correction to the band gap of C
and Si over 2-dimensional slices of the phonon BZ defined
by c∗ = 0. For each k-point we have summed over the six
phonon branches present. The red solid circles indicate the
region of strong electron-phonon coupling of the VBM, and
the dashed blue circles indicate the region of strong coupling
to the CBM. The overall ZP correction to the band gap is
−334 meV for C and −60 meV for Si.
It is worth pointing out that it is also this difference
between C and Si that leads to the slower convergence
of the band gap correction of C with the density of BZ
sampling (see Table III).
In order to investigate the origin of the difference in
responses of the charge densities of C and Si, we consider
the correction to the band gap due to electron-phonon
coupling as a function of lattice parameter. The changes
in lattice constant shown in Fig. 8 are equivalent to the
application of an external isotropic compression (favor-
ing smaller lattice constants) or dilation (favoring a larger
lattice constant). These calculations use a supercell con-
taining 3×3×3 primitive unit cells and 54 atoms, which
is sufficient for our purposes, as the 3 × 3 × 3 supercell
leads to converged results for Si, and includes the points
7C
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FIG. 7. (color online) Schematic of the bond distortion in the
C tetrahedra for the vibration at the reciprocal-space point
(a∗/3,−b∗/3,0) in the phonon BZ. The charge density (blue)
accumulates near the two stretched bonds due to its antibond-
ing nature.
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FIG. 8. (color online) ZP band gap correction for C (black up
triangles), SiC (red down triangles), and Si (green diamonds)
as a function of lattice parameter a. The solid lines are a
guide to the eye.
in the phonon BZ of diamond that couple strongly to
the electronic CBM (see Fig. 6). The electron-phonon
coupling strength in C increases with lattice constant
a. This increase is dominated by the six pockets in the
phonon BZ that correspond to coupling to the CBM, and
that are still located around the point (a∗/3,−b∗/3,0),
and correspond to similar atomic displacements for the
structures at different a. The stronger coupling with in-
creasing a can be understood by a complementary in-
crease in
√〈u2〉 for the modes dominating the coupling,
which means that
√〈u2〉/a is an increasing function of a.
Therefore, the ratio
√〈u2〉/a plays an important role in
the strength of electron-phonon coupling within C. The
different responses of C and Si are caused by the shorter
bond lengths in C, where the atomic displacements rep-
resent a larger fraction of the bond length, and induce
a stronger charge distortion to preserve the antibonding
nature of the CBM.
It is interesting to note that the results shown in Fig. 8
have implications for the electron-phonon coupling cor-
rection to the band gap of C as a function of temper-
ature. Increasing temperature leads to thermal expan-
sion, which increases the lattice parameter a. The strong
dependence of the band gap correction on a in C sug-
gests that a study of the temperature dependence of the
band gap should include calculations of the correction as
a function of volume.
D. Discussion
The strength of electron-phonon coupling as reflected
by the ZP correction to the VBM is similar in the three
tetrahedral semiconductors considered. This emerges
from the coupling of the optical vibrational modes to the
VBM charge density, which is localized along the bonds.
In contrast, the picture for the ZP correction to the
CBM is more complex. In all three systems, for a given
vibrational amplitude the charge density distorts in order
to preserve the antibonding nature of the CBM, but while
this distortion is moderate in SiC and Si, it is very strong
for C, especially in some regions of the phonon BZ. This
is related to the larger value of the ratio
√〈u2〉/a in C
compared to SiC and Si.
It is useful to reconsider earlier work in view of our
findings. The arguments put forward previously in or-
der to explain the difference in electron-phonon coupling
strength between C and Si can be classified as vibrational
arguments and electronic arguments:
(1) Vibrational arguments. Han and Bester14 observe in
a range of semiconductors that the electron-phonon cou-
pling strength is an increasing function of
√〈u2〉/a, al-
beit in a very non-linear fashion. We have found that this
non-linearity arises from the different vibrational cou-
plings to the CBM in the three systems, which has a much
larger amplitude in C for the modes around six local-
ized pockets of the phonon BZ. These vibrational modes
lead to very strong electron-phonon coupling. This sug-
gests that the non-linear behaviour observed by Han and
Bester is dominated by the coupling of the CBM to the
vibrational states of the system.
(2) Electronic arguments. Cardona13 has argued that
the different strengths of electron-phonon coupling in C
and Si are due to the presence of core p-states in Si that
screen the atomic potential from the valence electrons
more effectively than in C. However, the charge densities
of the VBM and CBM differ significantly from atomic
densities, and it is the distortion of the bonds rather than
the motion of the nuclei with respect to an atomic-like
charge density that drives electron-phonon coupling. It
is interesting to note that the larger charge density in the
bonds of C is due to the denser structure of C. The core
p states in Si therefore indirectly reduce the strength of
electron-phonon coupling, but by making Si less dense
than C, rather than by directly affecting the distortions
of the charge density via vibrations.
The core p states of Si in SiC lead to localization
of the charge density along the bonds near the carbon
atoms (see the top diagram of Fig. 5). However, this
is due to the presence of both carbon and silicon atoms.
8In Fig. 3 we observe that the vibrational modes dom-
inated by carbon motion (correction of −36 meV, for
ω > 0.10 eV) lead to a larger correction to the band
gap than those dominated by the motion of silicon (cor-
rection of −19 meV, for 0.06 < ω < 0.08 eV). How-
ever, if we renormalize the carbon motion value to take
into account the enhancement of the vibrational mo-
tion of carbon atoms due to their smaller mass, we find√
mC/mSi×(−36) =
√
12/28×(−36) = −24 meV, which
is only slightly larger than the silicon-motion-dominated
correction (−19 meV), and is not enough to explain the
difference in strength between the ZP band gap correc-
tions of C and Si. Furthermore, the marginal difference
is due to the charge density being more strongly local-
ized near the carbon atom in the bond, but this only
arises because both carbon and silicon are present, and
it would not occur in pure C or Si. This discussion sug-
gests that the simple electronic argument of Cardona13
cannot account for the different electron-phonon coupling
strengths in C and Si.
IV. CONCLUSIONS
We have investigated electronic and vibrational prop-
erties of C, SiC, and Si using first principles DFT calcu-
lations. We have discussed the electron-phonon coupling
induced correction of the electronic thermal band gaps of
these semiconductors, focusing on the underlying micro-
scopic properties. This has allowed us to disentangle the
various contributions to the band gap corrections aris-
ing from coupling between the vibrations and electronic
states. We have found very different behaviour in the
coupling of the vibrational state to the VBM and CBM.
The ZP correction to the VBM can be described in a
similar manner for all three systems. In contrast, for the
CBM there are marked differences between C and Si/SiC,
with the stronger coupling in C arising from a small
number of vibrational modes in six small quasi-spherical
pockets in the phonon BZ. This stronger coupling arises
from the larger ratio
√〈u2〉/a in C. The stronger coupling
of the CBM to the vibrational motion in C is responsible
for the overall larger band gap correction than in Si/SiC.
This is, as far as we are aware, the first quantitative in-
vestigation of the underlying processes which determine
the strength of electron-phonon coupling in semiconduc-
tors. Our results for C, SiC, and Si should not be ex-
tended to other types of semiconducting materials with-
out careful consideration, as they might show different
behaviour. Similar studies of other classes of semicon-
ductors could increase our understanding of the relative
importance of the contributions to electron-phonon cou-
pling in systems with a band gap, and this knowledge
could prove valuable in the design of new materials with
tailored properties.
Finally, we note that a similar approach could be taken
to investigate the underlying microscopic properties of
the coupling between the vibrational state of a solid and
physical quantities other than the electronic band gap.
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