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У статті розглянута модифікована версія алгоритму відхилення потоку 
для процедури альтернативної маршрутизації, що вирішує задачі визна-
чення оптимальних потоків у мережі передачі даних. 
 
Постановка задачі. На стадії проектування телекомунікаційної ме-
режі та у процесі її розвитку задача вибору методу маршрутизації є од-
нією з основних. Для цієї мети можуть бути використані різні засоби: 
− натурне моделювання; 
− імітаційне моделювання; 
− вимір і статистичний аналіз параметрів реальної мережі; 
− математичні оптимізаційні моделі. 
Аналіз літератури показав, що в загальному випадку метод альте-
рнативної маршрутизації має перевагу над методом фіксованої маршру-
тизації, тому що більш повно використовує ресурси телекомунікаційних 
мереж [1 – 3], а проведене в [3] моделювання альтернативної процедури 
вибору маршруту дозволило вирішити задачу визначення оптимальних 
потоків і визначення найбільш раціональних маршрутів у мережі пере-
дачі даних. 
Метою даної статті є розгляд модифікованої версії алгоритму від-
хилення потоку для альтернативної процедури вибору маршруту, з ме-
тою виконання задачі визначення оптимальних потоків і визначення 
найбільш раціональних маршрутів у телекомунікаційних мережах. 
У [3] визначено що, для того щоб у результаті ітерацій потік на-
ближався до оптимального рішення, необхідно мінімізувати величину 
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де  – потік по найкоротших маршрутах, визначених відповідно до «ваг» 
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Опис алгоритму. 
Крок 1. Визначити «ваги» ліній зв'язку lk  і иніціалізувати потоки 
в лініях зв'язку lkf : 
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Крок 2. Використовуючи «ваги» ліній зв'язку lk , визначити най-
коротші шляхи ij  між усіма парами вузлів «джерело – адресат». Для 
перебування найкоротших шляхів у даному випадку найбільш відповід-
ним є алгоритм Флойда [4]. 
Крок 3. Розподілити потоки за найкоротшими шляхами:  
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Крок 4. Обчислити 
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Крок 5. Покласти  .:)1(   
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Крок 7. Перерахувати потоки у лініях зв'язку 
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Крок 8. Визначити «ваги» ліній зв'язку lk  і иніціалізувати потоки 
за найкоротшими шляхами  lk : 
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Крок 9. Використовуючи «ваги» ліній зв'язку lk , визначити най-
коротші шляхи ij  між усіма парами вузлів «джерело – адресат». 
Крок 10. Розподілити потоки за найкоротшими шляхами: 
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Крок 11. Знайти величину  [0, 1], яка мінімізує функцію 
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за умови виконання обмеження: 
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Пошук величини  можна здійснити кожним з відомих методів од-
номірного пошуку, наприклад, методом Фібоначчі. Обмеження 
 N,...,2,1,k;pf kk  lll  
легко додати в реалізацію методу одномірного пошуку: якщо для деякого 
значення ,df)1(: kkk lll   то досить покласти .)(T      
Крок 12. Виконати відхилення (девіацію) потоку на величину : 
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Крок 13. Обчислити  .
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Крок 14. Якщо   newold TT , то STOP; 
якщо   )2( , то припустимих рішень немає; 
якщо  )2( , то отримано оптимальне рішення з заданою точністю ; 
інакше: 
1) покласти ;;T:T )2()1(newold   
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2)  якщо  )1( ,  то перейти до кроку 6; інакше перейти до кроку 8. 
У порівнянні з вихідним описом [5, 6], алгоритм поєднує в собі 
кроки побудови початкового припустимого потоку (кроки 1 – 14) і влас-
не задачі мінімізації середньої затримки (кроки 8 – 14). 
Для визначення безлічі оптимальних маршрутів   ij
)r(
ij 2,1r, , 
Rij і часток потоків 
)r(
ij  від вхідного потоку ij  можна використовувати 
модифікацію алгоритму, запропоновану в роботі [2]. 
Висновки. Трудомісткість алгоритму визначається кроками 2 і 9, на 
яких виробляється пошук найкоротших шляхів між усіма парами вузлів. 
Для алгоритму Флойда теоретична трудомісткість складає О(N3), отже, 
трудомісткість алгоритму відхилення потоку – О(N3). 
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