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Abstract
Global maps of the solar photospheric magnetic flux are fundamental drivers for
simulations of the corona and solar wind and therefore are important predictors of geo-
effective events. However, observations of the solar photosphere are only made inter-
mittently over approximately half of the solar surface. The Air Force Data Assimilative
Photospheric Flux Transport (ADAPT) model uses localized ensemble Kalman filtering
techniques to adjust a set of photospheric simulations to agree with the available ob-
servations. At the same time, this information is propagated to areas of the simulation
that have not been observed. ADAPT implements a local ensemble transform Kalman
filter (LETKF) to accomplish data assimilation, allowing the covariance structure of the
flux transport model to influence assimilation of photosphere observations while elimi-
nating spurious correlations between ensemble members arising from a limited ensemble
size. We give a detailed account of the implementation of the LETKF into ADAPT.
Advantages of the LETKF scheme over previously implemented assimilation methods
are highlighted.
Keywords: Solar magnetic fields, Photosphere, Data assimilation
1 Introduction
The dynamic magnetic fields of the Sun, from coronal holes to strong photospheric magnetic
fields within active regions, play a central role in driving Earth’s space environment. The
global solar photosphere represents the boundary conditions for corona and solar wind
models. Therefore, accurately establishing the global solar photospheric magnetic field
provides a better understanding and specification of Earth’s space weather environment.
Solar magnetic field measurements are recorded on a regular basis for half the solar sur-
face, e.g. the National Solar Observatory (NSO) Global Oscillation Network Group (GONG)
[19] and the Helioseismic and Magnetic Imager (HMI): [35] onboard the Solar Dynamics
Observatory (SDO). Additional efforts are being made to use helioseismic techniques to
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estimate active regions on the far side of the Sun by analyzing acoustic waves propagat-
ing from the far side of the Sun to the Earth side [29]. The Solar Terrestrial Relations
Observatory (STEREO); [39] mission from NASA has provided 360◦ observations from the
solar corona, making it the first ever data set that provides an almost complete nowcast
(estimate of the current state) of the solar corona. Additionally, methods of reconstructing
the Sun’s coronal dynamics from observation have been advancing [10]. Although many of
these observational data sets provide an accurate estimation of the current state of a portion
of the solar photosphere’s magnetic flux, we lack the magnetograph observations needed to
generate an instantaneous map of the global photospheric magnetic flux distribution.
Data assimilation methods are techniques that fuse information from observational data
into a physics-based model in order to align the model with current physical conditions and
improve forecasts [11, 26]. The ensemble assimilation methods discussed in this article are
sequential, as opposed to variational, and work by first randomly initializing several realiza-
tions of a solar model; this is referred to as the ensemble. Next, the ensemble members are
propagated forward in time until a physical observation is made. Each ensemble member
then contributes a simulated observation and these observations are compared with the
physical observation. Lastly, the ensemble members are adjusted by weighting the phys-
ical observation’s noise and the ensemble of simulated observation’s variance. After the
adjustment is performed, the analyzed ensemble is propagated forward in time again until
the next physical observation is made and the process is repeated. The large variety of
data assimilation methods specify the different forms for the adjustment that should be
performed on the ensemble.
Assimilation methods are starting to be implemented into solar modeling to enable a
better nowcast and forecast from a wide range of models [8]. For example, [10] utilize the
ensemble Kalman filter along with a tomography method to reconstruct the dynamic solar
corona from real observational data and a random walk model of coronal dynamics, [27]
also utilized the ensemble Kalman filter to forecast the solar cycles and sunspot number
by combining real observations with a reduced αΩ-dynamo model, while [5] used the four-
dimensional variational method (4D-Var) and a cellular-automaton-based avalanche model
to predict simulated solar flare data. A variational data assimilation technique was devel-
oped by [25] using an αΩ-dynamo model for the Sun; their techniques were validated using
synthetically generated data. [40] applied a three-dimensional variational (3D-Var) data
assimilation methodology for a two-dimensional convection flow to simulated observations.
An ensemble Kalman filter method was implemented in a Babcock–Leighton solar dynamo
model, using synthetic data, by [12]. Observations were combined with a physical model by
[13] who used and assimilation technique consisting of a simple data-nudging method. The
mentioned works illustrate just a few examples of a wide range of problems from solar mod-
eling that utilize data assimilation methods. In this work, three different ensemble Kalman
methods are compared as data assimilation techniques for combining a physical model of
the flux transport dynamics of the solar photosphere and real vector spectral magnetograph
(VSM) observations. To the authors’ knowledge, this represents the first comparison of mul-
tiple sophisticated assimilation methods using a physical solar photosphere model and real
observations.
The Air Force Data Assimilative Photospheric Flux Transport (ADAPT) Model [3,
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4, 22, 2] incorporates various data assimilation techniques, using a module developed at
Los Alamos National Laboratory (LANL) [3], with a photospheric magnetic flux transport
model. The ADAPT model is updated with observations by using an ensemble of sim-
ulations from a flux transport model based on the method used in the Worden–Harvey
(WH) model [44] to represent the distribution of possible solar photospheric states under
the influence of differential rotation, meridional flow, supergranular diffusion, and random
emergence of weak background flux. The ensemble information is then used in LANL’s
ensemble Kalman filter (ENKF) data assimilation method to adjust the ADAPT model
using observational data. The adjustment is made by comparing the covariance structure
of the model, as computed from the ensemble samples, with an observation and its noise.
In areas where the ensemble shows a diffuse distribution, representing lack of determina-
tion in the model, observations have a greater impact on the ensemble. Several types of
Kalman filtering techniques are now available for use with the ADAPT model. To date all
data assimilation methods implemented with ADAPT are sequential as opposed to vari-
ational methods. Specifically the most recent LANL module’s data assimilation method
in ADAPT implements a localized version of ensemble Kalman filtering, which assimilates
each observation within a local region of the model spatial field. This localization allows
approximation of the ADAPT spatial covariance structure to effect the assimilation of new
observations more effectively. At the same time the localization in the data assimilation
eliminates erroneous long distance correlations occurring from the small sample sizes used
to estimate the ADAPT model’s covariance structure. It is worth noting that all ADAPT
maps and results to date have utilized an ensemble least squares (ENLS) data assimilation
method [4, 22], whereas the ENKF data assimilation methods developed at Los Alamos
have only been used so far in a testing and development capacity.
The article is outlined as follows: In Section 2 we give a brief description of the flux
transport method within the ADAPT model and detail the implementation of the data
assimilation scheme. This is followed by a comparison of different data assimilation methods
available in ADAPT in Section 3. The article concludes, in Section 4, with a discussion of
future directions for the ADAPT model.
2 Methods
2.1 Flux Transport within ADAPT
The photospheric flux transport within the ADAPT model is based on the Worden–Harvey
(WH) model [44], which includes the effects of differential rotation, meridional flow, super-
granulation, and random background flux. New flux emergence is added to the ADAPT
simulation through data assimilation of observations. Mechanisms for the creation and de-
struction of large scale active regions remains an important research topic [9, 1, 47] but a
definitive model has yet to emerge.
The rate of rotation of the photospheric flux is dependent on latitude. The sidereal
rotation rate, at latitude θ, is given by
ω(θ) = A+B sin2(θ) + C sin4(θ). (2.1)
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The original WH model used parameter values from Snodgrass [38], i.e. A = 2.902µrad/s,
B = −0.464µrad/s, C = −0.328µrad/s. Currently the ADAPT model uses parameter
values from [28], A = 2.913µrad/s, B = −0.405µrad/s, C = −0.422µrad/s.
ADAPT also includes a (mostly poleward) meridional flow that is more difficult to
estimate from observations than is the nearly steady surface differential rotation. Difficulty
in meridional flow estimation is due in large part to the flow rate being slow enough that
it is difficult to distinguish from other transport processes such as supergranular flows.
Moreover, there is evidence of significant meridional flow rate variation over the course of
the solar cycle [20]. The ADAPT model uses the profile, based on [42], implemented in the
original WH model given by
M(θ) = (8m/s)| sin(θ)|0.3| cos(θ)|0.1. (2.2)
This profile does not match observations, especially at lower latitudes, however, with regular
observational data assimilated into ADAPT only the high latitudes (|θ| > 65◦) are affected
by Equation (2.2).
The diffusion of flux is approximated with supergranular flows. ADAPT uses a stochastic
diffusion method developed by [31] and [37] to simulate the diffusion and transport of
supergranules. The stochastic diffusion used by ADAPT is based on the description in
[44]. This representation of supergranular diffusion overestimates dissipation [44, 30], so
the supergranular diffusion process is shut off in ADAPT for field strengths greater than 15
to 50 G depending on the data source and the rate of assimilation.
As noted in the original WH model, [36] point out that the photospheric magnetic flux
would disappear due to random cancellations in two to three days if the total magnetic flux
were not renewed regularly. For this reason the ADAPT framework includes daily random
background flux emergence. This is accomplished by taking Gaussian distributed random
flux at each pixel with mean zero and absolute mean value of 2.1 G in each day of the
simulation. This value of random flux emergence maintains a constant level of total flux in
the synoptic map.
2.2 LETKF Data Assimilation
We have implemented a local ensemble Kalman filter (LETKF) for testing and development
within ADAPT. Currently all ADAPT maps generated to date for solar prediction research
purposes have utilized the ensemble least squares (ENLS) data assimilation method [4].
Our treatment of the LETKF follows the work of Hunt [24]. The key difference between
the standard ensemble Kalman filter and the local Kalman filter is in the treatment of the
ensemble covariance. In all ensemble Kalman methods, the model covariance is approxi-
mated from the individual ensemble members. Due to the small ensemble sizes often allowed
computationally, this covariance approximation is very error prone and non-physical long
distance correlations can arise due to sampling error. The local Kalman filter alleviates
this problem by only calculating covariances in a region spatially localized around the pixel
being updated, therefore eliminating the influence of long distance spurious correlations.
We now describe the steps in the LETKF and the localization particular to ADAPT.
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2.2.1 Transform
In the LETKF we denote each realization of the forecast synoptic map from the ADAPT
model as a column vector xf . Here the pixel values of the synoptic map are taken as entries
of the column vector. We denote the ensemble mean of these column vectors by x¯f . The
forecast ensemble matrix Xf is then formed with columns consisting of the discrepancy
vector between an ADAPT realization and the ensemble mean xf − x¯f . For each pixel in
the rows of Xf , we define a set of local observations, described below. The observation
operator is applied to each of the ensemble members to form an ensemble of observations.
This ensemble of observations has members, denoted yf , with mean y¯f . The ensemble
observation matrix Yf is then formed with columns consisting of the discrepancy between
an ensemble observation and the ensemble observation mean yf − y¯f .
The transformation in the local ensemble transform Kalman filter is to view the realiza-
tions and local observations of the ADAPT model as Gaussian random variables [24]. For an
ensemble of size k if ω ∼ N (0, (k−1)−1I) then x¯f +Xfω ∼ N (x¯f , (k−1)−1XTf Xf) similarly
y¯f +Yfω ∼ N (y¯f , (k− 1)−1Y Tf Yf). These Gaussian random variables preserve the mean and
covariance structure of the original ensemble and ensemble observations as sampled from
the ADAPT model. Now the LETKF performs data assimilation in ω-space using Yf as the
observation operator. After assimilation has been performed, it is easy to transform back
to the ADAPT ensemble space through multiplication by Xf .
2.2.2 Inflation
The photospheric observations often fall far enough away from the entire ADAPT ensem-
ble that, even with localization of the ETKF data assimilation scheme, observations are
discarded by ADAPT and simulations diverge from observations [41]. Moreover, as the
ADAPT ensemble of simulations diverge, the ensemble variance will become smaller as ob-
servations are continually discarded and the individual ensemble members are brought more
in agreement with each other. This latter phenomenon is known as ensemble collapse. To
remedy these problems, we implement inflation of the ensemble. This artificially spreads
out the ADAPT ensemble to envelope a wider range of possible photospheric maps thereby
increasing the likelihood of a portion of the ensemble members being near the observations.
We adjust each forecast ensemble member and observation ensemble member using the
inflation factor ρ and the transformation
x˜f = x¯f + ρ(xf − x¯f) (2.3)
y˜f = y¯f + ρ(yf − y¯f) (2.4)
for ρ > 0 [26, 14]. The data assimilation is then performed using this adjusted set of the
ADAPT realizations which has the effect of giving more weight to the observations. The
larger the inflation factor ρ is chosen, the more observations are favored over model forecasts
[26, 14]. A careful choice of ρ is important to balance the weight given to the observations
and ADAPT ensemble. Currently the choice of inflation factor is performed by trial and
error on historical observations, however automatic methods exist to choose ρ and these will
be implemented into ADAPT in the future. In instances when the inflation is large along
with observational noise, localized ensemble divergence can still develop (see Figure 1).
5
2.2.3 Analysis Ensemble
The actual photosphere observations being assimilated are denoted by yobs and the obser-
vational error or noise will be assumed to have covariance matrix R. In ω-space the analysis
mean and covariance is then given by the usual Kalman update equations [26, 14]
ω¯a = P˜aY
T
f R
−1(yobs − y¯f) (2.5)
P˜a = [(k − 1)I + Y Tf R−1Yf ]−1, (2.6)
where k is the number of members within the ADAPT ensemble and R is the observational
error covariance matrix described below.
The mean ω¯a and covariance P˜a are transformed to the ADAPT ensemble space using
Xf as an operator. Thus, the analysis mean x¯a and covariance Pa in ensemble space are
[24]
x¯a = x¯f +Xf ω¯a (2.7)
Pa = Xf P˜aX
T
f . (2.8)
Equations (2.7) and (2.8) determine the mean and covariance of ADAPT’s analyzed
ensemble. However, one then must specify the updated analysis ensemble members, denoted
xa. The updated analysis ensemble members xa must have mean and sample covariance
that satisfy Equations (2.7) and (2.8). ADAPT uses the square root filter method to ensure
the ensemble members are updated in such a way that the analysis ensemble has mean x¯a
and covariance P˜a [6, 26, 14]. Namely, we set the analysis ensemble in ω-space to be
Ωa = [(k − 1)P˜a] 12 (2.9)
so the analysis ensemble matrix in ADAPT becomes Xa = XfΩa. The individual analysis
ensemble members x
(i)
a are then formed using each column of Ωa,
x(i)a = x¯a +XfΩ
(i)
a , i = 1, 2, . . . , k. (2.10)
The square root in Equation (2.9) is the symmetric square root obtained through the sin-
gular value decomposition of (k − 1)P˜a, as opposed to the matrix square root obtained
through the Cholesky decomposition. Using the symmetric square root is necessary to
preserve continuity during localization [6, 41, 24].
2.2.4 Photosphere Localization
In the above analysis scheme, it is possible to perform the data assimilation one pixel
at a time by taking the forecast ensemble matrix Xf to be a row vector of the ensemble
discrepancies at a single pixel. One can then iterate over all the pixels in the ADAPT
forecast to generate an analysis ensemble.
For the assimilation of an individual pixel, one can either use all of the observed pixels
on the Earth side to form the observation ensemble discrepancy matrix, Yf , or only the
observed pixels that are believed to be highly spatially correlated due to properties of the
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flux transport model or spatial coordinate system [23, 18, 43, 33, 32]. Including only the
observed pixels highly correlated with the pixel value being analyzed reduces the effect of
spurious correlations that arise in the observation ensemble due to the small ensemble sizes
[23, 18, 43, 33, 32].
In ADAPT, the longitudinal coordinate system of the solar photosphere causes centers
of pixels near the Equator to be much farther apart than centers of pixels near the Poles.
The spatial distortion caused by the longitudinal coordinate gives a natural local region
centered on each pixel that is highly correlated with that pixel’s current value. The selected
localization region has an ellipsoidal shape with axes aligned with solar longitude and lat-
itude. Pixel centers are much closer together at the Poles than close to the Equator, and
therefore we hypothesize that the correlation between pixel values decreases more slowly as
a function of longitudinal distance near the Poles. The dependence of longitudinal corre-
lation on latitude motivates us to define our local ellipse to have a constant radius in the
latitudinal direction and a longitudinal radius that increases away from the Equator.
To describe the local observation region, let the (i, j) synoptic pixel value of an ensemble
member be denoted by xijf . The forecast ensemble matrix for this pixel is the row vector
Xijf made up of the different ensemble members (i, j) pixel values minus their average. The
(i, j) pixel has a corresponding solar latitude and longitude (θi, φj) ∈
[−pi2 , pi2 ]× [0, 2pi). For
each synoptic pixel value we define a local region of observation Oij based on the location
(θi, φj). During the analysis computation any pixel location falling inside Oij contributes to
the columns of the local observation ensemble matrix Y locf . Any observations with locations
in Oij make up the local observation vector ylocobs for the (i, j) pixel. Now Equations (2.5) –
(2.9) can be used with the localized ensemble and observations to compute the analysis
ensemble for the (i, j) pixel value.
ADAPT’s LETKF data assimilation module sets the local observation region Oij to an
ellipse with its major and minor axes aligned with latitude and longitude. The ellipse’s
latitudinal radius is fixed at rθ =
pi
60 = 3
◦ and the longitudinal radius rφ(θ) is dependent on
the latitude from the solar Equator. Since the longitudinal coordinate causes correlations
over shorter longitudinal distances near the Equator, rφ(θ) is set to reach its maximum at
θ = 85◦ and increase linearly as the latitude approaches the Poles. We set
rφ(θ) = 3
◦ + 12◦
|θ◦|
85◦
=
pi
60
− 12
85
|θ| (2.11)
and the local ellipse becomes
Oij =
{
(θ, φ) :
(θ − θi)2
r2θ
+
(φ− φj)2
r2φ(θi)
< 1
}
. (2.12)
2.2.5 Observation Covariance
The observational error covariance matrix R is specified through photospheric observations.
Only the observation standard deviation is specified at each pixel, so we assume that R is
diagonal and the observational noise is not spatially correlated. The observational inputs
utilized by ADAPT are from line-of-sight magnetogram data from the Kitt Peak Vacuum
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Telescope Vector Spectromagnetograph (VSM) [21]. ADAPT generates a new map each
time an observed magnetogram is available. Typically, the VSM full-disk magnetograms
are available at a cadence of approximately one per day. Magnetograph data from additional
instruments can be used with ADAPT, with the caveat that the inferred photospheric field
strengths between instruments can vary by as much as a factor of two [34]. The estimated
observational error is 3 % with a sharp increase towards the limb to give more weight to the
model values.
3 Data Assimilation Comparison
The main difference between the LETKF data assimilation implementation and the older
[3, 4, 2] ENLS data assimilation schemes used is how much the ADAPT ensemble is adjusted
to agree with the observations. With the ENLS data assimilation approach, the spatial cor-
relation structure of the ADAPT ensemble arising from the flux transport model is not taken
into account. This causes observations to be trusted far more than the ADAPT model fore-
cast, and therefore the ADAPT forecast is nearly discarded during the ENLS assimilation.
In sections of the observation region near the central meridian, where observational noise
is low, this can be acceptable. However, near the limbs of the observation region, noise is
considerable and discarding the model forecast is not desirable.
Some of the spatial covariance structure in ADAPT’s flux transport model is included
when using the non-localized Kalman filtering module. However, we will show that a pure
implementation of the ensemble transform Kalman filter (ETKF) has many drawbacks due
to spurious correlations introduced through small ensemble sample size. Localization of
the ETKF alleviates these spurious correlations and provides a useful compromise between
the ENLS and ETKF methods. We will show how ADAPT with the standard ensemble
transform Kalman filter restricts the variance away from observations too much, severely re-
ducing the variance in the ADAPT ensemble. This causes ensemble collapse that effectively
eliminates the assimilation of observations.
To evaluate performance of multiple data assimilation methods researchers often use a
root mean square error (RMSE) approach. The RMSE is calculated by taking the squared
difference of the mean ensemble value before assimilation and the current observation at
each pixel. These squared differences are then averaged over the observation region and the
square root of the result is the RMSE. A comparison of the RMSE time series for different
ADAPT data assimilation schemes is shown in Figure 2. One can see that one method
does not outperform the others, in terms of RMSE, 100% of the time. However, RMSE
does not account for how much one data assimilation method preserves the physical model
after adjustment. We argue below that this is the main advantage of using the LETKF for
ADAPT’s data assimilation.
3.1 ETKF vs. LETKF
In situations, such as in solar photosphere models, where the dimension of the simulation
state space is high, small ensemble size will give rise to spurious correlations [23, 18, 43, 33,
32]. In the case of the solar photosphere these occur over long distances and thus severely
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Figure 1: ADAPT Standard Deviation Frames: In each of the above frames the pixel-by-pixel standard
deviation of the analysis ensemble for different ensemble Kalman filtering methods is shown; ETKF (top
left), LETKF with ρ = 1.5 (top right), LETKF with ρ = 2.0 (bottom left), LETKF with ρ = 2.5 (bottom
right). All frames represent the same time in an ADAPT assimilation run using the same SOLIS-VSM
observations. Namely, the data being assimilated were observed from SOLIS-VSM on 26 September 2003 at
16:51. We can see the drastic reduction in pixel-wise ensemble variance under the ETKF scheme. Also, an
artifact of the ensemble inflation under the LETKF scheme is noticeable. Near the polar regions, observation
noise (variance) is high. This causes the restriction of the pixel-wise ensemble variance under LETKF to
be slight near the polar regions. Thus, the standard deviation blows up for ρ = 2.0 and ρ = 2.5 near these
regions. This shows up as a white streak near the polar portion of the observation region in the bottom
frames.
restrict the analysis ensemble’s pixel-wise standard deviation both near and far away from
observations (see Figure 1). On the other hand, the local ensemble transform Kalman filter
(LETKF) only compares each pixel’s observation with a model ensemble of pixels nearby, as
described above. This eliminates the propagation of strong correlations over long distances
due to the small ensemble size. We can see in Figure 1 that the pixel-wise standard deviation
is only severely restricted in the interior of the observation region.
The main effect of the variance reduction, in terms of accuracy of the data assimilation, is
how much the observations are taken into account when adjusting the photosphere ensemble.
The contrast is highlighted by observing one assimilation step for a large active region
using the two methods, as seen in Figure 3. The mean shape of the active region is almost
unaffected by the observations for the ETKF but is noticeably influenced by observations
when the LETKF is utilized.
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Figure 2: Forecast RMSE over observation region: Here we show the time series of the average root mean
square error (RMSE) between the forecast mean and the observation using each of the data assimilation
methods available in ADAPT. The time period for this time series is between 26 September 2003 and
26 September 2004. The average is taken over each pixel in the observation region. This figure shows
that, in terms of RMSE, none of the data assimilation methods outperforms the others in the RMSE metric
consistently over the period studied. However, RMSE is not the only method of distinguishing the usefulness
of the data assimilation methods.
3.2 ENLS vs. LETKF
The ensemble least squares (ENLS) data assimilation that ADAPT has used in the past
[4] suffers from the opposite problems to those that hinder the ETKF. Briefly, the ENLS
method [7] updates each ensemble member pixel-by-pixel using the formula
xa = xf +
σ2f
σ2f + σ
2
obs
(yobs − xf), (3.1)
where xf is a pixel value of the ensemble member being updated, yobs is the observed value
for that pixel, σf is the ensemble standard deviation for the pixel, σobs is the observation
noise standard deviation, and xa is the analyzed ensemble pixel value. In the ENLS scheme
a pixel in the ensemble is only updated if there exists a direct observation of its value. With
the ENLS, observations are assimilated into the ADAPT ensemble pixel by pixel without
taking sampled spatial correlations into account. Only pixel-wise standard deviations are
considered, resulting in local distortion of coherent structures, such as large active regions,
in the photospheric magnetic flux present in the ensemble. This is due to noise in magnetic
flux observations that is not spatially correlated and therefore reduces spatial correlations
in the observation.
Overall the result of the ENLS data assimilation is to assign a much greater weight
to the observations than the model. This reduces the information gained by including
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Figure 3: Comparison of ETKF and LETKF assimilation effects: The top row represents one step of the
ETKF assimilation. The Bottom row is one step of the LETKF assimilation. The first column is the mean
forecast, second column is the observation, and the last column is the analyzed ADAPT ensemble mean.
We can see that the ETKF essentially ignores the observation while the LETKF blends the observation and
forecast ensemble. The data being assimilated were observed from SOLIS-VSM on 26 September 2003 at
16:51.
the Worden–Harvey model for photospheric flux transport. By observing one assimilation
step, for the same active region portrayed in Figure 3, we can see how the ENLS favors
the observed magnetic flux more than the ADAPT ensemble model structure. In Figure 4
the ENLS data assimilation step drastically modifies the shape of the active region in its
analysis ensemble whereas the LETKF blends the information from the Worden–Harvey
model and the observations, maintaining the structure of the active region.
4 Discussion
Three different varieties of ensemble Kalman filtering have been compared for use as data
assimilation methodologies in forecasting the global solar photospheric magnetic flux. Each
of these methods treated the flux transport covariance structure differently, and we showed
that this led to drastically different effects. Although the ensemble Kalman methods have
been studied in the context of solar weather before [27, 10, 12] the use of a physical model
combined with real solar observations in the application to the photosphere is new. More-
over, we have highlighted the importance of considering spatial covariance in such data
assimilation schemes and being wary of relying on a global covariance structure estimated
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Figure 4: Comparison of ENLS and LETKF assimilation effects: Top row represents one assimilation step
using ENLS, while the bottom row utilizes LETKF. The first column is the mean forecast, second column
is the observation, and the last column is the analyzed ADAPT ensemble mean. The ENLS algorithm
performs a pixel-by-pixel assimilation and therefore ignores spatial correlations in the ensemble. This leads
to discarding the ADAPT ensemble forecast in favor of the observations. Since the LETKF takes into
account local spatial correlations, large structures, such as this active region, are better preserved. The data
being assimilated were observed from SOLIS-VSM on 26 September 2003 at 16:51.
by sampled ensemble members.
The current ADAPT framework, using the LETKF implementation in the LANL data
assimilation module, does a noticeably better job at balancing the spatial propagation of
information away from the point of observation. Ensemble Kalman filtering, as opposed
to ensemble least squares filtering, also preserves the variance in the ensemble near data
much more. This allows for a more diffuse model forecast in regions where observations
have not yet been made, which increases the chance of the ensemble range capturing the
true photospheric flux in these regions.
At the same time, a problem in photosphere forecasting noted previously [46, 30] is loss of
balance in magnetic flux when assimilating large solar active regions on the boundary of the
observation region. When this happens, the observations observe only one polarity of what
should be a coupled polarity active region. Since the WH model does not include active
region creation, for emerging active regions the ADAPT ensemble cannot have members
that include the opposite polarity region outside of the observation domain [46].
In the near future, we plan to incorporate farside estimates of newly emerged strong
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magnetic regions (that is, regions not directly observed from the Earth-side of the Sun)
into the ADAPT model. A preliminary example of utilizing farside data within ADAPT is
highlighted by [2]. Estimates of the magnetic field strength and area of farside active regions
are possible with the helioseismic acoustic holography technique [?, e.g.]]LindseyBraun1997.
The measured helioseismic farside phase delay values have been parameterized in terms of
photospheric magnetic field strength [17], allowing for an estimation of new solar magnetic
activity on the solar farside while updating the Earth-side of global synoptic maps. The
practical application of the farside data has recently been discussed with regards to space
weather parameter forecasting, for example solar wind [2], F10.7 [22, 17] and Lyman-α
irradiance [15].
A further improvement that we plan on pursuing for ADAPT is to incorporate smooth
spatial damping of correlations in the local data assimilation regions for observations farther
from the pixel being analyzed [16]. In the current LETKF implementation, observations
on the boundary of the local ellipse have the same weight as observations over the pixel
being analyzed. This is known to cause discontinuities along the edge of the local data
assimilation region [24, 45]. By adding a distance-dependent weighting to the observations
within the local ellipse this problem can be eliminated.
The ADAPT photospheric forecasting capability continues to improve. This will lead
to more timely boundary conditions for coronal and solar wind models which drive near
Earth space weather forecasting. The data assimilation portion of the ADAPT framework
now has the ability to preserve ensemble variance near observations as well as far from
observations. This enables a more realistic probable range of predictions. However, to
notice this improvement one must be sure to consider the structure of the entire ensemble
forecast as opposed to only comparing the ensemble mean with observed data.
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