Analytic gradient of the combined conductorlike polarizable continuum model ͑CPCM͒ and time-dependent density functional theory method is derived and implemented. Due to the use of the fixed points with variable areas tessellation scheme, the excited state potential energy surfaces ͑PESs͒ are rigorously continuous and smooth. The CPCM/TD-B3LYP method is used to study an analog of the photoactive yellow protein chromophore, anionic thiomethyl p-coumaric acid ͑TMpCA − ͒. Although CPCM/TD-B3LYP method may not be accurate in predicting solvent effect on vertical excitation of TMpCA − , it may be used to predict redshiftings of emission maxima relative to absorption maxima with an accuracy of ϳ0.1 eV. We also found that the excited trans-TMpCA − tends to form a single bond twisted structure in the gas phase but a double bond twisted structure in aqueous solution. The TD-B3LYP minimum energy isomerization pathway shows a barrier of 3.6 kcal/mol in aqueous solution and 5.2 kcal/mol in the gas phase. The gas phase double bond twisted structure is trapped in a well of the excited state PES, with a depth of ϳ20 kcal/ mol ͑0.88 eV͒, in good agreement with an experimental value of ϳ1 eV.
I. INTRODUCTION
Due to its low computational cost and relatively high accuracy for valence and singly excited states, the timedependent density functional theory ͑TDDFT͒ method developed by Casida et al. 1 was extensively used in the past decade to study excited molecules. Recently Ziegler et al. 2 showed that TDDFT method can also be derived from a variational treatment. Van Caillie and Amos 3 and Furche and Ahlrichs 4 derived the analytic gradients of the TDDFT excitation energy using the Z-vector method originally developed by Handy and Schaefer, 5 so molecular geometry optimization and molecular dynamics simulation on excited state potential energy surfaces ͑PESs͒ can be efficiently performed.
Solvent effect must be considered for molecules in condensed phases. Since full quantum mechanical ͑QM͒ description of all solvent molecules is impractical, explicit molecular mechanical ͑MM͒ solvation models and implicit dielectric continuum solvation models are often used. The advantages and disadvantages of explicit and implicit solvation models are well known: Explicit models can provide specific intermolecular interactions but usually require expensive simulations; implicit models are much more efficient, but have no specific interactions. Polarizable solvation models are preferred in the study of excitation processes and dynamics on excited state PESs. This is due to the fact that the electronic excitation process is essentially instantaneous, and only the electron density of the solvent is able to quickly respond to the fast electron density change in the solute molecule. A polarizable explicit model ͑i.e., a polarizable force field͒ can describe the fast electron density polarization by using, for example, induced dipoles, and the slow molecular polarization by reorienting the solvent molecules. A polarizable implicit model should also be able to describe electron polarization and molecular polarization separately. A few polarizable QM/MM methods for excited state study were developed or used by Öhrn and Karlström, 6 Lin and Gao, CPCM using the fixed points with variable areas ͓FIXPVA ͑Ref. 22͔͒ tessellation scheme. Owning to its simplicity, the CPCM gradient can be evaluated exactly and efficiently ͑in terms of computer memory requirement and computing time͒ using FIXPVA. Very recently, Lange and Herbert 23 and Scalmani and Frisch 24 also obtained continuous and smooth PESs for various versions of PCM.
In this work, we extend our FIXPVA tessellation scheme to the CPCM/TDDFT method, and derived and implemented the analytic gradient for it. Due to the use of FIXPVA, rigorously continuous and smooth PESs for excited states are guaranteed. Again, CPCM allows for an efficient evaluation of the exact CPCM/TDDFT gradient. To the best of our knowledge, this is the first time that rigorously continuous and smooth CPCM/TDDFT PESs are obtained.
Photoactive yellow protein ͑PYP͒ is a 125-residue photoreceptor found in the bacterium Ectothiprhodospira halophila. 25 The PYP chromophore is a deprotonated p-coumaric acid covalently bonded to Cys69 via a thioester linkage, and its phenolate oxygen is in hydrogen bonding with side chain hydroxyl groups of Tyr42 and Glu46. 26 After blue light absorption ͓maximum 446 nm or 2.78 eV ͑Ref. 25͔͒, the chromophore in PYP undergoes an ultrafast transto-cis isomerization in the time scale of a few picoseconds. 27 Due to its small size and thermal stability PYP has been a model system for extensive experimental studies. Some small derivatives of p-coumaric acid, as analogs of the PYP chromophore, have also been studied in the gas phase, aqueous solution, and PYP using experimental methods. [28] [29] [30] [31] [32] [33] [34] [35] [36] Quantum chemical calculations have also been used to study the PYP chromophore. Of course, at the present time, only relatively small models ͑analogs͒ can be used in quantum chemical calculations. While most of these studied used complete active space self-consistent field ͑CASSCF͒ and complete active space second order perturbation theory ͑CASPT2͒ method, [37] [38] [39] [40] [41] [42] TDDFT was used to study vertical excitation of the PYP chromophore, for example, by Sergi et al., 43 Groenhof et al., 44 and Thompson et al. 45 In addition, Levine et al. 46 showed that the gas phase TDDFT method can be reliably applied to characterize a minimum energy isomerization pathway for neutral p-coumaric acid because the excited state along that pathway is dominated by single excitation. Therefore, TDDFT is a suitable theoretical tool for studying some important part of the PES of this chromophore. To the best of our knowledge, in literature there is only one PCM/TDDFT calculation 47 for PYP performed by Chiba et al. using the fragment molecular orbital ͑FMO͒ scheme, and there is no PCM/TDDFT calculation for PYP chromophore analogs.
In this work we use the CPCM/TDDFT method to study an analog of the PYP chromophore, anionic thiomethyl p-coumaric acid ͑TMpCA − , Fig. 1͒ . This is probably the best analog of the PYP chromophore in terms of charge state and thioester linkage. It is also a model that is small enough for quantum chemical calculations and large enough to include most of the chromophore chemistry. Experimental data for TMpCA − in aqueous solution and PYP are available. [28] [29] [30] [31] 35 CPCM/TDDFT is probably the most efficient quantum chemical method for the study of the equilibrium properties of chromophores in solution. Although explicit dielectric continuum models are not generally good for describing protein matrix solvation due to the lacking of specific interactions, they can be used to obtain a quick and rough estimate of the protein solvation effect. We focus on comparing the CPCM/TDDFT results to spectroscopic data obtained in the gas phase and aqueous solution experiments. The paper is organized as follows. In Sec. II, we briefly review the TDDFT and PCM/TDDFT theory, and then describe the formulas for calculating the CPCM/TDDFT gradient. In Sec. III, we describe the implementation of the CPCM/TDDFT code and the general computational method used in this study. In Sec. IV, we present and discuss the results of the PYP calculations, and compare them to experimental data. Finally in Sec. V, we conclude by highlighting the main results and findings.
II. THEORY
The central equation in the gas phase TDDFT method is
where X and Y are the linear response amplitudes in the excitation and de-excitation processes; is the excitation energy, A and B matrices are the orbital rotation Hessian,
In Eq. ͑2͒ i and j represent occupied spin orbitals, a and b represent virtual spin orbitals, as and is represent spin orbital energies ͑later in the paper is used to denote dielectric constants͒, s and sЈ are spin indices, and K represents the coupling matrix, which contains the Coulomb term, DFT exchange-correlation term, and Hartree-Fock exchange terms in hybrid methods.
Cossi and Barone 11 developed a PCM/TDDFT method in which PCM affects the TDDFT excitation energy in two ways. First, PCM implicitly affects the excited state by affecting the ground state DFT spin orbitals and their energies. Second, PCM explicitly affects the excitation process by affecting the A and B matrices,
where the PCM term G ias,jbs Ј is the electrostatic interaction energy between the electrostatic potential created by the electron density i a and the PCM charge induced by the electron density j b , or equivalently, the electrostatic interaction energy between the electrostatic potential created by the electron density j b and the PCM charge induced by the electron density i a . G ias,jbs Ј is directly affected by the dielectric constant of the bulk solvent ͓see Eqs. ͑7͒ and ͑8͔͒. To study solvent-nonequilibrium vertical excitation processes in solution, the static dielectric constant of the solvent should be used in the ground state PCM/DFT calculation, but only the optical dielectric constant ͑i.e., the square of the refractive index͒ should be used in the PCM/TDDFT calculation. 11, 48 However, for PCM/TDDFT calculation of solvent-equilibrium properties of the exited state, the static dielectric constant should be used.
Equation ͑1͒ has solutions corresponding to various excited states. For a given state, the excitation energy is
The total energy of the excited state is the sum of the ground state DFT or PCM/DFT energy and the TDDFT or PCM/ TDDFT excitation energy .
Furche and Ahlrichs 4 extended Handy and Schaefer's Z-vector 5 method to calculate the first derivative of the TDDFT excitation energy with respect to an atomic coor-
where , , , and denote basis functions; h and S are the basis set one-electron and overlap integral matrices; P ⌬ is the relaxed one-particle difference density matrix; P is the ground state one-particle density matrix; W ⌬ is the energyweighted difference density matrix, which absorbs all terms involving the derivatives of the difference density matrix P ⌬ ; ⌫ ⌬ is the two-particle difference density matrix; f XC is the Hartree-Fock or DFT exchange-correlation kernel in the adiabatic approximation. The expression of ⌫ ⌬ , T ⌬ , Z, and W ⌬ can be found in literature. 4 As shown by Scalmani et al., 12 the gradients of the excitation energy in PCM/TDDFT can be obtained by adding the PCM terms j and G to the gas phase formula
where the PCM term j ͑ and are two basis functions͒ is the electrostatic interaction energy between the electrostatic potential created by the electron density and the PCM charge induced by the nuclei, or equivalently, the electrostatic interaction energy between the electrostatic potential created by the nuclei and the PCM charge induced by the electron density . G , has the same meaning as defined for Eq. ͑3͒, but in the basis set space. The derivation of Eq. ͑6͒ is straightforward if one realizes that the PCM and DFT corrections to the Hartree-Fock energy and gradient are very similar. As a matter of fact, both PCM and DFT can be viewed as reaction field methods that modify electron-electron repulsion ͑both PCM and DFT͒ and electron-nucleus attraction ͑only PCM͒. Clearly, in Eq. ͑6͒, j corresponds to the one-electron nuclear charge integral in h , and G , corresponds to f , XC . In PCM and similar continuum solvation models such as COSMO, GCOSMO, and SS͑V͒PE, induced apparent surface charge is used to describe the polarization interaction between a solute and the dielectric continuum solvent, and the continuous distribution of the induced surface charge is discretized into a finite number of point charges in self-and mutual interactions. Among various self-and mutual interaction descriptions, CPCM or equivalently, COSMO, is the simplest one, which allows for the most efficient numerical determination of the discretized point charges and subsequent gradient evaluation. In our previous work, we have obtained exact CPCM gradient for a variety of quantum chemical methods such as restricted closed-shell HartreeFock ͑RHF͒, restricted open-shell Hartree-Fock, unrestricted open-shell Hartree-Fock and their DFT analogs, and multiconfiguration self-consistent field method. 22 Recently the author's group has also obtained exact CPCM gradient for the Møller-Plesset second order perturbation theory method ͑MP2͒ and the result will be published soon.
In CPCM and COSMO, a set of induced point charges, written as a vector q, is uniquely determined by a set of electrostatic potentials at the solute surface tesserae, written as a vector V, according to the following linear response equation:
The elements of the matrix C are C ii = 1.07 ͱ 4 / a i and C ij =1/ ͉r i − r j ͉, with a i being the area and r i being the center coordinates of tessera i. is the dielectric constant of the solvent. We note that scaling factors other than ͑1−1/ ͒ have also been suggested. 16, 18, 49 The factor 1.07 for C ii was first obtained by Klamt and Schuurmann. 18 The CPCM charge q can be obtained by solving Eq. ͑7͒ via matrix inversion or iteratively. The total CPCM surface charge q can be determined separately for the solute electrons, q e , and nuclei, q N , using V e and V N . In addition, CPCM induced surface charge can be determined for an electron density formed by the product of two molecular orbitals such as i a ͑i.e., q ia ͒, or two basis functions such as ͑i.e., q ͒. Therefore, G ias,jbs Ј in Eq. ͑3͒, G , and j in Eq. ͑6͒ can be written as
Here and hereafter the superscript T denotes transpose.
In the following we derive the working equations for the implementation of Eq. ͑6͒ for CPCM/TDDFT. Because CPCM is a pure electrostatic method and is independent of the electronic spins, in the following equations and expressions we have omitted the spin indices for simplicity, and all density terms thus are the total density of alpha and beta electrons. The first five terms in Eq. ͑6͒ are identical to those in Eq. ͑5͒ and can be evaluated using the same procedure and computer code. The sixth term in Eq. ͑6͒ can be written as
where F ⌬ and q ⌬ are the electrostatic field and induced surface charge, respectively, due to the TDDFT excitation difference density,
͑11͒ represents the force imposed on q N by the electrostatic field due to solute electronic difference density; the term ͓ / ͑ −1͔͒͑q ⌬ ͒ T C x q N represents the electrostatic force between q N and q ⌬ ; term ͑q ⌬ ͒ T V N x represents the force imposed on q ⌬ by the electrostatic field due to solute electrons V N x . The seventh term in Eq. ͑6͒ can be written as
The term ͑F ⌬ ͒ T q ele in Eq. ͑14͒ represents the force imposed on PCM induced charge q ele by the electrostatic field due to solute electronic difference density; the term ͓ / ͑ −1͔͒ ϫ͑q ⌬ ͒ T C x q ele represents the electrostatic force between q ele and q ⌬ ; the term ͑q ⌬ ͒ T V ele x represents the force imposed on q ⌬ by the electrostatic field due to solute electrons V ele x . The eighth term in Eq. ͑6͒ can be written as
where F XY and q XY are the electrostatic field and induced
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surface charge, respectively, due to the TDDFT transition state density ͑X + Y͒ ,
The term 2͑F XY ͒ T q XY in Eq. ͑15͒ represents the force imposed on the transition state density induced charge q XY by the electrostatic field due to the transition state density
The evaluation of Eqs. ͑11͒, ͑14͒, and ͑15͒ requires C x , which involves the derivatives of the areas and coordinates of the tesserae with respect to the atomic coordinate x. Recently, Su and Li 22 implemented a tessellation scheme called FIXPVA for CPCM. In FIXPVA the tessera areas are smooth functions of their distances to neighboring spheres so rigorously continuous and smooth potential energy surfaces, as well as exact analytic gradients, can be obtained.
III. COMPUTATIONAL METHODOLOGY
The CPCM/TDDFT gradient has been implemented in the GAMESS ͑Ref. 50͒ package ͑dated 25 March 2010 and released on 11 May 2010͒ by the authors based on the TD-DFT ͑both energy and gradient͒ and CPCM/TDDFT ͑energy only͒ code previously implemented by Chiba et al., 51 and the FIXPVA tessellation code implemented by Su and Li. 22 The CPCM code was previously implemented by Li and Jensen 17 on the basis of the PCM program originally implemented by Mennucci and co-workers. 14, 52, 53 Tests with various molecules and basis sets show that using the FIXPVA tessellation scheme and default settings in GAMESS, the accuracy of the CPCM/TDDFT analytic gradients is typically 5 ϫ 10 −6 a.u. as compared to numerical gradients obtained via finite double-displacement with step size of Ϯ0.001 bohr. Similar errors can be seen in the gas phase DFT and TDDFT calculations because they arise from the finite grid points in these methods. Geometry optimization, numerical Hessian calculation, and molecular dynamics simulation can be performed. In GAMESS, in order to improve geometry optimization convergence, the DFT and PCM gradients are subject to a projection that eliminates rotational gradients ͑torques͒ artificially exerted on the molecules by the DFT grid points and the PCM surface tesserae. The projection can typically alter the gradients by ϳ10 −4 a.u. To obtain the original gradients one can turn off the projection by changing the GAMESS source code in grd2a.src. In addition, we note that the CPCM/TDDFT code also works for the time-dependent Hartree-Fock ͑a.k.a. random phase approximation͒ method when the density functionals are replaced by the HartreeFock exchange energy.
The wave function of the singlet ground state and a few singlet excited states of TMpCA − ͑Fig. 1͒ were calculated with the B3LYP ͑Ref. 54͒ and TD-B3LYP methods, respectively. The aug-cc-pVDZ ͑denoted as aDZ͒ 55 were used in all the calculations unless specifically indicated. In CPCM calculation, static dielectric constants of 78.39 and 2.0 were used to represent bulk water and the PYP environment around the chromophore. Using 2.0 for PYP is reasonable because it is a highly rigid protein, as suggested by Thompson et al. 45 The optical dielectric constant 1.776 was used for bulk water. The same value 1.776 was used for protein matrix. This is reasonable because, for example, benzene and ethanol have optical dielectric constants ϳ2.0. A few tests show that the excitation energies are very insensitive to the optical dielectric constant in the range of 1.8-2.2. We use the same value in favor of direct comparisons. Spheres with radii of 2.124, 1.908, and 2.520 Å were used for C, O, and S atoms, respectively, to define the molecular cavity ͑i.e., the simplified united atomic radii for Hartree-Fock option in which H atoms have no contribution to the surface͒, and the surface tessellation scheme FIXPVA was used with 240 initial tesserae per sphere. It is noted that although the absolute solvation free energy calculated with CPCM is sensitive to the radii, the excitation energy is not. The induced surface charges were determined by a semi-iterative procedure 53, 56 with no charge renormalization. Only the electrostatic interaction was considered; cavitation, dispersion, and repulsion terms were not considered. For comparison, corresponding gas phase B3LYP and TD-B3LYP calculations ͑no CPCM͒ were also performed. In both the singlet ground state B3LYP and the singlet excited state TD-B3LYP calculations 96 radial and 302 Lebedev angular grid points were used. Geometry optimization was performed with the B3LYP/aDZ and TD-B3LYP/aDZ methods in the gas phase and solution ͑with CPCM͒. Although a few geometries ͑either minima or saddle points͒ should have C s symmetry, no symmetry was actually imposed in all calculations. This is partially due to the FIX-PVA tessellation scheme, which does not have symmetry for randomly orientated molecules.
Here we report the timings for the gas phase TD-B3LYP/ aDZ and CPCM ͑ = 78.39͒/TD-B3LYP/aDZ single point S 1 energy and gradient calculations of the trans isomer of TMpCA − : The overall wall-clock timings using an eight-core node are 3428.0 and 3248.9 s, respectively. Therefore, adding CPCM effect actually decreases the timing. This is due to the difference in the ground state B3LYP self-consistent field calculation: The gas phase case took 32 iterations while the CPCM case only took 23 steps because solvent effect can somehow improve the convergence. If only the TDDFT step ͑excitation energy iteration and Z-vector iteration͒ is considered, the wall-clock timings are 2334.1 and 2355.2 s. Clearly, including CPCM solvent effect into the TDDFT calculation only causes a marginal increase in the computation time.
IV. RESULTS AND DISCUSSION

A. Ground state
The geometries of the ground state trans and cis isomers were optimized in the gas phase with the B3LYP method, and in solvent with the CPCM ͑ = 2.0 and 78.39͒/B3LYP method. After optimization, both the trans and cis isomers show planar geometries ͑Fig. 1͒. They should have C s symmetry but in all the calculations no symmetry was imposed. As shown in Table I , the ground state trans and cis isomers have very similar bond lengths, so only the bond lengths of the trans isomer are discussed here. The phenolate O1 v C2 distance is 1.258 Å, a typical double bond length. The phenolate ring shows a clear quinonic alternation in bond lengths. In general, CPCM aqueous ͑ = 78.39͒ solvation makes the double bonds slightly longer and the single bonds slightly shorter, all by ϳ0.01 Å. There are two relatively large changes: the O1 v C2 double bond is elongated by 0.02 Å, and the C10u S12 single bond is shortened by 0.05 Å. In both gas phase and solution, the electronic energy ͑ex-cluding zero point energy, vibration and rotation energy͒ of the trans isomer is lower than the cis isomer by ϳ6 kcal/ mol ͑Table II͒.
B. Vertical excitation energy
Based on the equilibrium geometries of the ground state trans and cis isomers, the vertical excitation energies of the 
C10u S12 Solvent-equilibrium excitation energy calculated using static dielectric constants ͑2.0 or 78.39͒ in CPCM/TD-B3LYP.
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low-lying singlet states were calculated with the TD-B3LYP method, in the gas phase and solutions. In all of the cases occurred in the current study, the largest single excitation amplitude, typically above 0.99, is that from the highest occupied molecular orbital ͑HOMO͒ to the lowest unoccupied molecular orbital ͑LUMO͒. In the gas phase, according to the calculation, the trans isomer shows a 3.17 eV HOMO→ LUMO transition ͑S 0 → S 2 ͒ with an oscillator strength of 1.04. All other transitions have almost zero oscillator strengths. For example, the 3.08 eV HOMO→ LUMO+ 1 transition ͑S 0 → S 1 ͒ has an oscillator strength of 0.0002. Similarly, for the cis isomer only the 3.17 eV HOMO→ LUMO transition ͑S 0 → S 3 ͒ is significant ͑oscillator strength of 0.88͒, the S 0 → S 1 ͑3.10 eV͒, and the S 0 → S 2 ͑3.15 eV͒ transitions, which correspond to HOMO→ LUMO+ 1 and HOMO− 1 → LUMO excitations, respectively, both have almost zero oscillator strengths. Orbital visualization shows that the HOMO and LUMO from the ground state B3LYP calculation are delocalized and ‫ء‬ orbitals, respectively, in accordance with TDDFT calculations in literature. 45, 57 The experimental absorption maxima of the gas phase trans-and cis-TMpCA − are not available. Nielsen et al. 32 observed that anionic trans-thiophenyl p-coumarate ͑i.e., trans-pCT − ͒, which is similar to trans-TMpCA − , shows an absorption maximum of 2.70 eV in the gas phase. Because trans-TMpCA − is very similar to trans-pCT − , the gas phase absorption maximum of trans-TMpCA − can be estimated as 2.70 eV. If this is true, the current B3LYP value is 0.5 eV too high. We also performed TD-B3LYP/aug-cc-pVTZ ͑Ref. 55͒ single point energy calculations and obtained a value differing by only 0.003 eV. Earlier, Thompson et al. 45 obtained ϳ3.1 eV using a TDDFT method. González et al. 57 obtained 3.32 eV with the TD-B3LYP/cc-pVTZ method ͑note that the B3LYP in GAMESS is different from what they used͒, and made the point that it is the intrinsic error in the TD-B3LYP methods that caused the errors in the calculated excitation energies. Based on the chromophore geometry in a crystal structure, Molina and Merchan 38 performed multistate-CASPT2 calculation for trans-TMpCA − and obtained 2.58 eV. Gromov et al. 40 performed CC2/SV͑P͒ and EOM-CCSD/6-31G͑d͒ calculations for trans-TMpCA − cut from an x-ray structure ͓H atoms optimized with RHF/6-31G͑d͔͒ and obtained 2.89 and 3.18 eV, respectively. Recently, Ma et al. 58 performed manybody Green's function theory calculation and obtained 2.80 eV.
In solutions, both the trans and cis isomers show HOMO→ LUMO transitions similar to those in the gas phase. Due to the CPCM solvation, these transitions are all S 0 → S 1 , and are all redshifted by 0.1-0.2 eV as compared to those in the gas phase ͑Table II͒. According to the calculation, the trans and cis isomers show almost identical vertical excitation energies that differ by only ϳ0.01 eV in both the gas phase and solutions. González et al. 57 obtained 3.32 eV from a gas phase B3LYP/cc-pVTZ calculation for trans-TMpCA − , and 3.21 eV from a QM/MM style B3LYP/ cc-pVTZ calculation for trans-TMpCA − in PYP. So, in their QM/MM calculation, the protein interaction redshifts the absorption maximum by 0.11 eV, in qualitative agreement with the current CPCM result. Chiba et al. obtained similar redshifting ongoing from the gas phase to protein using the FMO based TDDFT and CPCM/TDDFT methods. 47, 59 It is not clear what is the exact shifting ongoing from the gas phase to PYP or a low dielectric organic solvent. The best estimation based on the experimental value 2.70 eV for trans-pCT − and 2.78 eV for the chromophore in PYP is that there is a small blueshifting of 0.08 eV. 32 In aqueous solution, the trans and cis isomers show HOMO→ LUMO ͑S 0 → S 1 ͒ vertical excitation energies of 3.03 and 3.03 eV ͑with oscillator strengths of 1.14 and 0.95͒, respectively. Therefore, the CPCM/TD-B3LYP method predicts a redshifting of ϳ0.1 eV for both the trans and cis isomers. Nielsen et al. 32 reported a 0.44 eV blueshifting for trans-pCT − ͑gas phase of 2.70 eV and aqueous of 3.14 eV͒. Because trans-TMpCA − is very similar to trans-pCT − , there should be a similar blueshifting for trans-TMpCA − . Indeed, Larsen et al. 28 reported that in aqueous solution ͑pH= 10.5͒ the trans isomer has an absorption maximum of 3.22 eV, which is blueshifted by 0.44 eV from the protein. As discussed before, the gas phase value and protein value should be very similar.
Clearly, CPCM/TD-B3LYP cannot predict the correct blueshifting of the absorption maximum on going from the gas phase to aqueous solution. This is not surprising because CPCM and similar continuum solvation models do not contain specific and dynamic solvent interactions such as hydrogen bonding. Vertical excitation is a fast process that should be calculated with instantaneous solute and solvent configurations in an ensemble. Despite this deficiency, in the following subsection we show that CPCM/TDDFT can be used to predict equilibrium molecular geometries on the excited state PESs and estimate the redshifting of the emission energy.
C. Relaxation and vertical emission
After vertical excitation, which takes only a few femtoseconds, the molecular geometry will relax on the excited state potential energy surface. Vertical emission may occur at various stages in the relaxation process. The initial intramolecular vibrational relaxation has a timescale around 10-20 fs, and usually completes in ϳ50 fs, resulting in energy redistribution in the molecule. Subsequent intramolecular rotational relaxation, if any, occurs in a timescale of ϳ1 ps.
The gas phase excited state equilibrium geometry of the trans isomer was optimized with the TD-B3LYP method based on the B3LYP optimized gas phase ground state geometry, which is planar ͑virtually of C s symmetry͒. It turned out that the planar geometry of the gas phase excited trans isomer is a saddle point and the optimization automatically leads to the C7 u C8 single bond twisted geometry. However, before any twisting occurs, the geometry was already optimized to a point with a maximum gradient of 1.178 ϫ 10 −4 a.u. and a root mean square gradient of 0.441 ϫ 10 −4 a.u. This geometry is taken as the optimized trans ͑planar͒ geometry in the gas phase. After optimization in the gas phase, the single bonds in the phenolate ring tend to be shorter, and the double bond lengths tend to be longer. The C7 u C8 single bond elongates by 0.062 Å; the C8 v C9 alkyl double bond shortens by 0.008 Å; the C9 u C10 single bond elongates by 0.019 Å; the C10v O11 carbonyl double bond elongates by 0.008 Å; the C10u S12 single bond shortens by 0.017 Å. The calculated vertical emission energy from the excited state equilibrium geometry of the trans isomer in the gas phase is redshifted by 0.21 eV as compared to the calculated vertical excitation energy ͑Table II͒. After the initial vibrational relaxation, intramolecular rotation or torsion relaxation may occur, as to be discussed in the next subsection.
In solution, solvent molecules will respond to the excitation caused by electron density change in different timescales. Solvent electronic polarization is essentially instantaneous ͑a few femtoseconds͒, and has been considered in the vertical excitation process. Solvent molecular vibration, rotation and translation motions, or molecular polarization occur in various timescales. For example, the measurements of Larsen et al. of TMpCA − in aqueous solution revealed that bulk water shows 100 and 500 fs molecular polarization timescales. 29 Here we consider the case where the bulk water has established a new equilibrium with the relaxed excited geometries, corresponding to ϳ2 ps after vertical excitation. The excited state equilibrium geometry of the trans isomer in aqueous solution was optimized with the CPCM/TD-B3LYP method based on the CPCM/B3LYP optimized ground state geometry, which are planar and virtually of C s symmetry. CPCM solvation stabilizes the planar geometry of the excited state so it becomes a minimum point on the potential energy surface. Compared to those in the ground state geometries, the bond lengths in the excited state in aqueous solution are changed by 0.003-0.037 Å. For example, the C7 u C8 single bond is shortened by 0.037 Å and the C8 v C9 double bond is lengthened by 0.025 Å ͑Table I͒. In aqueous solution, the calculated solvent-equilibrium excitation energy of the trans isomer is 2.64 eV ͑Table II͒. This solvent-equilibrium excitation energy corresponds to a transition from solvent-equilibrium ground state to solventequilibrium excited state, or the emission energy of the reverse process. However, it cannot be directly compared to the vertical emission energy from solvent-equilibrium excited state to solvent-nonequilibrium ground state. The current CPCM/TDDFT implementation cannot calculate the nonequilibrium vertical emission energy. Alternatively, we performed a separate CPCM/TD-B3LYP solventnonequilibrium excitation energy calculation for the trans isomer and obtained 2.92 eV. Therefore, the solvent molecular polarization energy is 0.28 eV for the ground-to-excited density change. If we assume that the solvent molecular polarization energy for the excited-to-ground density change is the same as that for the ground-to-excited density change, i.e., 0.28 eV, the vertical emission energy can be estimated as 2.36 eV. This value is redshifted by 0.67 eV from the calculated vertical excitation energy 3.03 eV ͑Table II͒, and is comparable to the experimental value of 0.74 eV reported by Larsen et al. 28 ͑vertical excitation 3.22 eV or 385 nm versus 2.48 eV or 500 nm at ϳ2 ps͒. Such an agreement suggests that the equilibrium geometry and the solvent molecular polarization energy estimated by the CPCM/TD-B3LYP method are reasonably good.
Although in general CPCM is not valid for protein matrix solvation, it is worth comparing the CPCM/TDDFT results to experimental data. The CPCM ͑ = 2.0͒/TD-B3LYP calculated solvent-equilibrium excitation energy of the trans isomer is 2.80 eV ͑Table II͒. A separate solventnonequilibrium excitation energy calculation shows that the solvent molecular polarization energy is 0.027 eV for the ground-to-excited density change. Using the same assumption in the above paragraph, the vertical emission energy can be estimated as 2.77 eV. This value is redshifted by 0.22 eV from the calculated vertical excitation energy 2.99 eV ͑Table II͒, and is comparable to the PYP experimental value of 0.26 eV reported by van der Horst et al. 35 ͑vertical excitation 2.78 eV or 446 nm versus fluorescence emission 2.52 eV or 492 nm͒. We note that the redshifting in the gas phase is already 0.21 eV, so the dielectric solvation has almost zero effect. Therefore, the redshifting is almost solely determined by vibrational relaxation such as in the gas phase. Why the dielectric ͑optical at 1.776 and static at 2.0͒ solvation has almost zero effect on the redshifting? First, the optical dielectricity effects in the vertical excitation and emission processes are almost identical, so they virtually do not contribute to the redshifting. Second, the static dielectric constant used here is 2.0, which is only slightly larger than 1.776, and causes a very small amount of molecular polarization energy ͑0.027 eV as shown above͒. In short, because the hydrophobic pocket in PYP has a low molecular polarizability ͑nonpolar͒, the chromophore will show a redshifting in the fluorescence emission similar to that in the gas phase. This also explains why there is no obvious time-dependent redshifting in the early stage emissions for the chromophore in PYP, as noted by Vengris et al., 30 because the magnitude of the possible time-dependent redshifting caused by the molecular polarization of the PYP pocket is close to zero. Compared to the PYP pocket, bulk water shows a larger molecular polarization energy ͑not surprising because water molecules are polar͒ so the magnitude of the time-dependent redshifting is larger. Of course, the actual pattern of the time-dependent shifting is a separate issue that can hardly be addressed using the current continuum model.
D. Single bond and double bond twisted structures
After the initial vibrational relaxation, excited trans-TMpCA − may twist 90°around the C7 u C8 single bond and the C8 v C9 double bond ͑Fig. 1͒. The double bond twisted ͑DBT͒ structure may de-excite to the ground state, and form either the trans or cis isomer. The relative energies of the excited state single bond twisted ͑SBT͒ and DBT structures are important in characterizing the PES.
The SBT and DBT structures were optimized with the TD-B3LYP method in the gas phase in solutions. In the gas phase, the SBT structure lies 10.25 kcal/mol below the DBT structure, which lies 22.77 kcal/mol below the trans ͑planar͒ structure. Therefore, upon excitation, the molecule prefers the SBT structure over the DBT and trans structure. As already discussed in Sec. IV C, the trans ͑planar͒ structure of the gas phase excited state is actually a saddle point. There is a small barrier ͑to be discussed more in Sec. IV E͒ in the double bond twisting pathway. These results are similar to those obtained by Groenhof et al., 37 who found that the single bond twisting barrier ͑but no barrier in our current work͒ is lower than the double bond twisting barrier in the gas phase for a QM model that is essentially the trans-TMpCA − studied in the current work. At the gas phase SBT and DBT minima, the excitation energies are 0.48 and 0.39 eV, respectively ͑Table II͒. Very recently, Boggio-Pasqua et al. optimized the gas phase SBT structure of methyl p-coumaric acid ͑MpCA − , differing from TMpCA − by one S atom͒ with the CASSCF͑12,11͒/6-31G͑d͒ method, and obtained an excitation energy of 1.77 eV, which is much higher compared to 0.48 eV in the current study. They refined the excitation energy using single point CASPT2/cc-pVDZ calculations and obtained 1.58 eV, 42 which is still very high. Using their published CASSCF͑12,11͒/6-31G͑d͒ coordinates of the SBT structure, we performed single point gas phase TD-B3LYP calculations and obtained the following excitation energies: S 0 → S 1 ͑HOMO→ LUMO͒ 0.57 eV and S 0 → S 2 ͑HOMO− 1 → LUMO͒ 1.75 eV. For the DBT structure, their CASSCF͑12,11͒/6-31G͑d͒ and CASPT2/cc-pVDZ results are 0.95 and 0.56 eV, respectively, as compared to the 0.39 eV in the current work. Using their published CASSCF͑12,11͒/6-31G͑d͒ coordinates of the DBT structure, we performed single point TD-B3LYP calculations and obtained the following excitation energies: S 0 → S 1 ͑HOMO→ LUMO͒ 0.34 eV and S 0 → S 2 ͑HOMO− 1 → LUMO͒ 1.89 eV. The large differences between the CASSCF and TDDFT results, especially those for the SBT structure, may need further examination.
CPCM solvation significantly changes the absolute and relative energies of the excited state trans, SBT and DBT structures. As the dielectric constant increases from 1 to 2, and then to 78.39, the absolute energy of the trans structure is lowered by 28.04 and 58.03 kcal/mol; that of the SBT structure is lowered by 16.08 and 31.38 kcal/mol; that of the DBT structure is lowered by 21.28 and 43.42 kcal/mol. The energy lowering in solution is simply the CPCM solvation energy, including a small amount of geometry relaxation energy ongoing from the gas phase to solution. Since the CPCM solvation energy is determined by the charge density of the molecule, the large differences in the CPCM solvation energy between the trans, SBT and DBT structures must be resulted from significant changes in the electron density when the excited molecule changes its geometry. Such charge redistribution in PYP chromophore was noticed and analyzed by Coto et al. 41 using the quantum theory of atoms in molecules. Using = 2.0, the DBT structure lies 5.05 kcal/ mol above the SBT structure and 16.01 kcal/mol below the trans ͑planar͒ structure ͑Table II͒. Therefore, CPCM solvation can significantly increase the population of the DBT structure, which has roughly 50% chance to form the ground state cis isomer. The QM/MM and QM simulations of Groenhof et al. 37 revealed that the initial twisting of the molecule is more likely to be around the single bond in the gas phase, and is more likely to be around the double bond in PYP. In aqueous solution, the DBT structure lies 1.79 kcal/ mol below the SBT structure, which lies 8.16 kcal/mol below the trans ͑planar͒ structure ͑Table II͒.
CPCM solvation increases the excitation energies ͑i.e., ground-excited gaps͒ of both the SBT and DBT structures, especially that of the SBT structure. As the dielectric constant increases from 1 to 2 and 78.39, the excitation energy of the SBT structure increases sharply from 0.48 to 0.89 and 1.39 eV, while that of the DBT structure increases slightly from 0.39 to 0.50 and 0.61 eV ͑Table II͒.
E. Double bond isomerization barrier
The experiment of Vengris et al. suggests that there is a barrier on the excited state PES of trans-TMpCA − in aqueous solution and in PYP ͑both the wild-type and the Glu46Gln mutant͒. 30 The TDDFT calculation of the gas phase excited state potential energy curve along the minimum energy isomerization pathway on the gas phase DFT ground state PES of TMpCA − of Thompson et al. 45 shows that there is a 5 kcal/mol barrier. The QM/MM simulation of Groenhof et al. suggests that there is a small barrier in the double bond isomerization pathway on the excited state PES of the anionic form of the chromophore ͑essentially the trans-TMpCA − in the current work͒ in both the gas phase and PYP. 37 Coto et al. 41 determined a minimum energy isomerization pathway for trans-MpCA − in the gas phase using the CASPT2 //CASSCF method and found a 3.46 kcal/ mol ͑0.15 eV͒ barrier. The experiment of Ryan et al. suggests that there is an empirical barrier of 3.4 kcal/mol in the gas phase isomerization pathway on the S 1 excited state potential energy surface of trans-p-coumaric acid ͑trans-pCA͒, a neutral analog of the PYP chromophore. 33 Theoretically, Ko et al. 39 and Levine et al. 46 found a barrier of 2-4 kcal/mol in the minimum energy isomerization pathway on the gas phase excited state PES of neutral trans-pCA.
We performed a series of constrained geometry optimization for excited trans-TMpCA − in aqueous solution using the CPCM/TD-B3LYP method. The C7 u C8 u C9 u C10 dihedral angle ͑Figs. 1 and 2͒ is fixed at 179.9°, 170°, 160°, 150°, 145°, 140°, 135°, 130°, 125°, 120°, 110°, 100°, and 91.6°, and all other coordinates are optimized. The 179.9°and 91.6°cases correspond to the fully optimized ͑no symmetry imposed͒ trans isomer and the DBT structure as and optimizing all the other coordinates using CPCM ͑ = 78.39͒/TD-B3LYP/aug-cc-pVDZ. The peak position of the S 1 barrier is determined by the interplay between the double bond twisting ͑͒ and the single bond twisting ͑͒. discussed in previous subsections. Clearly, as shown in Fig.  2, in aqueous solution, there is a barrier of 3 .63 kcal/mol peaking at ϳ 140°͑the actual peak might be somewhere between 140°and 145°͒ on the S 1 curve. The corresponding S 0 ground state energy ͑at the optimized geometry on S 1 ͒ is also plotted in Fig. 2 . It is very interesting that the S 0 curve increases sharply as the excited state passes the barrier at = 140°. Inspection of the molecular geometry shows that this is due to a sudden twisting around the C7 u C8 single bond: The C6 u C7 u C8 u C9 dihedral angle is +10.6°at = 145°while it is Ϫ29.1°at = 140°. A full examination shows that the optimal values of are Ϫ0.4°, 2°, 9.7°, 9.7°, and 10.6°, respectively, when the are 179.9°, 170°, 160°, 150°, and 145°, and are Ϫ29.1°, Ϫ23.5°, Ϫ18.5°, Ϫ12.7°, Ϫ7.3°, and Ϫ2.0°, respectively, when the are 140°, 130°, 120°, 110°, 100°, and 91.6°. These results indicate that the peak position of the barrier is determined by the interplay of the double bond twisting and the single bond twisting. We also noticed corresponding changes in the position of the hydrogen atom bonded to C8 ͑Fig. 1͒, which may indicate the importance of proton tunneling in the isomerization. Passing the barrier, the molecule enters a well on S 1 with a depth of 11.80 kcal/mol ͑0.51 eV͒.
However, such a minimum energy isomerization pathway cannot be well characterized for the excited trans-TMpCA − in the gas phase and a low dielectric solvent ͑ = 2.0͒ because the bending of the curve due to the single bond twisting appears at the beginning ͑ = 180°͒ of the curve in the gas phase and at approximately = 160°when = 2.0. This means that the molecule will optimize to the SBT structure or a similar one while keeping at 180°if no or a too weak CPCM solvation is there. Indeed, as already discussed in Sec. IV D, CPCM solvation significantly stabilizes the trans structure over the SBT and DBT ones, making the trans structure a minimum point on the excited state PES. The SBT structure is very likely the global minimum on the PESs in the gas phase and a low dielectric solvent ͑ = 2.0͒ although we could not do an exhaustive global search. It is emphasized here that although such a minimum energy pathway cannot be characterized using TD-B3LYP geometry optimization, it does not necessarily mean that there is no such a pathway ͑though not a minimum energy one͒ in the gas phase or a low dielectric solvent. Actually we believe that the isomerization pathways in various environments should be similar to each other, and the one characterized using the CPCM ͑ = 78.39͒/TD-B3LYP method can be used as a representative. To at least obtain some estimates for the cases in the gas phase and protein, single point TD-B3LYP and CPCM ͑ = 2.0͒/TD-B3LYP calculations were performed for four points on the minimum energy curve obtained with CPCM ͑ = 78.39͒/TD-B3LYP geometry optimization, i.e., the ones with = 179.9°, 145°, 140°, 91.6°. These calculations show that when = 1 and 2, the peak of the barrier tends to be at ϳ 145°͑we did not perform a finer search͒. As the dielectric constant increases from 1 to 2.0, and then to 78.39, the excited state barrier changes from 5.16 to 3.29, and then to 3.63 kcal/mol, the excited state well depth decreases from 20.20 to 16.06, and then to 11.80 kcal/mol. Clearly, CPCM solvation tends to decrease the barrier and well depth. The 5.16 kcal/mol ͑0.22 eV͒ barrier obtained in the gas phase calculation compares well to the ϳ5 kcal/ mol value obtained by Thompson et al. 45 for the gas phase TMpCA − using a TDDFT method, and can be compared to the 3.46 kcal/mol ͑0.15 eV͒ value obtained by Coto et al. 41 for the gas phase MpCA − using CASPT2 //CASSCF method. The 20.20 kcal/mol ͑0.88 eV͒ deep well obtained in the gas phase calculation compares very well with the ϳ1 eV value estimated by Lee et al. 36 from real-time observation of the gas phase dynamics of MpCA − , for which Coto et al. 41 obtained 0.17 eV using CASPT2 //CASSCF.
V. CONCLUSION
To conclude, we highlight the following results and findings.
͑1͒
The CPCM/TDDFT analytic gradient is derived and implemented in GAMESS. Using the FIXPVA tessellation scheme, rigorously continuous and smooth potential energy surfaces, as well as exact analytic gradient, are obtained. ͑2͒ The gas phase vertical excitation energy predicted by TD-B3LYP for trans-TMpCA − is 0.5 eV too high as compared to experiment. The aqueous vertical excitation energy predicted by CPCM/TD-B3LYP is shifted by Ϫ0.1 eV, while the experimentally determined shift is approximately 0.44 eV. ͑3͒ CPCM/TD-B3LYP predicts that the vertical emission maximum of trans-TMpCA − at ϳ2 ps is likely to be redshifted by 0.67 eV as compared to the vertical absorption maximum, in good agreement with the experimental value of 0.74 eV. ͑4͒ CPCM/TD-B3LYP predicts that the early stage fluorescence emission maximum of the PYP chromophore is likely to be redshifted by 0.22 eV as compared to the vertical absorption maximum, in good agreement with the experimental value of 0.26 eV. In addition, the calculations also indicate that this redshifting shows a negligible time-dependent change. ͑5͒ In the gas phase, excited trans-TMpCA − tends to form ͑with no barrier͒ the single bond twisted structure. CPCM solvation preferentially stabilizes the double bond twisted structure, and should significantly increase the yield of the cis isomer. ͑6͒ The minimum energy pathway of the double bond isomerization was obtained using CPCM ͑ = 78.39͒/TD-B3LYP geometry optimization. In aqueous solution there is a barrier of 3.63 kcal/mol ͑0.16 eV͒ and a well with a depth of 11.80 kcal/mol ͑0.51 eV͒. Since the gas phase minimum energy pathway cannot be well characterized, single point energies were obtained on the aqueous pathway. In the gas phase, the barrier height is ϳ5.2 kcal/ mol ͑0.23 eV͒. The well depth is ϳ20 kcal/ mol ͑0.88 eV͒, in good agreement with an experimental value of ϳ1 eV.
