A behavioral approacb to balanced representations of dynamical systems / by Siep Weiland. The behavioral approach to linear systems provides an alternative framework for studying the notion of balanced representations. A new definition for balanced representations is proposed that is one-to-one related to a set of system invariants that is obtained by assuming a specific Hilbert space structure on the system behavior. This notion of balancing is more general than the prevailing notion of balancing in that it is well-defined for non-stable systems, and is independent of a particular (input-output) representation of the system. It is shown that Lyapunov, LQG, and Hoo balanced representations are obtained as a special case. An application for the problem of model approximation is discussed.
Introduction
This paper addresses the concept of balancing for dynamical systems. Since the introduction in 1978 [9] , balanced representations of linear time-invariant systems have proved to be extremely useful in a wide range of applications including model reduction, signal processing, controller design, stochastic realization, system identification and problems related to data reduction. The usual concept of balancing amounts to making a specific choice of coordinates in the state space of a linear time-invariant dynamical system so that the controllability and observability gramians of the system are equal and diagonal [9] , [10] . In balanced coordinates, the state of the system is structured in the sense that each state component quantifies to what extent it contributes to the interaction of the system with its environment.
This concept of balanced model representations has led to a straightforward method of model approximation. Without performing further calculations, approximate models may be obtained by discarding those state components of a balanced representation that contribute least to the dynamical relationships between the exogenous variables of the system. See, e.g., [16] . Other applications include the theory of optimal Hankel norm approximations [2] , [5] , stochastic realization theory [1] , and the study of canonical forms [13] , [14] .
An important drawback of the prevailing concept of balanced representations is that it is only applicable for asymptotically stable systems. Obviously, the stability hypothesis is a very restrictive assumption and prevents applications for many models considered in areas such as controller design, filter design, identification, etc. In the recent past, alternative notions of balancing have been introduced to circumvent this problem. Among these, the most important ones include LQG and Hoo balanced representations. See, e.g., [3] , [4] , [15] , [12] . In this paper we discuss the concept of balanced representations using the behavioral framework for linear systems as a starting point. We refer to [19] , [21] and the references therein for a detailed account on this framework. The main advantage of the approach taken here is that it avoids to study the concept of a balanced state space starting from particular representations or assumptions on representations of dynamical systems. For the class of finite dimensional linear time invariant systems we show that a Hilbert space structure on the exogenous trajectories of a system leads to state space representations in which external characteristics of the system can be naturally reflected by balanced state variables. This leads to an abstract and more general notion of a balanced state space that can be viewed independent of the equations that define a state space representation. Since no reference to a particular state space representation needs to be made this concept applies equally to standard input-state-output systems, systems in descriptor form, driving variable state space representations, etc. Both LQG (or Riccati) balancing, as well as the more recent notion of H 00 balancing, are obtained as special cases of our setting.
The paper is organized as follows. In section 2 we introduce some notation and we briefly review various concepts from the behavioral framework. In section 3 we consider the model 1 class consisting of square integrable trajectories of linear time-invariant finite-dimensional systems. For this class of systems the notion of a balanced state space is defined by considering operators defined on the external behavior of the system. The structure of specific state space representations is analysed in section 4. In particular, in section 4 we derive LQG, H 00 and Lyapunov balanced representations as a special case. An application to the problem of model approximation is given in section 5.
Preliminaries

Dynamical systems
Following the framework introduced by Willems in [19] , [20] , a dynamical system is a triple E = (T, W, B) with T ~ n the time axis, W the signal space, and B ~ WT the behavior, a subset of the family of all trajectories w : T ..... W. In this paper we will restrict the attention to continuous time systems with time set T = n. For the signal space we take the q-variate real vector space W = no with q > 0 a fixed number. The system (n, no, B) is said to be time-invariant if ,,'B = B for all tEn, where ,,' : WT ..... WT is the t-shift ,,'w(t ' ) = w(t + t'). We call it linearif B is a linear subspace of (nO)ll.
We will be interested in systems that can be described by a finite number of differential equations. Let R(s) E n'XO[a] be a polynomial matrix with a finite number of rows, q columns and with real coefficients. Consider the behavioral differential equation Here, £Ioc is the class of locally integrable vector valued functions and the differential operator R( f.) is viewed as an operator defined on the space of q-dimensional distributions on n. The class of systems which we will study in this paper is given by all such behaviors and will be denoted by B, i.e.,
The restrictions w-:= wl(_oo,o) and w+ := Who,oo) of a trajectory w : n ..... no are called the past and future of w respectively. Similarly, n -and n + will denote the half lines (-00,0) and [0,00), respectively. The past and future behavior of a dynamical system E are defined as B-:= BI( -00,0) and B+ := Bho,oo), where B is the behavior of E.
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For a trajectory wEB, we denote by B+(w-) the set of continuations of the past wof w that belong to B. The set of antecedents of the future w+ in B will be denoted by B-(w+). Formally,
B+(w-) .-{wEB+lw-flowEB} B-(w+) .-{wEB-lwflow+EB}
Here, fI, denotes the concatenation product
Hence, B+(w-) consists of all futures which are compatible with the past of w, while B-( w+) consists of all past trajectories which are compatible with the future of w. Finally, a time-invariant behavior B is called controllable if for all w-E B-and w+ E B+ there exists awE Band T ~ 0 such that w-= w-and w(t) = w+(t -T),t ~ T.
State space systems
State space systems will play an important role in the sequel. We will view a state space system as a special case of a system with latent variables. As opposed to external (or manifest) variables, latent variables should be viewed as internal (or auxiliary) quantities that serve to provide an implicit description of a system. We formalize this as follows. w+ E Dom(f+) while x(O) = f+(w+)). In fact, Theorem 3.2 shows that each system B E B admits a state space representation which is both past and future induced. That is, it has the property that
We emphasize that in our definition of a state space system, no reference to specific equations is made. In fact, this level of generality turns out to be a useful starting point to define a concept of a balanced state space. It will be shown that systems in the model class B admit a wide variety of linear time-invariant state space representations. In section 4 of this paper we will consider a few specific ones. See ( [20] ) for more details.
Balanced Representations
Let ~ = (n, n q , B) be a dynamical system and assume that B E B. We will distinguish between the past and future behaviors B-and B+ in that we examine the relative effect of past trajectories w-E B-on their associated set of continuations B+(w-). For this purpose, we equip the past and future behavior of B with the structure of a Hilbert space and we introduce two operators which, in a sense, reflect the minimal dynamical effect which a past (future) trajectory exhibits on its set of compatible continuations (antecedents ).
Consider the subsets B-and B+. Introduce inner products 
Equivalently, there exist mappings 
I-r-
The following result will be used to define a balanced state space. 
are well defined, real symmetric and positive definite operators. Hence, the mappings I-I: and 1+1; together with their inverses induce a natural identification between the 6 state space X and its dual X'. This leads in a natural way to inner products on the state space X by defining the quadratic forms
We will refer to P and Q as the past and future gramian of !: •. We claim that both r _ and r + have discrete spectra whose nonzero elements can be expressed in terms of eigenvalues of the gramians (3.5) and (3.6).
Theorem 3.4 Let f-and f+ be as in Theorem 3.2 and let the gramians P and Q be given by (3.5) and (3.6). Then,
2. The spectrum IT(r _) of r _ is a pure point spectrum and the non-zero spectral values of r _ are given by ).1/2(P-1Q).
The spectrum IT(r +) of r + is a pure point spectrum and the non-zero spectral values of r + are given by ).1/2(PQ-l).
Proof 
where we used that (Iii -w', w')+ = O. Hence, w' is the unique element in B+(w) with the property that
(In fact, this shows that r _ is well defined as claimed by Theorem 3.1). As w E B-is arbitrary, this yields that r _ = f;(/+I;)-I f-as claimed.
2. Infer from statement 1 that r _ = f;Qf-is a finite rank operator. Consequently, the spectrum of r _ is a countable set and every spectral value 0 f. IT; E IT(r _) is an eigenvalue of r _. (See [6] 
Thus, in a balanced state space the contribution of a state x E X to the future behavior, as expressed by the quantity x T Qx, is relatively large if and only if its contribution to the past, as expressed by x T Px is relatively small.
The following algorithm is well known (see e.g. [2] ) and provides a straightforward way to obtain a balanced state space.
• Given the past and future gramians P and Q as defined by (3.5) and (3.6).
• Factorize Q as Q = Sf SI· In this section we examine specific inner products on the past and future behaviors of a system E. It is sbown how the past and future gramians can be explicitly evaluated by means of solutions of Riccati equations. Given these gramians, a balanced state space is obtained by applying the balancing algorithm of section 3.
Consider a state space system in driving variable form which is described by the equations Due to minimality of (4.1), it is possible [17] to prove that
In other words, the state x E £~ whenever W E 8 n £~. Moreover, the quadruple Note that the right hand side of this expression defines a standard LQ problem. It is well known [18] that where K+ > 0 satisfies (4.2) and wop' is generated by the state feedback
Since K+ is the unique supremal solution of (4.2) [18] , it follows that Q = K+. A similar reasoning yields that P = -K _.
0
The positive numbers <7; := .x:/ 2 {P-lQ), i = 1, .. . ,n, with P and Q defined in Theorem 3.5 are the LQG singular values of the system. We emphasize that these numbers are system invariants that only depend on the choice of the inner products defined on the past and future behavior. In particular, the LQG singular values are independent of the particular state space representation (4.1) and will therefore be the same quantities for 
Hoo balancing
Consider the ubiquitous input-state-output system described by the equations 
H(t):= { ~' exp(A't)B' + D'II(t) for t ;:: 0 for t < 0 and let C(s):= C'(Is -A,)-t B' + D' be the transfer function associated with (4.3). Fix
"f > 0 such that the H 00 norm
Here, '*' denotes convolution and y := H * u is a well defined element of C; for all u E Cr. Define the C 2 behavior of (4.3) as B2 := B n C~ and consider a trajectory w = col(u, y) E B 2 • Minimality of the state space representation (4.3) implies that the corresponding state trajectory x belongs to C 2 and is uniquely determined by
' 00 exp(A'(t -t'))B'u(t')dt', tEn.
Consequently, we can write .5) where, for t ;:: 0,
yit(t) .-C' exp(A't)x(O) and y;t(t) .-C' 1.' exp(A'(t -t'))B',,(t')dt' + D',,(t)
Note that both col(O, yit) and col("+, yt) are elements of Bj. In order to characterize the past and future gramians we introduce the algebraic lliccati equation
A solution K of (4.6) will be called stabilizing (anti-stabilizing) if
Furthermore, let the observability gramian M associated with (4.3) be defined as
M:= fa"" exp(AlTt)C,T C' exp(A't)dt
The past and future gramians of this system are then characterized as follows. 
Consequently, the future of w E B2(XO) has minimal II . 
Lyapunov balancing
Consider again the state space system described by (4_3). Suppose that the system is minimal and asymptoticaJIy stable, i.e., l1(A') C C-. Define the controllability and observability gramians Wand M as the unique positive definite solutions of the Lyapunov equations
It is well known that the eigenvalues of the product W M are similarity invariants and that their square roots, {/L;};=l, ... ,n, /Ll ~ /L2 ~ _ .
• ~ /Ln, are the Hankel singular values [2] of the Hankel operator induced by the input-output map (4_3). We will show that the
Hankel singular values /L;, i = 1, __ ., n, can be obtained as a special case of our setting_ For this purpose, let £ > 0 and define the following norms on the past and future behavior B:; and Bt-
Like in section (4_2), B:; and Bt can be given a Hilbert space structure using these norms_ Note that for £ = 1 we obtain that the singular values of r _ coincide with the LQG singular values defined in section 4. L
A similar analysis as before shows that for £ > 0 the past and future gramians associated with (4.3) are given by (4.8) where K; and Ki are, respectively, the minimum and the maximum solution (in the sense of real symmetric matrices) of the Riccati equation
The following result claims that for £ -> 0 the past and future gramians of a stable inputoutput system converge to the classical controllability and observability gramian W and M_ 
• _0
Moreover, in that case lim._o <T.(£) = Jl.. for all i = 1, ... , n.
Proof. Let E > 0, x E X and note that min II w-11: complexity k = C(Bred) < n that is, in some sense, close to B.
We will derive results for model approximation based on the method of balanced truncations. A major criticism for this heuristic technique is that it is not clear wbether the resulting reduced order models are optimal in some metric defined on B. However, we will provide bounds on specific distance measures between the given and the reduced order system. where Xl E'Ilk. Partition (A',B',C' ) conformally as Remark. This method is obviously asymmetric with respect to time. Indeed, a similar reasoning may be applied when considering the operator r +, in which case the subspace X 2 is regarded as to determine the dominant subspace of the state space.
In the next theorem we show that for the k-th order balanced approximant Bred an explicit upperbound can be given on the L2 norm of the error system. 
Conclusions
In this paper we developed the concept of a balanced state space using the behavioral framework of systems theory. The intrinsic property of state is to split the past and future behavior of a linear time· invariant system. This property is formalized in a set theoretic context and is used to introduce a concept of balancing without reference to specific equations that describe the dynamic behavior of the system. Apart from the generality of this set·up, this has the advantage that the property of a balanced state space is well defined for a wide variety of state space representations, including input· state-output representations, descriptor systems, state space systems in driving variable form, etc. The past and future behavior of a system have been viewed as Hilbert spaces in which the corresponding norms quantize the effect that past trajectories exhibit on their continuations and the effect future trajectories exhibit on their antecedents. We showed that this quantification naturally leads to an identification between the state space of the system and its algebraic dual by means of two gramians: the past and the future gramian of the system. In a balanced state space these gramians are required to be diagonal and each others inverses. It has been proved that for the class of linear time-invariant and finite dimensional systems, balanced representations always exist. In fact, the so called lliccati balanced state space representations appear in a very natural and convincing way using this framework. H 00 balanced representations have been introduced and we discussed how the prevailing notion of (Lyapunov) balanced representations can be obtained as a special case of our set ting.
The concept of H 00 balancing can be generalized so as to incorporate non-stable systems.
In the line of section 4.2 one can easily formalize an extension to define an Coo balanced state space representation. Other generalizations can be made to infinite dimensional systems, dissipative systems or non·linear systems. However, these generalizations have not been pursued here and are the topic of future research.
