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Abstract
This report summarises the properties of Standard Model processes at the
100 TeV pp collider. We document the production rates and typical distribu-
tions for a number of benchmark Standard Model processes, and discuss new
dynamical phenomena arising at the highest energies available at this collider.
We discuss the intrinsic physics interest in the measurement of these Stan-
dard Model processes, as well as their role as backgrounds for New Physics
searches.
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1 Foreword
A 100 TeV pp collider is under consideration, by the high-energy physics community [1, 2], as an im-
portant target for the future development of our field, following the completion of the LHC and High-
luminosity LHC physics programmes. The physics opportunities and motivations for such an ambitious
project were recently reviewed in [3]. The general considerations on the strengths and reach of very high
energy hadron colliders have been introduced long ago in the classic pre-SSC EHLQ review [4], and a
possible framework to establish the luminosity goals of such accelerator was presented recently in [5].
The present document is the result of an extensive study, carried out as part of the Future Circular
Collider (FCC) study towards a Conceptual Design Report, which includes separate Chapters dedicated
to Standard Model physics (this paper), physics of the Higgs boson and electroweak (EW) symmetry
breaking [6], physics beyond the Standard Model [7], physics of heavy ion collisions [8] and physics
with the FCC injector complex [9]. Studies on the physics programme of an e+e− collider (FCC-ee)
and ep collider (FCC-eh) at the FCC facility are proceeding in parallel, and preliminary results are
documented in [10] (for FCC-ee) and in [11] (for the LHeC precursor of FCC-eh).
2 Standard Model at 100 TeV: Introduction
Standard Model particles play multiple roles in the 100 TeV collider environment. In the context of BSM
phenomena, and for most scenarios, new BSM particles eventually decay to the lighter SM states, which
therefore provide the signatures for their production. BSM interactions, furthermore, can influence the
production properties of SM particles, and the observation of SM final states can probe the existence of an
underlying BSM dynamics. SM processes therefore provide both signatures and potential backgrounds
for any exploration of BSM phenomena. SM backgrounds have an impact on BSM studies in different
ways: on one side they dilute, and can hide, potential BSM signals; on the other, SM processes influence
the trigger strategies, since they determine the irreducible contributions to trigger rates and may affect
the ability to record data samples of interest to the BSM searches.
The observation of SM processes has also an interest per se. The huge rates available at 100 TeV
allow, in principle, to push to new limits the exploration of rare phenomena (e.g. rare decays of top
quarks or Higgs bosons), the precision in the determination of SM parameters, and the test of possible
deviations from SM dynamics. The extremely high energy kinematical configurations probe the shortest
distances, and provide an independent sensitivity to such deviations.
Finally, SM processes provide a necessary reference to benchmark the performance of the detec-
tors, whether in the context of SM measurements, or in the context of background mitigation for the
BSM searches.
In this Chapter we review the key properties of SM processes at 100 TeV, having in mind the
above considerations. This will serve as a reference for future studies, and to stimulate new ideas on
how to best exploit the immense potential of this collider. We shall focus on the production of key SM
objects, such as jets, heavy quarks, gauge bosons. The SM Higgs boson will be discussed in the Higgs
Chapter of this report [6]. We shall not address issues like the current or expected precision relative to
given processes. On one side, and with some well understood exceptions notwithstanding, leading-order
calculations are typically sufficient to give a reliable estimate of the production rates, and assess possible
implications for trigger rates, background contributions, and detector specifications. On the other, any
statement about the precision of theoretical calculations made today will be totally obsolete by the time
this collider will operate, and assumptions about the accuracy reach cannot but be overly conservative.
6
3 Parton distribution functions15
3.1 Introduction
The accurate determination of the parton distribution functions (PDFs) of the proton is an essential
ingredient of the LHC physics program [12–16], and will be even more so at any future higher-energy
hadron collider. In particular, a new hadron collider with a center-of-mass energy of
√
s = 100 TeV
will probe PDFs in several currently unexplored kinematical regions, such as the ultra low-x region,
x <∼ 10−5, or the region of very large momentum transfers, Q2 ≥ (10 TeV)2. In addition, concerning
the phenomenological implications of PDFs, the situation is much more complex (and interesting) than
simply assuming that the FCC can be treated as a rescaled version of the LHC. Indeed, understanding
PDFs at 100 TeV involves addressing a number of qualitatively new phenomena that have received
limited attention up to now.
It is extremely difficult to forecast what the status of our knowledge about the proton structure will
be in 20 or 25 years from now. Progress in PDF determinations [17–23] will strongly depend, on the
one hand, on the full exploitation of the information on PDF-sensitive measurements contained by LHC
Run I and Run II data [14], as well as by the corresponding HL-LHC measurements, and on the other
hand, on the progress in higher-order calculational techniques allowing to include many LHC differential
distributions in the PDF analysis at NNLO (and beyond), see [24–26] for some recent examples.
Moreover, progress in global PDF analysis can also be driven by methodological improvements,
for instance in more efficient methods to parametrize PDFs, or better techniques to estimate experimental,
model, and theoretical PDF uncertainties. Another important factor to take into account is the fact that our
understanding of the proton structure would be substantially improved in the case a new electron-nucleon
collider would be operative before the start-up of the FCC operations, such as the Large Hadron Electron
Collider (LHeC) at CERN [11] or the Electron Ion Collider (EIC) in the U.S.A. [27]. In addition, in the
long term, progress in non-perturbative lattice calculations might also shed further light on the proton
structure and provide a useful complement to global PDF fits.
For these reasons, in this section we will concentrate on qualitative aspects of PDFs that are im-
portant for a exploratory evaluation of the physics potential of the FCC, which is the main goal of this
report. In particular we will focus on:
– What are the most relevant generic differences for PDFs when moving from the LHC energies,√
s =14 TeV, to the FCC energies,
√
s =100 TeV.
This includes the kinematical coverage in the (x,Q2) plane of a 100 TeV collider, the ratios of PDF
luminosities and their uncertainties between
√
s =100 TeV and
√
s =14 TeV, and the assessment
of how available PDF sets extrapolate into the new kinematical regions covered by the FCC.
– Qualitatively new phenomena about PDFs and DGLAP evolution that, while not essential for the
exploitation of the LHC data, might become relevant at the extreme energies at which the FCC
would operate.
These include QED and weak effects in the PDF evolution, high-energy resummation effects, and
the possibility of treating the top quark as a massless parton. In addition, we also study the role of
photon-initiated contributions for electroweak processes at 100 TeV.
The outline of this section is the following. In Sect. 3.2 we quantify the coverage of PDFs at the
FCC in the (x,Q2) plane, and study the behavior of PDFs in the extreme large-x, large-Q2 and small-x
regions accessible at the FCC. In Sect. 3.3 we present a comparison of PDF luminosities at 100 TeV
for the most updated global PDF sets, and compute various ratios of parton luminosities between 100
TeV and 14 TeV. In Sect. 3.4 we study the validity of the massless approximation for the top quark at a
100 TeV collider. In Sect. 3.5 we quantify the role of photon and lepton-initiated contributions at 100
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Fig. 1: Kinematical coverage in the (x,MX) plane of a
√
s = 100 TeV hadron collider (solid blue line), compared
with the corresponding coverage of the LHC at
√
s = 14 TeV (dot-dashed red line). The dotted lines indicate
regions of constant rapidity y at the FCC. We also indicate the relevant MX regions for phenomenologically
important processes, from low masses (Drell-Yan, low pT jets), electroweak scale processes (Higgs, W,Z, top),
and possible new high-mass particles (squarks, Z ′).
treating electroweak gauge bosons as massless and their inclusion into the DGLAP evolution equations.
Finally in Sect. 3.7 we discuss the possible relevance of high-energy (small-x) resummation effects for a
100 TeV collider.
3.2 PDFs and their kinematical coverage at 100 TeV
We begin by quantifying the kinematical coverage in the (x,MX) plane that PDFs probe in a 100 TeV
hadron collider, with MX being the invariant mass of the produced final states. In Fig. 1 we represent
the kinematical coverage in the (x,MX) plane of a
√
s = 100 TeV hadron collider compared with
the corresponding coverage of the LHC at
√
s = 14 TeV. The dotted lines indicate regions of constant
rapidity y at the FCC. In this plot, we also indicate the relevant MX regions for phenomenologically
important processes, from low masses (such as Drell-Yan or low pT jets), electroweak scale processes
(such as Higgs, W,Z, or top production), and possible new high-mass particles (such as a 2 TeV squark
or a 20 TeV Z ′).
In the low-mass region, for MX ≤ 10 GeV, PDFs would be probed down to x ' 5 · 10−5 in the
central region, y ' 0, and down to x ' 5 · 10−7 at forward rapidities, y ' 5. At even forward rapidities,
for example those that can be probed by using dedicated detectors down the beam pipe, PDFs could
be probed down to x ' 10−8. While these extreme regions of very low x are not relevant for neither
electroweak scale physics nor for high-mass New Physics searches, they are crucial for the tuning of soft
and semi-hard physics in Monte Carlo event generators [28] and therefore it is important to ensure that
the PDFs exhibit a sensible behaviour in this region. Moreover, forward instrumentation would also be
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relevant for the measurement of the total pp cross-section at 100 TeV as well as to provide input for the
modelling of ultra-high energy cosmic ray collisions [29]. The prospects for soft physics at the FCC is
studied in detail in Sect. 4 of this report.
Concerning the production of electroweak particles such as weak gauge bosons, the Higgs boson
and top quarks, PDFs are probed down to x ' 5 · 10−4 in the central region, y ' 0, and down to
x ' 2 · 10−6 at forward rapidities, y ' 5. This indicates that a good coverage of the forward region
is also instrumental for electroweak scale physics, whose production is much less central than at the
LHC. In the case of Higgs production, if the Higgs can be reconstructed up to rapidities of y ' 4, then
this process would probe PDFs down to x ' 10−5. Therefore, at a 100 TeV hadron collider a good
knowledge of small-x PDFs becomes crucial not only for soft and semi-hard physics, or for low scale
processes such as low-mass Drell-Yan or charm production, but also for electroweak scale processes.
In the high-invariant mass region, MX ≥ 5 TeV, only medium and large-x PDFs would be probed,
and these are currently known with reasonable accuracy, except for very high MX values. For instance,
for the pair-production of 2 TeV squarks, only the knowledge of PDFs for x >∼ 10−3 is required. The
production of multi-TeV heavy particles is of course very central, requiring instrumentation only down
to |y| ' 3 at most. For the heavier particles that can be probed at the FCC, such as a 20 or 30 TeV Z ′,
PDFs have large uncertainties since the very large-x region is being probed, and this region is affected
by the lack of direct constraints, as we discuss below.
In Table 1 we summarize the kinematical coverage in the (x,MX) plane for various phenomeno-
logically important processes at the FCC, both for central, intermediate and forward rapidities. For each
value of the invariant mass MX and the absolute rapidity |y|, the smallest value of Bjorken-x required
corresponds to xmin = (MX/
√
s) exp(−|y|). This table conveys a similar message to that of Fig. 1: at
a 100 TeV hadron collider, accurate knowledge of PDFs is required in a very wide kinematical region,
ranging from ultra low-x to very large-x, and from momentum transfers close to ΛQCD up to the highest
values where the FCC has sensitivity for new heavy particles, MX ' 50 TeV. That is, a huge range
spanning 8 orders of magnitude in x and 10 in Q2.
Process MX xmin
y = 0 |y| = 2 |y| = 4
Soft QCD
1 (10) GeV 10−5 (10−4) 1.4 · 10−6 (1.4 · 10−5) 1.8 · 10−7 (1.8 · 10−6)Charm pair production
Low-mass Drell-Yan
W and Z production
80 (400) GeV 8 · 10−4 (4 · 10−3) 1.1 · 10−4 (5.4 · 10−4) 1.5 · 10−5 (7.3 · 10−5)Top pair production
Inclusive Higgs
Heavy New Physics 5 (25) TeV 0.05 (0.25) 0.007 (-) –
Table 1: Kinematical coverage in the (x,MX) plane for representative processes at a 100 TeV hadron collider.
For each type of process (low mass, electroweak scale processes, and heavy new physics) we indicate the relevant
range for the final-state invariant mass MX and the approximate minimum value of x probed in the PDFs, xmin =
(MX/
√
s) exp(−|y|), for central (y = 0), intermediate (|y| = 2) and forward (|y| = 4) rapidities.
Given this, it is important to verify that available PDF sets have a sensible behaviour in all the
relevant kinematical regions, specially in the extrapolation regions at very small-x and very large Q2
which are not relevant for most LHC applications. The goal here is not to understand similarities or
differences between PDF sets, but to ensure that PDF sets that will be used for FCC simulations have a
physical behaviour in the entire range of x and Q required.
In the following, PDFs are accessed through the LHAPDF6 interface [30], version 6.1.5, with the
most updated grid data files. It should be emphasized the importance of using this specific version,
since previous versions had different options for the default PDF extrapolations. In addition, both the
interpolation accuracy and the treatment of the extrapolation regions, as well as the overall computa-
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Fig. 2: Central values of the gluon (left) and the up quark PDFs (right) at NLO, comparing the ABM12, CT14
and MMHT14 and NNPDF3.0 sets for Q2 = 4 GeV2. All PDF sets shown are NLO except for ABM12 where the
NNLO set is used. In this small-x region, PDF uncertainties (not shown here) can be large, see Fig. 3.
tional performance, have been substantially improved in LHAPDF6 as compared to its Fortran counterpart
LHAPDF5, and therefore the use of the latter for FCC studies should be discouraged.16
We begin by discussing the PDF behavior in the small-x extrapolation region. As shown in Fig. 1,
for low scales and forward rapidities, as those required for the description of soft QCD physics and for
Monte Carlo tuning, knowledge of PDFs would be required down to x >∼ 10−9. In Fig. 2 we show
the central values of the gluon (upper) and the up quark PDFs (lower plots), comparing ABM12, CT14,
MMHT14 and NNPDF3.0 for Q2 = 4 GeV2. All PDF sets shown are NLO except for ABM12 where
the NNLO set is used. The comparison is performed down to x = 10−9, to ensure that the entire
region relevant for FCC studies is covered. In all cases we observe a sensible extrapolation into the very
small-x region. Here we use the default extrapolating settings of LHAPDF6.1.5, and we verified that
the behaviour was instead unphysical if older versions were used, where PDFs were frozen for some
x ≤ xmin threshold.
While in Fig. 2 we only show the central values of the three PDF sets, in the small-x region
these are affected by substantial uncertainties [31] due to the lack of direct experimental constraints, for
instance, the HERA structure functions data stops at xmin ' 5 · 10−5, see for instance the measurement
of the longitudinal structure function FL(x,Q2) [21, 32]. To illustrate this point, in Fig. 3 we show
the relative 68% CL PDF uncertainties at Q2 = 100 GeV2 in the small-x region for the ABM12, CT14,
MMHT14 and NNPDF3.0 NNLO sets. Depending on the model chosen to parametrize PDF uncertainties
towards the region without experimental constraints, we observe a rapid increase in PDF uncertainties
for some sets (CT14, MMHT, NNPDF3.0), where for x < 10−5 uncertainties are already larger than
50%, while other sets (ABM12, but also CJ15, JR14 not shown here) display small PDF uncertainties
down to x = 10−7.
Recently, a number LHC measurements to constrain PDFs at small-x has been proposed. The
use of charmed meson forward production from LHCb has been recently shown [31, 33, 34] to provide
useful constraints on the small-x gluon PDF.17 Another possibility is the use of forward quarkonium
production, such as J/Ψ, which has a similar sensitivity in x [35]. Taking this into account, one expects
that before the FCC start-up our knowledge of the small-x PDFs would be substantially improved. The
corresponding measurements at the FCC have the potential to extend the constrains on the small-x PDF
by almost two orders of magnitude, though here the instrumentation of the forward region will be crucial.
Measurements of very-small-x PDFs are also of direct importance for particle astrophysics, such as the
16In LHAPDF5 the default extrapolation was simply to freeze the PDF below some value of xmin, which could be as high as
10−5 for some widely used PDF sets, which can potentially lead to incorrect results if used for FCC studies.
17The PDF dependence of heavy quark production at a 100 TeV collider is discussed in more detail in Sect. 12 of this report.
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Fig. 3: The relative 68% CL PDF uncertainties at Q2 = 100 GeV2 in the small-x region computed with the
ABM12, CT14, MMHT14 and NNPDF3.0 NNLO sets. With the exception of ABM12, one finds a rapid increase
in PDF uncertainties as we move towards the small-x region x <∼ 5 ·10−5, where current experimental information
is limited.























































































































































Figure 17: PDF sampling by MPIs in inelastic non-diffractive pp collisions at 7 TeV. Top Left: the
x distribution of all MPI initiators (including the hardest scattering). Top Right: the fraction of MPI
initiators which are gluons, as a function of x. Bottom Left: the u¯/u ratio. Bottom Right: the
distribution of the amount of x left in the beam remnant, after MPI (note: linear scale in x).
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Fig. 4: Sampling of the values of Bjorken-x probed in Multiple Parton Interactions (MPI) at the LHC 7 TeV (left)
and at the FCC 100 TeV (right plot) in Pythia8 with the Monash 2013 tune, compared to older tunes, 4C and 2C
(at 100 TeV we show only the comparison with the 4C tune). The lower panel shows the ratio between the Monash
2013 tune and the older Pythia8 tunes.
ultra-high-energy neutrino cross-sections [36] and the prompt lepton fluxes [37–39] that are required for
the interpretation of the IceCube astrophysical neutrinos [40].
Another strategy to quantify the relevant range of Bjorken-x for which PDFs are required in the
modeling of soft and semi-hard physics at the FCC is by sampling of the values of x of the PDFs required
in the calculation of Multiple Parton Interactions (MPI) for different values of the collider center-of-mass
energy
√
s. In Fig. 4 we compare the MPI sampling of x between the LHC 7 TeV and the FCC 100 TeV
using Pythia8.2 [41]. The results of the most update tune, Monash 2013 [28] are compared with
the older tunes 2C and 4C [42]. From this comparison we observe that, with the Monash 2013 tune, at
LHC7, PDFs with x >∼ 10−6 lead to a sizable contribution,>∼ 5%, to the MPI distribution. With the same
settings, the FCC100 samples values of x down to x >∼ 10−8, a region far from any direct experimental
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Fig. 5: The large-x behaviour of the up, down, anti-up quark and gluon PDFs evaluated at Q = 100 GeV. We
compare the results of ABM12, CT14, MMHT14 and NNPDF3.0 NNLO, with the corresponding 68% CL PDF
uncertainty in each case. The comparison is presented normalising to the central value of CT14.
constraint. This illustrates the relevance of ultra-low x PDFs for the modelling of soft QCD at a 100 TeV
collider.
Now we turn to discuss the region of large values of Bjorken-x. This region is also affected by
substantial PDF uncertainties due to the limited direct experimental constraints. To estimate the coverage
in the large-x region, it is useful to use the result that for the production of a final state with invariant
mass MX and rapidity y at a hadron collider with center-of-mass energy
√
s, the LO values of the PDF
momentum fractions x1 and x2 are x1,2 = (MX/
√
s) exp(±y). Therefore, for a centrally produced
final-state (y = 0) of invariant mass MX ' 7 TeV (50 TeV) at
√
s =14 TeV (100 TeV) we will have
〈x1,2〉 ' 0.5, while already for slightly non-central production, y ' 0.5, PDFs are being probed up to
x1 ' 0.8 for both colliders.
In Fig. 5 we illustrate the large-x behaviour of the up, down, anti-up quark and gluon PDFs,
evaluated at Q = 100 GeV. We compare the results of the ABM12, CT14, NNPDF3.0 and MMHT14
NNLO PDF sets, with the corresponding 68% CL PDF uncertainty in each case, normalising to the
central value of CT14.18 As discussed above, the central production of a heavy system with MX =
10 (30 or 50) TeV would probe the large-x PDFs for x >∼ 0.1 (0.3 or 0.5) at a 100 TeV collider. As
we can see, while for valence quarks (up and down) PDF uncertainties in the region relevant for heavy
particle production at the FCC are moderate, for the gluon and anti-quarks PDF uncertainties are large,
thus degrading the accuracy of any theory prediction that requires knowledge of PDFs in this region. In
addition, there is a significant spread between the central values of the four sets.
As in the case of small-x, new measurements from the LHC and other experiments should allow to
18In these plots, the ABM12 curves have been obtained using the internal interpolation routine provided by the authors, since






















Fig. 6: The ratio of parton distributions, p(x, µ) with respect to the initial parametrization p(x, µ0) for the gluon
and sea distributions at large x. The solid line denotes the initial PDF p(x, µ0) suppressed by a factor of (1 − x)
for the gluon (left panel) and up quarks (right panel) and the dotted and dashed-dotted lines the respective results
of the evolution up to µ = 20 TeV.
substantially reduce these PDF uncertainties before the start of FCC operations. For instance, the large-x
gluon can be constrained with data on inclusive and differential top quark pair production [43,44]. More-
over, since at large-x and large-Q the gluon and sea quark distributions receive large contributions from
radiation off valence quarks, measurements aiming to constrain these will also lead to improved gluons
and sea quarks in the kinematic region relevant for the FCC. This effect is illustrated in Fig. 6, where we
show the ratio of parton distributions, p(x, µ) with respect to the initial parametrization p(x, µ0) for the
gluon and sea distributions at large x. The solid line denotes the initial PDF p(x, µ0) suppressed by a
factor of (1x) for the gluon (left panel) and up quarks (right panel) and the dotted and dashed-dotted lines
the respective results of the evolution up to µ = 20 TeV. One should also note that, as in the case of small-
x, the behaviour of PDFs in the large-x extrapolation region is sensitive to the underlying assumptions
concerning the PDF parametrization [45].
PDFs at large-x are also affected by a number of theoretical uncertainties, from potential higher
twists, enhanced higher-order threshold logarithmic corrections, or nuclear effects from the inclusion in
the PDF fit of deuteron and heavy nuclear data. A version of NNPDF3.0 including large-x threshold
resummation was presented in [46], and then used [47] to produce threshold-improved NLO+NLL pre-
dictions for high-mass squark and gluino production cross-sections at the LHC. This study showed that
threshold logarithms in PDF fits are much smaller than PDF uncertainties, provided NNLO calculations
are used. Therefore, PDFs with threshold resummation do not appear to be required for FCC studies,
since NNLO and N3LO calculations will be the standard by then. Likewise, other theory uncertainties
like higher twists and nuclear effects are subleading as compared to PDF uncertainties (see the discus-
sion in [15, 48] and references therein), and moreover by the time the FCC starts operation, reliable
collider-only PDF sets, free of these ambiguities, will be available.
The other kinematic region for which knowledge of PDFs will be required in a previously unex-
plored region is that of very large momentum transfers, for values of Q between 5 TeV and 50 TeV. This
region is relevant for the production of possible massive BSM particles. As opposed to the small- and
large-x regions, the extrapolation into very high Q2 values is determined purely by perturbative DGLAP
evolution, and therefore the only requirement is that that available PDF tabulations of current sets extend
up to 100 TeV. We have verified that this is the case for the modern PDF sets discussed in this chapter.
However, the argument above however holds only for QCD evolution. It should be taken into account
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Fig. 7: The effects of DGLAP evolution on the central value of the up quark (left) and gluon PDFs (right plot) at
x = 0.001 when evolved from Q = 2 GeV up to Q = 100 TeV. We show the results from the NNPDF3.0, CT14
and MMHT14 NNLO sets, the three exhibiting a very similar behaviour. PDF uncertainties are not included in this
comparison.
that differences in the upwards evolution in Q2 can arise if the evolution equations are modified, for
instance in the case of electroweak corrections to DGLAP evolution, Sect. 3.6, or in the presence of
high-energy resummation effects, Sect. 3.7.
In Fig. 7 we compare, for x = 0.001, the evolution of the central values of the gluon and up quark
PDFs for the NNPDF3.0, CT14 and MMHT14 NNLO sets, from a very low scale, Q = 2 GeV, up to
the highest possible scales that the FCC can reach, Q = 100 TeV. It can be verified, by comparing with
public PDF evolution packages such as HOPPET [49] or APFEL [50], that the tabulated extrapolation up
to very high Q2 of modern PDF sets is consistent with DGLAP evolution as expected.19 We conclude
that, provided modern PDF sets are used, the extrapolation of the DGLAP evolution in Q2 to the region
relevant at the FCC is reliable.
3.3 PDF luminosities at 100 TeV
Parton luminosities are useful to estimate the PDF dependence of hadron collider cross-sections, by
taking into account the most relevant initial-state production channels. While several definitions of the
PDF luminosity can be adopted, in the following we will use the luminosities as a function of the invariant












fi (x,MX) fj (τ/x,MX) , (1)
where i and j are PDF flavour indices, τ = M2X/s, and
√
s is the collider center-of-mass energy. Another
useful way of representing PDF luminosities is as two-dimensional functions of rapidity y and invariant





























dy L˜ij(MX , y,
√
s) . (3)
19Again, this is not necessarily true for older PDF sets. In some cases the coverage in Q2 was restricted to 10 TeV, and from
there upwards an unphysical (non-DGLAP) extrapolation was used. As in the case of large and small-x, use of these older sets
can lead to incorrect results in the context of FCC simulations.
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Li,−i(MX) , i 6= 0 ,
for the luminosities integrated in rapidity Eq. (1), and similar definitions for the double differential lu-
minosities Eq. (2). Eq. (4) can be trivially generalized to the case in which the top quark is treated as a
massless parton.
In Fig. 8 we show the rapidity-integrated PDF luminosities Eq. (1), as a function of the invariant
mass of the systemMX , for the PDF4LHC15_nnlo_mc PDF set [15,51], with PDF uncertainties computed
at 68% confidence levels.
We show the gluon-gluon, quark-gluon, quark-quark and quark-antiquark luminosities, normal-
ized to the corresponding central value, for the case of a
√
s = 100 TeV collider. Similar comparisons
in the case of the LHC 14 TeV can be found in [15]. We find PDF uncertainties are at the 5% level for
200 GeV <∼ MX <∼ 5 TeV for all four PDF luminosities. They become more important at larger values
ofMX , relevant for heavy particle searches, and for smaller values of x, relevant for electroweak physics
and semi-hard QCD. For instance, at MX ' 20 TeV the gluon-gluon PDF luminosity has an associated
uncertainty of around 20%. For the production of electroweak scale particles PDF uncertainties are in-
creased when going from the LHC to the FCC, due to the smaller values of x probed in the latter case.
For MX ' 100 GeV, relevant for inclusive Higgs and weak gauge boson production, PDF uncertainties
are around the 10% level. It can also be instructive to plot the absolute PDF luminosities in each channel
together with the corresponding PDF uncertainties, this is done in Sect. 3.5 later in this chapter.
We now turn to discuss the double-differential PDF luminosities, Eq. (2), evaluated for a center
of mass energy
√
s = 100 TeV. In Fig. 9 shows the PDF uncertainties, evaluated as 68% CL, on the
luminosities as a function of MX and of the rapidity y. As above, the PDF4LHC15_nnlo_mc PDF set
is used as input. Fig. 9 represents the contours of constant PDF uncertainties in the different flavour
combinations. One sees that for all flavour combinations, the uncertainties are smallest, of the order
of 1−2%, for pair invariant masses of the order of a TeV. They also all have a characteristic dip at
rapidities of about |y| = 1−2. One may speculate that this is a consequence of an anti-correlation
between moderately large and small-x parton distributions caused by momentum conservation. For
partonic-pair masses at the electroweak scale and in the region above a few TeV, uncertainties grow
larger. In all cases PDF uncertainties grow large near the kinematic boundaries, since these are sensitive
to to PDFs at small and large-x that currently are constrained by few experimental measurements.
Next we compute the ratio of the rapidity-integrated PDF luminosities between 100 TeV and 14




















s1 = 100 TeV and
√
s2 = 14 TeV. Such ratios provide a convenient rule of thumb to rescale
production cross-sections between 14 and 100 TeV, for processes dominated by a single initial-state
luminosity. Eq. (5) can thus be used to estimate ratios of cross-sections between the different center-
of-mass energies. These cross-section ratios, in addition to providing stringent SM tests and potential
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Fig. 8: The relative uncertainties in the rapidity-integrated PDF luminosity at the FCC with
√
s = 100 TeV
computed with the PDF4LHC15_nnlo_mc set, as a function of the final state invariant mass MX . From left to right
and from top to bottom we show the gluon-gluon, quark-gluon, quark-quark and quark-antiquark luminosities.
PDF-constraining information, could also be used as an alternative method to search for new physics at
the FCC [52].
In Fig. 10 we show the ratio of PDF luminosities, Eq. (5), between the FCC
√
s1 = 100 TeV and
the LHC
√
s2 = 14 TeV, for the four different initial-state channels. These ratios have been computed





s2) depends only very mildly of the specific input PDF set used. In Fig. 10 we also
include the 68% CL PDF uncertainties in the luminosity ratio, accounting for the correlations between
the results at the two values of the center-of-mass energy. The ratio is computed between MX = 10
GeV and MX = 6 TeV, the highest invariant masses that the LHC can reach. From this comparison, we
observe that for low invariant masses, Mx <∼ 100 GeV, the increase in parton luminosities when going
from the LHC to the FCC is moderate, a factor 10 at most. In this region the luminosity ratio is affected
by large PDF uncertainties, arising from the production of a small MX final state at the FCC, which
probes small-x PDF.
On the other hand, the luminosity ratio increases rapidly as we move away from the electroweak
scale, since these the increase in energy of the FCC dramatically dominates over the large-x fall-off of
the PDFs at the LHC. For invariant masses around MX ' 1 TeV, for instance, the gg, qg, qq¯ and qq
luminosity ratios are ' 100, 50, 20 and 10, respectively. Gluon-initiated processes are those that benefit
more from the increase in center-of-mass energy due to the rapid rise of the gluon PDF at medium-
and small-x from DGLAP evolution. For the highest invariant masses that can be probed at the LHC,
MX ' 7 TeV, the values of the ratios (in the same order) are 105, 104, 5 · 103 and 200. The hierarchy
Rgg > Rqg > Rqq¯ > Rqq is maintained for all invariant masses above MX ≥ 200 GeV.



















































































































































Fig. 9: The contours of constant PDF uncertainty for the double-differential PDF luminosities Eq. (2) evaluated
for a center of mass energy
√
s = 100 TeV, with PDF4LHC15_nnlo_mc PDF set used as input.





























100 TeV vs 14 TeV PDF Luminosities, NNPDF3.0 NNLO





























100 TeV vs 14 TeV PDF Luminosities, PDF4LHC15 NNLO
Fig. 10: The ratio of PDF luminosities, Eq. (5), between the FCC √s1 = 100 TeV and the LHC √s2 = 14
TeV center-of-mass energies, for different initial-state channels, together with the corresponding 68% CL PDF
uncertainties. These ratios have been computed with the NNPDF3.0 (left plot) and PDF4LHC15 (right plot)
NNLO PDFs.
100 TeV and 14 TeV collected elsewhere in this report. In order to facilitate the comparison with ratios
of cross-sections between different center-of-mass energies presented elsewhere in this report, in Table 2
we provide the corresponding numerical values of the PDF luminosity ratios show in Fig. 10 for the case
of the PDF4LHC15_nnlo_mc PDF set.
3.4 The top quark as a massless parton
At a 100 TeV hadron collider, particles with masses around the electroweak scale appear as comparably
light as the bottom quark at the Tevatron collision energy of
√
s ∼ 2 TeV. When a very heavy scale
is involved in the process, the gluon splitting into a top-antitop pair may present a large logarithmic
17
MX (GeV) L(100)gg /L(14)gg L(100)qg /L(14)qg L(100)qq¯ /L(14)qq¯ L(100)qq /L(14)qq
50 8.8 ± 0.3 6.9 ± 0.3 5.7 ± 0.4 5.9 ± 0.4
58 9.5 ± 0.3 7.4 ± 0.3 5.9 ± 0.4 6.3 ± 0.4
68 10.3 ± 0.3 7.9 ± 0.3 6.3 ± 0.3 6.6 ± 0.3
80 11.2 ± 0.3 8.5 ± 0.3 6.6 ± 0.3 7.0 ± 0.3
94 12.2 ± 0.3 9.1 ± 0.2 7.0 ± 0.2 7.3 ± 0.2
111 13.4 ± 0.3 9.7 ± 0.2 7.4 ± 0.2 7.8 ± 0.2
130 14.7 ± 0.3 10.5 ± 0.2 7.8 ± 0.2 8.2 ± 0.2
152 16.2 ± 0.4 11.3 ± 0.2 8.2 ± 0.2 8.7 ± 0.2
178 18.0 ± 0.4 12.2 ± 0.2 8.7 ± 0.2 9.2 ± 0.2
209 20.0 ± 0.4 13.3 ± 0.2 9.2 ± 0.2 9.8 ± 0.2
245 22.5 ± 0.4 14.5 ± 0.2 9.8 ± 0.2 10.5 ± 0.2
287 25.4 ± 0.5 15.8 ± 0.2 10.5 ± 0.2 11.3 ± 0.2
336 28.9 ± 0.6 17.4 ± 0.2 11.1 ± 0.2 11.9 ± 0.3
394 33.2 ± 0.8 19.3 ± 0.3 12.0 ± 0.2 13.0 ± 0.2
462 38.6 ± 0.9 21.5 ± 0.3 13.0 ± 0.2 14.0 ± 0.2
541 45.1 ± 1.2 24.2 ± 0.3 14.1 ± 0.2 15.2 ± 0.2
634 54.0 ± 1.6 27.4 ± 0.4 15.4 ± 0.3 16.5 ± 0.2
744 65.3 ± 2.2 31.4 ± 0.5 17.0 ± 0.3 18.1 ± 0.2
872 80.8 ± 2.8 36.4 ± 0.6 19.0 ± 0.4 19.9 ± 0.3
1022 101 ± 4 42.9 ± 0.7 21.6 ± 0.5 22.0 ± 0.3
1198 131 ± 6 51.6 ± 1.0 25.1 ± 0.6 24.7 ± 0.3
1403 173 ± 9 63.5 ± 1.4 29.9 ± 0.8 27.9 ± 0.4
1646 238 ± 14 80.3 ± 1.8 37.0 ± 1.1 32.5 ± 0.7
1928 341 ± 25 105 ± 3 47.6 ± 1.8 37.7 ± 0.6
2260 517 ± 45 143 ± 5 65.0 ± 2.9 45.4 ± 0.7
2649 837 ± 90 207 ± 9 94.7 ± 4.9 56.7 ± 1.0
3105 1454 ± 200 322 ± 15 151 ± 9 74.8 ± 1.4
3639 2815 ± 512 546 ± 33 269 ± 18 106 ± 2
4265 6233 ± 1395 1047 ± 84 549 ± 50 168 ± 5
5000 16646 ± 4557 2356 ± 249 1366 ± 207 308 ± 10
Table 2: Numerical values of the ratios of PDF luminosities, Eq. (5), between √s1 = 100 TeV and √s2 = 14
TeV computed with the PDF4LHC14_nnlo_mc set. The graphical representation of these ratios is presented in
Fig. 10 (right).
enhancement. For Q ∼ 10 TeV, for instance, αs(Q) log(Q2/m2t ) ∼ 0.6, which makes a perturbative
expansion of the hard process questionable. Therefore, one might wonder if the concept of top quark
PDF is relevant at the FCC, just as charm and bottom PDFs are commonly used in LHC calculations.
The question is then what is more suitable and advantageous, from a calculational point of view, to use
at the FCC: a fixed-flavor number (FFN) scheme, where the top is a massive quark, or a variable-flavor
number (VFN) scheme, where the top is a massless parton? The discussion is thus completely analogous
to the case of bottom quarks at the LHC [53].
As with the charm and bottom quarks, introducing a PDF for the top quark inside the proton
allows us to resum potentially large collinear logarithms of the form αns (Q) log
n(Q2/m2t ) to all orders
in perturbation theory. The generalization of the DGLAP evolution equations to include a top PDF
up to NNLO is straightforward, and indeed most modern PDF sets provide variants where the maximum
number of light quarks in the PDF evolution is set to nf = 6. Indeed, the majority PDF fits are performed
in a VFN scheme with a maximum of nf = 5 light partons, since in the fitted hard cross-sections top
is always treated as a massive quark, and the resulting PDFs at µF = mt can then be used as boundary
condition to construct the nf = 6 PDFs including a top quark.
In Fig. 11 we show the top quark PDF, evaluated at Q = 10 TeV, compared with the other light
18
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!
 The resummation of collinear logarithms of the charm and bottom masses into heavy quark PDFs 
and matched GM-VFN schemes is routinely implemented in LHC phenomenology!
 At the FCC, can we consider the top quark as massless?  !
 This question is a purely practical: what is computational scheme is more advantageous for FCC 
calculations involving tops? massive NF=5 scheme? a massless NF=6 scheme? A matched scheme? !
 At the FCC the top PDF can be numerically large. Other PDFs, in particular the gluon, are 
modified sizably between the NF=5 and NF=6 schemes!






























Fig. 11: Left plot: the top quark PDF compared with the other light partons, in the NNPDF2.3NNLO
nf = 6 PDF set evaluated at Q = 10 TeV. Right plot: Ratio between the gluon PDF in the nf = 5 and
nf = 6 factorization schemes, as a function of the factorization scale Q.
partons, in the case of the NNPDF2.3NNLO nf = 6 PDF set [54]. We observe that the top quark PDF
can be of a similar size as the light quark PDFs, in particular at medium and small-x, the region where the
effects of DGLAP evolution are dominant. We also see that the charm and bottom PDFs are essentially
indistinguishable from the light quark PDFs for x <∼ 10−3. In Fig. 11 we also show the ratio between
the gluon PDF between the nf = 5 and nf = 6 schemes, as a function of the factorization scale Q.
We observe that the differences between the two schemes can be up to several percent for Q ≥ 1 TeV, a
region well covered by the FCC kinematics. Therefore, the use of the nf = 6 scheme would also have
implications for precision calculations involving gluons and light quarks, and not only those with initial
state top quarks.
So while technically generating a top quark PDF is straightforward, it still needs to be determined
if it provides any calculational advantage over using the standard FFN scheme approach, where the top
quark is always treated as massive, even for the extreme energies of a 100 TeV collider. This issue has
been recently studied in [55, 56], both reaching similar conclusions: a purely massless treatment of top
quarks is unreliable even at the FCC, but the concept of a top quark PDFs is certainly relevant in the
context of matched calculations. To illustrate this point, in the left plot of Fig. 12, taken from [55],
we show a comparison of calculations in the 5-flavor, massless 6-flavor, and ACOT matched [57, 58]
schemes for the inclusive production of a hypothetic heavy scalar, labeled H0, at a 100 TeV proton-
proton collider. This calculation uses as input the NNPDF2.3NLO nf = 6 set [54]. The ACOT scheme
shows the desired behavior of interpolating between the region near the top threshold and the very high
energy limit (where collinear logarithms in the top quark mass become large). It should be stressed that
the simplest LO nf = 6 calculation is unreliable even for masses as large as 10 TeV, indicating that the
minimum scale above which a parton interpretation for the top quark becomes justified is much larger
than the top mass itself.
The fact that the massless approximation for top production works rather worse than for charm and
bottom quarks can be traced back, at least partially, to the fact that the resummed collinear logarithms
are substantially smaller as compared to the other heavy quarks. This is illustrated by the right plot
in Fig. 12, taken from [56], which compares the size of the collinear logarithm αs(µ) lnµ2/m2q as a
function of the ratio µ/mq for the three heavy quarks: charm, bottom and top. Even for very large
ratios µ/mq ∼ 100, the need for resummation of collinear logarithms in the top quark mass is not
evident, since αs(µ) lnµ2/m2q , while being large, is perturbative in the relevant kinematical range. This
is opposed to charm, and to a lesser extend bottom, whose corresponding logarithms eventually become
19
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 Similar conclusions from other studies: purely massless calculations for top-related processes at 
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Fig. 12: Left plot: Inclusive cross section for H production with Yukawa coupling y = 1 at 100 TeV
versus its massmH , in the 5-flavor scheme (bottom blue), the 6-flavor scheme (upper red), and the ACOT
scheme (middle black), fro [55]. Right plot: the size of the collinear logarithm αs(µ) lnµ2/ 2q as a
function of µ/mq for charm, bottom and top, from [56].
non-perturbative and require collinear resummation. One reason that partially explains this difference
is the fact that αs(mt)  αs(mc), which allows a much larger lever arm in Q before resummation is
required.
So in conclusion, current studies indicate, while the purely massless approximation for top quarks
is unreliable even at the extreme FCC energies, the concept of top quark PDF is certainly useful in order
to construct matched calculations. This way, one can supplement and improve massive fixed-order calcu-
lations with all-order resummations of collinear logarithms in matched schemes such as ACOT [57,58] or
FONLL [59,60]. For example, as shown in the heavy quark chapter of this report, Sect. 12, it is possible
to generalize the FONLL calculation for the phT distribution in for heavy flavor differential distribu-
tions [59] to the case of top quark production at the FCC. The matched calculation is found to provide a
more precise estimate in the region of transverse momenta up to 10 TeV. Eventually, this matching can
be performed up to NNLO order, using the corresponding calculations for jet production [24] and for top
quark production [25].
3.5 Photon- and lepton-initiated processes at 100 TeV
A 100 TeV Future Circular Collider is bound to probe the interactions of elementary particles at extreme
energies with high accuracy. In order to correctly identify possible BSM effects, the theoretical predic-
tions for the SM processes have to match the precision of the corresponding experimental measurements.
In other words, the impact of higher-order corrections on phenomenological predictions has to be under
control. To this purpose, the computation of NLO QCD corrections is necessary, but often not sufficient.
In fact, at fixed order the inclusion of the NNLO QCD corrections in QCD as well as of the EW correc-
tions is in general desirable and in particular cases even essential. The implications of higher-order EW
corrections to matrix elements for FCC processes is discussed elsewhere in this report.
In order to formally achieve the desired level of accuracy, not only the matrix elements of the
hard processes, but also the parton distribution functions (PDFs) of the proton, have to be known at
the same level of precision. While most PDF groups provide since some time PDF sets accurate up to
NNLO in QCD [17–21], for EW corrections the situation is less satisfactory. Indeed, EW corrections
require the calculation of photon-induced processes, and thus PDFs both with QED effects in the evo-
lution and with a determination of the photon PDF γ(x,Q) are necessary for consistent calculations.
In this respect, a number of PDF sets with a photon PDF and QED effects are available in LHAPDF:
MRST2004QED [61], NNPDF2.3QED [62] and the recent CT14QED [63]. In addition, PDF evolu-
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tion with QED effects has been implemented in the APFEL PDF evolution program [50, 64] at LL, and
inclusion of NLL QED splitting functions [65] is underway.
The determination of the photon PDF obtained by the three groups differ in a number of important
aspects. First, different data sets are used in the fits. Second, the form of the photon distribution at
the initial scale Q0 is different. Finally, the DGLAP evolution from Q0 to the final scale Q is not the
same in all cases. As far as the functional form of the PDF at the initial scale γ(x,Q0) is concerned,
NNPDF2.3QED only assumes that the photon PDF is positive-definite. In a first step, PDF replicas for all
partons are fitted to deep-inelastic structure functions, which only provide very loose constraints on the
photon PDF. In a second step, the photon PDF is constrained from LHC Drell-Yan data. This constraint
enters at LO, however, because the photon-initiated component of Drell-Yan production is small, even
the relatively precise LHC data constrain the photon PDF only weakly. In particular, since no data is
available at large x and no functional form is assumed, in this region PDF uncertainties on γ(x,Q) turn
out to be quite large.20
In contrast to the NNPDF2.3QED determination, the CT14QED and MRST2004QED sets are
based on the assumption that the functional form of the photon PDF at the initial scale can be determined
by the valence-quark distributions. In essence, they are given by a convolution of valence-quark distribu-
tions with the Pγq splitting functions, with a normalization for the up- and down-type distributions that
differ in the two approaches. Determining the photon PDF reduces then to fixing one or two parameters in
the CT14QED and MRST2004QED approaches, respectively. For the CT14QED, set the constraints are
obtained by fitting ZEUS data for the production of isolated photons in DIS, while for MRST2004QED
an assumption is made for the normalization coefficients and no data are used to constraint the photon
PDF.
Recently the CT collaboration also released a photon PDF that includes the elastic component
of the photon PDF (CT14QEDinc) obtained in the so-called photon equivalent approximation, which
involves an integration over the proton electromagnetic form factors. In fact, the photon PDF, unlike the
quark and gluon PDFs, has a large elastic component in which the proton remains intact (see [67–69] and
references therein). This component has not been discussed in the NNPDF2.3QED and MRST2004QED
fits, but is included in the photon PDF determination of [68]. Another important difference is connected
to the DGLAP evolution: in the evolution of the CT14QED and MRST2004QED the scale is evolved
simultaneously for the QCD and for the QED evolution, while in the NNPDF2.3QED approach the two
scales run independently. Very recently, in Ref. [70], the NNPDF3.0QED set has been derived, which
combines the NNPDF3.0 quark and gluon PDFs with the NNPDF2.3 photon PDF using the same solution
of the DGLAP equations as CT14QED and MRST2004QED.
All these differences result in predictions for the photon PDF from different sets that are not
always compatible. In particular, as compared to NNPDF2.3QED, the CT14QED and MRST2004QED
photon distribution functions are softer at large x, and exhibit smaller PDF uncertainties due to their
more restrictive parametrizations. It will be important to understand and resolve the sources of these
differences between QED PDF sets. In the following we will present results based on the NNPDF2.3QED
set, with the caveat that conclusions could be rather different if other QED sets were used as input to the
calculations.
At very high energies, even PDFs for electroweak massive gauge bosons might be required, and
this possibility is discussed in Sect. 3.6 below. On top of the photon-induced processes, higher-order EW
corrections also induce lepton-initiated channels whose computation formally requires the knowledge of
the leptonic content of the proton [71]. To determine the lepton PDFs, the first step is to include them
in the DGLAP evolution equations with QED corrections [71], which mixes the evolution of the lepton
and photon PDFs with that of quarks and gluons. Next one needs to adopt suitable boundary conditions
i.e., the initial scale lepton PDFs. Since a determination of lepton PDFs from data is hardly achievable
20High-statistics Drell-Yan measurements at the LHC such as the recent ATLAS 8 TeV high-mass analysis [66] should
provide additional information in this region.
21
because of their smallness, here we assume that the light lepton PDFs, i.e., electrons and muons, are
purely generated by photon splitting at the respective mass scales.




















± = e±, µ± , (6)
with α the QED running coupling constant. The τ± lepton PDFs are then dynamically generated from
threshold using the standard variable-flavour-number scheme [57, 60, 72]. Here we will use use the
apfel_nn23qednlo0118_lept set of PDFs [71] generated starting from the NNPDF2.3QED NLO set
using the Ansatz in Eq. (6) for the light lepton PDFs.
Before studying the size of photon- and lepton-initiated processes at a 100 TeV collider, it is
useful to study the behaviour of the parton luminosities of the different initial states, by including also
photon and leptons initiated processes. Parton luminosities can either be defined as a function of MX ,
the invariant mass of the final state, as done in Eqns. (1)–(4), or in terms of y, the rapidity of the final














In Fig. 13 we compare the size and the shape of the different parton luminosities for an hadron
collider with a center of mass energy
√
S = 100 TeV, both as a function of the invariant mass MX
(left plot) and of the final-state system rapidity y (right plot). For the rapidity-dependent luminosities,
we impose a cut of MX,cut = 10 GeV. In Figs. 13 we also plot the corresponding 68% confidence
level PDF uncertainties for each luminosity type, separating the luminosities involving photon or lepton
PDFs (central panel) and those involving only quarks or gluons (lower panel). The central value of the
luminosities is assigned to be the midpoint of the 68% confidence level interval, and thus by construction
PDF uncertainties will not exceed 100%, as can be seen in the central panel of Fig. 13 (left).
The relative size of the plotted luminosities follows the expected pattern. In general, the photon
PDF suppresses the luminosity by a factor of α ' 10−2 with respect to the (anti)quark PDFs and, anal-
ogously, the lepton PDFs suppress the luminosity by an additional factor of α with respect to the photon
PDF. This can be easily seen in Fig. 13, e.g. by comparing Φγ`(Ψγ`) with Φγγ(Ψγγ) and Φ`+`−(Ψ`+`−),
the three lowest curves. However, from Fig. 13 we also notice that this hierarchy is not satisfied at large
invariant masses. In this kinematic region, largeMX , one is probing PDFs at rather large values of x, and
here the pure-QCD luminosity combinations, Φqq¯, Φgq and Φgg, become closer to the luminosities in-
volving photons and leptons, with important phenomenological implications: as opposed to the naive ex-
pectation, photon- and lepton-initiated contributions can become as large as the standard quark-initiated
contributions. However, it is important to keep in mind that the uncertainty in the NNPDF2.3QED lumi-
nosity determinations involving photons (shown in the middle panel of Fig. 13) is very large, and that the
NNPDF2.3QED results are not compatible with other determinations that instead predict a lower photon
PDF effects at large MX . In the NNPDF approach, it can be shown that this effect is partially caused by
the relative behaviour of the strong coupling αs with respect to the QED coupling α as functions of the
scale MX , together with the fact that PDF uncertainties for the photon (and thus for the lepton) PDFs at
large-x are huge, ≥ 50% for MX ≥ 10 TeV, see the central panel of Fig. 13 (left).
From Fig. 13 we also see that, contrary to the Φij(MX) luminosities, the rapidity-dependent lumi-
nosities Ψij(y) maintain the same hierarchy all over the range in y. The reason for this is that the value of
the final state system rapidity y is not directly related to the value of MX , which also in this case is used

































































































































Fig. 13: PDF luminosities for the quark-quark (qq), quark-antiquark (qq¯) and gluon-gluon (gg) initial
states compared with the different photon- and lepton-initiated channels, as a function of the invariant
mass MX of the final-state system (left) and of its rapidity y (right). The central and lower panels show
the corresponding 68% confidence level PDF uncertainties in the various cases. Note that in the right
plot the rapidity y is that of the final-state system, not the rapidity of the final-state particles. In the
rapidity-dependent luminosity, the minimum value of the final-state invariant mass is set to MX,cut = 10
GeV.
with respect to the QED ones does not apply for the case of Ψij . Note that for the rapidity-dependent
luminosity in Fig. 13, the rapidity y is that of the final-state system (say a Z ′ boson in inclusive Z ′
production), not the rapidity of the final-state particles (in this case the leptons from the Z ′ decay).
Following this discussion of the PDF luminosities including photon- and lepton-initiated channels,
now we present predictions for electroweak production processes at a 100 TeV hadron collider. We
concentrating on the differential distributions as a function of the final state invariant massMX , allowing
a direct mapping with the corresponding PDF luminosities collected in Fig. 13. Our results have been
obtained with MADGRAPH5_AMC@NLO [73] using the apfel_nn23qednlo0118_lept PDF set. The
relevant SM input parameters have been set to the following values:
αs(mZ) = 0.118 , GF = 1.16639× 10−5 ,
mZ = 91.1876 GeV , mW = 80.385 GeV ,
mH = 125 GeV , ΓZ = 2.4952 GeV , ΓW = 2.085 GeV . (8)
The masses of all quarks (except the top quark) and leptons are neglected. We set the renormalisation
and factorisation scales to µF = µR = HT /2, where HT is the scalar sum of the transverse masses of
the final-state particles. We restrict ourselves to LO results at the parton level, since NLO corrections and
parton shower effects would not modify qualitatively the results. We separately identify the contributions
from initial states with only (anti)quarks and gluons, initial states with at least one photon and no leptons,
and initial states with at least one lepton.
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Fig. 14: Upper panel: the invariant mass distribution in e+e− production at a 100 TeV hadron collider.
In the left plot, the transverse momentum of the leptons must satisfy a pe
±
T ≥ 10 GeV cut, while in the
right plot the pT selection requirement is pe
±
T ≥ 100 GeV and in addition there is a rapidity acceptance
requirement of |ηe± | ≤ 4. The center panels shows the relative contribution of each initial state, while
the lower panel shows the corresponding PDF uncertainty in each case.
channels compared to the quark and gluon initiated channels for 100 TeV processes. A more refined
phenomenological study of these processes would require to include the NLO EW corrections, which in
general cannot be neglected. The interplay between photon-initiated processes and NLO EW corrections
have been studied, among others, in [74] for neutral current Drell-Yan and [75] for WW production, as
well as in [76] for squark-antisquark production.
We start by considering the case of the production of an electron-positron pair at
√
s = 100 TeV.
At leading order we have the usual quark-antiquark annihilation diagram (neutral current Drell-Yan), and
in the presence of EW corrections we also need to account for the photon-photon electron-positron initial
states. Similarly, also µ+µ− and τ+τ− initial states can contribute to the corresponding final states. Each
initial state leads to a different contribution to the MX invariant mass distributions: qq¯ has a s-channel
diagram, γγ has t-and u-channel diagrams, while the e+e− initial state has s- and t-channel diagrams.
These three partonic processes yield LO cross sections of O(α2), thus they all contribute to the same
order in the perturbative expansion.
In Fig. 14 we show the invariant mass distribution of the lepton pair in neutral Drell-Yan production
at a 100 TeV hadron collider for me+e− ≥ 5 TeV. We also investigate how the results are modified in the
presence of realistic acceptance cuts. In the left plot of Fig. 14, the transverse momentum of the leptons
must satisfy a pe
±
T ≥ 10 GeV cut, while in the right plot the pT selection requirement is pe
±
T ≥ 100 GeV
and in addition there is a rapidity acceptance requirement of |ηe± | ≤ 4. The center panels shows the
relative contribution of each initial state, while the lower panel shows the corresponding PDF uncertainty
in each case.
We see that in the case of loose (and unrealistic) acceptance cuts, left plot of Fig. 14, the contribu-
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Fig. 15: Same as Fig. 14, now we showing the total integrated cross-section above a minimum value of
the invariant mass of the dilepton pair mmin. The leptons are required to have a transverse momentum
pe
±
T ≥ 100 GeV and to lie in the rapidity range |ηe
± | ≤ 2.5 (4.0) in the left (right) plot.
due to the fact that the partonic cross-section for the e+e− → e+e− process with massless electrons has
a collinear divergence for electrons collinear to the beam pipe. However, once a reasonable acceptance
cuts in the lepton transverse momentum pe
±
T ≥ 100 GeV and in their rapidity |ηe
± | ≤ 4, the contribution
of the `+`− initial state is strongly suppressed (right plot).
Note also that, even for realistic acceptance cuts, the photon-photon initiated contribution is ≥
10% for all the range in invariant mass, although with very large associated uncertainties, and thus
is mandatory to include it in any precision calculation. Part of this effect is the consequence of the
relative behaviour of the MX -differential luminosities shown in the left panel of Fig. 13 where the Φγγ
luminosity is relatively less suppressed as compared to Φqq¯ at large invariant masses. Moreover, the qq¯-
channel receives an additional kinematic suppression due to s-channel diagrams that are instead absent
in the γγ-channel. We also note that the γγ contribution is affected by very large PDF uncertainties,
but these will have been greatly reduced before the start of the operations of the FCC thanks to the full
exploitation of the constrains from the LHC data [14].
In Fig. 15 we show the total integrated cross-section for the production of a dilepton pair at
√
s =
100 TeV with invariant mass above a given thresholdmmin. The final-state leptons are required to have a
transverse momentum pe
±
T ≥ 100 GeV and to lie in the rapidity range |ηe
± | ≤ 2.5 (4.0) in the left (right)
plot. Given the integrated luminosities expected at the FCC, we see that one can expect sizable rates of
dilepton events with invariant masses above 20 TeV. As in Fig. 14, the contribution of the lepton PDFs
is negligible once the calculation is restricted to the experimentally accessible region. At the highest
possible invariant masses, the contribution from the γγ initial state could be as large as that from the qq¯
initial state, although current uncertainties on the photon PDF are still too large to draw any definitive
conclusion.
Next we turn to the production of electroweak gauge boson pairs at 100 TeV, in particular, we con-
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Fig. 16: Same as Fig. 14 for the production of W+W− pairs at a 100 TeV hadron collider. In the left
plot we have not imposed any acceptance cut, while in the right plot the rapidity of the electroweak gauge
bosons is required to satisfy |ηW± | ≤ 4.
at 100 TeV can be found in Sect. 8 of this report. In the calculation, we keep the W boson stable so
that we can estimate the effects due only to the `+`− luminosity, as opposed to also the matrix-element
enhancements. In Fig. 16 we show the differential distributions for the invariant mass of the di-boson
pair mW+W− using the same format as for di-lepton production in Fig. 14. In the left plot we have
not imposed any acceptance cut, while in the right plot the rapidity of the electroweak gauge bosons is
required to satisfy |ηW± | ≤ 4.
First of all, we observe that also for W+W− production the contribution from the lepton PDFs
can be safely neglected, as was the case in di-lepton production. On the other hand, the photon-initiated
contribution dominates over the quark-antiquark annihilation for mW+W− ≥ 7.5 TeV in the case of
realistic selection cuts. One should however take into account that this γγ contribution is affected by
very substantial PDF uncertainties for all the relevant range of mW+W− values.
As in the case of di-lepton production, the increase of the relative importance of the γγ channel
for large mW+W− is consistent with the behaviour of the Φγγ and Φqq¯ luminosities shown in Fig. 13.
Again, no suppression from s-channel diagrams is present in γγ → W+W− production, leading to a
further relative enhancement with respect to the qq¯ channel at high mW+W− . On the other hand, in the
γγ-channel the W bosons are produced more peripherally than in the qq¯-channel. Therefore, the cut
in pseudorapidity reduces the relative impact of the γγ channel, but it does not modify the qualitative
conclusions.
In Fig. 17 we show a similar comparison as that in Fig. 16, but now plotting the total integrated
cross-section above a minimum value of the invariant mass of the W+W− pair mmin, rather than the
cross-section per bin. The rapidity of the W bosons is restricted to lie in the |ηW± | ≤ 2.5 (4.0) region
in the left (right) plot. Therefore, the rates for di-boson production will be substantial even for invariant
masses as large as mmin ' 20 TeV, specially if also hadronic decay channels can be reconstructed.
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Fig. 17: Same as Fig. 16, now showing the total integrated cross-section above a minimum value of
the invariant mass of the W+W− pair mmin. The rapidity of the W bosons is restricted to lie in the
|ηW± | ≤ 2.5 (4.0) region in the left (right) plot.
contributions to electroweak processes at a 100 TeV hadron collider. We find that both for Drell-Yan and
for WW production, the contribution from the γγ initial state is comparable to that from qq¯ annihilation
within the large uncertainties of the former. While the photon-initiated contribution currently is affected
by large PDF uncertainties, this should not be a major issue at the FCC since these uncertainties can be
substantially reduced using the information from available and future LHC measurements. We also find
that, provided realistic acceptance cuts are imposed, the contribution from lepton-initiated processes is
as expected completely negligible.
3.6 Electroweak gauge bosons as massless partons
For processes that involve energies much greater than the electroweak scale, it might be more adequate
to treat massive electroweak gauge bosons as massless partons, in a way similar to what can be done
with heavy quarks; see Sect. 3.4. The justification to consider EW bosons as initial-state partons at very
high energies is discussed in more detail in Sect. 5.4, where relevant technical issues are addressed. In
this section, we present instead some preliminary results for the effects of including weak gauge bosons
as massless partons into the DGLAP evolution equations for parton distributions.
Electroweak evolution equations are substantially more involved than their QED and QCD coun-
terparts; see [77] and references therein. However, one can obtain a first approximation of their effects
by studying the fixed-order splitting rates of quarks into W and Z bosons. This approach, which gener-
alizes the usual Weizsäcker-Williams calculation for collinear photon radiation off a relativistic charge,
is known as the effective W approximation [78, 79]. Note that this approximation formally breaks down
when the interference between transverse and longitudinal polarizations is important [78]. Sub-dominant
contributions to this approximation include power corrections of O(M2W/Z/Q2) [80] as well as higher-
order perturbative QCD [80, 81] and EW corrections [80].
One major novelty is the appearance of longitudinal polarization modes. For radiation of a W
27
boson off an unpolarized light quark q in the initial state, carrying an energy fraction z ≡ EW /Eq, in
the limit where EW  mW the leading-order transverse and longitudinal W content of the proton [78]





























Up to the different gauge couplings CV and CA, the expressions for the Z boson radiation off quarks are
identical [78, 79]. It should be mentioned though that in some cases, interference with photon emissions
might become sizable, requiring a coherent mixed-state treatment [77].
The scale Q appearing in Eq. (9) in the logarithm for transverse emission is a maximum (space-
like) virtuality cutoff or transverse momentum cutoff, typically set by the scale of the hard process in
which the W is participating. For Q  MW , the logarithm asymptotically diverges, necessitating
collinear resummation, in close analogy with massless gauge theories. Numerically, the impact of this
resummation at FCC energies has not yet been assessed. In this respect, the interplay with QCD evolution
might be particularly important, as the quark PDFs that source the heavy vector PDFs does evolve appre-
ciably between O(100 GeV) and O(10 TeV). The integrated longitudinal structure function in Eq. (9),
by contrast, does not contain a logarithm. This is because longitudinal emission off of massless fermions
is only possible at transverse momentum scales of order MW , and does not receive further contributions
as we integrate out to higher momentum scales. This behavior is a manifestation of the Goldstone Boson
equivalence theorem [82,83]: when the transverse momentum becomes much larger than the weak scale,
longitudinal gauge bosons act like Goldstone bosons, and thus decouple from light fermions.
Fixed-order (unresummed) weak boson PDFs for the proton can be obtained by a convolution of
the above distributions with the standard quark PDFs,
















Note that in performing this procedure, the energy fractions of the electroweak gauge bosons are implic-
itly bounded from below by MW /Eq, else the effective W approximation is not valid. In Eq. (10) we
have also allowed for independent factorization scales for the quarks and for the vector boson. Due to
the strong-ordering effect, we must have QW ≥ Qq.
For transverse vector bosons, QW should be evaluated near the hard process scale. To the ex-
tent that the fixed-order approach is adequate, also choosing Qq near the hard process scale is naively
appropriate. However, since quarks of a given virtuality can only source vectors at larger virtualities,
there is intrinsically some error implicit in this choice. Similarly, a choice Qq ∼ MW would miss po-
tentially O(10%–100%) corrections from QCD evolution. The best scale choice of Qq for a fixed-order
treatment of the electroweak PDFs likely lies somewhere in between. For longitudinal vectors there is
less ambiguity. Since they are only resolved out of the quarks at Q ∼ MW , quark PDFs evaluated near
MW are likely adequate. As explained above, the longitudinal structure functions fW0∈q do not contain
explicit scale dependence. In the following we will for simplicity set Qq = QW for transverse bosons,
and Qq = MW for longitudinal.



































where τ ≡ s/S is the ratio between the partonic √s and hadronic √S center-of-mass energies squared.
































Fig. 18: Partonic luminosities, dL/dτ Eq. 11, for a hadronic center-of-mass energy of
√
S = 100 TeV,









We compare the standard qq′ luminosity with the luminosities involving photons and electroweak gauge
bosons.































































In Fig. 18, we represent the parton luminosities Eq. (11) for various initial states at a 100 TeV
hadron-hadron collider. We include as well the photon PDF, derived analogously to the transverse W
PDF, using an effective virtuality cutoff at Λγ =
√
1.5 GeV2 ≈ 1.22 GeV, and again ignoring possible
coherence effects with Z emission within the region Q >∼ MZ . Note that below the cut-off Λγ , the
PDF should be matched with the non-perturbative intrinsic photon PDF [62, 84, 85], see Sect. 3.5 for a
discussion of recent determination non-perturbative photon PDF. For most of the luminosities, a common
factorization scale of Q2 = s/4 is used, with
√
s the partonic CoM energy. For the longitudinal W , we
choose to use instead Q2 = M2W . In Fig. 19 we also show the ratio the various partonic luminosities
shown in Fig. 18 between center-of-mass energies of 100 TeV and 14 TeV. Note also that the photon-
initiated luminosities can be substantially enhanced once the non-perturbative photon PDF γ(x,Q20) is
taken into account.
One immediate observation from comparing the WTγ and WTWT luminosities is their similarity.
That transverse weak bosons begin to appear on the same footing as photons is a manifestation of the
restoration of EW symmetry. The longitudinal bosons are sourced from the quarks as described above
without a logarithmic enhancement, and hence with individual splitting rates that are log(s/4m2W ) ∼
29
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Fig. 19: Ratio of the various partonic luminosities shown in Fig. 18 between center-of-mass energies of
100 TeV and 14 TeV.
O(3− 10) times smaller than their transverse counterparts at multi-TeV energies. This leads to O(10−
100) times smaller luminosities.
For the vector-boson-fusion (VBF) process initiated by the longitudinal bosons, the electroweak
PDF approach effectively integrates out the usual forward tagging jets, treating them as part of the
“beam”. This of course becomes progressively more justifiable at higher partonic CM energies, as the
tagging jets with pT ∼ MW will appear at extremely high rapidities, and may anyway become a less
distinctive feature to discriminate against backgrounds in the presence of copious QCD initial-state ra-
diation at similar values of the transverse momentum. From a practical perspective, the ability to treat
VBF as a 2 → 2 process rather than 2 → 4 would significantly reduce the computational burden for
event simulation. The tagging jets can then be resolved using the usual initial-state radiation machinery,
appropriately adapted for this unique electroweak splitting process. In particular, merging with a matrix
element description for higher pT may remain important for obtaining a detailed understanding of central
jet vetoes. Nonetheless, this might still be simplified to a 2 → 3 scattering question by exploiting the
electroweak PDFs.
Similar considerations apply to other processes involving longitudinal weak bosons in the initial
state, such as the production of heavy top- or bottom-partners through W0b or Z0b fusion. The elec-
troweak PDF approach may also be useful for new physics processes involving initial-state transverse
bosons, such as resonant production of a heavy graviton or enhanced continuum scattering from higher-
dimensional operators. In particular, due to the large SU(2)L non-abelian self-coupling, collinear-
enhanced secondary radiation of weak bosons from the initial state may become relevant at the level
of 10’s of percent. Subtly, emissions of this type will affect not only the energy spectrum of the initial
weak bosons, but also their isospin composition. These effects can only be efficiently captured in the
fully interleaved QCD+EW DGLAP evolution.
3.7 High-energy resummation of PDF evolution
When Bjorken-x is small enough, logarithms of the form lnk 1/x in the DGLAP splitting functions
and in partonic matrix elements become numerically large, and might hamper the standard perturbative
expansion. In principle these logarithms should thus be resummed to all orders in the strong coupling
αS(Q
2) for those processes that probe the small-x region. On the other hand, so far there is no conclusive
evidence for the onset of high-energy resummation in HERA or LHC data, though the recently reported
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instability of QCD fits to the legacy HERA combination in the small-x and Q2 region is certainly tan-
talizing [21, 86, 87]. As summarized in Fig. 1, the FCC will probe small values of x for many relevant
processes, and thus it is important to assess the importance of such logarithms and of their resummation
in the context of FCC phenomenology. It is the purpose of this section to provide a qualitative estimate
of the size and impact of high-energy resummation for a 100 TeV hadron collider.
These small-x logarithms arise from radiation of highly energetic gluons, and appear as single
logarithms of the form αnS ln
k x with k ≤ n to all orders n in αS . In the MS scheme, or a variant
of this scheme often considered in small-x resummation called Q0MS, both the PDF evolution (in the
singlet sector) and the partonic coefficient functions are affected by small-x logarithmic enhancement.
Therefore, to properly account for small-x resummation effects, refitting PDFs with resummed splitting
functions and coefficient functions is mandatory. This is very important, because for many processes
most of the resummation effect is expected to come from the resummation in PDF evolution, which
is always leading in the singlet sector, while resummation of coefficient functions starts at NLLx for
processes which are quark initiated at tree level.
Small-x resummation is based on the fundamental kt factorization theorem [88–92], valid in the
high-energy limit s  Q2. It generalises the standard collinear factorization to the case of off-shell
initial-state partons, and reduces to it in the on-shell limit. Resummation of small-x logarithms in the
evolution of parton distribution can be achieved using the duality between the complementary BFKL
and DGLAP evolutions, which describe the evolution of the PDFs in x and Q2 respectively, both deriv-
able from the high-energy factorization. This duality can be exploited to resum to all orders in αS
singular small-x contributions to the DGLAP gluon anomalous dimensions up to NLLx [93]. Obtaining
perturbatively stable and reliable resummed anomalous dimensions requires the addition of some extra
ingredients, namely the resummation of anti-collinear contributions [94, 95] and resummation of sub-
leading running coupling contributions [96–98]. Finally, resummation of quark anomalous dimensions
and coefficient functions can be performed (to the lowest non-trivial logarithmic order) from high-energy
factorization [92, 99].
Despite the fact that the formalism for consistently resumming DGLAP anomalous dimensions as
well as the coefficient functions for the main processes entering a PDF fit has been available for quite
some time, no global PDF analysis has been performed including the effects of small-x resummation.21
Therefore, unfortunately no consistent application of NLLx small-x resummation to hadron collider
phenomenology has been performed.22 Part of the reason for this resides in the complexity of the small-
x resummation formalism which makes a reliable numerical implementation challenging.
Ongoing work [101] aims at providing resummed anomalous dimensions and coefficient functions
through a fast C++ code named HELL (standing for High Energy Large Logarithms). This code has been
interfaced to the APFEL [50] PDF evolution package, which is then able to perform DGLAP evolution
with LLx and NLLx small-x resummation matched to the fixed order LO and NLO. Ongoing develop-
ments aim at including also the small-x resummation of deep-inelastic coefficient functions in HELL and
thus also in APFEL. Once the implementation has been finalized, it will be possible to perform for the
first time fully consistent PDF fits with small-x resummation; preliminary results obtained in the context
of the NNPDF methodology [102] are reported below.
It is possible to estimate the effect of small-x resummation at a 100 TeV collider as follows. We
show in Fig. 20 how the gluon (left plot) and the quark singlet (right plot) PDFs are modified when
performing fixed NLO DGLAP evolution as compared to resummed NLO+NLLx evolution. The initial
condition for the evolution is the NNPDF30_nlo_as_0118 set at Q0 = 2 GeV, which is evolved upwards
in Q2 using APFEL+HELL up to a typical electroweak scale Q = 100 GeV. Recall from Fig. 1 that at the
FCC, for Q = 100 GeV, the kinematic region down to x ' 10−5 will be probed (assuming a rapidity
coverage of |y| . 4).
21See also Ref. [100] for a study of the impact of small-x resummation in the MRST fits.
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Fig. 20: Gluon (left) and the total quark singlet (right) PDFs obtained evolving the
NNPDF30_nlo_as_0118 PDFs from an initial scale Q0 = 2 GeV up to the EW scale Q = 100 GeV
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Fig. 21: Left plot: ratio of the gluon (solid red) and quark singlet (dashed blue) PDFs evolved with
resummed NLO+NLLx evolution to the same input PDF evolved with fixed-order NLO evolution at
Q = 100 GeV. In this case the input PDF set at Q0 = 2 GeV is NNPDF3.0 NLO. We also show the 68%
CL PDF uncertainty band for the numerator of this ratio. Right plot: same comparison, now using as
input a preliminary DIS-only NNPDF fit performed using the resummed NLO+NLLx splitting functions
in the DGLAP evolution, resulting in different input PDFs at the initial parametrization scale Q0.
In Fig. 21 (left) we show the corresponding ratio of the gluon and quark singlet PDFs evolved
with resummed NLO+NLLx evolution to the same PDF evolved with fixed-order NLO evolution at
Q = 100 GeV. In this comparison, we also include the 68% CL uncertainties, to compare them with the
shift induced by the small-x resummation effects. We observe a sizable effect of reducing the gluon and
quark singlet PDFs, by approximately −20% for x . 10−6, but also by as much as −5% at intermediate
values of x ' 10−3.
However, we note that in general refitting the PDFs with resummed evolution and coefficient
functions will modify also the PDFs at the input parametrization scale, partially compensating some
of the observed differences. Therefore, the actual effects of small-x resummation will be different as
compared to what Fig. 21 indicates; in fact, fitted resummed PDFs could even be larger than their fixed-
order counterparts for some values of x. To illustrate this point, in Fig. 21 (right) we show a similar
comparison as in Fig. 21 (left), but now using as input boundary condition for the evolution a preliminary
NNPDF DIS-only small-x resummed fit. In this preliminary small-x fit, DGLAP evolution has been
performed with NLO+NLLx DGLAP splitting functions rather than the standard NLO ones used in
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fixed-order fits (but coefficients functions are still fixed-order NLO). As compared to using NLO PDFs
as input, we observe that, when using a (partially) consistent resummed PDF set as input, the suppression
at small-x appears to be reduced, and a moderate enhancement of the PDFs at intermediate x is found,
followed by a further suppression at large-x. While all these results are very preliminary, Figs. 20–21
strongly suggest that the small-x resummation effects will be relevant for precision physics at a 100 TeV
collider.
It is also useful to estimate the potential impact of small-x resummation effects for physical ob-
servables at the FCC. To do so, we consider the effect of resummed PDFs on a process which is directly
sensitive to the medium and small-x gluons, namely Higgs production in gluon fusion. We define
Rh ≡ σNLO(NLO+NLLx PDFs)
σNLO(NLO PDFs)
(14)
to be the ratio of the NLO cross section obtained with resummed NLO+NLLx PDFs to the NLO cross
section obtained with NLO PDFs. In absence of fully consistent fitted resummed PDFs, we use the same
approximate strategy used above of evolving with resummed NLO+NLLx anomalous dimensions the
NLO PDFs from Q0 = 2 GeV up to the Higgs mass (mh = 125 GeV).
We find that Rh ' 0.96 for the LHC at 13 TeV while Rh ' 0.89 for the FCC at 100 TeV.
Consistently with Fig. 21, the cross section is reduced by a sizable amount, −4% at LHC and −11% at
FCC, where the larger effect at the FCC arises because the gluons fusing into the Higgs are on average at
smaller x. Using refitted resummed PDFs will of course modify these estimates, most likely reducing the
effect of the resummation, or even giving an enhancement of the cross section. Indeed, if one repeats the
exercise using the preliminary fitted PDFs, the effect turns out to be an enhancement of +0.5% at LHC
and of +7% at FCC. None of these estimates is fully reliable, however they clearly show that small-x
resummation will have a sizable impact at FCC. Note that for the specific case of Higgs pair production
in gluon fusion, one should also consistently resum the small-x logarithms in the partonic cross section:
the effect of this resummation has not been studied yet, but the small-x contributions are known to be
non-negligible for high collider energies [103], and will be another fundamental ingredient for precision
phenomenology at FCC.
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4 Global event properties23
Unlike hard SM and BSM probes, which target small fractions of the total pp cross section, the aim
with minimum-bias (MB) physics studies is to examine highly inclusive event samples, subject only
to detector-acceptance limits and minimal trigger conditions (hence the name “minimum bias”24). The
absence of any explicit requirement of hard activity implies that the particle production in such events
is dominated by soft and semihard QCD processes. On the soft side, given the extended composite
nature of hadrons, even at asymptotically large energies, a non-negligible fraction of inelastic p-p in-
teractions involve “peripheral” scatterings with small transverse momentum transfer, described in terms
of a Pomeron (P) contribution, identified perturbatively with a colour-singlet multi-gluon exchange, re-
sponsible for diffractive dissociation. Elastic and diffractive scatterings account for a noticeable fraction,
about a third, of the total p-p cross section at high energies. In the semihard domain, at increasingly
larger c.m. energies the inelastic cross section receives major contributions from the region of low par-
ton fractional momenta (x = pparton/phadron), where the gluon distribution rises very fast. As a mat-
ter of fact, at
√
s = 100 TeV the partonic cross section saturates the total inelastic cross section (i.e.
σpQCD ≈ σinel ≈ 100 mb) at momenta much larger than ΛQCD, pT ≈ 10 GeV/c (see e.g. [104]). Such a
“divergent” behaviour (taking place well above the infrared regime around ΛQCD ≈ 0.2 GeV) is solved
by reinterpreting this observation as a consequence of the increasing number of multiparton interactions
(MPI) occurring in a single p-p collision. The energy evolution of such MPI and low-x effects is im-
plemented phenomenologically in all MCs through a transverse momentum cutoff p⊥0 of a few GeV
that tames the fastly-rising 1/p4T minijet cross section (e.g., in PYTHIA the cutoff is introduced through a
multiplicative 1/(p2T + p
2
⊥0)
2 factor). This p⊥0 regulator is commonly defined so as to run with c.m. en-
ergy following a slow power-law (or logarithmic) dependence, closely mimicking the “saturation scale”
Qsat that controls the onset of non-linear (gluon fusion) effects saturating the growth of the PDFs as
x → 0 [105]. Last but not least, all MC generators, both based on pQCD or Reggeon Field Theory
(RFT) alike, use parton-to-hadron fragmentation approaches fitted to the experimental data – such as
the Lund string [106], area law [107] or cluster hadronisation [108] models – to hadronise the coloured
degrees of freedom once their virtuality evolves below O (1 GeV).
Closely connected to multiparton interactions is the “underlying event” (UE) activity denoting the
global enhancement of softer particle production that accompanies the hardest partonic interactions in
the event, contributing a “pedestal” term to jet energies and reducing particle isolation. Finally, for high-
luminosity colliders, the additional “pileup” events that are recorded in the same bunch crossing as a
primary triggered event are essentially unbiased25, hence the determination of pileup characteristics also
falls under the minimum-bias physics program.
Notwithstanding the challenges posed by understanding and modelling semihard and non-
perturbative dynamics, very large minimum-bias event samples can typically be accumulated in a matter
of days, allowing for excellent high-statistics studies of a large range of physical observables which in
turn furnish important constraints on phenomenological QCD models, hypotheses, and fits. The ques-
tions asked are often rather simple, such as: what does the average collision look like? and how sizable
are the event-to-event fluctuations? Indeed, the charged-particle multiplicity distribution is typically the
first physics measurement that a new collider experiment publishes. But importantly, the tails of distri-
butions are also coming under increasing scrutiny, in particular towards large multiplicities and by using
rare particles (such as ones containing multiple strange quarks, or c and b quarks) as tracers of the under-
lying physics mechanisms. The term “minimum bias” is perhaps then slightly misleading. Nonetheless,
23Editors: D. d’Enterria, P. Skands
24A “minimum-bias” trigger typically relies on hits in a set of forward detectors to ensure that at least a minimal amount
of observable activity was produced. If hits are required on both sides of the event, the term “non-single-diffractive” (NSD)
is also sometimes used. Triggers with zero bias are also possible, typically provided by a simple synchronisation with the
bunch-crossing clock — hence a zero-bias sample can include some empty events where nothing actually happened.
25Note however, that a trigger event accompanied by an upwards fluctuation in pileup activity, is more likely to pass a given
jet p⊥ trigger threshold than the same event accompanied by a low pileup level, hence the bias is not completely zero.
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since these studies still do not rely on any conventional “hard trigger”, we retain the term MB as a catch-
all phrase, including also diffractive and elastic scattering as well as more exclusive (biased) subsets of
the MB data sample.
4.1 Minimum bias collisions
The general-purpose Monte Carlo (MC) models used in high-energy collider physics, such as
PYTHIA 6 [109], PYTHIA 8 [41], HERWIG ++ [110], and SHERPA [111], are fully based on a pQCD frame-
work which then incorporates soft diffractive scatterings in a more or less ad hoc manner. In contrast,
MC models commonly used in cosmic-ray physics [29] such as EPOS [112–114], QGSJET 01 [115,116],
QGSJET-II [117–120] and SIBYLL [121], as well as PHOJET [122–124] and DPMJET [125, 126] mostly
used for collider environments, are based on simple quantum field-theory principles –such as unitarity
and analyticity of scattering amplitudes as implemented in the RFT model [127]. The latter MCs start
off from a construction of the hadron-hadron elastic scattering amplitude to determine the total, elastic
and inelastic (including diffractive) cross sections, extended to include hard processes via “cut (hard)
Pomerons” (also known as “parton ladder”) diagrams. In this section, we compare the basic properties of
the MB observables characterising the final states produced in proton-proton collisions at
√
s = 100 TeV,
predicted by pQCD- and RFT-based hadronic interaction models [128].
The basic ingredients of the PYTHIA 6 and 8 event generators are leading-order (LO) pQCD 2→ 2
matrix elements, complemented with initial- and final-state parton radiation (ISR and FSR), folded with
PDFs (interfaced here via the LHAPDF v6.1.6 package [129]), and the Lund string model [106] for parton
hadronisation. The decomposition of the inelastic cross section into non-diffractive and diffractive com-
ponents is based on a Regge model [130]. For the minimum-bias studies we use the PYTHIA event gener-
ator in two flavours: the Fortran version 6.428 [109], as well as the C++ version PYTHIA 8.170 [131]. We
consider two different “tunes” of the parameters governing the non-perturbative and semi-hard dynam-
ics (ISR and FSR showering, MPI, beam-remnants, final-state colour-reconnection (CR), and hadronisa-
tion). For PYTHIA 6.4 we use the Perugia 2011 tune (MSTP(5)=350) [42], while for PYTHIA 8 we use the
Monash 2013 (Tune:ee=7; Tune:pp=14) [28]. Both sets of parameters (Table 3) have been obtained
from recent (2011 and 2013 respectively) analysis of MB, underlying-event (UE), and/or Drell-Yan data
in p-p collisions at
√
s = 7 TeV.
Version Tuning Diffraction Semihard dynamics Initial state Final state
p⊥0(7 TeV) power b PDF p-p overlap CR hadr
6.428 Perugia 2011 Regge [130] 2.93 GeV 0.265 CTEQ5L exp(−r1.7) moderate Lund model
8.170 Monash 2013 Improved [132] 2.28 GeV 0.215 NNPDF2.3 LO exp(−r1.85) moderate Lund model
Table 3: Comparison of the various ingredients controlling the non-perturbative and semihard (MPI,
saturation) dynamics in the two PYTHIA MCs used in this work. See text for details.
For the initial state, PYTHIA 6 (Perugia 2011) uses the CTEQ5L parton densities [133] and
PYTHIA 8 (Monash) the more recent NNPDF2.3 LO set [62]. For the description of the transverse parton
density, both models use a proton-proton overlap function proportional to exp(−rn), with slightly differ-
ent exponents (n = 1.7 and 1.85 respectively). The Perugia-2011 choice results in a slightly broader p-p
overlap function which thereby enhances the fluctuations in the number of MPI relative to the Monash-
2013 choice. The perturbative MPI cross sections are suppressed below a regularisation scale, p⊥0,
whose evolution with c.m. energy is driven by a power law,
p2⊥0(s) = p
2
⊥0(s0) · (s/s0)b , (15)
with the parameters quoted in Table 3 (with
√
s0 = 7 TeV). Given that the generation of additional
parton-parton interactions in the UE is suppressed below p⊥0, a higher scaling power b implies a slower
increase of the overall hadronic activity. Thus, the Monash tune results in a slower evolution of p⊥0,
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yielding larger MPI activity at 100 TeV compared to the Perugia tune. The treatment of diffraction has
improved in PYTHIA 8 compared to 6, by viewing a diffractive system as a Pomeron-proton collision
which can include hard scatterings subject to all the same ISR/FSR and MPI dynamics as for a “normal”
parton-parton process [132, 134]. For the final-state, the two tunes have strong final-state colour
reconnections (implemented through different models [41,135,136]), which act to reduce the number of
final-state particles (for a given p⊥0 value), or, equivalently, lower the p⊥0 value that is required to reach
a given average final-state multiplicity. The Lund hadronisation parameters for light- and heavy-quarks
have been updated in PYTHIA 8 compared to PYTHIA 6 by refitting updated sets of LEP and SLD
data [28].
The RFT-based models used in this work differ in various approximations for the collision config-
urations (e.g. the distributions for the number of cut Pomerons, and for the energy-momentum partition
among them), the treatment of diffractive and semihard dynamics, the details of particle production from
string fragmentation, and the incorporation or not of other final-state effects (Table 4). Whereas the RFT
approach is applied using only Pomerons and Reggeons in the case of QGSJET-II and PHOJET, EPOS ex-
tends it to include partonic constituents [137]. In the latter case, this is done with an exact implementation
of energy sharing between the different constituents of a hadron at the amplitude level. The evolution
of the parton ladders from the projectile and the target side towards the center (small x) is governed by
the DGLAP equations [138–140]. For the minijet production cutoff, PHOJET uses dependence of the
form p⊥0(s) ∼ p⊥0 + C · log(
√
s), whereas EPOS and QGSJET-II use a fixed value of p⊥0. The latter
resums low-x effects dynamically through enhanced diagrams corresponding to multi-Pomeron interac-
tions [117, 141, 142]. In that framework, high mass diffraction and parton screening and saturation are
related to each other, being governed by the chosen multi-Pomeron vertices, leading to impact-parameter
and density-dependent saturation at low momenta [143]. LHC data were used to tune the latest QGSJET-
II-04 release [120] shown here. EPOS on the other hand, uses the wealth of RHIC proton-proton and
nucleus-nucleus data to parametrise the low-x behaviour of the parton densities in a more phenomeno-
logical way [112] (correcting the P amplitude used for both cross-section and particle production). The
EPOS MC is run with the LHC tune [114] which includes collective final-state string interactions which
result in an extra radial flow of the final hadrons produced in more central pp collisions. Among all the
MC models presented here, PHOJET is the only one which does not take into account any retuning using
LHC data (its last parameter update dates from year 2000).
Model (version) Diffraction Semihard dynamics Final state
p⊥0 evolution
EPOS-LHC [114] effective diffractive P 2.0 GeV power-law corr. of P area law hadronisation + collective flow
QGSJET-II-04 [117–119] G.-W. [144] + P cut-enhanced 1.6 GeV enhanced P-graphs simplified string hadronisation
PHOJET 1.12 [122, 123] G.-W. [144] 2.5 GeV p⊥0(s) ∝ log(
√
s) hadronisation via PYTHIA 6.115
Table 4: Comparison of the main ingredients controlling the non-perturbative and semi-hard dynamics
present in the RFT-based event generators used in this work.
The results are presented, in the case of PYTHIA 6 and 8, for primary charged particles, defined
as all charged particles produced in the collision including the products of strong and electromagnetic
decays but excluding products of weak decays, obtained by decaying all unstable particles26 for which
cτ < 10 mm. For the RFT MCs, unless stated otherwise, the results correspond to the primary charged
hadrons (with the same cτ requirement) but without charged leptons which, nonetheless, represent a very
small correction (amounting to about 1.5% of the total charged yield, mostly from the Dalitz pi0 decay).
Unless explicitly stated, no requirement on the minimum pT of the particles is applied in any of the
results presented.
26PYTHIA 6.4: MSTJ(22)=2,PARJ(71)=10. PYTHIA 8: ParticleDecays:limitTau0 = on,
ParticleDecays:tau0Max = 10.
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4.1.1 Inelastic pp cross section
The most inclusive quantity measurable in p-p collisions is the total hadronic cross section σtot and its
separation into elastic and inelastic (and, in particular, diffractive) components. In both PYTHIA 6 and
8, the total hadronic cross section is calculated using the Donnachie-Landshoff parametrisation [145],
including Pomeron and Reggeon terms, whereas the elastic and diffractive cross sections are calcu-
lated using the Schuler-Sjöstrand model [130]. The predictions for the inelastic cross sections in p-p
at
√
s = 100 TeV, obtained simply from σtot − σel, yield basically the same value, σinel ≈ 107 mb,
for both PYTHIA 6 and 8. The RFT-based MCs, based on P amplitudes, predict slightly lower values
σinel = 105.4, 104.8, 103.1 mb for EPOS-LHC, QGSJET-II and PHOJET respectively. The
√
s dependence
of the inelastic cross section predicted by all models is shown in Fig. 22 together with the available
data from p-p¯ (UA5 [146], E710 [147] and CDF [148]) and p-p (ALICE [149], ATLAS [150, 151],
CMS [152, 153], TOTEM [154]) colliders, as well as the AUGER result at
√
s = 57 TeV derived from
cosmic-ray data27 [155]. Interestingly, all model curves cross at about
√
s ≈ 60 TeV, and predict about
the same inelastic cross section at the nominal FCC-pp c.m. energy of 100 TeV. A simple average among
 (GeV)s10


























Fig. 22: Inelastic p-p cross section σinel as a function of c.m. energy in the range
√
s ≈ 10 GeV–
500 TeV. Experimental data points at various collider and cosmic-ray energies [146–155] are compared
to the predictions of EPOS-LHC, QGSJET-II-04, PHOJET 1.12, and PYTHIA (both 6.428 and 8.17 predict
the same dependence). The red box indicates the average prediction of all models at 100 TeV.
all predictions yields σinel(100 TeV) = 105.1 ± 2.0 mb, whereas larger differences in the energy evo-
lution of σinel appear above the
√
s ≈ 300 TeV, i.e. around and above the maximum energy observed
so far in high-energy cosmic rays impinging the Earth atmosphere [29]. The expected increase in the
inelastic p-p cross section at FCC(100 TeV) is about 45% compared to the LHC results at 13 TeV
(σinel = 73.1 ± 7.7 mb [151] from ATLAS, and preliminarily 71.3 ± 3.5 mb [153] from CMS).
4.1.2 Particle and energy pseudorapidity densities
Figure 23 shows the distribution of charged particles produced per unit of pseudorapidity, as a function
of pseudorapidity (dNch/dη) in p-p collisions at 100 TeV, as predicted by the different models. About
10 charged particles are produced at midrapidity at FCC-pp. The left plot shows the so-called “non
single-diffractive” (NSD) distribution, mimicking the typical experimental requirement of a two-arm
trigger28 with particles in opposite hemispheres to eliminate backgrounds from beam-gas collisions and
27Note: AUGER measures p-Air cross sections and extrapolates to p-p via a Glauber model.
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Fig. 23: Distributions of the pseudorapidity density of charged particles in non single-diffractive (left)
and inelastic (right) p-p collisions at
√
s = 100 TeV, predicted by different hadronic MC generators.
cosmic-rays. Such NSD topology reduces significantly the detection rate of (single) diffractive colli-
sions characterised by the survival of one of the colliding protons and particle production in just one
hemisphere. The right plot shows the inclusive inelastic distribution which, including lower-multiplicity
diffractive interactions, has a smaller average number of particles produced. At midrapidity (η = 0), all
models (except PHOJET) predict very similar number of hadrons produced. Taking a (non-weighted)
average of all the predictions (except PHOJET which is systematically lower by ∼40%), we obtain:
dN
NSD
ch /dη|η=0 = 10.8 ± 0.3 and dNch/dη|η=0 = 9.6 ± 0.2. However, at forward rapidities (equiv-
alent to small x ≈ pT/
√
s · e−η) PYTHIA 6 and PHOJET predict noticeably “thinner” distributions than
the rest, due to lower underlying gluon densities at scales around p⊥0, than those from the NNPDF 2.3
LO set used in PYTHIA 8 [28]. A significant fraction of the particles produced issue from the fragmen-
tation of partons from semihard MPI, the hardest partonic collision in the MB event producing only a
small fraction of them. The fact that PHOJET misses about ∼40% of the particles yields is indicative of
missing multiparton contributions in this Monte Carlo generator.
The energy dependence of the charged hadron pseudorapidity density at η = 0 predicted by the
different models in the range
√
s = 10 GeV–700 TeV is presented in Fig. 24 compared to the existing
NSD (left panel) and inelastic (right panel) data measured at Spp¯S (UA1 [156], and UA5 [157]), Tevatron
(CDF [158, 159]) and LHC (ALICE [160, 161], ATLAS [162] and CMS [163]) colliders. As aforemen-
tioned, the NSD selection has central densities which are about 15% larger than those obtained with the
less-biased INEL trigger, which has less particles produced on average as it includes (most of) diffractive
production. All models (except PHOJET, whose results are not actually trustable beyond
√
s = 75 TeV)
more or less reproduce the available experimental data up to LHC, and show a very similar trend with√
s up to FCC energies. Beyond 100 TeV, however, EPOS-LHC tends to produce higher yields than the
rest of MCs.
The FCC experiments aim at fully tracking coverage in the central |η| < 5 region. The total
number of charged particles expected in the tracker system is obtained by integrating the dNch/dη distri-
butions over that interval, which yields an average of N
ch
(∆η=10) ≈ 100. For the expected FCC pileups,
in the rangeO (200− 1000), this value implies that the trackers would sustain on average a total number
of 20–100 thousand tracks per bunch crossing. Such a value is of the same order of magnitude as a single
central Pb-Pb collision at LHC energies [165], and thus perfectly manageable for the high-granularity
FCC tracker designs. Further integrating the dNch/dη distributions over all pseudorapidities, one ob-
tains the total number of charged particles produced in an average p-p collision at 100 TeV. The EPOS,
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Fig. 24: Evolution of the charged particle pseudorapidity density at midrapidity, dNch/dη|η=0, as a
function of collision energy,
√
s, for non-single diffractive (left) and inelastic (right) p-p collisions. The
data points show existing collider data [156, 157, 162–164]. The vertical line indicates the FCC energy
at 100 TeV.











) = 103 (111).
The plots in figure 25 show the energy density as a function of pseudorapidity. The left plot shows
the distribution for total energy, and the right one for the energy carried by charged particles above a
minimum pT = 100 MeV/c. PHOJET predicts the lowest energy produced at all rapidities (consistent
with the lower particle yields produced by the model) whereas PYTHIA 8 predicts the highest. At η = 0,
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Fig. 25: Distribution of the energy pseudorapidity density of all particles (left) and of charged particles
with pT > 0.1 GeV/c (right) in inelastic p-p collisions at
√
s = 100 TeV, predicted by the different MCs
considered in this work.
the total energy produced per unit rapidity is dE/dη = 9.9, 12.2, 12.6, 13.7 and 15.6 GeV for PHOJET,
QGSJET-II, PYTHIA 6, EPOS-LHC and PYTHIA 8 respectively. The same values at the forward edges
of typical detector coverages (|η| = 5) are dE/dη ≈ 410, 525, 670, 700 and 760 GeV for PHOJET,
PYTHIA 6, QGSJET-II, EPOS-LHC and PYTHIA 8 respectively. The trend for PYTHIA 6 is to predict a
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Fig. 26: Per-event charged particle probability (within |η| < 1) in inelastic p-p collisions at√s = 100 TeV:
full distribution (right), zoom at low multiplicities P(Nch) < 5) (left).
smaller relative increase of energy density as a function of rapidity compared to the rest of models due,
again, to a more relatively depleted underlying gluon density at the increasingly lower x values probed
at forward η.
4.1.3 Multiplicity distribution
The multiplicity distribution P(Nch), i.e. the probability to produce Nch charged particles in a p-p event,
provides important differential constraints on the internal details of the hadronic interaction models.
Figure 26 shows the distribution for charged particles produced at central rapidities (|η| < 1) in inelastic
p-p collisions at the FCC. The tail of the P(Nch) distribution (left) gives information on the relative
contribution of multiparton scatterings (multi-Pomeron exchanges), whereas the low multiplicity part
(right) is mostly sensitive to the contributions from diffraction (single Pomeron exchanges). The different
MCs predict quite different distribution in both ends of the spectrum. The RFT-based models EPOS-LHC
and QGSJET-II both predict higher yields at very low (Nch < 3) and very high (Nch > 100) particle
multiplicities, whereas PYTHIA 6 and 8 feature higher yields in the intermediate region Nch ≈ 30–80,
and PHOJET has a very similar P(Nch) distribution to PYTHIA but clearly produces much fewer particles
at intermediate and high multiplicities, compared to the rest of models (which is, again, indicative of
missing MPI contributions in this MC).
4.1.4 Transverse momentum distribution
Figure 27 (left) shows the pT-differential distributions of charged particles at midrapidity (|η| < 2.5)
in NSD p-p collisions at FCC(100 TeV) predicted by all models except PHOJET. All spectra have been
absolutely normalised at their value at pT ≈ 0.5 GeV to be able to easily compare their shapes. Both
PYTHIA 6 and 8 feature the largest yields at the high-pT end of the distributions (not shown here),
QGSJET-II features the “softest” spectrum, whereas EPOS shows higher yields in the region pT ≈ 1–
5 GeV/c, due to collective partonic flow boosting the semihard region of the spectra, but then progres-
sively falls below the pure-pQCD PYTHIA MC generators. The PHOJET spectrum has a more convex
shape, being comparatively depleted at intermediate pT ≈ 1–3 GeV/c but rising at its tail. Studying the√
s-evolution of the average pT of the spectra provides useful (integrated) information. At high energies,
the peak of the perturbative cross section comes from interactions between partons whose transverse mo-
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Fig. 27: Left: Transverse momentum spectrum in p-p collisions at
√
s = 100 TeV predicted by the
different MCs considered in this work (absolutely normalised at a common value at pT ≈ 0.5 GeV/c).
Right: Evolution of 〈pT〉 at midrapidity as a function of c.m. energy
√
s. Data points show existing
collider results [156, 159, 163, 166, 166, 167], and the vertical line indicates the FCC(100 TeV) energy.
into hadrons. As explained in the introduction, PYTHIA and PHOJET MCs have an energy-dependent pT
cutoff that mimics the power-law evolution of Qsat, while EPOS and QGSJET-II have a fixed pT cutoff
and the low-x saturation dynamics is implemented through corrections to the multi-Pomeron dynamics.
The different behaviors are seen in the
√
s-evolution of the average pT shown in Fig. 27 (right). All
MCs, except QGSJET-II, predict a (slow) powerlaw-like increase of 〈pT〉 with energy. Both PYTHIA 6
and 8 –whose dynamics is fully dominated by (mini)jet production– predict a higher 〈pT〉 than the rest of
models, yielding 〈pT〉 ≈ 0.82 GeV/c at FCC(100 TeV) to be compared with 0.71 and 0.67 GeV/c from
EPOS-LHC and QGSJET-II respectively. Above
√
s ≈ 20 TeV, QGSJET-II predicts a flattening of 〈pT〉
whereas the EPOS-LHC evolution continues to rise due to the final-state collective flow which increases
the 〈pT〉 with increasing multiplicity.
4.1.5 Minimum bias summary
In summary, the global properties of the final states produced in hadronic interactions of protons at
center-of-mass energies of the Future Hadron Collider, have been studied with various Monte Carlo
event generators used in collider physics (PYTHIA 6, PYTHIA 8, and PHOJET) and in ultrahigh-energy
cosmic-rays studies (EPOS, and QGSJET-II). Despite their different underlying modeling of hadronic
interactions, their predictions for proton-proton (p-p) collisions at
√
s = 100 TeV are quite similar
(excluding PHOJET, whose parameters have not been improved with the available collider data in the last
15 years). Table 5 lists the predictions of these basic kinematical observables for all MCs considered.
The averages of all MC predictions (except PHOJET) for the different observables are: (i) p-p inelastic
cross sections σinel = 105 ± 2 mb (to be compared with σinel ≈ 72 mb at the LHC(13 TeV), i.e., a





) = 150 (170) ± 20, (iii) charged particle
pseudorapidity density at midrapidity dNch/dη|η=0 = 9.6± 0.2 (to be compared with the LHC(13 TeV)
result of dNch/dη|η=0 = 5.4 ± 0.2, i.e., an increase of ∼80%), and dNNSDch /dη|η=0 = 10.8± 0.3 for the
NSD selection, (iv) energy density at midrapidity dE/dη|η=0 = 13.6 ± 1.5 GeV, and energy density
at the edge of the central region dE/dη|η=5 = 670 ± 70 GeV, and (v) average transverse momenta at
midrapidities 〈pT〉 = 0.76± 0.07 GeV/c (to be compared with = 0.55 ±0.16 at the LHC(8 TeV), i.e., a
∼40% increase). The per-event multiplicity probabilities P(Nch), have been also compared: EPOS-LHC
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PYTHIA 6 PYTHIA 8 EPOS-LHC QGSJET-II PHOJET Average?




) 131 (150) 160 (170) 161 (184) 152 (172) 101 (121) 150 (170) ± 20
dNch/dη|η=0 9.20± 0.01 10.10± 0.06 9.70± 0.16 9.10± 0.15 6.90± 0.13 9.6± 0.2
dN
NSD
ch /dη|η=0 10.70± 0.06 10.90± 0.06 11.10± 0.18 10.30± 0.17 7.50± 0.15 10.8± 0.3
dE/dη|η=0 (GeV) 12.65± 0.07 15.65± 0.02 13.70± 0.02 12.2± 0.02 9.9± 0.01 13.6± 1.5
dE/dη|η=5 (GeV) 525± 4 760± 1 700± 1 670± 1 410± 1 670± 70
P(Nch < 5) 0.28 0.22 0.35 0.36 0.25 –
P(Nch > 100) 3.3 · 10−3 0.011 0.025 0.018 10−5 –
〈pT〉 (GeV/c) 0.80± 0.02 0.84± 0.02 0.71± 0.02 0.67± 0.02 0.73± 0.02 0.76± 0.07
Table 5: Comparison of the basic properties of particle production in p-p collisions at
√
s = 100 TeV,
predicted by PYTHIA 6 and 8, EPOS-LHC, QGSJET-II, and PHOJET: Inelastic cross section σinel; total
charged multiplicities (N
ch
), and pseudorapidity charged particle densities at midrapidity (dNch/dη|η=0)
for inelastic and NSD selections; energy densities at midrapidity (dE/dη|η=0), and at more forward
rapidities (dE/dη|η=5); typical values of the charged multiplicity probabilities P(Nch) (over |η| < 1)
for low and high values of Nch; and mean charged particle transverse momentum 〈pT〉 over |η| < 2.5.
The quoted uncertainties on the individual predictions are just the MC statistical ones. The last column
indicates the average of all MCs (except PHOJET)? for each observable, with uncertainties approximately
covering the range of the predictions.
and QGSJET-II both predict higher yields at very low (Nch < 3) and very high (Nch > 100) particle
multiplicities, whereas PYTHIA 6 and 8 feature higher yields in the intermediate region Nch ≈ 30–80.
These results are useful to estimate the expected detector occupancies and energy deposits from pileup
collisions at high luminosities of relevance for planned FCC detector designs.
4.2 Underlying event in high-pTtriggered events
The fact that hard jets (or more generally, high-p⊥ triggered events of any kind) are accompanied by a
global “pedestal” of additional particle production, called the “underlying event” (UE), has been known
since the days of UA1 [168]. It originates from the same additional parton-parton interactions (or cut
Pomerons, depending on the language) as those that drive the tail towards large multiplicities in MB
events. However, the imposition of a hard trigger biases the event selection towards events with many
MPI (each of which has a chance to be the trigger reaction). Average particle multiplicities and ET sums
in the UE are therefore typically several times larger than in MB events at the same c.m. energy.
The average properties of the UE have been well established by measurements at RHIC, the Teva-
tron, and LHC, and are generally well reproduced by MC models that include hard (perturbative) QCD
interactions and MPI. We here consider extrapolations to 100 TeV of several recent UE tunes of HERWIG
7 [110, 169] (version 3.0) and PYTHIA 8 [41] (version 8.215), which incorporate slightly different MPI
models, described below. To facilitate comparisons between the MB and UE results presented in this
study, we choose one of the PYTHIA 8 tunes to be the same (Monash 2013) as in the plots in the previous
subsection.
The amount of transverse energy associated with the UE is relevant to a broad range of studies,
since it enters as an additive term in jet energy calibrations. Independently of the details of jet algo-
rithms and calibration techniques, the average ET density (per unit ∆η ×∆φ) furnishes a salient basic
characterisation of the UE level, and we take this as our main observable for this study. The relative im-
provement obtainable from calibration techniques that take the in-situ (per-event) UE level into account
can be estimated from the event-by-event fluctuations, which are sizable (larger than a naive Poissonian√〈ET 〉) at the LHC [170]. Thus we also include the standard deviation of the ET density. To put these
results in a tracking context, we also include results for the charged-track densities and the average track
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p⊥. We do not attempt to include an estimate of the inhomogeneities in the UE distribution within each
event.
We consider a fictitious detector spanning |η| < 6 (which can roughly be considered the “central”
rapidity plateau at 100 TeV energies, spanning the seagull-shaped peak of the dNch/dη distribution,
cf. the preceding subsection) and use the conventional “Transverse Region” to define the UE phase space,
covering the azimuth range 60◦ < |∆φ| < 120◦ with respect to the highest-p⊥ track in the event. Within
the transverse region, we include all stable charged final-state particles, <, subject to two different p⊥
cuts, at 100 and 500 MeV respectively. These cuts are carried over from the ATLAS study this analysis is
modelled on [170]. The lower one includes the peak of soft particle production with transverse momenta
p⊥ ∼ ΛQCD while the higher one focuses on the tail with p⊥ > ΛQCD.
These observables are intended to give a first idea of what the UE may look like at 100 TeV, for
detector-design and physics-analysis / jet-calibration estimation purposes. They do not address the more
detailed physics studies of the UE dynamics that could be possible at 100 TeV. It is nonetheless worth
emphasising that an increasing number of such studies are now being undertaken at the LHC, driven by
tantalising hints of non-trivial global hadronisation effects in p-p collisions which go beyond the ability
of most current models to describe. Among the most intriguing observations are the appearance in high-
multiplicity p-p collisions of qualitative features that are traditionally associated with collective / flow-
like effects and/or with an increased energy scale for particle production. Examples are the CMS “ridge”
effect [171], the by now well-established gradual increase of 〈p⊥〉 with multiplicity, and the seemingly
increased rates of strangeness and baryon production, relative to models that correctly describe equivalent
observables in e+e− environments (see, e.g., the plots available on mcplots.cern.ch [172]). We expect
that an analogous fruitful programme of new measurements exploring the UE dynamics in further detail
can be carried out at 100 TeV. From the point of view of detector design, we note that hadron-flavour
dependence (and hence particle identification capability) has emerged as a powerful tool [173–182] to
disentangle the trends along axes of mass, strangeness, spin, and baryon number.
4.2.1 MC Models
The current MPI model in HERWIG 7 includes hard [183] (similar to the JIMMY [184] package) and
soft components [185] of multiple partonic interactions as well as improved colour reconnection mod-
els [186]. The main parameters of the model are pmin⊥ which sets a transition scale between the hard and
soft (non-perturbative) components, µ which can be interpreted as the inverse radius of the proton (gov-
erning the difference in matter overlap between central and peripheral p-p collisions), and preco which
parametrises the probability of colour reconnection. The value of pmin⊥ is allowed to vary with c.m. en-
ergy according to the same power law as in PYTHIA, eq. (15), and, in fact, it is pmin⊥,0 and b that are fit to
data, with E0 = 7 TeV. (Note that pmin⊥ is the only parameter in HERWIG 7 which varies explicitly with
the energy, similarly to the case in PYTHIA.) The detailed description of how the MPI parameters were
fitted to the experimental data can be found in [187]. The most recent and default tune of HERWIG 7.0
(H7-UE-MMHT) gives a good description of the underlying event data from Tevatron’s lowest energy
point [188],
√
s = 300 GeV to the LHC’s [170] highest
√
s = 13 TeV (although the LHC’s highest
energy UE data [189] was not used for the tune). Therefore, we use H7-UE-MMHT as “the best” predic-
tion of HERWIG 7 for 100 TeV UE analysis. For comparison we also show results of an older HERWIG
++ tune UE-EE-4.
In PYTHIA 8, there is no sharp distinction between soft and hard MPI [190]; instead there is a
single eikonalised p⊥-ordered framework, with interleaved evolution [191] of parton showers and MPI.
The baseline implementation in PYTHIA 8 is described in [192]. Similarly to HERWIG, the main model
parameters are: 1) an IR regularisation scale for the QCD 2 → 2 cross section, p⊥0; 2) a parameter
governing the assumed transverse shape of the proton mass distribution, and 3) a parameter controlling
the strength of final-state colour reconnections. In the original PYTHIA modeling [190], the energy
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Fig. 28: pp collisions at 100 TeV. Pre-
dictions for the transverse-region charged-
particle Σp⊥ density, with p⊥ch >
100 MeV (top left) and p⊥ch > 500 MeV
(top right) cuts. The bottom right-hand
plot shows the event-by-event fluctuations
as measured by the standard deviation for
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parameter, with a power b = 0.16 in eq. (15) motivated by a cross section scaling like s0.08. This p⊥0
scaling was ruled out by Tevatron measurements [193] as producing a too fast growth of the UE with
c.m. energy, though it was occasionally retained for variations. Modern tunes have b values in the range
0.21 − 0.26. The Monash 2013 tune [28] uses a relatively low value, b = 0.215 (see table 3), and this
was left unchanged in the ATLAS A14 tune [194]. Preliminary comparisons at 13 TeV [189] indicate
continued good agreement, though a slightly higher scaling power around b = 0.23 (resulting in a slower√
s scaling of UE and MB quantities) may be preferred. In this study, we include the baseline Monash
2013 and A14 tunes, as well as a “Fast Scaling” variant of the Monash tune that uses the old b = 0.16
scaling power, for a conservative upper-limit estimate of the extrapolated activity.
4.2.2 Results: UE Extrapolations to 100 TeV
In fig. 28, we show the HERWIG and PYTHIA extrapolations to 100 TeV for the summed charged-particle
p⊥ density in the transverse region, as defined above, focusing on the region p⊥lead < 20 GeV in
which the transition to the UE plateau occurs. The top left- and right-hand plots show the two different
charged-particle p⊥ cuts, while the bottom right-hand one shows the standard-deviation fluctuations
for the p⊥ch > 500 MeV cut. Given the order-of-magnitude extrapolation in c.m. energy, there is a
remarkable level of agreement between the central models (i.e., excluding the extreme Fast Scaling one),








(per unit ∆η∆φ) = 2.7± 0.4 GeV , (17)
within slightly inflated 15% uncertainties, and the Fast Scaling variant defining conservative upper-limit
densities of 4.4 and 3.6 GeV, respectively. Note that the total summed p⊥ in the transverse region
rises slowly with jet p⊥, and that including both charged and neutral particles would result in numbers
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Fig. 29: pp collisions at 100 TeV. Pre-
dictions for the transverse-region charged-
particle density, with p⊥ > 100 MeV
(top left) and p⊥ > 500 MeV (top right)
cuts. The bottom right-hand plot shows
the event-by-event fluctuations as mea-
sured by the standard deviation for the
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We emphasise that there is some arbitrariness whether to use the lower or higher cut to estimate UE
contributions to jets. For the charged component, particles with p⊥ < 500 MeV typically do not make
it to the calorimeter and hence do not contribute to calorimetric energy measurements. On the other
hand, low-p⊥ neutral particles (including photons) may or may not be absorbed in the inner detector. A
phenomenology calculation could therefore well use the lower cut (assuming experimental results will
be corrected for loss effects) while a calorimeter study could use some combination of the two.
For comparison, the Snowmass study in [195], which considered extrapolations to 100 TeV using
the latest set of “Perugia 2012” tunes [42] of the PYTHIA 6 event generator [109] (version 6.428), found,
for a reference sample of 100-GeV dijets, in the region |η| < 2.5, a neutral+charged p⊥ density in the
transverse region of 4.4± 0.45 GeV. Translated to the phase-space region studied here, this prediction is
somewhat lower than the ones above, consistent with the Perugia 2012 tune’s higher p⊥0 scaling power
b = 0.24.
Finally, we note that the small bumps on the HERWIG 7 curves at very low plead are due to the
colour structure of soft MPI and will be addressed in the next release.
The charged-particle densities shown in fig. 29 exhibit a larger spread between the models. In
particular for the soft end of the spectrum, highlighted by the top left-hand plot, the H7 UE-MMHT
model predicts the same density as the Fast Scaling PYTHIA tune, 30% above the level of the other
models. In the right-hand plot, however, with the p⊥ cut of 500 MeV, the H7 UE-MMHT level drops
down to that of the other central tunes, while the Fast Scaling PYTHIA tune remains above. Interestingly,
the H7 UE-EE-4 level is lower, but its fluctuations higher, than those of H7 UE-MMHT. We note that the
former has a smaller inverse proton size, µ2 = 1.11 compared to UE-MMHT µ2 = 2.30.
The final plot in fig. 30 displays a remarkable agreement on the average p⊥ of charged particles.
Despite the underlying model differences, and the significant uncertainties surrounding aspects such as
colour reconnections, the predictions are virtually indistinguishable, the only exception being the H7
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Fig. 30: pp collisions at 100 TeV. Predictions for the transverse-region average p⊥ of charged particles
for the p⊥ > 500 MeV cut.
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5 Inclusive vector boson production
The production of W and Z bosons is a valuable probe of both EW and QCD dynamics. The total
production rate of W± (Z0) bosons at 100 TeV is about 1.3 (0.4) µb. This corresponds to samples of
O(1011) leptonic (e, µ) decays per ab−1. The production properties are known today up to next-to-next-
to-leading order (NNLO) in QCD, leading to a precision of the order of the percent. A detailed discussion
of the implications of this precision, and of the possible measurements possible withW and Z final states
at 100 TeV, is outside the scope of this review, also because the LHC has only started exploiting the full
potential of what can be done with them (for a recent review, see Ref. [196]). We shall therefore focus
here on documenting some basic rates and distributions, to show the extreme kinematical configurations
that may be accessed at 100 TeV, and to highlight some of the novel features of EW interactions that will
emerge at these energies.
5.1 InclusiveW/Z rates and distributions
First of all, we compute the PDF uncertainties in the inclusive cross-sections (and their ratios) for
electroweak gauge boson production at both 14 TeV and 100 TeV. We use the NNLO inclusive cal-
culation of Ref. [197] as implemented in the VRAP code. We compare the results from four modern
PDF sets: ABM12 [20], CT14 [18], MMHT14 [19] and NNPDF3.0 [17]. These four NNLO sets have
αs(MZ) = 0.118, except ABM12 for which the native value is αs(MZ) = 0.1132. The PDF sets are
accessed via the LHAPDF6 interface.
In Table 6 we show the total NNLO inclusive cross-sections (including the leptonic branching
fractions) and the corresponding percentage PDF uncertainties for weak gauge boson production at the
LHC 14 TeV. We also indicate the shift in the central cross-section of the different PDFs as compared to
a reference cross-section, which here is taken to be that of NNPDF3.0 NNLO. The corresponding results
at 100 TeV are shown in Table 7. We observe a substantial increase on the PDF systematics when going
from 14 TeV to 100 TeV, specially for NNPDF3.0 but also for CT14 and MMHT14.
14 TeV
NNPDF3.0 CT14 MMHT14 ABM12
σ(nb)± δpdf σ/σref σ(nb)± δpdf σ/σref σ(nb)± δpdf σ/σref σ(nb)± δpdf σ/σref
W+ 12.2 ±2.3% 1 12.4 ±2.4% 1.01 12.5 ± 1.5% 1.02 12.7 ± 1.2% 1.04
W− 9.1 ±2.4% 1 9.2 ±2.3% 1.02 9.3 ±1.5% 1.03 9.3 ±1.2% 1.03
Z 2.0 ±2.2% 1 2.1 ±2.2% 1.01 2.1 ±1.6% 1.02 2.1 ±1.2 % 1.00
W+/W− 1.4 ±0.8% 1 1.3 ±2.4% 1.00 1.3 ±1.5% 1.00 1.4 ±1.2 % 1.01
W/Z 10.5 ±0.4% 1 10.5 ±1.4% 1.00 10.5 ±0.9% 1.00 10.5 ±0.7% 1.00
Table 6: The PDF uncertainties for the NNLO inclusive cross-sections for weak gauge boson production at
the LHC 14 TeV. We also indicate the shift in the central cross-section of the different PDFs as compared to a
reference cross-section, which here is taken to be that of NNPDF3.0. The calculation has been performed with the
VRAP code. The leptonic branching fractions have been included in the calculation.
100 TeV
NNPDF3.0 ABM12 CT14 MMHT14
σ(nb)± δpdf σ/σref σ(nb)± δpdf σ/σref σ(nb)± δpdf σ/σref σ(nb)± δpdf σ/σref
W+ 77.0 ±13.1% 1 74.9±7.2% 0.97 71.8 ±4.8% 0.93 74.1 ±2.0% 0.96
W− 63.4 ±8.5% 1 62.9 ±5.9% 0.99 61.3 ±3.6% 0.97 62.2 ±2.0% 0.98
Z 14.1 ± 7.9% 1 13.9 ±5.7% 0.99 13.7 ±3.7% 0.97 13.9 ±2.0% 0.98
W+/W− 1.2 ±4.3% 1 1.2 ±7.1% 0.98 1.2 ±4.8% 0.97 1.2 ±2.0% 0.98
W/Z 9.9 ±2.9% 1 9.9 ±3.9% 1.00 9.7 ±2.6% 0.98 9.8 ±1.1% 0.99
Table 7: Same as Table 6 now for
√
s = 100 TeV.
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To investigate the impact of realistic acceptance cuts, we have used MCFM v7.0.1 to compute the
NLO cross-sections (using NNLO PDFs) including the decays of the gauge bosons. We have considered
three different cases for the final-state cuts:
– No cuts
– LHC cuts: plT ≥ 20 GeV, |ηl| ≤ 2.5
– FCC cuts: plT ≥ 20 GeV, |ηl| ≤ 5
In addition, jets are reconstructed with the anti-kt algorithm with R = 0.4, but no cuts are imposed on
the kinematics of this jet. The results are summarized in Table 8, where we show the production cross-
sections and the corresponding percentage PDF uncertainties for weak gauge bosons at 14 TeV and 100
TeV with different kinematical cuts on the final state particles. The calculation has been performed at
NLO with MCFM v7.0.1, using the NNPDF3.0 NNLO PDF set. We observe that PDF uncertainties are
reduced if the rapidity of the final-state leptons is restricted to the central region, indicating that the
increase of PDF errors from 14 to 100 TeV arises from the forward region, sensitive to the poorly-known
small-x PDFs.
NNPDF3.0 NNLO
σ(pp→ V → l1l2) [nb] (±δpdfσ) 14 TeV 100 TeV
No cuts LHC cuts No cuts LHC cuts FCC cuts
W+ 12.2 (2.2%) 6.5 (2.2%) 77.3 (13.1%) 28.3 (3.3%) 54.3 (6.5%)
W− 9.2 (2.3%) 4.9 (2.3%) 64.3 (8.9%) 27.2 (3.3%) 45.5 (4.0%)
Z 2.1 (2.1%) 1.5 (2.1%) 14.5 (7.7%) 8.3 (3.3%) 12.8 (5.0%)
Table 8: The production cross-sections for weak gauge bosons at 14 TeV and 100 TeV, including the leptonic
decays, with different kinematical cuts on the final state particles, see text for more details. We provide both the
total cross-section and the corresponding percentage PDF uncertainty. The calculation has been performed at NLO
with MCFM v7.0.1, using the NNPDF3.0 NNLO PDF set.
Fig. 31: Left: rapidity acceptance for leptons from inclusive W production and decay, for pT thresholds
of 20 and 100 GeV. Right: inclusive lepton pT spectrum.
At 100 TeV, gauge bosons will have a rather broad rapidity distribution and, as shown in the left
plot of Fig. 31, more than 50% of the leptons with pT > 20 GeV will be produced at |η| > 2.5 (w.r.t.
∼ 30% at 14 TeV). Even leptons with pT > 100 GeV will have a large forward rate, with about 40% of
them at |η| > 2.5 (∼ 10% at 14 TeV). Their pT spectrum will also extend to large values, as shown in
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the right plot of Fig. 31. The largest fraction of these high-pT leptons will arise from W ’s produced at
large pT , in association with jets.
We focus now on the charged lepton rapidity distributions. In pp collisions rapidity distributions
are forward-backward symmetric and only the positive (or negative) the rapidity range needs to be shown.
The W+ bosons are produced at larger rapidities and with a larger production rate than the W− bosons.
This is because the production of W+ (W−) bosons is mainly controlled by ud¯ (u¯d) quarks collisions.
The rapidity asymmetry is the result of u(x)/d(x) becoming larger at larger x. The total rate difference
is due to the u quark density being larger than that of the d density (the antiquark u¯ and d¯ densities are
relatively similar, especially at small values of parton momentum fractions). Due to parity violation in
the W boson production and decay, the charged (anti)lepton tends to be produced in the direction of
the initial-state (anti)quark. Therefore `− prefers the direction of the d-type quark, and `+ the direction
of the d¯-type antiquark. The rapidity distribution of charged leptons is therefore the result of opposite
physical effects: the parton densities of the colliding hadrons favour forward production of W+ over
W− bosons, but their decays favour forward emission of `− over `+ leptons. This leads to a peculiar
structure of the leptonic charge asymmetry, which changes sign at some pT -dependent value of rapidity.
In Fig. 32 we show the normalized rapidity distribution of the W± and Z bosons in NLO QCD
computed with the DYNNLO parton level Monte Carlo [198] by using NNPDF3.0 [17] parton densities at
NLO with αS(M2Z) = 0.118. The leptonic charge asymmetry is shown in Fig. 33, for various lepton pT
thresholds. Notice that, while at LHC energies the asymmetry changes sign at η ∼ 2.5 for pT >∼ 20 GeV,
here the zero is shifted to much higher η values, as a result of the much wider boson rapidity spectrum.
The asymmetry is also very small in the central η region, since at 100 TeV, for the values of x relevant
to central W production, the valence component of quark densities is suppressed with respect to the sea,
and thus u(x) ∼ d(x).
Fig. 32: Normalized rapidity distribution of the charged leptons fromW± (left panel) and Z (right panel)
boson decays, at
√
s = 100 TeV. The charged leptons are required to have a minimum pT of 20, 40, 50
and 100 GeV. The error bars reported in the histograms refer to an estimate of the numerical error in the
Monte Carlo integration carried out by the DYNNLO code.
5.2 W/Z boson production at small qT
An observable particularly relevant in W/Z boson production is the transverse-momentum (qT ) distri-
bution of the vector boson. In the large qT region (qT & MV ) QCD corrections are known in analytic
form up to O(α2S) [199–201] and fully exclusive computations of W/Z bosons in association with a jet
are available up to O(α3S) [202, 203].
However the bulk of the W/Z bosons are produced at small qT (qT  MV ) where
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Fig. 33: Leptonic charge asymmetry, for different lepton pT thresholds.








T ) (with 0 ≤ m ≤ 2n − 1) due to soft and/or collinear parton emissions.
At a centre–of–mass energy of 100 TeV about half of W/Z bosons are produced in the region where
qT . 15 GeV. In order to restore the reliability of perturbation theory in the small-qT region, these
logarithmically-enhanced terms have to be systematically resummed to all perturbative orders. The re-
summed and fixed-order predictions can be consistently matched at intermediate values of qT to obtain
a uniform theoretical accuracy in a wide range of transverse momenta.
We consider the processes pp → W± → lνl and pp → Z → l+l at
√
s = 100 TeV centre–of–
mass energy and we compute the transverse-momentum distribution by using the resummation formalism
proposed in Refs. [204–206]. The numerical results are obtained by using the code DYqT, which is based
on the results presented in Refs. [207, 208]. An analogous but more general computation [209], which
includes the full dependence on the final-state lepton(s) kinematics, is encoded in the numerical program
DYRes. We provide predictions at NNLL+NNLO (NLL+NLO) accuracy by using NNPDF3.0 [17] parton
densities at NNLO (NLO) with αS(M2Z) = 0.118 and αS evaluated at 3-loop (2-loop) order. As for the
EW couplings, we use the values quoted in the PDG 2014 [210] within the so called Gµ scheme, where
the input parameters are GF , MZ , MW .
The NLL+NLO and NNLL+NNLO results for the qT spectrum of on-shell W and Z bosons
produced at
√
s = 100 TeV are presented in Fig. 34. The bands provide an estimate of the perturbative
uncertainties due to missing higher-order contributions. The bands are obtained through independent
variations of factorization (µF ), renormalization (µR) and resummation (Q) scales in the range MV /4 ≤
{µF , µR, Q} ≤ 2MV with the constraints 0.5 ≤ µF /µR ≤ 2 and 0.5 ≤ Q/µR ≤ 2. The lower
panels present the ratio of the scale-dependent NNLL+NNLO and NLL+NLO results with respect to the
NNLL+NNLO result at the central value µF = µR = Q = MV /2 of the scales.
The region of small and intermediate values of qT is shown in the main panels of Fig. 34. The
shape of the W and Z qT spectra is qualitatively similar, with the Z spectrum slightly harder than the
W spectrum. Both the W/Z NNLL+NNLO qT spectra are harder than the corresponding spectra at
NLL+NLO accuracy with a sensible reduction of the scale-variation band going from the NLL+NLO to
the NNLL+NNLO band. The NLL+NLO and NNLL+NNLO bands overlap at small transverse momenta
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Fig. 34: The qT spectrum ofW± (left panel) andZ (right panel) bosons in pp collisions at
√
s = 100 TeV.
The bands are obtained by performing {µF , µR, Q} variations (as described in the text) around the central
valueMW /2. The lower panel presents the ratio of the NLL+NLO and NNLL+NNLO bands with respect
to the NNLL+NNLO result at the central value of the scales.
and remain very close by increasing qT . The NNLL+NNLO uncertainty is about ±20% at the peak, it
decreases to about ±6% at qT ' 10− 15 GeV and increases to about ±15% at qT ∼ 50 GeV.
5.3 DY production at large pT and at large mass
The left plot in Fig. 35 shows the integrated pT spectrum of W bosons, from a LO calculation. With
luminosities in excess of 1 ab−1, data will extend beyond 15 TeV. The immense kinematical reach of DY
distributions at 100 TeV is also displayed by the right plot in the same Figure, which shows the integrated
dilepton invariant mass distribution, for one lepton family, with |η`| < 2.5. The DY statistics, with the
anticipated O(20) ab−1, will extend out to M`` ∼ 20 TeV.
Fig. 35: Left: inclusive pT spectrum ofW bosons. Right: Integrated dilepton invariant mass distribution,
for one lepton family, with |η`| < 2.5.
NNLO results have recently become available for the W/Z+jet transverse momentum distribu-
tions [202, 203, 211]. For a gauge boson produced at large pT , there is always at least one jet recoiling
against it, and therefore one can assume that this calculation provides NNLO accuracy for the W/Z
inclusive pT spectrum. The pT (W ) differential distribution at 100 TeV is shown in the left plot of
Fig. 36, which shows also the comparison with the NLO result. The calculation [202] was performed
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T,j and CT14 NNLO PDFs. A minimum
threshold pT > 1 TeV was applied to the leading jet: this biases the W pT spectrum in the region below
O(1.5) TeV, but has no impact above that. On the right of Fig. 36 we show the integrated spectrum of
the leading jet in W+jet events. We notice the huge increase from LO to NLO, due to the appearance at
O(α2s) of processes where two jets recoil against each other, the W being radiated from the initial state
or from one of them (this will be discussed more extensively in the section subsection). The LO jet spec-
trum matches well the result of the W spectrum in the left plot, corresponding to the LO configurations
where the W recoils against a jet. We point out that the NNLO/NLO K factors are very close to one,
suggesting that after inclusion of the new NLO topologies ones has reached a rather stable perturbative
expansion. We also recall that this calculation only includes the QCD effects. For pT beyond the TeV
scale, the effects of virtual EW corrections are known to lead to important corrections [213], as will be
discussed in Section 17.
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Fig. 36: BR(W → eν)× σ(pXT > pXT,min) at NNLO and NLO, with X = W (left) and X = j1 (right)
is the leading jet in W + jet inclusive events. The lowest pJ1T,min entry in the right plot corresponds to
pJ1T,min = 1 TeV. Lower insets: the NNLO/NLO K factors.
5.4 Production of gauge bosons at the highest energies
For processes involving gauge bosons and jets at such large energies, a very interesting new phenomenon
emerges, namely the growth of the gauge boson emission probability from high-pT jets. If we ask what
is the most likely mechanism to produce gauge bosons in final states with at least one multi-TeV jet,
it turns out that this is not the LO QCD process where the gauge boson simply recoils against the jet,
but the higher-order process where it is a second jet that absorbs the leading jet recoil, and the gauge
boson is radiated off some of the quarks [214]. In other words, the parton-level scattering qq → qqV
dominates over qg → qV (for simplicity, we do not show explicitly the possibly different quark flavour
types involved in the processes). The emission probability of gauge bosons in this case is enhanced by
large logarithms of pT,jet/mV , and can reach values in the range of 10% and more, as shown in Fig. 37.
This gives the emission probability for one or more W bosons in events in which there is at least one
jet above a given pT threshold. The kinematical properties of these events are illustrated for various
distributions in Figs. 38 (at LO) and 39 (at (N)NLO). To highlight the kinematical evolution with jet pT
we show results for final states with a jet above 1 TeV, and above 10 TeV. In the case of largest pT , we
see the dominance of events in which the two jets balance each other in transverse momentum, while the
W carries a very small fraction of the leading jet momentum. One third of the W ’s are emitted within
∆R < 1 from the subleading jet, with a large tail of emission at larger angles, due in part to W radiation
from the initial state.
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Fig. 37: Emission probability for additional W bosons in dijet events at large pT .
Fig. 38: Kinematical correlations, at LO, in high-pT jet events withW radiation, for values of the leading
jet pT > 1 and 10 TeV.
The process considered above is just one manifestation of the general fact that, in hard electroweak
interactions at multi-TeV energies, the soft/collinear structure of almost any multi-TeV process can be-
come significantly altered, as the logarithmic enhancements familiar from QED and QCD will become
active for electroweak emissions (see, e.g., [215–219]). Obtaining correct descriptions of the complete
event structure when
√
Sˆ  mW can be then greatly facilitated by incorporating factorization and re-
summation, such as that provided by parton showering and parton distribution functions. In effect, we
will begin to see weak bosons (including the Higgs boson) behaving as nearly-massless partons, in stark
contrast to the conventional perspective in which they are viewed as “heavy” particles. Jets, whether
initiated by QCD processes, electroweak process, or new physics processes, will be found to contain
electroweak splittings with probabilities at the O(10%) level. Similarly, weak bosons can usefully be
thought of as collinear components of the protons, at the same level as gluons and photons.
To develop some intuition of the collinear splitting behavior of electroweak “partons,” it is useful
to first consider a conceptual limit with an unbroken SU(2)×U(1) gauge symmetry with massless gauge
bosons and fermions, supplemented by a massless scalar doublet field φ without a VEV (the would-be
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Fig. 39: Kinematical correlations at (N)NLO in W+jet(s) events, for values of the leading jet pT > 1
and 10 TeV.
Higgs doublet). In this limit, many processes are direct analogs of those in QED and QCD. Fermions
with appropriate quantum numbers may emit (transverse) SU(2) and U(1) gauge bosons with both
soft and collinear enhancements. The SU(2) bosons couple to one another via their non-abelian gauge
interactions, and undergo soft/collinear splittings of the schematic form W →WW , similar to g → gg.
All of the electroweak gauge bosons may also undergo collinear-enhanced splittings into fermion pairs,
similar to g → qq¯ or γ → ff¯ . Beyond these, the major novelty is the introduction of the scalar degrees
of freedom. First, the scalars may themselves radiate SU(2) and U(1) gauge bosons, with soft/collinear
limits identical to their counterparts with fermionic sources. Second, the electroweak gauge bosons can
split into a pair of scalars, again in close analog with splittings to fermion pairs. Third, fermions with
appreciable Yukawa couplings to the scalar doublet can emit a scalar and undergo a chirality flip. Finally,
the scalars can split into collinear fermion pairs.
In the realistic case of spontaneously-broken symmetry, several important changes take place.
Primarily, all of the soft and collinear divergences associated with the above splittings become physically
regulated, effectively shutting off at pT <∼ mW (or mh, mt where appropriate). Roughly speaking, mW
plays a role similar to ΛQCD in the QCD parton shower, albeit with far less ambiguity of the detailed
IR structure since this regulation occurs at weak coupling. Another major difference is the mixing of
the scalar doublet’s Goldstone degrees of freedom into the W and Z gauge bosons, allowing for the
appearance of longitudinal modes. In many cases, the longitudinal gauge bosons behave identically to
the original scalars, as dictated by the Goldstone equivalence theorem [82,83]. For example the splitting
W+T → W+L ZL is, up to finite mass effects, an exact analog of W+T → φ+Im(φ0) in the unbroken
theory. Similarly for longitudinal gauge boson emissions from heavy fermions, such as the equivalence
54
Process P(pT ) P(1 TeV) P(10 TeV)





f → VLf (2× 10−3) log pTmEW 0.5% 1%





VT → VLVT (0.01) log pTmEW 2% 5%
VT → ff¯ (0.02) log pTmEW 5% 10%
VT → VLh (4× 10−4) log pTmEW 0.1% 0.2%





Table 9: An illustrative set of approximate total electroweak splitting rates in final-state showers [220].
between tL → ZLtR and tL → Im(φ0)tR.
But important exceptional cases now also occur for emissions near pT ∼ mW . Most well known,
even a massless fermion exhibits a kind of soft/collinear-enhanced emission of WL and ZL [78, 79].
These emissions have no Goldstone equivalent analog, and are highly power-suppressed for pT >∼ mW .
But the overall population of emissions at the boundary between “broken” and “unbroken” behavior
nonetheless grows logarithmically with the fermion energy. This is formally sub-dominant to the double-
logarithmic growth of transverse emissions, but remains numerically important at multi-TeV energy
scales. Emissions from massless quarks also cause the energetic initial-state protons to act as sources of
longitudinal boson beams, allowing for studies of the high-energy interactions of the effective Goldstone
bosons through weak boson scattering (discussed further below). Similar types of emissions occur in the
splittings of transverse bosons, such as W+T → ZLW+T /ZTW+L .
Table 9 provides a few estimates for total splitting rates of individual final-state particles, including
approximate numerical values for particles produced at pT = 1 TeV and 10 TeV. The SU(2) self-
interactions amongst transverse gauge bosons tend to give the largest rates, quickly exceeding 10% as
the energy is raised above 1 TeV (these rates are slightly lower than those extracted from Fig. 37, since
there an important contribution to W emission came from initial state radiation). This has significant
impact on processes with prompt transverse boson production such as W/Z/γ+jets, and especially on
multiboson production including transverse boson scattering. Generally, it is important to appreciate that
any particle in an event, whether initial-state or final-state, or even itself produced inside of a parton
shower, can act as a potential electroweak radiator. Consequently, the total rate for finding one or more
electroweak splittings within a given event must be compounded, and can sometimes add up to O(1).
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6 V +jets29
In this section we study the associated production of a weak vector boson and jets at a proton-proton
collider with
√
s = 100 TeV and an expected accumulated total integrated luminosity of several ab−1.
Such a collider will allow to explore extreme kinematical configurations for processes like V +many jets
(V = W±, Z), giving yet newer ways to test the Standard Model of particle physics at scales significantly
above the TeV scale. Even more, many new physics scenarios predict enhancements in the production
of vector bosons and jets, and so a clear understanding of SM model predictions is important.
We present here general properties of total and differential cross sections in order to obtain a first
characterisation of the collision environment. Two broad classes of kinematical cuts are explored, called
‘democratic’ and ‘hierarchical’ below. The ‘democratic’ cuts are characterized by imposing a single
minimum jet pT cut on all jets, while ’hierarchical’ cuts impose a very large pT cut on the hardest jet
in the event and keep a softer cut for all other jets. These choices are known to affect the perturbative
behaviour of QCD, and we explore it now in this new high-energy environment. In particular we will be
interested in regions of phase space where the various cuts imply large scale ratios and thereby induce
correspondingly large logarithms.
Because uncertainties largely cancel in ratios of observables, we devote our attention to scaling
properties of jet ratios – for example the behaviour of cross sections in dependence on jet multiplicities,
and ratios between different types of vector bosons. We also explore a number of differential cross
sections, such as integrated pT spectra. Finally, we record parton-distribution function uncertainties on
the processes’ inclusive cross sections.
The predictions are obtained employing a number of current methods. These include primarily
as fixed-order predictions at leading order (LO) and next-to-leading order (NLO) in QCD, but for some
sensitive observables we also establish the impact of parton-shower effects.
6.1 Setup
In our discussion of V +jets results we consider only vector bosons decaying to leptons of the first gen-
eration. Thus the final-state signatures include electrons, electron neutrinos and jets. For Z-bosons the
decay products are explicitly specified being either pairs of electrons or neutrinos, mimicking the missing
signature, while W bosons decay to eνe pairs. We consider in detail five distinct phase-space regions for
these processes, which are defined by ‘basic’, ‘low-democratic’, ‘high-democratic’, ‘low-hierarchical’
and ‘high-hierarchical’ sets of cuts, given in eqs. (18) and in Table 10. The ‘basic’ cuts treat all jets
on equal terms with a minimum jet transverse momentum pminT that it is varied between 50 GeV and
1000 GeV. The labels ‘low’/‘high’ refer to the low and high transverse momentum (pT ) cuts on all fi-
nal state objects, whereas the labels ‘democratic’/‘hierarchical’ refer to a uniform pT cut on all jets or
requiring a distinguished jet with high pT . For simplicity identical pT cuts are applied to charged lep-
tons and missing neutrinos, which are measured as missing energy. We denote the transverse energy of
the jets by pjetT and p
lead−jet
T for the jet with the largest transverse momentum pT . The transverse mo-





T . In general, jets are reconstructed with the anti-kT algorithm with a radius parameter
of R = 0.4, using the FASTJET package [212, 221].
The following cuts on jet- and lepton-pseudo rapidities ηjet,e and on Z mass (Mee) and W trans-
verse mass (MWT ) are common to all five kinematical regions:
rapidity cuts: |ηjet| < 5 , |ηe| < 4
W-bosons: MWT > 40 GeV (18)
Z-bosons: Z → e+e− : 66 GeV < Mee < 116 GeV ,
Z → νeν¯e : ET,miss > 100 GeV ,
29Editors: F. Febres Cordero and F. Krauss
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Phase-space cuts for pp→ Z/W + jets+X





T > 50 GeV p
jet
T > 500 GeV p
jet
T > 50 GeV p
jet
T > 500 GeV
— plead−jetT > 10
2 GeV plead−jetT > 10
3 GeV plead−jetT > 2 · 103 GeV plead−jetT > 104 GeV
pleptonT > 30 GeV p
lepton
T > 30 GeV p
lepton
T > 50 GeV p
lepton
T > 30 GeV p
lepton
T > 50 GeV
Table 10: The five phase-space regions considered. For the ‘basic’ set of cuts pminT will be varied from
50 GeV to 1 TeV.
where the missing transverse energy Emiss is given by the sum of all transverse (anti-)neutrino momenta
ET,miss = | ~p νT + ~p ν¯T |.
6.1.1 Computational setup
For the fixed-order results at leading order (LO), the SHERPA framework [111,222] has been used, in par-
ticular the COMIX matrix-element generator [223]. For calculations at next-to-leading order (NLO) ac-
curacy in the strong-coupling expansion, the combination of the BLACKHAT [224] and SHERPA packages
are used. The virtual matrix elements are provided by the BLACKHAT library. For V +4-jet production
we have employed a leading-color approximation of the one-loop matrix elements 30. The remaining
Born-level, real radiation corrections as well as integration framework is provided by SHERPA. Infrared
subtraction is consistently treated by the Catani-Seymour method [231], automated in SHERPA [232].
For parton-level results including parton-shower effects the multi-jet merging technology of [233,234] is
used, with the parton shower built on Catani-Seymour subtraction kernels as proposed in ref. [235] and
implemented in ref. [236]. Higher-order accuracy is included based on the MC@NLO method [237] in the
version implemented in SHERPA [238,239] and the multi-jet merging at NLO described in refs. [240,241]
are employed. The zero-jet inclusive cross section is obtained in NLO accuracy with the higher-jet
multiplicities being leading order in strong-coupling expansion. All calculations employ the CT14nlo
parton-distribution functions (PDF) for NLO results, and CT14llo for the reference LO results. The
PDFs are accessed through the LHAPDF interface [30]. The PDFs also provides the strong coupling
αS(µ) throughout.
In the fixed-order calculations, the renormalisation scale (µR) and the factorisation scale (µF ) are
chosen identical and defined through,












T,V and NJ is the overall number of jets in the process. Transverse momenta of
the jets are denoted by pjetT,j . For the fixed order LO and NLO QCD results we employ the total partonic
transverse energy,








where NP denotes the total number of final-state partons. The parton momenta are denoted by p
parton
T,i .
We set the renormalization and factorization scales equal and vary them according to µ = µR = µF =
csHˆ
′




2, 2}, to obtain the conventional estimate of the size due to the trun-
cation of the perturbative series.
30 For details of the calculation, the reader is referred to the corresponding articles for the cases of W+jets [225–228] and
Z+jets [229, 230].
57
Standard Model input parameters are defined through the Gµ scheme with
mZ = 91.188 GeV , ΓZ = 2.49 GeV ,
mW = 80.419 GeV , ΓW = 2.06 GeV ,
mH = 125 GeV , ΓH = 0.00407 GeV ,
mt = 175 GeV , Γt = 1.5 GeV ,
Gµ = 1.16639× 10−5 GeV−2 , sin2 θW = 1− m˜2W /m˜2Z , (21)
where m˜2V = m
2
V + iΓVmV . Unstable particles are consistently treated through the complex mass
scheme [242] in all but the NLO calculations, in which the decay products are distributed according to a
Breit–Wigner distribution and real values for all coupling constants are maintained.
6.2 Inclusive cross sections
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LO Cross Sections at 100 TeV for different Jet multiplicities n and minimal Jet pT
Fig. 40: The leading-order cross sections against pminT given by 50 GeV, 100 GeV, 250 GeV and
1000 GeV for the associated production of jets and a Z or W boson decaying into leptons.
In Tables 11 and 12 leading-order cross sections for the production of a weak vector boson V
(V = W± or Z), which decays into a massless lepton pair, in conjunction with up to six jets are shown,
employing the ‘basic’ type of kinematical cuts. The production cross sections are displayed with four
distinct values of pminT varied over the values 50 GeV, 100 GeV, 250 GeV and 1000 GeV. As a function of
pminT total cross sections are reduced by up to four orders of magnitude, but they still reach a few attobarns
for the highest multiplicities. The cross sections range over about 9 orders of magnitude from a few to a
few dozen nanobarns for inclusive production to a few attobarns when the vector bosons are accompanied
by six TeV jets. Even for relatively soft jets with a minimal transverse momentum of 50 GeV, the cross
sections for V +6 jets are still of the order of tens of picobarns. Irrespective of potentially large higher-
order corrections, these first few numbers already indicate that a future
√
s = 100 TeV collider will
58
provide a very busy environment. An obvious result of this is that very large QCD backgrounds, even
at high scales, will render this a challenging environment for searches that involve signatures with many
jets. These findings are condensed in Figure 40, which exhibits the cross sectionW± andZ production in
association with jets, using ‘democratic’ cuts, and in Figure 41, displaying the cumulative cross sections,
including parton shower effects in a simulation invoking also parton showering effects, based on multi-
jet merging technology. In Fig. 42 the p⊥ distribution of the few first jets – if existent – and the W boson
is shown, based on the same simulation. Focusing on the regime of transverse momenta, this figure
suggests that for leading jets with transverse momenta above around a TeV the recoil is mainly provided
by a second jet rather than by the W boson. Such kinematical situations are therefore probably better
identified as a (real) weak correction to QCD dijet production rather than the real QCD correction to
V j-associated production.
pp→W++ n-jet+X pp→W−+ n-jet+X
n/pminT 50 GeV 100 GeV 250 GeV 1000 GeV 50 GeV 100 GeV 250 GeV 1000 GeV
0 40.51(5) nb 34.29(4) nb
1 2617(5) pb 847(1) pb 80.3(1) pb 673(1) fb 2202(4) pb 699(1) pb 62.5(1) pb 443(1) fb
2 1482(8) pb 427(2) pb 60.9(2) pb 1368(6) fb 1199(6) pb 339(1) pb 45.8(1) pb 886(3) fb
3 626(3) pb 125(1) pb 9.94(9) pb 71.2(6) fb 461(4) pb 94.6(9) pb 6.75(6) pb 39.9(3) fb
4 286(1) pb 42.6(2) pb 2166(9) fb 6.65(2) fb 208(1) pb 29.8(1) pb 1390(6) fb 3.51(1) fb
5 128(1) pb 14.1(1) pb 461(3) fb 592(3) ab 89.9(7) pb 9.09(7) pb 276(1) fb 289(1) ab
6 54.9(5) pb 4.67(4) pb 100.3(9) fb 53.3(4) ab 37.2(3) pb 2.94(2) pb 57.4(5) fb 24.8(1) ab
Table 11: Leading-order cross sections for the production of a leptonically decaying W+ or W− in
association with n jets. ‘Basic’ cuts have been employed, with transverse momentum cuts ranging from
pminT = 50 GeV to p
min
T = 1 TeV.
pp→ Z(→ ee¯) + n-jet+X pp→ Z(→ νν¯) + n-jet+X
n/pminT 50 GeV 100 GeV 250 GeV 1000 GeV 50 GeV 100 GeV 250 GeV 1000 GeV
0 8921(8) pb 17619(18) pb
1 696(2) pb 213.8(4) pb 20.04(4) pb 151.7(3) fb 1372(3) pb 421.8(9) pb 39.56(8) pb 300.3(7) fb
2 378(2) pb 106.7(5) pb 14.57(6) pb 293(2) fb 745(4) pb 212(1) pb 28.9(2) pb 580(3) fb
3 151(2) pb 29.0(3) pb 2.24(2) pb 14.2(2) fb 293(3) pb 58.5(6) pb 4.37(4) pb 28.1(3) fb
4 66.8(3) pb 9.54(4) pb 463(2) fb 1280(5) ab 132.1(6) pb 18.7(1) pb 905(4) fb 2509(9) ab
5 28.4(3) pb 3.11(3) pb 95.3(6) fb 109.0(7) ab 56.4(5) pb 6.07(6) pb 186(2) fb 213(2) ab
6 12.1(2) pb 0.98(1) pb 19.4(2) fb < 1 fb 24.4(3) pb 1.95(2) pb 40.2(4) fb < 1 fb
Table 12: Leading-order cross sections for the production of a Z boson decaying either into a lepton or
neutrino pair in association with n jets. ‘Basic’ cuts have been employed with transverse momentum cut
ranging from pminT = 50 GeV to p
min
T = 1 TeV.
6.2.2 Next-to-leading order QCD corrections
In Tables 13-15 we give LO and NLO total inclusive cross sections for vector boson production in asso-
ciation with 1 to 5 jets. We show sensitivity to renormalization and factorization scales as superscripts
and subscripts, respectively. In parenthesis we quote the associated statistical integration error for each
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Fig. 41: The total cross sections for the production of W+ + n-jets (n = 1, ..., 5) as a function of the
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sections of only few attobarns in the case of high-hierarchical cuts. The theoretical control over the cross
section predictions is estimated with a number of indicators: the scale variation dependence, jet ratios
and PDF-uncertainties. In what follows, we discuss the scale variation dependence, but postpone the
discussion of jet ratios and PDF uncertainties to Sections 6.3 and 6.5.
Perturbative calculations depend on the unphysical renormalization and factorization scales due to
the truncation of the perturbative series for the scattering processes. As commonly done, we estimate the
size truncated higher-order terms by varying the renormalization and factorization scales.
In Tables 13-15 the upper and lower scale variation is given super/sub scripts. Renormalization
and factorization are set to equal values and varied simultaneously (see Section 6.1.1). We observe
the expected increase in scale dependence with growing jet multiplicities due to the higher powers in the
strong coupling αS(µ). The linear growth of the scale dependence at LO is significantly reduced at NLO.
The systematic of the scale variation dependence is comparable for the different types of vector bosons.
To summarize the results in the tables: the scale variation dependence reduces at 100 TeV from between
20% to 50% at LO to about 10% at NLO for all non-hierarchical cuts. The case of hierarchical cuts is
perturbatively unstable, as can be seen from cross sections increasing with jet multiplicity at LO, from
the large difference of LO and NLO cross sections, and also from the scale dependence at NLO which
is not as much reduced as in the non-hierarchical cases. Such behavior, however, is not unexpected, as
LO hard matrix element will over estimate rates of soft radiation, which are common in the hierarchical
environment. Nevertheless NLO results give a better description, which can be compared to the jet-ratio
results from the shower predictions results presented in section 6.3.
pp→W−+ n-jet+X
low-democratic (100 TeV)[pb] high-democratic (100 TeV)[fb]





























5 36.4(5)+19.7−12.1 — 2.81(4)
+1.48
−0.92 —





























5 0.204(3)+0.106−0.066 — 0.00165(2)
+0.00089
−0.00055 —
Table 13: Fixed order W− + n-jet + X cross sections. The setup is specified by the
low/high/democratic/hierarchical phase-space regions described in Section 6.1.1. Scale dependence vari-
ation is given in lower and upper limits and the statistical integration errors is given by the number in
parenthesis next to the central value.
To illustrate the stability of the NLO QCD results, in Figures 43 and 44 we show a full set of
scale dependence plots for all kinematical regimes in Z +n-jet production. It is clear that the dynamical
scale choice µ = Hˆ ′T represents a natural scale for all the cuts considered, and even does a good job
over phase space. In Figure 45 we actually show differential cross sections for the pT of the n-th jet in
inclusive W− production. In the bottom panel we show differential LO/NLO ratios together with scale
bands. Except for the well known giant K-factor in the 1 jet bin, all perturbative corrections appear as
mild for configuration with jets with pT of up to 10 TeV. Notice that in the highest bins, cross sections
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Fig. 43: Scale sensitivity for total cross sections with ‘low’ cuts in Z(→ ee)+n-jet production at LO and
NLO. K-factors are shown in the bottom panels. On the left we show cases with ‘low-democratic’ cuts
and on the right with ‘low-hierarchical’.
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Z / γ* + 2 jets + X
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Fig. 44: Scale sensitivity for total cross sections with High cuts in Z+jets production at LO and NLO.
K-factors are shown in the bottom panels. On the left we show cases with ‘high-democratic’ cuts and on
the right with high-hierarchical.
62
pp→W++ n-jet+X
low-democratic (100 TeV)[pb] high-democratic (100 TeV)[fb]





























5 49.3(7)+26.5−16.3 — 5.03(6)
+2.62
−1.64 —





























5 0.39(1)+0.20−0.12 — 0.0052(1)
+0.0028
−0.0017 —
Table 14: Fixed order W+ + n-jet + X cross sections. The setup is specified by the
low/high/democratic/hierarchical phase-space regions described in Section 6.1.1. Scale dependence vari-
ation is given in lower and upper limits and the statistical integration errors is given by the number in
parenthesis next to the central value.
per bin are at the order of few attobarns.
The NLO QCD predictions for the nth-jet pT shown in Figure 45 allow to explore the accessibility
of very hard jets at the
√
s = 100 TeV machine. The threshold for producing a few events with a
single hard jet (considering an integrated luminosity of several inverse attobarns) is around 20 TeV. Not
surprisingly, all these events will be accompanied with a second hard jet, as we can see from inspecting
the tail of the second jet pT . On the other hand, few events will be recorded with three jets (and a weak
vector boson) with more than 5 TeV of pT , and for four jets the threshold is around 3 TeV.
An interesting picture emerges from the hadronic HT distributions shown in Figure 46. The very
large NLO corrections in the W−+ 1jet process is understood by the release of a kinematical constraint
that basically allows the vector boson to be soft in events with large HT . But here we can also see that
quantum corrections tend to increase the HT distributions for samples with two or more jets. Extra jet
radiation is favored in high HT environments, again not surprisingly. This effect is such that for the
larger multiplicities we see that the differential cross sections are quite similar for the n = 2, 3 and 4
in the very high–HT tails. One should then expect a sizable set of events with very large numbers of
jets. In Figure 47 we show the di-jet mass distributions for the pairs (j1, j2) and (j3, j4) in W− + 4-jet
production. For both distributions corrections are generally mild, but shape changes are clear for Mj1j2 .
The radiation steepens the slope of the Mj1j2 spectrum, but events with invariant masses larger than
30 TeV will be abundant. In Figure 48 we present the R separation of the second and third-hardest jet in
a high-hierarchical configuration. Those are the hardest jets below the very hard jet required. As can be
seen these jets are produced in a collimated fashion, with the potential singularity cut by the jet algorithm
(with R = 0.4 for us). Extra radiation push the jets even more close, as can be inferred from the change
in shape of the distribution.
6.3 Cross-section ratios
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W- + n jets + X
Fig. 45: Differential cross sections for inclusive W− production in the nth-jet pT . Results are shown
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√s   =  100 TeV
µR  =  µF  =  HT
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W- + n jets + X
n = 1 n = 2 n = 3 n = 4
Fig. 46: Hadronic HT distribution in samples of W−+ n-jets (n = 1, 2, 3, 4). Results are shown
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√s   =  100 TeV
µR  =  µF  =  HT
^
’
Fig. 47: Jet pair invariant masses Mj1j2 and Mj3j4 in of W
− + 4-jet production. Results are shown
employing ‘high-democratic’ cuts. The bottom panels show LO/NLO ratios as well as scale sensitivity.
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√s   =  100 TeV
µR  =  µF  =  HT
^
’
Fig. 48: ∆R separation between the sub-leading jets in W− + 3-jet production. Results are shown
employing ‘high-hierarchical’ cuts. The bottom panel shows LO/NLO ratio as well as scale sensitivity.
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pp→Z+ n-jet+X
low-democratic (100 TeV)[pb] high-democratic (100 TeV)[fb]





























5 13.8(1)+7.4−4.5 — 1.38(1)
+0.72
−0.45 —





























5 0.096(1)+0.050−0.031 — 0.001095(9)
+0.000582
−0.000362 —
Table 15: Fixed order Z + n-jet + X cross sections for production. The setup is specified by the
low/high/democratic/hierarchical phase-space regions described in Section 6.1.1. Scale dependence vari-
ation is given in lower and upper limits and the statistical integration errors is given by the number in
parenthesis next to the central value.
are considered, giving the probability for the emission of an additional jet. The resulting ratios are
displayed in Table 16. Theoretical uncertainties tend to be reduced in these ratios, as many common
features (like PDF’s, alphas, scale dependence) largely cancel in the ratios. This renders them particularly
helpful for comparisons with experimental measurements. For the present study we are interested in the
systematic behaviour of the ratios Rn for two reasons.
– On the one hand, the understanding of the systematics of the ratio as a function of jet-multiplicity
(n) allows to extrapolate from low to high jet multiplicities. This gives a handle to explore the
collision environment. Higher jet multiplicities are required for a definitive statement. We refer to
‘staircase’-behaviour when a convergence of the jet ratios to a fixed value Rn → Rs for increasing
n is observed. ’Poisson-scaling’, meaning that the emission of additional jets follows a Poisson
distribution and thus a decreasing probabilityRn → n¯/(n+1) for intermediate jet multiplicities n
(with n¯ a constant). Based on the predictions in Table 16 we expect ‘staircase’ in the ‘democratic’
setup at 100 TeV. The asymptotic jet emission probability depends on the phase-space configu-
ration. For the high-hierarchical setup the presented ratios suggest a Poisson scaling, which is
expected for the statistical character of an additional soft-jet emission given the high-pT jet en-
forced by the cuts. For reasons explained in Section 6.5 the ratios R2 including the predictions for
single-jet production require the addition of even higher QCD corrections [203, 211].
– On the other hand the ratios give a tool to probe the validity of the perturbative computations in
the respective phase-space regions (see Section 6.5).
The picture just described can be explored much more deeply by the results from the shower calculation.
Indeed, in Figures 49-50 we show the scaling properties of the jet production ratios employing our
MENLOPS results. With this we are able to look at production of up to 14 jets and we clearly see
the staircase and Poissonian scaling. We have added fits to these scalings by fitting the ratios with
n = 1, ..., 4, and it appears that the extrapolations work remarkably well, making them a useful tool for
further studies.
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Ratios Rn for pp→W−+ n-jet+X over pp→W−+ (n− 1)-jet+X
low-democratic (100 TeV) high-democratic (100 TeV)
n LO NLO LO NLO
2 1.094(2) 0.65(1) 2.894(8) 0.78(2)
3 0.481(1) 0.40(2) 0.201(1) 0.186(5)
4 0.398(3) 0.43(3) 0.141(1) 0.129(6)
5 0.361(5) — 0.132(2) —
low-hierarchical (100 TeV) high-hierarchical (100 TeV)
2 8.01(2) 1.27(2) 14.13(2) 1.32(1)
3 1.90(1) 0.81(7) 0.725(2) 0.62(1)
4 1.13(1) 0.7(2) 0.410(2) 0.39(1)
5 0.85(2) — 0.295(5) —
Table 16: Jet-production ratios for the pp→W−+ n-jet + X processes are given. The numbers are based
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Fig. 49: Scaling properties of jet-production ratios for ‘low-democratic’ configurations. Corresponding
fits are shown in solid (red) lines, as extracted from fitting the shaded regions.







The ratios point to the dominant productions channels and the respective parton luminosities in the re-
spective phase-space regions. The monotonically decreasing ratios can be attributed to the increasing
up-quark to down-quark ratio with increasing Bjorken-x values [243]. Thus for increasing collision en-
ergies, lower x-values are probed leading to a reduction of the up-down ratio. This leads to a relative
increase of the W+ production as compared to W− and Z-production. In contrast, harder cuts enforce
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Fig. 50: Scaling properties of jet-production ratios for ‘low-hierarchical’ (right) configurations. Corre-
sponding fits are shown in solid (red) lines, as extracted from fitting the shaded regions.
the production of additional final state jets requires higher partonic initial-state energies increasing the x-
value and thus reducing the relative size ofW+ production. These mechanisms explain the monotonicity
systematic of the charge asymmetry ratios in Tables 17-18.
Ratios RW
−/W+
n for pp→W−+ n-jet+X over pp→W++ n-jet+X
low-democratic (100 TeV) high-democratic (100 TeV)
n LO NLO LO NLO
1 0.8545(0.0010) 0.8765(0.0083) 0.6388(0.0016) 0.6647(0.0188)
2 0.8454(0.0017) 0.8836(0.0261) 0.6528(0.0019) 0.6501(0.0125)
3 0.8073(0.0035) 0.7575(0.0332) 0.6106(0.0055) 0.6416(0.0348)
4 0.7948(0.0082) 0.9385(0.0931) 0.5701(0.0052) 0.5689(0.0342)
5 0.7388(0.0145) — 0.5574(0.0103) —
low-hierarchical (100 TeV) high-hierarchical (100 TeV)
1 0.5580(0.0005) 0.5993(0.0032) 0.3174(0.0002) 0.3887(0.0016)
2 0.5812(0.0015) 0.6118(0.0125) 0.3666(0.0005) 0.3937(0.0035)
3 0.5712(0.0042) 0.5365(0.0531) 0.3471(0.0012) 0.4033(0.0098)
4 0.5492(0.0117) 0.5990(0.2074) 0.3336(0.0024) 0.3877(0.0175)
5 0.5283(0.0170) — 0.3160(0.0090) —
Table 17: Ratios of the W+ + n-jet production cross sections divided by the W−+ n-jet production




n for pp→Z+ n-jet+X over pp→W++ n-jet+X
low-democratic (100 TeV) high-democratic (100 TeV)
n LO NLO LO NLO
1 0.3303(0.0004) 0.3128(0.0028) 0.3143(0.0008) 0.2939(0.0043)
2 0.3020(0.0006) 0.3044(0.0084) 0.2938(0.0009) 0.2904(0.0062)
3 0.2941(0.0011) 0.2830(0.0107) 0.2816(0.0023) 0.2864(0.0151)
4 0.2913(0.0023) 0.2803(0.0274) 0.2779(0.0023) 0.2765(0.0162)
5 0.2790(0.0049) — 0.2737(0.0041) —
low-hierarchical (100 TeV) high-hierarchical (100 TeV)
1 0.2879(0.0002) 0.2764(0.0014) 0.2189(0.0001) 0.2284(0.0007)
2 0.2749(0.0007) 0.2754(0.0055) 0.2241(0.0003) 0.2289(0.0015)
3 0.2663(0.0015) 0.2807(0.0224) 0.2193(0.0007) 0.2260(0.0079)
4 0.2611(0.0053) 0.3902(0.0881) 0.2167(0.0013) 0.2331(0.0103)
5 0.2498(0.0075) — 0.2097(0.0054) —
Table 18: Ratios of the Z+ n-jet production cross sections divided by the W++ n-jet production cross
section (Table 15 with respect to Table 14).
6.4 Scaling behaviour: jet multiplicities or transverse momenta
In this section we consider cross sections as a function of input parameters or jet-multiplicities. Consid-
ering the behaviour of cross sections as a function of initial state energies or transverse momentum cuts
allows one to understand the discovery potential as a function of collision parameters. For ‘basic’ sets
of cuts, we display the dependence of the inclusive, fixed-order, NLO cross sections as a function of the
jet transverse-momentum cuts in Figures 51 and 52, for
√
s = 100 and 14 TeV respectively. Comparing
these two figures we see that for the largest multiplicity shown (n = 4) a variation in pminT from 50 GeV
to 200 GeV reduces cross sections by one extra order of magnitude at
√
s = 14 TeV. Larger decreases
are of course expected for larger multiplicities, as the energy available for extra radiation is increased by
more than a factor of 7.
A very important observation extracted from Figures 51 and 52 is the stability of the quantum
corrections, related in part to the dynamical scale choice µ = Hˆ ′T that helps the LO predictions to
remain close to the more scale-independent NLO predictions. This trend is associated with also the
stability of total cross sections explored in all kinematical regimes in Tables 13-15.
6.5 Perturbative stability
Finally in this section, we validate the reliability of the perturbative description of the scattering pro-
cesses. We explore both the relative size of the quantum corrections (K-factors) and the uncertainties
associated to PDF’s, as extracted from the error sets provided by CT14nlo.
For convenience in Table 19 we give explicit tables of the relative size of NLO corrections com-




LO are given in
Table 19. For our scale choice (20) the corrections are modest for the ‘democratic’ jet cuts ranging from
a K-factor 0.7 to 1.1 of associated production of 2 to 4 jets. The K-factors increase with jet multiplicity.
The case of single jet production behaves in a different way reaching K-factors of 1.7 . This increase is at-
tributed to the known phenomenon that additional production channels open in the real radiation at NLO
as well as the increasing phase space of hadrons recoiling against the heavy vector boson [214,244], and
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Fig. 51: Cross sections for W−+ n-jets production as a function of the pminT , as part of the ‘basic’ set
of cuts, with
√
s = 100 TeV. Top lines are for n = 1 and bottom for n = 5. Solid-black (dashed-
blue) lines show corresponding NLO (LO) results, and we include also scale dependence bands with the
small-dashed lines (shade).
it can be seen even more markedly on the first jet differential distribution in Figure 45 (notice that NNLO
QCD corrections stabilize the perturbative prediction [203, 211]). NLO corrections for
√
s = 14 TeV
and
√
s = 100 TeV are comparable in size. For hierarchical phase space cuts K-factors increase to the
ranges 1.2 - 0.8 for
√
s = 14 TeV and spread out to 1.1 - 0.3 at
√
s = 100 TeV for 2,3 and 4 associated
jets. Single jet production receives large corrections by a factor of 3.5 at
√
s = 14 TeV and up to factor
of 7 at
√
s = 100 TeV. Reliable predictions for the associated production of heavy vector bosons and a
single jet require the inclusion of further corrections. The hierarchical cuts introduce an additional scale
as compared to the ‘democratic’ setup. The NLO prediction gives a better description of the multi-scale
processes as compared to the LO computation. The scale setting, providing a renormalization and fac-
torization scales depending on the event kinematics, leads to a reliable predictions for inclusive cross
sections at LO.
A further indicator for the validity of the perturbative predictions are the jet ratios (22). In the
perturbative regime an additional hard emission is dressed with a factor of the strong coupling constant.
The emission of additional jets should thus be suppressed and jet ratios are expected to be small, i.e.
smaller than one. In Table 16 we give the jet ratios for the predictions Tables 13-15. For n > 2
we observe ratios of the order one pointing to the consistency of the fixed-order predictions. Further
discussions of the scaling of the inclusive cross sections can be found in Section 6.3. As a final probe of
our current ability to make meaningful quantitative predictions for proton-proton collisions at a 100 TeV
machine, we collect the variance of the cross sections induced by the PDF uncertainties. In table (20) we
present the one-sigma relative uncertainties induced by the PDF’s for the NLO predictions of Tables 13-
15.
We observe a comparable PDF uncertainties in
√
s = 14 TeV and
√
s = 100 TeV predictions from 1−2%
for moderate cuts (‘low-democratic’). The uncertainties rise in more extreme regions of phases space;
in the ‘high-democratic’ region 1 − 3% uncertainty intervals are observed, in low-hierarchical 2 − 3%
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Fig. 52: Cross sections for W−+ n-jets production as a function of the pminT , with
√
s = 14 TeV. The
phase-space regions of the final-state objects is adjusted to the initial-state energies as indicated in the
figure. Top lines are for n = 1 and bottom lines for n = 4. Solid-black (dashed-blue) lines show
corresponding NLO (LO) results, and we include also scale dependence bands with the small-dashed
lines (shade).
and in the high-hierarchical uncertainty intervals up to 7% are observed for the highest jet multiplicities.
W++ n-jet predictions are performing best as expected for the proton-proton initial state. We also notice
slightly larger PDF errors for W− cross sections as compared to W+, pointing to larger contributions
from better-constrained valence quarks in the latter. Of course, with the data collected finally at the LHC,
better understanding shall follow, and these PDF uncertainties will then be further reduced.
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K-factors for pp→W−+ n-jet+X
n low-democratic (14 TeV) low-democratic (100 TeV) high-democratic (100 TeV)
1 1.78(1) 1.686(9) 4.4(1)
2 1.12(2) 1.00(2) 1.18(2)
3 1.01(2) 0.84(3) 1.09(3)
4 0.96(3) 0.91(5) 1.00(4)
low-hierarchical (14 TeV) low-hierarchical (100 TeV) high-hierarchical (100 TeV)
1 3.49(1) 7.19(2) 13.01(4)
2 1.16(1) 1.14(1) 1.223(9)
3 0.90(2) 0.48(4) 1.05(1)
4 0.81(4) 0.32(9) 1.00(3)
Table 19: K-factors for W−+ n-jet + X predictions for Table 13. The size of the NLO corrections is
representative for all types of heavy vector bosons discussed.
pp→W−+ n-jet+X pp→W++ n-jet+X pp→Z+ n-jet+X
democratic
low high low high low high
n/
√
s 14 TeV 100 TeV 100 TeV 14 TeV 100 TeV 100 TeV 14 TeV 100 TeV 100 TeV
1 1.42% 1.89% 1.42% 1.17% 1.76% 1.17% 1.19% 1.85% 1.36%
2 1.42% 1.60% 1.55% 1.13% 1.56% 1.19% 1.25% 1.52% 1.43%
3 1.65% 1.44% 2.08% 1.23% 1.48% 1.76% 1.48% 1.46% 2.03%
4 2.25% 1.45% 2.76% 1.59% 1.43% 2.02% 2.05% 1.49% 2.69%
hierarchical
1 2.88% 2.18% 5.43% 2.05% 1.62% 3.30% 2.51% 1.99% 3.80%
2 2.90% 2.14% 5.83% 2.09% 1.61% 3.11% 2.55% 2.01% 3.63%
3 3.14% 2.10% 5.83% 2.31% 1.57% 3.32% 2.88% 2.06% 4.14%
4 3.57% 3.03% 6.80% 2.61% 1.26% 4.01% 3.36% 2.30% 4.70%
Table 20: Percentage PDF errors for one-sigma error bands for NLO pp →V + n-jet+X cross sections
in Tables 13-15.
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7 Vector boson and heavy flavours31
7.1 Overview
The production of a weak vector boson, V = W±, Z. with a pair of heavy quarks is important for a
number of reasons. These processes admit the study of mechanisms of heavy flavor production for events
that can be more easily controlled experimentally, due to the presence of the weak boson, particularly
if it decays leptonically. These channels therefore open the possibility of constraining, for instance,
hypotheses of intrinsic heavy quark contributions to the proton distribution functions. For the case of
bottom quarks the resulting final states provide important backgrounds for many studies that will be
of high interest at a 100 TeV collider. For example, V bb¯ production is an irreducible background to
associated Higgs production with subsequent Higgs boson decay, H → bb¯, and the case V = W±
represents backgrounds to several top quark production processes.
Since the top quark is relatively short-lived and decays before hadronizing, these cases are qualita-
tively different from c- and b-quark production; the top production processes will therefore be considered
instead in Section 13. For definiteness, here we focus on the case of bottom quarks. For the case of two
identified, well-separated heavy quarks at transverse momenta of order 20 GeV or higher, there is essen-
tially no difference between the rates forWbb¯ andWcc¯ production. The Zcc¯ production rate differs from
that for Zbb¯ due to the change from a down-type to up-type coupling to quarks. Due to the dominance of







≈ 0.78 , (24)
where Vq and Aq are the vector and axial couplings of the Z boson to quarks.
The V bb¯ rates for representative processes at a pp collider operating at 100 TeV are indicated in
figure 53. 32 Decays of the vector bosons into the cleanest leptonic modes is assumed, accounting for a
single family of leptons only, i.e. W → eν and Z → e−e+. No acceptance cuts are placed on the vector
boson decay products while the bottom quarks are clustered into b-jets using the anti-kT jet algorithm
with R = 0.4. Events are only accepted if they contain at least two b-jets, that are initially subject to
only very loose cuts,
pbT , p
b¯
T > 20 GeV, |yb|, |yb¯| < 10 . (25)
The impact of stricter cuts on the transverse momentum and rapidity of the b-jets is also assessed. In
figure 53 (left) the cross-section is shown as a function of the minimum transverse momentum of the
b-jets. Over the range shown all of the cross-sections are of similar size. This is purely coincidental
since the branching ratio for Z → e−e+ is much smaller than for W → eν; before the vector boson
decay the Zbb¯ process is much larger since it proceeds through LO diagrams with two gluons in the
initial state. The reduction of the cross-section due to more-realistic cuts on the b-jet rapidities can be
gauged from figure 53 (right). This shows the acceptance, defined as σ(|yb| < |ymaxb )/σ(|yb| < 10), for
a possible operating point represented by the cut pbT > 50 GeV. The acceptance is rather similar for all
Wbb¯ and Zbb¯ cases, although the somewhat broader b-jet rapidity distribution for the Zbb¯ process results
in the smallest acceptance for a given rapidity. Efficient b-tagging to rapidities of around 3 would capture
approximately 70% of the cross-section, while the 90% level is only attained at 4 units of rapidity. A
summary of the cross-sections at a few representative working points is shown in table 21.
Finally, figure 54 shows the shapes of the rapidity distributions of the charged leptons in each
process. For the Zbb¯ process the dominance of the gluon pdf contributions leads to a rather central
distribution, with most leptons produced in the region |y| . 3. For Wbb¯ production there is still a
significant valence-quark contribution that leads to a wider central plateau, with a substantial number of
events produced out to four units of rapidity.
31Editor: J. Campbell
32Cross-sections have been computed at NLO in MCFM [245–247], using default parameters and the NLO CT14 pdf set





















































Fig. 53: Left: cross-sections for V bb¯ processes as a function of the minimum b-jet transverse momentum.
Right: the fraction of events accepted for a given maximum b-jet rapidity, for the case pbT > 50 GeV.
Process pbT > 50 GeV p
b
T > 50 GeV, |yb| < 3 pbT > 100 GeV
W+(→ `+ν)bb¯ 19.4 14.3 4.76
W−(→ `−ν¯)bb¯ 14.7 11.2 3.45
Z(→ `−`+)bb¯ 20.3 14.3 4.44
Table 21: Cross-sections (in pb) for V bb¯ processes under various b-jet acceptance cuts.
7.2 Fully differentialWbb¯+X production
We now turn to a careful investigation ofWbb¯+X production using a fully differential calculation of the
process in which a W boson is produced in association with two b jets and a further light jet. Through
the use of the MiNLO prescription [248] this calculation can be used to describe not only the emission of
additional light jets, but also inclusive Wbb¯ production. We will use this calculation to study these final
states under three sets of selection cuts, that are appropriate for studies of Wbb¯+X production itself, or
as a background to HW or single-top searches, respectively.
7.2.1 Computational setup
The computation is performed using the Wbb and Wbbj generators available in the POWHEG BOX frame-
work [249–251] and developed in [252]. The tree-level amplitudes, which include Born, real, spin-
and colour-correlated Born amplitudes, were automatically generated using an interface [253] to
MadGraph4 [254, 255], whereas the one-loop amplitudes were generated with GoSam [256, 257] via the

































Fig. 54: The normalized rapidity distributions for the charged leptons produced in the V bb¯ processes, for
the b-jet transverse momentum cut pbT > 50 GeV.
The version of GoSam [257] that was run is the 2.0: it uses QGRAF [261], FORM [262] and SPINNEY [263]
for the generation of the Feynman diagrams. These diagrams are then computed at running time with
Ninja [264, 265], which is a reduction program based on the Laurent expansion of the integrand [266],
and using OneLOop [267] for the evaluation of the scalar one-loop integrals. For unstable phase-space
points, the reduction automatically switches to Golem95 [268], that allows to compute the same one-
loop amplitude evaluating tensor integrals. The Wbb and Wbbj generators include bottom-mass effects
and spin correlations of the leptonic decay products of the W boson. Despite the fact that the computa-
tion is performed with massive quarks in the decoupling scheme [269], where αS is running with 4 light
flavours, a switch to allow for a running with 5 light flavours and the usage of pdfs with 5 flavours, as
proposed in [59], has been implemented. The details technical for the switch in the case at hand can be
found in the Appendix of the ref. [252].
All the results have been obtained setting the bottom mass to mb = 4.75 GeV and using the
MMHT2014nlo68cl [19] pdf set. Jets have been clustered with the Fastjet package [221, 270], with
radii which depend on the type of analysis performed. The renormalization and factorization scales have
been set according the MiNLO prescription [248], as described in ref. [252]. The results presented in the
following sections have been computed at fixed next-to-leading order level, plus MiNLO. Parton-shower
effects have not been taken into account. The errors in the plots and in the tables have a statistic origin
and come from the numeric integration of the results. No scales or pdf variations have been studied in
this contribution.
7.2.2 Wbb¯ selection cuts
We begin by presenting results for the production of a W boson in association with two hard b jets in the
final state. For this analysis we use the anti-kT jet algorithm [212] with jet radius set to R = 0.4. We
require the presence of exactly two b jets with transverse momentum pbT > 50 GeV and we apply three
different cuts on the transverse momentum of additional light jets, i.e. pjT > 1, 100 or 500 GeV. This
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allows to investigate the fully inclusive Wbb¯ production, where the light jet can become unresolved, as
well as final states where additional light jets are present. We stress that the former case can be explored
only due to the use of the MiNLO prescriptions, where appropriate Sudakov form factors damp the soft
and collinear regions associated with the extra light jet. We also show some comparisons with the NLO
predictions obtained with the Wbb generator, in which the renormalization and factorization scales have
been set to µ =
√
sˆ/4, where sˆ is the square of the partonic center-of-mass energy, as suggested in
ref. [252]. For exclusive kinematic regions, where the jet is resolved and has high transverse momentum,
the Wbb code describes the jet at LO, while the Wbbj one gives a description at NLO.
Results for the fiducial cross sections are reported in Table 22 for the Wbb generator, and in the
top rows of Table 23, for the Wbbj one, where we also report the corresponding values computed at√
s = 14 TeV. The increase in the cross section from 14 to 100 TeV is much larger than the relative
increase in the center-of-mass energy (roughly a factor of 7), and it becomes larger by sharpening the
cuts on the transverse momenta of b and light jets. Furthermore, there is a 20% difference between the
NLO Wbb¯ cross section and the one for Wbb¯ + 1 jet with pjT > 1 GeV. Instead, we note that the
100 TeV result for Wbbj for the most inclusive case (pjT > 1 GeV) and two b-jets with pbT > 50 GeV
(34.0±0.6pb) agrees extremely well with the pure NLO prediction of 34.1pb computed at µ = mW that
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Fig. 55: Transverse-momentum distributions of the hardest b jet (left) and of the charged lepton (right)
for Wbb¯j production at
√
s = 100 TeV. The results using the NLO Wbb code are shown too.
Figure 55 shows the transverse-momentum distribution of the hardest b jet and of the charged
lepton, respectively. These observables can be described also by the Wbb generator, and we plot the
corresponding curves for comparison. Figures 56 and 57 display, on the left panels, the transverse
momentum and the rapidity distribution of the two-b jet system, respectively. The right panels in the
figures will be discussed in Sec. 7.2.3. In all these plots the different pT cuts on the light jets induce
differential ratios which vary only in the low transverse-momentum regions, while being almost constant
elsewhere. For the transverse-momentum distributions the differences between pjT > 100 GeV and
pjT > 500 GeV are restricted to the region below 1 TeV, where the bulk of the cross section sits. For
harder transverse momenta the cut on the light jet loses its importance, leading to ratios of order one.
The impact of the transverse-momentum cut on the light jet on the rapidity distributions of the two-b jet
system has instead larger effects, as can be seen in Fig. 57, with constant ratios in the considered rapidity
range.
Figures 58 and 59 show the normalized distribution of the azimuthal angle ∆φW,bb¯ and the radial
distance ∆RW,bb¯ between the W boson and the two-b jet system respectively. In the most inclusive case
(pjT > 1 GeV), the W boson and the bb¯-system are preferably produced back-to-back in azimuth and
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Fig. 56: Transverse-momentum distributions of the two-b jet system (left) and of the bb¯-monojet (right)
for Wbb¯j production at
√
s = 100 TeV. Details of the jet algorithm employed in the two cases are



























































Fig. 57: Rapidity distributions of the two-b jet system (left) and of the bb¯-monojet (right) for Wbb¯j
production at
√
s = 100 TeV. Details of the jet algorithm employed in the two cases are reported in the
text.
tend to have a large radial distance. In addition, when extra hard jet radiation is required, the distributions
become flatter as the hardness of the additional jet is increased.
Finally, in Figure 60 the transverse momentum spectra of the W boson, the two-b jet system and
the extra light tagged jet are compared. A clear difference in the distribution of the vector boson with
respect to the other twos can be seen, the former being much softer at high transverse momentum. In the
high-pT tail, we note that the jet tends to be slightly harder than the two-b jet system.
7.2.3 Higgsstrahlung selection cuts
In this section we investigate Wbb¯ + X production as irreducible background for the associated pro-
duction of a Higgs boson and a W , where the Higgs boson decays into a bb¯ pair. It is well known that,
for boosted-boson kinematics, the signal to background ratio for Higgs detection improves consider-
ably [271]. In fact, in this case, there is a high probability that the two b quarks are clustered into a single
fat jet. We study then the level of background to this associated Higgs production channel, by looking
at events where the W boson is produced in association with a fat b-flavoured monojet, containing the
bb¯ quark pair. These events are likely to become very frequent at center-of-mass energies of the order of



































































Fig. 58: Normalized differential cross-section distribution as a function of the azimuthal angle separation
between the W boson and the two-b jet system, on the left, and the bb¯-monojet, on the right, respectively,
at
√





































































Fig. 59: Normalized differential cross-section distribution as a function of the radial distance between
the W boson and the two-b jet system, on the left, and the bb¯-monojet, on the right, respectively, at√
s = 100 TeV. Details of the jet algorithm employed in the two cases are reported in the text.
with a jet radius R = 0.7. Furthermore we require the invariant mass of the monojet mbb¯ to be between
100 and 150 GeV, and a minimum transverse momentum of pbb¯T > 50 GeV. As done in Sec. 7.2.2, we
impose three different transverse-momentum cuts on the extra light jets, i.e. pjT > 1, 100 or 500 GeV.
The fiducial cross sections computed at 14 and 100 TeV are presented in the central rows of Table 23.
Coming to the differential distributions, in the right panels of the Figures 56–60 we plot the same
kinematic distributions as plotted in the left panels, this time considering the monojet instead of the two
b jets. Due to the presence of the additional cut on the invariant mass of the bb¯ system, these distributions
are two order of magnitude smaller than the corresponding ones in the left panels, but present similar
shapes. The right panel of Fig. 59 shows the differential cross section as a function of the azimuthal
angle ∆φW,bb¯. This distribution is almost insensitive to a cut on the transverse momentum of the light
jet of 100 GeV, while it shows larger deviations with respect to the most inclusive case, when the cut is
increased to 500 GeV. In the latter case, the distribution becomes nearly flat over the whole kinematical
range.
Dedicated analyses are needed to compare directly signal and background, in order to assess the
effectiveness of these cuts.





























































Fig. 60: Transverse-momentum distribution of the two-b jet system, of the W boson and of the hardest
light jet. Ratio plots are shown too. The differential cross section has a cut on the b jet, in the left panels,
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Fig. 61: Differential cross sections as a function of the ratio of the transverse momentum of the two-b jet
system over the W boson one.
Figure 59 shows that only the events separated by a large ∆RW,bb¯ are more affected by the harder cut on
the additional jet transverse momentum.
The behavior of the ratios of the transverse momentum spectra of the W boson, of the two-b jet
system and of the extra light tagged jet, shown in the right panels of Fig. 60, for the monojet search, is
similar to the ones in the left panels.
In the study of the monojet selection cuts, it is interesting to study the differential cross section as
a function of the ratio pbb¯T /p
W
T , which is shown in Figure 61. The two panels show the same distribution
on a linear (left panel) and logarithmic scale (right panel). While for the most inclusive case, the bulk
of the cross section is given by events where the ratio of the transverse momenta is close to one, as the
cut on the extra jet gets harder, the distributions flatten, showing that events where the W boson is softer
than the two-b jet system clearly prevail.
In Figure 62, on the left panel, the number of events as function of the minimal invariant mass
of the Wbb¯ system is shown. The right panel of Figure 62 shows instead the number of events as a
function of the minimum transverse momentum of the monojet. In both cases, an integrated luminosity
of L = 20 ab−1 is assumed. It is striking that, with the aforementioned cuts, the number of background
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Fig. 62: Invariant-mass distribution of the bb¯ system (left) and number of events as a function of the
minimum transverse momentum of the bb¯ system (right) in the monojet search at
√
s = 100 TeV. The
number of events is computed assuming an integrated luminosity of L = 20 ab−1.
of 1 TeV, even in the case where the light-jet transverse momentum is required to be above 500 GeV.
This fact should be kept in mind in order to asses the experimental sensitivity, in searches of massive
particles decaying into a pair of boosted bottom quarks, in association with a hard lepton and missing
transverse energy.
7.2.4 Single-top selection cuts
The last scenario we consider is single-top production. To estimate the size and shape of the background
induced by Wbb¯+X production on single-top searches, we require the presence of exactly two resolved
jets in the final state, one of which must be a b jet, while the other hast to be a light jet. We have
recombined the partons using the anti-kT algorithm with R = 0.4 and have not distinguished between
jets containing only one b quark, one b anti-quark or a bb¯ pair, considering them on the same footing as a b
jet. We have computed kinematic distributions applying the following cuts on the transverse momentum
of the b jet and of the light jet
pj/bT > 50, 100 GeV.
Furthermore, we have imposed a cut on the transverse momentum of the sum of the momenta of the W
and of the b jet, to simulate the effect of a cut on a reconstructed top-quark momentum pt, in single-top
production
ptT > 0, 500, 1000 GeV.
We refer to the reconstructed Wb system as “top” jet, in the following.
In the last rows of Table 23 we give the fiducial cross sections computed within the acceptance cuts
reported above. We observe an inversion when comparing the effect of the transverse-momentum cut
on the b jet for ptT > 0 GeV and p
t
T > 500, 1000 GeV. In the former case, the fiducial cross section
decreases both at 14 and at 100 TeV, whereas in the latter twos, the cross sections increase when applying
harder cuts. This is due to the peculiarity of the adopted event selection: in fact, requiring only one
resolved b jet induces automatically a veto on the second b jet present at LO. By hardening the cut
on pbT, a wider kinematic region opens up for the additional unresolved b jet, leading to the observed
increase. It would be interesting in the future to study the sensitivity of the single-top signal to this cut,
and to compare it to the one we are studying here. The inversion is also clearly visible in the first bin
in the left panel of Figure 63, which shows the transverse-momentum distribution of the “top” jet for
pj/bT > 50 GeV and p
j/b
T > 100 GeV. On the right panel of Figure 63, we plot the transverse-momentum
distributions of the light tagged jet for different cuts on the “top” jet transverse momentum. Finally,
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Fig. 64: Rapidity distribution of the light jet for two different transverse-momentum cuts on the recon-
structed jets and on the “top”, i.e. the Wb system, at
√
s = 100 TeV.
the rapidity of the “top” jet and of the cosine of the angle θ∗ between the charged lepton and the light
jet in the “top” rest frame. In the left panels of these figures we consider a cut on the b and light jet of
pj/bT > 50 GeV, while in the right panels, this cut has been set to p
j/b
T > 100 GeV. While the shape of the
curves in the two panels are very similar, increasing the cut on the “top” jet decreases the distributions
by more than one order of magnitude.
σWbb¯NLO [pb] @ 14 TeV σ
Wbb¯
NLO [pb] @ 100 TeV
Wbb¯ selection cuts
pbT > 0 GeV p
b
T > 50 GeV p
b
T > 0 GeV p
b
T > 50 GeV
102.83± 0.07 1.399± 0.001 988± 11 27.28± 0.03
Table 22: Wbb¯ fiducial cross sections in pb at NLO accuracy for the scenario considered in Sec. 7.2.2,


















































Fig. 65: Rapidity distribution of the “top” system for two different transverse-momentum cuts on the
reconstructed jets, at
√
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Fig. 66: Differential cross section as a function of the cosine of the angle θ∗ between the charged lepton
and the light jet, in the “top” rest frame, at
√
s = 100 TeV.
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σNLO+MiNLO [pb] @ 14 TeV σNLO+MiNLO [pb] @ 100 TeV
Wbb¯ selection cuts
pbT > 0 GeV p
b
T > 50 GeV p
b
T > 0 GeV p
b
T > 50 GeV
pjT > 1 GeV 96.0± 6.7 1.78± 0.13 1179± 46 34.0± 0.6
pjT > 100 GeV 5.84± 0.09 0.416± 0.008 149± 4.0 15.5± 0.1
pjT > 500 GeV 0.0355± 0.0003 0.00764± 0.00004 3.80± 0.17 1.00± 0.01
Higgsstrahlung selection cuts
pbT > 50 GeV p
b
T > 50 GeV
pjT > 1 GeV 0.0215 ± 0.0003 1.11 ±0.022
pjT > 100 GeV 0.0122 ± 0.0002 0.794 ±0.021
pjT > 500 GeV 0.00237 ± 0.00002 0.259 ±0.005
Single-top selection cuts
pj/bT > 50 GeV p
j/b
T > 100 GeV p
j/b
T > 50 GeV p
j/b
T > 100 GeV
ptT > 0 GeV 6.00± 0.18 1.62± 0.06 126± 4 44.3± 1.6
ptT > 500 GeV 0.009± 0.001 0.12± 0.001 0.72± 0.02 1.16± 0.03
ptT > 1000 GeV 0.0005± 0.0001 0.0006± 0.0001 0.070± 0.004 0.123± 0.005
Table 23: Wbb¯j fiducial cross sections in pb at NLO+MiNLO accuracy for the different scenarios con-
sidered in Secs. 7.2.2, 7.2.3 and 7.2.4 for a proton-proton collider at 14 and 100 TeV, computed with the
Wbbj code.
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8 Gauge boson pair production34
8.1 ZZ production
All numerical results in this section and the next have been produced with the MATRIX code 35. For the
SM parameters we use mW = 80.399 GeV, mZ = 91.1876 GeV, ΓW = 2.1054 GeV, ΓZ = 2.4952
GeV and GF = 1.6639 · 10−5 GeV−2.
We start by considering the rapidity acceptance of ZZ → e+e−µ+µ− production. We apply
basic ZZ selection cuts of 66 GeV < m`` < 116 GeV on the invariant mass of oppositely charged
leptons of the same flavour and consider two different pT thresholds of 20 and 100 GeV on the lep-
tons. Renormalization and factorization scales are set to the sum of transverse energies of the two Z











)2, and we use LO, NLO and
NNLO MMHT2012 sets [19] at the LO, NLO and NNLO respectively. Tab. 24 shows the fiducial cross
section corresponding to this setup at LO, NLO and NLO+gg, in which the finite and gauge invariant
gluon-fusion contribution is included. For comparison, Tab. 24 also provides the inclusive cross section
without any transverse-momentum cut at 100 TeV, for which we also provide the NNLO cross section.
It can be seen that at 100 TeV the gluon-fusion contribution provides roughly 70% of the full NNLO
correction, consistent with Ref. [273].
√
s (TeV) σLO (fb) σNLO (fb) σNLO+gg (fb) σNNLO (fb)
14
(
p`T > 20 GeV
)
15.51 21.63 23.71
100 (incl.) 284.7 361 430 460
100
(





p`T > 100 GeV
)
0.4778 0.888 1.514
Table 24: Fiducial cross section for ZZ production at the LHC at LO, NLO and NLO+gg. Leptonic
branching ratios included.
Fig. 67 shows the rapidity acceptance σ(|η`| < ηcut)/σ for the final-state leptons as a function of
the maximum rapidity cut. For a cut on the minimal lepton transverse momentum of 20 GeV, a rapidity
cut with ηcut ≈ 3 removes around 50% of the total cross section. If the lepton transverse momentum
cut is increased to 100 GeV, the leptons are forced to be more transverse, and a rapidity cut of ηcut ≈ 2
retains 50% of the cross section.
For comparison, Fig. 68 shows the rapidity acceptance at a center of mass energy of 14 TeV and a
minimum lepton transverse momentum of 20 GeV. Compared to the situation at 100 TeV, the events are
more central and a rapidity cut of ηcut ≈ 3 retains more than 70% of the cross section.
Fig. 69 shows the acceptance as a function of the minimal lepton transverse momentum. The cross
section is rapidly falling when increasing the transverse momentum requirements on the leptons, and a
cut of 100 GeV leads to a reduction of the cross section of more than a factor of 200 when compared to
the original cut of 20 GeV.
New physics at very high energies can be described by an effective field theory at lower energies,
where heavy particles running in loops might modify the couplings between SM particles. The effective
operators are suppressed by the scale of new physics, and are therefore most pronounced in the high-
energy tales of distributions. Fig. 70 shows the 4 lepton cross section above a minimal cut on the
34Editor: D. Rathlev
35MATRIX is the abbreviation of “MUNICH Automates qT subtraction and Resummation to Integrate Cross Sections”, by





















Fig. 67: Rapidity acceptance of 4 lepton production at 100 TeV as a function of the maximum lepton
rapidity at LO (red), NLO (green) and NNLO (blue) with a p`T > 20 GeV (solid) and a p
`



















Fig. 68: Rapidity acceptance of 4 lepton production at 14 TeV as a function of the maximum lepton
























Fig. 69: 4 lepton production cross section at 100 TeV as a function of the minimum lepton transverse
momentum at LO, NLO and NNLO.
invariant mass of the final-state system. Although it drops off rapidly, even at very high invariant masses
of ∼ 2 TeV a cross section of around 1 fb remains.
8.2 WW production
8.2.1 Top-contamination issues
We now move to W+W− production. Compared to ZZ production, W+W− production comes with the
additional complication that the inclusive cross section is not straight-forwardly defined in perturbation
theory. The reason lies in the contamination by Wt and tt¯ production entering at NLO and NNLO,
respectively, if the bottom-quark is considered massless [274]. Fig. 71 shows diagrams contributing to
the single-real correction to W+W− production. While the non-resonant diagrams (left) are part of the
genuine QCD corrections, also resonant Wt diagrams appear in the same partonic channel. Resonant
Wt production amounts to around 30% of the LO W+W− cross section. The problem is even more
severe at NNLO, where diagrams as the one shown in Fig. 72 start to contribute in the double-real emis-
sion correction. Besides QCD corrections to W+W− production (left), the same channel also contains
diagrams from resonant tt¯ production, leading to an increase of the cross section of around 400%.
While the top-contamination only affects partonic channels involving b-quarks in the external
states, these channels cannot straight-forwardly be neglected in the computation, as they are crucial to
the cancellation of collinear divergences. However, they can be rendered IR finite by specifying a finite
b-quark mass, i.e. by working in a 4-flavour scheme (4FS). In a 4FS, all partonic channels with external
b-quarks and thus the top-contamination can be removed from the computation, resulting in a sensible
definition of the W+W− cross section. This procedure leads to additional theoretical uncertainties on
the level of 2% for LHC collider energies, which is well below the remaining scale dependence even at
NNLO (see Ref. [274] for more details).
However, using a finite b-quark at a 100 TeV collider is much less justified, and one might worry
about missing significant contributions from bb¯ initial states. To obtain a rough estimate of the size of






















Fig. 70: 4 lepton production cross section at 100 TeV as a function of the minimum invariant mass of the















Fig. 71: Feynman diagrams contributing to the gb→W+W−b subprocess.
with NNPDF3.0 sets, the difference is negligible at 14 TeV, and amounts to∼ −5% at a 100 TeV proton-
proton collider. We conclude that while the top-contamination problem cannot be considered solved at
100 TeV, a 4FS computation can be used to obtain a useful estimate of the cross sections for W+W−
production at a future 100 TeV collider.
8.2.2 Predictions at 100 TeV
We apply a lower cut of 10 GeV on the invariant mass of the electron-muon pair and consider two
different pT thresholds of 20 and 100 GeV. In both setups we require a minimal missing transverse
momentum equal to the lepton pT threshold. Renormalization and factorization scales are set to the















As the full NNLO calculation including the leptonic decay is not available yet, we limit the discussion
to the NLO results. We do however include the gluon-fusion contribution. Tab. 25 shows the fiducial
cross sections at 14 and 100 TeV. The scale uncertainties are on the level of ±15% at LO and ±4%
at NLO. The PDF uncertainties are estimated to be ±7% at LO and reduce to ±1% at NLO. We note

















Fig. 72: Feynman diagrams contributing to the uu¯→W+W−bb¯ subprocess.
is in contrast to the analogous results for ZZ production in Tab. 24. The difference is due to the fact
that the missing transverse-momentum cut (instead of the cut on individual leptons as in the ZZ case)
suppresses configurations with back-to-back neutrinos, and favors final states with a large total transverse
momentum of the W+W− system. Non-vanishing W+W− transverse momenta only arise at the next-
to-leading order.
√
s (TeV) σLO (fb) σNLO (fb) σNLO+gg (fb) σNNLO (fb)
14
(
p`T > 20 GeV
)
509 759 805
100 (incl.) 8162 12877 13992 15362
100
(





p`T > 100 GeV
)
18.09 89.6 98.3
Table 25: Fiducial cross section for W+W− production at the LHC at LO, NLO and NLO+gg. Leptonic
branching ratios included.
Fig. 73 shows the rapidity acceptance σ(|η`| < ηcut)/σ for the final-state leptons as a function of
the maximum rapidity cut. For a cut on the minimal lepton transverse momentum of 20 GeV, a rapidity
cut with ηcut ≈ 3 removes around 45% of the total cross section. If the lepton transverse momentum
cut is increased to 100 GeV, the leptons are forced to be more transverse, and a rapidity cut of ηcut ≈ 2
retains 50% of the cross section.
Fig. 74 shows the cross section as a function of the minimal lepton transverse momentum. Trans-





















Fig. 73: Rapidity acceptance of W+W− production at 100 TeV as a function of the maximum lepton
rapidity at LO (red) and NLO (green) with a p`T > 20 GeV (solid) and a p
`



























Diphoton production at hadronic colliders is a very relevant process, both from the point of view of
testing the SM predictions [275–280] as for new physics searches. Direct or prompt photons provide an
ideal test to QCD since they constitute a theoretically and experimentally clean final state: on the theory
side, because they do not have QCD interactions with other final state particles; experimentally, because
photon energies and momenta can be measured with high precision by modern detectors.
Besides purely QCD-related considerations, diphoton final states have played a crucial role in the
recent discovery of the Higgs boson at the LHC [281,282]. They are also important in many new physics
scenarios [283,284], in particular in the search for extra-dimensions [285] or supersymmetry [286]. And,
recently [287,288], an excess in the diphoton invariant mass spectrum was observed in searches for new
physics in high mass diphoton events in pp collisions at 13 TeV.
We are interested in the process pp → γγX . The lowest-order process (O(α0S)) occurs via the
quark annihilation subprocess qq¯ → γγ. The next-to-leading order (NLO) QCD corrections have been
computed and implemented in the fully-differential Monte Carlo codes DIPHOX [289], 2gammaMC [290]
and MCFM [246]. A calculation that includes the effects of transverse-momentum resummation is imple-
mented in Resbos [291].
At next-to-next-to-leading order (NNLO), all the (O(α2S)) contributions were put together in a
complete and consistent calculation in the 2γNNLO code [292] for first time. The next-order gluonic
corrections to the box contribution gg → γγ (which are part of the N3LO QCD corrections to diphoton
production) were also computed in ref. [290] and found to have a moderate quantitative effect.
The transverse momentum pT spectrum of the diphoton pair has been calculated in fully-
differential Monte Carlo codes at LO [246,289–291] and at NLO [292–294]. Recently, first calculations
for diphoton production in association with two [295–297] and three [297] jets at NLO became avail-
able. The transverse momentum resummation for diphoton production at NNLL + NNLO was recently
presented in Ref. [298] and implemented in the 2γRes numerical code.
Besides direct photon production from the hard subprocess, photons can also be produced from
the fragmentation of QCD partons. The computation of fragmentation subprocesses requires (the poorly
known) non-perturbative information, in the form of parton fragmentation functions of the photon (the
complete single- and double-fragmentation contributions are implemented in DIPHOX [289] for diphoton
production at the first order in αS). However, the effect of the fragmentation contributions is sizebly
reduced by the photon isolation criteria that are necessarily applied in hadron collider experiments to
suppress the very large irreducible background (e.g., photons that are faked by jets or produced by hadron
decays). Two such criteria are the so-called “standard” cone isolation and the “smooth” cone isolation
proposed by Frixione [299]. The standard cone isolation is easily implemented in experiments, but it
only suppresses a fraction of the fragmentation contribution. By contrast, the smooth cone isolation
(formally) eliminates the entire fragmentation contribution. All the results presented in this section were
obtained with the smooth isolation prescription, which, for the parameters used in the experimental
analysis reproduces the standard result within a 1% accuracy [300] at NLO.
In this section we present some benchmark results on diphoton production at
√
s = 100 TeV, of
possible relevance to Higgs boson studies as well as to BSM searches. We compute the NLO and NNLO
QCD radiative corrections at the fully-differential level. In all the NLO results presented in this section
we consider also the box contribution at the lowest order in the strong coupling constant (O(α2S)).
The acceptance criteria used in the numerical results presented in this section are the following:
pγT ≥ 30 GeV and the rapidity of both photons has to satisfy |yγ | < 2.5. We use the MSTW2008 [301]
sets of parton distributions, with densities and αS evaluated at each corresponding order (i.e., we use
(n + 1)-loop αS at NnLO, with n = 0, 1, 2), and we consider Nf = 5 massless quarks/antiquarks and
gluons in the initial state. The default renormalization (µR) and factorization (µF ) scales are set to the




Tγγ . The QED coupling constant α is fixed to α = 1/137.
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The smooth cone isolation prescription is as follows: we consider a cone of radius
r =
√
(∆η)2 + (∆φ)2 around each photon and we require that the total amount of hadronic (partonic)
transverse energy ET inside the cone is smaller than ET max(r),






where pγT is the photon transverse momentum; the isolation criterion ET < ET max(r) has to be fulfilled
for all cones with r ≤ R. The isolation parameters are set to the values γ = 0.05, n = 1 and R = 0.4
in all the numerical results presented in this section. In Ref. [300] it was shown that implementing
γ = 0.05 the effects of the fragmentation contribution are under control, in the sense that the NLO cross
section obtained with the smooth cone isolation criterion coincides with the corresponding NLO cross
section obtained with the standard cone isolation criterion at the percent level.
Fig. 75: Integrated diphoton invariant mass distribution, over different mass ranges. We display the
full NLO cross-section, inclusive of the box contribution at the lowest order (O(α2S)), with the different
partonic channels present at this perturbative level.
In Fig. 75 we present our results for the integrated invariant mass distribution. While for low
values of Mγγ the box contribution (formally O(α2S)) is of the same order of the LO qq¯ contribution
(O(α0S)), for large values of the invariant mass, the LO cross section is at least one order larger than the
box contribution. Moreover, notice that for large values of the lower cut in the diphoton invariant mass
(Mminγγ > 400 GeV), the contribution to the cross section due to partonic channels containing at least a
gluon (in the initial state) is negligible with respect to the qq¯ channel. This is mostly due to the greater
impact of the isolation cut, which affects directly processes like qg → qgγγ, where, to have a largeMγγ ,
one of the two photons is preferentially radiated by the final state quark.
We note that the cross-section is of the order of a several tens of ab for Mγγ >∼ 8 TeV, meaning of
order 1000 events for the expected integrated luminosity (20-30 ab−1).
In Fig. 76 we show the integrated diphoton transverse momentum distribution requiring |MH −
Mγγ | < 4 GeV (MH = 125 GeV). The restriction of the diphoton invariant mass to this interval is kept
in all plots of interest for Higgs physics . The notation NLO vs NNLO refers here to the order at which
the inclusive γγ + X process is evaluated, namely O(αS) and O(α2S), respectively. In this language,
NLO is actually the first order at which the photon pair develops a transverse momentum, and NNLO is
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Fig. 76: Integrated diphoton transverse momentum distribution, subject to the constraint |MH−Mγγ | <
4 GeV (MH = 125 GeV). We compare the NNLO and the NLO cross-sections, and the relative contri-
butions of the qg and qq¯ processes at NLO.
the first genuine radiative correction to the pT distribution. Notice that at O(α2S) the gg box contribution
does not generate a transverse momentum for the diphoton pair, this will only arise at O(α3S). The tree-
level gg contributions of O(α2S) are small and, while they are included in the NNLO, they are not shown
separately in the plot.
In the left panel we compare the NNLO contribution with the NLO cross-section. We are not
considering here transverse momentum resummation (as implemented in 2γRes or Resbos), since the
pT range of interest in these plots is well above the values where Sudakov effects are relevant.
While for the integrated invariant mass distribution (Fig. 75) the qq¯ partonic channel dominates
the cross section, in the diphoton integrated transverse momentum distribution the qq¯ and qg channels
are at the same order over the whole transverse momentum range. It is easy to see that the invariant mass
cut on the diphoton pair forces the two photons to be close to each other, and thus the qg initial state
process does not need to be penalized by the isolation requirement which suppresses this channel in the
large-mass spectrum.
In Fig. 77 we show the K factors for the diphoton mass and pT spectra, calculated for Fig. 75 and
Fig. 76.
We observe that the NLO contributions introduce very large corrections to the cross-section mainly
for low and moderate values of the invariant mass distributionMminγγ < 1 TeV. At high mass the K factors
(NLO+box)/LO or (NLO)/LO tend to 1.4 (at
√
s = 14 TeV, K=NNLO/NLO ' 1.2 for Mminγγ ' 3 TeV)).
Likewise the K factor of the diphoton pT spectrum tends to be larger than 2 up to pT ∼ 400 GeV, and to
diminish after that.
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Fig. 77: Left panel: K factors for the diphoton invariant mass distribution from Fig. 75. Right panel: K
factors for the diphoton pT distribution from Fig. 76.
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8.4 Anomalous couplings fromWW andWγ production
In this section we explore the potential of the FCC to constraint or measure anomalous triple-gauge
couplings. As an example, we consider W+W− with W bosons decaying into electrons or muons and
W+γ production with W+ decaying into a positron and a neutrino.
We consider an extension of the SM Lagrangian which includes up to dimension six operators





Oi + . . . . (27)
In particular, we consider the effect of the following, CP-conserving, dimension six operators [302]
OWWW = Tr[WµνW νρWµρ ] ,
OW = (DµΦ)†Wµν(DνΦ) ,
OB = (DµΦ)†Bµν(DνΦ) , (28)
with Φ being the Higgs doublet field and
Dµ = ∂µ +
i
2

















g′ (∂µBν − ∂νBµ) . (29)
We remark that since the higher dimensional operators can be seen as low energy remnants of some new
heavy degrees of freedom integrated out at scale Λ, we are implicitly assuming the scale of new physics
Λ to be larger than the energy range we are probing.
The effect of these operators can also be equivalently expressed in terms of anomalous couplings.
















where V = γ, Z, W±µν = ∂µW±ν − ∂νW±µ , V ±µν = ∂µVν − ∂νVµ, gWWγ = −e and gWWZ = −e cot θw.
At tree level the anomalous couplings can be related to the coefficients of the dimension six operators
via the following relations

















For W+W−, we consider predictions at Les Houches event level obtained with the POWHEGWW
code [303,304]. In this way NLO corrections are included together with Sudakov effects associated with
the hardest radiation, but the effects of the subsequent parton shower, hadronization, or underlying event
corrections are not included. We remark that we do not include here loop-induced gluon-gluon channels.
We consider the following minimal set of cuts on the charged leptons pt,l > 20 GeV, |ηl| < 2.5, and a cut
of 20 GeV on the missing transverse momentum. Jets are reconstructed using the anti-kt algorithm [212]
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with R = 0.6. Furthermore, in order to reduce the top background, we veto events where the invariant
mass of any charged lepton combined with any jet is below 200 GeV. We have verified that, in the
distributions that we have considered, lowering this cut does not lead to significant changes, and that the
top contribution is negligible.
For W+γ, when NLO QCD corrections are taken into account, real gluon induced diagrams arise.
For these contributions we need a strategy for the treatment of photon fragmentation contribution, namely
the infrared divergent configurations where the photon becomes soft or collinear to the emitting quark.
Since in the POWHEG BOX approach [305] for the treatment of photon fragmentation contribution there
are two underlying Born configurations at LHE level, W+γ and W+j, the analysis at event level would
be highly inefficient because of the W+j contribution which would largely dominate. Therefore we
consider predictions at NLO accuracy with smooth isolation prescription [299] applied at generation
stage. In our analysis following cuts are applied: plT > 20 GeV, |ηi| < 2.5 with i = e+, γ and ∆Rlγ >
0.7 . Moreover, in order to improve the efficiency, since we are interested in the pt,γ distribution only,
we have put a generation cut at 100 GeV, after checking that the effect of the cut is negligible in the high
pt region.
All the results have been obtained using NNPDF30_nlo_as_0118 [17]. In order to understand the
sensitivity to the different operators we turn on the coefficient of one operator at a time. We examined
several observables and find that, as well-known, the sensitivity to dimension six operators appears in the
region of large transverse momenta or invariant masses. As an example, we consider the invariant mass
mll of the dilepton pair for W+W− and the photon’s transverse momentum for W+γ.
Our results, presented in Fig. 78 forW+γ and in Figs. 79, 80 (left) forW+W− are shown in terms
of integrated rates. In particular, in the upper panels, we show the number of events assuming 10 ab−1
of integrated luminosity for different values of the coefficients of the operators. In the lower panels we
quantify the significance of the excess by showing the ratio of the number of events in excess of the SM
prediction divided by the squared-root of the number of events predicted in the SM, (NC−NSM)/
√
NSM.
Under the assumption that SM backgrounds can be measured and predicted precisely, the above quantity
gives a rough indication of the significance that can be reached with an integrated luminosity of 10 ab−1.
The two horizontal lines in the lower panels indicate the 3σ and 5σ significance. For each operator, we
show the distributions corresponding to three choices of the coefficients of the operators, that envelope
the 3σ and 5σ lines. For W+W− the maximal sensitivity has a peak for given values of mll. This
corresponds to a value where the departure from the SM predictions are big enough, but the statistics
remains significant. This is not the case for W+γ distributions when we consider the departures from
the SM prediction due toOW +OB . In this case the positive effect due to the presence of the anomalous
coupling κγ is not sufficient to compensate the drop in the number of events in the distributions’ tails.
Therefore the sensitivity does not peak in the region of large transverse momenta. We also remark that,
in order to achieve a significance around 5σ for the W+γ process, we have taken values of cw and cb
which are roughly two orders of magnitude higher with respect to the W+W− case. In other words, the
W+W− process is more effective in constraining the coefficients cw and/or cb than the W+γ process.
We see that, compared to current bounds from 8 TeV LHC [306, 307], bounds improve by more
than two orders of magnitude.
For W+W− production, the right plot in Fig. 80 shows the value of the scale Λ such that we enter
the strong coupling regime, according to the rules of dimensional analysis given in ref. [308]. Looking
for example at the cwww/Λ2 = 0.04 TeV−2 case, we see that the non perturbative region is at scales of
several tens of TeV, where our optimal region for the determination of the anomalous couplings is below
10 TeV. The situation is somewhat worse for the cW/Λ2 = 0.08 and especially for the cb/Λ2 = 0.2 cases,
where the non-perturbative region is reached near 10 TeV, and the optimal scale for the determination of
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Fig. 78: Upper panels: number of events with pt,γ > pmint,γ in the SM and for various values of cwww
(left) and cw (right) for an accumulated luminosity of 10 ab−1 (the effect of cb is the same of cw). Lower

















































































Fig. 79: Upper panels: number of events with mll > mminll in the SM and for various values of cwww












































































Fig. 81: Sample diagrams entering the calculation of the leading order amplitude for the WW+jet
process, corresponding to (a) W emission from the quark line and (b) emission from an intermediate Z
boson or photon.
8.5 V V +jet production
8.5.1 Overview
We here consider the hadronic production of W pairs in association with a single jet at next-to-leading
order (NLO) in QCD at a proton collider with a center-of-mass energy of 100 TeV. The W bosons decay
leptonically, with all spin correlations included. At tree level this process corresponds to the partonic
reaction,
q + q¯ → W+ +W− + g
|| |→ µ− + νµ
|→ νe + e+
(32)
with all possible crossings of the partons between initial and final states. Tree level diagrams for this
process are shown in Fig. 81.
At next-to-leading order we must include the emission of an additional parton, either as a virtual
particle to form a loop amplitude, or as a real external particle. Sample diagrams for virtual NLO con-
tributions are shown in Fig. 82; in addition, one-loop corrections to Fig. 81 (b) must be included. All
results presented in the following have been obtained using the calculation of Ref. [309]36, where vir-
tual corrections have been obtained using generalized unitarity methods [311–316]. The combination of
the virtual contributions with born and real emission diagrams has implemented into MCFM [245, 247].
Note that we do not include the effects of any third-generation quarks, either as external particles or in
internal loops.
8.5.2 Total cross sections
The results presented in this section have been obtained using the parameters shown in Table 26. In
calculations of LO quantities we employ the CTEQ6L1 PDF set [317], while at NLO we use CT10 [318].
The renormalization and factorization scales are usually chosen to be the same, µR = µF = µ, with our
























Fig. 82: Sample diagrams entering the calculation of the one-loop amplitude for the WW+jet process.
The one-loop diagrams can be categorized according to whether a gluon dresses a leading-order ampli-
tude (left), or whether the diagram includes a closed fermion loop (right).
mW 80.385 GeV ΓW 2.085 GeV
mZ 91.1876 GeV ΓZ 2.4952 GeV
e2 0.095032 g2W 0.42635
sin2 θW 0.22290 GF 0.116638× 10−4 GeV−2
Table 26: The values of the mass, width and electroweak parameters used to produce the results in this
subsection.
Fig. 83: Cross-sections at 100 TeV, as a function of the transverse momentum cut on the jet.
The sum over the index i runs over all final state leptons and partons. Jets are defined using the anti-kT





⊥,cut , |ηjet| < 4.5 . (34)
The cross-sections predicted at LO and NLO are shown in Fig. 83, as a function of pjet⊥,cut and for values
as large as 20 TeV. The cross-sections at NLO are significantly larger than those at LO, by as much as an
order of magnitude at 10 TeV and beyond.
As useful operating points, we use pjet⊥,cut = 25 GeV and also choose to study the additional case
p
jet
⊥,cut = 300 GeV, which we will label 100 TeV* in the following. The cross-sections for WW+jet





⊥,cut σLO [pb] σNLO [pb]
14 TeV 25 GeV 39.5+11.7%−11.0% 48.6
+3.8%
−4.0%
100 TeV 25 GeV 648+22.3%−19.3% 740
+4.5%
−9.3%
100 TeV 300 GeV 30.3+11.22%−10.56% 53.7
+8.0%
−7.6%
Table 27: Cross-sections for the process pp → WW+jet at proton-proton colliders of various energies,
together with estimates of the theoretical uncertainty from scale variation as described in the text. Monte
Carlo uncertainties are at most a single unit in the last digit shown shown in the table.




⊥ at LO and NLO.
Eq. (34), are collated in Table 27 37. Note that the effect of the decays of the W bosons is not included.
At the 100 TeV machine, the jet cut of 300 GeV has been chosen so that the cross section is similar in
size to the 14 TeV cross section, as can be seen from Table 27. This cut provides a useful benchmark in
a different kinematic regime that may be more appropriate at that collider energy.
An interesting feature of the higher order corrections to processes such as the one at hand is the
existence of so-called “giant K-factors” [214, 319, 320]. An observable that exemplifies this effect is
H
jets
T , which is defined to be the scalar sum of all jet transverse momenta in a given event. At NLO, real
radiation contributions arise in which two hard partons are produced approximately back-to-back, with
the W+W− system relatively soft. Such configurations are not captured at all by the LO calculations,
in which the parton and W+W− system are necessarily balanced in the transverse plane. This results in
the by now well-known feature of huge NLO corrections at large H jetsT , as shown in Fig. 84.
We see that the NLO predictions are at least an order of magnitude larger than their LO counter-
parts in the tails of the distributions38. This onset occurs well before the interesting multi-TeV region.
Another interesting topic to investigate is the total number of events for selection cuts, i.e.
σtot (cut) =
∫
dσΘ (cut) , (35)
where the cuts for dimensionful quantities can reach O ( TeV). Figure 85 displays similar distributions
37Note that there is a minor typographical error in Ref. [309] in the relative uncertainty due to scale variations for the LO
cross section at 100 TeV, which we have corrected here.
38This effect also appears at a 14 TeV LHC, cfr. e.g. [310].
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(left) and |pWWT | ≡ |pjetsT |, the transverse momentum of the complete jet system (right), with pcut⊥ =
25 GeV in both cases.
Fig. 86: NLO p⊥,j (left) and HT (right) distributions, normalized by the respective total cross sections,
for 14 TeV(red), 100 TeV(blue), and 100 TeV* (green)
for the quantities HT,jets and pWWT .
8.5.3 Differential distributions
To illustrate some of the key differences between the predictions for WW+jet production at the two
collider energies, we now examine NLO predictions for a number of kinematic distributions. For this
study we consider leptonic decays of the W+ and W− bosons, but do not apply any cuts on the decay
products. We also show the respective distributions at the 14 TeV LHC for comparison. Fig. 86 shows
two quantities that characterize the overall nature of this process, the transverse momentum of the leading
jet and the scalar sum of all jet and lepton transverse momenta,HT . All histograms have been normalized
to the total NLO cross-sections given earlier, in order to better compare their shapes. At 100 TeV the
leading jet is significantly harder than at 14 TeV. The HT distribution is also harder at 100 TeV with, of
course, a significant shift in the peak once the jet cut is raised. 39
Turning to leptonic observables, Fig. 87 shows the transverse momentum and rapidity of the
positron from the W+ decay. The transverse momentum spectrum of the positron falls much less steeply
39This observable is also frequently used as a cut variable in searches for physics beyond the SM, for example in Refs. [321,
322], where cuts are placed in the range ∼ 0.6–2 TeV depending on the details of the search strategy.
100
Fig. 87: NLO p⊥,` (left) and η` (right) distributions, normalized by the respective total cross sections, for
14 TeV(red), 100 TeV(blue), and 100 TeV* (green)
Fig. 88: NLO ∆Φ`` (left) and m`` (right) distributions, normalized by the respective total cross sections,
for 14 TeV(red), 100 TeV(blue), and 100 TeV* (green)
at 100 TeV, and even less so with a higher jet cut. The rapidity distribution of the positron is also
changed non-trivially, with the broader peak at 100 TeV reflecting the fact that the process is probing a
much smaller parton fraction. When the jet cut is raised to 300 GeV the required parton fraction is again
larger so that the shape is a little closer to the one found at 14 TeV. 40 An observable that is particularly
interesting for this process is the azimuthal angle between the electron and the positron, which can be
used to isolate contributions to this final state from Higgs boson decays. As shown in Fig. 88, under the
usual jet cuts at 14 TeV, this distribution is peaked towards ∆Φ`` = pi, a feature which persists at 100 TeV
using the same jet cut. Once the jet cut is raised significantly, the recoil of the W+W− system results in
the two leptons instead being preferentially produced closer together, i.e. in the region ∆Φ`` → 0. This
is the same region of ∆Φ`` that is favoured by events produced via the Higgs boson decay. Even if the
jet threshold at a 100 TeV collider were not as high as 300 GeV, such a shift in this distribution could be
an important consideration in optimizing Higgs-related analyses in the W+W− decay channel. Despite
this shift to smaller ∆Φ``, the combination of this effect with the change in the p⊥,` distribution shown
earlier results in a relatively similar distribution for m``, albeit with a longer tail.
Finally, we show the distribution of the transverse momentum for the dilepton system p``⊥ , after
cutting on the dilepton invariant mass. The corresponding cross section values are given in table 28,
40Although not shown here, the jet rapidity exhibits a similar behaviour.
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mmax`` σLO [pb] σNLO [pb]
125 GeV 4.76 5.34
50 GeV 1.48 1.64
Table 28: Cross-sections for the process pp → WW+jet at a 100 TeV proton-proton collider, for two
different cuts on the dilepton invariant mass. The listed values include leptonic branching ratios. Monte
Carlo uncertainties are at most a single unit in the last digit shown shown in the table.
Fig. 89: Transverse momentum of the dilepton system at LO and NLO, for m`` < 125 GeV (left) and
m`` < 50 GeV (right).
while distributions are shown in figure 89.
8.5.4 Summary
Of course, at 100 TeV dimensionful variables, such as p⊥ andm``, exhibit longer tails in the distributions
than at 14 TeV. This simply reflects the increased center-of-mass energy of the system. However this
increase of the center-of-mass energy also leads to broader rapidity distributions. Furthermore, applying
a higher p⊥ cut significantly changes distributions for the dilepton azimuthal angle ∆Φ`` as well as
the total transverse momentum of the visible system HT , which are frequently used for background
suppression for Higgs measurements or BSM searches, respectively. In case such an increased cut is
applied, this needs to be taken into account when devising the respective search strategies at a 100
TeV machine.
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9 Electroweak production of gauge bosons in VBF and VBS processes41
Vector boson fusion (VBF) and vector boson scattering (VBS) processes provide particularly promising
means for probing the mechanism of electroweak symmetry breaking. At hadron colliders, this class
of reactions proceeds via the scattering of (anti-)quarks by the exchange of weak gauge bosons in the
t-channel with subsequent emission of weak gauge bosons, i.e. the purely electroweak (EW) reactions
pp → V jj and pp → V V jj, respectively (with V denoting a W± or a Z boson). In this report, we
focus on leptonic decays of the weak bosons. The jets emerging from the quarks in VBF and VBS
reactions are typically located in the forward and backward regions of the detector. Little QCD activity
is encountered in the central region of rapidity. These characteristic features can be exploited for a
powerful suppression of a priori large QCD backgrounds. In the following, we will consider EW W+jj,
Zjj, W+W+jj, W+Zjj, W+W−jj, and ZZjj production at a 100 TeV proton-proton collider in the
context of the Standard Model. We will devise selection cuts tailored for an optimization of the respective
signal processes in the presence of the most abundant QCD backgrounds, in particular QCD-induced
V V jj processes and, in the case of W+W−jj final states, backgrounds constituted by tt¯ production in
association with up to two jets. For VBS reactions, we assume, for simplicity, that each gauge boson is
decaying into a different type of lepton pair, and neglect interference effects that in principle could arise
from final states involving same-type leptons. Off-shell and non-resonant contributions to the respective
2-lepton+2-jet or 4-lepton+2-jet final states are fully taken into account in all signal channels.
After a description of the general setup and input parameters of our study in Sec. 9.1, we will
discuss various VBS-induced double and single gauge-boson production processes in Secs. 9.2–9.5, and
Sec. 9.6, respectively. In Sec. 9.7 benchmark cross sections for the various VBS signal processes are
provided.
9.1 Input parameters and setup
Our numerical calculations are performed with the VBFNLO Monte Carlo package [323–331] for all V jj
and V V jj processes apart from the QCD-induced W+W−jj mode, and the Madgraph code pack-
age [332] for the remaining processes, including the top-induced backgrounds. In principle, the public
POWHEG-BOX package [249–251] provides implementations for several VBS signal and background pro-
cesses including NLO-QCD corrections matched with parton showers [333–342]. However, since the
major goal of this study is to explore the capabilities of a future high-energy collider facility rather than
to perform a precision analysis, we will refrain from using this tool here.
For the results presented in this section we use the SM masses and widths,
MW = 80.385 GeV, ΓW = 2.097547 GeV ,
MZ = 91.1876 GeV, ΓZ = 2.508827 GeV ,
MH = 125.09 GeV, ΓH = 0.004066 GeV ,
mtop = 172.5 GeV, Γtop = 1.340488 GeV .
(36)
The EW coupling constant is computed in theGµ scheme from the above input parameters and the Fermi














External b-and t-quark contributions are disregarded throughout in all matrix elements. For the par-
ton distribution functions (PDFs) of the proton, we use the MMHT2014lo/nlo68cl sets [19] at LO and
NLO, respectively, and the corresponding values of αs as provided by the LHAPDF repository [30]. As
41Editor: B.Jäger
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factorization scale, µF , and renormalization scale, µR, for the EW V V jj processes we use
µF = µR = Qi , (38)
where the Qi denote the momentum transfer of the incoming to the outgoing quark on the upper and
lower fermion lines, respectively. For the QCD induced V V jj processes, we use








pT,i + ET (V1) + ET (V2) , (40)
where the summation is running over all final-state partons in an event, and the transverse energy of each
weak boson is determined by its transverse momentum, pT,V , and mass, MV , via





For our numerical analysis, we use a set of minimal selection cuts. For the reconstruction of jets,
we use the anti-kT algorithm with R = 0.4, and demand a minimum transverse momentum,
pT,jet ≥ 50 GeV . (42)
The two hardest jets fulfilling the cut of Eq. (42) are called “tagging jets”. These two jets are required to
reside in opposite hemispheres of the detector,
yj1 × yj2 < 0 . (43)
For charged leptons we impose cuts on transverse momenta, rapidities, and jet-lepton separations
in the rapidity-azimuthal angle plane,
pT,` ≥ 20 GeV , |y`| ≤ 5 , ∆Rjet,` ≥ 0.4 . (44)
A very powerful tool for the suppression of background processes is provided by requiring the charged
leptons to be located in between the two tagging jets in rapidity,
ytagj,min < y` < y
tag
j,max . (45)
For the ZZjj, W±Zjj, and Zjj processes, to suppress contributions from photons of very small
virtuality we furthermore require a minimal invariant mass for all pairs of oppositely charged leptons,
M`+`− > 15 GeV . (46)
In addition to these minimal cuts, process-specific selection cuts are devised for each channel.
9.2 W+W+jj
For the W+W+jj channel, we consider the representative νee+νµµ+jj final state. We found that the
EW signal in the presence of QCD-induced W+W+jj production can be improved by a set of selection
cuts that are imposed in addition to the minimal cuts of Eqs. (42)–(45). Because of the absence of gluon-
induced contributions in the QCD-induced production mode a very large signal-to-background (S/B)
ratio of 29.35 can be achieved by rather moderate customized cuts on the separation of the two tagging
jets,




















Fig. 90: Transverse-momentum distribution of the hardest jet in pp → νee+νµµ+jj via VBS, within
the selection cuts of Eqs. (42)–(45) and Eq. (47). The upper panel shows the LO (blue line) and the
NLO-QCD results (green line) for the EW process, while the lower panel displays the K-factor that is
defined as the ratio of the NLO to the LO result.
With this set of cuts, we obtain cross sections of σEW = 49.335(8) fb and σQCD = 1.681(2) fb for
EW- and QCD-induced W+W+jj production, respectively, at LO. The NLO-QCD corrections to the
EW signal process are small, resulting in a cross section of σEWNLO = 52.56(2) fb. We note, however, that
the NLO-QCD corrections are not flat, but affect bulk and tail of distributions in a non-trivial manner.
To illustrate this effect, we depict the transverse momentum distribution of the hardest jet at LO and
NLO QCD in Fig. 90. Despite the non-negligible impact of NLO-QCD corrections, in the following
we restrict our analysis to LO, since at this time details of a possible experimental setup represent the
dominant source of uncertainties.
Figure 91 shows the EW signal and the QCD background for the same distribution and, in addi-
tion, for the transverse mass distribution of the gauge-boson system. In order to spot new physics that
mostly impacts the tails of invariant-mass and transverse-momentum distributions, searches typically
focus on the kinematic region of large invariant masses of the gauge-boson system. In the presence of
two neutrinos, this quantity is not fully reconstructible. In this case, the transverse mass of the W+W+











2 +M2`` , E
miss
T = |~pmissT | . (49)
Here, ~p``T denotes the transverse momentum of the charged-lepton system, and ~p
miss
T the total transverse
momentum of the neutrino system.
The transverse-mass distribution depicted in Fig. 91 clearly exhibits that the EW signal is domi-




































Fig. 91: Transverse-momentum distribution of the hardest jet (l.h.s.) and transverse-mass distribution
of the gauge-boson system (r.h.s) for the EW-induced (blue line) and QCD-induced (red line) contribu-
tions to pp → νee+νµµ+jj, within the selection cuts of Eqs. (42)–(45) and Eq. (47) for an integrated







































Fig. 92: Total number of events produced with pT,j1 > p
min
T,j1




for the EW-induced (blue line) and QCD-induced (red line) contributions to pp → νee+νµµ+jj, within
the selection cuts of Eqs. (42)–(45) and Eq. (47) for an integrated luminosity of 30 ab−1.
might be necessary in new physics searches, the impact of the QCD-induced background on the VBS
signal will remain small. In order to quantify the number of events per bin we are assuming an integrated
luminosity of 30 ab−1.
In Fig. 92 we show the number of events above a specific value of the tagging jets’ transverse mo-






































Fig. 93: Invariant-mass distribution (l.h.s.) and rapidity separation of the two tagging jets (r.h.s.) for
the EW-induced (blue line) and QCD-induced (red line) contributions to pp→ νee+µ−µ+jj, within the
selection cuts of Eqs. (42)–(46) and Eq. (50) for an integrated luminosity of 30 ab−1.
9.3 W+Zjj
For the W+Zjj channel, we consider the representative νee+µ−µ+jj final state. An optimization of
the S/B ratio in the W+Zjj channel can be achieved when in addition to the cuts of Eqs. (42)–(46) the
following process-specific cuts are imposed:
mjj > 2500 GeV , ∆yjj > 5 . (50)
With the cuts of Eqs. (42)–(46) and Eq. (50), we obtain a cross section of σEW = 5.0547(7) fb and
σQCD = 2.801(1) fb for EW- and QCD-induced W+Zjj production, respectively, at LO, resulting in
an S/B ratio of 1.80. For this setup, the invariant mass distribution and the rapidity separation of the two
tagging jets are shown in Fig. 93. Obviously, in the QCD-induced production mode the two jets tend to
be closer, which is essential for the design of cuts for the improvement of the S/B ratio.
In contrast to W+W+jj and W+W−jj final states where the invariant mass of the two-gauge-
boson system cannot be determined in the fully leptonic decay modes, such a reconstruction is possible
in the W+Zjj channel using kinematical constraints to estimate the longitudinal component of the neu-
trino momentum. The distribution of the invariant mass computed from these reconstructed momenta
is depicted in Fig. 94 together with the number of events above a specific value of MWZ , assuming an
integrated luminosity of 30 ab−1.
9.4 ZZjj
The ZZjj channel is of particular phenomenological relevance, both, as VBS process that is sensitive,
for instance, to new scalar resonances in the TeV regime, and as background to Higgs production via
vector boson fusion in the H → ZZ decay mode. Here, we focus on the fully leptonic final state where
each Z boson decays into a lepton pair of different type, i.e. the process pp→ e−e+µ−µ+jj.
Proceeding in the same manner as for the W+W+jj and W+Zjj processes, we devise a set of
selection cuts enhancing the impact of the EW production mode with respect to QCD-induced ZZjj
production. To this end, we impose the basic selection cuts of Eqs. (42)–(46), amended by the extra cuts
of


































Fig. 94: Invariant-mass distribution of the WZ system reconstructed from the lepton momenta (l.h.s.)
and total number of events produced with MWZ > MminWZ (r.h.s) for the EW-induced (blue line) and
QCD-induced (red line) contributions to pp→ νee+µ−µ+jj, within the selection cuts of Eqs. (42)–(46)


































Fig. 95: Invariant-mass distribution of the four-lepton system for two different ranges of the EW-induced
(blue line) and QCD-induced (red line) contributions to pp → e−e+µ−µ+jj, within the selection cuts
of Eqs. (42)–(46) and Eq. (51). An integrated luminosity of 30 ab−1 is assumed.
With these cuts, we find a LO cross section of σEW = 2.1506(7) fb and σQCD = 0.2533(2) fb for EW-
and QCD-induced ZZjj production, respectively, resulting in an S/B ratio of 8.49.
The invariant mass of theZZ system can be fully reconstructed from the momenta of the final-state
charged leptons. Figure 95 shows the four-lepton invariant-mass distribution in two different ranges. At
low values ofMZZ , an interesting structure can be observed that is due to the Z peak around 91 GeV and,
for the EW production mode, the Higgs resonance at 125 GeV. Both channels exhibit a broad continuum
contribution above the Z-pair production threshold with the QCD contribution decreasing slightly faster





































Fig. 96: Total number of events produced with pT,j1 > p
min
T,j1
(l.h.s.) and with mjj > mminjj (r.h.s.) for
the EW-induced (blue line) and QCD-induced (red line) contributions to pp→ e−e+µ−µ+jj, within the
selection cuts of Eqs. (42)–(46) and Eq. (51). An integrated luminosity of 30 ab−1 is assumed.
jets’ transverse momenta and invariant mass, respectively, assuming an integrated luminosity of 30 ab−1.
9.5 W+W−jj
The strategy applied to the W+W−jj channel differs from the respective analyses of other channels,
as in this case the dominant source of background to the VBS signal is provided not by QCD-induced
W+W−jj production, but by top-pair production in association with jets. In the tt¯ channel, when the
dominant decay modes of the top quarks into W bosons and bottom quarks are considered, the bottom
quarks can be misidentified as light-flavor tag jets. Even more problematic are modes where a tt¯ pair
is produced in association with one or two jets that may mimic the tag jets of a VBS event. Because
of the large event rates, despite the application of efficient b-veto techniques it is difficult to reduce the
background associated with these various tt¯ processes below the level of the signal cross section with
cut-based techniques. In order to find an optimal set of selection cuts for EW W+W−jj production, we
therefore take tt¯, tt¯+1 jet, tt¯+2 jet, and QCD-induced W+W−jj production processes into account.
We use MadGraph5 for the simulation of the top backgrounds that we generically refer to as tt¯+jets. We
focus on final states with different types of leptons, e+νeµ−ν¯µjj.
An optimal S/B ratio is obtained with the basic selection cuts of Eqs. (42)–(45) and additional
cuts on the separation of the two tagging jets,
mjj > 2000 GeV , ∆yjj > 5 . (52)
For the suppression of the tt¯+jets backgrounds, we veto any events with an identified b quark, assuming
the b-tagging efficiencies listed in Tab. 29. Events passing the b-veto are rejected, if they exhibit any jet






Note that in our LO calculation the VBS signal and the QCD-induced W+W−jj background never
exhibit more than two jets and thus always pass the cut of Eq. (53). With the full set of selection cuts and
the b-veto procedure we apply, we find cross sections of σEW = 58.28(2) fb, σQCD = 17.1(1) fb, and
σtt¯+jets = 5.2(4) fb.
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pvetoT j [GeV] 1.4 < |ηvetoj | |ηvetoj | < 1.4
20 - 50 60% 70%
50 - 80 65% 75%
80 - 120 70% 80%
120 - 170 70% 80%
> 170 65% 75%
Table 29: Assumed b-tagging efficiencies as functions of the transverse momentum of the jet for different
rapidity ranges (adapted from Ref. [343]).
9.6 Single gauge-boson production via VBF
The efficient suppression of QCD backgrounds is much more challenging for single gauge-boson pro-
duction via VBF than in the case of gauge-boson pair production via VBS. A simple cut-based analysis
is not capable of yielding S/B ratios much larger than one. More advanced techniques will be necessary
for a clean isolation of the VBF signal in these cases. We nonetheless report our results for a simple
cut-based study here to convey which orders of magnitude are to be expected for signal and background
cross sections after VBF-specific selection cuts are imposed. We consider the representative e−e+jj and
νee
+jj final states for the Zjj and W+jj processes, respectively.
We impose the cuts of Eqs. (42)–(45). Furthermore, the tagging jets are required to exhibit a large
invariant mass and be well-separated in rapidity,
mjj > 2000 GeV , ∆yjj > 5 . (54)
For the Zjj production process, in addition the cut of Eq. (46) is applied to the decay leptons.
The cut on the on the lepton rapidity relative to the tagging jets, Eq. (45), is particularly important
for the suppression of the QCD backgrounds that typically feature leptons not located in between the
tagging jets. The impact of this cut is illustrated by Fig. 97, where for pp → νee+jj we show the
distribution of the y?` variable, defined as






without and with the cut of Eq. (45). The cut has an impact of about 40% on the QCD background, while
it reduces the EW signal cross section only marginally.
With the above-listed cuts (including the requirement on the lepton rapidity), the cross sections
given in Tab. 30 are obtained for the EW signal and the respective QCD background processes in the
W+jj and Zjj modes when decays of the gauge bosons into a specific lepton pair are considered.
The larger S/B ratios given in Tab. 31 can be obtained, if the more severe cuts
mjj > 3000 GeV , ∆yjj > 6 , |y`| ≤ 1 , (56)
are imposed on the tagging jets and the charged leptons.
In Figs. 98 and 99, for the Zjj and W+jj production modes we show the number of events above
a specific value of the tagging jets’ transverse momenta and invariant mass, respectively, assuming an










































Fig. 97: Distribution of the y?` variable for the EW-induced (blue line) and QCD-induced (red line)
contributions to pp → νee+jj, within the selection cuts of Eqs. (42)–(44) and Eq.(54), without (l.h.s.)
and with (r.h.s.) the lepton rapidity-gap cut of Eq. (45). An integrated luminosity of 30 ab−1 is assumed.
EW production QCD production S/B
σLO(W+jj) 6980.1(8) 41324(10) 0.17
σLO(Zjj) 1079.5(3) 5164(1) 0.21
Table 30: Cross sections for the EW-induced V jj production processes together with the irreducible
QCD background and the signal-to-background ratio, S/B, within the default cuts for V jj processes
discussed in the text. Decays of the weak bosons into a specific leptonic final state are included as
detailed in the text. All cross sections are given in [fb].
EW production QCD production S/B
σLO(W+jj) 1488.1(4) 1227.8(8) 1.21
σLO(Zjj) 154.4(1) 138.0(1) 1.12
Table 31: Cross sections for the EW-induced V jj production processes together with the irreducible
QCD background and the signal-to-background ratio, S/B, within the default cuts for V jj processes
discussed in the text and the additional cuts of Eq. (56). Decays of the weak bosons into a specific
leptonic final state are included as detailed in the text. All cross sections are given in [fb].
9.7 Benchmark cross sections
As we have shown above, dedicated sets of selection cuts are essential for obtaining optimal signal-to-
background ratios in the environment of a high-energy hadron collider. Nonetheless, we here provide
cross sections for the various VBS processes within simple cut scenarios to facilitate comparisons among
the various channels.
In Tab. 32 we list numbers for an inclusive setup where we only impose the transverse-momentum

































Fig. 98: Total number of events produced with pT,j1 > p
min
T,j1
(l.h.s.) and withmjj > mminjj (r.h.s.) for the
EW-induced (blue line) and QCD-induced (red line) contributions to pp→ e−e+jj, within the selection
































Fig. 99: Total number of events produced with pT,j1 > p
min
T,j1
(l.h.s.) and withmjj > mminjj (r.h.s.) for the
EW-induced (blue line) and QCD-induced (red line) contributions to pp→ νee+jj, within the selection
cuts of Eqs. (42)–(45), and Eq. (54). An integrated luminosity of 30 ab−1 is assumed.
processes with final-state Z bosons we additionally require
M`+`− > 66 GeV (57)
for all oppositely-signed lepton pairs to suppress contributions from photons splitting into lepton pairs.
In Tab. 33 we additionally impose VBS-specific cuts on the tagging jets,
yj1 × yj2 < 0 , mjj > 2000 GeV , ∆yjj > 5 . (58)
Cross sections with realistic cuts on the decay leptons as given in Eqs. (44)–(45) are listed in Tab. 34.
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VBS channel cross section [fb]
W+ jj 41 200
Z jj 7 215
W+ W− jj 245.7
W+ W+ jj 104.8
W+ Z jj 19.64
ZZ jj 5.372
Table 32: Cross sections for various VBS processes within the cuts of Eq. (42). For processes with
Z bosons, additionally the cut of Eq. (57) is imposed. Decays of the weak bosons into a specific leptonic
final state are included as detailed in the text. Statistical errors are at the permille level in each case.
VBS channel cross section [fb]
W+ jj 8 670
Z jj 1 461
W+ W− jj 93.27
W+ W+ jj 48.35
W+ Z jj 8.312
ZZ jj 2.419
Table 33: Cross sections for various VBS processes within the cuts of Eqs. (42) and (58). For processes
with Z bosons, additionally the cut of Eq. (57) is imposed. Decays of the weak bosons into a specific
leptonic final state are included as detailed in the text. Statistical errors are at the permille level in each
case.
VBS channel cross section [fb]
W+ jj 6 979
Z jj 1 050
W+ W− jj 58.30
W+ W+ jj 32.36
W+ Z jj 4.875
ZZ jj 1.415
Table 34: Cross sections for various VBS processes within the cuts of Eqs. (42), (58), (44)–(45). For
processes with Z bosons, additionally the cut of Eq. (57) is imposed. Decays of the weak bosons into a




The production of jets is the process that by far dominates, at all distance scales, the final states emerging
from hard collisions among the proton constituents.
10.1 Inclusive jet and dijet production
Figure 100 shows the integrated rates for the production of events with at least one jet of transverse
momentum pT larger than a given threshold. The distribution refers to jets with pseudorapidity η in
the range |η| < 2.5. Figure 101 shows the probability that events with jets above certain pT threshold
be contained inside certain η ranges. Notice the huge η extension, even for jets with pT in the TeV
range. Assuming integrated luminosities in excess of 1 ab−1, the reach in pT extends well above 20 TeV.
Fully containing and accurately measuring these jet energies sets important constraints on the design of
calorimeters, e.g. requiring big depth and therefore large transverse size, with a big impact on the overall
dimensions and weight of the detectors.
Fig. 100: Rates of events with one jet of |η| < 2.5 and pT > pminT .
Fig. 101: Left: acceptance, for jets above various pT thresholds, to be contained within |ηj | < ηmin.
Right: probability to be outside the ηmin acceptance.
These choices become particularly relevant in the context of searches for high-mass resonances in
dijet final states, where the separation from the continuum background of possibly narrow states requires
42Editors: A. Larkoski, M. Pierini, M. Selvaggi
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Fig. 102: Left: dijet mass spectra, for different η constraints. Right: partonic composition of dijet final
states, as a function of the dijet mass.
good energy resolution. Figure 102 shows the rates for QCD production of final states with a dijet of
invariant mass above a given threshold. We consider two cases: the dijet mass spectrum of all pairs
with jets within |η| < 5, and the spectrum limited to jets produced at large angle in the dijet center of
mass (|η1 − η2| < 2), a configuration which is more typical of the production and decay of a possible
resonance. Notice that, particularly at the largest masses, the former rates are several orders of magnitude
larger than the latter ones. This is because one is dominated there by the low-angle scattering. But even
for central production we have rates in excess of 1 event/ab−1 for masses above 50 TeV. The relative
partonic composition of central dijet events, as a function of the dijet mass, is shown in the right plot of
Fig. 102. In the region 2 TeV<∼Mjj <∼20 TeV the final states are dominated by qg pairs. Above 20 TeV,
we find mostly qq pairs (the qq¯ component is greatly suppressed throughout).
10.2 Spectroscopy with high-mass dijets
A central goal of the 100 TeV collider would be the discovery of new states with multi-TeV masses. If
these states are able to be produced at a pp collider, then they must decay to light quarks and gluons.
Additionally, these states may decay to electroweak-scale objects, especially if they are related to the
(solution of the) hierarchy problem. The dominant decay modes of electroweak bosons and the top
quark is to hadronic final states. Therefore, we should generically expect that final states with jets are
among the most sensitive to new physics signals. In this section, we will study resonances that decay to
pairs of QCD jets or electroweak objects and the sensitivity of jet algorithm parameters to reconstructing
invariant mass spectra.
In this section, and the following sections, we simulate events as follows. Narrow color-singlet
resonances with masses of 10, 20, 30, and 40 TeV that decay to pairs of top quarks, W bosons, light
quarks, or gluons in pp collision events at 100 TeV are generated with MadGraph_aMC@NLO v2.3.2.2
[73]. The top quark and W boson final states are decayed fully hadronically. The parton-level events
are then showered with Pythia v8.2 [41] or Herwig++ v2.7.1 [110]. The resulting jets are clustered with
the anti-kT algorithm [212] using FastJet v3.1.3 [221]. Only particles with pseudorapidity |η| < 2.5 are
included in the jet clustering and only jets with transverse momentum pT larger than 20% of the mass of
the mother resonance are included. This latter cut effectively imposes a cut on the pseudorapidity of the
jets |ηJ | . 1.5. For this analysis, we are most interested in the required performance and resolution of
the detector to reconstruct the jets and the resonance, and so this cut will not directly affect that. It is to
guarantee that the jets we are studying are indeed those that originated from the resonance decay.
In Figs. 103-106, we plot the invariant mass distribution of the two highest pT jets from events
with a 20 TeV resonance. We scan over the jets’ radii ranging from R = 0.05 to R = 0.5. Because
the resonance is almost always produced at rest, the total invariant mass of these events will be about 20
TeV. As the radius of the jets increases, more radiation in the final state is captured in the jets. The long
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tail of the mass distributions extending below 20 TeV indicates that there is some amount of radiation
from the decay of the resonance that is not being captured in the two hardest jets. This tail decreases as
the jet radius increases and is essentially absent for hadronically decaying W bosons, for the range of R
considered. W bosons are color singlets, and so do not radiate at wide angles. Therefore, once the jet
radius is large enough to capture the W decay products, then essentially all of the radiation in the final
state is in the jets.
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Fig. 103: Dijet invariant mass spectrum of boosted top quarks produced from the decay of a 20 TeV
resonance with jet radii ranging from R = 0.05 to R = 0.5.
For colored top quarks, light quarks, and gluons the tail is never completely removed, as long as
there is radiation in the event not captured in the jet. There is always a non-zero probability that a colored
parton will emit radiation outside of the jet and therefore will effectively lose energy. By increasing the
jet radius, the tail of the resonance mass distribution extending to small masses can be reduced. In
Fig. 107, we plot the dijet invariant mass for resonances decaying to gluons and light quark jets with jet
radius R = 1.0. As compared to earlier plots, where the jet radius extended to only R = 0.5, the mass
distribution is much more symmetric and the tail extending to small masses is nearly eliminated.
This effect on the pT of the jet can be estimated in the small jet radius R limit. The average pT
loss 〈δpT 〉 due to perturbative radiation is [344, 345]
〈δpT 〉 = αs
pi
Li logR+O(αs) . (59)
Li is a constant that depends on the flavor of the jet:
Lq =
(
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Fig. 104: Light QCD quark dijet invariant mass spectrum produced from the decay of a 20 TeV resonance
with jet radii ranging from R = 0.05 to R = 0.5.
For resonances that decay to two jets, this pT loss can be translated into the average difference between
the true resonance mass and the dijet invariant mass, 〈δm〉. To lowest order in the small jet radius limit,
assuming that the resonance is produced at rest, this mass difference is approximately
〈δm〉 ' −mαs
2pi
Li logR+O(αs) , (62)
where m is the mass of the resonance.
In Fig. 108, we plot the average difference between the dijet invariant mass and the true resonance
mass 〈δm〉 as a function of the jet radiusR. On these plots, we have also included the analytic prediction
of Eq. 62 for reference. Once the jet radius is large enough to capture all of theW decay products (above
about R = 0.03), the di-W invariant mass is very close to the true resonance mass, as expected because
it is a color-singlet. For light quark and gluon jets, the prediction in Eq. 62 agrees very well with the
slope of the curve from the Monte Carlos. The offset differs, but is affected by R-independent O(αs)
corrections that we have not included. Like for W s, if the jet radius is too small, then all of the decay
products of the top quark will not be captured in the jet. However, once the jet radius is above about
R = 0.06, the top quark emits radiation outside of the jet in the same manner as a light quark.
As a quantitative measure of the optimal precision to which resonance masses can be recon-
structed, in Fig. 109 we plot the fractional full-width half-maximum of the reconstructed 20 TeV res-
onance that decays to W bosons and gluons as a function of the jet radius. As illustrated in Fig. 106, the
width of the resonance decaying to W bosons is exceptionally small, and appears to only be limited by
the intrinsic width of the resonance. If the jet radius is too large, however, then more contamination ra-
diation will be captured by the jet, smearing out the resonance peak. For resonances decaying to gluons,
the opposite is true. If the jet radius is too narrow, then a significant amount of final state radiation will
exit the jet, greatly reducing the resolution of the resonance peak. However, as the jet radius increases,
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Fig. 105: Gluon dijet invariant mass spectrum produced from the decay of a 20 TeV resonance with jet
radii ranging from R = 0.05 to R = 0.5.
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Fig. 106: Dijet invariant mass spectrum of boosted W bosons produced from the decay of a 20 TeV
resonance with jet radii of R = 0.05 and R = 0.1.
more of this radiation is captured in the jet, improving the resolution. Note, however, that even with the
largest jet radius, the resolution of the resonance mass for gluons is at the percent level, as compared to
less than a part per mille for W s.
10.3 SM physics of boosted objects
Given that jets or hadronically decaying electroweak objects may be the most powerful probe into new,
high scale physics, it is necessary to efficiently identify their origin. For electroweak particles, the most
sensitive single observable is the mass and jets with masses around 100 GeV are evidence of electroweak
origin. Jets initiated by light QCD partons, on the other hand, have no intrinsic high-energy scale.
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Fig. 107: Light quark dijet invariant mass spectrum (left) and gluon dijet invariant mass spectrum (right)
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Fig. 108: Average fractional difference between dijet invariant mass from anti-kT jets with various radii
and the true 20 TeV resonance that decays to tops, light QCD quarks, W s, and gluons. The prediction of
Eq. 62 is shown for reference.
Depending on the cuts made on the jets as imposed by the jet algorithm, the mass spectra of QCD jets
will be correspondingly sculpted and may peak in the electroweak mass window. More detailed analyses
can be performed for identifying specific jets; see for example the studies in Refs. [346–348], dedicated
to top quarks. We will review the conclusions of some of these top quark studies in Sec. 10.3.1.
Jet mass distributions are plotted in Figs. 110-113. Here, we plot the masses of the jets from the
resonance decays studied in the previous section with the same cuts imposed. The mass of the resonance
is fixed to 10 TeV, and the jet radius is varied from R = 0.05 to R = 0.5. For quark and gluon jets, the
mass distributions increase as the jet radius increases. For these jets, the peak of the mass distribution is
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Fig. 109: Full-width half maximum of the 20 TeV resonance that decayed to boosted W bosons (left)






where Ci is the color of the jet and pT is its transverse momentum. As illustrated in the plots, the peak
of these QCD jets is in the electroweak mass range for R & 0.2. Therefore, by decreasing the jet radius,
we reduce the number of QCD jets that look like jets from hadronic decays of electroweak objects.
The mass of jets initiated by hadronic decays of top quarks or W bosons have very different
dependence on jet radius. At the smallest jet radius studied, R = 0.05, there is a significant amount
of radiation in the decays that are not captured in the jet. For W bosons, while there is a pronounced
peak at the W mass, there is a tail at small masses indicating that a fraction of the jets do not contain
both prongs of the W decay. For top quarks, there actually is no peak at the top mass whatsoever. Some
jets do consist of the W from the decay, but the bulk is a smooth, falling distribution. As the radius is
increased more of the decay products are included in the jets, and so for R & 0.1, most of the top and W
jets exhibit dominant peaks at their expected masses. As a rule of thumb, the critical jet radius necessary




When the jet radius is increased to R = 0.5, however, the mass distribution is significantly de-
formed. This is due to the inclusion of more contamination radiation in the jet, that is uncorrelated with
the decay. This radiation may come from the initial state or underlying event and is approximately uni-
formly distributed over the area of the jet. Therefore, its contribution to the transverse momentum of the
jet scales like the area of the jet, R2, while its contribution to the mass of the jet scales like R4. Roughly,
in changing the jet radius from R = 0.2 to R = 0.5, the effect of contamination radiation on the jet mass
increased by a factor of almost 40. This illustrates that, to accurately reproduce the resonance peak, to
reduce QCD backgrounds, and to eliminate contamination, a jet radius close to the critical radius Rcrit in
Eq. 64 should be used.
These observations are further illustrated in Figs. 114-117. Here, we have plotted the average
energy fraction located within an angle ∆R from the jet center. The jet radius is fixed to be R = 0.5
and the mass of the resonance that decays to the jets ranges from 10 to 40 TeV. As expected from the
approximate scale invariance of QCD, the average energy curves for quark and gluon jets is essentially
independent of the pT of the jet. The top mass jets exhibit small pT dependence between the 10 and 20
TeV resonance mass samples, but are independent for the higher mass samples. For sufficiently high pT
jets, top quarks are just light quarks. For the boosted W bosons, on the other hand, almost all of the
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Fig. 110: Jet mass distribution of R = 0.05 jets produced from 10 TeV resonance decays to tops, light
QCD quarks, W s, and gluons.
above which their radiation pattern looks like light QCD jets. This suggests that isolation requirements,
similar to that used for τ identification at the LHC, could be used to purify a sample with boosted,
hadronically-decaying W bosons.
10.3.1 Top Quark Tagging at FCC
Tagging hadronically-decaying boosted top quarks is a fundamental problem at the LHC and will be
important at the FCC also. There has been significant effort devoted to the development of observables
and algorithms for identification of top quarks at the LHC; see the reviews [349–353] and references
therein. In this section, we will review recent studies of top quark identification at the FCC.
In the study of Ref. [348], top quarks produced at high boosts at the FCC were identified by
measuring observables on jets that are sensitive to the three-prong structure of the hadronic top quark
decay. Due to the extreme hierarchy between possible pT s at the FCC and the top quark mass, there were
several components of the tagging algorithm proposed by Ref. [348]. The tagging procedure used there
was the following:
1. Jets are first clustered using the anti-kT algorithm with a fixed jet radius of R = 1.0. These R =
1.0 jets are then reclustered with a radiusR = 4mtop/pT , where pT is the transverse momentum of
the original jet. Only the hardest jet found from this reclustering is kept. This procedure minimizes
the effect of contamination radiation on the top quark mass measurement.
2. The invariant mass of the tracks mtracks in the resulting jet is measured. To account for the bias
of this mass measurement with respect to the total jet mass (at least on average), a rescaled track
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Fig. 111: Jet mass distribution of R = 0.1 jets produced from 10 TeV resonance decays to tops, light
QCD quarks, W s, and gluons.
where pT is the total transverse momentum of the jet and ptracksT is just the transverse momentum
in tracks. The rescaled jet mass was required to lie in the window mres ∈ [120, 250] GeV around
the top quark mass.
3. On these jets that passed the rescaled track mass cut, the substructure observables N -subjettiness
[354, 355] and energy correlation functions [356] were measured exclusively on the tracks. Rel-
evant for three-prong top quark jets, the N -subjettiness ratio τ3/τ2 and the energy correlation
function observable D3 [357] were used. Top quark signal jets take relatively small values for
these observables while background jets initiated by light QCD partons have relatively large val-
ues, and so a cut can be applied to further discriminate boosted top quarks from background QCD
jets.
Depending on acceptance or purity criteria, the precise cut on the observables τ3/τ2 and D3 will change,
so a useful way to illustrate the discrimination power of an observable is with a signal versus background
efficiency curve, or ROC curve. To generate the results in this section only, we showered fixed-order
events generated with MadGraph_aMC@NLO v2.2.2 with Pythia v6.4. Complete details of event gen-
eration and the discrimination procedure are presented in Ref. [348].
To include at least a benchmark for detector effects, Ref. [348] used the fast detector simulator
DELPHES [358], with a hypothetical future collider’s detector modeled off of the CMS detector [359].
The detector simulation parameters of the model CMS detector and FCC detector used in that study
are summarized in Tabs. 35 and 36. Ref. [348] emphasized that the simulated detectors are both quite
conservative and would require a full GEANT-based simulation [360] to truly accurately describe all
features of the FCC detector.
A few of the detector parameters were customized for the extreme environment of the FCC, espe-
cially in the high density environment of the tracking system. The magnetic field strength B, the size of
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Fig. 112: Jet mass distribution of R = 0.2 jets produced from 10 TeV resonance decays to tops, light
QCD quarks, W s, and gluons.
CMS FCC
Bz (T ) 3.8 6.0
Length (m) 6 12
Radius (m) 1.3 2.6
0 0.90 0.95
R∗ 0.002 0.001
σ(pT )/pT 0.2 · pT (TeV/c) 0.02 · pT (TeV/c)
σ(η, φ) 0.002 0.001
Table 35: Tracking-related parameters for the CMS and FCC setup in Delphes.
the tracking radius L and the single hit spatial resolution σrφ are the main parameters that constrain the




B · L2 . (65)
The jet center has the highest density of charged particles, and so this should describe the dominant effect
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Fig. 113: Jet mass distribution of R = 0.5 jets produced from 10 TeV resonance decays to tops, light




E ⊕ 0.7% 3%/√E ⊕ 0.3%
σ(E)/E (HCAL) 150%/
√
E ⊕ 5% 50%/√E ⊕ 1%
η × φ cell size (ECAL) (0.02× 0.02) (0.01× 0.01)
η × φ cell size (HCAL) (0.1× 0.1) (0.05× 0.05)
Table 36: Calorimeter parameters for the CMS and FCC setup in Delphes.
R∗ is a parameter that controls the angular resolution of the tracker, where we set R∗ = 0.001 for
simulated FCC detector and R∗ = 0.002 for modeling the CMS detector.
Representative ROC curves are shown in Fig. 118 for discrimination of boosted top quarks from
jets initiated by light QCD partons at the FCC for jets with pT ∈ [15, 20] TeV. The quark and gluon jet
backgrounds have been separated and the ROC curves for track- or calorimeter-based measurements are
compared. The effect of the cut on the rescaled track jet mass is included in efficiencies. Tab. 37 lists
background rejection rates in several jet pT bins at fixed signal efficiencies of 20%, 40%, and 60%. The
performance of the simulated CMS and FCC detectors are also compared.
Note from Tab. 37 that as the mass of the resonance increases (corresponding to increasing jet pT )
the power to reject light QCD jets decreases, at fixed top quark efficiency. To have the same top quark
efficiency at multiple jet pT s requires changing observable cuts. As the jet pT increases, one becomes
more sensitive to the finite angular resolution of the detector, which will reduce the power to cleanly
identify the three hard prongs of the boosted top quark. Therefore, as pT increases, the observable cuts
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Fig. 114: Average energy fraction contained within and angular scale ∆R of jets produced from 10 TeV
resonance decays to tops, light QCD quarks, W s, and gluons.
must become looser, which in turn means that more background quark or gluon jets will also be included.
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Fig. 115: Average energy fraction contained within and angular scale ∆R of jets produced from 20 TeV
resonance decays to tops, light QCD quarks, W s, and gluons.
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Fig. 116: Average energy fraction contained within and angular scale ∆R of jets produced from 30 TeV
resonance decays to tops, light QCD quarks, W s, and gluons.
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Fig. 117: Average energy fraction contained within and angular scale ∆R of jets produced from 40 TeV
resonance decays to tops, light QCD quarks, W s, and gluons.
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Fig. 118: Signal vs. background efficiency (ROC) curves for top quark identification from QCD back-
ground utilising τ3,2 and D3 with the FCC detector for pT ∈ [15, 20] TeV. (left) top quarks vs. gluon jets,
(right) top quarks vs. light quark jets. The cut on the jet mass of m ∈ [120, 250] GeV is included in the
efficiencies. Events were showered with Pythia v6.4.
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20% Top Efficiency
pT cut [2.5, 5] TeV [5, 7.5] TeV [7.5, 10] TeV [10, 15] TeV [15, 20] TeV
gluons
CMS 2% 3% 4% 5% 6%
FCC 1% 2% 2% 3% 4%
quarks
CMS 1% 2% 3% 5% 7%
FCC 0.5% 1% 1.5% 2% 4%
40% Top Efficiency
pT cut [2.5, 5] TeV [5, 7.5] TeV [7.5, 10] TeV [10, 15] TeV [15, 20] TeV
gluons
CMS 7% 9% 10% 14% 17%
FCC 5% 6% 7% 10% 12%
quarks
CMS 3% 5% 7% 11% 17%
FCC 1.5% 2.5% 4% 5% 8%
60% Top Efficiency
pT cut [2.5, 5] TeV [5, 7.5] TeV [7.5, 10] TeV [10, 15] TeV [15, 20] TeV
gluons
CMS 18% 20% 24% 30% 38%
FCC 13% 15% 20% 24% 25%
quarks
CMS 7% 10% 15% 22% 30%
FCC 4% 6% 8% 11% 15%
Table 37: Table of background rejection rates at fixed signal efficiencies for jet pT s ranging from 2.5 TeV
to 20 TeV at the CMS or FCC detector. For gluon (quark) jet backgrounds, efficiencies are determined
from cuts on τ3,2 (D3) measured on tracks. The cut on the rescaled track-based jet mass of mJ ∈
[120, 250] GeV is included in the efficiencies. These results are from events showered with Pythia v6.4.
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10.4 Boosted boson tagging
A boson of mass M decaying hadronically produces two quarks with angular separation ∆R ≈ 2M/pT .
At large momenta, the separation becomes smaller than the jet size. Such a boson would be seen in a
detector as a single massive jet.
The identification of jets as hadronically decaying bosons opened new perspectives at the LHC.
The development of an effective tagging algorithm for boosted vector bosons [361,362] allowed to retain
a good sensitivity to resonances decaying to two bosons and heavier than ≈ 1 TeV [363–369].
The reconstruction of heavy jets needs a new detector design. A good reconstruction of the boson
mass requires both excellent energy and angular resolution, since the jet mass depends on both the
momenta of the jet constituents and the angular separation among them. One can then study the jet mass
as a benchmark for calorimeter granularity.
As a reference, we take the case of Randall Sundrum (RS) graviton GRS decaying to two Z bosons
and study the reconstructed mass resolution for different detector geometries. Signal events are generated
with PYTHIA8 [41,131] at a center-of-mass energy
√
s = 100 TeV, for different values of the GRS mass.
The jets reconstructed in these events are compared to ordinary QCD jets, generated in GRS → qq¯ and
GRS → gg decays. These samples have the same kinematic features (e.g., pT and η distributions) as the
corresponding jets from Z bosons, as long as the pT is much larger than the Z mass. Any difference
observed in this study can then be interpreted as related to the nature of the jet (Z vs quarks and gluons).
Events are reconstructed with DELPHES3 [358, 370], using the default detector performances for
the FCC detector, provided with the software distribution.
Three detector scenarios are defined: (i) the baseline detector geometry with calorimeter cells of
size φ × η = 0.5o × 0.01 for ECAL and 2.5o × 0.05 for HCAL. (ii) twice the cell size both for ECAL
and HCAL, keeping the same ECAL/HCAL cell-size ratio. (iii) half the cell size for ECAL and HCAL,
keeping the same ECAL/HCAL size ratio.
Jets are clustered using the FASTJET [221] implementation of the anti-KT algorithm [212] with
jet-size parameterR = 0.25, giving as input to the jet algorithm the list of four-momenta for the particles
reconstructed with the DELPHES implementation of the particle-flow algorithm. The performances of the
tracking detector are fixed to the default parametrization. Any difference observed is then genuinely
related to the change in the calorimeter geometry.
Figure 119 shows the jet mass distribution for different values of the GRS mass, from 14 to 41
TeV. As a comparison, the corresponding distribution obtained clustering generated particles into jets
(gen-jets) is shown, representing the ideal case of a perfect detector resolution. Table 38 summarises the
resolution corresponding to each granularity scenario. The resolution is quantified with the σ parameter
of a Gaussian fit to the distribution for mass values between 40 GeV and 140 GeV, scaled to the mean
value of the Gaussian. Besides the worsening of the resolution with the coarser resolution, one should
notice the increasing bias in the peak position and the larger non-Gaussian tails
GRS mass gen-jets baseline resolution ×1/2 granularity ×2 granularity
14 TeV 5% 16% 16% 28%
23 TeV 6% 22% 22% 29%
32 TeV 5% 24% 25% 33%
41 TeV 4% 28% 26% 36%
Table 38: Relative resolution of the jet mass peak for GRS → ZZ events produced in pp collisions at√
s = 100 TeV. The resolution is quantified as the ratio between the σ and m parameters of a Gaussian
fit, in the jet mass range [40, 140] GeV.
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Fig. 119: Jet mass distribution for GRS produced in pp collisions at
√
s = 100 TeV and decaying to two
Z bosons. The GRS mass is fixed to 14 TeV (top left), 23 TeV (top right), 32 TeV (bottom left), and
41 TeV (bottom right). Different granularities are considered for the calorimeter cells. As a reference,
the mass distribution for generator-level jets is also shown.
In Fig. 120, the mass distribution for the dijet system is shown for the same values of GRS mass.
The events are selected requiring 80 < mJ ×mZ/mode(mJ) < 100 GeV for each jet. The dijet-mass
reconstruction exhibits poor scale and resolution, induced by the small jet-size parameterR. In a realistic
search, this effect could be cured using a wide cone for kinematic reconstruction and a narrow cone for jet
tagging, similarly to what is currently done in some LHC search. In Fig. 120, the mass scale is partially
compensated applying a mZ/mode(mJ) rescale factor.
Besides the jet mass, the identification of boosted bosons usually exploits the so-called jet sub-
structure, i.e. the study of the angular and momentum distribution of the jet constituents in a massive
jet.
In the pT range relevant for LHC searches, variables exploiting the jet substructure typically aim
to identify jets whose constituents can be arranged into two subjets. At the FCC, the larger boost values
accessible in 100 TeV collisions change substantially the experimental signature. The separation between
the two subjets becomes very small for large GRS mass values, as shown in Fig. 121.
Consequently, the boosted boson is better identified as a single narrow jet inside an otherwise
empty jet, similarly to a τ lepton. This is represented in Fig. 122, where the pT flow of typical boosted
bosons and ordinary QCD jets is shown for a small (mGRS = 5 TeV) and a large (mGRS = 30 TeV) value
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Fig. 120: Mass distribution for GRS produced in pp collisions at
√
s = 100 TeV and decaying to two Z
bosons. The GRS mass is fixed to 14 TeV (top left), 23 TeV (top right), 32 TeV (bottom left), and 41 TeV
(bottom right). Different granularities are considered for the calorimeter cells. As a reference, the mass
distribution for generator-level jets is also shown.
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Fig. 121: ∆R separation between the two quarks originating from the decay of a boosted Z bosons in
GRS → ZZ events, for different values of the GRS mass.
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Substructure as granularity benchmark
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Fig. 122: Ratio between the pT of jets constituents and jet pT for jets originating from gluon (left), a
quark (centre), and Z → qq¯ (right), shown as a function of the η and φ distance of each constituent
from the jet centre. The top (bottom) plots refer to the highest-pT jet in a typical GRS decay, for a mass
value mGRS = 5 TeV (mGRS = 30 TeV). An angular matching to the generated Z boson is applied for
Z → qq¯.
pT is shown, normalized to the jet pT . For small mGRS two subjets in Z jets are visible inside the
jet. For large mGRS , the two subjets merge into a single jet, while the rest of the jet is quite empty.
For comparison, the corresponding distributions are shown for typical jets from gluons and quarks. No
substantial change in the jet behavior is observed in this case.
In view of this difference, a change in strategy could improve the effectiveness of jet substructure







where n = 1, .., 5, pjetT and p
p
T are the jet and constituent transverse momenta, respectively. The sum in
the equation extends over the jet constituents p such that
n− 1
5
R ≤ ∆R(p, jet) < n
5
R, (68)
where R is the jet size and ∆R(p, jet) =
√
(∆η)2 + (∆φ)2 is the angular distance between a given jet
constituent and the jet axis.
The five Flown,5 quantities are used together with the jet mass as input features to train a boosted
decision tree (BDT), using the TMVA package [371]. The BDT is trained using as a signal sample
GRS → ZZ events with hadronically decaying Z bosons, while the background training sample is pro-
vided by jets from GRS → qq¯ events (q = u, d, c, s, b). The training is repeated for several values of
mGRS . For comparison, a BDT discriminant is trained with the same procedure, using as input features
the jet mass and the subjettiness ratio τ2/τ1. The subjettiness variables [354] are here used as a reference
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Fig. 123: Distribution of the Jet mass (top left), Flow1,5 (top right), and Flow2,5 (bottom left) for a
signal hadronically decaying Z bosons in GRS → ZZ events and a background of jets in GRS → qq¯
events. The ROC curve for a BDT trained from the five Flown,5 and the jet mass is shown in the bottom-
right plot, compared to the corresponding ROC curve trained from the jet mass and the subjettiness ratio
τ2/τ1. The GRS mass is fixed to 32 TeV.
of the typical strategy followed for V -jet tagging at the LHC. The distribution of the jet mass, Flow1,5,
Flow2,5, and the ROC curves for the two BDTs are shown in Fig. 123.
The left plots in Fig. 124 show the tagging efficiency obtained as a function of the GRS mass
for the two discriminators when the false-positive rate (mistag) is fixed to 10%, training the algorithm
against quark and gluon jets. The right plots in the same figure shows the mistag as a function of the
GRS mass, when the tagging efficiency is fixed to 80%. Similar results are obtained when GRS → gg
events are used as background.
While this study highlights the importance of highly granular calorimeters in with largely boosted
vector-boson tagging, the strategy discussed here is far from being an optimal exploitation of the infor-
mation provided by a granular calorimeter. In this respect, progresses made on image recognition and
deep learning could have a big impact on jet tagging in the future, as discussed in Ref. [372, 373].
10.5 Jet fragmentation at large pT
The ability to tag a jet by measuring its mass or other properties requires excellent resolution of its con-
stituent particles. For optimal energy and angular resolution, finely segmented calorimetry and precise
tracking systems are required. The resolution of both will depend on the density of tracks and their
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Fig. 124: Discrimination power of the V-tagging algorithms against quark (top) and gluon (bottom) jets:
tagging efficiency as a function of the GRS mass corresponding to a mistag rate of 10% (left) and mistag
rate as a function of the GRS mass for a tagging efficiency of 80% (right).
momentum. In a high-density environment, it will be challenging to identify individual tracks, thereby
reducing mass resolution. At extremely high momenta, tracks will not bend substantially in the tracking
magnetic field and their charge and momentum may not be able to be determined. Designing tracking
systems that can resolve both of these issues will be required.
All plots in this section are generated using the same event and jet criteria as discussed in Sec. 10.2.
In particular, we require that all particles used in identifying jets have pseudorapidity |η| < 2.5.
In Figs. 125-128, we plot the average (mean) number of tracks with pT > pminT in jets with
radius R = 0.5 from the resonance decays studied throughout this section. These plots demonstrate, for
example, that a jet of any flavor from the decay of 10 TeV resonance will have at least one track with
pT & 500 GeV. For jets from the decays of 40 TeV resonances, every jet will have at least one track
with pT greater than about 2 TeV. For precision measurements, it may be necessary to consider rarer
configurations; say, tracks that occur in 10% or even only 1% of jets. In this case, for jets from 10 TeV
resonances, 1% of jets will have a track with pT & 2 TeV, while for jets from 40 TeV resonances, this is
increased to about 10 TeV.
While we have shown plots for jets with radiusR = 0.5, except at low pT , these plots are relatively
insensitive to jet radius. Because these tracks carry such a large fraction of the total jet’s transverse
momentum, they must be located very near the center of the jet.
In addition to having a sufficiently high magnetic field to measure the momentum of high pT
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Fig. 125: Average number of charged tracks with pT > pminT in R = 0.5 anti-kT jets produced from 10
TeV resonance decays to tops, light QCD quarks, W s, and gluons.
tracks, the tracking system must also be able to resolve particles in a high density environment. As a
proxy for tracker densities, in Figs. 129-132, we plot the median angle ∆R˜ between two tracks with pT
greater than a minimum value. The way that this median angle is defined is as follows. First, we take
all tracks in a single jet with pT greater than a minimum value and find the median distance between
pairs of those tracks. Note that for a jet with two hard prongs (like a boosted W ), this median value will
typically be either close to 0 or 2m/pT , depending on the precise distribution of tracks in the jet. We take
the median rather than the mean pairwise track distance because the median is insensitive to outliers and
corresponds to the angular scale at which half of the pairs have a larger angle and half a smaller angle.
Then, the median pairwise angle of each jet is averaged over the ensemble.
These jets are produced from decays of resonances ranging from 10 to 40 TeV, and this median
angle exhibits strong jet pT and flavor dependence. The distribution of this median angle for quark and
gluon flavor jets has no structure and the angle between tracks with the same pT is approximately twice
as large for gluons as compared to quarks. Because quark and gluon jets have no intrinsic high energy
scale associate with them, the distributions with different jet pT s are simply scaled by the ratio of their
pT s. In the high mass tail, the mass of the jet is determined by the relative angle of the hardest particles
in the jet.
The median angle between high pT tracks for top quark or W jets is very different. These jets do
have an intrinsic scale, and so this median angle should manifest these scales. For a jet with two-prongs
(like from a hadronically-decaying W ) with mass m and transverse momentum pT , the characteristic
angle between the hard prongs is θ = 2m/pT . Assuming that the prongs are very narrow and otherwise
approximately identical, when averaged over the jet ensemble, the median pairwise angle will be roughly
Rmed ' m/pT . For a jet with more hard prongs, like a top quark jet, the median angle will be closer to
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Fig. 126: Average number of charged tracks with pT > pminT in R = 0.5 anti-kT jets produced from 20
TeV resonance decays to tops, light QCD quarks, W s, and gluons.








Especially at the highest resonance masses, features are present in the top and W distributions near these
angles. Combining the information in Fig. 128 and Fig. 132, for instance, requires resolving angular
scales of ∆R˜ . 10−3 to be able to reconstruct the substructure of boosted W bosons from 40 TeV
resonances.
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Fig. 127: Average number of charged tracks with pT > pminT in R = 0.5 anti-kT jets produced from 30
TeV resonance decays to tops, light QCD quarks, W s, and gluons.
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Fig. 128: Average number of charged tracks with pT > pminT in R = 0.5 anti-kT jets produced from 40
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Fig. 129: Median angular separation ∆R˜ between charged tracks with pT > pminT in R = 0.5 anti-kT
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Fig. 130: Median angular separation ∆R˜ between charged tracks with pT > pminT in R = 0.5 anti-kT
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Fig. 131: Median angular separation ∆R˜ between charged tracks with pT > pminT in R = 0.5 anti-kT
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Fig. 132: Median angular separation ∆R˜ between charged tracks with pT > pminT in R = 0.5 anti-kT
jets produced from 40 TeV resonance decays to tops, light QCD quarks, W s, and gluons.
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11 Multijets43
In this section we explore the total rates and distributions for final states with multiple jets and photons.
An overall feature of the results presented here is the huge amount of multi-jet activity that could be
measured within the first few days of running. This opens up many possibilities for searches of exotic
physics beyond the Standard Model such as black holes or instantaneous decaying into jets. A large
number or events containing systems with effective masses of 10 or even 20 TeV would be observed
which will also explore a region where no prior experience of QCD exists.
A variety of different kinematic configurations are considered. These can be broadly classified
into two categories: democratic, in which cuts on the transverse momenta of all jets are treated equally,
and hierarchical, in which harder cuts on the leading jet are applied. The choices are known to affect the
perturbative stability of the observables which we investigate in sec. 11.3.
11.1 Computational setup
For the following studies, the SHERPA event generation framework [111, 222] has been used. Proton–
proton collisions at centre-of-mass energies of 100 TeV are considered and, in relevant cases, compared
to collisions at LHC scale energies of 14 TeV to highlight interesting features of energy scaling. Unless
stated otherwise, jets are reconstructed with the anti-k⊥ algorithm with a radius parameter of R = 0.4,
using the FASTJET package [212,221]. The Standard Model input parameters are defined through the Gµ
scheme. Unstable fermions and bosons are treated through the complex mass scheme [242]. All quarks
apart from the top-quark are assumed to be massless. The effects of the top-quark are included in the
running of αS for scales above the its mass. For matrix element generation and cross section calculations,
the COMIX matrix element generator [223] is employed. For the proton PDFs the NNPDF3.0 NLO
set [17] is used, which also provides the strong coupling αS . Renormalisation and factorisation scales
are defined in a process-specific way, and are listed separately in the respective subsections. For most
distributions the multijet merging technology of [233, 234, 374] 44 is employed, with the parton shower
built on Catani-Seymour subtraction kernels as proposed in [235] and implemented in [236].
Next-to-leading order corrections are generated at fixed order using SHERPA together with the
NJET one-loop matrix element provider [382]. Real radiation is provided via the Catani-Seymour sub-
traction method implemented in SHERPA [232] and the COMIX matrix element generator [223]. Root
Ntuples are generated and analysed using the CT14nlo PDF set [18] which provides the strong coupling
αS(mZ) = 0.118.
11.1.1 Kinematic cuts
Various cuts on the transverse momentum of the jets are considered and specified in the later discus-
sions. For runs with LO+PS/MEPS@LO no additional kinematic requirements were taken for multi-jet
production. For processes involving photons, the additional constraint that each photon should be at a
radius of least ∆R ≥ 0.4 from every jet was imposed.
At NLO a mild rapidity cut on all jets and photons |ηj/γ | < 8 was taken in addition to these
requirements. At NLO care must be taken to ensure photon final states are infrared safe. Accordingly,
we used the standard Frixione smooth cone isolation [299] with parametersR = 0.4, ε = 0.1 and n = 1.
43Editors: S. Badger and F. Krauss
44It is worth noting that other merging techniques exist, like for instance [375–380], which however by far and large have
been shown to yield comparable results at lower energies, see for example [381].
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11.1.2 Scale choices
In this section, we use a dynamic choice in general for the factorisation and renormalisation scales, µF/R,










For the fixed-order calculations in sec. 11.3, the sum runs over final-state partons. This includes a single











with mT,γγ the transverse mass of the diphoton system. For the leading-order SHERPA setups considered







11.2 Leading order inclusive cross sections and distributions
We performed the calculations in this section with SHERPA at LO, unless stated otherwise. We begin
with the inclusive multi-jet production rates for up to 8 eight final state jets in Table 39. The rates are
calculated with varying a minimal pT cut, ranging from 50 GeV to 1 TeV and two different values of the
anti-kT radius parameter, R = 0.2 and R = 0.4. Within the first days of running nanobarn cross-section
events with 3 or 4 jets of 250 GeV could be observed and final states with up to eight 1 TeV jets will
be observable with the order of a few thousand events with the planned integrated luminosity. We also
show the scaling behaviour of the ratio σ(R = 0.4)/σ(R = 0.2) in Figure 133b using various minimum
pT cuts. Assuming that jets are not overlapping, i.e. their distance ∆R in η-φ being ∆R > 2R, the total




0.5 ·Njet for R = 0.4,
0.13 ·Njet for R = 0.2.
(73)
For a detector with a coverage over 10 units in pseudo-rapidity, similar to ATLAS or CMS at the LHC,
the total acceptance region is 2pi∆η ≈ 63. In both cases of R = 0.4 or R = 0.2 the total coverage is
much greater than the area of the jets and so the scaling behaviour is not driven by phase-space effects
in acceptance but expected to be defined through QCD dynamics. The total inclusive cross sections are
compared to the those at 14 TeV in Figure 133a where one clearly sees the increasing multiplicity of
events at the higher centre-of-mass energy.
In Table 40 we consider inclusive cross sections based on the corresponding leading order matrix
elements for multijet events with a minimum pT of 50 GeV and different values of minimum leading-
jet transverse momentum. One sees again that extreme kinematic configurations are clearly accessible,
opening up unexplored areas of QCD dynamics. However, one can observe that some of the leading
order rate estimates do not decrease with increasing final state multiplicity. Having a much harder cut
on the leading jet than on the subleading ones induces large scale hierarchies and thus necessitates to
consider higher order (logarithmic) corrections, e.g. through a parton shower simulations, cf. Secs. 11.3
and 11.4. Turning our attention to the pT spectra, in Fig. 134 we show cumulative distributions for
a democratic cut of 1 TeV on all jets for the first 6 jets ordered in pT . This sample now has been
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jn with R = 0.2
n / pT,j 50 GeV 100 GeV 250 GeV 1000 GeV
2 315(1)µb 29.9(1)µb 1045(4) nb 3483(10) pb
3 38.0(3)µb 2.51(2)µb 54.1(3) nb 72.0(4) pb
4 13.5(1)µb 665(7) nb 10.0(1) nb 6.83(7) pb
5 4.98(7)µb 199(2) nb 2.02(2) nb 621(4) fb
6 2.18(2)µb 65.8(7) nb 456(5) pb 57.8(4) fb
7 0.93(2)µb 23.5(3) nb 112(1) pb 7.21(6) fb
8 0.413(9)µb 8.1(2) nb 29.7(4) pb 0.832(8) fb
jn with R = 0.4
n / pT,j 50 GeV 100 GeV 250 GeV 1000 GeV
2 315(1)µb 29.9(1)µb 1045(4) nb 3483(10) pb
3 34.6(3)µb 2.31(1)µb 49.9(3) nb 66.7(3) pb
4 10.5(1)µb 539(5) nb 7.82(8) nb 4.93(4) pb
5 3.40(4)µb 130(1) nb 1.247(9) nb 358(2) fb
6 1.21(1)µb 35.0(3) nb 229(2) pb 28.5(1) fb
7 0.406(6)µb 9.42(9) nb 42.0(4) pb 2.35(2) fb
8 0.154(2)µb 2.66(4) nb 8.12(9) pb 0.195(1) fb
Table 39: Leading order cross sections for the production of anti-kT jets with varying minimal pT ,
ranging from 50 GeV to 1 TeV and two different values of the jet algorithm radius parameter, R = 0.2
and R = 0.4. For the calculation the scales µF,R = H¯T have been used.
jn with pminT,j ≥ 50 GeV varying pleadT,j
n / pleadT,j 500 GeV 1000 GeV 2000 GeV 5000 GeV 10000 GeV
2 67.4(2) nb 3.48(1) nb 139(1) pb 1.06(1) pb 11.3(1) fb
3 178(1) nb 11.0(1) nb 485(3) pb 3.91(2) pb 39.3(1) fb
4 214(2) nb 16.9(1) nb 864(8) pb 7.39(7) pb 74.6(6) fb
5 191(1) nb 18.7(1) nb 1093(7) pb 10.6(1) pb 102(1) fb
6 136(2) nb 16.3(2) nb 1133(1) pb 11.9(1) pb 113(1) fb
Table 40: Leading order cross sections for the production of anti-kT jets with minimal pT of 50 GeV
different values of leading-jet transverse momentum. For the calculation the scales µF,R = H¯T have
been used.
generated using a MEPS@LO setup with matrix elements for up to two additional jets on top of the dijet
core process merged together and dressed with parton showers. Though the energy distribution for the
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(b) Cross section ratios for different jet radii R = 0.4 and
R = 0.2. Four different pT cuts are employed.
Fig. 133: Inclusive multiplicity cross sections for anti-kT jet production at leading order for pp collisions.
The scales are set to µF,R = H¯T .
























dijet + 0, 1, 2 jets
anti-kT jets R = 0.4
Fig. 134: Cumulative leading order pT distributions for the first six highest pT jets ordered in pT . The
labels for the 4th through 6th jet are omitted, but follow the natural order.
highest multiplicity jets fall quickly many events where the 6th jet has still more than 400–500 GeV will
be observed. The leading jets are accessible at energies much greater than 3 TeV, which we will explore
further in the next section.
11.2.1 Jet production in association with one or two photons
Multijet events in association with photons are important backgrounds to new physics searches. Ratios
of Z/γ production can be used to estimate missing transverse energy from decays of the Z boson into
neutrinos. Di-photon signals are particularly important when studying Higgs or potentially higher mass
scalar resonances.
Table 41 shows leading order, i.e. pure tree-level, cross sections for the production of one or two
photons in association with jets with varying minimal pT , ranging from 50 GeV to 1 TeV and fixed
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γjn
n / pT,j 50 GeV 100 GeV 250 GeV 1000 GeV
1 75.19(8) nb 9.38(2) nb 479.0(9) pb 3.045(6) pb
2 27.3(1) nb 7.62(3) nb 932(4) pb 14.31(5) pb
3 14.8(2) nb 2.37(3) nb 129(1) pb 573.(4) fb
4 6.95(6) nb 757(6) pb 26.5(2) pb 52.1(5) fb
5 3.20(3) nb 253(2) pb 5.61(4) pb 4.51(3) fb
6 1.43(2) nb 82.7(8) pb 1.20(2) pb 0.404(3) fb
7 0.603(7) nb 27.1(4) pb 0.262(3) pb < 1 fb
γγjn
n / pT,j 50 GeV 100 GeV 250 GeV 1000 GeV
0 47.7(1) pb 47.7(1) pb 47.7(1) pb 47.7(1) pb
1 29.74(7) pb 13.56(3) pb 2.007(5) pb 35.1(1) fb
2 30.9(2) pb 12.02(7) pb 2.43(1) pb 84.3(4) fb
3 21.0(8) pb 5.35(4) pb 532(4) fb 5.04(4) fb
4 12.9(1) pb 2.25(1) pb 131.2(8) fb 519(2) ab
5 7.02(6) pb 847(8) fb 30.6(3) fb 49.2(3) ab
Table 41: Leading order cross sections for the production of anti-kT jets in association with one or two
photons. Democratic cuts on all jet pT are taken at 50, 100, 250 and 1000 GeV. The photon transverse
momenta must be larger than pT,γ > 50 GeV and separated from all jets by at least ∆R ≥ 0.4.
R = 0.4. The transverse momentum of the photon(s) must satisfy pT,γ ≥ 50 GeV, and the photon(s)
must be separated from jets or other photons by at least ∆R ≥ 0.4. Even though the additional powers
of α lower the production rates considerably diphoton production with up to 2 or 3 TeV jets could be
observed with the full integrated luminosity.
To summarise the leading order results in this section we collect a number of multi-jet QCD
processes in Figure 135. For four different values of the minimum pT we show pure jet productions
with up to 8 jets and single photon with up to 7 jets. As a comparison we also show top pair production
with up to 6 jets, two quark pairs with up to 4 jets and three top pairs with up to two jets. The fact that
the latter processes are accessible with relatively high-pT jets impressively demonstrates the degree to
which QCD can be studied in the 100 TeV environment, opening up huge amounts of phase-space for
new physics searches.
11.3 NLO cross sections and K-factors
11.3.1 Multijet production
To study the impact of NLO correction representative NLO/LO K-factors are presented with democratic
cuts on all jets and hierarchical cuts on the leading jet. In Table 42 we show the LO and NLO cross-
sections for up to four jets with democratic cuts on all jet transverse momenta of 50 or 500 GeV. Since the


































































LO QCD Cross Sections at 100TeV for different pT,min
Fig. 135: Inclusive cross section comparison between various QCD processes for different pT,min.
jn
pminT > 50 GeV p
min
T > 500 GeV
n LO NLO K LO NLO K
2 289.0+8.7−13.6 µb – – 66.0
+12.2
−9.8 nb – –






















Table 42: Inclusive cross-sections for multijet production at NLO and LO using democratic cuts of 50 and
500 GeV. Renormalisation and factorisation scales are chosen equal with a central values µR = µF =
HˆT /2 with theoretical uncertainty estimated through variations over the range [1/2, 2]. Cross-sections
for massless 2 → 2 scattering are not well defined at NLO so the results are omitted (see footnote on
page 145).
is not well defined and the numbers are not quoted45. In Figure 136 we show distributions for the 1st and
2nd jets ordered in pT . Variations in the unphysical factorisation and renormalisation scale choices at
NLO leads to the expected reduction in theoretical uncertainty - in this case around 10% at NLO. The low
45This pathological behaviour of massless 2 → 2 scattering processes is well known (see for example equations (2.8) ad
(2.9) of reference [383]). In this case the unresolved contribution generates an additional singularity which is not cancelled by
the virtual corrections in special back-to-back configurations. For reference, we quote the values missing from Table 42:
σNLOpp→≥2j(p
min
T > 50 GeV) = −111.0+62.5−66.0 µb
σNLOpp→≥2j(p
min




K-factors for three and four jet production with a pT cut at 50 GeV suggest this cut is too soft for fixed
order perturbation theory to work. With a the higher pT cut of 500 GeV the K-factors are much more




























pp→≥ 2j @ 100 TeV
LO (pT > 50 GeV)
NLO (pT > 50 GeV)






































pp→≥ 2j @ 100 TeV
LO (pT > 50 GeV)
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pp→≥ 2j @ 100 TeV
LO (pT > 50 GeV)







































pp→≥ 2j @ 100 TeV
LO (pT > 50 GeV)












Fig. 136: 1st and 2nd leading jet pT for pp→≥ 2j at 100 TeV. LO and NLO scale variations in the range
[1/2, 2] are shown around the central scale of µR = µF = HˆT /2. The top row shows a linear scale from
50 GeV to 10 TeV while the bottom row shows the same plot using a log scale over the range 250 GeV to
10 TeV in order to avoid the singularity which affects the first bin. All plots use events generated using
a minimum pT cut of 50 GeV.
In Figure 137 we show distributions for the pT ordered jets from 500 GeV to 10 TeV in pp→ 3j
events while in Figure 138 we show distributions for 4th leading jet from 500 GeV to 10 TeV in pp→ 4j
events.
Figure 139 shows two plots of multi-jet cross ratios as a function of the leading jet pT . Though
scaling behaviour of multijet cross-sections will be covered in more detail in the section 11.4, these
observables at low multiplicity are highly sensitive to αs over a large range of energies and thus are
interesting to look at differentially. The perturbative corrections to the R3j/2j ratio are known to be more
stable for the average of the leading and sub-leading jet 12(pT,j1 + pT,j2) [214].
In Table 43 we look at representative NLO K-factors with additional cuts on the highest pT jet,
Even in this hierarchical configuration there appears to be problems with the scale choice at NLO. We
examine this further in Figure 140 looking the scale variation over a larger range of values than the




























pp→≥ 3j @ 100 TeV
LO (pT > 500 GeV)
NLO (pT > 500 GeV)



































pp→≥ 3j @ 100 TeV
LO (pT > 500 GeV)
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pp→≥ 3j @ 100 TeV
LO (pT > 500 GeV)
NLO (pT > 500 GeV)


























pp→≥ 3j @ 100 TeV
LO (pT > 500 GeV)
NLO (pT > 500 GeV)




























pp→≥ 3j @ 100 TeV
LO (pT > 500 GeV)
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pp→≥ 3j @ 100 TeV
LO (pT > 500 GeV)
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Fig. 137: pT and rapidity distributions for the 1st, 2nd and 3rd leading jet ordered in pT for pp →≥ 3j
at 100 TeV with a minimum pT cut of 500 GeV. LO and NLO scale variations in the range [1/2, 2] are


























pp→≥ 4j @ 100 TeV
LO (pT > 500 GeV)
NLO (pT > 500 GeV)

























pp→≥ 4j @ 100 TeV
LO (pT > 500 GeV)
NLO (pT > 500 GeV)











Fig. 138: pT and rapidity distributions for the 4th jet ordered in pT for pp →≥ 4j at 100 TeV. LO and
NLO scale variations in the range [1/2, 2] are shown around the central scale of µR = µF = HˆT /2.
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pp→ jets @ 100 TeV
LO
NLO
































pp→ jets @ 100 TeV
LO
NLO
Fig. 139: The R3j/2j and R4j/3j ratios as a function of average transverse momentum of the two leading
jets at 100 TeV. 〈pT,12〉 = 12 (pT,j1 + pT,j2)
jn
pT,j1 > 100 GeV p
min
T > 50 GeV pT,j1 > 1000 GeV p
min
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n LO NLO K LO NLO K

































Table 43: Inclusive cross-sections for multijet production at NLO and LO using democratic cuts of 50
and 500 GeV together with an additional restriction on the leading jet of 100 GeV or 1 TeV.
GeV and at 100 TeV for pminT = 50, 100, 250 GeV. At NLO the cross section will have a maximum value
with the choice of scale. For extremely low scales the cancellations between real and virtual contributions
become unstable which is clearly seen at both 14 TeV and 100 TeV. For the cases of pT > 30 GeV at 14
TeV and pT > 50 GeV at 100 TeV this caused the cross section to become negative. The stable region
of the cross-section occur near to the peak value, where it also happens that the LO cross section agrees
with the NLO. The K-factors approach 1 for much higher values of the scale factor for low pT cuts and
the situation is exacerbated at 100 TeV.
We stress that having a K-factor of 1 is not the aim of this analysis but that even at NLO scale
variations can be large. For the lower pT cuts in multi-jets at 100 TeV it appears a central scale choice of
HˆT rather than HˆT /2 would give more realistic predictions.
Table 44 shows the dependence on the K-factor with respect to the anti-kT jet radius for pp→ 3j
using a minimum pT > 250 GeV. Overall the dependence on the jet radius is relatively mild. As expected
even with a relatively high pT cut perturbative stability is compromised for R . 0.3.
11.3.2 Photon and diphoton production in association with jets
Representative NLO K-factors for photon plus jets final states are presented in Table 45 for two sets
of minimum pminT , 50 and 500 GeV, applied to all photons and jets, respectively. The appearance of
additional production channels from LO at NLO gives rise to large K-factors in the low multiplicity
cases. For the high energy cuts perturbative stability seems to be improved in all cases. We note that
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pp→ ≥ 3j @ 100 TeV
(a) (b)
Fig. 140: Total cross sections for pp →≥ 3j as a function of the scale choice for 3 different sets of
minimum pT at both 100 and 14 TeV. In the upper plot solid lines show NLO predictions while dashed
lines show LO predictions. The lower plots show the NLO/LO K-factors.
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R LO NLO K






























Table 44: Inclusive three jet cross-section as a function of jet radius at NLO and LO using democratic cuts
on all jets of 250 GeV. Renormalisation and factorisation scales are chosen equal with a central values
µR = µF = HˆT /2 with theoretical uncertainty estimated through variations over the range [1/2, 2].
similar effects are seen in W and Z plus jet studies in section 6.
Using the same set of cuts for di-photon production with up to two additional jets shows a similar
pattern. In this case the K-factors are very high as the number of additional channels is more extreme
than for the single photon case. Again the low pT cut of 50 GeV appears to be disfavoured.
11.4 Scaling behaviour in multi-jet production
When considering hadron collisions at highest energies QCD jet production processes are omnipresent.
Even processes with very large multiplicity of (associated) jets exhibit sizable rates. Accurate predictions
for such final states pose a severe challenge for Monte-Carlo event generators and one might have to
resort to approximate methods. One such approach is based on the scaling behaviour of QCD jet rates
with respect to jet multiplicity that this section shall be focused on.
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γ + jn
pminT > 50 GeV p
min
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n LO NLO K LO NLO K

































Table 45: Inclusive cross-sections photon plus multijet production as a function of jet multiplicity at
NLO and LO using democratic cuts on all jets of 50 and 500 GeV. Renormalisation and factorisation
scales are chosen equal with a central values µR = µF = HˆT /2 where the photon pT is included. The
theoretical uncertainty estimated through variations over the range [1/2, 2].
γγ + jn
pminT > 50 GeV p
min
T > 500 GeV
n LO NLO K LO NLO K

































Table 46: Inclusive cross-sections diphoton plus multijet production as a function of jet radius at NLO
and LO using democratic cuts on all jets of 50 and 500 GeV. Renormalisation and factorisation scales
are chosen equal with a central values µR = µF = Hˆ ′T /2 with theoretical uncertainty estimated through
variations over the range [1/2, 2].
In Fig. 141 anti-kT jet rates at NLO QCD differential in jet transverse momentum and additionally
binned in jet rapidity y are presented. Results have been obtained with BLACKHAT+SHERPA [224],
renormalisation and factorisation scale have been set to µR = µF = 12HT . Comparing rates for 14
and 100 TeV centre-of-mass energy an increase of about one order of magnitude for central jets with
low and moderate pT is observed. Considering larger pT values the differences get more extreme, at
pT = 3.5 TeV the FCC rates are more than three orders of magnitude larger than at the LHC. In fact, the
FCC provides substantial jet rates even for very large rapidities: 200 GeV jets with 5 < |y| < 6 come
with rates about two orders of magnitude larger than those for 200 GeV jets in the 4 < |y| < 5 bin at the
LHC. From these rate estimates it can be concluded that one can expect at least ten times more jets at the
FCC compared to the LHC, and this factor gets larger when looking into high pT and/or high |y| regions
or demanding large jet multiplicities. Accordingly, the rapidity coverage of general-purpose detectors at
the FCC should increase with respect to ATLAS or CMS.
The QCD jet production rates to be anticipated at the FCC demand suitable theoretical methods
even for very large jet multiplicities. While a fixed-order prediction for a given jet process is suitable to
describe the corresponding jet multiplicity bin, matrix-element parton-shower merging techniques pro-
vide inclusive predictions, differential in the jet multiplicity, with high jet multiplicities being modelled
through the parton shower. Alternatively, there has recently been progress in making (semi-)analytical
predictions for jet rates at hadron colliders that account for small jet radii and high jet counts [386–388].
With the advent of such methods, the morphology of the entirety of the jet-multiplicity distribution
can be studied. Guided by phenomenological evidence, supported by both fixed-order calculations and

























s = 14 TeV
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s = 100 TeV
anti-kT jets R = 0.4
BlackHat+Sherpa
pp→ jj at NLO
0.0 < |y| < 0.5
0.5 < |y| < 1.0, SF: 10−1
1.0 < |y| < 2.0, SF: 10−2
2.0 < |y| < 3.0, SF: 10−3
3.0 < |y| < 4.0, SF: 10−4
4.0 < |y| < 5.0, SF: 10−5
5.0 < |y| < 6.0, SF: 10−6
Fig. 141: NLO QCD inclusive jet cross sections for LHC (left) and FCC (right) collision energies,
differential in pT for different bins in jet rapidity y. Note that for illustrative purpose results have been
multiplied by variable scaling factors (SF), as indicated in the legend.
analogue in the analytical jet-rate predictions [386, 387].
As already visible in Fig. 133a, jet rates differential in the number of jets exhibit a high degree of






The approximately equal step size (on a logarithmic scale) between the subsequent exclusive jet rates
observed in Fig. 133a translates into a flat plateau for R(n+1)/n, i.e. R(n+1)/n ∼ constant, translating
into a simple exponential form of the jet-rate distribution. This shape of the jet rates is called a Staircase
Pattern. Another regularity in jet rates found is named Poisson Pattern. Jet cross sections following a
simple Poisson statistics result in R(n+1)/n ∼ n¯/(n+ 1), with the average number of jets given by n¯.
Both these patterns have been observed in LHC data [390–393] and in Monte-Carlo stud-
ies [394–396]. They can be understood as the limiting cases for the jet-emission probability: for
αS/pi log
2Q/Q0  1 a Staircase Pattern is expected while for αS/pi log2Q/Q0  1 a Poisson Scaling
is observed [386, 389, 397]. Here Q denotes the hard process scale and Q0 is of the order of the jet
resolution scale, i.e. Q0 ∼ pT,min. The derivation is based on the language of generating functionals for
the jet rates. The two distinct regimes correspond to additional parton emissions being distributed either
equally among all other partons or stemming predominantly from a single hard parton line. The latter
follows a simple Sudakov decay-like model which results in a Poisson distribution, as it is the case for
photon emissions from a hard electron line [398]. The case of democratic emissions (mainly gluons from
gluons) on the other hand is exclusive to field theories with a non-abelian group structure as QCD.
In realistic measurements jet patterns will be overlaid and cut off by other effects, such as phase-
space constraints. When the available energy for further jet emission is being depleted or jets already
radiated cover a good fraction of the available solid angle [397], then higher multiplicities will quickly
tend to zero. On the other hand, the first few emissions carry away sizable parts of the total energy
available, such that the increase in the partonic momentum fractions at which any participating PDFs
are evaluated is comparably large. This leads to somewhat steeper decrease of jet rates for the first few
emissions and is known as the PDF suppression effect [389].
In view of the enormous phase space available for producing additional jets at the FCC collider,
studies of the jet multiplicity distribution based on scaling patterns provide a handle to estimate and
probe the tails of the distribution, where otherwise one has to largely rely on parton-shower simulations
alone. Based on these predictions background subtractions for New Physics signatures resulting from
decays of new heavy coloured particles yielding a distinct imprint on the multiplicity distribution might
become feasible [394, 399].
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Of course jet patterns will be overlaid and cut off by other effects, such as phase space effects: if
the available energy is being depleted or the existing jets already cover the available solid angle [397],
then higher multiplicities will quickly tend to zero.
To study in how far simple jet scaling patterns describe the jet multiplicity distributions at FCC
energies fits of R(n+1)/n in Monte-Carlo predictions are considered. For that purpose SHERPA Monte-
Carlo samples for pure jet production are explored, triggering scaling patterns using either democratic
or hierarchical, i.e. staggered, jet cuts. As mentioned before, here democratic reflects the fact that all jet
pT,min are of the same order, i.e. uniform, whereas hierarchical refers to the scenario where the cut on
the leading jet, pleadingT,min , is significantly increased.
label pleadingT,min [GeV] pT,min [GeV] fit function fit region fit parameters
S1 (democratic) 100 50 fStaircase 3 ≤ n ≤ 5 c = 0.342, m = 0.006
S2 (democratic) 200 100 fStaircase 3 ≤ n ≤ 5 c = 0.274, m = 0.003
P1 (hierarchical) 500 50 fPoisson 1 ≤ n ≤ 5 n¯ = 2.21, c = 0.16
P2 (hierarchical) 2000 50 fPoisson 1 ≤ n ≤ 5 n¯ = 2.64, c = 0.25
Table 47: The jet-cut scenarios considered for pure jet production at FCC energies. Furthermore, the fit
hypothesis used, cf. Eqs. (75) and (76), and the corresponding parameters are listed.
The cut scenarios considered for pure jet production are listed in Tab. 47. In all case the 2 → 2
core process has been considered at MC@NLO accuracy, furthermore LO matrix elements for final-state
multiplicities up to six partons are included, all consistently merged with the parton shower. In Fig. 142
the resulting R(n+1)/n distributions are presented for the four considered selections. Note, the index n
counts the number of jets radiated off the hard two-to-two core, i.e. n = 1 corresponds to the production
of three final-state jets.
As discussed in [395], jets assigned to the core process behave differently from jets emitted thereof,
which is why they have to be dismissed from pattern fits through the data. Furthermore, PDF effects
leave a non-universal imprint on the first few bins. Therefore, for the Staircase-like patterns found for
the democratic cut scenarios, cf. the two upper panels of Fig. 142, the fits are based on the values from
R4/3 through R6/5. For the hierarchical cut scenarios PDF suppression effect are less prominent, due
to hard cut on the leading jet that induces a much higher scale Q for the core process. Accordingly, the
fits for the Poisson-like patterns, cf. the two lower panels in Fig. 142, are based on R2/1 up to R6/5.
To quantify the quality of the fits, term linear in n for the Staircase pattern and a constant term for the
Poisson pattern have been added to the ideal scaling hypotheses. The resulting fit functions for the two
scenarios read




+ c . (76)
All resulting fit parameters are listed in Tab. 47. For all cut scenarios the fit function and its extrapolation
to higher jet bins describe the simulated data very well. For the two democratic scenarios, the constant c
decreases from 0.35 to 0.29 when we increase the jet cuts, reflecting the fact that the costs for adding an
additional jet gets higher.
Poisson patterns are obtained when hierarchical cuts are applied. Although the constant offset c
increases from 0.16 to 0.25 when enlarging the gap between the leading jet cut and the overall jet cut
pT,min one can see by eye that the fit quality is better for the larger cut gap, i.e. 2000 GeV vs. 50 GeV. For
the smaller cut gap, i.e. 500 GeV vs. 50 GeV the fit increasingly underestimatesR(n+1)/n for growing n,















pleadingT > 100 GeV, pT > 50 GeV
anti-kT jets R = 0.4
Jet prod. @ FCC (100 TeV) – S1 cuts
Blackhat+Sherpa MENLOPS NJet = 6
fit: fStaircase(n) = c+mn
c = 0.342, m = 0.006 (3 ≤ n ≤ 5)





























pleadingT > 200 GeV, pT > 100 GeV
anti-kT jets R = 0.4
Jet prod. @ FCC (100 TeV) – S2 cuts
Blackhat+Sherpa MENLOPS NJet = 6
fit: fStaircase(n) = c+mn
c = 0.274, m = 0.003 (3 ≤ n ≤ 5)































pleadingT > 500 GeV, pT > 50 GeV
anti-kT jets R = 0.4
Jet prod. @ FCC (100 TeV) – P1 cuts
Blackhat+Sherpa MENLOPS NJet = 6
fit: fPoisson(n) = n¯/(n+ 1) + c
n¯ = 2.21, c = 0.16 (1 ≤ n ≤ 5)




























pleadingT > 2000 GeV, pT > 50 GeV
anti-kT jets R = 0.4
Jet prod. @ FCC (100 TeV) – P2 cuts
Blackhat+Sherpa MENLOPS NJet = 6
fit: fPoisson(n) = n¯/(n+ 1) + c
n¯ = 2.64, c = 0.25 (1 ≤ n ≤ 5)













Fig. 142: The exclusive jet multiplicity ratio R(n+1)/n in pure jet production at the FCC. Results are
presented for the four cut scenarios described in Tab. 47 with fits for the Staircase and Poisson patterns,
cf. Eqs. (75), (76).
multiplicity n¯ found from the fit increases with a larger leading jet cut (from 2.2 to 2.6). In particular the
S2 and P2 cut scenarios are very well modelled by the simple scaling pattern hypotheses and allow for
reliable extrapolations where explicit calculations based on fixed order or even parton shower simulations
become computationally infeasible.
Both patterns can also be observed in W production in association with additional jets, as have
been discussed sec. 6.3.
To further illustrate the universality of jet scaling patterns, Fig. 143 compiles the exclusive jet
multiplicity ratios for a variety of processes, including pure jets, γ+jets, tt¯+jets and W/Z+jets. The
predictions are based on dedicated n−jet tree-level matrix element calculations, without invoking parton
showers. Democratic jet selection cuts are applied, i.e. requiring pT,j > 50 GeV in all processes. In
addition, the photon production processes are regulated by the selection criteria pT,γ > 50 GeV and
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Rj,γ > 0.4, with Rj,γ the η − φ distance between all jets and the photon.
There are a few remarkable aspects to note here. Apparently, for the pure jets and W+jets pro-
cesses these LO rate estimates nicely reproduce the staircase scaling parameters found in the matrix-
element plus parton-shower samples for the analogous jet-selection cuts, cf. Fig. 142 (upper left panel).
This is supported by the fact that for exact Staircase scaling the cross section ratios for subsequent jet






= R = const. (77)
Also note that the ratios of the three vector-boson production processes, W/Z/γ+jets, are basically
the same, illustrating the fact that the actual gauge-boson mass does not yield a big imprint on the jet-
production probabilities. The production of a pair of top-quarks, however, induces a large upper scale for
subsequent jet emission. Correspondingly, the jet rates for the first few emissions are sizable, resulting
in ratios R(n+1)/n > 0.5, indicating that a pure leading-order approximation is inappropriate.














pp→ X + n jets at LO, √s = 100 TeV
pT,j/γ > 50 GeV, Rj,γ > 0.4






Fig. 143: The jet multiplicity ratio R(n+1)/n for several processes calculated at LO for each final-state
multiplicity. Note, the index n counts jets associated to the core process listed in the legend.
In conclusion to this section, it can be noted that it is possible to fit jet multiplicities n up to values
of n = 15 or even higher using results for much lower n. The underlying fits are based on the theo-
retical hypothesis of simple scaling pattern, namely Staircase and Poisson scaling. These extrapolations
allow trustworthy predictions to be made for very high jet-multiplicity bins that will be populated by a
variety of production processes at FCC energies. The methods discussed enable the use of techniques
that discriminate New Physics signals and QCD backgrounds based on the shape of the jet multiplicity
distribution.
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12 Heavy flavour production46
Heavy quarks will be copiously produced at a 100 TeV collider. Charm and bottom quarks, in particular,
have a probability of several percent to be produced in a pp collisions at 100 TeV. Considering the large
number of concurrent pp interactions in individual bunch crossings, each bunch crossing will give rise to
possibly several charm or bottom quark pairs. The value of the total production rates is however poorly
known due to both perturbative (missing higher orders) and parametric uncertainties. Perturbative un-
certainties (which, especially for the total cross sections of charm and bottom, can be quite significant)
are usually estimated by varying the factorisation and renormalisation scales in the calculation. These
uncertainties may be somewhat reduced by expressing the calculation in terms of the heavy quark MS
mass instead of the pole one [400], but they remain quite large in absolute terms, as shown for example
in the case of the total σ(bb¯) in Fig. 144. The results here were obtained with the ABM11 PDFs [401].
The scale uncertainties corresponding to the vertical bars in Fig. 144, for the LO, NLO and NNLO cal-
culations, are σ(bb¯)LO = 1.20 + 0.56− 0.33 mb, σ(bb¯)
NLO = 2.45 + 0.85− 0.56 mb, and σ(bb¯)
NNLO = 3.09 + 0.42− 0.48 mb.
σpp → bb  [µb]           – mb(mb) = 4.18 GeV
√s  = 100 TeV  ––
µF [GeV]











Fig. 144: Sensitivity of the total cross section for pp → bb¯ to the factorization scale µF at LO (green,
dotted), NLO (blue, dashed), NNLO (red, solid) QCD accuracy, with mb(mb) = 4.18 GeV in the MS
mass scheme. The central line at each order denotes the choice µR = µF , the upper and the lower line
the choices µR = µF /2 and µR = 2µF (as indicated explicitly for the NNLO results). The vertical bars
give the size of the independent variation of µR and µF in the standard range µ0/2 ≤ µR, µF ≤ 2µ0,
respectively, for µ0 = mb(mb) and with the restriction that 1/2 ≤ µR/µF ≤ 2. The arrow indicates the
scale µR = µF = 2µ0.
Parametric uncertainties are related to the value of the heavy quark mass (for charm and bottom)
and of the parton distribution functions in the very small-x region that will be probed at 100 TeV. Part
of these uncertainties, including the scale uncertainties, can be reduced when considering ratios of cross
sections at different energies, or shapes of yQ distributions, due to intrinsic correlations. This was ex-
ploited for example in analyzing LHC data at various beam energies, in Refs. [33, 34, 37].
On the other hand, and as will be shown in the next sub-section, the range of x values relevant
to inclusive production of charm and bottom quarks at 100 TeV will extend well below the 10−5 level.
In this region, one can question the reliability of the fixed-order perturbative calculations, in view of
the presence of large small-x logarithms that may need to be resummed [89, 402, 403]. On the PDF
46Editor: M.Cacciari
155
side, it is also necessary to rely on assumptions for the PDF functional behaviour at small x (in presence
of potential saturation effects) and on the very reliability of the standard factorization framework (see
Section 3 for a more detailed discussion).
To highlight the possible problems, we show in Table 48 the predictions for charm and bottom total
cross sections obtained with several sets of PDFs. In the case of the bottom, the spread of central values is
not larger than that due to the scale uncertainties, although the estimates of PDF uncertainties vary wildly
among the different PDF sets. In the case of the charm, the situation is more dramatic, particularly if one
considers the potentially most accurate estimates, namely those using NNLO matrix elements and NNLO
PDFs. In this case, the results can be negative, or have a positive/negative uncertainty spread that largely
exceeds the central values, leading to unphysical results, which are either negative, or which exceed the
total pp cross sections. We notice that, in most of the pathological cases, the problems are enhanced by
the use of NNLO PDFs, while using NLO PDFs with either the NLO or NNLO matrix elements gives
typically sensible results (although with some residual exceptions). The only PDF sets that give rather
stable results, regardless of the NLO or NNLO scenario, are the ABM sets and the JR14 set. The very
small systematics obtained with these sets (less than 2% for JR and less than 10% with ABM), however,
are likely to be over optimistic, considering the lack of data in these regions of x and Q2 and considering
the potential uncertainties mentioned above (gluon saturation effects, resummation, etc).
PDF sets σ(cc¯)NLO [mb] σ(cc¯)NNLO [mb] σ(bb¯)NLO [mb] σ(bb¯)NNLO [mb]
ABM11 [401] 29.5± 2.7 36.6± 2.6 3.57± 0.13 3.06± 0.11
(54.9± 3.8) (4.52± 0.18)
ABM12 [20] 47 17.3± 2.0 33.2± 2.6 2.36± 0.10 2.97± 0.12
CJ15 [22] 48 18.4 + 5.3− 2.5 − 2.67 + 0.55− 0.26 −
(40.3 + 10.3− 4.6 ) (3.42
+ 0.69
− 0.31)







(47.9 + 1981.2− 5.2 ) (3.91
+ 6.91
− 0.30)







(41.5 + 5.2− 5.9) (4.01
+ 0.13
− 0.16)
JR14 (dyn) [23] 33.6± 0.5 32.7± 0.5 3.17± 0.04 3.08± 0.04
(58.1± 1.0) (3.98± 0.06)
MMHT14 [19] 51 140.0 + 187.0− 104.2 − 4.11 + 1.39− 0.90 2.37 + 0.98− 0.90
(213.9 + 271.9− 149.4) (5.28
+ 1.77
− 1.14)
NNPDF3.0 [17] 40.5± 62.2 190.3± 547.7 2.99± 0.99 4.46± 4.87
(67.9± 84.3) (3.82± 1.23)
Table 48: The inclusive cross sections for charm- and bottom-quark pair production at NNLO in QCD at
√
s =
100 TeV for MS masses mc(mc) = 1.275 GeV and mb(mb) = 4.18 GeV at the nominal scales µr = µf =
2mq(mq) for q = c, b with the PDF (and, if available, also αs) uncertainties. The numbers in parenthesis for the
cross sections σ(qq¯)NNLO have been obtained with NLO PDF sets.
The bottom line is that, while currently the extrapolation of charm cross sections to 100 TeV is
not robust theoretically, charm production provides a rich terrain to improve our knowledge of PDFs and
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small-x dynamics.
The uncertainties are reduced if one considers central production or large pT , which strongly
bound the relevant x range. Table 49 shows the rates for central production, |y| < 2.5, and various
transverse momentum cuts for charm, bottom and top quarks. The ratios with respect to the production
at the LHC (13 TeV) are also given. As expected, large pT production in particular gets a large boost
from 13 to 100 TeV, being larger by a factor of 30-40 or so than at the LHC for a pT cut of 100 GeV.
If the pT cut is pushed to 1 TeV, central heavy quark production at the 100 TeV is about a factor of one
thousand larger than at the LHC. Top production is special in that, as expected, going from the LHC to
100 TeV the rate increases considerably also at moderate transverse momentum (pT ∼ 0), by a factor of
40 or so, whereas charm and bottom production only increase by a factor of 3-5.
pT > 0 pT > 5 GeV pT > 100 GeV pT > 1000 GeV
Charm
σ(|y| < 2.5) [µb] 7.8× 103 1.7× 103 0.52 0.62× 10−4
100 TeV/13 TeV 3.1 4.6 27 890
Bottom
σ(|y| < 2.5) [µb] 1.0× 103 0.56× 103 0.46 0.63× 10−4
100 TeV/13 TeV 4.2 5 27 1020
Top
σ(|y| < 2.5) [nb] 24.8 24.8 15.6 2.6× 10−2
100 TeV/13 TeV 37 37 42 920
Table 49: Central (|y| < 2.5) heavy quark production at FCC 100 TeV, calculated to next-to-leading
order [404] with the NNPDF30 [17] PDF set. Masses have been set to 1.5 GeV for charm, 4.75 GeV for
bottom and 173 GeV for top.
In the rest of this Section we will consider in more detail production rates and kinematical distri-
butions for bottom and top quark in proton-proton collisions at a centre of mass energy of 100 TeV.
12.1 Inclusive bottom production
Inclusive production of b hadrons in hadronic collisions offers unlimited opportunities for flavour studies
in the b sector, as shown very well by the Tevatron and LHC experiments.
The long-term interest in these studies will depend on what future LHCb and Belle2 data will tell
us, and on the flavour implications of possible LHC discoveries in the high-Q2 region. But it is likely
that heavy flavour studies will remain a pillar of the physics programme at 100 TeV. The flavour-physics
aspects of the 100 TeV collider will be discussed in a future document.
The total bb¯ production cross section at 100 TeV is about 3mb, an increase by a factor of ∼ 5
relative to the LHC, and it is more than a 1% fraction of the total pp cross section. As discussed above,
a large fraction of the total rate comes from gluons at very small x values, where the knowledge of
PDFs is today rather poor. The upper plot of Fig. 145 shows that, for a detector like LHCb, covering
the rapidity region 2.5 < y < 5, about 50% of the b events produced at 100 TeV would originate from
gluons with momentum x < 10−5. This domain, at these rather large values ofQ2, is almost unexplored,
although the first constraints [33,34,37] are emerging from forward charm and bottom production at the
LHC [405, 406] (see also Section 3 for a discussion of small-x issues at 100 TeV).
In Fig. 146 we show the rapidity distributions for b quarks produced above some thresholds of
pT and, for b quarks produced in the region 2.5 < |y| < 5, the integrated spectrum in longitudinal
momentum pz , comparing results at 14 and 100 TeV. We note that, while the total production rate grows
only by a factor of ∼ 5 from 14 to 100 TeV, the rate increase can be much larger once kinematic cuts
are imposed on the final state. For example, at 100 TeV b quarks are produced in the forward region
2.5 < |y| < 5 with pz > 1 TeV at the astounding rate of 10µb, 100 times more than at the LHC.
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Fig. 145: Top (bottom) panel: distribution, at 100 (14) TeV, of the smaller and larger values of the initial
partons momentum fractions in inclusive bb¯ events (solid) and in events with at least one b in the rapidity
range 2.5 < |y| < 5 (dashes).
To what extent this opens opportunities for new interesting measurements, to be exploited by the future
generation of detectors, remains to be studied.
12.2 Inclusive top pair production
Table 50 shows the NNLO cross section [407,408] for inclusive tt¯ production at 100 TeV. For reference,
the LO and NLO results obtained with the appropriate PDF sets of the NNPDF3.0 group are 24.3 nb
and 31.9 nb, respectively. This means K factors of 1.3 (NLO/LO) and 1.1 (NNLO/NLO), indicating
an excellent convergence and consistency of the perturbative expansion. Together with the small size
of PDF uncertainties, this suggests that the predictions for top production at 100 TeV are already today
rather robust. The∼ 30 nb inclusive rate is more than 30 times larger than at 14 TeV. For the planned total
integrated luminosity of O(20)ab−1 [5], two experiments would produce of the order of 1012 (anti)top
quarks. The possible applications emerging from this huge statistics have yet to be explored in detail. It
would be interesting to consider the potential of experiments capable of recording all these events (only
a small fraction of top quarks produced at the LHC survives for the analyses). Triggering on one of
the tops, would allow for unbiased studies of the properties of the other top and of its decay products:
studies of inclusive W decays [409] (which are impossible using the W ’s produced via the Drell-Yan
process), of charm and τ leptons produced from those W decays, of flavour-tagged b’s from the top
decay itself [410].
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Fig. 146: Left: production rates for b quarks as a function of detection acceptance in y, for various pT
thresholds (rates in µb for pT > 100 GeV, in mb otherwise). Right: forward b production rates, as a
function of the b longitudinal momentum.


















Table 50: Total tt¯ production cross sections, at NNLO, for various PDF choices. mtop = 173.3 GeV. The
scale uncertainty is derived from the 7 scale choices of µR,F = kmmtop, with k = 0.5, 1, 2 and 1/2 <
µR/µF < 2. The PDF4LHC15 [15] recommendation combines the systematics from the following NLO
PDF sets: NNPDF3.0 [17], MMHT2014 [19] and CT14 [18].
Fig. 147: Left: integrated invariant mass distribution for production of central tt¯ quark pairs. Right:
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Fig. 148: Normalised distributions for, from left to right, top quark transverse momentum, transverse
momentum of the tt¯ pair and its invariant mass, as evaluated by a NLO+PS calculation performed with
the POWHEG-BOX implementation of heavy quark hadroproduction.
12.3 Bottom and top production at largeQ2
Production of bottom and top quarks at large Q2 is characterized by two regimes. On one side we have
final states where the heavy quark and antiquark (Q and Q¯) give rise to separate jets, with a very large
dijet invariant mass MQQ. These are the configurations of relevance when, for example, we search for
the QQ¯ decay of massive resonances. In the case of top quarks, the left-hand side of Fig. 147 shows
the production rate for central tt¯ pairs above a given invariant mass threshold. At 100 TeV there will be
events well aboveMtt > 30 TeV. The right plot in Fig. 147 furthermore shows that, due to the absence at
LO of contributions from qq or qg initial states, gg initial states remain dominant up to very large mass,
Mtt ∼ 15 TeV. Well above MQQ¯ ∼ TeV, the results for bb¯ pair production are similar to those of the top.
This first high-Q2 regime can be further investigated by looking at other differential distributions
for the top quark beyond the invariant mass. In the following we show results obtained using POWHEG-
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Fig. 149: Left plot: normalised rapidity distribution of top quarks at FCC100 and LHC14. Right
plot: distribution of the rapidity difference ∆y between the top and the anti-top at the FCC100, for two
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Fig. 150: Rapidity distributions of leptons (left plot) and B hadrons (right plot) from top decays. LHC-
like cuts for transverse momenta and missing energies (pT,` > 20 GeV, pT,B > 20 GeV, ET,miss >
20 GeV) are used, but rapidity cuts were removed. An additional cut on the invariant mass of the tt¯ pair,
mtt¯ > 10 TeV, is also included.
to the parton shower of PYTHIA 6 [109] (without MPI).52 NNPDF30 PDFs are used throughout, and the
factorisation/renormalisation scales are set equal to the top transverse mass. We first show, in Fig. 148,
the distributions for the top transverse momentum, the transverse momentum of the tt¯ pair, and its in-
variant mass, both at 14 and at 100 TeV. In all three cases, as expected, the normalised distributions at
FCC100 are much harder than at LHC14: they are larger by a factor of about 10 at a scale of 1 TeV, and
of about 100 at 2 TeV.
Another characteristic of top distributions at high-Q2 that one can study is the rapidity dependence.
The plots in Fig. 149 show that at 100 TeV (and especially so at high invariant masses) top quarks tend
to be produced at larger rapidity than at 14 TeV, and with a larger rapidity gap. This suggests that the top
quarks at 100 TeV will be a copious source of large-rapidity lepton. Fig. 150 shows that this is indeed
the case: one can see that rapidity distributions for the B hadrons and for the leptons produced by top
decays are distributed quite uniformly in rapidity until at least y ' 3, and only fall off quite steeply
beyond y ' 4.
52In order to improve the generation at high-pT a POWHEG “Born suppression factor” F (pT ) = [(p2T +m
2)/(p2T +m
2 +



















































Fig. 151: Left plot: Transverse momentum distribution of top quarks in tt¯ hadroproduction, calculated
to NLO and also with the FONLL approach. Uncertainties are estimated by varying the renormalisation
and factorisation scales within a factor of two around the top transverse mass, with the constraint 1/2 <
µR/µF < 2. Right plot: ratios to the NLO central prediction.
As a consequence of these wide rapidity distributions, “LHC-like” lepton cuts, where the leptons
are only measured in a central acceptance region |y`| < 2.5, may turn out not to be ideal at 100 TeV.
Moving this cut to at least y` = 3-3.5 would reduce the cross-section loss by a non-negligible amount.
Since the top quark transverse momentum distribution is expected to remain measurable at the
FCC100 up to several TeV, it is worth studying how the cross section at such large transverse momenta
(much larger than the top mass) is affected by multiple quasi-collinear emissions of gluons off the top
quarks. Techniques exist to resum these emissions to all orders with next-to-leading logarithmic accu-
racy [411,412], leading to a more reliable theoretical prediction. We show in Fig 151 predictions obtained
using the FONLL approach [59], compared to the next-to-leading order results. While the FONLL and
the NLO predictions are largely compatible within their respective uncertainties (estimated varying the
renormalisation and factorisation scales), as expected the FONLL distribution is softer, and has a smaller
perturbative uncertainty.
The second regime of high-Q2 production occurs when we request only one jet to be tagged as
containing a heavy quark. This could be of interest, for example, in the context of high-pT studies
of single top production. In this regime, configurations in which the heavy quark pair arises from the
splitting of a large-pT gluon are enhanced. The final state will then contain a jet formed by the heavy-
quark pair, recoiling against a gluon jet. An example of the role of these processes is shown in Fig. 152,
where we compare the pT spectrum of b jets in events where the bb¯ pair is produced back to back (as in
the first case we discussed above), and the spectrum of jets containing the b pair (here jets are defined
by a cone size R = 0.4). The latter is larger by approximately one order of magnitude at the highest pT
values, leading to rates in excess of 1 event/ab−1 for pT > 15 TeV. Similar considerations apply to the
case of top quark production in this multi-TeV regime, as shown in the right plot of Fig. 152. In this case
the rate for tt¯ jets is only slightly larger than that for single-top jets, due to the much larger mass of the
top quark, which leads to a smaller probability of g → tt¯ splitting.
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Fig. 152: Left: production rates for b jets (solid), and for jets containing a bb¯ pair within ∆R < 0.4
























8 13 33 5010 100
Fig. 153: Cross sections for top processes as a function of proton-proton collider energy. See text for
details.
12.4 Single top production
Like tt¯ pairs, production of single top at 100 TeV is also increased by large factors with respect to LHC.
However, since single top production is dominated by quark initiated t−channel production, the total
t + t¯ production cross section grows by about a factor 25 with respect to the LHC13, compared to the
growth of about 40 for the tt¯ cross-section (and of about 15 for its other major background, W+jets).
Fig. 153 shows the total production cross section for various channels as a function of the centre of
mass energy. tt¯ and single top results are computed at NLO QCD, while associated tZ and tH production
are computed at LO QCD53. For (N)LO predictions (N)LO evolution of αs and parton distributions were
employed. For all the results in this section we used the NNPDF3.0 parton set [17]. Apart from associated
Wt production, all results here are fully inclusive and are computed with µr = µf = mt = 172.5 GeV.
For Wt production, a b−jet veto of pb,t = 80 GeV is applied on additional b−jet radiation coming from
gg →Wtb diagrams to separate this process from the tt¯ background, see [414] for details. As suggested
in [414], we used in this case a lower scale, µ = pb,t,veto = 80 GeV. Results for 13 TeV and 100 TeV are
also summarized in Tab. 5154.
53Predictions are obtained using HatHor [413] and MCFM [245–247].
54For the numbers in the table we computed t−channel production to NNLO QCD [415]. The difference with respect of
NLO is however irrelevant for the considerations here.
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pp, 13 TeV pp, 100 TeV
σt, t−channelNNLO [nb] 0.14 2.6
σt¯, t−channelNNLO [nb] 0.08 2.0
σWtNLO = σ
Wt¯
NLO [nb] 0.035 1.3
σt, s−channelNLO [pb] 6.3 61.5
σt¯, s−channelNLO [pb] 3.9 48.6
σtZLO [pb] 0.5 22.1
σt¯ZLO [pb] 0.3 15.8
σtHLO [pb] 0.01 2.4
σt¯HLO [pb] 0.006 1.7
Table 51: Single top cross sections in pp collisions at 13 TeV and 100 TeV. All values are for fully
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Fig. 154: Left: LO t-channel single top transverse momentum distribution. Right: LO cross section for
t-channel production as a function of a cut on the top transverse momentum. See text for details.
pminT = 0 p
min
T = 1 TeV p
min
T = 5 TeV
σt, t−channelNLO (pT > p
min
T ) 2.7 nb 1.0 pb 0.5 fb
σt¯, t−channelNLO (pT > p
min
T ) 2.0 nb 0.57 pb 0.2 fb
Table 52: NLO cross section for t−channel single top production as a function of a cut on the top
transverse momentum. See text for details.
At 100 TeV, t−channel single top is about a factor of 20 larger than at 13 TeV, while s−channel
production is about a factor of 10 larger. Associated production (with Higgs, Z or W ) tends to increase
more, about a factor of 35 or so. A consequence of these different behaviours as a function of the centre
of mass energy is that at 100 TeV the s-channel process becomes even less relevant, decreasing from
3% at LHC energy to 1% of the total single top cross section. This makes the (in principle unphysical)
distinction between s− and t− channels non problematic at the FCC. On the other hand, the increased
relative importance of Wt associated production (from 20% to 35% of the total cross-section) calls for a
proper treatment of this process. This can be achieved by considering the physical WWbb¯ final state.
We also note that associated Zt and Ht production rates are sizable at FCC100. The first process
is an important background to FCNC top decays. The second provides information on unitarity in the
Higgs/top sector. For example, modification of the top Yukawa coupling can lead to unitarity violations
in the few TeV regime, which can be exposed using Ht production. For more details on these processes
164
and their potential, we refer the reader to [416–418].
A study of differential cross sections in t-channel single top production is shown in Fig. 154 and in
Table 52, where cross section values for t and t¯ integrated over a given minimum transverse momentum
are given. Even above pT = 5 TeV the integrated cross section remains in the femtobarn range.
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13 Associated production of top quarks and gauge bosons55
At 100 TeV, heavy particles and high-multiplicity final states are abundantly produced, giving the oppor-
tunity to scrutinise the dynamics and the strength of the interactions among the heaviest known particles:
the gauge and Higgs bosons, and the top quark. The large rates, and the very high energies at which these
particles can be produced, open new opportunities to test with greater precision and at smaller distances
the couplings of the top quark with the W,Z and Higgs bosons.
Final states involving the heaviest states of the SM are also an important ingredient of physics at
100 TeV, since they naturally lead to high-multiplicity final states (with or without missing transverse
momentum). These signatures are typical in BSM scenarios featuring new heavy states decaying via
long chains involving, e.g., dark matter candidates. Thus, whether as signal or as background processes,
predictions for this class of SM processes need to be known with the best possible precision, to maximise
the sensitivity to deviations from the SM.
Table 53 shows the NLO cross sections for the inclusive production of two top quark pairs, and for
production in association with one and two gauge bosons. Comparing the rates for associated production,
tt¯tt¯ tt¯W± tt¯ Z0 tt¯WW tt¯W±Z tt¯ ZZ
σ(pb) 4.93 20.5 64.2 1.34 0.21 0.20
Table 53: NLO cross sections for associated production of (multiple) top quark pairs and gauge
bosons [419, 420].
in Table 53, with those in Table 58 for multiple gauge boson production, and considering that each top
quark gives rise to a W through its decay, we remark that top quark processes at 100 TeV will provide
the dominant source of final states with multiple W bosons, and thus with multiple leptons. This will
have important implications for the search of new physics signals characterized by the presence of many
gauge bosons or leptons from the decay of the new heavy particles.
Notice also that tt¯Z0 production is more abundant than tt¯W±, contrary to the usual rule that W
bosons are produced more frequently than Z0’s in hadronic collisions. This is because the tt¯Z0 process
is driven by the gg initial state, which for these values of sˆ/S has a much larger luminosity than the
qq¯′ initial state that produces tt¯W . This also implies that studies of top production via initial state light
quarks (e.g. in the context of t vs t¯ production asymmetries) will benefit from a higher purity of the qq¯
initial state w.r.t. gg if one requires the presence of a W boson (see e.g. Ref. [421]).
In this section we discuss in some detail the associated production of a top-quark pair with one
boson (tt¯V ), covering a broad range of kinematical regions. Associated production with a Higgs boson
is discussed in more detail in the Higgs volume of this report. We review the impact of NLO QCD
corrections, and the residual theoretical uncertainties due to missing higher orders, by considering the
dependence of key observables on different definitions of central renormalisation and factorisation scales
and on their variations. These results for 100 TeV mimic the detailed study presented for 13 TeV in
Ref. [420]. We refer to this paper for more details.
13.1 tt¯V production
The NLO QCD corrections were calculated for tt¯H in [422–425], for tt¯γ in [426, 427], for tt¯Z in
[427–431], for tt¯W± in [421, 427, 431, 432] and for tt¯tt¯ in [73, 433]. NLO electroweak and QCD
corrections have also already been calculated for tt¯H in [434–436] and for tt¯W± and tt¯Z in [436].
Moreover, in the case of the tt¯H process, NLO QCD corrections have been matched to parton showers
[437, 438] and calculated for off-shell top (anti)quarks with leptonic decays in [439].
55Editors: D. Pagani, I. Tsinikos
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The results presented here have been obtained in the MADGRAPH5_AMC@NLO framework [73].
We start by defining the approach used to determine the theoretical systematic uncertainty, obtained from
the variation of renormalisation and factorisation scales. Given the broad kinematical range accessible
at 100 TeV, in addition to using a fixed scale we consider dynamical scales that depend on the transverse
masses (mT,i) of the final-state particles. Following Ref. [420], we consider the arithmetic mean of the















Here, N is the number of final-state particles at LO and with N(+1) in eq. (78) we understand that, for
the real-emission events contributing at NLO, the transverse mass of the emitted parton is included.56
All the NLO and LO results have been produced with the MSTW2008 (68% c.l.) PDFs [301]
respectively at NLO or LO accuracy, in the five-flavour-scheme (5FS) and with the associated values
of αs. We use mt = 173 GeV, mH = 125 GeV and the CKM matrix is considered as diagonal. NLO
computations assume the top quark and the vector bosons to be stable. If not stated otherwise photons are
required to have a transverse momentum larger than 50 GeV (pT (γ) > 50 GeV) and Frixione isolation
[299] is imposed for jets and additional photons, with the technical cut R0 = 0.4. The fine structure
constant α is set equal to its corresponding value in the Gµ-scheme for all the processes.
As first step, we show for all the tt¯V processes the dependence of the NLO total cross sections
on the variation of the renormalisation and factorisation scales µr and µf . This dependence is shown in
Fig.155 by keeping µ = µr = µf and varying it by a factor eight around the central value µ = µg (solid
lines), µ = µa (dashed lines) and µ = mt (dotted lines). The scales µa and µg are respectively defined
in eqs. (78) and (79).
As µa is typically larger than µg and mt, the bulk of the cross sections originates from phase-
space regions where αs(µa) < αs(µg), αs(mt). Consequently, such choice gives systematically smaller
cross sections. On the other hand, the dynamical-scale choice µg leads to results very close in shape
and normalisation to a fixed scale of order mt. Note that the scale dependence is monotone over this
broad range for all scale choices. This is due to the qg initial states, which give a very large contribution
and appear only at NLO. Consequently, no renormalisation and stabilisation of the µr is present for the
numerically dominant contribution.
As done in [420], in the following we use µg as the reference scale, and vary µf and µr inde-
pendently by a factor of two around the central value µg, µg/2 < µf , µr < 2µg, in order to estimate
the uncertainty due to missing higher orders. This can be seen as a more conservative choice than µa
as central scale; as can be seen in Fig. 155, the scale dependence in the range µa/2 < µf , µr < 2µa is
smaller than in the µg/2 < µf , µr < 2µg range.
Table 54 lists LO and NLO cross sections, with PDF and scale uncertainties, and K-factors for
the central values. As expected, the scale dependence is strongly reduced from LO to NLO predictions.
K-factors are very similar and close to 1, with the exception of tt¯W± production. For this process,
which at LO includes only qq¯ initial states, the opening of gq channels in the initial state has a huge
effect. Similar effects may be expected at NNLO, i.e., the first perturbative order including the gg initial
state. However, as suggested by the detailed analysis presented in this section for the case of the pT (tt¯)
distributions, NNLO corrections should not have such a large impact. For the tt¯γ process we also find
56This is not possible for µg; soft real emissions would lead to µg ∼ 0. Conversely, µa can also be defined excluding partons
from the real emission and, in the region where mT,i’s are of the same order, is numerically equivalent to µg . We remind that
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Fig. 155: Comparison of the NLO scale dependence in the interval µc/8 < µ < 8µc for the three
different choices of the central value µc: µg, µa, mt.































K-factor 1.10 1.17 2.20 1.25
Table 54: NLO and LO cross sections for tt¯V processes and tt¯H production for µ = µg. The first
uncertainty is given by the scale variation within µg/2 < µf , µr < 2µg, the second one by PDFs
(MSTW2008). The relative statistical integration error is equal or smaller than one permille.
that in general the dependence of the cross-section scale variation is not strongly affected by the minimum
pT of the photon.
We now show the impact of NLO QCD corrections on important distributions and we discuss
their dependence on the scale variation and on the definition of the scales. For all the processes that
we analysed the distribution of the invariant mass of the top-quark pair and the pT and the rapidity
of the (anti)top quark, of the top-quark pair and of the vector or scalar boson. Here, we show only
representative results; all the distributions considered and additional ones can be produced via the public
code MADGRAPH5_AMC@NLO.
For each figure, we display together the same type of distributions for the four different processes
considered: tt¯γ, tt¯H , tt¯W± and tt¯Z. Most of the plots, for each individual process, will be displayed in
the format described in the following.
In each plot, the main panel shows the distribution at LO (blue) and NLO QCD (red) accuracy,
with µ = µf = µr equal to the reference scale µg. In the first inset we display the scale and PDF
uncertainties normalised to the blue curve, i.e., the LO with µ = µg. The light-grey band indicates the
scale variation at LO for the standard range µg/2 < µf , µr < 2µg, while the dark-grey band shows the
PDF uncertainty. The black dashed line is the central value of the light-grey band, thus it is by definition
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Fig. 156: Differential distributions for the invariant mass of top-quark pair,m(tt¯) at 100 TeV. The format
of the plots is described in detail in the text.
band around it indicates the scale variation in the standard range µg/2 < µf , µr < 2µg. The additional
blue borders show the PDF uncertainty. We stress that in the plots, as in the tables, scale uncertainties
are always obtained by the independent variation of the factorisation and renormalisation scales, via the
reweighting technique that has been introduced in [440]. The second and third insets show the same
content of the first inset, but with different scale choices. In the second panel both LO and NLO have
been evaluated with µ = µa, while in the third panel with µ = mt.
The fourth and the fifth panels show a comparison of NLO QCD predictions using the scale µg
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Fig. 157: Cumulative distributions for the invariant mass of top-quark pair, m(tt¯) at 100 TeV. The format
of the plots is described in detail in the text.
NLO with µ = µg. The light-grey band now indicates the scale variation dependence of NLO QCD
with µ = µg. Again the dashed black line, the central value, is by definition equal to one and the
dark-grey borders include the PDF uncertainties. The black solid line in the fourth panel is the ratio of
the NLO QCD predictions at the scales µa and µg. The red band shows the scale dependence of NLO
QCD predictions at the scale µa, normalised to the central value of NLO QCD at the scale µg. Blue
bands indicate the PDF uncertainties. The fifth panel is completely analogous to the fourth one, but it
compares NLO QCD predictions with µg and mt as central scales.
We start with fig. 156, which shows the distribution for the invariant mass of the top-quark pair
(m(tt¯)) for the four production processes. From this distribution it is possible to note some features
that are typical for most of the distributions. As can be seen in the fourth insets, the use of µ = µa
leads to NLO values compatible with, but also systematically smaller than, those obtained with µ = µg.
Conversely, the use of µ = mt leads to scale uncertainties bands that overlap with those obtained with
µ = µg. By comparing the first three insets for the four different processes, it can be noted that the
reduction of the scale dependence from LO to NLO results is stronger in tt¯H production than for the tt¯V
processes. As said, all these features are not peculiar for the m(tt¯) distribution, and they are consistent
with the total cross section analysis presented before, see fig. 155 and table 54. From fig. 156 one can
also see that the two dynamical scales µg and µa yield slightly flatter K-factors than those obtained with
the fixed scale mt, supporting a posteriori such a reference scale.
However, at 100 TeV the K−factor for the (m(tt¯)) distribution in tt¯W± production is not flat,
independently of the scale definition employed, as can be seen in fig. 156. This effect is induced by the
qg(q¯g) initial states, which have at 100 TeV a relative large PDF luminosity also for high values ofm(tt¯)
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Fig. 158: Differential distributions for the pT of top-quark pair, pT (tt¯) at 100 TeV. The format of the
plots is described in detail in the text.
In fig. 157 we display for the same observable cumulative plots, i.e., we plot the dependence of
the total cross sections on the cut m(tt¯) > mcut by varying mcut. We can notice that at very high values
of mcut the luminosities of the qg(q¯g) initial states are not the dominant ones, for example the K-factor
of tt¯W± decreases accordingly. For cumulative distributions we show in the plots only results obtained
by using µg as central scale.
For particular observables and processes, like the pT of the top-quark pair (pT (tt¯)) in tt¯W± and
tt¯γ production, the K factors show a strong kinematic dependence. This is shown in Figs. 158 and 159.
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Fig. 159: Cumulative distributions for the pT of top-quark pair, pT (tt¯) at 100 TeV. The format of the
plots is described in detail in the text.
LO from the recoil against a hard vector or a hard scalar boson. Conversely, at NLO, in this kinematical
configuration the largest contribution emerges from the recoil of the top-quark pair against a hard jet and
a soft scalar or vector boson. In particular, the cross section for a top-quark pair with a large pT receives
large corrections from the qg initial state, which appears for the first time only at NLO.
In the case of tt¯W± production, for instance, the emission of a W collinear to the final-state
quark in qg → tt¯W±q′ can be approximated as the qg → tt¯q process times the q → q′W± splitting.
For the W momentum, the splitting involves a soft and collinear singularity that is regulated by the W
mass. Thus, once the W momentum is integrated, the qg → tt¯W±q′ process yields a contribution to
the pT (tt¯) distributions that is proportional to αs log2 [pT (tt¯)/mW ], leading to large corrections. The
same argument clearly applies also to tt¯Z for the q → qZ splitting in qg → tt¯Zq. However, in the
case of tt¯W±, this effect is further enhanced also by a different reason. Unlike the other production
processes, tt¯W± production does not originate at LO from the gluon–gluon initial state, which has the
largest partonic luminosity. Consequently, the relative corrections induced by the quark–gluon initial
states have a larger impact.
The argument above clarifies the origin of the enhancement at high pT of the tt¯ pairs, yet it raises
the question of the reliability of NLO predictions for tt¯V in this region of the phase space. In partic-
ular, the giant K-factors and the large scale dependence call for better predictions. One could argue
that only a complete NNLO calculation for tt¯V would settle this issue. However, since the dominant
kinematic configurations involve a hard jet, it is possible to start from the tt¯V j final state and reduce the
problem to the analysis of NLO corrections to tt¯V j, which can be automatically obtained with MAD-
GRAPH5_AMC@NLO. We have therefore computed results for different minimum pT for the additional
jet both at NLO and LO accuracy. In fig. 160, we summarise the most important features of the tt¯W±(j)
cross section as a function of the pT (tt¯) as obtained from different calculations. Similar results, even
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though less extreme, hold for tt¯Z and tt¯H final states and therefore we do not show them for sake of
brevity. In fig. 160, the solid blue and red curves correspond to the predictions of pT (tt¯) as obtained from
tt¯W± calculation at LO and NLO accuracy, respectively. The dashed light blue, purple and light-grey
curves are obtained by calculating tt¯W±j at LO (with NLO PDFs and αs and same scale choice in order
to consistently compare them with NLO tt¯W± results) with a minimum pT cut for the jets of 50, 100,
and 150 GeV, respectively. The three curves, while having a different threshold behaviour, they all tend
smoothly to the tt¯W± prediction at NLO at high pT (tt¯), clearly illustrating that the dominant contribu-
tions come from kinematic configurations with a hard jet. Finally, the dashed green line is the pT (tt¯) as
obtained from tt¯W±j at NLO in QCD with the minimum pT cut of the jet of 100 GeV. This prediction
for pT (tt¯) at high pT is stable and reliable, and in particular it does not feature any large K-factor, as can
be seen in the lower inset, which displays the differential K-factor for tt¯W±j production with the pT cut
of the jet of 100 GeV. For large pT (tt¯), NLO corrections to tt¯W±j reduce the scale dependence of the
LO predictions, but do not increase their central value. Consequently, since we do not expect large ef-
fects from NNLO corrections in tt¯W± production at large pT (tt¯), a simulation of NLO tt¯V +jets merged
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Fig. 160: Comparison at 100 TeV between differential distribution of the tt¯ transverse momentum in
tt¯W± from calculations performed at different orders in QCD. The blue and red solid histograms are
obtained from the tt¯W± calculation at LO and NLO, respectively. The dashed histograms are obtained
from the tt¯W±j calculation at LO (light blue, purple, and light grey) and at NLO (green), for different
minimum cuts (50, 100, 150 GeV) on the jet pT . The lower inset shows the differential K-factor as well
as the residual uncertainties given by the tt¯W±j calculation.
For completeness, we provide in table 55 the total cross sections at LO and NLO accuracy for
tt¯W±j, tt¯Zj and tt¯Hj production, with a cut pT (j) > 100 GeV. At variance with what has been done
in Fig.160 LO cross sections are calculated with LO PDFs and the corresponding αs.
In fig. 161 we show additional proofs for the argument discussed so far. We plot relevant distribu-
tions for the tt¯W±j production. One can see that the W and the jet tends to be collinear, especially for
large pT (tt¯), and that the W is typically soft.
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Fig. 161: Relevant distributions for tt¯W±j production, where the fixed scale µ = mt has been used.
Black lines are without cuts, red and blue lines are with cuts.























K-factor 0.72 0.81 1.10
Table 55: Cross sections with pT (j) > 100 GeV. The renormalisation and factorisation scales are set
equal to µg for the tt¯V . The (N)LO cross sections are calculated with (N)LO PDFs, the relative statistical
integration error is equal or smaller than one permille.
The mechanism discussed in detail in previous paragraphs is also the source of the giantK-factors
for large pT (tt¯) in tt¯γ production, see fig. 158. This process can originate from the gg initial state at
LO. However, the emission of a photon involves soft and collinear singularities that are not regulated by
physical masses. When the photon is collinear to the final-state quark, the qg → tt¯γq process can be
approximated as the qg → tt¯q process times a q → qγ splitting. In this case, soft and collinear diver-
gences are regulated by both the cut on the pT of the photon (pcutT ) and the Frixione-isolation parameter
R0. We have checked that, increasing the values of pcutT and/or R0, the size of the K-factors is reduced.
It is interesting to note that also corrections in the tail are much larger for µ = µg than µ = µa. This is
due to the fact that the softest photons, which give the largest contributions, sizeably reduce the value of
the scale µg, whereas µa is by construction larger than 2pT (tt¯). This also suggests that µg might be an
appropriate scale choice for this process only when the minimum pT cut and the isolation parameters on
the photon are harder.
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Fig. 162: Differential distributions for the pT of top-quark, pT (t) at 100 TeV. The format of the plots is
described in detail in the text.
scalar boson, pT (t) and pT (V ). For these two observables, we find the general features that have already
been addressed for the m(tt¯) distributions in fig. 156. We display in fig. 164 cumulative distributions for
pT (V ).
In fig. 165 we display the distributions for the rapidity of the vector or scalar boson, y(V ). For
the four processes considered here, the vector or scalar boson is radiated in different ways at LO. In
tt¯H production, the Higgs boson is not radiated from the initial state. In tt¯Z and tt¯γ production, in
the quark–antiquark channels the vector boson can be emitted from the initial and final states, but in
















































































































































































































































 0  50  100  150  200  250  300  350  400
Fig. 163: Differential distributions for the pT of the vector or scalar boson, pT (V ) at 100 TeV. The format
of the plots is described in detail in the text.
always emitted from the initial-state quarks. The initial-state radiation of a vector boson is enhanced
in the forward and backward directions, i.e., when it is collinear to the beam-pipe axis. Consequently,
the vector boson is more peripherally distributed in tt¯W± production, which involves only initial state
radiation, with respect to tt¯γ and especially tt¯Z production. In tt¯H production, large values of |y(V )|
are not related to any matrix-element enhancement and indeed the y(V ) distribution is much more central
than in tt¯V processes. With NLO QCD corrections, in tt¯W± production the vector boson is even more
peripherally distributed. On the contrary, NLO QCD corrections make the distribution of the rapidity
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Fig. 164: Cumulative distributions for the pT of the vector or scalar boson, pT (V ) at 100 TeV. The format
of the plots is described in detail in the text.
dependence from LO to NLO results is much higher in tt¯H production than in tt¯V type processes.
Furthermore, for this observable, K-factors are in general not flat also with the use of dynamical scales
in the case of tt¯W± and tt¯H . From a phenomenological point of view, this is particularly important for
tt¯W±, since the cross section originating from the peripheral region is not suppressed.
In fig. 166 we show distributions for the rapidities of the top quark and antiquark, y(t) and y(t¯). In
this case we use a different format for the plots. In the main panel, as in the previous plots, we show LO
results in blue and NLO results in red. Solid lines correspond to y(t), while dashed lines refer to y(t¯). In
the first and second insets we plot the ratio of the y(t) and y(t¯) distributions at NLO and LO accuracy,
respectively. These ratios are in principle useful to identify which distribution is more central(peripheral)
and if there is a central asymmetry for the top-quark pair.
In the case of tt¯ production the charge asymmetry Ac, which in proton–proton collisions corre-
sponds to a central asymmetry defined as
Ac =
σ(|yt| > |yt¯|)− σ(|yt| < |yt¯|)
σ(|yt| > |yt¯|) + σ(|yt| < |yt¯|)
, (80)
or to a forward-backward asymmetry in proton–antiproton collisions, originates from QCD and EW
corrections. At NLO, the asymmetry receives contributions from the interference of initial- and final-
state radiation of neutral vector bosons (gluon in QCD corrections, and photons or Z bosons in EW
corrections) [442–447]. Thus, the real-radiation contributions involve, at LO, the processes pp → tt¯Z
and pp → tt¯γ, which are analysed here both at LO and at NLO accuracy. The tt¯γ production yields
an asymmetry already at LO, and this feature has been studied in [448]. The tt¯Z production central
asymmetry is also expected to be non vanishing at LO. The asymmetry is instead analytically zero at
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Fig. 165: Differential distributions for the rapidity of the vector or scalar boson, y(V ) at 100 TeV. The
format of the plots is described in detail in the text.
possible.57
Conversely, at NLO all the tt¯V processes and the tt¯H production have an asymmetry. However,
both at LO and NLO asymmetric effects on y(t) and y(t¯) distributions are small at 100 TeV and difficult
to be seen in fig. 166. These effects can be better quantified by looking directly to the asymmetry Ac
defined in eq. (80). NLO and LO results for Ac are listed in table 56, which clearly demonstrates, once
again, that NLO QCD effects cannot be neglected in the predictions of the asymmetries. For tt¯W± and
57In principle, when the couplings of light-flavour quarks are considered as non-vanishing, the initial-state radiation of a
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Fig. 166: Differential distributions for the rapidity of the top quark and antiquark, y(t) and y(t¯) at 100
TeV.
tt¯H production, an asymmetry is actually generated only at NLO. The case of tt¯W± production has
been studied in detail in [421], also for 100 TeV collisions. Furthermore, NLO QCD corrections largely
increase the asymmetry in tt¯Z production, and decrease it by ∼ 40% in tt¯γ production.
13.2 Photon emission off the top quark decay products
It is interesting to note that in tt¯ + γ final states the photon is not only radiated in the production stage
(i.e. before the top quarks go on-shell), it is also emitted off the top quark decay products (after one of
the top quarks has gone on-shell). The branching t→ bW +γ has a kinematically large phase space with
allowed photon energies pγ⊥,cut ≤ Eγ ≤ mt −MW ≈ 92 GeV in the top quark rest frame. The small
masses of the b-quark and W decay products lead to additional collinear enhancements. As a result,
radiative top quark decays yield a large contribution to W+W−bb¯+ γ final states (with intermediate on-
shell tt¯ pairs). In Fig. 167 we show their relative contribution to the total cross section and compare them
to photons radiated in the production process. In this study, we assume photons with pγ⊥ ≥ 20 GeV and
require a separation of ∆R = 0.2 between photons and leptons or jets. At moderate photon transverse
momenta (20-60 GeV), the contribution from radiative top quark decays dominates the total cross section
with more than 70%. Beyond pγ⊥ ≈ 100 GeV the contribution from the tt¯ + γ process with subsequent
top quark decays takes over, but radiative top quark decays still matter at the 10% level up to transverse
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100 TeV Ac [%] tt¯W± tt¯γ
LO - (−0.70± 0.05)+0.04−0.04 +0.03−0.02
NLO (1.3± 0.1)+0.23−0.16 +0.05−0.03 (−0.45± 0.04)+0.05−0.04 +0.01−0.02
100 TeV Ac [%] tt¯H tt¯Z
LO - (0.03± 0.05)+0.001−0.004 +0.003−0.01
NLO (0.17± 0.01)+0.06−0.04 +0.01−0.01 (0.22± 0.04)+0.06−0.04 +0.01−0.01
Table 56: NLO and LO central asymmetries for tt¯V -type processes and tt¯H production at 100 TeV
for µ = µg. The first uncertainty is due to the limited integration statistics. The second and third
uncertainties reflect the scale variation within µg/2 < µf , µr < 2µg, and the PDFs. These were obtained















100 TeV tt¯ + γ
γ in production
γ in decay
Fig. 167: Relative contribution of photons from the top quark production (black) and decay (blue) stage
in W+W−bb¯ + γ final states at 100 TeV. Photons are required to have p⊥ ≥ 20 GeV and be separated
from jets and leptons by ∆Rγ` = ∆Rγj = 0.2.
photon momenta of 300 GeV. Dedicated selection cuts to remove the radiative top quark decay process
have been presented in Refs. [448, 449]. However, at NLO QCD the fraction of t→ bW + γ events that
still pass these cuts can be as large as 10% [426], the same order of magnitude as the NLO corrections
themselves.
Because of these features specific to top quark pair production in association with a photon, certain care
has to be taken when describing a realistic final state of W+W−bb¯+ γ. Recent experimental analyses at
the LHC [450, 451] apply typical selection cuts on leptons, jets, missing energy and the photon, but do
not explicitly suppress radiative top quark decays. Hence, neglecting this contribution in the theoretical
description can lead to an underestimation of the event rate by a factor of up to 3.
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14 Top properties58
In the SM, the top quark is possibly the particle whose production and decay properties are simpler. It
lacks the rich phenomenology of hadronic spectroscopy characteristic of all other quarks; its decay is
dominated by the Wb final state, with a tiny contamination of Ws and Wd, and all other SM-allowed
decays (FCNC, t → WZb, etc) being so small as to be beyond the experimental reach. On the other
hand, its large mass implies a particular sensitivity to the mechanism of electroweak symmetry breaking.
Thus, precision studies of the top-Higgs couplings, as well as the couplings of the top to the electroweak
gauge bosons, are of great importance in understanding electroweak symmetry breaking and possibly
challenging its SM realization. Furthermore, new physics unrelated to the mechanism of electroweak
symmetry breaking might be revealed through modifications of SM interactions rather than through a
direct discovery of new particles. For a general introduction to the study of top quark properties in
hadronic collisions, we refer to the old report on SM physics at the LHC, Ref. [452].
We avoid here a discussion of the determination of the top mass at 100 TeV: any progress relative
to what will be known at the end of the LHC will depend on theoretical progress that is hard to anticipate
now, and on a very precise definition of the future experimental environment and detector performance.
We focus in this section on the prospects to measure precisely the top couplings to EW bosons and to
gluons, and to constrain possible deviations from the SM expectations.
The anomalous chromomagnetic and chromoelectric dipole moments dV and dA in
L = LQCD + gs
mt




modify the couplings of top quarks to gluons and hence they affect any observable involving final
state tops. Since top quark pairs are copiously produced in hadronic pp collisions, and since the
production and decay dynamics of this process are very well understood, pp → tt¯ is ideally suited to
an investigation of the top-gluon interactions. In particular, the chromodipole moments are expected
to have an important impact on the high energy behavior of this process. Numerous studies have
investigated these effects in the LHC environment and a large number of sensitive observables have
been described [453–461]. High energy production rates will be even more accessible at the 100 TeV
FCC. A cross section analysis suggests that using mtt¯ & 10 TeV at the FCC offers the best balance
between the sensitivity of the high energy behavior and the statistics in this regime [347]. This leads to
an improvement of the chromodipole moment constraints by an order of magnitude, as compared with a
similar analysis for the high energy LHC run, see Fig. 168.
The abundant production of top quark pairs at the FCC will also improve the limits on top rare




















qtPR)tAµ + h.c. , (82)
with q = u, c. There are not yet dedicated studies of the FCC sensitivity to such processes. Performing
a naive rescaling of the LHC expectations for
√
s = 14 TeV and 100 fb−1 [462, 463] and assuming a
luminosity of 10 ab−1 for the FCC, one would expect an improvement of almost two orders of magnitude,
reaching a sensitivity of Br(t → qZ, qγ) ' 10−7. However, at such a level of precision the systematic
uncertainties in the background predictions will likely be dominant, and a more reliable estimation of the
sensitivity requires a detailed analysis.
Let us now turn to the discussion of final states with top quarks in association with electroweak
bosons. These processes yield direct sensitivity to the top quark electroweak couplings and are copiously
58Editors: M Schulze, J.A. Aguilar Saavedra
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Fig. 168: (Left) Sensitivity of the
√
s = 14 TeV LHC, and the
√
s = 100 TeV FCC to the chromomag-
netic and chromoelectric dipole moments dV and dA from tt¯ production. Three different definitions for
the boosted regime at the FCC are shown. (Right) A comparison of constraints on dV and dA from past,
present, and future hadron colliders. For more details, see Ref. [347]
produced in 100 TeV collisions. We postpone to the Higgs volume of this Report the more detailed
discussion of top production with a Higgs boson and the determination of the top Yukawa coupling.
Studies of the couplings of the top quark to the electroweak gauge bosons are complementary to studies
of the top-Higgs interactions. The couplings of the neutral gauge bosons Z and γ to the top quark are
fixed by the SM quantum numbers and gauge symmetries. Weak and electromagnetic dipole moments of
the top quark arise effectively through loop corrections but are very small [464–466] in the SM. Possible
anomalous contributions from physics beyond the SM can modify any of these couplings and are best
studied in associated production with a top pair or single top. The sensitivity of tt¯Z and tt¯γ at the LHC to
the top-electroweak couplings was first explored at LO in Ref. [467,468], and more recently tt¯Z studies
at NLO QCD have been presented in Refs. [469–471], and for tt¯γ with photon from the production
process in Ref. [471]. The transverse momentum of the vector boson, and, in the case of tt¯Z production,
the azimuthal angle between the leptons arising from the decay of the Z boson, are particularly sensitive
to the top-electroweak couplings. These couplings may also be probed through the charge asymmetry in
tt¯γ production, which appears at LO due to the qq¯ initial state [448]. Similar to tt¯H production, the cross
section for tt¯Z production increases by a factor of about 50 at the FCC as compared to the
√
s = 13 TeV














possible constraints on the couplings C1/2,V/A at the
√
s = 13 TeV LHC with 3 ab−1 of data has
been presented in Refs. [469, 470] and are shown in Fig. 169 and Table 57 together with constraints
achievable at the 100 TeV FCC with 10 ab−1. These analyses take account of the theoretical uncertainty,
currently at 15% but projected to decrease to 5% by the time the FCC is operational. Driven by the
larger statistics and reduction of the theoretical uncertainties, the sensitivity of the FCC to the top-Z
couplings is anticipated to exceed that of the LHC by factors of 3-10. Moreover, the construction of
cross section ratios to cancel various uncertainties has been proposed in Ref. [472] and can further boost
sensitivity by factors of 2-4.
The process tt¯ + W is peculiar in this context as it does not yield an enhanced sensitivity to the
Wtb coupling. The reason is the simple fact that theW boson can only be radiated off the qq¯ initial state.
This also prohibits a gg-initiated process and, therefore, the production cross section is small with 587 fb
at the 13 TeV LHC and 19 pb at the FCC [421], before branching of the top quarks and the W boson.










































































































s = 100 TeV
LO, 10 ab−1
Fig. 169: Comparison of potential constraints on couplings C1/2,V/A achievable at the LHC and FCC.
For further details, see Refs. [469, 470].
a charge asymmetry as the top quarks largely inherit the polarization of the initial state. At a 100 TeV
collider, a SM asymmetry of about +2% is expected and can be used to discriminate against new physics
scenarios of axigluons [473, 474] which induce asymmetries of O(10%) for axigluon masses in the few
TeV range [421]. It was shown in Ref. [448] that similar axigluon models can also be probed through
asymmetries in tt¯+ γ production. (See Ref. [475] for a review.)
C1,V C1,A C2,V C2,A
SM value 0.24 −0.60 < 0.001  0.001
13 TeV, 3 ab−1 [−0.4,+0.5] [−0.5,−0.7] [−0.08,+0.08] [−0.08,+0.08]
100 TeV, 10 ab−1 [+0.2,+0.28] [−0.63,−0.57] [−0.02,+0.02] [−0.02,+0.02]
Table 57: Possible constraints on anomalous vector and axial couplings (C1,V/A) and weak dipole
moment couplings (C2,V/A) in pp→ tt¯+Z production at the LHC and FCC. The bounds correspond to
the 95 % C.L. exclusion for one coupling when all others are marginalized over. For further details, see
Ref. [470].
As yet, no studies of the sensitivity of the single top + Z/γ processes to the flavor-conserving
top couplings exist, despite the fact that associated production with a single top is known to have a
comparable rate to production with a top pair [418]. Single top production plus a Z boson or a photon
can also be mediated by top flavour-changing neutral couplings [476], in the processes gq → Zt/γt,
with q = u, c. At the LHC, the potential of these processes to probe u − t couplings is similar to tt¯
production followed by a flavour-changing decay t→ uZ/uγ [463] but the sensitivity to c− t couplings
is much worse, due to the lower parton luminosity for charm quarks. At the FCC, the gu → Zt/γt
cross sections increase by a factor of 15 with respect to the LHC, and by a factor of 50 (40) for gc →
Zt(γt). (We assume here that Ztu and Ztc couplings have tensor structure.) The larger enhancement
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Fig. 170: Normalised invariant mass distributions for Zt and γt production mediated by top flavour-
changing couplings to the Z boson, at the LHC (left) and FCC (right). The pseudo-rapidities of the top
quark and the Z/γ boson are required to be in the range |η| ≤ 2.5.
for charm-initiated processes leads to a comparable sensitivity to u − t and c − t couplings. But, more
interestingly, the production cross section for highly-energetic Zt/γt pairs does not decrease as fast as
for the SM backgrounds, due to the momentum dependence of the σµν vertex, as it is shown in fig. 170.
(The differential distributions for SM backgrounds are expected to be similar to the ones for gu → Zt
mediated by γµ couplings, shown in fig. 170.) With the large cross sections and luminosities expected
for the FCC, it will be possible to explore the highly-boosted Zt/γt regime, where SM backgrounds are
small. It is then expected that the sensitivity to top flavour-changing neutral couplings will be excellent,
though a quantitative statement and a comparison with tt¯ decays requires a detailed analysis.
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15 Production of multiple heavy objects59
Standard Model processes featuring many heavy particles in the final state are challenging at colliders.
On one side, the presence of many particles is indicative of the dynamic complexity of these processes,
that entail several powers of the strong and/or of the electroweak coupling constant; on the other hand,
the production of such heavy states requires considerable energy owing to the high mass thresholds.
These effects are responsible for their small rates, which, together with the experiential difficulty in
reconstructing such complicated topologies, makes their measurement a formidable task.
Nevertheless, from this very complexity stem the main reasons of interest in these processes.
Their dynamic and kinematic structure is so rich that the measurement of one of them may probe several
properties of the underlying theory at the same time; these reactions are typically sensitive to couplings
of different nature which make them ideal tools for understanding in detail the interplay among different
particle sectors. Moreover, their complex kinematics may lend them unique features, which allow cleaner
signal extraction through the definition of elaborated event-selection strategies. Finally, they very often
appear as important backgrounds to many BSM signals, for example those featuring heavy intermediate
new-physics states with long decay chains to SM light particles.
While some of these reactions are out of reach at present colliders, a substantial increase in centre-
of-mass energy and in luminosity may render them accessible at future accelerators, with a consequent
step up in the level of detail to which fundamental interactions can be probed. A future 100 TeV hadronic
collider may thus unleash the potential of some of these channels to measure SM parameters with un-
precedented accuracy, to possibly discover new physics through rare production mechanisms, and to
constrain BSM parameter spaces in new, more and more elaborated manners.
In the following, some of the processes that today are considered as ‘rare’ are presented, cate-
gorised according to their matter content, together with some physics opportunities they may give once
their yield will be statistically significant at a 100-TeV collider. The rates shown in the tables and fig-
ures of this section are at the NLO in QCD, and have been obtained in [419] with the automatic code
MadGraph5_aMC@NLO [73]. The setup employed is summarised below.
– Non-zero particle masses aremt = 173 GeV,mH = 125 GeV,mZ = 91.188 GeV,mW = 80.419
GeV. The bottom-quark mass is set tomb = 4.7 GeV in the four-flavour-scheme (4FS) simulations,
and to mb = 0 in the five-flavour-scheme (5FS) ones. The CKM matrix is VCKM = 1, and the fine-
structure constant is α = 1/132.507.







transverse mass of the k-th final-state particle. Independent variation of µR and µF in the range
[1/2, 2] is obtained in an exact way without rerunning the code, through the reweighting technique
described in [440]. The uncertainty associated with this variation is shown as a dark band in the
plots of the section.
– As PDFs, the MSTW 2008 NLO (68% c.l.) sets [301] are used, relevant to four or five active
flavours, depending on the flavour scheme employed in the simulation. PDF uncertainties are
estimated according to the asymmetric-hessian prescription provided by the PDF set, and obtained
automatically as in explained in [440]. They are shown as a light band in the plots of the section.
The value and the running of the strong coupling constant αS are as well set according to the PDF
set.
– Whenever relevant, photons are isolated by means of the Frixione smooth-cone criterion [299],
with parameters R0 = 0.4, pT (γ) > 20 GeV, γ = n = 1.
59Editor: P. Torrielli
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15.1 Production of multiple gauge bosons
Production processes featuring many gauge bosons in the final state are important for diverse reasons.
On one hand they are backgrounds in many searches for BSM signals, characterised by multi-lepton
signatures, with or without missing transverse energy (like for example SUSY [477] and extra dimensions
[478]), or in searches for SM signals like V H , see for example [479]. On the other hand, and even more
importantly, viewed themselves as signals they provide key tests of the SM, in that they are particularly
sensitive to the gauge structure of its interactions.
In the SM, the couplings for triple and quadruple gauge-boson vertices are fixed as a consequence
of its non-abelian gauge symmetry. Possible new physics in the gauge sector can be parametrised in
a model-independent way through a set of higher-dimension operators involving gauge vectors, see for
example [480–482]










O4V,j + · · · , (84)
giving rise to anomalous triple gauge couplings, (a)TGC’s, anomalous quartic gauge couplings,
(a)QGC’s, and so on. The presence of anomalous couplings results in modified rates and spectra for
multi-boson production processes, which are thus an ideal ground to set constraints on the gauge inter-
actions of BSM models and on the scale Λ of possible new physics.
Process σNLO(8 TeV) [fb] σNLO(100 TeV) [fb] ρ
pp → W+W−W± (4FS) 8.73 · 101 +6%−4% +2%−2% 4.25 · 103 +9%−9% +1%−1% 49
pp → W+W−Z (4FS) 6.41 · 101 +7%−5% +2%−2% 4.01 · 103 +9%−9% +1%−1% 63
pp → W±ZZ 2.16 · 101 +7%−6% +2%−2% 1.36 · 103 +10%−10% +1%−1% 63
pp → ZZZ 5.97 · 100 +3%−3% +2%−2% 2.55 · 102 +5%−7% +2%−1% 43
pp → W+W−W±Z (4FS) 3.48 · 10−1 +8%−7% +2%−2% 5.95 · 101 +7%−7% +1%−1% 171
pp → W+W−W+W− (4FS) 3.01 · 10−1 +7%−6% +2%−2% 4.11 · 101 +7%−6% +1%−1% 137
pp → W+W−ZZ (4FS) 2.01 · 10−1 +7%−6% +2%−2% 3.34 · 101 +6%−6% +1%−1% 166
pp → W±ZZZ 3.40 · 10−2 +10%−8% +2%−2% 7.06 · 100 +8%−7% +1%−1% 208
pp → ZZZZ 8.72 · 10−3 +4%−4% +3%−2% 8.05 · 10−1 +4%−4% +2%−1% 92
pp → ZZZZZ 1.07 · 10−5 +5%−4% +3%−2% 2.04 · 10−3 +3%−3% +2%−1% 191
Table 58: Production of multiple vector bosons at NLO in QCD at 8 and 100 TeV from ref. [419]. The
rightmost column reports the ratio ρ of 100-TeV to 8-TeV cross sections. Theoretical uncertainties are
due to scale and PDF variations, respectively.
In the first two sections of table 58 and in figure 171 [419], sample cross sections are reported
for the production of up to four undecayed electroweak vector bosons. Three-boson final states are
abundantly produced at 100 TeV, and final states with four bosons are in principle observable even upon
including branching ratios for the best leptonic decays of each boson.
The addition of a gauge boson brings production rates down typically by a factor of the order of,
or slightly larger than α, compatibly with the perturbative counting [3], and with the fact that an extra
massive particle in the final state constrains the scattering to a region of larger Bjorken-x, suppressing
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Fig. 171: NLO total cross section for production of three (left panel) and four (right panel) electroweak
bosons, as a function of the hadronic-collider centre-of-mass energy.
larger values for larger multiplicities. It is relatively mild, owing to the fact that all of these channels
proceed through qq¯ scattering. Theoretical uncertainties on the total cross sections, stemming from
renormalisation/factorisation-scale variations and from PDFs, range between 5% and 10%.
Three-boson production is crucial to probe aQGC’s. Although these couplings involve compli-
cated topologies, featuring more bosons in the final state with respect to aTGC’s, the information they
carry is not a mere replica of the one contained in the latter. In some cases [481, 483], the exchange of
heavy bosons can contribute at tree level to four-boson couplings while giving only a suppressed one-
loop contribution to triple-boson vertices. In such scenarios, only QCG’s would significantly deviate
from the SM expectation, and could result mandatory to probe new physics. Moreover, in case aTCG’s
are observed at a 100-TeV machine, the measurement of aQCG’s will acquire an even more relevant role,
as capable of providing complementary insight about the strength, structure, and scale of new-physics
forces.
A particularly interesting channel in this respect is W±W±W∓, which has the largest cross
section among the triple-boson reactions, as displayed in table 58 and figure 171. At 100 TeV the
sensitivity to the dimension-8 operator fT0/Λ4Tr[WˆµνWˆµν ]Tr[WˆαβWˆαβ] increases by a factor of 300
with respect to LHC-8, and of 25 with respect to LHC-14, assuming a common luminosity of 3000
fb−1 [484, 485]. The enhancement in sensitivity at 100 TeV is affected by the application of a unitarity-
violation bound [484], which indicates that this channel is sensitive to the direct production of the heavy
states integrated out in the effective field theory. This is expected to hold generically for three-boson
production induced by dimension-8 operators, where the growth of the rate with energy is more rapid
than with dimension-6 operators.
Four-boson production can in principle constrain yet higher-order (quintic, in this case) anomalous
couplings, on top of carrying further complementary information on aTCG’s and aQCG’s. Production
rates at 100 TeV range from few units to few tens of femtobarns. The sensitivity of the various channels
has to be carefully assessed after inclusion of branching ratios for the bosons. In this respect, reactions
with one or more photons in the final state could be useful if they have sufficient rate after selection cuts,
as they are less affected by BR’s.
Five-boson final states, of which an example is reported in the third section of table 58, will be
inaccessible at 100 TeV under the assumption of SM couplings, even with O(10) ab−1 luminosity, as
they feature sub-femtobarn cross section.
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15.2 Multi-top and top-vector-boson associated production
Processes with many top pairs, and associated top-pair vector-boson productions offer another remark-
able set of tests of the structure of SM interactions, and of the mechanism of electroweak-symmetry
breaking. The top quark plays a special role in this programme, as its large mass and its quantum num-
bers allow it to couple significantly with all of the bosons in the theory, hence to connect the interactions
of different sectors. The accurate measurement and understanding of its properties is moreover believed
to be an important mean to indirectly probe possible BSM physics, in case new states elude direct detec-
tion [347], owing to the closeness of its mass to the electroweak scale.
The cross sections for the production of two top-antitop pairs at 100 TeV is detailed in the first
section of table 59. Its very sizable growth ρ with the collider energy is due to the fact that this reaction
predominantly proceeds through gg scattering [420], with a gluon PDF growing much faster than the
quark ones at small x. Theoretical uncertainties are quite large, of the order of±25% at 100 TeV, mainly
due to the presence of four powers of αS at the LO. The PDF uncertainty is reduced at 100 TeV, again due
to the gluon PDF being probed at much smaller x than at 8 TeV. The study of this final state is interesting
at hadron colliders as a probe of the nature of EWSB, see e.g. [486], and of many BSM models with
modified symmetry-breaking sectors [487].
The final state with three top-antitop pairs has a cross section of the order of 1 fb at 100 TeV [488],
hence, taking branching ratios into account, it cannot be seen directly with the luminosities usually as-
sumed. The absence of the observation of this signal, which is also enhanced in many BSM scenarios
with top partners, see e.g. [489], can be used to constrain the parameter space of these models, as nowa-
days is done with two top-antitop pairs at the LHC [490].
The second part of table 59 reports cross sections for tt¯V production, with V = W±, Z. Viewed
as signals, these channels are interesting in their own right as excellent tests for the SM, probing top
couplings to the gauge sector, and thus giving direct insights on the mechanism of symmetry breaking.
On the other hand, they are prominent backgrounds for many BSM signals, on top of playing an important
role in tt¯H searches [420] in case of multi-lepton signatures.
The rates for these processes make them well visible at 100 TeV. A comparison between these cross
sections and those in table 58 for multiple gauge-boson production shows [3] that top-quark processes at
100 TeV will provide the dominant source of multi-W and thus multi-lepton final states, since each top
gives rise to a W through its decay. This will have important implications for the search of new-physics
signals characterised by the presence of many gauge bosons or leptons from the decay of the new heavy
particles.
The larger growth ρ for the neutral channel tt¯Z with respect to tt¯W± is again driven by the
fact that the former proceeds through gg as opposed to qq¯ (see [420] for details). The absence of the
gg contribution, although disadvantageous in terms of total number of expected events, makes tt¯W±
particularly interesting as a handle to constrain new physics through asymmetry and polarisation effects
[421]: charge asymmetry between t and t¯ is significantly enhanced in tt¯W± with respect to inclusive tt¯
production, and the final-state products display very asymmetric rapidity distributions, induced by the
W acting as a polariser of the initial state. In this respect, a 100 TeV energy will be highly beneficial,
allowing to reach few-percent statistical precision for these asymmetries (down to 3% for a luminosity
of 3000 fb−1, compared to 14% at the LHC-14 [421]), that could thus become precision measurements
of the properties of QCD and powerful discriminators of BSM models.
The tt¯Z channel is also interesting for various reasons. The weak electric and magnetic dipole
moments of tZ interactions are an excellent probe of new physics given their small SM values [470]. For
this purpose, the large rate at 100 TeV will improve the constraints on these moments by a factor of 3 to
10 compared to the LHC, at 3000 fb−1. Moreover the tt¯Z channel can be exploited to measure the top
Yukawa coupling yt down to 1% accuracy at 100 TeV, through the ratio σ(tt¯H)/σ(tt¯Z) [491].
The third part of table 59 details the rates for tt¯V V production at NLO in QCD [419,420,436]. The
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rate growth with collider energy follows the expected pattern, with the neutral channels, gg-dominated,
displaying larger ρ with respect to ttW±Z. Theoretical uncertainties for these channels (as well as for
tt¯V ) are under better control with respect to tt¯tt¯, due to the presence of only two powers of the strong
coupling at the LO. These processes, elusive at the LHC, will be accessible at 100 TeV, having cross
sections in the 102 to 103 fb range. Exploiting asymmetry and polarisation effects to probe new physics
is possible for this category as well [420], but the potential of this kind of observables for a 100-TeV
collider still needs to be studied in detail.
Process σNLO(8 TeV) [fb] σNLO(100 TeV) [fb] ρ
pp → tt¯tt¯ 1.71 · 100 +25%−26% +8%−8% 4.93 · 103 +25%−21% +2%−2% 2883
pp → tt¯Z 1.99 · 102 +10%−12% +3%−3% 5.63 · 104 +9%−10% +1%−1% 282
pp → tt¯W± 2.05 · 102 +9%−10% +2%−2% 1.68 · 104 +18%−16% +1%−1% 82
pp → tt¯W+W− (4FS) 2.27 · 100 +11%−13% +3%−3% 1.10 · 103 +9%−9% +1%−1% 486
pp → tt¯W±Z 9.71 · 10−1 +10%−11% +3%−2% 1.68 · 102 +16%−13% +1%−1% 173
pp → tt¯ZZ 4.47 · 10−1 +8%−10% +3%−2% 1.58 · 102 +15%−12% +1%−1% 353
Table 59: Production of two top-antitop pairs, and of a top-antitop pair in association with up to two
electroweak vector bosons at 8 and 100 TeV [419, 420]. The rightmost column reports the ratio ρ of
the 100-TeV to the 8-TeV cross sections. Theoretical uncertainties are due to scale and PDF variations,
respectively. Production of tt¯tt¯ is with the setup of ref. [420].
15.3 Multi Higgs boson production by gluon fusion and VBF
Processes featuring many Higgs bosons in the final state are of the utmost importance at colliders, as
they offer direct information about Higgs self-interactions, which at present have not been observed
at the LHC. These processes offer a unique handle on the nature of the Higgs potential, with crucial
implications not only for SM and BSM phenomenology, but also for more fundamental questions like
the origin of electroweak-symmetry breaking and the stability of the vacuum [492].











with triple and quadruple Higgs couplings equal to each other and predicted in terms of the Higgs mass
and VEV, λ3H = λ4H ≡ λSM = m2H/2v2; measurement of multi-Higgs final states is thus the most direct
way to confirm or disprove this prediction, and for example to provide information about the possible
existence of a richer scalar sector, featuring additional scalar fields.
The dominant production mechanisms of a Higgs pair in the SM are displayed in table 60 and in
figure 173 [493], where the total rate at the NLO in QCD is shown as a function of the hadron-collider
energy. The dominant channel is gluon fusion, as it is for single Higgs, followed by VBF, with a cross
section smaller by more than an order of magnitude.
The cross section for gluon fusion is in excess of 1.5 pb at 100 TeV, see for example [494–496].
This rate is expected to provide a clear signal in theHH → (bb¯)(γγ) channel and to allow determination
of λ3H with an accuracy of 30−40% with a luminosity of 3 ab−1, and of 5−10% with a luminosity of 30
ab−1 [497–499]. A rare decay channel which is potentially interesting is HH → (bb¯)(ZZ)→ (bb¯)(4l),

































Fig. 172: NLO total cross section for production of a top-antitop pair in association with up to two
electroweak bosons [419].
Process σNLO(100 TeV) [fb]
pp → HH 1.23 · 103 +14%−14% +1%−2%
pp → tt¯HH 8.62 · 101 +7%−7% +1%−1%
pp → jjHH (VBF) 8.09 · 101 +1%−1% +2%−2%
pp → W±HH 8.09 · 100 +2%−3% +2%−1%
pp → ZHH 5.46 · 100 +2%−4% +2%−1%
pp → tjHH 4.58 · 100 +8%−8% +0%−1%
Table 60: NLO total cross section for the dominant production channels of a Higgs pair at 100 TeV [493].
Given the similarity of single- and double-Higgs production mechanisms, the cross-section ratio
σ(gg → HH)/σ(gg → H) has been advocated [501] as a good observable to constrain λ3H at the
LHC, being more theoretically stable than the cross section itself. The similarity of these two processes
renders double-Higgs production also a good tool to lift the degeneracy in the parameter space of Higgs
anomalous couplings that currently affects the precise measurement of gg → H [498, 502]. The consid-
erations at the basis of these statements are expected to be largely independent of collider energy, making
gg → HH a golden channel for precision Higgs physics at 100 TeV.
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Fig. 173: NLO total cross section for the dominant production channels of a Higgs pair [493].
Higgs. The relevance of this channel is twofold: on one side, it provides an independent way to constrain
λ3H ; on the other hand, it is the main channel that is sensitive to the Higgs-gauge couplingsW+W−HH
and ZZHH . The cross section for this process, computed up to NNLO in QCD, is 80 fb at 100 TeV
[503]. Despite the smaller cross section (by a factor of roughly 20) with respect to gluon fusion, VBF
has a clear experimental signature, with the Higgs pair produced at central rapidity and two hard jets in
the forward/backward region, hence it makes background reduction feasible. Moreover, its sensitivity to
λ3H is quite high, so that a deviation of this coupling from its SM value can significantly enhance the
VBF cross section (see for example figure 5 of [503]).
The cross sections for triple-Higgs production processes are obviously much smaller than those for
double-Higgs production, both due to the presence of an extra weak coupling, and to the fact that an extra
massive particle implies larger x. The gluon-fusion channel is again the dominant one, but compatibly
with what just outlined, its cross section at 100 TeV is of the order of 5 fb [494], i.e. more than 300
times smaller than double-Higgs production, which makes it a challenging process. This channel is
in principle sensitive to both triple and quadruple Higgs self interactions, but the contribution from the
triangle diagrams, the ones featuring λ4H , is particularly small [494]: the production rate indeed depends
very mildly on the quartic coupling, with a variation of only ±10% upon varying the quartic in the range
[0,m2H/v
2], and assuming λ3H = λSM [504]. The extraction of λ4H from triple-Higgs production is
thus unlikely at 100 TeV. The HHH → (bb¯)(bb¯)(γγ) decay channel could in principle be exploited to
constrain a dimension-6 operator c6λSMH6/Λ2, but it turns out to be effective only in a possible high-
luminosity phase (of the order of 30 ab−1) of the 100-TeV collider [504].
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15.4 Multi Higgs boson production in association with top quarks or gauge bosons
Associated production of a Higgs pair with a top-antitop pair or with a vector boson are the main sub-
dominant double-Higgs production channels. Inspection of figure 173 [493] shows that while at the
LHC the cross sections for these three channels are of the same order (within a factor of two), at 100
TeV tt¯HH production grows roughly ten times more than V HH , since it proceeds through gg. This
fact causes its cross section to be very close to (or even slightly larger than) that for VBF, roughly 85 fb.
Detailed analyses [505, 506] show that this channel can provide significant statistical power to increase
the sensitivity to λ3H , and that the presence of the top pair is crucial for a substantial reduction of the
backgrounds with respect to gluon fusion.
V HH processes are also relevant for the determination of λ3H . Studies of these channels show
a good sensitivity to λ3H already at the HL-LHC [507], and the cross-section increase, which is modest
with respect to tt¯HH but still of a factor of roughly 40 from 8 to 100 TeV, should further extend their
potential, especially in a high-luminosity phase.
Production of a tjHH final state, namely a single top in association with a Higgs pair, is also
potentially interesting at 100 TeV, and completes the programme for the determination of the trilinear.
While at 8 TeV its cross section is below 10−2 fb, which makes it phenomenologically irrelevant for
the present, at 100 TeV its rate grows by roughly a factor of 103 and becomes comparable to that for
V HH , see figure 173. This process is of interest because it has the largest sensitivity to λ3H among
the double-Higgs channels, see fig. 3 of [493], and it may become clearly visible at 100 TeV in case the
trilinear significantly deviates from the SM expectation. In addition to that, it is sensitive to couplings to
both vector bosons and top quarks, and to their relative phases [493].
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16 Loop-induced processes60
Loop-induced processes are defined as processes that do not receive any contribution from tree-level
Feynman-diagrams. Such processes are especially relevant in the case of the SM Higgs boson, which
does not couple directly to massless partons and is therefore produced predominantly via gluon fusion,
through a loop of heavy quarks. In the case of single Higgs production, the effective theory obtained by
integrating out the top quark running in the loop provides a good approximation and the corresponding
cross-section for gg → H has been computed up to N3LO in [508]. Corrections due to finite bottom
and top quark mass effects have been computed at lower orders in [509, 510] and give rise to the largest
theoretical error at N3LO (see the Higgs Chapter of this Report for a more detailed discussion).
Because of its relevance for the measurement of the trilinear Higgs self-interaction, the case of
Higgs pair production has also been extensively studied and the NNLO inclusive cross-section in the
heavy top-quark limit was presented in [495], later supplemented by the resummation of the next-to-
next-to-leading logarithms in the threshold expansion m
2
HH
sˆ → 1, where mHH the invariant mass of
the Higgs pair and sˆ the partonic center-of-mass energy. Corrections from top-quark mass effects are
expected to be large in Higgs pair production, but their exact analytic expression are still unknown at
NLO accuracy. However, the impact of these corrections on the inclusive cross-section has recently
been computed in [511], using SECDEC [512] for evaluating the analytically unknown two-loop master
integrals. Also, partial results including the exact top quark mass dependence everywhere except in the
double virtual contribution are presented in [493], while the work of [513, 514] presents the complete
top-quark mass effects in an expansion up to terms of O( 1
m8t
).
For many final states, the gluon-initiated loop-induced process gg → {X} is actually a NNLO
correction to the corresponding process pp → {X} with initial state quarks. However, because of the
large gluon luminosity, the gg contribution is often non-negligible. For example, as reported in [273],
it amounts to ∼ 60% of the total NNLO correction to pp → ZZ. Furthermore, the difference in the
quark and gluon PDFs and in the production topologies often cause the kinematic dependence of the
gluon-fusion contribution to be very different from the corresponding tree-level one, so that a global
rescaling of the LO distributions is not applicable. This fact is illustrated in Fig. 174, showing the
differential distribution of the transverse momenta of bosons in the processes pp→W+W−, pp→ ZZ
and pp → ZH . The difference in shape is particularly manifest for the pp → ZH process because the
tree-level contribution, in this case, is exclusively an s-channel process.
With the extensive availability of one-loop matrix elements providers [256, 427, 515–517], the
computation of the loop-induced matrix-element is now straightforward. However, the automation of the
tools to compute inclusive cross-sections and generate events is only done in a fully automatic (and pub-
lic) way in the MADGRAPH5_AMC@NLO Monte-Carlo framework, for arbitrary loop-induced processes
at LO [518]. Except when otherwise stated, all results of this section are obtained using this framework.
16.1 Cross-sections at 100 TeV
In this section, we present the cross sections for various loop-induced SM processes involving associated
production of Higgs and gauge bosons. The calculations are performed in the four-flavour scheme with
the SM parameters described in the Table 61. Whenever relevant, photons are isolated by means of the
Frixione smooth-cone criterion [299], with parameters R0 = 0.4, pT (γ) > 20 GeV, γ = n = 1. In the
case of the pair production of heavy boson, a technical cut of 1 GeV on the transverse momenta of the
final state bosons is applied in order to avoid the integrable singularity at pVt → 0.
The evolution of the cross-sections with the collider energy is shown in Fig 175 for the production
of multiple Higgs (left) [519] and various di-boson production processes (right). In order to be able to
easily compare the cross-sections, they are all computed at exact LO, even for the ones of lower multi-
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Fig. 175: Increase of the LO cross section with the collider energy, for various loop-induced processes
with initial-state gluons.
plicity which are available in the literature at higher QCD orders; all those cross-sections are expected to
have a large NLO QCD K-factor of around two. As expected, the cross-section increases with the energy
of the collider, and it does so at about the same rate for all Higgs multiplicities. As a rule of thumb
(rather accurate at higher energies), producing an additional Higgs in the final state costs three orders of
magnitude in the production cross-section. Increasing the energy is therefore required in order to be able
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Parameter value Parameter value
αS(m
2
Z) 0.13355 nlf 4
µR = µF µ^ =
HT
2
mb = yb 4.7
mt = yt 173.0 Γt 0
GF 1.16639e-05 α−1 132.507














mH 125.0 ΓH 0.00638
V CKMij δij me± = mµ± 0.0
mτ± = yτ± 1.777 Γτ± 0.0
Table 61: SM parameters used for obtaining the results presented in table 62. Dimensionful parameters
are given in powers of GeV.
to observe multiple Higgs production processes. The case of double vector boson production processes
is different because the opening of the phase-space at larger energy is less relevant and the corresponding
factor ρ = σ100TeVσ8TeV is therefore smaller. The shape of the cross-section increase with the collider energy is
quite different for the processes gg → γγ and gg → Zγ because they do not receive contributions from
three-point loop diagrams.
A collection of results for the 100 TeV energy is given in Table 62.
Loop Induced Process σLO(100 TeV) [fb] Loop Induced Process σLO(100 TeV) [fb]
gg → H 2.21 · 10+5 +58%−39% +1%−1% gg → HZ 2.50 · 10+3 +35%−26% +1%−1%
gg → Hj 2.77 · 10+5 +67%−39% +24%+22% gg → Hjj 2.02 · 10+5 +66%−38% +0%−1%
gg → HW+W− 16.8 +31%−23% +8%+6% gg → HZZ 7.29 +28%−22% +0%−1%
gg → HZγ 0.279 +33%−25% +0%−1% gg → Hγγ 0.374 +33%−25% +10%+9%
gg → HH 7.74 · 10+2 +32%−24% +0%−1% gg → HHZ 3.35 +29%−22% +0%−1%
gg → HHH 2.99 +29%−22% +5%+4% gg → HHHH 1.30 · 10−2 +23%−18% +1%−1%
gg → W+W− 8.06 · 10+4 +48%−33% +31%+29% gg → ZZ 2.92 · 10+4 +42%−30% +1%−1%
gg → Zγ 1.70 · 10+4 +52%−35% +1%−1% gg → γγ 4.59 · 10+5 +89%−50% +3%−3%
gg → W+W−Z 4.71 · 10+2 −100%−100% +0%+0% gg → ZZZ 4.00 +30%−23% +0%−1%
gg → γZZ 0.13 +34%−25% +1%−1% gg → Zγγ 3.42 +44%−31% +1%−1%
Table 62: Cross sections for loop-induced associated production of gauge and Higgs bosons, at 100 TeV.
Theoretical uncertainties describe scale and PDF variations, respectively. The numerical integration error
is always smaller than theoretical uncertainties, and is not shown. Jets are within |η| < 5 and have
pT > 20 GeV. For pp→ HV jj, furthermore, m(jj) > 100 GeV.
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17 Electroweak corrections61
The electroweak coupling constant α is more than a factor of 10 smaller than the QCD coupling con-
stant αs, and therefore perturbative corrections from QCD are typically much larger than those from
electroweak effects. From the size of the coupling constants, one can expect that NLO electroweak
corrections are roughly comparable to NNLO QCD corrections. For colliders at relatively low energies
(such that the partonic center of mass energy does not exceed the electroweak scale significantly), this
scaling in general holds, but of course depends on the process under consideration.
At partonic energies which far exceed the electroweak scale, however, electroweak corrections
receive a logarithmic enhancement. For each power in the electroweak coupling constant, one finds two
powers of the logarithm






s is the partonic center of mass of the hard collision. This implies that each order in perturbation
theory gives a factor
α
4pi
L2V (s) . (86)
For a concrete example, consider the Drell-Yan process pp → `+`−, where ` denotes either an electron







1.56L2W (s) + 1.78L
2
Z(s) + . . .
]
(87)
where we have only kept the terms enhanced by two powers of LV (s). For
√
s & 1 TeV electroweak
corrections are at the 10% level and above, and for
√
s & 10 TeV the corrections become larger than the
Born results, such that fixed order electroweak perturbation theory is expected to break down completely.
Note that the virtual corrections in the above results are infrared (IR) finite by themselves. This
is contrary to virtual corrections involving massless gauge bosons, which are IR divergent, and only
yield finite answers when they are combined with the soft and collinear radiation of real massless gauge
bosons. The reason is that the soft and collinear divergences that are present for massless gauge theories
are regulated by the masses of the vector bosons, such that both the virtual and the real radiation are
separately finite, albeit with logarithmic sensitivity to the gauge boson masses. This makes of course
physical sense; the real radiation of massive gauge bosons (even those with infinitely soft or collinear
momentum) can always be observed experimentally, such that both the virtual and real contributions
lead to experimentally observable cross sections and therefore they have to be finite by themselves. The
logarithmic sensitivity on the gauge boson masses is a consequence of the fact that in the massless limit
we have to recover the usual result where both virtual and real corrections are separately divergent.
From the above argument it of course follows that not only the virtual corrections are logarith-
mically sensitive to the masses of the gauge bosons, but the real corrections have to be as well. This









To double logarithmic accuracy for the NLO correction δσq1q2 one finds
δσuu¯(s) = δσdd¯(s) = −δσud¯(s) = −δσdu¯(s) . (89)
61Editor: F. Piccinini
196
Thus, if we sum over the flavors of the initial state on top of the flavor of the final state (thus calculating









The result of Eq. (90) is of course the result of the KLN theorem, which states that all IR sensitivity will
cancel in completely inclusive observables. However, the sum over initial states as performed in Eq. (90)
is of course not possible for a hadron collider, since each cross-section is weighted by their parton lumi-
nosities which are not equal to one another. This gives the important result that at a hadron collider the
logarithmic sensitivity on the gauge boson masses do not cancel, even for completely inclusive observ-
ables. This can be understood easily by noting that the protons in the initial state are not singlets under
the SU(2) gauge group, such that the initial state breaks the inclusivity of the observable.
The fixed order results can be calculated using standard techniques for NLO calculations, however
the presence of several mass scales means that the required calculations are typically more difficult than
the corresponding calculation for massless gauge theories such as QCD. Much effort has been put into
understanding the electroweak logarithms arising from virtual corrections [520–544] and the structure of
the logarithmic terms at one and two loops was derived for a general process in Refs. [532,536] and [537–
539,543], respectively. The issue of real weak boson emission has been addressed in Refs. [77,216,529,
530,534,535,545–551] and, on a more phenomenological ground, in Refs. [216,218,434,436,552–555].
Since as discussed the logarithmic terms dominate over the terms not logarithmically enhanced, this
general result provides a good approximation to the exact NLO corrections at sufficiently high partonic
center of mass energies. This approximation is often called the Sudakov log approximation.
The resummation of the logarithmic terms that arise in the virtual exchanges ofW and Z has been
the subject of a considerable amount of work over the past decade [522, 527–529, 532, 536, 537, 540,
542, 556–565]. In [540, 542] a completely general method to resum these logarithms for an arbitrary
process was developed, using soft-collinear effective theory [566–569]. The resummation of the real
radiation has so far not received much attention yet, even though the large logarithms originating from
the real radiation are by the KLN theorem as large as those resulting from virtual exchanges. In a recent
paper [551], it was shown how to resum the double logarithmic corrections from the real radiation of W
and Z bosons.
From the above discussion it is clear that a real paradigm shift is happening with regards to elec-
troweak corrections when partonic center of mass energies exceed a few TeV, which can easily happen
at a future 100 TeV machine. Thus, at such a machine, electroweak corrections are much more important
than at current colliders. While at past and current colliders electroweak corrections were usually com-
puted to obtain high precision for a few observables, electroweak corrections at a 100 TeV collider are
required even to get rough estimates of the expected cross-sections at the highest available phase space
corners. Furthermore, at high enough center of mass energies, not only are the electroweak corrections
required at fixed order accuracy, but the leading logarithms need to be resummed.
In this section we give a brief account of the available tools and algorithms for the calculation of
electroweak corrections at hadronic colliders and discuss the phenomenological impact of electroweak
corrections (at
√
s = 100 TeV) to the following benchmark Standard Model processes: Drell-Yan, weak
boson pairs (WW , WZ, WH and ZH), V+ jets, dijet production, tt¯, tt¯H and tt¯+ jets. A last section
will be devoted to the issue of the inclusion of real radiation.
17.1 Tools
In the past exact NLO corrections have been calculated and implemented in simulation tools for a limited
class of hadronic collision processes. In particular for charged and neutral Drell-Yan, the most important
processes for the precision physics program of Tevatron and LHC, a number of dedicated codes have
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been developed, such as HORACE [570, 571], RADY [572–574], SANC [575, 576], WGRAD [577],
WINHAC [578, 579] and ZGRAD [580]. In particular SANC also includes NLO QCD corrections,
while HORACE includes the effect of all order photon radiation properly matched to the O(α) correc-
tions. NLO EW corrections are added to the O(α2S) ones in the FEWZ code [581], while factorized
NLO EW and NLO QCD corrections to the single W and Z production matched with QED and QCD
parton shower have been implemented in the POWHEG-BOX Monte Carlo event generator [582–584].
The large center of mass energy and the high luminosity of LHC run II and beyond will require
the inclusion of at leastO(α) corrections in theoretical predictions for several processes, as documented,
for example, in the Les Houches wish-list in Tables 1-3 of Ref. [585].
Besides Drell Yan processes, full one loop electroweak (EW) corrections have been calculated
also for V + 1 jet (V = Z, W , γ) [586–589], dilepton+jets [213, 590, 591], single top [592–594],
tt [595–601], dijet [215, 217, 602], Z/W + H [603, 604] (including the Z/W decay products), H pro-
duction in vector boson fusion [605, 606], V V ′ (with on-shell vector bosons or in pole approxima-
tion) [75,607–611], WW + 1 jet [612], WZZ [613], WWZ [614], Wγ production [615], Zγ produc-
tion [616] tt+H [434,435]. All these calculations have been carried out on a process-by-process basis. In
the QCD sector, during last ten years we have witnessed the so called “NLO revolution”: several groups
succeeded in building new codes able to calculate NLO QCD corrections in a completely automatic
way, such as BLACKHAT [224], GOSAM [256, 257], HELAC-NLO [617], MADLOOP [427]/ MAD-
GRAPH/MADGRAPH5_AMC@NLO [73, 332], NJET [382], OPENLOOPS [517] and RECOLA [618].
In various cases the automation of hadron collider simulations is realised in combination with the Sherpa
Monte Carlo [111]. These developments towards the automatic computation of NLO QCD corrections
allowed recent progress in the calculation of NLO EW corrections, despite the difficulties of virtual EW
corrections, mainly due to the presence of several mass scales and of unstable particles in the loops,
as well as of the chiral structure of electroweak interactions. For a recent review on these items see
Ref. [619]. With these automatic algorithms, exactO(α) corrections toZ(→ ll)+2 jets [620],W+n jets
(n ≤ 3) [621], W + n/Z + n jets (n ≤ 2 including off-shell vector boson decays and matching with
Parton Shower) [622], tt + H/Z/W [434, 436] and µ+µ−e+e− [623] have been computed for the first
time.
As far as only the Sudakov regime is concerned, the universality of the infrared limit of weak
corrections can be exploited to develop general algorithms for the calculation of the EW corrections in
the logarithmic approximation [522, 532, 536, 542]. Following this approach, the Sudakov corrections
to diboson [607, 624–626], vector boson plus one [627] or several jets [554], tt+jets [565], H [628, 629]
and H+jet [626] production have been computed pointing out further the phenomenological impact of
the EW corrections at high energies. Order α corrections to dijet, Drell-Yan and tt production have been
recently included in the MCFM Monte Carlo program [630]: both the Sudakov approximation and the
full one loop corrections have been implemented in order to provide a tool for the fast evaluation of the
approximated O(α) corrections that also allows to asses the validity of the approximated results [631].
Following the work presented in Ref. [554], the algorithm for double and single logs has been imple-
mented in the ALPGEN [632] LO matrix element event generator, for the processes V+ multijets, QCD
multijet and heavy flavour plus jets.
17.2 Drell-Yan
We consider the processes pp → W+,∗ → µ+νµ + (X) and pp → γ∗/Z∗ → µ+µ− + (X), at the c.m.
energy
√
s = 100 TeV and using the NNPDF 2.3QED PDF set [62] with factorization/renormalization
scale µ = M(¯`` (′)γ). We applied the following acceptance cuts:
pµ⊥, p
ν
⊥ ≥ 25 GeV , |ηµ| ≤ 2.5 . (91)
Muons are considered “bare" (i.e. without photon recombination). In order to focus on the high energy
dynamics, we further impose the additional cut on the transverse mass MT ≥ 5 TeV, where MT is
198




⊥(1− cosφ) (with φ the angle between lepton and neutrino in the transverse
plane), for the charged Drell-Yan process and M(`+`−) ≥ 5 TeV for the neutral current process.
The results, with NLO accuracy in the electroweak coupling, have been obtained with the code
HORACE [570, 571] using the Gµ scheme and the following input parameters
Gµ = 1.1663787 10
−5 GeV−2 MW = 80.385 GeV MZ = 91.1876 GeV
ΓW = 2.4952 GeV sin2 θW = 1−M2W /M2Z MHiggs = 125 GeV
me = 510.998928 KeV mµ = 105.6583715 MeV mτ = 1.77682 GeV
mu = 69.83 MeV mc = 1.2 GeV mt = 173 GeV
md = 69.83 MeV ms = 150 MeV mb = 4.6 GeV
Vud = 0.975 Vus = 0.222 Vub = 0
Vcd = 0.222 Vcs = 0.975 Vcb = 0
Vtd = 0 Vts = 0 Vtb = 1
For the coupling of external photons to charged particles needed for the evaluation of photonic correc-
tions we use α = α(0) = 1/137.03599911 and αs(µ) from the PDF set.
In Fig. 176 we present the integrated transverse mass MT and charged lepton transverse momen-
tum p`⊥ (integrated) distributions in the window [5−25] TeV. The effects of the NLO EW corrections with
respect to the LO predictions are huge and negative, exceeding 60% in absolute value for M `⊥ ≥ 10 TeV
(red line in the lower left panel). The shaded bands around the lines give the estimate of the PDF uncer-
tainty according to the NNPDF prescription, which is contained within 10% level. In the same window of
[5−25] TeV the corrections to p`⊥ are even larger, because a given bin of the p`⊥ distribution corresponds
roughly to a bin twice larger in the transverse mass distribution.
A general issue regarding EW corrections is the relevance of the inverse bremsstrahlung (also
called “gamma”-induced) processes which are a contribution to the real radiation. In fact the elementary
scattering process is γq → µ+νµq′, whose amplitude can be obtained by crossing symmetry from the
standard real radiation amplitude qq¯′ → µ+νµγ. These contributions have been discussed in the liter-
ature [571, 574, 633, 634], with particular reference to LHC. An essential ingredient is the photon PDF,
which is discussed in Section 3. At present it is affected by very large uncertainties, which blow up at
large energy scales. However, in the future, these uncertainties will be constrained by LHC data. For the
transverse mass, Fig. 176, left panel, blue line, the central value of the inverse bremsstrahlung contribu-
tion is positive, at the % level up to 10 TeV and increases up to values of around 10% at 25 TeV. These
effects should be considered with caution because of the above mentioned large uncertainties. In fact
for p`⊥ not only the uncertainty but also the central value blows up. For comparison, we have included
also the effect of higher order photonic corrections (violet line) 62, which are positive and become of the
order of 10% at scales of the order of 20 TeV. In Fig. 177, left panel, we show the effects of the same
higher order contributions discussed above for the integrated lepton pseudorapidity distribution, where
no particular shape is present except for the overall normalization effects.
In Fig. 177, right panel, and Figs. 178 and 179 we plot the predictions for the neutral Drell Yan
process pp → γ∗/Z∗ → µ+µ− + (X). In particular, Fig. 177, right panel, displays the invariant mass
Mµ+µ− integrated distribution, while Fig. 178 contains the leading (left panel) and softest (right panel)
lepton transverse momentum integrated distribution. For the invariant mass the NLO EW corrections are
slightly smaller than for the charged Drell Yan case: they reach the size of 60% at scales above 20 TeV.
The corrections are of the same order for the leading lepton transverse momentum, while they are larger
for the softest one, as can be expected with phase space arguments.
For the neutral current Drell Yan process there is a contribution from γ-induced processes already
62In HORACE the higher order effects are included by means of a proper matching between fixed order calculation and all
orders Parton Shower. Other approaches can be adopted for the simulation of higher order photonic corrections, such as, for
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Fig. 176: Left: the distribution of the transverse mass for W+ production. Right: the distribution of the
charged lepton transverse momentum. The black lines represent the LO predictions, the red lines give the
NLO EW predictions, the violet lines include also higher order photonic corrections and the blue lines
include the contribution of the γ-induced processes, in addition to the NLO EW corrections. The lower
panels contain the relative deviations of the various levels of approximation with respect to the tree-level
predictions.
at tree level, i.e. from γγ → µ+µ−. For the considered observables, we plot separately the LO prediction
including/excluding (green/black lines) the tree-level γγ → µ+µ− contribution and the NLO prediction
with and without (blue and red lines, respectively) γ-induced contributions. The blue lines include both
the tree-level and the radiative γ-induced processes. As can be seen in Figs. 177, 178, 179 the largest
effects come from the tree-level γγ → µ+µ− process, ranging from few % atM`+`− = 5 TeV to a factor
of two at M`+`− = 20 TeV. The effects of the radiative γ-induced processes can be inferred by looking
at the difference between the blue and red lines of the lower panels. They are positive and moderate in
size, reaching about 50% at scales above 20 TeV. However, given the very large uncertainties of photon
PDF’s, all the predictions involving γ-induced processes should be taken with caution.
In summary, the effects of the EW NLO corrections on Drell-Yan processes at a future hadron
collider at 100 TeV are very large, spoiling the stability of fixed order perturbative calculations and
calling for resummed approaches, in order to obtain reliable predictions. The inverse bremsstrahlung
processes could have a relevant impact, even if at present it is difficult to put on a quantitative ground.
To this aim, reliable photon PDF’s would be necessary, which will be available after the scheduled LHC
runs.
17.3 Gauge boson pairs and Higgsstrahlung
In the present section we focus on the EW and QCD corrections to the diboson production at the FCC
at 100 TeV. In particular, we discuss the impact of NLO QCD and EW corrections to the processes
V V ′ (i.e. W+W−, ZW± and ZZ) and HV (V = W±, Z) computed by means of the automated tool
MADGRAPH5_AMC@NLO [73] and a currently private extension that allows to calculate NLO QCD
and EW corrections [434, 436]. We work in the Gµ scheme with:
Gµ = 1.16639 10
−5 GeV−2, MW = 80.385 GeV, MZ = 91.188 GeV, (92)
the top quark and Higgs boson masses being set to 173.3 GeV and 125 GeV, respectively. We use the
NNPDF 2.3QED PDF set [62] with the following factorization and renormalization scales:
































































b) LOLO + γ-ind.
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pp→ Z/γ → µ+µ−





Fig. 177: Left: the distribution of the lepton pseudorapidity forW+ production. The meaning of the lines
is the same as for Fig. 176. Right: the distribution of the invariant mass for `+`− production. In the right
panel the black line represents the LO predictions while the green line includes the LO O(α3)γ-induced
process. The red line shows the EW NLO predictions while the blue line includes the NLO O(α3)γ-
induced processes (both tree-level and radiative diagrams). In the lower panel the green line is the relative
deviation of the LO prediction including the tree-level γγ → µ+µ− process with respect to the pure LO.
The red line gives the size of the EW NLO corrections excluding γ-induced processes; the blue line
quantifies the deviation of the complete EW NLO corrections (including all γ-induced processes) with
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Fig. 178: The distribution of the leading (left) and softest (right) lepton pt for `+`− production. The
meaning of the lines is the same as in Fig. 177, right panel.
where the index i runs over all the final state particles. Scale uncertainties are estimated by varying
independently the scales µF and µR in the range [µ/2, 2µ]. Massive external particles are treated as
stable and no cuts are applied at the analysis level.
One loop EW corrections to V V ′ production at hadron colliders have been computed in the Su-
dakov approximation in Refs. [624–626], while the full O(α) results can be found in Refs. [75, 610] for
on-shell V and V ′ and in Refs. [609, 611, 623] including vector boson decays. Here, we show predic-
tions at NLO QCD and EW accuracy, taking into account the contribution from initial-state photons and
evaluating the corresponding PDF uncertainties, which are expected to be large.
In figure 180 we show predictions at NLO QCD and NLO EW accuracy for cumulative distribu-







































































Fig. 179: The distribution of µ− (left) and µ+ (right) pseudorapidity for `+`− production. The meaning
of the lines is the same as in Fig. 177, right panel.
dependence of the cross section on a cut on the Z transverse momentum (pT (Z)). In the lower row we
show the dependence on a cut on the ZW− invariant mass (m(ZW−)). The plots on the left do not
include any contribution from the photon in the initial state, i.e., the photon PDF has been artificially set
to zero. On the contrary, the plots on the right do include these contributions. The left plots allow to
better identify the negative contributions due to the Sudakov logarithms and disentangle them from those
related to photon-initiated processes (quark radiation from γq initial-states). Instead, the plots on the
right include this kind of processes and thus the comparison with those on the right is useful for estimate
the photon-induced contributions, which typically have huge PDF uncertainties and are very large with
opposite sign w.r.t the Sudakov logarithms. It is important to note that the plots on the right strongly
depend on the PDF set used and their large uncertainty are due to the currently poor determinations of
the photon PDF.
In each plot we display in the main panel LO (black), LO + NLO QCD (blue) and LO + NLO
QCD + NLO EW (red) distributions. In the first inset we show the (LO + NLO QCD)/LO ratio with scale
uncertainties (blue band), i.e. the QCD K-factor, and the (LO + NLO QCD + NLO EW)/ LO ratio (red
line). In the second inset we show only the (LO + NLO EW)/LO ratio without NLO QCD contributions,
but including the PDF uncertainties for the numerator in order to enlighten the qualitative difference for
the EW corrections in the cases with (right) and without (left) photons in the initial state. As can be
seen in the left plots, the effect of Sudakov logarithms is very large; for pT (Z) > 5 TeV the NLO EW
corrections are ∼ −80% of the LO, while for m(ZW−) > 8 TeV they are ∼ −20%. The origin of
the huge K-factor in the QCD corrections has already been studied in the literature [319, 320]. At LO
a hard Z has to recoil against a hard W−, while at NLO QCD the dominant kinematic configuration
is given by a hard Z recoiling against a hard jet and a soft W . In the case of quark radiation, this
kinematical configurations involve corrections ∼ αs log2(pT (Z)/mW ) that are further enhanced by the
large gluon PDF luminosity at the 100 TeV collider. 63 A similar dynamic is present also in the photon-
initiated corrections (left plots), where a correction∼ α log2(pT (Z)/mW ) is present for the same reason
[75]. However, on top of that, the photon in the initial state can also directly couple to the W boson
originating new t-channel configurations, which on the contrary are not present in NLO QCD. This effect
compensates the suppression due to the α coupling and explains also why photon-induced contributions,
at variance to NLO QCD corrections, are large and strongly depend also on the m(ZW−) cut; if no
rapidity cuts are applied t-channel configurations are much less suppressed at high invariant masses
w.r.t s-channel ones. These photon-induced contributions strongly depend on the PDF set employed
63Similar arguments are present for the pT (tt¯) in NLO QCD corrections in tt¯V production and are discussed in some details
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Fig. 180: Cumulative distributions for ZW− production at NLO QCD and NLO EW accuracy. The
upper plots show the dependence of the total cross sections on a cut on the pT (Z), the lower ones on a
cut on the m(ZW−). The plots on the left do not include contribution from photons in the initial state;
they are included in the right plots. See text for further details.
and, in the case of the NNPDF 2.3QED used here, they have large uncertainties. Moreover it is clear
that a possible jet-veto, as in LHC analyses, would not only decrease the NLO QCD K-factor and its
dependence on pT (Z), but it would also strongly suppress the large photon-initiated contribution.
In figure 181 we show similar cumulative distributions for W+W− production. In this case we
show only results with the photon PDF set equal to zero. However, W+W− production receives contri-
bution from initial-state photons already at LO via the γγ initial states and their impact on m(W−W−)
distributions is discussed in section 3.5 and shown in figure 17. As can be seen in figure 181 NLO QCD
corrections shows the typical behaviour of V V ′ production, with a large dependence on the pT of the
vector boson. The NLO EW corrections involve very large Sudakov logarithms that are∼ −120% of the
LO at pT (W+) > 5 TeV and thus they have to be resummed.
In the case of ZZ production, which we do not show here, NLO QCD and NLO EW corrections
are qualitatively similar to the ZW± and W+W− production. However, since the photon cannot di-
rectly couple to the Z boson, no new t-channel is created for γq initial state and, as consequence, their
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Fig. 181: Cumulative distributions for W+W− production at NLO QCD and NLO EW accuracy. Both
plots do not include contribution from photons in the initial state. The left plot shows the dependence of
the total cross sections on a cut on the pT (W+), the right one on a cut on the m(W +W−). See text for
further details.
We now turn to the case of HV production. One loop EW corrections to HV production have
been computed in Ref. [604] for on-shell V and in Ref. [603] including the off-shell decay of the vector
boson. Here, we show predictions at NLO QCD and EW accuracy, taking into account the contribution
of initial-state photons and evaluating their large PDF uncertainties.
Figure 182 is analogous to figure 180 and displays the corresponding quantities for HW− pro-
duction (the HW+ case is qualitatively identical). In the second insets the purple line, which is not
present only in the bottom-right plot, is the ratio (NLO EW + HBR)/LO where with HBR (Heavy-
Boson-Radiation) we denote the emission of an extra Heavy-Boson. From the comparison with the red
lines in the same insets we can notice a partial cancellation of the effects due to the Sudakov logarithms,
which also in this case are very large: ∼ −100% of the LO for pT (H) > 6 TeV and ∼ −80% for
m(HW−) > 10 TeV.
At variance with the ZW− case, neither NLO QCD and photon-initiated contributions in NLO
EW corrections contain terms proportional to log2(pT (H)/mW ). 64 However, initial-state photons can
couple directly to the W and open t-channel configuration for the HW− pair. Since at LO no t-channel
diagrams are present at all, the LO contribution is much more suppressed at high m(HW−) w.r.t. the
NLO EW, to the point that NLO EW corrections are ∼ 400 times larger than the LO for m(HW−) >
10 TeV. It is worth to notice that this estimate strongly depends on the PDF set used and on possible
additional cuts. For instance, we explicitly verified that by simply requiring |η(H)|, |η(W−)| < 4 the
NLO EW K-factor for m(HW−) > 10 TeV is reduced from ∼ 400 to ∼ 10. A possible additional
jet-veto would further suppress the photon-induced contribution.
The case of HZ production is similar to HW− production, but photons cannot couple directly to
the Z and consequently, without new t-channel production channels, no large enhancement from photon
induced processes is present for large invariant masses.
64The reason is that Hj production is not possible at the tree-level. Thus, in the real quark radiation, the limit of a W
collinear to a final-state jet cannot be decomposed into Hj production times an integrated q → q′W splitting that leads to a
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Fig. 182: Cumulative distributions for HW− production at NLO QCD and NLO EW accuracy. The
upper plots show the dependence of the total cross sections on a cut on the pT (H), the lower ones on a
cut on the m(HW−). The plots on the left do not include contribution from photons in the initial state;
they are included in the right plots. See text for further details.
17.4 V + jets
The production of a vector boson V (V = Z,W, γ) in association with jets is a process of great interest
at hadron colliders and precise theoretical predictions for V+multijets are mandatory. In the literature,
the one loop weak corrections to V + 1 jet (V = Z, γ) have been computed in Refs [586–588], while
the full NLO EW corrections have been computed for the processes W + 1 jet [589], monojet [591] and
dilepton+jets production [213, 590]. Besides the exact calculations, the O(α) corrections to V + 1 jet
in the Sudakov approximation have been computed in Refs. [587, 639, 640] by means of the algorithm
of Refs. [532, 536] and in Ref. [627] in the SCET framework [542], while in Refs. [554, 641, 642]
the phenomenological impact of the O(α) corrections to Z + 2/3 jets in the Sudakov limit has been
investigated in the context of the direct searches for New Physics at the LHC and at higher energy future
colliders. More recently, the exact NLO EW and QCD corrections to the processes Z(→ l+l−) +
2 jets [620] and W + n jets (n = 1, 2, 3) [621] have been computed by means of the automated tools
RECOLA [618] and MUNICH/SHERPA+OPENLOOPS [517], respectively. The fullO(α) toW++2 jets
have also been computed in Ref. [619] in the GOSAM+MADDIPOLE framework. In Ref. [622] the NLO
205
QCD and EW corrections to Z/W + 0, 1, 2 jets including the effect of off-shell vector boson decays and
multijet merging have been computed.
In this section we study the phenomenological impact of the O(α) corrections on some distribu-
tions of interest for the production of a vector boson in association with up to three jets. We work in the
Gµ scheme with input parameters:
Gµ = 1.16637 10
−5 GeV−2, MW = 80.385 GeV, MZ = 91.1876 GeV. (94)




, H ′T =
N jets∑
j=1




T, V , (95)
where pT, γ stands for the transverse momentum of the photon in the real radiation contribution (for the
exact O(α) predictions). In order to evaluate the NLO EW corrections we set the remaining as follows:
MH = 126 GeV, Mtop = 173.2 GeV, (96)
while all the light fermions are massless. We consider the following set of cuts:
pT, j ≥ 300 GeV, |ηj | ≤ 4.5, (97)
where the jets are selected according to the anti-kT algorithm [212] with R separation 0.4 for the
exact O(α) predictions, while for the calculation in the Sudakov approximation we simply require
∆Rmin(jj) ≥ 0.4, as the number of partons is fixed and no real corrections are included. The results for
γ + 1, 2, 3 jets have been obtained by imposing the additional cuts on the photon:
pT, γ ≥ 300 GeV, |ηγ | ≤ 4.5, ∆R(j − γ) > 0.4. (98)
No cuts are applied on the massive vector bosons that are treated as stable particles.
We collect in Figs. 183-185 the theoretical predictions for the production of a W+ boson in association
with one and two jets at the FCC at 100 TeV both at LO accuracy and including the effect of the full
one NLO EW and QCD corrections computed by means of the program OPENLOOPS [643] interfaced
with SHERPA [111, 232] and MUNICH [644]. In particular, we focus on the following distributions:
W boson pT , leading jet pT and the total transverse activity defined as HT =
∑
jets pT j + pT V . NLO
results are obtained by combining QCD and EW results according to the additive prescription:
σNLOQCD+EW = σ
LO + δσQCD + δσEW, (99)
















taking the difference of the two results as an estimate of the uncertainty related to the missing higher
order terms. The corrections are shown normalized to the QCD NLO results: this corresponds to the
usual definition of δEW for the factorized corrections.
In figures 183-185 we consider only the leading O(αSα) and O(α2Sα) terms contributing to W +
1 jet and W + 2 jets, respectively, while the NLO QCD and the NLO EW corrections to the process
of O(αmS αn) are defined as the sum of the one loop virtual and real contribution of O(αm+1S αn) and
O(αmS αn+1), respectively. In particular, in the case of W + 1 jets, this implies that the real corrections












































































Fig. 183: Integrated pT W distribution for W+ + 1 jet (left panel) and W+ + 2 jet (right panel) at the
FCC at 100 TeV. LO predictions (solid black lines) correspond to the leading O(αSα) and O(α2Sα)
tree level contributions to W+ + 1 jet and W+ + 2 jets, respectively. The predictions including the
full NLO EW and QCD corrections ( MUNICH/SHERPA+OPENLOOPS) according to the additive and
to the multiplicative prescriptions correspond to the solid red and blue lines, respectively. The results
for W+ + 1 jet after imposing the veto on the dijet-like configuration correspond to dashed lines in the
left plot. Lower panels: effect of the full NLO EW and QCD corrections in both the additive and the
multiplicative prescriptions normalized to the full one loop QCD corrections.
order these mixed interference terms are finite because of color flow, but in general do not vanish in the
presence of identical quarks.
As can be seen from Figs. 183-185 , the one loop corrections to W + 2 jets are negative and large,
reaching the order of −50 % in the tails of the distributions under consideration. The same behaviour
can be observed in the NLO corrections to W + 1 jet for the pT W distribution, where the corrections
are however larger than in the case of W + 2 jets and can become of order −100 % for pT W ' 20 TeV.
The picture is different if we consider the NLO predictions for the leading pT j and the HT distributions
for W + 1 jets: in fact, the corrections become positive for pT j ' 5 TeV and HT ' 9 TeV, respectively.
The increase in the cross section results from a new kinematical configuration which is available for
W + 2 jets and has no LO counterpart: namely, the one where the leading jet pT is balanced by a second
hard jet and the vector bosons tend to be soft. This part of the cross section can be separated by applying
a veto on the events with an angular separation between the two jets larger then 3pi/4 (jj-cut in the plots).
Once the veto on the dijet-like configurations is imposed on the corrections to W + 1 jet, the effects on
the leading jet pT and on the HT distributions become similar to the ones on the pT W distribution.
In Refs. [532, 536] a process independent algorithm for the computation of NLO EW corrections
in the Sudakov approximation has been developed. According to the algorithm, the O(α) corrections to













δSLk MLOi1···jk···in + δPRMNLLi1···in . (101)
In Eq. (101), the radiator functions δDLkl and δ
SL
k contain the Sudakov double and single logarithmic












































































Fig. 184: Integrated HT distribution for W + 1 jet (left panel) and W + 2 jet (right panel) at the FCC at













































































Fig. 185: Integrated pT j distribution for the leading jet for the processes W + 1 jet (left panel) and
W + 2 jet (right panel) at the FCC at 100 TeV. Same notations and conventions as in Fig. [183].
cles. These terms multiply leading order matrix elements that are obtained from the one of the process
i1, · · · , iN under SU(2) transformations of pair or single external legs, jk being in Eq. (101) the SU(2)














where ht = mt/MW , hH = M2H/M
2
W and cW = MW /MZ . In Ref. [554], the algorithm of
Refs. [532, 536] has been implemented in the ALPGEN [632] event generator: the analytic expres-
sions of the process-independent radiator functions have been coded and all the required leading order




























































Fig. 186: Integrated pT W distribution for W + 1 jet (left panel) and W + 2 jet (right panel) at the FCC
at 100 TeV. Comparison between the the exact O(α) predictions ( MUNICH/SHERPA+OPENLOOPS)
and the ones computed in the Sudakov approximation (ALPGEN). For W + 1 jets, the MU-
NICH/SHERPA+OPENLOOPS predictions are shown both with and without the veto on the dijet-like
configurations.
Refs. [532, 536] the purely weak part of the corrections can be isolated by setting to MW the value of
the photon mass in the virtual corrections. In the following we consider only this part of the correc-
tion neglecting the QED part: this in particular means that no real radiation contribution is included
in the approximated results. The results for the weak corrections in the Sudakov limit computed by
means of the modified version of ALPGEN described above are compared to the exact O(α) predic-
tions by MUNICH/SHERPA+OPENLOOPS in Figs. 186-187: as can be seen, the approximated results
are in good agreement with the exact ones for W + 2 jets and W + 1 jet once the veto on the dijet-
like configurations is imposed. The differences between the predictions by ALPGEN and the ones by
MUNICH/SHERPA+OPENLOOPS for W + 1 jet when the veto is not imposed come from the fact that
the approximated results do not include real corrections and in particular no mixed interference terms:
these terms could however be included as separate tree level-like contributions regardless of the Sudakov
approximation. We point out, however, that in order to obtain more reliable predictions, especially at
high jet pT , it is important to include EW×QCD interference effects (which are neglected throughout in
this section) and to merge NLO QCD+EW predictions with different jet multiplicities [622].
The Sudakov approximation and the exact O(α) calculation basically agree for W+ jets. Having
assessed the validity of the logarithmic approximation, in Figs. 188-190 we show the predictions for
the NLO EW corrections in the Sudakov limit to the production of a vector boson V (Z, W+, γ) in
association with 1, 2 and 3 jets. Looking at the pT V distributions, we can notice that the corrections
in the high energy limit are negative, large and independent of the jet multiplicity. Conversely, if we
consider the pT j and HT distributions for Z/W + n jets, the corrections for n = 2 and n = 3 are
similar, while the ones for n = 1 turn out to be larger. This is a consequence of the event selection in
eq. (97) where no cuts are imposed on the massive vector bosons: as a result, while for Z/W + 1 jet the
high pT j or HT region corresponds to the kinematical configurations where the vector boson is hard,
this is no longer the case for high jet multiplicities. On the contrary, when the same cuts are imposed
on both the vector boson and on the jets, as in the case of γ+ jets production, the EW corrections are in






















































































Fig. 187: Integrated HT distribution for W + 1 jet (left panel) and W + 2 jet (right panel) at the FCC
at 100 TeV. Comparison between the the exact O(α) predictions ( MUNICH/SHERPA+OPENLOOPS)
and the ones computed in the Sudakov approximation (ALPGEN). For W + 1 jets, the MU-
NICH/SHERPA+OPENLOOPS predictions are shown both with and without the veto on the dijet-
like configurations. Lower plot: Comparison between the the exact O(α) predictions ( MU-
NICH/SHERPA+OPENLOOPS) and the ones computed in the Sudakov approximation (ALPGEN) for
the leading jet pT distribution.
the size of the NLO EW corrections to V+ multijet production turns out to be large, reaching the order
of −100 % for pT V around 10 TeV (with the exception of pT V which receives smaller corrections):
this is an indication that the NLO approximation is not reliable anymore in these regions of phase space
and higher order effects should be included in theoretical predictions. The EW corrections to the vector
boson pT distribution are shown in Fig. 191, once the leading logarithmic terms have been resummed
in the framework of SCET [542, 627]: the resummed corrections are smaller than the ones computed at
fixed order, even though they remain large, becoming of the order of −50 % for pT V ' 20 TeV.
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Fig. 188: Upper panels: integrated pZT (upper left plot), HT (upper right plot) and leading jet pT (lower
plot) distributions for the processes Z + 1, 2 and 3 jets at LO and approximated NLO accuracy (solid
and dashed lines, respectively) at the FCC at 100 TeV. Lower panels: relative corrections δEW.














for the three different jet multiplicities. In Figs. 188-190 it is shown how the EW corrections for Z+ mul-
tijets and W+ multijets are similar, while the ones for γ+ multijets are smaller. As a result, the RWZ
ratio is basically unaffected by the EW corrections, while this is not the case for the RZγ ratio, where the
Sudakov corrections change significantly the shape of the RZγ distribution. It is worth mentioning that a
reliable prediction for RZγ should also include NLO QCD corrections, as for small transverse momenta
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Fig. 189: Upper panels: integrated pWT (upper left plot), HT (upper right plot) and leading jet pT (lower
plot) distributions for the processes W+ + 1, 2 and 3 jets at LO and approximated NLO accuracy (solid
and dashed lines, respectively) at the FCC at 100 TeV. Lower panels: relative corrections δEW.
17.5 Di-jets
The electroweak contributions to di-jet production can be safely classified according to the coupling
constant power of O(α2sα). While the tree-level processes involving two or more gluons are of O(α2s),
the processes with four quarks can proceed through the exchange of electroweak gauge bosons. This
implies that there are two classes of contributions at O(α2sα): the one-loop virtual EW NLO corrections
on QCD tree-level processes ofO(α2s) (involving tree-level diagrams with two as well as four quark legs)
and the QCD NLO corrections to the interferences between O(αs) tree-level diagrams with O(α) tree-
level diagrams (the colour structure allows a non-zero contribution from this interference only between
u- and t-channel diagrams). The former can be calculated in a gauge invariant way separating the genuine
weak corrections (which involve W and Z exchanges in the loops and are the interesting contributions
at high energies) from the photonic corrections. The complete calculation of the O(α2sα) contributions,
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Fig. 190: Upper panels: integrated pγT (upper left plot), HT (upper right plot) and leading jet pT (lower
plot) distributions for the processes γ+ 1, 2 and 3 jets at LO and approximated NLO accuracy (solid and
dashed lines, respectively) at the FCC at 100 TeV. Lower panels: relative corrections δEW.
in Refs. [215, 602, 646, 647]. The investigation of the phenomenological impact of O(α2sα) terms at
the LHC and higher energy future colliders have been presented in Refs. [217, 641, 642, 648], for jet-jet
invariant mass and jet transverse momentum distributions.
The O(α2sα) interference terms are positive and tend to partially cancel the negative effect of
the virtual corrections to the O(α2s) LO contribution. However, as can be seen from Figs. [1-3] of
Ref. [641], the relevance of the tree-level interferences tends to decrease with the increase of the collider
energy, being of the order of 1% for jet transverse momenta of 3 TeV. At variance with the interference
terms, the virtual corrections to the O(α2s) LO contributions, instead, are negative and grow up in size
at the level of 10%. It is worth remarking that the corrections on the di-jet invariant mass are smaller
with respect to the jet transverse momenta, due to the fact that the requirement of large jet transverse
momenta guarantees that all invariants are much larger than the weak vector boson masses (i.e. Sudakov









































































Fig. 191: Predictions within the SCET framework of resummed leading EW corrections to the integrated
inclusive Z boson pT (upper left plot), W boson pT (upper right plot) and p
γ
T (lower plot) at the FCC
at 100 TeV. The lower panels display the relative corrections δEW. The bands have been obtained by
varying the EW matching scale.
the t and u invariants remain small. This feature is not present for event selections with tight cuts on the
jet transverse momenta. In this subsection we present results for di-jet invariant mass (mjj) and leading
pT jet distributions (p
j1
T ), integrated from the lower edge to the kinematical limit, as obtained with the
modified version of ALPGEN V2.14 to include NLO EW corrections to pure QCD LO contributions
with logarithmic accuracy [554], up to single logs. While the approximation is not expected to be fully
reliable for the di-jet invariant mass distribution, as discussed above, it should give reliable predictions for
pj1T , where the condition for the validity of the Sudakov approximation is fully satisfied. The numerical
results have been obtained at parton level, with the following set of cuts:
pjT ≥ 25 GeV , |ηj | ≤ 2.5 ∆Rjj ≥ 0.6. (104)
The running parameters have been kept the default ones of ALPGEN V2.14, in particular the renor-
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Fig. 192: Differential distributions of the ratios RZγ (left plot) and R
W
Z (right plot) for V + 1, 2 and
3 jets at the FCC at 100 TeV. Solid lines and dotted lines correspond to the LO and the approximated
NLO predictions, respectively. The results for the RZγ ratio have been obtained imposing the same cuts
of eq. (98) on both the photon and the Z boson.
corrections are moderate (at the level of about 10%), even at the multi-TeV scales accessible at the√
s = 100 TeV collider.
17.6 tt¯, tt¯+ jets and tt¯H
In this subsection we present exact NLO results for the EW corrections to tt¯ pair production and NLO
Weak corrections to tt¯H production. Also, approximate results, using the logarithmic approximation,
for tt¯+ n jets, with n = 0, 1, 2, 3 are given. As for the case of dijet production, we have both O(α2s) as
well as O(αsα) tree-level diagrams. The EW corrections (or some subset of them) have been calculated
in the literature [595–601] and have been included recently in the Monte Carlo code [630].
The numerical results for tt¯ production at 100 TeV have been obtained by means of the automatic
code MADGRAPH5_AMC@NLO [73] and a currently private extension that allows to calculate NLO
QCD and EW corrections [434,436]. In Fig. 194 we present the integrated distributions of the tt¯ invariant
mass in the range [8-30] TeV (left panel) and of the top quark transverse momentum in the range [4-
17] TeV (right panel). The format of the plots is the same of those in Fig. 180, which is described in
the text. As can be seen in the lower panels, the effect of NLO EW radiative corrections is negative
and moderate for the tt¯ invariant mass, ranging from ∼ −10% for M(tt¯) > 10 TeV to ∼ −20% for
M(tt¯) > 30 TeV. QCD corrections are also presented and display a positive effect of the order of 60%,
almost flat over the entire invariant mass range. The uncertainty estimate given by the scale variation is
at the 10% level, dominating with respect to the PDF uncertainty.
A more pronounced effects of the EW corrections is present on the transverse momentum distri-
bution, where it ranges from −30% for pminT = 4 TeV to −50% for pminT = 17 TeV. In the same interval
the QCD corrections range from a factor of almost 2.5 over the LO predictions to about +50%, giving
rise to large cancellation between the two kinds of corrections in the very large tail of the distribution.
In these plots we did not include the effect from photon-initiated processes. However, at O(αsα)




















































Fig. 193: Integrated invariant mass distribution (left panel) and Integrated leading jet pT distribution for
the process pp→ jj at √s = 100 TeV. The lower panels give the relative effects of the EW corrections
(calculated with leading logarithmic accuracy, as described in the text) with respect to the LO order
predictions.
NNPDF2.3QED, this contribution would compensate the NLO EW corrections for M(tt¯) > 20 TeV
and would relatively grow for even larger M(tt¯) values. However, the γg initial-state has huge PDF
uncertainties in this region (∼ 100%) and the growth is totally given by the PDF luminosity and not by
matrix-element enhancements. In the case of cumulative top quark transverse momentum we observe a
milder effect from the γg initial state; it compensates the NLO EW corrections only at the end of the
explored range. Additional plots, including effects due the photon PDF, can be found in ref. [649], where
a detailed discussion on the compensation of EW Sudakov logarithms and photon-induced contributions
is presented.
For the signature tt¯ + n jets (with n up to 3), the results have been obtained with the upgraded
version of ALPGEN mentioned in Subsection 17.1 and briefly described in Subsection 17.4. Since
the logarithmic approximation has been shown to largely overestimate the EW corrections for the tt¯
invariant mass [631], when no cut on the transverse momentum of the top quarks is imposed, we present
only results for the inclusive transverse momentum of the top quarks (Fig. 195, left panel) and for the
transverse momentum of the tt¯ pair (Fig. 195, right panel), in the range [0-6] TeV. The numerical results,
obtained with ALPGEN, are based on the default parameters of the version V2.14 of the code, with a
minimum transverse momentum threshold of 50 GeV both for top quarks and light partons. In addition,
for the light partons a cut of 5 units in the maximum pseudorapidity is required, and a separation in ∆R













T is the transverse energy of the i − th top quark. By comparison of the black dotted line of the left-
lower panel of Fig. 195 with the red line of the right-lower panel of Fig. 194, we can see a nice agreement
between the logarithmic approximation and the exact NLO calculation for njets = 0. The effect of the
EW corrections for higher parton multiplicities are slightly smaller. For the tt¯ pair transverse momentum
the effect of the corrections is almost the same for all the studied multiplicities.
As a last comment, we observe that the EW corrections to tt¯ and tt¯+ jets are moderate even if
larger than the ones for dijet production. This can be qualitatively understood because of the presence of
processes involving only gluons and due to the average over flavours in dijet production with respect to
tt¯.
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Fig. 194: Left: the cumulative distribution of the tt¯ invariant mass. Right: the cumulative distribution
of the pT (t). as obtained with MADGRAPH5_AMC@NLO. The blue lines display the effects of NLO
QCD corrections, while the red lines correspond to the predictions with NLO EW corrections on top
of NLO QCD accurate distributions. In the lower panels, which display the relative effects of the NLO
QCD and EW corrections, also the effects of scale variations and PDF uncertainties are considered.
ciation with the Higgs boson (tt¯H). For this process, NLO Weak and QED corrections are separately
gauge invariant and the former, which contain all the Sudakov logarithms, have been calculated in [434],
from where plots in Fig. 196 have been directly taken. Results for NLO EW (Weak+QED) corrections at
100 TeV for tt¯H , tt¯Z and tt¯W± total cross sections con be found in [436]. In the main panel of plots in
Fig. 196 we show the NLO Weak contributions from each partonic subprocess and their sum (in black)
and also the contribution from Heavy-Boson-Radiation (HBR), i.e., tt¯HV with V = H,W±, Z. In the
lower inset we display the ratios of the quantities in the main panel with the LO prediction, using the cor-
responding colors. The left and right plots show the pT (H) and the m(tt¯H) distributions, respectively.
Weak corrections reach ∼ −10% level in the range explored and are almost completely given by the gg
initial state, which is dominant due to the larger value of the gluon PDF. It is worth to note also that HBR
contributions lead to a partial cancellation of the Sudakov logarithms from NLO Weak corrections.
17.7 Real radiation
As discussed in Section 17, the electroweak corrections grow with the center of mass energy Q =
√
s of
the partonic collision, due to the appearance of two powers of LV for each order in perturbation theory.
Thus, as the center of mass energy grows, the convergence of electroweak perturbative theory gets worse,
until it breaks down completely for
αewL
2
V ∼ 1 . (105)
As one can see from the results in this chapter, perturbative electroweak corrections at the 100 TeV FCC
become very large at high center of mass energies. A consistent resummation of these Sudakov loga-
rithms improves the convergences of perturbation theory significantly, and becomes crucially important
for measurements at the highest energies available.
As already mentioned in the introduction, Sudakov logarithms in exclusive cross-sections (without
extra radiation of additional electroweak gauge bosons) have been resummed for many processes. A
general formalism based on soft-collinear effective theory [566–569] was developed to perform this















































































Fig. 195: Left: the distribution of the inclusive top quark transverse momentum for the final states
tt¯ + n jets, with n = 0, 1, 2, 3. Right: the distribution of the tt¯ pair transverse momentum for the final
states tt¯ + n jets, with n = 0, 1, 2, 3. The lower panels give the relative effects of the EW corrections















tt-H production at a 100 TeV pp collider
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Fig. 196: NLO Weak corrections for the distribution of the pT (H) (left) and of the m(tt¯H) (right). Plots
are taken from [434] and explained in the text.
reached at the FCC, it is only the leading logarithms that need to be resummed; the subleading logarithms
can still be treated in fixed order perturbation theory until the partonic center of mass energy becomes
large enough such that αewLV ∼ 1.
To LL accuracy, the resummation of the double logarithms can be obtained using the coherent
branching formalism [110, 650, 651] that underlies parton shower algorithms, used extensively to de-
scribe the emissions of extra particles in the strong interaction. In this approach [522, 551] one uses
the fact that, to LL accuracy, the cross-sections factorize into products of emission probabilities. These
emission probabilities are given by the Altarelli-Parisi splitting functions, supplemented by a so-called
no-branching probability, given by an integral over the Altarelli-Parisi splitting functions.
This approach reproduces the known resummation of the exclusive results, but can also be used to
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obtain resummed results for the real radiation of W and Z bosons. In the remainder of this section, we
will provide the results for the production of lepton pairs at the FCC, but the method can be applied to
any other process as well. The results given below are taken from [551], where details on their derivation
can be found.
The partonic cross-sections for the exclusive cross section q1q¯2 → `1`2 at partonic center of mass








2 →`H1 `H2 ∆qH1 qH2 `H1 `H2 (m
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(Λ2,m2V ; s) . (106)


























denotes the weak isospin of the fermion f = q/` with helicity H , YfH its weak hypercharge
with normalization Yi = Qi−T 3i , and α2 and α1 are the couplings of the SU(2) and U(1)Y gauge group,
respectively.
The Sudakov factor ∆qH1 qH2 `H1 `H2 (m
2
V , s; s) describes the evolution from s to m
2
V and factors into
two pieces, one for the SU(2) and one for the U(1) symmetry
∆qH1 qH2 `H1 `H2
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Y 2i , (110)
and the sum is running over all fermions i ∈ {qH1 , qH1 , `H1 , `H2 }. For scales below mV only photons can






























This agrees with the results of [522], and summing over all possible helicity structures, one reproduce
the resummed results of [540–542].
Using the same coherent branching formalism, one can calculate the partonic real radiation cross
section qiqj → ``V , where, as before, ` denotes either a charged lepton or a neutrino, V denotes either
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a Z or a W boson. Following the results of [551] one obtains for the exclusive emission of a W± boson




2 →`H1 `H2 +W±
=
[
∆qH1 qH2 `H1 `H2
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where f ′ is the fermion f becomes after having radiated a W± that is u′ = d, d′ = u, l′ = ν and ν ′ = l
and for any flavor set which allows a W± emission there is one of the Born cross sections which is zero
















is written in term of the Casimir CA = 2 for the SU(2) gauge group and describes the no-branching
probability of the extra W boson radiated. We have also defined Λ to be the scale below which a photon








fR = 0 . (115)
The integral over k2T has been performed using the general result
Iβ(m
2




































V , s; s)− 1
]
.
For the emissions of a Z bosons and photon, one needs to take into account the mixing between the
third component of SU(2) gauge symmetry and the U(1) gauge symmetry. After a few lines of algebra
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2 →`H1 `H2 ∆qH1 qH2 `H1 `H2 (m
2


















































The factorsASU(2) andAU(1) are given in Eq. (110), and the term arising from the mixing of theW 3 and















T 3i Yi . (118)
The emission of a photon is obtained in a similar manner, but one has to include the extra emissions








2 →`H1 `H2 ∆qH1 qH2 `H1 `H2 (m
2
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In Fig. 197 we show the resulting cross-sections as function of the center of mass energy of the
system [s = (p`1 + p`2 + pV )
2]. In the top plot we show the size of the perturbative corrections relative
to the Born cross-section, where the virtual corrections are in black, while the real radiation of a Z,
γ, W+ and W− are shown in green, orange, red and blue, respectively. The fixed order results (only
including the double logarithmic term) are shown by the dashed lines, while the resummed results by
the solid lines. One can clearly see that the size of the perturbative corrections grows as the center of
mass energy is raised, and that the resummation decreases the overall size. To illustrate the importance
of resummation, we show in the lower plot the difference between the fixed order and resummed result,
normalized to the resummed. One can clearly see that the effect of resummation is very important for
large center of mass energies, and that the resummation of the real corrections is even more important
than the resummation of the virtual corrections.
The results of this section have shown that resummation of electroweak Sudakov logarithms be-
comes crucial for center of mass energies in the multi-TeV range, which are easily reached at the FCC.
This is true not only for exclusive cross-sections where extra radiation is vetoed, but also for the radiation
of additional massive gauge bosons. Including these effects in theoretical calculations will be crucial,
not only for precision studies.
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Fig. 197: The cross-section for pp → e+e− + X . Virtual corrections are shown in black, while real
corrections are shown in green, orange, red and blue for Z, γ, W+ and W− emissions, . Resummed
corrections are shown in solid lines, while fixed order results are dashed.
222
18 Sources of missing transverse energy
Fig. 198: Left: Missing transverse energy rates, from jet+(Z → νν¯) events and from dijets, with a jet
escaping undetected at large rapidity. Right: Missing transverse energy probability induced by multiple-
parton interactions, for different values of the jet rapidity acceptance.
Missing transverse energy (E/T ) is an important signature for many BSM processes. At 100 TeV,
SM sources of E/T can contribute with very large rates of irreducible backgrounds. We consider here, for
illustration, the effect of three of the leading sources of irreducible E/T : the associated production of jets
and a Z0 boson decaying to neutrinos, the semileptonic decay of top quarks, and the production of jets
outside the calorimeter acceptance. The latter channel is important, since the high energy available in
the CM allows for the production of large pT jets at very forward rapidities. This is shown in Fig. 198,
where the dashed lines correspond to the rate of dijet events in which one jet is within the calorimeter
acceptance (defined by the ηcal label), and the other is outside. With the standard LHC calorimeter
coverage, ηcal = 5, dijets would give a E/T signal larger than Z+jets for E/T up to ∼ 400 GeV. This is
reduced to ∼ 150 GeV with a calorimeter extending out to ηcal = 6.
It must be noticed that the limited calorimeter acceptance can induce a E/T signal in any hard pro-
cess, due to the finite probability of the coincidence of a multiparton interaction. Multiparton interactions
are hard scatterings taking place among the partons not engaged in the primary hard process, and can-
not be separated experimentally since the resulting particles emerge from exactly the same vertex as the
primary scattering. The probability that a multiparton interaction leads to a secondary hard process X in
addition to the primary one is parametrized as σ(X)/σ0, where σ0 is a process-independent parameter.
The right plot of Fig. 198 shows the probability of multiparton interactions leading to dijet final states,
with one jet inside the calorimeter and the other outside. For this example we chose σ0 = 30 mb, a num-
ber consistent with the direct experimental determinations from Tevatron and LHC data. E/T signals in
the range of 30-70 GeV are induced with probability of about 10−3 if ηcal is in the range 4 to 6, stressing
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