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Abstract
The Matrix Representation of Schrödinger’s Equation and Its Implications for the
Quantum Mechanical Inversion Problem
Michael M. Pence
Carey M. Rosenthal, Ph.D.
For an operator A and scalar 8, the equation Af = 8f is a typical expression of the
eigenvalue problem, where  f  and  8 are respectively the eigenfunctions  and eigenvalues
of A.  When A is completely specified, Af = 8f is solved for  f and  8.  Using this
formulation of the eigenvalue problem, the following inversion problem is considered. 
Let A represent the secular (Hamiltonian) matrix arising from the Schrödinger equation
for a one-dimensional harmonic oscillator, where the elements of A are given as functions
of a suitably parameterized potential energy function.  Assume the eigenfunctions, f, are
expanded within a specified, finite orthonormal basis set.  If a set of  eigenvalues 8i, and
the corresponding projections of the eigenfunctions on a particular basis set element are
known, can this data be inverted to determine the potential energy.   This formulation of
the algebraic eigenvalue problem provides a method for deriving systems of algebraic
equations in which the potential energy parameters and the basis set projections
(eigenvector components) occur as unknowns.  Gaussian elimination and Gröbner bases
methods are applied to these systems equations to determine the parameters of the
potential energy function.

1Chapter 1: Introduction
     The time-dependent Schrödinger equation, given by:
                                                                                               (1)                    
determines the state of a quantum-mechanical system.  In this formulation, H is the
Hamiltonian operator which represents the total energy of the system under 
consideration.  In particular,  H is the sum of the kinetic and potential energy of a system
and is familiarly expressed as:     
                                                        (2)
If the potential energy, V(x,y,z,t), is assumed to be time-independent, and a specific
functional form is assumed for the wavefunction, Q(x,y,z,t), namely as the product of the
spatial and temporal wavefunctions, then applying a separation of variables argument, the
time-independent form of the Schrödinger equation is obtained:       
                                                                                   (3)                    
where H is the Hamiltonian operator described above.  When the functional form of the
potential energy is given, then the “forward” problem has been specified, and the goal is
to determine the eigenfunctions, R(x,y,z), and the corresponding eigenvalues, E, which
are the total energies for a particular set of eigenstates.   
     A familiar example of this, and a departure point for the research to be described
herein, is the vibrational dynamics of a diatomic molecule.  If the vibrational motions of a
diatomic molecule are modeled as the quantum mechanical analog of a harmonic
2oscillator, then the potential energy might be approximated by:
                                                                                                  (4)
where k is a suitable constant and x is the internuclear separation between the atoms.  The
Schrödinger equation (3) then becomes an ordinary second-order differential equation in 
x.  Utilizing appropriate mathematical approximations, this differential equation is
solved, giving the familiar approximate harmonic oscillator wavefunctions and
corresponding energies.  These approximations give rise to the approximate harmonic
oscillator wavefunctions given by:
                                                                         (5)
where an  is the normalization constant and Hn(x) is the nth Hermite polynomial.  The
corresponding eigenvalues are given by:
                                                                            (6)                   
     From this brief description of the forward problem, the central problem of the research
to be described herein can now be described.  Given a set of energies, say E1,...,En  and
some information about the corresponding wavefunctions, say R1(x),....,Rn(x), is it
possible to determine the potential energy of the system?  We are effectively asking
whether it is possible to invert this information and obtain information about the
Hamiltonian, and hence focus on the quantum mechanical inversion problem.
     One of the oldest methods for obtaining the potential energy of diatomic molecules is
the method of Rydberg, Klein and Rees (the RKR Method) dating to the 1930's. 
3Spectroscopic data combined with results from classical mechanics provides a
computational method for obtaining a diatomic molecule’s potential energy.  The original
formulation of this method proved to be computationally difficult but advances in the
1970's have made this method easier to apply.  The background and details of the RKR
method are reviewed in Chapter 2 and an interesting relationship between the solutions
obtained by the RKR method and the solutions obtained in the research described here
will be discussed.
      More recent work by Rabitz and his collaborators has focused on the Heisenberg
equation of motion and temporal molecular tracking data.  Using operator equations
which relate the Hamiltionian to such molecular tracking data, various methods for
obtaining the potential energy surface have been investigated.  These methods are briefly
reviewed in Chapter 3.  Although the determination of the molecular potential energy has
a long history, there is renewed interest in this area.  In particular, the possibility of
“designing” potential energy surfaces on which chemical reactions occur remains a
tantalizing prospect for controlling the outcome of these reactions.1 
     Before specifying the precise nature of the information and the mathematical
framework to be used in the formulation of the inversion problem considered here, it is 
useful to make a few observations about inverse problems in general.  Unlike the forward
problem of determining the state of the system, the inverse problem of determining
parameters of the system is generally ill-posed.  Either the solution does not exist, or the
solution is not unique, or it is unstable with respect to errors in the data.   In the work to
be discussed here, we will assume that the data is known without error.  This assumption
4will enable the demonstration of a set of computational methods that give rise to an exact
determination of the potential energy..
     Before characterizing the assumed data utilized herein for effecting the inversion of a
quantum mechanical system, the mathematical framework within which the inversion is
carried out will be outlined.  We begin with a potential energy function given as a
function of a single spatial coordinate, say x, expressed by:
                                                                  (7)
where the parameters {b1 , ....bn } are to be determined by the inversion methods to be
developed here.  We assume that the highest power of the spatial coordinate x is even to
guarantee that the potential energy gives rise to bound states.  While a Morse or Leonard-
Jones potential energy function provides a more realistic description of the vibrational
potential energy near the dissociation energy, this choice of V(x) still provides a realistic
description of the potential energies near their minimum values.  
    If {N1(x),...,Nn (x) } denotes an orthonormal set of basis functions, such that for the ith
eigenstate, the wave function is given by:
                                                               (8)                    
then the matrix representation of the Schrödinger equation is given by:
                                                                                        (9)                   
where H is the secular matrix with elements :
                                                                           (10)                   
5where H is the Hamiltonian operator which in atomic units is given by 
                                                                                  (11)
and Ei is the total energy of the ith state.  For the formulation of the potential energy given
in equation (7), all of the elements of the secular matrix are linear functions of the 
potential energy parameters { b1, ...bn}.  Using the basis function expansion of the
wavefunction given in (8), the matrix representation of the Schrödinger equation in (9) 
can be formulated as:
                                                                                                (12)
     This last relationship implies the familiar algebraic eigenvalue-eigenvector
relationship where the energies Ei are the eigenvalues of the secular matrix, and "i are the
corresponding eigenvectors.  
     Using the matrix representation of Schrödinger’s equation, the inversion problem is
posed in the following way: Suppose we are given n energies (eigenvalues) say E1,...,En
and for each eigenvalue we are given the square of one eigenvector component,
say, "21,1 , ..., "2n,1 , is it possible to determine the parameters of the potential energy
function as formulated in (7) and encapsulated in the Hamiltonian as given in (9), thereby
inverting the given data.  Experimentally, the squares of the eigenvector projections are
related to the intensities of the spectral lines associated with the transitions between
energy levels; the precise nature of  this data will be explained shortly.
     Given the preceding description of the matrix representation of the Schrödinger
6equation, the following observations can be made.  The matrix representation and the
given eigenvalue/eigenvector data provide a natural algebraic model in which to consider
the inversion problem.  The two relationships:
                                                                                                    (13)
                                                                                              (14)
provide a wealth of explicit and implicit algebraic relationships in which the unknown
potential energy parameters in (7) and the eigenvector components in (12) arise as
unknowns, given the elements of H are formulated as linear functions of the potential
energy parameters.  Furthermore, if all of the eigenvector components were known for at
least one of the eigenvectors, then the relationship in (13) would in fact define a system of
linear algebraic equations in the unknown potential energy parameters.  Thus, the
determination of all of the eigenvector components for one or more of the eigenvectors
forms the basis for one of the approaches to the inversion problem considered here. 
Equation (13) will be use extensively to develop linear and higher-order polynomial
algebraic equations in the unknown potential energy parameters and the eigenvector
components.
     Equation (14) defines the characteristic polynomial of the secular matrix.  If the
elements of H are all linear functions of the unknown potential energy parameters, then
the coefficients of the parameter 8 are higher-order polynomial functions of the potential
energy parameters. Moreover, it is easy to show these coefficients can also be formulated
as arithmetic functions of the assumed eigenvalues (energies).  Hence, a consistent system
of polynomial equations in the potential energy parameters is readily obtained and the
7solution of this system gives the potential energy.
      Because equations (13) and (14 ) provide a framework for constructing systems of
polynomial equations in the potential energy parameters and the eigenvector components, 
methods of solving systems of nonlinear, algebraic equations must be considered.  The
methods to be described here will draw heavily from the theory of algebraic equations
and elimination methods, including the use of Gröbner bases methods.  
        The ensuing discussion will proceed as follows.  First, other approaches to the
quantum mechanical inversion problem will be briefly reviewed.  The matrix
representation of Schrödinger’s equation is next outlined and the relationship of the
assumed data to spectroscopy is examined.    In preparation for a discussion of the
derivation and solution of the systems of polynomial equations arising from the matrix
representation, elimination methods, including Gröbner bases methods, are discussed. 
Using equations (13) and (14), several methods of constructing systems of polynomial
equations are discussed, along with the nature of their solutions.  Finally, within the
context of equation (13), an explicit formulation of the potential energy matrix V is
considered wherein the elements of V occur as the unknowns in a derived system of
algebraic equations .
     We conclude this introduction with a brief summary of the results that were obtained.   
Assuming specific formulations of potential energy functions as given by (7), the
eigenvalues and eigenvectors of the corresponding secular matrices were computed, thus
providing the assumed data E1,...,En and "21,1 ,..., "2n,1 for the cases where n = 2,3,4,5, and
6.  Using this data and the methods implied by equations (13) and (14) for constructing
8systems of polynomial equations, the structure of the solutions to these equations was
investigated.  For n = 5 and n = 6  the solution of these systems of equations became
increasingly difficult, and ultimately intractable for n = 7.  However, for n # 6 a
remarkable consistency was found in the nature of the solutions to these systems of
equations, revealing a fixed relationship between the assumed data and the potential
energy.  In particular, it appears that two symmetrically related potential energy functions
are consistently associated with the assumed data, and this result parallels the results
given by the Rydberg-Klein-Rees method.        
9Chapter 2: The Method of Rydberg-Klein-Rees 
     A well known method for obtaining potential energy curves from spectroscopic data
for diatomic molecules is the Rydberg-Klein-Rees, or RKR, method.2-10  This method,
which has its origins in the early 1930's, was largely overlooked for almost two decades. 
Work by J.L. Dunham2, also undertaken in the early 1930's, provided exact analytic
expressions explicitly relating the coefficients of a power series expansion for the
potential to the coefficients of the conventional expansion for vibrational-rotational
energies as a double power series in (< + ½) and J.  The chief limitation of Dunham’s
methodology is its restriction to the lower part of the potential well, and by the early
1950's these limitations had become more pronounced.  These limitations thus gave rise
to a renewed interest in the RKR method.
     The heart of the RKR method is the determination of the classical turning points of the
potential energy curve.  These turning points are obtained from the evaluation of the
Klein integrals which will be introduced shortly.  Much of the renewed interest in the
Rydberg-Klein-Rees method was focused on improving the method of evaluating the
Klein integrals.  These improvements culminated in the use of a quadrature method
proposed by Joel Tellinghuisen4 which is characterized by its simplicity and accuracy.
     The Klein integrals, on which the RKR is method is based, are given by:
                                        (1)
10
and:
                                    (2)
R1(<) and R2(<) are the inner and outer classical turning points at the energy G(<)
associated with the vibrational level <, B< is the inertial rotational constant for that level,
and <min is the extrapolated value of the vibrational quantum number at the potential
minimum.  The constant $ is defined by the relationship
                                                           (3)
where : is the reduced mass.
      Expressions (1) and (2) readily give rise to:
                                                                                  (4)
However, integrals (1) and (2) have singularities at the upper end-point of their range of
integration and this accounts for their difficulty of evaluation.  Tellinghuisen’s
contribution was to observe that this problem is removed by using Guass-Mehler
quadrature formula as its points and weights take this behavior into account.  Rearranging
integral (1) to give:   
                                                   (5)
or:   
                                                                         (6)
gives an integrand which is smooth and well-behaved in the entire interval and is
11
precisely the form required by the Gauss-Mehler quadrature formula.
     The integrals f and g clearly depend upon G(L) and B(L) which, in turn, depend upon
spectroscopic data for a given diatomic molecule.  A brief review of the spectroscopy of
diatomic molecules leads to an understanding of the determination of the parameters G(L)
and B(L).  
     An understanding of the spectroscopy of diatomic molecules  begins with the Born-
Oppenheimer approximation which enables the separation of the electronic and nuclear
motions in a diatomic molecule.  The approximation enables separate solution of the
Schrödinger equations for the electronic and nuclear motions, based upon the fact that the
nuclear masses are much greater than the electronic masses.  Therefore, by assuming a
fixed electronic state for a diatomic molecule, and focusing attention on the nuclear
vibrational and rotational motions, the spectroscopy of diatomic molecules, and the
determination of G(v) and B(v), can be elucidated.
     When the Schrödinger equations for the vibrational and rotational nuclear motions of a
diatomic molecule are solved, discrete vibrational and rotational energy levels arise, thus
defining the non-electronic spectroscopy of diatomic molecules.  The vibrational energies
correspond to infrared wavelengths, while the rotational energies correspond to
wavelengths in the microwave region of the electromagnetic spectrum.  The energy
difference between two vibrational or rotational energy levels, given by Planck’s
equation,      
                                                                                                        (7)
relates the frequency of the spectroscopically observed radiation (absorption or emission). 
12
Moreover, there are several expressions which relate the energy of a specific vibrational-
rotational level to G(L) and B(L).  These expressions include band constant expressions,
Dunham expansion, and “Near Dissociation” expansions.  Hence, for the vibrational-
rotational level given by (L,J) (where L is now the vibrational quantum number and not
the spectral frequency given in (7)), the band constant expression for the energy is given
by
                   (8)
The Dunham expansion2 is given by
                                                      (9)
where Yl,m is referred to as the Dunham coefficients.  The values of G(L) and B(L) can
thus be written in terms of the Dunham coefficients, hence
                                                                               (10)
For fixed states such as L and L’ and states such as J, J’, J”, etc (subject to the appropriate
selection rules for vibrational and rotational transitions), expressions for )E, 
such as 
                                                                             (11)
for example, can by obtained from equation (8) or (9).  Least squares fitting of
spectroscopically obtained data ()E) from equation (7) to expressions given by (11) then
13
enables the direct determination of G(L) and B(L) using equation (8), or the indirect
determination of G(L) and B(L) from equation (10) using the Dunham coefficients, Yl,m,
obtained from (9).
     Having demonstrated the connection between the Rydberg-Klein-Rees Method and the
spectroscopy of diatomic molecules, it is possible to also relate the RKR method to the
work to be reported here.  As suggested in the introduction, the matrix representation of
the Schrödinger equation for the vibrational motions of a diatomic molecule serves as the
model for attempting to recover information about the potential energy.  In particular,
knowledge of the vibrational energy and the square of the projection of the wavefunction
onto a particular basis set function for a number of states are assumed known.  For a
potential energy having an assumed functional form, it will be shown that there are two
possible potential energy functions (interrelated as mirror images of each other) that give
rise to the assumed data.
      Reconsideration of equations (1) and (2) reveal another set of solutions for R1(L) and
R2(L) given by 
                                                                              (12)
which satisfies the relationships
                                                                                            (13)
Hence, there are two potential energy functions associated with the given vibrational
energy and inertial rotational constant data, and one is the mirror reflection of the other
14
about the <-axis.  Thus, a distinct parallel is observed between the results obtainable from
the RKR method and the results of the research reported herein.  Physically, this would
seem to be perfectly reasonable.  If a potential energy curve for a diatomic molecule is
visualized, for example the potential energy curve given by the Morse potential, typically
such as curve is presented opening in the direction of the positive x-axis.  However,
physically it seems equally reasonable to draw the curve opening in the direction of the
negative x-axis.  Thus, if we consider the dissociation of a diatomic molecule, there is no
difference if atom B moves to the right away from atom A, or vice versa.  This fact
appears to be captured in the pair of solutions that arise in the Rydberg-Klein-Rees
method.  When we turn our attention to the solutions of the systems of equations that
are derived within the context of the matrix representation of Schrödinger’s equation,
the same symmetry in the solutions will be observed.
15
Chapter 3: Inversion Using Equations of Motion
     In more recent work undertaken by Rabitz and his collaborators11-20, an algorithm for
the inversion of the potential energy or the dipole moment function from laboratory data
using the Heissenberg equation of motion is considered.  This algorithm uses time-
dependent data which arises from molecular tracking experiments.  Hence the observed
data is the mean position of the atoms in a molecule measured in real-time dynamical
experiments such as ultrafast transition-state spectroscopy.  Initial conditions are
specified by a sequence of wavefunctions say Rj(t=0), j=1,...,ND.  Therefore, the
experiments are assumed to provide measurements,
                                                 (1)
     The Heisenberg equation of motion is given by:
                                            (2)
where H = T + V - :,j(t) is the Hamiltonian for the system, T is the kinetic energy
operator, :(x) is the dipole moment, and ,j(t) is an external field.  
      For an arbitrary Hermitian operator, the Heisenberg equation can be recast into the
form of a Fredholm integral equation of the first kind for the potential energy or the
dipole moment.  The equation has the form:
                                                                                    (3) 
where f(x) = V(x), the potential energy  and
16
                                                        (4)
                                                                                   (5).
Similarly, if f(x) = u(x), the dipole moment, then
                                                           (6)
and
                                                                            (7)
If [O,f] = 0,  where f = V(x) or :(x), then the Heisenberg equation is not invertible.  This
is the case when O = x(t) for position tracking.  Although [x,V(x)] = 0 and [x,:(x)] = 0,
the invertible relation for V and : is obtained after differentiating <x(t)> twice with
respect to time.
     Although the proposed algorithm is a two-step strategy leading to the recovery of both
the potential energy and dipole moment functions, where the molecule is assumed to
interact with an external electromagnetic field, attention here will be focused on the first-
step in which the potential energy is obtained.  In the first step it is assumed that the
external field, ,j(t) = 0, and hence the potential is recovered from the field-free data, 
<Oj (t)>.
     When the inversion begins, a set of initial conditions is needed to be consistent with
                                                                    (8)
and much freedom exists in this choice.  With the known initial states and initial data, the
unknown potential V(x) is the solution of the integral equation (3).  Since the initial non-
17
stationary states Rj(0) are usually localized in the Franck-Condon region in an electronic
excitation process, the solution of the integral equation consequently only gives the local
potential Vo in the Franck-Condon region.  This part of the potential energy can be used
to propagate the wave functions Rj(0) to the next time step Rj()t) according to the time-
dependent Schrödinger equation,
                                                                               (9)
With the propagated wave functions, the solution of the integral equation gives the next
piece of the potential, V )t .  With this next piece of the potential, the wavefunctions at
the next time step, 2)t, can be obtained, which allows for solving the integral equation
again.
      The solution of the integral equation (3) has two characteristics.  The first is that the
solution is generally not unique.  The second is probably that the solution is not stable
against small changes of the data which is known as ill-posedness.  Both of these issues
are common to virtually all inverse problems.  In the algorithm discussed by Lu and
Rabitz11, a physical potential energy function is sought which is capable of reproducing
the data and satisfies fundamental physical requirements and boundary conditions.  For
example, the potential energy function should be a smooth function and be negligible
asymptotically as x 64.  If the properties of the solutions are not properly restricted,
multiple solutions to (3) arise, some of which are highly irregular and singular.    The use
of prior knowledge imposes mild general constraints on the solutions to single out the
f(x) with desirable physical properties.  By incorporating this prior knowledge the
18
solution can be stabilized and the procedure is referred to as a regularization procedure. 
The authors use smoothness of the potential energy function as the basis for obtaining a
regularized solution.  
     The integral equation to be solved is rewritten as:
                                                                            (10)
where:
                                                                                                (11)
                                                                   (12)
 The regularized solution of (2) is achieved by minimizing the following functional:
                                     (13)
Taking the variation of the functional with respect to f[n](x), the following is obtained:
                                                  (14)
where
                                                       (15)
                                                                                   (16)
The solution of equation (14) is:
                                                                      (17)
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where u j, vj(x) are the singular functions for the kernal K T and K with singular values Tj,
                                                               (18)
The regularization parameter " denotes the tradeoff between reproducing the data and the
solution being smooth.  An error function depending on " may be constructed as follows:
                                                       (19)                 
where the optimal "* is located at the global minimum of this error function.
     The inversion is achieved through the nth derivative f[n] (x) instead of f(x) itself, which
imposes a stronger smoothness condition on f(x) for n $1.  The potential energy function
is obtained by integrating f[n](x) n times to obtain f(x), hence:
                                          (20)
    This inversion method can be simulated in the following manner.  For an assumed
potential energy, the tracking data is obtained by propagating initial wave functions on
the assumed potential energy.  For example, an assumed potential energy could be the
scaled Morse potential given by
                                                        (21)
and the initial wave functions might be taken as the Gaussian wave packets given by:
                                                       (22)
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where C = (BS)-1/4 is the normalization factor.  Given the track x(t), its second derivative
is related to the potential through
                            (23)
where [1] denotes the first-order spatial derivative.  Thus equation (23) provides the
Fredholm integral equation of the first kind to be solved within this inversion method.  In
the work undertaken by Rabitz and his collaborators using this direct inversion algorithm,
good agreement was obtained between the assumed and computed potential energy and
dipole moment.
     A second approach for inverting data to yield an unknown function was given in a
paper by Caudil, Rabitz and Askar.21   This inversion method begins with the
consideration of a physical system which is governed by an operator equation of the form:
                                                                                               (24)
For any choice of the function V, (24) is solved for u, which is readily recognized as the
solution to the forward problem.  Evolution equations of the form 
                                                                             (25)
are of particular interest.  The inverse problem of interest is the determination of the
function V utilizing data measurements d = {dj}, which are related to V through equations
of the form:
                                                                  (26)
where each L(uj,V) is an operator, possibly non-linear, acting on uj and V.  It is assumed
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that L is a linear operator in V.  Hence, if dj and uj represent a time-ordered sequence of
observations, then equation (26) allows us to relate these observations to V through L.   
     The proposed algorithm consists of the three steps.  First, invert (26) to express the
unknown V in terms of the data {dj} and the initially unknown forward solution u, hence:
                                                                                                    (27)                   
                                                                
thereby establishing the functional dependence of V on d and u. Then equation (27) is
substituted into equation (24) and (24) (along with any initial or boundary value
conditions is solved u.  The solution is then substituted into the right-hand side of (27),
thus determining V explicitly in terms of the data d and the forward solution u.
     The algorithm begins by expanding the unknown V as:
                                                                                              (28)
where the coefficients ap are to be determined.  Substitution of (28) into (26) yields the
system of equations:                                                                
                                                            (29)
which can be written more compactly as:                                                                               
                                                                                                         (30)
If the linear operator M is invertible in some suitable sense, then (30) and (29) yield the 
expression:
                                                                    (31) 
Substituting (31) into (24) and solving the resulting (highly non-linear) equation will
yield u.  Finally u can be substituted into the right-hand side of (31) to determine V.
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      In terms of molecular dynamics and inverting laboratory data to determine a
molecule’s potential energy, these ideas can be applied in the following way.  The
relevant evolution law (or operator equation) is the time dependent Schrödinger equation:
                       (32)
where K, the kinetic energy operator, is given by:
                                                                                     (33)
The function ,(t), as above, represents an external (e.g. laser) field applied to the system,
and the function :(x), the dipole moment operator, are assumed known.  In accordance
with the previously outlined algorithm, we wish to relate the potential energy, V(x), to
experimental data and the forward solution of the Schrödinger equation, Q(x,t).
Laboratory data derives from expectation values of a Hermitian operator with respect to
R; that is, if d is a measurable quantity, then there exists a Hermitian operator O such
that: 
                                                                                     (34)                   
where <@ |@ > is the usual L2 inner product.  Again, this operator obeys the Heisenberg
equation of motion:
                             (35)
where for an operator A, +A, = +R*AR, denotes the expected value of A, and
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 [A,B] = AB - BA denotes the commutator of A with B.  Hence, the Heisenberg equation
will provide the framework for relating the observable d to V(x) and Q(x,t).
     If we let     denote a sequence of external fields to which the system is
exposed, a sequence of wavefunctions  Rj, j=1..J results obeying (32).  For this sequence 
of external fields there exists a sequence of data series given by:                                          
                                                                          (36)
where the subscript j denotes expectation values with respect to Rj
     From (35) we can write:
                                       (37)
If V is expanded as indicated in (28), then (30) leads to a matrix equation for the 
coefficients
                                                                                               (38)
hence:
                                                                                                         (39)
where the J x P matrix M and the J-vector f are given by:
                                                     (40)
 Therefore we can write:
                                                             (41)
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Thus, (41) gives the desired expression for V(x) which depends on the observable, d(t),
the wavefunction Q(x,t), and the choice of basis functions {N1(x),...,NP(x)}.
     Substitution of V(x), given by equation (41) into (32) yields the coupled system:
                                        (42)
By integrating (42), R is obtained and then through (41), the unknown V is determined.
     In both of these methods we see the importance of the wavefunction and the principal
equations of quantum mechanics, the Schrödinger and Heisenberg equations, for
determining the potential energy.  Moreover, the experimental observable, namely the
position (or spatial track) of the molecules plays a key role in connecting physical
observations to physical theory in order to determine the potential energy.  In particular,
we observe that the method of Rabbitz and Caudhill21 assumes a parameterized
formulation of the potential energy within a specified set of basis functions, and the
algorithm leads to a computation of these parameters. 
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Chapter 4: The Matrix Representation of Schrödinger’s Equation     
     In the following, a sketch of a derivation of the matrix representation of Schrödinger’s
equation and an elaboration of the basis set projection data as it relates to the correlation
function 22-23 will be given.  We assume that we have a sequence of energies, say E1,...,En
and for each energy there is an associated wavefunction, say R1(x),...,Rn(x), such that
                                                                     (1)                   
where H is the one-dimensional Hamiltonian operator.  If Rj(x) is expressed as a linear
combination of a set a basis functions, given by, N1(x),...,Nn(x), then we can write:
                                                                                    (2)
and substituting (2) into (1), gives 
                                (3)
If, for some i, such that 1 # i # n,  we multiply both sides of (3) by Ni(x), we obtain:
              (4)
Integrating both sides of (4) with respect to x gives:
    (5)
From the orthogonality of the basis set functions, equation (5) simplifies to:
                                           (6)
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Hence, equation (6) gives the system of linear equations, which in conventional matrix
notation, is symbolized by:
                                                                    (7)
The energies are readily obtained spectroscopically from measurements of wavelengths. 
Hence, if 8i, 1 # i # n, represents a set of measured wavelengths, then by Planck’s famous
relationship the energies are given by:
                                                    (8)
     An understanding of the basis set projection data begins with the definition of the
correlation function.  For a system defined by its wavefunction, Q(x,t), its correlation
function is given by:
                                                                         (9)
If we let N1(x) denote our first basis set function, and we imagine a system initially
prepared in a state having N1(x) as its wavefunction, then the projection of this basis set
function onto the spatial part of the eigenfunctions of the system is given by:
                                                    (10)
Next, the wavefunction of the system can be written as a superposition of all of the
eigenfunctions of the system, hence:
                                                              (11)
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Combining equations (9), (10) and (11) the correlation function can be formulated as:
                                  (12)           
Using the orthogonality of the functions {Rk}, equation (12) simplifies to:
                                                                          (13)
Assuming we have an independent, experimental, measurement of the correlation
function, C(t), we can take the Fourier transform of equation (13) to give:
           (14)
Evaluation of the right-hand side of equation (14) gives:
                                                                    (15)
If we take T = Ej, for j = 1,2,... then 
      
                                                                           (16)
from which we have:
                                                                                                  (17)
     Given this brief derivation of the matrix representation of the Schrödinger equation
and description of the eigenvalues and eigenvectors of the secular matrix, we can briefly
outline the approach to the inversion problem to be presented herein.  Starting with an
assumed functional form of the potential energy given by
                                                                                            (18)
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a specific choice of values for n, b1,...,bn is used to obtain the eigenvalues, E1,...,En and
eigenvectors "1,...,"n for the corresponding secular matrix.  The eigenvalues and the
squares of the “first” components of the eigenvectors are retained as our assumed data. 
Using the formulation of the potential energy given by equation (18) in which b1,...,bn are
introduced as unknown parameters, the secular matrix is reformulated such that its
elements are linear functions of the unknown potential energy parameters.
     Using this formulation, the fundamental eigenvalue/eigenvector relationship, equation
(7), will be used to derive three broad classes of polynomial equations.  In the first class,
to be derived from the secular matrix’s characteristic polynomial, the unknowns to be
determined are potential energy parameters.  The second class of equations, in which the
unknown eigenvector components as well as the potential energy parameters arise as
unknowns, is obtained directly from equation (7).  Finally a third class of equations which
depend only upon the unknown eigenvectors components is derived from a modified
formulation of the secular matrix in which the off-diagonal elements are strictly kinetic
energy terms.  The goal is to obtain the eigenvector components as a first step of a two-
step process leading to a determination of the potential energy.  In the second step, if the
elements of H are formulated as linear functions of the potential energy parameters, then
knowledge of all of the components for an eigenvectors enables the derivation of a system
of linear equations in the potential energy parameters.  Finally, we consider the potential
energy matrix V and derive systems of equations in which the elements of V arise
naturally as the unknowns. The details of the derivation and solution of these systems of
equations follows.  Before proceeding directly to this discussion, however, methods of
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solving systems of non-linear polynomial equations and the calculation of Gröbner basis
for polynomial ideals will first be reviewed.
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Chapter 5: Solving Systems of Polynomial Equations - Gaussian Elimination 
     As will be demonstrated in complete detail in subsequent sections, the matrix
representation of Schrödinger’s equation and the corresponding formulation of the
algebraic eigenvalue problem lead to the derivation of systems of polynomial equations in
which the potential energy parameters and basis set projections (eigenvector components)
arise as the unknowns.  The determination of these unknowns thus depends on the ability
to solve systems of polynomial equations.  Observing that such systems of equations arise
in many contexts, including science and engineering, it is not surprising that the solution
of these systems of equations has a long and rich history 24, and continues to be an active
area of ongoing research as this representative set of references indicates 25-40.  Within the
field of chemistry, systems of polynomial equations occur in the modeling of chemical
reaction system by mass action kinetics 41.   
      A common feature of many of these methods is the successive elimination of
variables from the equations.  Typically, these elimination methods yield a
“triangularized” system of equations in which the number of unknowns in each equation
steadily decreases.  Perhaps the most familiar example of an elimination method is
Gaussian elimination as it is applied to systems of linear algebraic equations.  Such
systems are readily solved by formulating the system of equations as an augmented
coefficient matrix, and performing the “elementary row operations” which yield a matrix
in row-reduced echelon form.  Such a matrix, with 1's on the main diagonal an 0's below
it, gives the desired triangularization.  Given this form, back substitution is performed to
obtain the solutions to the system of equations. 
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     We (Pence and Rosenthal) have applied the ideas of Gaussian elimination and back
substitution to nonlinear algebraic equations in the following manner.  We regard each
“power product” or monomial in a nonlinear algebraic equation as an independent
variable or “linear” unknown.  Thus, in the third order equation
                                                                                      (1)
we now recognize three algebraic unknowns: x2, xy2 and x.  Given a system of non-linear
algebraic equations where the total number of equations equals or surpasses the total
number of unique monomials of all orders, Gaussian elimination can be applied to
determine the solution.  As in the case of linear equations, our non-linear equations must 
exhibit “linear independence” in order to obtain a unique solution .
      The following elementary example illustrates this point.  Suppose we have the
following system equations:
                                                                          (2)
Regarding this as a system of linear equations in the unknowns x, x2, and x3, Gaussian
elimination and back substitution give x = 3, x2 = 9,  and x3 = 27.
     With this discussion of Gaussian elimination in mind, consider the following system
of non-linear equations:
                                                                    (3)
Geometrically, these are three circles of radius one, intersecting at the point (1,3).  
Regarding each of the unique terms as a separate algebraic unknown, we view this as a
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system of three “linear” algebraic equations in the four unknowns: x, x2, y, and y2.  We
immediately observe that the number of equations, three, is less than the number of
unknowns, four, and at first glance we might assume that this system cannot be solved
utilizing Gaussian elimination.
     Before abandoning this strategy, however, the following can be observed.  If  
f(x) = 0 denotes a polynomial equation in the unknowns x1,...,xn and if r = {r1,...,rn} is a 
root, then
                                                                                            (4)
is also a polynomial equation in {x1,...,xn} having the root r = {r1,...,rn}  Hence, by
multiplying a given system of nonlinear algebraic equations by appropriate monomials we
can simultaneously expand the number of equations and the number of unknowns, until
the number of equations equals or exceeds the number of unknowns.
     For two unknowns, say x and y,  there are two linear, three quadratic, and four cubic
monomials, for a total of nine monomials of degree one through three.  By multiplying
the three equations in (3) by the two monomial terms of degree one ( x and y), six
additional cubic equations are created, for a total of nine equations in nine unique
algebraic monomial terms.  Applying Gaussian elimination to this “expanded” system of
equations yields the solution x = 1 and y = 3.
     Although the two monomials of degree one were used to expand the system of
nonlinear equations in (3), any choice will do as long as the number of equations is at
least equal to the number of total monomial terms.  Moreover, while this example utilizes
a direct expansion in which all terms within a specified range of orders are generated, it
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has been found useful to implement a stepwise expansion procedure.
     In the stepwise implementation, a given order of equation is selected, and all possible
equations of that order are created by multiplying the given system of equations by the
required monomials.  In our example system, we might wish to generate cubic equations. 
As was demonstrated above, six cubic equations can be obtained from the three quadratic
equations in (3).  Gaussian elimination can then be applied to algebraically eliminate all
of the third-order terms.   By specifically focusing on the elimination of the third-order
terms, the objective is to increase the number of equations of lower degree (for example,
quadratic and linear in this example).  Assuming the elimination of the cubic terms yields
additional quadratic and/or linear equations, they can be combined with the quadratic
equations in the original system, and the elimination is repeated focusing on the quadratic
terms.  In this example, four additional quadratic equations are obtained upon eliminating
the cubic terms from these six cubic equations.   These four quadratic equations are then
combined with the original three quadratic equations giving a total of seven quadratic
equations.  The quadratic terms are eliminated and four linear equations are obtained. 
The four remaining linear equations are then solved for the two original unknowns.
     We have discovered that our stepwise approach offers the following advantage.  If we
simply expand the set of equations until the number of equations equals or exceeds the
total number of unique monomials of all degrees, Gaussian elimination may not yield
results from which the solutions of the original system of equations can be inferred.  The
stepwise approach has the advantage of maximizing the number of equations of a
specified order, and in turn, increases the number of equations of lower order after
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Gaussian elimination has been performed.     
     In subsequent sections systems of polynomial equations will be derived from the
secular matrix’s characteristic polynomial, and from the fundamental algebraic
eigenvalue formulation.  Viewing the total number of unique monomial terms as
independent unknowns, these systems of equations are typically characterized by the fact
that there are fewer equations than unknowns.  Hence our implementation of Gaussian
elimination, including the stepwise mechanism for expanding the given system of
equations, is indispensable for solving these systems.
     In the next section the use of Gröbner bases methods is discussed.  Gröbner bases
methods are based upon the characterization of the given polynomial equations within the
framework of an abstract algebraic ideal.  An overview of this algebraic formulation and
the method for obtaining the Gröbner bases will be discussed presently. The resulting
Gröbner bases are useful for exploring the structure of the solutions of the given
equations.
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Chapter 6: Solving Systems of Polynomial Equations - Gröbner Basis Methods
     In the preceding discussion, an algorithm based upon Gaussian elimination to solve
systems of consistent, nonlinear algebraic equations was described.  However, Gröbner
basis  42  - 50  calculations can also be utilized to obtain information about the solutions to
systems of polynomial equations.  Gröbner basis calculations arise from a consideration
of polynomial equations in the context of the abstract algebraic structures known as
ideals.  Therefore, before proceeding to a discussion of the application of Gröbner bases
methods to the solution of systems of polynomial equations, the abstract algebraic
concepts will be reviewed first.  The discussion of algebraic ideals begins with the
introduction of an algebraic ring.51
     A ring is an abstract algebraic structure, typically symbolized by (R,+,A), where (R,+)
is a commutative group.  For the commutative group denoted by (R,+), R is a non-empty
set, ‘+’ denotes a binary operation on the elements of R, and the following properties or
axioms are satisfied:
         i) If a, b, and c are elements of R, then a+(b+c) = (a+b)+c; hence the operation + is    
           associative;
       ii) There is an element e in R such that a+e = a for all a in R; e is called the identity     
           element of (R,+);
      iii) For each a in R, there exists a b in R such that a+b=e; b is called an inverse of a; 
and,
       iv) for each a,b in R, a+b is an element of R and this is the closure property                 
             of the group (R,+).
        v) If a+b = b+a for all a and b in R, then (R,+) is a commutative or abelian group.
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For example, if R is the set of all integers (eg., R = Z) and `+  `is the usual addition
operation (of ordinary arithmetic), then (Z,+) is a commutative group.  In this example, 0
is the identity element of R, since a + 0 = a for all a in R; and for all a in R, -a is the
inverse element of a, since a + (-a) = 0.  Clearly, if a and b are integers then a+b is also an
integer and the closure property is satisfied.  Finally, a+(b+c) = (a+b)+c, and a+b = b+a,
hence the associativity and commutativity properties are readily satisfied and (Z,+) is a
commutative group.  Chemists are most familiar with group theory from a consideration
of the symmetry properties of molecules arising from the various rotation and reflection
symmetries exhibited by molecules.
     Incorporating the axioms of an abstract algebraic group, the properties of a ring,
(R,+,A), are established by focusing attention on the operation denoted by (A).  This
operation satisfies the following axioms:
              i) the operation is associative,  hence aA(bAc) = (aAb)Ac;
             ii) the operation is distributive with respect  to +, hence, aA(b+c) = aAb + aAc;
 and,
            iii) If a,b are in R, then aAb is also in R, hence (R,+,A) exhibits closure with respect  
                 to + and A .
     If R contains an element e’ such that aAe’ = e’Aa = a, then e’ is called the multiplicative
identity of R.  Again if R = Z, the set of integers, then (Z,+,A) is a ring, where + and A are
the familiar arithmetic addition and multiplication.  Moreover, since aAb = bAa, then
(Z,+,A) is a commutative ring.
    With the concept of an algebraic ring in mind, an ideal, which we will denote by A, is
defined as follows.  Let (R,+,A) denote a commutative ring and let A be a subset of R.  
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Then A is an ideal if:
     i) for all f,g in A, f+g and fAg is in A, (hence A is a  subring); and,
    ii) for all f in A, gAf is in A for any g in R.
If (R,+,A) again denotes the ring of integers, and if A denotes the set of all integers which
are multiples of 3, then A is an ideal.  This is readily seen, since the sum and product of
any two multiples of 3 is again a multiple of 3 (satisfying property i) for an ideal; and, if
any multiple of three is multiplied by any integer, the resulting product is still a multiple
of 3 (satisfying property ii) for an ideal .  
      Given the definition of an ideal, a generating set, or basis, for the ideal can be defined. 
Suppose, f1,...,fr are elements of an ideal, I.  Then from the definition of an ideal, for any
g1,...gr in (R,+,A), f = g1f1 + ... + grfr is also an element of I, and the set {f1,...,fr} is called a
generating set, or basis, for the ideal I.  In general, the generating set of an ideal need not
be unique.  For example, returning to the ring of integers and the ideal consisting of
multiples of 3, then {3} and {9, 30} are both generators for this ideal. The nonuniqueness
issue will be reconsidered when Gröbner bases are discussed below.
     With these algebraic preliminaries in hand, attention is returned to the consideration of
systems of polynomial, algebraic equations.   Let Q[x1,...,xn] denote the ring of
polynomials with rational coefficients over the field of real numbers.  Let A be the set of
all polynomials f in Q such that f(a1,..,an) = 0.  Then A is an ideal and there exists a basis
{f1,...,fr} such that:
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                                      (1)
Hence, all of the elements in the ideal can be represented as linear combinations of the
basis elements {f1,...,fr}.  Because the elements of the basis have the same roots as the
elements of the ideal A, the basis elements may be useful for determining the roots of the
ideal elements.  For example, if one or more of the basis elements was a univariate
polynomial, then the task of identifying the nature of the roots of the elements in the ideal
would be reduced the finding the roots of the univariate polynomials.  The following
example will make these ideas more concrete.
     Suppose we have the ideal, I, having the elements
                                                                      (2)
The common roots of these two polynomials are not evident from the equations f(x,y) = 0 
and g(x,y) = 0.  The polynomials given by
 
                                 (3)
are a basis for I.  The roots of g1(x) can be determined by the usual root-finding methods
for univariate polynomials; and for each root, ", the corresponding values of y can be
found by computing the roots of g2(",y).  G is a Gröbner basis for the ideal I, and
attention is now turned to the definition and computation of Gröbner bases. 
     In order to discuss  Gröbner bases and their computation, several concepts must be
introduced.  The first two are the concepts of term ordering and reduction.  Term ordering
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can be introduced by considering two monomial terms, say:  
                                                         (4)
We wish to apply criteria which will enable us to decide whether t1 <  t2 or t2 < t1 .  Two
orderings, commonly used  in the computation of Gröbner bases, are lexicographic
ordering, in which the terms are ordered as the would appear in a dictionary; and total
degree ordering, which as the name implies, orders the terms by total degree.  In general,
the application of either total degree or lexicographic term ordering presupposes an
ordering such as
                                                                                         (5)
Figure 1 on page 46 illustrates several term orderings for the terms of a third degree 
polynomial in three variables.  If {ti}, for 1 # i # n, denotes the set of terms (monomials)
in a given polynomial, then the principal monomial of the polynomial is defined as the
term tp such that tp > ti  for all i with respect to a specified term ordering.  Hence for any
polynomial, p, the principal monomial will depend upon the term ordering.  So for f(x,y)
given in (2), x3 is the principal monomial under total degree ordering, while y2 is the
principal monomial under purely lexicographic ordering with x <L y, where <L denotes 
lexicographic term ordering..
     If f and g denote two polynomials whose terms have been ordered with respect to a
given term ordering, then we can define reduction in the following way.  Let head(f)
denote the principal monomial of f (with respect to a given term ordering), and let ldcf(f)
denote the (lead) coefficient of the principal monomial of f; hence f can be written as:
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                                                                               (6)
where f* = tail(f).  If we suppose that g has a term, t, which is a multiple of head(f), then
                                                                                                 (7)
and
                                                                                                 (8)
then the reduction of g by f is given by
 
                                                                             (9)
     Before proceeding to the definition of the Gröbner basis, a concrete example of
polynomial reduction of one polynomial with respect to a set of polynomials is given. 
Suppose we had the basis polynomials given by:
                                                                   (10)
and the polynomial g, given by:
                                                                                   (11)
If, using the total degree ordering, we wish to reduce g under f1, we note that the principal
term of g is 3x12x22 , and if we multiply f1 by 3x2 , and subtract it from g we obtain:
                                                                       (12)
The polynomial g1 can be further reduced under f3  yielding:
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                                                                         (13)
Since the principal monomial of g2, x12, is not a multiple of the principal monomial of f2,
this reduction process terminates.  However, the reduction shown above is not the only
reduction of g under the set {f1, f2, f3}.   Thus, if we consider the reduction of g under f2
we obtain the following:  
                                                                       (14)
and again the reduction terminates as the principal monomial term cannot be expressed as
a multiple of any of the principal monomials of the given basis set.  The irreducible
polynomial resulting from the reduction is called the normal form with respect to the
basis set.  The choice of the principal monomial clearly depends on the ordering criteria
applied, and therefore the reduction process can yield different polynomials depending
upon the term ordering.  Figure 2 on page 47 shows additional examples of polynomial
reduction.  
     The preceding discussion defines the reduction of any arbitrary polynomial with
respect to a given basis for an ideal.  However, we wish to define the “simplest” basis set
as the basis for which every polynomial in the ideal has a unique normal form.  This basis
is known as the standard, or Gröbner basis.   Gröbner bases were first introduced in
Bruno Buchberger’s Ph.D. thesis in 1965 and were named for his thesis supervisor W.
Gröbner43. Hence, for example, the basis given by F in (10) is not a Gröbner basis for g,
since g does not have a unique normal form with respect to F.  An improved algorithm for
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the computation of Gröbner bases was introduced by Buchberger52,53 in 1976 and one of
his fundamental contributions was to show that every ideal in Q[x1,...,xn] has a Gröbner
basis.  Moreover, he designed an algorithm to construct a Gröbner basis for any ideal
starting from an arbitrary basis. Buchberger’s algorithm for obtaining a Gröbner basis can
be outlined as follows.
      Given the polynomial ideal F = {f1,...,fn }, our initial basis for F will be denoted by G
and will simply be put equal to F (that is, G = F), since F is clearly a basis for itself. 
Next, we define the set B such that B is given by:
                                                                   (15)
For each element of B (a pair of polynomials), the s-polynomial of the pair is given by:
                                                (16)
where
                          (17)
Figure 3 on page 48 gives an equivalent definition of the s-polynomial and an example of
its computation for two given polynomials.  Given the definitions of the sets G and B and
the definition of the s-polynomial for the pair (fi, fj), Buchberger’s algorithm proceeds as
follows.  For a given element of B, the normal form of the s-polynomial of the element 
with respect to the basis G is computed.  If the resulting normal form, say h, is non-zero,
then the basis G is augmented with the element h, the set B is augmented with the
elements (h,g) for all g , G, and the element of B, for which the normal form of the s-
polynomial was computed, is removed from B.  These steps are repeated until the set B is
empty.  This condition is met when the normal form of all of the s-polynomials for each
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pair in the basis G is zero with respect to G.  At this stage G is a Gröbner basis for the
ideal F.
     The definition of the Gröbner basis can be extended to define the reduced Gröbner
basis.  If g is a polynomial in the Gröbner basis G, and if we let G’ = G\g (e.g., the
elements of G excluding g), then G is a reduced Gröbner basis if and only if the normal
form of g under G’ equals g for all g in G.  Thus, for every g in G, no further reduction of
g is possible with respect to G\g. 
     These ideas can be illustrated by reconsidering the ideal given in (2).  Because the
original ideal consists of only two polynomials, it is fairly easy to outline the steps of
Buchberger’s algorithm.  Initially, G = { f(x,y), g(x,y)} and B = {f(x,y),g(x,y)}.  Using
lexicographic term ordering, the normal form of the s-polynomial of (f(x,y),g(x,y)) is:
                                                                     (18)
Since h1(x,y) … 0, the set G is augmented to {f(x,y), g(x,y), h1(x,y) }; the pairs (f(x,y),
h1(x,y)) and (g(x,y), h1(x,y)) are added to B; and the pair (f(x,y),g(x,y)) is removed from
B, thus completing the first iteration of the algorithm.  Next the normal form of the 
s-polynomial of the pair (f(x,y), h1(x,y)) with respect to g is computed giving the
polynomial 
                                            (19)
The basis G is augmented so that it now given by 
                                                           (20)
and B now consists of the pairs 
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     (21)
The normal forms of the s-polynomials of the four elements of B are all zero, hence each
pair is removed from B and B becomes the empty set.  The algorithm terminates and the 
Gröbner basis under lexicographic term ordering (with x < y) is given by G in (20). 
However, G is not a reduced Gröbner basis.  If G’ = G\f(x,y), then the normal form of
f(x,y) under G’ is not f(x,y); similarly, if G” = G\g(x,y) then the normal form of g(x,y)
under G” is not g(x,y).  If G* = {h1(x,y), h2(x,y)}, then G* is a reduced Gröbner basis
since the normal form of h1(x,y) under G*\h1(x,y) is h1(x,y) and the normal form of
h2(x,y) under G*\h2(x,y) is h2(x,y).
      To illustrate that the Gröbner basis depends on the choice of term ordering, a reduced
Gröbner basis for  (2)  under total degree ordering with x < y is
                                     (22)
while a reduced Gröbner basis for (2) under lexicographic term ordering with y < x is:
       (23)
Figure 4 on pages 49 and 50 summarize and illustrate Buchberger’s algorithm.
    The basis G in (3) and the basis G2 in (23) are both reduced Gröbner bases for the ideal
in (2) under lexicographic term ordering with x < y, and y < x respectively.  Both
demonstrate the separation of variables that occurs with the use of lexicographic term
ordering.  That is to say that lexicographic term ordering guarantees that at least one of
the polynomials in the reduced basis is a univariate polynomial for which roots can be
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determined using conventional root-finding methods.  Moreover, the remainder of the
bases is in “triangular” form and hence the values of the other unknowns arising in the
original ideal are readily determined once the roots of the univariate polynomial have
been determined.  Therefore, Gröbner bases computed under lexicographic term ordering
are very useful finding the roots of a system of non-linear, polynomial equations.
     In the following sections the Gaussian elimination methods of the previous section and
the Gröbner basis methods of this section will be applied to systems of polynomial
equations constructed from the matrix representation of Shrödinger’s equation.
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Monomial Term Ordering
     For polynomials in {x,y,z} of degree 3 we have the following representative term       
orderings.
     Pure Lexicographic Term Ordering with x > y > z :
       1 < z <  z2 < z3 < y < zy < z2y < y2 < zy2 < y3 < x < zx < z2x< yx < zyx, y2x < x2 <
                                                         zx2 < yx2 < x3
      Pure Lexicographic Term Ordering with z > y > x :
        1 <  x < x2 < x3 < y < xy < x2y < y2 < xy2 < y3 < z < zx < x2z < yz < zyx < y2z < z2 <    
                                                     xz2 < yz2 < z3
      Total Degree Ordering with x < y < z:
        1 < x < y <  z < x2 < yx < zx < y2 < zy < z2 < x3 < yx2 < zx2 < y2x < zyx < z2x < y3 <    
                                                    zy2 < z2y < z3  
     Total Degree Ordering with z < y < x:
        1 < z < y < x < z2 < zy < zx < y2 < yx < x2 < z3 < z2y < z2x < zy2 < zyx < zx2 < y3 <     
                                               y2x < yx2 < x3
Figure 1: Gröbner Bases Concepts - Term Ordering
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Polynomial Reduction
Let p and q be two polynomials; suppose p has a term t with non-zero coefficient that is a
multiple of the head of q [ head(q) ] with respect to a given term ordering; 
that is.  t = t’ head(q), then
                 p = at + p* where a , Q and   t = t’ head(q) for some term t’
and the reduction of p by q is given by:
                  r = p - a t’ q       
                                                                      = p - a(t/head(q)) q
Thus for:
         p = 6x4 + 13x3 - 6x + 1 and  q = 3x2 + 5x +1
then for the reduction of p by q we have: t = x4 , head(q) = x2 , and a = 2, hence:
           r = 6x4 + 13x3 - 6x + 1 - 2(x4/x2)(3x2 + 5x + 1)               
                                    =   3x3 + 2x2 - 6x + 1
For the multivariate example
             p = 2y2z - xz2  and q = 7y2 + yz - 4
we have t = z and a = 2/7, and the reduction of p by q under total degree ordering is
             r = 2y2z - xz2  - (2/7)(z)(7y2 + yz - 4)
                                                    =   -xz2 - 2/7 yz2 + 8/7 z
Figure 2: Gröbner Bases Concepts - Polynomial Reduction
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The S-Polynomial
Let P1 and P2 denote two polynomials in { x1,...,xn).   Let M(P1) and M(P2) denote the 
leading monomials of P1 and P2 with respect to a given term ordering.
Then the s-polynomial of P1 and P2, denoted by s-poly(P1,P2) is given by:
                  s-poly(P1,P2) = lcm(M(P1),M(P2))( P1/M(P1) - P2/M(P2))
where lcm( , ) is the least common multiple of P1 and P2.
For example, let P1 = x2 + yz - 2 and P2 = y2 + xz - 3.
Then M(P1) = x2, M(P2) = y2 and lcm(P1,P2) = x2y2, and 
                      s-poly(P1,P2) =    x2y2(( x2 + yz - 2 )/x2 - (y2 + xz - 3)/y2 )
                                           =    y3z - 2y2 - x3z + 3x2 
Figure 3: Gröbner Bases Concepts - The S-Polynomial
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Buchberger’s Algorithm - An Illustrated Example
Suppose P is an ideal with elements:
Step 1: Let G be the Gröbner bases, and it is initially defined by G = P.
Step 2: Define B such that B = {{ G1,G2}, (G1,G3}, {G2,G3}}
                                          
Step 3: For each (Gi, Gj) in B, compute s-poly(Gi,Gj) and reduce it relative to the elements
            of G; denote this polynomial by h.
Step 4: If h is not equal to 0 then add h to G, and add the pairs {Gi,h} to B.
Step 5: Remove pair {Gi,Gj} from B
Terminate algorithm when the set B is empty, e.g., when the s-polynomial of every pair
{Gi, Gj} reduces to 0 under the elements of G.
Figure 4: Gröbner Bases Concepts - Buchberger’s Algorithm
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The application of Buchberger’s Algorithm then yields the following:
              Iteration               Pair          Reduction of s-poly(Gi , Gj )
                   1                  G1, G2                          0
                   2                  G1, G3          -2xz2 + 5x - 2y + 3z = G4
                   3                  G2, G3          -2yz2 - 3x + 5y + 2z = G5
                   4                  G1, G4                          0
                   5                  G2, G4                          0
                   6                  G3, G4           -2z4 - 2xz - 3yz + 15z2 - 19 = G6
                   7                  G1, G5                          0
                   8                  G2, G5                          0
                   9                  G3, G5                          0
                 10                  G4, G5                          0
                 11                  G1, G6                          0
                 12                  G2, G6                          0
                 13                  G3, G6                          0
                 14                  G4, G6                          0
                 15                  G5, G6                          0
The reduced Gröbner bases is obtained by considering the reduction of Gi with respect
to G\Gi for 1 <= i <= 6.  Since no Gi can be further reduced with respect to G\Gi, G is
a reduced Gröbner bases as well.
Figure 4 (continued) 
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Chapter 7: The Matrix Representation and the Characteristic Polynomial
     We begin with a consideration of the one dimensional, time-independent, Schrödinger
equation given by:
                                                                                                      (1)
where, as usual,  H represents the Hamiltonian (total energy) operator, E the total energy,
and R(x) is the wavefunction.  This formulation is readily recognized as an eigenvalue 
problem in which E and R(x) are the eigenvalues and eigenfunctions of the operator H.
     Next we assume that R(x) is represented as a linear combination of basis set functions
where the basis set is assumed to be finite.   If { N1(x),...,Nm(x) } denotes the finite basis
set, then we can write:
                                                                                      (2)
For a set of energies, say E1 ,...,En, there exists a corresponding set of wavefunctions, 
R1(x),...,Rn, such that 
                                                             (3)
If the Hamiltonian operator, H, is replaced by the secular matrix H, with elements:
                                           (4)
then the Schrödinger equation takes on the following matrix form:
                                                                                                (5)
If we let " i , i=1,..,n, denote the vector such that
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                                                                 (6)
then (5) above can be rewritten as follows:
                                                                           (7)
For a given set of basis functions, Equation (7) provides the fundamental relationship for
exploring the quantum mechanical inversion problem from the standpoint of the matrix
representation of Schrödinger’s equation.  Clearly the relationship utilizes the given data,
Ei and a2i,1 for 1 # i # n which was described previously in Chapter 4.   The potential
energy, which we are seeking to determine, is worked into this formulation in the
following manner.
     If x is the internuclear distance in a diatomic molecule, say, then we can write the
following functional form for the potential energy near the potential minimum, namely:
                                                                                          (8)
where the parameters {b1 ,..., bn } are unknown and are to be determined.  If this
formulation of the potential energy is substituted into (4) according to:
                                                                    (9)
then the elements of H are linear functions of the unknown potential energy function
parameters; that is,
                                                   (10)
where Ki,j is the kinetic energy; figure 5 on page 62 shows the secular matrix for an
53
assumed four-parameter potential energy function.  If we assume that our basis set
functions are the harmonic oscillator wave functions, consisting of both even and odd
wavefunctions, and that our formulation V(x) includes both even and odd powers of x,
then, in general, the elements of H will not depend on all of the unknown potential energy
function parameters.  In particular, when the coefficients of bi in (4) are odd functions of
x, the corresponding integral vanishes since for odd values of n:
                                                                         (11)
Given the functional dependence of the elements of H on the unknown potential energy
parameters, we can make the following observation.  If for some i, such that 1 # i # n, we
knew all of the components of the eigenvector "i then we could use equation (7) to
construct and solve a system of linear algebraic equations in the unknown parameters 
{ b1,...,bn } .  Clearly, these solutions yield the potential energy function(s) that gave rise
to the assumed data.  However, whether all of the components of any or all of the
eigenvectors in equation (7) can be determined is a matter which will be examined further
in the next chapter.  Before turning to this issue, we will consider the secular matrix’s
characteristic polynomial.
     The characteristic polynomial of H is given by
                                                                             (12)
When the elements of H are linear functions of the potential energy function parameters,
{b1 ,..., bn }, the coefficients of the terms in 8 in (12) are polynomial functions of the
potential energy parameters; this is illustrated in Figure 6 on page 63.  The roots, 8, of
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(12) are the eigenvalues, E1,...,En, of H in (7) and therefore (12) can be equivalently
written as:
                                                                            (13)
The coefficients of 8 in (13) are readily computed functions of the given energies 
E1 ,...,En ; see figure 7 on page 64.  Therefore, by equating the coefficients of equal
powers of 8 in equations (12) and (13), one obtains a consistent system of polynomial
algebraic equations in the unknown potential energy parameters.  In particular, the
coefficient of 8i is a polynomial of degree n-i in the unknowns {b1,...,bn} for 0 # i # n-1 
in (12); and the system polynomial equations are of degree 1 through n.  The coefficient
of 8n in (12) is a constant and does not produce a polynomial equation.  Figure 8 on page
65 illustrates the derived systems of equations for an assumed four-parameter potential
energy function.
     Thus we have created a system of algebraic equations which relates the unknown
parameters of an assumed potential energy function to the eigenvalue (energy) data of a
specific (assumed) potential energy.  However, we still have assumed basis set projection
data, "21,1,...,"2n,1.  Ideally, we wish to relate the unknown potential energy parameters to
the projection data as well, thereby possibly further constraining the solutions of the
system of algebraic equations to be solved.  To that end, we consider the fundamental
eigenvalue/eigenvector given by equation (7) and observe that for  m $ 0:
                                                                                             (14)
and for any i such that 1 # i # n:
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                                                            (15)
If we multiply both sides by " i,1 and sum over all values of i, we obtain:
                                                                (16)
Rearranging the order of summation gives:
                                                              (17)
By the orthogonality of the eigenvectors we have
                                                                     (18)
and therefore:
                                                                                        (19)
Since Hm 1,1 is a polynomial function of the potential energy parameters and the right hand
side of equation (19) is computed directly from the assumed eigenvalue and eigenvector
data, we have succeeded in relating the unknown potential energy function parameters to
the entire set of data.  So for m = 1,2,3,..., equation (19) provides a means for generating a
sequence of additional polynomial equations in the unknown potential energy parameters.
     In the above derivation, knowledge of "1,12 ,...,"n,12 , that is, the projections on the first
basis set function, is assumed.  If j denotes the jth basis set function, and we assume that
"1,j
2 ,..., " n,j 2 are given, then in an analogous manner we can derive the polynomial
equations given by:
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                                                                 (20)
Hence, as long the projection data is for a single basis set function, then we are able to
derive the additional equations given by (20).  If, however, we had assumed basis set
projection data for two or more of the basis set functions, say "1,12 , "2,22 and "3,32,
(when n = 3), then it does not appear to be possible to derive polynomial equations
analogous to equation (20).  As will be demonstrated shortly, the equations given by (20)
are critical for the determination of the potential energy functions associated with the
assumed data.  Without loss of generality, knowledge of the projection data for the first
basis set function will be assumed throughout the remainder of the discussion.
     The solutions to the polynomial equations resulting from the characteristic polynomial
and from equation (19) were investigated by considering assumed potential energy
functions comprised of two to seven terms in the internuclear distance, x.  For a specific
number of terms, say n, the number of odd-powered terms, say m, was varied from 0 to n-
1; the highest powered term in the assumed potential energy function was made an even
power of x.  Before considering the specific examples of the potential energy functions
investigated, and the difficulties that arise for higher-order potential energy functions, a
few general observations and conclusions can be made.  
     It should be noted at the outset that we essentially have two classes of polynomial
equations.  One class is the set which is derived directly from the secular matrix’s
characteristic polynomial, while the other class is the set that derives from our
relationship for H1,1 , the energy data, and the basis set projection data in (19).  If only the
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solutions to the polynomial equations resulting from the characteristic polynomial are
considered, we find that these equations, in general, have a larger set of solutions which
includes the assumed potential energy.  As previously observed, these equations relate the
unknown potential energy function parameters to the given energy data, they do not relate
the unknowns to the assumed basis set projection data.  It is perhaps not surprising that
this multiplicity of solutions reproduces the assumed energy spectrum, but includes
potential energy functions that do not reproduce the assumed projection data.  The
inclusion of the equations derived from (19) constrains the set of solutions to those that
reproduce both the eigenvalue and eigenvector data, but these solutions are not
necessarily unique.  Furthermore, it will be seen that the selected functional form of the 
potential energy function is related to nature of the solutions to these equations.  
     First, as a special case, if we consider a potential energy function comprised only of
even powered terms in the internuclear distance, x, then the system of equations derived
from the characteristic polynomial, equations (12) and (13), and equation (19) have a
unique solution, yielding a single potential energy function.  Although the choice of an
even function for V(x) is not a physically realistic one, it helps to set the stage for
establishing a more general result.  If V(x) is comprised of both even and odd-powered
terms in the internuclear distance, x, then the coefficients of the even-powered terms in
V(x) are unique, while the coefficients of the odd-powered terms in x can have multiple
values.  Hence, for formulations of the potential energy function which include both even
and odd powered terms, there are two potential energy functions, related by V1(x) = V2(-
x), that give rise to the assumed data.  The consideration of specific classes of potential
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energy functions will further elaborate this result.
     This result is easily illustrated by the two parameter potential energy function:
                                                                                      (21)
The polynomial equations, derived from the characteristic equation and the equation
relating H 1,1 to the energy and projection data, consist of one quadratic equation in b1 and
b2, and two linear equations in the unknown, b2.  A Gröbner basis calculation, using
lexicographic term ordering, gives a basis consisting of a linear polynomial in the
unknown b2, and a quadratic polynomial in the unknown b1.   Formulating these basis
polynomials in terms of the energy data, say E1 and E2, and setting these basis elements
equal to zero, then solving these two polynomials for b1 and b2 gives:
                                                                 (22)
The two values of b1 thus imply the two potential energy functions satisfying the
relationship V1(x) = V2(-x), both of which reproduce the energy and basis set projection
data.
     Next consider the two three-parameter potential energy functions given by 
                                                                  (23)
Using the characteristic polynomial and equation (19) with m=1,  four polynomial
equations, two of which are linear, and the remaining two are quadratic and cubic, are
obtained.  The two linear equations that result from V1(x) depend upon b1 and b3, while
the linear equations resulting from V2(x) depend only upon b3.  The solutions to the
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polynomial equations associated with V1(x) yield unique values for b1 and b3 and two
possible values for b2, which are equal in absolute value.  Hence, with a single odd-
powered term in the potential energy function, there are two potential energy functions
that reproduce the data.
     Once again a Gröbner basis calculation using lexicographic term ordering elucidates
the structure of the solutions and their relationship to the data for V1(x).  In particular, the
Gröbner basis calculation gives two univariate linear polynomials in the unknowns b1 and
b3 and a univariate quadratic polynomial for the unknown b2.  As functions of the
assumed data, b1 and b3 are given by:
                                                         (24)
and the value of b2 is given by:
           (25)
     The solutions of the polynomial equations generated for the potential energy function
given by V2(x) have a different structure.  The Gröbner basis calculation gives a
univariate linear polynomial in the unknown b3 and so b3 is uniquely determined.  A
fourth order univariate polynomial in b2 is obtained, potentially having four real roots.  In
fact, for the numerical examples examined, four real roots are obtained which occur in
pairs; within each pair, the roots are equal in absolute value.  Finally for each value of b2,
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another element of the Gröbner basis provides a univariate linear polynomial which
relates b1 to b2, thus giving a unique value of b1 for each value of b2.  Hence, four
potential energy functions arise for the potential energy given by V2(x).  As suggested
above, each of the four solutions reproduces the assumed energy data (eigenvalues);
however, only one pair of the solutions reproduces assumed basis set projection data.    
     The solutions for the four-parameter potential energy functions exhibit the same kind
of behavior as are manifest in the three-parameter case.  In particular, if we first consider
four-parameter potential energy functions having either one or two odd-powered terms,
such as:
                                                        (26)
we again observe that there are exactly two solutions for the coefficients of the odd-
powered terms in V3(x) and V4(x), both of which reproduce the assumed energy and basis
set projection data.  In the case of V4(x), for example, a typical Gröbner basis calculation
for the resulting system of algebraic equations, gives b1 as a constant multiple of b3; and
b3, in turn, appears in a univariate quadratic polynomial.  Hence the algebraic signs of b1
and b3 are coupled.  The results, using data assumed for a specific potential energy
function having the functional form of V4(x), are summarized in figure 9 on page 66. 
     If we consider a four-parameter potential energy function with three odd-powered
terms, such as:
                                                     (27)
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we get results similar to those obtained for the three-parameter function with two odd-
powered terms.  In particular there are up to eight quadruples, {b1,b2,b3,b4}, that solve the
polynomial equations derived from the secular matrix’s characteristic polynomial and
equation (19).  In the example where b1 = b2 = b4 = 1.0 and b3 = 0.5, only four of the
solutions are real-valued and obviously the remaining four complex solutions are
immediately excluded from further consideration.  Again, only two of the four real
solutions reproduce both the energy and the basis set projection data.
     While the results for the previously described potential energy functions (having two,
three, and four parameters) were fairly easily obtained, the five and six parameter
potential energy functions provided difficulties not previously encountered.  Overcoming
these difficulties led to a better a better understanding of the algorithms being utilized,
and to a better appreciation of their limitations.  These difficulties will be discussed by
considering a five-parameter potential energy function.
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Assumed Potential Energy
Basis Set: Approximate Harmonic Oscillator Wave Functions 
The Hamiltonian operator in Atomic Units:             
The Elements of The Secular Matrix H:  
 Figure 5: The Secular Matrix  For A Four-Parameter Potential Energy Function 
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The Characteristic Polynomial of the Secular Matrix H:
where:
Figure 6: The Characteristic Polynomial of H As a Function of the
                                   Potential Energy Parameters 
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For   the coefficients of 8 are given by:
Equating the respective values of c0 , c1 , c2 , and c3 gives a system of four polynomial
equations in the four unknowns: b1, b2 , b3, and b4 .
                
   Figure 7: The Characteristic Polynomial As a Function of the Assumed Energy               
                   Data
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Figure 8: Derived System of Equations for a 4-Parameter Potential Energy Function
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For energies given by:
      E1 = 0.9779       E2 = 3.7896       E3 = 13.7728         E4 = 26.4597
and corresponding projections given by:
      "2 1,1 = 0.9516   "2 2,1 = 0.0106   "2 3,1 = 0.0370        "2 4,1 = 0.0007
the Gröbner bases for the systems of equations in Figure 5 is:
which implies that 
or:
      Figure 9: Solution to System of Equations in Figure 8 for Given Energies and               
                     Projections
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      The five-parameter potential energy function to be considered is given by:
                                                   (28)
Following the approach utilized for the previously discussed examples, specific values for
the vector b = {b1,...,b5} are assumed, and the eigenvalues and eigenvectors for the
corresponding Hamiltonian matrix are computed.  Using the generalized formulation of
the potential energy, given by equation (28), the corresponding Hamiltonian matrix
whose elements are linear functions of the potential energy function parameters in (28)
and the corresponding characteristic polynomial are again obtained. Reformulating  the 
characteristic polynomial in terms of the assumed eigenvalue data, and equating
coefficients of like powers of 8 as in the previous cases, a system of five polynomial
equations (of degree one through five) in five unknowns is obtained.  An additional linear
equation is obtained using equation (19).  This is simply a short summary of the
methodology for deriving the system equations for the five-parameter potential energy
function.
     Clearly, our next goal is to solve this system of equations.  For the two, three and four
parameter cases just discussed, the Gaussian elimination algorithm described in Chapter 5
was sufficient to solve the derived systems of equations.  Unfortunately, for the 5-
parameter potential energy function, this technique failed to provide any useful
polynomial equations from which any inferences about the solution of these equations
could be made.  In fact, it was this failure of our Gaussian elimination method that lead to
a consideration of Gröbner bases methods.  
     Up to this point all of the calculations had been performed using floating-point 
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representations of the coefficients with twenty digit accuracy in the Maple© Computer
Algebra System.  However, Maple’s Gröbner basis calculation package does not always
work well with polynomials having floating-point coefficients, and this turned out to be
the case for our equations.  Therefore, to utilize the Gröbner basis calculation package,
the floating-point numerical representations were replaced with exact numerical and
symbolic representations of the equations’ rational, irrational, and transcendental
coefficients.  However, this modification still did not permit the calculation of a Gröbner
basis for the system of equations derived for the five parameter potential energy function. 
The Gröbner basis calculation failed with the indication that it had been given an
inconsistent set of equations.  Before proceeding with a further analysis of the five-
parameter potential energy function, the Gröbner basis approach using the exact
numerical representations was applied to the two, three, and four-parameter potential
energy functions previously considered.  In each of those cases, the Gröbner basis
calculations produced results consistent with the earlier Gaussian elimination results. 
Therefore, the accuracy of the system of equations derived for the five parameter potential
energy function was brought into question.
     Substituting the assumed values of the potential energy parameters into the six
equations revealed that the five equations of degree one through four evaluated to exactly
zero, while the equation of degree five evaluated to a value on the order of 10-6, hence
indicating an error in the equation’s coefficients large enough to indicate an apparently
inconsistent set of equations.  Before considering the source of this error, however, it
should be observed that this particular system of equations can be modified in such a way
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that their solution can be easily obtained.  As previously discussed, equation (19)
provides a second method for generating polynomial equations in the unknown potential
energy parameters.  Moreover, for the three and four parameter potential energy
functions, the linear equation given by (19) is both necessary and sufficient (in
combination with the other equations) for obtaining the potential energy functions which
reproduce both the energy and the basis set projection data.  In the five parameter case, if
the fifth degree equation is discarded and replaced by the second degree equation given
by (19) (hence giving a system of two linear, two quadratic, one cubic, and one quartic
equation), then the resulting system can be readily solved.  In general, the solutions are
given by:
                                                   (29)
     Returning to the original system of six equations for the five-parameter potential
energy function, attention is now focused on the sources of numerical error in its
derivation.  We have two formulations of the characteristic polynomial in the parameter
8.    In the first formulation, the coefficients of the powers of 8 are algebraic (polynomial)
functions of the potential energy parameters, while in the second representation, the
coefficients of 8 are arithmetical functions of the known eigenvalues, given by the
expansion:
                                                                                   (30) 
Therefore, the two representations of the characteristic polynomial are related by:
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                                                                                         (31)
where the notation is intended to suggest that the coefficients are functions of the
potential energy parameters and the assumed energy data in p1 and p2 respectively.   Since
the characteristic polynomial is of degree n, n polynomial equations of degree one to n are
obtained by equating the coefficients of like powers of 8 in equation (31).  The
coefficients of 8 on the left hand side of equation (31) ultimately depend on the
evaluation of the integrals in H having the form:
                                                   (32)
For the approximate harmonic oscillator wavefunctions, the elements of H are known
exactly.  Hence, the coefficients of  8 in the left-hand side of equation (31) are also exact. 
The accuracy of the coefficients of 8 occurring on the right-hand side of equation (31),
however, depend upon the accuracy with which the energy data is known.  (Similarly, the
accuracy of the right-hand side of the equations generated by (19), depends upon the
accuracy of both the energy and the basis set projection data).  This brings into question
the accuracy of the numerical method which has been used to obtain the eigenvector and
eigenvalue data that has been used throughout this investigation.    This question can be
explored by the following computational experiment.
     As just suggested, for a specific potential energy function, the assumed data has been
obtained from a numerical calculation of the eigenvalues and eigenvectors for the
corresponding secular matrix.  However, in equation (31), the coefficients of 8 on the
right-hand side of (31) can be obtained by an evaluation of the coefficients of 8 on the
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left-hand side of (31) using the assumed potential energy parameters, {b1,...,b5}.  The
benefit is that since the assumed potential energy parameters are known exactly (by 
assumption), we can make the right-hand side of equation (31) exact as well, thus
eliminating any errors that may arise from the numerical computation of the secular
matrix’s eigenvalues and eigenvectors.  We emphasize that using the values of the
assumed potential energy parameters, instead of the assumed energy data, to construct the
right hand side of (31) is pursued only to investigate the accuracy of the coefficients in
the right hand side of (31). 
     Given this reformulation of our system of polynomial equations using the assumed
potential energy to obtain the coefficients on the right-hand side of (31), the calculation of
the system’s Gröbner basis was attempted again.  Using this exact system, the Gröbner
basis calculation yields a basis which, as in the cases for n # 4, provides for two potential
energy functions given by:
                                                  (33)
where again the signs of b2 and b4 are coupled.  Hence, with an exactly formulated system
of six equations of degree one through five, the system is solvable and gives results which
are consistent for the cases where n = 2, 3, and 4.  Table 1 on page 72 summarizes the
nature of the solutions for the 2-, 3-, 4- and 5-parameter potential energy functions. 
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Table 1: Summary of Solutions for Selected Potential Energy Functions
    n                                Vn(x)                                Number of             Number of Solutions 
                                                                                Solutions              that Reproduce Data
 2             2              2
      
 2
1              1
 3 4              2
 3             2              2
      
 3
            1              1
4   8 (4 Imaginary)              2
      
 4
            2               2
4              2               2
      
 4
             1               1
      
 5
             2               2
      
 6
             2               2
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     The six-parameter potential energy function to be considered is formulated as:
                                 (34)
Given this formulation, again equating the coefficients of like powers of 8 in the two
representations of the characteristic polynomial of the secular matrix, a system of six
polynomial (of degree one to six) equations in six unknowns is obtained; and equation
(19) is again used to add a second linear equation to the derived system.  As in the case of
the five parameter potential energy, if the energies provided by the numerical calculation
of the eigenvalues for the secular matrix are used, no Gröbner basis is computed for the
derived system of polynomial equations.  If, on the other hand, the arithmetic functions of
the energies that arise as coefficients of 8i in the right-hand side of (31) are computed
from the assumed potential energy parameters, then the Gröbner basis calculation
succeeds in providing a basis.  Therefore, it appears that there is an inaccuracy in the
numerical computation of the eigenvalues of the secular matrix for the assumed potential
energy when n $ 5.  This inaccuracy makes it impossible to either obtain a Gröbner basis
or successfully apply Gaussian elimination to the derived systems of polynomial
equations, and thus infer their solutions.
     The Gröbner basis calculation for the six parameter potential energy function gives a
result which is completely consistent with the results obtained for the other cases.  There
are again two sets of solutions to this system of equations corresponding to the two
potential energy functions:
                              (35)
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The basis gives a univariate quadratic polynomial in the parameter b5 and two univariate 
linear polynomials relating b1 and b3 to b5, hence:
                                                                                                       (36)
where c1, c3 and c5 are positive constants.  Univariate linear polynomials in the computed
basis give unique values for b2, b4, and b6 .
     The solution of the six-parameter potential energy function reveals an additional
difficulty associated with systems of non-linear algebraic equations of increasing degree,
in an increasing number of unknowns.  Assuming sufficient accuracy in the equations, as
described above, the time required for computing the Gröbner basis increases
dramatically as the degree of the equations and the number of unknowns increase.  The
six-parameter potential energy function well illustrates this point. Using the seven
polynomial equations of degree one through six in six unknowns, the computing time of
the Gröbner basis on a Pentium III, 500 MHz computer was approximately seven hours. 
The corresponding time for the five parameter potential energy, by comparison, is several
minutes.  Using equation (19), the system of equations for the six-parameter potential
energy function can be modified by discarding the equation of degree six and adding a
second equation of degree two.  This modification gives a system of two linear equations,
two quadratic equations, and one equation each of degree three through five.  The
Gröbner basis calculation for this system, which took slightly less than ten minutes,
provides the same Gröbner basis as the longer computation, again providing the two
potential energy functions previously identified.  
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     The solution of a seven-parameter potential energy function turns out to be completely
intractable.  Regardless of the choice of equations used, no Gröbner basis is obtained
even when the computation is allowed to run for upwards of several days on a desk-top
computer.  The explosive growth in computing time can be understood in the following
way.  As the number of unknowns and the degree of the equations simultaneously
increase, the number of terms comprising the equations grows dramatically.  If we let n
denote the number of unknowns, then the number of monomial terms of degree k in n
unknowns is given by:
                                                                                       (37)
For example, there are 1,716 possible monomial terms of degree seven in seven
unknowns.  For the seven-parameter potential energy given by:
                        (38)
the seventh degree polynomial obtained by our method of equation derivation has 1,752
terms of degree zero through seven.  Similarly, the sixth degree polynomial has 884 terms
of degree zero through six.  Clearly our Gaussian elimination algorithm, wherein a small
system of equations was “expanded” until the total number of equations equaled or
exceeded the total number of monomial terms of all degrees, will not suffice since the
size of the requisite coefficient matrix becomes overwhelmingly large for the available
computing resource.  On the other hand, given the total number of terms of all degrees to
be eliminated by the Gröbner basis computation, it is not difficult to understand why the
computing time becomes impractical for the seven-parameter potential energy function. 
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Moreover, these results are consistent with the observations of Kapur and Lakshman, in
Donald, Kapur and Mundy42, who observe that, in general, Gröbner bases are difficult to
compute, but are feasible for ideals in polynomial rings over the rational numbers with
eight to ten variables with degree up to five in the initial basis.
    Obviously, it is an easy matter to generate the systems of polynomial equations
corresponding to the higher-order potential energy functions and verify that for a given
set of energies and basis set projections, the postulated potential energy functions could
give rise to the assumed data.  However, this does not enable us to rule out the possibility
that other solutions to these equations may exist for potential energy functions of
increasingly higher order.  The exploration of these cases is evidently beyond the
capability of the available computing resources.
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Chapter 8: The Matrix Representation and the Determination of the 
Eigenvector Components
     In the preceding chapter the characteristic polynomial, formulated with coefficients
given as polynomial functions of the parameters of an assumed potential energy function,
and with coefficients given as functions of assumed eigenvalue (energy) data, was used to
derive and solve a system of polynomial equations in the parameters of an assumed
potential energy.  Moreover, additional polynomial equations were obtained which
utilized the basis set projection data as well as the energy data.  In fact, we showed that
these equations were indispensable for obtaining the two potential energy functions that
reproduce the given energy and basis set projection data.  Algebraically, only the
parameters of the potential energy function arose as the unknowns in the system of
equations to be solved.
     Focusing on the fundamental algebraic eigenvalue/eigenvector relationship in which
the inversion problem is being explored, we now reconsider
                                                                                                    (1)
Assuming that the elements of H in (1) are again given as linear functions of the elements
of the vector b = {b1,...,bn} for a potential energy function given by
                                                                                            (2)
and that Ei and "2i,1 are known for 1 # i # n, two observations can be made.  First, for
each eigenvalue and eigenvector, equation (1) yields n quadratic equations in which the
potential energy parameters, b1,...,bn, and the unknown eigenvector components, "i,2,...,"i,n
arise as unknowns.  Hence, using n eigenvalues and the corresponding n eigenvectors,
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equation (1) yields n2 quadratic equations in the n unknown potential energy function
parameters and n2 - n unknown eigenvector components.  For an assumed three-parameter
potential energy function, the secular matrix and the resulting system of quadratic
equations are shown in figures 10 and 11 on pages 80 and 81.  Secondly, we observe that
if the eigenvector components are completely known for any  one eigenvalue and
eigenvector, then equation (1) yields n linear equations in the unknown potential energy
parameters b1,...,bn; and if the components were known for all of the eigenvectors,
equation (1) provides a system of n2 linear algebraic equations in b1,...,bn.  These
observations prompt two questions:  Can the system of quadratic equations implied by (1)
be solved and what is the nature of their solutions?  Can the eigenvector components be
determined independently of the potential energy parameters, thus enabling the solution
of the system of linear equations in the unknown potential energy parameters?  Each of
these questions will now be examined in turn.
     Since the unknown eigenvector components are now introduced as an additional set of
algebraic unknowns to be determined, an additional class of algebraic equations will be
introduced.  These equations represent the orthogonality and normality (orthonormality)
conditions satisfied by the eigenvectors.  Succinctly, these equations are given by:      
                   (3)
In passing, it should be pointed out that except for the special case of n=2, these equations
do not suffice for an independent determination of the eigenvector components as
suggested by the second of the two questions posed above.  The special case of n=2 will
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be elaborated when the independent determination of the eigenvector components is
discussed.  Nevertheless, the system of equations given by (3) are useful as the following
discussion will reveal.  In particular, these equations constrain the eigenvector
components to the intervals [-1,1] along their respective axes.  The system of
orthonormality equations for n = 3 are given explicitly in figure 12 on page 82.
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Assumed Potential Energy Function:
Basis Set:
Secular Matrix:
Figure 10: Secular Matrix for a 3-Parameter Potential Energy Function
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Equations Derived From H"i = Ei"i for i = 1, 2, and 3
Figure 11: System of Equations Derived From Algebraic Eigenvalue Relationship
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Orthonormality Equations Satisfied By Eigenvector Components:
      
Figure 12: Eigenvector Orthonormality Equations
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     The simultaneous determination of the eigenvector components and the potential
energy parameters is now considered using the system of quadratic equations given by (1)
and (3).  In order to use equation (1) we must assume values for the eigenvector
components "1,1,..,"n,1 (that is, assume knowledge of their algebraic sign), since it is the
values of "21,1,...,"2n,1 that are given.  However, the assignment of the algebraic sign
appears to pose no difficulty as the assumption of the algebraic sign is tantamount to
multiplying the eigenvector by the scalar +1 or -1, and if 8 is an eigenvector of the
operator A, the c8 is also an eigenvector of the operator A, for any scalar c.  Therefore,
combining the equations implied by (1) and (3) gives a system of equations in the
unknown potential energy parameters and the unknown eigenvector components.   In
general equation (1) yields n2 quadratic equations while equation (3) yields n2 + n
orthonormality equations, n-1 of which are linear.  For the example considered, the
solution of the resulting system of equations gives results which are consistent with the
results obtained using the polynomial equations derived from the characteristic
polynomial in the last chapter.
     Using the energy and projection data corresponding to an assumed potential energy of:
                                                                         (4)
with b1 = b2 = b3 = 0.5, for example, the solution of the system of equations given by (1) 
and (3) is:
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                                                                                                (5)
and it implies the two potential energy functions:
                                                                  (6)
The coupling of the algebraic signs of b2 ,"2,2 and "3,2 is given by the additional 
equations:
                                                                                        (7)
which occur as part of the solution to the system of equations.  Hence, each of the two
potential energy functions can be correlated directly with one of two basis set expansions
of the wavefunction.  The assumed data and solutions to these equations are summarized
in figure 13 on page 85.
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For the energies given by 
       E1 = 0.6709                E2 = 2.8872            E3 = 8.0668         
and the corresponding projections
       "2 1,1 = 0.9687              "2 2,1 = 0.0053         "2 3,1 = 0.0260
the solution of the system of equations given in Figures 12 and 13 is:
                                                        
which implies the potential energy functions:
Figure 13: Solutions to System of Equations in Figures 11 and 12
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     As n increases, the number of unknowns, and the number of equations to be solved,
increases rapidly.  Thus, in the case of a three-parameter potential energy function, there
are six unknown eigenvector components in addition to the three potential energy
parameters.  Using two linear equations resulting from the orthogonality conditions
satisfied by the eigenvectors, two of the unknown eigenvector components can be
algebraically eliminated.  With this slightly smaller set of seven unknowns, 164 equations
are needed to carry out our Gaussian elimination algorithm to obtain the  solutions to
these equations.  However, when the four-parameter potential energy function is
considered (that is, for n=4), there are thirteen unknowns: nine unknown eigenvector
components and four unknown potential energy parameters.  Close to two thousand
equations of degree one to four are generated in order to attempt to eliminate all of the
power products formed from the thirteen unknowns.  Again, given the limitations of the
desktop computer being utilized, this system cannot be solved in a reasonable period of
time.  Therefore, although in principal it appears that the previously described system of
equations utilizing the potential energy parameters and the eigenvector components as
unknowns can be solved, as a practical matter, it is evidently beyond the capability of the
computing resources at hand.
     Now we consider the second question raised above.  Assuming knowledge of all of the
components of one or more of the eigenvectors, and the corresponding eigenvalue,
equation (1) provides a system of linear algebraic equations in the unknown potential
energy parameters.  This observation prompts the question of whether the eigenvector
components can be determined independently of the potential energy.  In particular, can a
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two-step computational method be developed such that the first step determines the
eigenvector components, and the potential energy is determined in the second step.  In
principal, a computational method will be elaborated which permits the independent
determination of the eigenvector components; however, for reasons to be discussed
shortly, this method is probably not practical to implement.
     Before detailing this method for potential energy functions of three or more
parameters, we will quickly discuss the case for the two-parameter potential energy 
functions given by:
                                                                                    (8)
Assuming knowledge of the first two eigenvalues, E1 and E2 and the corresponding basis  
set projections, "21,1 and "22,1, there are only two unknown eigenvector components,
namely "1,2 and "2,2, and they are readily obtained from the normality condition satisfied
by the eigenvectors, hence:
                                                                                           (9)
The salient feature of this result is that there are two pairs of eigenvectors (excluding 
the scalar multiples by -1), with each pair corresponding to one of the two potential 
energy functions in (8).  Hence, in a rather trivial way, perhaps, we again see the 
association of the assumed data will yield two potential energy functions.  Having 
illustrated the two-parameter case, attention is now turned towards a method for 
obtaining the eigenvector components for potential energy functions having three or 
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more parameters.
     The method begins with the observation that the secular matrix, H, can be written as: 
 
                                                                                                  (10)
where K is the kinetic energy matrix and V is the potential energy matrix;  hence, 
              (11)
for 1 # i,j # n.  Clearly, all of the elements of H in this formulation depend on the
potential energy.  Suppose, however, that we had energy and projection data, say
ED1,..,EDn and "D 21,1,...,"D 2n,1 obtained for a system having the secular matrix given by
                                                                                                 (12)
where U is such that UTVU is a diagonal matrix, then the off-diagonal elements of HD do
not depend on the potential energy.  The off-diagonal elements of HD, therefore, are
simply kinetic energy terms which depend only on the choice of basis functions and
knowledge of the matrix U.  As before, knowledge of HD1,1 is known directly from the
assumed energy and projection data for HD.  Figure 14 on page 89 gives numerical
examples of the matrices H, V, and U for two four-parameter potential energy functions
related by V1(x) = V2(-x).  The matrices H1D and H2D and the corresponding energy and
basis set projection data are shown on page 90 in figure 15. 
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Assumed Potential Energies:
The secular matrices corresponding to these two potential energy functions are:
The potential energy matrices are: 
The matrices U1 and U2 which diagonalize V1 and V2 according to U1T V1 U1 and 
U2TV2 U2 are:
Figure 14: Secular, Potential Energy, and Diagonalizing Matrices 
                                     for Two Potential Energy Functions
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The matrices H1D = U1T H1 U1 and H2D = U2T H2 U2 are:
The first four eigenvalues of H1D and H2D are:
    ED1 = 2.79                  ED2 = 8.13                   ED3 = 20.49              ED4 = 49.60
The corresponding projection data is:
  "2 D 1,1 = 0.99          "2 D 2,1 = 0.0011         "2 D 3,1 = 0.0025         "2 D 4,1 = 1.1045 x 10-6
Figure 15: Energy and Projection Data for H1D and H2D 
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Temporarily postponing the question of the feasibility of this construction, we can
explore whether this provides a framework for obtaining the unknown eigenvector
components as the first part of a two-part process for obtaining the potential energy from
equations (1) and (3) .
     Using the matrix HD given in equation (12), equations (1) and (3) can be recast in the
following way:
                                                                                             (13)
                                              (14)
The unknowns in equations (13) and (14) are the diagonal elements HD2,2,...,HDn,n , and the
eigenvector components {"Di,2,...,"Di,n |1 # i # n}.  One strategy, therefore, might be to
derive equations in which only the eigenvector components occur as unknowns using (13)
and (14), the off-diagonal elements of HD , and HD1,1.  To that end, several approaches
(among many) are now presented.
     Two systems of linear equations can be derived which depend on the eigenvalues,
eigenvector components and the off-diagonal elements of HD.  The first system of linear
equations gives the values of HD1,j, for j=2,...,n, as functions of the eigenvalues and the
eigenvector components, and is derived in the same manner as the equation for HD1,1 was
derived in the preceding chapter, hence:
                                                              (15)
Equation (15) therefore provides n-1 linear equations in the unknown eigenvector
components.  The fundamental eigenvector/eigenvalue relationship provides n additional
92
linear algebraic equations since, for the first component of each eigenvector, we have:  
                                                                 (16)
where. as before, the value of HD1,1 is computed from the known data.  Hence there are
2n-1 linear equations in the n2 - 2n +1 unknown eigenvector components.  For n $ 4 this
is an underdetermined system of equations as the number of equations is strictly less than
the number of unknowns.  Hence, there are at most 2n-1 eigenvector components which
can be expressed as linear functions of the remaining n2 - 4n + 2 eigenvector components. 
In practice, however, it has been observed that fewer than 2n-1 eigenvector components
can be expressed as linear functions of the remaining components.  Table 2 on page 93
summarizes the rank of this combined system of linear equations in terms of the
dimensionality of the eigenvectors and the number of components.  The table shows that
the rank of the system of linear equations changes very slowly with respect to the total
number of eigenvector components.  The number of unknown eigenvector components
increases on the order of n2, while the rank of this system of linear equations increases on
the order of n.  The derived systems of equations for H1D and H2D and the results of row-
reducing the two systems are shown in figures 16 and 17 on pages 94 and 95. 
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Table 2: Rank of Linear Equations As A Function of Eigenvector Dimension
   Eigenvector              Total No.          Reduced No.      Rank of Linear          Final 
   Dimension          of Components      of Unknown      System of Equations    Number of
                                                             Components      in Unknown                 Unknown
                                                                                        Components              Components
            3            9           4            3           1      
            4          16           9            5           4
            5          25         16            7           9
            6          36         25            9         16
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  Linear Equations Derived From the Fundamental Eigenvalue/Eigenvector Relationship 
Using the First Row Elements of H1D and H2D 
              Figure 16 : Linear Equations Derived Using Fundamental Algebraic                      
                                Eigenvalue Relationship and First Row Elements of H1D and H2D
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Results of Row Reducing the System of Linear Equations for H1D 
Results of Row Reducing the System of Linear Equations for H2D 
 
         Figure 17 :   Relationships Derived From Row Reducing the Systems of
                                        Equations in Figure 16
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     The next step is to derive higher-order equations which depend on the eigenvalues,
eigenvector components, and off-diagonal elements of the secular matrix, HD.  While
equations of any desired order can be constructed, it has been found that quadratic and
cubic equations are sufficient to carry out the Gaussian elimination leading to a
determination of the unknown eigenvector components.  The initial quadratic equations,
therefore, can be obtained as follows.  
     The first group of quadratic equations is the group defined by the orthonormality
criteria given by equation (14).  The next group of quadratic equations is obtained in a
manner completely analogous to the linear equations obtained for the off-diagonal
elements of the first row of HD in (15).  For 2 # i # n-1 and 1 # k # n we can write:
                                    (17)
For each value of k, there are n-2 equations of this form which can be written.  Each of
these equations can be multiplied by "Dk,j for i+1 # j # n, giving equations of the form:
                                            (18)
Summing over the subscript k gives:
                                   (19)
and rearranging the order of summation gives:
                                                             (20)
and the application of the orthonormality criteria allows us to finally write:                         
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                               (21)
which gives G {n-2} quadratic equations in this second group.
     The last group of quadratic equations is generated in the following fashion, again
using the eigenvector-eigenvalue relationship.  For any j $ 2 and i such that 1 # i # n:
                                                                                     (22)
This equation can then be rearranged to:
                                                                   (23)
From equation (23), for j = 2,...,n, i=1,...,n, and k=i+1,...,n, we can write:
                                                                 (24)
If we multiply the first equation by "Dk,j and the second equation by "Di,j and subtract the
two resulting equations, quadratic equations of the following form are obtained:
                                        (25)
Observe that this multiplication and addition eliminates the diagonal element HD jj from
the two equations in (24).  There are (n-1)(n–1)! such equations.   Figure 18 on page 99
illustrates the quadratic equations obtained from (21) and the first six equations obtained
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from (25) for n=4.  The remaining twelve equations from (25) are easily obtained using
the third and fourth row elements of HD.  Figures 19 and 20 on pages 100 and 101 show
numerical examples of these equations for H1D and H2D.
    The quadratic equations given by  (14), (21), and (25) are then simplified using the
results of the row reduction of the linear system of equations given in (15) and (16) thus
reducing the dimensionality of the quadratic equations.  This reduced system of quadratic
equations is solved for one subset of the unknown eigenvector components.  These results
are then back-substituted into the system of linear equations (15) and (16), and the
remaining subset of unknown eigenvector components is determined.  The solutions for
the examples of H1D and H2D are given in figure 21 on page 102  
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Figure 18: Quadratic Equations Derived From Eigenvalue Problem Using 
                              Off Diagonal Elements of HD When n = 4
100
Figure 19: Numerical Examples of Equations in Figure 18 for H1D
101
Figure 20: Numerical Examples of Equations in Figure 18 For H2D
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The solutions to the quadratic equations derived for H1D are 
      "D2,2 = 0.9978               "D2,4 = -0.0267             "D3,2 = -0.0190              "D3,4 = 0.0125
and the solutions for the quadratic equations derived for H2D are
      "D2,2 = 0.9978               "D2,4 = -0.0267                 "D3,2 = 0.0190          "D3,4 = -0.0125
Back substituting into the linear equations in Figure 17 on page 95 gives for H1D:
and for H2D :
Figure 21: Eigenvector Components for H1D and H2D 
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     After the eigenvector components have been determined, equation (13) is reformulated
such that the elements of HD are linear functions of the parameters of the generalized
potential energy function given by:
                                                                                            (26)
For each pair of eigenvalues and eigenvectors, equation (13) now provides a system of n
linear equations in the unknown potential energy parameters b1,...,bn  the solution of
which provides the potential energy.  The matrices T1D and T2D, shown in figure 22
on page 104, are the matrices that correspond to H1D and H2D when (26) is used with
n = 4.  Using the first eigenvalue/eigenvector pair, E1 and "1, and the algebraic eigenvalue
relationship, the two systems of linear algebraic equations in figure 23 on page 105 are
obtained and solved.   
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For an assumed potential energy function given  by
from the matrices H1D and H2D and replacing V1(x) and V2(x) with V(x) we obtain the 
matrices T1D and T2D:
Figure 22: Secular Matrices Parameterized By An Assumed Potential Energy Function
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Using the fundamental algebraic eigenvalue relationship, namely
then for i = 1 and the matrices T1D and T2D, the following two systems of linear algebraic
equations are obtained:
and,
The first system of equations has the solution:
and the second system has the solution
Figure 23: Derived Systems of Linear Equations in Unknown Potential Energy
                           Parameters and Their Solutions
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     Although a method has been outlined for obtaining the eigenvectors components as
the first step towards obtaining the potential energy, it is important to step back and take a
closer look at this method.  First, it must be emphasized that a priori knowledge of the
potential energy was used in order to obtain  the diagonalization of the matrix V in
equation (12).  Shortly, we will turn to a discussion of getting this diagonalization without
prior knowledge of the potential energy.  However, using this diagonlization of V
establishes the feasibility of the computational method previously described.  Because the
diagonalization has been carried out with respect to two specific potential energy
functions, the solution of the quadratic and linear equations in the unknown eigenvector
components in each case is unique.  Therefore, only one potential energy function
emerges for each set of components thatare used in the second step of the computations
just described.  Clearly, this computational approach does not immediately lend itself to a
generalized method of computation, since we are effectively using knowledge of V(x) (in
its diagonalization) to obtain V(x).  For this methodology to be cast as a possibly useful
algorithm, we need to be able to diagonalize V independently of any knowledge of V(x).  
     A theorem given by Messiah54 sheds some light on this requirement.  Two Hermitian
matrices, say A and B, are diagonalized by the same matrix if and only if they commute. 
Thus, if we can find a matrix, C, that commutes with V, then if U diagonalizes C, then U
diagonalizes V.  Because the functions f(x) = x and g(x) = V(x) commute, e.g., x@V(x) =
V(x)Ax, it seems natural to investigate whether the matrix X, given by 
                                                                             (27)
commutes with the matrix V, given by 
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                                                                        (28)
This question is easily investigated.  Obviously, for some choice of n (=2, 3, 4, etc) and
V(x), it is an easy matter to obtain the matrices X and V, compute their products XV and
VX, and test for commutativity.  However, while for n = 10 the majority of the elements
in the two products (as many as 96 out of 100) are equal, there is no computational
evidence that the matrix U, whose columns are the eigenvectors of X, diagonalizes V. 
Clearly, this has not been the case for n # 10.  The utilization of a small, finite basis set
possibly accounts for the failure to achieve the desired diagonalization of V by U.  Hence,
it has not been possible to diagonalize V without a priori knowledge of V(x).
       Nevertheless, it is still possible to make some observations about the equations and
their solutions if it were possible to diagonalize V without a priori knowledge of it.  
     Next, consider the two three-parameter potential energy functions given by
                                                                       (29)
where the vector b is chosen arbitrarily.  If the matrix U1 diagonalizes the matrix V1
corresponding to V1(x) and if the matrix U2 diagonalizes the matrix correspond to V2
corresponding to V2(x), then the linear and quadratic equations derived for the
the unknown eigenvector components for
                                                     (30)
have unique solutions.  In particular, when the system of quadratic equations is solved,
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univariate linear equations for the unknown eigenvector components are obtained, and
when these solutions are substituted into the original system of linear equations, unique
solutions are obtained for the remaining set of unknown eigenvector components.  In
other words, the two systems of equations (linear and quadratic) in the unknown
eigenvector components, derived for HD1 and HD2 respectively, have unique solutions
corresponding to one or the other of the two potential energy functions under
consideration.  Let us now suppose that U simultaneously diagonalizes V1 and V2.  In this
case, the system of equations in the unknown eigenvector components is derived for the
matrices:      
                                                         (31)
For a common set of basis functions, the off-diagonal elements of HD1 and HD2 have to be
identical, therefore the two systems of linear and quadratic equations (in the unknown
eigenvector components), have to be identical.  Hence, we might expect to derive 
equations that when solved give rise to two sets of eigenvector components, each set
corresponding to one of the two potential energy functions in (29).  The inability to obtain
the matrix U, which simultaneously diagonalizes V1 and V2, prevents the verification of
this prediction. 
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Chapter  9: The Matrix Representation and the Potential Energy Matrix
     The preceding discussions have assumed an explicit functional form for the potential
energy function, namely 
                                                                                            (1)
in which the parameters {b1,...,bn} are to be determined.  The derivation and solution of
algebraic equations in which these parameters arise as unknowns has been previously
demonstrated.  Instead of assuming this formulation of the potential energy, we will now
focus our attention on the elements of the potential energy matrix V, where
                           (2)
where we continue to assume that our set of basis functions is the set of normalized
harmonic oscillator wavefunctions.  Instead of seeking the parameters for a specified
form of V(x), as given in (1), we now assume that the elements of the matrix V, Vi,j , are
the unknowns to be determined.  
      The matrix formulation of the Schrödinger equation therefore becomes: 
                                                            (3)
For each eigenvector and eigenvalue, equation (3) yields n quadratic equations in the
unknown eigenvector components and unknown elements of V.  Since V is a symmetric
matrix and the value of V1,1 is known (since H1,1 is known, and V1,1= H1,1 - K1,1), at first
glance the elements of V give n(n+1)/2 - 1 additional unknowns.  However, by
“extending” the elements of the first row of V beyond column n, in a manner to be
described, all of the unknown elements of V can be expressed as linear combinations of
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the unknowns V1,1 , V1,2 ,..., V1,n , V1,n+1 ,..., V1,m where m is to be determined.
     The determination of m begins with the observation that for any element of V, say Vi,j
given by (2), the factor Di(x)Dj(x) is a polynomial of degree i+j and for Vn,n the maximum
degree is 2n.  The set {D12(x), D1(x)D2(x), ..., D1(x)Dm(x)} is the  set of polynomials arising
in the first row elements of V and they contain terms of all degrees from 0 to m+1. 
Therefore, to express the polynomial factors of the remaining elements of V as linear
combinations of the first row elements of V, we must take m+l = 2n, or m = 2n-1.  Hence,
we have:
                                   (4)
Substituting this into equation (2) gives:
         (5)
which rearranges to:
         (6)
or:
                                                   (7)
Figure 24 on page 114 demonstrates the construction of the matrix H parameterized by
the unknowns V1,2,...,V1,m as just described.
     Given this representation of the problem, the original eigenvector/eigenvalue
relationship now assumes the following form:
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                                                                             (8)
where the unknowns to be determined are V1,2,...,V1,m, and { "i,j | 1 # i # n, 2 # j # n}.  As
was demonstrated in the preceding chapter, equation (8) implies n2 equations in the given
unknowns.  The nine quadratic equations resulting when n = 3 are shown in figure 25 on
page 115.  This set of equations can be augmented by the n2-1 equations given by:
                                     (9)
which were derived in Chapter 8.  Lastly, we can include the orthonormality equations
and the additional equations derived in the preceding chapter from which the diagonal
elements of H were excluded.  Although we are no longer invoking any assumptions 
regarding the diagonalization of V, these equations are included to increase the number of
available equations.
     Equation (9) gives 2n-2 equations that can be solved for the unknowns V1,2,...,V1,2n-1
strictly in terms of the eigenvector components; hence, the unknowns V1,2,...,V1,2n-1 can be
eliminated from the other equations.  If the remaining system of equations can be solved,
then the eigenvector components can be used to determine V1,2,...,V1,2n-1 and hence all of
the elements of V.  However, unlike the previously derived and solved systems of
equations, this system does not appear to be solvable.  Consideration of a specific
example illustrates the difficulties.
     Beginning with the assumed potential energy, 
                                                                                   (10)
the energy and basis set projection data are obtained in the usual way; this data is
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presented as part of figure 25 on page 115.  Using the methods of equation derivation
described above, a system of 25 equations in the eigenvector components and the
unknowns V1,2,...,V1,2n-1 is obtained.  The equations given by (9) permit the algebraic
elimination of the unknowns V1,2,...,V1,5 ; these equations appear in figure 26 on page 116. 
 Since two of the orthogonality equations for the eigenvectors are linear, two of the six
unknown eigenvector components can also be eliminated.  Hence, we finally obtain a
system of 24 equations in degree two through four in four unknown eigenvector
components.  Observing that there are sixty-nine monomial terms of degree two, three,
and four in four unknowns, this system of equations is “expanded” in the manner
described in Chapter 5, until the number of equations equals or exceeds the total number
of monomial terms.  Once the system is expanded, our Gaussian elimination algorithm is
applied in the hope of obtaining equations from which the solution(s) of the original
system can be inferred.  
    While this method of solving systems of polynomial equations proved to be useful for
determining the solutions of the systems of equations derived from the characteristic
polynomial (Chapter 7), and for those systems in which the potential energy parameters
and eigenvector components are the unknowns (Chapter 8), the results of the Gaussian
elimination fail to shed any light on the solution(s) of these equations.  In particular, the
Gaussian elimination does not give the triangularized system of equations being sought.
The difficulty appears to come down to the issue of the “rank” of the system of equations. 
By definition, the rank of a system of linear equations is the number of linearly
independent equations within the system.  If the number of linearly independent equations
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is less than the number of unknowns, then, in general, it may not be possible to obtain a
unique solution to the given system.  Typically, this reflects the fact that one or more of
the equations is a linear combination of the remaining equations, and hence it is
redundant.  If each of the monomial terms in this system of equations is regarded as a
unique unknown, then to obtain a unique solution the rank must equal sixty-nine. 
However, the Gaussian elimination algorithm and an independent calculation of the rank
using a software-provided procedure, give a rank of 60. Hence, the failure to obtain a
system of equations of full-rank prevents us from obtaining information about the
solution of these equations.
     In the next section, however, a different method of analysis will be applied to this
same system of equations which will attempt to shed light on the uniqueness of the
solutions to these equations.    
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   Secular Matrix for An Arbitrary Potential Energy 
Using the First Three Approximate Harmonic Oscillator Wavefunctions:
Elements of V Expressed In Terms Of V1,1, V1,2, V1,3, V1,4 and V1,5
H Expressed In Terms of V1,1, V1,2, V1,3, V1,4 and V1,5
Figure 24: The Secular Matrix Parameterized by the Elements of the 
                                   Potential Energy Matrix V
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Figure 25: System of Quadratic Equations in the Unknown Eigenvector
                                Components and First Row Elements of V
116
Assumed Potential Energy Function:
Energy and Basis Set Projection Data:
               E1 = 0.9607                       E2 = 4.9555                  E3 = 15.0838
             "1,12 = 0.9605                    "2,12 = 0.0019               "3,12 = 0.0377
System of Equations Expressing V1,2, V1,3, V1,4, and V1,5 As Functions of Eigenvector
Components
                     Figure 26: First Row Elements of V As Functions of Eigenvector                   
          Components For An Assumed Potential Energy 
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Chapter 10: Uniqueness of the Eigenvector Components
     In the preceding chapter a system of equations in the unknown eigenvector
components was derived for which no information about its solutions could be obtained. 
Nevertheless, we can still investigate whether this system, or part of it, has a unique
solution.  Before investigating the specific system of equations derived in the preceding
chapter, a method of analysis for obtaining information about the common roots of a  set
of polynomials will be described and illustrated.
     This method of analysis is introduced in the following manner.  Suppose we have m 
polynomials in n unknowns and we seek to find their common roots.  The common roots
of these polynomials occur in intervals in n-space  where all m polynomials
simultaneously change algebraic sign.  This follows from the observation that if a
continuous function, such as a polynomial, changes sign in an interval, then there is a
point in the interval where the function takes on the value zero.  Thus, to locate the
common roots of a set of polynomials, it is useful to locate intervals in which all of the
polynomials undergo a change of algebraic sign.  Therefore, we need a method which
easily determines whether a polynomial possibly undergoes a sign change within it.  If
any of the m ploynomials exhibits no evidence of an algebraic sign change within an
interval, then the interval can be disregarded as containing a common root of all m
polynomials.  Conversely, if all m polnomials simultaneously show the possibility of an
algebraic sign change, then we would want to further explore the interval for the
existence of a common root.   
     To determine whether a polynomial possibly undergoes a change of sign within an
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interval the following approach was utilized.  Suppose f is a continuous function in an
interval that includes the two points, say: (x1,...,xn) and (x1+*, x2+*,...,xn+*).  Suppose we
evaluate f at the first point, and compute an upper and lower bound for f at the second
point.  If f at the first point is positive, and its lower bound at the second point is negative;
or if f is negative at the first point and its upper bound is positive at the second point, then
the interval may contain a root of f.  If for a group of continuous functions, say f1,...,fm, at
least one of them is such that its sign at the first point and the sign of the relevant bound
at the second point are the same, then we conclude that the function does not undergo a
change of sign within the interval, and hence the interval does not contain a common root
of all m functions.  Hence, the given interval can be eliminated from further
consideration.  On the other hand, if all m functions exhibit the previously described sign
change within a given interval, then the interval can be retained for further analysis.  In
particular, the interval can be subdivided into a smaller set of intervals and this analysis
can be repeated within the subintervals.  We now turn our attention to the computation of
the upper and lower bounds.  For the sake of simplicity, this calculation will be
demonstrated for an assumed quadratic function in two unknowns; however the result is
readily generalized to polynomial functions of greater degree and/or having a greater
number of independent variables.
     Let f(x,y) denote a quadratic polynomial function in the real variables x and y;
therefore f is continuous in any interval, say:
                                                                       (1)
where a, b, c and d are real.  If (x0,y0) is a point in I, then we can write a multivariate 
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Taylor series for f(x,y) expanded about (x0,y0), hence: 
                     (2)
Because f(x,y) is assumed to be quadratic, the second derivatives are constants, and the
series expansion terminates with the second derivatives.  The choice quadratic functions
is especially convenient for this analysis.
     If we let a represent the vector of first order partial derivatives, A the matrix of second
order partial derivatives, and v denote the vector: (x-xo , y-yo), then symbolically, the
above series expansion for f can be rewritten as: 
                                                               (3)
If f(x0,y0 ) < 0, then an upper bound for f(x,y) is: 
                                                        (4)
and if f(x0,y0) > 0, then a lower bound for f(x,y) is:
                                                        (5)
Application of the Cauchy-Schwartz inequality,
                                                                                            (6)
permits the bounding of the indicated vector norms as follows
                                                     (7)
where 
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                                                                                               (8)
Hence, the bounds given in (4) and (5) may be rewritten as:
                                                          (9)
and
                                                         (10)
If v = (x - x0, y - y0), v can be rewritten as the vector having components ()x,)y) where
)x = x - x0 and )y = y - y0.  In terms of equation (2), the upper bound in (9) has the form: 
(11)
If I is the interval in (1), then, for example, we might take x0 = a, y0 = c, )x = b - a, and
)y = d - c; and the inequality in (11) expresses the bound (the upper bound, in this case)
in terms of a point in the interval, (x0,y0), and the length of the interval in the 
x- and y-directions: )x and )y.  The value of the bound, therefore, depends upon the
point at which the function is evaluated and the size of the interval being considered.  
     Having defined the method for obtaining an upper and lower bound on a function
within an interval, the following algorithm for locating intervals possibly containing roots
can be presented.  If we begin with an interval, I1 and an interval size, *1, we can
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subdivide I1 into smaller subintervals and compute the function and its bounds for each
subinterval.  Collecting all of the subintervals in which the algebraic sign change occurs
for each function and its bounds, those subintervals can be subdivided into smaller
intervals of size *2, and the process can be repeated until subintervals of arbitrarily small
size are obtained.  These are the intervals most likely to contain a common root of the set
of m polynomials.
      This process can be illustrated with the following example.  Figure 27 on page 122
shows three quadratic functions in two unknowns and a plot of their corresponding
surfaces in 3-space.  The intersection of these surfaces with the xy-plane, given by
f(x,y)=0, g(x,y)=0, and h(x,y) = 0 is shown in figure 28 on page 123.  We observe that
these three curves intersect at x=3 and y=4, (3,4) is a root of f(x,y), g(x,y) and h(x,y). If
{1 # x # 10, 1 # y # 10} is our original interval and we subdivide it into the 100
subintervals of )x = )y  = 1, figure 29 on page 124 shows the 12 intervals in which the
function and bound have different algebraic signs for all three functions. Taking 
)x = )y = 0.5. and subdividing each of the 12 “unit” intervals into four subintervals of
length 0.5. figure 30 on page 125 shows the collection of intervals of length 0.5 in which
our three functions exhibit the sign change.  Figures 31 and 32 on pages 126 and 127,
show the continuation of the process for )x = )y - 0.25 and )x = )y = 0.125.  The
salient feature of these figures is the clustering of the intervals around the point (3,4).
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Plot of Surfaces Given By:
                           
                                    
  
                                               Figure 27: Plot of Three Surfaces  
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                            Figure 28: Plot of Surfaces Projected onto x-y Plane 
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Figure 29: Regions With * = 1 Where Function And Bound Have Sign Difference
125
  
                     
  Figure 30: Regions With * = 0.5 Where Function And Have Exhibit Sign Difference
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Figure 31: Regions With * = 0.25 Where Function And Bound Have Sign Difference
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Figure 32: Regions With * = 0.125 Where Function And Bound Have Sign Difference
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     In the last chapter, 24 equations in four unknown eigenvector components were
obtained.  Twelve of these equations were quadratic while six were cubic and the
remaining six were quartic.  Because of the ease of calculation of the requisite bounds for
quadratic equations, attention will now be focused on the twelve quadratic equations.
     For the sake of specificity, we will assume that the four unknowns are represented by
"1,2, "1,3, "2,2, and "2,3.  In each of these quadratic equations, we wish the replace each
unknown with a new unknown, given by:
                                        (12)
The subscript “true” denotes the true value of the eigenvector component (as given by the
eigenvalue/eigenvector calculation for an assumed potential energy) and the * term is an
unknown perturbation added to the true value.  Hence, our original twelve quadratic
equations are now functions of the unknowns symbolized by *"1,2, *"1,3, *"2,2, and *"2,3. 
Clearly, *"i,j = 0 for 1 # i # 2 and 2 # j # 3 is a solution to these equations.  The question
to be explored is whether there are other solutions to these transformed equations.  Row
reduction of these twelve quadratic equations in four unknowns yields five equations
which are linearly independent, and hence only these five equations will be utilized in the
application of the analysis just described.
     The application of this method for locating intervals which possibly contain common
roots of these five equations begins with the specification of the subspace of 
n-dimensional space to be examined: a subspace of U 4.  The subspace of U 4 to be
investigated is easily identified.  Since the eigenvectors are normalized, all of the
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eigenvector components must fall in the interval [-1, 1].  Hence, *"i,j could reasonably
fall within the interval [-2, 2].  Since there are four unknown components, the subspace of
U 4 to be examined is given by the Cartesian product:
                                 (13)
Given this subspace, it can divided into sub-intervals of some fixed length.  For example,
the space might initially be subdivided into 256 intervals of unit length.  Each interval is
then examined to see whether all five functions differ in sign from their lower or upper
bound according to whether the value of the function at a selected point in the interval is
positive or negative, respectively.  If at least one function exhibits no sign difference
between its value and applicable bound, then that function does not undergo a sign
change within the interval and does not have a root in the interval.  Hence, the interval is
eliminated from further consideration.  On the other hand, if all five functions exhibit a
sign difference between their respective value and the applicable bound at two selected
points, then the interval may contain a common root.   Such an interval is retained to be
further subdivided into smaller intervals, and the comparison of function values and
bounds within these smaller intervals is repeated.  This process is continued until a set of
intervals of some arbitrarily small size remain.  These residual intervals are candidate
intervals in which a common root of all five equations might be located.  If  the intervals
appear to cluster about a single point, then we would have fairly strong evidence that the
point is a common root and the system has a unique solution.  In particular, for the
transformed equations in the unknowns *1,j, for 1 # i #2, and 2 # j #3, if the intervals
cluster only about the single point (0,0,0,0) in the subspace C of U 4, then this would
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suggest that the original set of equations has a unique solution. 
     From an algorithmic standpoint, we can proceed as follows.  For convenience, the
interval size will be taken to be equal in all four dimensions and will be denoted by )i for 
i = 0,1,2,..., where i denotes the ith iteration.  If Li denotes the length of the interval on the
ith iteration, then ni = (L i/)i)4 is the total number of subintervals of size )i.  In particular,
for the subspace defined by (13), if we take L0 = 4 (= 2 - (-2)) and )0 = 1, then C can
initially be subdivided into n0 = 256 “unit” intervals.   The points at which the functions
are evaluated on the ith iteration are given by 
                          (14)
and the points at which the upper and lower bounds are computed are given by
  (15)
for 0 # p,r.s,t # ni -1, and ni given above.   Thus, for a given choice of Li and )i, the
function and its lower and upper bounds can be computed for each interval.  Those
intervals satisfying the function/bound sign criteria are then retained for further analysis
with a smaller interval size, )i+1.  Putting Li+1 = )i and )i+1 = )i/2, for example, provides
a means for the consecutive bisection of the intervals on each iteration.  By selecting a
series of decreasing interval sizes, say )0, )1, ....,)r, and for each size retaining only those
intervals for which the function/bound algebraic sign criterion is satisfied, the regions of
C, in which a common root of our system equations might be found, can be
systematically narrowed-down.
     Although a bisection method was suggested for constructing the sequence of intervals
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to be analyzed, in practice is was helpful to use interval sizes of 1.0, 0.5, 0.25, 0.05, 0.025
and 0.0125.  The results of this analysis will be summarized and compared for the last
three interval sizes.  For each case, the “distribution” of the intervals, in which the
function/bound sign criteria are satisfied, will be described statistically in terms of the
Euclidean distance from the origin to the midpoint of each interval.  These results are
summarized in tables 3, 4 and 5 on page 133.
     Table 3 exhibits several characteristics of the intervals in which the function/bound
sign criteria are satisfied.  First, both the absolute and relative number of intervals in
which the criteria are satisfied declines very rapidly as the interval size decreases.  More
significantly, the distances from the origin to the midpoints of the intervals are
systematically decreasing as evidenced by the decrease in the average distance and
standard deviation, and by the contraction of the range of distances as given by the
minimum and maximum values.  Therefore, the intervals that may contain common roots
of the modified system of equations in the unknowns specified in (12), appear to be
clustering around the point (0,0,0,0).  On the other hand, if there were other roots located
in the space defined by C in (13), then we would expect to find intervals clustering about
the points corresponding to the roots, and the average distance from the origin to the
midpoints of these intervals should remain fairly constant with respect to the decreasing
interval size.
     The clustering of the intervals is further illustrated by the frequency distribution of the
midpoint distances shown in Tables 4 and 5 on page 133.    For the interval size of 0.025,
we see the majority of the intervals are contained within the unit sphere centered on the
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origin, (0,0,0,0).  When the interval size is again divided by 2 to 0.0125, the intervals are
again clustered about the origin but now predominantly within a radius of 0.5 unit.
     This last set of results clearly shows that the intervals in which the function/bound
criterion is met are clustering around intervals the close to the point (0,0,0,0).  Hence,
although the system of equations derived in the preceding section was not of sufficient
rank to determine its solutions, the above analysis strongly suggests that the system has a
unique solution.  
     To conclude the discussion which began in the preceding chapter, the above result is
interpreted as follows.  Recalling that in Chapter 9 the elements of the matrix V were
formulated as unknowns in the matrix representation of the Schrodinger equation,
algebraic equations were derived in which only the eigenvector components appear as
unknowns.  We saw however, that this system was of less than full-rank and no
conclusions about the nature of their solutions could be inferred.  Replacing each
unknown with its true value plus an unknown perturbation (which in effect became a new
unknown), a new system of equations was created.  If the original (unperturbed) equations
have a unique solution, then the zero-vector is the only solution to the system of
equations in which the perturbation terms were introduced.  The interval analysis strongly
suggests the that *i,j = 0, for 1 #i # 2 and 2 # j # 3, and the original system of equations
has a unique solution.    
     If the eigenvector components are unique, as the above analysis suggests, then the
unknowns V1,2,...,V1,5 which are functions of the eigenvector components, are unique as
well, and hence all of the elements of the matrix V.     
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       Table 3: Statistical Summary of Intervals Satisfying Function/Bound 
                   Sign Change Criterion By Interval Size
   Interval           Number of  Intervals      Distance from Origin to Interval Midpoint
    Size                Total           Exhibiting     Minimum  Maximum   Average   Std. Dev.
                                           Function/Bound    
                                              Sign Change          
    
0.05        40,960,000  59,128 0.05 1.52 0.72 0.29
0.025      655,360,000    9,732 0.025 1.41 0.63 0.28
0.0125 10,485,760,000    1,478 0.0125 0.6 0.23 0.12
    Table 4: Distribution of Distance from Origin to Interval Midpoint for Intervals
            of Size 0.025 Satisfying Function/Bound Sign Change Criterion
 
             0.0 - 0.5            3199
             0.5 - 1.0            5669
             1.0 - 1.5              864              
             1.5 - 2.0                  0
    Table 5: Distribution of Distance from Origin to Interval Midpoint for Intervals
            of Size 0.0125 Satisfying Function/Bound Sign Change Criterion
             0.0 - 0.5             1457
             0.5 - 1.0                 21
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Chapter 11: Conclusions
     The research reported herein has focused on the matrix formulation of Schrödinger’s
equation and its implication for the quantum mechanical inversion problem.  Within the
framework of this representation, the potential energy has been modeled as a suitably
parameterized algebraic function of the single dimensional spatial distance between two
bonded atoms within a diatomic molecule.  The algebraic eigenvalue problem, which
arises naturally within the matrix formulation, provides a structure for deriving and
solving systems of polynomial algebraic equations in which the unknown potential energy
parameters, and the unknown eigenvector components, arise as unknowns.
     In particular, four classes of polynomial equations have been derived within the
framework of the matrix representation of the one-dimensional, time-independent
Schrödinger equation.  The first class of equations was derived from the characteristic
polynomial of a secular matrix having elements given as linear functions of the unknown
potential energy parameters.  Only the potential energy parameters occurred as unknowns
in these equations.  The solutions of these equations have several salient features.  First,
the equations derived strictly from the parameterized characteristic polynomial may have 
numerous solutions; the two solutions which reproduce both the energy and basis set
projection data are obtained when these are equations are augmented by the equation
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which relates H1,1 to the given energy and basis set projection data.  These two solutions 
V1(x) and V2(x) are related as V2(x) = V1(-x). 
     These equations were solvable only for potential energy functions having up to as
many as six parameters.  As was observed in chapter seven, the elimination methods used
to solve these equations are only practical for polynomials of degree five or six, and the
results obtained are consistent with that observation.  However, when the systems of
equations derived for a five parameter potential energy function were considered,  the
importance of the accuracy of the assumed data came into view.  For those systems with
polynomials of degree five or greater, solutions could not by obtained when the data
given by the numerical eigenvalue/eigenvector calculatation was used directly.  When the
assumed potential energy parameters were used to “indirectly” obtain the polynomial
coefficients that would have been otherwise obtained directly from the energy
(eigenvalue) data, the resulting system of equations was solvable.  Although this is an
artifact of the accuracy of the numerical eigenvalue/eigenvector computation used to
simulate the data, it nevertheless has implications for data that might be obtained from
actual laboratory measurements.  Because laboratory data, by its very nature, is subject to
errors of measurement, the usefulness of such data within the model examined here may
be problematic.
     The second class of polynomial equations, in which the potential energy parameters
and eigenvector components occur as unknowns, were derived directly from the algebraic
eigenvalue relationship and were supplemented by the equations representing the
orthonormality criteria satisfied by the eigenvectors.  As in the case of the characteristic
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polynomial methods, the elements of the secular matrix are again given as linear
functions of the unknown potential energy parameters.  As was demonstrated earlier, the
number of equations and parameters grow rapidly as the number of potential energy
parameters increase, and so it was only practical to investigate this for a three-parameter
potential energy function.  The solutions to this system of equations are consistent with
the result obtained using the equations derived from the characteristic polynomial.  That
is, two sets of solutions to these equations emerged, again giving the two potential energy
functions related by V2(x) = V1(-x).  
     The third approach considered a two-step process in which all of the eigenvector
components were determined as a first-step towards the determination of the potential
energy.   If all of the eigenvector components are known for one or more of the
eigenvectors, and if the elements of the secular matrix are linear functions of the
parameters of an assumed potential energy function, then a system of linear equations in
the unknown potential energy parameters is readily obtained from the fundamental
algebraic eigenvector/eigenvalue formulation.  This resulting system of linear equations
in the potential energy parameters was readily solved.  However, the independent
determination of the eigenvector components depends upon a formulation of the secular
matrix in which the potential energy has been diagonalized.  
     Given the eigenvalues and the first components of the eigenvectors of a secular matrix
in which the potential energy has been diagonalized, it is possible to derive algebraic
equations of all degrees which depend on the off-diagonal of the secular matrix and the
known and unknown eigenvector components.  Once derived, this system of equations is
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solved and all of the unknown eigenvector components are obtained.  The components  
were then utilized to derive and solve a system of linear equations in the unknown
potential energy parameters.
     However, the ability to derive and solve these equations depended upon a priori
knowledge of the potential energy.  In particular, the potential energy could not be
diagonalized within a finite basis without prior knowledge of it.  The failure to obtain an
independent diagonalization of V within a finite basis obviously does not lead to the
formulation of a useful algorithm for obtaining the potential energy.
     Finally, the matrix representation of the Schrödinger equation was formulated so that
the elements of the matrix V were introduced as unknowns.  In particular, it was easily
established that all of the elements of V can be expressed as linear combinations of the
first row elements of V: V1,1,...,V1,2n-1 for an n-parameter potential energy function.  Using
the algebraic eigenvector/eigenvalue relationships, quadratic equations, in which the first
row elements of V and the eigenvector components arise as unknowns are readily
constructed.  Moreover, the unknowns from the matrix V are readily eliminated from
these equations, giving a system of equations in which only the unknown eigenvector
components occur.  Despite having an apparently sufficient number of equations to
determine the unknowns (using our elimination methods), the rank of the system is such
that no useful information about the system’s roots can be obtained.  Nevertheless, using
the available data and introducing a new variable which represents a perturbation from
the true value, an “interval analysis” was devised to explore whether these transformed
equations had other solutions as well the zero perturbation.  As the analysis revealed, it
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appears that only the four-dimensional zero-vector is a solution to the transformed
equations.  Hence the eigenvector components and the corresponding elements of the
matrix H are unique.
     Although the investigation discussed herein may not have direct applicability to
experimentally obtainable data, the results do illustrate an interesting relationship
between the assumed energy and basis set projection data and the potential energy that
gives rise to this data.  Reconsidering the results for the characteristic polynomial, the
consistency of the solutions for the various cases seems remarkable indeed.  For example,
when the six-parameter potential energy function was considered, it was found that eight
polynomial equations of degree one through five in six unknowns yielded just two
solutions.  Moreover, it is the inclusion of the equations that relate H1,1 to the energy and 
eigenvector data that suffices to restrict the set of solutions to just the two that have been
discussed.
     Similarly, in the case of the equations in which the eigenvector components are
introduced as unknowns (both simultaneously with the potential energy parameters, and
separately in the equations from the diagonalized V), we consistently see a unique set of
eigenvector components for a given potential energy function, regardless of the number of
equations or the number of unknowns that have been investigated.
     Finally, when the elements of the potential energy matrix were introduced as
unknowns in equations derived from the algebraic eigenvalue formulation, we saw that
this system of equations could not be solved using the elimination methods employed
here.  Nevertheless, our “interval analysis” applied to the transformed system of equations
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strongly suggests a unique solution to the original equations.  Once again, we
see that the given energy and basis set projection data is associated with a unique
potential energy.  
     To be sure, the solvability of these equations very much depends upon the accuracy of
the assumed data.  As we saw in the case of the equations derived from the characteristic
polynomial, even small “errors” in the calculation of the eigenvalues for secular matrices
of order five (and larger) produced equations which were not solvable.  Assuming that
laboratory measurements could provide the assumed energy and basis set projection data,
the data would have to exhibit the same accuracy as the data utilized here.  Whether the
methods described here could be utilized to determine the potential energy from
observational data remains an open question.  Therefore, while not making a claim of
providing an algorithm for determining the potential energy from the assumed data,
nevertheless a significant relationship between the assumed energy and projection data,
and the potential energy of the system from which the data might arise seems to have
been established. 
     In principle, then, the matrix representation of Schrödinger’s equation provides a
framework for relating energy and correlation function data to the potential energy of a
diatomic molecule.  This framework provides a mechanism for generating consistent,
solvable, systems of algebraic equations from which the potential energy can be
determined. 
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