The issue of quantifying the uncertainty in stochastic process power spectrum estimates based on realisations with missing data is addressed. In this regard, relying on relatively relaxed assumptions for the missing data, utilising fundamental concepts from probability theory, and resorting to Fourier and harmonic wavelets based representations of stationary and non-stationary stochastic processes, respectively, a closed-form expression is derived for the probability density function (PDF) of the power spectrum value corresponding to a specific frequency. The significance of the derived PDF relates to cases where incomplete process realisations are available for power spectrum estimation applications. In this setting, standard power spectrum estimation techniques subject to missing data typically provide with a deterministic estimate for the power spectrum. Thus, no information is provided concerning the uncertainty in the estimates. Numerical examples herein demonstrate the large extent to which any given single estimate may be unrepresentative of the target spectrum.
Introduction
The problem of missing data is a broad one. It can be a possibility in almost any situation where real data are being collected and stored. Situations where missing data may occur include sensor failures, data loss or corruption, and limited allocated time with shared equipment. In cases where spectral analysis is required, the missing data can present a significant problem. In this regard, there are many techniques available in the literature for estimating the underlying stochastic process power spectrum when full, uniformed time histories are not available. Depending on the amount of missing data and any prior knowledge of the underlying statistics of the process, it is often possible to make an informed decision concerning which model to adopt.
For example, recently, a compressive sensing (CS)-based technique for estimating power spectra based on stochastic process compatible realisations with missing data was developed (Comerford et al., 2015b; Candés et al., 2008 Candés et al., , 2006a Candés et al., , 2006b Donoho, 2006) . These approaches assume that the underlying process is somewhat sparse when projected into a harmonic basis (which is often the case when referring to environmental stochastic processes). Further, it has been shown that when multiple records of a single process are available for analysis, an adaptive basis procedure can be applied to significantly enhance the reliability of CS estimates (Comerford et al., 2014) . Similarly, for sparse signals, if the number of key frequencies of interest is highly limited, other alternative techniques such as 'clean deconvolution' (Högbom, 1974; Roberts et al., 1987; Baisch and Bokelmann, 1999) may be used for stationary cases. Autoregressive models may be fitted on available data if the missing data are grouped and infrequent (Fahlman and Ulrych, 1982) . Further, another approach developed by the authors utilises an artificial neural network (ANN) for power spectrum estimation and simulation of stochastic processes subject to missing data (Comerford et al., 2015a) . A significant advantage of the ANN relates to the fact that no prior knowledge of the underlying process statistics is required. For many cases least-squares sinusoid fitting and zero-padded gaps (Lomb, 1976; Scargle, 1982; Vanicek, 1969) offer efficient solutions for re-constructing the Fourier spectrum in the presence of missing data but suffer, in general, from falsely detected peaks, spectral leakage and significant loss of power as the number of missing data increases.
Any and all of these approaches will propagate inaccuracies from missing data predictions in the time domain through to the final spectral estimate. These inaccuracies may in some cases be particularly small, a specific example would be the case where only a small percentage of data is missing in a stationary signal with a highly narrow band spectrum. However, in many cases uncertainty due to missing data can be of great significance, particularly as all of the models listed previously for reconstructing the spectrum in the presence of missing data are used to produce a deterministic estimate for the data missing in the time domain, and ultimately, for the power spectrum coefficients. Clearly, these power spectrum estimates could be misleading as they provide no information concerning the degree of uncertainty related to the original incomplete data; thus, potentially leading to poor decision making if the magnitude of potential error is not properly quantified. Indeed, even without the presence of missing data, there are many cases where simply building a Fourier power spectrum without any understanding of the underlying process can lead to erroneous results. For example, Muller and MacDonald (2002) state that in a well cited dataset describing periodic variations in the Earth's orbit (Hays et al., 1976) , falsely detected peaks from the periodogram are given unwarranted significance, and when compared with a maximum likelihood analysis (e.g., MacDonald, 1989) , all but disappear. Therefore when combining spectral estimation with missing data we must be all the more prudent to avoid over confidence when making predictions from our analyses. The importance of understanding uncertainty in spectral estimates is made even clearer when considering applications where design decisions that affect system reliability can impact human lives. An example could be the case of structural system design where 'resonance' is the key mechanism. In this regard, miscalculated resonant frequencies in the analysis phase of structural system design could lead to catastrophic failures.
While the above listed solutions rely solely on deterministic estimates of the power spectrum, as an alternative and based on the aforementioned arguments, it can be argued that there is merit in relaxing the assumptions on the missing data by modelling them as random variables. In this regard, by assuming a probability density function (PDF) to represent the missing data and ultimately the nature of the process as a whole, the power spectrum may be represented by a range of possible values rather than a single value at a given frequency or time-frequency band. This 'probabilistic' power spectrum provides a useful comparison tool assessing the reliability of alternative reconstruction methods. Herein, a technique is demonstrated for determining a closed-form expression for the 'probabilistic' power spectrum in cases where the missing data are assumed to follow a Gaussian distribution. However, the method is flexible to non-Gaussian random variables in many cases by virtue of the central limit theorem (CLT) (e.g. Billingsley, 2008) as is highlighted in the following sections. Further, the approach to uncertainty quantification in power spectrum estimation presented in this paper yields results that can, alternatively, be generated via Monte-Carlo simulation. In this regard, for a single time history with missing data, random data compatible with a given distribution are generated. For each generated set of data, the Fourier or harmonic wavelet transform is performed, yielding an estimate for the power spectrum. The process is repeated many times, eventually resulting in a histogram for the possible power spectrum values corresponding at a specific frequency. However, to achieve an accurate distribution estimate, this approach can be computationally highly demanding.
Technical methodology
In this section, closed-form expressions for power spectrum estimate PDFs for both stationary and non-stationary stochastic process records are derived. First, the stationary case is studied and PDFs for the power spectrum estimates are determined corresponding to each and every frequency value. This is done by resorting to the definition of the discrete Fourier transform (DFT) in conjunction with an ergodicity assumption for the underlying stationary stochastic process. Next, harmonic wavelets are utilised as a basis for representing non-stationary stochastic processes and for estimating evolutionary power spectra. An extension of the approach for obtaining the power spectrum estimates PDFs in the stationary case is provided to account for EPS estimates PDFs corresponding to a specific time-frequency band.
Stationary stochastic process representation and power spectrum estimates PDFs
To produce power spectrum estimates for real, discrete data, an appropriate transformation methodology to project from the time domain to the frequency or the joint time-frequency domain is required. For any real-valued stationary process, x(t), there exists a corresponding complex orthogonal process Z(ω) such that x(t) can be written in the form (e.g., Yaglom and Silverman, 2004; Cramér and Leadbetter, 1967; Priestley, 1982) 
where Z(ω) has the properties
and ( )
In equation (2), S X (ω) is the two-sided power spectrum of the process x(t). Further, a versatile formula for generating realisations compatible with the stationary stochastic process model of equation (1) is given by
where Φ k are uniformly distributed random phase angles in the range 0 ≤ Φ k < 2π and N relates to the discretisation of the frequency domain (Shinozuka and Deodatis, 1991) . For discrete time data, and adopting the assumption of ergodicity, S X (ω) can be estimated by computing the temporal mean value of the square of the DFT of the available record in the form (e.g., Newland, 1993; Spanos et al., 2011) ,
where T is the number of data points, t is the data point index in the record and k is the integer frequency for ω k (i.e. In the ensuing analysis, the symbol lim T →∞ in equation (5) 
where t α and t β represent the index positions of known and unknown data, respectively. Next, instead of attempting to impose certain rather strict assumptions on x t with the aim of obtaining deterministic estimates for x t by utilising one the many available methodologies for addressing missing data (e.g. Comerford et al., 2015a Comerford et al., , 2015b Comerford et al., , 2014 , a rather relaxed assumption on the nature of x t is adopted, i.e. the unknown x t are assumed to be independent Gaussian random variables. Of course, different PDFs can be assumed based on the a priori available information (if any) about the missing data. Note, however, that in the context of the maximum entropy principle, the Gaussian PDF has maximum entropy among all real-valued distributions with specified mean and standard deviation (e.g. Sobczyk and Trębicki, 1993; Sobczyk, 2001) . Therefore, the assumption of normality imposes the minimal prior constraint beyond these moments; and thus, the Gaussian PDF can be a good candidate for cases where minimal information is known about the missing data. In any case, it can be argued that a probabilistic description of the unknowns imposes fewer restrictions and assumptions on the nature of the missing data as compared to a purely deterministic description.
Further, by taking advantage of the fact that the sum of a series of such random variables is also Gaussian with variance equal to the sum of the series variances, it is possible to group random variables to simplify the function. Also, by virtue of the CLT (e.g. Lindeberg, 1922; Ash and Doleans-Dade, 2000) , we may relax the assumption of modeling the missing data as Gaussian random variables and include other sets of non-identical distributions. Hence, for large numbers of independent random variables, their summations will tend towards the same Gaussian distributions as those defined in this section. Note also that for small numbers of non-Gaussian missing data where the CLT may not be assumed to govern their summation, the following general procedure is still valid and may be followed while specifically taking account of the alternative (non-Gaussian) distributions.
Before we can sum the random variables in equation (6) we must account for the fact that the standard deviations in this case are complex, i.e.
has a real and imaginary component. Simply taking the sum of the squares of these complex deviations in an attempt to define a single complex random variable would not make sense. This is because the PDF of a single complex Gaussian random variable could be plotted in two dimensions along a vector in the complex plane (this may also be visualised as a joint density function between real and imaginary parts with unit correlation). However, if we plotted the PDF of a sum of complex random variables, assuming that the complex deviations were not multiples of each other, they would yield a three dimensional joint PDF in the complex plane with correlation < 1. In order to achieve the latter, the complex coefficients in equation (6) 
where n X β are independent Gaussian random variables representing the missing data,
. n x β In the following, random variables allocated to all of the missing points in time are assumed to be identically distributed as well. Note that as previously stated, these assumptions serve to simplify notation and are not a requirement of the analysis. Available data are pre-scaled so that their standard deviation (σ) is equal to one and shifted so that their mean (μ) is equal to zero, therefore all random variables are also standard normal, i.e. (0, 1).
Equation (7) can now be simplified by replacing the real and imaginary parts with single Gaussian random variables by summing the variances
where 1 2 2Δ 2 cos cos
( 1 1 ) Treating X 1 and X 2 as Gaussian by summing means and variances yields
If X 1 and X 2 were independent, S X (ω k ) would take a form similar to a non-central chi-squared distribution (e.g., Press, 1966) . However, because both X 1 and X 2 are functions of the same pool of random variables (i.e. each missing point contributes the same underlying random variable to both the real and the imaginary parts of the transform), they exhibit some degree of correlation. In this regard, the correlation coefficient for X 1 and X 2 can be written as 1 2 1 2 , 2 2 2Δ cos sin
Because the expectation of t X β with itself for the same t β is equal to 1 and for different t β is equal to zero, equation (14) can be equivalently written as
Further, to simplify the determination of the PDF of S X (ω k ), S X (ω k ) is arranged in terms of uncorrelated, independent standard normal random variables X and Y in the form
, (16) is treated as a function of random variables (Stark and Woods, 2002) , and we apply the celebrated input-output PDF relationship, i.e., if Z is a function of random variables X and Y, the CDF of Z, F Z (z) is defined as,
,
( 1 7 ) and the PDF of Z is
Considering equations (16)- (18) an analytical expression can be derived for the PDF of the power spectrum estimate S X (ω k ) at a given frequency ω k of the form
Finally, resorting to numerical integration of the double integral of equation (19), and setting the integration limits equal to
S ω p z can be readily determined. Overall, it has been shown that in the case where missing data in a realisation are modelled as independent identically distributed Gaussian random variables, a simple expression [equation (19)] can be derived for the PDF of the underlying process power spectrum value at a given frequency. In this regard, the uncertainty propagation from the measured incomplete signal in the time/space-domain to its power spectrum estimate in the frequency domain is efficiently quantified without resorting to computationally demanding Monte Carlo simulations. Note again that for non-identically distributed Gaussian random variables, individual variable means and variances are simply added when calculating the statistics of X 1 and X 2 . This is also the case when dealing with non-identically distributed non-Gaussian random variables if the central limit theorem holds. To elaborate further on the computational cost aspect, it becomes clear that for long time-histories with a significant amount of missing data (and thus, with a large number of random variables), attempting to generate these 'probabilistic' power spectra via a Monte Carlo simulation treatment could become potentially prohibitive. At the same time the complexity of solving equation (19) would remain unchanged. This is demonstrated in the examples section where Figure 6 shows the required number of FFT simulations to approximate the power spectrum PDF. Further, equation (19) can be potentially used for assessing the performance of alternative power spectrum estimation techniques subject to missing data that provide with a deterministic estimate of the power spectrum value at a specific frequency.
Note that in the case where ergodicity is not assumed and the expectation operator is understood in an ensemble average sense, the stationary power spectrum is estimated by
Here, for a specific frequency ω k , the power spectrum S X (ω k ) constitutes a scaled sum of random variables which gives the distribution of the mean outcome of equation (19) over the ensemble set. For standard normal missing data, with each additional sample, the variance of S X (ω k ) decreases. Clearly this is to be expected by virtue of the CLT (see also Lindeberg, 1922; Ash and Doleans-Dade, 2000) when using independent random variables since the standard deviation of S X (ω k ) tends towards zero as the ensemble size tends towards infinity i.e.,
where N rec is the number of records in the ensemble. It can be readily seen that if an 'infinite' number of realisations with missing data was available the aforementioned approach/modelling would provide with a deterministic estimate for S X (ω k ).
Non-stationary stochastic process representation and evolutionary power spectrum estimates PDFs
For the case of non-stationary stochastic processes, a similar to equation (1) 
where ξ j,k is a stochastic orthonormal increment sequence; ψ j,k (t) is the chosen family of wavelets and j and k represent the different scales and translation levels, respectively. Further, the local contribution to the variance of the process of equation (23) is given by the term | w j,k | 2 . The wavelet-based model of equation (23) relies on the theory of locally stationary processes (see also Dahlhaus, 1997) , whereas the aforementioned wavelet based representation can be viewed as a natural extension in the wavelet domain of earlier work related to the representation of non-stationary stochastic processes (e.g., Priestley, 1965) .
Focusing next on generalised harmonic wavelets (Newland, 1994) , they have a boxshaped frequency spectrum, whereas a wavelet of (m, n) scale and (k) position in time attains a representation in the frequency domain of the form
where m, n and k are considered to be positive integers and 0 2 Δ ; π ω T = and T 0 is the total time duration of the signal under consideration. A collection of harmonic wavelets of the form of equation (24) spans adjacent non-overlapping intervals at different scales along the frequency axis. The inverse Fourier transform of equation (24) gives the time-domain representation of the wavelet which is equal to 0 0
Furthermore, the continuous generalised harmonic wavelet transform (GHWT) is defined as
and projects the function f(t) on this wavelet basis. Next, utilising the generalised harmonic wavelets, equation (23) becomes (see Spanos and Kougioumtzoglou, 2012) ( )
where whereas S (m,n),k represents the EPS S X (ω, t) at scale (m, n) and translation (k). Equivalently, equation (28) can be written in the form (Spanos and Kougioumtzoglou, 2012; Kougioumtzoglou, 2013) 
( 2 9 ) with the properties ( )
Further, realisations compatible with S X (ω, t) can be generated by utilising a generalisation of equation (4) of the form (see Liang et al., 2007) 
In the numerical examples section, stationary and non-stationary process realisations are generated by utilising equation (4) and equation (32), respectively. Furthermore, regarding the problem of estimating the EPS of a non-stationary stochastic process based on available/measured realisations, a harmonic wavelet based estimation approach advocates that the EPS S X (ω, t) of the process X(t) is estimated by (e.g. Spanos and Kougioumtzoglou, 2012; Spanos and Failla, 2005) ( ) (25) is required to compute the wavelet transform. This is realised by taking the inverse discrete Fourier transform of equation (24), having the effect of wrapping the tails of the wavelet outside the recorded time history back in on themselves (Newland, 1994 (Newland, , 1999 , yielding a periodic function over T 0 , i.e. Note that near the beginning and the end of the time history the discrete wavelet transform introduces edge effects, i.e. the wavelet power is likely to 'leak' around to the other side. For this reason it is often advisable to mitigate the problem by padding the signal with additional temporary data while performing the transform [e.g. a mirror image of the signal (Kijewski and Kareem, 2002] . Next, utilising equation (26), and assuming that T 0 = 2π, T is the number of sample points and t are the integer point indices, we can now write the discrete harmonic wavelet transform of x as
Combining equation (33) with equation (35), the evolutionary power spectrum for a discrete time recorded process is estimated by
where ω (m,n) is the frequency band, and k the time increment. Further, for the purpose of determining a 'probabilistic' power spectrum and following a similar approach as the one for the stationary process case, equation (32) can be split into known and unknown cosine and sine components [see equation (6) and equation (7)]. As in the stationary case, t α and t β are used to represent the known and missing integer data point locations, respectively. The result is that for the non-stationary case equation (32) takes a similar form to equation (9), i.e.
and,
The PDF for a non-stationary process power from a single realisation at a given time and frequency may be drawn by evaluating equation (19) with the above parameters.
Similarly to the stationary case, if multiple process records are considered as part of an ensemble, the variance of the power spectrum estimate at each frequency decreases.
Numerical examples
To demonstrate the applicability of the proposed 'probabilistic' power spectrum estimation approach, stationary and non-stationary process time-histories are generated via equations (4) and (32), respectively. In the ensuing examples, missing data are simulated by removing data at random locations drawn from a uniform distribution of the time index,
where f 0 (t) is the sample time history with missing data, f(t) is the original generated sample, r a is a vector of N 0 equally spaced numbers from 0 to 1 arranged in random order and w is the fraction of missing data. Normally distributed random variables are assumed in place of the missing data and the probabilistic spectra are constructed using appropriate Fourier or Harmonic Wavelet bases. For both stationary and non-stationary examples, various levels of missing data are considered and their effect on the uncertainty of the power spectrum estimates is investigated. For the stationary case, sample realisations compatible with the zero-mean modified Kanai-Tajimi-like earthquake engineering power spectrum [equation (45)] (Tajimi, 1960; Kanai, 1957) 
are generated, where ω g = 12 rad/s, ζ = 0.6 and α = 20. Further, two samples are generated and analysed separately with 10% and 20% missing data in uniformly distributed random locations. Figure 2 compares the original spectrum with the 'probabilistic' spectrum estimate based on equation (19) after 10% of the data has been removed. Figure 3 shows distributions for three selected frequencies compared to estimates corresponding to no missing data (represented by vertical lines). It can be readily seen that the true power spectrum values for each frequency lie within the distributions' effective domains and in this case within two standard deviations of the mean. Further, it is also noted that the spectral estimation uncertainty decreases as the true power spectrum value nears zero. This is partly due to the fact that power spectrum values cannot be negative and so the PDFs become more skewed near zero. Higher true powers are also more drastically effected by missing data due to the squared nature of the power spectrum, e.g. a fluctuation of ±2 about zero when squared has an interval of width 4, but a fluctuation of ±2 about 1 when squared has an interval of width 9. Figures 4 and 5 show the same analysis for 20% missing data. As the number of missing data increases, the estimated power spectrum value exhibits larger uncertainty as anticipated; that is, the power spectrum PDF variance increases. However, the probability of the process having zero power at and around the predominant frequency, 12 rad/s remains extremely low. This is because the known data still exhibit a strong correlation with this frequency.
To produce these PDF plots, equation (19) is evaluated numerically using adaptive quadrature (Lyness, 1969) . This procedure takes around 3 seconds on a standard modern mid-range computer (as of 2015). In comparison, applying a Monte-Carlo approach, 10 3 , 10 6 and 10 7 samples took 2.5, 26 and 267 seconds, respectively. Clearly, a multiple of the above values would be required for the case where an ensemble of realisations would be considered. The Monte-Carlo estimated PDFs are shown in Figure 6 (for an example estimation of the power at 18 rad/s with 10% missing data). Even with 10 7 samples there is still a noticeable difference with the target exact PDF. For the non-stationary case, the method is applied for a non-separable earthquake excitation process of the form This spectrum comprises some of the predominant features of seismic shaking, such as decreasing of the dominant frequency with time. As shown in Figure 7 the evolutionary power spectrum of equation (46) is relatively broad near the start of the time history. High frequency powers are significant during the first second of the process, quickly reducing and resembling more of a separable process during the final ten seconds. A wavelet bandwidth of 6 rad/s is chosen to give an even trade-off between time and frequency resolution when using a 128 point sample. Two examples are shown initially, one with 10% missing data ( Figure 9 ) and another with 20% missing data ( Figure 10 ). An additional key is provided (Figure 12 ) to clarify the interpretation of these figures. Figure 8 shows the power spectrum for the single sample with no missing data. Again, as with the stationary case, the probabilistic harmonic wavelet based power spectrum PDFs generally have higher mean values in the locations where the full estimated spectrum shows the greatest power spectral density. Similarly, the PDFs of the power spectral densities tend to have lower variance and greater skewness as their mean values approach zero. However, unlike in the stationary process examples, this tendency is not always the case. Because the wavelets are time-limited as well as frequency band-limited, power spectrum PDFs are significantly affected by the arrangement of the missing data in time. Notice in Figure 9 at k = 1 and 18 < ω < 24 rad/s, the estimated power spectrum value is comparatively high, yet the variance of the PDF is low. This is due to the fact that if we looked at the sample time history, there would be few missing data near the start of the record (k = 1). We can highlight this effect by purposely removing a continuous interval of data rather than using uniformly distributed missing points. This is shown in Figure 11 where 10% of the record is missing near the start. The result is that bands of higher uncertainty occur, in this case for k = 1, 2 (i.e. the PDFs have higher variance). For higher k values the PDFs have much lower variance and the true estimated power spectrum is therefore less ambiguous. The effect is very clearly demonstrated by comparing selected PDFs at k = 1 where there are missing data and at k = 4 where there are no missing data ( Figures 13 and 14 respectively) .
Conclusions
In this paper, the issue of quantifying the uncertainty in stochastic process power spectrum estimates based on realisations with missing data has been addressed. In this regard, relying on relatively relaxed assumptions for the missing data a closed-form expression has been derived for the PDF of the power spectrum value corresponding to a specific frequency. Specifically, modelling the missing data as Gaussian random variables, relying on fundamental concepts from probability theory, and resorting to Fourier and harmonic wavelets based representations for the stationary and non-stationary processes, respectively, the uncertainty related to the power spectrum estimate has been quantified by deriving an expression for the respective PDF. It is noted that the Gaussian assumption is not restrictive and that the approach can be applied in a relatively straightforward manner for other alternative non-Gaussian PDFs chosen to model the missing data. Further, by virtue of the CLT the result is directly applicable for cases where the number of missing data is large enough. Also, the premise of performing a probabilistic spectral analysis is not limited to this approach and there is significant scope for introducing additional assumptions to more accurately represent uncertainty under more specific conditions. Depending on the application, this work could be extended to include, for instance, time-varying distribution functions and correlated missing data.
Further, the results demonstrated the large extent to which any given single estimate, even for small amounts of missing data, may be unrepresentative of the target spectrum. Therefore, when combining spectral estimation with missing data we must be all the more prudent to avoid over confidence when making predictions from our analyses. This can be the case for instance when considering applications where design decisions affect system reliability. An example could be the case of structural system design where 'resonance' is the key mechanism and the spectrum in question is used as an excitation model.
Furthermore, considering the herein numerical examples with missing data < 10% for both stationary and non-stationary cases, the true power spectrum values were all within two standard deviations of the PDF means. Therefore this approach could be used to bound deterministic estimates, providing specific validation criteria for missing data reconstruction. Finally, it is noted that the results were produced utilising the exact closed-form expression at a minimum computational cost as opposed to an alternative Monte Carlo simulation approach.
