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Standard computation of size and credibility of a Bayesian credible region for certifying any point estimator
of an unknown parameter (such as a quantum state, channel, phase, etc.) requires selecting points that are in the
region from a finite parameter-space sample, which is infeasible for a large dataset or dimension as the region
would then be extremely small. We solve this problem by introducing the in-region sampling theory to compute
both region qualities just by sampling appropriate functions over the region itself using any Monte Carlo sam-
pling method. We take in-region sampling to the next level by understanding the credible-region capacity (an
alternative description for the region content to size) as the average lp-norm distance (p> 0) between a random
region point and the estimator, and present analytical formulas for p= 2 to estimate both the capacity and credi-
bility for any dimension and sufficiently large dataset without Monte Carlo sampling, thereby providing a quick
alternative to Bayesian certification. All results are discussed in the context of quantum-state tomography.
Introduction.—Parameter reconstruction from datasets is a
preliminary task in the study of natural sciences. In quantum
theory, proper reconstruction of quantum states [1–5], quan-
tum channels [6–9], interferometric phases [10, 11], etc., is
the root to successful executions of all quantum-information
protocols [12–15]. A parameter estimator must be accompa-
nied by an appropriate error certification to ascertain its re-
liability for future physical predictions. Bootstrapping or re-
sampling [16, 17], which generates mock data from collected
ones to obtain “error-bars”, can result in highly overoptimistic
“error-bar” lengths [18] that do not accurately characterize the
estimator. From the principles of hypothesis testing, one can
instead construct Bayesian credible regions [19, 20] based on
the collected data. These credible regions are distinct from
the frequentists’ confidence regions [21–23], which are con-
structed from the complete (often assumed) distribution of es-
timators that includes all unobserved ones in the experiment.
A credible region R, which is a Bayesian error region con-
structed from experimentally observed data D, requires the
specification of its size and credibility, which is the probability
that the true parameter is inside R. It is well-known from [19]
that the latter is readily derived so long as the functional be-
havior of the former with the shape ofR is known. As the size
of R is defined as the volume fraction of the full parameter
space R0, its computation conventionally requires one to first
obtain a large sample of points in R0, and later discard (usu-
ally very many) points that are outside R. Acquiring a suffi-
ciently large sample ofR0 for a subsequently accurate sample
filtering is doable with a number of Monte Carlo (MC) meth-
ods [24, 25], most notably the Hamiltonian Markov-chain
MC, provided that R is not small. In practice, however, when
data sample-sizeN becomes even moderately large, the region
R (of size∼N−d/2 [26] for a d-dimensional parameter) is too
tiny for any MC-filtering sampling to be practically feasible.
In [26, 27], closed-form approximations are given to estimate
both region qualities for large N without MC-filtering, with
the premise that the volume of R0 is known.
In this Letter, we develop an in-region sampling theory
to compute the size and credibility with neither MC-filtering
from nor any geometrical knowledge about R0 (such as its
volume). We first prove the central lemma which states that
both region qualities are computable from the average of log-
likelihood over R. We next discuss the hit-and-run MC al-
gorithm [28–31] as one of the many numerical tools to per-
form direct region-average computation. As a strategic bonus,
we make use of the region-average concept in in-region sam-
pling to define the region capacity of R induced by an lp-
norm (p > 0) between two points in R. This would allow us
to derive fully operational asymptotic approximation formu-
las for p = 2 (squared-error metric) to carry out rapid error
certifications without numerical computations. All results are
demonstrated and verified for multi-qubit tomography.
Error-region size and credibility.—For a given information-
ally complete (IC) dataset D, we would like to reconstruct
the unknown d-dimensional parameter r (vectorial in general)
that fully characterizes some physical system. We shall as-
sume that the parameter space R0 (of quantum states, chan-
nels, Cartesian-product of independent quantities, etc.) for
the physical system of interest is convex, and take the unique
estimator r̂ = r̂ML to be themaximum-likelihood (ML) estima-
tor [3, 32, 33], that is the estimator that maximizes the likeli-
hood L= L(D|r ′). It was formally shown in [19] that the opti-
mal Bayesian credible region (CR) R for r̂ML has an isolikeli-
hood boundary ∂R—a boundary of constant likelihood—and
every interior point possessing a likelihood L ≥ λ Lmax (see
Fig. 1). Its size and credibility are
Sλ ≡
∫
Rλ
(dr′) =
∫
R0
(dr ′)η(L−λLmax) ,
Cλ ≡
∫
Rλ
(dr′)L/L(D) =
∫
R0
(dr ′)η(L−λLmax)L/L(D) ,
(1)
where the volume measure (dr) incorporates some prescribed
prior distribution p(r), η is the Heaviside function, L(D) =∫
R0
(dr ′)L(D|r ′), and 0 ≤ λ ≤ 1 characterizes the shape and
size of Rλ , so that Rλ=0 = R0 and Rλ=1 = {r̂ML}. Hence,
Sλ measures the total prior content of Rλ that monotonically
decreases with increasing λ , and Cλ its posterior content that
expresses the probability that r ∈Rλ . BothCλ=λ0 (pre-chosen
2FIG. 1. (Color Online) Since any relevant λ value that gives a reason-
ably large credibility Cλ < 1 typically yields a small CR Rλ , there
exist only two general cases. Case A refers to the situation where
r̂ML is an interior point of R0, and Case B refers to that where r̂ML
is on the boundary ∂R ∩ ∂R0. It is easy to determine which is the
case for r̂ML . In quantum-state tomography, for instance, this would
correspond to checking if the state estimator is rank-deficient.
to be 0.95 say) and the corresponding Sλ=λ0 are reported to-
gether with r̂ML. The relation
Cλ =
(
λSλ +
∫ 1
λ
dλ ′Sλ ′
)/∫ 1
0
dλ ′Sλ ′ (2)
means that a single r′-integration for Sλ is sufficient to acquire
Cλ [19]. In realistic experiments, where the desired number
of data copies N < ∞ is usually large (which we assume un-
less otherwise stated), the likelihood L becomes a Gaussian
function owing to the central limit theorem and peaks strongly
around r̂ML. In this case, Sλ becomes very small even for small
λ or largeCλ (the desired situation). Therefore, MC-filtering
produces almost no yield as such a finite sample would surely
miss Rλ for a reasonably highCλ .
We inform that one systematic guide to report error regions
is to invoke the elegant notion of evidence, which leads to the
so-called plausible region [20, 26, 27, 34, 35] for D, in which
all points have posterior probabilities larger than or equal to
their prior probabilities—a physical measure of statistical sig-
nificance. Then Cλ should not exceed the credibility of this
plausible region in order for the CR to contain only plausible
points (refer to our companion article [36] for details).
In-region sampling theory.—We shall now propose a way
to compute both Sλ and Cλ without MC-filtering. The
physical intuition behind our theory is to realize that if one
inspects the average of some quantity qλ over the region
Rλ [formally denoted by qλ
Rλ =
∫
Rλ
(dr ′)qλ (r ′)/
∫
Rλ
(dr ′)],
then its rate of change with λ actually encodes information
about the behavior of Sλ with λ . A shrinkage of Rλ , for
example, translates to an exclusion of some qλ values from
the region-average. More precisely, this leads to the
Region-average computation (RAC) lemma: For any prior
(dr′) and N, the prior content Sλ (up to a multiplicative
factor), and hence the credibility Cλ , are all inferable from
the R-average quantity uλ = logL(D|r ′)− log(λ Lmax)
Rλ
.
We prove this lemma by taking the first-order derivative
of uλSλ in λ . Upon noting that ∂Sλ/∂λ =
∫
R0
(dr′)δ (L−
λ Lmax), we end up with the following first-order differential
equation
∂yλ
∂λ
=− yλ
λ uλ
(3)
that characterizes the full evolution of yλ = uλ Sλ given the
boundary value Sλ=0 = 1. Equation (3) can be solved eas-
ily by iterating yλ j+1 = yλ j − yλ j/(λ juλ j ) following Euler’s
method [37], so that Cλ can thereafter be computed using
Eq. (2). This closes our constructive proof of the RAC lemma.
For any prior distribution p(r), there exist many MC [24,
38] schemes to compute uλ , many of which use Markov-
chain algorithms. Hit-and-run sampling [28–31] is one such
extensively-studied scheme. The mechanism behind hit-and-
run starts with the construction of a simple finite convex set
B ⊇Rλ . For N ≫ 1 and some λ , two general cases exist as
shown in Fig. 1. In Case A, we define B as the hyperellipsoid
Eλ centered at rc = r̂ML that profiles the Gaussian L whenever
r̂ML is an interior point. In Case B, where r̂ML is a boundary
point on ∂R0, we set B as the (truncated) hyperellipsoid E
′
λ
centered at rc = r̂ML+F
−1
MLgML, whereFML is the Fisher infor-
mation evaluated at r̂ML and gML = ∂ logL/∂r
′|r ′=r̂ML . Next,
starting from a reference point in Rλ , say the ML estima-
tor r̂ML, a finite line segment, with endpoints on ∂B, passing
through this point is generated and a random point is picked
repeatedly along this line until it lies in Rλ , thereafter becom-
ing the next reference through which a new finite line segment
is generated to find the next point in Rλ . The final Rλ sam-
ple is then used to compute any Rλ -average quantity. The
key point is that a hyperellipsoidal B for hit-and-run is con-
structed based on the central limit theorem, where the N≫ 1
condition guarantees that the physical region is asymptotically
contained in B. To play it safe, a good idea would be to
choose a hyperellipsoid that is, say, twice the size of the sup-
posed one given by the theorem.
Beginning with k = 1 and rref = r̂ML of N ≫ 1, the ac-
celerated version of hit-and-run [28, 29, 31] for any given
prior distribution p(r) runs as follows: 1. Generate a ran-
dom line segment characterized by y = rref + µ ev , where
ev = v/|v| and v follows the standard Gaussian distribution
(mean 0 and variance 1 for each column entry). Its end-
points are parametrized by µ± = [−b±
√
b2− a(c− 1)]/a,
where ∆ = rref − rc, a = ev TAev , b = ∆ TAev , c = ∆ TA∆,
A = F ML/(−2logλ ′), 2 log(λ/λ ′) = gTMLF−1MLgML [gML = 0
and λ ′ = λ for Case A]. 2. Define β1 ≡ µmin =min{µ+,µ−}
and β2 ≡ µmax = max{µ+,µ−}. 3. Pick a random number
β1 ≤ β ≤ β2 according to the marginal probability distribu-
tion p(rref +β ev)/
∫
dβ ′p(rref+β ′ev) truncated in the inter-
val [β1,β2] and obtain rtest = rref+β ev . 4.Determine whether
r test ∈Rλ . If so, define rref = r test, raise k by 1, and go to 1. If
not, set β1 = β if β < 0 or β2 = β if β > 0, and repeat 3 and
4. Sampling terminates when k > Ksmp for a prechosen Ksmp.
3FIG. 2. (Color Online) Barring unforeseen pathological examples,
we shall assume that the R0 for any physical system possesses a
boundary ∂R0 that is either (a) a smooth surface, or (b) has corners
and edges. For the latter, a corner at which an ML estimator might
reside can be well approximated by multiple hyperplanes if N≫ 1.
We emphasize that the Gaussian approximation serves only
as an efficient guide to contain the sampling space. An addi-
tional criterion that logL> log(λLmax)may be used to further
ensure that all sampled points truly lie in Rλ , although this is
almost always the case for N ≫ 1. One main technical is-
sue for Markov-chain schemes is that the convergence rate is
strongly dependent on the starting point (finite sample-point
correlation). It is well-known, however, that hit-and-run con-
verges fast to p(r) (with essentially polynomial complexity)
so long as it starts from any interior point. As an example
in 4-qubit tomography, such an interior point can be gener-
ated in about 10 seconds per λ with N > 2× 106 and 4096
measurement outcomes using accelerated projected gradient
method [39] to minimize the function [1− (x− rc) ·A · (x−
rc)]
2 32 times (see for instance [30, 40] and our companion
article [36] for more technical discussions).
Region capacity.—The region-average methodology used
to feasibly compute Sλ (andCλ ) invites more options to gauge
the capacity of R. Instead of measuring prior contents, we
may check how close is a randomly-chosen point in R from
r̂ML on average. Formally, the R-average
SD ,λ ≡D(r ′, r̂ML)
Rλ =
∫
Rλ
(dr′)D(r ′, r̂ML)
/∫
Rλ
(dr′) (4)
for the capacity ofRλ now depends additionally on the metric
D(r ′, r̂ML) one chooses to measure this average distance.
One can argue that if the metric is an lp-norm of p > 0,
SD ,λ monotonically decreases with λ when N≫ 1 for an ap-
propriate (dr ′). To see this we begin with D ≡Dp(r ′, r̂ML) =(
∑ j |r′j− r̂ML, j|p
)1/p
. According to Fig. 2, after the substitu-
tion r ′′ = r ′− r̂ML, we have for the more complicated Case B,
SDp,λ →
∫
(dr′′)Dp η(1−r′′ TFMLr′′/(−2logλ ))∏
j
η(wTjr
′′)
∫
(dr′′)η(1−r′′ TFMLr ′′/(−2logλ ))∏
j
η(wTjr
′′)
∼
√
−2logλ [if (dα r ′′) = g(α)(dr′′)] . (5)
The same conclusion for Case A follows by definition, and re-
mains unchanged also for Dp(r
′, r̂ML) = ∑ j |r′j− r̂ML, j|p since
FIG. 3. (Color Online) After expanding the likelihood L about r̂ML to
a Gaussian function centered at rc (cross) with its own isoGaussian
contours, a hyperplane (red solid line) is introduced in a manner that
its normal n is orthogonal to the isoGaussian curve at r̂ML to form a
cap.
SDp,λ ∼ (− logλ )p/2 is also monotonic in λ . These imply that
SDp,λ induced by any lp-norm behaves as a proper capacity
measure in the limit N ≫ 1 under a sufficient class of priors
that includes the uniform primitive prior. The new practice
for Bayesian CR certification is then to report the three-tuple(
r̂ML,Cλ0(= 0.95 say),SDp,λ0
)
for some p> 0.
Analytical error certification with region capacity.—It turns
out that the approximated extensions of all
∫
R0
integrals to
the whole r ′ space free all R-average quantities from any ge-
ometrical dependence on R0, unlike Sλ that asymptotically
depends on R0’s volume [26]. We may then use this observa-
tion to acquire asymptotic formulas for SDp,λ and uλ to per-
form approximate analytical error certifications. To this end,
we regard S2 ≡ SD2 induced by the squared l2-norm (p = 2),
D ≡ |r ′− r̂ML|2, as the prototypical metric-induced capacity
measure for Rλ . Let us first discuss the case in which r̂ML is
an interior point of Rλ (Case A). Since Rλ = Eλ , finding S2
becomes the business of doing a hyperellipsoidal average of
D . This gets us to
S2A,λ = Tr
{
F−1ML
} (− logλ )
d/2+ 1
, uA,λ =−
2
d+ 2
logλ . (6)
The logarithmic divergences in λ , a derivation byproduct
from Gaussian approximation of L and relaxation of ∂R0,
pose no ill consequence so long as N is sufficiently large such
thatRλ ⊂R0 for all λ values that give desirably largeCλ < 1.
The situation becomes more complicated for Case B, which
demands geometrical knowledge about ∂R0 for an exact cal-
culation of S2 (see Fig. 3). This tempts us to use a first-order
approximation by expanding the likelihood L about r̂ML to a
Gaussian function of hyperellipsoidal-E ′λ profile centered at
rc, and next introducing a hyperplane containing r̂ML that is
tangent to its isoGaussian (constant-Gaussian-value) contour.
S2 is then a hyperellipsoidal-cap (formed by the hyperplane
and the hyperellipsoid from the Gaussian expansion of L) av-
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FIG. 4. (Color Online) Plots for Sλ and Cλ generated from the
in-region sampling technique on three-qubit systems (D = 8), with
a rank-1 r̂ML , M = 512 square-root measurement outcomes and
N/M = 5000. The rapidly decreasing Sλ is a signature of typically
small regions of such datasets, which cannot be handled with MC-
filtering. The results forCλ obtained from the sampled uλ generated
with 200 recursive steps of Euler’s method to solve Eq. (3) for Sλ .
The flexibility of in-region sampling is demonstrated by presenting
graphs sampled according to both the uniform and Gaussian distri-
butions.
erage. We refer the Reader to Sec. VII of our companion ar-
ticle for all related technical calculations, and simply state the
final formulas:
S2B,λ =2Tr{M}/Nd,l,1 ,
uB,λ =[− logλ ′+Tr
{
gMLm
T−FMLM
}
/Nd,l,1]
× log(λ Lmax)/ log(λ ′ Lmax) , (7)
involving Vd = pi
d/2/(d/2)!, l =
√
log(λ/λ ′)/(− logλ ′),
Nd,l,x =Vd I(1−l)/2((d+x)/2,(d+x)/2) depending on the in-
complete beta function I·(·, ·), and
m =
[
− Vd−1
l(d+ 1)
(
1− l2)(d+1)/2+Nd,l,1
]
F−1MLgML ,
M =
− logλ ′
d+ 2
Nd,l,3F
−1
ML+
1
2
mgTMLF
−1
ML . (8)
It is easy to see that Eqs. (7) and (8) include Case A by recog-
nizing that the “effective λ” (λ ′) approaches λ (gML = 0), so
that l→ 0 gives Nd,0,x =Vd andM = (− logλ )F−1ML/(d+ 2).
Discussions for quantum-state tomography.—All results
presented thus far apply to arbitrary physical systems.
Here, we specifically investigate quantum-state tomography,
thereby endowing explicit forms to all important quantities
that are pertinent to Bayesian CR error certification.
For an unknown quantum state ρ of Hilbert-space dimen-
sion D, every data-copy measurement in a tomography ex-
periment is usually mutually independent, so that the log-
likelihood logL = ∑Mj=1n j log p j catalogs the relative fre-
quency data ∑Mj=1 n j = N of all M measurement outcomes
Π j ≥ 0 (∑ j Π j = 1), each with the Born probability p j =
tr
{
ρΠ j
}
. We can express ρ and Π j in terms of the Hermitian
basis {1/√D,Ω j}D2−1j=1 such that tr
{
Ω j
}
= 0 and tr
{
Ω jΩk
}
=
δ j,k, so that we may denote the (d = D
2 − 1)-dimensional
r = tr{ρ Ω} and q j = tr
{
Π jΩ
}
. This leads to FML =
10-3 10-2 10-1 100
0
0.02
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0
0.05
0.1
(b)
FIG. 5. (Color Online) The (magnified) per-D graphs of SHS versus
C for (a) Case A and (b) Case B for various D, withM = D3 random
outcomes and N/M = 500. The two-tuples in the legend of (b) repre-
sent (D, rank{r̂ML}). The respective dashed curves passing through
the markers are calculated using Eqs. (6) and (7). The magnification
factors (top to bottom, left to right in legend) for Case A are 10, 50
and 150, and those for Case B are 100, 200, 150, 10, 20 and 50.
N∑Mj=1q jq
T
j/pML, j (N ≫ 1) and gML = ∑Mj=1 n jq j/pML, j for
the ML state estimator ρ̂ML of ML probabilities pML, j =
tr
{
ρ̂MLΠ j
}
. In concrete terms, for Case A, ρ̂ML is full rank,
such that the CR Rλ ≈ Eλ ; whereas for Case B, ρ̂ML is rank-
deficient andRλ ≈R0∩E ′λ is therefore approximately a trun-
cated E ′λ (covariance profile of the Gaussian expansion of L
about r̂ML) by the quantum-state space R0—the convex set of
unit-trace positive operators. The uniform (dr′) is assumed.
To compare with the closed-form approximations in
Eqs. (6) and (7), we pick the l2-norm to measure the region
capacity SHS ≡ S2 of R, which is equivalent to the Hilbert-
Schmidt (HS) distance for quantum states. We emphasize that
for sufficiently large N, all arguments leading to the mono-
tonicity of SD ,λ still applies for Case B as gML → 0. Figures 4
and 5 showcase our in-region sampling theory. The matches
in both Case A and B between theory and hit-and-run sam-
pling are very good for moderate D, but are expected to have
some discrepancies for more complex systems due to the more
pronounced corners in ∂R0 [41]. Instead, accelerated hit-and-
run can be used, the complexity of which are analyzed in our
companion article.
Conclusions.—In realistic multi-dimensional parameter es-
timation problems, sufficiently large dataset almost exclu-
sively results in extremely small Bayesian credible regions
relative to the entire parameter space. The conventional prac-
tice of first doing Monte Carlo to sample the parameter space
followed by sample filtering almost always fails to accurately
construct such small error regions. Our technique of in-region
sampling developed in this Letter is capable of constructing
any such small regions efficiently with perfect yield. In-region
sampling is equivalent to computing region-averages that is
efficient with a wide range of numerical methods. The region-
5average perspective of in-region sampling allows us to oper-
ationally formulate an alternative concept of region capacity
through averaging any lp distance norm between two credible-
region points, for which, in the special case p = 2, closed-
form approximation formulas to facilitate ultrafast analytical
Bayesian error estimations with sufficiently large datasets are
readily available. Either way, efficient Bayesian error certifi-
cations can now be carried out on physical systems of varying
complexity. For exceedingly large quantum systems where
Monte Carlo computations start to become visibly taxing,
these asymptotic formulas can serve as large-scale approxi-
mate certifiers at least for high credibility values.
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