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The Chow’s test was proposed to test the equivalence of coefficients of two linear 
regression models under the assumption of equal variances. However, studies have shown that 
his test may produce inaccurate results in the presence of heteroscedasticity. Subsequently, 
Conerly and Manfield modified his test to cater for unequal variances of two linear regression 
models. We generalize this modified Chow’s test to k-sample case. Zhang has also proposed a 
wald-type statistics, namely the approximate degrees of freedom test, to test the equality of the 
coefficients of k linear regression models with unequal variances. A parametric bootstrap (PB) 
approach will be proposed to test the equivalence of coefficients of k linear models for 
heteroscedastic case. Simulation studies and real data application are presented to compare and 
examine the performances of these test statistics.  
 
Keywords:  linear models; Chow’s test; heteroscedasticity; approximate degrees of freedom test; 
Wald statistic; parametric bootstrap 
 
 







 Regression analysis has gained much popularity in the recent years. The normal linear 
regression model has been widely applied to establish financial, economic or statistical 
relationships. As such, many analysts are interested to know if such relationships will remain 
stable for different time period, or whether the same relationship can be applied for different 
populations. Statistically the above questions can be simply answered by testing if the sets of 
observations belong to the same regression model.   
1.1 Motivation  
For testing the equality of regression coefficients, a widely used test was Chow’s test 
(1960). The assumption involved in this test was that the error variances are equal, be it within 
each model or between models. In reality, the likelihood that this assumption will be satisfied is 
low. In addition, Chow’s test had been shown by Toyoda (1974) and Schmidt and Sickles (1977) 
that in cases where the equality of the covariance matrices is not met, it may become severely 
biased. As a result, Conerly and Manfield (1988, 1989) modified his test using Satterthwaithe’s 
(1946) approximation to compare heteroscedastic regression models. 
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Watt (1979) had also come out with Wald test to test the equality of coefficients of 
regression models with unequal variances. However, studies have shown that this test has its 
drawback. From there, Zhang (2010) proposed an approximate degrees of freedom (ADF) test to 
compare several heteroscedastic regression models. In instances whereby the variances of the 
regression models are the same, the usual Wald-type test statistic shows a usual F distribution. In 
other cases where the equality of the variances is not satisfied, the test statistic may show 
misleading results. However, the usual test statistic can be still be achieved by changing its 
degrees of freedom. This test is known as the ADF test.  
In this thesis, a parametric bootstrap (PB) approach for comparing several heteroscedastic 
regression models is proposed. This method is similar to the PB approach proposed by 
Krishnamoorthy and Lu (2010) for the comparison of several normal mean vectors for unknown 
and arbitrary positive definite covariance matrices. 
1.2 Organization of the Thesis 
The thesis will be organized as follows. In Chapter 2, we will review the existing 
methods to test the equivalence of coefficients of two linear models. Generalization of these 
methods to k-sample cases and the proposed PB test will be outlined in Chapter 3. Comparison 
on the empirical power of the different methodologies via simulation studies and real data 
analysis is presented in Chapter 4 and Chapter 5 respectively. Finally, some concluding remarks 
will be given in Chapter 6.  







In today’s world, regression analysis has been widely applied in real life situations as 
well as in research. This includes the testing of the regression coefficients in different 
populations. For the case of homogeneity, Chow came up with a method for the comparison of 
two linear regression models in 1960. The drawback is that the condition of homogeneity is 
seldom satisfied. Since then, several modifications and new testing methods have been published 
in literature papers. In this chapter, a literature review on some of the tests used for the 
comparisons will be conducted. 
2.1 Preliminaries on Regression Analysis 
Consider two independent regression models based on 1n  and 2n  observations: 
, 1,2i i i i i  Y X β ε                                                       (2.1) 
where iY  is an 1in  x  vector of observations on the dependent variable, iX  is an in p x  matrix of 
observed values on the p  explanatory variables, iβ  is the 1p x  coefficient vector and iε  is an 
1in  x  vector of errors. It is assumed that the errors are independent normal random variables 
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with zero mean and variances 
2
1  and 
2
2 . The hypothesis for testing the equivalence of two sets 
of coefficient vectors can be formally stated as  
     0 :H β β1 2  versus :H β β1 1 2                                             (2.2)  
2.2 Conerly and Manfield’s Approximate Test 
Under the null hypothesis, the model can be combined as  
1 1 1
2 2
     
        
     2
Y X ε
Y β Xβ+ ε
Y X ε
                                               
(2.3) 
where 1 2 β β β  and ~ ( , )Nε 0 Σ , with  
















                                                      (2.4) 
The unknown parameters β  and 
2
i  can be estimated by      
            




2 ( ( ) )ˆ
( )
T T T







Y I X X X X Y
                         (2.5) 
The error sum of squares for this model is denoted by 
                 
1[ ( ) ] ( )T T T T T X RSSE
   e e Y I X X X X Y Y I P Y=                            (2.6) 
It can be further written as 
             
1[ ( ) ] [ ]T T T T T X
   e e ε I X X X X ε ε I P ε                                     (2.7) 
where 
1( )T TX
P X X X X denotes the “hat” matrix of X
 
in (2.3).  
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     
       
     2 2
X 0 β β
Y ε X ε
0 X β β
                                      (2.8) 
where ~ ( , )Nε 0 Σ , with  
















                                                      (2.9) 
The unknown parameters iβ  and 
2
i  can be estimated by      
                          
1ˆ ( )T Ti i i i i




2 ( ( ) )ˆ
( )
T T T







Y I X X X X Y
                       
(2.10) 
The sum of squared errors for each model is 
           
1[ ( ) ] [ ]
i
T T T T T
i i i i i i i i i X i





X i i i i
P X X X X denotes the “hat” matrix for data set 1, 2 i  . The sum of the squared 
errors for the model (2.8) becomes 
     1 21 1 2 2 1 1 2 *















                                                        (2.13) 
as *( ) *X I P X 0 , 1 1 2 2 *[ ]
T T T
X  e e e e ε I P ε . 
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The test statistics is defined as  
    
1 1 2 2
1 1 2 2 1 2
[ ] /









e e e e e e
e e e e
                                           (2.14) 
Using the notations introduced above, this can be written as 
*
1 2 * 1 2
[ ] / ( ) /
/ ( 2 ) ( ) / ( 2 )
T
R F X X
T
F X
SSE SSE p p
F
SSE n n p n n p
 
 
    
ε P P ε
ε I P ε
                     (2.15) 
which is a ratio of quadratic forms. The independence of the numerator and denominator in F  
follows since  
* *( ) ( )X X X  P P Σ I P 0         (2.16) 
Since F  is a ratio of independent quadratic forms, Satterwaite’s approximation is applied 
to the numerator and denominator independently. Specifically, the distribution of the numerator 
and denominator may be approximated by 
2
fa  where a  and f  can be determined by matching 
the first two moments of approximation with the exact distribution. 
 Toyoda (1974) showed that the denominator can be approximated by 
2
2
2 ( )fa   where    
         
4 4
1 1 2 2
2 2 2
1 1 2 2
( ) ( )
( ) ( )
n p n p
a






                                            (2.17) 
and  
       
2 2 2
1 1 2 2
2 4 4
1 1 2 2
[( ) ( ) ]
( ) ( )
n p n p
f






                                          (2.18) 
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Similar to the denominator, the numerator is approximated by 
1
2















                                            (2.19) 
and  
            
2 2 2
1 2
1 2 2 2
1 2










                                           (2.20) 
In the formula (2.19) and (2.20) above, i  denotes the i -th eigenvalue of 
1
1 1 1 1 2 2( )
T T T  W X X X X X X . By combining this with the previous results, the approximate 
distribution of the F  statistics becomes  
        
1 2




~ ( ) f f




.                                           (2.21) 
 In a literature paper by Conerly and Manfield (1988), they further developed a test which 
introduced an alternative denominator which gives a more accurate approximation. A modified 
Chow statistic, *C  is constructed by using 
2 2
1 1 2 2
ˆ ˆ     as the denominator, where constants 1  
and 2  are chosen to improve the approximation. By matching the moments of 
2 2
1 1 2 2




2 ( )fa  ,  
        
2 2 2 2
1 1 2 2 1 1 2 2
ˆ ˆ[ ]E                                                     (2.22) 
and  
2 2 2 4 2 4
1 1 2 2 1 1 1 2 2 2
ˆ ˆ[ ] 2[ / ( ) / ( )]Var n p n p                                   (2.23) 
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a2  and f2  can be found using 
2 2 4
1 1 2 2 2
2 2 2
1 1 2 2
/ ( ) / ( )n p n p
a
   





1                                        (2.24) 
and  
          
2 2 2
1 1 2 2
2 2 2 2
1 1 1 2 2 2
( )
/ ( ) ( ) / ( )
f
n p n p
   
   


  （ ）2
                                   (2.25) 
The first two moments of the numerator can also be equated to those of 
1
2
1 ( )fa  . The resulting 
constants, 1a  and 1f  , will remain the same. Hence, the test statistic *C  can be expressed as  
1 1 2 2
2 2




T T T p
C




e e e e e e
                                          (2.26) 
Combining with the previous results, the approximated distribution of *C  now becomes  
   1 21 1 2 2 ( , )
* ~ ( / ) f fC a f a f p F  
                                           (2.27) 
One can notice that the degrees of freedom 1f  and 2f  of *C  change slowly with respect to the 
changes in variance ratio 
2 2
1 2/  . For that reason, the effect of 1f  and 2f  on the test significance 
level will not be significant even as the variance ratio changes. The rate of change of the 
multiplier 1 1 2 2/a f a f p  will have to be minimized in order to stabilize the approximation. 
Consequently, Conerly and Manfield (1988) suggested that 1 (1 )     and 2   since 
     
2 2 2 2
1 1 2 2 1 2 1 1 2 2
2 2 2 2
1 2 1 1 2 2
/ [(1 ) ] / ( )
[(1 ) ] / ( )
i ia f a f p p      
      
    
   
                         (2.28) 
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The above equation will turn out to be unity when the suggested value of 1  and 2 is used. The 
resulting test statistic will be  












e e e e e e
                                              (2.29) 
and it follows an approximate F -distribution with degrees of freedom  






ˆ ˆ{ [(1 ) ]}








                                               (2.30) 
and  
             
2 2 2
* 1 2
2 2 2 2
1 1 2 2
ˆ ˆ[(1 ) ]
ˆ ˆ{[(1 ) / ( ) [ ] / ( )}
f





   2]
                        (2.31) 
This method is relatively easier to implement and in the later chapters, the impact of this 
estimation on the approximation will be discussed in comparison to other testing methods.  
2.3 Watt’s Wald Test 
Another alternative test, namely the Wald test, for equality of coefficients under 
heteroscedasticity, was subsequently proposed by Watt (1979). The Wald test statistic is  
   
2 1 2 1 1
1 2 1 1 1 2 2 2 1 2
ˆ ˆ ˆ ˆˆ ˆ( ) ( ( ) ( ) ) ( )T T TC       β β X X X X β β                         (2.32)  
and its asymptotic distribution is 
2
p . Though the simulation studies in Watt (1979) and in Honda 
(1986) indicate that the Wald test performs well when sample size are moderate or large, no firm 
conclusion can be drawn for small sample sizes.  





Models and Methodology 
 
In many situations, one may be interested in comparing k sets of regression coefficients, 
where 2k  . In this chapter, the methods mentioned previously will be generalized to k-sample 
cases. Following that, a parametric bootstrap test will be proposed.  
3.1 Generalized Modified Chow’s Test 
Consider k  independent regression models based on 1 2, ,..., kn n n  observations: 
, 1,2,...,i i i i i k  Y X β ε                                                (3.1) 
where iY  is an 1in  x  vector of observations on the dependent variable, iX  is an in p x  matrix of 
observed values on the p  explanatory variables, iβ  is the 1p x  coefficient vector and iε  is an 
1in  x  vector of errors. It is assumed that the errors are independent normal random variables 
with zero mean and variances 
2
i . The hypothesis for testing the equivalence of k sets of 
coefficient vectors can be formally stated as  
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0 : 1 2 kH   β β β  versus 1 0:H H is not true                                (3.2) 
 Under the null hypothesis, the model can be combined as  
1 1 1
k k k
     
     
        
     
     
Y X ε
Y β Xβ+ ε
Y X ε                                              
(3.3) 
where 1 2 ... k   β β β β  and ~ ( , )Nε 0 Σ  with 1
2 2
1diag[ ,..., ]kn k n Σ I I  whereas under the 
alternative hypothesis, the model may be written as 
1 1 10
*
0 k k k
    
    
       
    
    
X β β
Y ε X ε
X β β
                                 (3.4) 
where ~ ( , )Nε 0 Σ  with 
1
2 2
1diag[ ,..., ]kn k n Σ I I . The unknown parameters can be estimated by 
a similar way as mentioned in Section 2.2. 
                   
                                                   
Note that the fundamental idea of the modified Chow tests, for example Conerly and 
Manfield’s test, is to match the first two moments of the F -type test statistics with those of 
some
2  distribution. Since this particular method have not been generalized to the k-sample 
case, a modified Chow test statistic for k-sample cases based on the same methodology will be 
constructed in this section. 
For simplicity, the degree of freedom has been omitted and the numerator of the modified 
Chow’s test becomes *( )
T
X XY P P Y , where 
1( )T TX
P X X X X and 1* *( * *) *
T T
X
P X X X X . 
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Let Q  denotes *X XP P , and we get 
T
Y QY , where Q  is an idempotent matrix. As a result, 
T
Y QY  can be further expressed as  
             
2 1/2 1/2T T T T T  Y QY Y Q Y Z D QQ D Z Z AZ                             (3.5) 




1( ,..., )kn k nI I  ; 
1/2 1/2TA D QQ D ; and 1 2 kN n n n    . Now if we 
decompose Q  into k  blocks of size iN n x  each such that 1 2[ , ,..., ]kQ Q Q Q , then  
         
1
1/2 1/2 2 22
















A D Q Q Q D Q Q Q Q
Q
              (3.6) 
The quadratic term TZ AZ  can be approximated by a 
2  distribution 
1
2
1 ( )fa   by matching the 
first two moments. The scalar multiplier 1a  and the degree of freedom 1f  can be found by the 
theorem below. 
Theorem 3.1  






















                                                (3.7) 
Proof of Theorem 3.1 For ~ ( , )Y N μ V , we have ( ) ( )T TE tr Y QY QV μ Qμ  and  
( ) 2 ( ) 4T Tvar tr Y QY QVQV μ QVQμ . Since ~ ( , )NZ N 0 I , ( ) ( )
TE trZ AZ A  and 
2( ) 2 ( ) 2 ( )Tvar tr tr Z AZ AA A . Therefore, 
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1
2
1 1 1( ) ( )fE a a f tr   A                                                    (3.8) 
                                                     
1 1 1
2 2 2 2 2 2 2
1 1 1( ) 2 2 ( ) ( )fE a a f a f tr tr    A A                                  (3.9) 






















.   
Applying similar concepts used by Conerly and Manfield (1988, 1989), if one equates the 
first 2 moments of the numerator and the denominator, the multiple scalars of F  distribution will 







S Q Q  where 1
1
2












Y I X X X X Y
, one should 
notice that  
     
2
1





 Z AZ S Q Q                                     (3.10) 
Since the equivalence of their expectations holds, taking S  as the denominator of the test statistic 
will greatly simplify the computation. As S  takes the form of 
2 2 2
1 1 2 2
ˆ ˆ ˆ
k k       , it can be 
approximated by a 
2  distribution. For computation of its degree of freedom, equation (2.25) 
can be generalized to k-sample case.  















                                                   (3.11) 
where T  follows 
1 2,f f
F  distribution approximately.  
Theorem 3.2  
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                                                (3.12) 
and  
























                                           (3.13) 


































, therefore  


















S                                            (3.14)                                            
It follows that  
                                                                        
2
2
2 2 2( ) ( )fE a a f tr   A                                                (3.15) 
                                
2 2 2
4 2
2 2 2 2 2 2 2
2 2 2 1 1
( )
( ) 2 2 ( )
T
k k Ti i i
f i i ii i
i
tr









Q Q           (3.16) 
The degree of freedom 2f  can be found by solving (3.15) and (3.16) simultaneously. In practice, 
the approximate degrees of freedom 1 2,f f  can be obtained via replacing the unknown variances 
2 , 1,2,...,i i k   by their estimators 
2ˆ , 1,2,...,i i k   given earlier. We will examine and compare 
the performance of this test statistic via simulation and data application in Chapter 4 and 5 
respectively.  
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3.2 Wald-type Test 
3.2.1 2-sample case 
Recall that the hypothesis testing for the equivalence of two sets of coefficients vectors 
can be statistically expressed as 0 :H β β1 2  versus :H β β1 1 2 . One can notice that the above 
hypothesis can be rewritten as a special case of the general linear hypothesis testing (GLHT) 
problem:  
           0
:H Cβ 0  vs 1 :H Cβ 0                      (3.17) 
where 
2p p p p
   C I I  x  
and 1 2
T
T T   β β β . 
The GLHT problem is very general as both β  
amd C  can be chosen such that it suits the hypothesis. For illustration purpose, if we are 
interested to test if 1 24β β , we can choose 
2
4p p p p
   C I I  x 
. Hence, the Wald-type test is 
more flexible and can be used in more general testing problems. 
The ordinary least squares estimator of iβ  and the unbiased estimator of 
2
i  for 1,2i   are  
                          
1ˆ ( )T Ti i i i i

















Y I X X X X Y
                    (3.18) 
Furthermore, we have 
2 1ˆ ~ ( , ( ) )Ti p i i i iN 










. Denote the unbiased 





β β β , we have 2
ˆ ~ ( , )pN ββ β Σ , where
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2 1 2 1
1 1 1 2 2 2diag[ ( ) , ( ) ]
T T  βΣ X X X X . Hence, it follows that
ˆ ( , )TN βCβ Cβ CΣ C . To test 
problem (3.17), we can use the following Wald-type test statistic  
             
1ˆ ˆˆ( ) ( ) ( )T TT  βCβ CΣ C Cβ   
       (3.19)  
where 
2 1 2 1
1 1 1 2 2 2
ˆ ˆ ˆdiag[ ( ) , ( ) ]T T  βΣ X X X X .                                                      
 When the homogeneity assumption of 
2
1  and 
2
2  is valid, i.e.
2 2 2
1 2    , it is natural 
to estimate 
2  by their pooled estimator 2 2 21 1 2ˆ ˆ( ) / ( 2 )pool i i in p n n p      . Let
1 1
1 1 2 2diag[( ) , ( ) ]
T T D X X X X . Under the above assumption, βΣ  can be estimated by 
2ˆ
pool D . It 
is easy to see that  

















.                        (3.20) 
Therefore, when the variance homogeneity assumption is valid, a usual F-test can be used to test 
the GLHT problem.  
3.2.2 k-sample case 
 Wald’s statistics can be easily extended to k-sample case. Note that the hypothesis testing 
for equality of the coefficients of k linear regression models is expressed as  
0 :H Cβ 0  vs. 1 :H Cβ 0          (3.21) 
where    










p p q kp
 
     
   
  
   
   
I 0 0 0 I
β
0 I 0 0 I
β
0 0 I 0 IC β
I
β




with ( 1)q k p  . It is not difficult to see that the Wald-type test statistic for k-sample case is of 
the form  
                          
1 2
,2 2






























1 1diag[( ) , , ( ) ]  
T T
k k
 D X X X X , 2 1 21ˆ ˆ( ) ( )
k
pool i i lN kp n p 

    and 
1 2 ... kN n n n    . Equation (3.22) holds only when the variance homogeneity assumption is 
valid. However, in reality, the above F-test cannot be applied as the homogeneity assumption is 
often violated. Because of this, Zhang (2010) proposed the ADF test which is based on the Wald-
type test to test for the equivalence of the coefficients for linear heteroscedastic regression 
models.
 
3.2.3 ADF Test 




 βZ CΣ C Cβ   and
1 1
2 2ˆ( ) ( )T T T
 
 β β βW CΣ C CΣ C CΣ C , we can express 
         1TT  Z W Z .        (3.23)  
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Under the null hypothesis, we have ~ ( , )q qNZ 0 I . For most cases, the exact distribution of W is 
complicated and not tractable.  
To approximate the distribution of W  , C  can be decomposed into k  blocks of size 












 βW HΣ H W  where
2 1ˆ ( ) , 1,2,...,T Ti i i i i i i k
 W H X X H  . For general k -samples, the 
above approximated distribution of W  can be derived through the following theorem. 
Theorem 3.3  













W W W G                                                   (3.24) 
where , 1,2, ,    l l kW  are independent and 
2 1( )T Ti i i i i i
G H X X H . Furthermore,                     
      
2 1 2
1 1
( ) , ( ) 2 ( ) tr( )
k k
i q i ii i
E Etr E n p 
 
     W G I W W G                 (3.25) 






R G  where the unknown parameters d  and G  are determined via 
matching the first moment and the total variation of W and R . Here, 
d
X Y means that X  and 
Y  have the same distribution. Zhang has shown that qG I  and 1 2
1












2 1( )T Ti i i i i i
G H X X H . Thus, the null distribution of T  may be approximated by ,q dqF  
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where a natural estimator of d  can be obtained by replacing iG  with 
2 1ˆ ˆ ˆˆ ( )T Ti i i i i i
G H X X H
where
1
2ˆ ˆ( )Ti i

 βH CΣ C C . Therefore, 2
1
ˆ









and  ˆ,~  q dT qF  
approximately. In 
other words, the critical value of the ADF test can be specified as ˆ, ( )q dqF   for the nominal 
significance level   . The null hypothesis will be rejected when the observed test statistic T
exceeds this critical value.                                                                                                     
 
3.3 Parametric Bootstrap Test 
This parametric bootstrap (PB) approach is based on a similar test proposed by 
Krishnamoorthy and Lu (2010) for testing MANOVA under heteroscedasticity. The PB test 
involves sampling from the estimated models. This means that samples or sample statistics are 
operated from parametric models with the parameters replaced by their estimates and the 
operated samples are used to approximate the null distribution of a test statistics. 
Recall that ˆ ~ ( , )kpN ββ β Σ  where 
2 1 2 1
1 1 1diag[ ( ) ,..., ( ) ]
T T
k k k 
 βΣ X X X X . Under the null 










. Therefore when βΣ  
is known, we can find the distribution of W as the distribution 
2ˆ
i  is known. Using the test 
statistics in (3.19) and these random quantities above, we define the PB pivotal quantity as  
                            




ββ Σ Z W Z                                                  (3.26) 
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where ~ ( , )q qNZ 0 I  
and ˆ ˆ ˆ
B
T
B  βW HΣ H  where Hˆ  is estimated using 
ˆ
βΣ  as described earlier 
while 
2 2* 1 * 1
1 1 1
ˆ ˆ ˆdiag[ ( ) ,..., ( ) ]
B
T T
k k k 
 βΣ X X X X  where 
2*
1






 respectively with the 
2
1
ˆ , 1,2,...,i k   being the estimators of 21 , 1,2,...,i k   based on 
the data. 
For an observed value 0T  of T  in (3.19), the PB p-value is defined as  
 0
ˆ ˆ( ( , ) )
BB B
P T Tββ Σ                                                      (3.27) 
and the null hypothesis is rejected when the p-value is less than nominal level . This PB p-
value can be estimated by simulating ( , )BZ W  using Monte Carlo simulation as described below. 
 For a given dimension p , values of k  as well as sample sizes 1 2, ,..., kn n n , 
1. Compute the observed value 0T  using equation (3.19) 
2. Generate ~ ( , )q qNZ 0 I  



















2 2* 1 * 1
1 1 1
ˆ ˆ ˆdiag[ ( ) ,..., ( ) ]
B
T T
k k k 




B  βW HΣ H . 
6. Compute ˆ ˆ( , )
BB B
T ββ Σ .  
7. Repeat Step 2 to 6 for large number (say 10,000) times. 
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The proportion of times 








Simulation Studies   
 
In this chapter, the performance of the proposed PB test will be examined by comparing 
the size and the power of the test statistics mentioned in the previous chapter, namely the 
Conerly and Manfield’s modified Chow’s test (MC), the ADF test and the PB test. The 
simulation results will be presented in two studies. Simulation A compares the performance of 
the three tests for 2-sample cases while simulation B compares the performance of the three tests 
for k-sample cases.  
4.1 Simulation A: Two sample cases 
To illustrate the effectiveness of the proposed PB approach, simulation studies were 
conducted to compare three test statistics for 2-sample cases. The simulation model is designed 
as follows: 
       
2, ~ (0, ), 1,2  i i i i i iN i  Y X β ε ε                              (4.1) 
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There are four cases as listed in Table 4.1. For each situation, the values of iX , each row of a 
1n p x  matrix, were generated from a standard normal distribution except for the first column 
where all the values are set to 1. The values of vector 1β  are generated from standard normal 
distribution and 2β  is set as 1
β , where   is the tuning parameter of the difference between 
1β  and 2β . When 0  , i.e. when 1 2β β , the null hypothesis is true. In this case, the null 
hypothesis of equal variance holds. Hence if we record the p-values of test statistics in this 
simulation study, it will give the empirical size of the tests. When 0  , the power of the tests 
will be obtained. The 
2
1  and 
2
2  are calculated by 2 / (1 )  and 2 / (1 )  respectively. It is 
not difficult to see that the parameter   is designed to adjust the heteroscedasticity. When 1  , 
we have 
2 2
1 2   with respect to homogeneity case. When 1  , it becomes heteroscedasticity 
case. After the values for iX , iβ  and 
2
i
 have been generated, we can compute the values for iY  
according to the above formula. In addition, for the PB approach, 1000 iterations of ( , )BZ W
were generated. This entire process is repeated N=10000 times.   
  Homogeneity Heteroscedasticity 
H0 true ρ = 1, δ = 0 ρ = 0.1, 10,  δ = 0 
H1 true ρ = 1, δ = 0.5, 1.0 ρ = 0.1, 10,  δ = 0.5, 1.0 
Table 4.1 Parameter configurations for simulations 
 
The empirical sizes (when 0  ) and powers (when 0  ) of the three tests represent the 
proportions of rejecting the null hypothesis, i.e., when their p-values are less than the nominal 
significance level  . For simplicity, we will set 0.05   for all simulations.  
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The empirical sizes and powers of the three tests for testing the equivalence of 
coefficients are presented in Tables 4.2, 4.3 and 4.4 below, with the number of covariates to be 
2,5,10p   respectively. The columns labeled with " 0"   present the empirical sizes of these 
tests, whereas the columns labeled with " 0"   show the power of the tests. To measure the 
overall performance of a test in terms of maintaining the nominal size , the average relative 
error (ARE) is defined as  






ARE M   

   x                                            (4.2) 
where ˆ j  denotes the j  th  empirical size for 1,2,...,j M , 0.05   and M  is the number of 
empirical sizes under consideration. Smaller ARE  value indicates better overall performance of 
the associated test. Conventionally, when 10ARE  , the test performs very well; when 
10 20ARE  , the test performs reasonably well; and when 20ARE  , the test does not 
perform well since its empirical sizes are too conservative or liberal and therefore may be 
unacceptable. The ARE  values of the three tests are also presented at the bottom of the tables. 
 Initially, we compare the modified Chow’s test, the ADF test and the PB test by 
examining their empirical sizes which are listed in the columns labeled with " 0"  . For the 
bivariate homogeneous case, i.e., 1 2  , the empirical sizes of three tests are similar. As the 
dimension increases, it can be seen that the values for the ADF test show largest deviation from 
0.05 as compared to the other two methods. Hence, we may conclude that the ADF test is worst 
in maintaining the empirical size. Similar observation can be made for heteroscedastic cases. 
When 1  , it can be noticed that the values on second column and third column deviate more 
from 0.05 as compared to the first column. Therefore, we can conclude that the modified Chow’s 
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test performs best in maintaining the empirical size for heteroscedastic cases. Although the ARE
of the PB test is larger than the ARE  of the modified Chow’s test, the test is still consider to be 
good as its 10ARE  . Overall, the modified Chow’s test and the PB test perform better in 
maintaining the empirical size for 2-sample case.       
For 0   cases, the power of the tests is listed in the tables below. The power of the tests 
increases as   increases. For homogeneous variances, these three tests perform comparably well 
with similar value of power. Under heteroscedasticity, it can be observed that the modified 
Chow’s test performs the worst, especially for higher dimension case. It can also be noted that 
the PB test has larger power than the ADF test, which means that the PB test performs slightly 
better than the ADF test for heteroscedastic cases.  
Overall for 2-sample cases, all three tests perform comparably well under homogeneity 
for bivariate case. For higher dimension cases, the PB test is recommended as it can maintain the 













δ=0 δ=0.5 δ=1.0 
(σ1, σ2) (n1, n2) MC ADF PB MC ADF PB MC ADF PB 
(1,1) (25,25) 0.053 0.055 0.051 0.546 0.552 0.552 0.985 0.986 0.986 
 
(40,40) 0.054 0.057 0.056 0.784 0.786 0.787 1.000 1.000 1.000 
 
(50,30) 0.054 0.056 0.053 0.750 0.753 0.755 1.000 1.000 1.000 
 
(50,90) 0.051 0.052 0.051 0.985 0.986 0.987 1.000 1.000 1.000 
           (0.43, 1.35) (25,25) 0.050 0.047 0.049 0.534 0.551 0.549 0.979 0.982 0.982 
 
(40,40) 0.046 0.045 0.046 0.773 0.776 0.777 1.000 1.000 1.000 
 
(50,30) 0.051 0.052 0.051 0.637 0.641 0.642 0.991 0.991 0.991 
 
(50,90) 0.048 0.046 0.047 0.946 0.947 0.947 1.000 1.000 1.000 
           (1.35, 0.43) (25,25) 0.049 0.046 0.048 0.523 0.541 0.542 0.986 0.986 0.989 
 
(40,40) 0.053 0.054 0.053 0.779 0.779 0.784 0.995 0.995 0.995 
 
(50,30) 0.049 0.048 0.050 0.851 0.852 0.853 0.994 0.994 0.995 
  (50,90) 0.051 0.048 0.051 0.896 0.898 0.898 1.000 1.000 1.000 
  ARE 4.250 7.633 4.617             
Table 4.2 Empirical sizes and powers for 2-sample test (p=2) 
  
  
δ=0 δ=0.5 δ=1.0 
(σ1, σ2) (n1, n2) MC ADF PB MC ADF PB MC ADF PB 
(1,1) (25,25) 0.044 0.042 0.043 0.756 0.765 0.768 0.995 0.995 1.000 
 
(40,40) 0.052 0.053 0.052 0.956 0.957 0.958 1.000 1.000 1.000 
 
(50,30) 0.048 0.045 0.046 0.929 0.931 0.931 1.000 1.000 1.000 
 
(50,90) 0.055 0.056 0.055 0.999 0.999 0.999 1.000 1.000 1.000 
           (0.43, 1.35) (25,25) 0.052 0.046 0.053 0.718 0.763 0.768 0.991 0.991 0.991 
 
(40,40) 0.051 0.055 0.052 0.944 0.950 0.951 1.000 1.000 1.000 
 
(50,30) 0.047 0.046 0.047 0.848 0.866 0.866 1.000 1.000 1.000 
 
(50,90) 0.049 0.055 0.050 1.000 1.000 1.000 1.000 1.000 1.000 
           (1.35, 0.43) (25,25) 0.050 0.047 0.048 0.704 0.758 0.761 1.000 1.000 1.000 
 
(40,40) 0.049 0.043 0.047 0.943 0.951 0.951 1.000 1.000 1.000 
 
(50,30) 0.053 0.057 0.055 0.971 0.978 0.978 1.000 1.000 1.000 
  (50,90) 0.047 0.045 0.046 0.986 0.987 0.987 1.000 1.000 1.000 
  ARE 5.267 10.100 6.733             
Table 4.3 Empirical sizes and powers for 2-sample test (p=5) 
 





δ=0 δ=0.5 δ=1.0 
(σ1, σ2) (n1, n2) MC ADF PB MC ADF PB MC ADF PB 
(1,1) (25,25) 0.050 0.062 0.059 0.825 0.856 0.860 1.000 1.000 1.000 
 
(40,40) 0.050 0.053 0.052 0.994 0.995 0.995 1.000 1.000 1.000 
 
(50,30) 0.049 0.057 0.052 0.981 0.981 0.982 1.000 1.000 1.000 
 
(50,90) 0.053 0.056 0.053 1.000 1.000 1.000 1.000 1.000 1.000 
           (0.43, 1.35) (25,25) 0.055 0.068 0.062 0.743 0.864 0.866 0.999 1.000 1.000 
 
(40,40) 0.047 0.055 0.053 0.985 0.990 0.990 1.000 1.000 1.000 
 
(50,30) 0.045 0.062 0.054 0.911 0.948 0.949 1.000 1.000 1.000 
 
(50,90) 0.049 0.046 0.048 1.000 1.000 1.000 1.000 1.000 1.000 
           (1.35, 0.43) (25,25) 0.049 0.067 0.062 0.757 0.870 0.871 1.000 1.000 1.000 
 
(40,40) 0.049 0.054 0.052 0.985 0.993 0.994 1.000 1.000 1.000 
 
(50,30) 0.047 0.058 0.053 0.995 0.999 0.999 1.000 1.000 1.000 
  (50,90) 0.040 0.044 0.045 1.000 1.000 1.000 1.000 1.000 1.000 
  ARE 5.617 16.833 9.967             
Table 4.4 Empirical sizes and powers for 2-sample test (p=10) 
 
4.2 Simulation B: Multi-sample cases 
In this simulation, we will compare the performance of the three tests for k-sample cases. 
Firstly, we will consider 3-sample case. The data generating procedures are similar to 2-sample 
case and the results are listed in the tables below. Under homogeneity, it seems that the PB test 
has the best performance in maintaining the empirical size for bivariate case. When the variances 
are not equal between the models, the ARE  of the modified Chow’s test and the PB test are 
smaller than the ARE  of the ADF test. This indicates that the ADF test has the worst ability to 
maintain the empirical size under heteroscedasticity for bivariate case.  
To compare the power of the three tests for 3-sample case, we will look at the values 
presented in the columns labeled " 0"   in Table 4.5.  Under homogeneity, all the tests perform 
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comparably well as they have similar empirical power. However, under heteroscedasticity, the 
power of PB test is largest among the three tests. Hence, in terms of the power, the PB test gives 
the best performance.  
  
  
δ=0 δ=0.5 δ=1.0 
(σ1, σ2, σ3) (n1, n2, n3) MC ADF PB MC ADF PB MC ADF PB 
(1,1,1) (15,15,15) 0.044 0.044 0.051 0.319 0.298 0.325 0.771 0.746 0.781 
 
(15,30,30) 0.051 0.054 0.051 0.412 0.396 0.413 0.938 0.935 0.949 
 
(30,15,15) 0.048 0.046 0.053 0.469 0.496 0.500 0.984 0.983 0.987 
           (1,1,2) (15,15,15) 0.045 0.037 0.043 0.144 0.247 0.266 0.419 0.660 0.694 
 
(15,30,30) 0.050 0.056 0.052 0.195 0.355 0.368 0.740 0.909 0.915 
 
(30,15,15) 0.053 0.054 0.050 0.202 0.361 0.383 0.741 0.929 0.935 
           (1,1,4) (15,15,15) 0.055 0.046 0.053 0.070 0.217 0.241 0.122 0.608 0.646 
 
(15,30,30) 0.047 0.044 0.049 0.081 0.331 0.351 0.197 0.891 0.897 
 
(30,15,15) 0.054 0.042 0.048 0.085 0.310 0.332 0.198 0.893 0.903 
           (1,2,1) (15,15,15) 0.046 0.053 0.048 0.130 0.216 0.238 0.425 0.671 0.709 
 
(15,30,30) 0.049 0.059 0.054 0.177 0.348 0.367 0.760 0.924 0.929 
 
(30,15,15) 0.052 0.060 0.059 0.193 0.330 0.351 0.738 0.933 0.944 
           (1,4,1) (15,15,15) 0.044 0.060 0.054 0.075 0.232 0.238 0.167 0.761 0.779 
 
(15,30,30) 0.040 0.030 0.032 0.073 0.328 0.347 0.204 0.911 0.918 
 
(30,15,15) 0.044 0.042 0.048 0.080 0.335 0.358 0.202 0.896 0.912 
 ARE 7.600 15.427 7.813             
Table 4.5 Empirical sizes and powers for 3-sample test (p=2) 
 
 Results for higher dimension case, i.e. when p=5 and p=10, are presented in the 
following tables. It can be easily seen that the ARE  obtained for the ADF test is the largest 
among the three tests. Thus, in terms of maintaining the empirical size, the ADF test is not 
recommended. Even though the ARE  of the modified Chow’s test is smaller than the ARE  of 
the PB test, we can safely say that the PB test is still acceptable as 20ARE  . From Table 4.6 
and 4.7, one can observe that the modified Chow’s test has the smallest power and that the power 
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of the PB test is larger than that of the ADF test. Hence, in terms of the power, the performance 
of the PB test is more superior to the ADF test. 
  
  
δ=0 δ=0.5 δ=1.0 
(σ1, σ2, σ3) (n1, n2, n3) MC ADF PB MC ADF PB MC ADF PB 
(1,1,1) (20,20,20) 0.048 0.040 0.057 0.641 0.588 0.651 0.997 0.996 0.998 
 
(20,35,35) 0.048 0.046 0.053 0.761 0.722 0.763 0.999 0.999 0.999 
 
(35,20,20) 0.044 0.040 0.054 0.824 0.791 0.838 1.000 1.000 1.000 
           (1,1,2) (20,20,20) 0.056 0.038 0.058 0.287 0.466 0.548 0.895 0.990 0.995 
 
(20,35,35) 0.051 0.045 0.054 0.394 0.649 0.694 0.977 0.997 0.999 
 
(35,20,20) 0.045 0.040 0.056 0.379 0.651 0.718 0.973 0.999 1.000 
           (1,1,4) (20,20,20) 0.058 0.040 0.058 0.097 0.411 0.488 0.290 0.974 0.986 
 
(20,35,35) 0.054 0.038 0.054 0.107 0.608 0.654 0.449 0.997 0.998 
 
(35,20,20) 0.055 0.039 0.053 0.108 0.572 0.646 0.381 0.996 0.998 
           (1,2,1) (20,20,20) 0.052 0.039 0.057 0.262 0.449 0.540 0.900 0.988 0.991 
 
(20,35,35) 0.051 0.041 0.053 0.384 0.653 0.692 0.980 0.998 0.998 
 
(35,20,20) 0.055 0.036 0.057 0.392 0.667 0.731 0.963 0.998 0.998 
           (1,4,1) (20,20,20) 0.059 0.040 0.058 0.106 0.444 0.534 0.286 0.977 0.992 
 
(20,35,35) 0.056 0.040 0.052 0.103 0.609 0.647 0.429 0.998 0.999 
 
(35,20,20) 0.052 0.038 0.051 0.116 0.578 0.627 0.378 0.995 0.997 
 ARE 8.400 19.973 10.000             












δ=0 δ=0.5 δ=1.0 
(σ1, σ2, σ3) (n1, n2, n3) MC ADF PB MC ADF PB MC ADF PB 
(1,1,1) (30,30,30) 0.044 0.029 0.058 0.968 0.941 0.972 1.000 1.000 1.000 
 
(30,40,40) 0.054 0.037 0.059 0.982 0.956 0.980 1.000 1.000 1.000 
 
(40,30,30) 0.051 0.040 0.058 0.992 0.983 0.992 1.000 1.000 1.000 
           (1,1,2) (30,30,30) 0.052 0.035 0.055 0.597 0.850 0.911 0.999 1.000 1.000 
 
(30,40,40) 0.049 0.032 0.054 0.744 0.931 0.959 1.000 1.000 1.000 
 
(40,30,30) 0.057 0.039 0.058 0.689 0.934 0.966 1.000 1.000 1.000 
           (1,1,4) (30,30,30) 0.057 0.040 0.062 0.150 0.793 0.871 0.624 1.000 1.000 
 
(30,40,40) 0.053 0.031 0.054 0.166 0.892 0.934 0.789 1.000 1.000 
 
(40,30,30) 0.050 0.041 0.058 0.163 0.886 0.941 0.709 1.000 1.000 
           (1,2,1) (30,30,30) 0.044 0.028 0.056 0.576 0.848 0.910 1.000 1.000 1.000 
 
(30,40,40) 0.054 0.036 0.059 0.719 0.918 0.954 1.000 1.000 1.000 
 
(40,30,30) 0.049 0.030 0.057 0.676 0.914 0.953 1.000 1.000 1.000 
           (1,4,1) (30,30,30) 0.054 0.036 0.058 0.132 0.790 0.869 0.615 1.000 1.000 
 
(30,40,40) 0.059 0.039 0.063 0.175 0.887 0.926 0.770 1.000 1.000 
 
(40,30,30) 0.048 0.031 0.056 0.164 0.857 0.916 0.723 1.000 1.000 
  ARE 7.707 30.053 15.453             
Table 4.7 Empirical sizes and powers for 3-sample test (p=10) 
 
The next simulation study is for the 5-sample case. Two cases are considered, p=2 and 
p=5. The simulation results are tabulated in the tables below. For bivariate case, one point worth 
noting is that the ADF test has the largest ARE . This indicates that it has the worst performance 
in terms of maintaining the empirical size among all tests. Moreover, it can be seen that the PB 
test has the smallest ARE . As a result, the PB test produces the best result in maintaining the 
empirical size. Furthermore, the power of the PB test is highest among the three tests. Similar 
trend can be observed when p=5. Though the ARE  of the modified Chow’s test is smaller than 
the ARE  of the PB test, the PB test is still consider to be acceptable as 20ARE  . Furthermore, 
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the difference in the values of power of the PB test and the other two tests are more 
distinguishable as p increases.  
Generally, the PB test is the recommended method as it has the largest power and it is 





























δ=0 δ=0.5 δ=1.0 
(σ1, … , σ5) (n1, … , n5) MC ADF PB MC ADF PB MC ADF PB 
( 15 ) (15,15,15,15,15) 0.042 0.031 0.050 0.295 0.225 0.292 0.883 0.808 0.856 
 
(15,30,30,30,30) 0.045 0.039 0.051 0.352 0.308 0.349 0.927 0.888 0.906 
 
(30,15,15,15,15) 0.040 0.033 0.049 0.487 0.392 0.469 0.988 0.978 0.985 
           (14, 2) (15,15,15,15,15) 0.053 0.035 0.053 0.151 0.209 0.273 0.607 0.790 0.844 
 
(15,30,30,30,30) 0.047 0.042 0.054 0.176 0.312 0.350 0.736 0.887 0.904 
 
(30,15,15,15,15) 0.054 0.036 0.056 0.243 0.363 0.441 0.864 0.974 0.983 
           (14, 4) (15,15,15,15,15) 0.059 0.034 0.052 0.073 0.206 0.265 0.151 0.784 0.838 
 
(15,30,30,30,30) 0.054 0.038 0.049 0.071 0.306 0.351 0.165 0.882 0.903 
 
(30,15,15,15,15) 0.064 0.036 0.058 0.087 0.347 0.425 0.239 0.971 0.981 
           (12, 2, 12) (15,15,15,15,15) 0.056 0.029 0.044 0.157 0.215 0.289 0.587 0.798 0.842 
 
(15,30,30,30,30) 0.049 0.038 0.051 0.155 0.309 0.346 0.731 0.870 0.895 
 
(30,15,15,15,15) 0.054 0.040 0.056 0.247 0.376 0.455 0.872 0.973 0.983 
           (12, 4, 12) (15,15,15,15,15) 0.046 0.021 0.032 0.050 0.177 0.231 0.160 0.767 0.817 
 
(15,30,30,30,30) 0.054 0.039 0.054 0.070 0.293 0.341 0.165 0.871 0.894 
 
(30,15,15,15,15) 0.062 0.032 0.050 0.096 0.365 0.436 0.235 0.969 0.978 
  ARE 11.893 30.440 8.133             











δ=0 δ=0.5 δ=1.0 
(σ1, … , σ5) (n1, … , n5) MC ADF PB MC ADF PB MC ADF PB 
(15) (20,20,20,20,20) 0.042 0.023 0.059 0.608 0.435 0.619 0.994 0.976 0.991 
 
(20,35,35,35,35) 0.042 0.029 0.058 0.694 0.580 0.690 0.996 0.993 0.996 
 
(35,20,20,20,20) 0.043 0.019 0.056 0.841 0.715 0.847 1.000 1.000 1.000 
           (14, 2) (20,20,20,20,20) 0.056 0.023 0.056 0.312 0.405 0.584 0.927 0.977 0.995 
 
(20,35,35,35,35) 0.050 0.024 0.050 0.381 0.572 0.677 0.971 0.992 0.996 
 
(35,20,20,20,20) 0.049 0.022 0.065 0.482 0.660 0.802 0.992 1.000 1.000 
           (14, 4) (20,20,20,20,20) 0.057 0.019 0.064 0.099 0.384 0.564 0.323 0.979 0.992 
 
(20,35,35,35,35) 0.053 0.034 0.062 0.101 0.560 0.668 0.432 0.994 0.997 
 
(35,20,20,20,20) 0.054 0.023 0.057 0.132 0.646 0.811 0.491 1.000 1.000 
           (12, 2, 12) (20,20,20,20,20) 0.058 0.029 0.068 0.296 0.388 0.561 0.929 0.978 0.993 
 
(20,35,35,35,35) 0.053 0.028 0.052 0.367 0.563 0.682 0.978 0.997 0.999 
 
(35,20,20,20,20) 0.058 0.025 0.058 0.469 0.656 0.807 0.991 1.000 1.000 
           (12, 4, 12) (20,20,20,20,20) 0.045 0.023 0.061 0.102 0.397 0.569 0.330 0.979 0.991 
 
(20,35,35,35,35) 0.057 0.033 0.052 0.105 0.542 0.645 0.428 0.993 0.998 
 
(35,20,20,20,20) 0.054 0.020 0.053 0.126 0.615 0.771 0.494 1.000 1.000 
  ARE 10.533 50.053 17.733             









In this chapter, we have studied the performance of the modified Chow’s test, the ADF 
test and the proposed PB test for 2-sample cases and generalized k-sample cases. From the 
results tabulated above, we may conclude that for both situations, the modified Chow’s test 
performs best in maintaining the empirical size. This observation is similar to what is observed in 
the Conerly and Manfield papers. The proposed PB test also performs acceptably well in this 
area as 20ARE  . Furthermore, the  PB test has the largest power among all tests. In conclusion, 
the PB test is the most suitable method to test the equality of regression coefficients of several 








Real Data Application  
 
In this chapter, we shall illustrate the three tests using the two data sets, one for two-
sample case and the other for generalized k-sample case.  
5.1 Application for 2-sample case:   abundance of selected animal species 
Macpherson (1990) described a study comparing two species of seaweed with different 
morphological characteristics. The relationship between its biomass (dry weight) and the 
abundance of animal species that used the plant as a host, was investigated for each species of 
seaweed. This data can be obtained through Moreno et al. (2005). For each individual species of 
seaweed, log(abundance) is regressed on dry weight, and the question of interest is whether the 
relationship is the same for the two species. The scatterplot of the data and the fitted least squares 
lines is displayed in Figure 5.1.  
 
 




           
Figure 5.1 Scatterplot of Macpherson data for Dry Weight vs. log(Abundance) 
Moreno et al. has casted a doubt on whether the homogeneity assumption of these two linear 
models is met since the residual standard errors from individual regressions are 0.459 and 0.293 
respectively. Furthermore, it can be seen from the above figure that the data for one species of 
seaweed is more dispersed than the data for the other species. Therefore, heteroscedasticity is 
evident in the Macpherson data. Because of this, we apply the modified Chow’s test, the ADF 
test and the PB test to the data set. The table below shows the test statistics and p-values. 
According to Moreno et al., a standard analysis fitting a common regression with separate and 
intercept indicate a p-value of 0.0477 for the common intercept hypothesis and 0.0153 for the 
common slope hypothesis. This would lead to the misconception that the animal species response 
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is different. However, the p-value of the modified Chow’s test, the ADF test and the PB test 
conducted in this study shows 0.057, 0.085 and 0.096 respectively. Based on these results, the 
null hypothesis of the equivalence of coefficients is not rejected. This suggests similar 
relationships in the two species. In conclusion, we may say that there is evidence for similar 
animal species response when heteroscedasticity is accounted for.  
 
Test Statistics p-value 
Modified Chow's Test 3.1636 0.057 
ADF Test 2.6737 0.085 
PB Test 5.3472 0.096 
Table 5.1 Test Results 
 
5.2 Application for 10-sample case: investment of 10 large American 
corporations 
 A classical model of investment demand is defined by  
     it i it it itI F C                                                       (5.1)  
where i  is the index of the firms, t  is the time point, I  is the gross investments, F  is the market 
value of the firm and C  is the value of the stock of plant and equipment.  
In this section, an investigation is carried out on the Grunfeld (1958) data by fitting 
model (5.1) and testing the equivalence of coefficients. The objective here is to analyze the 
relationship between the dependent variable I  and explanatory variable F  and C  of 10 
American corporations during the period 1935 to 1954. The test results are listed in Table 5.2.  




Test Statistics p-value 
Modified Chow's Test 48.91 0 
ADF Test 49.58 0 
PB Test 49.58 0 
Table 5.2 Test Results 
 
Heteroscedasticity can be deduced from the range of estimated standard errors of ten 
linear models from 1.06 to 108.89. When the homogeneity assumption is no longer valid, the 
modified Chow’s test, the ADF test and the PB test are generally preferred as these methods are 
more robust under heteroscedasticity. The p-values of these tests indicate that there is a strong 
evidence to reject the null hypothesis of equivalent coefficients of the linear models. Therefore 

















In this study, several new methods have been introduced to test the coefficients of linear 
models for 2-sample and k-sample cases under heteroscedasticity assumption. The modified 
Chow’s test was generalized for k-sample case by matching the moments of test statistics to a 
chi-square distribution. We also proposed a parametric bootstrap approach to test the equality of 
the coefficients for both 2-sample and k-sample cases. This PB approach is derived from the PB 
approach proposed by Krishnamoorthy and Lu (2010) for testing the equality of mean when the 
variances of the models are not the same.  
Simulation studies were conducted to examine and compare the performance of the 
modified Chow’s test, the ADF test and the PB test for 2-sample and k-sample cases. For both 
situations, the simulation studies suggest that the modified Chow’s test is better in maintaining 
the empirical size as compared to the ADF test. However, it has the least power among all tests,  
especially for heteroscedastic cases. The proposed PB test maintains the size of the test well. It 
also has the largest power as compared to the other two methods. Overall, the PB test is the most 




preferable method to test the equality of regression coefficients of several heteroscedastic models. 






















[1] Ali, M.M. and Silver, J.L. (1960), Tests for equality between sets of coefficients in two linear 
      regression under heteroscedasticity, Journal of the American Statistical Association, 80(391),  
      730-735  
[2] Chow, G.C. (1960), An approximate test for comparing heteroscedastic regression models,   
      Econometrica: Journal of the Econometric Society, 591-605 
[3] Conerly, M.D. and Manfield, E.R. (1988), An approximate test for comparing 
      heteroscedastic regression models, Journal of the American Statistical Association, 83(403),  
      811-817  
[4] Conerly, M.D. and Manfield, E.R. (1989), An approximate test for comparing 
      independent regression models with unequal error variances, Journal of econometrics,  
      40(2), 239-259  
[5] Fisher, F.M. (1970), Tests of equality between sets of coefficients in two linear regressions: 
      an expository note, Econometrica: Journal of the Econometric Society, 361-366 
[6] Ghilagaber, G. (2004), Another look at Chow’s test for the equality of two heteroscedastic 
      regression models, Quality & quantity, 38(1), 81-93 
[7] Grunfeld, Y. (1958), The determinant of corporate investment, unpublished Ph. D.  
      dissertation, University of Chicago 





      Regressions When Disturbances are Unequal, unpublished Ph. D. dissertation, Purdue  
      University 
[9] Honda, Y. and Ohtani, H. (1986), Modified Wald Tests in Tests of Equality between Sets of 
      Coefficients in Two Linear Regressions under Heteroscedasticity, The Manchester School,  
      54(2), 208-218 
[10] Imhof, JP. (1961), Computing the distribution of quadratic forms in normal variables,  
       Biometrika, 48(3/4), 419-426  
[11] Jayatissa, W.A. (1977), Tests of equality between sets of coefficients in two linear    
        regressions when disturbance variances are unequal, Econometrica, 45(5), 1291-1292 
[12] Krishnamoorthy, K. and Lu, F. (2010), A parametric bootstrap solution to the MANOVA   
        under heteroscedasticity, Journal of Statistical Computation and Simulation, 80(8),  
        873-887 
[13] Macpherson, G. (1990), Statistics in Scientific Investigation, New York, Springer 
[14] Moreno, E., Torres, F. and Casella, G. (2005), Testing equality of regression coefficients in 
        heteroscedastic normal regression models, Journal of statistical planning and inference,  
        131(1), 117-134 
[15] Ohtani, K. and Toyoda, T. (1985), A monte carlo study of the wald, lm and lr tests in a 
        heteroscedastic linear model, Communications in Statistics-Simulation and Computation,  
       14(3), 735-746  
[16] Satterthwaite, F.A. (1946), An approximate distribution of estimates and variance  
        components, Biometrics, 2, 110-114  
[17] Schmidt, P. and Sickles, R. (1977), Some further evidence on the use of the Chow test 
        under heteroscedasticity, Econometrica: Journal of the Econometric Society, 1293-1298  





        of the Econometric Society, 601-608 
[19] Watt, P.A. (1979), Tests of equality between sets of coefficients in two linear regressions 
        when disturbance variances are unequal: some small properties, The Manchester School,  
        47(4), 391-396 
[20] Weerahandi, S. (1987), Testing regression equality with unequal variances, Econometrica:  
        Journal of the Econometric Society, 1211-1215  
[21] Zhang, J.T. (2010), An approximate degrees of freedom test for comparing several  
        heteroscedastic regression models, unpublished manuscript, National University of  
       Singapore  
[22] Zhang, J.T. and Liu X. (2011), Two Simple Tests for Heteroscedastic Two-Way ANOVA,  
        unpublished manuscript, National University of Singapore      
  












Appendix: Matlab Codes for Simulations 
 
%------------------------------------------------------------------------------------------------------------ 
%% Modified Chow’s tests, ADF test and PB tests for 2-sample cases 
%------------------------------------------------------------------------------------------------------------ 
function  [pstat,params,vbeta,vbetsig,vhsigma]=coefBF(xy,gsize,method,Nboot) 
%% function  [pstat,params,vbeta,vhsigma]=coefBF(xy,gsize,method,Nboot) 
%% Test of equality of two sets of regression coefficients 
%%  xy=[x1,y1; 
%%      x2,y2]: (n1+n2)xp 
%%  gsize=[n1,n2]; sample sizes 
%%  method  = 1  Modified Chow test (Default) 
%%                = 2  ADF test 
%%                = 3  Parametric Bootstrap Method (Krishnamoorthy & Lu 2009)  
%%  Nboot=No. of iterations for PB method (Default=1000) 
%%  pstat=[stat,pvalue] 
%%  params=[df1,df2] for F-approximation 
%%  vbeta=[beta1,beta2] 
%%  vbetsig=[betsig1, betsig2] standard deviation of the estimated coef 




%% Data extraction 







p=p-1; %% dimension of X1, X2 
 









betsig2=sqrt(hsigma22*A2);     
     
if method==1, %% Modified Chow test for Heteroscedasticity case 
   X=[X1;X2];Px=X*inv(X'*X)*X';y=[y1;y2]; 
   W=[[X1,zeros(n1,p)];[zeros(n2,p),X2]];Pw=W*inv(W'*W)*W'; 
   Q=Pw-Px; Q1=Q(:,1:n1);Q2=Q(:,(n1+1):n); 
   A11=Q1'*Q1; A22=Q2'*Q2; 
   a11=hsigma21*trace(A11);a22=hsigma22*trace(A22); 
   H=hsigma21*Q1*Q1'+hsigma22*Q2*Q2'; 
    
   %% Computing the statistic 
   stat=(y'*Q*y)/(a11+a22); 
    
   %% Computing the dfs 
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   df1=(a11+a22)^2/trace(H^2); 
   df2=(a11+a22)^2/(a11^2/(n1-p)+a22^2/(n2-p)); 
    
   %% Computing the outputs 
   pvalue=1-fcdf(stat,df1,df2); 
   pstat=[stat,pvalue]; 
   params=[df1,df2]; 
   vbeta=[beta1,beta2]; 
   vhsigma=[hsigma21,hsigma22]; 
   vbetsig=[betsig1,betsig2]; 
    
elseif method==2, %% ADF test 
     
   S1=hsigma21*A1; S2=hsigma22*A2; 
   Sigma=S1+S2; iSigma=inv(Sigma); 
   G1=S1*iSigma; G2=S2*iSigma; 
   d=p/((trace(G1^2)/(n1-1))+(trace(G2^2)/(n2-1))); 
    
   %% Computing the dfs 
   df1=p; 
   df2=d; 
    
   %% Computing the statistic 
   stat=(beta1-beta2)'*iSigma*(beta1-beta2)/df1; 
    
   %% Computing the outputs 
   pvalue=1-fcdf(stat,df1,df2); 
   pstat=[stat,pvalue]; 
   params=[df1,df2]; 
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   vbeta=[beta1,beta2]; 
   vhsigma=[hsigma21,hsigma22]; 
   vbetsig=[betsig1,betsig2]; 
 
elseif method==3, %%parametric bootstrap method 
   Sigma=hsigma21*A1+hsigma22*A2; 
   iSigma=inv(Sigma);hSigma=sqrtm(Sigma); 
    
   G1=hsigma21*A1; 
   G2=hsigma22*A2; 
   stat=(beta1-beta2)'*iSigma*(beta1-beta2); 
   vstat=[]; 
   for i=1:Nboot, 
       z=randn(p,1); 
       A=inv(G1*chi2rnd(n1-1)/(n1-1)+G2*chi2rnd(n2-1)/(n2-1)); 
       stat0=z'*hSigma*A*hSigma'*z; 
       vstat=[vstat,stat0]; 
   end 
    
   pvalue=mean(vstat>=stat); 
  
   %% Computing the outputs 
   pstat=[stat,pvalue]; 
   params=[0,0]; 
   vbeta=[beta1,beta2]; 
   vhsigma=[hsigma21,hsigma22]; 
   vbetsig=[betsig1,betsig2];   
end 
 




%% Modified Chow’s tests, ADF test and PB tests for k-sample cases 
%------------------------------------------------------------------------------------------------------------ 
function  [pstat,params,vhbeta,vbetsig,vhsigma2]=kcoefBF(xy,gsize,method,C,c,Nboot) 
%% function  [pstat,params,vhbeta,vhsigma2]=coefkBF(xy,gsize,method) 
%% Test of k-set Coefficient equality 
%%  xy=[x1,y1; 
%%      x2,y2; 
%%      ..... 
%%      xk,yk]: Nxp, N=n1+n2+...+nk 
%%  gsize=[n1,n2,...,nk]; sample sizes of k samples 
%%  Nboot=No. of iterations for PB method (Default=1000) 
%%  method = 1 Modified Chow-type test (Default) 
%%               = 2 ADF test (Heteroscedasticity Wald-type test)  
%%               = 3 Paramatric Bootstrap for k sample (New method) 
%%  pstat=[stat,pvalue] 
%%  params=[df1,df2] for F-approximation 
%%  vhbeta=[hbeta1,hbeta2,...,hbetak]:pxk 
%%  vbetsig=[betsig1, betsig2,...,betsigk]: pxkp  standard deviation of the estimated coefficients 
%%  vhsigma2=[hsigma21,hsigma22,...,hsigma2k];1xk 
 
%% Data extraction 
k=length(gsize);[N,r]=size(xy); 





    C=[eye(p),zeros(p,(k-2)*p),-eye(p)]; 
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    for i=2:(k-1), 
        C=[C;[zeros(p,(i-1)*p),eye(p),zeros(p,(k-i-1)*p),-eye(p)]]; 




if method==1, %% Modified Chow-type test     
    X=xy(:,1:p);y=xy(:,p+1); 
    Px=X*inv(X'*X)*X'; 
 
    %% Computing Pw 
    W=[]; 
    for i=1:k, %%  
        ni=gsize(i); 
        if i==1, 
            temp=0; 
        else 
            temp=temp+gsize(i-1); 
        end 
   
        flagi=(temp+1):(temp+ni); 
        Xi=xy(flagi,1:p);yi=xy(flagi,p+1); 
        Ai=inv(Xi'*Xi); 
        Pxi=Xi*Ai*Xi';%% ni x ni 
         
        vhbeta(:,i)=Ai*Xi'*yi; 
        vhsigma2(i)=yi'*(eye(ni)-Pxi)*yi/(ni-p); 
        vbetsig(:,i)=sqrt(vhsigma2(i)*diag(Ai)); 
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        temp1=[zeros(ni,(i-1)*p),Xi,zeros(ni,(k-i)*p)]; 
        W=[W;temp1]; 
    end 
 
    Pw=W*inv(W'*W)*W'; 
    Q=Pw-Px; 
     
    %% Computing Pw 
    H=0; 
    for i=1:k,   
        ni=gsize(i); 
        if i==1, 
           temp=0; 
        else 
           temp=temp+gsize(i-1); 
        end 
 
        flagi=(temp+1):(temp+ni); 
        Xi=xy(flagi,1:p);yi=xy(flagi,p+1); 
        Ai=inv(Xi'*Xi); 
        Pxi=Xi*Ai*Xi';%% ni x ni 
         
        vhbeta(:,i)=Ai*Xi'*yi; 
        vhsigma2(i)=yi'*(eye(ni)-Pxi)*yi/(ni-p); 
        vbetsig(:,i)=sqrt(vhsigma2(i)*diag(Ai)); 
         
        Qi=Q(:,flagi); 
        va(i)=vhsigma2(i)*trace(Qi'*Qi); 
        H=H+vhsigma2(i)*Qi*Qi'; 
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    end 
    
    %% Computing the statistic 
    temp=sum(va); 
    stat=(y'*Q*y)/temp; 
    
    %% Computing the dfs 
    df1=temp^2/trace(H^2); 
    df2=temp^2/sum(va.^2./(gsize-p)); 
    
    pvalue=1-fcdf(stat,df1,df2); 
    pstat=[stat,pvalue]; 
    params=[df1,df2]; 
     
elseif method==2, %% ADF test (Heteroscedasticity Wald-type test)   
    %% Basic statistics computation 
    B=0;Sigma=0; 
    for i=1:k, %% Fitting 
        ni=gsize(i); 
        if i==1, 
           temp=0; 
        else 
           temp=temp+gsize(i-1); 
        end 
   
        flagi=(temp+1):(temp+ni); 
        Xi=xy(flagi,1:p);yi=xy(flagi,p+1); 
        Ai=inv(Xi'*Xi); 
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        vhbeta(:,i)=Ai*Xi'*yi; 
        vhsigma2(i)=sum((yi-Xi*vhbeta(:,i)).^2)/(ni-p); 
        vbetsig(:,i)=sqrt(vhsigma2(i)*diag(Ai)); 
   
        Ci=C(:,((i-1)*p+1):(i*p)); 
        B=B+Ci*vhbeta(:,i); 
        Sigma=Sigma+Ci*Ai*Ci'*vhsigma2(i); 
    end 
     
    %% Computing the test statistic 
    iSigma=inv(Sigma); 
    stat0=(B-c)'*iSigma*(B-c);  %% Test statistic 
    ihSigma=sqrtm(iSigma); 
    
    %% Computing the approximate degrees of freedom 
    for i=1:k, 
        ni=gsize(i); 
        if i==1, 
           temp=0; 
        else 
           temp=temp+gsize(i-1); 
        end 
   
        flagi=(temp+1):(temp+ni); 
        Xi=xy(flagi,1:p);yi=xy(flagi,p+1); 
        Ai=inv(Xi'*Xi); 
   
        Ci=C(:,((i-1)*p+1):(i*p)); 
        temp0=vhsigma2(i)*Ai*Ci'*iSigma*Ci; 
Appendix: Matlab Codes for Simulations 
53 
 
        delta1(i)=trace(temp0^2)/(ni-p);   
    end 
 
    delta1=sum(delta1); 
    df1=q; 
    df2=q/delta1; 
     
    stat=stat0/df1; 
    pvalue=1-fcdf(stat,df1,df2);  
    pstat=[stat,pvalue]; 
    params=[df1,df2]; 
     
elseif method==3, %% Parametric Bootstrap Method (New method)    
    %% Computing initial observed test statistics stat0 
    B=0;Sigma=0; 
    for i=1:k, %% Fitting 
        ni=gsize(i); 
        if i==1, 
           temp=0; 
        else 
           temp=temp+gsize(i-1); 
        end 
   
        flagi=(temp+1):(temp+ni); 
        Xi=xy(flagi,1:p);yi=xy(flagi,p+1); 
        Ai=inv(Xi'*Xi); 
   
        vhbeta(:,i)=Ai*Xi'*yi; 
        vhsigma2(i)=sum((yi-Xi*vhbeta(:,i)).^2)/(ni-p); 
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        vbetsig(:,i)=sqrt(vhsigma2(i)*diag(Ai)); 
   
        Ci=C(:,((i-1)*p+1):(i*p)); 
        B=B+Ci*vhbeta(:,i); 
        Sigma=Sigma+Ci*Ai*Ci'*vhsigma2(i); 
    end 
     
    iSigma=inv(Sigma); 
    hSigma=sqrtm(Sigma);  %% added by zjt 
    stat0=(B-c)'*iSigma*(B-c);  %% Test statistic 
     
    %% Computing PB p-value 
    vstat=[];Sigma=0; 
    for j=1:Nboot, 
        W0=0; 
        for i=1:k, 
            ni=gsize(i); 
                if i==1, 
                   temp=0; 
                else 
                   temp=temp+gsize(i-1); 
                end 
   
            flagi=(temp+1):(temp+ni); 
            Xi=xy(flagi,1:p);Ai=inv(Xi'*Xi); 
            Ci=C(:,((i-1)*p+1):(i*p)); 
            W0=W0+Ci*Ai*Ci'*vhsigma2(i)*chi2rnd(ni-1)/(ni-1); 
        end 
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        z=randn(q,1); 
        stat=z'*hSigma'*inv(W0)*hSigma*z; 
        vstat=[vstat,stat]; 
    end 
     
    pvalue=mean(vstat>=stat0); 
    pstat=[stat0,pvalue]; 





%% Simulation for 2-sample case for comparing modified Chow’s tests, ADF test and PB test 
%---------------------------------------------------------------------------------------------------------------- 
%%Simulation parameter configurations 
    Nboot=1000;nsim=10000;alpha=.05;    
    Vrho=[1/10,1,10]; 
    nVrho=size(Vrho,2); 
    sigma20=2;     
Gsize=[25,25; 
 40,40; 
               50,30; 
               50,90]; 
    nGsize=size(Gsize,1); 
    Vp=[2,5,10]; 
    nVp=size(Vp,2); 
    
   for i5=1:nVp, 
   p=Vp(i5); 
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   Vdelta=[0,.1,.2]*5; 
 nVdelta=length(Vdelta); 
    
disp(['Number of replicates=',num2str(nsim)]) 
disp(['alpha=',num2str(alpha)]) 




    
for iv=1:nGsize, %% specify the sample size 
    gsize=Gsize(iv,:); 
    n1=gsize(1);n2=gsize(2); 
     disp('sample sizes') 
    disp(gsize) 
     vpw=[]; 
     
 for iii=1:nVrho, %% Specify the std  
    rho=Vrho(iii); 
    sigma1=sqrt(sigma20/(1+rho)); 
    sigma2=sqrt(rho*sigma20/(1+rho)); 
    %disp('sample std') 
    disp(['rho=',num2str(rho),', p=',num2str(p), ', [n1,n2]=[',num2str(n1),',',num2str(n2),']']) 
    disp(['[sigma1,sigma2]=[',num2str(sigma1),',',num2str(sigma2),']']) 
     
for ii=1:nVdelta, %% specify delta 
      delta=Vdelta(ii); 
    beta1=randn(p,1); 
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    beta2=beta1+delta; 
   % disp(['delta=', num2str(delta)]) 
     
for i=1:nsim, %% simulation             
     %% data generating 
            X1=[ones(n1,1),randn(n1,p-1)]; 
            X2=[ones(n2,1),randn(n2,p-1)]; 
            y1=X1*beta1+randn(n1,1)*sigma1; 
            xy1=[X1,y1]; 
            y2=X2*beta2+randn(n2,1)*sigma2; 
            xy2=[X2,y2]; 
            xy=[xy1;xy2]; 
             
            %% Testing 
            [pstat1,param1]=coefBF(xy,gsize,1); %% Modified Chow test 
            [pstat2,param2]=coefBF(xy,gsize,2);  %% ADF test 
            [pstat3,param3]=coefBF(xy,gsize,3,Nboot); %% PB method 
 
            vstat(i,:)=[pstat1(1),pstat2(1),pstat3(1)]; 
            vpval(i,:)=[pstat1(2),pstat2(2),pstat3(2)]; 
            vparam(i,:)=[param1(2),param2(2)]; 
   end %% end for i 
         
        pw(ii,:)=mean(vpval<alpha); %%  Rate of rejections 
        mdf=mean(vparam); 
        disp([ii,pw(ii,:),mdf]) 
    end %% for ii 
     
 vpw=[vpw,pw]; 
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 end %% for iii 
  
    disp(Vdelta) 
    disp(Vrho) 
    disp('empirical power') 
    disp(vpw) 
end  %% for iv 
end %% for i5=1:nVp 
 
%---------------------------------------------------------------------------------------------------------------- 
%% Simulation for k-sample case for comparing modified Chow’s tests, ADF test and PB test 
%---------------------------------------------------------------------------------------------------------------- 





nsim=10000;alpha=.05;    
 




    if simflag==1, 
    k=2; 
   elseif simflag==2, 
    k=3;  
   elseif simflag==3, 
    k=5;      




     
Gsize0=[ones(1,k)*5; 
            [5,20*ones(1,k-1)]; 
            [20,5*ones(1,k-1)]]+10; 
   nGsize=size(Gsize0,1); 
   Vsigma=[ones(1,k); 
          [ones(1,k-1),2]; 
          [ones(1,k-1),4]; 
          [2,ones(1,k-1)]; 
          [4,ones(1,k-1)]]; 
   nVsigma=size(Vsigma,1); 
       
for i5=1:nVp, %% specify the dimension 
    p=Vp(i5);    
    disp(['k=',num2str(k),', p=',num2str(p)])  
     
for i4=1:nGsize, %% specify the sample size 
    if p==2, 
       gsize=Gsize0(i4,:); 
    else gsize=Gsize0(i4,:)+p; 
    end 
     
    disp('sample sizes') 
    disp(gsize) 
    disp('Vsigma') 
    disp(Vsigma) 
     
     vpw=[]; 
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for i3=1:nVsigma, %% Specify the std 
    vsigma=Vsigma(i3,:); 
    %[sigma1,sigma2,sigma3].^2 
    %disp('sample std') 
    %disp(['vsigma=[',num2str(vsigma),']']) 
     
     pw=[]; 
    for i2=1:nVdelta,      
    delta=Vdelta(i2); 
    vbeta=randn(p,1)*ones(1,k)+delta*ones(p,1)*[1,zeros(1,k-1)]; 
          
         vpval=[];vparam=[]; 
         for i1=1:nsim, %% simulation 
             
            %% data generating 
            xy=[]; 
            for i=1:k, 
               ni=gsize(i);sigmai=vsigma(i);betai=vbeta(:,i); 
               Xi=[ones(ni,1),randn(ni,p-1)]; 
               yi=Xi*betai+randn(ni,1)*sigmai; 
               xy=[xy;[Xi,yi]]; 
            end     
             
            %% Testing           
              [pstat1,param1]=kcoefBF(xy,gsize,1); %%  Modified Chow-type stat, heteroscedasticity 
              [pstat2,param2]=kcoefBF(xy,gsize,2); %%  ADF stat, heteroscedasticity 
              [pstat3,param3]=kcoefBF(xy,gsize,3); %%  PB stat, heteroscedasticity 
              vpval=[vpval;[pstat1(2),pstat2(2),pstat3(2)]]; 
              vparam=[vparam;[param1(2),param2(2)]]; 
Appendix: Matlab Codes for Simulations 
61 
 
              end %% end for i1: iteration ends 
         
        pw0=mean(vpval<alpha); %%  Rate of rejections 
        mdf=mean(vparam);     %% average df 
        pw=[pw,pw0];   
    end %% for i2=1:nVdelta, 
         
        vpw=[vpw;pw]; 
    end %% for i3 
     
        disp('empirical power') 
        disp(vpw)  
    end %% for i4 
    end  %% for i5 
end %% for simflag=1 
