Abstract. In this paper, we consider signal interpolation of discrete-time signals which are decimated nonuniformly. A conventional interpolation method is based on the sampling theorem, and the resulting system consists of an ideal filter with complex-valued coefficients. While the conventional method assumes band limitation of signals, we propose a new method by sampled-data H ∞ optimization. By this method, we can remove the band-limiting assumption and the optimal filter can be with real-valued coefficients. Moreover, we show that without band-limited assumption, there can be the optimal decimation patterns among ones with the same ratio. By examples, we show the effectiveness of our method.
Introduction
Interpolation is a fundamental operation in digital signal processing, and has many applications such as signal reconstruction, signal compression/expansion, and resizing/rotating digital images [13, 2] . If digital data (discrete-time signals) to be interpolated are spaced uniformly on the time axis, the uniform interpolation is executed by an expander and a digital filter (called an interpolation filter) [13] , which is conventionally designed via the sampling theorem.
Periodically nonuniform interpolation (or decimation) also plays an important role in signal processing, such as signal compression by nonuniform filterbanks [8] , super-resolution image processing [9] , and time-interleaved AD converters [10] . The design has been studied by many researchers [14, 8, 15, 3, 4] , in which the design methods are based on the generalized sampling theorem, assuming that the original signals to be sampled are band-limited below the Nyquist frequency. Then the optimal filter (or the perfect reconstruction filter) is given by an ideal lowpass filter with complex coefficients [14, 13] . Since the ideal filter cannot be realized, approximation methods are also proposed; see in particular [14, 15] .
On the other hand, real signals such as audio signals (esp. orchestral music) violate the band-limiting assumption in the sampling theorem, that is, they have some frequency components beyond the Nyquist frequency. In view of this, we have to take account of the whole frequency range in designing interpolation systems. For this purpose, sampled-data H ∞ optimization [1, 6] is very adequate. A similar philosophy has also been presented and proposed by Unser and coworkers [12, 11] . This method is a generalization of Shannon sampling theory intending to give a machinery that works for signals that are not necessarily perfectly band-limited. The method works well for those analog signals that belong to a prespecified subspace, but not necessarily so for those that do not. It is even shown that their method can lead to an unstable reconstruction filter [7] . Moreover, the signal subspace is constructed by the linear span of a given generating function, but it is not easy to identify the generating function in real applications. On the other hand, our approach models the signal subspace in terms of analog (continuous-time) frequency characteristics, which can easily be identified by modeling a signal generator by physical laws or through the Fourier transform of real signals.
The main objective of this paper is to propose a new design method for nonuniform interpolation via sampled-data H ∞ optimization. This design problem is formulated by minimizing the H ∞ norm (L 2 -induced norm) of the error system between the delayed original analog signals and the output of the reconstruction system. Since this error system includes both continuous-and discrete-time signals (systems), the optimization is an infinite dimensional one. To convert this to a finite dimensional optimization, we introduce the fast discretization method [1, Chap. 8] , [18] . By this method, the optimal interpolation filter can be obtained by numerical computations. MATLAB codes for this optimization are available through [20] .
We also show in this paper that there are cases with the same decimation rates but the optimal reconstruction performances can differ when the decimation patterns are different. That is, the performance depends on the decimation pattern. Note that this property cannot be captured via the sampling theorem.
The paper is organized as follows. We first define nonuniform decimation with a decimation pattern in Section 2. We show that this definition includes the block decimation introduced in [8] . In Section 3 we define nonuniform expanders and formulate the interpolation problem using such an expander for non-band-limited signals. A design procedure and implementation as a multirate filterbank are also given in this section. In Section 4, we consider optimal decimation pattern analysis. Section 5 shows design examples. In this section, we will show a result of our optimization and compare it with a conventional design proposed in [14, 13] . Here we will show our method is superior to the conventional method. Optimal decimation patterns for several decimation ratios are also presented. Section 6 concludes our result.
Notation
Throughout this paper, we use the following notation:
the sets of real numbers, real valued column vectors of size M , and M by N real valued matrices, respectively. 
Nonuniform Decimation and Decimation Patterns
Let us consider the discrete-time signal x := {x 0 , x 1 , x 2 , . . .}. Then nonuniform decimation by M := [1, 1, 0] (we call this a decimation pattern) is defined by
That is, we first divide the time axis into segments of length three (the number of the elements in M), then, in each segment, retain the samples corresponding to 1 in M and discard the samples corresponding to 0. We then define a general nonuniform decimation with decimation pattern
where M is the number of elements in M. Let i 1 , i 2 , . . . , i N satisfying
where N is the number of ones in M. Then for x = {x 0 , x 1 , . . .}, the nonuniform decimation is defined by
This definition includes the so-called block decimation [8] , in which the first R 1 samples of each segment of R 2 samples are retained while the rest are discarded. By our notation, the block decimation R 2 : R 1 is represented as ↓ M with
].
The decimation ratio of M is defined to be M/N . Note that since N ≤ M , the ratio is always greater than or equal to 1. By our definition, the uniform decimator ↓ M where M is a positive integer is represented as a special case of nonuniform decimator
with decimation ratio M . 
That is, we first divide the time axis into segments of length two (the number of 1's in M), then insert 0's into the position corresponding to 0's in M. By this definition, the uniform expander ↑ M where M is a positive integer is represented as a nonuniform expander
Applying this to the decimated sequence (1), we have
The procedure is shown in Fig. 1 . In general case of the decimation pattern (2), the expansion is given by
3.2. Polyphase Representation. The interpolation of a decimated signal is completed by filtering v = (↑ M)(↓ M)x by a digital filter K (see Fig. 2 (a) ). The decimation and interpolation process K(↑ M)(↓ M) is periodically time-varying. To convert this equivalently to a linear time-invariant system, we introduce the polyphase decomposition [13] . Let L M be the polyphase decomposition operator, that is,
. .
. . .
By this operator, the nonuniform decimator ↓ M and expander ↑ M can be represented as filterbanks.
Lemma 1. The following two equalities hold:
where E = [E ij ] is an N × M matrix whose elements are defined as follows:
By using this, for any sequence x = {x 0 , x 1 , x 2 , . . . , } we have
Therefore, for any x we have
That is, L −1
The matrix E can be represented by
where
By using this, for any vector of
we have
By this property and the same computation as in the proof of ↓ M, the equality By Lemma 1, we can represent the decimation and interpolation process K(↑ M)(↓ M) by a polyphase decomposition. In fact, we have the following theorem (see also Fig. 2) .
Theorem 1. The following identity holds:
Proof. By Lemma 1 and the identities L −1 
H
∞ Optimal Interpolation for Non-Band-Limited Signals. We now consider the signal space to which the original continuous-time signals before sampling and decimation belong. Let h denote the sampling period. The nonuniform sampling theory [14, 13] assumes this space as the band-limited subspace defined by
whereû is the Fourier transform of u ∈ L 2 , and
On the other hand, we consider another subspace of L 2 which includes non-bandlimited signals, defined by
where F is a stable linear time-invariant continuous-time system whose transfer function is finite-dimensional and strictly proper. This space is a model for the signal subspace to which the input analog signals belong. A merit for this model is that one can naturally and easily include the analog frequency characteristic in the model via physical laws or executing Fourier transform of real signals. This is an advantage over the generalized sampling theory [12, 11] , in which the signal subspace is modeled by the linear span of a given generating function. Moreover, this subspace F L 2 is essentially wider than BL. In fact, the following lemma holds:
w u e − Figure 4 . Error system T ew ( K, M).
Proof. Let u ∈ BL. Define a function w such that
Since u ∈ BL,û(jω) = 0 if ω / ∈ Ω(M/N ), and hence we haveû(jω) =F (jω)ŵ(jω) for all ω ∈ R, or u = F w. Then we show that w ∈ L 2 . In fact, we have
Therefore, we have u ∈ F L 2 . To consider signal reconstruction for non-band-limited signals in F L 2 , let us consider the error system shown in Fig. 4 . In this figure, F is a linear system defining the signal space F L 2 . The block S h represents the ideal sampler with sampling period h, and H h the zero-order hold with the same sampling period. The delay e −Ls is a reconstruction delay. Then our optimization problem is formulated as a sampled-data H ∞ optimization. Let T ew ( K, M) be the error system from the continuous-time signal w to the error e (see Fig. 4 ).
Problem 1. Given a decimation pattern M, find the optimal filter K that minimizes
3.4. Computation of Optimal Filter. To solve Problem 1, the H ∞ norm T ew ( K, M) ∞ has to be evaluated. By using the fast discretization method, we can approximately obtain the optimal K with arbitrary precision.
First we introduce useful properties [1] for computing the optimal filter.
Lemma 3. Let τ be a positive real number, and P c a continuous-time linear timeinvariant system. Then D τ (P c ) := S τ P c H τ is a discrete-time linear time-invariant
w n w e e n S h/n H h/n T ew ( K) Figure 5 . Fast discretization for T ew ( K, M) .
system. The state space realization is given by
D τ A B C D = e Aτ τ 0 e At Bdt C D .(6)
Lemma 4. Let n be a positive integer and P a discrete-time linear time
-invariant system. Then L n (P ) := L n P L −1 n
is also a discrete-time linear time-invariant system. The state space realization is given by
In particular, for a scalar d ∈ R and a matrix D ∈ R p×q we have respectively
Using these lemmas, we can obtain a discrete-time, linear and time-invariant system whose H ∞ norm approximates T ew ( K, M) ∞ with arbitrary precision.
Theorem 2. Assume that L = mh, where m is a non-negative integer. Then there exists a sequence of linear time-invariant discrete-time systems
Proof. We first approximate continuous-time signals w and e (see Fig. 4 ) to discretetime ones via a fast sampler S h/n and a fast hold H h/n (see Fig. 5 ). Let G n be the system from w n to e n shown in Fig. 5 . Then we have 
Note that since L n and L
−1
n are isometric operators (with respect to H ∞ norm), the above transform preserves the norm, that is,
This system is a discrete-time linear time-invariant system. The convergence property (9) is shown in [18] . The proof of Theorem 2 gives a design procedure of the optimal filter K. The procedure is as follows:
(1) Compute G 1,n , G 2,n , and G 3,n given in (10) by using the formulae (6), (7), and (8).
by using the formula (7) and (8). (3) Solve the standard discrete-time H ∞ optimal control problem depicted in Fig. 6 to obtain the optimal filter K.
One can also download the MATLAB codes for obtaining the optimal filter K through the web-page [20] .
Note that the fast-discretization ratio n is chosen empirically. In many cases, n = 4 or 5 is sufficient. A theoretical relation between the number n and the performance is analyzed in [16] . Note also that the order of K is proportional to n since the order of the plant is proportional to n. However, the filter is stable, and can be approximated by an FIR filter [17] . In many cases, the impulse response of the optimal filter decays rapidly and the filter can be approximated almost irrespectively of n. See also our example in Section 5.
3.5. Implementation. Once the filter K is obtained, we can interpolate the decimated signal (↓ M)x by
There is however another simpler way to implement the interpolation system, by using a multirate filterbank, see Fig. 7 . In this filterbank, Φ i1 (z), Φ i2 (z), . . ., Figure 7 . Nonuniform filterbank. 
Optimal Decimation Patterns
As shown in the previous section, if the decimation pattern M is given, we can numerically find the H ∞ optimal interpolation for non-band-limited signals in F L 2 via the fast sampling method. In this section, we consider designing the decimation pattern M. We observe that there exist several decimation patterns with the same decimation ratio M/N . Consider M = 3 and N = 2. Then there are three patterns of decimation:
, and M 3 = [0, 1, 1]. These are essentially the same except for one-or two-step delays, that is,
On the other hand, when M = 4 and N = 2, there can be a difference. 
Since M is finite (that is, M and N are finite), this problem can be solved by optimizing (5 
Note that this is an upper bound of the number of optimization. Counting the exact number is known as a necklace enumeration problem, which is solved by so-called Pólya enumeration theorem [19] .
Design Examples
In this section, we show design examples. One can examine the simulation below by the MATLAB codes provided in the web-page [20].
5.1. Optimal Filter Design. We design the optimal filter K (or Φ i1 (z),. . . Φ iN (z) in Fig. 7) . The design parameters are as follows: the decimation pattern is M = [1, 1, 0], the sampling period h = 1, the reconstruction delay L = 6 (see Fig. 4 ). The transfer function of the original signal model F (s) is set to be
The fast-discretization ratio is empirically chosen as n = 4, which is sufficient for a good performance. For comparison, we adopt the method of the Hilbert transformer [14, 13] as a conventional one. Note that this method is based on the sampling theorem, assuming that the original analog signal is fully band-limited up to the frequency ω = 2π/3 (2/3 of the Nyquist frequency π). Note also that the conventional filter requires very large delay (L = 61.5). Figure 9 shows the Bode plots of the designed filter Φ 1 (z) in the multirate filterbank implementation in Fig. 3 . Since the conventional theory requires to perfectly cut off the frequency response beyond the frequency 2/3π (rad/s), the resulting filter shows a very sharp decay beyond this frequency. On the other hand, our filter shows much slower decay. To see this difference, we show in Fig. 10 the frequency responses of the error system T ew ( K, M) in Fig. 4 . The conventional interpolation shows a large error in high frequency, while the sampled-data H ∞ optimal interpolation shows a flat response.
To illustrate the difference between these frequency responses, we simulate interpolation of a rectangular wave. Figure 11 shows the time response. The conventional interpolation causes large ripples, while our interpolation shows a better response. This is because the rectangular wave has high frequency components around the edges, and our interpolation takes account of such frequency components. Figure 12 shows the absolute errors. We can see that our response shows smaller errors than the conventional design. Table 1 shows the optimal value J(M) defined in (11) . We can see the difference between the two patterns with the same decimation ratio. This result shows that the pattern M = [1, 0, 1, 0] (or M = [0, 1, 0, 1]) is the better, which is equal to the uniform decimation ↓ 2.
We then consider when the segment length M = 5. Table 2 shows the result. By this, the optimal value J(M) depends on the position of the zeros in M, not depends on the number of the ones in M. For example, although the pattern (F) 
retains more samples than the pattern (E), the optimal values are the same. This fact shows that a lower ratio of decimation (or compression) does not necessarily lead to a better performance. In other words, not only decimation ratio but also decimation pattern plays an important role in signal compression. Table 3 shows the optimal J(M) when M = 7 and N = 4, that is, the decimation ratio is 7/4. In this case, there are 5 essential patterns (A) to (E). We can see that the best pattern is (E). We can also see that J(M) depends on the maximal number of the consecutive zeros in M (we here call this the consecutive number). These results shows that the optimal value of J(M) depends on the consecutive number and not on the number of retained samples. By this observation, we can make a hypothesis that the optimal decimation pattern M is the pattern in which the zeros are the least consecutive. In other words, the most uniformly distributed pattern is the best. In view of this, the block decimation introduced in [8] cannot be optimal. Note that the hypothesis does not detract from the merit of nonuniform decimation; if the ratio M/N is non integer, nonuniform decimation is inevitable.
Conclusion
We have proposed an interpolation method of nonuniform decimation for nonband-limited signals. To design the interpolation system, we adopt the H ∞ norm of the error system. We have shown that the optimization can be efficiently executed by numerical computation. We have also considered designing decimation pattern with the H ∞ optimal performance index. Design examples have shown the effectiveness of the present method. A theoretical proof for the hypothesis given in 
