Abstract
Introduction and previous work
This paper extends the methods and results of our recent work [9] . Using context modelling we improve the performance of our geometry compression of isosurfaces from structured grids. The first two sections provide an introduction and review the method. Section 3 describes the enhancements contributed in this work: context coding of parts of the code symbol stream and predictive coding. The last sections contain empirical results demonstrating the improvements and point to further work.
There is a rapidly growing amount of 3D data awaiting processing, evaluation, and storage for archival. Isosurfaces provide a natural approach to viewing scalar volume data which is the most common type of volume data. In order to generate an isosurface at a client workstation it generally is not economical to transmit the full volume data from the corresponding server. In such cases the transmission of the surface data may be much faster. However, common isosurfaces still contain many polygons, and corresponding VRML encodings produce very large files, posing a major obstacle for rapid transmission over networks. In other applications special isosurfaces may be selected for archival for which compression methods can reduce large file sizes. This paper advances compression techniques tailored for isosurfaces derived from structured volumes as a tool to support their efficient transmission and storage.
The standard format for storage and transmission of 3D polygon models is the Virtual Reality Modelling Language (VRML) [6] . The scene files contain the coordinates of the points as an indexed point set and the topological connection of the points to build polygons. The ASCII scene description for 3D models often is compressed with the gzip program.
Several methods for geometry compression, i.e., for compact encoding of 3D meshes have been proposed. Typically, the topology is encoded independently of the vertex coordinates. For a given vertex the quantized coordinates are predicted based on the topology and geometry that has been encoded before. Then the prediction residuals in each coordinate are entropy coded.
Certain methods for the compression of general polygonal models and surfaces were proposed to the VRML consortium [11, 12, 13] . A coder based on these works is in the public domain. Another approach for triangle mesh compression and general polygonal surface compression was proposed in [14] and [7] . The compression software available from Virtue Ltd. (www.virtue3d.com) uses some of these algorithms. In [3] Devillers and Gandoin describe a geometry compression approach that is different in spirit from the others. The coding order of the vertices is used to compress their coordinates. The topology of the mesh is reconstructed from the vertices. Another different coding principle using the spectral representation of the adjacency matrix of the mesh is described in [1] . It allows graceful degradation for lossy surface compression. The usage of a multiresolution representation for the compression of a triangular mesh is discussed in [2, 5] All of the above methods may be applied to compress isosurfaces. However, these techniques are general purpose methods, designed for a large class of 3D meshes. They do not consider isosurfaces derived from volume data as a special case. Thus, improved performance may be expected using methods specially designed for this case.
The basis of our method [9] lies in the fact that for the encoding of an isosurface from gridded volume data it suffices to encode the cells of the volume data that intersect the surface along with the values of the volume data on the vertices of these cells. There is no need to encode the topology of the polygon mesh since after decoding the cells and their voxel values an isosurface extraction method automatically regenerates the topology from the decoded data. Furthermore, as in Engel et al [4] we observed that in place of the voxel values at the vertices of the cells it suffices to encode the intersections of the isosurface with the edges of the cells. In [9] we obtained for a complex isosurface from a CT head scan compression ratios two times larger than those yielded by the general state-of-the-art geometry compression methods (binary VRML, [11] ).
In this paper we further improve the compression performance by using a context model for the interpolation values and a more efficient encoding scheme for the intersecting edges. The contexts of an intersecting edge are given by the up to 2 8 possible configurations of adjacent orthogonal intersecting grid edges that are connected to the end points.
An isosurface compression method has been proposed by Zhang et al in [17] and works by encoding two 3D bitmaps and a list of voxel values. The first bitmap distinguishes those grid points that are end points of cell edges that intersect the isosurface. For each of these grid points the corresponding voxel value is entered in a list, which is encoded using second order differences. The second bitmap identifies the intersecting cells. The encoding proceeds slice by slice. Arithmetic coding is applied to all components.
Recently Yang and Wu [16] introduced another method to encode isosurfaces. They work with a kind of 3D chess pattern of cells. The list of locations of the black cells that contain parts of the isosurface are compressed with a chain code. Additionally, for each cell of the list an 8-bit marching cubes index is stored together with the appropriate interpolation value for the intersections of the surface with the edges of the cell. The isosurface in the remaining white cells can be reconstructed from this data since the eight faces of each of these cells are also faces of black cells for which all intersections are known.
Isosurface compression method
We assume that the volume data for isosurface extraction is given on a regular grid, consisting of grid points denoted by x i,j,k ∈ R 3 with i = 0, . . . , i max −1, j = 0, . . . , j max − 1, and k = 0, . . . , k max − 1. For example, on an integer cubic lattice we may have 
This interpolation is required to have the property that the values of φ in a cell are restricted to the interval spanned by the corresponding voxel values. Now let an isovalue c ∈ R be given. The isosurface for the isovalue c is given by the solution set of the equation φ(x) − c = 0. The first step of the isosurface computation is the cell extraction, i.e., reporting all cells with c contained in the corresponding half open interval [c min , c max ). We call these cells intersecting. In the second step an isosurface generator processes the intersecting cells C i,j,k one by one, computing and rendering
Commonly, the isosurface within each cell is modelled by one or more polygons whose vertices are on straight lines connecting grid points of the cell.
For the computation of the intersection points of the isosurface with the grid edges we may assume that the interpolation function is linear on the edges of intersecting cells. Thus, if x i,j,k + n α denotes a neighboring grid point of x i,j,k , we compute an interpolation value t by
where t α ∈ [0, 1] is guaranteed. For an encoding of the isosurface it suffices to encode a set of 5-tupels of the form (i, j, k, n α , t α ) in which the components are from the proper ranges as explained above, i.e., i ∈ {0, . . 2 , e 3 }, and t α ∈ [0, 1]. The decoder is able to regenerate all intersection points x i,j,k + t α n α from which the marching cubes algorithm may produce polygons. Let us call this set of 5-tupels the code list.
The t-values t α ∈ [0, 1] are real numbers and must be quantized for encoding. To this end we may assume that the voxel values are given by integers ranging from 0 to some maximal number 2 m −1. Typically these voxel values stem from measurements or are rounded results of numerical simulations. A simple error analysis showed that in such a case it suffices to encode uniformly quantized t-values using m bits as well [9] .
The basic encoding scheme for the code list is as follows. We split the encoding into three parts, the first for the (i, j, k)'s, the second for the n α 's, and the third for the remaining information, the t-values. In [9] we stored the (i, j, k)-triples in the form of a standard pruned octree. It is more efficient, however, to use a modified pruned octree to store the binarized volume data where voxel values below the isovalue are replaced by 0 and all other values by 1. The leaves of the tree are labelled by 0 or 1, indicating that the entire volume associated to the corresponding leaf contains only binarized voxel values 0 or 1, respectively. The octree encoding is more complex (a node is encoded with symbol 0, 1, or a third symbol indicating an inner tree node). However, from this data structure all intersecting cells and the associated n α 's can be reconstructed straightforwardly. Finally, the resulting symbol sequences for the octree and the quantized t-values are passed through an entropy coder which produces a compressed bit stream.
The decoder reads the input stream, carries out the entropy decoding, constructs the octree and interprets the remaining symbols. From the results it computes the corresponding intersection points and stores them in a hash table for further processing by an isosurface renderer.
Efficient encoding
Tests using isosurfaces from CT data with 8 data bits per voxel resulted in compressed binary files of which about 62% corresponded to the encoding of the t-values. In this paper, we therefore consider improving the encoding of the t-values. We consider three possible approaches: context modelling and encoding prediction residuals using either prediction by least squares or by surface relaxation. In all cases we assume that the encoder transmits the t-values last. In other words, the intersecting cells and edges are known to both encoder an decoder before the t-values are compressed and decompressed.
Context modelling and coding
The principle of context modelling [8] allows a more efficient coding of the stream of t-values. Intersecting grid edges are classified into a small number of contexts, and corresponding t-values can be encoded using the probability table relating to its context class which on average should exhibit a lower entropy. We propose to use the following simple context model. A grid edge has two grid points at its ends. At each of these end points four other grid edges emanate orthogonally from the given edge (see Figure  1) . We collect these eight emanating orthogonal edges and check whether they also intersect the isosurface. This gives 2 8 = 256 classes. However, we may exploit the symmetry that is inherent in a regular structured grid. We identify those configurations that can be obtained from each other by a rotation around the given grid edge by a multiple of 90 degrees, by a 180 degree rotation around the vertical axis through the center point of the grid edge, by a reflection at the same center point, or a combination of these operations, see Figure 1 . After these identifications only 34 of the initial 256 classes remain which are shown in Figure 2 . When applied to several large volume data sets we found that only 6 of the 34 classes were actually occupied. All others, although theoretically possible, were not observed, probably because they would presume surfaces with very high curvature.
When encoding a t-value for an intersecting edge, one first determines the corresponding context from the 34 possible ones. Then, if the transformation of the configuration required an odd number of 180 degree rotations (of type R 2 ) or reflections (of type I) we must use the properly transformed t-value, i.e.,t = 1 − t. Otherwise, t is used, i.e.,t = t.
The context classes are designed with the goal to obtain probability distributions with decreased entropy allowing more efficient entropy encoding. On the decoder side the contexts can be reconstructed from the octree and from the list of corresponding n α -values, allowing decoding of the entropy coded t-values.
There are boundary cases that require special handling. For a grid edge that lies in the boundary of the 3D volume some of the emanating orthogonal edges at the end points of the given boundary grid edge are outside of the defined 3D volume and therefore we cannot conclude from the data whether theses emanating edges intersect the isosurface. For all such cases we arbitrarily define these edges as nonintersecting thereby implicitly setting a proper context class for the respective boundary grid edge.
Prediction residual coding using least squares fitting
In prediction residual coding t-values are predicted (and quantized) using an appropriate estimation algorithm. The residual, i.e., the difference δt between the predictiont and the true t-value is encoded. The goal is to design a prediction method that is capable of producing accurate predictions such that the entropy of the probability distribution of the residuals is less than entropy of the probability distribution of the original set of t-values.
We propose a prediction of the t-value along an intersecting edge between grid points x i,j,k and x i ,j ,k based on a least squares approximation of the interpolation function φ(x). We search the K intersection points y i , i = 1, ..., K, that are closest to the grid edge center and that have already been encoded. As a suitable function space for the approximation functionsφ(x) we take truncated power series expansions, e.g., all polynomials of degree up to 3. The coefficients are computed as the linear least squares solution of the overdetermined system of K equationsφ(y i ) = 0, i = 1, ..., K. In order to avoid the trivial and useless solutioñ φ(x) ≡ 0 one may add a normalizing constraint, e.g., fixing the constant term to be equal to 1.
Ifφ(x i,j,k ) ·φ(x i ,j ,k ) < 0, thenφ has a zero on the grid edge, i.e.,φ
which can be computed numerically, for example, by using the bisection method. In this case the prediction residual δt = t −t is encoded, otherwise the original t-value is used.
Prediction residual coding using surface fairing
As an alternative to local prediction using a least squares approximation for each intersection point we consider a global procedure by surface fairing. After transmission of the octree the decoder can correctly reconstruct the topology of the 3D mesh using arbitrary chosen t-values, say equal to 0.5 in all instances. Then we apply a surface fairing algorithm to the mesh with the constraint that vertices are allowed to move only along their corresponding grid edges, see Figure 3 .
For the surface fairing we choose a method introduced by Taubin [10] . It proceeds in two steps, in a first pass each vertex is attracted by its nearest neighbors in the polygon mesh, in a second pass the point is repelled by its neigbor vertices. In each pass the force computed for a vertex is projected on the grid edge before it is applied to the vertex. If due to the movement the vertex passes over one grid point and thus leaves the grid edge we clamp the vertex to the corresponding grid point. This way the restriction of the surface fairing is enforced. Vertices can move only along and within their corresponding grid edges. The original algorithm [10] has no such restriction. This process of attraction and repulsion is repeated L times. The result is a fair surface. For the estimated points the intersection parameter t is computed, and the difference δt =t − t is coded.
The details are as follows. Consider a vertex x on the grid edge from x i,j,k to x i ,j ,k , the set M of m indices k such that vertex x k is a neighboring vertex of x in the mesh for all k ∈ M. Let n = (x i,j,k − x i ,j ,k )/||x i,j,k − x i ,j ,k || be the normalized vector pointing in the direction of the grid edge. For the attraction step for vertex x we compute a displacement ∆x = 1 m k∈M x k − x. We project the displacement onto the grid edge, i.e., we compute ∆x = ∆x, n n where ·, · denotes the scalar product of two vectors. Finally, the new position of the vertex x is defined as x + λ∆x where 0 < λ < 1 is a parameter of the method. If the updated vertex is outside of the grid edge, then it is clamped to one of the grid points x i,j,k or x i ,j ,k , whichever is closer.
All vertices of the mesh are processed in this way. The repulsion step is similar with the only difference in the update step in which a vertex x is replaced by x + µ∆x . Here µ is a second (negative) parameter of the method, related to λ by 1 λ + 1 µ = const where the constant should be chosen smaller than 1 to ensure the stability if the method [10] . The attraction and repulsion steps are alternatingly iterated a number of times. The procedure differs from that in [10] , the formula for ∆x is simpler and the projection and clamping is introduced here to keep the vertices on the grid edges.
Results
We implemented all three encoding methods for the tvalues together with the other parts of the encoding. We applied the compression techniques to isosurfaces in a volume data set stemming from a CT scan of a human head. The scan has a resolution of 250×192×168 voxels with eight bit gray levels. Its isosurfaces are very complex. For instance, the isosurface for the isovalue c = 70 consists of 928,681 polygons that form 16,851 connected components. The tvalues are quantized and represented by 8 bits each. The corresponding distribution and its entropy is given in Figure  4 . The distribution exhibits a peculiar pattern which is due to the discrete nature of the voxel values. For example, for the isovalue 70 the interpolation value t = 0.5 results from voxel values 70 − k and 70 + k for some k = 1, 2, 3, ... We begin by reproducing the results for the three different proposed methods for encoding the set of t-values, using context modelling, prediction by implicit surfaces, and prediction by surface fairing applied to the mesh generated by the octree.
For the prediction method based on least squares function fitting we found that quadratic or cubic function fitting did not yield better results than fitting an affine linear function to the K data points. Also choosing K > 4 did not yield better results than with K = 4. Therefore, we produce the distribution of the prediction residuals in Figure 5 only for the case of affine linear functions obtained from four nearest neighbor sample points each. The implementation of the fitting algorithm was based on [15] . We found that in 82% of all cases the prediction was located in the correct expected grid edge. Nevertheless, the result was not encouraging, the entropy of the probability distribution of prediction residuals was even larger than that corresponding to the original t-values. Thus, we do not report complete coding results with this approach.
For the method based on prediction residuals obtained by restricted Taubin surface fairing we obtained similar results as by prediction using function fitting. In the fairing algorithm we used the parameters λ = 0.63, µ = −0.67 and applied L = 80 relaxation steps. Figure 6 shows the distribution of the resulting prediction residuals. Again, the entropy of the residuals was greater than that of the original t-values, and therefore we do not proceed to present complete encodings based on this prediction method. In contrast to prediction coding we found that the method with context modelling did indeed yield an improvement over the isosurface encoding as given in our previous paper [9] . The first order entropies of the distribution of the tvalues in all of the contexts were lower than for the set of all t-values together. Overall, the conditional entropy was 7.54 as opposed to the entropy 7.59 for the full set. This seems to indicate only a small possible savings of 0.05 bits per value. However, since there are 923 thousand t-values to be coded in this data set the savings add up to a significant amount.
For the implementation of the encoding we programmed an adapive arithmetic coder that was driven with the context modelling as described. In our empirical studies we compared several encoding methods: ASCII VRML, gzipped ASCII VRML, VRML compressed binary [11, 13] , our previous method [9] , and our method enhanced with context coding as described.
The binary VRML coder quantizes vertex coordinates using a representation with 12 bits. To match this choice in the context of our coder we used m = 4 bits for encoding t-values, since the voxels were given with 8 bits per coordinate which together with the 4 bits for t-values gave us the same spatial 12-bit resolution for vertex coordinates. With this choice we ensured that the decoded isosurfaces exhibit the same precision for all methods except for the first two VRML-based methods. Table 1 summarizes the results shown for two isosurfaces corresponding to two isovalues c. The complexity of the surfaces ranged from 416,000 to 928,000 polygons resulting in ASCII VRML file sizes from 27 to 62 MBytes. Entropy coding by gzip achieved a compression by a factor 
Discussion and future work
In spite of the improvements in compression we regard our contribution mainly as a negative result. Namely, it does not seem possible to predict the interpolation t-values with sufficient quality for compression by polynomial surface fitting and by surface relaxation methods. Only the statistical approach using context modelling yielded a small improvement. It remains to be checked whether larger gains can be achieved if one restricts the prediction respectively the context modelling to the most significant bit of the t-values. The compression results may be further enhanced by using different context models also for the code that is not for the t-values, i.e., for the octree.
One may introduce multiresolution capabilities to our encoding method by sending the octree in breadth-first order and by sending the t-values bitplane by bitplane.
A disadvantage of our coder is that it is designed only for regular structured volume data. It is possible, however, to extend the method to the case of curvi-linear volume data. For this purpose it suffices to separately encode the geometry of the curvi-linear grid, which may or may not require large space depending on the complexity of the grid geometry. A further extension to unstructured volume data is beyond the scope of our method, though.
Summary
We have extended our previous method [9] for geometry compression tailored for isosurfaces stemming from regular structured volume data. The method encodes a set of grid points that identifies the non-empty cells in the volume along with the intersection points of the isosurfaces with the cell edges. Our coder is simple and handles all cases of surface topology equally well. We have improved compression performance over our previous method by about 50% by designing an appropriate context model for the intersection values and a more appropriate octree.
