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Abstract—Trustworthy Machine Learning (TML) represents 
a set of mechanisms and explainable layers, which enrich the 
learning model in order to be clear, understood, thus trusted by 
users. A literature review has been conducted in this paper to 
provide a comprehensive analysis on TML perception. A quanti-
tative study accompanied with qualitative observations have 
been discussed by categorizing machine learning algorithms and 
emphasising deep learning ones, the latter models have achieved 
very high performance as real-world function approximators 
(e.g., natural language and signal processing, robotics, etc.). 
However, to be fully adapted by humans, a level of transparency 
needs to be guaranteed which makes the task harder regarding 
recent techniques (e.g., fully connected layers in neural net-
works, dynamic bias, parallelism, etc.). The paper covered both 
academics and practitioners works, some promising results have 
been covered, the goal is a high trade-off transparency/accuracy 
achievement towards a reliable learning approach.  
 Keywords—Trustworthy machine learning; deep learning; 
transparency/accuracy; perception. 
I. INTRODUCTION 
 A lot of research flows and advanced computing techniques 
are inspired by machine learning [1], this multi-disciplinary 
area merges the human understanding with machine physical 
capabilities in order to retrieve meaningful correlations and to 
improve computation. With the tremendous data deluge [2], 
the users became unable to analyse the amount of data without 
a machine intervention, due to the high processing power and 
their precision which became a paramount. For instance, in 
medical domain, surgical robots (i.e., endoscopic robot for 
brain surgical) make critical decisions on patients’ life [3]; 
autopilot systems share a critical part of security control with 
human pilots [4]; space missions become more reliable and 
faults tolerant [5], etc.  
 However, for achieving a reasonable and optimal outcome; 
a user needs to be confident about the decisions made by these 
learning systems which may include his perception about both 
the intelligent model and his own knowledge, this is qualified 
as trust design modeling [6]. From an expert perspective, these 
learning models’ outcomes could be understood and 
interpreted. For example, by using visualization analytics 
through an interactive model [7]. But, for a naive user (i.e., 
how children relate to robots) this may be quite 
misunderstood. By this research, we aim to extract reliable 
metrics that most impact users’ trust with the learning-based 
systems; this will be done by analysing practical models (e.g., 
IBM 360°, DARPA, etc., (see B)) and addressing some of 
their limits. Furthermore, we investigate a model 
decomposition that helps include those contextual metrics in 
to the learning process. 
 The rest of this paper is organised as follows: Section II 
qualifies trust in Machine Learning (ML) by covering the 
main approaches and describing the techniques and results via 
quantitative and qualitative way. Section III depicts a brief 
evaluation of this work through a comparative analysis with 
recent surveys; this is followed by an emphasis on our 
analysis’ contribution and possible answers to the defined 
research questions. Section IV highlights a critical view of the 
previous approaches by emphasising some gaps. Ethics related 
to trust in ML were identified in section V. Section VI 
concludes and gives some potential research directions.  
A. Research questions 
The following viewpoints are proposed to frame the present 
research:  
 Trustworthiness towards users’ confidence. 
 Data-driven approach to interpret ML algorithms.  
 Metrics in order to explain ML/Deep Learning (DL) pre-
dictions. 
 context: academic and industrial projects.  
These boundaries were developed by the following questions:  
  what are the dimensions of trust in ML?  
  Does the inner ML mechanism impact users’ reactions?  
  How can data-driven metrics bridge learning processes 
with human understanding compared to explainable AI 
(XAI) approaches?  
  Which ML models (clustering, neural-nets, etc.) are 
most targeted and/or suitable for transparency?  
  Are current research flows more data-driven or XAI in-
spired, and what impact do they have on practitioners?  
B. Journal paper selection 
 Three main research databases have been invoked in order 
to retrieve the discussed papers from journals with reference to 
trustworthy machine learning. First, ScienceDirect has been 
queried to extract research/review articles with a reference to 
explainable and trust in machine learning. Then, the ones re-
ferring to explainable and trust in deep learning have been 
extracted using Springer database. After that, Results had to be 
refined (see TABLE I) to exclude the records which are not 
user-centered ones: first, by expanding the research up to the 
explainable AI (n = 165 articles); second, by executing ‘AND’ 
between previously mentioned articles (n = 73 article). 
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II. BACKGROUND AND LITERATURE REVIEW 
 Nowadays, machine Learning (ML) dominates several 
domains: business, finance, industry, travel, psychology, 
medicine, etc. ML-systems are now seen as a black-box 
because of advanced data driven techniques [8] that hides 
the way how decisions are made, from here the notion of 
trust (or trustworthiness) arises and becomes crucial [9]. 
As trust within ML is a general term (i.e., ethics, certifica-
tions, privacy, etc.), techniques to include end-user’s per-
ception within the learning process are not well covered 
[10]. To this end, it has been decided to approach trust 
from transparency in ML, as this is an emergent field in 
ML and commonly investigated within a trade-off perfor-
mance and transparency. Therefore, a user-centered inves-
tigation around trustworthiness in ML-based systems has 
been conducted in this paper; we end by a model decom-
position (see C) as a method to include users’ perception 
into the learning flow.          
A. Interpretable qualification of trust in machine learning  
To qualify trust for learning systems some challenges have 
been addressed regarding users’ interaction (i.e., design com-
plexity, hidden layers in fully automated systems [11], users’ 
behaviour and beliefs, etc.). Those arguments justify a modern 
vision of trust in smart networking protocols in accordance 
with the emergence of cloud computing and machines’ inter-
nal architecture improvement [11], where a selective smart 
agent (human simulation) is involved to pick the service re-
source among several nodes (options). Figure 1 illustrates the 
main constructs of trust in intelligent systems and their varia-
tions. 
 Users’ confidence which depicts trustworthiness has a 
strong dependency with both user’ behaviour and intention 
which are together fundamental to approach users from ML 
systems and improve interactivity, this manner to tackle trust 
is called data driven (Interpretable) approach.      
 An interesting study [12] which aimed to increase trust 
between buyers and sellers for an e-marketplace by using vis-
ual stereotyping, results show accurate measures on limited 
knowledge. This work has been recently extended [13], [14] 
where sensor devices have been developed to capture user’s 
profiles and interpret their intentions.  
 
Figure 1.  Formalism of Trustworthiness in computing environments. 
 
 The main challenges in this area is how to bridge qualita-
tive and quantitative measurements to fit with the learning 
model [15]. In [16], interpretation metrics have been proposed 
(i.e., replicability) to evaluate learning predictions and meas-
ure the effect of ML decision on people behaviour. This may 
be seen as an extension of the model (see Figure 1).  Through 
an interactive process (human-machine or human-human), 
[17] have proposed an incremental model to give an in-depth 
interpretation of ML model by going through real-world sce-
narios and distinguishing simple, reflective and pragmative 
trust.  
 Techniques and Results  
 The following TABLE II highlights some works on interpret-
able ML.    
TABLE II 
WORKS ON INTERPRETABLE TRUST IN ML. 
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B. Explainable machine learning 
 
 In this section, a new categorization of ML models is given 
based on the current research flows towards ML trustworthi-
ness [18], [19], [20]. A further step has been taken to examine 
the user action after the prediction generation from ML mod-
els. Deep Neural Nets (DNNs) are particularly targeted by this 
approach, because with classification or clustering algorithms, 
there exists some techniques to ensure the same behavior of 
the trained models (e.g., Chi-square [21], features selection 
and cross validation [22], etc.). However, DNNs have com-
plex structure (many hidden layers, parameters, weights, etc.), 
which makes the task of explaining predictions almost impos-
sible. Technically, ML explanation is an additional layer be-
tween the user/expert and the learning process API that pro-
vides more insights about the predicted output. Local Inter-
pretable Model-Agnostic Explanations (LIME) [23] is an ex-
planation algorithm which covers more the interpretable side 
of any ML classifier. An intuition layer is presented in order to 
give a clear separation of the learning features and the remain-
ing model by using distance function. This model has been 
refined to a selective method: Sparse Linear LIME (SP-LIME) 
to guarantee the model consistency while preserving a part of 
human logic.          
 DARPA program [18], [24] highlights a new learning 
process, which aims to simplify the ML models to increase 
users’ satisfaction by preserving as much accuracy as possi-
ble. It consists of two additional layers: new simplified 
learning and explainable layer, see Figure 2. 
 
 













Figure 3. Explainable ML: techniques and accuracy. 
 
IBM [25], [26] have published the 360 explainable AI 
which recognized users from different expectations and follow 
the domain expressiveness, a nurse for instance doesn’t expect 
usually the same explanation from a surgical robot as with a 
neuroscientist. Figure 3 shows some techniques and their rela-
tive accuracy used in this kind of learning.  
 
C. Explainable deep learning  
 As DNNs are getting more and more attention, decipher-
ing their inner working mechanism has been subject of 
many studies [27], [28], [29], [30]. Unlike ML interpretabil-
ity, explainable DNNs is much more challenging to be lim-
ited around clarifying the learning function itself [31]. 
However, as illustrated in Figure 4, more computational 
units have been included to support that. 
 
Figure 4. Generative modeling (1) and Post-hoc method (2) for 
DNNs’ explanation. 
 
Overall, there are two main approaches to proceed DNNs ex-
planation: 
 Generative modeling approach: which is depicted by 
(1) in Figure 4, it consists of inferring new correla-
tions among input data, which are less complex [32]. 
The latter has the ability to reduce the samples space 
as well as the processing complexity [33] and to pro-
duce accurate predictions. 
 Post-hoc methods require further processing than the 
first approach [34], it is about training the algorithm 
and try to improve the activation function based on 


















Figure. 5 Explanation, accuracy and complexity rates of Recurrent 
Neural Net (RNN), Generative Adversarial Net (GAN), Multi-Layer 
Perceptron (MLP), Convolutional Neural Net (CNN), and Graph 
Neural Network (GNN). 
 
 Since image processing has been dominating the field of 
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Neural Networks (CNNs) have been widely investigated by 
preserving the back-propagation strategy [42], Figure 5 de-
picts some recent deep learning techniques, their explainable 
rates and their respective accuracies. What is noticeable is that 
when propagating (e.g., CNN, RNN) the model shows high 
accuracy thanks to the gradient optimization, but that increases 
the complexity because it implies an additional explanation 
layer due to vanishing gradients [43]. Preserving a good trade-
off between the above illustrated evaluation metrics is still 
subject of research. 
III. EVALUATION 
By the following, we want to highlight the advocated metrics 
addressed by our analysis through a comparative study (TA-
BLE III). A box marked as ✓ means that the evaluation metric 
has been emphasized in the corresponding survey. 
 
TABLE III 
THE PROPOSED ANALYSIS COMPARED TO OTHERS BASED ON RELEVANT 
METRICS. 
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 Within the ML life cycle [47], it is very common to 
approach the concept of trustworthiness up to the evaluation 
and deployment phases. The literature definitions try to 
associate attributes like reliable distribution of features and 
model robustness [48]; the latter attribute considers data 
specific features (e.g., overfitting, bias, etc.)  as opposite to 
reliability which concerns the model working (e.g., features’ 
selection, model optimizer, etc.). However, this association is 
done within a separate categorisation of the model units 
(Figure 4), which prevents for instance unwanted bias 
elimination [49]. Through our investigation, the quantification 
(Figures 2 and 5) as well as the combination of the learning 
units (Figure 4) enable a concrete sampling of trust constructs 
(e.g., confidence); therefore, these new trust features could be 
trained (based on initial observations (see “1” in Figure 4) and 
then passed to the approximator (learning function) in order to 
infer a prediction. The whole ML model can benefit from the 
new formalized metrics (i.e., unbiased learning, the new 
observations may prevent vanishing problem, etc.). Based on 
our analysis, we can provide the following answers to the 
research questions: 
1). Trust can have many dimensions within a model life 
cycle (e.g., robustness against input changes, sensitivity of 
functions in decisional unit, etc.). As we discuss a user-
centered approach (Figures 1 and 2), interpretable/explainable 
decisions play a key role on users’ reactions, which together 
form a trustworthy formalism. 
2). As the ML models’ behaviour change (see B), inner 
configurations like features’ combination, may have a strong 
impact on users’ behaviour because some of those features 
reflect trust metrics that could change the whole model 
performance. 
3).  Explainable AI provides an abstract way to approach 
human understanding from the model’s logic, it aims a 
generalizable learning by being independent from the input 
data. As opposite, interpretable methods are example-
dependent, they apply specific attributes (e.g., stereotypes), it 
is usually referred to the observed behaviour as “trustee” and 
decisional bloc as “trustor”. 
4).  The suitability of models for transparency has strong 
dependence on their traceability (i.e., execution trace, 
reasoning trace). As stated in B and C, classifiers and 
regression models are quite understood due to the unique 
learning function. However, multiple layer models (e.g., DL) 
require additional artefacts (e.g., generative modeling (Figure 
4)) to cope with each layer specifications. 
5).  Current trends have been emphasized in the next section, 
where model-based explainable learning is increasingly 
popular. Research in this area is empowered by transferable 
learning [50], the latter consists of generalizing reusable 
computational fragments of a model as an inductive 
application. 
IV. DISCUSSION 
 In this section, we first try to justify the variations of the 
contribution works referring to transparency in ML. Then, we 
critically discuss some gaps of the pre-analysed interpretable 
and explainable models on ML. As it can be seen from Figure 
6 [51], while the majority of works have targeted interpretable  
Figure 6. Variations of released research papers covering 
three main approaches of transparency in ML. 
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data driven techniques, this rate has shown a sudden decline in 
2019, where latest contributions have been more driven by 
explainable AI; the latter has seen an increasing adoption rate 
during the last three years.  
The contributions’ rate adopting DARPA XAI technique 
has shown a fluctuating trend before 2017, as the project was 
not open source; however, it experienced a sudden increase 
during the last two years, but it remains lower than interpreta-
ble and explainable rates. 
 The previous arguments could be justified by the data driv-
en available technologies and their high performance [52] on 
specific problems’ evaluation (i.e., specificity, precision, etc.). 
As opposite to the model driven techniques (e.g., LIME, 
DARPA, Figure 4), where their application requires a domain 
expertise (i.e., local/global interpretation, post-hoc/generative 
modeling, etc.). However, the sudden increase of explainable 
AI by 2018 (Figure 6) follows the recent interest in inductive 
learning [53] and the emergence of abstraction methods (e.g., 
graph technologies [54], etc.). 
A. Interpretable ML 
 Interpretable ML approaches use data driven tech-
niques (see A), the latter have improved ML accu-
racy and precision; however, they lack the users’ 
behaviour and intentions that include experts and 
non-experts expertise toward trustworthiness.  
 Models represent one component of the ML deci-
sion process, trust in ML cannot be only restricted 
to the model’s interpretability based on specific at-
tributes [13] or columns [15], it should cover the 
whole process according to the users’ expectations. 
Thus, this abstract view may invoke a formalism in 
which a rigorous inference engine will cover the 
lack of expertise.  
 In [13], combining fuzzy and ontological approach 
is an interesting way to justify learning metrics by 
satisfying the model hierarchy. However, the issue 
is that by having an initial model, users may not 
have complete view of its hierarchy which may 
generate a lack of understanding of these learning 
decisions, due to the absence of any mechanism 
which may infer missed concepts (features), incon-
sistency, mismatch, etc.  
 
B. Explainable ML 
 The discussion here will focus on the behaviour of the 
ML systems shown in Figure 2. for LIME and SP-LIME pro-
jects, ML algorithms like decision-trees, linear, additive mod-
els can be traceable (path in trees, additive rules, etc.). How-
ever, what if a rule misses a critical feature as a user input 
mistake, how can this transparency be trustworthy. 
 Explainable 360 proposed by IBM has proven its effective-
ness in several areas: medicine, finance, loans, etc. But, the 
explanation algorithm works mainly with predictive ML mod-
els while ML covers prescriptive, descriptive approaches [55].  
 Regarding DARPA’s project, and based on [56] advocation, 
the critic is that while the predictions are well explained, it 
doesn’t help to fix the issues occurring during the process. 
This argument is justified by an experience done with a num-
ber of patients when the ML model was collecting data from 
clinics instead of their medical records.          
  For deep learning models, post-hoc techniques turn these 
algorithms into interpretable models, but as it is covered, this 
is done approximately and those models lose their privacy 
[24] which is still critical for many systems. However, as 
shown by Figure 5, hybridizing the previous techniques with 
generative ones (e.g., XAI-GAN, XGNN, etc.) increases the 
models’ performance despite their complexity. 
V. ETHICAL AND LEGAL ISSUES 
 In order to evaluate explainable AI policy, the first relevant 
question to ask is how far can we expend the learning systems 
transparency in accordance with liable and sensitive cases 
(e.g., in healthcare domain). These issues were discussed in 
[57], if a surgical robot bugs and kills someone or if a self-
driving car hits a pedestrian, who should we blame? Even if a 
neural network usually provides accurate outcomes from pa-
tient records for instance, the lack of proof and verification 
techniques which are referred as ‘Empathy’ in [58] rises some 
ethical issues on how data has been trained and cleaned and 
which data had most influence on the prediction, for instance, 
etc. 
VI. CONCLUSION AND FUTURE RESEARCH 
 This paper reviewed and analysed the recent studies on ex-
plainable and interpretable ML systems toward AI trustwor-
thiness. ML and DL transparency in particular are increasing-
ly emerging while ensuring a trade-off understandabil-
ity/privacy, the latter is an important key of our discussion 
where in some cases a “Blackbox” model means a secured 
one. Through the analysis of several literature models, it has 
been noticed an exclusion of user’s perception and admissibil-
ity metrics (i.e., intention, confidence, etc.) from ML and DL 
models’ lifecycle. Therefore, it has been shown that a better 
understanding of the model components (input unit, decisional 
layers, function approximators, etc.) could reduce the gap 
between a model driven and a data driven explanation; which 
offers an easy integration of the discussed metrics into the 
same pipeline. In DNNs for instance, a batch of computation 
can be reused at the input space [40]; thus, the inclusion of the 
perceptual metrics could be achieved by employing an ab-
straction strategy (e.g., graph inference) as well as a way to 
infer missing concepts.  
 It is concluded that: 
 Adding different explainable layers to learning mod-
els may be quite understandable for end-users (e.g., 
XDNN model [59]) but computationally expensive 
and not traceable. 
 Modern explainable DL methods tries to stick with 
DL architecture and expand the explanation view to 
go beyond the learning function unit for better explo-
ration of correlated inputs and desired outputs, em-
beddings techniques [60] showed promising results. 
 Understanding users’ psychology plays a key role 
toward trustworthy models; therefore, analysing their 
sentiments through DL may boost the understandabil-
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ity of their inner working.  
 Secure ML models do not mean trustworthy ones; 
however, in many cases, security means safety by 
which we entrust ML more in “critical” scenarios. 
There was a remarkable interest in data driven tech-
niques [52] about designing security at earlier con-
ceptual stages of ML. 
 This work could benefit from several potential directions: 
 adopting logical reasoning into ML process may in-
crease model certainty, the challenge is to figure out 
the right syllogism which mimics a learning theory; 
so that, it reduces the gap between example based 
and model generic explainability [61], [62].  
 Considering AI policy [63] when formalizing the 
discussed metrics may help in certifying the conse-
quences of a prediction regarding a certain behav-
iour or a perception. This could be useful when de-
ciding to remove a disparate impact for instance 
without knowing the data bias, or even to justify a 
deletion of sparse data that could be sort of vanish-
ing. 
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