Presenting a thorough overview of the theoretical foundations of nonparametric systems identification for nonlinear block-oriented systems, Włodzimierz Greblicki and Mirosław Pawlak show that nonparametric regression can be successfully applied to system identification, and they highlight what you can achieve in doing so.
This publication is in copyright. Subject to statutory exception and to the provisions of relevant collective licensing agreements, no reproduction of any part may take place without the written permission of Cambridge University Press.
First published 2008 Printed in the United States of America

A catalog record for this publication is available from the British Library.
Library of Congress Cataloging in Publication Data
Greblicki, Włodzimierz. Nonparametric system identification / W. Greblicki 
Preface
The Wiener system is identified in Chapters 9-11. Chapter 9 presents the motivation for nonparametric algorithms that are studied in the next two chapters devoted to the discrete and continuous-time Wiener systems, respectively. Chapter 12 is concerned with the generalization of our theory to other block-oriented nonlinear systems. This includes, among others, parallel models, cascade-parallel models, sandwich models, and generalized Hammerstein systems possessing local memory. In Chapter 13, the multivariate versions of block-oriented systems are examined. The common problem of multivariate systems, that is, the curse of dimensionality, is cured by using lowdimensional approximations. With respect to this issue, models of the additive form are introduced and examined. In Chapter 14, we develop identification algorithms for a semiparametric class of block-oriented systems. Such systems are characterized by a mixture of finite dimensional parameters and nonparametric functions being typically a set of univariate functions.
The reader is encouraged to look into the appendices, in which fundamental information about tools used in the book is presented in detail. Appendix A is strictly related to kernel algorithms, and Appendix B is tied with the orthogonal series nonparametric curve estimates. Appendix C recalls some facts from probability theory and presents results from the theory of order statistics used extensively in Chapter 7.
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