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Prólogo
Prolog es un lenguaje de programación basado en la lógica de primer or-
den especialmente adecuado para expresar aplicaciones de tipo simbólico,
como bases de datos, sistemas expertos y demostración automática. La
eficiencia de las implementaciones de Prolog ha venido mejorando desde
la aparición de la Máquina abstracta de Warren (WAM), que ha acortado
la distancia entre la semántica declarativa del lenguaje y las arquitecturas
convencionales de tipo Von Newman sobre las que se implementa. No ob-
stante, las optimizaciones de la WAM tienen un limite determinado por su
naturaleza secuenciad, que solo se puede superar con modelos de ejecución
paralela. La combinación del poder descriptivo de la lógica con el alto
rendimiento potencial de los sistemas paralelos tiene ventajas en ambas ar-
eas: la lógica permite la expresión del paralelismo de una forma natural y
los sistemas paralelos proporcionan una rápida plataforma de ejecución de
los programas lógicos. El paralelismo de un programa lógico se manifiesta
principalmente de dos formas: ParalelismoY y paralehsmoO. El primero
ejecuta simultaneamente los objetivos de la pregunta o del cuerpo de las
cláusulas, siendo la principal dificultad para su explotación los conflictos
de vinculación de las variables lógicas compartidas. Una alternativa para
solucionar este problema es considerar únicamente la ejecución paralela de
los objetivos cuando son independientes (Para¿elismoY Independientes). El
para.lelismoO es el resultado del indeterminismo de los programs lógicos y
realiza la computación simultanea de un objetivo con las distintas cláusulas
del procedimiento asociado.
Propósito del trabajo
El propósito de este trabajo ha sido el desarrollo de un modelo de eje-
cución paralelo de los programas lógicos para sistemas distribuidos, su im-
plementación y su evaluación. El modelo considera la explotación del par-
xxi
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alelismoS independiente y el paralelismo O así como la combinación de
ambos. El diseño está basado en las siguientes ideas:
• El sistema está soportado por una arquitectura distribuida con un
alto número de procesadores que trabajan bajo un control jerárquico.
El control se realiza en una serie de procesadores llamados contro-
ladores. El resto de los procesadores, procesadores básicos, están ded-
icados a la ejecución de programas Prolog.
• Sistema multisecuencial en el que las computaciones que se re-
alizan en paralelo siguen el esquema básico del modelo de ejecución
secuenciad.
• El paralelismo..Y se explota siguiendo un modelo de entornos cer-
rados (sin referencias a variables externas) en el que se forman tar-
easY autónomas para la computación de cada objetivo independiente.
• La explotación del paralelismo..O se basa en la ejecución multise-
cuencial de las ramas del árbol de búsqueda. Cada tareaO nueva que
se crea para la exploración de una nueva rama reconstruye el entorno
de la tarea padre recomputando el objetivo inicial pero siguiendo el
camino de éxito (sin backtracking) recibido de la tarea padre.
• Cuando un programa presenta paralelismo O..bajo.Y y es necesario
combinar las distintas soluciones de los objetivos paralelos, se evita el
almacenamiento de soluciones parciales y la sincronización de tareas
produciendo la combinación de forma distribuida. No hay una tarea
encargada de realizar el producto cruzado de las distintas alternativas,
sino que cada nueva tarea que se crea conoce automáticamente que
combinaciones de soluciones le corresponden. La idea es crear una
computación para cada combinación de soluciones, recomputando el
camino de éxito que lleva del objetivo inicial a la llamada paralela
considerada. De esta forma la explotación del paralelismoS se realiza
con el mecanismo del paralelismoO, creando tareas autónomas que
reducen considerablemente el tráfico de mensajes.
Se ha diseñado una máquina abstracta paralela que implementa el mod-
elo de ejecución de los procesadores básicos del sistema. Esta máquina
es una extensión de la WAM y mantiene sus técnicas de ejecución en los
segmentos secuencia.les de programa conservando así las optimizaciones ya
Indice de figuras xxiii
conseguidas en Prolog secuencial. De la misma forma se ha tratado de man-
tener las técnicas de explotación de cada tipo de paralelismo con las menores
modificaciones
El estudio de la planificación ha sido otro objetivo fundamental en el
trabajo. Se han evaluando distintas políticas de reparto del trabajo pen-
diente entre los procesadores desocupados. También se ha considerado la
granularidad de los trabajos pendientes, diseñando distintos controles de
granularidad.
Finalmente se ha realizado una implementación sobre un sistema de
transputers, haciendo un estudio de la red de interconexión que soporta
al sistema. Se ha evaluado la explotación de cada tipo de paralelismo y su
combinación.
Organización de los siguientes capítulos
El trabajo se organiza como sigue:
El Capítulo 1 hace un breve recorrido por los fundamentos de la progra-
mación lógica, presentando las características más relevantes de Prolog. A
continuación describe el modelo de implementación secuencial de la WAM.
Y finalmente describe los tipos de paralelismo que presentan los programas
Prolog, dando una panorámica de los trabajos realizados en este area.
El Capítulo 2 describe el modelo de ejecución del Procesador Distribuido
de Prolog (PDP) diseñado. Se describe el modelo de explotación del Par-
alelismoS por el método de entornos cerrados y la extensión del mecanismo
de backtracking que requiere el modelo. A continuación se presenta el mod-
elo de explotación del Paralelismofl utilizando mecanismos de copia y re-
computación. Finalmente se describe el modelo de ejecución de PDP que
introduce un mecanismo de combinación de soluciones para la explotación
del Paralelismo ObajoS basado en la recomputación y en la creación de
computaciones autónomas. Se introduce también una representación de la
ejecución paralela de un programa en forma de árbol de tareas.
El Capitulo 3 describe la implementación del modelo de ejecución de
los procesadores básicos de PDP. Se describe su arquitectura, es decir, las
estructuras de datos e instrucciones que han aparecido como consecuencia
de la explotación del paralelismo. Se describen también los procedimientos
de intercambio de trabajo entre procesadores básicos.
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El Capítulo 4 describe distintos aspectos de la planificación del trabajo:
el establecimiento de las unidades de división de los trabajo, la selección de
los trabajos a compartir por los procesadores básicos y la asignación por los
controladores de los trabajos seleccionados a los procesadores.
El Capítulo 5 describe detalles de la implementación del sistema sobre
una red de transputers. Se ha estudiado la topología de la red más apropiada
para PDP, optando por una red toroidal. Se presenta también el procedi-
miento de encaminamiento de mensajes necesario para la topología elegida.
Finalmente se presentan los detalles del desarrollo de PDP, incluyendo el
protocolo de comunicaciones.
En el Capítulo 6 se evaluan las ideas presentandas en los anteriores. Para
cada tipo de paralelismo se han investigado los siguientes paramétros coma
la curva de mejora del rendimiento y su relación con el paralelismo
medio de los programas, el recargo que introduce su explotación y el reparto
del tiempo entre la actividades que desarrolla un procesador al explotar el
tipo de paralelismo. Además, se presentan otros resultados particulares de
cada tipo de paralelismo. Finalmente, se comparan los resultados obtenidos
con los de otros sistemas.
Finalmente, el Capítulo 7 presenta las conclusiones y sugerencias para
futuros trabajos.
Los apendices A, B y C describen el simulador construido para la eval-
nación inicial de la explotación del ParalelismoS, una propuesta de im-
plement ación de los predicados extralógicos de Prolog y la validación del
protocolo de comunicaciones del sistema.
1Introducción
Este capítulo hace un breve recorrido por los fundamentos de la progra-
mación lógica, presentando las características más relevantes de su repre-
sentante más difundido: el lenguaje Prolog. A continuación se describe el
modelo de implementación secuencial más extendido, la Máquina Abstracta
de Warren, que ha permitido salvar la distancia entre la semántica declar-
ativa de los lenguajes lógicos y las arquitecturas de computadores conven-
cionales. Finalmente, se describen los tipos de paralelismo que presentan
los programas Prolog, dando una panorámica de los trabajos realizados en
este area.
1.1 Fundamentos de la Programación Lógica
La programación lógica surgió a partir de investigaciones en demostración
automática, en particular de los trabajos sobre resolución de Robinson [55].
El principio cje resolución es una regla de inferencia, junto con una po-
tente operación de encaje de patrones que es la unificación. Green [31]
mostró como usar un sistema de resolución implementado en LISP, para
simular la computación de un programa. Los trabajos de Boyer y Moore
[14] mostraron como las cláusulas derivadas en una resolución podían rep-
resentarse por punteros a las cláusulas iniciles y entorno de vinculación, es
decir, una representación similar a la de los registros de activación de las
implementaciones de los lenguajes imperativos. Los trabajos de Kowalski
[41] llevaron al diseño de un sistema de inferencia basado en la resolución,
la resolución SLD, más apropiada para la programación, que lleva a cabo la
deducción de una forma dirigida por el objetivo. Finalmente, Colinerauer
1
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y Roussei [24] diseñaron e implementaron el lenguaje Prolog basado en las
ideas anteriores. Existen diversos trabajos que presentan un tratamiento
formal de la semántica de la programación lógica (8] (49].
Un programa lógico es un conjunto de cláusulas de la forma:
donde A, B1, ..., B,, son átomos (relaciones n-arias cuyos argumentos son
términos: variables, constantes o funciones), A es la conclusión y Bt,...,Bk
son las premisas. Cuando el conjunto de conclusiones es vacio la cláusula
se denomina objetivo. Los programas lógicos se evaluan por medio de la
resolución SLD (Resolución Lineal con Regla de Selección para Cláusulas
definidas). Una sustitución, O = {xj/t1, ..., x,,/t,4, es una ligadura de vari-
ables a términos. Si toda 4 carece de varibles entonces O es cerrada. Re-
stricción de una sustitución O a un conjunto de varibles X es la sustitución
formada por las ligaduras x./t, de O para las que x1 E X. Las sustituciones
operan sobre expresiones, siendo EO el resultado que se obtiene al reem-
plazar simultaneamente cada ocurrencia en E de las variables de O por el
término correspondiente. Dados dos átomos A y B, si para una sustitución
O se cumple AO RO entonces O es un unzficador de A y B y se dice que
A y B son unificables. En base al teorema de unificación debido a Robin-
son sabemos que existe un algoritmo (el algoritmo de unificación) que para
dos átomos cualesquiera produce su unificador más general (umg) si son
unificables y en caso contrario informa de la no exitencia del unificador.
Dado un programa lógico P y un objetivo N =— A1,..., 4, si C = A —
Eí es una cláusula deP entonces si para algún i, 1< i < n A1 y A
unifican con un umg 6,
es un resolvente de N y C. Iterando el proceso de obtención de resolventes se
consigue una secuencia de resolventes llamada derivación. Derivación..SLD
de un programa P y un resolvente N es una secuencia N = N0, N1, ... de
objetivos junto con una secuencia Co, C1, ... de variantes de cláusulas de P
y una secuencia 6o,6~, ... tales que para todo i = 0,1,...
a) N1+í es un resolvente de N1 y
b) 6, es el umg del paso d) de la secuencia para obtener un resolvente
c) C. no tiene variables en común con
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La restricción de 0o, •, 6m a las varibles de N es la sustitución de re-
spuesta computada para P u {N}. Cuando uno de los resolventes N, es
vacio O se ha llegado a la última cláusula negativa de la derivación y se
ha demostrado que el conjunto formado por el programa y la negación del
objetivo que queremos satisfacer es inconsistente, y por consiguiente el ob-
jetivo se deriva del programa. La totalidad de las derivaciones forman el
espacio de bt¿s queda, que suele representarse en forma de árbol. Las rámas
que parten de un nodo representan las alternativas posibles de átomos del
resolvente (nodoS) o de cláusulas del programa que unifican con el átomo
seleccionado (nodo..O).
1.2 El lenguaje Prolog
Para impiementar un lenguaje de programación basado en el modelo com-
putacional de la programación lógica es necesario automatizar el mecanismo
descrito, fijando unas reglas para los pasos en que hay que realizar alguna
selección. Prolog utiliza las siguientes reglas de selección:
• Al seleccionar un átomo del resolvente a computar, se toma el que
se encuentra más a la izquierda según el orden de aparición en el
programa
• Al seleccionar una cláusula para unificar con el átomo que se está
computando, se toma la primera cuya cabeza unifica con el átomo
seleccionado en el orden textual del programa. Si esta elección no
permite obtener una solución, se selecciona la siguiente cláusula cuya
cabeza unifica con el objetivo (se hace backtracking).
A continuación introducimos una serie de términos para designar los
objetos que nos van a permitir esquematizar la semántica operacional de la
ejecución de un programa. Un programa go representa a un programa Prolog
traducido a código intermedio por el compilador. Un procedimiento asociado
a un átomo 1, ¡~1, es el conjunto de cláusulas de un predicado que quedan
por seleccionar para unificar con un átomo. En la pila de backtracking S se
almacenan los resolventes R, procedimientos asociados 1’, y sustituciones V
que se producen a lo largo de la ejecución. La ejecución se describe por el
esquema de la Figura 1.2.
La ejecución se inicia teniendo como resolvente el objetivo Q a resolver y
termina, con éxito, cuando el resolvente queda vacio ó, con fallo, cuando sin
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ejecucion(p, R, S, y);
end
procedure ejecucion( p:programa; R:resolvente; S:pila de backtracking: V:sustitucion);
var







a := R[1] /~ Se torna el primer atomo del resolvente ~/
busca&procedimiento(a,p,P~); /~ procedimiento asociado al atomo a
repeat
c := P~[1]; /~ Se toma la primera clausula del procedimiento */
1¾- c;
resultado := unificar(a,c,V’);
until (P~ = fl) or resultado = exito;
if resultado = exito then
begin
if ¿‘4 <> [] then salvar(P4,R,V,S);
V := componer(V,V’);




until (R = ~)or resultado = fallo;





Figura 1.1: Esquema de la ejecución de Prolog
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estar vacio el resolvente ya se han probado sin éxito todas cláusulas alterna-
tivas. En cada paso de la resolución se toma el primer átomo del resolvente a
y se busca el procedimiento asociado I~0 (buscaryrocedimiento). Se intenta
entonces la unificación con las sucesivas cláusulas del procedimiento hasta
obtener éxito. La unificación produce un conjunto de nuevas vinculaciones
y’. Si han quedado clausulas del procedimiento sin probar se almacenan
junto con el resolvente y la sustitución producida en la pila de baclctrack-
ing 5 (salvar) y se actualizan la sustitución y con las nuevas vinculaciones
y’ (componer) y el resolvente R. Si no se consigue la unificación se produce
backtracking, recuperando de la pila estados anteriores. Si esto no es posible
por estar la pila 5 vacia la ejecución termina con fallo. Cuando la ejecución
termina con exito, se devuelve la sustitución de respuesta computada, que
se construye como la restricción de las sustituciones producidas durante la
resolución sobre las variables del objetivo.
Podemos describir la aplicación de backtracking con las siguientes ac-
ciones:
• Se eliminan las sustituciones producidas a partir de la elección que se
va a cambiar.
• Se selecciona la cláusula siguiente del procedimiento asociado al átomo
que se va a volver a unificar. Esta cláusula se elimina del procedimi-
ento.
El esquema del mecanismo de backtracking aparece en la figure 3.18. Se
saca de la pila de baclctracking el último resolvente almacenado, cuyo primer
átomo es el objetivo a reevaluar. Se saca también de la pila de backtrack-
ing las cláusulas que quedan sin probar, ¡‘4, del procedimiento asociado al
objetivo a, así como las vinculaciones V, que se tenian cuando se ejecutó
este objetivo por primera vez. De esta forma, se deshacen las vinculaciones
producidas después del objetivo. Una vez restaurado el estado de ejecución
de esta forma, se reevalua el objetivo. La función de reevaluación es una
ejecución de un objetivo, que en lugar de buscar el procedimiento asociado
para resolverlo, considera solo aquellas cláusulas de procedimiento que están
sin probar y que recibe como para.metro.
Otra cuestión a resolver para convertir la programación lógica en un
lenguaje práctico es la incorporación de las facilidades ¿el computador como
la operaciones de entrada/salida y las funciones aritméticas. Prolog incor-
pora predicados metalógicos para estas tareas, además de otros que incluye
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procedure backtracking(p: programa; S:pila de backtracking;
R:Resolvente; V:sustitución; resultado:tiposes);
begin
if not vacior(s) then
sacar(R,S);




reevaluacion(p, a, P,, R, 5, V, resultado);
else resultado : fallo
end
procedure reevaluacion(p: programa; a:objetivo; P~: procedimiento asociado a a;
S:pila de backtracking; R:resolvente; V:sustitución; resultado:tiposes);
begin
repeat
c := P~[í]; /~ Se toma la primera clausula del procedimiento ~¡
- c;
resultado := unificar(a,c,V’);
until (¡‘a = fl) or resultado = alto;
if resultado = exito tben begin
¡fr. o [] then salvar(P0,R,V,S);
y := componer(V,V’);
ejecucion( p,R,S , V,resultado);
end
end
Figura 1.2: Mecanismo de backtracking
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para mejorar la eficiencia o facilitar la programación. Así se tiene el pred-
icado cut que permite controlar el backtracking eliminando las alternati-
vas pendientes posteriores a la cláusula en la que se encuentra el corte, o
los predicados assert y retract permiten añadir o quitar cláusulas del pro-
grama dinámicamente. Aunque estos predicados son muy utiles, rompen
la semántica declarativa del lenguaje. Prolog también incorpora facilidades
para el manejo de listas, aunque siempre pueden expresarse como términos
estructurados.
1.2-1 Sintaxis de Prolog
La eficiente estrategia de resolución de Prolog es posible gracias al limitado
número de tipos de cláusulas que acepta:
• Una cláusula con una sola conclusión
Prepresenta una regla y se expresa:
• Una cláusula sin premisas
Representa un hecho y se expresa en la forma:
p.
• Un objetivo o cláusula negativa
Representa una pregunta y se expresa:
p.
La ejecución de Prolog funciona como un demostrador de teoremas sen-
cillo. Dada una pregunta y un conjunto de reglas, Prolog intenta construir
valores para las variables de la pregunta que la hacen cierta.
1.3 Implementación secuencial de Prolog: la WAM
Las primeras implementaciones de Prolog fueron interpretes que aunque
mostraban la potencia del lenguaje no eran suficientemente eficientes para
permitir su aplicación a problemas prácticos. En 1983 Warren [70] propuso
en su tesis un modelo de ejecución compuesto por una máquina abstracta y
una técnica de compilación que se conocen como WAM (Warren Abstract
Machine). La WAM a acortado la distancia entre la semántica declarativa
de Prolog y la arquitectura convencional Von Newman de los computadores
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actuales, identificando los recursos expresivos de Prolog con las construc-
ciones imperativas que soporta la arquitectura y tratando la recursión de
los programas con el gasto de las construcciones imperativas.
La WAM es una máquina abstracta consistente en la definición de una
arquitectura y un conjunto de instrucciones hechas a la medida de Prolog.
Puede implementarse eficientemente en un amplio rango de máquinas reales
y actualmente está aceptada como un estandard para la implementación de
Prolog.
La WAM, que se describe detalladamente en [1], presenta las siguientes
características:
• Implementa la unificación
La unificación de un átomo con la cabeza de una cláusula se imple-
menta como la llamada a un procedimiento, reservando espacio (en-
torno) en memoria para la ejecución del procedimiento (instrucción
alloc), preparando los parametros de llamada (instrucciones pta y bId
y realizando la llamada (instrucción calfl. Si la unificación (instruc-
ciones get y unify) tiene éxito se pasa realizar la resolución, resolviendo
los objetivos del cuerpo de la cláusula. Al finalizar la resolucion se
devuelve el control al punto en que se realizó la llamada (intrucción
proceed) y se libera el espacio reservado (instrucción dealloc).
• Considera las alternativas de un procedimiento automáticamente
Cada procedimiento está formado por el código correspondiente a cada
una de sus cláusulas. Cuando el control del programa llega a un pro-
cedimiento, se crea un punto de elección para realizar backtrncking au-
tomáticamente en caso de que falle la unificación (instrucciónes try.)
• Manipula cuatro tipos de datos
que se corresponden con los tipos de términos Prolog: constantes,
variables, estructuras y listas, existiendo instrucciones especializadas
en el tratamiento de cada uno de ellos.
• Realiza una unificación especializada
Con información obtenida en tiempo de compilación, muchos casos
de unificación pueden ser tratados como casos particulares, dependi-
endo del tipo de dato a unificar (constantes, estructuras o listas), de
manera que se realiza una unificación más eficiente. Las variables li-
bres se unifican entre ellas y a partir de ese momento se instancian
a el mismo valor, siendo necesaria una operación de desreferenctacíon
para alcanzarlo.
91.3. Implementación secuencial de Prolog: la WAM
1.3.1 Areas de datos
La memoria de la WAM está formada por tres areas de datos principales,




Figura 1.3: Estructuras de datos de la WAM
• Stack
Contine dos tipos de objetos: entornos y puntos de elección. Los
entornos se asocian con la ejecución de una cláuslula con más de un
objetivo. Los puntos de elección se crean antes de intentar unificar
con un procedimiento que tiene múltiples cláusulas.
• Heap
Contine los términos compuestos: estructuras y listas.
• Trail












culadas en caso de backtracking.
Además de estas areas de datos dinámicas, la WAM posee una area
estática para almacenar el programa y una serie de registros para el paso de
parametros:
y para el control de las áreas de datos:
• IC: contador de programa
• RetReg: Registro de retorno
• EnvReg: Registro de entorno
• BReg: Registro de puntos de elección
• TE.: Cima de la pila stack
• HReg: Cima de la pila Heap
• SReg: Registro de estructuras
Los registros IC y RetReg se utilizan para recorrer el código. IC contiene
la dirección de la instrucción que se está ejecutando. RetReg contiene la
dirección de vuelta de la llamada. EnvReg y BReg apuntan al último entorno
y al último punto de elección del stack respectivamente. TE. apunta ala cima
de la pila Trail. HReg y SReg apuntan al Heap. HReg apunta a la cima del
Heap, mientras qeu SReg se utiliza para recorrer las estructura durante la
unificación.
Los entornos (Figura 1.4) almacenan las variables permanentes de la
cláusula actual de un procedimiento y también la dirección de retorno para
actualizar RetReg cuando sea devuelto el control.
Los puntos de elección (Figura 1.3.1) almacenan el estado de la WAM
a la entrada de los procedimientos. De esta manera si la unificación con la
cláusula actual faMa se considera la siguiente, restaurando el estado previa-
mente.
1.3.2 Instrucciones de la WAM
El programa Prolog se compila a una representación intermedia formada
por las instrucciones que interpreta la WAM. El conjunto de instrucciones






Registro de argumento R~







Figura 1.5: Punto de Elección
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de la WAM puede clasificarse en instrucciones put, get, unify, instrucciones
de control y swztch.
• Las instruciones put se encargan de preparar los parametros de llamada
para el próximo objetivo a resolver.
• Las instrucciones bId preparan los parametros de llamada que son ar-
gumentos de datos estructurados.
• Las instrucciones unjfy realizan la unificación de los argumentos de
dtoa estructurados.
• Las instrucciones get realizan la unificación de los argumentos del ob-
jetivos de llamada con los de la cabeza de la cláusula con la que se
intenta la unificación. Estas instrucciones están especilizadas para los
tipos de datos constantes, listas y estructuras.
• Las instrucciones de control se encargan de preparar y llevar a cabo
los saltos de control de programa.
• Las instrucciones .switch explotan el determinismo del programa igno-
rando las clausulas sin posibilidad de unificar con el objetivo.
En la tabla 3.1 apacecen las instrucciones junto con una pequeña de-
scripción de su funcion.
1-33 Optimizaciones
La WAM incorpora una serie de optimizaciones al mecanismo básico pre-
sentado, algunas de las cuales son las siguientes:
• Indexación
Las instrucciones para manejar el indeterminismo imponen una búsqueda
estrictamente secuencial sobre la lista de cláusulas que constituyen una
definición. Cuando al menos algunos de los argumentos del predicado
de llamada está instanciado, esta información puede utilizarse para ac-
ceder a la cabeza de las cláusulas más directamente. La WAM dispone
de instrucciones switch que permiten ignorar aquellas cláusulas de un
predicado que no pueden unificar con un objetivo, debido al tipo de
los argumentos que poseen.
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Instrucciones put (antes de la llamada)
putCon Ti, c pone el valor de la constante c en rl
put Var ri, X crea una nuevavariable en X y la pone en rl
put Val ri, X mueve X a ri
putStr ri, f crea un functor f y lo pone en ri
putNil ri pone NIL en ri
putLis ri crea una lista y la pone en ri
Instrucciones bld(cargan argumentos de estructuras
bíd.. rí, (...) carga ri con un argumento de estructura
Instrucciones get (unifican con los registros de argumento)
geL ri, (...) unifica (...) con ri
Instrucciones unify (unifican con argumentos de estructuras
unify. (...) unifica (...) con un argumento de estructura
Instrucciones de control
cali llama a un predicado
exec salta a un predicado
alloc crea un entorno
1 dealloc elimina un entorno
proceed vuelve de un predicado
Instrucciones de manejo del indeterminismo
tryMeElse crea un punto de elección
retryMeElse cambia la direccion de la instrucción a probar
trustMeElseFail elimina un punto de elcción
Instrucciones de selección de cláusula
switch..nn.ierm X, C, L, S salta segun el contenido de rO
switch..onconstant N, tbl salta segun el contenido de rO
switcluon..struct N, tbl salta segun el contenido de rO
Tabla 1.1: Conjunto de instrucciones de la WAM
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• Utilización de registros temporales
Una variable temporal en una cláusula Prolog es una variable que
hace su primera aparición en la cabeza de la clausula, en un término
compuesto o en el último objetivo, y que no aparece en más de un
objetivo. La cabeza se cuenta como parte del primer objetivo. Estas
variables pueden almacenarse en registros en lugar se reservarlas espa-
cio de memoria, con lo que la eficacia de los programas puede mejorar
significativamente.
• Optimización de la última llamada
Se trata de una generalización de la optimización de la recursión de
cola. Se basa en el hecho de que el espacio asignado a las variables
permanentes asociadas a una regla no vuelven a necesitarse después
de las instrucciones pta que preceden a la última llamada del cuerpo.
Por tanto puede liberarse el entorno antes de llamar al último proce-
dimiento del cuerpo de la regla.
• Entornos superfluos
Las variables permanentes del entorno actual solo se necesitan hasta
que se ejecutan las instrucciones pta de los argumentos de la última
llamada. Esto permite reutilizar el espacio de pila usado para cada
llamada en el cuerpo de una regla ya que el entorno puede liberarse
antes de realizar la llamada.
1.3.4 Ejemplo de un programa compilado
Ejemplificamos las instrucciones descritas con el programa de la concate-
nacion:
concatenar(nil,L,L).
concatenar(cons(X,Ll). L2, cons(X,L3)) :— concatenar(LI, L2, LS).
concatenar/3...0
tryMeElse 3. concatenar/S.j concatenar
alloc (
getcon rO, nil nil,
get Var rl, O





























































1.3.5 Mejorando la eficiencia
A pesar del avance que ha supuesto la WAM en la eficacia de las implernenta-
ciones de Prolog, aún no se ha alcanzado el rendimiento de los lenguajes
imperativos en la ejecución de muchos programas. Las lineas principales








• Mejorar el modelo secuencial, limitando las caracteríticas más
potentes (y costosas) de la programación lógica a los casos estricta-
mente necesarios [68]: instrucciones de grano más fino, técnicas de
explotación del determinismo en los programas, técnicas para unifi-
cación especilizada, etc
• Explotar los distintos tipos de paralelismo que los programas
lógicos presentan.
Estas direcciones de investigación pueden complementarse para mejorar
los resultados. Nosotros nos centramos en la segunda, por lo que en la sigu-
iente sección se hace un recorrido por algunos de los modelos de explotación
del paralelismo más difundidos (36] (39].
1.4 Ejecución paralela de Prolog
Existen dos fuentes principales de paralelismo en un programa Prolog: el
paralelismoS, que consiste en la ejecución simultanea de los objetivos del
cuerpo de una cláusula, y el paralelismoO, que es el resultado del no deter-
minismo de los programas lógicos y se explota probando simultaneamente
distintas cláusulas de un procedimiento.
1.4.1 Paralellsmo..Y
La explotación del paralelismoS se basa en la ejecución simultanea de un
conjunto de átomos de un resolvente de la derivación. Si seleccionamos y
unificamos simultaneamente un conjunto de átomos se producirá una susti-
tución 6, por cada átomo A, seleccionado. Para mantener el efecto del
procedimiento secuencial debemos aplicar cada una de estas sustituciones al
resto de los átomos del resolvente. Teniendo en cuenta que la operación de
composición de sustituciones cumple:
(EO)n = E(O~)
podemos componer en primer lugar las sustituciones obtenidas y aplicarlas
después al resolvente. Sin embargo el orden de aplicación de las sustitu-
ciones a variado respecto al secuencial y al no ser la composición de sustitu-
ciones conmutativa el resultado obtenido puede ser distinto del secuencial.
Por lo tanto no siempre es posible explotar el paralelismoS y conservar la
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semántica de Prolog. En general podemos asegurar que si O es la sustitución
computada hasta el momento y g, y g, son átomos, V es el conjunto de las
varibles x, E g.O y U el conjunto de variables y, E g~O y se comple
UnV=0 (1.1)
entonces los átomos y, y gj pueden ser ejecutados simultaneamente sin
que se altere la sustitución de respuesta respecto a la ejecución secuencial.
Es decir, si las variables de un subconjunto de átomos de un resolvente es-
tan ligadas a términos cerrados o independientes la ejecución simultanea es
posible. Al conjunto de átomos del cuerpo de una cláusula que cumplen la
condición de independencia y por tanto pueden ser ejecutados simultanea-
mente, lo denominamos llamada paralela y a cada uno de los átomos objetivo
independiente.
Apliquemos el procedimiento de resolución al ejemplo de la derivada
simbólica: d(U,X,V) se cumple si Ves la derivada de U respecto a X. Y





d(U + y, X, Dii + Dv)
d(U — V, X, Dii — Dv)
d(—(T),X, —(R))
d(kacU,X,k*W)
U 1/, X, b* U + a* y)
d(U/V, X, W)
d(UV,X, V * W * u~v —
d(UV,X,z*¿og(U)* Uy
d(log(T), X, R * T’)
d(ezp(T), X, R * exp(T))
d(sin(T), X, 1? * cos(T))
d(cos(T), X, —(R) * .sin(T))
d(tan(T), X, W)
1))
+ y * w * u(v - 1))
U, X, Dii), d( ti, X, Dv).
d(U,X,Du),d(V,X,Dv).
d(T,X,R).












d(X, Y, U), d(U, Y, y).
d2(X+ 7L,X,Y)
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Si explotamos el paralelismoS en los puntos de la derivación en que es
posible, el proceso tiene la siguiente forma:
Resolvente:
—d2(X + i,X,y)
cláusula aplicada: d2(X1,Y1, Ddx)
sustitución: {X/Y1, X1¡Y1 + 1, Y/Ddx}
—d(Y, + i,Y,,Dx),d(Dz,Yi,Ddx)
(no se puede aplicar paralelismo por que Dx se instancia a distintos valores)
cláusula aplicada: d(U + V, X, Dii + Dv)
sustitución: {Y1/U, V/l, X/U, Dx/Du + Dv}
U, Du),d(1, U, Dv)
(aplicamos ahora paralelismo. Analizando el programa sabemos que U no va
a ser instanciada al unificar con ninguna cláusula y por lo tanto los átomos
cumplen la condición de independencia)
Resolvente:
—d(U, U, Uit)




cláusula aplicada: d(T1, X1, 1)
sustitución: {U/T1, Dv/0}
(volvemos a la ejecución secuencial)
—d(i + o, U, ddz)
cláusula aplicada: d(T2, X2, 0)
sustitución: {T2/1 + 0, U/X2, ddx/0}
o
La sustitución de respuesta computada es {X/yi,Y/0}, que coincide con la
secuencíal.
t4.2 Modelos de ParalelismoY
El principal problema para la implementación del paralelismoS es la de-
tección de la dependencia entre los objetivos. Algunos sistemas explotan
el paralelismoY dependiente como lo lenguajes lógicos concurrentes. Es-
tos lenguajes tienen una sintaxis basada en cláusulas de Horn y por tanto
similar a Prolog, pero presentan un modelo de operación más cercano a la
programación procedural. Los principales representantes son PARLOG [18],
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Concurent Prolog (59] y GHC (Guarded Horn Clauses) (673. Los programas
de estos lenguajes son conjuntos de cláusulas de Horn de la forma:
El operador cornmit separa la guarda del cuerpo de la cláusula. La función
de esta guarda es selecionar la cláusula para la resolución del predicado. Una
vez seleccionada la cláusula no hay forma de deshacer la elección. El par-
alelismo que explotan estos sistemas es principalmente de tipo Y, pudiendo
aparecer paralellsmo..O durante la evaluación de la guarda. La mayoría de
estos sistemas usan un modelo de ejecución basado en procesos de objetivos.
Un proceso de objetivo es el encargado de probar cada cláusula candidata
hasta encontrar una que encaje satisfactoriamente y entonces crear un pro-
ceso de objetivo para cada objetivo del cuerpo de la cláusula. Los intentos de
unificación de los procesos de objetivo con el cuerpo de una cláusula pueden
fallar, tener éxito o quedar suspendidos ala espera de la instanciación de una
variable, Por lo tanto, estos sistemas necesitan crear, suspender, rearrancar
y matar un número posiblemente alto de procesos de grano fino.
El sistema ANDORRA [72], propuesto por DR. Warren [72] y que ha
dado lugar a una variedad de extensiones desarrolladas por diferentes grupos
de investigación, es otro sistema que explota el paralelismoS dependiente.
Se trata de un modelo de ejecución de Prolog que integra Prolog con los
lenguaje lógicos concurrentes haciendo del determinismo la base de la eje-
cución transparente del paralelismoY dependiente y del paralelismofl. En
este modelo, los objetivos deterministas (existe como máximo una cláusula
candidata que encaje) se ejecutan con paralelismo..Y mientras hay obje-
tivos deterministas a la izquierda. El paraleismoO aparece silos objetivos
testantes son indeterministas. La idea central es ejecutar determinados ob-
jetivos en primer lugar y en paralelo, retrasando la ejecución de los objetivos
no deterministas hasta que los objetivos deterministas no pueden continuar.
Otros sistemas sólo explotan el paraleismoY de aquellos objetivos que
no van a vincular la misma variable lógica. Se han propuesto distintos
métodos para detectar la independencia de los objetivos:
• Método estático [163
Se basa en el anájisis del programa en tiempo de compilación e indica
el paralelismo que resulta de considerar el caso peor de dependencia
entre objetivos. Con este esquema pueden perderse oportunidades
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importantes de paralelismo
• Método dinámico [21]
La dependencia del flujo de datos entre objetivos se detecta en tiempo
de ejecución y se establece una relación productor-consumidor entre
los objetivos. Se crea un grafo de flujo de datos que especifica el
orden en que se resuelven los objetivos, no permitiendo la ejecución
paralela de dos objetivos que pueden instanciar una misma variable.
Con este método se detecta una gran cantidad de paralelismo, pero
las comprobaciones en tiempo de ejecución pueden suponer un gran
recargo.
• Método hi’brido[28] [33)
Los análisis en tiempo de compilación se combinan con test simples en
tiempo de ejecución, explotandose lo que se denomina Paralelismo.. Y
Restringido.
Para explotar el paralelismoS Restringido los programas son compila-
dos en grafos llamados Expresiones de Crafo Condicionales (CGEs), que en
tiempo de ejecución únicamente requieren comprobaciones sobre la cerrazón
e independencia de las variables. Por ejemplo, para la cláuslula
g(X) :— p(X),q(X).
se produciría la siguiente CGE:
g(X) = (ground(X) pU) & «1))
indicando que si X es una variable cerrada entonces los objetivos p y q se
ejecutan en paralelelo y sino secuencialmente.
El sistema &-Prolog [35], con su máquina de ejecución paralela [33] se
basa en este modelo e incorpora las instrucciones necesarias para la ejecución
paralela. El modelo abstracto de memoria supone sistemas con memoria
compartida y se basa en el uso de pilas, extendiendo la WAM mediante la
incorporación de una pila de objetivos para la distribución de trabajo y las
estructuras necesarias para el control de las ejecuciones paralelas y del me-
canismo de backtracking. El modelo extiende el mecanismo de backtracking
sobre las CGE’s. Existen varios casos dependiendo de si el siguiente punto de
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backtracking está dentro o más allá de una CGE o pertenece a una ejecución
secuenciad:
• Backtracking dentro de una CGE
Puesto que los objetivos son independientes, las vinculaciones pro-
ducidas por los objetivos distintos del que ha fallado no han causado
el fallo. Por lo tanto, la evaluación paralela de la CGE debe abortarse
y el backtracking continua en el punto que precede a la CGE.
• Backtracking sobre una CGE
Normalmente, durante la ejecución de un CGE quedan alternativas
sin explorar en los objetivos. El backtracking en la CGE se realiza de
izquierda a derecha. El modelo requiere información sobre las alter-
nativas pendientes de cada objetivo, para conducir el backtracking en
el orden correcto.
La PWAM implementa el paralelismoS restringido manteniendo el mismo
manejo de memoria y diseño de la máquina abstrata que la WAM. Verden
[69] recoge estas ideas en un modelo productor-consumidor implementado
sobre un sistema distribuido y añade un mecanismo de backtracking in-
teligente.
1.4.3 ParalelismoW
Aplicar paralelismoO a la resolución de un objetivo significa unificar si-
multaneamente un átomo A seleccionado de un resolvente con un conjunto
de cláusulas A1, ..., A, del programa (cláusulas paralelas). Cada una de es-
tas unificaciones producirá una sustitución 6. y un conjunto de átomos que
deben reemplazar al átomo que se seleccionó. Si estas operaciones se real-
izan sobre un mismo resolvente se produce una vinculación múltiple de sus
variables, pués todas se refieren a la unificación de un mismo átomo.
Las cláusulas alternativas que se han tomado en computaciones parale-
las no pueden aparecer en los puntos de elección asociados a A1 en cada
computación. Además si hay cláusulas que unifican con A, que no han sido
elegidas en ninguna de las computaciones paralelas no pueden aparecer en
mas de uno de los puntos de elección asociados a A1. Es decir, si FE, y P.EJ
son puntos de elección asociados a A1 en distintas computaciones entonces
PE,nPE,=0
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Para estudiar este tipo de paralelismo nos apoyaremos en el conocido
programa de Reinas, que busca las posibles colocaciones de N reinas en un
tablero N x N de manera que ninguna esté amenazada.
safe(N, Queens) . extend(O, N, [Queens).
extend(N, N, Qs, Qs).
extend(M, N, Selected, Queens)
Ml = M + 1,
choose(1, N, C),
consistent(q(M1, C), Selected),
eztend(Ml, N, [q(M1,C)¡Selected], Queens).
choose(M, N, M).
choose(M,N,K) . M<N,
Ml = M +1,
choose(M1, N, K).
consistent(Q, [).
consistent(Q, LQlIRest]) : — no..nttack(Q, Ql),
consistent(Q, Rest).
no.attack(q(X1, Yl), q(X2, Y2)) — different(Y 1, Y2),
o = ¡xí — X21¡ — ¡jYl — Y211,
o = ¡ = o.
Tomaremos N = 4, siendo el objetivo:
—safe(4, X).
En este ejemplo podemos considerar el paralelismo del predicado choose(1, N, C)
que paraN = 4 proporciona los valores de C {1,2,3,4}. La Figura 1.6 pre-
senta un esquema del árbol de búsqueda de este programa. Vemos que cada
elección distinta que hacemos entre las cláusulas del predicado chooae lleva
a un nodo terminal distinto, produciendose en cada uno de ellos distintas
vinculaciones sobre las mismas variables.
1.4.4 Modelos de paralelismo...Q
La implementación del paraleismofl necesita resolver distintos problemas
dependiendo del tipo de sistema elegido para la explotación. En teoría, se
genera un nuevo resolvente en cada unificación de un objetivo con la cabeza
de una cláusula, renombrando todas las variables del resolvente actual. En
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Figura 1.6: Arbol de búsqueda de queens
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la práctica, en la mayoria de los sistemas con memoria compartida los resol-
ventes no son replicados por razones de eficiencia y se utilizan las mismas
posiciones de memoria para computar los resolventes alternativos.
En la implementación secuenciad basada en la WAM, las variables se iden-
tifican por sus posiciones de memoria. En cada momento de la computación
a cada posición de variable se le asocia una única variable. Cuando se pro-
duce backtracking las posiciones de memoria correspondientes a variables de
los objetivos eliminados, se inicializan para ser reutilizadas. En los sistemas
que explotan paralelismofl, las computaciones paralelas equivalen a una
serie de computaciones secuenciales encadenadas por operaciones de back-
tracking y por tanto distintos elementos de proceso pueden asociar la misma
posición de memoria de la pila a diferentes variables lógicas. Las soluciones
aportadas para resolver este problema pueden clasificarse en aquellas para
sistemas que comparten las pilas y las de sistemas en los que cada elemento
de proceso tiene asociado un espacio de memoria en exclusiva.
Pilas compartidas
En los sistemas lógicos paralelos que comparten pilas, se utilizan estructuras
de datos especiales para almacenar las variables lógicas que pueden tener el
mismo identificador en la pila que otras variables lógicas usadas por otros
elementos de proceso. Se han propuesto dos tipos de estructuras de datos:
arrays o ventanas de vinculaciones [71] y hash-windows [74].
Un array de vinculaciones de un elemento de proceso es un array privado,
que contiene las variables lógicas que tienen la misma identificación que
las pertenecientes a otros elementos de proceso. En lugar de contener un
valor, la posición de la pila compartida contiene un indice. Este indice
señala a diferentes variables lógicas, cada una en el array de vinculaciones
de los elementos de proceso que comparten ese segmento de la pila. El
sistema Aurora [15] está basado en el modelo SRI [73] que utiliza arrays
de vinculaciones para almacenar las vinculaciones de las variables logicas.
Las pilas de la WAM se extienden a pilas de cactus, que reflejan la forma
del árbol de búsqueda. Los objetos de las pilas físicas de los elementos de
proceso pueden linkarse, formando una pila lógica.
Otra solución [741 consiste en almacenar las variables que comparten
la misma identificación en estructuras de datos llamadas hash-windows y
asociarlas a las ramas del árbol de búsqueda. Una entrada a la hash-window
se computa por “hashing” de la identificación (dirección en la pila) de la
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variable compartida.
Pilas exclusivas
Cuando cada elemento de proceso en un sistema con paralelismoO accede
únicamente a sus propias pilas, es necesario que los elementos de proceso
desocupados que consiguen trabajo tengan una réplica de las pilas del ele-
mento que proporciona el trabajo. Los métodos para conseguir la replica de
las pilas son la copia (2] y la recomputación [19] [93.
En el esquema de copia de pilas, un elemento de proceso desocupado
que va a colaborar en la explotación del paralelismofl, consigue una copia
de los segmentos de las pilas que corresponden a la computación desde el
nodo rau hasta en nodo en que surge el paralelismo a explotar. El sistema
Kabu-Wake [51] fué el primero en copiar las pilas al cambiar de tarea y en
usar marcas de tiempo para desechar vinculaciones. En el modelo MUSE [23
los elementos de proceso activos, comparten con los desocupados una serie
de puntos de elección que contienen las alternativas pendientes. Además en
este sistema el recargo debido a la copia de las pilas se reduce aprovechando
la parte del árbol de búsqueda que tengan en común los elementos de proceso
que comparten el trabajo.
Siguiendo el esquema de recomputación, cada elemento de proceso com-
puta una rama del árbol desde la raíz. Las diferencias entre los modelos exis-
tentes basados en recomputación, consisten en como se realiza en reparto de
las ramas a explotar en paralelo entre los elementos de proceso disponibles.
En [19] cada elemento de proceso computa un camino predeterminado del
árbol de búsqueda bajo el control de un proceso especializado llamado “con-
trolador”, mientras que en [9)el camino a seguir se construye en la ejecución
previa a la explotación del paralelismo.
1.4.5 Modelos de Combinación del paralelismo
La combinación del paralelismoS y el O presentan nuevas dificultades de
implementación. La explotación del paralelismo del árbol de búsqueda com-
pleto puede generar una explosión combinatoria de trabajos que el sistema
no pueda manejar, por lo que se suelen aplicar algunas restricciones. La
combinación del paralelismo Y..restringidofl requiere la generación del pro-
ducto cruzado o combinación de las distintas soluciones de los objetivos de
la llamada paralela. El control de la ejecución debe garantizar que se realiza
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el producto cruzado de todas las soluciones de las ramasS, sin introducir
un excesivo recargo al almacenar las soluciones parciales o al sincronizar a
los elementos de procesoes.
J.S. Conery [22] ha desarrollado un modelo de paralelismoS\O que ex-
plota paralelismo de grano fino. El modelo consiste en una colección de
procesosS\O asíncronos que se comunican únicamente por medio de men-
sajes. Cada instanciación de una cláusula se controla por un procesoS cuya
función es decidir que literales del cuerpo de la cláusula serán los siguientes
en evaluarse. Cuando un proceso.Y ha seleccionado uno o más literales se
crea un procesoO para cada uno de ellos que se encarga de la resolución del
literal. En este modelo se evaluan en paralelo solo aquellos átomos que no
tienen variables en común o cuyas variables compartidas ya han sido vincu-
ladas. El acceso a las variables compartidas por varios elementos de proceso
se resuelve por el método denominado de entornas cerrados, siendo un en-
torno una colección de estructuras. Una estructura está cerrada si ninguna
de sus variables se define en términos de variables que pertenecen a otras
estructuras.
E] sistema 1’?? (Paraflel PROLOG Processor) del proyecto Aquarius
mejora el rendimiento de Prolog combinando paralelismoS Restringido,
paralelismoO y backtracking inteligente. Se basa en un modelo de pro-
cesosSO como el propuesto por Conery. Resuelve el problema de las
vinculaciones multiples que se producen al explotar el paralelismoii me-
diante ventanas de vinculaciones. Para resolver el problema del producto
cruzado introduce dos conceptos: contención y encadenamiento dinámico
de ventanas. La contención consiste en que los procesosS que ejecutan un
objetivo de una llamada paralela no puedan crear procesosfl. En el modelo
estandard de ventanas de vinculaciones el conjunto de vinculaciones visibles
a un proceso está contenido en una cadena estática de ventanas, mientras
que en PPP esta cadena es dinámica, enlazando y desenlazando ventanas de
forma que se construyan los conjuntos de vinculaciones visibles a los procesos
apropiados.
El modelo Reduce-OR [453intenta explotar todo el paralelismo disponible
en los programas lógicos. Para conseguirlo de forma eficiente, el modelo di-
vide la computación en computaciones independientes, que se corresponden
con los nodos del árbol de búsqueda y supone una computación de grano
fino. La combinación del paraleismoS\O se resuelve haciendo distinciones
en el algoritmo de unificación: los nodos..O del árbol siguen un algoritmo
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basado en los entornos cerrados propuestos por Conery, mientras que para
los nodosS el algoritmo recoge las vinculaciones producidas por diferentes
llamadas a un objetivo.
El sistema PEPSys [~~1introduce un algoritmo de control basado en la
producción perezosa de las soluciones a combinar, de manera que no se pier-
dan por backtracking soluciones que aun no han sido combinadas con todas
las de los restantes objetivos de una llamada paralela. El sistema utiliza un
esquema de hash-windows para el manejo de las vinculaiones multiples de
las variables. El producto cruzado se forma emparejando hash-windows a las
diferentes ramas Yparalelas de forma que se representen todos los grupos
de soluciones parciales.
El sistema LORAP [13] (Lirnited OR-Parallelism and Restricted ANO-
Parallelisrn) presenta un esquema de explotación del paralelismo combinado
dirigido por demanda o perezoso. Una variable no se vincula hasta que el
objetivo es probado. El modelo de ejecución se basa en la generación de
procesos. Cada cláusula corresponde a un proceso que a su vez consta de
uno de ejecución hacia delante y otro de backtracking.
El modelo dirigido por datos (653 se basa en seguir el flujo de datos para
la explotación del paralelismo combinado. La máquina abstracta correspon-
diente es una máquina de flujo de datos que permite activaciones multiples
del mismo grafo del flujo de datos. Un nodo del grafo se activa cuando to-
das sus entradas estan disponibles. Las entradas disponibles se distinguen
utilizando etiquetas o colores.
El modelo ACE [30]combina el paralelismoS independiente con el mod-
elo de paralelismoO del sistema MUSE de manera que ambos sistemas se
mantienen sin apenas modificaciones.
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2P.D.P.: Procesador Distribuido de
Prolog
2.1 Introducción
PDP (Procesador Distribuido de Prolog) es un sistema multisecuencial (cada
procesador tiene asociado una única computación) para la explotación del
paralelismoiE.Restringido\O de Prolog. El sistema está soportado por una
arquitectura distribuida con un alto número de procesadores que trabajan
bajo un control jerárquico (Figura 2.1). Con objeto de reducir el número de
mensajes intercambiados, el control se realiza en una serie de procesadores
llamados controladores. El resto de los procesadores, procesadores básicos,
están dedicados a la ejecución de programas Prolog. Cada controlador está
asignado a un grupo de procesadores básicos. Si el número de procesadores
es suficientemente elevado, los controladores asociados a cada grupo cen-
tralizan su información en un controlador de nivel superior. La ejecución
comienza en un procesador b&sico configurado como inicial. Los proce-
sadores básicos desocupados piden trabajo al controlador, que toma nota de
estas peticiones. Cuando un procesador básico activo encuentra paralelismo
informa de ello al controlador, que le indica a cual de los procesadores des-
ocupados debe enviar el trabajo pendiente.
El modelo de ejecución de PDP explota paralelismoS formando tarea& Y
autónomas para la computación de cada objetivo independiente. La tarea
padre espera la respuesta a cada una de estas tareasS. Para el control
de la ejecución de las tareas paralelas se utiliza una adaptación a sistemas
distribuidos del esquema desarrollado por Hermenegildo [33] para sistema
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C: Controlador P: Procesador básico
Figura 2.1: Organización del sistema
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de memoria compartida. La explotación del paraleismoO se basa en la
ejecución multisecuencial de las ramas del árbol de búsqueda. Cuando una
tarea encuentra una cláusula paralela, mediante un aviso al controlador de
su grupo pone a disposición de los procesadores desocupados la tarea.O
correspondiente. Puesto que los procesadores trabajan en entornos cerrados,
cuando se crea una tareaO se reconstruye previamente e& entorno de la
tarea padre. Para ello, el procesador recomputa el objetivo inicial siguiendo
el camino de éxito (sin backtracking) recibido de la tarea padre.
Cuando el paralelismo aparece combinado en forma de Y..bajofl se ex-
plota de la mism%forma que en el caso del paralelismoS puro, ya que la
explotación del paralelismoO reproduce el estado del entorno de trabajo al
que se llegaría con una ejecución secuenciad. En cambio, cuando un pro-
grama presenta paralelismo O~bajoS, se tienen que combinar las distintas
soluciones de los objetivos paralelos. PDP evita almacenar soluciones par-
cia.les y sincronizar tareas produciendo la combinación de forma distribuida,
es decir, no hay una tarea encargada de realizar el producto cruzado de las
distintas alternativas, sino que cada nueva tarea que se crea conoce auto-
maticamente que combinaciones de soluciones le corresponden. La idea es
crear una computación para cada combinación de soluciones, recomputando
el camino de éxito que lleva del objetivo inicial a la llamada paralela con-
siderada. De esta forma la explotación del paralelismoS se realiza con el
mecanismo del paralelismo O creando tareas autónomas que reducen con-
siderablemente el tráfico de mensajes.
Para describir gráficamente el modelo de ejecución de PDP utilizaremos
un árbol de tareas, es decir un árbol cuyos nodos pueden ser de dos tipos:
• T~rea..O: Corresponde a la ejecución del objetivo inicial siguiendo
Q) un camino determinado del árbol de búsqueda.
• ¡~~eaY: Corresponde a la ejecución de un objetivo paralelo con la
Li instanciación de sus variables. La respuesta obtenida es
enviada a la tarea padre de la que se recibió el trabajo.
En general, el árbol de tareas y el árbol de búsqueda son diferentes,
ya que no siempre es posible ni conveniente explotar todo el paralelismo
potencial de programa.
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2.2 Explotación del ParalelismoiY
PDP explota paralelismoS creando tareasS autónomas para la computación
de cada objetivo de una llamada paralela. La Figura 2.2 representa la eje-
cución de una llamada paralela. La tarea padre, que puede ser de tipo Y
u O, crea tantas tareasY como objetivos independientes hay en la llamada
paralela. Cuando finaliza la ejecución de una tareaS, la respuesta es en-
viada a la tarea padre, que sólo puede continuar la ejecución cuando ha
recibido todas las respuestas correspondientes a los objetivos paralelos.
Figura 2.2: Explotación del paralelismoX
Las tarea&Y reciben la instanciación de las variables del objetivo que se
les asigna para poder realiza la computación de forma autónoma. El ejemplo




P3: p(t(X,Y). t(XX.YY) :— p(X,XX).p(Y.YY).
Objetivo: :— p(i(1(a.a),±(b,bYO, X).
La tarea 2 recibe el objetivo p(Y, YY), junto con la instanciación:
Y e— f(b,b)
de manera que puede realizar la computación autónomamente. Cuando
finaliza envía a la tarea padre la instanciación de las variables libres del
objetivo recibido
YY *— f(b2,b2)
















Figura 2.3: Ejemplo de explotación del paralelismoS
34 2. P. O. P.: Procesador Distribuido de Prolog
Cuando la tarea padre recibe la respuesta, vincula las variables del ob-
jetivo a la instanciació recibida y si ha terminado de ejecutar el resto de los
objetivos de la llamada, continua la ejecucion.
El mecanismo de explotación del paralelismoS se presenta de forma
precisa en la Figura 2.4. El entorno de ejecución está constituido por el
resolvente R, la sustitución de respuesta y, y la pila de backtracking 5 que
almacena los sucesivos estados del resolvente y la sustitución. El procedi-
miento de ejecución con paralelismoS consiste en un ciclo de pasos de res-
olución que se repite hasta que el resolvente está vacio (ejecució con éxito) o
se produce un fallo. Existen dos tipos de pasos de resolución, dependiendo
de la existencia de paralelismoS. Si a la izquierda del resolvente existe un
conjunto independiente de objetivos (conjuntoindependiente) se explota el
paralelismoS creando una tareaS paralela para la ejecución de cada uno
de ellos. Cada una de estas tareas recibe el programa, el objetivo asignado y
la vinculación de las variables del objetivo, es decir, la restricción de la susti-
tución computada hasta el momento restringida a las variables del objetivo
(restriccion(V, A1)). La computación de estas tareas produce un resultado
(result1) de éxito o fallo. Si el resaltado es de éxito, la tareaS proporciona
la sustitución de respuesta computada correspondiente al objetivo (b~). Si
el resultado de todas la tareasS es de éxito, para cada una de ellas se
aplica al resolvente pendiente la sustitución de respuesta computada (R
aplicar(0~,R)) y se compone dicha sustitución con la general(v := V oO). Si
todos los objetivos de la llamada paralela terminan con éxito, la función
completa lo anota para tenerlo en cuenta en caso de baclctracking. El otro
tipo de paso de resolución se produce cuando no existen objetivos indepen-
dientes a la izquierda del resolvente y por tanto se ejecuta un único objetivo.
En este caso la ejecución es de la misma forma que en el caso secuencial,
es decir, se busca el procedimiento asociado al átomo a resolver, intentando
la unificación con cada una de sus cláusulas hasta obtener éxito o haber
comprobado todo el procedimiento. Si el resultado es de éxito se almacena
en la pila de backtracking la parte del procedimiento que ha quedado sin
explorar P4, el resolvente R y la sustitución de respuesta y, se compone la
sustitución obtenida con la general y se reemplaza en el resolvente el átomo
unificado por el cuerpo de la cláusula con la que se ha unificado. Si al dar
un paso de resolución de cualquiera de los dos tipos se produce un resultado
de fallo se realiza backtracking recuperando un estado anterior del entorno
de la pila de backtracking.
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procedure ejecuciornY(p:programa; R:resolvente; S:piIa de baclctracking;
V:sustitucion; resultado:tiposes);
var
a : objetivo; P~: procedimiento asociado al predicado a;
c : clausula; V’ : sustitución; r,i : integer;
6: array(1..NMAXJ of sustitucion;
result: array(I..NMAX] of tiposes;
begin
repeat
[A1, ..., A7] := conjuntoindependiente(R);
ifr > 1 then begin
parbegin /* PARALELISMO Y ~/
tare&Y(g,,Ai,restriccion(V,(Ai)),resultí,
6r);
tare&Y(p,A,. ,restriccion(V,(A,. )),result,., e,);
parend
1;
while (i < r) and resultado = exito do begin
resultado : resulh
if resultado = exito then begin
R : aplicar(6
1R);
y := V o
end
end
if resultado = exito then completa(L);
end
císe begin /~ r = 1 ~/
a : R[1] /~ Se toma el primer atomo del resolvente ~/
busca&procedimiento(a,p,P4); /~ procedimiento asociado al atomo a
repeat
c := P4[i]; /~ Se toma la primera clausula del procedimiento */
resultado := unificar(a,c,V’);
until (P. = U) or resultado = exito;
if resultado = exito then begin
it’ 1’4 <> () then salvar(P.,R,V,S);
y : componer(V,V’);
reempla2ar(R,a,c); / En R, reemplazar a por el cuerpo de c
end
end
cIsc if resultado = fallo and not vacio(S) then
backtracking(p,S,R,V,resultado);
else resultado := fallo
until (R = ~)or resultado fallo;
end
Figura 2.4: Algoritmo de explotación del paralelismoY
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Figura 2.5: Esquema de creación de una tare&Y
La explotación multisecuencial del paralelismoS en nuestro sistema re-
quiere que las tarea& Y dispongan de toda la información necesaria para la
resolución del objetivo paralelo recibido, esto es, las instanciaciones produci-
das sobre las variables del mismo. La creación de una tareaY se presenta
en la Figura 2.5. El proceso recibe el objetivo a ejecutar junto con la re-
stricción a las variables del objetivo de la sustitución de respuesta producida
hasta el momento que produce la función su.st(var(Q)). Una vez ejecutado
el objetivo se obtiene la sustitución de respuesta computada, restringida a
las variables del objetivo recibido.
2.2.1 Backtracking
El procedimiento de backtracking de la ejecución secuencial se extiende para
recoger los nuevos casos que se presentan debido a la explotación del par-
alelismoS. Es necesario considerar los fallos que no se producen en la propia
tarea sino en las tareasS creadas por elia. Además se aplican técnicas de
backtracking inteligente (BI): no se exploran exhustivamente las alternativas
pendientes de las que se sabe que no llevarán a una solución. En PDP estas
técnicas se aplican en dos situaciones, cuando falla uno de los objetivos de
una llamada paralela en curso, y cuando se requiere la reevaluación de un
objetivo ejecutado por otra tarea. Puesto que un objetivo de una llamada
paralela es independiente de los restantes objetivos de la llamada, las distin-
tas soluciones de cada uno de ellos no alterarán un resultado de fallo y por
tanto, se considera que falla la llamada completa. Mecanismos más sofisti-







if resultado = cuto then
V2 := restricciori(V,Q);
end
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alternativo que ha participado en las instanciaciones que han dado lugar al
fallo, como los presentados por Codognet[20] o Lin[48]. Estos mecanismos
penalizan la ejecución hacia adelante y hacia atrás, por lo que sólo en progra-
mas con mucho indeterminismo resulta rentable su aplicación. Sin embargo,
no todos los programas con alto indeterminismo consiguen mejorar su efi-
ciencia con El como señaló Fagin[29]. Estas consideraciones nos han llevado
a aplicar técnicas de El sólo para evitar reevaluaciones remotas de los obje-
tivos que no van a arreglar el fallo producido. Este mecanismo de El consiste
en marcar las variables que no se han instanciado en la propia tarea, es decir
cuya instanciación se ha recibido en la sustitución de respuesta computada
por una tarea_Y mediante la función rnarcada(X, objetivo1) que asocia a
la variable X el objetivo i que la instanció. Cuando al ejecutar un objetivo
se accede a las varibles marcadas, se anota que exite una relación entre el
objetivo paralelo que instanció la variable y el que se está computando:
if marcada(X, objetivo,) then
relacionado(obj etivo1);
Cuando se produce un fallo y se necesita la reevaluación de un obje-
tivo paralelo ejecutado por otra tarea, se comprueba que el objetivo que ha
fallado está relacionado con el objetivo paralelo a reevaluar, pués en caso
contrario la nueva respuesta no alteraría el fallo.
Dependiendo del estado de la llamada paralela los casos posibles de fallo
son los siguientes:
• La llamada paralela no ha finalizado:
Se produce fallo de la llamada paralela completa, interrumpiendo las
tareasS pendientes correspondientes a otros objetivos paralelos de la
llamada y se busca una solución alternativa en un resolvente anterior.
• La llamada paralela se ha completado con ézito:
— No hay objetivos paralelos con cláusulas alternativas pendientes
de ezplornr:
Se retrocede hasta el objetivo anterior a la llamada.
— Hay un objetivo paralelo ejecutado por la propia tarea con alter-
nativas pendientes:
Se busca la siguiente solución de este objetivo.
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— Hay un objetivo paralelo ejecutado por una tarea Y hija con al-
ter-nativas pendientes:
* Cumple la condiciones de BI: objetivo relaccionado
Se pide una nueva solución a la tareaS que ejecutó el obje-
tivo
* No cumple la condiciones de BI: objetivo no relaccionado
Se busca otro objetivo de la llamada con alternativas pendi-
entes.
El algoritmo de backtracking se presenta en la Figura 3.18. Se recu-
pera de la pila de backtracking el objetivo a reevaluar, comprobandose si
pertenece a una llamada paralela (enJlarnadaq,ar-ale¿a), lo que está ano-
tado en el objetivo. Si está en una llamada paralela se comprueba si se
había completado su ejecución. Una llamada paralela incompleta falla glob-
almente al fallar uno de sus objetivos, y por lo tanto se interrumpen las
tareasiY encargadas de la ejecución de objetivos de la llamada que aún es-
tuviesen pendientes. En una llamada completa se busca un objetivo con
alternativas pendientes. Si el objetivo se ha ejecutado por otra tarea, solo
se pide su reevaluación si está relacionado con el objetivo que ha fallado.
En otro caso se continua haciendo backtracking. Si el objetivo es local, se
reevalua como se describe en el Capítulo 1.
2.3 Explotación del Paralelismofl
Cuando se explota paralelismofl se intenta simultaneamente la unificación
del objetivo a resolver con las distintas cláusulas del procedimiento asoci-
ado. Aunque no hay restricciones teóricas a la explotación de este tipo de
paralelismo, por razones de eficiencia sólo se debe explotar en aquellas ra-
mas del árbol de búsqueda con grano suficiente para compensar el retardo
debido al mecanismo paralelo.
Una tarea que encuentra paralelismoO crea una tareaO que resuelve el
objetivo inicial explorando una determinada parte del árbol de búsqueda. La
solución obtenida por la nueva tarea es enviada directamente ala entrada\salida,
sin notificar nada a la tarea padre (Figura 2.7). la creación de una tarea.O
en un sistema multisecuencial, en el que cada tarea accede únicamente a su
propio entorno de trabajo, requiere la reconstrucción del entorno de la tarea
padre. Para realizar esta reconstrucción se han considerado los dos métodos
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procedure backtracking(p:programa; 5: pila de backtracking;
R:resolvente; V:sustitución; resultado:tiposes);
begin
if not vacio(S) then








cIsc /~ llamada paralela completa ~/
begin
incompleta(L);
it remoto(a) and relacionado(a) tben begin
resultado := pedir..reevaluacion(tareaY,, a,
R := aplicar(O~,R)
y = y o
end
cisc it not remoto then
resultado := reevaluacion(p, a, ~a> R, 5, y);
it resultado = exito then completa(L);
end
end
cIsc /~ no pertenece a una llamada paralela */
resultado := reevaluacion(p, a, 1%, 5, R ,
cml
clac resultado := fallo;
end
Figura 2.6: Algoritmo de backtracking
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Figura 2.7: Explotación del paralelismofl
de pilas exclusivas presentados en el Capítulo 1: copiar el entorno de trabajo
y recomputar el objetivo inicial hasta reconstruir el entorno.
2.3.1 Reconstrucción del entorno por copia
Figura 2.8: Creación de una tarea..O por copia
Una tareaOsopia se crea a partir de una copia del entorno de trabajo
de la tarea padre. El algoritmo de creación de una tareafl se describe
por un proceso cuyos parametros representan la información enviada por la
tarea padre (Figura 2.8). La nueva tarea parte del entorno de trabajo de
la tarea padre (recibe la pila de backtracking, el resolvente y la sustitución
de respuesta computada hasta el momento) y hace backtracking para tomar
la alternativa siguiente a la explorada por la tarea padre. A partir de cae
proccess tareaOcopia(p:programa; R:resolvente;






if resultado = exito thcn begin
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momento, ambas tareas exploran diferentes caminos del árbol de búsqueda.
La cantidad de información transmitida al proceso tareasopia puede ser
muy grande dependiendo del programa y de los datos de entrada.
El algoritmo de ejecución que contempla la explotación del paralelismo..O
por este método aparece en la Figura 2.9. Al igual que en el caso secuencial,
el resolvente se transforma hasta estar vacio (ejecución con éxito> o hasta
que es imposible realizar más transformaciones por estar vacia la pila de
backtracking en la que se acumulan las alternativas pendientes de probar
(ejecución con fallo). La diferencia se encuentra en que al considerar cada
cláusula del procedimiento correspondiente al objetivo, se comprueba si está
marcada para ser ejecutada en paralelo (paralelismoO(clát¿sula)), y si es así
se crea una nueva tareafl (tareaLhcopia) que explora la siguiente cláusula
del procedimiento P~ asociado al objetivo.
2.3.2 Reconstrucción del entorno por Recomputacion
Otra posibilidad de reconstruir un estado de resolución es volver a eje-
cutar el objetivo inicial, es decir, recomputarto. La nueva ejecución se hace
determinista utilizando los datos de la tarea padre para evitar las alternati-
vas que llevan a un fallo, es decir sigue el camino de éxito de la tarea padre:
en la Figura 2.10, (C2,C5,C1O) representa el camino de éxito, indicando
que C4 y CO ya han sido exploradas. La creación de una tarea por este
método (Figura 2.11) consiste en recomputar el objetivo a resolver siguiendo
el camino de éxito recibido hasta el punto en que apareció el paralelismo.
En este punto el camino lleva a una alternativa diferente de la tomada
por la tarea padre y continua la ejecución anotando su propio camino de
éxito. Por lo tanto las ejecuciones que contemplen la explotación del par-
alelismoO por este método deben registrar la alternativa tomada en cada
paso de resolución, actualizando el camino de exito cada vez que se produzca
backtracking. El procedimiento de ejecución se presenta en la Figura 2.12.
Como en el caso secuencial, el procedimiento consiste en una secuencia de
pasos de resolución que se repite hasta que el resolvente queda vacio o se
produce fallo. En cada paso de resolución se toma un objetivo del resolvente
y se busca el procedimiento asociado (buscar..procedimiento). Se intenta la
unificación con cada una de las cláusulas del resolvente hasta tener éxito
o haberlas probado todas. Para cada cláusula sc comprueba si está mar-
cada para la explotación del paralelismo, en cuyo caso se crea una nueva
tareaW que se encarga de la exploración de la parte del árbol de búsqueda
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procedure ejecucion..O( p:programa; R:resolvente;
S:pila de hacktracking: V:sustitucion; resultado:tipo..res);
var








a := R[1] / Se toma el primer atomo del resolvente */
buscarprocedimiento(a,p,P4); /* procedimiento asociado al atomo a
repeat








until (P4 = 5) or resultado = exito;
it resultado = cuto then
begin
it P0 .c> [] then salvar(P,,R,V,S);
y := componer(V,V’);
reemplazar(R,a,c); /~ En II, reemplazar a por el cuerpo de c
end
cisc it not vacio(s) thcn begin
resultado := backtracking(S,a,P4,R,V);
end
cisc resultado := fallo
end (R U) or resultado = fallo;
Figura 2.9: Algoritmo de explotación del paralelismo..O por copia
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Figura 2.10: Camino de éxito
que se encuentra a partir de esta cláusula. Cuando la unificación tiene éxito,
además de salvar el estado del entorno en la pila de backtracking, componer
la sustitución obtenida con la general y reemplazar el objetivo por el cuerpo
de la cláusula considerada en el resolvente, se salva en el camino de éxito la
cláusula considerada (meter(c, C)).
proccess tareaOsecomp( p:programa;Q:objetivo:C:camino de exito);
var













Figura 2.11: Creación de una tarea..O por recomputacion
La recomputación (Figura 3.1> es un proceso determinista que sigue el
camino de éxito realizando sus unificaciones. No hay que buscar proced-
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procedure ejecucionOsecomp(p:programa; R:resolvente;
S pila de backtracking: V:sustitucion; resultado;tipo..res);
var





C camino de exito;
begin
repeat
a := R[1] /~ Se toma el primer atomo del resolvente */
buscarprocedimiento(a,p,.Pa); /* procedimiento asociado al atomo
repeat
c := .P41]; /~ Se toma la primera clausula del procedimiento 4/






until (P~ = U) nr resultado = exito;
if resultado = cuto then
begin
it & c> [] thcn salvar(P~,R,V,S);
V : componer(V,V’);
reemplazar(R,a,c); /~ En R, reemplazar a por el cuerpo de c
meter(c,C); /~ Se anota en C la alternativa explorada 4/
a := R[1~ /~ Se toma el primer exorno del resolvente ~/
buscarprocedimiento(a,pP4); /4 procedimiento asociado al atomo a
end




clac resultado := fallo
until (A = [) nr resultado = fallo;
end
Figura 2.12: Algoritmo de explotación del paralelismofl por recomputación
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Figura 2.13: Recomputación
Optimización por coincidencia
Si a un procesador se le asigna una tarea con un entorno que tiene alguna
parte común con el entorno actual del procesador, sólo habrá que recon-
struir la parte diferente. PDP aprovecha la coincidencia comparando el
camino de éxito recibido con el que tenía el procesador y que correspondia a
la última tarea asignada, evitando la recomputación de la parte común. Esta
alternativa no reduce la información transmitida pero disminuye el tiempo
empleado en la recomputación. La política de planificación tiene en cuenta
ésta optimización dando prioridad al intercambio de trabajo entre proce-
sadores que lo han intercambiado previamente. Si dos procesadores acaban
de compartir un trabajo tendrán probablemente una parte comun.
2.4 Combinación del paralelismo
Consideramos ahora programas que presentan ambos tipos de paralelismo.
Cuando en una tareafl aparece paralelismoS, el modelo de explotación
de este último no requiere modificación ya que la tarea..O produce un en-
torno de trabajo identico al de la ejecución secuencial y pueden crearse
tareasS que ejecuten los objetivos paralelos. Por el contrario, cuando en
una tareaS aparece paraleismoO, se presenta una nueva situación, ya que











reemplazar(R,a,c); /~ En R, reemplazar a por el cuerpo de c
end
end
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la tarea padre de la tareaS espera una sola solución al objetivo cedido,
para ir formando las combinaciones de soluciones a los objetivos de la lla-
mada paralela mediante backtracking. Si se explota el paralelismoO de la
tareaS de forma que se obtengan simultaneamente las distintas soluciones
al objetivo será necesario que o bien la tarea padre las almacene para for-
mar el producto cruzado, o bien las tareas hijas las almacenen hasta que
sean requeridas por la tarea padre. PDP evita almacenar las distintas solu-
ciones y sincronizar la ejecución de las tareas creando una tareaO para
cada combinación de soluciones, de forma que no hay una tarea encargada
de realizar el producto cruzado sino que se realiza de forma distribuida. El
modelo de PDP para explotar paralelismo combinado cuando aparece en
forma de ObajoY se basa en que la recomputación permite a las tareasS
explotar paralelismoO creando tareasfl. De esta forma el el paralelismoS
se explota con el esquema de explotación del paralelismo..O que reduce la
interacción entre tareas (en la explotación del paralelismoS la tarea padre
espera a que las tareasS creadas terminen y den una respuesta mientras que
al explotar paralelismofl se crean tareas..O autonomas) y por tanto mejora
la eficiencia. Para realizar este esquema de formación del producto cruzado
hay que tener en cuenta los siguientes requisitos:
• Las tareasN deben disponer de la información necesaria para crear
una tareaS): el objetivo inicial y el camino de éxito.
• Puesto que no hay ninguna tarea encargada de realizar el producto
cruzado, es necesario establecer un criterio que permita a cada nueva
tarea conocer la parte del árbol de búsqueda que le corresponde ex-
plorar.
2.4.1 Producto cruzado de alternativas en una Llamada Par-
alda
La Figura 2.14 representa el árbol de tareas correspondiente a la ejecución
de la llamada paralela del siguiente programa:
p & q.
p :- pl. q :- ql.
p :- p2. q :- q2.
p :- p3.
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Al buscar una solución a la llamada paralela obtenemos en primer lu-
gar la que corresponde a las alternativas pí y ql de p y q respectivamente.
Otras soluciones asociadas a los distintos elementos del producto cruzado
son: (pl,q2), (pl,q3), (p2,ql), etc. Al ejecutar el objetivo paralelo p, la
tareaS T2 encuentra paralelismoS), por lo que mientras se ocupa de explo-
rar la primera de la alternativas, pi, encarga la tarea de explorar una nueva
solución a la tarea T4, que no considera la alternativa Pi de p.
Para describir el criterio de reparto de los elementos del producto cruzado
se introduce el concepto de objetivo de procedencia de una tarea 2’. LLa-
maremos al objetivo que presenta paralelismoS) y origina la creación de
tareasfl, objetivo de procedencia de dichas tareas. En la Figura 2.14, p es
el objetivo de procedencia de T6 y T7 y q es el objetivo de procedencia de
T8 y T9. Los elementos del producto cruzado que se asignan a la nueva
tarea se forman tomando para cada objetivo paralelo la cláusula alternativa
dada por la siguiente regla de combinación:
• Si el objetivo está a la izquierda del de procedencia, la rama a explorar
se fija a la misma explorada por la última tareaS) antepasada.
• Si el objetivo es el de procedencia, la rama a explorar es la siguiente a
la explorada por la tareaS padre.
• Si el objetivo está a la derecha del de procedencia, la rama a explorar
es la que lleva a la primera solución.
De esta forma se consigue que cada tarea fije las alternativas a tomar
para los objetivos a la izquierda del de procedencia y las combine con las
distintas alternativas de los restantes objetivos dc la llamada paralela.
2.5 Modelo de ejecución de PDP
PDP explota paralelismoS puro, paralelismoS) puro y la combinación de
ambos, produciendo tarea&Q, que exploran las ramas del árbol de búsqueda
desde la raíz y tarea&Y, que ejecutan objetivos paralelos. El modelo de
ejecución se PDP puede sintetizarse de la siguiente forma:
• La ejecución de un programa comienza como una tareaS) que registra
el camino de éxito seguido.











Figura 2.14: Explotación conjunta del paralelismo
2.6. Tareas de PDP 49
• Cuando aparece paralelismoS) se crean tareasfl que recomputan el
objetivo inicial siguiendo el camino de éxito de la tarea padre.
• Cuando aparece paralelismoS se crean tareasS que ejecutan los ob-
jetivos paralelos y de las que la tarea padre recoge el resultado.
• Si una tareaS encuentra paralelismoS), se crean nuevas tareas..O en-
cargadas de las cláusulas paralelas a las que transfiere el camino de
éxito que lleva a la llamada paralela. Esta es la razón por la que las
tareasS reciben el camino de éxito. De esta forma, el paralelismo..Y
se explota con el esquema de explotación del paralelismoS),
lo que reduce el intercambio de informacion.
• Las tareasS) creadas por tareas _Y al terminar la recomputación del
camino de éxito recibido, deciden mediante la regla de combinación la
parte del árbol de búsqueda que les corresponde explorar.
En el modelo de ejecución se introduce una nueva estructura, el entorno
de producto cruzado, que indica la parte del camino de éxito correspondiente
a cada uno de los objetivos de una llamada paralela.
2.6 Tareas de PDP
El esquema de explotación del paralelismo..ObajoS de PDP lleva
guir distintos tipos de tareas..O y tareasS, dependiendo del tipo










Se origina para la explotación del paralelismoS) en una
tareaS). Cuando la recomputación del camino de éxito
recibido termina, la ejecución continúa normalmente.
Se origina para la explotación del paralelismoS) en una
tareaS. Cuando la recomputación del camino de éxito,
que lleva a la llamada paralela de la que procede, termina,
se crea una nueva combinación de soluciones de acuerdo
con el objetivo de procedencia.
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• TareaS Se origina para la explotación del paralelismoS en una
primaria: tareaS, una tareaiLprimaria o una tareaS)secundaria
si no corresponde a un objetivo a la izquierda del deprocedencia. Las tareasS primarias explotan el par-
alelismoS) que encuentran durante la computación.
• Tarea..Y Se origina para la explotación del paralelismoS en una
secun- tareaft.secundaria correspondiente a un objetivo de la
izquierda del objetivo de procedencia. De acuerdo con
Li la regla de combinación este tipo de tarea ignora el par-
alelismoS) que aparece durante la ejecución.
Según esta última clasificación de tareas, el árbol de tareas correspon-
diente a la ejecución de la llamada paralela de la Figura 2.14 pasa a ser
el de la Figura 2.15. La tareaS) Ti en la que se inicia la ejecución es la
única primaria en este ejemplo, ya que las restantes tareasS) se han orig-
inado a partir de tareasS. Ti crea las tareasS primarias T2 y T3 a las
que asigna los objetivos p y q respectivamente. Cuando T2 y T3 encuen-
tran paralelismoS), lo explotan creando las tareasS) secundarias T4 y T5.
Aplicando la regla de combinación, T4 explora la siguiente alternativa pen-
diente de p, es decir, p2, combinandola con todas las soluciones de q. Para
la ejecución de los objetivos T4 crea tareasS primarias, ya que estos obje-
tivos no estan a la izquierda del objetivo de procedencia. Por su parte T3
fija la alternativa a explorar para el objetivo p, que está a la izquierda del
de procedencia, a pi que es la alternativa explorada por la última tareaS)
antepasada Tí, y para q que es el objetivo de procedencia toma la siguiente
alternativa pendiente q2. T5 crea tareas..Y secundarias (que no explotan
paralelismoS)), ya que p está a la izquierda del objetivo de procedencia y a
q no le quedan alternativas pendientes de explorar. El resto de la ejecución
se desarrolla análogamente.
2.7 Algoritmo de creación de una tareaN
El algoritmo de creación de una tare&.Y aparece en la Figura 2.16. La
entrada a la tarea está formada por el objetivo Q y la vinculación de sus
variables V, el camino de éxito C y el entorno de producto cruzado CPE
correspondiente a la llamada paralela. Se reciben también el programa go y el
tipo de tareaS que debe crearse tipotarta. En primer lugar se inicializan el
resolvente 1? al objetivo a ejecutar Q y la pila de backtracking S a. vacio. La
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Figura 2.15: Ejemplo de explotación del paralelismo en PDP
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type tipotarea = (Oprimaria O secundaria, tprimaria, Ysecundaria);
process tare&Y(p:programa; Q:objetivo; V:sustitucion;C:camino de exito;
EPC: entornoproductocruzado; tipotarea: tipotarea);
¡ var
R: resolvente;






recomputacion(p, R, 5, V, C, EPC);
itR <> 0 then begin











Figura 2.16: Algoritmo de creación de una tarea Yen PDP
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nueva tareaS toma del camino de éxito recibido C la parte correspondiente
al objetivo 4), que comienza en el punto indicado por el entorno de producto
cruzado EPC. El camino de éxito correspondiente al objetivo puede estar
vacio, incompleto o completo dependiendo del tipo de tarea y de la posición
que ocupa el objetivo en la llamamada paralela. Durante la recomputación
de este camino de éxito dependiendo del tipo de tareaS de que se trate se
explota o no el paralelismoS) que aparece. Si al terminar la recomputación
del camino de éxito correspondiente al objetivo, el resolvente R no está
vacio, se realiza la ejecución pendiente. La respuesta obtenida al terminar
la ejecucion se envía a la tarea padre.
2.8 Algoritmo de creación de una tarea..0
proccess tareaO(p:programa;Q:objetivo:C:camino de exito;
EPC: entornoproductosruzado; tipotarea: tipo..tarea);
var


















Figura 2.17: Algoritmo de creación de una tare&O
El algoritmo de creación de una tareaO aparece en la Figura 2.17. El
objetivo a resolver se recomputa siguiendo el camino de éxito de la tarea
padre. Al terminar la ejecución, si se trata de una tareaS) primaria la
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ejecución continúa normalmente. Si se trata de una tareaS) secundaria la
recomputación ha llegado hasta una llamada paralela para la que se forma
una nueva combinación de alternativas como aparece en la Figura 2.18. Los
objetivos a la izquierda del de procedencia se ejecutan mediante tareasS
secundarias, mientras los restantes se ejecutan por medio de tareasS pri-
manas.
2.9 Algoritmo de ejecución de PDP
La Figura 2.19 presenta el algoritmo de ejecución de PDP. El entorno
de ejecución está constituido por el resolvente 1?, la pila de backtracking 3,
la sustitución de respuesta V, el camino de éxito C y el entorno de pro-
ducto cruzado EPC. La secuencia de pasos de resolución se repite hasta
que el resolvente está vacio (ejecución con éxito) o se produce un fallo. Se
distinguen dos tipos de pasos de resolución, dependiendo de la existencia
de paralelismoS. Si hay paralelismoS se explota creando una tareaS par-
alda para la ejecución de cada uno de ellos. El tipo de la tarea..Y que
se crea depende del tipo de la tarea padre y de la posición del objetivo
asignado respecto del de procedencia. Cada una de estas tareas recibe el
programa, el objetivo asignado y la vinculación de las variables del objetivo
(restriccion(V, A~)), el camino de éxito y el entorno de producto cruzado
que les indica que parte del camino de éxito corresponde al objetivo. La
computación de estas tareas..Y produce un resultado (resulte) de éxito o
fallo. Si el resultado es de éxito, la tareaS proporciona la sustitución de
respuesta computada correspondiente al objetivo (Oí). Si el resultado de
todas la tareasS es de éxito, para cada una de ellas aplica al resolvente
pendiente la sustitución de respuesta computada (It :~ aplicar(61,R)) y se
compone dicha sustitución con la general(v := y o 6). Si todos los objetivos
de la llamada paralela terminan con éxito, la función completa lo anota para
tenerlo en cuenta en caso de backtracking. El otro tipo de paso de resolución
se dá cuando no hay paralelismoS y se ejecuta un único objetivo. En este
caso, se busca el procedimiento asociado al objetivo. Si las cláusulas de
éste procedimiento presentan paralelismo O su explotación se realiza cre-
ando tareasS) secundarias si la tarea actual es una tareaS o una tareaS)
secundaria, y tareas..O primarias en otro caso. Las alternativas cedidas a las
tareasS) creadas dejan de estar pendientes (P0 := 1% — P4[lJ). Si se consigue
la unificación del objetivo con alguna de las cláusulas del procedimiento, se
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procedure nuevasombinacion(p:programa; Fi: Resolvente; S:pila de bactracking;
V:sustitucion; C: camino de exito; EPC: entorno.productosruzado; resultado:tipo..res);
var
r,i : integer;
e: arrayll..NMAXJ of sustitucion;
result: array[1..NMAXJ of tiposes;
OP : integer; / objetivo de procedencia *1
begin
a; r := size( LA1 ... Afj);
OP := objetivoprocedencia(EPC);
parbegin
* se crean tarea&Y..secundarias para o14 a la izq. del de procedencia 4/
taret. Y(p,At,restriccion(V,(Áí )),C,EPC,secundaria, resultj Si);
tare&Y(p,Áop.. j,restriccion(V,(Áop.. 1)),C,EPC,secundaria, ..1,
0op— í);
/4 se crean tareasY.primarias para l s restantes objetivos 4/
tarea Y(p,Aop,restriccion(V,(.4
0p)),C,EPC,prirnaria, result~p, Ocr);
tarea.Y(p,A, ,restriccion(V,(A7)),C,EPC,primaria, result,., O,);
parend
i:zl;
while (i <= r) and resultado = exito do begin
resultado result1;
if resultado = exito thcn begin
Fi : aplicar(611R);
Y : Yo O¿;
end
end




Figura 2.18: Algoritmo de formación de una nueva Combinación de alternativas.
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procedure ejecucion(p~prograxna; R:resolvente; S:pila de backtraclcing;
1/: sustitucion; C:camino de ¿rito; EPC~ entornoproductocruzado;
tipotarea: tiposÁarea; resultado:tipo.res);
var
a : objetivo; P0: procedimiento asociado al predicado a;
c clausula; V’ sustitución; r, i integer;
6: array[1..NMAXJ of sustitucion; result: array{1..NMAX3 of tipo..res;
begin
repeat
[A1 A,.] conjuntoindependiente(R); r sizeffAi
> 1 then begin
parbegin fl PARALELISMO Y ~/
it tipotarea = tarea.Oprimaria or tipotarea = tarea.Y.primaria or
tipotare. taret.O..secur¿daria and objetivoproce(EPC) > 1 then
tarect Y(p,Ai ,restriccion(VJAí ))C,EPC,primaria, restltj, Oí);
clac
tarea. Y(pAí ,restriccion(V,(Aí )),C,EPC,secundaria, result¡, 6i);
pareud
1;
while (i c= r) sud resultado = exilo do begin
resultado := ?e5UJt~;
it resultado = exilo then begin
Fi : aplicar(Y~R);
V := V o
end
erid
it resultado = arito titen cornpleta4L);
clac begin /~ r = 1 /
a := R[1] / Se toma el primer atomo del resolvente
buscar..procedimiento(a,p,P.); / procedimiento asociado al atonio a/
repeat
c : P~[i]; fl Se toma la primera clausula del procedimiento /
It paralelismo0(c) titen begin
it tipotarea = tarea..Y or tipotarea = tarea.fl..secundaria titen
tarea..0(p,R,V,C,EPC,secundsria);
clac it tipotarea = tarea..O titen
tarea.0(p,R,V,C,EPC,priinaria);
1’. := - P4i3; end
resultado := unificar(a,c,V’);
mit]] (P4 = U) or resultado = arito;
it resultado = arito titen begin
it P~ <> [ then salvar(P.,R,V,S);
Y := componer( Y, Y’);
reemplasar(R,a,c); / En Fi, reemplasar a por el cuerpo de c
me±er(c,C);end /4 Se anota en O la alternativa explorada ~‘/
end
it resultado = fallo then backtracking(p,S,R,V,O,resultado);
until (1? = ~)or resultado = fallo;
cud
Figura 2.19: Algoritmo de ejecución de PDP
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almacena el estado del entorno en la pila de backtracking, se compone la
sustitución obtenida con la general y se reemplaza en el resolvente el átomo
unificado por el cuerpo de la cláusula con la que se ha unificado. Si al dar
un paso de resolución produce un resultado de fallo se realiza backtracking
recuperando un estado anterior del entorno de la pila de backtracking.
2.10 Anotación del paralelismo
PDP sólo explota el paralelismo indicado por anotaciones en el programa.
Estas anotaciones pueden realizarse bien por el usuario o bien por un pre-
compilador. Por ejemplo en el caso del paralelismoS puede disponerse de
un precompilador que realice un análisis de independencia de variables. El
paralelismoS se anota mediante el operador & entre los objetivos de la
llamada paralela:
—(p(X,Y)&q(X, Z)),
El paralelismoS) se anota mediante el símbolo * delante de las cláusulas
de un procedimiento que se desea ejecutar en paralelo. El siguiente frag-




indica que la primera cláusula se ejecutará en paralelo con la segunda y
la segunda con la tercera. A partir de estas anotaciones el compilador pro-
duce un código intermedio con el paralelismo expresado mediante las nuevas
instrucciones que se introducen.
También es posible indicar al sistema que ejecute secuencialmente una
parte del programa, de forma que aunque se llame a un procedimiento ano-
tado con paralelismo, se ejecute secuencialmente. La forma de hacerlo es
introducir un objetivo previo sec a partir del cual deja de explotarse par-









no se explota el paralelismoS de la llamda paralelela (p&q) ni el par-
alelismoS) de los procedimientos p y q.
3Procesadores básicos de PDP
3.1 Introducción
En este capítulo se describe la implementación del modelo de ejecución de los
procesadores básicos de PDP. Se ha tenido como objetivo de diseño man-
tener las técnicas de la WAM en los segmentos secuenciales de programa
conservando así las optimizaciones ya conseguidas en Prolog secuencial. De
la misma forma se ha tratado de mantener las técnicas de explotación de
cada tipo de paralelismo con las menores modificaciones. Presentamos en
primer lugar la relación de los nuevos aspectos que presenta el modelo de eje-
cución respecto al secuencial y que justifican la arquitectura de la máquina
abstracta resultante. A continuación se describe la arquitectura de un proce-
sador básico, es decir, las estructuras de datos e instrucciones que han apare-
cido como consecuencia de la explotación del paralelismo. Se describen
también los procedimientos de intercambio de trabajo entre procesadores
básicos.
3.2 Procesador básico: Extensión de la WAM
Las diferencias entre el algoritmo de la ejecución secuencial presentado en el
Capitulo 1 con el de ejecución en PDP presentado en el Capítulo 2 indican
que extensiones a la WAM requiere la implementación de PDP:
Registro del camino de éxito.
El algoritmo de ejecución de PDP distingue dos tipos de pasos de
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resolución: el que computa en paralelo un conjunto de objetivos in-
dependientes del resolvente y el que computa un único objetivo. Si
comparamos un paso de resolución de un único objetivo con la res-
olución secuencial, vemos que las diferencias consisten por una parte
en la consideración del paralelismoS) al buscar la cláusula que encaja
con el objetivo a resolver, y por otra parte, en el registro en el camino
de éxito de la cláusula seleccionada. Los procesadores básicos tienen
que anotar el camino seguido en el árbol de búsqueda, actualizandolo
cada vez que se toma una nueva alternativa o que se produce back-
tracking.
• Control de las llamadas paralelas.
El otro tipo de paso de resolución, que considera un conjunto de obje-
tivos independientes no existía en la ejecución secuencial, y por tanto
requiere extender la WAM para su iruplementación. La ejecución de la
llamada paralela se realiza creando tareasS del tipo que corresponda
según el tipo de la tarea padre y la posición del objetivo de proceden-
cia, para cada objetivo independiente. La ejecución de cada uno de
los objetivos de una llamada paralela se sincroniza para continuar la
ejecución solo cuando todos ellos han sido computados con éxito.
• Backtracking
Las acciones a realizar cuando se produce un fallo dependen del tipo
de tarea que está realizando el procesador básico. El mecanismo de
backtracking se extiende para considerar las distintas situaciones.
• Recomputación
Al crear una tareaS) se recomputa el camino de érÁto recibido de la
tarea padre. Por tanto los porcesadores básicos tienen un modo de
funcionamiento especial, en el que no seleccionan la cláusula con la
que resolver el objetivo de acuerdo con la estrategia de búsqueda de
Prolog, sino que toman la cláusula indicada en el camino de éxito.
• Consideración de distintos tipos de funcionamiento.
A un procesador básico se le puede asignar cualquiera de los tipos de
tareas descritos en el Capítulo 2. Por tanto el procesador debe distin-
guir entre distintos modos de funcionamiento según la tarea asignada
en cada momento.
3.2. Procesador básico: Extensión de la WAM 61
• Formación de producto cruzado de las soluciones de los ob-
.jetivos de una llamada paralela.
En la tareasS) secundarias, es decir, en las que han sido creadas para
la explotación del paralelismoS) en una tarea_Y la recomputación del
camino de éxito termina en una llamada paralela para la que se re-
quiere una nueva combinación de soluciones. Por tanto se introduce
un nuevo procedimiento que crea esta combinación aplicando la regla
de combinacton.
• Intercambio del trabajo pendiente.
La creación de las nuevas tareas consiste en la asignación de trabajos
pendientes a procesadores básicos. Por tanto se necesitan procedimien-
tos que seleccionen y envien la información que corresponde en cada
caso.
A continuación se describe la implementación de cada uno de estos pun-
tos.
3.21. Registro del camino de éxito
Para registrar el camino de éxito introducimos una nueva pila en cada proce-
sador (pila de camino de éxito) y un registro asociado RE que apunta a
su cima, denominado “registro de éxito”. Además introducimos un nuevo
campo en los puntos de elección con el valor del “registro de éxito”, para la
actualización automática de la pila de éxito durante el backtracking.
Cuando se crea un punto de elección se coloca en la pila de éxito la di-
rección del código que se va a ejecutar, se anota el registro de éxito en el
punto de elección y se actualiza dicho registro. Cuando se produce back-
tracking se actualiza el punto de elección con la dirección de la siguiente
alternativa a probar y la dirección de la cima de la pila de éxito con la al-
ternativa que está siendo probada actualmente. Cuando se toma la última
alternativa, el punto de elección desaparece, pero la dirección de la pila de
éxito asociada permanece con la dirección de dicha alternativa. Cuando se
cede trabajo a otro procesador se le envía el camino de éxito contenido en
la pila de éxito, cambiando la última dirección, que corresponde a la alter-
nativa que está siendo explorada, por la de la siguiente alternativa a probar
para que el procesador padre y el que recibe el trabajo exploren distintas
rama a partir de ese punto.
Así para el programa:






p :- y r, s.






Podemos encontrar el estado de la máquina como se representa en la Figura
3.1. El contenido de las pilas indica que se ha tomado la primera cláusula del
procedimiento P, la última del procedimiento Q (por lo que ha desaparecido
el punto de elección asociado) y la primera del procedimiento It. Si ahora
se cede trabajo a otro procesador, se le envía el camino: P1,Q3,R2 y se
actualiza el punto de elección 2. De esta forma si se produce fallo no se
intenta la alternativa R2, que ha sido cedida, sino la R3.
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3.2.2 Control de una llamada paralela y Formación del pro-
ducto cruzado de soluciones
Una vez seleccionados los objetivos independientes necesitamos extender la
máquina para el tratamiento de la ejecución paralela de estos objetivos. Se
introduce un conmutador de estado conmuY mediante el cual el procesador
básico distingue entre un estado de ejecución secuencial (SEC) o de ejecución
de una llamada paralela (PAR).
El registro del camino de éxito de los objetivos de una llamada necesita
un tratamiento especial ya que el camino correspondiente a cada objetivo,
que se recibe junto con la respuesta, puede llegar en un orden distinto al que
ocupan los objetivos en una llamada paralela. Para acceder a los caminos de
éxito de los objetivos de la llamada paralela, ordenandolos adecuadamente
y seleccionandolos para ser asignados a una nueva tarea, se crea una es-
tructura, el Marcador de Producto Cruzado (MPC). La información
registrada en un MPC es la siguiente:
• Por cada objetivo de la llamada paralela se registra el punto de la Pila
de Luto donde comienza el camino de exito correspondientes
• Objetivo de procedencia
• Número de objetivos de la Llamada
El MPC permite la formación del producto cruzado de soluciones apli-
cando la regla de combinación. Los MPC’s se almacenan en una pila llamada
Pila de Producto Cruzado, cuya cima está señalada por el registro Reg-
istro de Producto Cruzado.
Se necesita también un mecanismo para controlar la ejecución compar-
tida de los objetivos de la llamada y la reunión posterior de las vincula-
ciones que origina su ejecución. Este mecanismo de control de PDP es una
extensión del propuesto por Hermenegildo [33]. La tarea padre crea una
estructura en el Stack, la Llamada paralela (LP) en la que registra la
evolución de los objetivos para los que crea una serie de taxeasS.
la información registrada en una Llamada Paralela es la siguiente:
• Por cada objetivo de la llamada paralela se registra:
— procesador al que se asigna la tareaS correspondiente
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— estado de la computación:
* sin ejecutar
4 en ejecución
* ejecutado dejando alternativas pendientes
* ejecutado y sin alternativas
• Número de objetivos en ejecución
• Número de objetivos en espera de ser ejecutados
• Número de objetivos de la llamada paralela
• Valores de los registros de control del Stack
• Valor del registro de Producto Cruzado
El almacenamiento de los valores de los registros de control de la pila de
Control y del registro de Producto Cruzado permite recuperar automáticamente
estas pilas cuando se produce backtracking.
Una tareaS registra las variables libres del objetivo recibido y cuando
acaba su ejecución devuelve ala tarea padre la sustitución de respuesta com-
putada restringida a estas variables. Para una tareaS el objetivo recibido
es el objetivo inicial y solo se identifica como tareaS mediante una nueva
estructura de Stack, el Marcador de Objetivo Remoto (MPR), en la
que registra los identificativo de su procedencia:
• Identificativo de la tarea padre
• Llamada Paralela a la que pertenece el objetivo
• Orden del objetivo en la Llamada Paralela
• Valores de los registros de control de Stack(LGM,HReg,TRReg, Re-
tReg,EnvReg), en el momento de la creación de la estructura
La tarea padre se ocupa también de la ejecución de los objetivos de la
llamada que no han sido enviados a otros procesadores. Para identificarlos
como objetivos pertenecientes a una Llamada Paralela, se marcan con una
nueva estructura que se coloca en el Staclc: el Marcador de Objetivo
Propio (MO?), que registra:
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• Llamada Paralela a la que pertenece el objetivo
• Orden del objetivo en la Llamada Paralela
• Valores de los registros de control de Stack(LGM,HReg,TRR.eg, Re-
tReg,EnvReg), en el momento de la creación de la estructura
La unión de todas las instanciaciones de las variables de los objetivos de
la llamada paralela junto con la parte del resolvente pendiente de computar
configuran el entorno de trabajo del procesador padre, que sigue su evolución
según los mecanismos secuenciales. La reunificación se identifica para tener
un tratamiento especial en el backtraking mediante una estructura: Fin de
Llamada Paralela (FLP) y que contiene los valores de los registros de
control de Stack(IGM,HReg,TRR.eg, RetReg,EnvReg), en el momento de la
creación de la estructura.
3.2.3 Backtracking
Las estructuras introducidas en el apartado anterior permiten distinguir los
distintos estados de procesamiento en que puede encontrarse una llamada
paralela al producirse backtracking. Así si la llamada está incompleta, es
decir, para alguno de los objetivos independientes no se obtenido ninguna
solución, se hace backtracking a un punto anterior de la llamada. Si la lla-
mada estaba completa, se busca algún objetivo con alternativas pendientes.
Si este objetivo es remoto se comprueba que esté relacionado con el fallo
producido según el mecanismo de BI introducido. Para ello se marcan las
variables que forman parte de la sustitución de respuesta computada por
tareasS. Para realizar esta marca, la variable instanciada por una tareaS
se instancia a la primera posición libre de una tabla, la tabla de depen-
dencias, y en dicha posición se coloca la instanciación junto con el identi-
ficativo del objetivo ejecutado en la tareaS. De esta forma, siempre que al
consultar una variable se acude a la tabla de dependencias se sabe que el
objetivo cuyo identificativo aparece en la posición accedida ha contribuido
a la instanciación actual de dicha variable, lo que se señala en el registro
de dependencias (vector de bits asociados a los objetivos de una llamada
ejecutados en otros procesadores) activando el bit correspondiente al identi-
ficativo del objetivo. Cuando se necesita una nueva solución de un objetivo
ejecutado por una tareaS para tratar un fallo, solo se realiza la petición
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si el bit correspondiente a este objetivo en el registro de dependencias está
activo.
PILA DE CONTROL TABLA DE DEPENDENCIAS
Figura 3.2: Implement~i6n del DI
Esquemáticamente los puntos en que se modifica la máquina para la
incorporación del Backtracking Inteligente son los siguientes:
• Cuando se recibe la sustitución de respuesta de una tareaS, las vari-
ables instanciadas por dicha respuesta se referencian a las entradas
de la tabla de dependencias, en la que además se almacena el iden-
tificativo de la tareaS que las ha instanciado y el identíficatívo del
objetivo.
• Se dispone de un registro adicional, registro de dependencias que es
un vector de bits en el que cada bit representa uno de los subobje-
tivos ejecutados en otro procesador que han afectado a términos de la
ejecución actuad.
• Si al consultar una variable se acude a la tabla de dependencias, se
señala en el registro de dependencias el bit correspondiente al objetivo
de la posición de la tabla accedida.
• Cuando se produce un fallo y se llega. a una llamada paralela durante
el proceso de backtracking, se comprueba si el identificativo asociado
a dicho objetivo está marcado en el registro de dependencias. Sólo si
lo está se considera el backtracking de dicha llamada paralela.
• Durante la ejecución de la instrucción proceed, que finaliza la ejecución
de un objetivo, se limpia el registro de dependencias.
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3.2.4 Recomputacion
Para realizar la recomputación se incorpora un conmutador de modo de
funcionamiento cuyo estado puede ser DIRIGIDO, si el procesador sigue un
camino de éxito recibido, LIBRE si está construyendo su propio camino. Se
introduce también el registro de recomputación RR utilizado para recorrer
el camino de éxito durante la recomputación.
3.25 Consideración de los distintos tipos de funcionamiento
Un procesador básico puede funcionar en distintos modos según se encuentre
registrando o recomputando un camino de éxito dado, (libre, dirigido) o
ejecutando código secuencial o una llamada paralela (secuencial, paralelo)
y estos modos de funcionamientos pueden aparecer combinados. Cuando
aparece paralelismoS)bajoS, las tareas..Y encargadas de la ejecución de
los objetivos de una llamada paralela encuentra paralelismoS) que explotan
creando una tareaS) secundaria. Esta tarea recomputa el camino de exito
recibido, funcionando en modo dirigido y secuencial. Si aparecen llamadas
paralelas durante esta recomputación la máquina pasa a estar en estado
dirigido e Yq,aralelo, en el que explota el paralelismoS mediante tareasS
primarios. Al concluir cada una de estas llamadas la máquina vuelve a
estado dirigido y secuencial. La recomputación del camino de exito lleva a
la llamada paralela a la que pertenece el objetivo cuyo paralelismoS) originó
la tareaS) actual y para la que latarea debe explorar una nueva combinación
de soluciones. En este punto pueden darse diferentes situaciones ya que no
se recibe el camino de exilo de todos los objetivos de la llamada: no se recibe
el camino de exito de los objetivos a la izquierda del objetivo de procedencia.
Por esto, si al completar la recomputación del camino de éxito no pasamos
a estado libre, si no ha un nuevo estado combinación en el que la máquina
crea la nueva combinación de alternativas. Tenemos entonces los siguientes
modos de funcionamiento de la máquina:
• Libre y secuencial
Funciona como la WAM pero anotando el camino de éxito
• Dirigido y secuencial
La tarea toma en cada procedimiento la cláusula indicada en el camino
de éxito y no crea puntos de elección.
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• Libre y en modo de explotación del paralelismoiY
La tarea comparte con otras tareas la ejecución de los objetivos de la
llamada paralela, recibiendo de estas tareas la respuesta a la ejecución
de los objetivos y el camino de éxito seguido para alcanzarla.
• Dirigido y en modo de explotación del paralelismo..Y
La tarea comparte con otras tareas la ejecución de los objetivos de la
llamada paralela, y les indica que camino de éxito deben seguir para
obtener la solución correspondiente.
3.3 Arquitectura de un procesador básico
La arquitectura de un procesador básico está constituida por las estruc-
turas de datos de que dispone junto con el conjunto de instrucciones que
determinan su funcionamiento.
331 Estructuras de datos de un pracesadar básico
Las nuevas estructuras de datos que aparecen en la arquitectura como conse-
cuencia de la explotación del paralelismo están relacionadas con las diferen-
cias de PDP con el modelo de ejecución secuenciad. Se introduce un registro
que almacena el tipo de tarea. Las estructuras incorporadas para registrar
el camino de éxito son:
• La “pila de éxito” y el “registro de éxito”
• Un nuevo campo en los puntos de elección con el contenido del registro
de éxito al crearse el punto de eleccion.
Para realizar la recomputación se incorpora el conmutador de modo
DIRIGIDO\LIBRE.
Para el control de las llamadas paralelas se han introducido las siguientes
estructuras:
• Marcador de producto cruzado
• Llamada Paralela, para el reparto y reunificación de los objetivos de
la llamada
• Marcador de objetivo remoto
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• Marcador de objetivo Propio
• Fin de Llamada Paralela
• Conmutador conmtupary que puede estar en modo secuencial (SEC),
Y~paralelo (PAR)
Introducimos también las estructuras necesarias para el control del tra-
bajo pendiente: la tabla de alternativas y su registro asociado y la pila de
objetivos donde se almacenan los objetivos pendientes de ejecución. Re-
uniendo todos estos elementos tenemos el esquema de la arquitectura de la
Figura 3.3.
3.4 Instrucciones de un procesador básico
PDP añade al repertorio de instrucciones de la WAM instrucciones para
expresar el paralelismoS, bien de forma incondicional o bajo condiciones
de indepedencia, para expresar paralelismoS), e instrucciones para expresar
paralelismoS con paralelismoS) en su explotación. Los tipos de datos que
manejan estas instrucciones son básicamente direcciones (dir) y el tipo básico
de los datos en PDP (dato), formado por un valor y un tipo (Figura 3.4) con
el que se construyen las estructuras de PDP. El campo valor puede almacenar
un dato, en forma de referencia a la tabla de símbolos, una variable en forma
de referencia a sí misma, o una referencia a otro dato. El campo tipo indica
si se trata de una referencia o un dato y en este caso si es una variable,
constante o una estructura.
3.4.1 Instrucciones para la explotación del paralelismoN
El análisis realizado en tiempo de compilación permite saber a partir de
comprobaciones sencillas en tiempo de ejecución que objetivos cumplen la
condición de independencia y pueden ser ejecutados en paralelo. Estos ob-
jetivos y las comprobaciones de las que depende su ejecución paralela se
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Figura 3.3: Estructuras de datos de un procesador básico
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VALOR TIPO
Figura 3.4: Dato básico utilizado en la implementación de PDP
popgoal
wa:t
Estas instrucciones se basan en las propuestas por Hermenegildo [33] en
su máquina pero utilizando un único código para la ejecución paralela y se-
cuencial de las llamadas paralelas. Este código funciona en una u otra forma
según el estado de un conmutador SEC/PAR. La instrucción par.exec cambia
el estado de la máquina a ejecución paralela. Si el paralelismo detectado es
incondicional a continuación se realiza la llamada paralela. Si es condicional,
a esta instrucción le siguen las que realizan el analisis de cerrazón e inde-
pendencia en tiempo de ejecución (checbground y/o check.Ándependent). Si
alguna de estas comprobaciones falla, la máquina vuelve a modo secuencial.
El código paralelo que sigue comienza con una instrucción aflocp que anota
la información necesaria para el control de la llamada paralela (número de
subobjetivos,...) y que no tiene efecto en modo secuencial. Les siguen las
correspondientes a los subobjetivos: las instrucciones ptil que preparan la
llamada, y la instrucción cali que la realiza. Esta funciona como en la WAM
si el modo es secuenciad, y si es paralelo pone el subobjetivo a disposición
de los procesadores desocupados del sistema. La instrucción cailbocal es
una optimización de la instrucción cali para el caso del último objetivo, que
es ejecutado en el propio procesador. Después de las instrucciones corre-
spondientes a cada subobjetivo de la llamada paralela encontramos la in-
strucción poyx.goal que toma un objetivo pendiente del propio procesador. Y
por último encontramos la instrucción wait que espera el final de la ejecución
de los objetivos tomados por otros procesadores. Así el código correspon-
diente a la llamada paralela:
—f(X, Y)&g(X, 2),
seria:
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Describimos a continuación el funcionamiento de cada una de estas in-
strucciones.
par..exec
Esta instrucción cambia el estado de la máquina a estado de explotación
del paralelismoS (conmuS = PAR), lo que determina la forma de fun-





Figura 3.5: Instrucción par..exec
check4round
Esta instrucción comprueba la cerrazón de una variable si la máquina está en
estado de explotación de paralelismoS. Si no se cumple dicha condición la
máquina pasa a estado de ejecución secuenciad. Si la máquina se encontraba
en estado secuencial la instrucción no hace nada.
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Figura 3.6: Instrucción checLground
checkindependent
Esta instrucción funciona como la anterior, pero para
la condición de independencia entre dos variables.
la comprobación de
Figura 3.7: Instrucción checkindependent
alloc...p
Esta instrucción reserva espacio en memoria para la estructura utilizada
para controlar la ejecución paralela: la llamada,paralela LP. Salva el valor















lEconmuY = PAR titen
begin
y := desref(x); u := desref(y);
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Figura 3.8: Instrucción allocp
caliLocal
Esta instrucción realiza la llamada al último objetivo de una llamada par-
alela, que ocupa la posición slot. Este objetivo no se pone a disposición de
los procesadores desocupados del sistema y es ejecutado en primer lugar por
el procesador. La instrucción crea un marcado de objetivo propio (MOP) en
el stack y actualiza la llamada paralela (LP).
popgoai
Esta instrucción toma de la pila de objetivos pendientes de ejecución el
objetivo que ocupa la posición siot dentro de la llamada paralela, y después
actua como call..local. El control de programa vuelve a esta instrucción
después de la ejecución del objetivo , repitiendose el proceso hasta que no
quedan objetivos pendientes de la llamada paralela que se está tratando.
walt
Esta instrucción se utiliza para esperar las respuestas a los objetivos de una
llamada paralela que esta siendo ejecutados en otros procesadores. Cuando
se reciben todas las respuestas, si estas son de éxito, se crea un Marcador
de Fin de LLamada Paralela (FLP) en el Stack. La máquina pasa a estado
procedúre alloc..p(n..objetivos: integer n_var~ integer);
begin
LP := cima..pilaQ; /~ se crea la estructura ~/







se crea el marcador de producto cruzado ~/
MPC[RPCI[n..objetivos + l~ := ruobjetivos;
RPO = RPC + nobjetivos + 2;
¡ end
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procedure call..local(dir: direccion; slot integer; nxar:irxteger);
begin




LP{slotj procesador : id..procesador;
LP{slot] estado := enejecucion;
numnbjpend(LP) num..ob~pend(LF) - 1;
10 dir;
se actualiza el marcador de producto cruzado */
MPC[RPC][siot] RE;
end
Figura 3.9: Instrucción calliocal
secuencial (SEC).
3-4.2 Instrucciones modificadas para la explotación del Par-
alelismo.Y
Para implementar la explotación del paralelismoS han sido modificadas las




Esta instrucción tiene dos modos de funcionamiento dependiendo del estado
de la máquina. Si se está ejecutando una llamada paralela (conmuS = PAR)
coloca el objetivo a tratar en la pila de objetivos para que pueda ser cedido
a otros procesadores. En modo secuenciad (conmuS = SEC) funciona como
en la WAM, saltando al procedimiento indicado en la instrucción.
proceed
Esta instrucción realiza una distinción de casos según el valor del registro de
retorno de llamadas RetReg que le indica si se trata del finad de un objetivo










for i := 1 to n..objetivos do
sacar(pilaobj, registro[i]);




LP[slot] procesador := id..procesador;
LP[slot] estado := enejecucion;
numobjpend(LP) := num..nbjpend(LF) - 1;
10 dir
* se actualiza el marcador de producto cruzado ~/




Figura 3.10: Instrucción pop4oal
procedure waitQ;
begin





Figura 3.11: Instrucción wait
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Figura 3.12: Instrucción calI
perteneciente a una llamada paralela y si se ha ejecutado en el procesador
padre o en otro. Si se trataba de un objetivo perteneciente a otro procesador
(RetReg = MOR) se envia a este procesador la vinculación que ha producido
la ejecución del objetivo sobre las variables recibidas. Si se trataba de un
objetivo propio perteneciente a una llamada paralela (RetReg = MOP) se
actualiza el marcador de la llamada paralela. En otro caso se devuelve el
control al punto en que se realizó la última llamada.
343 Instrucciones para la explotación del paralelismoi3
PDP permite señalar los puntos del programa en que se desea explotar el






Estas intrucciones sustituyen a tryMeEise y retr-yMeEise. La razón de la
existencia de estos dos tipos de instrucciones es que cada uno de ellos dálugar
a un reparto de trabajo diferente entre el procesador padre y el procesador
desocupado que recibe el trabajo: mientras que las instrucciones qxzr ceden
una sola alternativa, las instrucciones ezec ceden todas las alternativas que
• procedure cail(dir: direccion; slot integer; n..var:integer);
begin
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procedure proceedQ;
begin




else if RetReg = MO? then
begin
LP := Jlamad&paralela(MOP);







Figura 3.13: Instrucción proceed
se encuentras a partir de la dirección que figura como último parametro de





el código compilado correspondiente, considerando la explotación del
paralelismoS) sería:
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Estas instrucciones indican al procesador que realiza la computación que
la cláusula correspondiente a la instrucción par y la siguiente pueden ser
ejecutadas en paralelo. En el ejemplo, ql y q2 se explorarían simultanea-
mente por estar el código correspondiente a pi precedido por t~rpar, al
igual que q2 y q3 por estar el código correspondiente a p..2 precedido por
rctrippar. Sin embargo, q3 y q4 no se exploran en paralelo. De esta forma
cuando se quiere considerar la ejecución paralela de un procedimiento no
es necesario hacerlo para todas sus cláusulas, sino sólo para aquellas que
interese.
Otra posibilidad de marcar el paralelismo es utilizar las instrucciones
tryAxec y ret7-LLezec:












Estas instrucciones indican que el conjunto de cláusulas que se encuen-
tran a continuación de la instrucción .ezec y el conjunto que se encuentra a
partir de la cláusula cuya dirección es el último parametro de la instrucción,
pueden ser ejecutados en paralelo. Es decir, no se cede una sola alternativa,
sino un conjunto de ellas. Por tanto, la distinción entre las intrucciones par
y las ezec permite optar entre distintas formas de reparto de alternativas
según convenga en cada programa.
3.4.4 Instrucciones par
Son las instrucciones que sustituyen a tryMeE¡se y retryMeEbe cuando se
quiere explorar en paralelo la solución que corresponde a la cláusula aher-
nativa siguiente a la actual.
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Instrucción trypar
Esta instrucción funciona como tr-yMeElse, pero anotando en la tabla de
trabajos pendientes la dirección del punto de elección que se crea y avisando
del trabajo pendiente al controlador. Como todas las intrucciones try su
funcionamiento depende del modo de la máquina. En modo LIBRE anota
el camino de éxito. En modo DIRIGIDO sigue el camino de éxito mediante
el registro RR y no crea puntos de elección. Si el camino de éxito indica
una cláusula distinta (caminoexito~RR) ~¿IC) se salta a ella. Finalmente
se comprueba si se ha terminado la recomputación (RR = RE) en cuyo caso
se pasa a modo LIBRE.
procedure try.par(ruvar:integer);
begin





RE := RE +í;
tabla..trabajos..pendjn..trabajos..pend).dir := PE;
nÁrabajotpend := nÁrabajos..pendientes + 1;
enviar.aviso(controlador,trabajo..pendiente);
cid
cisc fl modo DIRIGIDO */
begin




RR : RR + 1;





Figura 3.14: Instrucción trypar
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Instruccjón retrypar
En modo LIBRE funciona como retr-yMeElse, actualizando el punto de
elección de la cima de la pila y el camino de éxito. En modo DIRIGIDO
comprueba si se ha terminado la recomputación del camino de éxito para
pasar al modo correspondiente.
procedure retryparo;
begin
if mod = LIBRE then
begin
actualizaitpuntoeleccion(IC);
camino..exito[RE - 1] := IC;
tablaftrabajos..pend[n.trabajos..pendj dir PE
nÁrabajotpend := n..trabajot.pendientes + 1;
enviaraviso(controlador,trabajo..pendiente);
end
clac ¡* modo DIRIGIDO ~/
begin
RR := RR + 1;
lf RR = RE titen




Figura 3.15: Instrucción retry.par
3.4.5 Instrucciones exec
Las instrucciones ezec se utilizan para ceder la exploración de todas las
cláusulas adternativas a partir de una dirección que llevan como parametro.
Puesto que se cede más de una alternativa, los procesadores que reciben
este trabajo crean los puntos de elección correspondiente durante la recom-
putación.
Instrucción try...exec
Funciona como try..par, excepto que tanto en modo LIBRE como DIRIGIDO
crea un punto de elección.





it modo = LIBRE titen
begin
caminoexitofRE) := 10;
RE := RE + 1;
tabla..trabajos..pend[nÁrabajospendj dir := FE;
tabla..trabajospend[nÁrahajos..pend] .tipo := EXEO;
tablairabajospend[nÁrabajospend] salto := direxec;
nÁrabajos.pend := n..trabajos..pendientes + 1;
erxvian.aviso(controlador,trabajo..perxdiente);
end
cisc /* modo DIRIGIDO /
begin




RR := RR + 1;
it RR = RE then





Figura 3.16: Instrucción try..exec
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Instrucción retry..exec
Funciona como retr~rpar, excepto en que tanto en modo LIBRE como DI-




dmod = LIBRE then
begin
CaminO2xito[RE - 1] 10;
tablaArabajospend[nÁrabajos..pend~ dir __ PE~
tablaftrabajos.pend[nÁrabajotpendj.tipo : EXEC;
tabla..trabajospend[n..trabajospend] salto := diuexec;
enviar..aviso(controlador,trabajo..pendiente);
end
cisc /* modo DIRIGIDO ~/
begin
RR := RR + 1;
if RR = RE titen




Figura 3.17: Instrucción retryexec
3.4.6 Instrucciones modificadas para la explotación del Par-
alelismo..O
Se ha modificado el funcionamiento de las siguientes instrucciones de la
WAM:
• tryMeElse
En modo LIBRE crea un punto de elección como en la máquina se-
cuencial, y copia la dirección de la instrucción en la pila de éxito,
actualizando el correspondiente puntero y anotandolo en el punto de
elección creado. En modo DIRIGIDO salta ala siguiente dirección del
camino de éxito.
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• retryMeElse
En modo LIBRE actuaiiza el punto de elección con la dirección de la
siguiente alternativa y la dirección de la cima de la pila de éxito con
la dirección en que se encuentra. En modo DIRIGIDO no hace nada.
• trustMeElseFail
En modo LIBRE elimina el punto de elección y actualiza la dirección
de la cima de la pila de éxito. En modo DIRIGIDO no hace nada.
34.7 Instrucciones para la explotación del paralelismo O.tajo...Y
La explotación del paralelismoS puede optimizarse haciendo que las tar-
easS que comparten la ejecución de objetivos de la llamada paralela no
reciban el camino de éxito completo si no hay paralelismoS) en el objetivo
que van a ejecutar. Por esto se introduce una nueva instrucción que especi-
fra si la ejecución de un objetivo tiene paralelismoS):
calLo dir nvar
Esta instrucción funciona como calI pero si la máquina está en estado de
explotación del paralelismoS, anota en los objetivos que pone a disposicion
de los procesadores básicos desocupados si tienen paralelismoS).
3.4.8 Instrucciones de PDP
El conjunto de instrucciones de PDP aparece en la tabla 3.1. Según estas
instrucciones el código correspondiente al siguiente programa:
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Instrucciones de la WAM
putCon ri, c bldCon c getCon ri, c uniCon c exec
putVar rl, X bídVar X getVar rl, X uniVar X tryMeElse
putVal ri, X bídVal X getVal ri, X uniVal X retryMeElse
putStr ri, f bldNil getStr rl, f uniNil trustMeElseFail
putNil ri getNil ri switch.onfterm













Tabla 3.1: Tabla de instrucciones



































r\2...O: try.par O 2\2...l






En primer lugar apacece el código correspondiente al objetivo, que tras
almacenar los argumentos en los registros llama al procedimiento p. Este
procedimiento consta de una única cláusula cuyo cuerpo consiste en una
llamada paralela. La instrucción parezec conmuta entonces a modo paralelo
en el que se comprueban las condiciones de cerrazón e independencia de las
varibles de los objetivos. A continuación aparece el código correspondiente a
cada objetivo. Se utiliza la instrucción calLo para indicar que estos objetivos
presentan paralelismoS). Finalmente aparece el código correspondiente a los
objetivos q y r. Puesto que las cláusulas de estos objetivos están marcadas
para ser ejecutadas en paralelo con la siguiente cláusula del procedimiento
se utilizan las instrucciones trypar.
3.5 Procedimiento de backtracking
La Figura 3.18 muestra el algoritmo general de baclctracking. Si el recorrido
de la pila de backtracking nos lleva a un punto de elección probaremos las
alternativas que tiene pendientes el procedimiento asociado, como ocurre
en el caso secuenciad. Un Marcador de Objetivo Local indica que todas las
alternativas del objetivo ya han sido probadas (pués en otro caso se habrían
encontrado puntos de elección en lugar del marcador) y por tanto tenemos
que continuar haciendo backtracking. Un marcador de Fin de llamada Par-
alela indica que necesitamos nuevas soluciones de los objetivos de la llamada
paralela. Por tanto buscaremos uno con alternativas pendientes que si es
local se reevalua. Si es remoto, solo se pide su reevaluación al procesador
que lo ejecutó si el fallo que se está tratando está relacionado con el obje-
tivo. Si el marcador que se encuentra es una LLamada Paralela, nos indica
que uno de los subobjetivos de la llamada a fallado y por tanto podemos
interrumpir la computación de los objetivos que aún no hayan finalizado. Y
por último si el marcador nos indica que es un Objetivo Remoto informamos
al procesador padre del fallo producido.
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procedurebaclctraclcing(P: programa; S:pila de backtracking; R:resolvente;
y: sustitución);
var p(i) : lista de clausulas sin probar de un procedimiento;
begin






resultado := ejecutarobjetivo(P,R[1] ,S,ft,v,p(a)); end
Objetivo Local:
begin




while i > O and not exilo do begin
if estado(subobjetivoj) = conalt titen begin
if remoto(subobjetivoí) then
if relacionado(subobjetivoí) titen
resultado := pedir..reevaluar(subobjetivoí y);
eNe
resultado := reevaluar(subobjetivoí y);
if resultado = exito then
for j : i to nuxnero~ubobjetivos do begin
buscarprocedimiento(subobjetivo1 ,P,p(a));
resultado := ejecutar..objetivo(P,subobjetivo, ,S,R,v,p(a));
end
1:= i - 1;
end
end
















Figura 3.18: Algoritmo general de backtracking
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3.6 Intercambio de trabajo
La creación de una nueva tarea consiste en la asignación del trabajo corres-
pondiente a la tarea a un procesador desocupado. Los procesadores básicos
envían los trabajos que tienen pendientes al procesador que les indica el con-
trolador. Los procedimientos de envío de trabajo se encargan de seleccionar
la información necesaria para realizar los trabajos pendientes.
36-1 Procedimiento de envío de una tarea..Y
Este procedimiento envía un objetivo paralelo, anotando la espera de su
respuesta. El envío incluye la dirección del Marcador de la llamada Paralela
correspondiente y el orden del objetivo en la llamada paralela (slot), de forma
que cuando se reciba la respuesta se pueda actualizar la llamada paralela.
Se envía también la dirección del procedimiento asociado al objetivo y la
vinculación de sus variables, Si la tarea que se va a crear es primaria, se
envía el camino de éxito completo, si es secundaria se envía únicamente la
parte del camino correspondiente al objetivo paralelo si existe.
3.6.2 Procedimiento de envío de una taret.O
El procedimiento de envío correspondiente a una tareaS) consiste en enviar
a un procesador desocupado un camino del árbol de búsqueda a seguir. Si
la tarea que se va a crear es primaria se envía el camino de éxito de la
tarea actual cambiando la última dirección por la de la siguiente cláusula
inexplorada, que está contenida en el punto de elección asociado. Si la tarea
que se va a crear es secundaria, es decir, el paralelismoS) ha surgido durante
la ejecución de un objetivo paralelo, se realiza el producto cruzado, aplicando
la regia de combinación: se envía el mismo camino de la tarea padre para los
objetivos paralelos a la izquierda del objetivo de procedencia, la siguiente
rama a probar para el objetivo de procedencia, y todas las ramas para los
objetivos a la derecha del de procedencia.
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procedure enviarÁareaiY(M:mensaje; Obj: objetivo; S: slot;

















se actualiza el LP ~/
numsespuesta&tsperadas(LP) := numsespuestas..esperaa + 1;
end
Figura 3.19: Procedimiento de envio de una tare&Y





C[longitud - 1] := siguiente..dir(PE);
incluir~nensaje(M, 0);
end
Figura 3.20: Procedimiento de envío de una tareaS) primaria
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procedure enviartarea&secundaria(M:mensaje; ¡‘E: puntoelección
MPC: marcadorproductosruzado; 0: camino.~exito);
begin





C[longitud - longitudilamada] := siguientedir(PE);
incluirsnensaje(M, 0..auxilíar);
objetivoprocedencia := objetivoprocedencia(MPC);
for i: 1 to num.objetivos(MPO) do









Ghauxiliarflongitud - 1] := siguiente2ir(PE);
incluir..mensaje(M, Cauxiliar);
end







Figura 3.21: Procedimiento de envío de una tareaS) secundaria
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4Planificación del trabajo en PDP
4.1 Introducción
La planificación del trabaja pendiente sobre los procesadores de un sistema
paralelo es un factor decisivo en el rendimiento. La planificación puede
ser estática o dinámica, dependiendo del tiempo en que se realiza. En la
primera, todas las tareas de una computación se fijan a priori y se asignan
estáticamente a los procesadores de la red antes de comenzar la ejecución.
Para programas Prolog, que incluyen el indeterminismo en su proceso de
ejecución, es conveniente aplicar una planificación dinámica que asigne los
procesadores según aparecen nuevas tareas. El control de la planificación
dinámica puede ser distribuido o no-distribuido dependiendo de que las de-
cisiones de planificación se distribuyan o no entre diferentes procesadores.
Los algoritmos distribuidos de planificación son habituales en sistemas con
total o parcial memoria compartida en los que cada procesador puede ac-
ceder directamente a la información de los restantes. Así, el sistema MUSE
[2] coloca en una zona de memoria compartida una copia de las estructuras
que contienen la información sobre las tareas pendientes. En los sistemas
con memoria completamente distribuida [75J[l9J [11]es habitual centralizar
la información para evitar la multiplicidad de mensajes que informan sobre
el estado de un mismo procesador.
PDP funciona bajo un control jerárquico realizado por los controladores
que registran la información sobre la carga de trabajo de los procesadores
básicos, la analizan y aplican una política de planificación concebida para
que el tráfico de mensajes sea mínimo. Las tareas paralelas que ceden los
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procesadores básicas viajan del origen al destino indicado por el controlador,
pero sin pasar a través de este. Cada controlador está asociado a un grupo
de procesadores (Figura 4.1). El asignación de trabajo a procesadores perte.
nencientes a distintos grupos se realiza bajo condiciones más fuertes que en
el caso de procesadores del mismo grupo.








C: Controlador P: Prodesador bailco M: Memoria
Figura 4.1: Organización del sistema
La distribución de trabajo entre los procesadores del sistema presenta
distintos aspectos:
• Establecimiento de las unidades de división de las trabajo.
Cuando un procesador tiene pendiente la ejecución de una llamada
paralela es necesario establecer un reparto de los objetivos indepen-
dientes entre el procesador padre y los restantes procesadores. De la
misma forma, cuando un procesador dispone de distintos caminos al-
ternativos anotados con paralelismo para ejecutar un objetivo, se fija





e Selección de las trabajos a compartir.
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tos procesadores básicos se encargan de seleccionar los trabajos que
se ejecutan en paralelo teniendo en cuenta estimaciones sobre la gran.
ularidad del trabajo.
• Asignación de los trabajos seleccionados a los procesadores.
Los controladores se encargan de asignar a los procesadores desocu-
pados las tareas seleccionadas para ser ejecutadas en paralelo. Para
realizar la selección tienen en cuenta una serie de factores (orden de ex-
plotación de los distintos tipos de paralelismo, proximidad topológica,
balance de carga, antiguedad de los trabajo).
En este capítulo se describen cada uno de estos aspectos.
4.2 Unidades de división del trabajo
En el caso de la explotación del paraleismoY el procesador padre comparte
la ejecución de la llamada paralela con otros procesadores. La ejecución
de cada uno de los objetivos independientes de la llamada constituye una
tare&Y. PDP asigna cada una de estas tareas a un procesador desocupado,
de forma que son ejecutadas por el procesador padre si no hay procesadores
desocupados. Un reparto equitativo de las tareasN entre el procesador
padre y otro procesador, de forma que a su vez este compartiese su trabalo
con otros procesadores, complicaría el control de la llamada paralela ya que
la ejecución de las tareasX debe devolver una respuesta al procesador padre.
En el caso de la explotación del paralelismoO, el procesador padre cede
las ramas inexploradas del árbol de búsqueda de una en una (Figura 4.2).
De esta forma el procesador que recibe el trabajo no necesita crear puntos de
elección durante la recomputación, puesto que las alternativas que quedan
pendientes no le pertenecen. Así se optimiza tanto el tiempo como el espacio
durante la recomputación.
Otras estrategias posibles de división del trabajo son las siguientes:
• El procesador padre cede todas las alternativas excepto una
produciendose el reparto de la Figura 4.3.
• Las alternativas se reparten de forma equitativa mediante las
instrucciones ezec (Figura 4.4).
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Figura 4.2: Reparto 1: El procesador padre cede un única alternativa cada vez.
PROCESADOR 1 PROCESADOR 1 PROCESADOR 2
try
Figura 4.3: Reparto 2: El procesador padre cede todas las alternativas excepto una.
PROCESADOR 1 PROCESADOR 2
Figura 4.4: Reparto 3
4.3. Selección en tos procesadores básicos de los trabajos a compartir: Granularidad97
Las tres estrategias han sido implementadas para la explotación del par-
alelismoO, obteniendo los mejores resultados cuando el procesador padre
se queda con todas las alternativas excepto una. También se ha estudiado
el comportamiento cuando el paralelismo.O se explota siguiendo un mod-
elo por copia, resultando que no hay diferencias apreciables. La segunda
estrategia es ligeramente mejor ya que el único recargo que se introduce
es actualizar el registro back.point, que marca el punto de la pila de con-
trol hasta el que se pueden tomar alternativas pendientes. Si se optase por
una de las otras estrategias tendría que actualizarse el punto de elección
correspondiente para dejar constancia de las alternativas cedidas.
4.3 Selección en los procesadores básicas de los
trabajos a compartir: Granularidad
Los factores determinantes para la ejecución paralela de una tarea son la in-
dependencia y la granularidad. En el caso del paralelismo.X la indepen-
dencia de los objetivos que constituyen las tareasiY puede ser incondicional o
condicionada a comprobaciones que se realizan en tiempo de ejecución sobre
la cerrazón e independencia de los argumentos de los objetivos. Por lo tanto,
la condición de independencia se cumple si una llamada paralela aparece an-
otada y las comprobaciones tienen éxito (en caso de ser condicional). En
el caso del paralelismtO, la condición de independencia se cumple siempre
entre las tareasfl. La selección de las tareas entre aquellas que cumplen el
prerequisito de independencia se realiza dependiendo de la granularidad, es
decir, el recargo de trabajo que tiene asociado la ejecución paralela de una
tarea debido a la gestión del paralelismo: creación, comunicación y planifi-
cación de tareas. Es por tanto fundamental tener una estimación del grano
de un trabajo, es decir, de su carga computacional, para saber si el ahorro de
tiempo de su ejecución paralela supera el tiempo introducido por la gestión
del paralelismo.
La granularidad se puede estimar en tiempo de compilación, en tiempo
de ejecución o repartirse entre ambos. Las métodos que se aplican en tiempo
de compilación [25, 64) estiman la granularidad analizando estáticamente la
estructura del programa. Sin embargo, la granularidad de muchas tareas de-
pende de parametros que solo se conocen en tiempo de ejecución (datos de
entrada) y por tanto los métodos realizados en tiempo de compilación pueden
resultar poco precisos. Por el contrario, los métodos que estiman la granu-
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laridad en tiempo de ejecución pueden realizar estimaciones precisas, pero
introducen un recargo en el tiempo de ejecución que impide la mejora del
rendimiento. PDP sigue un esquema que obtiene toda la información posible
en tiempo de compilación, de manera que la evaluación de la granularidad en
tiempo de ejecución supone un recargo muy pequeño. Este enfoque ha sido
seguido por [64], [25] y [50]. En [641Tick propone estimarla granularidad de
un procedimiento como la suma de las granularidades de los procedimientos
de sus llamadas, y considerar la granularidad de las cláusulas autorecursivas
con valor uno. De esta forma las llamadas a s procedimientos se anotan en
tiempo de compilación con el peso corresponuiente, y un sencillo mecanismo
en tiempo de ejecución toma las decisiones de planificación en base a estos
pesos. En [781se mejora el método estimando solo la granularidad relativa
de los objetivos. Debray et al. [25] [263presentan un metodo en tiempo
de compilación para obtener la granularidad de los predicados. En primer
lugar se derivan relaciones entre los tamaños de los argumentos de entrada y
de salida, para después establecer ecuaciones de recurrencia de las funciones
que dan la estimación de la granularidad de los predicados. Estas ecuaciones
se resuelven en tiempo de compilación derivando funciones de granularidad
de los predicados en función de los tamaños de los argumentos de entrada.
De esta forma se consiguen estimaciones de alta precisión, aunque el recargo
en tiempo de ejecución debido a la obtención del tamaño de los argumen-
tos puede ser considerable, y además no siempre se dispone de un método
sistemático para resolver las ecuaciones de recurrencia. En [50] se propone
una optimización de este método basada en la observación de que a menudo
los términos han sido recorridos antes de necesitar conocer su tamaño.
Estas ideas que han dado lugar al sistema CASLOG [27] han sido incor-
poradas a PDP aunque el recargo en tiempo de ejecución se reduce aplicando
el anajisis en el momento en que se conoce el tamaño de los términos que
intervienen en la función que dá la granularidad. Se aplican además otros
controles de granularidad basados en observaciones heurísticas
4.3.1 Control de la granularidad en tiempo de compilación
El esquema de estimación de granularidad propuesto en [26] acota la gran-
ularidad de una cláusula por la granularidad de la unificación de la cabeza
junto con la granularidad de cada uno de los objetivos del cuerpo. Debido
al indeterminismo, el número de veces que un objetivo es ejecutada depende
del número de soluciones que los objetivos que le preceden pueden generar.
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Por lo tanto para la cláusula
si el tamaño de la entrada del literal L, es TL,, y el número de soluciones
que L, puede generar es Numt1 entonces la granularidad de la cláusula O
puede expresarse como
tn
Cc ~ r + Z(IINUm0T¿,)G¿I(TL,)
t=
1 i-«
donde r es el tiempo necesario para resolver la cabeza de la cláusula.
En la fórmula j -< i denota que L, precede a L, en el grafo de dependencia
que representa las relaciones de llamada entre los predicados de la cláusula.
El valor de i- depende de la métrica usada como unidad para la medida
de la granularidad, si es el número de resoluciones, r es 1, si el número de
unificaciones, 7- es la andad de H. A partir de las ecuaciones que dan la
granulanidad de las cláusulas se obtiene la ecuación que dá la granularidad
del predicado. En [26] se presenta un algoritmo paraobtener una estimación
del número de soluciones, usando propiedades de la unificación para estimar
el número de posibles vinculaciones de los conjuntos de variables. El número
de soluciones posibles de una cláusula es entonces el número de soluciones
posibles del conjunto de variables que aparecen en su cabeza. Los objetivos
recursivos se manejan usando expresiones simbólicas para denotar el número
de soluciones que generan y resolviendo (o estimando una cota superior) la
ecuación en diferencias resultante. Existen algunos trabajos sobre la res-
olución automática de ecuaciones en diferencias [23, 47]. Siempre es posible
reducir un sistema lineal de ecuaciones en diferencias a una úruca ecuacion
lineal de una variable. Los programas de [23, 47] resuelven una clase de
ecuaciones lineales en diferencias con coeficientes constantes. El problema
de resolver ecuaciones en diferencias lineales con coeficientes polinomiales
también puede reducirse a la resolución de ecuaciones en diferencias or-
dinarias. Aunque en general las ecuaciones en diferencias no lineales son
mucho más complejas que las lineales, algunas de ellas pueden convertirse
en lineales por transformación de variables.
Este análisis de granulanidad es aplicado por el sistema CASLOG [27]
para obtener una estimación de la granularidad en forma de expresión al-
gebráica del tiempo de ejecución de un predicado p para una entrada de
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tamaño u: Tq(n). Esta expresión se evalua en tiempo de ejecución, cuando
se conoce el tamaño de la entrada, proporcionando una estimación del tra-




los literales q(H) y p(L) del cuerpo de la segunda cláusula sean independi-
entes, y por tanto candidatos para ser ejecutados en paralelo. Supongamos
que la expresión T9(n) que dá la granularidad de q para una entrada de
tamaño u es 3n
2 y que el coste de creación de una tarea paralela es de
48 unidades de tiempo. Entonces, se puede generar un código para la se-
gunda cláusula cuya ejecución paralela esté condicionada a la estimación de
granularidad:
n size(H);
if 3rA < 48 tIten execute p and q secuencialmente
else ejecutar q y p en paralelo
Esta expresión algebráica de la granularidad proporcionada por CASLOG
se incorpora en tiempo de compilación al código de entrada a PDP. Para
incluir estas expresiones en los programas de PDP se añade una nueva ni-
struccion
check4ranu tamaño
que precede a las instrucciones calI de una llamada paralela. Si no se cumple
la condición de granularidad se conmuta a modo de ejecución secuencial
(conmuX = SEC). Esta instrucción es opcional. El parametro tamaño es
el resultado de despejar u de la expresión de granularidad. En el ejemplo si
3rA < 48 entonces u < 4, luego el parametro tamaño tomaría el valor 4.
4.3.2 Control de la granularidad en tiempo de ejecución
Aplicar la estimación de la granularidad que proporciona CASLOG para
un predicado requiere conocer el tamaño de 108 datos del predicado. Este
cálculo puede ser muy complejo en algunos casos por lo que la estimación
de la granularidad a partir de él puede incrementar considerablemente el
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tiempo introducido por la gestión del paralelismo. Al explotar paralelismo-Y
en PDP hay un punto en el que el tamaño del dato es conocido: en el envío
del entorno cerrado correspondiente a un objetivo. En este punto se prepara
un mensaje con el objetivo y los términos desreferenciados a que estan vin-
culadas sus variables. PDP aplica el control de granularidad basado en
la estimación proporcionada por CASLOG en este punto, aprovechando la
creación del mensaje para medir el tamaño del dato. Si el grano es infe-
rior al coste de creación de la tarea paralela correspondiente, la taréa se
ejecuta secuencialmente. En la tabla 4.1 aparecen los programas de prueba
(benchmarks), utilizados para la evaluación del paralelismo.Y y el control
de granularidad descrito en esta sección. La tabla 4.2 presenta la mejora del
rendimiento obtenida al aplicar esta técnica (sin g. sin control de granulan-
dad, con g.: con control de granulanidad). Con 4 procesadores no se aprecia
su efecto, ya que el propio tamaño del sistema limnita la granularidad. El
efecto más importante se aprecia con 8 procesadores, para los programas
mci-ge y qsort, ya que los tamaños de los datos del programa matriz son mu-
cIto menores que en los anteriores. Con 16 transputers el efecto tampoco es
apreciable, debido a que no hay suficiente paralelismo en el programa para
ocupar a todos los procesadores del sistema, y el rendimiento no mejora a





Ordena una lista de números por mezclas
Ordena una lista de números por qulcksort
Multiplica una matriz por un vector
Tabla 4.1: Programas de prueba para la evaluación del paralelismoN
4.3.3 Estimación heurística de la granularidad
PDP aplica otros controles de granulanidad basados en la observación del
comportamiento seguido por grandes grupos de programas Prolog. Estos
controles heurísticos producen una respuesta en un tiempo muy breve ya
que únicamente requieren la comprobación del patametro considerado y no
incrementan el tiempo de ejecución.
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Tabla 4.2: Control de la granularidad por el tamaño del dato
Estimación heurística de la granularidad en la explotación del par-
alelismcwO
Basandonos en la observación de que la obtención de las distintas soluciones
a un objetivo producen pilas de un tamaño similar, podemos hacer una
estimación del tiempo que tardará un procesador en alcanzar la siguiente
solución. En la tabla 4.3 aparece la descripción de los programas de prueba
utilizados para la evaluación del paralelismo.O y el control de granularidad
descrito. En la tabla 4.4, que presenta el tamaño de la pila de control al
alcanzar las primeras soluciones de estos programas, se puede observar la
próximidad de estos valores.
Programa Descripción
queen Colocación de N reinas en un tablero de
ajedrez NxN de forma que no se ataquen
chat Base de datos geográfica
farmer Acertijo
query Pequeña base de datos [12]
salt Acertijo
mm Juego del mastermind
Tabla 4.3: Programas de prueba para la evaluación del paralelismo3D
Cuando un procesador básico obtiene su primera solución registra el
tamaño de sus pilas. Cada trabajo está asociado a un punto de elección
de la pila, de manera que antes de cederlo a otro procesador se comprueba
si el tamaño del tramo de pila entre dicho punto de elección y el punto
192
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solución 1 solución 2 solución 3 solución 4
queen6 640 640 640 640
queenS 1061 1061 1061 1061
chat 400 402 382 384
farmer 658 647
query 81 81 81 81
salt 365 365 333 297
mm 6121 6093 6101 6065
Tabla 4.4: Tamaño de la pila de control al alcanzar las soluciones
alcanzado cuando se obtuvo la última solución supera cierto valor umbral
ajustado experimentalmente. El procedimiento no introduce recargo ya que
solo requiere una anotación al alcanzar cada solución y una comparación
antes de ceder un trabajo.
La Figura 4.5 representa una posible situación de la pila de un procesador
básico. Si es el tamaño alcanzado por la pila cuando se obtuvo la útima
solución. Ti y T2 son los puntos de la pila en que se encuentra el punto
de elección asociado a das tareas pendientes. Se observa que 31 está muy
próximo a T2 y por tanto la diferencia L2 entre estos puntos será menor que
el valor umbral. Esto quiere decir, como vemos por el árbol de búsqueda,
que T2 tiene un grano pequeño y no es cedido para ser ejecutado en otro
procesador. Por el contrario, Ti ,que se encuentra en la base de la pila,
está asociado a una tarea de alta granularidad como se ve en el árbol de
búsqueda. La distancia Li entre Ti y Si será mayor que el valor umbral y
por tanto Ti se cederá a otro procesador.
Se han realizado diversas medidas para evaluar el valar umbral, que
depende del programa considerado y del número de procesadores del sis-
tema. Para los programas de prueba considerados y con 8 y 16 procesadores
el valor umbral se encuentra entre tamav~opiIa/6 y tamañopi¿a/7, donde
tamaño pila es el valor de la cima de la pila de control cuando se alcanzó
la última solución, dandose la mayor desviación para el programa zebra,
que obtiene los mejores resultados con un valor umbral de tamañoq,ila/4.
La mejora del rendimiento conseguida al introducir este mecanismo aparece
en la Tabla 4.5. Con 4 procesadores el control introducido no tiene efecto.
Con 8 procesadores mejora ligeramente el rendimiento y el mayor efecto








Figura 4.5: Estimación de la granularidad del paralelismo O
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se consigue con 16 procesadores. Esta técnica es más efectiva al aumen-
tar el tamaño del sistema, ya que si
movilidad del trabajo.
es pequeño el propio tamaño limita la
programa sin g. con g. sin g. con g. sin g. con g.
query 2.6 2.6 2.8 2.9 3.0 3.4
zebra 1.8 1.8 3.5 3.7 3.6 3.9
queen(S) 2.9 2.8 7.0 7.3 12.3 12.9
queen(O) 2.4 2.4 7.5 7.7 13.8 14.2
queen(10) 3.0 3.1 7.8 7.9 14.5 14.7
Tabla 4.5: Control heurístico de la granularidad en la explotación del Paralelismofl
Estimación heurística de la granularidad en la explotación del par-
alelismoN
Otro factor que puede aprovecharse para controlar la granularidad se basa
en la observación de que en muchos programas los objetivos de mayor grano
se encuentran cerca de la raíz del árbol de búsqueda. Por tanto podemos
estimar que los sucesivos trabajos pendientes que se producen tienen un
grano igual o inferior al de los anteriores. Basandonos en esta observación
podemos optimizar el rendimiento si cada procesador básico deja de explotar
el paralelismoiY cuando en la última ocasión en que lo ha hecho ha tenido
que esperar por la respuesta a un objetivo un tiempo mayor que el que ha
tardado en ejecutarse dicho objetivo. Se trata de un mécanismo que no
introduce recargo en el tiempo de ejecución, ya que únicamente exige medir
los tiempo de espera y de ejecución del objetivo. Este último se envía al
procesador padre junto con el objetivo. La Tabla 4.6 muestra el resultado
de incluir este control en el sistema. En la tabla se observa que la aplicación
de este control de granularidad no tiene efecto para 4 transputers, empieza
a ser efectivo con 8 transputers y proporciona los mejores resultados con 16
transputers.
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Tabla 4.6: Control heurístico de la granularidad en la explotación del ParalelismoY
4.4 Planificación del trabajo por los Controladores
Los controladores son los encargados de registrar los trabajos paralelos y
gestionar la planificación. Para ello reciben información sobre el estado de
los procesadores básicos. En relación con la carga de trabajo un procesador
básico puede estar en los siguientes estados: desocupado, si no tiene trabajo,
ocupado si está realizando un trabajo, o donante, si tiene trabajo pendiente.
PDP no sigue uno de los algoritmos clásicos de reparto de trabajo [42, 62, 76]
en los que la donación del trabajo es iniciada bien por el donante o por el
receptor sino que tanto los procesadores donantes, como los desocupados,
informan de su estado al controlador encargado del grupo. El controlador in-
dica a los procesadores básicos donantes a que procesador desocupado deben
enviar su trabajo pendiente. De esta forma se evita que procesadores ocu-
pados sean interrumpidos por peticiones que no pueden atender. Asimismo
se reduce el número de mensajes intercambiados. El esquema seguido para
la asignación de trabajos es el siguiente:
• Un procesador que tiene trabajo pendiente hace una estimación del
grano de este trabajo como se describe en la Sección 4.3. Si el grano es
suficiente avisa de ello al controlador, indicando el tipo de paralelismo
al que corresponde el trabajo.
• Los controladores reciben avisos de procesadores donantes así como
de procesadores desocupados. Al recibir un aviso de un procesador
desocupado selecciona un trabajo pendiente de acuerdo a los criterios
que se desarrollan en el apartado 4.4.4.
• Si un controlador comprueba que todos los procesadores de su grupo
están ocupados, y quedan trabajos pendientes, informa de ello al con-
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troladores del nivel superior. Los controladores que comprueban que
el porcentaje de procesadores desocupados en su grupo excede un
valor fijado experimentalmente informan al controlador superior de
que pueden recibir trabajo.
Aunque el envío de información al controlador no es exactamente periódico,
está sujeto a restricciones que evitan que se informe de cada cambio en la
carga de trabajo de un procesador, como se describe en la Figura 4.6. Man-
tener el número exacto de trabajos pendientes que tiene cada procesador
requiere un envío continuo de mensajes con el controlador, que incrementa
considerablemente el tiempo de ejecución. Por esto se mantiene una aprox-
imación a este valor. Los procesadores básicos sólo informan al controlador
cuando pasan de tener trabajos pendientes a no tenerlos y viceversa. De
esta forma el controlador sabe qué procesadores son donantes y cuales están
desocupados, aunque desconoce la cantidad de trabajo pendiente.
case of
trabajo pendiente:
numÁrabajopendientes := numÁrabajotpendientes + 1;




numÁrabajopendientes := numÁrabajospendientes - 1;
if num.trabajospend = O then
enviar.avisoaiotra~;
ejecucionirabajoq,endiente:
numirabajopendientes := numÁrabajos.pendientes - 1;
if nunrtrabajospend = O then
enviar.aviso.notraQ;
end
Figura 4.6: Criterio de los procesadores básicos paraactualizar la información sobre
su estado
t4.1 Controladores
El esquema de funcionamiento del controlador aparece en la Figura 4.7.
Uno de estos procesadores está identificado como inicial y comienza la eje-
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type
tÁrab: array[1..NMAXrRA] of integer; Lpet: array[1..NMAX.PET] of integer;
procesa controlador(p:programa; nurruprocesadores:integer);
var
resultado: boolean: trabajo, peticion: integer;
numÁrabajos, nurr eticiones, num..peLencurso: integer;
tabla..trabajos: Ltrab; tablapeticiones, tablapeLencurso: Lpet;
begin




it (num.peticiones > O) then seleccionarproeesador(origen(M>,
tabla..peticiones, peticion, numpeticiones);
if (peticion <> O) tben begin
enviartpeticion(origen(Mfl;
marcar..peticion(peticion); num.peticiones := numpeticiones -
numpeLencurso := riumpeLencurso + 1; end
cIsc begin
anotarÁrabajo(origen(M), tabla..trabajos);
numirabajos : numÁrabajos + 1; end
peiíciánlrabajo:
if (numftrabajospend > O) then
it (origen(M) <> controlador..padre) or (nurnpeticiones = 0) then
seleccionar..trabajo(origen(M),tablaftrabajos,trabajo,numirabajos);
it (trabajo <> O) then begin
enviar.peticion(origen(tablairabajo[trabajo]));
marcar.peticion(peticion); num..peticiones := num..peticiones - 1;
nurrupeLencurso := num..peLencurso + 1~ end;
cIsc begin
anotaupeticion(origen(M), tabl&.peticiones);





numpeLencurso := num.peLencurso - 1;
itegactofl:
desmarcar.peticion(origen(M)); borrarArabajo(trabaja(M));
nunvpeticiones := numpeticiones + 1
numpet,.encurso : num.peLencurso - 1; end
end
if (nurrnpeticiones > MINJDCU) then fl pocos ocupados *1
enviarpeticionxontrolador(controlador..padre);
end
Figura 4.7: Esquema del controlador
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cución del objetivo mientras los restantes procesadores envian peticiones de
trabajo al controlador que las anota en una tabla (anotar~etición). Cuando
surge paralelismo en una ejecucion, el procesada informa de ello al contro-
lador, que también lo anota (anotarirabajo). Al recibir un aviso de tra-
bajo pendiente el controlador comprueba si hay procesadores desocupados
(numpeticiones > O) y si es así selecciona uno de estos procesadores de
acuerdo a los criterios de planificación que se presentan en el apartado 4.4.2,
enviando la petición al procesador que posee el trabajo. Cuando el contro-
lador recibe una petición de trabajo, comprueba si hay trabajos pendientes
(numÁrabajos> O) enviando la petición al procesador con trabajo pendiente
seleccionado. Si la petición de trabajo viene de un controlador de nivel su-
perior, solo es atendida si todos los procesadores del grupo estan ocupados.
El controlador marca las peticiones pendientes de ser confirmadas. El proce-
sador que recibe un trabajo envía confirmación al controlador. Puede ocurrir
que al llegar el mensaje de petición a un procesador, el trabajo ya no esté
disponible. En este caso el procesador envía un mensaje de negación al con-
trolador Cuando el controlador recibe un mensaje de confirmación borra de
sus tablas el trabajo y la petición pendientes, mientras que si recibe un men-
saje de negación, borra el trabajo y desmarca la petición, para que vuelva
a ser considerada cuando haya trabajos pendientes. Cuando un procesador
empieza a ejecutar un trabajo que el controlador tenía anotado como pen-
diente, envía un mensaje de borrarJrabajo al controlador. Si el controlador
detecta que el número de procesadores desocupados de su grupo supera un
umbral, (MINflCU), que depende del número de procesadores por grupo y
de grupos del sistema, envía una petición al controlador del nivel superior
4.4.2 Planificación del trabajo por los controladores
Los controladores realizan la planificación atendiendo en primer lugar a una
restricción que existe en la asignación de las tarea&.Y para que el resultado
de la ejecución sea correcto: los objetivos ejecutados en un mismo procesador
deben mantener el orden o precedencia dado por un recorrido en profundi-
dad y de izquierda a derecha del árbol de búsqueda. Para la asignación a
procesadores desocupados de las tareasiY que cumplen la restricción y las
tareas_O los controladores aplican una política de planificación que consid-
era diversos factores.
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4.4.3 Restricción a la planificación: Precedencia de objetivos
Al explotar el paralelismoY, si no se mantiene la precedencia entre los ob-
jetivos ejecutados por una misma tarea, es decir si se ejecutan en un orden
distinto al que dA un recorrido en profundidad y de izquierda a derecha
del árbol de búsqueda, pueden aparecer los problemas garbage slot y trapped
goal, señalados por Hermenegildo [33].El primero se refiere a la aparición de
una zona de memoria correspondiente a un objetivo A cedido por otro proce-
sador que se encuentra protegida por el entorno correspondiente a otro obje-
tivo B anterior en el árbol. Al tratar un fallo puede ocurrir que se produzca
backtmcking de A antes que de B. Si como resultado de dicho backtracking,
el entorno correspondiente a A debe desaparecer, quedará una zona de la
pila vacía. Los garbage slots de la memoria pueden recuperarse en un pro-
ceso de recolección de basura y en muchos casos se recuperan directamente
por un backtracking posterior. El problema llamado trapped goal es más
grave, ya puede llevar a un funcionamiento erroneo del sistema. Este prob-
lema aparece cuando un objetivo que se encuentra en la memoria “tapado”
por uno anterior requiere la obtención de nuevas soluciones. En general el
espacio reservado para el cálculo de la primera puede ser insuficiente para
los cálculos posteriores.
Para preservar la precedencia de objetivos, el controlador almacena la
historia de las tareasx’ realizadas por cada procesador, comprobando que se
cumple la precedencia a partir de un número identificativo asignado a cada
tareaN y del nivel que corresponde a cada tarea en el árbol de búsqueda,
que se calcula sumando 1 al nivel del objetivo padre. El controlador sólo
dA una orden de asignación de una tareaiY cuando se trata de una tarea de
nivel inferior a la última ejecutada en el procesador destino, o que siendo
del mismo nivel tiene un identificativo mayor.
4.4.4 Criterios de planificación
Para establecer la política de planificación se ha considerado en primer lu-
gar el caso en existen tareasY y tareasfl pendientes. Una vez establecido
un orden de explotación entre los dos tipos de tareas se ha realizado una
selección entre distintas estrategias de planificación basadas en aferentes
critérios: proximidad topológica entre el procesador donante y receptor, bal-
ance de carga entre los procesadores donantes y antiguedad de los trabajos
pendientes.
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Orden de explotación de los distintos tipos de tareas
Se ha realizado un estudio comparando distintas estrategias para establecer
un orden de selección entre las tareasN y tareas..O pendientes cuando se
atiende una petición de un procesador del mismo grupa:
e Estrategia 1: Asignar las tareas más antiguas sin atender al tipo al
que pertenecen.
• Estrategia 2: Dar prioridad a la asignación de las tareasiJ.
• Estrategia 3: Dar prioridad a la asignación de las tareasX.
Las pruebas se han realizado con unos programas de prueba (benchmarks
sintéticos que presentan paralelismo de ambos tipos con grano grueso. El









p<X) :— 1 > 0, Xl is X — 1. p(Xl)
Hay paraleismoi2 en el procedimiento check. El paralelismoY aparece
en el cuerpo de la cláusulas de este predicado. El siguiente programa
(sintético 2) presenta parallelism ObajoY:
check{X).




pl(X,Xs) :- X > 0, Xl is X-l, pl(X1,Xs).
p2(0,b).
p2(X,Xs) :- X > 0, Xl is X-1, p2(X1,Xs).
tirnes( 1000).
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Los resultados obtenidos siguiendo cada una de las estrategias consider-
adas aparecen en la tabla 4.7. Cuando el número de procesadores del sistema
es suficiente para asignar todas las tareas pendientes es indiferente el orden
de explotación (sintético 1). Sin embargo, cuando no es así (sintético 2 con 8
procesadores), y lo que interesa es obtener todas las soluciones, se obtienen
mejores resultados dando prioridad a la explotación del paralelismo0, ya
que se reparte trabajo de mayor granularidad. Asignando las tareasN en
primer lugar se consigue obtener en menor tiempo las primeras soluciones,
pero se retrasa la obtención de las últimas.
8 proc. 16 proc
.
programa estr. 1 estr. 2 estr. 3 estr. 1 estr. 2 estr. 3
sintético 1 4.5 4.5 4.5 4.4 4.4 4.4
sintético 2 2.3 2.7 2.3 3.4 3.4 3.4
Tabla 4.7: Mejora dci rendimiento obtenida siguiendo distintos ordenes de ex-
plotación de los tipos de tareas
Cuando el controlador considera la asignación de una tarea a un proce-
sador perteneciente a un grupo distinto al que posee tareas pendientes,
selecciona una tareaiJ. Las tareas..Y se ejecutan en el mismo grupo de proce-
sadores básicos en el que se produjeron, ya que en este tipo de paralelismo
es más importante la localidad pués el tráfico de mensajes entre los proce-
sadores que comparten un trabajo es mayor (envío de respuesta al padre y
backtracking).
Selección de una estrategia de asignación de tareas
El controlador puede seguir distintos criterios para realizar una asignación
de trabajo cuando existe más de una tarea pendiente y más de una petición:
• Proximidad topológica
Se auigna el trabajo pendiente al procesador desocupado que tiene
asociado el mismo controlador y que está físicamente más próximo al
donante. Sólo si no hay procesadores desocupados entre los correspon-
dientes al mismo controlador se cede el trabajo a otro grupo.
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• Balance de carga
Se selecciona en primer lugar los trabajos pertenecientes al procesador
básico con el mayor número de trabajos pendientes. Para ello se re-
quiere conocer la carga de trabajo pendiente de cada procesador.
• Antiguedad de los trabajos
Se seleccionan los trabajos más antiguos.
• Granularidad
Se selecciona el trabajo de mayor grano entre los pendientes. Para
seguir este criterio se requiere informar al controlador de la granulan-
dad de cada trabajo pendiente.
• Ejecuciones comunes
Al explotar el paralelism&O en PDP se aprovecha la parte coincidente
de la computación anterior y la futura, evitando su repetición. Por
tanto se seleccionan las asignaciones de trabajo entre proceadores que
lo han compartido previamente.
El orden de aplicación de estos criterios determina las distintas políticas
de planificación. En PDP han sido investigadas las prioridades de aplicación
de aquellos criterios que más pueden afectar al rendimiento del sistema. Te-
niendo en cuenta que todos los trabajos que han sido notificados al con-
trolador tienen la sufienciente granularidad para que convenga su ejecución
remota, nos centramos en los restantes criterios clasificando las estrategias
consideradas para elegir el procesador donante que cede un trabajo de la
siguiente forma:
• Estrategia A: Por proximidad topológica
Se elige el procesador donante más cercano físicamente al procesador
desocupado.
• Estrategia B: Por balande de carga
Se elige el procesador donante con mayor carga de trabajo, aunque
se mantiene la prioridad de cesión de trabajo entre procesadores del
mismo grupo.
• Estrategia O: Por Antiguedad
Se elige el procesador dotante cuyo aviso se recibió antes.
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La tabla 4.8 muestra la mejora del rendimento utilizando cada una de las
estrategias en un sistema con 8 y 16 procesaores. Los resultados muestran
que la mejor estrategia es la A, que elige el procesador donante más cercano
al procesador desocupado que recibe el trabajo. Esta estrategia optimiza el
tráfico de mensajes en la red y aumenta las probabilidades de que proce-
sadores que han compartido trabajos previamente lo hagan de nuevo, lo que
optimiza la explotación del paralelismofl que evita la recomputación de la
partes del entorno comunes entre el procesador donante y el receptor. La
peor estrategia es la B, ya que es la que requiere un analisis más complejo y
el envío de mayor cantidad de información para conocer la carga de trabajo
de cada procesador. La estrategia C proporciona resultados mejores que la
B ya que no necesita realizar ningún analisis. Las ventajas de la estrategia
A sobre las otras se acentuan al aumentar el número de procesadores del
sistema.
8 proc.
























Tabla 4.8: Mejora del rendimiento utilizando distintas estrategias de planificación
4.4.5 Esquema general de planificación
Estableciendo un orden de aplicación de los criterios presentados se ob-
tiene el esquema de selección de trabajos de PDP (Figura 4.8). Se selec-
ciona el trabajo que correspondende al procesador más próximo al que hace
la petición procedente de la. explotación del paralelismoiJ silo hay. En
otro caso se selecciona el más próximo procedente de la explotación del
paralelismo Y siempre que se cumpla la restricción de la precedencia.
La Figura 4.9 describe el algoritmo de elección del procesador al que
asignar un trabajo pendiente. Se selecciona entre los procesadores desocu-
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procedure seleccionar.Xrabajo(peticion:integer; tablaÁrabajos: tAraba;
1 numAra: integer; VAR trabajo: integer);
Var
nt: integer; ¡~ contador de trabajos comprobadas */
begin
1~ Se selecciona el trabajo de paralelismofl mas proximo ~/
trabajo := selecproximoparO(trabajo, tabl&tra, numtra);
if (trabajo = 0) tIten
trabajo := selec.proximoparY(trabajo, tablaira, numira);
end
Figura 4.8: Algoritmo de selección del procesador con trabajo pendiente que aten-
derá una petición de trabajo.
pados el que se encuentra físicamente más próximo al procesador que posee
el trabajo. Si el trabajo procede de la explotación del paráieismoY se com-
prueba que se cumpla la condición de precedencia. Si no se cumple se pasa
a considerar otro de los procesadores desocupados.
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Figura 4.9: Algoritmo de selección del procesador al que se asigna un trabajo
pendiente.
procedure seleccionarprocesador(trabajo: integer; tabl&pet: t..pet;
numpet: integer; VAR peticion: integer);
var




¡ whule not seleccionado and (np c numpet) do
begin
1* Se busca el procesador desocupado mas proximo ~/
peticion := selec..proximo(trabajo, np, tabla..pet);
1* Si es de paralelismoY se comprueba la precedencia */
if tipo(tab)aÁrabajoftrabajoj <> Y or precedencia(trabajo,peticion) then
seleccionado := true
cisc
np := np + 1;
end
if not seleccionado then peticion := O;
end
5Implementación de PDP sobre
una Red de Transputers
5.1 Introducción
PDP ha sido desarrollado para ser implementado en una arquitectura muí-
tiprocesadora con la memoria distribuida, en la que la comunicación entre
procesadores se realiza únicamente por paso de mensajes. Aunque puede ser
implemerttado sobre cualquier arquitectura de este tipo, actualmente lo ha
sido sobre un red de transputers, un dispositivo programable en un único
chip con un alto rendimiento, que ha sido desarrolado por la compañia In-
mas, para facilitar el diseño de los sistemas multiprocesadores debilinente
acoplados. Consta de un procesador de 32-bit basado en ideas RISC con
una memoria RAM interna estática, un interface de memoria configurable
para acoplar memoria externa (lo que simplifica el diseño de sistemas de
transputers), cuatro enlaces de comunicación de alta velocidad (20 Mbit/s
en el transputer TSOO) para la conexión con otros transputers y un interface
opcional para aplicaciones especificas como una unidad de control de disco
o un coprocesador en punto flotante. El transputer facilita el tratamiento
de la concurrencia, ya que a diferencia de otros procesadores en los que
el tratamiento del proceso multitarea se realiza por software, mediante el
sistema operativo, en el trasputer este tratamiento está contenido en el
microcódigo del procesador, por lo que proporciona un rápido cambio de
contexto Existen diferentes entornos de programación para el desarrollo
de software para transputers. Occam constituye el más bajo nivel en que
los transputers pueden ser programados, pudiendo verse el transputer como
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una máquina virtual para la ejecución de programas en Occam. Aunque es
posible programar los transputers en una mezcla de lenguajes, de forma que
secciones de código fuente escritas en diferentes lenguajes formen parte de la
implementación, en la práctica presenta diversos problemas [44]. Por estas
razones PDP ha sido desarrollado en ANSI O paralelo de Inmos [79] , que es
compatible con el diseño de Kernighan y Ritchie [46]y soporta el paralelismo
mediante librerias de procedimiento de comunicaciones y tratamiento del
procesamiento multitarea.
Cada nodo de la red implementa un procesador básico o un controlador
en los que se ha separado las funciones de procesamiento y comunicaciones
para prevenir bloqueos. Se ha estudiado la topología de la red más apropiada
para PDP, optando por una red toroidal. Se presenta también el procedi-
miento de encaminamiento de mensajes necesario para la topología elegida.
Finalmente se presentan los detalles del desarrollo de PDP.
5.2 Asignación de Procesos a Procesadores
La asignación de tareas a los procesadores de una red puede ser estática o
dinámica. La primera sólo es posible si se conocen a priori todas las tareas
paralelas. Debido a la limitada conectividad de los transputers (4 enlaces),
la asignación de las tareas correspondientes a más de un procesador basico a
un mismo trasputer obligaría a multiplexar por software las comunicaciones
en los enlaces de comunicación introduciendo un alto recargo en el tiempo
de comunicacion. Los procesadores básicos que procesan trabajos proce-
dentes de la explotación del paralelismoO y del ObajoY, pueden ocupar
todo el tiempo de CPU del procesador ya que no se producen tiempos de es-
pera. Por otra parte, los procesadores básicos encargados de estos trabajos
después de terminar la computación pueden realizar cualquier nuevo tra-
bajo del sistema. Por tanto se ha optado por asignar a cada procesador los
procesos correspondientes a un único procesador básico, evitando así la mul-
tiplexación de los enlaces. Un procesador básico que explota paralelismoY
o que procesa un trabajo procedente de la explotación del paraleismoY,
pueden producirse esperas de respuestas En estos casos, para evitar que
un procesador se encuentre parado mientras queda trabajo pendiente en el
sistema, se ha optado por permitir la creación de un nuevo procesador básico
en el procesador. Este nuevo procesador básico únicamente se ocupará de
trabajos derivados de la explotación del paralelismoN que ha originado la
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espera. De esta forma al terminar el tiempo de espera los nuevos proce-
sadores básicos pueden desaparecer evitando así la multiplexach5n de los
canales. Por tanto, el esquema de asignación de procesos a procesadores
queda de la siguiente forma:
• Inicialmente se hace una asignación estática de los procesos correspon-
dientes a los procesadores básicos y a los controladores a los transput-
ers.
• Esta asignación se mantiene siempre que ese explota paralelismo.fl u
O bajoY
• Si al explotar paralelismoY un procesador básico queda en estado de
espera, crea un nuevo procesador básico en el mismo transputer que
puede encargarse de trabajos derivados del paralelismoX explotado.
Los nuevos procesadores básicos del transputer desaparecen al termi-
nar el tiempo de espera
Este esquema se realiza con la intervención del controlador, que registra
la procedencia de los trabajos en la explotación el paralelismoN, pudiendo
de esta forma asignar a los procesadores básicos creados dinámicamente los
trabajos apropiados.
5.3 Procesos de un procesador básico
Los enlaces de comunicación entre transputers realizan una comunicación
en serie. Estos enlaces son síncronos (Figura 5.1), por lo que no se necesita
almacenamiento. Un proceso que va a enviar un mensaje espera a que el pro-
ceso receptor esté preparado para recibirlos y vice versa (rendez-votu). Este
sincronismo puede dar lugar a problemas de bloqueo en las comunicaciones,
ya que si dos porcesos estan intentando enviarse un mensaje mutua y simul-
taneamente, ninguno de los dos será atendido por el otro y se bloquearán,
pudiendo darse esta situación entre más procesadores (Figura 5.2).
Para evitar posibles bloqueos, en cada procesador se han separado las
funciones de comunicación y de procesamiento, existiendo tres procesos en-
cargados de la entrada, la salida y el procesamiento respectivamente según
se representa en la Figura 5.3. De esta forma aunque el proceso de salida se
quede en espera de atención por parte de transputer destino, el proceso de




















Figura 5.2: Situación de bloqueo
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entrada puede seguir recibiendo mensajes que almacena, impidiendo así que
otros transputers queden también a la espera.
Figura £3: Esquema de procesos en un procesado básico
El proceso de entrada está suspendido hasta que llega un mensaje por
cualquiera de los canales de entrada del procesador. Los mensajes se al-
macenan en una zona global de memoria (mensajeent) cuyo acceso está
controlado por un semáforo (sema..ent), y desde la que son tomados para su
tratamiento.
{{{ InputProcess Y»







En primer lugar el proceso se protege de la interrupción software SI-
GUSRí mediante la instrucción signal, de manera que no tenga efecto sobre
3.
122 5. Implementación de PDP sobre una Red de Transputers
él. La instrucción ¡‘rocA ltList deja el proceso suspendido hasta que se recibe
un mensaje por cualquiera de los canales de Input. Cuando esto ocurre de-
vuelve a Index el número del canal por el que se ha producido la entrada.
Con la instrucción Sem Walt se solicita el semáforo de acceso a la zona de
memoria utilizada para la entrada sema..ent. Después de recibir el mensaje
se libera el semáforo (instrucción SemSignal).
El proceso dedicado a la interpretación de código WAM está continua-
mente ejecutando instrucciones hasta que es avisado de la llegada de men-
sajes.
{{{ Waxnprocess >3.>










El proceso se protege de la interrupción software SIGUSRí y a contin-
uación entra en un bucle de tratamiento de mensajes e instrucciones. Dentro
de este bucle puede necesitar enviar un mensaje, por ejemplo para avisar
de que se ha producido un nuevo trabajo. Para avisar al proceso de sal-
ida de que tiene un mensaje para enviar se activa la interrupción software
SIGUSRí mediante la instrucción mise.
El proceso de salida esta inactivo hasta que es despertado mediante una
interrupción software (signal) cuando se necesita enviar un mensaje.
{C{ QutputProcesa 3.)->













El proceso se prepara para detectar la interrupción software SIGUSRI
cuando se produzca (instrucción signan. A continuación mediante la in-
strucción ProcRescheduleel proceso se pone al final de la cola de planificación
de procesos, de manera que no se activará mientras el resto de procesos esté
activo o no llege la señal SIGUSRí. Cuando otro proceso desea enviar un
mensaje activa la señal que despierta al proceso de salida. Este solicita el
semáforo de acceso a la zona de memoria utilizada para la salida, envia el
mensaje y libera el semáforo.
5.4 Protocolo de mensajes
En los sistemas distribuidos es necesario especificar y validar el diseño del
protocolo de comunicaciones. En PDP se ha utilizado un sistema de tran-
siciones para modelizar el protocolo. Un sistema de transiciones tiene un
conjunto de estados y un conjunto de transiciones entre dichos estados. Em-
plearemos una representación similar a la utilizadada por Zafiropulo et aL
[77]. Los tipos de mensajes que intercambian entre el controlador y los
procesadores básicos de PDP son los siguientes:
• CODIGO
Es un mensaje enviado por el controlador a cada procesador básico
conteniendo el código de programa y la tabla de símbolos
• PETICION
Es una mensaje que envian los procesadores básicos sin trabajo al
controlador pidiendo trabajo.
• TRABAJOSENDIENTE
Es enviado al controlador por los procesadores básicos con trabajo
pendiente.
• INTERCAMBIO
Es una orden de intercambio de trabajo que envia el controlador a
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un procesador básico con trabajo pendiente, indicandole el procesador
desocupado al que debe enviarselo.
• CONFIRMACION
Es enviado al controlador por un procesador básico que ha recibido
trabajo de otro.
• NEGACION
Es enviado al controlador por un procesador básico que ha recibido un
mensaje de INTERCAMBIO que no puede satisfacer por haber dejado
de tener trabajo pendiente.
• BORRAR
Los procesadores básicos que dejan de tener trabajo pendiente envian
este mensaje al controlador para informarle de ello.
• RESPUESTA
Cuando un procesador básico con una taarea de tipo nodofl termina
la ejecución que se le habla asignado, envia la respuesta de éxito o fallo
al controlador mediante este mensaje, para ser presentado al usuario.
Los posibles estados del controlador son:
• Libre
Es el estado inicial y significa que el controlador no tiene pendientes
ni peticiones ni trabajos que atender.
• Esp.petición
En este estado el controlador que ha sido informado de la existencia de
trabajo pendiente en el sistema, espera la petición de un procesador
desocupado para dar la orden de intercambio de trabajo.
• Esp.trabajo
El controlador ha sido informado de la existencia de procesadores libres
en el sistema y espera un aviso de trabajo pendiente para dar la orden
de intercambio.
• Tratamiento.peticiones
Cuando hay trabajo pendiente en el sistema y procesadores libres en
el sistema, el controlador hace un analisis del intercambio de trabajo
más apropiado según los criterios del capitulo 4.
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• Espxonflrmaci¿n
Después de dar una orden de intercambio de trabajo, el controlador
espera la confirmación de que ese intercambio se ha producido efecti-
vamente
• Espnegación
Si una orden de intercambio de trabajo del controlador se ha producido
al mismo tiempo que un aviso de borrar ese trabajo por parte del
procesador que lo tenía pendiente, se recibirá una negación a dicha
orden de intercambio.
El mensaje CODIGO conteniendo el código del programa es enviado
por el controlador a los procesadores básicos inicialmente y no ha sido rep-
resentado en el protocolo de comunicaciones para simplificar el esquema.
La Figura 5.4 describe el protocolo de mensajes entre el controlador y los
procesadores básicos. Los mensajes con que se etiquetan las transiciones
van acompañados de un signo que indica si son de entrada (+) o salida (—).
El controlador comienza en estado Libre. Si recibe una PETICION
pasa a estado de espera de un aviso de trabajo pendiente Espárabajo.
Cuando recibe un mensaje de TRABAJO pasa a Tratamiento..peticiones,
estado en el que analiza que petición de las recibidas es conveniente atender
en primer lugar, dando entonces una orden de INTERCAMBIO y pasando
a estado de espera de la confirmación de que se ha producido el intercambio
(iEspsonfirmnación). Cuando recibe el mensaje CONFIRMACION del
Figura 5.4: Protocolo de mensajes entre eí controlador y los procesadores básicos
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intercambio de trabajo, pasa a estado Libre. Si en lugar de una confir-
mación recibe un aviso del temporizador, indicando que ya debería haberse
recibido la confirmación, tras anotar de nuevo la petición correspondiente al
intercambio que no ha sido confirmado, vuelve al estado de Esp..trabajo.
Si en lugar de la confirmación se recibe un mensaje de BORRAR el trabajo
que se había ordenado intercambiar, se pasa al estado Espnegación en el
que se espera el mensaje NEGACION que envía el procesador que tenia
el trabajo. Cuando llega la negación se vuelve al estado Esp..trabajo.
Los estados en que puede encontrarse un procesador básico son:
• Libre
Se trata del estado inicial.
• EspÁrabajo
El procesador esta desocupado.
• Activo
El procesador está computando el trabajo recibido.
• Activoxonirabajopendiente
El procesador está computando el trabajo recibido, en el que ha encon-
trado paralelismo y por tanto puede ceder trabajo a otros procesadores.
• Esprespuesta
El procesador está esperando la respuesta a un trabajo que envió a
otro procesador.
Los mensajes intercambiados entre procesadores básicos son:
• TRABAJO
Es un mensaje que contiene trabajo pendiente.
• RESPUESTA
Se trata de la respuesta que un procesador que recibió una tareaY,
envía al procesador que le envió dicha tarea.
• REDO
Es enviado por un procesador que ha enviado una tareaN al proce-
sador al que se la envió, para pedirle una nueva respuesta a dicha
tarea.
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• KILL
Es una orden enviada por un procesador que ha enviado trabajo al
que se lo envió, para que desheche el trabajo recibido.
Figura 5.5: Protocolo de mensajes entre procesadores básicos
El protocolo de comunicaciones entre procesadores básicos se describe
en el diagrama de la Figura 5.5. Un procesador básico se encuentra ini-
c:alxnente en estado Libre. flas enviar un mensaje de PETICION al
controlador pasa a estar en estado de espera de trabajo EspÁra, pasando
a estar Activo cuando recibe un mensaje de TRABAJO. Si en este es-
tado recibe ordenes de INTERCAMBIO del controlador, contesta con
un mensaje de NEGACION. Si durante la ejecución del trabajo recibido
aparece paralelismo y se producen trabajos pendientes, el procesador pasa
a estado ActivosonÁrabajopendiente, enviando un mensaje de TRA-
BAJO.PENDIENTE al controlador. Si en este estado recibe una orden
de intercambio del controlador, envía el trabajo pendiente y pasa a estado
de Esp..resp, del que vuelve al recibir el mensaje de RESPUESTA. Si
estando ActivoxonÁrabajopendiente, ejecuta él mismo dicho trabajo
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pendiente, pasa a estado Activo enviando un mensaje de BORRAR al
controlador. La verificación de este protocolo se presenta en el apendice B.
5.4.1 Formato de mensajes





Esta cabecera es común a todos los mensajes del sistema y facilita el
analisis y el encaminamiento de los mensajes. El resto del mensaje depende
del tipo de mensaje de que se trate. Algunos como el de ¡‘ETICION con-
sisten únicamente en la cabecera. Los mensajes de RESPUESTA contienen
información sobre el trabajo al que corresponden y sobre si la respuesta es
de éxito o de fallo. Los mensajes de TRABAJO..PENDIENTE contienen
información sobre la carga de trabajo.
5.5 Elección de la Red de Interconexión
La red de interconexión se elige de acuerdo a la aplicación a la que se des-
tina, optimizando los parametros que más interesen en cada caso. Un factor
fundamental en la elección de la red es la distribución de encaminamiento
de mensajes, que se define como la probabilidad de que diferentes nodos
intercambien mensajes. Una distribución de encaminamiento de mensajes
es uniforme si la probabilidad de que un nodo i envie un mensaje a un nodo
j es la misma para todo i y j, i # j. La distribución de encaminamiento
de mensaje no es uniforme en general. Un modelo que en el que se engloba
el comportamiento de PDP es el que considera que las tareas que se comu-
nican frecuentemente se colocan próximas en la red. Una abstracción de
esta idea coloca cada nodo en el centro de una esfera de locaiidad. Un nodo
envía mensajes a otros nodos de su esfera de localidad con una probabili-
dad alta «, mientra que envia mensajes a nodos fuera de la esfera con una
baja probabilidad 1 — 4. En PDP los elementos de proceso asignados a un
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mismo controlador se comunican con una probabilidad significativamente
mayor que con el resto. Por tanto podemos considerar que los nodos aso-
ciados a un controlador se comunican con una distribución de probabilidad
uniforme, mientras que en la red completa se distinguen esferas de localidad
currespondientes a cada controlador.
Entre las redes de interconexión propuestas [63] hay una serie de ellas
que proporcionan un punto de referencia sobre las posibles configuraciones




• hipercubo de bus expandido Es un enrejado de dimensión D.
• hipercubo binario Se obtiene eliminando D — 2 conexiones de cada
nodo de la red anterior.
• toro Es como la anterior pero el bus que conecta cada grupo de tu
nodos se reemplaze por un anillo.
• arbol
• N-cubo R-ario Es una generalización del hipercubo binario, donde N
es el número de niveles y RN es el número de nodos en cada nivel. La
red contiene NRN nodos, cada uno de ellos conectados a 2R nodos.
Para realizar la elección de la red se han considerado una serie de fac-
tores de los cuales algunos han sido impuestos por el tipo de procesadores
(transputers) que la componen, y otros son requisitos necesario para mejorar
el rendimiento de PDP:
• Limite en el número de enlaces de cada nodo
Puesto que un transputer solo dispone de 4 enlaces de conexión, quedan
eliminadas las topologias que requieren un número superior como la
de una red completamente conectada.
• Pequeña distancia media entre nados
La distancia media es el número de saltos de un mensaje “típico” para
130 5. Implementación de ¡‘DF sobre una Red de Transputers
llegar a su destino y constituye un indicador del retardo medio de
los mensajes. Su valor depende de la distribución de encaminamiento
de mensajes- Para una distribución uniforme, el hipercubo de bus
expandido presenta la menor distancia media en redes de más de 20
nodos.
• Incrementos de expansión de la red arbitrarios
El incremento del tamaño de la red no siempre puede ser arbitrario,
existiendo muchos sistemas que solo pueden expandirse en incrementos
del tamaño actual de la red. Por ejemplo el tamaño de un hipercubo
solo puede incrementarse doblando el número de nodos. Son preferibles
los incrementos pequeños por que permiten una mayor flexibilidad en el
diseño. Mientras algunas redes, como los N-cubos R-arios se expanden
muy rápidamente, otras como el toro tienen incrementos muy pequeños
para dimensiones limitadas (D = 2,3,4,...).
• Escalabilidad de la Red
Idealmente, debe ser posible crear redes multicomputadoras mayores y
más potentes simplemente añadiendo más nodos a la red. Sin embargo,
la escalabilidad puede estar restringida por diversos factores, pudiendo
aparecer cuellos de botella al incrementar el tamaño, como puede ocur-
rir en los nodos cercanos a la raíz de los árboles. El rendimiento de es-
tas redes tiene un limite superior dado por una constante como ocurre
con la red en bus, anillo o arbol. Puesto que la mejora del rendimiento
mediante la expansión de la red es importante, estas redes no se con-
sideran.
• Alto rango de paso de mensajes
Cada mensaje que se envia atraviesa una serie de enlaces y nodos inter-
medios y produce una computación en el nodo destino. El conjunto de
enlaces cruzados y la computación en el nodo destino constituyen una
visita a ese enlace o elemento de proceso. Si se consideran todos los
pares de nodos fuente-destino y la probabilidad de que intercambien
mensajes, puede calcularse el número de visitas de un mensaje medio
a cada enlace y nodo. Dividiendo por el número de enlaces de la red
se obtiene el Porcentaje de visitas. Esta cantidad puede verse como
una medida de la intensidad de mensajes que soporta un enlace. Si es
próximo a 1, entonces la mayoría de los mensajes deben cruzar cada
enlace en algún momento del camino hacia su destino. Las redes en
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hipercubo y toroidal soportan con diferencia el mayor rango de paso
de mensajes sin llegar a la saturación.
Las consideraciones anteriores indican que la configuraciones en hiper-
cubo y toroidal presentan las características más apropiadas para la imple-
mentación de PDP. En la implementación actual se ha optado por una red
que permite incrementos de expansión pequeños ya que se ha realizado sobre
un número pequeño de procesadores (Figura 5.6). Se ha adoptado un red
toroidal de dimensión 2 que agrupa a 16 transputers TSOO. La distribución
de mensajes presenta esferas de localidad centradas en los transputer con-
troladores, existiendo una distribución uniforme dentro de cada una de estas
zonas.
Figura 5.6: Topologia de la red en PDP
El controlador se coloca en un transputer del extremo de la red para
poder conectarlo al procesador encargado de las funciones de entrada/salida,
del que recibe el código de programa y al que envia los resultados que son
presentados al usuario.
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5.5.1 Análisis de la Configuración Toroidal
Una red toroidal de dimensión D, conecta cada uno de sus wD nodos en un
anillo de tamaño tu en cada una de las D dimensiones ortogonales. No solo el
hipercubo binario es una caso especial del hipecubo de bus espandido, sino
que también es un caso especial del toro cuando tu = 2 y el anillo de dos
nodos se reemplaza por un único enlace. Puesto que cada ~D nodos están
conectados a D anillos, existen Dv,0 enlaces. La distancia media entre
nodos en una red toroidal con distribución de mensajes uniforme viene dada
por:





que en la implementación actual de PDP (1== 2, w 4) dá una distancia
media de 2, es decir, los mensajes atraviesan una media de 2 enlaces.
La simetria de la red nos permite obtener inmediatamente a partir de
este dato el porcentaje de visitas normalizando con el número de enlaces:
_ Jw
DM 4(w0-1) w par____ =
Dw0 1 4(w0 — 1) w impar
que en la implementación actual de PDP dá un porcentaje de visitas
de 1/15, es decir, de cada 15 mensajes que se intercambian en la red, uno
atraviesa el enlace considerado.
Finalmente el toro con su estructura de enrejado, tiene un incremento
de expansión de
(tu + —
es decir, para pasar de un toro de dimensión 2 con 3 nodos por anillos a
uno con 4 nodos por anillo se necesitan únicamente 7 nodos adicionales.
5.5.2 Influencia de la Topologia de la red en la Granularidad
El porcentaje de visitas puede usarse para determinar los granos de com-
putación adecuados, dada la velocidad relativa entre los procesadores y los
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enlaces de comunicación. Del desarrollo realizado en [56]resulta que si K es
el número de nodos de la red, el porcentanje entre el tiempo de computación
y el tiempo de comunicación para un mensaje debe ser al menos K veces el
porcentaje de visitas máximo de los enlaces de la red si no se quiere limitar
el porcentaje de computación por el retardo de las comunicaciones. Por lo
tanto en la implementación actual de PDP, en que K = 16 y el porcentaje
de visitas máximo es de 1/15 (coincide con el medio por la simetría de la
red), el tiempo de computaciones realizadas en paralelo debe ser al menos
del orden del tiempo necesario en realizar la comunicación que dá origen a
la computación.
5.6 Encaminamiento
Toda red de comunicaciones necesita un algoritmo de encaminamiento para
construir el camino entre los nodos que intercambian mensajes. Por ser
regular la red de PDP, el encaminamiento se puede realizar en cada nodo
mediante un algoritmo fijo basado en las direcciones local y destino. El pro-
cedimiento encargado del encaminamiento dirige el mensaje en la dirección
que reduce la diferencia entre las coordenadas z o y del nodo actual y el
destino:
router(dir.salida)
char di~ char *salida;
{
char iilp; char colp; 1* fila y columna propia */
char fild; char colA; 1* fila y columna destino */
char diicol; char diifil;/* distancia entre columnas y filas */
filp = nwam 1 IV; colp = nuam % IV;
tiJ.d = dir 1 IV; colA = dir % 111;
se comprueba si estan en la misma fila */
ji (fiJ.p = lilA) {
ducal = caíd — colp;
u (ducal > 0) <
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Tabla 5.1: Recargo introducido por el encaminamiento





dittil. = lilA — liip;
it (dilfii > O) {
it ((diluí <= NW/2) II (aun == VAL.DESCONEC) ¡1 (nuaz L.WAN))
*saiida CANAL..NORTE;
sise
esalida = CANAL3UR; Y
sise E





La tabla 5.1 muestra el recargo que supone la introducción del en-
caminarniento en una red formada por 4 nados, comparando las medidas
obtenidas cuando cada nodo estaba conectado con cada uno de los restantes
y por tanto no era necesario encaminar los mensajes, y cuando los nodos
estan conectados en una red toroidal y utilizan el procedimiento de encam-
inamiento. El recargo que se introduce es menor del 0.1
Algunas de las limitaciones de los transputers son superadas por el nuevo
transputer T9000, que proporciona facilidades para el encaminamiento de
mensajes y la multiplexación y demultiplexación de los paquetes de datos
en los enlaces. El 19000 se complementa con un periférico de tratamiento
de comunicaciones, el C104 que es un chip conmutador de encaminamiento.
El C104 conecta 32 enlaces entre sí mediante conexiones de latencia de sub-
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Figura 5.7: Sistema de encaminamiento de T9000
jis. Un único C104 permite conectar entre sí directamente a 32 transputers
T9000 Los ClO4s también pueden conectarse entre si para construir may-
ores redes de conmutación que permitan conectar un número más alto de
transputers. Esto permite sencillas y rápidas comunicaciones entre trans-
puters T9000 que no están conectados directamente (Figura 5.7).
Los transputers anteriores al T9000 implementan los canales entre pro-
cesos del mismo procesador mediante zonas de memoria, y entre proce-
sos de distintos procesadores mediante enlaces punto a punto. Coma cada
procesador dispone únicamente de 4 enlaces cuando se necesita un número
mayor de canales se introducen procesos multiplexadores, que representan
un alto recargo y reducen la utilización de los enlaces. El T9000, además
de su CPU, incorpora un procesador de canales virtuales para multiplexar
cualquier número de enlaces virtuales a cada enlace físico. De esta forma
los programas escritos para una determinada topología de la red pueden ser
portados a otra diferente. El procesador de canal virtual del TQOOO también
se utiliza para encaminar los mensajes a través del sistema de comunica-
ciones que conecta cualquier número de transputers TQOOO. De esta forma
el programador no necesita especificar la forma de encaminar los mensajes.
Los mensajes no pasan a través de transputers intermedios reduciendo el
rendimiento de estos. El T9000 facilitará la realización de futuras imple-
mentaciones de PDP en una red con un alto número de transputers, facili-
tando la implementación de distintas topologias de la red.
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5.6.1 Sistemas soporte utilizados en la implementación de
PDP
Existe una familia de transputers compuesta por diferentes procesadores:
de 16-bit (1212,1222), de 32-bit sin procesamiento de números en punto
flotante (T414,T425), con procesamiento en punto flotante (T800,TSO1) y y
el último miembro, el 19000. Existe también una placa de 32 por 32 con-
mutadores, la IMS C004, controlada por comandos sobre enlaces especiales
para redes reconfigurables (Figura 5.8). La reconfigurabilidad es necesaria
para ajustar la topología de la red de transputers a la aplicación. PDP ha
sido implementado usando el 1800 y se prevee realizar futuros desarrollos
utilizando las capacidades de comunicación y rendimiento del 19000.
Figura 5.8: Red reconfigurable
Actualmente existen diferentes plataformas para el desarrollo de un sis-
tema de transputers, de los que dos han sido utilizados para el desarrollo de
PDP:
•Pc
Ha sido el más extendido durante algún tiempo por lo que es el mejor
soportado por diversas compañias. El desarrollo inicial de PDP fue
realizado en un PC con 5 transputera TEQO sobre una placa IMS C004,
utilizando el entorno de programación ICTOOLS de Inmos.
• Supernodo (Parsys)
Es un sistema basado en transpnters con el sistema operativo IDRIS,
que ofrece un entorno de programación comodo y de alta flexibilidad
en el uso de lenguajes de alto nivel. Es compatible con los entorno de
desarrollo de Inmos.
5~t~~’~S
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La serie SN 1000 de Parsys presenta un arquitectura reconfigurabie, es
decir, la arquitectura puede modificarse para ajustarla al problema tratado.
La arquitectura de estos sistemas está basada en la desarrollada para el
Supernodo ESPRIT P1085. los modulos de transputers se organizan en
nodos que pueden ser conectados de forma muy flexible para configurar
sistemas de hasta 64 nodos. Cada nodo consta de una serie de transputers
que proporcionan los recursos computacionales y otra serie de transputers
que soportan la gestión de entrada/salida y las funciones de control, es
decir, la reconfiguración. En una configuración mínima hay 16 transputers
dedicados a la computación (organizados en 2 placas de 8) y un transputer de
control. Este transputer proporciona acceso al conmutador de programación
de los enlaces por software que permite al usuario configurar la red en una
topología específica. El bus de control es accesible por todos los transputers.
Los Supernodos de esta serie incorporan el sistema operativo Idris, que es
de tipo UNIX. Se trata de un entorno multi-usuario, multi-tarea extendido
con un conjunto de utilidades para la gestión de los transputers del sistema,
permitiendo cargar un entorno de desarrollo Occam o C para ser ejecutados
en un transputer seleccionado o en un grupo de ellos.
5.7 Depuración en PDP
El desarrollo y depuración de PDP se ha visto complicada por la elección
hecha de la configuración de la red de comunicaciones que utiliza todos los
enlaces de los transputers componentes para mejorar el rendimiento. Al
no quedar ningún canal libre no ha sido posible la depuración interactiva
manteniendo la configuración del sistema. Por este motivo, para realizar
la depuración hemos situado todos los procesadores básico en mismo trans-
puters conectado al procesador encargado de la entrada/salida, pudiendo de
esta forma visualizar el estado en los puntos que interesaba. La depuración
del modelo por copia para la explotación del paralelismoO ha presentado
especiales dificultades ya que el espacio de direcciones de memoria en este
modelo ha de ser identico en todos los procesadores, y por tanto no ha sido
posible aplicar la misma técnica de depuración. Para poder visualizar el es-
tado que va a ser enviado y también el obtenido después de la transmisión, la
máquina que detecta el paralelismo se iniciaba después de enviar el estado
al controlador y éste se lo devuelve. úe esta forma se puede comprobar si el
estado original y el reconstruido a partir del mensaje coinciden.
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Los sistemas multiprocesador distribuidos no están provistos de un reloj
único que pueda ser leido por todos los procesos. Esto supone un ob-
staculo para el desarrollo de herramientas de depuración y evaluación del
rendimiento. En PDP se ha optado por realizar todas las medidas utilizando
el reloj del controlador.
La implentación de PDP con transputers 19000 facilitará la depuración
pués mediante los canales virtuales proporciona el canal adicional que es
necesario como mínimo para realizar la depuración interactiva. Además,
proporciona un mecanismo de tratamiento de errores que permite obtener
información sobre los fallos ocurridos, disponiendo de un tipo especial de
proceso denominado protegido que se ejecuta bajo el control de un proceso
supervisor al que es devuelto el control en caso de error.
6Resultados
6.1 Introducción
La ley de Amdahl predice una mejora del rendimiento limitada en los sis-
temas paralelos debido a que la velocidad del sistema está limitada por su
parte secuencial. Independientemente del número de procesadores paralelos
un problema nunca puede resolverse más rápidamente de lo que permita
su parte secuencial. Sin embargo cuando el tamaño del problema se incre-
menta, la explotación del paralelismo puede permitir mantener el tiempo
de ejecución constante utilizando más procesadores en la ejecución (ley de
Guatafson-Barsis). Por tanto la medida del rendimiento en un sistema par-
alelo necesita parametros distintos de los tradicionalmente usados en los sis-
temas secuenciales (número de instrucciones o inferencias lógicas por unidad
de tiempo) que permitan caracterizar los efectos de la explotación del par-
alelismo en cada tipo de problema. La medida de rendimiento paralelo más
utilizada es la curva de speedup. Se obtiene dividiendo el tiempo necesario
para obtener la solución al problema considerado utilizando un sólo proce-
sador por el tiempo necesario utilizando N procesadores.
En este capítulo se evaluan las ideas presentandas en los anteriores. Para
cada tipo de paralelismo se han investigado los siguientes paramétros:
• La curva de speedup y su relación con el paralelismo medio de los
programas.
• Recargo que introduce su explotación a la ejecución secuencial y a
programas que presentan el tipo de paralelismo considerado.
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• Reparto del tiempo entre la actividades que desarrolla un proce-
sador al explotar el tipo de paralelismo considerado.
Además, se presentan otros resultados particulares de cada tipo de par-
alelismo como la comparación con el método de explotación por copia en
el caso del paralelismoO, y el ahorro de tiempo en desreferencíaciones que
supone la explotación del paralelismoñ’. Finalmente, se comparan los resul-
tados obtenidos con los de otros sistemas.
Para realizar las medidas se han utilizado benchmarks, programas cuyo
proposito es medir el rendimiento característicos de un sistema y que por
ser comunmente utilizados permiten realizar comparaciones entre distintos
sistemas. Un bechmark sintético es un programa simple que aproxima el
rendimiento de un tipo de aplicación. Los bechnmarks utilizados, que han
sido comentados brevemente en el capítulo 4, son programas muy conocidos.
Las medidas se han realizado ejecutando tres veces cada programa.
6.2 Evaluación de la Explotación del Paralelismo
o
La Figura 6.1 muestras las curvas de incremento del rendimiento para los
programas considerados. La curva representa un incremento de velocidad
lineal en programas con paralelismo de grano grueso como queen 10, de-
sciende al disminuir el grano del programa (queen8). Para el programa chat,
que presenta un paralelismo de grano fino sólo se consigue unaligera mejora
del rendimiento.
6.21 Reparto del tiempo
Para analizar los resultados obtenidas vamos ver como se emplea el tiempo
de un procesador básico. Cuando se ejecuta un programa con paraleismo.0
el tiempo de un procesador básico se reparte fundamentalmente entre las
siguientes actividades:
• Prolog
Tiempo empleado en la ejecución del programa.
• Inactividad
Tiempo que el procesador ha estado desocupado. Este parámetro



















¡ 1 1 t—-——..—— ~ 1
Figura 6.1: Mejora del rendimiento conseguida explotando Paralelismofl
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recoge el tiempo en que no hay trabajo en el sistema para el procesador,
y también el tiempo que transcurre entre una petición de trabajo hasta
la recepción del mismo, debido a las comunicaciones.
• Recomputación
Tiempo empleado en recomputar el camino de éxito recibido de otro
procesador.
• Comunicaciones
Tiempo dedicado a las comunicaciones con el controlador y con otros
procesadores. Este tiempo incluye el empleado en la composición de
los mensajes de envio de trabajo a otros procesadores.
El porcentaje de tiempo dedicado a cada actividad ha sido obtenido como
la media de los porcentajes de cada uno de los procesadores que han tomado
parte en una ejecución. La Tabla 6.1 presenta los resultados obtenidos. En
todos los programas, el porcentaje de ejecución de programas, (Prolog), de-
sciende, mientras el porcentaje de Inactividad se incrementa al aumentar
el número de procesadores, ya que cada programa tiene una cantidad de
paralelismo limitada y al aumentar el número de procesadores desciende la
cantidad de trabajo que se asigna a cada uno- Al considerar programas más
largos los porcentajes de comunicaciones y de recomputación se reducen,
ya que al aumenta el tiempo de Inactividad que ocupa una mayor parte
del tiempo total. En todos los casos se observa que el porcentaje de tiempo
dedicado a la recomputación es menor del 0.5%. Este porcentaje se va incre-
mentando ligeramente con el número de procesadores, ya que cuanto mayor
este número más intercambios de trabajo se producen (como confirma el au-
mento en el porcentaje de comunicaciones) y por tanto hay que recomputar
un mayor número de veces. En el programa chat, el elevado porcentaje de
inactividad indica el escaso paralelismo de este programa compardo con el
anterior.
&2.2 Comparación con el modelo por copia
Analizaremos los resultados obtenidos con los dos modelos de explotación
del paraleismoO considerados. La tabla 6.2 presenta estos resultados. Ob-
servamos que con un número pequeño de procesadores(4) el modelo por
copia proporciona mejores resultados que el de recomputación, a excepción
6.2. Evaluación de ¿a Explotación del Paralelismo O
Actividad 4 proc. 8 proc. 12 proc. 15 proc.
queenS
Prolog 91.43 91.1 81.81 79.54
Inactividad 7.29 7.12 15.8 16.37
Recomputación 0.04 0.14 0.24 0.32
Comunicaciones 1.24 1.64 2.15 3.77
queen10
Prolog 99.85 99.5 99.01 98.17
Inactividad 0.09 0.27 0.76 1.48
Recomputación 0.009 0.02 0.03 0.05
Comunicaciones 0.05 0.12 0.18 0.30
chat
Prolog 7.61 6.45 4.32 3.12
Inactividad 91.9 93.1 95.2 96.3
Recomputación 0.01 0.01 0.01 002
Comunicaciones 0.41 0.43 0.46 0.52
Tabla 6.1: Reparto del tiempo de un procesador básico al explotar el paralelismo..O
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del programa queenlO, que tiene mayor paralelismo y trata con datos may-
ores. Al aumentar el número de procesadores, el modelo por recomputación
proporciona mejores resultados, aunque en todos los programa la mejora del
rendimiento conseguida por ambos métodos es muy similar.
programa 4 ¿roc. 8 proc. 15 proc.
copia recomp. copia recomp. copia recomp.
query 2.8 2.6 3.0 2.9 3.4 3.4
zebra 1.9 LS 3.6 3.7 3.1 3.9
mm 2.2 2.1 3.4 3.4 4.5 4.5
queen(8) 3.1 2.8 7.4 7.3 12.9 12.9
queen(9) 2.4 2.4 7.7 7.7 14.1 14.2
queen(10) 3.0 3.1 8.0 7.9 14.0 14.7
Tabla 6.2: Mejora del Rendimiento conseguida explotando paralelismofl por copia
y recomputación
La Figura 6.2 compara las curvas de incremento del rendimiento para los
programas queenS y chat. Para el primero las curvas obtenidas por ambos
métodos son muy similares y solo al aumentar por encima de 10 el número de
procesadores se desajustan ligeramente a favor de la recomputación. Para el
programa chat el desajuste es importante al aumentar el número de proce-
sadores.
Para analizar estos resultados, se ha medido la forma en que reparten
su tiempo los procesadores en el modelo por copia. Las actividades son las
mismas que en el modelo por recomputación, excepto la recomputación que
no se realiza en este caso. Observamos que a pesar de ahorrarse el tiempo
de la recomputación, los tiempos dedicados a la ejecución de programas
(Prolog) son ligeramente menores que el modelo por recomputación, ya que
han aumentado los tiempos de comunicaciones.
6.2.3 Recargo introducida a la ejecucion secuencial
Para evaluar el recargo que la explotación del paralelismo introduce a la
ejecución secuencial se ha medido el porcentaje de recargo introducido en la
ejecución de programas sin explotar paralelismo en la máquina paralela sobre
la ejecución en la máquina secuencial a partir de la que se ha desarrollado
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Actividad 4 proc. 8 proc. 12 proc. 15 proc.
queenS
Prolog 94.18 90.91 81.0 76.49
Inactividad 3.44 6.28 13.52 18.11
Comunicaciones 2.38 2.81 5.55 5.4
de un procesador básico al explotar el paralelismofl






















Recargo al tiempo de ejecución secuencial par la explotación del Par-
Se observa un pequeño porcentaje de recargo (alrededor del 1%) intro-
ducido por el modelo por copia debido principalmente a la comprobación de
la llegada de mensajes. Por otra parte comparando el recargo del modelo por
copia con el del modelo por recomputación obtenemos el recargo (menor del
04%) introducido por la anotación del camino de éxito (única diferencia en-
tre ambos modelos cuando se ejecutan programas sin explotar paralelismo).
Este recargo puede evitarse anotando en el código del programa de entrada
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por copia
6.8. Evaluación de la Explotación del paralelismo Y 147
si el programa tiene paralelismo y por tanto es necesario registrar su camino
de éxito.
6.2.4 Paralelismo Medio
Un parametro importante en un sistema multiprocesador es el paralelismo
medio relacionado con la utilización de los procesadores. El grado de par-
alelismo (GP) de un programa se define como el número de procesadores
utilizados en cada unidad de tiempo para su ejecución. La representación
de GP como una función del tiempo proporciona el perfil de paralelismo de
un programa. El paralelismo medio se define como
que en forma discreta puede expresarse como:
vi1 it1srio.
donde 4 es la cantidad total de tiempo que GP = i y
ti = t2 — ti
t=i
es el periodo de tiempo total.
Para medir el paralelismo medio, ha sido necesario sincronizar los relojes
de todos los procesadores del sistema. Cada procesador anota en una tabla
el instante de tiempo en que cambia de estado. Cada vez que se envia una
nueva respuesta al controlador se envia también la tabla de actividades que
es almacenada en un fichero. A partir de estos datos se obtiene la gráfica
correspondiente al perfil de paralelismo. La figura 6.3 muesta el perfil para
el programa queenlO. Se observa que el programa presenta un alto grado de
paralelsimo y que se dá urante todo el tiempo de ejecución. El paralelismo
medio para este programa es de 14.2, lo que indica que todos los procesadores
estan ocupados durante toda la ejecución.
6.3 Evaluación de la Explotación del paralelismo
Y
La gráfica de la Figura 6.4 muestra el rendimiento conseguido en PDP ex-
plotando el paralelismoN de los programas merge, qsort y matriz. Progra-
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Figura 6.3: Perfil de paralelismo del programa queenlO
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mas cuyo paralelismo es de grano más fino como el que calcula los números
de Fibonacci o el de las torres de Hanoi, no mejoran el rendimiento al ex-
pintar su paralelimo en PDP. Las curvas de mejora del rendimiento muestran
que la cantidad de paralelismo de los programas es pequeña (el tiempo de
ejecución se hace constante a partir de 10 procesadores) a pesar del tamaño
de los datos, ya que PDP sólo mejora el rendimiento para programas con















Figura 6.4: Mejora del rendimiento conseguida explotando ParalelismoX
6.3.1 Reparto del tiempo
Cuando se ejecuta un programa con paraleflsmoY el tiempo de un proce-
sador básico se reparte fundamentalmente entre las siguientes actividades:
• Prolog
Tiempo empleado en la ejecución del programa.
• Inactividad
Tiempo que el procesador ha estado desocupado.
o 2 4 6 8 10 12 14 16
Numero de procesadores
6. Resultados
4 proc. 8 proc. 12 proc. 15 proc.
qsort
Prolog 72.04 54.84 42.24 30.09
Inactividad 14.02 32.23 46.85 61.02
Espera 7.93 7.12 6.85 419
Comunicaciones 6.01 5.81 4.06 4.5
merge
Prolog 43.08 26.16 15.0 12.25
Inactividad 43.82 62.58 77.78 80.88
Espera 6.95 5.12 3.34 1.73
Comunicaciones 6.15 614 3.88 5.14
matriz
Prolog 39.75 23.75 17.38 12.06
Inactividad 56.11 72.34 79.50 84.87
Espera 0.11 0.11 0.11 0.11
Comunicaciones 4.03 3.8 3.01 2.96
Tabla 6.5: Reparto del tiempo de un procesador básico al explotar el paralelismoY
• Espera
Tiempo de inactividad debido a la espera de respuestas de otros proce-
sadores.
• Comunicaciones
Tiempo dedicado a las comunicaciones con el controlador y con otros
procesadores. Este tiempo incluye el empleado en la composición de
los mensajes de envio de trabajo a otros procesadores.
La Tabla 6.5 muestra los resultados obtenidos. Se observa que el por-
centaje de tiempo de inactividad es muy elevado, y muy superior al que se
obtenía en la explotación del paralelismoO. Esto se debe a que la cantidad
de paralelismoiY de grano grueso presentada por estos programas es menor
que el paraleismoO de los programs considerados en su caso. También se
observa que el tiempo dedicado a las comunicaciones es mayor que en el caso
150
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de paralelismoo por lo que la mejora del rendimiento obtenida es menor
que aquel caso. El tiempo de espera es mayor cuanto mayor es el tiempo
dedicado a la ejecución del programa (Prolog), ya que es cuando se ejecutá
el programa, cuando se explota el paralelismo y se producen esperas de las
respuestas.
6.3.2 Recargo introducido a la ejecucion secuencial
La Tabla 6.6 presenta el porcentaje de recargo (alrededor del 15%) in-
troducido al la ejecución de programas sin explotar el paralelismo en sis-
tema que explota paraleismoY. Este recargo se debe al tratamiento de
las comunicaciones, a la comprobación sobre el modo del sistema (secuen-
cial/paralelo), a las extensiones de procedimiento de backtracking para con-
siderar las nuevas estructuras de tratamiento del paralelsimo y a extensiones









Tabla 6.6: Recargo al tiempo de ejecución secuencial por la explotación del Par-
alelismoX
6.3.3 Ahorro en el número de desreferenciaciones
En la WAM, la vinculación de una variable a un término se implementa
como una referencia a dicho término. Las variables pueden pasar a través
de diversos niveles de llamada a procedimientos, creandose una cadena de
vinculaciones. Por tanto, la unificación de una variable puede requerir una
desreferenciación para encontrar el término al que está unificado. Aunque
una desreferenciación no es muy costosa, el número de ellas puede ser tan
elevado que constituyen un parametro fundamental del rendimiento del sis-
tema. PDP reduce considerablemete el número de referenciaciones respecto
al sistema secuencial, ya que cuando se envian los objetivos de una llamada
paralela, se envian los términos desreferenciados y así se almacenan en el
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Tabla 6.7: Número de desreferenciaciones
destino, de forma que cada vez que se desreferencian se consigue un ahorro
respecto a la representación que tenian en el porcesador padre. La tabla 6.7
muestra la reducción en el número de desreferenciaciones para los programas
considerados. El ahorro consegido en el número de desreferenciaciones va
desde un 7% en el programa merge hasta un 39% en el programa matriz.
6.3.4 Paralelismo Medio
Al igual que en el caso de la explotación del paraleismoO, para conseguir
esta medida, los procesadores anotan los cambios de estado en una tabla.
Pero como en este caso solo un un procesador de los que intervienen en la
obtención de una solución la comunica al controlodor ha sido necesario im-
plantar un mecanismo para que los restantes envien su tabla de actividades.
Cuando el controlador recibe una solución envía un mensaje de petición de
información a todos los procesadores de su grupo, que contestan enviando
la tabla de actividades. La Figura 6.5 muestra el perfil de paralelismo para
el programa qsort. Observamos que el paralelismo se concentra en una zona
de tiempo, quedando procesadores desocupados en otros momentos. El par-
alelismo medio de este programa es de 10.5 procesadores.
6.4 Evaluación de la explotación del Paralelismo
Combinado
La Tabla 6.8 presenta la mejora del rendimiento con 15 procesadores de los
dos benchmarks sintéticos descritos en el capítulo 4, que presenta paralelismo
Ybajofl y ObajoX respectivamente. Se observa en ambos casos que el
rendimiento ha mejorado respecto al obtenido explotando cada clase de par-
alelismo. La mejora del rendimiento obtenida supera la suma de la mejora
debida a cada tipo de paralelismo. Esto se debe a que se reduce el tiempo
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Figura 6.5: Perfil de paralelismo del programa qsort
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program O&par. AND..par. Comb. par. 1
synthetic 1 1.5 2.9 4.5
synthetic 2 2.4 1.7 4.4
Tabla 6.8: Mejora del rendimiento por la explotación del Paralelismo Combinado
dedicado a las comunicaciones cuando se explota paralelismo ObajoY, ya
que el mecanismo de explotación del paralelismoY se transforma en el del
paralelismoO.










Figura 6.6: Speedup conseguida explotando ambos tipos de paralelismo
6.4.1 Recargo a la ejecución secuencial
La tabla 6.9 presenta el porcentaje de recargo introducido en programas
secuenciales al ejecutarse en PDP. Este recargo, que se encuentra en torno
0 2 4 6 8 10
Numero de procesadores
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al 20% se debe a los mecanismos de explotación de cada tipo de paralelismo,




Tabla 6.9: Recargo al tiempo de ejecución secuencial
6.4.2 Recargo a la ejecución con Paralelismo.O puro
La tabla 6.10 presenta el recargo introducido a programas con paralelismo.fl
al ser ejecutados en PDP. Las medidas se han obtenido conparando el tiempo
de ejecución en la máquina que explota únicamente el paralelismo0, con
el tiempo obtenido en PDP. Se observa que este recargo es pequeño, menor





Tabla 6.10: Recargo al tiempo de ejecución del sistema O~paralelo
6.4.3 Recargo a la ejecución con Paralelismo..Y puro
La tabla 6.11 presenta el recargo introducido a programas con paralelismo.Y
al ser ejecutados en PDP. Las medidas se han obtenido conparando el tiempo
de ejecución en la máquina que explota únicamente el paralelismo Y con el
tiempo obtenido en PDP. El recargo medido es menor del 1%.
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Tabla 6.11: Recargo al tiempo de ejecución del sistema Yparalelo
6.5 Recargo de la planificación
En PDP el tiempo de los procesadores se distribuye entre las siguientes
tareas:
• Planificación: Tiempo empleado por el controlador en realizar la
planificación
• Inactividad: Tiempo que el procesador está desocupado
• Comunicaciones: Tiempo empleado en la recepción y envio de men-
sajes
Se observa que en todos los casos el tiempo de inactividad es muy elevado,
o que indica que el número de procesadores que puden asignarse a un mismo
controlador puede ser bastante mayor que 15. Los porcentajes son mayores
en el programa qsort debido a que el tiempo total de ejecución es mucho
menor que el de queenlo.
6.6 Comparación con otros sistemas
Existen diversas implementaciones en el area de la explotación del par-
alelismo de Prolog. Sin embargo es dificil hacer una comparación directa
con la nuestra debido a que se han evaluado con diferentes programas o
tamaños de datos de entrada a estos programas así como que constan de
distinto número de procesadores. La Figura 6.7a) muestra una comparación
para el programa qsort. Verden [69] en un sistema distribuido para la ex-
plotación del paralelismo.Y, obtiene resultados similares a los de PDP para
el programa qsort, aunque las pruebas se han realizado con una lista de
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Tabla 6.12: Reparto del tiempo del controlador
300 elementos. El esquema de Hermenegildo [33] sobre memoria compar-
tida es lógicamente más eficiente al evitar las comunicaciones, sin embargo,
al manejar programas que utilicen un número mayor de procesadores, los
esquemas distribuidos pueden superar a los de memoria compartida. La
Figura 6.7b) muestra una comparación para el programa queenS. La mejora
del rendimiento obtenida para este programa es similar a la del sistema
MUSE [2), pero al aumentar el número de procesadores utilizados por un











































El sistema realizado permite extraer importantes conclusiones aplicables a
la construcción de sistemas para la ejecución de Prolog. La explotación
del paralelismofl proporciona una mejora del rendimiento casi lineal, para
programas con alta granularidad. Por el contrario, la explotación del par-
alelismoiY puro obtiene resultados muy por debajo de los obtenidos en un
sistema con memoria compartida. Esto se debe a dos causas principales.
Por una parte el intercambio de trabajo por explotación del paralelismoN
requiere un intercambio de mensajes mayor que en el caso del paralelismo.fl.
Por otra parte el grano de paraleismoN que presentan los programas suele
ser menor que el de paraleismo.fl. La aparición de paralelismo ObajoY
permite convertir el esquema de explotación del paraleismoN en el del par-
alelismoO, obteniendo de esta forma las ventajas de éste y evitando el tráfico
de mensajes que requiere la explotación del para.lelismoY. Por tanto, los re-
sultados apuntan a la conveniencia de recurrir a un sistema mixto en el que
los trabajos surgidos del paralelismo.Y puro se repartan entre procesadores
que comparten la memoria, mientras los procedentes del paralelismo.O u
ObajoX se reparten entre procesadores con memoria distribuida.
Se ha probado que el método de recomputación utilizado es viable en este
tipo de sistema, aportando otras ventajas como la facilidad para realizar la
combinación del paralelismo.
Una observación constante en la evaluación del sistema ha sido la necesi-
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dad de controlar la granularidad de las tareas ejecutadas en paralelo. Sin es-
tas medidas la explotación del paralelismo no sólo no mejora el rendimiento
si no que puede empeorarlo. Se ha puesto de manifiesto la utilidad de
técnicas heurísticas para realizar este control. El estudio de la planificación
ha confirmado la importancia de la proximidad topológica.
El estudio hecho sobre la configuración de la red y la implementación
sobre transputers ha permitido conocer las ventajas y problemas que pre-
senta su utilización. La principal ventaja es la simplicidad de su esquema
que permite estudiar con facilidad el comportamiento en las distintas situa-
ciones que se presentan, sin el apantallamiento que se dá en sistemas más
complejos, por ejemplo introduciendo un sistema operativo. Los principales
inconvenientes ha sido las dificultades que presenta para la depuración de
los y programas y para el sincronismo de la ejecución con la consecuente
dificultad para la evajuación de los tiempos.
7.2 Principales Aportaciones
Las aportaciones de PDP son:
• Se ha realizado un estudio de los métodos de explotación del Par-
alelismo.O por reconstrucción del entorno de trabajo de la tarea padre:
copia y recomputación. Los resultados han mostrado que la mejora
del rendimiento alcanzada con el método de recomputación supera a
la alcanzada con el de copia cuando el tamaño del sistema aumenta.
• Se ha realizado la explotación del ParalelismoN mediante entornos
cerrados que permiten la computación autonoma de los objetivos in-
dependientes. La planificación paralela de estos objetivos se condi-
ciona a su granularidad que se estima en función del tamaño de los
argumentos. El cálculo de este tamaño es costoso pero el modelo de
PDP lo porporciona automáticamente al construir el entorno cerrado
correspondiente al objetivo, por lo que este control de granularidad
no introduce recargo adicional en PDP. También se ha diseñado un
mecanismo de backtracking inteligente que se aplica a los objetivos
ejecutados por otras tareas.
• Se ha diseñado un método de combinación del paralelismo en el que
la explotación del paralelismo ObajoY se realiza coma la extensión
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natural del modelo de recomputación del paralelismoO. Además de la
sencillez del modelo y la facilidad para su integración con los modelos
de ejecución de cada tipo de paralelismo puro, mejora el tiempo de
explotación del paralelismoX ya que cuando se presenta en forma de
O-bajo-Y se producen computaciones autónomas.
• Se ha diseñado un esquema de control jerárquico del sistema en el
que los controladores planifican el trabajo pendiente mientras que los
restantes procesadores (básicos) seleccionan los trabajos que pueden
ser computados en paralelo en base a estimaciones de granularidad. Se
ha realizado un estudio de la planificación siguiendo distintoss criterios:
balance de carga, antiguedad de los trabajos y proximadad topológica,
resultando que este último proporciona la mejora del rendimiento mayor.
Se ha realizado un estudio de la mejora del rendimiento obtenida intro-
duciendo controles de granularidad basadosen observaciones heurísticas.
• Se ha realizado una implementación de PDP en ANSI O paralelo sobre
el sistema de transputers de un Supernodo Parsys con 18 transputers
T800, tratando los problemas asociado: encaminamiento de mensajes,
estudio de las situaciones de bloqueo, sincronismo y toma de medidas.
• Se ha realizado la evaluación de diversos aspectos de la explotación de
cada tipo de paralelismo y su combinación: mejora del rendimiento,
reparto del tiempo entre las distintas actividades que origina el par-
alelismo y el recargo que introduce a la ejecución de programas se-
cuenciales.
7.3 Futuros Trabajos
Existen numerosos aspectos con los que continuar la exploración de técnicas
que permitan mejorar el rendimiento de la ejecución algunos de los cuales
se refieren al modelo de explotación y otros al soporte hardware:
• Implementación de los predicados de efectos laterales.
• Mejora de los tiempos absolutos de ejecución realizando una imple-
mentación que parta de un sistema secuencial que proporcione buenos
tiempos absolutos, como SICSTUS.
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• Realización de un sistema mixto que permita la aplicación de técnicas
de memoria compartida en la explotación del paraleismo..Y y dis-
tribuida en los otros casos.
• Probar nuevas configuraciones de red, con un número mayor de el-
ementos e investigar técnicas de simulación que permitan evaluar el
sistema con alta precisión antes de realizar la implementación com-
pleta.
• Utilización de otros sistemas soportes como el nuevo transputer T9000.
ASimulador de la Máquina Y
Paralela
AA Introducción
Las investigaciones que tienen como objetivo mejorar el rendimiento de un
sistema, requieren hacer predicciones de los niveles de rendimiento en las
primeras etapas del desarrollo. Es común el uso de técnicas de simulación
para la evaluación del rendimiento de la ejecución de los lenguajes lógicos [40]
[17] [43]. Nosotros también comenzamos la implementación de la máquina
Y paralela realizando una simulación sobre una estación de trabajo SUN en
lenguaje O.
El simulador nos permitió la puesta a punto del modelo antes de en-
frentarnos con la implementación real sobre transputers y las dificultades
para la depuración que esta presentaba, proporcionando también las primeras
estimaciones de los resultados.
Sin embargo la utilidad del simulador no terminó al construir la imple-
mentación real, ya que además del apoyo a la depuración que ha seguido
suponiendo, nos permite hacer predicciones del comportamiento de exten-
siones del sistema real (mayor número de procesadores) o modificaciones
del mismo (distintos compontes). Por otra parte estas predicciones son mas
fiables al haber validado los supuestos sobre los puntos críticos de la simu-
lación y al haber ajustado los parametros del simulador en base a las medidas
obtenidas en el sistema real. De esta manera, hay una realimentación entre
los datos proporcionados por el silulador y el sistema real, que nos permite
avanzar con seguridad en la implementación.
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Los puntos que se han considerado en la simulación son los siguientes:
• Implemetación del conjunto de mdquinas Y paralelas
La implementación de las zonas de datos y del control de ejecución de
cada procesador básico coincide con el real. Las diferencias se refieren
únicamente al envio de mensajes
• Implemetación del controlador
Coincide también con la implementación real salvo en el envio de men-
sajes
• Simulación de la planificación de procesos
Es necesario simular la asignación de tiempo de CPU a cada máquina,
de forma que el avance relativo de cada uno de ellos respecto al resto
sigue el comportamiento real
• Simulación de las comunicaciones
1-lay que simular el envio de mensajes entre procesadores, teniendo en
cuenta en tiempo empleado en la transmisión y su repercusión en el
avance de la ejecución de los procesadores origen y destino
A.2 Simulación de la planificación de procesos
El paralelismo se simula mediante asignación rotatoria (round-robin)
del tiempo de CPU a los diferentes procesadores, incluyendo el controlador
(Figura Al). En cada ciclo de simulación se ejecutan las instrucciones ac-
tuales de los procesadores activos y se tratan los mensajes que han cumplido
un tiempo de espera igual al de latencia de la red de interconexión. Una sim-
ulación precisa del tiempo exige, sin embargo, un avance temporal idéntico
para cada procesador, y lo suficientemente pequeño para garantizar la ausen-
cia de adelantos que distorsionen la disponibilidad de recursos que el sistema
tendría en una situación real. Evidentemente esto no se cumple si en cada
ciclo de simulación se ejecuta una instrucción completa de la máquina ab-
stracta, ya que los tiempos de éstas son diferentes y en general dependi-
entes de los datos. Esto podría evitarse codificando las instrucciones de la
máquina abstracta con instrucciones elementales tipo RISC (una por ciclo
máquina) y utilizando como ciclo de simulación el ciclo máquina del USO.
Sin embargo, esta alternativa complicaría en exceso el desarrollo y limitaría
su portabilidad a una arquitectura paralela real. La solución que hemos
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Figura A.1: Esquema del simulador
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adoptado consiste en permitir que un procesador avance en cada ciclo de
simulación una instrucción completa de la máquina abstracta, pero midi-
endo el tiempo de ejecución real empleado. La siguiente instrucción de este
procesador no se ejecuta hasta llegar al ciclo de simulación en el que los
demás procesadores activos hayan consumido un tiempo igual o superior,
siguiendo el esquema de la Figura A.2.
Figura .4.2: Simulación del avance temporal
Esta solución es posible en un modelo de memoria distribuida porque
las interacciones entre procesadores solo tienen lugar mediante paso de men-
sajes, y estos los temporiza el simulador con los valores estimados de la. red
física de interconexión. Cuando llega el turno de un procesador las zonas
de memoria y registros de la máquina recuperan los contenidos que tenian
cuando se ejecutó la última instrucción de dicho procesador. A continuación
se leen los mensajes que ha recibido el procesador desde su última ejecución,
se ejecuta la siguiente instrucción y se cede el turno al siguiente procesador
activo. El proceso continua hasta que alguno de los procesadores llega al
final del programa.
Una dificultad encontrada al realizar las medidas es la falta de precísion
del reloj de la estación de trabajo, de manera que de una ejecución a otra
de un mismo programa el resultado variaba significativamente. Para tener
precisión en las medidas se ha prescindido del reloj de la estación, asignando
un tiempo fijo a la ejecución de cada instrucción. Tambien se tiene en cuenta
la dependencia del tiempo con los datos de entrada al considerar el tiempo
empleado en cada paso por funciones recursivas como la desreferenciación
o la unificación. En una primera fase estos tiempos fueron una estimación,
siendo las medidas de tiempo en la máquina Y paralela relativas a las me-
didas en la máquina secuencial, también implementada en la estación. Al
realizar la implementación sobre transputers estos tiempos se ajustaron a
A Lo. procesadores con
Tiempo de 1’ Ajuste de tiempo O ejecut.n 1.
a ultima tiempo. .i<iiiente itt.truccioki
instruccion klI _______ irIfl
un procesador. ~ — Tiempoejecnt.da en ________
L..I....L.LJ menor
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las medidas reales.
A.3 Simulación de las comunicaciones
El envio de mensajes se simula copiando el mensaje del almacen de salida
del procesador origen en el de entrada del procesador destino. Para simular
el tiempo empleado en la transmisión se retarda dicha copia hasta que la eje-
cución en los procesadores activos avanza el tiempo equivalente al asignado
a la transmisión.
Después de cada ciclo de ejecuciones de los procesadores, se actualiza el
tiempo de las trasmisiones pendientes, decreznentandolo en el tiempo con-
sumido por los procesadores activos en el último ciclo de simulación. A
continuación se copian los mensajes cuyo tiempo de transmisión ha llegado
a 0.
De esta forma tenemos en cuenta el tiempo empleado en la transmisión
pero falta considerar el retardo que supone el envio de mensajes en el proce-
sador origen debido a la comunicación sincrona de los transputers. Para ello
el tiempo de la ejecución de la instrucción que origina el envio se incrementa
en el tiempo estimado del retardo.
A.4 Ajuste de tiempo
Según se ha descrito en las secciones anteriores la simulación se basa en el
avance relativo de la ejecución en cada procesador. Los resultados de la
simulación solo tendrán un valor absoluto si estan ajustados a las caracc-
terísticas de una implementación real.
Los tiempos que necesitamos conocer son:
• Tiempo de ejecución de cada instrucción
• Tiempo de tranmisión de mensajes
• Retardo que supone el envio de un mensaje para el procesador origen
En todos los casos se encuentra que la medida del tiempo de una solo
dato (ya sea una instrucción o una transmisión) es del orden de la precisión
del reloj del transputer, por lo que para reducir el error se ha considerada la
media de los datos de las ejecuciones. Así se ha obtenido que el tiempo de
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medio de ejecución de una instrucción es de 35 Ms~ Mientras que el tiempo
medio de envio de un mensaje es de 60 ¡¿s y el retardo provocado en un
procesador por el envio de un mensajes de de 30 ps.
A.5 Estructura del Simulador
El simulador consta de un único proceso que simula cíclicamente a cada
procesador activo, ejecutando las instrucciones que correspondan a aquellos
que no tengan pendiente tiempo de ejecuciones anterios. El ciclo se com-
pleta con la ejecución del las tareas del controlador. Después de cada ciclo
de simulación se actualizan los tiempos pendientes de cada procesador, re-
stando el menor de los tiempo de ejecución de las instrucciones del ciclo.
Así mismo se actualizan loas tiempos pendientes de los mensajes enviados.
Finalmente se simulan las comunicaciones, transmitiendo los mensajes que
han completado su tiempo de ejecución. La estructura del simulador aparece
en la Figura A.3.
Para la simulación se dispone de una variable procesador.actual, que en
cada momento indica el procesador que se está activada. En la inicialización
el contador de programa (10) del procesador que se elija como inicial se
carga con la dirección de comienzo de ejecución, el estado del procesador se
pone ACTIVO y los punteros y zonas de memoria se inicializan a los que
corresponden a este procesador. Una vez que se ha iniciado la ejecución
cada procesador cuando llega su turno lee los mensajes que pudira tener
pendientes y que podrian cambiar su estado por ejemplo de ESPERA a
ACTIVO y a continuación si está ACTIVO ejecuta la siguiente instrucción,
apuntada por su contador de programa. Si no está ACTIVO envia una
peticin de trabajo al controlador, pasando a estado de ESPERA. Cada vez
que se ejecuta una instrucción se conmuta al siguiente procesador haciendo
que las zonas de memoria sean las correspondientes al procesador al que ha
llegado el turno.
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/bucle principal /
while not fin..programa do
begin
tratasnensajes(procesador..actual);
< Si el procesador está inactivo pide trabajo /





/ Si el procesador está activo y sin tiempo pendiente ~/
1* se ejecuta la siguiente instrucción ~/
if estado[procesador.actual] = ACTIVO and tiempo[procesadoractual] = O then
tiempofprocesadonactual] = ejecutar..instruccionQ;
/ Se selecciona el siguiente procesador /
salvarestado(procesadoractual);
procesadoractual := (procesado&actual + 1) mcd NUM..PROCESADORES
/~ Se comprueba si se ha completado una ronda ~/
ifprocesadonactual = O then
begin
1* Se actualizan los tiempos pendinetes restando ei menor
actualizar..tiempos<);
/~ Se simula el controlador ~/
controlador();
/ Se actualizan los tiempos de transmisión de mensajes ~/
actualizar.inensajesij;
se simulan las comunicaciones ~/
comunicarQ;
end
se conmuta al siguiente procesador 4/
cambiarntado(procesado&actual);
end
Figura A.3: Esquema del simulador




Uno de los objetivos de PDP es ejecutar programas Prolog con su semántica
estandard, suportando también los predicados con efectos laterales como el
corte, findalí, los predicados de entrada/salida y los de manejo de la base
de datos interna. Aunque aún no han sido implementados todos ellos, se ha
realizado el diseño que se presenta en este apendice.
La forma más sencilla de mantener la semántica secuencial de estos pred-
icados con efectos laterales es permitir su ejecución paralela solo cuando la
rama en que se encuentran es la más a la izquierda del árbol de búsqueda.
Para incluir estos predicados en el sistema es necesario incluir mecanismos
eficientes que permitan comprobar si la rama actual está a la izquierda del
árbol.
La ejecución de los predicados con efectos laterales se simplifica en PDP
suponiendo una transformación del programa en tiempo de compilación que
símplifica su analisis en tiempo de ejecución.
13.2 Corte
La mayor parte de los programas Prolog prácticos contienen cortes. El
corte suele ser utilizado para mejorar la eficiencia de un programa al evitar
la consideración de determinadas soluciones alternativas. La semantica del
corte que presentan la mayoria de los sistemas consiste en que la operación
de corte fija todas las elecciones hechas desde que se mulcó el predicado que
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contenia el corte, eleiminando otras posibles elecciones.
B.2.1 Implementación secuencial
El mecanismo de PDP para el tratamiento del corte supone la transfor-
mación del programa propuesta por Van Roi E68L Los predicados que con-
tienen un corte comienzan con una llamada al predicado interno cutJoad(X>).
Este predicado carga X con el valor del registro EReg que apunta al último
punto de elección. El resto del cuerpo del predicado consiste en una llamada
al predicado transformado al que se para el valor de X. El predicado trans-
formado se diferencia del original en que se ha añade X como parametro a
la cabeza de cada cláusula y en que cada corte se sustituye por una llamada
al predicado interno cut. Este predicado carga BReg con el valor de X,
restaurando el valor del último punto de elcción de la pila de control. Por
ejemplo, el siguiente fragmento de programa:
(1) p :-
(2) p:—r.
(3) p :— s, ¼t, , u.
(4) p :- y.
se transforma en:
p :— cutjoad(X), p’(X).
p’(X) q.
p’(X) :-
p’(X) :- s, cut(X), t. cut(X), u.
p’(X)
B.2.2 Implementación Paralela
En implementaciones secuenciales (WAM) un solo procesador se encarga
de explorar todas las cláusulas alternativas correspondientes a las ramas
del árbol de búsqueda que es explorado en profundidad y de izquierda a
derecha. Un corte en la rama izquierda de un punto de elección se encuen-
tra siempre antes que uno de las ramas de la derecha. Por lo tanto es sencillo
y eficiente encontrar y eliminar las ramas derechas. Cuando se explota el
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paralelismoO de Prolog las ramas alternativas con corte de un mismo pred-
icado pueden ser procesadas por distintos procesadores y por tanto puede
ocurrir que el proceso que se encarga de una rama con corte que no es la
más izquierda encuentre dicho corte antes que el procesador encargado de la
rama con corte más izquierda. El sistema debería eliminar todas las ramas a
la derecha de la primera con corte empezando por la izquierda. Una imple-
mentación paralela realizada de esta forma requeriría anotar que procesos
son los encargados de cada rama para poder pararlos si fuese necesario. El
mecanismo resultaría caro ya que se realizaría trabajo innecesario. Otra
posibilidad ~32]consiste en suspender la ejecución de una rama con corte
hasta que se encuentra a. la izquierda del árbol. Otra posibilidad [6]que es
la adoptada en PDP, es restringir la explotación del paralelismo, a los casos
en que el corte puede manejarse eficientemente. En el ejemplo del apartado
anterior se explorarían en paralelo las cláusulas (1), (2) y (3). La (4) solo
se exploraría en paralelo con las anteriores si la 3 fallase antes de encontrar
el corte. Para ello introducimos los nuevos predicados internos begincut y
en&cut que marcan las chulas que contienen algún corte, haciendo que la
máquina entre en un nuevo modo de funcionamiento en el que no se explota
el paralelismo. El código del ejemplo anterior pasa a ser:
p :— cutjoad(X), p’(X).
(1) p’(X) q.
(2) p>(X) :- r.
(3) p’(X) :— beginsut. a, cut(X), t. cut(X). entcut, u.
(4) p’(X) :- y.
Cuando se ejecuta la instrucción cuLload se carga en X la posición del
último punto de elección. Se explota el paraleismo..O hasta encontrar una
instrucción que comience con begincut. A partir de entonces deja de ex-
plotarse el paralelismo hasta que se produce un fallo o aparece la instrucción
en&cut. En el ejemplo se explotaría el paralelismo del predicado u o se
si produjese en la ejecución del predicado .5, se explorarian en paralelo la
cláusula (4) y otras posibles cláusulas de ph
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B.3 Negación como fallo Finito
Se implementa mediante un conmutador de la máquina que el procedimi-
ento de fallo consulta antes de informar del fallo. Para ello se introducen
los predicados internos beginnot y en&not mediante los que el compilador
señala el objetivo negado. Por ejemplo el siguiente fragmento de programa:
p :- not(q).
se transforma en:
p :- begintnot. q, endtnot.
13.4 Fallo
Se implementa mediante el predicado interno fail que provoca una llamada
al procedimiento de fallo.
13.5 Findail
Este predicado, cuya sintaxis es findall(Var-ible, Objetivo, Coleccion), recoge
en la lista Colecciontodas las instancias de Variable correspondientes a todas
las pruebas del Objetivo. En los sistemas Prolog secuencia.les el orden de las
soluciones recogidas está determinado por la estrategia de recorrido del árbol
en profundidad y de izquierda a derecha. El los sistemas Prolog que explotan
ParaleismoO las soluciones se alcanzan en un orden arbitrario. Algunos
sistemas como Muse [2][~1preservan el oreden de las soluciones. Otros [153
como en el caso de PIJP no lo hacen por razones de eficiencia.
PDP implementa bagof como un predicado interno que causa que al
explotar el paralelismoO del Objetivo de findalí se envie a los procesadores
que comparten este trabajo un mensaje especial que les indica que al alcanzar
la solución no deben enviarla a la entrada/salida, si no al procesador padre.
Si estos procesadores a su vez vuelven a explotar paralelismo.O indican a los
nuevos procesadores que comparten el trabajo quien es el procesador padre.
Queda por resolver el problema de que el procesador padre necesita saber
cuando se han recibido todas las soluciones. Para ello los procesadores que
han compartido el trabajo informan al padre del fallo al que llegan cuando
han explorado todas las alternativas de que se encargaban.
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B.6 Operadores Aritméticos y Logicos
Las operaciones aritméticas y lógicas se trasnforma en predicados internos
de la siguiente forma:
a(X,Y,Z) :- Z is X + Y.
a(X,Y,Z) Z is X - Y.
a(X,Y,Z) :— Z is X * Y.
a(X,Y,Z) :— Z is X ¡ Y.
a(X,Y) :- X = Y.
a(X,Y) :— X <> Y.
Se transforman en:
a(X.Y,Z) :- suma(X, Y, 2).
a(X,Y.Z) :— resta(X. Y, 2).
a(X,Y,2) :— divi(X, Y. 2).
a(X,Y) igual(X, Y).
a(X,Y) :— distinto(X, Y)
B.7 Predicados de Entrada/Salida
Puesto que no mantenemos el orden de las soluciones en la ejecución se-
cuencial, los predicados de entrada/salida se tratan cuando aparecen en
cada rama. Para facilitar al usuario la comprensión de la ejecución, cada
solución obtenina se acompaña de la lista de datos leidos que le corresponde.
En PDP la entrada/salida solo puede realizarse desde el procesador que está
directamente conectado al host. Por ello cuando apacece una de estos pred-
icados por primera vez en una rama, es enviado al host para ser ejecutado
allí. Cuando al explotarparalelismoiJ un procesador está recornputando
una rama con un predicado de entrada/salida, no repite la operación, y si se
trata de una lectura recibe del procesador padre el dato leido en la primera
computación de la rama.
13.8 Predicados que modifican la base de datos
Solo tienen efecto en la siguiente ejecución, después de una nueva compi-
lación.
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c
Analisis del Protocolo de
Comunicaciones
C.1 Introducción
Un cuidadoso diseño y analisis del protocolo de comunicaciones es impre-
scindible cuando el sistema alcanza cierta complejidad. La utilización de
métodos formales para esta tarea permite eliminar la imprecisión de las de-
scripciones informales, realizar demostraciones formales de la validez de un
protocolo y utilizar computadores en el proceso de diseño y validación. De
los numerosos métodos propuestos para la validación de protocolos [54)[53)
[371nosotros hemos adoptado el propuesto por Zafiropulo et al. [77] para
realizar una validación automática del protocolo que ya estaba en un avan-
zado estado de desarrollo. El método usado está basado en el analisis de
alcanzabilidad y utiliza una técnica de perturbaciones.
C.2 Tipos de errores de Diseño
Supondremos que los procesadores está inicializados correctamente antes de
comenzar las interacciones. En este marco, podemos tratar cuatro tipos de
errores potenciales de diseño: estados de bloqueo, recepciones no especifi-
cadas, interacciones no ejecutables y estados ambiguos.
• Estado de bloqueo
Aparece cuando todos y cada uno de los procesos tiene como única
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alternativa permanecer indefinidamente en el mismo estado. Los es-
tados de bloqueo generalmente representan errores, pero pude haber
excepciones. Pueden diseñarse protocolos que terminan en estado sin
salida al completar su función.
• Recepción No Especificada
Se produce cuando un arco etiquetado con un entero positivo no ha
sido especificado en el diseño. Las recepciones no especificadas son
peligrosas porque pueden llevar al proceso receptor a un estado de-
sconocido en que tendrá un comportamiento imprevisible. Los proto-
colos pueden protegerse mediante un mecanismo que considere toda
recepción no especificada. Sin embargo, si se introduce este meca-
nismo, las recepciones no especificadas que no sean causadas por un
mal funcionamiento será tratadas de la misma forma. Por ejemplo, si
la petición de una nueva conexión se hace mediante un nuevo identi-
ficativo, se tratará de una recepción no especificada pero correcta,
• Interaciones No Ejecutables
Se producen cuando el diseño incluye transmisión y recepción de men-
sajes que no pueden producirse bajo condiciones normales de operación.
Una interacción no ejecutable es equivalente a la existencia de código
muerto en un programa. Pueden deberse a errores de diseño o a la con-
sideración de condiciones de funcionamiento anormales. Para distin-
guir entre la condiciones normales y anormales, es una buena práctica
de diseño, diseñar y validar un protocolo para la operatividad normal
antes de introducir el tratamiento de la excepciones.
• Estados Ambiguos
Se produce cuando un estado de un proceso puede cobexistir de forma
estable con diferentes estado de otro proceso. No representan nece-
sanamente un error.
C.3 Analisis de Perturbaciones
El analisis de perturbaciones es una técnica para detectar la presencia de
potenciales errores de diseño en un protocolo. Cada estado del sistema se
representa por un array de dimensión igual al número de procesos que inter-
accionan cuyos elementos de la. diagonal principal representan el estado de
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un proceso 1-’, y cada elemento i, k no perteneciente a la diagonal representa
el mensaje enviado por el proceso p, al proceso Pk~
( ESTADO C—.WO C-.W1
CONTROL CANAL CANAL
ESTADODEL WO—C ESTADO WO—.W1




C: control WO(i): procesador básico 0(1)
El proceso comienza definiendo el estado inicial SSO que consiste en los
procesos en estado SO y con los canales yacios (representado por E). SSO
se perturba a todos los posibles estado sucesores alcanzables ejecutando una
única transmisión en uno de los procesos individuales IN, i~2, .., P,. Así, cada
una de la posibles transmisiones a partir de SSO genera una rama de un árbol
llamado de alcanzabilidad. El procedimiento continua perturbando cada
uno de los nuevos estados del sistema y termina cuando no se crean nuevos
estados del sistema. Una vez que se ha generado el árbol de alcanzabilidad,
los errores de diseño se detectan de la siguiente forma:
• Estado de bloqueo
Los bloqueos se identifican en el árbol de alcanzabilidad por estados
que tienen todos los canales yacios y no tiene transiciones de salida.
• Recepción No Especificada
Se identifican por estados sin transiciones de salida que absorban el
mensaje pendiente de transmisión de un canal.
• Interaciones No Ejecutables
Se identifican por transiciones de estado presentes en el diseño que no
aparecen en el árbol de alcanzabilidad.
• Estados Ambiguas
Se identifican por el estado de un proceso concreto que aparece en
diversos estados del sistema.











Tabla Cl: Numeración de los mensajes de PDP
C.4 Modelización del protocolo de PDP
Para realizar la validación del protocolo vamos a modelizarlo utilizando una
simplificación de la representación dada en el capítulo 5, en la que los pro-
cesos que interaccionan se modelan por un grafo de estados finito. Los
mensajes intercambiados entre los procesos se representan por enteros. La
emisión de mensajes se representa por valores negativos del entero correspon-
diente y la recepción por su valor positivo. La Tabla C.l y C.2 representan
la numeración de los mensajes de PDP y de sus estados, respectivamente.
Para realizar el analisis se han considerado tras procesos: el controlador y
dos procesadores básicos. De esta forma aparece toda la gama de mensajes y
situaciones posibles en el sistema. El analisis se ha realizado sobre el proto-
colo de comunicaciones correspondiente a la explotación del paralalismoX,
ya que el del paraleismofl es una simplicficación de este.
La forma en que queda representado el protocolo de comunicaciones de
PDP aparece en la Figura Cl. Se han introducido algunos estados ficticios,
como el tratamiento de peticiones (Tarta.pet) en el diagrama que representa
los intercambios entre el controlador y un procesador básico, para ajustarse
al esquema del método y evitra recibir y enviar mensajes desde un mismo
estado. De la misma forma en el protocolo entre procesadores básicos se
han introducido los nuevos estados de recepción de trabajo (Recvtra), activo
con petición (AcLpet), activo con trabajo (Act..tra), recepción de ¿a orden
de intercambio (Recvint) y recepción de respuesta (Recvses).
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Figura 0.1: Protocolo de comunicaciones de PDP
C. Analisis del Protocolo de Comunicaciones
Controlador Pro, básico
estado numero estado numero
Libre O Libre O
Esppet 1 EspÁra 1 ¡
EspÁra 2 Recvdra 2
Espxonf 3 Activo 3
Espneg 4 AcLpet 4
Tratapet 5 AcLtra 5
Trajni 6 Recvjnt 6
Espsesp 7
Recvsesp 8
Tabla C.2: Numeración de los estados
£15 Resultados obtenidos
Se ha implementado en Prolog del método de las pertubaciones para el caso
de tres procesos. El árbol de perturbaciones se ha representado por una
estructura de dos argumentos: el primero representa un nodo del árbol y el
segundo la lista de pares (perturbacion, árboLgenerado) correspondiente a
las distintas perturbaciones posibles para el nodo.
/* ÁRBOL */
1* arbol(nodo, E(perturbacion, aflol) )) */
Un nodo se representa como una lista de estructuras, cada una de la
cuales representa una fila. Cada fila consiste en un estado y una lista de
mensajes.
/* NODO */
/* nodo(Efila(estado,lista..d..mensajes) J) *1
Finalmente, el grafo que sc especifica el protocolo se representa en una
lista de arcos, cada uno de los cuales es una estructura de cuatro arguemntos,
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el estodo inicial en que se dá o recibe la perturbación, el estado al que se
llega al enviar o recibir la perturbación, el valor de la perturbación y el
procesador origen o de la perturbacion.
/t GRÁFO:lista de arcos ti
1* Earco(estadoA, estadoB, perturbacion, origen/destino),...] ti
El programa consiste en la generación de un árbol final en el que no
se generan nodos que no hubiesen aparecido previamente, perturbando el
árbol inicial (en el que los procesadores se encuentran en estdo inicial y
srn perturbaciones pendientes en la lista de mensajes), con las distintas
perturbaciones del grafo.
perturba(gralo. arbolániciaJ., arboljinal).
El resultado ha sido la comprobación de que no existen situaciones de
bloqueo en el protocolo, ni interacciones no ejecutable. Si aparecen estados
ambiguos, ya que un proceso puede estar en un mismo estado mientras los
otros ocupan distintos estados. También se han detectado recepciones no
especificadas, debidas a mensajes cuya llegada no se consideraba posible en
un determinado estado, como la recepción de un mensaje de trabajo cuando
un procesador está activo.
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