Abstract-This paper presents an Internet-of-Things software infrastructure that enables energy management and simulation of new control policies in a city district. The proposed platform enables the interoperability and the correlation of (near-)real-time building energy profiles with environmental data from sensors as well as building and grid models. In a smart city context, this platform fulfills 1) the integration of heterogeneous data sources at the building and district level, and 2) the simulation of novel energy policies at the district level aimed at the optimization of the energy usage accounting also for its impact on building comfort. The platform has been deployed in a real-world district and a novel control policy for the heating distribution network has been developed and tested. Results are presented and discussed in the paper.
I. INTRODUCTION
G LOBAL urban population reached more than 54% of the total global population [1] . For this reason, in an energyintensive world, a key requirement consists of promoting and developing new control policies to optimize energy consumption in cities that include buildings and distribution networks (e.g., power and heating). For instance, thermal energy peaks smoothing requires information about building energy profiles as well as grid topology and characteristics, to evaluate their actual impact on the network infrastructures. This information can be made available through pervasive sensors installed both in buildings and in the grid. In case of district heating, building energy profiles have to be detected as well as grid topology and F. G. Brundu, E. Patti, A. Osello, M. Del Giudice, N. Rapetti, V. Verda, E. Guelpa, L. Rietto, and A. Acquaviva are with the Politecnico di Torino, Torino 10129, Italy (e-mail: francesco.brundu@polito.it; edoardo.patti@ polito.it; anna.osello@polito.it; matteo.delgiudice@polito.it; niccolo.rapet ti@polito.it; vittorio.verda@polito.it; elisa.guelpa@polito.it; laura.rietto@ polito.it; andrea.acquaviva@polito.it).
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Digital Object Identifier 10.1109/TII.2016.2627479 characteristics, with the purpose of reshaping thermal energy to reduce the peaks. This reshaping has an impact on building air temperature profile that can be carefully evaluated to keep user comfort at an acceptable level. Furthermore, thanks to Internet-of-Things (IoT) [2] communication paradigms [3] , monitoring data can be made available at the utility control centers so that complex policies can be implemented on cloud or cluster infrastructures.
Another relevant impact of IoT is the ease of integration of heterogeneous data sources that can be exploited to develop smarter policies. In this way, sensor data can be integrated with building information models (BIMs) [4] , grid models, and geographical information systems (GISs) [5] . BIMs are threedimensional (3-D) models with construction and energy characteristics and they allow detailed energy simulations, which can be used to evaluate the impact of thermal reshaping on the indoor air temperature. From the other side, building simulations can be compared with temperatures provided by indoor sensors to tune energy models, which can be used to evaluate policy impact on buildings, where environmental sensors are not deployed.
In the last decade, several frameworks have been proposed to exploit IoT technologies at the building and house level [6] - [8] , and software solutions have been proposed to enable interoperability among various data formats and protocols [9] - [11] . However, the integration of district models with sensor data remains a challenge.
In this paper, a distributed IoT platform able to collect, process, and analyze energy consumption data and structural features of systems and buildings in a district is presented. In particular, data from BIMs [4] , system information models [12] (SIMs), and GISs [5] are interrelated and enriched with historical and (near-) real-time collection of data from heterogeneous IoT devices. Such devices are deployed across the district to monitor and manage the energy distribution systems (both power and heating).
To evaluate the software infrastructure, a real-world case study has been considered, with hundreds of devices connected to monitor and manage the heating distribution network. In particular, a policy aimed at rescheduling buildings energy requests to smooth peaks of district heating network has been simulated and evaluated. The IoT platform exploits data from sensors installed in heat exchangers (i.e., the connected "things") to determine building energy profile, while network models are used to evaluate the peaks accounting for grid characteristics and topology. On the other side, user comfort impact due to rescheduling is measured with temperature sensors inside building. Sensor data are also exploited to tune building models. This is relevant when models have to be used to evaluate the impact on habitants' comfort on buildings that are not instrumented with environmental sensors.
To summarize, the presented infrastructure acts as a district information management system, in which different stakeholders playing in a smart city scenario can collaborate and provide novel energy management policies and simulations. This paper is organized as follows. Section II reviews the relevant background literature. Section III introduces the proposed IoT software infrastructure for energy management and simulation. Section IV draws the real-world case study. Section V introduces the energetic policies, which may be exploited, thanks to the proposed solution, and discusses the experimental results. Finally, Section VI provides the concluding remarks.
II. RELATED WORK
Recently, different ICT solutions have been proposed to cope with the need of energy consumption optimization in smart city domains. In the following, the most relevant ones in this field are presented.
In a Smart Grid context, Kim et al. [13] presented a datacentric middleware to allow decentralized monitoring and control, exploiting a publish/subscribe model [14] , which is appropriate for delivering information but is not yet sufficient to have data access that is independent of this model. Indeed, the request/response communication approach is also needed to provide novel services that can easily retrieve data without having to wait for new events.
In [15] , a distributed software infrastructure for general purpose services in power systems is presented. The software architecture enables the interoperability across heterogeneous devices by creating a secure peer-to-peer network.
Differently from these solutions, the IoT platform presented in this paper aims at creating a virtual model of a city district for providing smart city services. Hence, considering data coming from IoT devices deployed across the energy distribution networks is not yet enough. Indeed, such data have to be integrated and correlated together with information, often geo-referenced, about buildings.
In the smart city scenario, several middleware solutions have been proposed to integrate heterogeneous data sources. The ReActOR system, presented in [16] , is characterized by a tiny footprint and can be deployed as a service. It is composed of three layers: a facade layer (Web Service), a core layer, and an extensions layer (providing support for different technologies). It enforces user authorization, and each user is mapped to a set of devices that he or she can manage, control, and sense. Finally, ReActOR provides only identifiers for the different agents in the system, hiding user, and device data. This middleware is limited to hardware devices and it does not support the integration of different data sources, such as Database Management Systems (DNMSs). Cândido et al. [17] present an evolvable and customizable infrastructure, focused on interoperability, modularity, uncomplicated management and adaptation, and composed of a set of different components. Each component exposes its services to the network using open web standards, enabling the composition of interoperable modules. However, this approach is limited to industrial automation scenarios.
SemsorGrid4Env (SemsorGrid4Env) provides a serviceoriented architecture that eases the design of open large-scale semantic-based sensor network applications for environmental management. Furthermore, it enables the rapid development of thin applications (e.g., mashups) and it allows the integration of real-time data with historical data from other heterogeneous data sources. This solution is tailored to environmental management and cannot be applied seamlessly to city district setting.
For what concerns the interoperability across various application domains, different research projects and initiatives contributed to the definition of models and guidelines. For instance, the IoT-A project [19] provides an IoT reference model, allowing the description of an IoT solution by using shared building blocks, a reference architecture, and general advices to IoT architects. On the other hand, the OneM2M alliance [20] aims to develop detailed technical specifications, to address the need for a common M2M Service Layer, using existing IoT and Web standards. However, it does not cover many aspects of IoT platforms, such as scalability, availability, and deployment. FI-WARE [21] , another research project, is devoted to design a service infrastructure for the Future Internet vision. Such infrastructure would be composed of reusable components, which could be selected and complemented with additional specific components.
The novel contribution of the following work is the design and development of a distributed IoT platform, based on open standards of the Web, which creates a single virtual parametric district model. It is in charge of providing a standard access to heterogeneous IoT devices and District Information Systems deployed across the city. Information is correlated, enriched, and provided by the presented platform as a shared open repository. This IoT platform is instrumental for energy simulations on alternative control policies for the energy distribution network.
III. IOT SOFTWARE INFRASTRUCTURE
Building a distributed IoT platform to create a virtual parametric district model for energy management and simulation is a challenging task. Indeed, such platform needs to transparently integrate hundreds of heterogeneous data sources and IoT devices, which may be exploited to monitor and manage energy consumption. Furthermore, it has to be scalable and reliable. For this reason, a suitable model is needed to step back and see the districts at a lower level of detail or to focus on specific entities (e.g., buildings, IoT devices). The proposed infrastructure implements two communication paradigms: 1) nonreal-time request/response based on REST [22] and 2) (near-) real-time publish/subscribe based on Message Queue Telemetry Transport (MQTT) [23] .
This IoT software infrastructure is based on the LinkSmart OpenSource Middleware [24] , adopting and extending it to address the requirements of a smart city context. The tasks of the platform include the following:
1) modeling of real-world IoT devices and ICT systems, 2) providing their search and discovery by applications, and 3) exposing their data via common application protocols.
To implement these tasks, the platform defines several abstraction models and Application Programming Interface (API)s implemented by a number of integration components and services described in this section. 
A. IoT Devices and Technologies Integration Layer
The proposed IoT platform leverages upon ICT infrastructure made of heterogeneous devices and technologies, which exploit different communication protocols and standards. The IoT Devices and Integration Layer (see the bottom layer in Fig. 1 ) takes advantage of Device Connectors to enable the interoperability among heterogeneous devices.
Device Connectors are integration components that use a common abstraction model to describe real-world IoT Devices and ICT systems integrating them in the middleware. The Device Connector is a middleware-based software component that acts as a bridge between the middleware network and the underlying technologies, devices, or subsystems [25] . It exposes Web Service APIs for discovering and querying ICT data sources for each integrated system allowing seamless data access by the applications and other services. Instead of implementing system-specific and proprietary APIs of the integrated systems, the middleware clients use the same Web Service API to access data from all integrated systems. The Device Connector works also as a publisher and/or subscriber for the integrated IoT devices and ICT systems, thus providing a (near-) real-time communication (see Section B).
Finally, it exploits the SenML (Sensor Markup Language) data format, defined as draft by The Internet Engineering Task Force [26] , to transmit sensor measurements.
B. Services Layer
The Services Layer is the core of the proposed IoT software infrastructure. It provides components specifically designed for accessing and managing information, coming from heterogeneous IoT devices and technologies, by exploiting a Web Service approach. It is also in charge of creating a virtual District Information Model (DIM) correlating data from different data sources. Finally, it offers features for simulating control policies aiming at optimizing energy consumption (e.g., electric, heating). The main components of this layer are described in the following.
1) Service Catalog: It describes the available services in the network, by exposing a JSON-based RESTful API. It is the entry point for applications, used to discover available services in the network. It contains entries of services such as the Resource Catalog and the MQTT Broker.
2) Resource Catalog: It provides a constantly updated registry of endpoints for IoT devices and resources, which are available through the infrastructure. It exposes a JSON-based RESTful API to 1) Device Connectors, which register the endpoints to access devices and resources, and 2) Applications, which discover such devices and their access endpoints to access information. The Resource Catalog provides flexibility to the whole infrastructure because new IoT devices and ICT systems can be transparently added, removed, or replaced in the system.
3) Message Broker: It provides (near-) real-time asynchronous communication for the different components of the infrastructure, by means of the MQTT [23] communication protocol. This protocol follows the publish/subscribe [14] paradigm, which allows the development of loosely coupled event-based systems. Each device or component in the platform can 1) publish data, and 2) subscribe to specific event notifications. Thus, the Message Broker is in charge of receiving data from publishers and forwarding data to subscribers. This module can be exploited by either internal components or client applications. This approach increases the infrastructure scalability, by removing the dependencies between interacting entities. 4) Historical Datastore: Querying historical data is one of the basic features of the platform required by IoT applications and services. Considering the heterogeneity of the data sources in a typical smart city platform, it is essential to provide a unified API for accessing historical sensor data in such systems. The platform defines a Historical Datastore API that is implemented in a standalone service, as well as for each integrated ICT system that already provides a database with historical data and an API to access it. Hence, the standalone service implementation can be used for integration of new ICT or already existing data sources. In addition, it provides an optional aggregation functionality that can be used to downsample high-frequency sensor measurements and calculate basic aggregates on them. The integrated system-specific implementations of the Historical Datastore API allow to provide a unified API for accessing historical sensor data across all integrated systems without data duplication. Integrating historical data from a large ICT system can be indeed problematic to manage due to both its large volume, as well as the storage and access policies. By providing system-specific implementations of the Historical Datastore API, both of these issues can be tackled by forwarding data requests to the integrated system and enforcing access policies between the middleware and the data owners. The Historical Datastore is able to store and manage huge amount of data. Thanks to its API, it is ready to provide such data to Big Data Analytics tools, which can help energy managers in developing control policies-based historical data analysis.
5) Semantic Metastore: Semantic interoperability is another important feature of the platform, which enables the use of Semantic Web technologies to annotate and interlink integrated data sources and query them using the semantic attributes. In addition to that, such annotations can also be used for describing higher level services and applications, as well as to model realworld entities they operate with that are not directly managed by the platform. This feature is implemented by the Semantic Metastore service, which builds on the off-the-shelf Semantic Web technologies such as Apache Jena [27] to provide higher level, developer-friendly APIs for populating and querying the semantic knowledge base through REST Web Services. The Semantic Metastore may be queried by either internal components or client applications.
6) DIM Services:
A DIM is composed of different entities. In particular, it is possible to define three specific data sources, which are represented using relational databases, and can be integrated to get a comprehensive view of a district: 1) BIMs [4] are parametric 3-D models, where each model describes a building-both structurally and semantically (e.g., by defining materials and costs [28] ). BIM supports decisions for the whole building lifecycle; 2) GISs [5] map the geographical location and topology of district entities, such as district buildings or energy distribution networks: GIS provides data management and modeling for advanced cartography; 3) SIMs [12] describe the size and structure of energy distribution networks. SIM is built to provide information for both visualization and simulation by exploiting parametric and topological data. Despite the fact that all these data sources could be represented using a relational database, no commonly agreed method is available to integrate and correlate them from the district point-of-view. Because of such fragmentation, a single database for all heterogeneous data sources cannot be deployed, because 1) DBMS technologies are mostly incompatible to one another, and 2) the same value may have conflicting semantics between different databases. Instead, the following subsystem is heavily based on RESTful Web Services and distributed deployment. The use of RESTful Web Services provides a uniform interface to each component of the system. In particular, the same response format is returned, independently from the actual queried data source. This also means that, if a component technology (e.g., a DBMS) changes, the client application receives the same response as a result of the same query. A bird's eye view of the DIM Services subsystem is shown in Fig. 2 .
The subsystem is built in a microservice fashion [29] , i.e., it consists of a suite of small, autonomous, lightweight services. From a logical point-of-view, each component in DIM services consists of two independent sublayers: Data layer and Interface layer. In the following, the structure of the BIM Service Provider is presented, which is easily extended to GIS and SIM Service Providers. The Data layer is a set of several databases, where each database represents a building in the district. The databases are managed by using a relational DBMS, which is able to store the internal representation of the BIM models (which have been created with proprietary software Autodesk Revit [30] ). The Interface layer provides a RESTful Web Service interface to the underlying databases. It interacts with the Data layer by using SQL queries and preparing JSON results. Furthermore, it also provides building resources, such as proprietary (Revit files) and public BIM standards (IFC and gbXML).
As depicted in Fig. 2 , within the DIM, other kinds of data sources are needed, to complement the BIM information. In particular, GIS and SIM have been identified. Both these data sources need a Web Service interface, to be integrated into DIM Web Services by means of a DIM context layer. Both the GIS and the SIM Service provider return JSON results through the REST API. On top of each Service provider, there is the DIM Context layer, which is the main interface to district information. It creates a virtual parametric model of the district that can be queried as a whole by client applications. It acts as a translator from the district context (district-based queries) to a specific data-source context (e.g., building-based queries). Conversely, it also integrates back responses from the different Service Providers to a single response. Moreover, the DIM Context layer is independent from each Service Provider Interface layer, and it behaves as a proxy to the latter. By using interprovider queries, it is able to compose complex queries, which may span different information domains (e.g., building and geographical information). For instance, by querying both the BIM and the GIS Service Providers, it gives the capability of retrieving information about buildings composed by a specific number of storeys.
7) Simulation Engine:
It is a specific component of the proposed IoT software infrastructure used to help in developing new control policies and to perform energy simulations in a district environment. It consists of a Web Service enabled interface, which provides a standard entry-point to the district simulator. In addition, the Simulation engine provides features to develop control policies, able to retrieve information from all the other platform components exploiting both publish/subscribe and request/response communication approaches (MQTT and REST, respectively). Hence, such simulations can take into account both DIMs and historical or information collected (near-) realtime from the heterogeneous IoT devices to optimize the energy consumption. For example, this module can gather environmental information from the Historical Datastore that collects sampled data sent by IoT devices. The Simulation engine can work also as a subscriber to receive (near-) real-time data from IoT devices through the Message Broker. Information about district as a whole can be retrieved by DIM Services, which correlates information about BIM, GIS, and SIM. To perform such correlations, the DIM Services also exploit semantic information retrieved from the Semantic Metastore.
It is worth noting that the Simulation engine module is able to perform simulations for the different energy flows in the district (e.g., electrical and heating). Section V provides a more in-depth description of control policies for the district heating network.
C. Applications Layer
The Applications Layer (see the highest layer in Fig. 1 ) provides a set of APIs and tools to develop applications to manage and postprocess data coming from the underlying layers of the proposed IoT infrastructure. Such applications may be web-based (e.g., online dashboard for visual management of the district using cartographic maps), mobile (e.g., mobile app for facility managers), desktop and semantic web-clients. At this level, the interoperability among different IoT devices and technologies is enabled, thanks to the Web Services approach.
IV. CASE STUDY
This IoT platform has been developed to provide smart city services for energy management in a smart city context. As main case study, this platform has been deployed and tested in a real district. In such district, the heating distribution network (DH) provides thermal energy to about 50% of private and public buildings. Furthermore, wireless sensor networks (WSN) have been deployed to collect indoor data about air temperature and relative humidity on seven representative buildings.
The heating network in the city under investigation is one of the largest in Europe, being composed of about 580 km of double pipeline, with more than 5700 buildings connected (over 55% of the town). The thermal request is highly variable during the day and during the heating season. In particular, daily request presents a morning peak of about 1300-1400 MW, while the afternoon request ranges from about 850 MW in typical winter days to about 400 MW in typical middle season days. Such request is fulfilled mainly through three efficient cogeneration systems, able to produce a total thermal power of about 740 MW, while the exceeding request is covered using thermal storage units and auxiliary boilers.
Currently, in the selected district, a large number of IoT devices (about 4000) are deployed for monitoring and managing the DH. They collect data (e.g., instantaneous power, cumulative energy consumption, water flows, and temperatures) every 5 min. This is possible for about 70% of the buildings connected with the network. The remaining buildings have been characterized assuming a behavior equal to the average profile of the buildings in the network. This approach has been validated through comparison of the calculated and measured thermal request profiles at the plants. Data are then sent to remote Historical Datastore unit by means of embedded gateways, which monitor the heat exchanger of each building. Each gateway is accompanied by a GPRS modem and executes the following tasks: 1) scheduling of data collection; 2) management of IoT sensors; 3) communication via GPRS; and 4) data transfer to remote Historical Datastore.
The Historical Datastore for DH consists of four dispatchers, to improve the reliability and scalability. Each measurement is sent to a different dispatcher, which forwards it to a database.
Differently, a significant part of the infrastructure consists of heterogeneous data sources, e.g., BIMs. Such models have been prepared for selected buildings and, the corresponding SIM, for the district heating network.
This paper assesses how this infrastructure is beneficial: 1) to optimize the energy demand, 2) to manage a large number of IoT devices, and 3) to exploit parametric models for energy simulations.
In particular, BIMs allow fine-grained energy simulations, down to the room level, and are useful to plan retrofitting of existing buildings.
The most popular construction types in the selected district are load-bearing masonry (mostly used until the '50s) and reinforced concrete. Many cases present a mixed solution between the two technologies. For this reason, seven representative buildings have been considered and WSN sensors for indoor air temperature and relative humidity have been deployed on them. They exploit the Device Connector component to be integrated into the proposed software infrastructure. In particular, such sensors communicate using the MQTT protocol [14] , [23] and send collected data to a Historical Datastore.
For this case study, a Primary School in the selected district is chosen. This primary school was originally built in 1902 and almost totally rebuilt at the end of the World War II. The building structure is a three storey load-based masonry with a heavy massive envelope. The main heating supply is based on radiators. Such rooms have been selected considering the orientation. Three representative rooms have been selected to better describe the air temperatures trends of the case study and the building shape: the first room (S) is oriented to South, the second room (E) to East, and the third room (N) to North-West. Furthermore, the room N is also located in the highest floor of the North-West corner of the primary school.
V. ENERGY OPTIMIZATION RESULTS

A. Methods and Policies
In order to reduce the primary energy consumption to supply heating to the buildings connected with the district heating network, the use of cogeneration should be maximized. This can be achieved through thermal storage [31] but further improvements can be achieved through optimization of the thermal request profiles of the buildings acting at the district level. Such action is particularly important considering that the district heating network is in continuous evolution, with increasing number of buildings connected to the network. Instead, the built of new storage units has to face the issues related with land occupation and also the investment costs. The availability of the IoT infrastructure previously described allows the implementation of an innovative approach for the analysis of alternative thermal request profiles, which are able to produce similar effects than thermal storage units. In particular, by means of the Simulation Engine presented in Section III-B, it is possible to run thermal request simulations following the approach described in Fig. 3 , that involves all the buildings connected to the heating network in the district. Red boxes indicate the external input for the procedure, while blue boxes perform the various calculations.
In Block 1 (Strategy definition), an alternative thermal request profile for a specific building is defined on the basis of weather forecasts for the following day. In Block 2 (Historical Datastore-measurements), the measurements, sent by the IoT-enabled heat exchangers in the buildings through Message Broker, are retrieved from the Historical Datastore of the infrastructure. Subsequently, the algorithm computes the daily thermal consumption associated with the current request profile, as well as the evaluation of the status of the heat exchanger, and the values of parameters characterizing the heat losses and the dynamic behavior of the building [32] . The latter quantities are calculated every day, taking advantage of almost steady-state behavior reached in the afternoon and transient evolution when the heating system is switched OFF or attenuated. Block 3 (Building compact model) assesses the feasibility of the proposed strategy for the building, as it compares the expected average internal temperatures resulting from the proposed rescheduling with the original scheduling. The acceptability of the internal temperature is imposed as a constraint for the new scheduling, which can be adjusted in the case it is not acceptable.
Block 4 (DIM (SIM + GIS) model of the network) represents an additional input for this tool. It retrieves from the DIM Services component of the infrastructure the SIM model of the network correlated with geo-referenced information (from GIS) of the various subnetworks. This model defines the physical structure of subnetworks, and it is updated every year to properly consider possible expansions of the district heating to new areas or possible connection of additional buildings. Block 5 (Network model) performs the thermo-fluid dynamic simulation of the district heating network in order to transform the thermal request of the users into thermal load for the full district and then for the thermal plants. The physical model of the network is fully described in [33] .
Finally, Block 6 (Plant model) performs calculation of the Key Performance Indicator (KPI)s referred to energy and environmental impacts resulting from the comparison of the current request profiles and the new profiles. Main KPIs are the reductions in primary energy consumption and CO 2 emission. In order to proceed with the simulation at the building level, the thermal request simulation produces set points and heat scheduling for each heat exchanger. Such control policy is feasible, thanks to the fine-grained monitoring provided by the proposed platform, and by the IoT devices deployed in the buildings. Detailed information about energy consumption of buildings served by the heating network is available. Indeed, thanks to this pervasive IoT platform, it is possible to quantify the energy request profile of each building and not only the cumulative heating request profile at the energy power plant.
To evaluate the impact of the new district heating control policy, simulations were also performed at the building level. These simulations take as input the BIM for the building developed with Autodesk Revit 2015. Taking into account the building typology, the BIM is compiled with each building feature. By means of the DIM Services component of the infrastructure, the BIM model is then imported into Energy+ environment in order to calculate the internal temperature evolutions. The Building Simulation Engine is compiled setting the room occupancy and using heating set points and schedules provided by the district thermal request simulation.
Subsequently, the Building Simulation Engine estimates thermal parameters such as the indoor temperature and thermal comfort for the building. Furthermore, for buildings under analysis, temperatures are then compared with the real measurements operated in selected rooms, where IoT sensors have been deployed. Every 15 min, these devices send monitoring information through the Message Broker to the Historical Datastore. In particular, this paper presents the results of simulations performed for the selected building on working days, when the primary school is occupied by users. 
B. Experimental Results
In order to evaluate possible benefits that can be achieved through proper change of the thermal request profiles of the buildings, two scenarios corresponding with a typical winter day for the city under investigation are considered. Fig. 4 reports the thermal loads of the plants: in the reference scenario (solid line), the current request profile of the buildings is considered. In a second scenario (dashed line), the request profiles of 50% of the buildings is modified by anticipating or postponing the time the heating system is switched ON. The alteration is within a period smaller than 30 min, but the request profile curve of each building is unmodified.
Optimization of the strategy mainly involves an anticipation of the start-up time for a large percentage of the buildings. This causes an increase in the total thermal load from about 4:30 to 6:00 A.M. Fig. 4 shows that the peak request is reduced by more than 120 MW and, more important, about 0.14 GWh of heat is moved from the periods exceeding the total capacity of the cogenerators to periods characterized by a total load smaller than the capacity of cogenerators. This means that this amount of heat can be produced using the cogenerators instead of auxiliary boilers. The primary energy factor of heat produced through boilers is about 1.11, which means that 1.11 units of fuel are requested to produce a unit of heat. In contrast, the primary energy factor of heat produced through the combined cycles operating in a cogeneration mode is about 0.36. This small value is justified by the fact that the electrical efficiency of these combined cycles is about 0.58, when they operate in full electricity production. When they operate in the cogeneration mode, for each 10 MW of heat produced, the electricity production decreases to about 2.1 MW [34] . A corresponding reduction of 3% in the primary energy consumption is achieved. This reduction depends in a nonlinear way on the percentage of buildings wherein the heating schedule can be modified: if the percentage of buildings is reduced to 25%, the primary energy saving is reduced to about 2%, while if the percentage of buildings in increased to 75%, the primary energy savings is increased to about 3.5%. It is worth highlighting the fact that application of a strategy, aiming at optimizing the shape of the thermal request profiles of the buildings, would result in an even larger reduction in the primary energy consumption.
Once the new schedule is defined, the building model is applied to the evaluation of the acceptability of the changes in the thermal profiles in the various buildings. This means that when the thermal request profile of a building is modified, internal temperatures are checked so that the new comfort conditions are acceptable for the end-users. The current and the proposed (anticipated) schedules for the primary school are shown in Table I . At the building level, the comfort has been estimated using the temperature trends and by exploiting the predicted mean vote methodology (PMV) [35] , which is a measure of thermal comfort of the building. PMV has been estimated for the current energy distribution schedule and for the schedule proposed as output from the district model.
First, simulated and measured temperatures from IoT devices have been compared to assess whether the model was able to simulate correctly a real-world building. Indeed, the use of IoT devices, which can be exploited through the infrastructure, allows an unprecedented fine-grained measurement of indoor conditions that can be used to validate simulation models.
Figs. 5 and 6 explain how the infrastructure, and most importantly the Simulation Engine, can be used to assess the impact on comfort of the scheduling policy shown in Fig. 4 . We show here that a simulated evaluation is reliable, by comparing with real data taken from installed sensors. Also, we envision a potential usage of the infrastructure, where sensor data can be used to tune the simulation model. Fig. 5 depicts the actual and simulated (with the current schedule) temperature trends for the three selected rooms (S, E, and N). The trends are estimated in four working days and during the weekend. A brief description of temperatures and relative humidity (ϕ) evolutions is also provided in Table II . In all cases, simulation tends to overestimate the maximum temperatures and slightly underestimate the minimum temperatures. South room (S) is constantly exposed to the solar radiation during the day, therefore it experiences the maximum temperature. Deviations are larger in the central part of the day and are mainly due to unforeseeable factors, such as ventilation, which is usually operated manually by opening the windows, the variable window shading, and the occupancy of rooms. These effects have a significant impact on the temperatures measured by the IoT devices but are not considered in simulations, as these should rely only on predictable data at a district level. In this case, the average difference between the simulated and measured temperature is 0.37°C with a standard deviation of 0.98°C. Differently, the east room (E) and north room (N) do not fully benefit of solar exposure during the day. In the case of room E, the average temperature difference is 0.23°C, while the standard deviation is 0.46°C, which is the best model prediction. Room N is located in the north-west corner at the top floor of the primary school; the average temperature difference is 0.32°C with a standard deviation of 0.69°C. Relative humidity is slightly overestimated in simulations, but this does not significantly affect the evaluation of internal comfort conditions. It is worth highlighting that the model is applied with the goal of checking the effects of variations in schedules using meteorological forecasts for the following day, therefore the aspect it is requested to capture is the dynamic behavior of the building. This can be analyzed by comparing the average temperature decreases when the heating system is switched OFF (i.e., between 8:30 P.M. and 4:30 A.M.). The measured values for the three rooms are 0.05, 0.08, and 0.10°C/h, respectively, while the simulated values are 0.06, 0.10, and 0.10°C/h. These differences are sufficiently small; therefore, the model is suitable for the analysis.
Finally, to better assess the degree of comfort, the PMV methodology has been used to compare the current energy distribution schedules and the schedules proposed by the output of the district simulation. This evaluation has been performed using the simulation results. As shown in Fig. 6 , the expected PMV for the proposed schedule is only slightly below that corresponding with the current schedule. PMV varies from about 0.3 in the central hours of the day and -1.3 at night, being the last value representative of slightly cold comfort conditions. Values below -1 are only experienced in the north room and outside the working hours. A comparison between the current and proposed schedules is presented in Table III , where only the working hours (8 A.M.-5 P.M.) are considered. On average, the proposed schedule causes a slightly smaller PMV in the selected rooms, with a reduction of about 0.03 during daytime, due to the 20 min pause of the heating system, which is introduced between 5:50 and 6:10. The internal temperatures and the PMV corresponding with the current schedule are recovered in the early afternoon for South and East rooms and in the late afternoon for the North room through slightly longer operation of the heating system in the afternoon.
In the presented case, the building simulation supports the adoption of a new energy distribution schedule by the energy provider, that promotes energy saving (at the district level) without affecting the user comfort (which has been estimated using the building model).
VI. CONCLUSION AND FUTURE WORK
This work presented a novel IoT platform for city district data management and energy flow simulations. In particular, this platform is instrumental 1) to integrate heterogeneous IoT devices for monitoring and management of a whole city district; 2) to share building and energy network resources, both for visualization and simulation of energy policies, at the building and district level; and 3) to assess the quality of the energy model of buildings. The presented platform is designed and developed following the microservice paradigm, and it is able to scale up reliably. Furthermore, the use of shared open standards of the Web makes it easy to integrate into existing systems. The platform is ready to send actuation commands to the devices deployed in the district. For instance, we are currently testing it on the DH scheduling control system. In this case, scheduled ON-OFF heating switching times are sent to IoT devices to control heat exchangers. The results of this experimentation are preliminary and will be discussed in future work.
Finally, this platform satisfies the need for an energy management system for a city district, which is currently unmet in state-of-art applications. As shown in the real-world case study, this platform is suitable to run energy distribution policies simulations from the district level down to the building room level, with a special focus on both district energy savings and end-user comfort level. It is worth noting that such policies are feasible, thanks to the fine-grained monitoring provided by the proposed IoT platform.
In future works, the infrastructure will be extended and complemented with a Big Data Analytics module, which will be used to carry historical data analysis on the data collected from the infrastructure.
