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Abstract 
Multivariate data arise from many different areas such as commercial, indus-
trial, meteorological and sociological process. Any applied statistician who has 
analyzed real data sets is likely to come across outliers and influential observa-
tions. A primary measure for the identification of outliers is the Mahalanobis 
distance. On the other hand, the deletion approach is a popular approach to 
develop measures for judging the influence of an observation and a typical mea-
sure used to identify influential observations in the regression model is the Cook's 
distance(Cook, 1977). 
Studies in the literature emphasize on the identification of observations that 
affect the location estimate. However, it is noted that the sample covariance ma-
trix S may also be highly influenced in the presence of unusual cases. Therefore, 
in this thesis, we consider the identification of observations that highly influence 
the estimate of the covariance matrix. Using the deletion approach, we first con-
struct a measure which is similar to the Cook's distance and then introduce two 
methods for detecting influential observations based on the measure constructed. 
The first method is a one-step method and the second method is a refinement of 
the first one and is a forward search procedure. The stalactite plot introduced 
by Atkinson & Mulira(1993) will be used to summarize the results in the forward 
search procedure and provides a comprehensive picture about the pattern of the 
influential observations. Practicability of the proposed methods are illustrated 
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Multivariate data sets are frequently encountered in different fields such as 
meteorology and sociology, and outliers occur due to different reasons. An intu-
itive definition of outlier given by Bar net t and Lewis (1994) is that an outlier is 
an observation that appears to deviate markedly from the others. On the other 
hand, an observation is considered as influential if the important features of the 
analysis are altered substantially when it is deleted. Note that outliers and influ-
ential observations are not coincident concepts. However, if an outlier influences 
to an analysis, then it is an influential observation. 
Influential observations may arise because of three reasons(Belsley, Kuh & 
Welsch, 1980). Firstly, the inherent variability which is uncontrollable. Secondly, 
the measurement error such as the inadequacy of the measurement instrument, 
the rounding error or the mistakes in recording. Thirdly, the outlying data points 
may be legitimately occurring extreme observations. Such data points may con-
tain valuable information that improves estimation efficiency by its presence. 
Therefore, it is of interest to identify these influential cases which can then be 
studied and corrected or deleted. In linear model analysis, there are many pro-
posals for dealing with influential observations. The following is a brief history 
of the development of identification of outliers and influential observations. 
Over the middle of the eighteenth century, the awareness of the outliers prob-
lem has arisen(Barnett and Lewis, 1994). From this period till the middle of 
nineteenth century, the main discussion of outlying values was about rejection. 
However, the rejection was without any formal procedures. Later, the subjective 
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nature of outlier rejection was ameliorated and the objective test was used to 
determine the rejection. After that, more formal and exact tests on rejection of 
outlying observations have been developed. Not only rejection was considered, 
other diagnostic methods were also investigated. As early as 1936, Pearson and 
Chandra Sekar have discussed masking effect which occurred when an outlier 
cannot be detected due to the presence of the others. On the contrary, swamping 
happened when a non-outlier is wrongly identified owing to the effects of some 
hidden outliers and it was first described by Fieller(1976). 
Nowadays, it is well-known that a simple method to identify multivariate 
outliers is to compute the Mahalanobis distance 
MDi{x, S) = ^J{xi-xYS-\xi-x) 
for each point i = 1，...，iV. Here, x is the sample mean, S is the sample 
covariance matrix and N is the sample size. It measures how far the point xi is 
from X under the defined metric S. 
Let the linear regression model be 
Y = Xf3-\-e, 
where Y is an iV x 1 vector of observations, X is an iV x p full-rank matrix of 
known constants, is a p x 1 vector of unknown parameters, and e is a vector of 
independent random variables each with zero mean and common variance cr^ . The 
issue of influential observations has begun to receive considerable attention when 
people recognized that there might have substantial change of the estimates due 
to certain data points. At the beginning, the main discussion was about rejection. 
Later, other diagnostic methods were developed. A common measure to judge the 
influence of the i-th observation is the Cook's distance proposed by Cook(1977): 
di = [(Ai) — PYX^xCPii) — P)] Zips') (1.1) 
A 八 
with (3 and /？⑷ denote the least square estimates of (3 with and without the z-th 
data point and s^  = R^R/{N — p) where R is the residual vector. 
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However, masking and swamping cause difficulties in the detection of influen-
tial subsets or multiple outliers and the identification using MDi{x, S) and di are 
not satisfactory. Therefore, various methods have been proposed in the litera-
ture to detect influential observations and outliers in regression and multivariate 
analyses respectively. For examples, very robust methods have been developed, 
including the least median of squares(LMS) which was mainly used for regression 
problems (Rousseeuw, 1984) and the minimum volume ellipsoid(MVE) which was 
used for multivariate data(Rousseeuw & Leroy, 1987). 
For the detection of influential observations, Atkinson(1986) noted that the 
deletion of single observation had been well applied in multiple regression analysis. 
Multiple deletion methods had also been well-developed but were little applied 
due to complex combinatorial problems. Therefore, he proposed to use robust 
estimator in detecting outliers and influential observations. His method uses sam-
ples of elemental sets of the observations to fit least median of squares regression 
to the data where an elemental set is a random sample of size p which is the 
rank of the regression model. This method served as an exploratory tool for the 
identification of outliers. 
On the other hand, Rousseeuw & van Zomeren(1990) proposed robust esti-
mator for location and covariance matrix in the measure MDi{x, S) for detecting 
multivariate outliers. A modification of this robust distance was introduced by 
Hadi(1992) who used median to find the robust estimator as an initial ordering of 
the data. Then he proposed a forward procedure in which the data were divided 
into two sets: a basic subset with good observations and a non-basic subset with 
remaining observations. The size of the basic subset increases in such a way to 
exclude outliers, and the procedure stops when certain stopping criterion is met. 
The final non-basic subset is declared as outlying subset. 
Atkinson & Mulira(1993) have also developed a forward procedure based on 
MDi{x, S). Their procedure starts with a small random subset of m observations, 
intended to be outliers free, to estimate the mean and the covariance matrix 
involved in the distance measure. Then the next subset of m + 1 observations 
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to be used for estimating the mean and the covariance matrix for the next set 
of distances are those observations with the m + 1 smallest distances. Instead of 
terminating the procedure with reference to some stopping criterion as applied by 
Hadi(1992), this method continues until the basic subset includes all observations. 
A stalactite plot is used to indicate the cases with large distances as the size of 
the subset increases. The cases with large distances under stabilized patterns 
are considered as outliers. Atkinson(1994) also applies a similar forward search 
procedure to detect multiple outliers in regression. 
Atkinson & Mulira(1993) noted that sparseness of the data creates a problem 
in detecting outliers. Rousseeuw Sz van Zomeren(1990) suggested that N/p must 
be at least greater than 5 when applying MVE. They also noted that the in-
crease of the size of the problem appreciably increases the difficulty of identifying 
multiple outliers. 
There is another approach to identify multivariate outliers. Poon, Lew & 
Poon(2000) proposed to use the local influence approach to develop outlier mea-
sure which is geometrical oriented. The method involves no distributional as-
sumption and it works well in large dimension with small sample sizes. 
In dealing with multivariate outliers, the various methods mentioned above 
deal with location outliers. However, the sample covariance matrix S will also be 
influenced by unusual observations. Note that S is crucial in many multivariate 
analysis procedures. Therefore, the aim of this research is to identify the influ-
ential observations in the estimation of the covariance matrix. We will use an 
idea similar to the one of Cook's distance(1.1) to investigate the effect of individ-
ual observation on the estimation of covariance matrix and to develop diagnostic 
measure. 
In Chapter 2, the idea of deletion Mahalanobis distance is discussed and the 
Cook's distance is also summarized. Then a measure similar to Cook's distance 
but based on the covariance matrix is developed. In Chapter 3, an one-step pro-
cedure that uses the measure to identify influential observations is described and 
simulation studies are conducted to investigate the performance of the procedure. 
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Moreover, the use of a forward search procedure together with the stalactite plot 
for detecting influential observations is discussed. Several real data sets reported 
in the literature have been analyzed by the proposed procedures and the results 
of the analyses are summarized in Chapter 4. Some concluding remarks are given 
in Chapter 5. 
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Chapter 2 
Deletion and Distance Measure 
2.1 Mahalanobis and Cook's Distances 
A classical method for the identification of multivariate outliers is to compute 
the Mahalanobis distance(Jabson, 1992). 
-LjGL OC2，• • •，工 iV 
be the N observations from a p-variate normal distribu-
tion. That is, each Xi � T h e o r e t i c a l l y , the Mahalanobis distance for 
observation i is 
where 
Ml 
A = : 
and 
Cll Cri2 . . . CTlp 
(721 <^22 . . . Cr2p 
L --
• . • • 
_ CTpi Op2 …CTpp 
are the population mean and the symmetric variance-covariance matrix. As-
ymptotically, the E) follows a chi-squared distribution with p degrees of 
freedom. 
Empirically, when fj, and E are unknown, we use the unbiased estimates x and 
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S obtained from the N observations to estimate them where 
X2 1 ^ 
X = . ，with Xi = Xij, z = 1,2, . . . 
• i V . 1 
• J 二1 
Xp 
and 
Sii Si2 … S i p 
S21 S22 . . . S2p 
S = : : . : = {Sjk} . . • 
<5p2 ‘ ‘ ‘ Spp 
with Sjk = — Xj){xkt — Xfc). Here x is the sample mean and S is the 
symmetric sample variance-covariance matrix containing p variances and 1) 
covariances. 
MDi{x, S) can be used to show how far an observation i is from the mean x 
under the defined metric 5(Rousseeuw & Leroy, 1987) and hence can be used to 
identify influential observations. However, if an observation i is an outlier, then 
it will shift the sample mean and affect the shape of the classical ellipsoid (Manly, 
1994). As a result, the identification using MDi{x^ S) is not satisfactory due to 
the fact that x and S are highly affected by the observations to be identified. 
To address this problem, an intuitive idea is to consider a measure which is 
based on the principle of deleting one case at a time. The deletion Mahalanobis 
distance(Jabson, 1992; Atkinson & Mulira, 1993) is 
MD(i)(x(i),6'(i)) 二 V{xi — — %)) 
where x � and are the estimated mean and covariance matrix with observation 
i omitted. It measures the distance of the z-th observation to the center of the 
data set which is estimated by the mean value of the remaining 7V-1 observations. 
However, Atkinson k Mulira(1993) noted that the deletion M Z } �(；^⑷， i s a 
monotone function of the MD,{x,S) and so ^“�)provides not much 
additional diagnostic information than MDi{x, S). 
The deletion(leave-one-out) approach has been used for a long time in influ-
ence analysis. The basic idea of deletion approach is to detect the effect of an 
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observation on some relevant quantity before and after deletion. The approach 
has been applied in influential analysis of regression models(Bernett k Lewis, 
1994) and a typical measure is the Cook's distance(Cook, 1977). Consider the 
regression model 
Y = Xf3 + e 
where Y is an N x 1 vector of observations, X is sm N x p full-rank matrix of 
known constants, /3 is a. px 1 vector of unknown parameters, and e is a vector of 
independent random variables each with zero mean and variance Cook(1977) 
proposed that the influence of the fth data point could be examined by using 
the distance measure, 
di = [0ii) - - P)] /(j>s% 
A A 
where (3 and � denote the least squares estimates of (3 with and without the 
i-th data point, respectively, and s^ = li^R/{N — p) for R is the residual vector. 
It asymptotically follows a central F-distribution with degrees of freedom p and 
N - p . 
Note that a large value of di indicates that the z-th point has a strong influence 
on the estimate of p. Besides single deletion method, there is also multiple 
deletion method which considers the deletion of a subset of observations at a 
time. However, it is seldom applied in regression analysis due to the combinatorial 
problein( Atkinson, 1986). 
2.2 Defining New Measure A 
Throughout the thesis, we use X to denote a random variable of p variates 
following a multivariate normal distribution with mean /j, and symmetric variance-
covariance matrix E and consider {xi, X2, . . . , Xn} as a random sample of X of 
size N, where 
Xli 




I N _ 
s = 7 - — ^f 
be the usual unbiased estimator of the population covariance matrix E obtained 
from the N observations and 
= -无⑷）(巧— 
括i 
be the p x p sample covariance matrix with point i deleted, where x � is the 
sample mean without the i-th observation. 
Using the idea of deletion approach and similar to the Cook's distance, we 
construct a distance measure based on the covariance matrix. If a point i is in-
fluential to the estimate of the covariance matrix, then there will be a substantial 
difference between S and � .Therefore, we consider a measure that quantifies 
the difference between � — S . From Atkinson & Mulira(1993), we have 
(TV - = {N- 1)5 — - — x f , 
and so 
(AT- l )^ N 
- ^ = ^V^-^-(N-l)(N-2)(尤i ~ 4 (而 一 I) 
1 ]Y T 
二 IT^S (7v_i ) (Ar_ 2)(工i 工)(工'冗). 
As the covariance matrices are symmetrical, that is, Su 二 S2i, so it suffices 
to consider only the lower triangular, including the diagonal. Therefore, we are 
interested in the quantity vecs{S(i) - S) 二 ”ecs(5\i)) - vecs{S) where 
vecs{s) 二 S = (sii, S21, S22，S31, . . . , Spp)T 
is a A; X 1 vector obtained from S with k 二 知 ( j ? +1), and 
vecs{S^i^) = s � = ( s n � ’ S2i⑷，S22⑷，Ssi�’…，s卯⑷)了 
is a A: X 1 vector obtained from S � with Sj明 represents the element in the j-th 
row and A;-th column of the matrix . 
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By similar reasoning as in the Cook's distance, we use 
Di 二 ⑷-s)Tco<S(i) — s )—i ( s⑷-s ) (2.1) 
to measure the difference between s(i) and s, where cov{s{i) — s) is a positive 
definite symmetric matrix. 
2.3 Derivation of cov{s(^{) — s) 
We now aim at finding the expression of c cw(s�—s) in the measure Di just 
defined above. 
Taking bivariate normal as an example, we have 
vecs{S) = vecs { ^^^ = s = (sn, S21, S22,’ 
A 2^1 522 J_ 
and 
COi;(S � — s ) 
Su(t) — Sn 
二 COV S2l(i) - S21 
_ S22{i) — S22 _ 
- var{su(i) — S n ) “ 
=ccw(Sii(i ) - Sn, S2i(i) - S21) var{s2i(i) - 521) . 
_ cov{su(i) - S n , S22(i) — S22) cov{s2i(i) _ S21, S22{i) _ S22) var{s22(i) — S22) _ 
On the other hand, the covariance matrix can also be expressed as: 
cov{s(i^ - s) = cov{s(^i)) + cov{s) — 2cov{s(i),s), (2.2) 
and we will find the expression for (2.2) by finding the expression of the terms sep-
arately. In the following, we will find ccw(s�)and cov{s) in Part I and cov{s(i),s) 
in Part 11. Combining the results of Part I and II, we then get the expression for 
(2.2). 
Part I. 
We will find the expression of cov{s) and ccw(s(i)) in this part. 
By the multivariate Central Limit Theorem(Jabson, 1992), the elements of 
• {S — E) converge asymptotically in distribution to a multivariate normal 
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distribution with mean 0 and covariance matrix H where a typical element of H 
is given by(Jabson, 1992, p. 140) 
COv[\/N{Sgh — (Tgh),VN{Sjk — CFjk)] = (TgjCThk + CFgkC^hj-
As cov[\/N{sgh - crgh),y/N{sjk _ cFjk)] = Ncov{sgh, Sjk), then the asymptotic 
variances and covariances of the elements of cov(s) are of the form 
Acov(sgh, Sjk) 二 •^{cFgjCrhk + O-gkCFhj) ( 2 . 3 ) 
where N is the total sample size. When the true values of E are unknown, we 
estimate (2.3) by 
一 1 
AcOv{Sgh, Sjk) = J^i^gj^hk + ^gkO-hj) 
=^(^gj^hk + SgkShj) ( 2 . 4 ) 
where Sgj and Shk are the elements from the sample covariance matrix S. Simi-
larly, we approximate the element of ⑷）by 
一 1 
Acov{sgh{i),Sjk{i)) = # 一 1 [sgjShk + SgkShj). (2.5) 
The expression in (2.3) can be shown by using Theorem 4.2.3 and 4.2.4 of An-
derson(1958，p.74-75), we will outline the proof in the following. 
We denote A{n) = — —无 n ) t where Xi, X2,... are indepen-
dently distributed according to Np{fi, E) and n = N - 1. Let z^ = x^ - xn be a 
p X 1 vector in the form of 
^la 
^a — . 5 
^pcx 
and it is noted that A{n) is distributed as A{n) = (Anderson, 1985). 
We first show that the asymptotic distribution of z^ is 7V(0, E) for all a, that is 
，N[Q, E) for all a 
and Za is independent of zp for a ^ p. 
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Firstly, since z^ = x^ — xn is a linear combination of normal variables, it is 
normally distributed. 
Given z^ = x^ — xn, then the expectation and the covariance of it would be 
(i). E{Za) = B(Xa —无N) = fl - /J, = 0. 
(ii). COv{Za, Za) = COv{Xa - Xjv, - X^) 
=COv{Xa^ Xa) — COv{Xa,无N) — COv(xj\/, X^) + COv(xj\f, X]^) 
=S - 2cOv(Xa,去Oi +X2 H + XnY) 
+ cov{^{xi + X2 + h XN), ^{Xi + X2 H h XN)) 
2 1 N 
= S — —COv{Xa, ^a) + E COv{Xj, Xj) 
for cov{xj, Xk) 二 0 when j • k 
= " “ � 
E when N oo. 
Therefore, we have proved the limiting distribution of as A/‘ oo is 
N{0, E). Similarly, it can be shown that cov{za, z^s) = 0, hence, z^^ and zp are 
independent for a ^ p. 
Then we arrange the elements of z^zj in a vector such that 
� 1 ^la 
z2 
V / T\ 2a 
L POL _ 
which is a A; X 1 vector and any Y^, is independent with Y^ iox a ^ (3 due to the 
fact that Za is independent of z^ for a ^ p. 
The moments of can be deduced from the moments of 2：…we have E{zjaZka)= 
j^k and E{ziaZjaZkaZia) = (^ ijCTki + o^ ikCfji + cFuajk. After some calculation, we also 
have (Anderson, 1958) 
E [{ZiaZja — (Tij){ZkaZla 一 CFkl)] = (^ik^Tjl + (Jil(Tjk- (2.6) 
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Hence, 
“ E { z l ) 1 [cTn-
— 吻 
— — asi . 
_ J [ C^pp _ 
Let 
cov{Y^) 二 E [{Y^ — - E{Y^)f] = T, (2.7) 
then T is a k X k variance-covariance matrix of Ya and each element of matrix T 
is in the form of (2.6). 
Since 
n 
刷 = J l ^ c z l 
a—1 
T T T 
=ZiZi + Z2Z2 + • • • + ZnZ几, 
hence, 
vecsA(n) = vecs{ziz'{) + vecs{z2z2) + ... + vecs{znz^) 
n 
= E K -
q : = 1 
Since 
1 1 
s = vecsS =———-vecsA{n) = -vecsA{n), (2.8) 
we have 
� 1 _ cov(s) = cov — vecsA(n) 
Ltv - 1 ^ . 
= ( i V — 1)2 ⑶” bees成n): 
=-^E UvecsA{n) - E[vecsA{n)]}{vecsA{n) — E[vecsA{n)]}'^\ 
Th J 
< � 1 T � 
= 五 ( : f > � ) l typ-E{±Y,) > 
La=l a=l � j 3 = l 
(as vecsA{n) = ES=i Ya) 
= i E i： ^  - E{YMYp - E{Y,r} 
'也 a=lj3=l 
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二 -1 ly + E E � — , 
几[a=l a=l /3/a _ 
as Ya is independent with Yp ioi a P, and by (2.7), 
cov(Y^) = e{[Y^- - E{Y^)f] = T, 
so 
cov(s) = -\nT + 0 
n么 
= I t . n 
As the difference between N and iV — 1 is little when N tends to infinity, we 
simply take cov{s) 二 备T. By similar method, we obtain 
We have finished the Part I and we now go to the next part. 
Part II. 
We are going to find the expression of cov{s(i),s). From the previous result, we 
have 
腳 0 ) = ^ T , 
and 
— « ) 二 
We have also defined the notation 
a=l 
where 二工cx — xn with each ， E ) and z^ independent of z^ for a 从 
and uecsS = j^vecsA{n), vecsA{n) = E二 1 ^a for Y^ = vecs{z^zl). 
By similar methods, we define the following when N - 1 observations are 
considered: 
1 iv _ 一 
如）二 T v ^ - XN-i){xj —无 
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N 
B(n) = (工— — XN-if, 
and B{n) is distributed as B{n) 二 w^w'^ where Wa 二 x^ -x^v-i(Anderson, 
1958). 
By similar argument as that in Part I，we have 
Wa N(0, E) and w�is independent of wp ii a ^ (3. 
Moreover, we have 
S{i) = vecsS{i) = 1 vecsB(n) = ~^—-vecsB{n)^ (2.9) 
I\ — 2 Tl — 1 
and n-l 
vecsB{n) = ^Qa for Qa : vecs{waw'^). 
a—1 
Without loss of generality, we assume i = N. Then Wa is independent of zp 
when a • p and so Q^ is independent of Yp due to the independence of w^ and 
zp when a • (5. 
Now we can find the remaining term ⑷，s) in the expression (2.2). By 
(2.8) and (2.9), we have 
1 1 ccyv{s{i),s) = cot'(———-vecsB{n),———-vecsA(n)) 
i\ — 2 JV — 1 
=(TV - - ^^(^ov{vecsB{n),vecsA{n)) 
二 "；^^^~—covivecsBin), vecsA(n)), (2.10) n[n — 1) \ ' 
where cov{vecsB{n), vecsA{n)) 
‘ 1 1 r 1 r 
La=l a=l � /?=1 /3=1 
乂 」 乂 






as Qa and Yf^ are independent ioi a ^ P by the reason aforementioned. 
As Za = Xa — xn, Wa = 元n—1 and both Za, Wa are asymptotically distrib-
uted as iV(0, S). Both Za and Wa come from the same normal distribution with 
mean zero and variance-covariance matrix E. Therefore, we can simplify the case 
to be 
a—1 a=l 
={n - 1)T. 
Substituting into (2.10), we have 
cov{s(i), s) = 1 X (n- 1)T 
n{n — Ij 
二丄T， 
n 
and we have completed the derivation in Part II. 
Finally, from the results of Part I and Part II，（2.2) becomes 
COv{S{i) — s) = COv{S{i)) + COv{s) — 2c0v(s(i),s) 
n — 1 n n 
= 丄 T � T 
n — 1 n 
= 1 T. 
n{n — 1) 
Therefore, the element of asymptotic variance-covariance matrix of (s(i) — s) 
is 
Acov[Sgh{^i：) - Sgh, Sjk({) - Sjk) = ( . X + CTgkO-hj)- (2.11) 
77/ ( 71/ 丄 ) 
When we simply treat n = N, (2.11) becomes 
Acov{sgh{i) - Sgh, Sjk{i) - Sjk) = N�J^_ 1)0力c^ fcfc + (TgkCThj). (2.12) 
When E is unknown, we use agj to estimate dgj and finally, we have 
— 1 
Acov{sgh(i) - Sgh, Sj明—Sjk) = n、N - l��SgjShk + SgkShj). (2.13) 
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A program has been written to check the performance of the defined for-
mula. We generated a sample {xi, X2,..., x^} from N{0, E) with p variates and 
E known. Then we find out the covariance matrices with and without the i-th 
point respectively. Then we take the elements of (s(i) — s) which is a A: x 1 vec-
tor as the data. This procedure will repeat F times so that we obtain F sets 
of {s(i) — s) vectors. Then we use these sets of data to calculate the empirical 
covariance matrix of (s(i) — s). The algorithm is shown below: 
The algorithm 
Step 0. Initialize T. 
Input the dimension of an observation vector. 
Input sample size. 
Input the covariance matrix. 
Step 1. Find the asymptotic covariance matrix by the defined formula (2.13). 
Step 2. Choose a specific z, do Steps 3 to 7. 
Step 3. Repeat F times, do Steps 4 to 6. 
Step 4. Generate normal data. 
Step 5. Find the sample covariance matrices S and S(^�. 
Step 6. Get a vector with k elements 
(<5ll(i) — Sii, S2i(i) — S21，...，Spp �—Spp) . 
Step 7. Find the sample covariance matrix by using the F sets of data 
given in Step 6. 
By the results which has not been showed in here, we obtain the values calcu-
lated by (2.13) and the values computed by using T sets of ( s � — s ) . The ratios 
of them are quite close to 1, especially when sample size is large and F-value is 
large, indicating (2.13) is very reliable. Therefore, it will be used to estimate the 
quantity cov{s(i) — s) involved in our measure. 
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Chapter 3 
Procedures for Detecting 
Influential Observations 
In the previous chapter, we have introduced a new measure Di which measures 
the difference between S{i) and S. The expression of Di has been presented in 
(2.1). Since Di measures the impact of the z-th case on S, Di can be used 
to identify influential observations in a data set that affect the estimate of E 
disproportionately. In the following, we are going to describe two identification 
procedures in details. 
3.1 The One-Step Method 
3.1.1 The Method 
In this method, we simply order the values of Di and consider cases with large 
Di values as influential observations. Since influential observations are identified 
with reference directly to D“ we call the method an one-step method. 
We consider the observations with large Di values as influential; however, the 
question is how large the Di should be such that the observation is considered 
as influential. We can compare each Di value with a cut-off point and declare 
those observations with Di values greater than the cut-off point as influential 
observations. For example, one can define the cut-off point as 替，namely, 
the two times of the average distance. On the other hand, the identification can 
also be accomplished with graphical displays such as the index plots. Influential 
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observations are revealed when there is a natural gap between several observations 
and the majority data. In this thesis, we use as the cut-off point. 
3.1.2 Design of Simulation Studies 
In order to investigate the performance of the proposed one-step method, a 
simulation study is set up. By varying the value of correlation coefficient of a 
covariance matrix, the contamination rate and the sample size, the performances 
of the identification method are examined. For each set of chosen condition, the 
number of replications is 100. 
Data sets of size N = Ni + N2 are generated from two normal distributions. 
We mainly consider 2-dimensional vectors, that is, p = 2. We generate a sam-
ple {xi, X2,..., XiVi} from iV(0, E^) with E^ known. This Ni sample denotes the 
majority of data which is called good data points. We then generate a sample 
{^1,2/2,.. -, yiooo} from iV(0, Ed) with E^^ known and select N2 observations to rep-
resent the influential observations. It may happen that the majority data points 
of the {y} sample mix up with those of the {x } sample and are not influential to 
the estimate of E .^ We therefore select N2 points from {2/1，2/2, • • •，yiooo} which 
are farthest apart from the sample. These points are known to be influential to 
the estimate of E .^ 
The simulation studies examine the performance of the measure under various 
conditions. Some more details about the simulation conditions are itemized as 
follows: 
1. I；广 1 = ，where (a) p = 0.7 or (b) p = 0.0. 
[ P 丄」 L 化 cr22 J 
“ -
2. Case I: E^ = cE" 二 , where c = 2, 3, 5, 10 or 15. 
L ^21 <^22 J 
Case II: Erf = ^ , where p' = —0.9，一0.5,0.0,0.5 or 0.9. 
3. iV = 50,100,500 and 700. 
4. percentage of c o n t a n i m a t i o n = 勞） : 5 % , 10% and 20%. 
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Note that since a covariance matrix consists of correlation coefficient and vari-
ances, we consider two cases under item 2. For Case I, observations generated 
from the {y} sample are expected to influence the variances. For Case II, obser-
vations generated from the {y} sample are expected to influence the correlation 
coefficients. 
The results of the simulation under different combinations of the above con-
ditions are shown in Tables la.l to IIa.l2 and Tables Ib.l to lib.6 together with 
Figures 1 to 8.(The symbol la.l refers to Case I with (a) p 二 0.7 and table 1. 
That is, the first letter indicates the case (I or II), the second indicates p = 0.7 
or p = 0.0 and the third indicates the number of table.) Different tables re-
port different statistics that summarize the results of the simulation studies. The 
following statistics have been considered: 
• The average success rate — The average percentage of influential observa-
tion being correctly identified as influential observations: 
g ^ no. of correctly identified influential points ^ 
台 total no. of influential points 
^ no. of correctly identified influential points 1 
= E 瓦 J% 
• The average misclassification rate: 
, , — no. of good points treated as influential] 
JVlisc丄assitication = � — % 
j i t total no. of good points 
— ^ no. of good points treated as influential] 
= ^ M 
• The average of the sample covariance matrices computed from non-influential 
observations over the 100 replicates: 
2 0 
ave � = ^^ 
where S^  denotes the sample covariance matrix computed with the detected 
influential observations deleted at the z-th replication. 
• The root-mean-square error of the estimates of the (A;, /)-th entry of the 
covariance ma.tnx{RMS): 
r 1 100 >1 i 
腿S 二 {而5[(約似_(”分M I 
where {S )^ki and {T,g)ki denote the (k, Z)-th entry of the matrices S^  and E^ 
respectively. 
• For the purpose of comparison, we also compute the root-mean-square error 
of the estimates of the (/c, /)-th entry of the sample covariance matrix of the 
good points(i^M5'^) which is obtained as: 
r 1 100 1 i 
where�S"%i and [S'^ g)ki denote the (k, Z)-th entry of the matrices and S^  
respectively, and S^  denotes the sample covariance matrix calculated from 
the {x} sample with size Ni in the z-th replication. 
3.1.3 Results of Simulation Studies 
Case I. Effect on Variance 
Case la. From Table la.l, it is observed that when p 二 0.7，the average success 
rate for all sample sizes are 100% for different c-values when the contamination is 
5%. For fixed sample sizes, the increase of contamination rate causes the success 
rate to decrease as we expected. Moreover, the increase of sample size causes the 
decrease in success rate. This pattern is shown in Figure 1. 
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Average misclassification rate is presented in Table la.2. All of the values 
are less than 5%. It is found that the misclassification rate decreases with the 
increase of the value of c. Moreover, the misclassification rate decreases when the 
contamination rate increases. Figure 2 shows this decreasing pattern. 
Table Ia.3 shows the detail of the average of the sample covariance matrices 
after deletion of influential cases. The average values are basically very close to 
the true values when contaminating rates are less than or equal to 10%. The 
results for 20% contamination rate are not satisfactory, mainly due to the fact 
that the success rate is low with high contamination. Moreover, we note that the 
accuracy of the estimated values is not sample size related. 
Results for the RMS with respect to the true Eg and RMSg with respect 
to the corresponding sample covariance matrix for good points are shown in 
Table Ia.4 and Ia.5 respectively. In general, as the sample size N increases, 
the RMS value decreases. The values for RMS and RMSg are small when 
the contamination rates are 5% and 10%, showing the proposed measure has 
successfully revealed influential observations. Moreover, the RMSg values are 
smaller than the corresponding RMS values, this is natural because RMSg values 
are less vulnerable to sampling errors. However, since the success rate is low when 
the contamination rate is high, the RMS or the RMSg values are relatively large. 
Case lb. The results for p 二 0.0 are similar to those when p 二 0.7. That 
is, the success rate increases when the contamination decreases and the misclas-
sification rate decreases when the contamination rate increases. The plotting for 
them are shown in Figures 3 and 4. The tables for the average success rate and 
misclassification rate are in Table Ib.l and lb.2. On the other hand, Table lb.3 
presents the average of the sample covariance matrices after deleting the iden-
tified influential observations. The averages are very close to the corresponding 
true values for 5% and 10% contamination rates. The RMS and RMSg are pre-
sented in Table lb.4 and lb.5 respectively. The values are small for 5% and 10% 
contamination rates. 
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Case II. Effect on Correlation 
Case Ila. When p = 0.7, the average success rates and misclassification rates 
are shown in Table Ila.l and Ila.2 respectively, and their corresponding plotting 
are shown in Figures 5 and 6 respectively. When the contamination rate is 20%, 
the success rates are very low for all different values of the success rates are 
usually less than 40%. The misclassification rates are also very large. These 
results suggest that the measure becomes unreliable when the contamination 
rate is large. In view of this, only results for 5% and 10% contaminations will be 
considered. 
From Table Ila.l, we observed that the success rate decreases as the conta-
mination rate increases for all values. The performance is better when p' 二 
-0.9 and p' = -0.5. Moreover, there is no special pattern for the misclassification 
rates. On the other hand, the values for the average sample covariance matrices 
after the deletion of influential cases are presented in Table Ila.3. The correlation 
coefficient after deletion are very close to the true one which is p = 0.7 and they 
are presented in Table Ila.6. This implies the method can identify most of the 
influential data. The RMS and the RMSg are presented in Table IIa.4 and Ila.5 
respectively. As usual, the values of RMSg are smaller than those of RMS. 
Case lib. Simulation results are shown in Table Ilb.l to lib.6. The plotting 
for the average success rates and misclassification rates are shown in Figures 7 
and 8 respectively. The performance for the true value when p = 0.0 is just 
similar to that when p = 0.7. The success rate decreases when the percentage of 
contamination increases and becomes very low and unacceptable at 20% contam-
ination. Therefore, we will consider only the performance of the measure under 
5% and 10% contaminations. The correlations of the covariance matrices become 
closer to the true value p = 0.0 after deletion although the performance under 
10% contamination is not very satisfactory. 
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3.1.4 Higher Dimensional Cases 
The simulation studies considered in section 3.1.2 and 3.1.3 are for 2 dimen-
sional case, that is, p 二 2，generalization to higher dimension is possible. However, 
since the number of elements have to be considered for each covariance matrix is 
k = + 1). As k increases rapidly when p increases, it is difficult to consider 
a general simulation study. Therefore, we only consider a 3 dimensional case 
with p = 3 to get some ideas about the performance of the measure in higher 
dimensions. We choose 
_ 1 1 「 1 “ 
Eg = 0.7 1 and E^ = p' 1 
L 0.7 0.7 1 J [ 0.7 1 _ 
to generate good data points and influential data points respectively. From the 
studies in p = 2, the results of p' = 0.0,0.5 and 0.9 are similar. Therefore, we do 
not consider the case for p' = 0.5 and 0.9 in here. Thus, we only consider p' 二 
-0.9, -0.5 and 0.0 together with the contamination rates of 5% and 10% in this 
simulation study. The results are shown in Table IIa.7 to IIa.l2. The results are 
similar to those cases with p = 2 and p = 0.7. 
3.2 The Forward Search Procedure 
We have illustrated the deletion approach in the previous chapter and the sim-
ulation studies in the previous sections. The results of simulation studies suggest 
that masking effect may present when we use all observations to find the sample 
covariance matrix in the measure Di. It is known that the classical Mahalanobis 
distance(MA(^, S)) also suffers this problem when it is used to identify location 
outliers and in fact, forward algorithm can be employed in such cases(Hadi,1992; 
Atkinson & Mulira, 1993; Atkinson, 1994). Therefore, rather than using the one-
step method that determines influential observations by examing the values of 
A , we consider the use of forward search procedure together with stalactite plot 
to detect influential observations. 
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3.2.1 Idea of the Forward Search Procedure 
We use the measure MDi{x, S) to illustrate the idea and suppose we have N 
observations. In this procedure, we consider to use a small subset of observations 
to find X and S. The subset size will increase in a way so as to exclude outliers. 
The followings are the basic steps of a forward search. 
1. Use a subset oi m < N observations to estimate the initial mean and the 
covariance matrix. 
2. Compute the distances of N observations by the measure MDi{x, S) with 
the mean and the covariance found in step 1. 
3. Choose 771 + 1 observations with smallest distances to be the subset for the 
next estimation. 
4. Compute the distances of N observations using the measure MDi{x, S) 
with the estimates x and S obtained from those m + 1 observations found 
in step 3 and identify observations with large distances as outliers. 
5. Increase the subset size by one and repeat steps 3 and 4. 
In this thesis, we would apply the forward search procedure introduced by 
Atkinson & Mulira(1993). The steps of their forward search procedure is repeated 
until the subset size equals to the sample size N. A subset of m observations which 
are used to calculate the initial mean and covariance matrix are just selected by 
random, where m = 1 and p is the dimension. During the search, the distance 
values are recalculated each time in order to choose the observations to put in 
the subset, thus, an observation can be included in the subset for certain subset 
sizes but can be excluded later when the subset size increases. 
The observations with sufficiently large distance values are considered as out-
liers. Stalactite plot is used to illustrate the development of the indicated outliers 
as the size of the subset m increases. Asm = p+1 is used to obtain the estimates 
X and S. The plotting begins with m 二 p + 2 till N. From the plot, the suspected 
outliers are those occurred most frequently. The pattern of the identified outliers 
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becomes more stable when the value of m increases. However, if m is so large 
that the outliers are included in the subset, then masking occurs. Therefore, it 
seems suitable to pay special attention to the patterns for m = 80% to 90% of the 
sample size N. An index plot of the distance values for such pattern will provide 
i 
reliable information. 
3.2.2 The Algorithm 
In this subsection, we developed a forward search procedure based on the 
measure Di for identifying influential observations that influence the estimate of 
the covariance matrix. We will continue to use the notation that we have used in 
previous chapters. 
Step 0. Initial ordering 
We apply (2.1) to find the distances Di ioj： i = 1,…，N. Then we select 
m observations which are having m smallest Di values where m < N is a. 
fixed constant. We then divide the data into two subsets. One is called the 
"basic subset" and the other is called the "non-basic subset". The selected 
m observations are put in the basic subset. In this thesis, we follow the 
idea of Atkinson k Mulira(1993) and use m = A; + 1 = + 1) + 1. It 
is expected that the basic subset such chosen will most likely contain no 
influential observations. These m observations are used to provide an initial 
estimate of the covariance matrix. 
Step 1. Calculation of distance measure Dbi 
Let Sb be the covariance matrix based on the m observations in the basic 
subset and Sb 二 ^jecs、Sb), we compute for each observation i a distance Dbi 
based on Sb, where 
f Y {Sb{i) - SbY[cov{sb{i) — Sb)]-^{sb(i) - Sb), if i e Basic 
Dbi 二 
、如b+{i) - Sb)'^[cov{sb+(i) 一 — Sb), if i e Non-basic, 
where s明=vecs{Sb{i)), = vecs{Sb+(i)) are A: x 1 vectors, Sb(i) denotes 
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the covariance matrix computed from the elements in the basic subset ex-
cluding z-th observation, and Sb+{i) denotes the covariance matrix computed 
from the elements in the basic subset plus the z-th observation. 
By (2.12) in Chapter 2, we have 
COV {Sb{i))gh - {Sb)gh, {Sb(i))jk 一 {Sb)jk 
="""7 + (^gkCThj) (3.1) 
m{m - 1) y " 
and 
COV {Sb+(i))gh — {Sb)gh, — (Sb)jk 
= ~ 7 + O-gkCThj). (3.2) 
m(m +1) i/ " 
Since the basic subset is constructed so that the chance of including an 
influential observation is low, therefore, we use the elements of the covari-
ance matrix based on the m observations in the basic subset to estimate the 
unknown values in (3.1) and (3.2). Thus, the estimates of (3.1) and (3.2) 
are given by 
^ {Sb(i))gh - {Sb)gh, — {Sb)jk 
=爪(二 ^jl(Sb)gj(Sb)hk + (Sb)gk(Sb)hj' 
and 
^ 办+(i))胁-(Sb)gh, (Sb+(i))jk - {Sb)jk 
=爪—1+ i ) [ “ M 办 + {Sb)gk{Sb)hj_-
Observations with large D^ values are suspected influential observations. 
For the forward search procedure, it is desirable to have a cutoff value to 
judge largeness. In this thesis, we use 2 Ei 爭 as the cutoff value. 
Step 2. Increase the size of Basic subset 
Rearrange the observations in ascending order according to Du- Then the 
data is divided into 2 subsets with the basic subset containing the first m+1 
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observations and the non-basic subset containing the remaining (TV —m — 1) 
observations. The size of the basic subset is increased by one each time. 
Step 3. Repeat Steps 1 and 2 
Repeat Steps 1 and 2 until m reaches N. 
Step 4. Stalactite Plot 
Use a stalactite plot (Atkinson & Mulira, 1993) to show how the pattern of 
the suspected influential observations changes as the subset size m increases. 
The plot begins from m = A: + 2 till N. Moreover, since it is usually most 
informative when m is 80% or 90% of N, the D^i values at m 二 80% or 
90% are used to construct index plots. 
We have used the procedure to study several examples, the details are pre-
sented in the next chapter. In our procedure, we mainly consider the cases when 
the covariance matrix is non-singular. When the size of the basic subset is small, 
it is possible to encounter the situation such that the estimate of the covariance 
matrix is not of full rank. Under such situation, we simply neglect this basic 
subset and proceed to another basic subset with larger sample size. 
The initial basic subset is constructed based on the initial ordering using Di 
which is computed using all observations. It is also possible to obtain the initial 
ordering by randomly selected subsets of A; + 1 observations to be an initial basic 
subset as suggested by Atkinson & Mulira(1993). We have tried this alternative 




Examples and Observations 
We have proposed two procedures for finding influential points based on the 
measure Di, the one-step method and the forward search procedure. In the 
following, we will demonstrate the practicability of these two methods by applying 
them to analyze different data sets. 
4.1 Example 1: Brain and Body Weight Data 
Method I. One-step method 
The brain and body weight data, which is taken from Rousseeuw and Leroy 
(1987), has been used to demonstrate the identification of location outliers in 
many reported papers(see, e.g., Rousseeuw & van Zomeren, 1990; Hadi, 1992; 
Atkinson & Mulira, 1993). The data set contains two variables, log(brain weight) 
and log(body weight) with base 10，for 28 species. By using the equation (2.1) 
and the procedure of one-step method, the distance Di for each observation has 
been computed and is presented in the index plot Figure 4.1. The plot shows 
that observations 25, 6, 16 and 20 in this order are influential cases because a 
natural gap between these cases and the other cases is observed. If two times of 
the average distance is chosen as the cutoff point, the cutoff value is 3.0944. It is 
found that the same cases are flagged as influential with reference to this cutoff 
value. 
The scatter plot of the data given in Figure 4.2 shows the data are in two 
groups, one is the majority and the other contains cases 6，16 and 25. The 
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Figure 4.1: Index Plot of Di for the logarithms (to base 10) of brain and weight 
data. 
position of observation 20 is far from the majority, therefore, its existence affects 
the variance values. Moreover, the x-values which is the log(body weight) of cases 
6, 16 and 25 are larger than the others, so it is anticipated that the variance of 
log(body weight) data would be altered a lot after the deletion of these three 
points. The covariance matrices before and after the deletion of cases 25, 6, 16 
and 20 are shown below: 
r 2.681 "I [ 1.671 
二 [ 1.330 1.086 J “ [ 1.244 1.025 
where Sa denotes the covariance matrix with the four influential observations 
deleted. The variance of log(body weight) decreasing from 2.681 to 1.671 is the 
largest change when compare to the variance of log(brain weight) or the covariance 
between the two variables. Since the values of log(body weight) also affect the 
covariance, the covariance of the log(brain weight) and log(body weight) decreases 
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Figure 4.2: Scatter Plot of the logarithms (to base 10) of brain and weight data 
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Method II. Forward Search Procedure 
We also analyze the data set using the forward search procedure, which means 
that after selected k 1 observations to estimate the initial covariance matrix, 
we will repeatedly compute Du values for each observation start with the basic 
subset of size m 二 A: + 2 up to m = iV. For p = 2, we have k — + 1) == 3. 
The forward search procedure then begins with m 二 A; + 2, that is, m = 5. The 
stalactite plot shows the results of the forward search procedure. From the plot, 
the size of the basic subset m is denoted from 5 to 28. Each '*' corresponds to the 
identified observation which has D i^ value larger than the cut-off value 令. 
The plot shows observations 6, 16 and 25 are influential no matter what m-value 
is. This implies that these observations are very influential to the data set and 
they should be when we refer back to the scatter plot of the data in Figure 4.2. 
Moreover, observation 14 is identified when m 二 5 to 12. 
When m 二 28，we find that observations 6, 16, 20 and 25 are indicated as 
suspected influential observations and this result is the same as that found by 
using method I. We look further to the index plots of Figure 4.3. The two index 
plots in Figure 4.3 show the Du values when m 二 80% and 90% of N, that is 22 
and 25. In each case, there is a natural gap between the three observations 6，16 
and 25 and the remaining data. Also, the Du values of these three observations 
are larger than the cut-off point. In Figure 4.3(a), other than these three points, 
observations 14 and 17 also have larger distances when compare to the remaining 
data. Their Du values are 16.1 and 11.1 respectively. Therefore, they also have 
some effect to the data because the largest D^ value of the remaining observations 
is 4.4. When we study the initial basic subset found by the forward search 
procedure, the /c + 1 observations chosen are {1, 24, 12, 9}. All these points 
do not appear to be influential, therefore, the initial basic subset do not contain 
influential points as expected. 
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Stalactite Plot for Log brain and body weight data(base 10) 
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Figure 4.3: Index Plot of Du for the logarithms (to base 10) of brain and body 
weight data with (a)m = 22; (b)m = 25. 
4.2 Example 2: Stack Loss Data 
Method I. One-step method 
The stack loss data (Brownlee 1965, p.454) consists of 21 observations on 
three explanatory and one response variables. The data describe the operation 
of a plant for the oxidation of ammonia to nitric acid. Here we only use the three 
explanatory variables which correspond to the rate of operation, cooling water 
inlet temperature and acid concentration respectively. This data set has been used 
to illustrate the identification of location outliers in many reported papers(see, 
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e.g., Atkinson, 1986; Rousseeuw & van Zomeren,1990; Hadi, 1992; Atkinson, 
1994). Many studies found observations 2, 1 and 3 are the most outlying. 
Figure 4.4 shows the index plot of Di with the dashed-line represents the cut-
off value. We find that observation 17 is an influential observation that affects 
the estimate of the covariance matrix. From the plot, we also observe the values 
of Di of observations 2, 1 and 21 are larger than the others although their values 
are smaller than the cut-off value. 
The covariance matrices before and after deletion of observation 17 are as 
shown below: 
-84.06 1 �82 .47 “ 
S = 22.66 9.99 Sa= 22.64 10.27 
_ 24.57 6.62 28.71 J [ 17.63 5.32 18.95 _ 
where Sa denotes the covariance matrix with the declared outlying data 17 being 
removed. As we can see, some values are increased while others are decreased. 
The most sharply change is the variance of the third variable which decreases 
from 28.71 to 18.95 after deletion. Besides, the covariance of the first and the 
third variables decreases from 24.57 to 17.63. When the correlation coefficients 
of S and Sa are considered, the largest change is the correlation of the first and 
third variables which shifts from 0.500 to 0.446, the change is 0.054. The change 
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Figure 4.4: Index Plot of A for Stack Loss Data set 
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of the first and second variables is only 0.004. 
The data set is represented by a scatterplot matrix. Each scatterplot shows 
the relationship between two pairs of variables. We define VI, V2 and V3 to 
represent the first, second and third variables respectively. 
In the plot, the ‘ square，mark represents the observation 17 which is found 
by the one-step method. The ‘ x ‘ marks denote the influential observations 
obtained by the forward search procedure which will be described later. From 
the plot, we note that the data is quite sparse and observation 17 is actually far 
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Method II. Forward Search Procedure 
We now analyze the data set using the algorithm proposed in section 3.2. We 
first select /c + 1 observations to estimate the initial covariance matrix. These 
/c + 1 observations are those with k 1 smallest distance values when computed 
by the measure A in (2.1). In such case, the covariance matrix will highly un-
likely to include influential observations. Since k =办广= 6， t h e n the subset 
size of the forward search procedure would begin with m = S. The stalactite plot 
is shown below. Initially, observations 17, 2 and 1 in this order are indicated to 
be influential. As m increases, we can see the pattern is quite steady that obser-
vations 2 and 1 are always declared as influential from m = 8 up to m = 20, the 
frequencies for observations 17 and 3 to be occurred are also quite often, so they 
are also suspected. When m = 21, the total sample size N, only observation 17 
declares to be influential, this may be caused by masking effect when observations 
1 and 2 are also included in the basic subset. 
The Stalactite Plot for Stack Loss Data 
m 0 1 2 
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If we recall the scatterplot matrix of the data, the suspected influential ob-
servations 1, 2, 3 and 17 are marked by ' x We can see that these four points 
are at the boundary of the data set. Therefore, the deletion of these four points 
3 8 
will alter the variance a lot and from the scatterplot(Vl, V3), w(i iiotn tliat th(， 
correlation will also increase after the deletion. Besides, the data will h()(:om() 
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Figure 4.5: Index Plot of Dm for Stack Loss Data set with (a)m = 16; (h)m = 18. 
We look further to the index plots of Figure 4.5, showing the Dm values when 
m 二 80% and 90% of N respectively. When m = 80% of N, that is 16，Figure 
4.5(a) shows observations 2, 1 and 3 all have large values, with observation 21 
just below the cut-off. Figure 4.5(b) shows the plot of m 二 90% of N, that is 
18 and the result is similar to Figure 4.5(a). It is noted that the cut-off value 
decreases as m increases, for example, cut-off 二 9.1641 for m = 16 while cut-
off 二 7.0948 for 
771 = 18. This phenomenon may be explained as when more 
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influential points are included in the basic subset, the distances found will then 
become smaller because the difference of the covariance matrices before and after 
deletion becomes smaller. 
From the stalactite plot, we can see that only observations 1, 2, 3，17 and 
21 are identified to be influential during certain m-values. When we investigate 
the basic subsets of each m-value, initially, for those k-\-l observations chosen to 
estimate the covariance do not include the identified observations. This reaches 
our aim of finding a clean subset to perform initial estimate. The cases 17, 21, 
3, 1 and 2 are put into the basic subset one by one in this order when m > 17 
where no other observations remain to put into the basic subset. For m less than 
16，the subset is highly unrelated to any suspected influential data. 
4.3 Example 3: Percentage of Cloud Cover 
Method I. One-step method 
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Figure 4.6: Index Plot of A for Percentage of Cloud Cover 
The data set is used to study the reliability and validity of human perceptions 
versus physical measures of cloud cover. Three judgment of the percentage of 
the visible sky containing clouds are estimated in each slide. So we have iV = 60 
and p = 3 in this example. An analysis of the data is given in Bollen(1989), he 
mainly considers three most outlying cases which are 52, 40 and 51. 
4 0 
Using the measure we defined in Chapter 2, the observations with the Di 
values greater than the cut-off value 4.2838 are 52, 40, 51, 31, 43 and 29 which 
are listed in the descending order of A values. The result of each A value for 
i = 1，…，60 is shown in Figure 4.6. 
In order to know whether these observations affect the covariance matrix, we 
calculate the covariance matrices with and without these 6 cases: 
-1301 1 � 1188 -
S 二 1020 1463 Sa 二 1233 1489 
1237 1200 1404 1202 1357 1364 
• J J 
where Sa denotes the covariance matrix after deleting the six influential observa-
tions. 
From these two matrices, we notice that the largest change is the covariance of 
the first and the second cloud cover which increases from 1020 to 1233. The next 
one is the covariance of the second and the third cloud cover which increases from 
1200 to 1357 when the suspected influential observations are removed. When we 
consider the correlation coefficient values, we also find the most significant changes 
are due to these two variables. Therefore, the deleted observations really affect 
the estimate of the covariance matrix and they also affect the correlation coeffi-
cients. Bolleii(1989) has explained the reason why observations 40，51 and 52 are 
influential. This is because of the measurement error on recording the percentage 
of the cloud cover as they estimate the cloud cover under hazy conditions and so 
the judge for such observation is not accurate. 
The data set is represented by a scatterplot matrix on p.42. Again, we define 
VI，V2 and V3 to represent the first, second and third variables respectively. 
The ‘ square ’ marks represent the six identified outlying observations using the 
one-step method. The ‘ x，marks denote the influential observations found by 
using method II which will be described later. 
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We note that observations may be classified as influential when they are out-
lying in only some components. For example, observations 51 and 52 are most 
far from the major data in both scatterplots (VI，V2) and (V2, V3). They are 
in the right bottom corner in scatterplot (VI, V2) and the left upper corner of 
scatterplot (V2, V3). However, when looking at the scatterplot (VI, V3), these 
two observations follow the same pattern as the other observations. 
From the scatterplots, it is clear why the covariances between VI and V2 and 
that of V2 and V3 in S and Sa change substantially. From the scatterplots of 
(VI，V2) and (V2, V3), we see that when the six influential cases are deleted, the 
correlations of the variables increases. 
4 3 
Method II. Forward Search Procedure 
In this example，we have N = 60 and k = ^ ^ = 6. We first find the Di 
values for each observation by using N observations to estimate the covariance 
matrix, we then select seven observations with seven smallest distance values to 
form a subset which is used to find the initial covariance matrix for the forward 
search procedure. Therefore，the forward search procedure would begin with 
m = 8，at first，the pattern is quite fluctuated. As m increases，the number of 
influential cases identified decrease gradually and the pattern becomes steady. 
The stalactite plot is shown below. 
Stalactite Plot for Percentage of Cloud Cover 
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The plot begins with m = 16, this is because the basic subsets of smaller 
size produce estimate of covariance matrix which is singular. For m > 16, all 
covariance matrices become non-singular. In the plot, observations 31, 40，51 and 
52 are revealed as outlying through out all m-values. Therefore, their effects in 
4 4 
the estimate of the covariance matrix are the greatest. We also find observations 
22, 23, 30 and 39 are indicated as outlying in many cases. They also have effects 
on the covariance matrix. When we investigate the basic subset of each m-value, 
the initial k + 1 observations do not contain any declared observations which are 
found by using the stalactite plot. The identified influential points begin to be 
involved in the basic subset when m = 53, so the basic subset is free of influential 
cases when m < 53. 
If we refer back to the scatterplot matrix of the data set, the marks with 
‘X，sign are the observations we identified using the stalactite plot. When an 
observation is marked with the ‘ x , mark and the ‘ square ‘ mark, this indicates 
both methods identify such observation as influential. The identified influential 
observations are usually far from the majority data or are found at the boundary 
of the data set, which can be seen in the scatterplot matrix. 
Figure 4.7 shows the index plot of the distance values. It shows m : 80% of 
N, that is 48, there are 10 observations having Du values greater than the cut-off 
value 26.6112. Most extreme cases are 40, 52, 31 and 51 respectively. When 
m = 54, which is 90% of N, the graph is shown on next page, it shows that the 
four most extreme observations mentioned are having large Dbi values, with one 
more data point, 23, which is just above the cut-off value 8.8778. Therefore, these 
points are influential. 
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Figure 4.7: Index Plot of D^ for Percentage of Cloud Cover when m 二 48 
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Figure 4.8: Index Plot of D^ for Percentage of Cloud Cover when m 二 54 
4.4 Example 4: Synthetic data of Hawkins et 
aL(1984) 
Method I. One-step method 
Rousseeuw & van Zomeren(1990) have used this data set to analyze the lever-
age points (see also，Hadi，1992; Atkinson & Mulira, 1993). There are three 
explanatory variables of an artifical data of 75 observations. Many studies found 
the first 14 observations are most outlying when they consider location outliers. 
Using our method，the result is shown in the index plot of Figure 4.9 as below: 
3 0 I 1 1 1 1 r 1 1 
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S 15 - _ 
1 0 - — 
5 — 
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Figure 4.9: Index Plot of Di for Synthetic data of Hawkins et al 
from the plot, we know observation 14 is most outlying. With reference to the 
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cutoff value equals to 4.1461，the plot indicates the influential observations are 
14，12 and 13. It is not easy to identify any other points to be outlying. However, 
the Di values of observations 11，10 and 3 are the next largest although they are 
not larger than the proposed cut-off point. Therefore, we notice that observation 
14 masks the effect of other observations. 
Examining at the covariance matrices with and without the cases 14, 12 and 
13: 
-13.3 ] � 1 0 . 7 -
S = 28.5 67.9 Sa = 21.5 48.4 
41.2 94.7 137.8 J 32.6 71.9 109.6 _ 
where Sa is the covariance matrix after deleting the declared observations 14, 
12 and 13. We see that the covariance of the second and the third component 
decreases from 94.7 to 71.9. The variance of the third component decreases from 
137.8 to 109.6 which has a change of 28.2. Therefore, the covariance is affected 
by these three observations. The observations are influential. 
A scatterplot matrix showing the data is on the next page, each scatterplot 
is made by two components of variables. As before, we use VI, V2 and V3 to 
represent the first, second and third variables respectively. From the scatterplot 
matrix, we see clearly there are two groups of data in each scatterplot. The 
group on the right upper corner includes observations 1 to 14 while the group 
on the left bottom corner includes the remaining observations, namely, the good 
observations. As those 14 observations are far from the other observations, it is 
anticipated that the covariance matrix will change substantially after the deletion 
of those points. The ‘ square，marks on the scatterplots indicate the influential 
observations we have identified and we note that these three observations are the 
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Although the one-step method cannot find all influential points, it can find 
the observations which are most influential. Since there are still many outlying 
observations remain in the data set, the difference between S and Sa will not 
be very large. However, we can still note that the variance of the third variable 
decreases a lot. From the scatter plot, we find that this is because the deletion 
of those observations causes the magnitude of the remaining observations of the 
third variable to become smaller, so the variance decreases. The correlations of 
the variables do not change rapidly after deleting the suspected observations as 
the overall shape of the data set does not change rapidly. 
Method II. Forward Search Procedure 
We have TV = 75 with k = ^i^til 二 g Using the algorithm proposed in section 
3.2, we choose /c + 1 = 7 observations which are those with the smallest Di values 
by using (2.1). So we begin the forward search procedure with m = 8. The 
stalactite plot is shown on p.50, in the plot, we can see a very clear pattern with 
only observations 1 up to 14 are revealed as influential, the identification of these 
14 observations begin with m = 8 and end at m = 65. When m is greater than 
65, the identified number of influential points gradually decreases. Until m 二 N 
where observations 14, 13 and 12 are declared as influential. 
From the analysis in many reported papers which has mentioned before, the 
first 14 observations are the leverage points. There are actually two groups of 
outlying data, one for observations 1 to 10 and the other for observations 11 to 
14. From our plot, 14 observations are identified as influential. Therefore, these 
14 location outliers are also influential to the estimate of the covariance matrix. 
When m = 75, all observations are used to find the covariance matrix, only 12, 
13 and 14 are identified as influential. This suggests that their effects are the 
largest, they mask the effect of other 1 to 11 observations. Besides, if we recall 
the scatterplot matrix of the data, all identified observations are most outlying. 
In this example, we see the forward search procedure is better than the one-step 
method. 
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We look further on the index plots in Figure 4.10. Figure 4.10(a) shows 
m == 60 which is 80% of N, from the graph，it is clear that the first 14 observa-
tions are distinguished from the remaining data. We also note that the first ten 
observations are in a group and the next four observations are in another group. 
Moreover，the difference of the Du values between the first fourteen observations 
and the remaining observations are very large. 
Stalactite Plot of Synthetic data of Hawkins et al. 
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Figure 4.10: Index Plot of D i^ for Synthetic data of Hawkins et al. when (a)m = 
60; (b)m 二 67 
On the other hand, when compare to Figure 4.10(a), the difference of the D i^ 
values between the two groups is not so large in Figure 4.10(b) when m — 67. 
There is a natural gap between the first 14 observations and the remaining good 
observations, with the most extreme point is observation 14. The plot shows that 
when m 二 67，masking effects emerge. Observations 14, 12 and 13 mask the 
effects of other influential observations and observation 14 also strongly masks 
the effects of other observations. 
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4.5 Observations and Comparison 
We have illustrated the performance of the two methods by applying them to 
analyze different data sets in the previous sections, there is something we noticed. 
Firstly, when we compare the results between the one-step method and the 
forward search procedure, we find that the results are quite different. For example, 
in analyzing the cloud cover data, while both methods identify observations 52, 
51, 40 and 31 as outlying, the one-step method considers observations 43 and 29 as 
influential but the forward search procedure considers observation 23 as influential 
when m = 90% of N. Nevertheless, with the help of the stalactite plot, we can 
see how the pattern of influential observations changes under different m-values 
and we can then determine the influential observations by observing the stable 
pattern of the stalactite plot. For instance, in Example 3, observations 12，13 
and 14 are declared as outlying using the one-step method while the stalactite 
plot shows observations 1 to 14 are all outlying when the size of the basic subset 
is small. 
Secondly, the one-step method is in fact part of the forward search procedure. 
One-step method use all observations to find the covariance matrix for calculating 
the Di value, which is the final stage of the forward search procedure where 
m = N. When m = N, Di becomes vulnerable to masking effect. Therefore, the 
forward search procedure is better than the one-step method. Moreover, during 
the forward search procedure, index plots are provided when m = 80% or 90% of 
N under which the pattern of the identified influential observations has become 
stable and hence the information provided by the plot is more reliable. 
Lastly, in terms of computing time, it is fast to get the results for both meth-
ods. However, the one-step method definitely requires less computing time than 
the forward search procedure. In the one-step method, we only have to process 
once for obtaining Di values and the result is a IxTV vector of distance values. 
Moreover, it is automatic and therefore we can perform simulation studies. How-
ever, in the forward search procedure, we begin with m = k-\-2, and the process 
is ended when m = N. Therefore, we have to process N - k - 1 times and the 
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procedure yields di. {N — k — 1) x N matrix of distance values. Moreover, the for-
ward search procedure showing the result in the form of the stalactite plot is not 
automatic enough for the simulation study. Nevertheless, the results of the exam-
ples give evidence that the forward search procedure together with the stalactite 
plot provide valuable information for us to identify influential observations. 
5 3 
Chapter 5 
Discussion and Conclusion 
We have developed methods to detect influential points that distort the esti-
mates of the parameters in a covariance matrix. Using a similar idea as Cook's 
distance, we develop a measure Di which measures the difference of the covariance 
matrices before and after deletion of case i. 
The one-step method uses the proposed measure Di directly to identify influ-
ential observations. Observations with large Di values are considered as influen-
tial observations. A simulation study is conducted and the results show that the 
performance of the measure is better when the contamination rate is low but it is 
not related to the sample size. In the study, we only consider the case where all 
variance values are equal, we have not considered the case with different variance 
values. Indeed, it is very difficult to design a very general simulation study. Nev-
ertheless, the results of the simulation study do provide us the evidence that the 
proposed measure can successfully identify what it supposed to identify when the 
contamination rate is low. However, there is still room for further improvement 
when the contamination rate is high. 
In the forward search procedure, we repeatedly calculate D^ using different 
estimates of the covariance matrix S obtained from the basic subsets of different 
sizes. The basic subset is chosen with an intention to exclude influential obser-
vations. The stalactite plot graphically displays the detected observations that 
are with large Du values under different subset sizes. These two methods are 
illustrated by the analysis of several examples. It seems that the forward search 
procedure together with the stalactite plot can provide more information. 
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It is observed from (2.3) and (2.12) that cov{s(i) — s) and cov{s) differs by a 
constant for given N. Therefore, one can simply replace cov{s{i) — s) by cov(s) 
in the identification because only the relative sizes of the A values are used to 
identify influential observations. Moreover, the cut-off point 替 we used to 
identify the influential observations is just heuristic. The constant value that 
multiplied the average distance is subjective, other than using 2, one may use 
1.5 or other values. However, when identification of influential observations is 
considered as an exploratory rather than a confirmatory procedure, a mechanical 
use of cut-off point is not desired and an index plot can usually reveal useful 
information. 
In Example 3 of section 4.3, when we analyze the percentage of cloud cover 
data using a forward search procedure, we have encounter singular covariance 
matrix at the beginning of the search. For simplicity, we have omitted the singular 
case and proceed to subsets with larger sizes. Whereas, one can consider to apply 
Hadi's method(1992) to solve the problem. 
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Tables for simulation study 
Table la.l; Success rate(%) when p = 0.7 
Percentage of Sample 
contamination Size(N) c 二 2 c 二 3 c 二 5 c — 10 c = 15 
5 % 50 loo 100 Too 100 l o o ^ 
100 100 100 100 100 100 
500 100 100 100 100 100 
700 100 100 100 100 100 
10% 50 99.400 99.800 100 100 100 
100 98.400 99.900 100 100 99.900 
500 84.780 95.820 99.740 99.980 99.900 
700 78.128 91.085 98.557 99.771 99.800 
20% 50 51.100 55.900 61.600 63.800 64.500 
100 50.350 54.900 60.300 63.300 62.200 
500 44.040 51-650 57.320 60.100 60.500 
700 42.457 49.935 56.621 59.692 60.328 
Table la.2: Misclassification rate(%) when p = 0.7 
Percentage of Sample 
contamination Size(N) c 二 2 c = 3 c 二 5 c 二 10 c 二 15 
Wo 50 3.106 2 . 4 8 9 r 5 9 6 r 0 6 4 0 . 7 6 6 
100 3.642 2.611 1.589 0.874 0.537 
500 4.286 2.992 1.648 0.463 0.187 
700 4.629 3.093 1.645 0.477 0.183 
10% 50 2.711 1.644 1.178 0.533 0.089 
100 2.511 1.767 0.944 0.156 0.044 
500 2.916 1.778 0.600 0.087 0.007 
700 3.165 1.771 0.621 0.071 0.008 
20% 50 1.550 0.875 0.200 0.050 0.000 
100 1.313 0.725 0.188 0.038 0.000 
500 1.663 0.655 0.110 0.000 0.000 
700 1.800 0.659 0.143 0.002 0.000 
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Table IIa.9: Average covariance matrix after deletion of influential cases 
ave(S) after deletion 
Sample True 
Size value c = 2 c = 3 c 二 5 c 二 10 c 二 15 
N 二 50 sii 1.0 0.949 0.951 0.980 0.983 0.990 
521 0.7 0.694 0.685 0.705 0.729 0.704 
522 1.0 0.936 0.953 0.958 1.011 0.976 
N = 100 sii 1.0 0.929 0.948 0.974 1.001 0.996 
521 0.7 0.674 0.682 0.705 0.715 0.712 
522 1.0 0.929 0.930 0.975 0.981 1.004 
N = 500 sii 1.0 0.888 0.935 0.971 0.986 0.996 
521 0.7 0.642 0.677 0.702 0.704 0.702 
522 1.0 0.889 0.929 0.972 0.998 1.003 
N = 700 sii 1.0 0.890 0.919 0.978 0.996 0.998 
S21 0.7 0.644 0.668 0.708 0.710 0.705 
S22 1-0 0.888 0.927 0.973 0.996 1.000 
N 二 50 sii 1.0 0.955 0.984 0.983 1.007 0.985 
521 0.7 0.687 0.718 0.703 0.712 0.679 
522 1.0 0.943 0.994 0.983 0.994 0.974 
N = 100 sii 1.0 0.987 0.963 0.990 0.992 1.009 
521 0.7 0.721 0.693 0.705 0.696 0.710 
522 1.0 0.975 0.953 0.991 0.995 1.015 
N = 500 sii 1.0 1.041 1.010 0.986 1.012 1.017 
521 0.7 0.786 0.739 0.696 0.716 0.711 
522 1.0 1.038 1.005 0.982 1.011 1.013 
N = 700 sii 1.0 1.062 1.045 1.002 1.009 1.009 
521 0.7 0.810 0.778 0.718 0.714 0.704 
522 1.0 1.065 1.046 1.002 1.012 1.002 
N = 50 sii 1.0 2.276 2.829 3.764 6.369 8.894 
521 0.7 2.013 2.532 3.418 5.980 8.421 
522 1.0 2.28 6 2.789 3.716 6.27 7 8.709 
N = 100 sii 1.0 2.147 2.594 3.359 5.633 8.153 
521 0.7 1.860 2.336 3.108 5.256 7.759 
522 1.0 2.106 2.646 3.455 5.537 8.101 
N = 500 sii 1.0 1.653 1.924 2.423 3.792 5.238 
521 0.7 1.384 1.632 2.128 3.439 4.842 
522 1.0 1.642 1.9 1 9 2.44 3 3.75 7 5.163 
N = 700 sii 1.0 1.562 1.805 2.213 3.319 4.563 
S21 0.7 1.296 1.513 1.908 3.033 4.177 
522 1.0 1.561 1.79 7 2.2 1 4 3.35 6 4.531 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
*(b): Contamination rate = 10%. 
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Table Ib.4: Root Mean Square Error of the covariance estimates 
Root Mean Square ETIOT{RMS) 
Sample 
Size c = 2 c = 3 c = 5 c = 10 c = 15 
N = 50 sii 0.218 0.196 0.193 0.199 0.209 
521 0.182 0.171 0.162 0.191 0.186 
522 0.201 0.207 0.189 0.231 0.202 
N = 100 sii 0.152 0.156 0.134 0.150 0.143 
521 0.124 0.111 0.120 0.133 0.111 
522 0.171 0.142 0.160 0.138 0.127 
N = 500 sii 0.126 0.087 0.073 0.056 0.054 
521 0.076 0.054 0.051 0.053 0.055 
522 0.124 0.094 0.065 0.072 0.065 
N = 700 sii 0.122 0.099 0.056 0.053 0.060 
S21 0.076 0.057 0.049 0.049 0.050 
S22 0.127 0.091 0.063 0.058 0.054 
N = 50 sii 0.218 0.193 0.237 0.204 0.212 
521 0.186 0.186 0.179 0.182 0.166 
522 0.222 0.215 0.196 0.209 0.206 
N = 100 sii 0.153 0.154 0.145 0.160 0.183 
521 0.130 0.132 0.123 0.138 0.185 
522 0.139 0.154 0.143 0.148 0.200 
N = 500 sii 0.099 0.084 0.071 0.070 0.077 
521 0.120 0.085 0.064 0.067 0.065 
522 0.095 0.079 0.077 0.074 0.071 
N = 700 sii 0.091 0.080 0.066 0.067 0.072 
521 0.127 0.101 0.067 0.058 0.058 
g22 0-094 0.083 0.072 0.063 0.062 
N = 50 sii 1.377 1.926 2.924 5.782 8.478 
521 1.396 1.916 2.851 5.667 8.226 
522 1.388 1.889 2.881 5.712 8.277 
N = 100 sii 1.192 1.644 2.424 4.756 7.301 
521 1.192 1.674 2.463 4.670 7.199 
522 1.137 1.696 2.523 4.685 7.278 
N = 500 sii 0.661 0.932 1.433 2.810 4.269 
521 0.690 0.938 1.436 2.753 4.164 
522 0.648 0.927 1.454 2.777 4.188 
N 二 700 sii 0.567 0.810 1.222 2.403 3.584 
S21 0.600 0.817 1.214 2.341 3.494 
S22 0.567 0.803 1.222 2.368 3.554 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
*(c): Contamination rate = 20%. 
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Table Ib.5: RMSg w.r.t. sample Sg during 100 simulations 
Root Mean Square EviOY{RMSg) 
Sample 
Size c = 2 c = 3 c = 5 c = 10 c 二 15 
N = 50 sii 0.085 0.101 0.056 0.041 0.050 
521 0.060 0.060 0.029 0.024 0.025 
522 0.107 0.080 0.064 0.053 0.022 
N = 100 sii 0.101 0.086 0.063 0.034 0.032 
521 0.058 0.058 0.036 0.021 0.016 
522 0.089 0.085 0.053 0.025 0.022 
N = 500 sii 0.113 0.077 0.042 0.016 0.008 
521 0.059 0.038 0.018 0.009 0.004 
522 0.111 0.080 0.044 0.016 0.009 
N = 700 sii 0.122 0.077 0.041 0.016 0.008 
S21 0.068 0.037 0.015 0.009 0.004 
S22 0.122 0.083 0.038 0.016 0.QQ7 
N 二 50 sii 0.084 0.062 0.062 0.020 0.005 
521 0.082 0.052 0.035 0.018 0.007 
522 0.133 0.083 0.039 0.046 0.005 
N = 100 sii 0.079 0.047 0.039 0.016 0.091 
521 0.068 0.042 0.025 0.007 0.099 
522 0.082 0.062 0.033 0.015 0.109 
N = 500 sii 0.065 0.046 0.025 0.009 0.035 
521 0.100 0.059 0.022 0.008 0.034 
522 0.061 0.046 0.024 0.009 0.032 
N = 700 sii 0.070 0.058 0.033 0.024 0.034 
521 0.114 0.087 0.041 0.023 0.035 
522 0.071 0.059 0.035 0.023 0.035 
N = 50 sii 1.364 1.940 2.922 5.760 8.476 
521 1.397 1.937 2.863 5.654 8.221 
522 1.382 1.919 2.883 5.695 8.279 
N = 100 sii 1.145 1.607 2.428 4.753 7.297 
521 1.171 1.634 2.470 4.673 7.197 
522 1.138 1.632 2.535 4.701 7.265 
N 二 500 sii 0.668 0.925 1.433 2.804 4.268 
521 0.697 0.938 1.435 2.752 4.158 
522 0.660 0.921 1.452 2.778 4.180 
N = 700 sii 0.550 0.797 1.226 2.387 3.586 
S21 0.586 0.805 1.219 2.332 3.497 
S22 0.560 0.791 1.230 2.362 3.556 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
*(c): Contamination rate = 20%. 
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Table Ib.l : Success rate(%) when p = 0 
Percentage of Sample 
contamination Size(N) c = 2 c 二 3 c 二 5 c 二 10 c = 15 
5% 50 Too Too loo 100 Too 
100 100 100 100 100 100 
500 100 100 100 100 100 
700 100 100 100 100 100 
10% 50 100 100 100 100 100 
100 100 100 100 100 100 
500 100 100 100 100 100 
700 100 100 100 100 100 
20% 50 85.60 90.60 92.10 91.80 90.80 
100 89.75 92.70 94.95 96.85 95.55 
500 68.12 83.33 92.30 94.95 95.34 
700 59.37 74.73 85.66 91.04 92.32 
Table lb.2: Misclassification rate(%) when p = 0 
Percentage of Sample 
contamination Size(N) c 二 2 c 二 3 c = 5 c = 10 c = 15 
5% — ^ 1 . 9 1 4 9 0 . 8 9 3 6 0 . 3 6 1 7 0 . 3 6 1 7 0 . 0 4 2 6 
100 2.0737 0.8842 0.2105 0.0316 0.0211 
500 2.8716 1.5074 0.3011 0.0021 0.0000 
700 3.2541 1.6692 0.4451 0.0135 0.0000 
10% 50 0.5778 0.2222 0.0667 0.0222 0.0000 
100 0.6222 0.1444 0.0000 0.0000 0.0000 
500 1.3178 0.4133 0.0244 0.0000 0.0000 
700 1.6476 0.5286 0.0603 0.0000 0.0000 
20% 50 0.0250 0.0000 0.0000 0.0000 0.0000 
100 0.0500 0.0250 0.0000 0.0000 0.0000 
500 0.5225 0.0900 0.0025 0.0000 0.0000 
700 0.7536 0.1286 0.0036 0.0000 Q.QQQQ 
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Table IIa.9: Average covariance matrix after deletion of influential cases 
ave(5') after deletion “ 
Sample True 
Size value c = 2 c = 3 c = 5 c = 10 c = 15 
N = 50 sii 1.0 0.9282 0.9375 0.9808 1.0141 1.0389 
521 0.0 0.0196 -0.0147 -0.0185 -0.0278 -0.0128 
522 1.0 0.8879 0.9894 1.0013 0.9664 0.9762 
N = 100 sii 1.0 0.9134 0.9421 0.9973 1.0044 0.9857 
521 0.0 -0.0103 -0.0073 0.0056 0.0111 0.0004 
522 1.0 0.9402 0.9650 1.0099 0.9944 1.0174 
N = 500 sii 1.0 0.9060 0.9386 0.9813 1.0085 0.9992 
521 0.0 0.0107 -0.0007 -0.0008 -0.0008 0.0013 
522 1.0 0.8929 0.9487 0.9811 1.0096 1.0008 
N 二 700 sii 1.0 0.8852 0.9223 0.9885 0.9908 0.9937 
S21 0.0 -0.0048 -0.0031 -0.0082 -0.0076 0.0032 
S22 1.0 0.8854 0.9355 0.9804 1.0102 1.0011 
N = 50 sii 1.0 0.9620 0.9572 0.9767 1.0106 0.9831 
521 0.0 -0.0003 -0.0026 0.0046 -0.0467 0.0096 
522 1.0 0.9992 0.9815 0.9957 1.0144 0.9945 
N = 100 sii 1.0 0.9779 0.9959 1.0075 0.9889 0.9792 
521 0.0 0.0084 -0.0105 -0.0146 0.0049 -0.0062 
522 1.0 0.9757 0.9711 1.0054 1.0115 1.0046 
N 二 500 sii 1.0 0.9525 0.9850 0.9919 0.9993 0.9909 
521 0.0 -0.0041 0.0000 0.0053 0.0017 0.0006 
522 1.0 0.9431 0.9824 1.0037 0.9984 1.0033 
N = 700 sii 1.0 0.9314 0.9651 0.9956 1.0032 1.0065 
S21 0.0 0.0014 -0.0024 -0.0009 0.0023 0.0070 
S22 1.0 0.9262 0.9703 0.9913 1.0015 1.0034 
N = 50 sii 1.0 1.3228 1.3300 1.3712 1.8458 2.2071 
521 0.0 0.0110 -0.0271 -0.1031 0.1101 0.1195 
522 1.0 1.2621 1.3294 1.4513 1.9892 2.8558 
N 二 100 sii 1.0 1.2109 1.1812 1.2677 1.2906 1.7414 
521 0.0 0.0193 -0.0092 0.0182 0.0434 -0.0304 
522 1.0 1.1666 1.2273 1.1786 1.3620 1.5789 
N = 500 sii 1.0 1.2849 1.2595 1.2087 1.2734 1.4349 
521 0.0 -0.0090 0.0099 -0.0049 -0.0431 -0.0023 
522 1.0 1.25 32 1.2 1 72 1.1956 1.27 26 1.36 04 
N = 700 sii 1.0 1.2813 1.3017 1.3309 1.4077 1.5407 
S21 0.0 0.0083 0.0148 0.0130 0.0001 -0.0323 
S22 1.0 1.2835 1.2988 1.3127 1.4293 1.5670 
*(a): Contamination rate == 
*(b): Contamination rate = 10%. 
*(b): Contamination rate = 10%. 
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Table Ib.4: Root Mean Square Error of the covariance estimates 
Root Mean Square EVTOI(RMS) — 
Sample 
Size c = 2 c = 3 c = 5 c 二 10 c = 15 
N 二 50 sii 0.2116 0.2197 0.1918 0.2109 0.2322 
521 0.1276 0.1593 0.1411 0.1481 0.1315 
522 0.2342 0.2221 0.2169 0.1991 0.2065 
N = 100 sii 0.1550 0.1438 0.1294 0.1493 0.1418 
521 0.1020 0.0983 0.1124 0.1030 0.1170 
522 0.1457 0.1430 0.1414 0.1319 0.1506 
N = 500 sii 0.1168 0.0856 0.0649 0.0632 0.0673 
S21 0.0479 0.0424 0.0434 0.0440 0.0478 
822 0.1207 0.0805 0.0680 0.0683 0.0619 
N = 700 sii 0.1264 0.0930 0.0643 0.0525 0.0554 
521 0.0346 0.0387 0.0412 0.0394 0.0402 
522 0.1254 0.0808 0.0497 0.0553 0.0551 
N = 50 sii 0.1977 0.2096 0.2032 0.2372 0.2252 
521 0.1557 0.1254 0.1542 0.1657 0.1507 
522 0.2076 0.2037 0.2112 0.2026 0.2156 
N 二 100 sii 0.1476 0.1553 0.1354 0.1427 0.1334 
521 0.1057 0.1115 0.1171 0.1239 0.0993 
522 0.1407 0.1715 0.1487 0.1516 0.1619 
N = 500 sii 0.0794 0.0655 0.0649 0.0604 0.0638 
521 0.0416 0.0446 0.0477 0.0405 0.0491 
522 0.0851 0.0638 0.0647 0.0634 0.0683 
N 二 700 sii 0.0865 0.0613 0.0519 0.0613 0.0577 
S21 0.0403 0.0394 0.0393 0.0370 0.0417 
S22 0-0879 0.0569 0.0621 0.0608 0.0522 
N = 50 sii 0.5898 0.6834 0.7821 1.7843 2.2886 
521 0.3511 0.3708 0.5706 0.9665 1.9018 
522 0.5089 0.6712 1.0059 1.9573 3.3911 
N = 100 sii 0.3912 0.3902 0.4981 0.6017 1.3799 
521 0.2309 0.2057 0.2985 0.4675 0.6643 
522 0.3293 0.4141 0.3786 0.7373 1.2800 
N 二 500 sii 0.3128 0.3048 0.2994 0.4196 0.5791 
521 0.1047 0.1287 0.1285 0.2253 0.2873 
522 0.2774 0.2733 0.2688 0.3793 0.5719 
N = 700 sii 0.2951 0.3286 0.3719 0.4995 0.6763 
S21 0.0846 0.0997 0.1342 0.1817 0.2834 
S22 0.2990 0.3221 0.3541 0.5362 0.7182 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
*(c): Contamination rate = 20%. 
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Table Ib.5: RMSg w.r.t. sample Sg during 100 simulations 
Root Mean Square E T i O T ( R M S g ) — 
Sample 
Size c 二 2 c = 3 c = 5 c = 10 c = 15 
N 二 50 sii 0.1218 0.0916 0.0619 0.0489 0.0118 
521 0.0615 0.0530 0.0332 0.0375 0.0127 
522 0.1290 0.0686 0.0468 0.0565 0.0169 
N 二 100 sii 0.1094 0.0675 0.0235 0.0202 0.0050 
521 0.0476 0.0337 0.0197 0.0031 0.0095 
522 0.1052 0.0677 0.0482 0.0015 0.0187 
N = 500 sii 0.1078 0.0687 0.0240 0.0027 0.0000 
521 0.0261 0.0202 0.0137 0.0017 0.0000 
522 0.1098 0.0743 0.0257 0.0007 0.0000 
N 700 sii 0.1204 0.0716 0.0302 0.0060 0.0000 
S21 0.0253 0.0169 0.0132 0.0037 0.0000 
S22 0.1148 0.0737 0.0297 0.0045 0.0000 
N = 50 sii 0.0698 0.0606 0.0426 0.0023 0.0000 
521 0.0404 0.0322 0.0138 0.0099 0.0000 
522 0.0982 0.0332 0.0022 0.0203 0.0000 
N = 100 sii 0.0526 0.0352 0.0000 0.0000 0.0000 
521 0.0346 0.0205 0.0000 0.0000 0.0000 
522 0.0619 0.0144 0.0000 0.0000 0.0000 
N = 500 sii 0.0623 0.0351 0.0093 0.0000 0.0000 
521 0.0214 0.0138 0.0047 0.0000 0.0000 
522 0.0657 0.0329 0.0040 0.0000 0.0000 
N = 700 sii 0.0728 0.0354 0.0125 0.0000 0.0000 
S21 0.0184 0.0123 0.0049 0.0000 0.0000 
S22 0-0751 0.0320 0.0089 0.0000 0.0000 
N = 50 sii 0.5127 0.6164 0.7470 1.7733 2.2609 
521 0.2617 0.3041 0.5328 0.9655 1.8763 
522 0.4395 0.6126 0.9415 1.9874 3.3662 
N = 100 sii 0.3112 0.3392 0.4930 0.5844 1.3613 
521 0.1730 0.1882 0.2536 0.4468 0.6512 
522 0.2634 0.3704 0.3634 0.6766 1.2639 
N = 500 sii 0.2963 0.2929 0.2836 0.4190 0.5750 
521 0.0793 0.1089 0.1161 0.2101 0.2808 
522 0.2710 0.2690 0.2573 0.3782 0.5676 
N = 700 sii 0.2908 0.3235 0.3596 0.5029 0.6682 
S21 0.0648 0.0860 0.1150 0.1824 0.2778 
522 0.2902 0.3239 0.3446 0.5301 0.7121 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
*(c): Contamination rate = 20%. 
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Table Ila.l : Success rate(%) when p = 0.7 
Percentage of Sample 
contamination Size(N) p' = - 0 . 9 p' = - 0 . 5 = 0.0 p' = 0.5 p' = 0.9 
^ Eo I m Too 99：^ 9 6 W 9 9 . 3 3 3 
100 100 100 98.400 97.600 99.800 
500 100 100 91.280 80.040 83.800 
700 100 99.828 88.885 73.885 68.800 
10% 50 100 99.800 91.000 83.400 81.400 
100 100 100 88.200 75.600 64.200 
500 99.680 97.840 77.800 53.320 32.520 
700 97.928 95.914 73.671 48.571 26.885 
20% 50 30.400 43.300 64.200 40.000 17.400 
100 28.250 39.950 63.850 37.250 16.700 
500 27.570 33.310 49.500 33.370 11.450 
700 27.628 32.428 45.621 32.435 10.528 
Table IIa.2: Misclassification rate(%) when p = 0.7 
Percentage of Sample 
contamination Size(N) p’ = - 0 . 9 p' = - 0 . 5 p' = 0.0 p' 0.5 p' = 0.9 
Wo ^ 2.5745 2.6170 2.7660 4.8298 5.5106 
100 2.8000 3.2105 3.3579 5.7789 5.9895 
500 3.4168 3.5789 3.8863 6.3368 7.1705 
700 3.5654 3.7414 4.2060 6.4286 7.3654 
10% 50 3.1111 2.7556 1.5556 3.7333 5.0222 
100 3.2222 3.0556 2.0333 3.8444 5.4778 
500 3.6489 3.3489 2.7089 4.6933 6.7356 
700 3.7937 3.5698 3.0317 5.0762 6.9841 
20% 50 4.7000 3.4750 0.6500 2.5000 5.5000 
100 4.4875 3.7125 0.9875 2.4125 6.1375 
500 4.8250 3.9600 2.335 3.0825 7.1025 
700 5.0393 4.0554 2.4964 3.3875 7.5839 
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Table IIa.3: Average covariance matrix after deletion of influential cases 
ave(S) after deletion 
Sample True 
Size value p' = -0 .9 p' = - 0 .5 p' = 0.0 p' = 0.5 p' = 0.9 
W ‘ 
N = 50 sii 1.0 0.8662 0.8511 0.8704 0.9137 0.8609 
521 0.7 0.5668 0.5658 0.5825 0.6602 0.6618 
522 1.0 0.8637 0.8636 0.8786 0.9004 0.9076 
N = 100 sii 1.0 0.8634 0.8742 0.8783 0.8723 0.8603 
521 0.7 0.5681 0.5709 0.5988 0.6360 0.6300 
522 1.0 0.8707 0.8723 0.8738 0.8771 0.8562 
N 二 500 sii 1.0 0.8401 0.8343 0.8630 0.8651 0.8679 
521 0.7 0.5532 0.5449 0.5873 0.6324 0.6418 
522 1.0 0.8443 0.8377 0.8613 0.8746 0.8741 
N = 700 sii 1.0 0.8458 0.8315 0.8465 0.8738 0.8891 
S21 0.7 0.5490 0.5485 0.5771 0.6313 0.6651 
S22 1.0 0.8383 0.8474 0.8571 0.8625 0.8865 
N = 50 sii 1.0 0.8802 0.8927 0.9681 0.9914 1.0354 
521 0.7 0.5695 0.5845 0.6949 0.7257 0.8000 
522 1.0 0.8819 0.8730 0.9822 0.9693 1.0239 
N = 100 511 1.0 0.8570 0.8517 0.9915 1.0088 1.1180 
521 0.7 0.5545 0.5589 0.6827 0.7675 0.9031 
522 1.0 0.8491 0.8527 0.9495 1.0182 1.1281 
N = 500 511 1.0 0.8346 0.8466 0.9429 1.0180 1.1227 
521 0.7 0.5385 0.5490 0.6400 0.7739 0.9084 
522 1.0 0.8398 0.8482 0.9283 1.0 1 71 1.1269 
N = 700 sii 1.0 0.8310 0.8457 0.9322 0.9973 1.0991 
S21 0.7 0.5238 0.5438 0.6358 0.7564 0.8818 
,S22 1.0 0.8367 0.8458 0.9329 1.0071 1.0967 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
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Table IIa.4: Root Mean Square Error of the covariance estimates 
Root Mean Square Error(i?M5) 
Sample 
Size p' = - 0 .9 = -0 .5 p' = 0.0 p' = 0.5 " ' = 0.9 
N = 50 sii 0.2558 0.2427 0.2320 0.2152 0.2404 
521 0.2276 0.2196 0.2092 0.1809 0.1737 
522 0.2413 0.2374 0.2274 0.2196 0.2091 
N = 100 sii 0.1870 0.1777 0.1904 0.1822 0.2016 
521 0.1833 0.1746 0.1712 0.1335 0.1532 
522 0.1948 0.1901 0.2108 0.1815 0.2027 
N 二 500 sii 0.1728 0.1762 0.1539 0.1485 0.1531 
521 0.1583 0.1633 0.1275 0.0863 0.0929 
522 0.1694 0.1736 0.1526 0.1392 0.1465 
N = 700 sii 0.1641 0.1763 0.1622 0.1410 0.1255 
S21 0.1585 0.1589 0,1347 0.0894 0.0652 
S22 0.1713 0.1615 0.1556 0.1499 0.1266 
N 二 50 sii 0.2512 0.2369 0.2617 0.2789 0.3103 
521 0.2229 0.2115 0.2222 0.2531 0.3090 
522 0.2311 0.2297 0.2609 0.2565 0.2822 
N 二 100 sii 0.1999 0.2030 0.1682 0.1956 0.2619 
521 0.1857 0.1939 0.1534 0.2020 0.3079 
522 0.1989 0.2105 0.1935 0.2112 0.2738 
N = 500 sii 0.1756 0.1671 0.0860 0.0811 0.1432 
521 0.1701 0.1596 0.0788 0.1002 0.2193 
522 0.1711 0.1637 0.0961 0.0758 0.1492 
N 二 700 sii 0.1775 0.1649 0.0884 0.0578 0.1161 
S21 0.1818 0.1643 0.0804 0.0723 0.1904 
S22 0.1723 0.1631 0.0911 0.0580 0.1146 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
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Table IIa.5: RMSg w.r.t. sample Sg during 100 simulations 
Root Mean Square Eiioi{RMSg) 
Sample 
Size = -0.9 p' 二 一0.5 p' = 0.0 (J - 0.5 p' = 0.9 
~ W “ 
N - 50 sii 0.1505 0.1518 0.1585 0.1705 0.1425 
521 0.1360 0.1497 0.1322 0.1106 0.0985 
522 0.1441 0.1619 0.1447 0.1479 0.1567 
N = 100 sii 0.1487 0.1711 0.1578 0.1696 0.1545 
521 0.1428 0.1645 0.1280 0.1163 0.0940 
522 0.1527 0.1757 0.1442 0.1722 0.1559 
N = 500 sii 0.1601 0.1687 0.1488 0.1429 0.1369 
521 0.1529 0.1565 0.1227 0.0804 0.0663 
522 0.1595 0.1631 0.1471 0.1397 0.1369 
N = 700 sii 0.1668 0.1718 0.1533 0.1304 0.1169 
S21 0.1574 0.1580 0.1270 0.0716 0.0472 
S22 0.1643 0.1676 0.1527 0.1349 0.1192 
� * 
N = 50 sii 0.1842 0.1679 0.1189 0.1562 0.1815 
521 0.1812 0.1630 0.1132 0.1335 0.2121 
522 0.1875 0.1714 0.1250 0.1391 0.1895 
N 二 100 sii 0.1619 0.1664 0.1054 0.1040 0.1764 
521 0.1598 0.1577 0.0927 0.1276 0.2397 
522 0.1670 0.1586 0.1096 0.0974 0.1854 
N = 500 sii 0.1687 0.1561 0.0751 0.0438 0.1284 
521 0.1666 0.1512 0.0691 0.0782 0.2092 
522 0.1674 0.1498 0.0767 0.0462 0.1280 
N = 700 sii 0.1704 0.1559 0.0739 0.0345 0.1077 
521 0.1771 0.1570 0.0664 0.0671 0.1906 
S22 0.1663 0.1541 0.0774 0.0325 0.1048 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
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Table IIa.l2: Average correlation coefficient after deletion 
Correlation coefficient after deletion 
Sample True 
Size value = - 0 .9 p' = - 0 .5 / /二 0.0 = 0.5 - 0.9 
W ‘ 
N - 50 r2i 0.7 0.6553 0.6600 0.6661 0.7279 0.7487 
N = 100 r2i 0.7 0.6552 0.6538 0.6835 0.7271 0.7341 
N = 500 7*21 0.7 0.6569 0.6518 0.6812 0.7270 0.7369 
N = 700 7*21 0.7 0.6520 0.6534 0.6775 0.7272 0.7492 
(6)* 
N = 50 7*21 0.7 0.6464 0.6621 0.7126 0.7403 0.7770 
N 二 100 7*21 0.7 0.6500 0.6558 0.7036 0.7573 0.8042 
N = 500 r2i 0.7 0.6432 0.6479 0.9841 0.7606 0.8076 
N = 700 r2i 0.7 0.6282 0.6430 0.6818 0.7547 0.8032 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
Table Ilb. l : Success Rate(%) when p = 0.0 
Percentage of Sample 
contamination Size(N) p' = -0 .9 p' = —0.5 p' = Q.Q 二 0.5 p丨=0.9 
Wo ^ loo rOO loo 100 100 
100 100 100 100 100 100 
500 100 100 100 99.880 100 
700 99.971 99.543 100 99.600 99.943 
10% 50 96.600 96.800 98.800 94.600 96.000 
100 95.000 94.000 99.200 94.300 92.200 
500 55.220 64.560 86.520 63.260 57.580 
700 49.614 53.157 69.814 53.443 48.600 
20% 50 20.700 32.900 61.600 33.400 18.000 
100 18.050 30.550 59.000 30.950 18.500 
500 15.590 23.100 31.300 23.130 15.320 
700 14.550 21.129 27.321 20.657 14.293 
Table lib.2: Misclassification rate(%) when p = 0.0 
Percentage of Sample 
contamination Size(N) p' = —0.9 p' = -0 .5 p' = Q.Q p' = 0.5 p' = 0.9 
Wo EO JMU 40000 4 : 8 m 4.4043 
100 4.8737 5.0316 4.9789 5.3789 4.8737 
500 5.8443 6.1684 5.8274 6.0884 5.8442 
700 6.1399 6.3955 6.1338 6.3323 6.1489 
10% 50 4.3556 4.0444 2.9778 4.2667 4.3111 
100 4.7889 4.4889 3.0333 4.0889 4.9000 
500 5.7000 5.2267 4.3689 5.2511 5.5378 
700 5.7476 5.5460 4.8587 5.5111 5.8175 
20% 50 5.4500 4.2250 1.3000 3.7500 5.5250 
100 5.6750 4.2375 1.3750 4.0125 5.7500 
500 6.4400 4.8600 3.3475 4.9025 6.5750 
700 6.7250 5.2625 3.7750 5.2804 6.8089 
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Table IIa.3: Average covariance matrix after deletion of influential cases 
‘ ave(S) after deletion 
Sample True 
Size value p' = - 0 . 9 p' = - 0 . 5 p' 二 0.0 p' = 0.5 p' = 0.9 
“ 
N - 50 sii 1.0 0.9118 0.8458 0.8636 0.8448 0.8782 
521 0.0 -0.0633 -0.0502 -0.0064 0.0557 0.0710 
522 1.0 0.8654 0.8767 0.8563 0.8524 0.8793 
N = 100 sii 1.0 0.8571 0.8372 0.8326 0.8743 0.8466 
521 0.0 -0.0701 -0.0564 -0.0043 0.0592 0.0495 
522 1.0 0.8543 0.8517 0.8392 0.8402 0.8328 
N = 500 sn 1.0 0.8296 0.8273 0.8239 0.8221 0.8304 
521 0.0 -0.0611 -0.0485 0.0099 0.0505 0.0615 
522 1.0 0.8289 0.8206 0.8323 0.8187 0.8305 
N 二 700 sn 1.0 0.8286 0.8192 0.8136 0.8169 0.8235 
521 0.0 -0.0594 -0.0500 -0.0040 0.0503 0.0557 
522 1.0 0.8311 0.8145 0.8187 0.8187 0.8298 
N = 50 sii 1.0 0.9107 0.8899 0.9098 0.9245 0.8738 
521 0.0 -0.1180 -0.0941 -0.0151 0.1276 0.0827 
522 1.0 0.9380 0.8914 0.9041 0.9066 0.8599 
N = 100 sii 1.0 0.9103 0.9194 0.9114 0.9086 0.9288 
521 0.0 -0.1321 -0.0943 0.0041 0.1009 0.1462 
522 1.0 0.8962 0.8919 0.9061 0.8851 0.9069 
N = 500 sii 1.0 0.9936 0.9507 0.8836 0.9552 1.0097 
521 0.0 -0.2769 -0.1854 -0.0023 0.1970 0.2627 
522 1.0 1.0093 0.9549 0.8821 0.9493 1.0012 
N = 700 Sn 1.0 0.9918 0.9558 0.9229 0.9620 0.9966 
S21 0.0 -0.2717 -0.1920 0.0050 0.1905 0.2722 
522 1.0 0.9927 0.9711 0.9090 0.9637 0.9913 
*(a): Contamination rate 二 5%. 
*(b): Contamination rate 二 10%. 
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Table IIa.4: Root Mean Square Error of the covariance estimates 
Root Mean Square Eiioi{RMS) — 
Sample 
Size 二一0.9 p' = - 0 . 5 p' = 0.0 二 0.5 二 0.9 
~ W ~ “ ‘ 
N = 50 sii 0.2165 0.2414 0.2283 0.2361 0.2302 
521 0.1651 0.1452 0.1507 0.1598 0.1721 
522 0.2310 0.2302 0.2389 0.2332 0.2282 
N = 100 sii 0.1890 0.2102 0.2128 0.1851 0.2059 
521 0.1191 0.1082 0.1073 0.1033 0.1050 
522 0.2111 0.1961 0.2047 0.2070 0.2076 
N 二 500 511 0.1810 0.1838 0.1857 0.1874 0.1812 
521 0.0759 0.0685 0.0474 0.0687 0.0772 
522 0.1803 0.1898 0.1746 0.1911 0.1776 
N 二 700 sii 0.1788 0.1875 0.1921 0.1901 0.1860 
521 0.0719 0.0615 0.0358 0.0614 0.0683 
522 0.1774 0.1924 0.1896 0.1874 0.1784 
W 
N = 50 sii 0.2193 0.2691 0.2466 0.2391 0.2358 
521 0.2128 0.1857 0.1482 0.2267 0.1974 
522 0.2264 0.2277 0.2004 0.2845 0.2488 
N 二 100 sii 0.1835 0.2001 0.1822 0.1735 0.1762 
521 0.1918 0.1674 0.1110 0.1584 0.2193 
522 0.1911 0.2000 0.1662 0.1815 0.1789 
N = 500 sii 0.0717 0.0886 0.1451 0.0910 0.0656 
521 0.2829 0.1950 0.0550 0.2063 0.2701 
522 0.0749 0.0892 0.1394 0.0944 0.0668 
N 二 700 sii 0.0612 0.0735 0.1028 0.0711 0.0547 
S21 0.2752 0.1977 0.0487 0.1958 0.2754 
S22 0.0589 0.0700 0.1069 0.0761 0.0654 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
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Table IIa.5: RMSg w.r.t. sample Sg during 100 simulations 
Root Mean Square Error(EM5^) 
Sample 
Size = - 0 .9 二-0.5 = 0.0 = 0.5 = 0.9 
N - 50 sii 0.1585 0.1564 0.1483 0.1824 0.1599 
521 0.0892 0.0960 0.0790 0.0992 0.0997 
522 0.1436 0.1827 0.1756 0.2062 0.1643 
N = 100 sii 0.1530 0.1660 0.1674 0.1743 0.1636 
521 0.0859 0.0771 0.0542 0.0792 0.0841 
522 0.1662 0.1637 0.1790 0.1713 0.1565 
N 二 500 sii 0.1733 0.1869 0.1797 0.1798 0.1773 
521 0.0639 0.0531 0.0267 0.0532 0.0599 
522 0.1697 0.1817 0.1777 0.1836 0.1690 
N = 700 sii 0.1774 0.1816 0.1802 0.1820 0.1824 
S21 0.0632 0.0496 0.0245 0.0511 0.0592 
822 0.1852 0.1901 0.1858 0.1870 0.1824 
N = 50 sii 0.1529 0.1568 0.1545 0.1556 0.1541 
521 0.1453 0.1312 0.0786 0.1682 0.1502 
522 0.1701 0.1365 0.1655 0.1555 0.1781 
N = 100 sii 0.1253 0.1292 0.1237 0.1231 0.1222 
521 0.1443 0.1305 0.0662 0.1272 0.1788 
522 0.1433 0.1380 0.1388 0.1324 0.1284 
N = 500 sii 0.0423 0.0580 0.1182 0.0579 0.0417 
521 0.2768 0.1909 0.0333 0.1937 0.2692 
522 0.0420 0.0613 0.1143 0.0634 0.0364 
N = 700 sii 0.0334 0.0581 0.0978 0.0521 0.0331 
S21 0.2762 0.1949 0.0280 0.1963 0.2812 
S22 0.0338 0.0536 0.0924 0.0585 0.0310 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
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Table IIa.l2: Average correlation coefficient after deletion 
(Correlation coefficient after deletion) 
Sample True 
Size value p' = - 0 .9 二 - 0 . 5 二 0.0 p' = 0.5 p' - 0.9 
~ W ~ “ 
N 二 50 7*21 0.0 -0.0713 -0.0583 -0.0074 0.0656 0.0808 
N = 100 r2i 0.0 -0.0819 -0.0668 -0.0051 0.0691 0.0590 
N = 500 r2i 0.0 -0.0737 -0.0589 0.0120 0.0616 0.0741 
N = 700 T2\ 0.0 -0.0716 -0.0612 -0.0049 0.0615 0.0674 
{by 
N = 50 7*21 0.0 -0.1277 -0.1057 -0.0166 0.1394 0.0954 
N = 100 r2i 0.0 -0.1463 -0.1041 0.0045 0.1125 0.1593 
N = 500 r2i 0.0 -0.2765 -0.1946 -0.0026 0.2069 0.2613 
N 二 700 r2i 0.0 -0.2738 -0.1993 0.0055 0.1979 0.2739 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
Table IIa.7: Success rate(%) when p = 0.7 for p 二 3 
Percentage of Sample 
contamination Size(N) p' 二 - 0 .9 = - 0 .5 p' = 0.0 
5% ^ rOO 99 .666790 .6667 
100 100 100 92.4 
500 100 99.2 82.64 
700 100 98.9714 80.1429 
10% 50 97.6 95.8 78.4 
100 96.7 93.0 73.6 
500 87.2 82.62 66.3 
700 81.8714 80.174 64.1857 
20% 50 22.7 29.8 42.5 
100 23.85 31.75 44.3 
500 25.1 30.26 41.44 
700 25.3071 29.4643 39.6143 
Table IIa.8: Misclassification rate(%) when p 二 0.7 for p = 3 
Percentage of Sample 
contamination Size(N) p' = - 0 .9 p' = -0 .5 p' = 0.0 
Wo ^ 3.9149 3.6596 4.2340 
100 3.8947 3.9684 4.2526 
500 4.2189 4.2168 4.7347 
700 4.1399 4.3669 4.9098 
10% 50 3.5111 3.5111 3.3778 
100 3.7889 3.8111 3.2556 
500 4.3222 4.0378 3.72 
700 4.4159 4.1429 3.9302 
20% 50 5.2 4.75 2.475 
100 4.95 4.10 2.4375 
500 5.2375 4.5725 3.195 
700 5.3911 4.5696 3.4125 
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Table IIa.9: Average covariance matrix after deletion of influential cases 
ave(S) after deletion 
Sample True 
Size value p' = -0.9 p' = -0.5 p' = 0.0 
~ W “ “ 
N = 50 511 1 0 0.9101 0.8608 0.8812 
521 0.7 0.6240 0.5879 0.6292 
522 1-0 0.9246 0.8844 0.9288 
531 0.7 0.6251 0.6030 0.6106 
532 0.7 0.6503 0.6244 0.6574 
533 1.0 0.8975 0.9100 0.9103 
N = 100 sii 1.0 0.8724 0.8758 0.8710 
521 0.7 0.5854 0.5824 0.6319 
522 1.0 0.8717 0.8673 0.9428 
531 0.7 0.5817 0.5965 0.6224 
532 0.7 0.6088 0.6129 0.6736 
533 1.0 0.8685 0.8909 0.9228 
N = 500 sii 1.0 0.8730 0.8753 0.8792 
521 0.7 0.5870 0.5913 0.6216 
522 1.0 0.8721 0.8773 0.9165 
531 0.7 0.5904 0.5887 0.6262 
532 0.7 0.6145 0.6194 0.6629 
533 1.0 0.8812 0.8776 0.9259 
N = 700 511 1 0 0.8713 0.8727 0.8803 
521 0.7 0.5941 0.5849 0.6161 
522 1.0 0.8804 0.8650 0.9083 
531 0.7 0.5934 0.5817 0.6134 
532 0.7 0.6193 0.6065 0.6528 
533 1.0 0.8827 0.8643 0.9028 
— W 
N = 50 sii 1.0 0.9341 0.9040 0.9111 
521 0.7 0.6047 0.5852 0.6605 
522 1.0 0.9587 0.9237 1.0530 
531 0.7 0.6075 0.5904 0.6689 
532 0.7 0.6771 0.6736 0.7905 
533 1.0 0.9329 0.9408 1.0526 
N 二 100 sii 1.0 0.8884 0.8903 0.9372 
521 0.7 0.5571 0.5789 0.6890 
522 1.0 0.8924 0.9333 1.0702 
531 0.7 0.5723 0.5733 0.6835 
532 0.7 0.6437 0.6718 0.8034 
533 1.0 0.9357 0.9412 1.0563 
N = 500 sii 1.0 0.9045 0.8726 0.9259 
521 0.7 0.5124 0.5421 0.6667 
522 1.0 0.9009 0.9532 1.0250 
531 0.7 0.5136 0.5449 0.6681 
532 0.7 0.6466 0.6923 0.7675 
533 1.0 0.9075 0.9513 1.0261 
N 二 700 sii 1.0 0.9102 0.8743 0.9199 
521 0.7 0.4967 0.5384 0.6591 
522 1.0 0.9173 0.9412 1.0102 
531 0.7 0.4946 0.5469 0.6594 
532 0.7 0.6565 0.6908 0.7571 
S33 1.0 0.9153 0.9585 1.0176 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
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Table Ila.lO: Root Mean Square Error of the covariance estimates 
Root Mean Square ETIOT{RMSY~ 
Sample 
Size p’ = -0 .9 p' 二 —0.5 p' = 0.0 
^ ^ W “ 
N = 50 sii 0.2061 0.2453 0.2460 
521 0.1768 0.1982 0.2079 
522 0.1997 0.2195 0.2444 
531 0.1829 0.1905 0.2250 
532 0.1645 0.1813 0.2085 
533 0.2225 0.2043 0.2588 
N = 100 sn 0.1844 0.1939 0.1910 
521 0.1642 0.1700 0.1423 
522 0.1943 0.1887 0.1619 
531 0.1632 0.1637 0.1470 
532 0.1534 0.1456 0.1255 
533 0.1979 0.1779 0.1655 
N = 500 sn 0.1434 0.1362 0.1364 
521 0.1247 0.1206 0.0958 
522 0.1395 0.1394 0.1046 
531 0.1237 0.1237 0.0941 
532 0.0980 0.0980 0.0686 
533 0.1338 0.1403 0.1043 
N = 700 sii 0.1419 0.1398 0.1321 
521 0.1165 0.1251 0.0983 
522 0.1305 0.1465 0.1068 
531 0.1175 0.1284 0.0997 
532 0.0939 0.1063 0.0691 
3^3 0.1301 0.1472 0.1118 
—W 
N = 50 Sn 0.2652 0.2361 0.2229 
521 0.2495 0.2070 0.2049 
522 0.2760 0.2275 0.2688 
531 0.2146 0.2051 0.1920 
532 0.2127 0.1883 0.2547 
533 0.2252 0.2211 0.2700 
N = 100 511 0.2006 0.1859 0.1645 
521 0.2089 0.1728 0.1349 
522 0.1988 0.1696 0.1959 
531 0.1964 0.1842 0.1338 
532 0.1428 0.1350 0.1880 
533 0.1724 0.1666 0.1699 
N = 500 Sn 0.1187 0.1414 0.1054 
521 0.1969 0.1684 0.0696 
522 0.1176 0.0822 0.0795 
531 0.1970 0.1643 0.0751 
532 0.0812 0.0546 0.0974 
533 0.1156 0.0830 0.0857 
N = 700 Sn 0.1050 0.1338 0.0985 
521 0.2097 0.1680 0.0648 
522 0.0971 0.0856 0.0626 
531 0.2124 0.1593 0.0663 
532 0.0629 0.0511 0.0832 
533 0.0996 0.0708 0.0703 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
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Table Ila.l l : RMSg w.r.t. sample Sg during 100 simulations 
Root Mean Square Error 
Sample 
Size p' 二 -0 .9 p' = -0 .5 / / 二 0.0 
(a)* • 
N = 50 511 0.1511 0.1506 0.1554 
521 0.1437 0.1417 0.1127 
522 0.1630 0.1541 0.1236 
531 0.1416 0.1320 0.1255 
532 0.1285 0.1163 0.1135 
533 0.1671 0.1416 0.1389 
N = 100 sii 0.1365 0.1422 0.1428 
521 0.1201 0.1279 0.1069 
522 0.1355 0.1405 0.1200 
531 0.1224 0.1243 0.1038 
532 0.1000 0.1049 0.0756 
533 0.1403 0.1402 0.1083 
N = 500 sii 0.1357 0.1338 0.1243 
521 0.1199 0.1156 0.0856 
522 0.1322 0.1274 0.0926 
531 0.1208 0.1148 0.0857 
532 0.0946 0.0871 0.0522 
533 0.1349 0.1269 0.0940 
N 二 700 511 0.1372 0.1335 0.1206 
521 0.1187 0.1179 0.0859 
522 0.1301 0.1347 0.0983 
531 0.1190 0.1147 0.0841 
532 0.0911 0.0879 0.0529 
S33 0.1291 0.1244 0.0937 
N = 50 511 0.1469 0.1454 0.1328 
521 0.1658 0.1551 0.1081 
522 0.1341 0.1501 0.1718 
531 0.1707 0.1514 0.1106 
532 0.1113 0.1348 0.1891 
533 0.1470 0.1548 0.1799 
N = 100 sii 0.1336 0.1293 0.1012 
521 0.1584 0.1442 0.0734 
522 0.1431 0.1230 0.1313 
531 0.1554 0.1467 0.0762 
532 0.1107 0.1028 0.1546 
533 0.1328 0.1217 0.1258 
N = 500 511 0.0975 0.1299 0.0865 
521 0.1911 0.1597 0.0465 
522 0.1029 0.0607 0.0543 
531 0.1872 0.1596 0.0484 
532 0.0619 0.0360 0.0822 
533 0.0977 0.0630 0.0552 
N = 700 sii 0.0944 0.1328 0.0881 
521 0.2087 0.1643 0.0513 
522 0.0971 0.0668 0.0375 
531 0.2114 0.1651 0.0526 
532 0.0583 0.0343 0.0603 
533 0.0994 0.0662 0.0375 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
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Table IIa.l2: Average correlation coefficient after deletion 
Correlation coefficient after deletion 
Sample True 
Size value p' = -0 .9 p' 二 —0.5 p' = 0.0 
^ W “ “ 
N - 50 7*21 0.7 0.6802 0.6738 0.6955 
rsi 0.7 0.6917 0.6812 0.6818 
r32 0.7 0.7139 0.6960 0.7150 
N = 100 r2i 0.7 0.6714 0.6682 0.6973 
rai 0.7 0.6683 0.6752 0.6942 
r32 0.7 0.6997 0.6972 0.7221 
N - 500 7*21 0.7 0.6728 0.6748 0.6924 
rai 0.7 0.6732 0.6717 0.6941 
r32 0.7 0.7009 0.7058 0.7196 
N 二 700 7*21 0.7 0.6783 0.6732 0.6890 
rai 0.7 0.6767 0.6697 0.6880 
r32 0.7 0.7025 0.7015 0.7209 
N = 50 7*21 0.7 0.6390 0.6404 0.6744 
rai 0.7 0.6508 0.6402 0.6830 
r32 0.7 0.7160 0.7225 0.7508 
N 二 100 r2i 0.7 0.6256 0.6351 0.6880 
r3i 0.7 0.6277 0.6263 0.6869 
7*32 0.7 0.7044 0.7168 0.7557 
N = 500 7*21 0.7 0.5676 0.5944 0.6843 
7-31 0.7 0.5669 0.5980 0.6854 
7*32 0.7 0.7152 0.7270 0.7484 
N = 700 r2i 0.7 0.5436 0.5935 0.6837 
rsi 0.7 0.5419 0.5974 0.6816 
r32 0.7 0.7164 0.7273 0.7468 
*(a): Contamination rate = 5%. 
*(b): Contamination rate = 10%. 
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Figures for simulation study 
Figures for simulation (Case la) 
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Figure 1: Success rate plot. Each subplot represents the success rate for all 
sample sizes under different contamination rates at a specified tested c-value 





































/ / i i


























































































 3 2 1 o
 ^ 
c o l - ^ - w w r o - o w i
 c o l E w w r o - o w i
 U O U B O m s s B l o s l l A I
 F
 fo  V 





















 「 = 






















































 . T 1
 T 
L X






 . . _
 _ . — . — _ . — . — _
 ^
 te 
① I r o 比
 s s e o o n s
 ① I r o y
 s s ① o o n s
 ^
 § 







































































 ① I r o y
 W W 0 O O 3 W
 ① I r o 比








































































































































































































u o l l e o y l w w e l o s j l A I
 F
 fc V 
Figures for simulation (Case Ila) 
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Figure 5: Success rate plot. Each subplot represents the success rate for all 
sample sizes under different contamination rates at a specified tested p'-value 
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Figures for simulation {Case lib) 
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Figure 7: Success rate plot. Each subplot represents the success rate for all 
sample sizes under different contamination rates at a specified tested p'-value 
when p = 0.0. 
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Figure 8: Misclassification rate plot. Each subplot represents the misclassification 
for all sample sizes under different contamination rates at a specified tested p丨-
value when p = 0.0. 
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