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We demonstrate that solitary states can be widely observed for networks of coupled oscillators with
local, non–local and global couplings, and they preserve in both thermodynamic and Hamiltonian
limits. We show that depending on units’ and network’s parameters, different types of solitary states
occur, characterized by the number of isolated oscillators and the disposition in space. The creation
of solitary states through the homoclinic bifurcation is described and the regions of co–existence of
obtained states and typical examples of dynamics have been identified. Our analysis suggests that
solitary states can be observed in a wide class of networks relevant to various real–world systems.
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The discovery of chimera states in 2002 by Kuramoto
and Battogtokh [1] has opened a new chapter in nonlinear
dynamics of coupled oscillators. Apart from well known
synchronization problems [2] and chaotic dynamics [3],
the area of interest of researchers has expanded onto new
surprising kinds of structures, in which both coherent and
incoherent types of behavior co–exist. Nowadays, the so–
called chimeric patterns [4] are thoroughly studied and
their existence has been shown in different types of dy-
namical networks, both theoretically and experimentally,
e.g. chemical [5, 6] and mechanical [7–9] oscillators, elec-
tronic [10, 11] and laser [12, 13] systems. See [14, 15] for
more references on the topic.
As with each new phenomenon, studies on chimera
states allowed to introduce new and interesting ideas and
describe many different concepts, based on the original
one. An example of such a concept is the weak chimera
state, which has been defined by Ashwin and Burylko in
2015 [16]. Weak chimeras arise in small networks of cou-
pled oscillators and can be found in theoretical models
[16–18], as well as experimental ones [19].
This Letter is about new weak chimera state patterns,
i.e. solitary states. The term solitary comes from the
Latin solitarius and can be understood as alone, lonely
or isolated. Indeed, a typical solitary state is identified
as those including one or more isolated units oscillating
with different mean frequency compare to the others fre-
quency synchronized. Solitary states are different from
the classical chimera states introduced in [1] and [4], since
the desynchronized units do not need to create a localized
group as it is in the classical chimera states. Varying the
initial conditions the desynchronized oscillators can arise
at any place of the network space and in any combina-
tion. Due to this, the total number of solitary states in
the network can grow exponentially with system size N
illuminating eventually the phenomenon of spatial chaos
[20, 21].
In this Letter, we explain where the solitary states
come from and pinpoint the conditions that allow them
to exist. Previously, examples of solitary states have
been found in different types of networks, e.g. Kuratomo
model [22], delayed–feedback systems [13], in Stuart–
Landau equations [23] or in globally coupled identical
oscillators with attractive and repulsive interactions [24].
We give evidence that solitaty states are typical patterns
on the route from regular dynamics to spatio–temporal
chaos in the networks of coupled oscillators.
The Kuramoto–Sakaguchi model has been derived
as an approximation of the Ginzburg-Landau equation
[1, 29–31] and for now, it is a paradigmatic model to
study general properties and nonlinear mechanisms in
oscillatory networks of different nature. A number of
variants of Kuramoto model has been proposed getting
extensive applications, for example, in biology [32] or
neuroscience [33–35].
In our research we consider a network of coupled Ku-
ramoto with inertia oscillators [22, 25–28], which has
been inspired by the Ermentrout’s study [36]. For the
first time this model has been analyzed by Tanaka, Licht-
enberg and Oishi [37, 38]. Even earlier, in 1995, Antoni
and Ruffo introduced Kuramoto model with inertia in
Hamiltonian limit, i.e., without damping term, as a net-
work of classical rotators, which can also be interpreted
as a mean-field XY Heisenberg model [39]. Nowadays,
Kuramoto with inertia is considered as the most appro-
priate model of power grids, investigation of which rep-
resents an important practical problem [40–42]. Another
significant application is Josephson junctions [43]. An ex-
tended description of the origin of the Kuramoto model
with inertia and its application can be found in [26].
Let us consider the following system of coupled identi-
cal oscillators
mϕ¨i + εϕ˙i =
µ
2P + 1
i+P∑
j=i−P
sin(ϕj − ϕi − α), (1)
where i = 1, . . . , N and N is the size of the network. ϕi
describes the phase of i-th oscillator, while m, ε, α denote
the mass, damping coefficient and phase lag, respectively.
2FIG. 1. (color online). In (a) the regions of co–existence of
different types of solitary states in two parameters plane (α, µ)
for network (1) with P = 40 and N = 100 are shown. Bound-
ary of each region is denoted by a different color, namely blue,
red, violet and green (states with 1, 2, 4 and 10 isolated oscil-
lators, respectively). Points A1, B2, C4, D10 and E31 corre-
spond to examples shown in Fig. 2. In (b) the enlargement of
black rectangle region marked in (a) is presented.
Each unit is connected with P nearest neighbors to the
left and to the right with equal coupling strength µ.
In Figs. 1–2 we present the results of our studies on
network (1) for fixed parametersm = 1.0, ε = 0.1, P = 40
and N = 100 (in this case coupling is non–local, with
coupling radius equal r = 0.4).
The regions of appearance of solitary states types
(characterized by the number of isolated oscillators) are
shown in Fig. 1(a). Results are presented in two pa-
rameters plane (α, µ) and the boundary of each region is
marked by a different color. To distinguish different types
of states, the solitary fraction fsol = κ/N is introduced
and defined as the ratio between number of isolated units
κ ∈ N and the size of the considered network N (for clar-
ity, the term solitary–κ state will be used equivalently
to fsol parameter). In Fig. 1(b) one can see the enlarge-
ment of black rectangle region marked in Fig. 1(a). On
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FIG. 2. (color online). Typical examples of solitary states
observed for network (1). Counting from the top (a) to the
bottom (e), states correspond to parameters’ values marked
in Fig. 1 by A1, B2, C4, D10 and E31 points, respectively.
In the left panel of each subfigure mean frequency snapshots
are presented, while in the right one the phase snapshots are
shown.
the other hand, in Fig. 2 one can observe typical examples
of states discussed in Fig. 1. Each subfigure Figs. 2(a–e)
(counting from the top to the bottom) corresponds to dif-
ferent parameters values, marked in Fig. 1 by A1, B2, C4,
D10 and E31 points, respectively. Dynamics described
in Fig. 2 is presented in the form of mean frequency (left
panel) and phase snapshots (right panel).
We begin our study with the simplest, but not trivial
situation of the only one isolated oscillator, i.e. solitary–
1. The region of existence of this type of behavior is
bounded in Fig. 1 by blue curves, while a typical example
can be seen in Fig. 2(a) for A1=(0.6, 0.08). As one can
see, the mean frequencies of all oscillators except one are
equal (they are frequency synchronized), and a cluster
pattern formed from these units is shown in the phase
snapshot to the right. It consists of two distinctive parts.
Moreover, the phases of each part are also not identical
and therefore, there are no phase synchronization inside
the frequency synchronized cluster. This property relates
to the considered non–local coupling scheme (parameter
P = 40 in Eq. (1)) and vanishes for globally coupled
3network (P = 50).
Increasing the number of isolated oscillators, one can
observe solitary–2 states, which example is shown in
Fig. 2(b) for parameters α = 0.7, µ = 0.0372 (point
B2 located in red boundary region in Fig. 1). In this
case, mean frequency of two units is different, while the
phase scenario is similar as previously (isolated units are
oscillating independently from the main cluster, which
oscillators are frequency synchronized). In Fig. 2(c) a
solitary–4 state observed for C4=(1.44, 0.011) (violet re-
gion boundaries in Fig. 1) is shown. In this case the mean
frequency profile is similar as in the previous examples,
but the phase behavior within the frequency cluster is
different: apart from the isolated units, one can iden-
tify groups of coherent osillators where the phases of the
oscillators are ’almost’ equal. With an increase of the
number of solitaries, the behavior and observed scenar-
ios becomes more involved. One such example for κ = 31
solitaries is shown in Fig. 2(e) for parameters α = 1.5 and
µ = 0.0197. Although there are still two mean frequency
levels (as in the other examples), phases of the oscillators
behave in a much more complicated way.
In the study, we have observed many types of the soli-
tary patterns, with the number of isolated oscillators up
to half of the network size N/2 [44], with different space
distribution and dynamics. We conclude that number
of stable solitary states in model (1) grows exponen-
tially with N , giving rise to the phenomenon of spatial
chaos [45]. One more interesting fact we observed is that
boundaries of the parameter regions for different solitary
states fit well to hyperbolic functions, i.e. power laws. An
example is shown for the blue boundary (solitary–1 state
in Fig. 1), where the left branch is described as µ = a1/α
2
for a1 = 0.01681, while the right one is estimated by the
curve µ = b1/(α−α1)+µ1, and the constants are aprox-
imately found as b1 = 0.0000543459, α1 = 1.521524, and
µ1 = 0.0119794.
Results presented in Figs. 1–2 have been obtained for
Eq. (1) in the case of non–local coupling (with coupling
radius r = P/N = 0.4) and fixed damping ε = 0.1.
To our surprise, solitary states can also be observed for
paradigmatic coupling schemes, i.e. globally, as well as
locally coupled systems. The solitary states appearance
for network (1) with different types of coupling and var-
ious damping strength is presented in Fig. 3.
In Fig. 3(a) one can observe the bifurcation diagram
for globally coupled network
mϕ¨i + εϕ˙i =
µ
N
N∑
j=1
sin(ϕj − ϕi − α), (2)
where the variability of the solitary patterns is demon-
strated in terms of solitary fraction fsol = κ/N (κ is
the number of isolated oscillators in the state). Pa-
rameter region for the solitary states is marked as
hatched, and boundaries for particular states with fsol =
0.01, 0.1, 0.2, 0.3 are denoted by different colors. As one
can see, the shape of the curves is similar to the one
0.4
0
0.075
0.025
0.05
0.1
α
μ
pi/2
(a)
solitary states
0.79 1.18
ε=0.1
0
0
0.075
0.025
0.05
0.1
α
μ
pi/2
(b)
pi/6 pi/3
solitary - 1
0.3
0
0.1
0.05
0.15
α
μ
pi/2
(c)
0.72 1.14
global
r=0.3
r=0.1
local
r=0.02
r=0.05
r=0.03
solitary - 1
FIG. 3. (color online). In (a) the regions of co–existence
of different types of solitary states in (α, µ) plane for glob-
ally coupled network (1) and ε = 0.1 are shown for fsol =
0.01, 0.1, 0.2, 0.3. Occurrence of solitary–1 states for varied
damping coefficient (fixed r = 0.5) and coupling radius (fixed
ε = 0.1) are presented in (b) and (c), respectively. Size
N = 100.
observed for the non–local model in Fig. 1. Indeed,
the dependence between µ and α remains quadratic hy-
perbolic: µ = c/α2, where c is approximately equal
0.0169, 0.0253, 0.0451, 0.1013 for fsol = 0.01, 0.1, 0.2, 0.3,
respectively. It should be noted that because of the global
coupling scheme, all oscillators except the isolated ones
are perfectly phase sychronized. The mechanics of the
solitary states appearance for Eq. (2) is similar to the
phenomenon of smallest chimera states [46, 47], where
the system dynamics can be reduced to a flow at two–
dimensional torus, as a stable manifold of the whole
phase space.
To study the influence of damping, we have traced
4the solitary–1 bifurcation curve as ε decreases. The
results are presented in Fig. 3(b), where one can see
that with a decrease of damping the solitary curve ap-
proaches the coordinate axes α = 0 and µ = 0. As
before, the curves are in power law µ = c/α2, where c ≈
0.0169, 0.00016947, 0.0000016864 for ε = 0.1, 0.01, 0.001,
respectively (the approximation to the quadratic slope
is shown in inset). In consequence, when ε → 0, soli-
tary states occupy more and more parameter space so
that they can be eventually observed in the whole range
(α, µ) ∈ (0, pi/2)× R+.
On the other hand, in Fig. 3(c) the solitary region
for the non–locally coupled model (1) is examined for
varied coupling radius r, from global (r = 0.5) to local
(r = 0.01), at fixed damping coefficient ε = 0.1. As one
can see, with a decrease of r solitary patterns are less
observable since parameter borders of their occurrence
shrink. A nice property should be noted, i.e. region cal-
culated for r = r∗ includes all the regions obtained for
r < r∗, which occurs for all coupling radii except of the
peculiar case of local coupling.
To investigate closely the mechanism of creation of soli-
tary states, we have studied in more details the dynam-
ics of globally coupled network (2) in the case of a single
isolated unit, i.e. solitary–1 state (solitary–κ states with
larger κ can be studied in the same way). Without loss of
generality let us assume that the first element is isolated
and denote ψ = ϕ1 and θ = ϕ2, . . . , ϕN . In such a case,
equation (2) simplifies as follows:
mθ¨ + εθ˙ = −
(N − 1)µ
N
sin(α) +
µ
N
sin(ψ − θ − α),
mψ¨ + εψ˙ =
(N − 1)µ
N
sin(θ − ψ − α)−
µ
N
sin(α).
(3)
Introducing new state variable η = θ − ψ, Eqs. (3) are
reduced to
mη¨ + εη˙ =−
µ
N
((N − 2) sin(α) + sin(η + α)+
(N − 1) sin(η − α)).
(4)
The dynamics of Eq. (4) for α = 1.0, µ = 0.06 and
N = 100 is presented in Fig. 4(a). The system pos-
sesses two equilibria, i.e. stable origin O=(0, 0) (cor-
responding to the fully synchronized state) and saddle
point S ≈ (−1.16, 0) (marked as red and black dots, re-
spectively). Critical points O and S co–exist with sta-
ble limit cycle P (red curve), which corresponds to the
solitary state. Orbit P appears as a result of a homo-
clinic bifurcation, which occurs when stable and unstable
manifolds of saddle S collide. After the bifurcation, one
can identify the co–existence of two types of dynamics in
Fig. 4(a). Apart from the fully synchronous state (given
by equilibrium O) a new type of behavior – the solitary
state (given by periodic orbit P) – is born. Depending
on the initial conditions in sync or solitary basins (shown
in Fig. 4(a)) that or another state will be realized in the
model (1).
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FIG. 4. (color online). In (a) the co–existence of synchronous
and solitary states for simplified system (4) has been shown
(α = 1.0, µ = 0.06 and N = 100). Equilibrium O (sync basin)
corresponds to the synchronization of all the units, while limit
cycle P (solitary basin) appears as a result of homoclinic bifur-
cation and denotes solitary behavior. Regions of existence of
solitary–1 states in (α, µ) plane for varied size of network (3)
have been presented in (b), where boundary of each region is
denoted by a different color for N = 3, 4, 5, 10, 25, 100, 1000.
In (c) the influence of solitary–1 state on the dynamics of
remaining oscillators is presented along with increase of net-
work’s size (α = 1.0, µ = 0.15). Parameters ∆ and δ describe
the amplitude of frequency fluctuations of synchronized group
and the difference between mean frequency and Ω, respec-
tively. All subfigures correspond to the global coupling case
and ε = 0.1.
The role of the network’s sizeN in the solitary state oc-
curence is illustrated in Fig. 4(b), where solitary–1 bifur-
cation curves are shown for N = 3, 4, 5, 10, 25, 100, 1000.
As one can see, the smallest solitary region is observed at
smallest system size N = 3. With a slight increase of N
it rapidly expands, which is illustrated for N = 4, 5, 10.
5However, further increase of N does not change the soli-
tary region essentially. Indeed, the curves for N = 100
and N = 1000 are almost indistinguishable, and the lat-
ter one can be assumed as a good approximation of the
solitary–1 region boundary in the thermodynamic limit.
To examine what is the influence of a single solitary
oscillator on the synchronized group of remaining oscil-
lators in the solitary –1 state, two additional parame-
ters have been introduced, i.e. ∆ = max θ˙ − min θ˙ and
δ = |∆/2− Ω|, where Ω = − 1
ε
µ sin(α) is the frequency
of the fully synchronized state. The first parameter de-
scribes the amplitude of frequency fluctuations of oscilla-
tors in the frequency synchronized cluster, while the sec-
ond one the difference between the mean frequency and Ω
(both calculated after transient time). First, as it can be
seen in Fig. 4(c), for the smallest system size N = 3 the
values are rather large: ∆ = 0.56918 and δ = 0.26174.
Then, with an increase of N to about 20 they both
rapidly decrease and after, slowly converge to zero such
that in the thermodynamic limit N → ∞ both ∆ and δ
parameters equals zero. Furthemore, our numerical ap-
proximations provide the decay rate for both curves to
be inversely proportional to N (in the simulations, the
values for N < 6 have been omitted): ∆ = c∆/N , where
c∆=1.379141, while δ = cδ/N , for which cδ = 0.368715
(see Fig. 4(c)).
In conclusion, we have shown that solitary states can
be naturally found in networks of coupled oscillators with
any coupling scenario, i.e. for locally, non–locally and
globally coupled systems. Depending on system param-
eters, different types of the discussed patterns appear,
characterized mostly by the number of isolated units (but
not only, as the space disposition of the units is also im-
portant in non–globally coupled case). Huge multistabil-
ity of the solitary states is a generic property of the model
leading to the phenomenon of spatial chaos (apparently,
the number of such stable states grows exponentially with
the system size N). It has been shown that solitary pat-
terns are even more widely observable as the damping
decreases to zero, possessing the whole parameter space
in the Hamiltonian limit and furthermore, that their oc-
currence can be traced to the thermodynamic limit. We
determine the mechanism of the solitary state appearance
via a homoclinic bifurcation. We believe that the emer-
gence of the solitary states is a universal phenomenon for
networks of coupled oscillators of different nature.
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