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Resumo
O objetivo deste trabalho é aplicar uma metodo-
logia baseada na perplexidade, para calcular automa-
ticamente a distância interlingúıstica entre diferentes
peŕıodos históricos de variantes diatópicas de idiomas.
Esta metodologia aplica-se a um corpus constrúıdo
adhoc em ortografia original, numa base equilibrada
de ficção e não-ficção, que mede a distância histórica
entre o português europeu e do Brasil, por um lado,
e o espanhol europeu e o da Argentina, por outro. Os
resultados mostram distâncias muito próximas em or-
tografia original e transcrita automaticamente, entre
as variedades diatópicas do português e do espanhol,
com ligeiras convergências/divergências desde meados
do século XX até hoje. É de salientar que o método
não é supervisionado e pode ser aplicado a outras va-
riedades diatópicas de ĺınguas.
Palavras chave
distância lingúıstica, lingúıstica diacrónica, perplexi-
dade
Abstract
The objective of this work is to apply a perplexity-
based methodology to automatically calculate the
cross-lingual distance between different historical pe-
riods of diatopic language variants. This methodo-
logy applies to an adhoc constructed corpus in original
spelling, on a balanced basis of fiction and non-fiction,
which measures the historical distance between Eu-
ropean and Brazilian Portuguese on the one hand,
and European and Argentinian Spanish on the other.
The results show very close distances, both in ori-
ginal spelling and automatically transcribed spelling,
between the diatopic varieties of Portuguese and Spa-
nish, with slight convergences/divergences from the
middle of the 20th century until today. It should be
noted that the method is not supervised and can be
applied to other diatopic varieties of languages.
Keywords
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1. Introdução
Os idiomas e as suas variedades diatópicas mu-
dam constantemente ao longo da história (Millar
& Trask, 2015), pelo que medir esta distância de
forma automática é um desafio.
Historicamente houve diferentes abordagens
para calcular esta distância, nomeadamente com
base nos estudos filogenéticos no âmbito da
Lingúıstica Histórica (Petroni & Serva, 2010), da
dialectologia (Nerbonne & Heeringa, 1997), do
campo da aquisição de segunda ĺıngua (Chiswick
& Miller, 2004), ou da identificação automática
da ĺıngua (Malmasi et al., 2016).
Para Gamallo et al. (2016), o conceito de
distância lingúıstica está intimamente relacio-
nado com o processo de identificação automática
da ĺıngua. Na verdade, quanto mais dif́ıcil for
a identificação das diferenças entre duas ĺınguas
ou variedades lingúısticas, menos distância existe
entre elas.
Com este fim, os melhores sistemas de iden-
tificação automática de ĺınguas baseiam-se em
modelos de n-gramas de caracteres extráıdos de
corpora textuais (Malmasi et al., 2016). Os
n-gramas de caracteres não só codificam in-
formação léxica e morfológica, mas também ca-
racteŕısticas fonológicas, uma vez que os siste-
mas fonográficos escritos estão relacionados com
a forma como as ĺınguas eram pronunciadas no
passado.
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Tendo isto em mente, o objectivo principal
do presente artigo é aplicar uma metodologia
para medir a distância diacrónica entre duas va-
riedades diatópicas do português e duas do es-
panhol. Para isso utilizaremos modelos de n-
gramas de caracteres obtidos a partir de cor-
pus histórico constrúıdo adhoc, e a métrica cha-
mada Perplexity Language Distance (PLD), ba-
seada na perplexidade e definida em Pichel et al.
(2019a). A distância automática entre variedades
diacrónicas de ĺınguas diferentes será referida de
forma abreviada como CrossDiaDist.
A nossa metodologia orientada por corpus
não é supervisionada e, portanto, só necessita-
mos de corpora históricos em bruto. Os tex-
tos sobre os quais realizamos as experiências de
distância lingúıstica preservam a ortografia origi-
nal; também calculamos essa distância entre esses
mesmos textos transliterados para uma ortogra-
fia comum às duas ĺınguas. Um trabalho simi-
lar de transcrição foi realizado em Simões et al.
(2012), com o objectivo de modernizar ortogra-
ficamente versões antigas de palavras em por-
tuguês num dicionário.
De agora em diante, usaremos as siglas OS
para ortografia original e TS para ortografia
transcrita.
Em resumo, o nosso objetivo é tentar verifi-
car se as duas variedades de ĺınguas têm uma
CrossDiaDist estável ou se, pelo contrário, têm
peŕıodos convergentes e/ou divergentes. Além
disso, tentamos também medir até que ponto a
ortografia desempenha um papel nesta CrossDi-
aDist entre variedades diatópicas nos peŕıodos
históricos estudados.
O artigo está organizado da seguinte forma:
em primeiro lugar, descrevemos alguns estudos
sobre distância automática entre ĺınguas com di-
ferentes abordagens na Secção 2. Depois, descre-
vemos o corpus usado e o conceito de perplexi-
dade na Secção 3. Posteriormente, na Secção 4,
apresentamos a metodologia, baseada na perple-
xidade, a aplicar ao corpus diacrónico. Por fim,
na Secção 5, apresentamos e discutimos os re-
sultados, comentando as conclusões e o trabalho
futuro na Secção 6.
2. Trabalho relacionado
Para medir a proximidade ou distanciamento en-
tre ĺınguas ou variedades diatópicas de ĺınguas,
existem diferentes abordagens: identificação au-
tomática de ĺınguas, filogenética e cálculo da
distância automática entre ĺınguas.
2.1. Identificação automática de ĺınguas
A identificação automática de ĺınguas é um
campo da lingúıstica computacional ainda com
desafios por resolver, tais como a diferenciação
automática de ĺınguas muito próximas (por
exemplo, checo e eslovaco, croata e bósnio) ou va-
riedades diatópicas na mesma ĺıngua (por exem-
plo, espanhol argentino e espanhol europeu, por-
tuguês de Angola e português de Portugal).
Para esta identificação de ĺınguas têm sido
usadas diferentes abordagens: dicionários base-
ados em listas de palavras e heuŕısticas (orto-
grafia, morfologia, caracteŕısticas sintácticas) ou
abordagens estat́ısticas baseadas em modelos de
ĺıngua (nomeadamente, n-gramas de caracteres
ou n-gramas de palavras) a partir de corpora.
Estes últimos, especialmente os baseados em
n-gramas de caracteres, costumam ser os melho-
res sistemas de identificação lingúıstica (Malmasi
et al., 2016). A razão provável é que os n-gramas
de caracteres não só codificam informações lexi-
cais e morfológicas, mas também caracteŕısticas
fonológicas, uma vez que os sistemas fonográficos
escritos estão relacionados com a forma como as
ĺınguas eram pronunciadas no passado. Se os n-
gramas forem longos (por exemplo, ≥ 6–gramas),
também codificam relações sintácticas, pois po-
dem representar o fim de uma palavra e o ińıcio
da próxima numa sequência. Também podemos
destacar, no que toca à identificação eficiente de
idiomas próximos, o trabalho de Tiedemann &
Ljubešić (2012) baseado em n-gramas de pala-
vras utilizando blacklists.
Entre os estudos mais relevantes e pioneiros
devemos destacar os de Cavnar & Trenkle (1994)
e Dunning (1994), que são os primeiros a usar n-
gramas para identificação automática de ĺınguas.
Também existem trabalhos para classificar
ĺınguas próximas ou variedades diatópicas (Mal-
masi et al., 2016; Zampieri et al., 2018; Kroon
et al., 2018), e também para a detecção de ĺınguas
em textos curtos e com muito rúıdo como tweets
(Gamallo et al., 2014; Zubiaga et al., 2016).
Finalmente, existem abordagens relacionadas
com a aprendizagem profunda (deep learning
(Lopez-Moreno et al., 2014; Gonzalez-Dominguez
et al., 2014). Na Evaluation Campaign mais re-
cente organizada no Workshop on Natural Lan-
guage Processing for Similar Languages, Vari-
eties and Dialects (VarDial-2019), confirma-se
que as abordagens mais sofisticadas baseadas em
aprendizagem profunda e vectores contextuais
não melhoram os resultados das estratégias mais
tradicionais com modelos de n-gramas de caracte-
res e classificadores de tipo Naive Bayes ou Sup-
port Vector Machine (Zampieri et al., 2019).
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2.2. Filogenética
Na filogenética, para calcular a distância ou pro-
ximidade entre ĺınguas, a estratégia consiste em
classificar as ĺınguas através da construção de
uma árvore enraizada que descreve a história evo-
lutiva de um conjunto de ĺınguas ou variedades
relacionadas.
Para isso existem diferentes metodologias,
como as baseadas em comparar cognatos lexicais,
ou seja, palavras que têm uma origem histórica
comum (Nakhleh et al., 2005; Holman et al.,
2008; Bakker et al., 2009; Petroni & Serva, 2010;
Barbançon et al., 2013). Também existem apro-
ximações lexico-estat́ısticas baseadas em listas de
palavras em vários idiomas, por exemplo, Swa-
desh list (Swadesh, 1952) ou a base de dados
ASJP (Brown et al., 2009), que medem automa-
ticamente distâncias usando a percentagem de
cognatos compartilhados. Também a distância
Levenshtein entre as palavras numa lista cross-
lingual (Yujian & Bo, 2007) é uma das métricas
mais comuns usadas neste campo (Petroni &
Serva, 2010). Finalmente, também usando uma
distância baseada na perplexidade, Gamallo et al.
(2017a) constrúıram uma rede que representa o
mapa actual de semelhanças e divergências entre
as principais ĺınguas da Europa.
2.3. Distância entre idiomas
Inicialmente houve abordagens como as de Ner-
bonne & Heeringa (1997) e Kondrak (2005) a
partir da comparação entre formas fonéticas de
idiomas, “mas alguns pesquisadores têm argu-
mentado contra a possibilidade de obter resul-
tados significativos a partir da comparação entre
formas fonéticas de idiomas” (Singh & Surana,
2007).
Em tempos recentes o cálculo da distâncias
entre ĺınguas baseiam-se sobretudo em modelos
de ĺıngua constrúıdos a partir de corpora pa-
ralelos. Estes modelos são constrúıdos a par-
tir das co-ocorrências de palavras e, portanto,
a distância entre ĺınguas é resultado da simila-
ridade interlingúıstica entre estas co-ocorrências
(Liu & Cong, 2013; Gao et al., 2014; Asgari &
Mofrad, 2016).
Também existem outras aproximações ba-
seadas na entropia para investigar a mu-
dança diacrónica no inglês cient́ıfico, como em
(Degaetano-Ortlieb et al., 2016) (Rama & Bo-
rin, 2015), utilizando a cross-entropy. Final-
mente esta distância tem sido calculada utili-
zando a perplexidade em corpus sincrónicos Ga-
mallo et al. (2017a) e diacrónicos Pichel et al.
(2018).
3. Materiais e ferramentas
3.1. Corpora
Para a elaboração das nossas experiências,
criámos um corpus diacrónico em OS para o por-
tuguês europeu, português do Brasil, espanhol
europeu e espanhol da Argentina.
No que toca ao tamanho deste corpus, segui-
mos os critérios dos autores do Helsinki Corpus
of Historical English (Rissanen et al., 1993), que
indicam: “O primeiro problema a ser decidido
na compilação de um corpus é o seu tamanho”
e “O tamanho do corpus básico é de cerca de
1,5 milhões de palavras”.
Em relação aos peŕıodos, como só queremos
estudar a distância entre as variantes diatópicas
do português e do espanhol em peŕıodos recen-
tes, vamos dividir o nosso corpus exclusivamente
em dois peŕıodos históricos: segunda metade do
século XX (XX-2) e século XXI até ao presente
(XXI-1). Também para tornar este corpus re-
presentativo de todas as variantes diatópicas de
português e espanhol, tendo em conta a represen-
tatividade definida por Biber (1993), inclúımos
50% de ficção e 50% de não-ficção para cada
peŕıodo. Além disso, como queremos ver o papel
que a ortografia desempenha na distância entre
as variedades diatópicas, inclúımos sempre textos
em OS.
Tendo em conta todas estas caracteŕısticas,
alargámos o corpus histórico Carvalho em OS
já desenvolvido em Pichel et al. (2019b) para o
português europeu (Carvalho-PT-PT) e espanhol
europeu (Carvalho-ES-ES), com o português do
Brasil (Carvalho-PT-BR) e o espanhol da Argen-
tina (Carvalho-ES-AR). Temos portanto o por-
tuguês europeu, português do Brasil, espanhol
europeu e espanhol da Argentina para os peŕıodos
XX-2 e XXI-1. Além disso, os textos inclúıdos
neste corpus estão na ortografia mais próxima
posśıvel do original, uma vez que as experiências
que iremos realizar serão desenvolvidas tanto em
OS como em TS automático. Criado para es-
tas experiências, Carvalho1 é um corpus histórico
em OS dispońıvel gratuitamente para inglês, por-
tuguês europeu, português do Brasil, espanhol
europeu e espanhol da Argentina.
Finalmente, Carvalho-PT-PT, Carvalho-PT-
BR, Carvalho-ES-ES, Carvalho-ES-AR foram di-
vididos em dois subcorpora (treino e teste) para
calcular a distância entre variedades diatópicas
baseadas na perplexidade. A Tabela 1 mostra o
tamanho dos corpora de treino e de teste nos dois
1https://github.com/gamallo/Perplexity/tree/
master/resources/Carvalho
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Carvalho Train-pt Test-pt Train-br Test-br Train-es Test-es Train-arg Test-arg
XX-2 1.688M 363K 1.261M 342K 1.231M 250K 1.280M 256K
XXI-1 1.389M 336K 1.222M 315K 1.270M 285K 1.202M 285K
Tabela 1: Tamanho dos corpora de treino e teste em dois peŕıodos históricos de espanhol-Espanha
(es), espanhol-Argentina (arg), português-Portugal (pt) e português-Brasil (br)
peŕıodos de cada variante diatópica de português
e espanhol para os peŕıodos XX-2 e XXI-1.
A próxima secção descreve as caracteŕısticas
do corpus diacrónico de Carvalho para cada
uma das variedades diatópicas das ĺınguas. Va-
mos concentrar-nos nos diferentes repositórios de
onde foram extráıdos todos os documentos e nas
caracteŕısticas significativas de cada ĺıngua.
3.1.1. Corpus do Português Europeu e do Brasil
Para a elaboração dos corpora Carvalho-PT-PT
e Carvalho-PT-BR, seleccionámos textos com a
ortografia o mais próxima posśıvel do original
(OS). Há que ter em conta que nessa OS estão
inclúıdos textos com e sem o Acordo Ortográfico
de 1990 (AO’90). As diferentes versões do por-
tuguês (português europeu, português do Brasil,
português europeu AO’90 e português do Brasil
AO’90) podem ser vistas na Tabela 2.
O português europeu e o português do Bra-
sil têm variado especialmente no século XX do
ponto de vista do padrão e da ortografia. As-
sim, desde o ano 1779 em Portugal, a Academia
das Ciências de Lisboa tem promovido diferen-
tes padrões e normas ortográficas (e.g.: 1885,
1911, 1945, 1973, 1990). Por sua vez, a Aca-
demia Brasileira de Letras tem convergido ou di-
vergido com estas propostas (e.g.: 1907, 1915,
1919, 1924, 1929, 1931, 1943, 1971, 1986) até ao
Acordo Ortográfico de 1990 (AO’90), que ainda
hoje é objeto de grande controvérsia em ambos
os páıses e não está totalmente espalhado.
Para criar os corpora de português Carvalho-
PT-PT e Carvalho-PT-BR nos subpeŕıodos XX-
2 e XXI-1, identificámos e seleccionámos docu-
mentos dos seguintes repositórios: Wiki source2,








3.1.2. Corpus do Espanhol Europeu e da Argen-
tina
No caso do espanhol, as mudanças relevantes na
ortografia ocorreram especialmente desde o apa-
recimento em 1713 da Real Academia Espanhola
e mais tarde em 1741, com um padrão ortográfico
diferente do resto das ĺınguas românicas. Esta
norma foi consolidada ao longo do tempo com
pequenas variações na história, embora houvesse
gramáticas na Argentina com orientações diver-
gentes em relação ao espanhol europeu, como
em Bello (1984) e Bello et al. (1951). Durante
o século XX, a ortografia em espanhol europeu
e argentino mudou muito pouco (1952, 1959 e
1999), mas houve contribuições para a gramática
da Academia Argentina de las Letras fundada em
1931.
Na Tabela 3, mostram-se trechos do espa-
nhol europeu e espanhol argentino. Para a rea-
lização dos corpora Carvalho-ES-ES e Carvalho-
ES-AR, obtivemos documentos de ficção e não-
ficção nos seguintes repositórios: OpenLibrary7,
Wiki source8, Repositorio Institucional CONI-
CET Digital9 e TesesUniversidadBuenosAires10
3.2. Perplexidade
Para medir a qualidade dos modelos de lingua-
gem constrúıdos com n-gramas extráıdos a partir
de corpora (Chen & Goodman, 1996; Sennrich,
2012; Dieguez-Tirado et al., 2005) utilizamos a
perplexidade:







onde as probabilidades de n-grama P (·) são defi-
nidas desta forma:
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Portugal (OS) Brasil(OS) PT(AO’90) (OS) BR(AO’90) (OS)
o prinćıpio da acção ou,
também, a função es-
sencial da vida animal.
(. . . )
Ele existe — mas quase
só por intermédio da
ação das pessoas: de
bons e maus. (. . . )
em primeiro lugar, por-
que tais deuses de facto
não existem, (. . . )
Só o mau fato de se to-
par com eles, dava solo-
turno sombrio. (. . . )
Tabela 2: Diferenças entre variedades diatópicas do português europeu (OS), português do Brasil
(OS), e ambos com Acordo Ortográfico (AO’90). Este extratos pertencem a documentos dos corpora
Carvalho-PT-PT e Carvalho-PT-BR
Espanhol europeu (OS) Espanhol da Argentina (OS)
-¿Sabes lo que te digo? -¡Qué! -Que si tú
fueses el novio de mi hermana, te hubiera
matado. (. . . )
Pero es que vos ya lo sabés, dećıa la Maga,
resentida. (. . . )
Tabela 3: Diferenças entre variedades diatópicas do espanhol europeu (OS) e o espanhol da Argentina
(OS) em documentos do corpus Carvalho-ES-ES e Carvalho-ES-AR
Esta métrica está orientada para conferir se
um modelo de ĺıngua é bom a prever uma amos-
tra de texto. Assim, se a perplexidade é baixa, o
modelo de ĺıngua é bom a prever a amostra. Pelo
contrário, uma perplexidade alta mostra que o
modelo de linguagem não é bom a prever a amos-
tra em questão.
A perplexidade tem sido usada também em
tarefas muito espećıficas, tais como medir a di-
ficuldade das tarefas de reconhecimento da fala
(Jelinek et al., 1977), para classificar tweets for-
mais e coloquiais (González, 2015), ou para iden-
tificar automaticamente ĺınguas estreitamente re-
lacionadas e até variedades diatópicas de ĺınguas
(Gamallo et al., 2016).
Tendo em conta isto, definimos recentemente
em Pichel et al. (2019b) uma distância base-
ada na perplexidade chamada Perplexity Lan-
guage Distance (PLD), para medir a distância
diacrónica intralingúıstica em ĺınguas como o
inglês, português e espanhol. A PLD também foi
aplicada para medir a CrossDiaDist entre duas
ĺınguas (Pichel et al., 2019a).
No nosso caso a CrossDiaDist será entre duas
variedades diatópicas da mesma ĺıngua. Esta é
definida comparando os n-gramas de um texto
numa variedade da ĺıngua (português europeu)
com o modelo de n-gramas treinado para a outra
variedade de ĺıngua (português do Brasil). Esta
comparação deve ser feita nas duas direcções,
dado que PP é uma divergência com valores as-
simétricos. Além disso esta comparação ao ser
diacrónica é por cada peŕıodo histórico.
Finalmente, para tornar a medida simétrica, a
perplexidade do texto do teste CH na variedade
diatópica V L1.2, dado o modelo da linguagem
LM da variedade diatópica V L1.1, bem como a
perplexidade do texto do teste em V L1.1, dado o
modelo da linguagem LM de V L1.2, são utiliza-
das para definir CrossDiaDist baseada na perple-
xidade, PLD, entre V L1.1 e V L1.2, da seguinte
forma:
PLD(V L1.1, V L1.2) =
PP (A) + PP (B)
2
(3)
PP (A) = PP (CHV L1.2, LMV L1.1) (4)
PP (B) = PP (CHV L1.1, LMV L1.2) (5)
No trabalho actual, o nosso objectivo é aplicar
a PLD para medir a CrossDiaDist entre varie-
dades diatópicas de ĺınguas nos mesmos peŕıodos
históricos. Com este fim, utilizámos mode-
los de linguagem baseados em 7-gramas de ca-
racteres, que incorporam uma técnica de alisa-
mento baseada em interpolação linear. Os cor-
pora de treino/teste contêm aproximadamente
1,25M/250K palavras, respectivamente, para que
os nossos resultados possam ser comparados e co-
mentados mais tarde na Secção 5.
Finalmente, para que se possa medir a PLD
entre peŕıodos de qualquer outro idioma, outros
pares de idiomas ou outros pares de varieda-
des diatópicas de idiomas, desenvolvemos uma
arquitetura de pipeline em Perl, dispońıvel em
GitHub11.
4. Métodos e procedimento
O nosso método para calcular a CrossDiaDist en-
tre variantes diatópicas de ĺınguas está dividido
nas seguintes tarefas sequenciais:
11https://github.com/gamallo/Perplexity
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1. Definir peŕıodos históricos comuns para to-
das as ĺınguas ou variedades diatópicas das
ĺınguas. No nosso caso teremos dois peŕıodos
(XX-2 e XXI-1) para as seguintes ĺınguas: por-
tuguês europeu, português do Brasil, espanhol
europeu e espanhol do Brasil.
2. Obter textos suficientes para todas as vari-
edades diatópicas dos idiomas nos peŕıodos
históricos previamente definidos. Antes de in-
corporá-los no corpus é importante verificar se
estão em OS. Para isso, temos de olhar para
a história das mudanças ortográficas de cada
variedade diatópica. Os excertos em qualquer
outra ĺıngua são eliminados.
3. Dividir o corpus anterior em treino e teste para
cada um dos peŕıodos históricos. A tipolo-
gia dos textos deve estar equilibrada em 50%
aproximadamente entre ficção e não-ficção. O
treino contém pelo menos 1,25M palavras por
peŕıodo, enquanto o teste tem pelo menos 20%
do tamanho da partição do treino, ou seja, en-
tre 250K e 350K palavras.
4. Realização da CrossDiaDist em OS, que será
calculada entre cada variedade diatópica de
idioma (PLD(VL1.1, VL1.2), PLD(VL2.1,
VL2.2)), e para cada peŕıodo.
5. Realização da CrossDiaDist em TS. A TS é
o resultado da aplicação de uma normalização
ortográfica nos textos com a finalidade de uni-
ficar ortograficamente os textos das variedades
do português europeu e do Brasil, e também
da variedade do espanhol europeu e do da Ar-
gentina. Uma vez unificados ortograficamente,
é calculada a CrossDiaDist, mas em TS. Para
isso, foi implementado um transcritor cujo al-
fabeto consiste em 34 śımbolos, representando
10 vogais (incluindo acentos) e 24 consoantes,
destinados a cobrir a maioria dos sons mais
comuns, incluindo várias palatizações. A co-
dificação é, portanto, próxima da fonológica
e, assim, permite simplificar e homogeneizar
os casos em que sons semelhantes (geralmente
palatalizações) são transcritos de forma dife-
rente em diferentes idiomas. Como as grafias
do português europeu e do português do Bra-
sil são muito próximas, a normalização da TS
só afecta especialmente a diferenças nas acen-
tuações gráficas. Por exemplo, “acadêmico”
no português do Brasil e “académico” no por-
tuguês europeu, ou “assembléia” no português
do Brasil e “assembleia” no português europeu
são unificados em TS como “academico” e “as-
sembleia”. O mesmo acontece com o espanhol
europeu e espanhol da Argentina, embora sem
diferenças ortográficas salientáveis.
6. Finalmente, avaliação dos resultados finais da
CrossDiaDist em OS e TS.
5. Avaliação
Após aplicar a metodologia para o cálculo da
CrossDiaDist baseado em PLD em OS e TS, so-
bre os corpora Carvalho-PT-PT (português eu-
ropeu), Carvalho-PT-BR (português do Brasil),
Carvalho-ES-ES (espanhol europeu) e Carvalho-
ES-AR (espanhol da Argentina), e sobre os dois
peŕıodos históricos XX-2 e XXI-1, obtemos os re-
sultados que serão explicados a seguir.
5.1. Resultados
A Tabela 4 mostra os resultados da aplicação da
metodologia para os corpora de português euro-
peu e português do Brasil nos dois peŕıodos XX-
2 e XXI-1 tanto em OS como em TS. Nela ve-
mos que a distância aumenta ligeiramente desde
o peŕıodo XX-2 até a actualidade, entre o por-
tuguês europeu e o português do Brasil, tanto
em OS com em TS. Em OS aumenta de PLD:
4,12 para PLD: 4,36 e em TS aumenta de PLD:
3,65 para 3,83.
A Tabela 5 mostra os resultados para o espa-
nhol espanhol europeu e o espanhol da Argentina
em OS e TS. Para as variedades diatópicas do
espanhol, vemos que a distância diminui ligeira-
mente entre espanhol de Espanha e espanhol da
Argentina entre os peŕıodos XX-2 e XXI-1 em OS
e também em TS. Assim, em OS diminui a PLD:
4,27 para PLD: 4,04 e em TS diminui de PLD:
3,60 para 3,45.
Finalmente as Figuras 1 e 2 retratam a infor-
mação da distância entre as variedades diatópicas
do português europeu e do português do Brasil, e
do espanhol europeu e o espanhol da Argentina.
5.2. Discussão
Em primeiro lugar, observamos que a CrossDia-
Dist entre as variedades diatópicas do português
e do espanhol são muito semelhantes em OS e TS
sendo a PLD inferior a 5. Assim a distância mais
pequena é de 3.45, entre espanhol de Espanha e
PLD(PT/BR) PLD (OS) PLD (TS)
XX-2 4.12 3.65
XXI-1 4.36 3.83
Tabela 4: Distância diacrónica (PLD) entre o
português europeu e o português do Brasil nos
peŕıodos XX-2 e XXI-1 em OS e TS.
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PLD(ES/AR) PLD (OS) PLD (TS)
XX-2 4.27 3.60
XXI-1 4.04 3.45
Tabela 5: Distância diacrónica (PLD) entre o
espanhol europeu e o espanhol da Argentina nos















Figura 1: CrossDiaDist entre o português eu-
ropeu e o português da Brasil através do eixo
temporal em OS e TS.
espanhol da Argentina em TS, e a máxima é de
4.36 entre o português europeu e português do
Brasil em OS. Segundo os resultados reportados
em Gamallo et al. (2016), ĺınguas muito próximas
como bósnio e croata têm em TS uma distância
muito superior, com PLD: 5,90.
Para o caso do português europeu e do por-
tuguês do Brasil, observamos um ligeiro distanci-
amento no século XXI. Por um lado, talvez este
distanciamento se fique a dever a Portugal e o
Brasil funcionarem como sistemas culturais dife-
renciados. O AO’90 foi apresentado como factor
de aproximação mas, no entanto, tem tido uma
implementação lenta e com muitas resistências,
o que talvez seja sintoma das barreiras culturais
entre os dois páıses. De qualquer forma, os valo-
res que apresentamos em TS mostram que a or-
tografia é um fator pouco relevante no que toca à
distância entre o português de Portugal e o por-
tuguês do Brasil. Por outro lado, os valores rela-
tivos ao espanhol mostram que é posśıvel regis-
tar uma aproximação entre variantes nacionais
da mesma ĺıngua.
Pelo contrário, no caso do espanhol europeu
e do espanhol argentino, vemos que existe uma
ligeira aproximação no mesmo peŕıodo (XXI-1),
talvez devido aos esforços de coordenação entre
as diferentes academias de ĺıngua espanhola e à
existência de mais troca de materiais entre os sis-















Figura 2: CrossDiaDist entre o espanhol euro-
peu e o espanhol da Argentina através do eixo
temporal em OS e TS.
Finalmente, observamos que a ortografia entre
as duas variantes diatópicas de português e espa-
nhol não desempenha um papel importante nesta
distância, pois quando calculamos a PLD em
TS, ela diminui ligeiramente, mantendo a mesma
tendência que em OS.
6. Conclusões e trabalhos futuros
Compilaremos agora as principais conclusões das
nossas experiências a partir da aplicação da me-
todologia de cálculo da distância diacrónica Cros-
sDiaDist a variantes diatópicas do português e do
espanhol. Também detalharemos na Secção 6.2
próximas investigações em relação à distância au-
tomática entre idiomas.
6.1. Conclusões
O cálculo da distância entre idiomas ou varian-
tes diatópicas baseado na perplexidade (PLD)
identifica automaticamente idiomas e variantes
diatópicas de idiomas (Gamallo et al., 2017b),
mede a distância śıncrona entre idiomas (Ga-
mallo et al., 2017a), a distância diacrónica in-
tralingúıstica em varias ĺınguas Pichel et al.
(2018), a CrossDiaDist entre ĺınguas (Pichel
et al., 2019a) e agora a CrossDiaDist entre va-
riantes diatópicas.
Observamos que esta distância entre as vari-
edades diatópicas de português e espanhol é in-
ferior à distância entre ĺınguas muito próximas.
Além disso, vemos que o português europeu e o
português do Brasil estão a distanciar-se ligei-
ramente no século XXI. Pelo contrário, o espa-
nhol europeu e o espanhol da Argentina estão a
aproximar-se.
Finalmente, a ortografia nestas variantes
diatópicas do português e do espanhol não de-
sempenha um papel relevante, pois estas varian-
tes são escritas com ortografias muito próximas
ou indistingúıveis.
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6.2. Trabalhos futuros
Queremos alargar esta metodologia ao cálculo de
distância entre três ĺınguas. Aplicaremos esta
metodologia a três ĺınguas muito próximas, como
é o caso do galego em relação ao português e ao
castelhano.
Outro objectivo é construir um corpus de
redes sociais (p.e.: twitter) e comentários em
plataformas digitais (p.e: Tripadvisor, AirBnB,
Booking, etc.), para variedades diatópicas de
português e espanhol, e observar a distância
lingúıstica com um corpus de textos mais afas-
tados da gramática padrão e mais próximo das
falas populares.
Finalmente, gostaŕıamos de investigar a
relação entre a distância do idioma usando PLD
e a estimativa da qualidade da tradução au-
tomática (Specia et al., 2018; Han et al., 2013).
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do português europeu e do Brasil, para além
da ajuda na escolha de textos de Portugal e
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Pichel & Manex Agirrezabal. 2016. Com-
paring two basic methods for discriminating
between similar languages and varieties. Em
3rd Workshop on NLP for Similar Languages,
Varieties and Dialects (VarDial), 170–177.
Gamallo, Pablo, Marcos Garcia, Susana Sotelo &
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Ljubešić, Preslav Nakov, Ahmed Ali & Jörg
Tiedemann. 2016. Discriminating between si-
milar languages and Arabic dialect identifica-
tion: A report on the third DSL Shared Task.
Em 3rd Workshop on Language Technology for
Closely Related Languages, Varieties and Dia-
lects (VarDial), 1–14.
Millar, Robert McColl & Larry Trask. 2015.
Trask’s historical linguistics. Abington, UK:
Routledge.
Nakhleh, Luay, Donald A Ringe & Tandy War-
now. 2005. Perfect phylogenetic networks: A
new methodology for reconstructing the evolu-
tionary history of natural languages. Language
81(2). 382–420.
Nerbonne, John & Wilbert Heeringa. 1997. Me-
asuring dialect distance phonetically. Em 3rd
Meeting of the ACL Special Interest Group in
Computational Phonology (SIGPHON), 11–18.
Petroni, Filippo & Maurizio Serva. 2010.
Measures of lexical distance between lan-
guages. Physica A: Statistical Mechanics
and its Applications 389(11). 2280–2283.
10.1016/j.physa.2010.02.004.
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