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Abstract
We study the problem of existence and nonexistence of positive solutions of the semilinear
elliptic inequalities in divergence form with measurable coefﬁcients r  a  ru þ Vu 
Wu pX0 in exterior domains in RN ; NX3: For W ðxÞ^jxjs ðsARÞ at inﬁnity we compute the
critical line on the plane ðp; sÞ; which separates the domains of existence and nonexistence, and
reveal the class of potentials V that preserves the critical line. Example are provided showing
that the class of potentials is maximal possible, in certain sense. The case of ðp; sÞ on the
critical line has also been studied.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction and main results
In this paper, we study the problem of existence and nonexistence of positive weak
solutions to the equation (inequality)
r  a  ru þ Vu  Wu p ¼ 0 ðX0Þ ð1Þ
in a domain (open connected subset) OCRN ; NX3; which is the exterior of a
compact set K ; where r  a  ru :¼
Pn
i; j¼1
@
@xi
aij
@
@xj
u; a ¼ ðaijðxÞÞ
N
i; j¼1 is a real
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measurable symmetric matrix-valued function on RN satisfying the uniform
ellipticity condition, i.e. there exists m > 1;
m1jxj2p
XN
i; j¼1
aijðxÞxixjpmjxj2; 8x; xARN : ð2Þ
The qualitative theory of semilinear equations of type (1) in unbounded domains is
being extensively developed because of its applications in various branches of
mathematical physics and its rich mathematical structure. The problem of existence
and nonexistence of positive weak solutions of (1) plays an important role in the
theory and applications and attracts considerable attention of the researchers in
the ﬁeld (see [1–3,5,6,10,12,14,18,20] and the list is by no means complete). The
following simple result is well known:
Let NX3: If 1opp N
N2 then there are no nontrivial positive solutions to the
inequality Du þ upp0 outside a ball in RN : The value of the critical exponent pn ¼
N
N2 is sharp. In [11] for 1opo NN2 this result was extended to the case of
the divergence-type second-order elliptic operator with bounded measurable
coefﬁcients.
In the present paper, we study the same problem for Eq. (1) without restrictions on
p and in presence of the potentials in the linear and nonlinear terms. In particular, we
prove that under the assumptions of [11] the critical exponent p ¼ N
N2 belongs to the
nonexistence case. Our aim is to give a complete investigation of the existence and
nonexistence problem for (1) under the assumptions that W behaves as jxjs; sAR;
at inﬁnity. We reveal a precise class of zero order perturbations V under which the
critical exponent in (1) is stable. We also show that in fact only behaviour of the
coefﬁcients of (1) at inﬁnity is relevant to the problem.
Though the main goal is the nonlinear inequality, on the way we obtain delicate
estimates on the solutions of the linear problem with a potential, which is of interest
in their own rights (see Theorems 4.1 and 4.4).
We make the following qualitative assumptions on the lower order coefﬁcients
of (1):
W ðxÞ ¼ ðjxj31Þs for some sAR;
V ¼ Vþ  V; Vþ :¼ V30; V7AL1locðRN Þ and there exists bA½0; 1Þ such that
Z
RN
Vy2 dxpb
Z
RN
ry  a  ry dx þ
Z
RN
Vþy2 dx; 8yACN0 ðR
N Þ: ð3Þ
Before formulating the main result of the paper we deﬁne weak solutions of (1)
and introduce needed notions. Let F :O ½0;N-½0;N be measurable with respect
to the ﬁrst variable and continuous with respect to the second one. Weak solutions
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(supersolutions) of the equation
r  aðxÞ  ru þ V ðxÞu  F ðx; uÞ ¼ 0 ð4Þ
in O are deﬁned as follows.
Deﬁnition 1.1. A measurable function u :O-R is called a weak solution (super-
solution) of (4) in O if uAH1locðOÞ-L2locðO; Vþ dxÞ andZ
O
ry  a  ru dx þ
Z
O
Vyu dx 
Z
O
yF ðx; uÞ dx ¼ 0 ðX0Þ;
for all non-negative yAH1c ðOÞ-L2ðO; Vþ dxÞ; where H1c ðOÞ stands for the set of
compactly supported functions from H1ðOÞ:
In order to formulate our main result we need the notion of a Green bounded
potential. Let Gaðx; yÞ be the fundamental solution to
r  a  ru ¼ 0:
We say that VAL1locðR
N Þ is Green bounded and write VAGB if
jjV jjGB :¼ sup
xARN
Z
RN
jV ðyÞjGaðx; yÞ dyoN;
which is equivalent up to a constant factor to the condition supxARN
R
RN
jV ðyÞj dy
jxyjN2
oN;
but we will use the numerical value of jjV jjGB explicitly later on.
Let Ar;R denote the annulus BR\Br; where BR is the ball of radius R centred at the
origin, 1S denote the characteristic function of the set S: Let us introduce the
following sets on the plane ðp; sÞ:
Qþ :¼ fR ð2;NÞg, ðp;sÞ : p > 1þ
2 s
N  2
 
;
Q :¼ fR ðN; 2Þg- ðp; sÞ : po1þ
2 s
N  2
 
;
Q0 :¼ fðN; 1Þ  f2gg, ðp;sÞ : p ¼ 1þ
2 s
N  2
; pX1
 
:
Now we are in a position to formulate the main result.
Theorem 1.2. Let NX3 and assumptions (2), (3) be fulfilled. Let W ðxÞ ¼ ðjxj31Þs for
sAR: Suppose that there exists R > 0; bþ > 0; bAð0; 1Þ such that for all r > R
jjV71Ar;3r jjGBob7 ð5Þ
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and Z
rojxjo2r
jV j dx ¼ oðrN2Þ as r-N: ð6Þ
Then
(i) for ðp;sÞAQ for any compact set KCRN with connected complement O ¼ Kc
there is no nontrivial positive supersolution to the equation
r  a  ru þ Vu  Wu p ¼ 0 ð7Þ
in O;
(ii) for ðp;sÞAQþ there exists a compact set KCRN such that (7) has a nontrivial
positive supersolution in Kc:
Moreover, if V1Bc
R
AGB then assertion (i) holds for ðp;sÞAQ,Q0: (See Fig. 1.)
Remarks 1.3.
1. The assertion on existence (ii) is actually proved under the assumption
jW ðxÞjpðjxj31Þs without restriction on the sign of W :
2. The conditions on V in Theorem 1.2 are satisﬁed for instance if V ¼ V0 þ V1 with
V0 such that V01Bc
R
AGB; jjV01Bc
R
jjGBo1 and V1 such that jV1ðxÞjp f ðjxjÞ1þjxj2 for some
f ðrÞ-0 as r-N:
3. If V1Bc
R
eGB the last assertion of the theorem is no longer true. More precisely,
for every point ðp;sÞAQ0 one can produce a potential V1 such that (7) has a
nontrivial positive supersolution outside a ball.
Fig. 1.
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4. For ðp;sÞ ¼ ð1; 2Þ Eq. (7) becomes linear. So the existence of a positive solution
depends on the constant cn in the integral inequality
cn
Z
RN
Wy2 dxp
Z
RN
ry  a  ry dx þ
Z
RN
Vy2 dx; 8yACN0 ðB
c
RÞ:
If there exists R > 0 such that the inequality holds for some cn > 1 then assertion
(ii) of Theorem 1.2 holds. On the contrary, if for every R > 0 there exists
yACN0 ðB
c
RÞ such thatZ
RN
Wy2 dx >
Z
RN
ry  a  ry dx þ
Z
RN
Vy2 dx
then assertion (i) is true. Finally, in the limit case cn ¼ 1 more delicate analysis is
necessary. For instance, if aij ¼ dij and V ¼ 0 then assertion (ii) holds. However
there are examples of matrices aij such that (i) is true.
Remark 1.4. As an application of Theorem 1.2 we consider the problem of existence
of positive weak solutions for the inequality
XN
i; j¼1
@xi aij jxj
a@xj u  Vu þ u
pp0 ð8Þ
outside a compact KCRN : If a > 2 N then making use of the change of variables
given by x ¼ yjyj
a
Nþa2 we obtain the next inequality
XN
i; j¼1
@yi a˜ij@yj u  V jyj
 aN
Nþa2u þ jyj
aN
Nþa2upp0 ð9Þ
with the uniformly elliptic matrix fa˜ijg
N
i; j¼1 given by a˜ijðyÞ ¼
PN
k;l¼1 aijðxðyÞÞðdik þ
a
N2
xixk
jxj2
Þðdjl þ aN2
xj xl
jxj2
Þ: Thus the result of Theorem 1.2 is applicable to inequality (8).
The value of the critical exponent is p0 ¼ NNþa2 (cf. [10]).
For ao2 N the same change of variables maps the exterior of a ball into
interior. One can use the Kelvin transformation (see, e.g. [10, Lemma 2]) to reduce
the problem to the exterior one thus making Theorem 1.2 applicable. The case
a ¼ 2 N requires special consideration.
Theorem 1.2 along with the Kelvin transformation can be also applied to
equations in punctured balls. For instance, in this way one obtains the following
result which is a natural extension of [4, Theorem 0.1] to the case of divergence-type
equations with measurable coefﬁcients.
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Theorem 1.5. Let NX3; p > 1 and (2) be fulfilled. Let vAH1locðB1\f0gÞ be a
nonnegative weak solution to r  a  rv þ jxj2vpp0 in B1\f0g: Then v  0:
The rest of the paper is organized as follows. In Section 2, we prove a weak version
of the weak Harnack principle. Section 3 contains some facts on the linear equations
with Green bounded potentials. Section 4 contains new estimates of solutions of the
homogeneous linear equation under quite general conditions on the potential V :
These estimates are used in Section 5 which contains the proof of the main theorem
and examples illustrating its sharpness.
2. A weak Harnack principle
Our analysis of the semilinear equation (7) will be based upon the corresponding
properties of the homogeneous equation
r  a  ru þ Vu ¼ 0: ð10Þ
Under assumptions (2) and (3) nonnegative supersolutions of (10) in general do not
satisfy the weak Harnack principle. This can be easily seen considering the equation
Du þ k
2
jxj2
u ¼ 0 which has, for an appropriate choice if k; a smooth solution
vanishing at the origin and strictly positive outside.
In this section, we will prove however that a somewhat weaker version of the
Harnack principle is still true. Namely, we prove the following:
Theorem 2.1. Let OCRN be a domain. Assume that (2), (3) hold. Let uX0 be a weak
supersolution of (10). Then either u ¼ 0 or u > 0 almost everywhere (a.e.).
The proof is based upon the next lemma.
Lemma 2.2. Let B be a ball, A ¼ r  a  r be the self-adjoint operator in L2ðBÞ;
associated with the Dirichlet form
/aru;rvS; u; vAH10 ðBÞ:
Let 0pVAL1locðBÞ; H ¼ A þ V be the self-adjoint operator in L2ðBÞ; associated with
the form
/aru;rvSþ/Vu; vS; u; vAH10 ðBÞ-L2ðB; ðV þ 1Þ dxÞ:
Then the semigroup etH is positivity improving, i.e. etHf > 0 almost everywhere for
fX0 (unless f ¼ 0).
Proof. It is well known that etA is a semigroup of compact self-adjoint operators on
L2ðBÞ; the bottom of the spectrum of A is a simple eigenvalue corresponding to a
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positive eigenfunction. Therefore etA is positivity improving for all t > 0 (cf. [17,
Theorem XIII.44]). Clearly H also has a discrete spectrum. Let Vn ¼ V4n; nAN:
The monotone convergence theorem implies that A þ Vn-A þ V ¼ H in strong
resolvent sense as n-N: H  Vn-A as n-N by Voigt [19, Proposition 5.8(b)].
Hence, by Reed and Simon [17, Theorem XIII.45] etH is irreducible, i.e., for all
f ; gX0; ðetHf Þ4ðetHgÞa0 (unless f ¼ 0 or g ¼ 0). Then [17, Theorem XIII.43] and
the spectral mapping theorem yield that the bottom of the spectrum of H is a simple
eigenvalue corresponding to an a.e. positive eigenfunction. Finally, the assertion
follows from [17, Theorem XIII.44]. &
Proof of Theorem 2.1. For every ball BCO we have uXetHu a.e. on B; by the
maximum principle. Then the assertion follows from Lemma 2.2. &
3. Auxiliary facts for linear equation
Throughout the section we assume (2) and (3). We start with the next proposition
which is a variant of the maximum principle for elliptic equations in exterior
domains.
Proposition 3.1. Let R > 0; u be a super-solution of (10) in BcR: Assume that u
pjxj¼R ¼
0 (in H1 sense) and uAL2ðBcR; jxj
2 dxÞ: Then uX0:
Proof. For r > 2þ R; let the function y ¼ yrAC
0;1
0 ðB
c
RÞ be deﬁned by
yrðxÞ ¼
rðjxj  RÞ  1; xAA
Rþ1r;Rþ
2
r
;
1; xAA
Rþ2r;r
;
2 jxjr ; xAAr;2r:
8>>><
>>:
Choose y2u as a test function for (10). Then we obtain
ð1 bÞ/rðyuÞ; arðyuÞSp/ðuÞ2ry; aryS:
By the Friedrichs inequality we have thatZ
A
Rþ
1
r;Rþ
2
r
ðuÞ2ry  a  ry dxp mr2
Z
A
Rþ
1
r;Rþ
2
r
ðuÞ2 dx
p c
Z
A
Rþ
1
r;Rþ
2
r
jruj2 dx-0 as r-N:
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Moreover,
Z
Ar;2r
ðuÞ2ry  a  ry dxp m
r2
Z
Ar;2r
ðuÞ2 dx
p c
Z
Ar;2r
ðuÞ2jxj2 dx-0 as r-N:
Therefore u ¼ 0: &
Next we give a simple existence result which will be constantly used later in the
paper. We introduce the following Hilbert space:
HR :¼ uAH1locðB
c
RÞj
Z
jxjXR
ru  a  ru þ Vþu2 þ
u2
r2
 
dxoN
 
:
Proposition 3.2. Let R > 0; O ¼ BcR: Then, for every nonnegative cAH
1
c ðR
N Þ-LN;
there exists a unique solution vAHR of (10) such that vðxÞ ¼ cðxÞ for jxj ¼ R:
Moreover, vX0:
Proof. Let r > R be such that cAH1c ðBrÞ: Let vr be the weak solution to the
Dirichlet problem
r  a  rv þ Vv ¼ 0 in AR;r;
v  cjjxj¼R ¼ 0; vjjxj¼r ¼ 0:
(
(Existence and uniqueness readily follow from the Lax–Milgram theorem.) Choosing
vr  c as a test function one can easily obtain that
Z
ðjrvrj2 þ Vþjvrj2Þ dxpC for some C independent of r:
Therefore there exists a subsequence of ðvrÞ weakly convergent inHR; and the weak
limit v is easily seen to be a solution of (10). The uniqueness follows from Proposition
3.1. &
The next important result proved in [8,9] (see also [16]) will be extensively used
further on.
Theorem 3.3. Suppose that
V is Green bounded and jjVjjGBo1: ð11Þ
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Then there exists a weak solution u of the homogeneous equation (10) in RN such that
ejjV
þjjGBpup 1
1 jjVjjGB
:
The next lemma is a useful device in presence of a solution asserted in
Theorem 3.3.
Lemma 3.4. Suppose that there exists c1; c2 > 0 and a solution %u of (10) in O such that
c1o %uoc2: Then, given a solution (supersolution) u of (4), the function v :¼ u%u is a
solution (supersolution) to the equation
r  ð %u2aÞ  rv  %uF ðx; %uvÞ ¼ 0:
Proof. For ZACN0 ðOÞ we have
/rð %uZÞ  a  ruSþ/ %uZ; VuS/F ðx; uÞ %uZS ¼ 0 ðX0Þ;
/rðuZÞ  a  r %uSþ/uZ; V %uS ¼ 0:
Subtracting the latter equation from the former one we obtain
rZ; %u2a  r
u
%u
D E
/F ðx; %uvÞ %uZS ¼ 0 ðX0Þ: &
Corollary 3.5. Suppose that condition (11) is fulfilled.
(a) Then every positive solution u of (10) in O satisfies the Harnack inequality
sup
G
upC inf
G
u; for all G!O; ð12Þ
where C depends on N ; m; jjV7jjGB and ðdistðG; @OÞ41Þ only. Moreover,
every positive supersolution u of (10) in O satisfies the weak Harnack
inequality:
inf
B
uXC0
Z
B
up
dx
jGj
 1
p
; for all GCCO; ð13Þ
where C0 depends on p > 0; N ; m; jjV7jjGB and ðdistðG; @OÞ41Þ only.
(b) Let R > 0; uAHR be a positive solution of (10) in BcR such that m1pu0jjxj¼Rpm2
for some 0om1pm2: Then there exist positive c1; c2 such that
c1
jxj
R
 2N
pu0ðxÞpc2
jxj
R
 2N
:
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Proof. Condition (a) follows from Theorem 3.3, Lemma 3.4 and Moser’s classical
result [15] and (b) from Theorem 3.3, Lemma 3.4 and [13]. &
Lemma 3.6. Suppose that for every ball BCRN ; VB :¼ V1B satisfies assumption (11).
Then there exists a positive solution uAH1locðR
NÞ of (10) in RN such that uð0Þ ¼ 1:
Proof. For R > 0; let uR be the weak solution of the problem
r  a  ru þ Vu ¼ 0 in BR;
ujjxj¼R ¼ mR;
(
where mR > 0 is chosen such that uRð0Þ ¼ 1 (note that uRð0Þ > 0 by the Harnack
inequality). Then it follows from the Harnack inequality that, for every compact set
KCRN there exists CK such that
sup
K
juRjoCK ; R > 0:
Therefore the Caccioppoli inequality implies that ðuRÞ is weakly compact in H1locðOÞ:
Hence there is a sequence ðunÞ such that un-uAH1loc weakly in H
1
loc and strongly in
L2loc: Since ðunÞ is locally bounded uniformly in n; it is easy to show that u is a weak
solution to (10) in RN ; passing to the limit in the integral equality
/ry  aruRSþ/VyuRS ¼ 0; yACN0 ðOÞ: &
Proposition 3.7. Let R > 0 and assumptions (2) and (11) hold with O ¼ BcR: Let g > 0
be small such that the potential V  g
r2
satisfies assumption (3). Let uAHR be the
nonnegative solution to the equation
r  a  ru þ Vu 
g
r2
u ¼ 0 ð14Þ
in BcR; such that ujjxj¼R ¼ 1: Then there exist R1 > 2R and c > 0 such that
uðxÞXc
jxj
R
 2N
log
jxj
R
for jxj > R1: ð15Þ
Proof. Proposition 3.1 yields that it sufﬁces to prove the assertion when u is the
solution to (14). Note that u satisﬁes the Harnack inequality in the annulus Ar;2r;
r > R; with the constant independent of r; by Corollary 3.5(a).
By Lemma 3.4, it sufﬁces to consider the case V ¼ 0: For r > 2R; let the test
function 0pjACN0 ðAR;2rÞ be such that jðxÞ ¼ 1 for xAA2R;r and jrjjðxÞpcr
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for xAAr;2r: Then we have
/rj  a  ruS ¼ /jWuS:
Denote mr :¼ inf jxj¼r u: It follows from the Schwarz, Caccioppoli and Harnack
inequalities that
j/rj  a  ruSjpc0mrrN2 þ c1:
On the other hand, it follows from Proposition 3.1 and Corollary 3.5(b) that
uXcð r
R
Þ2N : Hence
/jWuSXc2RN2
Z r
2R
r2N2þN1 drXc2RN2 log
r
R
 log 2
 
:
So the assertion follows. &
4. Homogeneous equations with potentials decaying at inﬁnity faster than jxj2
In this section as before we assume that (2) and (3) hold. We also make the
qualitative assumption that there exists R > 0 such that for every r > R every
nonnegative solution u to (10) in the annulus A3
4r;
9
4r
satisﬁes the Harnack inequality
in the annulus Ar;2r with the constant independent of r; i.e.
cH :¼ sup
uðxÞ
uðyÞ
; 0ou is a solution to ð10Þ in A3
4
r; 9
4
r
; x; yAAr; 2r; r > R
 
oN: ð16Þ
A sufﬁcient condition for the validity of (16) is assumption (5) of Theorem 1.2 (see
also [16]).
In the next theorem we study the behaviour at inﬁnity of solutions of the
homogeneous equation (10) in RN under the assumption that the potential V decays
in average faster than jxj2; which is expressed in (17).
Theorem 4.1. Assume thatZ
rojxjo2r
jV j dx ¼ oðrN2Þ as r-N: ð17Þ
Then, for every e > 0 there exist RðeÞ > R such that there exists a positive solution ue of
the equation r  a  rue þ 1Bc
RðeÞ
Vue ¼ 0 in RN ; and for every such solution ue there
exist cjðeÞ > 0; j ¼ 1; 2; such that the following estimates hold:
c1ðeÞjxjepueðxÞpc2ðeÞjxje; jxj > RðeÞ:
Due to Lemma 3.6 it sufﬁces to prove the next two propositions.
V. Kondratiev et al. / J. Differential Equations 187 (2003) 429–455 439
Proposition 4.2. Let 0pboc4H m1; where cH is as in (16), m is as in (2). Assume that
V1BR ¼ 0 and Z
rojxjo2r
V dxpbcðNÞrN2; r > R; ð18Þ
where cðNÞ ¼ ðN2Þ
2
4
R
1ojxjo2
dx
jxj2
: Let u > 0 be a solution of (10) in RN : Then the equation
mbc2gH þ ð
g2
g Þ
2 ¼ 1 has a unique solution g ¼ g0 on ð2;NÞ; and there exists a positive c
such that
uðxÞXcðjxjN2 log3 jxjÞ
 1g0 ; jxj > R:
Proof. For kAN,f0g; let rk ¼ R2k and mk ¼ inf jxj¼rk uðxÞ: For nAN; let
yACN0 ðBrnþ1 Þ; 1Brnpyp1 and jryjp
2
rn
and uy :¼ uy:
The Harnack inequality implies that, u71ALNloc: For g > 2; we choose yu
g1
y as a
test function in (10). Then we obtain
4ðg 1Þ
g2
/ru
g
2
y; aru
g
2
ySþ/Vu
g
yS
¼
2ðg 2Þ
g
/ru
g
2
y; u
g
2y
g
2
1arySþ/ugyg2ry; aryS:
The Schwarz inequality implies that, for all e > 0;
m1
4ðg 1Þ
g2
 e
 
jjru
g
2
yjj
2
2 /V
u
g
yS
pm ðg 2Þ
2
g2e
þ 1
 
/ugjryj2S: ð19Þ
It follows from the Hardy and Harnack inequalities that
jjru
g
2
yjj
2
2X
ðN  2Þ2
4
jjr1u
g
2
yjj
2
2
X
cðNÞ
c
g
H
Xn1
k¼0
m
g
kr
N2
k ðhere and below rðxÞ ¼ jxjÞ:
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Assumption (18) and the Harnack inequality imply that
/VugySpbc
g
HcðNÞ
Xn
k¼0
m
g
kr
N2
k :
The Harnack inequality yields that /ugjryj2Sp4cgH/11oro2SrN2n mgn: Note that
4ðg1Þ
g2 ¼ 1
ðg2Þ2
g2 : So we obtain from (19)
cðNÞ
mcgH
1 mbc2gH 
ðg 2Þ2
g2
 e
 Xn1
k¼0
m
g
kr
N2
k
p 4m ðg 2Þ
2
g2e
þ 1
 
/11oro2Sþ bcðNÞ
 
c
g
Hm
g
nr
N2
n ;
or, with some constant c > 0;
1 mbc2gH 
ðg 2Þ2
g2
 e
 Xn1
k¼0
m
g
kr
N2
k
pc ðg 2Þ
2
g2e
þ 1
 
c
2g
H m
g
nr
N2
n : ð20Þ
Let wðgÞ :¼ 1 mbc2gH 
ðg2Þ2
g2 ; gX2: Then wðgÞ is strictly decreasing and wð2Þ > 0 due
to the assumptions. Therefore there exists a unique g0 > 2 such that wðg0Þ ¼ 0: Note
that 1 mbc2g0H > 0: For eAð0; e0; e0o1 mbc
2g0
H ; deﬁne g by
1
g ¼
1
g0
þ
ﬃ
e
p
2
so that
ðg2Þ2
g2 ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 mbc2g0H
q

ﬃﬃ
e
p
Þ2: Then wðgÞ > e and (20) implies that
mnXce
1
g
wðgÞ  e
ðg2Þ2
g2 þ e
0
@
1
A
1
g
rn
R
 N2g
m0:
Note that
wðgÞ  e
ðg2Þ2
g2 þ e
X
2
ﬃﬃ
e
p
ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 bc2g0H
q

ﬃﬃ
e
p
Þ
ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 bc2g0H
q

ﬃﬃ
e
p
Þ2 þ e
Xcðg0; e0Þ
ﬃﬃ
e
p
:
Substituting this into the preceding formula we obtain
mnXcðg0; e0Þm0e
3
2g0
rn
R
 N2
4
ﬃ
e
p
rn
R
 N2g0 :
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Choosing e ¼ d
log2 rn
with sufﬁciently small d independent of n we maximize the RHS.
Hence we get
mnXcðrN2n log
3 rnÞ
 1g0 ; nAN;
with a constant c > 0 independent of n: &
Proposition 4.3. Assume that V1BR ¼ 0 and
Z
rojxjo2r
Vþ dxpbcðNÞrN2; r > R; ð21Þ
where cðNÞ ¼ ðN2Þ
2
4
R
1ojxjo2
dx
jxj2
: Let u > 0 be a solution of (10) in RN : Then there exists
a positive c such that
uðxÞpcðjxjN2 log3 jxjÞ
1
g0 ; jxj > R;
where g0 > 0 is the solution of the equation ð
gþ2
g Þ
2  mbc2gH ¼ 1 with cH as in (16) and m
as in (2).
Proof. The Harnack inequality implies that u71ALNloc: Let v :¼
1
u
: For kAN,f0g; let
rk ¼ R2
k and mk ¼ inf jxj¼rk vðxÞ: Our aim is to estimate mk from below. For nAN;
let
yACN0 ðBrnþ1 Þ; 1Brnpyp1 and jryjp
2
rn
and vy :¼ vy: For g > 0 we choose vv
g
y as a test function in (10). Then we obtain
4ðgþ 1Þ
g2
/rv
g
2
y; arv
g
2
yS/Vv
g
yS
¼
2ðgþ 2Þ
g
/rv
g
2
y; v
g
2y
g
2
1aryS/vgyg2ry; aryS:
The rest of the proof is analogous to that of Proposition 4.2. &
In the next theorem we study the behaviour at inﬁnity of the decaying solution
(from HR for some R > 0) to the Dirichlet problem outside a ball for the
homogeneous equation (10) under the same assumptions on the potential V as in
Theorem 4.1.
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Theorem 4.4. Let assumption (17) hold. Then there exists R0XR such that the
problem
r  a  ru  Vu ¼ 0 in BcR0 ;
ujjxj¼R0 ¼ 1
(
ð22Þ
has a unique solution in HR0 : Moreover, for any e > 0 there exist positive constants
c1ðeÞ; c2ðeÞ such that
c1ðeÞjxj2NepuðxÞpc2ðeÞjxj2Nþe: ð23Þ
The proof of the above theorem is given in the following propositions.
Lemma 4.5. Let OCRN be a domain and o be a positive weak solution of the equation
r  a  ro ¼ 0 in O: Then
4/rf; arfSX f2
ro
o
; a
ro
o
 
þ f2
ro
o logo
; a
ro
o logo
 
;
fAH1c ðfxAO;oðxÞa1gÞ:
Moreover, if oAHR; R > 1; is such that opjxj¼R ¼ 1 then
/rf; arfSX
1
4
f2
ro
o
; a
ro
o
 
þ c
f
jxj log jxj




2
2
; fAH1c ðB
c
1Þ:
Proof. Note that 0oo71ALNloc; by the Harnack inequality. It follows from the
pointwise identity
rf  a  rf ¼
1
4
f2
ro
o
 a 
ro
o
þ or
fﬃﬃﬃﬃ
o
p  a  r fﬃﬃﬃﬃ
o
p þ 1
2
r
f2
o
 a  ro
that
/rf; arfS ¼
1
4
f2
ro
o
; a
ro
o
 
þ or
fﬃﬃﬃﬃ
o
p ; ar fﬃﬃﬃﬃ
o
p
* +
; fAH1c ðOÞ:
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Since divð a
log oroÞ ¼ 
ro
log o 
a
o 
ro
log o; we have, by the Cauchy inequality, for all
fAH1c ðOÞ;
f2
ro
o logo
; a
ro
o logo
 
¼ 2
ﬃﬃﬃﬃ
o
p
r
fﬃﬃﬃﬃ
o
p ; af ro
o logo
* +
p1
2
or
fﬃﬃﬃﬃ
o
p ; ar fﬃﬃﬃﬃ
o
p
* +
þ
1
2
f2
ro
o logo
; a
ro
o logo
 
:
So the ﬁrst assertion follows.
Next, if oAHR is such that opjxj¼R ¼ 1 then m
1RN2jxj2N
poðxÞpmRN2jxj2N for some m > 1 and m1 idpapm id so that for fAH1c ðBc1Þ
we have
or
fﬃﬃﬃﬃ
o
p ; ar fﬃﬃﬃﬃ
o
p
* +
X c jxj2N r
fﬃﬃﬃﬃ
o
p


2* +
X c
f2
ojxjN log2 jxj
 
Xc
f2
jxj2log2 jxj
 
:
Thus, the second assertion follows. &
Proposition 4.6. Let 0pboc2H m1; where cH is as in (16), m is as in (2). Assume that
(18) holds. Let uAHR be the positive solution of (10) in BcR such that upjxj¼R ¼ 1: Then
there exists a positive c such that
uðxÞpcjxjðN2Þ
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1mbc2
H
p
2 log jxj; jxj > R:
Proof. Let
yACNb ðR
N Þ; 1Bc
2R
pyp1Bc
R
:
Let oAHR be a positive solution of the equation r  a  ro ¼ 0 in BcR; such that
opjxj¼R ¼ 1: For e > 0; set oe ¼ oþ e: For so0; we choose o2se y2u as a test function
in (10). We obtain
/rðose yuÞ; arðo
s
e yuÞSþ/V ðo
s
e yuÞ
21jxj>2RS s2 ðose yuÞ
2 ro
oe
; a
ro
oe
 
¼ 2/u2yosero
s
e ; arySþ/u
2o2se ry; arySþ/V ðo
s
e yuÞ
21Rojxjo2RS:
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The support of ry is compact, hence the RHS of the above equality does not exceed
a constant C independent of e: For kAN; let rk; mk and cðNÞ be as in Proposition 4.2.
Using Lemma 4.5 and arguing similarly as in the proof of Proposition 4.2 we obtain
the inequality
ose yu
r log r




2
2
þ
cðNÞ
mcH
ð1 4s2  mbc2H Þ
XN
k¼1
ðr2Nk þ eÞ
2sm2kr
N2
k pC:
Hence, choosing s ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1mbc2
H
p
2
; by the Harnack inequality we conclude that for all
e > 0;
uðxÞpcðjxj þ eÞðN2Þ
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1mbc2
H
p
2 log jxj; jxj > 2R:
So the assertion follows. &
Lemma 4.7. Let uAHR be a positive weak solution of (10) in BcR: Let v > 0 be a weak
solution of (10) in BcR
2
such that ðu  vÞp@BR ¼ 0 and ucv on B
c
R: Then there exists a
positive c such that
uðxÞvðxÞXcjxj2N ; jxj > R:
Proof. By Proposition 3.1, upv: Since ucv; by the Harnack inequality we infer that
uov in BcR: Let d ¼ supjxj¼2R uvðxÞo1:
For r > 2R; let mrðuÞ ¼ inf jxj¼r uðxÞ and mrðvÞ ¼ inf jxj¼r vðxÞ: Let the test function
yAH10 ðAR;2rÞ be deﬁned by
yðxÞ ¼
1
1d ð1 d3uv ðxÞÞ; xAAR;2R;
1; xAA2R;r;
2 jxjr ; xAAr;2r:
8><
>:
Denote S ¼ fxAAR;2R; douvo1g: From Lemma 3.4 we infer that
1
1 d
Z
S
r
u
v
 ðv2aÞ  r
u
v
dx ¼
1
r
Z
rojxjo2r
rjxj  a  ðvru  urvÞ dx:
It follows from the Caccioppoli and Harnack inequalities that the RHS of the above
equality does not exceed CrN2mrðvÞmrðuÞ: So we have
mrðvÞmrðuÞXcr2N : &
The next proposition is a consequence of the preceding lemma and
Proposition 4.3.
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Proposition 4.8. Let uAHR be the positive solution of (10) in BcR such that up@BR ¼ 1:
Then there exists a positive c such that
uðxÞXcjxj
ðN2Þð1þ 1g0
Þ
log
 3g0 jxj; jxj > R;
with g0 as in Proposition 4.3.
Proof. Let v > 0 be a solution of the equation r  a  rv þ 1Bc
R
2
Vv ¼ 0 in RN : Let
wAHR be the positive solution of (10) in BcR such that ðw  vÞp@BR ¼ 0: Then
Proposition 4.3 and Lemma 4.7 yield
wðxÞXcjxj
ðN2Þð1þ 1g0
Þ
log
 3g0 jxj; jxj > R:
Now the assertion follows from Proposition 3.1. &
Remark 4.9. We would like to remark that if the conditions (18) and (21) are
replaced with
/Vy2Spb/ry; aryS and /Vþy2Spb/ry; aryS; yAC10ðBcRÞ;
respectively, then slight alteration of the technique allows one to improve the
estimates obtained in Propositions 4.2, 4.3, 4.6, 4.8 to the ones with 1 in place of m
and cH : These estimates are sharp as one can see by comparison with the radial
solutions of the equation Du þ c
jxj2
u ¼ 0:
5. Proof of the main theorem
In this section we prove Theorem 1.2 formulated in the Introduction. We
distinguish two cases: pX1 and po1: The existence results for ðp; sÞAQþ (above
the critical line) are proved by showing the existence of a positive solution to
the Dirichlet problem outside a ball for Eq. (7). This is done in Propositions 5.5
and 5.11. Actually, we prove a more general existence result than stated in
Theorem 1.2 by assuming nothing about the sign of the potential W in the nonlinear
term. The nonexistence parts of Theorem 1.2 are proved in Propositions 5.3
and 5.6.
Case pX1:
We start with the following simple result.
Lemma 5.1. Let OCRN be a domain, assumptions (2) and (3) hold, 0pWALNlocðOÞ:
Assume that there exists a nontrivial nonnegative weak supersolution u of the equation
r  a  ru þ Vu  Wu ¼ 0
V. Kondratiev et al. / J. Differential Equations 187 (2003) 429–455446
in O: Then
/ry  a  rySþ/Vy2SX/Wy2S; yAH10 ðOÞ-L2ðO; Vþ dxÞ:
Proof. Since u is nontrivial, it follows from Theorem 2.1 that u > 0 a.e. Let
yACN0 ðOÞ: For e > 0 choose
y2
uþe as a test function. We have
r
y2
u þ e
 a  ru
 
þ Vu;
y2
u þ e
 
X Wu;
y2
u þ e
 
:
Using the Schwarz inequality we obtain
Wy2
u
u þ e
 
p Vy2 u
u þ e
 
þ/ry  a  ryS:
Passing to the limit as e-0 completes the proof. &
The proof of nonexistence of positive supersolutions of the semilinear equations
(7) is based upon the above lemma via the following corollary.
Corollary 5.2. Let R > 0; assumptions (2) and (3) hold and, for some c > 0;Z
frojxjo2rg
Vþ dxpcrN2; r > R:
Suppose that F :Rþ-Rþ is such that limt-N F ðtÞ ¼ þN: Let uX0 be a weak
supersolution of the equation
r  a  ru þ Vu  jxj2F ðjxjÞu ¼ 0
in BcR: Then u  0:
Proof. For a contradiction, assume that uc0: Then it follows from Lemma 5.1 that,
for r > R;
mjjryjj22 þ/V
þy2SX inf
rojxjo2r
F ðjxjÞ
jxj2
jjyjj22; yAC
N
0 ðB2r\BrÞ:
Choosing y such that 1Ar;2rXyX1A5
4
r;
7
4
r
; jryjocr; we conclude that the function F is
bounded, which contradicts to the assumption. &
Proposition 5.3. Let so2: Let 0pVAL1loc and (6) hold. Assume that there exist R; C >
0 such that W ðxÞXjxjs for jxj > R and for all r > R
jjV1Ar;3r jjGBoC:
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Let 1ppo1þ 2s
N2: Then for every compact set KCR
N such that O ¼ Kc is connected,
every nonnegative supersolution of (7) in O is identically zero.
If in addition we assume that V1Bc
R
AGB then the assertion holds also for p ¼
1þ 2s
N2:
Proof. Let po1þ 2s
N2: Suppose, for a contradiction, that u is a nontrivial
nonnegative supersolution of (7) in O ¼ Kc: Then by Theorem 2.1 u > 0 a.e.
There exists e > 0 such that po1þ 2s
N2þe: It follows from Corollary 3.5(a) that
condition (16) is fulﬁlled. By Proposition 3.2 there exist R1 > 0 and vAHR1 such that
r  a  rv þ Vv ¼ 0 in BcR1 ; vjjxj¼R1 ¼ 1:
By the Harnack inequality there exists c > 0 such that ðu  cvÞjjxj¼R1 > 0: Then by
Proposition 3.1 uðxÞ > cvðxÞ for xABcR1 ; and by (23) we obtain that
uðxÞXcc1ðeÞjxj2Ne for a:e: xABcR1 :
Therefore there exist d; K > 0 such that
r  a  ru þ Vu  K jxj2þduX0 in BcR1 :
Now the assertion follows from Corollary 5.2.
Let p ¼ 1þ 2s
N2: Arguing analogously to the previous case but instead of Theorem
4.4 using Proposition 3.7 we obtain that there exist k; R1 > 0 such that
r  a  ru þ Vu  kjxj2 log jxjuX0 in BcR1 :
The assertion again follows from Corollary 5.2. &
The next example shows that in Proposition 5.3 in the critical case p ¼ 1þ 2s
N2 the
condition V1Bc
R
AGB cannot be omitted.
Example 5.4. Let e > 0: The function
uðxÞ ¼ ejxjðN2Þðlog jxjÞ
N2
2 ; jxj > 1;
is a supersolution of the equation
Du 
k
jxj2 log jxj
u þ u
N
N2 ¼ 0 in BcR
for k > ðN2Þ
2
2
and sufﬁciently large R and small e:
Note that the potential 1Bc
2
jxj2ðlog jxjÞ1þdAGB for any d > 0:
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Proposition 5.5. Let sAR; p > p0 :¼ maxf1; 1þ 2sN2g: Let 0XVAL
1
loc and (6) hold.
Assume that there exist R > 0; CAð0; 1Þ such that jW ðxÞjpjxjs for jxj > R and for all
r > R
jjV1Ar;3r jjGBoC:
Then there are R1 > 0; m > 0 such that there exists a positive weak solution uAHR1 ;
upjxj¼R1 ¼ m; of (7).
Proof. Let g ¼ p  p0: Choose e > 0 such that eogðN2Þp1 : Then
jW ðxÞjjxjð2NþeÞðp1ÞpV˜ðxÞ :¼ jxj2d where d :¼ gðN  2Þ  eðp  1Þ > 0: By Theo-
rem 4.4 there is R1XR0 such that the problem
r  a  rv  ðV þ V˜Þv ¼ 0 in BcR1 ; vjjxj¼R1 ¼ 1;
has a unique solution vAHR1 ; which satisﬁes the bounds
c1jxj2NepvðxÞpc2jxj2Nþe for some c1; c2 > 0:
Take m ¼ 1
c2
: For r > R1 deﬁne the mapping T : Sr U f/urAL2ðAR1;rÞ; where Sr :¼
fuAL2ðAR1;rÞ; 0puðxÞpjxj2Nþeg and ur is the weak solution to the problem
r  a  ru  ðV þ Wf p1Þu ¼ 0 in AR1;r;
upjxj¼R1 ¼ m; upjxj¼r ¼ 0:
(
Since jW jf p1pV˜; by the maximum principle urpmv; which implies that TSrCSr: It
is clear that Sr is a closed convex subset of L
2ðAR1;rÞ; urAH
1ðAR1;rÞ; and one can
readily verify that T is continuous on Sr: Hence by the Schauder ﬁxed point theorem
there exists a weak solution urAH1ðAR1;rÞ to the problem
r  a  ru  Vu  Wu p ¼ 0 in AR1;r;
upjxj¼R1 ¼ m; upjxj¼r ¼ 0:
(
ð24Þ
Let jACN0 ðB
c
R0
Þ; jjjxj¼R1 ¼ 1: Using ur  j as a test function for (24) we obtain thatZ
jrurj
2 dxpC for some C independent of R:
Therefore there exists a subsequence of ðurÞ uniformly bounded in LNðBcR1Þ; weakly
convergent inHR1 and strongly convergent in L
2
locðB
c
R1
Þ: So the weak limit u is easily
seen to be a solution to (7). &
Case po1:
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Proposition 5.6. Let po1: Let V ; W satisfy the assumptions of Proposition 5.3. Then
for every compact set KCRN ; such that O ¼ Kc is connected, every nonnegative
supersolution of (7) in O is identically zero.
If in addition we assume that V1Bc
R
AGB then the assertion holds also for
W ðxÞXjxj2:
Lemma 5.7. Let R > 0: Let u > 0 be a supersolution of (10) in BcR and vX0 be a
subsolution of (10) in BcR such that vjjxj¼R ¼ 0: Assume that
v
u
-0 as jxj-N: Then v  0:
Proof. Let nAN: Since v
u
-0 as jxj-N; there exists r ¼ rn such that uðxÞXnvðxÞ in
Bcrn : On the other hand, by the maximum principle uðxÞXnvðxÞ in AR;rn : Hence vp
u
n
a.e. So the assertion follows. &
Lemma 5.8. Let po1; sp2; V be as in Theorem 5.3, and W ðxÞXjxjs: Let u be a
nontrivial nonnegative supersolution of (7) in BcR: Then there exists c > 0 such that
uðxÞXcjxj
2s
1p in BcR:
Proof. It follows from Lemma 5.1 that, for r > R;
mjjryjj22 þ/V
þy2SX/Wuð1pÞy2S; yACN0 ðB2r\BrÞ:
Choosing y as in Corollary 5.2 we obtainZ
A5
4
r;
7
4
r
uð1pÞpcrN2þs:
Hence the assertion follows from the weak Harnack inequality. &
Lemma 5.9. Let 0pVAGB and W ðxÞXjxj2: Let uX0 be a supersolution of the
equation r  a  ru þ Vu ¼ W in BcR: Then there exists c > 0 such that
uðxÞXc log
jxj
R
; jxj > 2R:
Proof. By Lemma 3.4, it sufﬁces to consider the case V ¼ 0; W ¼ d
jxj2
for small d:
Also, it sufﬁces to consider the case when u is a solution to the equation
r  a  ru ¼ W in BcR: Indeed, for e > 0; r > R þ e; consider the Dirichlet problem
in ARþe;r:
r  a  rve;r ¼ W in ARþe;r;
ðve;r  uÞp@ARþe;r ¼ 0:
(
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By the maximum principle, 0pve;rpu: Then the Caccioppoli inequality implies that
the family ðve;rÞ is weakly compact in H1locðB
c
RÞ and compact in L
2
locðB
c
RÞ: It is easy to
see that a limit point v as e-0 and r-N is a solution of the equation r  a  rv ¼
W in BcR; such that 0pvpu:
By Lemma 5.8 uXK : Hence W
u
p d
K jxj2
so that the potential W
u
satisﬁes assumption
(5) and the Harnack inequality (16) holds. Note that u is a solution of the equation
r  a  ru  W
u
u ¼ 0:
Now let 0ooAHR; opfjxj¼1g ¼ R2N be the solution of the equation
r  a  ro ¼ 0 in BcR: For r > 2R; let yAC
N
0 ðAR; 2rÞ; yX1A2R;r ; jryjðxÞpcr for xA
Ar; 2r: Then we have
/o;ry  a  ruS/u;ry  a  roS ¼ d y
o
r2
D E
ðrðxÞ ¼ jxjÞ:
Let mr :¼ inf jxj¼r u: It follows from the Caccioppoli and Harnack inequalities that
j/o;ry  a  ruS/u;ry  a  roSjpc0mrðuÞ þ c1:
On the other hand,
y
o
r2
D E
pc2 log
r
R
 log 2
 
:
So the assertion follows. &
Proof of Proposition 5.6. Let eo2s
1p: By Theorem 4.1 there exists R1 > R; c > 0 and a
solution v1 > 0 of (10) in BcR1 such that v1ocjxj
e: Let v2AHR1 be the solution of (10)
such that v2ðxÞ ¼ v1ðxÞ for jxj ¼ R1: By the maximum principle and Harnack
inequality we infer that v :¼ v1  v2 > 0 in BcR1 ; and clearly vpcjxj
e: Suppose for a
contradiction that u is a nontrivial nonnegative supersolution of (7). Then by Lemma
5.8 uðxÞXc1jxj
2s
1p with some c1 > 0; and the pair u; v satisﬁes the conditions of
Lemma 5.7. Hence we conclude that v  0; which is a contradiction.
Let now WXjxj2 and VAGB: Assume for a contradiction that u is a nontrivial
nonnegative supersolution of (7). Then it follows from Lemma 5.8 that u is a positive
supersolution of the equation r  a  ru þ Vu  cjxj2 ¼ 0 in BcR for some c > 0:
Hence by Lemma 5.9 we infer that uðxÞXc log jxj for large jxj: On the other hand, by
Theorem 3.3, there exists a solution v1 to (10) in B
c
R such that c1pv1pc2 for some
0oc1oc2: The rest of the proof is as in the preceding case. &
The next example shows that in Proposition 5.6 the condition V1Bc
R
AGB cannot
be omitted in the case s ¼ 2:
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Example 5.10. Let po1; eð1 pÞ > 1: The function
uðxÞ ¼ ðlog jxjÞe; jxj > e;
is a positive supersolution to the equation
Du 
k
jxj2 log jxj
u þ up ¼ 0 in BcR
for k > N2
1p and sufﬁciently large R:
Proposition 5.11. Let po1; s > 2; V be as in Proposition 5.5 and jW ðxÞjpjxjs: Then
there exist R1 > R and a strictly positive weak solution u of (7) in BcR1 :
For the proof we need the following lemma which might be of interest elsewhere.
Lemma 5.12. Let s > 0;
%
V ; %VAL1ðBsÞ;
%
Vp %V a.e. and jj
%
V1Bs jjGBo1: Denote ½
%
V ; %V :
¼ fV : Bs-R;
%
VpVp %Vg: For VAL1ðBsÞ satisfying (3) let u ¼TVAL2ðBsÞ be the
solution of the following problem:
r  a  ru þ Vu ¼ 0 in Bs;
upjxj¼s ¼ 1:
(
ð25Þ
Then 0pT %VpT
%
V and T½
%
V ; %VC½T %V;T
%
V : The set T½
%
V ; %V is bounded in
LNðBsÞ-H1ðBsÞ: If Vn-V0 in measure then TVn-TV in measure.
Moreover, if, in addition,
%
V ; %VALNðBRÞ for some RAð0; sÞ then ðTVnÞn converges
uniformly on BR
2
if ðVnÞnC½
%
V ; %V converges in measure.
Proof. It follows from the maximum principle that, for V1; V2 satisfying (3), V1pV2
implies TV1XTV2: In particular, 0pTVpT
%
V for VA½
%
V ; %V: Note that the
assumption yields T
%
VALNðBRÞ:
Choosing TV  1 as a test function one can easily obtain that
jjrTV jj2pc/jV j; jTV  1jSpðjjT
%
VjjN31Þðjj %Vjj13jj
%
V jj1Þ:
Hence the set T½
%
V ; %V is weakly compact in H1ðBsÞ; compact in L2ðBsÞ and
uniformly bounded in LNðBsÞ: Let ðVnÞnC½
%
V ; %V be such that Vn-V0 in measure.
Then the dominated convergence theorem implies that every limit point of ðTVnÞn
coincides TV0: Thus TVn-TV0 in measure.
If
%
V ; %VALNðBRÞ then the De Giorgi theorem (see, e.g. [7, Theorem 8.22]) implies
that the set T½
%
V ; %V is compact in CðBR=2Þ: So the last assertion follows. &
Proof of Proposition 5.11. Let e > 0 be such that s ð1 pÞe > 2: Denote
%
V ðxÞ :¼
V ðxÞ  jxjðsð1pÞeÞpV ðxÞ  jW jðxÞjxjð1pÞe and %VðxÞ :¼ jxjðsð1pÞeÞXjW jðxÞjxjð1pÞe:
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Then there exists R0 > R þ 1; mAð0; 1Þ such that, for all r > R0; jjðj
%
V j þ
%VÞ1Ar;3r jjGBom:
So by Corollary 3.5(a) for a positive solution u of the equation
r  a  ru þ
%
Vu ¼ 0 in Ar;3r;
one can choose a constant cH in the Harnack inequality in A4
3
r; 8
3
r
; independent of
r > R0: Without loss of generality, we assume that cH > 2e:
By Theorem 4.1, there exists R1 > R0 such that a solution v > 0 of the equation
r  a  rv þ 1Bc
R1 %
Vv ¼ 0 in RN ; vð0Þ ¼ 1; exists and satisﬁes the estimate
vðxÞXcH jxj
e; jxj > R1:
Let V˜ :Rn-R be measurable, 1Bc
R1 %
VpV˜p1Bc
R1
%V: Then
jjV˜1B3R1 jjGBp supr>R0
jjV˜1Ar;3r jjGBom:
Hence by Corollary 3.5(a), for kAN; R0 ¼ R12k; the solution u˜ to the problem
r  a  ru þ V˜u ¼ 0 in BR0 ;
uð0Þ ¼ 1; upjxj¼R0 ¼ const ¼: l > 0
(
ð26Þ
exists and satisﬁes the Harnack inequality in BR1 with a constant c0 independent of V˜
and the Harnack inequality in Ar;2r; r > R1; with the constant cH : So u˜ðxÞXc10 ;
jxjpR1: Since v  u˜ is a supersolution of the equation
r  a  ru þ 1Bc
R1 %
Vu ¼ 0 in BR0 ;
it follows from the maximum principle that
inf
jxj¼r
vp sup
jxj¼r
u˜; 0orpR0:
So lXcH ðR0Þ
e and, by the Harnack inequality, u˜ðxÞXjxje; R1pjxjpR02 : Since u˜ is a
supersolution to the equation r  a  ru ¼ 0 in AR0
2
;R0
; for xAAR0
2
;R0
we have
u˜ðxÞX
R0
2
 e
4ðcH ðR0ÞeÞXjxjeððcH2eÞ41ÞXjxje:
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Lemma 5.12 yields that there exists CðR0Þ ¼ CðR0;
%
V ; %VÞ such that jju˜jjH1pCðR0Þl
and lp 1ðT %VÞð0ÞpCðR0Þ; where T is as in Lemma 5.12 with s ¼ R0: It follows that
u˜ASR0 :¼ fuAL2ðBR0 Þ; jjujjH1oC2ðR0Þ; uð0Þ ¼ 1;
uðxÞXc10 for xABR1 ; uðxÞXjxj
e for xAAR1;R0 g:
Let V˜ðf Þ :¼ V  Wf p1: Deﬁne the mapping T :L2ðBR0 Þ*SR0 U f/TfAL2ðBR0 Þ by
Tf :¼
1
ðTV˜ðf ÞÞð0Þ
*TV ðf Þ:
It follows from the preceding argument that TSR0CSR0 : Lemma 5.12 yields that T is
compact and continuous. Hence, by the Schauder theorem T has a ﬁxed point in SR0 :
So there exists a solution u ¼ uR0ASR0 of the equation
r  a  ru þ 1Bc
R1
ðVu  Wu pÞ ¼ 0 in BR0 :
Finally, the assertion follows from a compactness argument similar to that in the
proof of Lemma 3.6. &
Remark 5.13. As analysis of the proofs shows the assertions of Propositions 5.5 and
5.11 hold if W satisﬁes the assumptions that jjW1Ar;3r jjGB-0 as r-N and there
exists a positive constant c such that
R
Ar;2r
W dxpcrNs; r > R:
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