We establish Harnack inequality and shift Harnack inequality for stochastic differential equation driven by G-Brownian motion. As applications, the uniqueness of invariant linear expectations and estimates on the sup-kernel are investigated, where the sup-kernel is introduced in this paper for the first time.
Introduction
Since Wang [19] introduced dimensional-free Harnack inequality for diffusions on Riemannian manifold, his Harnack inequality has been extensively investigated. His type Harnack inequality as a powerful tool in the study of functional inequalities (see [1, 15, 16, 20, 21] ), heat kernel estimates (see [6] ), high order eigenvalues (see [17, 9] ), transportation cost inequalities (see [4] ), and short-time behavior of transition probabilities (see [2, 3, 9] ). To establish Wang's Harnack inequality, Wang and co-authors introduced the coupling by change of measures, see Wang [18] and references within for details.
On the other hand, for the potential applications in uncertainty problems, risk measures and the superhedging in finance, the theory of nonlinear expectation has been developed. Especially, Peng [12, 13] established the fundamental theory of G-expectation theory, GBrownian motion and stochastic differential equations driven by G-Brownian motion (GSDEs, in short).
To establish Wang's Harnack inequality using coupling by change of measures in the linear probability setting, the Girsanov transform plays a crucial role. In [7, 11, 22] , the Girsanov's theorem has been extended to the G-framework, and the Girsanov's formula has been derived for G-Brownian motion. Recently, Hu et al. [8] studied the invariant and ergodic nonlinear expectations for G-diffusion processes.
In this paper, we investigate Wang's Harnack inequality and applications for the following G-SDE
where B t is a G-Brownian motion, and B t is the quadratic variation process associated with B t . Moreover, we study shift Harnack inequality and applications for the following G-SDE
where B t is a G-Brownian motion, The paper is organized as follows. In Section 2, we recall some preliminaries on GBrownian motion, related stochastic calculus and transformation for G-Expection. In Section 3, Wang's Harnack inequality and shift Harnack inequality are established for the nonlinear Markov operator associated with (1.1) and (1.2) respectively. As applications, the sup-kernel and invariant linear expectation for nonlinear Markov operator are investigated.
Preliminaries

Sublinear expectation spaces
In this section, we propose some preliminaries and notations which appeared in Peng [12, 14] . Let Ω be a given set and H be a vector lattice of real valued functions defined on Ω, namely c ∈ H for each constant c and |X| ∈ H if X ∈ H. H is considered as the space of random variables.
Definition 2.1. (Sublinear expectation space) A sublinear expectation E on H is a functional E : H → R satisfying the following properties: for all X, Y ∈ H, it holds that
Then, (Ω, H, E) is called a sublinear expectation space.
Let S d be the collection of all d × d symmetric matrices, X be a G-normal distributed random vector, and G :
Then the distribution of X is characterized by
where C l,lip (R n ) be the space of all real functions ϕ on R n satisfying
for some C > 0, m ∈ N depending on ϕ.
In particular, E[ϕ(X)] = u(1, 0), where u is the solution of the following parabolic PDE defined on [0,
This parabolic PDE is called a G-heat equation.
2.2
G-expectation and G-Brownian motion
Consider the canonical process B t (ω) = ω t , t ∈ [0, ∞), for ω ∈ Ω. For each T ∈ [0, ∞), let Ω T = {ω ·∧T : ω ∈ Ω}, and set
a sequence of d-dimensional random vectors on a sublinear expectation space (Ω,H,Ẽ) such that ξ i is G-normal distributed and ξ i+1 is independent from (ξ 1 , · · ·, ξ i ) for each i = 1, 2, · · ·. We now introduce a sublinear expectation E defined on L ip (Ω) via the following procedure: for each X ∈ L ip (Ω) with 
Capacity and Quasi-Sure Analysis for G-Brownian Paths
Denis et al. [5] proved that there exists a weakly compact family {E θ : θ ∈ Θ} of expectations introduced by probability measures{P θ : θ ∈ Θ} defined on (Ω, B(Ω)) such that
Then the associated Choquet capacity is given by 
Stopping times
In the sequel, we introduce stopping times under G-expectation framework. 
Transformation for G-Expection
To introduce the Girsanov type theorem under G-framework presented in [11, 22] , using the G-capacity of [5] , we need the
, and extendÊ to a unique sublinear expectation onL
then the process M is a symmetric G-martingale.
We propose Girsanov's formula for G-Brownian motion as follows.
and that M is a symmetric
Moreover, Hu et al. [7] construct an auxiliary extended
and
Let (B t ,B t ) be the canonical process in the extended space. Then B t ,B t = t, and
) Let (h t ) t≥0 be a bounded process, then the process
Remark 2.8. We should remark that theB t is aĜ-Brownian motion under
Main Results
For a family of probability measures {µ x,θ :
where P θ is a linear Markov operator. We aim to establish the following Harnack-type inequality introduced by Feng-Yu Wang:
where Φ is a nonnegative convex function on [0, ∞) and Ψ is a nonnegative function on
In the setting of G-SDEs, we establish this type inequality for the associated Markov operatorP T . For simplicity, we consider the 1-dimensional G-Brownian motion case, but our results and methods still hold for the case d > 1. More precisely, consider the following G-SDE
where B t is a G-Brownian motion, B t is the quadratic variation process associated with
for some constant K > 0. From [13] , under (H1) the G-SDE (3.1) has a unique solution for any initial value.
In what follows, for T > 0, we define
where X x T solves (3.1) with initial value x. We have the following result.
Proof. We use the coupling by change of measures as explained in [18] , consider the following coupled stochastic differential equations
1 t≤τ , τ is the coupling time of X and Y defined by
and u · is a force can make the two processes X and Y move together before time T . From assumption (H1) and the expression of η t , (3.4) has a unique solution. By (H1), we have
Taking
we have
which implies τ ≤ T , and thus X T = Y T . By Remark (2.1), we have
, we have
which satisfies G-Novikov's condition. Let
. By Lemma 2.5 and Lemma 2.6, the process
Moreover, Girsanov's formula also implies that
Then, Y t can be reformulated by
). Using Hölder's inequality, we have
Now we estimate the moment of M T . It holds that
From (3.5), we have
Substituting this into (3.7), we have
Combing (3.6) and (3.8), we prove (3.3).
To obtain the shift Harnack inequality, we consider the following G-SDE
where B t is a G-Brownian motion, and b : R → R satisfies the assumption (H1). Then, the G-SDE (3.9) has a unique solution for any initial value. For T > 0, we defineP
where X x T solves (3.9) with initial value x. By the definition of E G (in section 2.6), we have
We have the following result.
Theorem 3.2. Under (H1), for any nonnegative f ∈ B + b (R) and T > 0, x, y ∈ R, the following shift Harnack inequality holds
v with Y 0 = X 0 = x and
whereB t is G-Brownian motion under E G , which is an auxiliary process, one can see in section 2.6 for details. From (H2), we have
By Lemma2.7,
That is Y T = X T + v under E. Then for f ∈ B + b (R), p ≥ 1, by Hölder inequality, we have 
Similarly with the proof of Theorem 3.1, we have
It follows from (3.12) and (3.13) that (3.10) holds.
Applications of Harnack and shift Harnack Inequalities
In this subsection, we give some applications of Harnack and shift Harnack inequalities for invariant linear expectation and sup-kernel estimates. Before that, due to technical difficulties, we need the following invariant linear expectation, let us define the (quasi) invariant linear (nonlinear) expectation and sup-kernel of the operatorP .
Definition 3.1. Let E be a linear (nonlinear) expectation, andP be a nonlinear operator defined on B
(1) E is called a quasi-invariant linear (nonlinear) expectation ofP , if there exists a func-
then E is called an invariant linear (nonlinear) expectation ofP .
(2) A function p on R d × R d is called the sup-kernel (or sup-density) ofP with respect to
To illustrate the above definition, we consider an example as follows. , 1 , let W t be the stand 1-dimensional Brownian motion, consider the following SDE,
Therefore,
(1 − e −1 ) .
Then, p(x, y) = e y 2 2 √ 1−e −1 is a sup-kernel ofP with respect to E 0 , whereP f = sup θ∈Θ P θ f .
Applications of Harnack Inequalities
Now, we consider following Harnack-type inequality (3.14)
Theorem 3.5. Let E be a quasi-invariant linear expectation ofP , and Φ ∈ C 1 ([0, ∞)) be an increasing function with Φ ′ (1) > 0 and Φ(∞) := lim r→∞ Φ(r) = ∞ such that (3.14) holds.
(1) If lim y→x {ψ(x, y) + ψ(y, x)} = 0 holds for all x ∈ R d , thenP is strong Feller, i.e.
(2) LetP f (x) = sup θ∈Θ P θ f (x). Then for all θ ∈ Θ, P θ has a kernel p θ with respect to E, P has a sup-kernel p with respect to E, and every invariant linear expectation ofP is absolutely continuous with respect to E. (2), thenP has at most one invariant linear expectation, and if it has one, a sup-kernel ofP with respect to the invariant linear expectation is strictly positive.
is convex for r 0, then a sup-kerner p ofP with respect to E satisfies
Proof.
(1) Let 0 < f ∈ B b (R d ). Applying (3.14) to f = 1 + ǫf for ǫ > 0, we have
By a Taylor expansion, we get
for small ǫ > 0. Letting y → x, we have
Moreover, letting x → y in (3.15), we haveP f (y) ≥ lim sup x→yP f (x) for all y ∈ R d . Consequently,P f is continuous.
(2) To prove the existence of a sup-kernel, it suffices to proveP 1
We firstly prove that E[1 A ] = 0 impliesP 1 A ≡ 0. Applying (3.14) to f = 1 + n1 A , we have
It follows from E is a quasi-invariant expectation ofP and E[g] < ∞ that
Moreover,
Furthermore, for any invariant expectation
Therefore, E 0 is absolutely continuous with respect to E.
(3) Let p be a sup-kernel ofP with respect to every invariant linear expectation E 0 .
We aim wo prove p > 0. In fact, from the definition of P , then E 0 [1 A ] = 0 implies that P 1 A = 0. To this end, it suffices to show that for any x ∈ R, P 1 A (x) = 0 implies that
, it suffices to show thatP 1 A (x) = 0 implies that E 0 [1 A (x)] = 0. SinceP 1 A (x) = 0, by applying (3.14) to f = 1 + n1 A , we obtain
Letting n → ∞, we conclude thatP
, which implies the sup-kernel p(x, y) > 0.
Next we prove the uniqueness of invariant expectation. Let E 1 is a another invariant linear expectation. From (2) , there exists a function f , for any g, such that
, and E 0 [f ] = 1. We aim to prove that f = 1, E 0 − a.e.. Let p(x, y) > 0 be a sup-kernel ofP with respect to E 0 . Then,P f (
Moreover, sinceP f (x) = sup θ∈Θ P θ f (x), by (2), we know that
Therefore, for any θ ∈ Θ, we havē
(4) Since Φ is an increasing function, we have
Letting n → ∞, by monotone convergence theorem, we get
Since rΦ −1 (r) is convex for r 0, by Jensen's inequality, we have
Combining (3.22) and (3.23), we obtain
(5) This result is obvious, we omit it here.
Next, we give an example which has at most one invariant linear expectation by means Harnack inequality. , 1 , let W t be the stand 1-dimensional Brownian motion, consider the following SDE,
Therefore, for every P θ , there is a same invariant linear expectation E, where
Thus,
Then E is a quasi-invariant linear expectation ofP . Moreover, for every P θ , θ = , 1 and α > 1, it holds that
Then,
By Theorem 3.5,P has at most one invariant linear expectation.
Application of Shift Harnack Inequalities
Now, we consider the following shift Harnack inequality
for some x, e ∈ R d , and constant e C Φ (x,e) ≥ 0. 
ThenP has a sup transition density p(x, y) with respect to the Lebesgue measure.
Proof. From (3.24), we have (3.25) Φ(P f (x))e −C Φ (x,e) ≤P {Φ • f (e + ·)}(x).
Integrating both sides in (3.25) with respect to de, it holds that , 1} and α > 1, it holds that (P θ f (x)) α ≤ P θ (f α (v + ·))(x) exp{C(α, θ)|x − y| 2 } ≤P (f α (v + ·)) exp{C(α, θ)|x − y| 2 }.
Thus, there holds the shift Harnack inequality
LetP f = sup θ= From Theorem 3.7, we know that the p(x, y) is a sup transition density ofP with respect to the Lebesgue measure.
