Abstract. Classical and quantum family algebras, previously introduced by the author and playing an important role in the theory of semi-smiple Lie algebras and their representations are studied. Basic properties, structure theorems and explicit fomulas are obtained for both types of family algebras in many significant cases. Exact formulas (based on experimental calculations) for quantum eigenvalues, their multiplicities, and the trace of the so-called matrix of special elements are conjectured.
Introduction
A new class of associative algebras related to simple complex Lie algebras (or root systems) was introduced and studied in [K] . They were called classical and quantum family algebras (for the definitions, see below).
The aim of the this paper is to present some results about the structure of family algebras. In particular, we give a partial answer to the last of several open questions formulated in [K] :
In general, it would be very interesting to find out which quantum family algebras are commutative and which classical algebras are spanned over I(g) by powers of M or analogous elements related to other generators of I(g).
Generalities about family algebras
We assume that the reader is acquainted with the general background of the theory of semi-simple Lie algebras (see e.g. [OV] ).
1.1. Basic definitions. Let g be a simple complex Lie algebra with the canonical decomposition g = n − ⊕ h ⊕ n + . We denote by P (respectively by Q) the weight (resp., root) lattice in h * and by P + (resp., Q + ) the semigroup generated by the fundamental weights ω 1 , ω 2 , . . . , ω l
Recall that the symmetric algebra S(g) and the enveloping algebra U (g) also have (isomorphic) g-module structures. Namely, let H(g) = m≥0 H m (g) be the graded space of harmonic polynomials on g * ∼ = g.
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Kostant Theorem. a) There is an isomorphism of g-modules
S(g) ∼ = I(g) ⊗ H(g).
( 1) b) For any λ ∈ Q + there is a collection of k = m λ (0) numbers {e 1 (λ), . . . , e k (λ)}, called generalized exponents, such that the Poincaré polynomial of the isotypic component H λ of H is equal to
Though for generalized exponents there is a beautiful Hesselink formula (the q-analogue of the famous Kostant formula for m λ (µ)), the practical use of this formula is very restricted. So, the explicit computation of generalized exponents remains a challenging problem. The relation of this problem to family algebras will be discussed in Section 1.3.
Let G be a connected and simply connected Lie group with Lie( G) = g. The action of g on any finite-dimensional g-module gives rise to the corresponding action of G. In particular, G acts on S(g), U (g), and End V λ by automorphisms of these algebras.
Actually, this action is trivial for g ∈ C, the center of G. So, we can regard it as the action of the adjoint group G = G/C.
Note that the irreducible representation (π λ , V λ ) of G is trivial on C if and only if λ ∈ Q + ⊂ P + .
We define two kinds of family algebras: the classical family algebra C λ (g) and the quantum family algebra Q λ (g) as
1 A polynomial P on a G-vector space V is called harmonic if it is annihilated by any G-invariant differential operator on V with constant coefficients and zero constant term. For V = R n and G = SO(n, R), this reduces to the standard definition of harmonic polynomial in n variables.
It turns out that several important questions in the theory of semi-simple Lie algebras and their representations can be formulated, studied and sometimes solved in terms of these family algebras. In particular, here we discuss their relation to weight multiplicities and generalized exponents.
1.2. Structure of family algebras and weight multiplicities. The following result was obtained in [K] . Theorem 1. Assume that π λ has a simple spectrum (i.e., all weights µ ∈ Wt(λ) have multiplicity 1). Then the algebra C λ (g) is commutative.
We prove here a more general theorem relating the algebraic structure of C λ (g) to weight multiplicities in V λ . To formulate the result, we must introduce an extension of S(g).
Recall that the algebra
. Moreover, we can identify g * with g and h * with h via any Ad-invariant bilinear form. Then the isomorphism in question is just the restriction:
It is also known that I(g) = S(g) G is freely generated by polynomials P 1 , . . . , P l whose degrees are very simply related to the exponents of the adjoint representation:
Let K(h) = Fract S(h) be the field of rational functions on h and K 0 (h) = Fract I(h) be the subfield of W -invariant functions. Clearly, the field K(h) is a Galois extension of K 0 (h), where the role of the Galois group is played by W , the Weyl group of g.
The extension we need is
For g = gl(n) this extension has a very clear meaning: to the polynomials in n 2 matrix elements {x ij } of a matrix X ∈ g we add all rational functions of the n eigenvalues {λ k } of X. This gives rise to an extension
of the classical family algebra C λ (g).
Theorem 2. The extended classical family algebra C λ (g) is isomorphic as a K(h)-algebra to the sum of matrix algebras
Proof. Let us consider an element A ∈ C λ (g) as a polynomial map A : g * → End V λ which is equivariant with respect to the action of G:
Recall that an open dense subset of g consists of regular semi-simple elements, which are Ad-equivalent to regular elements of the Cartan subalgebra h. Therefore the covariance property (6) implies that any A ∈ C λ (g) is completely determined by its restriction A 0 = A| h to the Cartan subalgebra h. The equality (6) also implies that A 0 (X) commutes with π λ (h), h ∈ H. It follows that operators A 0 (X) preserve the weight subspaces V µ λ and their matrices are of block-diagonal form with blocks of sizes m λ (µ), µ ∈ Wt(λ).
Since the correspondence A → A 0 is an injection, we see that C λ (g) is realized as a subalgebra in
We shall usually interpret elements of B λ (g) as polynomial maps
The covariance property (6) implies
So, the image of
However, this image does not coincide with
W are rather close. To make this statement precise, we observe that because S(g) and S(h) are free modules over I(g) ∼ = S(h) W , both C λ (g) and B W are free I(g)-modules. We want to show that after localization they define the same vector spaces over the field
Since the first space is contained in the second, we have only to check that they have the same dimension.
To do this, we pass from K 0 (h) to its Galois extension K(h) and compare the dimensions of B λ (g) := B λ (g) ⊗ I(g) K(h) and of C λ (g) as vector spaces over K(h) .
The space
is just the set of all rational maps from h to Mat m λ (µ) (C). So, its dimension over
On the other hand, the dimension of
The former is equal to the rank of the free I(g)-module C λ (g). Part b) of the Kostant theorem implies that this dimension coincides
Corollary 1. The classical family algebra C λ (g) is commutative if and only if π λ has a simple spectrum.
The general theory of simple central algebras also implies
is the direct sum of matrix algebras over some skew-field extensions of K 0 (h) for which K(h) is a splitting field.
In [K] we showed that for a standard representation of a classical simple Lie algebra g, the algebra C λ (g) ⊗ I (g) K 0 (h) is just an algebraic extension of the field K 0 (h) generated by a special element M (see below).
1.3. Family algebras and generalized exponents. Let us consider the decomposition of the g-module End V λ into irreducible components:
We call the highest weights λ i , 1 ≤ i ≤ p (as well as the corresponding irreducible representations (π λi , V λi )) the children of λ. When π λ is self-dual (i.e., λ = λ * ), the space End V λ ∼ = V λ ⊗ V λ naturally splits into the sum of the symmetric part S 2 V λ and the antisymmetric part 2 V λ . Correspondingly, the set of children splits into girls and boys.
Note that any λ ∈ P + has two "obligatory" children: the zero weight 0 (trivial representation) and the maximal root θ (adjoint representation). In the self-dual case 0 is a girl and θ is a boy.
Let G . As a direct corollary of the Kostant theorem, we obtain the following result:
In particular, we have the identity
The study of family algebras is noticeably simpler when there are no twins, i.e., all weights λ i , 1 ≤ i ≤ p, are different. This condition is satisfied in many important examples, but not in general. E.g., the maximal root θ of sl(n) has twins for n ≥ 3. Namely, the root θ itself occurs twice: as a girl and as a boy.
I do not know any general criterion of the absence of twins.
Example 1. Let g = sl(n + 1) and λ = ω 1 , the first fundamental weight. Then (π λ , V λ ) is just the standard representation. There are two children: λ 0 = 0 (the trivial representation) and λ 1 = ω 1 +ω n (the adjoint representation). The space W 0 consists of scalar matrices and W 1 of traceless matrices. We say more about this example below.
Example 2. P. Deligne discovered (see [D] ) a remarkable collection of eleven algebras which includes all exceptional Lie algebras and some classical simple Lie algebras and Lie superalgebras. They depend on a rational parameter µ which takes the values 1 5 1 4 1 3 1 2 2 3 1 3 2 2 3 4 5.
It turns out that for any Lie algebra g from this list there are exactly five children of the maximal root θ: three girls 0, λ 1 , λ 2 and two boys: θ, λ 0 . The dimensions of all five representations are rational functions of the parameter µ.
E.g., for the adjoint representation the formula is It would be very interesting to have a uniform description of the corresponding family algebras.
Example 3. Let g be any simple Lie algebra and λ = ρ (a sum of positive roots, which is also equal to the sum of fundamental weights). An observation made by B. Kostant implies that the children of ρ are exactly the representations occurring in the decomposition of the exterior algebra (g) and their multiplicities are the multiplicities in (g) divided by 2 rk g .
Some distinguished elements in family algebras.
Recall that a special element M was introduced in [K] both in quantum and classical family algebras. Namely, let {X i } and {X i } be dual bases in g with respect to some Ad-invariant bilinear form. Then the element
belongs to C λ (g) (resp., to Q λ (g)) if we interpret X i as an element of S(g) (resp., of U (g)).
We give here the definition of more general elements which correspond to the elements of I(g) in the classical case, and those of Z(g) in the quantum case. We call them M -type elements.
I. Classical case. Let again {X i } be a basis in g and {∂ i } be the corresponding partial derivatives. For any P ∈ I(g) we put
An easy check shows that M P ∈ C λ (g). For a quadratic invariant polynomial C = i X i X i , the element M C coincides with (10).
Lemma 1 (Theorem M in [K] ). All M -type elements belong to the center of the algebra C λ (g).
II. Quantum case.
In this case we have no partial derivatives, but we can use the Hopf structure on U (g) to define a commutative subalgebra in Q λ (g).
Let ∆ :
(12)
Lemma 2. For any A ∈ Z(g) the element δ(A) belongs to Q λ (g).
Proof. Since the map δ is G-equivariant, we see that for A ∈ Z(g) the element δ(A)
Example 4. For the quadratic element
where M is the element defined above by (10).
Remark 1. Note that there is another, simpler way to embed I(g) into C λ (g) (resp., Z(g) into Q λ (g)). Namely, consider the subalgebra of scalar matrices in a family algebra. We leave as an easy exercise to check that this subalgebra is naturally isomorphic to I(g) in the classical case and to Z(g) in the quantum one. The relationship between these embeddings is rather interesting and practically unexplored.
1.5. Family algebras associated to a simple spectrum representation. The most popular and best investigated examples of representations with a simple spectrum are symmetric powers (π kω1 , V kω1 ) of the standard representation of sl(N ) (or gl(N )). Of course, the dual representations (π kωn , V kωn ) have the same property.
Below we consider the two simplest examples: 1) the dual to the standard representation of gl(N ); 2) the N -dimensional irreducible representation of sl(2). In all these examples the classical family algebra is commutative and generated over the subalgebra of scalar matrices by the element M . Thus, it is the algebraic extension of the polynomial algebra C [g] G defined by the Hamilton-Cayley identity:
where
The quantum family algebra is a deformation of the classical one, since U (g) is a deformation of S(g).
It turns out that the quantum family algebra Q λ (g) is the algebraic extension of the center Z(g) of U (g) defined by the quantum analogue of the Hamilton-Cayley identity. This analogue has the same form (10) but with different coefficients c k .
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In the second part we shall describe these coefficients explicitly for the two series of examples mentioned above.
2. The quantum family algebra and Laplace-Casimir operators for GL(N ) 2.1. Setting the problem. Let Q be the quantum family algebra for the Lie algebra g = gl(N, C) with the basis E ij of standard matrix units multiplied by the deformation parameter . For the irreducible representation of g we choose π ω * 1 , the dual to the standard representation.
Recall that Q consists of N × N matrices A with entries A ij ∈ U (gl(N, C)) satisfying the condition
Let M denote the element of Q given by
Let v λ ∈ V λ be a highest weight vector and v * λ ∈ V * λ be the lowest weight vector normalized by the condition v * λ , v λ = 1.
The well known Harish-Chandra map β from
For technical reasons it is convenient to introduce the order in R N which is opposite to the standard alphabetical order. Then the dominant weights λ will satisfy λ 1 ≤ λ 2 ≤ · · · ≤ λ N . The advantage is that the recurrent formula below will not contain N explicitly.
It is well known that the image of Z(g) under β consists of all polynomials which are invariant under the twisted action of the Weyl group W . In our case W S(N ) and the action in question is
In other words,
Remark 2. Note that our vector ρ differs from the commonly used half sum of positive roots (1, 1, . . . , 1) , which is W -invariant. Of course, the difference disappears when we pass to the simple subalgebra sl(N, C) ⊂ gl(n, C).
It is easy to derive from (14) that the elements T k = tr(M k ) belong to Z(g). We are interested in an explicit formula for the polynomials ∆ k (λ) = β(T k ), which are symmetric functions in variables µ i = λ i + ρ i = λ i + i − 1. This is a rather well-known problem and several authors have contributed to its solution.
Actually, the answer cannot be very simple. E.g., in [PP] it is expressed as the sum of all matrix elements of the N -th power of a certain N ×N matrix. Equivalent results were obtained by [O] , [S] , [Zh] and others.
During my study of quantum family algebras, I found a relatively manageable expression for ∆ k . I have not seen any published version of this formula but cannot guarantee that it does not exist.
Remark 3. In the preliminary draft of this paper (Preprint ESI, No. 940, 2000) , I suggested to call the result Ilyin's formula for two reasons:
First, my computations were finished on 24 August of 2000, the 2 6 -th birthday of my best friend, the geographer Pavel Ilyin.
Second, according to the well-known Arnold's Law, no formula or theorem bears the name of its discoverer (including Arnold's Law itself).
Being convinced by the referee's remark, I do not insist on this terminology.
The formula in question is
Here h k is the complete symmetric function of degree k (the sum of all different monomials of that degree) and denotes the deformation parameter. In particular, for small N and = 1 we have:
Sometimes it is useful to rewrite this formula using another basis in the space of symmetric polynomials, that of monomial symmetric functions:
where |δ| = δ 1 + · · · + δ s and l(δ) = s for δ = (δ 1 , . . . , δ s ). Further, one can introduce the generating function
Using formula (19), we obtain the expression
which one can easily derive using the identity
(See the details in the proof below.) The last form allows to represent the sequence ∆ k (µ) as a sum of geometric progressions with ratio µ i , 1 ≤ i ≤ N . Namely,
This form of the result is actually known (see [O] , [Zh] ).
2.2. The connection between different versions of the result. To derive equality (22) from (19), we introduce the rational function
It is evident that lim z→∞ F (z) = −1 and a direct computation shows that
We introduce one more parameter t and consider the integral
where R is assumed to be greater than max i |µ i | but less than t −1 . We can compute the integral (24) with the help of the residue formula. Since our function F has only simple poles µ 1 , . . . , µ N inside the disc |z| ≤ R, we obtain
On the other hand, we can also use the fact that outside the disc F has a simple pole at t −1 and also a nonzero residue at ∞. Then we come to the expression
This expression can be rewritten in the form
Comparing the two expressions for the integral, we obtain the identity
Thus, we have proved that (19) is equivalent to (22).
2.3. Recurrence relation and proof of the result. We shall use notation similar to that introduced in [MNO] : the matrix elements of M k are denoted by
i,i ∈ U (g) have zero weight. Therefore they commute with elements of U (h) and for any representation (π λ , V λ ) the operator π λ (E (k) i,i ) preserves the weight decomposition of V λ . In particular, there is a constant c
(25) We shall use the equality
to derive a recurrence relation for the quantities c
i . To do this we note that E i,j v λ = 0 if i > j. So, when we apply both sides of (26) to v λ , it suffices to perform the summation in the right-hand side only for s ≤ i.
This yields the desired recurrence relation
Note that the quantity c i (µ) depends only on µ 1 , . . . , µ i as well as the sum s
We shall now prove formula (19) by induction on k and N . We rewrite it in terms of the quantities s (k) n using (22):
For k = 0 it reduces (see (12)) to
= N . This follows from (16) and the relation lim z→∞ z(F (z) + 1) = N . Assume that it is true for k ≤ n and all N and also for k = n + 1 and the number of variables strictly less than N . Our goal is to check it for k = n + 1 and N variables. We shall use the relation
to rewrite (27) as
we obtain the expression
Since (21) is supposed to be true for all terms of the right-hand side, we get
Using the relation
we see that in both cases we have b
2.4. Discussion. First of all we would like to observe that formula (22) looks like the trace of the k-th power of an operator with eigenvalues µ i and "multiplicities" a
, 1 ≤ i ≤ N . I suggest to call them quantum multiplicities. The sum of quantum multiplicities is equal to N , the size of the matrix, but the multiplicities themselves are not integers! Second, the matrix M satisfies the quantum analogue of the Hamilton-Cayley identity:
where the coefficients a k are some elements of Z(g). For a general matrix A with entries from a noncommutative algebra A , there is no reason to have something like this. There is, however, a case when the powers of A are linearly dependent over the center Z of A. This happens when A is similar to a matrix with elements from Z. We show that this is exactly the case in which we consider the element M in our quantum family algebra.
Recall that a generic matrix over a commutative field can be reduced to the so-called second normal form:
Indeed, if A possesses a cyclic vector v, i.e., a vector v such that the vectors v k = A k−1 v are linearly independent for 1 ≤ k ≤ n, then A takes the form (23) in the basis v 1 , . . . , v n .
It turns out that over the skew-field D(g) generated by U (g), the matrix M can be reduced to second normal form. For N = 2 it will look as follows:
, where a 1 = E 11 + 1 + E 22 = tr M + 1,
This implies the recurrence relation
which is the quantum analogue of the Hamilton-Cayley identity. Note also the following expression, valid for any analytic function f :
where µ 1,2 are roots of the quadratic polynomial µ 2 − a 1 µ − a 2 .
3. The quantum family algebra for irreducible representations of sl (2) The results and conjectures discussed below are based on direct computations performed by N. Rojkovskaya. It is a challenge to find a conceptual explanations of these results and extend them to the case g = sl(N ) or gl(N ).
3.1. Setting the problem. Let g = sl(2) and E, F , H be a standard basis in g. We prefer to replace it by the new basis E = E, F = F , H = H, so that the commutation relations take the form
and give the explicit deformation of the abelian Lie algebra. Let (π n , V n ) be a (n + 1)-dimensional irreducible representation of g, the n-th symmetric power of the standard 2-dimensional representation π 1 .
In an appropriate basis in V n , the operators of the representation have the form The problem is to find explicit formulas for the quantum eigenvalues and quantum multiplicities of the element M = 1 Eπ n (F ) + F π n (E) + 1 2 Hπ n (H) .
Results and conjectures.
The main statement is the following conjectural formula based on a direct computation of the second normal form of the matrix M for small values of N . We write it in the form of the following Conjecture. Let ∆ = H 2 + 2EF + 2F E be the standard generator of Z(g). Then
a) The quantum eigenvalues of M are
b) The corresponding multiplicities are
c) The trace of M p is given by
I have no doubts that this conjecture is correct. 4 It is quite possible that it could be proved by the method of [PWZ] .
