Rapid develop ment of the mult imedia and the associated technologies urge the processing of a huge database of video clips. The processing efficiency depends on the search methodologies utilized in the video processing system. Use of inappropriate search methodologies may make the processing system ineffective. Hence, an effective video retrieval system is an essential pre-requisite for searching relevant videos from a huge collection of videos. In this paper, an effective content based video retrieval system based on some dominant features such as motion, color and edge is proposed. The system is evaluated using the video clips of format MPEG-2 and then precision-recall is determined for the test clip.
Introduction
Multimedia informat ion systems are increasingly important with the advent of broadband networks, h ighpowered workstations, and compression standards. Since visual media requires large amounts of storage and processing, there is a need to efficiently index, store, and retrieve the visual information fro m large volume of data and this data needs to be transmitted for further processing or retrieval. Co mpressed data will efficiently reduce the storage and the transmission of the compressed data will also make the video accurate and perfect.
Video has both spatial and temporal dimensions and video index should capture the spatial-temporal contents of the scene. In order to ach ieve this, a v ideo is first segmented into shots, and then key frames are identified and used for indexing and retrieval [2] .
Most of the research in the area of v ideo retrieval is being carried out. Video Retrieval in co mpressed domain is still a young and rapidly evolving field in the area o f mu ltimed ia. Various factors have contributed towards the triggering of interest in this field. They are 1) much of the mu ltimedia content available today is in
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compressed format already and most of the new video and audio data produced and distributed will be in standardized, co mpressed format. Using comp ressed-domain features directly makes it possible to build efficient and real-time video indexing and analysis systems. 2) So me features, such as motion informat ion, are easier to extract fro m co mpressed data without the need of extra, expensive co mputation. Of course, most features can be obtained fro m unco mpressed data as well, usually with a h igher precision but at a much h igher computational cost. 3) In practical systems, trade-off between efficiency and accuracy can be explored. Video retrieval can be categorized into two parts, that is, seg mentation and the retrieval system design. Segmentation in video retrieval includes splitting larger video units (scenes, clips) into smaller units (shots, key-frames) [1] . The variat ions between adjacent frames have to be discovered to segment the video shot [2] . The video retrieval system can be broadened into two major parts: a module for the extraction of representative features from v ideo segments and defining an appropriate similarity model to arrange similar video clips fro m video database [3] . A content-based visual query system needs a number of basic co mponents with visual feature extraction [4] , feature indexing data structure, distance (or similarity) measurement, fast search methods, integration of different visual features, and integration of visual features as well as text-based indices [5] . Consequently, the design of retrieval system comprises of three distinct sub-sections that consist of visual feature extraction (color, textu re and shape), mu ltidimensional indexing and the techniques of querying the system [6] . Feature extraction is the elementary foundation for content-based video retrieval.
Further, feature extraction techniques can be categorized as domain-specific features or general features. General features contain shape and color whereas domain specific relates to application-dependent features; for example, face recognition in an identification system [6] . The three major facets of feature extraction are presently being researched. Colo r extraction has been the most widely utilized feature, because it provides a consistent depiction even in the presence of variations of light, scope and angle [7] . More specifically, the Color Histogram Technique is employed to ext ract this characteristic [8] and [9] .
Here, we p ropose an effective CBVR system based on some do minant features such as motion, color. The database video clips are segmented into different shots. The system is comp rised of t wo stages, namely, feature extraction and retrieval of similar v ideo clips for the g iven query clip. In the feature extract ion, motion features is extracted using Squared Euclidean distance whereas color feature is ext racted based on color quantization. When a video clip is queried, the second stage of the system retrieves a given number of video clips fro m the database that are similar to the query clip. The retrieval is performed based on the LSI, which measures the similarity between the database video clips and the query clip. The rest of the paper is organized as fo llo ws: Section 2 describes the proposed CBVR system. Section 3 discusses about the imp lementation results and Section 4 concludes the paper.
The Proposed Content Based Vi deo Retrieval System
The proposed CBVR system is comprised of the three processes, namely, shot segmentation, feature extraction and retrieval of v ideo clips based on query clip. This process is detailed as follows.
Shot Segmentation
In the process of shot segmentation, the entire v ideo clips are separated into 'chunks' or v ideo shots [10] . 
Feature Extraction
In the process of feature ext raction, some dominant features such as Motion and Quantized color feature are determined. The feature ext raction process is described as follows.
Motion feature extraction
Motion features are any components in the video clip that exh ibits motion i.e. the co mponents that shows movement in the consecutive frames. They are ext racted by dividing the frames of a particu lar shot into several blocks and then by identify ing the blocks that exh ib its motion in the consecutive frames. Hence, each frame of the th k shot is sub-divided into b n blocks (each of size n m × ) and then the SED is determined for the blocks of two consecutive frames. The b locks are stored as the motion feature of the th i video clip and they are stored in the feature database as a vector.
Extraction of Quantized Color feature
Color quantization or color image quantization is a process that lessens the number of indiv idual colors emp loyed in an image or frame of a video clip, generally with the intent that the new image should be as visually identical to the original image. Here, with the aid of the color quantization process, the color features are extracted fro m the shot segmented video clips. To acco mplish this, firstly, all the frames of every shot of 
Retrieval of video clips based on query clip
The retrieval, the database video clips that are similar to the query clip are ret rieved by means of measuring the similarity in between the query clip and the database video clips. When a query clip is given to the proposed retrieval system, all the aforesaid features are ext racted as performed for the database video clips. Then, with the aid o f LSI, similarity is measured between every database video clip and the query clip.
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Edge density extraction
The edge density feature is an attribute of a video clip that can indicate the clip frames by means of magnitude of the edge of any object present in the clip. To extract the feature, firstly, the shot segmented video clip is resampled so that the frames of the shot segmented video clip acco mplish the size of r r N M × . The resampled frames of the shot segmented video clip are subjected to gray scaling operation and so that every frame of the shot segmented video clips that are in RGB color space is converted to gray scale. Then, t wo pixel distances are determined.
Once the distance is calculated, an edge preserving operation is performed based on the obtained distance and so three classes of edges are obtained
Similarity measure by LSI
In this sectionwe perform the LSI based similarity measure. For every video clip, the feature vector which we have computed earlier, the transpose of this each feature vector extracted is co mputed. Th is will convert every feature vector in the colu mn vector fo rm. The co lu mn vectors for the motion feature of all the database video clips are concatenated and then by appending zeros in the necessary locations, a feature matrix is generated. Then, the column vectors of the next feature, colo r, are appended just below the particular location of the feature matrix. In other words, the column vector for color feature of the 0th video clip is concatenated below the element of the 0th colu mn of the feature matrix. Same In the first process of LSI based similarity measure, the matrix A is subjected to SVD decomposition.
Hence, the database video clips that are similar to the query clip are retrieved based on the LSI.
Results And Disscussions
The proposed retrieval system is implemented in the MATLAB p latform (version 7.8) and tested using the database video clips of MPEG-2 format. The frame results obtained in the intermediate process and the retrieval process of the proposed CBVR system is captured.
Moreover, the proposed system is evaluated by determin ing the precision and recall using "(1)" and "(2)" respectively. The determined precision and recall for a given query image is plotted and the graph that depicts the precision vs recall is computed. 
Quantized Color and Edge Density Features
The depicted results as well as the precision-recall calculat ion show the effectiveness of the proposed CBVR system.
Conclusion
In this paper, we have proposed an effective CBVR system based on the dominant features such as motion feature, quantized color feature. The results have shown that the proposed system retrieves the database video clips that are relevant to the query clip in an effective manner. The efficacy of the proposed system has also been shown by the precision-recall values determined for a given query clip. The proposed system is effective mainly because of the features that are proposed to extract fro m any video clip. The classic color feature, color histogram, is replaced by quantized color feature. The extracted features, motion feature, quantized color feature have the capability of d ifferentiating the video clips. Moreover, the LSI which has been utilized in measuring the similarity has performed well in retriev ing the video clips that are relevant to the given query clips.
