A new interacting multiple model (IMM) algorithm using intelligent input estimation (IIE) is proposed for maneuvering target tracking. In the proposed method, the acceleration level for each sub-model is determined by IIE-the estimation of the unknown target acceleration by a fuzzy system using the relation between the residuals of the maneuvering filter and the non-maneuvering filter. The genetic algorithm (GA) is utilized to optimize a fuzzy system for a sub-model within a fixed range of target acceleration. Then, multiple models are represented as the acceleration levels estimated by these fuzzy systems, which are optimized for different ranges of target acceleration. In computer simulation for an incoming anti-ship missile, it is shown that the proposed method has better tracking performance compared with the adaptive interacting multiple model (AIMM) algorithm. key words: interacting multiple model algorithm, intelligent input estimation, maneuvering target, fuzzy system, genetic algorithm
Introduction
Maneuvering target tracking, which is considered as an adaptive filtering problem including the uncertainty of a target model caused by the acceleration, has been studied in the field of state estimation over decades. The Kalman filter has been widely used as a tracking filter to estimate the position, the velocity, and the acceleration of a target, but in the presence of a maneuver, its performance may be seriously degraded. To solve this difficulty, various techniques have been investigated and applied. First, in 1970, Singer proposed a target tracking model in which maneuver was assumed as the first order Markov process with time correlation [1] . Since the Singer's method, recent researches are roughly divided in two main approaches. One approach is to detect the maneuver and then to cope with it effectively. Examples of this approach include the input estimation (IE) technique [2] , [3] , the variable state dimension (VSD) approach [4] , and so on. The other approach is to describe the motion of a target with multiple models. The interacting multiple model (IMM) algorithm [5] - [7] and the adaptive IMM (AIMM) algorithm [8] , [9] are included in this ap-proach. In this paper, the second approach is mainly discussed.
The accuracy of maneuvering target tracking using multiple models relies upon the suitability of each target motion model to be used for a maneuver. In the IMM algorithm, the estimate is obtained by a weighted sum of the estimates from sub-models in accordance with the probability of each model being effective. But, to construct multiple models, this method requires predefined sub-models with the different dimensions or process noise levels in consideration of the properties of the maneuvers. On the other hand, the AIMM algorithm needs no predefined sub-models because it estimates the acceleration of the target adaptively and constructs multiple models using this estimated acceleration. However, the acceleration intervals, which are symmetrically added to or subtracted from the estimated acceleration value to construct multiple models, should also be determined by the properties of the maneuvers.
In this paper, to relax these prior requirements of the conventional methods, improve the tracking performance, and establish the systematic tracker design procedure for a maneuvering target, we propose an IMM algorithm using intelligent input estimation (IIE). In the proposed method, the acceleration level for each sub-model is determined by the IIE. The IIE means the estimation of the unknown acceleration input within a fixed range by a fuzzy system using the relation between the residuals of the maneuvering filter and the non-maneuvering filter at every sampling time. The genetic algorithm (GA) is utilized to optimize the parameters and the number of rules of a fuzzy system for a sub-model within a fixed range of acceleration input. Then, multiple models are represented as the acceleration levels estimated by these fuzzy systems, which are optimized for different ranges of acceleration input. This paper is organized as follows: Sect. 2 describes maneuvering target model and summarizes the AIMM algorithm as preliminaries, and the details of the IMM method using IIE are described in Sect. 3. In Sect. 4, the tracking performance of the proposed method is compared with that of the AIMM algorithm. Conclusions are finally drawn in Sect. 5.
Preliminaries

Maneuvering Target Model
The linear discrete models for a maneuvering target and a Copyright c 2005 The Institute of Electronics, Information and Communication Engineers non-maneuvering target are described for each axis by
where
are the state vectors for a maneuvering filter and for a nonmaneuvering filter, respectively. F is the transition matrix, G is the excitation matrix, a(k) is the unknown deterministic acceleration, and w(k) is the process noise. The measurement equation is
where H is the measurement matrix and v(k) is the measurement noise. w(k) and v(k) are considered as zero-mean white Gaussian noise sequences with the variance q and r, respectively. Matrices F, G and H are specified as follows:
where T is the sampling time.
AIMM Algorithm
The AIMM algorithm uses a limited number of sub-filters with acceleration levels near to the estimated acceleration obtained from the two-stage Kalman estimator [8] , [9] . One sub-filter can contain the estimated acceleration, while the other sub-filters are assigned different acceleration levels distributed symmetrically about the estimated acceleration. In the case of N sub-filters for each axis, the set of multiple models is represented as Fig. 1 The AIMM algorithm.
whereâ(k) is the estimated acceleration and ε N−1 2 is the predetermined acceleration intervals. Figure 1 describes the configuration of the AIMM algorithm with N sub-filters.
A major advantage of the AIMM algorithm is that it does not need predefined sub-models unlike the IMM algorithm by using the estimated acceleration from the twostage Kalman estimator to determine the acceleration levels for sub-models. However, in this algorithm, the acceleration intervals for the different acceleration levels should be determined in advance, and the delay involved in the target acceleration estimation using two-stage Kalman estimator should also be treated appropriately.
IMM Method Using Intelligent Input Estimation
Intelligent Input Estimation
In this paper, we propose an IMM method using IIE to relax the prior requirements of the conventional multiple model methods, and improve the tracking performance. The acceleration level for each sub-model is determined by the IIE. The IIE means the estimation of the unknown acceleration input within a fixed range by a fuzzy system using the relation between the residuals of the maneuvering filter and the non-maneuvering filter at every sampling time. The jth fuzzy rule for a sub-model is represented by
where two input variables, χ 1 and χ 2 , are the nonmaneuvering filter residual ν * (k) and the difference between the non-maneuvering filter residual ν * (k) and the maneuvering filter residual ∆ν
, respectively. A consequent variable y is the acceleration levelā j for the jth fuzzy rule. A i j , i = 1, 2, j = 1, . . . , M, are fuzzy sets, and throughout this paper, they have the Gaussian membership function with the center c i j and the standard deviation σ i j as follows:
By using the product inference and the center-average defuzzifier,ā(k) is estimated in the following form:
According to the universal approximation theorem [10] , there exist the optimal parameters c i j , σ i j andā j which can estimateā(k) as closely as possible. In this paper, the GA is applied to optimize the parameters in both the premise part and the consequence part of the fuzzy system simultaneously [11] - [14] . Obviously the fuzzy system should be designed such that the difference between the actual acceleration and the estimated one is minimized.
The GA represents the searching variables of the given optimization problem as a chromosome containing one or more sub-strings. In this case, the searching variables are the center c i j and the standard deviation σ i j for a Gaussian membership function of the fuzzy set A i j and the singleton output a j . A convenient way to convey the searching variables into a chromosome is to gather all searching variables associated with the jth fuzzy rule into a string and to concatenate the strings as
where S j is the real coded parameter sub-string of the jth fuzzy rule in an individual S . At the same time, to identify the number of fuzzy rules, we utilize the binary coded rule number string, which assigns a 1 or 0 for a valid or invalid rule, respectively. Figure 2 illustrates the structure of a chromosome. Initial population is made up with initial individuals to the extent of the population size. The premise string of each initial individual is determined at random within the given search space, i.e., the range of two input variables ν * (k) and ∆ν * (k), which are obtained by adding the random accelerations to the target model. The corresponding consequent string is determined randomly within the possible range of the acceleration.
Each individual is evaluated by a fitness function. In order to minimize the tracking error and the number of rules of the fuzzy system simultaneously, we use the fitness function of the form
where λ is a positive scalar to adjust the weight between the error and the number of rules. The GA to optimize each fuzzy system in the FIMM method is summarized as follows:
Step 1: Set the initial parameters for GA: maximum generation number (G n ), maximum rule number (P r ), Fig. 2 The structure of the chromosome.
population size (P s ), crossover rate (P c ), and mutation rate (P m ).
Step 2: Generate the initial population G(0) in a random manner such that all searching variables exist within the search space.
Step 3: Decode the chromosome of each individual in the population and determine the fuzzy system for a sub-model. Evaluate the determined fuzzy system by (9).
Step 4: Evolve a new population G(i + 1) by reproduction, crossover, and mutation.
Step 5: Increase the generation number by one, and replace the old generation with the new one G(i) = G(i + 1). During the replacement, preserve an individual which has the maximum fitness value by the elitist reproduction.
Step 6: Repeat from Step 3 to 5 until the generation number reaches G n .
Finally, the proposed IIE is summarized as Fig. 3 .
IMM Algorithm Using IIE
In the proposed IMM algorithm using IIE, the range of the acceleration u(k) is divided into N intervals for N sub- Fig. 3 The configuration of the IIE. models, the set of N multiple models is represented as
whereā m (k), m = 1, . . . , N, is the estimated input by the mth optimized fuzzy system. One cycle of the proposed IMM algorithm using IIE is summarized as follows:
Interaction of the estimates (mixing)
The mixed state estimate X 0m (k−1|k−1) and its error covariance P 0m (k − 1|k − 1) are computed from the state estimates and their error covariances of sub-filters as follows:
where the mixing probability µ n|m and the normalization constant α m are
where φ nm is the model transition probability from the nth sub-model to the mth one, and µ n (k − 1) is the model probability of the nth sub-model at time k − 1.
Filtering algorithm
Each sub-model provides the model state estimate update using the estimated accelerationā m (k) from (7). X 0m (k − 1|k − 1) and P 0m (k − 1|k − 1) are used as inputs to the subfilter matched to the mth sub-model to compute X m (k|k) and P m (k|k).
where S m (k) and K m (k) are the innovation covariance and the filter gain of the mth sub-model, respectively.
Computation of model likelihood
Model likelihood Λ m (k) is computed by the following Gaussian function:
Update of model probability Model probability µ m (k) is updated according to the model likelihood and the model transition probability governed by the finite-state Markov chain.
Combination of estimates
The combined state estimate and its error covariance are obtained from a probabilistic sum of the state estimates and their error covariances of sub-filters as follows: Figure 4 describes the IMM method using IIE.
Remark 1:
The proposed algorithm should be distinguished from the conventional algorithms in that it has the following advantages over them:
(i) Unlike the IMM algorithm, the proposed IMM algorithm using IIE does not require the sub-models with the different dimensions or process noise levels, which are predefined in consideration of the property of the target maneuver, and can guarantee better tracking performance for a maneuvering target since the fuzzy systems well estimate the unknown target acceleration input. (ii) Unlike the AIMM algorithm, the adjustment for different acceleration levels in accordance with the property of target maneuver are not required in order to construct the accurate sub-models. (iii) Although the statistical property of target maneuver is unknown, the proposed algorithm can be utilized if the maneuver is within the maximum acceleration.
Simulation Results
To show the effectiveness of the proposed method, a scenario for tracking a maneuvering target is examined, and before that, the fuzzy systems to estimate the target acceleration are oprimized off-line. For comparison purpose, we also simulated the conventional AIMM algorithm. The target is assumed as an incoming anti-ship missile on the x-y plain [15] . The initial position of the target is at (72.9, 21.5) km, and it moves with a constant velocity of 0.3 km/s along a −150 degree line to the x-axis. For both x and y axes, the standard deviation of the zero-mean white Gaussian measurement noise is 0.5 km and that of a random acceleration noise is 0.001 km/s 2 . Firstly, the fuzzy systems for the proposed method are optimized off-line by the GA. The initial parameters of the GA are shown in Table 1 . We use three sub-models to track a maneuvering target, that is, N = 3. For the convenience, the maximum acceleration input is assumed to be 0.1 km/s 2 , which is determined to sufficiently cover the target maneuver. Three fuzzy systems are optimized off-line for the three acceleration intervals, −0.01 <ā 1 < 0.01 km/s 2 , 0.01 ≤ā 2 ≤ 0.1 km/s 2 , and −0.01 ≤ā 3 ≤ −0.1 km/s 2 , for 40 seconds after the filter is near the steady state. This acceleration intervals can be determined in arbitrary manner since it is hard to know the exact target accelerations in real situation, but intuitively we can see that the smaller range of acceleration interval yields the better tracking performance for the accelerations within that range. The fuzzy systems to approximateā m (k) are shown in Table 2 , 3 and 4, respectively, and their functional relationships are shown in Fig. 5 . The target has the lateral accelerations as shown in Fig. 6 , and the corresponding target motion is illustrated in Fig. 7 . The standard deviations of the bias filter and the biasfree filter for a two-stage Kalman estimator are 0.01 km/s 2 and 0.001 km/s 2 , respectively, which will be used only for the AIMM algorithm. The model transition probability matrix, φ nm is assumed to be
We further assume that the initial motion of the target is more similar to that from the first sub-model, so the initial model probability for each sub-model is chosen as
The acceleration levels of the sub-models for AIMM algorithm are shown in Table 5 , where AIMM3 and AIMM5 denote the AIMM algorithms with three and five sub-models, respectively. The position and velocity error reduction factors to compare the performances of two algorithms are defined as follows: For the quantitative comparison between the performances of two algorithms, we utilize the average of P e (k) and V e (k) over the total time S as follows:
The simulation results over 100 runs are shown in Fig. 8 and Table 6 . In Fig. 8 , one can see that the proposed FIMM algorithm produces smaller position error as well as velocity error at almost every time than the AIMM algorithms. In Table 6 , it is reported that the tracking errors of the position Table 5 The acceleration levels of the sub-models. Fig. 8 The comparisons of (a) position error reduction factor and (b) velocity error reduction factor: the proposed method (star-dashed), AIMM3 (dashed), and AIMM5 (dash-dotted).
and the velocity in our method are reduced by 10.2% and 29.2%, and 9.7% and 27.9% compared with the AIMM3 and AIMM5 in average sense, respectively. It is because, although the property of the maneuver is unknown, each fuzzy system for the proposed IMM algorithm using IIE can well estimate the unknown target acceleration from the relation between the residuals of the maneuvering filter and the non-maneuvering filter at every sampling time. On the other hand, we can see that the poor tracking performance of the AIMM algorithm arises from the poor estimation of the complex target accelerations. Since the proposed algorithm does not require the predefinition of sub-models and adjustment for different acceleration levels in the consideration of target maneuver, that are the prerequisites of the IMM and the AIMM algorithms, it has strong potential in practical applications.
Conclusions
In this paper, we have proposed the IMM algorithm using IIE for maneuvering target tracking. In the proposed method, the acceleration level for each sub-model was determined by IIE-the estimation of the unknown acceleration input by a fuzzy system using the relation between the residuals of the maneuvering filter and the non-maneuvering filter.
The GA was utilized to optimize a fuzzy system for a submodel within a fixed range of acceleration input. Then, multiple models were composed of these fuzzy systems, which were optimized for different ranges of acceleration input. In computer simulation for an incoming anti-ship missile, we could obtain better tracking performance compared with the AIMM algorithm, and we could overcome the mathematical limits of the conventional multiple model methods.
