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Der Block-Intervall-Gauss-Algorithmus
Uwe Schäfer
Diese Arbeit ist Prof. Dr. Götz Alefeld anlässlich seines 60.
Geburtstages gewidmet.
Zusammenfassung
Der Block-Intervall-Gauss-Algorithmus ist im Wesentlichen der Gauss’sche
Algorithmus angewandt auf Blockmatrizen mit Intervallen als Koeffizien-
ten. Er wurde von Prof. Jürgen Garloff eingeführt in seinem Artikel [9].
Wir wollen diesen Artikel fortführen, indem wir den Algorithmus expliziter
ausformulieren; d.h. wir werden lineare Gleichungssysteme auflösen und
nicht reguläre Matrizen invertieren. Der Algorithmus (in dieser Form) bleibt
durchführbar für H-Matrizen. Des Weiteren stellen wir eine neue Klasse
von Intervallmatrizen vor, für die der Block-Intervall-Gauss-Algorithmus
durchführbar ist.
1 Vorarbeiten
In der Menge R der reellen Zahlen betrachten wir abgeschlossene,
beschränkte Intervalle [a] := [a, a] = {x ∈ R : a ≤ x ≤ a}. Die Gesamtheit
dieser Intervalle bezeichnen wir mit IR. Reelle Zahlen a sind spezielle Ele-
mente von IR mit [a] := [a, a]. Wir schreiben dafür auch einfach a.
Bezeichnet ∗ eine der vier Verknüpfungen +,−,×, / für reelle Zahlen, so
definiert man für zwei Elemente [a] und [b] in IR die entsprechenden Oper-
ationen durch
[a] ∗ [b] := {a ∗ b : a ∈ [a], b ∈ [b]}.
Bei der Division ist dabei 0 6∈ [b] vorauszusetzen. Da die Funktion f(a, b) =
a ∗ b, a ∈ [a], b ∈ [b], ∗ ∈ {+,−,×, /} stetig ist, ist [a] ∗ [b] wieder ein Ele-
ment von IR. Üblicherweise wird das ×-Zeichen durch einen Punkt ersetzt
und dieser gewöhnlich weggelassen. Eine elementare Diskussion ergibt die
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folgenden Rechenregeln (siehe etwa [2]):
[a] + [b] = [a + b, a + b],
[a] − [b] = [a − b, a − b],
[a] × [b] = [min{ab, ab, ab, ab}, max{ab, ab, ab, ab}],





Eine wichtige Eigenschaft ist die so genannte Inklusionsmonotonie, d.h.:
[a] ⊆ [ã], [b] ⊆ [b̃] ⇒ [a] ∗ [b] ⊆ [ã] ∗ [b̃], ∗ ∈ {+,−,×, /}.
Der Betrag |[a]| ist definiert durch
|[a]| := max{|a| : a ∈ [a]} = max{|a|, |a|}.
Mit einer Intervallmatrix [A] bezeichnen wir eine Matrix, deren Elemente
Intervalle [aij] ∈ IR sind. Wir schreiben dafür [A] = ([aij]). Hat eine In-
tervallmatrix m Zeilen und n Spalten, so schreiben wir [A] ∈ IRm×n. Des
Weiteren wollen wir IRn×1 mit IRn identifizieren.
Reelle Matrizen A sind spezielle Elemente von IRm×n mit [aij] := [aij, aij].
Wir schreiben dafür auch einfach A und nennen A eine Punktmatrix.
Beispiele sind die Einheitsmatrix I und die Nullmatrix O bzw. der Nul-
lvektor o.
Intervallvektoren bzw. Verknüpfungen sind wie für reelle Matrizen und/oder
Vektoren definiert:

















vorausgesetzt, die Dimensionen sind so, dass man die Verknüpfungen wie im
Reellen durchführen kann.
Die Teilmengenbeziehung zweier Intervallmatrizen sind über die Elemente
bzw. Komponenten definiert:
[A] ⊆ [B] ⇔ [aij] ⊆ [bij].
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Es gilt i. Allg. nicht das Distributivgesetz, sondern die als Subdistributivität
bezeichnete Eigenschaft
[A]([B] + [C]) ⊆ [A][B] + [A][C].
Für die Multiplikation von Intervallmatrizen (und/oder Intervallvektoren)
gilt i. Allg. nicht das Assoziativgesetz. Ein Gegenbeispiel findet man z.B. in
[2]. Es gilt jedoch das folgende
Lemma 1.1 Sei ei der i-te Einheitsvektor. Dann gilt für [A], [B] ∈ IRn×n
[A]([B]ei) = ([A][B])ei.
Einen Beweis findet man in [3].
Der Betrag von Intervallmatrizen und Intervallvektoren ist über die Elemente
bzw. Komponenten definiert:
|[A]| := (|[aij]|),
Der Betrag ist also eine reelle Matrix bzw. ein reller Vektor. Ungleichun-
gen zwischen reellen Matrizen bzw. reellen Vektoren sind elementweise bzw.
komponentenweise zu verstehen. Für zwei reelle n-dimensionale Vektoren
x = (xi) und y = (yi) gilt also
x ≤ y ⇔ xi ≤ yi, i = 1(1)n.
Als nächstes definieren wir den Ostrowski-Operator für quadratische Inter-

















wird auch oft Vergleichsmatrix von [A] genannt. Sie wird bei den so
genannten H-Matrizen wichtig werden.
Lemma 1.2 Ist [A] ∈ IRm×n und [B] ∈ IRn×l, dann gilt |[A] · [B]| ≤ |[A]| ·
|[B]|.
Für einen Beweis verweisen wir auf Proposition 3.1.10 in [15].
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Definition 1.1 Eine Intervallmatrix [A] ∈ IRn×n nennt man regulär, falls
jedes A ∈ [A] regulär ist.
Lemma 1.3 Seien [A], [B] ∈ IRn×n. Dann gelten die folgenden Aussagen:


















Für einen Beweis verweisen wir auf Proposition 3.7.1 in [15].
1.1 Monotone Normen
Unter einer monotonen Norm ‖ · ‖ auf Rn versteht man eine Abbildung von
Rn nach R, die folgenden Bedingungen genügt:
‖x‖ = ‖ |x| ‖ > 0, falls x 6= o,
‖αx‖ = |α| · ‖x‖,
‖x ± y‖ ≤ ‖x‖ + ‖y‖

















‖A‖ = ‖ |A| ‖, ‖Ax‖ ≤ ‖A‖ · ‖x‖.
Man kann nun monotone Normen auf Intervallmatrizen und Intervallvektoren
ausdehnen, indem man
‖[x]‖ := ‖ |[x]| ‖
‖[A]‖ := ‖ |[A]| ‖
(1)
für alle [x] ∈ IRn und [A] ∈ IRm×n setzt. Für Details siehe [16].
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2 Lineare Intervallgleichungssysteme
Lineare Intervallgleichungssysteme entstehen z.B. dann, wenn man ein line-
ares Gleichungssystem
Ãx = b̃, Ã ∈ Rm×n, b̃ ∈ Rm, (2)
zu lösen hat, wobei man aber für Ã und b̃ lediglich untere und obere
Schranken kennt.
Gegeben sind dann eine Intervallmatrix [A] ∈ IRm×n und ein Intervallvektor
[b] ∈ IRm, und wir betrachten eine Menge von linearen Gleichungssystemen
Ax = b, A ∈ [A], b ∈ [b]. (3)
Die Gleichungen (3) werden als ein lineares Intervallgleichungssystem beze-
ichnet. I. Allg. ist es schwierig die Menge
Σ([A], [b]) := {x ∈ Rn : Ax = b, A ∈ [A], b ∈ [b]}
zu bestimmen (siehe etwa [4]). Daher begnügt man sich, falls Σ([A], [b])
beschränkt ist, einen Intervallvektor zu finden, der Σ([A], [b]) enthält. Denn
dann kann man folgern:
Ist x̃ eine Lösung von (2), so gilt
x̃ ∈ Σ([A], [b]) ⊆ [x].
Zur Warnung sei bemerkt, dass ein Intervallvektor [x], der der Gleichung
[A][x] = [b] genügt, Σ([A], [b]) i. Allg. nicht enthält. Dies zeigt das einfache













] =: [A] ∈ IR1×1 und
9
7
∈ [1, 2] =: [b] ∈ IR1
erfüllt dann zwar [x] = [1, 5
4
] die Gleichung [A][x] = [b], aber die Lösung
x̃ = 27
28
von (4) liegt nicht in [x].
Eine Art, wie man eine Intervall-Inklusion von Σ([A], [b]) erhält, behandelt
der nächste Abschnitt.
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3 Der Intervall-Gauss-Algorithmus I.G.A.
Unter dem Intervall-Gauss-Algorithmus (I.G.A.) versteht man die direkte
Übertragung des in der Linearen Algebra wohlbekannten Gauss-Algorithmus
auf die Intervallrechnung. Es seien also [A] ∈ IRn×n, [b] ∈ IRn.
Ist 0 ∈ [a11], so sucht man eine Komponente [aij] mit 0 6∈ [aij]. Diesen
Vorgang nennt man wie im Reellen Pivotsuche.
Falls kein solches Element in der Intervallmatrix vorhanden ist, so ist der
I.G.A. nicht durchführbar. Falls doch, so vertauscht man die erste Zeile mit
der i -ten Zeile und die erste Spalte mit der j-ten Spalte. [aij] nennt man
das Pivotelement.
Das Pivotelement ist i. Allg. nicht eindeutig. Das Auswahlkriterium zur
Bestimmung des Pivotelements nennt man Strategie der Pivotsuche.
Gilt also nach eventueller Vertauschung von Spalten und/oder Zeilen 0 6∈
[a11], dann versteht man unter dem ersten Intervall-Gauss-Schritt:
[a′1j ] := [a1j ], j = 1(1)n,
[a′ij] := [aij] − [ai1][a1j ]/[a11], i, j = 2(1)n,
[b′i] := [bi] − [ai1][b1]/[a11], i = 2(1)n,
[a′i1] := 0, i = 2(1)n.
Besitzt die Matrix ([a′ij]), 2 ≤ i, j ≤ n, mindestens einen Koeffizienten,
der die 0 nicht enthält, so ist nach eventueller Vertauschung von Spalten
und/oder Zeilen ein weiterer Intervall-Gauss-Schritt anwendbar.
Der I.G.A. ist genau dann durchführbar, wenn n − 1 Intervall-Gauss-
Schritte durchführbar sind und 0 6∈ [a′nn] gilt. Insbesondere folgt, dass die
Durchführbarkeit nicht von der rechten Seite [b] abhängt.
Im Folgenden wollen wir keine Pivotsuche zulassen. Dann kann man den
I.G.A. mit [a
(1)
ij ] := [aij], 1 ≤ i, j ≤ n, und [b
(1)
i ] := [bi], 1 ≤ i ≤ n, wie folgt
implementieren:
for k := 1 to n − 1 do
begin
for i := k + 1 to n do
begin




ij ] := [a
(k)












i ] := [b
(k)











for l := 1 to k do
begin
for j := l to n do
[a
(k+1)
































Dabei bezeichnen wir dann IGA([A], [b]) := [x].
Aus dem Reellen wissen wir, dass durch den Gauss’schen Algorithmus ange-
wandt auf A eine Dreieckszerlegung generiert wird, d.h. man erhält eine
linke untere Dreiecksmatrix L und eine rechte obere Dreiecksmatrix R mit
A = LR. Um das reelle lineare Gleichungssystem Ax = b zu lösen, löst
man dann zunächst Ly = b (Vorwärtssubstitution) und danach Rx = y
(Rückwärtssubstitution).
Der Vorteil der Dreieckszerlegung ist offensichtlich. Hat man einmal die
Dreieckszerlegung durchgeführt und ist z.B. öfters ein lineares Intervallgle-
ichungssystem mit derselben Intervallmatrix aber mit verschiedenen rechten
Seiten zu lösen (man denke z.B. an Iterationsverfahren), so kann man sich
auf die Ausführung der Vorwärts- und Rückwärtssubstitution beschränken.
Ist der I.G.A. durchführbar für [A] ∈ IRn×n, so führt die Übertragung
der Dreieckszerlegung auf Intervallmatrizen auf eine linke untere Intervall-
dreiecksmatrix [L] und auf eine rechte obere Intervalldreiecksmatrix [R] mit
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1 0 · · · 0
[l21] 1 · · · 0
· [l32] · ·
· · · · ·
· · · · ·
























[r11] [r12] · · · [r1n]
0 [r21] · · · [r2n]
· 0 · ·
· · · ·
· · ·













Man erhält den I.G.A. mit Dreieckszerlegung:
{Dreieckszerlegung}
for k := 1 to n − 1 do
begin







for j := k + 1 to n do
[a
(k+1)
ij ] := [a
(k)




for l := 1 to k do
for j := l to n do
[a
(k+1)





for i := 1 to n do




















Durch Induktion kann man zeigen, dass [yi] = [b
(i)
i ] ≡ [b
(n)
i ] für alle i = 1(1)n
gilt. Der I.G.A. und der I.G.A. mit Dreieckszerlegung liefern also das gleiche
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Ergebnis.
























1 falls i = j,
−[a
(n)










1 falls i = j 6= k,
1/[a
(n)
kk ] falls i = j = k,
0 sonst,
so gilt
[x] = [D(1)]([T (1)] · · · ([D(n−1)]([T (n−1)]([D(n)]([C(n−1)](· · · [C(1)][b]) · · ·).
Diese Darstellung wurde von Prof. Hartmut Schwandt [20] angegeben. Dabei
dürfen aufgrund der nicht gegebenen Assoziativität der Intervallmatrizenmul-
tiplikation die Klammern nicht weggelassen werden.
Es gilt der grundlegende
Satz 3.1 Es seien [A] ∈ IRn×n und [b] ∈ IRn. Ist der I.G.A. durchführbar
für [A], so gilt
Σ([A], [b]) ⊆ IGA([A], [b]).
Den Beweis findet man in [2].
Die Intervall-Gauss-Inverse von [A] bezeichnen wir mit IGA([A]), und sie ist
definiert durch
IGA([A]) := [D(1)]([T (1)] · · · ([D(n−1)]([T (n−1)]([D(n)]([C(n−1)](· · · [C(1)]) · · ·).
Es gilt das
Lemma 3.1 Es sei [A] ∈ IRn×n, und es sei ei der i-te Einheitsvektor. Dann
gilt
IGA([A], ei) = IGA([A])ei, 1 ≤ i ≤ n.
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Die Behauptung folgt aufgrund der obigen Darstellung für IGA([A], ei)
sofort aus Lemma 1.1.
Um die Intervall-Gauss-Inverse IGA([A]) zu erhalten, braucht man also die
Matrizen [C(k)], [T (k)] und [D(k)] nicht explizit auszurechnen. Man erhält




Aufgrund von Satz 3.1 ist es wichtig, Kriterien zu finden, die zu einer Inter-
vallmatrix Auskunft über die Durchführbarkeit des I.G.A. geben. Zum jetzi-
gen Zeitpunkt ist es noch nicht gelungen, ein notwendiges und hinreichendes
Kriterium dafür zu finden. Man kann aber Klassen von Intervallmatrizen
angeben, für die der I.G.A. durchführbar ist.
Aus der Linearen Algebra ist bekannt, dass der Gauss-Algorithmus (eventuell
mit Pivotsuche) für A ∈ Rn×n genau dann durchführbar ist, wenn det A 6= 0
gilt. Für [A] ∈ IRn×n ist die Sachlage anders. Aufgrund der Inklusionsmono-
tonie gilt für jeden Intervall-Gauss-Schritt:
[C] ⊆ [A] ⇒ [C(i)] ⊆ [A(i)] (5)
für i = 1(1)n. Ist der I.G.A. also für [A] durchführbar, so ist der I.G.A. auch
durchführbar für jede Intervallmatrix [C] ⊆ [A]. (Lässt man Pivotsuche
zu, dann gilt die Bemerkung i. Allg. nur bei der gleichen Strategie der
Pivotsuche.)
Man bekommt mit der Definition
det[A] := {detA : A ∈ [A]}
sofort als notwendige Bedingung für die Durchführbarkeit des I.G.A.:
0 6∈ det[A], (6)
denn wäre 0 ∈ det[A], so gäbe es ein A ∈ [A], für welches der reelle Gauss-
Algorithmus bei jeder Strategie der Pivotsuche nicht durchführbar wäre.
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Wegen (5) ist dann der I.G.A. nicht durchführbar für [A].
In [18] wurde allerdings gezeigt, dass die Bedingung (6) nicht hinreichend ist



























Wir geben nun einige Klassen von Intervallmatrizen an, für die der I.G.A.
durchführbar ist.
Definition 4.1 1. Die Menge Zn×n ist definiert als die Menge aller Ma-
trizen A = (aij) ∈ R
n×n, für die gilt
aij ≤ 0 für i 6= j.
2. Die Matrix A ∈ Rn×n nennt man M-Matrix, falls
A ∈ Zn×n
gilt und zudem die Inverse A−1 existiert mit
A−1 ≥ O.
3. Eine Intervallmatrix [A] nennt man M-Matrix, wenn jede reelle Punk-
tmatrix A ∈ [A] eine M-Matrix ist.






Satz 4.1 Es seien [A] ∈ IRn×n und [b] ∈ IRn. Ist [A] eine H-Matrix, dann
ist der I.G.A. ohne Pivotsuche durchführbar.
Dieser Satz wurde bereits 1977 von Prof. Götz Alefeld bewiesen ([1]). Als
wesentliches Hilfsmittel wurde dabei folgendes Lemma benutzt.
Lemma 4.1 Es sei A ∈ Zn×n. Dann sind folgende Aussagen äquivalent:
1. A−1 existiert und A−1 ≥ O.
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2. Es existiert ein Vektor u ∈ Rn, u > o, mit Au > o.
Einen Beweis findet man in [6]. Aus diesem Lemma ergeben sich zwei einfache
Folgerungen.
Lemma 4.2 1. Die Diagonalelemente einer M-Matrix sind positiv.
2. Ist A eine M-Matrix und B ∈ Zn×n mit A ≤ B, dann ist auch B eine
M-Matrix, und es gilt B−1 ≤ A−1.
Lemma 4.3 Es sei [A] ∈ IRn×n. Dann gelten folgende Aussagen:





streng diagonal dominant, d.h.





|[aij]|, i = 1(1)n,
dann ist [A] eine H-Matrix.
Die Beweise findet man z.B. in [11], wo noch mehr Klassen von Matrizen als
H-Matrizen erkannt werden.
Wir wollen im Hinblick auf das nächste Lemma Satz 4.1 noch etwas weiter
fassen.
Satz 4.1’ Es sei [A] ∈ IRn×n eine H-Matrix. Lässt man keine Pivotsuche








, k = 2(1)n,
























, k = 2(1)n,
sind also wiederum H-Matrizen.
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wieder eine M-Matrix. Den Beweis findet man in [22].
Den Beweis für die Beziehung (7) findet man in Proposition 6 in [16]. Der
Beweis an sich folgt dann durch Induktion.






Beweis: Aufgrund von Satz 4.1 ist der I.G.A. durchführbar für jedes [b] ∈ IRn
und es gilt mit der Darstellung von Prof. Hartmut Schwandt [20]
IGA([A], [b]) =

























1 falls i = j,
−[a
(n)










1 falls i = j 6= k,
1/[a
(n)
kk ] falls i = j = k,
0 sonst.
Mit Lemma 1.2 erhalten wir dann sukzessiv
|IGA([A], [b])| ≤
|[D(1)]| · |[T (1)]| · · · |[D(n−1)]| · |[T (n−1)]| · |[D(n)]| · |[C(n−1)]| · · · |[C(1)]| · |[b]|.
Wir zeigen nun











Es seien dazu i ∈ {1, ..., n} und ei der i-te Einheitsvektor. Dann gilt aufgrund




































1 falls i = j,
−â
(n)










1 falls i = j 6= k,
1/â
(n)
kk falls i = j = k,
0 sonst.






























kj ]| = |[a
(n)
kj ]| ≤ |â
(n)














































Es folgt also |[C(k)]| ≤ Ĉ(k), |[T (k)]| ≤ T̂ (k) für k = 1(1)n − 1 und |[D(k)]| ≤
D̂(k) f”ur k = 1(1)n, woraus dann (8) folgt.
Satz 4.2 Es sei [A] eine n × n Intervalltridiagonalmatrix. Dann ist der

















. . . 0
...
0 . . . [ck−2] [ak−1] [bk−1]












0 6∈ det[Ak], k = 1(1)n.
Den Beweis findet man in [18].
Bemerkung: In [11] findet man für Satz 4.2 eine andere Formulierung:
Satz 4.2’ Der I.G.A. ohne Pivotsuche ist für eine Intervalltridiagonalmatrix
[A] genau dann durchführbar, wenn der reelle Gauss-Algorithmus ohne Pivot-
suche für jedes A ∈ [A] durchführbar ist.


















. . . 0
...
0 . . . 0 [an−1] [bn−1]











Dann ist der I.G.A. ohne Pivotsuche genau dann durchführbar, wenn gilt:
0 6∈ [ai], i = 1(1)n − 1.
Den Beweis findet man in [19].





[1, 2] 0 2
0 2 3




Der I.G.A. ohne Pivotsuche angewandt auf [A] ist durchführbar nach Satz






[1, 2] 2 0









2 ] = [−4, 1] −









2 0 [2, 3]





Man sieht sofort, dass der zweite Intervall-Gauss-Schritt nicht durchführbar






2 [2, 3] 0
4 3 2




so ist der I.G.A. ohne Pivotsuche angewandt auf [B̃] duchführbar.
Prof. Andreas Frommer fand eine neue Klasse von Intervallmatrizen, für die
der I.G.A. ohne Pivotsuche durchführbar ist (siehe [7]). Diese Klasse bein-
haltet die Klasse der Intervalltridiagonalmatrizen und die der Intervallpfeil-
matrizen. Weitere neuere Klassen von Intervallmatrizen, für die der I.G.A.
durchführbar ist, findet man in [8], [12] und [13].
5 Der Block-Intervall-Gauss-Algorithmus
Definition 5.1 Ist P eine nichtleere, beschränkte Teilmenge des Rm×n, so
bezeichnen wir mit
[]P := [inf P, sup P ]
die Intervall-Hülle von P .
Definition 5.2 Sei nun [A] ∈ IRn×n regulär, dann setzen wir
[A]−1 := []{A−1 : A ∈ [A]}.
Lemma 5.1 Es sei [A] ∈ IRn×n. Sind A, A regulär und A−1, A
−1
≥ O,




Die Voraussetzungen sind also insbesondere erfüllt, falls [A] eine M-Matrix
ist.
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Einen Beweis findet man in Proposition 3.6.6 in [15].








[A11] [A12] . . . [A1k]












mit [Aij] ∈ IR
ni×nj und n1 + . . . + nk = n. Insbesondere sind alle Diago-






































Sei nun eine Partition gegeben und [A11] regulär. Wir setzen [A
(1)] := [A].




1j ] := [A1j ], j = 1(1)k,
[A
(2)
ij ] := [Aij] − [Ai1][A11]
−1[A1j ], i, j = 2(1)k,
[A
(2)




22 ] regulär, so kann man den Prozess wiederholen. Sind alle
[A(v)vv ] regulär f”ur v = 1(1)k, so sagt man, dass der Block-Intervall-Gauss-
Algorithmus durchführbar ist.
Die Formeln (10) wurden zum ersten Mal in [9] angegeben, worin allerdings
keine Aussage gemacht wird, wie [A11]
−1 praktisch berechnet werden soll und
in welcher Reihenfolge [Ai1][A11]
−1[A1j ] auszuwerten ist. (Man beachte, dass
die Intervallmatrizenmultiplikation nicht assoziativ ist.)
Wir geben nun einen Algorithmus an, der diese Lücke berücksichtigt. Dabei




for v := 1 to k − 1 do
begin

















for j := v + 1 to k do
[A
(v+1)
ij ] := [A
(v)




for l := 1 to v do
for j := l to k do
[A
(v+1)





for i := 1 to k do




















Wir bezeichnen dann BlockIGA([A], [B]) := [X]. In der Praxis wird an der
Stelle {∗} die Dreieckszerlegung von [A(v)vv ]
T berechnet und später sowohl bei
der Berechnung von [Liv] als auch von [Xi] verwendet. Man muss dabei
[B]T ⊆ [L][R] ⇒ [B] ⊆ [R]T[L]T
beachten und dies bei der Vorwärts- Rückwärtssubstitution für die Berech-
nung von [Xi] dementsprechend berücksichtigen. Es gilt der folgende
Satz 5.1 Ist die Intervallmatrix [A] eine H-Matrix, so ist der Block-



















, i, j = 1(1)k,
1Der Beweis geht im Wesentlichen zurück auf [9].
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eine M-Matrix, und der I.G.A. ist durchführbar für [A11]
T bei beliebiger
rechter Seite nach Satz 4.1.
Der erste Schritt des Block-Intervall-Gauss-Algorithmus ist also




































































bezeichnet das Ergebnis des ersten Schritts des reellen Block-Gauss-









erhält man auch durch n1 gewöhnliche Gauss-
Eliminations-Schritte (siehe z.B. [17]).
2. Wird eine Gauss-Elimination auf eine M-Matrix angewandt, so bleibt
die Matrix eine M-Matrix (siehe z.B. [22]).





Matrix und [A(2)] eine H-Matrix ist. Dann wäre ein weiterer Schritt des
Block-Intervall-Gauss-Algorithmus anwendbar. Die Behauptung des Satzes
folgt dann letztendlich durch Induktion.
Um (11) zu zeigen, unterscheiden wir zwei Fälle:





ij ] = [Aij] − [Li1][A1j ]
⊆ ε|[Aij]| − ε|[Li1]||[A1j ]|


































































folgern und erhält insgesamt
[A
(2)

























2. Fall: i = j. Es gilt
[A
(2)
ii ] ⊆ [Aii] − ε|[Li1]||[A1i]|.
Wie im 1. Fall bekommt man
[A
(2)















































Satz 5.2 Es sei [A] ∈ IRn×n partitioniert wie in (9). Weiter sei für jedes
Paar (i, j), i, j = 1(1)k, eine monotone Norm auf Rni×nj gegeben mit der
folgenden Verträglichkeitseigenschaft
‖CD‖ij ≤ ‖C‖il‖D‖lj, i, j, l = 1(1)k, (12)
für C ∈ Rni×nl und D ∈ Rnl×nj . Es seien alle Diagonalblöcke [Aii] regulär.
Ist nun eine der drei Matrizen D1([A]), D2([A]), D2([A]) definiert durch
(D1([A]))ij :=
{
1 falls i = j,
−‖[Aii]
−1[Aij] ‖ij falls i 6= j,
(D2([A]))ij :=
{
1 falls i = j,
−‖[Aij][Ajj]




−1‖−1ii falls i = j,
−‖[Aij]‖ij falls i 6= j,
eine M-Matrix, so ist der Block-Intervall-Gauss-Algorithmus durchführbar.
Den Beweis findet man in [9].
5.1 Durchführbarkeit bei Blockintervallpfeilmatrizen
mit 2 × 2 Diagonalblöcken
Wir stellen nun eine neue Klasse von Intervallmatrizen vor, für die der Block-
Intervall-Gauss-Algorithmus durchführbar ist. Die Klasse ist nicht enthal-
ten in den Klassen von Intervallmatrizen, die durch Satz 5.1 und Satz 5.2
abgedeckt sind, wie das darauf folgende Beispiel zeigen wird.


















. . . O
...
O . . . O [Ap] [Bp]












wobei für i = 1(1)p gilt:
[Ai] ∈ IR
2×2 , [as] ∈ IR,
[Ci] ∈ IR
1×2 , [Bi] ∈ IR
2×1.
















kl ], k, l = 1, 2 und
[Bi] = ([bi] 0)
T oder (0 [bi])
T ,
[Ci] = ([ci] 0) oder (0 [ci])












































































Beweis: Mit den Formeln (10) erhält man nach p Block-Intervall-Gauss-
Schritten:









Berechnet man nun ([Ci][Ai]
−1) [Bi] f”ur i = 1(1)p, so erhält man vier Fälle.
1. Fall:
[Ci] = ([ci] 0)























[Ci] = (0 [ci])
























[Ci] = ([ci] 0)























[Ci] = (0 [ci])































22 ], [ci], [bi], i = 1(1)p, [as]) genau einmal vorkommt. Nach
[14] ist [a(p+1)s ] also gleich dem Wertebereich Wf der Funktion:
f : [A1] × ... × [Ap] × [as] × [B1] × ... × [Bp] × [C1] × ... × [Cp] → R,







Angenommen der Block-Intervall-Gauss-Algorithmus bricht zusammen.
Dann folgt
0 ∈ [a(p+1)s ] = Wf .
Das würde aber bedeuten, dass es in [A] eine reelle Punktmatrix A gibt,
die sich nach Anwendung des reellen Gauss-Algorithmus als singulär her-






[2, 5] [2, 3] [2, 3]
[−3,−1] 2 0
















[C1] = ([−5, 1] 0) und [as] = [2, 3].
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und behaupten, dass [A] und [A1] regulär sind.
Beweis:
det[A] ⊆ [2, 5][4, 6] − [−5, 1][4, 6] + [1, 3][4, 9]
= [8, 30] − [−30, 6] + [4, 27]
= [6, 87]
und
det[A1] = [4, 10] + [2, 9] = [6, 19].



























[a(2)s ] = [1, 8].
Es gilt aber [a
(3)





]; d.h. der I.G.A. ohne Pivotsuche ist nicht
durchführbar. [A] kann somit keine H-Matrix sein.
Wir zeigen nun, dass auch Satz 5.2 nicht hinreicht, um die Durchführbarkeit
des Block-Intervall-Gauss-Algorithmus für [A] zu garantieren. Dazu zeigen
wir, dass für jede monotone und (12) genügende Normen ‖ · ‖11, ‖ · ‖12,
‖ ·‖21 und ‖ ·‖22 weder D1([A]) noch D2([A]) noch D3([A]) aus Satz 5.2 eine















D.h. ist det D < 0, so ist D keine M-Matrix.
Wir werden nun zeigen, dass für jede monotone und (12) genügende Normen
‖ · ‖11, ‖ · ‖12, ‖ · ‖21 und ‖ · ‖22 gilt:











































Mit (1) und (12) erhalten wir dann











































Mit (12) folgt aus
0 < ‖1‖22 = ‖1 · 1‖22 ≤ ‖1‖22 · ‖1‖22
die Ungleichung
1 ≤ ‖1‖22. (13)
Also






















































































Zuletzt betrachten wir dann noch
det D3([A]) = ‖[A1]
−1‖−111 · ‖[as]
−1‖−122 − ‖[C1]‖21 · ‖[B1]‖12.
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Mit (13), (1) und (12) bekommt man zunächst
−‖[C1]‖21 · ‖[B1]‖12 ≤ −15.
















Etwas schwieriger wird nun die Abschätzung für ‖[A1]






























Nach dem Satz von Perron-Frobenius (siehe etwa [5]) existiert nun ein pos-
itiver Vektor x mit Px = ρ(P )x. Dabei bezeichnet ρ(P ) den Spektralradius
von P . Wir bekommen mit (12)
ρ(P )‖x‖12 = ‖ρ(P )x‖12 = ‖Px‖12 ≤ ‖P‖11 · ‖x‖12.
Also




−1‖−111 ≤ (ρ(P ))
−1.











































· 2 − 15 = −11.0420... < 0.
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