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Abstract 
The new scale of the distributed systems due to the evolution of the Internet and new emergent technologies has given rise to 
applications based on the dissemination of high volumes of information. Future software systems must be responsive to events 
and must be able to adapt the software to enhance business processes.  In this context, the publish/subscribe paradigm has taken 
special relevance. Event Broker Networks are a scalable incarnation of the publish - subscribe paradigm for building 
asynchronous systems. These take the form of overlays of broker nodes and various routing schemes and filter mechanisms exist 
that deliver events from publishers to subscribers efficiently on different overlay structures.  
While a number of principles on which such architectures ride have been well  established, and research efforts were 
concentrated in areas related to information dissemination, efficient routing algorithms, optimal composition and location of 
filters, optimization of resources use, reconfigurability and fail tolerance, etc. , in last years , the attention has  turned to exploring 
non-functional attributes of such systems.  Several commercial products (JMS, MSMQ, Corba Event Service, Corba Notification 
Service) and research projects (Siena, Hermes, Rebecca) implements notification services that considerably differ each other in 
features and QoS that they provide.  
The specific nature of the notification services distributed, large scale, big amount of concurrent messages processed, etc., as well 
as the diversity and complexity of the facets involved in their implementations, impact negatively on the analysis and evaluation 
of their behavior while they are in execution. This paper proposes a distributed and scalable publish-subscribe broker with 
support for QoS named QoSEvBroker. The broker leverages on existing mechanisms to reserve resources in the underlying 
network and on an overlay network of peer-to-peer  rendezvous nodes, to automatically select QoS capable paths. By avoiding 
flooding of either QoS reservations or link-state information, our solution is able to scale with respect to network size and 
number of reservations. Some  experimental results show the validity of our approach. 
Keywords: Publish-Subscribe, QoS, DHT ,distributed message event broker 
1. Introduction 
The indirect communication, in particular the publish-subscribe communication paradigm and model of 
processing is gaining increasing acceptance as a real alternative to classic direct communication models, such as the 
ones based on remote invocations. The main advantage of this new paradigm is the support for a weak coupling 
among  participants, useful in many today business scenarios, based on the fact that this  new approach simplifies 
the reconfiguration of the applications . 
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A limitation of most existing architectures that support the publish-subscribe communication is their limited 
support for the negotiation or enforcement of Quality of Service (QoS) parameters . This limitation applies both to 
industrial models, such as the CORBA Event Service[1] , CORBA Notification Service[2] , Java Message 
Service[3] and to  research systems, such as CEA (Cambridge Event Architecture) , Rebecca  or SIENA [4]. This 
can be considered as a significant drawback, since QoS features , named nonfunctional characteristics are an 
important aspect of applications, and  use of various support mechanisms has been already studied in the context of 
direct communication [6,7]. 
There  is  a  realistic  argument   for   analyzing the  subject.  As  we already know,  traditional  approaches  to  QoS 
provision are based on the establishment of channels or connections that reserve the necessary resources. This mode 
of operation has an inherent mismatch with the decoupled nature of event based systems, where peers do not 
explicitly set up connections. Therefore, a new system model must express  the seamless integration of QoS features 
in indirect communication systems. This model should allow the application to indirectly negotiate QoS parameters, 
by allowing it to express QoS properties as a characterization of the information being produced or subscribed, and 
delegate on the message broker the task of establishing the required low-level connections. 
Ensuring QoS to applications is a challenging problem, because QoS routing requires up to date QoS link state 
information [5]. To overcome this problem some systems do not update QoS link state periodically and only gather 
this information at reservation time [10] having  a big signaling cost. Our solution is a QoS-aware scalable event 
based message broker  based on the open source DHT - P2P system  named  Bamboo [9], avoiding the problems that 
are common to the aforementioned solutions. Our solution does not flood any QoS link state information, instead, it 
makes a constant number of deterministic attempts to find a path capable of ensuring the QoS requirements and 
allows QoS parameters to be treated in a uniform way with regard to other event attributes in publish-subscribe sys-
tems. Additionally, QoSEvBroker automatically performs the QoS reservations on behalf of publishers and 
subscribers and uses network-level QoS architectures, such as the Integrated services [10] and the Differentiated 
Services [10] to enforce the reservations. For these reasons,  a QoS Broker should be fault tolerant, scalable, both as 
an event router and as a QoS-aware system and should fit transparently in publish-subscribe applications. In fact, 
experimental results resents few aspects that our solution provides as a favorable trade-off between the resulting 
network utilization, the end-to-end latency between publishers and subscribers and the required signaling cost. 
The rest of the paper is organized as follows. Section 2 introduces the QoS-aware publish-subscribe model and 
Section 3 the requirements of a QoS-aware distributed message broker and an overview of previous work . The 
architecture is described in Section 4 and evaluated in Section 5. Finally, Section 6 concludes the paper and presents 
further developments. 
2.  Necessary concepts : QoS  and publish-subscribe  
      One of the main advantages of the publish-subscribe model is that it decouples publishers and subscribers in 
several dimensions [7]: space decoupling- interacting parties do not need to known each other; time decoupling -
parties do not need to be actively participating in the interaction at the same time; and flow decoupling -asynchrony 
of  the  model.  In  this  paper,  we  address  a fourth dimension of decoupling, QoS decoupling, that captures the 
separation of QoS parameters from the type or content of events. Publishers and subscribers should be able to 
express  QoS  constraints  using  the  same  type  of  constructs  they  use  to  express  other  sort  of  constraints  ,such  as  
content-based constraints . It is up to the message broker to match the advertisements with the subscriptions and to 
ensure the QoS requirements. 
We propose an architecture where publications and subscriptions are augmented with QoS attributes that define 
filtering conditions in a similar way to that of content-based filtering. To do so, the subscriber must include a profile 
of the events that it wants to receive . On the other hand, there are two reasons to make the publisher advertise the 
profile of the events. First, because receivers may use it to specify the type of events that they want. Consider for 
instance low quality and high quality voice. In this case, both kinds of events could use the same type with a 
different value in the attribute bandwidth. The other reason to advertise the profile of the events is to let the 
underlying middleware system determine the requirements of the communication and act accordingly. Given the 
type of decoupling aimed in the model proposed here, the profile of the source must be advertised independently of 
each individual publish operation. Also, note that a subscription may be refused due to lack of system resources. 
Some QoS parameters are already supported in some publish-subscribe models or systems, such as CORBA 
Notification Service [2], Java Message Service [3] . This is the case of message reliability, message priority, 
message earliest delivery time, message expire time, duplicate message detection or message ordering, for instance. 
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Depending on the architecture, these QoS parameters may be supported or not. As far as we know, QoS parameters 
that have been widely studied in the direct communication paradigm, such as  latency and bandwidth, are not ade-
quately addressed in publish-subscribe systems. Hence, we envision a message broker that also copes with these 
QoS parameters. Unlike message reliability or message ordering, the sort of QoS parameters that we aim to ensure 
requires a reservation of resources along the path(s) connecting publishers and subscribers. In a publish-subscribe 
system, to preserve the decoupling among the participants, reservations should be done by the message broker on 
behalf of the applications. This clearly prompts for the development of QoS aware distributed message brokers. 
A QoS-aware message broker is a distributed component that manages the following entities: i) Advertisements 
of publishers, including the QoS profiles of the information being advertised; ii) Subscriptions, including desired 
QoS conditions ; iii) System resources. The system resources represent the networking, memory and processing 
resources available to support the exchange of events. They encapsulate low-level QoS protocols, such as RSVP or 
other similar mechanisms widely used in direct communication systems [8,11]. A naive implementation of a QoS-
aware message broker could rely on a centralized event server: all participants would directly contact the server that 
would forward the messages from publishers to subscribers. Unfortunately, such solution is inherently non-scalable, 
as the capacity of the system would be limited by the bandwidth and processing power of the central server. In this 
paper we are particularly interested in building a scalable QoS-aware message broker, i.e., a broker able to provide 
service to a large number of participants. 
3.Related work influential for our approach 
There are two classes of systems that are relevant to our architecture: publish-subscribe message brokers 
typically without QoS support and systems with QoS routing , that can be used to augment publish-subscribe 
brokers with QoS support. We will now briefly review the most relevant related work in these two classes. 
3.1. Publish – Subscribe brokers
      There are three main different classes of publish-subscribe systems: brokerless systems, where subscribers 
connect directly to publishers; centralized broker-systems, and decentralized broker systems. The Cambridge Event 
Architecture (CEA) [6] is an example of a broker-less system. The system uses the publish-register-notify paradigm, 
where subscribers register directly in the publisher nodes and messages flow directly from the latter to the former. 
This model does not provide the level of decoupling required by many applications.  
The CORBA Event Service [1], the CORBA Notification Service [2] and the Java Message Service [3] are examples 
of models that use a broker that is conceptually centralized. Centralized implementations of these paradigms are not 
scalable in the number of applications and subscriptions supported. As examples of architectures using decentralized 
brokers, we have the Scalable Internet Event Notification Architecture (SIENA) , the Scribe  and the Hermes [8]. 
SIENA is composed by a network of routers that need to first disseminate all advertisements among them and then 
use reverse paths for matching subscriptions. Whenever possible, SIENA merges advertisement or subscription 
messages, to reduce signaling traffic, but the basic need to flood information contained in the advertisements is not 
eliminated. To preclude the flooding of information, Scribe and Hermes use a Distributed Hash Table [13] (DHT), 
together with the notion of rendezvous nodes. The fundamental idea of these systems is that subscriptions and 
advertisements meet at the rendezvous node of the specified type. In this way, the system does not need to maintain 
the information about subscriptions and advertisements in all routers: each event type is associated with one router 
in a deterministic way and routing is performed by the DHT. Our approach leverages on the  architecture of Hermes 
by augmenting it with appropriate QoS routing mechanisms. 
3.2.QoS Routing 
Routing messages using QoS parameters as input variables naturally requires availability of QoS information to 
the routers. Possible solutions to this problem may range from flooding routers with QoS information, thus enabling 
routers to locally decide which paths are best, to the other extreme where no QoS information is distributed and any 
routing decision is taken after flooding the entire data network with a reservation request. 
Quality of Service Extensions (QoSPF) is a well-known example of a protocol that tries to maintain updated 
QoS information at the routers [9,10]. To support QoS, QoSPF adds two new link state advertisement messages to 
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OSPF: one to describe available resources, the other to describe resources that are reserved (in a given link). Any 
change in the available resources or in the reservations triggers a new message. In practice this makes QoSPF not 
scalable, because the additional cost of these updates is not negligible. Despite this weakness, a similar approach is 
used to support traffic-engineering [11] inside a single autonomous system. 
A radically different approach is followed by the algorithm in [12] that keeps QoS information local to the links. 
However, unlike the previous approach, routers do not have the necessary information to locally select paths. 
Therefore, whenever an application requests a reservation of resources, it must flood the request throughout the 
network. This flooding will serve two purposes: 
i) do a tentative reservation in the links it goes through and 
ii)  collect QoS information kept in the links 
This flooding process is kept under control by a pruning mechanism, because paths known to be non-optimal 
may be discontinued. This may happen at all nodes that receive two or more messages relative to the same 
reservation. Therefore, there is a wave moving forward with the reservation messages and another one moving 
backward pruning non-optimal paths. A third message is needed to issue the definitive reservation, whenever an 
optimal path reaches destination(s). The reader should notice that each reservation might require at least two 
messages by link in the flooding process. 
In a way that is similar to our own approach, there are protocols that try to find a compromise between these two 
extreme solutions. This is the case of protocols that build trees taking into account QoS parameters. For instance, the 
QoS Manager for Internet Connections (QoSMIC) [10] builds the tree restricting connections based on available 
bandwidth . When a node wants to join, it connects to the nearest node that has the necessary bandwidth. To do this, 
each tree node must know the network topology, including the available bandwidth in the connections. This applies 
also to other protocols, like QoS Dependent Multicast Routing Algorithm (QDMR) [4]. However, in the context of a 
publish-subscribe system, our approach is inherently  a step further any of the previously existing solutions, because 
it embodies the lightweight structure of a DHT, which requires nodes to have information of only O(log n ) 
neighbors, keeps QoS link state information local and, unlike [12,13], uses a restricted dissemination of reservation 
messages. 
4.The proposed architecture 
The QoSEvBroker  is comprised of a set of nodes connected using an overlay network. These nodes behave as 
event routers that cooperate to form event dissemination trees able to satisfy the QoS requirements requested by the 
applications. The routing functions required to build the tree are provided by a DHT. 
Each node of the overlay network executes a protocol stack composed of:  ( i)  a  publish-subscribe layer, that 
manages the advertisements and subscriptions and, in response, automatically establishes the reservations required 
to satisfy the applications; ( i i ) a DHT (overlay) layer, that supports message routing and ( i i i ) the underlying 
network layer, encapsulated by abstract network components. A DHT is a fundamental building block for 
distributed applications, basically, it allows a group of distributed hosts to collectively manage a mapping from keys 
to values using a hash function. The DHT used in the current implementation is Bamboo [13]. Bamboo is based on 
Pastry  that uses the same topology constraints  as Pastry but relies on alternative neighbor management algorithms 
that aim at improving the path quality - namely the latency in delivering the message . We exploit these properties of 
Bamboo but we have slightly adapted its behavior to avoid the reconfiguration of the overlay in stable conditions in 
order to preserve the stability of established network reservations. 
As in Hermes, our broker uses the notion of rendezvous nodes. The rendezvous nodes are responsible for 
keeping control information about specific event types. The rendezvous node for a given type T is the node 
numerically closest to the output hash(T). It is up to the DHT to route messages targeted to node hash(T) to the 
correct destination. Applications (publishers and subscribers) interact with the message broker using one node as the 
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gateway. Gateways try to route advertisements (subscriptions) to the rendezvous node that corresponds to the type 
of that advertisement (subscription). In this way, advertisements and subscriptions of the same type must always 
meet at some node as is illustrated in Figure 1. Additionally, one positive aspect of this architecture is that the hash 
function automatically distributes the load generated by different types among the nodes of the network, and reduces 
the possibility of getting bottlenecks. 
a)Advertisment b)Subscription 
Fig.1. Paths in Message brokers  
Event distribution trees.The QoSEvBroker creates event distribution trees where the publisher is the root of the 
tree and the subscribers are the leafs. Nodes of the DHT, including the rendezvous node, can act as splitting points 
for that tree. The distribution tree is constructed in a distributed way: the publisher starts by registering itself, send-
ing an advertisement to the rendezvous node. In a similar manner, subscribers also route the subscription to the 
rendezvous. Only the first subscription needs to reach the publisher (through the rendezvous node). Subsequent 
subscriptions that cross this path do not need to be forwarded up to the rendezvous: instead, if they can be merged at 
some crossing node, this node will create a new branch of the tree. As the system evolves, new branches are more 
likely to be found closer to the subscribers, this is illustrated in Figure 1. In the final tree, splitting of events may 
occur,  not  only  in  the  rendezvous  node  R,  but  also  in  other  routers.  To  maintain  the  event  distribution  tree,  
publishers (subscribers) need to periodically refresh their advertisements (subscriptions). 
Quality of Service.We  assume  that  it  is  possible  to  establish  QoS  reservations  in  the  links  of  the   overlay  
network. Clearly, it would be impossible to create a publish-subscribe system with QoS support without an 
underlying QoS-aware data network that supports such QoS links. However, a node of the broker network is not 
required to establish a QoS reservation to every other node of the network. Instead, it must only establish a QoS 
reservation with its direct peers in the overlay. Furthermore, it is not required to establish an individual reservation 
for each publisher/subscriber flow. Instead, our architecture is based on letting direct peers to establish a single 
reservation for the aggregate traffic managed by the broker network . The division of the aggregate reservation 
among the individual publisher-subscriber flows is managed directly by the nodes. 
Therefore,  a  node  must  perform  the  following  steps  to  join  the  network:  i)  join  the  overlay  network  (in  the  
current version, the Bamboo overlay); this step will define which other nodes of the broker network will be the 
direct peers of the joining node; ii) establish with the underlying data network a QoS reservation in the link to each 
of its peers for the aggregate traffic. It should be noticed that, in practice, the number of requests made by each node 
is small, because nodes of Bamboo have only O(log n ) neighbors. 
In each node of the system there is a Resource Manager that is aware of the available bandwidth and expected 
latency  in  each  link  of  the  overlay  network.  Hence,  the  Resource  Manager  must  locally  keep  track  of  all  the  
reservations already made by the publish-subscribe system that go through its node. As the paths are bound in the 
rendezvous  node,  the  Resource  Managers  at  the  nodes  along the  path  have  to  verify  if  the  requested  QoS can be  
satisfied. The Resource Manager gets the next hop information from the DHT and adds the QoS-related information 
to the advertisements and subscriptions in their path to the rendezvous node. This allows the rendezvous node to 
determine for a given path i ) if there is enough bandwidth and i i ) what is the expected latency. Hence, the 
rendezvous node contacts the subscriber to establish the reservations upstream to itself, while it makes the same 
thing toward the publisher. Note that this does not result in an implosion of messages toward the publisher, because 
reservations can be shared when they meet at a given node. It is up to the Resource Manager at each node to reserve 
the necessary resources at each link and distributes resources by publications and subscriptions as they arrive. The 
reader should notice that the Resource Manager  makes reservations locally in each event router and only when 
paths are already defined. 
Our approach has a number of advantages. First of all, Bamboo already tries to set neighbors of nodes in a way 
that reflects data network proximity, as a result, QoSEvBroker makes a rational use of data network resources. 
Additionally, most QoS reservations made by the applications using our framework, will not pass to the data 
network, because QoSEvBroker nodes manage their own resources locally. This means that Bamboo only needs to 
set up QoS links when nodes enter or depart from the network or when resources of some link become exhausted. 
Replication of the Rendezvous Points. The fundamental problem of QoS routing is to find a compromise 
between quantity of state update information and quality of routing decision. A perfect decision requires too many 
information (which may overwhelm the network with traffic), while too few information may result in very bad 
decisions or even in unfeasible paths. Our solution to this problem is the replication of the rendezvous nodes. The 
idea is to explore several routing alternatives, keeping QoS information local to the links. Since routing operations 
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in a DHT like Bamboo need a small number of hops (lookups take O(log n) hops with a small constant) the 
additional traffic cost associated with each rendezvous node is small.  Additionally, this has the advantage of 
increasing performance, scalability and fault tolerance of the system. Assuming that T is a number that represents 
the type, the k rendezvous nodes are the nodes numerically closest to hash(T), hash(T + 1), hash(T +  2),. . . ,  
hash(T + k — 1). Publishers and subscribers send their messages to all the k rendezvous nodes. The difference to 
the single rendezvous node is that now the subscriber collects QoS information from all the possible paths. It 
chooses the best option and only after this moment the reservations take place, going upstream from the subscriber 
to the publisher through the preferred rendezvous. As with a single rendezvous node, tolerance to node failures or 
departures is transparently ensured by periodic refreshment of advertisements and subscriptions. A significant 
advantage of having several rendezvous replicas for each event type is that the paths are distributed and there is no 
longer a single bottleneck point in the overlay. As the number of rendezvous replicas grows, the system has more 
alternative paths between publishers and subscribers and it becomes more likely finding a path satisfying the QoS 
requirements of any subscription. 
6.Evaluation 
This section presents the results obtained in the evaluation of our architecture. The results show the benefits of 
using the DHT and the replication of rendezvous nodes. We also compare our system with different approaches for 
building the event distribution trees. To evaluate the system, we have used the network simulator provided with the 
distribution of the Bamboo DHT [14]. In our simulations, there are 252 nodes and 30% of these nodes have one 
subscriber application connected. The system has also one publisher for each event type. The simulations generate 
subscriptions until the maximum network usage is reached for the tested configuration. Each subscription requires 
12.5% of the bandwidth available in each link. The subscription requests are randomly assigned to subscribers and 
we assume that the maximum network usage was reached when we detect a sequence of 100 consecutive refused 
subscriptions. In our experiments, we compare our approach with two different solutions described previously. One 
of them keeps the QoS state information local to the links and floods the routing requests (this is called "Flooding 
Requests"). The second one follows a solution, which, in a sense, is the extreme opposite: it floods each link state 
update and excludes all links without enough bandwidth before computing the shortest path in terms of latency  and 
this is called "Flooding Network State". To ensure a fair comparison, all the three methods that we compare use all 
the nodes of the same overlay QoS network. 
Using a DHT to implement a system like QoSEvBroker has several advantages. One advantage is that, in opposition 
to a centralized server approach, the load imposed by subscriptions is distributed, given that subscriptions associated 
with different event types are routed through different rendezvous points distributed among the network nodes.  
a)Network utilization vs event types b)Network utilization vs replication 
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a)Latency  vs replication b)Signaling vs replication 
Fig. 2. Performance analysis 
Another advantage is that the DHT provides a very efficient way for each participant to locate, and contact, the 
rendezvous point for any given event type. This advantage is inherent to the routing way of the DHT. 
Figure 2 shows the increase in network utilization as the number of event-types increases. Percentage of bandwidth 
refers to the ratio between the sum of the bandwidth occupied in all the links of the QoS paths and the sum of the 
bandwidth of all the links of the network. With a single event type, all advertisements and subscriptions are 
managed by the same rendezvous node (this corresponds to a centralized solution). The bandwidth to this node 
quickly becomes exhausted while other links in the network may remain under-utilized. By increasing the number of 
types, and the number of corresponding rendezvous nodes, a better utilization of system resources is promoted. 
A key aspect of our architecture is the replication of rendezvous nodes for each event type. This strategy has two 
complementary goals. In the first place, it increases the amount of subscriptions supported for each type. Given that 
there is a limited amount of bandwidth available to each rendezvous node, the replication of the rendezvous nodes 
increases the available bandwidth for each event type. In second place, when more than one rendezvous node is able 
to coordinate the reservations for a given subscription, it becomes possible to select the path that offers a better end-
to-end latency. 
Figure 2 depicts the maximum achievable network utilization as a function of the number of replicas of the 
rendezvous node for a single event type. In the experiment we did not allow subscriptions to merge. Therefore, each 
subscriber has its own individual flow. As expected, it is observed an increase in the number of subscriptions that 
are satisfied as the number of replicas of the rendezvous increases. Interestingly, with a single event type it is 
possible to make better use of resources than with multiple event types. This results from the fact that it is easier for 
a subscriber to reach the distribution tree of the single type (unlike the case of multiple different trees). Hence, this 
points to the conclusion that fewer types in the network lead to a better utilization of resources if several rendezvous 
nodes are provided. Also, Figure 2 depicts the average latency between the publisher and each subscriber as a 
function  of  the  number  of  replicas  of  the  rendezvous  node.  An interesting  aspect  of  the  results  is  that  significant  
latency gains can be achieved with as few as four replicas, and that further increase in the number of replicas does 
not provide a significant improvement. 
Naturally, the advantages of augmenting the number of replicas of a rendezvous node come with cost: there is an 
increase in the signaling required for satisfying a subscription. This happens because a subscription needs to be 
forwarded to the different replicas of the rendezvous node. Figure 2 shows the average number of control messages 
for each request that had success. Increasing the number of replicas also increases the number of control messages to 
register in the rendezvous nodes and make resource reservations. As we will show next, when comparing our 
approach with other alternatives, the signaling cost is competitive for a small number of replicas. 
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A fundamental goal of the architecture is to implement a scalable message broker. In particular, we are interested in 
measuring the signaling costs of our solution when compared with different replicas of the rendezvous node. There 
are two alternative approaches that we have used for comparison: 
1. One approach consists in using a link-state protocol to ensure that every node keeps an up-to-date 
representation of the network state . As a result, each node can autonomously select the best path to 
satisfy a given subscription .This approach is used in commercial traffic-engineering solutions (such as 
[15]),it requires each node to keep the state of the complete network and to flood a link-state update 
whenever the bandwidth of a link changes significantly. 
2. Another approach consists in flooding a subscription request to every node of the network in order to find 
an acceptable path . This approach, used in [16], does not require every node to keep up-to-date 
information about the state of the network, but has a significant signaling cost associated with each 
subscription. 
 Figures  2  shows  the  signaling  cost  of  our  approach  against  these  two  alternatives,  as  it  can  be  seen,  the  
signaling cost is substantially smaller (five times less) and naturally, given that QoSEvBroker operates without 
global knowledge of the network
6.Conclusions and Further Work 
      The paper presented the QoSEvBroker architecture, a scalable QoS-aware publish-subscribe system with QoS-
aware publications and subscriptions that preserve the decoupling that makes the publish-subscribe model so 
appealing. To support such model, our architecture includes a decentralized message-broker based on a DHT that 
leverages on underlying network-level QoS reservation mechanisms. To increase the network usage and to reduce 
the end-to-end latency, and still offer low-cost signaling, we propose to replicate the rendezvous points for each 
event type. Experiments show that the resulting system offers a small signaling overhead without a significant 
performance penalty (end-to-end latency and network utilization), when compared to solutions that require the 
system to maintain or obtain global knowledge. As further developments we would like to extend the solution for 
other QoS  parameters and to test the approach for other broker topologies. 
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