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Superconducting qubits are a promising candidate for building a quantum computer. A continued
challenge for fast yet accurate gates to minimize the effects of decoherence. Here we apply numerical
methods to design fast entangling gates, specifically the controlled Z, in an architecture where two
qubits are coupled via a resonator. We find that the gates can be sped up by a factor of two and
reach any target fidelity. We also discuss how systematic errors arising from experimental conditions
affect the pulses and how to remedy them, providing a strategy for the experimental implementation
of our results. We discuss the shape of the pulses, their spectrum and symmetry.
I. INTRODUCTION
Superconducting quantum devices provide a promising
route to creating a quantum computer [3]. In many appli-
cations, the quantum states are implemented with qubits
[4] connected by strip-line resonators [5]. The qubit is
engineered to have a strong dipole interaction with the
cavity. This strong coupling allows many Rabi oscilla-
tions between qubits and resonators before the quantum
states decohere. Although coherence times have signifi-
cantly improved over the past decade [6–12] the quantum
operations should be implemented quickly to mitigate the
effects of decoherence. Additionally if a full scale quan-
tum computer were to be built many quantum opera-
tions have to be performed and thus gate speed is cru-
cial to limit computation times [13]. Human-engineered
artificial atoms have great flexibility and controllability
[3, 14–17]. Therefore there is much to be gained by using
optimal control theory methods [18–20] to engineer the
control pulses producing the gates.
In this work we apply optimal control to find a fast
and accurate pulse shape to speed up a controlled-Z gate
between two qubits connected by a resonator [21–30].
The controlled-Z completes a universal gate set together
with single-qubit rotations[31]. The setting is motivated
by superconducting qubits but has analogies in atomic
physics [32], quantum dot [33, 34], and other resonator-
based systems. We demonstrate the feasibility of these
pulses by taking into account bandwidth limitations im-
posed by the experiment and provide a methodology for
removing systematic errors that can practically affect the
application of the control pulse.
The plan of the paper is as follows: In chapter II we
describe the system setting as well as manually obtained
methods to create CZ gates there. Sec. III describes the
implementation of optimal control to this system and its
results and sec. IV discusses potential error sources and
their mitigation.
II. SYSTEM
A. Hamiltonian
In the following ~ = 1. The system of interest is made
of two qubits coupled to a bus resonator, the qubits are
sufficiently far apart so that their direct coupling can be
neglected. They are modelled by three level non-linear
oscillators. The third level accounts for leakage and in
the case of the CZ gate can be populated to perform the
gate. The individual qubit Hamiltonians are
Hˆqk = ∆k |2〉k k〈2|+ ωk σˆ+k σˆ−k , (1)
σˆ+k and σˆ
−
k respectively create and destroy one exci-
tation in qubit k, σˆ±k =
∑
n |n ± 1〉kk〈n|. ωk is the
0↔ 1 transition frequency and ∆k is the anharmonicity.
The bus, with transition frequency ωb, is harmonic and
posses three levels: Hˆb = ωbaˆ
†
baˆb. The dipolar coupling
strength between the bus and qubit k satisfies gk ≪ ωk
and therefore the rotating wave approximation holds.
The system’s total Hamiltonian in this approximation
is
Hˆ = ωbaˆ
†
baˆb +
2∑
k=1
[
∆k |2〉k k〈2|+ ωk σˆ+k σˆ−k
+
gk
2
(
σˆ+k aˆb + σˆ
−
k aˆ
†
b
) ]
.
By the transformation HˆR = R†HˆR− iR˙†R where
Rˆ =

 2∑
j=0
exp{−ijωbt} |j〉 〈j|


⊗3
, (2)
we move to the rotating frame in which energies are mea-
sured with respect to the transition frequency of the bus.
The Hamiltonian is
HˆR =
2∑
k=1
[
δk(t)nˆk +∆k |2〉k k〈2|+
gk
2
(
σˆ+k aˆb + σˆ
−
k aˆ
†
b
)]
(3)
System 2
where nˆk = σˆ
+
k σˆ
−
k is the number operator for qubit k.
The time dependence of the qubit-resonator detuning
δk(t) = ωk(t) − ωb is made explicit to indicate the con-
trols. The energy levels are sketched in Fig. 1. The
Hilbert space size is 27 dimensional and Hamiltonian (3)
conserves the number of excitations. We make use of this
to reduce the size of the Hilbert space since only compu-
tational states — states in which the qubits have at most
one excitation — are of interest. Therefore we only need
to study the 10 states with at most 2 quanta. The model
is valid for transmons [35] and phase qubits [36]. When
dealing with the latter, the anharmonicity is a function
of the qubit transition frequency and therefore a function
of the controls ∆k = ∆k(δk(t)). However for transmon
qubits in the limit of large Josephson energy to charge
energy it can be kept constant [35] to sufficient precision.
Bus Q2
|0〉
|1〉
|2〉
δ2(t)
∆2
Q1
δ1(t)
∆1
Frequency
FIG. 1. Sketch of the system where each element has three
levels. The bus is harmonic and the qubits have anharmonic-
ity ∆k which can be dependent on the detunings in the case
of the phase qubits.
B. Analytic CZ Gate
In the Qubit-Bus-Qubit system, the entangling gate
needed to form a universal set of gates, is the CZ defined
by |ij〉 7→ (−1)ij |ij〉. It is realized with 2 iSWAPs and
a conditional rotation through a |2〉 state [37]. A sketch
of the pulse sequence is shown in Fig. 2. The rotation
through the |2〉 state only takes place when both qubits
are in the |1〉 state; this can entangle the qubits. This
2pi rotation is referred to as the Strauch gate [38]. This
sequence is slow due to the shifting of states in and out
of the resonator. An improved analytic pulse sequence
has been found in Ref. et al. [30]. This work considers
an alternate approach based on numerical methods.
C. Three Level Qubit and Bus
The fidelity of a Strauch gate is degraded by the pres-
ence of other levels in the system. To illustrate this we
consider a simplified model compared to Hamiltonian (3);
Frequency
Time
iSWAP Controlled-Z iSWAP
U
U
B
Q2
Q1
FIG. 2. Sketch showing how the qubit’s frequency is changed
as function of time to create a CZ gate.
a three level anharmonic qubit coupled to a resonator
HˆQB = ωb
(
aˆ†aˆ+ σˆ+σˆ−
)
︸ ︷︷ ︸
HˆI
+ δσˆ+σˆ− +∆ |2〉 〈2|+ g
2
(
σˆ+aˆ+ σˆ−aˆ†
)
︸ ︷︷ ︸
HˆII
(4)
where δ = ωq − ωb. This Hamiltonian conserves excita-
tion number and thus is block diagonal with at most 3x3
blocks. For the block with n excitations HˆI is diagonal
with identical values of nωb. Focusing on n = 2 the bare
states are |2, 0〉, |1, 1〉 and |0, 2〉. The Hamiltonian is
Hˆ(2) =

2ωb + 2δ +∆
√
2g 0√
2g 2ωb + δ
√
2g
0
√
2g 2ωb

 (5)
An example of the eigenvalues of Hˆ(2), for two different
anharmonicities, are shown in Fig. 3. The fine black
lines represent energies of the uncoupled system, i.e. the
bare states. A controlled-Z gate is made by a 2pi rota-
tion through the second excited state of the qubit i.e.
|1, 1〉 	 |2, 0〉. This is made possible by the anti-crossing
indicated by the vertical black line in Fig. 3. This is when
the qubit’s |1〉 ↔ |2〉 transition is on resonance with the
bus. Here the additional level |0, 2〉 is an unwanted state;
any population entering it will decrease the gate’s fidelity.
By inspection of Hamiltonian (5), the larger the anhar-
monicity is, the further away the |0, 2〉 state is detuned.
To clearly see it’s influence, the time evolved population,
shown in Fig. 4, is computed with δ = −∆ and for two
different values of ∆; one small and one large. When ∆ is
small, the Strauch gate performs badly as shown by Fig.
5. With −250 MHz anharmonicity the leakage to |0, 2〉
is at maximum 5%, this is still large. Figure 5 shows
that the phase difference at the end of the 2pi rotation
between the time evolved state looping from and to |1, 1〉
and the reference exp{−i(2ωb − ∆)t} has a small devi-
ation from pi. The discrepancy is due to leakage to the
|0, 2〉 state. Such phenomena and multi-step swapping
warranty a numerical approach to the problem of CZ
System 3
gate design in the Qubit-Bus-Qubit architecture where
the full Hamiltonian up to n = 2 quanta is considered.
Algorithms such as GRAPE and the quasi-Newton BFGS
method [39] naturally suppress leakage since it decreases
fidelity [40].
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FIG. 3. Energy of the dressed states in the three level Jaynes-
Cummings model with ωb = 6.1 GHz and Tswap = 12 ns, i.e.
the time it takes to swap a single excitation between the qubit
and the bus. The three light black lines indicate the bare
states whilst the vertical black line is −∆/2. (a) Dressed
states with −75 MHz anharmonicity and (b) dressed states
with −250 MHz anharmonicity.
III. CONTROLLED-Z GATE DESIGN BY
GRADIENT ASCENT
Gradient ascent pulse shape engineering (GRAPE) nu-
merically solves the problem of finding a control pulse
that produces the desired time evolution operator within
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FIG. 4. Time evolution of the populations computed using
the spectrum of Fig. 3 at δ = −∆. Time is normalized to
the duration of a 2pi rotation through the qubit’s |2〉 state. If
the anharmonicity is too small the effect of the second state
of the bus will be large. This degrades the fidelity of the
Strauch gate. (a) Population against time with −75 MHz
anharmonicity and (b) population against time with −250
MHz anharmonicity.
a given time [18]. In this work, the pulses are updated us-
ing the quasi-Newtonian BFGS method[41]. Hamiltonian
(3) is separated into the drift and the two control control
parts nˆ1 and nˆ2. This section describes the GRAPE im-
plementation to the problem at hand covers the choice of
fidelity function, the effect of the electronics and how to
deal with non-linearities arising when using phase qubits.
We then apply gradient ascent to systems with different
parameter values to illustrate key features of the system.
We also benchmark the numerical pulses on a system
corresponding to real qubits.
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FIG. 5. Phase difference between 〈1, 1| exp{−iHˆt}|1, 1〉 and
exp{−i(2ωb −∆)t}. The discrepancy at the end of the gate
is due to the presence of the unwanted |2〉 state of the bus.
A. Fidelity Function
We consider only unitary evolution. Thus, the overlap
between the ideal Uˆideal and achieved gate Uˆ serves as a
fidelity function [18]
Φ =
1
d2
∣∣∣Tr{Uˆ †idealPQUˆPQ
}∣∣∣2 (6)
PQ projects the time evolution operator onto the com-
putational sub-space. Any leakage out of this sub-space
will be detected as missing probability [40].
B. Including Electronic Transfer Functions
The arbitrary waveform generator (AWG) creating the
control pulses has a limited bandwidth. Additionally the
lines and remaining electronics between the AWG and
qubits can distort the pulses. For this reason, the in-
put control sent to the AWG will differ from the control
applied by the qubits. In good approximation, this trans-
fer is described by a linear causal transfer function [42].
When optimizing the pulse shapes it must be ensured
that the result is experimentally feasible. However the
nature of the problem would require including numeri-
cal derivatives of measured transfer function data in the
pulse optimization. We avoid this by convoluting the
pulses with a Gaussian to suppress high frequencies
δqubit(t) =
∞∫
−∞
exp
{
− (t− τ)
2
2σ2
}
δ(τ)dτ (7)
δqubit is the pulse shape that the qubit should see. The
gradient is found with the chain rule [43]. The standard
deviation σ should be chosen to reflect the capabilities
of the AWG. In an experimental implementation, it may
be necessary to further optimize the pulse in the qubit
control software to take into account the true transfer
function, which must be measured due to its complex
nature.
C. Frequency Dependent Anharmonicity
When optimizing pulses for a system where part of
the Hamiltonian depends non-linearly on the controls the
gradient rules of [18] must take the non-linearity into
account. Such a situation can arise when optimizing
pulses for phase qubits where the anharmonicity depends
non-linearly on the qubit frequency. Appendix A of [44]
shows how to obtain the analytic formula of the gradient
where the Hamiltonian depends linearly on the controls
Hˆ(t) = Hˆd +
∑
k δk(t)Hˆk. Here is shown how to include
non-linearities. We assume that in the Hamiltonian there
are some parameters ∆l that depend non-linearly on the
controls, i.e. ∆l = ∆l({δk(t)}). The total Hamiltonian
at time j∆T becomes
Hˆ(j∆T ) = Hˆd +
∑
k
δkjHˆk +
∑
l
∆l({δkj})Hˆl,nl . (8)
The gradient of the time evolution operator Uˆj of time-
slice j, with respect to pixel δkj of control k, is only
sensitive to small variations around the value assumed
by that pixel. Therefore we linearise the Hamiltonian
at each iteration. If pixel kj assumes the value δ
(n)
kj
at iteration n the Hamiltonian can be approximated by
Hˆ(j∆T ) ≃ Hˆ ′d +
∑
k δkjHˆ
′
k where the drift and controls
of this linearised Hamiltonian are
Hˆ ′d = Hˆd +
∑
l
∆l
({
δ
(n)
kj
})
Hˆl,nl , (9)
Hˆ ′k = Hˆk +
∑
l
∂∆({δkj})
∂δkj
∣∣∣∣
δ
(n)
kj
Hˆl,nl . (10)
This enables us to compute the gradient using the rules
given in [18, 44]. At each iteration the control fields
change and so do the linearized Hamiltonians Hˆ ′d and
Hˆ ′k.
In the case of phase qubits, the dependency of the an-
harmonicity ∆k on the qubit frequency δk can either be
found numerically with a discrete variable representation
[45] of the qubit’s full potential or through measurement
with high-power spectroscopy [46].
D. Numerical Results
Here we assume that both qubits have the same an-
harmonicity ∆1 = ∆2 = ∆ = −0.1ωb and coupling
g1 = g2 = g = 0.02ωb. Time will be indicated in dimen-
sionless units of tg with g in radians s−1. The desired
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FIG. 6. (a) Control pulses for a gate time slightly above TQSL.
(b) Discrete Fourier Transform of (a) showing that most of the
spectral power is at small frequencies of order g.
gate fidelity is 1− 10−4. At the start and end of the gate
both qubits are far of resonance at their parking frequen-
cies. This is included in the code by adding several buffer
pixels, held at a constant detuning, before and after the
gate.
The control pulses, found without Gaussian convolu-
tion, for a gate time of 9 tg are shown in Fig. 6(a). Fig-
ure 6(b) shows the Discrete Fourier Transform (DFT) of
these pulses: most of the oscillations in δ1(t) and δ2(t)
have frequency components of the order of the qubit-bus
coupling constant g/
√
2. This is because the CZ gate is
made using |2〉 states.
Figure 6 shows that the controls for qubit two oscillate
at much larger amplitude than those for qubit one. We
will later demonstrate that qubit 2 and the resonator
populate their |2〉 states similar to the Strauch gate in
the pulse sequence. As the CZ gate is symmetric under
the exchange of qubits, a control-target terminology to
distinguish these qubits would be inappropriate. Instead,
the qubit with smaller oscillations will be referred to as
Ginger whereas the other will be called Fred. The next
section explores what motivates the symmetry breaking
apparent in these pulses
1. Effect of Anharmonicity
As just stated, the CZ gate is symmetric under qubit
exchange, however, the underlying Hamiltonian need
not be. The main aspect breaking the symmetry is
the anharmonicity of the qubit. This was studied with
several different combinations of qubit anharmonicities:
∆1,∆2 ∈ {−0.1,−0.2,−0.3}. The allowed gate time was
9 tg. Because the Strauch method uses the |2〉 state of
the bus, the more linear qubit takes on the role of Fred
since it is easier to drive the |1, 1〉 ↔ |0, 2〉 transition with
the bus.The reason is: the greater the anharmonicity, the
greater the qubit has to move away from the δ = 0 qubit-
bus resonance, which is also crucial for |0, 1〉 ↔ |1, 0〉 ex-
changes. Figures 7(a) and 7(b) show two pulses for which
(∆1,∆2) = (−0.3,−0.1) and (∆1,∆2) = (−0.1,−0.3) re-
spectively. In both cases the search was nudged by means
of asymmetric initial conditions, to chose qubit two as
Fred. In the first case when the most linear qubit was
chosen as Fred the target gate error of 10−4 was reached.
When the wrong qubit was assigned as Fred in the ini-
tial conditions, the code was not able to reach the target
gate fidelity reaching only 1−Φ ≃ 5.5 · 10−3. The choice
as to which qubit assumes which role can either be en-
forced through asymmetric initial conditions or left up to
GRAPE/BFGS with symmetric initial conditions. In the
latter case the algorithm converges slower in the initial
steps before numerical approximations break the symme-
try. The anharmonicity of Ginger does not play such an
important role as Fred’s. Figure 6 shows a pulse with
(∆1,∆2) = (−0.1,−0.1). The pulse of Fred is almost
identical to the one in Fig. 7(a). However since Gin-
ger is more linear than in Fig. 7(a) its control pulse has
picked up some additional modulation which could be to
minimize leakage to the qubit |2〉 state.
The populations associated to the pulse shown in Fig.
7(a) are displayed in Fig. 8; the |2〉 state of the bus
is highly used. Some of the excitation is transferred to
the |2〉 state of Fred but the |2〉 state of Ginger remains
empty, confirming our interpretation of the role of both
qubits.
However the pulses need not be asymetric. If both
qubits are identical and the initial conditions are sym-
metric, the resulting pulse sequence will be symmetric.
Such a symmetric pulse is shown in Fig. 9.
2. Influence of impulse response
As can be seen from Fig. 6(b) the DFT of the un-
filtered pulse has almost all its power at low frequen-
cies. This suggests that introducing a filter function in
GRAPE should not significantly deteriorate the gate’s
Controlled-Z Gate Design by Gradient Ascent 6
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FIG. 7. Comparison of the choice of Ginger and Fred. (a)
(∆1,∆2) = (−0.3,−0.1). Qubit 2, chosen as Fred, is the most
linear. The optimization was successful reaching Φ = 99.99%.
(b) (∆1,∆2) = (−0.1,−0.3). Qubit 2, chosen as Ginger, is
the most linear. The optimization was unsuccessful reaching
only 99.95%. In both cases asymmetric initial conditions were
used to force GRAPE to chose qubit 2 as Fred. Only the case
shown in figure (a) resulted in good convergence.
performance. Therefore, in the control landscape, the
optimal solutions with and without filter function should
lie close together. The procedure is first to search for a
pulse without the filter function and then to rerun the
optimization with the filter function using the previously
found pulse as the initial condition. The Gaussian im-
pulse response has standard deviation of σ ∼= 4 ω−1b ,
chosen so that the 3 dB attenuation lies slightly above
g = 0.02ωb. This function was then used to find a pulse
sequence with the pulses shown in Fig. 6 as starting
point. The output is shown in Fig. 10. As seen from
the figures, the pulse found with the filter function is
almost identical to the one found with a perfect impulse
response. However the sharp corners have been smoothed
out due to the high frequency filtering. This is encour-
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|2〉 state of the bus is highly solicited to realize the CZ gate.
However the |2〉 state of the most non-linear qubit is not used
at all.
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FIG. 9. Control pulse with perfect fidelity (up to machine pre-
cision) for identical qubits and symmetric initial conditions.
The control pulses producing the CZ gate are identical for
both qubits showing that the two pulses need not be asym-
metric. The qubit parameters were g1/2pi = g2/2pi = 50 MHz
and ∆1 = ∆2 = 60 MHz.
aging since typical AWGs have a bandwidth of 500 MHz
and most coupling strengths are in the range 20−70MHz.
Given the small effect of the impulse response, the subse-
quent optimization will be done in one step using Gaus-
sian convolution.
E. Benchmarking
To benchmark the performance of the numerical pulses
against existing pulses, the GRAPE method is applied to
Controlled-Z Gate Design by Gradient Ascent 7
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The pulse from Fig. 6 was used as a starting point for the gra-
dient ascent. Given that most of the spectral weight was ini-
tially at low frequencies, the gaussian convolution has hardly
any effect and the target fidelity of 99.99% is retrieved after
only a few iterations.
phase qubits in the RezQu architecture. The values1 for
the parameters in the Hamiltonian are shown in Tab.
I. The non-linear behaviour of the qubit’s anharmonicity
was determined by high power spectroscopy [46]. The an-
harmonicities for this chip are very low and as indicated
from section II C, would produce Strauch gates with ex-
tremely low fidelities.
TABLE I. Parameters of the phase qubits. These values were
used in the pulses presented in this document. The swap bus
time Tswap is the time required to swap a quanta between the
qubit and bus, i.e. |1, 0〉 → |0, 1〉. It is related to coupling
strength by gk = (2Tswap,k)
−1.
Element Parameter Value unit
Bus ωb Frequency 6.1 GHz
Qubit 1 ω1 parking frequency 6.778 GHz
∆1 Anharmonicity -71 MHz
swap bus time 12.6 ns
g1 coupling strength 40 MHz
Qubit 2 ω2 parking frequency 6.607 GHz
∆2 Anahamonicity -59 MHz
swap bus time 9.2 ns
g2 coupling strength 54 MHz
In some situations the time it takes for a given state
to evolve into an orthogonal state is bounded from be-
low. This lower bound is the quantum speed limit (QSL)
[47, 48]. This sets a minimum time TQSL in which a gate
1 The values for the parameters in the Hamiltonian correspond to
a sample of the John Martinis group.
can be done. When the gate time is above this speed
limit, numerical pulses have perfect fidelity up to ma-
chine precision. This is shown in Fig. 11 where the gate
time is progressively decreased. As long as TGate > TQSL
the pulse error is zero down to machine precision. For
the system with values given by I, the QSL is less than
half of the time it takes the analytic pulse sequence of
Fig. 2. We find TQSL = 34 ns. Below the quantum
speed limit the fidelity degrades very rapidly. A machine
precision errorless pulse is shown in Fig. 12(a). As seen
in Fig. 12(b), a DFT shows that there is hardly any
spectral power above 500 MHz thus making the pulse
experimentally realistic. Fig. 13 shows the populations
in the two-excitation subspace illustrating the increased
complexity of these fast gates, defying, for now, a simple
physical picture.
 10-16
 10-14
 10-12
 10-10
   10-8
   10-6
   10-4
   10-2
 1
 30  40  50  60  70  80
Er
ro
r 1
 - 
Φ
Gate Duration [ns]
TQSL TStrauch
FIG. 11. Scan of the gate duration to find the quantum speed
limit for phase qubits with the values of Tab. I. The found
quantum speed limit TQSL = 34 ns is twice as fast as the
sequential pulse using the Strauch gate which takes TStrauch =
76 ns. Above the quantum speed limit, the numerical pulses
are perfect up to machine precision.
IV. ERROR SOURCES AND MITIGATION
STRATEGIES
The previous section showed that CZ gates with ar-
bitrary intrinsic fidelities can be generated even for low
anharmonicity qubits. However, in experimental condi-
tions these high quality pulses are rapidly degraded by
various errors. The following section reviews them and
discusses how to overcome them.
A. Intrinsic Pulse Robustness
Gradient ascent engineered pulses enjoy an almost null
first derivative with respect to the individual control pix-
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FIG. 12. Summary of a numerical CZ gate design. Despite
the low anharmonicities the pulses are able to reach very high
fidelities. (a) Control pulse with 1 − 10−14 intrinsic fidelity.
The gate time is slightly above the quantum speed limit, i.e.
TGate = 35 ns. (b) Normalized spectrum of the ZPA corre-
sponding to the GRAPE pulse shown in (a). Almost all the
spectral power is within a few hundred MHz, thus the pulse
is experimentally feasible.
els. Thus to first order, random fluctuations of the pulse
amplitude does not severely impact the fidelity. This was
checked by perturbing the controls with white Gaussian
noise with a standard deviation given by σE = ∆δkj/δkj .
Figure 14 shows that a 1% relative variation of the control
field amplitude decreases a 99.99% intrinsic fidelity pulse
to 99.95%. Therefore random fluctuations in pulse am-
plitude are of little consequence on these pulses [49, 50].
B. Systematic Errors
Some systematic errors will effect the pulses in a more
significant way than the random fluctuations of pulse am-
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FIG. 13. Populations of the two excitation sub-space asso-
ciated to the GRAPE pulse shown in Fig. 12(a). As can be
seen, an analytical picture similar to that shown in section
IIB is no longer possible.
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FIG. 14. Error introduced by randomly changing the am-
plitude of the controls. The relative error is expressed in
∆δkj/δkj . The system considered was the Qubit-Bus-Qubit
with constant anharmonicity.
plitude. There are three main errors that have been iden-
tified: calibration errors, timing errors and parameter
errors. All are described below.
1. Calibration Errors: Control Pulse Amplitude to Qubit
Frequency
Although we optimize the qubit frequency in our nu-
merics, the true control is the amplitude of the Z pulse
(ZPA), a voltage pulse applied to the qubit. The ZPA is
related to the frequency of the qubit through a calibration
curve. This curve must be measured using spectroscopy
and errors in it will cause errors in qubit frequency, see
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Fig. 15 for a sketch. The bus frequency does not enter
the Hamiltonian (3). However it must be known so as
to give the qubits the right ZPA to put them on reso-
nance with the bus. A constant and systematic shift of
the pulse with respect to the resonance point produces
phase and leakage errors. The situation is sketched in
Fig. 16 where qubit 1 undershoots the bus by an amount
∆ωb,1 and qubit 2 overshoots the bus by ∆ωb,2.
Zpa
Qubit Frequency
ωb
∆ωb,k
Zpa,Bus
ωk
FIG. 15. Calibration errors result in a DC offset of the pulse.
The “true” calibration curve – dashed line – is approximated
by the solid line which is the measured calibration curve. This
discrepancy causes the qubit-bus resonance to be missed by
∆ωb,k.
ωb
Time
Detuning
∆ωb,1 > 0
∆ωb,2 < 0
ω1
Qubit 1
ω2
Qubit 2
FIG. 16. DC offset in the pulse amplitudes. The qubit park-
ing frequency ωQk is left unchanged. However, the resonance
point is missed; the pulses perform their oscillations around
ωb +∆ωb,k instead of ωb.
Off resonance from the bus, calibration errors have
little effect since qubit and resonator cannot exchange
quanta. Therefore this error is modeled by a systematic
shift in the qubit frequency changing the resonance point
with the bus
δk(t) 7→ δk(t) + ∆ωb,k. (11)
This shift also displaces the qubit parking frequency,
which, in experiment, is typically held constant at all
times [51]. This discrepancy between experiment and
model is acceptable due to the lack of exchange of quanta
far of resonance. The Hamiltonian with error terms is
HˆR =
2∑
k=1
δk(t)nˆk
︸ ︷︷ ︸
Controls
(12)
+
2∑
k=1
[
∆ωb,knˆk +∆kΠˆ2,k +
gk
2
(
σˆ+k aˆb + σˆ
−
k aˆ
†
b
)]
︸ ︷︷ ︸
Drift with errors
.
The effect of the calibration error on the Fidelity (6)
is shown in Fig. 17. A pulse was first optimized with
(∆ωb,1,∆ωb,2) = (0, 0) and then the fidelity is recom-
puted for different values of the error. The central high
fidelity region is very small; although the first derivative
∂Φ/∂∆ωb,k is close to zero near the optimum the second
derivative is very strong. This shows how small errors
ruin the pulse.
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FIG. 17. Loss of fidelity due to over and undershoot of the
bus-qubit resonance frequency arising from systematic cali-
bration errors. As can be seen errors on the bus frequency of
less than 0.1% ruin the pulses.
If a single control amplitude at a given time is viewed
as a degree of freedom, pulse optimization is a highly
under-constrained non-linear problem given the limited
number of independent parameters in the target gate.
Robust control exploits the surplus of degrees of freedom
to make a pulse sequence robust over a larger parameter
range [52]. However in this case such methods fail since
the error is on the control Hamiltonians and not the drift.
To remove the calibration error a different approach must
be used.
We propose to manually introduce a controllable DC
offset in the pulse. The effect of this offset on various
quantities can be determined both in simulations and
experiment. Comparing the two gives the optimal DC
offset needed to compensate the error. In simulation, we
compute the time evolution operator which lets us know
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FIG. 18. Scan of |U10,10|
2 as function of the calibration er-
ror. Away from the resonance point (∆ωb,1,∆ωb,2) = (0, 0)
leakage starts to manifest itself as a decrease in |U10,10|
2. The
many features in the plot allow for a good correction of the
error.
how big leakage and phase errors are. In an experiment,
leakage can be measured by qubit population and phases
are accessible with Ramesy measurements.
We illustrate this first with qubit population by scan-
ning (∆ωb,1,∆ωb,2) and computing the population of
qubit one after the gate. Figure 18 shows the magnitude
of [Uˆ ]10,10. It is the entry of the time evolution opera-
tor quantifying population transfer from state |10, 0〉 to
itself. For an ideal CZ |[Uˆ ]10,10|2 = 1, however when
changing the DC offset this value decreases. The strong
effect of the error is thus used to our advantage since the
many features in the (∆ωb,1,∆ωb,2) error landscape al-
low an easy comparison between experiment and simula-
tion. Similar data could be obtained with an experiment,
comparing it to the simulation would give the DC offset
needed to correct the errors.
2. Timing Errors
Another error source is the relative timing between the
two pulses. This arises if the wires taking pulse one from
the AWG to qubit one differ in length from those to
qubit two. Pulses offset in time by ∆τ , as sketched in
Fig. 19(a), lose their fidelity as shown by Fig. 19(b).
This error can be removed by introducing a time shift
between the pulses and scanning the time shift until leak-
age/fidelity is minimized/optimized. As seen from Fig.
19(b) the relative timing between the pulses should be
accurate to within ≈ 100 ps.
3. Hamiltonian Parameter Errors
Gradient ascent engineered pulses rely on knowing the
Hamiltonian to optimize the pulse. However the pa-
ωb
Time
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∆τ
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FIG. 19. Relative timing errors. (a) Sketch of pulse rela-
tive timing errors. Both pulses have the intended shape but
are offset in time by an amount ∆τ . (b) Degradation of the
fidelity as function of the timing error.
rameters entering the model need to be measured and
thus come with some amount of uncertainty and error.
The pulses designed with these parameters will perform
sub-optimally. In the Qubit-Bus-Qubit system, there
are four parameters that are susceptible to these er-
ror: {∆1,∆2, g1, g2}. For instance, Fig. 20 shows fi-
delity degradation as function of errors on the coupling
strength and anharmonicity of qubit 1. The pulse was
optimized to have a target error of 10−5. If a pulse fi-
delity of 99.9% is sufficient, the intrinsic pulse robustness,
i.e. ∂Φ/∂gk ≈ 0 and ∂Φ/∂∆k ≈ 0 allows us to tolerate
and error of up to 1.5% in coupling strength and 1.2% in
anharmonicity.
V. CONCLUSION
We develop fast pulses implementing an entangling
gate, the CZ, between two qutrits through a bus. These
Conclusion 11
Error 1 - Φ
-5 -4 -3 -2 -1  0  1  2  3  4
Coupling Error ∆g1/g1 [%]
-4
-3
-2
-1
 0
 1
 2
 3
 4
A
nh
ar
m
on
ic
ity
 E
rro
r ∆
(∆
1)/
∆ 1
 
[%
]
10-5
10-4
10-3
10-2
10-1
99.9
%
FIG. 20. Degradation in fidelity due to errors in the param-
eters of the Hamiltonian. The pulse was optimized with a
target error of 10−5. If a fidelity of 99.9% is sufficient, the
intrinsic robustness of the pulse can support errors of up to
1.5% in coupling strength and 1.2% in anharmonicity.
demonstrate a factor 2 speed up in CZ gates as well as
the possibility to reach arbitrary intrinsic gate fidelity as
long as the gate time is above the quantum speed limit.
It turns out that the optimal pulses break the symmetry
of the target gate make active use of non-computational
excited states. We have also shown how errors arising
form realistic experimental conditions can be negated.
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