Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
ϰ
Introduction

This note clarifies a point made in two papers appearing in Conflict Management and Peace Science
by Clarke (2005 Clarke ( , 2009 ) that explore the implications of omitted variable bias in regression analysis.
Among the issues taken up by Clarke is whether the inclusion of relevant control variables decreases the variance of the coefficient of interest. He states that the quick answer is no, and elaborates:
Adding a variable [therefore] can never decrease the variance of the coefficient of interest; the variance can only increase or stay the same (Clarke 2005: 347; Clarke 2009: 48) .
The aim of this note is to demonstrate why, in practice, the estimated variance of a coefficient of interest may well decrease from the inclusion of a control variable; whether this happens depends on the correlation of the included variable and the variable of interest.
Demonstration
Following Clarke's 2005 article, we assume that the true regression model is:
Clarke then considers two misspecified models, Model 1 and 2, respectively:
and notes that the error variance of the OLS estimate ߚ መ ଶଵ in Model 1 is given by:
where
. The error variance of the OLS estimate ߚ መ ଶଶ in Model 2 is given by:
where ‫ݎ‬ ଶଷ is the correlation coefficient of ܺ ଶ and ܺ ଷ . Implicitly assuming that ߪ ଵ ଶ and ߪ ଶ ଶ are equal, and recognizing that ‫ݎ‬ ଶଷ falls somewhere along the 0 to 1 interval, Clarke concludes that the variance of ߚ መ ଶଵ must necessarily be less than or equal to the variance of ߚ መ ଶଶ . This conclusion, however, is predicated upon a strong assumption that is rarely met in practice: ߪ ଵ ଶ and ߪ ଶ ଶ will only be equal in the ϱ special case when ܺ ଷ adds no explanatory power to the regression in Model 2 (ߚ ଷଶ ൌ Ͳሻ, which corresponds to the familiar result that the addition of irrelevant variables to a model unambiguously reduces the efficiency of the estimates.
But consider the difference in the variance estimate between Model 1 and Model 2 when ܺ ଷ is relevant. The formulae for the estimates of the residual variances are:
Further recognizing that To illustrate a counterexample, we implement a simple Monte Carlo experiment for which annotated code, written using Stata, is included in the appendix. Begin by assuming that the true model given by equation (1) is the data generation process. Setting the population to 10,000 observations, we randomly draw from a uniform distribution to generate values for ܺ ଶ and do likewise for ܺ ସ . Values for ܺ ଷ are generated by drawing from a uniform distribution and adding to this the product of a scalar pi and ܺ ଶ , thereby allowing us to adjust the degree of correlation between ܺ ଶ and ܺ ଷ depending on the magnitude of pi. The error term ߳ is drawn from a normal distribution with a mean of zero and variance of one. Inserting these variables into the true model, setting ߚ ଵ ൌ ߚ ଶ ൌ ߚ ଷ ൌ ߚ ସ ൌ ͳ, and selecting a value for pi, we generate 10,000 values of ܻ. The simulation then proceeds by drawing a 75% sample of the generated data and estimating Models 1 and 2. The process is repeated 1,000 times, yielding a distribution of estimates for ߚ መ ଶଵ and ߚ መ ଶଶ , from which estimates of their respective variances can be calculated.
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The graph below plots estimates of ܸܽ‫ݎ‬൫ߚ መ ଶଵ ൯ and ܸܽ‫ݎ‬൫ߚ መ ଶଶ ൯ from distinct runs of the simulation, with ܸܽ‫ݎ‬൫ߚ መ ଶଶ ൯ varying depending on the value of pi and hence the correlation between ܺ ଶ and ܺ ଷ . In this example, when the correlation is lower than -0.27, the inclusion of variable ܺ ଷ in Model 2 makes the estimated variance of ߚ መ ଶଶ higher than that of ߚ መ ଶଵ . When the correlation falls between -0.27 and 0.31, with the corresponding value of pi falling between -0.28 and 0.33, the opposite holds: ܸܽ‫ݎ‬൫ߚ መ ଶଶ ൯ ൏ ܸܽ‫ݎ‬൫ߚ መ ଶଵ ൯. Finally, when the correlation is above 0.31, we again have the case in which ܸܽ‫ݎ‬൫ߚ መ ଶଶ ൯ ܸܽ‫ݎ‬൫ߚ መ ଶଵ ൯. Thus, we see that for some 29% of the range in correlations between 1 and -1, the estimated variance of ߚ መ ଶଶ is reduced from the inclusion of the control variable. 
Conclusion
One of the key points made in Clarke's highly insightful analysis is that there is a disconnect between textbook discussions of omitted variable bias and the real world confronted by practitioners. As he persuasively argues, the standard formula for omitted variable bias is of little use when the correct specification of the model is unknown; without this knowledge, the analyst is unable to determine whether adding a control variable or set of controls makes the bias on the coefficient of interest better or worse. 
