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Abstract
Epileptiform Bursting in the Disinhibited Neonatal Cerebral Cortex
Jason Eric Wells
The cerebral cortex, which include the neocortex and hippocampus, is an
elaborate neuronal network communicating mainly through glutamate and γaminobutyric acid (GABA). Glutamate, operating via AMPA, kainate, and NMDA
receptors excites neurons, and operating via metabotropic glutamate receptors can either
increase or decrease the excitation in the neuronal network. GABA, operating through
GABAA and GABAB receptors, inhibits the mature neuronal network, and GABAA
receptor blockade in the adult cerebral cortex leads to epileptiform bursts. In contrast, in
the neonatal cerebral cortex, GABAA has been proposed to function as an excitatory
neurotransmitter, and glutamatergic synapses are claimed to be underdeveloped. It is
important to understand the mechanisms underlying epileptiform activity in the neonate,
because epileptiform activity in the neonate can potentially damage the developing
cerebral cortex. In this dissertation I explore the role of GABA in controlling
epileptiform activity in the neonatal cerebral cortex. Bath application of GABAA receptor
antagonists induced spontaneous generation of large-amplitude population discharges
resembling interictal bursts, a form of epileptiform activity; activation of GABAA
receptors reduced the amplitude of interictal bursts. Interictal bursts were mediated by
glutamatergic neurotransmission, demonstrating that glutamate synapses are functional in
the neonate. We conclude that GABA is inhibitory in the neonatal cerebral cortex
because it serves to suppress excitatory synchronous activity. Interictal bursts in the
neonatal hippocampus were generated in a temporally precise rhythm. The rhythmicity of
interictal bursts was not modulated by GABAB receptors, calcium activated potassium
conductances, or internally released calcium, but manipulations that facilitate or suppress
the hyperpolarization-activated cation current, Ih, increased or decreased, respectively,
the frequency of the bursts. We conclude Ih plays a major role in pacing neonatal
interictal bursts. Immunocytochemistry illustrated that Ih channel subunits in neonatal
pyramidal neurons were distributed predominately in somata, while in the juvenile and
mature hippocampus and neocortex the subunits were mostly found in GABAergic
terminals and in the membrane of apical dendrites of pyramidal neurons, with diminished
or no expression inside the somata. We conclude that the unique expression of Ih channel
subunits in the neonatal hippocampus could contribute to the increased temporal
precision of interictal bursts at this developmental stage.
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CHAPTER 1: Introduction and Literature Review

1

1.1 Hippocampal Neurons, Anatomy, and Physiology
The cerebral cortex is a laminar brain structures. It includes the neocortex,
composed of six layers of neurons, and the hippocampus, composed of 3 layers of
neurons.

The neocortex, a phylogentically younger portion of the cerebral cortex

(Barton, 1996; Keverne et al, 1996), plays a major role in sensory perception, motor
skills, and cognition. A primitive area of cerebral cortex, the hippocampus, is located in
the medial temporal lobe and bestows the abilities of storing and comprehending spatial
information and the production of new long-term contextual memories (Jarrard, 1995).
The hippocampus, which will be discussed further below, contains a diverse array of
neurons varying widely in their morphology and connectivity (Amaral and Witter, 1995).
1.1.1 Hippocampal anatomy and connectivity
The hippocampal formation consists of the hippocampus proper, the dentate
gyrus, and the subiculum.

The hippocampus proper, often referred to as Cornu

Ammonis (CA) (meaning Ammon’s horn), is divided into four major subdivisions, CA1
though CA4 (Amaral and Witter, 1989).

The principal neurons of the hippocampus

proper and the dentate gyrus are arranged into two interlocking semi-circles (Fig. 1-1).
There are between 200,000 and 500,000 principal cells, also called pyramidal neurons, in
Ammon’s horn of the mouse (Abusaad et al, 1999; Wimer et al, 1980). They lie in an
easily identifiable band called the stratum pyramidale. Three other layers are also readily
recognized: the strata radiatum, oriens, and lacunosum-moleculare. The stratum radiatum
is found adjacent to the stratum pyramidale on the side nearest the pia mater, and the
stratum oriens is found adjacent to the stratum pyramidale on the ependymal side
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(Amaral and Witter, 1989). The stratum lacunosum-moleculare resides just below pia,
adjacent to the stratum radiatum (Fig. 1-1). The axons of the pyramidal neurons of CA3
arise from the neurons’ basal surfaces, enter into the stratum oriens, and turn to pass
through the stratum pyramidale and then into the stratum radiatum of CA1 (Amaral and
Witter, 1995). These axons form excitatory synaptic terminals and excitatory en passant
synapses in the stratum pyramidale and stratum radiatum and release the neurotransmitter
glutamate (Ottersen et al, 1995; Scharfman, 1995).

The principal cells of the dentate

gyrus are the excitatory granule cells (Scharfman, 1995). In the mouse there are between
300,000 and 450,000 granule cells. Their dendrites reside in the molecular layer and
their axons, called mossy fibers, extend to make synapses in area CA3 (Martin et al,
2002).
The basic circuitry of the hippocampus forms an excitatory trisynaptic pathway
from the entorhinal cortex to CA1 (Traub and Miles, 1991). The entorhinal cortex
projects to the granule cells of the dentate gyrus via the perforant pathway, the granule
cells project to the CA3 pyramidal neurons via the mossy fibers, and the CA3 pyramidal
neurons project to the CA1 pyramidal neurons via the Schaffer collaterals. In addition to
this trisynaptic circuit there are other synaptic connections in the hippocampus. For
example, neighboring CA3 (Miles and Wong, 1986) and CA1 (Hablitz, 1984) pyramidal
neurons are extensively connected to one another with excitatory synapses.

This

extensive interconnectivity indeed makes the CA3 highly prone to hypersynchronization
leading to epileptiform bursts.

Inhibitory connections made by a large variety of

nonpyramidal interneurons are also present. Detailed characteristics of the main neuronal
types are described below.
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1.1.2 Pyramidal neurons
After Golgi introduced it to the scientific community, his reazione nera (black
reaction) was one of the methods of choice for studying neuronal morphology. Using the
Golgi technique and a multitude of others, pyramidal neurons have been widely studied
in the cerebral cortex. Here we will focus on their properties in the hippocampus.
Pyramidal neurons have a conical cell body and are arranged so that the apex is
directed towards the pia mater of the hippocampus (Fig. 1-1). A large apical dendrite
extends from the apex of the cell body and enters into the stratum radiatum and the
stratum lacunosum-moleculare (Ishizuka, 1995; Turner et al, 1995). Other sets of
dendrites arise from the basal portion of the broad cell body and extend laterally
(Blackstad and Kjaerheim, 1961). All of the dendrites are densely covered with spines,
each spine typically receiving at least one synapse. Additionally, the proximal apical
dendrites of CA3 pyramidal neurons bear large complex spines called thorny
excrescences. These spines form a synaptic complex with mossy fiber terminals of the
dentate gyrus granule cells in a thin layer, the stratum lucidum, visible between the
stratum radiatum and the stratum pyramidale (Blackstad and Kjaerheim, 1961).
The axons of pyramidal neurons, especially those in the CA3, form numerous
collateral branches that serve to provide a large number of synaptic connections between
adjacent neurons. A single CA3 pyramidal neuron’s axon may give rise to nearly 60,000
synapses and span two-thirds of the longitudinal extent of the hippocampus (Sik et al,
1993; Li et al, 1994). CA3 pyramidal neurons are capable of firing action potentials in
high frequency bursts due to unique voltage- and Ca2+-dependent currents (Mutani,
1986). Burst firing pyramidal neurons in the somatosensory regions of neocortex have
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also been described (Agmon and Connors, 1989; Agmon and Connors, 1992). However,
burst firing is not a feature of all pyramidal neurons; in other parts of the cerebral cortex
they typically display an adapting firing pattern, meaning that in response to a sustained
excitatory input they initially generate two or three action potentials followed by
additional action potentials at a decreasing rate (Dantzker and Callaway, 2000).
Pyramidal neurons use the excitatory amino acid neurotransmitter glutamate (Ottersen et
al, 1995; Scharfman, 1995). The synaptic response to this neurotransmitter is mediated
by ionotropic and metabotropic glutamatergic receptors.
1.1.3 Glutamate receptors
There are three ionotropic glutamate receptors: kainic acid receptors, 2-amino-3(3-hydroxy-5-methylisoxazol-4-yl)propionic acid (AMPA) receptors, and n-methyl-daspartate (NMDA) receptors. The kainic acid receptor is selectively activated by domoic
and kainic acids (Betz, 1990).

While both the kainate and AMPA receptors are

antagonized with 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), kainate and AMPA
receptors are a separate group of proteins (Werner et al, 1991; Egebjerg et al, 1991).
Selective agonist, such as 4-AHCP (Brehm et al, 2003), and antagonist, such as
LY294486 (Clarke et al, 1997), for the kainate receptor, and selective antagonists for the
AMPA receptor, such as GYKI 53655 (Kidd and Isaac, 1999), CP-465,022 (Menniti et
al, 2003) and LY300168 (Rasmussen and Vandergriff, 2003), permit AMPA receptor and
kainate receptor mediated currents to be distinguished. The AMPA receptor and kainate
receptor mediated currents have decay time constants of approximately 4 ms and 150 ms,
respectively, in the neocortex (Kidd and Isaac, 1999). The AMPA receptor is a cation
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channel permeable to Na+, K+ and in some cases Ca2+.

AMPA receptors quickly

desensitize, terminating the flow of postsynaptic currents (Sarantis et al, 1993).
The third ionotropic glutamate receptor, the NMDA receptor, is nearly ten-fold
more permeable for Ca2+ than it is for Na+ and K+. This receptor/channel mediates
excitatory postsynaptic currents of relatively long duration (to hundreds of milliseconds)
and can be selectively antagonized by D-2-amino-5-phosphopentanoate (AP-5).
Additionally, the NMDA receptor is unique in that at resting membrane potentials the
open channel is blocked by Mg2+ ions (Nowak et al, 1984; Ascher and Nowak, 1988;
Lodge, 1988; Li-Smerin and Johnson, 1996). Following membrane depolarization, for
example by activation of adjacent AMPA receptors, the Mg2+ blockade may be released,
causing influx of current through the NMDA receptor and further depolarization.
Therefore, the NMDA receptor functions as an amplification system that generates a
long-lasting membrane depolarization. While it is common for a single synapse to
express both NMDA and AMPA receptors, the ratio of NMDA receptors to AMPA
receptors is much higher in the early postnatal hippocampus compared to the adult
(Durand et al, 1996).
Glutamate also activates metabotropic glutamate receptors (mGluRs), and these
receptors can be divided into three groups. Group I mGluRs activate phospholipase C
leading to phosphoinositide hydrolysis (Johnson and Chamberlain, 1999; Sladeczek et al,
1985), while activation of group II and group III mGluRs inhibits adenylyl cyclase
leading to decreased production of cAMP. Group I and II mGluRs are agonized by 1amino-1,3-cyclopentanedicarboxylic acid (ACPD) (Manzoni et al, 1990). LY341495
antagonizes Group II mGluRs at nanomolar concentrations and all groups at higher
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concentrations (Kingston et al, 1998; Johnson et al, 1999).

The effects of mGluRs on

epileptiform bursting will be discussed in Chapter 5.
1.1.4 Non-pyramidal interneurons
The principal cells of the hippocampal formation, the granule and pyramidal
neurons, are glutamatergic projection neurons. All other neurons are non-projecting
interneurons (Buckmaster and Soltesz, 1996), and represent 11% of the hippocampal
neuronal population (Woodson et al, 1989). There are many varieties of hippocampal
interneurons, most have the following characteristics in common: 1) they are inhibitory in
function (Knowles and Schwartzkroin, 1981a,b) utilizing GABA as their neurotransmitter
(Buckmaster and Soltesz, 1996; Sloviter and Nilaver, 1987), 2) they have a nonpyramidal morphology, 3) their dendrites are aspiny or only sparsely spiny, 4) their axon
terminals contain flattened vesicles and form symmetric synapses with their targets
(LeVay, 1973), and 5) they often have the ability to fire at very fast frequencies of up to
several hundred Hz (Freund and Buzsaki, 1996). Inhibitory interneurons are grouped and
classified in many ways including by their physiological firing patterns (Kawaguchi and
Hama, 1987), their morphology, (Somogyi and Freund, 1989), and by the calciumbinding proteins and neuropeptides they express (Hokfelt et al, 1980), such as
parvalbumin and somatostatin. Interneurons form an extensive GABAergic network
making synapses on both pyramidal neurons and other interneurons (Gulyas et al, 1996).
Parra et al (1998) classified interneurons according to various features, and suggest that
in the CA1 region alone there are 52 types of interneurons. Here we will limit our
discussion to the main hippocampal interneurons, including the better-known chandelier
and basket cells (see Figure 1-2).
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Chandelier cells are so named because their axonal plexuses give rise to up to 300
radially oriented “candles” or strings of en passant terminals in the strata pyramidale and
oriens (Somogyi et al, 1983). The rows of terminals are arranged parallel to the initial
segments of the pyramidal neurons’ axons, permitting the Chandelier cells to make
extensive axo-axonic synapses.

In fact, this feature has earned this cell another name,

the axo-axonic cell (Somogyi et al, 1985). These cells express parvalbumin, their somata
are in the stratum pyramidale, and they give rise to smooth dendrites that reside in all
layers of the hippocampus.
The term “basket cell” originated with Ramon y Cajal’s description of the
cerebellar cortex, where the Purkinje cells’ somata and proximal dendrites are surrounded
by a “basket” of axon terminals, hence the neuron giving rise to the plexus of terminals
was named the “basket” cell. The basket cells in the hippocampus form an extensive
network of axon terminals on the perisomatic region of pyramidal neurons, and they
express parvalbumin. (McBain et al, 1994; Sik et al, 1995). Their somata typically lie in
the stratum radiatum or stratum pyramidale (Nunzi et al, 1985). Basket cells usually
receive excitatory input from all the various excitatory pathways in the hippocampus on
their dendrites, which span the entire depth of the stratum oriens (Gulyas et al, 1993;
Buhl et al, 1994a; Sik et al, 1995).
Buhl et al. (1994b) and Sik et al. (1995) were the first to describe bistratified
trilaminar and horizontal trilaminar interneurons. Both of these groups of neurons have
cell bodies in or very near the stratum pyramidale. The dendrites of the bistratified
trilaminar cells extend radially into the stratum oriens and the stratum radiatum, but do
not enter the stratum lacunosum-moleculare. The axons of the bistratified trilaminar cells
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extend widely throughout the stratum oriens and also into the proximal stratum radiatum.
The soma and dendrites of the horizontal trilaminar neurons are limited to the stratum
oriens, but its axons extend throughout the strata oriens, pyramidale, and into the
proximal radiatum. Radial cells are similar to the bistratified cells in that they have
widespread axonal arbors, except the radial cells also extend dendrites further into the
stratum lacunosum-moleculare.

An additional type of interneuron, the O-LM cell,

expresses somatostatin and has its axonal arbors restricted to stratum lacunosummoleculare and has its cell body and dendrites located in the stratum oriens among the
axonal branches of the pyramidal cells (Han et al, 1993, McBain et al, 1994).
Several important functions have been assigned to hippocampal inhibitory
interneurons. The roles of the hippocampal interneurons include: 1) restricting and
controlling the level of excitability in a neuronal network, thus preventing the generation
of epileptic activity (Sloviter, 1987, 1991), 2) induction and maintenance of neuronal
network oscillations in the theta, gamma (40-100 Hz), and ultrafast “ripple” (200 Hz)
frequency ranges (Ylinen et al, 1995a,b; Bragin et al, 1995; Soltesz and Deschenes, 1993;
Fraser and MacVicar, 1991; Buzsaki et al, 1983, 1992), and 3) the release of GABA as a
neurotrophic factor promoting neuronal proliferation and synaptogenesis during
development (Ben-Ari, 2001; Barker et al, 1998; Lauder et al, 1998).

Given the

importance of the functional role of these neurons, a more thorough examination of their
synaptic influence is warranted.
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1.2 Generation of Excitatory and Inhibitory GABA Responses in Hippocampal
Neurons
In 1955, it was reported that “Factor I” (I for Inhibition) was responsible for
neuronal inhibition (Florey and McLennan, 1955). Later found to be γ-aminobutyric acid
(GABA), its role as an inhibitory neurotransmitter was initially realized because its
application strongly suppressed the activation of the mammalian nervous system (Florey
and McLennan, 1955) and in the crayfish it was found to be present only in inhibitory
neurons (Kravitz et al, 1963). Nearly five decades later, a much more detailed account of
GABA’s physiological role is available. In the forebrain, GABA operates by acting upon
two different receptor types: GABAA and GABAB. GABAA and GABAB receptors are
ionotropic and metabotropic, respectively, and have a seemingly ubiquitous expression in
the nervous system (Chu et al, 1990).
1.2.1 Effects of GABAA receptor activation
Hippocampal interneurons are activated by granule cells, pyramidal axons, and
afferent neurons from outside the hippocampus.

They release GABA from their

presynaptic terminals, producing postsynaptic GABAA receptor activation. This receptor
is an ionotropic ligand-gated ion channel permeable mainly to Cl- and to a much lesser
extent, HCO3- (Kaila, 1994; Bormann et al, 1987). The open-time of the channel is
approximately 20-30 ms, thus the GABAA receptor regulates a relatively fast form of
inhibition (Newberry and Nicoll, 1985). The receptor is a heteropentamer assembled
from up to 5 of 18 known subunits. Each subunit has four transmembrane domains
(Sieghart et al, 1999). Upon activation, the GABAA receptor decreases input resistance
(i.e. increases conductance) by allowing Cl- to permeate the membrane. GABAA receptor
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activation is inhibitory in the adult (Krnjevic, 1976; Ben-Ari et al, 1981) because it opens
a conductance with a reversal potential (i.e. the membrane potential towards which the
synaptic current will pull the membrane) more negative than the firing threshold (the
membrane potential where an action potential will be generated). GABAA activation
typically allows Cl- influx into the cell, causing a membrane hyperpolarization. Clmoves into the cell because it is maintained at a low intracellular concentration by KCC2,
a Cl--K+ co-transporter that extrudes Cl- from the neuron (Rivera et al, 1999). In contrast
to mature systems, in the neonatal hippocampus GABA has been shown to depolarize
neurons sufficiently to fire action potentials (Dzhala and Staley, 2003; Kohling et al,
2000; Leinekugel et al, 1999; Leinekugel, 1997; Owens et al, 1996; Staley et al, 1995;
Ben-Ari et al, 1994; Cherubini et al, 1991; Ben-Ari et al, 1989). The depolarizing effect
of GABA in the neonate is believed to be due to a high intracellular concentration of Clwhich flows out of the cell upon GABAA receptor activation (Staley et al, 1995). The
high intracellular Cl- concentration in immature neurons is a result of (1) a Na+-K+-2Cltransporter being expressed much more in neonatal neurons compared to adult neurons
(Sun and Murali, 1999), and (2) KCC2 is not yet expressed at high levels (Rivera et al,
1999).
Even though the action of GABAA receptors in the neonate is depolarizing, their
activation should not necessarily be construed as an excitatory event. The reversal
potential for the GABAA receptor/channel is much more negative, even when
depolarizing, than is the reversal potential for an excitatory (glutamate) channel
(approximately -55 mV and 0 mV, respectively) (Leinekugel, 1999; Silvotti and Nistri,
1991).

Therefore, when both of these channels are activated together in an intact
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hippocampal neuronal network, the GABA channel greatly reduces the depolarizing
effect the activated glutamate channel has on the membrane potential by shunting out
current flowing through the excitatory channel. Therefore, GABA is still functioning in
an inhibitory fashion, even though it is depolarizing. In support of this, activating
GABAA receptors in the neonatal hippocampus with muscimol prevents AMPA-receptor
mediated bursting in the newborn hippocampus (postnatal days 0-2) (Lamsa, 2000). The
exact role of GABAA receptors in the neonatal hippocampus is still controversial (BenAri, 2001), and will be further discussed in Chapter 3.
1.2.2 Inhibition mediated by GABAB receptors
In contrast to the GABAA receptor, the GABAB receptor induces a slow and
sustained form of inhibition (Alger, 1984).

The GABAB receptor works via a

metabotropic mechanism and is located at both post- and presynaptic membranes (Davies
et al, 1995). Postsynaptic activation of GABAB receptors leads to an increase in K+
conductance, mediated through a pertussis toxin-sensitive GTP-binding protein (Gprotein) (Thalmann, 1988; Newberry and Nicoll, 1984). This G-protein mediated K+
channel activation leads to a slow and long-lasting hyperpolarizing synaptic potential
with a duration reaching hundreds of milliseconds (Dutar and Nicoll, 1988; Alger, 1984)
to seconds (Avoli, 1996). The main effect of presynaptic GABAB receptor activation is
believed to be the reduction of neurotransmitter released at the synapse (Bowery et al,
1980). This effect is mediated by a pertussis toxin-sensitive G-protein that binds directly
to Ca2+ channels, thus impairing Ca2+ flux into the axon terminal, reducing the probability
of neurotransmitter release (Dolphin et al, 1989; Dolphin and Scott, 1987; Holz et al,
1986).
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A typical inhibitory post-synaptic potential in hippocampal neurons contains two
parts, an initial fast, short-lasting inhibitory potential (via GABAA receptors) followed by
a slower, long-lasting inhibitory potential (via GABAB receptors) (Knowles et al, 1984;
Alger, 1984; Newberry and Nicoll, 1984).

As described below, disrupting the

GABAergic influence regulated by these receptors has profound effects on hippocampal
neurons.

1.3 Epilepsy
1.3.1 Cellular principles
Epileptiform bursts are characterized by intense, excessive and synchronous
action potential firing in groups of cortical neurons (Traub and Miles, 1991; Glauser and
Clancy, 1992; Avoli, 2001). GABAergic inhibition exerted by interneurons suppresses
epileptiform bursting and controls the generation of action potentials by hippocampal
neurons by diminishing the input elicited by glutamatergic synaptic inputs (Miles et al,
1996; Lamsa et al, 2000). The inhibitory control of pyramidal neurons is so delicately
balanced that even a small decrease in the inhibitory actions of GABA results in
epileptiform bursting (Sloviter, 1987; Chagnac-Amatai and Connors, 1989; Langenstroth
et al, 1996). Among the multitude of mechanisms that could decrease GABAergic
inhibition in the hippocampus are a decrease in GABAergic synaptic efficiency, for
example by GABAA blockade or a disruption in the Cl- gradient (Traub and Miles, 1991),
a decrease in interneuron number (Bernard et al, 2000) or a decrease in the mossy fiber
activation of interneurons (Sloviter, 1987).
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1.3.2 Epidemiology
The prevalence of epilepsy is relatively very high, with at least one person
suffering from the disease out of every 200 people in the world’s population, thus making
it the most common neurological disorder (Kubova and Moshe, 1994; Bradford, 1995),
causing human suffering and high economic costs. Most often epilepsy will first afflict
its victims within the first decade of life (Holmes, 1997). This is especially troubling
since the immature brain has unique factors rendering it more susceptible to the
damaging effects of an epileptic seizure than the adult brain. The immature brain relies
heavily on ketone metabolism, and the large supply of oxygen needed for such
metabolism is reduced in a seizure, thereby diminishing the availability of energy
resources (Wasterlain, 1997). In addition, immature glia are inefficient at removing high
levels of extracellular potassium ions that are released during epileptic seizures, and this
leaves the tissue in a hyperexcitable state, lowering the threshold for another seizure to
occur (Prince, 1983; Prince, 1985; Prince and Connors, 1986; Wasterlain, 1997; Chen et
al, 1999). There is a controversy as to whether children with epilepsy will suffer any
long-term ill effects from the disease. While many epileptic children outgrow the disease
without any long-term disabilities (Wasterlain and Shiraski, 1994), there are some
epileptic children that develop both behavioral and cognitive problems. The distribution
of IQ scores from epileptic children is skewed toward lower values (Farwell et al, 1985).
To add insult to injury, the IQ scores and psychiatric state of the epileptic patients usually
do not improve, but progressively worsen as they age (Bourgeois et al, 1983; Farwell et
al, 1985; Wakamoto et al, 2000; Oguni et al, 2002).
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1.3.3 Electrophysiological properties of epileptic manifestations
Epileptiform bursts can occur as long bouts of action potentials lasting tens of
seconds (ictal bursts) or as short-lasting (~1-2 s) bouts called interictal bursts (IIBs), sonamed because they typically occur between epochs of ictal activity (Jensen and Yaari,
1988). IIBs can be recorded extracellularly as paroxysmal field potentials (PFPs; in
Chapter 3, IIBs are referred to as PFPs) and intracellularly as so-called paroxysmal
depolarization shifts (PDSs) that consist of a ~1-2 second long depolarization
superimposed by rapid bursts of action potentials.

An epileptiform burst is terminated

by a K+-induced hyperpolarization that is activated by both the membrane depolarization
and the intracellular rise in Ca2+ concentration (Wong and Prince, 1981). During an IIB,
neurons synchronously undergo a single PDS, while during an ictal burst neurons
undergo a repetitive train of synchronous PDSs (Jensen and Yaari, 1988; Traub et al,
1996).
The causal relationship between ictal and interictal bursts is of some debate in the
epilepsy research community. Some investigations have suggested that IIBs are involved
with the suppression of ictal bursts (Swartzwelder et al, 1987; Avoli and Barbarosie,
1999; Avoli, 2001; de Curtis and Avanzini, 2001), and others provide evidence that
suggest IIBs lead to ictal bursts, since the rate of IIB occurrence often increases just prior
to an ictal event (Wada et al, 1974; Lewis et al, 1989; Nagao et al, 1996; Dzhala and
Staley, 2003).
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1.4 The Hippocampal Slice as a Model for Studying Epilepsy
1.4.1 The in vitro hippocampal slice preparation
Given that epilepsy has such negative effects on human society, much attention is
focused on studying the disorder in the laboratory.

One prevalent method to study

epilepsy utilizes the in vitro hippocampal slice preparation (Yamamoto, 1972; Traub and
Miles, 1991).

When the living hippocampus is sliced in 300-500 µm sections

perpendicular to its long axis, the tri-synaptic loop originating in the entorhinal cortex
and ending in the CA1 field of Ammon’s horn remains relatively intact and functional.
The tissue slices can then be kept alive and maintained for many hours by bathing them
in an oxygenated solution of artificial cerebrospinal fluid (aCSF).

These living

hippocampal slices can used to study various hippocampal properties, including those
relating to epilepsy (Yamamoto, 1972; Oliver et al, 1977). It should be noted that
limitations to the in vitro slice exist. Since the brain has been cut to to make the slice,
neurons near the surface may be damaged, fiber pathways are often incomplete or
severed, oxygen tension near the center of the slice could be inadequate, and (most
importantly) all sensory and modulatory afferents are lost. These limitations hinder the
generalization of in vitro results to the intact animal. However, despite these limitations,
the in vitro slice is often the method of choice to study brain physiology at the cellular
level due to easy experimental access to the tissue with microelectrodes or with applied
neurochemicals. A variety of techniques have been used to induce and study epileptiform
bursts in the in vitro hippocampal slice.
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1.4.2 In vitro models of epilepsy
A variety of experimental methods can be used to induce epileptiform bursts in
the in vitro hippocampal slice (Dichter and Ayala, 1987). The models, while varied in
their mechanism of action, share the common feature of increasing the excitability of
hippocampal neurons.
The “kindling model” of in vitro epilepsy is unique because it does not require
any pharmacological manipulation of the brain slice. It is a derivative of an in vivo
preparation involving the repeated application of sub-convulsive trains of electrical
stimuli to hippocampal or amygdala sites that eventually result in electrographic and
motor seizures (Goddard et al, 1969; McNamara et al, 1980).

For the in vitro

preparation, one-second-long trains of high-frequency stimuli are administered to the
CA3 region, inducing spontaneous epileptiform bursts in the slice. This bursting is the
result of the stimulus trains inducing a long-term enhancement in excitatory synaptic
efficiency (Stasheff et al, 1985).
The other methods to induce epileptiform bursts involve various pharmacological
manipulations. One of these models entails removing or reducing the Mg2+ content in the
bath solution from standard levels of 1.3-2 mM to below 0.4 mM. Typically 10-40
minutes after the perfusion of Mg2+-free (or reduced Mg2+) medium, both ictal bursts and
IIBs can be recorded in the hippocampus (Anderson et al, 1986, 1990; Mody et al, 1987;
Schneiderman and MacDonald, 1987; Tancredi et al, 1990; Gloveli et al, 1995). It is
believed that the following effects could underlie the increases in neuronal excitability
and the facilitation of epileptiform bursting in Mg2+-deficient medium: 1) Mg2+’s role in
antagonizing both pre- and postsynaptic Ca2+ entry is lost (Llinas and Walton, 1980), 2)
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surface charge screening is altered lowering the threshold for action potential generation
(McLaughlin et al, 1971; Mody et al, 1987), and 3) the Mg2+ block of NMDA channels is
eliminated, permitting the channel to conduct current without the typical pre-requisite of
membrane depolarization (Neuman, Cherubini, and Ben-Ari, 1989; Tancredi et al, 1990).
Finally, it should also be noted that there is a single report (Whittington et al, 1995) that a
Mg2+-deficient environment reduces GABAergic inhibition. Whittington and colleagues
(1995) suggested that the reduced Mg2+ concentration permits ATP to leach from the
neurons leading to a dephosphorylation of the GABAA channel that reduced the
amplitude of hyperpolarizing inhibitory synaptic potentials by 52% in their study.
Three additional models are also commonly used. They are 1) elevation of
extracellular K+ ([K+]o), 2) bath application of 4-aminopyridine (4-AP), an antagonist of
an early transient K+ current (also called the A-current; reviewed by Rudy (1988)) and 3)
bath application of GABAA receptor antagonists. The “High-K+” model of epileptiform
bursting is produced by increasing [K+]o from the standard level of ~3 mM to ~8 mM
(Korn et al, 1987; McBain et al, 1994). Such an increase induces both spontaneous ictal
bursts and IIBs. It has been previously suggested that this epileptiform bursting is
elicited because the increase in [K+]o results in (1) more depolarized membrane
potentials, (2) a reduction in the efficiency of K+-Cl- cotransport (Staley and Proctor,
1999) which causes the Cl- reversal potential to move in the positive direction, thus
reducing the hyperpolarizing effect of GABAA receptor activation, and (3) a decrease in
the afterhyperpolarizing potential following an action potential permitting action
potentials to be generated at a faster rate (Korn et al, 1987; Traynelis and Dingledine,
1988). In Chapter 5 we propose a novel mechanism for the effect of increasing [K+]o.
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Application of 4-AP results in similar activity . Its actions parallel the epileptiform
bursting that occur when [K+]o is increased, however 4-AP also increases the size of
excitatory post-synaptic potentials and it increases their spontaneous rate of occurrence
(Thesleff, 1980; Perreault and Avoli, 1991; Traub et al, 1995).
Many convulsant drugs are known to diminish inhibition produced by
GABAergic receptors (Avoli, 1988), and removal of inhibition exerted by GABAA
receptors is a widely used model of epileptiform bursting in the hippocampal brain slice
(Schwartzkroin and Prince, 1977; Hablitz, 1987). Drugs such as penicillin (Dichter and
Spencer, 1968,1969a,b; Dichter et al, 1973), bicuculline (Avoli et al, 1997), picrotoxin
(Newland and Cull-Candy, 1992), and gabazine (Heaulme et al, 1986) are used to block
the GABAA receptor.

In hippocampal neurons, these drugs block increases in

conductance associated with inhibitory synaptic potentials and permit the occurrence of
prolonged bouts of excitatory post-synaptic potentials (Dingledine and Gjerstad, 1979
and 1980); this erosion of inhibition and facilitation of excitation elicits epileptiform
bursting.
1.4.3 Age dependence of in vitro epileptic models
The hippocampus has the neuronal network sufficient to generate and sustain
epileptic activity (Traub and Miles, 1991). While there is abundant knowledge of both
ictal and interictal bursts occurring in the adult hippocampal slice (Gutnick et al., 1982;
Wong et al., 1986; Hablitz, 1987; Traub and Miles, 1991), very few studies of epilepsy
have been performed in the neonatal (postnatal age 0-7 days; P0-P7) hippocampal slice.
Indeed, most of the studies that have examined the neonatal hippocampus found that
epileptic activity cannot be induced in the neonate. Anderson et al. (1990) found that

19

penicillin and picrotoxin were ineffective prior to P9 and P8, respectively; Psarropoulou
and Descombes (1999) demonstrated that blocking GABAA receptors with bicuculline is
not sufficient to elicit spontaneous epileptiform bursts in the first postnatal week; Gloveli
et al. (1995) found that reducing Mg2+ had no effect before P7; Wong and Yamada
(2001) observed that 4-AP, reducing extracellular Mg2+, and blocking either GABAA or
GABAB receptors were all unproductive at eliciting epileptiform bursts in the first
postnatal week. In Chapter 3 we describe a novel model in which IIBs can be reliably
initiated in the neonatal cerebral cortex.
1.4.4 Rhythmicity of IIBs in the hippocampus
IIBs that occur in the hippocampus often occur in a highly regular rhythm. For
example, IIBs rhythmically occur with the application of picrotoxin (Merlin et al, 1995;
Curtis and Avanzini, 2001) or 4-AP (Avoli et al, 1996) to the slice’s bathing medium.
Korn et al. (1987) demonstrate rhythmic IIBs by elevating extracellular K+ concentration.
While much attention has been given to ionic currents and synaptic circuitry
involved with the generation of IIBs (Ayala et al, 1973; Traub and Miles, 1991; Curtis
and Avanzini, 2001), less attention has been given to deciphering the mechanism(s)
responsible for generating the precise periodicity of IIBs. It has been suggested that IIBs
are terminated by Ca2+-activated K+ conductances that hyperpolarize neurons and inhibit
neuronal activity (Robinson et al, 1993), and the following IIB can only occur when this
post-burst inhibition decays (Lebovitz, 1979). Additionally, it has been suggested that
bursts are terminated by an activity-dependant depression of excitatory synapses (i.e.
each burst depletes excitatory synapses of releasable neurotransmitter vesicles) (Staley et
al, 1998, 2001). The following IIB can only occur once the synapse has recovered a
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critical number of these vesicles (Chamberlin et al, 1990), which occurs on the same time
scale as the interval between the bursts (Stevens and Wesseling, 1998). Each of these
models proposes that the IIBs are paced by a recovery from a form of suppression;
however, an alternative mechanism would be that a slow build-up of excitation is pacing
the IIBs. A unique ionic current, called Ih, paces the heartbeat and influences a variety of
other non-neural and neural phenomena (Ito et al, 1965; Brown and DiFrancesco, 1980;
Soltesz et al, 1991; DiFrancesco, 1993; Janigro et al, 1994; Maccaferri and McBain,
1996; Santoro and Tibbs, 1999; Santoro et al, 2000), and it could mediate a slow increase
in excitation during epilepsy (Timofeev et al, 2002). Ih is described in detail below, and
in Chapter 5 it will be explored as the mechanism that paces IIBs.

1.6 The Hyperpolarization Activated, Cyclic-Nucleotide Sensitive, Nonselective
Cation Current, Ih
Neurons possess a vast repertoire of ion channels, including classical types such
as the depolarization-activated Na+ and K+ channels underlying the action potential, as
well as less-known channels. Ito and colleagues first illustrated the current conducted by
one of these less-known channels (Ito and Oshima, 1965). They described a depolarizing
current that was activated by membrane hyperpolarization in the feline motoneuron. This
current was later also discovered in the Purkinje cells of the sino-atrial node in the heart
(Brown and DiFrancesco, 1980). Because it was an inward current that was activated by
membrane hyperpolarization, it seemed to be a “funny” or “queer” current, and it was
initially named If or Iq, but it is now customarily called Ih because it is activated by
membrane hyperpolarization. Ih has been found in many types of neurons and in many
neuronal compartments. Ih is expressed in both cortical pyramidal cells (Constanti and
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Galvan, 1983; Maccaferri et al, 1993; Gasparini and DiFrancesco, 1997; Santoro et al,
2000) and interneurons (Maccaferri and McBain, 1996), and in neurons found in the
cerebellum (Southan et al, 2000), substantia nigra (Harris and Libri, 1995), thalamus
(McCormick and Pape, 1990; Williams et al, 1997), ventral tegmentum (Jian et al, 1994),
and amygdala (Womble and Moises, 1993). Additionally, Ih can be localized in segments
of the neuron other than the soma: patch-clamp recordings from single axon terminals
and dendrites reveal Ih to be present in the synaptic axonal terminals of cerebellar basket
cells (Southan et al, 2000), in the calyx of Held in the auditory brainstem (Cuttle et al,
2001), and in hippocampal pyramidal cell dendrites (Magee, 1998).
In addition to having a seemingly ubiquitous expression in the brain, Ih functions
in many roles. It contributes to the resting membrane potential and input resistance of
neurons—when Ih is blocked neurons hyperpolarize and have a marked (~30%) increase
in input resistance (McCormick and Pape, 1990; Maccaferri et al, 1993). Ih serves to
limit the hyperpolarizing influence of K+ conductances following intense action potential
activity (Eng et al, 1990) and can shape firing patterns by limiting afterhyperpolarizing
potentials. It has also been proposed that presynaptic Ih channels in mossy fiber terminals
are necessary for the induction of long-term potentiation in the CA3 (Mellor et al, 2002;
but see Chevaleyre and Castillo (2002) for a different interpretation).

The

unconventional mechanism of being activated upon hyperpolarization makes Ih
particularly useful as a pacemaker by providing depolarization during rhythmic or
oscillatory activity (Ito et al, 1965; Santoro and Tibbs, 1999; Santoro et al, 2000).
Pacemaking action of Ih has been described in many locations, including the heart
(DiFrancesco, 1985, 1993), hippocampus (Strata et al, 1997), and thalamus (McCormick
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and Pape, 1990). It is possible that Ih is involved with the generation of epileptiform
bursting (Timofeev et al, 2002), and blocking Ih could potentially be a viable treatment
for epilepsy (Kitayama et al., 2003). In Chapter 5 we demonstrate that IIBs are paced by
Ih.
Ih channels have other characteristics that underscore their importance in rhythm
generation (Pape, 1996; Santoro and Tibbs, 1999; Robinson and Siegelbaum, 2003), in
addition to being activated by membrane hyperpolarization. The channel is permeable to
K+ and Na+ ions, Ih has a reversal potential of around –35 mV, and Ih does not inactivate
with time (Halliwell and Adams, 1982; Mayer and Westbrook, 1983; Crepel and PenitSoria, 1986; Spain et al, 1987; McCormick and Pape, 1990; Maccaferri et al, 1993; Pape,
1996; Santoro and Tibbs, 1999), thus permitting the flow of a sustained depolarizing
current that is capable of driving cells over firing threshold. Also, the Ih channel’s
cytoplasmic domain binds cyclic nucleotides (Wainger et al, 2001), and upon nucleotide
binding the conduction of the channel is enhanced and the activation curve of the channel
is shifted towards more depolarized potentials (Luthi and McCormick, 1999; Santoro and
Tibbs, 1999; Santoro et al, 2000; Chen et al, 2001). This permits various hormones to
regulate the activity of Ih. For example, β-adrenergic stimulation of the heartbeat occurs
by increasing the intracellular production of cAMP in the sino-atrial node purkinje cells,
thereby increasing current conduction through Ih channels (Pape, 1996).
There are four known Ih channel subunits, HCN1 through HCN4, (Clapham,
1998; Ludwig et al, 1999a; Santoro et al, 1998) that are the products of the HCN
(hyperpolarization-activated cyclic nucleotide-sensitive cation) gene family.

The Ih

channel is tetrameric, and while all four homomeric channels have been studied in
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heterologous expression systems (Pape, 1996; Clapham, 1998; Robinson and
Siegelbaum, 2003), the coassembly of HCN1 with HCN2 (Chen et al, 2001; Ulens and
Tytgat, 2001) and HCN1 with HCN4 (Altomare et al, 2003) are the only heteromeric
channels studied. The four subunits display different activation kinetics (Clapham, 1998).
Generally speaking, HCN1 activates faster than HCN2, which activates faster than
HCN3, which activates faster than HCN4, with the rates of activation spreading from
milliseconds to seconds (Franz et al, 2000; Moosmang et al, 2001).

Therefore,

differential gene expression can account for the variability seen in the period of rhythms
regulated by Ih channels in different cell types (Santoro and Tibbs, 1999): for example,
the photoreceptors in the retina express solely HCN1 which allow them to quickly
reverse a light induced hyperpolarization, whereas the heart highly expresses HCN4
permitting Ih to play a role in generating the relatively slow rhythm of heart contractions.
Each of the subunits also display differences in their sensitivity to cyclic nucleotides in
the order of HCN4 > HCN3 > HCN2 > HCN1 (Ishii et al, 1999; Ludwig et al, 1999b;
Chen et al, 2001; Wainger et al, 2001).
Expression of HCN subunit mRNA is regulated by hippocampal activity and
development. For example, in the CA3 region of the hippocampus, mRNA for HCN1 is
expressed in the neonate but is downregulated after two weeks of life, whereas HCN4
mRNA expression increases with development (Bender et al, 2001).

Additionally,

seizure activity in the hippocampus caused a downregulation of HCN1 subunit mRNA in
CA1 and an upregulation of HCN2 subunit mRNA in CA1 and CA3 (Brewster et al,
2002). Immunocytochemistry studies found that there is a developmental change in the
amount of subunits present in the hippocampal neuropil (Vasilyev and Barish, 2002);
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however, the exact neuron types and neuronal compartments (i.e. dendrites, somata,
axons, etc.) expressing the different HCN subunits throughout hippocampal development
remain unknown. Chapter 6 describes the development of HCN immunoreactivity in the
cerebral cortex in detail.
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1.7 Figures
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FIGURE 1-1. ANATOMY OF THE HIPPOCAMPUS.
Principle neurons (glutamatergic neurons) and interneurons (GABAergic neurons) are
indicated with triangles and circles, respectively. SO, stratum oriens; SP, stratum
pyramidale; SR, stratum radiatum; SL-M, stratum lacunosum-moleculare. Perforant
pathway projection originates in entorhinal cortex.
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FIGURE 1-2. THE ORIENTATION OF HIPPOCAMPAL NEURONS.
Neuron somas are indicated with filled black circles, dendrites are indicated with thick
black lines, and location of axon terminals are indicated with gray squares. Adapted from
Fruend and Buzsaki (1996). SL-M, stratum lacunosum-moleculare; SR, stratum radiatum;
SP, stratum pyramidale; SO, stratum oriens.
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CHAPTER 2: Objectives and Rationales
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This investigation was focused on the mouse hippocampus; however, when it was
applicable the neocortex was also studied, permitting comparisons to be made between
these two structures. The experiments in this study were performed to fulfill three
separate objectives, and the results of these experiments will be discussed in Chapters 3
through Chapter 6. The purpose of this chapter is to introduce the objectives of the
current study and outline the manner in which they will be presented in the remainder of
the dissertation.

2.1 Objective 1- To determine if GABA is an inhibitory or excitatory
neurotransmitter in the cerebral cortex.
The literature suggests the neurotransmitter GABA plays opposing roles at different
developmental stages of the cerebral cortex. In the adult, synaptic GABA release serves
an inhibitory function by opening chloride channels increasing the resting conductance,
which reduces neuronal activity by decreasing the probability of action potential firing.
However, in the first postnatal week, GABA has been implicated as an excitatory
neurotransmitter, because the chloride current conducted through the GABA channel,
which typically hyperpolarizes adult neurons, depolarizes immature neurons.

This

depolarization brings the neuronal membrane potential closer to firing threshold, which
has lead some investigators to claim that GABA increases the probability of action
potential firing in the neonatal cerebral cortex. These claims have led to the assertion that
GABA (not glutamate) is the main excitatory neurotransmitter in the neonatal cerebral
cortex. However, even in view of GABA’s depolarizing action, it seems improbable that
GABA would not serve to inhibit neonatal neurons, because the neonatal cerebral cortex
would otherwise be in a near perpetual state of hyper-excitation, unless there is little or
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no glutamatergic neurotransmission in the neonate. Therefore, the first objective of this
study was (1) to determine if GABA was an inhibitory neurotransmitter in the neonatal
cerebral cortex and (2) to determine if glutamatergic neurotransmission is already
functional and excitatory in the neonatal cerebral cortex. The experiments addressing
this objective and their outcomes are described in Chapter 3.

2.2 Objective 2- To determine the mechanisms involved in timing and
modulating the frequency of rhythmic IIBs in the neonatal hippocampus.
Upon completion of the first objective, GABA was found to be an inhibitory
neurotransmitter in the neonatal hippocampus and neocortex.

It was found that

spontaneous release of GABA prevented the occurrence of paroxysmal bursts in the
hippocampus and neocortex. These bursts resembled IIBs, repetitive short bursts which
are often recorded between seizures (ictal bursts) in epileptic patients or in in-vitro
models of epilepsy. Unlike the neocortex, IIBs in the neonatal hippocampus reliably
occurred in a strikingly regular temporal rhythm, suggesting an underlying pacing
mechanism. Therefore, the second objective of this study, discussed in chapters 4 and 5,
was to discover the ionic mechanisms involved with timing IIB or modulating their
frequency and to determine if this precision of the IIB rhythm was unique to the neonate.
Chapter 4 discusses the mechanism determined to time this rhythm, while Chapter 5
discusses the potential mechanisms that were determined not to be involved with or only
slightly modulate IIB frequency, as well as age dependent characteristics of IIBs.
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2.3 Objective 3- To determine the expression pattern of Ih channel subunits in
the developing cerebral cortex.
Based on the results of the second objective of this study, we determined that the
hyperpolarization-activated cationic pacemaker current, Ih, plays a major role in timing
rhythmic IIBs in the hippocampal network. Additionally, we found that IIBs have a
much more precise rhythm in the neonate. The literature shows that mRNA levels for the
subunits composing these channels change with development in the hippocampus.
Antibodies against the Ih channel subunit proteins permit specific staining of cells
containing these subunits, and initial published immunocytochemistry studies have
shown that the overall level of Ih channel subunits in the neuropil is also changing during
postnatal development. However, it was not known which neuronal subtypes in the
hippocampus are altering their expression of Ih channel subunits with development, and if
these subunits are expressed in different cellular compartments at different times in
postnatal development. Therefore, the third objective of this study was to determine: 1)
what neuronal types are expressing which Ih channel subunits, 2) are the Ih channel
subunits selectively expressed in certain neuronal compartments (for example, expression
in the dendrites or axon terminals), and 3) does this expression pattern change with
development? Experiments addressing these goals with antibodies directed against the
two most common Ih channel subunits found in the cerebral cortex will be discussed in
Chapter 6.
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Chapter 3: GABAergic Inhibition Suppresses Paroxysmal
Network Activity in the Neonatal Rodent Hippocampus
and Neocortex
This chapter was published in The Journal of Neuroscience, December 1, 2000,
20(23):8822-8830.
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3.1 Abstract
In the adult cerebral cortex, the neurotransmitter γ-amino butyric acid (GABA) is
strongly inhibitory, as it profoundly decreases neuronal excitability and suppresses
network propensity for synchronous activity. When fast, GABAA receptor (GABAAR)mediated neurotransmission is blocked in the mature cortex, neuronal firing is
synchronized through recurrent excitatory (glutamatergic) synaptic connections,
generating population discharges manifested extracellularly as spontaneous paroxysmal
field potentials (sPFPs). This epileptogenic effect of GABAAR antagonists has rarely
been observed in the neonatal cortex and, indeed, GABA in the neonate has been
proposed to have an excitatory, rather than inhibitory, action. In contrast, we show here
that when fast GABAergic neurotransmission was blocked in slices of neonatal mouse
and rat hippocampus and neocortex, sPFPs occurred in nearly half the slices from
postnatal days 4-7 (P4-P7) neocortex and in most slices from P2-P7 hippocampus. In
Mg2+-free solution, GABAAR antagonists elicited sPFPs in nearly all slices of P2 and
older neocortex and P0 and older hippocampus. Mg2+-free

solution alone induced

spontaneous events in the majority of P2 and older slices from both regions; addition of
GABAAR antagonists caused a dramatic increase in the mean amplitude, but not
frequency, of these events in hippocampus, and in their mean frequency, but not
amplitude, in neocortex. In hippocampus, GABAAR agonists suppressed amplitudes, but
not frequency, of sPFPs, while glutamate antagonists suppressed frequency but not
amplitudes. We conclude that neonatal rodent cerebral cortex possesses glutamatergic
circuits capable of generating synchronous network activity but, as in the adult, tonic
GABAAR-mediated inhibition prevents this activity from becoming paroxysmal.
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3.2 Introduction
The cerebral cortical mantle, which includes the hippocampus and the neocortex, is an
intricate network of neurons communicating through chemical and electrical synapses,
and utilizing glutamate and GABA as the major neurotransmitters. In the adult cortex,
excitation is mediated mostly by glutamate receptors of the NMDA or AMPA subtypes,
while GABA, acting through fast (GABAA) and slow (GABAB) receptors, is strongly
inhibitory, as it profoundly decreases the excitability of individual neurons and
suppresses the propensity of the network to generate synchronous discharges (Connors et
al., 1988). Indeed, when GABAA receptors (GABAARs) in the mature hippocampus or
neocortex

are

blocked,

positive

feedback

mediated

by

recurrent

excitatory

(glutamatergic) circuits triggers a chain-reaction of neuronal firing, culminating in
epileptiform events (Wong et al., 1986; Traub and Miles, 1991). These events have an
all-or-none character, and consist of synaptically-induced discharges of action potentials,
which occur nearly simultaneously in all neurons within a given location, and propagate
over relatively long distances with little decrement (Gutnick et al., 1982; Wong and
Traub, 1983; Traub and Miles, 1991). In extracellular recordings, they are manifested as
large-amplitude paroxysmal field potentials (PFPs) (Connors, 1984).
Earlier studies of the immature rodent hippocampus in-vivo (Harris and Teyler,
1983; Michelson and Lothman, 1989) and in vitro (Schwartzkroin, 1981; Mueller et al.,
1984; Muller et al., 1989) and of the immature rodent neocortex in vitro (Kriegstein et al.,
1987; Luhmann and Prince, 1991; Agmon and O'Dowd, 1992; Burgard and Hablitz,
1993) generally failed to find spontaneous or evoked inhibitory synaptic activity during
the first, and even second postnatal weeks (but see Swann et al., 1989 for inhibitory
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responses in area CA3 as early as P5). This view was modified by later studies, which
showed that GABAergic synapses in both regions were already functional during the first
postnatal week, albeit with immature properties. Thus, at least until P5, responses to
exogenous or synaptically released GABA, both in the hippocampus (Ben-Ari et al.,
1989; Zhang et al., 1990) and in the neocortex (Agmon et al., 1996; Owens et al., 1996),
exhibit a positive reversal potential relative to the resting membrane potential, and are
therefore depolarizing.

This effect, together with the occurrence of spontaneous,

GABAAR-dependent network activity in the neonatal hippocampus (Ben-Ari et al., 1989;
Garaschuk et al., 1998), has been interpreted by several groups of investigators (Ben Ari
et al., 1994; Owens et al., 1996; Leinekugel et al., 1999) as an indication of an excitatory
action of GABA during the first postnatal week. However, if GABA is excitatory, it
remains unclear what prevents paroxysmal discharges in the neonate.
A straightforward test of the functional role of spontaneously released GABA in
the neonatal cerebral cortex is to block GABAARs. If GABA is inhibitory, blocking
GABAARs would result in synchronous population discharges, as it does in the adult.
We show here that blocking GABAARs does indeed elicit spontaneous PFPs (sPFPs) in
the neonatal hippocampus and neocortex, strongly indicating an inhibitory role for
GABAergic neurotransmission from the earliest postnatal ages.

3.3 Materials and Methods
Slice preparation and solutions: Timed-pregnant ICR white mouse and Sprague-Dawley
rat dams (Hilltop Lab Animals, Scottdale, PA) were monitored at 12 hour intervals to
determine time of delivery. The first 24 hours after birth were designated P0. Pups were
anesthetized by inhalation of methoxyflurane (“Metofane”, Mallinckrodt Veterinary,
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Mandelein, IL) in a glass jar, decapitated, and the brain removed into ice-cold artificial
CSF (ACSF, composition in mM: NaCl 126, KCl 3, NaH2PO4 1.2, MgSO4 1.3, CaCl2 2,
NaHCO3 26 and dextrose 20) saturated with a 95:5 mixture of O2:CO2. Coronal slices,
500-µm thick, were cut using a Vibraslicer (WPI, Sarasota, FL) and maintained for at
least 1 hr submerged in a holding chamber filled with recirculated, oxygenated ACSF at
room temperature, prior to transfer to the recording chamber. For nominally Mg2+-free
ACSF, MgCl2 was substituted by an equimolar concentration of CaCl2 (for a total of 3.3
mM CaCl2), to maintain the total divalent cation concentration.
Drugs:

Bicuculline methchloride (BMC), SR-95531 (gabazine, GBZ),

muscimol

hydrobromide, 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX) disodium, D(-)-2-amino5-phosphonopentanoic acid (APV) and 4-aminopyridine (4-AP) were purchased from
RBI/Sigma (Natick, MA), prepared as stock solutions in distilled water at (typically)
1000-fold final concentration, divided into aliquots and stored at -200 C. During the
experiment, thawed aliquots were kept on ice and protected from light until use.
Electrophysiological recordings: For electrophysiological recording, individual slices
were transferred to a submersion chamber, transilluminated and continuously superfused
with room-temperature oxygenated ACSF at 2-3 ml/min. Extracellular field potentials
were recorded using glass micropipettes (1 mm O.D., 0.58 mm I.D., A-M Systems Inc.,
Carlsborg, WA) pulled on a Flaming-Brown pipette puller (Sutter Instruments, Novato,
CA), their tips broken under microscopic control to a final outer diameter of about 5 µm,
and filled with 0.9% NaCl. DC signals were recorded using a unity gain headstage
connected to a 1000X gain amplifier (Intronix Technologies, Bolton, Ontario, Canada),
low-pass filtered at 1 kHz, digitized with an analog-to-digital board (National
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Instruments, Austin, TX) at 1000 samples/sec, and streamed to disk, using software
written by AA in the LabView environment (National Instruments, Austin, TX). Slices
were routinely maintained in the recording chamber for 8 or more hours following the
dissection without any apparent deterioration of the responses.
Data acquisition followed one of two paradigms. In an earlier set of experiments
(illustrated in Figs. 4-7), activity was sampled under steady-state conditions, by taking
records of 5 min duration in control solution, after at least 20 min in the experimental
condition, and after at least 20 min of washout. In these experiments, superfusion was
usually stopped during the 5 min of data acquisition, to eliminate spurious signals
resulting from fluctuations in bath level.

In a later set of experiments (illustrated in

Figs. 1-2), activity was sampled continuously for up to 64 min, throughout the wash-in
and wash-out of the experimental solution. In these experiments, a reference micropipette
was placed in the bath and its signal subtracted from the record, thereby removing the
fluctuation noise. To verify that transiently stopping the superfusion (in the earlier set of
experiments) did not have any short- or long-term effects on the sPFPs, control
experiments were done (n=6) in which sPFPs (elicited in CA3 by GABAAR antagonists
in Mg2+-free ACSF) were recorded before, during and after a 15-min pause in superfusion
(3-fold longer than the pause during data acquisition). No significant differences were
observed in average sPFP frequency, amplitude and effective duration (see below for
definitions) during the first 5 min of perfusion pause, compared to the period before the
pause (ratios over control values were 99.4% ± 1.6%, p=0.44; 101.9% ± 7.4%, p=0.39;
and 103.7% ± 3.0%, p=0.14, respectively). Minor and marginally significant reductions
in mean amplitude and frequency were observed during the last 5-min period of the 15
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min pause (87.4% ± 6.4%, p= 0.08; 79.7% ± 12.5%, p=0.11, respectively), and both
parameters recovered fully 10 min after resuming superfusion (99.7% ± 6.2%, p= 0.44
and 104.8% ± 6.2%, p=0.34, respectively).
In most experiments, recordings from CA3 and the neocortex were done from the
same slice simultaneously. Paroxysmal events in the two regions were not temporally
correlated, and were therefore analyzed independently and are reported separately for
each region. In some slices, propagation of paroxysmal events between the two regions
was noted (for example, Fig. 6A, left panel); in all such cases, events could be assigned
unambiguously to their structure of origin, by comparing waveforms, amplitudes and
times of occurrence of sPFPs between the two areas.
Data analysis:

Data analysis was done using routines written in the LabView

environment. Records were smoothed off-line by pooling and averaging data points in
groups of 32 points, resulting in 10-20 µV peak-to-peak noise level in the final record
and an effective sampling rate of 32-80 Hz, more than adequate for sampling
extracellular paroxysmal events which ranged from 1-2 s in total duration and
50-1200 µV in amplitude. Spontaneous events were identified by software, and verified
by visual examination. Frequency of spontaneous events was defined as their mean rate
of occurrence (i.e. number of events/duration of record). In most cases frequency was
calculated from a representative 5 min record, but in slices with high frequency of events
shorter records were used. Amplitude was defined as the difference between the most
negative and most positive data points during an event. For each slice, average sPFP
amplitude was calculated from all the events in the same record used for determining
frequency. Effective duration was defined as the area under the sPFP trace divided by the
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peak-to-peak amplitude; in other words, effective duration is the width of a square wave
with the same amplitude and area as the PFP. To calculate the area under the trace, the
integral of the absolute value of the difference between the voltage trace and the average
baseline was calculated during a short time segment spanning the PFP, and the integral of
an equal time segment with no PFP (noise only) subtracted from this value. This
definition of duration was chosen (over a direct measurement of total event duration)
since it did not require a precise determination of the beginning and ending points of each
event.
Descriptive statistics: Sample sizes (n=x) refer to the number of slices tested; data are
reported in the text as mean ± the standard error of the mean (SEM). When data are
illustrated in a figure, SEMs are shown graphically and sample sizes are indicated in the
figure legends and not reported in the text.
Statistical tests: Statistical significance (p-values) was computed numerically using exact
permutation methods (Good, 1999); calculations were done in MathCad (MathSoft,
Cambridge, MA). When the number of all possible permutations was very large, only
10,000 random permutations were computed. All reported p-values are single-tailed
probabilities.

3.4 Results
3.4.1 GABAAR antagonists elicited spontaneous paroxysmal events in neonatal CA3 and
neocortex.
To test whether GABAAR-mediated neurotransmission is excitatory or inhibitory
in the neonatal cortex, we bath-applied GABAAR blockers onto brain slices and
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monitored spontaneous population activity by recording extracellular field potentials
from layers 5-6 of the parietal neocortex and from stratum radiatum of area CA3 of the
hippocampus. A total of 95 hippocampus and 87 neocortex slices from 59 neonatal (P0P7) mice were tested with GABAAR antagonists. In addition, 8 hippocampus and 4
neocortex slices from 5 neonatal rats (P1-P5) were tested; no significant differences were
found between mouse and rat data, which will therefore be pooled. All illustrated traces
are from the mouse.
With one exception (which was excluded from further analysis), spontaneous
extracellular events were not observed either in the hippocampus or in the neocortex
when slices were bathed in normal ACSF.

When 10 µM bicuculline methchloride

(BMC), a commonly used competitive GABAAR antagonist, was added to normal ACSF,
spontaneous field potential events were observed in 62% of P2-P3 (n=13) and in 100% of
P4-P7 (n=16) CA3 slices, as illustrated in Fig. 1A.

Spontaneous events were also

observed in 65% of P4-P7 neocortex slices (n=17, Fig. 1C). Spontaneous events typically
appeared within 5-10 min of drug application, and had stereotypical waveforms, which
varied little within any given recording site. In the neocortex, the events were usually
simple bi- or triphasic potentials (Fig. 1C, right), while in CA3 they were often of more
complex waveforms, and included multiple sharp spikes superimposed on a slow
triphasic envelope (Fig. 1A, right). When recorded simultaneously from two separate
cortical or hippocampal loci (e.g. CA3 and CA1, or medial and lateral neocortex), they
appeared to propagate for long distances without appreciable decrement (not shown).
These properties are typical of epileptiform extracellular potentials in the disinhibited
slice of the adult hippocampus and neocortex (Schwartzkroin and Prince, 1978; Gutnick
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et al., 1982), and these events were therefore considered spontaneous paroxysmal field
potentials (sPFPs).
Bicuculline methyl halogens (bicuculline-M), such as BMC, have recently been
reported to have direct excitatory effects which are not related to GABAAR antagonism,
including induction of Ca2+ release from internal stores (Wulfert and Margineanu, 1998;
Mestdagh and Wulfert, 1999) and block of apamin-sensitive potassium channels
(Johnson and Seutin, 1997; Debarbieux et al., 1998; Khawaled et al., 1999). Since the
competitive GABAAR antagonist SR-95531 (gabazine, GBZ) was also tested in some of
these studies and reported not to induce these confounding effects, we tested its
effectiveness in eliciting sPFPs. When exposed to 5 µM GBZ, 73% of P2-P3 and 100%
of P4-P7 CA3 slices tested (n=11 for both groups) exhibited sPFPs (Fig. 1B), as did 27%
of P4-P7 neocortex slices (n=11, Fig. 1D). Thus, in CA3, GBZ was at least as effective
as BMC in inducing sPFPs, while in the neocortex it was somewhat less effective than
BMC (p=0.06 for P4-P7 neocortex, Fisher’s exact test). SPFP waveforms in both drugs
were similar (compare right sides of Fig. 1A to 1B, and 1C to 1D), and when compared
between equivalent age groups, there was no significant difference in mean sPFP
amplitudes and frequency elicited by the two drugs. Thus, our data do not support the
hypothesis that paroxysmal activity evoked by BMC in CA3 was due to any of the drug’s
effects other than GABAAR antagonism, although some of these other effects could have
contributed to the increased efficacy of BMC over GBZ in the neocortex.
In most cases sPFPs persisted upon removal of the drug (Fig. 1), although their
amplitudes and frequency often decreased during drug washout. SPFPs were, in some
cases, still present after several hours of superfusion in drug-free ACSF (not shown),
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suggesting that their persistence was not attributable to residual antagonist, but possibly
to paroxysmal activity-induced, long-term synaptic modifications (Schneiderman et al.,
1994; Valenzuela and Benardo, 1995; Schneiderman, 1997; Bains et al., 1999).
3.4.2 SPFPs elicited by GABAAR antagonists occurred at earlier ages in Mg2+-free ACSF
With GABAergic neurotransmission blocked (by either drug) in normal ACSF,
sPFPs were only rarely observed during the first 2 postnatal days in the hippocampus (1
out of 9 slices) or the first 4 postnatal days in the neocortex (4 out of 27 slices). This
could have been the result of a more sparse excitatory synaptic network in the younger
ages. Alternatively, it could have been the result of the predominance of NMDA- over
AMPA-subtype glutamate receptors in the early postnatal hippocampus and neocortex
(Agmon and O'Dowd, 1992; Durand et al., 1996; Isaac et al., 1997; Rumpel et al., 1998;
Petralia et al., 1999): since NMDA receptor/channels are partially blocked by Mg2+ at
resting membrane potentials, and this effect is already fully functional in the neonate
(Khazipov et al., 1995), they may not be activated even after removal of inhibition. To
distinguish between these possibilities, we removed the Mg2+ block by superfusing slices
in nominally Mg2+-free ACSF for at least 20 min before adding GABAAR antagonists. (In
these experiments Mg2+ was replaced by an equimolar concentration of Ca2+, to avoid the
non-specific increase in excitability associated with a reduced screening of surface
charges by divalent cations. The elevated extracellular Ca2+ concentration (3.3 mM, vs 2
mM in normal ACSF) could have contributed to the observed paroxysmal activity by
increasing the probability of glutamate release from synaptic terminals, but this effect
was most likely minor compared to the effect of relieving NMDA receptors from the
voltage-dependent Mg2+ block (Traub et al, 1994)). When 10 µM BMC was added to
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Mg2+-free ACSF (Fig. 2A,C), sPFPs appeared and reached full amplitudes within 2-3 min
of drug exposure, in 93% of P0-P1 hippocampus slices (n=14), in 59% of P0-P3
neocortex slices (n=17), and in 100% of all older slices in both areas (n=27 and n=17,
respectively). Similarly, when 5 µM GBZ was added to Mg2+-free ACSF (Fig. 2B,D),
sPFPs appeared within 2-3 min in 100% (n=5) of P0-P1 CA3 slices, in 67% (n=9) of P0P3 neocortex slices, and in 100% of all older slices in both regions (n=12 and n=7,
respectively). This result suggested that Mg2+-block of NMDARs contributed to the low
incidence of paroxysmal activity in the early neonatal period, rather than lack of
glutamatergic connections per se.

These data also show that GBZ was at least as

effective as BMC in eliciting sPFPs in Mg2+-free ACSF, both in CA3 and in the
neocortex.

As in normal ACSF, sPFP waveforms in Mg2+-free ACSF with BMC

resembled those with GBZ

(right panels of Fig. 2), and there were no significant

differences in mean amplitudes and frequency of sPFPs elicited by the two drugs when
equivalent age groups were compared, lending further support to our conclusion that the
induction of spontaneous paroxysmal activity by BMC was attributable to GABAAR
antagonism, rather than to non-GABAAR mediated effects unique to bicuculline-M. For
all subsequent analysis, data acquired in the presence of either BMC or GBZ were
combined.
3.4.3 GABAAR blockers elicited paroxysmal activity in an age-dependent manner
As already noted, the incidence (probability of occurrence) of sPFPs increased
with age. This observation is summarized in Fig. 3A. In normal ACSF (solid lines),
there was a steep increase in sPFP incidence in CA3, from about 10% probability at P0P1 to 100% in P4 and older slices. In the neocortex, the increase was both delayed and
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slower, with sPFP incidence increasing from about 20% at P0-P3 to 60% at P6-P7,
reaching 100% only in the second postnatal week (J.E. Wells and A. Agmon,
unpublished observations). Thus, the neocortex lagged by 3-4 days after the hippocampus
in its capacity to generate spontaneous paroxysmal activity. Incidence of sPFPs in Mg2+free ACSF, which as noted above was considerably higher than in normal ACSF, also
increased with age, reaching 100% in P2 and older hippocampus and in P4 and older
neocortex (Fig. 3A, dashed lines). Thus, in Mg2+-free ACSF the incidence vs age curve,
in both neocortex and CA3, was shifted to the left by about 3-4 days, while maintaining
the developmental lag between the two regions.
3.4.4 Age-dependent changes in mean sPFP frequency, amplitude and effective duration
In parallel with the increase in incidence of GABAAR antagonist-elicited sPFPs
during the first postnatal week, there were age-dependent changes in their mean
frequency (Fig. 3B), amplitude (Fig. 3C) and effective duration (Fig. 3D; see Methods for
definitions of these parameters). In normal ACSF (solid lines), both mean frequency and
mean amplitude increased over the course of the first postnatal week. In the
hippocampus, mean frequency nearly tripled between P2-P3 and P6-P7, from 5.7 mHz
(about 1 event/3 min) to 14.3 mHz (1/70 s; p<0.001, Pitman correlation test), while
amplitude increased by about 50%, from 0.65 to about 1 mV, an increase which was only
marginally significant statistically (p=0.055). There was also a small but significant
(p=0.01) decrease in effective duration of sPFPs in CA3, from about 350 to 270 ms. In
the neocortex, mean sPFP amplitude and frequency were considerably smaller, and mean
effective duration longer, compared to equivalent-aged hippocampus.

The first two

parameters more than doubled during the developmental period studied, reaching a
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frequency of 8.7 mHz (about 1 event/2 min) and amplitude of 0.23 mV by P6-P7,
although only the increase in frequency was statistically significant (p=0.03). There was
no significant age-dependent change in effective sPFP duration in the neocortex, which
averaged 482±35 ms over the full period. In Mg2+-free ACSF (dashed lines), sPFPs were
generally higher in frequency but lower in amplitude, compared to sPFPs in normal
ACSF in the same region and age group. In the neocortex, mean sPFP frequency in
Mg2+-free ACSF increased nearly 5-fold, from 7.6 mHz at P0-P1 to 37.9 mHz (1/26 s) at
P6-P7, while mean amplitude tripled over same age range, from 0.068 to about 0.2 mV,
both changes being highly significant statistically (p=0.002 and p=0.001, respectively).
There was also a small (about 25%) but highly significant (p=0.004) decrease in effective
sPFP duration, from 415 ms at P2-P3 to 306 at P6-P7. In contrast, in CA3, mean sPFP
amplitudes in Mg2+-free ACSF remained nearly constant (0.47±0.03 mV), as did their
effective duration (326±10 ms), while mean sPFP frequency actually decreased over the
first postnatal week by about 2-fold, from 28 mHz (1 event/35 s) to 14 mHz (1/70 s;
p=0.02).
3.4.5 Spontaneous activity was often observed in Mg2+-free ACSF alone
In 35% of P0-P1 CA3 (n=17) and 11% of P0-P1 neocortex (n=9) slices, and in
about 75% of all older slices in both regions (n=21 and n=22, respectively), superfusion
of Mg2+-free ACSF elicited spontaneous events, typically within 20-30 min, even before
addition of GABAAR antagonists (Fig. 2, arrowheads; Fig. 4A). In both regions these
events were of a relatively small amplitude (165±17 µV, n=20, in CA3, and 194±31 µV,
n=18, in the neocortex) with a small and marginally significant increase in amplitude
over the age period studied in CA3 (p=0.05) and a decrease in the neocortex (p=0.06).
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Their mean frequency was five times higher in CA3 (35±6 mHz or about 2/min)
compared to the neocortex (7.2±1.4 mHz), with a small and marginally significant agerelated decrease in frequency in CA3 (p=0.08).
3.4.6 In Mg2+-free ACSF, GABAAR antagonists increased amplitude (but not frequency)
of spontaneous events in CA3 and frequency (but not amplitude) in neocortex
Adding GABAAR antagonists to slices which exhibited spontaneous events in
Mg2+-free ACSF (Fig. 2A,C,D; Fig. 4A) had a pronounced effect, but this effect was very
different in CA3 compared to the neocortex: in CA3, there was a rapid and dramatic
increase in the amplitudes of spontaneous events, with no consistent change in their
frequency, while in the neocortex GABAAR antagonists caused a pronounced increase in
the frequency of spontaneous events, with a small decrease in their amplitudes. These
effects are summarized in Fig. 4B. In CA3, there was a large increase in the amplitudes
of spontaneous events in all 17 slices tested; in over half of the cases the amplitude more
than tripled, and the (geometrical) mean increase was 3.8-fold of control (p<0.0001). The
increase in sPFP amplitudes could have been the result of increased level of neuronal
firing during each event (i.e. more neurons discharging and/or higher rates of discharge),
or alternatively the result of enhanced synchrony of firing between neurons, without an
increase in the total number of discharges. If the latter was the case, one would predict
that the increase in amplitudes would be accompanied by a significant decrease in the
durations of the extracellularly recorded events. Contrary to this prediction, mean event
duration did not change (effective sPFP duration with antagonists was 1.03-fold of the
duration before adding antagonists; not shown in Fig. 4B), suggesting that the increase in
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sPFP amplitude was due to an absolute increase in the level of the underlying electrical
activity, rather than to an increase in its synchrony.
In 3 of 7 attempts to wash out the drug, amplitudes returned to within 30% of
control levels after drug washout (e.g. Fig. 4A, left panel). In the other cases, amplitudes
did not recover to control levels even after a prolonged washout in Mg2+-free ACSF,
possibly due to erosion of the GABAA system in Mg2+-free solution (Whittington et al.,
1995) or to paroxysmal activity-induced synaptic modifications (Schneiderman et al.,
1994; Valenzuela and Benardo, 1995; Schneiderman, 1997; Bains et al., 1999). On
average, sPFP amplitude after washout was reduced from 3.8- to 2.0-fold of control, and
increased back to 3.4-fold of control value after a second application of the drug in the
same slice; differences between amplitudes in the presence of drug and after washout,
and between washout and the second application of drug, were significant at the p<0.05
level. In contrast to the increase in amplitude, there was no statistically significant
change in mean frequency of spontaneous events in CA3 after exposure to GABAAR
antagonists (89% of control value; p=0.45), nor after washout followed by a second
application of the drug.
Unexpectedly, in the neocortex, the effect of GABAAR antagonists on frequency
and amplitudes of spontaneous events was reversed compared to that in the hippocampus
(Fig. 4B, right panel): in 14 of 15 slices there was a very pronounced increase in sPFP
frequency - in over half the cases it more than quintupled, the mean increase being 4.8fold (p<0.005). After drug washout, mean frequency decreased to 2.7-fold of control,
although the difference between drug and washout conditions was not statistically
significant.

Mean amplitude of spontaneous events actually decreased in P2-P3
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neocortex slices (n=7) after adding GABAAR antagonists, to 64% of control (p=0.06; see
Fig. 2, bottom panels), but there was no significant change in mean amplitude in P4-P7
slices (113% of control, n=8, p=0.33).
3.4.7 GABAAR agonists depressed the amplitude (but not frequency) of sPFPs in CA3
As spontaneous paroxysmal activity in the neonatal cortex was elicited by
blocking GABAARs, it seemed likely that in the absence of antagonists, such activity was
suppressed (in the slice, and presumably in vivo as well) by tonic release of GABA from
GABAergic synaptic terminals. Indeed, spontaneous GABAergic synaptic events have
been documented in the neonatal hippocampus and neocortex (Hosokawa et al., 1994;
Hollrigel and Soltesz, 1997; Owens et al., 1999; Lamsa et al., 2000). To examine directly
the ability of GABAAR activation to suppress paroxysmal activity, we tested the effect of
muscimol, a potent and specific GABAAR agonist, on spontaneous paroxysmal events.
Since co-application of competitive agonists and antagonists of the same receptor could
be difficult to interpret, we chose to test the effect of muscimol on sPFPs elicited by bathapplication of 50 µM 4-aminopyridine (4-AP), a well studied non-GABAergic convulsant
(Rutecki et al., 1987; Chesnut and Swann, 1990; Traub et al., 1995; Psarropoulou and
Avoli, 1996). This was done in 28 slices from 9 additional mice (P0-P7). In 85% of
slices exposed to 4-AP, paroxysmal events were elicited in CA3, usually within
10-20 min of drug application; no sPFPs were observed in the neocortex in the range of
ages used in our study.

Fig. 5A shows a representative experiment from a P3

hippocampus slice, in which 50 nM muscimol was added to ACSF containing 4-AP. As
illustrated, muscimol dramatically reduced sPFP amplitudes, but not their frequency;
amplitudes recovered after washing out the drug. When another slice from the same
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animal was exposed to 100 nM muscimol (not shown), sPFPs were almost totally blocked
within 6 minutes, and recovered within 2 minutes of washout in 4-AP-containing ACSF.
Figure 5B summarizes results from all 7 slices tested in 100 nM muscimol (P0-P7 ages
included). In 4 of these slices, sPFPs were fully blocked, consistent with the reported
high potency of muscimol in neonatal hippocampal cells (Fiszman et al., 1990). In the
remaining 3, mean sPFP amplitude was reduced to 60% of control amplitude (p<0.01, the
blocked cases included in the significance test but not in the mean), while their frequency,
on average, remained unchanged (95% of control). In all 7 slices, sPFPs recovered to an
average of 96% of control amplitude and 105% of control frequency after muscimol
washout. Thus, the effect of muscimol, a GABAAR agonist, was the exact mirror image
of the effect of GABAAR antagonists in CA3 (compare Figs. 4B and 5B): from the
earliest postnatal ages, GABAAR antagonists increased the amplitude of populationsynchronous events in CA3, while GABAAR agonists reduced them, neither affecting
their frequency.
3.4.8 Glutamatergic antagonists strongly suppressed frequency (but not amplitude) of
sPFPs
The facilitory effect of Mg2+-free ACSF on induction of sPFPs by GABAAR
antagonists suggested that an NMDAR-dependent mechanism is involved in generating
these events (Traub et al., 1994). To test this, we exposed slices bathed in Mg2+-free
ACSF and GABAAR antagonists to APV, a highly selective, competitive NMDA
receptor antagonist. In the experiment illustrated in Fig. 6A, addition of 10 µM APV to 5
µM GBZ in Mg2+-free ACSF caused a reduction in sPFP frequency in CA3 to less than
half the initial value, with no change in sPFP amplitude.
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In the neocortex of the same

slice, sPFP frequency was reduced to about 10% of its initial value, with about two-fold
reduction in amplitude. Further addition of 10 µM CNQX blocked all activity in both
structures, and sPFPs reappeared at their near-control frequency after the two
glutamatergic antagonists were washed out.
Results of all slices tested with APV (P0-P7 ages represented in both regions) are
summarized in Fig. 6B. In both regions, APV caused a profound suppression of mean
sPFP frequency, with no (CA3) or only a moderate (neocortex) reduction in mean
amplitude. The (geometrical) mean reduction in frequency induced by 10 µM APV was
to 25% of control in CA3 (p<0.005, excluding from the mean one slice in which sPFPs
were fully blocked), and to 13% of control in the neocortex (p=0.06, excluding from the
mean, but not from the significance test, one slice in which PFPs were fully blocked),
while amplitude in APV was 108% of control in CA3 (p=0.32) and 58% of control in the
neocortex (p=0.06).

In all cases tested (n=4 in the hippocampus and n=2 in the

neocortex), addition of 10 µM CNQX to the APV-containing bath fully blocked the
sPFPs, and subsequent washout of both glutamatergic antagonists resulted in recovery of
sPFP frequency to within 15% of control value.
Since sPFPs generated in the presence of GABAAR antagonists were blocked by a
combination of the glutamatergic antagonists APV and CNQX, and since APV caused
little or no change in mean sPFP amplitude, we expected amplitudes to be reduced by
CNQX. To our surprise, the effect of CNQX was similar to that of APV. In the two
slices illustrated in Fig. 7A, CNQX caused little or no change in sPFP amplitude either in
CA3 or in the neocortex, but caused a pronounced, though reversible, depression in
frequency. In total (Fig. 7B), addition of 10 µM CNQX to Mg2+-free ACSF with
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GABAAR antagonists reduced sPFP frequency, on average, to 46% of control in CA3
(p=0.002, excluding from the mean two slices in which PFPs were totally blocked), and
to 53% in the neocortex (p=0.06), while leaving amplitude virtually unchanged in CA3
(93% of control, p=0.24) and only moderately reduced in the neocortex (67% of control,
p=0.08). CNQX had an additional effect on sPFP waveform in CA3: it blocked most or
all of the sharp spikes typical of CA3 sPFPs, and left only a slow triphasic envelope (not
shown).
In summary, in CA3, glutamatergic and GABAergic agonists/antagonists had
complementary effects: GABAergic antagonists (Fig. 4B) and agonists (Fig. 5B)
increased and decreased, respectively, mean amplitude of spontaneous events, without
affecting their frequency, while glutamatergic antagonists (Figs. 6B and 7B) decreased
mean sPFP frequency without affecting sPFP amplitudes. In the neocortex, glutamatergic
and GABAergic antagonists had mirror-image effects: GABAergic antagonists increased
mean sPFP frequency with no consistent change in their amplitudes, while glutamatergic
antagonists decreased mean sPFP frequency with only a moderate change in their
amplitudes.

3.5 Discussion
3.5.1 Differential development of excitatory synaptic networks in hippocampus and
neocortex
To our knowledge, this is the first study examining in parallel, under identical
conditions, development of network activity in the neonatal hippocampus and neocortex.
We found that in mouse and rat slices bathed in normal ACSF, GABAAR antagonists
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induced spontaneous paroxysmal activity with at least 60% probability in the
hippocampus as early as P2 and in the neocortex as early as P6, and with 100%
probability in the hippocampus from P4 on (this study) and in the neocortex from P9 on
(our unpublished observations). Most previous studies have not observed spontaneous
paroxysmal events in the hippocampus before P6 (Swann and Brady, 1984; Ben-Ari et
al., 1989; Psarropoulou and Descombes, 1999), or in the neocortex before P8 (Hablitz,
1987), possibly because of their low incidence and frequency at earlier ages. A notable
exception is a recent study (Khalilov et al., 1999) which observed, as we did, spontaneous
bicuculline-induced paroxysmal events in CA3 as early as P2.
In both the hippocampus and the neocortex, the sPFP incidence vs age
relationship was shifted by about 4-days to the left when slices were bathed in Mg2+-free
ACSF, suggesting that not lack of glutamatergic connections per se was preventing
network activity in the earlier ages, but rather insufficient AMPAR-mediated excitation
to overcome the Mg2+ block of NMDARs (Durand et al., 1996; Rumpel et al., 1998;
Petralia et al., 1999). Even with the Mg2+ block removed, however, the neocortex still
lagged by 3-4 days behind the hippocampus, suggesting a genuine difference in the
development of excitatory connections between the two regions.
3.5.2 GABA prevents runaway excitation in the neonatal cortex
In the adult cortex, blocking GABAARs unfailingly elicits epileptiform events,
which consist of volleys of giant synaptic potentials and synchronous discharges in large
populations of neurons (Johnston and Brown, 1981; Traub and Miles, 1991). PFPs are
the extracellular reflection of this massive synchronous electrical activity (Schwartzkroin
and Prince, 1978; Wong and Prince, 1979; Connors, 1984). Thus, PFPs are a reliable
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indicator of an increase in neuronal firing in the cortical network, which by the classical
definition of the term is an excitatory - or disinhibitory - effect. Our observation of PFPs
following exposure to GABAAR antagonists suggests, therefore, that GABA in the
neonatal cortex has the same inhibitory function that it has in the mature brain:
preventing runaway excitation leading to synchronous discharges.

The dramatic

GABAAR antagonists-induced increase in frequency of spontaneous events in the
neocortex, and in amplitude, but not duration, of spontaneous events in CA3, suggests
that GABA in the neonatal cortex is tonically suppressing the level of electrical activity
in the network, not merely reducing its degree of synchrony, and is therefore inhibitory in
the classical sense. Similar conclusions have recently been reached in several other
studies (Psarropoulou and Descombes, 1999; Lamsa et al., 2000; Palva et al., 2000).
3.5.3 GABA can be both depolarizing and inhibitory
Exogenous or synaptically released GABA elicits depolarizations in the neonatal
hippocampus and neocortex (Mueller et al., 1984; Ben-Ari et al., 1989; Zhang et al.,
1991; Agmon et al., 1996; Owens et al., 1996). GABAAR-mediated synaptic inputs with
depolarizing reversal potentials are common in the embryonic or neonatal brain (Hales et
al., 1994; Serafini et al., 1995; Chen et al., 1996; Warren and Jones, 1997) and are most
likely explained by a high intracellular chloride concentration (Owens et al., 1996; Rivera
et al., 1999). Depolarizations mediated by GABAARs in the neonatal brain can induce
Ca2+ entry through voltage-gated Ca2+ channels (Yuste and Katz, 1991; Lin et al., 1994;
Leinekugel et al., 1995; Owens et al., 1996; Garaschuk et al., 1998; but see Dailey and
Smith, 1994 for a dissenting result), and may thereby trigger a wide variety of
developmental events (LoTurco et al., 1995; Fukura et al., 1996; Mitchell and Redburn,
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1996). Our results are not at odds with these previous studies, since a depolarizing
synaptic response can still be inhibitory, if it shunts excitatory currents out of the cell.
GABAergic synaptic inputs in the hippocampus and neocortex have three properties
which make them a highly effective shunt for glutamate-induced currents: they have a
relatively large conductance (Connors et al., 1988); their reversal potentials, even when
depolarizing, are still considerably more negative than the excitatory reversal potential;
and they are preferentially located between the excitatory inputs (on dendritic spines and
shafts) and the spike generation zone (in the initial segment of the axon) (Gulyas et al.,
1993; Cipolloni et al., 1998). The co-existence of a depolarizing with an inhibitory
action of GABA was recently demonstrated in the neonatal CA3 (Psarropoulou and
Descombes, 1999; Lamsa et al., 2000), and previously described in other ages and brain
areas as well (Staley and Mody, 1992; Chen et al., 1996; Lo et al., 1998; Su and Chai,
1998).
3.5.4 Spontaneous network activity in the neonatal hippocampus
The depolarizing action of GABA in the neonatal cortex may contribute to
removal of the Mg2+ block from NMDA receptors, and in this manner could facilitate
network activity (Khazipov et al., 1995; Ben-Ari et al., 1997; Leinekugel et al., 1997).
Indeed, the occurrence of bicuculline-sensitive spontaneous network events in the
neonatal hippocampus, called Giant Depolarizing Potentials (GDPs) or Early Network
Oscillations (ENOs) (Ben-Ari et al., 1989; Xie et al., 1994; Strata et al., 1997; Garaschuk
et al., 1998; Menendez de la Prida et al., 1998), has been interpreted as evidence for
GABA being the major fast excitatory neurotransmitter in the neonate (Leinekugel et al.,
1999).

However, GDPs and ENOs are also blocked or strongly suppressed by
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glutamatergic antagonists, and are accompanied by synchronous discharges of both
glutamatergic and GABAergic neurons, generating synaptic currents with mixed
glutamatergic and GABAergic components (Khazipov et al., 1997; Leinekugel et al.,
1997; Garaschuk et al., 1998; Bolea et al., 1999). This suggests that GABA may simply
be playing a permissive role in generating these events, not unlike the role of Mg2+-free
ACSF in our experiments, but that the main excitation is still mediated by glutamate,
acting on NMDA or AMPA receptors (Bolea et al., 1999).
In our experiments we did not observe spontaneous events in normal ACSF
without GABAAR antagonists, either because they were too small to be detected
extracellularly, or because they were truly absent due to differences in experimental
conditions (e.g. recording temperature, plane of section, species and strain of animals).
However, small-amplitude extracellular events, at nearly the same range of frequencies
reported for GDPs, were frequently observed in CA3 in Mg2+-free ACSF, and could have
corresponded to GDPs. Unlike GDPs, these events were augmented, rather than blocked,
by GABAAR antagonists. While in apparent contradiction to some previous studies, our
results are in substantial agreement with a recent study (Khalilov et al., 1999) which
found that in P2-P5 CA3, bicuculline caused a switch from GDPs to paroxysmal network
activity, and with another recent study (Lamsa et al., 2000) in which spontaneous
extracellular events were observed in P0-P2 CA3 in normal ACSF, and were greatly
augmented by bicuculline. Thus it is possible that the various spontaneous network
events of the neonatal hippocampus – sPFPs, GDPs and ENOs - are generated, under
slightly different conditions, by the same pacemaker circuits. Indeed, the same underlying
circuits could persist to adulthood and generate the pathological rhythms of epilepsy.
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3.5.5 Differential actions of GABAergic and glutamatergic antagonists in hippocampus
and neocortex
An unexpected finding of our study was that, in CA3, GABAergic and
glutamatergic agents had complementary effects on frequency and amplitudes of
spontaneous events in Mg2+-free ACSF (Figs. 4-7). This suggests an uncoupling between
the cellular mechanisms underlying sPFP amplitude and frequency. We hypothesize that
frequency of events in CA3 was controlled by a pacemaker circuit which was NMDARdependent, and generated low-amplitude rhythmic events in Mg2+-free solution. With
GABAergic inhibition intact, these events probably involved only a small subset of all
neurons. Blocking GABAARs released postsynaptic follower cells from tonic inhibition
and allowed their recruitment into the population of synchronously firing neurons,
thereby transforming these events into a paroxysmal discharge, without affecting their
frequency.

An intriguing possibility is that recruitment of follower neurons was

mediated, at least in part, by gap junctions, which are a documented feature of the
neonatal neocortex (Yuste et al., 1992, 1995) and hippocampus (Matsumoto et al., 1991;
Strata et al., 1997). This would explain why, in our experiments, glutamatergic
antagonists did not reduce the amplitude of sPFPs.
Intriguingly, in the neocortex, blocking GABAARs had the exact opposite effects
on frequency and amplitudes of 0-Mg spontaneous events, compared to the hippocampus.
We hypothesize that sPFPs observed in the neocortex propagated from a distant
pacemaker region, and that only events larger than a threshold amplitude were able to
propagate. With inhibition intact, this threshold was relatively high. Once inhibition was
blocked, the threshold for propagation was reduced, and thereby more - and smaller -
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events propagated, resulting in an increase in frequency and a reduction in mean
amplitude of paroxysmal events reaching the recording site. Identifying the location and
cellular composition of the postulated hippocampal and neocortical pacemakers should be
an important goal of future studies.
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3.6 Figures

FIGURE 3-1. SPONTANEOUS PAROXYSMAL FIELD POTENTIALS (SPFPS) ELICITED IN
NEONATAL HIPPOCAMPUS AND NEOCORTEX BY GABAA RECEPTOR (GABAAR)
ANTAGONISTS IN NORMAL ARTIFICIAL CSF (ACSF).
Each panel shows a continuous 45 min record on the left illustrating spontaneous activity
before, during and after superfusion of drug (drug presence indicated by bar above the
trace), and a 4.5 s record on the right, illustrating a single sPFP expanded from the trace
on the left. BMC - 10 µM bicuculline methchloride; GBZ – 5 µM gabazine (SR-95531).
Postnatal age and region recorded (Nctx – neocortex; CA3 – hippocampus, area CA3)
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noted above each trace. Horizontal calibration bar is 10 min for left panels, 1 s for right
panels. Vertical calibration bar is 300 µV for A and B, 200 µV for C, 120 µV for D.
Note the sharp spikes characterizing sPFPs in CA3 (A and B, right panels), and the
similarity between sPFPs elicited by BMC and GBZ.
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FIGURE 3-2. SPFPS ELICITED BY GABAAR ANTAGONISTS IN MG2+-FREE ACSF.
Each panel shows a continuous 30 min record on the left illustrating spontaneous activity
before, during and after superfusion of drug (drug presence indicated by bar above the
trace; concentrations as in Fig. 1), and a 4.5 s record on the right, illustrating a single
sPFP from the trace on the left. Slices were bathed in Mg2+-free ACSF for at least 20 min
by the beginning of each trace. Arrowheads point to some of the spontaneous events
occurring in Mg2+-free ACSF alone, before addition of antagonist. Horizontal calibration
bar is 400 s for left panels, 1 s for right panels. Vertical calibration bar is 400
200

V for B, 150

V for C and D.
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V for A,

FIGURE 3-3. AGE-DEPENDENT CHANGES IN INCIDENCE, FREQUENCY, AMPLITUDE AND
EFFECTIVE DURATION OF SPFPS ELICITED BY GABAAR ANTAGONISTS AS A FUNCTION
OF AGE.
See Methods for definitions of these four parameters. Data are combined into four 2-day
age groups. In normal ACSF, only 1 P0-P1 slice in each of the two regions generated
sPFPs, and therefore analysis begins with the P2-P3 age group. In A, number of CA3
slices in the 4 age groups was 9, 24, 18, 9, respectively, in normal ACSF, and 19, 17, 14,
8 in Mg2+-free ACSF. Number of neocortex slices tested was 5, 22, 17, 11 and 9, 17, 13,
10, respectively.

In B-D, number of CA3 slices was 16, 17, 9 in normal ACSF, and 18,
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17, 14, 8 in Mg2+-free ACSF. Number of neocortex slices was 3, 7, 7 and 2, 14, 13, 10,
respectively. Statistical significance of age-dependency is indicated by one asterisk for
p<0.05 (significant), by two asterisks for p<0.01 (highly significant); a marginally
significant difference (p<0.1) is indicated by an asterisk in parenthesis. Significance
values were calculated over the whole age range plotted, except in D, neocortex, where
the decrease in effective duration was highly significant between P2-P3 and P6-P7 but
only significant between P0-P1 and P6-P7. In general, incidence and amplitude of sPFPs
were higher in CA3 than in neocortex (note the different scales for CA3 and neocortex in
panel C); in both regions, incidence and frequency in Mg2+-free ACSF were higher than
in normal ACSF, but amplitudes were smaller.
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FIGURE 3-4. GABAAR ANTAGONISTS ADDED TO MG2+-FREE ACSF INCREASE AMPLITUDES
(BUT NOT FREQUENCY) OF SPONTANEOUS EVENTS IN HIPPOCAMPUS, AND FREQUENCY
(BUT NOT AMPLITUDES) IN NEOCORTEX.
A, representative cases from CA3 and neocortex; each trace is a continuous 5 min record.
In the CA3 slice illustrated, events before adding antagonists occurred in doublets.
Summary of results from all slices tested.

B,

Y-axis indicates multiplicative change

compared to control, on a logarithmic scale (0.2 log10 units between grid lines). Data
points and error bars denote geometric means and SEM, respectively (i.e. the means and
SEM of the logarithms of the pairwise experimental/control ratios). For CA3, sample
sizes for each of the 3 experimental conditions (drug-washout-drug) were 17, 7, 6,
respectively. For neocortex, sample sizes were 15 and 5, respectively. Significance
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symbols as in Fig. 3. Drug concentrations were 10 µM BMC and 5 µM GBZ. Note the
different vertical calibration for the left and right panels.
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FIGURE 3-5. THE GABAAR AGONIST MUSCIMOL DEPRESSED AMPLITUDES (BUT NOT
FREQUENCY) OF SPFPS OCCURRING IN 50 µM 4-AMINOPYRIDINE (4-AP).
A, a representative experiment using 50 nM muscimol. Each trace is a continuous
2.5 min record. B, summary of all cases tested with 100 nM muscimol; graphic
conventions as in Fig. 4. Number of slices tested was 7 in each condition (with muscimol
and after washout); with muscimol, in 4 of the 7 slices the sPFPs were fully blocked and
are therefore not included in the mean.
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FIGURE 3-6. THE N-METHYL-D-ASPARTATE (NMDA)-RECEPTOR ANTAGONIST D(-)-2AMINO-5-PHOSPHONOPENTANOIC ACID (APV) DEPRESSED FREQUENCY, BUT NOT
2+
AMPLITUDES, OF SPFPS ELICITED BY GABAAR ANTAGONISTS IN MG -FREE ACSF.
A, a representative experiment using 10 µM APV; each trace is a continuous 5 min
record. Adding 10 µM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX) in addition to
APV blocked all events. Note the different vertical calibration for the left and right
panels. Records in CA3 and neocortex were taken simultaneously from the same slice;
neocortex-originating sPFPs propagated to CA3 and are visible as small-amplitude
deflections on the CA3 records, but note that the two sets of events are not temporally
correlated. B, summary of all cases tested with APV and after washout. Number of slices
tested was 9 and 5 in CA3, 4 and 4 in neocortex; in 1 of the 4 neocortex slices sPFPs
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were fully blocked, and this slice is therefore not included in the mean. GBZ and BMC
concentrations and graphic conventions as in Fig. 4.
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FIGURE 3-7. THE NON-NMDA RECEPTOR ANTAGONIST CNQX ALSO DEPRESSED
2+
FREQUENCY OF SPFPS ELICITED BY GABAAR ANTAGONISTS IN MG -FREE ACSF.
A, representative cases tested with 10 µM CNQX; each trace is a continuous 5 min
(CA3) or 4 min (neocortex) record. Note that both vertical and horizontal calibrations are
different for the right and left panels. B, summary plot of all cases. Number of slices
tested with CNQX and after washout was 10 and 8 in CA3, 6 and 2 in neocortex. Two of
the 10 CA3 slices, in which the sPFPs were fully blocked, are not included in the mean.
GBZ and BMC concentrations and graphic conventions as in Fig. 4.
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CHAPTER 4: The Role of the HyperpolarizationActivated Cationic Current Ih in the Timing of Interictal
Bursts in the Neonatal Hippocampus
This chapter was published in The Journal of Neuroscience, May 1, 2003, 23(9):36583668.
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4.1 Abstract
Under both pathological and experimental conditions, area CA3 of the adult or
juvenile hippocampus generates periodic population discharges known as interictal
bursts. While the ionic and synaptic basis of individual bursts has been comprehensively
studied experimentally and computationally, the pacemaker mechanisms underlying
interictal rhythmicity remain conjectural. We previously showed that rhythmic population
discharges resembling interictal bursts can be induced in hippocampal slices from first
postnatal week mice, in Mg2+ -free solution with GABAA receptor-mediated inhibition
blocked. Here we show that these neonatal bursts occurred with high temporal precision
and that their frequency and regularity were greatly reduced by the bradycardic agent
ZD-7288, when applied at concentrations and durations that selectively block the
hyperpolarization-activated, cationic current Ih. Augmenting Ih by elevating intracellular
cAMP dramatically increased burst frequency in a protein kinase A-independent manner.
Burst amplitudes were strongly correlated with the preceding, but not the following,
interburst intervals. The experimentally observed distribution of interburst intervals was
modeled by assuming that a burst was triggered whenever the instantaneous rate of
spontaneous EPSPs (sEPSPs) exceeded a threshold, and that the mean sEPSP rate was
minimal immediately after a burst and then relaxed exponentially to a steady-state level.
The effect of blocking Ih in any given slice could be modeled by decreasing only the
steady-state sEPSP rate, suggesting that the instantaneous rate of sEPSPs is governed by
the level of Ih activation, and raising the novel possibility that interburst intervals
reflected the slow activation kinetics of Ih in the neonatal CA3.
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4.2 Introduction
Area CA3 of the adult and juvenile hippocampus is a well studied generator of
synchronous neuronal discharges. Under various experimental conditions, both in vivo
and in vitro, it generates paroxysmal population bursts that recur at regular intervals of
(depending on preparation) 2-20 s (Ayala et al., 1973; Lebovitz, 1974; Schwartzkroin and
Prince, 1978; Hablitz, 1984; Korn et al., 1987; Jensen and Yaari, 1988; Arvanov et al.,
1995; Merlin et al., 1995; Avoli et al., 1996; de Curtis and Avanzini, 2001). These events
resemble pathological “interictal spikes" observed in recordings from epileptic foci in
human patients or from excised epileptic tissue from such patients (Cohen et al., 2002),
and are therefore called interictal bursts (IBs). IBs can be recorded also in adjacent limbic
regions, but in almost all cases are found to propagate to these other regions from their
site of origin in CA3 (Bragdon et al., 1992; Stoop and Pralong, 2000). Whether IBs
trigger ictal epileptic episodes or, conversely, suppress them, is debated (Bragdon et al.,
1992; Barbarosie and Avoli, 1997; de Curtis and Avanzini, 2001); either way, IBs are
closely linked with epileptogenesis, and understanding their mechanism of generation is
crucial for understanding and treating epilepsy.
The intervals between IBs are highly regular: in vivo, the mean coefficient of
variation of interburst intervals can be less than 0.1 (Lebovitz, 1979),

a precision

comparable with that of the normal human heartbeat (Van Hoogenhuyze et al., 1991).
While the ionic and synaptic mechanisms generating individual epileptiform bursts in the
hippocampus have been thoroughly studied and modeled (Traub and Miles, 1991), the
pacemaker mechanisms underlying the precise timing of IBs remain conjectural. In a
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seminal study in-vivo, Lebovitz (Lebovitz, 1979) suggested that each IB generates a
transient post-burst period of suppression during which the system is refractory to the
generation of another burst. More recent in vitro studies propose that the refractory period
is due to synaptic depression (Staley et al., 1998). An alternative to pacing by recovery
from suppression is pacing by a slow build-up of excitation, which in the heart, and in a
variety of other regularly bursting neuronal networks, is mediated by the
hyperpolarization-activated excitatory current Ih (Soltesz et al., 1991; Bal and
McCormick, 1997; Luthi et al., 1998; Dickson et al., 2000; reviewed by Pape, 1996).
However, although Ih

is expressed in the hippocampus by both pyramidal cells

(Maccaferri et al., 1993) and inhibitory interneurons (Maccaferri and McBain, 1996;
Strata et al., 1997), it has never been implicated in interictal rhythmogenesis.
We recently demonstrated (Wells et al., 2000) that when GABAA receptors
(GABAARs) are blocked in slices of neonatal mouse hippocampus bathed in Mg2+-free
artificial CSF (ACSF), highly rhythmic population bursts occur as early as the day of
birth. Here we show that the frequency of these neonatal interictal bursts (nIBs) is
strongly modulated by pharmacological manipulations that are known to affect the level
of Ih activation, suggesting that Ih plays a major role in the timing of nIBs.

4.3 Methods
Slice preparation and solutions: Five-hundred µm thick, horizontal brain slices including
hippocampus were prepared from neonatal mice, postnatal days 1-6 (P1-P6, P0 being the
first 24 hours after birth). Except for the plane of section, procedures were as previously
described (Wells et al., 2000). Slices chosen for experiments (1-2 per animal, bisected
along the midline to yield two hemislices each) were perpendicular to the long axis of the
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hippocampus or nearly so (Fig. 1). After dissection, slices were submerged in a holding
chamber with recirculated, oxygenated ACSF at room temperature. For recording, slices
were transferred to a submersion chamber and continuously superfused, using a push-pull
configuration of peristaltic pumps, with 2.5-3 ml/min ACSF at room temperature,
saturated with a 95/5 mixture of O2/CO2. ACSF for dissection and for the holding
chamber was composed of (in mM) NaCl 126, KCl 3, NaH2PO4 1.2, CaCl2 2.0, MgSO4
1.3, NaHCO3 26, and dextrose 20. In the recording chamber, slices were initially
superfused with Mg2+-free ACSF, which was identical in composition except that
equimolar CaCl2 was substituted for MgSO4, for a final Ca2+ concentration of 3.3 mM, to
maintain the total divalent ion concentration. To induce paroxysmal discharges (nIBs,
Fig. 2A), 5 µM of the GABAAR antagonist gabazine was then added to the bath. Mg2+free ACSF with 5 µM gabazine will be referred to as "Control ACSF".
Drugs: SR-95531 (gabazine), 3-Isobutyl-1-methylxanthine (IBMX) and staurosporine
were purchased from Sigma-RBI (St. Louis, MO). Forskolin, dideoxyforskolin, and ZD7288 were purchased from Tocris (Ballwin, MO).

Drugs were prepared as stock

solutions in water or DMSO, as required, at (typically) 1000-fold final concentration,
divided into aliquots, and stored at -20° C. During experiments, thawed aliquots were
diluted directly into control ACSF.
Electrophysiological recordings: Extracellular field potentials were recorded using thickwall glass micropipettes broken to a final outside diameter of ~5 µm under microscopic
control, and filled with 0.9% NaCl. Differential DC signals (tissue vs bath) were lowpass filtered at 1 kHz, amplified 1000X (Intronix Technologies, Bolton, Ontario,
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Canada), digitized at 1000 samples/sec and streamed to disk, using custom software
written (by A.A.) in the LabView environment (National Instruments, Austin, TX).
Data analysis: Since the raw data were highly oversampled, data records were smoothed
and decimated off-line by replacing successive blocks of datapoints with their average;
the size of the averaged block (32 points) was chosen empirically to provide optimal
noise reduction with minimum loss of signal amplitude, and was kept the same for all
analyzed records. Effects of drugs were quantified as a ratio over control conditions, and
are reported as geometric means±geometric SEMs, together with the number of slices (n)
and the number of animals (N) tested in each condition. To quantify drug effects on nIB
frequency (Figs. 3-4), the number of nIBs in a 500 s window, starting at least 1000 s after
drug arrival and spanning the period of maximal drug effect, was divided by the number
of nIBs in a 500 s window immediately preceding drug arrival.

To calculate nIB

amplitudes and interburst intervals (IBIs), nIBs were logged, time-stamped and measured
by custom software written in LabView (A.A.); each logged event was examined visually
and confirmed by the user, who also checked the record to verify that no nIBs were
missed by the program. The amplitude of an nIB was defined as its peak-to-peak voltage
difference, and the IBI was defined as the interval between the negative peaks of two
adjacent events. When bursts occurred in clusters (see Fig. 2A-C and the first paragraph
of Results), each cluster was regarded as a single nIB with amplitude equal to that of the
first event in the cluster (which was always the largest), and IBIs were measured from the
negative peak of the last event in one cluster to the negative peak of the first event in the
next cluster (Fig. 2C, arrows). Cumulative IBI histograms (CIHs) were calculated using
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MathCad (MathSoft, Cambridge, MA). All slices with nIBs in control ACSF of at least
200 µV in amplitude and 20 mHz (1/50 s) in frequency were included in the analysis.
Statistics: Statistical significance (p-value) was computed numerically using exact
permutation methods (Good, 1999); calculations were done in MathCad. Specifically,
significance of drug-induced changes was computed using the binomial sign test;
significance of differences between population means was computed from 10,000
random permutations of the data; and significance of linear correlations (Fig. 2E-F) was
calculated from the Pitman statistic Σi(i·Xi) computed for 10,000 random permutations of
the data. All reported p-values are single-tailed probabilities unless noted otherwise.
Computational modeling of nIBs: All modeling was done using MathCad software; the
following description uses MathCad notation. The model assumed that, on average, µ
spontaneous Poissonian events (e.g. sEPSPs) occur in any given time epoch (a single
time epoch in the model represented 100 ms). The probability that exactly k events will
occur in any given time epoch is given by the Poisson distribution:
P (k , µ ) :=

µk
k!

⋅ e− µ

The probability C(k,µ) that k or fewer events will occur is given by the cumulative
Poisson distribution:
k

C (k , µ ) := ∑ P (n, µ )
n=0

Assume that the occurrence of M (or more) events within a single time epoch triggers a
burst. The unconditional probability B(M,µ) of burst occurrence at any given epoch is,
therefore, 1 minus the probability that M-1 or fewer events will occur, or
B (M , µ ) := 1 − C (M − 1, µ )
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A normalized IBI histogram gives the probability of occurrence of an IBI of any given
length. Once a burst has occurred, the probability that the next burst will occur after
exactly j time epochs is the product of the (j-1) probabilities (1-B(M,µ)) that a burst will
not occur at any of the first (j-1) epochs, and the probability B(M,µ) that a burst will
occur at the jth epoch:
IBI _ histogram j := (1 − B (M , µ ))

j −1

⋅ B (M , µ )

(In the limit of infinitesimally short epochs, this simply gives the interevent interval
histogram of Poissonian events, which is a decaying exponential.)
Now assume that µ itself is not stationary, but drops to 0 immediately after a burst and
then relaxes exponentially to an asymptotic steady-state level µss:

µ j := µ ss ⋅ 1 − exp( − j τ ) 


where j is the index of the current time epoch (counting from the occurrence of the last
burst), and τ is the time constant of relaxation expressed in time epochs. The expression
for the normalized IBI histogram will now be:

 j −1
IBI _ histogram j :=  ∏ (1 − B (M , µi )) ⋅ B (M , µ j )

 i =0

From this vector, the mean IBI and the CVIBI are easily calculated:
Mean _ IBI := ∑ j ⋅ IBI _ histogram j
j

SD _ IBI :=

∑ ( j − Mean _ IBI )

2

⋅ IBI _ histogram j

j

CV _ IBI :=

SD _ IBI
Mean _ IBI
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Finally, the CIH is simply the time integral of the normalized IBI histogram:
j

CIH j := ∑ IBI _ histogrami
i =0

To fit experimental CIHs with simulated curves (Fig. 7), this vector was calculated for
1<j<1000 (equivalent to 100 s) for different values of the 3 free parameters (M, µss and
τ).

In addition to computing CIHs (Fig. 7A), IBIs and CVIBIs (Fig. 6E-F), the

assumptions of the model were also used to simulate directly trains of nIBs (Fig. 6A-D),
using the MathCad function rpois(m, λ ) which returns a vector of m random numbers
having a Poisson distribution with a mean λ.

4.4 Results
We monitored epileptiform population activity in area CA3 of neonatal mice, by
recording extracellular field potentials from stratum radiatum in horizontal hippocampal
brain slices (Fig. 1; asterisk denotes a typical recording location). As previously reported
(Wells et al., 2000), superfusing the slice with Mg2+-free ACSF with 5 µM of the
GABAAR antagonist gabazine ("Control ACSF") resulted in the appearance of largeamplitude, rhythmic population discharges (Fig. 2A) which will be referred to here as
neonatal interictal bursts (nIBs). An initial exposure to Mg2+-free ACSF alone for 20-30
min, before addition of gabazine, seemed to be required to "prime" the burst mechanism,
since slices superfused directly with control ACSF often failed to burst regularly.
Individual nIBs consisted of a triphasic extracellular potential (Fig. 2B), with an early,
large-amplitude negative "spike", about 0.5 s in duration, followed by a slower and
smaller positive "wave", and ending with an even smaller negative undershoot. In many
slices some of the nIBs occurred in doublets or triplets, or (rarely) in clusters of 4-5
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events (Fig. 2B illustrates a sequence of 2 doublets followed by 2 single bursts). Intracluster intervals (typically <5 s) were always much shorter than inter-cluster intervals,
and formed a clearly separable peak in the IBI histogram (Fig. 2C). Unlike inter-cluster
intervals, intra-cluster intervals were not affected by our experimental manipulations
(data not shown) and were likely to be under the control of a separate mechanism. Intracluster intervals were therefore excluded from analysis, and each cluster was treated as a
single, prolonged event for the sake of determining IBIs (in Fig. 2B, arrows demonstrate
the definition of IBIs in this study; see also Methods).
4.4.1 Neonatal IBs exhibit pacemaker-like regularity
The bursting characteristics of each slice were quantified by calculating the mean
IBI, the coefficient of variation of the IBIs (CVIBI, i.e. the SD/mean of the IBIs) and the
cumulative IBI histogram (CIH; the normalized integral of the IBI histogram). The CIH
of the slice illustrated in Fig. 2A is superimposed on the IBI histogram of the same slice
in Fig. 2C. CIHs of all the slices in our sample recorded in control ACSF are shown
superimposed in Fig. 2D. In control ACSF, nIBs occurred at highly regular intervals of
11-32 s, with the CVIBI averaging 0.20±0.02 (n=22, N=17). Moreover, as illustrated in
Fig. 2D, the majority of our slices (73%) had CIHs tightly clustered at the left end of the
range, with IBIs for this group averaging 14.2±0.4 s (n=16) and with a mean CVIBI of
0.18±0.02. The mean IBI did not change significantly with age over the developmental
period of our study (Fig. 2E; p=0.30, 2-tailed), but the CVIBI showed a small but
significant increase (Fig. 2F, p<0.05, 2-tailed), indicating some loss of precision with
maturation. Indeed, interictal activity in slices from juvenile animals was considerably
less regular than in neonatal slices (Wells and Agmon, in preparation).
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4.4.3 Blocking Ih strongly reduced nIB frequency and regularity
The high regularity of nIBs prompted us to look for an underlying pacemaker
mechanism. A hypothesis proposed over two decades ago (Lebovitz, 1979) suggests that
each IB is followed by a post-burst refractory period during which generation of
additional bursts is suppressed. This suppression was postulated to be caused by a slowly
decaying inhibitory conductance activated by the burst itself, hence this mechanism was
named "autorhythmicity". If indeed an inhibitory conductance activated by the burst was
responsible for pacing nIBs, then blocking it should cause a pronounced acceleration of
the rhythm. However, blocking any of the known inhibitory conductances had little or no
effect on nIB frequency (Wells and Agmon, in preparation; see also Staley et al., 1998).
An alternative to a slowly decaying inhibition is a slow build-up of excitation, for
example by a slow inward “pacemaker” current. If such a current is involved in the
timing of nIBs, then blocking it should decrease nIB frequency. A current implicated in
pacing the heart, as well as various neuronal oscillators in the CNS, is the
hyperpolarization-activated cationic current Ih (Pape, 1996). We therefore tested the
effect of ZD-7288, which, until very recently (Chevaleyre and Castillo, 2002), was
considered a highly selective blocker of Ih (Harris and Constanti, 1995; Gasparini and
DiFrancesco, 1997; Satoh and Yamada, 2000), on nIB frequency. In the experiment
illustrated in Fig. 3A, 20 µM ZD-7288 caused a 3-fold decrease in nIB frequency, with
the mean IBI increasing from 12.0 to 35.9 s. The time course of this effect of ZD-7288 is
plotted in Fig. 3B, in which the instantaneous burst rate (1/previous IBI) and its running
average are plotted against time after drug arrival in the recording chamber.

As

illustrated by the graph, the reduction in bursting rate developed over several minutes,
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and the maximal effect was reached within about 1000 s from the moment of drug arrival.
In a total of 6 slices in which the time course of drug action was examined in detail, on
average ~1200 s superfusion with 20 µM ZD-7288 was required for maximal reduction in
nIB frequency (range: 700-1650 s). The time to maximal effect of ZD-7288 on nIB
frequency was consistent with the time to maximal block of Ih by ZD-7288, reported to
be 10-20 min in studies using 20-100 µM of the drug (Harris and Constanti, 1995;
Maccaferri and McBain, 1996; Gasparini and DiFrancesco, 1997; Chevaleyre and
Castillo, 2002).
The CIHs of the experiment in Fig. 3A, before and after exposure to ZD-7288, are
shown in Fig. 3C. In addition to the pronounced reduction in the frequency of nIBs,
evident from the rightward shift of the CIH, ZD-7288 also markedly reduced their
temporal precision, as evident from the pronounced decrease in the slope of the CIH (Fig.
3C). In this slice, the CVIBI increased from 0.11 to 0.28. In Fig. 3D, the CVIBI is plotted
against mean IBI for all slices tested in 10-20 µM ZD-7288, with datapoints
corresponding to the same slice before and after addition of drug connected by lines. The
concomitant increase in both mean IBI and CVIBI is clearly evident from the general
upward-and-rightward direction of the connecting lines. On average, application of ZD7288 (10-20 µM) decreased the rate of nIBs to about one half of the control frequency
(0.54±0.03, n=22, N=17; p<10-6) and increased the CVIBI by 1.52±0.14 fold over control
ACSF (p<0.001).
CsCl (2 mM), another (though less specific) blocker of Ih (Magee, 1998), reduced
nIB frequency in neonatal slices to 0.45±0.10 of control (n=N=3; Fig. 3E). Unlike ZD7288, the effect of Cs+ was readily reversed upon washout. Fig. 3F summarized the
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effects of 10-20 µM ZD-7288 (circles and triangles, respectively) and Cs+ on nIB
frequency in all slices tested.
While generally considered a highly selective blocker of Ih in various systems
(BoSmith et al., 1993; Briggs et al., 1994; Harris et al., 1994; Satoh and Yamada, 2000),
ZD-7288 was very recently reported to depress synaptic transmission in the hippocampus
through an unknown mechanism, apparently independent of its effect on Ih (Chevaleyre
and Castillo, 2002). The time course of synaptic depression was very slow, compared to
the effect on Ih examined in the same study, with no obvious depression occurring until at
least 30 min of exposure to drug, and with maximal effect requiring at least 60 min of
exposure to 50 µM ZD-7288; lower concentrations of drug (10 µM) caused only a slight
depression after a similar exposure time. Thus, it seemed highly unlikely that these nonspecific effects of ZD-7288 could have contributed to the pronounced reduction in nIB
frequency after 20 min of exposure to 20 µM ZD-7288 in our experiments. Also, the
pronounced increase in nIB amplitudes induced by ZD-7288 in our experiments seemed
inconsistent with synaptic depression. Nevertheless, we tested for any synaptic
depression under the conditions of our experiments by quantifying the effect of ZD-7288
on field EPSPs (fEPSPs) evoked in CA1 by stimulation of the CA3 to CA1 pathway, the
same pathway tested by Chevaleyre and Castillo (2002). These control experiments were
done on slices from P5-P29 mice, since in slices from younger animals the evoked fEPSP
was too small and labile for reliable analysis. Seven slices in which the evoked fEPSP
was stable (to ±20% of control amplitude) for at least 30 min prior to drug application
were selected for analysis. In these slices, the evoked response remained virtually
unchanged after 60 min of superfusion with 20-25 µM ZD-7288 (1.01±0.14 of control
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amplitude, n=7, N=6; data not shown). We conclude that the typical concentration of
ZD-7288 used in our study did not cause any appreciable synaptic depression within the
time course of the experiments. However, very high concentrations (500 µM) of ZD7288 caused drastic reduction in the frequency of nIBs (to 0.21±0.05 of control, n=5,
N=3; p<0.05; Fig. 3F, squares) and, in contrast to the lower concentrations, also strongly
depressed nIB amplitudes (not shown), suggesting that high concentrations of ZD-7288
may indeed cause synaptic depression.
4.4.4 Increasing intracellular cAMP strongly increased nIB frequency
Ih is strongly modulated by cyclic nucleotides, which bind directly to the
cytoplasmic domain of the channel (Pape, 1996; Santoro and Tibbs, 1999; Wainger et al.,
2001);

we therefore tested whether modulating intracellular cAMP affected nIB

frequency. In the experiment illustrated in Fig. 4A, the adenylyl cyclase activator
forskolin (25 µM) accelerated nIBs more than 3-fold while markedly reducing their
amplitude; both effects were reversed by 20 µM ZD-7288. Overall, forskolin (10-25
µM) caused a 2.0±0.5 fold increase in nIB frequency (n=N=3). Forskolin (5-25 µM) still
increased nIB frequency in the presence of ZD-7288 (15 µM), causing a 2.1-3 fold
increase over the frequency in ZD-7288 alone (n=N=2, not shown); this could have
represented the effect of elevated intracellular cAMP concentration on residual Ih
channels, since 15 µM ZD-7288 is expected to block only about 50% of the channels in
hippocampal pyramidal neurons (Gasparini and DiFrancesco, 1997).
Since forskolin also adds to excitability by blocking K+ channels, we tested the
effects of the analog dideoxyforskolin (DDF), which also blocks K+ channels but does
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not activate adenylyl cyclase (Hoshi et al., 1988). DDF (5-25 µM) caused a modest
(1.23±0.11 -fold) increase in nIB frequency compared to control ACSF; however
replacing DDF by equimolar amounts of forskolin caused a further increase (compared to
the frequency in DDF) of 1.47±0.09 -fold (n=11, N=9; p<0.001), as summarized in Fig.
4E. We also tested the effect on nIB frequency of IBMX, a non-selective inhibitor of the
enzymatic degradation of cAMP by phosphodiesterase (Fredholm et al., 1976).
Application of 200 µM IBMX caused, on average, a 1.87±0.25 fold increase in nIB
frequency (n=6, N=3; p<0.02; Fig. 4B). Since both forskolin and IBMX are expected to
increase the intracellular concentration of cAMP, we conclude that intracellular cAMP
has a strong positive modulatory effect on nIB frequency.
4.4.5 Cyclic AMP effects on nIB frequency were PKA-independent
Cyclic AMP could potentially modulate nIB frequency by mechanisms
independent of Ih, for example by reducing the slow IAHP (Dunwiddie et al., 1992;
Pedarzani and Storm, 1995a), by increasing synaptic efficacy (Chavez-Noriega and
Stevens, 1992; Boulanger and Poo, 1999; Castro-Alamancos and Calcagnotto, 1999) or
by opening gap junctions (Burghardt et al., 1995; Banoub et al., 1996; Paulson et al.,
2000; van Rijen et al., 2000; Carystinos et al., 2001). All these effects, however, are
thought to be mediated by protein kinase A (PKA), while the effect of cAMP on Ih in
CA1 and elsewhere is attributed to direct gating of the channel by cAMP (DiFrancesco
and Tortora, 1991; Pedarzani and Storm, 1995b; Wainger et al., 2001). To test whether
PKA-mediated effects could have contributed to the observed effect of forskolin, we
superfused the slices with the broad spectrum protein kinase blocker staurosporine (100
nM) for 30-60 min before addition of forskolin. Preincubation in staurosporine caused a
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variable reduction in nIB amplitude but no change in frequency (not shown; n=7, N=4,
p=0.47, 2-tailed). Preincubation in staurosporine did not affect the large increase in nIB
frequency seen with 10-25 µM forskolin (Fig. 4C; nIB frequency increased by 2.1±0.2
fold, n=5, N=4; p<0.05). In the presence of staurosporine, 25 µM DDF caused a small,
1.13±0.10 –fold increase in nIB frequency, but replacing DDF by equimolar amounts of
forskolin (Fig. 4D) caused a further increase in frequency (compared to DDF) of
1.50±0.03 –fold (n=5, N=4; p<0.05), which was not significantly different from the effect
of forskolin without staurosporine in the bath (p=0.80, 2-tailed). The effects of DDF and
forskolin in the presence of staurosporine are summarized in Fig. 4F. We conclude that
the strong acceleration of nIBs by forskolin and IBMX was not dependent on PKA but
was consistent with a direct action of cAMP on the Ih channel. This does not exclude the
possibility of PKA-mediated effects on Ih (Mellor et al., 2002; Vargas and Lucero, 2002),
since these indirect effects could have been occluded by the direct effects of cAMP.
(To verify that our batch of staurosporine was effective, we tested it on the
cAMP-mediated presynaptic enhancement of the mossy fibers to CA3 pathway, which is
PKA-dependent (Weisskopf et al., 1994; Lonart et al., 1998). In 2 slices from 2 P13 mice,
a 20 min application of 25 µM forskolin caused a 1.6-2.4 fold increase in the amplitude
of the postsynaptic (but not the presynaptic) component of the field potential evoked in
CA3 by a 50-80 µA stimulus in the hilus of the dentate gyrus. In a second slice from each
animal, preincubation with 100 nM staurosporine for 30-45 min totally blocked this
forskolin-induced potentiation (data not shown), providing evidence that our batch of
staurosporine effectively blocked PKA.)
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4.4.6 Burst amplitudes were strongly correlated with the preceding but not the following
IBI
As is evident from Figs. 3-4, drugs that reduced the frequency of nIBs also
increased their amplitude, while drugs that accelerated the bursts reduced their amplitude.
The change in amplitude could have been a result of the change in frequency; conversely,
the change in frequency could have been secondary to the change in amplitude. To
determine whether the primary effect of ZD-7288 was on the frequency of nIBs or on
their amplitudes, we examined the correlation between event amplitudes and both the
preceding and the following IBIs. If the primary effect of the drug was to increase nIB
amplitude, and the increased amplitude in turn slowed down the rhythm, one would
expect that nIB amplitudes would be correlated with the following, but not with the
preceding, IBIs. As evident from Fig. 5, the opposite was the case: nIB amplitudes were
strongly dependent on the IBIs preceding the events (Fig. 5A,C) and not at all on the IBIs
following them (Fig. 5B,D). In slices with IBIs not exceeding 30 s, the relationship
between the amplitudes of nIBs and the preceding IBIs was well described by linear
regression (Fig. 5A); the mean coefficient of determination (r2) of the linear regression
line was 0.64±0.04 in control, 0.78±0.03 in ZD-7288 (n=25, N=20). When nIB
amplitudes from the same slices were plotted against the following IBIs (Fig. 5B), no
such correlation was observed (r2=0.04±0.01 for both control and ZD-7288 conditions).
In slices with IBIs longer than 30 s, nIB amplitudes seemed to reach a ceiling at IBIs of
30-40 s, and the relationship between nIBs and preceding IBIs was better fit by a
decaying exponential (Fig. 5C); again, no such relationship was observed with the
following IBIs (Fig. 5D). This analysis strongly suggested that ZD-7288 directly affected
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the frequency of the nIBs, and that the change in amplitude was a secondary effect caused
by the slowing of the rhythm, and not vice versa. In most slices (e.g. the two illustrated
in Fig. 5A,C), data points from nIBs in control solution were distributed along or close to
the same line fitted to data points collected in the presence of ZD-7288, suggesting that
the drug affected only the timing of the events and did not disturb the relationship
between timing and amplitude.
4.4.7 A simple computational model simulated the effect of ZD-7288 on nIB frequency
and regularity
To gain insight into the mechanism by which Ih modulates nIB rhythm, we
constructed a network-level mathematical model of the pacemaker driving nIBs, which
generated computed IBI distributions closely resembling experimental CIHs (see
Methods for mathematical details of the model). Our model formally resembled a model
recently described by Staley et al. (2001) but differed in some of its underlying
assumptions, and in using Poissonian rather than binomial statistics. The model assumed
that excitatory synapses in CA3 are spontaneously active at a rate that fluctuates with a
Poissonian distribution around a mean instantaneous rate µ (Fatt and Katz, 1952;
Rotshenker and Rahamimoff, 1970; Isaacson and Walmsley, 1995). It further assumed
that µ falls to 0 immediately after an nIB and then recovers exponentially, with a time
constant τ, to a steady-state level µss (Staley et al., 1998; Staley et al., 2001). Finally, it
assumed that a burst is triggered whenever the actual instantaneous rate of sEPSPs in the
network exceeds a threshold M (Prida and Sanchez-Andres, 1999). A Monte-Carlo
implementation of the model (based on a random number generator) was used to generate
simulated trains of nIBs (Fig. 6A-D), and a computational implementation was used to
112

calculate mean IBIs, CVIBIs and CIHs of modeled nIBs (Fig. 6E-F) and to fit them to
experimental CIHs (Fig. 7A). It should be noted that the model made no assumptions
about the underlying cellular constituents. For example, the parameter µ could be
interpreted as the aggregate rate of sEPSPs in the network, or it could refer to the rate of
sEPSPs in a subset of cells functioning as a pacemaker "kernel".
Although the model depended on 3 free parameters (M, µss and τ), within a
relatively wide range of values the simulated CIHs were sensitive mostly to the
difference between M and µss, not to their absolute values (see Fig. 6F); we therefore
effectively reduced the number of free parameters to 2 by fixing M at the arbitrary value
M=200, and varied the other two parameters (τ and µss) independently. Varying these

two parameters had very different effects on the behavior of the model. When τ was
increased, the frequency of simulated nIBs was reduced, but little change in their
regularity was evident (Fig. 6A,C), as corroborated by calculating the mean IBI and the
CVIBI for a range of values of τ; the computed CVIBI values slightly decreased as the
computed mean IBIs increased (Fig. 6E). In contrast, decreasing µss also reduced the
frequency of simulated nIBs, but at the same time markedly reduced their regularity (Fig.
6B,D). When CVIBI values were plotted against corresponding IBIs computed for a range
of values of µss, it was evident that the CVIBI values increased in parallel with the mean
IBI (Fig. 6F, squares). When, instead of decreasing µss while keeping the threshold M
constant, M was increased while keeping µss constant, the computed data points (Fig. 6F,
circles) fell along the same line as the datapoints computed by varying µss while holding
M constant.
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4.4.8 The effect of blocking Ih was well modeled by a reduction in the steady-state rate of
sEPSPs but not by an increase in its time constant of recovery
As evident from a comparison of Fig. 3D with Figs. 6E-F, a reduction in µss or an
increase in M, but not a change in τ, could reproduce the experimental effect of blocking
Ih, which was an increase in both the mean IBI and in the CVIBI. The model would
therefore be consistent with our data if blocking Ih increased the difference M-µss, but not
if it changed τ. To test this directly, we fitted computed CIHs to experimentally
determined ones, by keeping M=200 and varying independently both µss and τ. Fig. 7A
illustrates experimental CIHs from a P6 slice, recorded before and after addition of ZD7288. The superimposed solid lines were the best fit computed from our model. In
control ACSF the best fit was achieved with the parameter values µss=184 and τ=4.0 s.
In ZD-7288, the best fit was achieved with parameter values µss=167.5 and τ=4.6 s,
which represents a doubling of the difference M-µss but only a 15% increase in the time
constant τ. Increasing τ alone (by 2.5-fold), without changing in µss, shifted the computed
control CIH to the right but did not change its slope (dotted line), corresponding to an
increase in the median IBI with little or no change in CVIBI, as demonstrated in Fig. 6E.
On average, ZD-7288 application had no effect on the best-fit value of τ (in control,
τ=6.7±0.6 s, n=19, N=15; in ZD-7288, τ increased by 1.04±0.05 fold and was not
significantly greater than control, p=0.23).

In contrast, the best fit for the mean

difference M- µss nearly tripled, from 10.7±3.0 in control to 28.8±2 in ZD-7288 (p<10-6).
In the example of Fig. 7A, a reduction in µss from 184 to 167.5 sEPSPs/100 ms,
which represents a fractional reduction by less than 9%, caused more than 2.5-fold
increase in the mean IBI and more than 1.5-fold increase in the CVIBI. To understand why
114

a relatively small change in the steady-state rate of synaptic activity could cause a
dramatic decrease in both the frequency and the regularity of nIBs, it is instructive to
examine how the probability for the occurrence of a burst (B(M,µ) in the model, see
Methods) was influenced by the difference M- µss. The drug-induced decrease in µss is
illustrated in Fig. 7B, which plots µ (heavy solid line for control, heavy dashed- dotted
line for ZD-7288) as a function of time elapsed from the previous burst, for the same
values of the model parameters used to fit the experimental data in Fig. 7A. Although the
reduction in µss induced by ZD-7288 was modest, the maximal probability for a burst to
occur decreased from 0.127/100 ms in control ACSF (Fig. 7B, light solid line) to only
0.0088/100 ms in the presence of ZD-7288 (light dash-dotted line) – a 14-fold decrease.
The result of this large reduction in burst probability was that, by the time 20 s have
elapsed from the previous burst, a burst had occurred with near-certainty (99.9%
probability) in control ACSF, but with only 20% probability in the presence of ZD-7288,
as seen from the CIHs in Fig. 7A.

4.5 Discussion
Our results indicate that the frequency and the temporal precision of spontaneous
interictal bursts in the neonatal CA3 are positively modulated by the hyperpolarizationactivated, cyclic-nucleotide sensitive cationic current Ih. This conclusion is based on the
pronounced decrease in nIB frequency and regularity when Ih was blocked either by Cs+
or by ZD-7288 (Fig. 3), a specific bradycardic agent whose only known effect, at the
concentrations and exposure times we used, is to block Ih (Harris and Constanti, 1995;
Gasparini and DiFrancesco, 1997; Satoh and Yamada, 2000).

This conclusion was

further supported by the pronounced increase in nIB frequency induced by manipulations
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that are expected to elevate intracellular cAMP levels (Fig. 4). The cAMP-mediated
effect was not affected by blocking PKA with staurosporine, consistent with a direct
action of cAMP on the Ih channel (Pedarzani and Storm, 1995b; Wainger et al., 2001). To
our knowledge, this is the first report implicating Ih in the timing of interictal epileptiform
bursts. The strong acceleration of interictal epileptiform bursts by cAMP is also
demonstrated here, to our knowledge, for the first time (but see Boulton et al., 1993, for
modest effects in adult rats), and may need to be considered when prescribing to
epilepsy-prone patients drugs which may potentially affect cAMP levels.
4.5.1 Blocking Ih can be modeled either by an increase in the burst threshold or by a
decrease in the rate of spontaneous synaptic release
How does Ih modulate burst frequency? To gain insight into this question, we
developed a simple computational model based on the assumption that a burst is triggered
whenever the instantaneous rate of spontaneous EPSPs exceeds a threshold M; a similar
mechanism appears to determine the timing of "giant depolarizing potentials", another
form of oscillatory activity in the neonatal hippocampus (Prida and Sanchez-Andres,
1999). The rate of sEPSPs, in turn, was assumed to be a Poissonian variable, with a
mean µ that dropped to zero immediately after a burst and then recovered to an
asymptotic steady-state value µss with a time constant τ. (A formally similar model
described by Staley et al. (2001) uses binomial, rather than Poissonian statistics, and is
based on somewhat different assumptions.) Once an appropriate set of parameters (M, µss
and τ) was found to generate a cumulative IBI histogram that fit the experimental record
from a given slice, the effect of blocking Ih in the same slice could be satisfactorily
reproduced by increasing the difference M-µss, either by increasing the threshold M or by
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decreasing the steady-state sEPSP rate µss, but not by increasing the time constant τ. This
allows two different interpretations for the role of Ih in the timing of nIBs:
First, Ih could be increasing neuronal excitability in general, for example by
contributing to a more depolarized resting potential, as has been demonstrated in the
hippocampus and elsewhere (Akasu et al., 1993; Li et al., 1993; Maccaferri et al., 1993;
Travagli and Gillis, 1994; Maccaferri and McBain, 1996; Seutin et al., 2001). According
to this interpretation, Ih would be contributing to a reduced threshold M but would have
no effect on µ. Τhe post-burst depression and recovery of µ would then need to be
explained by other mechanisms, e.g. by depletion of synaptic vesicles (caused by high
frequency firing during the burst) followed by their gradual replenishment (Zucker and
Regehr, 2002).

The major determinant of the time constant τ, according to this

hypothesis, would be the time course of synaptic vesicle replenishment, and Ih would
only be modulating the rhythm, not pacing it. While recovery from synaptic depression
has been successfully used to model rhythmic bursting in a variety of systems (Staley et
al., 1998; Tabak et al., 2000; Tsodyks et al., 2000; Staley et al., 2001), the role of
synaptic vesicle replenishment in pacing interictal bursts is yet to be tested directly by
pharmacological or genetic manipulations that accelerate it or slow it down.
An alternative interpretation for the role of Ih in timing nIBs, also consistent with
the model, is that instead of decreasing the threshold Μ, Ih increases µss, the steady-state
rate of sEPSPs, e.g. by directly depolarizing presynaptic terminals (Beaumont and
Zucker, 2000; Southan et al., 2000; Mellor et al., 2002). Depolarization of presynaptic
terminals will increase calcium influx through voltage-gated calcium channels, enhancing
the probability of spontaneous neurotransmitter release (Alger et al., 1996; Frerking et al.,
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2001; Turecek and Trussell, 2001). This interpretation is consistent with the forskolininduced increase in miniature GABAergic currents described in immature CA3 neurons
(Sciancalepore and Cherubini, 1995), and is attractive because it also explains the postburst modulation in µ: if µ is governed by Ih, its time course between bursts should reflect
the time course of Ih, which is expected to be inactivated immediately after the burst (due
to the strong depolarization during the burst) and then to re-activate slowly (by the postburst hyperpolarization) to a steady-state level. The time constant of recovery τ would
therefore be determined by the activation kinetics of Ih, and Ih would actually function as
the pacemaker for nIBs. This interpretation is consistent with our finding that the effect
of ZD-7288 could be simulated by reducing µss and not by increasing τ, since ZD-7288
strongly reduces the steady-state amplitude of the Ih current with little or no change in its
activation kinetics (Harris and Constanti, 1995; Satoh and Yamada, 2000).
4.5.2 Ih channels with the appropriate properties are expressed in the neonatal CA3
A major constraint on the alternative interpretation above is that Ih needs to be
activated with a time constant comparable to τ, which in our data averaged about 7 sec.
A very recent study of Ih in the developing mouse hippocampus (Vasilyev and Barish,
2002) indicates that activation kinetics of Ih in neonatal (P1-P5) CA3 pyramidal neurons
are indeed dominated by a slow component with a time constant of 5-10 s at
physiological hyperpolarized potentials. Of the four known subunits from which Ih
channels may be assembled, pyramidal cells in the neonatal CA3 express HCN1 and
HCN2 mRNA (Bender et al., 2001) and protein (Vasilyev and Barish, 2002). In
heterologous expression systems, Ih channels consisting solely of the HCN2 subunit
exhibit much slower kinetics and considerably higher cAMP sensitivity compared to
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HCN1-only or to mixed HCN1/HCN2 channels (Santoro et al., 2000; Chen et al., 2001;
Wainger et al., 2001); it is therefore tempting to speculate that the HCN2 subunit is the
major contributor to Ih channels in the neonatal CA3.

Regardless of molecular

composition, however, Ih channels in the neonatal CA3 exhibit activation kinetics
consistent with our model and with a possible role in pacing interictal bursts.
4.5.3 Burst amplitudes reflect recovery from synaptic depression
As shown in Fig. 5, the amplitude of nIBs was correlated with the preceding, but
not with the following, IBI; a similar relationship was previously demonstrated in the
mature CA3 (Staley et al., 1998), in the embryonic spinal cord (Streit, 1993; Tabak et al.,
2001), in the retina (Grzywacz and Sernagor, 2000) and in networks of dissociated
cortical neurons (Opitz et al., 2002), suggesting that this relationship is a common feature
of rhythmically bursting synaptic networks (O'Donovan, 1999). Burst intensity (which
can be reflected in burst amplitude and/or in burst duration) is thought to be determined
by the total number of readily releasable synaptic vesicles at the moment of burst
initiation (Staley et al., 1998); this number presumably declines to near zero immediately
after the burst, since virtually all synapses are activated during a paroxysmal event, and
then gradually increases as vesicles are replenished from the reserve pool (Zucker and
Regehr, 2002). In our experiments, burst amplitudes did not recover fully until 30-40 s
following the previous burst (Fig. 5C), suggesting that the time constant of vesicle
replenishment was considerably longer than the time constant τ, calculated to be ~7 s
from our experimental data. This lends further support to the alternative interpretation
above, that the activation of Ih, and not recovery from synaptic depression, was the
process pacing nIBs in the neonatal CA3.

119

4.5.4 The mechanisms of pacing by Ih are system-specific
Whether Ih acts as a bona-fide "pacemaker" of interictal activity in the neonatal
hippocampus, or merely modulates the rhythm by affecting overall excitability, remains
to be determined. Indeed, the common characterization of Ih as a "pacemaker current"
(Pape, 1996) may obscure its very different modes of action in different systems, which
may oscillate at frequencies orders of magnitude apart. For example, Ih accelerates both
the heartbeat (DiFrancesco and Ojeda, 1980) and the much faster oscillations in
thalamocortical relay neurons (McCormick and Pape, 1990; Soltesz et al., 1991); it also
accelerates nIBs in CA3, which are an order of magnitude (at least) slower than the
heartbeat. In contrast, Ih actually slows down spindles in the thalamus, which oscillate at
roughly the same frequency as nIBs (Luthi et al., 1998). The recent cloning of HCN
channels (Ludwig et al., 1998; Monteggia et al., 2000) will no doubt be followed by the
generation of knockout mice in which the precise role of Ih in pacing oscillations in
different systems could be tested directly.
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4.6 Figures

FIGURE 4-1. A HORIZONTAL HIPPOCAMPAL SLICE FROM A P4 MOUSE AS VISUALIZED
DURING THE EXPERIMENT.

CA1, CA3 and dentate gyrus (DG) are indicated; typical recording position in CA3
stratum radiatum is indicated by the asterisk. Arrows denote lateral (L) and rostral (R)
directions.
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FIGURE 4-2. NEONATAL INTERICTAL BURSTS (NIBS) IN AREA CA3 ARE HIGHLY REGULAR.
A, a 500 s long extracellular record from a P3 slice bathed in control ACSF (Mg2+-free,

with 5 µM gabazine), illustrating the high regularity of nIBs. B, a segment expanded
from the record in A, illustrating that inter-cluster intervals (two-sided arrows) but not
intra-cluster intervals were included in the analysis in this study. C, the interburst interval
(IBI) histogram for the experiment of panel A shows two well-separated peaks; the peak
below 5 s consists of intra-cluster intervals, which were excluded in the calculation of the
cumulative IBI histogram (CIH; solid line). The coefficient of variation of IBIs (CVIBI)
for this experiment was 0.12. D, superimposed CIHs from all 22 slices recorded in
control ACSF. Note the tight clustering and steep slope of 16 CIHs on the left side of the
plot, illustrating the pacemaker-like character of nIBs. E, the mean IBI of all slices
showed no change with postnatal age. F, in contrast, the CVIBI increased significantly
between P1 and P6 (note regression line).
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FIGURE 4-3. BLOCKING IH STRONGLY REDUCED IIB FREQUENCY AND REGULARITY.
A, blocking Ih with the specific blocker ZD-7288 caused over 3-fold reduction in

nIB frequency, coupled to a pronounced increase in nIB amplitudes. B, the time course
of decrease in nIB frequency for the experiment shown in panel A, plotted at the same
time scale. Data points represent instantaneous frequency (1/previous IBI); solid line is a
running average, calculated using a sliding window of 5 datapoints. Time 0 designates
drug arrival in the recording chamber. C, the rightward shift and decreased slope of the
CIH for the experiment of panel A illustrates the drug-induced increase in the IBI and the
CVIBI, respectively. CIHs were calculated using 1 s bins. D, CVIBI plotted against mean
IBI, with datapoints from the same slice before (empty symbols) and after (filled symbols)
adding ZD-7288 connected by lines. Note that in the great majority of cases, the ZD7288-induced increase in the mean IBI was coupled to a pronounced increase in the
123

CVIBI. E, a reduction in nIB frequency of a similar magnitude to that induced by ZD7288 was caused by the less specific (but reversible) Ih blocker Cs+ (2 mM). F, summary
of the percent reduction in nIB frequency due to ZD-7288 (see legend for concentrations)
and Cs+ (2 mM) in all experiments. A and E are from different P3 animals. Scale bar is
100 µV, 300 s (A) and 150 µV, 250 s (E).
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FIGURE 4-4. INCREASING INTRACELLULAR CAMP STRONGLY ACCELERATED NIB
FREQUENCY IN A PKA-INDEPENDENT MANNER.

A, the adenylyl-cyclase activator forskolin (25 µM) caused a 3-fold increase in

nIB frequency, and a concomitant decrease in amplitudes, within minutes after
application; the Ih blocker ZD-7288 (20 µM) reversed this increase, and further reduced
the nIB frequency to 60% of its control value before forskolin application (P1 slice). B,
application of the phosphodiesterase inhibitor IBMX (200 µM) caused a 2.5-fold increase
in nIB frequency and a concomitant reduction in amplitudes (P3 slice). C, preincubation
for over 1 hr with the broad spectrum protein kinase inhibitor staurosporine (100 nM) did
not prevent forskolin (20 µM) from accelerating nIBs by 1.7 fold (P3 slice). D, in the
presence of staurosporine, forskolin (25 µM) still caused a 1.5-fold increase in nIB
frequency over the frequency in equimolar concentration of the analog dideoxyforskolin
(DDF), which does not activate adenylyl cyclase (P5 slice). E, summary plot of all slices
tested in DDF and forskolin without staurosporine; datapoints not connected by lines are
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from slices tested only in forskolin. Symbols and lines are coded by drug concentration
(legend). F, summary plot as in E but for slices tested in the presence of 100 nM
staurosporine. Scale bar is 100 µV, 500 s (A); 200 µV, 400 s (B); 200 µV, 250 s (C);
100 µV, 250 s (D).
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FIGURE 4-5. AMPLITUDES OF NIBS WERE STRONGLY CORRELATED WITH THE PRECEDING
BUT NOT THE FOLLOWING INTERBURST INTERVALS.

Illustrated data were recorded before (circles) and after (triangles) adding ZD7288 to a P2 slice (A,B) and a P4 slice (C,D). In A and B, datapoints in control and in
ZD-7288 were fitted separately with linear regression lines, illustrating a strong
correlation in A (r2=0.80 and r2=0.87, respectively) but lack of correlation in B (r2=5·10-5
and r2=0.03, respectively). Note that the two regression lines in A nearly coincide. In C,
datapoints in ZD-7288 were fitted by a decaying exponential with an asymptote of 0.6
mV and a time constant of 12.5 s; note that datapoints in control ACSF fall along nearly
the same curve

127

FIGURE 4-6. A 3-PARAMETER COMPUTATIONAL MODEL SIMULATED THE EFFECT OF ZD7288 ON NIB FREQUENCY AND REGULARITY.
A-D, simulated sequences of nIBs are plotted at a slow (A,B) and a 10-fold faster

(C,D) time base. Simulated nIBs were generated by assuming that the mean instantaneous
sEPSP rate (µ) is reset to 0 after each burst and then relaxes exponentially to an
asymptote (µss) with a time constant τ. Fluctuations around µ were generated by a
Poissonian random-number generator; each time a fluctuation crossed the threshold M
(dashed line in C,D), a burst was assumed to be triggered. In A,B, the initial part of the
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trace was computed using the values M=µss=200 and τ =10 s; during the time indicated
by the horizontal lines above the trace, either τ (A,C) or µss (B,D) were changed to the
values indicated (µss is also indicated by the dashed-dotted line in D).

The traces

represent the value of µ, except that the occurrence of a burst is indicated by a vertical
line of arbitrary height. Note that increasing τ (A,C) reduced the frequency of bursts
without affecting their regularity, while reducing µss (B,D) affected both the frequency
and the regularity of the bursts. E, the simulated CVIBI vs the simulated mean IBI,
computed using the indicated values of M and µss while varying the value of τ as
indicated. Note that changing τ had very little effect on the CVIBI. F, the simulated CVIBI
vs the simulated mean IBI, computed using the indicated values of M and τ while varying
µss as indicated (squares). Note that changing µss affected in parallel both the mean IBI
and the CVIBI. Changing M from 140 to 238 while keeping µss=200 generated datapoints
(circles) that fell along the same curve generated by changing µss while keeping M
constant.
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FIGURE 4-7. A CHANGE IN µSS, BUT NOT IN τ, CAN ACCOUNT FOR THE EFFECT OF ZD-7288
ON NIB FREQUENCY AND REGULARITY.

A, CIHs of experimental nIBs from a P6 slice in control ACSF (Xs) was fitted by

a curve (solid line) computed with the parameter values µss =184, τ=4 s. The effect of 20
µM ZD-7288 (squares) was well fitted (solid line) by reducing µss to 167.5, with only a
minor increase in τ (to 4.6 s). With µss unchanged, a 2.5-fold increase in τ (to 10.5 s)
was required to achieve the same rightward shift in the median IBI, but the resulting
curve (dotted line) did not reproduce the pronounced decrease in the slope of the
experimental CIH. Experimental CIHs were calculated in 1 s bins. B, the value of the
model parameter µ (left y-axis) in control ACSF (heavy solid line) and in ZD-7288
(heavy dashed-dotted line), as a function of the time elapsed since the previous burst, for
the same parameter values used in panel A. The relatively small reduction in µss required
to simulate the effect of the drug caused a dramatic drop in the probability of burst
occurrence per 100 ms (right y-axis) in ZD-7288 (light dashed-dotted line) compared to
control ACSF (light solid line), since now fluctuations around µ only rarely crossed
threshold (compare with Fig. 6C-D).
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CHAPTER 5: Properties of Rhythmic Interictal Bursts in
Area CA3 of the Neonatal Hippocampus

142

5.1 Abstract
We have previously demonstrated that rhythmic IIBs occur in neonatal
hippocampal slices when they are bathed in a Mg2+-free medium in the presence of
GABAA receptor antagonists (Chapter 3). Additionally, we have recently demonstrated
that the hyperpolarization-activated cationic current, Ih, plays a major role in this
rhythmogenesis (Chapter 4). However, many other ionic conductances exist with the
potential to modulate the frequency of this rhythm. The purpose of this project was to
ascertain the effect these other conductances have on this rhythm, to identify the
anatomical source of the IIBs, and to determine if the frequency and precision of this
rhythm changed beyond the first postnatal week. We show here that these rhythmic IIBs
are synchronous network events that originate in the CA3 region of the hippocampal
slice, and that the precision of the rhythm declines after the early postnatal period.
Furthermore, we demonstrate that rhythmicity of the IIBs is not modulated by GABAB
receptors, calcium-activated potassium currents, or internally released calcium, but can
be modulated by metabotropic glutamate receptors.

Moreover, increasing the

extracellular potassium concentration, which enhances Ih (Fu et al, 1997), increases the
frequency of the rhythm, a further testament that Ih times neonatal IIBs.

5.2 Introduction
Rhythmic phenomena or “oscillations” are a ubiquitous feature of living systems,
and are characterized by a periodic change over time in certain parameter(s) of the
system. Oscillations are especially prominent in neural systems. The periods of such
oscillations vary considerably between and even within different neural systems. For
example, neuronal oscillations in the cerebral cortex (neocortex and hippocampus) have
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been described at frequencies ranging over 3 orders of magnitude, from a 200 Hz “ripple”
(Buzsaki et al., 1992) to “slow” oscillations of 0.3 Hz (Steriade et al., 1993).
In previous studies (Chapters 3 and 4), we described spontaneous IIBs occurring
in the neonatal (first postnatal week) hippocampal slice bathed in Mg2+-free ACSF in the
presence of GABAA receptor (GABAAR) antagonists. This paroxysmal activity has a
frequency that is not only much slower than most previously described neuronal rhythms,
but it also exhibited striking regularity. An ionic current underlying many oscillations in
excitable tissues, such as the heart (DiFrancesco, 1985, 1993), thalamus (McCormick and
Pape, 1990) and hippocampus (Strata et al, 1997), is the hyperpolarization-activated
cation current, Ih.

Its nonconventional mechanism of activation upon membrane

hyperpolarization makes Ih particularly useful in functioning as a pacemaking current by
providing a slow depolarization ramp during rhythmic-oscillatory activity (Pape, 1996).
Most recently, we have shown that IIB frequency in the neonatal hippocampus is strongly
modulated by Ih (Chapter 4). While Ih is certainly a key player, there are many other
candidate conductances with the potential to modulate the frequency of the IIB rhythm in
the neonatal hippocampus.
The source of IIBs in the neonate is unknown.

Different types of non-

epileptiform rhythmic activity in the hippocampus are generated consistently from a
single pacemaker region. For example, early network oscillations are generated within
the CA1 region (Garaschuk et al, 1998), and giant depolarizing potentials are generated
from the septal pole of the CA3 region (Leinekugel 1998). Epileptiform activity in the
adult often arises in the CA3 region (Nagao et al, 1996; Barbarosie et al, 1997).
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Here we set out to (1) identify the anatomical source of IIBs to determine if there
is a pacemaker focus in the hippocampus, (2) to test the dependence of IIBs on action
potentials, chemical, and electrical transmission to determine if these means of
neurotransmission are necessary for achieving the network synchrony needed to generate
an IIB, and (3) to test the role of ionic conductances other than Ih on IIB frequency. We
show here that IIBs are synchronous network events that originate in the CA3 region.
Furthermore, we demonstrate that the frequency of IIBs is not affected by GABABRs,
calcium-activated potassium currents, or by internally released calcium, but is affected by
mGluRs and by increasing the extracellular potassium concentration.

5.3 Methods
Slice preparation and solutions
Timed-pregnant ICR white mouse dams (Hilltop Lab Animals, Scottdale, PA)
were monitored at 12 hr intervals to determine the time of birth. The first 24 hr following
birth were designated as postnatal day 0 (P0). Pups were anesthetized by the inhalation
of methoxyflurane (Metofane; Mallinckrodt Veterinary, Mandelein, IL) in a glass jar and
decapitated, and the brain removed into ice-cold artificial cerebrospinal fluid (ACSF;
composition in mM, NaCl 126, KCl 3, NaH2PO4 1.2, CaCl2 2.0, MgSO4 1.3, NaHCO3
26, and dextrose 20) saturated with a 95/5 mixture of O2/CO2. Horizontal slices (500 µm
thick) were cut using a Vibraslicer (WPI, Sarasota, FL), and those slices containing
hippocampus sectioned perpendicular to its long axis were selected (see Figure 4-1 for
picture), bisected along the midline, and maintained for at least 1 hr submerged in a
holding chamber filled with recirculated, oxygenated ACSF at room temperature before
being transferred to a submersion recording chamber. As done previously for experiment
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using Mg2+-free ACSF (Chapters 3 and 4), MgSO4 was replaced by an equimolar amount
of CaCl2 (for a total of 3.3 mM CaCl2) to maintain the total divalent cation concentration
and avoid surface charge effects. To block chemical transmission, in some experiments
1.3 mM Mn2+ (MnCl2) was added to Mg2+-free ACSF, the CaCl2 concentration was kept
at 2.0 mM and NaH2PO4 was omitted to prevent the formation of a Mn2+ precipitate.

Drugs
SR-95531

(gabazine),

tetrodotoxin

(TTX),

(αS)-α-amino-α-[(1S,2S)-2-

carboxycyclopropyl]-9H-xanthine-9-propanoic acid (LY 341495), (2S)-3-[[(1S)-1-(3,4Dichlorophenyl)ethyl]amino-2-hydroxypropyl](phenylmethyl)phosphinic

acid

(CPG

55845), baclofen, nifedipine, and thapsigargin were purchased from Research
Biochemicals (Natwick, MA), Sigma (St. Louis, MO), and/or Tocris (Ballwin, MO),
prepared as stock solutions at (typically) 1000-fold final concentration, divided into
aliquots, and stored at -20° C. During experiments, thawed aliquots were maintained at
4° C until use. 1-Octanol (Sigma, St. Louis, MO) was maintained at room temperature
and diluted in ACSF to its final concentration immediately prior to use.

Electrophysiological recordings
For electrophysiological recordings, individual slices were transferred to a submersion
chamber, transilluminated, and continuously superfused with oxygenated, room
temperature Mg2+-free ACSF containing 5 µM gabazine at a rate of 2-3 ml/min.
Extracellular field potentials were recorded using glass micropipettes (1 mm outer
diameter; 0.58 mm inner diameter; A-M systems, Carlsborg, WA) pulled on a Flaming-
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Brown pipette puller (Sutter Instruments, Novato, CA), their tips broken to a final outside
diameter of ~5 µm under microscopic control, and filled with 0.9% NaCl.

Field

potentials were recorded by positioning the pipettes in the stratum radiatum. Differential
DC signals (tissue vs. bath) were recorded using a unity gain headstage connected to a
1000x gain amplifier (Intronix Technologies, Bolton, Ontario, Canada), low-pass filtered
at 1 kHz, digitized with an analog-to-digital board (National Instruments, Austin, TX) at
1,000 samples/sec, and streamed to disk using custom software in the LabView
environment (National Instruments, Austin, TX). Superfusion of the slices was not
interrupted during data acquisition.

Data analysis
Data analysis was performed in the same manner as previously described (Wells
et al, 2002; Agmon and Wells, 2003) using custom software routines written in the
LabView environment. Records were smoothed off-line by pooling and averaging data
points in groups of 32 points, resulting in 10-20 µV peak-to-peak noise level in the final
record and an effective sampling rate of 32-80 Hz, more than adequate for sampling IIBs
(which ranged from ~1-3 s in total duration and ~200-1200 µV in amplitude). IIBs were
identified by custom computer software written in the LabView environment, and
verified by visual examination.

Frequency of IIBs was defined as their mean rate of

occurrence (i.e. number of events/duration of record). Instantaneous frequency was
defined as the inverse of the time interval between two IIBs. Amplitude was defined as
the difference between the highest and lowest voltages during an IIB. For each slice,
average IIB amplitude was calculated from all the bursts in the same record used for
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determining frequency. Typically, for experiments involving receptor antagonists or
neurotransmission blockers, we defined the effect of the drug as the average change in
IIB parameters (frequency or amplitude in drug divided by the frequency or amplitude in
control conditions) for all the events in a 300-500 s window that began 500 s after the
drug was added to the bath, and the control parameters were derived from the average of
IIB parameters in a 500 s window immediately prior to the drug entering the bath
solution. For experiments involving receptor agonists, all of the events within a 200-300
s long window (depending on the amount of time the drug was present in the bath
solution) immediately prior to the onset of drug washout were used to determine the
change in IIB parameters. We defined the absence of events as no events occurring
within a 300 s minute time window. All probability curves were generated from records
containing a minimum of 25 events. Data are presented as mean+1 standard error; error
bars indicate standard error; n=number of slices; N=number of animals. Illustrated traces
are representative of their particular condition. Statistics were performed with two-tailed
students t test. The level of significance was set at p<0.05; insignificant p values are not
reported.

5.4 Results
5.4.1 Periodic IIBs in hippocampal slices were limited to the early postnatal period
To study network activity in the hippocampus, we recorded extracellular field
potentials in horizontal brain slices from area CA3 of neonatal (P0-P7) and juvenile (P18P27) hippocampus. As reported in coronal neonatal slices (Chapter 3) and horizontal
neonatal slices (Chapter 4), upon bathing the slices in Mg2+-free ACSF and adding 5 µM
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gabazine, large amplitude (>200 µV) spontaneous periodic paroxysmal events (referred
to as IIBs) were observed. A total of 210 neonatal and 15 juvenile slices from 86
neonatal and 10 juvenile animals were used in this study. As seen in Fig. 5-1A, this
network activity occurred with pacemaker-like regularity in the neonatal hippocampus.
To determine whether the regularity is unique to the neonatal hippocampus, we tested 15
slices from juvenile mice (P18 to P27). In all of these older slices the rhythm was both
slower and less precise (Fig. 5-1A), as shown by the rightward shift and slower slope of
the cumulative probability curve (Fig. 5-1B) and the increased coefficient of variation
(CV; defined as standard deviation/mean) of the IIB (Fig. 5-1C). In the 42 P0-P3 slices
sampled the CV was 21.9+3.5% and the mean interburst interval was 18.4+2.2 sec; in the
58 P4-P7 slices sampled the CV was 25.1+1.7% and the mean interburst interval was
19.2+3.5 sec; the average CV for the P18-P27 slices was significantly increased to
42.4+1.4% (p<0.005) and the mean interburst interval was significantly increased to
34.1+5.5 sec (p<0.05). This suggests that the while the pacemaker mechanism might still
be present in the P18-P27 slices, it generates a rhythm that is less precise and slower than
the rhythm generated in the neonatal hippocampal slice. The rest of the experiments
presented here were performed in neonatal (P0-P7) slices.

5.4.2 The IIBs originated in the CA3 region
While epileptiform activity in the adult often arises in the CA3 region (Nagao et
al, 1996; Barbarosie et al, 1997), the source of IIB in the neonate is unknown. Since IIBs
could be recorded in other areas of the hippocampus, e.g. area CA1 and the dentate gyrus
(DG) (Fig. 5-2A), we performed simultaneous multiple recordings to determine if
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neonatal IIBs also originated in CA3. When spontaneous activity in the hippocampus
was recorded simultaneously in 2 or 3 locations, onset of the events in CA3 appeared to
lead the onset in the other hippocampal locations (Fig. 5-2B), indicating that the CA3
region was the origin of this activity.
To further investigate this matter, CA1, CA3 and DG were separated from each
other by two or three knife cuts as illustrated in Fig. 5-2A (dotted line). As shown in Fig.
5-2C, spontaneous network activity persisted in CA3 after the cut, albeit slowed down,
possibly because influence of mossy fibers on the rhythm was removed or because the
slice was slightly damaged from the isolation procedure.

In contrast, network activity

was absent from the isolated area CA1 and the DG. Similar results were obtained in 12
out of 14 slices (N=11), supporting the conclusion that IIBs originated in CA3. We found
it interesting that IIBs propagated from the CA3 to DG in the intact slice, opposite the
normal direction of activity propagation, and hypothesize that this occurs due to
antidromic activation of mossy fibers by a massive increase in [K+]o as a result of the IIB
in CA3.
5.4.3 IIBs are synchronous network events requiring chemical and electrical
neurotransmission
Other network oscillations that have been previously described, in the neonatal
hippocampal slice (Garaschuk, 1998) and cultured hippocampal neurons (Bacci et al,
1999), depended upon chemical synaptic transmission for their generation. Additionally,
IIBs in the adult are dependent upon gap junctions for their generation (Ross et al, 2000;
Kohling et al, 2001; Uusisaari et al, 2002).

To test whether IIBs in the neonatal

hippocampus were dependent on action potentials or on chemical or electrical synapses
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we tested the effects of TTX, Mn2+ and octanol, respectively. Representative results are
illustrated in Fig. 5-3. Adding 1 µM TTX to the bath (Fig. 5-3A) resulted in total
elimination of IIBs in 5 of 6 slices tested (N=2). In a sixth slice, small-amplitude events
of much lower frequency (0.001 Hz) persisted in TTX (not shown). To block chemical
neurotransmission, 1.3 mM Mn2+ (Fig. 5-3B) was used (n=13; N=5;). A 3 to 20 minute
application of Mn2+ blocked IIBs in 10 of 13 slices. In the remaining 3 slices, the
frequency was reduced to less than 27% of control. To test the dependence of IIBs on
electrical synapses (i.e. gap junctions), slices were exposed to 1 mM octanol for 11-16
minutes (Fig. 5-3C); in 6 of 11 slices (N=5) the IIBs were completely eliminated, and in
the remaining slices IIB frequency was reduced to 23.9+10.2% (p<0.005) of control. We
conclude that IIBs are dependent upon inter-neuronal communication through action
potentials and chemical and electrical synapses.
5.4.4 IIB frequency was sensitive to extracellular K+ concentration
Since (1) we have previously shown that the IIBs in the neonatal hippocampus
were timed by Ih (Chapter 4); (2) the Ih channel is selective to K+ over Na+ and is
sensitive to extracellular K+ concentration ([K+]o) (Pape, 1996), and (3) increasing the
[K+]o has been used previously to induce epileptiform bursting and to modulate IIB
frequency in adult and juvenile animals (Korn et al, 1987; Traynelis and Dingledine,
1988; McBain, 1994), we investigated the effects of varying [K+]o on the frequency of
rhythmic IIBs. In the experiment illustrated in Fig. 5-4A, the slice was initially bathed in
3 mM K+ (control aCSF), and the median interburst interval was 23 sec. When [K+]o was
increased first to 5 mM, and then to 7.5 and 10 mM, the median interburst interval
decreased to 19 sec, 8 sec and 4 sec, respectively (Fig. 5-4B). Concomitant with the
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increase in frequency, there was a pronounced decrease in the amplitude of the events
(see Fig. 4-5 in Chapter 4). Varying [K+]o between 3 mM and 10 mM [K+] increased the
frequency to 469.7+68.9% (p<0.005) with a concomitant decrease in event amplitude to
38.7+4.7% (p<0.005) of control (n=49; N=22). The effect of K+ for all slices studied is
summarized in Fig. 5-4C.
5.4.5 Effects of metabotropic receptors on IIBs
GABABRs are metabotropic receptors that elicit a long IPSP (Alger, 1984) that
could affect IIB frequency by inducing a period of post-IIB suppression during which
another IIB could not occur. We blocked GABABRs with 1 µM CGP 55845, a potent
GABAB antagonist (Davies et al, 1993), to determine if GABABRs play a role in pacing
IIBs (Figs. 5-5A,E). CGP 55845 did not have a significant effect on the rhythm’s
frequency, increasing it to only 106.7+3.4% of control values (n=14; N=5). This is
further illustrated by plotting the change in IIB instantaneous frequency from control
(Fig. 5-5B). CGP 55845 did, however, reverse the reduction in IIB rate elicited by the
GABAB agonist baclofen (5-10 µM; N=3; n=3; data not shown), verifying that CGP
55845 was indeed blocking GABABRs. These results indicate that post-IIB suppression
elicited by GABABRs does not play a significant role in IIB frequency.
Activation of metabotropic glutamate receptors (mGluRs) can affect IIB
frequency in the adult hippocampus (Rutecki and Yang, 1997) and amygdala (Arvanov et
al, 1995), so we studied the role of mGluRs in the neonate with the mGluR antagonist
LY341495, at a concentration (20 µM) known to block all known groups of mGluRs
(Kingston et al, 1998), and found that it increased the frequency of IIBs to 126.8+7.1% of
control (p<0.05; Fig. 5-5C,E; N=6; n=7). This is further illustrated by plotting the
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change in IIB instantaneous frequency from control (Fig. 5-5D). These results indicate
that in the neonate, as in the adult, mGluRs are able to modulate IIB frequency to a
modest degree (see Discussion for details).
5.4.6 Post-paroxysmal suppression mediated by calcium-activated potassium currents
does not modulate IIB frequency
Post-paroxysmal suppression could also be mediated by IIB-activated intrinsic
conductances.

Important intrinsic conductances that could be involved in such

suppression are calcium-activated potassium currents underlying the slow IAHP (Hotson
and Prince, 1980; Stocker et al, 1999; Pederzani et al, 2001). These currents are activated
by Ca2+ entry through voltage-gated calcium channels due to a membrane depolarization.
This conductance has a decay time constant of up to 2 sec (Domann et al, 1991).
Calcium-activated potassium currents can be suppressed by blocking calcium entry
through L-type calcium channels, which are the main source for somatic calcium entry
during an epileptiform burst (Empson and Jefferys, 2001). To test whether calciumactivated potassium currents are involved in modulating IIB frequency, we used the Ltype calcium channel antagonist nifedipine at 10 µM, a concentration known to be
maximally effective at blocking the calcium-activated potassium currents (Shah and
Haylett, 2000).

Nifedipine increased IIB frequency on average to 147.6+13.8% of

control (p<0.005; Fig. 5-6A; N=5; n=13). This is further illustrated by examining a plot
of the instantaneous IIB frequency (Fig. 5-6B). However, due to the wide variety of Ca2+triggered intracellular processes, nifedipine could have been acting via other mechanisms
in addition to suppressing the calcium-activated potassium currents. For example, many
Ca2+-dependent processes (but not activation of Ca2+-dependent K+ channels underlying
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the calcium-activated potassium currents) are mediated by the Ca2+-binding protein
calmodulin (Bredt, 1999; Chetkovich et al, 2002;). Therefore, we retested the effect of
nifedipine in the presence of calmodulin antagonists.

As shown in Fig. 5-6C, the

accelerating effect of nifedipine on IIB frequency was mostly abolished by preincubating
the slices with W-7 or TFP (both at 100 µM), drugs known to block calmodulin (Tanaka
and Hidaka, 1980).

After preincubation with these drugs, nifedipine changed the

frequency to only 104+2.4% of control (n=15; N=5), indicating that the nifedipine effect
was mediated by calmodulin-dependant effects, such as a Ca2+/calmodulin dependent
change of post-synaptic proteins at excitatory synapses (Chetkovich et al, 2002). This is
further illustrated by examining a plot of the instantaneous IIB frequency (Fig. 5-6D).
Therefore, calcium-activated potassium currents do not appear to play a role in
modulating IIB frequency.
5.4.7 Intracellular Ca2+ release does not modulate IIB frequency
Activation of excitatory synapses in many central neurons produces signals that
increase intracellular Ca2+ concentration, such as Ca2+-activated Ca2+ release from
intracellular stores (Rose and Konnerth, 2001). Since the level of intracellular Ca2+ has
been demonstrated to be greatly altered in some models of epilepsy (Pal et al, 2000), we
investigated whether Ca2+ released from internal stores is involved in pacing IIBs, by
blocking the release of such Ca2+ by bath application of thapsigargin, which depletes
internal Ca2+ stores (Treiman et al, 1998). Perfusion of thapsigargin (2 µM; Figs. 5-6E;
n=7; N=4) for up to 60 minutes did not have a significant effect on the IIBs, increasing
the frequency on average to only 109.7+4.4% of control. This is further illustrated by
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examining a plot of the instantaneous IIB frequency (Fig. 5-6G). Our experiments
indicate that intracellular Ca2+ release does not play an important role in IIB generation.

5.5 Discussion
The most important conclusions to be drawn from our results are that neonatal
IIBs originate in the CA3 region of the hippocampus, and are not paced by GABABRs,
IAHP, or internally released calcium, and they require action potentials, chemical and
electrical neurotransmission. These conclusions are founded on the demonstration that
IIBs remained only in CA3 when the hippocampal fields were surgically isolated, that
blocking neuronal communication through either action potentials, chemical synapses or
gap junctions prevented IIB occurrence, and that blocking the effects of GABABRs, IAHP,
or internally released calcium (all potential candidates for modulating IIB frequency) had
no effect on IIB frequency. Also, increasing the extracellular potassium concentration or
decreasing mGluR activation, increases the frequency of the rhythm. As explained
below, this further supports the hypothesis posed in Chapter 4 that Ih times IIBs in the
neonatal hippocampus.
5.5.1 The role of gap junctions in IIBs generation
Epileptiform bursts are synchronous neuronal events, and given that (1) gap
junctions strongly facilitate neuronal synchrony (Dudek et al., 1986; Dudek et al., 1999;
Schmitz et al., 2001), (2) they are highly expressed throughout the hippocampus
(Yamamoto et al., 1989; Matsumoto et al, 1991; Condorellie et al, 1998; Aberg et al,
1999; Belluardo et al, 2000), and (3) hippocampal pyramidal neurons are coupled by axoaxonic gap junctions permitting very fast electrical communication (Schmitz et al., 2001),
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it is likely that gap junctions are involved in the generation of epileptiform bursts.
Indeed, epileptiform bursting in the adult can be reduced by uncoupling gap junctions
(Ross et al., 2000; Kohling et al., 2001; Szente et al., 2002; Uusisaari et al., 2002);
moreover, epileptiform bursting can be facilitated by opening gap junctions (de Curtis et
al., 1998; Schuchmann et al., 2002). We report here the novel finding that the generation
of IIBs in the neonate, as in the adult, requires gap junctions. It has been suggested that
gap junction blockade only reduces neuronal synchrony, and does not affect neuronal
excitability (Margineanu and Klitgaard, 2001).

Given that Ih plays a role in IIB

generation (Chapter 4), testable predictions from this hypothesis posed by Margineanu
and Klitgaard (2001) would be that in neonatal hippocampal slices in the presence of gap
junction blockers under conditions known to elicit IIBs, Ih should be unaffected and there
should also be pyramidal neurons firing bursts of action potentials at a rate similar to the
rate of neonatal IIBs.
5.5.2 Effects of [K+]o on IIBs
We previously demonstrated that Ih is involved with the generation of paroxysmal
discharges in the neonatal hippocampus (Chapter 4). It has also been shown that by
increasing [K+]o from 3 mM to 10 mM, Ih is facilitated: the activation curve for Ih current
is shifted more positive by about 30 mV (Fu et al, 1997), thereby increasing its ability to
depolarize neurons. In the present study we demonstrated that increasing the [K+]o to 10
mM increases the frequency of IIBs by nearly 5-fold. This was expected since previous
studies have indicated that elevated levels of [K+]o will induce IIBs in the hippocampus
(Zuckermann and Glaser, 1968; Jensen and Yaari, 1997). The effects of [K+]o on IIBs
have been previously attributed to (1) [K+]o depolarization of the neuronal membrane,
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bringing resting membrane potential closer to firing threshold, and (2) [K+]o reduction of
the efficiency of K+-Cl- cotransport (Staley and Proctor, 1999) which causes the Clreversal potential to move in the positive direction, thus reducing the hyperpolarizing
effect of GABAA receptor activation. Additionally, since elevating [K+]o will shift the
activation curve of Ih to more positive values (Fu et al, 1997), we propose that the
facilitation of Ih could also play a role in the elevated-[K+]o model of epilepsy.
5.5.3 Effects of mGluRs on IIBs
We applied LY341495 at a concentration that blocks all three groups of mGluRs
(Kingston et al, 1998), and found that although the effect of LY341495 was somewhat
variable (see Fig. 5-5E), on average mGluR blockade caused a significant increase in IIB
frequency. This result is consistent with reports that indicate the activation of mGluR
groups II and III will reduce epileptiform bursting (Sacaan and Schoepp, 1992; Attwell et
al, 1995; Burke and Hablitz, 1995). While activation of mGluR groups II and III is antiepileptic, meaning they reduce epileptiform bursting, mGluR group I activation is proepileptic, meaning they increase epileptiform bursting (Taylor et al, 1995; Dalby and
Thomsen, 1996). Therefore, the large variability we observed in IIB frequency from
mGluR blockade could have resulted from the blockade of both pro- and anti-epileptic
mGluRs; since LY341495 is a more potent antagonist of mGluR groups II and III than to
group I (Kingston et al, 1998), the effect of LY341495 increased IIB frequency. To
differentiate between the effects of these receptor groups, highly selective agonists and
antagonists for each of the mGluR groups should be tested.
The anti-epileptic effects of mGluR groups II and III have been attributed to their
suppression of excitatory neurotransmitter release (Forsythe and Clements, 1990; Baskys
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and Malenka, 1991; Vignes et al, 1995). Here we propose an additional mechanism.
mGluR groups II and III are negatively-coupled to the adenylyl cyclase-cAMP cascade
(Tanabe et al, 1992; Cartmell et al, 1994); therefore, their activation decreases
intracellular cAMP levels. Since (1) Ih is facilitated by cAMP (Ishii et al, 1999; Ludwig
et al, 1999; Chen et al, 2001; Wainger et al, 2001) and (2) Ih plays a strong role in IIB
generation (Chapter 4), we suggest that the activation of mGluR groups II and III is antiepileptic because they suppress Ih by reducing intracellular cAMP concentration.
5.5.4 Role of GABAB and calcium-activated potassium conductances in IIBs
A potential mechanism that can account for rhythmic IIBs has three components:
(1) a slow escalation of a cellular parameter (i.e. restoring functional synaptic vesicles
(Staley et al, 2001) or excitation mediated through Ih (Chapter 4)), 2) generation of an IIB
once the parameter crossed a critical threshold, and 3) resetting of the parameter as a
result of the IIB.

For example, epileptiform bursting can be explained by a slow

depolarization of the membrane potential to threshold, and a hyperpolarization following
the burst. The slow depolarization may be due to a continuous, slow current (i.e. Ih,
Pape, 1996; Chapter 4). However, other models have proposed that a slow recovery from
a suppressive refractory period paces IIBs instead of a slow build-up of excitation.
Mechanisms that have been proposed to be responsible for generating the post-burst
suppression include 1) calcium-activated potassium conductances (Chamberlin and
Dingledine, 1989) and 2) IPSPs mediated by GABABRs (Bal, 1993; Wang, 1993;
Warren, 1994; Huguenard, 1994; Sanchez-Vives, 1997; Avoli, 2001).

Experiments

performed on neonatal slices in this study and older slices in another study (Staley et al,
2000) effectively rule out these mechanisms, since if either of them were involved with
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suppressing IIBs, then their blockade should have increased IIB frequency, and this was
not found in our experiments.

To further elucidate the role of calcium-activated

potassium currents in IIB generation in the neonatal hippocampus, specific blockers of
these currents should be studied, for example, apamin could be used which blocks the
SK-channel (Stocker et al, 1999).
5.5.5 Conclusion
The frequency of IIBs in the neonatal hippocampus does not appear to be from the
recovery of a post-IIB refractory period, since blocking the ionic conductances that could
induce such a refractory period (i.e. GABAB or calcium-activated potassium
conductances) had no effect on IIB frequency.

However, manipulations that could

enhance Ih (i.e. increasing [K+]o and blocking mGluRs) increase the frequency of the
rhythm. The results of this study suggest that rather than a recovery from a refractory
period, a slow build-up of excitation mediated by Ih is responsible for pacing IIBs.
The precision of IIBs significantly decreases after the first postnatal week. Since
the properties of Ih in the hippocampus change during early postnatal development
(Vasilyev and Barish, 2002), it is likely that the developmental loss of IIB precision is
due to a change in Ih.

Investigation of Ih channel subunits with immunocytochemistry

could determine if subunit expression in the neonate has a distribution different than the
adult that permits the early rhythmic generation of IIBs, and this will be addressed in
Chapter 6.
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5.6 Figures

FIGURE 5-1. IIBS ELICITED IN HORIZONTAL SLICES OF NEONATAL HIPPOCAMPUS BY
2+

GABAZINE IN MG

-FREE ACSF FOLLOW A RHYTHMIC PATTERN.

A, A continuous record illustrating spontaneous activity in CA3 after washout of Mg2+
and after superfusion of the GABAA receptor antagonist gabazine (GBZ) in P3 and P21
slices. Notice the IIBs in the neonatal slice follow a faster and more precise rhythm than
that of the juvenile hippocampus. B, Probability of an interictal event occurring at the
160

indicated age groups when the slices are bathed in Mg2+-free aCSF with 5 µM gabazine.
Notice that the curves from older slices are shifted to the right and have a lower slope.
Curves generated using representative records from 10 neonatal and 5 juvenile slices. C,
The average coefficient of variation and the average interburst intervals of IIBs within the
noted age groups.

161

FIGURE 5-2. THE IIBS ORIGINATE IN CA3.
A, P5 horizontal hippocampal slice demonstrating experimental set-up.

B, upper,

Simultaneous field recordings from the three regions of a P5 hippocampus. Lower, an
expanded view of the area within the square in the upper trace. Notice the activity occurs
first in CA3. C, Simultaneous field recordings from a P5 slice. Two-minute traces from
the same slice before and after surgical separation of the hippocampal fields. Dashed
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lines in A indicate typical position of knife cuts. Notice the IIBs remain only in the
isolated CA3 region.
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FIGURE 5-3. THE IIBS ARE SYNCHRONOUS, NETWORK EVENTS REQUIRING ACTION
POTENTIALS AND CHEMICAL AND ELECTRICAL NEUROTRANSMISSION.

A-C, Continuous traces (A, P5; B, P7; C, P4) illustrating spontaneous activity before,
during, and after the superfusion of the drug indicated. Drug presence indicated by the
horizontal bar above each trace. Notice all transmission blockers prevented or reduced
IIBs. Vertical scale bar: A, 40 uV; B, 80 µV; C, 100 µV.
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FIGURE 5-4. INCREASING [K+]O

INCREASES THE FREQUENCY OF IIBS.

A, Portions of consecutive records from the same P3 slice while bathed in the indicated
concentration of K+.

B, Cumulative probability of an IIB occurring at the given

potassium concentration in the same slice. C, Summary graph illustrating the average
changes in frequency and amplitude of the events due to increasing extracellular K+
concentration for all slices tested (N=22; n=49).
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FIGURE 5-5. THE EFFECTS OF GABAB AND MGLURS ON IIB FREQUENCY.
A, Continuous P5 trace with the GABAB antagonist CGP 55845 (1 µM) present. B, Black
line, Percent of control instantaneous frequency of the IIBs illustrated in A. Red line,
Running average, calculated using a sliding window of five data points. C, Record from
a P0 hippocampal slice in which 20 µM LY was added to the bath. D, Black line, Percent
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of control instantaneous frequency of the IIBs illustrated in A.

Red line, Running

average, calculated using a sliding window of five data points. E, Chart illustrating the
normalized change in frequency from control conditions with drug present for all of the
slices tested.
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FIGURE 5-6. CALCIUM ACTIVATED POTASSIUM CONDUCTANCES AND CALCIUM RELEASE
FROM INTERNAL STORES HAVE NO EFFECT ON IIB FREQUENCY.
A, Field recording from a P5 slice demonstrating the L-type calcium channel
blocker nifedipine (10 µM) caused an increase in interictal event frequency. B, Black
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line, Percent of control instantaneous frequency of the IIBs illustrated in A. Red line,
Running average, calculated using a sliding window of five data points. C, P4 slice
showing the effect of nifedipine was abolished by pre-incubation with the calmodulin
antagonist W-7 (100 µM), indicating the effect of Ca2+ was mediated by calmodulin and
not by Ca2+-activated potassium conductances.

D, Black line, Percent of control

instantaneous frequency of the IIBs illustrated in A.
calculated using a sliding window of five data points.

Red line, Running average,
E, P6 slice showing that

thapsigargin (2µM), an intracellular calcium releaser, had no effect on IIB frequency. F,
Black line, Percent of control instantaneous frequency of the IIBs illustrated in A. Red
line, Running average, calculated using a sliding window of five data points. G, Chart
illustrating the normalized change in frequency from control conditions with drug present
for individual slices.
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Chapter 6: Developmental Alterations of HCN1 and
HCN2 Expression in the Mouse Neocortex and
Hippocampus
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6.1 Abstract
We recently demonstrated that interictal bursts in the neonatal hippocampus are
timed by the hyperpolarization activated cation current, Ih. Ih could also time other
rhythms located within the cerebral cortex that also demonstrate a developmental change
in their periodicity. The mRNAs for the Ih channel subunits, HCN1 through HCN4, are
distributed throughout the adult brain, including the cerebral cortex, and their expression
pattern changes during development. Antibodies for these subunits have permitted the
direct investigation of subunit protein distribution as opposed to mRNA distribution.
Previous immunocytochemical studies of these subunits in the cerebral cortex have either
focused on the adult brain, or examined changes in Ih immunoreactivity at the level of the
tissue, but not at the cellular level. Therefore, the purpose of this study was to investigate
developmental alterations in the expression of HCN1 and HCN2 at the cellular level in
the cerebral cortex.

We demonstrate that in the neocortex, HCN1 progresses from

pyramidal somata to apical dendrites during development and is also located in
GABAergic synaptic terminals, while HCN2 expression decreases in pyramidal neurons
during development. In the hippocampus, HCN1 expression moves from pyramidal
somata to apical dendrites during development and is also located in GABAergic synaptic
terminals, while HCN2 expression remains constant in pyramidal somata. These
maturational alterations could underlie the developmental changes occurring in the
periodicity of some cerebral cortical rhythms.
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6.2 Introduction
Nervous system maturation involves progressive changes in ionic currents that
underlie neuronal activation (Spitzer, 1979; O'Dowd et al., 1988; Desarmenien et al.,
1993; Liu et al., 1996; Gao and Ziskind-Conhaim, 1998; Moody, 1998), and among these
is the hyperpolarization-activated current, Ih (Pape, 1996; Richter et al., 1997; Robinson
and Siegelbaum, 2003). This current has the capacity to function as a pacemaker, thus
aiding the coordination of synchronous neuronal activity and facilitating the production
of spontaneous, synchronous, oscillatory activity in a neuronal network (Pape, 1996).
This synchronous oscillatory activity timed by Ih (Strata et al., 1997) has been linked to
the maturation of neural circuitry in the cerebral cortex, and has also been implicated in
human (Foehring and Waters, 1991), feline (Timofeev et al., 2002), and rodent (Chen et
al., 2001a; Agmon and Wells, 2003) epileptic paradigms.
The channels underlying Ih are composed of 4 known protein subunits encoded by
the hyperpolarization-activated, cyclic-nucleotide gated cation channel (HCN) gene
family.

Four subunits are currently recognized (HCN1-4), and Ih channels have

electrophysiological properties determined by their subunit composition, since each
subunit has unique activation kinetics (Santoro et al., 1998; Santoro and Tibbs, 1999;
Santoro et al., 2000; Chen et al., 2001b). The level of mRNA expression of each subunit
is activity and developmentally regulated.

In addition to being modulated by

epileptiform activity (Brewster et al., 2002), HCN mRNA expression demonstrates large
variations of expression across the first four postnatal weeks (Bender et al., 2001). The
recent development of antibodies against the subunit proteins allowed the investigation of
their expression in adult rodents. Until now, it has only been demonstrated that HCN1
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subunits have a compartmentalized expression limited to the dendrites of mature
pyramidal cells (Lorincz et al., 2002), and that the overall level of HCN1, HCN2, and
HCN4 expression in hippocampal tissue changes with development (Vasilyev and Barish,
2002). Specific developmental changes of HCN subunit expression at the cellular and
subcellular level have yet to be determined.
We recently demonstrated that the neonatal hippocampus generates a temporally
precise rhythm of interictal-like bursts that is timed by Ih (Chapter 4), and that this
temporal regularity diminishes shortly after the first postnatal week (Chapter 5).
Furthermore, Ih has been proposed to pace giant depolarizing potentials in the
hippocampus (Strata et al., 1997), network bursts that are limited to the first postnatal
week (Ben-Ari et al., 1989). The developmental variations in these neuronal rhythms
could reflect distinct changes in the expression of HCN subunits in specific cell types or
in subcellular locations. Here we investigated alterations in immunoreactivity for HCN1
and HCN2, the predominant HCN subtypes found in the cerebral cortex (Santoro et al.,
2000), at the cellular and sub-cellular levels during neocortical and hippocampal
development in the mouse. We demonstrate developmental changes in HCN subunit
immunoreactivity in both regions.

6.3 Methods
Preparation of tissue sections: Timed-pregnant ICR white mouse dams (Hilltop Lab
Animals, Scottdale, PA) were monitored at 12-hour intervals to determine time of
delivery. The first 24 hours after birth were designated P0. Brain tissue was fixed by
either aortic perfusion of fixative or by immersing the fresh brain in fixative. For
perfusions, mice were anesthetized by interperitoneal injection of 4% chloral hydrate (0.2
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cc per 100 g bodyweight). Once deep anesthesia was achieved, the mice were perfused
transcardially via a gravity flow system with either 0.9% saline or 0.15 M phosphate
buffered saline (PBS) until the solution returning to the right atrium was clear (~30 s),
followed by pump perfusion of 30-45 ml of 4% paraformaldahyde or 4%
paraformaldahyde with 0.1 or 0.025% glutaraldehyde in PBS at 1-3 ml/min. The brain
was typically allowed to rest in the skull for 30 minutes before being removed and placed
into 30% sucrose in PBS overnight for cryoprotection. For immersion fixation, mice
were anesthetized with isoflurane in a gas anesthetic chamber, and then their brains were
removed quickly into ice-cold artificial cerebrospinal fluid (aCSF). The dorsal portion of
the cerebral cortex was removed to expose the dorsal portion of the hippocampus, and the
brain was then transferred to fixative (4% paraformaldahyde or 4% paraformaldahyde
with 0.1 or 0.025% glutaraldehyde in PBS). To improve anti-GABA staining, sections
were occasionally post-fixed for 30 minutes in 4% paraformaldahyde with 0.1%
glutaraldehyde in PBS before application of primary antibody. ACSF was composed of
(in mM) NaCl 126, KCl 3, NaH2PO4 1.2, CaCl2 2.0, MgSO4 1.3, NaHCO3 26, and
dextrose 20, and was saturated with a 95/5 mixture of O2/CO2.
The cryoprotected brain was mounted to a freezing stage microtome (Microm;
Germany) with M-1 embedding matrix (Lipshaw; Pittsburgh, PA), frozen, and 40-60 µM
horizontal sections were cut and collected into PBS. Developing mice, P5 through P25,
and adult mice (>P180) were studied.

A total of 55 mice were used for these

experiments.
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Immunocytochemistry: Sections were rinsed 3 times (>15 min each) in PBS. Sections
were blocked by bathing with 4% normal horse serum (NHS) in PBS with 0.5% Triton
X-100 (Fisher Biotech, New Jersey) for 1 hour at room temperature with gentle agitation
and then transferred directly into primary antibody. Primary antibodies include: affinity
purified rabbit anti-HCN1 IgG, rabbit anti-HCN2 IgG, (Alomone labs, Jerusalem, Israel),
monoclonal mouse anti-GAD65, mouse anti-parvalbumin, mouse anti-calmodulin kinase
type II, and monoclonal mouse anti-GABA, all from SimgaRBI (St. Louis, MO). AntiHCN antibodies were typically diluted at 1:250 in a vehicle of PBS with 4% NHS and
0.1% Triton X-100. Other antibodies were used at concentrations ranging from 1:5001:2000. For experiments utilizing double-labeling of antigens, both primary antibodies
were included simultaneously in the vehicle. Incubation in primary antisera began with 1
hour at room temperature with gentle agitation followed by either 24 hours at room
temperature with agitation then 24 hours at 4°C without agitation or 48 hours at 4°C
without agitation. Sections were then rinsed 3 times (10 min each) in preparation for
application of the appropriate secondary antibodies. Secondary antibodies were diluted at
1:500 in vehicle and include: Alexa 546 mouse anti-rabbit IgG (ab’)2 fragments, Alexa
546 goat anti-rabbit IgG (ab’)2 fragments, Alexa 633 mouse anti-rabbit IgG (ab’)2
fragments, Alexa 633 goat anti-rabbit IgG (ab’)2 fragments, Alexa 633 goat anti-mouse
IgG (ab’)2 fragments and FITC horse anti-mouse IgG (H+L) (Vector Laboratories, CA).
In experiments needing two different secondary antibodies, sections were incubated with
both antibodies simultaneously. Sections were incubated in the dark with secondary
antibodies for 1 hour at room temperature with gentle agitation, and then washed three
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times (10 min each) with PBS. They were then mounted with Vectashield (Vector
Laboratories, CA), cover slipped, and kept at 4°C until imaged.
Controls were performed to verify immunocytochemical specificity, and they
included omitting the primary antibody and pre-adsorbing the primary antibody with its
antigen. For the latter, HCN antibody solution was prepared as described. However, a
portion of the antibody solution was removed from the lot, and antigen was added to the
solution at a concentration ration of 1:1 (antigen:antibody) by weight. The lots with and
without antigen both rest at room temperature with gentle agitation for 1-2 hours, then
they were used to process sections from the same animals in the manner described above.
Representative examples of control experiments are presented with the appropriate
Results figures.
All experiments were performed on at least 2 separate animals simultaneously
with the same solutions. This increased the reliability of data compared between age
groups, since both animals were exposed to identical solutions, temperature alterations,
agitation, etc.

Imaging: Imaging was done with an inverted Zeiss LSM 510 laser-scanning microscope
and an inverted Zeiss LSM 510-Meta laser-scanning microscope.

The slices were

imaged with a 5x 0.15NA objective, a 10x 0.5NA objective, a 20x 0.75NA objective, a
63x 1.20NA water-immersion objective, and a 100x 1.40NA oil-immersion objective.
Most pictures illustrated in the Figures are 2 µM optical sections. For imaging FITC
conjugated antibody, the 488 nm HeNe laser line was used for excitation with a 505-530
nm bandpass emission filter; for imaging Alexa 546 conjugated antibody, the 543 HeNe
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laser line was used for excitation with a 560-615 bandpass emission filter; for imaging
Alexa 633 conjugated antibody, the HeNe 633 nm laser line was used for excitation with
a 650 long pass emission filter.

Cell counting: For the experiment that utilized cell counting, a 2 µm thick optical slice
located 18-20 µm below the surface of neocortical tissue sections was analyzed.

A

square with sides of 250 µm was digitally overlaid upon layer III from these optical
slices, and all neurons with a gray value two-standard deviations above the mean
background gray value were counted within this square. An area clearly devoid of
cellular immunostaining was sampled for background intensity (see Figure 6-2 and
legend for example). A total of nine sections from nine animals were studied in this
manner; three from each of three ages (P5, P15, and P25).

6.4 Results
6.4.1 HCN1 expression in the developing and mature neocortex
In the first postnatal week, cytoplasmic immunostaining was found inside the
somata and proximal dendrites of nearly all pyramidal neurons located in cortical layers
II, III, V and VI (Figs. 6-1,A-B; see arrows in Fig. 1B). Cells were identified as
pyramidal neurons based on their numerical density, pyramidal morphology, and positive
immunolabelling with antibodies for type II Ca2+/calmodulin-dependent protein kinase
(CamK) (Figs. 6-2,A-C), a protein exclusively expressed in the cortex by pyramidal
neurons (Erondu and Kennedy, 1985; Liu and Jones, 1997). Additionally, in all cortical
layers, HCN1 immunostaining was found inside the somata of non-pyramidal
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interneurons; these were identified as such based on their non-pyramidal morphology and
their immunostaining by anti-GABA antibodies (Figs. 6-2,D-F).

This HCN1

immunoreactivity in GABAergic neurons did not change throughout development.
After the first postnatal week, HCN1 immunostaining within pyramidal cell
somata was absent (Figs. 6-1,C-D). However, the middle and distal portions of apical
dendrites were now immunostained for HCN1 (Fig. 6-1C), and punctate HCN1
immunoreactivity surrounded pyramidal neuron somata (arrows in Figs. 6-1,C-D).
By the fourth postnatal week, the density of immunoreactive distal apical
dendrites had increased and the supragranular layers contained very dense HCN1immunostained apical dendritic tufts (Fig. 6-1E), consistent with previous reports
(Lorincz et al., 2002; Vasilyev and Barish, 2002). The expression of HCN1
immunoreactivity remained unchanged after P25 (data not shown).
Punctate HCN1 immunoreactivity surrounding pyramidal cell somata was present
at least as early as P12 and maintained throughout later development (Figs. 6-1,C-F). The
punctate HCN1 immunostaining surrounded the CamK immunopositive cytoplasm
(arrows in Figs. 6-2,J-L) and also colocalized with immunostaining for GAD65 (Figs. 62,G-I and 6-2,P-R), a marker for synaptic terminals containing GABA (Kaufman et al.,
1991).

Furthermore, non-pyramidal interneurons that stained immunopositive for

parvalbumin (PV) were also immunopositive for HCN1 in their somata (arrows in Figs.
6-2,M-O).

Double-labeling of HCN1-expressing non-pyramidal interneurons with PV

could not be tested prior to P11, as PV is not expressed until this time period (de Lecea et
al., 1995; Vogt Weisenhorn et al., 1998).
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HCN1 immunostaining was not seen with the omission of the primary antibody
(data not shown) or when the primary antibody was pre-incubated with its antigen (Figs.
6-1,G-H). A summary diagram of the development of HCN1 immunoreactivity in the
neocortex is provided in Figure 6-9A.

6.4.2 HCN2 expression in the developing and mature neocortex

HCN2 immunoreactivity was found in the entire rostral to caudal extent of the
neocortex with an abrupt decrease in staining upon transition to the entorhinal cortex
(Fig. 6-3A). HCN2 immunostaining was not seen with omission of the primary antibody
(data not shown) or when the primary antibody was pre-incubated with its antigen (Fig.
6-3B). At the end of the first postnatal week (P5-P7), HCN2 immunostaining was intense
inside the somata of neurons in layers II and III and weaker in deeper layers (Figs. 6-3C).
The majority of immunopositive neurons were identified as pyramidal neurons based on
their numerical density, their morphology, and their positive immunoreactivity for CamK
(Figs. 6-4,A-B).
By the beginning of the third postnatal week there was a decrease in the intensity
and numerical density of neurons staining immunopositive for HCN2 (Fig. 6-3D). This
trend continued with development, reaching the mature pattern at P25 (Fig. 6-3E) that
remained unchanged in the adult (data not shown). As a quantitative measure of the
decrease in the number of HCN2 immunopositive neurons, cell counting was performed
(see Methods for details).

P16 and P25 animals had on average 62% and 21%,

respectively, of the HCN2 immunostained neurons compared with P5 (compare Figs. 6-
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3,C-E).

It is likely that this was partially due to a decrease in HCN2 immunoreactive

pyramidal neurons, since there was a developmental decrease in the number of neurons
that were immunopositive for both HCN2 and CamK (Figs. 6-4, G-I).
In the first postnatal week, HCN2 immunoreactivity was found inside the somata
of some but not all neurons in layers II to VI that also stained immunopositive for GABA
(Figs. 6-4,D-F) and were found throughout development (data not shown). At no age
were PV neurons immunoreactive for HCN2 (Figs. 6-4,J-L). A summary diagram of the
development of HCN2 immunoreactivity in the neocortex is provided in Figure 6-9B.

6.4.3 HCN1 expression in the developing and mature hippocampus

In the first postnatal week (P5-P7), HCN1 immunostaining was observed inside
the somata of pyramidal neurons in the strata radiatum, oriens, and pyramidale (Figs. 65A-C); CA3 stained more intensely than did CA1 (Fig. 6-5A). As in the neocortex, from
the middle of the second postnatal week, somatic HCN1 immunoreactivity in most
pyramidal neurons was no longer detectable (Figs. 6-5D-F), but HCN1 immunostaining
was present in the stratum lacunosum-moleculare of CA1 and subiculum. This pattern
remained unchanged in P25 (Fig. 6-5G) to adult (not shown).

Given the high

concentration of distal apical dendrites from CA1 pyramidal neurons that occupy the
stratum lacunosum-moleculare, we hypothesized that HCN1 immunoreactivity was
localized on these dendrites; indeed, under high-power objectives, immunopositive
tubular dendrite-like structures were visible in the stratum lacunosum-moleculare (Fig. 65I).

This staining appeared to be within the membrane.
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The stratum lacunosum-

moleculare of CA3 and dentate gyrus were only very weakly immunopositive for HCN1
(Figs. 6-5D,G).
From the end of the second postnatal week and later, the stratum pyramidale of
CA3 still stained strongly immunopositive for HCN1 (Figs. 6-5D-H) in spite of the loss
of HCN1 immunostaining in pyramidal neuron somata.

This HCN1 staining was

punctate (Figs. 6-5E,F,H) and was found to be outside of pyramidal somata (notice that
HCN1 immunoreactivity surrounds the CamK staining in Figs. 6-6,G-I) and contained
within GAD65 immunoreactive puncta (Figs. 6-6J-L).
Although absent from pyramidal somata, HCN1 immunoreactivity was present
within the somata of non-pyramidal neurons (arrows in Figs. 6-5E,F).

HCN1

immunoreactivity was found inside the somata of GABA (Figs. 6-6,A-C) and PV (Figs.
6-6,D-F) immunopositive interneurons. HCN1 immunostaining was not seen when the
primary antibody was pre-incubated with its antigen (Figs. 6-5J,K) or with omission of
the primary antibody (Fig. 6-5L). A summary diagram of the development of HCN1
immunoreactivity in the hippocampus is provided in Figure 6-9C.

6.4.4 HCN2 expression in the developing and mature hippocampus

As for HCN1 in the neonatal hippocampus (P5-P7), expression of HCN2 was
found in the strata radiatum, oriens, and pyramidale, with the highest immunoreactivity in
CA3 (Fig. 6-7A). HCN2 immunostaining was found inside the somata of neurons in the
stratum pyramidale in the neonate (Fig. 6-7,A-B), and this pattern remained throughout
development (Figs. 6-7D,G).

However, scattered cells were observed in CA3

189

demonstrating a uniquely intense HCN2 staining within their somata (see arrows in Figs.
6-7,B-C for examples); these were found only in the first postnatal week (contrast Figs.
6-7,B,C with 6-7,E-F). The cells that were intensely immunopositive for HCN2 inside
their somata were immunonegative for CamK (Figs. 6-8,A-C), but immunopositive for
GABA (Fig. 6-8,D-F); therefore, they were non-pyramidal GABAergic interneurons.
However, not all GABA immunopositive neurons were HCN2 immunopositive (Fig. 68,D-F). By the fourth postnatal week, the stratum lacunosum-moleculare of CA3 and the
stratum

lacunosum-moleculare

of

dentate

gyrus

demonstrated

intense

HCN2

immunostaining, which is illustrated in a P26 section in Figure 6-7G. In contrast to
HCN1 immunoreactivity, the stratum lacunosum-moleculare of CA1 and subiculum was
only very weakly immunopositive for HCN2 (Fig. 6-7,G).

Also in contrast to HCN1,

HCN2 immunoreactivity was present inside the somata of cells immunoreactive for PV
(Figs. 6-8,G-I)
HCN2 immunostaining was not observed when the primary antibody was preincubated with its antigen (Figs. 6-7,I). A summary diagram of the development of HCN2
immunoreactivity in the hippocampus is provided in Figure 6-9D.

6.5 Discussion
This study provides a detailed immunocytochemical examination of the developmental
changes in the expression of HCN1 and HCN2 subunits in the neocortex and
hippocampus. The main findings of this study are: 1) these two HCN subunits have a
different pattern of expression in pyramidal neurons and inhibitory interneurons, and this
immunoreactivity pattern changes with development, 2) different neuronal cellular
compartments (i.e. somata, dendrites, and axon terminals) display immunoreactivity for
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HCN1 and HCN2 at different points in development, and 3) the developmental pattern of
HCN1 and HCN2 described here correlates with known developmental changes observed
in hippocampal physiology (Vasilyev and Barish, 2002) and synchronous activity of the
hippocampal neuronal network in vitro (Ben-Ari et al., 1989; Garaschuk et al., 1998;
Agmon and Wells 2003) and in vivo (Leinekugel et al., 2002), raising the possibility that
the developmental variations of HCN subunits may play a specific role in the course of
neocortical and hippocampal maturation and function.

6.5.1 Summary of HCN and Ih expression in the neocortex

Given that immunoreactivity for HCN1 and HCN2 should indicate the presence
of the respective protein, our immunocytochemical results indicate that different neuronal
types and cellular compartments vary during development their expression of HCN
subunits and thereby altering the properties of Ih.

In pyramidal neurons, HCN1

expression was observed solely inside the somata in the neonate, and predominantly in
the dendritic membrane at later stages of development; dendritic expression of HCN1 in
adult neocortex was also shown by Lorincz et al., (2002). Our data are consistent with
the finding that in mature pyramidal cells, Ih is found at much higher levels in the apical
dendrite than in the soma (Magee, 1998; Poolos et al., 2002); however, based on our data,
it is expected that in the neonate the somatic membrane would contain the majority of Ih
channels given the lack of HCN1 and HCN2 in the dendrites at this age.

With

development there was a marked decrease in the number of neocortical pyramidal
neurons expressing HCN2; additionally, the intensity of HCN2 expression decreased. At
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all ages HCN2 expression was completely limited to inside the somata and proximal
dendrites.
HCN1 and HCN2 were both expressed in a sub-population of GABAergic
neurons. However, PV neurons expressed solely HCN1. Additionally, we provide the
first direct indication that HCN1 subunits are found within GABAergic terminals of the
neocortex.

While Ih is present in GABAergic terminals in other areas of the central

nervous system (Southan et al., 2000), our results predict that Ih will be found in
GABAergic terminals in the neocortex.

If our immunostaining revealed functional

subunits in the somata, then it is expected that the fast component of somatic Ih would
decrease during development since there is a developmental decrease of somatic
immunostaining for HCN1, the subunit with the fastest activation rate (Santoro et al,
2000).

6.5.2 Summary of HCN and Ih expression in the hippocampus

In the hippocampus, HCN mRNA expression differs between neuron types and
changes with development (Bender et al., 2001). However, the level of mRNA transcript
present is not necessarily correlated with protein levels. Our study demonstrates that, in
parallel with the developmental alteration of HCN mRNA transcript expression, there is a
developmental change in the neuronal types and compartments that express HCN protein
subunits.

In the neonate, both pyramidal neurons and non-pyramidal GABAergic

neurons expressed immunoreactivity inside their somata for HCN1 in the strata radiatum,
pyramidale, and oriens throughout Ammon’s horn. In the course of development, the
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expression in the non-pyramidal neurons remained, while the expression in the pyramidal
neuronal somata virtually disappeared. The vast majority of HCN1 expression in the
stratum pyramidale in the mature hippocampus was due to HCN1 expression inside
GABAergic terminals.

This is consistent with the developmental decrease in

hippocampal HCN1 mRNA levels in pyramidal cells (Bender et al., 2001).

However,

while the somatic HCN1 expression decreased with development, the apical dendrites
showed increased expression.

Interestingly, the fast component of Ih in pyramidal

neurons, which is presumably mediated by channels containing HCN1 subunits (Ludwig
et al., 1999; Moosmang et al., 2001), increases in relative contribution to total Ih level
with development (Vasilyev and Barish, 2002); this suggests that the dendritic HCN1
expression must be increasing at a rate higher than the decrease in somatic HCN1
expression.
HCN2 was expressed inside the somata of adult pyramidal neurons in the neonate.
This is apparently inconsistent with results demonstrating decreased HCN2 mRNA
expression in developing hippocampal pyramidal cells (Bender et al, 2001). However,
this inconsistency could be resolved if only low levels of HCN2 subunit mRNA are
needed to maintain HCN2 protein expression in older neurons. HCN2 expression was
also found in GABAergic (including PV immunopositive) interneurons in the strata
radiatum, pyramidale, and oriens throughout Ammon’s horn. Additionally, GABAergic
neurons with intense HCN2 expression were found scattered within the neonatal CA3;
the intensity of staining in these neurons, taken together with their absence after the first
postnatal week, suggest these neurons may have a special role in the development of the
hippocampal neuronal network.
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6.5.3 Co-expression of multiple HCN subunits

While double-labeling experiments to investigate the co-expression of more than
one HCN subunit within single neurons were not performed in this study due to the lack
of suitable antibodies, our results allow us to make some inferences. Nearly every
neocortical pyramidal neuron was immunopositive for HCN2 and most were
immunopositive for HCN1 in the neonate. Therefore, co-expression of HCN1 and HCN2
in most neocortical pyramidal neurons is highly likely in the neonate. Interestingly, it
seems that in the neonate, the soma contains both HCN1 and HCN2 expression; however,
in the adult HCN1 is expressed in the apical dendrite, while HCN2 is expressed
exclusively in the soma. Consequently, it is possible that mature pyramidal cells express
somatic and dendritic Ih currents with different properties.
Due to the large number of pyramidal neurons staining for both HCN1 and HCN2
in the neonatal hippocampus, it seems very likely that the vast majority of pyramidal
neurons express both subunits, possibly within the same channel. However, HCN1
displays a developmental migration to the apical dendrites in the stratum lacunosummoleculare of CA1. Therefore, while both subunits might appear in the same neuron,
heteromeric channels are likely to be found only during the first postnatal week. In both
the neocortex and hippocampus, only a portion of GABAergic neurons expressed either
HCN1 or HCN2, leaving open the possibility for both hetero- and homomeric channels.
Others have shown that the mRNA for HCN1 is found in cells expressing HCN2
subunit protein, and that mRNA for HCN2 is found in cells expressing HCN1 subunit
protein (Brewster et al, 2002). However, it is still unknown if the protein for both HCN1
and HCN2 subunits is expressed in the same cell. The production of primary antibodies
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against HCN subunits raised in different host species will permit double-staining neurons
to study HCN co-expression. It should also be noted that much of the immunostaining
observed in this study was inside neuronal somata. Immunostaining inside the somata
does not necessarily indicate that there is subunit protein present in the cell membrane,
and if such subunit protein represents functional channels.
6.5.4 Potential functional roles of Ih channels
HCN subunit composition determines the activation kinetics of Ih (Franz et al.,
2000; Chen et al., 2001b; Ishii et al., 2001; Moosmang et al., 2001); consequently,
selective subunit expression could have profound effects on neuronal properties. For
example, PV expressing interneurons are typically regarded as fast-spiking neurons
(Kawaguchi et al., 1987; Kawaguchi, 1993; Kawaguchi and Kubota, 1993; Pawelzik et
al., 2002), and we demonstrate that these interneurons in the neocortex express solely
HCN1, the subunit with the fastest activation rate (Santoro and Tibbs, 1999; Franz et al.,
2000; Moosmang et al., 2001). This would permit Ih to participate in the production of
very fast firing rates associated with this neuronal subtype.
The hippocampus exhibits rhythmic oscillations of neuronal activity both in vitro
(Ben-Ari et al., 1989; Garaschuk et al., 1998) and in vivo (Leinekugel et al., 2002).
Some of these are present only during the neonatal period. The developmental restriction
of these oscillations could be due to specific neuronal types altering their expression of
HCN subunits. For example, unique GABAergic neurons strongly immunopositive for
HCN2 (see Fig. 4B) are found scattered in the neonatal CA3, but not in the juvenile or
mature hippocampus.

These neurons could participate in pacing so-called giant

depolarizing potentials (GDPs), which are found in the hippocampus and are confined to
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the neonatal period (Ben-Ari et al., 1989; Ben-Ari, 2001). Additionally, we demonstrate
that hippocampal pyramidal neuron somata contain both HCN1 and HCN2 expression in
the first postnatal week, and only days later in development they lack HCN1. This
temporal pattern parallels the developmental loss of the rhythmicity (Chapter 5) in Ih
regulated interictal bursting of the neonatal hippocampus (Chapter 4), suggesting that the
higher total HCN1 and HCN2 levels in the neonatal pyramidal neuron somas is
facilitating this rhythmic network activity.
In summary, our results show that HCN levels in the neocortex and
hippocampus are selectively expressed in different neuron classes and neuronal cellular
compartments, and the level of HCN expression varies in the course of cortical
development. Selective HCN knockout mice, such the HCN2 knockout recently reported
(Ludwig et al., 2003), will provide insight into the role of individual HCN subunits in
neuronal function and network activity in the cerebral cortex.

196

6.6 Figures

FIGURE 6-1. HCN1 IMMUNOREACTIVITY EXHIBITS A DEVELOPMENTAL PROGRESSION
TOWARDS DISTAL APICAL DENDRITES IN THE NEOCORTEX.
A, P5 slice illustrating somatic immunostaining of cells in layers II-VI and absence of
dendritic immunostaining in the supragranular layers. Pia is towards the left for all
panels. B, higher magnification from an area equivalent to that outlined by black box in
A.

Black and white arrows indicate examples of somata and proximal dendrites,
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respectively, that are immunoreactive. C, P15 slice illustrating HCN1 immunoreactivity
in middle and distal apical dendrites and immunoreactivity surrounding somata (white
arrows). Black arrows point to immunopositive dendrites. D, higher magnification from
area of a different slice similar to area outlined by black box in C. Arrows indicate
HCN1 immunoreactivity surrounding somata. Note that the cytoplasm is distinctintly
immunonegative. E, P25 slice illustrating a near absence of HCN1 immunoreactivity in
middle portions of apical dendrites and an increased density of HCN1 immunoreactive
distal apical dendrites. F, higher magnification from area of a different slice similar to
area outlined by black box in E. Arrows illustrate HCN1 immunoreactivity surrounding
the somatic membrane of pyramidal cells. G, P25 slice from same animal as in E.
Primary antibody was pre-adsorbed with antigen and slice was processed with slice
shown in E (see Methods for details).

Notice the lack of HCN1 immunoreactive

dendrites. H, higher magnification from area of a different slice similar to area outlined
by black box in G with primary antibody pre-adsorbed with antigen. Notice the lack of
HCN1 immunoreactivity surrounding pyramidal cell somata. Scale bars: Left panels, 100
µm; Right panels, 20 µm. For all fields white indicates positive immunoreactivity.
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FIGURE 6-2. DEVELOPMENTAL VARIATIONS OF HCN1 IMMUNOREACTIVITY IN THE
NEOCORTEX OCCURS WITHIN SOMATA AND PUNCTA.
Left column, HCN1 immunoreactivity. Middle column, immunoreactivity for antigen
indicated in panels.

Right column, overlay.

Red, HCN1 immunostaining; Green,

indicated antigen immunostaining. Hollow and filled arrows indicate single- and doublelabeled structures, respectively. Left and middle columns, white indicates positive
immunoreactivity.

A-C, Field from layer II of a P5 slice.
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Notice that HCN1

immunoreactive cells are also CamK immunoreactive. D-F, Field from layer II of a P6
slice. Notice that not all GABA immunopositive cells are HCN1 immunoreactive. G-I,
Field from layer II of a P12 slice. Notice that the punctate HCN1 immunostaining is also
immunopositive for GAD65. J-L, Field from layer II of a P25 slice. Notice the HCN1
staining surrounds CamK immunoreactive cells. M-O, Field from a P25 slice. Notice
that cells with HCN1 immunoreactive somata are also PV immunopositive. Hollow
arrows indicate punctate HCN1 immunoreactivity for comparison. P-R, Field from a P25
slice.

Notice that the punctate HCN1 immunostaining is also immunopositive for

GAD65. Hollow arrows indicate HCN1 immunoreactive dendrites. Scale bars: 20 µm.
Pia is towards the top for all panels.
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FIGURE 6-3. HCN2 IMMUNOREACTIVITY IN THE NEOCORTEX DECREASES WITH
DEVELOPMENT.
A, P5 slice from same animal as in B and C. Antibody was pre-adsorbed with antigen
and slice was processed with slices shown in B and C. Notice the absence of HCN2
immunoreactivity. Dotted line indicates border of layer VI and white matter. B, P5 slice
illustrating HCN2 immunoreactivity. Notice the sharp decrease in staining at the border
of the entorhinal cortex (ECX) and neocortex (NCX). Arrows denote lateral (L) and
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caudal (C). C-D, HCN2 immunostaining in upper layers of neocortex from P5, P15, and
P25 animals, respectively. Notice that the number and intensity of cells immunostaining
for HCN2 decreases with age. Scale bars: A,B, 100 µm; C-D, 50 µm. Pia is towards the
top for all panels. For all fields white indicates positive immunoreactivity.
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FIGURE 6-4. DEVELOPMENTAL VARIATIONS OF HCN2 IMMUNOREACTIVITY IN THE
NEOCORTEX OCCURS WITHIN PYRAMIDAL AND GABAERGIC SOMATA.
Left column, HCN2 immunoreactivity. Middle column, immunoreactivity for antigen
indicated in panels.

Right column, overlay.

Red, HCN2 immunostaining; Green,

indicated antigen immunostaining. Hollow and filled arrows indicate single- and doublelabeled structures, respectively.
immunoreactivity.

Left and middle columns, white indicates positive

A-C, Field from a P6 slice illustrating that nearly every CamK
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immunoreactive cells is also HCN2 immunoreactive. White circle sourrounds HCN2
immunostaining; note the circle also outlines the CamK staining. D-F, Field from a P5
slice indicating that not all GABA immunoreactive cells are HCN2 immunoreactive. G-I,
Field from a P26 slice illustrating that not all CamK immunoreactive cells are
immunopositive for HCN2. J-L, Field from a P25 slice illustrating that PV
immunoreactive cells are not HCN2 immunoreactive. Scale bars: A-B, 20 µm; D-H, 50
µm. Pia is towards the top-left for all panels.
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FIGURE 6-5. DEVELOPMENTAL VARIATIONS OF HCN1 IMMUNOREACTIVITY IN THE
HIPPOCAMPUS OCCUR WITHIN PYRAMIDAL CELL SOMATA AND DENDRITES AND WITHIN

GABAERGIC PUNCTA.
A,D,G, HCN1 immunoreactivity in P6, P15, and P25 slices, respectively.

HCN1

immunoreactivity increased with development in the stratum lacunosum-moleculare of
the CA1.

Also note the difference in HCN1 immunoreactivity of the pyramidal cell

layer, shown in B and C for P6, E and F for P15, and H for P25. B,E,H, higher
magnification from regions in the white squares shown in A,D, and G. Notice that at P6
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nearly every somata was HCN1 immunopositive, but by P15 most pyramidal somata
were immunonegative but surrounded by immunopositive puncta.

C, higher

magnification of B. F, higher magnification of CA3 from a different slice. Arrows in E
and F point to labeled somata; the orientation of these cells (basal surface towards the
stratum F) preclude these cells from being pyramidal neurons. Also notice that the P15P25 slices but not P6 exhibit immunostaining surrounding the pyramidal cells. I, HCN1
immunoreactive dendrites from different slice from area similar to area within black
square in G. J, P25 slice from same animal as in G. Primary antibody was pre-adsorbed
with antigen and slice was processed with slice shown in G. K, field from square in J. L,
P6 slice from same animal as in A.

Primary antibody was omitted from staining

procedure and slice was processed with slice shown in A. Notice the absence of HCN1
immunoreactivity in J-L. Scale bars: left column, 200 µm; middle column, 50 µm; right
column, 20 µm. For all fields white indicates positive immunoreactivity.
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FIGURE 6-6. GABAERGIC CELLS, PV CELLS, AND GABAERGIC PUNCTA EXPRESS HCN1 IN
THE HIPPOCAMPUS.
Left column, HCN1 immunoreactivity. Middle column, immunoreactivity for antigen
indicated in panels.

Right column, overlay.

Red, HCN1 immunostaining; Green,

indicated antigen immunostaining. Hollow and filled arrows indicate single- and doublelabeled structures, respectively.

Left and middle columns, white indicates positive

immunoreactivity. A-C, Field from a P14 slice illustrating that GABA immunoreactive
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cells are HCN1 immunoreactive.

D-E, Field from a P15 slice illustrating that PV

immunoreactive cells are also HCN1 immunoreactive. G-I, Field from a P25 slice
illustrating punctate HCN1 immunostaining (arrows) surrounding CamK immunoreactive
cells. J-L, Field from a P25 slice illustrating that the punctate HCN1 immunostaining
surrounding pyramidal cells is immunopositive for GAD65 (arrows). Scale bars: 20 µm.
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FIGURE 6-7. DEVELOPMENTAL VARIATIONS OF HCN2 IMMUNOREACTIVITY IN THE
HIPPOCAMPUS OCCUR WITHIN SOMATA AND DENDRITES.
A,D,G, HCN2 immunoreactivity in P6, P12, and P26 slices, respectively.

HCN2

immunoreactivity increased with development in the stratum lacunosum-moleculare of
the CA3 and DG with development. B,E,H, higher magnification of area in the white
squares from the slices shown in A,C, and E, respectively. C,F, higher magnifications of
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fields shown in B and E, respectively. Notice the scattered cells demonstrating intense
HCN2 immunoreactivity that are present only in the P5 slice (examples are marked with
arrows in B and C). I, P26 slice from same animal as in G. Primary antibody was preadsorbed with antigen and slice was processed with slice shown in G. Field from within
CA3. Notice the absence of HCN2 immunoreactivity in I. For all fields white indicates
positive immunoreactivity. Scale bars: A,D,G,200 µm; B,E,H,I, 50 µm; C,F, 20 µm.
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FIGURE 6-8. HCN2 IMMUNOREACTIVITY IS FOUND WITHIN GABAERGIC AND
PARVALBUMIN NEURONS.
Left column, HCN2 immunoreactivity. Middle column, immunoreactivity for antigen
indicated in panels.

Right column, overlay.

Red, HCN2 immunostaining; Green,

indicated antigen immunostaining. Hollow and filled arrows indicate single- and doublelabeled structures, respectively.
immunoreactivity.

Left and middle columns, white indicates positive

A-C, Field from a P5 slice illustrating that the intense HCN2
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immunoreactive cells (arrows) are not CamK immunoreactive. D-E, Field from a P6
slice illustrating that the intense HCN2 immunoreactive cells (arrows) are GABA
immunoreactive.

F-G, Field from a P15 slice illustrating that PV immunoreactive

neurons are also HCN2 immunoreactive. Scale bars: 20 µm.
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FIGURE 6-9. SUMMARY DIAGRAMS ILLUSTRATING THE DEVELOPMENTAL ALTERATION OF
HCN1 AND HCN2 IN THE NEOCORTEX AND HIPPOCAMPUS.
A and B, diagrams of neocortex illustrating structures that express the indicated HCN
subunit. Numbers to left indicate cortical layers. C and D, diagrams of hippocampus
illustrating structures that express the indicated HCN subunit. Letters to left indicate
hippocampal layers. SO, stratum oriens; SP, stratum pyramidale; SL, stratum lucidum;
SR, stratum radiatum; SL-M, stratum lacunosum-moleculare.
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CHAPTER 7:General Discussion
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7.1 Summary and significance of the current study
In the adult cerebral cortex, GABA performs the role of a fast inhibitory
neurotransmitter by activating the GABAA receptor. GABAA receptor activation opens a
chloride conductance that reverses near resting potential, thereby reducing the likelihood
of action potential generation (Staley et al, 1995). When GABAA neurotransmission is
blocked in the adult, IIBs spontaneously occur (Traub and Miles, 1991). In the neonatal
cerebral cortex, the chloride concentration gradient across the neuronal membrane is
different than the adult hippocampus rendering a high intracellular Cl- concentration
compared to the adult since KCC2, a Cl- transporter, is not fully expressed in the neonate
(Rivera et al, 1999); therefore the chloride conductance opened by GABAA receptor
activation depolarizes neurons (Gao and Ziskind-Conhaim 1995; Sun and Murali 1999).
This GABA-induced depolarization has been interpreted as GABA being an excitatory
neurotransmitter in the neonatal cerebral cortex (Owens et al. 1996), and it has even been
suggested that GABA is the main excitatory neurotransmitter at this stage of cortical
development (Leinekugel et al. 1999) since it is claimed that glutamatergic synapses are
not yet fully functional (Tyzio et al, 1999; Hennou et al, 2002). However, if GABA is an
excitatory neurotransmitter, it is unclear what would prevent excitation from becoming
synchronized and spreading through the network. Therefore, this study investigated the
neonatal cerebral cortex to determine if GABA prevents the synchronization of network
activity in the neonate as it does in the adult. Using field potential recordings, we found
that GABA prevents the synchronization of neuronal firing in the neonate.

This

conclusion is based on two experimental findings which are described fully in Chapter 3
(Wells et al, 2000): (1) when GABAA receptors were antagonized, which prevented

219

spontaneously released GABA from activating receptors, the synchrony of neuronal
activity greatly increased as manifested by the generation of large glutamate-mediated
excitatory paroxysmal bursts (i.e. IIBs), and (2) activating GABAA receptors by an
exogenously applied agonist dampened the synchrony of neuronal activity as manifested
by a decrease in the amplitude of IIBs.

Therefore, in the neonatal hippocampus,

excitatory glutamatergic synapses are functional and GABA acts to prevent network
synchronization.

This has significant implications for understanding and clinically

treating epileptic disorders of the immature cerebral cortex.

7.2 Comparisons with previous studies
The following is a reiteration and an explanation of these differences between this
study versus the previously addressed studies. There are three previous assertions to be
addressed. The first is the assertion that GABA is an excitatory neurotransmitter in the
neonatal cerebral cortex (Owens et al. 1996; Leinekugel et al. 1999; Dzhala and Staley,
2003). The basis for this claim is that the reversal potential for GABA is more positive
than is resting membrane potential, and agonizing GABAARs will depolarize neurons,
sometimes sufficiently to elicit action potentials in the presence of glutamate receptor
antagonists. This on its own, however, does not indicate that GABA is excitatory in the
intact neonatal network, since even a depolarizing GABA response will still shunt out
excitatory glutamatergic currents, as explained in the discussion to Chapter 3. The second
previous assertion is that blocking GABAARs does not elicit IIBs in the neonatal
cerebral cortex (Ben-Ari et al. 1989).

We disagree with this claim given our

demonstration that blocking GABAARs permits the spontaneous generation of IIBs in the
neonatal cerebral cortex. Indeed, a later study from the same group (Khalilov et al. 1999)
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showed that IIBs occur in the neonate after GABAA blockade. Finally, it was claimed
that glutamatergic synapses in the neonate are immature (Ben-Ari et al., 1997). Our
experiments indicate that while glutamatergic synapses may by immature, they are still
capable of sustaining IIBs after the blockade of GABAARs.
As already noted, blocking the effects of spontaneously released GABA permitted
the generation of spontaneous paroxysmal events resembling IIB, which are a clinical
hallmark of epileptic tissue. Moreover, the IIBs did not occur at random time intervals in
the neonate, but instead occurred in a temporally precise rhythm that lost precision in the
course of development. This suggested an underlying pacemaker mechanism that is most
prominent in the neonatal hippocampus. Therefore, several potential pacing mechanisms
were investigated and are described in Chapters 4 and 5. Mechanisms determined not to
be involved in pacing IIBs were: (1) inhibition mediated through GABAB receptors, (2)
IAHP, and (3) Ca2+ release from intracellular stores. However, it was demonstrated that
mGluRs modestly affected IIB frequency and that frequency of IIBs was strongly
modulated by the hyperpolarization-activated cationic current, Ih. Given the adverse
complications often resulting from current therapies used to treat epilepsy in the
immature brain (Prichard 1974; Fishman 1979; Krishnamoorthy et al. 1983; Pellock
1998; Gilbert and Glauser 1999; de Bode and Curtiss 2000; Besag 2001; Meador 2002),
drugs that could selectively block Ih in the hippocampus might serve as an additional
treatment option.
Changes in subunit protein levels during development could lead to a difference
in the level and properties of Ih which could potentially explain the decrease in the
frequency and precision of IIBs that occurs during early postnatal development. The
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mRNA levels for Ih channel subunits, members of the HCN gene family, change in the
course of the first four postnatal weeks (Bender et al, 2001). However, the level of
mRNA transcription does not necessarily equate to the level of protein translation;
additionally, mRNA studies do not identify the subcellular location of the translated
protein (Santoro et al, 2000; Bender et al, 2001). Therefore, to study Ih channel subunits
directly we used immunocytochemistry to stain for the two most prominent Ih channel
subunits found in the cerebral cortex, HCN1 and HCN2 (Santoro et al, 2000). We
studied the cerebral cortex through development from the first neonatal week to
adulthood, and found developmental changes in the expression of these subunits (Chapter
6). HCN1 subunits in neonatal pyramidal neurons were distributed predominately inside
the somata, while in the juvenile and mature hippocampus the subunits were found in the
membrane of apical dendrites with diminished expression in somata. This change in
HCN distribution may contribute to the higher frequency and precision of IIB in the
neonate. For example, the developmental loss of somatic HCN1 expression in pyramidal
cells, might account for the slower frequency of IIBs in the older animals if these are
functional changes.

7.3 Directions for future study
The current investigation utilized field potential recordings to study network
neuronal activity in the neonatal hippocampus. The frequency and precision of IIBs
greatly increased or decreased with pharmacological manipulations that facilitated or
repressed Ih, respectively, thus indicating that Ih is involved in timing the IIBs (Chapter
4). One of the possible mechanisms Ih could be utilizing to generate the IIBs, would be a
slow ramp depolarization of the neuronal membrane, similar to the pacemaker potential
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in the heart (DiFrancesco, 1985). However, studies that recorded intracellularly from
CA3 pyramidal neurons during interictal activity (Staley et al., 2001) did not report the
presence of such a pacemaker potential. This could be because only a small subset of
pyramidal neurons display a pacemaker potential.

Therefore, future studies should

sample a large number of CA3 pyramidal neurons during interictal bursting, to determine
if any of these neurons exhibit a pacemaker potential between IIBs. If such a potential is
found, an Ih antagonist (i.e. Cs+ or ZD7288) should be applied to determine if it reduced
the slope of the pacemaker potential (measured as ∆V/∆t), indicating that Ih is involved in
generating the ramp.
Alternatively, as suggested by a computational model in Chapter 4, Ih could
increase the rate of spontaneous release of neurotransmitter vesicles from synaptic
terminals made on CA3 pyramidal neurons. An increase in vesicular release rate from
excitatory terminals could cause the postsynaptic neuron’s membrane potential to cross
over firing threshold. This hypothesis should be tested experimentally in the neonate.
CA3 pyramidal neurons should be voltage-clamped and the rate of miniature excitatory
post-synaptic potentials (mEPSPs) (a measure of pre-synaptic vesicular release rate)
should be examined to determine if it accelerates during the interval between IIBs. An Ih
antagonist (i.e. Cs+ or ZD7288) should then be bath applied to the slice to determine if
the Ih blocker reduced the rate of mEPSPs between IIBs. This would indicate that Ih was
responsible for controlling vesicular release rate and this could be a mechanism to time
IIBs.
Genetically modified mice will certainly permit further investigation into the role
of Ih in neuronal rhythm generation. The reported production of an HCN2 knockout
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mouse (Ludwig et al., 2003), and the expected creation of other HCN knockout mice, will
permit further investigation into the roles of Ih in the generation of IIBs by studying the
periodicity of IIBs in these mice.

Also, mice expressing an HCN2-GFP fusion protein

will allow physiological investigation of the scattered GABAergic interneurons in the
stratum pyramidale that express HCN2 in the neonate (Chapter 6). The ability to identify
these neurons in the living slice will permit investigations designed to determine if they
play a role in GDP generation (see Chapter 6).
The mRNA levels of HCN1 and HCN2 subunits changes after epileptiform
activity (Brewster et al, 2002). However, it is not known whether the change in mRNA
levels results in a change in HCN subunit expression, and if it is increased, it is also not
known where the additional subunit expression is located in the neurons (i.e. dendrites,
axons, somata, etc.). To determine if there is a change in HCN subunit expression after
the generation of IIBs and where this change in expression might be occurring,
organotypic culture slices should be bathed in Mg2+-free medium with GABAA receptors
blocked to induce IIBs. After allowing several days for protein synthesis to occur, the
organotypic culture slices should be immersed into fixative then stained by
immunocytochemistry to determine if the HCN immunostaining is different from
organotypic culture hippocampal slices that were never epileptic .

This experiment

would indicate whether epileptiform activity changes HCN subunit expression. If HCN
subunit expression does change, epilepsy could change Ih in the cerebral cortex.
The CA3 region was identified as the origin of the IIBs (Chapter 5), because
when the hippocampus was surgically isolated from the rest of the hippocampus, IIBs
remained solely in the CA3. However, these experiments did not determine if a specific
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region within the CA3 was responsible or if there were multiple regions of IIB generation
within the CA3. To answer this question, the slice preparations could be studied using
voltage- or Ca2+-sensitive dyes. These dyes alter their fluorescent properties according to
voltage or Ca2+ changes, respectively, in the cell; therefore this technique would permit
the precise investigation of IIB generation and propagation at high spatial resolution.

7.4 Conclusions
In conclusion, despite much literature suggesting otherwise, our data indicate
that GABAergic neurotransmission in the neonatal hippocampus is inhibitory, and serves
to suppress synchronized neuronal activity.

Upon GABAergic blockade, IIBs

spontaneously occur demonstrating that excitatory glutamatergic synapses are established
and functional as early as P0. Gap junctions are necessary for IIB generation in the
neonate.

Additionally, in the neonatal hippocampus, IIBs occurred in a temporally

precise rhythm that is timed by Ih. The expression of Ih channel subunits in the neonatal
hippocampus was different from the older hippocampus; this difference could contribute
to faster and more precisely timed IIBs in the neonate. GABAA agonists, gap junction
blockers, and selective blockers of Ih could potentially treat epileptic seizures in the
immature brain. Future research will determine the exact role Ih plays in timing IIBs.
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