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Abstrakt
Tato pra´ce pojedna´va´ o vysˇetrˇova´n´ı asymptoticke´ stability linea´rn´ıch diferencˇn´ıch rovnic
na za´kladeˇ krite´ria Schurova-Cohnova a Routhova-Schurova. Obeˇ tato krite´ria jsou reali-
zova´na v programu Maple a jejich pouzˇit´ı je demonstrova´no na prˇ´ıkladech. Na Adamsoveˇ-
Bashforthoveˇ metodeˇ pro rˇesˇen´ı pocˇa´tecˇn´ıch proble´mu˚ obycˇejny´ch diferencia´ln´ıch rovnic
1.ˇra´du je ilustrova´no pouzˇit´ı techniky pro lokalizaci hranice oblasti asymptoticke´ stability
te´to metody.
Summary
This thesis deals with asymptotic stability investigation of linear difference equation. The
Schur-Cohn criterion and discrete Routh-Schur criterion are introduced and demonstrated
on several examples. Both criterions are implemented in Maple programming enviroment.
Boundary locus technique is illustrated on a stability analysis of the Adams-Bashforth
method for numerical solving of an initial value problem of first order ordinary differential
equation.
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1. U´vod
Hlavn´ım c´ılem te´to pra´ce je analy´za asymptoticke´ stability linea´rn´ıch diferencˇn´ıch rov-
nic. Diferencˇn´ı rovnice, jinak take´ nazy´va´na rekurzivn´ı rovnice, je rovnice, ktera´ definuje
posloupnost rekurzivneˇ: kazˇdy´ cˇlen posloupnosti je definova´n jako funkce prˇedesˇly´ch cˇlen˚u
posloupnosti
x(n) = f(x(n− 1), x(n− 2), · · · , x(n0)),
kde n ∈ D, D = {i ∈ N : i ≥ n0}. Diferencˇn´ı rovnice je cˇasto pouzˇ´ıva´na k popisu
evoluce urcˇite´ho jevu za uplynut´ı urcˇite´ doby. Naprˇ´ıklad v populacˇn´ı dynamice (veˇda,
ktera´ zkouma´ kra´tkodobe´ a dlouhodobe´ zmeˇny v rozlozˇen´ı urcˇite´ populace) se lze na
rovnici
x(n) = x(n− 1) + x(n− 2), x(0) = 1, x(1) = 1 (1.1)
d´ıvat jako na velice jednoduchy´ model pro r˚ust a reprodukci kra´licˇ´ı populace. T´ımto
modelem r˚ustu kra´licˇ´ı populace se zaby´val italsky matematik Leonardo di Pisa, zna´my´
jako Fibonacci, ve sve´ knize Liber abaci z roku 1202. Rˇesˇil zde ota´zku, kolik pa´r˚u kra´l´ık˚u
bude mı´t po uplynut´ı rocˇn´ıho intervalu, bude-li zacˇ´ınat s jedn´ım pa´rem, za prˇedpokladu, zˇe
kazˇdy´ pa´r porod´ı kazˇdy´ meˇs´ıc jeden novy´ pa´r. Rˇesˇen´ım u´lohy (1.1) je zna´ma´ Fibonacciho
posloupnost.
Dalˇs´ı vyuzˇit´ı lze nale´zt i v jiny´ch veˇdn´ıch oborech, jako je naprˇ´ıklad pravdeˇpodobnost,
pocˇ´ıtacˇove´ veˇdy (prˇ´ıkladem velke´ho vy´znamu diferencˇn´ıch rovnic mu˚zˇe by´t naprˇ´ıklad
jejich pouzˇit´ı prˇi implementaci linea´rn´ıch cˇasoveˇ nepromeˇnny´ch diskre´tn´ıch syste´mu˚ v
mikroprocesorech a signa´lovy´ch procesorech), aj.
Bakala´rˇska´ pra´ce ma´ na´sleduj´ıc´ı strukturu. Kapitola druha´ uva´d´ı teoreticke´ za´klady
linea´rn´ıch diferencˇn´ıch rovnic jako je jejich obecne´ rˇesˇen´ı, linea´rn´ı neza´vislost tohoto rˇesˇen´ı
a v neposledn´ı rˇadeˇ uva´d´ı definici asymptoticke´ stability. V kapitole trˇet´ı uvedeme neˇktera´
krite´ria, zalozˇena na vysˇetrˇova´n´ı polohy korˇen˚u charakteristicke´ho polynomu. Pouzˇit´ı
teˇchto krite´ri´ı a diferencˇn´ıch rovnic je demonstrova´no na prˇ´ıkladech v posledn´ı kapitole.
Soucˇa´st´ı pra´ce je realizace teˇchto krite´ri´ı v programu Maple, jehozˇ uka´zky ko´du jsou na
prˇilozˇene´m CD.
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2. Linea´rn´ı diferencˇn´ı rovnice
2.1. Linea´rn´ı diferencˇn´ı rovnice prvn´ıho rˇa´du
V te´to sekci se zameˇrˇ´ıme na diferencˇn´ı rovnice prvn´ıho rˇa´du. Linea´rn´ı homogenn´ı rovnice
je obecneˇ da´na vztahem
x(n+ 1) = a(n)x(n), x(n0) = x0, n ∈ D (2.1)
a obdobneˇ nehomogenn´ı rovnice je da´na vztahem
y(n+ 1) = a(n)y(n) + g(n), y(n0) = y0, n ∈ D, (2.2)
kde se u obou rovnic prˇedpokla´da´, zˇe a(n) 6= 0 a {a(n)}∞n=n0 , {g(n)}
∞
n=n0
jsou rea´lne´
posloupnosti. Rˇesˇen´ı rovnice (2.1) lze obdrzˇet jednoduchou iterac´ı
x(n0 + 1) = a(n0)x(n0) = a(n0)x0,
x(n0 + 2) = a(n0 + 1)x(n0 + 1) = a(n0 + 1)a(n0)x0,
x(n0 + 3) = a(n0 + 2)x(n0 + 2) = a(n0 + 2)a(n0 + 1)a(n0)x0.
Uzˇit´ım matematicke´ indukce z´ıska´me rˇesˇen´ı ve tvaru
x(n) = x(n0 + n− n0)
= a(n− 1)a(n− 1) · · · a(n0)x0
=
(
n−1∏
i=n0
a(i)
)
x0.
Jednoznacˇne´ rˇesˇen´ı nehomogenn´ı rovnice (2.2) lze nale´zt na´sleduj´ıc´ım zp˚usobem
y(n0 + 1) = a(n0)y0 + g(n0),
y(n0 + 2) = a(n0 + 1)y(n0+) + g(n0 + 1)
= a(n0 + 1)a(n0)y0 + a(n0 + 1)g(n0) + g(n0 + 1).
Nyn´ı lze uka´zat pomoc´ı matematicke´ indukce, zˇe pro vsˇechna n ∈ D je
y(n) =
(
n−1∏
i=n0
a(i)
)
y0 +
n−1∑
r=n0
(
n−1∏
i=r+1
a(i)
)
g(r). (2.3)
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Necht’ vzorec (2.3) plat´ı pro n = k. Potom z rovnice (2.2) obdrzˇ´ıme vztah y(k + 1) =
a(k)y(k) + g(k), ktery´ podle (2.3) a standardneˇ uvazˇovany´ch vztah˚u
k∏
i=k+1
a(i) = 1,
k∑
i=k+1
a(i) = 0 da´va´
y(k + 1) = a(k)
(
k−1∏
i=n0
a(i)
)
y0 +
k−1∑
r=n0
(
k−1∏
i=r+1
a(i)
)
g(r) + g(k)
=
(
k∏
i=n0
a(i)
)
y0 +
k−1∑
r=n0
(
k∏
i=r+1
a(i)
)
g(r) +
(
k∏
i=k+1
a(i)
)
g(k)
=
(
k∏
i=n0
a(i)
)
y0 +
k∑
r=n0
(
k∏
i=r+1
a(i)
)
g(r).
Z toho d˚uvodu tedy vzorec (2.3) plat´ı pro vsˇechna n ∈ D.
Prˇ´ıklad 2.1. Nalezneˇte rˇesˇen´ı diferencˇn´ı rovnice
x(n+ 1)− (n+ 1)x(n) = 0, x(0) = c,
kde c ∈ R. Pro rˇesˇen´ı vyuzˇijeme vztahu (2.3), kde uvazˇujeme y0 = c, a(i) = (i + 1) a
g(r) = 0:
x(n) =
(
n−1∏
i=0
(i+ 1)
)
c+
n−1∑
r=0
(
n−1∏
i=r+1
(i+ 1)
)
· 0 = (1 · 2 · 3 · 4 · 5 · · ·n) · c+ 0 = n!c.
2.2. Linea´rn´ı diferencˇn´ı rovnice vysˇsˇ´ıho rˇa´du
Nyn´ı se budeme zaby´vat linea´rn´ımi diferencˇn´ımi rovnicemi vysˇsˇ´ıho rˇa´du.
Obecny´ tvar nehomogenn´ı diferencˇn´ı rovnice k -te´ho rˇa´du je da´n vztahem
y(n+ k) + p1(n)y(n+ k − 1) + · · ·+ pk(n)y(n) = g(n), (2.4)
kde {pi(n)} pro ∀i = 1, 2, 3, . . . , k a {g(n)} jsou rea´lne´ posloupnosti definovane´ pro n ≥ n0
a pk(n) 6= 0 pro vsˇechna n ∈ D. Pokud je g(n) = 0, pak hovorˇ´ıme o homogenn´ı diferencˇn´ı
rovnici k-te´ho rˇa´du.
Po upraven´ı a bez u´jmy na obecnosti lze uvazˇovat, n = 0, 1, 2, · · · .
y(n+ k) = −p1(n)y(n+ k − 1)− · · · − pk(n)y(n) + g(n) (2.5)
Polozˇ´ıme-li n = 0 v rovnici (2.5), tak obdrzˇ´ıme y(k) pomoc´ı y(k − 1), y(k − 2), · · · , y(0).
Explicitneˇ tedy ma´me
y(k) = −p1(0)y(k − 1)− p2(0)y(k − 2)− · · · − pk(0)y(0) + g(0).
Jakmile ma´me vyrˇesˇeno y(k), prˇistoup´ıme k dalˇs´ımu kroku a vyhodnot´ıme y(k + 1) t´ım,
zˇe polozˇ´ıme n = 1. Dosta´va´me
y(k + 1) = −p1(1)y(1)− p2(1)y(k − 1)− · · · − pk(1)y(1) + g(1).
Opakova´n´ım uvedene´ho procesu jsme schopni zjistit vsˇechna y(n) pro n ≥ k.
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Prˇ´ıklad 2.1. Uvazˇujme diferencˇn´ı rovnici 3. rˇa´du
y(n+ 3)− 2n
n+ 1
y(n+ 2) + ny(n+ 1)− 5y(n) = n, (2.6)
kde y(1) = 0, y(2) = −1 a y(3) = 1. Budeme hledat hodnoty pro y(4), y(5), y(6).
Nejprve z rovnice (2.1) vyja´drˇ´ıme
y(n+ 3) =
2n
n+ 1
y(n+ 2)− ny(n+ 1) + 5y(n) + n.
Nyn´ı polozˇme n = 1, dostaneme
y(4) =
2
2
y(3)− y(2) + 5y(1) + 1 = 3.
Pro n = 2,
y(5) =
4
3
y(4)− y(3) + 5y(2) + 2 = 0.
Pro n = 3,
y(6) =
6
4
y(5)− y(4) + 5y(3) + 3 = 5.
Obecne´ rˇesˇen´ı
Chceme-li forma´lneˇ definovat obecne´ rˇesˇen´ı rovnice (2.4), je potrˇeba nejdrˇ´ıve specifikovat
pocˇa´tecˇn´ı podmı´nky. Posloupnost {y(n)}∞n0 , jednodusˇeji y(n) nazveme rˇesˇen´ım rovnice
(2.4), pokud splnˇuje danou rovnici. Jsou-li specifikova´ny pocˇa´tecˇn´ı podmı´nky rovnice, lze
nale´zt odpov´ıdaj´ıc´ı proble´m pocˇa´tecˇn´ıch hodnot
y(n+ k) + p1(n)y(n+ k − 1) + · · ·+ pk(n)y(n) = g(n), (2.7)
y(n0) = a0, y(n0 + 1) = a1, · · · , y(n0 + k − 1) = ak−1, (2.8)
kde ai jsou rea´lna´ cˇ´ısla. S ohledem na vy´sˇe uvedene´ plat´ı na´sleduj´ıc´ı tvrzen´ı.
Veˇta 2.2.1. Pocˇa´tecˇn´ı proble´m (2.7) a (2.8) ma´ jedine´ rˇesˇen´ı y(n).
D˚ukaz. Du˚kaz lze prove´st za pouzˇit´ı rovnice (2.5) pro n = n0, n0+1, n0+2, · · · . Vsˇimneˇme
si, zˇe libovolne´ n ≥ n0 +k mu˚zˇeme prˇepsat na tvar n = n0 +k+(n−n0−k). Jedinecˇnost´ı
rˇesˇen´ı pro y(n) cha´peme, zˇe existuje-li jine´ rˇesˇen´ı y¯(n) proble´mu pocˇa´tecˇn´ıch hodnot (2.7)
a (2.8), pak tedy y¯(n) mus´ı by´t identicke´ s y(n). To lze snadno videˇt ze vztahu (2.7).
2.3. Obecna´ teorie homogenn´ıch diferencˇn´ıch rovnic
k-te´ho rˇa´du
V te´to sekci se zameˇrˇ´ıme na obecnou teorii homogenn´ıch diferencˇn´ıch rovnic k -te´ho rˇa´du,
ktere´ jsou ve tvaru
y(n+ k) + p1(n)y(n+ k − 1) + p2(n)y(n+ k − 2) + · · ·+ pk(n)y(n) = 0. (2.9)
Nejdrˇ´ıve uvedeme neˇkolik pojmu˚ v souvislosti se strukturou rˇesˇen´ı rovnice (2.9).
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Definice 2.3.1. Necht’ jsou funkce f1(n), f2(n), f3(n) · · · , fr(n) linea´rneˇ za´visle´ pro n ∈
D, jestlizˇe existuj´ı konstanty a1, a2, a3, · · · , ar z nichzˇ je alesponˇ jedna nenulova´ tak, zˇe
a1f1(n) + a2f2(n) + a3f3(n) + · · ·+ arfr(n) = 0, n ∈ D.
Pokud aj 6= 0, pak lze rovnici (2.9) podeˇlit aj a dostaneme
fj(n) = −a1
aj
f1(n)− a2
aj
f2(n)− a3
aj
f3(n)− · · · − ar
aj
fr(n) = −
∑
i 6=j
ai
aj
fi(n). (2.10)
Zjednodusˇeneˇ rovnice (2.10) rˇ´ıka´, zˇe kazˇda´ funkce fj s nenulovy´m koeficientem je linea´rn´ı
kombinac´ı ostatn´ıch funkc´ı fi,∀i = 1, 2, · · · , j, · · · , r. Tedy dveˇ funkce f1(n) a f2(n) jsou
linea´rneˇ za´visle´, pokud jedna je na´sobkem druhe´: f1(n) = af2(n), pro libovolnou konstantu
a. Opakem linea´rn´ı za´vislosti je pak linea´rn´ı neza´vislost.
Definice 2.3.2. Mnozˇina k linea´rneˇ neza´visly´ch rˇesˇen´ı rovnice (2.9) se nazy´va´ funda-
menta´ln´ı mnozˇina rˇesˇen´ı.
Definice 2.3.3. Casoratia´n 1W (n) rˇesˇen´ı x1(n), x2(n), · · · , xr(n) je determinant
W (n) = det

x1(n) x2(n) . . . xr(n)
x1(n+ 1) x2(n+ 1) . . . xr(n+ 1)
...
...
. . .
...
x1(n+ r − 1) x2(n+ r − 1) . . . xr(n+ r − 1)
 .
K vy´pocˇtu Casoratia´nu pouzˇijeme Abel˚uv vzorec. Vy´hodou Abelova vzorce je efektivita
v oveˇrˇova´n´ı linea´rn´ı neza´vislosti rˇesˇen´ı.
Lemma 2.3.1. (Abelova veˇta) Necht’ x1(n), x2(n), x3(n), · · · , xk(n) jsou rˇesˇen´ım rov-
nice (2.9) a necht’ je W (n) jejich Casoratia´n, pak pro n ∈ D plat´ı
W (n) = (−1)k(n−n0)
(
n−1∏
i=n0
pk(i)
)
W (n0). (2.11)
Da´le prozkouma´me vztah mezi linea´rn´ı neza´vislost´ı a Casoratia´nem, uka´zˇeme zˇe mnozˇina
k rˇesˇen´ı je fundamenta´ln´ı mnozˇina rˇesˇen´ı (tedy linea´rneˇ neza´visla´), pokud je Casoratia´n
W (n) vzˇdy nenulovy´.
Veˇta 2.3.1. Mnozˇina rˇesˇen´ı x1(n), x2(n), x3(n), · · · , xk(n) rovnice (2.9) je fundamenta´ln´ı
mnozˇinou rˇesˇen´ı tehdy, pokud pro neˇktera´ n0 ∈ Z+ je Casoratia´n W (n0) 6= 0 [4, str. 71].
Nyn´ı se lze pod´ıvat na fundamenta´ln´ı veˇtu homogenn´ı linea´rn´ı diferencˇn´ı rovnice.
Veˇta 2.3.2. Je-li pk(n) 6= 0 pro vsˇechna n ∈ D, potom rovnice (2.9) ma´ fundamenta´ln´ı
mnozˇinu rˇesˇen´ı pro n ∈ D.
1analogie s Wronskia´nem z problematiky o diferencia´ln´ıch rovnic´ıch
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D˚ukaz. Dle veˇty (2.8) existuj´ı rˇesˇen´ı x1(n), x2(n), x3(n), · · · , xk(n) takova´, zˇe xi(n0 + i−
1) = 1, xi(n0) = xi(n0+1) = · · · = xi(n0+i−2) = xi(n0+i) = · · · = xi(n0+k−1) = 0, kde
1 ≤ i ≤ k. Tud´ızˇ x1(n0) = 1, x2(n0 + 1) = 1, x3(n0 + 2) = 1, · · · , xk(n0 + k− 1) = 1. Tud´ızˇ
W (n0) = det I = 1, cozˇ vyply´va´ z veˇty (2.3.1), kde mnozˇina {x1(n), x2(n), x3(n), · · · , xk(n)}
je fundamenta´ln´ı mnozˇinou rˇesˇen´ı rovnice (2.9). Zde je vsˇak potrˇeba poznamenat, zˇe exis-
tuje nekonecˇneˇ mnoho fundamenta´ln´ıch rˇesˇen´ı rovnice (2.9). V na´sleduj´ıc´ı veˇteˇ uvid´ıme
metodu generova´n´ı fundamenta´ln´ıch mnozˇin z jedne´ zna´me´ mnozˇiny.
Lemma 2.3.2. Necht’ x1(n) a x2(n) jsou dveˇ rˇesˇen´ı rovnice (2.9). Pak plat´ı na´sleduj´ıc´ı:
(I) x(n) = x1(n) + x2(n) je rˇesˇen´ım rovnice (2.9),
(II) x˜(n) = ax1(n) je rˇesˇen´ım rovnice (2.9) pro libovolnou konstantu a.
Z tohoto plyne na´sleduj´ıc´ı tvrzen´ı o principu superpozice.
Princip superpozice. Pokud x1(n), x2(n), x3(n), · · · , xr(n) jsou rˇesˇen´ım rovnice (2.9),
pak
x(n) = a1x1(n) + a2x2(n) + a3x3(n) + · · ·+ arxr(n)
je takte´zˇ rˇesˇen´ım te´to rovnice. Se znalostmi principu superpozice mu˚zˇeme nyn´ı definovat
obecne´ rˇesˇen´ı pro homogenn´ı diferencˇn´ı rovnici k-te´ho rˇa´du:
Definice 2.3.4. Uvazˇujme fundamenta´ln´ı rˇesˇen´ı diferencˇn´ı rovnice (2.9) ve tvaru
{x1(n), x2(n), x3(n), · · · , xk(n)}. Obecny´m rˇesˇen´ım rovnice (2.9) rozumı´me
x(n) =
k∑
i=1
aixi(n), kde ai je libovolna´ rea´lna´ konstanta. Jake´koliv rˇesˇen´ı rovnice (2.9)
lze z´ıskat z obecne´ho rˇesˇen´ı vhodnou volbou konstant ai.
Prˇ´ıklad 2.1. Meˇjme diferencˇn´ı rovnici trˇet´ıho rˇa´du ve tvaru
x(n+ 3) + 3x(n+ 2)− 4x(n+ 1)− 12x(n) = 0.
Ukazˇte, zˇe 2n, (−2)n, (−3)n tvorˇ´ı fundamenta´ln´ı rˇesˇen´ı dane´ rovnice.
Nejprve oveˇrˇ´ıme, zda jednotliva´ zadana´ rˇesˇen´ı opravdu rˇesˇen´ım jsou, substituc´ı x(n) =
2n a dosazen´ım do rovnice:
2n+3 + (3)2n+2− (4)2n+1− (12)2n = 2n[23 + (3)22− (4)21− (12)] = 2n[8 + 12−8−12] = 0.
Nyn´ı x(n) = (−2)n:
(−2)n+3 + (3)(−2)n+2 − (4)(−2)n+1 − (12)(−2)n = (−2)n[−8 + 12 + 8− 12] = 0,
obdobneˇ pro x = (−3)n:
(−3)n+3 + (3)(−3)n+2 − (4)(−3)n+1 − (12)(−3)n = (−3)n[−27 + 27− 12 + 12] = 0.
Za u´cˇelem oveˇrˇen´ı linea´rn´ı neza´vislosti rˇesˇen´ı sestroj´ıme Casoratia´n
W (n) = det
 2n (−2)n (−3)n2n+1 (−2)n+1 (−3)n+1
2n+2 (−2)n+2 (−3)n+2
 .
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Tedy
W (0) = det
 1 1 12 −2 3
4 4 9
 = −20 6= 0.
Vid´ıme tedy, zˇe uvedena´ rˇesˇen´ı jsou linea´rneˇ neza´visla´ a tvorˇ´ı tak fundamenta´ln´ı rˇesˇen´ı.
Da´le se budeme zaby´vat pouze rovnicemi s konstantn´ımi koeficienty.
2.4. Linea´rn´ı homogenn´ı rovnice s konstantn´ımi koe-
ficienty
Meˇjme diferencˇn´ı rovnici k -te´ho rˇa´du
y(n+ k) + p1y(n+ k − 1) + p2y(n+ k − 2) + · · ·+ pky(n) = 0, (2.12)
kde koeficienty p1, p2, · · · , pk jsou rea´lne´ konstanty a pk 6= 0. Nasˇ´ım c´ılem je nejen nale´zt
fundamenta´ln´ı mnozˇinu rˇesˇen´ı, ale hlavneˇ obecne´ rˇesˇen´ı rovnice (2.12). Budeme prˇedpo-
kla´dat, zˇe rˇesˇen´ı rovnice (2.12) jsou ve tvaru λn, kde λ je komplexn´ı cˇ´ıslo. Dosazen´ım
tohoto do (2.12), obdrzˇ´ıme
λk + p1λ
k−1 + · · ·+ pk = 0. (2.13)
Obdrzˇeli jsme tzv. charakteristickou rovnici jej´ızˇ korˇeny se nazy´vaj´ı charakteristicke´ korˇeny.
Jelikozˇ ma´me pk 6= 0, tak zˇa´dny´ charakteristicky´ korˇen nen´ı roven nule.
Budeme-li nada´le prˇedpokla´dat, zˇe charakteristicke´ korˇeny λ1, λ2, λ3, · · · , λk jsou r˚uzne´,
pak lze uka´zat, zˇe mnozˇina {λn1 , λn2 , λn3 , · · · , λnk} je fundamenta´ln´ı mnozˇina rˇesˇen´ı. K tomu
na´m postacˇ´ı znalosti z 2.3.1, zˇe W (n) 6= 0 , kde W (n) je Casoratia´n rˇesˇen´ı. Tedy:
W (0) = det

1 1 . . . 1
λ1 λ2 . . . λk
λ21 λ
2
2 . . . λ
2
k
...
...
. . .
...
λk−11 λ
k−1
2 . . . λ
k−1
k
 .
Tomuto determinantu se rˇ´ıka´ Vandermond˚uv determinant. Pomoc´ı matematicke´ indukce
mu˚zˇe by´t uka´za´no, zˇe
W (0) =
∏
1≤i<j≤k
(λj − λi).
Hleda´me-li obecne´ rˇesˇen´ı rovnice (2.12), hleda´me jej ve tvaru
y(n) =
r∑
i=1
λni (ai0 + ai1n+ ai2n
2 + · · ·+ ai,mi−1nmi−1), (2.14)
kde m1,m2, · · · ,mr jsou na´sobnosti korˇen˚u λ1, λ2, · · ·λr a plat´ı
r∑
i=1
mi = k. Detailneˇjˇs´ı
postup hleda´n´ı obecne´ho rˇesˇen´ı je uka´za´n v prˇ´ıkladu (2.1).
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Toto se vsˇak ty´ka´ pouze rovnic, ktere´ maj´ı rea´lne´ korˇeny. Budeme-li cht´ıt rˇesˇit rovnici,
ktera´ ma´ komplexn´ı korˇeny, je trˇeba postupovat na´sledovneˇ.
Meˇjme rovnici x(n+ 2) + p1x(n+ 1) + p2x(n) = 0, ktera´ ma´ komplexn´ı korˇeny tvaru
λ1 = α + iβ, λ2 = α− iβ.
Obecne´ rˇesˇen´ı nasˇ´ı rovnice by tedy bylo
x(n) = c1(α + iβ)
n + c2(α− iβ)n. (2.15)
Bod (α, β) v komplexn´ı rovineˇ koresponduje s komplexn´ım cˇ´ıslem α+iβ. Pomoc´ı pola´rn´ıch
sourˇadnic dostaneme
α = r(cos δ), β = r(sin δ), r =
√
α2 + β2, δ = tan−1
(
β
α
)
.
Prˇ´ıklad 2.1. Rˇesˇte rovnici s dany´mi pocˇa´tecˇn´ımi podmı´nkami
x(n+ 3)− 7x(n+ 2) + 16x(n+ 1)− 12x(n) = 0,
x(0) = 0, x(1) = 1, x(2) = 2.
Charakteristicka´ rovnice je ve tvaru
λ3 − 7λ2 + 16λ− 12 = 0,
jej´ızˇ charakteristicke´ korˇeny jsou λ1 = λ2 = 2, λ = 3, ktere´ na´m daj´ı obecne´ rˇesˇen´ı tvaru
x(n) = a02
n + a1n2
n + b13
n.
K nalezen´ı konstant a0, a1, b1 nyn´ı vyuzˇijeme pocˇa´tecˇn´ıch podmı´nek
x(0) =a0 + b1 = 0,
x(1) =2a0 + 2a1 + 3b1 = 1,
x(2) =4a0 + 8a1 + 9b1 = 2.
Po vyrˇesˇen´ı soustavy rovnic obdrzˇ´ıme
a0 = 2, a1 =
3
2
, b1 = −2.
Tedy rˇesˇen´ı rovnice dostaneme ve tvaru x(n) = 2 · 2n + 3
2
n2n − 2 · 3n.
Limitn´ı chova´n´ı rˇesˇen´ı a asymptoticka´ stabilita
Definice 2.4.1. Rˇekneme zˇe rovnice (2.12) je asymptoticky stabiln´ı, jestlizˇe pro kazˇde´ jej´ı
rˇesˇen´ı y(n) plat´ı y(n)→∞ pro n→∞.
Pro ilustraci vysˇetrˇova´n´ı limitn´ıho chova´n´ı rˇesˇen´ı rovnice (2.12) uvedeme analy´zu di-
ferencˇn´ı rovnice druhe´ho rˇa´du
y(n+ 2) + p1y(n+ 1) + p2y(n) = 0. (2.16)
Charakteristicka´ rovnice ma´ dva korˇeny a mu˚zˇe nastat jedna z na´sleduj´ıc´ıch trˇ´ı mozˇnost´ı:
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a) λ1, λ2 jsou r˚uzne´ rea´lne´ korˇeny. Pak y1(n) = λ
n
1 , y2(n) = λ
n
2 jsou dveˇ neza´visla´ rˇesˇen´ı
pro (2.16). Pokud bude |λ1| > |λ2|, tak y1(n) nazveme dominantn´ım rˇesˇen´ım a
λ1 dominantn´ım charakteristicky´m korˇenem. Tote´zˇ plat´ı pro y2(n),λ2, pokud plat´ı
|λ2| > |λ1|. Nyn´ı uka´zˇeme, zˇe limitn´ı chova´n´ı obecne´ho rˇesˇen´ı y(n) = a1λn1 + a2λn2
je urcˇeno chova´n´ım dominantn´ıho rˇesˇen´ı. Prˇedpokla´dejme tedy, bez ztra´ty na obec-
nosti, zˇe |λ1| > |λ2|. Pak
y(n) = λn1
[
a1 + a2
(
λ2
λ1
)n]
.
Jelikozˇ je ∣∣∣∣λ2λ1
∣∣∣∣ < 1,
plyne z toho, zˇe (
λ2
λ1
)n
→ 0, n→∞.
Tud´ızˇ limn→∞ y(n) = limn→∞ a1λn1 . Mu˚zˇe nastat sˇest r˚uzny´ch situac´ı na za´kladeˇ
hodnoty λ1.
1. λ1 > 0: Posloupnost {a1λn1} diverguje k ∞.
2. λ1 = 0: Posloupnost {a1λn1} je konstantn´ı posloupnost.
3. 0 < λ1 < 1: Posloupnost {a1λn1} monoto´nneˇ klesa´ k nule.
4. −1 < λ1 < 0: Posloupnost {a1λn1} osciluje okolo nuly (docha´z´ı ke strˇ´ıda´n´ı
zname´nek) a konverguje k 0.
5. λ1 = −1: Posloupnost {a1λn1} osciluje mezi hodnotami a1, −a1.
6. λ1 < −1: Posloupnost {a1λn1} osciluje, ale roste amplituda.
b) λ1 = λ2 = λ. Obecne´ rˇesˇen´ı (2.16) je da´no rovnic´ı y(n) = (a1 + a1n)λ
n. Pokud
|λ| ≥ 1, tak rˇesˇen´ı y(n) diverguje bud’ monoto´nneˇ, je-li λ ≥ 1, nebo oscilacˇneˇ, je-li
λ ≤ −1. Nicme´neˇ, pokud bude |λ| < 1, tak rˇesˇen´ı konverguje k nule.
c) Komplexn´ı korˇeny: λ1 = α+ iβ, λ2 = α− iβ, β 6= 0. Obecne´ rˇesˇen´ı (2.16), jak jsme
jizˇ uka´zali v (2.15), by tedy bylo
y(n) = c1(α + iβ)
n + c2(α− iβ)n.
Rˇesˇen´ı y(n) zjevneˇ osciluje, jelikozˇ funkce kosinus osciluje.
Prˇedesˇla´ zjiˇsteˇn´ı lze shrnout pomoc´ı na´sleduj´ıc´ı veˇty.
Veˇta 2.4.1. Plat´ı na´sleduj´ıc´ı tvrzen´ı [4, Theorem 2.35]
(i) Vsˇechna rˇesˇen´ı rovnice (2.16) osciluj´ı okolo nuly pra´veˇ tehdy, kdyzˇ charakteristicka´
rovnice nema´ zˇa´dne´ kladne´ rea´lne´ korˇeny.
(ii) Vsˇechna rˇesˇen´ı rovnice (2.16) konverguj´ı k nule (tedy rˇesˇen´ı je asymptoticky stabiln´ı)
pra´veˇ tehdy, kdyzˇ max{|λ1|, |λ2|} < 1.
Vzhledem ke strukturˇe a vlastnostem rˇesˇen´ı linea´rn´ı homogenn´ı rovnice s konstantn´ımi
koeficienty (2.12) lze uve´st na´sleduj´ıc´ı tvrzen´ı [4, kapitola 5.1].
Veˇta 2.4.2. Rovnice (2.12) je asymptoticky stabiln´ı pra´veˇ tehdy, kdyzˇ pro vsˇechny cha-
rakteristicke´ korˇeny λ rovnice (2.13) plat´ı |λ| < 1.
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3. Krite´ria stability
V te´to cˇa´sti se sezna´mı´me s neˇkolika krite´rii pro asymptotickou stabilitu diferencˇn´ıch
rovnic, konkre´tneˇ jde o Schurovo–Cohnovo krite´rium a krite´rium Routhovo–Cohnovo. Obeˇ
uvedena´ krite´ria jsou tzv. algebraicka´. To znamena´, zˇe posuzuj´ı stabilitu na za´kladeˇ koe-
ficient˚u charakteristicke´ho polynomu.
3.1. Schurovo–Cohnovo krite´rium
Budeme uvazˇovat diferencˇn´ı rovnici k -te´ho rˇa´du
x(n+ k) + p1x(n+ k − 1) + p2x(n+ k − 2) + · · ·+ pkx(n) = 0, (3.1)
kde pi jsou rea´lne´ konstanty, a jej´ızˇ charakteristicky´ polynom je
p(λ) = λk + p1λ
k−1 + · · ·+ pk. (3.2)
V te´to sekci uvedeme Schurovu–Cohnovu krite´riu, ktere´ poskytuje nutnou a postacˇuj´ıc´ı
podmı´nku pro korˇeny polynomu k -te´ho stupneˇ (3.2), aby lezˇely uvnitrˇ jednotkove´ho
kruhu. Vzhledem k veˇteˇ (2.4.2) z´ıska´me odpov´ıdaj´ıc´ı podmı´nky pro asymptotickou stabi-
litu rovnice (3.1). Prˇed samotnou formulac´ı krite´ria je vsˇak dobre´ si nadefinovat neˇktere´
pojmy, ktere´ budeme da´le uzˇ´ıvat.
Definice 3.1.1. Vnitrˇkem matice budeme cha´pat matici, kterou z p˚uvodn´ı matice B =
(bij) vytvorˇ´ıme tak, zˇe postupneˇ vynecha´me prvn´ı a posledn´ı rˇa´dek a prvn´ı a posledn´ı
sloupec. Pro lepsˇ´ı ilustraci uvedeme neˇkolik uka´zek:
Definice 3.1.2. Matici B = (bij) nazveme vnitrˇneˇ pozitivn´ı, jsou-li determinanty vsˇech
jejich vnitrˇk˚u kladne´.
Veˇta 3.1.1 (Schurovo–Cohnovo krite´rium). Korˇeny charakteristicke´ho polynomu
(3.2) lezˇ´ı uvnitrˇ jednotkove´ kruzˇnice pra´veˇ tehdy, kdyzˇ plat´ı na´sleduj´ıc´ı:
(I). p(1) > 0,
(II). (−1)kp(−1) > 0,
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(III). matice typu (k − 1)× (k − 1)
B±k−1 =

1 0 · · · 0
p1 1 · · · 0
...
...
pk−3
pk−3 pk−2 · · · p1 1
±

0 0 · · · 0 pk
0 0 · · · pk pk−1
...
...
...
0 pk p3
pk pk−1 · · · p3 p2

jsou vnitrˇneˇ pozitivn´ı [4, Theorem 5.1].
Nyn´ı budeme ilustrovat pouzˇit´ı tohoto krite´ria na diferencˇn´ı rovnice 2. a 3. rˇa´du na
nichzˇ si uka´zˇeme prakticky´ postup.
Prˇ´ıklad 3.1. Pro rovnici druhe´ho rˇa´du (tedy k = 2)
x(n+ 2) + p1x(n+ 1) + p2x(n) = 0 (3.3)
dostaneme charakteristicky´ polynom tvaru
p(λ) = λ2 + p1λ+ p2 = 0. (3.4)
Nyn´ı je trˇeba oveˇrˇit podmı´nky (I), (II) a (III) krite´ria, jestli se charakteristicke´ korˇeny
nacha´z´ı v jednotkove´ kruzˇnici.
p(1) = 1 + p1 + p2 > 0 (3.5)
(−1)2p(−1) = (1)(1− p1 + p2) > 0 (3.6)
B±1 = 1± p2 > 0. (3.7)
Lze videˇt, zˇe z podmı´nek (3.5) a (3.6) dostaneme 1+p2 > |p1| a 1+p2 > 0. Trˇet´ı podmı´nka
(3.7) uda´va´, zˇe p2 < 1. Tud´ızˇ charakteristicke´ korˇeny pro (3.3) jsou asymptoticky stabiln´ı
pra´veˇ tehdy, kdyzˇ
|p1| < 1 + p2 < 2. (3.8)
Prˇ´ıklad 3.2. Pro rovnici trˇet´ıho rˇadu (tedy k = 3)
x(n+ 3) + p1x(n+ 2) + p2x(n+ 1) + p3x(n) = 0. (3.9)
Opeˇt dosta´va´me charakteristicky´ polynom, tentokra´t je ve tvaru
p(λ) = λ3 + p1λ
2 + p2λ+ p3 = 0. (3.10)
Oveˇrˇen´ım podmı´nek (I), (II), (III) obdrzˇ´ıme
p(1) = 1 + p1 + p2 + p3 > 0, (3.11)
(−1)3p(−1) = (−1)(−1 + p1 − p2 + p3) = 1− p1 + p2 − p3 > 0. (3.12)
Pro jednotlive´ determinanty vnitrˇk˚u
∣∣B−2 ∣∣ = ∣∣∣∣( 1 0p1 1
)∣∣∣∣− ∣∣∣∣( 0 p3p3 p2
)∣∣∣∣ = ∣∣∣∣( 1 −p3p1 − p3 1− p2
)∣∣∣∣ > 0.
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Z cˇehozˇ dosta´va´me
1− p2 + p1p3 − p23 > 0. (3.13)
Stejny´m zp˚usobem dostaneme druhou cˇa´st (III.) podmı´nky krite´ria
∣∣B+2 ∣∣ = ∣∣∣∣( 1 0p1 1
)∣∣∣∣+ ∣∣∣∣( 0 p3p3 p2
)∣∣∣∣ = ∣∣∣∣( 1 p3p1 + p3 1 + p2
)∣∣∣∣ > 0.
Determinant ma´ tedy tvar
1 + p2 − p1p3p23 > 0. (3.14)
Ze vztah˚u (3.11) - (3.14) lze odvodit, zˇe nutna´ a postacˇuj´ıc´ı podmı´nka asymptoticke´
stability pro charakteristicke´ korˇeny je
|p1 + p3| < 1 + p2, |p2 − p1p3| < 1− p23.
Na implementaci tohoto krite´ria v programu Maple lze nahle´dnout v souboru Schur-Cohn
criterion.mw.
3.2. Diskre´tn´ı verze Routhova–Schurova krite´ria
Obdobneˇ jako u prˇedesˇle´ho krite´ria Schurova–Cohnova se i zde vyuzˇ´ıva´ charakteristicke´ho
polynomu (3.2). Krite´rium je zjednodusˇeneˇ rˇecˇeno algoritmus postupne´ redukce stupneˇ
charakteristicke´ho polynomu, azˇ z˚ustane pouze jediny´ koeficient. Prvn´ı podmı´nkou stabi-
lity je, zˇe vsˇechny korˇeny tohoto polynomu lezˇely uvnitrˇ jednotkove´ kruzˇnice, mus´ı tedy
platit |λk| < 1. Na zname´nka koeficient˚u se u diskre´tn´ı verze krite´ria zˇa´dne´ omezen´ı
neklade (u spojite´ verze mus´ı by´t vsˇechna zname´nka kladna´), pouze se pozˇaduje, aby
absolutn´ı cˇlen byl mensˇ´ı nezˇ jedna |p0| < 1. Samotny´ algoritmus se skla´da´ z na´sleduj´ıc´ıch
krok˚u:
• z koeficient˚u vytvorˇ´ıme sche´ma
pk pk−1 · · · p2 p1 p0
p0 p1 · · · pk−2 pk−1 pk
∣∣w = − p0
pk
wp0 wp1 · · · wpk−2 wpk−1 wpk = −p0
pk + wp0 pk−1 + wp1 · · · p2 + wpk−2 p1 + wpk−1 0
• cˇtvrty´ rˇa´dek je soucˇtem rˇa´dku prvn´ıho a trˇet´ıho. Trˇet´ı rˇa´dek pak dostaneme vyna´-
soben´ım druhe´ho koeficientem
w = −p0
pk
,
cˇ´ımzˇ dosta´va´me polynom o jeden stupenˇ nizˇsˇ´ı.
• Takto budeme pokracˇovat, dokud nezbude jediny´ koeficient, nebo nedostaneme
za´porny´ koeficient w. O stabiliteˇ dane´ rovnice pak rozhodneme podle na´sleduj´ıc´ı
veˇty (viz [5, str. 98]).
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Veˇta 3.2.1. Rovnice je asymptoticky stabiln´ı pra´veˇ tehdy, plat´ı-li, zˇe prˇi kazˇde´m zredu-
kova´n´ı jej´ıho charakteristicke´ho polynomu koeficientem w, azˇ do posledn´ıho koeficientu,
je |w| < 1. V opacˇne´m prˇ´ıpadeˇ je rovnice nestabiln´ı.
Prˇ´ıklad 3.1. Pouzˇit´ım algoritmu pro diskre´tn´ı Routhovo–Schurovo krite´rium rozhodneˇte
o stabiliteˇ diferencˇn´ı rovnice
x(n+ 4)− 1, 755x(n+ 3) + 1, 012x(n+ 2)− 0, 323x(n+ 1) + 0, 057x(n).
Prvn´ım krokem je urcˇen´ı charakteristicke´ho polynomu. Ten je ve tvaru
λ4 − 1, 755λ3 + 1, 012λ2 − 0, 323λ+ 0, 057.
Vytvorˇen´ı sche´matu:
1 −1, 755 1, 012 −0, 323 0, 057
0, 057 −0, 323 1, 012 −1, 755 1 ∣∣w = −0,057
1
−0, 003 0, 018 −0, 058 0.100 −0, 057
0, 997 −1, 737 0, 954 −0, 223 0
−0, 223 0, 954 −1, 737 0, 997 ∣∣w = 0, 224
−0, 050 0, 231 −0, 388 0, 223
0, 947 −1, 523 0, 566 0
0, 566 −1, 523 0, 947 ∣∣w = −0, 598
−0, 338 0, 910 −0, 566
0, 609 −0, 613 0
−0, 613 0, 609 ∣∣w = 1, 007
Prˇi cˇtvrte´m vytvorˇen´ı koeficientu jizˇ dosˇlo k porusˇen´ı podmı´nky |w| < 1 a tedy podle
veˇty 3.2.1 lze prohla´sit, zˇe se jedna´ o asymptoticky nestabiln´ı rovnici.
Na implementaci tohoto krite´ria v programu Maple lze nahle´dnout v souboru Routh-Schur
criterion.mw.
3.3. Metoda lokalizace hranice oblasti stability
V te´to sekci se budeme zaby´vat alternativn´ım prˇ´ıstupem analy´zy asymptoticke´ stability
linea´rn´ı diferencˇn´ı rovnice s konstantn´ımi koeficienty. Jedna´ se o metodu, jej´ımzˇ vy´sledkem
je stanoven´ı hranice takove´ oblasti v prostoru parametr˚u rovnice, zˇe pro vsˇechny body
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uvnitrˇ te´to oblasti je odpov´ıdaj´ıc´ı asymptoticky stabiln´ı. Tato analy´za je hojneˇ vyuzˇ´ıva´na
v numericke´ analy´ze a my ji z tohoto d˚uvodu budeme rovneˇzˇ formulovat v ra´mci nume-
ricke´ho sche´matu pro rˇesˇen´ı pocˇa´tecˇn´ıho proble´mu pro ODR 1.ˇra´du.
Definice 3.3.1. Pocˇa´tecˇn´ım proble´mem pro ODR1 rozumı´me urcˇen´ı funkce y(t), ktera´
vyhovuje diferencia´ln´ı rovnici
y′(t) = f(t, y(t)) (3.15)
a splnˇuje pocˇa´tecˇn´ı podmı´nku
y(a) = ya. (3.16)
Definice 3.3.2. Rˇekneme, zˇe pocˇa´tecˇn´ı proble´m (3.15), (3.16) je stabiln´ı vzhledem k
pocˇa´tecˇn´ı podmı´nce, jestlizˇe mala´ zmeˇna pocˇa´tecˇn´ı hodnoty ya vyvola´ malou zmeˇnu rˇesˇen´ı.
Elementa´rn´ım prˇ´ıkladem pocˇa´tecˇn´ıho proble´mu je testovac´ı u´loha
y′ = qy, y(0) = 1,
kde q = α + iβ je komplexn´ı cˇ´ıslo se za´pornou rea´lnou slozˇkou, tj. Re(q) = α < 0.
Definice 3.3.3. Pod pojmem linea´rn´ı v´ıcekrokova´ metoda rozumı´me prˇedpis
yn =
k∑
i=1
αiyn−i + h
k∑
i=0
βif(xn−i, yn−i),
ktery´ slouzˇ´ı pro aproximaci yn. Pro prˇehlednost rozep´ıˇseme do tvaru
yn = α1yn−1 + α2yn−2 + · · ·+ αkyn−k
+ h
(
β0f(xn, yn) + β1f(xn−1, yn−1) + β2f(xn−2, yn−2) + · · ·+ βkf(xn−k, yn−k)
)
,
kde h znacˇ´ı velikost kroku.
Jedna´ se o numerickou metodu, ktera´ slouzˇ´ı ke stanoven´ı rˇesˇen´ı pro neˇjaky´ pocˇa´tecˇn´ı
proble´m pro ODR1 pomoc´ı postupne´ho vy´pocˇtu aproximac´ı y1, y2, y3, · · · , yq, kde y0 = ya
z pocˇa´tecˇn´ı podmı´nky. Je zvykem, zˇe se tato metoda charakterizuje polynomy, jejichzˇ
koeficienty jsou α1...k, β1...k. Standardneˇ se tyto polynomy definuj´ı jako
ρ(z) = zk − α1zk−1 − α2zk−2 − · · · − αk,
σ(z) = β0z
k + β1z
k−1 + β2zk−2 + · · ·+ βk.
My vsˇak budeme pouzˇ´ıvat dvojici lehce odliˇsny´ch polynomu˚, zkra´ceneˇ zapsany´ch [α, β]
α(z) = 1− α1z − α2z2 − · · · − αkzk,
β(z) = β0 + β1z + β2z
2 + · · ·+ βkzk.
Pro β0 6= 0 dostaneme implicitn´ı metodu a pro β0 = 0 metodu explicitn´ı.
Mezi nejzna´meˇjˇs´ı metody tohoto typu patrˇ´ı Adamsovy metody (viz [1]).
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Definice 3.3.4. Nakonec je trˇeba jesˇteˇ definovat power shift a shift opera´tor. Oba pojmy
jsou z diferencˇn´ıho kalkulu, ktery´ je analogicky´ s kalkulem diferencia´ln´ım a integra´ln´ım.
Shift opera´tor je tvaru
Exk(n) = x(n+ k).
Opera´tor je linea´rn´ı, cozˇ znamena´, zˇe plat´ı
E[ax(n) + by(n)] = aEx(n) + bEy(n),
pro vsˇechna a, b ∈ R.
Pod´ıva´me-li se na chova´n´ı polynomu stupneˇ k v shift opera´toru E, tak dostaneme
p(E) = a0E
k + a1E
k−1 + · · ·+ akI. (3.17)
Prˇida´me-li k tomuto nav´ıc podmı´nku bn, pro libovolnou konstantu b, pak
p(E)bn = a0b
n+k + a1b
n+k−1 + · · ·+ akbn
= bn(a0b
k + a1b
k−1 + · · ·+ ak)
= p(b)bn.
Toto zjiˇsteˇn´ı lze zobecnit do na´sleduj´ıc´ıho Lemmatu.
Lemma 3.3.1. Necht’ je p(E) polynom (3.17) a necht’ g(n) je libovolna´ diskre´tn´ı funkce.
Potom
p(E)(bng(n)) = bnp(bE)g(n).
Metoda samotna´ pak slouzˇ´ı pro vymezen´ı oblasti stability linea´rn´ı v´ıcekrokove´ metody
[α, β]. Diferencˇn´ı rovnice pro linea´rn´ı v´ıcekrokovou metodu s testovac´ım proble´mem y′ =
qy je
(1− zβ0)yn − (α1 + zβ1)yn−1 − (α2 + zβ2)yn−2 − · · · − (αk + zβk)yn−k = 0 (3.18)
a oblast stability je mnozˇinou bod˚u hq v komplexn´ı rovineˇ, pro kterou rovnice (3.18) ma´
pouze ohranicˇene´ rˇesˇen´ı, kdyzˇ n→∞. Pro zjednodusˇen´ı budeme uvazˇovat vnitrˇek oblasti
stability tak, zˇe pro vsˇechny z z mnozˇiny rˇesˇen´ı konverguj´ı k nule, kdyzˇ plat´ı, zˇe n→∞.
Tuto oblast budeme oznacˇovat jako otevrˇena´ oblast stability. Nap´ıˇseme-li si diferencˇn´ı
rovnici ve tvaru
α(E−1)− zβ(E−1) = 0,
lze pozorovat, zˇe otevrˇena´ oblast stability mu˚zˇe by´t definova´na vztahem
α(λ−1)− zβ(λ−1) = 0. (3.19)
Tedy z je v otevrˇene´ oblasti stability, pokud neexistuje λ mimo otevrˇeny´ jednotkovy´
kruh takove´, zˇe dvojice (z, λ) rˇesˇ´ı (3.19). Jinak rˇecˇeno z tvrzen´ı, zˇe λ je mimo otevrˇeny´
jednotkovy´ kruh plyne, zˇe z rˇesˇ´ıc´ı (3.19) nen´ı v otevrˇene´ oblasti stability. Jako prvn´ı krok
v urcˇen´ı oblasti stability je vy´hodne´ vyhodnotit body na hranici jednotkove´ho kruhu a
uveˇdomit si, zˇe zobrazen´ı
λ→ α(λ
−1)
β(λ−1)
(3.20)
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uda´va´ mnozˇinu bod˚u, ktere´ obsahuj´ı hranici oblasti stability. Jelikozˇ zobrazen´ı λ → λ−1
uda´va´ samotny´ jednotkovy´ kruh za pouhe´ zmeˇny smyslu rotace, je vhodne´ (3.20) prˇepsat
na
λ→ α(λ)
β(λ)
.
Tento proces se pak nazy´va´ metoda lokalizace hranice oblasti stability, v literaturˇe zna´my´
pod na´zvem boundary locus method.
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4. Aplikace
Numericke´ rˇesˇen´ı diferencia´ln´ıch rovnic
V prˇedesˇly´ch kapitola´ch jsme si uka´zali dveˇ krite´ria stability diferencˇn´ıch rovnic. Nyn´ı
si uvedeme neˇkolik prakticky´ch vyuzˇit´ı na za´kladeˇ jizˇ zjiˇsteˇny´ch skutecˇnost´ı. Budeme-li
uvazˇovat Adamsovu–Bashforthovu metodu druhe´ho rˇa´du [1]
yn = yn−1 +
3
2
hf(xn−1, yn−1)− 1
2
hf(xn−2, yn−2), (4.1)
kde h znacˇ´ı velikost kroku. Pro testovac´ı u´lohu y′ = qy, kde q je rea´lny´ parametr, se
rovnice (4.1) prˇep´ıˇse na rovnici
yn = yn−1 +
(
3
2
)
hqyn−1 − 1
2
hqyn−2,
ktera´ bude stabiln´ı pokud hq = z, kde z je takove´, zˇe rovnice
yn =
(
1 +
3
2
z
)
yn−1 − 1
2
zyn−2
ma´ pouze ohranicˇene´ rˇesˇen´ı, cozˇ nasta´va´, kdyzˇ korˇeny polynomu
p(λ) = λ2 −
(
1 +
3
2
z
)
λ+
1
2
z
lezˇ´ı v ohranicˇene´m jednotkove´m kruhu a v kruhu bez hranic, pokud nastane jejich rovnost.
Pod´ıva´me-li se nyn´ı na krite´rium Schurovo–Cohnovo pro druhy´ rˇa´d, tak dostaneme cˇtyrˇi
nerovnice, ktere´ vymezuj´ı podmı´nky, kde je rovnice (4.1) asymptoticky stabiln´ı:
p(1) = −z > 0,
(−1)2p(−1) = 2 + 2z > 0,
B+1 = 1 +
1
2
z > 0,
B−1 = 1−
1
2
z > 0.
Z nich dostaneme interval z ∈ (−2, 2) pro asymptotickou stabilitu. Vykreslen´ım v rovineˇ
parametr˚u (h, q) obdrzˇ´ıme oblast asymptoticke´ stability rovnice (4.1), ktera´ uda´va´ dvojice
parametr˚u h, q, pro neˇzˇ je (4.1) asymptoticky stabiln´ı (viz obra´zek 2).
Pro dalˇs´ı praktickou uka´zku z˚ustaneme u Adamsovy–Bashforthovy metody druhe´ho
rˇa´du, ale nyn´ı budeme hledat hranici oblasti jej´ı stability. Kombinac´ı vztah˚u (3.20) a (4.1)
dostaneme
λ→ 1− λ
−1
3
2
λ−1 − 1
2
λ−2
.
Pro λ = exp(iφ), kde φ ∈ [0, 2pi], obdrzˇ´ıme krˇivku v komplexn´ı rovineˇ, ktera´ vymezuje
oblast asymptoticke´ stability rovnice (4.1) (viz obra´zek 1).
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4. APLIKACE
Obra´zek 1: Hranice stability pro Adamsovu–Bashfordovu metodu 2. rˇa´du
Obra´zek 2: Oblast asymptoticke´ stability v rovineˇ (h, q) pro Adamsovu–Bashfordovu me-
todu 2. rˇa´du
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Populacˇn´ı model
V tomto prˇ´ıkladu se odka´zˇeme na uvedeny´ proble´m v u´vodu te´to pra´ce. Konkre´tneˇ na
rovnici (1.1) a uka´zˇeme si, jak by se tato u´loha prakticky rˇesˇila. Nasˇ´ım u´kolem bude
zjistit, kolik pa´r˚u kra´l´ık˚u budeme mı´t po uplynut´ı rocˇn´ıho intervalu, zacˇ´ıname-li s jedn´ım
pa´rem, kdyzˇ kazˇdy´ pa´r porod´ı novy´ pa´r kazˇdy´ meˇs´ıc. Budeme da´le uvazˇovat, zˇe novy´ pa´r
je schopen reprodukce ve veˇku dvou meˇs´ıc˚u (na obra´zku 3 lze videˇt na´zornou uka´zku).
Obra´zek 3: Kra´licˇ´ı proble´m
Prvn´ı pa´r ma´ potomky na konci prvn´ıho meˇs´ıce, tud´ızˇ ma´me dva pa´ry. Na konci
druhe´ho meˇs´ıce ma´ potomky opeˇt pouze p˚uvodn´ı pa´r, protozˇe jejich potomci dosud ne-
dosa´hli pohlavn´ı dospeˇlosti. V trˇet´ım meˇs´ıci jizˇ maj´ı potomky oba pa´ry, ma´me tedy peˇt
pa´r˚u. Budeme-li takto pokracˇovat da´le obdrzˇ´ıme pro rocˇn´ı interval tabulku 1.
Tabulka 1: Velikost kra´licˇ´ı populace
Meˇs´ıc 0 1 2 3 4 5 6 7 8 9 10 11 12
Pocˇet pa´r˚u 1 2 3 5 8 13 21 34 55 89 144 233 377
Pokud bude cˇ´ıslo F (n) pocˇet pa´r˚u na konci n-te´ho meˇs´ıce, tak rekurzivn´ı rovnice, ktera´
reprezentuje tento model je linea´rn´ı diferencˇn´ı rovnic´ı druhe´ho rˇa´du
F (n+ 2) = F (n+ 1) + F (n), F (0) = 1, F (1) = 2, n = 1, 2, 3, · · · . (4.2)
Charakteristicka´ rovnice pro (4.2) je
λ2 − λ− 1 = 0.
Tato rovnice ma´ charakteristicke´ korˇeny α = 1+
√
5
2
a β = 1−
√
5
2
. Tud´ızˇ obecne´ rˇesˇen´ı je
tvaru
F (n) = a1
(
1 +
√
5
2
)n
+ a2
(
1−√5
2
)n
, n = 1, 2, 3, · · · .
S pomoc´ı pocˇa´tecˇn´ıch podmı´nek obdrzˇ´ıme
a1 =
1√
5
, a2 = − 1√
5
.
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Zpeˇtny´m dosazen´ım pak dostaneme rovnici pro F (n)
F (n) =
1√
5
[(
1 +
√
5
2
)n
−
(
1−√5
2
)n]
=
1√
5
(αn − βn).
Pod´ıva´me-li se na pod´ıl F (n+1)
F (n)
z limitn´ıho hlediska, z´ıska´me limn→∞
F (n+1)
F (n)
= α ≈ 1.618.
Toto cˇ´ıslo se nazy´va´ zlaty´ rˇez. Jizˇ nejme´neˇ od renesance vyuzˇ´ıvaj´ı zlaty´ rˇez umeˇlci ve
svy´ch d´ılech, zejme´na ve formeˇ tzv. zlate´ho obde´ln´ıku, ve ktere´m se zlaty´ rˇez vyskytuje
jako pomeˇr stran. Zlaty´ rˇez pry´ totizˇ p˚usob´ı esteticky prˇ´ıznivy´m dojmem. Pomeˇr zlate´ho
rˇezu lze take´ pozorovat v prˇ´ırodeˇ, jeho projevem je naprˇ´ıklad usporˇa´da´n´ı semen slunecˇnice
nebo smrkove´ sˇiˇsky, ve ktery´ch jsou sˇupiny rozmı´steˇny jako spira´la.
Rozpad radioaktivn´ıho prvku
Radium je radioaktivn´ı prvek, ktery´ se rozpada´ rychlost´ı 1% z p˚uvodn´ıho mnozˇstv´ı kazˇdy´ch
25 let. To znamena´, zˇe mnozˇstv´ı na zacˇa´tku kazˇde´ho 25-ti lete´ho obdob´ı je rovno mnozˇstv´ı
na pocˇa´tku minule´ho obdob´ı mı´nus 1% tohoto mnozˇstv´ı. Vezmeme-li x(0) jako vy´choz´ı
mnozˇstv´ı radia a x(n) jako zby´vaj´ıc´ı mnozˇstv´ı po uplynut´ı n 25-ti lety´ch cykl˚u dostaneme
diferencˇn´ı rovnici
x(n) = x(n− 1)− 0.01x(n− 1) = 0.99x(n) , n = 0, 1, 2 · · · . (4.3)
Avsˇak lze videˇt, zˇe
x(n− 1) = x(n− 2)− 0.01x(n− 2) = 0.99x(n− 2) = (0.99)2x(n− 2) = · · · = (0.99)nx(0)
a tedy s ohledem na vy´sˇe uvedenou u´pravu dostaneme (4.3) ve tvaru
x(n) = (0.99)nx(0) , n = 0, 1, 2 · · · . (4.4)
Prˇedpokla´dejme polocˇas rozpadu radioaktivn´ıho prvku, jako pocˇet let, ktery´ch je potrˇeba
pro rozpad poloviny p˚uvodn´ıho mnozˇstv´ı. Da´le prˇedpokla´dejme, zˇe T je nejmensˇ´ı prˇirozene´
cˇ´ıslo, pro ktere´ je x(T ) me´neˇ nezˇ polovina p˚uvodn´ıho mnozˇstv´ı radia. Tedy
1
2
x(0) ≥ (0.99)Tx(0),
cozˇ odpov´ıda´ vztahu
1
2
≥ (0.99)T .
Zlogaritmova´n´ım rovnice a na´sledny´mi u´pravami, kde log(0.99) ≤ 0, dostaneme pro T
vztah
T ≥ log(
1
2
)
log(0.99)
= 68.98,
cozˇ prˇi zohledneˇn´ı prˇedpokladu, zˇe T je cˇ´ıslo prˇirozene´ da´va´ T = 69. Vezmeme-li v potaz,
zˇe pracujeme s 25-ti lety´mi cˇasovy´mi intervaly, dostaneme hodnotu pro polocˇas rozpadu
pro radium, ktera´ je prˇiblizˇneˇ 25 · 69 = 1725 let. Budeme-li tedy zacˇ´ınat naprˇ´ıklad s
mnozˇstv´ım 600 gramu˚ radia, tak se toto mnozˇstv´ı po 1725 letech zredukuje na 300 gramu˚
a za dalˇs´ıch 1725 let na 150 gramu˚ atd.. Tato za´vislost je graficky zna´zorneˇna v grafu 4.
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Obra´zek 4: Za´vislost vy´choz´ıho mnozˇstv´ı x(0) na uplynute´ dobeˇ n
Rozmnozˇova´n´ı jednolety´ch rostlin
Materia´l pro tento prˇ´ıklad pocha´z´ı z [3]. Nasˇ´ım u´kolem je navrhnout matematicky´ model,
ktery´ uda´va´ pocˇet rostlin v pozˇadovane´ generaci. Vı´me, zˇe rostliny produkuj´ı semena
na konci jejich r˚ustove´ho obdob´ı (v nasˇem prˇ´ıpadeˇ budeme uvazˇovat srpen), po ktere´m
zahynou. Avsˇak pouze zlomek teˇchto semen prˇezˇije zimu a ta ktera´ prˇezˇila, zacˇnou kl´ıcˇit
na zacˇa´tku jara (v nasˇem prˇ´ıpadeˇ budeme uvazˇovat kveˇten) a daj´ı za´klad nove´ generaci.
Oznacˇme
γ = pocˇet semen vyprudukovany´ch jednou rostlinou v srpnu,
α = pod´ıl jeden rok stary´ch semen, ktera´ vykl´ıcˇila v kveˇtnu,
β = pod´ıl dva roky stary´ch semen, ktera´ vykl´ıcˇila v kveˇtnu,
σ = pod´ıl semen, ktera´ prˇezˇila danou zimu.
Bude-li p(n) uda´vat pocˇet rostlin n-te´ generace, pak
p(n) = (rostliny z rok stary´ch semen) + (rostliny z dva roky stary´ch semen) ,
p(n) = αs1(n) + βs2(n), (4.5)
kde s1(n)/s2(n) je pocˇet jednolety´ch semen/dvoulety´ch semen v dubnu (prˇed vykl´ıcˇen´ım).
Pocˇet semen ktera´ z˚ustanou po vykl´ıcˇen´ı, lze napsat jako
zbyla´ semena = (nevykl´ıcˇena´)× (pocˇa´tecˇn´ı stav v dubnu) = s˜.
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Dostaneme tedy dveˇ rovnice
s˜1(n) = (1− α)s1(n), (4.6)
s˜2(n) = (1− β)s2(n), (4.7)
kde s˜1/s˜2 je pocˇet jednolety´ch/dvoulety´ch semen, ktera´ zbyla pote´, co neˇktera´ vykl´ıcˇila.
Nova´ semena s0(n) jsou vyprodukova´na v srpnu s pomeˇrem γ na rostlinu,
s0(n) = γp(n). (4.8)
Po skoncˇen´ı zimy semena s0(n), ktera´ byla nova´ v generaci n budou jeden rok stara´
v generaci n+ 1 a cˇa´st σs0(n) jich prˇezˇije. Tedy
s1(n+ 1) = σs0(n),
a s pouzˇit´ım vztahu (4.8)
s1(n+ 1) = σγp(n). (4.9)
Obdobneˇ
s2(n+ 1) = σs˜1(n),
kde pro s˜1 plat´ı vztah (4.6) a tedy
s2(n+ 1) = σ(1− α)s1(n),
s2(n+ 1) = σ
2γ(1− α)p(n− 1). (4.10)
Dosazen´ım vztah˚u (4.9) a (4.10) do rovnice (4.5) obdrzˇ´ıme upraveny´ vztah
p(n+ 1) = αγσp(n) + βγσ2(1− α)p(n− 1).
Cozˇ pro n+ 2 da´va´
p(n+ 2) = αγσp(n+ 1) + βγσ2(1− α)p(n).
Charakteristicka´ rovnice te´to diferencˇn´ı rovnice druhe´ho rˇa´du je
λ2 − αγσα− βγσ2(1− α) = 0,
jej´ızˇ charakteristicke´ korˇeny jsou
λ1 =
αγσ
2
[
1 +
√
1 +
4β
γα2
(1− α)
]
,
λ2 =
αγσ
2
[
1−
√
1 +
4β
γα2
(1− α)
]
.
Vid´ıme, zˇe λ1, λ2 jsou rea´lne´ korˇeny, jelikozˇ 1 − α > 0. Da´le λ1 > 0, λ2 < 0. Abychom
zajistili neomezeny´ r˚ust populace rostlin (p(n)→∞ prˇi n→∞) je trˇeba aby λ1 > 1. U λ2
tento pozˇadavek neklademe, jelikozˇ je λ2 < 0 a zp˚usobuje nezˇa´danou fluktuaci (oscilaci)
velikosti populace rostliny. Tedy
αγσ
2
[
1 +
√
1 +
4β
γα2
(1− α)
]
> 1⇒ αγσ
2
√
1 +
4β
γα2
(1− α) > 1− αγσ
2
.
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Umocneˇn´ım obou stran rovnice a zjednodusˇen´ım dostaneme, zˇe
γ >
1
ασ + βσ2(1− α) . (4.11)
Budeme-li uvazˇovat β = 0, tedy zˇa´dna´ dva roky stara´ semena nevykl´ıcˇ´ı v kveˇtnu. Podmı´nku
(4.11) uprav´ıme na
γ >
1
ασ
⇒ γασ > 1. (4.12)
Podmı´nka (4.12) rˇ´ıka´, zˇe k rozmnozˇen´ı populace rostlin dojde, pokud soucˇin vykl´ıcˇeny´ch
semen rostlinou vyprodukovany´ch, zlomek jeden rok stary´ch a zlomek semen, ktera´ prˇezˇila
zimu, bude veˇtsˇ´ı nezˇ jedna.
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5. ZA´VEˇR
5. Za´veˇr
V te´to pra´ci jsme uvedli dveˇ pocˇetn´ı krite´ria pro analy´zu asymptoticke´ stability
linea´rn´ıch diferencˇn´ıch rovnic s konstantn´ımi koeficienty, a sice Schurovo–Cohnovo krite´rium
a Routhovo–Schurovo krite´rium. Tato krite´ria jsou postavena na analy´ze dislokace korˇen˚u
charakteristicke´ho polynomu rovnice v˚ucˇi jednotkove´mu kruhu v komplexn´ı rovineˇ. Prvn´ı
krite´rium je zalozˇeno na oveˇrˇen´ı trˇ´ı podmı´nek, z nichzˇ dveˇ jsou trivia´ln´ı a trˇet´ı vyzˇaduje
vycˇ´ıslen´ı a posouzen´ı pozitivnosti posloupnosti determinant˚u matic, ktere´ jsou gene-
rova´ny z koeficient˚u analyzovane´ diferencˇn´ı rovnice (charakteristicke´ho polynomu). Druhe´
krite´rium spocˇ´ıva´ v postupne´ redukci charakteristicke´ho polynomu, kde je sledova´na ve-
likost jiste´ho parametru. Objem vy´pocˇt˚u u obou uvedeny´ch krite´ri´ı prˇ´ımo za´vis´ı na rˇa´du
diferencˇn´ı rovnice, tj. na stupni charakteristicke´ho polynomu. Obeˇ krite´ria jsou implemen-
tova´na do prostrˇed´ı Maple - viz Apendix. Prˇi realizaci algoritmu˚ je pr˚ubeˇzˇneˇ sledova´no
splneˇn´ı podmı´nek: jakmile nen´ı neˇktera´ z podmı´nek splneˇna, je oveˇrˇova´n´ı ukoncˇeno se
za´veˇrem, zˇe analyzovana´ diferencˇn´ı rovnice nen´ı asymptoticky stabiln´ı. V ra´mci pra´ce
je uvedena i metoda lokalizace hranice oblasti asymptoticke´ stability diferencˇn´ı rovnice,
jej´ızˇ pouzˇit´ı je ilustrova´no na vybrane´ numericke´ metodeˇ rˇesˇen´ı diferencia´ln´ıch rovnic.
Ve specia´ln´ıch prˇ´ıpadech linea´rn´ıch diferencˇn´ıch rovnic (zejme´na rovnic s neˇkolika ma´lo
nenulovy´mi koeficienty) lze z´ıskat efektivn´ı sadu nutny´ch a postacˇuj´ıc´ıch podmı´nek pro
asymptotickou stabilitu (pocˇet podmı´nek neza´vis´ı na rˇa´du diferencˇn´ı rovnice). Avsˇak v
obecne´m prˇ´ıpadeˇ je pouzˇit´ı pocˇetn´ıch krite´ri´ı dosud nezastupitelne´. Rˇesˇen´ı a analy´za sta-
bility je demonstrova´na na vybrany´ch aplikac´ıch z populacˇn´ı dynamiky. Studovana´ pro-
blematika ma´ sˇiroke´ vyuzˇit´ı i v mnoha jiny´ch oblastech. Z technicke´ho hlediska lze zmı´nit
zejme´na automatizaci, diskre´tn´ı rˇ´ızen´ı a analy´zu stability numericky´ch metod.
Problematika diferencˇn´ıch rovnic by se dala da´le rozsˇ´ıˇrit na soustavy rovnic pomoci
znalosti, zˇe kazˇda´ rovnice vysˇsˇ´ıho rˇa´du (jde o rˇa´d dva a v´ıce) se da´ prˇeve´st na syste´m
rovnic prvn´ıho rˇa´du. Toto je velmi d˚ulezˇita´ vlastnost diferencˇn´ıch rovnic, s jej´ızˇ pomoc´ı
lze kteroukoliv diferencˇn´ı rovnici druhe´ho a vysˇsˇ´ıho rˇa´du rˇesˇit pomoc´ı algoritmu pro rˇesˇen´ı
soustavy diferencˇn´ıch rovnic. Rovnice s jednou nezna´mou a jednou promeˇnnou jsou ne-
vhodne´ k popisu slozˇiteˇjˇs´ıch proble´mu˚ a je tedy trˇeba uvazˇovat rovnice se dveˇma nebo
v´ıce promeˇnny´mi. Tyto rovnice maj´ı sˇiroke´ vyuzˇit´ı v r˚uzny´ch veˇdecky´ch oborech, jako
je naprˇ´ıklad biologie (studie konkurencˇn´ıch druh˚u v populacˇn´ı dynamice), fyzika (studie
pohyb˚u dvou na sebe navza´jem p˚usob´ıc´ıch teˇles) a v mnoha jiny´ch oblastech.
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6. SEZNAM POUZˇITY´CH ZKRATEK A SYMBOLU˚
6. Seznam pouzˇity´ch zkratek a
symbol˚u
D definicˇn´ı obor
W(n) Casoratia´n
R mnozˇina rea´lny´ch cˇ´ısel
Z+ mnozˇina kladny´ch cely´ch cˇ´ısel
w koeficient Routhova–Schurova krite´ria
ODR1 obycˇejne´ diferencia´ln´ı rovnice 1. rˇa´du
E shift opera´tor
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A. Uka´zky zdrojovy´ch ko´d˚u
A.1. Schur–Cohn criterion.mw
Input
restart ;
Investigated polynomial
P := λ→ λ6 + 0.1 · λ5 + 0.3 · λ4 + 0.05 · λ3 + 0.5 · λ2 + 0.1 · λ1 + 3
Criterion
with(LinearAlgebra):;with(PolynomialTools):;with(ArrayTools):;with(ListTools):
cl:=Reverse(CoefficientList(P(λ),λ))
[1, 0.10.3, 0.0.5, 0.5, 0.1, 3]
k := Size(cl, 2)-1
6
CondI := evalb(P(1)>0);
true
CondII := evalb((−1)k·P(-1) > 0);
true
A1:=IdentityMatrix(k-1,k-1,compact=false,readonly=false)
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

for s from 1 to k -2 do
for i from s+1 to k -1 do
A1(i,i-s):=cl [s+1]:
end do:
end do:
evalm(A1); 
1 0 0 0 0
0.10 1 0 0 0
0.30 0.10 1 0 0
0.05 0.30 0.10 1 0
0.50 0.05 0.30 0.10 1

A2:=ZeroMatrix(k-1,k-1,compact=false, readonly=false)
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A. UKA´ZKY ZDROJOVY´CH KO´DU˚

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

for s from k by -1 to 2 do
for i from k+1-s to k -1 do
A2(2·k-s-i,i):=cl[s+1] :
end do:
end do:
evalm(A2); 
0 0 0 0 3
0 0 0 3 0.10
0 0 3 0.10 0.50
0 3 0.10 0.50 0.05
3 0.10 0.50 0.05 0.30

B+:=A1+A2 :
evalm(B+); 
1.00 0.00 0.00 0.00 3.00
0.10 1.00 0.00 3.00 0.10
0.30 0.10 4.00 0.10 0.50
0.05 3.30 0.20 1.50 0.05
3.50 0.15 0.80 0.15 1.30

B−:=A1-A2 :
evalm(B−); 
1.00 0.00 0.00 0.00 −3.00
0.10 1.00 0.00 −3.00 −0.10
0.30 0.10 −2.00 −0.10 −0.50
0.05 −2.70 0.00 0.50 −0.05
−2.50 −0.05 −0.20 0.05 0.70

CondIII :=true:
for s from 1 to iquo((k),2) do
SB+:=SubMatrix (B+,[iquo((k),2)-s+1..iquo((k),2)-s-1 ],[iquo((k),2)-s+1..iquo((k),2)-s-1 ]);
dSBplus [s]:=Determinant(SB+);
SB−:=SubMatrix (B−,[iquo((k),2)-s+1..iquo((k),2)-s-1 ],[iquo((k),2)-s+1..iquo((k),2)-s-1 ]);
dSBminus [s]:=Determinant(SB−);
if(dSBplus [s]≤0 )or (dSBminus [s]≤0) then CondIII=false;
print(dsBplus)[s],dSBminus [s]);
end if
end do;
evalb(CondI and CondII and CondIII ;
[4.00]
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A.1. SCHUR–COHN CRITERION.MW
4.00
[−2.00]
−2.00
4.00,−2.00 1.00 0.00 3.000.10 4.00 0.10
3.30 0.20 1.50

−33.56
 1.00 0.00 −3.000.10 −2.00 −0.10
−2.70 0.0. 0.50

15.20
−33.56, 15.20

1.00 0.00 0.00 0.00 3.00
0.10 1.00 0.00 3.00 0.10
0.30 0.10 4.00 0.10 0.50
0.05 3.30 0.20 1.50 0.05
3.50 0.15 0.80 0.15 1.30

305.80
1.00 0.00 0.00 0.00 −3.00
0.10 1.00 0.00 −3.00 −0.10
0.30 0.10 −2.00 −0.10 −0.50
0.05 −2.70 0.00 0.50 −0.05
−2.50 −0.05 −0.20 0.05 0.70

−103.94
305.80, 103.94
true
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A.2. Routh–Schur criterion.mw
Input
restart ;
Investigated polynomial
P := λ→ λ4 − 1.755 · λ3 + 1.012 · λ2 − 0.323 · λ1 + 0.0557
Criterion
with(LinearAlgebra):;with(PolynomialTools):;with(ArrayTools):;with(ListTools):
cla:=Reverse(CoefficientList(P(λ),λ))
[1,−1.755, 1.0212,−0.323, 0.057]
clb:=(CoefficientList(P(λ),λ))
[0.057,−0.323.1.0212.− 1.755.1]
k:=Size(cla,2)-1
4
w:=- clb[1]
cla[1] −0.057
clc := clb · w
[−0.003249, 0.018411, 0.057684, 0.100035,−0.057]
evalb(|w| < 1);
true
j:=k
if(|w| ≥ 1 then print(”Equation is not asymptotically stable”);print(”(|w| ≥ 1”);
end if ;
4
while(|w| < 1) and(j≥ 2) do clc:=clb ·w;
cl := cla + clc;
cla := (cla + clc)[1..j];
clb :=Reverse(cla);
w:=- clb[1]
cla[1]
;
if(|w| ≥ 1) then print(”Equation is not asymptotically stable”);print(”(|w| ≥ 1”);break
end if ;
j:=j -1;
end do;
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A.2. ROUTH–SCHUR CRITERION.MW
if (|w| < 1) then print(”Equation is asymptotically stable”)
end if
[−0.003249, 0.018411,−0.057648, 0.100035,−0.057]
[0.996751,−1, 736589, 0.954316,−0.222965, 0]
[0.996751,−1, 736589, 0.954316,−0.222965]
[−0.222965, 0.954316,−1, 736589, 0.996751]
0.2236917746
3
[−0.04987543652, 0.2134726396,−0.3884606752, 0.2229650000S]
[0.9468755635,−1.523116360, 0.5658553248, 0]
[0.9468755635,−1.523116360, 0.5658553248]
[0.5658553248,−1.523116360, 0.9468755635]
−.05976026276
2
[−0.3381566289, 0.9102183389,−0.5658553248]
[0.6087189346,−0.6128980211, 0]
[0.6087189346,−0.6128980211]
[−0.6128980211, 0.6087189346]
1.006865380
’Equation is not asymptotically stable’
|w| ≥ 1
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