ABSTRACT Motivation: It is biologically interesting to address whether human blood outgrowth endothelial cells (BOECs) belong to or are closer to large vessel endothelial cells (LVECs) or microvascular endothelial cells (MVECs) based on global expression profiling. An earlier analysis using a hierarchical clustering and a small set of genes suggested that BOECs seemed to be closer to MVECs. By taking advantage of the two known classes, LVEC and MVEC, while allowing BOEC samples to belong to either of the two classes or to form their own new class, we take a semi-supervised learning approach; for high-dimensional data as encountered here, we propose a penalized mixture model with a weighted L 1 penalty to realize automatic feature selection while fitting the model. Results: We applied our penalized mixture model to a combined dataset containing 27 BOEC, 28 LVEC and 25 MVEC samples. Analysis results indicated that the BOEC samples appeared to form their own new class. A simulation study confirmed that, compared with the standard mixture model with or without initial variable selection, the penalized mixture model performed much better in identifying relevant genes and forming corresponding clusters. The penalized mixture model seems to be promising for high-dimensional data with the capability of novel class discovery and automatic feature selection.
INTRODUCTION
A biologically interesting question is whether human blood outgrowth endothelial cells (BOECs) belong to or are closer to large vessel endothelial cells (LVECs) or microvascular endothelial cells (MVECs). BOECs are being explored for efficacy in endothelialbased gene therapy (Lin et al., 2002) , and as being useful for vascular diagnostic purposes (Hebbel et al., 2005) ; in each case, it is important to know whether BOEC have characteristics of MVECs or of LVECs. Based on the expression of gene CD36, it seems reasonable to characterize BOECs as MVECs (Swerlick et al., 1992) . However, CD36 is expressed in endothelial cells, monocytes, some epidermal cells and a variety of cell lines; characterization of BOECs or any other cells using a single gene marker seems unreliable. Jiang (2005) conducted a genome-wide comparison: microarray gene expression profiles for BOEC, LVEC and MVEC samples were clustered; it was found that BOEC samples tended to cluster together with MVEC samples, suggesting that BOECs were closer to MVECs.
There were two potential shortcomings with the above approach. First, the method used was hierarchical clustering, an unsupervised learning technique ignoring the known classes of LVEC and MVEC samples; it seems more natural to use semi-supervised learning, treating the class labels of LVEC and MVEC samples as known while that of BOEC samples unknown (see McLachlan and Basford, 1988; McLachlan, 1992; Zhu, 2006 , http://www.cs.wisc.edu/ jerryzhu/pub/ssl_survey.pdf for reviews on semi-supervised learning). It is worth pointing out that many semi-supervised learning approaches are not applicable to the current problem, which requires that a learning algorithm to have the ability for novel class discovery: the BOEC samples may belong to one of the two known LVEC and MVEC classes, or they may form their own new class. Second, the clustering results were based on the expression levels of 37 genes, which were selected to best discriminate between LVEC and MVEC samples. Importantly, any clustering result may critically depend on the features or genes being used; the small number of the genes used might not reflect the whole picture. It would be desirable to start with a larger set of the genes to cluster; however, there is a dilemma: using too many genes, most of which may not be informative in discriminating known and unknown classes, would lead to covering some true clustering structures underlying data, as to be shown later. For such high-dimensional data, it is thus necessary to have a feature selection mechanism, preferably embedded within the learning framework, as opposed to the usual practice of first selecting features and then fitting/learning a model; as to be shown, the practice of pre-selecting features can perform terribly because such selected features may not be relevant at all to uncovering interesting clustering structure of data, largely due to the separation between the two steps of feature selection and model fitting. In this work, we propose a new method that overcomes the above two problems: we take a semi-supervised learning approach in the framework of a penalized mixture model, allowing automatic variable selection simultaneously with model fitting. We demonstrate that, with a larger set of genes included in a starting model and with appropriate automatic gene selection, BOEC samples tend to form a separate cluster from those of LVEC and MVEC samples.
Although semi-supervised learning via a finite mixture model has been studied in the statistics and machine learning literature (McLachlan and Peel, 2002, Section 2.19; Nigam et al., 2006) , and in particular applied to microarray data analysis (Alexandridis et al., 2004) , our proposal of using a penalized likelihood to realize automatic variable selection in this context is novel; in fact, variable selection in this context is largely a neglected topic, though the results may critically depend on what variables are to be used, as to be shown later. This work extends the penalized unsupervised learning/clustering analysis method of Pan and Shen (2006, http://www.biostat.umn .edu./rrs.php) to semisupervised learning. We emphasize that variable selection is not trivial in semi-supervised learning. Most existing methods, such as Alexandridis et al., (2004) , employ a two-step strategy: first, selecting variables based on labeled samples or some ad hoc heuristics; second, using selected variables to conduct semisupervised learning. A serious issue in these types of approaches is the separation between the two steps: the variable selection step is completely independent of model-learning, and hence there is no guarantee that selected variables are relevant to the subsequent learning task; e.g. if we use only labeled data to select variables, the chosen variables may not be informative to distinguishing novel classes of unlabeled data from known classes of labeled data, as to be illustrated in our simulation study. In addition, final results depend on the number of variables selected, while determining how many variables to keep is probably even more challenging. Finally, as demonstrated in regression and classification, variable selection may not be stable, while penalized regression may be more effective, especially when there is a sparse solution (Tibshirani, 1996) , as encountered with high-dimensional data, which is our focus here.
In the sequel, we first review the standard mixture model for semi-supervised learning, then propose our new penalized mixture model, along with an EM algorithm to fit the model. Next we compare the performance of the standard and penalized mixture models using simulated data; we illustrate the performance of the methods when applied to the real microarray data containing BOEC, LVEC and MVEC samples to determine whether the BOEC samples belong to one of the two other classes. We end with a short discussion.
METHODS

Semi-supervised learning via standard mixture model
With partially labeled or classified data, we have K-dimensional feature vectors: x 1 ,. . .x n , of which the first n 0 do not have class labels while the last n 1 have. Suppose that there are g ¼ g 0 + g 1 classes, of which the first g 0 are unknown classes to be discovered while the last g 1 are known classes. Suppose z ij is the indicator of whether observation x j is in class i : z ij ¼ 1 if and only if x j is known to be in class i; z ij ¼ 0 if and only if x j is known not to be in class i. Note that, z ij s are missing for 1 j n 0 , whereas z ij s are observed for n 0 < j n.
A mixture model is commonly used as a generative model for partially labeled data (McLachlan and Peel, 2002) : it is assumed that each observation x comes from a finite mixture distribution f ðx; QÞ ¼ P g i¼1 p i f i ðx; i Þ, with the mixing proportion p i , class-specific distribution f i and its parameters i ; i.e. each observation comes from f i , one of g components/classes/clusters, with prior probability p i . For highdimensional data with small sample sizes, following Pan and Shen (2006) , we propose each class-specific distribution f i as a Normal distribution with a common diagonal covariance matrix:
To determine which component an unlabeled observation x j comes from, we calculate the posterior probability of x j s coming from component i:
for some k, then the terms involving x jk will cancel out from the numerator and the denominator of t ij ; i.e. feature/attribute k does not contribute to classification. Therefore, a common mean component m ik across all the clusters i effectively realizes variable selection. It is noted that this is only possible under the assumption of a common diagonal covariance matrix V across all clusters; e.g. if some cluster-specific covariance matrices V i are used, even if m 1k ¼ m 2k ¼ . . . m gk , the terms involving x jk will not cancel out from t ij ; i.e. attribute k still contributes to classification. As usual, the mixture model involves unknown parameters to be estimated. Denote Q ¼ {(p i , i ):i ¼ 1, . . . , g} for all unknown parameters, with restriction that 0 p i 1 for any i and P g i¼1 p i ¼ 1. Given the data, the log-likelihood is
The maximum likelihood estimator (MLE) of Q can be obtained by maximizing the above log-likelihood using the EM algorithm (Dempster et al., 1977) ; see McLachlan and Peel (2002, section 2.19 ) for details.
Penalized mixture model
Rather than using the standard mixture model, following Pan and Shen (2006) , we propose using a penalized mixture model for model regularization, realizing automatic variable selection; i.e. we propose using maximum penalized likelihood estimator (MPLE) of Q, as opposed to MLE, to fit the model. Specifically, we maximize the below penalized log-likelihood with a weighted L 1 penalty:
where w ik s are weights to be given later. Note that, throughout this article, it is assumed that, prior to analysis, we have standardized the data so that each feature has sample mean 0 and sample variance 1. Hence, for any feature k, if the m ik s are all zero for all 1 i g, then feature k will not be used; the L 1 penalty serves to obtain a sparse solution with many small estimates of m ik s automatically set to 0, thus realizing variable selection.
We derive an EM algorithm to maximize the penalized log-likelihood. To save space, we only summarize the major steps below; in particular, it is confirmed that the L 1 -penalty results in a thresholding rule with the desired sparsity property. We use generic notation Q(m) to represent the parameter estimates at iteration m. The EM iterates the following steps:
Penalized mixture model for sample classification 
is either the estimated posterior probability or the indicator of x j s coming from cluster i; andm
is the usual update for m i if there is no penalty; for any h, h + ¼ h if h > 0 and h + ¼ 0 otherwise. Note that all the operations in (3), including sign() and () + , are component-wise;
The above steps are iterated until convergence, resulting in the MPLEQ Q. Then we use (4) to calculate the posterior probability of any unlabeled observation's belonging to each cluster, and assign it to the cluster with the largest probability. Because of possible existence of multiple local maxima, we started the algorithm multiple times with various starting values for the EM: we used the results from each of multiple K-means runs as starting values for the EM. We fitted a series of models with various values of g 0 , g 1 and l, then used a model selection criterion to choose their appropriate values, as to be discussed in the next section.
If by an amount lw ik s
ij . It can be seen that, ifm m ik ¼ 0 for any i, then the k-th feature does not contribute to classification: it will be cancelled out from the numerator and the denominator of (4).
Note that in (3), if we usem m , we obtain the MLE at the convergence, which is equivalent to using l ¼ 0. Zou (2005, http://www.stat.umn.edu/~hzou/Papers/AdaLasso.pdf 2006) proposed using the weighted L 1 penalty in the context of supervised learning. Here we extend the idea to the current context: we propose using w ij ¼ 1/ jm m ik j w with w ! 0; the standard L 1 penalty corresponds to w ¼ 0. The weighted penalty automatically realizes a data-adaptive penalization: it penalizes more on smaller m ik while penalizing less on, and thus reducing the bias for, larger m ik , leading to better feature selection and classification performance. As in Zou (2006) , we tried w 2 f0‚1‚2‚4g and found only minor differences in results for w > 0; for simplicity we will present results only for w ¼ 0 and w ¼ 1.
Model selection
In practice, we need to determine for a mixture model the number of components g 0 . For the standard mixture model with maximum likelihood estimation, it is most popular to use Bayesian information criterion (BIC) (Schwartz, 1978) defined as BIC ¼ À 2 log LðQ QÞ þ log ðnÞd‚ where d ¼ g + K + gK À 1 is the total number of unknown parameters in the model; the model with a minimum BIC is selected (Fraley and Raftery, 1998) . For the penalized mixture model, Pan and Shen (2006) proposed a modified BIC: to take account of penalization, they proposed replacing d by an 'effective' number of parameters, estimated as d e ¼ g + K + gK À 1Àq where q is the number of MPLEs equal to 0; i.e. BIC ¼ À 2 log LðQ QÞ þ log ðnÞd e :
The idea was borrowed from and Zou et al. (2004, http://stat.stanford.edu/~hastie/pub.htm) who estimated the effective number of parameters for L 1 penalized regression, such as LASSO, in a similar way; Pan and Shen found that this modified BIC worked reasonably well for penalized clustering; as to be shown in our simulation, it also worked well here, though more rigorous studies are needed. Although resampling based model selection methods, including cross-validation or data perturbation (Shen and Ye, 2002; , can be also used, BIC has an advantage of being computationally less demanding.
In summary, we propose using this modified BIC to select the number of components g 0 and the penalization parameter l simultaneously. A grid search to determine an optimal l is straightforward; as a general strategy, trials and errors can be used: first we try a wider range of l values, and then have a finer grid-search near the l with minimum BIC. Finally, we select a combination of (g, l) yielding a minimum BIC.
RESULTS
Simulated data
3.1.1 Simulation set-ups We considered four non-null (i.e. g 0 > 0) simulation set-ups mimicking the real data: for each set-up, there were respectively 20 observations in the g 0 ¼ 1 unknown class and g 1 ¼ 2 known classes; there were K ¼ 200 independent attributes, among which 2K 1 were informative while the remaining ones were noise variables; the distributions of each of the first K 1 informative attributes were N(0,1), N(0,1) and N(1.5,1) for the three classes respectively, while those of each of the next K 1 informative attributes were N(1.5,1), N(0,1) and N(0,1) respectively; each of the K À 2K 1 noise variable was distributed as N(0,1). Therefore, the first K 1 informative attributes distinguished the third class with the other two, while the next K 1 informative attributes discriminated the first one from the other two. The four set-ups corresponded to K 1 ¼ 10, 15, 20 and 30, respectively.
We also considered a null case with g 0 ¼ 0 and the set-up was similar to the above ones: the first K 1 attributes were discriminatory to the two known classes with the same distributions as before; however, the remaining K À K 1 were all noise variables with N(0,1) distributions for each class. We only considered the case with K 1 ¼ 30.
For each simulation set-up, 100 independent datasets were generated. Both the standard method without variable selection (i.e. l ¼ 0) and our proposed penalized method with BIC-selected l were applied; only w ¼ 0 was considered for the penalized method. For each dataset, the algorithm for each method was run 10 times: at each run, a random partition of the unlabeled data was input to the K-means, whose results were in turn input to the EM or modified EM; the final result was the one with the maximum likelihood or penalized likelihood (for the given l). For the penalized method, each l 2 F ¼ {0,2,4,6,8,10,12,15,20,25} was tried; the final result was selected to be the one minimizing BIC. The set F was determined by trials and errors: we searched finer grids on a few datasets and found that the optimal l based on BIC was well within this range. Table 1 summarizes the results from 100 independent simulations for each of the five set-ups. For the non-null cases, as K 1 increased, the problem became easier. Because of the presence of noise attributes, the standard mixture model incorrectly selected g 0 ¼ 0; i.e. it tended to assign observations coming from a new class into one of the two known classes. In contrast, the penalized method, equipped with automatic variable selection, performed much better in identifying correct g 0 ¼ 1, and thus correctly determining that unlabeled observations came from a novel class. It was also verified that the penalized method could correctly detect most of the noise attributes. On the other hand, in the few cases where the penalized method incorrectly selected g 0 ¼ 0, it was largely owing to over-penalization, leading to discarding even informative attributes.
Comparison between the standard and penalized methods
For the null case, both the standard and penalized methods selected g 0 ¼ 0 correctly. Again an advantage of the penalized method is its ability for variable selection: it always correctly detected and discarded 170 noise attributes, though it also incorrectly threw away some informative attributes.
Comparison with variable selection
These simulated data clearly demonstrated the importance of variable selection. We emphasize here that, an initial variable selection based on labeled data did not help here: for any non-null case, if we selected the variables that discriminated between the two known classes, ideally only the first group of K 1 informative attributes would be selected, which however were not informative to discriminating the novel class (for unlabeled data) from the other two, leading to incorrectly selecting g 0 ¼ 0. On the other hand, treating unlabeled data as a separate class and selecting variables to discriminate the three classes would be able to identify both groups of informative genes in these cases, however, there was no guarantee that it would work for other data because the unlabeled data might simply come from various known classes; more importantly, because of the separation between the two steps of gene selection and fitting the mixture model, it might only identify a model of no interest, as opposed to the one of interest, as shown next.
We did a simulation study using the data from simulation set-up 1. An F-statistic based on the ratio of between-class sum of squares and within-class sum of squares (Broet et al., 2004; Huang et al., 2005) could be used to detect genes with differential expression among the classes, and thus to rank the genes. We considered two ways to rank the genes based on the F-statistic: first, by ignoring the unlabeled data, we ranked the genes based on the two known classes for the labeled data (F 2 ); second, by treating the unlabeled data as a new class, we ranked the genes based on the three classes (i.e. two for the labeled data and one for unlabeled data) (F 3 ). Top K 0 genes with the largest F 2 or F 3 statistics were selected and used respectively in a standard mixture model; in each case, two models corresponding to g 0 ¼ 0 and g 0 ¼ 1 were fitted; we selected the one with the minimum BIC. Table 2 gives the frequencies of the models selected for various values of K 0 . It is obvious that, for a small K 0 , it was more likely to choose g 0 ¼ 0, corresponding to incorrectly treating unlabeled data as coming from one of the two known classes; this happened because the selected attributes tended to be from the first group of informative attributes, which could not distinguish the unlabeled data from one of the two known classes. Hence, a difficulty with this two-step approach was The corresponding means (with standard errors in parentheses) of BIC, l, the number of the first 2K 1 (or K 1 for the null case) informative attributes excluded (#Zero1), and the number of the last 200 À 2K 1 (or 200 À K 1 ) noise attributes excluded (#Zero0) are also included.
the correct choice of K 0 . Most strikingly, if K 0 was treated as a parameter and we used BIC to select K 0 , it turned that K 0 ¼ 5 would always be selected; see the last row of Table 2 . This happened because, the top K 0 ¼ 5 attributes were indeed discriminatory for the two known classes and led to a correct and most parsimonious model, which was of no interest but still selected by BIC. In summary, the two-step approach of first selecting variables and then applying a standard semi-supervised learning is problematic: because of the separation of the two steps, the selected variables may identify a correct model, which however may not be of interest! This is a unique point with semi-supervised learning, as in unsupervised learning (Pan and Shen 2006) , differing from supervised learning. In contrast, penalized methods, coupled with automatic variable selection, are much viable in this aspect. Chi et al. (2003) collected 53 cDNA two-channel microarray samples, including 28 large vessel endothelial cell (LVEC) and 25 microvascular endothelial cell (MVEC) samples. Jiang (2005) presented 27 human blood outgrowth endothelial cell (BOEC) samples using Affymetrix U133A microarrays; probe-set expression levels were summarized by the RMA method (Irizarry et al., 2003) . There were 9289 unique common genes in the two datasets.
Real data
Because of different microarray platforms used in the two studies, it is necessary to normalize the data to possibly eliminate any systematic and inherent difference owing to the two platforms prior to a combined analysis. With the presence of six human umbilical vein endothelial cell (HUVEC) samples from each of the two datasets, Jiang (2005) compared 64 possible combinations of a three-step normalization procedure and identified the best one that maximized the mixing of the 12 HUVEC samples in a hierarchical clustering analysis. Here we used the combined 80 samples normalized by the same method.
In semi-supervised learning, we treated the class labels of the 28 LVEC samples and that of the 25 MVEC samples as known with g 1 ¼ 2. We either did not allow the existence of the third class with g 0 ¼ 0, or allowed it with g 0 ¼ 1; some other combinations of (g 0 ,g 1 ) values were also tried with similar results (data not shown). We considered three scenarios with three sets of genes. For each scenario, we presented six models: the standard model without penalization (i.e. l ¼ 0), two penalized models with w ¼ 0 and w ¼ 1, respectively, each with a selected l minimizing BIC, for (1) (g 0 ¼ 0, g 1 ¼ 2) and (2) (g 0 ¼ 1, g 1 ¼ 2), respectively. The EM was randomly started 20 times with the starting values from the K-means output. At the convergence of the EM, we used formula (4) to calculate the posterior probabilities and thus classified the LVEC and MVEC samples, as for BOEC samples. Although the class labels of the LVEC and MVEC samples were known, it was interesting to see how these samples would be classified based on a fitted model, as a partial validation of the fitted model; this was done throughout the tables presented next. Jiang (2005) used both SAM (Tusher et al., 2002) and PAM (Tibshirani et al., 2003) to identify a list of 37 genes discriminating the LVEC and MVEC samples. Based on a hierarchical clustering analysis of the expression levels of these 37 genes, Jiang found that samples of each type seemed to stay together by themselves, and that the cluster of BOEC samples was first merged with that of the MVEC samples, hence concluding that BOEC samples were closer to MVEC samples. Here we approached the same problem by semi-supervised learning using the same set of the 37 genes.
Using 37 genes discriminating LVECs and MVECs
With the same 37 genes, we used a semi-supervised mixture model with g 0 ¼ 0 and g 1 ¼ 2 to classify BOEC samples to one of the two known classes. The results confirmed that most (for l ¼ 0 or w ¼ 0) or even all (for w ¼ 1) BOEC samples were classified into the MVEC class (Table 3) . However, if we allowed the existence of a possible new class, a half (for the standard method with l ¼ 0) or more than a half (for the penalized methods) of BOEC samples seemed to form their own class (Table 3) . Overall, based on BIC values, the penalized mixture model with (l ¼ 3, w ¼ 1) for (g 0 ¼ 1, g 1 ¼ 2) seemed to be the best.
An advantage of the penalized methods was their ability to automatically select genes. In particular, the penalized method with w ¼ 1 was the winner with fewest genes: only 2/3 of the 37 genes were used in the final model (Table 4) . Table 2 . Frequencies of the selected numbers (g 0 ) of the cluster for unlabeled data in variable selection from 100 simulated datasets: top K 0 genes with the largest F-statistics based on labeled data (F 2 ), or both labeled and unlabeled data (F 3 ), were used in the standard mixture model; the last row was for the frequency of g 0 values selected when the best K 0 values were determined by BIC; true g 0 ¼ 1 Table 3 . Semi-supervised learning with 37 genes 2  1  2  1  2   BOEC  1  26  6  21  0  27  LVEC  24  4  25  3  25  3  MVEC  2  23  3  22 2 23 The BIC values of the six models (from left to right and from top to bottom) were 2600, 2549, 2510, 2618, 2520 and 2467 respectively.
Using top 1000 genes discriminating LVECs and
MVECs It would be interesting to investigate whether the conclusion would remain the same as a larger number of the genes were used. For this purpose, we considered using the top 1000 genes with the largest absolute SAM T-statistics discriminating between the LVEC and MVEC samples (Tusher et al., 2002) . If we intended to classify BOEC samples to one of the two known classes, the standard method classified 16 and 11 BOEC samples to one of the two classes respectively (Table 5) ; however, the two penalized methods estimated the two cluster centers at 0, implying that there was only a single cluster. In fact, the BIC values were all large, e.g. compared with that of using (g 0 ¼ 1, g 1 ¼ 2), suggesting the existence of more classes. Indeed, if a new class was allowed, it was formed mostly by BOEC samples, largely separate from the LVEC and MVEC classes (Table 5) . Penalized methods gave an impressive performance for gene selection: $85% of the 1000 genes were not used (Table 6) .
3.2.3 Using top 1000 genes with largest sample variances The above analyses were based on the genes that discriminated between LVEC and MVEC samples; it might be argued that some other genes, e.g. those discriminating between BOEC and LVEC/ MVEC samples but not between LVEC and MVEC samples, were omitted and should be included. A more objective way was to use some genes with large variations across all the samples; we used top 1000 genes with the largest sample variances across the 80 samples, and similar conclusions were drawn when 2000 genes were used (data not shown). First, if BOEC samples were forced to go into one of the two known classes with (g 0 ¼ 0, g 1 ¼ 2), the result was consistent with the previous conclusion: BOEC samples formed their own class while the LVEC and MVEC samples were largely mixed together; in fact, one penalized method (w ¼ 0) regarded that there was only a single cluster (Table 7) . Better models (with smaller BIC values) were obtained by allowing the existence of a new class with (g 0 ¼ 1, g 1 ¼ 2); now the three types of the samples formed their own classes, respectively (Table 7) .
Again the penalized methods did not use all the 1000 features after automatic variable selection; in particular, a large number of features were regarded as non-informative for the two-class problem (Table 8) .
We also conducted a model-based clustering analysis; i.e., we did not use any class labels and tried to group the 80 samples based on their expression profiles only. With three clusters, it was verified that the BOEC samples formed their own cluster while the other two types of samples mixed with each other (data not shown); similar results were obtained with larger numbers of clusters (data not Table 4 . Penalized semi-supervised learning: numbers of the 37 features with cluster-specific zero mean estimates and that across all clusters Table 5 . Semi-supervised learning using top 1000 genes discriminating between LVEC and MVEC samples 1  2  3  1  2  3  1  2  3   BOEC  27  0  0  27  0  0  27  0  0  LVEC  1  25  2  1  25  2  1  25  2  MVEC  0  2  23  4  4  17  3  4  18 The BIC values of the six models (in the same order as in Table 3) were 77418, 71458, 71458, 79254, 70847 and 70427 respectively. Table 6 . Penalized semi-supervised learning with g 0 ¼ 1 and g 2 ¼ 2 using top 1000 genes discriminating between LVEC and MVEC samples: numbers of the 1000 features with cluster-specific zero mean estimates and that across all three clusters Cluster  1  2  3  All  1  2  3  All  #Zeros  926  909  921  859  918  910  904  837   Table 7 . Semi-supervised learning using top 1000 genes with largest sample variances 1  2  3  1  2  3  1  2  3   BOEC  27  0  0  27  0  0  27  0  0  LVEC  1  25  2  1  25  2  0  25  3  MVEC  2  1  22  2  2  21  0  3  22 BIC values of the six models (in the same order as in Table 3 ) were 74938, 71383 and 71412, 68312, 66812 and 65125 respectively.
shown). This example clearly demonstrated an apparent advantage of semi-supervised learning over unsupervised learning.
DISCUSSION
As expected, clustering or classification results depend on which features are being used. For our motivating example, with various larger sets of genes, it was found that the BOEC samples seemed to be different from both LVEC and MVEC samples, and formed a new class. Because of different platforms of microarray chips used, this result might only reflect artificial differences between the chips; although a normalization method was developed and applied to eliminate or minimize such platform differences, some differences might still remain. This is a limitation of the current data, and further studies are needed. The major contribution of this work is the use of penalized mixture model for semi-supervised learning. As in clustering (Pan and Shen, 2006) , variable selection in semi-supervised learning is both critical and challenging. The usual practice of first selecting variables and then clustering does not work: because of the separation between variable selection and model fitting, selected variables may not be relevant at all; in contrast, our proposed penalized mixture model accomplishes the two goals simultaneously, leading to much better performance, as shown in our numerical examples.
Our proposed semi-supervised learning method is a natural extension of penalized model-based clustering (Pan and Shen, 2006) : both are based on finite normal mixture models, and use penalized likelihood for estimation; the difference is that here we have partially labeled data while only unlabeled data are given in the latter. There are also some similarities between the nearest shrunken centroids (NSC) (Tibshirani et al., 2002 (Tibshirani et al., , 2003 and these two penalized mixture model methods. First, all three aim to handle high-dimensional (and low-sample-sized) data as encountered in genomics, which partially determines the below similarities. Second, all assume a Normal distribution for each cluster or class. Third, all adopt a common diagonal covariance matrix for all the clusters/classes, which simplifies estimation for such data and facilitates variable selection. Fourth, all use soft-thresholding to realize variable selection. Nevertheless, the three methods are quite different. First of all, obviously, they handle supervised, semi-supervised, and unsupervised learning tasks respectively. Second, the penalization in NSC is largely based on heuristics, while the other two are cast in the general and unified framework of penalized likelihood.
Mixture models have been used in semi-supervised learning with novelty discovery, e.g. for text classifications (Nigam et al., 2006) . However, to our knowledge, there is no use of penalization. With a large number of features, as for text classification data and genomic data, we have demonstrated the importance of simultaneous feature selection and model fitting. Here we have only considered a single Normal distribution for each class; a mixture of Normals can be also used (Nigam et al., 2006) . Extensions to fully Bayesian implementations of mixture models (Broet et al., 2002) and to incorporating the idea of 'tight clustering' (Tseng and Wong, 2005) into the current context may be also useful. These are interesting topics to be studied in the future.
