Abstract-The transmission capacity of an ad-hoc network is the maximum density of active transmitters in an unit area, given an outage constraint at each receiver for a fixed rate of transmission. Assuming channel state information is available at the receiver, this paper presents bounds on the transmission capacity as a function of the number of antennas used for transmission, and the spatial receive degrees of freedom used for interference cancelation at the receiver. Canceling the strongest interferers, using a single antenna for transmission together with using all but one spatial receive degrees of freedom for interference cancelation is shown to maximize the transmission capacity. Canceling the closest interferers, using a single antenna for transmission together with using a fraction of the total spatial receive degrees of freedom for interference cancelation depending on the path loss exponent, is shown to maximize the transmission capacity.
I. INTRODUCTION
In an ad-hoc wireless network, multiple transmitter-receiver pairs communicate simultaneously in an uncoordinated manner without the help of any fixed infrastructure. Because of the uncoordinated nature of communication, multiple transmitters attempt to transmit at the same time, and consequently create interference at each other's receivers. The inter-user interference is a major bottleneck in an ad-hoc network and severely limits the rate of successful transmissions. Employing multiple antennas at each transmitter and receiver is one of the promising techniques to increase the data rate and mitigate interference in an ad-hoc wireless network. The focus of this paper is on characterizing how to use multiple transmit and receive antennas in an ad-hoc network to maximize the transmission capacity, where the transmission capacity is the maximum allowable transmission density of nodes, satisfying a per transmitter receiver rate, and outage probability constraints [1] - [4] .
Prior work on finding the transmission capacity with multiple antennas [5] - [14] considered some specific multiple This work was funded by DARPA through IT-MANET grant no. W911NF-07- 1-0028. antenna configurations such as a single transmit antenna with or without interference cancelation [9] - [11] , [14] , or multiple transmit antennas with no interference cancelation [9] , [12] , [13] .
In this paper we assume that each node of the ad-hoc network is equipped with N antennas, and each transmitter sends k, k ∈ [1, 2, . . . , N] independent data streams from any of its k antennas with equal power allocation to its intended receiver without any channel state information (CSI). The receiver is assumed to use m spatial receive degrees of freedom (SRDOF) for canceling c(k, m) := m k interferers using partial ZF [11] , and the remaining N − m SRDOF for decoding the signal of interest. The SRDOF refers to the number of spatial dimensions, that through linear processing, can be used to separate multiple source symbols. With partial ZF, to cancel m interferers, the received signal is projected onto to the null space of the m interferers to be canceled. We consider two different interference cancelation options: canceling the c(k, m) nearest interferers in terms of their distance from the receiver, and canceling the c(k, m) interferers that are strongest in terms of the interference power received at the receiver. Summarizing our results, to maximize the transmission capacity, the optimal values of k and m are:
• Canceling the nearest interferers: single transmit antenna k = 1, and m = 1 − 2 α N (α is the path loss exponent) SRDOF for interference cancelation. The transmission capacity lower bound scales linearly with N .
• Canceling the strongest interferers: single transmit antenna k = 1, and m = N − 1 SRDOF for interference cancelation for small outage probability → 0. The transmission capacity scales as Θ N (
. This result also proves the conjecture of [10] , where it was only proved for N ≤ α.
Thus, to maximize the transmission capacity of ad-hoc networks, it is optimal to use only a single transmit antenna, even when multiple antennas are available at each transmitter, and most of the receive antennas for interference cancelation.
Notation: The space of M × N matrices with complex entries is denoted by C M ×N where C denotes the field of complex numbers. The Euclidean norm of a vector a is denoted by |a|. An m × m identity matrix is denoted by I m and 0 m is as an all zero m × m matrix. The superscripts T , * , † represent the transpose, transpose conjugate and element wise conjugate. The expectation of function f (x) with respect to x is denoted by E(f (x)). The integral
. A circularly symmetric complex Gaussian random variable x with zero mean and variance σ 2 is denoted as x ∼ CN (0, σ 2 ). Factorial of an integer n is denoted as n!. Let S 1 be a set and S 2 be a subset of S 1 . Then S 1 \S 2 denotes the set of elements of S 1 that do not belong to S 2 . Let f (n) and g(n) be two function defined on some subset of real numbers.
To define a variable we use the symbol :=.
II. SYSTEM MODEL
Consider an ad-hoc network where each node is equipped with N antennas. We adopt the assumptions considered in previous transmission capacity analysis of ad-hoc networks [1] , [2] , [10] . The location of each transmitter is modeled as a homogenous Poisson point process on a two-dimensional plane with intensity λ 0 . Thus, the mean number of transmitters in an unit area is λ 0 . We consider a slotted ALOHA like random access protocol, where each transmitter sends with an access probability P a , independently of all other transmitters. Consequently, the active transmitter process is also a homogenous Poisson point process on a two-dimensional plane with intensity λ = P a λ 0 . Let the location of n th active transmitter be T n . The set of all active transmitters is denoted by Φ = {T n }. We also assume that each transmitter T n is located at a distance d from its intended receiver R n .
The received signal at receiver R 0 corresponding to transmitter T 0 is
where P t is the transmit power of each transmitter, H 00 ∈ C N ×N is the channel between T 0 and R 0 , H 0n ∈ C N ×N is the channel between T n and R 0 , d n is the distance between T n and R 0 , α is the path loss exponent α > 2, x 0 and x n are the N ×1 vector of data transmitted from T 0 and T n , respectively, and z 0 is the additive white Gaussian noise. All results in this paper are valid for α > 2. We consider the interference limited regime, i.e. noise power is negligible compared to the interference power, and henceforth drop the noise contribution [1] . We also divide throughout by P t , since the signal to interference ratio is independent of P t . The channel matrix between transmitter (T n , R n ) is denoted by H nn . We assume that each entry of H 00 , H 0n , and H nn is independent and identically distributed CN (0, 1) to model a richly scattered fading channel with independent fading coefficients between different transmitting receiving antennas similar to [9] - [11] .
For a given rate R, if the outage probability for transmission between T 0 and R 0 is P out = P (I(x 0 ; y 0 ) ≤ R) = , where I(x 0 ; y 0 ) is the mutual information between x 0 and y 0 , then with probability 1− , rate R can be supported between T 0 and R 0 . Then, the transmission capacity of the ad-hoc network is defined as C := λ(1 − )R bits/sec/Hz/m 2 [1] , by summing over all the λ simultaneous transmissions in the network. The problem to solve now is to find the maximum λ for a given rate R, and outage probability .
To compute the outage probability we consider a typical transmitter receiver pair (T 0 , R 0 ). It has been shown in [1] that the performance of the typical transmitter receiver pair is identical to the network wide performance, using the stationarity of the homogenous Poisson point process, and the Slivnyak's Theorem [15] . Slivnyak's Theorem also states that the location of the interferers for the typical receiver R 0 , Φ\{T 0 } is a homogenous Poisson point process with intensity λ. Since the interference received at R 0 is Tn∈Φ\{T0}
H 0n x n , we use the statistics of the homogenous Poisson point process Φ\{T 0 } with intensity λ to evaluate the bounds on the outage probability similar to [1] . We assume that no transmitter has any CSI, while each receiver knows the channel between itself and its intended transmitter as well as the channel between itself and all the interferers. Each transmitter, however, knows the received signal-to-interference and noise ratio to achieve the mutual information.
III. MULTI-ANTENNA TRANSMISSION AND INTERFERENCE CANCELATION
In this section we assume that each transmitter uses k, k = 1, 2, . . . , N, of its N antennas to transmit k independent data streams to its receiver with equally distributing the power over all k antennas. Since no CSI is available at the transmitter, any k out of the N antennas can be used for transmission without any difference in performance. We consider two different reception strategies at the receiver. In the first strategy, using its m SRDOF, the receiver cancels all the k streams of the c(k, m) = m k nearest interferers in terms of distance from the receiver, while in the second, all the k streams of the c(k, m) strongest interferers in terms of interference power are canceled. A block diagram depicting the transmit-receive strategy is illustrated in Fig. 1 . The goal of this section is to identify the value of k and m that maximizes the transmission capacity with these two strategies.
Let
T be the k × 1 signal transmitted from transmitter T i , where each element x i ( ), = 1, 2, . . . , k is independent and CN (0, 1) distributed. Then the received signal at the typical receiver R 0 is
where H 00 , H 0i ∈ C N ×k and x i ∈ C k×1 . To cancel the nearest interferers, let the indices of the interferers be sorted in an increasing order in terms of their distance from R 0 , i.e.
Rewriting the received signal (1)
Then to decode the x 0 ( ) th data stream, = 1, 2, . . . , k,, R 0 uses partial ZF, i.e. the receiver multiplies a vector q l that lies in the null space of
to remove the contribution from all the other data streams x 0 (1), . . . , x 0 ( − 1), x 0 ( + 1), . . . , x 0 (k) transmitted by T 0 , and all the data streams transmitted by the first c(k, m) interferers x n (j), n = 1, 2, . . . , c(k, m), j = 1, 2, . . . , k. For more details on partial ZF refer to [11] .
Since each channel coefficient is i.i.d. Rayleigh distributed, the rank of matrix H is m + k − 1 with probability 1. Let S be the orthonormal basis of the null space N (H) of the matrix H, then S has dimension N − (m + k − 1). Then to decode stream x 0 ( ), the receiver R 0 multiplies q T , q T ∈ N(H) to the received signal. A natural choice of q T is the one that maximizes the signal power i.e. With partial ZF, the signal to interference ratio (SIR) for the th stream is given by
Let I n := d −α n ρ n and I sum := ∞ n=c(k,m)+1 I n Note that the same decoding strategy is used for each stream = 1, 2, . . . , k, therefore SIR for each stream , = 1, 2, . . . , k is identically distributed. Henceforth we drop the subscript from SIR , and represent it as SIR. Thus, for each stream , = 1, 2, . . . , k, the outage probability at rate R is given by
Let 2 R − 1 := R . Since k streams are transmitted simultaneously, the transmission capacity is defined as C = kλ(1− )R bits/sec/Hz/m 2 , where is the outage probability, and λ is the maximum density of nodes such that P out = in (3).
Theorem 1: The outage probability when the receiver cancels the c(k, m) nearest interferers using partial ZF, is bounded by
where
, and s 1 , s 2 , μ 1 , μ 2 , ν, ψ are constants. Proof: Due to lack of space we only provide a sketch of the proof. To derive a lower bound, we consider the interference contribution from only the nearest non-canceled interferer (the
To derive an upper bound, we use the Markov's inequality with I sum as the random variable.
Corollary 1: Using a single transmit antenna (k = 1) and a fraction of total SRDOF for interference cancelation (m = θN, θ ∈ (0, 1)) maximizes the scaling of transmission capacity with the number of antennas, when the receiver cancels the nearest interferers using partial ZF. Proof: Let P out = , then from Theorem 1, using a single transmit antenna (k = 1) and a fraction of total SRDOF for interference cancelation (m = θ 1 
, while using a fraction of transmitter antennas for transmission ( k = θ 1 N, θ 1 ∈ (0, 1]), and a fraction of total SRDOF for interference cancelation (m = θ 2 N, θ 2 ∈ (0, 1)), C = Θ (N ).
Thus, k = 1 and m = θN, θ ∈ (0, 1) provides better scaling of transmission capacity with N , compared to k = 
where a is a constant. To find the optimal value of θ that maximizes the lower bound, we need to maximize the function
Solving by setting the derivative to zero, the optimal value of θ = 1 − 2 α . Discussion: In this subsection we showed that k = 1 and m = θN maximizes the upper and lower bound on the transmission capacity, and the transmission capacity lower bound scales linearly with N . Our result is a generalization of the [11] , where k was fixed to be 1 and a lower bound on the transmission capacity was shown to scale linearly with N , for m = θN . By keeping k as a variable, we have showed that it is optimal to use a single transmit antenna (k = 1) even when there are multiple transmit antennas available at the transmitter, since k = 1 and m = θN provides the best scaling of transmission capacity with respect to N .
To illustrate the scaling behavior of transmission capacity, we plot the simulated transmission capacity for Fig. 2 . As expected, k = 1, m = (1 − 2/α)N achieves a linear increase of transmission capacity with increasing N , in contrast to sublinear increase for the other two cases.
B. Canceling the Strongest Interferers
In this subsection we derive upper and lower bounds on the transmission capacity when the transmitter transmits k independent data streams with equal power allocation, while the receiver uses m SRDOF for canceling the c(k, m) = m k strongest interferers in terms of the interference power using partial ZF and the rest N − m SRDOF for receiving the intended signal.
Let the interference power of the n th interferer before interference cancelation be I 
Similar to Subsection III-A, to decode the stream x 0 ( ), R 0 uses partial ZF to remove the contribution from all the other streams x 0 (1), . . . , x 0 ( −1), x 0 ( +1), . . . , x 0 (k) transmitted by T 0 , and all the data streams transmitted by the first c(k, m) interferers x n (j), n = 1, 2, . . . , c(k, m), j = 1, 2, . . . , k. Thus, similar to Section III-A, after partial ZF, the SIR of the th stream is given by
where s is Chi-square distributed with 2(N − k − m + 1) degrees of freedom, and ρ n which is Chi-square distributed with 2k degrees of freedom. Let
where the interferers after interference cancelation are sorted in decreasing order of magnitudes
n ρ n , and the transmission capacity is defined as C := kλ(1 − )R bits/sec/Hz/m 2 , where is the outage probability, and λ is the maximum density of nodes such that P out = .
Theorem 2: For λ → 0, the upper and lower bound on the outage probability, when the receiver cancels the c(k, m) strongest interferers using partial ZF, is
otherwise,
Nk − i, and η is a constant, and the first equation in the upper bound in valid for N − m − k > c(k, m) + 1, and the second otherwise. Proof: Due to lack of space we only provide a sketch of the proof. To derive a lower bound, we consider the contribution from only the strongest interference term after cancelation, i.e. I c(k,m)+1 , since Discussion:In this subsection we showed that transmitting a single stream k = 1 by each transmitter together with using m = N − 1 SRDOF for interference cancelation maximizes the transmission capacity. We derived this result by showing that both the upper bound and lower bound on transmission capacity are dominated by the exponent of the outage probability , → 0, and the exponent is minimized when k = 1, and N − 1 strongest interferers are canceled (m = N − 1). The main conclusion of our result is that to maximize the transmission capacity while canceling the strongest interferers, the maximum possible number of interferers should be canceled. To illustrate the scaling behavior of the transmission capacity as a function of N , we plot the simulated transmission capacity for k = 1 with small value of = 0.001 in Fig. 3 .
IV. CONCLUSIONS
In this paper we studied the problem of maximizing the transmission capacity of an ad-hoc network when each node is equipped with multiple antennas for two specific transmission reception strategies. We derived bounds on the transmission capacity in terms of the number of transmitted data streams, and the SRDOF used for interference cancelation, to determine the optimal transmission and reception strategy with multiple antennas, when the transmitter uses a subset of its antennas, and the receiver cancels the interferers using partial ZF. Canceling the nearest interference, we showed that it is optimal to transmit a single data stream, and use a fraction of total SRDOF for interference cancelation depending on the path loss exponent. The lower bound on the transmission capacity was showed to scale linearly with the number of antennas. Canceling the strongest interferers we showed that it is optimal to transmit a single data stream, together with using all but one SRDOF for interference cancelation, and the transmission capacity follows as power law in the outage probability with the exponent equal to the reciprocal of the number of antennas. Thus, to maximize the transmission capacity of ad-hoc network, it is optimal to use single input multiple output (single transmit antenna and multiple receive antennas) configuration, where most of the receive antennas are used for interference cancelation.
