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REPRESENTATION OF FREE HERGLOTZ
FUNCTIONS
J. E. PASCOE†, BENJAMIN PASSER‡, AND RYAN TULLY-DOYLE
Abstract. A Herglotz function is a holomorphic map from the
open complex unit disk into the closed complex right halfplane. A
classical Herglotz function has an integral representation against
a positive measure on the unit circle. We prove a free analytic
analogue of the Herglotz representation and describe how our rep-
resentations specialize to the free probabilistic case. We also show
that the set of representable Herglotz functions arising from non-
commutative conditional expectations must be closed in a natural
topology.
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1. Introduction
A classical Herglotz function is a holomorphic map from the unit
disk into the complex right half plane. The following representation
characterizes a Herglotz function as an integral against a probability
measure on the unit circle T.
Theorem 1.1 (Herglotz [8]). A holomorphic function h defined on D
satisfies Reh ≥ 0 and h(0) = 1 if and only if there exists a (unique)
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probability measure µ supported on T such that
h(x) =
∫
T
1 + eiθx
1− eiθx
dµ(eiθ). (1.1)
The correct analogue of the Herglotz representation in several com-
plex variables is somewhat elusive. However, in two complex variables,
a useful theory of Herglotz representations was developed by J. Agler
in [1], along the lines of operator theory. For functions in one variable,
we see that the Herglotz representation given in Equation (1.1) can be
reinterpreted as
h(x) =
〈
(1 + Ux)(1 − Ux)−1α, α
〉
, (1.2)
where U is multiplication by z acting on L2(µ) and α is the constant
function 1 ∈ L2(µ). It can be shown that for an arbitary unitary U
and unit vector α, the formula (1.2) defines a function taking the disk
to the right half-plane.
In [1], Agler extends (1.2) to two variables: any analytic function h
from D2 satisfying Reh ≥ 0 with h(0) = 1 must be of the form
h(x) =
〈
(1 + UxP )(1− UxP )
−1α, α
〉
where U is a unitary, α is a unit vector, and xP = x1P + x2(1−P ) for
a projection P .
A further reinterpretation of this along current lines of inquiry in
free probability (e.g. [18, 10] among many others) would be
h(x) = R((1 + Ux)(1 − Ux)−1)
where U is a unitary contained in some C∗-algebra B containing C2 as
a unitally included subalgebra, and R is a (completely) positive map
from B to C . Here, B is the algebra generated by U and P in B(H),
the inclusion of C2 is given by (x1, x2) 7→ x1P + x2(1 − P ), and R is
the (completely) positive map R(b) = 〈bα, α〉.
Herglotz functions have been generalized to many contexts. Recent
work by Michael Anshelevich and John D. Williams has dealt with a
related class of functions from a noncommutative upper half plane into
itself and various analogues of “integral representations” arising in free
probability [4, 18]. However, an exact correspondence for free probabil-
ity as in Theorem 1.1 is unknown. In Theorem 1.2, we show that the
correspondence exists. However, the analogue of a measure involved
in the representation is highly non-unique. Free probability itself has
found may applications including random matrix theory (see [10] for an
introduction), and we hope that the theory of Herglotz representations
and their relatives will allow ideas from classical probability, functional
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analysis, and moment theory to be incorporated into the framework of
free probability and its applications.
1.1. The noncommutative context. Let B be a unital C∗-algebra.
The matrix universe over B, denoted M(B), is the set of square
matrices over B, which we write as the disjoint union
M(B) =
∞⋃
n=1
Mn(B).
That is, M(B) is graded over the set of positive integers. Next, the
ball over B, denoted Ball(B), is the set of strictly contractive matrices
over B:
Ball(B) = {X ∈M(B)| ‖X‖ < 1}.
Similarly, the right half plane over B, denoted RHP(B), is
RHP(B) = {X ∈M(B)|Re X ≥ 0},
where Re X = (X + X∗)/2. For any D ⊂ M(B1), a free function
f : D →M(B2) is a function which is graded and respects intertwining
maps. That is,
(1) f(Mn(B1) ∩ D) ⊆Mn(B2), and
(2) if ΓX = Y Γ forX, Y ∈ D and a rectangular matrix Γ of scalars,
then Γf(X) = f(Y )Γ.
In the above, we identify a scalar z ∈ C with z · I ∈ B, so we may
consider a rectangular matrix Γ of scalars as a matrix over B. Note
in particular that Γ need not be square. We denote the set of free
functions from D to R by Free(D,R).
In this noncommutative context, a free Herglotz function is just
a free function h : Ball(B1) → RHP(B2). We call a Herglotz function
regular if h(0) = I, and h has a regular Herglotz representation
if there exists
(1) a C∗-algebra M unitally containing B1,
(2) a completely positive unital linear map R : M → B2, and
(3) a unitary U ∈M,
such that
h(X) =
R
⊗
1n
[(
I +
U
⊗
In
X
)(
I −
U
⊗
In
X
)−1]
. (1.3)
We have adopted a vertical tensor notation to save space:
A
⊗
B
repre-
sents the same object as A⊗B. Here, 1n represents the identity map on
n×n matrices, and In represents the n×n identity matrix. We denote
the set of all regular Herglotz functions h : Ball(B1)→ RHP(B2)
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by RHerglotz(B1, B2) and endow it with the topology of pointwise weak
convergence. That is, a net of functions (fλ)Λ converges to a function
f if and only if for every X ∈ Ball(B1), fλ(X) converges weakly to
f(X). This means that for every continuous linear functional L on
B2, the limit of L(fλ(X)) is L(f(X)). We also denote the set of all
representable regular Herglotz functions by RRHerglotz(B1, B2).
1.2. Main results. We prove two main results.
Theorem 1.2.
RRHerglotz(B1, B2) = RHerglotz(B1, B2).
That is, all regular Herglotz functions are representable.
Theorem 1.2 is proven below as Theorem 3.3. Via a standard calcu-
lation, we obtain the Herglotz representation when perhaps h(0) 6= I
in Corollary 3.5. The proof of Theorem 1.2 relies heavily on the Agler
model theory which was developed in great generality by Ball, Marx
and Vinnikov in the recent preprint [6, Corollary 3.2].
We note that the case of Theorem 1.2 where B1 = C
n and B2 = C
was proven by Gelu Popescu [13]. An analogue of Theorem 1.2 for
functions on the noncommutative upper half plane was shown by John
Williams in [18, Corollary 3.3] with different hypotheses; the function
must analytically continue through some large set on the boundary,
and asymptotic conditions are assumed to ensure that R is given by
a noncommutative conditional expection. We give conditions for a
Herglotz function to arise from a Herglotz representation where R is
given by a noncommutative conditional expectation in Theorem 2.5.
Theorem 1.3. The subset of RRHerglotz(B,B) such that R can be
chosen to be a noncommutative conditional expectation is closed in
Free(Ball(B),RHP(B)), where the latter is given the pointwise weak
topology. Moreover, if B is a von Neumann algebra, then the subset of
RRHerglotz(B,B) such that R can be chosen to be a noncommutative
conditional expectation is compact.
Theorem 1.3 follows from Proposition 2.4. In general, if B2 →֒ C
is a unital inclusion of C∗-algebras, then the pointwise weak topol-
ogy of Free(Ball(B1),RHP(B2)) is exactly the subspace topology of
Free(Ball(B1),RHP(B2)) inside Free(Ball(B1),RHP(C)) with the point-
wise weak topology. Then one may consider the case where C is the
enveloping von Neumann algebra of B2.
Our Theorem 1.3 roughly corresponds to the work of Williams [19],
which gave that a certain set of noncommutative Cauchy transforms
over a tracial von Neumann algebra should be closed in some sense. The
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fact that Herglotz representations arise from unitaries as opposed to un-
bounded self-adjoint operators makes the theoretical concerns slightly
less technical: we essentially show that the set of Herglotz representable
functions is the continuous image of a compact space.
Additionally, we show, in contrast to the classical case of Theo-
rem 1.1, that a noncommutative Herglotz representation is highly non-
unique in Propositions 2.3 and 2.4. For a general C∗-algebra not equal
to C, there exist Herglotz functions with non-unique representations,
and Herglotz representations given by noncommutative conditional ex-
pectations can also be non-unique.
2. The set of regular representable Herglotz functions
as a topological space
In the introduction, Herglotz functions were defined in terms of ab-
stract C∗-algebras. We now will now give a somewhat more detailed
description of the situation for concrete C∗-algebras, and prove our
main results. A free function f : Ball(B)→ RHP(B(H)) with f(0) = I
will be called a (concrete) regular free Herglotz function.
Considering (1.1) and (1.2), we are interested in when a concrete
regular free Herglotz function f : Ball(B) → RHP(B(H)) admits a
representation
f(X) =
R
⊗
1n
[(
I +
U
⊗
In
·
α
⊗
1n
(X)
)(
I −
U
⊗
In
·
α
⊗
1n
(X)
)−1]
(2.1)
forX ∈ Ball(B)∩(B⊗Mn(C)). Here Ĥ is a Hilbert space that contains
H, U ∈ U(Ĥ), R : B(Ĥ) → B(H) is the natural restriction map,
α : B → B(Ĥ) is a unital representation, and 1n : Mn(C) → Mn(C)
is the identity map. The free Herglotz functions which may be written
as in (2.1) are called representable, and one way to produce such
functions passes through a universal construction. We note that the
representation α used in (2.1) might not be faithful. However, if α is
not faithful, there exists a faithful representation α˜ which produces the
same Herglotz function f . In particular, let β : B → B(K) be a faithful
representation of B on some Hilbert space K, and write α˜ = α ⊕ β,
U˜ = U ⊕ IK, and R˜(x) = R(PĤx|Hˆ) for x ∈ B(Ĥ ⊕ K). It follows that
α˜ is faithful and
f(X) =
R˜
⊗
1n
[(
I +
U˜
⊗
In
·
α˜
⊗
1n
(X)
)(
I −
U˜
⊗
In
·
α˜
⊗
1n
(X)
)−1]
(2.2)
for X ∈ Ball(B)∩ (B⊗Mn(C)). This brings the concrete definition of
a Herglotz representation into harmony with the original definition.
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2.1. Operator-valued states and their associated regular Her-
glotz representations.
Definition 2.1. Suppose A is a normed unital ∗-algebra, not nec-
essarily complete. Let H be a fixed Hilbert space. A linear map
φ : A → B(H) which satisfies
Unitality:
φ(1) = 1,
Complete positivity: For any a1, . . . an ∈ A,
[φ(a∗jai)]1≤i,j≤n ≥ 0,
Complete boundedness: For any a1, . . . , an, b ∈ A,
[φ(a∗j(||b
∗b|| − b∗b)ai)]1≤i,j≤n ≥ 0
is called an operator-valued state on A. The collection of such φ
is compact in the pointwise weak topology and is denoted ΦHA . To see
compactness explicitly, note that for anyM ≥ 0, the set BM of elements
in B(H) with norm at most M is weakly compact, and one can show
by elementary arguments that ‖φ(a)‖ ≤ ‖a∗a‖1/2. Therefore, we may
embed ΦHA into Π =
∏
a∈A
B||a∗a||1/2 , where each B||a∗a||1/2 is given the
weak topology, and Π is given the product topology. By Tychonoff’s
theorem, Π is compact. An examination of the definition shows that
ΦHA is closed in Π, as the set of positive matrices over B(H) is weakly
closed, so ΦHA is compact. Moreover, when A is a C
∗-algebra, any
positive element of A, such as ||b∗b|| − b∗b, may be written as c∗c for
some c ∈ A. In this case, the third condition follows automatically
from the second.
If B is a unital C∗-algebra, then let AB denote the formal ∗-algebra
containing B and an additional unitary element u, with no other rela-
tions. That is, AB is the free product of B and C[Z] in the category of
unital complex ∗-algebras. Following the embedding of C[Z] into C∗(Z)
shows that AB embeds into the unital complex ∗-algebraic free product
of B and C∗(Z). Finally, the proposition on page 429 of [5] gives that
the latter object may be equipped with a pre-C∗ norm whose comple-
tion is the unital C∗-algebraic free product of B and C∗(Z). Since AB
then embeds densely into each object discussed, we have that if RB is
the collection of words in B which represent 0, then
AB ∼= C
∗(B ∪ {u} |RB ∪ {uu
∗ − 1, u∗u− 1}).
In particular, no information in AB is lost by restricting attention to
representations on Hilbert spaces.
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If φ is an operator-valued state on AB (which will frequently be
obtained via restriction from AB), then by mimicking the GNS con-
struction in this operator setting, we may endow AB ⊗alg H with a
sesquilinear form defined by
〈a1 ⊗ h1, a2 ⊗ h2〉 = 〈φ(a
∗
2a1)h1, h2〉H.
While this form may be degenerate, a quotient and completion produce
a Hilbert space Hφ into which H injects, as well as a unital represen-
tation πφ : AB → B(Hφ) given by
πφ(b) : a⊗ h 7→ ba⊗ h. (2.3)
We have abused notation somewhat, as a⊗h now represents an equiva-
lence class. A Herglotz representable free function may then be defined
by
gφ(X) =
Rφ
⊗
1n
[(
I +
πφ(u)
⊗
In
·
πφ
⊗
1n
(X)
)(
I −
πφ(u)
⊗
In
·
πφ
⊗
1n
(X)
)−1]
,
(2.4)
where Rφ : B(Hφ)→ B(H) is the restriction map.
2.2. Regular Herglotz representations as the image of operator
valued states. We denote
χ̂HB = RRHerglotz(B,B(H)).
Bridging the gap between representations (2.1) and (2.4) shows that
the set of representable regular Herglotz functions is closed.
Proposition 2.2. If B and H are fixed, then the space χ̂HB of repre-
sentable regular Herglotz free functions is compact, and therefore closed,
in the pointwise weak operator topology.
Proof. Suppose f ∈ χ̂HB is written as in (2.1). Then as α : B → B(Ĥ)
is a unital representation and U ∈ U(Ĥ), the universal property of
AB produces a unital representation β : AB → B(Ĥ) which extends
α and satisfies β(u) = U . Now, R ◦ β : AB → B(H) is a linear,
completely positive, unital map on a C∗-algebra, so its restriction φ
to AB is an operator-valued state on AB, and gφ can be defined as in
(2.4). Although f and gφ pass through distinct Hilbert spaces Ĥ and
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Hφ, the two functions are equal: for b1, . . . , bn ∈ B,
Rφ[πφ(u)πφ(b1)πφ(u)πφ(b2) · · ·πφ(u)πφ(bn)]
= Rφ[πφ(ub1ub2 · · ·ubn)]
= φ(ub1ub2 · · ·ubn)
= R[β(ub1ub2 · · ·ubn)]
= R[Uα(b1)Uα(b2) · · ·Uα(bn)], (2.5)
so the geometric series expansions of (2.1) and (2.4) agree. It follows
that the association φ 7→ gφ is a surjection from Φ
H
AB
onto χ̂HB . It
now suffices to show that φ 7→ gφ is continuous in the pointwise weak
topology, as ΦHAB is compact.
Fix ε > 0, ~h,~j ∈ H⊗Cn, and X ∈ Ball(B)∩ (B⊗Mn(C)). Because
Rφ is a linear contraction and gφ may be expanded in a geometric series,
it follows that for some k,∣∣∣∣∣
∣∣∣∣∣gφ(X)− Rφ⊗1n
[
I + 2
k∑
j=1
(
πφ(u)
⊗
In
·
πφ
⊗
1n
(X)
)j]∣∣∣∣∣
∣∣∣∣∣ < ε. (2.6)
That is, gφ(X) is approximated by a matrix whose entries are sums
of terms of the form φ(ub1ub2 · · ·ubp) of bounded word length, where
b1, . . . , bp are chosen from the entries of X . If ψ ∈ Φ
H
AB
is chosen such
that for each of these terms,
|〈φ(ub1ub2 · · ·ubp)hk, jl〉 − 〈ψ(ub1ub2 · · ·ubp)hk, jl〉| < ε, (2.7)
then
∣∣∣〈gφ(X)~h,~j〉 − 〈gψ(X)~h,~j〉∣∣∣ is bounded by a finite multiple of ε
which only depends on X . Continuity and compactness follow. 
A representable regular Herglotz function is defined in reference to
an auxiliary Hilbert space Ĥ that includes H. We note that while χ̂HB
is closed, the choice of Ĥ may vary with each function. Combining
the unitary U and representation α of (2.1) into one representation πφ
allows us to view the Herglotz representation (2.4) in terms of a single
parameter, φ. However, the choice of φ is not unique.
Proposition 2.3. If the unital C∗-algebra B is not one-dimensional,
then the surjection φ ∈ ΦHAB 7→ gφ ∈ χ̂
H
B fails to be injective.
Proof. Expanding the geometric series of (2.1) for upper triangular
matrices shows that gφ determines φ(ub1ub2 · · ·ubn) for b1, . . . , bn ∈ B,
but such terms and their adjoints do not span all of AB. Suppose
B 6= C is a unital C∗-algebra, so that the GNS construction produces
at least two distinct states φ1, φ2 on B, which we may consider as linear
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maps from B to B(H) taking scalar values. Let γ : AB → B⊗C(S
1) =
C(S1, B) be the unique unital ∗-homomorphism with γ(b) = b⊗ 1 and
γ(u) = 1 ⊗ χ, where χ(z) = z is the identity character on S1. Here S1
is the unit circle equipped with normalized arc length measure. Then
there are two operator-valued states ψ1, ψ2 ∈ Φ
H
AB
defined by
ψj(w) =
∫
S1
φj(γ(w)). (2.8)
Note in particular that complete positivity and complete boundedness
of ψj are automatic, as φj is scalar-valued and ψj is restricted from
AB. Both ψ1 and ψ2 annihilate terms ub1ub2 · · ·ubn, and therefore the
geometric series expansion of (2.4) shows that gφ and gψ are both the
constant function I. 
2.3. Regular Herglotz functions arising from noncommutative
conditional expectations. Suppose ψ : AB → B is a conditional
expectation, so ψ(b1mb2) = b1ψ(m)b2 for m ∈ AB and b1, b2 ∈ B; we
denote this by ψ ∈ EBAB . Supposing B has an injective representation
into B(H) (that is, B is concrete), we may abuse notation somewhat
and view EBAB ⊂ Φ
H
AB
, with the intention to consider the Herglotz
functions gφ represented by these conditional expectations.
In terms of free probability, one should think of the operator val-
ued states which are also noncommutative conditional expectations as
distributions, as in [18]. The ring AB is essentially B extended by a
free unitary, that is, we have adjoined a unitary with no relations to
B. In [15] and [16], Voiculescu instead considered the ring resulting
from the addition of a free self-adjoint, which is denoted by B〈X〉.
Voiculescu and many subsequent authors have studied (real) distri-
butions, maps φ : B〈X〉 → B which are noncommutative conditional
expectations. Voiculescu introduced analogues of various classical inte-
gral transforms from probability and measure theory as special “fully
matricial maps”, which are now understood as instances of free non-
commutative functions. Classically, it was known that measures on the
real line are in bijection with a certain class of functions which map the
upper half plane to itself and satisfy good asymptotics at infinity via
a Cauchy transform
∫
R
1
t−z
dµ(t) [11]. Williams proved such a bijection
exists in free probability when we restrict to the bounded case [18].
We take the view that the subset of our so-called “operator-valued
states” on AB which are noncommutative conditional expectations cor-
responds to a unitary distribution. That is, at least qualitatively,
our work in this manuscript is to [18, 19] as moment theory on the
circle is to moment theory on the real line. We note that this analogy
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is witnessed by the relationship in the work of Agler [1, 3] between
transfer function theoretic representations of Herglotz and Nevanlinna
functions in two complex variables. Presumably, a similar relationship
may exist here.
Proposition 2.4. Let B be a unital C∗-subalgebra of B(H). The
association φ ∈ EBAB → gφ ∈ χ̂
H
B is noninjective if B is not one-
dimensional. Furthermore, if B is weakly closed, then the set of Her-
glotz functions represented by conditional expectations φ ∈ EBAB is com-
pact in the pointwise weak operator topology.
Proof. Closedness. If B is weakly closed, EBAB ⊂ Φ
H
AB
is closed (and
therefore compact) in the pointwise weak operator topology. The col-
lection of Herglotz functions gφ represented by conditional expectations
is a continuous image of EBAB and therefore compact.
Noninjectivity in the generic case: Aut(B) 6= {1}.
Given an automorphism ψ of B, let B ⋊ψ Z denote the C
∗-algebra
crossed product. Recall thatB⋊ψZ is generated by B and an additional
unitary δ which implements the automorphism ψ through conjugation.
That is, δ formally satisfies the relation
δb = ψ(b)δ
for b ∈ B. For a more in-depth discussion, see [17]. There is a positive,
unital, linear map αψ : B ⋊ψ Z→ B defined by αψ(
∑
bkδ
k) = b0. Pre-
composing αψ with a ∗-homomorphism from (the C
∗-completion of)
AB to B ⋊ψ Z which fixes B and sends u to δ produces a conditional
expectation ψ˜ ∈ EBAB . Regardless of the choice of ψ, gψ˜ is the con-
stant function I, as the terms ψ˜(ub1ub2 · · ·ubn) all vanish. However,
ψ˜(ubu∗) = ψ(b), so if there are two distinct automorphisms ψ1 and ψ2
of B, then ψ˜1 and ψ˜2 are distinct and represent the same Herglotz func-
tion. This case applies to all noncommutative unital C∗-algebras, as a
noncentral self-adjoint b ∈ B produces at least one noncentral unitary
v = eitb, and conjugation by v is a non-identity automorphism. On
the other hand, for the commutative case B = C(X), B has nontrivial
automorphism group if and only if B is not rigid [7].
Noninjectivity in the singular case: B = C(X) for rigid X.
Let ψ : B → B be an endomorphism corresponding to a constant
self-map of X . That is, noting that B is isomorphic to C(X), pick
some x ∈ X and define ψ(b) = b(x) · 1 where 1 is the constant function
1. We define a representation of B into
B
⊗
B(ℓ2(Z))
⊆ B(H⊗ℓ2(Z))
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by
α(b) =
∞∑
i=0
ψ
χi6=0 (b)
⊗
eie∗i
,
where {ei}i∈Z is the natural basis for ℓ
2(Z), χ is a truth indicator func-
tion, and ψk represents ψ iterated k times.
We let U be the identity tensored with the shift operator. Finally,
define R(A) =
I
⊗
e∗
0
A
I
⊗
e0
. Consider the associated operator-valued state
ψ˜ associated to αψ, U , and R. Since R is a conditional expectation, so
is ψ˜. Furthermore, ψ˜(u∗bu) = ψ(b), and ψ˜(ub1ub2 · · ·ubn) all vanish. If
X is not a singleton, then repeating this construction for two different
endomorphisms produces distinct representations for the function h ≡
I. 
It is unclear to the authors whether or not C(X) can be weakly
closed when X is a rigid space; this would say that X is hyperstonean
[14] in addition to being rigid. We should also emphasize that the
noninjectivity established in Proposition 2.4 implies that, in general,
free Herglotz functions arising from noncommutative conditional expec-
tations do not determine unique noncommutative conditional expec-
tations, which suggests that the correspondence between free function
theory and free probability may be imperfect. Furthermore, we note
that similar phenomena were noticed for the case of certain matrix-
valued noncommutative Cauchy transforms of unbounded operators in
[19, Corollary 5.2].
If φ ∈ EBAB , then evaluating gφ at certain nilpotent matrices in
Ball(B) produces a compatibility condition that gφ must satisfy. If
b1, . . . , bn ∈ B are of small norm, then consider the application of gφ to
the nilpotent
X =

0 b1
0 b2
0
. . .
0 bn
0
 , (2.9)
using the difference-differential calculus in Chapter 3 of [9]. Because X
has entries adjacent to the main diagonal, successive powers of X have
entries in different off-diagonals, so the geometric expansion of gφ(X)
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from (2.4) gives
gφ(X) = In+1 + 2

0 φ(ub1) φ(ub1ub2) ··· φ(ub1ub2···ubn)
0 φ(ub2) ··· φ(ub2···ubn)
...
0 φ(ubn)
0
 . (2.10)
Every entry of the final column displayed in (2.10) evaluates φ at a word
ending in bn. Because φ is a conditional expectation, if X ∈ Mn+1(B)
as in (2.9) and b ∈ B are both in the unit ball, then
gφ(X(In ⊕ b))− In+1 = (gφ(X)− In+1)(In ⊕ b) (2.11)
follows. A partial converse also holds, as follows.
Theorem 2.5. Suppose B is a weakly closed, unital ∗-subalgebra of
B(H) and gφ : Ball(B) → B(H) is a representable regular Herglotz
function which satisfies (2.11) for all b ∈ B and X ∈ Mn+1(B) as in
(2.9) with ||b|| < 1 and ||X|| < 1. Further, assume that the spectrum
of πφ(u) is a proper subset of the unit circle. Then φ is a conditional
expectation.
Proof. The assumptions on gφ imply that for any b1, . . . , bn, bn+1 ∈ B,
φ(ub1 · · ·ubnbn+1) = φ(ub1 · · ·ubn)bn+1, where we note that φ is linear
and the bi may be scaled. Because the spectrum of πφ(u) is a proper
subset of the unit circle, πφ(u)
∗ is in the closed algebra generated by
πφ(u), and φ(wb) = φ(w)b holds for all b ∈ B and w ∈ AB. Now,
φ is positive and therefore preserves adjoints, so φ(b∗w∗) = b∗φ(w∗).
Together, these properties show that φ itself is a conditional expection.

We caution that our proof of Theorem 2.5 relies heavily on our as-
sumption that the spectrum of πφ(u) is a proper subset of the unit
circle. Up to some Mo¨bius transformations, that assumption corre-
sponds to the compactly supported case from Williams [18]. A general
identification of the set of free functions which should arise from free
probability remains unclear.
3. The construction of the Herglotz representation
3.1. The Agler model theory for noncommutative functions of
Ball, Marx and Vinnikov. The Cayley transform between the disk
and the right half plane given by
z =
x+ 1
x− 1
, x =
1− z
1 + z
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extends to provide a one-to-one correspondence between free Herglotz
functions and free Schur functions, that is, free functions f : Ball(B)→
Ball(B(H)).
Let δ : M(B1) → M(B2) be a free function. We define the set of
δ-contractions to be
Gδ = {X ∈M(B1)| ‖δ(X)‖ < 1}.
We recall the definition of a model, following the “linear forms”
approach from [12].
Definition 3.1. Let f : Gδ → Ball(B(H)). Let S ⊂ Gδ be a set closed
under direct sums. A model for f on S consists of a Hilbert space H
and a graded function u such that
T − f(X)∗Tf(X) = u(X)∗[T −
IH
⊗
δ(X)∗Tδ(X)
]u(X),
where X ∈ S ∩Mn(B) and T ∈Mn.
We also recall the following theorem on models which was proven
by Agler, McCarthy [2] in the special case of polynomially convex sets
and by Ball, Marx and Vinnikov [6, Corollary 3.2] in general.
Theorem 3.2 (Ball, Marx and Vinnikov [6]). Let B1, B2 be C
∗-algebras.
Let δ be a free function. Let f : Gδ → Ball(B(H)) be a free function.
Then f has a model on Gδ .
3.2. Lurking isometry argument construction of Herglotz rep-
resentation on a polynomially convex set for Herglotz func-
tions with a model.
Lemma 3.3. Suppose δ(0) = 0. Let S be a set contained in Gδ closed
under direct sums and containing 0. Suppose h : S → RHP(B(H)) has
h(0) = I. If the Cayley transform of h has a model, then there exists:
(1) A C∗-algebra M unitally containing B,
(2) A completely positive linear map R : M → B(H),
(3) A unitary U ∈M,
such that
h(X) =
R
⊗
idn
[(
I −
U
⊗
In
δ(X)
)(
I +
U
⊗
In
δ(X)
)−1]
, (3.1)
which, additionally, allows h to be continued to a free function h : Gδ →
RHP(B(H)). Moreover, if h has a representation, then h has a model.
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Proof. Following Agler [1], we use a standard lurking isometry argu-
ment.
⇒: Suppose that h : S → RHP(B(H)) is a free Herglotz function
with h(0) = I. Define a free Schur function f : S → Ball(B(H)) by the
Cayley transform
f(X) = (h(X)− I)(h(X) + I)−1.
By Theorem 3.2, f has a model given by
T − f(X)∗Tf(X) = u(X)∗[T −
IH
⊗
δ(X)∗Tδ(X)
]u(X),
which after substitution becomes
T−[(h(X)−I)(h(X)+I)−1]∗T (h(X)−I)(h(X)+I)−1 = u(X)∗[T−
IH
⊗
δ(X)∗Tδ(X)
]u(X).
Multiplying on the left and right by (h(Y ) + I)∗ and (h(X) + I) re-
spectively, we get
(h(X) + I)∗T (h(X) + I)− (h(X)− I)∗T (h(X)− I)
= [u(X)(h(X)− I)]∗
[
T −
IH
⊗
δ(X)∗Tδ(X)
]
[u(X)(h(X) + I)] .
Let v(X) = u(X)(h(X) + I). Upon substitution and rearrangement,
the above equation becomes
(h(X) + I)∗T (h(X) + I)+v(X)∗
IH
⊗
δ(X)∗Tδ(X)
v(X)
= (h(X)− I)∗T (h(X)− I) + v(X)∗
IH
⊗
T
v(X).
(3.2)
This expression can be rewritten as a Gramian by(
h(X) + I
IH
⊗
δ(X)
v(X)
)∗
T
(
h(X) + I
IH
⊗
X
v(X)
)
=
(
h(X)− I
v(X)
)∗
T
(
h(X)− I
v(X)
)
.
(3.3)
Define
φ(X) =
(
h(X) + I
IH
⊗
δ(X)
v(X)
)
, and θ(X) =
(
h(X)− I
v(X)
)
and note that by a standard lurking isometry theorem (see [12]), there
exists a unitary L such that
L
⊗
I
φ(X) = θ(X).
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L can be written in block form as
L =
[
A B
C D
]
so that  A⊗In B⊗In
C
⊗
In
D
⊗
In
( h(X) + IIH
⊗
δ(X)
v(X)
)
=
(
h(X)− I
v(X)
)
.
Multiplying through gives the relations
A
⊗
In
(h(X) + I) +
B
⊗
In
IH
⊗
δ(X)
v(X) = (h(X)− I),
C
⊗
In
(h(X) + I) +
D
⊗
In
IH
⊗
δ(X)
v(X) = v(X).
Arranging this system to facilitate elimination of h, we get
I+A
⊗
In
h(X) +
B
⊗
In
IH
⊗
δ(X)
v(X) =
I−A
⊗
In
C
⊗
In
h(X) +
(
D
⊗
In
IH
⊗
δ(X)
− I
)
v(X) =
−C
⊗
In
.
Multiplying through the first equation by
(I+A)−1
⊗
I
and then
C
⊗
I
gives
the system
C
⊗
In
h(X) +
C(I+A)−1B
⊗
In
IH
⊗
δ(X)
v(X) =
C(I+A)−1(I−A)
⊗
In
C
⊗
In
h(X) +
(
D
⊗
In
IH
⊗
δ(X)
− I
)
v(X) =
−C
⊗
In
.
Subtracting the equations to eliminate h(x) gives[
I −
(
D
⊗
In
−
C(I+A)−1B
⊗
In
)
IH
⊗
δ(X)
]
v(X) =
C(I+A)−1(I−A)+I
⊗
In
. (3.4)
We now need the following lemma.
Lemma 3.4 ([1]). Let H1 and H2 be Hilbert spaces, let L be a bounded
operator on H1 ⊕H2 with block form
L = [ A BC D ] ,
assume that 1 /∈ σ(A), and let U = D − C(1 + A)−1B. If L is an
isometry, then so is U , and if L is unitary, then so is U .
Since h(0) = I implies that A = 0 and thus that 1 /∈ σ(A), we apply
Lemma 3.4 to (3.4). Consequently, the operator U = D−C(1+A)−1B
is unitary, which allows the simplification of Equation (3.4) to(
I −
U
⊗
In
IH
⊗
δ(X)
)
v(X) =
2C(I+A)−1
⊗
In
.
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Let V = C(I + A)−1. Then we get the following expression for v(X),
where the inverse operator exists as X is a strict contraction:
v(X) =
(
I −
U
⊗
In
IH
⊗
δ(X)
)−1 2V
⊗
In
. (3.5)
Another useful form of this equation is
v(X) =
U
⊗
In
IH
⊗
δ(X)
v(X) +
2V
⊗
In
. (3.6)
By evaluating the model at
T = [ 0 11 0 ] , Xˆ = [
0 0
0 X ] ,
one obtains that (3.2) can be rewritten as
2(h(0)∗ + h(X)) = v(0)∗v(X)−
( IH
⊗
δ(0)
v(0)
)∗ IH
⊗
δ(X)
v(X). (3.7)
Substituting (3.6) into (3.7), we have
2(h(0)∗+h(X)) =
(
U
⊗
In
IH
⊗
δ(0)
v(0)
)∗ 2V
⊗
In
+
2V ∗U
⊗
In
IH
⊗
δ(X)
v(X)+
2V ∗
⊗
In
2V
⊗
In
.
(3.8)
As h(0) = I, evaluating X = 0 produces
4 =
2V ∗
⊗
In
2V
⊗
In
,
and therefore V is an isometry. Now set Y = 0 in (3.8) and divide by
2, which gives
h(X) =
V ∗
⊗
I
U
⊗
I
IH
⊗
δ(X)
v(X) + I.
By substitution of Equation (3.5) for v(X),
h(X) =
V ∗
⊗
In
U
⊗
In
IH
⊗
δ(X)
(
I −
U
⊗
In
IH
⊗
X
)−1 2V
⊗
In
+ I
=
V ∗
⊗
In
[
2
U
⊗
In
IH
⊗
δ(X)
(
I −
U
⊗
In
IH
⊗
δ(X)
)−1
+ I
]
V
⊗
In
=
V ∗
⊗
In
[(
I +
U
⊗
In
IH
⊗
δ(X)
)(
I −
U
⊗
In
IH
⊗
δ(X)
)−1] V
⊗
In
.
So, there exists a Hilbert space K, an isometry V : K → H, and a
unitary U such that
h(X) =
V ∗
⊗
In
[(
I +
U
⊗
In
IH
⊗
δ(X)
)(
I −
U
⊗
In
IH
⊗
δ(X)
)−1] V
⊗
In
.
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Finally, we let M be the C∗-algebra generated by U and B inside
B(H) ⊗ B, and define R(a) = V ∗aV , completing the argument. (No-
tably, we are viewing B as a unital subalgebra of M via the map
b→
IH
⊗
b
.)
(⇒) The converse follows from the observation that the calculation
above is reversible.

Now, the result immediately implies Theorem 1.2.
For a nonconstant free Herglotz function h, h(0) = S + iT where
S ≥ 0, and
hˆ(X) =
S−1/2
⊗
In
(
−i
T
⊗
In
+ h(X)
)
S−1/2
⊗
In
is a free Herglotz function with hˆ(0) = I. Here, when ker S 6= {0}, we
define S−1/2 to be 0 on ker S and (PkerS⊥S|kerS⊥)
−1/2 on ker S⊥. (If
S has a kernel or S−1/2 is unbounded, an additional normal families
argument is required. We leave this to the interested reader.) This
normalization allows the following corollary.
Corollary 3.5. Let h : Ball(B1)→ RHP(B2). Then there exists:
(1) A C∗-algebra M unitally containing B,
(2) A completely positive linear (not necessarily unital) map R :
M → B2,
(3) A unitary U ∈M,
(4) A bounded self-adjoint operator T,
such that
h(X) =
iT
⊗
In
+
R
⊗
1n
[(
I +
U
⊗
In
X
)(
I −
U
⊗
In
X
)−1]
. (3.9)
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