Constrained Concept Factorization (CCF) yields the enhanced representation ability over CF by incorporating label information as additional constraints, but it cannot classify and group unlabeled data appropriately. Minimizing the difference between the original data and its reconstruction directly can enable CCF to model a small noisy perturbation, but is not robust to gross sparse errors. Besides, CCF cannot preserve the manifold structures in new representation space explicitly, especially in an adaptive manner. In this paper, we propose a joint label prediction based Robust Semi-Supervised Adaptive Concept Factorization (RS 2 ACF) framework. To obtain robust representation, RS 2 ACF relaxes the factorization to make it simultaneously stable to small entrywise noise and robust to sparse errors. To enrich prior knowledge to enhance the discrimination, RS 2 ACF clearly uses class information of labeled data and more importantly propagates it to unlabeled data by jointly learning an explicit label indicator for unlabeled data. By the label indicator, RS 2 ACF can ensure the unlabeled data of the same predicted label to be mapped into the same class in feature space. Besides, RS 2 ACF incorporates the joint neighborhood reconstruction error over the new representations and predicted labels of both labeled and unlabeled data, so the manifold structures can be preserved explicitly and adaptively in the representation space and label space at the same time. Owing to the adaptive manner, the tricky process of determining the neighborhood size or kernel width can be avoided. Extensive results on public databases verify that our RS 2 ACF can deliver state-of-the-art data representation, compared with other related methods.
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INTRODUCTION
T HE ever-increasing and enormous real data (e.g., visual images) of high-dimensional attributes have been posing challenges for the researchers working toward to handle the data representation issue. High-dimensional data representation is a fundamental problem in the areas of visual pattern recognition and data mining, because a "good" representation can discover the important latent structures and salient information in data for enhancing subsequent data clustering or classification. Matrix factorization is one of the representative representation learning methods of data, among which Principal Component Analysis (PCA) [1] , Singular Value Decomposition (SVD) [2] , Vector Quantization (VQ) [3] , Non-negative Matrix Factorization (NMF) [4] and Concept Factorization (CF) [5] are several widelyused popular algorithms. Specifically, both NMF and CF enforce the resulting matrix factors to be nonnegative, which enables them to produce the parts-based representation of the original data [4] , [5] , [40] , [41] .
To the best of our knowledge, most existing factorization based methods aim at calculating the new basis vectors to represent data [4] , [5] . Specifically, NMF is to obtain two nonnegative factors U and V whose product can well approximate the data X, i.e., X % UV T , where U contains the basis vectors and V T is the new representation. The multiplicative updating rules minimizing NMF are given as
Note that existing studies on clustering and recognition have verified that NMF obtains the enhanced results than VQ, PCA and SVD [6] . More recently, several enhanced NMF variants have been proposed by extending NMF to the locality preserving scenario or discriminant scenario, e.g., Projective NMF (PNMF) [7] , Graph Regularized NMF (GNMF) [8] , [27] , Graph-based Discriminative NMF (GDNMF) with label information [44] , Constrained NMF (CNMF) [9] and Semi-Supervised GNMF (SemiGNMF) [8] . Although the enhanced results have been delivered by aforementioned NMF variants, but NMF and its variants can only be performed in the original feature space of data points, so it cannot be executed in the reproducing kernel Hilbert space and the powerful kernel trick cannot be applied to NMF directly. Note that the reason will be presented after introducing the CF algorithm.
The recent CF model is a variation of NMF by expressing each cluster using a linear combination of data points and representing each data by a linear combination of the cluster centers [5] . As a result, CF can be performed either in the original space or in kernel space due to its flexible formulation, i.e., data X is approximated by the product of three matrices X; W , and V, i.e., X % XWV T . Representative variants of CF are Locally Consistent Concept Factorization (LCCF) [10] and Constrained Concept Factorization (CCF) [14] . The multiplicative updating rules minimizing CF are given in Eq. (3) . One can find that the updating rules of CF clearly involve the inner product of X and hence it can be easily kernelized. In contrast, the updating rules of NMF and its variants do not have the inner product of X, so they cannot be kernelized directly as CF. Note that kernelization is useful to extract nonlinear features hidden in the data by kernelinduced mapping. Besides, since the computation of those kernelized method mainly relies on the number of samples rather than the dimension, so the kernelized method will be applicable to handle the high-dimensional dataset.
It is worth noting that CF and its variants still have certain drawbacks. First, CF can only reveal the global Euclidean geometry of data, but fails to preserve the locality structures. To solve this issue, LCCF [10] uses the graph Laplacian to smooth the representation so that the local geometry information is encoded. Due to the local preservation ability, LCCF can obtain the enhanced and more descriptive manifold preserving representations than CF. Note that the manifold preservation ability is important for most representation learning tasks on the real datasets, since most human generated vision data (e.g., image and video) or non-vision data (e.g., text and document) are probably sampled from a sub-manifold of low intrinsic dimensionality, that is a topological space locally resembling the Euclidean space near each point, hidden in the high-dimensional Euclidean space [11] , [12] , [46] , [48] . For example, a set of face images of one individual changing smoothly from the front to side can form a sub-manifold. The closer the adjacent faces, the more similar, i.e., locality. Thus, it is important to preserve the manifold structures while learning the representations. But note that LCCF still suffers from two shortcomings. (1) LCCF determines the neighbors of each sample first by k-nearest neighbor search and fixes k to construct the weights, but determining a suitable k is rather tricky in reality. Also, using the same k value artificially for each sample is also unreasonable, which does not consider the distribution of complex real data [11] , [12] , [13] , such as the class-imbalance distribution, i.e., the scale of some classes is much larger than that of other classes. For example, in the fraudulent transactions identification, most transactions are normal, and only a small fraction of transactions are fraudulent. For such cases, LCCF suffers from an obvious drawback, especially for small scale classes, i.e., the neighbors of certain sample may be chosen from other classes due to the fixed number k. A simple class-imbalance example (3-class case) is given in Fig. 1 , and we use the sample x of class 2 as an example. For this case, if we fix k ¼ 5 for LCCF to find the neighbors of x, two neighbors must be selected from other two classes (i.e., wrong connections), since class 2 only has four samples including x. The wrong connections can directly lead to inaccurate similarities and representation results. Thus, it is of great interest both in theory and in practice if we can extend CF to the adaptive weighting to determine k automatically, i.e., adaptive for different real datasets. (2) LCCF pre-defines the weights and graph Laplacian independently prior to the factorization, but such an operation cannot ensure that the preencoded weights to be optimal for the subsequent representation. Thus, it would be better if we can incorporate the adaptive weighting into the factorization process further. Second, LCCF is also unsupervised as CF, i.e., they both cannot take advantage of class information of labeled data to improve the representation performance even if label information of samples is available. To solve this issue effectively, CCF [14] was recently proposed. CCF can obtain the representations of data consistent with known label information by defining an explicit label constraint matrix to represent the label information of labeled samples, and thus can ensure the original labeled data sharing the same label to be mapped into one class in low-dimensional space. But CCF cannot predict the labels of originally unlabeled data and also map them into their respective subspaces (i.e., clusters) in feature space, since it did not define an explicit label indicator matrix for unlabeled data, but simply sets it to be an identity matrix. Note that the constraint matrix contains the label indicator vectors for each sample, with the biggest entry in each label indicator vector determining the class assignment of the sample, as can be observed from Eq. (7) . Because the number of labeled data is typically small in reality, the positive effects of incorporating the label constraints may be limited in CCF. Also, CCF cannot preserve the manifold structures in representation space explicitly, especially in an adaptive manner. But losing the adaptive local preservation power may also result in the degraded representations. Another common shortcoming of most CF based methods is that they directly minimize the difference between the data X and its reconstruction XWV T , which can only enable them to model the small noisy perturbation of the reconstruction, but they will fail in presence of gross sparse errors in reality.
In this paper, we therefore propose effective schemes to overcome the aforementioned shortcomings of LCCF and CCF, and at the same time inherit the advantages of them. The main contributions are shown as follows:
(1) Technically, A joint label prediction based partially labeled high-dimensional data representation framework, termed robust Semi-Supervised Adaptive Concept Factorization (RS 2 ACF), is proposed. To improve the representation ability, RS 2 ACF seamlessly incorporates the robust semi-supervised concept factorization, robust label prediction and the joint adaptive manifold preserving constraints on the label indicator and new representation into a unified framework. To obtain the robust representations, RS 2 ACF explicitly relaxes the factorization to make it simultaneously stable to small entrywise noise and robust to gross sparse errors. To interpret the resulting nonnegative factors from the factorization process of RS 2 ACF, we take the image recognition task as an example. Let X be an image data, RS 2 ACF also approximates it by the product of several matrices X; W and V, where V T ¼ Z T A T is the new representation of X, A is a label constraint matrix and Z is an auxiliary matrix. Due to our unified model, the linear reconstruction XW by the resulting factor W can be interpreted as the cluster prototypes or basis vectors that discover the latent semantic structures hidden in the image data X. The other factor V T under the label constraint and adaptive manifold preserving constraint can be interpreted as the discriminative adaptive locality preserving new representations or coordinates of the original data in X, which exhibits attractive properties over CCF and LCCF. Besides, the dimension of learnt new representation V T is usually much smaller than that of X (i.e., compact representation of the original high-dimensional data) in practical applications, which therefore can facilitate other subsequent data mining tasks, e.g., clustering and classification of highdimensional real-world data. (2) To enable RS 2 ACF to deal with the complex or special distributions potentially, such as the classimbalance distribution, we present an adaptive strategy to preserve the local manifold structures in the factorization process. That is, RS 2 ACF integrates the adaptive weighting and the semi-supervised concept factorization seamlessly into a unified model. Specifically, RS 2 ACF includes a neighborhood reconstruction error encoded by sharing the graph weight matrix in original space, new representation space and label space at the same time for joint minimization, so the manifold structures of labeled and unlabeled data can be preserved explicitly and adaptively in the learnt representation space and label space. That is, we do not need to specify the number k of neighbors at all, since the neighbors of each data point are determined automatically via minimizing the reconstruction error jointly. By updating the weights, new representation and predicted labels alternately, one can ensure the weights to be optimal for the data representation and can also reduce the wrong inter-class connections clearly as can be seen from the examples in Figs. 2 and 3, while existing locality based LCCF cannot ensure such issue. By the adaptive weighting, the tricky issue of determining the optimal neighborhood size k suffered in LCCF can be avoided, i.e., RS 2 ACF can be adaptive to different distributions of real datasets, which can make it more applicable to the real applications. (3) To effectively improve the discriminating power of learnt representation, our RS 2 ACF clearly considers making full use of the class information of labeled data and enriching the supervised prior information. Specifically, RS 2 ACF considers propagating the class information of labeled data to unlabeled data and further predict the labels of those unlabeled data by jointly learning a robust label predictor P and an explicit label indicator matrix for the unlabeled data. By the predicted labels of unlabeled samples, RS 2 ACF can explicitly ensure the unlabeled data sharing the same predicted label to be mapped into their respective subspaces in feature space. Thus, the discriminating ability of the new representations can be potentially enhanced compared with CCF, since CCF only defines a label indicator sub-matrix for labeled data and can only ensure those originally labeled data of the same class to be mapped into respective subspaces. As a result, RS 2 ACF will be more applicable to deal with the semi-supervised learning task that the number of labeled samples is limited, which is often encountered in real applications. The sparse L2,1-norm is also used on the predictor P so that the embedded discriminative soft labels can be obtained in the projective latent subspace for classification [15] , [16] , [17] . The paper is outlined as follows. Section 2 reviews the related work briefly. Section 3 presents the formulation and optimization of RS 2 ACF mathematically. In Section 4, we show the connections between RS 2 ACF and other related work. Section 5 shows simulation results on public datasets. Finally, the paper is concluded in Section 6.
RELATED WORK
We briefly review CF [5] , LCCF [10] and CCF [14] here.
Concept Factorization (CF)
Concept Factorization is a classical unsupervised matrix factorization method for data representation. Given a data matrix X ¼ ½x 1 ; x 2 ; :::; x N 2 R DÂN , where x i ; i 2 1; 2; . . . ; N is a sample vector, N is the number of samples and D is the original dimension of each sample. Letting U 2 R DÂr and V T 2 R rÂN be two nonnegative matrices whose product UV T 2 R DÂN is the approximation to the original data X, where the rank r is a constant, by representing each basis by using a nonnegative linear combination of x i , that is, P N i¼1 w ij x i , where w ij ! 0, then CF aims at calculating the approximate relation as X % XWV T . That is, CF proposes to solve the following minimization problem:
where W ¼ ½w ij 2 R NÂr , XW approximates the bases, V T is the new representation, and V T is the transpose of V. The multiplicative updating rules of CF are described as
where K ¼ X T X is the inner product matrix or kernel matrix. After the convergence of the above rules, the new representation V T of the original data X can be obtained.
Locally Consistent Concept Factorization (LCCF)
LCCF learns the manifold preserving new representations of original data by including a geometrically based regularizer. Specifically, LCCF first constructs a graph GðR; EÞ with N nodes over the samples in X, where each vertex r i in vertex set R corresponds to a sample x i , and the edge weight S ij connecting x i and x j can be defined as
where N k ðx i Þ is the set including the k nearest neighbors of x i . The regularization term < can then be defined as
where v i is the i-th column of V, graph Laplacian L ¼ D À S; D is a diagonal matrix whose entries are column (or row, since S is symmetric) sums of S, i.e.,D ii ¼ P j S ij . Thus, LCCF solves the following objective function:
where ! 0 is a regularization factor. Finally, the updating rules of W and V can be computed as [10] :
Constrained Concept Factorization (CCF)
CCF extends CF to semi-supervised scenario [33] , [45] , [47] , [48] by using the class information of labeled data as additional constraint. Supposing that the dataset X contains a labeled set X L 2 R DÂl and an unlabeled set X U 2 R DÂu , that is, l þ u ¼ N and X ¼ ½X L ; X U 2 R DÂðlþuÞ , where l and u are the numbers of labeled and unlabeled data respectively, then CCF can drive the constrained factorization by representing label information by a label constraint matrix A. Let A L 2 R lÂc be a class indicator matrix defined over class information of X L , where c is the number of classes. The entry ðA L Þ ij is defined as 1 if x i is labeled with the j-th class, and otherwise ðA L Þ ij ¼ 0.
Note that CCF does not define an explicit label indicator matrix for X U and simply uses an u Â u identity matrix I uÂu for X U . Thus, the overall label constraint matrix A is defined as
To ensure the points sharing the same label are mapped into the same class in low-dimensional space (i.e., same v i ), CCF imposes the label constraint by an auxiliary matrix Z: V ¼ AZ:
By substituting V ¼ AZ into CF, CCF finds a nonnegative matrix W 2 R NÂr and Z 2 R ðcþuÞÂr from
The updating rules for W and Z are described as [14] :
3 ROBUST SEMI-SUPERVISED ADAPTIVE CONCEPT FACTORIZATION (RS 2 ACF)
The Objective Function
We describe the idea and formulation of our RS 2 ACF that overcomes the shortcomings of both CCF and LCCF to improve the representation and discriminating abilities. Given a partially labeled dataset X ¼ ½X L ; X U 2 R DÂðlþuÞ , our RS 2 ACF incorporates the semi-supervised concept factorization, robust label prediction and joint adaptive manifold preserving constraints on the label indicator and new representation seamlessly into a unified model. RS 2 ACF also considers enhancing the robust properties of factorization process. Specifically, our RS 2 ACF relaxes the original reconstruction error
where E is the L2,1norm regularized sparse matrix. Thus, RS 2 ACF can be simultaneously stable to small entrywise noise that is modeled by kE ori k 2 F and robust to the gross sparse errors modeled by L2,1-norm [15] , [16] based E, i.e., kE T k 2;1 . Thus, the recovered low-dimensional new representation of original data can be potentially more accurate. Finally, our RS 2 ACF can jointly calculate a low-dimensional new representation of original data X, an auxiliary matrix Z 2 R 2cÂr , an adaptive weighting matrix Q 2 R ðlþuÞÂðlþuÞ , a sparse term E encoding the sparse errors, a label indicator A U 2 R uÂc for unlabeled samples in X U and a robust label predictor P 2 R DÂc for the class assignment. These can lead to the following initial problem for our presented RS 2 ACF:
F is the robust reconstruction error over all data, fðQÞ is the adaptive locality constraint term of representations, and gðA U ; P Þ is the joint learning term of the class indicator for unlabeled data and robust label predictor. W; Z; Q ! 0 are the non-negative constraints, and Q ii ¼ 0 is to avoid the trivial solution Q ¼ I, where I is the identity matrix. a ! 0 and b ! 0 are two parameters. Our RS 2 ACF defines the overall fully labeled constraint matrix A, auxiliary matrix Z and nonnegative matrix W as
where A l is the class indicator for labeled data. Note that RS 2 ACF also learns an explicit class indicator A U for unlabeled data X U so that the new representations of both labeled and unlabeled data can be well grouped in feature space. Although the term kX À E À XWZ T A T k 2 F in RS 2 ACF shares the similar form as that of CCF, RS 2 ACF can enable the model to be robust to small entrywise noise and gross sparse errors jointly and can estimate the labels of unlabeled data by P. The definitions of Z and A are also different for CCF and RS 2 ACF. Next, we describe fðQÞ and gðA U ; P Þ for the adaptive weighting and classification.
1) Adaptive Locality Constraint of Representations
To keep the local manifold structures of new representation, RS 2 ACF obtains the adaptive reconstruction weight matrix Q from the following function:
where AZ is the low-dimensional representation of X, P is a linear projection classifier that will be discussed shortly, i.e., P T X are the predicted labels of X. Clearly, the weight matrix Q minimizes the reconstruction errors over original data X, new representations AZ and estimated labels P T X jointly. That is, the neighborhood encoded by weights Q are consistently shared in the original space, new representation space and label space at the same time. Thus, the local manifold structures can be clearly preserved in representation space and label space.
2) Joint Learning of Class Indicator A u for X U and Robust Label Predictor P
We discuss how to obtain an explicit class indicator A u for unlabeled data by jointly computing a robust label predictor P. Different from CCF whose positive effects of incorporating the label constraints may be limited, we would like to investigate how to estimate the class information of originally unlabeled data so that all the training data (including both labeled and unlabeled data) can be grouped and represented more accurately. To this end, we propose to define the following embedding based function to compute the class indicator A u for unlabeled data:
from which it is clear that the embedded labels X L T P and X U T P only depends on the indicators A L and A U . kP k 2;1 is L2,1-norm based label predictor that can propagate class information of labeled data to unlabeled data. Note that the sparse L2,1-norm can ensure the robust properties of the predictor P so that it is robust to noise and outliers in data [15] , [16] , and it can also enable the discriminating soft labels to be predicted in the latent label subspace. To clarify the advantages of using fðQÞ and gðA U ; P Þ more clearly, we discuss the sum of them, which is given as
where the minimization of bðkA L À X L
can clearly mean that the process of predicting the labels X U T P of the unlabeled samples not only replies on the class indicator A U , but also receives partial information from the adaptive neighborhood of each data in terms of label reconstruction by kP T X À P T XQk 2 F [17] , [36] , where the adaptive neighborhood is mainly encoded by the adaptive weights in Q. As a result, the predicted labels of the unlabeled data will be potentially more accurate for classification, especially for the cases that the estimated class indicator A U is not very reliable in special cases.
Thus, the final objective function of RS 2 ACF is given as
Note that we can obtain a weight matrix Q, a class indicator A u for unlabeled data, and a linear projection classifier P jointly from Eq. (16) . Thus, XWZ T A T in our RS 2 ACF can be regarded as the robust semi-supervised adaptive neighborhood preserving representation of original data. Next, we detail the optimization process.
Optimization
We show how to solve the objective function of RS 2 ACF in Eq. (16) . Since the variables, i.e., W; Z; A U ; Q and P, rely on each other, they cannot be solved directly. Thus, we present an alternate method to obtain the local optima of the model by iterative updating rules [8] , i.e., we update one variable each time by fixing others. The optimization can be alternately performed by the following steps: 1) Fix others, update the matrix factor W:
We can update the variable W with other variables given. By removing terms that are independent on W, we can have the following reduced formulation:
Define K E ¼ ðX À EÞ T ðX À EÞ and by using the property of matrix, the above problem can be reformulated as
Let c ik be the Lagrange multiplier for the constraint w ik ! 0 and C ¼ ½c ik , then the Lagrange function L 1 of the above problem can be constructed as
The partial derivative of L 1 w:r:t: W can be computed as
By applying the Karush-Kuhn-Tucker (KKT) condition c ik w ik ¼ 0, we can obtain the following equation:
Thus, we obtain the updating rule of W ¼ ½w ik as
2) Fix others, update matrix Z and class indicator A U :
We update variables Z and A U in this step. Note that we update the sub-matrices Z L and Z U separately. Based on the matrix property, that is, kAk 2 F ¼ trðA T AÞ ¼ trðAA T Þ, by removing terms that are irrelevant to A U ; Z L and Z U , and expanding kX À E À XWZ T A T k 2 F into labeled and unlabeled parts, we have the following problem:
where H ¼ ðI À QÞðI À QÞ T is an auxiliary matrix based on the adaptive weight matrix Q, and can be further splitted into four blocks over the labeled and unlabeled data:
To simplify the optimization, we first expand the semisupervised concept factorization term trðZ T A T HAZÞ as
Let f ik , t ik , and " ik be the Lagrange multipliers for the
respectively, the Lagrange function L of the problem in Eq. (23) can then be constructed as
where
we can obtain the following equations:
Thus, the following updating rules for Z L ; Z U , and A U can be easily obtained from Eqs. (30) , (31) , (32):
3) Fix others, update the sparse error term E:
To update E, we have the following reduced problem by removing the irrelevant terms from the objective function:
By the properties of L2,1-norm [15] , [16] , [17] ,
where @ ¼ X À XWZ T A T . By taking the derivative of JðEÞw:r:t: E, one can obtain the updating rule for E as
Then, we can update the diagonal matrix = as
4) Fix others, update adaptive weighting matrix Q:
We fix Z and A U to update the weight matrix Q. Note that we regard Z and A as a whole in the step of updating Q. We can have the following reduced problem by removing the irrelevant terms from the objective function:
ffiffiffi a p X T P T Þ T , then the optimization of Eq. (36) is equivalent to solving the following one:
Similarly, we can define the Lagrange function L 2 of Q as
where G ¼ ½g ik is Lagrange multiplier for constraint q ik ! 0.
Then, the derivative of L 2 w:r:t: Q can be obtained as
Since g ik q ik ¼ 0, according to the KKT condition, we have
Finally, we obtain the updating rule for weights Q as
After the reconstruction weight matrix Q is updated by the above equation, we further make Q ii ¼ 0.
5) Given A U , update the robust label predictor P:
The predicted label matrix A U of unlabeled data is fixed in this step, and we show how to update the label predictor P. In this case, we have the following reduced problem:
Let B 2 R DÂD be a diagonal matrix with the diagonal entries being b ii ¼ 1=½2kp i k 2 , i ¼ 1; . . . ; D, then we can transform Eq. (45) into the following matrix trace form:
(46) when each p i 6 ¼ 0, i ¼ 1; . . . ; D, where p i is the i-th row vector of the label predictor P. By taking the derivative of JðP Þw:r:t: P , one can obtain the updating rule for P as
In the t-th iteration, after P t is updated, we can easily update the diagonal matrix B t as
where p i t is the i-th row vector of the label predictor P t . To present our method completely and clearly, we summarize the optimization procedures of our RS 2 ACF in Algorithm 1, where the diagonal matrix = and B is initialized as identity matrices as [16] , [17] so that E i T 6 ¼ 0 and p i 6 ¼ 0 are satisfied during the iterative process. Note that minimizing kA L À X L T P k 2 F þ kA U À X U T P k 2 F means that the prediction results by the classifier P depend on the class indicators A L and A U . Since A L is defined directly based on class information of labeled data, it is usually accurate. In contrast, the class indicator A U is defined for unlabeled data, but unlabeled data has no supervised prior information. Thus, A U is often initialized as a matrix of all zeros or an identity matrix in CCF [14] , but minimizing kA U À X U T P k 2 F jointly with these initializations tend to result in inaccurate or even wrong predicted labels X U T P over unlabeled data, i.e., the projection P cannot ensure to be a label predictor. In other words, the initialization of A U is very important in our formulation. To address the above issues, two effective strategies are used to ensure that the projection P to be a label predictor and the prediction labels X U T P to be accurate as much as possible in this present paper. First, since A L is accurate, we can initialize the label predictor P by min P kA L À X L T P k 2 F þ kP k 2 F with the solution P ¼ ðX L X L T þ IÞ À1 X L A L . Based on the initialized P, we can initialize the class indicator A U for unlabeled data further as X U T P . Second, the manifold preserving regularization kP T X À P T XQk 2 F can preserve the relationships between the labeled and unlabeled data so that the process of predicting the labels of unlabeled data can receive partial information from A U and also partly come from the neighborhoods [36] so that the predictions can be more accurate.
Convergence Analysis
We present the convergence analysis of our RS 2 ACF in this section. Specifically, we have the following theorem (i.e., Theorem 1) regarding the above iterative updating rules. Theorem 1 can ensure the convergence of the iterations and thus the final solution will be a local optimum. To prove Theorem 1, we use a similar convergence proof method of NMF [4] and CCF [14] by involving an auxiliary function to assist the analysis. We first show the definition of the auxiliary function and its property. Algorithm 1. Our Proposed RS 2 ACF Framework Inputs: Data matrix X ¼ ½X L ; X U 2 R DÂðlþuÞ , positive constant r, and hyperparameters a; b; Initialization: t ¼ 0; Initialize = and B to be identity matrices; Initialize W and Z as random matrices; Initialize the error E to be zero matrix; Initialize the label predictor P as P ¼ ðX L X L T þ IÞ À1 X L A L and the class indicator A U for unlabeled data as X U T P . Initialize the entries of the weight matrix Q by the cosine similarity, i.e., Q ij ¼ cos ðx i ; x j Þ;
While not converged do 1. Update Z L ; Z U and A U by Eqs. (33) , (34) , (35 
Lemma 1. If G denotes an auxiliary function, then F is nonincreasing under the update:
Note that the equality F ðx tþ1 Þ ¼ F ðx t Þ holds only if x t is a local minimum of Gðx; x t Þ. By iterating the above updates, we can easily obtain a sequence of estimates that can converge to a local minimum x min ¼ arg min x F ðxÞ. Next, we define an auxiliary function for our objective function and use Lemma 1 to show that the minimum of the objective function is exactly our update rule, and therefore the Theorem 1 can be proved.
We first prove the convergence of the updating rule in Eq. (22) . For any entry w ij in W, let F w ij be the part of objective function relevant to w ij , i.e., Eq. (17). Since the update is essentially element-wise, it is sufficient to show each F w ij is non-increasing under the updating rules. To prove it, we can define the auxiliary function G for F w ij . Lemma 2. The following function is an auxiliary function for F w ij , which is only relevant to w ij :
Proof. The Taylor series expansion of F w ij is described as
(52) t u Note that @ 2 O=@W 2 ¼ 2KZ T A T AZ, F 00 w ij ¼ ðKÞ ii ðZ T A T AZÞ jj , and
where O denotes the objective function of our RS 2 ACF. Thus, we can easily conclude that Gðw; w t ij Þ ! F w ij ðwÞ. Note that the auxiliary function for the objective function with regard to variable q ij is defined as follows:
is an auxiliary function for F ða U Þ ij , which is the part of O that is only relevant to the variable q ij .
Proof. The proof is essentially similar to that of Lemma 2.
By comparing Gðq; q t ij Þ with the Taylor series expansion of F q ij , we only need to prove that ðY new
It should be noticed that we can similarly prove that
According to Lemma 1, by computing
one can similarly obtain the following equations:
which are exactly the same updates as in Eqs. (22) , (33), (34), (35) , (44) respectively. Thus, the objective function of RS 2 ACF in Eq. (16) is non-increasing under the updates, which will be verified by quantitative convergence analysis.
Computational Complexity Analysis
We briefly discuss the computational time complexity of our proposed RS 2 ACF. We use the big O notation to show the complexity of one algorithm as [39] . According to the updating rules of our RS 2 ACF, we only need to perform the extra updating of A U ; P; Q and E over the CCF method.
Since the big O of each updating operation for each variable is not more than O OðN 3 Þ in the optimization procedure of our RS 2 ACF if N is larger than dimension D, the overall time complexity of our RS 2 ACF is O OðN 3 Þ.
RELATIONSHIP ANALYSIS
In this section, we also discuss the important issues that are closely related to our proposed RS 2 ACF.
Connections with CF [5] and LCCF [10]
Both CF and LCCF aim at finding two matrices W, and V, where the product of X; W and V is the approximation to the data X. Recalling the objective function of RS 2 ACF in Eq. (16), if we substituting V T ¼ Z T A T back, we can have the following simplified framework for our RS 2 ACF:
It is clear that if b ¼ g ¼ 0 and the weight matrix Q is fixed in the optimization, the above problem can be reduced to
when the sparse error is not included, i.e., E ¼ 0, where H ¼ ðI À QÞðI À QÞ T . Note that kX À XQk 2 F is a constant when Q is fixed and the above problem can be equivalent to the objective function of LCCF if H is equivalent to the graph Laplacian
D is a diagonal matrix whose entries are column (or row) sums of the weight matrix S. Note that H ¼ L when
where e is a column vector of all ones. But fixing the weight matrix Q by pre-calculating it before minimizing the reconstruction error will make LCCF lose the adaptive locality preserving ability, and also the pre-calculated weights cannot be ensured to be optimal for subsequent matrix factorization. It is also noticed that if we further constrain a ¼ 0, i.e., discarding the local manifold structure preservation power, the above problem just identifies the objective function of CF. Thus, both LCCF and CF are reduced formulations and special cases of our RS 2 ACF. That is, RS 2 ACF can potentially outperform both LCCF and CF for data representation and high-dimension data analysis.
Connection with CCF [14]
We discuss the relations between CCF and RS 2 ACF. One common property is that they all take class information as the additional constraints. Recalling the constraint matrix A of CCF in Eq. (7) , the constraint matrix for the unlabeled data is set as an identity matrix, i.e., it can only use class information of labeled data and cannot predict the labels of unlabeled data. In contrast, RS 2 ACF can clearly obtain a label indicator A U for unlabeled data to capture the discriminating hidden effects. It is clear that when a ¼ b ¼ 0 in our RS 2 ACF, we can have the following reduced problem:
By comparing the problem of CCF with Eq. (62), one can easily find that Eq. (62) is a robust variant of CCF if the same A U is used. When the error term E ¼ 0, the problems of CCF and Eq. (62) are completely equivalent. Thus, CCF is clearly a special example of our RS 2 ACF. But note that setting a ¼ b ¼ 0 means that the reduced problem cannot keep the manifold structures and the discriminant information hidden in unlabeled data cannot be mined to enhance the representation. Setting E ¼ 0 means that the gross sparse errors in data cannot be modeled any more.
EXPERIMENTAL RESULTS AND ANALYSIS
We conduct extensive experiments to evaluate RS 2 ACF for representing, clustering and classifying high-dimensional data. In our study, we mainly compare the performance of our RS 2 ACF with eight closely related matrix factorization and representation methods, including four unsupervised methods (i.e., NMF, CF, PNMF and LCCF), and four semisupervised methods (i.e., CNMF, GDNMF, SemiGNMF and CCF). Note that SemiGNMF also adds class information of labeled data into the graph structures by modifying the graph weight matrix [14] . In this study, four public face databases (i.e., JAFFE [18] , AR [19] , MIT CBCL [20] and UMIST databases [21] ), two public object databases (i.e., COIL100 [22] and ETH80 databases [23] ), and two public handwritten databases (i.e., CASIA-HWDB1.1 [24] , [25] and USPS [26] ), are used to test the universal applicability of RS 2 ACF. Detailed information of used databases is shown in Table 1 , where we show the total number of samples, dimension and the number of classes. For each face or object image databases, we follow the common evaluation procedures [49] , [50] to resize all the images into 32 Â 32 pixels for each method for efficiency, and then further convert each image to a 1024-dimensional sample vector with each entry of the vector containing the grey values of image pixels. Finally, we can obtain a data matrix with the vectorized representations of all the images as its columns. Note that the vectorized preprocessing for the handwritten image databases is similar in spirit. We perform all the simulations on a PC with Intel Core i5-4590 CPU @ 3.30 GHz 3.30GHz 8G.
Visualization of the Graph Adjacency Matrix
For representation learning, preserving the local manifold structures of the new representations by weight construction is important for enhancing the representation power. Thus, we would like to compare the constructed adaptive weight matrix Q in our RS 2 ACF with other two traditional methods to define the graph adjacency matrix, i.e., Gaussian function and LLE-style reconstruction weights [12] . In this study, the MIT face database is applied and we randomly choose 20 images from each class (totally 200 images) to form the matrix X for clear observation, with 10 labeled samples in each class for our RS 2 ACF method. The kernel width in Gaussian function is defined by using the method of [28] and the number of nearest neighbors is set to 7 [29] . To evaluate the robustness of weight learning to noise, we also prepare a setting under the noisy case.
We visualize the constructed three weight matrices over the original data and noisy data in Figs. 2, 3 , respectively. To corrupt data, we add random Gaussian noise by using X ¼ X þ Variance Â randnðD; NÞ into original data X, where the variance is set to 20. Note that we also evaluate the three graph adjacency matrices numerically by comparing the reconstruction error " ¼ kX À X e Qk 2 F =kXk 2 F , where e Q is the graph weight matrix obtained by each weighting method. It is clear that the smaller the reconstruction error " is, the better the data reconstruction performance will be, and vice versa. We can find that: 1) The learnt graph adjacency matrix by each weighting approach can have approximate blockdiagonal structures. Compared with our weights, there are more wrong inter-class connections in Gaussian weights and LLE-style reconstruction weights, which may result in inaccurate similarity measures and subsequent poor data representations. Specifically, more wrong inter-class connections are produced in the Gaussian weights and LLE-style weights over the noisy case. The main reason for the failure may be because they have to select the number of nearest neighbors or kernel width in Gaussian function, and more importantly they usually fix the number of neighbors for each sample, which is not reasonable, because such operation fails to consider the actual distributions of different real data; 2) In contrast, our RS 2 ACF computes the adaptive weights jointly without needing to specify the number of nearest neighbors or kernel width used in Gaussian function, so RS 2 ACF can obtain a weight matrix with less wrong interclass connections and good intra-class connectivity at the same time, which can be attributed to the adaptive formulation of learning weights, since the learnt weights can be adaptive to different datasets, and we do not need to choose the number of nearest neighbors beforehand and also do not fix it for each data as existing methods; 3) From the quantitative evaluation of reconstruction, we can conclude that our adaptive weight matrix can obtain the smaller reconstruction error than other two weighting methods, i.e., using our adaptive weight matrix to reconstruct the data X is more accurate. As a result, the encoded local manifold structures by the adaptive weight matrix of our RS 2 ACF would be potentially more accurate and powerful for enhancing the representation ability. The reconstruction error by Gaussian weights is larger than that by LLE-style reconstruction weights in both original and noisy cases. In addition, we see that the reconstruction error of each method over the noisy data is higher than that on original data, which implies that the noise in data can indeed decrease the representation ability of encoded weights. Therefore, learning a robust weight matrix is crucial for data representation.
Convergence Analysis
We have proved that the objective function value of our RS 2 ACF in Eq. (16) is non-increasing under the updating rules in Section 3.3, so we would like to present some quantitative convergence analysis results to verify it. Two face databases (i.e., MIT CBCL and AR), one object database (i.e., ETH80), and one handwritten digit database (i.e., CASIA-HWDB1.1-D) are evaluated. For each database, we respectively choose 20, 40, 60 and 80 percent labeled data from each class to train our RS 2 ACF, since we would like to investigate how the percentage of labeled data affect the convergence of our RS 2 ACF. The convergence results over different percentages of labeled samples are illustrated in Fig. 4 , where the x-axis is the number of iterations and the y-axis is the objective function value. We find that: 1) for different percentages of labeled data, RS 2 ACF can produce the similar convergence trends. That is, the convergence of our RS 2 ACF is robust to the percentage of labeled samples, because the percentage of labeled data has small effect on the convergence; 2) the objective function values of RS 2 ACF are non-increasing and also decrease smoothly. Specifically, our RS 2 ACF with the updating rules converges rapidly and the number of iterations is usually less than 15 in most cases.
Clustering Evaluations

1) Evaluation Metric:
In this study, we use two widely-used quantitative clustering evaluation methods, i.e., Accuracy (AC) and Normalized Mutual Information (NMI) [30] , [31] , to evaluate the clustering results. AC is the percentage of the cluster labels to the true labels provided by the original data corpus. The NMI value is computed over the set of clusters obtained from the ground truth and the set of clusters obtained by performing clustering over the new representations by each algorithm. Note that the values of both AC and NMI range from 0 to 1, and the higher the value is, the better the clustering result will be.
2) Clustering Evaluation Results: We compare RS 2 ACF with other methods for data clustering on MIT CBCL and AR face image databases. More specifically, we conduct Kmeans clustering [32] on the new representation of each algorithm. Following the common evaluation procedures [8] , [9] , [10] , [14] , [29] , for each fixed cluster number K, we choose K categories from the datasets randomly and mix the data of these K categories as the data matrix X for matrix factorization and clustering [29] . Resembling [14] , the rank of factorization is set to Kþ1. In the experiments, we randomly choose 30 percent samples from each class to construct the labeled set for the semi-supervised learning as [14] . For each method, we average the clustering results, i.e., AC and NMI, over 20 times K-means clustering. Note that the clustering results based on varied K values are shown in Tables 2, 3 . We can draw the following conclusions. 1) The performance of each method goes down as the number of tested categories increases, since clustering data of less categories is relatively easier; 2) The semi-supervised CNMF, SemiGNMF, CCF and RS 2 ACF methods can deliver better results than the unsupervised NMF, CF, PNMF and LCCF in most cases. More specifically, RS 2 ACF delivers comparable and even higher accuracies and NMI values than the semi-supervised factorization algorithms, i.e., CNMF, SemiGNMF, GDNMF and CCF.
Face Recognition
We first use face recognition to evaluate the distinguishing ability of the learnt new representation by each factorization method. Three face image databases, i.e., JAFFE, MIT CBCL and UMIST, are used for evaluations. The performance of our RS 2 ACF is mainly compared with those of NMF, CF, PNMF, LCCF, CNMF, SemiGNMF, GDNMF and CCF. Note that the classification process is described as follows. First, we perform each method to compute the new representation. Then, classification is performed on the new representation of each method. To evaluate the results, we use two popular classifiers, i.e., one-nearestneighbor (1NN) and a semi-supervised classifier, Sparse Neighborhood Propagation (SparseNP) [33] . To avoid the randomness induced by bias, the accuracy is averaged over 15 times random splits of training/testing images w. r.t. each case and each method for fair comparison.
Classification on the original images. We first evaluate each algorithm for classifying the original face images. For each semi-supervised method, the number of labeled face images per class is set to 30 percent of the number of samples. For the face classification by SparseNP, the number of labeled training data of each class is also set to 30 percent of the total number of training samples. Note that the comparison results by the 1NN and SparseNP classifiers are shown in Figs. 5 and 6 respectively, where the horizontal axis is the number of training data per class and the vertical axis denotes the accuracy. We have the following finding. (1) The result of each method is enhanced by increasing the number of training data. (2) RS 2 ACF delivers better recognition results than other factorization methods across all numbers of training data. Since the recognition task is performed based on the learnt new representation of each method, we can conclude that the obtained representation of RS 2 ACF is potentially more discriminating than those of NMF, CF, PNMF, LCCF, CNMF, SemiGNMF, GDNMF and CCF for classification, which can be attributed to the unified model of integrating the adaptive manifold preservation with semi-supervised CF, and enriching the supervised prior knowledge by jointly predicting the labels of unlabeled samples; (3) PNMF, LCCF and the semi-supervised methods can outperform CF and NMF for face recognition in most cases due to the use of labeled data or local information. Classification on random face features. We also evaluate each algorithm for classification over the random face features. The random feature descriptor is widely-used for classification [34] , [35] . To extract the random features, each image is projected onto a d-dimensional feature vector with a randomly generated matrix from a zero-mean normal distribution. Each row of the matrix is L2 normalized. Similar to [34] , [35] , the dimensionality of a random face image feature is set to d ¼ 540 in our study. The classification results using the 1NN and SparseNP classifiers on random features are illustrated in Figs. 7 and 8 , respectively. As can be seen from the figures, similar conclusions regarding the change trends of results and superiority of evaluated methods can be drawn.
Object Recognition
We then conduct object recognition on two popular databases, i.e., ETH80 and COIL100. The result of our RS 2 ACF is also compared with those of NMF, PNMF, CF, LCCF, CNMF, Under the same settings, the results by Sparse are usually higher than those obtained by 1NN, which can be attributed to the fact that SparseNP can use both labeled and unlabeled data for classification.
Handwritten Digit Recognition
We evaluate RS 2 ACF and other methods for handwritten digit recognition. CASIA-HWDB1.1 and USPS databases are involved. For CASIA-HWDB1.1 [24] , the subset called HWDB1.1-D [25] , including 2381 handwritten digits ('0'-'9'), from CASIA-HWDB1.1 is used for the evaluation. For USPS database, we choose the first 3000 handwritten digits (i.e., 300 per class) for the simulation. For each dataset, the number of training digits varies from f40; 80; . . . ; 200g. The averaged accuracy rates and best record (%) over different training numbers) by the 1NN and SparseNP classifiers are reported in Tables 6 and 7 , from which we can find that RS 2 ACF still delivers better results than its competitors. CNMF, CCF, SemiGNMF and LCCF obtain better results than NMF, PNMF, and CF in most cases. Thus, RS 2 ACF can represent the handwritten digits appropriately, i.e., the learnt representations of digits are more discriminative than other methods, which can once again be attributed to the seamless integration of the adaptive local preservation with semi-supervised concept factorization, and the joint learning of class indicator for unlabeled data.
Parameters Sensitivity Analysis
(1) Hyperparameter analysis of our RS 2 ACF. We mainly explore the effects of the model parameters a,b and g on the result of RS 2 ACF. Due to page limitation, the quantitative data classification result is reported as an example, and one face database (i.e., UMIST) is chosen. Since our RS 2 ACF has three parameters, we first fix g ¼ 10 4 and use the widelyused grid search strategy [37] , [38] to tune a and b from the candidate set {10 À8 , 10 À6 , 10 À4 ,. . ., 10 8 }. Then we fix a ¼ 10 4 and b ¼ 10 À4 to tune g from the candidate set. For classification, the number of training data per class is set to 50 percent of the total number of samples, and the number of labeled training data of each class is also set to 50 percent of the number of training samples. The 1NN classifier is used for evaluation in this study. The classification accuracy is averaged over 15 random splits of training/testing samples. The parameter selection results are illustrated in Fig. 9 . Note that similar observations can be obtained from other databases, so we simply set a ¼ 10 4 , b ¼ 10 À4 and g¼ 10 4 for the simulations of RS 2 ACF in this paper.
(2) Hyperparameter analysis of other competitors. We also present the analysis results of the individual parameters of other competitors on the evaluated databases, i.e., JAFFE, UMIST, MIT, COIL100, ETH80 and USPS databases. Specifically, the evaluated LCCF and SemiGNMF have one parameter in their problems and GDNMF has two parameters. Let LCCF and SemiGNMF be the parameters of LCCF and SemiGNMF respectively, and let a GDNMF and b GDNMF denote the parameters of GDNMF. We then explore the effects of these parameters on the classification results of the methods. The 1NN classifier is also applied in this study. First, to evaluate LCCF and SemiGNMF, we vary form the candidate set, and test the classification accuracies under different training samples. Second, to evaluate GDNMF, we also use the grid search strategy [37] , [38] to tune a GDNMF and b GDNMF from candidate set. For JAFFE, Fig. 12 as examples, where the number of training samples is set to 50 for MIT, USPS, ETH80 databases, and set to 10/20/40 for JAFFE, UMIST and COIL100 respectively. We can find that LCCF, SemiGNMF and GDNMF obtain the results of similar trends on different databases. Moreover, we report the best choice of hyperparameters in Table 8 .
Further Evaluation on Classification
(1) Investigation on the rank r of factorization. In this study, we investigate the effects of rank r on classification. MIT CBCL face database, COIL100 object database and CASIA-HWDB1.1-D handwritten database are evaluated. For MIT CBCL, we fix the training number to 200, set the number of labeled data to 60 per class and vary r from f4; 6; 8; . . . ; 22g. For COIL100, 40 samples are randomly chosen from each class to from the training set with 12 labeled data per class, and the rank r tunes from f15; 30; . . . ; 150g. For HWDB1.1-D, the training number per class is set to 100 with 30 percent labeled, and r is tuned from f4; 6; 8; . . . ; 22g. The analysis results over different rank r of the factorization are shown in Fig. 13 . We can find that: 1) our RS 2 ACF delivers higher results than other related models across all choices of r; 2) the best results are usually obtained around the point
where c is the number of classes, which keeps consistent with the conclusion of [14] . Thus, r ¼ c þ 1 is used for each method in all simulations.
(2) Investigation of the effects of labeled numbers of samples on classification. In this experiment, five semi-supervised algorithms, i.e., CNMF, GDNMF, SemiGNMF, CCF and our RS 2 ACF, are evaluated. MIT CBCL, COIL100 and CASIA-HWDB1.1-D databases are also evaluated. In this study, the training number of samples in each class is fixed and the percentage of labeled number of samples is varied. For MIT CBCL, COIL100 and HWDB1.1-D databases, we randomly choose 100, 40, and 100 samples from each class to construct the training sets. The proportion of the labeled samples varies from f5%; 10%; . . . ; 95%g for each database. The classification result of each semi-supervised method by the 1NN classifier is shown in Fig. 14. We can find: 1) the increasing number of labeled samples can significantly improve the result of each method initially, but the increasing trend becomes slow as the number of labeled data is increased to a higher level; 2) our RS 2 ACF can deliver the better classification results over different numbers of labeled samples in most cases, and the performance superiority of our RS 2 ACF over other methods is more obvious when the labeled number is relatively small. Note that this phenomenon is promising for semi-supervised learning, because the number of labeled samples is limited in most real applications.
(3) Investigation on binary classification. Binary data classification problem is also discussed. In this study, the binary logistic regression classifier [51] and SparseNP [33] are employed to evaluate the results. The running time performance of each factorization methods is also presented. Three real image databases, i.e., UMIST face database, COIL100 object database and USPS database, are used as examples. For each database, we consider the first class as the positive class data and the other classes are treated as the opposite class data. For UMIST, COIL100 and USPS, we choose 20, 6 and 50 samples from each class to form the training sets respectively, where 6, 3 and 20 samples are selected as labeled. To quantify the binary classification, ROC curves [42] , [43] and the corresponding area under the ROC curve (AUC) values are shown in Figs. 15, 16 and Table 9 respectively, where AUC1 denotes the result by the logistic regression classifier and AUC2 is the result by SparseNP. Note that we also report the classification results of the SparseNP and the logistic regression classifier on the original raw data (without going through factorization) as the baseline. To test the runtime, the averaged training time of factorization by each method are reported for fair comparison. We can find that: (1) RS 2 ACF is superior to other methods by delivering higher AUC values in investigated cases; (2) the results of baseline methods on original raw data are worse than other methods by performing factorization for new representations, which implies that the learnt new representation by factorization can indeed improve the classification; (3) for runtime performance, RS 2 ACF needs comparable time to CCF, and both needs more time than other methods; (4) logistic regression is on-par with Spar-seNP in some cases, e.g., AUC1 and AUC2 are comparable on COIL100, while SparseNP is superior to the logistic regression on UMIST and USPS by delivering higher AUC values in most cases.
CONCLUDING REMARKS
We proposed a new and robust semi-supervised adaptive concept factorization algorithm that aim at improving the discriminating ability of the new representations and the robustness properties to noise and gross sparse errors. To enhance the discriminating power, RS 2 ACF incorporates class information of labeled data as hard constraints and estimates class information of the unlabeled data by soft constraints. Specifically, RS 2 ACF jointly obtains a robust label predictor to propagate class information of labeled data to unlabeled data, and also compute an explicit label indicator for unlabeled data. That is, RS 2 ACF also makes full use of unlabeled data by predicting their labels, and adds them into the constraint matrix as soft constraints to make the representations more discriminative. To encode the locality more accurately, RS 2 ACF clearly preserves the manifold structures of the labeled and unlabeled data adaptively in the representation space and label space, i.e., the weights are ensured to be optimal for representation and classification of high-dimensional data jointly. We have conducted extensive clustering and classification simulations to show the effectiveness of RS 2 ACF. The investigated cases show that enhanced results can be delivered by RS 2 ACF, compared with other closely related factorization methods. In future, how to choose the optimal rank of factorization needs further investigation. In addition, how to speed up the optimization process of our RS 2 ACF will also be investigated in future. LCCF () 1 0 6 10 6 10 6 10 6 SemiGNMF () 1 0 4 10 4 10 4 10 4 GDNMF (a,b) (10 À6 , 10 4 ) (10 À4 , 10 À2 ) (10 À4 , 10 À8 ) (10 À4 , 10 À6 )
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