model, alone is an exploratory approach. A few confirmatory inferential approaches are also available in literature for testing various hypotheses about threeway interaction 3, 4, 8 . The focus of this paper is a follow up of the work by Wickremasinghe and Johnson 8 . They developed a likelihood ratio test for testing subhypotheses in nonreplicated three-way experiments. The null distribution of some convenient approximation of this test statistic has been simulated, and critical points computed by them using Monte Carlo methods, for selected cases. Thus, the critical points for the test were only approximate.
In this paper, the above null distribution is re-examined for exact values of the test statistic. This is based on Monte Carlo simulations that require running the alternating least squares algorithm iteratively 9 . The software package MATLAB ® is used for this task. Critical points are computed for selected cases based on exact values. A numerical example with real data is used for illustrating the methods. Finally, a comparison is made between the approximate and exact results based on pre-analyzed data.
METHODS AND MATERIALS
Modelling nonreplicated three-way data: Let the subscripts i, j, and k represent a general level for each of the three factors, say A, B, and C, having ℓ, m, and n levels respectively. In the absence of replication, usual model for nonadditive three-way data for any general response y ijk is given by 
INTRODUCTION
The primary objective of a three-factor factorial experiment, or simply a three-way experiment, is to examine the interaction between the three factors simultaneously. If the interaction is present, the interpretations would be somewhat messy; otherwise they would be straightforward. When the experiment is replicated, an analysis of variance (ANOVA) can be used to test for three-way interaction. If the experiment is nonreplicated, the usual ANOVA fails. For analyzing data in such cases, the Tucker3 model 1, 2 has been considered as a general approach by many [3] [4] [5] [6] [7] . Tucker3 analysis, i.e. analysis of three-way data using the Tucker3
For i = 1,2,....,ℓ: j = 1,2,....,m; and k = 1,2,....,n, where μ is the general mean and α i , β j , and γ k denote the corresponding levels of main effects of the three factors; τ ij is the interaction for the i th level of A and j th level of B. Similarly, ρ ik and ø jk are defined and π ijk is a three-way interaction term. It is assumed that all parameters except the random error term are fixed and subject to usual sumto-zero restrictions, and ε ijk are assumed to be i. Three other alternative expressions exist. They are,
and D e = EC e (H' G') + E e , ..... (6) where D g is an ℓ×mn matrix version of d; G, H and E (with elements g ip ,h jq , and e kr respectively) are the component matrices of order ℓ×s, m×t, and n×u; C g is the s×tu matrix version of the s×t×u core array; and E g is an ℓ×mn matrix of random errors. Models (5) and (6) Critical points for the likelihood ratio test proposed by Marasinghe and Boik 4 for testing c = 0 can be read from tables computed by Boik 11 with n 1 = ℓ -1, n 2 = m -1, and n 3 = n -1. If the result of the test is that there is no three-way interaction, then a conventional analysis of main effects and two-factor interactions would be made. If the result says three-way interaction is present, one may obtain a suitable estimate of σ 2 and examine the pattern of this interaction and then analyze the data on those lines. Another option in this situation is to locate a sub-area free of three-way interaction, and then use it for conventional analysis. This is particularly useful when the sub-area consists of all the data except a few observations. In the latter, Wickremasinghe and Johnson 8 developed a likelihood ratio test for testing subhypotheses in model (2) . This model has been commonly used in literature mainly because s = t = u =1 in the Tucker3 model gives an adequate fit to most small to moderate three-way data sets. This study is a follow up of their work. , where ℓ 1 , m 1 , and n 1 denote the largest characteristic root of DD' for the three matrix versions respectively. They also computed critical points for the test based on this approximation. The reason for using the approximation has been twofold: First, See and Smith 3 suggested that the above approximation works well for model (2) when the test for c = 0 is significantly rejected; Second, it was the lack of proper software at the time to compute the actual values of ĉ 2 and ĉ *2 , which involve running the alternating least squares algorithm repeatedly for each case.
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RESULTS AND DISCUSSION

Simulation study
To carry out the above likelihood ratio test 8 one needs to compute critical points based on the exact null distribution of the statistic Λ. Since the theoretical derivation of the null distribution of Λ is extremely difficult, the only other alternative is to simulate the null distribution using Monte Carlo methods.
In this study, the null distribution of Λ was simulated for several cases using the actual values of ĉ 2 and ĉ *2
. This was done for the case q 0 = r 0 = s 0 = 1, and without loss of generality assuming σ 2 =1.
Let C ℓ be any ℓ × ( ℓ-1) matrix of contrast coefficients satisfying C ℓ ' C ℓ = I ℓ -1 and
The ℓmn-vector of residuals, d, can be transformed into
Now, by replacing Var(d) by σ 2 E 0 and using the properties of the contrast matrices, one gets Var(z)=σ 2 I (ℓ−1)(m−1)(n−1) which gives a reduction in dimension as well as independent components. These results were used by us following the same approach discussed by Wickremasinghe and Johnson 8 for generating Λ under the null conditions, as follows:
The vector z was generated as z~N(µ,1) where µ is an (l−1)(m−1)(n−1) × 1 vector of all zeros except that the first entry has value δ(= | c|/σ). Then vector z * was defined as the first (l−2)(m−2)(n−2) elements of z. Using these two vectors z and z * , ĉ 2 and ĉ *2 were obtained through a MATLAB ® programme Tuck3F.m (Appendix) which was called as a function inside another MATLAB ® programme Simul.m (Appendix). Tuck3F.m performs Tucker3 analysis using alternating least squares algorithm as explained by Kroonenberg and De Leeuw 9 . Several combinations of l, m, and n with l ≥ m ≥ n, and for each combination δ ranging from 0 to 15, were selected for the simulation. The programme Simul.m was used for generating 1000 values of Λ for each l, m, n, and δ, and to obtain the average of ĉ 2 over all 1000 values in each case.
The empirical distribution was studied for the cases 3×3×3 through 8×8×8 using the generated Λ values, and the exact null distribution was approximated by a beta distribution 8 by the method of moments after smoothing the mean and the variance of the generated values using a nonlinear function of the form f (δ)=α (1-be -cδ 2 ). This follows the observations that mean and the variance Simul.m, and they are 5.85, 7.57, 9.45, 10.88, and 9.88 for the cases 3×3×3, 3×3×4, 3×3×5, 3×3×6 and 3 ×4×4 respectively.
Examples
Experiment ( -.8110, .4875, .3234 ) which closely agreed with those given in the previous study 8 except for the signs of ĉ and some elements of the three vectors. This is quite acceptable due to properties of Tucker3 solution 10 . A residual analysis was also carried out to check the assumptions on the errors in model (2), and it was found that the assumptions were not violated.
All possible 54 hypotheses of rank 1 of the form H 0 : g i = g i' , h j = h j' , and e k = e k' were tested using our were increasing functions of δ and the relationship could well be modeled by the above nonlinear function. The goodness-of-fit of beta was tested using beta Q-Q plot. Figure 1 shows a sample of beta Q-Q plots for the case 3×3×4 for δ = 1, 5, and 10. It was found that beta fitted very well for the null distribution of Λ in the smaller cases 3×3×3, 3×3×4, 3×3×5, 3×3×6 and 3×4×4 when the exact values were used. For these cases, 1%, 5% and 10% critical points for the test were computed for δ=0-10, and are given in Table 1 . For δ > 10, one can read the table for δ =10 as the critical points were approximately the same. The reason for this is the fact that the nonlinear function f (δ)=α(1-be -cδ 2 ) leveled off at values smaller than δ=10 for both the mean and the variance in the cases studied. As a result, the smoothed parameters were constant after some point, depending on the combination but definitely for values of δ < 10. This resulted in giving the same critical points after some value for δ. One can easily see that in Table 1 for the combination (3, 3, 3) the critical points were almost constant for δ > 6, and for (3, 3, 4) this was true for δ > 8. For the other combinations, the critical points were approximately the same for δ > 10.
[For example, in the case (3, 3, 6 ) the values for δ =11, and δ =12 were (.411, .542, .613) and (.411, .542, .613) respectively.]
To actually carry out the test, one needs to know the value of δ. This was estimated by using the method proposed by Wickremasinghe and Johnson 8 . This requires computing δ 111 =E c 2 =0 (ĉ 2 / σ 2 ) for each selected combination of l, m, and n. These were automatically obtained from 30.5466/.5788 = 52.77, which gives an estimate of δ approximately equal to 7. The 1%, 5%, and 10% critical points from Table 1 corresponding to 3×3×4 and δ =7, are .2084, .3389, and .4201 respectively. All but the 3 hypotheses, H 0 : g 1 = g 3 , h 1 = h 3 , and e 2 = e 3 ; H 0 : g 1 = g 4 , h 1 = h 3 and e 2 = e 3 ; and H 0 : g 3 = g 4 , h 1 = h 3 ; and e 2 = e 3 for which Λ was .4931, .5374, and .6256, respectively, were rejected at 1% level. This result is the same as reported in the previous study 8 based on approximate critical points.
Experiment (2)
Average girth increments over 4 consecutive periods for 3 Hevea clones tested under 4 different densities were analyzed. The data with real identifications suppressed, are given in Table 2 . The residuals from (1) withs π ilk = 0, of the 3×4×4 dataset in Table 2 were decomposed using single component Tucker3 model. The residual sum of squares was 7.9812 with 18 degrees of freedom. The initial test by Marasinghe and Boik 4 suggested the presence of three-way interaction. The estimates of the parameters given by Simul.m (Appendix) are ĉ 2 = 5.890, ĝ' = (-.5847, .7864, -.1993, .0005), ĥ' = (-.8587, .2050, .2666, .3866) , and ê' = (-.5771, -.2141, .7881) where the vectors g, h, and e correspond to Period, Density and Clone, respectively. A residual analysis was also carried out to check the assumptions on the errors in model (2) , and it was found that the assumptions were not violated. , and e k = e k ' were tested using these critical points. All but 9 hypotheses were rejected at 1% level. The hypotheses that were not rejected can be combined as H 0 : g 1 = g 3 = g 4 , h 2 = h 3 = h 4 and e 1 = e 2 . Using the methods discussed earlier 8, 12 , it is easy to see that the sub-area identified by this combined hypothesis is nothing but the one without the single observation corresponding to (g 2 , h 1 , e 3 ). This is actually the value corresponding to Period 2, Density 1, and Clone 3. From Table 2 , it appears that it is the highest value (3.86) . This suggests that if one analyzes the data in Table 2 without this observation, then the problem of three-way interaction does not arise, and one can interpret main effects and two factor interactions in the usual way. A detailed analysis of this data along with interpretations will be discussed elsewhere.
CONCLUSION
In this paper we have obtained exact critical points to go with the likelihood ratio test 8 to identify a sub-area free of three-way interaction. These critical points were obtained using Monte Carlo methods with the help of a few MATLAB ® programmes. The beta approximation worked well only for the smaller cases 3×3×3, 3×3×4, 3×3×5, 3×3×6, and 3×4×4. the two examples with real data illustrate the methods. In the first example the conclusions obtained were the same as those made by wickremasinghe and Johnson (2002) where a convenient approximation of the test statistic has been used for computing critical points. It appears that the approximation 8 worked well for the 3×3×4 data set. However, this may not be true in general. The second example demonstrated that the method can be used as a viable alternative in the analysis of crop data in certain situations. This paper did not focus on estimating σ 2 in the presence of three-way interaction, as this has been previously discussed 4, 8 . Work is underway involving cases beyond 3×4×4.
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