In [2], Abu Omar and Kittaneh defined a new generalization of the numerical radius. That is, given a norm N (·) on B(H), the space of bounded linear operators over a Hilbert space H, and A ∈ B(H) w N (A) = sup θ∈R N (Re(e iθ A)).
Introduction
Throughout the paper, (H, ·, · ) denotes a separable complex Hilbert space. Let B(H) and K(H) denote the Banach spaces of all bounded operators and all compact operators equipped with the usual operator norm · , respectively. In the case when dim(H) = n, we identify B(H) with the full matrix algebra M n of all n × n matrices with entries in the complex field. The symbol I stands for the identity operator on H. called as numerical radius of A. It is well known that W (A) is a bounded convex subset of the complex plane, which contains the spectrum of A in its closure. The numerical radius w(·) defines a norm on B(H) which is equivalent to · . In fact, the following inequalities
hold. The first inequality becomes an equality if A 2 = 0 and the second inequality becomes an equality if A is normal. On the other hand, Yamazaki proved in [30] that
Recently, motivated by the previous relation, the authors in [2] gave a generalization of the numerical radius, in this way: for any A ∈ B(H) w N (A) = sup θ∈R N(Re(e iθ A)), (1.2) where N(·) is a submutiplicative algebra norm on B(H). We say that N(·) is selfadjoint if N(A) = N(A * ). We briefly describe the contents of this paper. Section 2 and 3 contain basic definitions, notation and some preliminary results about Schatten ideals, orthogonality and norm-parallelism of bounded linear operators. In section 4, we restrict our attention to study properties of w N in the particular case where N(·) is the Hilbert-Schmidt norm. Section 5 continues in a similar way considering w N = w p for p-Schatten norm with 1 ≤ p < ∞ and we focus on characterize the attainment of the upper for w p . In the last section, we obtain several inequalities involving the norms N(·) and w N for the product of two operators in B(H).
Some facts on p-Schatten class
For an operator A ∈ B(H), we denote the modulus by |A| = (A * A) 1 2 . For any compact operator A ∈ K(H), let s 1 (A), s 2 (A), · · · be the singular values of A, i.e. the eigenvalues of the |A| in decreasing order and repeated according to multiplicity. For p > 0, let
where tr(·) is the trace functional, i.e.
with {e j } ∞ j=1 is an orthonormal basis of H. Note that this coincides with the usual definition of the trace if H is finite-dimensional. We observe that the series (2.2) converges absolutely and it is independent from the choice of basis. Equality (2.1) defines a norm (quasi-norm) on the ideal B p (H) = {A ∈ K(H) : A p < ∞} for 1 ≤ p < ∞ (0 < p < 1), called the p-Schatten class.
The following theorem collects some of the most important properties of p-Schatten operators:
(2) B 00 (H), the space of operators of finite rank, is a dense subspace of B p (H).
(4) If p 1 < p 2 and A ∈ B p 1 (H), then A ∈ B p 2 (H) and A p 2 ≤ A p 1 .
(5) For any A ∈ B p (H) and T ∈ B(H) we have the following inequalities:
A ≤ A p , A p = A * p and T A p ≤ T A p .
(6) For p > 0, A ∈ B p (H) if and only if A * A ∈ B p/2 (H) and in this case A 2 p = A * A p/2 .
It is known that for 0 < p < 1, instead of the triangle inequality, which does not hold in this case, we have A + B p p ≤ A p p + B p p for A, B ∈ B p (H). The so-called Hilbert-Schmidt class B 2 (H) is a Hilbert space under the inner product A, B HS := tr(B * A). The ideal B 1 (H) is called the trace class. It is not reflexive and, in particular, is not a uniformly convex space, because it contains a subspace isomorphic to l 1 (the subspace can be chosen to be the operators diagonal with respect to a given orthonormal basis of H). For 1 < p < ∞, (B p (H), . p ) is a uniformly convex space as consequence of the classical McCarthy-Clarkson inequality (see [24] , Th. 2.7).
If x, y ∈ H, then we denote x ⊗ y the rank 1 operator defined on H by (x ⊗ y)(z) = z, y x, then x ⊗ y = x y = ||x ⊗ y|| p .
The usual operator norm and the Schatten p-norms are special examples of unitarily invariant norms, i.e. that satisfies the invariance property |||UXV ||| = |||X|||, for any pair of unitary operators U, V . On the theory of norm ideals and their associated unitarily invariant norms, a reference for this subject is [13] .
Orthogonality and norm-parallelism of operators
Let (X, · ) be a normed space over K ∈ {R, C}. We say that x ∈ X is norm parallel to y ∈ X ( [28] ), in short x y, if there exists λ ∈ T = {α ∈ K : |α| = 1} such that
x + λy = x + y . In the framework of inner product spaces or uniformly convex spaces, the norm parallel relation is exactly the usual vectorial parallel relation, that is, x y if and only if x and y are linearly dependent. In the setting of normed linear spaces, two linearly dependent vectors are norm parallel, but the converse is false in general. Several characterizations of the norm parallelism for Hilbert space operators were given in [14, 31, 32] . The orthogonality between two vectors of X, may be defined in several ways. The so-called Birkhoff-James orthogonality reads as follows (see [9, 16] ): for x, y ∈ X it is said that x is Birkhoff-James orthogonal (B-J) to y, denoted by x ⊥ y, whenever
for all γ ∈ K. If X is an inner product space, then B-J orthogonality is equivalent to the usual orthogonality given by the inner product. It is also easy to see that B-J orthogonality is nondegenerate, is homogeneous, but it is neither symmetric nor additive.
There are other definitions of orthogonality with different properties. Orthogonality in the setting of Hilbert space operators has attracted attention of several mathematicians. We cite some papers which studied these notions in chronological order, see for instance [29, 19, 22, 5, 4, 8, 26, 27, 10] .
Let B p (H) be a p-Schatten ideal with p > 0. According to (3.1), we say that A, B ∈ B p (H) are norm parallel, denoted by A p B, if there exists λ ∈ T such that
The following proposition gives a characterization of parallelism in B p (H) and it was obtained in [10] .
Then, the following conditions are equivalent:
(ii) A, B are linearly dependent.
Let A = 1 0 0 0 and I = 1 0 0 1 . Then, it is trivial that A + I 1 = 3 = A 1 + I 1 ,
It is however evident that A and I are linearly independent.
In [10] we characterized the norm-parallelism between two operators in B p (H), as follows.
respectively. If 1 < p < ∞, then the following conditions are equivalent:
In the last years, different authors have obtained characterizations of the norm parallelism problem for trace-class operators on a Hilbert space H. In the context of an infinite dimensional Hilbert space we refer [20] and [31] and in other hand, for a finite dimensional space we mention [21] .
The w 2 norm
According with definition (1.2) for the particular case of the Hilbert-Schmidt norm, we establish some assertions for ω 2 (·) using the explicit formula obtained in terms of A 2 and tr(A 2 ). Recall that
for any A ∈ B 2 (H). In [2] , the autors proved the existence of lower and upper bounds for ω 2 (A), which are 1
The following result improve the existence of two possible lower bounds for w 2 (·).
Then
Proof. For a, b ≥ 0, the arithmetic mean A(a, b) and quadratic mean Q(a, b) are, respectively, defined by
It is well known that A(a, b) ≤ Q(a, b), and this inequality implies that
as we see in the next examples:
In particular, if α = 1, β = 1 + 1 n and n = 1 10 ,
On the other hand, if n ∈ R is chosen that 2 n + 1 n 2 < 0.001, the reverse inequality holds.
(3) Moreover, if any A fulfills |tr(
which means that |tr(
which occurs if and only if A is normal and the squares of its nonzero eigenvalues have the same argument (by Corollary 2 in [2] ). Now we relate the attainment of the upper bound of ω 2 (A) with the notion of normparallelism defined in (3.1) for the Hilbert-Schmidt norm.
Conversely, assume that A 2 A * . Then, by Proposition 3.1, A = αA * with α ∈ T and
This equality implies that w 2 (A) = A 2 .
In finite dimension, the attainment of the lower bound can be related with Birkhoff-James orthogonality, as it is shown in the following statement. 
whereÃ is the Aluthge transform of A. It can be easily deduced using thatÃ = |A| 1/2 U|A| 1/2 ∈ B 2 (H), where A = U|A| is the polar decomposition of A, which gives |tr(Ã 2 )| = |tr(U|A|U|A|)| = |tr(A 2 )| and Ã 2 2 = A 2 2 . 5. General w N and w p norms
We start this section with basic properties of the norm w N (·). Proof. It is a simple consequence of the following facts: the interval [0, 2π] is a compact set and the function θ → N(Re(e iθ A)) is continuous. (6) IfÃ = |A| 1/2 U|A| 1/2 is the Aluthge transform of A,
Proof. Item (4) are proved in [2] and item (6) can be easily deduced from (4) . The proofs of the rest are straightforward.
In [23] , the authors defined the numerical radius orthogonality for bounded operators. We continue in this fashion defining the N-numerical radius orthogonality as follows. Given a norm N(·) and any T, A ∈ B(H)
Then, ⊥ ω N is a Birkhoff-James orthogonality on the normed space (B(H), ω N ). This implies that ⊥ ω N is homogeneous but it is not a symmetric relation (for more detail, see [3] ). In this context, the following result generalizes Proposition 2.2 in [23] .
where ⊥ N is the Birkhoff-James orthogonality with the norm N(·).
(
Motivated by Proposition 4.3, our next goal is to determine when w N coincides with its upper bound. In the context of bounded linear operators on Hilbert spaces, we notice that if A ∈ B(H) satisfies A = w(A) (i.e. A is a normaloid operator) if and only if A I (see Proposition 4.2 in [10] ). In [32] , the authors investigated the case when an operator is parallel to the identity operator in the context of B(H). Combining the previous results we have the following characterization: let A ∈ B(H) then
We generalize below Proposition 4.3 to the norm w N (·). (2) A N A * .
(3) A = αA * with α ∈ T.
A particular and interesting case of w N is when N = . p , 1 ≤ p < ∞. Recall that if 1 ≤ p 1 < p 2 and T ∈ B p (H), then T p 2 ≤ T p 1 . In particular, this implies that w p 2 (T ) ≤ w p 1 (T ).
Since (B p (H), . p ) is a uniformly convex space for 1 < p < ∞, we used the characterization of the norm-parallelism in p-Schatten ideals obtained previously in [10] (using the notion of semi-inner product in the sense of Lumer) and we have the following characterization of the norm w p .
Corollary 5.6. Let A ∈ B p (H) with polar decompositions A = U|A| and A * = V |A * |, respectively. If 1 < p < ∞, then the following conditions are equivalent:
(1) w p (A) = A p .
(2) A p A * .
As a consequence of the preceding results and a combination of the different characterizations of norm parallelism for trace-class operators (in a context of a finite or infinite dimensional space) we obtain the following statement.
Corollary 5.7. Let A ∈ B 1 (H), then the following conditions are equivalent:
(1) w 1 (A) = A 1 .
(2) There exists θ ∈ R such that A + e iθ A * 1 = A 1 + A * 1 (i.e. A 1 A * ). (3) There exist a partial isometry V and λ ∈ T such that A = V |A| and A * = λV |A * |.
(4) There exists λ ∈ T such that
where A = U|A| is the polar decomposition of A. (8) are also equivalent to (9) There exits F ∈ M n such that F ≤ 1, tr(AF * ) = A 1 = |tr(A * F * )|. Furthermore if A is invertible, all the previous conditions are equivalent to [20] and Theorem 3.3 in [21] .
Below, we exhibit bounds for every ω p .
for 1 ≤ p ≤ 2, and
Proof. We only prove the left hand side of (5.2). By the classical McCarthy-Clarkson inequality in B p (H) (see [24] , Th. 2.7) we have that for any θ ∈ R hold
Observe that in both cases, the found lower bounds improve 1 2 A p . Also, note that if p = 2, we obtain Theorem 8 in [2] . Unfortunately, for ω 1 the lower bound is not sharp, as we see in the next result. Re(e iθ T ) 1 = 1 2
Then,
and this means that e iθ T is normal and e iθ T 2 is selfadjoint for every θ ∈ R (Corollary 2.9 in [20] ). Therefore, T is normal and T 2 = 0. Finally,
Proposition 5.10. Let A ∈ B p (H), with 1 < p < ∞, such that w p (A) = A p then A 2 p/2 = A 2 p . Proof. It is a direct consequence of Corollary 5.6 and Theorem 2.1.
Recall that if x, y ∈ H the operator rank one x ⊗ y verifies x ⊗ y = x y . By the relation w(x ⊗ y) = 1 2 (| x, y | + x y ) and Cauchy-Bunyakovsky-Schwarz inequality, we conclude that the equality w(x ⊗ y) = x y holds if and only if x, y are linearly dependent.
Corollary 5.11. For x, y ∈ H and 1 < p < ∞, the following conditions are equivalent:
(1) w p (x ⊗ y) = x y .
(2) The vectors x and y are linearly dependent.
Proof. It is an immediate consequence of Corollary 5.6 and the well-known fact x ⊗ y p = x y .
The following remark shows that the previous equivalence does not hold for p = 1.
Remark 5.12. Let {e n : n ∈ N} a countable orthonormal basis of H. We define the rank one operator T := e 1 ⊗ e 2 , then simple computations show that for all λ ∈ T hold, (T * ) 2 = λ|T ||T * |, i.e. w 1 (T ) = T 1 = e 1 e 2 and it is obvious that e 1 and e 2 are linearly independent.
In [17] showed that if T ∈ B(H) satisfies T 2 = 0, then w(T ) = 1 2 T . The previous example shows that this result does not hold for w p with 1 ≤ p < ∞, since T 2 = e 1 , e 2 T = 0 and w p (T ) = e 1 e 2 = 1 2 e 1 e 2 . Remark 5.13. M.L. Buzano [11] obtained the following extension of the celebrated Cauchy-Schwarz's inequality in a real or complex inner product space | x, z z, y | ≤ 1 2 (| x, y | + x y ), (5.4) for any x, y, z ∈ H with x = 1. It is clear that for x = y, the above inequality becomes the standard Schwarz's inequality. Note that the right hand side of (5.4) coincides with w(x ⊗ y). Now, we will give an alternative and simple proof of Buzano's inequality using an appropriate rank one operator. Let T = x ⊗ y and z = 1 with x, y, z ∈ H, then T z, z = z, y x, z ∈ W (T ) and
Finally, we mention that Fujii and Kubo in [12] gave other simple proof of (5.4) using an orthogonal projection and the usual Cauchy-Schwarz's inequality.
6.
Inequalities involving w N for products of operators New estimates for the generalized numerical radius, w N with N(·) a selfadjoint norm, of the product AX are given in this section. We begin with the following definitions which are necessaries. Let A, T ∈ B(H), the vector-function A − λT is known as the pencil generated by A and T . Evidently there is at least one complex number λ 0 such that
The number λ 0 is unique if 0 / ∈ σ ap (T ) (or equivalently if inf{ T x : x = 1} > 0) The proofs of existence and unicity of such λ 0 are detailed in [25] . Different authors, following [29] , called to this unique number as center of mass of A respect to T and we denote by c(A, T ) and when T = I we write c(A) and
Similarly for a norm N(·) we define
With a similar proof as Theorem 1 in [25] we can state that D N,A = N(A − λ 0 I) for some λ 0 ∈ C. If A, X are two bounded linear operators on H, then in [1] the authors proved
Since D A ≤ A , (6.2) is a refinement of the classical inequality w(AX) ≤ 2 A w(X).
The following result is similar to (6.2) for the generalized numerical radius w N (·). Here we give a proof for the convenience of the reader. The converse of the previous corollary does not hold. Consider A = I, X ∈ M n with X = 0, then A 2 I and in particular A ⊥ 2 I however w 2 (AX) = w 2 (X) and A 2 = n 1/2 = w 2 (A).
In [15] , the author obtained a refinement of (6.1) for the usual numerical radius with A and X double commute (i.e. X commutes with A and A * ),
Now, we obtain a similar result with another "commutativity condition" on the operators A and X. More precisely, Remark 6.4.
(1) Observe that condition AX = XA * is different than the double commutant from Holbrook [15] . Indeed, consider the 3 × 3 matrices (2) We note that if A is a selfadjoint operator such AX = XA * , then by Fuglede's theorem A double commutes with X.
On the other hand, in order to obtain more refinements, we need the following results obtained by Bhatia and Zhan in [6, 7] . Recall that an operator A ∈ B(H) is called accretive if Re(A) ≥ 0 and analogously A is dissipative if Im(A) ≥ 0. Using these definitions, we have the following statement. Theorem 6.6. Let A ∈ B(H), X ∈ B p (H) with 2 ≤ p < ∞ and X accretive, then w p (AX) ≤ 1 + 2 1−2/p A w p (X). (6.9)
Moreover, if X accretive and dissipative then w p (AX) ≤ √ 2 A w p (X). (6.10)
Proof. Since · p is a selfadjoint norm, we recall that w p (AX) ≤ AX p ≤ A X p . Now, if X is accretive then by Lemma 6.5, we have w p (AX) ≤ A Re(X) 2 p + 2 1−2/p Im(X) 2 p ≤ 1 + 2 1−2/p A w p (X). (6.11) Furthermore, if X is also dissipative then w p (AX) ≤ A Re(X) 2 p + Im(X) 2 p ≤ √ 2 A w p (X). (6.12)
Finally, it is tempting to study the norm w N in the case of any unitarily invariant norm N(·), and in particular obtain an explicit formula for w p with p = 2. In this context we have the following well-known result. Lemma 6.7 ([18] ). Let A, B ∈ B(H) such that AB is selfadjoint. If BA belongs to the norm ideal associated with a unitarily invariant norm |||.|||, then AB belongs to this ideal and |||AB||| ≤ |||Re(BA)|||.
Therefore, if A, B ∈ B(H) such that AB is selfadjoint and BA belongs to the norm ideal associated with a unitarily invariant and adjoint norm N(·), then ω N (AB) = N(AB) ≤ ω N (BA). (6.13) 
