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Abstract
The problem of reconstructing the spatial support of an extended radiating electric
current source density in a lossy dielectric medium from transient boundary measure-
ments of the electric fields is studied. A time reversal algorithm is proposed to localize
a source density from loss-less wave-field measurements. Further, in order to recover
source densities in a lossy medium, we first build attenuation operators thereby relating
loss-less waves with lossy ones. Then based on asymptotic expansions of attenuation
operators with respect to attenuation parameter, we propose two time reversal strate-
gies for localization. The losses in electromagnetic wave propagation are incorporated
using the Debye’s complex permittivity, which is well-adopted for low frequencies (radio
and microwave) associated with polarization in dielectrics.
PACS 2010. 42.30.Wb; 02.30.Zz; 42.81.Dp; 41.20.Jb; 02.60.Cb
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1 Introduction
Time reversal algorithms have been an important tool to solve inverse problems in science
and engineering since their premier applications [1–3]. These algorithms exploit the time
invariance and the reciprocity of non-attenuating waves which substantiate that a wave
travels through a loss-less medium and converges at the location of its source (scatterer,
reflector or emitter) on re-emission after reversing the time using transformation t→ tfinal−
t. The idea has been successively used in telecommunication [4–6], biomedical imaging
[7], inverse scattering theory [8–11], non-destructive evaluation [12, 13] and prospecting
geophysics [14] for instance.
The robustness and simplicity of time-reversal techniques make them an impressive choice
to resolve source localization problems. These problems have been the subject of numerous
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studies over the recent past due to a plethora of applications in diverse domains, especially
in biomedical imaging, non destructive testing and geophysics, see for instance [15–28] and
references therein. Several frameworks to recover spatial support of the stationary acoustic,
elastic and electromagnetic sources in time and frequency domain have been developed
[18, 20, 26, 29], including time reversal algorithms [1, 9, 10, 12, 16, 17, 24]. The inverse
source problems are ill-posed having non-uniqueness issues generally due to the presence of
non radiating sources [26, 28, 30]. The stability and localization of radiating electromagnetic
sources with single frequency, multiple frequency and complete frequency bandwidth as well
as transient data have been studied extensively, refer for instance to [28, 30–34].
An interesting problem in imaging is to model and compensate for the effects of wave
attenuation on image quality. Most of the imaging techniques either emphasize a non-
attenuating medium or do not adequately incorporate underlying phenomenon in reconstruc-
tion algorithms. As a consequence, one retrieves erroneous or less accurate wave synthetics
which produce serious blurring in reconstructed images. This is further blended with intrin-
sic instability and uncertainty of the reconstruction. All together, these effects complicate
attempts to track the key features of the image and result in unfortunate information loss,
refer to [35] for a detailed account of attenuation artifacts in imaging.
This investigation aims to establish time reversal algorithms for isotropic dielectric lossy
media thereby retrieving extended radiating current sources using transient measurements
of the electric field over an imaging domain in attenuating environment.
Unfortunately, the time-reversibility of waves is forsaken in lossy media thereby impeding
classical time reversal algorithms to be applicable. Recently, Ammari et al. [16–18, 20–
22] have extended the time reversal algorithms to attenuating acoustic and elastic media
and to inverse source problems using asymptotic expansions of so-called attenuation maps
with respect to attenuation parameters. Considering Stokes’ thermo-viscous wave model for
attenuation two algorithms are implemented in acoustic and elastic media. First an adjoint
wave time reversal algorithm is established wherein the adjoint lossy wave is re-emitted into
the medium. However, since the adjoint lossy wave is explosive in nature, indeed due to the
exponentially growing component of the respective adjoint Green functions with frequency,
a regularization using frequency truncation of the attenuation maps is discussed. Then, a
pre-processing time reversal algorithm is established based on a higher order asymptotic
development with respect to attenuation parameter by virtue of stationary phase theorem.
The asymptotic expansion is utilized to filter the attenuated measurements and subsequently
the classical time reversal algorithm is invoked to back propagate the data. Since, the
considered attenuation model lacks the causality property, the results of these studies were
extrapolated to more realistic causal power-law type attenuation models and were combined
with variant time reversal strategies by Kalimeris and Scherzer [36] and Kower [37].
In this work, we concentrate on Debye’s complex permittivity model for attenuation and
leave the discussion on causality of the model and its generalizations to power-law models for
future. Two situations are taken into account. We begin with a non-attenuating medium
and afterwards focus on extended source recovery when the medium is lossy and obeys
the Debye’s law. We follow the approach by Ammari et al. [17] for constructing imaging
functions. In order to achieve time reversal in lossy media, the so-called attenuation maps are
identified and their asymptotic developments with respect to Debye’s attenuation parameter
are established informally. The formal developments can still be achieved using theorem of
stationary phases or of steepest descent as in [20, 36, 38, 39], and will not be discussed.
The investigation is sorted in the following order. A few preliminary results and some key
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identities are collected in Section 2. In Section 3, an electromagnetic source is retrieved using
transient measurements of the tangential component of electric field in a loss-less medium.
Section 4 is dedicated to the construction of attenuation maps. Their asymptotic expansions
are derived and lossy time reversal algorithms are established. A few numerical illustrations
are provided in Section 5 to elucidate the pertinence of imaging functions proposed in this
work. The principle contributions of the investigation are finally summarized in Section 6.
2 Preliminaries
Let Ω ⊂ R3 be an open bounded domain with a Lipschitz boundary Γ. Consider the time-
dependent homogeneous linear Maxwell equations
∇×E0(x, t) + µ0 ∂H0
∂t
(x, t) = 0, (x, t) ∈ R3 × R,
∇×H0(x, t)− ǫ0 ∂E0
∂t
(x, t) = δ0(t)J(x), (x, t) ∈ R3 × R,
E0(x, t) = 0 =
∂E0
∂t
(x, t), x ∈ R3, t≪ 0,
H0(x, t) = 0 =
∂H0
∂t
(x, t), x ∈ R3, t≪ 0,
(2.1)
with electric permittivity ǫ0 > 0 and permeability µ0 > 0. E0 and H0 are the electric and
magnetic fields respectively and δ0(t) is the Dirac mass at t = 0. Here J(x) ∈ R3 is the
radiating current source density. We assume that J(x) is sufficiently smooth and compactly
supported in Ω, that is, supp
{
J
} ⊂⊂ Ω.
By virtue of (2.1), fields E0 and H0 are the solutions to,
∇×∇×E0(x, t) + 1
c20
∂2
∂t2
E0(x, t) = −µ0J(x)∂δ0 (t)
∂t
, (x, t) ∈ R3 × R,
E0(x, t) = 0 =
∂E0
∂t
(x, t), x ∈ R3, t≪ 0,
(2.2)
and 
∇×∇×H0(x, t) + 1
c20
∂2
∂t2
H0(x, t) = ∇× J(x)δ0 (t) , (x, t) ∈ R3 × R,
H0(x, t) = 0 =
∂H0
∂t
(x, t), x ∈ R3, t≪ 0.
(2.3)
In the sequel, we refer to κ0 := ω
√
ǫ0µ0 = ω/c0 as the wave number with c0 := 1/
√
ǫ0µ0
being the wave speed in dielectrics with frequency pulsation ω. Furthermore, we denote by
vˆ(ω) or F [v(·)](ω) the Fourier transform of a function v(t) with the conventions
vˆ(ω) =
ˆ
R
v(t)e−iωtdt and v(t) =
1
2π
ˆ
R
vˆ(ω)eiωtdω.
Let Ê0 and Ĥ0 be the time-harmonic electric and magnetic fields, that is,{
∇× Ê0 + iωµ0Ĥ0 = 0, x ∈ R3,
∇× Ĥ0 − iωǫ0Ê0 = J(x), x ∈ R3,
(2.4)
3
subject to the Silver-Mu¨ller radiation conditions
0 = lim
|x|→∞
|x|
{√
µ0Ĥ0 × xˆ−√ǫ0Ê0, where xˆ :=
x
|x| . (2.5)
Consequently, the time-harmonic fields Ê0 and Ĥ0 then satisfy the Helmholtz equations{
∇×∇× Ê0 − κ20Ê0 = −iωµ0J(x), x ∈ R3,
∇×∇× Ĥ0 − κ20Ĥ0 = ∇× J(x), x ∈ R3,
(2.6)
subject to the outgoing radiation conditions (2.5).
2.1 Electromagnetic fundamental solutions
In order to derive the time reversal algorithms for electromagnetic source imaging and to
analyze their localization properties, we recall electromagnetic fundamental solutions and
revisit some of their important features and properties.
Let Ĝee0 (x, ω) and Ĝ
me
0 (x, ω) be the outgoing electric-electric and magnetic-electric time-
harmonic Green functions for the Maxwell equations, that is{ ∇× Ĝee0 (x, ω)− iωµ0Ĝme0 (x, ω) = 0,
∇× Ĝme0 (x, ω) + iωǫ0Ĝee0 (x, ω) = Iδ0 (x) , (2.7)
where I is 3× 3 identity matrix. It is well-known, see for instance [40, 41], that for all x 6= 0
Ĝee0 (x, ω) = iωµ0
(
I+
1
κ20
∇∇
)
ĝ0(x, ω),
Ĝme0 (x, ω) = −∇× Iĝ0(x, ω),
(2.8)
where ĝ0(x, ω) is the fundamental solution to the Helmholtz operator −(∆ + κ20) in R3,
subject to Sommerfeld’s outgoing radiation conditions, given by
ĝ0(x, ω) =
1
4π|x| exp{iκ0|x|}, x 6= 0,x ∈ R
3, (2.9)
where H
(1)
0 is the zeroth order Hankel function of first kind.
Let us define Gee0 (x, t) and G
me
0 (x, t) for all x ∈ R3, and τ, t ∈ R by
Gee0 (x, t) = F−1
[
Ĝee0 (x, ω)
]
(t) =
1
2π
ˆ
R
Ĝee0 (x, ω)e
iωtdω, (2.10)
Gme0 (x, t) = F−1
[
Ĝme0 (x, ω)
]
(t) =
1
2π
ˆ
R
Ĝme0 (x, ω)e
iωtdω. (2.11)
Spatial reciprocity. It can be proved for isotropic dielectrics (see for instance [14]) that for
all x,y ∈ R3, x 6= y and t ∈ R,
Gee0 (x− y, t) = Gee0 (y − x, t) and Gme0 (x− y, t) = Gme0 (y − x, t). (2.12)
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The following identities from [22, 42] are the key ingredients to elucidate the localization
property of the imaging algorithms proposed in the subsequent sections.
Lemma 2.1 (Electromagnetic Helmholtz-Kirchhoff identity). Let B(0, R) be an open ball
in R3 with large radius R→∞ and boundary ∂B(0, R). Then, for all x,y ∈ R3, we have
lim
R→+∞
ˆ
∂B(0,R)
Ĝee0 (x− ξ, ω)Ĝee0 (ξ − y, ω)dσ(ξ) = µ0c0ℜe
{
Ĝee0 (x− y, ω)
}
,
where the superposed bar indicates a complex conjugate.
Lemma 2.2. For all x,y ∈ R3, x 6= y,
ǫ0
2π
ˆ
R
ℜe
{
Ĝee0 (x− y, ω)
}
dω = δx(y)I.
3 Source reconstruction in ideal media
Assume that we are able to collect the fields E0 and H0 for all (x, t) ∈ Γ × [0, T ], for T
sufficiently large. If both components on Γ are time-reversed from the final time T (using
transformation t → T − t) and re-emitted from Γ, two fields propagate inside Ω in time
reverse chronology converging towards the source J(x) as T − t → 0. The ultimate goal of
this section is to use the convergence of the back-propagating fields to identify support of
the current density J(x). Precisely, the problem under consideration is the following:
Inverse source problem. Given the measurements of the electric and magnetic fields, E0 and
H0 satisfying (2.1), over Γ × [0, T ], for T sufficiently large, find the support, supp
{
J
}
, of
the current source density J.
3.1 Time reversal of electric field
In the rest of this contribution, we concentrate only on the time reversal imaging functions
related to the electric field in order to identify supp
{
J
}
. The case of magnetic field can be
dealt with analogously.
Let us introduce an adjoint wave Es0, for a fixed s ∈ [0, T ], satisfying
∇×∇×Es0(x, t) +
1
c20
∂2
∂t2
Es0(x, t) = −µ0de(x, T − s)
∂δs (t)
∂t
δΓ, (x, t) ∈ R3 × R,
Es0(x, t) = 0 and
∂Es0
∂t
(x, t) = 0, x ∈ R3, t≪ s,
(3.1)
where δΓ is the Dirac mass at Γ and the data set
We =
{
de(x, t) := E0(x, t), ∀(x, t) ∈ Γ× [0, T ]
}
,
contains the electric field E0 where T is large enough so that electric field and its time
derivative almost vanish identically for all t > T .
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By definition, the adjoint wave can be represented for all (x, t) ∈ R3 × R as,
Es0(x, t) = −
ˆ
Γ
Gee0 (x− ξ, t− s)de(ξ, T − s)dσ(ξ). (3.2)
Each one of these waves is associated with a datum collected at a particular time instance
t = s and therefore contributes to the reconstruction of the source on re-emission. In order
to gather all the information about source distribution, we add up the adjoint waves Es0 for
all s ∈ [0, T ]. Precisely, we define a time reversal imaging function by
J0(x) := ǫ0
µ0c0
ˆ T
0
Es0(x, T )ds, x ∈ Ω, (3.3)
and claim that J0(x) ≃ J(x). Indeed, we have the following theorem.
Theorem 3.1. Let J0 be the time reversal functional defined by (3.3). For all x ∈ Ω far
from the boundary Γ (compared to the wavelength),
J0(x) ≃ J(x).
Proof. Notice that since J is compactly supported in Ω, and T is sufficiently large so that
the field is negligible outside [0, T ],
d̂e(ξ, ω) = F [de(ξ, ·)] (ω)
= F
[
E0(ξ, ·)
∣∣
Γ×[0,T ]
]
(ω),
≃ F
[
E0(ξ, ·)
∣∣
Γ×R
]
(ω)
= −F
[ˆ
Ω
Gee0 (y − ξ, ·)J(y)dy
∣∣
Γ×R
]
(ω),
= −
ˆ
R3
Ĝee0 (ξ − y, ω)J(y)dy
∣∣
ξ∈Γ
.
Then by using (3.2) in (3.3) and by virtue of Perseval’s identity, we have for all x ∈ Ω away
from Γ,
J0(x) = − ǫ0
µ0c0
¨
[0,T ]×Γ
Gee0 (x− ξ, t− s)de(ξ, T − s)dσ(ξ)ds,
= − ǫ0
2πµ0c0
¨
R×Γ
Ĝee0 (x− ξ, ω)d̂e(ξ, ω)dσ(ξ)dω,
≃ ǫ0
2πµ0c0
˚
R3×R×Γ
Ĝee0 (x− ξ, ω)Ĝee0 (ξ − y, ω)J(y)dσ(ξ)dωdy,
=
ǫ0
2π
¨
R3×R
(
1
µ0c0
ˆ
Γ
Ĝee0 (x− ξ, ω)Ĝee0 (ξ − y, ω)dσ(ξ)
)
J(y)dωdy. (3.4)
Now invoking Lemma 2.1, we obtain
1
µ0c0
ˆ
Γ
Ĝee0 (x− ξ, ω)Ĝee0 (ξ − y, ω)dσ(ξ) ≃ ℜe
{
Ĝee0 (x− y, ω)
}
,
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and therefore we have
J0(x) ≃ ǫ0
2π
¨
R3×R
ℜe
{
Ĝee0 (x− y, ω)
}
dωJ(y)dy,
=
ˆ
R3
(
ǫ0
2π
ˆ
R
ℜe
{
Ĝee0 (x− y, ω)
}
dω
)
J(y)dy,
=
ˆ
R3
δx(y)J(y)dy,
= J(x),
where we have made use of the identity
ǫ0
2π
ˆ
R
ℜe
{
Ĝee0 (x− y, ω)
}
dω = δx(y)I,
from Lemma 2.2.
4 Source reconstruction in lossy media
In this section, we present a time reversal strategy for imaging in lossy media. We consider
a Debye law to incorporate losses in wave propagation, which is suitable for low frequencies
(radio to microwave) associated with polarization in dielectrics [5, 6, 43]. We will only
consider the electric case.
Let Êa(x, ω) be the electric field in a lossy dielectric medium, that is, the solution to
∇×∇× Êa(x, ω)− (κσa(ω))2 Êa(x, ω) = −iωµ0J(x), (x, ω) ∈ R3 × R, (4.1)
subject to Sommerfeld radiation condition,
lim
|x|→∞
|x|
∣∣∣∣ν ×∇× Êa(x, ω)− iκσa(ω)Êa(x, ω)∣∣∣∣ = 0,
where ν is the outward unit normal at Γ and κσa(ω) = ω
√
µ0ǫσa is the wave-number defined
in terms of the Debye’s complex permittivity:
ǫσa = ǫ∞ +
ǫs − ǫ∞
1 + iaω
− iσ
ωǫ0
. (4.2)
Here ǫs, ǫ∞, σ and a are respectively, the static and infinite-frequency permittivities, electric
conductivity and Debye’s loss constant. We precise that ǫ∞ ≤ ǫs. Furthermore, we fix
Ea(x, t) := F−1[Êa(x, ·)](t) =
ˆ
R
Êa(x, ω)e
iωtdω.
Let Ĝeea (x, ω) be the attenuating electric-electric Green function, i.e. the outgoing fun-
damental solution to the lossy Helmholtz equation
∇×∇× Ĝeea (x, ω)− (κσa(ω))2 Ĝeea (x, ω) = iωµ0δ0(x)I. (4.3)
In the sequel, we use the following notation
Geea (x, t) := F−1
[
Ĝeea (x, ·)
]
(t) =
ˆ
R
Ĝeea (x, ω)e
iωtdω,
and define ǫ−σ−a and κ
−σ
−a and the Green functions Ĝ
ee
−a and G
ee
−a analogously.
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4.1 Attenuation operators
Recall that
∇×∇× Ĝee0 (x, ω)−
ω2
c20
Ĝee0 (x, ω) = iωµ0δ0(x). (4.4)
Therefore, by replacing real frequency ω with c0κ
σ
a(ω) by invoking Theorem of Titchmarsh
[44] since ℑm{c0κσa(ω)} > 0, using an argument of the unique outgoing fundamental solution
and comparing with Equation (4.3), we deduce that
Ĝee0
(
x, c0κ
σ
a(ω)
)
=
c0κ
σ
a(ω)
ω
Ĝeea (x, ω), ∀x ∈ R3, x 6= 0,
or equivalently
Geea (x, t) = La [Gee0 (x, ·)] (t).
Here we define the operator La (hereafter called attenuation operator) as follows:
La : S′([0,∞)) −→ S′(R)
φ(t) 7−→ 1
2π
ˆ
R
ω
c0κσa(ω)
(ˆ
R+
φ(τ) exp
{− ic0κσa(ω)τ}dτ) eiωtdω, (4.5)
where S is the Schwartz space of rapidly decreasing functions and S′ is the space of tampered
distributions.
Let us also introduce operator L−a,ρ related to κ−σ−a(ω) and its adjoint operator L∗−a,ρ
for all ρ > 0 by:
L−a,ρ : S′([0,∞)) −→ S′(R)
φ(t) 7−→ 1
2π
ˆ
R+
φ(τ)
ˆ
ω≤ρ
ωeiωt
c0κ
−σ
−a(ω)
exp
{− ic0κ−σ−a(ω)τ}dω dτ, (4.6)
and
L∗−a,ρ : S′([0,∞)) −→ S′(R) (4.7)
φ(t) 7−→ 1
2π
ˆ
ω≤ρ
ω
c0κ
−σ
−a(ω)
(ˆ
R+
φ(τ)eiωτdτ
)
exp
{− ic0κ−σ−a(ω)t}dω.
We extend operators La, L−a,ρ and L∗−a,ρ toGee0 , that is, for all constant vectors p ∈ R3,
we define
La[Gee0 ]p = La[Gee0 p],
L−a,ρ[Gee0 ]p = L−a,ρ[Gee0 p],
and
L∗−a,ρ[Gee0 ]p = L∗−a,ρ[Gee0 p].
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4.2 Asymptotic analysis of attenuation operators
We assume that the attenuation parameter a is sufficiently small compared to the wave-
length (denoted by λ), that is,
a≪ c0ω−1 =: λ.
For brevity, we consider the case of a non-conductive medium, that is, σ = 0. Henceforth,
we drop the superscript from κσa and κ
−σ
−a for simplicity. Then
c0κa(ω) =
ω√
ǫ0
√
ǫ∞ +
(ǫs − ǫ∞)
1 + iωa
,
≃ ω√
ǫ0
√
ǫ∞ + (ǫs − ǫ∞) [1− (iωa)] + o(ωa),
≃ γω
√
1− iβωa+ o(ωa),
≃ γω
(
1− iβ
2
ωa
)
+ o(ωa),
and
c0κ−a(ω) ≃ γω
(
1 + i
β
2
ωa
)
+ o(ωa),
where β =
(
1− (ǫ∞/ǫs)
)
and γ =
√
ǫs/ǫ0. Similarly, we have
ω
c0κa(ω)
=
1
γ
√
1− iβωa+ o(ωa) ≃
1
γ
(
1 + i
β
2
ωa
)
+ o(ωa),
and
ω
c0κ−a(ω)
=
1
γ
√
1 + iβωa+ o(ωa)
≃ 1
γ
(
1− iβ
2
ωa
)
+ o(ωa).
Then the following result holds.
Lemma 4.1. Let φ ∈ C∞0 ([0,∞)), where C∞0 is the space of C∞−functions with compact
support in [0,∞). Then,
1. Up to leading order of attenuation parameter a
La [φ(·)] (t) ≃ 1
γ2
φ
(
t
γ
)
+
βa
2γ3
[
φ′ + (tφ)′′
]( t
γ
)
as a→ 0,
2. for all ρ > 0, up to leading order of attenuation parameter a
L∗−a,ρ [φ(·)] (t) ≃
1
γ
Pρ[φ(·)] (γt)− βa
2γ2
Pρ
[
φ′ + (tφ)′′
]
(γt) as a→ 0,
3. for all ρ > 0, up to leading order of attenuation parameter a
L∗−a,ρ [La [φ(·)]] (t) ≃
1
γ3
Pρ[φ(·)](t) as a→ 0,
9
where Pρ is defined by
Pρ : S′(R) −→ S′(R)
φ(t) 7−→ 1
2π
ˆ
|ω|≤ρ
e−iωtF [φ](ω)dω. (4.8)
Proof. We prove only Statements 1 and 2. Statement 3 is an immediate consequence of the
first two.
1. As a→ 0 the attenuation operator La can be approximated by:
La[φ](t) ≃ 1
2πγ
ˆ
R
(
1 + i
β
2
ωa
){ˆ
R+
e−γ
β
2
aω2τφ(τ)e−iγωτ dτ
}
eiωtdω + o(a),
≃ 1
2πγ
ˆ
R
(
1 + i
β
2
ωa
){ˆ
R+
(
1− γ β
2
aω2τ
)
φ(τ)e−iγωτ dτ
}
eiωt dω + o(a),
≃ 1
2πγ
¨
R×R+
φ(τ)e−iγωτ eiωt dτ dω
+
βa
2
1
2πγ
ˆ
R
iω
ˆ
R+
φ(τ)e−iγωτeiωt dτ dω
+
βa
2
1
2π
ˆ
R
(iω)2
ˆ
R+
[τφ(τ)] e−iγωτeiωt dτ dω + o(a),
≃ 1
γ2
φ
(
t
γ
)
+
βa
2γ3
[
φ′ + (tφ)′′
] ( t
γ
)
+ o(a),
which is the required result.
2. Let the support of φ be contained in [0, tmax] ( [0,∞). As a → 0 the operator L∗−a,ρ
can be approximated by:
L∗−a,ρ [φ(·)] (t) ≃
1
2πγ
ˆ
|ω|≤ρ
ω
c0κ−a(ω)
exp
{− ic0κ−a(ω)t}
×
{ˆ tmax
0
φ(τ)eiωτ dτ
}
dω + o(a),
≃ 1
2πγ
ˆ
|ω|≤ρ
ˆ tmax
0
(
1− iβ
2
ωa
)
× exp
{
−iγω
(
1 + i
β
2
ωa
)
t
}
φ(τ)eiωτ dτ dω + o(a),
where we have made use of the approximation of lossy wavenumber κ−a for a≪ c0ω−1.
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On further simplifications, we arrive at
L∗−a,ρ [φ(·)] (t) ≃
1
2πγ
¨
[−ρ,ρ]×[0,tmax]
(
1− iβ
2
ωa
)
eγ
β
2
ω2at
×φ(τ)e−iγωt+iωτ dτ dω + o(a),
≃ 1
2πγ
¨
[−ρ,ρ]×[0,tmax]
(
1− iβ
2
ωa
)(
1 + γ
β
2
aω2t
)
×φ(τ)e−iγωt eiωτ dτ dω +O(a),
≃ 1
2πγ
¨
[−ρ,ρ]×R+
φ(τ)e−iγωteiωτ dτ dω
−βa
2
1
2πγ
ˆ
|ω|≤ρ
iω
ˆ
R+
φ(τ)e−iγωteiωτ dτ dω
−βa
2
1
2π
ˆ
|ω|≤ρ
(iω)2
ˆ
R+
[τφ(τ)] e−iγωteiωτ dτ dω + o(a).
Finally on introducing the operator Pρ, we arrive at
L∗−a,ρ [φ(·)] (t) ≃
1
γ
Pρ[φ(·)] (γt)− βa
2γ2
Pρ
[
φ′ + (tφ)′′
]
(γt) + o(a).
Remark 4.2. We precise that the Lemma 4.1, can be proved formally using the argument
of stationary phase theorem or steepest decent theorem as in [20, 36, 39].
4.3 Time reversal of the electric field in lossy media
Suppose we are able to collect the attenuated electric field, Ea, for all t ∈ [0, T ] over Γ, that
is we are in possession of the data set
We,a :=
{
de,a(x, t) := Ea(x, t) : (x, t) ∈ Γ× [0, T ]
}
.
If we simply time-reverse and re-emit the measured data de,a in attenuating medium, the
electric field is attenuated twice, that is, both in direct and back-propagation. Therefore,
resolution of the reconstruction, when localizing the spatial support of the sources, is for-
saken. In this section, we present two time reversal strategies for localizing supp
{
J
}
in a
lossy medium.
4.3.1 Adjoint operator approach
In order to compensate for losses, we back propagate the measured data using the adjoint
wave operator. Unfortunately the adjoint wave problem is severely ill-posed, somewhat
similar phenomenon was observed in acoustic and elastic media. Therefore, high frequencies
must be suppressed as in the acoustic and elastic cases; refer to [35, Remark 2.3.6]. More
precisely, let
Esa(x, t) := F−1
[
Êsa(x, ·)
]
(t),
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be the adjoint (time reversed) field corresponding to datum de,a(x, t) recorded at time t = s
propagating inside the medium, where Êsa(x, ω) is the solution to adjoint lossy Helmholtz
equation(
∇×∇× Êsa − κ2−aÊsa
)
(x, ω) = −iωµ0de,a(x, ω)δΓ(x), (x, ω) ∈ R3 × R,
and let
Esa,ρ(x, t) := Pρ [Esa(x, ·)] (t),
where ρ is the cutoff frequency. Here ρ is chosen in such a way that Esa,ρ does not explode
whereas the resolution of the time reversal algorithm remains reasonably intact, refer to [35,
Remark 2.3.6] for further details. The aim of this section is to justify that Ja,ρ(x) is an
approximation of J(x) up to leading order of Debye’s loss parameter a, when ρ → +∞,
where
Ja,ρ(x) := ǫ0γ
3
µ0c0
ˆ T
0
Esa,ρ(x, T )ds, ∀x ∈ Ω. (4.9)
We conclude this subsection with the following key result. It simply states that the
adjoint operator approach provides a localization of the supp
{
J
}
with a correction to the
attenuation effects up to leading order of the damping parameter a.
Theorem 4.3. For all x ∈ Ω sufficiently far from ∂Ω, compared to wavelength, the truncated
time-reversal imaging functional Ja,ρ satisfies,
Ja,ρ(x) = J0,ρ(x) +O(a),
where
J0,ρ(x) := − ǫ0
µ0c0
¨
[0,T ]×Γ
Gee0 (x− ξ, τ)Pρ [de(ξ, ·)] (τ)dσ(ξ)dτ.
Moreover,
J0,ρ(x)→ J(x) as ρ→ +∞.
Proof. Notice that
Gee−a,ρ(x, t) := Pρ[Gee−a(x, ·)](t) = L−a,ρ [Gee0 (x, ·)] (t). (4.10)
By virtue of (4.10), Ja,ρ(x) can be rewritten in the form
Ja,ρ(x) = − ǫ0γ
3
µ0c0
¨
Γ×[0,T ]
Gee0 (x− ξ, s)L∗−a,ρ [de,a(ξ, ·)] (s)dsdσ(ξ).
Remark as well that de,a(x, t) = La [de(x, ·)] (t), where de(x, t) represents the ideal data,
so that
Ja,ρ(x) = − ǫ0γ
3
µ0c0
¨
Γ×[0,T ]
Gee0 (x− ξ, s)L∗−a,ρ
[
La [de(ξ, ·)]
]
(s)dsdσ(ξ),
= − ǫ0
µ0c0
¨
Γ×[0,T ]
Gee0 (x− ξ, s)Pρ [de(ξ, ·)] (s)dsdσ(ξ) + o(a),
= J0,ρ(x) + o(a),
by using Lemma 4.1. Finally, from Theorem, 3.1
− ǫ0
µ0c0
¨
Γ×[0,T ]
Gee0 (x− y, s)Pρ [de(ξ, ·)] (s)dσ(ξ)ds ρ→∞−−−−→ J0(x) ≃ J(x),
when x is far away from the boundary Γ. The conclusion follows immediately.
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4.3.2 Pre-processing approach
According to Lemma 4.1, for weakly attenuating media up to leading order
La [φ(·)] (t) ≃ 1
γ2
φ
(
t
γ
)
+
βa
2γ3
[
φ′ + (tφ)′′
]( t
γ
)
. (4.11)
Therefore, its first order approximate inverse, L−1a,1, can be given by
L−1a,1 [φ(·)] (t) =
1
γ
φ(γt)− βa
2γ2
(φ′ + (tφ)′′) (γt). (4.12)
In the similar fashion, using higher order asymptotic expansions, kth order approximate
inverse L−1a,k can be constructed. Therefore, a pre-processing approach to time reversal can
be described in two steps:
1. Filter the measured data in order to compensate for the attenuation effects using L−1a,k.
2. Use classical time reversal (in ideal medium) with filtered data as input.
Algorithm 1 Pre-processing Time Reversal Algorithm: kth Order
Require: We,a =
{
de,a(x, t) := Ea(x, t) : ∀(x, t) ∈ Γ× [0, T ]
}
, 0 < a≪ c0ω−1 and k ≥ 1.
1: procedure Filter(Pre-process de,a(x, t).)
return de(x, t) := L−1a,k
[
de,a(x, ·)
]
(t).
2: end procedure
3: procedure Time-Reversal(Evaluate J0(x).)
4: for each s ∈ [0, T ] do
5: Construct Es0(x, T ) for x ∈ Ω using de(x, t).
6: end for
7: Evaluate J0(x) :=
ˆ T
0
Es0(x, T )ds.
return J0(x).
8: end procedure
return Ja,k = J0(x) + o
(
ak
)
.
Remark 4.4. Pre-processing approach has two principle advantages over adjoint approach:
1. It allows for higher order corrections to attenuation artifacts. Indeed using higher
order approximations of the operator La, using stationary phase theorem [39], one can
iteratively construct higher order pseudo-inverse L−1a,k. Consequently filtered data using
L−1a,k yield a kth order correction for the attenuation artifacts. In this context, we refer
to [17, 20, 36]
2. It is much more stable numerically than the adjoint operator approach, as it has been
observed for the case of acoustic imaging; refer to [16, 17, 22, 35].
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5 Numerical illustrations
The aim here is to numerically illustrate the appositeness of the algorithms proposed in the
previous sections. For brevity, we consider the case of axis invariance (along z − axis) and
restrict ourselves to a transverse electric case. In the sequel, we assume x = (x1, x2, 0) ∈
Ω ⊂ X where X = [− l/2, l/2]× [− l/2, l/2]×{0} with periodic boundary conditions. For
simplicity, we take ǫ0 = 1 = ǫs and µ0 = 1, and consequently c0 = 1 = γ. Furthermore,
we choose ǫ∞ = 0.5 and therefore β = 0.5. In order to numerically resolve the initial value
problem (2.2), we use a Fourier spectral splitting approach [45] together with a perfectly
matched layer (PML) technique [46] to simulate a free outgoing interface blended with the
Strange’s splitting method [47].
Example 1. We choose Ω′ to be a unit disk centered at origin such that Ω = Ω′ ×{0} and
place 1024 equi-distributed sensors on its boundary. We computed the electric fields over
(x, t) ∈ X × [0, T ] with l = 4 and T = 2 and the space and time discretization steps are
taken respectively τ = 2−13T and h = 2−9l. In Figure 1, a current source reconstruction
using time reversal function J0 is compared to the initial current source density in a loss-
less dielectric medium. The reconstructions clearly substantiate the accuracy and a high
resolution of the time reversal algorithm J0.
Example 2. We choose Ω′ to be a unit disk centered at origin such that Ω = Ω′ × {0}
and place 512 equi-distributed sensors on its boundary. We computed the electric fields
over (x, t) ∈ X × [0, T ] with l = 4 and T = 2 and the space and time discretization
steps are taken respectively τ = 2−13T and h = 2−8l. Let the Debye’s loss parameter a
be 2 × 10−4. The adjoint wave operator approach for time reversal is tested with cut-off
frequencies ρ = 15 and ρ = 35 in Figure 2. The results clearly indicate an improvement in
the resolution in successive reconstructions using Ja,ρ as compared to that using J0. The
images without attenuation correction are blurry whereas the edges in images obtained using
Ja,ρ are sharper than those obtained using J0 and the contrast is relatively higher.
Example 3. Let Ω, l, T , τ and h be identical with Example 2 and the Debye’s loss pa-
rameter a be 4× 10−4. In Figure 3, the adjoint wave operator approach for time reversal is
tested with cut-off frequencies ρ = 15 and ρ = 25. Again, the improvement in the contrast
and resolution can be remarked. Albeit, as predicted in the previous sections, increasing
the cut-off frequency induces numerical instability. To this end, the choice of truncation
frequency ρ, of course as a function of attenuation parameter, is very critical. In this regard,
we refer to [35, Remark 2.3.6] for a detailed discussion on the issue and for a threshold value
of ρ rendering stability while keeping the resolution intact.
6 Conclusion
In this investigation, an electromagnetic inverse source problem is tackled using transient
boundary measurements of the electric field. A time reversal algorithm is established for
an extended source localization in non-attenuating media. Motivated by this, two more
algorithms based on time reversal framework are proposed in order to deal with the problem
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Figure 1: Reconstruction of the initial current source J = (J1, J2, 0) in a non-attenuation
medium using time reversal functional J0. Top: Initial source, Bottom: Reconstruction.
Left: First component of source density, Right: Second component of source density.
associated to lossy media wherein the time reversal invariance breaks down. First an adjoint
wave back-propagation technique is proposed and justified using asymptotic expansions ver-
sus Debye’s attenuation parameter of some ill-conditioned attenuation maps. It is proved
that this approach yields the current source density up to leading order of attenuation pa-
rameter. Then, a second approach is outlined where the lossy data are pre-processed to
yield the ideal (non-attenuating) measurements and subsequently the classical time rever-
sal algorithm is invoked to retrieve the current source density. The numerical illustrations
clearly indicate the pertinence of the proposed imaging functions. For brevity, the medium
is assumed to be non-conducting, but, the results extend to the case otherwise. Time re-
versal algorithms for inverse scattering problems in lossy dielectric media can be developed
similarly and will be the subject of a fourth coming work.
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