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Abstract
This paper proposes a new parallel approach to solve connected components
on a 2D binary image implemented with CUDA. We employ the following strate-
gies to accelerate neighborhood exploration after dividing an input image into
independent blocks. In the local labeling stage, a coarse-labeling algorithm, in-
cluding row-column connection and label-equivalence list unification, is applied
first to sort out the mess of an initialized local label map; a refinement algorithm
is then introduced to merge separated sub-regions from a single component. In
the block merge stage, we scan the pixels located on the boundary of each block
instead of solving the connectivity of all the pixels. With the proposed method,
the length of label-equivalence lists is compressed, and the number of memory
accesses is reduced. Thus, the efficiency of connected components labeling is
improved. Experimental results show that our method outperforms the other
approaches between 29% and 80% on average.
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1. Introduction
Connected components labeling (CCL) is a task to give a unique ID to each
connected region in a 2D/3D image. It means that the input data are clustered
as separate groups where the elements from a single group share the same ID.
As a basic data clustering method, CCL is used as a tool for object detection
and classification in the field of computer vision and image processing [1] [2] [3].
W. Song, et al. [4] presented a motion based skin region of interest detection
method using a real-time CCL algorithm to reduce its execution time. A fast 3D
shape measurement technique using blink-dot projection patterns that utilizes
a CCL algorithm to compute the size and location of each dot on the captured
images has been reported [5] [6]. P. Guler, et al. proposed a real-time multi-
camera video analytics system [7] employing CCL to perform noise reduction.
Acting as a fundamental operation in all the applications, especially in real-time
applications, speeding up CCL is an important task [8] [9].
Numerous studies have proposed ways to accelerate CCL. The proposed solu-
tions on CPU can be summarized into two classes: label propagation algorithms
and label-equivalence-based algorithms [8]. The approaches [10] [11] based on
label propagation often find an unlabeled pixel using raster scan and give it an
unused label; then, the label is propagated to all the pixels in the same region in
an irregular way, such as tracing the object’s contour [12]. These approaches are
not suitable for parallel implementation and hardware implementation because
of the existence of the irregular scan. The methods [13] [14] [15] [16] [17] on
the basis of label-equivalence solve the CCL issue with multiple raster scans.
Provisional labels, often associated with the pixel position in the image or in a
specific row, are assigned to all the pixels in the first scan; the label-equivalence
lists are constructed based on the pixel connectivity and resolved with root-find
algorithms in the other steps. Since the pixels are processed in a regular way,
it is feasible to extend these methods into parallel implementation and hard-
ware implementation [18] [19]. Until recently, the use of GPUs with interfaces
such as CUDA [20] or OpenCL [21] finds countless applications in both indus-
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try and academia areas. The parallel extension and improvement of serial CCL
algorithms are significant advances to enhance the real-time property. For the
algorithms developed on GPUs, data parallelization across multiple processors
[22] [23] plays an important role in computing with multiple processing ele-
ments in parallel. Generally, the different data parallelization approaches lead
to different computation algorithms. According to the various ways of managing
data, the reported solutions for CCL on GPUs can be classified into three types:
pixel-based algorithms, block-based algorithms, and line-based algorithms. The
first type extends the label-equivalence-like algorithms into parallel ones directly
by considering each individual pixel or the pixels in a small group as a compu-
tation unit. The other two types first divide images into independent sections,
blocks or lines, then perform local labeling and section merge to solve the CCL.
In this study, we propose a block-based solution to explore the benefit of two-
dimensional pixel distribution to reduce the number of iterative operations. Its
main contributions are: (1), a row-column connection and a label-equivalence
list unification algorithm are performed using shared memory to sort out the
mess of an initialized local label map; (2), connectivity analysis is conducted for
the pixels on the block boundary instead of all the pixels to reduce the number
of memory accesses. By using our method, the length of the label-equivalence
list is compressed and the number of CUDA threads for computation decreases.
In the following sections, we will outline our method, prove the positive effects
of coarse-to-fine strategy, and demonstrate its performance.
2. Previous works
2.1. Pixel-based CCL algorithm
Label-equivalence [25] is an algorithm that records the lowest label that each
label is equivalent to and resolves the equivalence with a small number of it-
erations. Jung et al. [24] solved the CCL issue by interactively executing six
phases, including initialization, scan, analysis, link, label, and rescan. In the
scan phase and link phase, they introduce specific masks to construct label-
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equivalence lists. In the analysis phase and label phase, they find the roots by
tracing each list. Kalentov et al. [26] improved the label-equivalence technique
in terms of memory consumption and required processing steps, which removed
the reference array and atomic operations in the scan phase. Soh et al. [27]
proposed a direction-based searching method that obtains the minimum label
by tracing the branches derived from a focused pixel in eight directions. Block-
equivalence [28] is another extension of label-equivalence solution. It uses a su-
perpixel block instead of the individual pixel taking into consideration what the
pixels located in a 2×2 block share with the same label with eight-connectivity.
It is effective because the number of candidate pixels for connectivity detection
is reduced. The main drawback of these pixel-based algorithms is that a single
label-equivalence list cannot be constructed for one connected component in
one scan. Consequently, the kernels of this algorithm are spawned several times
to guarantee that no disjoint equivalence lists exist for a single region. Even
though some of them reduce the number of iterations at some level, they still
need to scan the input image multiple times. Furthermore, the iterations might
vary dramatically in different images.
2.2. Block-based CCL algorithm
The parallel version of the union-find algorithm [29] is presented by Olive-
ria et al. [30]. They executed two merges successively, local merge and global
merge, to overcome the drawback that it may need to follow a long path to
reach the root of two connected pixels. Although this algorithm outperforms
most of the pixel-based CCL algorithms because all the kernels are spawned
once, searching for the root of a specific pixel is computationally heavy. Stava
et al. [31] designed a solution in the similar manner. In the local merge stage,
they improved the label-equivalence algorithm by implementing all iterations
inside the kernel, such that no synchronization between host and device is re-
quired. In the global merge stage, they use the connectivity between all border
elements of two neighboring blocks to merge their equivalence lists. It is neces-
sary to perform the operations of global merge several times to guarantee that
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all equivalence lists are merged. Kumar et al. [32] implemented the CCL al-
gorithm using a divide and conquer technique [33] on CUDA that solves the
local connection using the Floyd-Warshall algorithm [34] and merges blocks by
considering three different cases. Here, the various processing approaches for
the three cases leads to thread divergence thus limiting the performance.
2.3. Line-based CCL algorithm
Chen et al. [35] proposed a two-scan approach, extended from a stripe-based
CCL method [36], to process stripe extraction and stripe union, respectively.
The first scan can run in parallel by using shared memory, while the second
scan is a sequential operation. ACCL [37] is another parallelization algorithm
that decomposes the image into rows. By defining a span as a group of pixels
that are located contiguously in a row with the same intensity, it spawns two
kernels, find spans and merge spans, to label an input image. The involvement
of dynamic parallelism means that good performance can be achieved with this
method. However, it is not suitable to process large images because there is a
limitation on the number of threads in one block [38]. Yonehara et al. proposed a
line-based solution [39] that improves the local labeling phase of the conventional
union-find algorithm [30] by conducting a row unification using shared memory.
The absence of merge algorithm makes it label an individual section efficiently
in the first scan, while the other scans cannot make any further improvements.
3. Algorithm and implementation
We assume that a pixel in an image has three attributes comprising position,
intensity, and label. Position means its raster scan order in row-major order,
which can be expressed by P (x, y) = x+ y ∗W . Here (x, y) is its 2D coordinate
in the image. (H,W ) is the resolution of the image plane. Intensity is the color
intensity of the pixel, which can be expressed by I(x, y). In our implementation,
I(x, y) = 1 when a pixel belongs to foreground, and I(x, y) = 0 when it is
background. Label L(x, y) is what we should find to depict each connected
region.
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(a) Input data
0 1 2 3 4 5 6 7
8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23
24 25 26 27 28 29 30 31
32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47
48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63
(b) Initialized local label map
Figure 1: Input data and initialized local label map.
There are three steps in our method to solve the segmentation of an image. In
the first step, we divide the input image into blocks, and perform local labeling
using a coarse-to-fine strategy. In the second step, we extract the pixels located
on the boundary of each block to be a sub-image, and construct global label-
equivalence lists. In the last step, the final label map is obtained by solving
equivalence using a root-find algorithm.
3.1. Local labeling with coarse-to-fine strategy
The first step, local labeling with a coarse-to-fine strategy, consists of four
phases: initialization, coarse labeling, refinement, and ID conversion.
3.1.1. Initialization
In our algorithm, each pixel should be assigned with a provisional label first
so that a connection-list can be constructed and solved. We use L(x, y) =
P (x, y) for indicating the provisional label of (x, y). In this way, the root of
an equivalence list is the element with the label equal to the address of the
element itself. Fig. 1 gives an illustration of this step where (a) shows that a
16× 16 binary image is split into four sub-images with a resolution of (H,W ) =
(8, 8); (b) presents an example of an initialized local label map. The grey
6
Kernel 1 Local labeling with coarse-to-fine strategy
Require: labelsm[], subimgsm[] are on shared memory
Require: labelmap[] is on global memory
declare int x, y, tid, temp, l, lx, ly, gl, labelsm[], dBuffsm[]
x, y ← 2D global thread id
tid← 1D thread id within block
labelsm[tid]← tid
subimgsm[tid]← image[x, y]
call syncthreads()
// row scan
if subimgsm[tid] == subimgsm[tid− 1]
labelsm[tid] = labelsm[tid− 1]
end if
call syncthreads()
// column scan
if subimgsm[tid] == subimgsm[tid− blockdim.x]
labelsm[tid]← labelsm[tid−−blockdim.x]
end if
call syncthreads()
labelsm[tid]← findroot(labelsm[], tid)
// refinement (row scan)
if subimgsm[tid] == subimgsm[tid− 1]
merge(labelsm[], tid, tid− 1)
end if
call syncthreads()
l ← findroot(labelsm[], tid)
// convert local index to global index
(lx, ly)← (l / blockdim.x, l % blockdim.x)
gl ← (blockIdx.x∗blockDim.x+lx)+(blockIdx.y∗blockDim.y+ly)∗imgwidth
labelmap[x, y]← gl
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0 1 2 3 4 5 6 7
8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23
24 25 26 27 28 29 30 31
32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47
48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63
(a) Label-equivalence list after row scan
0 1 2 3 4 5 6 7
8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23
24 25 26 27 28 29 30 31
32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47
48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63
(b) Label-equivalence list after column scan
Figure 2: Coarse label-equivalence construction.
elements on the image, I(x, y) = 1, express foreground pixels. In our CUDA
implementation, we dispatch the sub-images to various GPU threads blocks
where the threads can cooperate with each other using shared memory and can
be synchronized [40]. The provisional labels and pixel positions are associated
with the thread ID within a threads block as is shown in the steps 1 − 6 of
Algorithm 1. Threads synchronization is necessary because the buffer could not
be initialized by multiple threads at the same time.
3.1.2. Coarse labeling
In an initialized local label map, the provisional label of the left pixel and
that of the upper pixel are always smaller than the label of a target pixel,
while the upper one is always the minimum. Based on this fact, we scan row
and column successively to make a coarse label-equivalence list. In the case
of a row scan, we associate two consecutive pixels by updating the label of
the right pixel with the left label L(x, y) = L(x − 1, y) if both of them are
foreground I(x, y) = I(x−1, y) = 1. Label-equivalence trees are constructed for
continuous foreground pixels of each row with the method presented in Fig. 2
(a). The scanning approach along the vertical direction is performed in the
same manner where the association between left and right is updated by the
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0 1 2 2 4 5 6 7
8 9 2 2 2 13 14 15
16 17 18 19 2 2 22 23
16 16 26 27 28 2 30 31
16 33 34 35 36 37 38 38
16 41 42 43 44 45 38 38
16 49 50 43 43 53 38 38
56 57 58 43 43 43 38 63
Figure 3: Label-equivalence list after row-column connection.
50 43 43
43 43 43 38
38 38
38 38
38 38
43
(a) A single region
50 43 43
43 43 43 38
38 38
38 38
38 38
43
(b) Refined list
38 38 38
38 38 38 38
38 38
38 38
38 38
38
(c) Refined local label map
Figure 4: Refine local label map.
association between up and down if all of the three pixels are foreground. Fig. 2
(b) presents a demonstration of coarse label-equivalence lists after column scan.
The same result can be achieved by comparing the labels of the above-mentioned
three pixels directly at the same time. However, we find the proposed method is
faster because it does not involve branch divergence and the boundary-related
operations. Unlike the methods that records the entire equivalence, this method
records the lowest neighbor label that the label is equivalent to. Its memory
access complexity is reduced due to the utilization of shared memory, while the
list can be unified by a low number of iterations. Fig. 3 illustrates the segments
of a coarse local label map and the root of each list. It was found that this
step can not provide a complete segmentation but splits a connected region
into several groups. The pseudo code for this step is listed in steps 8 − 17 of
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0 0 2 2 4 4 4 4
0 2 2 2 2 4 4 4
32 33 33 33 2 2 4 4
32 32 33 51 33 2 4 4
32 33 33 33 33 33 70 70
32 33 33 70 33 33 70 70
32 33 70 70 70 33 70 70
33 33 33 70 70 70 70 119
8 8 10 10 12 12 12 12
8 10 10 10 10 12 12 12
40 41 41 41 10 10 12 12
40 40 41 59 41 10 12 12
40 41 41 41 41 41 78 78
40 41 41 78 41 41 78 78
40 41 78 78 78 41 78 78
41 41 41 78 78 78 78 127
128 128 130 130 132 132 132 132
128 130 130 130 130 132 132 132
160 161 161 161 130 130 132 132
160 160 161 179 161 130 132 132
160 161 161 161 161 161 198 198
160 161 161 198 161 161 198 198
160 161 198 198 198 161 198 198
161 161 161 198 198 198 198 247
136 136 138 138 140 140 140 140
136 138 138 138 138 140 140 140
168 169 169 169 138 138 140 140
168 168 169 187 169 138 140 140
168 169 169 169 169 169 206 206
168 169 169 206 169 169 206 206
168 169 206 206 206 169 206 206
169 169 169 206 206 206 206 255
Figure 5: Label map after local labeling.
Algorithm 1.
3.1.3. Refinement
This phase is a task to merge the segments that belong to a single region.
As shown in Fig. 4 (a), three isolated sub-regions exist in the one connected
region. The pixels in the ellipse are the branch dividing points that lead pixels
to different label-equivalence lists. Corresponding to the initialization approach
of the provisional label, the branch dividing points are always in the horizontal
direction. So the sub-regions can be merged together with another row scan. If
two consecutive foreground pixels have different labels, we compare their roots
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70 70 70 70
70 70
70 70
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40
40
40
40
40
40
70 70 70
130 130
130 130 130 130
130 130
130
(a) A connected region
70
70 70 70 70
70 70
70 70
70 70
40
40
40
40
40
40
70 70 70
130 130
130 130 130 130
130 130
130
(b) Global label-equivalence list
Figure 6: Global label-equivalence construction.
and make the larger one point to the smaller one. It should be noticed that
the atomic operation is necessary here because the same equivalence list may be
updated by multiple threads at the same time. With this method, a new label-
equivalence list is available as illustrated in the example in Fig. 4 (b). Finally,
the region is unified using a root-find algorithm as shown in Fig. 4 (c). The
pseudo code for refinement is listed in steps 19− 23 of Algorithm 1.
3.1.4. ID conversion
The final step of local labeling is an ID conversion that converts the local
index to global index and transfers the result to global memory. The global
index identifies the 1−D address of a pixel in the entire image. Steps 25− 26 of
Algorithm 1 give its pseudo code.
3.2. Block merge with boundary analysis
In the block merge phase, we perform connective detection for the pixels
on the block boundary to merge the equivalence lists of the same connected
component from different blocks. Assuming the resolution of an input image
is N ×M and the block configuration of Kernel 1 is {bx, by, 1}, the number of
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Kernel 2 Boundary analysis
Require: both block dimension and grid dimension are 2D
Require: labelmap[] is on global memory
declare int id, hx, hy, vx, vy, pInLine, ph, pv
declare bool bh, bv
id← 1D global thread id
// convert 1D global index id to 2D image index
hx ← id % imgwidth
hy ← id / (imgwidth ∗ blockdim.y)
pInLine← imgwidth / blockDim.x
vx ← id % pInLine ∗ blockDim.x
vy ← id / pInLine
// boundary analysis along x-axis
if image[hx, hy] == image[hx − 1, hy]
merge(labelmap, ph, ph − 1);
end if
// boundary analysis along y-axis
if image[vx, vy] == image[vx, vy − imgwidth]
merge(labelmap, pv, pv − imgwidth);
end if
border pixels along the x−axis Px and the number of border pixels along the
y−axis Py can be determined as follows:
Px = ⌊N / bx⌋ ∗M, (1)
Py = ⌊M / by⌋ ∗N, (2)
Here, ⌊x⌋ means the largest integer smaller or equal to x. It is found that
the candidate pixels for detection get shrunk by bx times for boundary analysis
along the x−axis and by times for boundary analysis along the y−axis. Similar
to coarse labeling, we scan the vertical boundary and the horizontal boundary
successively. If two consecutive foreground pixels, vertical or horizontal, are
12
foreground, we link them with the larger label pointing to the smaller one.
Fig. 5 shows a global label map after local labeling. The pixels in rectangles are
border pixels. The arrows show the association between two pixels. Fig. 6 (a)
presents a connected region that is composed of three sub-regions from three
blocks. Fig. 6 (b) gives a global label-equivalence list by connecting the root of
each sub-region. In our implementation, max{Px, Py} threads should be invoked
to integrate the boundary analysis along the x− and y−axes into one kernel.
Steps 1 − 9 of Algorithm 2 illustrates how to compute the global index of a
border pixel, while steps 10− 16 indicate the merge operation.
3.3. Update global label map
When all blocks are merged, the independent local label maps are associated
as an entirety. The final global label map represents the complete segmenta-
tion of an input image where every equivalence list corresponds to an unbroken
connected component. The roots of global label-equivalence lists can be ob-
tained by using the root-find algorithm that is the same as what was used in
Algorithm 1.
4. Comparative evaluation
In order to demonstrate the performance of our method, we compare it with
the following approaches.
- C2FL as our proposed method.
- RC2FL as a revision of our method with coarse labeling only along row.
- CC2FL as a revision of our method with coarse labeling only along column.
- NC2FL as a revision of our method without coarse-to-fine strategy.
- LE [26] as a conventional pixel-based label equivalence solution.
- BE [28] as a more recent representative of the pixel-based solution using
block equivalence technique.
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- SMCCL [31] as a more recent block-based method using shared memory.
- UF [30] as a more recent block-based method with a union-find method.
- LUF [39] as a more recent and fast representative of the line-based method.
- CPUCCL [41] as a more recent implementation on CPU.
There are two kinds of comparative experiments. The first is an effectiveness
evaluation of coarse labeling which compares C2FL with RC2FL, CC2FL and
NC2FL. It should be noted that the local labeling works correctly if refinements
along both row and column are applied even without coarse labeling. When
each individual pixel is considered as a sub-region of a connected region, the
third phase, refinement, is able to generate an entire local label-equivalence
list. The significance of coarse labeling is that it allows to local merge to be
performed efficiently. The second is a comparison with existing CUDA-based
algorithms and a latest CPU-based sequential algorithm. The execution times
of C2FL, RC2FL, CC2FL, NC2FL, LE, BE, SMCCL, UF, LUF, and CPUCCL
for datasets [42] are listed.
All the experiments were performed on a PC Intel(R) Core(TM) i7-6700K
CPU, 4.00 GHz & 4.00 GHz, 32.0 GB RAM, NVIDIA Geforce GTX 1070 with
Windows 7 Professional Service Pack 1. All the algorithms were implemented
in C++ language by use of OpenCV 2.4.13 and CUDA 8.0.
4.1. Effectiveness of coarse labeling
There are two significant factors, the number of iterations and the number
of atomic operations, in one threads block affect the efficiency of local labeling
seriously. Iteration refers to the process of iterating an operation such as tracing
a label-equivalence list to find its root. Most of the algorithms that are expressed
in C++ language take only a few of lines. However, there may be thousands of
instructions that are executed on hardware. Generally, the number of iterations
reflects the number of instructions and the program′s execution time. Atomic
operations are a kind of processing performed without interference from any
14
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(b) The number of atomic operation versus the image size
Figure 7: The number of iteration and atomic operation versus image size
other threads. They are often essential for multithreaded applications to prevent
race conditions, especially when different threads attempt to modify and write
the same memory address. If two or more threads perform an atomic operation
at the same memory address at the same time, those operations will be serialized.
This means that the more atomic operations the slower the execution.
In our evaluation, the threads block of CUDA was configured as {32, 32, 1}.
We use a set of square binary images with various resolution and random noise
to show the difference in the number of iterations as well as the number of
atomic operations among C2FL, RC2FL, CC2FL, and NC2FL. There are nine
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(b) The number of atomic operation versus noise density
Figure 8: The number of iteration and atomic operation versus noise density
different foreground densities, from 0.1 to 0.9, and eight resolutions, from a low
resolution of 32× 32 pixels to a maximum resolution of 4096× 4096 pixels. The
experiments provide us an opportunity to evaluate the performance of coarse
labeling both in terms of scalability on the number of pixels and in terms of
scalability on the density of connected regions.
Fig. 7 shows how the the number of iterations and atomic operations of dif-
ferent algorithms change with images of increasing size. Here, the label density
is 0.5, which remains in all the images. The reported results were the average
of all the launched threads blocks of 100 runs of each algorithm. As presented
16
(a) C2FL (b) RC2FL
(c) CC2FL (d) NC2FL
Figure 9: Color map of the number of iterations.
in (a) of Fig. 7, it can be seen that the iteration for coarse-labeling, regardless
of whether it is full coarse-labeling or partial coarse-labeling, are heavier than
those of NC2FL when the number of pixels is less than 65535 (256×256 image),
while these iterations equal to or less than those of NC2FL when the pixels of
an image exceed 65535. The phenomenon is reasonable because a local label-
equivalence list in a low-resolution image is short. Under the circumstances, the
compression by coarse labeling can not reduce but increase the number of itera-
tions. The linear independence of the number of atomic operations with respect
to the image size can be observed in (b) of Fig. 7. The proposed algorithm
always takes the fewest atomic operations to segment an input image.
Fig. 8 highlights the behavior of the algorithms varying the foreground label
17
(a) C2FL (b) RC2FL
(c) CC2FL (d) NC2FL
Figure 10: Color map of the number of atomic operations.
densities of a 2048× 2048 image. It can be proved that both of the factors have
a significant linear correlation with the label densities, and our method has the
best performance among all the densities. This result is logical because coarse
labeling reduces complexity and facilitates the solution.
The third experiment demonstrates the efficiency of coarse labeling using a
binary Lena image with a size of 2048× 2048. Fig. 9 shows the color map of the
maximum iterations of each threads block of each algorithm where the darker
color expresses more numerous iterations. It indicates that our proposed method
solves the CCL issue with the fewest iterations. Fig. 10 expresses the number
of atomic operations in the same manner. With regard of RC2FL, CC2FL, and
NC2FL, we find that most of the race conditions occur on the blocks holding
18
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(b) Execution time versus label density
Figure 11: Execution time versus label density and image pixels
pixels from a flat foreground region. Nevertheless, there is no risk of a race
condition for the blocks in C2FL. Meanwhile, our approach evidences that the
minimum atomic operations are required for a block with an edge area.
4.2. Comparisons with existing algorithms
For the evaluation of execution time, the minimum, maximum, mean, and
standard deviation, over 100 runs are collected to remove any fluctuations caused
by the other tasks executed by the operation system. All the algorithms were
implemented based on four-neighbor connection, except BE and CPUCCL. BE
19
Table 1: Execution time in millisecond for different images
Images CPUCCL LE BE CCLSM UF LUF NC2FL RC2FL CC2FL C2FL
lena (512×512)
min 0.371 0.634 0.493 0.139 0.491 0.105 0.106 0.066 0.069 0.057
max 0.461 1.170 0.943 0.152 0.506 0.119 0.113 0.070 0.081 0.063
mean 0.382 0.730 0.594 0.144 0.497 0.110 0.109 0.068 0.073 0.060
δ 0.017 0.091 0.108 0.001 0.001 0.002 0.001 0.001 0.002 0.0008
brain (720×720)
min 1.61 0.66 0.66 0.96 0.49 0.38 0.26 0.17 0.17 0.13
max 2.11 0.66 0.66 1.00 0.56 0.49 0.26 0.17 0.17 0.13
mean 1.77 0.66 0.66 0.97 0.51 0.40 0.26 0.17 0.17 0.13
δ 0.382 0.730 0.594 0.144 0.497 0.110 0.109 0.068 0.073 0.060
fingerprint (1024×1024)
min 1.565 1.676 0.730 0.379 0.570 0.297 0.492 0.249 0.285 0.210
max 1.640 2.310 1.100 0.465 0.703 0.370 0.612 0.316 0.362 0.259
mean 1.584 1.793 0.797 0.393 0.583 0.307 0.504 0.256 0.293 0.217
δ 0.015 0.151 0.086 0.018 0.030 0.0150 0.026 0.013 0.015 0.010
cartoon (1024×1024)
min 2.011 1.746 0.901 0.373 0.511 0.308 0.434 0.237 0.263 0.200
max 2.203 2.339 1.324 0.499 0.629 0.380 0.542 0.294 0.327 0.249
mean 2.034 1.949 0.970 0.397 0.521 0.316 0.443 0.243 0.270 0.205
δ 0.025 0.168 0.104 0.023 0.027 0.016 0.022 0.011 0.012 0.009
texture (2048×2048)
min 7.016 3.608 1.685 0.656 0.596 0.676 0.488 0.447 0.453 0.438
max 7.669 4.764 2.538 0.852 0.690 0.794 0.560 0.510 0.526 0.499
mean 7.096 3.949 2.025 0.668 0.604 0.684 0.494 0.453 0.459 0.443
δ 0.100 0.219 0.182 0.029 0.015 0.019 0.012 0.011 0.011 0.009
artifact (4096×4096)
min 125.198 21.620 6.439 5.186 5.089 4.099 3.632 3.280 3.268 3.097
max 127.943 24.469 8.259 5.933 6.061 4.842 4.365 3.927 3.908 3.700
mean 126.633 22.082 7.691 5.232 5.135 4.132 3.668 3.302 3.295 3.120
δ 0.887 0.412 0.390 0.121 0.163 0.125 0.079 0.065 0.062 0.059
2
0
(a) Lena (b) Brain (c) Fingerprint
(d) Cartoon (e) Texture (f) Artifact
Figure 12: Six representative images.
assumes that the pixels in a 2 × 2 block share the same label such that it is
infeasible to perform with four-connectivity. CPUCCL performs CCL using a
pixel prediction strategy to avoid repeatedly scanning the same pixels multiple
times. The code for its implementation is borrowed from [42].
We first evaluate the algorithms using the same synthetic images. Fig. 11 (a)
shows how the algorithms work with images of increasing size. The execution
time of all algorithms increases linearly with the expansion of input images. Our
method is proved to be scalable and able to outperform all the other methods.
Another experimental result, shown in Fig. 11 (b), highlights the efficiency of
the algorithms with images of various label densities. It indicates that the com-
putation is efficient regardless of the label density is low or high while the worst
case appears around the middle densities. Lower or higher densities present sim-
ple connections and consequently less computation, while the middle densities
present complex connections. It can be inferred that our approach has the best
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performance among all the densities. It is able to label a 2048 × 2048 image
with arbitrary density within 1.2 ms
We also selected the six images shown in Fig. 12, comprising a natural image,
medical image, texture, and artifact image, to prove the performance of our
proposed method. The resolution and experimental results of the six images are
listed in Tab. 1. The comparison among NC2FL, RC2FL, CC2FL, and C2FL
states the effectiveness of the coarse-to-fine strategy. NC2FL always takes longer
to complete one segmentation than the other three methods. Meanwhile, C2FL
is always more efficient than RC2FL and CC2FL. The comparison among all
the algorithms is evidence that our approach outperforms all the others for all
the images. It should also be noted that the standard deviation of the execution
time of our approach is quite small for all the images, which demonstrates stable
computation.
5. Conclusion
In this paper, we proposed a novel parallel approach with a coarse-to-fine
strategy to accelerate the solution of CCL issues. Our method first employs
coarse labeling to reduce the complexity of a local block, and then applies a
refinement to solve the local labeling. In the block merge stage, we launch
a low number of threads to analyze the connectivities along block boundary.
As a result, the proposed method is sufficiently capable of performing CCL
with CUDA on GPU. We evaluated the effectiveness of the coarse-to-fine strat-
egy and compared it with existing GPU and CPU implementations. Exper-
imental results show that our method outperforms all existing parallel ap-
proaches between 29% and 80% on average. Meanwhile, it proved that our
method has good scalability in term of various image sizes and stability in
terms of various label densities. The reference code for the method is available
at https://github.com/sevenlovechen/parallel_CCL.
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