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Abstract
This paper adapts a technical device going back to [J. López-Gómez, Optimal uniqueness theorems and exact blow-up rates of
large solutions, J. Differential Equations 224 (2006) 385–439] to ascertain the blow-up rate of the (unique) radially symmetric large
solution given through the main theorem of [J. López-Gómez, Uniqueness of radially symmetric large solutions, Discrete Contin.
Dyn. Syst., Supplement dedicated to the 6th AIMS Conference, Poitiers, France, 2007, pp. 677–686]. The requested underlying
estimates are based upon the main theorem of [S. Cano-Casanova, J. López-Gómez, Existence, uniqueness and blow-up rate of
large solutions for a canonical class of one-dimensional problems on the half-line, J. Differential Equations 244 (2008) 3180–3203].
Precisely, we show that if Ω is a ball, or an annulus, f ∈ C[0,∞) is positive and non-decreasing, V ∈ C[0,∞)∩C2(0,∞) satisfies
V (0) = 0, V ′(u) > 0, V ′′(u) 0, for every u > 0, and V (u) ∼ Hup−1 as u ↑ ∞, for some H > 0 and p > 1, then, for each λ 0,
−Δu = λu− f (dist(x, ∂Ω))V (u)u
possesses a unique positive large solution in Ω , L, which must be radially symmetric, by uniqueness, and we can estimate the exact
blow-up rate of L(x) at ∂Ω in terms of p, H and f (see Theorem 1.1).
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper, given an integer number N  1, a point x0 ∈ 	N , and positive real numbers R > 0, R2 >
R1 > 0, we shall denote
BR(x0) :=
{
x ∈ 	N : |x − x0| <R
}
,
AR1,R2(x0) :=
{
x ∈ 	N : R1 < |x − x0| <R2
}
,
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Ω ∈ {BR(x0),AR1,R2(x0)}. (1)
Also, setting
d(x) := dist(x, ∂Ω), x ∈ Ω,
we consider, for any λ 0, the boundary value problem{−Δu = λu− f (d(x))V (u)u in Ω,
u = ∞ on ∂Ω, (2)
where
f ∈ C[0,∞), f (t) f (s) > 0 if 0 < s  t, (3)
and
V ∈ C[0,∞) ∩ C1(0,∞), V (0) = 0, V ′(u) > 0 for all u > 0, (4)
is assumed to satisfy the following assumptions:
(i) There exists p > 1 such that
H := lim
u↑∞
h(u)
up
> 0, where h(u) := uV (u), u 0. (5)
(ii) There exists r = r(V ) > 0 such that
V (γ u) γ rV (u) for all γ > 1 and u > 0. (6)
Note that (6) also holds if γ = 1, or u = 0, for as, according to (4), V (0) = 0. Moreover, again by (4), V (u) > 0 for
all u > 0 and, hence, (6) is actually satisfied for every r ∈ (0, r(V )]. Note also that the change of variable
α(V ) := 2
r(V )
> 0, γ = ρα(V ), (7)
transforms (6) into
V (u) ρ2V
(
ρ−α(V )u
)
for all (ρ,u) ∈ (1,∞)× (0,∞),
which is condition (11) of [21]. So, according to the theory developed in [21], condition (6) might be crucial for the
uniqueness of the large solution of (2). This feature seems to be corroborated by our Lemma 2.1, according with it (6)
holds if V ′′ exists and V ′′(u) 0 for every u > 0.
Throughout this paper, by a solution of (2) it is meant a positive strong solution L, as discussed by Gilbarg and
Trudinger [11], such that
lim
d(x)↓0L(x) = ∞.
These solutions are usually refereed to as the large, or explosive solutions of
−Δu = λu− f (d(x))V (u)u in Ω. (8)
As far as concerns the existence of large solutions of (8), note that
h(u) := uV (u), u 0,
satisfies the Keller–Osserman condition
∞∫ [ x∫
h(s) ds
]− 12
dx < ∞z z
168 S. Cano-Casanova, J. López-Gómez / J. Math. Anal. Appl. 352 (2009) 166–174for sufficiently large z > 0 (cf. Keller [14], Osserman [22], and [15,18]). Indeed, by (5), there exists z > 0 such that
h(u) H
2
up, u z,
and, therefore,
∞∫
z
[ x∫
z
h(s) ds
]− 12
dx 
√
2(p + 1)
H
∞∫
z
dx√
xp+1 − zp+1 < ∞,
for as p > 1. Consequently, thanks to [21, Theorem 1], under our general assumptions, (2) admits a unique positive
solution, which is radially symmetric. Throughout this paper, we shall denote it by L. In this context, the main result
of this paper ascertains the blow-up rate of L at ∂Ω , through the auxiliary function
F(t) :=
η∫
t
( s∫
0
f
1
p+1
)− p+1
p−1
ds, t ∈ (0, η], (9)
for any given η > 0. Note that, according to [1, Lemma 3.1], F ∈ C2(0, η],
F(t) > 0, F ′(t) < 0, F ′′(t) > 0, ∀t ∈ (0, η), (10)
lim
t↓0 F(t) = ∞, limt↓0 F
′(t) = −∞, (11)
and
lim
t↓0
−F ′(t)
F (t)
= lim
t↓0
F ′′(t)
−F ′(t) = limt↓0
F ′′(t)
F (t)
= ∞. (12)
The main result of this paper can be stated as follows:
Theorem 1.1. Suppose (1), (3)–(6), and
lim
t↓0
F(t)F ′′(t)
[F ′(t)]2 = I0 > 0. (13)
Then,
lim
d(x)↓0
L(x)
F (d(x))
= I
−p
p−1
0
(
p + 1
p − 1
) p+1
p−1
H
−1
p−1 . (14)
In order to discuss the precise meaning of (13), we will consider the function
G(t) := F(t)
F ′(t)
= 1
(lnF)′(t)
, t ∈ (0, η].
By the properties of F , it is easy to show that G ∈ C1(0, η] and limt↓0 G(t) = 0. Thus, if we extend G(t) to be defined
at t = 0 by G(0) := 0, then G ∈ C[0, η]. Moreover, for every t ∈ (0, η],
G′(t) = 1 − F
′′(t)F (t)
F ′(t)2
and, therefore, G ∈ C1[0, η] if, and only if, the limit
I0 := lim
t↓0
F(t)F ′′(t)
F ′(t)2
does exist. In such case, by (10), we must have I0  0. Consequently, hypothesis (13) can be equivalently expressed
in the form
G ∈ C1[0, η] and G′(0) < 1.
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h(u) = up, u 0,
and to [1], for the special one-dimensional problem{
u′′(t) = f (t)h(u), t > 0,
u(0) = ∞, u(∞) = 0, (15)
but it is a new result under the general structural conditions of this work. Actually, by the one-dimensional nature
of (15), condition (6) was not required to obtain the main theorem of [1], though in our general setting it might be
really necessary.
Some other related results have been given in Du and Huang [6], García-Melián et al. [10], Cirstea and Radulescu
[2,3], and Ouyang and Xie [23,24]. Some very recent uniqueness results, strongly based upon some of the underlying
ideas of [16,19], have been found in García-Melián [7,8]. Other uniqueness results in balls, even for degenerate
weights, were given by M. Chuaqui et al. [4,5], but these papers imposed a(x) to behave much like a power of
dist(x, ∂Ω), which is far from needed to have (13). The interested reader is sent to the reviews of J. López-Gómez [18]
and V. Radulescu [25] for any further information about the existing results in the area and their chronologies.
Singular problems like those analyzed in this paper arise in a natural way in analyzing the dynamics of degenerate
logistic equations in the context of population dynamics. In these problems, instead of approximating a steady-state,
the solutions might approximate a meta-solution, i.e. the prolongation by infinity of a large solution up to cover the
totality of the support domain. Such solutions were introduced by R. Gómez-Reñasco and J. López-Gómez in [12,15,
17] and [13], by substantially improving some previous findings of J. García-Melián et al. [9].
This paper has three sections. Section 1 concludes with this paragraph. Section 2 discusses the precise meaning of
the structural condition (6) in the presence of second order derivatives. Section 3 consists of the proof of Theorem 1.1.
2. A classical case where (6) holds
The main goal of this section is to obtain the following sufficient condition for the estimate (6).
Lemma 2.1. Suppose V ∈ C[0,∞) ∩ C2(0,∞), V (0) = 0, and
V ′′(u) 0 for all u > 0. (16)
Then,
V (γ u) γV (u) for all γ > 1, u 0,
and, hence, (6) holds true for r = 1. If, in addition, V (u) > 0 for any u > 0, then, (6) holds for every r ∈ (0,1].
Proof. Consider, for every γ  1, the auxiliary function
Wγ (u) := V (γ u)− γV (u), u 0.
Clearly, Wγ ∈ C[0,∞) ∩ C2(0,∞), and, for every γ  1,
Wγ (0) = 0. (17)
Moreover, according to (16), V ′(u) is non-decreasing. Thus, we have that
W ′γ (u) = γ
(
V ′(γ u)− V ′(u)) 0, u > 0, γ  1, (18)
and, hence, from (17) and (18), we can infer that
Wγ (u) 0
for any γ  1 and u 0. Therefore,
V (γ u) γV (u) for all (γ,u) ∈ [1,∞) × [0,∞),
and, consequently, (6) holds for the particular case when r = 1.
The last assertion is obvious, because V (u) > 0 if u > 0, and γ > γ r for all γ > 1 and r ∈ (0,1). 
As a straightforward consequence from Lemma 2.1 and Theorem 1.1 the next result is obtained.
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Although condition (6) seems restrictive, according to Lemma 2.1, it holds for a wide class of V ’s satisfying (4)
and (5). For example, for any integer number n 1 and real numbers
0 < r1 < r2 < · · · < rn, {a1, . . . , an} ⊂ (0,∞),
the function
V (u) :=
n∑
k=1
aku
rk
satisfies (4), (5) and (6). By construction, it satisfies (4). Moreover,
lim
u↑∞
V (u)u
urn+1
= an > 0
and, hence, it satisfies (5). Finally, for every γ > 1 and u > 0 we have that
V (γ u) =
n∑
k=1
akγ
rkurk = γ r1
n∑
k=1
γ rk−r1akurk
 γ r1
n∑
k=1
aku
rk = γ r1V (u).
Consequently, (6) holds for every r ∈ (0, r1]. It should be noted that condition (16) does not necessarily hold for this
choice of V .
3. Proof of Theorem 1.1
This section consists of the proof of Theorem 1.1. Throughout it, we will consider the one-dimensional singular
boundary value problem (15), where h(u) = uV (u) (see (5)). According to Theorems 1.1, 2.1 and 4.2 of [1], we
already know that (15) possesses a unique positive solution, denoted by 
(t), and that 
 satisfies

(t) > 0, 
′(t) < 0, 
′′(t) > 0, t > 0,
lim
t↓0
−
′(t)

(t)
= lim
t↓0

′′(t)
−
′(t) = limt↓0

′′(t)

(t)
= ∞, (19)
and
lim
t↓0

(t)
F (t)
= I
−p
p−1
0
(
p + 1
p − 1
) p+1
p−1
H
−1
p−1 . (20)
To prove Theorem 1.1, we distinguish two different situations according to whether
Ω = BR(x0), (21)
or
Ω = AR1,R2(x0). (22)
Suppose (21). Then,
L(x) = ψ(r), r = |x − x0|,
where ψ is the unique positive solution of⎧⎨
⎩−ψ
′′ − N − 1
r
ψ ′ = λψ − f (R − r)ψV (ψ) in (0,R),
ψ ′(0) = 0, ψ(R) = ∞.
(23)
S. Cano-Casanova, J. López-Gómez / J. Math. Anal. Appl. 352 (2009) 166–174 171Now, we will show that, for sufficiently small ε > 0, there exists a constant Aε > 0 such that, for every A > Aε , the
auxiliary function
ψ¯ε,A(r) := A+ (1 + ε)
(
r
R
)2

(R − r), 0 r < R, (24)
provides us with a positive super-solution of (23). Indeed, by construction,
ψ¯ ′ε,A(0) = 0 and lim
r↑R ψ¯ε,A(r) = ∞.
Thus, ψ¯ε,A is a super-solution of (23) if, and only if,
−2N 1 + ε
R2

(R − r) + (N + 3) r(1 + ε)
R2

′(R − r)− (1 + ε)
(
r
R
)2

′′(R − r)
 λ
(R − r)
[
A

(R − r) + (1 + ε)
(
r
R
)2]
− f (R − r)
(R − r)V (
(R − r))[ A

(R − r) + (1 + ε)
(
r
R
)2]
V (ψ¯ε,A(r))
V (
(R − r)) .
Dividing this inequality by 
′′(R − r) and taking into account that

′′ = f h(
) = f 
V (
) > 0,
it becomes apparent that ψ¯ε,A is a super-solution of (23) if, and only if,
−2N 1 + ε
R2

(R − r)

′′(R − r) + (N + 3)
r(1 + ε)
R2

′(R − r)

′′(R − r) − (1 + ε)
(
r
R
)2
 λ 
(R − r)

′′(R − r)
[
A

(R − r) + (1 + ε)
(
r
R
)2]
−
[
A

(R − r) + (1 + ε)
(
r
R
)2]
V (ψ¯ε,A(r))
V (
(R − r)) . (25)
Since
lim
r↑R 
(R − r) = limr↑R ψ¯ε,A(r) = ∞,
we find from (5) and (24) that
lim
r↑R
V (ψ¯ε,A(r))
V (
(R − r)) = limr↑R
(
ψ¯ε,A(r)

(R − r)
)p−1
= (1 + ε)p−1. (26)
Owing to (19) and (26), it becomes apparent that, at r = R, (25) reduces to
−(1 + ε)−(1 + ε)p,
which is satisfied because 1 + ε > 1 and p > 1. By continuity, there exists δ = δ(ε) > 0 such that (25) holds for each
r ∈ [R − δ,R). By choosing a sufficiently large A, (25) is satisfied in [0,R], for as 
 and 
′′ are positive, bounded
away from zero in compact intervals of (0,∞), ψ¯ε,A  A and (4), (5) hold. This shows that ψ¯ε,A is a supersolution
of (23) for sufficiently large A> 0.
Now, we will show that, for sufficiently small 0 < ε < 1, there exists C < 0 such that
ψε,C(r) := max
{
0,C + (1 − ε)
(
r
R
)2

(R − r)
}
is a non-negative sub-solution of (23). Indeed, by reversing the inequality (25), it is obvious that ψε,C is a sub-solution
of (23) if in the region where
C + (1 − ε)
(
r
R
)2

(R − r) 0
the following inequality is satisfied
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R2

(R − r)

′′(R − r) + (N + 3)
r(1 − ε)
R2

′(R − r)

′′(R − r) − (1 − ε)
(
r
R
)2
 λ 
(R − r)

′′(R − r)
[
C

(R − r) + (1 − ε)
(
r
R
)2]
−
[
C

(R − r) + (1 − ε)
(
r
R
)2] V (ψε,C(r))
V (
(R − r)) . (27)
As the function
α(r) := (1 − ε)
(
r
R
)2

(R − r), r ∈ [0,R),
satisfies
α(0) = 0, lim
r↑R α(r) = ∞,
and it is increasing, because 
 > 0 and 
′ < 0, it becomes apparent that, for every C < 0, there exists z = z(C) ∈ (0,R)
such that
C + α(r) = C + (1 − ε)
(
r
R
)2

(R − r) < 0 if r ∈ [0, z(C)),
while
C + α(r) = C + (1 − ε)
(
r
R
)2

(R − r) 0 if r ∈ [z(C),R). (28)
Moreover, C → z(C) is decreasing and
lim
C↓−∞ z(C) = R, limC↑0 z(C) = 0. (29)
Proceeding as above, thanks to (5), (15) and (28), we also have that
lim
r↑R
V (ψε,C(r))
V (
(R − r)) = limr↑R
(
ψε,C(r)

(R − r)
)p−1
= (1 − ε)p−1. (30)
Thus, by (19) and (30), at r = R the inequality (27) reduces to
−(1 − ε)−(1 − ε)p,
which is satisfied because 1 − ε ∈ (0,1) and p > 1. By continuity, there exists δ = δ(ε) > 0 such that (27) holds in
[R − δ,R). Moreover, by (29), there exists C < 0 such that z(C) = R − δ. For this choice of C, ψε,C provides us
with a nonnegative, nontrivial, sub-solution of (23).
By construction,
lim
r↑R
ψ¯ε,A(r)

(R − r) = 1 + ε, limr↑R
ψε,C(r)

(R − r) = 1 − ε, (31)
and
ψε,C  ψ¯ε,A.
Thus, by the uniqueness of L(x) as a solution of (2), we have that
ψε,C
(|x − x0|) L(x) ψ¯ε,A(|x − x0|), |x − x0| <R,
for each 0 < ε < 1. Therefore, by (31), we find that
1 − ε  lim inf
d(x)↓0
L(x)

(d(x))
 lim sup
d(x)↓0
L(x)

(d(x))
 1 + ε. (32)
As (32) holds for every sufficiently small ε > 0, we find that
lim
L(x) = 1. (33)d(x)↓0 
(d(x))
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Subsequently, we assume (22). Then, setting
δ(r) := min{R2 − r, r −R1},
we have that
L(x) := ψ(r), r = |x − x0|,
where ψ is the unique solution of{
−ψ ′′ − N − 1
r
ψ ′ = λψ − f (δ(r))ψV (ψ) in (R1,R2),
ψ(R1) = ψ(R2) = ∞.
(34)
Now, set
Rm := (R1 +R2)/2
and consider the function
θ(r) :=
⎧⎨
⎩
(
r−Rm
R1−Rm
)2

(r −R1) if R1 < r < Rm,(
r−Rm
R2−Rm
)2

(R2 − r) if Rm  r < R2.
Arguing as above, it is easy to check that, for every sufficiently small ε > 0, there exists a constant Aε > 0 such that,
for any A>Aε , the function
ψ¯ε,A(r) := A+ (1 + ε)θ(r), r ∈ (R1,R2),
provides us with a positive super-solution of (34). Similarly, there exists C < 0 for which the function
ψε,C(r) := max
{
0,C + (1 − ε)θ(r)}
is a non-negative sub-solution of (34). Moreover, by construction, we have that
ψε,C  ψ¯ε,A.
Thus, adapting [16, Theorem 3.2], (34) possesses a positive solution, say ψε , in between ψε,C and ψ¯ε,A for sufficiently
large A. Consequently, since L is the unique positive solution of (2), we find that
ψε,C ψ  ψ¯ε,A
and, hence,
1 − ε  lim
r↑R2
ψ(r)

(R2 − r) = limr↓R1
ψ(r)

(r −R1)  1 + ε. (35)
As (35) holds true for sufficiently small ε > 0, (33) holds. Now, combining (33) with (20), concludes the proof of the
theorem.
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