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Abstract
This paper contains a proof of Manin’s conjecture for the singular cubic
surface S ⊂ P3 with a singularity of type E6, defined by the equation
x1x
2
2 + x2x
2
0 + x
3
3 = 0. If U is the open subset of S obtained by deleting
the unique line from S, then the number of rational points in U with
anticanonical height bounded by B behaves asymptotically as cB(logB)6,
where the constant c agrees with the one conjectured by Peyre.
1 Introduction
Let S be a Del Pezzo surface, possibly singular. If its set of rational points S(Q)
is non-empty, then it is dense in the Zariski topology, and it is natural to ask for
the asymptotic behaviour of the number of rational points of bounded height.
If S contains lines defined over Q then the number of rational points of
bounded height on these dominates the number of rational points in their com-
plement U ⊂ S. Therefore, one is mainly interested in rational points in U .
In this situation, Manin has formulated a far-reaching conjecture for the
behaviour of the counting function
NU,H(B) := #{x ∈ U(Q) | H(x) 6 B},
where H is an exponential height [FMT89], [BM90]. In the special case, when
H is associated to the anticanonical embedding of S, the conjecture states that
NU,H(B) ∼ cB(logB)
r,
where r depends only on the geometry of S. A conjectural interpretation of c
was later given by Peyre [Pey95].
In recent years, Manin’s conjecture has been proved for several classes of
algebraic varieties. Batyrev and Tschinkel proved it for toric varieties [BT98],
in particular for all Del Pezzo surfaces of degree > 6. For smooth Del Pezzo
surfaces of degree 5, it was proved by de la Brete`che [dlB02] in the split case (i.e.,
with geometric Picard group defined over Q) and later together with Fouvry in
several non-split cases [dlBF04]. In degree 4, it has been established recently
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in the case of a split surface with a D5-singularity [dlBB04] and a non-split
surface with a D4-singularity [dlBB05]. In degree 3, apart from the singular
toric surfaces, Manin’s conjecture and its refinement by Peyre have not yet
been established. The best progress so far are upper and lower bounds of the
right order of magnitude proved by Heath-Brown in case of the Cayley cubic
[HB03], and by Browning for a surface with a singularity of type D4 [Bro04].
Manin’s conjecture seems to be more difficult for surfaces of lower degree
or with fewer singularities. The best general upper bound for NU,H(B) for a
smooth cubic surface is B4/3+ǫ, given by Heath-Brown [HB97], [HB98].
We prove Manin’s conjecture in the case of a cubic surface with a singularity
of type E6:
S = {x = (x0 : x1 : x2 : x3) ∈ P
3 | f(x) = x1x
2
2 + x2x
2
0 + x
3
3 = 0} (1.1)
Here, E6 refers to the Dynkin diagram describing the intersections of exceptional
divisors in the minimal desingularization S˜ of S.
Theorem 1. Let S be the cubic surface with an E6-singularity as above and
let H be the associated height. Let U := S \ ℓ, where ℓ = {x2 = x3 = 0} is the
unique line on S.
Then
NU,H(B) = cS,HBQ(logB) +O(B(logB)
2),
where Q is a monic polynomial of degree 6, and the leading constant cS,H is the
one conjectured by Peyre [Pey95].
The invariants appearing in Manin’s conjecture and Peyre’s constant cS,H
are calculated in Section 2.
The proof follows the strategy of de la Brete`che and Browning [dlBB04] and
uses the universal torsor. The passage to the universal torsor was introduced
by Colliot-The´le`ne and Sansuc in their investigations of the Hasse principle on
Del Pezzo surfaces [CTS76], [CTS87]. Salberger proposed using torsors in the
study of rational points of bounded height [Sal98], see also [Pey98], [Pey04]. For
our particular surface, the universal torsor has been calculated by Hassett and
Tschinkel using the Cox ring; the torsor is a hypersurface in the 10-dimensional
affine space [HT04]. In addition to the equation defining the torsor we need
to derive certain coprimality conditions between the coordinates. In Section 3
we compute the torsor and determine these conditions following the more di-
rect approach of Heath-Brown, Browning and de la Brete`che [HB03], [Bro04],
[dlBB04].
The next step is to count the number of integral points on the universal
torsor subject to certain bounds, given by lifting the height function to the
torsor, and satisfying the coprimality conditions. For three of the ten variables
on the torsor, this summation is done in Section 5 by elementary methods
from analytic number theory. The summation over the last seven variables,
completing the proof of Theorem 1, is carried out in Section 6.
During the final preparation of this paper, I was informed by M. Joyce
(Brown University) that similar results towards Manin’s conjecture for certain
cubic surfaces will appear in his thesis.
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2 Manin’s Conjecture
In this section, we calculate the invariants appearing in Manin’s conjecture and
its refinement by Peyre. We use the notation from [Pey95].
Lemma 2. Manin’s conjecture predicts in case of S as defined in (1.1):
NU,H(B) ∼ cS,HB(logB)
6,
where cS,H = α(S˜)β(S˜)ωH(S˜) with
α(S˜) :=
1
6!
∏
i λi
=
1
6! · 2 · 3 · 4 · 3 · 4 · 5 · 6
=
1
6220800
,
β(S˜) := 1,
ωH(S˜) := ω∞ · ω0,
and
λ = (λ1, λ2, λ3, λℓ, λ4, λ5, λ6) := (2, 3, 4, 3, 4, 5, 6),
ω∞ := 6
∫ ∫ ∫
{(u,v,w)∈R3||tv3|61,|t2+u3|61,06v61,|uv4|61}
1 dt du dv,
ω0 :=
∏
p
ωp,
ωp :=
(
1−
1
p
)7(
1 +
7
p
+
1
p2
)
.
Proof. The line ℓ and all exceptional divisors F1, . . . , F6 of the desingularization
S˜ → S are defined over Q. Thus, rkPic(S˜) = 7. By [HT04], the effective cone is
generated by the classes of ℓ and the exceptional divisors. The dual cone of nef
divisors is also simplicial (i.e., the number of generators is equal to rkPic(S˜)),
and
−KS˜ = 2F1 + 3F2 + 4F3 + 3ℓ+ 4F4 + 5F5 + 6F6.
Note that λ = −KS˜ ∈ Pic(S˜)
∼= Z7, in the basis {F1, F2, F3, ℓ, F4, F5, F6}.
Using the definition, we calculate
α(S˜) = Vol
{
(t1, t2, t3, tℓ, t4, t5, t6) ∈ R
7
>0
∣∣∣∣ ∑
i∈{1,2,3,ℓ,4,5,6}
λiti = 1
}
=
1
6! ·
∏
i λi
.
The surface S is split over Q, so that
β(S˜) = #H1(Q,Pic(S˜)) = 1.
3
By definition,
ωH(S˜) = lim
s→1
((s− 1)rkPic(S˜)L(s,Pic(S˜)))ω∞
∏
p
ωp
Lp(1,Pic(S˜))
,
where, in our case,
lim
s→1
((s− 1)rkPic(S˜)L(s,Pic(S˜)) = lim
s→1
((s− 1)7ζ(s)7) = 1
and
Lp(1,Pic(S˜))
−1 = (1− 1/p)7.
We use Peyre’s method [Pey95] to compute ω∞ and parametrize the points
by writing x1 as a function of x0, x2, x3. Since x = −x in P3, we may assume
x2 > 0. Since
d
dx1
f = x22, the Leray form ωL(S˜) is given by x
−2
2 dx0 dx3 dx2,
and we obtain ω∞(S˜) from∫ ∫ ∫
{|x0|61,|x
−2
2 (x2x
2
0+x
3
3)|61,06x261,|x3|61}
x−22 dx0 dx3 dx2,
using the transformations
x0 = tx
1/2
2 , x3 = ux
2/3
2 , x2 = v
6.
The calculation of ωp is done as in Lemma 1 of [dlBB04] and we omit it here.
3 The Universal Torsor
The universal torsor T = Spec(Q[ξ1, ξ2, ξ3, ξℓ, ξ4, ξ5, ξ6, τ1, τ2, τℓ]/(T (ξi, τi))) is
given by the equation
T (ξi, τi) = τℓξ
3
ℓ ξ
2
4ξ5 + τ
2
2 ξ2 + τ
3
1 ξ
2
1ξ3 = 0 (3.1)
and the map Ψ : T → S = Spec(k[x0, . . . , x3]/(f(x))) defined by
Ψ∗(x0) = ξ
(1,2,2,0,1,2,3)τ2
Ψ∗(x1) = τℓ
Ψ∗(x2) = ξ
(2,3,4,3,4,5,6)
Ψ∗(x3) = ξ
(2,2,3,1,2,3,4)τ1
(3.2)
where we use the notation ξ(n1,n2,n3,nℓ,n4,n5,n6) := ξn11 ξ
n2
2 ξ
n3
3 ξ
nℓ
ℓ ξ
n4
4 ξ
n5
5 ξ
n6
6 . Note
that Ψ∗(x2) = ξ
λ with λ ∈ Z7 as in Lemma 2.
We want to establish a bijection between rational points on the surface S
and integral points on the torsor T which are subject to certain coprimality
conditions.
More precisely, the coprimality conditions can be summarized in the follow-
ing table, where a “−”means that the two variables are coprime, and a “×” that
they may have common factors. For a variable combined with itself, “−”means
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that each prime occurs at most once, and “×” means that it may occur more
often.
ξ1 ξ2 ξ3 ξℓ ξ4 ξ5 ξ6 τ1 τ2 τℓ
ξ1 × − × − − − × × − −
ξ2 − − − − − − × − × −
ξ3 × − − − − − × − − −
ξℓ − − − × × × × − − ×
ξ4 − − − × − − × − − −
ξ5 − − − × − − × − − −
ξ6 × × × × × × × − × −
τ1 × − − − − − − × × ×
τ2 − × − − − − × × × ×
τℓ − − − × − − − × × ×
Later, we will refer to the
coprimality conditions between ξ1, . . . , ξ6 as given in the table (3.3)
Because of the torsor equation T , we can write the coprimality conditions for τi
equivalently as
gcd(τ1, ξ2ξ3ξℓξ4ξ5ξ6) = 1 (3.4)
and
gcd(τ2, ξ1ξ3) = 1, gcd(τℓ, ξ4ξ5ξ6) = 1. (3.5)
The goal of this section is the following result:
Proposition 3. The map Ψ induces a bijection between
T1 := {(ξi, τi) ∈ T (Z) | (3.3), (3.4), (3.5) hold, ξi > 0}
and U(Q) ⊂ S(Q).
The proof of this is split into two parts. First, we establish a similar bijection
with slightly different coprimality conditions:
Lemma 4. Let T2 be set of all (ξi, τi) ∈ T (Z) such that ξi > 0 and the copri-
mality conditions described by the table hold, except that the conditions
gcd(ξ3, τ1) = 1 and gcd(ξ6, τ1) = 1 (3.6)
in the table are replaced by
|µ(ξ1)| = 1 and gcd(ξ1, ξ3) = 1. (3.7)
Then the map Ψ induces a bijection between T2 and U(Q) ⊂ S(Q).
Proof. Using the method of [dlBB04], we now show that the coprimality condi-
tions lead to a bijection.
We go through a series of coprimality considerations and replace the original
variables by products of new ones which fulfill certain conditions. When doing
this, the new variables will be uniquely determined.
Since x = −x, and x2 = 0 is equivalent to x ∈ ℓ, we can write each x ∈ U(Q)
uniquely such that xi ∈ Z, x2 > 0, and gcd(xi) = 1.
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• Note that x2|x33. Write x2 = y1y
2
2y
3
3 with yi ∈ Z>0, where each triple
occurrence of a prime factor of x3 is put in y3 and each double occurrence
in y2, so that y1, y2, y3 are unique if we assume |µ(y1y2)| = 1. Then
x3 = y1y2y3z must hold for a suitable z ∈ Z. Substituting into f and
dividing by y1y
2
2y
3
3 gives
f1(x0, x1, y1, y2, y3, z) = x1y1y
2
2y
3
3 + x
2
0 + y
2
1y2z
3 = 0.
• Now y1y2|x20, and since |µ(y1y2)| = 1, we have y1y2|x0. Write x0 = y1y2w,
where w ∈ Z. Substituting and dividing by y1y2, we obtain
f2(x1, y1, y2, y3, z, w) = x1y2y
3
3 + w
2y1y2 + y1z
3 = 0.
• Since y2|y1z3 and |µ(y1y2)| = 1, we must have y2|z. Write z = y2z′, where
z′ ∈ Z, and obtain, after dividing by y2, the relation
f3(x1, y1, y2, y3, w, z
′) = x1y
3
3 + w
2y1 + y1y
2
2z
′3 = 0.
• Since y1 divides our original variables x0, x2, x3, it cannot divide x1. To-
gether with |µ(y1)| = 1, the fact y1|x1y33 implies y1|y3. Write y3 = y1y
′
3,
where y′3 ∈ Z>0 and obtain
f4(x1, y1, y2, w, z
′, y′3) = x1y
2
1y
′3
3 + w
2 + y22z
′3 = 0
• Let a = gcd(y′3, z
′) ∈ Z>0 and write y′3 = ay
′′
3 , where y
′′
3 ∈ Z>0 and
z′ = az′′, where z′′ ∈ Z. This gives
f5(x1, y1, y2, w, z
′′, y′′3 , a) = x1y
2
1y
′′3
3 a
3 + w2 + y22z
′a3 = 0.
• Now a3|w2. Writing a = ξ26ξ2, where ξ2, ξ6 ∈ Z>0 with |µ(ξ2)| = 1, gives
w = w′ξ36ξ
2
2 , where w
′ ∈ Z leading to the equation
f6(x1, y1, y2, z
′′, y′′3 , w
′, ξ2, ξ6) = x1y
2
1y
′′3
3 + w
′2ξ2 + y
2
2z
′′3 = 0.
• Let ξ5 = gcd(y′′3 , w
′) ∈ Z>0 and write y′′3 = ξℓξ5, where ξℓ ∈ Z>0 and
w′ = w′′ξ5, with w
′′ ∈ Z. Then
f7(x1, y1, y2, z
′′, w′′, ξ2, ξℓ, ξ5, ξ6) = x1y
2
1ξℓ
3ξ35 + w
′′2ξ2ξ
2
5 + y
2
2z
′′3 = 0.
• Since gcd(y′′3 , z
′′) = 1, also gcd(ξℓξ5, z
′′) = 1. Therefore, ξ25 |y
2
2 , which
means ξ5|y2, and we write y2 = ξ1ξ5, with ξ1 ∈ Z>0. We obtain
f8(x1, y1, z
′′, w′′, ξ1, ξ2, ξℓ, ξ5, ξ6) = x1y
2
1ξℓ
3ξ5 + w
′′2ξ2 + ξ
2
1z
′′3 = 0.
• Let ξ3 = gcd(w′′, y1) ∈ Z>0. Since |µ(y1y2)| = 1, we have gcd(ξ1, ξ3) = 1.
Therefore, ξ3|z′′3 and even ξ3|z′′. Write w′′ = τ2ξ3, where τ2 ∈ Z, y1 =
ξ4ξ3, where ξ4 ∈ Z>0, and z′′ = τ1ξ3, where τ1 ∈ Z. Replacing x1 = τℓ,
where τℓ ∈ Z, we get
f9(ξ1, ξ2, ξ3, ξℓ, ξ4, ξ5, ξ6, τ1, τ2, τℓ) = τℓξℓ
3ξ24ξ5 + τ
2
2 ξ2 + τ
3
1 ξ
2
1ξ3 = 0.
This is the torsor equation T (ξi, τi) as in (3.1).
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The substitutions lead to x0, . . . , x3 in terms of ξi, τi as in (3.2). Conversely,
it is easy to check that each (ξi, τi) satisfying T is mapped by Ψ to a point
x ∈ S(Q). Note that ξi ∈ Z>0 and τi ∈ Z. Furthermore, the coprimality
conditions we introduced impose the following conditions on ξi, τi:
|µ(y1y2)| = |µ(ξ1ξ3ξ4ξ5)| = 1, |µ(ξ2)| = 1, gcd(τ2, ξ4) = 1,
gcd(y′′3 , z
′′) = gcd(ξℓξ5, τ1ξ3) = 1, gcd(ξℓ, w
′′) = gcd(ξℓ, τ2ξ3) = 1.
The condition gcd(xi) = 1 is equivalent to gcd(τℓ, ξ1ξ2ξ3ξ4ξ5ξ6) = 1.
We obtain gcd(ξ2, ξ3) = 1 in the following manner: If p|ξ2, ξ3 for some prime
p, then p|τℓξ3ℓ ξ
2
4ξ5 by the torsor equation T . On the other hand, a divisor of
ξ3 cannot divide any of the factors by the coprimality conditions we found.
Similarly, we conclude gcd(ξ3, τ2) = gcd(ξ1, τ2) = gcd(ξ2, ξ5) = gcd(ξ5, τ2) = 1.
Finally, if a prime p divides two of ξ2, ξ4, τ1, we see using T that p must
divide all of them. Since |µ(ξ2)| = 1 and p
2|τℓξ
3
ℓ ξ
2
4ξ5 + τ
3
1 ξ
2
1ξ3, we conclude p|τ2
which is impossible since gcd(τ2, ξ4) = 1. Therefore, ξ2, ξ4, τ1 must be pairwise
coprime. In the same way we derive that no two of ξ1, ξ2, ξℓ have a common
factor.
It is easy to check that we cannot derive any other coprimality condition
because we could construct a solution to T violating it.
Note that the conditions on (ξi, τi) are exactly the ones given in the defi-
nition of T2. Since in every step the newly introduced variables are uniquely
determined, we have established a bijection between U(Q) and T2.
The following Lemma is the second step towards the proof of Proposition 3:
Lemma 5. There is a bijection between T1 and T2.
Proof. Given a point (ξ′i, τ
′
j) ∈ T2 violating (3.6), we could replace a common
prime factor p of ξ′3, ξ
′
6 and τ
′
1 by powers of p as factors of ξ
′
1 and possibly ξ
′
3
such that (3.6) holds. This way, we obtain a point (ξi, τj) ∈ T1. This should be
done in a way such that Ψ maps (ξi, τj) and (ξ
′
i, τ
′
j) to the same point x ∈ U(Q),
and such that we have an inverse map, taking care of the conditions (3.7).
Let (ξi, τj) ∈ T1 and (ξ
′
i, τ
′
j) ∈ T2. Decompose the coordinates into their
prime factors: Let
ξi =
∏
p
pnip , τj =
∏
p
pmjp and ξ′i =
∏
p
pn
′
ip , τ ′j =
∏
p
pm
′
jp ,
where i ∈ {1, 2, 3, ℓ, 4, 5, 6} and j ∈ {1, 2, ℓ}. Note that (3.6) translates to
(nip,mjp) fulfilling n3p = n6p = 0 or m1p = 0, and that (3.7) means that
(n′ip,m
′
jp) must fulfill n
′
1p + n
′
3p 6 1. Furthermore, n3p, n
′
3p ∈ {0, 1} always
holds.
Define the map
Φ′ : T2 → T1
(ξ′i, τ
′
i) 7→ (ξi, τj),
where nip := n
′
ip for i ∈ {2, ℓ, 4, 5} and mjp := m
′
jp for j ∈ {2, ℓ}, and the values
of n1p, n3p, n6p,m1p depend on the size of n
′
6p compared to m
′
1p, whether m
′
1p
is even or odd, and whether n′3p is 0 or 1:
• If m′1p = 2k + 1, n
′
6p > k + 1, n
′
3p = 0, then
(n1p, n3p, n6p,m1p) := (n
′
1p + 3k + 1, 1, n
′
6p − k − 1,m
′
1p − 2k − 1);
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• if m′1p = 2k + 1, n
′
6p > k + 1, n
′
3p = 1 or n
′
6p = k,m
′
1p > 2k, n
′
3p = 1, then
(n1p, n3p, n6p,m1p) := (n
′
1p + 3k + 2, 0, n
′
6p − k,m
′
1p − 2k − 1);
• otherwise, with n′6p = k,m
′
1p > 2k, n
′
3p = 0 or m
′
1p = 2k, n
′
6p > k:
(n1p, n3p, n6p,m1p) := (n
′
1p + 3k, n
′
3p, n
′
6p − k,m
′
1p − 2k).
Conversely, define
Φ : T1 → T2
(ξi, τi) 7→ (ξ
′
i, τ
′
j),
where n′ip := nip for i ∈ {2, ℓ, 4, 5} and m
′
jp := mjp for j ∈ {2, ℓ}, and the values
of n′1p, n
′
3p, n
′
6p,m
′
1p depend on n1p modulo 3 and whether n3p is 0 or 1:
• If n1p ∈ {3k + 1, 3k + 2} and n3p = 1, then
(n′1p, n
′
3p, n
′
6p,m
′
1p) := (n1p − 3k − 1, 0, n6p + k + 1,m1p + 2k + 1);
• if n1p = 3k + 2 and n3p = 0, then
(n′1p, n
′
3p, n
′
6p,m
′
1p) := (n1p − 3k − 2, 1, n6p + k,m1p + 2k + 1);
• otherwise, with n1p ∈ {3k, 3k + 1}:
(n′1p, n
′
3p, n
′
6p,m
′
1p) := (n1p − 3k, n3p, n6p + k,m1p + 2k).
It is not difficult to check that Φ and Φ′ are well-defined, that (ξi, τj) ∈ T (Z)
and (ξ′i, τ
′
j) ∈ T (Z) correspond to the same point x ∈ U(Q) under the map Ψ,
and that Φ and Φ′ are inverse to each other.
Together, Lemma 4 and Lemma 5 prove Proposition 3.
4 Congruences
We will use the following results from Chapter 3 of [dlBB04] on the number of
solutions of linear and quadratic congruences.
Let η(a; q) be the number of positive integers n 6 q such that n2 ≡ a (mod q).
Then by equation (3.1) of [dlBB04], we have for any q ∈ Z>0
η(a; q) 6 2ω(q), (4.1)
where ω(q) is the number of distinct prime factors of q. Let ϑ be an arithmetic
function such that
∞∑
d=1
|(ϑ ∗ µ)(d)| <∞,
where ϑ ∗ µ is the usual Dirichlet convolution.
Lemma 6. Let a, q ∈ Z such that q > 0 and gcd(a, q) = 1. Then
∑
n6t
n≡a (mod q)
ϑ(n) =
t
q
∞∑
d=1
gcd(d,q)=1
(ϑ ∗ µ)(d) +O
(
∞∑
d=1
|(ϑ ∗ µ)(d)|
)
.
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Proof. This is the case κ = 0 of Lemma 2 of [dlBB04].
Let ψ(t) = {t} − 1/2 where {t} is the fractional part of t ∈ R. Let ψ˜(t) =
ψ(t) + 1 for t ∈ Z and ψ˜(t) = ψ(t) otherwise.
Lemma 7. Let a, q ∈ Z, where q > 0 and gcd(a, q) = 1. Let b1, b2 ∈ R with
b1 6 b2. Then
#{n | b1 6 n 6 b2, n ≡ a (mod q)} =
b2 − b1
q
+ r(b1, b2; a, q),
where
r(b1, b2; a, q) = ψ˜
(
b1 − a
q
)
− ψ
(
b2 − a
q
)
.
Proof. This is a slight generalization of Lemma 3 of [dlBB04].
Lemma 8. Let ǫ > 0 and t > 0. Let a, q ∈ Z such that q > 0 and gcd(a, q) = 1.
Then∑
06̺<q
gcd(̺,q)=1
ψ
(
t− a̺2
q
)
≪ǫq
1/2+ǫ and
∑
06̺<q
gcd(̺,q)=1
ψ˜
(
t− a̺2
q
)
≪ǫq
1/2+ǫ.
Proof. For ψ, this is Lemma 5 of [dlBB04].
Note that if t ≡ a̺2i (mod q) for i ∈ {1, 2}, then ̺1 ≡ ±̺2 (mod q), which
implies that there are at most two different values for ̺ with 0 6 ̺ < q such
that (t− a̺2)/q is integral. Therefore, the sum for ψ˜ differs from the one for ψ
by at most 2.
5 Summations
Note that τℓ is determined uniquely by T and the other variables once a certain
congruence is fulfilled. Therefore, our strategy is first to compute the number
of possible τ2 depending on τ1, ξi such that there exists a unique τℓ satisfying
T . By summing over τ1, the number of possible τi is then computed depending
on ξi. The summation over the variables ξi is finally handled using the height
zeta function.
Let
X1 = (Bξ
(−2,0,−1,3,2,1,0))1/3, X2 = (Bξ
(0,−1,0,3,2,1,0))1/2,
and
X0 = (B
−1ξ(2,3,4,3,4,5,6))1/6.
Then the height conditions |xi| 6 B lift to∣∣∣∣( τ2X2
)
X30
∣∣∣∣ 6 1,
∣∣∣∣∣
(
τ2
X2
)2
+
(
τ1
X1
)3∣∣∣∣∣ 6 1, (5.1)
and
|X0| 6 1, (5.2)
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and ∣∣∣∣( τ1X1
)
X40
∣∣∣∣ 6 1, (5.3)
respectively.
Using Proposition 3, we can now relate the counting of rational points of
bounded height on U ⊂ S to a count on the torsor.
Lemma 9. We have
NU,H(B) = #
{
(ξi, τi) ∈ T (Z)
∣∣∣∣∣ (3.3), (3.4), (3.5), (5.1), (5.2), (5.3) hold,ξi > 0
}
.
5.1 Summation over τ2 and τℓ
Let ξi, τ1 satisfy the coprimality conditions (3.3), (3.4) and the height conditions
(5.2) and (5.3). LetN = N(ξi, τ1) be the number of pairs (τ2, τℓ) such that (3.5),
(5.1) and the torsor equation T are fulfilled. Then a Mo¨bius inversion gives
N =
∑
kℓ|ξ4ξ5ξ6
µ(kℓ)Nkℓ ,
where Nkℓ has the same definition as N except that gcd(τℓ, ξ4ξ5ξ6) = 1 is re-
placed by the condition kℓ|τℓ, and T is replaced by
Tkℓ(ξi, τi, kℓ) = kℓτℓξ
3
ℓ ξ
2
4ξ5 + τ
2
2 ξ2 + τ
3
1 ξ
2
1ξ3 = 0.
Note that τ2 together with Tkℓ defines τℓ uniquely once a certain congruence is
fulfilled. Therefore,
Nkℓ = #{τ2 | gcd(τ2, ξ1ξ3) = 1, (5.1) holds,−τ
2
2 ξ2 ≡ τ
3
1 ξ
2
1ξ3 (mod kℓξ
3
ℓ ξ
2
4ξ5)}.
Note that
gcd(τ31 ξ
2
1ξ3, kℓξ
3
ℓ ξ
2
4ξ5) = gcd(τ
3
1 ξ
2
1ξ3, ξ4ξ5ξ6, τ
2
2 ξ2) = gcd(τ1, ξ6, τ
2
2 ξ2) = 1
and
gcd(ξ2, kℓξ
3
ℓ ξ
2
4ξ5) = gcd(ξ2, kℓ) = gcd(ξ2, ξ4ξ5ξ6, τ
3
1 ξ
2
1ξ3) = 1.
Therefore, it is enough to sum over all kℓ|ξ4ξ5ξ6 with gcd(kℓ, τ1ξ1ξ2ξ3) = 1,
and since kℓ|ξ4ξ5ξ6 implies gcd(kℓ, τ1) = 1, we reduce to gcd(kℓ, ξ1ξ2ξ3) = 1.
This implies that there is a unique integer ̺ satisfying 0 < ̺ 6 kℓξ
3
ℓ ξ
2
4ξ5 and
gcd(̺, kℓξ
3
ℓ ξ
2
4ξ5) = 1 such that
τ2 ≡ ̺τ1ξ1 (mod kℓξ
3
ℓ ξ
2
4ξ5) and −̺
2ξ2 ≡ τ1ξ3 (mod kℓξ
3
ℓ ξ
2
4ξ5).
We have
N =
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
µ(kℓ)
∑
0<̺6kℓξ
3
ℓ ξ
2
4ξ5
−̺2ξ2≡τ1ξ3 (mod kℓξ
3
ℓ ξ
2
4ξ5)
gcd(̺,kℓξ
3
ℓ ξ
2
4ξ5)=1
Nkℓ(̺)
where
Nkℓ(̺) = #{τ2 | gcd(τ2, ξ1ξ3) = 1, (5.1) holds, τ2 ≡ ̺τ1ξ1 (mod kℓξ
3
ℓ ξ
2
4ξ5)}.
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We also know that gcd(̺τ1ξ1, kℓξ
3
ℓ ξ
2
4ξ5) = 1. Now we can apply Lemma 6 to
the characteristic function
χ(n) =
{
1, if gcd(n, ξ1ξ3) = 1
0, else.
Since
∞∑
d=1
gcd(d,kℓξ
3
ℓ ξ
2
4ξ5)=1
(χ ∗ µ)(d)
d
=
∏
p|ξ1ξ3
p∤kℓξ
3
ℓ ξ
2
4ξ5
(
1−
1
p
)
=
∏
p|ξ1ξ3
(
1−
1
p
)
= φ∗(ξ1ξ3),
where we use gcd(ξ1ξ3, kℓξ
3
ℓ ξ
2
4ξ5) = 1 and the notation φ
∗(n) := φ(n)/n as in
(5.10) of [dlBB04], we conclude
Nkℓ(̺) =
φ∗(ξ1ξ3)X2
kℓξ3ℓ ξ
2
4ξ5
g1(τ1/X1, X0) +O(2
ω(ξ1ξ3)),
where X2g1(τ1/X1, X0) gives the total length of the intervals in which τ2 must
lie by (5.1), with
g1(u, v) =
∫
{t∈R||tv3|61,|t2+u3|61}
1 dt. (5.4)
By equation (4.1), the number of integers ̺ with 0 < ̺ 6 kℓξ
3
ℓ ξ
2
4ξ5 such that
gcd(̺, kℓξ
3
ℓ ξ
2
4ξ5) = 1 and −̺
2ξ2 ≡ τ1ξ3 (mod kℓξ
3
ℓ ξ
2
4ξ5) is at most
η(ξ2ξ3τ1; kℓξ
3
ℓ ξ
2
4ξ5) 6 2
ω(kℓξ
3
ℓ ξ
2
4ξ5) 6 2ω(ξℓξ4ξ5ξ6).
This gives as the first step towards the proof of Theorem 1:
Lemma 10.
N =
X2
ξ3ℓ ξ
2
4ξ5
g1(τ1/X1, X0)Σ(ξi, τ1) +O(2
ω(ξ1ξ3)+ω(ξℓξ4ξ5ξ6)+ω(ξ4ξ5ξ6)),
where
Σ(ξi, τ1) = φ
∗(ξ1ξ3)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
µ(kℓ)
kℓ
∑
0<̺6kℓξ
3
ℓ ξ
2
4ξ5
−̺2ξ2≡τ1ξ3 (mod kℓξ
3
ℓ ξ
2
4ξ5)
gcd(̺,kℓξ
3
ℓ ξ
2
4ξ5)=1
1
Now we show that the error term suffices for Theorem 1 by summing it over
all the ξi, τ1 which satisfy the height conditions (5.2) and (5.3); we can ignore
the coprimality conditions (3.3), (3.4), (3.5). We obtain:∑
ξi
∑
τ1
2ω(ξ1ξ3)+ω(ξℓξ4ξ5ξ6)+ω(ξ4ξ5ξ6)
≪
∑
ξi
2ω(ξ1ξ3)+ω(ξℓξ4ξ5ξ6)+ω(ξ4ξ5ξ6)
X1
X40
=
∑
ξi
2ω(ξ1ξ3)+ω(ξℓξ4ξ5ξ6)+ω(ξ4ξ5ξ6)
B
ξ(2,2,3,1,2,3,4)
≪B(logB)2
∑
ξi,i6=ℓ
2ω(ξ1ξ3)+ω(ξ4ξ5ξ6)+ω(ξ4ξ5ξ6)
ξ(2,2,3,0,2,3,4)
≪B(logB)2
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For ξℓ, we have used the estimate∑
n6x
2ω(n) ≪ x(log x)
together with partial summation.
Therefore, we only need to consider the main term when summing over τ1, ξi
in order to prove Theorem 1.
5.2 Summation over τ1
For fixed ξ2, . . . , ξ6 satisfying (3.3) and (5.2), we sum over all τ1 satisfying the
coprimality condition (3.4) and the height condition (5.3). Let
N ′ = N ′(ξi) =
X2
ξ3ℓ ξ
2
4ξ5
∑
τ1, (5.3) holds
gcd(τ1,ξ2ξ3ξℓξ4ξ5ξ6)=1
g1(τ1/X1, X0)Σ(ξi, τ1).
First, we find an asymptotic formula for
N (b1, b2) = φ
∗(ξ1ξ3)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
µ(kℓ)
kℓ
∑
0<̺6kℓξ
3
ℓ ξ
2
4ξ5
gcd(̺,kℓξ
3
ℓ ξ
2
4ξ5)=1
N ′kℓ(̺, b1, b2),
where
N ′kℓ(̺, b1, b2) = #
{
τ1 ∈ [b1, b2]
∣∣∣∣ gcd(τ1, ξ2ξ3ξℓξ4ξ5ξ6) = 1,−̺2ξ2 ≡ τ1ξ3 (mod kℓξ3ℓ ξ24ξ5)
}
.
We have gcd(̺2ξ2, kℓξ
3
ℓ ξ
2
4ξ5) = 1. Therefore we can replace the condition
gcd(τ1, ξ2ξ3ξℓξ4ξ5ξ6) = 1 by gcd(τ1, ξ2ξ3ξ6) = 1 in the definition of N
′
kℓ
(̺, b1, b2)
and perform another Mo¨bius inversion to obtain
N (b1, b2) =φ
∗(ξ1ξ3)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
µ(kℓ)
kℓ
∑
k1|ξ2ξ3ξ6
gcd(k1,kℓξ
3
ℓ ξ
2
4ξ5)=1
µ(k1)
∑
0<̺6kℓξ
3
ℓ ξ
2
4ξ5
gcd(̺,kℓξ
3
ℓ ξ
2
4ξ5)=1
N ′kℓ,k1(̺, b1, b2),
where
N ′kℓ,k1(̺, b1, b2) = #{τ1 ∈ [b1/k1, b2/k1] | −̺
2ξ2 ≡ k1τ1ξ3 (mod kℓξ
3
ℓ ξ
2
4ξ5)}.
Note that we must only sum over the k1 with gcd(k1, kℓξ
3
ℓ ξ
2
4ξ5) because of
gcd(̺2ξ2, kℓξ
3
ℓ ξ
2
4ξ5) = 1.
Let a = a(ξi, k1, kℓ) be the unique integer such that 0 < a 6 kℓξ
3
ℓ ξ
2
4ξ5 and
−ξ2 ≡ k1aξ3 (mod kℓξ
3
ℓ ξ
2
4ξ5).
Then −̺2ξ2 ≡ k1τ1ξ3 (mod kℓξ3ℓ ξ
2
4ξ5) if and only if τ1 ≡ a̺
2 (mod kℓξ
3
ℓ ξ
2
4ξ5).
Since gcd(ξ2, kℓξ
3
ℓ ξ
2
4ξ5) = 1, we have gcd(a, kℓξ
3
ℓ ξ
2
4ξ5) = 1. Using Lemma 7, we
conclude
N ′kℓ,k1(̺, b1, b2) =
b2 − b1
k1kℓξ3ℓ ξ
2
4ξ5
+ r(b1/k1, b2/k1, a̺
2, kℓξ
3
ℓ ξ
2
4ξ5)
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where, by definition of r,
r(b1/k1, b2/k1, a̺
2, kℓξ
3
ℓ ξ
2
4ξ5) = ψ˜
(
b1/k1 − a̺2
kℓξ3ℓ ξ
2
4ξ5
)
− ψ
(
b2/k1 − a̺2
kℓξ3ℓ ξ
2
4ξ5
)
.
Let
ϑ = ϑ(ξi) =
{
φ∗(ξ1ξ3)φ
∗(ξ2ξ3ξℓξ4ξ5ξ6)
φ∗(ξ4ξ5ξ6)
φ∗(gcd(ξ4ξ5ξ6,ξ1ξ2ξ3))
, (3.3) holds,
0, otherwise.
Then for any b1 < b2, we have
N (b1, b2) = ϑ(ξ) · (b2 − b1) +R(b1, b2)
where
R(b1, b2) =φ
∗(ξ1ξ3)
∑
kℓ|ξ4ξ5ξ6
gcd(τℓ,ξ4ξ5ξ6)=1
µ(kℓ)
kℓ
∑
k1|ξ2ξ3ξ6
gcd(k1,kℓξ
3
ℓ ξ
2
4ξ5)=1
µ(k1)
∑
0<̺6kℓξ
3
ℓ ξ
2
4ξ5
gcd(̺,kℓξ
3
ℓ ξ
2
4ξ5)=1
r(b1/k1, b2/k1, a̺
2, kℓξ
3
ℓ ξ
2
4ξ5).
By partial summation, we obtain
N ′(ξi) =
ϑ(ξi)X1X2
ξ3ℓ ξ
2
4ξ5
g2(X0) +R
′(ξi)
with
g2(v) =
∫
{u∈R||uv4|61}
g1(u, v) du (5.5)
and
R′(ξi) =
−X2
ξ3ℓ ξ
2
4ξ5
∫ X−40
−X−40
(D1g1)(u,X0)R(−X1/X
4
0 , X1u) du
where D1g1 is the derivation of g1 with respect to the first variable.
Lemma 11. For any ξi as in (3.3), (5.2), we have
N ′(ξi) =
ϑ(ξi)X1X2
ξ3ℓ ξ
2
4ξ5
g2(X0) +R
′(ξi)
where the error term R′(ξi) satisfies∑
ξi,(3.3), (5.2) holds
R′(ξi) = O(B logB).
Proof. By Lemma 8, we have
R(b1, b2)≪ǫφ
∗(ξ1ξ3)
∑
kℓ|ξ4ξ5ξ6
gcd(τℓ,ξ4ξ5ξ6)=1
|µ(kℓ)|
kℓ
∑
k1|ξ2ξ3ξ6
gcd(k1,kℓξ
3
ℓ ξ
2
4ξ5)=1
|µ(k1)|(kℓξ
3
ℓ ξ
2
4ξ5)
1/2+ǫ
6
∑
kℓ|ξ4ξ5ξ6
gcd(τℓ,ξ4ξ5ξ6)=1
|µ(kℓ)|
∑
k1|ξ2ξ3ξ6
gcd(k1,kℓξ
3
ℓ ξ
2
4ξ5)=1
|µ(k1)|(ξ
3
ℓ ξ
2
4ξ5)
1/2+ǫ
6 2ω(ξ4ξ5ξ6)+ω(ξ2ξ3ξ6)(ξ3ℓ ξ
2
4ξ5)
1/2+ǫ
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Therefore,
R′(ξi)≪ǫ
X2
ξ3ℓ ξ
2
4ξ5
∫ X−40
−X−40
(D1g1)(u,X0)2
ω(ξ4ξ5ξ6)+ω(ξ2ξ3ξ6)(ξ3ℓ ξ
2
4ξ5)
1/2+ǫ du
≪
X2
(ξ3ℓ ξ
2
4ξ5)
1/2−ǫ
2ω(ξ4ξ5ξ6)+ω(ξ2ξ3ξ6)
Summing this over all ξi 6 B, we get using (5.2)∑
ξi6B
(3.3), (5.2) hold
R′(ξi)≪ǫ
∑
ξi6B
X2
X30 (ξ
3
ℓ ξ
2
4ξ5)
1/2−ǫ
2ω(ξ4ξ5ξ6)+ω(ξ2ξ3ξ6)
=
∑
ξi6B
B
ξ(1,2,2,3/2−3ǫ,2−2ǫ,5/2−ǫ,3)
2ω(ξ4ξ5ξ6)+ω(ξ2ξ3ξ6)
≪
∑
ξi,i6=1
B logB
ξ(0,2,2,3/2−3ǫ,2−2ǫ,5/2−ǫ,3)
2ω(ξ4ξ5ξ6)+ω(ξ2ξ3ξ6)
≪ B logB
5.3 Summation over ξi
Define
∆(n) = B−5/6
∑
ξi,ξ(2,3,4,3,4,5,6)=n
ϑ(ξi)X1X2
ξ3ℓ ξ
2
4ξ5
.
We sum N ′(ξi) in Lemma 11 over the seven variables ξi such that the co-
primality conditions (3.3) and the height condition (5.2) hold. Note that the
definition of ϑ(ξi) ensures that the main term of N
′(ξi) is zero if (3.3) is not
satisfied. In view of Lemma 9, this implies:
Lemma 12. We have
NU,H(B) = B
5/6
∑
n6B
∆(n)g2((n/B)
1/6) +O(B(logB)2).
6 Proof of Manin’s Conjecture for S
Our argument is similar to [dlBB04]. We need to estimate
M(t) :=
∑
n6t
∆(t)
for t > 1. Therefore, we consider the Dirichlet series F (s) :=
∑∞
n=1 ∆(n)n
−s.
Observing
X1X2
ξ3ℓ ξ
2
4ξ5
=
B5/6(ξ(2,3,4,3,4,5,6))1/6
ξ(1,1,1,1,1,1,1)
,
we get
F (s+ 1/6) =
∑
ξi
ϑ(ξi)
ξ2s+11 ξ
3s+1
2 ξ
4s+1
3 ξ
3s+1
ℓ ξ
4s+1
4 ξ
5s+1
5 ξ
6s+1
6
,
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and writing F (s+1/6) =
∏
p Fp(s+1/6) as a product of local factors, we obtain:
Fp(s+ 1/6) =1 +
(1− 1/p)2
(pλ6s+1 − 1)
(
pλ1s+1
pλ1s+1 − 1
+
pλ1s+1pλ6s+1
pλ3s+1(pλ1s+1 − 1)
+
pλ6s+1
(1− 1/p)pλ2s+1
+
1
pλℓs+1 − 1
+
pλℓs+1pλ6s+1
pλ4s+1(pλℓs+1 − 1)
+
pλℓs+1pλ6s+1
pλ5s+1(pλℓs+1 − 1)
)
+
1− 1/p
pλ1s+1 − 1
+
1− 1/p
pλℓs+1 − 1
for any prime p.
Since 1/pλis+1 = Oǫ(1/p
1/2+ǫ) for s ∈ H := {s ∈ C | ℜe(s) > −1/12 + ǫ}
and i ∈ {1, 2, 3, ℓ, 4, 5, 6}, we have
Fp(s+ 1/6) = 1 +
∑
i
1
pλis+1
+Oǫ
(
1
p1+ǫ
)
for s ∈ H, and defining
E(s) :=
∏
i
ζ(λis+ 1) = ζ(2s+ 1)ζ(3s+ 1)
2ζ(4s+ 1)2ζ(5s+ 1)ζ(6s+ 1),
we have
1
Ep(s)
= 1−
∑
i
1
pλis+1
+Oǫ
(
1
p1+ǫ
)
for s ∈ H. Define
G(s) := F (s+ 1/6)/E(s)
for ℜe(s) > 0. Then G has a holomorphic and bounded continuation to H. Note
that
G(0) =
∏
p
(
1−
1
p
)7(
1 +
7
p
+
1
p2
)
,
and that for s→ 0, we have
E(s) =
1∏
i λi
s−7 +O(s−6).
Therefore, the residue of F (s)ts/s at s = 1/6 is
Res(t) =
6G(0)t1/6Q1(log t)
6! ·
∏
i λi
for some monic polynomial Q1 of degree 6.
Lemma 13. M(t) = ω0α(S˜) · 6t1/6Q1(log t) +Oǫ(t1/6−1/24+ǫ).
Proof. Integrating Perron’s formula for M(t) over t, we have∫ t
0
M(u) du =
1
2πi
∫ 1/6+ǫ+i∞
1/6+ǫ−i∞
F (s)
ts+1
s(s+ 1)
ds
for t > 1 and ǫ > 0.
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We apply Cauchy’s residue theorem to the rectangle with vertices
1/12 + ǫ− iT, 1/12+ ǫ + iT, 1/6 + ǫ+ iT, 1/6 + ǫ− iT,
for some T > 1, where ǫ > 0 is sufficiently small.
By the convexity bound
ζ(1 + σ + iτ)≪ǫ|τ |
−σ/3+ǫ
for any σ ∈ [−1/2, 0), we have
F (1/6 + σ + iτ)≪ E(σ + iτ)≪ǫ|τ |
−9σ+ǫ (6.1)
for any σ ∈ [−1/12+ ǫ, 0), using (
∑
i λi)/3 = 9 and that G(σ + iτ) is bounded.
For the ray going down from 1/6 + ǫ− iT , we get∣∣∣∣∣
∫ 1/6+ǫ−iT
1/6+ǫ−i∞
F (s)ts+1
s(s+ 1)
ds
∣∣∣∣∣ 6
∫ T
−∞
|F (1/6 + ǫ + iσ)||t7/6+ǫ+iσ|
|(1/6 + ǫ+ iσ)(7/6 + ǫ+ iσ)
dσ
≪ t7/6+ǫ
∫ T
−∞
1
|σ|2
dσ
≪ t7/6+ǫT−1
where we use that F (s) is bounded for ℜe(s) > 1/6 + ǫ. Integrating from
1/6 + ǫ+ iT to 1/6 + ǫ+ i∞ gives the same result.
For the lower edge, we estimate∣∣∣∣∣
∫ 1/6+ǫ−iT
1/12+ǫ−iT
F (s)ts+1
s(s+ 1)
ds
∣∣∣∣∣ 6
∫ ǫ
−1/12+ǫ
|F (1/6 + σ − iT )||t7/6+σ−iT |
|(1/6 + σ − iT )(7/6 + σ − iT )|
dσ
≪ǫ
T 9/12+ǫt7/6+ǫ
T 2
,
because (6.1) gives a bound for −1/12 + ǫ 6 σ 6 −ǫ, F (s) being continuous
gives a bound in an ǫ-neighborhood of 1/6−iT , and the length of the integration
interval is 1/12. For the upper edge, we obtain the same bound.
For the edge on the left, we have∣∣∣∣∣
∫ 1/12+ǫ+iT
1/12+ǫ−iT
F (s)ts+1
s(s+ 1)
ds
∣∣∣∣∣ 6
∫ T
−T
|F (1/12 + ǫ+ iσ)||t13/12+ǫ+iσ |
|(1/12 + ǫ + iσ)(13/12 + ǫ+ iσ)
dσ
≪ǫ
∫ T
−T
|σ|9/12+ǫt13/12+ǫ
(1 + |σ|)2
dσ
≪ t13/12+ǫ
since the integral over σ is bounded independently of T , and using (6.1) again.
Taking T = t, we have proved∫ t
0
M(u) du =
∫ t
0
Res(u) du+Oǫ(t
13/12+ǫ).
But now
1
H
∫ t
t−H
M(u) du 6 M(t) 6
1
H
∫ t+H
t
M(u) du,
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and for H 6 t/3, both integrals are equal to
Res(t) +Oǫ(Ht
5/6(log t)6 +H−1t13/12+ǫ).
The proof of the Lemma is completed by choosing H = t23/24 and noting
that ω0 = G(0) and α(S˜) = (6!
∏
i λi)
−1 by the definitions of ω0 and α(S˜)
in Lemma 2.
By partial summation we conclude∑
n6B
∆(n)g2((n/B)
1/6)
= ω0α(S˜) · 6
∫ B
0
g2(u
1/6/B1/6)
d
du
(u1/6Q1(log u)) du+ Oǫ(B
1/6−1/24+ǫ)
= B1/6ω0α(S˜) · 6
∫ 1
0
g2(v)Q2(logB + 6 log v) dv +Oǫ(B
1/6−1/24+ǫ)
for some monic polynomial Q2 of degree 6. Considering definitions (5.4) and
(5.5), note that
ω∞ = 6
∫
{v∈R|06v61}
g2(v) dv.
Together with Lemma 12, this completes the proof of Theorem 1.
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