We investigate control of a non-linear process when communication and processing capabilities are limited. The sensor communicates with a controller node through an erasure channel which introduces i.i.d. packet dropouts. Processor availability for control is random and, at times, insufficient to calculate plant inputs. To make efficient use of communication and processing resources, the sensor only transmits when the plant state lies outside a bounded target set. Control calculations are triggered by the received data. If a plant state measurement is successfully received and while the processor is available for control, the algorithm recursively calculates a sequence of tentative plant inputs, which are stored in a buffer for potential future use. This safeguards for time-steps when the processor is unavailable for control. We derive sufficient conditions on system parameters for stochastic stability of the closed loop and illustrate performance gains through numerical studies.
I. INTRODUCTION
Due to the tight coupling among the cyber and the physical cores in many cyber-physical systems, it is imperative to develop systematic design principles for controllers with limited communication and processing resources. Both the areas of control with communication constraints ol design in the presence of practical communication channels and protocols has in the area of networked control systems. Of particular interest to the present w ature on control across analog erasure channels; see, e.g., [1] - [4] . Apart from a ta transmission across a wireless channel, data loss may also arise due to congest unication network, possibly transmitted by a control loop. To minimize this sou s, one can conceive event triggered communication schemes in which sensors tra tion only if the system state exceeds a certain bound; see, e.g., [5] - [9] . Recently, been done on designing event triggering rules to ensure stability in the face o . However, most works are restricted to single integrator dynamics [10] , [11] al studies [12] .
e other hand, various works have also considered the impact of limited or time-va ng power on closed-loop control [13] - [15] . Interestingly, event-triggered and self-tri Control design in the presence of practical communication channels and protocols has been studied in the area of networked control systems. Of particular interest to the present work is the literature on control across analog erasure channels; see, e.g., [1] - [4] . Apart from arising from data transmission across a wireless channel, data loss may also arise due to congestion in a communication network, possibly transmitted by a control loop. To minimize this source of data loss, one can conceive event triggered communication schemes in which sensors transmit information only if the system state exceeds a certain bound; see, e.g., [5] - [9] . Recently, work has also been done on designing event triggering rules to ensure stability in the face of data dropouts. However, most works are restricted to single integrator dynamics [10] , [11] or are numerical studies [12] .
On the other hand, various works have also considered the impact of limited or time-varying processing power on closed-loop control [13] - [15] . Interestingly, event-triggered and self-triggered updates of the control inputs have also been proposed to ensure less demand on the processor on average by calculating the control input on demand [6] , [16] . The direction of anytime control has also shown promise [17] - [20] . Such algorithms calculate a coarse control input even with limited processing resources and refine the input as more processing resources become available. December 
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The quality of control inputs is thus time-varying, but no control input is obtained only rarely.
Notwithstanding the advances discussed above, relatively few works have considered control design under both limited communication and processing resources. Optimal control design for arbitrary non-linear processes under communication and processing constraints is likely a challenging problem, since certainty equivalence would not hold in general [21] . Accordingly, in the present note we consider a pre-designed control law, and focus on the implementation of this controller in the presence of both communication and processing limitations. As depicted A function ϕ : R ≥0 → R ≥0 is of class-K ∞ (ϕ ∈ K ∞ ), if it is continuous, zero at zero, strictly increasing, and unbounded. The probability of an event Ω is denoted by Pr{Ω} and the conditional probability of Ω given Γ by Pr{Ω | Γ}. The expected value of a random variable x given Γ is denoted by E{x | Γ}, while E{x} refers to the unconditional expectation.
The expression x ∼ ν denotes that the random variable x has probability distribution ν and E ν {x} denotes the expectation under probability distribution ν.
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II. EVENT-DRIVEN CONTROL OVER AN ERASURE CHANNEL
We consider non-linear (and possibly open-loop unstable) plants, sampled periodically with sampling interval T s > 0 (see Fig. 1 ),
where x ∈ R n is the plant state, and u ∈ U ⊆ R p with 0 p ∈ U is the (possibly constrained) plant input. The initial state x(0) is arbitrarily distributed. The plant is equipped with a sensor, which has direct access to the plant state at the sampling instants k ∈ N 0 .
To save on communication expenditure, the sensor adopts an event-triggered transmission strategy, in which the sensor transmits only at instances k ∈ N 0 , where
This transmission is across an erasure channel which introduces random packet dropouts. To keep communication costs low, the controller does not send acknowledgments back to the sensor and no re-transmissions are allowed. We introduce two discrete random processes, namely {γ} N 0 and {β} N 0 . The binary transmission success process {γ} N 0 describes packet loss:
a successful transmission at time k is denoted by γ(k) = 1 and a packet erasure by γ(k) = 0.
The ternary process {β} N 0 incorporates the event-based transmission rule, 
Thus, β(k) = 2 ⇔ |x(k)| < d. We assume that β(k) is known to the controller at time k through monitoring of received energy in the sensor transmission band. Transmission outcomes trigger the functions carried out by the controller. The scalar d ∈ R ≥0 is a design parameter, which determines communication channel utilization and control performance. Elucidating the trade-off between these quantities is one of the motivations of the present work.
When implementing discrete-time control systems, it is generally assumed that the processing resources available to the controller are such that the desired control law can be evaluated within a fixed time-delay, say δ ∈ (0, T s ). However, in practical networked and embedded systems, the processing resources available for control calculations may vary and, at times, be insufficient to generate a control input within the prescribed time-delay δ [15] . In the sequel we will further develop our anytime control algorithm of [20] , [22] to seek favorable trade-offs between processor December 10, 2013 DRAFT and communication availability, and control performance. We will assume that the plant model (1) is globally stabilizable via state feedback.
To encompass processing constraints, we will assume that the controller needs processor time to carry out mathematical computations, such as evaluating κ. However, input-output operations and simple operations at a bit level, e.g., writing data into buffers, shifting buffer contents and setting values to zero, do not require processor time.
Before proceeding we note that a direct implementation of κ used in Assumption 1, when processing resources are time varying, sensor transmissions are event-triggered, and the sensor transmissions are affected by dropouts, results in the baseline event-based algorithm
and processor is available,
where the symbol u(k) with k ∈ N 0 denotes the plant input which is applied during the interval
. Whilst the baseline algorithm is intuitive, our previous works [20] , [22] suggest that it will be outperformed by more elaborate control formulations.
III. EVENT-DRIVEN ANYTIME CONTROL ALGORITHM
The anytime algorithm is based on the following idea: control calculations are triggered whenever a new measurement is successfully received. However, the precise number of control inputs calculated depends on the processing resources available. At time intervals when the controller is provided with more processing resources than are needed to evaluate the current control input, the algorithm calculates a sequence of tentative future plant inputs. The sequence is stored in a local buffer and may be used when, at some future time steps, the processor availability precludes any control calculations even though new state information is received.
In our recent work [20] , [22] , we analyzed this algorithm for the simpler case where the controller has direct access to plant state x(k) at all instants k ∈ N 0 . In the present work we alleviate this assumption by considering that sensor transmissions are event-triggered and through 
, re {b} N 0 denote the buffer states for a given buffer size ⇤ 2 N and each
or future use, we will denote by N (k) 2 {0, 1, . . . , ⇤} the total number of iterations of le-loop which are carried out during the interval t 2 [kT s , (k + 1)T s ). Thus, as describ ve, if N (k) 1, then the entire sequence of tentative controls is
If N (k) = 0, then the plant input depends on the varia In this scenario, the plant input is set to zero, the buffer is emptied, and the controller is switched off until the system state moves out of the desired region B d and a new state measurement is received. Fig. 2 outlines the proposed algorithm. In this figure,
where {b} N 0 denote the buffer states for a given buffer size Λ ∈ N and each
For future use, we will denote by N (k) ∈ {0, 1, . . . , Λ} the total number of iterations of the December 10, 2013 DRAFT
Step 3: WHILE "sufficient processor time is available" and j ≤ Λ and time
END
Step 4:
Step 5: SET k ← k + 1 and GOTO Step 2; 
IV. STOCHASTIC STABILITY -PRELIMINARIES
For our subsequent analysis, it is convenient to investigate how many values in the state b(k)
stem from evaluating κ, ∈ N 0 . As in [20] , [22] , we will refer to this value as the effective buffer length (at time k), and denote it as λ(k) ∈ {0, 1, . . . , Λ}, k ∈ N 0 with λ(−1) = 0. It is easy to see that for all k ∈ N 0 we have
To investigate stability, we make the following assumptions:
Assumption 2 (Processor availability): The sampling time of the plant (1) is such that processor availability for control at different time-instants is independent and identically distributed (i.i.d.). Thus, the process {N } N 0 has conditional probability distribution p j Pr{N (k) = j | β(k) = 1}, where p j ∈ [0, 1) are given and with j ∈ {0, 1, 2, . . . , Λ}. For other realizations of β(k), no plant inputs are calculated, thus, Pr{N (k) = 0 | β(k) ∈ {0, 2}} = 1.
Assumption 3 (Erasure channel):
The binary transmission success process {γ} N 0 has condi-
December 10, 2013 DRAFT Assumption 4 (Open-loop bound): There exists α ≥ ρ such that
where ρ, V and ϕ 2 are as in (3) 
It is worth noting that, by allowing for α > 1, Assumption 4 does not require that the open-loop 
V. STABILITY WITH THE BASELINE ALGORITHM
If the baseline algorithm is used and Assumption 2 holds, then
The following result establishes conditions on system parameters which ensure that the closed loop (6) is stable in a stochastic sense. Theorem 1 (Stability with baseline algorithm): Consider (6) and define D ϕ 2 (d). Suppose that Assumptions 1 to 4 hold and that
where ρ ∈ [0, 1) is the closed-loop bound in (3), α is the bound in (5), q is the transmission success probability, and p 0 is the probability of the processor not being available for control.
Then for all x ∈ N 0 ,
Proof: Note that, for i.i.d. processor and channel availabilities {x} N 0 in (6) is Markovian.
This can be verified by noting that conditioning on x(k) makes the event outcome β(k) depend on γ(k) only. To analyze stochastic stability using Lyapunov functions (see, e.g., [23] ), we use the law of total expectation to write
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For β(0) = 1, x(0) is received. Using (5) and (6), we have
Now, if x(0) ∈ B d , then β(0) = 2, thus (V) and (8) provide
Further, since α − Γ = q(1 − p 0 )(α − ρ) > 0 (see (7)) and
On the other hand, if
Thereby, substitution of (8) and (9) into (V) provides:
Expressions (10)- (12) lead to:
Consequently, Proposition 3.2 of [23] , and (3) give
for all k ∈ N 0 . Using the law of total expectation and (3) yields the first inequality. The second follows from Assumption 4.
It is worth noting that whilst the condition (7) is independent of the size of B d , the ultimate bound is increasing in d. We can also consider two special cases. If d = 0 and q = 1, so that the sensor transmits at every instant k ∈ N 0 and the communication channel does not introduce any dropouts, (7) reduces to p 0 α+(1−p 0 )ρ < 1, thus recovering our earlier result [20, Thm.1] . If the processor is available at every time-step (i.e., p 0 = 0), then the situation amounts to event-based December 10, 2013 DRAFT control for non-linear systems using an erasure channel. In this case, the sufficient condition (7) becomes (1 − q)α + ρq < 1.
Theorem 2 (Stationarity with baseline algorithm): Consider (6), suppose that Assumptions 1 to 5 hold and that (7) holds. Then, there exists an invariant probability measure for {x} N 0 .
Furthermore, under every such invariant probability measure π,
Proof: Let P(R n ) denote the set of probability measures on R n and define for every Borel
forms an expected empirical occupation measure sequence. We then have,
are uniformly bounded by some M t 0 < ∞. Define N r := {x : ϕ 1 (|x|) ≤ r}. Since ϕ 1 is monotone and unbounded, by an application of Markov's inequality, we have
Thus, v T (N r ) ≥ 1 − M t 0 /r, and hence for every = M t 0 /r > 0, there exists a compact set
hence, a tight sequence with a converging subsequence v t k converging to some v * ∈ P(R n ).
By (6), if x(t) ∈ B d the control action is zero and outside B d , either zero control is applied or κ(x(t)) is applied. Since κ is continuous and is zero inside B d (see Assumption 5), the Markov chain is weak Feller. 1 Consequently, it can be shown that every limit of such a subsequence is invariant (see, e.g., [24, Ch. 12] ) and satisfies v T , ϕ 1 ≤ M t 0 . By Theorem 1, by increasing t 0 , M t 0 can be taken to be arbitrarily close to
VI. STABILITY WITH THE ANYTIME ALGORITHM
The analysis of the event-based anytime algorithm is more involved than that of the baseline system (6). First, due to buffering, {x} N 0 will in general not be a Markov process. Further, the distribution of {β} N 0 is difficult to derive for general plant models. This makes the approaches of [20] , [22] insufficient to treat the present case.
For ease of exposition, we assume that the initial effective buffer length, λ(0) = 0, and denote the time steps where λ(k) = 0 via K = {k i } i∈N 0 , where k 0 = 0 and
We also describe the amount of time steps between consecutive elements of K via the process {∆ i } i∈N 0 , where
It is easy to see that
In contrast to the cases examined in [20] , [22] , due to the event-triggering mechanism, {∆ i } i∈N 0 is, in general, not i.i.d. In fact, the distribution of ∆ i depends on x(k i ) and is difficult to characterize. To study stability of the event-based anytime algorithm, we will develop a state-dependent random-time drift condition.
Our first result, states that whilst {x} N 0 is in general not Markovian, the state sequence at the time steps k i ∈ K, is a Markov process.
Lemma 1 (Markov property of the sampled process): Consider (1) controlled via Algorithm A 1 and suppose that Assumptions 2 and 3 hold. Then {x} K is Markovian.
Thus, the plant state at time k i+1 depends only on x(k i ) and the sample paths The following result provides a sufficient condition for stochastic stability of the closed loop when the event-based anytime control algorithm of Section III is used over an erasure channel.
Theorem 3 (Stability with Algorithm A 1 ): Suppose that Assumptions 1 to 4 hold and define
If Algorithm A 1 is used and Ω < 1, then
Proof: We first note that for all k i ∈ K and ∈ {1, . . . ,
. Therefore, the function V (x(k i+1 )) can be bounded by using (3) and (5), leading to
December 10, 2013 DRAFT triggered by β(k) = 2. At these instances, (16) 
By using the law of total expectation twice, we thus obtain,
with Ω as in (14) and where, to derive the last equality, we have used Assumption 2.
Now, since (16) holds, by a method similar to the one used in the proof of [22, Thm.1], we can establish the (admittedly loose) bound:
Using the law total expectation, (3) and Assumption 4 gives (15).
The above result establishes a sufficient condition for the system to be stochastically stable.
The quantity (14) is stated in terms of a conditional distribution of ∆ i , which can be characterized as follows:
Suppose that Assumptions 2 and 3 hold and that Algorithm A 1 is used. We then have
where θ T = q p 1 . . . p Λ and e T 1 = 1 0 . . . 0 . In (20) , the entries of the matrix
December 10, 2013 DRAFT Proof: We first note that our focus is on the time sequences of the form I i {k i + 1, . . . , k i+1 } where k i ∈ K, i ∈ N 0 and where β(k) = 2, ∀k ∈ I i . Given Assumptions 2 and 3 and the buffering mechanism described in Section III, it follows that {λ(k)} during every interval k ∈ I i , i ∈ N 0 , is a homogeneous Markov Chain. The process ∆ i then amounts to the first return times to 0 of this finite Markov Chain. To characterize the latter, we need to evaluate the transition probabilities g j Pr{λ(k
Without loss of generality, we will set k = 0. We begin by considering transitions from ∈ {0, 1} to 0:
For ∈ {2, 3, . . . , Λ}, we have g 0 = 0. The buffer length diminishes by one for the scenarios considered below:
The other transitions are related to when λ(k
Here we have:
The derivation of (20) now follows as in [22, Lemma 2] by setting up a recursion on the first passage time of state ∈ {1, . . . , Λ} to 0 and then considering the transitions away from 0.
As a consequence of Lemma 2, Ω in (14) can be written as:
and the stability condition in Theorem 3, Ω < 1, becomes
which is independent of the size of B d . 
Furthermore, under every invariant probability measure π,
is determined by the current state. If the processor is not available, then either u(k) has been determined by the states which are at most Λ time stages old, or u(k) = 0 p . Since the processor availability is independent of the state, the
is also weak Feller.
We first invoke Theorem 2.1 in [25] with K containing the sequence of stopping times. Since
and the sampled chain is weak Feller, it follows that {x} K admits an invariant probability measure.
since V is monotone increasing and by Assumption 4, there exists a compact set S such that
is bounded from below outside B d , and x(k) / ∈ B d for k / ∈ K, and that (19) implies that
S whereS is a compact set. Thus, Theorem 2.2 in [25] implies that there exists an invariant probability distribution, π, for {z} N 0 .
Since (21) holds, with P m V (χ) := E{V (x(k m ))|x(k 0 ) = χ}, following arguments similar to the proof of Theorem 2.2 of [25] , for every realization of x(k 0 ), it follows that
December 10, 2013 DRAFT algorithm is less than the one based on the baseline algorithm. Thus, lim sup T →∞ (1/T )
. Applying Fatou's lemma, we obtain lim sup
Then, by the monotone convergence theorem, by letting N → ∞, lim sup
Thus, there exists an invariant probability measure both for the original chain and for the sampled chain; under every such invariant probability measure π, E π {V (x)} < D/(1 − Ω).
VII. NUMERICAL EXAMPLES
We first compare the stability conditions derived for a specific case. Suppose that the buffer length is given by Λ = 4, whereas p i = 0.2, i ∈ {0, . . . , 4}, and q = 0.75. The stability region boundaries, see (7) and (14), in terms of α and ρ are depicted in Fig. 4 . It can be seen that December 10, 2013 DRAFT the guaranteed stable region (under the curve) provided by our results is larger when using Algorithm A 1 than when using (4).
Next, we consider an open-loop unstable constrained plant model of the form (1), but with additive noise:   x 1 (k + 1) Gaussian with unit covariance. The control policy κ is taken as κ(
. If we choose V (x) = 2|x|, then direct calculations give that 
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e other hand, various works have also considered the impact of limited or time-va ng power on closed-loop control [13] - [15] . Interestingly, event-triggered and self-tri information only if the system state exceeds a certain bound; see, e.g., [5] - [9] . Recently, work has also been done on designing event triggering rules to ensure stability in the face of data dropouts. However, most works are restricted to single integrator dynamics [10] , [11] or are numerical studies [12] .
On the other hand, various works have also considered the impact of limited or time-varying processing power on closed-loop control [13] - [15] . Interestingly, event-triggered and self-triggered updates of the control inputs have also been proposed to ensure less demand on the processor on average by calculating the control input on demand [6] , [16] . The direction of anytime control has also shown promise [17] - [20] . Such algorithms calculate a coarse control input even with limited processing resources and refine the input as more processing resources become available. 
, if it is continuous, zero at zero, strictly increasing, and unbounded. The probability of an event Ω is denoted by Pr{Ω} and the conditional probability of Ω given Γ by Pr{Ω | Γ}. The expected value of a random variable x given Γ is denoted by E{x | Γ}, while E{x} refers to the unconditional expectation.
The expression x ∼ ν denotes that the random variable x has probability distribution ν and E ν {x} denotes the expectation under probability distribution ν. Fig. 1 ),
To save on communication expenditure, the sensor adopts an event-triggered transmission strategy, in which the sensor transmits only at instances k ∈ N 0 , where When implementing discrete-time control systems, it is generally assumed that the processing resources available to the controller are such that the desired control law can be evaluated within a fixed time-delay, say δ ∈ (0, T s ). However, in practical networked and embedded systems, the processing resources available for control calculations may vary and, at times, be insufficient to generate a control input within the prescribed time-delay δ [15] . In the sequel we will further develop our anytime control algorithm of [20] , [22] to seek favorable trade-offs between processor December 10, 2013 DRAFT and communication availability, and control performance. We will assume that the plant model (1) is globally stabilizable via state feedback.
Assumption 1 (Stabilizability): There exist V : R n → R ≥0 , ϕ 1 , ϕ 2 ∈ K ∞ , κ : R n → U, and a constant ρ ∈ [0, 1), such that
where the symbol u(k) with k ∈ N 0 denotes the plant input which is applied during the interval [kT s + δ, (k + 1)T s + δ). Whilst the baseline algorithm is intuitive, our previous works [20] , [22] suggest that it will be outperformed by more elaborate control formulations.
III. EVENT-DRIVEN ANYTIME CONTROL ALGORITHM
Step 3: WHILE "sufficient processor time is available" and j ≤ Λ and time t < (k + 1)T s ,
END
IV. STOCHASTIC STABILITY -PRELIMINARIES
Assumption 3 (Erasure channel):
where ρ, V and ϕ 2 are as in (3). Further, E ϕ 2 (|x(0)|) < ∞. 
It is worth noting that

V. STABILITY WITH THE BASELINE ALGORITHM
If we now use (2), (3), (5) and the definition of B d , then:
Further, since α − Γ = q(1 − p 0 )(α − ρ) > 0 (see (7)) and V (χ) < D for all χ ∈ B d , we have
Let t 0 ∈ N. By Theorem 1, we have that E{ϕ 1 (|x(k)|)} and the subsequence { v T , ϕ 1 , T ≥ t 0 } are uniformly bounded by some M t 0 < ∞. Define N r := {x : ϕ 1 (|x|) ≤ r}. Since ϕ 1 is monotone and unbounded, by an application of Markov's inequality, we have
By (6), if x(t) ∈ B d the control action is zero and outside B d , either zero control is applied or κ(x(t)) is applied. Since κ is continuous and is zero inside B d (see Assumption 5) , the Markov chain is weak Feller. 1 Consequently, it can be shown that every limit of such a subsequence is invariant (see, e.g., [24, Ch. 12] ) and satisfies v T , ϕ 1 ≤ M t 0 . By Theorem 1, by increasing t 0 , M t 0 can be taken to be arbitrarily close to
VI. STABILITY WITH THE ANYTIME ALGORITHM
We also describe the amount of time steps between consecutive elements of K via the process {∆ i } i∈N 0 , where ∆ i k i+1 − k i . It is easy to see that
Our first result, states that whilst {x} N 0 is in general not Markovian, the state sequence at the time steps k i ∈ K, is a Markov process. Proof: The definition of K gives that ∀k i ∈ K we have u( The following result provides a sufficient condition for stochastic stability of the closed loop when the event-based anytime control algorithm of Section III is used over an erasure channel.
Proof: We first note that for all k i ∈ K and ∈ {1, . . . , ∆ i − 1}, u(k i ) = 0 p and u(k i + ) = κ(x(k i + )). Therefore, the function V (x(k i+1 )) can be bounded by using (3) and (5), leading to
with Ω as in (14) and where, to derive the last equality, we have used Assumption 2. Since {x} K is Markovian, [23, Prop. 3 .2] yields that Ω < 1 guarantees
Lemma 2 (Conditional distribution of ∆ i ): Suppose that Assumptions 2 and 3 hold and that Algorithm A 1 is used. We then have
where θ T = q p 1 . . . p Λ and e T 1 = 1 0 . . . 0 . In (20) , the entries of the matrix G = [g j ], , j ∈ {1, 2, . . . , Λ} are g j = p j q, ∀( , j) ∈ {3, 4, . . . , Λ} × {1, 2, . . . , − 2} ∪ {1, 2, . . . , Λ} × { , + 1, . . . , Λ}; and g ( −1) = 1 − q + (p 0 + p −1 )q, ∀ ∈ {2, 3, . . . , Λ}.
December 10, 2013 DRAFT Proof: We first note that our focus is on the time sequences of the form I i {k i + 1, . . . , k i+1 } where k i ∈ K, i ∈ N 0 and where β(k) = 2, ∀k ∈ I i . Given Assumptions 2 and 3 and the buffering mechanism described in Section III, it follows that {λ(k)} during every interval k ∈ I i , i ∈ N 0 , is a homogeneous Markov Chain. The process ∆ i then amounts to the first return times to 0 of this finite Markov Chain. To characterize the latter, we need to evaluate the transition probabilities g j Pr{λ(k + 1) = j | λ(k) = , k ∈ I i , k + 1 ∈ I i }. Without loss of generality, we will set k = 0. We begin by considering transitions from ∈ {0, 1} to 0:
The other transitions are related to when λ(k + 1) = N (k + 1), for ( , j) ∈ {3, 4, . . . , Λ} × {1, 2, . . . , − 2} ∪ {1, 2, . . . , Λ} × { , + 1, . . . , Λ} ∪ 0 × {1, 2, . . . , Λ} . Here we have:
Furthermore, under every invariant probability measure π, E π {V (x)} < ϕ 2 (d)/(1 − Ω). We first invoke Theorem 2.1 in [25] with K containing the sequence of stopping times. Since
Proof
DefineṼ (z(k)) V (x(k)). Now, note that by (18), with Ω < 1, E{Ṽ (z(k i+1 )) | z(k i ) = χ} ≤ D + ΩṼ (χ), ∀χ. Thus, E{Ṽ (z(k i+1 )) | z(k i ) = χ} ≤Ṽ (χ) − (1 − Ω)Ṽ (χ) + D, ∀χ, and since V is monotone increasing and by Assumption 4, there exists a compact set S such that for 1 − Ω > ζ > 0, E{V (x(k i+1 )) | x(k i ) = x} ≤ V (x) − ζV (x) + D1 x∈S , ∀x ∈ R n . Since V (x(t)) is bounded from below outside B d , and x(k) / ∈ B d for k / ∈ K, and that (19) implies that for some M 1 < ∞
it follows that sup x k i E{k i+1 −k i | x k i } < ∞. Finally, by Assumption 4, if x t ∈ S then x [t+Λ−1,t] ∈ S whereS is a compact set. Thus, Theorem 2.2 in [25] implies that there exists an invariant probability distribution, π, for {z} N 0 .
December 10, 2013 DRAFT algorithm is less than the one based on the baseline algorithm. Then, by the monotone convergence theorem, by letting N → ∞, lim sup
VII. NUMERICAL EXAMPLES
We first compare the stability conditions derived for a specific case. Suppose that the buffer length is given by Λ = 4, whereas p i = 0.2, i ∈ {0, . . . , 4}, and q = 0.75. The stability region boundaries, see (7) and (14), in terms of α and ρ are depicted in Fig. 4 . It can be seen that December 10, 2013 DRAFT the guaranteed stable region (under the curve) provided by our results is larger when using Algorithm A 1 than when using (4). the control input is calculated by using an anytime control algorithm. For the resulting system, we present stochastic stability and stationarity results. Numerical studies illustrate that significant performance gains can be obtained by using the proposed algorithm. Future work includes the extension of the analysis to noisy systems, and establishing further stability properties such as ergodicity and rates of convergence to equilibrium.
