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Résumé
On construit la théorie des périodes pour les formes modulaires de poids 1, qui étend la
théorie classique pour les formes de poids supérieur, et la théorie des périodes pour les formes
de Maass. On transporte les structures usuelles sur les formes modulaires dans l’espace des
périodes (produit scalaire de Petersson, opérateurs de Hecke). On donne une interprétation
cohomologique de l’isomorphisme de périodes, et on étend la construction des périodes aux
formes non paraboliques. Enﬁn, on montre que la période d’une forme modulaire f est déterminée
par les valeurs aux entiers négatifs des fonctions L tordues par des symboles modulaires, ce
qui permet de reconstruire f à partir de ces valeurs.
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0. Introduction
Commençons par rappeler quelques travaux antérieurs sur les périodes.
Notations: On note H = {z ∈ C ∣∣(z) > 0} le demi-plan de Poincaré et H− = {z ∈
C
∣∣(z) < 0}. On pose dans SL(2,Z)
I = ( 1 00 1 ) S = ( 0 −11 0 ) U = ( 0 −11 −1 ) T = ( 1 10 1 ) T ′ = ( 1 01 1 ) .
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Soit  un sous-groupe d’indice ﬁni de SL(2,Z). On note Mk() (resp. Sk()) l’espace
des formes modulaires (resp. paraboliques) de poids k pour  (pour une introduction
aux formes modulaires, voir par exemple [24,7,13,14]). On note Mk() (resp. Sk())
l’espace des formes modulaires anti-holomorphes de poids k pour . On pose, pour
g = ( a bc d ) ∈ M(2,Z) tel que det g > 0, f|kg(z) = (det g) k2 (cz+d)−kf (gz) et f|kg(z) =
(det g) k2 (cz + d)−kf (gz). On prend comme convention que k = 1 par défaut: f|g :=
f|1g .
0.1. Les périodes de formes modulaires de poids 2
Considérons l’espace Sk(SL(2,Z)) pour k2 un entier pair. La période (ou polynôme
de période) de f ∈ Sk(SL(2,Z)) est l’élément de C[X], de degré k − 2, déﬁni par
rf (X) =
∫ i∞
0 f ()(X − )k−2d. Il est commode de poser rf,f ′(X) =
∫ i∞
0 f ()(X −
)k−2 d + ∫ 0−i∞ f ′(−)(X − )k−2 d pour (f, f ′) ∈ Sk(SL(2,Z))2. On a rf,f ′(X) =
rf (X) + rf ′(−X). Soit Vk = {P ∈ C[X], deg P k − 2}. Posons pour P ∈ Vk et
 = ( a bc d ) ∈ SL(2,Z)
(.P )(X) = (−cX + a)k−2P
(
dX − b
−cX + a
)
·
On remarque que, k étant pair, −I agit comme l’identité. On a
.rf,f ′(X) =
∫ ∞
0
f ()(X − )k−2 d+
∫ 0
∞
f ′(−)(X − )k−2 d
(le chemin d’intégration étant dans H pour la première intégrale et dans H− pour la
deuxième). Cette expression montre que rf,f ′ vériﬁe les équations
(I + S).rf,f ′ = (I + U + U2).rf,f ′ = 0 (1)
(où l’action de SL(2,Z) est étendue par C-linéarité). Ces équations sont les relations de
Manin (voir l’appendice, p. 439), mises en évidence par Manin (voir [19,20]). Posons
Wk = {P ∈ Vk
∣∣ (I + S).P = (I + U + U2).P = 0}.
En fait on a Wk = {P ∈ Vk
∣∣ (I +S).P = (I −T −1 −T ′−1).P = 0}. Eichler et Shimura
ont montré le théorème suivant (voir [16, p. 81]):
Théorème 0.1 (Eichler–Shimura). Pour un entier pair k > 2, l’application r donnée
par r(f, f ′) = rf,f ′ est un isomorphisme de Sk(SL(2,Z))2 dans un espace de codi-
mension 1 de Wk .
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Remarques 0.2. (1) Eichler et Shimura ont donné une version en terme de cohomologie
des groupes du théorème 0.1.
(2) Zagier a étendu la notion de période aux formes non paraboliques (voir [30]) de
poids k2 pour SL(2,Z).
(3) On peut généraliser la notion de période aux sous-groupes d’indice ﬁni de
SL(2,Z): on déﬁnit pour (f, f1) ∈ Sk() × Sk()
rf,f1(X,g) =
∫ i∞
0
f|kg(z)(X − z)k−2 dz +
∫ i∞
0
f1|kg(z)(X − z)k−2 dz
ce qui plonge Sk()× Sk() dans l’espace des fonctions à valeurs complexes déﬁnies
sur R×\SL(2,Z), polynomiales en la première variable et satisfaisant les relations de
Manin (voir [27]), où on pose (.P )(X,g) = (−cX + a)−1P(−1X,
g) pour  = ( a bc d ) ∈ SL.
0.2. Théorie de Lewis pour les formes de Maass
On évoque maintenant les résultats obtenus par Lewis et Zagier [17,18]. On déﬁnit
sur H le laplacien hyperbolique  = −y2
(
2
x2
+ 
2
y2
)
· On note s(SL(2,Z), ) le C-
espace vectoriel des fonctions u : H −→ C analytiques réelles, vériﬁant les conditions
(voir par exemple [2] et [12]):
• pour tout  ∈ SL(2,Z) et z ∈ H, u(z) = u(z);
• u = u;
• u ∈ L2(SL(2,Z) \H), et pour tout z ∈ H, ∫ 10 u(z + x) dx = 0.
Les espaces s(SL(2,Z), ) sont de dimension ﬁnie. Pour s ∈ C,  = ( a bc d ) ∈ SL(2,Z)
avec a, d0 et b, c0, et  une fonction analytique réelle sur ]0,+∞[, on pose
(.)(z) = (−cz + a)−2s
(
dz − b
−cz + a
)
·
Théorème 0.3 (Lewis–Zagier). Il existe une correspondance linéaire bijective entre
l’espace s(SL(2,Z), s(1 − s)) et l’ensemble des fonctions analytiques réelles 
:]0,+∞[→ C vériﬁant
• l’équation − T −1.− T ′−1. = 0 (l’action dépend de s);
• les conditions aux limites: (x) =x→0 o
(
1
x
)
et (x) =x→+∞ o(1).
Lorsque u est paire (u(−z) = u(z) pour tout z ∈ H) , cette bijection est donnée par
(x) = 2−s
√
2

(s + 1)x
∫ ∞
0
ys
(x2 + y2)s+1 u(iy) dy.
Remarques 0.4. (1) L’élément (I −T −1−T ′−1) a été mis en évidence par Lewis (voir
l’appendice pour les propriétés qui le caractérisent).
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(2) Lewis et Zagier justiﬁent, dans le chapitre 4-2 de [18], la terminologie de périodes
de formes de Maass donnée à ces fonctions.
On présente désormais les résultats originaux.
0.3. L’espace des périodes et ses variantes
Soient U une partie de C,  une fonction déﬁnie sur U × \ SL(2,Z) et  = ( a bc d )
un élément de SL(2,Z). Pour (z,g) ∈ U × \SL(2,Z), on pose
(.)(z,g) = (−cz + a)−1
(
dz − b
−cz + a ,g
)
.
On note
(1) L le C-espace vectoriel des fonctions + : [0,+∞[×\SL(2,Z) → C, continues,
analytiques 1 en la première variable sur ]0,+∞[, vériﬁant:
(a) (I − T −1 − T ′−1).+ = 0;
(b) (I − (−I )).+ = 0;
(c) limx→+∞ +(x,g) = 0 pour tout g ∈ \SL(2,Z).
(2) LC\]−∞,0[ l’espace des fonctions  : C\] − ∞, 0[×\SL(2,Z) → C, continues,
holomorphes en la première variable sur C\] − ∞, 0], vériﬁant
(a) (I − T −1 − T ′−1). = (I − (−I )). = 0;
(b) limx →+∞ (x,g) = 0 pour tout g ∈ \SL(2,Z).
(3) LR l’espace des fonctions  : R × \SL(2,Z) → C, analytiques en la première
variable sur ] − ∞, 0[ ∪ ]0,+∞[ et de classe C∞ sur R, vériﬁant
(a) (I − T −1 − T ′−1). = (I + S). = 0 (les relations de Manin);
(b) limx→+∞ (x,g) = 0 pour tout g ∈ \SL(2,Z).
(4) L̂ l’espace des fonctions ̂ :] − ∞, 0[ ∪ ]0,+∞[×\SL(2,Z) → C, analytiques
en la première variable, satisfaisant les propriétés suivantes:
(a) (I + S).̂ = (I − T −1 − T ′−1).̂ = 0;
(b) pour tout g ∈ \SL(2,Z), il existe (ag, a′g) ∈ C2 tels que
̂(x,g) = ag ln x − a′g ln(−x) + O
(
1
x
)
(2)
au voisinage du point ∞ ∈ P1(R) (la fonction ln est ici le prolongement sur
C \ iR+ du logarithme népérien sur ]0,+∞[).
Les espaces L, LC\]−∞,0[ et LR sont canoniquement isomorphes. On prolonge toute
fonction + de L en une fonction de LR en posant  = −S.+ sur ] − ∞, 0[. Le
1 Une fonction E → C, où E est un sous-ensemble de C, est analytique si elle est développable en
série entière sur un voisinage de tout point de E.
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fait que l’application canonique : LC\]−∞,0[ → L est bijective est expliqué dans le
paragraphe 1.3.1.
On a en fait l’inclusion LR ⊂ L̂ (voir Section 2.2).
Remarque 0.5. Il n’est pas clair a priori que ces espaces sont de dimension ﬁnie.
0.4. L’isomorphisme principal et le plan de la démonstration
Le chapitre 1 est principalement consacré à la démonstration du théorème suivant:
Théorème 0.6. L’application r:
S1() × S1() −→ L
(f, f1) −→ +f,f1
, où
+f,f1(x,g) =
1
2i
∫ i∞
0
f|g()
d
x −  +
1
2i
∫ i∞
0
f1|g¯()
d
x − ¯
est un isomorphisme d’espaces vectoriels complexes.
Remarque 0.7. On peut remplacer dans le théorème 0.6 l’espace S1() par les espaces
S−1 () ou S1(VV ) (où S−1 () désigne l’espace des formes modulaires sur H− de
poids 1 pour  et V = ( 1 00 −1 )) grâce aux isomorphismes s1 : S−1 () → S1(VV ) et
s2 : S−1 () → S1() déﬁnis pour tout z ∈ H par s1(f−)(z) = f−(−z) et s2(f−)(z) =
f−(z).
La démonstration du théorème 0.6 se fait en plusieurs étapes: on montre dans la Sec-
tion 1.2 que r est bien déﬁnie et se factorise par LC\]−∞,0[ . Dans le paragraphe 1.3.1,
on montre que l’application canonique LC\]−∞,0[ → L est bijective. On construit une
application L → S1() × S1(), dont on montre qu’elle est réciproque de r.
Deﬁnition 0.8. On déﬁnit la période de f ∈ S1() comme étant la fonction f ∈ LR
déﬁnie par f (x,g) =
1
2
∫ +∞
0
f|g(it)
x − it dt , H.
On a:
⎧⎨⎩
f (x,g) = +f,0(x,g) si x0 ;
f (x,g) =
1
x
+f,0
(
−1
x
,g
( 0 −1
1 0
))
si x < 0.
Remarques 0.9. (1) Rappelons (voir par exemple [3 p. 54,10,6,25]) que la conjec-
ture de réciprocité de Langlands prédit que toute représentation  : Gal(Q/Q) →
GL(2,C) irréductible continue de conducteur N et de déterminant  (identiﬁé à un
caractère de Dirichlet modulo N par la théorie du corps de classes) provient via les
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fonctions L:
• si  est impaire, d’une forme parabolique f ∈ S1(0(N), );
• si  est paire, d’une forme de Maass parabolique de poids 0 de niveau N et de
caractère , de valeur propre 14 pour le laplacien.
Une généralisation des résultats de Lewis et Zagier pour les formes de Maass sur des
sous-groupes d’indice ﬁni de SL(2,Z) est attendue. Considérons l’espace L des fonc-
tions  : ]0,+∞[×\SL(2,Z) → C analytiques en la première variable et vériﬁant
l’équation fonctionnelle (I − T −1 − T ′−1). = 0. L’espace des formes modulaires de
poids 1 s’identiﬁe à une partie de { ∈ L
∣∣ (−I ). = } (d’après le théorème 0.6
ci-dessus). L’espace des formes de Maass pour  de valeur propre 14 pour le laplacien
s’identiﬁe-t’il à une partie de { ∈ L
∣∣ (−I ). = −}? Cela semble suggéré par le
théorème de Lewis.
(2) L’espace vectoriel S1() est isomorphe, via l’application f → u, avec u(x, y) =
√
yf (x + iy), à l’espace s1
(
,
1
4
)
des formes de Maass de poids 1 de valeur propre
1
4 pour le laplacien hyperbolique de poids 1, c’est-à-dire les fonctions u : H → C
réelles analytiques vériﬁant
• u|1(z) :=
(
cz + d
|cz + d|
)
u(z) = u(z) pour tout  = ( a bc d ) ∈ ;
• 1u = 14u, où 1 = −y
2
(
2
x2
+ 
2
y2
)
+ iy 
x
;
• u est parabolique en toute pointe de  (c’est-à-dire ∫ r0 u|1g(z + t) dt = 0 pour tous
g ∈ SL(2,Z) et r1 tel que T r ∈ g−1g).
Comme suggéré par le rapporteur de cet article, une question intéressante serait de
généraliser l’isomorphisme de période donné par le théorème 0.6 à l’ensemble des
formes de Maass de poids 1 de valeur propre  pour 1,  14 . Cela constituerait une
généralisation plus complète du travail de Lewis et Zagier.
0.5. Structure réelle
On se place dans le cas où VV = . Cela entraîne que la courbe X =  \ H ∪
P1(Q), a priori déﬁnie sur C, est en fait déﬁnie sur R. C’est le cas lorsque  est l’un
des groupes (N) et 1(N). 2
L’application  → ( 0 11 0 ) . est une involution de L, où on pose
( 0 1
1 0
)
.(x,g) = 1
x

(
1
x
,VgV S
)
.
2 On a 1(N) =
{ (
a b
c d
) ∈ SL ∣∣ c ≡ 0 mod N, a, d ≡ 1 mod N} et (N) = { ( a b
c d
) ∈ 1(N) ∣∣ b ≡
0 mod N
}
.
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Pour (f, f ′) ∈ S1()2, on a 3 +f,f ′ =
( 0 1
1 0
)
.+
f ′,f . Posons L+ (resp. L− ) le sous-
espace de L constitué des éléments invariants (resp. anti-invariants) de L par cette
involution.
Corollaire 0.10. Supposons que VV = . L’application f → +f,f (resp. +f,−f )
déﬁnit une bijection entre S1() et L+ (resp. L− ).
0.6. Structure hermitienne
Le produit scalaire de Petersson de deux formes paraboliques (f1, f2) ∈ S1()2 est
donnée par la formule 〈f1, f2〉 = 1
	()
∫ ∫
F()
f1(z)f2(z)
dx dy
y
, où F() désigne un
domaine fondamental pour , et où 	() = [SL(2,Z) : ].
Théorème 0.11. Pour f1 et f2 éléments de S1(), on a la formule
〈f1, f2〉 = i3	()
∑
g∈\SL(2,Z)
∫
R
(
U.f1(x,g)f2(x,g)
− f1(x,g)U.f2(x,g)
)
dx.
Cela munit directement L d’une structure hermitienne. Cette formule est l’analogue
des résultats de Haberland et Kohnen-Zagier pour les formes de poids k2 (voir
[11,15]).
0.7. Extension aux formes non paraboliques
Soient (f1, f2) ∈ M1() × M1(VV ). On déﬁnit la fonction rf1,f2 par rf1,f2
(x,g) = rf1(x,g) − rf2(−x, (VV )VgV ), où, pour f ′ ∈ M1(′), on pose
rf ′(x,
′h) =
∫ i∞


f ′|h() − a0(f ′|h)
x −  d+
∫ 

0
f ′|h() +
a0(f ′|hS)

x −  d
+a0(f ′|h) ln(x − 
) +
a0(f ′|hS )
x
ln
(
−1
x
+ 1


)
sur ] − ∞, 0[ ∪ ]0,+∞[×′\SL(2,Z), où 
 ∈ H. La fonction rf1,f2 ne dépend pas de

 et appartient à L̂. On obtient une généralisation du théorème 0.6:
3 On identiﬁe ici l’espace S1() à S1(VV ) = S1() par l’isomorphisme s1 ◦ s−12 .
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Théorème 0.12. L’application r qui à (f1, f2) associe rf1,f2 est un isomorphisme
d’espaces vectoriels complexes entre M1() ×M1(VV ) et L̂.
0.8. Interprétation cohomologique
On déﬁnit l’espace M comme l’espace vectoriel des fonctions  : P1(R) ×
\ SL (2,Z) → C, continues et vériﬁant les propriétés suivantes:
(1) il existe un ensemble ﬁni F ⊂ Q tel que, pour tout g ∈ \SL(2,Z), la fonction
x → (x,g) soit analytique sur R \ F;
(2) pour tout g ∈ \SL(2,Z), pour tout x ∈ R, (x,−g) = −(x,g);
(3) pour tout g ∈ \SL(2,Z), la fonction x → x(x,g) admet une limite réelle
ag quand x → ∞ dans P1(R).
Pour h = ( a bc d ) ∈ SL(2,Z),  ∈ M, x ∈ R et g ∈ \SL(2,Z), on pose
(h.)(x,g) = (−cx + a)−1(h−1x,gh).
Cela munit M d’une structure de SL(2,Z)-module.
On note H 1par(SL(2,Z),M) le 1er groupe de cohomologie parabolique de SL(2,Z)
dans M, déﬁni comme ker(H 1(SL(2,Z),M) → H 1(〈T 〉,M)), où 〈T 〉
est le sous-groupe de SL(2,Z) engendré par T. On déﬁnit l’application rc :
S1() × S1() −→ H 1par(SL(2,Z),M)
(f1, f2) −→
[
f1,f2
] , où [f1,f2] désigne la classe de cohomologie
du cocycle parabolique f1,f2 déﬁni par
f1,f2()(x,g) =
1
2i
∫ 0
0
f1|g()
d
x −  +
1
2i
∫ 0
0
f2|g()
d
x −  ,
l’intégration se faisant par exemple le long de la géodésique dans H reliant 0 à 0.
On montre le résultat suivant:
Théorème 0.13. L’application rc est un isomorphisme d’espaces vectoriels complexes.
0.9. Le cas des groupes arithmétiques
On suppose  = 1(N). On a une bijection N entre 1(N)\SL(2,Z) et l’ensemble
EN des éléments (u, v) de (Z/NZ)2 d’ordre N, qui à 1(N)
(
a b
c d
)
associe (c, d) mod
N.
On pose alors pour (z, (c, d)) ∈ R × (Z/NZ)2
˜f (x, (c, d)) =
{
f (x,1(N)
−1
N (c, d)) si (c, d) ∈ EN,
0 si (c, d) /∈ EN.
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Si M = ( a bc d ) ∈ M(2,Z) avec detM > 0, on note
M.˜f (x, (u, v)) = (detM)1/2(−cx + a)−1˜f
(
dx − b
−cx + a , (au + cv, bu + dv)
)
.
Soit n un entier 1, et soit M(2,Z)n l’ensemble des matrices de M(2,Z) de détermi-
nant n. On dira qu’un élément
∑
M uMM ∈ C[M(2,Z)n] satisfait la condition (Cn) si
pour tout K ∈ M(2,Z)n/SL(2,Z) on a dans C[P1(Q)] la relation ∑M∈K uM([M∞]−[M0]) = [∞]− [0]. Notons Tn le n-ième opérateur de Hecke sur S1(1(N)). On pose
Tn˜f =˜Tnf .
Théorème 0.14. Soit
∑
M uMM un élément de C[M(2,Z)n] vériﬁant la condition
(Cn). On a la formule Tn˜f (z, (u, v)) =
∑
M uMM.˜f (z, (u, v)).
On sait construire explicitement plusieurs familles d’éléments satisfaisant la condition
(Cn) (voir par exemple [21,4]). Ainsi on obtient par exemple la formule T2f =( 2 0
0 1
)
.f +
( 1 0
0 2
)
.f +
( 2 1
0 1
)
.f +
( 1 0
1 2
)
.f .
Remarque 0.15. Il est naturel de déﬁnir ˜f
(2)
sur R2 × (Z/NZ)2 par la formule
˜f
(2)
(x1, x2, (u, v)) = ˜f
(
x1
x2
, (u, v)
)
, les variables des éléments de L étant vues
comme ayant trait aux places inﬁnie et ﬁnies respectivement de Q.
0.10. Valeurs de fonctions L
Soient f ∈ S1(1(N)), g ∈ 1(N)\SL(2,Z) et s ∈ C. On pose
N(f|g, s) = Ns/2
∫ +∞
0
f|g(it)ts−1 dt.
Pour (u, v) ∈ EN , on note N(f|(u,v), s) = N(f|N−1(u,v), s). On déduit du théo-
rème 0.6 la proposition suivante
Proposition 0.16. Les applications linéaires f −→ N(f|(u,v), n), avec (u, v) ∈ EN et
n entier négatif ou nul, engendrent le dual de S1(1(N)).
Remarque 0.17. La proposition 0.16 peut se montrer, par des arguments
analytiques, sans utiliser le théorème 0.6. La démonstration précédente permet cependant
de reconstruire explicitement, à partir des valeurs de fonctions L, la forme
modulaire f.
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• Les formules (18) et (19) expriment les valeurs (k)f (1,1(N)g), k0, de façon
explicite en fonction des valeurs spéciales N(f|(u,v), n), n0.
• Pour tout x ∈]0, 2[, on a f (x,1(N)g) =
∑
k0
(k)f (1,1(N)g)
k! (x − 1)
k.
• La relation de Lewis étend f sur ]0,+∞[×1(N)\SL(2,Z).
• Enﬁn, la construction de la Section 1.3 permet de déterminer f à partir de f .
1. Périodes de formes modulaires de poids 1
1.1. Préliminaires
1.1.1. Notations
On note j (, z) = cz + d pour  = ( a bc d ), ainsi pour g ∈ GL(2,Q)+ on a f|g(z) =
(det g)−1/2j (g, z)−1f (gz). On suppose que −I /∈ . Soit U une partie de C, et soit 
une fonction déﬁnie sur U×\SL(2,Z). Soit  un élément de SL(2,Z). On notera .
la fonction déﬁnie sur U × \ SL(2,Z) par (.)(z,g) = j (−1, z)−1(−1z,g).
On pose
SL(2,Z)+ = {( a bc d ) ∈ SL(2,Z) ∣∣ a, b, c, d0}
et
SL(2,Z)− = {( a bc d ) ∈ SL(2,Z) ∣∣ a, d0 et b, c ≤ 0} .
On remarque que SL(2,Z)+ préserve [0,+∞[ et C\] − ∞, 0[, et de même SL(2,Z)−
préserve ] − ∞, 0] et C\]0,+∞[. Aussi, pour toute fonction  déﬁnie sur
[0,+∞[×\SL(2,Z) (resp. C\] − ∞, 0[×\SL(2,Z)) et pour tout  ∈ SL(2,Z)−, la
fonction . est déﬁnie sur [0,+∞[×\SL(2,Z) (resp. C\] − ∞, 0[×\SL(2,Z)).
De même, pour tout  ∈ SL(2,Z)+, et pour toute fonction  déﬁnie sur ]−∞, 0]×
\SL(2,Z) (resp. C\]0,+∞[×\SL(2,Z)), la fonction . est déﬁnie sur ]−∞, 0]×
\SL(2,Z) (resp. C\]0,+∞[×\SL(2,Z)).
On note M−1 () (resp. S−1 ()) l’espace des formes modulaires (resp. paraboliques)
sur H− de poids 1 pour . On note V la matrice ( 1 00 −1 ). Les applications s1 :
M−1 () → M1(VV ) et s2 : M−1 () → M1() déﬁnies pour tout z ∈ H par
s1(f−)(z) = f−(−z) et s2(f−)(z) = f−(z) sont des isomorphismes. On note S±1 ()
l’ensemble des formes paraboliques de poids 1 sur H∪H−, cet espace est canonique-
ment isomorphe à S1() × S−1 (): un couple (f, f−) ∈ S1() × S−1 () déﬁnit une
forme parabolique F sur H ∪H−, en posant F = f sur H et F = f− sur H−. Ainsi
on identiﬁera une forme modulaire F ∈ S±1 () aux couples (f, f−) ∈ S1()×S−1 (),
(f, f ′) ∈ S1() × S1(VV ) et (f, f1) ∈ S1() × S1() qui lui correspondent (où
f ′ = s1(f−) et f1 = s2(f−)).
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1.1.2. Chemins dans H et H−
Considérons H∪P1(Q), muni de la topologie hyperbolique. On note  la transformée
de Cayley déﬁnie par (z) = z − i
z + i qui envoie bijectivement H dans D
◦(0, 1) = {z ∈
C
∣∣ |z| < 1} et envoie P1(Q) dans C(0, 1) = {z ∈ C ∣∣ |z| = 1}.
Soient 
 et  deux éléments distincts de P1(Q), soit z ∈ H, et soit  un chemin
de H \ {z} ∪ P1(Q), d’origine 
 et d’extrémité , dont le support de l’intérieur est
dans H (on appellera un tel chemin  un chemin dans H \ {z} reliant 
 à ). On
associe à  et z un entier ε(, z) déﬁni de la façon suivante: soit ,
 le chemin
à support dans C(0, 1) reliant () à (
) dans le sens trigonométrique. Le chemin
() composé de () et ,
 est fermé. On note ε(, z) l’indice de () par rapport
à (z).
Deﬁnition 1.1. On dit qu’un chemin  dans H reliant 
 à  passe à gauche (resp. à
droite) de z si ε(, z) = 0 (resp. ε(, z) = 1).
Remarques 1.2. l’homographie  → h, pour h ∈ SL(2,Z), transforme un chemin
reliant 
 à  passant à gauche (resp. à droite) de z en un chemin reliant h
 à h
passant à gauche (resp. à droite) de hz.
On déﬁnit de la même façon un chemin dans H− reliant deux éléments distincts 
′ et
′ de P1(Q) passant à gauche (resp. à droite) d’un point z′ ∈ H−: soit − l’application
déﬁnie par −(z) = z + i
z − i , et soit 
′ un chemin dans H− reliant 
′ à ′. Soit ′′,
′ le
chemin à support dans C(0, 1) reliant −(′) à −(
′) dans le sens trigonométrique.
On note ε(′, z′) l’indice du chemin fermé composé de −(′) et de ′′,
′ . On dit qu’un
chemin ′ dans H− reliant 
′ à ′ passe à gauche (resp. à droite) de z′ si ε(′, z′) = 0
(resp. ε(′, z′) = 1).
Si z ∈ H− ∪ R, un chemin dans H reliant 
 à  passant à gauche ou à droite de z
désignera simplement un chemin dans H reliant 
 à , et de même si z ∈ H ∪ R, un
chemin dans H− reliant 
′ à ′ passant à gauche ou à droite de z désignera simplement
un chemin dans H− reliant 
′ à ′.
On choisit g+(
, ; z) (resp. d+(
, ; z)) un chemin dans H reliant 
 à  et passant
à gauche (resp. à droite) de z, et de même on choisit g−(
′, ′; z) (resp. d−(
′, ′; z))
un chemin dans H− reliant 
′ à ′ et passant à gauche (resp. à droite) de z.
1.2. Déﬁnition des périodes
Soit F ∈ S±1 (). On déﬁnit la fonction +F sur C\] − ∞, 0[×\SL(2,Z) par
+F (z,g) =
1
2i
∫
g+(0,i∞;z)
F|g()
z −  d+
1
2i
∫
g−(−i∞,0;z)
F|g()
z −  d.
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La forme modulaire F étant parabolique, la fonction F|g est exponentiellement dé-
croissante au voisinage de 0, donc la fonction +F est déﬁnie en 0. Pour g ∈ SL(2,Z),
la fonction z → +F (z,g) est holomorphe sur C\] − ∞, 0].
On déﬁnit de manière analogue −F sur C\]0,+∞[×\SL(2,Z) par
−F (z,g) =
1
2i
∫
d+(0,i∞;z)
F|g()
z −  d+
1
2i
∫
d−(−i∞,0;z)
F|g()
z −  d.
Pour g ∈ SL(2,Z), la fonction z → −F (z,g) est bien déﬁnie sur C\]0,+∞[, et est
holomorphe sur C \ [0,+∞[.
Remarque 1.3. Une application directe du théorème des résidus montre que pour tout
z ∈ C \ R, on a +F (z,g) − −F (z,g) = F|g(z). Cette remarque est fondamentale
dans la suite de la démonstration.
On a la relation F|g(z) = f ′|VgV (−z) pour tout z ∈ H−, où on identiﬁe F à (f, f ′) ∈
S1() × S1(VV ). On notera dans ce cas +f,f ′ = +F et −f,f ′ = −F .
Par linéarité, on a +
f,f ′ = +f,0 ++0,f ′ et −f,f ′ = −f,0 +−0,f ′ .
Les quatre ensembles suivants forment une partition de M(2,Z)+ = {g ∈ M(2,Z),
det g > 0}:
K1 =
{(
a b
c d
) ∈ M(2,Z)+ ∣∣ cd > 0} K2 = {( a bc d ) ∈ M(2,Z)+ ∣∣ cd < 0} ,
K3 =
{(
a b
c d
) ∈ M(2,Z)+ ∣∣ c = 0} K4 = {( a bc d ) ∈ M(2,Z)+ ∣∣ d = 0} .
Proposition 1.4. Soit
∑
M uMM un élément de Z[SL(2,Z)] vériﬁant dans Z[P1(Q)]
la relation
∑
M uM([M∞] − [M0]) = 0. Alors les fonctions +F et −F satisfont les
équations suivantes:∑
M∈K1∪K4
uM(M.
−
F ) +
∑
M∈K2∪K3
uM(M.
+
F ) = 0 (3)
et ∑
M∈K1∪K3
uM(M.
−
F ) +
∑
M∈K2∪K4
uM(M.
+
F ) = 0, (4)
où, dans chacune des égalités, on se place sur un domaine de déﬁnition approprié
(l’intersection des domaines de déﬁnition des fonctions M.+F et M.−F considérées).
Démonstration. On va prouver que +f,0 et 
−
f,0 vériﬁent les équations fonctionnelles
demandées. On montre de façon identique que +0,f ′ et 
−
0,f ′ les vériﬁent également,
et par linéarité cela montre la proposition.
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Soit h = ( a bc d ) une matrice de SL(2,Z). On a:
h.+f,0(z,g) =
1
2i
(−cz + a)−1
∫
g+(0,i∞; dz−b−cz+a )
f∣∣∣g( a b
c d
) () d
dz−b
−cz+a − 
= 1
2i
∫
g+(0,i∞; dz−b−cz+a )
f|g
(
a+ b
c+ d
)
(c+ d)−1 d
dz − b + cz − a
= 1
2i
∫
g+(0,i∞; dz−b−cz+a )
1
z − a+b
c+d
f|g
(
a+ b
c+ d
)
d
(c+ d)2 ·
On effectue le changement de variable u = h dans cette intégrale, et on obtient
h.+f,0(z,g) =
1
2i
∫
h.g+(0,i∞; dz−b−cz+a ) f|g(u)
du
z − u ·
D’après les remarques de le paragraphe 1.1.2, on a, pour tout h ∈ SL(2,Z),
h.g+(
, ; z) = g+(h
, h;hz) et h.d+(
, ; z) = d+(h
, h;hz) (cette égalité est
en fait vériﬁée pour toute matrice de M(2,Z)+). On en déduit que h.+f,0(z,g) =
1
2i
∫
g+(h0,h∞;z)
f|g(u)
du
z − uet de même h.
−
f,0(z,g) =
1
2i
∫
d+(h0,h∞;z)
f|g(u)
du
z − u ·
Pour h ∈ K1 (resp. K2), on a h∞ > h0 (resp. h0 > h∞) donc z appartient à la
partie compacte de C dont les bords sont le segment [h0, h∞] (resp. [h∞, h0]) et le
chemin g+(h0, h∞; z) (resp. d+(h0, h∞; z)).
L’intégrale
∑
M∈K1∪K4
uM
∫
d+(M0,M∞;z)
f|g()
z −  d+
∑
M∈K2∪K3
uM
∫
g+(M0,M∞;z)
f|g()
z −  d
est ainsi une intégration sur un cycle fermé, car
∑
M uM([M∞]−[M0]) = 0. L’intérieur
ne contient aucun pôle de la fonction
f|g()
z −  (en l’occurence ne contient pas le point
z), ce qui montre d’après le théorème des résidus que cette intégrale est nulle. Il en
va de même pour l’intégrale
∑
M∈K1∪K3
uM
∫
d+(M0,M∞;z)
f|g()
z −  d+
∑
M∈K2∪K4
uM
∫
g+(M0,M∞;z)
f|g()
z −  d.
Cela démontre la proposition. 
Les éléments I + S, I − T − T ′ et I − T −1 − T ′−1 vériﬁent les hypothèses de la
Proposition 1.4 (la relation I − T −1 − T ′−1 a été mise en évidence par Lewis (voir
[17]) dans sa déﬁnition des périodes de formes de Maass). On en déduit
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Corollaire 1.5. Les fonctions +F et −F vériﬁent les équations suivantes:
+F + S.−F = 0, (5)
−F + S.+F = 0, (6)
+F − T −1.+F − T ′−1.+F = 0 et (7)
−F − T .−F − T ′.−F = 0. (8)
Remarque 1.6. D’après la Proposition A.3, le corollaire 1.5 est équivalent à la Propo-
sition 1.4.
On remarque que les équations (5) et (7) (resp. (6) et (8)) sont valables sur
C\] − ∞, 0[×\SL(2,Z) (resp. C\]0,+∞[×\SL(2,Z)).
On note +F : [0,+∞[×\SL(2,Z) → C la fonction déﬁnie par la formule:
+F (x,g) =
1
2
∫ +∞
0
F|g(it)
x − it dt +
1
2
∫ 0
−∞
F|g(it)
x − it dt,
et de même on note −F :] − ∞, 0] × \SL(2,Z) → C la fonction déﬁnie par:
−F (x,g) =
1
2
∫ +∞
0
F|g(it)
x − it dt +
1
2
∫ 0
−∞
F|g(it)
x − it dt.
La fonction +F (resp. −F ) est la restriction à [0,+∞[×\SL(2,Z) (resp. à ]−∞, 0]×
\SL(2,Z)) de la fonction +F (resp. de la fonction −F ).
Proposition 1.7. Soit F ∈ S±1 (). La fonction +F est un élément de L.
Démonstration. L’équation (7) montre que sur [0,+∞[×\SL(2,Z), on a +F =
T −1.+F + T ′−1.+F . Identiﬁons F à (f, f ′) ∈ S1() × S1(VV ). On a, pour tout
t ∈ [0,+∞[ et x > 0
∣∣∣∣f|g(it)x − it
∣∣∣∣  ∣∣∣∣f|g(it)it
∣∣∣∣ , et ∫ +∞
0
∣∣∣∣f|g(it)it
∣∣∣∣ dt converge car f étant
parabolique il existe a > 0 tel que
|f|g(it)| = O(e−at )(t → +∞) et |f|g(it)| = O(e−a/t )(t → 0).
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Par le théorème de convergence dominée, on a limx→+∞ +f,0(x,g) = 0 pour tout
g ∈ \SL(2,Z). On démontre la même chose pour +0,f ′ , et ﬁnalement on a limx→+∞
+
f,f ′(x,g) = 0. Enﬁn, la fonction x → +F (x,g) est analytique sur ]0,+∞[,
comme restriction d’une fonction holomorphe sur C\] − ∞, 0]. 
Dans la suite, on déﬁnira la période de F ∈ S±1 () comme étant la fonction F
déﬁnie, d’après l’équation (6), sur R × \SL(2,Z) par
F (x,g) =
1
2
∫ +∞
−∞
F|g(it)
x − it dt =
⎧⎨⎩
+
F (x,g) si x0,
−F (x,g) =
1
x
+F
(
−1
x
, gS
)
sinon. (9)
Pour tout g ∈ \SL(2,Z), la fonction x → F (x,g) est de classe C∞ sur R:
il sufﬁt de le vériﬁer en 0, la décroissance parabolique de F aux pointes montre par
récurrence que pour tout n0 la fonction x → F (x,g) est de classe Cn en 0
puisqu’elle est déﬁnie par l’équation (9) dans un voisinage réel de 0. La fonction F
est analytique sur ] − ∞, 0[ ∪ ]0,+∞[. Ainsi, F appartient à LR .
Remarque 1.8. Si f ′ = 0, la fonction f,0 se prolonge analytiquement le long de tout
chemin d’origine dans ]0,+∞[ de la forme t → (t)ei(t), avec (t) réel strictement
positif et (t) ∈]0, 3[.
1.3. Isomorphisme de périodes
On va démontrer le théorème suivant, équivalent au théorème 0.6:
Théorème 0.6′. L’application F → +F est un isomorphisme d’espaces vectoriels com-
plexes entre S±1 et L.
1.3.1. Prolongement analytique des fonctions de L
On s’inspire du procédé de “bootstrapping” introduit par Lewis et Zagier dans [18],
pour démontrer que toute fonction + ∈ L se prolonge de façon analytique sur
C\] − ∞, 0[×\SL(2,Z).
Proposition 1.9. La fonction + se prolonge holomorphiquement en une fonction +
déﬁnie sur C\] − ∞, 0[×\SL(2,Z), et y vériﬁe les équations
+ − T −1.+ − T ′−1.+ = 0 et (−I ).+ = +. (10)
Démonstration. Appliquons l’équation fonctionnelle à +. On a, pour X ∈ [0,+∞[,
+(X,g) = +(X + 1,gT −1) + 1
X + 1 
+
(
1 − 1
X + 1 ,gT
′−1
)
. En particulier,
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on a:
+(X,g) − +(X + N + 1,gT −N−1)
=
N∑
n=0
(
+(X + n,gT −n) − +(X + n + 1,gT −n−1)
)
=
N∑
n=0
1
X + n + 1 
+
(
1 − 1
X + n + 1 ,gT
−nT ′−1
)
=
N+1∑
n=1
1
X + n 
+
(
1 − 1
X + n,gT
1−nT ′−1
)
. (11)
La condition aux limites montre que limN→+∞ +(X + N + 1,gT −N−1) = 0 donc
la série déﬁnissant le membre de droite de l’équation (11) est convergente et pour tout
X ∈ [0,+∞[ on a:
+(X,g) =
∞∑
n=1
1
X + n 
+
(
1 − 1
X + n, gT
1−nT ′−1
)
. (12)
A g ﬁxé, la fonction +(·,g) est analytique sur ]0,+∞[, elle est donc pro-
longeable de façon holomorphe au voisinage de tout point de ]0,+∞[ et en parti-
culier dans un petit disque {|z − 1| < g}. Soit  le plus petit des g , pour g ∈
\SL(2,Z). La formule (12) prolonge +(. ,g) comme fonction holomorphe sur
{z ∈ C, ∣∣(z)0 et |z| > 1/}.
On applique ensuite l’équation fonctionnelle de + au point 1
X
, on multiplie par 1
X
et on obtient de la même façon l’équation
1
X
+
(
1
X
,g
)
=
+∞∑
n=0
1
X + n 
+
(
1 + 1
X + n, gT
′−nT −1
)
(13)
(on a limN→+∞ 1
X + N 
+
(
1
X + N , gT
′−N
)
= 0 pour tout g ∈ \SL(2,Z), car
x → +(x,g) est bornée sur le segment [0, x0] pour tout x0 > 0).
En appliquant le même raisonnement, on déﬁnit à partir de la formule (13) un
prolongement de la fonction +(. ,g) sur l’ouvert {z ∣∣(z) > 0 et |z| < }.
L’intervalle [, 1/] étant compact, la fonction +(. ,g) se prolonge holomorphique-
ment sur l’ouvert W = {z
∣∣ | arg(z)| < } pour un certain  > 0 en une fonction, encore
notée +. Cette fonction satisfait d’après le principe du prolongement analytique les
équations fonctionnelles (10).
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On s’inspire de la technique de “bootstrapping” de Lewis et Zagier, et on utilise
l’équation fonctionnelle pour prolonger la fonction x → +(x,g) sur C\] − ∞, 0[.
Le sous-monoïde SL(2,Z)+ de SL(2,Z) est engendré librement par les deux matrices
T et T ′. Pour tout n0, on note Qn le sous-ensemble de SL(2,Z)+ des matrices qui
s’écrivent comme un mot de n lettres exactement en T et T ′.
Lemme 1.10 (Lewis–Zagier). Soit z ∈ C\]−∞, 0]. Il n’existe qu’un nombre ﬁni d’élé-
ments  de SL(2,Z)+ pour lesquels z n’appartient pas à W.
La démonstration de ce lemme se trouve dans [18, p. 240].
Soit z ∈ C\] − ∞, 0]. On choisit n un entier sufﬁsamment grand tel que z ∈ W
pour tout  ∈ Qn, et on déﬁnit +n (z,g) =
∑
∈Qn(
−1.+)(z,g).
La fonction z → +n (z,g) est déﬁnie sur l’ensemble des z ∈ C tels que z ∈ W
pour tout  ∈ Qn. Comme TW ⊂ W et T ′W ⊂ W, on voit que l’ensemble Dn+1
de déﬁnition de +n+1 contient Dn, et donc que pour tout mn, Dn ⊂ Dm.
Lemme 1.11. La fonction +n est indépendante de n (c’est-à-dire que si mn, on a
+n (z,g) = +m(z,g) pour tout z ∈ Dn). Elle vériﬁe les équations fonctionnelles
(10) et coïncide avec + sur W.
Démonstration. On a Qn+1 = QnT ⊔QnT ′ = TQn⊔ T ′Qn, d’où:
+n+1 =
∑
∈Qn
(T −1−1).+ +
∑
∈Qn
(T ′−1−1).+
=
∑
∈Qn
T −1.(−1.+) +
∑
∈Qn
T ′−1.(−1.+) =
(
T −1 + T ′−1
)
.+n
et, comme pour tout  ∈ Qn, z ∈ W, on a
+n+1(z,g) =
∑
∈Qn
(−1T −1).+(z,g) +
∑
∈Qn
(−1T ′−1).+(z,g)
=
∑
∈Qn
j (, z)−1
[
(T −1.+) + (T ′−1.+)
]
(z,g−1)
=
∑
∈Qn
j (, z)−1+(z,g−1) = +n (z,g).
On a de même (−I ).+n (z,g) =
∑
∈Qn 
−1.((−I ).+)(z,g) = +n (z,g). Enﬁn,
W appartient au domaine de déﬁnition de +n , pour tout n0, et +0 = +. 
Ainsi, on déﬁnit la fonction + sur C\] − ∞, 0[ par +(z,g) = +n (z,g) où n
est pris sufﬁsamment grand pour que z appartienne au domaine de déﬁnition de +n .
La fonction x → +(x,g) est bien une fonction holomorphe sur C\] − ∞, 0] pour
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tout g ∈ \SL(2,Z) d’après cette caractérisation. Le lemme 1.11 montre ainsi la
Proposition 1.9. 
1.3.2. Déﬁnition des formes modulaires associées à +.
On reprend les notations de la section précédente, et on considère la fonction +
déﬁnie à partir de + ∈ L. Déﬁnissons, sur C\]0,+∞[×\SL(2,Z), la fonction −
par −(z,g) = −S.+(z,g) = 1
z
+
(
−1
z
,gS
)
.
Lemme 1.12. La fonction − vériﬁe l’équation − = T ′.− + T .−.
Démonstration. D’après la proposition 1.9, on a (I − T −1 − T ′−1).+ = 0. Par
déﬁnition, − = −S.+, donc
(I − T − T ′).− = −S.(I − T −1 − T ′−1)+ = 0
car on a dans SL(2,Z) les égalités T S = ST ′−1 et T ′S = ST −1. 
Posons h(z,g) = +(z,g)−−(z,g) = +(z,g)+ S.+(z,g), et F(z) =
h(z,).
Lemme 1.13. La fonction h est invariante par l’action de SL(2,Z).
Démonstration. Comme SL(2,Z) est engendré par S et T ′, il sufﬁt de démontrer que
T ′.h = S.h = h. On a S.h = S.(+ + S.+) = (S.+ + S2.+) = h car S2 = −I .
D’après l’équation fonctionnelle (10), on a T ′.(+ −T −1.+ −T ′−1.+) = 0 donc,
d’après l’égalité T ′T −1 = T S, on a
T ′.+ − (T S).+ −+ = 0. (14)
De plus, d’après le Lemme 1.12, on a
S.+ − T ′.(S.+) − T .(S.+) = 0. (15)
En soustrayant les deux équations (14) et (15), on en déduit
+ + S.+ = T ′.+ + T ′.(S.+)
et ﬁnalement T ′.h = h ce qui démontre le lemme. 
Soit g ∈ SL(2,Z). L’invariance de h par l’action de SL(2,Z) montre que:
h(z,g) = (g−1.h)(z,g) = j (g, z)−1h(gz,) = j (g, z)−1F(gz) = F|g(z).
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En particulier, pour  ∈ , on a F|(z) = h(z,) = h(z,) = F(z), ce qui montre
que F est modulaire de poids 1 pour .
La fonction F est holomorphe sur H et sur H−. Ainsi, la restriction f (resp. f−)
de F à H (resp. à H−) est un élément de M1() (resp. de M−1 ()). On identiﬁe ce
couple (f, f−) au couple (f, f ′) ∈ M1() ×M1(VV ).
Lemme 1.14. Les formes modulaires f et f ′ sont paraboliques.
Démonstration. On va démontrer que f est parabolique. Pour cela, on va utiliser
l’égalité F|g(it) = +(it,g) + i
t
+
(
i
t
,gS
)
.
Montrons que lim|t |→+∞ F|g(it) = 0. D’après l’équation (12) (vraie d’après le
théorème du prolongement analytique pour tout z ∈ C\] − ∞, 0[), on a, pour tout
t > 0, +(it,g) =
∞∑
n=1
1
it + n
+
(
1 − 1
it + n,gT
1−nT ′−1
)
. A t ﬁxé, la série
déﬁnie par le terme de droite est donc simplement convergente, mais elle n’est pas a
priori absolument convergente. Posons n = T 1−nT ′−1. Comme +(.,g) est holo-
morphe au voisinage de 1, on en déduit que, à t ﬁxé, limn→+∞ (n+ it)
[
+(1,g)−
+
(
1− 1
n + it ,g
)]
= (+)′(1,g). La série de terme général 1
n + it
[
+
(
1− 1
n + it ,
gn) −+(1,gn
)]
est donc absolument convergente, car son terme général est
majoré en module à partir d’un certain rang par A|n + it |2 où A est une constante ﬁxée
(par exemple A = max{|(+)′(1,g)| + 1 ∣∣ g ∈ \SL(2,Z)}). Elle est aussi unifor-
mément convergente par rapport à t sur les intervalles [M,+∞[ et ] − ∞,−M], pour
M0, donc lim|t |→+∞
∞∑
n=1
1
n + it
[
+
(
1− 1
n + it ,gn
)
−+(1,gn)
]
= 0.
La série de terme général
1
n + it
+(1,gn) est donc convergente comme dif-
férence d’une série convergente et d’une série absolument convergente. Posons un =
+(1,gn). La suite un est périodique (car un+lg = un, où lg désigne la largeur
de la pointe g∞), soit l sa période. Posons Un =
n∑
k=1
uk . On a
n∑
k=1
uk
k + it =
n−1∑
k=1
Uk
(k + it)(k + 1 + it) +
Un
n + it · La série
∑ uk
k + it est convergente et la suite un
est périodique de période l, donc Ul = 0 (car sinon on aurait Un ∼n→+∞ (n/l)Ul). La
suite Un est ainsi bornée, donc limn→+∞
Un
n + it = 0, et
+∞∑
n=1
un
n + it =
+∞∑
n=1
Un
(n + it)(n + 1 + it) · Or pour |t | > M on a: |(n+ it)(n+ 1 + it)| |(n+ iM)(n+
1 + iM)|, la série de droite est donc uniformément convergente en t sur [M,+∞[ et
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sur ] − ∞,−M], ce qui montre que lim|t |→+∞
∞∑
n=1
un
n + it = 0, et ﬁnalement que
lim|t |→+∞ +(it,g) = 0. On démontre de même, grâce à l’équation (13), que
lim|t |→+∞
i
t
+
(
i
t
,g
)
= 0, ce qui montre que f est une forme parabolique. Un
raisonnement analogue montre que f− est également parabolique. Ainsi (f, f−) ∈
S1() × S−1 (), donc F ∈ S±1 (). 
1.3.3. Conclusion
On vient de montrer la relation (+ − −)(z,g) = (+F − −F )(z,g) = F|g(z)
pour z ∈ C \ R. Par passage à la limite de chaque côté de l’égalité, on voit que cette
égalité est vraie pour z = 0. On a donc + −+F = − −−F . Le membre de gauche
de cette équation est déﬁni sur C\] − ∞, 0[, et le membre de droite sur C\]0,+∞[.
Ces termes coïncident sur C\]0,+∞[∩C\] − ∞, 0[= C \ R ∪ {0}. Posons
h(z,g) =
{
(+ −+F )(z,g) si z ∈ C\] − ∞, 0[
(− −−F )(z,g) si z ∈ C\]0,+∞[.
La fonction z −→ h(z,g) est holomorphe sur C∗. On va montrer qu’elle se prolonge
en une fonction holomorphe sur C.
Lemme 1.15. Soit g ∈ \SL(2,Z). La fonction z → +(z,g) (resp. z →
−(z,g)) est bornée sur Z+ε =
{
z
∣∣(z)0 et |z|ε} (resp. sur Z−ε = {z ∣∣(z)0
et |z|ε}), pour un certain ε > 0.
Démonstration. Soit M > 0. Posons WM = {z
∣∣(z)0 et |z| > M}. D’après l’équa-
tion (13) (vraie par prolongement analytique sur C\] − ∞, 0]), on a +
(
1
z
,g
)
=
∞∑
n=0
z
z + n
+
(
1 + 1
z + n,gn
)
où gn = gT ′−nT −1. La suite gn est périodique (car
gn+lgS = gn), soit l′ sa période. Comme la fonction z → +(z,g) est holomorphe
au voisinage de 1, on sait qu’on a pour tout z ∈ WM la majoration:∣∣∣∣ zz + n
[
+
(
1 + 1
z + n, g
)
−+(1,g) − 1
z + n (
+)′(1,g)
]∣∣∣∣  A|z||z + n|3
où A est une constante indépendante de z, de n et de g. La série de terme général
|z|
|z + n|3 étant normalement convergente sur WM , on en déduit que
∞∑
n=0
z
z + n[
+
(
1 + 1
z + n,gn
)
−+(1,gn)− 1
z + n (
+)′(1,gn)
]
tend vers 0 quand |z| →
∞. Soit R(z) =
∞∑
n=0
z
z + n
[
+(1,gn) + 1
z + n(
+)′(1,gn)
]
(qui est une série con-
vergente sur WM comme différence de séries convergentes). Posons vn = +(1,gn)
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et wn = (+)′(1,gn). Ces deux suites sont périodiques de période l′, et on mon-
tre, comme dans la démonstration du lemme 1.14, l’égalité
∑l′
k=1 vk = 0. La suite
Vn = ∑nk=1 vk est donc bornée. On a R(z) = ∞∑
n=0
z
z + n
(
Vn
z + n + 1 +
wn
z + n
)
, et les
suites Vn et wn sont bornées, donc
∣∣∣∣ Vnz + n + 1 + wnz + n
∣∣∣∣  B|z + n| , où B est une con-
stante indépendante de n et de z ∈ WM . La fonction S(z) =
∞∑
n=0
|z|
|z + n|2 est bornée sur
WM , car S(z) =
∞∑
k=0
(k+1)|z|−1∑
n=k|z|
|z|
|z + n|2 , et pour z ∈ WM et n ∈ [k|z|, (k + 1)|z|[ on a
|z+n|2 |z|2+n2(k2+1)|z|2, donc |S(z)|
∞∑
k=0
2
k2 + 1 . Ainsi, sur WM , R est bornée,
donc la fonction z → +
(
1
z
,g
)
est bornée. On procède de même pour montrer
que la fonction −(·,g) est bornée sur un ensemble Z−ε , en partant de
l’équation (12). 
D’après ce lemme, la fonction z → h(z,g) est bornée dans un voisinage épointé
de 0 (puisque la fonction z → (+ − +F )(z,g) est bornée sur un Z+ε et z →
(− −−F )(z,g) est bornée sur un Z−ε , donc h(·,g) est bornée sur Z+ε ∪Z−ε ). On
en déduit que h se prolonge en une fonction entière. De plus, h vériﬁe les équations
(linéaires) satisfaites par +,−,+F et −F , et donc en particulier h+h|S = 0, c’est-
à-dire h(z,g) = 1
z
h
(
−1
z
,gS
)
. Cela montre que la fonction z → h(z,g) est
bornée sur C.
La fonction z → h(z,g) est donc entière et bornée, on en déduit par le théorème
de Liouville qu’elle est constante. Comme limx→+∞ h(x,g) = 0, h(. ,g) est la
fonction nulle pour tout g ∈ SL(2,Z), et donc + = +F sur C\]−∞, 0[×\SL(2,Z),
et − = −F sur C\]0,+∞[×\SL(2,Z), ce qui démontre le théorème 0.6.
1.3.4. Isomorphisme entre S1() et L+ si  = VV .
On suppose dans cette section que VV =  (V désigne la matrice ( 1 00 −1 )).
Lemme 1.16. L’application  : h −→ ( 0 11 0 ) .h, où la fonction ( 0 11 0 ) .h est déﬁnie par( 0 1
1 0
)
.h(x,g) = 1
x
h
(
1
x
,VgV S
)
est une involution de L.
Remarque 1.17. L’isomorphisme du théorème 0.6 montre qu’il existe (f, f ′) ∈ S1()2
avec h = +
f,f ′ (puisque VV = ). La fonction f,f ′ ∈ LR correspondante vériﬁe
l’équation (I + S).f,f ′ = 0. Ainsi, limx→0+
1
x
h
(
1
x
,g
)
= h(0,gS) donc la fonc-
tion
( 0 1
1 0
)
.h est bien déﬁnie en 0.
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Démonstration (Lemme 1.16). Comme V 2 = (V S)2 = I ,  est d’ordre 2, il sufﬁt de
vériﬁer que
( 0 1
1 0
)
.h est un élément de L. L’application x → 1x préserve ]0,+∞[.
D’après l’équation fonctionnelle de h appliquée en 1
x
, on a:
1
x
h
(
1
x
,VgV S
)
= 1
x
h
(
1 + 1
x
,VgV ST −1
)
+ 1
x + 1h
(
1
x + 1 ,VgV ST
′−1
)
= 1
x + 1 (h)
(
x
x + 1 ,gT
′−1
)
+ (h)(x + 1,gT −1)
= T ′−1.(h)(x,g) + T −1.(h)(x,g)
car T −1V S = V ST ′−1 et T ′−1V S = V ST −1. On a (−I ).(h) = (h). Enﬁn, la fonction
x → h(x,g) est continue à droite en 0, donc est bornée sur un voisinage de 0 dans
]0,+∞[. On a ainsi limx→+∞ 1
x
h
(
1
x
,VgV S
)
= 0 pour tout g ∈ \SL(2,Z),
donc (h) vériﬁe bien la condition aux limites de L. 
Comme  = VV , le théorème 0.6 déﬁnit un isomorphisme entre S21 () et L. No-
tons, pour (f, f ′) ∈ S21 (), +f,f ′ (resp. +f,f ′ ) l’élément de L (resp. de LC\]−∞,0[ ) as-
socié. On pose −
f,f ′ = −S.+f,f ′ . Comme x → 1x préserve C\] − ∞, 0] et
C \ [0,+∞[, on peut appliquer l’application  à +
f,f ′ et 
−
f,f ′ .
Lemme 1.18. On a la relation (+
f,f ′) = +f ′,f . De façon équivalente, on a +f,f ′ =
+f,0 + (+f ′,0).
Démonstration. Soit (f, f ′) ∈ S1()2. Pour tout z ∈ C\] − ∞, 0], on obtient (en
posant u = − dans la deuxième intégrale):
+
f,f ′(z,g) =
1
2i
∫
g+(0,i∞;z)
f|g()
z −  d
− 1
2i
∫
d−(0,i∞;−z)
f ′|VgV (u)
−z − u du
car si un chemin 1 passe dans H− à gauche de z, le chemin −1 passe dans H
à droite de −z. Ainsi, pour tous (f, f ′) ∈ S1()2, +f,f ′(z,g) = +f,0(z,g) −
−
f ′,0(−z,VgV ). Comme −f ′,0 = −S.+f ′,0, on en déduit que
+
f,f ′(z,g) = +f,0(z,g) +
1
z
+
f ′,0
(
1
z
, VgV S
)
= [+f,0 + (+f ′,0)](z,g).
Cela montre la formule 
(
+
f,f ′
)
= 
(
+f,0
)
++
f ′,0 = +f ′,f . 
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On déﬁnit alors le sous-espace L+ (resp. L− ) de L constitué des éléments invariants
(resp. anti-invariants) de L par : L± =
{
 ∈ L
∣∣ () = ±}. Le lemme 1.18 montre
que pour f ∈ S1() on a (+f,f ) = +f,f et (+f,−f ) = −+f,−f . L’application r+ :
f → +f,f (resp. r− : f → +f,−f ) envoie ainsi S1() dans L+ (resp. L− ), et est
injective d’après le théorème 0.6. Si f et f ′ sont des éléments de S1() vériﬁant
(+
f,f ′) = +f,f ′ (resp. (+f,f ′) = −+f,f ′ ), on a d’après le lemme 1.18 et par C-
linéarité
+
f,f ′ − (+f,f ′) = +f,f ′ − +f ′,f = +f−f ′,f ′−f = 0 (resp. +f,f ′ + (+f,f ′) = 0).
D’après l’isomorphisme du théorème 0.6, on en déduit que f −f ′ = 0 (resp. f +f ′ =
0), et donc f,f ′ = r+(f ) (resp. f,f ′ = r−(f )). Les applications r+ et r− sont ainsi
surjectives, donc bijectives, ce qui prouve le
Corollaire 0.10. Soit  un sous-groupe de congruence vériﬁant VV = . On a
une correspondance linéaire bijective entre l’espace S1() et l’espace L+ (resp. L− ),
donnée par l’application r+ (resp. r−) déﬁnie par r+(f ) = +f,f (resp. r−(f ) =
+f,−f ). L’application r+ (resp. r−) est la composée de l’isomorphisme du théorème
0.6 et du plongement diagonal (resp. anti-diagonal) de S1() dans S1()2 ∼ S±1 ().
2. Transport des structures modulaires sur L
2.1. Produit scalaire de Petersson
Le produit scalaire de Petersson de deux éléments f1 et f2 de S1() est déﬁni par
la formule 〈f1, f2〉 = 1
	()
∫ ∫
F()
f1(z)f2(z)
dx dy
y
, où F() désigne un domaine
fondamental pour , où 	() désigne le cardinal de  \ SL(2,Z). Cette intégrale est
indépendante du choix du domaine fondamental, et du groupe  pour lequel f1 et f2
sont modulaires. L’espace vectoriel S1() muni de ce produit hermitien est un espace
de Hilbert. On note R() un système de représentants de \SL(2,Z).
Théorème 0.11. Pour f1 et f2 éléments de S1(), on a la formule
〈f1, f2〉 = i3	()
∑
g∈R()
∫
R
(
U.f1f2 − f1U.f2
)
(x,g) dx
= − i
3	()
∑
g∈R()
∫
R
(
f1
(
x − 1
x
, g
( 0 −1
1 −1
))
f2(x,g)
−f1(x,g)f2
(
x − 1
x
, g
( 0 −1
1 −1
))) dx
x
.
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Démonstration. Soit D0 un domaine fondamental pour SL(2,Z).
Lemme 2.1. On a la formule:
〈f1, f2〉 = − 1
	()
∑
g∈R()
∫ ∫
D0
f1|g (u)f2|g (u)
du du
u − u ·
Démonstration. On a 〈f1, f2〉 = − 1
	()
∫ ∫
F()
f1(z)f2(z)
dz dz
z − z .
On peut choisir
⋃
g∈R() gD0 comme domaine fondamental pour , d’où
〈f1, f2〉 = − 1
	()
∑
g∈R()
∫ ∫
D0
f1(gu)f2(gu)
gu − gu
du
j (g, u)2
du
j (g, u)2
= − 1
	()
∑
g∈R()
∫ ∫
D0
j (g, u)−1f1(gu)j (g, u)−1f2(gu)
u − u du du
= − 1
	()
∑
g∈R()
∫ ∫
D0
f1|g (u)f2|g (u)
u − u du du. 
Lemme 2.2. On a la formule
〈f1, f2〉 = 14i	()
∑
g∈R()
∫
R
∫ i∞
0
f1|g (u)
x − u du
∫
B
f2|g (v)
x − v dv dx,
où B désigne l’arc de cercle centré en 0 reliant  = e2i/3 à −.
Démonstration. Posons F1(z,g) =
∫ i∞
z
f1|g (u)
u − z du, pour z ∈ H ∪ P1(Q) et g ∈
R(). On a F1
z
(z,g)=−f1|g (z)
z − z , ce qui montre la formule 〈f1,f2〉=
1
	()
∑
g∈R()∫ ∫
D0
d
[
F1(z,g)f2|g (z) dz
]
. D’après la formule de Stokes, on a 〈f1, f2〉= 1
	()∑
g∈R()
∫
D0
F1(z,g)f2|g (z) dz où D0 désigne le bord de D0.
Prenons pour D0 le domaine fondamental standard pour SL(2,Z), soit D0 = {z ∈
H ∣∣ − 12(z) < 12 et |z| > 1} ∪ {z ∈ H ∣∣ |z| = 1 et − 12(z)0}. On a alors
D0 = A + B − TA, où A désigne le chemin reliant i∞ à . Or on a (en effectuant
z → z + 1) ∫
TA
F1(z,g)f2|g (z) dz =
∫
A
F1(z + 1,g)f2|g (z + 1) dz. De plus, on a
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F1(z+1,g) =
∫ i∞
z+1
f1|g (u)
u − 1 − z du =
∫ i∞
z
f1|gT (v)
v − z dv = F1(z,gT ) et f2|g (z + 1) =
f2|gT (z), on en déduit ainsi que
∑
g∈R()
∫
A−TA
F1(z,g)f2|g (z) dz = 0.
Cela montre que 〈f1, f2〉 = 1
	()
∑
g∈R()
∫
B
F1(z,g)f2|g (z) dz. La matrice S (d’ordre
4 dans SL(2,Z)) envoie l’arc de cercle B sur lui-même en renversant l’orientation, donc
on obtient
2	()〈f1, f2〉 =
∑
g∈R()
∫
B−SB
F1(z,g)f2|g (z) dz
=
∑
g∈R()
∫
B
[
F1(z,g)f2|g (z) − F1(Sz,gS3)
f2|gS3 (Sz)
z2
]
dz.
Par déﬁnition, on a f2|gS3 (Su) = uf2|g (u), donc
〈f1, f2〉 = 12	()
∑
g∈R()
∫
B
[
F1(z,g) − z−1F1
(
−1
z
, gS3
)]
f2|g (z) dz.
Or on a
1
z
F1
(
−1
z
, gS3
)
=
∫ i∞
−1/z
−f1|gS3 (u)− 1
u
− z
du
u
=
∫ 0
z
−f1|gS3 (Sv)
v − z
dv
v
=
∫ z
0
f1|g (v)
v − z dv,
donc 〈f1, f2〉 = 12	()
∑
g∈R()
∫
B
∫ i∞
0
f1|g (u)f2|g (v)
u − v du dv. On utilise ensuite la for-
mule
1
u − v =
1
2i
∫
R
dx
(x − u)(x − v) (vraie pour tout (u, v) ∈ H
2). Les formes
modulaires f1 et f2 étant paraboliques, ces intégrales sont absolument convergentes
ce qui montre le lemme. 
Posons, pour x ∈ R, z ∈ H et g ∈ R(), Fz(x,g) =
∫ i∞
z
f2|g (v)
x − v dv. On déﬁnit
la fonction .Fz par .Fz(x,g) = j (−1, x)−1Fz(−1x,g), pour  ∈ SL(2,Z). On
a .Fz(x,g) =
∫ i∞
z
f2|g (u)
x − u
du
j (, u)2
=
∫ i∞
z
f2|g (v)
x − v dv.
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Avec cette notation, on a
∫
B
f2|g (v)
x − v dv = F(x,g) − F−(x,g) et donc
〈f1, f2〉 = 12	()
∑
g∈R()
∫
R
f1(x,g)(F(x,g) − F−(x,g)) dx.
Si
∑
M
uMM ∈ Z[SL(2,Z)], on pose (∑
M
uMM).Fz = ∑
M
uMM.Fz. Ainsi,
(I − U).F−(x,g) =
∫ i∞
0
f2|g (v)
x − v dv = (2i)f2(x,g) (16)
car − est un point ﬁxe de U, et U∞ = 0.
Soit L′ l’ensemble des fonctions à valeurs complexes  déﬁnies sur P1(R) ×
\SL(2,Z), telles que pour tout g ∈ \SL(2,Z), la fonction x → (x,g) soit
de classe C∞ et L2 sur R. On a L ⊂ L′. Le groupe SL(2,Z) agit sur L′ par la for-
mule h.(x,g) = j (h−1, x)−1(h−1x,gh). Munissons L′ de la norme hermitienne
déﬁnie par ‖1‖2 =
∑
g∈R()
∫
R |1(x,g)|2 dx.
Lemme 2.3. Le produit scalaire sur L′ est SL(2,Z)-équivariant.
Démonstration. Notons ( | ) le produit scalaire issu de la norme ‖ ‖. Soient 1 et 2
des éléments de L′, et soit h ∈ SL(2,Z). On a
(h.1|h.2) =
∑
g∈R()
∫
R
h.1(x,g) h.2(x,g) dx
=
∑
g∈R()
∫
R
1(h
−1x,gh)2(h−1x,gh)
dx
j (h−1, x)2
=
∑
g∈R()
∫
h−1(R)
1(u,gh)2(u,gh) du = (1|2)
car SL(2,Z) laisse P1(R) invariant. 
Déﬁnissons la fonction f2 sur R × \SL(2,Z) par
f2(x,g) = F(x,g) − F−(x,g) =
∫ −

f2|g (v)
x − v dv.
Les fonctions f1 et f2 sont des éléments de L′, et 〈f1, f2〉 =
1
2	()
(f1 |f2).
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Comme  = − − 1, on a T −1.F−(x,g) =
∫ i∞

f2|g (v)
x − v dv = F(x,g) ce qui
montre que f2 = (T −1 − I ).F−. On en déduit, à l’aide du lemme 2.3, que:
〈f1, f2〉 = 12	() [(f1 |T
−1.F−) − (f1 |F−)] =
1
2	()
((T − I ).f1 |F−).
Lemme 2.4. On a (T − I ).f1 =
1
3
(I − U2). [(I − U). ((T − I ).f1)] .
Démonstration. La fonction f1 appartient à L, donc, d’après la proposition A.3,
pour
∑
uMM ∈ Z[SL(2,Z)], la fonction ∑ uMM.f1 ne dépend que de ∑ uM
([M∞] − [M0]) dans P1(Q). On a
[(I − U2)(I − U)(T − I )]([∞] − [0]) = [(I − U2)(I − U)]([0] − [1])
= (I − U2)([0] − 2[1] + [∞]) = 3([0] − [1])
= 3(T − I )([∞] − [0])
ce qui montre le lemme. 
En utilisant les lemmes 2.3 et 2.4, on obtient
〈f1, f2〉 = 16	()
(
[(I − U2)(I − U)(T − I )].f1
∣∣∣F−)
= 1
6	()
(
[(I − U)(T − I )].f1 − [U2(I − U)(T − I )].f1
∣∣∣F−)
= 1
6	()
(
[(I − U)(T − I )].f1
∣∣∣(I − U).F−) .
Or d’après la formule (16), on a (2i)f2 = (I − U).F− donc on obtient
〈f1, f2〉 = i3	()
(
[(I − U)(T − I )].f1
∣∣∣f2) .
Or f1 et f2 sont des éléments de L, donc ils sont annulés par les relations de
Manin. Comme U = ST −1, on voit alors que [(I − U)(T − I )].f1 = (T + U).f1 .
De la même façon, on a (T + U−1).f1 = [T (I + S3)].f1 = 0, cela montre que
〈f1, f2〉 = i3	()
(
(U − U−1).f1
∣∣∣f2) = i3	() [(U.f1 |f2) − (f1 |U.f2)]
ce qui démontre le théorème 0.11. 
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2.2. Périodes de formes non paraboliques
Soit f ∈ M1(). Pour tout g ∈ \SL(2,Z), on note a0(f|g) le terme constant du
développement de Fourier en l’inﬁni de la forme modulaire f|g . On sait qu’au voisinage
du point i∞, il existe a > 0 tel que f|g(z) − a0(f|g) = O(e2iaz), et qu’au voisinage
de 0, il existe b > 0 tel que f|g(z) + a0(f|gS)
z
= O(e−2ib/z).
Dans la suite, on notera ln la fonction déﬁnie sur C \ iR+ prolongeant la fonction
logarithme népérien sur ]0,+∞[ : elle est déﬁnie par ln(rei) = ln r + i, avec  ∈
] − 3
2
,

2
[.
Soit ̂ ∈ L̂. Par déﬁnition, pour tout g ∈ \SL(2,Z), il existe (ag, a′g) ∈ C2
tels que ̂(x,g) = ag ln x−a′g ln(−x)+O
(
1
x
)
au voisinage du point ∞ ∈ P1(R).
Remarque 2.5. La condition aux limites (2) peut s’écrire sous la forme:
• au voisinage de +∞, ̂(x,g) = [ag − a′g] ln x + ia′g + O
(
1
x
)
,
• au voisinage de −∞, ̂(x,g) = [ag − a′g] ln |x| − iag + O
(
1
x
)
.
Pour 
 ∈ H, on déﬁnit r
f sur ] − ∞, 0[ ∪ ]0,+∞[×\SL(2,Z) par
r
f (x,g) =
∫ i∞


f|g() − a0(f|g)
x −  d+
∫ 

0
f|g() + a0(f|gS)/
x −  d
+a0(f|g) ln(x − 
) + a0(f|gS)
x
ln
(
−1
x
+ 1


)
·
Remarque 2.6. On s’inspire ici de la déﬁnition du polynôme de période pour une
forme non parabolique f ∈ Mk(SL(2,Z)), donnée par Zagier dans [30].
Cette fonction est bien déﬁnie d’après les remarques précédentes, et pour f ∈ S1(),
on a r
f = f , quel que soit 
 ∈ H. Comme pour les formes paraboliques, on déﬁnit
une fonction r

f,f ′ , pour (f, f
′) ∈ M1() ×M1(VV ) par la formule r
f,f ′(x,g) =
r
f (x,g) − r
f ′(−x, (VV )VgV ).
Proposition 2.7. La fonction r

f,f ′ vériﬁe les propriétés suivantes:
(1) elle ne dépend pas du 
 ∈ H choisi. Par la suite, on pose rf,f ′ = r
f,f ′ , pour tout

 ∈ H;
(2) on a rf,f ′ ∈ L̂.
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Démonstration.
• On montre le point 1 pour la fonction r
f en différenciant la fonction Rf déﬁnie
par Rf (
, x,g) = r
f (x,g) par rapport à la variable 
,
Rf


(
, x,g) = 0, et on
raisonne de façon analogue pour r

f,f ′ .
• Montrons (I + S).rf = 0 (on montre de même (I + S).rf,f ′ = 0). On a
∫ i∞


1
f|g
(
− 1
)
− a0(f|gS)
1 + x d =
∫ 0
−1/

f|g(u) + a0(f|gS)/u
x − u du et
∫ 

0
1
f|g
(
− 1
)
− a0(f|g)/
1 + x d =
∫ −1/

i∞
f|g(u) − a0(f|g)
x − u du,
d’où S.r
f (x,g) = −r−1/
f (x,g), car a0(f|−g) = −a0(f|g). D’après le point 1,
comme −1/
 ∈ H, on a r−1/
f = rf .
• De même, on montre que (I − T − T ′).rf = 0. Pour tout g ∈ \SL(2,Z),
on a a0(f|g) = a0(f|gT ). Les égalités T S = T ′T −1 et T ′S = ST −1 montrent
que a0(f|gT S) = a0(f|gT ′) et que a0(f|gT ′S) = a0(f|gS). On trouve ainsi que
(I − T − T ′).rf (x,g) = 0, car∫ 


+1
d
x −  = ln(x − 
− 1) − ln(x − 
),∫ 




+1
d
(x − ) =
1
x
(
ln
(
−1
x
+ 1 + 1


)
− ln
(
−1
x
+ 1


))
et
∫ 


+1

+1
d
(− 1)(x − ) =
1
1 − x
(
ln
(
x
1 − x − 

)
− ln
(
− 1
x − 1 +
1


))
.
• Les conditions aux limites (2) sont bien respectées pour rf,f ′ , en posant ag =
a0(f|g) et a′g = a0(f ′|VgV ). 
Remarque 2.8. La condition (I+S).̂ = 0, et la proposition A.3 montrent que l’espace
L̂ est en bijection avec l’espace L̂+ constitué des fonctions ̂+ :]0,+∞[×\SL(2,Z)→ C, analytiques en la première variable et vériﬁant
• (I − T −1 − T ′−1).̂+ = 0 et (I − (−I )).̂+ = 0;
• pour tout g ∈ \SL(2,Z), il existe (ag, a′g) ∈ C2 tels que
̂+(x,g) = [ag − a′g] ln(x) + ia′g + O
(
1
x
)
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au voisinage de +∞ et, au voisinage de 0+,
̂+(x,g) = [a′gS − agS]
ln x
x
− iagS
x
+ O(1).
On notera r+
f,f ′ ∈ L̂+ la restriction de rf,f ′ à ]0,+∞[×\SL(2,Z).
Théorème 0.12’. L’application r qui à (f, f ′) associe r+
f,f ′ est un isomorphisme entre
M1() ×M1(VV ) et L̂+ .
Démonstration. Ce théorème est équivalent au théorème 0.12. On a vu que r+
f,f ′ est
un élément de L̂+ . D’après le théorème 0.6, l’application r déﬁnit un isomorphisme de
S1()×S1(VV ) dans L. On va prouver que r est surjectif. Soit ̂ un élément de L̂+ .
Il existe (ag, a′g) ∈ C2×\SL(2,Z) tels que ̂+(x,g) = [ag−a′g] ln(x)+ia′g+
O
(
1
x
)
au voisinage de +∞. On va montrer qu’il existe (f, f ′) ∈ M1()×M1(VV )
tels que a0(f|g) − a0(f ′|VgV ) = ag − a′g pour tout g ∈ \SL(2,Z).
Notons E1() l’espace des séries d’Eisenstein de poids 1 pour . La dimension de
cet espace est égale à la moitié du nombre de pointes régulières de  (voir [22, p.
61]) (on rappelle qu’une pointe x est dite régulière si x−1 est engendré par une
matrice
( 1 h
0 1
)
, avec h > 0, où  est un élément de SL(2,Z) vériﬁant x = ∞, et x
est le sous-groupe de SL(2,Z) formé des éléments de  laissant x invariant). Si la
pointe g∞ n’est pas régulière, on a a0(f|g) = 0 pour tout f ∈ M1(). Dans le cas
où  = (N),N1, on a le résultat suivant (voir [23, p. 175]):
Proposition 2.9. Pour toute pointe P régulière de , il existe une série d’Eisenstein
dont la valeur en une pointe P ′ est de partie réelle non nulle si et seulement si P = P ′.
On note P reg l’ensemble des pointes régulières de , on note u son cardinal, et on
choisit un sous-ensemble R1 de SL(2,Z) de cardinal u tel que l’ensemble {g∞}g∈R1
soit un ensemble de représentants de P reg dans P1(Q). On déﬁnit alors l’application
, de E1() dans C[P reg ], par (f ) =
∑
g∈R1 a0(f|g)[g∞]. On déﬁnit de la même
façon  sur E1(), l’espace des séries d’Eisenstein anti-holomorphes de poids 1 pour
. On a (E1()) = (E1()). Notons M±1 () l’espace des couples de formes
modulaires (f, f ′) ∈ M1() × M−1 () continues aux pointes, c’est-à-dire vériﬁant,
pour tout g ∈  \ SL(2,Z), a0(f|g) = a0(f ′|g).
Lemme 2.10. (1) On a l’égalité M±1 () = S±1 ();
(a) pour tout ∑P∈P reg aP [P ] ∈ C[P reg ], il existe (f, f1) ∈ M1()×M1() tel que
(f ) + (f1) =
∑
P∈P reg aP [P ].
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Démonstration. Supposons qu’il existe F ∈ M±1 () tel que (F ) = 0. D’après les
isomorphismes M−1 () ∼ M1() ∼ M1(), il existe f ′ ∈ M1() tel que F(z) =
f ′(z) sur H−. Pour tout g ∈ SL(2,Z) et z ∈ H, on a F|g(z) = f ′|g(z), et donc a0(f ′|g)
= a0(F|g). Or, pour tous (f, f ′) ∈ M1()2, on a l’égalité ∑g∈\SL(2,Z) a0(f|g)a0(f ′|g)
= ∑g∈R1 lga0(f|g)a0(f ′|g) = 0 (où lg est la largeur de la pointe g∞), car h =∑
g∈\SL(2,Z) f|gf ′|g est une forme modulaire de poids 2 pour SL(2,Z), donc est
la fonction nulle. Cela montre que (M1()) ∩ (M1()) = {0}: en effet, s’il
existait (f, f ′) ∈ M1()2 tel que, pour tout g ∈ SL(2,Z), on ait a0(f|g) = a0(f ′|g),
alors on aurait
∑
g∈R1 lga0(f|g)a0(f
′|g) =
∑
g∈R1 lg|a0(f|g)|2 = 0, ce qui
montre que f ∈ S1(), et donc M±1 () = S±1 (). Comme dim (M1()) =
u
2
et (M1()) ∩ (M1()) = {0}, on a (M1()) ⊕ (M1()) =
C[P reg()]. 
Si f ′ ∈ M1(VV ) correspond à f1 ∈ M1(), on a f ′|VgV () = f1|g(−) et
a0(f|VgV ) = a0(f1|g). On déduit du lemme 2.10 qu’il existe (f, f ′) ∈ M1() ×
M1(VV ) tels que a0(f|g) − a0(f ′|VgV ) = ag − a′g pour tout g ∈ \SL(2,Z).
Soit  = ̂+ − r+
f,f ′ . La fonction  vériﬁe les conditions aux limites (x,g) =
bg + O
(
1
x
)
(x → +∞) et (x,g) = −bgS
x
+ O(1) (x → 0), avec bg =
i(ag − a0(f|g)) = i(a′g − a0(f ′|VgV )). L’équation fonctionnelle vériﬁée par ,
(x,g) − (x + 1,gT −1) = 1
x + 1
(
1 − 1
x + 1 ,gT
′−1
)
montre que bg = bgT
(en faisant tendre x vers +∞), et l’équation (x,−g) = −(x,g) montre que
bg = −b−g .
Proposition 2.11. La fonction  est un élément de L.
Démonstration. Pour montrer la proposition, il est nécessaire et sufﬁsant de montrer
que bg = 0 pour tout g ∈ \SL(2,Z). On applique une démarche analogue à celle
de la Section 1.3.1.
Lemme 2.12. La fonction  se prolonge holomorphiquement en une fonction + déﬁnie
sur C\]−∞, 0]×\SL(2,Z), et y vériﬁe les équations fonctionnelles +−T −1.+−
T ′−1.+ = 0 et (−I ).+ = +.
Démonstration. La démonstration est analogue à celle de la proposition 1.9: grâce à
l’équation fonctionnelle et aux conditions aux limites vériﬁées par , on a (x,g) −
bg=
∞∑
n=1
1
x + n
(
1 − 1
x + n,gT
1−nT ′−1
)
et
1
x

(
1
x
,g
)
+ bgS=
∞∑
n=0
1
x + n

(
1 + 1
x + n,gT
′−nT −1
)
pour tout x ∈]0,+∞[. Cela permet de prolonger (·,g)
sur un ouvert W, et en reprenant la démonstration de la proposition 1.9, on
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prolonge (·,g) sur C\]−∞, 0], puisque le procédé utilisé n’utilise que les équations
fonctionnelles vériﬁées par . 
On déﬁnit la fonction − sur C \ [0,+∞[×\SL(2,Z) par − = −S.+. D’après
la démonstration du lemme 1.12, qui n’utilise que des propriétés matricielles, on montre
que la fonction − vériﬁe sur C\[0,+∞[ l’équation fonctionnelle (I−T −T ′).− = 0.
On déﬁnit sur C \ R × \SL(2,Z) la fonction h par h = + − −. Cette fonction
est invariante par l’action de SL(2,Z) (on utilise pour le montrer une démonstration
identique à celle du lemme 1.13). Ainsi, la fonction F déﬁnie par F(z) = h(z,) déﬁnie
sur C\R est modulaire de poids 1 pour . On suit la démonstration du lemme 1.14 pour
montrer que lim|t |→+∞ +(it,g)−bg = 0 et lim|t |→+∞ i
t
+
(
i
t
,g
)
+bgS = 0.
Comme F|g(it) = +(it,g)+ i
t
+
(
i
t
,g
)
, on en déduit que lim|t |→+∞ F|g(it) =
bg−bgS. Ainsi, la forme modulaire F est un élément de M±1 (), puisque la condition
précédente montre que a0(f1|g) = a0(f ′1|g) pour tout g ∈ \SL(2,Z), où f1 (resp.
f ′1) ∈ M1() (resp. M−1 ()) est la restriction de F à H (resp. à H−).
D’après le lemme 2.10, on en déduit que F ∈ S±1 (), et donc que pour tout g ∈
\SL(2,Z) on a bg − bgS = 0. Or on a bgS2 = −bg , ce qui montre que bg = 0
pour tout g ∈ \SL(2,Z), donc  est un élément de L. 
On a ainsi montré que l’application r est surjective de M1() × M1(VV ) dans
L̂+ . Elle est également injective: si rf,f ′ = 0, les conditions aux limites montrent
que f et f ′ sont paraboliques, et donc d’après l’isomorphisme du théorème 0.6 que
f = f ′ = 0. 
Enﬁn, on montre que la formule du théorème 0.11, donnant le produit scalaire de
Petersson de deux formes paraboliques en fonction de leurs périodes, se prolonge au
produit scalaire de Petersson d’une forme parabolique et d’une forme modulaire.
Proposition 2.13. Pour tous (f1, f2) ∈ S1() ×M1(), on a
〈f1, f2〉 = i3	()
∑
g∈R()
∫
R
(
U.f1rf2 − f1U.rf2
)
(x,g) dx,
où R() désigne un système de représentants de \SL(2,Z).
Démonstration. On a d’après le lemme 2.2 la formule
〈f1, f2〉 = 14i	()
∑
g∈R()
∫
R
∫ i∞
0
f1|g(u)
x − u du
∫ −

f2|g(v)
x − v¯ dv dx. (17)
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Posons F
(x,g) =
∫ i∞


f2|g(v) − a0(f2|g)
x − v dv + a0(f2|g) ln(x − 
), et, pour  ∈
SL(2,Z), .F
(x,g) = j (−1, x)−1F
(−1x,g). On a
.F
(x,g) =
∫ i∞


f2|g() − a0(f2 |g)j (−1,)
x −  d+
a0(f2|g)
j (−1, x)
ln(−1x − 
).
Ainsi, on a (I − S).Fi(x,g) = rf2(x,g), et de la même façon, comme U = ST −1,
a0(f2|gU ) = a0(f2|gS) et U(−) = −, on a (I − U).F− = rf2(x,g). On a égale-
ment la formule F(x,g) − F−(x,g) =
∫ −

f2|g(v)
x − v dv. Posons, sous réserve
de convergence, (1|2) = ∑g∈R() ∫R1(x,g)2(x,g) dx. Pour h ∈ SL(2,Z),
on a (h.1|h.2) = (1|2). D’après l’équation (17), 〈f1, f2〉 = 12	() (f1 |F −
F−). Puisque T −1.F−(x,g) = F(x,g), on a 〈f1, f2〉 = 12	() [(f1 |T
−1.F−) −
(f1 |F−)] =
1
2	()
((T − I ).f1 |F−). D’après le lemme 2.4, on a (T − I ).f1 =
1
3
[(I −U2)(I −U)(T − I )].f1 , ce qui montre la proposition, les fonctions f1 et rf2
étant annulées par les relations de Manin. 
2.3. Lien avec la cohomologie de SL(2,Z)
Soit  un sous-groupe d’indice ﬁni de SL(2,Z). Fixons R() un ensemble de
représentants de \SL(2,Z). On considère l’espace M déﬁni dans l’introduction.
Remarque 2.14. On a l’inclusion LR ⊂ M: en effet, il sufﬁt de vériﬁer que la
condition aux limites est satisfaite par les fonctions de LR : d’après le théorème 0.6,
tout élément  de L est en fait égal à +f,f ′ avec (f, f ′) ∈ S1() × S1(VV ). La
fonction x → f,f ′(x,g) est déﬁnie sur P1(R), est de classe C∞ sur R et f,f ′
vériﬁe l’équation (I + S).f,f ′ = 0. Cela montre en particulier l’égalité sur R \ {0}
xf,f ′(x,g) = f,f ′
(
−1
x
,gS
)
et donc on a limx→∞ x(x,g) = (0,gS)
puisque  = f,f ′ sur P1(R) × \SL(2,Z).
Lemme 2.15. L’application h → ( → h.) munit l’espace vectoriel M d’une struc-
ture de SL(2,Z)-module.
Démonstration. Pour montrer le lemme, il sufﬁt de vériﬁer que M est stable par
SL(2,Z). Soient  ∈ M et h ∈ SL(2,Z).
• La condition aux limites vériﬁée par  montre la continuité de la fonction x →
h.(x,g) au point h∞, et donc sur R;
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• la condition d’analyticité est vériﬁée pour Fh. = {{h
}
∈F ∪ h∞};
• posons h = ( a bc d ).
◦ si c = 0, on a x(h.)(x,g) = x−cx + a
(
dx − b
−cx + a ,gh
)
, et donc on obtient
limx→±∞ x(h.)(x,g) = −1
c

(
−d
c
,gh
)
;
◦ si c = 0, on a h = ± ( 1 k0 1 ) avec k ∈ Z, donc x(h.)(x,g) = ±x(x+k,gh) =±[(x + k)(x + k,gh)− k(x + k,gh)] a pour limite ag quand x → ±∞ car
limy→±∞ (y,gh) = 0.
Cela montre que la condition aux limites est vériﬁée pour h., et ﬁnalement que
h. appartient à M. 
On rappelle que si V est un C[SL]-module à gauche sur lequel −I agit comme
l’identité, un 1-cocycle  de SL(2,Z) dans V est dit parabolique si pour tout  ∈
SL(2,Z)∞, il existe v ∈ Vk tel que () = v−.v (où SL(2,Z)∞ désigne l’ensemble
des matrices laissant stable le point à l’inﬁni, soit le sous-groupe de SL(2,Z) engen-
dré par (T). De façon équivalente, un 1-cocycle  est parabolique s’il existe v ∈ V
vériﬁant (T ) = v − T .v. On note Z1par(SL(2,Z), V ) l’ensemble des 1-cocycles
paraboliques de SL(2,Z) dans V. C’est un sous-groupe de Z1(SL(2,Z), V ), qui con-
tient B1(SL(2,Z), V ). On déﬁnit le premier groupe de cohomologie parabolique de
SL dans V par H 1par(SL, V ) = Z1par(SL, V )/B1(SL, V ). On note Z1par(SL(2,Z), V , T )
l’ensemble des 1-cocycles paraboliques  vériﬁant (T ) = 0, et B1par(SL(2,Z), V , T ) =
Z1par(SL(2,Z), V , T ) ∩ B1(SL(2,Z), V ). Le groupe SL(2,Z) est engendré par S et T,
donc  ∈ Z1par(SL(2,Z), V , T ) est uniquement déterminé par (S).
On considère rc : S1() × S1() −→ H
1
par(SL(2,Z),M)
(f1, f2) −→
[
f1,f2
] , où [f1,f2] désigne la
classe de cohomologie du cocycle parabolique f1,f2 déﬁni par
f1,f2()(x,g) =
1
2i
∫ 0
0
f1|g()
d
x −  +
1
2i
∫ 0
0
f2|g()
d
x −  ,
l’intégration se faisant le long de la géodésique dans H reliant 0 à 0.
Remarque 2.16. La classe de cohomologie du cocycle f1,f2 ne dépend pas du point-
base dans P1(Q) choisi: soit q ∈ P1(Q), et soit
qf1,f2()(x,g) =
1
2i
∫ q
q
f1|g()
d
x −  +
1
2i
∫ q
q
f2|g()
d
x −  ·
On a (f1,f2 − qf1,f2)() =
1
2i
(I − ) ·
[∫ q
0
(f1|g()
d
x −  + f2|g()
d
x −  )
]
, donc
f1,f2 − qf1,f2 ∈ B1(SL(2,Z),M).
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On montre maintenant le théorème 0.13:
Théorème 0.13. L’application rc est un isomorphisme d’espaces vectoriels complexes.
Démonstration. Le schéma de la démonstration peut se résumer par le diagramme
suivant:
S1() × S1()
thm 0.6
L

H 1par(SL(2,Z),M)
lemme 2.17
LR
(S)
∼
Z1par(SL(2,Z),M, T )
Montrons d’abord que f1,f2 appartient à Z
1
par(SL(2,Z),M):
• les formes f1 et f2 étant paraboliques, elles décroissent exponentiellement au voisi-
nage des pointes, les fonctions x → f1,f2(x,g) sont donc continues sur R, et
elles sont analytiques sur R \ {0, 0}. La condition aux limites est vériﬁée, car
xf1,f2()(x,g) a pour limite
∫ 0
0 f1|g() d +
∫ 0
0 f2|g() d, quand x → ±∞,
cette limite étant bien déﬁnie car les formes sont paraboliques. Enﬁn, pour f ∈
S1(), f|−g() = −f|g(), on a bien f1,f2()(x,−g) = −f1,f2()(x,g), et
donc f1,f2 ∈ M;• grâce à la modularité de f1 et f2, pour h ∈ SL(2,Z), on a l’égalité
(h.f1,f2())(x,g) =
1
2i
∫ h0
h0
f1|g()
d
x −  +
1
2i
∫ h0
h0
f2|g()
d
x − 
ce qui montre que pour tous h,  ∈ SL(2,Z), on a f1,f2(h) = f1,f2(h) +
h.f1,f2(), d’où f1,f2 ∈ Z1(SL(2,Z),M);
• de plus, pour k ∈ Z, on a f1,f2(T k) = (I − T k).f1,f2(S) (d’après l’égalité
∫ k
0 =∫ i∞
0 −
∫ T k(i∞)
T k(0) ), le cocycle f1,f2 est ainsi parabolique.
Déﬁnissons f1,f2 par f1,f2() = f1,f2() − (I − ).f1,f2(S). Les deux cocycles
paraboliques f1,f2 et f1,f2 diffèrent par un cobord, ils déﬁnissent donc la même classe
de cohomologie parabolique. D’après les remarques précédentes, on a f1,f2(T ) = 0,
et f1,f2(S) = S.f1,f2(S) = −f1,f2 = −f1,−f2 où f1,f2 est la période associée au
couple (f1, f2).
Lemme 2.17. L’application naturelle de Z1par(SL(2,Z),M, T ) à valeurs dans
H 1par(SL(2,Z),M) est un isomorphisme.
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Démonstration. Elle est surjective: soit ˜ ∈ H 1par(SL(2,Z),M), et  un cocycle
parabolique appartenant à la classe de cohomologie ˜. Par déﬁnition, il existe vT
tel que (T ) = (I − T ).vT , donc le cocycle  déﬁni par () = () − (I − ).vT
appartient à Z1par(SL(2,Z),M, T ), et appartient à la classe ˜ puisqu’il diffère de 
par un cobord.
Montrons l’injectivité: soit  un cobord parabolique vériﬁant (T ) = 0. Il existe
v ∈ M tel que pour tout  ∈ SL(2,Z), () = (I − ).v, avec v = T .v. Cela entraîne
que pour tout (x,g), v(x,g) = v(x −1,gT ). Soit lg la largeur de la pointe g∞.
On a gT lg = g, donc la fonction x → v(x,g) est périodique de période lg sur
R, continue, et de limite nulle en l’inﬁni. C’est donc la fonction nulle, donc v = 0 et
donc  = 0. 
Soit  ∈ Z1par(SL(2,Z),M, T ). L’élément (S) vériﬁe (I + S).(S) = (I − T −
T ′).(S) = 0. En effet,
• la matrice −I = S2 agissant trivialement sur M, on a (S) + S.(S) = 0, ce qui
montre la première égalité;
• on a (T ) = 0, donc (T −1) = (I )−T −1.(T ) = 0. On en déduit que (ST −1) =
(S).
Or, dans SL(2,Z), on a ST −1 = T ′S, donc (S) = (T ′S) = (T ′) + T ′.(S).
On en déduit que (S)− T .(S)− T ′.(S) = (T ′)− T .(S). Or T ′ = T ST , donc
(T ′) = T .(ST ) = T .(S), ce qui montre la deuxième égalité.
D’après la proposition A.3, pour tout W = ∑ uM [M] ∈ Z[SL(2,Z)] tel que ∑ uM
([M∞] − [M0]) = 0 dans Z[P1(Q)], on a ∑ uMM.(S) = 0. En particulier,
(I − T −1 − T ′−1).(S) = 0.
Lemme 2.18. Soit v ∈ M tel que (I + S).v = (I − T − T ′).v = 0. Alors v est un
élément de LR .
Démonstration. Il est nécessaire et sufﬁsant d’établir que la restriction de v à
[0,+∞[×\SL(2,Z) est un élément de L. Il sufﬁt pour cela de montrer que pour tout
g ∈ \SL(2,Z), x → v(x,g) est analytique sur ] − ∞, 0[∪]0,+∞[. Par l’absurde,
supposons que x → v(x,g) ne soit pas analytique en un rationnel q = 0. D’après
l’égalité (I + S).v = 0, la fonction x → v(x,g) n’est pas non plus analytique en
−1/q, donc on peut supposer q > 0. L’égalité (I −T −1−T ′−1).v = 0 montre que pour
tout point x où la fonction x → v(x,g) n’est pas analytique, elle ne l’est pas non en
l’un des deux points Tx et T ′x. Or T et T ′ engendrent librement le monoïde SL(2,Z)+.
Comme l’ensemble des points en lesquels x → v(x,g) n’est pas analytique est ﬁni,
on en déduit que q doit être un point ﬁxe d’une matrice h de SL(2,Z)+. Les seules
matrices de SL(2,Z)+ admettant des points ﬁxes dans P1(Q) sont les matrices de trace
2, donc du type
( 1 ∗∗ 1 ) (différentes de I). Le déterminant étant 1, les seuls points ﬁxes
possibles sont ∞ et 0, ce qui contredit l’hypothèse. 
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Ainsi l’application  → (S) de Z1par(SL(2,Z),M, T ) dans LR est un isomor-
phisme: en effet, (S) ∈ LR d’après les lemmes 2.17 et 2.18, l’application est in-jective car comme S et T engendrent SL(2,Z), la donnée de (S) détermine  ∈
Z1par(SL(2,Z),M, T ), et elle est surjective car pour  ∈ LR , on déﬁnit un cocycle
 ∈ Z1par(SL(2,Z),M, T ) par (S) =  et (T ) = 0.
D’après l’isomorphisme entre L et S±1 () et le lemme 2.17, on en déduit que
l’application (f1, f2) −→ [f1,f2 ] est un isomorphisme de S1() × S1() dans
H 1par(SL(2,Z),M), ce qui démontre le théorème 0.13. 
3. Examen des groupes arithmétiques
3.1. Action des opérateurs de Hecke
On suppose ici que  = 1(N), pour N un entier 1.
Pour n1, on pose Mn,N = {
(
a b
c d
) ∈ M(2,Z)n,N |c et N |(a − 1)}. On a 1(N)
Mn,N = Mn,N1(N) = Mn,N . L’ensemble 1(N)\Mn,N est ﬁni, et le n-ième opérateur
de Hecke Tn sur S1(1(N)) est déﬁni par Tnf = ∑∈1(N)\Mn,N f|. Pour  = ( a bc d ) ∈
M(2,Z)+, on déﬁnit ˜ = ( d −b−c a ) = (det )−1. On notera ˜Mn,N l’ensemble des ˜
pour  ∈ Mn,N .
Soit EN l’ensemble des éléments de (Z/NZ)2 d’ordre N (l’ensemble des (u, v) ∈
(Z/NZ)2 vériﬁant (u, v,N) = 1). L’application ( a bc d ) → (c, d) déﬁnit une bijection N
entre 1(N) \ SL(2,Z) et EN . On identiﬁera un élément 1(N)g de 1(N) \ SL(2,Z)
à son image N(1(N)g) ∈ EN . L’ensemble −1(EN) ∩ M(2,Z)n (l’ensemble des
matrices
(
a b
c d
)
de M(2,Z)+ de déterminant n vériﬁant (c, d,N) = 1) est égal à
˜Mn,NSL(2,Z).
On utilise le résultat suivant [21, lemme 1, p. 77]):
Lemme 3.1. Soit n une application de ˜Mn,NSL(2,Z) dans SL(2,Z), telle que pour
tout
(
a b
c d
) ∈˜Mn,NSL(2,Z), N(n(( a bc d ))) = (c, d) ∈ EN.
(1) Pour  ∈˜Mn,NSL(2,Z) et pour g ∈ SL(2,Z), on a 1(N)n(g) = 1(N)n()g;
(2) pour tout  ∈˜Mn,NSL(2,Z), n()˜ ∈ Mn,N ;
(3) l’application n,N : 1(N)\Mn,N −→
˜Mn,NSL(2,Z)/SL(2,Z)
1(N) −→ ˜SL(2,Z) est bijective.
Ainsi, pour f ∈ S1(1(N)) et M ∈ M(2,Z)n, on déﬁnit M.f par⎧⎪⎨⎪⎩M.f (z,g) =
(detM) 12
j (M˜, z)
f (M˜z,1(N)n(gM)) si gM ∈˜Mn,NSL(2,Z) ,
M.f (z,g) = 0 si gM /∈˜Mn,NSL(2,Z).
Cette expression traduit sur f la déﬁnition de M.˜f , donnée dans l’introduction.
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Théorème 0.14. Soit
∑
M uMM un élément de C[M(2,Z)n] vériﬁant la condition
(Cn). On a la formule
Tn˜f =
∑
M
uMM.˜f .
Démonstration. Posons A(z,1(N)g)=∑
M
uMM.f (z,1(N)g) pour g tel que N(g)
= (u, v), la somme étant restreinte aux matrices M telles que gM ∈ ˜Mn,N
SL(2,Z).
Soit R un ensemble de représentants de g−1˜Mn,NSL(2,Z)/SL(2,Z). Pour r ∈ R
et M ∈ rSL(2,Z), on a (2i)M.f (z,1(N)g) =
√
n
j (M˜, z)
∫ i∞
0
f|n(gM)()
M˜z −  d. On
a j (M˜, z) = nj (M−1, z) et j (M,M−1z)j (M−1, z) = 1, et, d’après le lemme 3.1,
n(gM) = n(grr−1M) = n(gr)r−1M = n(gr)
r˜M
n
· De plus, la matrice 1
n
I agit
trivialement, donc on obtient (en posant u = M)
(2i)M.f (z,1(N)g) =
1√
n
j (M,M−1z)
∫ i∞
0
f|n(gr)˜rM()
M˜z −  d
= j (M,M−1z)
∫ i∞
0
j (M, )−1f|n(gr)˜r (M)
M˜z −  d
=
∫ M∞
M0
f|n(gr)˜r (u)
z − u du
(car (z − u)j (M,M−1z) = n(M−1z − M−1u)j (M−1, u)). On en déduit:
(2i)A(z,1(N)g) =
∑
r∈R
∑
M∈rSL(2,Z)
uM
∫ M∞
M0
f|n(gr)˜r ()
z −  d.
Comme
∑
M
uM [M] vériﬁe la condition (Cn), on a
(2i)A(z,1(N)g) =
∑
r∈R
∫ i∞
0
f|n(gr)˜r ()
z −  d.
Lemme 3.2. L’ensemble {n(gr)˜rg˜}r∈R est un ensemble de représentants de
1(N)\Mn,N .
Démonstration. D’après la propriété 2 du lemme 3.1, n(gr)˜rg˜ ∈ Mn,N , puisque
gr ∈ ˜Mn,NSL(2,Z). Soit r = r ′ dans R, c’est-à-dire grSL(2,Z) = gr ′SL(2,Z).
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Posons  = n(gr)˜r g˜ et ′ = n(gr ′)r˜ ′g˜. Or ˜n(gr) ∈ SL(2,Z), donc ˜SL(2,Z) =
grSL(2,Z) = ˜′SL(2,Z) = gr ′SL(2,Z). D’après la propriété 3 du lemme 3.1, on
en déduit que 1(N) = 1(N)′, donc que l’ensemble {n(gr)˜r g˜}r∈R forme un
ensemble d’éléments distincts, donc un ensemble de représentants, de 1(N)\Mn,N .

En utilisant ce lemme, comme g˜g = I , on trouve que
A(z,1(N)g) = 12i
∑
∈1(N)\Mn,N
∫ i∞
0
f|g()
z −  d
= 1
2i
∫ i∞
0
⎛⎝ ∑
∈1(N)\Mn,N
f|
⎞⎠
|g
()
d
z −  = Tnf (z,1(N)g)
ce qui démontre le théorème. 
Remarques 3.3. La somme Xn des matrices
(
a b
c d
) ∈ M(2,Z)n telles que a > b0 et
d > c0 vériﬁe la condition (Cn) (voir prop. 20 p.87 de [21]). En particulier, pour
tout n0 on a Tnf =
∑
M∈Xn M.f .
(2) Il est probable que le théorème 0.14 se généralise aux périodes ̂f pour f ∈
M1().
On peut aussi étudier l’action des opérateurs de Hecke sur les deux fonctions +f et
−f , déﬁnies au chapitre 1.2 sur C\]−∞, 0[×\SL(2,Z) et C\]0,+∞[×\SL(2,Z).
Pour cela, déﬁnissons les fonctions ε1 (resp. ε2): M(2,Z)+ → {+,−} par:
{
ε1(M) = + (resp. ε2(M) = +) si M ∈ K2 ∪ K3 (resp. si M ∈ K2 ∪ K4),
ε1(M) = − (resp. ε2(M) = −) si M ∈ K1 ∪ K4 (resp. si M ∈ K1 ∪ K3),
où K1,K2,K3 et K4 sont les ensembles déﬁnis dans la démonstration de la proposi-
tion 1.2, p. 410. On obtient
Théorème 3.4. Soit
∑
M uMM ∈ C[M(2,Z)n] vériﬁant la condition (Cn). On a les
formules Tn˜+f =
∑
M uMM.
˜
ε1(M)f et Tn˜
−
f =
∑
M uMM.
˜
ε2(M)f .
Démonstration. On utilise la démonstration du théorème 0.14 et le même raisonnement
que dans la démonstration du théorème 1.4. On introduit les fonctions ε1 et ε2 car les
intégrales
∫ i∞
0
f|g()
Mz −  d dépendent du chemin d’intégration si Mz ∈ H. Ces inté-
grales peuvent prendre des valeurs différentes, selon la classe d’homotopie du chemin
de 0 à i∞ choisi. 
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3.2. Fonctions L
On suppose désormais  = 1(N). Soient f ∈ S1(1(N)) et g ∈ SL(2,Z). On pose
N(f|g, s) = Ns/2
∫ +∞
0 f|g(it)t
s−1 dt. Si f (z) = ∑∞n=1 an(f )e2inz, on a N(f, s) =
Ns/2(2)−s(s)L(f, s), où L(f, s) =
∞∑
n=1
an(f )
ns
. La fonction s → N(f, s) se pro-
longe holomorphiquement sur le plan complexe.
3.2.1. Démonstration de la proposition 0.16.
On va montrer ici la
Proposition 0.16. Une forme f ∈ S1(1(N)) est déterminée par l’ensemble des
N(f|g, n) pour tout 1(N)g ∈ 1(N)\SL(2,Z) et tout entier n négatif ou nul.
Démonstration. Supposons que N(f|g,−n)=0 pour tout n0 et pour tout 1(N)g∈
1(N)\SL(2,Z), et montrons que f = 0. Pour cela, il sufﬁt d’après le théorème 0.6 de
montrer que f = 0. Pour tout l > 0 on a limx→0
f|g()
(x − )l = limx→i∞
f|g()
(x − )l = 0
puisque la forme parabolique f|g est exponentiellement décroissante aux pointes. Pour
1(N)g ∈ 1(N)\SL(2,Z), la fonction x −→ f (x,1(N)g) est de classe C∞ sur
R. En la dérivant, on obtient (f )(k)(x,1(N)g) =
(−1)kk!
2i
∫ i∞
0
f|g()
(x − )k+1 d. En
particulier, on a
(f )
(k)(0,1(N)g) = − k!2i
∫ i∞
0
f|g()
k+1
d = − k!
2i
(
i√
N
)−k
N(f|g,−k). (18)
Lemme 3.5. Soit n0, et 1(N)g ∈ 1(N)\SL(2,Z). On a la formule:
(f )
(n)(x,1(N)g) = (f )(n)(x + 1,1(N)gT −1)
+
n∑
k=0
(−1)(n−k) n!
2
k!2(n − k)!
×
(f )
(k)
(
1 − 1
x + 1 ,1(N)g
( 1 0−1 1 ))
(x + 1)(n+k+1) ·
Démonstration. Posons h = gT ′−1, et l(x) = 1
x + 1 f
(
1 − 1
x + 1 ,1(N)h
)
. La
fonction f vériﬁe (f )(n)(x,1(N)g) = (f )(n)(x + 1,1(N)gT ′−1) + l(n)(x). On
calcule par récurrence l’expression de l(n)(x). 
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En utilisant ce lemme et en passant à la limite quand x → 0, on obtient
(f )
(n)(1,1(N)gT −1) = (f )(n)(0,1(N)g) −
n∑
k=0
(−1)(n−k)
× n!
2
k!2(n − k)! (f )
(k)(0,1(N)gT ′−1). (19)
Cette formule se généralise à la fonction +f ∈ LC\]−∞,0[ , déﬁnie dans la Section 1.2.
Par hypothèse, N(f|g,−n) = 0 pour tout n0 et tout 1(N)g ∈ 1(N)\SL(2,Z),
donc, d’après l’équation (18), (f )(n)(0,1(N)g) = 0 pour tout n0 et tout 1(N)g ∈
1(N)\SL(2,Z). L’équation ci-dessus montre que (f )(n)(1,1(N)g) = 0 pour tout
1(N)g ∈ 1(N)\SL(2,Z). Or la fonction z −→ +f (z,1(N)g) est une fonction
holomorphe sur C\] − ∞, 0]. Toutes ses dérivées s’annulant en 1, on en déduit que
+f = 0. La correspondance f → +f étant injective d’après le théorème 0.6, cela
entraîne f = 0, ce qui démontre la proposition 0.16. 
Appendice. quelques propriétés de Z[SL(2,Z)]
Soit  le morphisme de Z[SL(2,Z)]-modules à gauche déﬁni par:
 : Z[SL(2,Z)] −→ Z[P1(Q)]∑
M
uM [M] −→ ∑
M
uM([M∞] − [M0]).
Notons + la restriction de  à Z[SL(2,Z)+].
Proposition A.1. Le noyau de + est un idéal à gauche de Z[SL(2,Z)+] principal
dont l’unique générateur (au signe près) est ([I ] − [T ] − [T ′]).
Démonstration. Le noyau de + est un idéal à gauche de Z[SL(2,Z)+], et on a
+([I ] − [T ] − [T ′]) = [∞] − [0] − [∞] + [1] − [1] + [0] = 0. On en déduit que
([I ] − [T ] − [T ′]) ∈ ker+, donc Z[SL(2,Z)+] ([I ] − [T ] − [T ′]) ⊂ ker+.
Réciproquement, soit W = ∑ uMM un élément non nul de ker+. Soit J =
Z[SL(2,Z)+] ([I ] − [T ] − [T ′]) . On note L(W) l’union des supports de ∑ uM [M∞]
et de
∑
uM [M0], L(W) = max 

∈L(W) (
 + ), et on déﬁnit m(W) =
∣∣∣∣{
 ∈ L(W) |

+  = L(W)
}∣∣∣∣ (où on suppose (
, ) = 1). On procède à une double récurrence sur
L(W) et m(W).
Soit



un élément de L(W) tel que 
 +  = L(W). On suppose que L(W)2
(c’est-à-dire 
1 et 1). Soient  et  deux entiers vériﬁant 
 −  = 1, tels
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que 0 et 0
. Alors les matrices de SL(2,Z) vériﬁant M∞ = 


sont de
la forme ±
(

 +k

 +k
)
, k ∈ Z, donc celles qui appartiennent à SL(2,Z)+ sont de la
forme
(

 +k

 +k
)
, k0 (car les égalités {  =  = 
 ou {
 = 0
 = 0 ne peuvent être simultanément
satisfaites). On en déduit que pour tout k > 0, on a + + k(
+ ) > 
+ . Comme
par hypothèse, 
 +  = L(W), la seule matrice M vériﬁant uM = 0 et M∞ = 


est M1 =
(

 
 
)
. Le même raisonnement montre que toutes les matrices de SL(2,Z)
vériﬁant M0 = 


sont de la forme ±
(
k
− 

k− 
)
, k ∈ Z, et donc la seule matrice M de
SL(2,Z)+ vériﬁant uM = 0 et M0 = 


est M2 =
(

− 

− 
)
(puisque 
+  = L(W)).
On en déduit uM1 = uM2 , car W ∈ ker+ (le coefﬁcient de



pour +(W)
dans Z[P1(Q)] étant uM1 − uM2 = 0). Or M1 =
(

− 
− 
)
T ′ et M2 =
(

− 
− 
)
T .
Notons M =
(

− 
− 
)
, M appartient à SL(2,Z)+, et on a uM1 [M1] + uM2 [M2] =
uM1
([MT ′] + [MT ]) ≡ uM1 [M] mod J car uM1 [M] ([I ] − [T ] − [T ′]) ∈ J .
Ainsi, si on déﬁnit W ′ = W − uM1([M1] + [M2]) + uM1 [M], on a W ′ ≡ W [J ] et
L(W ′)L(W), et si L(W ′) = L(W) alors m(W ′) < m(W), car 0 < (
−)+ (−) <

 +  et 0 <  +  < 
 + . Cela montre, par une double récurrence suivant L(W) et
m(W) que W ≡ W ′ modulo J , où L(W ′)1.
Dans ce cas, la seule matrice M de SL(2,Z)+ pour laquelle on peut avoir uM = 0
est I. La condition W ∈ ker+ (donc W ′ ∈ ker+) impose alors uI = 0 (par exemple
pour le coefﬁcient de 0 dans +(W ′)), ce qui montre que W ≡ 0[J ], donc W ∈ J .
Pour montrer que ([I ] − [T ] − [T ′]) est l’unique générateur de ker+, on remarque
que si A et B appartiennent à SL(2,Z)+, on a L([A])L([AB]) avec égalité si et
seulement B = I . Comme I est la seule matrice M de SL(2,Z)+ vériﬁant L([M]) = 1
et que T et T ′ sont les seules matrices de SL(2,Z)+ vériﬁant L([M]) = 2, on en déduit
que les générateurs de ker+ ne doivent être composées que des matrices I, T et T ′
(pour que l’élément ([I ]−[T ]−[T ′]) soit atteint). Comme ils appartiennent à ker(+),
il faut que uT = uT ′ = −uI et pour être générateur il faut que uI soit inversible dans
Z, donc uI = ±1, ce qui montre la proposition. 
On note − la restriction de  à Z[SL(2,Z)−].
Corollaire A.2. Le noyau de − est un idéal à gauche de Z[SL(2,Z)−] principal dont
le générateur est ± ([I ] − [T −1] − [T ′−1]).
Démonstration. Soit  l’involution de Z[SL(2,Z)] donnée par (W)=VWV . On a
V SL(2,Z)+V=SL(2,Z)−, carV ( a bc d )V= ( a −b−c d ). On en déduit que (Z[SL(2,
Z)+])=Z[SL(2,Z)−]. De plus, (VWV ) = (−I )(W), pour tout W ∈ Z[SL(2,Z)],
donc ker(−) = V ker(+)V . D’après la proposition A.1, on a ker(−) = Z[SL(2,Z)−]
([I ] − [T −1] − [T ′−1]) car (T ) = T −1 et (T ′) = T ′−1. 
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Proposition A.3. On a
ker = Z[SL(2,Z)] ([I ] − [T ] − [T ′])+ Z[SL(2,Z)] ([I ] + [S]) .
Démonstration. On a vu dans la démonstration de la proposition A.1 que ([I ]−[T ]−
[T ′]) ∈ ker. De plus, ([I ]+[S]) = [∞]−[0]+[0]−[∞] = 0, donc ([I ]+[S]) ∈ ker.
Le noyau de  étant un idéal à gauche de Z[SL(2,Z)], on a Z[SL(2,Z)] ([I ] − [T ]
−[T ′])+ Z[SL(2,Z)] ([I ] + [S]) ⊂ ker.
Notons J l’idéal Z[SL(2,Z)] ([I ] − [T ] − [T ′])+Z[SL(2,Z)] ([I ] + [S]) . Soit W =∑
uMM = 0 ∈ ker. On utilise le résultat suivant:
Lemme A.4. Soit M une matrice de SL(2,Z). L’une des quatre matrices M, −M , MS
et −MS appartient soit à SL(2,Z)+, soit à SL(2,Z)−.
Soit M un élément du support de W. Modulo J , on a [M] ≡ −[MS] (car [M] +
[MS] ∈ J ), M ≡ [−M] (car [M] − [−M] = [M]([I ] − [S])([I ] + [S]) appartient à
J ), et donc [M] ≡ −[−MS]. Le lemme précédent nous montre alors que pour tout
M ∈ SL(2,Z), on a uM [M] ≡ ±uM [M ′] modulo J , où M ′ appartient soit à SL(2,Z)+,
soit à SL(2,Z)−.
Ainsi, quitte à rajouter un élément de J , on peut supposer que le support de W est
contenu dans SL(2,Z)+ ∪ SL(2,Z)−.
Décomposons alors W: W = W+ + W−, où W± ∈ Z[SL(2,Z)±]. Les éléments de
P1(Q) pouvant appartenir à la fois au support de (W+) et de (W−) sont [0] et [∞]
(puisque le support de (W+) est contenu dans l’ensemble des éléments positifs de
P1(Q), tandis que celui de (W−) est contenu dans l’ensemble des éléments négatifs
de P1(Q)). Or (W) = 0, d’où (W+) = a[∞] + b[0], et (W−) = −a[∞] − b[0],
où (a, b) ∈ Z2. On en déduit b = −a, car (W+) est de degré 0. Ainsi, W =
(W+ −a[I ])+ (W− +a[I ]), où W+ −a[I ] ∈ Z[SL(2,Z)+] est un élément de ker(+),
et W−+a[I ] ∈ Z[SL(2,Z)−] est un élément de ker(−). En utilisant la proposition A.1
et son corollaire, on obtient que W appartient à Z[SL(2,Z)+] ([I ] − [T ] − [T ′]) +
Z[SL(2,Z)−] ([I ] − [T −1] − [T ′−1]) .
Or ([I ]− [T −1]− [T ′−1]) = (−[−S]([I ]− [T ]− [T ′]))([I ]− ([I ]+ [S])) ∈ J . On en
déduit que Z[SL(2,Z)−] ([I ] − [T −1] − [T ′−1]) ⊂ J , donc que W est congru modulo
J à un élément de J , d’où W ∈ J . 
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