Abstract: This study investigates the observability problem and the observer design of partially observed finite automata via a matrix approach. Using semi-tensor product of matrices, finite automata are modelled in the form of discrete-time bilinear systems. Matrix-form necessary and sufficient conditions for both the initial and current state observability, either with or without input information, are first proposed. Based on that, a constructive method for the observer design is provided.
Introduction
Finite automata are important models in the study of hybrid systems and discrete event dynamical systems and also serve for the finite-state approximation of complex dynamical systems [1] [2] [3] [4] [5] . They received considerable attention in the control and computer communities for their broad applications to embedded systems, automotive controllers and algorithm design, etc. In particular, automata have been widely used in the control analysis and synthesis problems of discrete event system under the Ramadge-Wonham framework [6] . Furthermore, some concepts related to automata such as simulation/bisimulation have been applied to the control synthesis problems [7, 8] .
The state estimation of finite automata is an interesting topic and has been investigated under different formulations. For example, the authors in [9] [10] [11] considered the currentlocation state recovery problems of non-deterministic finite automata with different observability notions under the supervisory control framework, and Ozveren and Willsky [12] further studied the output stabilisability problem; Caines et al. [13, 14] considered the classical and logicbased observer design of finite automata, whereas Balluchi et al. [15] investigated the design of the location-observers based on the computation of state-observer trees proposed in [14] ; Geng [16] studied the observer design of input/output asynchronous sequential machines for the model-matching problem, and moreover, Grosu [17] treated finite automata as discrete-time invariant linear systems over semimodules and studied the observability properties analogy to conventional linear systems.
Based on semi-tensor product (STP) of matrices developed by Cheng [18] , the observability problem of Boolean networks, which can be seen as a special case of automata driven by logical relations between states, were considered in [19] [20] [21] [22] [23] [24] . In spite of these existing results, necessary and sufficient conditions that are readily verifiable for different observability concepts of finite automata are still in need. On the other hand, a matrix-based approach to model finite automata with the help of STP was provided in [25] . The essentially non-linear dynamics of finite automata can be expressed in a discrete-time bilinear equation form, and the run of a string can be considered as straightforward matrix products. This approach, therefore, facilitates the analysis and design procedure because it makes the conventional state-space approach to dynamical (control) systems and the well-developed matrix analysis tools applicable. Following this technical line, (bi-)simulation analysis, decomposition and model-matching problems have been investigated [26] [27] [28] .
In this paper, we adopt the matrix expression for finite automata proposed in [25] to study the observability problem of partially observed non-deterministic automata. Using the matrix expression, the initial and current state observability, either with or without input information, are dealt with in a unified way, and verifiable algebraic necessary and sufficient conditions are provided for the first time. Based on the algebraic expressions, an observer design procedure is also given. Compared with existing results, our results are constructive and easy to implement.
The rest of this paper is organised as follows. In Section 2, important concepts and preliminary results of STP are given along with the matrix expression for finite automata. In Section 3, the initial and current state observability are defined, and the respective sufficient and necessary conditions for each problem are derived. The observer design are considered in Section 4, where an illustrative example is also provided. Finally, some concluding remarks are made in Section 5.
Preliminary
In this section, we introduce some useful concepts and preliminaries about the STP and the matrix expression for finite automata.
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Here are basic notations:
where I n is the n × n identity matrix; δ 0 n := 0 n where 0 n is the zero column vector of dimension n.
•
STP of matrices
The STP was first proposed by Cheng [18, 29] .
where s is the least common multiple of n and p, ⊗ is the Kronecker product.
In this paper, all the matrix products are STP. Since the conventional matrix product is a particular case of STP when n = p, we omit the symbol if there is no confusion.
Next, some useful properties about STP are listed as follows for convenience.
(i) For any two column vectors, x ∈ R m and y ∈ R n , there is a unique 'swap' matrix Since the output function h may not necessarily be injective, an automaton A is often referred to as a 'partially observed' automaton [11, 13, 14] . Furthermore, the automata considered here are alive (i.e. for each state x there is at least one e ∈ E such that f (x, e) is defined); E does not contain the empty transition; E * (Y * ) is the set of all finite strings over the elements of E(Y ); for q ∈ E * , e ∈ E, define f (x, qe) = f (f (x, q), e) and let |X | = n, |E| = m, |Y | = q, without lose of generality.
Next, we introduce the STP-based matrix expression for finite automata, which was first discussed in [25] . Assume X = {x 1 , . . . , x n }, Y = {y 1 , . . . , y q }, and E = {e 1 , . . . , e m }. Identify x i , y k and e j with their respective 'vector forms'
. Then X , Y and E are identified with n , q and m , respectively, and a state-input pair
In the following, both the vector form and the symbolic form will be used without discrimination when there is no confusion.
The transition structure matrix F i ∈ R n×n associated with e i is defined as
The 'transition structure matrix' of A is defined as
In fact, there is an equivalent relationship between the matrix F and the transition function f of automaton A. Moreover, the output structure matrix H corresponding to the output function h can be defined similar to (2) .
A evolves with a given input at each step. Denote x (t) , e (t) , y (t) as the state, input and output of A at step t, respectively. An input string e = e (1) · · · e (t) ∈ E * are identified with a column vector t j=1 e ij ∈ tm where e (j) = e ij (1 ≤ j ≤ t) with e ij ∼ δ ij m , in the vector form. Similarly, a finite state string or output string can be identified with a corresponding column vector. These equivalences are especially useful in this paper.
The 'vector form of input' of A at step t(t ≥ 1) is a column vector u(t) ∈ m , and In what follows, we take the matrices considered as Boolean matrices, and the calculation between them as Boolean algebra 0 + 0 = 0, 0
is a column vector with each entry equals to 0 or 1, and x i (t) = 1(1 ≤ i ≤ n) if and only if there is an input string of length t − 1 such that x(1) can reach δ i n with this input string. Note that the properties of STP still hold under the Boolean conditions [18] .
The next lemma is fundamental in expressing the dynamics of automata [25] .
Lemma 2.4:
Given a finite input string s j=1 u(j) for automaton A, its dynamics are described by the following equations
where 1 ≤ t ≤ s, x(1) is the initial state, and F and H are the transition and output structure matrices of A, respectively.
Observability conditions
In this section, we give the observability criteria based on the matrix expression (3) and (4) for finite automata.
Observability with input information
Although different observability concepts have been given for finite automata, the essential idea is to utilise a finite interval of input and output information to estimate the initial or current state. An input-output string [14, 15] ): Automaton A is called 'initial (current) state observable' if there exists a positive integer T such that, for arbitrary unknown initial state x (1) , the initial state x (1) (current state x (T +1) ) can be uniquely determined from every permissible input-output string
Definition 3.1 (initial (current) state observable
Clearly, the initial state observability is stronger than the current state observability because the former implies the latter but not vice versa.
Suppose that automaton A has the matrix expression of (3) and (4) . For a positive integer T 0 , define
where u(t), y(t) are the vector forms of input and output, respectively. Clearly, ξ(T 0 ) is a column vector associated with the input-output string (4) . In fact, it can be interpreted as follows: for any permissible inputoutput string, suppose
T , then the τ th entry of ξ(T 0 ) equals to '1'.
Generally, for any integer t > 0, T 0 ≥ 0, from (3) we have
where
Taking t = 1 yields
Similarly, for any integer t > 0, i ≥ 0, from (4) and (6), we have
Then
Then we have the following result.
Theorem 3.3:
With the matrix expression given in (3) and (4) and notations given in (15) and (16), automaton A is current state observable if and only if there is a positive integer T such that, for any i, 
Then, define a function γ iT : (mq) T → n as follows
This function is well defined since K iT is a generalised logical matrix. Furthermore, K iT (ps) = 1 is equivalent to the fact that the input-output string is δ s (mq) T and the current state is x (T +1) = δ p n , for any initial states. Therefore A is current state observable for any permissible input-output string via the map given by the function γ iT .
Necessity: Suppose that A is current state observable (with respect to a positive integer T ). If 
T0
j=1 e (j) corresponding to more than one different current states, which implies contradiction. Therefore the conclusion follows. Theorem 3.3 shows that the current state observability problem of an automaton can be solved by checking m T matrices for some positive integer T . The sufficiency part also gives the corresponding map γ iT between the permissible input-output string and the current state. It is noted that the positive integer T in the above theorems is upper bounded by nm.
Next, we consider the initial state observability.
Theorem 3.4:
With the matrix expression given in (3) and (4) and notations given in (15) and (16) 
As i T and its transpose are both generalised logical matrices, the functionγ iT is well defined by mapping any permissible input-output string to the unique initial state. Then, A is initial state observable.
Necessity: It is straightforward following the necessity proof of Theorem 3.3.
Remark 3.5:
The output function of the considered Mealytype automata is a function of both the input and the state, but for the Moore-type automata, its output only relies on the state [6, 10, 15] . In the latter case, (4) can be changed into y(t) = Hx(t), or equivalently, y(t) = HM [m,n] u(t)x(t) using the dummy matrix introduced in Section 2. Obviously, the above arguments also apply.
Further discussions
In this subsection, we first consider the observability condition when the input information is unavailable.
Definition 3.6:
Automaton A is called 'initial (current) state observable without input information' if there exists a positive integer T such that, for any initial state x (1) and any permissible input string u (k) , k ∈ [1, T ], the initial state x (1) (current state x (T +1) ) can be uniquely determined from the output string
Partition matrix T similar to (15)
Then the following theorem is straightforward based on the discussion in Section 3.1.
Theorem 3.7:
With the matrix expression given in (3) and (4) and notations given in (15) and (22) Clearly, the observability in Definition 3.6 is more restrictive than that in Definition 3.1 because only the output information is available. However, both problems can be handled in a same way because Theorem 3.7 can be obtained similar to Theorems 3.3 and 3.4 where T is replaced by T .
Remark 3.8:
Compared with the observability condition given in [15] , our results need not to construct the observer automaton beforehand or check the ϕ-invariance of some subset of 2 X [30] .
Furthermore, we consider a special case when A is a deterministic automaton. The observability criteria are given based on the solvability of a linear equation.
Theorem 3.9:
With the matrix expression given in (3) and (4), a deterministic automaton A is current state observable if and only if there are a positive integer T and a generalised logical matrix N T ∈L n×(mq) T to satisfy the following equation
where T , T are given in (14) and (7), respectively.
Proof: As A is deterministic, x(t), ξ(t) cannot have more than one entries equal to '1', which implies that x(t) = x (t) .
If there exist a positive integer T and a generalised logical matrix N T such that (23) holds, then x(T + 1) = N T ξ(T ) by (8) and (13). Therefore x (T +1) can be uniquely determined for any non-zero ξ(T ), because each column of N T has at most one '1'. Then, the sufficiency part is proved. The proof of necessity is straightforward.
The mapping from the permissible input-output string to the current state for the general case is given by the function induced by matrices K iT of (17) . For the deterministic case, it is given by the matrix N T as a solution of (23).
Remark 3.10: It is not hard to show that (23) is solvable if and only if the following condition holds: col
j ( T ) = 0 n for any j(1 ≤ j ≤ nm T ) such that col j ( T ) = 0 n , and col j ( T ) = col j ( T ) for any j = j(1 ≤ j , j ≤ nm T ), such that col j ( T ) = col j ( T ) = 0 n .
Remark 3.11:
The computational complexity related to the construction of K iT or N T is polynomial in nm. A toolbox provided in http://lsc.amss.ac.cn/dcheng/ can be used for the calculations. However, how to reduce the complexity is still under our investigation. Furthermore, the discussion in this section implied asynchrony because there is no need for synchronising behaviours.
Observer design
In this section, we give a constructive method to design the current-state observers based on the proposed matrix approach.
At first, we assume the input information is available.
where the state set isX ⊂ 2 X , the output set is X , which is the state set of A, the input set is U × Y , which is the Cartesian product of the permissible input and output of A, the output function is h o , which is taken as the identity function, and the transition function is f o which will be specified later.
Consider the state setX of O A . Note that the state 
It is time to discuss the transition function (3), O A has the matrix expressionx(t + 1) =Fy(t)u(t)x(t), or equivalentlyx
Because no information is available in the very beginning, x (1) 
non-zero vector y(t)u(t).
One illustrative example will be given later to show the detailed design procedure.
The statex (t) of O A provides the estimation for the state x (t) of A with permissible input-output strings. It is noted thatx (t) may have more than one entries equal to '1', which indicates that the current state is possibly a set instead of a singleton. However, if A is observable, there is a positive integer T such thatx (t) = x (t) for any t ≥ T . In other words, the current state can be uniquely determined.
Remark 4.1:
The current state observable tree proposed in [14] can be easily constructed sequentially by (26) starting fromx 1 := (1, . . . , 1)
T : add an arc fromx(t) tox(t + 1) with permissible output y(t) if there is an input u(t) to make (26) hold. The initial state observable tree can be obtained similarly.
Next we assume the input information is unavailable.
with symbols the same meaning as above. By taking the output structure matrix of O A associated with output o i as follows (see (27) )
We can define transition function f o similar to (25) . Furthermore, the matrix expression for O A isx(t + 1) = FW [n,m]x (t)y(t) and the observer O A can be constructed.
Before the end of this section, we give an example to illustrate our theorems and design procedures. and other entries equal to '0'; 3 is a 4 × 32 matrix with the entries in the following positions equal to '1' (3, 4) , (4, 7) , (3, 9) , (3, 10) , (3, 12) , (2, 17) , (2, 19) , (4, 21) , (4, 23) and other entries equal to '0'. By (17) we have K 13(3,9) = K 13(2,35) = 1, K 23(4,36) = 1, K 33(3,13) = 1, K 53(4,51) = 1, K 63(4,52) = 1 with other entries equal to '0', which implies that K i3 are generalised logical matrices for i = 1, . . . , 6. Therefore, A is current observable with T = 3 by Theorem 3.3. This is consistent with the result of [15] . Given initial statex 1 := (1, 1, 1, 1) we havê FW [4, 4] 
Because no new state is generated, the recursive procedure ends. (21) to check the observability conditions and give the corresponding observer design. The details are omitted here for space limitations.
The proposed matrix approach is easier than previous methods for the observer design in the sense that it can avoid the symbolic manipulations and it is quite convenient to be implemented in softwares.
Conclusions
This paper showed that the proposed matrix approach for finite automata is a feasible method to analyse the observability problem and to construct the corresponding observers. Analysing the complexity of the related matrix calculation and reducing the computation burden will be our future investigations.
