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Abstrat: Using the maximum entropy method, we derive the adaptive lus-
ter expansion (ACE), whih an be trained to estimate probability density
funtions in high dimensional spaes. The main advantage of ACE over other
Bayesian networks is its ability to apture high order statistis after short train-
ing times, whih it ahieves by making use of a hierarhial vetor quantisation
of the input data. We derive a sheme for representing the state of an ACE net-
work as a probability image, whih allows us to identify statistially anomalous
regions in an otherwise statistially homogeneous image, for instane. Finally,
we present some probability images that we obtained after training ACE on
some Brodatz texture images - these demonstrate the ability of ACE to detet
subtle textural anomalies.
1 Introdution
The purpose of this paper is to train probabilisti network models of images of
homogeneous textures for use in Bayesian deision making. In our past work in
this area [1, 2, 3, 4, 5℄ we suessfully used entropi methods to design Markov
random eld (MRF) models to reprodue the observed statistial properties
of textured images. We now wish to formulate a novel MRF struture that
requires muh less eort to train and use. There are two essential ingredients in
our simpliation: we do not use hidden variables, and we restrit our attention
to hierarhial transformations of the data.
The use of hidden variables is a exible way of modelling high order orre-
lations in data [6℄, but it leads to lengthy Monte Carlo simulations to estimate
averages over the hidden variables. An MRF without hidden variables is spei-
ed by a set of transformation funtions, eah of whih extrats some statisti
from the data, and together they provide suient information to ompute the
probability density funtion (PDF) of the data [4, 5℄.
We an obtain a wealth of statistial information about the data by restrit-
ing our attention to a nite number of well-dened transformation funtions.
∗
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For instane, in [7℄ a number of useful textural features are presented, whih
may be used to model and disriminate between various textures that our in
images. However, we wish to design our transformation funtions adaptively
in a data-driven manner, so that the resulting set is optimised to apture the
statistial properties of the data. We hoose to use adaptive hierarhial trans-
formation funtions, beause these not only apture statistial properties at
many length sales, but are also very easy to train.
We briey disussed hierarhial transformation funtions in [8℄, where we
onjetured that topographi mappings [9℄ might be appropriate for onneting
together the layers of the hierarhy. We investigated topographi mappings in
[10, 11, 12, 13, 14℄ and found that they ould be rapidly trained to produe use-
ful multisale representations of data. We therefore use multilayer topographi
mappings to adaptively design hierarhial transformation funtions of data for
use in MRF models. In this type of model dierent layers of the hierarhy
measure statistial struture on dierent length sales, and shorter length sale
strutures are lustered together and orrelated to produe longer length sale
strutures. We therefore frequently refer to this type of sheme as an adap-
tive luster expansion (ACE). By interpreting ACE as a multilayered n-tuple
proessor we an relate ACE to a multilayered version of WISARD [15℄.
We demonstrate the ability of ACE to learn the statistial struture of tex-
ture by training an adaptive pyramid image proessor. There are many ways of
displaying the statistial information extrated from the data by suh a proes-
sor, but we prefer to use what we all a probability image, whih is generated
from the estimated loal PDF of the data.
The layout of this paper is as follows. In Setion 2 we use the maximum
entropy method to estimate the PDF of the data, subjet to a set of marginal
probability onstraints measured using hierarhial transformation funtions, to
yield an MRF model in losed form (i.e. no undetermined Lagrange multipliers).
In Setion 3 we extend this result to remove some of the limitations of its
hierarhial struture, suh a translation non-invariane, and desribe the ACE
system for produing probability images. In Setion 4 we present the result of
applying ACE to some textured images taken from the Brodatz set [16℄.
2 Maximum entropy PDF estimation
In this setion we present a derivation of a hierahial maximum entropy esti-
mate Q
mem
(x) of an observed true PDF P (x), where we onstrain Q
mem
(x) so
that ertain marginal PDFs agree with observation. Although we onsider only
the ase of a binary tree, we also present a simple diagrammati representation
of this result that allows us easily to extend it to general trees.
2.1 Basi maximum entropy method
For ompleteness, we rst of all outline the basi priniples [17, 18℄ of the max-
imum entropy method of assigning estimates of PDFs. Introdue the entropy
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funtional H
H = −
∫
dxQ(x) log(
Q(x)
Q0(x)
) (1)
in whih the PDF Q0(x) is used to introdue prior knowledge about P (x).
Loosely speaking, H measures the extent to whih Q(x) is non-ommittal about
the value that x might take. The maximum entropy method onsists of max-
imising H subjet to the following set of onstraints
C1,i =
∫
dxQ(x)yi(x)−
∫
dxP (x)yi(x)
= 0
(2)
where the yi(x) are the omponents of a vetor y(x) of sampling funtions.
These onstraints ensure that ertain average values are the same whether they
are measured using Q(x) (i.e. our estimated PDF) or using P (x) (i.e. the ob-
served true PDF). By arefully seleting the y(x) we an optimise the agreement
between Q(x) and P (x) as appropriate.
Q
mem
(x) may be found by introduing a vetor λ of Lagrange multipliers,
and funtionally dierentiating H −
∑
i λiC1,i with respet to Q(x) to yield
eventually
Q
mem
(x) =
Q0(x) exp(−λ.y(x))∫
dx′Q0(x′) exp(−λ.y(x′))
(3)
The undetermined Lagrange vetor λ must be hosen in suh a way that the
onstraints are satised - this is usually a non-trivial problem.
Now we shall onsider a speial ase of the maximum entropy problem in
whih we arefully design the yi(x) so that they onstrain a set of marginal
probabilities [5℄. Thus we make the following replaements
yi(x) −→ δ(y − y(x))
λi −→ λ(y)
(4)
where δ(y−y(x)) is a Dira delta funtion. In the {yi(x), λi} version of the max-
imum entropy problem, by varying the value of an index i we ould san through
the set of onstraint funtions yi(x) and Lagrange multipliers λi. However, in
the {δ(y − y(x)), λ(y)} version of the maximum entropy problem, by varying
the value of a variable y we an san through the set of onstraint funtions
δ(y − y(x)) and Lagrange multipliers λ(y).
The modiation in Equation 4 auses the onstraints in Equation 2 to
beome
C2(y) ≡
∫
dxQ(x)δ(y − y(x)) −
∫
dxP (x)δ(y − y(x))
= Q(y)− P (y)
= 0
(5)
where we have dened the PDFs over y as
Q(y) =
∫
dxQ(x)δ(y − y(x))
P (y) =
∫
dxP (x)δ(y − y(x))
(6)
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Thus the delta funtion onstraints fore Q(y) = P (y). Note that we have
used a rather loose notation for our PDFs - P (x) and P (y) are in fat dierent
funtions of their respetive arguments. We have made this hoie of notation
for simpliity, beause the ontext will always indiate unambiguously whih
PDF is required.
By analogy with the previous maximum entropy derivation, Q
mem
(x) may
be found by funtionally dierentiating H−
∫
dyλ(y)C2(y) with respet to Q(x)
to yield
Q
mem
(x) =
Q0(x) exp(−λ(y(x)))∫
dx′Q0(x′) exp(−λ(y(x′)))
(7)
−→ Q0(x)f(y(x)) (8)
where λ(y(x)) is an undetermined Lagrange funtion of y(x). In Equation 8
we present a simpler notation by introduing an undetermined funtion f(y(x))
to absorb the exponential funtion and the denominator term that appeared
in Equation 7. We may impose the onstraints in Equation 5, and use the
denitions of Q(y) and P (y) in Equation 6 to obtain f(y) in the form
f(y) =
P (y)∫
dx′Q0(x′)δ(y − y(x′))
(9)
and Q
mem
(x) in the form
Q
mem
(x) =
Q0(x)P (y(x))∫
dx′Q0(x′)δ(y(x) − y(x′))
(10)
Note that this result is a losed form solution beause it ontains no undeter-
mined Lagrange funtions, unlike Equation 3 whih ontains an undetermined
Lagrange vetor λ. The normalisation of this solution an be veried as follows∫
dxQ
mem
(x) =
∫
dxdyδ(y − y(x)) Q0(x)P (y)∫
dx′Q0(x′)δ(y−y(x′))
=
∫
dyP (y)
= 1
(11)
where we use the identity
∫
dyδ(y − y(x)) = 1 to reate a dummy integral over
y.
2.2 Hierarhial maximum entropy method
The purpose of this subsetion is to present a generalisation of Equation 10 that
uses hierarhial transformation funtions.
In pratie the result in Equation 10 has a limited usefulness. Firstly, we
would like to impose many simultaneous onstraints, eah using its own on-
straint funtion δ(yi − yi(x)) in Equation 5, but this annot in general be done
without sariing our losed form solution in Equation 10. Seondly, we would
like to impose higher order onstraints, using a onstraint funtion δ(y− y(x)).
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This may easily be done by making the replaement y −→ (y1, y2, · · · ) in Equa-
tion 10. However, there is a hidden problem, beause the greater the dimension-
ality of y, the less easy is it to make the neessary measurements to establish
the form of P (y). Fortunately, there is a solution to both of these problems,
whih we shall desribe below.
Figure 1: Notation used in the hierarhial maximum entropy derivation.
We shall apply the maximum entropy method with onstraints of the form
shown in Equation 5 to a hierarhy of transformed versions of the input ve-
tor x. In order to make our alulation tratable we introdue the notation
shown in Figure 1. The xijk... are various partitions of the input vetor x, the
yijk... are various transformed versions yijk...(xijk...) of the input xijk..., and
the fijk··· ,i′j′k′··· are the Lagrange funtions fijk··· ,i′j′k′···(yijk···, yi′j′k′···) that
appear in the generalised version of the maximum entropy solution Q
mem
(x) in
Equation 7.
We hoose to write the dependene of yijk... diretly on the input xijk..., even
though the value of yijk... is obtained via a number of intermediate transforma-
tions leading from the leaf nodes of the tree up to node ijk..., beause this leads
to a transparent hierarhial maximum entropy derivation. It is onvenient to
dene Πijk···(xijk···) as the produt of the Lagrange funtions that appear be-
neath node ijk... of the tree. Πijk···(xijk···) has the following reursion property
Πijk··· (xijk···) = fijk···1,ijk···2(yijk···1(xijk···1), yijk···2(xijk···2))
×Πijk···1(xijk···1)Πijk···2(xijk···2)
(12)
Also introdue a normalisation (or Jaobian) fator dened as
Zijk···(yijk···) =
∫
dxijk···δ(yijk··· − yijk···(xijk···))Πijk···(xijk···) (13)
whih is a sum of Πijk···(xijk···) over all the states xijk··· of the leaf nodes beneath
node ijk... that are onsistent with yijk... emerging at node ijk....
The proof of the general hierarhial maximum entropy result proeeds in-
dutively. Firstly, we generalise Equation 4 to beome
yi(x) −→ δ (yijk···1 − yijk···1(xijk···1)) δ(yijk···2 − yijk···2(xijk···2))
λi −→ λijk···(yijk···1, yijk···2)
(14)
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Seondly, we generalise Equation 8 to beome
Q
mem
(x) = Q0(x)f1,2(y1(x1), y2(x2))Π1(x1)Π2(x2) (15)
where we display the Lagrange funtion f1,2(y1, y2) that onnets the topmost
node-pair (i.e. node-pair (1, 2)) in the tree, but oneal the other Lagrange
funtions by using the Πijk··· notation.
We may determine the exat form of f1,2(y1, y2) independently of the rest of
the Lagrange funtions (whih are hidden inside the Π1(x1) and Π2(x2) fun-
tions) by imposing the onstraint shown in Equation 5 and Equation 6 (as
applied to node-pair (1, 2)) to obtain
P1,2(y1, y2) =
∫
dx1dx2δ(y1 − y1(x1))δ(y2 − y2(x2))Qmem(x)
= f1,2(y1, y2)Z1(y1)Z2(y2)
(16)
whih yields
f1,2(y1, y2) =
P1,2(y1, y2)
Z1(y1)Z2(y2)
(17)
Substituting this result bak into Equation 15 yields
Q
mem
(x) = P1,2(y1(x1), y2(x2))
Π1(x1)
Z1(y1(x1))
Π2(x2)
Z2(y2(x2))
(18)
whih orretly obeys the onstraint on the joint PDF P1,2(y1, y2) of the topmost
pair of nodes in the tree.
We now marginalise Q
mem
(x) in order to onentrate our attention on the
left-hand main branh of the tree. Thus
Q1,mem(x1) =
∫
dx2Qmem(x)
=
∫
dx2dy2δ(y2 − y2(x2))Qmem(x)
= P1(y1(x1))
Π1(x1)
Z1(y1(x1))
(19)
We now use the reursion property given in Equation 12 to extrat the Lagrange
funtion assoiated with node-pair (11, 12). Thus Q1,mem(x1) beomes
Q1,mem(x1) = P1(y1(x1))f11,12(y11(x11), y12(x12))
Π11(x11)Π12(x12)
Z1(y1(x1))
(20)
As before, we may determine the exat form of f11,12(y11, y12) independently
of the rest of the Lagrange funtions by applying the onstraints to node-pair
(11, 12) to obtain
f11,12(y11, y12) =
P11,12(y11, y12)
P1(y1)
Z1(y1)
Z11(y11)Z12(y12)
(21)
where the value of y1 is to be understood to be obtained diretly from the
values of y11 and y12 via the mapping whih onnets node-pair (11, 12) to node
1. Substituting this result into Equation 20 yields
Q1,mem(x1) = P11,12(y11(x11), y12(x12))
Π11(x11)
Z11(y11(x11))
Π12(x12)
Z12(y12(x12))
(22)
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By inspetion, we see that Equation 18 and Equation 22 are idential in form
one we have aounted for their dierent positions in the tree, so we may use
indution to obtain all of the rest of the Lagrange funtions in the form
fijk···1,ijk···2 (yijk···1, yijk···2) =
Pijk···1,ijk···2(yijk···1,yijk···2)
Pijk···(yijk···)
×
Zijk···(yijk···)
Zijk···1(yijk···1)Zijk···2(yijk···2)
(23)
whih is analogous to Equation 21, and where y
ijk··· is obtained diretly from
the values of yijk···1 and yijk···2. The
Π
Z
fators may be disarded one we reah
the leaf nodes of the tree, beause the integral in Equation 13 then redues to
Z = Π.
Finally, by starting with Equation 15 and reursively simplifying the Π
ijk···
using Equation 12 and substituting for the Lagrange funtions fijk··· ,i′j′k′···
using Equation 23 we obtain eventually for an n-layer tree
Q
mem
(x) =
[
n−2∏
k=0
2∏
i1,i2,··· ,ik=1
Pi1i2···ik1,i1i2···ik2(yi1i2···ik1(xi1i2···ik1),yi1i2···ik2(xi1i2···ik2))
Pi1i2···ik1(yi1i2···ik1(xi1i2···ik1))Pi1i2···ik2(yi1i2···ik2(xi1i2···ik2))
]
×
[
2∏
i1,i2,··· ,ik=1
Pi1i2···in(xi1i2···in)
]
(24)
where we have rearranged the terms to ollet together the fators that eah
node-pair (i1i2 · · · ik1, i1i2 · · · ik2) ontributes.
Although we have onentrated on deriving Q
mem
(x) for a binary tree, the
priniple of the derivation arries over unhanged to arbitrary tree strutures,
and Equation 24 may easily be generalised. In Appendix B we explain the
relationship of the single layer version of Equation 24 to the random aess
memory network that is known as WISARD [15℄.
2.3 Diagrammati notation
Figure 2: The individual steps of the indutive hierarhial maximum entropy
derivation.
We now present the steps in the indutive derivation leading from Equation
18 to Equation 22 as a diagram in Figure 2. We use a triangle to represent
7
a subtree, and we indiate its apex node, its assoiated Π or Π
Z
fator, and
its dependene on x. Figure 2a represents Equation 18, whih is a pair of
trees onneted by the joint PDF of their apex nodes. By integrating over
x2 we remove the right hand tree to obtain Figure 2b, whih orresponds to
Equation 19. We then expliitly display the two daughter nodes to obtain Figure
2, whih orresponds to Equation 20, although we have grouped the terms
together slightly dierently, for simpliity. This exposes one of the Lagrange
funtions whih we determine expliitly to obtain Figure 2d, whih orresponds
to Equation 22. One yle of the indutive proof is ompleted by noting the
orrespondene between Figure 2a and Figure 2d.
Figure 3: A diagrammati representation of the hierarhial maximum entropy
result.
We represent Equation 24 in diagrammati form in Figure 3. The tree stru-
ture represents the ow of the transformations of the original input data x.
Eah square ornered retangle represents the marginal PDF of the enlosed
node-pair (i.e. one Pi1i2···in term from the seond fator in Equation 24). Eah
round ornered retangle represents the normalised marginal PDF of the enosed
node-pair (i.e. one
Pi1i2···ik1,i1i2···ik2
Pi1i2···ik1Pi1i2···ik2
term from the rst fator in Equation 24).
Overall, we obtain Equation 24 as the produt of the retangles in Figure 3.
This notation makes it easy to generalise the result in Equation 24 in a
purely diagrammati fashion, by rstly onstruting an arbitrary (i.e. not ne-
essarily binary) tree-like transformation of the input data, and seondly using
as maximum entropy onstraints the marginal PDF of eah set of sister nodes
in the tree. This presription permits many possible ACE strutures, inluding
those in whih dierent onstraints eetively operate between dierent layers
of the hierarhy (by mapping one or more node values diretly from layer to
layer).
Eah retangle representing a marginal PDF in Figure 3 ontributes to the
maximum entropy estimate of the PDF of a luster of nodes in the input data.
Beause of the tree struture, lusters at eah length sale are built out of
lusters at smaller length sales. Equation 24 tells us exatly how to inorporate
into Q
mem
(x) any additional statistial properties that might be observed when
forming larger lusters out of smaller lusters in this way.
Finally, Figure 3 suggests an informal derivation of Equation 24. Thus the
expression for the maximum entropy estimate of the joint PDF of the input data
x in Equation 18 an be viewed as the joint PDF of the pair of nodes at the
top of the tree in Figure 3 times orretive Jaobian fators that ompensate
for eets of the many-to-one mapping that the input data undergoes before it
reahes the top of the tree. The nal maximum entropy expression in Equation
24 merely enumerates these orretive Jaobian fators expliitly in terms of
marginal PDFs measured at various levels of the tree. This makes it lear
that the maximum entropy method gives a result that is onsistent with simple
ounting arguments, whih ould therefore be used in plae of the rather involved
maximum entropy derivation.
3 Implementation of an anomaly detetor
Heneforth we shall refer to our hierarhial maximum entropy method as an
adaptive luster expansion (ACE). In this setion we desribe how to implement
Equation 24 in software. We assume that the ACE transformation funtions
have already been optimised using the unsupervised network training algorithm
that we desribe in Appendix A and in [13℄, so the purpose of this setion is
to explain how to manipulate Equation 24 into a form that produes a useful
output from the network. For onreteness, we produe an output in the form of
an image that represents the degree to whih eah loal path of an input data
is statistially anomalous, when ompared to the global statistial properties of
the input data.
3.1 Two-dimensional array of inputs
Figure 4: ACE onnetivity for proessing a 2-dimensional array of inputs.
In Setion 2 we represented ACE as if it were operating on a 1-dimensional
arrays of inputs (e.g. time series). In pratie this might indeed be the ase, but
in this paper we hoose to study 2-dimensional arrays of inputs (e.g. images).
There is no diulty in applying ACE to an image, provided that we appro-
priately assign the leaf nodes to pixels of the image. In Figure 4 we show the
simplest possibility in whih the image is alternately ompressed in the north-
south and east-west diretions. A priori, the hoie of whether to start with
north-south or east-west ompression is arbitrary, but if we knew, for instane,
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that the image had stronger short range orrelations in the east-west diretion
than the north-south diretion, then it would be better to ompress east-west
rst of all. Note that in Figure 4 the topology of the tree is the same as in Figure
3, but the way in whih the leaf nodes are identied with the data samples is
dierent.
More generally, we ould identify the leaf nodes of the tree with the image
pixels in any way that we please, provided that no pixel is used more than
one (to guarantee that the tree-like topology is preserved). The problem of
optimising the identiation of leaf nodes with pixels is extremely ompliated,
so we shall not pursue it in this paper.
3.2 Histograms
The maximum entropy PDF in Equation 24 is a produt of (normalised) marginal
PDFs. In a pratial implementation of ACE the yijk··· are disrete-valued quan-
tities (for instane, integers in the interval [0, 255]), and the Pijk··· ,i′j′k′···(yijk···, yi′j′k′···)
are probabilities (not PDFs). We estimate the Pijk··· ,i′j′k′···(yijk···, yi′j′k′···) by
onstruting 2-dimensional histograms
Pijk··· ,i′j′k′···(yijk···, yi′j′k′···) ≃
1
Nijk··· ,i′j′k′···
hijk··· ,i′j′k′···(yijk···, yi′j′k′···) (25)
where hijk··· ,i′j′k′···(yijk···, yi′j′k′···) is the number of ounts in the histogram bin
(yijk···, yi′j′k′···), and N is the total number of histogram ounts given by
Nijk··· ,i′j′k′··· =
∑
yijk···
∑
yi′j′k′···
hijk··· ,i′j′k′···(yijk···, yi′j′k′···) (26)
Note that the estimate in Equation 25 suers from Poisson noise due to the
nite number of ounts in eah histogram bin.
In order to build up this estimate we rst of all train the ACE transformation
funtions as explained in Appendix A. The histogram bins are then initialised to
zero, and subsequently lled with ounts by exposing the trained ACE to many
examples of input vetors (possibly, the set used to train the transformation
funtions). Thus eah vetor is propagated up through the ACE-tree, and we
then inspet eah node-pair (ijk · · · , i′j′k′ · · · ) for whih a marginal probability
needs to be estimated, and inrement its orresponding histogram bin thus
hijk··· ,i′j′k′···(yijk···, yi′j′k′···) −→ hijk··· ,i′j′k′···(yijk···, yi′j′k′···) + 1 (27)
When the training set has been exhausted, histogram bin (ijk · · · , i′j′k′ · · · )
reords the number of times that state (yijk···, yi′j′k′···) ourred.
A major disadvantage of using histograms is that they have a large number
of adjustable parameters (i.e. the number of ounts in eah bin) that have
to be determined by the training data, so they do not generalise very well.
However, for the purpose of this paper, we do not need to resort to using more
sophistiated ways of estimating PDFs.
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3.3 Translation invariant proessing
We wish to detet statistial anomalies in images whih have otherwise spa-
tially homogeneous statistis, suh as textures. An invariane of the statistial
properties of the true PDF P (x) an be expressed as
P (Gx) = P (x) (28)
where G is any element of the invariane group, whih we shall assume to be
the group of translations of the image pixels. In Equation 24 Q
mem
(x) does not
respet translation invariane for two reasons. Firstly, we use transformations
yijk···(xijk···) that are expliitly translation variant, beause the funtional form
depends on the ijk · · · indies. Seondly, we onnet together these transfor-
mations in translation variant way, beause the tree struture in Figure 1 and
Figure 4 does not treat all of its leaf nodes equivalently. We shall therefore mod-
ify the luster expansion proedure that we derived in Setion 2.2 to guarantee
translation invariane. This will lead to a muh improved maximum entropy
estimate Q
mem
(x) of the true P (x).
Firstly, use the same transformation funtion at eah position within a single
layer of ACE. Thus in Equation 24 we make the replaement
yi1i2···ik1(xi1i2···ik1) −→ y
k(xi1i2···ik1)
yi1i2···ik2(xi1i2···ik2) −→ y
k(xi1i2···ik2)
(29)
where we indiate that the transformation is assoiated with the k-th layer of
ACE by attahing a supersript k to eah funtion. This yields
Q
mem
(x) =
[
n−2∏
k=0
2∏
i1,i2,··· ,ik=1
Pi1i2···ik1,i1i2···ik2(y
k(xi1i2···ik1),y
k(xi1i2···ik2))
Pi1i2···ik1(y
k(xi1i2···ik1))Pi1i2···ik2(y
k(xi1i2···ik2))
]
×
[
2∏
i1,i2,··· ,ik=1
Pi1i2···in(xi1i2···in)
]
(30)
Equation 30 guarantees translation invariane (in the sense of a single-instrution-
multiple-data omputer) of the proessing that ours when the input data is
propagated upwards through the overlapping trees.
Seondly, assume that Equation 28 holds for all image translations, so that
the marginal PDFs are independent of position. We may make this expliit in
our notation by making the following replaement in Equation 30
Pi1i2···ik1,i1i2···ik2(·)
Pi1i2···ik1(·)Pi1i2···ik2(·)
−→
Pk
1,2(·)
Pk
1
(·)Pk
2
(·)
Pi1i2···in(·) −→ P
n−1(·)
(31)
where we use the same supersript notation as in Equation 29. This yields
Q
mem
(x) =
[
n−2∏
k=0
2∏
i1,i2,··· ,ik=1
Pk
1,2(y
k(xi1i2···ik1),y
k(xi1i2···ik2))
Pk
1
(yk(xi1i2···ik1))P
k
2
(yk(xi1i2···ik2))
]
×
[
2∏
i1,i2,··· ,ik=1
Pn−1(xi1i2···in)
]
(32)
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Equation 32 guarantees not only translation invariane of the transformations
that propagate the data through the tree, but also translation invariane of the
marginal PDFs of P (x) that are used to onstrut Q
mem
(x).
Both of the simpliations in Equation 29 and Equation 31 redue the total
number of unknowns that have to be determined. For a given amount of training
data we an thus onstrut a better maximum entropy estimate Q
mem
(x) of the
true P(x). The transformation funtions may be optimised better, and the
histogram bins have a redued Poisson noise.
We usually apply ACE to suh large input arrays that it is not appropriate
to build a single binary tree whose leaf nodes enompass the entire input array.
Instead, we divide the input array (whih we shall assume is a 2M × 2M array
of image pixels) into a set of ontiguous 2m1 × 2m2 arrays, eah of whih we
analyse using Equation 32. There are no onstraint funtions to measure the
mutual dependenies between these subarrays, so the maximum entropy joint
PDF of the set of subarrays is a produt of terms of the form shown in Equation
32.
log(Q
mem
(x)) =
n−2∑
k=0
2M−m1∑
a1=1
2M−m2∑
a2=1
2∑
i1,i2,··· ,ik=1
log(
Pk
1,2(y
k(x
a1,a2
i1i2···ik1
),yk(x
a1,a2
i1i2···ik2
))
Pk
1
(yk(x
a1,a2
i1i2···ik1
))Pk
2
(yk(x
a1,a2
i1i2···ik2
))
)
+ log
(
2M−m1∑
a1=1
2M−m2∑
a2=1
2∑
i1,i2,··· ,ik=1
log(Pn−1(xa1,a2i1i2···in))
)
(33)
The summation over (a1, a2) ranges over the 2
2M−m1−m2
ontiguous subarrays
in the overall 2M × 2M array, and the a1, a2 supersript on eah xijk··· vetor
indiates that it belongs to subarray (a1, a2). Note that we have transformed
Q
mem
(x) −→ log(Q
mem
(x)) for onveniene.
The nal step in onstruting a fully translation invariant PDF is to modify
the sum over subarrays so that it inludes all possible plaements of the 2m1 ×
2m2 subarray within the overall 2M × 2M array. There are 22M−m1−m2 possible
positions when the plaement of the subarray is restrited as in Equation 33,
whereas there are (2M − 2m1 + 1)(2M − 2m2 + 1) possible positions when all
plaements of the subarray are permitted. We therefore make the replaement
2M−m1∑
a1=1
2M−m2∑
a2=1
(·) −→ 2
2M−m1−m2
(2M−2m1+1)(2M−2m2+1)
2M−2m1+1∑
p1=1
2M−2m2+1∑
p2=1
(·)
≃ 2−m1−m2
2M∑
p1=1
2M∑
p2=1
(·)
(34)
in Equation 33, where (p1, p2) is the oordinate of the pixel in the top left hand
orner of the 2m1×2m2 subarray. If we ignore edge eets, then we may use the
approximation in the nal line of Equation 34, whih is the average of 2m1+m2
separate ontributions of the form shown in Equation 33. Equation 34 eetively
replaes the original maximum entropy PDF Q
mem
(x) by the geometri mean of
a set of maximum entropy PDFs. This averaging redues the problems aused
by Poisson noise on the histogram bin ontents to yield a greatly improved
maximum entropy PDF estimate.
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Figure 5: Connetivity for multiple overlapping binary trees.
In pratie, we would implement eah layer of ACE as a frame store, and
the transformation between eah pair of adjaent layers as a look-up table. The
translation invariant ACE that we derived in Equation 33 (with the replaement
given in Equation 34) may be implemented using the onnetivity shown in
Figure 5. Ignoring edge eets, we may write Equation 33 symbolially as
log(Q
mem
(x)) ≃
n−2∑
k=0
1
2n−k
∑
log(
P k1,2
P k1 P
k
2
) +
1
2
∑
log(Pn−1) (35)
where the inner summations range over all positions within a single layer of
Figure 5. We omit all of the funtional dependenies, beause they are easy
to obtain from Figure 3. Eah
Pk
1,2
Pk
1
Pk
2
term is represented by a retangle with
rounded orners in Figure 3, and eah Pn−1 term is represented by a retangle
with square orners in Figure 3. We have not drawn these retangles in Figure
5 beause they would overlap, and thus onfuse the diagram.
3.4 Forming a probability image
Equation 35 is the fundamental result that we use to onstrut useful image
proessing shemes. However, it would not be very useful simply to alulate
the value of log(Q
mem
) as a single global measure of the logarithmi probability
assoiated with an image. We hoose instead to break up Equation 35 into
smaller piees, and to examine their ontribution to the overall log(Q
mem
). In
eet, we look at how log(Q
mem
) is built up from the information in eah layer
of ACE, whih in turn we break down into ontributions from dierent areas of
the image.
In order to ensure that our deomposition of log(Q
mem
) an be easily om-
puted, we use the bakpropagation sheme shown in Figure 6 to ontrol the data
ow through a translation invariant network of an idential onnetivity to the
one shown in Figure 5. Eah node of this bakpropagation network reords a
logarithmi probability, and is leared to zero before starting the bakpropa-
gation omputations. The retangles in Figure 6 represent exatly the same
logarithmi probability terms that appeared in Figure 3, whih we now use as
soures of logarithmi probability that we injet into the bakpropagating data
ow.
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Figure 6: Bakpropagation sheme for onstruting a probability image.
The detailed operation of Equation 30 is as follows. Eah addition symbol
takes as input a ontribution reorded at a node in the next layer above, adds
its own logarithmi probability soure log(
Pk
1,2
Pk
1
Pk
2
), sales the result by 14 , and
it nally adds a opy of this result to the value stored at eah of its own pair
of assoiated nodes, as shown. The values that aumulate at the leaf nodes
represent various ontributions to the sum in Equation 35. If the translation
invariant version of Figure 6 is applied to the translation invariant network
shown in Figure 5, then the sum of the values that aumulate at the leaf nodes
reprodues Equation 35 preisely.
This method of omputing log(Q
mem
) might seem to be iruitous, but it
has the great advantage of both being omputationally heap and forming an
image-like representation of log(Q
mem
), whih we all a probability image.
Eah log(
Pk
1,2
Pk
1
Pk
2
) term in Equation 35 will ontribute equally to 2n−k pixels in
the probability image. These pixels will be arranged as either a square or a
2-to-1 aspet ratio retangle aording to whether there is an odd number or
even number of bakpropagation steps from the k-th layer to the leaf nodes. The
probability image is therefore a superposition of square and retangular tiles of
logarithmi probability. Eah tile orresponds to a node of the network shown
in Figure 5.
It is useful to display as an image the ontributions of a single layer of
the network to the probability image, beause dierent layers ontribute to the
struture of log(Q
mem
) at dierent length sales. This image may be displayed
in the onventional way, with small probabilities mapped to blak, large prob-
abilities mapped to white, and intervening probabilities mapped to shades of
grey, in whih ase we all it a probability image. It is also useful to invert
the grey sale so that small probabilities map to blak, in whih ase we all
it an anomaly image, beause regions whih have statistial properties that
our infrequently show up as bright peaks in the image. We nd that the use
of probability images and/or anomaly images is an extremely eetive way of
visually interpreting log(Q
mem
) in Equation 35.
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3.5 Modular implementation
Figure 7: Three layer translation invariant ACE system.
For ompleteness we now present a brief desription of a omplete system
for produing probability and/or anomaly images. This system onsists of two
tightly oupled subsystems - an ACE subsystem for deomposing the image
data, and a probability image subsystem for forming the output image. Figure
7 ombines in one diagram all of the results that we have disussed so far. The
upper part of Figure 7 is a pure translation invariant ACE subsystem, whereas
the lower half is a bakpropagating probability image subsystem operating as
shown in Figure 6. The bakpropagating subsystem takes input information
from various layers of ACE, as shown. Modules I are framestores that reord
the various transformed images. Modules M are look-up tables that reord the
inter-layer mappings. Modules T represent the training algorithm that we ex-
plain in Appendix A, whih we enlose in a dashed box beause the T modules
are swithed out of the iruit one the mappings M have been determined.
Modules H are aumulators that reord the 2-dimensional histograms, and
then regularise and normalise them appropriately. Modules P are framestores
that reord the various bakpropagated probability images. Modules log are
look-up tables (in fat only one suh table is needed) that implement a log-
arithm funtion. Modules ⊕  and ⊗  perform the addition and saling
operations that we disussed earlier in onnetion with Figure 6. N is saling
fator (whih is
1
4 if we wish to reprodue the result in Equation 35). The lines
that are annotated G represent a ganging together of the (pointers to) pixels in
adjaent layers of the ACE subsystem and in the probability image subsystem.
These ensure that the entire system works in lokstep, as required.
The simplest mode of operation of this system an be broken down into three
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stages Firstly, train eah layer (from left to right) of the ACE subsystem on a
training image. Seondly, propagate a test image (from left to right) through
the layers of ACE. Finally, onstrut a probability image by bakpropagating
(from right to left) ontributions from the various layers of ACE. Furthermore, it
is useful to display separately the probability (or anomaly) images that emerge
from eah layer of ACE, as we shall see in Setion 4.
There is a variety of methods of optimising T, and hene M. The method
that we desribe in Appendix A trains eah layer in sequene, whih takes 2.3
seond per layer (using a VAXstation 3100, and assuming 6 bits per pixel),
whih gives a full training time of 20 seonds for the 8 layer network that we
use in our numerial simulations. We do not make use of more sophistiated
shemes in whih dierent layers are simultaneously trained, whilst ommuni-
ating information with eah other to improve the global performane of ACE.
3.6 Relationship to o-ourrene matrix methods
Both the basi maximum entropy PDF Q
mem
(x) in Equation 24, and the trans-
lation invariant version of log(Q
mem
(x)) in Equation 35 that we implement
in pratie, depend on various PDFs that are measured in an ACE-tree. The
seond term of Equation 35 may be written as
Q
mem
(x) =
√∏
Pn−1 (36)
Eah Pn−1 fator is the spatial average of the marginal PDF of pairs of adjaent
pixel values, assuming that we use the identiation of leaf nodes with pixels
that we show in Figure 4. The square root in Equation 36 ompensates for the
fat that the produt of Pn−1 fators generates the produt of two maximum
entropy PDFs shifted by one pixel relative to eah other.
By using Equation 25 we may approximate Equation 36 as a produt of his-
tograms. In this ase eah histogram is the spatial average of the o-ourrene
matrix of pairs of adjaent pixel values, as ommonly used in image proessing
[7℄. Thus we may use onventional o-ourrene matrix methods to onstrut
a simple form of maximum entropy PDF, whih orresponds to using only one
layer of ACE.
This o-ourrene matrix result an be generalised, using Equation 24 or
Equation 35, to model higher order statistial behaviour. Although these results
depend on o-ourrene matries measured at various plaes in the ACE-tree,
the ontributions whih do not depend diretly on the input data (i.e. the rst
term of Equation 35) atually model higher order statistis of the input data.
This is beause the value yijk··· that emerges from node ijk · · · of the ACE-
tree depends on xijk···, so the joint PDF Pijk···1,ijk···2(yijk···1, yijk···2) depends
on the statistis of the pair (xijk···1, xijk···2). Thus ACE is a very onvenient
way of ombining together the various orders of statistial information that are
ontained in o-ourrene matries at various plaes in the ACE-tree, as shown
in Figure 3.
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4 Numerial results
In this setion we explain the ner details of how to implement Figure 7 in
software, and we present the results of applying the system to four 256 × 256
images of textiles taken from the Brodatz texture set [16℄.
4.1 Experimental proedure
We ompensated for some of the eets of non-uniform illumination by adding
to eah image a grey sale wedge whose gradient was hosen in suh a way as to
remove the linear omponent of the non-uniformity. Not only does this improve
the translation invariane of the image statistis, but it also improves the quality
of the hierarhial oding of the image, beause we redue the need to develop
redundant odes whih dier only in their overall grey level.
Throughout our experiments we generate optimal inter-layer mappings us-
ing the training methods that we explain in Appendix A. These are known
as topographi mappings in the neural network literature, and we showed in
[19℄ why they are appropriate for building multistage vetor quantisers. We
hoose to ompress the image in alternate diretions using the following se-
quene: north/south, east/west, north/south, east/west, et. This ompression
sequene leads to the following sequene of retangular image regions that in-
uene the state of eah pixel in eah stage of ACE: 1 × 2, 2 × 2, 2 × 4, 4× 4,
et, using (east/west, north/south) oordinates. In all of our experiments we
use an 8 stage ACE.
The number of bits per pixel that we use in eah layer of ACE determines
the quality of the hierarhial vetor quantisation that emerges. Inreasing the
number of bits improves the quality of the vetor quantisation but inreases the
training time: we need to ompromise between these two oniting require-
ments. In our work on simple Brodatz texture images we have found that 6-8
bits per pixel is suient.
It is important to note that for a given number of bits (after ompression)
there is an upper limit on the allowed entropy that the input data an have.
This problem beomes more severe the greater the data ompression fator (i.e.
the further we progress through the layers of ACE). For instane, if the input
image is very noisy then 6-8 bits will be suient only to give good vetor
quantisation performane in the rst few layers of ACE. This problem arises
beause ACE does not have muh prior knowledge of the statistial properties
of the input data, so eah node of ACE enodes its input without assuming a
prior model. A prior model would allow us to redue the bit rate. This is a
fundamental limitation to the apabilities of the urrent version of ACE.
The hoie of the size of the 2-dimensional histogram bins is also important.
A property of the topographi mappings that we use to to onnet the layers of
ACE is that adjaent histogram bins derive from input vetors that are lose to
eah other (in the Eulidean sense), so it is sensible to rebin the histogram by
ombining together adjaent bins. Thus we ontrol the histogram bin size by
trunating the low order bits of eah binary vetor that represents a pixel value.
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If we do not trunate any bits, then the 2-dimensional histogram faithfully
reords the number of times that a pair of pixel values has oured. However, if
we trunate b low order bits of eah pixel value then eetively we sum together
the histogram bins in groups of 22b (= 2b × 2b) adjaent bins, whih smooths
the histogram. The more smoothing that we impose the less Poisson noise the
histogram suers. However, as we smooth the histogram we run the danger of
smoothing away signiant struture that might usefully be used to haraterise
the input image: so we need to make a ompromise. In our Brodatz texture
work we use only 4-6 bits of eah pixel value to generate the histograms in
eah stage of ACE. Note that we use more bits for vetor quantisation than
for histogramming beause the vetor quantisation needs to be good enough to
preserve information for enoding by later layers of the hierarhy, whereas the
histogramming information is not passed to later layers.
In Equation 35 we need to estimate the logarithm of various probabilities
from the histograms. We do this in two stages. Firstly, we regularise the
histograms by plaing a lower bound on the permitted number of ounts. One
possible presription is to ensure that eah histogram bin has a number of ounts
at least as large as the average number of ounts in all the histogram bins (as
determined before regularising the histogram). Thus
hijk··· ,i′j′k′···(yijk···, yi′j′k′···) −→
{
hijk··· ,i′j′k′···(yijk···, yi′j′k′···) h ≥ 〈h〉
〈hijk··· ,i′j′k′···(yijk···, yi′j′k′···)〉 h < 〈h〉
(37)
where the angle brakets 〈· · · 〉 denote an average over histogram bins, rounded
up to the next largest integer to avoid setting histogram bins to zero. Seondly,
we estimate the probabilities Pijk··· ,i′j′k′···(yijk···, yi′j′k′···) by inserting the regu-
larised histograms into Equation 25. We use a marginalised version of Equation
25 to estimate the marginal probabilities Pijk···(yijk···). Finally, we ompute
the logarithmi probabilities in Equation 35 by using a table of logarithms of
integers, up to the maximum possible number of ounts that ould our in a
histogram bin - it sues to tabulate logarithms up to log(N).
The presription in Equation 37 is rude but eetive. We ould improve the
performane by introduing prior knowledge of the statistial properties of the
input data. Our histogram smoothing presription already impliity makes use
of prior knowledge of the properties of the Posson noise proess that aets the
histogram ounts, and prior knowledge of the fat that adjaent histogram bins
orrespond to similar input vetors. Additional prior knowledge would further
enhane the performane, espeially in ases where there is a limited amount of
training data (suh as small images, or small segments of larger images).
A pitfall that must be avoided is using histogram bins that are too small
when one intends to train ACE on one image and then use a dierent image to
generate a probability image. Eetively, the large number of small bins reords
the details of the statistial utuations of the training image (as partiular
realisations of a Poisson noise proess in eah bin), whih thus ats as a detailed
reord of the struture in the training image. The histograms thus look very
spiky, and in an extreme ase there may be a ounts reorded in only a few
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bins with zeros in all of the remaining bins. If this situation ours then the
training image reords a large log(Q
mem
(x)), whereas a test image having the
same statistial properties reords a small log(Q
mem
(x)). Eetively, the spikes
in the training and test image histograms are not oinident. This problem an
be solved by hoosing a large enough histogram bin size.
Finally, we display the logarithmi probability image as follows. We deter-
mine the range of pixel values that ours in the image, and we translate and
sale this into the range [0, 255]. This ensures that the smallest logarithmi
probability appears as blak, and the largest logarithmi probability appears as
white, and all other values are linearly saled onto intermediate levels of grey.
This presription has its dangers beause eah probability image determines its
own speial saling, so one should be areful when omparing two dierent prob-
ability images. It an also be adversely aeted by pixel value outliers arising
from Poisson noise eets, where an extreme value of a single pixel ould aet
the way in whih the whole of an image is displayed. However, we nd that
the overlapping tree presription in Figure 5 together with the bakpropaga-
tion presription in Figure 6, auses enough eetive averaging together of the
histogram bins that we do not enounter problems with pixel value outliers.
In all of the images that we present below, we ompensate for the uneven
illumination by introduing a grey sale wedge as we explained earlier, we use 8
bits per pixel for vetor quantisation, we use 6 bits per pixel for histogramming,
and we invert the [0, 255] sale to produe an anomaly image, in whih a white
pixel indiates a small (rather than a large) logarithmi probability.
4.2 Texture 1
Figure 8: 256× 256 image of Brodatz fabri number 1.
In Figure 8 we show the rst Brodatz texture image that we use in our exper-
iments. The image is slightly unevenly illuminated and has a fairly low ontrast,
but nevertheless its statistial properties are almost translation invariant.
In Figure 9 we show the anomaly images that derive from Figure 8. Note
how the anomaly images beome smoother as we progress from Figure 9a to
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Figure 9h, due to the inreasing amount of averaging that ours amongst the
overlapping bakpropagated retangular tiles that build up eah image.
Figure 9e and espeially Figure 9f reveal a highly loalised anomaly in the
original image. Figure 9f orresponds to a length sale of 8× 8 pixels, whih is
the approximate size of the fault that is about
1
4 of the way down and slightly
to the left of entre of Figure 8. The fault does not show up learly on the other
gures in Figure 9 beause their harateristi length sales are either too short
or too long to be sensitive to the fault.
There is a major feature in the bottom right hand orner of Figure 9h, where
the anomaly image is darker than average, indiating that the orresponding
part of the original image has a higher than average probability. This is a
dierent type of anomaly to the sort that we have envisaged so far - it ours
beause the orresponding part of original image happens to explore only a high
probability part of the spae that is explored by the whole image. This part
of the anomaly image is surrounded by a brighter than average border, whih
indiates a onventional anomalous region.
From Figure 9 we onlude that ACE an easily pik out loalised faults in
highly ordered textures.
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Figure 9: 256× 256 anomaly images of Brodatz fabri number 1.
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4.3 Texture 2
Figure 10: 256× 256 image of Brodatz fabri number 2.
In Figure 10 we show the seond Brodatz texture image that we use in our
experiments. The image has a high ontrast and translation invariant statistial
properties.
In Figure 11 we show the anomaly images that derive from Figure 10. The
most interesting anomaly image is Figure 11f whih shows several loalised
anomalies. About halfway down and to the left of entre of the image is an
anomaly that orresponds to a dark spot on the thread in Figure 10. The
brightest of the anomalies in the luster just above the entre of the image or-
responds to what appears to be a slightly torn thread in Figure 10. The other
anomalies in this luster are weaker, and orrespond to slight distortions of the
threads. There is another anomaly just below and to the right of the entre
of Figure 11g, whih orresponds to what appears to be another slightly torn
thread in Figure 10. These anomalies all our at, or around, a length sale of
8× 8 pixels. Several of the anomaly images show an anomaly in the bottom left
hand orner of the image, whih orrsponds to a small uniform path of fabri
in Figure 10.
The results in Figure 11 orroborate the evidene in Figure 9 that ACE
an be trained in an unsupervised fashion to pik out loalised faults in highly
ordered textures.
22
Figure 11: 256× 256 anomaly images of Brodatz fabri number 2.
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4.4 Texture 3
Figure 12: 256× 256 image of Brodatz fabri number 3.
In Figure 12 we show the third Brodatz texture image that use in our exper-
iments.The image has a very high ontrast and statistial properties that are
almost translation invariant. However the density of anomalies is muh higher
than in either Figure 8 or Figure 10.
In Figure 13 we show the anomaly images that derive from Figure 12. The
most prominant anomaly is in Figure 13g, at a length sale of 8 × 16 pixels,
whih orresponds to region of Figure 12 that is just above and to the left of
entre of the image. This region is anomalous beause it is both distorted and
has slightly thiker threads than elsewhere. The large distorted region in the
bottom left hand orner of Figure 12 does not show up very learly to the naked
eye in Figure 13, but Figure 13f and Figure 13h have signiant peaks in this
region. There are also many other loalised peaks in Figure 13 whih an be
traed bak to orresponding faults in Figure 12.
Comparing Figure 13 with Figure 9 and Figure 11 we onlude that the
ability of ACE to pik out faults is degraded as the density of faults inreases.
This is beause the faults themselves are part of the statistial properties that
are extrated by ACE, and if a partiular fault ours often enough in the image
then it is no longer deemed to be a fault.
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Figure 13: 256× 256 anomaly images of Brodatz fabri number 3.
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4.5 Texture 4
In this setion we present a slightly dierent type of experiment in whih we
train ACE on one image and test ACE on another image. To reate the two
images we start with a single 256× 256 image of a Brodatz texture, whih we
divide into a left half and a right half. We then use the left half to build up the
training image, and the right half to build up the test image.
Figure 14: 256× 256 image of Brodatz arpet for training.
Figure 15: 256× 256 image of Brodatz arpet for testing.
In Figure 14 we show the training image whih is a montage of two opies of
the left hand half of a Brodatz texture image. Note that this montage ontains
only as muh information as was present in the original half image from whih
it was onstruted. In Figure 15 we show the test image whih is a montage of
two opies of the right hand half of a Brodatz texture image, and superimposed
on that is a 64× 64 path whih we generated by ipping the rows and olumns
of a opy of the top left hand orner of this image. This path is a hand rafted
anomaly. Note that in onstruting these images we have srupulously avoided
the possibility that the training and test images ould ontain elements deriving
from a ommon soure.
26
Figure 16: 256× 256 anomaly images of Brodatz arpet.
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In Figure 16 we show the anomaly images that derive from Figure 15 after
having trained on Figure 14. Figure 16f shows the strongest response to the
anomalous path in the entre of the image, orresponding to anomaly detetion
on a length sale of 8× 8 pixels.
5 Conlusions
Using maximum entropy methods, we have shown how to onstrut maximum
entropy estimates of PDFs by using adaptive hierarhial transformation fun-
tions to reord various marginal PDFs of the data, whih we all an Adaptive
Cluster Expansion (ACE). This method is a member of the same family as
the trainable MRF known as the Boltzmann Mahine, but it uses sophistiated
transformations of the input data rather than hidden variables to haraterise
the high order statistial properties of the training set. The simulations in this
paper use hierarhial topographi mappings to build these transformations, but
this is a onveniene, not a neessity.
We have also shown how to extend ACE so that it an be applied to transla-
tion invariant image proessing, suh as the detetion of statistial anomalies in
otherwise statistially homogeneous textures. Our methods show great promise,
not only beause they are amenable to a full theoretial analysis leading to
losed-form maximum entropy solutions, but also beause they lead diretly to
a modular system design whih an loate anomalies in textures.
We have presented several examples where ACE suessfully detets anoma-
lous regions in otherwise statistially homogeneous textures. In all ases ACE
adaptively extrats the global statistis of an image at various length sales
during the unsupervised training, whih takes 20 seonds (on a VAXStation
3100) for the 8 layer ACE network that we applied to this problem. ACE then
uses these statistis to form an output image that represents the probability
that eah loal path of the input image belongs to the ensemble of pathes
presented during training. We all this a probability image.
Some possible appliations of our results are as follows. Inspetion of textiles:
this relies on the assumed statistial homogeneity of an unawed piee of textile,
so that faults show up as anomalies, whih we have demonstrated suessfully
in this paper. Detetion of targets in noisy bakground lutter in radar images:
this is basially a noisy version of the textile inspetion problem, whih goes
somewhat beyond what we have presented in this paper, beause it needs to
address the problem of the noise entropy saturating ACE. Texture segmentation:
this is an ambitious goal whih requires muh further analysis in order to derive
a omputationally heap method of handling multiple simultaneous textures.
A Vetor quantisation
In this appendix we summarise the hierarhial vetor quantisation method that
we presented in detail in [13℄. In this paper we use this tehnique to optimise
28
the inter-layer mappings in Figure 7. We have applied this tehnique elsewhere
to image ompression [20℄, and multilayer self-organising neural networks [10,
12, 19, 14℄.
A.1 Standard vetor quantisation
This subsetion ontains those details of the theory of standard vetor quanti-
sation that one needs to understand before proeeding to the modied vetor
quantisation sheme that we present in Setion A.2.
The problem is to form a oding y of a vetor x in suh a way that a good
estimate x′ of x an be onstruted from knowledge of y alone. The sketh
derivation in this setion is presented in greater detail in [19℄. Thus a vetor
quantiser is onstruted by minimising a Eulidean distortion D1 with respet
to the hoie of oding funtion y(x) and deoding funtion x′(y), where
D1 =
∫
dxP (x) ‖x− x′(y(x))‖
2
(38)
Figure 17: Enoding and deoding in a vetor quantiser.
We may represent the enoding and deoding operations diagrammatially
as shown in Figure 17. By funtionally dierentiating D1 with respet to y(x)
and x′(y) we obtain
δD1
δy(x)
= P (x)
∂
∂y
‖x′(y)− x‖
2
∣∣∣∣
y=y(x)
(39)
δD1
δx′(y)
= 2
∫
dxP (x)δ(y − y(x)) (x′(y)− x) (40)
Setting
δD1
δy(x) = 0 in Equation 39 yields the optimum enoding funtion
y(x) = arg
min
y
‖x− x′(y(x))‖
2
(41)
whih is alled nearest neighbour enoding. Setting
δD1
δx′(y) = 0 in Equation 40
yields the optimum deoding funtion
x′(y) =
∫
dxP (x)δ(y − y(x))x∫
dxP (x)δ(y − y(x))
(42)
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whih is the update sheme derived in [21℄. Alternatively, we may use an in-
remental sheme to optimise the deoding funtion by following the path of
steepest desent whih we may obtain from Equation 40 as
δx′(y) = ǫδ(y − y(x)) (x− x′(y)) where 0 < ǫ < 1.
(43)
An iterative optimisation sheme may be formed by alternately applying Equa-
tion 41 and then either Equation 42 or Equation 43. This sheme will alternately
improve the enoding and deoding funtions until a loal minimum distortion
is loated. Alternating Equation 41 and Equation 42 is ommonly alled the
LBG (after the authors of [21℄) or k-means algorithm.
A.2 Noisy vetor quantisation
This subsetion ontains the theoretial details of the optimisation of inter-
layer mappings that we use in our numerial simulations in Setion 4. Thus we
generalise the results of Setion A.1 to the ase where the enoded version of
the input vetor is distorted by a noise proess [22, 23, 13, 14℄.
Dene a modied Eulidean distortion D2 as
D2 =
∫
dxP (x)
∫
dnπ(n) ‖x− x′(y(x) + n)‖
2
(44)
Figure 18: Enoding and deoding in a noisy vetor quantiser.
We may represent the enoding and deoding operations together with the
noise proess diagrammatially as shown in Figure 18, whih is a trivially mod-
ied version of Figure 17. By funtionally dierentiating D2 with respet to
y(x) and x′(y) we obtain
δD2
δy(x)
= P (x)
∫
dnπ(n)
∂
∂y
‖x′(y)− x‖
2
∣∣∣∣
y=y(x)+n
(45)
δD2
δx′(y)
= 2
∫
dxP (x)π(y − y(x)) (x′(y)− x) (46)
Equation 45 is a smeared version of Equation 39, so
δD2
δy(x) = 0 does not lead
to nearest neighbour enoding beause the distanes to other ode vetors have
to be taken into aount in order to minimise the damaging eet of the noise
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proess. However, it is usually a good approximation to use the nearest neigh-
bour enoding sheme shown in Equation 41. Setting
δD2
δx′(y) = 0 in Equation 46
yields the optimum deoding funtion
x′(y) =
∫
dxP (x)π(y − y(x))x∫
dxP (x)π(y − y(x))
(47)
whih should be ompared with Equation 42. Alternatively, we may obtain a
steepest desent sheme in the form
δx′(y) = ǫπ(y − y(x)) (x− x′(y)) where 0 < ǫ < 1
(48)
whih should be ompared with Equation 43.
As in Setion A.1, iterative optimisation shemes an be onstruted in whih
we alternate the optimisation of the oding and deoding funtions. Alternating
Equation 41 (whih approximately solves
δD2
δx′(y) = 0) and Equation 48 yields the
standard topographi mapping training algorithm [9℄, whih is widely used in
various forms in neural network simulations.
A.3 Hierarhial vetor quantisation
In Figure 19 we show the simplest type of hierarhial vetor quantiser. It
onsists of an inner quantiser ontained in the dashed box, surrounded by a
pair of outer quantisers. If the part of the diagram ontained in the dashed box
Figure 19: Enoding and deoding in a hierarhial vetor quantiser.
were removed and diret onnetions made so that y′1 = y1 and y
′
2 = y2, then
Figure 19 would redue to a pair of independent vetor quantisers of the type
shown in Figure 17. The dashed box ontains a vetor quantiser whih enodes
(y1, y2) to produe a ode whih it subsequently deodes to obtain (y
′
1, y
′
2).
From the point of view of y1 the eet of being passed through the inner
quantiser is to modify y1 thus y1 −→ y
′
1. A similar argument applies to y2 −→
y′2. The atual distortions y
′
1 − y1 and y
′
2 − y2 will be orrelated in pratie,
but we shall model them as if they were independent proesses, and thus redue
Figure 19 to two independent vetor quantisers of the type shown in Figure 18.
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This proedure an be extended to a hierarhial vetor quantiser with any
number of levels of nesting. From the point of view of the quantisers at any level,
we shall model the eet of the quantisers inwards from that level as independent
distortion proesses. It turns out not to be ritially important what preise
distortion model one uses, provided that it approximately represents the overall
sale of the distortion due to quantisation.
In [13℄ we presented in detail a phenomenologial distortion model that we
used to obtain an eient training proedure for topographi mappings and
their appliation to hierarhial vetor quantisers. Alternatively, the standard
topographi mapping training proedure in [9℄ ould be used, but this is a
rather ineient algorithm. The basi training proedure may be obtained
from Equation 48 as
1. Selet a training vetor x at random from the training set.
2. Enode x to produe y (= y(x)).
3. For all y′ do the following:
(a) Determine the orresponding ode vetor x′(y′).
(b) Move the ode vetor x′(y′) diretly towards the input vetor x by
a distane ǫπ(y − y(x))|x − x′(y)|.
4. Go to step 1.
This yle is repeated as often as is required to ensure onvergene of the ode-
book of ode vetors.
The standard method [9℄ speies that π(y′−y) should be an even unimodal
funtion whose width should be gradually dereased as training progresses. This
allows oarse-grained organisation of the odebook to our, followed progres-
sively by ever more ne-grained organisation, until nally the algorithm on-
verges towards an optimum odebook.
In our own modiation [13℄ of the standard method we replae a shrinking
π(y′ − y) funtion ating on a xed number of ode vetors by a xed π(y′ − y)
funtion ating on an inreasing number of ode vetors. There are many minor
variations on this theme, but we nd that it is suient to dene
π(y′ − y) =


ǫ y′ = y
ǫ′ |y′ − y| = 1
0 |y′ − y| > 1
(49)
where we have absorbed ǫ in Equation 48 into the denition of π(y′−y). We use
a binary sequene of odebook sizes N = 2, 4, 8, 16, 32, · · · , where eah odebook
is initialised by interpolation from the next smaller odebook. We nd that the
following parameter values yield adequate onvergene: ǫ = 0.1, ǫ′ = 0.05, and
we perform 20N training updates before doubling the value ofN and progressing
to the next larger size of odebook. The N = 2 odebook an be initialised using
a random pair of vetors from the training set.
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B Relationship to WISARD
Figure 20: Single layer ACE is WISARD.
The seond braketed term in Equation 24 ould be implemented in hardware
as shown in Figure 20. This implementation assumes that the state vetor x
is quantised by representing eah of its omponents using a nite number of
binary digits (bits). Note that we have taken advantage of the fat that we
are disussing a single layer network in order to simplify the notation in Figure
20 (as ompared with Equation 24). The i-th blok in this iruit is a random
aess memory (RAM) whih reords a transformation from xi (the address of
an entry in the RAM) to logPi(xi) (the orresponding entry in the RAM). The
data bus at the bottom of Figure 20 arries the omponents of x (represented
bitwise) to the relevant RAM. Note that eah bit of x is used exatly one in
forming addresses for the RAM, so the mapping from x to the set of addresses
is bijetive. The upper part of Figure 20 shows how the outputs are direted to
an aumulator where they are summed to form logQ
mem
(x).
Figure 20 is a variant of the WISARD pattern reognition network [15℄. The
elements that our MEM solution and WISARD have in ommon are: a bijetive
mapping from the bits of an input state vetor onto the address lines of a set of
RAMs, and the aumulation of the outputs of the RAMs to form the overall
network output.
However, there are some dierenes between the single layer ACE and the
WISARD presriptions for the ontents of the RAMs. ACE speies a set of
funtions (i.e. logarithms of marginal probabilities) to tabulate in the RAMs.
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Suppose that we trunate these table entries to a 1-bit representation, so that
we use 0 to represent small logarithmi probabilities and 1 to represent large log-
arithmi probabilities. Eah entry (i.e. 1 or 0) in the table then reords whether
the onguration of binary digits (i.e. the address of the entry) frequently o-
urs in the set of patterns orresponding to P (x) (the training set). The nal
output is therefore the total number of 1's that the input pattern addresses in
the n tables. In eet, this is the total number of oinidenes between ong-
urations of bits in the input pattern and those in a predened ategory. This
1-bit version of ACE is qualitatively the same as the table look-up and summa-
tion operations performed in the simplest WISARD network, whih ompletes
the onnetion that we sought between ACE and WISARD.
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