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In view of assessing natural radioactivity with on-site quantitative gamma spectrometry, efﬁciency
calibration of NaI(Tl) detectors is investigated. A calibration based on Monte Carlo simulation of detector
response is proposed, to render reliable quantitative analysis practicable in ﬁeld campaigns. The method
is developed with reference to contact geometry, in which measurements are taken placing the NaI(Tl)
probe directly against the solid source to be analyzed. The Monte Carlo code used for the simulations was
MCNP. Experimental veriﬁcation of the calibration goodness is obtained by comparison with appropriate
standards, as reported. On-site measurements yield a quick quantitative assessment of natural radio-
activity levels present (40K, 238U and 232Th). On-site gamma spectrometry can prove particularly useful
insofar as it provides information on materials from which samples cannot be taken.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The detection and measurement of natural radioactivity is a
consolidated ﬁeld of investigation, playing a fundamental role in
many aspects of environmental and health sciences. The latter, in
particular, has become of ever more special concern after the
release of the 2013 Euratom Directive stressing radon and radio-
activity of building materials as prominent concerns in radiation
protection (EC, 2013). Often, work in this research area requires
collecting large sets of data to produce the desired spatial resolu-
tion: hence the need for experimental methods yielding the needed
data quality and reliability while keeping ﬁeld and laboratory ac-
tivity e and the associated costs e at a reasonable level. Many
techniques are available, ranging from laboratory gamma spec-
trometry, mostly with high purity germanium (HPGe) detectors, to
ﬁeld gamma ray spectrometry with NaI(Tl), HPGe and other de-
tectors, e.g., BGO, CZT or LaBr3. However, in situ measurements are
often required for a number of possible reasons. For instance:
having to characterize a wide area, which would require a very
large number of samples to be collected and brought to the. Cinelli).
Ltd. This is an open access article ulaboratory (Miller and Shebell, 1993); or having to investigate ob-
jects that cannot be sampled or removed, such as archaeological
sites or buildings (Nucciatelli, 2008); and so forth.
HPGe detectors provide very accurate quantitative results
thanks to their high spectral resolution. This technique is very
powerful when applied to radioactive disequilibrium caused by
environmental/geochemical behavior affecting partitioning of ele-
ments within natural radioactive families (Gilmour, 2008;
Ivanovich and Harmon, 1982). On the other hand, HPGe detectors
require long counting times and sophisticated cooling systems:
these two requirements pose no major problem in laboratory
measurements but render HPGe detectors quite awkward for ﬁeld
measurements, when not downright unﬁt. Furthermore, NaI de-
tectors have much higher detection efﬁciencies than HPGe ones,
producing a signiﬁcant reduction in measurement time, and mak-
ing NaI detectors a favorite for in situ measurements.
Once their dependence on temperature is suitably accounted for
(Ianakiev, 2009; Kempa, 2013), utilization of NaI(Tl) detectors is
easy and practicable in most environmental conditions, as wit-
nessed by the extensive literature covering land application as well
as aircraft borne and even underwater ones (Jigiri and Farai, 2005;
Bare and Tondeur, 2010; Povinec et al., 1996, 2008; Strati et al.,
2014; Van Put et al., 2004; Vlastou et al., 2006; Wedekind, 1999;nder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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In spite of the wide utilization of NaI detectors over many de-
cades, there is still a lack of concurrence on protocols for the efﬁ-
ciency calibration for quantitative analysis. In view of on-site
gamma spectrometry to estimate natural radioactivity levels in the
ﬁeld - speciﬁcally 40K, 238U and 232Th contents - NaI(Tl) detectors are
usually calibrated by means of standard surfaces, mostly concrete
pads containing a known concentration of radionuclides. However,
these calibration pads are not available everywhere; and on the
other hand, they are not simple to build with the needed homoge-
neity, may be expensive and, furthermore, may prove complicated
to manage insofar as radiation protection (Chiozzi et al., 2000).
The present work focuses on the setup of a method for the ef-
ﬁciency calibration of NaI detectors for on-site gamma spectrom-
etry, based onMonte Carlo techniques. Themethod is developed for
contact geometry, i.e., measurements obtained with the NaI(Tl)
probe positioned directly against the solid source under investi-
gation. The goodness of the calibration is veriﬁed experimentally,
withmeasurements on standards of known radioactivity content. It
affords a suitable method for quick quantitative analysis of natural
radioactivity levels in the ﬁeld.
2. Materials and method
A 300  300 NaI(Tl) detector, model 905-4 (Ortec-Ametek) was
used for on-site gamma-spectrometry. The photomultiplier tube
(PMT) was interfaced with a 12” netbook (Samsung) via a digiBASE
(Ortec) (PMT base). The spectra were acquired and elaborated with
Scintivision MCA (Ortec). The FWHM was equal to 46 keV at
662 keV and 65 keV at 1330 keV.
2.1. High resolution gamma spectrometry
Albeit the spectra of interest were collected with the NaI(Tl)
detector, gamma spectra of soil samples were collected and
analyzed in the laboratory on high resolution detectors, to char-
acterize radiometrically the extended sources used for Monte Carlo
modeling. To this end, a coaxial p-type HPGe detector by Ortec-
Ametek (relative efﬁciency: 32.5%, FWHM equal to 1.8 keV at
1330 keV and energy range 50e2000 keV) was used. Soil samples
were dried, homogenized and sieved at 2 mm. The system was
calibrated for energy and efﬁciency using a multiple nuclide source
(QCY48, Amersham) in jar geometry (diameter: 56 mm; thickness:
10 mm). Counting time of samples was one day. Spectra were
analyzed with the GammaVision-32 software (version 6.07, Ortec).
Quantitative analysis on samples was obtained subtracting the
spectrum of water in the same geometry, while uncertainty on
peaks (k ¼ 1.68% level of conﬁdence) was calculated propagating
the combined uncertainty over the efﬁciency ﬁt previously deter-
mined with the counting uncertainty.
Minimum detectable activity was calculated making use of the
Traditional ORTEC method with a peak cut-off limit of 40%. 232Th
was determined using the emissions of its radioactive descendant
228Ac (911 keV). 238U was determined using the emissions of its
radioactive descendant 226Ra (186.2 keV). For the correction of the
226Ra peak at 186 keV secular equilibrium between 226Rae238U and
natural 235U/238U isotopic ratio was assumed (Gilmore, 2008).
Under these hypotheses the 226Ra peak was corrected dividing by
1.7337.
2.2. MCNP5 e general features
TheMonte Carlomethod can be used to duplicate theoretically a
statistical process, such as the interactions of nuclear particles withmaterials. This method is particularly useful for complex problems
that cannot be modeled accurately by deterministic methods.
MCNP - Monte Carlo N-particle - is of widespread use in modeling
neutron, electron, photon or coupled neutron/electron/photon
transport (Briesmeister, 1993). The code ehandles arbitrary three-
dimensional conﬁgurations of materials in geometric volumes
bounded by various types of surfaces. Pointwise cross-section data
are used typically, albeit grouped data are also available.
The user can create input ﬁles containing data regarding.
- geometry speciﬁcation;
- description of materials and selection of the cross-section
evaluations;
- deﬁnition of the radiation source;
- information related to the transport and the theoretical model
to be applied;
- type of response - called tallies - desired.
It is to be noted that MCNP takes into account implicitly the self
absorption of radiation by the volume under investigation.
2.3. NaI detector simulation
The experimental setup for the calibration of the NaI detector
described above was modeled with MCNP5 (LANL, 2003). The
photomultiplier (PM) tube is separated from the NaI crystal by a
5 mm thick glass window. The photodetector is protected by a
0.05 mm thick aluminum housing, separated from the crystal by a
very thin air gap. The thickness of air between the aluminum and
the crystal and between the aluminum and the photomultiplier is
0.25 mm on the sides and 0.2 mm at the top and bottom. The di-
mensions of the integral unit in its casing are: 8.2 cm of diameter in
the crystal part and 5.8 cm in the photomultiplier part, 22.35 cm of
length. The PM tube base, digiBASE (Ortec), has dimensions: 6.3 cm
of diameter and 8.0 cm of length.
The main features and characteristics included in the Monte
Carlo model are:
- The NaI crystal: 300  300, r ¼ 3.6667 g/cm3;
- The glass separation between the crystal and the PM tube,
r ¼ 2.200 g/cm3;;
- The PM-base: r ¼ 1.2070 g/cm3
- The digiBase: r ¼ 1.2070 g/cm3;
- The aluminum housing of the NaI/PM set: r ¼ 2.7020 g/cm3.
Both the PM tube and the digiBase have been modeled as vol-
umes of constant composition andmean density. The density of the
PM tube was selected as discussed in (Bare, 2011) while the dig-
iBase was assumed entirely made of polystyrene.
2.4. Sources matrices simulation
Two different sets of simulations were run: for loose soil and for
solid rock. To model the ﬁrst matrix the elemental composition of a
typical alluvial soil from the eastern Po plain (SiO2, 45.28; TiO2,
0.58; Al2O3, 14.94; Fe2O3, 5.6; MnO, 0.15; MgO, 4.13; CaO, 9.01;
Na2O, 0.88; K2O, 2.32; P2O5, 0.15; LOI,16.96) was considered; for the
second matrix the features were chosen of a volcanic rock from the
Vulsini District (Northern Latium, Italy) investigated in a previous
work (V01 sample in Capaccioni et al., 2013). The known density of
1.3 g/cm3 and 2.0 g/cm3, for soil and rock respectively, was used.
2.5. Simulation parameters
Source volume: simulations require a ﬁnite volume to be
Table 1
Total counting efﬁciency values for varying height and percentage increase between
consecutive values (i.e. the difference between the value at 20 cm and the one at
10 cm divided by the value at 20 cm, and so forth).
Soil Rock
Height
[cm]
Tot.
Counting
efﬁciency
% Increase Height
[cm]
Tot.
Counting
efﬁciency
% Increase
10 3.30E-04 5 2.47E-04
20 5.17E-04 36.20% 10 4.06E-04 39.03%
40 6.78E-04 23.83% 20 5.77E-04 29.62%
60 7.28E-04 6.85% 30 6.46E-04 10.67%
70 7.38E-04 1.37% 40 6.78E-04 4.81%
80 7.45E-04 0.85% 50 6.89E-04 1.55%
90 7.49E-04 0.55% 60 6.96E-04 0.97%
100 7.50E-04 0.23% 70 6.98E-04 0.37%
Table 2
Total counting efﬁciency varying the radius and percentage increase between
consecutive values (i.e. the difference between the value at 125 cm and the one at
100 cm divided by the value at 125 cm, and so forth).
Soil (H ¼ 70 cm) Rock (H ¼ 50 cm)
Radius
[cm]
Tot.
Counting
efﬁciency
% Increase Radius
[cm]
Tot.
Counting
efﬁciency
% Increase
100 7.38E-04 100 6.89E-04
125 7.51E-04 1.75 125 6.97E-04 1.95
150 7.62E-04 1.40 150 7.03E-04 1.04
175 7.67E-04 0.66 175 7.04E-04 0.47
200 7.69E-04 0.32 200 7.06E-04 0.21
Table 3
Gamma-ray spectrometry energy windows.
Radionuclides Main peak energy [Mev] Window width [MeV]
ROI 1 40K 1.46 0.20
ROI 2 214Bi 1.76 0.24
ROI 3 208Tl 2.62 0.30
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volume from which photons can reach the detector producing a
signiﬁcant contribution to its response, was determined. This
maximum source volume was estimated under the following
conditions: the gamma source was isotropic, homogeneously
distributed through the volume, and monoenergetic with energy
2.614 MeV e this corresponds to 208Tl of the 232Th series, the
highest energy among the natural gamma emitters and hence that
of the most penetrating photons.
Spectral response: the spectral response was calculated for
gamma energies from 80 keV to 2614 keV using the F8 tally. To save
computer time, only photons were considered (mode P) with a
cutoff energy at 50 keV. Simulating 750  106 photons emitted
uniformly through the volume acceptable accuracy in the MCNP
spectra was attained as discussed in paragraph 3.3 below.
2.6. Experimental validation of the MCNP calibration
Experimental spectra were obtained, all with counting times of
about 900 s, to validate the MCNP calibration for solid rock and
loose soil. For the former, the sources counted were three standard
pads available at theMons University: theywill be referred to in the
following as sources A, B and C; for loose soil, measurements were
taken at two sites, characterized by different types of clay, located
in Castel San Pietro (Italy): thesewill be referred to as sourcesD and
E. The three Mons University pads are concrete slabs, of which A
and B are enriched in U and Th, respectively, and C, devoted to
taking background count rates, has an extremely low radioactivity
content. For a counting time of 900 s, the detection limit was
estimated to be 0.3 ppm for Th, 0.2 ppm for U and 0.01% for K (Braga
and Cinelli, 2014).
Whereas the radioactivity of the pads is known, this was not the
case for the clay sites where spectrawere acquired, and in both sites
soil samples were collected and brought to the laboratory to be
analyzed on HPGe detectors, to assess radionuclide content.
3. Results
3.1. Determination of maximum source volume
To determine the maximum source volume a maximum source
depth was estimated ﬁrst. The source volume considered was a
cylinder of 1 m of radius with height H.
The number of source particle histories per cubic meter was
kept constant (NPS/m3 ¼ 3  106). The total counting efﬁciency of
the energy spectrum (50e3000 keV) - deﬁned as the ratio of counts
per second to gammas emitted per second - was calculated for
varying thicknesses of the source cylinder, as reported in Table 1.When the increase in total counting efﬁciency between a vol-
ume with thickness Hi and that with thickness Hiþ1 was equal to or
less than 1%, Hi was assumed to be the maximum thickness from
which gamma radiation reaches the detector. Maximum depths
were found to be 70 cm for soil and 50 cm for rock.
An analogous procedure was applied to estimate the maximum
radius.
In this case the volume considered was a cylinder with height
equal to the maximum thickness just determined, while simula-
tions were runwith progressively increasing radii, in steps of 25 cm
as reported in Table 2. Again, when the increase in total counting
efﬁciency (deﬁned as above) between the volumes with radius Ri
and Riþ1 was less than 1%, Ri was accepted as the maximum radius.
The procedure yielded radius values of 150 cm and 125 cm
respectively for soil and for rock.
3.2. Calibration procedure
On-site measurement of uranium and thorium content with
NaI(Tl) detectors is based on detection of gamma radiation from
214Bi (1.76MeV) for the 238U series and from 208Tl (2.61MeV) for the
232Th series, whereas 40K is assessed directly from its emission at
1.46 MeV. Spectrum analysis is based on the choice of suitable re-
gions of interest (Chiozzi et al., 2000) as reported in Table 3.
MCNP simulations were run:
 Simulating the whole detector including the PM tube and its
interface;
 considering the device placed in contact with the ground
surface;
 Using the rock (or soil) volume of the size discussed above,
containing one of three types of source:
a) a monoenergetic isotropic volumetric source of 40K (1.46 MeV)
b) a monoenergetic isotropic volumetric source of 208Tl (2.61 MeV)
c) An isotropic volumetric source of 214Bi. Six lines of foremost
interest of 214Bi were selected, as reported in Table 4 below, and
used in the simulations; the frequency of each of the six gamma
emissions was recalculated normalizing the 6 emission proba-
bilities so that they sum to 1: the resulting frequencies are also
reported in Table 4.
MCNP simulations yield a detection efﬁciency e deﬁned here as
the ratio of photons counted to photons emitted. This quantity can
Table 4
Energies and emission probabilities of the relevant g emissions from 214Bi and their respectively percentage considered in the simulation.
Energy [keV] 1509.21 1729.59 1764.49 1847.43 2204.06 2447.70
Emission probabilitya 0.02108 0.02817 0.1517 0.02 0.0489 0.01536
Frequency 7.39 9.91 53.12 7.03 17.09 5.37
a Browne and Firestone, 1986.
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of rock/soil, each containing one of the radioisotopes of interest)
and every ROI of detection: the results are shown in Table 5 for rock
and Table 6 for soil.
Considering the probability of emission (0.1066 for 40 K, 0.3585
for 208 Tl and for 214Bi see Table 4, at 1764.49 keV) and the weight
of the whole volume of rock/soil considered, the speciﬁc activity
corresponding to emission of one photon per second in the whole
volume was calculated. Resulting speciﬁc activities for the three
rocks and three soils simulated are shown in Table 7.
The cps counted by the detector can be expressed as follows:
Ei ¼
X3
n¼1
ainAn i ¼ 1;2;3 (1)
where Ei are the cps measured in the i-th ROI, An is the speciﬁc
activity of nuclide n (n ¼ 1,2,3 for K, Th, U), ain is an instrument
response deﬁned as the detector cps in ROI i for a unit speciﬁc
activity of radioisotope n.
The matrix of instrument response k aink can be calculated for
rock (MR) and for soil (MS) from the data in Tables 5e7.MR ¼

0:01362±3:8 105 0:01545±7:4 105 0:01031±3:9 105
0 0:03622±1:1 104 2:91 104±6:6 106
0 0:0208±8:6 105 0:0152±4:8 105

MS ¼

0:0135±4:3 105 0:0154±8:4 105 0:0103±4:5 105
0 0:0362±1:3 104 2:91 104±7:5 106
0 0:0206±9:7 105 0:0151±5:4 105
and eq. (1) can be rewritten in matrix form as
kEk ¼ kak  kAk (2)
where k E k is the vector of the counts detected in the 3 ROIs andTable 5
Cps/photon emitted per second, with uncertainties, in each ROI for the three
different kinds of rock simulated.
ROI of
detection
Source type
40K 208Tl 214Bi
ROI 1 2.60E-05 ± 7.2E-08 8.73E-06 ± 4.2E-08 2.60E-05 ± 9.9E-08
ROI 3 0 ± 0 2.07E-05 ± 6.4E-08 7.39E-07 ± 1.7E-08
ROI 2 0 ± 0 1.18E-05 ± 4.9E-08 3.84E-05 ± 1.2E-07k A k the vector of the speciﬁc activities of the 3 nuclides of interest
in the material under measurement.
3.3. Error propagation in MC
MCNP outputs the value of the relative uncertainty R. This
quantity refers to the statistical uncertainty of the Monte Carlo
(MC) calculations, i.e., to the precision of the Monte Carlo calcula-
tion itself and not to the accuracy of the result compared to the true
physical value.
Consider then the following deﬁnition:
Nj±
ﬃﬃﬃﬃﬃ
Nj
q
N
¼ εj
0
B@1± 1ﬃﬃﬃﬃﬃ
Nj
q
1
CA ¼ εj þ sεj
where N is the total number of particle histories considered (NPS),
Nj are the counts accumulated in the j-th energy channel, εj ¼ Nj=N,
the relative uncertainty for the j-th energy channel is equal to:
Rj ¼
1ﬃﬃﬃﬃﬃ
Nj
qso that the absolute error on the efﬁciency is
sεj ¼ εj,Rj
To estimate the uncertainty s in the i-th ROI (i ¼ 1, 2 or 3, as
deﬁned in Table 3) the following prescription is used (LANL, 2003):Table 6
Cps/photon emitted per second, with uncertainties, in each ROI for the three
different kinds of soil simulated.
ROI of
detection
Source type
40K 208Tl 214Bi
ROI 1 1.97E-05 ± 6.3E-08 6.67E-06 ± 3.6E-08 1.99E-05 ± 8.7E-08
ROI 3 0 ± 0 1.57E-05 ± 5.6E-08 5.62E-07 ± 1.6E-08
ROI 2 0 ± 0 8.92E-06 ± 4.2E-08 2.91E-05 ± 1.1E-07
Table 7
Speciﬁc Activity of K, Th and U, emitting one photon per second in the whole
volume.
Radionuclide [Bq/Kg]
1 (K) 2 (Th) 3 (U)
Rock 1.91E-03 5.68E-04 2.53E-03
Soil 1.46E-03 4.34E-04 1.93E-03
Table 8
Comparison between the standard concentration and the concentrations from NaI
spectra acquired on-site using the rock MCNP matrix.
Pads Standard concentration (ppm) On-site Relative uncertainty (%)
A (238U) 36 38.35 6.52
B (232Th) 102 95.40 6.47
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0
B@1± 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
εj  N
q
1
CA ¼ εROI;i þ sROI;i
where the sum runs over all the energy channels within the win-
dow width centered around the peak energy of ROI i (see again
Table 3).
Propagating the error (reported in Tables 5 and 6 respectively for
rock and soil) to the ﬁnal activities with the usual techniques (see
Supplementary material) yields matrices MR and MS with un-
certainties (see paragraph 3.2).
Inverting the calibration matrix, the speciﬁc activity in (Bq/kg)
of the three nuclides, K, Th and U can be estimated from the
number of counts per second in the ROI's
kAkR;S ¼ kak1R;S  kEk ¼ M1R;S  kEk
Upon inversion, the matrices of interest are found to be:
M1R ¼

73:6±0:20 2:58±0:0022 49:9±0:11
0 27:9±0:081 0:536±0:0089
0 38:2±0:07 66:7±0:19

M1S ¼

73:9±0:24 2:76±0:0033 50:4±0:12
0 27:9±0:092 0:539±0:010
0 38:1±0:082 67:1±0:22

The uncertainties are clearly irrelevant, they affect the third
signiﬁcant ﬁgure in the worst case; however it must be kept in
mind that these are only the statistical errors of the Monte Carlo
and not the full uncertainty of the entire experimental evalua-
tion of the concentrations, which remains undetermined to this
point.
From knowledge of the speciﬁc activity, the concentration of the
three elements can be determined from the conversion factors
(Stromswold, 1995):
 1% K ¼ 309.7 Bq/kg
 1 ppm U ¼ 12.35 Bq/kg
 1 ppm Th ¼ 4.072 Bq/kg4. Validation of the calibration method and detection limits
Table 10 reports the comparison between the U and Th con-
centrations in Mons standard pads estimated from spectraacquired on-site with the NaI detector and the - known - standard
concentrations. The concentrations of the radionuclides of interest
(Table 8) are calculated using the net count rates (subtracting the
count rate of pad C) and the MCNP calibration matrix for rock. The
relative uncertainties are always less than 10%, a satisfactory
result.
Whereas the Mons pads were all characterized by measurable
concentrations of all three radionuclides investigated, the clay
samples presented very low uranium levels, as typical and expected
of this class of soils. Preliminary HPGe spectrometry in the labo-
ratory with a standardized protocol for quantitative analysis
showed that uranium level was below the detection limit for the
HPGe technique. The values of U, Th and K concentration in soil
estimated by high resolution spectrometry in the laboratory and
measured with the NaI detector are shown in Table 9.
Therefore while for potassium and thorium the comparison of
Lab HPGe and MCNP-NaI data was possible (see Table 9), for ura-
nium it was not.
Comparison between on-site and laboratory measurements on
clays shows a good agreement, even though it can be noticed that
on-site measurements slightly underestimate K and overestimate
Th in comparison to HPGe measurements.
The detection limits of the NaI(Tl) detector for on-site mea-
surement using the MCNP matrix calibration have been calcu-
lated (for a counting time of 900 s, the detection limit is
estimated to be 0.3 ppm for Th. 0.2 ppm for U and 0.01% for K
(Braga and Cinelli, 2014)). In the paper cited (Braga and Cinelli,
2014) a detail description of the measurements and the results
thereof can be found. To estimate the Minimum Detectable Ac-
tivities some spectra were collected using the same conﬁguration
for on-site measurement: NaI detector positioned directly on the
ground in a site with extremely low natural radiation back-
ground. The site chosen to collect the spectra was located in
Bonassola (SP, Italy), a location where radionuclide content is
known to be very low.4.1. A ﬁeld application
The procedure developed was used to estimate concentrations
of 238U, 232Th and 40K in real ﬁeld surveying situations. The mea-
surements were taken placing the NaI detector directly on the
ground or on the building material for 900 s and using the relevant
MCNP calibration matrix:
 two sites were investigated outdoor: the beach of lake Bolsena
and the soil of the archaeological site of Volsinii (North of
downtown Bolsena);
 two sites were measured indoor: the Territorial Museum of Lake
Bolsena - located in the ancient Monaldeschi Cervara Fortress -
and inside a building made of concrete.
The sites were chosen due to the availability of high resolution
spectrometry conducted on the soils, stone and concrete involved,
published in Capaccioni et al. (2012) and Cinelli et al. (2015),
making comparison possible. In indoor applications the assumption
was made that the walls had thickness no lesser than 50 cm. The
walls of the fortress, built using a mix of local volcanic rocks, are
thicker than 50 cm; likewise for the concrete building. The resulting
concentrations are shown in Table 10 with uncertainties, estimated
combining measurement uncertainty with calibration matrix error.
For comparison, in Table 10 literature data of samples taken in the
same region and analyzed by high resolution gamma spectrometry
are reported.
Table 9
Comparison between the concentrations from spectra acquired on-site using the soil MCNP matrix and those obtained in laboratory measurements.
Sample/Site 40K (%) 238U (ppm) 232Th (ppm)
HPGe On-site HPGe On-site HPGe On-site
D 1.56 ± 0.10 1.05 ± 0.05 <1.09 0 ± 0.83 6.71 ± 0.64 7.53 ± 0.41
E 2.10 ± 0.14 1.68 ± 0.06 <1.99 0 ± 0.89 7.16 ± 0.95 7.68 ± 0.48
Table 10
Results of on-site g-spectrometry, concentration of K (%),238U (ppm) and232Th (ppm)
with uncertainties. For comparison literature data are reported.
40K % 232Th (ppm) 238U (ppm)
Soil
Lake Beach 2.71 ± 0.08 30.48 ± 0.92 11.27 ± 1.13
Archaeological Site 1.29 ± 0.06 28.00 ± 0.85 3.20 ± 0.82
Soil Bolsena1a 1.21 ± 0.10 59.78 ± 3.59 13.67 ± 6.1
Soil Bolsena2a 2.50 ± 0.15 52.39 ± 3.17 1.027 ± 2.7
Rock
Territorial Museum 4.51 ± 0.10 67.37 ± 1.31 10.13 ± 1.31
Building 1.15 ± 0.08 33.29 ± 1.18 1.96 ± 1.26
22 rock samplesb (Mean) 5 62 15
22 rock samplesb (Range) 0.7e8.0 31e120 6e32
a Cinelli et al. (2015).
b Capaccioni et al. (2012).
G. Cinelli et al. / Journal of Environmental Radioactivity 155-156 (2016) 31e3736Comparison between the results obtained using in situ mea-
surements and analyzing sampledmaterial in laboratory using high
resolution gamma spectrometry presents some limits. In fact soils
have not been sampled in the same points where NaI spectra have
been collected. About the wall of the fortress, from a visual analysis
it appears as a mixture of different kind of rock. It is reasonable to
consider that these rocks have been quarried in the Vulsini Volcanic
District (Capaccioni et al., 2012).
In spite of the comparison limits described above the results
show radionuclide contents in good agreement with what has been
measured using high resolution gamma spectrometry.5. Conclusions
The present work presents a suitable method for quick quanti-
tative analysis of natural radioactivity levels in the ﬁeld that it is
very useful having to investigate objects that cannot be sampled
nor removed, such as archaeological sites or buildings. To sum-
marize, using MCNP efﬁciency calibration was obtained for a NaI
detector to be used in on-site gamma spectrometry for the deter-
mination in the ﬁeld of natural radioactivity levels - 40K, 238U and
232Th. The method is applied to contact geometry measurements,
i.e., obtained placing the NaI(Tl) probe directly on the surface of the
volume source to be analyzed. Two distinct geological textures have
been considered: loose soil with a density 1.3 g/cm3 and a solid rock
with a density 2.0 g/cm3. The response matrix of the detector was
calculated for sources uniformly diffused in the volume probed
(cylindrical volume).
The conclusion can be drawn that this method has proven a
viable alternative to calibration with pads, and an alternative
readily available to everybody. The present work showed that this
method works sufﬁciently well, with sufﬁcient accuracy that is (as
witnessed by the results reported in Table 10), for the applications
envisioned, to wit, quick estimations on the ﬁeld. It is not meant to
replace accurate laboratory measurements, which serve a different
purpose.
As discussed, the results of the validation of the MCNP calibra-
tion are satisfactory: it can be expected that the same technique be
applicable to other NaI detector possessing different geometries,and be capable of affording the same level of dependability as ob-
tained in the present case.
Appendix A. Supplementary data
Supplementary data related to this article can be found at http://
dx.doi.org/10.1016/j.jenvrad.2016.02.009.
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