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ABSTRACT
We present multichromatic isochrone fits to the colour magnitude data of the globular
cluster NGC6366, based on HST ACS/WFC and SOAR photometric data. We cor-
rected the photometric data for differential reddening and calculated the mean ridge
line of the colour magnitude diagrams. We compared the isochrones of Dartmouth Stel-
lar Evolution Database and PAdova and TRieste Stellar Evolution Code both with
microscopic diffusion starting on the main sequence. Bracketing all previous determi-
nations of this cluster we tested metallicities from [Fe/H]=–1.00 to [Fe/H]=–0.50, and
ages from 9 to 13 Gyrs. After determining the total to selective extinction ratio only
from stars belonging to this cluster, RV = 3.06±0.14, we found the parameters for this
cluster to be E(B − V ) = 0.69± 0.02(int) ±0.04(ext), (m−M)V = 15.02± 0.07(int)
±0.13(ext), Age = 11± 1.15Gyr. Evolutionary models fail to reproduce the low–Teff
sequence in multi–band colour magnitude diagrams, indicating that they still have
an incomplete physics. We found that the Dartmouth Stellar Evolution Database
isochrones fit better the sub giant branch and low main sequence than the PAdova
and TRieste Stellar Evolution Code.
Key words: (Galaxy:) globular clusters – general; (Galaxy:) globular clusters –
individual
1 INTRODUCTION
Galactic globular clusters (GCs) are considered to be excel-
lent laboratories for the study of stellar evolution, mainly be-
cause the stars, in most GCs, follow a single isochrone, sug-
gesting that they formed roughly at the same time and with
the same metallicity. In the context of Galaxy formation
models, accurate astrophysical parameters (e.g. age, metal-
licity, mass and distance) of GCs are a source of information
on Galaxy evolution. In addition, they can also be used to
determine the distance to the center of the Galaxy as done,
for example by Bica et al. (2006).
Usually, astrophysical parameters of GCs are obtained
⋆ Based on observations obtained at the Southern Astrophysical
Research (SOAR) telescope, which is a joint project of the Min-
iste´rio da Cieˆncia, Tecnologia, e Inovac¸a˜o (MCTI) da Repu´blica
Federativa do Brasil, the U.S. National Optical Astronomy Ob-
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by fitting models to the stars present in colour magnitude di-
agrams (CMDs). There are at least two free physical param-
eters, age and metallicity, which are intrinsic to the models,
and with two fitting parameters, extinction and distance. In
addition, it is necessary to take the uncertainties in the con-
struction of isochrones into account, since they propagate to
the derived parameters.
Among the problems associated with the evolutionary
models are the lack of a precise description of convection.
Red giant stars and low mass main sequence have a deep
convective envelope, causing a large uncertainty in the mod-
els. Besides, stars lose mass (higher rates for massive stars)
in the form of stellar wind, and this loss increases several
orders of magnitude for stars that already left the main se-
quence. Theoretically predicting the mass loss rate is very
difficult, and the evolutionary models use prescriptions con-
sistent with observations of stars that are at a similar stage.
Mass loss depends heavily on metallicity, and this depen-
dence is difficult to measure, creating more uncertainties in
the models. It is still necessary to account for the uncertain-
ties associated with opacity, where the problem is the lack
of several molecular species in the opacity tables. This effect
is important not only in giant stars, but also at the lower
main sequence (Bressan et al. 2013).
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Bolte & Hogan (1995) argue that using the colour of the
main sequence turn off point (MSTO) must be avoided when
determining the age of GCs. The MSTO has the highest
uncertainty predicted in stellar models, contributing signif-
icantly, together with other input parameters, to the total
uncertainty. If the MSTO brightness is used to determine
the GC age, an uncertainty of 25% in distance generates an
uncertainty of 22% in age (Bolte & Hogan 1995).
On top of the uncertainties in the evolutionary models,
there is also the problem of lack of precision in determin-
ing the interstellar reddening, as this value varies consider-
ably throughout the Galaxy. The total to selective extinc-
tion ratio (RV ) depends upon the environment along the
line of sight (Mathis 1990), and the distribution of dust
and gas in the Galaxy is neither isotropic nor homoge-
neous, being composed not only of different sizes of dust
clouds, but also different chemical composition and sizes of
dust grains. Mathis (1990) argue that dust properties can
vary significantly, even on small angular scales. As an ex-
ample, Hendricks et al. (2012) studied the dust properties
in the line of sight to the Galactic GC M4. They obtain
RV=3.62±0.07 with the Cardelli, Clayton & Mathis (1989)
extinction law. In fact, they argue that, in former studies,
the authors suggest a dust type different than the standard
assumption of RV=3.1±0.05 (Wegner 1993), varying from
3.3 to 4.2, causing 16% of variation in distance.
D’Antona et al. (2009) studied stars of M4 and
NGC1851, two GCs with similar metallicity and age. They
found that the RGB (red giant branch) “bump” and SGB
(sub giant branch) of M4 is fainter than in NGC1851, which
can be explained if the total CNO in M4 is higher than in
NGC1851. This implies that different initial C+N+O abun-
dances between both clusters may lead to differences in the
turnoff morphology that can otherwise be attributed to an
age difference.
Marino et al. (2011, 2012) studied the implications of
chemical enrichment and the relative ages of the different
populations of M22 and ω Cen respectively. They showed
that if they take the observed values of CNO abundances
into account in the isochrones, the faint and the bright SGB
of M22 are almost coeval, and if the effect of C+N+O is not
considered, the faint SGB is 1–2 Gyrs older than the bright
one. In the case of ω Cen, they found that the most metal
rich population is enhanced by ≈ 0.5 dex in [(C+N+O)/Fe]
relative to the most metal poor one. Comparing isochrones
with standard and enhanced CNO, they found that the
ehnanced ones give younger ages for the same turn off lumi-
nosity. They conclude that a trend in CNO/Fe could help
reducing the large age spread among the subpopulations of
ω Cen.
Milone et al. (2012b) studied the multiple populations
in 47 Tucanae, two of which are clearly present through
all evolutionary phases. The authors argue that the most
straightforward interpretation of the difference between
these two populations is that the one that has less stars
is the remnant of the first stellar generation, while the other
carries the signatures of CNO and proton–capture process-
ing at high temperatures. The majority population of 47Tuc
should be considered a second stellar generation, formed
from material that was partly processed through stars from
the first generation.
The most recent determinations of distance to the
Galaxy center from the spatial distribution of the GCs
(7.2±0.3 kpc Bica et al. 2006) and through the orbital
period of the star SO–2 around the central black hole
(8.4±0.4 kpc Ghez et al. 2008) are significantly different.
This difference can be related to the fact that the value
of Bica et al. (2006) may be underestimated because they
used the mean value of RV=3.1 to all GCs, where RV in
different lines of sight in the Galaxy can vary from 2.6 to
7.6 (Ducati, Ribeiro & Rembold 2003). On the other hand
the black hole may not be at the center of the mass dis-
tribution of the Galaxy (Merritt & Milosavljevic´ 2005 and
references therein) and, thus, a precise determination of the
distance to the GCs is necessary.
In general, GCs studies are restricted to isochrones fits
to a single CMD. Given the uncertainties in the models,
it is important to determine the GCs parameters based on
multichromatic CMDs, especially with the data at wave-
lengths wide apart. This would enhance the colour dif-
ferences among stars and produce the parameters with
lower uncertainty. Another important point, as argued by
Schiavon et al. (2012), is that the last frontier of our grow-
ing understanding of the physics of old stellar populations
resides in the ultra-violet. In this sense, obtaining evolution
models that reproduce multi–colour CMDs simultaneously
is extremely necessary.
This paper is organized as follows: in Sect. 2 we describe
previous works about NGC6366. In Sect. 3 we describe the
data used in our paper. In Sect. 4 we describe the observa-
tions, the procedure of reduction and the calibration of the
SOAR photometric data. In Sect. 5 we analyze and discuss
the CMD of the cluster, along with the determination of
RV in the line of sight of NGC6366. Results and concluding
remarks are given in Sect. 6.
2 NGC6366
NGC6366 is a relatively open globular cluster, currently
ranked as the fifth nearest the Sun. It is located near the
disc and is fairly rich in metals.
Zinn (1985) classified the metal-poor GCs with slow
rotational velocity, high velocity dispersion (Vrot ≈50±23
km/s and Vσ=114±9 km/s) and distribution essentially
spherical around the Galactic center as belonging to the
halo. The metal-rich GCs with a more flatten distribution
around the Galactic center, with fast speed and lower veloc-
ity dispersion (Vrot ∼152±29 km/s and Vσ=71km/s) have
been rated as belonging to the bulge and disk of the Galaxy
(Zinn 1985). Later Barbuy et al. (1998) classified the metal-
rich GCs as belonging to the bulge.
For NGC6366 Da Costa & Seitzer (1989) argue that
its kinematic parameter (Vσ=125±13 km/s) is incompat-
ible with the disc, which led it to be classified as belonging
to the halo system.
According to Harris (1993), Rosenberg et al. (2000) and
Sarajedini et al. (2007), NGC6366 has received little atten-
tion due to its low central concentration, its projection near
the Galactic core direction of the Galaxy (ℓ = 18.41◦) and
low Galactic latitude (b = 16.40◦), its high extinction and
differential reddening.
The most recent V×B-V CMD in the literature was
published by Alonso et al. (1997). The data were obtained
c© 0000 RAS, MNRAS 000, 1–9
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with the 2.5 Isaac Newton telescope and covered a field of
12.1′ × 12.1′, reaching the magnitude V∼20.5. They found
E(B-V)=0.70±0.05 and (m-M)0=12.26±0.15. They show
the presence of differential reddening in NGC6366, because
the northern half of the stars are fainter and redder than the
southern half, resulting in a difference of ∆E(B-V)=0.03 be-
tween the stars from both sides.
Sarajedini et al. (2007) published data obtained with
the ACS/HST. They reached about seven magnitudes be-
low the MSTO, i.e. mF606W ∼25.8. Fitting Dartmouth
Stellar Evolution Database models [DSED - (Dotter et al.
2007a)] with [Fe/H]=–0.73 and [α/Fe]=+0.2 and ages be-
tween 10 and 14 Gyr, they found a reddening of E(F606W-
F814W)=0.70 and (m-M)0=12.69.
Paust et al. (2009) used the same data published by
Sarajedini et al. (2007), finding a reddening of E(F606W-
F814W)=0.76 and (m − M)0=12.6, fitting DSED models
(Dotter et al. 2007b) with 13.5 Gyr and [Fe/H]=–0.85. How-
ever, the main goals in the analysis from Paust et al. (2009)
were the luminosity and mass functions.
Mar´ın-Franch et al. (2009), by measuring relative ages,
classified NGC6366 as an old globular cluster with relative
ages ranging from 12.16 Gyr to 13.30 Gyr, depending on
metallicity scales. More recently Dotter et al. (2010), per-
forming isochrone fitting, also with HST/ACS data obtained
by Sarajedini et al. (2007), estimated the age of NGC6366
as 12.00±0.75 Gyr with [Fe/H]=–0.70 and [α/Fe]=+0.2.
3 PHOTOMETRIC DATA
The optical ground data on NGC6366 discussed in this work
were obtained with the SOAR telescope in 2005, 2009 and
2010. The images were centered at the geometric center and
have 2048×2048 pixels, with a resolution of 0.153′′/pixel,
covering 5′x5′. The exposure times for each filter were:
6×(1800s) for U; 5×(30s), 2×(300s) and 1×(1800s) for B,
and 5×(30s), 2×(300s) and 2×(1800s) for V. To minimize
saturation for the brightest stars, images with short expo-
sure times were obtained only for B and V bands.
The HST ACS/WFC photometric data were ob-
tained from http://www.astro.ufl.edu/∼ata/public hstgc/.
The data are part of the HST treasury program “An ACS
Survey of the Galactic Globular Clusters”(GO10775 P.I. Ata
Sarajedini, Sarajedini et al. 2007). The images are centered
at the cluster core, covering 3′x3′. Each photometric band
(F606W and F814W) was observed in one orbit, with one
short exposure image (10.4s) and four long exposures (140s)
for each filter.
To determine the interstellar RV of cluster stars, we
use UBVRI data from Stetson standard stars (Stetson 2000;
Stetson 2005) and infrared (J and K) data from the third
DENIS release (Borsenberger et al. 2006).
4 DATA REDUCTION
After the basic pre-processing steps, over-scan correction
and trimming, bias removal, dark current removal, and flat-
fielding, we performed the photometry on the SOAR data,
with the software DAOPHOT (Stetson 1987). The main pa-
rameters necessary to find the stars in the image are the
standard deviation (σ, in counts), the full width at half max-
imum (FWHM) and the detection limit (threshold, in mul-
tiples of σ). A very low threshold can cause the detection
of non-star sources, just random fluctuations of background
but, a very high value would fail to detect faint sources.
The values of the FWHM for each of our images are listed
in Table 2.
Although NGC6366 is relatively open and our images
cover only approximately one third of its size, the images
still present some source confusion, mainly because, in the
long exposure images, the bright stars are saturated and can
fuse with nearby stars. To minimize this effect, we performed
the photometry by fitting the point spread function (PSF).
To calculate the PSF we choose, on average, 35 stars
per image. These stars are below saturation, do not have
close neighbors, high noise or detector defects near them. We
tested all the functions provided by DAOPHOT to calculate
the PSF [Gaussian, Lorentzian, Moffat (β=1.5, 2.5 and 3.5),
Penny1 and Penny2]. The software calculates the parameters
of the functions and the χ (defined as the mean square root
of the residuals). The function that produced the lowest χ
was Moffat with β=3.5, that with the steepest peak.
One of the output parameters of the PSF photometry
is sharpness, related to the intrinsic angular size of the ob-
ject. For an isolated star, sharpness must have a value close
to zero; but for semi-resolved galaxies and double sources,
sharpness will be significantly higher than zero. For cos-
mic rays and image defects, the value of sharpness will be
much lower than zero. We considered that only objects with
|sharpness| 62.0 are stars. We detected 2609 stars in the
V×B-V CMD, reaching 3.5 magnitudes bellow the MSTO,
and 2284 stars in the V×U-V, reaching 2.5 magnitudes be-
low the MSTO. The latter CMD has less stars than the
former because the U band has higher extinction than the
other photometric bands.
After obtaining the instrumental magnitudes, we
performed a calibration to the standard photometric
system. We obtained images of the field around the
photometric standard Mark A on the same night of the
data observations in two different air masses for bands
B and V. We performed the photometry on the images
of the standard field using the same methods applied to
NGC6366. So, with the magnitudes for the standard stars,
it was possible, through least squares, to determine the
equations that transform the instrumental magnitudes to
the standard system. We used standard stars from the
cluster field itself from the catalog of Peter Stetson, found at
http : //www3.cadc − ccda.hia − iha.nrccnrc.gc.ca/community/STETSON/standards/.
We could not use only stars from the cluster itself to do
the calibration, because most of the Stetson standard stars
in common with the field of NGC6366 observed by SOAR
were in the RGB, and this would cause uncertainty in the
calibration of bluer stars.
We also corrected the photometric data (SOAR and
HST ACS/WFC) for differential reddening. We started by
dividing the WFC/ACS field of view across NGC6366 in
a regular grid of 13 × 13 (13.8′′ × 13.8′′) cells along right
ascension and declination, so that the minimum number of
stars in each cell is 50. Next, we selected a subsample of stars
containing probable members (with colours compatible with
the cluster sequence) having low to moderate colour uncer-
tainty. Then, the individual Hess diagrams built from CMDs
c© 0000 RAS, MNRAS 000, 1–9
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Table 1. Some previous determinations of NGC6366 parameters
Author [Fe/H] E(B-V) Distance (kpc) Age (Gyr)
Harris 1993 –0.78 0.80 3.00 —
Harris 1996 (2010 edition) –0.59 0.71 3.50 —
Alonso et al. 1997 –0.80 0.70±0.05 2.80 —
Sarajedini et al. 2007 –0.73 0.75 3.75 12–14
Paust et al. 2009 –0.85 0.78 3.31 13.5
Dotter et al. 2010 –0.70 0.73 3.52 12.00±0.75
Distance calculated considering RV =3.1 (Wegner 1993).
Table 2. FWHM of all our SOAR images
Band Exposure Time FWHM
(1) (2) (3)
U 6×(1800) 1.05
B 1800 1.12
B 2×(300) 0.92
B 5×(30) 1.07
V 2×(1800) 1.37
V 2×(300) 0.95
V 5×(30) 1.01
Table Notes. Col. 1: Photometric Band; Cols. 2: Exposure time
in seconds; Col. 3: Full width at half maximum (′′)
extracted in all cells are matched to the mean (containing
all the probable member stars available in the image) one,
by shifting the apparent distance modulus and colour excess
along the reddening vector by amounts related to the red-
dening value e(B-V) according to the absorption relations
in Cardelli, Clayton & Mathis (1989). Since a differentially-
reddened cluster should contain cells bluer and redder than
the mean, this procedure is equivalent to computing the red-
dening dispersion around the mean. The last step is to calcu-
late the difference in e(B-V) between all cells and the bluest
one, thus yielding the cell to cell distribution of δE(B-V),
from which we compute the mean and maximum values oc-
curring in the GC, 〈δE(B-V)〉 and δE(B-V)max, respectively
(Bonatto, Campos & Kepler 2013).
We found that the maximum difference between the
Hess diagram of the cells are δE(B-V)=0.112 (figure 1)
and the mean differential reddening for NGC6366 is 〈δE(B-
V)〉=0.055±0.018, similar to the δE(B-V)∼0.03 estimated
by Alonso et al. (1997). With this analysis we could gener-
ate the reddening map for NGC6366 that is shown in figure
2. It is possible to notice that the stars at the north appear
fainter and redder than stars in the south, in agreement with
Alonso et al. (1997).
5 DATA ANALYSIS
5.1 Isochrone Fitting
Milone et al. (2012b) measured the fraction of binaries and
the distribution of the GCs, including NGC6366, observed
by the HST WFC/ACS as a part of the Globular Cluster
Treasury project. They estimated that the fraction of bi-
nary stars for NGC6366 is fTOTbin =0.184±0.014. To take
the effects of binarity and also the photometric scatter into
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Figure 1. The bluest (top-right panel) and reddest (bottom-
right) Hess diagrams of NGC6366. The difference in reddening
between both amounts to δE(BV)=0.112 (Shown as the vertical
line). The left panel shows the observed average Hess diagram.
account, we calculated the mean ridge line (MRL) of each
CMD. The MRL was determined by calculating the mean
value of colour and magnitude of bins of 0.04 mag excluding
the binary stars.
Dotter et al. (2008) compared their isochrone mod-
els with those from BaSTI (Pietrinferni et al. 2004, 2006;
Cordier et al. 2007), Padova (Girardi et al. 2000), Victoria-
Regina (Vandenberg et al. 2006) and Yale-Yonsei (Yi et al.
2003, 2004). They showed that there is a general agreement
among the different sets, except for Padova isochrones that
appeared hotter and bluer on the lower main sequence and
cooler and redder near the MSTO and on the RGB. Yale-
Yonsei, Victoria-Regina and BaSTI show differences near
c© 0000 RAS, MNRAS 000, 1–9
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Figure 2. The reddening map for NGC6366. The stars at the
north appear fainter and redder than stars in the south.
the MSTO, where the adopted core overshooting treatments
differ and on the lower main sequence where the adopted
equation of state and minimum masses differ.
Jofre´ & Weiss (2011) explored the effect of atomic dif-
fusion in the resulting ages of halo metal–poor stellar
populations and found an absolute difference of 4 Gyr
for ages obtained ignoring or including atomic diffusion
in the stellar models. They also tested the age using
BaSTI (Cassisi et al. 2004; Pietrinferni et al. 2004) and the
Yonsei–Yale isochrones (Yi et al. 2003, 2004), as examples
of isochrones without and with diffusion, respectively. They
found that ages obtained with BaSTI models agreed with
those obtained with isochrones without atomic diffusion,
while YonseiYale results agreed better with isochrones with
atomic diffusion. Jofre´ & Weiss (2011) argue that metal–
poor halo stars would be older than the Universe if the
atomic diffusion is fully inhibited in the models.
Taking the analysis of Jofre´ & Weiss (2011) into ac-
count we performed the isochrone fitting to the MRL of
the three CMDs (V×B-V, V×U-V and F606W×F606W-
F814W) of NGC6366 with DSED (Dotter et al. 2008, ver-
sion 2012) and PAdova and TRieste Stellar Evolution Code
(PARSEC - Bressan et al. 2012), both including atomic dif-
fusion starting on the main sequence.
We considered the full range of metallicity previously
determined for this cluster, which is –1.0<[Fe/H]<–0.5. Pike
(1976), by computing the S parameter (Hartwick 1968)
to his photometric data and adopting E(B-V)=0.72±0.02,
estimated [M/H]=–0.50±0.2. From TiO band photometry
of seven giants, Johnson, Mould & Bernat (1982) derived
[Fe/H]=–0.6±0.2. Zinn & West (1984) recalibrated the TiO
bandstrength indices onto their own abundance system
and derived [Fe/H]=–0.99±0.25. Da Costa & Seitzer (1989),
from spectra obtained of the CaII infrared triplet of sev-
eral giants belonging to the cluster, estimated [Fe/H]=–
0.85; more recently Da Costa & Armandroff (1995) reana-
lyzed the same data and estimated [Fe/H]=–0.67.
Among the age estimates of NGC6366 found in the lit-
erature is the analysis by Alonso et al. (1997), comparing
the MRL of this cluster to the ones of NGC 6171 (old and
metal rich GC) and Pal12 (youngest known GC), both with
[Fe/H]≈–0.80. They found that the age of NGC6366 is very
similar to that of NGC 6171, and Pal 12 is 4-5Gyr younger.
Rosenberg et al. (1999) estimated an age of about 11 Gyr,
using a data base of 34 GCs, through the analysis of rela-
tive ages by the magnitude difference ∆VHBTO between the
horizontal branch and the MSTO, and the color difference
δ(V–I)@2.5 between the MSTO and the red giant branch
(where the RGB color is measured 2.5 magnitudes above the
TO). Salaris & Weiss (2002), using a group of GCs whose
ages they estimate to be well determined (M15, M3, NGC
6171 and 47 Tuc), give an age of 9.5±1.4 Gyr for NGC6366,
with the same method applied by Rosenberg et al. (1999).
To bracket all previous determinations, we used models with
ages ranging from 9 to 13 Gyr.
In Fig. 3 we show our CMD of the V×U-V, the first
ultraviolet CMD for this cluster, together with the fit of
DSED models to the MRL, performed by visual inspection.
It is not difficult to notice, by looking at the low main se-
quence and the subgiant branch that, as the metallicity de-
creases (bottom to the top), the models fit the data better,
until [Fe/H]=–0.67, when the best fit is found. This model
is the best fit in all sectors of the CMD, having a metal-
licity consistent with the spectroscopic determination by
Da Costa & Armandroff (1995) of RGB stars in the cluster.
As metallicity continues to decrease, the models no longer
fit the data. We also performed the analysis to the three
colours with PARSEC models, finding similar results.
An important point in Fig. 4 is that DSED models fit
better the lower main sequence and the SGB than PARSEC;
this is possibly related to the equation of state adopted by
Dotter et al. (2008) for stars with mass lower than 0.80M⊙.
For that reason, we use DSED to determine the parameters
of the cluster.
The DSED fit for the three CMDs with [Fe/H]=–
0.67±0.07 (Figs. 4 and 5) shows that, while the best fit to
U-V occurs with 9 Gyr, for B-V it is around 11 Gyr, and
for F606W-F814W, with 13 Gyr. The PARSEC best fit to
U-V and F606W-F814W occurs at the same ages as DSED.
For B-V, the best PARSEC fit occurs also around 13 Gyr.
With that, we find the age as 11.00±1.15 Gyr, with DSED
models.
Even when we fit more than one colour, a single model
does not fit the three colours simultaneously. The evolu-
tionary models have improved over the years, but they still
do not fit the data well, mostly when we consider the red
giant branch. This indicates that the evolutionary models
still have unsolved problems, such as convection, opacity ta-
bles, bolometric corrections and colour effective temperature
(Teff) relations to transform theoretical quantities (luminos-
ity and Teff ) to magnitudes and colours.
Pietrinferni et al. (2009) argues that if the total CNO
abundance is the same as in the reference α–enhanced com-
position, one can safely use α–enhanced isochrones to rep-
resent GC subpopulations affected by CNONa anticorrela-
c© 0000 RAS, MNRAS 000, 1–9
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tions. To take Pietrinferni et al. (2009) arguments into ac-
count, we performed the fitting of DSED models with dif-
ferent values of α–enhancement, but no improvement in the
isochrone fittings were found.
5.2 Total to Selective Extinction Ratio
For a precise distance, we must take the interstel-
lar reddening into account. So, we determined RV
for NGC6366, by applying the method developed by
Ducati, Ribeiro & Rembold (2003) with stars belonging to
the cluster itself. With this method, it is possible to
determine simultaneously the total absorption AV and
the relative RV from the fit of the extinction law by
Cardelli, Clayton & Mathis (1989) to the photometry of the
stars.
To perform this analysis we used NGC6366 stars
with UBVRI data from Stetson standard stars and JK
data from the DENIS third release. Then, we classi-
fied the stars as members of NGC6366 by building
the CMD in different colours. Each star that consis-
tently occurs in the cluster evolutionary sequence in all
CMDs, within the photometric uncertainties, is consid-
ered a cluster member. To classify the spectral type
of the stars, we used Alonso, Arribas & Mart´ınez-Roger
(1999) tables of the effective temperature of giant stars
(F0-K5) for different colours, taking metallicity into
account, considering all the range of uncertainties of
NGC6366 (0.65<E(B-V)<0.73 and –1.0<[Fe/H]<–0.50).
Since Alonso, Arribas & Mart´ınez-Roger (1999) tables are
only for giant stars, we used only RGB stars in our analysis,
and our sample ended up with 29 stars.
We applied the method developed by
Ducati, Ribeiro & Rembold (2003), fitting the extinc-
tion curves to the colours of member stars, obtaining
RV=3.06±0.14 for NGC6366. This value is comparable to
the mean value for the Galaxy of Wegner (1993), but it was
determined with stars from the cluster itself, and represents
the integral extinction through the line of sight all the way
to the cluster.
6 RESULTS AND CONCLUSIONS
We show that DSED models lead to a better fit to the data
than PARSEC, specially in the SGB and the low main se-
quence, possibly related to the equation of state adopted by
Dotter et al. (2008) for stars with low mass and the opacity
tables for cooler stars.
The mean value of the differential reddening that we
found in an area covering 3′x3′ (〈δE(B-V)〉=0.055±0.018)
is close to the estimate by Alonso et al. (1997) covering
12.2′x12.2′ (δE(B-V)∼0.03), but our method takes the dif-
ference between each cell in the cluster into account, and
shifts these stars to the mean diagram along the redden-
ing vector; while Alonso et al. (1997) calculated the fiducial
lines for four halves of the cluster (i.e northern, southern,
eastern and western halves) and, then compared de result-
ing lines on the CMD, finding that there is no difference
between the mean lines of the west and east, but stars at
the north are fainter and redder than stars in the south.
We also determined the total to selective reddening
ratio for NGC6366, finding RV = 3.06 ± 0.14, deter-
mined with probable member stars. With that, we estimated
the relations E(B-V)=1.02E(F606W-F814W) and E(B-
V)=0.57E(U-V) using Cardelli, Clayton & Mathis (1989),
and determined foreground reddening, distance and age of
NGC6366 as:
E(B-V)= 0.69 ± 0.02(int) ± 0.04(ext);
d=[3.82± 0.15(int) ± 0.01(ext)]kpc;
Age= 11.00±1.15 Gyr;
where “int”means internal uncertainties, i.e. the uncertain-
ties related to the measurements and calibrations; and
“ext”the external ones, i.e. those related to the model fit-
tings.
Our values of age, distance and foreground reddening
for NGC6366 seem to agree with the recent determinations
of Sarajedini et al. (2007) and Paust et al. (2009), but our
quoted values of the uncertainties in the parameters are
larger. However, unlike previous authors, we consider all
terms of uncertainty in all the steps, including the RV de-
termination with member stars, not the mean value of the
Galaxy, as commonly used to determine the parameters of
GCs. Another important point is that we take the effect of
uncertainties due to the the models into account, through
the fit to multiple colours.
The age determined for NGC6366 in our analysis could
be overestimated if the cluster is CNO enhanced. However,
so far there is no C+N+O determination for this cluster. Our
results could be affected by the presence of multiple popu-
lations, detected by Monelli et al. (2013) with a new photo-
metric index cU,B,I= (U–B)–(B–I) in NGC6366’s RGB.
One important conclusion is that isochrone fit uncer-
tainties to NGC6366 do not decrease when we use multi-
ple colours, because a single model does not fit the three
colours simultaneously. Clearly, models fail to reproduce
the observed evolutionary sequences of NGC6366 (espe-
cially for the low–Teff stars) in CMDs built with photome-
try obtained with different instrumentation such as SOAR
and ACS/HST, even if we fit isochrone models with α–
enhancement. This indicates that isochrone models still have
problems that remain unsolved, possibly convection, opacity
tables, bolometric corrections and colour–effective tempera-
ture relations.
With this work, we determined realistic uncertainties in
the parameters of NGC6366. This kind of analysis must be
extended to other GCs for a more precise determination of
fundamental parameters of the Galaxy.
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