We study distorted metrics on binary trees in the context of phylogenetic reconstruction. Given a binary tree T on n leaves with a path metric d, consider the pairwise distances fdðu; vÞg between leaves. It is well known that these determine the tree and the d length of all edges. Here, we consider distortionsd of d such that, for all leaves u and v, it holds that jdðu; vÞ Àdðu; vÞj < f=2 if either dðu; vÞ < M þ f=2 ordðu; vÞ < M þ f=2, where d satisfies f dðeÞ g for all edges e. Given such distortions, we show how to reconstruct in polynomial time a forest T 1 ; . . . ; T such that the true tree T may be obtained from that forest by adding À 1 edges and À 1 2 ÀðM=gÞ n. Our distorted metric result implies a reconstruction algorithm of phylogenetic forests with a small number of trees from sequences of length logarithmic in the number of species. The reconstruction algorithm is applicable for the general Markov model. Both the distorted metric result and its applications to phylogeny are almost tight.
INTRODUCTION
T HE reconstruction of phylogenies has been a scientific challenge for the last 50 years. We refer the reader to [13] or [23] for general and mathematical background. The standard setting in phylogeny is of trees where the leaves are labeled by taxa or species. Given aligned sequences at the leaves, we define character i to be the collection of letters at position i for all the species. Under the i.i.d. assumption, the characters are independent samples from the evolutionary process on the tree.
Most of the methods of phylogenetic reconstruction have unsatisfactory theoretical foundations. Under the standard i.i.d. model, Parsimony is not consistent [4] , [12] and is NP hard to compute [9] , [14] , [15] . Finding the Maximum likelihood tree is also NP hard [5] , [22] and the best upper bounds on the the amount of data needed when characters are generated from the model tree are exponential in the number of taxa [26] .
Computational complexity and information theory considerations have not played an important role in phylogeny in the past as biologists were mostly interested in reconstructing trees on a small number of species (typically at most a few hundred). However, one of the major goals of systematic biology in the coming decade is to reconstruct phylogenies on millions of species. It is clear that, for such numbers, it is crucial to apply algorithms with low computational complexity. Similarly, algorithms should use information efficiently.
In [10] , the authors developed the first reconstruction algorithm satisfying two important properties:
. Given number of characters that is polynomial in the number of taxa, the algorithm finds the true tree with high probability. . The running time of the algorithm is polynomial in the number of taxa. Variants of these methods and generalizations from two states models to general models appeared in [11] . In [6] , the authors discuss a closely related problem of learning a phylogenetic tree (in the Probably Approximately Correct, abbreviated "PAC," setting). They developed a PAC learning algorithm for the two state model. See [20] for the best results on PAC-learning general-state models.
The method developed in [10] is a distance method. Such methods were commonly used in phylogeny before, but [10] is the first result where a distance method yields a provably good performance. Distance methods are based on defining a path metric on the tree based on the evolution model. Then, the distance between leaves of the tree is approximated by some distance between the corresponding sequences at the leaves. In this sense, all distance methods in phylogeny may be viewed as reconstruction methods from distorted metrics.
Given the existence of a polynomial time reconstruction algorithm, the next problem is optimizing the sampling complexity. The number of characters needed (which equals the length of sequences) is of great practical importance as this number is bounded by the underlying biology. It is therefore desirable to minimize this number.
Since there are 2 Âðn log nÞ binary trees on n leaves, an easy counting argument yields that the number of characters needed is at least logarithmic in the number of taxa. Thus, we are led to ask what is the length of the sequences needed as a function of n? Is it logarithmic? Is it polynomial? Does it have an intermediate growth?
In [19] , [8] , we showed that, for the CFN and JC models, it is possible to reconstruct phylogenies from a logarithmic number of characters if the mutation rates are low (bounded above by some constant), thus proving Steel's "Favorite Conjecture." We also showed that a polynomial number of characters is needed if the mutation rates are high (bounded below by some constant).
In [18] (see also [24] ), we generalized the polynomial lower bound for high mutation rates to a large family of models. In [21] , we analyze another model where logarithmic reconstruction is achievable for low mutation rates.
The phase transition discussed above is of crucial interest if we wish to reconstruct all of the tree. However, in some cases, a more modest objective is posed: Reconstruct a "large portion" of the tree. Practitioners [17] , [2] have noticed that this problem seems to be much easier than the problem of reconstructing the complete tree.
In this paper, we prove that this is indeed the case. Moreover, our proofs indicate that the "recent" parts of the tree are the ones that are easy to reconstruct from short sequences, while the "deepest" parts are the ones that will remain unresolved. Definition 1.1. We define the operation of edge adding to a forest as one of the following:
. Add an edge ðu; vÞ connecting two isolated leaves u and v. . Given an edge ðu; vÞ of the forest and an isolated leaf w, replace the edge ðu; vÞ by the edges ðu; w 0 Þ, ðw 0 ; vÞ, and ðw 0 ; wÞ, where w 0 is a new vertex. . Replace the two edges ðu 1 ; v 1 Þ and ðu 2 ; v 2 Þ belonging to two different trees of the forest by ðu 1 ; w 1 Þ, ðw 1 ; v 1 Þ, ðu 2 ; w 2 Þ, ðw 2 ; v 2 Þ, and ðw 1 ; w 2 Þ, where w 1 , w 2 are new vertices. See Fig. 1 .
Write VðT Þ for the nodes of T , EðT Þ for the edges of T , and LðT Þ for the leaves of T . If the tree is rooted, then we denote by ðT Þ the root of T . Trees will only be rooted at internal nodes. Unless stated otherwise, all trees are assumed to be binary (all internal degrees are 3) and it is further assumed that LðT Þ is labeled.
The main result of the paper deals with distorted metrics. Let T be a tree equipped with a path metric d : EðT Þ ! IR þ . d will also denote the induced metric on VðT Þ:
for all v; w 2 VðT Þ. We will further assume below that the length of all edges is bounded between f and g for all e 2 E. In other words, for all e 2 EðT Þ, .dðu; vÞ ¼dðv; uÞ for all u and v in LðT Þ, i.e.,d is symmetric. . If either dðu; vÞ < M þ ordðu; vÞ < M þ , then jdðu; vÞ À dðu; vÞj < .
Note thatd need not satisfy the triangle inequality. It is well known that d : LðT Þ Â LðT Þ ! IR þ determines the underlying tree T and the metric on the edges d : EðT Þ ! IR þ . Moreover, there exists a polynomial time algorithm to reconstruct T . Similarly, the following is well known ( [3] , [16] , see, e.g., [23, Chapter 7] Note, in particular, that Proposition 1.1 implies that the topology of a metric tree on the set of leaves L can be reconstructed from an ð; MÞ distortion of d if < f=2 and the distance between every two leaves is at most M þ .
In our main result, we show that, given an ð; MÞ distortion of d, we may recover many of the edges of T and a good approximation of the d length of those edges. . The tree T may be obtained from the forest T 1 ; . . . ; T by adding at most À 1 edges. . The number of trees in the forest is at most
. the partition ðL Þ , . the trees ðT Þ , and . a function " d : [ EðT Þ :! IR þ satisfying j " dðeÞ À dðeÞj < 2, can all be computed fromd in time polynomial on n.
We later show that, under the standard assumptions in phylogeny, the distorted metric result, Theorem 1.2, implies that, for a tree T on n leaves and for all > 0 and ¼ ðnÞ > 0, we can reconstruct from Àc log n characters a forest T 1 ; . . . ; T such that 1 þ n and such that T may be obtained from the forest T 1 ; . . . ; T by adding at most À 1 edges. The reconstruction is performed in a polynomial time and with error probability bounded by .
Note that, taking to be a small constant, we obtain that "most" edges of the tree can be reconstructed from Oðlog nÞ characters. Taking < 1=n, we obtain that the full tree may be reconstructed from a polynomial number of characters, thus obtaining an independent proof of the results of [6] , [10] , [11] .
Our results indicate what level of refinement is achievable in reconstructing a phylogenetic tree given a certain amount of data. In Appendix B, we show the tightness of Theorem 1.2 and the tightness of the phylogenetic reconstruction in terms of sequence length.
We now give a high level sketch of the different sections of the paper.
. In Section 2, we show how Theorem 1.2 implies efficient phylogenetic reconstruction from short sequences. This section follows standard arguments and may be skipped in first reading. . In Section 3, we discuss properties of edge disjoint trees. These are subtrees of a tree T that do not share any edges. The reconstructed forest in Theorem 1.2 will consist of a collection of edge disjoint trees. . The main task of the paper is to show how to glue collections of trees that are not edge disjoint. This is done in Section 4. . Theorem 1.2 is proved in Section 5. Remark 1.3. Building on our work, a more efficient forest reconstruction method was found in [7] . The main advantage of [7] is that the lower bound on the edge length f is not needed. Furthermore, the running time of the algorithm is analyzed more carefully.
MUTATION MODELS AND DISTANCES
The input to phylogenetic reconstruction is sequences at the labeled leaves LðT Þ of the unknown tree T . Usually, the mutation model is defined on a rooted tree while the goal is to reconstruct unrooted trees (in many models, there is no way to distinguish a root). We let A denote the alphabet in which information is encoded. For example, A ¼ fA; C; G; T g for DNA sequences, A ¼ f20 amino acidsg for proteins, and A ¼ f0; 1g for purine-pyrmidine sequences. To define the mutation model, we assume that all the edges are directed away from the root and, for each edge e 2 EðT Þ, let MðeÞ be the mutation matrix corresponding to the edge e. MðeÞ is an jAj Â jAj stochastic matrix. The ði; jÞth entry of MðeÞ is the probability that state i will mutate to state j along edge e. It is assumed that each character evolves down the tree as a Markov-chain on the tree, where MðeÞ is the transition matrix for edge e. The root letter is chosen from some fixed distribution . It is assumed that the characters evolve in an i.i.d. manner-they all come from the same distribution and each one is independent from all the others.
Two popular examples are the CFN model, where 
It turns out that, under mild assumptions on the matrices MðeÞ and the evolution model, the log-det distance defines a path metric on the tree [1] , [25] . We summarize the basic properties of this distance in the following proposition. The proofs for the CFN and the Jukes-Cantor model have appeared independently several times. The general case follows from a large deviation estimate in [11] and is proven in Appendix A.
Proposition 2.1. Assume that the matrices MðeÞ satisfy that e Àg 0 < detðMðeÞÞ < e Àf for all e 2 EðT Þ and that, for all nodes v 2 VðT Þ and all letters a 2 A, the probability that the letter at v is a is at least min > 0. Let > 0. For every two vertices u; v 2 LðT Þ and a; b 2 A, let F a;b be the probability that node u has letter a and node v has letter b. LetF a;b be the empirical distribution that node u has letter a and node v has letter b. Let dðu; vÞ ¼ À log detðF i;j Þ and dðu; vÞ
. dðu; vÞ is a path metric on the tree satisfying g ! dðeÞ ! f for all edges e of the tree (where g depends on g 0 and min ). . There exists a constant c such that, for all r > 2, if the number of characters satisfies k ! cr ð1 À e À2 Þ 2 e 2Mþ2 log n; ð3Þ then, with probability at least 1 À n 2Àr , it holds thatd is an ð; MÞ distortion of d.
Proposition 2.1 is quite general. We note that, for the CFN model, min ¼ 1=2 and, for the JC model, min ¼ 1=4. Moreover, for the CFN model, dðeÞ ¼ À log det MðeÞ À 2 log min , so g ¼ g 0 À 2 log min and, for the JC model, dðeÞ ¼ À log det MðeÞ À 4 log min so g ¼ g 0 À 4 log min .
The proposition may be used with different values of the parameters k and M. Fix < f=2. Taking M to be the diameter of the tree, it gives that all empirical distances are within of the true distances once k is exponential in M. Since M may be as large as ðgnÞ, this gives sampling complexity k which is exponential in n. Taking M ¼ 100g, say, would give an ð; 100gÞ distortion from k ¼ Oðe 100g log nÞ ¼ Oðlog nÞ samples. In the sequel, we will use M ranging between M ¼ OðgÞ to M ¼ Oðg log nÞ (in particular, typically we will only have a fraction of the distances within of their true value).
Combining Proposition 2.1 and Theorem 1.2, we obtain:
Consider a binary phylogenetic tree T , where the log-det distance associated with the mutation matrices MðeÞ satisfy the conditions of Proposition 2.1. Then, given k satisfying (3), with M > 13 þ 6g and < f=2, we can, with probability at least 1 À n 2Àr , recover a partition P of LðT Þ into sets L 1 ; . . . ; L and a forest T 1 ; . . . ; T such that L ¼ VðT Þ \ LðT Þ for all and:
. T 1 ; . . . ; T is a forest that may be obtained from T by removing À 1 edges. . The number of trees in the forest is at most
Note that taking M ¼ OðgÞ to be a large constant and ¼ f=2 proves that most edges of the tree can be recovered from Oðlog nÞ characters. Similarly, taking M ¼ Oðg log nÞ and ¼ f=2, we see that we can recover the underlying tree from k ¼ n OðgÞ characters, thus obtaining an independent proof of the results of [10] , [11] , [6] .
EDGE DISJOINT TREES
Edge disjoint trees and edge sharing trees will play a crucial role below. In this section, we define these notions and discuss some of their basic properties.
We let T be a binary tree with vertices VðT Þ and edges EðT Þ. We let LðT Þ & VðT Þ be the set of leaves of T and n ¼ jLðT Þj the size of this set. We write path T ðx; yÞ for the path (sequence of edges) connecting x to y in T . We will sometimes omit the subscript T and write pathðx; yÞ. We write 'ðx; yÞ or ' T ðx; yÞ for the number of edges in the path connecting x and y. For two sets A; B & VðT Þ, we write ' T ðA; BÞ ¼ minf'ðx; yÞ : x 2 A; y 2 Bg.
Removing an edge e from a tree T results in obtaining two trees T 1 and T 2 . The split defined by e is the partition fLðT Þ \ VðT 1 Þ; LðT Þ \ VðT 2 Þg of LðT Þ. We denote by AEðT Þ the collection of LðT Þ splits defined by all edges of T . It is well known that AEðT Þ determines T (see, e.g., [23, Chapter 3] ). We denote the split fA; Bg by AjB. We will often call A and B the two sides of the split. The restriction of T to L is defined as follows. This is the tree whose leave set is L and whose splits are defined by
The restriction of T to L is denoted by T jL. Given two sets L 1 , L 2 & LðT Þ, we say that the trees T jL 1 ,
for all u 1 ; v 1 2 L 1 and u 2 ; v 2 2 L 2 . We say that T jL 1 , T jL 2 are edge-sharing if they are not edge disjoint.
The following easy lemma is useful as it shows that edge disjointness does not depend on the ambient tree. Proof. The second statement follows immediately from the first one by letting
For the first statement, note that path T ðu 1 ; v 1 Þ is obtained from path T jL 0 ðu 1 ; v 1 Þ by replacing each edge ðx; yÞ 2 path T jL 0 ðu 1 ; v 1 Þ b y a s e q u e n c e o f e d g e s ðx ¼ x 1 ; x 2 Þ; . . . ; ðx j ; x jþ1 ¼ yÞ. Moreover, the sequence ðx ¼ x 1 ; x 2 Þ; . . . ; ðx j ; x jþ1 ¼ yÞ depends on the edge ðx; yÞ only and each edge ðx i ; x iþ1 Þ of T appears in the sequence of at most one edge ðx; yÞ of T jL 0 .
It now follows that
Next, we state a useful closure property. We note that, for binary trees, the notions of edge disjointness and vertex disjointness coincide. Let T be a tree and L 1 ; L 2 & LðT Þ. We say that T jL 1 and T jL 2 are vertexdisjoint if path T ðu 1 ; v 1 Þ and path T ðu 2 ; v 2 Þ have no vertices in common for all u 1 , v 1 2 L 1 and u 2 , v 2 2 L 2 . T jL 1 and T jL 2 are vertex-disjoint, they are also edge-disjoint. Let T be a tree where all of the internal nodes are of degree 2 or 3 and let L 1 ; L 2 & LðT Þ. Suppose, furthermore, that T jL 1 and T jL 2 do not consist of a single vertex. Then, if T jL 1 and T jL 2 are edge-disjoint, they are also vertex-disjoint.
Proof. If two paths share an edge, they also share the two end points of that edge, so the first claim follows. For the second claim, suppose that T jL 1 and T jL 2 are edge disjoint, but have the vertex v in common. If v is a leaf, then both T jL 1 and T jL 2 share the edge adjacent to that leaf-a contradiction.
If v is not a leaf, then there are u 1 ; v 1 2 L 1 and u 2 ; v 2 2 L 2 such that v 2 path T ðu 1 ; v 1 Þ \ path T ðu 2 ; v 2 Þ. But, the degree of v is at most 3, therefore the two paths, path T ðu 1 ; v 1 Þ and path T ðu 2 ; v 2 Þ, have nonempty edge intersection-a contradiction. The proof follows. t u
Edge disjoint trees naturally define a forest.
Lemma 3.5. Let T be a binary tree. Let L 1 ; . . . ; L be a partition of LðT Þ and let ðT ¼ T jL Þ ¼1 be a collection of (pairwise) edge disjoint trees. Then, the tree T may be obtained from T 1 ; . . . ; T by adding À 1 edges.
Proof. Note first that, if L ¼ L 1 [ L 2 and T jL 1 ; T jL 2 are edge disjoint, then L 1 jL 2 2 AEðT Þ. Therefore, in this case, T may be obtained from T jL 1 and T jL 2 by adding a single edge.
In the general case, define ' T ðT jL ; T jL Þ by minf' T ðu; vÞ : u 2 path T ðu 0 ; u 00 Þ; v 2 path T ðv 0 ; v 00 Þ; u 0 ; u 00 2 L ; v 0 ; v 00 2 L g:
Take 6 ¼ that minimize the distance 'ðT jL ; T jL Þ among all pairs ð; Þ.
It can be seen that T jL [ L is edge disjoint from T 0 for 0 6 2 f; g. The general case follows by induction. t u
We say that an edge e 2 EðT Þ belongs to T jL if there exist u; v 2 L such that e 2 path T ðu; vÞ. We say that the directed edge e ! belongs to T jL if the edge e belongs to T jL. The distance of directed edge e ! ¼ ðu 1 ; u 2 Þ ! to a set of vertices V 0 & VðT Þ is the minimal length m À 2 of a path u 2 ; . . . ; u m such that u m 2 V 0 and u i 6 ¼ u 1 for 2 i m. We denote this distance by ' T ð e ! ; V 0 Þ. Finally, let
(the max is over the two orientations of e). Lemma 3.6. Let T be a binary tree and L 1 ; . . . ; L be a partition of LðT Þ. Suppose that ðT jL Þ ¼1 is a collection of edge disjoint trees and that, for all edges e 2 EðT Þ with ' Ã T ðe; LðT ÞÞ r, the edge e belongs to one of the trees T jL . Then, 1 þ 2 Àrþ1 n.
Note that ' Ã T ðe ¼ ðu; vÞ; V 0 Þ ! minf'ðu; V 0 Þ; 'ðv; V 0 Þg and strict inequality may hold (see Fig. 2 ). Thus, the lemma does not follow from the fact that fractions of vertices at distance r from the set of leaves is at most 2 Àr .
Proof. Clearly, each edge e of T that does not belong to any of the tree T jL must satisfy ' Ã T ðe; LðT ÞÞ ! r þ 1. Let A r be the set of all edges of T whose ' Ã T distance to LðT Þ is at least r þ 1.
By Lemma 3.5, the tree T may be obtained from the collection ðT jL Þ ¼1 by adding at most À 1 edges. This implies that À 1 jA r j or 1 þ jA r j. The rest of the proof is devoted to bounding the size of A r . Root the tree at an arbitrary vertex . Denote by e ! the orientation of the edge e away from the root and by e the orientation of the edge e toward the root. Let A ! r denote the set of all edges e such that ' T ð e ! ; LðT ÞÞ ! r and define A r similarly. Clearly, A r & A ! r [ A r . So, it suffices to bound the size of each of these sets. Consider the 1 to 2 rþ1 map that maps each e ¼ ðu 1 ; u 2 Þ 2 A ! r to all of the vertices v such that there exists a simple path u 2 ; . . . ; u 3þr of length r þ 1 whose end point is v and such that u i 6 ¼ u 1 for 3 i 2 þ r.
By the definition of A ! r , it follows that each edge is mapped to exactly 2 rþ1 vertices and that the intersection between the map of two different edges is empty. Since the number of vertices in a binary tree on n leaves is at most 2n, it follows that 2 rþ1 j A ! r j 2n. This implies j A ! r j 2 Àr n; similarly, j A r j 2 Àr n. This gives jA r j 2 1Àr n. t u
SUPER-TREES FOR EDGE SHARING TREES
In this section, we show how to build the super-tree of a collection of edge-sharing trees. In the main result of this section, we prove the following: . The tree T 0 is determined by the trees ðT jSL Þ ¼1 . . Moreover, given the trees ðT jSL Þ ¼1 , there is a polynomial time algorithm that computes T 0 . Theorem 4.3 states that it is possible to glue together a collection of edge-sharing trees, given some "local" tree structures. on SL . Then, there exists a unique partition AjB 2 AEðT 0 Þ such that A 0 ¼ A \ SL and B 0 ¼ B \ SL . Moreover, for every edgeẽ 2 EðT 0 Þ, there exists 1 , leaves u; v 2 L and e 2 path T jSL ðu; vÞ such that the partition of T jSL defined by e is given by A \ SL jB \ SL , where AjB is the partition defined byẽ.
Proof. Since T 0 jSL ¼ T jSL , there exists a partition AjB of L 0 corresponding to an edge of T 0 which satisfies A \ SL ¼ A 0 and B \ SL ¼ B 0 . Thus, in order to prove the first claim, it remains to show that AjB is unique. Write e ¼ ðx 1 ; x kþ1 Þ and let ðx 1 ; x 2 Þ; . . . ; ðx k ; x kþ1 Þ be the path corresponding to e in T 0 . Note that AjB defines a partition satisfying A 0 ¼ A \ SL and B 0 ¼ B \ SL if and only if AjB corresponds to one of the edges ðx m ; x mþ1 Þ. The last claim follows from the fact that removing an edge of T 0 that doesn't correspond to any edge in T jSL induces the trivial partition on SL and removing an edgeẽ that corresponds to the edge e of T jSL corresponds to the partition defined by e.
Therefore, it suffices to show that k ¼ 1.
Suppose that k > 1. Since the edge ðx 1 ; x 2 Þ is not defined in T 0 jSL and the collection ðT jS Þ ¼1 is edgesharing, it follows that there exists u; v 2 L such that ðx 1 ; x 2 Þ 2 pathðu; vÞ and 6 2 SðÞ. But, the fact that ðx 1 ; x 2 Þ 2 pathðu; vÞ implies that T jL and T jL are edge sharing-a contradiction. Therefore, k ¼ 1 and the first claim follows.
For the second claim, note that Corollary 4.2 implies that, for allẽ 2 EðT 0 Þ, there exists 1 and u; v 2 L such thatẽ 2 path T 0 ðu; vÞ. By the previous argument, the edgeẽ corresponds to a unique edge e 2 EðT jSL Þ, as needed.
t u Proof Theorem 4.3. We will show how to reconstruct T 0 in time polynomial in n. Clearly, it suffices to show how to reconstruct AEðT 0 Þ in polynomial time. From Lemma 4.4, it follows that, in order to find AEðT 0 Þ, it suffices to find, for all 1 and all edges e 2 EðT jSL Þ which satisfy e 2 path SL ðu; vÞ for u; v 2 L ,
. the partition A 0 jB 0 of SL corresponding to the edge e, . the unique partition AjB of L 0 satisfying A 0 ¼ A \ SL and B 0 ¼ B \ SL . Given T jSL , it is trivial to find the partition A 0 jB 0 of SL corresponding to e. All that remains to show is how to find the partition AjB corresponding to the edge e in T 0 . This is the unique partition satisfying
We give an inductive construction of A and B. Let .
L , where 2 S d ðÞ belongs to S A d ðÞ if the following condition holds:
There exist leaves u 0 ; v 0 2 A dÀ1 and leaves u; v 2 L such that pathðu 0 ; v 0 Þ \ pathðu; vÞ 6 ¼ ;.
L , where 2 S d ðÞ belongs to S B d ðÞ if the following condition holds: There exist leaves u 0 ; v 0 2 B dÀ1 , leaves u; v 2 L such that pathðu 0 ; v 0 Þ \ pathðu; vÞ 6 ¼ ;. The above construction is repeated until S d ðÞ ¼ ;. Note that the number of iterations is bounded by . This proves that the algorithm runs in polynomial time.
We now prove the validity of the construction. First, from the fact that T jL 1 ; . . . ; T jL are edge sharing, it follows that f1; 2; . . . immediate. For the inductive step, note that, under the induction hypothesis for d À 1, the partition A dÀ1 jB dÀ1 is the partition induced by e on the tree T j [ 2 " S dÀ1 ðÞ L . Let 2 S d ðÞ. Clearly, T jL and T jA dÀ1 [ B dÀ1 share edges. On the other hand, since 6 2 SðÞ ¼ S 0 ðÞ, the trees T jL and T jL are not edges sharing. In particular, e is not an edge of T jL and it follows that either T jL and T jA dÀ1 share edges or T jL and T jB dÀ1 share edges. In the first case, L & A d , while, in the second case,
The claim follows. t u The proof of the theorem follows as, when the algorithm terminates, the sets A d jB d define the desired partition. It is clear that the algorithm described above runs in polynomial time. t u
DISTORTED METRICS ON TREES
In this section, we will prove Theorem 1.2. We will assume (2) below (i.e., 0 < f dðeÞ g for all e 2 E). It is helpful to define "balls" with respect to d andd as follows:
We similarly defineB L ðv; rÞ andB V ðv; rÞ withd instead of d. 
ifdðu; vÞ < 1.
Proof. Clearly, the second inequality in (5) follows from the first. Let T 0 ¼ T j [ ¼0 L . Note that if , the leaves u 1 ; u 2 belong to L and u is a vertex on the path connecting u 1 and u 2 , then
(the first inequality follows from the fact that if v is a vertex in a tree with a path metric, then the vertex furthest away from v is a leaf). Now, let u, u 0 2 VðT 0 Þ. Since the trees ðT jL Þ are edge sharing, it follows that u belongs to a path connecting two points in L and u 0 belongs to a path connecting two points in L 0 , where 0 , 0 .
Let w be a vertex that belongs to an edge e such that e 2 pathðw ;1 ; w ;2 Þ \ pathðw 0;1 ; w 0;2 Þ, where w ;1 ; w ;2 2 L and w 0;1 ; w 0;2 2 L 0 . Define w 0 similarly. Then, by (6) ,
as needed. Note that, by Lemma 5.1, using the notation of Theorem 4.3, for all and all u, v 2 SL , it holds that dðu; vÞ M.
Using Proposition 1.1, it is easy to construct the trees T jSL . Moreover, for every edge e 2 EðT jSL Þ, we may recover " dðeÞ satisfying j " dðeÞ À dðeÞj < 2. We now apply Theorem 4.3 in order to recover the trees T j [ 2C L for all and a function " d satisfying j " dðeÞ À dðeÞj < 2 for all e.
It remains to bound the number of trees using Lemma 3.6. Note that if l Ã T ððu; u 0 Þ; LðT ÞÞ p, then there is a path of at most p edges starting at u, avoiding u 0 , and ending at v 2 LðT Þ. Similarly, there is a path of at most p edges starting at u 0 , avoiding u and ending at v 0 2 LðT Þ. Note that dðv ; v 0 Þ ð2p þ 1Þg and, therefore,
Thus, if
thendðv ; v 0 Þ r and, therefore, the edge e belongs to both trees T jL and T jL 0 and, therefore, to one of the trees T j [ 2C L . It follows from Lemma 3.6 that
The theorem follows. t u
APPENDIX A LARGE DEVIATIONS FOR THE LOG-DET DISTANCE
In this section, we prove Proposition 2.1. We will use the following large deviation result from [11] .
Lemma A.1 ([11] ). Consider a Marov model on a tree T satisfying e Àg 0 < detðMðeÞÞ < e Àf for all e 2 EðT Þ and that, for all nodes v 2 VðT Þ and all letters a 2 A, the probability that the letter at v is a is at least min > 0. For every two vertices u; v 2 LðT Þ and a; b 2 A, let F a;b be the probability that node u has letter a and node w has letter b. Let Àdðu; vÞ ¼ log detðF i;j Þ. Then, dðu; vÞ is a path metric on the tree satisfying:
. 
where ðaÞ þ ¼ maxf0; ag.
For the proof, see [11, Section 7] . Equation (7) here is equation (49) in [11] up to change of notation. Taking t ¼ e ÀMÀ ð1 À e À Þ in (7) , we see that, if je Àdðu;vÞ À e Àdðu;vÞ j t and either dðu; vÞ M þ ordðu; vÞ M þ , then jdðu; vÞ Àdðu; vÞj < . To see this, we multiply the inequality by minðe dðu;vÞ ; ed ðu;vÞ Þ e Mþ to obtain 1 À e Àjdðu;vÞÀdðu;vÞj 1 À e À which implies jdðu; vÞ À dðu; vÞj . So, if je Àdðu;vÞ À e Àdðu;vÞ j t for all u and v, thend is an ð; MÞ distortion of d.
Taking k that satisfies (3), we obtain that the error is at most n 2 exp Àc 1 k t À c 2 k 2 þ n 2Àr ;
if c (in (3)) is sufficiently large. The proof of Proposition 2.1 follows.
APPENDIX B LOWER BOUNDS
In this section, we prove tightness of both the distorted metric result, Theorem 1.2, and the phylogenetic reconstruction result, Theorem 2.2.
B.1 Tightness of the Distorted Metric Result
The tightness of the metric result follows easily by considering the r-level 3-regular tree with the metric d that assigns length g to all edges of the tree, where g is some constant. We letdðu; vÞ ¼ dðu; vÞ if dðu; vÞ M anddðu; vÞ ¼ 1 otherwise. Then,d is a ð0; MÞ distortion of d.
Define the relation u $ v if dðu; vÞ M. It is easy to see that $ is an equivalence relation. There are n2 ÀbM=2gc equivalence classes for this relation. It is easy to reconstruct the tree on each class, but since, for u; v, which belong to different classes,dðu; vÞ ¼ 1, it is impossible to reconstruct anymore. This proves the tightness of the number of trees in Theorem 1.2 up to a multiplicative constant.
B.2 Tightness of Phylogenetic Reconstruction Result
A similar construction yields the analogous sampling complexity lower bound for phylogenetic trees. Again, we use the r-level 3-regular tree, where all edges are of length g, to be determined later. We fix the model to be the CFN model.
The mutation matrices are given by
MðeÞ ¼ e Àg þ ð1 À e Àg Þ=2 ð1 À e Àg Þ=2 ð1 À e Àg Þ=2 e Àg þ ð1 À e Àg Þ=2
:
Thus, for each edge ðu; vÞ, the state of u is copied to v with probability e Àg . Otherwise, an independent uniform state is chosen.
Following the arguments of [18] implies that, if v is a vertex at s-distance from the set of leaves, then the character value at the leaves below v is independent of the character at v with probability at least 1 À 2 s e Àgs . Thus, the character at the leaves is independent of all nodes at distance s from the leaves with probability at least 1 À 3 Ã 2 rÀ1Às 2 s e Àgs ¼ 1 À 3 Ã 2 rÀ1 e Àgs ¼ 1 À ne Àgs :
The probability that the former event will occur for k characters is at least p k ¼ 1 À kne Àgs :
Let us assume further that the phylogenetic tree on each of the equivalence classes of the relation $ defined by u $ v if dðu; vÞ 2gs is given. Then, with probability p k , there is no nontrivial information about the ancestral relationship except that given by the given trees.
Note furthermore that p k ! 1 À if k e gs =n ¼ e M =n. For g satisfying e g > 2, choose > 0 such that e gð1ÀÞ > 2 and s ¼ ð1 À Þr. Then, as long as k e gð1ÀÞr =2 r e gs =n;
with probability at least 1 À , we cannot reconstruct any information on the top r levels of the tree.
This proves the tightness of condition (3) in Theorem 2.2 up to a multiplicative factor in the exponent.
