We show that the fractional Laplacian on R d fails to satisfy the Bakry-Émery curvaturedimension inequality CD(κ, N ) for all curvature bounds κ ∈ R and all finite dimensions N > 0.
Introduction
The fractional Laplacian is an important example of a non-local operator and has received considerable attention in recent years. It appears in many fields of analysis and probability theory, for example in the theory of stochastic processes as generator of a class of pure jump processes, so-called α-stable Lévy processes [App09, BL02, BBCK09] . It can be further identified with a certain Dirichlet-to-Neumann operator, which is the key property of the so-called harmonic extension method as described by Caffarelli and Silvestre in [CS07] . During the last decade, non-local PDEs involving a fractional Laplacian or other related non-local operators have been studied intensively, see e.g. [Sil06, Sil07, CS07, Kas09, SV09, BBCK09, CS09, CV10, CV11, FK13, BV14, CS14, KMS15, CS15, IS16] . In the present paper we study the fractional Laplacian in R d from a geometric analyst's point of view. More precisely, we are interested in the question whether the fractional Laplacian satisfies a curvature-dimension (CD) inequality with finite dimension. Curvature-dimension inequalities play a central role in the theory of Markov semigroups and operators and related functional inequalities like e.g. the Poincaré or logarithmic Sobolev inequality (cf. [BGL14] ). They also constitute an important tool in geometric analysis as they encode information of the geometric properties (curvature and dimension) of the underlying structure, e.g. a Riemannian manifold [Li12] . There exist several different notions of CD-inequalities. In this paper, we use the classical one, which was introduced by Bakry andÉmery and is formulated in terms of the carré du champ operator Γ and its iterated operator Γ 2 associated with the infinitesimal generator L of a Markov semigroup, see [BE85] . Another widely used approach relies on the theory of optimal transport, see [Vil09] . For Riemannian manifolds, both approaches lead to the same notion of lower bounds for the Ricci curvature. To describe the notion of CD-inequality in the Bakry-Émery sense, let L be the generator of a symmetric Markov semigroup with invariant reversible measure µ on the state space E. The bilinear operators Γ and on a suitable algebra A of real-valued functions u, v defined on the underlying state space E. Furthermore, one sets
Γ 2 (u) := Γ 2 (u, u) = 1 2 LΓ(u) − Γ(u, Lu).
Let κ ∈ R and N ∈ (0, ∞]. The operator L is said to satisfy the Bakry-Émery curvature-dimension inequality CD(κ, N ) with dimension N and curvature κ (lower bound) at
for all functions u : E → R in a sufficiently rich class A of functions. We further say that L satisfies the CD(κ, N )-inequality, if (3) holds µ-almost everywhere for all u ∈ A, cf. [BGL14, Sect. 1.16].
As an illustrating example we let E = (M, g) be a Riemannian manifold with canonical Riemannian measure µ g and L = ∆ g the Laplace-Beltrami operator. Using the Bochner-Lichnerowicz formula one obtains that CD(κ, N ) is equivalent to Ric g (x) ≥ κg(x) and dim M ≤ N .
In this paper, we take as operator L the fractional Laplacian of order β ∈ (0, 2) on E = R d , which can be defined by
for functions u which are sufficiently regular and do not grow too fast as |x| → ∞, for instance functions in the Schwartz space S(R d ). The normalising constant c β,d is given by
where Γ now denotes the Gamma function. We refer to [Kwa17, Theorem 1.1. (e)], which collects several other equivalent definitions of the fractional Laplacian. Furthermore, the Lebesgue measure on R d plays the role of the invariant reversible measure µ. Does the fractional Laplacian satisfy the CD(κ, N )-inequality with some κ ∈ R and finite N > 0? This question in the special case κ = 0 has been recently identified as a key open problem in extending the Gamma calculus of Bakry andÉmery to non-local operators such as the fractional Laplacian. It has been posed in the recent survey of Garofalo in [Gar19, (20.14)], who also describes possible applications such as non-local Li-Yau inequalities. We remark that the fractional Laplacian satisfies CD(0, ∞) for all β ∈ (0, 2). This is a trivial consequence of the representation formula for the associated Γ 2 operator, which implies that Γ 2 (u) ≥ 0 for all u, cf. formula (7) below. Recall that in the case of the classical Laplacian ∆ on R d (which corresponds to the limiting case β = 2) there holds
That is, the Laplacian satisfies the CD(0, d)-inequality. 
Integrating this estimate along suitable paths in space-time, one can deduce a sharp version of the parabolic Harnack inequality. More generally, any Markov diffusion operator for which CD(0, N ) holds true with a finite N > 0 satisfies a Li-Yau inequality by [BGL14, Cor. 6.7.5].
As the main result of this paper, we give a negative answer to Garofalo's question by proving there exists no finite N > 0 such that the fractional Laplacian satisfies CD(0, N ). As a corollary to this result we obtain by means of a scaling argument that the situation is even worse, namely there exist no pair (κ, N ) ∈ R × (0, ∞) such that the fractional Laplacian satisfies the CD(κ, d)-condition. In particular, a negative curvature term does not save the CD-inequality with finite dimension. In this sense, the fractional Laplacian has infinite dimension. Our main result reads as follows. Note that here we refer to the representation formulas (6) and (7) for Γ(u, v) and Γ 2 (u), respectively (see Lemma 2.1 below), which hold for sufficiently regular functions which do not grow too fast at infinity, in particular for C ∞ c -functions. Theorem 1.1. Let β ∈ (0, 2), d ∈ N and L be the fractional Laplacian from (4) with associated operators Γ and Γ 2 given below by (6) and (7), respectively. Then for any R > 0, any κ ∈ R and any finite N > 0 there exists some smooth and compactly supported function u ∈ C
for all x ∈ R d with |x| ≤ R.
Theorem 1.1 follows from Theorem 3.8 and Proposition 2.3.
Our proof of the first part proceeds in several steps. We first consider the case d = 1. Given a finite N > 0, we construct an unbounded function u for which CD(0, N ) fails at x = 0. The key idea, which is motivated by [SWZ19, Theorem 3.1], is to consider functions which are smooth enough near x = 0 and equal to |x|
for |x| ≥ 1 with small ε > 0. In the very recent work [SWZ19] , which deals with CD-inequalities for nonlocal discrete operators on the lattice Z, the described family of functions is used to prove that CD(0, N ) fails for all finite N > 0 for a certain class of operators with power type kernel, in particular for all powers −(−∆ disc ) β 2 of the discrete Laplacian ∆ disc on Z with β ∈ (0, 2). By considering functions which depend only on one real variable, the one-dimensional counterexample can be extended to the multi-dimensional case. To get a counterexample with compactly supported functions, we carry out an approximation argument which involves carefully chosen cut-off functions. The argument is very technical, since the estimates for the Γ 2 operator require distinguishing several cases with respect to the domain of integration. Finally, to see the failure of CD(0, N ) on an arbitrary ball around zero, we use a continuity argument to first prove the result for a sufficiently small ball and then use the scaling properties of the fractional Laplacian and its associated Γ 2 operator to get the desired result on any ball.
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Gamma Calculus and the Fractional Laplacian
Let u be smooth enough and growing slowly enough such that the following integrals exist, for instance let u be in the Schwartz space S(R d ). Then the quadratic operators from the Γ-calculus are given as follows.
Lemma 2.1. Let 0 < β < 2 and L be the fractional Laplacian from (4) with associated Γ from (1) and Γ 2 from (2). Then
and
Proof. The first equality is given for instance in [Gar19, Lemma 20.2], the second one can be obtained from a short calculation, where one uses
This immediately implies that for all 0 < β < 2 the fractional Laplacian satisfies
we may assume without loss of generality that x = 0 and u(0) = 0.
Proof. Replacing an arbitrary function v with u(y) := v(y − x) − v(x) we obtain a function u satisfying the assertions of Lemma 2.2 as well as
Using a scaling argument, we may assume without loss of generality that κ = 0 in (5), i.e. to show that the fractional Laplacian has infinite dimension we may assume that κ = 0. This is the content of the next proposition.
Proposition 2.3. CD(κ, N ) with some finite N > 0 and some κ ∈ R implies CD(0, N ).
Proof. By means of Lemma 2.2 we may assume that x = 0 and u(0) = 0. The assertion is evident in the case κ > 0. Now assume that CD(−κ, N ) holds for some κ > 0 and finite N > 0. Then we have
for all u smooth and growing slowly enough. For λ > 0 we let v(x) = u(λx), and calculate
Similarly we find
for all λ > 0, which implies the assertion.
Let us give a small lemma which will simplify the calculation in the third section.
Lemma 2.4. Let d = 1 and u be an even function with sufficient smoothness and growing slowly enough which satisfies u(0) = 0, then
Proof. Denote the integrand by A(h, σ) =
and A(h, σ) = A(σ, h). The result follows from Fubini's Theorem.
Lemma 2.5. Let u : R d → R be smooth and growing slowly enough and assume that u depends only on one variable, i.e. u(x 1 , . . . ,
Proof. We will use that for x > 0, 2α > 1 one obtains
, where B α = R (1 + z 2 ) −α dz is independent of x. Thus, one inductively finds for 2α > n that
Whence, we find
. The formulas for Γ (d) (u) and Γ
2 (u) follow analogously.
Proof of the Main Result
In this section we gradually construct our counterexample for (3). First, we construct an unbounded but admissible smooth function with unbounded support such that (3) fails at x = 0. With an elaborate approximation scheme we subsequently construct a smooth and compactly supported function such that (3) fails at x = 0, which will be used to show (5) using a continuity and a rescaling argument.
The Unbounded Counterexample with Unbounded Support
In this subsection we construct a class of unbounded functions with noncompact support lying in the domain of both L and Γ 2 such that (3) fails.
Theorem 3.1. Let 0 < β < 2, and u ε ∈ C 1 (R, R) be an even function defined by
where 0 < ε < β 2 (and additionally ε < β−1 2 if β > 1), and assume there exist Λ > 0, δ > 0 independent of ε with β + δ > 1 such that φ satisfies
for |x| ≤ 1.
Then there exist constants
In particular, for all µ > 0 there exists some u such that 0
, where η ≥ 0 is a smooth and even cut-off function satisfying η(x) = 0 for |x| ≤ 1 4 and η(x) = 1 for |x| ≥ 3 4 . Then u satisfies the assumptions of Theorem 3.1. We may extend the previous counterexample to higher spatial dimensions. 
for all ε > 0 small enough. In particular, for all µ > 0 there exists some v such that 0
Proof. This is a direct consequence of Lemma 2.5 and Theorem 3.1.
For the proof of Theorem 3.1 we need the following lemmata.
Lemma 3.4. Let u ε be as in Theorem 3.1 and 0 ≤ x ≤ y. Then we have
Proof. This is a straightforward application of the mean value theorem together with the properties of u ε .
Lemma 3.5. Let u ε be as in Theorem 3.1 and 1 ≤ σ ≤ h. Then
γ , where 0 < γ < 2. Since f (0) = 0 we have for any x ∈ [0, 1] some 0 < ξ < x such that f (x) = f ′ (ξ)x by the mean value theorem.
Since for γ ≥ 1 we have f
The same argument shows for γ ≥ 1 the bounds
Similarly g(x) ≥ x γ ≥ 0, and for an upper bound of g we consider h(x) := x −γ g(x), x > 0. We can extend h continuously by setting h(0) = 1. Since h
Setting γ = β − ε we obtain from the definition of u ε that (
2 , thus (10) follows from (11), (12), (13) and (14).
We may now show Theorem 3.1.
Proof of Theorem 3.1. Fix some ε 0 > 0 sufficiently small and let 0 < ε < ε 0 . Throughout this proof we write a(ε) b(ε) whenever there exists some constant C > 0 independent of ε such that a(ε) ≤ Cb(ε).
On the one hand we obtain due to symmetry
by our assumptions on φ. Clearly, we have Γ 2 (u ε ) > 0. To show the desired upper bound we will now split the integrals in Γ 2 into multiple parts. From Lemma 2.4 we find
We will show that A + + A − + B + + B − 1 and C + + C − 1 ε . In most of the cases we make use of the basic estimate
Moreover, since u ε (σ) 2 = φ(σ) 2 for σ ≤ 1 we obtain
Hence, for the integrals A + and A − we merely have to estimate the corresponding expressions involving the term (u(h ± σ) − u(h)) 2 . The same observation holds for the integrals B + and B − , since
A + : We split the remaining integral into
In the first integral we have h+ σ ≤ 1, thus we obtain (
from Lemma 3.4. Whence 
which can be bounded from above by some constant independent of ε. A − : According to Lemma 3.4 we can estimate the remainder by
B + : We apply Lemma 3.4 together with h ≤ h + σ ≤ 2h to obtain
B − : This part requires the distinction between the cases when h − σ ≥ 1 and h − σ < 1. First, we consider the situation where h − σ < 1 holds. Then we have h ∈ [1, 2], and by Lemma 3.4 we find
, while the case of 2β − 2ε − 2 ≤ 0 is clear. Thus
dσ dh 1.
We will subdivide the case of h−σ ≥ 1 in two integrals. Since 
dσ dh 1 and
C + : Due to Lemma 3.5 we distinguish two cases. If β > 1 one has (
.
If β ≤ 1, we deduce
If h − σ ≥ 1 holds, we again employ Lemma 3.5 to deduce C − 1 2ε analogously to the estimate of C + . We conclude Γ 2 (u ε )(0) 1 ε , which shows the claim.
Compactly Supported and Smooth Counterexamples
The aim of this subsection is to give a counterexample from the class of smooth, compactly supported functions.
Theorem 3.6. Let 0 < β < 2 and d ∈ N. Then for all µ > 0 there exists some u ∈ C
Moreover, u(x) = 0 for all |x| ≤ 1 4 . Proof. We prove the claim for d = 1. The extension to arbitrary dimension follows by means of Lemma 2.5 as in the proof of Theorem 3.3. Let u ε be given as in Theorem 3.1 with a smooth cutoff at zero as explained in Remark 3.2, and define v N,ε by v N,ε := u ε η N , where η N is a symmetric and smooth cutoff function satisfying
and a decay behaviour of |η
. Note that we use here and throughout this proof the symbol ' ' whenever the respective constant is independent of N . Moreover, N > 0 is not related to the dimension in the CD-inequality in this subsection. We have v N,ε ∈ C ∞ c (R) with the desired vanishing near zero, and v ′ N,ε (x) = 0 for x ≥ N 2 and
Let β ∈ (0, 2) be fixed and let 0 < ε < ε 0 , where 0 < 4ε < β and additionally 4ε 0 < β − 1 (if β > 1) and
2 . In the sequel we will denote u ε by u and v N,ε by v N . First we obtain that
as N → ∞ then the claim can be shown as follows: Assume there exists some µ > 0 such that Γ 2 (v) ≥ µ(Lv) 2 at x = 0 for all v ∈ C ∞ c (R). From Theorem 3.1 we obtain some u satisfying 0 < Γ 2 (u)(0) < µ 4 (Lu(0)) 2 . Let v N be given as above and N large enough such that
contradicting the assumption and showing the claim. In the remainder of this proof we will thus show that
and by 
shows that it suffices to prove that |Γ 2 (v N )(0) − Γ M 2 (v N )(0)| converges to zero as N tends to infinity. By symmetry (cf. Lemma 2.4) we have
In order to show that this integral converges to zero we distinguish several cases (see Figures 1 and 2) . Starting with the 'h + σ'-term we have the following:
2 and thus we have the upper bound
II: 0 ≤ σ ≤ h, h + σ ≥ N As in the proof of Theorem 3.1 we will make use of the basic estimate and note that for the v N (σ)-term we have
These estimates will be applied also to the term involving 'h − σ' later. From the mean value theorem we obtain (v
This yields by (16) the upper bound
which tends to zero as N → ∞. This shows that the first part of (17) tends to zero. For the estimate of the second part we need a refined splitting of the domain, see Figure 2 . Note that we may omit the integrals containing v N (σ) 2 by the previous calculation.
dσ dh < ρ. Hence, we deduce from (h − 1) 
We consider the case of β > 1 first. Here we conclude v ′ N (ξ) 2 h 2β−2ε−2 from (16). Thus, we can estimate
establishing the claim for β > 1. In the case of
2β−2ε−2 and 2β − 2ε − 1 > 0 the estimate
Thus, the claim is established for any β > 
since h 1 y 2β−2ε−2 dy is bounded, thus this term converges to zero. 
we rewrite
. Now we want to find suitable estimates for these three terms. First, we obtain from Lemma 3.5, with β ≤ 
Failure of CD(0, N) on Arbitrary Balls
In this subsection we finish the proof of Theorem 1.1.
Proposition 3.7. Let 0 < β < 2, d ∈ N. Let µ > 0. Then there exists some ρ > 0 and a smooth and compactly supported function u ∈ C ∞ c (R d ) such that for all x ∈ R d with |x| ≤ ρ one has
