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Abstract
In this article we prove new central limit theorems (CLT) for several coupled particle filters (CPFs). CPFs
are used for the sequential estimation of the difference of expectations w.r.t. filters which are in some sense
close. Examples include the estimation of the filtering distribution associated to different parameters (finite
difference estimation) and filters associated to partially observed discretized diffusion processes (PODDP) and
the implementation of the multilevel Monte Carlo (MLMC) identity. We develop new theory for CPFs and based
upon several results, we propose a new CPF which approximates the maximal coupling (MCPF) of a pair of
predictor distributions. In the context of ML estimation associated to PODDP with discretization ∆l we show
that the MCPF and the approach in [19] have, under assumptions, an asymptotic variance that is upper-bounded
by an expression that is (almost) O(∆l), uniformly in time. The O(∆l) rate preserves the so-called forward rate
of the diffusion in some scenarios which is not the case for the CPF in [21].
Key words: Coupled Particle Filter, Central Limit Theorem, Multilevel Monte Carlo.
1 Introduction
The filtering problem is ubiquitous in statistics, applied probability and applied mathematics, with far reaching
applications in weather prediction, finance and engineering; see [4, 7] for example. In most cases of practical interest,
the filter must be numerically approximated and a popular method for doing so is the particle filter (see e.g. [4, 8]
and the references therein). The PF generates N ≥ 1 samples in parallel and uses a combination of sampling,
importance sampling and resampling to approximate the filter. There is a substantial literature on the convergence
of PFs (e.g. [8]) and in particular there are CLTs which allow one to understand the errors associated to estimation.
Under assumptions, the associated asymptotic variance is bounded uniformly in time; see e.g. [5].
In this article, we are concerned with the filtering problem where one seeks to estimate the difference of expec-
tations of two different but ‘close’ filters. As an example, if one observes data in discrete and regular time points,
associated to an unobserved diffusion process. In many cases, one must time-discretize the diffusion process, if the
transition density is not available up-to a non-negative unbiased estimator. In such scenarios it is well known that
the cost of estimating the filter using a PF can be significantly reduced using a collapsing sum representation of the
expectation associated to the filter with the most precise discretization and estimating each difference independently
using a coupled particle filter. In other applications, one can approximate differences of expectations of filters with
different parameter values as a type of finite difference approximations; see for instance [16, 27].
The CPF developed in [6] (see also [16, 17, 21, 22, 27]) is used in several applications as discussed above and
various other contexts. It consists of a particle filter which runs on the product space of the two filters. The
sampling operation often consists of simulating from a coupling of the Markov transitions of the hidden dynamics,
which are often available in applications. Resampling proceeds by sampling the maximal coupling associated to the
probability distributions of particle indices. The use of correlating the PFs is vital, for instance in ML applications
(see [13, 15, 21]), as it is this property which allows a variance reduction relative to a single PF. As has been noted
by several authors, e.g. [27], unless the coupling of the Markov transitions is particularly strong, one expects that
the maximally coupled resampling operation to ultimately decorrelate the pairs of particles exponentially fast in
time. As a result, the benefits of running such algorithms may have a minimal effect for long time intervals.
In this article we consider four CPFs. The first is the case where the resampling is independent for each
pair (independent resampliing CPF (IRCPF)), the second with the maximally coupled resampling (the maximally
coupled resampling PF (MCRPF)). The third algorithm, which to our knowledge is new, is based upon a weak law
of large numbers for the MCRPF on the product space. This result shows that the limiting coupling on product
space does not correspond to the maximal coupling of the filter (or predictor). This coupling does not seem to
have any optimality properties, so we suggest a new CPF, the MCPF which approximates the maximal coupling of
the predictors. This algorithm requires that the Markov transition of the filter to have a density which is known
pointwise and essentially samples from the maximal coupling of particle filters. The fourth algorithm in [19] is based
on multinomial resampling which uses the same uniform random variable for each particle pair; we call this the
Wasserstein CPF (WCPF). In general, all four algorithms can be used in each of the examples, with the constraint
for the MCPF mentioned above. We remark that there are CPFs in [14, 27], but they are not considered here as
they require even more mathematical complexity for their analysis.
1
We prove a CLT for the first three algorithms (the CLT for the WCPF, when the state-dynamics are one
dimensional is in [19]) associated to the difference of estimates of expectations of the same function w.r.t. the
predictors, which is extended to multiple dimensions. The asymptotic variance expression is directly related to the
properties of the limiting coupling one approximates. Under assumptions (of the type in [29]), for the PODDP with
(Euler) discretization ∆l, we show that the MCPF (resp. WCPF) has an asymptotic variance that is upper-bounded
by an expression that is O(∆l) (resp. O(∆1−λl ), λ arbitrarily close to, but not equal to, zero), uniformly in time,
which preserves the so-called forward rate of the diffusion in some scenarios. This is reassuring as it shows that
filtering for difference estimation in the PODDP case can be effectively performed. This time and rate stability
is associated to the fact that the limiting coupling on product spaces are associated to the optimal L0 and L2
Wasserstein couplings of the predictor/filter. For the IRCPF one does not recover the coupling rate of the diffusion
process and this poor performance is well-known in the literature. In the case of the MCRPF we show even in a
favourable case, that it can have an asymptotic variance, at time n, that is O(en∆l) and identify when one can
expect the algorithm to work well. As was seen in the empirical results of [19, 21] the time and rate behaviour of
the MCRPF in general does not seem to be as good as for the MCPF and WCPF. The assumptions used for our
asymptotic variance results are also verified in a real example. Our CLTS are, to the best of our knowledge, the
first results of these types for CPFs and require non-standard proofs. To summarize, the main results of the article
are:
• Theorem 3.1 gives a WLLN for the MCRPF.
• Theorem 4.1 gives a CLT for the IRCPF, MRCPF & MCPF.
• Theorem 4.3 gives a general bound on the asymptotic variance for each of the methods, IRCPF, MRCPF,
MCPF & WCPF.
• Propositions 5.2 and 5.3 give the time uniform bounds on the asymptotic variance for the MCPF and WCPF
noted above (i.e. for PODDPs).
This paper is structured as follows. In Section 2 we give our notations, models and the motivating example of
a PODDP with MLMC is given. In Section 3 the algorithms are presented. In Section 4 our theoretical results are
stated. Our CLTs are given and a general bound on the asymptotic variance is provided. In Section 5 our results
are applied to a pratical model in the context of using coupled particle filters for PODDP with MLMC. The article
is summarized in Section 6. The appendix contains the proofs of our theoretical results.
2 Notation and Models
2.1 Notations
Let (X,X ) be a measurable space. For a given function v : X → [1,∞) we denote by Lv(X) the class of functions
ϕ : X→ R for which
‖ϕ‖v := sup
x∈X
|ϕ(x)|
v(x)
< +∞ .
When v ≡ 1 we write ‖ϕ‖ := supx∈X |ϕ(x)|. If v = 1 we write Bb(X), Cb(X) for the bounded measurable and
continuous, bounded measurable functions respectively. C2(X) are the collection of twice continuously differentiable
real-valued functions on X. Let d be a metric on X then for ϕ ∈ Lv(X), we say that ϕ ∈ Lipv,d(X) if there exist a
C < +∞ such that for every (x, y) ∈ X× X:
|ϕ(x) − ϕ(y)| ≤ Cd(x, y)v(x)v(y).
If v = 1, we write ϕ ∈ Lipd(X) and write ‖ϕ‖Lip for the Lipschitz constant. P(X) denotes the collection of
probability measures on (X,X ). We also denote, for µ ∈ P(X), ‖µ‖v := sup|ϕ|≤v |µ(ϕ)|. For a measure µ on
(X,X ) and a µ−integrable, ϕ : X → R, the notation µ(ϕ) = ∫
X
ϕ(x)µ(dx) is used. Let K : X × X → (0,∞)
be a non-negative kernel and µ be a measure then we use the notations µK(dy) =
∫
X
µ(dx)K(x, dy) and for
K(x, ·)−integrable, ϕ : X→ R K(ϕ)(x) = ∫
X
ϕ(y)K(x, dy). For µ, ν ∈ P(X), the total variation distance is denoted
‖µ − ν‖tv = supB∈X |µ(B) − ν(B)|. For B ∈ X the indicator is written IB(x) and the dirac measure δB(dx). For
two measures µ, ν on (X,X ), the product measure is µ⊗ν. For two measurable functions ϕ, ψ on (X,X ), the tensor
product of functions is ϕ ⊗ ψ. UA denotes the uniform distribution on the set A. Nt(a, b) is the t−dimensional
Gaussian distribution of mean a and covariance b (if t = 1 the subscript is dropped from N ). P and E are used
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to denote probability and expectation w.r.t. the law of the specified algorithm - the context will be clear in each
instant. ⇒ and →P are used to denote convergence in distribution and probability respectively. In the context of
the article, this is as N →∞.
2.2 Models
Let (X,X ) be a measurable space and {Gn}n≥0 a sequence of non-negative, bounded and measurable functions
such that Gn : X → R+. Let ηf0 , ηc0 ∈ P(X) and {Mfn}n≥1, {M cn}n≥1 be two sequences of Markov kernels,
i.e. Mfn : X→ P(E), M cn : X→ P(E). Define, for s ∈ {f, c}, B ∈ X
γsn(B) =
∫
Xn+1
IB(xn)
( n−1∏
p=0
Gsp(xp)
)
ηs0(dx0)
n∏
p=1
M sp (xp−1, dxp)
and
ηsn(B) =
γsn(B)
γsn(1)
.
The objective is to consider Monte Carlo type algorithms which will approximate quantities, for ϕ ∈ Bb(X) any
n ≥ 0, such as
ηfn(ϕ)− ηcn(ϕ) (1)
or
ηfn(Gnϕ)
ηfn(Gn)
− η
c
n(Gnϕ)
ηcn(Gn)
. (2)
(1) corresponds to a predictor of a state-space model and (2) the filter. We focus explicitly on the predictor from
herein.
Remark 2.1. We can make the Gn also depend on {f, c}, which may be of importance in applictations. In the
subsequent development, this is not done, but could be at a cost of slightly longer mathematical arguments and
notational complications.
The major point is that one would like to approximate couplings of (ηfn, η
c
n), say ηˇn ∈ P(X × X) i.e. that for
any B ∈ X and every n ≥ 0
ηˇn(B × X) = ηfn(B) ηˇn(X×B) = ηcn(B)
and consider approximating
ηˇn(ϕ⊗ 1)− ηˇn(1⊗ ϕ)
An explanation of why coupling the pairs is of interest has been given in the introduction and will be further
illuminated in Section 2.3.
Throughout the article, it is assumed that there exists ηˇ0 ∈ P(X× X) such that for any B ∈ X
ηˇ0(B × X) = ηf0 (B) ηˇ0(X×B) = ηc0(B)
and moreover for any n ≥ 1 there exists Markov kernels {Mˇn}, Mˇn : X× X→ P(X× X) such that for any B ∈ X ,
(x, x′) ∈ X× X:
Mˇn(B × X)(x, x′) = Mfn (B)(x) Mˇn(X×B)(x, x′) = M cn(B)(x′).
2.3 Example
The following example is from [21] and there is some overlap with the presentation in that article. We start with a
diffusion process:
dZt = a(Zt)dt+ b(Zt)dWt (3)
with Zt ∈ Rd = X, a : Rd → Rd (jth element denoted aj), b : Rd → Rd×d ((j, k)th element denoted bj,k), t ≥ 0 and
{Wt}t≥0 a d−dimensional Brownian motion. The following assumptions are made and if referred to as (D). (D) is
assumed explicitly. We set Z0 = x
∗ ∈ X.
The coefficients aj , bj,k ∈ C2(X), for j, k = 1, . . . , d. Also, a and b satisfy
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(i) uniform ellipticity: b(z)b(z)T is uniformly positive definite;
(ii) globally Lipschitz: there is a C > 0 such that |aj(z)− aj(y)|+ |bj,k(z)− bj,k(y)| ≤ C|z − y| for
all (z, y) ∈ X× X, (j, k) ∈ {1, . . . , d}2.
The data are observed at regular unit time-intervals (i.e. in discrete time) y1, y2, . . . , yk ∈ Y. It is assumed that
conditional on Zk, Yk is independent of all other random variables with density G(zk, yk). Let M(z, dy) be the
transition of the diffusion process (over unit time) and consider a discrete-time Markov chain X0, X1, . . . with initial
distribution M(x∗, ·) and transition M(x, dy). Here we are creating a discrete-time Markov chain that corresponds
to the discrete-time skeleton of the diffusion process at a time lag of 1. Now we write Gk(xk) instead of G(xk, yk+1).
Then we define, for B ∈ X
γn(B) :=
∫
Xn+1
IB(xn)
( n−1∏
p=0
Gp(xp)
)
M(x∗, dx0)
n∏
p=1
M(xp−1, dxp).
The predictor is ηn(B) = γn(B)/γn(1) which corresponds to the distribution associated to Zn+1|y1, . . . , yn.
In many applications, one must time discretize the diffusion to use the model in practice. We suppose an Euler
discretization with discretization ∆l = 2
−l, l ≥ 0 and write the associated transition kernel over unit time as
M l(x, dy). Note that, in practice, one may not be able to compute the density of the kernel as it is a compositon
of ∆−1l − 1 Gaussians, however, one can certainly sample from M l in most cases. Hence we are interested in the
Feynman-Kac model for B ∈ X
γln(B) :=
∫
Xn+1
IB(xn)
( n−1∏
p=0
Gp(xp)
)
M l(x∗, dx0)
n∏
p=1
M l(xp−1, dxp).
with associated predictor ηln(B) = γ
l
n(B)/γ
l
n(1).
Below, we will explain why one may wish to compute, for l ≥ 1, ηln(ϕ)− ηl−1n (ϕ), ϕ ∈ Bb(X). That is, f as used
above, relates to the predictor associated to the discretization ∆l and c, the predictor with discretization ∆l−1. A
natural coupling of Mfn = M
l and M cn = M
l−1 exists (e.g. [13]) so one also has a given ηˇ0 and Mˇn.
Before continuing, we note some results which will help in our discussion below. As established in [21, eq. (32)]
one has for C < +∞
sup
A
sup
x∈X
|Mfn (ϕ)(x) −M cn(ϕ)(x)| ≤ C∆l (4)
where A = {ϕ ∈ Bb(X) ∩ Lipd1(X) : ‖ϕ‖ ≤ 1}, d1 is the L1−norm. In addition, [21, Proposition D.1.] states that
for p > 0, C < +∞ and any (x, y) ∈ X× X
∫
X×X
‖u− v‖pMˇn((x, y), d(u, v)) ≤ C(|x − y|+∆1/2l )p. (5)
When p = 2 (‖u− v‖ is the L2−norm), the term ∆l is the so-called forward strong error rate. In the proof of [21,
Theorem 4.3], it is shown that for any n ≥ 0 there exists a C < +∞ such that for ϕ ∈ A, l ≥ 0 one has
|ηn(ϕ)− ηln(ϕ)| ≤ C∆l. (6)
Note that this bound can be deduced from (4), but that C may depend on n; this latter point is ignored for now.
2.3.1 Multilevel Monte Carlo
Suppose one can exactly sample from ηln for any l, n ≥ 0. The Monte Carlo estimate of ηln(ϕ), set ϕ ∈ A, is then
of course 1N
∑N
i=1 ϕ(x
i
n), X
i
n are i.i.d. from η
l
n. One has the mean square error (MSE)
E
[( 1
N
N∑
i=1
ϕ(xin)− ηn(ϕ)
)2]
=
Varηln [ϕ(X)]
N
+ |ηn(ϕ) − ηln(ϕ)|2
where Varηln [ϕ(X)] is the variance of ϕ(X) w.r.t. η
l
n. Then, for ε > 0 given, to target a mean square error of O(ε2),
by (6), one chooses l = O(| log(ε)|) (as one sets ∆2l = ε2). Then one must choose N = O(ε−2) and we suppose the
cost of simulating one sample is O(∆−1l ) (see [21] for a justification), again ignoring n. Then the cost of achieving
a MSE of O(ε2) is hence O(ε−3).
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Now, one has that for any L ≥ 1, the multilevel identity [13, 15]
ηLn (ϕ) = η
0
n(ϕ) +
L∑
l=1
{[ηln − ηl−1n ](ϕ)}.
Suppose that, for l ≥ 1, it is possible to exactly sample a coupling of (ηln, ηl−1n ), denote it ηˇln, so that one has∫
X×X
‖x− y‖2ηˇln(d(x, y)) ≤ C∆l
and the cost of such a simulation is O(∆−1l ). The rate ∆l has been taken from the strong error rate in (5). Now
to estimate [ηln − ηl−1n ](ϕ) one simulates ((X1,ln , X1,l−1n ), . . . , (XNl,ln , XNl,l−1n )) i.i.d. from ηˇln for some Nl ≥ 1 and
the approximation is 1Nl
∑Nl
l=1{ϕ(xi,ln ) − ϕ(xi,l−1n )}. For 1 ≤ l ≤ L this is repeated independently for estimating
[ηln − ηl−1n ](ϕ) and the case l = 0 is performed, independently, using the Monte Carlo method above. One can then
easily show that the MSE of the estimate of ηLn is upper-bounded by (recall ϕ ∈ A) by
Varηln [ϕ(X)]
N0
+ C
L∑
l=1
∆l
Nl
+ |ηn(ϕ)− ηln(ϕ)|2.
Then, for ε > 0 given, to target a mean square error of O(ε2), set L = O(| log(ε)|), and Nl = O(ε−2| log(ε)|∆l)
(see [13]), then the MSE is O(ε2). The overall computational effort is O(∑Ll=0Nl∆−1l ) = O(ε−2| log(ε)|2); if ε is
suitably small this is a significant reduction in computational effort relative to the MC method above.
The main point here is that, at present, there are no computational methods to perform the exact simulation
mentioned and thus we focus on particle filters, developed in the literature. The estimates (variance/cost) above
typically depend on n and our objective is to consider if the variance of PF estimates can be O(∆l) uniformly in
time and hence that the ML gain is retained uniformly in time. We focus on the asymptotic variance in the CLT
(versus the finite sample variance) as this can be more straightforward to deal with.
3 Algorithms
3.1 Independent Pair Resampling
The first procedure we consider is as follows. Let n ≥ 1, B ∈ X ∨ X and µ ∈ P(X× X) and define the probability
measure:
ΦˇIn(µ)(B) =
µ([Gn−1 ⊗Gn−1]Mˇn(B))
µ(Gn−1 ⊗Gn−1) .
Set un = (x
f
n, x
c
n) ∈ X× X then consider the joint probability measure on (X× X)n+1
P(d(u0, . . . , un)) = ηˇ0(du0)
n∏
p=1
ΦˇIp(η
f
p−1 ⊗ ηcp−1)(dup).
It is easily checked that the marginal of xfn (resp. x
c
n) is η
f
n (resp. η
c
n). Denote by ηˇ
I
n the marginal of un induced
by this joint probability measure. Thus, if one could sample a trajectory of (u0, . . . , un) from P(d(u0, . . . , un)) one
could easily approximate quantities such as (1) or (2) using Monte Carlo methods. In most practical applications
of interest, this is not possible.
The particle approximation is taken as:
P(d(u1:N0 , . . . , u
1:N
n )) =
( N∏
i=1
ηˇ0(du
i
0)
)( n∏
p=1
N∏
i=1
ΦˇIp(η
N,f
p−1 ⊗ ηN,cp−1)(duip)
)
where for p ≥ 1, s ∈ {f, c}
ηN,sp−1(dx) =
1
N
N∑
i=1
δxi,sp−1
(dx).
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The key point is that in this algorithm, the resampled indices for a pair of particles are generated (conditionally)
independently. Set
ηˇN,Ip (du) =
1
N
N∑
i=1
δuip(du).
As has been mentioned by many authors (e.g. [27]) one does not expect this procedure to effective, in the sense
that ηˇIn would not provide an appropriate dependence between (η
f
n, η
c
n).
3.2 Maximally Coupled Resampling
Let n ≥ 1, B ∈ X ∨ X and µ ∈ P(X× X) and define the probability measure:
ΦˇMn (µ)(B) = µ
(
{Fn−1,µ,f ∧ Fn−1,µ,c}Mˇn(B)
)
+
(
1− µ
(
{Fn−1,µ,f ∧ Fn−1,µ,c}
))
×
(µ⊗ µ)
({
Fn−1,µ,f ⊗ Fn−1,µ,c
}
M¯n(B)
)
where for (x, y) ∈ X× X
Fn−1,µ,f (x, y) =
Fn−1,µ,f (x, y)− {Fn−1,µ,f (x, y) ∧ Fn−1,µ,c(x, y)}
µ(Fn−1,µ,f − {Fn−1,µ,f ∧ Fn−1,µ,c})
Fn−1,µ,c(x, y) =
Fn−1,µ,c(x, y) − {Fn−1,µ,f(x, y) ∧ Fn−1,µ,c(x, y)}
µ(Fn−1,µ,c − {Fn−1,µ,f ∧ Fn−1,µ,c})
Fn−1,µ,f (x, y) = Gˇn−1,µ,f (x)⊗ 1
Fn−1,µ,c(x, y) = 1⊗ Gˇn−1,µ,c(y)
Gˇn−1,µ,f (x) =
Gn−1(x)
µ(Gn−1 ⊗ 1)
Gˇn−1,µ,c(y) =
Gn−1(y)
µ(1⊗Gn−1)
and for ((x, y), (u, v)) ∈ X2 × X2 and B ∈ X ∨ X
M¯n(B)((x, y), (u, v)) = Mˇn(B)(x, v).
Now set ηˇM0 = ηˇ0 and we define, recursively, for any n ≥ 1, B ∈ X ∨ X
ηˇMn (B) = Φˇ
M
n (ηˇ
M
n−1)(B).
Note that by [21, Proposition A.1.] we have for B ∈ X
ηˇMn (B × X) = ηfn(B) and ηˇMn (X×B) = ηcn(B).
The algorithm used here is:
P(d(u1:N0 , . . . , u
1:N
n )) =
( N∏
i=1
ηˇ0(du
i
0)
)( n∏
p=1
N∏
i=1
ΦˇMp (ηˇ
N,M
n−1 )(du
i
p)
)
where for p ≥ 1,
ηˇN,Mp−1 (du) =
1
N
N∑
i=1
δuip(du).
and we set for s ∈ {f, c}
ηN,sp−1(dx) =
1
N
N∑
i=1
δxi,sp−1
(dx).
This procedure is as in [6] and adopted in, for instance, [17, 21]. The idea is to provide a local optimality procedure
w.r.t. the resampling operation. This is in the sense that for any fixed N and conditional on the information
generated so far, one will maximize the probability that the resampled indices are equal.
For the MCRPF, we present a preliminary result, which will prove to be of interest. The following assumptions
are used and note that in (A3) there is a metric d on X× X implicit in the assumption.
6
(A1) For every n ≥ 0, Gn ∈ Cb(X).
(A2) For every n ≥ 1, Mˇn is Feller.
(A3) X× X is a locally compact and separable metric space.
The assumptions are adopted due to the complexity of the operator ΦˇMn . As can be seen in Appendix C, where
the proofs for the following result are given, it is non-trivial to work with ΦˇMn . To weaken these assumptions would
lead to further calculations, which would essentially confirm the same result.
Theorem 3.1. Assume (A1-3). Then for any ϕ ∈ Cb(X× X), n ≥ 0 we have
ηˇN,Mn (ϕ)→P ηˇMn (ϕ).
What is interesting here, is that on the product space X × X the target ηˇMn is a coupling of (ηfn, ηcn), but the
actual maximal coupling of (ηfn, η
c
n) is not sampled from. As is well known, the maximal coupling will maximize
the probability that two random variables are equal, with specified marginals and is the optimal coupling of two
probability measures w.r.t. the L0−Wasserstein distance. If this former property is desirable from a practical
perspective, then the above algorithm should not be used. The maximially coupled resampling operation is, for a
finite number of samples (particles), the optimal (in the above sense) way to couple the resampling operation, but,
may not lead to large sample ‘good’ couplings. This is manifested in [21] where the forward error rate (5) is lost for
the diffusion problem in Section 2.3. As mentioned above, the limit is a coupling of (ηfn, η
c
n), but in general there
is no reason to suspect that it is optimal in any sense.
3.3 Maximal Coupling
We now present an algorithm which can sample (in the limit) from the maximal coupling of (ηfn, η
c
n). We will
assume that for s ∈ {f, c} the Markov kernels M sn, as well as ηs0, admit a density w.r.t. a σ−finite measure dx. The
densities are denoted M sn and η
s
0, s ∈ {f, c} and we assume that the densities can be evaluated numerically. To
remove this latter requirement is left to future work.
Let n ≥ 1, B ∈ X ∨ X and (µ, ν) ∈ P(X) ×P(X) and define the probability measure:
ΦˇCn (µ, ν)(ϕ) =
∫
X×X
IB(x, y)
[ ∫
X
Fn−1,µ,f (u) ∧ Fn−1,ν,c(u)δ{u,u}(d(x, y))du +
1
1− ∫
X
Fn−1,µ,f (u) ∧ Fn−1,ν,c(u)duFn−1,µ,ν,f (x)F n−1,ν,µ,c(y)dxdy
]
where, for x ∈ X
Fn−1,µ,ν,f (x) = Fn−1,µ,f (x)− Fn−1,µ,f (x) ∧ Fn−1,ν,c(x)
Fn−1,ν,µ,c(x) = Fn−1,ν,c(x)− Fn−1,µ,f (x) ∧ Fn−1,ν,c(x)
Fn−1,µ,f (x) =
µ(Gn−1M
f
n (·, x))
µ(Gn−1)
Fn−1,ν,c(x) =
ν(Gn−1M
c
n(·, x))
ν(Gn−1)
.
Now set ηˇC0 as the maximal coupling of (η
f
0 , η
c
0) and set for B ∈ X ∨ X
ηˇCn (B) = Φˇ
C
n (η
f
n−1, η
c
n−1)(B).
We have for B ∈ X
ηˇCn (B × X) = ηfn(B) and ηˇCn (X×B) = ηcn(B).
Moreover ηˇCn is the maximal coupling of (η
f
n, η
c
n).
The particle approximation used is:
P(d(u1:N0 , . . . , u
1:N
n )) =
( N∏
i=1
ηˇC0 (du
i
0)
)( n∏
p=1
N∏
i=1
ΦˇCp (η
N,f
p−1, η
N,c
p−1)(du
i
p)
)
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where for p ≥ 1, s ∈ {f, c}
ηN,sp−1(dx) =
1
N
N∑
i=1
δxi,sp−1
(dx).
We set for µ ∈ P(X), s ∈ {f, c}, B ∈ X , n ≥ 1
Φsn(µ)(B) =
µ(Gn−1M
s
n(B))
µ(Gn−1)
.
We remark that as M sn, n ≥ 1 and ηs0, s ∈ {f, c}, can be evaluated numerically we can sample from ηˇC0 and
ΦˇCn (η
N,f
n−1, η
N,c
n−1), the latter of which is the maximal coupling of Φ
f
n(η
N,f
n−1) and Φ
c
n(η
N,c
n−1), using the algorithm in [28].
This is as follows:
1. Sample Xfn ∼ Φfn(ηN,fn−1) and W |xfn ∼ U[0,F
n−1,η
N,f
n−1
,f
(xfn)]
. If W < Fn−1,ηN,cn−1,c
(xfn), output (x
f
n, x
f
n), otherwise
go-to 2..
2. Sample Xcn ∼ Φcn(ηN,cn−1) and W˜ |xcn ∼ U[0,F
n−1,η
N,c
n−1
,c
(xcn)]
, if W˜ > Fn−1,ηN,fn−1,f
(xcn), output (x
f
n, x
c
n), otherwise
start 2. again.
This algorithm is a rejection sampler, which would add a random running time element per time-step, which may
not be desirable for some applications. In the limiting case (i.e. sampling the maximal coupling of (ηfn, η
c
n)) the
expected number of steps to acceptance is
1 +
∫
X
|ηcn(x)− ηfn(x)|dx
2
∫
X
[ηcn(x)− ηfn(x)]I{x∈X:ηcn(x)≥ηfn(x)}(x)dx
= 1 +Rn.
One might expect that Rn above is O(1) in applications. We expect (ηfn, ηcn) to be close and possibly that ηcn is
more diffuse than ηfn, for instance that η
c
n(x)/η
f
n(x) ≥ C, for some constant C ≤ 1, hence one may find Rn = O(1).
In general, one might want to confirm this conjecture before implementing this approach.
3.4 Wasserstein Coupled Resampling
We describe the WCPF used in [19]. For this case we restrict our attention to the case that X = R. It is explicitly
assumed that the cumulative distribution function (CDF) and its inverse associated to the probability, s ∈ {f, c},
n ≥ 0, B ∈ X
ηsn(B) =
ηsn(GnIB)
ηsn(Gn)
exists and are continuous functions. We denote the CDF (resp. inverse) of ηsn as Fηsn (resp. F
−1
ηsn
). In general we
write probability measures on X for which the CDF and inverse are well-defined as PF (X) with the associated CDF
Fµ. Let n ≥ 1, B ∈ X ∨ X and µ, ν ∈ PF (X) and define the probability measure:
ΦˇWn (µ, ν)(B) =
∫
X×X
(∫ 1
0
δ{F−1µ (w),F−1ν (w)}(du)dw
)
Mˇn(B)(u).
Consider the joint probability measure on (X× X)n+1
P(d(u0, . . . , un)) = ηˇ0(du0)
n∏
p=1
ΦˇWp (η
f
p−1, η
c
p−1)(dup).
It is easily checked that the marginal of xfn (resp. x
c
n) is η
f
n (resp. η
c
n). Denote by ηˇ
W
n the marginal of un induced
by this joint probability measure.
The algorithm used here is:
P(d(u1:N0 , . . . , u
1:N
n )) =
( N∏
i=1
ηˇ0(du
i
0)
)( n∏
p=1
N∏
i=1
ΦˇWp (η
N,f
p−1, η
N,c
p−1)(du
i
p)
)
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where for p ≥ 1, s ∈ {f, c}
ηN,sp−1(dx) =
N∑
i=1
Gp−1(x
i,s
p−1)∑N
j=1Gp−1(x
j,s
p−1)
δxi,sp−1
(dx).
As before for p ≥ 1, s ∈ {f, c}
ηN,sp−1(dx) =
1
N
N∑
i=1
δxi,sp−1
(dx)
and for p ≥ 0
ηˇN,Wp (du) =
1
N
N∑
i=1
δuip(du).
4 Theoretical Results
This section is split into two. We give our CLTs in Section 4.1 and bounds on the asymptotic variance in Section
4.2.
4.1 Central Limit Theorems
Denote the sequence of non-negative kernels {Qsn}n≥1, s ∈ {f, c}, Qsn(x, dy) = Gn−1(x)M sn(x, dy) and for B ∈ X ,
xp ∈ X
Qsp,n(B)(xp) =
∫
Xn−p
IB(xn)
n−1∏
q=p
Qsq+1(xq , dxq+1)
0 ≤ p < n and in the case p = n, Qsp,n is the identity operator. Now denote for 0 ≤ p < n, s ∈ {f, c}, B ∈ X ,
xp ∈ X
Dsp,n(B)(xp) =
Qsp,n(IB − ηsn(B))
ηsp(Q
s
p,n(1))
in the case p = n, Dsp,n(B)(x) = IB − ηsn(B).
We then have our CLTs, where the proofs are given in Appendix A. Recall that for the MCPF M sn is used as a
notation for the kernel and density of M sn.
Theorem 4.1. We have
1. For the IRCPF: For any ϕ ∈ Bb(X), n ≥ 0 we have
√
N [ηˇN,In − ηˇIn](ϕ⊗ 1− 1⊗ ϕ)⇒ N (0, σ2,In (ϕ))
where
σ2,In (ϕ) =
n∑
p=0
ηˇIp({(Dfp,n(ϕ)⊗ 1− 1⊗Dcp,n(ϕ))}2).
2. For the MCRPF: Assume (A1-3), then for any ϕ ∈ Cb(X), n ≥ 0 we have
√
N [ηˇN,Mn − ηˇMn ](ϕ⊗ 1− 1⊗ ϕ)⇒ N (0, σ2,Mn (ϕ))
where
σ2,Mn (ϕ) =
n∑
p=0
ηˇMp ({(Dfp,n(ϕ)⊗ 1− 1⊗Dcp,n(ϕ))}2).
3. For the MCPF: Suppose that for s ∈ {f, c}, n ≥ 1, M sn ∈ Bb(X× X). Then for any ϕ ∈ Bb(X), n ≥ 0 we have
√
N [ηˇN,Cn − ηˇCn ](ϕ⊗ 1− 1⊗ ϕ)⇒ N (0, σ2,Cn (ϕ))
where
σ2,Cn (ϕ) =
n∑
p=0
ηˇCp ({(Dfp,n(ϕ) ⊗ 1− 1⊗Dcp,n(ϕ))}2).
9
For Wasserstein resampling, the following result is established in [19].
Theorem 4.2. Suppose that Mˇn, M
s
n, s ∈ {f, c} are Feller for every n ≥ 1 and Gn ∈ Cb(X) for every n ≥ 0. Then
for any ϕ ∈ Cb(X), n ≥ 0 we have
√
N [ηˇN,Wn − ηˇWn ](ϕ⊗ 1− 1⊗ ϕ)⇒ N (0, σ2,Wn (ϕ))
where
σ2,Wn (ϕ) =
n∑
p=0
ηˇWp ({(Dfp,n(ϕ)⊗ 1− 1⊗Dcp,n(ϕ))}2).
Remark 4.1. One can also prove a mutlivariate CLT using the Cramer-Wold device. Consider 1 ≤ t < +∞,
(ϕ1, . . . , ϕt, ψ1, . . . , ψt) ∈ Bb(X)2t (or if required Cb(X)2t). Consider the t× t positive definite and symmetric matrix
Σsn(ϕ1:t, ψ1:t), s ∈ {I,M,C,W}, with (i, j)th entry denoted Σsn,(ij)(ϕ1:t, ψ1:t). Using the Cramer-Wold device under
the various assumptions of each the algorithms one can easily deduce that for each s ∈ {I,M,C,W}
√
N([ηˇN,sn − ηˇsn](ϕ1 ⊗ 1− 1⊗ ψ1), . . . , [ηˇN,sn − ηˇsn](ϕt ⊗ 1− 1⊗ ψt))⇒ Nt(0,Σsn(ϕ1:t, ψ1:t))
where
Σsn,(ij)(ϕ1:t, ψ1:t) =
n∑
p=0
ηˇsp([D
f
p,n(ϕi)⊗ 1− 1⊗Dcp,n(ψi)][Dfp,n(ϕj)⊗ 1− 1⊗Dcp,n(ψj)]).
4.2 Asymptotic Variance
We now consider bounding the asymptotic variance in the general case. The result below (Theorem 4.3), will
allow one to understand when one can expect time-uniformly ‘close’ errors in approximations of [ηfn − ηcn](ϕ). The
following assumptions are used, which are essentially those in [29] (see also [18]) with some additional assumptions
((H6-7) below) as we are treating a more delicate case than in [29]. The assumptions can hold on unbounded
state-spaces as will be the case for our applications.
(H1) There exists a V˜ : X → [1,∞) unbounded and constants δ ∈ (0, 1) and d ≥ 1 with the following properties.
For each d ∈ (d,+∞) there exists a bd < +∞ such that ∀x ∈ X and any s ∈ {f, c},
sup
n≥1
Qsn(e
V˜ )(x) ≤ e(1−δ)V˜ (x)+bdICd(x)
where Cd = {x ∈ X : V˜ (x) ≤ d}.
(H2) 1. There exists a C < +∞ such that for any s ∈ {f, c}, ηs0(v) ≤ C, with v = eV˜ .
2. For any r > 1 there exists a C < +∞ such that for any s ∈ {f, c}, ηs0(Cr)−1 ≤ C.
(H3) With d as in (H1), for each d ∈ [d,∞), s ∈ {f, c},
∫
Cd
Gn−1(x)M
s
n(x, dy) > 0 ∀x ∈ X, n ≥ 1
and there exist ǫ˜−d > 0, νd ∈ Pv such that for each A ∈ X , s ∈ {f, c},
inf
n≥1
∫
Cd∩A
Qsn(x, dy) ≥ ǫ˜−d ν(Cd ∩ A), ∀x ∈ Cd.
(H4) With d as in (H1), and ǫ˜−d , νd as in (H2), for each d ∈ [d,∞) there exist ǫ˜+d ∈ [ǫ˜−d ,∞) such that for each
A ∈ X , s ∈ {f, c},
sup
n≥1
∫
Cd∩A
Qsn(x, dy) ≤ ǫ˜+d ν(Cd ∩ A), ∀x ∈ Cd
(H5) 1.
sup
n≥0
sup
x∈X
Gn(x) < +∞.
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2. For any r > 1 there exists a C < +∞ such that infx∈Cr G0(x) ≥ C.
(H6) With d as in (H1), for each d ∈ [d,∞), we have for each n ≥ 0, s ∈ {f, c}
1
GnM sn+1(ICd)
∈ Lv(X)
and supn≥0maxs∈{f,c} ‖1/GnM sn+1(ICd)‖v < +∞.
(H7) Let d be a given metric on X. For any ξ ∈ (0, 1], there exist a C < +∞ such that for ϕ ∈ Lvξ (X)∩Lipvξ,d(X),
(x, y) ∈ X× X, s ∈ {f, c}
sup
n≥1
|Qsn(ϕ)(x) −Qsn(ϕ)(y)| ≤ C‖ϕ‖vξd(x, y)[v(x)v(y)]ξ .
Let A = {(x, y) ∈ X× X : x 6= y}. Define for n ≥ 1, 0 ≤ p ≤ n, s ∈ {f, c}, x ∈ X
hsp,n(x) :=
Qsp,n(1)(x)
ηsp(Q
s
p,n(1))
and, with B ∈ X ,
Sf,cp,n(B)(x) :=
Qfp,n(B)(x)
Qfp,n(1)(x)
− Q
c
p,n(B)(x)
Qcp,n(1)(x)
.
Set
B(n, f, c, ϕ, ξ) = ‖ϕ‖
n−1∑
p=0
ρn−p
{
‖hfp,nSf,cp,n(ϕ)‖vξ + |[ηfn − ηcn](ϕ)| + ‖ϕ‖‖hfp,n − hcp,n‖vξρn−p
}
.
Below is our main result, whose proof can be found in Appendix E.
Theorem 4.3. Assume (H1-6). Then for any ξ ∈ (0, 1/4) there exists a ρ < 1 and C < +∞ depending on the
constants in (H1-6) such that for any ϕ ∈ Bb(X), n ≥ 1, s ∈ {I,M,C,W} we have
σ2,sn (ϕ) ≤ ηˇsn
(
{ϕ⊗ 1− 1⊗ ϕ− ([ηfn − ηcn](ϕ))}2
)
+
C
{
B(n, f, c, ϕ, ξ) + ‖ϕ‖2
n−1∑
p=0
ρn−p
(
ηˇsp(IA(v ⊗ v)2ξ)(ρn−p + 1)
)}
.
Additionally assume (H7). Then if d2 ∈ L(v⊗v)ξ˜ , ξ˜ ∈ (0, 1/2), for any ξ ∈ (0, (1− 2ξ˜)/12)) there exists a ρ < 1 and
C < +∞ depending on the constants in (H1-7) such that for any ϕ ∈ Bb(X) ∩ Lipd(X), n ≥ 1, s ∈ {I,M,C,W} we
have
σ2,sn (ϕ) ≤ ηˇsn
(
{ϕ⊗ 1− 1⊗ ϕ− ([ηfn − ηcn](ϕ))}2
)
+
C
{
B(n, f, c, ϕ, ξ) + ‖ϕ‖2
n−1∑
p=0
ρn−p
(
ηˇsp(d
2(v4ξ ⊗ v8ξ))(ρn−p + 1)
)}
.
Remark 4.2. The range of ξ are such that the upper-bounds are finite. This is because ηˇsp(v) is upper-bounded by
a constant that does not depend on p (see [29, Proposition 1]).
The main conclusion of this Theorem is that one expects that the (variances of) approximations of [ηfn − ηcn](ϕ)
are uniformly ‘close’ in time if the following are satisfied:
1. That
ηˇsn
(
{ϕ⊗ 1− 1⊗ ϕ− ([ηfn − ηcn](ϕ))}2
)
and |[ηfn − ηcn](ϕ)|
are small uniformly in time.
2. The differences
‖hfp,nSf,cp,n(ϕ)‖vξ and ‖hfp,n − hcp,n‖vξ
are small at a rate which decays more slowly than exponentially in time.
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3. That
ηˇsp(IA(v ⊗ v)2ξ) or ηˇsp(d2(v4ξ ⊗ v8ξ))
are small at a rate which decays more slowly than exponentially in time.
We note that in 1. strictly one could have |[ηfn−ηcn](ϕ)| close at a rate which decays more slowly than exponentially
in time, but as one requires the time uniform closeness of ηˇsn({ϕ ⊗ 1 − 1 ⊗ ϕ − ([ηfn − ηcn](ϕ))}2), one expects this
property for the former. The use of A and d are linked to the coupling properties associated to ηˇsp as we consider
in the next section.
5 Application to Partially Observed Diffusions
We now return to the PODDP model considered in Section 2.3. Throughout 1 ≤ l ≤ L is fixed, with L > 1 fixed. We
will consider the significance of the results in Theorems 4.1, 4.2 and 4.3 for each of the four CPFs. We also present
an example in Section 5.6 where (H1-8) can be verified. We begin with a control of the term B(n, l, l − 1, ϕ, ξ).
5.1 A General Result
Define the set, for x ∈ X
Bl(x) := {y ∈ X : ‖y − x‖ > 2∆l}
where ‖ ·‖ is the L2−norm. We write the transition densities w.r.t. Lebesgue measure dy of the diffusion as M(x, y)
and the Euler approximation as M l(x, y), (x, y) ∈ X×X. We note the following two equations quoted in [11]: there
exists a 0 < C,C′ < +∞ (which depend on the drift and diffusion coefficients of (3)) such that for any l ≥ 0
M(x, y) +M l(x, y) ≤ C exp{−C′‖y − x‖2} ∀ (x, y) ∈ X× X (7)
|M(x, y)−M l(x, y)| ≤ C∆l exp{−C′‖y − x‖2} ∀ x ∈ X, y ∈ Bl(x). (8)
We add an additional assumption:
(H8) We have, for C′ as in (7)-(8):
1. For any ξ ∈ (0, 1/2), there exists a C < +∞ such that for any x ∈ X, l ≥ 0
∫
Bl(x)c
v(y)ξdy ≤ Cv(x)2ξ
∫
Bl(x)c
dy.
2. For any ξ ∈ (0, 1/2), there exists a C < +∞ such that for any x ∈ X, l ≥ 0
∫
Bl(x)
v(y)ξ exp{−C′‖y − x‖2}dy ≤ Cv(x)2ξ .
We have the following result whose proof is in Appendix F, Section F.1.
Proposition 5.1. Assume (H1-6), (H8). Then for any (ξ, ξˆ) ∈ (0, 1/8)×(0, 1/2) there exists a C < +∞ depending
on the constants in (H1-6) (H8) such that for any ϕ ∈ Bb(X) n ≥ 1, 1 ≤ l ≤ L, we have
B(n, l, l− 1, ϕ, ξ) ≤ C‖ϕ‖2∆lv(x∗)2ξ+ξˆ.
The main point of this result is that now the time-uniform coupling ability of each algorithm will now rely on
the properties of the limiting coupling ηˇsn.
5.2 IRCPF
We consider the term
ηˇIn
(
{ϕ⊗ 1− 1⊗ ϕ− ([ηfn − ηcn](ϕ))}2
)
in the upper-bound of Theorem 4.3. Let us suppose that ϕ ∈ A, where A is defined below (4). One has that
ηˇIn
(
{ϕ⊗ 1− 1⊗ ϕ− ([ηfn − ηcn](ϕ))}2
)
=
12
(ηfn−1 ⊗ ηcn−1)([Gn−1 ⊗Gn−1]Mˇn([ϕ⊗ 1− 1⊗ ϕ]2))
(ηfn−1 ⊗ ηcn−1)(Gn−1 ⊗Gn−1)
− [ηfn − ηcn](ϕ)2.
Then using ϕ ∈ A (along with the C2−inequality) and [21, Lemma D.2.], there is a finite constant C < +∞ that
depends on n such that
ηˇIn
(
{ϕ⊗ 1− 1⊗ ϕ− ([ηfn − ηcn](ϕ))}2
)
≤ C
( (ηfn−1 ⊗ ηcn−1)([Gn−1 ⊗Gn−1]Mˇn(ϕ˜))
(ηfn−1 ⊗ ηcn−1)(Gn−1 ⊗Gn−1)
+ ∆2l
)
where ϕ˜(x, y) = ‖x− y‖2. Now applying (5) one has the upper-bound
C
( (ηfn−1 ⊗ ηcn−1)([Gn−1 ⊗Gn−1]ϕ˜)
(ηfn−1 ⊗ ηcn−1)(Gn−1 ⊗Gn−1)
+ ∆l +∆
2
l
)
.
In general, there is no reason to expect that (ηfn−1 ⊗ ηcn−1)([Gn−1 ⊗ Gn−1]ϕ˜) is small as a function of ∆l. This
is unsuprising because one uses an independent coupling in the resampling operation. As a result, in the sense of
Section 2.3.1 for ML estimation, the IRCPF is not useful.
5.3 MCRPF
To start our discussion, suppose first that Gn is constant for each n ≥ 0. This represents the most favourable
scenario for the MCRPF, because in the resampling operation, the resampled indices for each pair are equal (of
course one would not use resampling in this case). For the metric in (H7), we take d1 the L1−norm and set
ϕ ∈ Bb(X) ∩ Lipd1(X) (X = Rd). Then setting ϕ˜(x, y) = ‖x− y‖2
ηˇMn
(
{ϕ⊗ 1− 1⊗ ϕ− ([ηfn − ηcn](ϕ))}2
)
≤ C‖ϕ‖2LipηˇMn (ϕ˜)
where C < +∞ does not depend on n. Now as Gn constant, one can deduce (e.g. by [24, Theorem 2.7.3], recall (D)
is assumed) that
ηˇMn
(
{ϕ⊗ 1− 1⊗ ϕ− ([ηfn − ηcn](ϕ))}2
)
≤ Cn(n+ 4) exp{C′n2}∆l (9)
where C,C′ < +∞ does not depend on n. Now (9) is not necessarily tight in n for every diffusion that satisfies (D),
for instance if one has dZt = adt+ bdWt, for b > 0, a ∈ (−1, 0), then there is no dependence on n on the R.H.S. of
(9), however, it is worrying that the coupling can be exponentially bad in time, in this favourable case. The main
point here, is that the principal source of coupling in this algorithm is Mˇ and if this coupling deteriorates when
iterating Mˇ , then for the MRCPF one cannot hope to obtain time uniform couplings.
More generally, if Gn is non-constant, we first remark that the upper-bound (9) is likely to be O(∆1/2l ) as it is
the resampling operation where the forward rate is lost (see [21]). Secondly, one expects to find examples where
σ2,sn (ϕ) is time-uniform or grows slowly as a function of n (due to the empirical results in [21]). However, due to the
highly non-linear and complex expression for ΦˇMn , we expect a general result to be particularly arduous to obtain;
this is left to future work.
5.4 MCPF
We have the following result which establishes the time-uniform coupling of the MCPF. The proof can be found in
Appendix F, Section F.2.
Proposition 5.2. Assume (H1-6), (H8). Then for any (ξ, ξˆ) ∈ (0, 1/32)×(0, 1/2) there exists a C < +∞ depending
on the constants in (H1-6) (H8) such that for any ϕ ∈ Bb(X), n ≥ 0, 1 ≤ l ≤ L we have
σ2,Cn (ϕ) ≤ C‖ϕ‖2∆lv(x∗)32ξ+2ξˆ.
5.5 WCPF
Note that X = R and, for the metric in (H7), we take d1 the L1−norm. Let ϕ˜(x, y) = (x − y)2. The proof of the
following result, which establishes the time-uniform coupling of the WCPF, can be found in Appendix F, Section
F.3.
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Proposition 5.3. Assume (H1-8). Then, let λ ∈ (0, 1) be given, if ϕ˜ ∈ L(v⊗v)ξ˜(X), for any ξ˜ ∈ (0, 1/(16(1 + λ)))
and set (ξ, ξˆ) ∈ (0,min{1/32, λ/(16(1 + λ)), (1 − 2ξ˜)/12})× (0, 1/2) then there exists a C < +∞ depending on the
constants in (H1-8) such that for any ϕ ∈ Bb(X) ∩ Lipd1(X), n ≥ 0, 1 ≤ l ≤ L we have
σ2,Wn (ϕ) ≤ C‖ϕ‖2Lip‖ϕ˜‖vξ˜(∆l)1/(1+λ)v(x∗)20ξ+(16(λ+1)ξ˜+2ξˆ)/(1+λ).
As λ > 0 in Proposition 5.3 (and can be made close to zero) one almost has the (time-uniform) forward error
rate for the WCPF. We believe that λ = 0 is the case and discuss strategies to establish this in Remark F.2 in
Appendix F, Section F.3.
5.6 Example
We consider X = R, the diffusion dZt = − 32Ztdt+ dWt and Y = {0, 1} and G(x, y) =
(
bex+a
(1+ex)
)y(
1− ( bex+a(1+ex) )
)1−y
,
y ∈ Y and any 0 < a < b < 1. The metric in (H7) is the L1−norm. In practice the CPFs can only be run (with
currently available computational power) with L ≤ 20. So we will assume that there is a L∗ > L for one which one
cannot run the algorithm (say L∗ = 50). This will reduce the complexity of the forthcoming discussion. For the Euler
discretization (although of course it is not required here) one can determine that the transition kernelM l(x, y) is the
density of a N (αlx, βl) distribution with αl = (1−(3/2)∆l)∆−1l , βl = ∆l(1−(1−(3/2)∆l)2∆−1l )/(1−(1−(3/2)∆l)2).
Due to our assumption concerning L∗, one can easily find constants 0 < α < α < 1, 0 < β < β ≤ 1, that do not
depend on l, with α ≤ |αl| ≤ α, β ≤ βl ≤ β for each l ∈ {0, . . . , L}.
To verify (H1) we use, as in [30, Example 4.2.1], the Lyapunov function V˜ (x) = 12(1+δ0)x
2 + 1 for some δ0 > 0.
One can show that for any 1 ≤ l ≤ L, n ≥ 1, y ∈ X
Qln(e
v)(y) ≤ exp
{ α2l (1 + δ0)
1 + δ0 − βl (V˜ (y)− 1) + C
}
where [α2l (1+ δ0)]/[1+ δ0−βl] < 1 for every 0 ≤ l ≤ L, δ0 > 0 and 0 < C < +∞ is a constant that does not depend
on l, n, δ0 and can be made arbitrarily large. One can easily verify (H1) for any δ0 > 0 with d > 1 large enough.
(H2-5) follow by elementary calculations associated to the choice of V˜ , M l and Gn and are omitted.
To verify (H6) as Gn is lower-bounded, we consider M
l(Cd)(x) and suppose x > 0, l ≥ 1, d > 1 (the case x ≤ 0,
l = 0 can be verified in a similar manner). We have for any x > 0:
v(x)M l(Cd)(x) ≥ C exp
{x2
2
( 1
δ0 + 1
− α
2
l
βl
)
− αl
βl
xd˜
}
where d˜ =
√
(d− 1)2(1 + δ0). As δ0 is arbitrary one can choose δ0 > 0 so that 1δ0+1 −
α2l
βl
≥ 0 for any 1 ≤ l ≤ L.
Checking calculations on a computer for L∗ = 50, yields that 0 < δ0 ≤ 5 suffices.
For (H7) one has the following result, where the proof is in Appendix F, Section F.4.
Lemma 5.1. (H7) is satisfied in this example.
To verify (H8), we shall suppose that C′ in (8) is at least 1 + 1/(2(1 + δ0)) (i.e. C
′ > 1/12). It is noted that it
is non-trivial to check the value of C′ in [1], but such a choice seems reasonable. In the given sitution, it is then
straightforward to verify (H8).
6 Summary
We have considered CLTs for coupled particle filters and the associated asymptotic variance for applications. The
main message is that it can be non-trivial to construct CPFs for which one inherits the appropriate ‘closeness’
uniformly in time. The MCPF and WCPF seem to be the best options, but suffer from the fact that (at least as
considered in this paper) one requires either the density of the transition and have a random running time per time
step (MCPF) or is constrained to the case that X is one-dimensional (WCPF). None-the-less these are still useful
algorithms when they can be implemented.
There are a number of extensions to this work. First one may extend these results to the context of normalization
constant estimation (e.g. [20]) and the associated asymptotic variance. Secondly, is a more in depth analysis and
implementation of the MCPF, which to our knowledge has not been performed in the literature.
14
Acknowledgements
AJ & FY were supported by an AcRF tier 2 grant: R-155-000-161-112. AJ was supported under the KAUST
Competitive Research Grants Program-Round 4 (CRG4) project, Advanced Multi-Level sampling techniques for
Bayesian Inverse Problems with applications to subsurface, ref: 2584. We would like to thank Alexandros Beskos,
Sumeetpal Singh and Xin Tong for useful conversations associated to this work.
A Common Proofs for the CLT
The structure of all the appendices are to give the proof of the main result at the beginning. The associated
technical results are given in such a way that they should be read in order to understand the overall proof.
For p ≥ 0, ϕ ∈ Bb(X), s ∈ {f, c}
V N,sp (ϕ) =
√
N [ηN,sp − Φsp(ηN,sp−1)](ϕ)
with the convention that V N,s0 (ϕ) =
√
N [ηN,s0 − η0)](ϕ). For p ≥ 0, p ≤ n, n > 0, ϕ ∈ Bb(X), s ∈ {f, c},
RN,sp+1(ϕ) =
ηN,sp (D
s
p,n(ϕ))
ηN,sp (Gp)
[ηsp(Gp)− ηN,sp (Gp)].
Now we note that, using the calculations in [2, 10], we have for t ∈ {I,M,C,W}
√
N [ηˇN,tn − ηˇtn](ϕ⊗ 1− 1⊗ ϕ) =
n∑
p=0
{V N,fp (Dfp,n(ϕ)) +
√
NRN,fp+1(D
f
p,n(ϕ))} −
n∑
p=0
{V N,cp (Dcp,n(ϕ)) +
√
NRN,cp+1(D
c
p,n(ϕ))}. (10)
Proof of Theorem 4.1. The proof follows immediately from (10), Lemma A.1, and Proposition A.1.
A.1 Technical Results
The following results can be established for all four algorithms, but as the result for the Wasserstein method is
given in [19], only the other three cases are considered. When required we specify particular conditions required
for a given algorithm. By default proofs are specified for the IRCPF case and the MRCPF & MCPF is mentioned
where required.
Lemma A.1. For ϕ ∈ Bb(X), n > 0, 0 ≤ p ≤ n, s ∈ {f, c} we have
√
NRN,sp+1(ϕ)→P 0.
Proof. By Proposition B.1 (for MCRPF it is [21, Proposition C.6], for MCPF it is Proposition D.1) ηN,sp (Gp)
converges in probability to a well-defined limit. Hence we need only show that
√
NηN,sp (D
s
p,n(ϕ))[η
s
p(Gp)− ηN,sp (Gp)]
will converge in probability to zero. By Cauchy-Schwarz:
√
NE[|ηN,sp (Dsp,n(ϕ))[ηsp(Gp)− ηN,sp (Gp)]|] ≤
√
NE[|ηN,sp (Dsp,n(ϕ))|2]1/2E[|[ηsp(Gp)− ηN,sp (Gp)]|2]1/2.
Applying Proposition B.1 (for MCRPF [21, Proposition C.6], for MCPF it is Proposition D.1) it easily follows that
there is a finite constant C < +∞ that does not depend upon N such that
√
NE[|ηN,sp (Dsp,n(ϕ))[ηsp(Gp)− ηN,sp (Gp)]|] ≤
C√
N
.
This bound allows one to easily conclude.
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Lemma A.2. For ϕ ∈ Bb(X), p ≥ 0, s ∈ {f, c} we have
E[V N,sp (ϕ)] = 0
lim
N→+∞
E[V N,sp (ϕ)
2] = ηsp((ϕ− ηsp(ϕ))2).
Proof. E[V N,sp (ϕ)] = 0 follows immediately from the expression, so we focus on the second property.
E[V N,sp (ϕ)
2] =
1
N
N∑
i=1
E[(ϕ(X i,sp )− Φsp(ηN,sp−1)(ϕ))2]
= E[ϕ(X1,sp )
2]− E[Φsp(ηN,sp−1)(ϕ)2]
Φsp(η
N,s
p−1)(ϕ) is a bounded random quantity and moreover by Proposition B.1 (MCRPF [21, Proposition C.6], MCPF
Proposition D.1) it converges in probability to ηsp(ϕ). Hence by [3, Theorem 25.12], limN→+∞ E[Φ
s
p(η
N,s
p−1)(ϕ)
2] =
ηsp(ϕ)
2. Hence we consider
E[ϕ(X1,sp )
2] = E[
1
N
N∑
i=1
ϕ(X i,sp )
2 − ηsp(ϕ2)] + ηsp(ϕ2).
By Jensen
E[
1
N
N∑
i=1
ϕ(X i,sp )
2 − ηsp(ϕ2)] ≤ E[|
1
N
N∑
i=1
ϕ(X i,sp )
2 − ηsp(ϕ2)|2]1/2
and hence we conclude via Proposition B.1 (MCRPF [21, Proposition C.6], MCPF Proposition D.1) that
lim
N→+∞
E[ϕ(X1,sp )
2] = ηsp(ϕ
2)
and the result thus follows.
Lemma A.3. We have:
1. For the IRCPF: For (ϕ, ψ) ∈ Bb(X)2, p ≥ 0 we have
lim
N→+∞
E[V N,fp (ϕ)V
N,c
p (ψ)] = ηˇ
I
p(ϕ⊗ ψ)− ηfp (ϕ)ηcp(ψ).
2. For the MCRPF: Assume (A1-3), (ϕ, ψ) ∈ Cb(X)2, p ≥ 0 then we have
lim
N→+∞
E[V N,fp (ϕ)V
N,c
p (ψ)] = ηˇ
M
p (ϕ⊗ ψ)− ηfp (ϕ)ηcp(ψ).
3. For the MCPF: Suppose that for s ∈ {f, c}, n ≥ 1, M sn ∈ Bb(X× X). For (ϕ, ψ) ∈ Bb(X)2, p ≥ 0 we have
lim
N→+∞
E[V N,fp (ϕ)V
N,c
p (ψ)] = ηˇ
C
p (ϕ⊗ ψ)− ηfp (ϕ)ηcp(ψ).
Proof. We have for all methods:
E[V N,fp (ϕ)V
N,c
p (ψ)] = N
(
E[ηN,fp (ϕ)η
N,c
p (ψ)] − E[ηN,fp (ϕ)Φcp(ηN,cp−1)(ψ)] −
E[Φfp(η
N,f
p−1)(ϕ)η
N,c
p (ψ)] + E[Φ
f
p (η
N,f
p−1)(ϕ)Φ
c
p(η
N,c
p−1)(ψ)]
)
= N
(
E[ηN,fp (ϕ)η
N,c
p (ψ)] − E[Φfp(ηN,fp−1)(ϕ)Φcp(ηN,cp−1)(ψ)]
)
. (11)
We consider calculations for (i)-(iii) associated to (11).
Proof for (i): Now
NE[ηN,fp (ϕ)η
N,c
p (ψ)] =
1
N
N∑
i=1
N∑
j=1
E[ϕ(X i,fp )ψ(X
i,c
p )]
= E[ΦˇIp(η
N,f
p−1 ⊗ ηN,cp−1)(ϕ ⊗ ψ)] + (N − 1)E[Φfp(ηN,fp−1)(ϕ)Φcp(ηN,cp−1)(ψ)].
16
Thus,
E[V N,fp (ϕ)V
N,c
p (ψ)] = E[Φˇ
I
p(η
N,f
p−1 ⊗ ηN,cp−1)(ϕ⊗ ψ)]− E[Φfp (ηN,fp−1)(ϕ)Φcp(ηN,cp−1)(ψ)].
ΦˇIp(η
N,f
p−1 ⊗ ηN,cp−1)(ϕ⊗ψ) is a bounded random quantity and by Propositions B.1 and B.2 it converges in probability
to ηˇIp(ϕ⊗ ψ) hence by [3, Theorem 25.12],
lim
N→+∞
E[ΦˇIp(η
N,f
p−1 ⊗ ηN,cp−1)(ϕ⊗ ψ)] = ηˇIp(ϕ ⊗ ψ).
Similarly via Proposition B.1 and [3, Theorem 25.12]
lim
N→+∞
E[Φfp (η
N,f
p−1)(ϕ)Φ
c
p(η
N,c
p−1)(ψ)] = η
f
p (ϕ)η
c
p(ψ)
and hence we can conclude the proof of (i).
Proof for (ii): Using similar calculations as for (i) we have
E[V N,fp (ϕ)V
N,c
p (ψ)] = E[Φˇ
M
p (ηˇ
N,M
p−1 )(ϕ⊗ ψ)]− E[Φfp(ηN,fp−1)(ϕ)Φcp(ηN,cp−1)(ψ)].
The proof of Theorem 3.1 establishes that
ΦˇMp (ηˇ
N,M
p−1 )(ϕ⊗ ψ)→P ηˇMp (ϕ⊗ ψ).
The proof can then be completed in much the same way as for (i).
Proof for (iii): Using similar calculations as for (i) we have
E[V N,fp (ϕ)V
N,c
p (ψ)] = E[Φˇ
C
p (η
N,f
p−1, η
N,c
p−1)(ϕ ⊗ ψ)]− E[Φfp(ηN,fp−1)(ϕ)Φcp(ηN,cp−1)(ψ)].
The proof of Theorem D.1 establishes that
ΦˇCp (η
N,f
p−1, η
N,c
p−1)(ϕ⊗ ψ)→P ηˇCp (ϕ⊗ ψ).
The proof can then be completed in much the same way as for (i).
Define for p ≥ 0, ϕ, ψ ∈ Bb(X).
V Np (ϕ, ψ) = V
N,f
p (ϕ)− V N,cp (ψ).
Proposition A.1. We have:
1. For the IRCPF: Let n ≥ 0, then for any (ϕ0, . . . , ϕn) ∈ Bb(X)n+1, (ψ0, . . . , ψn) ∈ Bb(X)n+1, (V N0 (ϕ0, ψ0), . . . ,
V Nn (ϕn, ψn)) converges in distribution to a (n + 1)−dimensional Gaussian random variable with zero mean
and diagonal covariance matrix, with the p ∈ {0, . . . , n} diagonal entry
ηˇIp({(ϕp ⊗ 1− 1⊗ ψp)− ηˇIp(ϕp ⊗ 1− 1⊗ ψp)}2).
2. For the MCRPF: Assume (A1-3), then for n ≥ 0 and any (ϕ0, . . . , ϕn) ∈ Cb(X)n+1, (ψ0, . . . , ψn) ∈ Cb(X)n+1,
(V N0 (ϕ0, ψ0), . . . , V
N
n (ϕn, ψn)) converges in distribution to a (n+ 1)−dimensional Gaussian random variable
with zero mean and diagonal covariance matrix, with the p ∈ {0, . . . , n} diagonal entry
ηˇMp ({(ϕp ⊗ 1− 1⊗ ψp)− ηˇMp (ϕp ⊗ 1− 1⊗ ψp)}2).
3. For the MCPF: Suppose that for s ∈ {f, c}, n ≥ 1, M sn ∈ Bb(X × X), then for n ≥ 0 and any (ϕ0, . . . , ϕn) ∈
Bb(X)n+1, (ψ0, . . . , ψn) ∈ Bb(X)n+1, (V N0 (ϕ0, ψ0), . . . , V Nn (ϕn, ψn)) converges in distribution to a (n + 1)−
dimensional Gaussian random variable with zero mean and diagonal covariance matrix, with the p ∈ {0, . . . , n}
diagonal entry
ηˇCp ({(ϕp ⊗ 1− 1⊗ ψp)− ηˇCp (ϕp ⊗ 1− 1⊗ ψp)}2).
Proof. This follows by using almost the same exposition and proofs as [8], pp. 293-294, Theorem 9.3.1 and Corollary
9.3.1 and the results (of this paper) Lemmata A.2-A.3. The proof is thus omitted.
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B Technical Results for the IRCPF
Proposition B.1. For any n ≥ 0, s ∈ {f, c}, p ≥ 1 there exists a C < +∞ such that for any ϕ ∈ Bb(X), N ≥ 1
we have
E[|[ηN,sn − ηsn](ϕ)|p]1/p ≤
C‖ϕ‖√
N
.
Proof. This can be proved easily by induction. For instance using the strategy in [21, Proposition C.6] and is hence
omitted.
Proposition B.2. For any ϕ ∈ Bb(X× X), n ≥ 0 we have
(ηN,fn ⊗ ηN,cn )(ϕ)→P (ηfn ⊗ ηcn)(ϕ).
Proof. Our proof is by induction, consider the case n = 0 and let ǫ > 0 be arbitrary, then
P(|(ηN,fn ⊗ ηN,cn )− (ηfn ⊗ ηcn)](ϕ)| > ǫ) ≤
P(|[(ηN,fn ⊗ ηN,cn )(ϕ)− E[(ηN,fn ⊗ ηN,cn )(ϕ)]| > ǫ/2) + P(|E[(ηN,fn ⊗ ηN,cn )(ϕ)]− (ηfn ⊗ ηcn)(ϕ)| > ǫ/2) ≤
P(|[(ηN,fn ⊗ ηN,cn )(ϕ) − E[(ηN,fn ⊗ ηN,cn )(ϕ)]| > ǫ/2) +O(N−1)
where the last line follows as
E[(ηN,fn ⊗ ηN,cn )(ϕ)] =
N − 1
N
(ηfn ⊗ ηcn)(ϕ) +
1
N
ηˇIn(ϕ).
To deal with the term P(|[(ηN,fn ⊗ ηN,cn )(ϕ) − E[(ηN,fn ⊗ ηN,cn )(ϕ)]| > ǫ/2) we will apply the bounded difference
inequality (see [25]). To this end, first note that (u10, . . . , u
N
0 ) are i.i.d. and setting f(u
1
0, . . . , u
N
0 ) = (η
N,f
n ⊗ ηN,cn )(ϕ)
we note that for any 1 ≤ k ≤ N (the notational convention is clear if k = 1 or k = N) and any (u10, . . . , uN0 ) ∈
(X × X)n+1, u˜k0 ∈ X× X
|f(u10, . . . , uN0 )− f(u10, . . . , uk−10 , u˜k0 , uk+10 , . . . , uN0 )| =
1
N2
|[ϕ(uk0)− ϕ(u˜k0)]+
∑
i∈{1,...,N}\{k}
[ϕ(xi,f0 , x
k,c
0 )− ϕ(xi,f0 , x˜k,c0 )] +
∑
i∈{1,...,N}\{k}
[ϕ(xk,f0 , x
i,c
0 )− ϕ(x˜k,f0 , xi,c0 )]| ≤
4‖ϕ‖
N
. (12)
Thus, by the bounded difference inequality:
P(|[(ηN,fn ⊗ ηN,cn )(ϕ)− E[(ηN,fn ⊗ ηN,cn )(ϕ)]| > ǫ/2) ≤ 2 exp
{
− ǫ
2N
16‖ϕ‖2
}
.
Hence we can easily conclude the result when n = 0 as ǫ > 0 was arbitrary.
Now we assume the result for n− 1 and consider n, we have
P(|[(ηN,fn ⊗ ηN,cn )− (ηfn ⊗ ηcn)](ϕ)| > ǫ) ≤ P(|[(ηN,fn ⊗ ηN,cn )(ϕ)− E[(ηN,fn ⊗ ηN,cn )(ϕ)|FNn−1]| > ǫ/2)+
P(|E[(ηN,fn ⊗ ηN,cn )(ϕ)|FNn−1]− (ηfn ⊗ ηcn)(ϕ)| > ǫ/2)
where FNn−1 is the σ−algebra generated by the particle system up-to time n−1. For the term P(|[(ηN,fn ⊗ηN,cn )(ϕ)−
E[(ηN,fn ⊗ηN,cn )(ϕ)|FNn−1]| > ǫ/2), on conditioning upon FNn−1 one can apply the above bounded difference inequality,
as (u1n, . . . , u
N
n ) are (conditionally) i.i.d. and that the bound in (12) can also be obtained for any n. Hence one has
P(|[(ηN,fn ⊗ ηN,cn )(ϕ) − E[(ηN,fn ⊗ ηN,cn )(ϕ)|FNn−1]| > ǫ/2|Fn−1) ≤ 2 exp
{
− ǫ
2N
16‖ϕ‖2
}
and thus one can conclude the result if
E[(ηN,fn ⊗ ηN,cn )(ϕ)|FNn−1]→P (ηfn ⊗ ηcn)(ϕ).
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Now
E[(ηN,fn ⊗ ηN,cn )(ϕ)|FNn−1] =
1
N2
( N∑
i=1
E[ϕ(U in)|FNn−1] +
∑
i6=j
E[ϕ(X i,fn , X
i,c
n )|FNn−1]
)
=
1
N
ΦˇIn(η
N,f
n−1 ⊗ ηN,cn−1)(ϕ) +
(N − 1)
N
(Φfn(η
N,f
n−1)⊗ Φfn(ηN,fn−1))(ϕ).
Now by the induction hypothesis and Proposition B.1 ΦˇIn(η
N,f
n−1 ⊗ ηN,cn−1)(ϕ) converges in probability to
(ηfn−1 ⊗ ηcn−1)((Gn−1 ⊗Gn−1)Mˇn(ϕ))
ηfn−1(Gn−1)η
c
n−1(Gn−1)
hence the term 1N Φˇ
I
n(η
N,f
n−1 ⊗ ηN,cn−1)(ϕ) goes to zero. Then, again by the induction hypothesis and Proposition B.1
(Φfn(η
N,f
n−1)⊗ Φfn(ηN,fn−1))(ϕ) converges in probability to
(ηfn−1 ⊗ ηcn−1)((Gn−1 ⊗Gn−1)(Mfn ⊗M cn)(ϕ))
ηfn−1(Gn−1)η
c
n−1(Gn−1)
= (ηfn ⊗ ηcn)(ϕ)
and hence we conclude the result.
C Technical Results for the MCRPF
Proof of Theorem 3.1. The proof is by induction. The case n = 0 follows by the weak law of large numbers for
i.i.d. random variables, so we assume the result at time n− 1. We have
ηˇN,Mn (ϕ)− ηˇMn (ϕ) = ηˇN,Mn (ϕ) − ΦˇMn (ηˇN,Mn−1 )(ϕ) + ΦˇMn (ηˇN,Mn−1 )(ϕ) − ΦˇMn (ηˇMn−1)(ϕ).
One can easily prove that
|ηˇN,Mn (ϕ)− ΦˇMn (ηˇN,Mn−1 )(ϕ)| →P 0
by using the (conditional) Marcinkiewicz-Zygmund inequality, so we focus on the latter term. Define
TN1 := ηˇ
N,M
n−1
(
{Fn−1,ηˇN,Mn−1 ,f ∧ Fn−1,ηˇN,Mn−1 ,c}Mˇn(ϕ)
)
− ηˇMn−1
(
{Fn−1,ηˇMn−1,f ∧ Fn−1,ηˇMn−1,c}Mˇn(ϕ)
)
TN2 :=
(
1− ηˇN,Mn−1
(
{Fn−1,ηˇN,Mn−1 ,f ∧ Fn−1,ηˇN,Mn−1 ,c}
))
(ηˇN,Mn−1 ⊗ ηˇN,Mn−1 )
({
Fn−1,ηˇN,Mn−1 ,f
⊗
Fn−1,ηˇN,Mn−1 ,c
}
M¯n(ϕ)
)
T3 :=
(
1− ηˇMn−1
(
{Fn−1,ηˇMn−1,f ∧ Fn−1,ηˇMn−1,c}
))
(ηˇMn−1 ⊗ ηˇMn−1)
({
Fn−1,ηˇMn−1,f ⊗
Fn−1,ηˇMn−1,c
}
M¯n(ϕ)
)
Then
TN1 + T
N
2 − T3 = ΦˇMn (ηˇN,Mn−1 )(ϕ) − ΦˇMn (ηˇMn−1)(ϕ).
By Lemma C.1 TN1 →P 0 and by Lemma C.6, TN2 − T3 →P 0. This concludes the proof.
Lemma C.1. Assume (A1). Then if for any ϕ ∈ Cb(X× X), n ≥ 0
ηˇN,Mn (ϕ)→P ηˇMn (ϕ)
we have for any ψ ∈ Cb(X× X), n ≥ 0
ηˇN,Mn
(
{Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c}ψ
)
→P ηˇMn
(
{Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}ψ
)
.
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Proof. Set
TN1 := ηˇ
N,M
n
(
{Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c}ψ − {Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}ψ
)
(13)
TN2 :=
(
ηˇN,Mn − ηˇNn
)(
{Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}ψ
)
. (14)
Then we have the decomposition
TN1 + T
N
2 = ηˇ
N,M
n
(
{Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c}ψ
)
− ηˇMn
(
{Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}ψ
)
=
We will show that (13)-(14) converge in probability to zero.
Term (13): Define
TN3 :=
1
2
ηˇN,Mn
(
{Fn,ηˇN,Mn ,f − Fn,ηˇMn ,f}ψ
)
(15)
TN4 :=
1
2
ηˇN,Mn
(
{Fn,ηˇN,Mn ,c − Fn,ηˇMn ,c}ψ
)
(16)
TN5 :=
1
2
ηˇN,Mn
(
{|Fn,ηˇMn ,f − Fn,ηˇMn ,c| − |Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,c|}ψ
))
(17)
Then we have
TN1 = T
N
3 + T
N
4 + T
N
5 .
To show that TN1 converges in probability to zero we will show that (15)-(17) each converge in probability to zero.
For (15) we have
ηˇN,Mn
(
{Fn,ηˇN,Mn ,f − Fn,ηˇMn ,f}ψ
)
=
ηfn(Gn)− ηN,fn (Gn)
ηN,fn (Gn)η
f
n(Gn)
ηˇN,Mn ((Gn ⊗ 1)ψ).
By [21, Proposition C.6]
ηfn(Gn)− ηN,fn (Gn)
ηN,fn (Gn)η
f
n(Gn)
→P 0
and by hypothesis ηˇN,Mn ((Gn ⊗ 1)ψ) converges in probability, hence (15) converges in probability to zero. For (16)
this term converges in probability to zero by an almost identical argument to (15) and is hence omitted. For (17)
ηˇN,Mn
(
{|Fn,ηˇMn ,f − Fn,ηˇMn ,c| − |Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,c|}ψ
)
=
ηN,fn (Gn)η
N,c
n (Gn)− ηfn(Gn)ηcn(Gn)
ηfn(Gn)ηcn(Gn)η
N,f
n (Gn)η
N,c
n (Gn)
ηˇN,Mn ({|ηcn(Gn)(Gn ⊗ 1)− ηfn(Gn)(1 ⊗Gn)|}ψ)−
1
ηN,fn (Gn)η
N,c
n (Gn)
ηˇN,Mn
(
{|ηN,cn (Gn)(Gn ⊗ 1)− ηN,fn (Gn)(1 ⊗Gn)|−
|ηcn(Gn)(Gn ⊗ 1)− ηfn(Gn)(1⊗Gn)|}ψ
)
. (18)
The first term on the R.H.S. converges in probability to zero by [21, Proposition C.6] and hypothesis. Hence as
1
ηN,fn (Gn)η
N,c
n (Gn)
converges in probability, we need only show that
ηˇN,Mn
(
{|ηN,cn (Gn)(Gn ⊗ 1)− ηN,fn (Gn)(1⊗Gn)| − |ηcn(Gn)(Gn ⊗ 1)− ηfn(Gn)(1 ⊗Gn)|}ψ
)
converges in probability to zero to conclude. Using standard algebra, we have almost surely, that
∣∣∣ηN,cn (Gn)(Gn ⊗ 1)− ηN,fn (Gn)(1 ⊗Gn)| − |ηcn(Gn)(Gn ⊗ 1)− ηfn(Gn)(1 ⊗Gn)|
∣∣∣ ≤
|[ηN,cn − ηcn](Gn)(Gn ⊗ 1)|+ |[ηN,fn − ηfn](Gn)(1 ⊗Gn)|. (19)
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Hence
ηˇN,Mn
(
{|ηN,cn (Gn)(Gn ⊗ 1)− ηN,fn (Gn)(1⊗Gn)| − |ηcn(Gn)(Gn ⊗ 1)− ηfn(Gn)(1⊗Gn)|}ψ
)
≤
|[ηN,cn − ηcn](Gn)|ηˇN,Mn ((Gn ⊗ 1)|ψ|) + |[ηN,fn − ηfn](Gn)|ηˇN,Mn ((1⊗Gn)|ψ|)
and one can easily conclude by the above arguments.
Term (14): As
{Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}ψ =
1
2
(
Fn,ηˇMn ,f + Fn,ηˇMn ,c − |Fn,ηˇMn ,f − Fn,ηˇMn ,c|
)
ψ
we have {Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}ψ ∈ Cb(X× X), so (14) converges in probability to zero.
Lemma C.2. Assume (A1). Then if for any ϕ ∈ Cb(X× X), n ≥ 0
ηˇN,Mn (ϕ)→P ηˇMn (ϕ)
we have for any ψ ∈ Cb(X× X), n ≥ 0
(ηˇN,Mn ⊗ ηˇN,Mn )
({ Fn,ηˇN,Mn ,f
ηˇN,Mn (Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)
⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
−(ηˇN,Mn ⊗ ηˇN,Mn )
({ Fn,ηˇMn ,f
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
→P 0.
Proof. Define
TN1 := (ηˇ
N,M
n ⊗ ηˇN,Mn )
({ Fn,ηˇN,Mn ,f − Fn,ηˇMn ,f
ηˇN,Mn (Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)
⊗
Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
(20)
TN2 :=
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)− ηˇN,Mn (Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)ηˇ
N,M
n (Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)
×
(ηˇN,Mn ⊗ ηˇN,Mn )
({
Fn,ηˇMn ,f ⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
(21)
then we have
TN1 + T
N
2 = (ηˇ
N,M
n ⊗ ηˇN,Mn )
({ Fn,ηˇN,Mn ,f
ηˇN,Mn (Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)
⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
−
−(ηˇN,Mn ⊗ ηˇN,Mn )
({ Fn,ηˇMn ,f
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
.
We will show that (20) and (21) will converge in probability to zero.
Term (20): For (20) we note that
ηˇN,Mn (Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c) = 1− ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c).
By Lemma C.1 this converges in probability to a constant, so we only consider the convergence to zero of
(ηˇN,Mn ⊗ ηˇN,Mn )
(
{(Fn,ηˇN,Mn ,f − Fn,ηˇMn ,f )⊗ Fn,ηˇN,Mn ,c}M¯n+1(ψ)
)
=
( 1
ηN,fn (Gn)
− 1
ηfn(Gn)
)
(ηˇN,Mn ⊗ ηˇN,Mn )
(
{(Gn ⊗ 1)⊗ Fn,ηˇN,Mn ,c}M¯n+1(ψ)
)
.
By [21, Proposition C.6] ( 1
ηN,fn (Gn)
− 1
ηfn(Gn)
)
→P 0
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so if we can show that the remaining term on the R.H.S. is, in absolute value, (almost surely) upper-bounded by a
convergent (in probability) random variable, we have shown that (20) converges in probability to zero. We have
|(ηˇN,Mn ⊗ ηˇN,Mn )
(
{(Gn ⊗ 1)⊗ Fn,ηˇN,Mn ,c}M¯n+1(ψ)
)
| ≤ ‖ψ‖‖Gn‖ηˇN,Mn (|Fn,ηˇN,Mn ,c|). (22)
Then almost surely
ηˇN,Mn (|Fn,ηˇN,Mn ,c|) ≤
ηˇN,Mn (Fn,ηˇN,Mn ,c) + ηˇ
N,M
n ({Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c})
|ηˇN,Mn (Fn,ηˇN,Mn ,c − {Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c})|
(23)
By the above arguments, both the denominator and numerator will converge in probability to a finite constant and
hence we have shown that (20) converges in probability to zero.
Term (21): We note
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)− ηˇN,Mn (Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)ηˇ
N,M
n (Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)
=
ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)− ηˇMn (Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
(1 − ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c))(1 − ηˇMn (Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c))
.
By Lemma C.1 this converges in probability to zero. Thus, we need only show that |(ηˇN,Mn ⊗ ηˇN,Mn )
({
Fn,ηˇMn ,f ⊗
Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
| is (almost surely) upper-bounded by a convergent (in probability) random variable. Almost
surely,
|(ηˇN,Mn ⊗ ηˇN,Mn )
({
Fn,ηˇMn ,f ⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
| ≤ ‖ψ‖ηˇN,Mn (Fn,ηˇMn ,f )ηˇN,Mn (|Fn,ηˇN,Mn ,c|).
As Fn,ηˇMn ,f ∈ Cb(X× X), ηˇN,Mn (Fn,ηˇMn ,f) converges in probability to a finite constant and our proof is concluded by
the argument associated to (23).
Lemma C.3. Assume (A1). Then if for any ϕ ∈ Cb(X× X), n ≥ 0
ηˇN,Mn (ϕ)→P ηˇMn (ϕ)
we have for any ψ ∈ Cb(X× X), n ≥ 0
(ηˇN,Mn ⊗ ηˇN,Mn )
(({Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
}
⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)
→P 0.
Proof. Define
C :=
1
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
TN1 := −
C
2
(ηˇN,Mn ⊗ ηˇN,Mn )
((
{Fn,ηˇN,Mn ,f − Fn,ηˇMn ,f} ⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)
(24)
TN2 := −
C
2
(ηˇN,Mn ⊗ ηˇN,Mn )
((
{Fn,ηˇN,Mn ,c − Fn,ηˇMn ,c} ⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)
(25)
TN3 := −
C
2
(ηˇN,Mn ⊗ ηˇN,Mn )
((
{|Fn,ηˇMn ,f − Fn,ηˇMn ,c| − |Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,c|} ⊗
Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)
. (26)
Then we have
TN1 + T
N
2 + T
N
3 =
(ηˇN,Mn ⊗ ηˇN,Mn )
(({Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
}
⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)
We will show that (24), (25) and (26) will converge in probability to zero to conclude the proof.
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Term (24): We have that (24) is equal to
−C
2
ηN,fn (Gn)− ηfn(Gn)
ηN,fn (Gn)η
f
n(Gn)
(ηˇN,Mn ⊗ ηˇN,Mn )
((
{Gn ⊗ 1} ⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)
.
By [21, Proposition C.6]
ηN,fn (Gn)− ηfn(Gn)
ηN,fn (Gn)η
f
n(Gn)
→P 0
so if we can show that the remaining term on the R.H.S. is, in absolute value, (almost surely) upper-bounded by a
convergent (in probability) random variable, we have shown that (24) converges in probability to zero. This can be
achieved using the argument for (22) in the proof of Lemma C.2 and hence we have shown that (24) converges in
probability to zero.
Term (25): The argument is almost identical to (24) and is omitted.
Term (26): Using a decomposition similar to (18), we define:
TN4 := −
C
2
ηfn(Gn)η
c
n(Gn)− ηN,fn (Gn)ηN,cn (Gn)
ηfn(Gn)ηcn(Gn)η
N,f
n (Gn)η
N,c
n (Gn)
(ηˇN,Mn ⊗ ηˇN,Mn )
(
(
{|ηcn(Gn)(Gn ⊗ 1)− ηfn(Gn)(1⊗Gn)|} ⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)
(27)
TN5 := −
C
2
1
ηN,fn (Gn)η
N,c
n (Gn)
(ηˇN,Mn ⊗ ηˇN,Mn )
((
{|ηN,cn (Gn)(Gn ⊗ 1)− ηN,fn (Gn)(1 ⊗Gn)| −
|ηcn(Gn)(Gn ⊗ 1)− ηfn(Gn)(1 ⊗Gn)|} ⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)
(28)
then we have
TN3 = −TN4 − TN5 .
We will show that (27) and (28) will converge to zero in probability. For (27), by [21, Proposition C.6]
ηfn(Gn)η
c
n(Gn)− ηN,fn (Gn)ηN,cn (Gn)
ηfn(Gn)ηcn(Gn)η
N,f
n (Gn)η
N,c
n (Gn)
→P 0
and ∣∣∣(ηˇN,Mn ⊗ ηˇN,Mn )
((
{|ηcn(Gn)(Gn ⊗ 1)− ηfn(Gn)(1⊗Gn)|} ⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)∣∣∣ ≤
‖Gn‖‖ψ‖(ηcn(Gn) + ηfn(Gn))ηˇN,Mn (|F n,ηˇN,Mn ,c|)
thus, using the argument for (22) in the proof of Lemma C.2 we have shown that (27) converges in probability to
zero. For (28) as (ηN,fn (Gn)η
N,c
n (Gn))
−1 converges in probability to finite constant, we need only show that the
remaining term converges in probability to zero. Using (19) we have that∣∣∣(ηˇN,Mn ⊗ ηˇN,Mn )
((
{|ηN,cn (Gn)(Gn ⊗ 1)− ηN,fn (Gn)(1⊗Gn)|−
|ηcn(Gn)(Gn ⊗ 1)− ηfn(Gn)(1 ⊗Gn)|} ⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)∣∣∣ ≤
‖ψ‖ηˇN,Mn
(
|[ηN,cn − ηcn](Gn)(Gn ⊗ 1)|+ |[ηN,fn − ηfn](Gn)(1 ⊗Gn)|
)
ηˇN,Mn (|Fn,ηˇN,Mn ,c|).
Then (28) converges in probability to zero by using the argument for (22) in the proof of Lemma C.2 for ηˇN,Mn (
|Fn,ηˇN,Mn ,c|). For the remaining term one can apply the (last) argument for (17) in Lemma C.1. Hence (26) converges
in probability to zero and the proof is concluded.
Lemma C.4. Assume (A1). Then if for any ϕ ∈ Cb(X× X), n ≥ 0
ηˇN,Mn (ϕ)→P ηˇMn (ϕ)
we have for any ψ ∈ Cb(X× X), n ≥ 0
ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)− ηˇMn (Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
(1− ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c))(1 − ηˇMn (Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c))
×
(ηˇN,Mn ⊗ ηˇN,Mn )
(({
Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c
}
⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)
→P 0.
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Proof. The proof concerning (21) of Lemma C.2 establishes that
ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)− ηˇMn (Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
(1− ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c))(1− ηˇMn (Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c))
→P 0.
Then, almost surely ∣∣∣(ηˇN,Mn ⊗ ηˇN,Mn )
(({
Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c
}
⊗ Fn,ηˇN,Mn ,c
)
M¯n+1(ψ)
)∣∣∣ ≤
‖ψ‖ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)ηˇN,Mn (|Fn,ηˇN,Mn ,c|).
By Lemma C.1 ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c) converges in probability to a constant and by using the argument for
(22) in the proof of Lemma C.2 for ηˇN,Mn (|F n,ηˇN,Mn ,c|) we conclude the proof.
Lemma C.5. Assume (A3). Then if for any n ≥ 0, ϕ ∈ Cb(X× X)
ηˇN,Mn (ϕ)→P ηˇMn (ϕ)
we have for any ψ ∈ Cb(X2 × X2) (
ηˇN,Mn ⊗ ηˇN,Mn
)
(ψ)→P
(
ηˇMn ⊗ ηˇMn
)
(ψ).
Proof. We will use a density argument. Define
F = {f : X2 × X2 → R : f(x, y) = g(x)⊗ h(y), (g, h) ∈ Cb(X× X)× Cb(X× X)}.
Denote G as the set of functions which are finite, linear combinations of functions in F . As we have that for some
n ≥ 0, ϕ ∈ Cb(X× X), ηˇN,Mn (ϕ)→P ηˇMn (ϕ), it follows that for ψ˜ ∈ G(
ηˇN,Mn ⊗ ηˇN,Mn
)
(ψ˜)→P
(
ηˇMn ⊗ ηˇMn
)
(ψ˜)
and thus, by [3, Theorem 25.12]
lim
N→∞
E
[∣∣∣{(ηˇN,Mn ⊗ ηˇN,Mn
)
−
(
ηˇMn ⊗ ηˇMn
)}
(ψ˜)
∣∣∣] = 0. (29)
Let ǫ > 0 be arbitrary and ψ ∈ Cb(X2×X2). By the Stone-Weierstrass theorem, G is dense in Cb(X2×X2), hence
there exist a ψ˜ ∈ G such that
‖ψ − ψ˜‖ < ǫ/3. (30)
Then we have for any N ≥ 1
E
[∣∣∣{(ηˇN,Mn ⊗ ηˇN,Mn
)
−
(
ηˇMn ⊗ ηˇMn
)}
(ψ)
∣∣∣] ≤
E
[(
ηˇN,Mn ⊗ ηˇN,Mn
)
(|ψ − ψ˜|)
]
+
(
ηˇMn ⊗ ηˇMn
)
(|ψ − ψ˜|) + E
[∣∣∣{(ηˇN,Mn ⊗ ηˇN,Mn
)
−
(
ηˇMn ⊗ ηˇMn
)}
(ψ˜)
∣∣∣].
By (29) there exist a N∗ ≥ 1 such that for every N ≥ N∗
E
[∣∣∣{(ηˇN,Mn ⊗ ηˇN,Mn
)
−
(
ηˇMn ⊗ ηˇMn
)}
(ψ˜)
∣∣∣] < ǫ/3.
Hence applying (30) to the terms
E
[(
ηˇN,Mn ⊗ ηˇN,Mn
)
(|ψ − ψ˜|)
]
and
(
ηˇMn ⊗ ηˇMn
)
(|ψ − ψ˜|)
we have for every N ≥ N∗
E
[∣∣∣{(ηˇN,Mn ⊗ ηˇN,Mn
)
−
(
ηˇMn ⊗ ηˇMn
)}
(ψ)
∣∣∣] < ǫ
and as ǫ > 0 is arbitrary we have (
ηˇN,Mn ⊗ ηˇN,Mn
)
(ψ)→P
(
ηˇMn ⊗ ηˇMn
)
(ψ)
as was to be proved.
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Lemma C.6. Assume (A1-3). Then if for any ϕ ∈ Cb(X× X), n ≥ 0
ηˇN,Mn (ϕ)→P ηˇMn (ϕ)
we have for any ψ ∈ Cb(X× X), n ≥ 0
(
1− ηˇN,Mn
(
{Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c}
))
(ηˇN,Mn ⊗ ηˇN,Mn )
({
Fn,ηˇN,Mn ,f ⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
→P
(
1− ηˇMn
(
{Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}
))
(ηˇMn ⊗ ηˇMn )
({
Fn,ηˇMn ,f ⊗ Fn,ηˇMn ,c
}
M¯n+1(ψ)
)
.
Proof. We make the definitions
TN1 :=
(
ηˇMn
(
{Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}
)
− ηˇN,Mn
(
{Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c}
))
×
(ηˇN,Mn ⊗ ηˇN,Mn )
({
Fn,ηˇN,Mn ,f ⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
(31)
TN2 :=
(
1− ηˇMn
(
{Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}
))
(ηˇN,Mn ⊗ ηˇN,Mn )
({
Fn,ηˇN,Mn ,f ⊗ Fn,ηˇN,Mn ,c −
Fn,ηˇMn ,f ⊗ Fn,ηˇMn ,c
}
M¯n+1(ψ)
)
(32)
TN3 =
[
(ηˇN,Mn ⊗ ηˇN,Mn )− (ηˇMn ⊗ ηˇMn )
]({
Fn,ηˇMn ,f ⊗ Fn,ηˇMn ,c
}
M¯n+1(ψ)
)
(33)
Then we have
TN1 + T
N
2 + T
N
3 =
(
1− ηˇN,Mn
(
{Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c}
))
(ηˇN,Mn ⊗ ηˇN,Mn )
({
Fn,ηˇN,Mn ,f ⊗ Fn,ηˇN,Mn ,c
}
×
M¯n+1(ψ)
)
−
(
1− ηˇMn
(
{Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}
))
(ηˇMn ⊗ ηˇMn )
({
Fn,ηˇMn ,f ⊗ Fn,ηˇMn ,c
}
M¯n+1(ψ)
)
We will show that (31)-(33) will converge in probability to zero.
Term (31): By Lemma C.1
∣∣∣ηˇMn
(
{Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}
)
− ηˇN,Mn
(
{Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c}
)∣∣∣→P 0
so if we can show that
TN1 :=
∣∣∣(ηˇN,Mn ⊗ ηˇN,Mn )
({
Fn,ηˇN,Mn ,f ⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)∣∣∣
is (almost-surely) upper-bounded by a term which converges in probability to a positive constant, we have shown
that that (31) converges in probability to zero. Clearly, almost-surely
TN1 ≤ ‖ψ‖ηˇN,Mn (|Fn,ηˇN,Mn ,f |)ηˇN,Mn (|F n,ηˇN,Mn ,c|)
we focus on showing that ηˇN,Mn (|F n,ηˇN,Mn ,c|) is upper-bounded by a term which converges in probability to a finite
constant. This can be verified in an almost identical manner to the approach for (23) in the proof of Lemma C.2;
hence we have verified that (31) converges in probability to zero.
Term (32): Set
C := ηˇMn
(
{Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c}
)
TN4 := C(ηˇ
N,M
n ⊗ ηˇN,Mn )
({
[Fn,ηˇN,Mn ,f − Fn,ηˇMn ,f ]⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
(34)
TN5 := C(ηˇ
N,M
n ⊗ ηˇN,Mn )
({
Fn,ηˇMn ,f ⊗ [Fn,ηˇN,Mn ,c − Fn,ηˇMn ,c]
}
M¯n+1(ψ)
)
(35)
then
TN2 = T
N
4 + T
N
5 .
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We need to show that (34) and (35) converge in probability to zero. As the proof for (35) is similar and easier than
that for (34), we focus on the latter. Define
TN6 := C(ηˇ
N,M
n ⊗ ηˇN,Mn )
({( Fn,ηˇN,Mn ,f
ηˇN,Mn (Fn,ηˇN,Mn ,f − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)
⊗
Fn,ηˇN,Mn ,c
)}
M¯n+1(ψ)
)
TN7 := C(ηˇ
N,M
n ⊗ ηˇN,Mn )
({( Fn,ηˇMn ,f
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
)
⊗
Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
TN8 := C(ηˇ
N,M
n ⊗ ηˇN,Mn )
({(Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c − Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c
ηˇMn (Fn,ηˇMn ,f − Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
)
⊗
Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
TN9 :=
ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c)− ηˇMn (Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c)
(1 − ηˇN,Mn (Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c))(1 − ηˇMn (Fn,ηˇMn ,f ∧ Fn,ηˇMn ,c))
×
C(ηˇN,Mn ⊗ ηˇN,Mn )
({(
Fn,ηˇN,Mn ,f ∧ Fn,ηˇN,Mn ,c
)
⊗ Fn,ηˇN,Mn ,c
}
M¯n+1(ψ)
)
Then we have that
TN4 = T
N
6 − TN7 + TN8 − TN9 .
By Lemma C.2 TN6 − TN7 →P 0, by Lemma C.3 TN8 →P 0 and by Lemma C.4 TN9 →P 0, hence we conclude that
TN4 →P 0.
Term (33): As {
Fn,ηˇMn ,f ⊗ Fn,ηˇMn ,c
}
M¯n+1(ψ) ∈ Cb(X2 × X2)
it easily follows that by Lemma C.5
[
(ηˇN,Mn ⊗ ηˇN,Mn )− (ηˇMn ⊗ ηˇMn )
]({
Fn,ηˇMn ,f ⊗ Fn,ηˇMn ,c
}
M¯n+1(ψ)
))
→P 0.
D Technical Results for the MCPF
Proposition D.1. For any n ≥ 0, s ∈ {f, c}, p ≥ 1 there exists a C < +∞ such that for any ϕ ∈ Bb(X), N ≥ 1
we have
E[|[ηN,sn − ηsn](ϕ)|p]1/p ≤
C‖ϕ‖√
N
.
Proof. As for Proposition B.1.
Recall that we are assuming that M sn has a density and we are denoting the density also as M
s
n.
Theorem D.1. Suppose that for n ≥ 1, s ∈ {f, c}, M sn ∈ Bb(X× X). Then for any ϕ ∈ Bb(X× X), n ≥ 0 we have
ηˇN,Cn (ϕ)→P ηˇCn (ϕ).
Proof. The proof is by induction, the initialization following by the WLLN for i.i.d. random variables. The result
is assumed at time n− 1 and we have the decomposition
ηˇN,Cn (ϕ)− ηˇCn (ϕ) = ηˇN,Cn (ϕ)− ΦˇCp (ηN,fp−1, ηN,cp−1)(ϕ) + ΦˇCp (ηN,fp−1, ηN,cp−1)(ϕ) − ηˇCn (ϕ).
As in the proof of Theorem 3.1, one can easily prove that
|ηˇN,Cn (ϕ)− ΦˇCp (ηN,fp−1, ηN,cp−1)(ϕ)| →P 0
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by using the (conditional) Marcinkiewicz-Zygmund inequality, so we focus on
ΦˇCp (η
N,f
p−1, η
N,c
p−1)(ϕ)− ηˇCn (ϕ).
Define:
TN1 :=
∫
X
ϕ(x, x)Fn−1,ηN,fn−1,f
(x) ∧ Fn,ηN,cn−1,c(x)dx −
∫
X
ϕ(x, x)Fn−1,ηfn−1,f
(x) ∧ Fn−1,ηcn−1,c(x)dx
TN2 :=
(
1−
∫
X
Fn−1,ηN,fn−1,f
(x) ∧ Fn−1,ηN,cn−1,c(x)dx
)−1 ∫
X×X
ϕ(x, y)F n−1,ηN,fn−1,η
N,c
n−1,f
(x) ×
Fn−1,ηN,cn−1,η
N,f
n−1,c
(x)dxdy −
(
1−
∫
X
Fn−1,ηfn−1,f
(x) ∧ Fn−1,ηcn−1,c(x)dx
)−1
×
∫
X×X
ϕ(x, y)F n−1,ηfn−1,ηcn−1,f
(x)F n−1,ηcn−1,η
f
n−1,c
(x)dxdy
Recalling that ηˇCn (ϕ) = Φˇ
C
n (η
f
n−1, η
c
n−1)(ϕ) we have that
TN1 + T
N
2 = Φˇ
C
p (η
N,f
p−1, η
N,c
p−1)(ϕ)− ηˇCn (ϕ).
By Lemma D.1 1. TN1 →P 0 and by Lemma D.1 2. TN2 →P 0 which concludes the proof.
Lemma D.1. Suppose that for n ≥ 1, s ∈ {f, c}, M sn ∈ Bb(X× X) and that for ϕ ∈ Bb(X× X), n ≥ 0
ηˇN,Cn (ϕ)→P ηˇCn (ϕ).
Then for any ψ ∈ Bb(X× X), n ≥ 0 we have
1. ∫
X
ψ(x, x)Fn,ηN,fn ,f(x) ∧ Fn,ηN,cn ,c(x)dx→P
∫
X
ψ(x, x)Fn,ηfn,f (x) ∧ Fn,ηcn,c(x)dx.
2. (
1−
∫
X
Fn,ηN,fn ,f (x) ∧ Fn,ηN,cn ,c(x)dx
)−1 ∫
X×X
ψ(x, y)F n,ηN,fn ,ηN,cn ,f (x)F n,ηN,cn ,ηN,fn ,c(x)dxdy →P
(
1−
∫
X
Fn,ηfn,f (x) ∧ Fn,ηcn,c(x)dx
)−1 ∫
X×X
ψ(x, y)F n,ηfn,ηcn,f
(x)F n,ηcn,η
f
n,c
(x)dxdy.
Proof. We begin by noting that for any x ∈ X, by the assumption that ηˇN,Cn (ϕ)→P ηˇCn (ϕ), we have
Fn,ηN,fn ,f (x) →P Fn,ηfn,f(x)
Fn,ηN,cn ,c(x) →P Fn,ηcn,c(x)
and hence that
Fn,ηN,fn ,f (x) ∧ Fn,ηN,cn ,c(x) →P Fn,ηfn,f (x) ∧ Fn,ηcn,c(x) (36)
Fn,ηN,fn ,ηN,cn ,f (x) →P Fn,ηfn,ηcn,f(x) (37)
Fn,ηN,cn ,ηN,fn ,c(x) →P Fn,ηcn,ηfn,c(x). (38)
For 1. we have
E
[∣∣∣
∫
X
ψ(x, x)
{
Fn,ηN,fn ,f(x) ∧ Fn,ηN,cn ,c(x)− Fn,ηfn,f(x) ∧ Fn,ηcn,c(x)
}
dx
∣∣∣] ≤
‖ψ‖
∫
X
{
E
[∣∣∣Fn,ηN,fn ,f(x) ∧ Fn,ηN,cn ,c(x)− Fn,ηfn,f(x) ∧ Fn,ηcn−1,c(x)
∣∣∣]}dx.
Then as Fn,ηN,fn ,f (x) ∧ Fn,ηN,cn ,c(x) ≤ ‖M
f
n+1‖ ∧ ‖M cn+1‖, by (36) and [3, Theorem 25.12] for any x ∈ X
lim
N→∞
E
[∣∣∣Fn,ηN,fn−1,f (x) ∧ Fn,ηN,cn ,c(x) − Fn,ηfn,f (x) ∧ Fn−1,ηcn−1,c(x)
∣∣∣] = 0.
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Hence by the bounded convergence theorem
lim
N→∞
E
[∣∣∣
∫
X
ψ(x, x)
{
Fn,ηN,fn ,f (x) ∧ Fn,ηN,cn ,c(x)− Fn,ηfn,f (x) ∧ Fn−1,ηcn,c(x)
}
dx
∣∣∣] = 0
and thus the result follows.
For 2. using almost the same proof as in 1. except using (37)-(38) in place of using (36), we have
∫
X×X
ψ(x, y)F n,ηN,fn ,ηN,cn ,f (x)F n,ηN,cn ,ηN,fn ,c(x)dxdy →P
∫
X×X
ψ(x, y)Fn,ηfn,ηcn,f
(x)F n,ηcn,η
f
n,c
(x)dxdy. (39)
Then define
TN1 :=
(
1−
∫
X
Fn,ηN,fn ,f (x) ∧ Fn,ηN,cn ,c(x)dx
)−1
−
(
1−
∫
X
Fn,ηfn,f (x) ∧ Fn,ηcn,c(x)dx
)−1)
×
∫
X×X
ψ(x, y)Fn,ηN,fn ,ηN,cn ,f (x)F n,ηN,cn ,ηN,fn ,c(x)dxdy
TN2 :=
(
1−
∫
X
Fn,ηfn,f (x) ∧ Fn,ηcn,c(x)dx
)−1( ∫
X×X
ψ(x, y)Fn,ηN,fn ,ηN,cn ,f(x) ×
Fn,ηN,cn ,ηN,fn ,c(x)dxdy −
∫
X×X
ψ(x, y)F n,ηfn,ηcn,f
(x)F n,ηcn,η
f
n,c
(x)dxdy
)
.
Then we have
TN1 + T
N
2 =(
1−
∫
X
Fn,ηN,fn ,f(x) ∧ Fn,ηN,cn ,c(x)dx
)−1 ∫
X×X
ψ(x, y)Fn,ηN,fn ,ηN,cn ,f (x)Fn,ηN,cn ,ηN,fn ,c(x)dxdy−
(
1−
∫
X
Fn,ηfn,f (x) ∧ Fn,ηcn,c(x)dx
)−1 ∫
X×X
ψ(x, y)F n,ηfn,ηcn,f
(x)Fn,ηcn,η
f
n,c
(x)dxdy.
By 1. and (39), TN1 →P 0 and by (39) TN2 →P 0 and hence the proof is complete.
E Proofs for the Asymptotic Variance
Throughout v is as in (H1). We will frequently quote results from [29] which are proved when one considers v not
vξ, ξ ∈ (0, 1]. The case ξ ∈ (0, 1) for these quoted results apply using [29, Lemma 3]. Note that [29, Lemma 3]
implies that (H1-4) apply in the case for ξ ∈ (0, 1), with Lyapunov function vξ, with constants depending upon ξ.
In our proofs C is a finite and positive constant whose value may change from line-to-line and does not depend on
n, p, f, c. If there are any important dependencies of C they will be stated.
Proof of Theorem 4.3. We have
σ2,sn (ϕ) = ηˇ
s
n
(
(ϕ⊗ 1− 1⊗ ϕ− ([ηfn − ηcn](ϕ)))2
)
+
n−1∑
p=0
ηˇsp({(Dfp,n(ϕ)⊗ 1− 1⊗Dcp,n(ϕ))}2).
Define
T1 := 2η
f
p
(
(Dfp,n(ϕ)−Dcp,n(ϕ))2
)
) (40)
T2 := 2ηˇ
s
p
(
(Dcp,n(ϕ)⊗ 1− 1⊗Dcp,n(ϕ))2
)
(41)
We focus on the summand and note that by the C2−inequality, one has
T1 + T2 ≥ ηˇsp({(Dfp,n(ϕ) ⊗ 1− 1⊗Dcp,n(ϕ))}2) (42)
Our proof for the case when only (H1-6) holds, versus when (H1-7) holds is the same when considering T1 in (40),
versus T2 in (41). Thus our proof is split into three parts of controlling T1 and then T2 first under (H1-6) and then
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under (H1-7). The proof is concluded by adding and then summing the bounds (and then summing over p) for the
relevant case.
Term (40): We have for any x ∈ X
(Dfp,n(ϕ)(x) −Dcp,n(ϕ)(x))2 =
Dfp,n(ϕ)(x)[D
f
p,n(ϕ)(x) −Dcp,n(ϕ)(x)] +Dcp,n(ϕ)(x)[Dcp,n(ϕ)(x) −Dfp,n(ϕ)(x)].
Applying Lemmata E.1 and E.3 yields the upper-bound:
(Dfp,n(ϕ)(x) −Dcp,n(ϕ)(x))2 ≤
C‖ϕ‖ρn−p
(
‖hfp,nSf,cp,n(ϕ)‖vξ + |[ηfn − ηcn](ϕ)| + ‖ϕ‖‖hfp,n − hcp,n‖vξρn−p
)
v(x)4ξ .
Hence, as ηfp (v
4ξ) ≤ C [29, Proposition 1] (the bound in that Proposition does not depend on ηf0 by (H2) and (H5)
2.), it follows that
|T1| ≤ C‖ϕ‖ρn−p
{
‖hfp,nSf,cp,n(ϕ)‖vξ + |[ηfn − ηcn](ϕ)|+ ‖ϕ‖‖hfp,n − hcp,n‖vξρn−p
}
. (43)
Term (41), case only (H1-6) hold: We have for any (x, y) ∈ A (if (x, y) ∈ Ac the term is zero)
(Dcp,n(ϕ)(x) −Dcp,n(ϕ)(y))2 =
Dcp,n(ϕ)(x)[D
c
p,n(ϕ)(x) −Dcp,n(ϕ)(y)] +Dcp,n(ϕ)(y)[Dcp,n(ϕ)(y) −Dcp,n(ϕ)(x)].
Applying Lemmata E.1 and E.6 yields the upper-bound for any (x, y) ∈ A:
(Dcp,n(ϕ)(x) −Dcp,n(ϕ)(y))2 ≤ C‖ϕ‖2ρn−p(v(x)v(y))2ξ(ρn−p + 1)
Hence it follows that
|T2| ≤ C‖ϕ‖2ρn−p
(
ηˇsp(IA(v ⊗ v)2ξ)(ρn−p + 1)
)
. (44)
Noting (42), (43) and (44) the proof can be concluded in the case that only (H1-6) hold.
Term (41), case (H1-7) hold: We have by Lemma E.8
(Dcp,n(ϕ)(x) −Dcp,n(ϕ)(y))2 ≤ C‖ϕ‖2(ρ)n−pd(x, y)2v(x)4ξv(y)8ξ
where ρ is the square of the ρ in Lemma E.8. Then
|T2| ≤ C‖ϕ‖2ρn−p
(
ηˇsp(d
2(v4ξ ⊗ v8ξ))(ρn−p + 1)
)
. (45)
Noting (42), (43) and (45) the proof can be concluded in the case that (H1-7) hold.
The following result is essentially [29, Theorem 1].
Lemma E.1. Assume (H1-5). Then for any ξ ∈ (0, 1] there exists ρ < 1 and C < +∞ also depending on the
constants in (H1-5) such that for any ϕ ∈ Lvξ(X), n ≥ 1 and 0 ≤ p < n, x ∈ X, s ∈ {f, c} we have
|Dsp,n(ϕ)(x)| ≤ C‖ϕ‖vξρn−pv(x)ξ.
Proof. The proof for ξ = 1 is exactly as in [29, Theorem 1], except noting that (H2) and (H5) 2. establish that the
constants in [29, Theorem 1] do not depend on ηs0 (µ in that paper).
Lemma E.2. Assume (H1-6). Then for any ξ ∈ (0, 1], s ∈ {f, c} we have
sup
n≥1
sup
0≤p≤n
max
s∈{f,c}
‖1/hsp,n‖vξ < +∞.
Proof. This is [12, Lemma B.2.], except with the fix of using (H5) 1. to go to the second line of that proof.
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Lemma E.3. Assume (H1-6). Then for any ξ ∈ (0, 1] there exists a ρ < 1 and C < +∞ also depending on the
constants in (H1-6) such that for any ϕ ∈ Bb(X), n ≥ 1 and 0 ≤ p < n x ∈ X we have
|Dfp,n(ϕ)(x) −Dcp,n(ϕ)(x)| ≤
C
(
‖hfp,nSf,cp,n(ϕ)‖vξ + |[ηfn − ηcn](ϕ)| + ‖ϕ‖‖hfp,n − hcp,n‖vξρn−p
)
v(x)3ξ .
Proof. Define
T1 :=
(
Sf,cp,n(ϕ)(x) + [η
f
n − ηcn](ϕ)
)
hfp,n(x) (46)
T2 := D
c
p,n(ϕ)(x)
1
hcp,n(x)
[hfp,n(x)− hcp,n(x)] (47)
Then we have
T1 + T2 = D
f
p,n(ϕ)(x) −Dcp,n(ϕ)(x). (48)
We will bound |T1| and |T2| and then sum the bounds to conclude.
Term (46): We have
(
Sf,cp,n(ϕ)(x) + [η
f
n − ηcn](ϕ)
)
hfp,n(x) =
(Sf,cp,n(ϕ)(x)
v(x)ξ
v(x)ξ + [ηfn − ηcn](ϕ)
)hfp,n(x)
v(x)ξ
v(x)ξ .
Then by [29, Proposition 2] ‖hfp,n‖vξ is upper-bounded by a finite constant that does not depend on p, n, f , so we
easily have that
|T1| ≤ C
(
‖hfp,nSf,cp,n(ϕ)‖vξ + |[ηfn − ηcn](ϕ)|
)
v(x)2ξ . (49)
Term (47): We have
Dcp,n(ϕ)(x)
1
hcp,n(x)
[hfp,n(x) − hcp,n(x)] =
(
Dcp,n(ϕ)(x)
1
hcp,n(x)v(x)
ξ
[hfp,n(x)− hcp,n(x)]
v(x)ξ
)
v(x)2ξ .
Applying Lemma E.1 to Dcp,n(ϕ)(x) and Lemma E.2 to 1/(h
c
p,n(x)v(x)
ξ) yields that
|T2| ≤ C‖ϕ‖‖hfp,n − hcp,n‖vξρn−pv(x)3ξ . (50)
Noting (48), (49) and (50) the proof can be concluded.
Define for n ≥ 1, 0 ≤ p < n, x ∈ X, s ∈ {f, c}
R
(n),s
p+1 (x, dy) :=
1
Qsp,n(1)(x)
Qsp+1,n(1)(y)Q
s
p+1(x, dy). (51)
Lemma E.4. Assume (H1-5), (H7). Then for any ξ ∈ (0, 1] there exists a C < +∞ depending on the constants in
(H1-5), (H7), such that for any ϕ ∈ Bb(X) ∩ Lipd(X), (x, y) ∈ X× X, s ∈ {f, c} we have
sup
n≥1
sup
0≤p≤n
∣∣∣Qsp,n(ϕ)(x)
ηsp(Q
s
p,n(1))
− Q
s
p,n(ϕ)(y)
ηsp(Q
s
p,n(1))
∣∣∣ ≤ C‖ϕ‖d(x, y)v(x)ξv(y)ξ.
Proof. We proceed by backward induction, starting with the case p = n− 1 (the case n = p is trivial). We have
Qsn−1,n(ϕ)(x)
ηsn−1(Q
s
n−1,n(1))
− Q
s
n−1,n(ϕ)(y)
ηsn−1(Q
s
n−1,n(1))
=
Qsn(ϕ)(x)
ηsn−1(Gn−1)
− Q
s
n(ϕ)(y)
ηsn−1(Gn−1)
.
By [29, Proposition 2 (2)],
inf
p≥0
min
s∈{f,c}
ηsp(Gp) ≥ C > 0 (52)
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for some constant C. So applying (52) along with (H7) we have
∣∣∣ Qsn−1,n(ϕ)(x)
ηsn−1(Q
s
n−1,n(1))
− Q
s
n−1,n(ϕ)(y)
ηsn−1(Q
s
n−1,n(1))
∣∣∣ ≤ C‖ϕ‖d(x, y)v(x)ξv(y)ξ.
Now assuming the result for some p+ 1 < n, we have
Qsp,n(ϕ)(x)
ηsp(Q
s
p,n(1))
− Q
s
p,n(ϕ)(y)
ηsp(Q
s
p,n(1))
=
1
ηsp(Gp)
(Qsp+1(Qsp+1,n(ϕ))(x)
ηsp+1(Q
s
p+1,n(1))
− Q
s
p+1(Q
s
p+1,n(ϕ))(y)
ηsp+1(Q
s
p+1,n(1))
.
)
Now we have, for any x ∈ X
∣∣∣ Qsp+1,n(ϕ))(x)
ηsp+1(Q
s
p+1,n(1))
∣∣∣ 1
v(x)ξ
≤ ‖ϕ‖‖hsp+1,n‖vξ ≤ C‖ϕ‖
where we have used [29, Proposition 2 (3)] to get to the second inequality. Then applying (52), the induction
hypothesis and (H7) we have
∣∣∣ Qsp,n(ϕ)(x)
ηsp(Q
s
p,n(1))
− Q
s
p,n(ϕ)(y)
ηsp(Q
s
p,n(1))
∣∣∣ ≤ C
∥∥∥ Qsp+1,n(ϕ))
ηsp+1(Q
s
p+1,n(1))
∥∥∥
vξ
d(x, y)v(x)ξv(y)ξ
≤ C‖ϕ‖d(x, y)v(x)ξv(y)ξ.
Lemma E.5. Assume (H1-7). Then for any ξ ∈ (0, 1/2) there exists a C < +∞ depending on the constants in
(H1-7) such that for any ϕ ∈ Lvξ(X) ∩ Lipvξ,d(X), n ≥ 1 and 0 ≤ p < n (x, y) ∈ X× X, s ∈ {f, c} we have
∣∣∣hsp,n(x)
(
R
(n),s
p+1 (ϕ)(x) −R(n),sp+1 (ϕ)(y)
)∣∣∣ ≤ C‖ϕ‖vξd(x, y)v(x)2ξv(y)4ξ.
Proof. Define
T1 :=
hsp,n(x)
Qsp,n(1)(x)
(
Qsp+1(ϕQ
s
p+1,n(1))(x) −Qsp+1(ϕQsp+1,n(1))(y)
)
(53)
T2 :=
hsp,n(x)Q
s
p+1(ϕQ
s
p+1,n(1))(y)
Qsp,n(1)(x)Q
s
p,n(1)(y)
(
Qsp,n(1)(y)−Qsp,n(1)(x)
)
(54)
Then we have
T1 + T2 = h
s
p,n(x)
(
R
(n),s
p+1 (ϕ)(x) −R(n),sp+1 (ϕ)(y)
)
. (55)
We will bound |T1| and |T2| and then sum the bounds to conclude.
Term (53): We have
hsp,n(x)
Qsp,n(1)(x)
(
Qsp+1(ϕQ
s
p+1,n(1))(x) −Qsp+1(ϕQsp+1,n(1))(y)
)
=
1
ηsp(Gp)
(
Qsp+1(ϕh
s
p+1,n)(x) −Qsp+1(ϕhsp+1,n)(y)
)
.
Then by Lemma E.4 and [29, Proposition 2 (3)],
hsp+1,n ∈ Lvξ˜ (X) ∩ Lipvξ˜,d(X) ∀ξ˜ ∈ (0, 1] (56)
so, applying (52) and (H7) we have
|T1| ≤ C‖ϕhsp+1,n‖v2ξd(x, y)[v(x)v(y)]2ξ
By [29, Proposition 2 (3)]
‖ϕhsp+1,n‖v2ξ ≤ C‖ϕ‖vξ
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so
|T1| ≤ C‖ϕ‖vξd(x, y)[v(x)v(y)]2ξ . (57)
Term (54): We have
hsp,n(x)Q
s
p+1(ϕQ
s
p+1,n(1))(y)
Qsp,n(1)(x)Q
s
p,n(1)(y)
(
Qsp,n(1)(y)−Qsp,n(1)(x)
)
=
Qsp+1(ϕQ
s
p+1,n(1))(y)
Qsp,n(1)(y)
(
Qsp+1(h
s
p+1,n)(y)−Qsp+1(hsp+1,n)(x)
)
=
Qsp+1(ϕh
s
p+1,n)(y)v(y)
ξ
ηsp(Gp)h
s
p,n(y)v(y)
ξ
(
Qsp+1(h
s
p+1,n)(y)−Qsp+1(hsp+1,n)(x)
)
.
Applying (52) and Lemma E.2 gives the upper-bound
|T2| ≤ CQsp+1(|ϕ|hsp+1,n)(y)v(y)ξ
∣∣∣Qsp+1(hsp+1,n)(y)−Qsp+1(hsp+1,n)(x)
∣∣∣.
Now ϕ ∈ Lvξ(X) and by [29, Proposition 2 (3)] supn≥1 sup0≤p≤nmaxs∈{f,c} ‖hsp+1,n‖vξ < +∞, then, noting (56)
and thus applying (H7)
|T2| ≤ C‖ϕ‖vξQsp+1(v2ξ)(y)v(y)ξ‖hsp+1,n‖vξ |x− y|[v(x)v(y)]ξ .
Again applying [29, Proposition 2 (3)] and (H1) we have finally that
|T2| ≤ C‖ϕ‖vξd(x, y)v(x)ξv(y)4ξ. (58)
Noting (55), (57) and (58) the proof can be concluded.
Recall A = {(x, y) ∈ X× X : x 6= y}.
Lemma E.6. Assume (H1-6). Then for any ξ ∈ (0, 1] there exists a ρ < 1 and C < +∞ depending on the constants
in (H1-6) such that for any ϕ ∈ Bb(X), n ≥ 1 and 0 ≤ p < n, (x, y) ∈ X× X we have
|Dcp,n(ϕ)(x) −Dcp,n(ϕ)(y)| ≤ CIA(x, y)‖ϕ‖
(
ρn−p + 1
)
v(x)ξv(y)2ξ.
Proof. Throughout, we assume that x 6= y. Define
T1 :=
(Qcp,n(ϕ)(x)
Qcp,n(1)(x)
− Q
c
p,n(ϕ)(y)
Qcp,n(1)(y)
)
hcp,n(x) (59)
T2 := D
c
p,n(ϕ)(y)
(hcp.n(x)
hcp.n(y)
− 1
)
(60)
then we have
T1 + T2 = D
c
p,n(ϕ)(x) −Dcp,n(ϕ)(y). (61)
We will bound |T1| and |T2| and then sum the bounds to conclude.
Term (59): We have (Qcp,n(ϕ)(x)
Qcp,n(1)(x)
− Q
c
p,n(ϕ)(y)
Qcp,n(1)(y)
)
hcp,n(x) =
1
ηcp(Gp)
(
Qcp+1
( Qcp+1,n(ϕ)
ηcp+1(Q
c
p+1,n(1))
)
)(x)−Qcp+1
( Qcp+1,n(ϕ)
ηcp+1(Q
c
p+1,n(1))
)
(y)
)
+
Qcp,n(ϕ)(y)
Qcp,n(1)(y)
1
ηcp(Gp)
(
Qcp+1(h
c
p+1,n)(y)−Qcp+1(hcp+1,n)(x)
)
.
Applying (52) and ϕ ∈ Bb(X) we have
|T1| ≤ C‖ϕ‖(|Qcp+1(hcp+1,n)(x)| + |Qcp+1(hcp+1,n)(y)|).
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By [29, Proposition 2 (3)] supn≥1 sup0≤p≤nmaxs∈{f,c} ‖hsp+1,n‖vξ < +∞, then in addition applying (H1) we have
|T1| ≤ C‖ϕ‖(v(x)ξ + v(y)ξ). (62)
Term (60): We have
Dcp,n(ϕ)(y)
(hcp.n(x)
hcp.n(y)
− 1
)
= Dcp,n(ϕ)(y)
1
hcp.n(y)v(y)
ξ
hcp.n(x)− hcp.n(y)
v(x)ξv(y)ξ
v(x)ξv(y)2ξ.
Then applying Lemma E.1 for Dcp,n(ϕ)(y), Lemma E.2 for 1/(h
c
p.n(y)v(y)
ξ) and [29, Proposition 2 (3)] as above,
we have
|T2| ≤ C‖ϕ‖ρn−pv(x)ξv(y)3ξ. (63)
Noting (61), (62) and (63) the proof can be concluded.
Define for B ∈ X , x ∈ X, s ∈ {f, c}
P sp,n(B)(x) =
Qsp,n(B)(x)
Qsp,n(1)(x)
.
Lemma E.7. Assume (H1-7). Then for any ξ ∈ (0, 1) there exists a C < +∞ depending on the constants in (H1-7)
such that for any ϕ ∈ Bb(X) ∩ Lipd(X), (x, y) ∈ X× X, s ∈ {f, c} we have
sup
n≥1
sup
0≤p≤n
|P sp,n(ϕ)(x) − P sp,n(ϕ)(y)| ≤ C‖ϕ‖d(x, y)v(x)ξv(y)ξ.
Proof. We assume p < n as the case p = n is trivial. Define
T1 =
1
hsp,n(x)
( Qsp,n(ϕ)(x)
ηsp(Q
s
p,n(1))
− Q
s
p,n(ϕ)(y)
ηsp(Q
s
p,n(1))
)
(64)
T2 =
Qsp,n(ϕ)(y)
Qsp,n(1)(y)
1
hsp,n(x)
( Qsp,n(1)(y)
ηsp(Q
s
p,n(1))
− Q
s
p,n(1)(x)
ηsp(Q
s
p,n(1))
)
(65)
then we have
T1 + T2 = P
s
p,n(ϕ)(x) − P sp,n(ϕ)(y) (66)
We will bound |T1| and |T2| and then sum the bounds to conclude.
Term (64): We have, for any ξ˜ ∈ (0, 1]
1
hsp,n(x)
(Qsp,n(ϕ)(x)
ηsp(Q
s
p,n(1))
− Q
s
p,n(ϕ)(y)
ηsp(Q
s
p,n(1))
)
=
v(x)ξ˜
hsp,n(x)v(x)
ξ˜
(Qsp,n(ϕ)(x)
ηsp(Q
s
p,n(1))
− Q
s
p,n(ϕ)(y)
ηsp(Q
s
p,n(1))
)
.
Then applying Lemmata E.2 and E.7, we have the upper-bound for any ξ˜ ∈ (0, 1]
|T1| ≤ C‖ϕ‖d(x, y)v(x)2ξ˜v(y)ξ˜. (67)
Term (65): We have, for any ξ˜ ∈ (0, 1]
Qsp,n(ϕ)(y)
Qsp,n(1)(y)
1
hsp,n(x)
( Qsp,n(1)(y)
ηsp(Q
s
p,n(1))
− Q
s
p,n(1)(x)
ηsp(Q
s
p,n(1))
)
=
Qsp,n(ϕ)(y)
Qsp,n(1)(y)
v(x)ξ˜
hsp,n(x)v(x)
ξ˜
( Qsp,n(1)(y)
ηsp(Q
s
p,n(1))
− Q
s
p,n(1)(x)
ηsp(Q
s
p,n(1))
)
Then applying, ϕ ∈ Bb(X), Lemmata E.2 and E.7, we have the upper-bound for any ξ˜ ∈ (0, 1]
|T2| ≤ C‖ϕ‖d(x, y)v(x)2ξ˜v(y)ξ˜. (68)
Noting (66), (67) and (68) (the latter two with ξ˜ = ξ/2) the proof can be concluded.
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Lemma E.8. Assume (H1-7). Then for any ξ ∈ (0, 1/2) there exists a ρ < 1 and C < +∞ depending on the
constants in (H1-7) such that for any ϕ ∈ Bb(X) ∩ Lipd(X), n ≥ 1 and 0 ≤ p < n, (x, y) ∈ X× X we have
|Dcp,n(ϕ)(x) −Dcp,n(ϕ)(y)| ≤ C‖ϕ‖ρn−pd(x, y)v(x)2ξv(y)4ξ.
Proof. The proof uses the same decomposition (61) as in the proof of Lemma E.6. We use the same bound (63) as
in the proof of Lemma E.6 and focus on the term T1 as defined in (59). We note by [8, pp. 133]
P cp,n(ϕ)(x) = R
(n),c
p+1 (P
c
p+1,n(ϕ))(x).
where R
(n),c
p+1 is defined in (51).
Now T1 as in the proof of Lemma E.6, can be written as
T1 = h
c
p,n(x)
(
P cp,n(ϕ)(x) − P cp,n(ϕ)(y)
)
= hcp,n(x)
(
P cp,n(ϕ− ηcn(ϕ))(x) − P cp,n(ϕ− ηcn(ϕ))(y)
)
= hcp,n(x)
(
R
(n),s
p+1 (P
c
p+1,n(ϕ− ηcn(ϕ)))(x) −R(n),sp+1 (P cp+1,n(ϕ− ηcn(ϕ)))(y)
)
.
Now, noting Lemma E.7, we apply Lemma E.5 to yield the upper-bound
|T1| ≤ C
∥∥∥(P cp+1,n(ϕ− ηcn(ϕ))
∥∥∥
vξ
d(x, y)v(x)2ξv(y)4ξ. (69)
Now
(P cp+1,n(ϕ − ηcn(ϕ))(x)
v(x)ξ
=
Dcp+1,n(ϕ)(x)
v(x)ξ/2
1
hcp+1,n(x)v(x)
ξ/2
.
Applying Lemma E.1 and Lemma E.2 yields that
∥∥∥(P cp+1,n(ϕ− ηcn(ϕ))
∥∥∥
vξ
≤ C‖ϕ‖ρn−p. (70)
Then using the above inequality in (69) and noting (62) and (63) the proof can be concluded.
F Proofs for the Diffusion Case
The statements at the beginning of Appendix E also apply here. This appendix should be read after Appendix E.
F.1 Proofs for Proposition 5.1
Proof of Proposition 5.1. Follows easily from Propositions F.1, F.2 and F.3.
Lemma F.1. Assume (H8). Then for any ξ ∈ (0, 1/2) there exists a C < +∞ depending on the constants in (H8)
such that for any ϕ ∈ Lvξ (X), 1 ≤ l ≤ L, x ∈ X we have
|M l(ϕ)(x) −M l−1(ϕ)(x)| ≤ C‖ϕ‖vξ∆lv(x)2ξ .
Proof. Define
T1 :=
∫
Bl(x)
ϕ(y)[M l(x, y)−M(x, y)− {M l−1(x, y)−M(x, y)}]dy (71)
T2 :=
∫
Bl(x)c
ϕ(y)[M l(x, y) +M(x, y)− {M l−1(x, y) +M(x, y)}]dy. (72)
Then we have
T1 + T2 = M
l(ϕ)(x) −M l−1(ϕ)(x) (73)
We will bound |T1| and |T2| and then sum the bounds to conclude.
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Term (71): We have, by applying (8),
|
∫
Bl(x)
ϕ(y)[M l(x, y)−M(x, y)− {M l−1(x, y)−M(x, y)}]dy| ≤
C∆l
∫
Bl(x)
|ϕ(y)| exp{−C′‖y − x‖2}dy.
Using ϕ ∈ Lvξ(X) and (H8) 2. we have
|T1| ≤ C‖ϕ‖vξ∆lv(x)2ξ . (74)
Term (72): We have, by applying (7)
|
∫
Bl(x)c
ϕ(y)[M l(x, y) +M(x, y)− {M l−1(x, y) +M(x, y)}]dy| ≤
C
∫
Bl(x)c
|ϕ(y)| exp{−C′‖y − x‖2}dy
Using ϕ ∈ Lvξ(X), the fact ∫
Bl(x)c
v(y)ξ exp{−C′‖y − x‖2}dy ≤ C
∫
Bl(x)c
v(y)ξdy
along with (H8) and that
∫
Bl(x)c
dy ≤ C∆l, we have
|T2| ≤ C‖ϕ‖vξ∆lv(x)2ξ . (75)
Noting (73), (74) and (75) the proof can be concluded.
Let ξ ∈ (0, 1] and denote Pvξ(X) as the collection of probabiity measures for which µ(vξ) < +∞.
Lemma F.2. Assume (H5) 1. (H8). Then for any ξ ∈ (0, 1/2) there exists a C < +∞ depending on the constants
in (H5) 1. (H8) such that for any µ ∈ Pvξ(X), ϕ ∈ Lvξ(X), p ≥ 1, 1 ≤ l ≤ L we have
|[Φlp(µ)− Φl−1p (µ)](ϕ)| ≤
C‖ϕ‖vξ∆lµ(v2ξ)
µ(Gp−1)
.
Proof. We have for ϕ ∈ Lvξ(X)
[Φlp(µ)− Φl−1p (µ)](ϕ) =
1
µ(Gp−1)
µ(Gp−1{M l(ϕ)−M l−1(ϕ)}).
Applying (H5) 1. along with Lemma F.1 allows one to conclude.
Lemma F.3. Assume (H1-5). Then for any ξ ∈ (0, 1] there exists a C < +∞ depending on the constants in (H1-5)
such that for any 1 ≤ l ≤ L we have
sup
n≥1
sup
0≤p≤n
∥∥∥ Ql−1p,n (1)
ηlp(Q
l−1
p,n (1))
∥∥∥
vξ
≤ C (76)
sup
n≥1
sup
0≤p≤n
∥∥∥ Ql−1p,n (1)
Φl−1p (ηlp−1)(Q
l−1
p,n (1))
∥∥∥
vξ
≤ C (77)
sup
n≥1
sup
0≤p≤n
∥∥∥ Ql−1p,n (1)
Φlp(η
l
p−1)(Q
l−1
p,n (1))
∥∥∥
vξ
≤ C (78)
and if additionally ξ ∈ (0, 1/2) there exists a C < +∞ depending on the constants in (H1-5) such that for any
ϕ ∈ Lvξ (X), l ≥ 1 we have
sup
n≥1
sup
0≤p≤n
∥∥∥ Ql−1p,n (ϕ)
ηlp(Q
l−1
p,n (1))
∥∥∥
v2ξ
≤ C‖ϕ‖vξ . (79)
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Proof. The proof of (76) (resp. (77)) and (79) (resp. (78)) are very similar, so we only give the proofs of (77) and
(79).
Proof of (77): We have for any x ∈ X
Ql−1p,n (1)(x)
Φl−1p (ηlp−1)(Q
l−1
p,n (1))
=
hl−1p,n (x)
Φl−1p (ηlp−1)(h
l−1
p,n )
.
Now
Φl−1p (η
l
p−1)(h
l−1
p,n ) =
ηlp−1(Q
l−1
p (h
l−1
p,n ))
ηlp−1(Gp−1)
≥ η
l
p−1(ICdQ
l−1
p (ICdh
l−1
p,n ))
supn≥0 ‖Gn‖
≥ Cηlp−1(Cd)ǫ˜−d ν(ICdhl−1p,n )
≥ Cν(Cd) inf
n≥1
inf
0≤p≤n
inf
x∈Cd
hl−1p,n
≥ C (80)
where we have applied (H5) 1. and (H3) to go to line 3, [29, pp. 2527] (last displayed equation) to go line 4 and
then [29, Lemma 10] to go to the final line. Then using [29, Proposition 2], it thus follows that for any x ∈ X
∣∣∣ Ql−1p,n (1)(x)
Φl−1p (ηlp−1)(Q
l−1
p,n (1))
∣∣∣ ≤ Cv(x)ξ
which completes the proof of (77).
Proof of (79): We have for any x ∈ X
Ql−1p,n (ϕ)(x)
ηlp(Q
l−1
p,n (1))
=
Ql−1p,n (ϕ)(x)
Ql−1p,n (1)(x)
Ql−1p,n (1)(x)
ηl−1p (Q
l−1
p,n (1))
1
ηlp(h
l−1
p,n )
By using a very similar proof to (80), one can deduce that ηlp(h
l−1
p,n ) ≥ C, as frequently noted ‖hl−1p,n ‖vξ ≤ C and by
a similar proof to [29, Proposition 1] |Ql−1p,n (ϕ)(x)|/Ql−1p,n (1)(x) ≤ C‖ϕ‖vξv(x)ξ . Hence one can complete the proof
of (79).
Let µ ∈ P(X), s ∈ {l, l − 1}, l ≥ 1, n ≥ 1, 0 ≤ p ≤ n, and denote Φs(p,n)(µ) = Φsn ◦ · · · ◦ Φsp+1(µ), with the
convention that if n = p, Φs(p,n)(µ) = µ and Φ
s
0(µ) = µ.
Lemma F.4. Assume (H1-5), (H8). Then for any ξ ∈ (0, 1/4) there exists a C < +∞ depending on the constants
in (H1-5) (H8) such that for any ϕ ∈ Lvξ(X), n ≥ 1, 1 ≤ l ≤ L we have
|[Φl−1(0,n)(ηl0)− Φl−1(0,n)(ηl−10 )](ϕ)| ≤ C‖ϕ‖vξ∆lv(x∗)4ξ.
Proof. Define
T1 := [η
l
0 − ηl−10 ]
( Ql−10,n (ϕ)
ηl0(Q
l−1
0,n (1))
)
(81)
T2 :=
(ηl−10 (Ql−10,n (ϕ))
ηl−10 (Q
l−1
0,n (1))
)
[ηl−10 − ηl0]
( Ql−10,n (1)
ηl0(Q
l−1
0,n (1))
)
. (82)
Then we have
T1 + T2 = Φ
l−1
(0,n)(η
l
0)− Φl−1(0,n)(ηl−10 )](ϕ). (83)
We will bound |T1| and |T2| and then sum the bounds to conclude.
Term (81): We have by Lemma F.3 (79) and Lemma F.1 that
|T1| ≤ C‖ϕ‖vξ∆lv(x∗)4ξ. (84)
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Term (82): We have
(ηl−10 (Ql−10,n (ϕ))
ηl−10 (Q
l−1
0,n (1))
)
[ηl−10 − ηl0]
( Ql0,n(1)
ηl0(Q
l
0,n(1))
)
= ηl−1n (ϕ)[η
l−1
0 − ηl0]
( Ql0,n(1)
ηl0(Q
l
0,n(1))
)
.
Then using ϕ ∈ Lvξ(X) along with [29, Proposition 1] for ηl−1n (ϕ) and Lemma F.3 (76) and Lemma F.1 for the
other term on the R.H.S. we have
|T2| ≤ C‖ϕ‖vξ∆lv(x∗)2ξ. (85)
Noting (83), (84) and (85) the proof can be concluded.
Lemma F.5. Assume (H1-6), (H8). Then for any (ξ, ξˆ) ∈ (0, 1/8)× (0, 1/2) there exists a ρ < 1 and C < +∞
depending on the constants in (H1-6) (H8) such that for any ϕ ∈ Lvξ (X), n ≥ 1, 0 ≤ p ≤ n, 1 ≤ l ≤ L we have
|Φl−1(p,n)(Φlp(ηlp−1)) − Φl−1(p,n)(Φl−1p (ηlp−1))](ϕ)| ≤ C‖ϕ‖vξ∆lρn−pv(x∗)8ξ+2ξˆ.
Proof. Define
T1 := [Φ
l
p(η
l
p−1)− Φl−1p (ηlp−1)]
( Ql−1p.n (1)P l−1p.n (ϕ¯n)
Φlp(η
l
p−1)(Q
l−1
p.n (1))
)
(86)
T2 :=
(Φl−1p (ηlp−1)(Ql−1p.n (1)P l−1p.n (ϕ¯n))
Φl−1p (ηlp−1)(Q
l−1
p.n (1))
)
×
[Φl−1p (η
l
p−1)− Φlp(ηlp−1)]
( Ql−1p,n (1)
Φlp(η
l
p−1)(Q
l−1
p,n (1))
)
(87)
where ϕ¯n = ϕ− ηl−1n (ϕ). Then we have
T1 + T2 = [Φ
l−1
(p,n)(Φ
l
p(η
l
p−1))− Φl−1(p,n)(Φl−1p (ηlp−1))](ϕ). (88)
We will bound |T1| and |T2| and then sum the bounds to conclude.
Term (86): We have by (a similar proof to) (70) that
‖P l−1p.n (ϕ¯n)‖v2ξ ≤ C‖ϕ‖vξρn−p (89)
and Lemma F.3 (78) ‖Ql−1p.n (1)/Φlp(ηlp−1)(Ql−1p.n (1))‖2ξ ≤ C, so by Lemma F.2
∣∣∣[Φlp(ηlp−1)− Φl−1p (ηlp−1)]
( Ql−1p.n (1)P l−1p.n (ϕ¯n)
Φlp(η
l
p−1)(Q
l−1
p.n (1))
)∣∣∣ ≤ C‖ϕ‖vξ∆lρn−p η
l
p−1(v
8ξ)
ηlp−1(Gp−1)
.
Applying [29, Proposition 1, Proposition 2 (2)] yields
|T1| ≤ C‖ϕ‖vξ∆lρn−pv(x∗)8ξ. (90)
Term (87): We have by Lemma F.3 (77) ‖Ql−1p.n (1)/Φl−1p (ηlp−1)(Ql−1p.n (1))‖2ξ ≤ C, so by (89)
|T2| ≤ C‖ϕ‖vξρn−p
(ηlp−1(Ql−1p (v4ξ))
ηlp−1(Gp−1)
)∣∣∣[Φl−1p (ηlp−1)− Φlp(ηlp−1)]
( Ql−1p,n (1)
Φlp(η
l
p−1)(Q
l−1
p,n (1))
)∣∣∣
Applying (H1), [29, Proposition 1, Proposition 2 (2)] to ηlp−1(Q
l−1
p (v
4ξ))/ηlp−1(Gp−1) and Lemma F.2 along with
Lemma F.3 (78) and [29, Proposition 1, Proposition 2 (2)] to the remaining term gives
|T2| ≤ C‖ϕ‖vξ∆lρn−pv(x∗)4ξ+2ξˆ. (91)
Noting (88), (90) and (91) the proof can be concluded.
Proposition F.1. Assume (H1-6), (H8). Then for any (ξ, ξˆ) ∈ (0, 1/8)×(0, 1/2) there exists a C < +∞ depending
on the constants in (H1-6) (H8) such that for any ϕ ∈ Lvξ(X), n ≥ 0, 1 ≤ l ≤ L we have
|[ηln − ηl−1n ](ϕ)| ≤ C‖ϕ‖vξ∆lv(x∗)8ξ+2ξˆ.
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Proof. The case n = 0 follows by Lemma F.1, so we suppose n ≥ 1. Define
T1 := [Φ
l
(0,n)(η
l
0)− Φl−1(0,n)(ηl0)](ϕ) (92)
T2 := [Φ
l−1
(0,n)(η
l
0)− Φl−1(0,n)(ηl−10 )](ϕ). (93)
Then we have
T1 + T2 = [η
l
n − ηl−1n ](ϕ). (94)
We will bound |T1| and |T2| and then sum the bounds to conclude.
Term (92): We have the standard telescoping sum identity
[Φl(0,n)(η
l
0)− Φl−1(0,n)(ηl0)](ϕ) =
n∑
p=1
{
[Φl−1(p,n)(Φ
l
p(η
l
p−1))− Φl−1(p,n)(Φl−1p (ηlp−1))](ϕ)
}
. (95)
Applying Lemma F.5 gives
|T1| ≤ C‖ϕ‖vξ∆lv(x∗)8ξ+2ξˆ. (96)
Term (93): We have by Lemma F.4
|T2| ≤ C‖ϕ‖vξ∆lv(x∗)4ξ. (97)
Noting (94), (96) and (97) the proof can be concluded.
Remark F.1. If ϕ ∈ Bb(X) in Lemma F.5 and Proposition F.1, then one can take (ξ, ξˆ) ∈ (0, 1/2)× (0, 1] and the
upper-bound in Lemma F.5 is C‖ϕ‖∆lρn−pv(x∗)2ξ+ξˆ and in Proposition F.1 it is C‖ϕ‖∆lv(x∗)2ξ+ξˆ.
Proposition F.2. Assume (H1-6), (H8). Then for any ξ ∈ (0, 1/4) there exists a C < +∞ depending on the
constants in (H1-6) (H8) such that for any ϕ ∈ Bb(X), n ≥ 1, 0 ≤ p ≤ n, 1 ≤ l ≤ L we have
‖hlp,nSl,l−1p,n (ϕ)‖vξ ≤ C‖ϕ‖∆l.
Proof. For any x ∈ X, 0 < κ < ξ one has
hlp,n(x)S
l,l−1
p,n (ϕ)(x)
v(x)ξ
=
hlp,n(x)
v(x)κ
1
v(x)ξ−κ
(
P lp,n(ϕ)(x) − P l−1p,n (ϕ)(x)
)
and
P lp,n(ϕ)(x) − P l−1p,n (ϕ)(x) =
n∑
q=p+1
{
[Φl−1(q,n)(Φ
l
(p,q)(δx))− Φl−1(q,n)(Φl−1q {Φl(p,q−1)(δx)})](ϕ)
}
.
Noting (98), one can repeat the proofs of Lemmata F.3 and F.5 in almost the same way for this case, to deduce
that for any (κ˜, κˆ) ∈ (0, 1/2)× (0, 1]
∣∣∣ 1
v(x)ξ−κ
(
P lp,n(ϕ)(x) − P l−1p,n (ϕ)(x)
)∣∣∣ ≤ C‖ϕ‖∆l v(x)2κ˜+κˆ
v(x)ξ−κ
where we have noted Remark F.1. Choose 0 < κ˜ = κˆ < 1/(24), κ = ξ/2, then one can set ξ = 6κ˜ and 0 < ξ < 1/4.
Hence
∣∣∣ 1
v(x)ξ−κ
(
P lp,n(ϕ)(x) − P l−1p,n (ϕ)(x)
)∣∣∣ ≤ C‖ϕ‖∆l
hlp,n(x)
v(x)κ
≤ C
and the proof is concluded.
Lemma F.6. Assume (H1-5). Then for any ξ ∈ (0, 1] there exists a C < +∞ depending on the constants in (H1-5)
such that for any 1 ≤ l ≤ L we have
sup
n≥1
sup
0≤p≤n
∥∥∥ Ql−1p,n (1)
ηlp(Q
l
p,n(1))
∥∥∥
vξ
≤ C.
Proof. The proof is the same as [29, Lemma 8] as the constants in (H1-5) do not depend upon l.
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Proposition F.3. Assume (H1-6), (H8). Then for any (ξ, ξˆ) ∈ (0, 1/8)×(0, 1/2) there exists a C < +∞ depending
on the constants in (H1-6) (H8) such that for any n ≥ 1, 0 ≤ p ≤ n, 1 ≤ l ≤ L, we have
‖hlp,n − hl−1p,n ‖vξ ≤ C(n− p)∆lv(x∗)ξˆ.
Proof. Define for any x ∈ X
T1 :=
1
ηlp(Q
l
p,n(1))
(Qlp,n(1)(x)−Ql−1p,n (1)(x)) (98)
T2 :=
Ql−1p,n (1)(x)
ηlp(Q
l
p,n(1))
[ηl−1p − ηlp](hl−1p,n ) (99)
T3 := h
l−1
p,n (x)η
l
p
( 1
ηlp(Q
l
p,n(1))
(Qlp,n(1)−Ql−1p,n (1))
)
. (100)
Then we have
T1 + T2 − T3 = hlp,n(x)− hl−1p,n (x). (101)
We will bound |T1|, |T2| and |T3| and then sum the bounds to conclude.
Term (98): We have
T1 =
1
ηlp(Q
l
p,n(1))
n∑
q=p+1
{
Qlp,q(Q
l−1
q,n (1))(x) −Qlp,q−1(Ql−1q−1,n(1))(x)
}
Considering the summand we have
Qlp,q(Q
l−1
q,n (1))(x) −Qlp,q−1(Ql−1q−1,n(1))(x) = ηl−1q+1(Ql−1q+1,n(1))
(
Qlp,q−1(Gq−1[M
l
q −M l−1q ](hl−1q+1,n))
)
.
Now applying Lemma F.1, [29, Proposition 2 (3)] (with vξ/4) and (H5) 1. we have
|Qlp,q(Ql−1q,n (1))(x) −Qlp,q−1(Ql−1q−1,n(1))(x)| ≤ C∆lηl−1q+1(Ql−1q+1,n(1))Qlp,q−1(vξ/2)(x).
Thus
|T1| ≤ C∆l
ηlp(Q
l
p,n(1))
n∑
q=p+1
{
ηl−1q+1(Q
l−1
q+1,n(1))Q
l
p,q−1(v
ξ/2)(x)
}
. (102)
Now,
ηl−1q+1(Q
l−1
q+1,n(1))Q
l
p,q−1(v
ξ/2)(x)
ηlp(Q
l
p,n(1))
= ηl−1q+1
( Ql−1q+1,n(1)
ηlq(Gq)η
l
q+1(Q
l
q+1,n(1))
)Qlp,q−1(vξ/2)(x)
ηlp(Q
l
p,q−1(1))
1
ηlq−1(Gq−1)
. (103)
Applying Lemma F.6, [29, Proposition 2 (3)] and then [29, Proposition 1] gives for any ξˆ ∈ (0, 1]
ηl−1q+1
( Ql−1q+1,n(1)
ηlq(Gq)η
l
q+1(Q
l
q+1,n(1))
)
≤ Cv(x∗)ξˆ. (104)
In addition
Qlp,q−1(v
ξ/2)(x)
ηlp(Q
l
p,q−1(1))
=
Qlp,q−1(v
ξ/2)(x)
Qlp,q−1(1)(x)
hlp,q−1(x)
By a similar proof to [29, Proposition 1] Qlp,q−1(v
ξ/2)(x)/Qlp,q−1(1)(x) ≤ Cv(x)ξ/2 and thus by [29, Proposition 2
(3)] hlp,q−1(x) ≤ Cv(x)ξ/2, so
Qlp,q−1(v
ξ/2)(x)
ηlp(Q
l
p,q−1(1))
≤ Cv(x)ξ. (105)
Noting (102)-(105), we have shown that for any (ξ, ξˆ) ∈ (0, 1/8)× (0, 1/2)
|T1| ≤ C(n− p)∆lv(x)ξv(x∗)ξˆ. (106)
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Term (99): We have, by Lemma F.6 and Proposition F.1, for any (ξ, κ, κˆ) ∈ (0, 1/8)2 × (0, 1/2)
|T2| ≤ Cv(x)ξ‖hl−1p,n ‖vκ∆lv(x∗)8κ+2κˆ.
One can choose 0 < κ = κˆ < 1/20, ξˆ = 10κ and applying [29, Proposition 2 (3)], we have
|T2| ≤ C∆lv(x)ξv(x∗)ξˆ. (107)
Term (100): We have by [29, Proposition 2 (3)] and (106), for any (κ, κˆ) ∈ (0, 1/8)× (0, 1/2)
|T3| ≤ Cv(x)ξ × (n− p)∆lηlp(vκ)v(x∗)κˆ.
Applying [29, Proposition 1] and choosing (κ, κˆ), so that ξˆ = κ+ κˆ < 1/2, we have
|T3| ≤ C(n− p)∆lv(x)ξv(x∗)ξˆ. (108)
Noting (101), (106), (107) and (108) the proof can be concluded.
F.2 Proofs for Proposition 5.2
Proof of Proposition 5.2. We focus on the first bound in Theorem 4.3. Clearly
ηˇCn
(
(ϕ⊗ 1− 1⊗ ϕ− ([ηln − ηl−1n ](ϕ)))2
)
≤ 2‖ϕ‖2ηˇCn (IA).
As ηˇCn is the maximal coupling of (η
l
n, η
l−1
n ) we have ηˇ
C
n (IA) = ‖ηln − ηl−1n ‖tv. Hence on applying Proposition F.1
(noting Remark F.1), we have that
ηˇCn
(
(ϕ⊗ 1− 1⊗ ϕ− ([ηln − ηl−1n ](ϕ)))2
)
≤ C‖ϕ‖2∆lv(x∗)2ξ+ξˆ.
The proof is completed by using Proposition 5.1 and Proposition F.4.
Proposition F.4. Assume (H1-6), (H8). Then for any (ξ, ξˆ) ∈ (0, 1/32)×(0, 1/2) there exists a C < +∞ depending
on the constants in (H1-6) (H8) such that for any n ≥ 0, 1 ≤ l ≤ L we have
ηˇCn (IA(v ⊗ v)2ξ) ≤ C∆lv(x∗)32ξ+2ξˆ.
Proof. We will use (ηln, η
l−1
n ) to denote both the probability measure and density associated to (η
l
n, η
l−1
n ). We have
for any n ≥ 0
ηˇCn (IA(v ⊗ v)2ξ) =
(
1−
∫
X
ηln(x) ∧ ηl−1n (x)dx
) ∫
X×X
IA(x, y)v(x)
2ξv(y)2ξ ×
(ηln(x)− ηln(x) ∧ ηl−1n (x))
1− ∫
X
ηln(x) ∧ ηl−1n (x)dx
(ηl−1n (y)− ηln(y) ∧ ηl−1n (y))
1− ∫
X
ηln(x) ∧ ηl−1n (x)dx
dxdy.
Then by upper-bounding the indicator by 1 and applying Cauchy-Schwarz:
ηˇCn (IA(v ⊗ v)2ξ) ≤ T1T2 (109)
where
T1 :=
( ∫
X
v(x)4ξ(ηln(x) − ηln(x) ∧ ηl−1n (x))dx
)1/2
T2 :=
( ∫
X
v(x)4ξ(ηl−1n (x) − ηln(x) ∧ ηl−1n (x))dx
)1/2
.
We now just deal with T1 as the proof for T2 is almost identical.
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We have, letting Dln = {x : ηln(x) ≥ ηl−1n (x)}, ϕ˜(x) = v(x)4ξIDln(x) and ϕˆ(x) = v(x)4ξI(Dln)c(x)
T 21 =
1
2
( ∫
X
v(x)4ξ[ηln(x)− ηl−1n (x)]dx +
∫
X
v(x)4ξ|ηln(x)− ηl−1n (x)|dx
)
=
1
2
( ∫
X
v(x)4ξ[ηln(x)− ηl−1n ]dx+
∫
X
ϕ˜(x)(ηln(x)− ηl−1n (x))dx +∫
X
ϕˆ(x)(ηl−1n (x) − ηln(x))dx
)
≤ 1
2
(|[ηln − ηl−1n ](v4ξ)|+ |[ηln − ηl−1n ](ϕ˜)|+ |[ηln − ηl−1n ](ϕˆ)|)
As ξ ∈ (0, 1/32), (v4ξ, ϕ˜, ϕ˜) ∈ Lvκ(X)3, with 0 < κ < 1/8, so applying Proposition F.1 we have
T1 ≤ C(∆l)1/2v(x∗)16ξ+ξˆ.
Similar calculations give T2 ≤ C(∆l)1/2v(x∗)16ξ+ξˆ and hence noting (110) one can conclude.
F.3 Proofs for Proposition 5.3
Recall here that X = R and the metric in (H7) is d1 the L1−norm. Let ϕ˜(x, y) = (x− y)2.
Proof of Proposition 5.3. Considering the second bound in Theorem 4.3, the result follows by Proposition 5.1 and
Lemmata F.7 and F.8.
Proposition F.5. Assume (H1-6), (H8). Then for any (ξ, ξˆ) ∈ (0, 1/8)×(0, 1/2) there exists a C < +∞ depending
on the constants in (H1-6) (H8) such that for any ϕ ∈ Lvξ(X), n ≥ 0, 1 ≤ l ≤ L we have
|[ηln − ηl−1n ](ϕ)| ≤ C‖ϕ‖vξ∆lv(x∗)8ξ+2ξˆ.
Proof. Define
T1 :=
[ηln − ηl−1n ](Gnϕ)
ηln(Gn)
(110)
T2 :=
ηl−1n (Gnϕ)
ηl−1n (Gn)ηln(Gn)
[ηln − ηl−1n ](Gn). (111)
Then we have
T1 − T2 = [ηln − ηl−1n ](ϕ). (112)
We will bound |T1| and |T2| and then sum the bounds to conclude.
Term (110): By Proposition F.1 and ηln(Gn) ≥ C we have
|T1| ≤ C‖ϕ‖vξ∆lv(x∗)8ξ+2ξˆ. (113)
Term (111): By Proposition F.1, (H5) and ηsn(Gn) ≥ C, s ∈ {l, l− 1}, we have
|T2| ≤ C‖ϕ‖vξ∆lv(x∗)8ξ+2ξˆ. (114)
Noting (112), (113) and (114) the proof can be concluded.
Denote by ηˇ
C
n the maximal coupling of (η
l
n, η
l−1
n ).
Corollary F.1. Assume (H1-6), (H8). Then for any (ξ, ξˆ) ∈ (0, 1/16)× (0, 1/2) there exists a C < +∞ depending
on the constants in (H1-6) (H8) such that for any n ≥ 0, 1 ≤ l ≤ L we have
ηˇ
C
n (IA(v ⊗ v)ξ) ≤ C∆lv(x∗)16ξ+2ξˆ.
Proof. Follows by the same proof as for Proposition F.4 except using Proposition F.5 instead of Propositon F.1 in
the proof.
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Denote by ηˇ
W
n the optimal Wasserstein coupling of (η
l
n, η
l−1
n ) that is, for B ∈ X ∨ X
ηˇ
W
n (B) =
∫ 1
0
IB(F
−1
ηln
(u), F−1
ηl−1n
(u))du.
Lemma F.7. Assume (H1-6), (H8). Then if ϕ˜ ∈ L(v⊗v)ξ˜ (X), for any ξ˜ ∈ (0, 1/16) and set ξˆ ∈ (0, 1/2) then
there exists a C < +∞ depending on the constants in (H1-6) (H8) such that for any ϕ ∈ Bb(X) ∩ Lipd1(X) n ≥ 0,
1 ≤ l ≤ L we have
ηˇ
W
n
(
(ϕ⊗ 1− 1⊗ ϕ− ([ηln − ηl−1n ](ϕ)))2
)
≤ C‖ϕ‖2Lip‖ϕ˜‖vξ˜∆lv(x∗)16ξ˜+2ξˆ.
Proof. We assume n ≥ 1, the case n = 0 is noted below. As ϕ ∈ Bb(X) ∩ Lipd1(X), it easily follows that
ηˇ
W
n
(
(ϕ⊗ 1− 1⊗ ϕ− ([ηln − ηl−1n ](ϕ)))2
)
≤ ‖ϕ‖2LipηˇWn−1(Mˇ(ϕ˜)).
Applying (5) (when p = 2) and using the optimality of the Wasserstein coupling with ϕ˜ ∈ L(v⊗v)ξ˜ (X), gives
ηˇ
W
n
(
(ϕ⊗ 1− 1⊗ ϕ− ([ηln − ηl−1n ](ϕ)))2
)
≤ C‖ϕ‖2Lip‖ϕ˜‖vξ˜(∆l + ηˇ
C
n−1(IA(v ⊗ v)ξ˜)).
Application of Corollary F.1 yields the desired result. The case n = 0 follows as
ηˇ
W
n
(
(ϕ ⊗ 1− 1⊗ ϕ− ([ηln − ηl−1n ](ϕ)))2
)
≤ ‖ϕ‖2LipηˇWn (ϕ˜)
and the optimality of the Wasserstein coupling, ϕ˜ ∈ L(v⊗v)ξ˜(X) with Corollary F.1.
Lemma F.8. Assume (H1-6), (H8). Then, let λ ∈ (0, 1) be given, if ϕ˜ ∈ L(v⊗v)ξ˜(X), for any ξ˜ ∈ (0, 1/(16(1+λ)))
and set (ξ, ξˆ) ∈ (0,min{1/32, λ/(16(1 + λ)), (1 − 2ξ˜)/12})× (0, 1/2) then there exists a C < +∞ depending on the
constants in (H1-6) (H8) such that for any n ≥ 0, 1 ≤ l ≤ L we have
ηˇ
W
n (ϕ˜(v
4ξ ⊗ v8ξ)) ≤ C‖ϕ˜‖vξ˜(∆l)1/(1+λ)v(x∗)20ξ+(16(λ+1)ξ˜+2ξˆ)/(1+λ).
Proof. We assume n ≥ 1, the case n = 0 is similar and omitted for brevity. By Cauchy-Schwarz and the structure
of ηˇ
W
n :
ηˇ
W
n (ϕ˜(v
4ξ ⊗ v8ξ)) ≤ ηˇWn−1(Mˇ(ϕ˜2)1/2Mˇ(v8ξ ⊗ v16ξ)1/2).
Applying (5) (when p = 4) gives the upper-bound
ηˇ
W
n (ϕ˜(v
4ξ ⊗ v8ξ)) ≤ C
(
ηˇ
W
n−1(ϕ˜Mˇ(v
8ξ ⊗ v16ξ)1/2) + ∆lηˇWn−1(Mˇ(v8ξ ⊗ v16ξ)1/2)
)
.
To complete the proof, we focus on ηˇ
W
n−1(ϕ˜Mˇ(v
8ξ ⊗ v16ξ)1/2) as the other term can be controlled using the below
arguments.
Now, we have, by Hölder’s inequality
ηˇ
W
n−1(ϕ˜Mˇ(v
8ξ ⊗ v16ξ)1/2) ≤ ηˇWn−1(ϕ˜1+λ)1/(1+λ)ηˇWn−1(Mˇ(v8ξ ⊗ v16ξ)(1+λ)/(2λ))λ/(1+λ).
By the optimality of the Wasserstein coupling with ϕ˜ ∈ L(v⊗v)ξ˜(X), we have
ηˇ
W
n−1(ϕ˜Mˇ(v
8ξ ⊗ v16ξ)1/2) ≤
(
‖ϕ˜‖vξ˜ ηˇ
C
n−1(IA(v ⊗ v)ξ˜(1+λ))
)1/(1+λ)
ηˇ
W
n−1(Mˇ(v
8ξ ⊗ v16ξ)(1+λ)/(2λ))λ/(1+λ)
Then applying Corollary F.1 gives
ηˇ
W
n−1(ϕ˜Mˇ(v
8ξ ⊗ v16ξ)1/2) ≤
C‖ϕ˜‖vξ˜(∆l)1/(1+λ)v(x∗)(16(λ+1)ξ˜+2ξˆ)/(1+λ)ηˇ
W
n−1(Mˇ(v
8ξ ⊗ v16ξ)(1+λ)/(2λ))λ/(1+λ).
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Now for the remaining term, applying Cauchy-Schwarz twice gives
ηˇ
W
n−1(Mˇ(v
8ξ ⊗ v16ξ)(1+λ)/(2λ))λ/(1+λ) ≤
ηln−1(M
l(v16ξ)(1+λ)/(2λ))λ/(2(1+λ))ηl−1n−1(M
l−1(v32ξ)(1+λ)/(2λ))λ/(2(1+λ)).
Applying Jensen twice gives
ηˇ
W
n−1(Mˇ(v
8ξ ⊗ v16ξ)(1+λ)/(2λ))λ/(1+λ) ≤ ηln(v)4ξηl−1n (v)16ξ ≤ Cv(x∗)20ξ.
The proof is thus complete.
Remark F.2. As λ > 0 in Lemma F.8, one almost has the (time-uniform) forward error rate for the WCPF. We
believe that λ = 0 is the case, however, due to technical difficulties we have not obtained this. One of the issues
of the proof is that the Wasserstein coupling is not the coupling which minimizes the expectation of ϕ˜(v4ξ ⊗ v8ξ)
w.r.t. any coupling of (ηln, η
l−1
n ). To see this, one can construct a functional covariance equality for µ(ϕ˜(v
4ξ ⊗ v8ξ))
(µ is any coupling of (ηln, η
l−1
n ) such that µ(ϕ˜(v
4ξ ⊗ v8ξ)) < +∞) as in [23, Theorem 3.1] (that is, in terms of the
CDFs of µ, ηln and η
l−1
n as in Hoeffding’s Lemma) and then when centering with (η
l
n ⊗ ηl−1n )(ϕ˜(v4ξ ⊗ v8ξ)) and
applying Hoeffding-Fréchet bounds, one observes that ηˇ
W
n is not optimal. As a result, one cannot transfer between
ηˇ
W
n and ηˇ
C
n as is done in the proofs of Lemmata F.7-F.8, nor can one use Kantorovich duality. However, one can
obtain λ = 0 if any of the following hold true:
1. There exist a ηˇ
W
n −integrable Vˆ : X × X → (0,∞) such that there exist a C < +∞ such that for every
(x, y) ∈ X× X, ϕ˜(x, y)v4ξ(x)v8ξ(y) ≤ CVˆ (x, y) and Vˆ satisfies the Monge condition (e.g. [26, eq. (3.1.7)]).
2. v is bounded.
3. There exist a C < +∞ such that for every n ≥ 0, ηˇWn (ϕ˜(v4ξ ⊗ v8ξ)) ≤ CηˇCn (ϕ˜(v4ξ ⊗ v8ξ)).
4. There exist a C < +∞ such that for every n ≥ 0, 1 ≤ l ≤ L, supu∈[0,1] |F−1ηln (u)− F
−1
ηl−1n
(u)| ≤ C∆l.
In general we do not believe 1. can hold in practice. 2. is not useful in the context of the article. We believe 3. &
4. to hold up-to some conditions, but have not obtained the proof.
F.4 Proof of Lemma 5.1
Proof of Lemma 5.1. We begin by noting that for any B ∈ X , 0 ≤ l ≤ L, y ∈ X we have
M l(IBv)(y) =
√( (1 + δ0)
(1 + δ0 − βl)
)
exp
{ α2l y2
2(1 + δ0 − βl) + 1
}
×
∫
B
1√
2πβl
exp
{
− 1 + δ0 − βl
2βl(1 + δ0)
(
x− αly(1 + δ0)
1 + δ0 − βl
)2}
dx. (115)
This will be used below.
We give the proof for ξ = 1 as it is similar in other cases. We have for any 0 ≤ l ≤ L, n ≥ 1, ϕ ∈ Lv(X)∩Lipv,d1
|Qln(ϕ)(x) −Qln(ϕ)(y)| ≤
‖ϕ‖vM l(v)(x)|Gn−1(x) −Gn−1(y)|+ ‖Gn−1‖‖ϕ‖v
∫
X
v(u)|M l(x, u)−M l(y, u)|du.
As noted in Section 5.6, [α2l (1+δ0)]/[1+δ0−βl] < 1 for any 0 ≤ l ≤ L, δ0 > 0, so using (115) one can determine that
M l(v)(x) ∈ Lv(X) for any δ0 > 0, with ‖M l(v)‖v independent of l. In addition, for every y ∈ Y, Gn−1 ∈ Lipd1(X)
with Lipschitz constant independent of n so we need only consider the right-hand term in the above displayed
equation.
Set Dl(x, y) := {u ∈ X : M l(x, u) − M l(y, u)}, we consider only
∫
Dl(x,y)
v(u)|M l(x, u) − M l(y, u)|du as the
calculations on Dl(x, y)
c are very similar. We suppose x > y as the proof with x < y is analogous, so we have by
(115) and x > y ∫
Dl(x,y)
v(u)|M l(x, u)−M l(y, u)|du =
√( (1 + δ0)
(1 + δ0 − βl)
)
×
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{
exp
{ α2l x2
2(1 + δ0 − βl) + 1
}∫ cl(x,y)
−∞
1√
2πβl
exp
{
− 1 + δ0 − βl
2βl(1 + δ0)
(
u− αlx(1 + δ0)
1 + δ0 − βl
)2}
du−
exp
{ α2l y2
2(1 + δ0 − βl) + 1
}∫ cl(x,y)
−∞
1√
2πβl
exp
{
− 1 + δ0 − βl
2βl(1 + δ0)
(
u− αly(1 + δ0)
1 + δ0 − βl
)2}
du
}
where cl(x, y) = (α
2
l x
2 − α2l y2)/(x− y). Define
cl,1(x, y) :=
√(1 + δ0 − βl
βl(1 + δ0)
)(
cl(x, y)− αlx(1 + δ0)
1 + δ0 − βl
)
cl,2(x, y) :=
√(1 + δ0 − βl
βl(1 + δ0)
)(
cl(x, y)− αly(1 + δ0)
1 + δ0 − βl
)
v˜(x) := exp
{ α2l y2
2(1 + δ0 − βl) + 1
}
and Θ(x) as the CDF of a standard normal distribution, then we have
∫
Dl(x,y)
v(u)|M l(x, u)−M l(y, u)|du
v(x)v(y)
=
√( (1 + δ0)
(1 + δ0 − βl)
)({ v˜(x)
v(x)v(y)
{Θ(cl,1(x, y))−Θ(cl,2(x, y))
}
+
Θ(cl,2(x, y))
[ v˜(x)
v(x)
{ 1
v(y)
− 1
v(x)
}
+
1
v(x)
{ v˜(x)
v(x)
− v˜(y)
v(y)
}])
.
From here, it is straightforward to establish that all the functions in the differences are in the set Lip
d1
(X) with
Lipschitz constants that do not depend on l and moreover that the other terms are uniformly bounded in x, y, l
(where relevant) - the proofs are omitted as they are standard.
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