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Also,learning method isvery importantin neuralnetwork.Supervised learning
methodsaretypicalyusedtotraintheneuralnetworkforlearntheinput/output
pattern presented.The back-propagation techniqueadjusts the neuralnetwork
weightsduringtraining.
Therotorspeedisgainedbyweightsandfourinputstotheneuralnetwork,that








if :전동기의 계자전류 [A]
J :관성모멘트 [Kg․m2]
Laa :전기자 자기인덕턴스 [H]









uf :전동기의 계자전압 [V]
V dc :직류링크전압 [V]




yi,yj,yk . :입력층,은닉층,출력층의 뉴런
wij .:입력층과 은닉층 사이의 연결가중치
wjk .:은닉층과 출력층 사이의 연결가중치
E . :신경회로망의 출력오차
△wij . :은닉층에 대한 가중치의 변화량
△wjk .. :출력층의 가중치 변화량
δj .. :은닉층에서의 오차신호
δk .. :출력층에서의 일반화된 오차신호
η . : 학습률
m .. :모멘텀 상수
ua(k),ua(k-1)..:전기자 전압 및 시간 지연항
ia(k),ia(k-1)..:전기자 전류 및 시간 지연항
wr(k) .. :전동기 수식 모델에서의 회전자속도
ω*r .. :지령 각속도 [rad/s]
ωr .. :전동기의 각속도 [rad/s]






직류전동기는 브러시와 정류자로 인하여 교류전동기에 비해 유지보수가 어려운
점이 있으나 속도 및 토크특성이 우수하여 빈번하게 변화하는 위치나 속도의 명령
에 대해서 충실하게 추종할 수 있는 장점을 가지고 있으므로 로봇이나 컨테이너
크레인 등의 정밀한 제어에 사용되고 있다.
직류전동기의 속도제어방식으로는 계자제어,저항제어 및 전기자전압제어[1-2]등
이 있는데 효율이 높고 광범위한 제어가 가능한 전기자전압제어법이 주로 사용된
다.또한,정밀한 속도제어를 위해서는 회전자의 속도정보가 필요한데 이를 위해서
타코제너레이터나 엔코더 등의 센서를 사용한다.그러나 속도제어를 위해 부착되는
센서는 온도나 노이즈에 민감하고 복잡한 제어회로를 요할 뿐 아니라 센서의 사용
으로 전동기의 비용이 상승하고 부피가 커지게 되는 단점이 있다.
이러한 이유로 1980년대 후반 이후 센서를 사용하지 않는 센스리스 속도제어방
식[3-6]에 관한 연구가 진행되었다.
본 논문에서는 신경회로망을 직류전동기의 센서리스 속도제어에 응용하였다.
1943년 McCuloch와 Pitts에 의해 연구되기 시작한 신경회로망[7-9]은 수학적으로 모
델을 구하기 어려운 비선형 시스템이라 할지라도 학습을 통해 연결가중치를 조절함으
로써 입․출력 특성을 묘사할 수 있으며,입력정보의 왜곡,잡음 등에 강인한 특성을
갖는다.또한 다수개의 입․출력으로 구성되어 다변수 시스템의 모델링이 쉬운 특성을
가지며,이러한 신경회로망의 특성들로 인하여 패턴인식,이미지처리와 음성인식 등에
관한 응용분야에 주로 적용되었으며,최근에는 비선형 동특성 시스템의 동정과 제어에
응용하기 위해 많이 연구되고 있다[10-13].
제안된 방식은 시뮬레이션에 의해 얻은 입․출력 데이터를 신경회로망의 입력패턴과
출력패턴으로 사용하여 역전파 학습 알고리즘[7-9]을 통해 학습함으로써 파라미터,부하
및 속도 변동에도 정확한 속도 추정이 가능한 최적의 연결강도를 구하여 속도추정기를
구성한다.직류 전동기는 전압 및 전류방정식에 의해 토크가 구해지며 이 토크를 이용
하여 회전자 속도정보를 얻을 수 있다[1-2][14].따라서 신경회로망의 입력패턴과 출력패
턴을 위한 데이터는 직류 전동기의 전압 및 전류와 회전자속도 상호간의 비선형 특성
에 착안하여 전압 및 전류를 입력으로,회전자속도를 출력으로 사용한다.
즉,전동기의 파라미터가 주어지면 시뮬레이션을 통해 전압,전류 및 회전자속도를
구하여 신경회로망의 입․출력 데이터로 사용하며,학습을 통하여 최적의 연결가중치
를 구한다.이 연결가중치와 신경회로망의 입력 데이터와의 연산에 의해 실제 회전자
속도를 추정한다.
신경회로망에 의한 방식은 복잡한 알고리즘을 사용하지 않고도 정확한 속도추정
이 가능하며,직류전동기의 문제점인 회전자 권선의 열에 의한 전동기의 성능 악화
및 속도제어의 어려움을 해소하여 운전조건에 따른 외란 등에도 강인한 제어특성
을 가질 뿐만 아니라 저속 운전시에도 우수한 속도응답 특성을 보이고자 한다.
2.직류전동기의 구동원리 및 특성
2.1직류 전동기의 구동원리
서보용 전동기는 큰 가속도에 의해서 기동하거나 정지하는 능력이 필요한데,이
를 위해서는 회전력이 크고 회전자의 관성모멘트가 작아야 한다.이런 조건을 만족
하는 것이 직류전동기이다.
Fig.2.1은 직류 전동기의 구동원리를 보여주고 있다.(a)에서는 자계에서 유효자속
방향과 직각으로 놓인 길이 l[m]의 도체에 전류 i[A]를 흘리면 플레밍의 왼손법칙에
의해 도체에는 힘 F [N]가 발생하여 회전하는 것을 나타내고 있다 . (c)는 정류자와 브러
쉬의 위치가 바뀜에 따라 도체에 흐르는 전류의 방향이 반대가 됨으로써 코일은 같은
방향으로 회전을 계속하게 된다 . 
계자는 자속을 발생시키기 위한 장치이며 직류 전동기에서는 고정자를 형성하고
있다.전기자는 회전력을 발생하는데 필요한 전류가 흐르는 구성체를 말한다.
2.2직류 전동기의 특성
직류전동기의 토크는 간략한 수식으로 나타낼 수 있기 때문에 서보 시스템의 설
계가 계통적이며 간단하다.
또한,직류전동기의 회전자는 슬롯형의 견고한 구조를 사용하고 있으며,회전자의
직경을 축소하여 관성 모멘트를 줄일 수 있어 큰 순시토크를 얻을 수 있다.직류전
동기의 문제점은 전기자 권선에 발생하는 줄열을 들 수 있다.이것은 코일 자체와
절연피막의 온도를 높이며,코일의 온도가 상승하면 단자에서 본 저항이 상승한





















직류전동기는 정확하고 손쉬운 회전 속도제어가 가능하며,기동특성이 우수하기
때문에 가․감속 및 역방향 회전이 용이하다.본 논문에서는 이러한 장점을 가진
타여자 직류 전동기를 사용하였다 .


















  일반적으로 전기자가 회전할 때 자속과 각속도의 곱에 비례하는 전압이 전기자에 유
도된다 . 이 유도된 전압은 전기자에 인가되는 전압과 반대방향이 되므로 이를 역기전
력이라 한다 . 그림 2.2의 등가회로에서 전기자의 전압방정식은 다음과 같이 나타낼 수
있다 .
        ua- ub= raia+ Laa
dia
dt                                  (2.1)
        단 , ub : 역기전력 (= ωrLafif)
  그림 2.2 회로에서 계자의 전압방정식은 다음과 같다 . 
         uf= rfif+ Lffdifdt                                        (2.2)
  식 (2.1)과 식 (2.2)를 이용하여 계자권선과 전기자권선의 전압방정식을 행렬 형태로 나
타내면 다음과 같다 .
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           단 , p는 미분연산자 ( = ddt ) 
  직류전동기에서 발생되는 토크는 상호인덕턴스 , 계자전류 및 전기자전류의 곱으로
표현되고 이를 식으로 표시하면 식 (2.4)와 같다 .
          Te= Lafifia                                            (2.4)
  식 (2.4)에서 계자전압을 일정하게 유지한다면 상호인덕턴스와 계자전류는 일정한 상
수 값이 되며 발생토크는 오직 전기자전류에 비례하여 발생할 것이다 . 
  그림 2.3은 직류전동기의 동역학적 모델을 나타낸다 . 회전자와 부하의 관성모멘트의
합이 J이고 , 베어링 손실을 포함한 전동기의 마찰계수가 Bm일 때 동역학적 수식은
다음과 같이 된다 . 
         Te= Jd
ωr
dt + Bm ωr+ Tl                               .(2.5)
           단 , Tl은 부하토크
직류 전동기의 동특성 모델을 나타내면 Fig2.3과 같다
  그림 2.3에서 마찰계수를 무시하면 전동기의 회전속도는 다음의 식으로 표현된다 .












제3장 신경회로망을 이용한 직류전동기의 속도추정
3.1신경회로망의 개요
신경회로망은 인간이나 동물들이 가지고 있는 생물학적인 뇌의 신경세포(Neuron)을
모델화하여 인공적으로 지능을 만드는 것이다.즉,인간의 뇌에 존재하는 생물학적 신
경세포와 이들의 연결관계를 단순화시켜 수학적으로 모델링하므로써 인간의 두뇌가 나
타내는 지능적 형태를 구하는 것이다.또한,병렬 시스템인 인간의 두뇌를 모델링하여
만든 인공적인 두뇌를 공학이나 기타 여러 분야에 적용시키려고 하는 것이 신경회로망
의 연구목적이다.
3.1.1신경회로망의 생물학적 구조
신경회로망의 구조를 알기 위해서는 반드시 인간의 뇌세포가 어떻게 이루어 졌는가
를 알아야한다.왜냐하면 신경회로망 연구는 기본적으로 인간의 두뇌 메카니즘을 구현
하는 것을 그 목표로 하고있기 때문이다.신경조직의 기본 구성요소는 신경세포 즉,뉴
런이다.
뉴런의 구성은 Fig.3.1과 같으며 뉴런은 생체속에서 정보처리를 위해 특별한 분화를
이룬 세포이다.그림에서 볼 수 있듯이 뉴런은 본체인 세포체(Soma)부분과 복잡하게
갈라진 수상돌기(Dendrite)라고 불리는 부분,그리고 본체에서 한 줄로만 뻗어 나와서
말단에서 다수로 갈라진 축색(Axon)이라고 불리는 부분의 세 가지로 나누어져 있다.
축색은 세포체 본체로 부터의 신호를 다른 뉴런에 전달하는 섬유(NerveFibers)이다.
수상돌기는 다른 뉴런으로부터의 신호를 받아들이는 부분이다.즉,다른 뉴런의 축색
의 말단이 여기에 연결되어 있다.이 연결 부분을 시냅스(Synapse)라 부른다.
뉴런은 다른 뉴런으로부터의 신호를 받아들이고,그것에 가중치(Weight)를 곱한 값
을 더하고,그 결과 발화하느냐,하지 않느냐를 결정한다.이것을 기본으로 뉴런의 수리
모델을 만들 수가 있다.이때 중요한 점은 두 가지가 있는 데 첫 번째는 선형 가산성
으로서 뉴런은 다른 뉴런으로부터의 신호에 가중치를 곱하고 더한다.두 번째는 비선
형 임계치 특성으로서 합계가 임계치를 넘지 않으면 아무 반응도 일어나지 않으며,넘










3.1.2신경 회로망의 구성요소와 동작특성
신경회로망에서 중요한 구성요소는 처리기(ProcessingElement)와 이들 상호간의 연
결(Interconnection)이다.뉴런의 인공적인 모델을 처리기 혹은 유니트(Unit)라고 한다.































한 처리기에 연결된 다른 처리기들로부터의 입력에 연결선의 가중치를 고려하여 더
한 후,그 결과를 적당한 활성함수(ActivationFunction)로 처리하여 연결된 다른 처리
기로 출력한다.
이를 구체적으로 설명하면 다음과 같다.하나의 처리기가 다른 처리기의 출력을 그






이 합을 활성함수에 적용시켜서 얻은 결과를 그 처리기의 출력으로 하여 이와 연결
되어 있는 다른 처리기로 보낸다.그 출력은 다음과 같다.
y= f(net+ θ) (3.2)
여기서,f:활성함수
θ:처리기의 고유 바이어스
식(3.2)는 뉴런의 입력과 각 입력에 대응하는 시냅스 가중치를 곱하여 합한 값 net에
함수관계 f를 적용한 값을 출력한다.
신경회로망에서 사용되는 활성함수는 Fig.3.3에 나타내었고,대표적으로 사용되는 활
성함수는 단극성 선형함수(Unipolarlinearfunction),양극성 선형함수(Bipolarlinear
function),양극성 계단함수(Bipolarstepfunction),단극성 시그모이드 함수(Unipolar
















Unipolar sigmoid function Bipolar sigmoid function
Fig.3.3Activationfunctionusedinneuralnetwork
3.1.3다층 신경회로망의 구조와 학습
인간의 뇌는 수많은 뉴런으로 서로 연결되어 있다.따라서 인간의 뇌와 유사한 인공
적인 신경회로망은 다층의 구조라고 할 수 있다.그리고 서로 연결된 뉴런에 의해서
더욱 좋은 기능을 발휘할 수 있다.뉴런을 층에 배열하는 것은 뇌의 일부분인 계층화
된 구조를 흉내낸 것이다.전형적인 다층 신경회로망은 Fig.3.4와 같다.
이 신경회로망은 x라는 입력벡터를 갖는 입력층과 y라는 출력벡터를 갖는 출력층
으로 이루어지며 입력층과 출력층 사이의 층을 은닉층(HiddenLayer)이라 한다.
yi,yj,yk는 입력층,은닉층 및 출력층들의 각 뉴런의 출력이며,입력층과 은닉층 사
이의 가중치를 wij,은닉층과 출력층 사이의 가중치를 wjk로 표기한다.모든 정보는
신경회로망의 가중치에 저장되며 학습과정 동안 가중치 wij,wjk의 성분은 계속적으로

















Input layer Hidden layer Output layer
Fig.3.4Structureofgeneralmultilayerneuralnetwork
신경회로망은 각 입력에 연결된 가중치를 조정함으로써 학습되는 데,이는 신경회로망
의 학습법칙을 이용하여 주어진 입력에 대해 올바른 출력을 내도록 연결가중치를 어떻
게 변화시킬 것인가를 결정하게 된다.
신경회로망의 학습 종류는 기준에 따라서 여러 가지로 분류될 수 있다.가장 일반적
인 것으로는 감독학습(Supervisedlearning)과 무감독 학습(Unsupervisedlearning)이
있다.[7-9]감독 학습은 학습 중 주어진 입력에 대하여 올바른 출력이 어떤 것이어야
하는지를 제공해 주는 학습법이다.즉,입력 패턴에 대한 신경회로망의 출력 패턴 형태
를 지시해 주는 목적 패턴을 갖는 것으로 입력 패턴과 목적 패턴의 쌍들로 이루어진
학습 패턴이 사용된다.
입력 패턴이 신경회로망에 주어지면 신경회로망의 출력 패턴이 구해지고,여기에 목
적 패턴이 간섭하여 출력 패턴과 목적패턴이 같아지도록 연결 가중치를 조절한다.이
런 과정을 반복하여 신경회로망은 주어진 입력 패턴에 대해 그것과 쌍을 이루는 목적
패턴을 출력한다.이 경우에 신경회로망은 자신의 출력이 올바른지를 판단할 수 있다.
감독 학습방법에는 헤브의 규칙,델타 규칙,오차 역전파(ErrorBack-propagation)
규칙 등이 있으며 무감독 학습방법에는 인스타 규칙,자기 조직지도 등이 있다.감독
학습방법 중 델타 학습법칙의 일종인 오차 역전파 규칙은 실제의 문제에 있어서 가장
널리 사용되는 학습법이다.델타 학습 법칙의 기본은 현재 주어진 연결가중치로 생성
되는 오차값을 구하여 이를 감소시키는 방향으로 연결가중치의 값을 조정하는 것으로
이 때 오차값의 계산을 위해 각 노드의 올바른 출력값을 제공해 주어야 한다.하지만,
간단한 ExclusiveOR문제도 해결하지 못하는 단점을 가진다.오차 역전파 규칙은 이
러한 문제를 해결하기 위한 방법의 일종으로 다층의 신경망을 학습시키는데 적합하다.
오차 역전파 규칙은 일반화된 델타 규칙이라고도 불리우며 1986년 룸멜하트(DavidE
Rumelhart)에 의해 만들어진 학습 규칙으로 오늘날 가장 유명해진 신경회로망 학습규
칙 중 하나다.
오차 역전파 학습 알고리즘의 원리는 먼저 입력층에서의 신경회로망 입력 xi를 은
닉층으로 보낸다. 그리고,은닉층의 뉴런들은 각각의 입력층으로부터 입력된 값과 가
중치들의 곱을 합산함과 동시에 활성함수를 통해 연산된 결과를 출력층으로 보낸다.
출력층은 은닉층과 같은 뉴런 연산을 행하여 출력한다.이때 신경회로망의 출력값과
원하는 목표값과의 오차를 구한다.이 오차를 최소화 하기 위해 각 층에 있는 가중치
의 오차 벡터항을 편미분하여 가중치를 조정한다.즉,출력층의 출력과 원하는 목표값
의 오차를 연산한 후 출력층에서 은닉층으로,은닉층에서 입력층으로 역전파하여 가중
치를 조정한다.
Fig.3.5는 오차 역전파 알고리즘의 순서도이다.
지금까지 설명했듯이 오차 역전파 알고리즘은 오차 신호를 계산하고 신경회로망의
가중치들을 조정하기 위해서 바라는 응답값이 필요하다.
이러한 초기의 학습 후에 신경회로망은 학습에 사용되지 않은 새로운 데이터의 집합
을 입력할 수 있다.
학습된 데이터의 집합이 아닌 다른 데이터에서도 정확하게 응답하는 것을 일반화 능
력이라 한다.그리고,이것은 곧 신경회로망의 신뢰도를 가리킨다.학습과 신경회로망
의 성능을 검사한 후에 신경회로망은 패턴 분류기,미지의 비선형 함수 및 복잡한 처
리를 모델화하는데 사용될 수 있다.
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오차 역전파 알고리즘의 학습 요소로는 초기 가중치,누적가중치 조정과 증분의 갱
신,활성함수의 기울기 및 학습률 등을 들 수 있다.신경회로망을 학습시킬 때 초기 가
중치는 작은 무작위 값으로 설정하는 것이 일반적이다.그러나,초기 가중치가 최종 출
력에 크게 영향을 미칠 수가 있는 데 즉,초기 가중치가 지역 최소점에 빠졌다면 가
중치가 고정된 값에서 머물게 되므로 다른 지점에서 학습을 다시 시작해야 한다.
3.1.4모멘텀(momentum)과 바이어스(bias)
모멘텀은 신경망의 연결 가중치 조정에 관성을 줌으로써 학습 시간을 단축하고 학습
성능의 향상을 위해 고안된 것이다.모멘텀은 현재의 연결가중치와 그 이전 연결가중
치의 차이에 의해 계산된다.현재의 연결 가중치를 wij(new)로 나타내고 그 이전의 연
결가중치를 wij(old)이라 한다면 현재의 모멘텀 △wij는 다음과 같이 표현된다.
△wij= wij(new)- wij(old) .(3.3)
따라서,모멘텀을 구하기 위해서는 이전의 연결가중치를 저장하고 있어야 한다.모멘
텀은 연결가중치 변화에 관성을 줌으로써 연결가중치가 아주 얕은 지역인 극에 빠지는
것을 어느 정도 해결해 줄 수 있으며 신경망의 학습속도를 다소 향상시킬 수 있다.
바이어스는 신경 세포의 활성에 참여할 뿐만 아니라 다른 연결가중치들과 마찬가지
로 학습에 의해 조절된다.
4.신경회로망을 이용한 직류 전동기 속도추정
4.1신경회로망 입․출력 패턴
속도추정을 위한 신경회로망의 입․출력 데이터는 실제전동기 대신 수식 모델로
부터 얻어지며,식(2.3)～식(2.6)으로 부터 구할 수 있다.
신경회로망의 입력은 전압,전류 성분과 시간지연항인 ua(k),ua(k-1),ia(k),ia(k-1)
들을 사용하였으며,출력은 식(2-6)에 의해 구한 회전자 각속도 ωr(k)를 이용하였다.
4.2신경회로망에 의한 속도 추정기
신경회로망의 은닉층 개수와 노드수는 수차례에 걸친 시행착오를 통하여 16개의 노
드를 갖는 1개의 은닉층으로 구성하였고 은닉층의 활성함수는 Tansigmoid함수를 사
용하였으며,출력층에는 선형함수를 사용하였다.
은닉층 활성함수로 사용하는 Tansigmoid함수를 수식으로 표현하면 다음과 같다.
f(x)= 21+ e- 2x - 1 .(4.1)
Fig.4.1은 신경회로망에 의한 속도추정기의 구조이다.
신경회로망의 추정속도 ωnr은 직류전동기 수식모델의 회전자 속도 ωr과 비교하여
오차가 발생하면 결국 연결강도가 부정확한 것이므로 신경회로망에 그 오차를 역
전파하여 학습시킴으로써 오차를 최소화하려는 학습알고리즘이 필요하다.오차는
출력층에서 은닉층으로,은닉층에서 입력층으로 역전파되어 오차에 따른 강도 변화
량에 의해 연결강도가 조정된다.






























Fig.4.3은 속도추정기 구성을 위해 신경회로망의 목적패턴 데이터로 사용된 직류 전
동기 수식 모델의 속도파형이며,부하(1[N․m])를 인가한 상태이다.
Fig.4.3 SpeedresponsesofDCmodel
다음 수식들은 신경회로망의 출력을 구하는 과정을 수식으로 표현한 것이다.




netk= ∑k(wjkyj+ bk) (4.6)
yk= f(netk) .(4.7)




학습은 이 오차를 최소화하는 방향으로 학습하여 강도를 조정하는 것이므로 경사
하강법에 따라 출력층에 요구되는 연결강도 변화량은 다음과 같이 나타낸다.
Δωjk= - α ∂E∂ωjk, α>0 (4.9)
그리고 일반화된 오차신호 δ k를 다음과 같이 정의한다.
δ k=- ∂E∂netk (4.10)
















∂ωjk = yj .(4.12)
그러므로 출력층의 연결강도 변화량은 다음과 같이 구하여 진다.
Δwjk= αδkyj (4.13)
신경회로망의 출력인 추정속도 ωnr을 연쇄법칙에 적용하여 δ k를 다음 식과











그리고 식(4-7)을 이용하여 다음 식을 구할 수 있다.
∂ωnr
∂netk=f'(netk) .(4.16)
본 논문에서 사용한 활성함수는 다음 식(4-17)과 같으며,이 식을 미분하여
x= netk를 대입하면 식(4.18)이 된다.
f(x)= 21+ e-2x-1 .(4.17)
f'(netk)=(1+f(netk))(1-f(netk)) (4.18)
활성함수의 출력 f(netk)는 결국 신경회로망의 출력층의 출력인 추정속도 ωnr이므
로 대치하면 아래 식과 같다.
∂ωnr
∂netk=(1+
ω nr)(1- ω nr) .(4.19)
그러므로 δk는 다음 식(4.20)과 같이 나타낼 수 있다.
δk=(ωr- ωnr)(1+ωnr)(1- ωnr) .(4.20)
은닉층의 오차신호 δj도 출력층의 오차신호 δk 와 같은 방법으로 구하여진다.따
라서,각 층 사이의 연결강도 변화량은 다음과 같이 조정된다.
Δwjk(k+1)= Δwjk+ αδkyj .(4.21)
Δwij(k+1)= Δwij+ αδjyi .(4.22)
연결강도는 식(4.21)및 식(4.22)에 의해 조정되며 이는 실제속도 ωr과 추정속도 ωnr
의 오차가 최소화될 때까지 반복된다.
이러한 학습을 통하여 구하여진 최적의 연결강도를 이용하여 직류전동기 회전자
속도를 다음식(4.23)과 같이 추정한다.
ωnr= [Fj(Xiwij+Bj)]wjk+Bk .(4.23)
여기서,i는 입력층의 노드수,4
. j는 은닉층의 노드수,16
‘ k는 출력층의 노드수,1
. Fj는 은닉층의 활성함수
.. Bj는 은닉층 바이어스
.. Bk는 출력층 바이어스
wij는 입력층과 은닉층 사이의 연결강도
. wjk는 은닉층과 출력층사이의 연결강도
Fig.4.4는 학습을 통하여 구하여진 연결가중치에 의해 출력된 추정 속도파형을 보여
주고 있다.
Fig.4.4Speedresponsesofneuralnetworkestimator



























본 논문에서 제안한 신경회로망을 이용한 직류 전동기의 센서리스 속도제어 알고리
즘의 검증을 위해 실험에 앞서 컴퓨터 시뮬레이션을 행하였다.시뮬레이션 및 실험에
사용한 직류 전동기의 파라미터 및 시스템 정수는 Table1과 같다.
정격출력 0.5[kW] Ra 2.9[Ω]
정격전압 110[V] Rf 360[Ω]
정격속도 2000[rpm] Lff 120[H]
극 수 2 Laa 0.02[H]
J 0.01[kg․m2] Laf 2.3[H]
Table1ParametersofDCmotorusedforexperiment
Fig.5.1,Fig.5.2는 0→100[rpm],0→200[rpm]의 계단속도지령을 가했을 경우의 속도
를 나타내고 있으며,중․저속에서의 속도응답 특성이 양호함을 확인할 수 있다.
Fig.5.3,Fig.5.4는 0→300[rpm],0→500[rpm]의 계단속도지령을 가했을 경우의 속도
를 나타내고 있으며,중․고속에서의 속도응답 특성이 우수함을 볼 수 있다.
Fig.5.5,Fig.5.6는 100[rpm],300[rpm]의 속도로 구동중 1[N․m]의 부하인가시의 속
도응답특성을 나타내고 있으며 부하운전시에도 속도응답의 속응성이 뛰어남을 알 수
있다.
또한,Fig.5.7는 200[rpm]의 속도로 구동중 200[rpm]→ -200[rpm]의 반전속도지령
을 가했을 경우의 응답을 도시한다.역전 지령시에도 속도응답의 속응성이 뛰어남을
알 수 있다.

































































































































  본 논문의 속도제어시스템의 전체 구성도를 Fig6.1에 도시한다 . 시스템을 구현하기
위한 하드웨어의 구성은 세부적으로 마이크로프로세서 시스템 , 전기자전류 및 직류링
크전압 검출회로 , 게이트 구동회로 , 전력회로로 나누어진다[15]. 또한 , 제어성능의 확인을
위해 제어회로와는 별도로 속도검출회로가 사용되어 진다 . 
  마이크로프로세서 시스템은 80586마이크로프로세서가 장착된 IBM PC를 사용하였
고 PCL818카드를 이용하여 데이터를 처리하였다.
직류링크전압의 샘플링은 전압검출기 LEM LV25-P및 저항을 사용하여 0[V]～5[V]
범위의 전압으로 변환시켜 A/D컨버터를 통해 검출하였다.
쵸퍼 스위칭을 위한 최종적인 신호발생회로인 게이트 구동회로는 쵸퍼를 구성하는
스위칭 소자인 IGBT를 구동시키기 위하여 마이크로프로세서에서 발생된 TTL레벨의
신호를 게이트 신호의 레벨로 증폭시켜주는 회로이다.이러한 게이트 구동회로는 개별
소자로 직접 제작하여 사용할 수도 있지만,본 실험장치를 위해서는 상용으로 만들어
진 게이트 구동용 전용 IC인 TF1205를 사용하였다.
  전력회로의 구성은 정류부와 쵸퍼부 , 그리고 제어장치의 전원공급부로 나누어진다 . 
정류부는 브리지 정류기와 평활용 콘덴서로 이루어지며 전원 오프시에 콘덴서에 남아
있는 고압충전전압은 전자접촉기에 의해 저항을 통하여 방전되도록 하였다 . 쵸퍼부는
IGBT모듈을 사용하여 구성하였는데 다른 소자에 비해 고속의 스위칭 동작이 가능하므
로 제어신호에 대한 응답속도가 빠르다.
  속도제어 실험의 검증을 위하여 속도검출회로를 구성하였다.본 실험에서는 출력펄
스간의 시간간격을 측정함으로써 속도를 계산하는 T방식을 적용하였고 360[pulses/rev]
의 엔코더를 사용하였다.엔코더 펄스간의 시간간격은 펄스 한 주기 동안 발생하는
1[MHz]발진기의 클럭을 계수하여 환산하였다.
Fig.6.1은 본 논문의 전체 하드웨어 블록도를 나타낸 것이다.또한,Fig.6.2는 제어
부로써 80586마이크로프로세서,PCL-818Card를 이용한 카운터 및 A/D 변환부를 나
타내며,Fig.6.3은 전력변환부로써 정류장치,초퍼,게이트 구동회로 등으로 구성되어






















Fig.6.5,Fig.6.6는 각각 0→100[rpm],0→200[rpm]의 계단속도지령을 가했을 경
우의 속도파형이며,저속에서 응답특성이 양호함을 볼수 있다.
Fig.6.7,Fig.6.8은 0→500[rpm],0→1000[rpm]의 계단속도지령을 가했을 경우
속도 파형을 나타내고 있으며 중․고속에서도 속도응답이 우수함을 보여주고 있다.
Fig.6.9,Fig.6.10은 각각 100[rpm]과 300[rpm]의 속도로 구동중 1[N․m]의 부하인가시에
속도응답 특성이며 부하 운전시에도 속도응답의 속응성이 뛰어남을 볼 수 있다.
Fig.6.11은 0→200[rpm]으로 구동중 200[rpm]→-200[rpm]의 반전속도 지령을
가했을 경우 응답이며 속도응답이 양호함을 볼 수 있다.



























































































































본 논문에서는 산업현장 전반에서 널리 사용되고 있는 직류 전동기의 센서리스 속도
제어에 관하여 연구하였으며,기존의 센서리스 속도제어 방식의 문제점인 저속에서의
동특성 저하와 파라미터 의존성을 보완하고자 신경회로망을 이용하여 속도추정기를 구
성하였다.
이 방식은 직류 전동기 모델의 수치 시뮬레이션을 통해 미리 얻어진 전압,전류 및
회전자속도 정보를 신경회로망의 입․출력 데이터로 사용하여 학습 알고리즘을 통해
연결가중치를 구한 후,전동기 전압,전류값과의 연산에 의해 속도를 추정한다.
본 논문의 연구결과를 요약하면 다음과 같다.
1)신경회로망을 이용하여 직류전동기의 속도 추정을 하였다.제안된 방식은 직
류 전동기 수식 모델에서 얻어진 전압․전류 및 회전자 속도를 신경회로망의
학습을 위한 입․출력 데이터로 사용하였으며,학습 후 얻어진 연결가중치를
이용하여 전동기 회전자 속도를 추정하였다.
2)기존의 속도추정 방식이 가지는 복잡성과 파라미터 의존성의 개선에 관심을
두고 연구하였다.
3)컴퓨터 시뮬레이션과 실제 실험을 통해 속도지령에 대한 추종성이 양호함을 확
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