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Abstract 
Excimers play a key role in a variety of excited-state processes, such as exciton trapping, 
fluorescence quenching, and singlet-fission. The dynamics of benzene excimer formation 
in the first 2 ps after S1 excitation from the parallel-displaced geometry of the benzene 
dimer is reported here. It was simulated via nonadiabatic surface-hopping dynamics using 
the second-order algebraic diagrammatic construction (ADC(2)). After excitation, the 
benzene rings take ~0.5-1.0 ps to approach each other in a parallel-stacked structure of 
the S1 minimum and stay in the excimer region for ~0.1-0.4 ps before leaving due to 
excess vibrational energy. The S1-S2 gap widens considerably while the rings visit the 
excimer region in the potential energy surface. Our work provides detailed insight into 
correlations between nuclear and electronic structure in the excimer and shows that 
decreased ring distance goes along with enhanced charge transfer and that fast exciton 
transfer happens between the rings, leading to the equal probability of finding the exciton 
in each ring after around 1.0 ps. 
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TOC Figure 
 
Charge transfer, exciton localization and time scales in benzene excimer formation after 
a S0 – S1 transition from the parallel-displaced structure were characterized by surface-
hopping dynamics. 
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1 Introduction 
Excimers are bound excited dimers without a bound ground state.1, 2 Excimers and 
exciplexes (a heterodimer excimer) are important excited-state species involved in a 
number of photochemical and photophysical processes. They play crucial roles in 
optoelectronic properties of organic materials, underlying diverse phenomena such as 
fluorescence quenching3 and singlet-fission4-7 in aggregated systems, photorelaxation of 
nucleic acids,8, 9 and charge/energy diffusion in organic photovoltaic materials.10-12 The 
excimer bonding is usually rationalized as originating from two types of interactions, 
namely, exciton resonance and charge resonance.2 The benzene excimer—the focus of 
the present work—is usually considered to have some degree of charge resonance 
interaction, but the precise proportion of the contributions is not yet established.13-15 
The benzene dimer (Figure 1) is a prototypical system for the study of excimers, 
for which there is an abundance of both theoretical and experimental data.16-40 The two 
lowest-energy minima in the S0 potential energy surface (PES) of the benzene dimer were 
previously established as a T-shaped asymmetric top and a parallel-displaced geometry. 
High-level calculations based on basis set extrapolation and explicitly correlated (F12) 
methods41 show that the T-shaped and parallel displaced structures are almost 
isoenergetic with the former structure slightly more stable28, 36-40. It has been shown, 
however, that the T-shaped structure is only a saddle point and that the a tilted T-shaped 
structure is the minimum34, 36. 
 
Figure 1. Parallel-displaced (A), T-shaped (B), and parallel-stacked (C) 
configurations of the benzene dimer. 
The precise nature of the mechanism of formation of the S1 benzene excimer is 
also a matter of debate. It is generally agreed based on both theoretical and experimental 
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data that the S1 excimer has a parallel-stacked structure.14, 18, 42, 43 Direct formation of the 
excimer from the S0→S1 excitation has been contested by Shinohara and Nishi based on 
the lifetime of the resulting dimer and the lack of broadening in the fluorescence 
excitation spectrum.22 The same authors proposed that a barrier in S1 between the T-
shaped complex and the parallel-stacked structure prohibits the formation of the excimer 
via this path, and rather, that the excimer is formed via the S0→S2 transition, followed by 
internal conversion to S1.22 These results have been questioned by the evidence that the 
S2 undergoes ultrafast internal conversion (~40fs) to  S1.44 Other works propose that the 
S0→S1 excitation of the T-shaped structure can lead to the excimer via tunneling.14 More 
recently, it has been argued that resonance fluorescence experiments are biased towards 
detecting T-shaped structures due to differences in oscillator strengths between those 
structures and parallel-stacked structures.17 Excimer formation in liquid benzene has been 
shown to happen quickly due to an abundance of close-to-parallel benzene pairs.23 
The goal of this work is to characterize the full-dimensional nonadiabatic 
dynamics45 of ultrafast excimer formation in a prototypical system for aromatic 
interactions, the benzene dimer in the gas phase. We started from a parallel-displaced 
ground-state structure since this structure shows higher stability over the T shaped types 
in larger stacked acene dimers.46, 47 Moreover, aromatic rings in polymer structures will 
often exist close to parallel-oriented configurations3 due to π-π interactions, and excimer 
formation starting from these structures have been much less studied. The benzene dimer 
is investigated as a minimal model for aromatic stacking, and the quantitative analysis of 
its full-dimensional ultrafast nonadiabatic dynamics, using several transition density 
descriptors, allows the characterization of the excimer regarding its time evolution, 
density distribution, and dependence on geometric parameters. The study is carried out 
by promoting a S0→S1 transition, the most direct channel for the S1 excimer formation. 
The S0→S1 channel is experimentally accessible14, 15 and presents an added advantage for 
the simulations, since it minimizes the probability of excess vibrational energy at S1 
leading to monomer separation. 
Naturally, the behavior of excimers can be quite different between aggregate and 
isolated systems. In a condensed phase, the mobility of monomers will be severely 
hindered, and even internal rotations can be impeded by other molecules. Moreover, the 
presence of many additional degrees of freedom allows faster redistribution of excess 
energy from the excitation. Nevertheless, the full-dimensional characterization of the 
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basic mechanisms of excimer formation and evolution in an archetypal model like 
benzene dimer in the gas phase is of fundamental importance for providing vibronic 
information clean from noisy solvent and environmental effects.  
2 Computational details 
All electronic structure calculations were carried out using the resolution-of-the-identity 
(RI) algebraic diagrammatic construction to the second order (ADC(2))48, 49 with the cc-
pVDZ basis set.50 The ADC(2) calculations were done with the TURBOMOLE 7.0 
program system.51 The D2h symmetry was used for the parallel-ring (Figure 1c) surface 
scans, with the benzene rings parallel to the xy-plane and two of the diametrically opposed 
carbon atoms located in the y-axis. 
The NEWTON-X package52, 53 was used for the surface-hopping dynamics45 after an 
S0→S1 transition. 120 trajectories with time steps of 0.5 fs were followed for 2000 fs, 
with the first six excited states included. Nonadiabatic events between excited states were 
accounted for via decoherence-corrected (0.1 Hartree)54 fewest-switches55 surface 
hopping, using the local diabatization approximation.56-60 Starting from the parallel-
displaced S0 minimum of the benzene dimer in the gas phase, the initial conditions for the 
trajectories were sampled from a quantum-harmonic-oscillator Wigner distribution for 
the nuclei.61 
To characterize the excitonic and charge transfer processes, the program 
TheoDORE62-66 was used for a transition density-matrix analysis and to generate the 
natural transition orbitals67 (NTOs).  
Consider the transition matrix element for a transition from the ground state to the 
nth excited state in a system containing two or more fragments, expressed in a localized 
orbital basis: 
𝐷𝐷𝑎𝑎𝑎𝑎
0𝑛𝑛 = �0�ℰ̂𝑎𝑎𝑎𝑎�𝑛𝑛�        (1) 
Where ℰ̂𝑎𝑎𝑎𝑎 is the excitation operator and a and b are orbital indexes. The charge-transfer 
number  Ω𝐴𝐴𝐴𝐴𝑛𝑛  for that excitation can be defined as: 
Ω𝐴𝐴𝐴𝐴
𝑛𝑛 = 1
2
∑ ∑ �(𝑫𝑫𝟎𝟎𝟎𝟎𝑺𝑺)𝜇𝜇𝜇𝜇(𝑺𝑺𝑫𝑫𝟎𝟎𝟎𝟎)𝜇𝜇𝜇𝜇 + 𝐷𝐷𝜇𝜇𝜇𝜇0𝑛𝑛(𝑺𝑺𝑫𝑫𝟎𝟎𝟎𝟎𝑺𝑺)𝜇𝜇𝜇𝜇�𝜇𝜇𝜈𝜈𝐴𝐴𝜇𝜇𝜈𝜈𝐴𝐴   (2) 
Where S is the orbital overlap matrix and A and B are fragments of the system. This 
number represents the contribution of charge transfer from fragment A to fragment B (for 
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A ≠ B), and the contribution of same-fragment excitations (for A = B). The total CT 
character for a system with multiple fragments is given by: 
𝐶𝐶𝐶𝐶 = 1
Ω𝑛𝑛
∑ ∑ Ω𝐴𝐴𝐴𝐴
𝑛𝑛
𝐴𝐴≠𝐴𝐴𝐴𝐴        (3) 
with Ωn standing for the total sum of the charge transfer numbers for all pairs A and B. It 
is also possible to estimate the average position (POS) of the excitation:  
𝑃𝑃𝑃𝑃𝑃𝑃 = ∑ 𝐴𝐴�∑ Ω𝐴𝐴𝐴𝐴𝑛𝑛 +𝐴𝐴 Ω𝐴𝐴𝐴𝐴𝑛𝑛 �𝐴𝐴
2Ω𝑛𝑛
       (4) 
 
In the two-fragment case (such as the benzene dimer), POS will assume values between 
one and two, which are the numbers associated with each fragment. In this way, POS=1 
or POS=2 mean that the transition is completely localized in each one of the rings, while 
intermediary values imply a delocalized transition. The ring where the exciton starts in 
each trajectory was always chosen to be “fragment A”. This was accomplished by 
substituting the POS descriptor of trajectories that start with POS > 1.5 with an alternative 
POS´ = 3 – POS, ensuring that in all cases the descriptor starts with values smaller than 
1.5.  To smooth out the POS curves, we have used the median of the 5 nearest data points 
for each point plotted in POS graphs. 
3 Results and Discussion 
3.1 Static characterization 
We start by characterizing the excited-state surfaces along the direct ring-approach 
coordinates for the parallel-stacked (Figure 1c) configuration. Scans along this coordinate 
were calculated for six states (Figure 2), showing good agreement with the results of 
Krylov et al.18 The CT descriptor (Figure 3) along the scan for the first six states shows 
that charge transfer occurs for all four states showing energy minima ( 1 1B3g, 1 1B2g and 
2 1B2g/2 1B3g), reaching a peak of 0.5 e in all of these states. This corresponds to a 50/50 
mixture of local and CT character. Considering also the symmetry of the system, the 
excimer wavefunction can, thus, be written in the form 
Ψ = 1
2
(𝐴𝐴𝐵𝐵∗  + 𝐴𝐴∗𝐵𝐵 + 𝐴𝐴+𝐵𝐵− + 𝐴𝐴−𝐵𝐵+)     (5) 
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In other words, the excimer wavefunction is in this case an even mixture of the two local 
excitations (𝐴𝐴𝐵𝐵∗,  𝐴𝐴∗𝐵𝐵) and the two CT configurations (𝐴𝐴+𝐵𝐵−,𝐴𝐴−𝐵𝐵+). It is also evident 
that in the first excited state (1B3g), CT falls off very rapidly for distances above 2.5 Å. 
The 1 1B2u state is dissociative and does not present the same pattern, with CT always 
near zero. This difference between the bound and dissociative states suggests that CT is 
an essential ingredient for excimer formation in benzene.  
 
 
Figure 2. PES scans of the first six benzene dimer singlet excited states along the 
interring distance computed at the RI-ADC(2)/cc-pVDZ level. The reference energy is 
the ground-state energy for the rings at the largest calculated separation.  
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Figure 3. CT descriptor along the PES scans of the first six benzene dimer singlet 
excited states along the interring distance computed at the RI-ADC(2)/cc-pVDZ level. 
Significant differences can be observed between the benzene-dimer excitation 
energies for the parallel-displaced S0 and parallel-stacked S1 minimum geometries (Table 
1). In the S0 geometry of the parallel-displaced structure, the distance between the parallel 
planes containing the benzene rings is ~3.5 Å. At this geometry, the first six excited states 
can be thought of as three pairs of almost-degenerate π-π* states. This is equally true for 
the parallel-stacked geometry at large ring separations (>5.5 Å). Bringing the rings closer 
to the parallel-stacked equilibrium geometry (~3.0Å) leads to a reduction of excitation 
energies for all states considered, along with a significant energy separation between two 
of the pairs of states. All these states present nearly zero (<0.001) oscillator strength 
values in all considererd geometries, with the exception of the S3 state at the parallel 
displaced geometry, which has an oscillator strength of 0.003  (Table 1).  Populating them 
should be strongly dependent on processes such as vibronic coupling. The S1 transition 
energy at the parallel-displaced structure is 1.03 eV larger than the S1 transition energy at 
the parallel-stacked geometry. This can be taken as a rough estimation of the excess 
vibrational energy when the dimer is subjected to an excitation from the parallel-displaced 
equilibrium geometry. 
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Table 1. Excitation energies (eV) and oscillator strengths for the first six singlet 
excited states of the benzene dimer in the parallel-displaced and parallel-stacked (at the 
S1 minimum and at the separation limit) structures. 
 Parallel-displaced Parallel-stacked Parallel-stacked 
(3.5 Å) (3.0 Å) (5.5 Å) 
State Excitation 
energy 
(eV) 
Oscillator 
strength 
Excitation 
energy 
(eV) 
Oscillator 
strength 
Excitation 
energy 
(eV) 
Oscillator 
strength 
S1 5.00 0.000 3.97 0.000 4.85 0.000 
S2 5.00 0.000 4.83 0.000 4.86 0.000 
S3 6.48 0.003 5.08 0.000 6.40 0.000 
S4 6.51 0.000 5.50 0.000 6.41 0.000 
S5 7.30 0.000 5.50 0.000 7.42 0.000 
S6 7.46 0.000 7.27 0.000 7.42 0.000 
 
3.2 Non-adiabatic Dynamics 
The dynamics starts at S1 and mainly occurs between S1 and S2, without ever reaching the 
small S0-S1 gap regions. In very few cases, hopping to S3 occurs, but the system never 
remains there for more than a few fs. Nineteen out of 120 trajectories ended prematurely 
due to energy convergence issues. These problems usually have to do with the system 
acquiring highly distorted geometries, which are not properly described at the present 
level of theory. Nevertheless, these trajectories offer information about the early stages 
of the dynamics and have not been discarded from the analysis. 
The benzene rings, on average, quickly approach the parallel-stacked excimer 
minimum (Figure 4), but the excimer never stabilizes due to an excess of vibrational 
energy. This contrasts with the recently reported pyrene dimer dynamics,68 where the 
fragments oscillate around the minimum with decreasing amplitude of motion as 
vibrational energy is redistributed among the modes.  
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Figure 4. Distance between centers-of-mass of the two fragments along all 
trajectories. The black line displays the average distance taken from all trajectories. 
The 2.0 ps trajectories can be separated into three types, regarding the dimer 
structure at the end of the dynamics: ~51% of all trajectories end with the rings at a 
parallel or near-parallel geometry with ring distances ranging from 2.9-4.0 Å; ~40% end 
with the rings far apart, side-by-side or in L-shaped structures, where the rings probably 
interact minimally; ~9% of the trajectories end in a T-shaped or skewed T-shaped dimer 
structure. The change from the parallel dimer to the T-shaped structure involves S1-S2 gap 
oscillations akin to those that appear in the parallel dimer formation, which are discussed 
later in Figure 10. The CT index remains below 0.03 during ring rotation in all such 
trajectories, indicating that the charge-transfer character is negligible. The S1 and S2 
adiabatic populations of the ensemble oscillate considerably in the first 450fs, while the 
system leaves the Franck-Condon region, and then stabilizes at around 0.87 (S1) and  0.13 
(S2). As the dynamics approaches its end, the populations appear to slowly grow farther 
apart, but larger simulation times would be needed to confirm this trend (Figure 5). 
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Figure 5. Adiabatic populations of the S1 and S2 states for the ensemble of 
trajectories. 
The information of CT variation along the trajectories and its correlation with the 
proximity of the ring structures to the parallel-stacked minimum, which is associated with 
the excimer, is an important one, albeit not so straightforward to present in a compact 
way. To do this, we established that the rings should be considered “near” (as in “near the 
excimer region”) when their centers of mass are at a distance smaller or equal to the 
distance at the minimum in the S1 PES (3.0 Å) and “far” otherwise. This choice has been 
adopted to count fewer structures where the centers of mass are close, but the rings are 
not close to a parallel-stacked geometry. The CT values were averaged for all trajectories, 
along their whole duration, and compared with a similar separate average for “near” and 
“far” timespans. The maximum CT values for each “near” and “far” timespan were also 
collected, and then averaged over all trajectories. These data are presented in Table 2. 
Table 2. Average CT and average maximum CT for the benzene dimer in 
configurations near (< 3.0 Å) and far (>3.0 Å) to the excimer minimum structure based 
on center-of-mass (c.o.m.) distance. 
 
c.o.m.  
distance (Å) Avg. CT (e) Avg. CTmax (e) 
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< 3.0  0.10 0.20 
> 3.0  0.01 0.07 
 
Average CT increases 10-fold for configurations where the rings are near each 
other in comparison to configurations with the rings far from each other. The average 
maximum CT attained at “near” configurations is approximately three times larger than 
at “far” configurations, evidencing the relevance of partial charge transfer character in 
excimer formation in the S1 state. Figure 6 further illustrates this relationship by showing 
the center of mass and the CT descriptor along a representative trajectory. Again, 
increases in CT correlate with the rings close approach, further implying the importance 
of some degree of charge-transfer character for the benzene excimer. 
 
Figure 6. Correlation between benzene ring approach in the excited state and 
increase in CT character for one representative trajectory. Shaded areas correspond to 
timeframes where the fragments are at 3.0 Å distance or less.  
The identification of the ring approach along the trajectories in this manner also 
allows the estimation of times scales regarding the dynamics of excimer formation. More 
than 67% of the visits to the “near” region start before the 1 ps mark, most of them 
between 0.5 and 1.0ps, and as the dynamics evolves, the region is less visited (Figure 7); 
this is a small fraction of the 18 ps obtained by Miyazaki and Fujii21 in gas-phase 
experiments where the T-shaped dimer structures are assumed to be dominant in S0. It is 
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reasonable to conclude that this large difference is attributable to the time it takes for the 
benzene rings to rearrange from the T-shaped structure towards the parallel structure. 
Approximately 80% of each of these visits lasts no more than 400 fs (Figure 8); 
this rather small time is probably related to excess vibrational energy from the S0→S1 
excitation. This means that an isolated dimer excited from a parallel-displaced geometry 
might not stay in the excimer potential well long enough for it to be detected, though this 
does not exclude its formation by this process in aggregated systems. 
The use of the Wigner distribution for obtaining initial conditions for classical 
nuclear dynamics simulations can lead to zero-point energy (ZPE) leakage from higher 
frequency vibrational modes to lower frequency ones69-72. Since most of the kinetic 
energy is concentrated in the high-frequency modes of the hydrogen atoms, it is possible 
to get an estimate on how impactful the leakage is by following the ratio between the 
kinetic energy of hydrogen atoms at time t and the kinetic energy of hydrogen atoms at 
time zero, both computed in the excited state and averaged over all trajectories. Figure S1 
(Supporting Information) shows the evolution of this average ratio. From this figure, one 
can see that the H-atom kinetic energy reduces about 15% during the dynamics, which 
seems to indicate some ZPE leakage. This overall analysis, however, does not account 
for the distribution of the leaked kinetic energy over the different modes. Due to the larger 
vibrational couplings, intramolecular modes should absorb most of this energy overflow. 
Therefore, our excimer dynamics, which mostly depends on the weakly-coupled 
intermolecular modes, should be only slightly affected. 
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Figure 7. Fraction of trajectories where fragments approach the “near” region 
(distances smaller than 3.0 Å) in each 250 fs time slice, obtained by counting the number 
of times such an approach starts at each time slice in all trajectories. Re-entering the 
“near” region is counted as an independent event. 
 
Figure 8. Frequency of the different durations of fragments in the “near” regions in 
all trajectories.  
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The localization of the exciton during the dynamics was accompanied by 
following the POS descriptor along the trajectories. As described in the Computational 
Details, the benzene ring where the exciton is initially localized is taken conventionally 
as fragment A. The frequencies with which the exciton was primarily localized in A (1.0 
≤ POS < 1.33), in B (1.66 < POS ≤ 2.00) or delocalized between the two rings (1.33 < 
POS < 1.66) are collected in time slices of 250 fs in Figure 9. As the dynamics evolves, 
the exciton tends to distribute between the two rings with approximately the same 
probability, around 45%. The probability of finding a delocalized exciton at 2 ps is less 
than 10%. The results suggest that the incoherent exciton evolution, here simulated by 
independent surface hopping trajectories, quickly erases the dynamics memory, and at 
around 1 ps it is not possible to pinpoint the original exciton source anymore. 
 
Figure 9. Probability of finding localized and delocalized excitons as a function of 
time. 
The analysis of a representative trajectory displaying many of the typical features 
of the benzene dimer excited state dynamics is summarized in Figure 10. The S1-S2 gap 
oscillates considerably during the trajectories, typically going from zero or near zero to 
to 1.1 eV (e.g., the 240-570 fs range in Figure 10A). These fast oscillations (~25-70 fs for 
a full period) are associated with structural motion unrelated to the ring approach, such 
as intra-ring mode vibrations, and quick visits to the S2 state occurring near the zero-gap 
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region. In most cases, when the rings get close to the excimer minimum (< 3.0 Å ring 
distance), the lower limit of the S1-S2 gap increases which corresponds to a gap widening 
(Figure 10A). This agrees with the S1-S2 separation increase characterized in Figure 2.  
There are two pairs of NTOs characterizing each excited state, which we shall 
refer to as NTOaNTOa* and NTObNTOb*. When the rings are far from the excimer 
minimum the S1 and S2 excited states can be characterized by two π→π* orbital 
excitations localized in each ring, respectively (Figure 11). In these cases, when the S1-S2 
gap is large, the system occupies the S1 state; the hops to the S2 state that occur near the 
S1-S2 zero-gap regions correspond to a mere switch of the rings where the S1 and S2 NTOs 
are located, typical of diabatic trapping, i.e. the diabatic state character stays the same 
while the adiabatic state switches.73 
Exciton position POS can change during the hops, but they do not necessarily 
correlate with lasting changes in the adiabatic populations (Figure 10B and 10C). In the 
example, as the benzene rings approach each other, a sudden change in POS happens at 
around 500fs, which is accompanied by a quick inversion of adiabatic populations where 
the S1 and S2 states are near-degenerate. As the molecules move even closer, the S1-S2 gap 
widens and the adiabatic population is once again fixed at S1, while the POS deviates 
from its strictly localized behavior.  The largest oscillations in the exciton position will 
occur during ring approach, and charge transfer character typically increases in visits to 
the excimer region (Figure 10D). This is further evidenced by the delocalization of the 
NTOs across the two benzene fragments at the excimer structure (Figure 12). The 
redistribution of the excitons among the benzene rings described in Figure 8 is connected 
to the ring approach by this electronic process. 
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Figure 10. Anatomy of a representative trajectory. A) S1-S2 gap. The blue crosses 
mark points where the dynamics is found in the S2 state. B) Adiabatic populations. Red 
circles correspond to population of the first excited state and blue circles to second excited 
state populations. C) Exciton localization (POS) along the trajectory. D) CT and fragment 
(center-of-mass) distance, along the trajectory. 
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Figure 11. Natural transition orbitals for the S1 and S2 states for rings far from the 
excimer minimum. S1 is the occupied state. The hole NTOs are at the bottom and the 
electron NTOs are at the top. The NTO electron-hole occupations pair are printed below 
each pair.  
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Figure 12. Natural transition orbitals for the S1 and S2 states near the excimer 
minimum. S1 is the occupied state. 
It is instructive to contrast these results to those from the recent paper on gas-phase pyrene 
excimer formation.68 The S1-S2 gap widening at excimer formation observed in the 
benzene dimer dynamics also occurs in the pyrene dimer case, as do the fast S1-S2 
switching. The estimated time for pyrene approach in ref.68 is 100 fs, a five to tenfold 
reduction in comparison to our estimates for the benzene excimer. The damped 
oscillations around the excimer potential well, which precede the stabilization of the 
excimer, are estimated to be ~350 fs for the pyrene dimer, which is similar to the 200-400 
fs duration of visits to the excimer region in the benzene case. The small timeframes for 
ring approach are probably general for arenes starting from parallel or near-parallel 
structures and the determining factor for the timescales of excimer formation in these 
systems should be the redistribution of excess vibrational energy. 
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4. Conclusions 
The dynamics of excimer formation from parallel-displaced structures of an isolated 
benzene dimer can be summarized in the following way: the excess energy from the hot 
transition to S1 leads to a fast approach of the benzene rings towards the excimer parallel-
stacked structure (~0.5-1.0 ps), with ring distances reaching 3.0 Å and less. The available 
excess vibrational energy of ~1.0eV is responsible for the fact that the two molecules do 
not remain near the excimer potential well for long, taking, on average, around 0.25-0.3 
ps to leave this region. These visits to the excimer structure are short but sufficient to 
promote a change in the CT character of the states (about 20% on average) and also 
quickly lead to an even redistribution of the exciton localization between the two rings. 
The information about the initially excited monomer is lost after 1 ps. The approach of 
the monomers is observed to reoccur in some cases, meaning that it is possible for the 
dimer to remain near the parallel-stacked geometry for longer times. However, with few 
possibilities to lose the excess excitation energy, the isolated dimer cannot form a stable 
excimer from the parallel-displaced structure and should not be easily detectable by 
traditional fluorescence experiments. In extended systems or in the condensed phase, the 
hindered motion of groups, together with more pathways for vibrational energy 
redistribution allows the formation of the excimer.23 The typically reported timescales for 
excimer formation in benzene (tens of ps) are mostly due to vibrational energy 
redistribution and exceed by at least an order of magnitude the timescale needed for 
exciton hopping between benzene rings. This means that there is a time window after 
excitation when excitons should be able to diffuse before they are trapped by excimer 
formation. 
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