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Abstract
Nonlinear dynamic volatility has been observed in many financial time series. The recently proposed
quantile periodogram offers an alternative way to examine this phenomena in the frequency domain. The
quantile periodogram is constructed from trigonometric quantile regression of time series data at different
frequencies and quantile levels. It is a useful tool for quantile-frequency analysis (QFA) of nonlinear serial
dependence. This paper introduces a number of spectral divergence metrics based on the quantile peri-
odogram for diagnostic checks of financial time series models and model-based discriminant analysis. The
parametric bootstrapping technique is employed to compute the p-values of the metrics. The usefulness of
the proposed method is demonstrated empirically by a case study using the daily log returns of the S&P 500
index over three periods of time together with their GARCH-type models. The results show that the QFA
method is able to provide additional insights into the goodness of fit of these financial time series models
that may have been missed by conventional tests. The results also show that the QFA method offers a more
informative way of discriminant analysis for detecting regime changes in time series.
Key Words and Phrases: discriminant analysis, goodness of fit, parametric bootstrap, quantile periodogram,
quantile regression, spectral analysis, stochastic volatility, trigonometric, white noise test
Abbreviated Title: Quantile-Frequency Analysis for Time Series With Nonlinear Dynamics
1 Introduction
Many financial time series exhibit complicated nonlinear dynamics that cannot be adequately handled by
conventional diagnostic tools based on second-order statistics (Fama 1965; Taylor 1986). For example,
consider the daily log returns of S&P 500 index (SPX) shown in Figure 1. These series are almost indis-
tinguishable from white noise when examined by the autocorrelation function in the time domain and the
periodogram in the frequency domain. Their serial dependence is revealed by these conventional techniques
only after certain nonlinear transformations such as square and absolute value, are applied to the original
data, as shown in the bottom panel of Figure 1. In effect, the nonlinear transformations “fold” the original
series along the zero line and turn the negative values into positive ones of the same magnitude. As a result,
the autocorrelation function and the periodogram no longer reflect the serial dependence in the excesses
of the original series above or below a value which is very close to zero; instead, they reflect the serial
dependence in the excesses of the folded series above or below a value which is much higher than zero.
Take the absolute-value transformation for example. If the original series is denoted by Xt , then the event
that Xt and Xt are on the same side of abs : E Xt contributes positively to the lag- autocorrelation
of the transformed series, and the event that these values are on the opposite side of abs makes a negative
contribution. Observe that Xt greater than abs means Xt above abs or below abs, and that Xt less
than abs means Xt above abs and below abs. Therefore, in essence, the autocorrelation function and
the periodogram of the transformed data represent the oscillatory behavior of the original series around
the horizontal lines abs and abs. A similar explanation applies to the square transformation if abs is
replaced by sq, where sq : E X2t . In comparison, the autocorrelation function and the periodogram
of the original series describe its oscillatory behavior around o : E Xt . Because o is near the center
of the marginal distribution, whereas abs and sq are far away from the center, it is reasonable to
conclude that the ability of the conventional tools to reveal nonlinear serial dependence, when applied to the
transformed data, can be largely attributed to the shift of focus from the center to a higher or lower level.
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Figure 1: Top row: log daily returns of S&P 500 index for the 5-year period of 1998–2002 (left), its
autocorrelation function (middle), and its normalized periodogram (right). Bottom row: absolute-value
transform of the returns (left), its autocorrelation function (middle), and its normalized periodogram (right).
Solid horizontal line in the time series plots represents the mean of the series. All periodograms are plotted
here and thereafter as functions of the regular frequency variable 2 0 0 5 .
Owing to its simplicity, coupling a folding transformation with conventional diagnostic techniques has
become a standard way of testing nonlinear serial dependence. For example, the autocorrelation function
and the linear autoregressive R2-statistic of the squared residuals are employed by the Ljung-Box test (Ljung
and Box 1978) and the Lagrange multiplier ARCH test (Engle 1982), respectively, in the R package
(Wuertz 2017) for testing the goodness of fit of some GARCH-type models. Though popular and useful,
the folding transformation approach has limitations: it depends on the choice of transformation (e.g., square
versus absolute value) which may result in different assessment of serial dependence (Taylor 1986); it is un-
able to distinguish excursions of the original series above the level (e.g., abs in the absolute-value example)
from those below the opposite level (e.g., abs), and therefore blind to asymmetric characteristics of serial
dependence observed in certain financial time series (large positive movements versus large negative ones).
2
The recently introduced quantile periodogram (Li 2008; 2012) is well suited to overcome these limita-
tions. Derived by applying the quantile regression (Koenker 2005) with a trigonometric regressor directly
to the original untransformed series, the quantile periodogram offers a capability of examining serial de-
pendence at any quantile levels of the marginal distribution. By varying the quantile level as well as the
trigonometric frequency parameter, one obtains a two-dimensional function that can be used to diagnose
nonlinear serial dependence. We call this method the quantile-frequency analysis (QFA).
Among diagnostic tools for serial dependence, some are more narrowly focused but easier to use; others
are more comprehensive but harder to compute, visualize, and interpret. The former include conventional
techniques such as the autocorrelation function and the periodogram (Priestley 1981) and more recent ones
such as that discussed by Hecke, Volgushev and Dette (2018). The latter include the techniques based on
the bivariate distribution function P Xt x Xt y or the corresponding bivariate characteristic function
(Skaug and Tjøstheim 1993; Hong 2000; Lee and Subba Rao 2011; Dette, Hallin, Kley and Volgushev
2015). The QFA method discussed in this paper represents a trade-off between these two groups: it is more
comprehensive than the conventional tools because it explores variability around all quantile levels rather
than just the mean; it is less difficult to use because it retains some essential properties of conventional
spectral analysis based on the periodogram. Related works in recent literature include Hagemann (2013),
Lim and Oh (2015), Jordanger and Tjøstheim (2017), and Fajardo, Reisen, Le´vy-Leduc and Taqqu (2018).
The success of ARCH and GARCH models (Engle 1982; Bollerslev 1986) for financial time series such
as the SPX daily returns owes largely to their ability to capture the serial dependence of volatility. The orig-
inal ARCH and GARCH models have been extended in various ways to handle more complicated behaviors
including asymmetry and nonlinearity. Examples are the GJR-GARCH models (Glosten, Jagannathan and
Runkle 1993) and the more general APARCH models (Ding, Granger and Engle 1993) which encompass
several others as special cases (Taylor 1986; Schwert 1990; Higgins and Bera 1992; Zakoian 1994). Further
extensions include the ARMAmodels with GARCH-type innovations (Weiss 1984). The R package
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(Wuertz 2017) enables parameter estimation, goodness-of-fit testing, and simulation of these models. We
employ it to conduct our experiments.
In this paper, we introduce some spectral divergence metrics based on the quantile periodogram and
demonstrate empirically their potential usefulness for diagnostic checking of the goodness-of-fit of financial
time series models and for the model-based discriminant analysis to detect regime change over different
periods of time. Using the SPX data, our case study shows that the QFA method is able to identify certain
lack-of-fit problems that may have been overlooked by standard tests, especially regarding the asymme-
try in serial dependence of large negative returns versus that of large positive returns. Similar diagnostic
capabilities are also shown in the model-based discriminant analysis for regime change detection.
To compute the p-values of the QFA-based spectral divergence metrics, we employ the well-known
parametric bootstrapping technique (Efron and Tibshirani 1993). Notwithstanding its shortcomings, the
parametric bootstrapping technique serves the main purpose of this paper, which is to demonstrate the po-
tential usefulness of the QFA method empirically rather than provide a comprehensive statistical theory
which we leave for future development (see Section 3 for additional comments).
The remainder of this paper is organized as follows. In Section 2, we review the technique of quantile
periodogram and introduce the idea of QFA. In Section 3, we define the QFA-based spectral divergence
metrics and discuss their applications in diagnostic checking of time series models using the parametric
bootstrapping technique. In Section 4, we demonstrate these applications using the SPX data with some
popular GARCH-type models.
4
2 Quantile Periodogram and Quantile-Frequency Analysis
For a time series Xt : t 1 n of length n, the quantile periodogram of the first kind at quantile level
0 1 is defined as (Li 2012)
qn I : n4 A
2n B2n (1)
where 0 is the angular frequency variable, An and Bn are the coefficients of trigono-
metric quantile regression given by
An Bn n : arg minA B
n
t 1
Xt Acos t Bsin t (2)
with x : x I x 0 being the “check” function (Koenker 2005). The trigonometric quantile
regression problem (2) also gives the quantile periodogram of the second kind, defined as (Li 2012)
qn II :
n
t 1
Xt n Xt n An cos t Bn sin t (3)
where n is the -quantile of the time series given by n : argmin nt 1 Xt .
The quantile periodograms in (1) and (3) are representations of the oscillatory behavior of series Xt
around its -quantile level. To illustrate, consider the SPX daily returns in three periods of five years:
1992–1996, 1998–2002, and 2008–2012. Figure 2 shows these series and their quantile periodograms of
the second kind at level 0 1 and 0 9. It also shows the quantile regression fits corresponding to the largest
periodogram ordinates, which represent the dominant patterns in these series at the respective quantile levels.
As can be seen, the fits of series 1998–2002 and 2008–2012 at level 0.9 exhibit low-frequency dynamics
that follow the broad clusters of large positive returns rather closely; the fits at level 0.1 behave similarly
but for large negative returns. A lack of such clusters in series 1992–1996 results in the dominant patterns
reflecting short-term dynamics at both levels. Furthermore, the peak values in the quantile periodograms of
series 1998–2002 and 2008–2012 are greater at level 0.1 than at level 0.9, suggesting a stronger clustering
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Figure 2: Top row, SPX daily return series in the preriod 1992–1998 and its trigonometric quantile regression
fits at level 0 1 and 0 9 using the peak frequency of the corresponding quantile periodogram (left), quantile
periodogram at level 0 1 (middle), and quantile periodogram at level 0 9 (right), with triangle indicating the
largest periodogram ordinate. Middle row, same analysis for SPX daily return series in the period 1998–
2002. Bottom row, same analysis for SPX daily return series in the period 2008–2012.
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effect in large negative returns than in large positive returns. This asymmetric behavior cannot be revealed
by the ordinary periodograms of absolute or squared returns.
In addition to empirical evidence, the theoretical underpinning of the quantile periodograms is discussed
in Li (2012; 2013). Under the stationarity assumption and some other technical conditions, it can be shown
that for fixed 0 and 0 1 the quantile periodograms, defined by (1) and (3), have an asymptotic
exponential distribution with mean
q : 2 f (4)
which we call the quantile spectrum. This property is similar to that of the ordinary periodogram where
the ordinary spectrum is in place of the quantile spectrum. For fixed , the function f in (4), which
we call the level-crossing spectrum, is the Fourier transform of the autocorrelation function of the level-
crossing process sgn Xt , where is the -quantile of the marginal distribution F x : P Xt x
satisfying F . The level-crossing spectrum is independent of the margnal distribution; it serves
as a spectral representation of the serial dependence of Xt in terms of the diagonal bivariate cumu-
lative probabilities F : P Xt Xt or, equivalently, the diagonal bivariate copu-
las C : F F 1 F 1 . As a function of , the scaling factor 2 in (4) takes the form
1 F 2 or 1 F , depending on the quantile periodogram being the first kind or
the second kind. It carries the complete information of the marginal distribution.
In the remainder of this paper, we will focus exclusively on the quantile periodogram of the second kind
qn II because the quantile periodogram of the first kind produces similar results. We will drop “II” in
the notation and refer to the resulting function qn : qn II simply as the quantile periodogram.
We evaluate the quantile periodogram qn at the Fourier gridpoints of the form k : 2 k n
0 , with k being integer, and at equally-spaced quantile gridpoints 0 1 , e.g., 0 05 0 06, 0 95.
Furthermore, to focus on the serial dependence rather than the marginal distribution, we consider the nor-
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malized quantile periodogram
q˜n k : qn kk qn k (5)
which satisfies k q˜n k 1 for all . The normalization step is intended to eliminate the influence of
the scaling factor in (4) which depends on the marginal distribution. In addition, it is also useful to consider
the array of cumulative quantile periodograms Qn k , where
Qn k :
k k
q˜n k (6)
Both q˜n k and Qn k can be displayed graphically as images. Investigating the patterns of
these two-dimensional arrays visually or numerically for the underlying serial dependence properties they
represent constitutes what we call the quantile-frequency analysis, or QFA.
The R package by Koenker (2005) can be used to obtain the quantile regression coefficients
in (2) needed to construct these arrays. In particular, for fixed frequency k, a single call of the func-
tion, which is based on linear programming (Portnoy and Koenker 1997), is able to produce the regression
coefficients for all . Parallelization with respect to the frequencies k using the package further
speeds up the computation.
Figure 3 depicts the arrays of quantile periodogram and cumulative quantile periodogram for the three
SPX series in Figure 2. Strong low-frequency activities show up in the lower and upper quantiles for series
1998–2002 and 2008–2012, whereas the lack of such is noticed for series 1992–1996. The asymmetry
between lower quantile and upper quantiles is found in all series, especially series 1998–2002 and 2008–
2012. Large values in a higher frequency region are also observed at mid quantiles for series 1992–1996 and
2008–2012, reflecting some short-term behaviors of small returns that may deserve further examination.
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Figure 3: Normalized quantile periodograms (top row) and cumulative quantiles periodograms (bottom
row) of series 1992–1996 (left), series 1998–2002 (middle), and series 2008–2012 (right). All cumulative
quantile periodograms here and thereafter are plotted only for the lower half of the frequencies where most
interesting features reside.
3 Spectral Divergence Metrics and Applications
Given the arrays of quantile periodograms and cumulative quantile periodograms, one can borrow traditional
spectral analysis techniques to create QFA-based spectral divergence metrics to quantify the difference be-
tween the observed behavior of serial dependence and the desired one.
For example, motivated by the Kolmogorov-Smirnov statistics (e.g., Priestley 1981), we define
KSmax : max w max
k
Qn k Q k (7)
KSmean : mean w max
k
Qn k Q k (8)
In these expressions, Q denotes the expected cumulative quantile spectrum of a model, defines
the quantile-frequency region to focus on, is the cardinality of , and w 0 is a weight function on
different quantile levels. The two metrics are distinguished by the way in which the Kolmogorov-Smirnov
statistics are aggregated over the quantile levels. It is expected that KSmax be more sensitive when deviations
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are concentrated on a few quantiles and that KSmean be more sensitive when deviations are spread out across
many quantiles.
In addition, we are motivated by the so-called Whittle likelihood (Whittle 1962) and define
WLmax : max w 1
k
d q˜n k q˜ k (9)
WLmean : mean w 1
k
d q˜n k q˜ k (10)
where d x : x log x 1 for x 0 is a nonnegative convex function with a unique minimum zero at
x 1. These metrics examine the quantile periodogram rather than the cumulative quantile periodogram.
They are closely related to the Kullback-Leibler divergence (Kullback and Leibler 1951). Note that it is also
possible to define the WL metrics using the un-normalized quantile periodogram and spectrum to take the
marginal distribution into account.
Similarly to the conventional spectral divergence metrics based on the ordinary periodogrm, the QFA-
based spectral divergence metrics in (7)–(10) can be used for diagnostic checking of the goodness of fit of
time series models. In this paper, we consider two approaches, which we call the residual approach and the
direct approach, respectively.
In the residual approach, the metrics are applied to the residuals of a model to check whether and where
the white noise assumption of the model may be violated. To that end, it suffices to set
q˜ k 1 K Q k k K
where K denotes the total number of Fourier frequencies in 0 . The QFA-based residual approach could
complement the standard portmanteau tests for white noise, such as the Ljung-Box (LB) test based on the
autocorrelations of the squared residuals, and the Lagrange multiplier (LM) ARCH test based on the linear
autoregressive R2-statistics of the squared residuals. An advantage of the QFA-based tests is that they avoid
the need to specify certain sensitive parameters such as the number of autocorrelations in the LB test and
the order of autoregression in the LM test.
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In the direct approach, the spectral divergence metrics are applied directly to the original time series
rather than the residuals. The targets q˜ and Q are replaced by the expected quantile spectrum
and cumulative quantile spectrum under the assumed model. Because mathematical formulas of these spec-
tra are not generally available, we resort to Monte Carlo simulation, which comprises (a) simulating a large
number of independent realizations from the fitted model using randomly generated residuals, (b) comput-
ing the quantile periodogram and cumulative quantile periodogram for each realization, and (c) calculating
the ensemble average of the results obtained in (b) over the realizations.
Another application of the spectral divergence metrics is model-based discriminant analysis to determine
whether or not two observed time series can be regarded as having similar serial dependence properties. In
this application, we first fit a suitable model to one series and then, assuming the model passes the goodness-
of-fit test, check how well it fits the other series using the QFA-based metrics. We refer to this application
as discriminant testing.
The quantile periogram at a fixed quantile level has similar asymptotic statistical properties to the or-
dinary periodogram (Li 2008; 2012). Therefore, in the special case where contains a single value, the
asymptotic theory for the conventional WL and KS statistics of the ordinary periodogram (Huang, Ombao,
and Stoffer 2004; Kakizawa, Shumway, and Tanaguchi 1998) can be used to approximate the distributions
of the QFA-based metrics in (7)–(10). However, when contains multiple values, the asymptotic theory
becomes more complicated. We leave the development of such a theory for future research while focusing
in this paper on demonstrating the usefulness of the QFA method by more practical means.
For practical purposes, we propose to employ a well-known technique, called parametric bootstrapping
(Efron and Tibshirani 1993). In this technique, a large number of independent realizations are simulated
from the fitted model and the empirical distributions of the resulting metrics are used to determine the
p-values of the observed metrics for both goodness-of-fit testing and discriminant testing. Although it
requires to specify the distribution of the residuals in addition to other model parameters, the parametric
11
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Figure 4: Left, a quantile periodogram which is the mixture of white noise spectrum and a narrowband
deviation centered at frequency 0 1. Right, the spectral divergence metrics (rescaled) of such quantile pe-
riodogram against white noise as the center frequency varies: solid line, Whittle likelihood (WL); dashed
line, Kolmogorov-Smirnov statistic (KS).
bootstrapping technique does have the advantage of being practical and being able to address the finite-
sample properties of the metrics that an asymptotic theory cannot.
The metrics in (7)–(10) are expected to respond differently to different types of spectral deviations. To
shed some light on their sensitivity, consider a toy example where the target is the white noise spectrum
with q˜ k 1 Kn and the observed quantile periodogram is a mixture of the target and a narrowband
deviation centered at different frequencies. In other words, let
q˜n k 1 q˜ k k; c
for some 0 1 , where k; c is the normal distribution with mean c and standard deviation ,
rescaled to satisfy k k; c 1.
The left panel of Figure 4 depicts such a quantile periodogram (for fixed ) with 0 1, c 2 0 1,
and 0 003. The right panel of Figure 4 shows the spectral divergence metrics as the center frequency
c 2 varies in the interval 0 0 5 . For easy comparison, the metrics are individually scaled by their
average values across the center frequency. As we can see, WL is equally sensitive regardless of the location
of the deviation, whereas KS depends on the location. More specifically, KS is more sensitive when the
deviation occurs at lower and higher frequencies, but less so when the deviation occurs at middle frequencies.
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These properties are helpful in understanding the diagnostic results in the case study.
4 Case Study
In this section we present some results of the financial time series shown in Figure 2 to demonstrate empiri-
cally the potential usefulness of the QFA method. These series are daily log returns derived from the daily
closing values of the S&P 500 index. Specifically, if Yt and Yt 1 denote the closing values in trading days
t and t 1, respectively, then the log return in day t is defined as Xt : log Yt Yt 1 . The three periods are
chosen with the intention of representing different social and economic conditions: the 1992–1996 period
has relatively low volatility and no dramatic events; the 1998–2002 period has high volatility and includes
the dot-com bubble and the event of September 11, 2001; and the 2008–2012 period has very high volatility
as a result of the financial crisis and its aftermath. Only scale-invariant statistics are employed in this study,
because our main interest is in their serial dependence properties rather than their apparently different scales
and marginal distributions.
The study has two diagnostic components as outlined in Section 3: (a) the goodness-of-fit testing to
check whether and where some popular financial time series models may experience a lack of fit using both
residual and direct approaches; (b) the discriminant testing to check whether and where these series may
differ in the underlying serial dependence properties based on the models.
Extensive numerical experiments have been conducted on many models. In this paper, we only present
the details of our analysis for two most popular types of models: the GARCH models (Engle 1982; Boller-
slev 1986) and the GJR-GARCH models (Glosten, Jagannathan and Runkle 1993). These models belong to
the so-called ARMA-APARCH family that can be expressed as
Xt p1i 1 iXt i Zt p2j 1 jZt j
Zt t t t IID 0 1
rt a0 p3i 1 ai t i ci t i r p4j 1 b j rt j r 0 ci 1
(11)
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Table 1: Estimated Model Parameters and p-Vaules of Standard Goodness-of-Fit Tests
Model Series a0 a1 b1 c1 LB LM
GARCH 1992–1996 5.29e-4 1.42e-6 4.33e-2 9.19e-1 0.405 0.374
1998–2002 2.34e-4 7.12e-6 9.49e-2 8.68e-1 0.346 0.323
2008–2012 2.32e-4 2.48e-6 1.08e-1 8.83e-1 0.001 0.002
GJR-GARCH 1992–1996 4.18e-4 2.74e-6 2.68e-2 8.73e-1 1.0 0.588 0.578
1998–2002 3.58e-4 6.66e-6 4.85e-2 8.71e-1 1.0 0.151 0.115
2008–2012 1.77e-4 2.65e-6 4.33e-2 8.97e-1 1.0 0.007 0.007
Note: (a) LB tests employ the first 10 autocorrelations of squared residuals. (b) LM tests employ the order-10 autoregression of
squared residuals. (c) Unlike the implementation, the first 10 values in the residual series are excluded for both LB and
LM tests to mitigate the boundary effect. (d) Bold-face font highlights the cases where p-values are less than or equal to 0.05.
The GARCHmodels correspond to the case where p1 p2 0, r 2, and ci 0 for all i. The GJR-GARCH
models include the additional parameters ci to allow asymmetric feedback from positive and negative values
of previous excitations t i.
We further take p3 p4 1, which gives the most popular and useful GARCH(1,1) model (Hansen
and Lunde 2005). The remaining parameters are estimated from the data, using the function in
the package (Wuertz 2017). For each combination of models and series, Table 1 summarizes the
estimated parameters and the p-values of the LB and LM tests for the goodness of fit based on squared
residuals. The test results suggest that the models fit well for series 1992–1996 and 1998–2002 but not so
well for series 2008–2012. Figure 5 shows a conventional autocorrelation analysis of the squared residuals.
No significant departures from white noise are observed for series 1992–1996 and 1998–2002, but the large
lag-1 autocorrelation for series 2008–2012 supports the small p-values of the LB and LM tests.
It should be pointed out that the p-values in Table 1 and thereafter are highlighted using the traditional
0.05 threshold just to draw attention to some cases as indication for a potential lack of fit. In general, we
treat the p-value as a normalized figure of merit enabling us to compare the response of different metrics to
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Figure 5: Top row: autocorrelation function of squared residuals from the GARCH model for series 1992–
1996 (left), 1998–2002 (middle), and 2008–2012 (right). Bottom row: autocorrelation functions of squared
residuals from the GJR-GARCH models.
a possible lack of fit in different aspects of the data while taking statistical variability into account. We do
not make binary statements about rejecting the hull hypothesis or not.
4.1 Goodness of Fit Testing
Table 2 contains the results of the QFA-based residual tests for white noise using the spectral divergence
metrics (7)–(10) with w 1. We take to be the set of all Fourier frequencies in 0 . The set of
quantile levels comprises the gridpoints from 0.05 to 0.95 with increment 0.01. The null distributions and
the p-values of the metrics are obtained by parametric bootstrapping from random samples of a Gaussian
distribution calibrated to match the mean and variance of the observed residuals.
As examples, Figure 6 shows the simulated cumulative distribution functions of KSmax and WLmean
under the white noise assumption for the GARCH and GJR-GARCH residuals of series 2008–2012. The
reported p-value of a metric is defined as the fraction of the simulated values of the metric that exceed the
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Table 2: p-Vaules of QFA-Based Goodness of Fit Tests by Residual Approach
Model Series KSmax WLmax KSmean WLmean
GARCH 1992–1996 0.380 0.360 0.105 0.134
1998–2002 0.149 0.472 0.067 0.085
2008–2012 0.001 0.546 0.013 0.354
GJR-GARCH 1992–1996 0.572 0.457 0.184 0.124
1998–2002 0.662 0.790 0.224 0.180
2008–2012 0.003 0.757 0.018 0.413
Note. (a) Results are based on 1000 parametric bootstrap runs. (b) Bold-face font here and thereafter highlights the estimated
p-values for which the upper limit of the one-sided 95% confidence interval, given by p 1 64 p 1 p 1000, is less than or
equal to 0.05 (equivalent to p 0 039).
observed one (vertical line).
Similarly to the standard tests in Table 1, the QFA tests in Table 2 suggest the possibility for a lack of
fit by both models for series 2008–2012, as indicated by the small p-values of the KS metrics, regardless
of the aggregation method over the quantiles. The WL tests for this series do not respond as strongly as
the KS tests. This, in light of Figure 3 and the different sensitivity profiles of these metrics (Section 3),
suggests that the possible lack of fit may occur in the low-frequency region where the spectral peaks reside.
The observation that KSmean is more responsive than KSmax suggests that the possible deviations from white
noise spread across a wide range of quantiles rather than concentrate on a few.
For series 1998–2002, the smaller p-values of KSmean andWLmean in comparison with the standard tests
in Table 1 cast some doubt on the GARCHmodel. The GJR-GARCHmodel seems to provide a better fit for
series 1998–2002, as suggested by the increase of p-values. The p-values of the standard tests in Table 1,
however, seems to suggest the opposite.
Figure 7 facilitates a closer examination of the residuals by QFA. Visual inspection of the top panel
confirms that certain deviations from white noise exist in the residuals of the GARCH models, especially for
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Figure 6: Top row: simulated cumulative distribution functions of KSmax (left) and WLmax (right) under
the white noise assumption for the GARCH residuals of series 2008–2012. Bottom row: same for the
GJR-GARCH residuals of series 2008–2012. Vertical lines indicate the observed values of the metrics.
series 1998–2002 and 2008–2012, and the deviations occur at many quantile levels, justifying the smaller
p-values of KSmean in Table 2. Visual inspection of the bottom panel of Figure 7 suggests that the GJR-
GARCH models reduce these deviations to various degrees, justifying the increase of p-values in Table 2.
To perform the QFA-based direct tests for goodness of fit, we first obtain the expected spectra q˜
and Q in (7)–(10) by simulating the series according to (11) using the function with es-
timated parameters and random samples from a Gaussian distribution calibrated to match the mean and
variance of the observed residuals.
Figures 8 depict the resulting cumulative quantile spectra of the GARCH and GJR-GARCH models.
As we can see, while the GARCH models only produce quantile spectra that are symmetric with respect
to the quantile level, the GJR-GARCH models successfully capture some of the asymmetric characteristics
observed in the quantile periodograms (bottom panel of Figure 3). Additional experiments (not shown)
confirm that such asymmetric spectra cannot be produced by replacing the Gaussian distribution in the
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Figure 7: Top row: cumulative quantile periodogram of residuals from the GARCH model for series 1992–
1996 (left), 1998–2002 (middle), and 2008–2012 (right). Bottom row: cumulative quantile periodograms
of residuals from the GJR-GARCH models. Vertical lines indicate the expected behavior of cumulative
quantile periodogram for white noise: uniform growth in frequency and constant in quantile level.
GARCH models with an asymmetric distribution (e.g., the asymmetric Gaussian distribution in
with option ).
The improvement achieved by GJR-GARCH over GARCH for series 1998–2002 can be further appre-
ciated by inspecting the graphs in Figure 9, where the quantile periodograms of the series at levels 0.1, 0.5,
and 0.9 are shown together with the quantile spectra of the GARCH and GJR-GARCHmodels. Both models
appear nearly identical at levels 0.5 and 0.9; but GJR-GARCH yields a stronger low-frequency peak than
GARCH at level 0.1 that matches the observed pattern more closely.
We employ the metrics (7)–(10) to measure the deviations of the observed quantile periodograms from
the quantile spectra of the fitted models. The null distributions of these metrics are obtained by parametric
bootstrapping from the simulated series under the fitted models with Gaussian white noise. Table 3 shows
the p-values for all model-series combinations.
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Figure 8: Top row, simulated cumulative quantile spectrum of the GARCH model for series 1992–1996
(left), 1998–2002 (middle), and 2008–2012 (right). Bottom row, simulated cumulative quantile spectra of
the GJR-GARCH models.
The results cast some doubt on both models for series 1992–1996 and the GJR-GARCHmodel for series
1998–2002, suggesting a possible lack of fit in the middle frequency region where WL is more sensitive than
KS. On the other hand, the evidence for a lack of fit to series 2008–2012 is not as strong in Table 3 as it is in
Table 2. This could be the consequence of the strong statistical variability of the spectral peaks masking the
subtler deviations in the residuals. It is therefore beneficial to consider both residual and direct approaches.
More detailed drill-down diagnostic tests can be conducted by steering the focus of QFA on different
quantile regions through the choice of in (7)–(10). For example, motivated by the asymmetric behaviors
of financial time series, one may zoom in on the middle quantiles, lower quantiles, or higher quantiles,
respectively, to identify possible failures of a model in capturing the behavior of small-to-moderate returns,
large negative returns, or large positive returns. Table 4 contains the results of such diagnostic analysis that
serve to illuminate the results in Table 3 which are based on aggregated metrics across all quantiles.
The drill-down diagnostics suggest that the middle quantile region, representing the behavior of small-
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Figure 9: Top row, quantile periodogrm and GARCH fit (thicker line) for series 1998–2002 at level 0.1
(left), 0.5 (middle), and 0.9 (right). Bottom row, same as top row except the fit is given by GJR-GARCH.
to-moderate returns, is where a lack of fit may occur in the GARCH and GJR-GARCH models of series
1992–1996. In contrast, the lower quantile region, representing large negative returns, shows lack-of-fit
symptoms in the models for series 1998–2002, and the upper quantile region, representing large positive
returns, indicates a possible lack-of-fit problem for series 2008–2012.
4.2 Discriminant Testing
Consider the results of discriminant testing in Table 5 based on the method outlined in Section 3. In this
example, we are interested in the so-called regime change problem, i.e., we would like to determine whether
the SPX return series from the three periods may be regarded as the product of a common underlying
stochastic mechanism or different mechanisms. The general problem of regime change has been approached
in several ways such as fitting time series models that explicitly allow regime change and detecting the onset
of new regimes. A recent survey is given by Ang and Timmermann (2012).
Our method depends on how we define the common stochastic mechanism. The results shown in Table 5
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Table 3: p-Vaules of QFA-Based Goodness of Fit Tests by Direct Approach
Model Series KSmax WLmax KSmean WLmean
GARCH 1992–1996 0.604 0.074 0.392 0.023
1998–2002 0.447 0.027 0.254 0.360
2008–2012 0.142 0.705 0.040 0.842
GJR-GARCH 1992–1996 0.917 0.059 0.692 0.031
1998–2002 0.648 0.029 0.423 0.409
2008–2012 0.229 0.666 0.051 0.812
Note. (a) Results are based on 1000 parametric bootstrap runs. (b) All metrics are calculated over all frequencies.
are based on three GJR-GARCHmodels. Each model is fit to one of the three series and then checked against
the remaining series using the metrics in (7)–(10). We choose the GJR-GARCH models over the GARCH
models because they perform better in fitting all three series, as determined by the larger p-values of KSmean
in Table 3.
Since different models are used in the discriminant testing, the results are not necessarily reciprocal.
In general, we say “series A differs from series B” if the model trained on series B does not fit series A
well enough. This is not the same as saying “series B differs from series A” because the latter means the
model trained on series A does not fit series B. The outcomes of these tests can be different especially when
the models fail to produce a good fit to the series they are trained on. Nonetheless, one can still make
meaningful comparisons by examining the change in p-values of the same metrics when the model is tested
for goodness of fit against all series, including one on which the model is trained. For example, if the p-
values of a discriminant test for series A against the model of series B is small, whereas its counterpart in
the direct goodness-of-fit test is large, it is an indication that series A may differ from series B.
Applying this criterion to the results in Table 5, together with those in Table 3, suggests that (a) series
1992–1996 may behave differently from series 1998–2002 and series 2008–2012, and especially (b) series
2008–2012 may behave differently from series 1992–1996 and series 1998–2002. The results do not suggest
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Table 4: p-Vaules of QFA-Based Goodness of Fit Tests by Direct Approach: Drill Down
Middle Quantiles
Model Series KSmax WLmax KSmean WLmean
GARCH 1992–1996 0.491 0.023 0.304 0.000
1998–2002 0.257 0.110 0.207 0.780
2008–2012 0.029 0.817 0.230 0.932
GJR-GARCH 1992–1996 0.527 0.014 0.416 0.001
1998–2002 0.418 0.110 0.276 0.777
2008–2012 0.101 0.781 0.290 0.935
Lower Quantiles
Model Series KSmax WLmax KSmean WLmean
GARCH 1992–1996 0.321 0.578 0.209 0.597
1998–2002 0.919 0.012 0.696 0.234
2008–2012 0.325 0.821 0.195 0.403
GJR-GARCH 1992–1996 0.914 0.604 0.734 0.593
1998–2002 0.890 0.008 0.555 0.248
2008–2012 0.287 0.837 0.151 0.418
Upper Quantiles
Model Series KSmax WLmax KSmean WLmean
GARCH 1992–1996 0.805 0.686 0.801 0.516
1998–2002 0.241 0.173 0.162 0.093
2008–2012 0.087 0.320 0.014 0.658
GJR-GARCH 1992–1996 0.572 0.659 0.750 0.541
1998–2002 0.284 0.196 0.451 0.131
2008–2012 0.080 0.314 0.014 0.673
Note. (a) Middle quantiles are constrained to the interval 0 3 0 7 , lower quantiles to the interval 0 0 3 , and upper quantiles to
the interval 0 7 1 . (b) See footnote of Table 3 for additional comments.
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Table 5: p-Vaules of QFA-Based Discriminant Tests Using GJR-GARCH Models
Series Model KSmax WLmax KSmean WLmean
1992–1996 1998–2002 0.191 0.055 0.182 0.035
2008–2012 0.169 0.075 0.092 0.035
1998–2002 1992–1996 0.794 0.027 0.526 0.299
2008–2012 0.471 0.055 0.284 0.447
2008–2012 1992–1996 0.001 0.421 0.009 0.370
1998–2002 0.233 0.617 0.031 0.736
Note. See footnote of Table 3.
that series 1998–2002 may behave differently from series 1992–1996 based on WLmax because the same
metric in Table 3 indicates that the 1992–1996 model may not fit series 1992–1996 well.
More can be said about these series based on the detailed drill-down diagnostic tests in Table 6 combined
with the corresponding goodness-of-fit tests in Table 4. These results indicate that series 1992–1996 may
differ from series 1998–2002 and series 2008–2012 mainly at middle quantiles and possibly in the middle-
frequency region (the latter is indicated by the responsiveness of the WL metrics). The results also suggest
that series 1998–2002 may differ from series 1992–1996 and series 2008–2012 at a few lower quantiles
and in the middle-frequency region (as indicated by WLmax). Finally, the results point to the possibility
that series 2008-2012 may behave differently from series 1992–1996 at lower and upper quantiles and from
series 1998–2002 at upper quantiles only, both in the low-frequency region where the spectral peaks reside
(as indicated by the KS metrics). Note that the difference between series 1992–1996 and the others at lower
and higher quantiles is suggested only with the help of the 1992–1996 model rather than the 1998–2002
model or the 2008–2012 model. This is because the large statistical variability associated with the low-
frequency spectral peaks in the 1998–2002 and 2008–2012 models makes the metrics insensitive to the
difference.
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Table 6: p-Vaules of QFA-Based Discriminant Tests Using GJR-GARCH Models: Drill Down
Middle Quantiles
Series Model KSmax WLmax KSmean WLmean
1992–1996 1998–2002 0.420 0.016 0.275 0.000
2008–2012 0.365 0.016 0.233 0.000
1998–2002 1992–1996 0.383 0.132 0.308 0.763
2008–2012 0.409 0.135 0.244 0.769
2008–2012 1992–1996 0.160 0.726 0.320 0.929
1998–2002 0.127 0.762 0.304 0.935
Lower Quantiles
Series Model KSmax WLmax KSmean WLmean
1992–1996 1998–2002 0.159 0.545 0.110 0.486
2008–2012 0.143 0.576 0.084 0.448
1998–2002 1992–1996 0.882 0.017 0.609 0.209
2008–2012 0.834 0.014 0.530 0.272
2008–2012 1992–1996 0.001 0.732 0.005 0.086
1998–2002 0.254 0.821 0.112 0.340
Upper Quantiles
Series Model KSmax WLmax KSmean WLmean
1992–1996 1998–2002 0.338 0.681 0.492 0.482
2008–2012 0.156 0.679 0.172 0.448
1998–2002 1992–1996 0.805 0.164 0.705 0.106
2008–2012 0.185 0.173 0.215 0.121
2008–2012 1992–1996 0.001 0.137 0.004 0.165
1998–2002 0.056 0.228 0.008 0.525
Note. See footnote of Table 4.
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5 Concluding Remarks
In this paper, we introduced some spectral divergence metrics for diagnostic checks of time series mod-
els and for discriminant analysis of time series. The metrics are based on the recently proposed quantile
periodograms which are derived from trigonometric quantile regression (Li 2008, 2012, 2013). The quan-
tile periodograms represent serial dependence of time series at different quantiles and frequencies. The case
study of the SPX daily log returns demonstrates that the proposed quantile-frequency analysis (QFA) method
offers a richer view of serial dependence than the traditional autocorrelation function and periodogram do
by enabling the spectral divergence metrics to identify potential lack of fit of financial time series models at
different quantile-frequency regions. This capability may be leveraged to develop better time series models
or to help better understand the behavior of the financial markets.
The GARCH-type models are based on the assumption of stationarity. Therefore, the possibility of non-
stationarity of the SPX series within the 5-year periods may manifest itself in the response of the diagnostics.
Neither the traditional LB and LM statistics nor the QFA-based metrics are designed specifically to detect
nonstationarity, but nonstationary GARCH models have been investigated in the literature (e.g., Francq and
Zakoian 2013). These portmanteau diagnostics should be combined with other techniques that target on
specific types of model violation to identify the root causes for a lack of fit.
In this paper, for the purpose of demonstration, we separately evaluated the strength of each metric for its
overall and drill-down diagnostic capabilities through p-values without making simplistic binary statements
regarding the fit of a model. An interesting question has been raised concerning the overall probability
of false alarm when a binary statement that combines the evidence from all diagnostics is required. It
is related to a more general problem known as multiple comparisons (e.g., Hsu 1996). Quantifying this
probability mathematically is difficult because it would require the joint distribution of the diagnostics which
is intractable. However, it is possible to employ the parametric bootstrapping technique and simulate the
distribution. For example, if the model is rejected when at least one of the diagnostics has a p-value smaller
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than 0.05, then the overall probability of false alarm can be estimated by the fraction of simulated samples
that fall into the rejection region. In this paper, we emphasized the capability of the QFA-based metrics for
exploring lack of fit in different quantile-frequency regions rather than such a binary statement.
For future research, we would like to investigate the asymptotic distributions of the QFA-based spectral
divergence metrics for white noise as well as for suitably broader classes of random processes.
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