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Abstract: We present a general construction of two types of differential forms, based
on any (n−3)-dimensional subspace in the kinematic space of n massless particles. The
first type is the so-called projective, scattering forms in kinematic space, while the second
is defined in the moduli space of n-punctured Riemann spheres which we call worldsheet
forms. We show that the pushforward of worldsheet forms, by summing over solutions of
scattering equations, gives the corresponding scattering forms, which generalizes the results
of [1]. The pullback of scattering forms to subspaces can have natural interpretations as
amplitudes in terms of Bern-Carrasco-Johansson double-copy construction or Cachazo-He-
Yuan formula. As an application of our formalism, we construct in this way a large class
of d log scattering forms and worldsheet forms, which are in one-to-one correspondence
with non-planar MHV leading singularities in N = 4 super-Yang-Mills. For every leading
singularity function, we present a new determinant formula in moduli space, as well as a
(combinatoric) polytope and associated scattering form in kinematic space. These include
the so-called Cayley cases, where in each case the scattering form is the canonical forms of
a convex polytope in the subspace, and scattering equations admit elegant rewritings as a
map from the moduli space to the subspace.a
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1 Introduction
A new framework has been proposed in [1], which naturally merges three lines of devel-
opment in the study of new structures of scattering amplitudes: remarkable geometric
constructions known as the amplituhedron in planar N = 4 SYM [2–4], the Cachazo-He-
Yuan (CHY) formulation [5–7] and (ambitwistor) string models [8, 9] for the scattering
of massless particles in general dimensions, as well as the color/kinematics duality and
Bern-Carrasco-Johansson (BCJ) double copy [10, 11]. The key ingredient is to consider
differential forms in the kinematic space of n massless particles, where we replace color
factors of cubic tree graphs in color-dressed amplitudes by wedge-products of ds’s, due to a
basic observation that they satisfy the same algebra [1]. The BCJ color/kinematics duality
means that kinematic numerators satisfy Jacobi identities just as the color factors, the form
is required to be projective, which provides a geometric origin for the duality.
Any such projective, scattering forms, can be obtained as pushforward of some differ-
ential forms in the moduli space M0,n, which we call worldsheet forms. This is realized
by summing over all solutions of scattering equations, and it is equivalent to CHY formula
for the corresponding color-dressed amplitudes. Important examples include the forms for
Yang-Mills theory and non-linear sigma model, which are uniquely fixed by gauge invariance
and Adler’s zero, respectively. Partial amplitudes of the theory from color decomposition
can be obtained from the pullback of the form to certain subspaces encoding the order-
ing [1]. These forms, however, are not canonical forms [12] since they are not d log’s with
unit residues, but rather with residues depending on polarizations or other data.
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The primary example for canonical forms is the planar scattering form, Ωφ3(1, 2, · · · , n),
which is a d log scattering form from summing over planar cubic trees respecting the order-
ing; it represents a bi-adjoint φ3 amplitude with color stripped for one of the two groups.
Geometrically, the pullback of Ωφ3(1, 2, · · · , n) to the subspace for this ordering is the
canonical form of an associahedron that is beautifully defined in the kinematic space [1].
Moreover, as a geometric reformulation of the CHY formula, the form can be obtained as
the pushforward of the Parke-Taylor wordsheet form; the latter is the canonical form of the
positive part of moduli space,M+0,n(1, 2, · · · , n), and scattering equations naturally provide
a one-to-one map fromM+0,n (also an associahedron) to the kinematic associahedron.
Now it is very natural to ask, without the input of physical amplitudes or CHY for-
mulas, what can be said about these scattering forms and corresponding worldsheet forms?
More specifically, it is highly desirable to have a mechanism that can generate both forms
in a straightforward way. In this note we will show that, starting from a (n−3)-dimensional
subspace of the kinematic space, one obtains general scattering forms and worldsheet forms
without any other input. This has been implicitly stated in [1]: both the planar scattering
form and the Parke-Taylor form, can be derived only from the subspace given by conditions
si,j = const for non-adjacent i, j’s with e.g. i, j 6= n. In sec. 2 we generalize the associa-
hedron story in a systematic way: for any (n−3)-dimensional subspace, one constructs a
scattering form by dressing each cubic tree with the pullback of its wedge product to the
subspace, and a worldsheet form from the pullback of scattering equations to it. We will
prove that the two forms, though constructed independently, have the remarkable properties
that the latter pushes forward to the former.
The idea that forms can be constructed from subspaces is useful for connecting them
to amplitudes, as we show in sec. 3. Just as color-ordered amplitudes are given by pullback
to the subspace for an ordering, it is natural to interpret amplitudes as pullback, which
is defined by a pair of subspaces. Such amplitudes are exactly those obtained from BCJ
double copy, and they are naturally given by CHY formula associated with the two sub-
spaces. This way of thinking allows one to view scattering equations in a novel way. Given
any (n−3)-dimensional subspace, the scattering equations can be rewritten as a manifestly
SL(2)-invariant map fromM0,n to this subspace; this is obtained by exploting the GL(n−3)
redundancy of the equations, with the Jacobian given by the worldsheet form. For the case
of Ωφ3(1, 2, · · · , n), the map was obtained in [1] and we will see that now it naturally gener-
alizes to any subspace. In particular, for an infinite family of subspaces with combinatoric
interpretation as spanning trees (called Cayley cases) [13], the map has an elegant form
which follows from simple graphic rules. As presented in [1], the forms in these cases are
canonical forms of so-called Cayley polytopes in kinematic space (generalizations of the
associahedron). We will show in sec. 4 that they are naturally derived from the subspaces,
and present the explicit construction for these Cayley polytopes.
To illustrate the power of our construction, in sec. 5 we go beyond Cayley cases and
discover a much larger class of subspaces that also give d log forms. The most natural gen-
eralization is the so-called “inverse-soft” construction, which gives a class of n-pt subspaces
for d log forms from any (n−1)-pt subspace. Concerning the worldsheet forms, our con-
struction corresponds to the well-known “inverse-soft factor": as we will review, this can be
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used to recursively build MHV (non-planar) leading singularities in N = 4 super-Yang-Mills
(SYM). The most general MHV leading singularities were classified in [14], which include
but are not restricted to those constructed using inverse-soft factors. These leading singu-
larities correspond to functions/forms in the moduli space that have nice properties such as
factorizations [15]. Explicitly, we find very simple subspaces whose worldsheet forms give
any leading singularity functions, with a new formula that is very different from the one
in [14]. It is intriguing that every MHV leading singularity, viewed as a worldsheet form,
now has a scattering form and a (combinatoric) polytope in kinematic space associated with
it. All these directly follow from the subspaces we constructed, and we conjecture that they
are all simple polytopes.
2 Scattering forms and worldsheet forms from subspaces
In large enough spacetime dimensions, the kinematic space of n massless particles, Kn, can
be spanned by all independent sab’s, thus it has dimension d :=
n(n−3)
2 . As shown in [1],
certain (n−3)-dimensional subspaces of Kn play an important role in the study of scattering
forms and in particular canonical forms and positive geometries in kinematic space. In this
paper, we initiate a systematic construction, which generalizes the results of [1], for any
generic (n−3)-dimensional subspace H. For any point x ∈ H, we construct two types of
closely-related differential forms of dimension (n−3): one in the kinematic space Kn and
the other in the moduli space of n-punctured Riemann spheres,M0,n.
Scattering forms The differential form in Kn is a scattering form: a linear combination
of d log’s of propagators of cubic tree Feynman diagrams with n external legs. Let’s denote
the collection of all (2n−5)!! diagrams as Γ; each g ∈ Γ is specified by n−3 Mandelstam
variables that are mutually compatible, which are denoted as s(g)1 , s
(g)
2 , · · · , s(g)n−3. We define
the wedge product of ds’s for g (the overall sign depends on ordering of ds’s):
Wg := ds
(g)
1 ∧ ds(g)2 ∧ · · · ∧ ds(g)n−3 . (2.1)
It is natural to consider the pullback of such wedge products to x ∈ H:
(Wg)|H := Ng(x) (dx1 ∧ · · · ∧ dxn−3) , Ng(x) :=
∣∣∣∣∂s(g)i∂xj
∣∣∣∣ (2.2)
where Ng(x) is the Jacobian of Wg with respect to x’s, which depends on the tangent space
of H at x. It is possible that all (2n−5)!! Ng’s vanish at x, then we say H is degenerate at
x; we say the subspace H is non-degenerate if it is non-degenerate everywhere. It is natural
to define a scattering form for H at x, which is non-vanishing for non-degenerate case
Ω
(n−3)
H :=
∑
g∈Γ
Ng
Wg∏n−3
i=1 s
(g)
i
=
∑
g∈Γ
Ng
n−3∧
i=1
d log s
(g)
i . (2.3)
We emphasize that Ω(n−3)H (x) is completely determined by the tangent space of H at x.
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I1 I2
I3I4
I1 I4
I2I3
I1 I3
I4I2
S = sI1I2 T = sI2I3 U = sI1I3
gS gT gU
Figure 1: A triplet of three cubic tree graphs that differ by one propagator.
A basic observation in [1] is that all linear relations among these wedge products are
given by Jacobi identities which are equivalent to those of color factors. There is one such
identity for any triplet of graphs, gS , gT , gU , that differ only by one propagator, see Figure 1.
The wedge products of these three graphs satisfy the Jacobi identity
WgS +WgT +WgU = · · · ∧ (dS + dT + dU) ∧ · · · = 0 , (2.4)
where the distinct Mandelstam variables are S, T, U , respectively, and · · · denote the wedge-
products of the remaining n−4 propagators shared by the three graphs. Denoting the four
propagators connecting to the four subgraphs as sI1 , · · · , sI4 , the second equality follows
from the basic identity implied by momentum conservation, dS + dT + dU = dsI1 + dsI2 +
dsI3 +dsI4 . (2.4) implies that (2.3) is a projective form [1], i.e. it is invariant under a GL(1)
transformation sI → Λ(s)sI for all subsets I (with Λ(s) depending on s). As shown in [1],
the projectivity of the form is guaranteed if for any three graphs as in Figure 1, we have
NgS +NgT +NgU = 0 . (2.5)
Obviously (2.5) holds, because it is the pullback of (2.4) to H at x. Therefore, we have
constructed a projective, scattering form given any point in a general subspace.
Worldsheet forms Similarly, we can study the pullback of scattering equations, Ea :=∑
b 6=a
sa b
σa−σb = 0 (for a = 1, · · · , n), toH, and define its Jacobian with respect to x1, · · · , xn−3:
JH(x) = det
′
(
∂Ea|H
∂xi
)
:= (r s t)−1
∣∣∣∣∂Ea(x, σ)∂xi
∣∣∣∣
r,s,t
(2.6)
where we delete three rows of the derivative matrix, a = r, s, t and compensate with the
factor (r s t) := σr,s σs,t σt,r. It is easy to check that by combining with the top-form of
M0,n, we have a SL(2)-invariant (n−3)-form we call worldsheet form onM0,n:
ω
(n−3)
H (x) = JH(x) d
n−3σ , dn−3σ := (i j k)
∏
a6=i,j,k
dσa (2.7)
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This is a natural form inM0,n associated with the tangent space of H at x.
The main claim we make here is
Theorem. The pushforward of ω gives Ω:
Ω
(n−3)
H (x, s) =
∑
sol.
ω
(n−3)
H (x, σ) , (2.8)
where the sum is over the (n−3)! solutions of scattering equations.
One can show that JH(x) vanishes if and only if H is degenerate at x, in which case (2.8)
holds trivially. We will prove (2.8) in Appendix A, and let’s look at the n = 4 case for now.
H4 is one-dimensional and its tangent space can be written as (ds, dt, du) = (Ns, Nt, Nu)dx
where Ns + Nt + Nu = 0 guarantees ds + dt + du = 0. The projective scattering form in
K4 is given by
ΩH4 = Ns d log
s
u
+Nt d log
t
u
(2.9)
and the form obtained from the pullback of scattering equations inM0,4 is
ωH4 = Ns d log
σ1,2σ3,4
σ1,3σ2,4
+Nt d log
σ1,4σ2,3
σ1,3σ2,4
. (2.10)
It is straightforward to see that (2.8) holds by plugging in the solution of n = 4.
In general, H is a hypersurface and both forms are defined locally on it. In the following,
we will consider the special case when H is a hyperplane that can be defined by d−(n−3)
linear constraints on the Mandelstam variables. In this case one uses global coordinates
X1, · · · , Xn−3 for H and any Mandelstam s can be written as a linear combination of X’s
when pulled back to H. For a hyperplane H, Ng’s become constants (independent of s)
and the Jacobian becomes a rational function of σ’s only. Note that different hyperplanes
can give identical forms in Kn andM0,n, and we will call them equivalent hyperplanes. In
the following we focus on equivalence classes of hyperplanes.
The first and most important example of equivalence classes of H was found in [1]. Let
H = h(1, 2, · · · , n) denote the class defined by the following constraints: si j = const for all
d−(n−3) non-adjacent i, j of a set of n−1 labels e.g. 2 ≤ i, j ≤ n. It has been shown in [1]
that excluding any one label from 1, 2, · · · , n gives equivalent hyperplanes, and in view of
our construction the results can be summarized as
• Ng = ±1 for all planar cubic trees with canonical ordering (with a sign flip for any
two trees differ by one propagator), and Ng = 0 for non-planar cubic trees.
• JH = PT(1, 2, · · · , n), thus ω gives the canonical form ofM+0,n(1, 2, · · · , n).
In this special case, (2.8) pushes the Parke-Taylor form, ω(1, 2, · · · , n) := ωh(1,2,··· ,n) to the
planar scattering form Ω(1, 2, · · · , n) := Ωh(1,2,··· ,n).
Our construction here can be viewed as a generalization to general (not necessarily
d log) forms, both in Kn andM0,n. It is remarkable that they are completely determined
by the choice of the hyperplane H, without any other inputs. Generally, the meaning of
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such generalized scattering forms was discussed in [1]: they are the dual of color-dressed
amplitudes in certain theories, where Wg’s are dual to color factors (the dual of Jacobi
identities are given by (2.4)), and Ng’s the so-called Bern-Carassco-Johansson (BCJ) nu-
merators that also satisfy Jacobi identities. It is an important open question how to find
hyperplanes (or hypersurfaces) H such that the Ng’s become BCJ numerators of a given
theory, such as Yang-Mills theory (YM) or non-linear sigma model (NLSM) [16–19]; equiva-
lently, one can try to find H such that, on the support of scattering equations, the Jacobian
JH equals the reduced Pfaffian, Pf ′Ψn(, k) for YM, or det′An(s) for NLSM [20].
3 Amplitudes from pullback: BCJ and CHY formulas
In the case of planar scattering forms, Ω(1, 2, · · · , n) represents color-dressed amplitudes
for one of the color groups in U(N)×U(N ′) bi-adjoint scalar theory, and it is decomposed
to the canonical ordering for the other group. Furthermore, the pullback of Ω(α) to h(β)
gives the double-partial amplitude m(α|β), where α, β are the orderings for the two groups.
In general, one can study pullback of Ω(n−3)H to any hyperplane H
′. Note that Wg|H′ =
N ′g (dX ′1 ∧ · · · ∧ dX ′n−3), the pullback reads
Ω
(n−3)
H |H′ =
∑
g∈Γ
Ng N
′
g∏n−3
i=1 s
(g)
i
 dX ′1 ∧ · · · ∧ dX ′n−3 , (3.1)
and we will call the expression inside the bracket the “amplitude” Mn(H|H ′). This is
reminiscent of the BCJ double-copy construction: given two color-dressed amplitudes/forms
defined byH andH ′, the numerators Ng and N ′g satisfy Jacobi identities, and the amplitude
for the double-copy H⊗H ′ is exactly given by Mn(H|H ′)! Note that for any hyperplane,
Mn(H|H ′) defined from ΩH |H′ is equal to Mn(H ′|H) from ΩH′ |H , thus the amplitude is
symmetric in H and H ′. For the special case of H ′ = h(α) for some ordering α, the
pullback is equivalent to trace-decomposition of e.g. U(N) group, as studied in [1]. It
gives the partial amplitude Mn(H|h(α)) = M (H)n (α), for the form/color-dressed amplitude
defined by the subspace H. In particular, for (H,H ′) = (h(α), h(β)), we recover m(α|β).
Moreover, for both H and H ′, one can define the Jacobian of scattering equations,
JH(σ) and JH′(σ). An interesting corollary of (2.8) is that the double-copy amplitude is
given by the CHY formula with JH and JH′ :
Mn(H|H ′) =
∫
dn−3σ
∏′
a
δ(Ea) JH(σ) JH′(σ) , (3.2)
To prove this, we take the pullback of (2.8) to H ′ and plug in (3.1) for the RHS:∑
sol.
dn−3σ JH |H′ = ΩH |H′ = Mn(H|H ′) dn−3X ′ . (3.3)
Now on the LHS we also need to factor out dn−3X ′, which means we want to rewrite the
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pullback as an integral with delta functions imposing scattering equations:
∑
sol.
dn−3σ JH |H′ = dn−3X ′
∫
dn−3σ JH
n−3∏
i=1
δ(X ′i − f ′i(σ, s)) , (3.4)
where the scattering equations inside the delta functions are written as a map from σ’s to
X ′’s, X ′i − f ′i(σ, s) = 0. Note that, according to (2.6), the Jacobian of the transformation
from these equations to the standard scattering equations Ea = 0, is exactly JH′ ,∏
i
δ(Xi − f ′i(σ, s) = JH′(σ)
∏′
a
δ(Ea) , (3.5)
from which (3.2) follows directly! We have seen that JH arises from the pullback of scat-
tering equations to any hyperplane H. Equivalently, it is the Jacobian of fixing a GL(n−3)
symmetry of the equations, and the latter can be viewed as a map fromM0,n to H.
Obviously the equations Ea = 0 are invariant under any GL(n−3) transformation:∑
a Λi,a(σ)Ea = 0 where Λi,a(σ) is a σ-dependent matrix. We can exploit the symmetry
when considering the pullback to H; denote the constraints defining H as Lα(s) = −cα for
α = 1, 2, · · · , d−(n−3), and it is obvious that the d−n+3 L’s and the n−3 X’s form a basis
of Kn. In this basis, the scattering equations can be written as a (n−3)× d matrix Ca,(iα)
acting on this basis (here a = 1, 2, · · ·n−3 after deleting three equations),
C(σ) · (X1, · · · , Xn−3, L1, · · · , Ld−(n−3))T = 0 , (3.6)
It is clear that if H is non-degenerate, the matrix formed by the first n−3 columns of
C, denoted as Λ, must be invertible. We can choose its inverse, Λ−1, as a GL(n − 3)
transformation, and makes the first n−3 columns the identity matrix by acting Λ−1 on
C. After this transformation, we have Λ−1 · C = (I, U(σ)) where Ui,α =
∑
a Λ
−1
i,aCa,α
denotes the remaining part for i = 1, 2, · · ·n−3 and α = 1, 2, · · · , d−(n−3). We arrive at
the scattering-equation map fromM0,n to H (recall that Lα(s) = −cα)
Xi −
d−n+3∑
α=1
cα Ui,α(σ) = 0 , (3.7)
for i = 1, · · · , n−3. Since c’s are constants, each Xi is expressed as a function of σ’s,
fi =
∑
α cαUi,α(σ), by (3.7). Note that the Jacobian of the transformation depends on those
three equations that are deleted, e.g. r, s, t. To obtain a permutation-invariant Jacobian,
we can define the (n−3) × n matrix before deletion, Λ′, and the reduced determinant
is exactly that given by (2.6): JH = (r s t)−1 det Λ′. An important point is that the
rewriting, (3.7), makes the SL(2)-invariance of scattering equations manifest: each Ui,α
must be individually invariant under the SL(2) transformation of σ’s since X’s and c’s are
independent of σ’s, thus it can only depends on cross-ratios of σ’s. For a general H, these
U ’s can be rather complicated. In the next section, however, we will encounter a class of
hyperplanes where (3.7) takes an elegant form with U ’s given explicitly.
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(a) (b)
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6 7
5
4
ds23 + ds67 = ds145E2, E3, E4 only contain variables s23, s34
Figure 2: Examples of vanishing Jacobian and cubic tree.
4 Cayley cases: the rewriting, forms and polytopes
As proposed in [13] and studied in [1], there is a very special class of hyperplanes on
which the form Ω(n−3)H , if not zero, can be interpreted as the canonical form of a convex
polytope in Kn, just like the associahedron for the planar case. These are the so-called
Cayley cases, as each of them can be represented by a Cayley tree, or spanning tree of n−1
labelled vertices. We will see how the Cayley cases naturally arise from the simplest way of
rewriting scattering equations as a map, how both forms can be naturally extracted from
the tree for which (2.8) can be easily verified, and how to construct polytopes for these
cases.
Recall that the kinematic information of the original scattering equations is encoded
by si,j ’s. By using momentum conservation, one can eliminate e.g. all s1,i’s and write the
equations in terms of (n−1)(n−2)2 si,j ’s with 2 ≤ i < j ≤ n. It is easy to see that the only
remaining constraint is that the sum of them vanishes, and a basis of Kn can be chosen
as any d of them (by eliminating any one of them). To rewrite the equations as a map,
the most natural and the simplest way is to choose H such that the X’s and L’s exactly
form such a basis. By choosing (n−2)(n−3)2 = d−n+3 of si,j ’s to be L’s (the constants),
one can associate the hyperplane H with a graph, with (n − 2) edges (i, j) corresponding
to the n−2 si,j ’s as the complement of L’s (the variables). Let’s denote the graph as Cn
and the hyperplane under consideration as H(Cn), and it is clear that any (n − 3) of the
complement can serve as X’s, that is the coordinates of H(Cn). The first claim we make
here is that H(Cn) is non-degenerate if and only if Cn is a connected graph! Note that Cn
has n−1 vertices and n−2 edges, thus Cn must be a tree graph as long as it is connected.
If Cn is disconnected, we will see that both the matrix Λ and the hyperplane H(Cn)
are degenerate. Recall that now Cn must have a connected component which is a tree with
no more than n−3 vertices i1, i2, ..., im (see Figure 2 (a) for example), then Ei1 , Ei2 , ..., Eim
contain only m−1 non-constant si,j ’s after using momentum conservation to eliminate s1,i.
This means that there are less than n−3 independent equations with respect to the X’s
among the scattering equations, thus the Jacobian JH = 0, or equivalently the matrix Λ
is not invertible. It is also straightforward to observe that Ng vanishes on H(Cn) for every
g. Since Cn is disconnected, let’s denote the two sets of vertices A ∪ B = {2, ..., n} with
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no edge between A and B. The key is, for every cubic graph g, there is at least one vertex
that is attached to three edges corresponding to sTa , sTb , sTa∪Tb , where Ta ⊂ A and Tb ⊂ B
(see Figure 2 (b) for example). By pullback to H(Cn) we have
dsTa + dsTb = dsTa∪Tb (4.1)
thusWg|H(Cn) = 0. This can also be derived indirectly by using (2.8) and hence ω(n−3)H = 0.
When Cn is connected, it must be a spanning tree of n−1 vertices, 2, 3, · · · , n. H(Cn)
is defined by d−n+3 constant conditions sp,q = −cp,q where (p, q) is not an edge of Cn; one
can choose any n−3 of the n−2 si,j ’s where (i, j) is an edge as the coordinates of H(Cn).
For example, in [1, 13] two extreme Cayley cases are the linear (or Hamiltonian) tree CHn
and the symmetric, star-shaped tree CSn, which are illustrated in Figure 3.
2 3 4 5 n−1 n
n4
6
2
7
3 n−1
5
Figure 3: Two examples of Cayley graphs, CH and CSn
Scattering-equation map and Cayley functions Now we are ready to derive an el-
egant rewriting of scattering equations as a map, (3.7), as well as the Jacobian, JH(Cn).
As already studied in [13], for the Cayley case without label 1, it is convenient to work in
the SL(2) fixing σ1 → ∞. We will rewrite scattering equations, one for each of the n−2
edges of Cn; each edge, (i, j), divides Cn into two parts L(i,j) and R(i,j) (we will omit the
subscript (i, j) and our convention is that i ∈ L, j ∈ R), see Figure 4. Let’s take the sum
of scattering equations Ea with a ∈ L:
E(i,j) :=
∑
a∈L
Ea =
n∑
a∈L
b6=a,b=1
sa,b
σa,b
. (4.2)
It is interesting to see that all terms with both a, b ∈ L cancel in this sum, and the remaining
ones include (a, b) = (i, j) and those (a, b) = (p, q)’s with p ∈ L, q ∈ R:
0 = E(i,j) =
si,j
σi,j
+
∑
p∈L,q∈R
sp,q
σp,q
. (4.3)
By multiplying σi,j and plugging in sp,q = −cp,q we have the scattering-equation map:
si,j −
∑
p∈L,q∈R
σi,j
σp,q
cp,q = 0 (4.4)
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for all n−2 edges (i, j) of Cn. One can easily recover the SL(2) invariance and the coefficients
of cp,q’s are nice cross-ratios of σ’s:
si,j −
∑
p∈L, q∈R
σi,jσ1,pσ1,q
σp,qσ1,iσ1,j
cp,q = 0 . (4.5)
where n−3 si,j ’s serve as the X coordinates of H(Cn), thus (4.4) provides a map fromM0,n
to H(Cn).
r
w
i j
L R
Figure 4: Illustration for a Cayley graph and the rewriting of scattering equations
Similar to the case of scattering equations, only n−3 of these n−2 equations are inde-
pendent, which can be obtained by deleting any edge, say (r, w), of Cn (see Figure 4). By
arranging the n−3 equations, E(i,j), in an appropriate order, the transformation matrix from
{Ea} to {E(i,j)} is a unit triangular matrix with unit determinant, thus the computation of
Jacobian simplifies to the product of n−3 factors 1/σi,j ’s:
JH(Cn) = det
′ ∂E
∂X
= det ′
∂E
∂s
=
1
(1 r w)
∏
n−3 edges (i,j)
1
σi,j
(4.6)
where the product is over n−3 edges (i, j) 6= (r, w). By ignoring the infinity pre-factor
σ1,rσw,1 in (1 r w), we arrive at the SL(2)-fixed Cayley function of [13]:
JfixedH(Cn) =
∏
(i,j) edges of Cn
1
σi,j
(4.7)
and the SL(2)-invariance can be recovered by dressing with the prefactor
∏n
a=2 σ
v(a)−2
1,a [13].
It follows that the worldsheet form ωH(Cn) := d
n−3σ JH(Cn) can be nicely written as
ωfixedH(Cn) =
∧
n−3 (i,j)
d log σi,j ⇐⇒ ωH(Cn) =
∧
n−3 (i,j)
d log
σi,jσ1,rσ1,w
σr,wσ1,iσ1,j
(4.8)
For example (see Figure 3), for CHn the rewriting (4.4) was obtained in [1]:
L = {2, · · · , i} , R = {i+1, · · · , n} : si,i+1 −
∑
p≤i,i+1≤q
σi,i+1σ1,pσ1,q
σp,qσ1,iσ1,i+1
cp,q = 0 , (4.9)
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and the Cayley function is the Parke-Taylor factor. For CSn with e.g. label n at the center,
the rewriting and the (fixed and invariant form of) Cayley function read:
L = {i} , R = {2, · · · , n}/{i} : si,n −
∑
p=i,q 6=i
2≤q≤n−1
σi,qσ1,n
σi,nσ1,q
ci,q = 0 ,
JfixedCS =
n−2∏
i=2
1
σi,n
, J inv.CS =
σn−41,n∏n−1
i=2 σ1,iσi,n
. (4.10)
where in the first equation we have used p = i and the cross-ratios simplify.
Scattering forms and Cayley polytopes Now we proceed to scattering forms and the
pushforward for Cayley cases, as already studied in [1, 13]. It is straightforward to show
that the projective, scattering forms for any Cayley graph agree with previous results. If
a cubic graph has any pole sA with subset A that is not a connected subgraph of Cn, one
can show that the pullback to H(Cn) gives zero, by a argument similar to (4.1). Therefore,
any tree that has non-zero pullback consists of n−3 poles corresponding to compatible,
connected subsets of Cn (except for trivial cases |A| = 1 or n−2) [13], and let’s denote the
collection of such cubic trees as ΓCn . Furthermore, by choosing any n−3 si,j that span
H(Cn) as above, the pullback of such Wg always give ±1, and we have a d log projective
form (see Figure 5 for example):
Wg|H(Cn) = (±)
∧
(i,j)
dsi,j , g ∈ ΓCn ,
ΩH(Cn) =
∑
g∈ΓCn
(±)
∧
compatible A
d log sA =
∑
g∈ΓCn
(±) Wg∏
A sA
, (4.11)
On the other hand, as shown in [13, 15], the Jacobian JH(Cn) has unit leading singularity
at each 0-dimension boundary ofM0,n where every set of pinching punctures belong to a
connected subset A of Cn. This discussion implies that the pushforward of ω
(n−3)
H(Cn)
coincides
with Ω(n−3)H(Cn). By construction, the form is projective thus we do not even need to further
check the sign of each term in the verification of (2.8) for any hyperplane H(Cn).
24
3
75
6
1
3 2
6 7
5
4
Wg|H = ds23675 ∧ ds2367 ∧ ds23 ∧ ds67 = (ds2367 + ds56) ∧ ds2367 ∧ ds23 ∧ ds67
= ds56 ∧ ds2367 ∧ ds23 ∧ ds67 = · · · = ds56 ∧ ds36 ∧ ds23 ∧ ds67
Figure 5: Illustration of non-zero pullback of a cubic tree to H(Cn).
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We have seen that the Cayley case has the advantage that the both the rewriting,
(3.7) and the proof of (2.8) are simple and clear. Furthermore, there is a nice geometric
construction based on H(Cn), which was first discussed in [1]. When Cn is a Cayley graph,
let’s define the top-dimensional, positive region ∆ with all poles being positive:
∆(Cn) := {sA ≥ 0, for every nontrivial connected subgraph A of Cn} (4.12)
Now by requiring all the constants in defining H(Cn), cp,q = −sp,q being positive, one can
check that ∆ have non-empty intersection with H(Cn), which turns out to be a convex
polytope that we call Cayley polytope:
P (Cn) := ∆(Cn) ∩H(Cn) . (4.13)
For example, for the star-shaped tree, CSn, we have the region and subspace
∆(CSn) = {si1···imn ≥ 0 | 2 ≤ i1, · · · , im ≤ n−1, m = 1, · · · , n−3} ,
H(Csn) = {−sij = cij > 0 | 2 ≤ i, j ≤ n−1} , (4.14)
and the intersection gives P (CSn) as the permutohedron polytope [1]. We will prove the claim
for general Cayley polytope in B by studying the geometric factorization: any codimension-
k boundary of P (Cn) corresponds to a set of k compatible poles sA1 , ..., sAk where each Ai
is a connected subset in Cn. Moreover, the canonical form of P (Cn) coincides with the
pullback of ΩH(Cn) on H(Cn), which naturally follows from our construction.
Regions inM0,n and relations to graph associahedron We have seen that a convex
polytope can be constructed beautifully in the subspace of Kn for each Cayley case, now
we show how to get the same combinatoric polytope as a region in M0,n. The Cayley
worldsheet form, ωH(Cn) is the canonical form of the region, which can be pushed forward
to yield the canonical form of Cayley polytope.
The region can be understood as the union ofM+0,n with different orderings in a natural
way, following the results of [13]. To do this, we need to regard the spanning tree as
a directed graph, which also fix the sign convention for JH(Cn). We pick e.g. n as the
root and define Cn as a directed graph with all arrows pointing towards n. Now the sign
convention in JH(Cn) (which we have not been careful about) is that we have σj − σi for
every edge from i to j. Interestingly, we have a nice region that goes with this directed
graph:
R(Cn) :=
⋃
pi∈Sn−2
pi−1(i)<pi−1(j)
M+0,n(1, pi(2), · · · , pi(n−1), n) . (4.15)
It is the union of associahedra with orderings (1, pi(2), · · · , pi(n−1), n) such that i precedes
j in pi for each directed edge from i to j. For instance, R(CHn ) is just the positive part
M+0,n(1, 2, · · · , n) since the directed edges in Hamilton graph are those form 2 to 3, 3 to
4, and so on. Another example is CSn, all pi ∈ Sn−2 contribute in this case since the
only directed edges are those from i to n for any i, thus R(CSn) is the union of (n−2)!
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associahedra. It is the following non-trivial identity derived in [13] that guarantees that the
canonical form of R(Cn) is given by the worldsheet form ωH(Cn):
J(Cn) =
∑
pi∈Sn−2
pi−1(i)<pi−1(j)
PT(1, pi(2), · · · , pi(n−1), n) , (4.16)
Of course we can choose another label as root which will result in a different region, but
they all have the same canonical form (up to a possible sign). In general these regions
do not look like a convex polytope in M0,n, but R(Cn) has exactly the same boundary
structure as the corresponding Cayley polytope, P (Cn). For example, the boundaries of
R(CSn) is exactly those of the permutohedron P (CSn). One can show this by noting that any
co-dimension 1 boundary of R(Cn) corresponds to a subset of σi for i ∈ I pinching together
where I induces a connected subgraph in Cn, and so on.
Furthermore, one can show that the scattering-equation map (4.4) maps all boundaries
of R(Cn) to corresponding boundaries of P (Cn). In particular, it is obvious from (4.4)
that the boundaries of R(Cn) with σi → σj are mapped to those of P (Cn) with si,j → 0.
However, unlike the associahedron case, for any R(Cn) that consists of more than one
associahedron, its interior is not mapped to the interior of P (Cn) (let alone any one-to-one
map). We expect that instead the image of the R(Cn) is the exterior, or the complement
of P (Cn) in the subspace H(Cn). This of course explains why the form obtained from
pushforward of ωH(Cn) gives ΩH(Cn), which is the canonical form for the “exterior” as well!
Last but not least, the combinatoric polytopes for R(Cn) are special cases of the so-
called graph associahedra [21], which are natural generalizations of associahedron and play
an important role in Coxeter complexes etc. To see this, consider a graph Γ(Cn) with n−2
vertices one for each edge (i, j) of Cn, and two vertices are connected iff they are adjacent
in Cn (i.e. they share a vertex). For example, Γ(CHn ) is a Hamilton graph and Γ(CSn) a
complete graph, with n−2 vertices. Our R(Cn) and P (Cn) are combinatorially the same
polytope as the graph associahedron obtained from Γ(Cn). On the other hand, there are of
course graphs that cannot be obtained from a spanning trees in this way. For example, we
have seen that in rewriting the scattering equations, we encounter disconnected graphs that
correspond to degenerate H(Cn). They still give perfectly well-defined Γ(Cn) and graph
associahedra (for example, the cylcohedron for n > 5 belong to this case), but there is no
Cayley polytope for such cases. Thus our construction singles out a special class of graph
associahedra that have a nice realization in kinematic space and scattering-equation maps.
5 Beyond Cayley: d log subspaces and leading singularities
We have studied Cayley cases in detail, where the entire construction is dictated by a
spanning tree and the resulting scattering and worldsheet forms are both d log forms. As
already mentioned in [1], such forms are the most direct generalizations of the planar
scattering form. We believe the most general d log scattering and worldsheet forms can be
constructed from the so-called d log subspace (or hyperplane), as we define now.
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A non-degenerate H is a d log hyperplane if for all g ∈ Γ, non-zero Ng’s are all equal
to each other up to a sign. According to (2.5), the necessary and sufficient condition
for a non-degenerate H to be d log is that for all triplets of graphs as in Figure 1 where
{Ngs , Ngt , Ngu} are not all zero, exactly one of the three vanishes (thus the remaining two
add up to zero); we further restrict to connected case, thus all non-vanishing ones should
be related via such triplets. Given a d log hyperplane, it is natural to choose its coordinates
X’s to be s(g
∗)
i (i = 1, 2, · · · , n−3) of a tree g∗ with non-vanishing Ng∗ , then Ng∗ = 1 and
any non-vanishing Ng = ±1 by definition. Denote the set of trees with non-vanishing Ng’s
as ΓH , then the d log scattering form for H reads
Ω
(n−3)
H =
∑
g∈ΓH
sgn(g)
n−3∧
i=1
d log s
(g)
i (5.1)
with sgn(g) = Ng = ±1. Similarly the worldsheet form ωH is also a d log form, i.e. it
has unit leading singularities onM0,n. Instead of fully classifying these d log hyperplanes,
here we focus on a class of d log H that has a particularly nice interpretation; namely
the Jacobians JH are in one-to-one correspondence with non-planar Maximally-Helicity-
Violating (MHV) leading singularities of N = 4 SYM [14].
Review of leading singularities Recall that a generic top-dimensional MHV on-shell
diagram can be characterized by n−2 triplets of labels (ia, ja, ka) for 1 ≤ a ≤ n−2 (we
assume that all labels 1, 2, · · · , n are covered). The diagram evaluates to a leading singu-
larity, LS(λ1, · · · , λn) which is defined on G(2, n) with weight −2, i.e. LS →
∏n
i=1 x
−2
i LS
for λαi → xiλαi with a = 1, 2, · · · , n1. Such functions on G(2, n) are trivially related to the
so-called leading singularity functions [13, 15] on M0,n by factoring out an overall factor:
LS(σ) :=
∏n
i=1 t
2
iLS(λ), where (λα=1i , λα=2i ) = ti(1, σi) (thus 〈λiλj〉 = titjσi,j). The main
result of [14] is that each LS({i, j, k}) is given by a nice formula:
LS({i, j, k}) = (det |Ψ|pq/σpq)
2∏n−2
a=1(iajaka)
(5.2)
where Ψ is a (n − 2) × n matrix which only has non-zero entries σjaka , σkaia , and σiaja at
the ia-th, ja-th and ka-th columns of the a-th row, respectively. For example, the matrix
Ψ corresponding to the triplet set {(1, 2, 3), (3, 4, 5), (5, 6, 1), (2, 4, 6)} is
Ψ =

σ23 σ31 σ12 0 0 0
0 0 σ45 σ53 σ34 0
σ56 0 0 0 σ61 σ15
0 σ46 0 σ62 0 σ24
 . (5.3)
In the numerator, one computes the determinant after deleting the p-th and q-th columns
with a compensation factor 1σpq , which makes it independent of the choice. In the denomi-
1Since this is MHV sector, after stripping off the overall factor δ4|8(
∑n
i=1 λi(λ˜i|η˜i)), LS only depends
on the holomorphic spinors, λ1, · · · , λn which form a G(2, n).
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nator, the abbreviation (ijk) was defined in (2.6).
From now on, the abbreviation LS is always used to denote the leading singularity
function on M0,n (5.2). Different triplet sets can give identical LS function, if they are
related by an equivalence relation known as the “square move”: if two triplet sets differ by
two triplets, (i, j, k), (i, j, `) and (k, `, i), (k, `, j) respectively, the resulting LS functions are
equal up to a sign (see [14]). It is sufficient to consider any representative triplet sets, e.g.
by choosing Tn = {(1, 2, 3), (1, 3, 4), · · · , (1, n−1, n)} we have LS(Tn) = PT (1, 2, · · · , n).
If a triplet set Tn of n-pt (or any of its equivalent triplet sets) has a particle, say n,
only appearing once, say in triplet (a, b, n), then by removing it the remaining n−3 triplets,
denoted as Tn−1 describe a (n− 1)-pt LS without n, and they are related by
LS(Tn) =
σab
σan σbn
LS(Tn−1) . (5.4)
where the prefactor is known as an “inverse-soft factor” for inserting n between a and b (a
term introduced for gauge-theory amplitudes, see [22]), and we call LS(Tn) an inverse-soft
(IS) reducible LS function since it can be obtained from the lower point one by multiplying
with an inverse-soft factor.
If this procedure can be repeated until only we are left with one triplet for n = 3, we call
such a LS function an IS-constructible one. On the contrary, those that do not admit any IS-
reduction are called IS-irreducible LS functions. In the following, we will build hyperplanes
whose Jacobians exactly correspond to these LS functions, first for IS-constructible ones
and then for general cases.
Like the Cayley cases (4.15), there are regions in M0,n for any LS function. We can
define such a region as the union of associahedra with different ordering, where for each
ordering all the appropirately chosen triplets are ordered correctly:
R(LS({i, j, k})) :=
⋃
ρ∈Sn/Zn
ρ−1(i)<ρ−1(j)<ρ−1(k)
M+0,n(ρ(1), ρ(2), · · · , ρ(n−1), ρ(n)) , (5.5)
whose canonical form LS dn−3σ can be pushed forward to yield a canonical form of a
polytope described in the following in a kinematic space. This equation above is guaranteed
by the non-trivial identity similar to (4.16) derived in [14].
5.1 Inverse-soft construction for d log subspaces
We first introduce a simple, recursive construction for n-point d log hyperplane from any
given (n−1)-point d log hyperplane. Recall that a n-point hyperplane is defined by (n−3)(n−2)2
constraints in Kn, and to build it from a (n−1)-point hyperplane by adding particle n re-
quires n−3 more constraints. The simplest way to do so is to impose additional n−3
constraints of the form sin = const for n−3 i’s chosen from {1, 2, · · · , n−1}, i.e. i 6= a, b
for some a, b. Remarkably, for any given d log hyperplane Hn−1 (regardless of how it is
constructed), the hyperplane arise from inverse-soft (IS) construction,
H(ab)n := Hn−1 ∪ {sin = const|1 ≤ i ≤ n−1, i 6= a, b} , (5.6)
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is also a d log one! The notation H(ab)n indicates that, both for the scattering form and
worldsheet form, in a precise sense as follows, particle n is inserted between a and b. The
results here are the following two claims:
Claims. (I): All n-point trees that have non-zero pullback to H(ab)n are those with leg n
inserted between leg a and b, for any (n−1)-point tree with non-zero pullback to Hn−1; with
coordinates for H(ab)n chosen to be those of Hn−1 with one more s, the coefficients remains
±1 after inserting n. From these pullbacks we can trivially write the d log form ΩHn by (2.3).
(II): The Jacobians/worldsheet forms for H(ab)n and Hn−1 are related by:
J(H(ab)n ) =
σab
σan σbn
J(Hn−1) ⇐⇒ ω(H(ab)n ) = d log
σan
σbn
∧ ω(Hn−1) , (5.7)
where the factor σabσan σbn is exactly the inverse soft-factor for LS functions in (5.4).
sI
L
R
(a)
n
sL sR
L
R
(b)
Figure 6
To prove claim (I), recall that any n-point tree can be viewed as an (n−1)-point tree
with leg n inserted at a particular propagator, which we denote as sI (see Figure 6a).
The propagator divides the whole tree into two parts and we use L and R to denote the
particle sets of two sides respectively. In the n-point tree, instead of sI , now we have two
propagators sL and sR, as shown in Figure 6b.
For the wedge product of ds’s of the tree to have a non-vanishing pullback to H(ab)n , a
and b must be on two sides of n, otherwise (e.g. when a, b are both in L):
dsL ∧ dsR
∣∣∣
H
(ab)
n
= dsL ∧ (dsL +
∑
i∈L
dsni)
∣∣∣
H
(ab)
n
=
∑
i∈L
dsL ∧ dsni = 0
where in the second equality we have used constant conditions (5.6), dsni = 0. Thus only
trees with n inserted between the leg a and b contribute to Γ
H
(ab)
n
. Let’s denote the (n−1)-
pt tree as g′, and the n-pt tree g, with the wedge product of ds’s as W (g
′)
n−1 and W
(g)
n ,
respectively. Then we find the pullback of W (g)n to H
(ab)
n can be written as
W (g)n
∣∣∣
H
(ab)
n
= W
(g)
L ∧ dsL ∧ dsR ∧W (g)R
∣∣∣
H
(ab)
n
= ±W (g)L ∧ dsL ∧W (g)R
∣∣∣
H
(ab)
n
∧ dsan
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where W (g)L and W
(g)
R are the wedge product of ds’s for the left and right part, respectively,
and with dsni = 0 we have replaced dsR by dsan = −dsbn and pull it out to the rightmost
(with a possible overall sign). Note that the ds’s in W (g)L and W
(g)
R are independent of n
since the n-dependent part vanishes in the wedge product. We conclude
W
(g)
L ∧ dsI ∧W (g)R
∣∣∣
H
(ab)
n
= W
(g′)
n−1
∣∣∣
Hn−1
,
where the RHS is in (n−1)-pt kinematic space, and this completes the proof of claim (I).
To prove claim (II), just note that the last scattering equation can be rewritten as
En = sa,n
(
1
σn,a
− 1
σn,b
)
+
∑
i 6=a,b,n
sn,i
(
1
σn,i
− 1
σn,b
)
(5.8)
where sb,n = −sa,n−
∑
i 6=a,b,n si,n has been used. It is easy to see that the second term has
no contribution to the Jacobian determinant J(H(ab)n ) since sni’s are constant. Thus the
Jacobian matrix has the form
(
∂E
∂s
)′
n
=

∗(
∂E
∂s
)′
n−1
...
∗
0 0 · · · 0 σabσanσbn
 ,
where primes mean that three rows have been removed, and the (n−3, n−3)-minor det (∂E∂s )′n−1
is exactly J(Hn−1). Hence we have
J(H(ab)n ) =
σab
σan σbn
J(Hn−1) .
Finally, the worldsheet form can be obtained by using the identity σa bσanσb ndσn = d log
σan
σb n
.
By recursively using the IS construction (5.6), one can build a large class of d log hyper-
planes by inserting new particles. We call such hyperplanes IS-constructible hyperplanes,
where the (n−2)(n−3)/2 constraints defining Hn are all of the form si j = const. Up to
relabeling, we can always assume that the particles being added are p = 4, 5, · · · , n, and
every step we have H(ap,bp)p (with 1 ≤ ap, bp < p) by adding p−3 constraints, si,p = const,
for i 6= ap, bp. Thus any IS-constructible hyperplane is labeled by a sequence of n−3 pairs
(ap, bp), and we denote it as Hn({a, b}). By (I) we can write down the d log scattering form
ΩH({a,b}) by finding ΓH({a,b}) and the signs of pullback. By (5.7) of claim (II) we have
JH({a,b}) =
1
(123)
n∏
p=4
σap,bp
σap,p σbp,p
=⇒ ωH({a,b}) =
n∧
p=4
d log
σap,p
σbp,p
. (5.9)
It is now completely obvious that the Jacobian of IS-constructible hyperplanes are ex-
actly those IS-constructible LS functions. More precisely, the LS characterized by (1, 2, 3)
and (ap, bp, p) for 4 ≤ p ≤ n is the same as (5.9). Cayley hyperplanes are a special
– 17 –
class of IS-constructible ones where all ap’s (or bp’s) are given by a fixed label. We can
choose it to be ap = 1 for p = 4, · · · , n, and the edges of Cayley trees are chosen to
be (2, 3), (a4, 4), · · · , (an, n), which represent most general trees up to relabeling. It is
Figure 7: Combinatoric polytope from LS({(1, 2, 3), (1, 3, 4), (1, 3, 5), (4, 5, 6)})
Here each vertix corresponds to a trivalent graph charactered by three poles
trivial to see that up to n = 5, all LS functions are IS-constructible since the correspond-
ing triplets always have a particle which only appear once. Furthermore, all these LS
functions belong to the Cayley cases. For n = 6, we have the first IS-constructible LS
function which is not Cayley function; up to relabelling, its triplets can be chosen to be
{(1, 2, 3), (1, 3, 4), (1, 3, 5), (4, 5, 6)}, and the constant condition for the corresponding hy-
perplane is
{s24, s25, s45, s16, s26, s36 are constants}. (5.10)
The Jacobian for the pullback of scattering equations to this hyperplane is
σ13σ45
σ12σ23σ41σ34σ15σ35σ46σ56
,
Its scattering forms can be computed simliarly, and we obtain the combinatorial polytope
corresponding to this LS function, which is not a Cayley polytope (thus differs from those
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n = 7 {(1, 2, 3), (3, 4, 5), (5, 6, 7), (7, 1, 4), (2, 4, 6)}
n = 8
{(7, 1, 2), (7, 3, 4), (7, 5, 6), (8, 1, 3), (8, 2, 5), (8, 4, 6)}
{(7, 8, 1), (7, 2, 3), (7, 4, 5), (8, 2, 4), (8, 3, 6), (1, 5, 6)}
n = 9
{(1, 2, 4), (1, 5, 6), (1, 7, 8), (2, 3, 5), (2, 8, 9), (3, 4, 6), (3, 7, 9)}
{(1, 2, 3), (1, 4, 7), (1, 5, 6), (2, 4, 9), (2, 5, 8), (3, 6, 8), (3, 7, 9)}
+22 more
n = 10
{(1, 2, 5), (1, 4, 6), (1, 7, 8), (2, 3, 9), (2, 7, 10), (3, 4, 10), (3, 5, 6), (4, 8, 9)}
{(1, 2, 5), (1, 6, 7), (1, 8, 9), (2, 3, 6), (2, 4, 9), (3, 4, 7), (3, 8, 10), (4, 5, 10)}
+203 more
Table 1: All types of IS-irreducible triplet sets up to relabelling for n = 7 and n = 8, and
some examples of IS-irreducible triplet sets for n = 9, 10.
conisdered in [1] and [13]), see figure 7.
5.2 Subspaces for general leading singularity functions
Starting n = 6 we encounter LS functions that are not IS-irreducible, and for n = 6 up
to relabelling there is only one such example, which is also the only one that is not IS-
constructible for n = 6. The triplets have been given in (5.3), and the LS function reads
LS({(1, 2, 3), (3, 4, 5), (5, 6, 1), (2, 4, 6)}) = (σ13σ45σ26 − σ12σ35σ46)
2
(123)(345)(561)(246)
, (5.11)
where the numerator is not a monomial of σij any more. This completes our classification for
all types of LS functions for n = 6. For higher points, there are more and more IS-irreducible
LS functions, for example, there are only one and two types of IS-irreducible cases for n = 7
and n = 8 respectively, but we find 24 and 205 types of IS-irreducible cases for n = 9 and n =
10 respectively (some of their triplets are listed in Table.1). The most general LS functions
can be obtained from these irreducible ones by applying more IS constructions, (5.6). For
example, one can obtain the n = 7 case LS({(1, 2, 3), (3, 4, 5), (5, 6, 1) , (2, 4, 6), (2, 4, 7)})
by inserting 7 between 2, 4, from the n = 6 irreducible one (5.11).
Obviously we need a different method for constructing the d log hyperplane for these
irreducible LS functions. A new feature of d log hyperplanes for irreducible cases is that we
will not only have si,j = const but also si,j,k = const. We conjecture that these constant
conditions can be read off from the triplets. Before we present our proposition for the most
general case, we will first illustrate the result for our n = 6 example (5.11), and the n = 7
example as given in Table 1.
For (5.11), it is convenient here to use a diagrammatic representation, see Figure 8a,
where each triangle of a distinct color represents a triplet. We first make the diagram
a complete graph for six points: since the four triangles have 12 edges, we need to add
15 − 12 = 3 more (dashed) lines, (14), (25), (36). Our construction is that we first choose
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n = 7 (132, 264, 165, 33)
n = 8
(612, 1530, 1332, 468, 56)
(624, 1560, 1360, 480, 58)
n = 9
(3788, 11364, 12702, 6464, 1449, 111)
(3698, 11094, 12414, 6338, 1431, 111)
+7 more
n = 10
(21966, 76881, 105125, 70610, 23933, 3730, 199)
(22708, 79478, 108646, 72920, 24674, 3830, 202)
+80 more
Table 2: All f -vectors corresponding to triplet sets listed in Table 1.
(a) for LS({(1, 2, 3), (3, 4, 5), (5, 6, 1), (2, 4, 6)}) (b) for LS({(1, 2, 3), (3, 4, 5), (5, 6, 7), (7, 1, 4), (2, 4, 6)})
Figure 8: Diagrammatic representation for LS functions
s14, s25, s36 to be constant, since the sum of all n(n−1)/2 = 15 si,j ’s equals zero, we have
s14 + s25 + s36 + s123 + s345 + s561 + s246 = 0 . (5.12)
By choosing any three of the four si,j,k’s to be constant, the last one must be as well.
Therefore, we can choose the hyperplane to be
H irr6 = {s14, s25, s36, s123, s345, s561 are constants} , (5.13)
which implies s246 is also a constant. To see this indeed gives the desirable results, we study
both the scattering and worldsheet forms. Note that there are in total 15 si,j ’s and 10 si,j,k’s,
thus apart from the 7 constants, we have 18 Mandelstam variables left. Exactly 32 cubic
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tree graphs can be built from these 18 poles that are not constant; out of the 7!! = 105 cubic
trees, precisely these 32 have non-zero pullbacks to H irr.6 , and the coefficients are nothing
but ±1. On the other hand, the pullback of scattering equations to H irr6 gives the Jacobian
with respect to e.g. s12, s34, s56, and we have a beautiful determinant formula:
JHirr6
= (156)−1det
∣∣∣∣∣∣∣
〈126〉 〈624〉 〈423〉
〈531〉 〈435〉 〈132〉
〈645〉 〈342〉 〈246〉
∣∣∣∣∣∣∣ , (5.14)
where the abbreviation 〈ijk〉 := 1σji − 1σjk is the inverse-soft factor appearing in (5.7). Of
course we find that it is identical to the LS function, (5.11).
Again similar to Cayley cases of [1] and [13], we can construct the combinatorial poly-
tope from the scattering form, corresponding to this LS function, see Figure 9
s24 s35 s124
s24 s56 s124
s16 s24 s35
125
s15 s34 s125
s12 s34 s56
s12 s46 s125
s15 s26 s34
s15 s23 s46
s15 s
145
s13 s24 s136
s13 s24 s56
s16 s24 s136
s13 s26 s45
s16 s45 s136
s13 s56 s134
s35
s16 s35 s146
Figure 9: Combinatoric polytope from LS({(1, 2, 3), (3, 4, 5), (5, 6, 1), (2, 4, 6)})
Let’s study the irreducible example of n = 7, see Figure 8b. Again we first make it a
complete graph by adding 6 dashed lines, corresponding to s15, s16, s25, s27, s36, s37. The 5
triangles corresponds to s123, s345, s567, s147, s246, and again the sum of all these variables
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equals zero. We can choose the hyperplane to be
H irr7 = {s15, s16, s25, s27, s36, s37, s123, s345, s567, s714 are constants} , (5.15)
which implies s246 is also a constant. Out of the 9!! = 945 Wg’s, we find exactly 132 cubic
trees have non-zero pullbacks (with coefficients ±1) to H irr.7 . The Jacobian of scattering
equations with respect to e.g. s12, s34, s56, s47, again equals to the LS function:
det
∣∣∣∣∣∣∣∣∣
〈126〉 〈624〉 〈426〉 〈623〉
〈531〉 〈435〉 0 〈132〉
〈645〉 〈342〉 〈241〉 〈746〉
〈354〉 〈753〉 〈657〉 0
∣∣∣∣∣∣∣∣∣
(167)
=
det2
∣∣∣∣∣∣∣∣∣∣∣
σ23 σ31 σ12 0 0
0 0 σ45 σ53 σ34
σ56 0 0 0 σ61
0 σ46 0 σ62 0
σ47 0 0 σ71 0
∣∣∣∣∣∣∣∣∣∣∣
σ267(123)(345)(561)(246)(147)
. (5.16)
Now we are ready to present the general proposition for the hyperplane that corresponds
to any irreducible LS cases:
Proposition. One can choose the triplets for any irreducible LS ({i, j, k}) such that each
label appears in more than one triplet, and each pair of labels appears at most in one triplet.
There are exactly 3(n−2) edges from the n−2 triangles, thus we need n(n−1)/2−3(n−2) =
(n−3)(n−4)/2 dashed lines {(a, b)} to make a complete graph. After setting the corre-
sponding sa,b’s to constant, we further choose any n−3 of the n−2 si,j,k’s to be constant
(which implies the last one is also constant). This is our proposal for the d log hyperplane
corresponding to any irreducible LS function.
Finally, to get a general LS hyperplane, we first find the hyperplane for its irreducible
part, then proceed by IS construction (5.6). For example, the subspace of the IS-reducible
function LS({(1, 2, 3), (3, 4, 5), (5, 6, 1) , (2, 4, 6), (2, 4, 7)}) is
H7 = {s14, s25, s36, s123, s345, s561, s17, s37, s57, s67 are constants} . (5.17)
Unlike the IS-constructible LS functions, it is not obvious how to directly prove our
proposition, i.e. to show that our subspaces yield the correct d log forms for general LS.
In the following, we use a different strategy: given a LS function or any d log form on
worldsheet, we will present a algorithem for finding a class of subspaces that yield such a
LS function/d log form. We will see the answer to this question also further provides some
insights into the relation between subspaces, leading singulaties and general d log forms.
Constructing subspaces for general dlog forms By the pullback to some hyperplane
H, we can obtain a (n−3)×nmatrix from the scattering equations. However, in the context
of leading function, the starting point is a (n− 2)× n matrix. To prove that they have the
same reduced determinant, it is better to state this proposition in terms of differential form.
Since the leading singularity functions are originally defined in the λ-space, we introduce
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here a (2n−4)-differential form for any LS function LS(Tn)
ΩLS(Tn) = LS(Tn) d
2nλ
GL(2)
, (5.18)
and it can be easily rewritten as
ΩLS(Tn) =
∧
τ∈Tn
d log
〈τ1τ2〉
〈τ3τ1〉 ∧ d log
〈τ2τ3〉
〈τ3τ1〉 , (5.19)
as shown in [14]. Now if we make a variable substitution λi = ti(1, σi) like above and
decompose the GL(2) redundancy to SL(2) for σ’s and GL(1) for t’s, then this (2n − 4)-
form will decompose into a (n−3)-form for σ’s and a (n−1)-form for t’s. This decomposition
is quite trivial in (5.18). It is simply
LS(Tn) d
2nλ
GL(2)
= LS(Tn)
dnσ
SL(2)
dn log t
GL(1)
.
However such decomposition will lead to a nontrivial (n− 3)× n matrix representation for
LS function if we do it in (5.19).
This decomposition is quite straightforward even in (5.19). Since there is a trivial
identity d log x ∧ d log y = d log(xy) ∧ d log y = d log(x/y) ∧ d log y, the t factor in the first
d log factor can be canceled by multiplying or dividing the terms in the other d log factors.
This procedure can be proceeded until n − 3 such d log appear, and the differential form
consisting of these n − 3 d log’s is desired since it is already the top form on the σ-space.
There is an example for the triple set {(1, 2, 5), (1, 3, 5), (1, 4, 5)}:
d log
〈1 2〉
〈5 1〉d log
〈2 5〉
〈5 1〉d log
〈1 3〉
〈5 1〉d log
〈3 5〉
〈5 1〉d log
〈1 4〉
〈5 1〉d log
〈4 5〉
〈5 1〉
= d log
t2
t5
σ12
σ51
d log
t2
t1
σ25
σ51
d log
t3
t5
σ13
σ51
d log
t3
t1
σ35
σ51
d log
t4
t5
σ14
σ51
d log
t4
t1
σ45
σ51
= d log
σ12σ35
σ25σ13
d log
σ13σ45
σ14σ35
d log
t1
t2
σ51
σ25
d log
t3
t1
σ35
σ51
d log
t4
t5
σ14
σ51
d log
t4
t1
σ45
σ51
= d log
σ12σ35
σ25σ13
d log
σ13σ45
σ14σ35
d log
t1
t2
d log
t3
t1
d log
t4
t5
d log
t4
t1
, (5.20)
where we have omitted the wedge product symbols for saving space. It is obvious that the
variables of the (n− 3)-form on the σ-space are some cross-ratios of σ’s. Actually, they are
face variables of on-shell digram (see [22]). In the following we will denote these variables
as f ’s and the corresponding d log factors as d log f ’s.
Thus we obtain another (n − 3) × n matrix from those face variable by taking the
partial derivative with respect to σi. It is obvious that the reduced determinant of this
matrix gives the corresponding LS function. For example, three f ’s for the triple set
{(1, 2, 3), (3, 4, 5), (5, 6, 1), (2, 4, 6)}) can be chosen as f1 = (σ13σ26σ45)/(σ12σ46σ35), f2 =
(σ15σ34σ26)/(σ16σ35σ24) and f3 = (σ13σ24σ56)/(σ15σ23σ46), and the corresponding deriva-
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tive matrix is
(
∂ log fα
∂σa
)
αa
=
〈213〉 〈126〉 〈531〉 〈645〉 〈354〉 〈462〉〈516〉 〈624〉 〈435〉 〈342〉 〈153〉 〈261〉
〈315〉 〈423〉 〈132〉 〈246〉 〈651〉 〈564〉
 . (5.21)
Remarkably, this matrix is the same as the matrix(
∂Ea
∂Xα
) ∣∣∣∣
H
, (5.22)
where Xi = {s12, s34, s56} and the subspace H is (5.13). Then the reduced determinant of
course gives the desired LS function. For the general case, we know the scattering equation
Ea comes from the derivative of Koba-Nielsen factor In =
∏n
i<j σ
sij
ij with respect to σa,
Ea =
1
In
∂In
∂σa
=
∂ log In
∂σa
,
then we have (
∂Ea
∂Xα
) ∣∣∣∣
H
=
(
∂2 log In
∂Xα∂σa
) ∣∣∣∣
H
. (5.23)
Thus the matrix ∂ log f/∂σa is equal to the matrix (∂Ea/∂Xα)|H once we have
log fα =
∂ log In
∂Xα
∣∣∣∣
H
. (5.24)
Now our question becomes: given a set of face variables {fα}, how to find a subspace such
that (5.24) holds?
it is convenient to rewrite the factor log In as a inner product
log In =
n(n−3)/2∑
I=1
Y I logUI , (5.25)
where Y I form a basis of momentum space, and uI are some cross-ratios of σ’s such that
the logarithm of any cross-ratio V can be written as a linear combination of logU ’s with
numerical coefficients. Then it is always able to find a linear transformation Λ JI such that
logUI =
∑
Λ JI log VJ with VI = fI for I = 1, 2, · · · , n− 3 . Then
log In =
∑
I
Y I logUI =
∑
J
XJ log VJ , (5.26)
where
XJ =
∑
I
Y IΛ JI .
Remarkably, if we take the first n− 3 of X’s as the basis of subspace and the others as the
constant conditions, the (5.24) trivially holds.
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In the following we take the planar variables si,i+1,··· ,j−1 as the basis of momentum
space, and use the above 6-pt irreducible leading singularity as a example to illustrate how
this formalism works. It is easy to find
d log
σ13σ26σ45
σ12σ46σ35
= −d log u13 + d log u46 , (5.27)
d log
σ15σ34σ26
σ16σ35σ24
= d log u35 − d log u26 , (5.28)
d log
σ13σ24σ56
σ15σ23σ46
= −d log u24 + d log u15 , (5.29)
where
uij :=
σi−1,jσi,j−1
σi−1,j−1σi,j
,
then we obtain the first three rows of Λ−1 and denote it as A
A =
−1 0 0 0 0 0 0 0 10 0 0 0 0 −1 1 0 0
0 0 1 −1 0 0 0 0 0
 , (5.30)
where we have chosen UI to be the column vector (u13, u14, u15, u24, u25, u26, u35, u36, u46).
Actually, what we want is the last 6 columns of Λ , which give the constant condition, and
we denote the matrix consisting of those 6 columns as A⊥ since it is orthogonal to A. A
straightforward calculation then gives
(A⊥)T =

1 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 1 0 0
0 0 0 0 1 0 0 0 0
0 0 1 1 0 0 0 0 0
0 1 0 0 0 0 0 0 0

. (5.31)
This gives a constant condition for this LS function:
s12 + s45 = const. s345 = const.
s16 + s34 = const. s234 = const.
s56 + s23 = const. s123 = const.
which is equivalent to the previous constant condition since s12 + s45 = s345 + s123 + s36,
s16 + s34 = s234 + s345 + s25, and s56 + s23 = s123 + s234 + s14, as it should be.
To summarize, we first find the expansion coefficients of fα on the basis UI , that is the
n(n−3)
2 × (n− 3) matrix A, then its orthogonal complement A⊥ gives the desired constant
condition. We emphasise here that this applies beyond the case of leading singularities: any
differential form on worldsheet can be obtained from a subspace as long as it can be written
as a single term dn−3 log f , and vice-versa. It would be highly desriable to use this general
construction for providing a proof for the propostion for any LS function.
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6 Outlook
In this paper we have developed a subspace-based construction for projective scattering
forms in Kn and the corresponding worldsheet forms inM0,n, which are related by push-
forward by summing over solutions of scattering equations. It is natural to rewrite scattering
equations as a map from M0,n to any such subspace, where the Jacobian of transforma-
tion gives the wordsheet form. As the simplest and most elegant examples, we constructed
subspaces, forms and the rewriting for Cayley cases, as well as polytopes in Kn andM0,n.
We propose that it can be generalized to all cases corresponding to LS functions, both for
IS constructible ones and beyond. There are lots of open questions raised by our initial
exploration in these directions, including the following.
Combinatorics and geometries of LS cases For non-Cayley LS cases, we have focused
exclusively on the forms but not the geometries of polytopes in kinematic space. For IS
constructible cases, we expect to construct convex polytopes in a way very similar to Cayley
polytopes. Again we start with the cone where all poles are positive, and it should be
possible to choose the constants defining H to be negative or positive as appropriate; the
intersection of the cone with H must then yield a convex polytope, whose canonical form
gives ΩH . We have checked this explicitly for the n=6 IS-constructible example in Figure
7.
On the other hand, it is still an open question to construct the convex polytope for
general leading singularity cases. Already for the n=6 irreducible case in Figure 9, we see
that the 18 poles add up to zero thus the same method cannot be applied. It seems we need
new ideas to systematically construct such polytopes for general LS cases. Nevertheless, we
do have strong evidences that at least combinatorially they are simple polytopes:
Conjecture. All combinatoric polytopes obtained from LS functions are simple polytopes.
Obviously all combinatoric polytopes obtained from Cayley functions are simple poly-
topes by construction. Besides, according to our claim (I), we expect the n-pt polytope
obtained form IS construction to be a simple polytopes if the (n−1)-pt one is. It would be
interesting to prove this directly using our recursive construction.
We do not have a good idea how to prove even combinatorially irreducible LS functions
correspond to simple polytopes. These are highly non-trivial objects, which almost certainly
go beyond the scope of generalized permutohedra [23]. However, we have computed the
f -vectors for these objects up to n = 10, which include hundreds of types as shown in
table 2. It is a very non-trivial test that all these f -vectors satisfy the Dehn-Sommerville
equations [24], which strongly suggests that all of them are simple polytopes. In particular,
we have seen that these are all Eulerian poset, i.e. each case has equal total number of
odd/even-dimensional faces (if we count f−1 = 1 and fn−3 = 1). This is certainly not
guaranteed, since we have found numerous objects from dlog subspaces beyond LS cases
that are not Eulerian poset.
Worldsheet forms and regions for LS cases Apart from scattering forms and poly-
topes in kinematic space, the forms and regions in the moduli space are of great interests
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as well. The most important open question is to prove our proposition about subspaces
for LS cases, which is equivalent to (5.2): given the theorem, it suffices to show that
the Jacobian of scattering equations with respect to the subspace equals the LS function,
which would recursively prove (5.2). As shown in [15], on any co-dimensional one bound-
aries, LS function factories into two such functions. We believe that it is possible to show
the same factorization for the Jacobian, which would recursively prove our proposition.
Furthermore, the formula (5.2) for leading singularities were computed from MHV on-shell
diagrams in N = 4 SYM, and it would be highly desirable to see if our determinant formula
has any meaning in the context of SYM. Our construction for subspace is a good starting
point to explore these questions.
It would be also very interesting to study the worldsheet regions for general leading
singularities. As shown in [1], we can choose any such region as the union of associahedra
of different orderings, (4.15). However, there are numerous choices of regions that gives the
same LS function (up to a possible sign). We can easily see this since e.g. two different
regions can add up to a region with vanishing canonical form, which can be interpreted
as algebraic identities among Parke-Taylor factors. It would be nice to understand better
all these regions, as well as the map via scattering equations. From a wider perspective,
just as the wordsheet associahedron M+0,n is the space from G+(2, n) modding out torus
action, it would also be interesting to understand these regions as regions of G(2, n), which
correspond to MHV on-shell diagrams, modding out torus action. We hope to address these
open questions in the future.
More general forms and subspaces We have constructed explicitly forms and sub-
spaces corresponding to all MHV leading singularities, but the method certainly extends to
much more general cases, with several new directions to be explored. It is still an important
open question to classify all subspaces that correspond to d log forms. In addition to search
them from subspaces, one can also study pushforward of d log forms in the moduli space,
e.g. the canonical form of general regions inM0,n. However, these more general d log forms
are not as simple as the leading singularity cases. For example, already for n = 6 we find
several cases that do not correspond to simple polytopes but have the topology of a torus. It
would be very interesting to study these more exotic objects. Another natural question is to
see how our construction is related to other polytopes in the literature, such as generalized
permutohedra [23] (beyond the Cayley cases) and cluster associahedra [25]. Very recently,
there have been explorations of mathematical structures related to scattering forms, world-
sheet forms and the geometries (see for example [26–32]). It would be interesting to see
how some of them fit in our picture as well.
Another direction is to explore how our picture can be useful for the study of scat-
tering forms and amplitudes in known theories. Given the recent progress for loop-level
generalizations of CHY and ambitwistor strings, it is natural to study how to extend the
associahedron and other geometries to one loop [33–41]. Even for the Cayley cases, though
individually these forms have not been interpreted as “partial amplitudes" like for pla-
nar scattering forms, they are special combinations of cubic Feynman diagrams with nice
properties such as factorizations. We have already seen their significance in the study of
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scattering forms in theories of physical interests, such as YM and NLSM.
On the other hand, it would be extremely interesting if we could find subspaces to
directly realize YM/NLSM forms, and it is not obvious that this is possible even for n = 5.
As shown in Appendix A, our theorem actually generalizes to cases beyond subspaces: one
can use any d−(n−3) form (which generally does not correspond to any subspace) to obtain
pullback of any n−3 form in kinematic space. This generalized way of pullback must work
for YM/NLSM cases, and we expect it to have intriguing implications for color/kinematics
duality and BCJ double copy.
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A Proof of the main claim
We prove (2.8) based on section 4. Since both sides of (2.8) are decided locally by the
tangent space of H, it suffices to consider the case where H is a hyperplane described by
(n−2)(n−3)
2 linear constraints, and it has global coordinates X1, ..., Xn−3. Choose sa,b with
2 ≤ a < b ≤ n and (a, b) 6= (2, n) as the n(n−3)2 coordinates of Kn. For any (n− 3) variables
z1, z2, ..., zn−3 where each is a function of sa,b’s, by the chain rule we have:∣∣∣∣ ∂zi∂Xj
∣∣∣∣
H
=
∑
C˜n
∣∣∣∣ ∂zi∂s(C˜n)k
∣∣∣∣
H(C˜n)
×
∣∣∣∣∂s(C˜n)k∂Xj
∣∣∣∣
H
(A.1)
where in the RHS the sum is over all ways to choose (n − 3) from the sa,b’s mentioned
above as the intermediate variables, namely, sum over all possible graph C˜n defined just
like Cn in section 4 but containing edge (2, n). The s(C˜n)k with k = 1, .., (n − 3) denotes
the variables of a certain choice, or to say sa,b where (a, b) is an edge in Cn other than
(2, n). The hyperplane H(C˜n) is defined that those sa,b’s not correspond to edges in C˜n are
all constants, so it has been discussed in section 4. Substitute zi in (A.1) with s
(g)
i and Ei
in (2.2) and (2.6) respectively, we find that (2.8) is equivalent to:
∑
C˜n
∑
sol.
ω
(n−3)
H(C˜n)
(s(C˜n), σ)×
∣∣∣∣∂s(C˜n)k∂Xj
∣∣∣∣
H
=
∑
C˜n
Ω
(n−3)
H(C˜n)
(s(C˜n), s)×
∣∣∣∣∂s(C˜n)k∂Xj
∣∣∣∣
H
(A.2)
In section 4 we have verified
∑
sol. ω
(n−3)
H(C˜n)
(s(C˜n), σ) = Ω
(n−3)
H(C˜n)
(s(C˜n), s) for all C˜n, so (A.2)
follows immediately and the proof is completed.
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Figure 10: Examples of AI, AO, AS with given A in Cn
B Proof of the Cayley polytope construction
Here we prove that the object P (Cn) := ∆(Cn) ∩ H(Cn) mentioned in (4.13) is indeed a
polytope and study its boundary structure in the meanwhile.
Obviously, if P (Cn) is nonempty, then it must be a convex polytope. Suppose P (Cn)
is nonempty for n ≤ m, let’s study P (Cm+1) by considering its possible boundaries.
From (4.12) we know that the boundaries of P (Cm+1) can only lie on the hyperplane
sA = 0 for a certain nontrivial connected subgraph A of Cm+1. With this fact, (4.12) can
be written as
∆(Cm+1)
sA=0−−−→{sAI ≥ 0|AI ( A} ∩ {sAO ≥ 0|AO ) A or AO ∩A = ∅}
∩{sAS ≥ 0|AS ∩A = B,B /∈ {A,AS, ∅}} (B.1)
where AI,AO,AS are all connected subgraphs (see Figure 10). Since Cm+1 is a tree graph,
B and AS ∪A are also connected. We have
sB + sAS∪A = sA + sAS +
∑
i∈A\AS
j∈AS\A
si,j . (B.2)
It’s obvious that the (i, j) pairs in the RHS of (B.2) are not adjacent. Thus, the third
term on RHS of (B.2) is a negative constant on H(Cm+1), while sB and sAS∪A remain
nonnegative in the first and second set on RHS of (B.1), respectively. It implies sAS are
automatically nonnegative with the support of sAI ≥ 0 and sAO ≥ 0. In other words, we
have
∆(Cm+1)
{sA=0}∩H(Cm+1)−−−−−−−−−−−−→{sAI ≥ 0|AI ( A} ∩ {sAO ≥ 0|AO ) A or AO ∩A = ∅} .
(B.3)
On the other hand, H(Cm+1) can be written as (the vertex pairs are all nonadjacent):
H(Cm+1) = {si,j = −ci,j |{i, j} ⊆ A} ∩ {si,j = −ci,j |{i, j} * A} . (B.4)
– 29 –
→
Figure 11: Example for A and A˜ from Cn
Since we already have the subgraph A, we can obtain another connected graph from Cn by
contracting A to a single node, and denote this graph as A˜ (see Figure 11).) Recall that
when sA = 0, sA∪{j} =
∑
i∈A si,j for j /∈ A. So from (B.3) and (B.4) we know that:
P (Cm+1)|sA=0 =(R(Cm+1) ∩H(Cm+1))|sA=0
=({sAI ≥ 0|AI ( A} ∩ {si,j = −ci,j |{i, j} ⊆ A})
∩ ({sAO ≥ 0|AO ) A or AO ∩A = ∅} ∩ {si,j = −ci,j |{i, j} * A})
=P (A) ∩ P (A˜) ∩ {constants restraints irrelevant to P (A) or P (A˜)} (B.5)
where the constants packed in P (A) and P (A˜) are implicitly inherited from H(Cm+1).
Thus P (Cm+1) is nonempty by the induction assumption. And from (B.5) we can infer
the boundary structure of P (Cn): it has a codimension-1 boundary at every sA = 0 with
A being Cn’s nontrivial connected graph, and the shape of this boundary is P (A)⊗ P (A˜).
So each codimension-k boundary of P (Cn) must correspond to k times of such successive
“factorize” process, namely a set of k compatible poles sA1 , ..., sAk where Ai is connected in
Cn. This completes the proof of the assertion in sec. 4.
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