Learning models have typically focused on the convergence of beliefs toward an equilibrium. However in stochastic environments, there may be rare but recurrent episodes where shocks cause beliefs to escape from the equilibrium. We characterize these escape dynamics by drawing on the theory of large deviations, developing new results which make this theory directly applicable in a class of linear-quadratic learning models. The likelihood, frequency, and most likely direction of escapes are all characterized by a simple deterministic control problem. We illustrate our results in a simple example, which shows how escapes can arise in a model with a unique equilibrium.
INTRODUCTION
There is by now a substantial literature on adaptive learning in economics, with important work both in macroeconomics (see Evans and Honkapojha, 2001 ) and game theory (see Fudenberg and Levine, 1998) . The central question in this literature has been whether learning leads to equilibrium behavior. As agents who use simple learning rules observe more and more data, their beliefs may settle down and converge to an equilibrium. Large movements away from this equilibrium then become increasingly unlikely, but due to ongoing stochastic shocks they may occasionally occur. In this paper we develop and apply methods to characterize these rare departures. Following Sargent (1999) , we call these large deviations escape dynamics.
In particular, we focus on situations in which agents are uncertain of their economic environment. These agents base their actions on subjective models, which we take to be linear regressions that they update as they observe data. Agents allow for structural change in their environment, which leads them to discount past data. We also consider the possibility that agents' subjective models may be misspecified, and thus following Sargent (1999) our equilibrium concept is a self-confirming equilibrium (SCE).
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In an SCE, agents' beliefs are correct about outcomes that occur with positive probability, but may be incorrect about events which happen with probability zero.
Since agents discount past data, their beliefs do not converge as they obtain more observations. Thus we study an alternate limit in which the discount rate on past data, known as the gain, gets small. With small gains, agents average more evenly over past data and a law of large numbers applies. We show that agents' beliefs converge to a differential equation, which we call the mean dynamics. On average, the mean dynamics pull agents toward a self-confirming equilibrium. This result parallels much of the adaptive learning literature, beginning with Marcet and Sargent (1989) . Our specific result applies stochastic approximation theory due to Kushner and Yin (1997) , and is analogous to results in Evans and Honkapohja (2001) .
Occasionally however, an accumulation of stochastic shocks may induce agents to change their beliefs, and so they may escape the self-confirming equilibrium. In the limit, the probability of escaping from the SCE goes to zero, and thus escapes become increasingly unlikely for smaller gain settings. But for any positive gain, escapes may occasionally recur, and when they do, they have a very particular form. To analyze the escape dynamics, we draw on the theory of large deviations. We show that when agents' beliefs escape, with high probability they closely follow a deterministic path we call the most probable escape path. We show how to find this path, and we characterize the likelihood and frequency of escapes.
Our main contribution is the derivation of a simple deterministic control problem whose solution characterizes the escape dynamics in a class of linear-quadratic models. Our results build on the general analysis of Dupuis and Kushner (1989) . They develop a theory of large deviations for stochastic approximation models, and characterize escapes via a variational problem.
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While their results are quite general, they are difficult to apply in practice. We provide new results which simplify the general theory in our particular linear-quadratic setting. Drawing on a result from Worms (1999) , we reformulate the general variational problem as a simple cost minimization problem.
In the minimization problem, we clearly separate the two sources of dynamics which govern agents' beliefs. The mean dynamics govern the expected behavior of beliefs and drive the convergence results. Escape dynamics are driven by unlikely shock realizations, and we show that they can be interpreted as a perturbation of the mean dynamics. Our key results derive a cost function which provides a measure of the likelihood of the perturbations. The most probable escape path can be found by choosing a minimum cost sequence of perturbations which push agents' beliefs away from the SCE. We then apply standard control theory methods to characterize the solution of the cost minimization problem.
While the mean dynamics and convergence to an equilibrium have been well-studied in the literature, there has been much less focus on escape dynamics. The insight that stochastic shocks may push agents away from an equilibrium has been most extensively analyzed in evolutionary game theory. tic transition rates between equilibria. Although our results can be used to analyze multiplicities as well, in this paper we focus on models with a unique equilibrium.
While our methods can be applied to a variety of models, not all of them will have prominent escape dynamics. In many models large deviations from an equilibrium would be quite infrequent, and our results would characterize rare tail events. However, Sargent (1999) demonstrated that escape dynamics may be an important force in some models with a unique equilibrium. He also introduced large deviation theory for settings like ours, and provided much of the motivation for this paper. Since the early drafts of this paper have circulated, the results developed here have been applied in a variety of settings. Our results were first applied by Cho, Williams, and Sargent (2002) to analyze Sargent's (1999) To illustrate our methods, we develop a simple example which shares many features of the more elaborate economic models considered in the literature. We study a model of a monopolist learning a demand curve, subject to both cost and demand shocks. We show that the model has a unique self-confirming equilibrium, and the firm's beliefs converge to it in the small gain limit. However when the cost and demand shocks are correlated, there are recurrent episodes in which the firm's beliefs escape from the SCE, and the firm rapidly raises its price. After such an escape, the beliefs are gradually drawn back to the SCE and the price falls back to the SCE level. These escapes lead to recurrent large price fluctuations, which we do not observe when the cost and demand shocks are independent. We apply our results to explain this difference, and to characterize both the frequency of escapes and the behavior of the firm's beliefs during an escape. We then describe how the escapes are due to locally self-reinforcing dynamics which kick in once stochastic shocks push beliefs away from the SCE.
The rest of the paper is organized as follows. In Section 2 we introduce our baseline model, a single-agent linear quadratic model, and discuss our equilibrium concept and learning formulation. In Section 3 we provide an overview of our results. We first briefly describe the convergence of beliefs, and then turn to the analysis of escape dynamics, concluding with our main result which characterizes them. Section 4 then describes and analyzes an example. The final sections of the paper provide more formal detail for the results in Section 3. In Section 5, we formally establish the convergence of beliefs, and Section 6 provides the large deviation results which characterize the escape dynamics. The appendix collects proofs and statements of technical results.
THE MODEL
In this section we describe the class of models we study in the paper. We focus on linear models in which agents form decisions based on estimated models which they update over time. For simplicity, we focus on a single agent setting. Our results can the game theory literature has generally focussed on models with finite state spaces, unlike the continuous state space we study here.
also be applied to dynamic games, as in Williams (2009) , but strategic interaction raises some additional issues which are not essential here.
The Basic Setup
At each date n = 0, 1, 2, . . . there is a state vector y n ∈ R ny , and an agent controls a vector of actions a n ∈ R n a . There are stochastic shocks to both the state evolution and the agent's actions, which follow the linear state space model:
Here u n is the part of the actions a n which is controllable by the agent, (A, B, Σ y , Σ a ) are coefficient matrices and W n+1 ∈ R n w is an i.i.d. shock vector with distribution F . We mostly focus on the case where F is Gaussian, but some of our results are stronger for bounded shocks. Note that we allow for correlation between the shocks to the state in (1) and the actions in (2) .
The agent knows that his choices affect the state with some noise as in (2), but he does not know the state evolution (1). Instead he chooses actions based on a subjective model which he updates over time. We allow for the possibility that the agent's model is misspecified, in that it may omit some relevant variables. Thus instead of conditioning on the full vector y n he may only consider a sub-vector s n = K s y n , where K s selects the appropriate elements. We collect these states and the agent's actions into the agent's state x n = [s n , a n ] ∈ R n x . The subjective model is:
Here γ ∈ R nx×ny is a matrix of beliefs or regression coefficients, and η n+1 is a vector of regression errors. The errors are believed to be orthogonal to the regressors x n :
HereẼ represents the agent's subjective expectation, which may not agree with the objective expectation, particularly if the agent's model is misspecified.
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At every date, the agent chooses his actions to maximize his utility given his current beliefs. This is an example of what Kreps (1998) and Sargent (1999) call an "anticipated utility" model: each period the agent makes decisions treating his beliefs γ as constant, and then updates the beliefs upon observing outcomes. We suppose the agent has quadratic preferences over his state vector x n , with the positive definite weighting matrix Ω(γ) which may depend on the beliefs, and discount factor β ∈ (0, 1). Thus the agent's problem is:
subject to (2) and (3) . The solution is a linear decision rule:
where we emphasize the dependence on the beliefs γ. Substituting (6) into (1) and using (2), we obtain the belief-dependent linear law of motion:
2.2. Self-Confirming Equilibrium Following Fudenberg and Levine (1998) and Sargent (1999) , we now define a selfconfirming equilibrium as a matrix of beliefs which are consistent with the agent's observations. First, we introduce a bit of notation to summarize the variables entering the orthogonality condition (4) . Let ξ n+1 = [y n , W n+1 ] and note from (7) that we can write its evolution as:
Then define g as the function whose expectation is zero in (4):
Here we recall that x n is a linear function of ξ n+1 under (6), as is y n+1 from (7). Thus g is a quadratic function of ξ n+1 , a particular structure we will exploit in our analysis. The key orthogonality condition (4) can then be written asẼg(γ, ξ n+1 ) = 0. In a self-confirming equilibrium this orthogonality condition holds under the objective probability measure induced by (7) as well. That is, the agent's beliefs are confirmed by his observations. In order for the objective expectation to make sense, we assume that given γ, y n has a stationary distribution denoted π. We later constrain the evolution of beliefs to insure that π exists. Thus defineḡ as the unconditional expectation of g:
Definition 2.1.
A self-confirming equilibrium (SCE) is a matrixγ ∈ R nx×ny such thatḡ(γ) = 0.
Adaptation
As we noted above, the agent treats the parameters of his model as constant when making decisions, but then updates them with observations. We specify that the agent learns via the following constant gain recursive least squares algorithm:
Here the scalar ε > 0 is the gain, giving the weight on new information relative to the past. The new information is summarized by g, whose expectationḡ is zero in a SCE. Thus the algorithm adjusts beliefs in a direction that makesḡ tend toward zero. The new term R n is an estimate of the second moments of the regressors. More volatile regressors convey less information, and so are given less weight. We introduce the factor φ in (12) to also include the class of generalized stochastic gradient learning rules, as studied by Evans, Honkapohja, and Williams (2008) . These rules set φ = 0 and thus use a constant weighting matrix R n = R. If the gain decreased over time as ε = 1 n+1
, then (11)- (12) would be a recursive representation of the standard OLS estimator, as is widely used in the learning literature. A constant gain discounts past observations, implying that the agent pays more attention to more recent data. Such algorithms are known to work well in nonstationary environments, and to provide good predictors even when the underlying model is misspecified.
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Both motivations are appropriate here, as the agent's model is potentially misspecified and the environment effectively changes as he learns over time.
As noted above, the analysis in this paper presumes that y n in (7) is stationary. If the agent were to know the true model (1), then it would be sufficient to make the typical stabilizability assumption that there exists a control rule which stabilizes the system. However since the agent's model (3) differs from the truth, and since his beliefs evolve over time, we need to constrain the learning rule so that it does not induce instability in the state evolution. As we cannot guarantee stability in general, we need to confine the estimate sequence to a feasible set. The following assumption restricts beliefs γ to guarantee the existence of a unique, stable invariant distribution π for y n . Assumption 2.1. Let G ⊂ R n x ×n y be the set of γ such that the eigenvalues of A + Bh(γ)K s have modulus strictly less than one. For each n, we assume γ n ∈ G.
One way to insure this stability in practice is to impose a projection facility on (11), as in Marcet and Sargent (1989) which restricts the updating rule so that the estimates stay in the set. We will not explicitly deal with such a facility here, as we assume that the SCEγ is in interior of G and we analyze escapes to points that remain in the interior of G. 6 
OVERVIEW OF THE ANALYSIS
This section provides a brief overview of our results. We first show that on average, the agent will be drawn toward a self-confirming equilibrium. Then we characterize events in which beliefs escape from the SCE, which is the main focus of the paper.
Convergence of Beliefs
All of our results consider small gain limits. In any sample from the model the gain is constant, thus we look across different samples indexed by the gain. We emphasize this by writing γ ε n . As ε → 0 the agent averages more evenly over past data, and the changes in beliefs become smoother. To see this, define the random variable v ε n+1 :
Then we can re-write (11) as:
Note that (13) is similar to a finite-difference approximation of a time derivative, on a time scale where ε is the increment between observations. Letting ε → 0, this approximation becomes arbitrarily good. Along this same limit, a law of large numbers insures that v ε n converges to zero. Thus in the limit we obtain the differential equations:
Equation (15) carries out a similar limit for (12) , where we use the notationM (γ) = E(x n x n ). We call these ODEs the mean dynamics, as they govern the expected evolution of the agent's beliefs. Theorem 5.1 below makes this formal. Note that an equilibrium pointγ of (14) is a self-confirming equilibrium, and let M (γ) =R. Thus if the SCE is stable under the ODE, we see that as ε → 0 the agent's beliefs (11)- (12) converge to (γ,R). Most of the learning literature has focused on convergence toward an equilibrium, and so has characterized the mean dynamics. Our contribution here is to study rare deviations from an equilibrium, and so we characterize the escape dynamics.
Escape Dynamics
The convergence results show that escapes from the SCE are unlikely. We now show that if they do happen, they are very likely to happen in a particular most probable way and with a predictable frequency. First we define the key objects of interest. To simplify the presentation, we initialize all paths at the SCE. In the following we use the same time scale as (13) where ε is the time increment between n and n + 1. 7 These results can be easily extended to allow for initialization in a neighborhood of the SCE. (11)- (12) with γ 0 =γ, define the (first) escape time from G as:
3. A regular escape path from G is an escape path for which ∃µ 2 > µ 1 > 0 with {γ : γ −γ < µ 2 } ∈ G such that there is no t > t where γ ε (t ) −γ > µ 2 and γ ε (t ) −γ ≤ µ 1 . LetΓ ε (G,n) be the set of regular escape paths.
For small gains, any path {γ ε n } spends most of its time near the SCEγ, and if noise pushes it away, it tends to be drawn back. While eventually all paths leave the set G, an escape path exits before the terminal daten. A regular escape path is one which upon escaping from a µ 2 neighborhood of the SCE does not return to a smaller µ 1 neighborhood of it. Once a regular escape path starts to escape, it does not turn back.
Our results characterize bounds on the probability of escape, the mean escape time, and the most probable escape path. 8 In particular, we show below that almost all escape paths exit the set G at the end of the most probable escape path, and almost all regular escape paths are close to the most probable path while they are still in the set G.
We characterize escapes as arising due to a perturbation v of the mean dynamics:
Since we focus on the beliefs γ, along these escape paths we let R follow the mean dynamics (15) conditional on γ. Note the similarity of (16) to (13) : for the mean dynamics the perturbation vanishes, but it resurfaces to govern the escape dynamics. That is, the perturbation v ε n in (13) has a zero mean and so it typically becomes negligible and the beliefs track the mean dynamics. But to characterize the unlikely sequence of shocks leading to an escape, we analyze the perturbations v in (16) which cause the beliefs to escape. Alternative escape paths are associated with alternative perturbations, and we evaluate the likelihood of alternative escape paths by a cost function which penalizes less likely perturbations.
The "cost" of a particular perturbation depends on its size relative to the volatility of beliefs, as bigger perturbations will more naturally occur with more volatility. If y n (and hence ξ n ) were i.i.d., then for a given (γ, R) the variance of the belief increment in (13) would measure belief volatility:
However since y n is temporally dependent, we need a more general measure. Escapes may occur either due to a few large shocks or a succession of small shocks, and the dependence of y n is crucial in evaluating the likelihood of such alternative perturbations. As discussed in Meyn and Tweedie (1993, Ch. 17) , one way to capture this dependence is to first find the solution f of the Poisson equation:
Then for fixed γ the left side of (18) is a martingale, which simplifies the characterization of the long run belief variance. In particular, for fixed (R, γ) we have:
Using martingale convergence results, Meyn and Tweedie (1993) show that as T → ∞ these sums converge to a normal random vector with covariance matrix:
This same matrix Q is our measure of the belief volatility. When ξ n is i.i.d., then f = g and Q is equal to V ar(v n ) as in (17) . But in general, we need to solve the Poisson equation (18) . While this is not always an easy task, Lemma 6.1 in Section 6.2 below shows how to explicitly solve (18) for our model.
We analyze escapes on a fixed continuous time horizonT < ∞, and setn =T /ε. Thusn → ∞ as ε → 0. Also Q may be singular, so let Q † be its pseudoinverse. To characterize the escape dynamics, we choose the perturbations v in (16) which push beliefs to the boundary ∂G in the most cost effective way:
where v i is a column of v and the minimization is subject to (16) , (15), and:
Thus the instantaneous cost of a perturbation is quadratic, with weighting matrix Q.
If v ≡ 0 then the beliefs follow the mean dynamics. The cost is zero, but the beliefs do not escape. To find the most probable escape path, we find a least cost path of perturbations that pushes beliefs fromγ out to the boundary G. The characterization of the escape dynamics by the control problem (20) is the main result in this paper. We build on the results of Dupuis and Kushner (1989) , who characterize escape dynamics in models like ours as a general variational problem. But their results are difficult to directly apply. In this paper, we derive the explicit form of the control problem in (20) for our class of models, which makes the theory directly applicable. We discuss the details of our characterization in Section 6 below.
The following theorem shows how (20) characterizes escapes. We fix a set G and horizonT as above, and recall that τ ε is an escape time, with the escape taking place at γ ε (τ ε ). We say that the minimized costS is continuous in G if we obtain the same value when we change the terminal condition in (21) to an interior point arbitrarily close to the boundary of G. 
Suppose that the shocks W n are i.i.d. and unbounded (but have exponential tails). Then we have:
lim sup ε→0 ε log P γ ε (t) / ∈ G for some 0 < t ≤T |γ ε (0) ∈ G ≤ −S.
Suppose that the shocks W n are i.i.d. and bounded, andS is continuous in G.

Then we have:
3. Under the assumptions of part 2, for all δ > 0:
and:
Under the assumptions of part 2, for any
) and δ > 0:
Proof. See Appendix A.2.2.
Part (1) shows that the probability of observing an escape on a bounded time interval is exponentially decreasing in the gain ε, with the rate given by the minimized cost functionS. The next three parts establish stronger results for bounded shocks.
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Part (2) shows that in this case the asymptotic inequality in part (1) becomes an equality. Part (3) shows that for small ε the escape times from the SCE become close to exp(S/ε).
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The log mean escape time also converges to this value. Finally, part (4) shows that the minimizing path from (20) is the most probable escape path. This means that with probability approaching one, all escapes occur near the end of this path, and all regular escape paths remain near it. 9 More precisely, letS δ be the value obtained in (20) when we change (21) to require that γ(T ) − γ * < δ for some γ * ∈ ∂G. ThenS is continuous in G if lim δ→0Sδ =S. 10 Although we focus mainly on Gaussian shocks, our results are sharpest in the bounded case. An application of these results in Cho, Williams, and Sargent (2002) obtained nearly identical results with bounded and unbounded shocks. Thus many results may carry over for some unbounded cases.
11 But notice that δ is fixed, and thus as ε → 0 the interval around exp(S/ε) expands.
AN EXAMPLE
We now present a simple example which shows how escape dynamics may be a dominant feature of a model. The example here shares many features with other applications with prominent escape dynamics, as we discuss in Section 4.4 below. The model has a unique self-confirming equilibrium which is stable under learning. In one parameterization of the model, simulations from the model show small fluctuations around the SCE, with escapes being the rare large movements away from it. However under a different parameterization, simulations show recurrent escapes from the SCE which always lead in the same direction. We apply our methods to characterize the escapes and to explain these differences.
The Model
We study a model of a monopolist learning its demand curve. The firm faces an unknown linear demand for its products, which is subject to a shock. The firm produces at a constant cost per unit in each period, with the realized cost in a period depending on a shock. In one parameterization we consider the shocks to costs and demand are uncorrelated, while in the other they are correlated. For simplicity, the model is mostly static, with dynamics only coming through learning.
In particular, we specialize the general model of Section 2.1 as follows. The state vector consists of output d n and a constant: y n = [d n , 1] , and the shock vector W n = [W 1n , W 2n ] is a 2 dimensional standard normal random vector. For simplicity we set the expected marginal cost to zero, so we can think of the firm choosing its markup u n over marginal cost, with the cost shock determining the realized price a n :
Output is given by the static linear demand curve:
Note the dating convention: d n+1 is the current period's output, which depends on the current price a n . When ρ = 0, the shocks to costs and demand are correlated. Thus output and prices are determined by (1) and (2) with the following specification:
The firm does not know its demand curve, but instead sets its price based on its subjective model (3), which here takes the form:
thus s n = [0, 1]y n = 1 and x n = [1, a n ] . We abstract from the second equation of the state evolution (1), as it is simply an identity with nothing to learn. Note that when ρ = 0, the belief equation (22) is a misspecified regression for (1), as a n and d n+1 are driven by correlated shocks. The firm maximizes expected profits based on (22) , which can be written as in (5):
where we use (4), and the last equation implicitly defines the weighting matrix Ω(γ).
Since there are no dynamics in the model, the optimization problem (5) is static. Thus the policy function (6) determines the optimal markup:
Learning
For simplicity, we study here a simple generalized stochastic gradient algorithm which sets φ = 0 in (12) and R n ≡R in (11). As discussed above, Evans, Honkapohja, and Williams (2009) study such rules and relate them to the recursive least squares rule. The key function g = [g 1 , g 2 ] from (9) is given explicitly here by:
Since ξ = [1, W ] is i.i.d., we simply take expectations to getḡ = [ḡ 1 ,ḡ 2 ] as in (10):
Since the model is static, Assumption 2.1 which insures stability is satisfied.
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It is straightforward to show that there is a unique self-confirming equilibrium, given by:
Note that when ρ = 0 the SCE beliefs are biased estimates of the true intercept and slope (b 0 , b 1 ). By our discussion above, we find that as ε → 0 the beliefs converge to the SCEγ.
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Thus we expect that for small ε, beliefs will remain near the SCEγ, and the price will exhibit small fluctuations around the expected price h(γ). However we find that the model exhibits some striking behavior, as shown in Figures  1 and 2 , which plot some simulated outcomes from the model for different settings of ρ. Figure 1 plots simulated time paths of prices a n for ρ = 0 and ρ = −1, while Figure 2 plots the estimated slope coefficients γ 1n from the same simulations.
14 Each figure also plots two different gain settings when ρ = −1. When ρ = 0, and thus the regression model (22) is correctly specified, the price and belief series behave as expected. The price is near h(γ) and the slope is nearγ 1 throughout, with movements away from these levels following no regular pattern. But when ρ = −1, we observe recurrent episodes in which the firm raises its price sharply, corresponding to the episodes in which the slope coefficient increases from its SCE level of b 1 + ρ = −2 to a value near the true slope of b 1 = −1. The higher price and lower slope are sustained for a relatively short time, as they gradually are drawn back to the SCE levels. As our results suggest, for smaller gain settings the escapes become less frequent and the model spends an increasing fraction of time near the SCE. But escapes do recur, and the escape paths have a very regular pattern, leading to increases in the slope and the price. We now show that this is precisely what our results predict.
Escape Dynamics
To analyze the escapes, we first calculate the cost function matrix Q from (19) . Since the model is static and the shocks are i.i.d., the Poisson equation (18) is trivial and f = g. Thus Q is the covariance matrix in (17) , which can be written here as:
where:
. Using the properties of normal random variables we have explicitly:
We now solve the control problem (20) to characterize the escapes. Rather than fixing a single set G, we consider sets of the form:
That is with r > 0, G(r) is the half-ball of radius r aroundγ with γ 1 >γ 1 , while G(−r) is the other half-ball with γ 1 <γ 1 . The minimized costS for different radii is shown in Figure 3 when ρ = 0 and when ρ = −1. When ρ = 0 we see thatS is quite symmetric, increasing rapidly once we move away from zero in either direction. Thus escapes of substantial size become quite rare for small gains, and the escapes that do occur are equally likely to result in increases or decreases of the slope coefficient. However when ρ = −1 the minimized cost function is asymmetric. It increases rapidly in the negative direction, but it has a long, nearly flat section associated with increases in the slope coefficient (r > 0). Thus even though escapes are rare, once beliefs do escape they are likely to move quite a distance (nearly three Euclidean units) in the positive direction. This reflects what we observed in Figure 2 , where with ρ = 0 the movements away from the SCE followed no definite pattern, while with ρ = −1 there were recurrent escapes with increases in the slope coefficient of roughly the same magnitude.
A more comprehensive look at escapes is given in Figure 4 , which plots escape distributions for different r and ρ settings. In particular, each panel of the figure fixes (r, ρ) and shows a histogram of the slope coefficient at the time of escape (γ Also shown in each figure is the predicted escape point γ 1 (T ) from the most probable escape path associated with that particular (r, ρ) setting. The top two panels consider relatively small escapes, with r = ±0.5. There we see that the escape distributions are relatively symmetric, with escapes in both the positive and negative directions. The middle of the distribution thins out as the gain decreases, with the escapes becoming more concentrated near the predicted points. When ρ = 0 the escapes are quite symmetric, but for ρ = −1 positive movements are somewhat more likely, becoming more so for smaller gain. The asymmetries that we observed in Figure 3 become even more pronounced when we consider larger escape sets of r = ±1.5 and r = ±3 in the bottom panels of Figure 4 . Here we only consider ρ = −1, as in the simulations we never observed escapes of this magnitude for ρ = 0. The panels clearly show that for small gain the escape distributions become highly concentrated around the predicted escape point in the positive direction. Thus Figure 4 illustrates that the asymmetries in the rate functions are borne out in the simulations, and the escape distributions concentrate near the predictions, just as Theorem 3.1 suggests.
We now investigate the predictions of Theorem 3.1 in more detail. Figure 5 plots the escape distributions and escape times when ρ = −1 and r = 3.2 for varying gains, with 5000 simulations for each gain setting. Part (4) of the theorem says that as ε → 0 the distribution of escape points should concentrate at the end point of the most probable path. This is documented in the left panels of Figure 5 , where we plot the predicted escape point for both the intercept coefficient γ 0 (top panel) and slope coefficient γ 1 (bottom panel), along with the median and bands covering 90% of the simulated distribution. Here we clearly see that as ε → 0 the distribution tightens substantially around the prediction, and the median converges up toward the predicted level. In addition, part (3) of Theorem 3.1 predicts that for small gain the mean escape times increase exponentially in 1/ε at rateS. The right panel of Figure  5 plots the log mean escape times from the simulations along with our prediction, and bands covering 90% of the simulated distribution. Note that we only predict the slope of the line shown, which gives the exponential rate of increase.
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For relatively large gains, the escapes occur more rapidly than our results suggest, but for small gains our results provide a good match to what we observed in the simulations.
Finally, part (4) of Theorem 3.1 states that in the limit all regular escapes remain close to the most probable path. This is illustrated in Figure 6 , which shows a summary of 5000 simulated escape paths with r = 3, ρ = −1, and ε = 0.005. The top panel plots the time paths of the intercept coefficient γ 0 along an escape, while the bottom panel plots the slope. In each case, we plot most probable path resulting from our calculation (20) , along with the paths corresponding to the 5%, 50% (median), and 95% quantiles of the simulated escape time distribution. The plots use a logarithmic discrete time scale, so that the most probable path is scaled as log(t/ε). The figure shows that all the escape paths are characterized by a long period near the SCE, followed by a rapid increase in the slope and decrease in the intercept. Moreover, our predicted most probable escape path is quite close to the median from the simulations. Thus our results accurately predict the entire time path of beliefs during an escape.
Interpretation and Relation to the Literature
The model exhibits strikingly different behavior depending on the value of ρ. When ρ = 0 escapes are symmetric, leading equally to increases or decreases in the slope coefficient, and escapes become very rare with small gain. However when ρ = −1 escapes are asymmetric, leading to regular increases in the slope coefficient from γ 1 = b + ρ to γ 1 = b, and these escapes recur with small gain (albeit less often). As we noted above, when ρ = 0 the estimate of the slope coefficient in the SCE is biased, due to the correlation between prices and output. This misspecification plays a key role in generating the prominent escape dynamics we observe. Even though the shocks W 1 and W 2 are independent processes, there will occasionally be a string of correlated realizations. With ρ < 0, during such an episode there will be a smaller response of output to the changes in the price. The firm interprets these outcomes as a decrease in the elasticity of its demand curve, and responds by raising its markup u n = h(γ), and hence the mean price. As the firm increases its markup, it gets more influential observations and hence obtains a better estimate of the true slope of its demand curve, which indeed is more inelastic than the SCE suggests. This process is thus self-reinforcing and leads to an escape, but it takes an unlikely sequence of shock realizations in order for it to start. The escapes end when the firm obtains the correct slope estimate, and it does not increase its markup any further. Eventually, there are sufficient independent realizations of the shocks W n , which allow the firm to once again pick up on the correlation between prices and demand, drawing the firm back to the SCE. As this process repeats over time, it generates the episodes of rapidly rising and gradually falling prices we observed in the simulations.
Setting ρ = 0 eliminates the misspecification and hence the mechanism leading to the escapes. A correlated string of shock realizations will still cause the firm to lower its estimated demand elasticity, and hence raise its markup. Again this leads to a better estimate of the true slope, but this now agrees with the SCE, which is in fact more elastic than the atypical string of shocks suggested. This counteracts the initial effects of the shocks, and leads the firm back to the SCE. Thus the model with ρ = 0 lacks the self-reinforcing dynamics which drive the escapes.
Locally self-reinforcing dynamics have been a crucial feature of models with prominent escape dynamics. Most directly, models with multiple equilibria have locally reinforcing dynamics around each equilibrium. These models tend to experience escapes when shocks push beliefs from one equilibrium to another. Notable examples include evolutionary games, such Kandori, Mailath, and Rob (1993) and Young (1993) and much subsequent literature, and macroeconomic models with multiple stable equilibria, such as Kasa (2004) . Williams (2002) uses the methods of this paper to study multiple equilibria in a model of learning in games. Similarly, some models feature one stable equilibrium and an explosive region, such as Marcet and Nicolini (2003) and Sargent, Wiliams, and Zha (2008) . Here shocks occasionally force beliefs to enter the explosive region, which generates a self-reinforcing acceleration of beliefs. More closely related to this paper are the learning models with a with a unique (self-confirming) equilibrium, where prominent escape dynamics have gone along with misspecifications. In all of these cases, the escape dynamics are driven by occasional sequences of shocks which trigger actions that allow agents to temporarily overcome the misspecification of their models.
CONVERGENCE ANALYSIS
In the rest of the paper we provide more formal detail to support the results in Section 3. In this section we formalize Section 3.1, providing conditions which insure that agents' beliefs converge to a self-confirming equilibrium. The results in this section follow from Kushner and Yin (1997) , and are analogous to results in Evans and Honkapohja (2001) , with related results in much of the learning literature.
To proceed with the analysis, we define a time scale to convert the discrete time belief evolution into a continuous time process. We let the ε be the continuous time interval and interpolate between the discrete iterations in the learning rule (11)- (12):
This defines the continuous time processes as piecewise constant functions of t ∈ [0, +∞), which are right-continuous with a left-limit (RCLL). The results in this section establish the weak convergence of these processes on the Skorohod space D[0, +∞) of RCLL functions. Note that as ε → 0 the time interval between observations shrinks, and the process becomes smoother. That is, the constant segments become shorter and there are more observations in any given (continuous) time interval. The next theorem shows that as ε → 0 the interpolated processes converge to the solution of the ODEs we derived informally in (14)- (15) .
In Appendix A.1 we provide a proof of the following theorem, and list its necessary conditions as Assumptions A.1. They consist of regularity conditions on the algorithm and the error distribution, and we show there that many of the conditions are satisfied in our baseline model. The remaining conditions require thatḡ(γ) andM (γ) be continuous and that the system of ODEs (14)- (15) have an asymptotically stable point (γ,R). As we've seen, verifying these conditions is straightforward in practice. 
As the ODEs have a stable point at the SCE, the theorem shows that as ε → 0 over time (t → ∞) agents' beliefs converge weakly to the SCE. Interestingly, the same limiting ODE characterizes the limit of beliefs with decreasing gain algorithms, such as the usual recursive least squares algorithm studied by Marcet and Sargent (1989) which sets ε = 1 n+1
in (11)-(12). But with decreasing gain the beliefs typically converge with probability one as n → ∞, while we obtain weak convergence with constant gain. The weaker notion of convergence here means that for any given gain ε, occasional departures from the SCE may persist over time.
LARGE DEVIATIONS AND ESCAPE DYNAMICS
In this section, we use techniques from large deviation theory to analyze the escape dynamics. The convergence results above show that any event in which beliefs get far from the SCE must have a probability converging to zero with ε. However, for a fixed ε > 0 we may observe such rare escapes, and large deviation theory allows us to characterize them. In this section we provide the details behind our key Theorem 3.1 above, which characterizes the escape dynamics by a deterministic control problem.
Large Deviations
The theory of large deviations deals with calculating bounds on the asymptotic probabilities of rare events. These events have probabilities that converge to zero exponentially fast, and large deviation results identify the exponential rate of convergence. As such, large deviations can be viewed as refinements of classical laws of large numbers and central limit theorems. We now formally define some terminology. Let a sequence {X T } be defined on a probability space (Ω, F, P ) and take values in a complete separable metric space X . A rate function S X : X → [0, ∞] has the property that for any M < ∞ the level set {x ∈ X : S X (x) ≤ M } is compact. We now formally define a large deviation. Definition 6.1. A sequence {X T } satisfies a large deviation principle on X with rate function S X if the following two conditions hold.
1. For each closed subset F of X , X T satisfies the large deviation upper bound:
For each open subset G of X , X T satisfies the large deviation lower bound:
If the sequence converges to a limit not contained in F and G, the probability the sequence enters these sets converges to zero. If the sequence satisfies a large deviation principle, this convergence is exponential with the leading exponent determined by the rate function.
The goal of our analysis is to develop a large deviation principle for our learning model, and use it to identify the direction and frequency of escapes. The difficulty in analyzing the evolution of beliefs comes from the interactions between the state ξ n in (8) and the beliefs γ n in (11). However we can decouple the analysis because the processes effectively operate on different scales. The state is a "fast" process with a variance independent of the gain ε, while the beliefs are a "slow" process whose variance decreases with ε. Thus in the next two sections we split the analysis into two steps reflecting the different scales.
Analyzing The State Evolution
As a first step, we analyze the fast state process, treating the slow belief process as fixed because its fluctuations are proportionately negligible. We later use the results from this stage to determine the large deviation properties of the slow belief process. In the convergence analysis in Section 5 we averaged over the variation in ξ n , and showed the beliefs are typically driven by the mean dynamics Eg(γ, ξ) =ḡ(γ). To analyze the contribution of fluctuations in ξ n to the escape dynamics, we now analyze events where g differs from its expectation. In particular, we apply a large deviation principle due to Worms (1999) for the sample means of g, and we explicitly calculate the rate function.
For fixed beliefs (R, γ), we now define a sequence of centered sample means for g.
. . , n y denote the columns of g andḡ, respectively. Then define:
and let
Thus for a sample of size T , X T is the deviation of the belief updating term R −1 g from its expectation. An important first step in our analysis is to characterize the large deviation properties of X T .
A key component of our results is the Poisson equation (18) above, whose solution is f (γ, ξ). As we discussed in Section 3.2, the solution of the Poisson equation is fundamental in studying additive functions of a Markov process. For example, Meyn and Tweedie (1993) provide a functional central limit theorem for processes like X T by using the Poisson equation to convert them into martingales. Thus the appearance of the Poisson equation here is rather natural. The following theorem, whose proof is in Appendix A.2.1, applies a result from Worms (1999) to characterize the large deviation properties of X T . (18) , and define Q(γ, R) as in (19) above. Then the sequence {X T } in (23) satisfies a large deviation principle with rate function:
While it is not always easy to solve the Poisson equation, it admits an explicit solution in our model. In turn, this allows us to explicitly calculate the rate function S X . To ease the presentation, we assume here that the state ξ n does not contain a constant term and the distribution F of the shocks W n is the standard normal distribution Φ. In this case, under Assumption 2.1 we see from (8) that the limit distribution π is Gaussian with mean zero and variance Σ(γ) which solves the Lyapunov equation:
By definition, g in (9) is quadratic in ξ, so we can write each element of it as:
for some matrices V ji . We now show that the Poisson equation (18) reduces to a system of matrix Lyapunov equations, and that Q is a fourth moment matrix of a Gaussian process. These simplifications allow us to apply our results in practice, as there are efficient numerical methods for Lyapunov equations. In Appendix A.2.3, we provide a proof and show how to alter the calculations when the state contains a constant.
Lemma 6.1. Suppose that Assumption 2.1 holds and F = Φ, the standard normal distribution. Then the solution of the Poisson equation (18) is a matrix-valued quadratic function with elements
The matrices L ji solve the Lyapunov equations:
Then Q from (19) can be written
, where the elements ofQ are for j, k = 1, . . . , n x (suppressing dependence on γ):
Although the calculating Q may appear rather involved, it is straightforward to implement. Moreover, when the model is static, as in the example in Section 4, then the Poisson equation is trivial and matters simplify further.
Analyzing the Beliefs
We now turn to the second step of the analysis, analyzing the large deviation properties of beliefs. As we mentioned in Section 3.2 above, our Theorem 3.1 builds on results in the literature. In particular, Freidlin and Wentzell (1998) characterized the most probable escape path for continuous time diffusions as a solution of a variational problem. Their results have been extended to discrete time stochastic approximation models such as ours by Dupuis and Kushner (1989) . We first present their results, which are very general. Then we show how the results in the previous section lead to the simplified expressions given in Theorem 3.1 above.
We now define the key objects of the theory. Conditional on an arbitrary ξ 0 , define:
When ξ n is i.i.d., H i reduces to the log moment generating function of R −1 g i . But in the more general case when ξ n is persistent, H i averages over the time dependence in the state and thus is a type of long-run log moment generating function. We then define the Legendre transform of the H i functions as:
The action functional is then defined over absolutely continuous trajectories γ(·) by:
where R(·) solves (15) . (We let S = +∞ for trajectories that are not absolutely continuous.) Finally then, we define the variational problem:
subject to (15) and the boundary conditions (21) . The following theorem is the basis for our Theorem 3.1, and it compiles and applies results from Dupuis and Kushner (1989) , Kushner and Yin (1997) , and Dembo and Zeitouni (1998 
This implies that H i in (27) essentially consists of a mean part (the first term) and a deviation from the mean (the second term) due to the stochastic shocks and the exponentiation. The mean part is relatively straightforward, reflecting the mean dynamics R −1ḡ
. The expression for the deviation from the mean comes from Theorem 6.1, by noticing that connection between the terms in (27) and X T from (23) . Large deviation results apply here because the product inside the expectation in (27) becomes dominated by the extreme terms. The result (31) resembles the standard formula for the mean of a log-normal random variable, where Q plays the role of a covariance matrix. This is consistent with our discussion above, where we noted that Q acts as a generalized covariance matrix for the agent's beliefs. The Legendre transform of the H i functions (31) is then simply:
where we note that Q may be singular and thus Q † is its pseudoinverse. If we then define:
we justify the evolution equation (16) and can rewrite L as a quadratic form in v. Using these simplifications, the abstract variational problem (30) becomes the simpler control problem (20) , and our Theorem 3.1 follows.
Characterizing the Escape Dynamics
In this section, we characterize the solution of the minimum cost control problem (20) . The deterministic control problem (20) can be solved either by applying a maximum principle or dynamic programming. The maximum principle allows for explicit expressions, but dynamic programming sometimes leads to more direct solutions. In Appendix A.2.4, we provide a result from Fleming and Soner (1993) which justifies the use of a maximum principle here. Thus the Hamiltonian for (20) with states (γ, R), co-states (α, λ), and control v is:
Therefore, by taking derivatives of the Hamiltonian, we see that the most probable escape path solves the differential equations:
subject to the boundary conditions (21), where H R is the derivative of the Hamiltonian with respect to the R matrix. Alternatively, we can characterize the solution of (20) by dynamic programming methods.
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We define a value functionŜ(x, y) analogous toS in (20) , but with the terminal condition in (21) changed to γ(T ) = x, R(T ) = y. ThenŜ satisfies the following Hamilton-Jacobi partial differential equation:
ThenS = inf x,yŜ (x, y) subject to x ∈ ∂G. In some special cases, the PDE (33) is explicitly solvable. But in general we must rely on numerical solutions, and the ODEs (32) are typically easier to implement numerically. Our results in Section 4 relied on the numerical solution of this system of differential equations. Given an initial condition for the co-states (α(0), λ(0)), it is easy to integrate the ODEs until γ hits the boundary of the set G. This determines T, γ(·) and allows us to evaluate the action functional S as in (29) . We then solve the minimization problem (30) by minimizing over (α(0), λ(0)).
CONCLUSION
In this paper we have analyzed two sources of dynamics that govern adaptive learning models: mean dynamics which pull an agent's beliefs toward a limit point, and escape dynamics which push them away. We have provided a precise characterization of these dynamics, and we have illustrated how they can arise in an example. We have shown that as the gain decreases to zero (across sequences), the beliefs converge in a weak sense to a self-confirming equilibrium. However ongoing stochastic shocks may occasionally lead beliefs to escape from the self-confirming equilibrium. We developed new theoretical methods to characterize the escape dynamics, and showed how to apply them in a simple economic model. There we saw how a misspecificaton may generate locally self-reinforcing dynamics, which lead to recurrent large deviations from the self-confirming equilibrium.
The (2009)) . Further, our analysis is not limited to learning models. The same methods can be applied to filtering and recursive estimation problems, which could have interesting implications for the performance of estimators. However, absent in standard estimation problems is the feedback between estimates and observations which drove much of our results. Learning models thus provide a natural framework in which escape dynamics can play an important role.
APPENDIX A
A.1. CONVERGENCE RESULTS
For these results, we stack (γ, R) into a vector θ and write (11)-(12) compactly as:
Then we defineb(θ) = Eb(θ, ξ n ) and v n+1 = b(θ n , ξ n+1 ) −b(θ n ). The following are the necessary assumptions for Theorem 5.1 above. We include an ε superscript on θ ε n and v ε n to emphasize their dependence on the gain.
Assumptions A.1. 
The random sequence {θ
For each δ > 0, there is a compact set
Proof (Theorem 5.1). The result follows directly from Theorem 8.5.1 in Kushner and Yin (1997). The theorem requires their additional assumptions (A8.1.9), (A8.5.2), (A8.5.3) and (A8.5.5) which hold trivially here, since Eb(θ ε n , ξ n+1 ) =b(θ ε n ) is independent of ξ n+1 . This implies that the limit in (A8.1.9) is identically zero and that the β ε n terms in (A8.5.2) and (A8.5.5) are also identically zero. Further, their conditions (A8.5.1) and (A8.5.3) are then equivalent and given by part 2 above. The theorem is also stated under a weaker condition which is implied by part 3 above.
Note that parts 1, 2, and 5 of Assumptions A.1 hold in our model with i.i.d. Gaussian shocks W n . (The conditions are even easier to verify with bounded shocks.) The tightness in part 1 follows because for each θ, b(θ, ξ n+1 ) is a quadratic function of standard normal random variables. Therefore P (|b(θ, ξ n+1 )| ≥ K) = f (K) for some function f that goes to zero as K goes to infinity. Since the one-step transitions satisfy this property, any finite number of steps does as well. Further, since the property holds for all θ, we have that P (|θ ε n | ≥ K) → 0 as K → ∞, and so the sequence is tight. For part 2, note that |b(θ n , ξ n+1 )| 2 consists of normally distributed random variables up to the fourth order, and so has finite expectation, which implies the uniform integrability. Finally part 5 holds because v n consists of normally distributed random variables up to the second order, and thus can be bounded to arbitrary accuracy on an appropriate compact set. The remaining conditions 3 and 4 must be verified in particular settings.
A.2. LARGE DEVIATIONS A.2.1. Analyzing the State Evolution
Here we collect the proofs of our results in Section 6.2. Proof (Theorem 6.1). We first state the assumptions underlying the result of Worms (1999) that we use in Theorem 6.1, then we show that in our model Assumption 2.1 suffices for them to hold. The assumptions are stated in terms of a functional autoregressive model that generalizes (8) :
Assumptions A.2.
1. For some norm |·| on R n s and R n s ×n w , f and σ satisfy the following relation for β > 2 and for any x, y ∈ R n s :
where 0 < α < 1. 
For some
Note that in the linear-quadratic model given by (8) , f (ξ) = Θξ and σ(ξ) = Λ. Therefore under our Assumption 2. 
Then we have that:
We now use this result to prove Lemma 6.2. In Theorem 6.1 we establish the rate function for the {X T } process (23), which is a partial sum of a functional autoregressive process. The rate function (24) depends on the matrix-valued function Q(γ, R), and can be written as:
Theorem A.1 applies, as the rate function is clearly convex, and the moment condition holds (since g is quadratic function of normally distributed random variables). Thus via the convex duality of S X and Q we get (31). 
A.2.3. Solving the Poisson Equation
This section proves our result on the solution of the Poisson equation in Section 6.2, then discusses the necessary modifications when the state ξ includes a constant term.
Proof (Lemma 6.1). For simplicity, we suppress dependence on γ. Since g is quadratic and ξ is Gaussian, we guess that f is also quadratic with elements f ji :
for some matrices L ji . Taking conditional expectations gives:
Additionally, we know that the elements of g satisfy:
Thus for f in (A.1) to solve (18) , the L ji matrices must satisfy the Lyapunov equations given in (26) . This verifies our guess of the form of f and also insures that:
tr(L ji ΛΛ ) = tr(V ji Σ), so that the constant terms in the Poisson equation match. With the Poisson solution f , we can then calculate the matrix-valued Q function as in (19) . We factor this function as: Q(γ, R) = R −1Q
(γ)R −1
. Then using the solution for f above, we have that the (j, k) element of theQ matrix is of the form:
where the expectation is with respect to the stationary distribution π. Note that (A.2) is the expectation of a quartic function of normal random variables. Evaluating the expectation gives the expression in the text.
We now extend Lemma 6.1 to the case where the state ξ n contains a constant. It is useful here to isolate the constant, so we define ξ n = [ξ n , 1] and use (8) to write:
where the matrices (Θ 0 , Θ, Λ) are drawn from the matrices (Θ, Λ). Thusξ n is Gaussian with mean µ and covariance Σ given by:
The distribution of the full vector ξ n is thus partially degenerate. The invariant measure π is Gaussian, with mean µ and covariance Σ given by:
The function g is still quadratic in ξ, and thus we can write its elements as:
for some matrices V ji , as above. However for some calculations it is now useful to renormalize g by making it a function of a mean zero process. So we define a process that centers the variable components of ξ but retains the constant term: z n = [ξ n − µ , 1] . This process is also Gaussian with the linear evolution:
where Θ is as in (A.3) and Λ is from (8) . Then we rewrite g as a function of the new z process:
where we partition V ji conformably to z and define: With these modifications, the same calculations as in Lemma 6.1 imply that the solution f to the Poisson equation (18) takes the form:
where the matrices L ji satisfy the Lyapunov equations parallel to (26) :
The constantsf ji are undetermined, but this is inessential as they drop out of the matrix Q. We can then evaluate Q as in (A.2) above with z replacing ξ, and thus we gain a few additional terms due to the means. For example, the first product term in (A.2) is now (the second term is similar): where e s is a n s vector of all zeros except for a one in the final position (to select the constant).
A.2.4. Characterizing the Escape Dynamics
The following lemma from Fleming and Soner (1993) justifies the use of a maximum principle in solving the control problem (20) . Therefore the solution of the problem (20) can be determined by the differential equations (32).
Proof. Fleming and Soner (1993) establish that if H is strictly convex in α, then L is strictly convex in β, and also that if H is superlinear in α, then L is superlinear in β. We have shown in (31) that H is a quadratic function of α and so is strictly convex and superlinear. The conclusion follows from results in Section I.6 and I.8 of Fleming and Soner (1993) .
