The estimation of a parameter of a model by the measurement of a random variable whose distribution depends on this parameter is one of the main tasks of statistics. In this paper the notion of the statistically dual distributions is introduced. An approach, based on the properties of the statistically dual distributions, to resolve the given task is proposed.
Introduction
As shown in refs.
1, 2 , in the framework of frequentist approach we can construct the probability distribution of the possible magnitudes of the Poisson distribution parameter to give the observed number of eventsn in a Poisson stream of events. This distribution, which can be called a confidence density function of a parameter, is described by a Gammadistribution with the probability density function which looks like a Poisson distribution of probabilities. This is the reason for naming this pair of distributions as statistically dual distributions. Also, the interrelation between the Poisson and Gamma distributions was used in these papers to reconstruct the confidence density of the Poisson distribution parameter by a unique way and, correspondingly, to construct any confidence interval for the parameter.
According to B. Efron 3 the confidence density is the fiducial 4 distribution of the parameter. This distribution is considered as a genuine a posteriori density for the parameter without prior assumptions.
The same relation [5] [6] [7] , which allows one to reconstruct the confidence density of a parameter in a unique way, exists between several pairs of statistically self-dual distributions (normal and normal, Laplace and Laplace and, as is shown below, Cauchy and Cauchy).
Note that the posterior distribution of the parameter also is used for the definition of conjugate families in the Bayesian approach. The interrelation between the statistically dual distributions and conjugate families is discussed in ref.
7 .
Statistically dual distributions
Let us define statistically dual distributions. Definition 1: Let φ(x, θ) be a function of two variables. If the same function can be considered both as a family of the probability density functions (pdf) f (x|θ) of the random variable x with parameter θ and as another family of pdf'sf (θ|x) of the random variable θ with parameter x (i.e. φ(x, θ) = f (x|θ) = f (θ|x)), then this pair of families of distributions can be named as statistically dual distributions.
The statistical duality of Poisson and Gammadistributions follows from simple discourse.
Let us consider the Gamma-distribution with probability density
Changing the standard designations of the Gamma-distribution 1 β , α and x for a, n + 1 and µ, we get the following formula for the probability density of Gamma-distribution
where a is a scale parameter and n + 1 > 0 is a shape parameter. Suppose a = 1, then the formula of the probability density of Gamma-distribution Γ 1,n+1 is
It is a common supposition that the probability of observing n events in the experiment is described by a Poisson distribution with parameter µ, i.e.
One can see that if the parameter and variable in Eq. (3) and Eq. (4) are exchanged, in other respects the formulae are identical. As a result these distributions (Gamma and Poisson) are statistically dual distributions. These distributions are connected by the identity 1 (see, also, this identity in another form in refs.
i.e.
for any real µ 1 ≥ 0 and µ 2 ≥ 0 and non-negative integern.
The definition of the confidence interval (µ 1 , µ 2 ) for the Poisson distribution parameter µ using
where Another example of statistically dual distribution is the Cauchy distribution with unknown parameter θ and known parameter b. Here we also can exchange the parameter θ and variable x while conserving the same formula of the probability density.
The probability density of the Cauchy distribution is
The probability density of its statistically dual distribution is also the Cauchy distribution:
In such a way the Cauchy distribution can be named as statistically self-dual distribution. An identity like Eq. (5) also holds,
wherex is the observed value of random variable x andC(θ|x) is the confidence density.
Statistical duality and estimation of the parameter of a distribution
It is easy to show that the reconstruction of the confidence density is unique if Eqs. (5) or (9) holds [5] [6] [7] . As a result we have the Transform (both for Poisson-Gamma pair of families of distributions and for statistically self-dual distributions) 
where T cd is the operator of the Transform. Here θ 1 and θ 2 are the bounds of the confidence interval for location parameter θ. As is shown above in the case of Gamma-and Poisson distributions, the two integrals are replaced by sums and −∞ is replaced by 0.
The Transform Eq. (10) allows one to use statistical inferences about the random variable for estimation of an unknown parameter.
The simplest examples of this are given by several infinitely divisible distributions.
Definition 2: A distribution F is infinitely divisible if for each n there exist a distribution function F n such that F is the n-fold convolution of F n .
As known the Poisson, Gamma-, normal and Cauchy distributions are infinitely divisible distributions. The sum of independent and identically distributed random variables, which obey one of the above families of distributions, also obeys the distribution from the same family. Applying the Transform Eq. (10) to this sum allows one to reconstruct the confidence density of the parameter in the case of several observation of the same random variable. It means that we construct the relatioñ (12) where T cd is the operator of the Transform Eq. (10), the setx 1 ,x 2 , . . . ,x n are the observed values. Thereafter we reconstruct the confidence density of θ, i.e. f (θ|x 1 ,x 2 , . . . ,x n ).
The method for construction of the confidence density of the mean value of several random variables which obey the Poisson distribution (sample with size > 1) and the way how to take into account the statistical uncertainty is shown in refs.
2 . The use of the confidence density also can be formulated in Bayesian framework. Let us consider, as an example, the Cauchy distribution. We suppose in our approach that the parameter θ is not a random value and before the measurement we do not prefer any values of this parameter, i.e. possible values of the parameter have equal probability and a prior distribution of θ is π(θ) = const. Suppose we observex 1 and update our prior via the Transform Eq. (10) to obtainC(θ|x 1 ), which is the pdf of the Cauchy distribution. This becomes our new prior before observingx 2 . It is easy to show that in the case of observingx 2 the reconstructed confidence densitỹ C(2θ|x 1 +x 2 ) also is the pdf of the Cauchy distribution and, correspondingly,C(θ|x 1 ,x 2 ) is our next new prior. By induction this argument extends to sequences of any number of observations, i.e. we use the iterative procedureC
where T pd is the operator of the Transform between a priori density and a posteriori density of the parameter.
Conclusions
We have formulated the notion of statistically dual distributions in the framework of probabilistic (and, in this sense, frequentist) approach. We have shown that the statistical duality allows one to connect the estimation of the parameter with the measurement of the random variable of the distribution due to the Transform Eq. (10) .
All considered cases of statistically dual distributions belong to conjugate families (which are defined in the framework of Bayesian approach). For example 11 , the distributions conjugate to Poisson distributions were built by a Monte Carlo method (i.e. in the frequentist approach). Hypothesis testing confirms that these distributions are Gammadistributions as expected in this case.
This means that statistical duality gives a clear frequentist sense to the confidence density of the parameter and allows one to construct confidence intervals in an easy way.
