ABSTRACT This paper introduces a novel ridge-adding approach for handling the singularity problem which is frequently encountered among the entire regularization path of support vector machine (SVM). Different from the existing ridge-adding method that directly modifies each data point, our approach just adds some random ridge scalars into the primary SVM problem to guarantee the sufficient condition for avoiding singularities. Our proposed method not only provides a simpler implementation but also significantly reduces the influence of the added ridges on the solution path. The experimental results are provided to verify both the efficiency and computational advantages of the proposed method.
I. INTRODUCTION
Support vector machine (SVM) [1] - [3] is a popular tool for classification in machine learning community and has been successfully applied to many fields such as face recognition [4] , handwritten digit recognition [5] , fault diagnosis [6] and so on. To train a typical binary SVM, we have to solve a quadratic programming (QP) problem. Consider a set of training data D = {(x i , y i )} , i = 1, 2, . . . , N , where x i ∈ R n and y i ∈ {−1, +1} represent the feature vector and the label of the i-th data point, respectively. The standard soft-margin formulation of the SVM classification problem can be written as:
s.t. y i (w
where C > 0 stands for the regularization parameter, φ(·) : R n → H represents a nonlinear function mapping the input data into a high-dimensional Hilbert space H, w is the normal vector to the separating hyperplane, b is the hyperplane offset, ξ i s denote the non-negative slack variables that allow points to be on the wrong side of their soft-margin, and (·) T stands for the transpose of a vector or a matrix.
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The value of the regularization term C is critical to the performance of SVM training, because it maintains an important balance between empirical loss and regularization level [7] , [8] . To select the best regularization term, one straightforward way is to exhaustively solve SVM problems for every value of C. However, the massive computation involved could make this simple approach intractable for real applications. To reduce the computational cost, Hastie et al. [9] introduced an alternative active set method, called the SVMpath algorithm, which can fit the entire path for all the regularization parameters with essentially the same computational complexity as fitting one SVM model, but it is lack of provision for singularities [10] , [11] . Singularities might be encountered if there are duplicate samples, approximate samples or samples that are linearly dependent in the kernel space. The presence of such data sets is quite common among real-world data, especially for large-scale applications.
Recently, some efforts have been made to deal with the SVMpath singularity problem [12] - [15] . Ong et al. [12] proposed an improved algorithm called ISVMP to track the optimal condition path in a multidimensional feasible space. When a singular matrix is encountered, an external solver will be invoked to derive a search direction that strictly satisfies the optimality conditions. However, both determining the multidimensional feasible space and running the external solver are time-consuming. Sentelle et al. [13] proposed an algorithm named SSVMP to handle the duplicate data points, which illustrates that choosing the minimum index for multiple transitions can avoid the cycling. Dai et al. [15] introduced an interesting ridge-adding method to avoid singularities by ensuring that only one index is added into or removed from the active set in each iteration. Although the ridge-adding method is simple and do not require any additional operations, it has the following drawbacks: 1) it is very challenging to choose the ridge term suitably in practice, because the value of each element of data points varies from time to time, and adding a very small ridge term might fail to work due to computational precision of computer, especially for Radial Basis Function (RBF) kernel; and 2) the dimension of the random vector added into each data point could be very large for data sets with high-dimensional features, and thus the influence of the ridges on the solution path can be very serious.
To overcome the aforementioned drawbacks, in this paper, we provide an improved ridge-adding approach for singularities. Unlike the existing ridge-adding method in [15] which modifies each data point directly, our approach adds some small random ridge scalar τ i s (rather than a vector) to the primary SVM problem (1) instead, i.e.,
Since every ridge scalar τ i is accompanied by a constant one, it is easy to choose the suitable ridge terms for our new method. Another advantage of our method is that it can significantly reduce the influence of the added ridges on the solution path, because the number of ridges in our method is much smaller than that in [15] . Rigorous mathematical analyses will demonstrate that our approach can ensure only one index being added into or removed from the active set, so as to avoid singularities. Note that the part of this work was presented in 2018 IEEE 23rd International Conference on Digital Signal Processing (DSP) [16] . The remainder of this paper is organized as follows. Section II briefly reviews the existing method and its challenges. Section III presents our new method for the singularity problem and provides a detailed theoretical analysis. In Section IV, we give the simulation results to verify the validity of our method. Finally, the discussion and conclusion of this paper are reported in Section V.
II. REVIEW OF SVMpath AND ITS SINGULARITY
In this section, we briefly review the traditional SVMpath algorithm and discuss the challenges of handling the singularity problem in SVMpath.
A. THE SVMpath ALGORITHM
The SVM classification problem (1) can be reformulated as the following dual form based on the Lagrangian duality [17] :
H is the kernel function, and D T D is an arbitrary symmetric decomposition of the matrix with the (i, j)-th element being y i y j K (x i , x j ). In the SVMpath algorithm, all the sample data points are divided into three subsets, E, L, R, which correspond to the index sets of the elbow, left of the elbow and right of the elbow, respectively, i.e.,
where f (x i ) = w T φ(x i ) − b and the subset E is called the active set. According to [15] , the Karush-KuhnTucker(KKT) optimality conditions of the problem (4) are
where µ = λb and d i stands for the i-th column of D. For notational compactness, (5) and (7) can be written in a form of matrix representation, i.e., 0
where D E is a sub-matrix of D whose columns are indexed by E, and y E denotes a sub-vector of y similarly. The SVMpath algorithm tracks the solution path along the KKT optimality conditions as λ varies. Differentiating both sides of (10) with respect to λ yields:
where µ = dµ/dλ and [α ] i = dα i /dλ. With a sufficiently small change of λ, each index in L ∪ R remains in its original set. Hence, we have
Using (12), (11) can be rewritten as
If A E is of full rank, we can obtain
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To guarantee (10) holding true, µ and α E must be updated as follows:
where λ stands for a small step-size and (·) (l) is the value of the corresponding variable at the l-th iteration. With (15) , the SVMpath algorithm determines the candidate values of λ (l+1) by monitoring if one of the following events occurs: 1) Dropping event: An index i ∈ E moves into L ∪ R, and the value of α i reaches either 0 or 1. The corresponding value of λ can be obtained by
or
2) Adding event: An index i ∈ L ∪ R moves into E, and the value of y i f (x i ) reaches 1. The corresponding value of λ can be determined by
The regularization path evolves λ from a large initial value to 0. To obtain a descending sequence, the candidates of λ must be negative. Therefore, the maximum of λ is chosen to determine the value of λ (l+1) :
Update the sets E, L, R, respectively, and then go back to calculate (10). The process continues in an iterative way until termination (i.e., λ tends to 0 or the set L is empty).
B. SINGULARITY PROBLEM IN THE SVMpath ALGORITHM
In order to calculate the search direction in (13), we have to assume that the matrix A E is of full rank. However, this assumption might be invalid if the data set has duplicate data points, approximate data points or points that are linearly dependent [12] . Hence, the SVMpath algorithm may fail to work. It has been proved in [15] that a sufficient condition for avoiding singularities is only one index being added into or removed from the active set in each iteration. Unfortunately, such sufficient condition is not always guaranteed in practical applications. For example, if the value of λ (l+1) (or the maximum value of λ) is non-unique, more than one indexes will be added into or removed from the active set simultaneously. To guarantee the aforementioned sufficient condition, the existing ridge-adding method in [15] introduces a small ridge vector i ∈ R n into the i-th data point, i.e.,
Due to the randomness of i , the maximum value of λ is unique with probability one, and thus only one index will be added into or removed from the active set in each iteration. However, this ridge-adding method has two major shortcomings.
1) It is very challenging to choose the ridge term suitably in practice, as the value of each x i varies from time to time. If the elements of i are too small, the algorithm might fail to work in some rare cases because of the computational precision of the computer. For example, the RBF kernel on the two data points x j and x k is defined as
, where γ is the radial kernel parameter. Let j and k be the ridge vectors added into the two data points, and then the modified RBF kernel is:
where σ ( j , k ) is a small constant related to both j and k . When j and k are small, e.g, O(10 −8 ), e σ ( j , k ) might be considered as 1 due to the computational precision of the computer. In the case of K (x j ,x k ) = K (x j , x k ), the ridge-adding method in [15] cannot guarantee the sufficient condition.
2) The dimension of each x i could be very large for data sets with high-dimensional features. Thus, the influence of the ridges on the solution path can be very serious, especially for large-scale applications. It could be rather difficult to control the precision of the solution path. To overcome the above shortcomings, we will propose an improved ridge-adding method to deal with the singularity problem in the next section.
III. NEW RIDGE-ADDING APPROACH
In this section, we begin by giving a detailed description of our new method. Then, we provide a theoretical analysis to prove that the proposed method can guarantee the sufficient condition for avoiding singularities.
A. THE PROPOSED METHOD
To handle the singularity problem, we introduce a small random ridge scalar τ i into each data point as in (2) . The dual problem (4) becomes:
where
Similarly, all the sample data points are divided into three subsets:
and then (10) turns to
It is clear that our proposed method is equivalent to adding a small ridge into the optimality condition for each data point. Then, the search direction can be calculated by
if
is of full rank (whose proof will be given in the next subsection). Hence, when the l-th event occurs, the candidates of λ in (16)- (18) become the following:
Due to the randomness of the ridge term τ i , the maximum value of λ is unique almost surely (with probability one). Thus, only one index will be chosen to enter or leave the active set.
B. VALIDITY ANALYSIS OF THE PROPOSED METHOD
In this subsection, we provide a detailed theoretical analysis to prove that our proposed method can guarantee the sufficient condition for avoiding singularities. We put forward the following theorem: Theorem 1: When AÊ (l) is of full rank, AÊ (l+1) will be of full rank for arbitrarily small random ridges.
Proof: The proof for the dropping event is trivial, which is omitted for brevity. LetÊ (l) = {1, 2, . . . , m} and (m + 1) be the new index added into the active set when the adding event occurs at λ = λ (l+1) . The following proof is achieved by contradiction.
Assume that AÊ (l+1) has a bad condition number. According to Lemma 1 in [15] , there must exist a nonzero vector β such that
or,
where D i:j stands for a submatrix spanned from the i-th to the j-th column of D, and y i:j is a subvector spanned from the i-th to the j-th element of y. Let α (l+1) and α (l+1) + be the optimal solutions to the problem (22) at λ = λ (l+1) and λ = λ (l+1) + , respectively, where (·) + represents the state just after the event (e.g., λ (l+1) + = λ (l+1) + δ). Then α (l+1) + can be written as
where α 
where ε = [ε 1 , ε 2 , . . . , ε m+1 ] T , and τ i:j is a subvector spanned from the i-th to the j-th element of τ . The left side of (35) can also be written as
Hence, we obtain that
From (32), we have
Then, (40) and (41) can be rewritten in the form of matrix representation:
With (27) and (42), we are able to claim the following:
With these results, we can deduce the following contradiction.
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On the one hand, the KKT optimality condition for the index (m + 1) at λ = λ (l+1) + is
Then, we obtain
As τ i s tend to zeros, (45) turns to the following:
On the other hand, the KKT optimality condition for the
Thus, we have
which contradicts with (46). Therefore, the assumption that AÊ (l+1) has a bad condition number does not hold. According to Theorem 1, data points that make the new active matrix have a bad condition number would never be selected to the active set. Hence, even if the random ridges τ i s tend to zeros, our proposed method can still effectively avoid singularities.
Finally, we claim that our new method can effectively overcome the drawbacks of the existing ridge-adding method in [15] . 1) To guarantee the validity of the sufficient condition, our approach just adds a random ridge scalar (rather than a vector) to the constant 1 for each data point as in (2) . Thus, it is quite easy to choose a proper ridge term for our method. A reasonable accuracy can be maintained by choosing sufficiently small random ridges, e.g., with O(10 −n ), where n ≥ 6. 2) The number of ridge terms in [15] is N · n, while our method just modifies the vector 1 in (22) with a total of N ridges. For high-dimension data sets, our approach can significantly reduce the influence of the added ridges on the solution path, especially for large-scale applications. Furthermore, the precision of the solution path obtained in our method can be controlled within 10 −n , if the added random ridges are O(10 −n ).
Overall, our approach provides a much simpler implementation and has significant advantages over the existing ridge-adding method.
C. COMPUTATIONAL COMPLEXITY
The major computational load of our method depends on the total number of events L and the computational complexity of each event. The computational complexity of each event is associated with the calculation of the KKT system in (26) and the determination of the next breakpoint in (28)-(30). Among them, calculating KKT system might be the most expensive process. An efficient way to solve the KKT system is to use the null-space method [18] with the Cholesky factorization update formula in [13] , and the corresponding computational complexity in each iteration is O(N 2 |E| ), where N |E| represents the average of |E| (that is the cardinality of E set). The determination of the next breakpoint is computed with O(NN |E| ). Therefore, the total complexity of our proposed method is O(LN 2 |E| + LNN |E| ). In comparison, the traditional SVMpath algorithm requires the total computational cost with O(LN 3 |E| + LNN |E| ), without incorporating rank-one updates in the calculation of the KKT system. The computational complexity of the existing ridge-adding method in [15] is O(LN 2 |E| + LNN |E| ), which is equivalent to that of our method.
IV. SIMULATION RESULTS
In this section, numerical simulations are conducted to evaluate the performance of our proposed method. We will compare the proposed method with ISVMP and SSVMP. The experiments are performed on an AMD FX(tm)-8350 EightCore Processor with 8 GB RAM under the Windows 10 operating system using MATLAB R2016a. Two commonly used kernels are tested in the experiments as follows: (1) linear kernel K i,j = x T i x j ; and (2) RBF kernel
2 ) with γ = 0.1. To verify the validity of our proposed method for singularities, we first adopt a simple data set containing both duplicate points and linearly dependent points in Simulation 1. There are six points in this data set, which are shown in Table 1 . Note that points 2 and 3 are duplicates of each · randn(6, 1). Table 2 shows the whole path finding steps with the candidates of λ obtained by our method for RBF kernel. From Table 2 , we observe that only one index is added into or removed from E set with the change of λ, and no singular case happens along the whole path. Moreover, the objective cost function of our method, defined by − 1 2λ α T D T Dα + 1 T α, is almost consistent with that using CVX (a package for specifying and solving convex programs) [19] , [20] . Therefore, our proposed method can maintain a reasonable accuracy.
In Simulation 2, the following real data sets are chosen to testify the performance of our proposed method: Ionosphere, Hill_valley, Heart, Diabetes, Breast Cancer Wisconsin Diagnostic (Wdbc), Australian, Banknote, and German from the University of California Irvine (UCI) repository [21] , and Svmguide1 from the Library for Support Vector Machines website [22] . The feature vectors for each data set are normalized to having zero mean and unit variance. We set the added ridge vector τ as 10 −6 · randn(N , 1). The classes in each data set are usually imbalanced. To obtain initializations, we resort to the initialization method proposed in [13] . Tables 3  and 4 show the performance comparisons of our method, ISVMP, and SSVMP for linear kernel and RBF kernel, respectively. The regularization path is computed from λ = 10 4 to 10 −2 . The quantities l max , |E| max , and T refer to the maximal total number of events among the path, the maximal cardinality of E set, and the runtime of each method, respectively. From the tables we observe the following: 1) our method can always properly handle the singularity problem, due to the randomness of the added ridges; 2) the total number of events for our method is almost the same as SSVMP, because both the two methods only allow single transition in each iteration; and 3) the training time of our method is much shorter than others, whose reason is that our method maintains the simplicity of the traditional SVMpath algorithm and there are no additional steps except for adding some ridges; while ISVMP requires an additional linear programming and SSVMP needs to detect some auxiliary conditions for each index. Figs. 1 and 2 depict the cost value comparisons between our method and SSVMP for linear kernel and RBF kernel, respectively. As shown in the figures, the corresponding two cost curves coincide with each other, which implies that our method can achieve the optimal solution.
Finally, we conduct some classification tasks to evaluate the overall classification accuracy achieved by our method and the standard SVM algorithm. We choose the following data sets: Ionosphere, Heart, Australian, and German from the UCI repository. Each data set is randomly divided into the training set and the testing set of equal size. Figs. 3 and 4 show the overall classification accuracy comparisons between our method and the standard SVM algorithm along the entire regularization path for linear kernel and RBF kernel, respectively. From the figures, the overall classification accuracy curves of our method and the standard SVM algorithm do coincide with each other. It is worth noting that: 1) it is impossible to select the optimal regularization parameter without fitting the entire path of SVM solutions; 2) the standard SVM algorithm is very time-consuming, as it has to exhaustively solve SVM problems for every value of λ; and 3) our method can fit the entire path of SVM solutions correctly and efficiently.
V. CONCLUSION
This paper introduces a novel ridge-adding approach for handling singularities in the entire regularization path of SVM. Compared with the existing ridge-adding method, our method provides a much simpler implementation without changing the data sets. Furthermore, our method can significantly reduce the influence of the added ridges on the solution path, and the precision of the solution obtained in our method is controllable. Both the theoretical analysis and the experimental results demonstrate that the proposed method can effectively deal with the singularity problem and has great advantages over other methods. However, the limitation of our method is that the influence of the added ridges cannot be completely eliminated, because the ridge terms cannot be arbitrarily small. Therefore, our approach only achieves approximate solutions.
