In this paper, we consider a Holling-Tanner system with ratio-dependence. First, we establish the sufficient conditions for the global stability of positive equilibrium by constructing Lyapunov function. Second, through a simple change of variables, we transform the ratio-dependent Holling-Tanner model into a better studied Liénard equation. As a result, the uniqueness of limit cycle can be solved.
Introduction
Recently, the Leslie predator-prey model has received some interest, see [1] [2] [3] [4] [5] . Generally, the In system (1.1), x and y stand for prey and predator population (or densities), respectively, as functions of time. The predator growth equation is of logistic type; s is the intrinsic growth rates of predator, but carrying capacity K(x) is the function on the population size of prey.
It is assumed that the carrying capacity of predator's environment is proportional to prey abundance, i.e. K = x/ h (h is the conversion factor of prey into predators). We obtain the following model:
⎧ (1.
2)
The form of the predator equation in system (1.2) was first introduced by Leslie [6] . The term hy/x of this equation is called the Leslie-Gower term. This interesting formulation for the predator dynamics has been discussed by Leslie and Gower in [7] and by Pielou in [8] .
It is assumed that the prey grows logistically with growth rate r and carrying capacity k in the absence of predator, i.e. g(x) = r(1 − A+x is referred to as a functional response of Holling type II; the parameter m is the maximal predator per capita consumption rate; the parameter A is the number of prey necessary to achieve one-half of the maximum rate m. For the derivation of the type II function response one can refer to [9] . According to Hassel and May [10] , type II function response is the most common type of function response among arthropod predators. The Leslie predator-prey model with Holling type II function response is the following predator-prey model, which is called Holling-Tanner model
(1.4) S.B. Hsu and T.W. Hwang [2] derived the criterion for the locally asymptotical stability of the positive equilibrium of system (1.4) and they gave the conditions (a 1 or a < 1 and a + δ 1, or a + δ < 1 and (1 − a − δ) 2 − 8aδ 0, where a = A/k, δ = s/r) under which local stability of a positive equilibrium point implies global stability by the application of the Dulac criterion and the construction of Lyapunov function. However, the authors were unable to show that the system (1.4) has a unique limit cycle when the positive equilibrium exists and becomes unstable. E. Saez and E. Gonzalez-Olivares [3] described the bifurcation diagram of limit cycle that appears in the first realistic quadrant. The authors showed that local stability and global stability of the unique positive equilibrium are not equivalent for system (1.4) . A. Gasull, R.E. Kooij and J. Torregrosa [4] also showed that the asymptotic stability of the positive equilibrium does not imply the global stability for model (1.4) ; the main tool used by the author is the computation of Poincaré-Lyapunov constants in case a weak focus occurs. In this way they were able to construct an example with two limit cycles.
Recently traditional prey-predator models, which the function and numerical response depends on prey density only, have been challenged by several ecologists. There is a growing explicit biological and physiological evidence [11] [12] [13] that in many situations especially when the predator has to search for food (and therefore has to shave or compete for food), a more suitable general predator-prey theory should be based on the so-called ratio-dependent theory which can be roughly stated as that the per capital predator growth rate should be a function of the ratio of prey to predator abundance. This is supported by numerous fields and laboratory experiments and observations [14, 15] . For the ratio-dependent predator-prey, one can refer to [16] [17] [18] [19] . A ratio-dependent Leslie predator-prey model with Leslie-Gower term takes the form of
(1.5)
In the paper, we will focus our attention on the ratio-dependent Holling-Tanner model, which takes the form of
where r, k, A, m, s, h are positive constants.
In this paper, we study the global stability property and the uniqueness of limit cycle of system (1.6). Although the Holling-Tanner model has received great attention from both theoretical and mathematical biologists (one can refer to [1] [2] [3] [4] [5] ), little work has been done on the ratiodependent Holling-Tanner model.
The rest of the paper is organized as follows. In Section 2, we present preliminary resents, including the boundedness and permanence of system. In Section 3, at first, through a simple change of variables, we transform the ratio-dependent predator-prey system to a equivalent system and study locally asymptotical stabilities for the positive equilibrium of system; next, by constructing Lyapunov function, we establish the sufficient conditions for global stability. In Section 4, through a simple change of variables, we transform the ratio-dependent HollingTanner model to a better studied Liénard equation, to which some existing methods and results are applicable [21] . Taking advantage of this, we can prove the uniqueness of limit cycle for system (1.6). Finally, Section 5 is a discussion section, where the biological interpretations are given and the simple comparison between the results of model (1.6) and the results of model (1.4) is made.
Preliminaries
In this section, we shall present some preliminary results, including the boundedness of solutions, the permanence and the stability of boundary equilibrium for system (1.6).
For simplicity, we nondimensionalize system (1.6) with the following scaling
and then obtain the form
hr . In the following, we consider system (2.1). Clearly, system (2.1) always has a boundary equilibrium E 0 (1, 0), there exists a unique positive equilibrium E * (x * , y * ) if and only if condition (H1): aβ + 1 > β is true, where
Standard and simple arguments show that solutions of system (2.1) always exist and stay positive.
We now consider the boundedness of solutions for system (2.1). It is obvious that for system (2.1), we have
A standard comparison argument shows that lim t→∞ sup x(t) 1. It follows that there exists T > 0 such that x(t) < M, for t > T , where M > 1.
From the second equation of system (2.1), we see that, for t > T ,
y δy(β − y/M).
A standard comparison argument shows that lim t→∞ sup y(t) Mβ. The above argument shows the following lemma holds.
Lemma 2.1. The solutions of system (2.1) are always positive and bounded, furthermore there
This shows that system (2.1) is dissipative. On the other hand, it is easy to see that, for system (2.1), if a > 1 holds, then
Hence, for sufficiently large t,
which yields that
The above arguments imply that: 
Globally asymptotically stability
In this section, we shall study the stability of positive equilibria and establish the sufficient conditions for the global stability of positive equilibrium by constructing Lyapunov function.
For simplicity, we transform the ratio-dependent predator-prey system to a equivalent system. Let
In this section, we consider system (3.1).
Clearly the positive equilibrium E * (x * , u * ) of system (3.1) corresponds to the positive equilibrium E * (x * , y * ) of system (2.1), where x * = 1 − β αβ+1 , u * = β, y * = βx * . In order to discuss the globally asymptotical stability for the positive equilibrium of system (3.1) , at first, we analyze the local stability for the positive equilibrium of system (3.1).
The variational matrix of system (3.1) takes the form of
where
It is easy to see that the determinant of J (E
If condition tr(J (E * )) < 0 holds, then the positive equilibrium E * of system (3.1) is a locally asymptotically stable node or focus; if condition tr(J (E * )) > 0 holds, then the positive equilibrium E * of system (3.1) is an unstable node or focus. Hence, we have the following results.
Lemma 3.1. Let us assume the following conditions hold:
then the positive equilibrium E * (x * , u * ) of system (3.1) is locally asymptotical state.
Lemma 3.2. Let us assume the following conditions hold:
then the positive equilibrium E * (x * , u * ) of system (3.1) is an unstable focus or node.
We now consider the boundedness of system (3.1). From the first of system (3.1), we have
A standard comparison argument shows that lim t→∞ sup x(t) 1. It follows that there exists T > 0 such that x(t) < M, for t > T , where M > 1.
From the second equation of system (3.1), we see that, for t > T ,
A standard comparison argument shows that lim t→∞ sup u(t) M−1+δβ+
1 a δ . It shows the following lemma holds. In the following, by constructing Lyapunov function, we can obtain the following global stability results on the positive equilibrium. 
Proof. Consider the following Lyapunov function
Then the time derivative of V computed along the solutions of (3.1) iṡ
.
, it follows thatV (t) < 0 along all trajectories in the first quadrant except E * (x * , u * ), then Theorem 3.1 follows directly from Lemma 3.3 and Lyapunov-LaSall's invariance principle [20] . 2 Remark. It is easy to verify that if condition (H5) holds, then condition (H3) is true.
Existence and uniqueness of limit cycle
In this section, we shall prove that when the positive equilibrium E * (x * , u * ) of system (3.1) becomes unstable, system (3.1) has a unique limit cycle.
In order to prove the uniqueness of limit cycles for system (3.1), we need only the following lemmas.
Lemma 4.1. (See [21].) Let f (x), g(x) be continuously differentiable functions on the open interval (r 1 , r 2 ), and ϕ(y) be continuously differentiable functions on
such that
then system (4.1) has at most one limit cycle.
Although the lemma is trivial, it is necessary to point it out, because this property is used in the proof of the following theorem.
We now state and prove the main result in this section.
Theorem 4.1. We assume that the following conditions hold:
then system (3.1) has a unique limit cycle.
Proof. From the local stability analysis, we have that if conditions (H1) and (H4) hold, then the positive equilibrium E * (x * , u * ) of system (3.1) is an unstable node or focus, the existence of limit cycle follows from Lemma 3.3 and Poincaré-Bendixson theorem. In order to apply to Lemma 4.1, we make a transformation
In the following, we check that system (4.2) satisfies the three conditions of Lemma 4.1:
We here define
We next show that G (z) > 0 for z 0 and z = 1. By computing the first derivative of G(z), we obtain
, it is easy that 0 < A < 1. In fact
we have
On the other hand, on the interval [0, 1], the second derivative of L(z) is positive, it follows that the first derivative has a unique zero, which is easily seen to be z 0 = g(ξ ) ) < 0 for ξ = 0. The system (4.2) satisfies the three conditions of Lemma 4.1. We obtain the uniqueness of limit cycles for system (3.1). 2
Conclusions
The main purpose of this paper is to investigate the behaviors of the ratio-dependent HollingTanner model. The system exists a unique positive equilibrium E * (x * , y * ). We establish the sufficient conditions for the global stability of positive equilibrium for the system (2.1). Our results show that under the condition (H5): aβ + 1 > max{β, the trajectories tend to the stable positive equilibrium E * (x * , y * ) at t → ∞. It means that the predator-prey interactions will ultimately tend to the balance behavior.
Under some conditions, there exists a unique positive equilibrium in ratio-dependent models (1.6) and (1.4).We can establish the conditions under which local stability of the positive equilibrium point implies global stability. However, there is great difference between the results of models (1.6) and (1.4). For model (1.4), the carrying capacity k plays the key role in determining the asymptotic behavior of solutions of (1.4). But for the ratio-dependent model (1.6), the asymptotic behavior of the solutions of (1.6) is independent of the carrying capacity k.
On the other hand, to show that model (1.6) has a unique limit cycle, we employ the methods of Coppel [21] and some critical transformations. Our results show that the unstability of positive equilibrium and the uniqueness of limit cycle of the predator-prey system have the same condition (H4): (aβ + 2)β > (δβ + 1)(aβ + 1) 2 . Under the condition, the positive equilibrium E * becomes unstable, and the limit cycle round the positive equilibrium E * (x * , y * ) arise and the uniqueness of limit cycle of predator-prey system are solved. This indicates that the predator coexists with the prey with oscillatory balance behavior.
