Abstract. Computer vision technology was introduced in this paper to discriminate the rice storage quality. The rice images of ten categories were obtained by the computer vision hardware device, and the total number of images was 160, of which 100 were used as training samples and 60 as test samples. The 20 feature parameters of color and texture features were extracted from all the samples, which were classified by the BP neural network, and probabilistic neural network (PNN) respectively, and the rate of identification was 85%, 91.67%. Compared to the BP neural network, PNN has better classification results. The experimental results showed that the method based on color and texture feature is effective in the identification of rice storage quality.
Introduction
Computer vision is also called machine vision, which is an interdisciplinary subject involving neural biology, physics, computer science, image processing, pattern recognition and artificial intelligence fields. The computer vision system uses image sensor (instead of human eyes) to acquire the object image, and converts the analog image into a digital image signal, then completes the processing and interpretation of information by computer (instead of human brain), which can simulate or reproduce the human visual behavior by computer.
Since 1980s, domestic and overseas scholars have begun to study the identification and classification of rice by computer vision technology. The researches on the quality of rice mainly focused on the appearance and processing quality, yet the storage quality was very little. Nowadays the rice quality detection researches in China mainly concentrated in the appearance quality of rice outline, chalkiness, yellow grains, grain type, precision machining, head milled rice rate [1, 2] , et al. The color, texture and other macro characteristics quality of rice have rarely been studied. In order to recognize the early moldy rice during storage, an identification method of rice storage quality based on color and texture features was proposed in this paper.
Acquiring and Processing of Rice Image

Experimental Material
The experimental sample was the Yuanyang Rice produced in 2013, which was provided by Henan Academy of Agricultural Sciences. All rice samples were placed in the biochemical incubators under different storage conditions. The rice samples were 100g, and the relative humidity was 15% in each incubator. The storage temperature of incubator No.1~No. 5 
Acquisition of Rice Image
In the experiments, the rice sample images were acquired by CCD camera in the light room. The diffuse ring LED lamp was used as light source in the light room, and the background of the sample stage is black. The black bottom plate was covered with a thick layer of rice, who was not exposed. These ensured that the image was not affected by the background interference, and the image segmentation process was omitted in the subsequent image recognition. So the detection speed was greatly improved. The schematic diagram of the machine vision hardware system was shown in Fig.1 . The CCD camera converted the optical signals of rice image into the analog signals, which was expressed as R, G, B color value, and these signals were input image acquisition card. Then the input analog signals were converted into digital signals (A/D conversion of rice images) and input computer for subsequent processing. In the experiments the number of collected images for each rice sample was 16 frames, and the total number was 160 pieces. Each image size is 640×480, of which the first 10 images of each sample would be used as training samples, the rest of 6 images as test samples. 
Image Preprocessing
In the process of image formation, transmission, reception and processing, it can be inevitably affected by the noise interference [3] , therefore image de-noising is necessary before feature extraction. The algorithms commonly used are mean filter, median filter, Gauss filter and frequency domain low-pass filter, etc. The median filter algorithm was used to smooth the image in this paper because it could protect the image details while removing the noise. Median filter is essentially a statistical sort filter. There is a point （i，j） in the original image, the median filter sorts all pixels in this point centered area [7] . The effect of median filtering depends on the size of the filter window, if the window size is too large, the edge of the filtered image will be blurred, on the contrary, too small, the effect of de-noising is poor.
Feature Extraction
In order to identify the categories of the image, it needs to be distinguished from other different types of images, which requires that the selected feature is not only a good description but also an obvious discrimination of the image. The selection of characteristic value directly affects the recognition rate of machine vision. The parameters of color and texture feature were extracted in this paper.
Color Feature Extraction
The color change of rice during storage is one of the most direct appearance of quality change. According to the change of rice color, we can determine the rice freshness and moldy degree in some extent. Compared with the geometrical features, the color feature is less dependent on the size, direction and angle of view, so it has strong robustness.
A very simple and effective color feature is the color matrix, which carries out statistical calculation according to the distribution information of different color components. Because the color distribution information is mainly concentrated in the low order matrix, the color feature extraction of the rice images is based on the first and second order moment in the experiment. The formulas for calculation are shown in formula (1) and formula (2) [4] . The color image of rice samples obtained by the camera was RGB model, but HIS model was consistent with the observed pattern of the human eyes, therefore the HSI and RGB models were all used to extract the characteristic parameters of rice images in this paper.
In the experiments, the first and second order moments of R, G, B, H, I and S components were extracted from the images of rice samples after pretreatment, and the total number of color characteristic parameters of each sample was 12. In order to facilitate the subsequent pattern recognition, the characteristic parameters were normalized. Table 1 [8] , which is one of the most commonly used methods for statistical analysis of texture.
In order to describe the texture state more intuitively, some parameters were derived from the GLCM, and formed the final feature vectors to represent the texture features through the combination of these parameters. Considering the classification effect and the time consuming, angular second order moment, correlation, contrast, and homogeneity were selected to represent the texture features.
The formulas for the calculation of these four characteristics are as follows [12] : (i) Angular second order moment 
（3）
Angular second order moment is a measurement of the uniformity to the image gray level distribution, which is the square sum of the element values in the GLCM, so it is also called energy. 

（6）
Homogeneity is used to measure whether the local variation of image texture is uniform or not. These parameters represent the some properties of the image texture features, so they can reflect the difference of the texture characteristics of the different images and realize the images classification.
In the experiment, the RGB images of rice samples were converted to gray level images. In order to reduce the computation time, the gray level of the sample (256) was quantified as 16. Then the GLCMs in the direction of 0°, 45°, 90° and 135° were calculated and normalized by the Gauss function respectively. The four statistical characteristics (angular second order moment, correlation, contrast, and homogeneity) of the GLCMs were calculated, and then the mean and standard deviation of each characteristic were computed, so the 8 dimensional vectors were the final texture feature vectors. Table 2 listed the texture feature values of the first 10 images as training samples in the No.1 rice sample. 
Identification of Rice Storage Quality Based on Artificial Neural Network
Artificial neural network (ANN) is a commonly used model in the pattern recognition algorithm, which has the characteristics of self-organization, non-linear dynamic processing and fault-tolerance, and is especially suitable for dealing with various kinds of nonlinear classification problems. Therefore, the ANN was used as a recognition algorithm for rice storage quality in this paper.
Identification Based on BP Network
Using BP network to identify the quality of rice storage, color features and texture features were the 20 dimensional input vectors, and the types to be identified were the 8 dimensional output vectors. In BP network, the hidden layer of S type excitation function was adopted, and the number of neurons in the hidden layer was 12 (the correct recognition rate is the highest). The Levenberg-Marguardt optimization algorithm was used in the network training function, the network maximum training step size was set to 5000, and the target error was 0.0001. BP algorithm was used to train network parameters for each kind of rice samples, and then identify the other. In each of the 16 rice samples, 10 were taken as training samples, and the total number of training samples was 100. The remaining 6 images were taken as test samples, and the total number was 60. The identification results were shown in table 3. When the training samples were identified by the BP network, the classification results were good. However, when the test samples were classified, the identification results were not very satisfactory by modifying the number of hidden layer units and the weight learning algorithm. These showed that the generalization ability of BP network was low in the case of small samples. 
Identification Based on PNN Network
Using PNN network to identify the rice storage quality, the same input training samples (100 images) and test samples (60 images) with BP network were adopted. In the design of PNN, the distribution density (expressed by Spread) of the radial basis function had a great influence on the classification performance. When Spread was close to 0, PNN became a nearest neighbor classifier. When Spread was increased, PNN needed to consider the vector nearby. In the training of the network, when the value of Spread was in 0.003~0.05, the identification rate is 100%, which was determined by experiments. The test samples were input to the trained PNN, and the results were shown in Table 4 . The overall recognition rate of the test samples was 91.67%, which was obviously improved compared with the BP network. 
Summary
In this paper, a machine vision hardware system was used to collect 10 kinds of rice samples with different storage quality. After pretreatment by median filter, the mean and variance of R, G, B, H, S, I color components were extracted, meanwhile the mean value and standard deviation of angular second order moment, correlation, contrast, and homogeneity were also selected. The total 20 parameters were used as classification features. The BP network and PNN network were adopted respectively. Due to the low generalization ability of BP network in the case of small samples, the recognition rate of 10 kinds of rice with different storage quality was only 85%. Compared with the BP algorithm, PNN network had the advantages of fast learning speed, good convergence, whose structure design was flexible and convenient, so the correct identification of rice samples was increased to 91.67%.
