BOMP algorithm implementation
The code used in this work for BOMP analysis can be found online, together with sample data, at: http://www.weizmann.ac.il/complex/silberberg/sites/ complex.silberberg/files/uploads/bompcode.zip.
Our implementation of 2D spectral analysis with BOMP proceeds with the following steps:
1. Dictionary construction -Each block in the dictionary represents a frequency of an energy level ω that may exist in the sample. The number of blocks is determined by the resolution of the analysis, which is set to be 10x the resolution of the discrete Fourier transform for this implementation. The blocks in the dictionary contain 20 columns. Each column is in fact a two-dimensional matrix, reshaped into a 1D vector for computational simplicity. The matrices corresponding to columns 1-16 have entries of the form: U q ij (ω; t (1) i , t (2) 
nω, ϕ n , σ n , γ n ; t
where q = 1, 2, ...16 is the index within the block, i, j are the matrix indices, t (1) i , t (2) j are the two variable delay axes, D(ω, ϕ, σ, γ; t) is a damped oscillatory function of frequency ω and phase ϕ that includes homogenous broadening of width γ and inhomogenous broadening of width σ, and n and m represent the n th , m th overtone accordingly. In this implementation all overtones above the third are neglected, such that n, m = 0, 1 2 ,1,2,3. The value n = 0 represents a DC component, i.e. a vector with decay only and no oscillations, and n = 1/2 represents the first undertone. The phase of oscillation with respect to the decaying envelope, ϕ, is set either to 0 or to π 2 , with ϕ n = ϕ m . For the vectors representing overtones, the lineshape parameters are adjusted according to γ n = nγ, σ n = σ/n, where γ, σ are the lineshape parameters of the molecular vibrational level. When diagonal anharmonicity is present, the overtone frequencies can be shifted to reflect it and an additional column can be added to represent the second peak in the doublet. Furthermore, BOMP can be used to determine the shift amount, as explained below.
Not all combinations of the parameters n, m, ϕ will necessary contribute significantly to the signals from different experiments. While the overtones n, m = 0, 1, 2 are expected to be significant in the vast majority of 2D spectroscopy signals, the relative importance of the vectors with other combinations will vary depending on the type of 2D spectroscopy used, and on the specific experimental implementation. The sixteen combinations that are significant in our data are presented in Table 1 .
The decaying oscillatory function of a specific frequency, ω α , is constructed according to:
where
and f is the conjugate variable of t, ϕ α is the phase of oscillation at the point t = 0, γ α is the homogenously broadened molecular linewidth, σ f is related to the pulse bandwidth, and σ α is the time scale of the decay caused by the inhomogenously broadened linewidth and the experimental implementation. In this implementation the signal was found to be well approximated when assuming the same σ α and γ α values for all three principle frequencies.
The matrices corresponding to columns 17-20 have entries of the form:
] .
The matrix represented by D(kω, ϕ = 0; |t
j |) has equal value lines along ∆t ≡ |t
j | = constant, and the values of these lines are D(kω, ϕ = 0, σ, γ; ∆t). The coefficients B kl , C kl that appear in Eq. 1 of the manuscript are set to be equal, due to an inherent symmetry in our signal between t (1) and t (2) that is discussed below. Column 17, in which k = 0; l = 0, is also multiplied by the expression exp(−((t (1) 
, where τ is determined by the excitation pulse length. This column accounts only for the diagonal artifact created when t (1) ≈ t (2) , i.e. when there is overlap between the second and third pulses of the pulse sequence. The diagonal feature in time domain gives rise to the diagonal feature in the 2D spectrum presented in Fig. 4a of the manuscript, as well as in the simulated 2D spectra. Columns 18-20 are created by setting k = 1, 2, 3; l = 0 in Eq. 4. In the characterization of our signal, the l ̸ = 0 terms did not contribute significantly.
Finally, the properly weighted sum forms the matrix entry S ij (ω; t
j ) that appears in Eq. 1 of the manuscript:
where W q is the weight of the q th vector, to be retrieved in steps 2-3 of the analysis.
It is worth noting that prior knowledge of the lineshape parameters is not required for the successful application of BOMP. In fact, BOMP can be used to probe any unknown parameter or parameter set, such as homogenous and inhomogenous broadening, anharmonicity values, etc, according to the research question. There are two methods of doing so. The first, is to search for the value of the unknown parameter that minimizes the residual left after BOMP analysis. This approach works well for a small set of unknown parameters, with a known value range, and was used to determine the lineshape parameters for this work. The second method, which is more general, is to change the varying parameter of the dictionary or to add an additional varying parameter. The dictionary used for this work is frequency-varying, meaning that the value which changes from block to block is the principle molecular frequency. In this form, BOMP is used to select the correct molecular frequencies. All else kept the same, the value which changes from block to block can be changed to any other unknown parameter or parameters. BOMP will then be used to select the correct values of those parameters. For example, if the values of the molecular frequencies are known but the linewidths are not, a linewidth-varying dictionary may be used. If both the frequencies and the linewidths are unknown, then each block of the dictionary will represent a different combination of a frequency and a linewidth. No modifications of the form of the dictionary vectors, or of the algorithm are required for using this method.
2. Block selection with BOMP -The BOMP algorithm is summarized in Table 2 , where H p (x) denotes a thresholding operator on x that sets all but the p entries of x with the largest magnitudes to zero, and x| Λ denotes the restriction of x to the entries indexed by Λ. The block dictionary created in step 1 is given as input to the algorithm (represented as matrix A), together with the experimental results after DC subtraction and reshaping into a 1D vector (represented as vector y). In each iteration, k, the algorithm selects the block, l, most correlated with the data, according to
where ∥x∥ 2 denotes the euclidian norm of x, and A[l] represents the l th block of A, and A H represents the conjugate transpose of A. The algorithm then removes the contribution of the new partial estimate of the signal from the current data residual. The halting condition is set in this implementation so that the number of iterations matches the known number of principle molecular frequencies.
3. Weight optimization with fitting -Once the blocks are selected, the weights of all the chosen vectors are optimized with robust fitting and the Cauchy weight function to create y opt , the total retrieved non-coupling signal, including the diagonal (m = n), axial (m = 0 or n = 0), overtone (m ̸ = n and 
) {add the block with largest sum of residual entries to support}
m, n ̸ = 0) and time-difference terms.
4. Cross-peak retrieval from residual -The residual experimental data is computed according to y res = y − y opt . The residual, y res , is then fitted, using robust fitting and the Cauchy weight function, to find the coefficients of the cross peaks. The cross peak signal is assumed to be a matrix with entries of the form:
where ω α , ω β are the molecular frequencies of the chosen blocks, σ α , σ β and γ α , γ β are their linewidth parameters, and ϕ α , ϕ β = 0, π. When off-diagonal anharmonicity is present, an additional term representing the second peak in the cross-peak doublet can be added. The terms associated with the overtones, and the time-difference terms represented by 
j ), did not contribute significantly to the signal in the present analysis, but may be important in other implementations.
Though the spectra analyzed in this work are symmetric around the diagonal, due to an inherent symmetry in our experimental measurement method between t (1) and t (2) (see ref. 8 of the manuscript), symmetry is not required for successful BOMP analysis. We accommodate the symmetry of our signal in the dictionary by adding the symmetric compliment of each term described by Eq. 1 and Eq. 7. For example, the expression describing the cross peaks (Eq. 7) becomes:
for a diagonally symmetric signal. To accommodate signals that are not diagonally symmetric, the first and second terms of Eq. 8 should be separated and placed in different vectors in the block. That way, BOMP will assign different amplitudes for the feature above the diagonal (first term, if ω α < ω β ) and below the diagonal (second term). The same procedure can be followed for the terms in Eq. 1. Similarly, the coefficients B kl and C kl of Eq. 1 in the manuscript and the coefficients B o and C o of Eq. 2 of the manuscript should not be set equal and the terms should be placed in separate vectors. It should be noted that the model assumed in this work (described by Eq. 1 and 2 of the manuscript) represents the signal for a two-dimensional spectroscopy experiment with collinear geometry, for which all signal terms are phase-matched, and all pulses have identical spectra and polarization. The model may be tailored to describe the signals from experiments with specific phase-matching geometries and specific pulse sequences.
BOMP can be extended to analyze three-dimensional (3D) spectra by creating a dictionary and cross-peak terms in which each column represents a 3D tensor instead of a matrix. For 3D spectra with the same order of nonlinearity as their respective 2D technique, the first and second dimensions of these tensors should follow the same formulation as used in this work. The second dimension should be designed according to the allowed pathways in the specific experiment. For example, for 3D third-order IR spectroscopy of two coupled oscillators ω α and ω β , terms that oscillate with the same molecular frequency in the first and third dimensions should have a second dimension that represents pure decay (i.e. the 0 th overtone) for rephasing spectra, and both options of pure decay and oscillations at a difference frequency ω β − ω α , for non-rephasing spectra [1] . Terms that oscillate with different molecular frequencies in the first and third dimensions should always have a second dimension that represents both options, pure decay and oscillations at the difference frequency. Additionally, for models that include coherence and population transfer, dimension two should include D(ω, ϕ, σ, γ; t) terms with multimodal decay for the diagonal peaks and D(ω, ϕ, σ, γ; t) terms which rise initially and then decay for the cross peaks. As mentioned for time-resolved 2D spectroscopy, pathways that are forbidden without transfer processes should be included, such as those that cause diagonal peaks shifted by off-diagonal anharmonicity and cross peaks shifted by diagonal anharmonicity. Terms caused by transfer processes should be added to the fitting step, rather than the dictionary, since these processes are expected to be less significant. The extension of BOMP for analysis of 3D spectra with a higher-order of nonlinearity (for example, 3D fifth-order IR spectroscopy) requires a more substantial change of the dictionary and cross-peak terms. In that case a larger number of pathways should be included in the model, including secondary coupling processes (i.e. ground → level A → level B → level C).
Properties of BOMP analysis

Criteria for successful recovery with BOMP
As with any signal analysis method, there are minimal requirements on the quality of the user input supplied to BOMP to guarantee successful signal recovery. Generally, there are two such requirements: a lower bound on the number of measured data points that should be given to the algorithm, and a minimal requirement on the dictionary quality.
We consider the problem of representing a signal, namely the vector y of size L, in a given block-dictionary A of size L × N , with L < N , such that y = Ax (9) and x is a sparse coefficient vector of length N . We assume that x may be viewed as a concatenation of blocks of length d, with x[l] denoting the l th block. The condition on the number of required data points can be defined succinctly. It can be shown (see ref. 31 of manuscript) that for a block k-sparse signal y (i.e. y can be represented by a minimum of k dictionary blocks), the minimal number of measurements m needed for successful recovery is on the order of m = k log N .
To analyze the dictionary properties needed, we assume that A may also be viewed as a concatenation of column blocks
13 of the manuscript). We define the block-coherence of the dictionary, A, as:
with
, and λ max is the largest eigenvalue of the positive-semidefinite matrix M H M. In addition, we define the sub-coherence ν of the dictionary A as:
where ν = 0 for d = 1. Furthermore if the columns of A[l] are orthonormal for all l, then ν = 0. While the block-coherence is a measure of the global properties of the dictionary, the sub-coherence is a measure of the local, inblock properties of the dictionary. In a sense, both measures can be thought of as quantifying how similar the blocks (or vectors within the block) are to each other. The criterion for successful recovery with BOMP, derived in ref. 13, is that the block-and sub-coherence satisfy:
where k is the level of block-sparsity of the signal y.
Robustness to noise
There are several results on the performance of BOMP in the presence of noise (see ref. 17 of manuscript). As an example, assume that
where w is additive white Gaussian noise with zero mean and covariance equal to σ 2 I, and I is the identity matrix. Suppose that for some constant α ≥ 1/d:
where N is the length of x, k is the block-sparsity level, d is the number of vectors within a block, µ B and ν are the previously defined block-coherence and sub-coherence and |x min | is the magnitude of the smallest nonzero element in x. Then the BOMP algorithm will correctly identify x with probability exceeding
and achieve an error bounded by
Generally, for reasonably small µ B and ν, we get a bound for the mean square error (MSE) which is on the order of dkσ 2 log N . For comparison, the CramerRao bound for block-sparse signals has been shown (ref. 17 of manuscript) to be close to dkσ 2 for low µ B and ν. Therefore, the bound on the MSE of BOMP is within a constant times log N of the Cramer-Rao bound, surpassing the performance of many denoising algorithms, including those relying on conventional sparsity.
No noise was added to the simulated data analyzed in the manuscript. However, BOMP analysis was tested on the same simulated data set with varying amounts of additive white Gaussian noise (AWGN). The results showed that even when the intensity of the AWGN was 10% of the intensity of the strong signal components (i.e. axial and diagonal peaks), the output of BOMP analysis was not significantly altered. BOMP still selected the correct dictionary blocks and assigned approximately the same amplitudes to them as without noise. The cross peak magnitudes, presented in Fig. S1 below, were altered by 2-23%, which is quite remarkable considering that their values are an order of magnitude lower than the added noise.
Computational complexity
The computational complexity of BOMP analysis is determined by the BOMP algorithm. The runtime of the BOMP algorithm is dominated by the matrix inversion associated with the step of selecting the block most correlated with the data, described in step 2 in SI 1. There are various methods of implementing this step, with different computational complexities. The optimal choice of implementation depends on how dense and structured the dictionary A is [2] . For a block k-sparse signal that should be recovered from a measurement of length L, with a moderately dense and structured dictionary A of size L × N , a reasonable estimate of the complexity would be O(kLN ). 
2D Raman spectroscopy simulation implementation
The simulated data used to test BOMP is not synthetic data, i.e. data generated according to the model for the signal form. Rather it is data generated by a simulation of the light-matter interaction, according to our experimental implementation of single-beam spectrally-controlled 2D Raman spectroscopy (see ref.
8 of the manuscript). The simulation implementation is outlined below. The electric field right after the sample is comprised of the following components:
where E in is the input field, E (3) , E (5) are the third and fifth-order nonlinear fields generated in the sample, and the undepleted pump approximation is used. E (5) DAO is the component of the fifth-order field that would appear without coupling between levels, and causes diagonal, axial and overtone peaks to appear in the 2D spectrum, whereas E (5) C is the component of the fifth-order field generated by coupling, and causes cross peaks, sum and difference frequency peaks to appear in the spectrum. Propagation effects will be neglected in this analysis, as their effect does not influence the final results.
Following references [3, 4, 5] , we derive the expression for E (3) : where * denotes convolution, R(ω α ; ω) = 1 ω 2 −ω 2 α −2iγω , and C α is a constant that is proportional to the Raman cross section. For E (5) we have:
where C αα , C αβ are constants representing the fifth-order Raman cross sections, the summation is performed over all molecular lines, and
with C 1 , C 2 , C 3 denoting proportionality constants. Since E
C contains terms with interactions between two molecular lines, it will produce correlation peaks between the frequencies of these lines in a 2D spectral plot, i.e. cross peaks (the temporal dependence of these terms is given by Eq. 7 of the SI). However, E (3) and E
DAO depend on a single molecular line and can therefore produce only diagonal, overtone and axial peaks (the temporal dependence is given by Eq. 1 of the manuscript), which can be significantly stronger than the cross peaks.
The simulation presented in Fig. 1 and 2a of the manuscript, as well as the simulation used to produce the purple data in Fig. 3 , do not include the fifthorder response, meaning E out = E in +E (3) . The simulation presented in Fig. 2b and the simulation used to produce the orange data in Fig. 3 include all terms, meaning E out = E in + E (3) + E
DAO + E
C . The simulation used to produce the blue data in Fig. 3 includes only coupling, meaning E out = E in + E (5) C , and therefore lacks the diagonal, axial and overtone peaks that may cover or skew cross-peak data due to their long tails.
The parameters used to simulate the molecule, including line frequencies and cross sections, are given in Table 3 . The simulated laser pulse was of gaussian form with a temporal full width half max of 25 femtoseconds, centered at 795nm.
