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I. INTRODUCTION 
This paper is concerned with the following question: If u is a solution of 
-Au = up in s1’ =a - {0), 
I4 E c*(D) and ~20, 
(1) 
what can be said about U(X) and about the equation as 1x1+ O? Here R is a 
bounded regular domain in RN (N > 2) and p > 1. 
Let us briefly describe our results: 
First case. p > N/(N - 2) (and N > 3). Then any solution of (1) satisfies 
# E LP(f?), (2) 
-Au = up in W(Q). (3) 
Thus the equation extends to Sa in the distribution sense. 
Second case. p < N/(N - 2) (if N = 2, p < ~0). Then any solution of (1) 
satisfies 
u E @(N-*)(@I (if N = 2, u E P(a) for any p < m), 
-Au = up + a&, in W(n), with a > 0, 
(4) 
(5) 
where 6, is the Dirac mass at the origin. Furthermore if a = 0 then “the 
singularity is removable,” i.e., u can be extended to a smooth solution of 
-Au = up in a, 24 E c*(o). 
* This work was begun while the author was visiting the M. R. C. (Madison, Wisconsin). 
’ bP’(f?) denotes the usual Marcinkiewicz space. 
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On the other hand if a > 0 then u satisfies 
ifN>3, aC acN L-C<u(x)<-- 
JXIN-2 IX/N-2 + /x,tNy21~-2’ 
ifN=2, - a Log 1x1 
2l7 -C<u(x)<- 2* 
aLogIxl +c 
(6) 
(if N = 3 and p < 2, C/IX~(*‘~‘)P-* has to be replaced by C and if N = 3 and 
p = 2, we replace it by C ( Log 1x1 ( + C), where C, is ((N - 2) S,)- ’ and S, 
is the (N - 1) dimensional measure of (x E R“‘, /xl= I}. 
We also give some criteria ensuring that a = 0 and we prove existence 
results for solutions of (4), (5) with a > 0. 
Other types of nonlinearities in (1) are discussed in [ 8, 12, 14 1: in [ 12) the 
case where up is replaced by -u(~+“‘(~-*’ is considered, and this study is 
extended to the case where --Au = -juJp-‘u and p > N/(N - 2) in [8]. in 
[ 14 1 the remaining case (--Au = -1 t( Ip-‘u and p < N/(N - 2)) is treated. We 
shall see further on what the differences are between these two cases fnP. Let 
us indicate finally that a result on singularities of solutions of Yang-Mills 
equations can be found in [ 13 1. 
II. MAIN RESULTS 
Let R be a bounded regular domain in RN (N > 2) containing 0 and let 
p> 1. 
Let u be a function in C’(R - (0)) satisfying 
-Au = up in B - (O), u>O inR- (0). (1’) 
Then we have 
THEOREM 1. Zf u E C2(J2 - (0)) and u satisfies (l’), rhen 
u E ~fb,W~ (2’) 
u E Mf(;N-2'(i2) (ifN= 2, u E L:,,(f2), Vq < a), (4’) 
-Au = up + a& in W(s)), for some a 2 0. (5’) 
Remark 1. Using the main result of Brezis and Lions [6], it is easily 
seen that up may be replaced by any continuous functionf(u) satisfying 
(7) 
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Of course, the condition u > 0 may be replaced by u > -C, for some C > 0. 
As this result is an immediate consequence of [6], we will not give its proof. 
COROLLARY 1’. Zf u E C’(R - (0)) and u satisj7es (1’) then, for p > 
N/(N- 2), we have a = 0 in (5), i.e., 
-Au = up in W(J?). (3) 
THEOREM 2. rf uE C2(12-- {0)) and u satisfies (1’) then, for p < 
N/(N - 2), the following assertions are equivalent: 
(9 a = 0, 
(ii) u E LW(N-2)(R) (if N = 2, u E Lm(R)), 
(iii) liq,,4, u(x) IxINP2 = 0 (ifN= 2, IxINP2 is replaced by -Log Ix]). 
Zf (i) is satisfied, then u may be extended to a smooth solution of 
-Au = up in Q, 
Zf (i) is not satisfied, then u satisfies 
u E C’(Q). (8) 
ifN > 3, UCN aCN --C<u(x)<----- 
IxIN-2 IXjN-2 + ,,,,N:2,-2 7 
ifN = 2, Q Log I-4 - 
2IZ -C<u(x><- 2n 
aLdxl +c 3 
(6) 
(ifN=3 andp( 2, CIXI~-(~-~‘P has to be replaced by CandifN=3 and 
p=2 it has to be replaced by CILoglxlI + C). 
All these results will be proved in the next section. Let us make some 
remarks before going into the proofs. 
Remark 2. If we replace up by f(u), where f is a continuous function on 
R + , then Corollary 1 is still true if we assume 
or 
lim f(t) t-wN-2 > 0 
t-03 
(mdN> 3), (9) 
f(t) + Ctp is nondecreasing for t > t, , where 1, > 0, C > 0 and p < &, 
f(& 
(10) 
1 
@L’(lxl < 1) (with the usual modifications if N = 2). 
’ The author is grateful to L. Nirenberg for having pointed out that this result is also proved 
in Symmetry of positive solutions of nonlinear elliptic equations in RN by B. Gidas, W. M. Ni, 
and L. Nirenberg, preprint. 
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Theorem 2 still holds for a general nonlinearity if we assume (7’) and 
f(l) < Ctp + C for f > 0, with p < N/(N - 2) (p < co, ifN= 2). 
Let us also remark that in (iii) l& may be replaced by lim, and (ii) could be 
replaced by the following condition: 3 g E C(R + , R) nondecreasing such that 
g(u) E L,‘,,(a) and g(l/lXIN-‘) & L’(IxI < 1). 
Remark 3. In full generality, we do not know how to obtain more 
precise results concerning the behaviour of u(x) as Ix]-+ 0. Some partial 
results are given in [7, 101. It is conjectured that only two possibilities may 
occur : 
(i) either u may be extended to a smooth solution of 
-Au = up in R, 
(ii) or I( satisfies 
7 0 < a < lim u(x) JXl= < ,!lfn, u(x) 1-q G/J < 009 with a = 
2 
1.4-O ..I p-l’ 
Remark 4. In particular Theorem 2 implies that (xIN-’ U(X) converges 
as x + 0. If this limit is 0, then u is smooth; if not, then u has a singularity 
described by (6) and u satisfies (5). 
Remark 5. Concerning the existence of solutions of (5) with a > 0 under 
assumption (1 I), we give an existence result in Section IV. 
Remark 6. Let us compare the preceding results with those known for 
“the other sign,” i.e., where UP is replaced by --up. In [8, 141 it is proved that 
(i) if p > N/(N - 2), the singularity is removable for all solutions, 
(ii) if p < N/(N- 2), a triple choice is possible: either u is smooth, or 
u has a singularity of the form C,/~X(~-*, or u has some other singularity of 
the form C,/lxl” (for a convenient a > 0). 
Thus there is no analogy between that case and our case since in our case, 
for every p, the singularity is not removable for all solutions; and that, for 
every p, there is (or at least should be) a phenomenon of double choice 
instead of triple choice. 
All the proofs of the preceding results are given in the next section. 
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III. PROOFS 
To prove Corollary 1, we need only note the following. 
PROPOSITION 1. Under the assumptions of Theorem 1, we have 
ifN > 3, CN u(x)>a-- IXjN-2 ‘- 
(6’) 
for some C > 0. 
Proof of Proposition 1. We have proved that u satisfies 
-Au = up + a&, in g’(Q), 24 E Lp(J?), 24 E MNI’N-2’(S1), 
u>o in L?, u “smooth near 80.” 
But this implies 
-Au > a&, in g’(Q), u E MNI(N-2’(0), 
u>o in R. 
The proposition follows immediately from these inequalities. 
Remark 7. The kind of argument given in Step 2 and above can be used 
to generalize Lemma 2 in [8] slightly and also gives a proof for the main 
result in [3]. 
Proof of Theorem 2. We prove (1) a = 0 implies u E C’(B), (2) (ii) 
implies (i), and (3) a > 0 implies that (6) holds. 
Step 1: If a = 0, then u E C’(0). If a = 0, then u satisfies 
-Au = up in g’(G), u E A4N’N-2’(Sa), 
in particular u E Lq(R) for all q < N/(N - 2) (q < 00 if N = 2). Now we 
have 
-Au E L”l”(.n) 
and this implies (since u is C2 near Z?) u E w’*%(f2). Then, by a usual 
bootstrap argument, we prove that tl E l@q(f2) for every q < CO. 
Step 2: (ii) implies (i). This is an immediate consequence of 
Proposition 1, since l/]~]~-~ @ L”l”-‘(fl). 
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Step 3: a > 0 implies that (6) holds. Indeed if a > 0, we argue as 
follows: u = u’ + L’ + aC,/lxlN-* (with the notations in Step 2 of the proof of 
Theorem I), where w is bounded and u satisfies 
-Au = up in R, 
v=u on X?, v E L’(0). 
We may assume, without any loss of generality, that u = 0 on aQ. Since 
up E L4’W (91= 4/P with p < q < N/(N - 2)), v E I@ql(Q). Moreover, 
up~c+cvp+c~x(- u’-2)p. This implies, by the maximum principle, 
v <c + cv, + C/IXp-*‘p-*, 
where fi, is the solution of 
-AU, = up in L?, 6, =0 onX?. 
Since by Sobolev imbeddings P E L’(a) with s = Nq/(Np - 2q), we have 
fi, E ~*qz(L!) with q2 = Nq/p(Np - 2q); and q2 > q,, for we have 
N > Np - 2q. 
Iterating this argument, we easily find, in a finite number of steps, 
v < c + C/IXp-*)p-*; 
and (6) is proved. 
IV. EXISTENCE RESULTS 
We assume now that f is a continuous function from R + to R + satisfying 
f(t) Q CP + c for t > 0, 
with /3 < N/(N - 2) @< coifN=2), (11) 
and 
f(t) is nondecreasing. (12) 
Then we have: 
THEOREM 3. Under assumptions (11) and (12), there exists some A*, 
0 < A* < +a~, such that 
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(i) for L ( ,I*, there exists a minimum solution of 
-Au = l{f(u) + S,} in W@), 24 E MNI’N-Z’(Q), 
I420 in 8,~ = 0 0n af2, 
(ii) for 1 > 13* there is no solution of (13). 
If we assume in addition 
limfO>O 
l=Fz t 
then A* < 00. 
Remark 8. Assumption (12) is technical (in many cases it can be 
weakened), and the zero boundary condition is not necessary (positive would 
be enough). 
Remark 9. This kind of result is very similar to those of [ 1, 2, 4, 9, 1 I], 
the main new feature being the singularity of Eq. (13). 
The existence of solutions to problem (13) in the case f(t) = -1 tlq-‘t is 
proved in [5], but with a totally different proof. 
Remark 10. Actually the proof will show that for I > A*, there is no 
supersolution of (13). And this implies easily that in the case where f is 
bounded on R+, then L* = +co. 
Proof of Theorem 3. The proof is divided into three steps: (i) we prove 
that if there exists a supersolution of (13) for some 1,) then there exists a 
minimum solution of (13) for all L < 1, ; (ii) we prove there exists a super- 
solution for some 1; and finally (iii) we prove that I* < co iff satisfies (14). 
Step 1. Suppose there exist 1, and v such that 
---do >&If(v) + &I in W(Q), v E MNICN- *j(Q), 
v>o in 0; 
we prove that (13) has a minimum solution for I & A,. 
Indeed define (u”),, , by u” = 0 and u”+’ is the solution of 
-Au”+ ’ = L(f(u”) + a,), &I+ 1 E j$fN/‘N-2)(fi), 
#“+I=() on ai2 
505/38/3-IO 
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It is easy to prove by induction that u” increases: 
u”(x) < u”+ ‘(x) a.e. in Q; 
and 
u”(x) < 0) a.e. in 0. 
Thus u”(x) -+“+oO u(x), which is a solution of (13). 
Step 2. Because of (1 l), it is enough to prove there exists a super- 
solution of (13) for some 1 > 0 in the case where f = t4 with p < N/(N - 2). 
Let us indicate how to construct such a supersolution in a particular case 
(the general case is similar): N= 3, j?= 2. 
Let us consider: o = A/r - B Log r, where r = Ix], A, B > 0. Obviously 
-Av = 4l7A 6, + B/r’. 
Now, on Q, -B Log r < CB( l/r) for some C > 0; thus we have 
v2 Q (A + CB)*(l/r’), 
provided we choose A > CB. Finally we have 
-Au 2 4ZZA 6, + (B/(A + CB)‘) v2. 
and if we choose A = CB, this gives a supersolution of (13) for 1 small 
enough. 
Step 3. Suppose f satisfies (14) and let u be a solution of (13), 
multiply (13) by v, (where v, is defined in Lemma 1 ), we obtain 
4 I 0 
uv,dx=I *f(u)vldx+h,(0). I 
Now, because of (14), we have f(t) > pt for t > I,,, with ,u, t, > 0. Thus, we 
have, for A > A,/,u, 
and this not possible if A is large enough. 
Remark 11. The proof made above is an adaptation of well-known 
methods (see [ 1, 21 for example). The same result (with the same proof) 
holds for the following problem: 
-Au = f(u) + U, in W(a), u E MNI’N-2’(0), 
u>o inR,u=Oon%. 
(13’) 
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In the special case when f is convex (some other restrictions are 
necessary), it is possible to prove that for I < A*, there are at least two 
distinct solutions of (13): this is somewhat similar to [9]. We only sketch the 
proof in the case when f(t) = t’, and N = 3. 
THEOREM 4. Let f (t) = tZ, and N = 3, there exists A* > 0 such that: 
(i) for A < 1*, there exists a minimum solution of (13) that we denote 
bu uA. If 1 < A”, the first eigenvalue of (-A - 21u,) (with Dirichlet 
boundary conditions) is positive. 
(ii) If A < 1*, there exist at least two distinct solutions of (13). 
(iii) For ), > L*, there is no solution of (13). 
Remark 12. Since a solution u of (13) belongs to M3(LI), we have 
u E Lp(Q) for any p < 3, in particular for some p > +. And this enables us 
to consider the operator (-A - Uu) on I$@). 
Using this remark, we see that, in order to prove Theorem 4, we need only 
prove the positivity of the first eigenvalue of (-A - JJ’(u,)). Once this is 
done, we need only copy the arguments of [9]. 
Proof of Theorem 4. We want to prove that the first eigenvalue ,u of 
(-A - 2rZu,) is positive. We first prove it is nonnegative: indeed, if P were 
negative, denoting by v the associated eigenfunction 
-Au - JJ’(u,)v = pv in 0, 
v>o in a, v E H#2) n W*p(f2) (for some p > N/2), 
we would have, for every E, 
-A(u, -ev)= 4(f(uJ+ S,} -E~V -AJ'(u,)Ev 
=A{f(u, -&U)+ S,} -&/lV +ntJ-(uJ-f(u, -EV)--f'(U~)Ev) 
=A(f(u, - w)+ S,} -&#llV --AA* in CF(D). 
Thus, for E small enough, we would have 
0 < UA - EV < UA in 0, 
-A(u, - EV) > A{f(u - EV) + S,} in g’(0). 
This would imply the existence of a solution u of (13) satisfying 
0 < u < UA - EV, 
and this contradicts the fact that tlA is the minimum solution of (13). 
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We conclude easily since we have, for A, < A, < I*, uA, < uA1 & us%,. 
Indeed this implies that pi, the first eigenvalue of (-A - 2u,,), is strictly 
greater than pu, (the first eigenvalue of (-A - 2~~~)): p, > pz > 0. This proves 
(i), and as remarked above, Theorem 4 follows. 
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