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Introducción
El área científica
La teoría de las álgebras de Hopf y sus generalizaciones es una parte de las
matemáticas que en las últimas décadas ha experimentado un gran desarrollo
por sus aplicaciones en la física de partículas.
Su origen se relaciona con la topología y la geometría algebraica, aunque
la definición formal concreta sufrió algunos cambios desde su introducción.
Toma su nombre de Heinz Hopf, quien en [55], para estudiar los anillos de
cohomología de ciertas variedades, define un coproducto sobre los mismos. Las
propiedades de tales anillos y en particular las relaciones de compatibilidad
entre el producto y el coproducto, son los primeros casos particulares de las
condiciones que hoy en día definen a un álgebra de Hopf.
El término álgebra de Hopf aparece por primera vez en el trabajo [27] de
Borel, donde se utiliza para estudiar la homología de fibrados principales, si
bien la definición manejada en ese trabajo es distinta de la actual, al no exigirse
la coasociatividad ni la existencia de antípodo.
En un contexto topológico, Milnor y Moore usan en [73], con el nombre de
álgebra de Hopf, lo que hoy denominaríamos biálgebra graduada, probando que
sobre un cuerpo de característica cero, la categoría de las álgebras de Lie gra-
duadas es isomorfa a la de álgebras de Hopf primitivamente generadas, porque
el álgebra universal envolvente de un álgebra de Lie es un álgebra de Hopf
coconmutativa. En ese mismo trabajo demuestran también varios teoremas
de estructura de álgebras de Hopf graduadas coconmutativas, generalizando
resultados anteriores sobre la estructura de los anillos de homología de grupos
de Lie.
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En el contexto de la geometría algebraica la noción de álgebra de Hopf
aparece ligada a la de grupo algebraico. En topología algebraica la idea sub-
yacente consiste en estudiar un grupo a través de su álgebra de funciones.
Esta misma idea se usa en geometría algebraica, pasando de la categoría de
espacios a la de álgebras asociativas considerando las funciones definidas sobre
las variedades. Bajo ciertas condiciones se establece así una antiequivalencia
de categorías. En concreto, el álgebra de funciones de un grupo algebraico afín
sobre un cuerpo algebraicamente cerrado es un álgebra de Hopf conmutativa,
con el coproducto definido a partir del producto del grupo algebraico afín, la
counidad a partir de la unidad del grupo, y el antípodo como el morfismo
inducido por el cálculo de inverso en el grupo. La primera definición formal de
lo que hoy entendemos por álgebra de Hopf aparece en el trabajo de Cartier
[35], aunque bajo el nombre de hiperálgebra y en el caso filtrado. Los axiomas
actuales son algo diferentes, pero se deducen a partir de los de [35].
Si bien los primeros ejemplos de álgebras de Hopf con los que se trabajó eran
todos conmutativos o coconmutativos, el estudio de problemas en la física hizo
necesario considerar casos más generales. A la hora de modelar matemática-
mente fenómenos físicos, los elementos de un grupo pueden interpretarse como
estados y los de su álgebra de funciones como observables. En este contexto,
para estudiar y construir sistemas cuánticos integrables, Fadeev, Reshetikhin,
Sklyanin y Takhtadzhyan desarrollan el llamado método de scattering inverso
(véase [47], [48],[49], [86]), que se basa en un ejemplo de álgebra de Hopf que
no es conmutativa ni coconmutativa.
Posteriormente, Drinfeld en [38] y Jimbo en [56] obtienen independiente-
mente otros ejemplos. Estos consisten en la deformación de un álgebra en-
volvente de un álgebra de Lie. Una de las aplicaciones fundamentales de es-
tos nuevos ejemplos es la obtención sistemática de soluciones de la llama-
da ecuación cuántica de Yang-Baxter enunciada en términos matriciales. La
ecuación surge para abordar problemas en mecánica cuántica, es introducida
por Yang en [94] y posteriormente por Baxter en [14] en el contexto de la
mecánica estadística, y usada además para calcular invariantes en la teoría
topológica de enlaces en [91] y en variedades de dimensión tres en [92]. El
término grupo cuántico es introducido por Drinfeld en [39] para designar al
álgebra dual de un álgebra de Hopf no conmutativa ni coconmutativa. En [39]
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se define también el concepto de álgebra de Hopf cuasitriangular, y mediante
su categoría de módulos asociada se obtienen soluciones de la ecuación cuán-
tica de Yang-Baxter. Además, se propone un método universal para encontrar
álgebras de Hopf cuasitriangulares a partir de un álgebra de Hopf de dimen-
sión finita con antípodo inversible, ya que el objeto denominado doble cuántico
(posteriormente doble de Drinfeld) y definido como el biproducto cruzado del
álgebra de Hopf con la opuesta de su dual, cumple las condiciones de álgebra
de Hopf cuasitriangular.
A partir de este momento, las aplicaciones de las álgebras de Hopf se am-
pliaron enormemente. Uno de los campos de aplicación es la geometría Rie-
manniana, donde la curvatura puede interpretarse como el parámetro que hace
que el álgebra de funciones de la variedad sea un álgebra de Hopf no cocon-
mutativa. Otro ámbito es la geometría no conmutativa, tanto en la vertiente
diferencial de Connes como en la algebraica de Manin (véase [72]). A su vez,
la geometría no conmutativa se usa en física para estudiar la gravitación cuán-
tica, la cual pretende resolver el problema de la compatibilidad entre dos de
las principales teorías de la física teórica, como son la mecánica cuántica y la
teoría general de la relatividad. En este sentido, la propiedad de autodualidad
de las álgebras de Hopf, es decir, el hecho de que el objeto dual de un álgebra
de Hopf es también un álgebra de Hopf, puede dar respuesta a alguna de las
cuestiones planteadas (véase [65], [66], [69]).
Posteriormente, en fechas recientes, se han formulado otros problemas donde
aparecen objetos cuya estructura, guardando relación con la de álgebra de
Hopf, no encajan en su definición. Al contrario de lo que ocurre en dimen-
siones superiores, en dimensión 2 la simetría interna de los modelos físicos
espacio-tiempo no está caracterizada de forma única, por lo que no puede des-
cribirse mediante un grupo cuántico. En este sentido, en [53] se introduce la
llamada ecuación dinámica de Yang-Baxter.
De modo similar a como los grupos cuánticos aparecieron en la búsque-
da de soluciones de la ecuación de Yang-Baxter, en el caso dinámico surge la
noción de grupo cuántico dinámico. Los primeros ejemplos con los que se tra-
bajó, asociados a ciertos casos particulares de la ecuación dinámica, fueron los
llamados grupos cuánticos elípticos definidos por Felder en [50] y [51]. En [44]
se demuestra que los grupos cuánticos elípticos cumplen las condiciones de la
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definición de cuasiálgebra de Hopf, concepto introducido por Drinfeld (véase
[41], [42]). Esto motivó que las cuasiálgebras de Hopf se considerasen como
una alternativa para generalizar la noción de álgebra de Hopf, aunque presen-
tan los inconvenientes de eliminar la coasociatividad y de que el concepto de
cuasibiálgebra no es autodual.
Más tarde, Böhm, Nill y Szlachányi (véase [88], [21]) definen otra gene-
ralización de los grupos cuánticos, las llamadas de álgebras de Hopf débiles.
Estas permiten describir los modelos espacio-tiempo en dimensión 2 porque en
su definición se considera una simetría de la categoría distinta de la trivial,
y también encontrar soluciones de la ecuación dinámica de Yang-Baxter con
mayor generalidad al relacionarse con las deformaciones dinámicas de grupos
cuánticos. Además, al contrario de lo que ocurre con las cuasiálgebras de Hopf,
son coasociativas y autoduales. Con respecto a las álgebras de Hopf, la diferen-
cia se encuentra en que la unidad y la counidad no son morfismos de coálgebras
y álgebras respectivamente, al mismo tiempo que se debilitan las condiciones
sobre el antípodo. Las álgebras de Hopf débiles tienen también aplicaciones en
la reconstrucción de categorías, ya que cualquier categoría de multi-fusión es
equivalente a la categoría de módulos de dimensión finita sobre un álgebra de
Hopf débil semisimple, y además el álgebra de Hopf débil es conexa si y solo si
la categoría de multi-fusión es de fusión (véase [45]). En particular, dada una
cuasiálgebra de Hopf semisimple de dimensión finita, puesto que la categoría
de módulos sobre ella es de fusión, se deduce que es isomorfa a la categoría de
módulos de dimensión finita sobre algún álgebra de Hopf débil. Son también
útiles en la teoría de operadores y la teoría de extensiones de álgebras.
Dentro de la teoría de álgebras de Hopf el estudio de las proyecciones de
un álgebra de Hopf dada ha sido un problema estudiado con mucho interés. En
la caracterización de dichas proyecciones, el producto smash y el coproducto
smash, nociones que tienen su motivación en el producto semidirecto de grupos
y en el cuadrado cocartesiano de grupos algebraicos afines respectivamente,
cobran especial relevancia. Radford en [79] establece condiciones equivalentes
para que el producto tensor de dos álgebras de Hopf H y B sobre un cuerpo,
con la estructura de producto y coproducto smash, sea un álgebra de Hopf, e
interpreta tales objetos mediante el concepto de proyección. En concreto, si el
biproducto smash B⊗H es un álgebra de Hopf, entonces existe una proyección
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(B, f, g) de B sobre H, es decir, dos morfismos de álgebras de Hopf f : H → B
y g : B → H tales que g ◦ f = idH . Recíprocamente, dada una proyección
de álgebras de Hopf (A, f, g) sobre H, si AH es la imagen de cierto morfismo
idempotente, entonces A puede recuperarse como el biproducto smash de AH
y H.
Para caracterizar las biálgebras B tales que B ⊗ H con la estructura de
producto smash es una biálgebra, Radford introduce condiciones que darán lu-
gar posteriormente a la noción de módulo Yetter-Drinfeld sobre una biálgebra
y a la categoría de estos módulos que se denotará posteriormente por HHYD,
definida por Yetter en [95] con el nombre de bimódulo cruzado. En la literatura
el concepto se denomina de diversas formas, siendo las más utilizadas las de
módulo cruzado (véase [71], [17]), bimódulo cruzado (véase [95], [60]), módulo
cuántico de Yang-Baxter (véase [62]), o estructura Yetter-Drinfeld (véase [81]).
En cualquier caso en [95] se expone cómo la nueva categoría permite explicar la
relación entre distintas teorías en matemáticas y física, como la topología en di-
mensiones bajas, en concreto la teoría clásica de nudos y enlaces, con la teoría
de las categorías monoidales introducidas por Bénabou en [16] y MacLane
en [63], la teoría de álgebras de Hopf, los sistemas cuánticos integrables o la
teoría de modelos exactamente resolubles en mecánica estadística, y la teoría
de cuántica de campos. Por otro lado, los módulos Yetter-Drinfeld juegan un
papel central en la teoría de categorías monoidales, ya que dada una categoría
monoidal estricta pequeña y pretrenzada C, para cualquiera de sus representa-
ciones finitas complejas F existe una biálgebra F (H) tal que la representación
se factoriza a través de la categoría F (H)F (H)YD y la composición con el funtor
de olvido. Además la factorización lleva la estructura pretrenzada de C en la
de F (H)F (H)YD. Los objetos de esta categoría ya habían sido interpretados previa-
mente por Majid en [67] como una forma de categorizar el concepto de doble
de Drinfeld, dando condiciones para que la categoría de representaciones del
doble de Drinfeld sea isomorfa a la de módulos Yetter-Drinfeld. En la definición
de doble de Drinfeld interviene el álgebra opuesta de la dual, y el isomorfismo
de categorías se establece en [67] con una versión de la categoría de módulos
Yetter-Drinfeld donde las estructuras de módulo y comódulo se consideran por
lados diferentes. Estas son algunas de las motivaciones que llevan a Radford
y Towber en [81] a estudiar las relaciones entre distintas categorías Yetter-
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Drinfeld que pueden construirse partiendo de una misma biálgebra sobre un
anillo conmutativo.
Majid en [69] interpreta los resultados sobre proyecciones de [79] en el con-
texto de categorías trenzadas y prueba que existe una correspondencia biyec-
tiva entre el conjunto de clases de isomorfía de las proyecciones de álgebras de
Hopf sobre H y el conjunto de clases de isomorfía de las álgebras de Hopf en la
categoría HHYD utilizando el proceso de bosonización, que consiste en asociar
mediante un producto smash, a cada álgebra de Hopf en HHYD un álgebra de
Hopf en la categoría base. Estos resultados son aplicados por Andruskiewitsh
y Schneider en [13] para clasificar cierto tipo de álgebras de Hopf punteadas
finitas; de hecho, en un momento del proceso realizado en [13] se considera la
bosonización de un álgebra de Hopf trenzada (véase [90]) en la categoría de
módulos Yetter-Drinfeld sobre el álgebra de grupo de un grupo abeliano finito.
Posteriormente Bespalov en [17] extiende los resultados de [79] al caso de
categorías trenzadas con idempotentes escindidos, completando el estudio de
la teoría de Radford en ese contexto en una serie de trabajos conjuntos con
Drabant (véase [18], [19], [20]). Por su parte, Bulacu y Nauwelaerts en [29]
prueban una versión para cuasiálgebras de Hopf con antípodo inversible donde
la categoría subyacente es la de espacios vectoriales sobre un cuerpo conmuta-
tivo.
Los módulos Yetter-Drinfeld sobre un álgebra de Hopf débil fueron intro-
ducidos por Böhm en [22]. Alonso, Fernández y González en [4] demuestran la
versión del teorema de Radford para álgebras de Hopf débiles H con proyec-
ción en categorías simétricas con idempotentes escindidos. En [4] dan además
la versión categórica del teorema al establecer una equivalencia entre la cate-
goría de proyecciones sobre H y la categoría de álgebras de Hopf en HHYD, y
se recuperan como casos particulares las versiones probadas por Radford en
[79] y Majid en [69]. A diferencia de lo que ocurre para las álgebras de Hopf,
en el contexto de las álgebras de Hopf débiles la bosonización del álgebra de
coinvariantes BH , no consiste a nivel de objetos en el producto tensor BH ⊗H,
sino en la imagen BH ×H de un morfismo idempotente. También a diferencia
de lo que ocurre para álgebras de Hopf, si H es un álgebra de Hopf débil, dada
un álgebra de Hopf débil A en HHYD, la estructura (co)multiplicativa inducida
al considerar A como objeto de la categoría de partida C no es de álgebra de
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Hopf ni de álgebra de Hopf débil. Esto motiva la introducción en [4] y posterior
desarrollo en [5] de los conceptos de operador Yang-Baxter débil y álgebra de
Hopf trenzada débil. La versión del teorema de Radford dada en [4] se extiende
en [9] al caso de categorías trenzadas.
La noción de álgebra de Hopf trenzada débil se define en categorías mo-
noidales en general, y al restringirse al caso simétrico se recuperan como casos
particulares las de álgebra de Hopf y de álgebra de Hopf débil; en el caso
trenzado da lugar al nuevo concepto de álgebra de Hopf débil en una categoría
trenzada y como caso particular contiene la noción de álgebra de Hopf trenzada
introducida por Takeuchi en [90].
La memoria
Objetivos
Esta memoria tiene dos objetivos principales.
El primero es desarrollar una teoría de módulos Yetter-Drinfeld sobre un
álgebra de Hopf trenzada débil D en una categoría monoidal estricta C donde
todo idempotente rompe. Esta teoría general se establece de modo que se
recuperan como casos particulares los resultados obtenidos para álgebras de
Hopf en [81] y álgebras de Hopf débiles (véase [22], [74], [34]) en categorías
simétricas, y dando también varios ejemplos de estas estructuras de módulo
Yetter-Drinfeld que no son abarcados por las teorías anteriores.
El otro objetivo es estudiar el concepto de proyección sobre un álgebra de
Hopf trenzada débil y obtener la versión categórica del teorema de proyección
de Radford para álgebras de Hopf débiles en categorías trenzadas, extendiendo
los resultados dados en [79], [69] y [4] en el contexto simétrico.
Parte de los resultados pueden encontrarse en [9], [10] y [12].
Entrando más en detalle, el contenido de la memoria se distribuye en cinco
capítulos que se resumen a continuación.
Capítulo 1: Preliminares
En este capítulo se establece el contexto general en el que se trabaja a lo
largo de la memoria y se fija la notación básica a utilizar.
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En la primera sección se repasa la teoría de categorías monoidales. La se-
gunda se dedica a conceptos relacionados con las álgebras de Hopf trenzadas
débiles, dando sus definiciones y propiedades básicas. Se recuerdan las nociones
de álgebra de Hopf y álgebra de Hopf débil en distintos contextos según las
propiedades de la categoría sobre la que se defina la estructura, y se explica
por qué constituyen casos particulares de álgebras de Hopf trenzadas débiles.
Se dan también ejemplos no triviales de álgebras de Hopf trenzadas débiles,
es decir, objetos con esta estructura que no son álgebras de Hopf ni álgebras
de Hopf débiles (Ejemplos 1.2.10). En cuanto a las propiedades de las álgebras
de Hopf trenzadas débiles, los resultados incluidos son ya conocidos, a excep-
ción del Teorema 1.2.15, donde se prueba que el álgebra opuesta y el álgebra
coopuesta de un álgebra de Hopf trenzada débil con antípodo inversible, son
también álgebras de Hopf trenzadas débiles.
Capítulo 2: Operadores débiles
El objetivo fundamental de este capítulo consiste en sentar las bases que nos
permitirán introducir la noción de módulo Yetter-Drinfeld sobre un álgebra de
Hopf trenzada débil en una categoría monoidal estricta donde todo morfismo
idempotente rompe.
Para ello, en la primera sección del capítulo introducimos la noción de
operador débil, estudiamos sus propiedades básicas y su interacción con los
morfismos idempotentes. En concreto, siD es una biálgebra trenzada débil yM
un objeto cualquiera, se define un (M,D)-operador débil como una cuádrupla
de morfismos (rM , r′M , sM , s
′
M ) satisfaciendo una serie de axiomas (Definición
2.1.1). Ejemplos particulares de operadores débiles se obtienen a partir de un
operador Yang-Baxter débil cuando M = D, y a partir de una trenza global
en el caso de categorías trenzadas (Observación 2.1.11).
En la segunda sección se estudian los operadores débiles cuando el objeto
M tiene además una estructura de módulo o de comódulo. En este sentido, la
noción de (M,D)-operador débil compatible permite generar para M , tanto
sobre D como sobre sus álgebras opuesta y coopuesta, nuevas estructuras de
módulo y comódulo (Proposiciones 2.2.8 - 2.2.15).
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Capítulo 3: Monoidalidad de la categoría de módulos Yetter-
Drinfeld
En este capítulo, para un álgebra de Hopf trenzada débilD en una categoría
monoidal estricta donde todo idempotente rompe, se introducirá la noción de
módulo Yetter-Drinfeld y se demostrará que estos objetos dan lugar a cate-
gorías monoidales.
En la primera sección se da la definición de módulo Yetter-Drinfeld iz-
quierda-izquierda sobre D mediante condiciones que involucran a un (M,D)-
operador débil compatible (Definición 3.1.1) y se definen también los morfismos
entre tales objetos, estableciéndose la categoría DDYD (Definición 3.1.5). A con-
tinuación se estudia la invariancia de las (co)estructuras de (co)módulo al com-
poner con los morfismos idempotentes asociados al operador débil (Proposición
3.1.10), para lo que se utiliza una caracterización alternativa de módulo Yetter-
Drinfeld (Proposición 3.1.6).
En la segunda sección se establece la estructura monoidal de DDYD. Da-
dos M y N dos objetos en DDYD se toma como producto tensor la imagen
de un idempotente ∇M⊗N : M ⊗ N → M ⊗ N. Cuando el antípodo λD es
inversible, dicho producto tensor, denotado como M × N, puede dotarse de
una (co)estructura de (co)módulo (Proposición 3.2.10) y de un (M × N,D)-
operador débil compatible (Proposición 3.2.11). Con esas estructuras M ×N
es un objeto en DDYD (Proposición 3.2.12).
Posteriormente se demostrará que la categoría DDYD admite objeto base y
usando los morfismos asociados a la escisión del morfismo idempotente ∇M⊗N
se construyen los isomorfismos naturales de asociatividad (Lema 3.2.15) y
unidad (Lemas 3.2.17, 3.2.18), y finalmente se demuestra que la categoría DDYD
es monoidal no estricta (Teorema 3.2.19).
En la tercera sección se dan ejemplos de módulos Yetter-Drinfeld traba-
jando con la acción adjunta y la coacción adjunta asociada a D. Ahora bien,
es interesante resaltar que cuando H es un álgebra de Hopf en una categoría
trenzada estricta, el triple (H,φH , δH) con φH la acción adjunta es un módulo
Yetter-Drinfeld, al igual que el triple (H,µH , ϱH) con ϱH la coacción adjun-
ta, pero en el contexto débil estos resultados no son ciertos en general. Más
concretamente, cuando partimos de un álgebra de Hopf trenzada débil D los
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morfismos ωaD = φD ◦ (ηD ⊗ D) y ωcD = (εD ⊗ D) ◦ ϱD son idempotentes en
C (Proposición 3.3.1), y sobre sus imágenes Ωa(D) y Ωc(D) respectivamente,
definimos, a partir de los morfismos de escisión, estructuras de módulo Yetter-
Drinfeld izquierda-izquierda sobre D (Proposición 3.3.11).
Capítulo 4: Equivalencias entre distintas categorías de módulos
Yetter-Drinfeld
En este capítulo se cubre otra parte del primer objetivo de la memoria,
estudiando en el contexto monoidal las distintas categorías Yetter-Drinfeld
que surgen de forma natural en función de los lados por los que se conside-
ren las (co)estructuras de (co)módulo o las deformaciones realizadas sobre la
base D, de modo que se recuperan los resultados de [81] al particularizar al
caso de álgebras de Hopf en categorías simétricas. Se comienza definiendo las
distintas categorías YDDD, DYDD y DYDD y estudiando sus propiedades prin-
cipales, para concluir probando que todas ellas, así como las correspondientes
tomando como base Dop, Dcoop, Dopcoop o Dcoopop , son equivalentes a DDYD
(Teorema 4.2.1). El método de demostración consiste en probar primero que
para cualesquiera de las categorías consideradas las estructuras de (co)módulo
permanecen invariantes al componer con los morfismos idempotentes asocia-
dos al operador débil, por lo que se pueden aplicar las Proposiciones 2.2.8 -
2.2.10 que establecen en particular que todas las transformaciones realizadas
en las (co)estructuras de (co)módulo a lo largo de la prueba, dan lugar a nuevas
(co)estructuras para las que existe un operador débil compatible y éste se puede
determinar explícitamente.
Capítulo 5: Proyecciones sobre un AHTD
El objetivo fundamental de este último capítulo es el estudio de las pro-
yecciones sobre un álgebra de Hopf trenzada débil. Además se explicará la
relación entre los conceptos de operador débil y entrelazamiento débil y se
darán ejemplos de módulos Yetter-Drinfeld y de álgebras de Hopf trenzadas
débiles que no abarcan las definiciones clásicas.
En la primera sección se define la categoría Proj(D) de las proyecciones
sobre un álgebra de Hopf trenzada débil D como aquella cuya clase de objetos
xx
es la formada por los triples (B, f, g) formados por un álgebra de Hopf trenzada
débil B junto con dos morfismos de álgebras de Hopf trenzadas débiles f : D →
B y g : B → D que cumplen ciertas relaciones de compatibilidad con respecto
al operador Yang-Baxter débil asociado a B y además g◦f = idD. Cada objeto
en Proj(D) define un morfismo idempotente qBD : B → B (Proposición 5.1.5)
cuya imagen BD puede dotarse de una (co)estructura de D-(co)módulo por la
izquierda de forma que el triple (BD, φBD , ϱBD) es un objeto en
D
DYD (5.1.14).
La segunda sección comienza recordando los conceptos de estructura en-
trelazada débil y estructura entrelazada débil inversible (Definiciones 5.2.1 y
5.2.3) y posteriormente se aplican los resultados obtenidos en la primera sec-
ción para describir la relación entre los conceptos de operador Yang-Baxter
débil y estructura entrelazada débil inversible en términos de operadores dé-
biles (Proposición 5.2.4).
En la tercera sección se demuestra que cuando el álgebra de Hopf tren-
zada débil D tiene antípodo inversible y (B, f, g) es un objeto de Proj(D),
entonces BD es una biálgebra para la que podemos construir un antípodo λBD
(Proposición 5.1.7) de tal forma que BD es un álgebra de Hopf trenzada débil
(Teorema 5.3.2).
En la cuarta sección se aplican los resultados anteriores para dar una ver-
sión categórica del teorema de proyección de Radford cuando H es un álgebra
de Hopf débil en una categoría monoidal trenzada estricta. En primer lugar,
particularizando las construcciones del Capítulo 3, se demuestra que, al igual
que en el caso simétrico, la categoría HHYD es trenzada. El resto de la sección
se dedica a construir una equivalencia categórica entre Proj(H) y la categoría





En este capítulo se introducen las definiciones y resultados básicos que
se utilizarán a lo largo de la memoria. Se fija también gran parte de la notación.
En la primera sección se repasa brevemente la teoría de categorías mo-
noidales. La segunda sección se dedicada al estudio de las álgebras de Hopf
trenzadas débiles introducidas por Alonso, González y Fernández en [4], dando
varios ejemplos, tanto de estructuras clásicas englobadas en esta noción, como
de nuevas estructuras que no son abarcadas por las clásicas.
1.1. Contexto general y primeras definiciones
A lo largo de toda la memoria, salvo indicación explícita de lo contrario, se
trabaja sobre una categoría monoidal [43], cuya definición es la que sigue:
Definición 1.1.1. Una categoría monoidal es una categoría C junto con un
bifuntor ⊗ : C × C → C llamado producto tensor, un objeto K de C llamado
objeto base o unidad, y unas familias de isomorfismos naturales
aA,B,C : A⊗ (B ⊗ C) → (A⊗B)⊗ C,
lA : K ⊗A→ A, rA : A⊗K → A,
llamados respectivamente isomorfismo natural de asociatividad, isomorfismo
natural de unidad por la izquierda e isomorfismo natural de unidad por la
derecha, satisfaciendo las siguientes condiciones:
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Axioma del pentágono. Dados cuatro objetos cualesquiera A, B, C,
y D en C se cumple que
(aA,B,C ⊗ idD) ◦ aA,B⊗C,D ◦ (idA ⊗ aB,C,D) = aA⊗B,C,D ◦ aA,B,C⊗D.
axioma del triángulo. Dados dos objetos cualesquiera A y B en C se
cumple que
(rA ⊗ idB) ◦ aA,K,B = idA ⊗ lB.
La categoría monoidal se dice estricta si tanto los isomorfismos de asocia-
tividad como los de identidad por ambos lados son identidades de la categoría.
Denotamos una categoría monoidal por (C,⊗,K, a, l, r), o bien sólo por C
cuando no se presente posibilidad alguna de confusión respecto a la estructura
considerada.
Designamos la clase de objetos de C por |C| y para cada objeto A ∈ |C|
el morfismo identidad por idA : A → A. En lo sucesivo, para una mayor
simplicidad en la notación, dados objetos A, B, C en C y un morfismo f : A→
B escribiremos C ⊗ f y f ⊗C en lugar de idC ⊗ f y f ⊗ idC respectivamente.
Como consecuencias de la definición, en una categoría monoidal se cumple:
(lA ⊗B) ◦ aK,A,B = lA⊗B, rA⊗B ◦ aA,B,K = A⊗ rB,
lK⊗A = K ⊗ lA, rA⊗K = rA ⊗K, lK = rK .
Definición 1.1.2. Sean C = (C,⊗,KC , aC , lC , rC) y D = (D,,KD, aD, lD, rD)
dos categorías monoidales. Se dice que un funtor F : C → D es monoidal si
existe un isomorfismo Φ0 : K → F (K) y una familia de isomorfismos naturales
ΦA,B : F (A)F (B) → F (A⊗B) tales que dados tres objetos cualesquiera A,
B y C en C se cumple que:
ΦA⊗B,C◦(ΦA,BF (C))◦aDF (A),F (B),F (C) = F (aCA,B,C)◦ΦA,B⊗C◦(F (A)ΦB,C),
lDF (A) = F (l
C
A) ◦ ΦKC ,A ◦ (Φ0 ⊗ F (A)),
y
rDF (A) = F (r
C
A) ◦ ΦA,KC ◦ (F (A) Φ0).
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El funtor monoidal se dice estricto si los isomorfismos Φ0 y ΦA,B son iden-
tidades en D para cualesquiera A,B ∈ |C|.
Una transformación natural monoidal entre funtores monoidales de C a D
es una transformación natural α : F ⇒ F ′ tal que
α(K) ◦ Φ0 = Φ′0
y para cada par (A,B) de objetos en C se satisface la igualdad
α(A⊗B) ◦ ΦA,B = Φ′A,B ◦ (α(A) α(B)).
Un isomorfismo natural monoidal es una transformación natural monoidal
que a su vez es un isomorfismo natural.
Una equivalencia monoidal entre categorías monoidales es un funtor mo-
noidal F : C → D para el que existe un funtor monoidal F ′ : D → C e
isomorfismos monoidales α : idD ⇒ F ◦ F ′ y β : F ′ ◦ F ⇒ idC .
En lo sucesivo consideraremos que la categoría monoidal C es estricta y
admite idempotentes escindidos, es decir, para cualquier morfismo ∇ : A→ A
tal que ∇ = ∇◦∇ existen un objeto B, que llamaremos en lo sucesivo imagen
de ∇, y morfismos i : B → A y p : A→ B tales que ∇ = i ◦ p y p ◦ i = idB. No
se produce pérdida alguna de generalidad al asumir el carácter estricto para
C ya que dada una categoría monoidal C es posible construir una categoría
monoidal estricta Cst monoidalmente equivalente a C [[60], Proposición XI.5.1],
y tampoco al suponer que C admite idempotentes escindidos, puesto que dada
cualquiera categoría C existe un embebimiento universal C → Ĉ de modo que
Ĉ admite idempotentes escindidos, tal como se demuestra en [59].
Sea (C,⊗,K, a, l, r) una categoría monoidal. Una trenza en C es una familia
de isomorfismos naturales
cA,B : A⊗B → B ⊗A
tales que
(i) aC,A,B ◦ cA⊗B,C ◦ aA,B,C = (cA,C ⊗B) ◦ aA,C,B ◦ (A⊗ cB,C),
(ii) a−1B,C,A ◦ cA,B⊗C ◦ a
−1
A,B,C = (B ⊗ cA,C) ◦ a
−1
B,A,C ◦ (cA,B ⊗ C).
Una categoría monoidal trenzada (C,⊗,K, a, l, r, c) es una categoría monoi-
dal dotada de una trenza. Si la trenza satisface que cB,A ◦ cA,B = idA⊗B, para
cualquier par de objetos A, B de C, la categoría C se dice simétrica.
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1.2. Álgebras de Hopf trenzadas débiles
La definición de álgebra de Hopf trenzada débil fue introducida por Alon-
so, Fernández y González en [4]. En una primera aproximación, un álgebra de
Hopf trenzada débil puede entenderse como un álgebra-coálgebra dotada de
un operador Yang-Baxter débil que satisface ciertas condiciones de compati-
bilidad.
Este concepto tiene como casos particulares la noción clásica de álgebra de
Hopf en una categoría monoidal trenzada así como a la noción de álgebra de
Hopf trenzada introducida por Takeuchi en [90]. También engloba, como caso
particular, a la definición de álgebra de Hopf débil introducida por Böhm, Nill
y Szlachányi en [21] y cuando el operador Yang-Baxter débil es la trenza de
una categoría trenzada, se obtiene la nueva noción de álgebra de Hopf débil en
una categoría monoidal trenzada.
Definición 1.2.1. Un álgebra en C es un triple A = (A, ηA, µA) donde A es un
objeto en C y ηA : K → A (unidad), µA : A⊗A→ A (producto) son morfismos
en C tales que µA◦(A⊗ηA) = idA = µA◦(ηA⊗A) y µA◦(A⊗µA) = µA◦(µA⊗A).
Dadas dos álgebras A = (A, ηA, µA) y B = (B, ηB, µB), f : A → B es un
morfismo de álgebras si µB ◦ (f ⊗ f) = f ◦ µA, f ◦ ηA = ηB.
Una coálgebra en C es un triple D = (D, εD, δD) donde D es un objeto en C
y εD : D → K (counidad), δD : D → D ⊗D (coproducto) son morfismos en C
tales que (εD⊗D)◦δD = idD = (D⊗εD)◦δD y (δD⊗D)◦δD = (D⊗δD)◦δD. Si
D = (D, εD, δD) y E = (E, εE , δE) son coálgebras, f : D → E es un morfismo
de coálgebras si (f ⊗ f) ◦ δD = δE ◦ f , εE ◦ f = εD.
Si A es un álgebra, B una coálgebra y α : B → A, β : B → A son
morfismos, se define la convolución de ambos como α ∧ β = µA ◦ (α⊗ β) ◦ δB.
Definición 1.2.2. Sea A un álgebra. Se dice que (M,φM ) es un A-módulo
por la izquierda si M es un objeto en C y φM : A⊗M →M es un morfismo en
C para el cual φM ◦ (ηA⊗M) = idM , φM ◦ (A⊗φM ) = φM ◦ (µA⊗M). Dados
dos A-módulos por la izquierda (M,φM ) y (N,φN ), la aplicación f :M → N
es un morfismo de A-módulos por la izquierda si φN ◦ (A ⊗ f) = f ◦ φM . Se
dice que (M,ϕM ) es un A-módulo por la derecha si M es un objeto en C y
ϕM : M ⊗ A → M es un morfismo en C para el cual ϕM ◦ (M ⊗ ηA) = idM ,
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ϕM◦(ϕM⊗A) = ϕM◦(M⊗µA). Dados dos A-módulos por la derecha (M,ϕM ) y
(N,ϕN ), la aplicación f :M → N es un morfismo de A-módulos por la derecha
si ϕN ◦ (f ⊗A) = f ◦ ϕM .
Sea D una coálgebra. Se dice que (M,ϱM ) es un D-comódulo por la izquier-
da si M es un objeto en C y ϱM : M → D ⊗M un morfismo en C tal que
(εD ⊗ M) ◦ ϱM = idM y (D ⊗ ϱM ) ◦ ϱM = (δD ⊗ M) ◦ ϱM . Dados dos
D-comódulos por la izquierda (M,ϱM ) y (N, ϱN ), f : M → N es un mor-
fismo de D-comódulos por la izquierda si ϱN ◦ f = (D ⊗ f) ◦ ϱM . Se dice
que (M,ϱM ) es un D-comódulo por la la derecha si M es un objeto en C y
ϱM : M → M ⊗ D un morfismo en C para el cual (M ⊗ εD) ◦ ϱM = idM
y (ϱM ⊗ D) ◦ ϱM = (M ⊗ δD) ◦ ϱM . Dados dos D-comódulos por la derecha
(M,ϱM ) y (N, ϱN ), f :M → N es un morfismo de D-comódulos por la derecha
si ϱN ◦ f = (f ⊗D) ◦ ϱM .
Definición 1.2.3. Sea D ∈ |C| y tD,D : D ⊗D → D ⊗D un morfismo en C.
Se dice que tD,D satisface la ecuación de Yang-Baxter si
(tD,D⊗D)◦(D⊗tD,D)◦(tD,D⊗D) = (D⊗tD,D)◦(tD,D⊗D)◦(D⊗tD,D). (1.1)
Definición 1.2.4. [[4], Definición 1.2] Sea D ∈ |C|. Un operador Yang-Baxter
débil es un morfismo tD,D : D ⊗D → D ⊗D en C tal que:
(a1) tD,D satisface la ecuación de Yang-Baxter.
(a2) Existe un morfismo idempotente ∇D,D : D ⊗D → D ⊗D tal que:
(a2-1) (∇D,D ⊗D) ◦ (D ⊗∇D,D) = (D ⊗∇D,D) ◦ (∇D,D ⊗D),
(a2-2) (∇D,D ⊗D) ◦ (D ⊗ tD,D) = (D ⊗ tD,D) ◦ (∇D,D ⊗D),
(a2-3) (tD,D ⊗D) ◦ (D ⊗∇D,D) = (D ⊗∇D,D) ◦ (tD,D ⊗D),
(a2-4) tD,D ◦ ∇D,D = ∇D,D ◦ tD,D = tD,D.
(a3) Existe un morfismo t′D,D : D ⊗D → D ⊗D tal que:
(a3-1) El morfismo pD,D ◦ tD,D ◦ iD,D : D×D → D×D es un isomorfismo
con inverso pD,D ◦ t′D,D ◦ iD,D : D×D → D×D, donde pD,D e iD,D
son los morfismos tales que iD,D ◦ pD,D = ∇D,D y pD,D ◦ iD,D =
idD×D siendo D ×D la imagen de ∇D,D.
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(a3-2) t′D,D ◦ ∇D,D = ∇D,D ◦ t′D,D = t′D,D.
A partir de los axiomas de la Definición 1.2.4 se deduce que
t′D,D ◦ tD,D = tD,D ◦ t′D,D = ∇D,D. (1.2)
De hecho existe un vínculo muy estrecho entre los operadores tD,D y t′D,D, de
tal modo que las propiedades de cada uno de ellos determinan las del otro. En
concreto:
Observación 1.2.5. Apoyándose en la definición (véase la Definición 1.2 y la
Proposición 1.3 de [4]), resulta que tD,D es un operador Yang-Baxter débil con
idempotente asociado ∇D,D si y sólo si t′D,D es un operador Yang-Baxter débil
con idempotente asociado ∇D,D. Como consecuencia, cuando ∇D,D = idD⊗D,
tD,D es un isomorfismo y se recupera la definición clásica de operador Yang-
Baxter introducida por Joyal y Street en [58].
Ejemplos 1.2.6. (1) Las categorías de módulos Yetter-Drinfeld sobre álge-
bras de Hopf débiles dan lugar a ejemplos no triviales de operadores Yang-
Baxter débiles. Un álgebra de Hopf débil (en lo sucesivo AHD) H en una
categoría monoidal simétrica C es un objeto en C con una estructura de álge-
bra (H, ηH , µH) y una estructura de coálgebra (H, εH , δH) tal que se satisfacen
las siguientes condiciones:
(i) δH ◦ µH = (µH ⊗ µH) ◦ δH⊗H ,
(ii) εH ◦ µH ◦ (µH ⊗H) = (εH ⊗ εH) ◦ (µH ⊗ µH) ◦ (H ⊗ δH ⊗H)
= (εH ⊗ εH) ◦ (µH ⊗ µH) ◦ (H ⊗ (cH,H ◦ δH)⊗H),
(iii) (δH ⊗H) ◦ δH ◦ ηH = (H ⊗ µH ⊗H) ◦ (δH ⊗ δH) ◦ (ηH ⊗ ηH)
= (H ⊗ (µH ◦ cH,H)⊗H) ◦ (δH ⊗ δH) ◦ (ηH ⊗ ηH).
(iv) Existe un morfismo λH : H → H en C (llamado el antípodo de H)
satisfaciendo:
(iv-1) idH ∧ λH = ((εH ◦ µH)⊗H) ◦ (H ⊗ cH,H) ◦ ((δH ◦ ηH)⊗H),
(iv-2) λH ∧ idH = (H ⊗ (εH ◦ µH)) ◦ (cH,H ⊗H) ◦ (H ⊗ (δH ◦ ηH)),
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(iv-3) λH ∧ idH ∧ λH = λH .
Si definimos los morfismos ΠLH (imagen), Π
R
H (fuente), como
ΠLH = ((εH ◦ µH)⊗H) ◦ (H ⊗ cH,H) ◦ ((δH ◦ ηH)⊗H),
ΠRH = (H ⊗ (εH ◦ µH)) ◦ (cH,H ⊗H) ◦ (H ⊗ (δH ◦ ηH)),
se prueba de forma inmediata que son idempotentes.
La primera familia de ejemplos de álgebras de Hopf débiles proviene de la
teoría de álgebras de grupoide. Recordemos que un grupoide G es una cate-
goría pequeña donde todos los morfismos son isomorfismos. En este ejemplo
consideramos grupoides finitos, es decir, grupoides con un número finito de
objetos. El conjunto de objetos de G, también llamado base de G, se denotará
por G0, y el conjunto de morfismos por G1. El morfismo identidad en x ∈ G0
se denotará por idx y para un morfismo σ : x → y en G1, escribiremos s(σ) y
t(σ) para denotar la fuente y la imagen de σ respectivamente.
Sea G un grupoide y R un anillo conmutativo. El álgebra de grupoide es el





siendo el producto de dos morfismos igual a su composición si esta última está
definida y 0 en caso contrario, es decir, µRG(τ ⊗ σ) = τ ◦ σ si s(τ) = t(σ) y
µRG(τ ⊗ σ) = 0 si s(τ) ̸= t(σ). El elemento unidad es 1RG =
∑
x∈G0 idx. El
álgebra RG es un álgebra de Hopf débil coconmutativa, con coproducto δRG,
counidad εRG y antípodo λRG dados por las fórmulas:
δRG(σ) = σ ⊗ σ, εRG(σ) = 1, λRG(σ) = σ−̇1.
Para el álgebra de Hopf débil RG los morfismos imagen y fuente son, res-
pectivamente,
ΠLRG(σ) = idt(σ), Π
R
RG(σ) = ids(σ);
y se cumple también que λRG ◦ λRG = idRG.
30 1 Preliminares
Sea H un álgebra de Hopf débil en C. Si (M,φM ) y (N,φN ) son H-módulos
por la izquierda, denotamos por φM⊗N el morfismo φM⊗N : H ⊗M ⊗ N →
M ⊗N definido por
φM⊗N = (φM ⊗ φN ) ◦ (H ⊗ cH,M ⊗N) ◦ (δH ⊗M ⊗N).
Dados dos H-comódulos por la izquierda (M,ϱM ) y (N, ϱN ), denotamos
por ϱM⊗N el morfismo ϱM⊗N :M ⊗N → H ⊗M ⊗N definido por
ϱM⊗N = (µH ⊗M ⊗N) ◦ (H ⊗ cM,H ⊗N) ◦ (ϱM ⊗ ϱN ).
Sean (M,φM ), (N,φN ) dos H-módulos por la izquierda. El morfismo
∇M⊗N = φM⊗N ◦ (ηH ⊗M ⊗N) :M ⊗N →M ⊗N
es idempotente. En este contexto denotamos por M ×N la imagen de ∇M⊗N
y por pM⊗N : M ⊗ N → M × N , iM⊗N : M × N → M ⊗ N los morfismos
tales que iM⊗N ◦ pM⊗N = ∇M⊗N y pM⊗N ◦ iM⊗N = idM×N . Es sencillo ver
que el objeto M × N es un H-módulo por la izquierda con acción φM×N =
pM⊗N ◦ φM⊗N ◦ (H ⊗ iM⊗N ) : H ⊗ (M ×N) →M ×N (véase [76]).
De modo similar, si (M,ϱM ) y (N, ϱN ) son H-comódulos por la izquierda,
el morfismo
∇′M⊗N = (εH ⊗M ⊗N) ◦ ϱM⊗N :M ⊗N →M ⊗N
es idempotente. Denotamos por M ⊙ N la imagen de ∇′M⊗N y por p′M⊗N :
M ⊗N →M ⊙N , i′M⊗N :M ⊙N →M ⊗N los morfismos tales que i′M⊗N ◦
p′M⊗N = ∇′M⊗N y p′M⊗N ◦ i′M⊗N = idM⊙N . De forma similar al caso anterior,
M⊙N es un H-comódulo por la izquierda con coacción ϱM⊙N = (H⊗p′M⊗N )◦
ϱM⊗N ◦ i′M⊗N :M ⊙N → H ⊗ (M ⊙N).
Denotamos por HHYD la categoría de módulos Yetter-Drinfeld sobre H,
siendo sus objetos los triples (M,φM , ρM ) tales que (M,φM ) es un H-módulo
por la izquierda, (M,ρM ) es un H-comódulo por la izquierda y se cumple que
(yd1) ρM = (µH ⊗ φM ) ◦ (H ⊗ cH,H ⊗M) ◦ (δH ⊗ ρM ) ◦ (ηD ⊗M).
(yd2) (µH ⊗M)◦ (H⊗cM,H)◦ ((ρM ◦φM )⊗H)◦ (H⊗cH,M )◦ (δH ⊗M)
= (µH ⊗ φM ) ◦ (H ⊗ cH,H ⊗M) ◦ (δH ⊗ ρM ).
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Sean M, N en HHYD. El morfismo f : M → N es un morfismo de módulos
Yetter-Drinfeld si f ◦ φM = φN ◦ (D ⊗ f) y (D ⊗ f) ◦ ρM = ρN ◦ f.
Si (M,φM , ϱM ) es un módulo Yetter-Drinfeld izquierda-izquierda sobre H
entonces se cumple la igualdad [[4], Proposición 1.12]:
∇M⊗N = ∇′M⊗N . (1.3)
Entonces, como consecuencia de (1.3), si H es un álgebra de Hopf débil en C
con antípodo inversible, la categoría HHYD es una categoría monoidal trenzada
no estricta. Exponemos brevemente la estructura monoidal.
Dados dos triples (M,φM , ϱM ) y (N,φN , ϱN ) en HHYD, el producto tensor
se define, como objeto, como la imagen de ∇M⊗N . Por (1.3), M×N =M⊙N y
este objeto es un módulo Yetter-Drinfeld izquierda-izquierda con las siguientes
acción y coacción:
φM×N = pM⊗N ◦ φM⊗N ◦ (H ⊗ iM⊗N ),
ϱM×N = (H ⊗ pM⊗N ) ◦ ϱM⊗N ◦ iM⊗N .
El objeto base es la imagen del morfismo imagen, denotándose por HL. Este
objeto es un módulo Yetter-Drinfeld izquierda-izquierda con acción y coacción
φHL = pL ◦ µH ◦ (H ⊗ iL), ϱHL = (H ⊗ pL) ◦ δH ◦ iL,
donde pL : H → HL y iL : HL → H son los morfismos tales que ΠLH = iL ◦ pL
y pL ◦ iL = idHL .
Los isomorfismos naturales de unidad son:
lM = φM ◦ (iL ⊗M) ◦ iHL⊗M : HL ×M →M,
rM = φM ◦ cM,H ◦ (M ⊗ (Π
L
H ◦ iL)) ◦ iM⊗HL :M ×HL →M.
Estos morfismos son isomorfismos con inversos
l−1M = pHL⊗M ◦ (pL ⊗ φM ) ◦ ((δH ◦ ηH)⊗M) :M → HL ×M,
r−1M = pM⊗HL ◦ (φM ⊗ pL) ◦ (H ⊗ cH,M ) ◦ ((δH ◦ ηH)⊗M) :M →M ×HL.
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Si M , N , P son objetos en la categoría HHYD, el isomorfismo natural de
asociatividad
aM,N,P :M × (N × P ) → (M ×N)× P
se define como
aM,N,P = p(M×N)⊗P ◦ (pM⊗N ⊗ P ) ◦ (M ⊗ iN⊗P ) ◦ iM⊗(N×P ),
y su inverso
a−1M,N,P : (M ×N)× P →M × (N × P )
se definido como
a−1M,N,P = pM⊗(N×P ) ◦ (M ⊗ pN⊗P ) ◦ (iM⊗N ⊗ P ) ◦ i(M×N)⊗P .
Si γ :M →M ′ y ϕ : N → N ′ so morfismos en la categoría, definimos
γ × ϕ = pM ′×N ′ ◦ (γ ⊗ ϕ) ◦ iM⊗N :M ×N →M ′ ×N ′,
que es un morfismo en HHYD, y si γ′ :M ′ →M ′′ y ϕ′ : N ′ → N ′′ son morfismos
en HHYD, entonces
(γ′ × ϕ′) ◦ (γ × ϕ) = (γ′ ◦ γ)× (ϕ′ ◦ ϕ).
Finalmente, la trenza es
τM,N = pN⊗M ◦ tM,N ◦ iM⊗N :M ×N → N ×M, (1.4)
donde
tM,N = (φN ⊗M) ◦ (H ⊗ cM,N ) ◦ (ϱM ⊗N) :M ⊗N → N ⊗M. (1.5)
El morfismo τM,N es un isomorfismo natural con inverso
τ−1M,N = pM⊗N ◦ t
′
M,N ◦ iN⊗M : N ×M →M ×N, (1.6)
donde
t′M,N = cN,M ◦ (φN ⊗M) ◦ (cN,H ⊗M) ◦ (N ⊗ λ−1H ⊗M) ◦ (N ⊗ ϱM ). (1.7)
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Por [[4], Proposición 1.15] tenemos que dado (M,φM , ϱM ) en HHYD, el
morfismo tM,M :M ⊗M →M ⊗M definido en (1.5) por
tM,M = (φM ⊗M) ◦ (H ⊗ cM,M ) ◦ (ϱM ⊗M)
es un operador Yang-Baxter débil, donde por (1.7) tenemos que
t′M,M = cM,M ◦ (φM ⊗M) ◦ (cM,H ⊗M) ◦ (M ⊗ λ−1H ⊗M) ◦ (M ⊗ ϱM )
y ∇M,M = ∇M⊗M .
Puede obtenerse un resultado similar trabajando con módulos Yetter-Drinfeld
asociados a un álgebra de Hopf débil en una categoría monoidal trenzada (véase
[9]).
(2) Todo morfismo idempotente Ω : D ⊗D → D ⊗D tal que
(Ω⊗D) ◦ (D ⊗ Ω) = (D ⊗ Ω) ◦ (Ω⊗D) (1.8)
es un operador Yang-Baxter débil donde tD,D = t′D,D = ∇D,D = Ω.
Entonces, como consecuencia de (a2-1), el morfismo idempotente ∇D,D de
la Definición 1.2.4 es un ejemplo de operador Yang-Baxter débil.
Es posible construir más ejemplos de este tipo de operadores Yang-Baxter
débiles trabajando con factorizaciones exactas de grupoides. Recordamos pre-
viamente la definición de subgrupoide amplio. Un subgrupoide ancho de un
grupoide G es un grupoide H tal que es una subcategoría de G dotada de un
funtor F : H → G que actúa como la identidad sobre los objetos e induce
inclusiones homH(x, y) ⊂ homG(x, y), es decir, tiene la misma base y (puede
que) menos flechas.
SeaG un grupoide. Una factorización exacta deG es un par de subgrupoides
amplios de G, H y V , tal que para cualquier σ ∈ G1, existen unos únicos
σV ∈ V1, σH ∈ H1, cumpliendo que σ = σH ◦ σV .
Si G es un grupoide con factorización exacta definimos
Ω : RG⊗RG→ RG⊗RG
como
Ω(σ ⊗ τ) = σH ⊗ τV .
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Entonces Ω es un morfismo idempotente cumpliendo (1.8), por lo que es
un operador Yang-Baxter débil.
(3) Sea D un álgebra en una categoría monoidal trenzada C. Entonces, el
morfismo idempotente
Ω = ηD ⊗ (µD ◦ cD,D) : D ⊗D → D ⊗D
no satisface (1.8), pero es un operador Yang-Baxter débil donde
tD,D = t
′
D,D = ∇D,D = Ω.
Se cumple también que si D es una coálgebra en C, entonces el morfismo
idempotente
Ω′ = εD ⊗ (cD,D ◦ δD) : D ⊗D → D ⊗D
es un operador Yang-Baxter débil donde
tD,D = t
′
D,D = ∇D,D = Ω′.
Proposición 1.2.7. Sea D ∈ |C|. Con la notación de la Definición 1.2.4, si
consideramos el par de morfismos tD,D : D⊗D → D⊗D satisfaciendo (a2) y
t′D,D : D⊗D → D⊗D satisfaciendo (a3), entonces la aplicación tD,D cumple
la ecuación de Yang-Baxter si y sólo si t′D,D también la cumple.
Prueba:
Por (1.2), (a3-2), (a2-1) y (a2-2) se obtiene
(∇D,D ⊗D) ◦ (D ⊗ t′D,D) = (D ⊗ t′D,D) ◦ (∇D,D ⊗D), (1.9)
y mediante argumentos análogos se deduce que
(t′D,D ⊗D) ◦ (D ⊗∇D,D) = (D ⊗∇D,D) ◦ (t′D,D ⊗D). (1.10)
Ahora, componiendo con D ⊗ t′D,D y t′D,D ⊗ D en (1.1) y aplicando (a2-3),
(a2-4) y (1.2) resulta
(t′D,D ⊗D) ◦ (D⊗ tD,D) ◦ (tD,D ⊗D) = (D⊗ tD,D) ◦ (tD,D ⊗D) ◦ (D⊗ t′D,D).
Usando el mismo argumento se obtiene:
(t′D,D ⊗D) ◦ (D⊗ t′D,D) ◦ (t′D,D ⊗D) = (D⊗ t′D,D) ◦ (t′D,D ⊗D) ◦ (D⊗ t′D,D).
2
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Observación 1.2.8. Nótese que en la demostración de la proposición anterior
se obtuvo la igualdad:
(t′D,D⊗D)◦(D⊗tD,D)◦(tD,D⊗D) = (D⊗tD,D)◦(tD,D⊗D)◦(D⊗t′D,D), (1.11)
e intercambiando el orden de composición con D ⊗ t′D,D y t′D,D ⊗D en (1.1)
resulta:
(D⊗t′D,D)◦(tD,D⊗D)◦(D⊗tD,D) = (tD,D⊗D)◦(D⊗tD,D)◦(t′D,D⊗D). (1.12)
Son también ciertas las igualdades obtenidas al sustituir en todos los casos
tD,D por t′D,D y viceversa.
Definición 1.2.9. Una biálgebra trenzada débil (en lo sucesivo BTD) es un
objeto D en C con una estructura de álgebra (D, ηD, µD) y una estructura
de coálgebra (D, εD, δD) de modo que existe un operador Yang-Baxter débil
tD,D : D ⊗D → D ⊗D con idempotente asociado ∇D,D de forma que:
(b1) Se tiene
(b1-1) µD ◦ ∇D,D = µD,
(b1-2) ∇D,D ◦ (µD ⊗D) = (µD ⊗D) ◦ (D ⊗∇D,D),
(b1-3) ∇D,D ◦ (D ⊗ µD) = (D ⊗ µD) ◦ (∇D,D ⊗D).
(b2) Se tiene
(b2-1) ∇D,D ◦ δD = δD,
(b2-2) (δD ⊗D) ◦ ∇D,D = (D ⊗∇D,D) ◦ (δD ⊗D),
(b2-3) (D ⊗ δD) ◦ ∇D,D = (∇D,D ⊗D) ◦ (D ⊗ δD).
(b3) Se tiene
(b3-1) tD,D ◦ (µD ⊗D) = (D ⊗ µD) ◦ (tD,D ⊗D) ◦ (D ⊗ tD,D),
(b3-2) tD,D ◦ (D ⊗ µD) = (µD ⊗D) ◦ (D ⊗ tD,D) ◦ (tD,D ⊗D),
(b3-3) (δD ⊗D) ◦ tD,D = (D ⊗ tD,D) ◦ (tD,D ⊗D) ◦ (D ⊗ δD),
(b3-4) (D ⊗ δD) ◦ tD,D = (tD,D ⊗D) ◦ (D ⊗ tD,D) ◦ (δD ⊗D).
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(b4) δD ◦ µD = (µD ⊗ µD) ◦ (D ⊗ tD,D ⊗D) ◦ (δD ⊗ δD).
(b5) εD ◦ µD ◦ (µD ⊗D) = ((εD ◦ µD)⊗ (εD ◦ µD)) ◦ (D ⊗ δD ⊗D)
= ((εD ◦ µD)⊗ (εD ◦ µD)) ◦ (D ⊗ (t′D,D ◦ δD)⊗D).
(b6) (δD ⊗D) ◦ δD ◦ ηD = (D ⊗ µD ⊗D) ◦ ((δD ◦ ηD)⊗ (δD ◦ ηD))
= (D ⊗ (µD ◦ t′D,D)⊗D) ◦ ((δD ◦ ηD)⊗ (δD ◦ ηD)).
Una BTD se dice un álgebra de Hopf trenzada débil (en lo sucesivo AHTD)
si además de cumplirse todas las condiciones anteriores se tiene que:
(b7) Existe un morfismo λD : D → D en C (denominado el antípodo de D)
tal que:
(b7-1) idD ∧ λD = ((εD ◦ µD)⊗D) ◦ (D ⊗ tD,D) ◦ ((δD ◦ ηD)⊗D),
(b7-2) λD ∧ idD = (D ⊗ (εD ◦ µD)) ◦ (tD,D ⊗D) ◦ (D ⊗ (δD ◦ ηD)),
(b7-3) λD ∧ idD ∧ λD = λD.
Ejemplos 1.2.10. (1) Si en la definición previa se asume además que C es
simétrica y tD,D = t′D,D es la trenza de C, entonces ∇D,D = idD⊗D y obten-
emos la definición de AHD (véase (1) de Ejemplos 1.2.6). Además, si C es
una categoría trenzada con trenza c, tD,D = cD,D y t′D,D = c
−1
D,D, entonces
∇D,D = idD⊗D y decimos que D es un AHD en la categoría trenzada C. Esto
es: D es un álgebra-coálgebra satisfaciendo los axiomas siguientes:
(c1) δD ◦ µD = (µD ⊗ µD) ◦ (D ⊗ cD,D ⊗D) ◦ (δD ⊗ δD).
(c2) εD ◦ µD ◦ (µD ⊗D) = ((εD ◦ µD)⊗ (εD ◦ µD)) ◦ (D ⊗ δD ⊗D)
= ((εD ◦ µD)⊗ (εD ◦ µD)) ◦ (D ⊗ (c−1D,D ◦ δD)⊗D).
(c3) (δD ⊗D) ◦ δD ◦ ηD = (D ⊗ µD ⊗D) ◦ ((δD ◦ ηD)⊗ (δD ◦ ηD))
= (D ⊗ (µD ◦ c−1D,D)⊗D) ◦ ((δD ◦ ηD)⊗ (δD ◦ ηD)).
(c4) Existe un morfismo λD : D → D en C (llamado antípodo deD) cumplien-
do:
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(c4-1) idD ∧ λD = ((εD ◦ µD)⊗D) ◦ (D ⊗ cD,D) ◦ ((δD ◦ ηD)⊗D),
(c4-2) λD ∧ idD = (D ⊗ (εD ◦ µD)) ◦ (cD,D ⊗D) ◦ (D ⊗ (δD ◦ ηD)),
(c4-3) λD ∧ idD ∧ λD = λD.
En una categoría monoidal trenzada la noción clásica de álgebra de Hopf
se define como un álgebra-coálgebra D satisfaciendo las condiciones
(i) δD ◦ µD = (µD ⊗ µD) ◦ (D ⊗ cD,D ⊗D) ◦ (δD ⊗ δD).
(ii) εD ◦ µD = εD ⊗ εD.
(iii) δD ◦ ηD = ηD ⊗ ηD.
(iv) Existe un morfismo λD en C tal que idD ∧ λD = λD ∧ idD = εD ⊗ ηD.
Obviamente, las álgebras de Hopf clásicas son álgebras de Hopf débiles en
este contexto y es sencillo demostrar que que las álgebras de Hopf trenzadas
introducidas por Takeuchi en [90] son ejemplos de AHTD.
(2) Sea H un álgebra de Hopf débil en una categoría monoidal simétrica
tal que su antípodo λH es un isomorfismo. Por (1) de Ejemplos 1.2.6 sabemos
que la categoría HHYD de módulos Yetter-Drinfeld izquierda-izquierda es una
categoría monoidal trenzada no estricta.
Un objeto (A,φA, ϱA) de HHYD se dice un álgebra si existen morfismos
uA : HL → A y mA : A×A→ A en HHYD tales que
mA ◦ (uA ×A) ◦ l−1A = idA = mA ◦ (A× uA) ◦ r
−1
A , (1.13)
mA ◦ (mA ×A) ◦ aA,A,A = mA ◦ (A×mA). (1.14)
Análogamente, un objeto (C,φC , ϱC) de HHYD se dice una coálgebra si
existen morfismos eC : C → HL y ∆C : C → C × C en HHYD tales que
lC ◦ (eC × C) ◦∆C = idC = rC ◦ (C × eC) ◦∆C , (1.15)
(C ×∆C) ◦∆C = aC,C,C ◦ (∆C × C) ◦∆C . (1.16)
Se dice que (D,uD,mD, eD,∆D) es un álgebra de Hopf en HHYD si es un
álgebra-coálgebra en HHYD, y además existe un morfismo λD : D → D en HHYD
(llamado el antípodo e D) tal que:
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(d1) ∆D ◦mD = (mD ×mD) ◦ aD,D,D×D ◦ (D× a−1D,D,D) ◦ (D× (τD,D ×D)) ◦
(D × aD,D,D)◦
a−1D,D,D×D ◦ (∆D ×∆D),
(d2) ∆D ◦ uD = (uD × uD) ◦ l−1HL ,
(d3) mD ◦ (D × λD) ◦∆D = mD ◦ (λD ×D) ◦∆D = rD ◦ (uD × eD) ◦ l−1D .
Si definimos ηD = uD ◦ pL ◦ ηH , µD = mD ◦ pD⊗D, εD = εH ◦ iL ◦ eD y
δD = iD⊗D ◦∆D, tenemos que (D, ηD, µD, εD, δD, λD) es un AHTD en C [[4],
Corolario 2.14]. Nótese que este es un ejemplo no trivial, es decir, D no es
un álgebra de Hopf ni un AHD en el sentido usual. Por ejemplo, D no es un
álgebra de Hopf porque si asumimos que εD◦µD = εD⊗εD, entonces obtenemos
que ΠLH = εH ⊗ ηH , o equivalentemente, H es un álgebra de Hopf en C [[4],
Observación 2.15]. Mediante un cálculo análogo, si ηD⊗ηD = δD ◦ηD, entonces
obtenemos que H es un álgebra de Hopf. Además, si λD ∧ idD = εD ⊗ ηD,
tenemos que uD ◦ eD = ηD ◦ εD, y entonces idHL = pL ◦ ηH ◦ εH ◦ iL. Por
lo tanto, ΠLH = εH ⊗ ηH y obtenemos que H es también un álgebra de Hopf.
Finalmente, D no es un álgebra de Hopf débil porque la condición (d1) equivale
a que
∆D ◦mD = pD,D ◦ (µD ⊗ µD) ◦ (D ⊗ tD,D ⊗D) ◦ (δD ⊗ δD) ◦ iD,D
[[4], Proposición 2.8], y esta última igualdad no implica que
δD ◦ µD = (µD ⊗ µD) ◦ (D ⊗ cD,D ⊗D) ◦ (δD ⊗ δD),
donde cD,D es la trenza simétrica de C.
1.2.11. Como consecuencia directa de la definición de BTD se siguen las iden-
tidades:
tD,D ◦ (ηD ⊗D) = ∇D,D ◦ (D ⊗ ηD), (1.17)
tD,D ◦ (D ⊗ ηD) = ∇D,D ◦ (ηD ⊗D), (1.18)
(D ⊗ εD) ◦ tD,D = (εD ⊗D) ◦ ∇D,D, (1.19)
1.2 Álgebras de Hopf trenzadas débiles 39
(εD ⊗D) ◦ tD,D = (D ⊗ εD) ◦ ∇D,D (1.20)
y las que resultan al cambiar tD,D por t′D,D en (1.17), (1.18), (1.19) y (1.20).
También se cumple:
t′D,D ◦ (µD ⊗D) = (D ⊗ µD) ◦ (t′D,D ⊗D) ◦ (D ⊗ t′D,D), (1.21)
t′D,D ◦ (D ⊗ µD) = (µD ⊗D) ◦ (D ⊗ t′D,D) ◦ (t′D,D ⊗D), (1.22)
(δD ⊗D) ◦ t′D,D = (D ⊗ t′D,D) ◦ (t′D,D ⊗D) ◦ (D ⊗ δD), (1.23)
(D ⊗ δD) ◦ t′D,D = (t′D,D ⊗D) ◦ (D ⊗ t′D,D) ◦ (δD ⊗D), (1.24)
(ver [5]).
Además por [[5], Lema 2.2] tenemos que:
(D ⊗ (εD ◦ µD)) ◦ (tD,D ⊗D) = ((εD ◦ µD)⊗D) ◦ (D ⊗ t′D,D), (1.25)
((εD ◦ µD)⊗D) ◦ (D ⊗ tD,D) = (D ⊗ (εD ◦ µD)) ◦ (t′D,D ⊗D), (1.26)
(D ⊗ tD,D) ◦ ((δD ◦ ηD)⊗D) = (t′D,D ⊗D) ◦ (D ⊗ (δD ◦ ηD)), (1.27)
(tD,D ⊗D) ◦ (D ⊗ (δD ◦ ηD)) = (D ⊗ t′D,D) ◦ ((δD ◦ ηD)⊗D). (1.28)
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1.2.12. Para un AHTD los morfismos fuente e imagen se definen como:
ΠLD = ((εD ◦ µD)⊗D) ◦ (D ⊗ tD,D) ◦ ((δD ◦ ηD)⊗D),
ΠRD = (D ⊗ (εD ◦ µD)) ◦ (tD,D ⊗D) ◦ ((D ⊗ (δD ◦ ηD)).





D = (D ⊗ (εD ◦ µD)) ◦ ((δD ◦ ηD)⊗D),
Π
R
D = ((εD ◦ µD)⊗D) ◦ (D ⊗ (δD ◦ ηD)).
Si D es una BTD es sencillo demostrar que todos ellos son idempotentes
y mantienen la unidad y la counidad invariantes [[5], Proposición 2.9]. Los
morfismos fuente e imagen cumplen que:
ΠLD = idD ∧ λD, ΠRD = λD ∧ idD, λD = λD ∧ΠLD = ΠRD ∧ λD, (1.29)
y por (b4) resulta
idD ∧ λD ∧ idD = ΠLD ∧ idD = idD ∧ΠRD = idD. (1.30)






























D ◦ΠRD = ΠRD, Π
R
D ◦ΠRD = Π
R
D, (1.32)
ΠLD ◦ λD = ΠLD ◦ΠRD = λD ◦ΠRD, ΠRD ◦ λD = ΠRD ◦ΠLD = λD ◦ΠLD, (1.33)
ΠLD = Π
R






D ◦ λD = λD ◦Π
R
D, (1.34)
y que [[5], Proposición 2.11, Corolario 2.14]:
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tD,D◦(Π•D⊗D) = (D⊗Π•D)◦tD,D, t′D,D◦(Π•D⊗D) = (D⊗Π•D)◦t′D,D, (1.35)



















donde en cada igualdad • = R o • = L.
Finalmente, tenemos que
µD ◦ (D ⊗ΠLD) = ((εD ◦ µD)⊗D) ◦ (D ⊗ tD,D) ◦ (δD ⊗D), (1.39)
µD ◦ (ΠRD ⊗D) = (D ⊗ (εD ◦ µD)) ◦ (tD,D ⊗D) ◦ (D ⊗ δD), (1.40)
µD ◦ (D ⊗Π
L
D) = (D ⊗ (εD ◦ µD)) ◦ (δD ⊗D), (1.41)
µD ◦ (Π
R
D ⊗D) = ((εD ◦ µD)⊗D) ◦ (D ⊗ δD), (1.42)
(D ⊗ΠLD) ◦ δD = (µD ⊗D) ◦ (D ⊗ tD,D) ◦ ((δD ◦ ηD)⊗D), (1.43)




D ⊗D) ◦ δD = (D ⊗ µD) ◦ ((δD ◦ ηD)⊗D), (1.45)
(D ⊗ΠRD) ◦ δD = (µD ⊗D) ◦ (D ⊗ (δD ◦ ηD)), (1.46)
(D ⊗ΠLD) ◦ δD ◦ ηD = δD ◦ ηD, (1.47)
(ΠRD ⊗D) ◦ δD ◦ ηD = δD ◦ ηD, (1.48)
εD ◦ µD ◦ (D ⊗ΠLD) = εD ◦ µD, (1.49)
εD ◦ µD ◦ (ΠRD ⊗D) = εD ◦ µD, (1.50)
(D ⊗ΠLD) ◦ δD ◦ΠLD = δD ◦ΠLD, (ΠRD ⊗D) ◦ δD ◦ΠRD = δD ◦ΠRD, (1.51)
ΠLD ◦ µD ◦ (D ⊗ΠLD) = ΠLD ◦ µD, ΠRD ◦ µD ◦ (ΠRD ⊗D) = ΠRD ◦ µD, (1.52)
cuyas pruebas pueden encontrarse en [[5], Proposiciones. 2.3, 2.4, 2.5, 2.6 y
2.14, Observación 2.7].
En lo concerniente al comportamiento del antípodo se cumple que
tD,D◦(λD⊗D) = (D⊗λD)◦tD,D, t′D,D◦(D⊗λD) = (λD⊗D)◦t′D,D, (1.53)
tD,D◦(D⊗λD) = (λD⊗D)◦tD,D, t′D,D◦(λD⊗D) = (D⊗λD)◦t′D,D, (1.54)
λD ◦ µD = µD ◦ tD,D ◦ (λD ⊗ λD), δD ◦ λD = (λD ⊗ λD) ◦ tD,D ◦ δD, (1.55)
λD ◦ ηD = ηD, εD ◦ λD = εD, (1.56)
y en caso de que el antípodo sea inversible













λ−1D ◦ ηD = ηD, εD ◦ λ
−1
D = εD. (1.58)
(Véase [[5], Proposiciones 2.12, 2.20]).
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Definición 1.2.13. Dada una categoría monoidal C, la categoría de las BTD
es aquella cuyos objetos son las BTD y cuyos morfismos f : D → B son los
morfismos de álgebras y coálgebras para los cuales se cumple que tB,B◦(f⊗f) =
(f ⊗ f) ◦ tD,D y t′B,B ◦ (f ⊗ f) = (f ⊗ f) ◦ t′D,D.
Análogamente se define la categoría de las AHTD.
Nótese que si f : D → B es un morfismo de BTD, en virtud de (1.2) se
obtiene ∇B,B ◦ (f ⊗f) = (f ⊗f)◦∇D,D. Además si f : D → B es un morfismo
de AHTD se tiene que f ◦ λD = λB ◦ f (véase [4]).
Para terminar esta sección se demuestran una serie de nuevos resultados
que serán necesarios en los capítulos siguientes.
Lema 1.2.14. Sea D un AHTD en C. Se cumple que:
(i) δD◦ΠLD = (µD⊗D)◦(ΠLD⊗(δD◦ηD)) = ((µD◦t′D,D)⊗D)◦(ΠLD⊗(δD◦ηD)).
(ii) ΠLD◦µD = (ΠLD⊗(εD◦µD))◦(δD⊗D) = (ΠLD⊗(εD◦µD))◦((t′D,D◦δD)⊗D).
(iii) δD◦ΠRD = (D⊗(µD◦t′D,D))◦((δD◦ηD)⊗ΠRD) = (D⊗µD)◦((δD◦ηD)⊗ΠRD).
(iv) ΠRD◦µD = ((εD◦µD)⊗ΠRD)◦(D⊗(t′D,D◦δD)) = ((εD◦µD)⊗ΠRD)◦(D⊗δD).
Prueba:
La prueba de (i) es la siguiente. Por un lado tenemos que:
(µD ⊗D) ◦ (ΠLD ⊗ (δD ◦ ηD))
= (D ⊗ΠRD) ◦ δD ◦ΠLD
= (D ⊗ (ΠRD ◦ΠLD)) ◦ δD ◦ΠLD
= (D ⊗ΠLD) ◦ δD ◦ΠLD
= δD ◦ΠLD,
donde la primera igualdad se sigue de (1.46), la segunda y la cuarta de (1.51)
y la tercera de (1.31).
Por otro lado, utilizando (1.47) y (1.27) se deduce que:
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δD ◦ΠLD
= (D ⊗ΠLD) ◦ δD ◦ΠLD
= (µD ⊗D) ◦ (D ⊗ tD,D) ◦ (δD ◦ ηD)⊗ΠLD)
= ((µD ◦ t′D,D)⊗D) ◦ (ΠLD ⊗ (δD ◦ ηD)).
En cuanto al apartado (ii), la prueba puede realizarse siguiendo la misma
estrategia general que en (i), pero intercambiando entre sí los papeles desem-
peñados por las propiedades de álgebra y coálgebra. Éste será un procedimiento
aplicable en varias pruebas a lo largo de la memoria, por lo que lo explicitare-
mos con detalle en este primer lema.
Usando (1.52) dos veces, (1.31) y (1.41) se tiene que:
(ΠLD ⊗ (εD ◦ µD)) ◦ (δD ⊗D)
= ΠLD ◦ µD ◦ (D ⊗Π
L
D)
= ΠLD ◦ µD ◦ (D ⊗ (ΠLD ◦Π
L
D))
= ΠLD ◦ µD ◦ (D ⊗ΠLD)
= ΠLD ◦ µD.
Por otra parte:
(ΠLD ⊗ (εD ◦ µD)) ◦ ((t′D,D ◦ δD)⊗D)
= (D ⊗ (εD ◦ µD)) ◦ (t′D,D ⊗D) ◦ (D ⊗ΠLD ⊗D) ◦ (δD ⊗D)
= ((εD ◦ µD)⊗D) ◦ (µD ⊗ tD,D) ◦ (D⊗ tD,D ⊗D) ◦ ((δD ◦ ηD)⊗D⊗D)
= ΠLD ◦ µD,
donde la primera igualdad es consecuencia de la definición de ΠLD, (b3-2) y la
asociatividad de µD, la segunda de (1.43) y (1.26) y la tercera de (1.36).
En el apartado (iii), la primera igualdad se prueba utilizando (1.51), (1.44)
y (1.28) de la siguiente forma:
δD ◦ΠRD
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= (ΠRD ⊗D) ◦ δD ◦ΠRD
= (D ⊗ µD) ◦ (tD,D ⊗D) ◦ (ΠRD ⊗ (δD ◦ ηD))
= (D ⊗ (µD ◦ t′D,D)) ◦ ((δD ◦ ηD)⊗ΠRD).
En lo que respecta a la segunda igualdad de este apartado se obtiene apli-
cando (1.51) junto con (1.32) y (1.45):
δD ◦ΠRD
= (ΠRD ⊗D) ◦ δD ◦ΠRD
= ((Π
L
D ◦ΠRD)⊗D) ◦ δD ◦ΠRD
= (Π
L
D ⊗D) ◦ δD ◦ΠRD
= (D ⊗ µD) ◦ ((δD ◦ ηD)⊗ΠRD).
Finalmente el apartado (iv) puede también probarse usando una demos-
tración análoga a la desarrollada en (iii) pero intercambiando entre sí las
propiedades de álgebra y coálgebra. La primera igualdad se deduce de (1.52),
(1.50) y (1.25):
ΠRD ◦ µD
= ΠRD ◦ µD ◦ (ΠRD ⊗D)
= (ΠRD ⊗ (εD ◦ µD)) ◦ (tD,D ⊗D) ◦ (D ⊗ δD)
= ((εD ◦ µD)⊗ΠRD) ◦ (D ⊗ (t′D,D ◦ δD)).
Por otra parte, aplicando (1.52) dos veces, (1.32) y (1.42):
ΠRD ◦ µD
= ΠRD ◦ µD ◦ (ΠRD ⊗D)
= ΠRD ◦ µD ◦ ((ΠRD ◦Π
R
D)⊗D)




= ((εD ◦ µD)⊗ΠRD) ◦ (D ⊗ δD).
2
Teorema 1.2.15. Sea (D, ηD, µD, εD, δD) una BTD en C con operador Yang-
Baxter débil asociado tD,D. Entonces:
(i) Dop = (D, ηDop , µDop , εDop , δDop) con
ηDop = ηD, µDop = µD ◦ t′D,D, εDop = εD, δDop = δD
y operador Yang-Baxter débil asociado tDop,Dop = t′D,D es una BTD.
(ii) Dcoop = (D, ηDcoop , µDcoop , εDcoop , δDcoop) con
ηDcoop = ηD, µDcoop = µD, εDcoop = εD, δDcoop = t
′
D,D ◦ δD
y operador Yang-Baxter débil asociado tDcoop,Dcoop = t′D,D es una BTD.
(iii) Dopcoop = (D, ηDopcoop , µDopcoop , εDopcoop , δDopcoop ) con
ηDopcoop = ηD, µDopcoop = µD ◦ t′D,D, εDopcoop = εD, δDopcoop = tD,D ◦ δD
y operador Yang-Baxter débil asociado tDopcoop ,Dopcoop = tD,D es una
BTD.
(iv) Dcoopop = (D, ηDcoopop , µDcoopop , εDcoopop , δDcoopop ) con
ηDcoopop = ηD, µDcoopop = µD ◦ tD,D, εDcoopop = εD, δDcoopop = t′D,D ◦ δD
y operador Yang-Baxter débil asociado tDcoopop ,Dcoopop = tD,D es una
BTD.
Si además existe un morfismo λD inversible tal que (D, ηD, µD, εD, δD) es
un AHTD en C, entonces todas las BTD anteriores tienen también estructura
de AHTD para las cuales
λDop = λ
−1
D , λDcoop = λ
−1
D , λDopcoop = λD, λDcoopop = λD.
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Prueba:
Realizaremos la prueba del apartado (i), puesto que la del apartado (ii) es simi-
lar usando los mismos argumentos. Por otro lado, (iii) y (iv) son consecuencia
de (i) y (ii).
Teniendo en cuenta la Observación 1.2.5, el morfismo tD,D es un operador
Yang-Baxter débil si y solo si también lo es t′D,D. Además, es suficiente con
probar (b1)–(b7) ya que ∇Dop,Dop = ∇D,D.
En primer lugar tenemos que (b1) es consecuencia de (a3-2) ya que:
µDop ◦ ∇Dop,Dop = µD ◦ t′D,D ◦ ∇D,D = µD ◦ t′D,D = µDop .
La igualdad (b1-2) se sigue de la propiedad respectiva para D y de (a2-3) para
t′D,D. En efecto:
∇Dop,Dop ◦ (µDop ⊗Dop)
= ∇D,D ◦ ((µD ◦ t′D,D)⊗D)
= ((µD ⊗D) ◦ (D ⊗∇D,D)) ◦ (t′D,D ⊗D)
= ((µD ◦ t′D,D)⊗D) ◦ (D ⊗∇D,D)
= (µDop ⊗Dop) ◦ (Dop ⊗∇Dop,Dop).
El apartado (b1-3) se sigue de los mismos argumentos.
Las propiedades contenidas en (b2) se siguen de forma inmediata ya que
δDop = δD y ∇Dop,Dop = ∇D,D.
La igualdad (b3-1) se sigue de (1.21) y la ecuación de Yang-Baxter para
t′D,D. En efecto:
t′D,D ◦ ((µD ◦ t′D,D)⊗D)
= (D ⊗ µD) ◦ (t′D,D ⊗D) ◦ (D ⊗ t′D,D) ◦ (t′D,D ⊗D)
= (D ⊗ (µD ◦ t′D,D)) ◦ (t′D,D ⊗D) ◦ (D ⊗ t′D,D).
La igualdad (b3-2) se deduce análogamente empleando (1.22) en vez de
(1.21), y para demostrar (b3-3) y (b3-4) se usan respectivamente (1.23) y (1.24).
La prueba de (b4) es la siguiente:
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δDop ◦ µDop
= δD ◦ µD ◦ t′D,D
= (µD ⊗ µD) ◦ (D ⊗ tD,D ⊗D) ◦ (δD ⊗ δD) ◦ t′D,D
= (µD⊗µD)◦(D⊗tD,D⊗D)◦(δD⊗D⊗D)◦(t′D,D⊗D)◦(D⊗t′D,D)◦(δD⊗D)
= (µD ⊗ µD) ◦ (D⊗ (tD,D ◦ t′D,D)⊗D) ◦ (t′D,D ⊗ t′D,D) ◦ (D⊗ t′D,D ⊗D)
◦(δD ⊗ δD)
= (µDop ⊗ µDop) ◦ (Dop ⊗ tDop,Dop ⊗Dop) ◦ (δDop ⊗ δDop),
donde la primera igualdad se sigue de la definición de δDop y µDop , la segunda
de (b4) para D; la tercera y la cuarta son consecuencia de (b3-3) y la quinta
de (a2).
Para demostrar (b5) probaremos en primer lugar que
εDop ◦µDop ◦(µDop⊗Dop) = ((εDop ◦µDop)⊗(εDop ◦µDop))◦(Dop⊗δDop⊗Dop).
En efecto:
εDop ◦ µDop ◦ (µDop ⊗Dop)
= εD ◦ µD ◦ t′D,D ◦ ((µD ◦ t′D,D)⊗D)
= εD ◦ µD ◦ (D ⊗ µD) ◦ (t′D,D ⊗D) ◦ (D ⊗ t′D,D) ◦ (t′D,D ⊗D)
= ((εD ◦ µD)⊗ (εD ◦ µD)) ◦ (D ⊗ (t′D,D ◦ δD)⊗D) ◦ (t′D,D ⊗D)
◦(D ⊗ t′D,D) ◦ (t′D,D ⊗D)
= ((εD ◦ µD)⊗ (εD ◦ µD)) ◦ (D ⊗ t′D,D ⊗D) ◦ (t′D,D ⊗D ⊗D)
◦(D⊗ t′D,D ⊗D) ◦ (D⊗D⊗ t′D,D) ◦ (D⊗ t′D,D ⊗D) ◦ (t′D,D ⊗D⊗D)
◦(D ⊗ δD ⊗D)
= (εD ⊗ (εD ◦ µD)) ◦ (t′D,D ⊗D) ◦ (D ⊗ µD ⊗D) ◦ (D ⊗D ⊗ t′D,D)
◦(D ⊗ t′D,D ⊗D) ◦ (t′D,D ⊗ t′D,D) ◦ (D ⊗ δD ⊗D)
1.2 Álgebras de Hopf trenzadas débiles 49
= εD ◦ µD ◦ (D ⊗ εD ⊗D) ◦ (∇D,D ⊗D) ◦ (D ⊗ t′D,D)
◦(t′D,D ⊗ (µD ◦ t′D,D)) ◦ (D ⊗ δD ⊗D)
= ((εD ◦ µD)⊗ εD) ◦ (D ⊗∇D,D) ◦ (t′D,D ⊗ (µD ◦ t′D,D)) ◦ (D ⊗ δD ⊗D)
= ((εDop ◦ µDop)⊗ (εDop ◦ µDop)) ◦ (Dop ⊗ δDop ⊗Dop).
En estos cálculos, las igualdades primera y última son consecuencia de las
definiciones de εDop y µDop , la segunda se sigue de (b3-1), la tercera de la
segunda igualdad de (b5) para D y por cumplir t′D,D la ecuación de Yang-
Baxter, la cuarta de (b3-3) y (b3-4). La quinta igualdad se sigue de la ecuación
de Yang-Baxter y de (b3-1), la sexta de (b3-1) y (1.20), la séptima de (a2-2),
(a2-2) y (1.20) para t′D,D, y la octava de (b1-3), (b2) y de las propiedades de
t′D,D.
De forma análoga obtendríamos que
εDop ◦ µDop ◦ (µDop ⊗Dop) = ((εDop ◦ µDop)⊗ (εDop ◦ µDop))
◦(Dop ⊗ (t′Dop,Dop ◦ δDop)⊗Dop)
y (b5) quedaría probada para Dop.
En cuanto a (b6), su prueba se sigue tras utilizar argumentos similares a
los de la prueba de (b5) pero intercambiando µD por δD.
Para demostrar la segunda parte del teorema hay que comprobar las igual-
dades contenidas en (b7). La prueba de (b7-1) está dada por:
µDop ◦ (Dop ⊗ λDop) ◦ δDop
= µD ⊗ t′D,D ◦ ((λ
−1
D ◦ λD)⊗ λ
−1
D ) ◦ δD





= ((εD ◦ µD)⊗D) ◦ (D ⊗ (δD ◦ ηD))
= ((εD ◦ µD ◦ ∇D,D)⊗D) ◦ (D ⊗ (δD ◦ ηD))
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= ((εDop ◦ µDop)⊗Dop) ◦ (Dop ⊗ tDop,Dop) ◦ ((δDop ◦ ηDop)⊗Dop),
donde las igualdades primera, quinta y última son consecuencia de las defini-
ciones de µDop , δDop , λDop , Π
R
D, ηDop , εDop y tDop,Dop , la segunda de (1.57), la
tercera de (1.29). La cuarta igualdad se sigue de (1.34), la sexta de (b1-1) y la
séptima de (1.28).
La prueba de (b7-2) es análoga a la de (b7-1) y finalmente (b7-3) también
se cumple ya que:
λDop ∧ idDop ∧ λDop
= µDop ◦ (λDop ⊗ (µDop ◦ (Dop ⊗ λDop) ◦ δDop)) ◦ δDop
= µD ◦ t′D,D ◦ (λ
−1
D ⊗ (µD ◦ t′D,D ◦ (D ⊗ λ
−1
D ) ◦ δD)) ◦ δD
= µD ◦ t′D,D ◦ (λ
−1
D ⊗ (µD ◦ t′D,D ◦ ((λ
−1
D ◦ λD)⊗ λ
−1
D ) ◦ δD)) ◦ δD




D ) ◦ (D ⊗ (µD ◦ (λD ⊗D) ◦ δD)) ◦ δD
= λ−1D ◦ µD ◦ (D ⊗ΠRD) ◦ δD
= λ−1D ,
donde las igualdades primera y segunda se siguen de las definiciones de con-
volución de morfismos, µDop , δDop y λDop ; la cuarta y quinta de (1.57) y la
sexta de (1.30). 2
Capítulo 2
Operadores débiles
Como se puede comprobar en (1) de Ejemplos 1.2.6, dada un álgebra de
Hopf débil H en una categoría monoidal simétrica es claro que la trenza de
la categoría interviene de forma explícita en la definición de las categorías de
módulos Yetter-Drinfeld. En el caso que nos planteamos no existe una trenza
global y es por ello necesario construir un nuevo concepto que permita definir
lo que se entiende por módulo de Yetter-Drinfeld en esta situación y estudiar
sus propiedades.
Con este objetivo, en este capítulo se define la noción de operador débil y
se estudian sus propiedades básicas.
2.1. Definición y propiedades
En esta primera sección se introduce el concepto de operador débil, esencial
para definir la noción de módulo de Yetter-Drinfeld en un contexto monoidal
general.
Definición 2.1.1. Sea D una BTD en C y M un objeto en C. Un operador
débil entre M y D (en lo sucesivo (M,D)-OD) se define como una cuádrupla
(rM , r
′
M , sM , s
′
M ) formada por cuatro morfismos en C:
rM :M ⊗D → D ⊗M, r′M : D ⊗M →M ⊗D,
sM : D ⊗M →M ⊗D, s′M :M ⊗D → D ⊗M,
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tales que
(e1) Se cumple:
(e1-1) (D⊗rM )◦(rM⊗D)◦(M⊗tD,D) = (tD,D⊗M)◦(D⊗rM )◦(rM⊗D),
(e1-2) (r′M⊗D)◦(D⊗r′M )◦(tD,D⊗M) = (M⊗tD,D)◦(r′M⊗D)◦(D⊗r′M ),
(e1-3) (sM⊗D)◦(D⊗sM )◦(tD,D⊗M) = (M⊗tD,D)◦(sM⊗D)◦(D⊗sM ),
(e1-4) (D⊗s′M )◦(s′M⊗D)◦(M⊗tD,D) = (tD,D⊗M)◦(D⊗s′M )◦(s′M⊗D),
y las igualdades análogas sustituyendo tD,D por t′D,D.
(e2) Se cumple:
(e2-1) (r′M⊗D)◦(D⊗sM )◦(tD,D⊗M) = (M⊗tD,D)◦(sM⊗D)◦(D⊗r′M ),
(e2-2) (sM⊗D)◦(D⊗r′M )◦(t′D,D⊗M) = (M⊗t′D,D)◦(r′M⊗D)◦(D⊗sM ),
(e2-3) (D⊗s′M )◦(rM⊗D)◦(M⊗tD,D) = (tD,D⊗M)◦(D⊗rM )◦(s′M⊗D),




M ◦rM :M⊗D →M⊗D, ∇r′M := rM ◦r
′
M : D⊗M → D⊗M,
∇sM := s
′




(e3-1) ∇rM = (((εD ⊗M) ◦ rM ) ⊗D) ◦ (M ⊗ δD) = (M ⊗ µD) ◦ (((r′M ◦
(ηD ⊗M))⊗D),
(e3-2) ∇r′M = (D⊗ ((M ⊗ εD) ◦ r
′
M )) ◦ (δD ⊗M) = (µD ⊗M) ◦ (D⊗ (rM ◦
(M ⊗ ηD))),
(e3-3) ∇sM = (D⊗ ((M ⊗ εD) ◦ sM )) ◦ (δD ⊗M) = (µD ⊗M) ◦ (D⊗ (s′M ◦
(M ⊗ ηD))),
(e3-4) ∇s′M = (((εD ⊗M) ◦ s
′
M ) ⊗D) ◦ (M ⊗ δD) = (M ⊗ µD) ◦ (((sM ◦
(ηD ⊗M))⊗D).
(e4) Se cumple:
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(e4-1) rM ◦ (M ⊗ µD) = (µD ⊗M) ◦ (D ⊗ rM ) ◦ (rM ⊗D),
(e4-2) r′M ◦ (µD ⊗M) = (M ⊗ µD) ◦ (r′M ⊗D) ◦ (D ⊗ r′M ),
(e4-3) (D ⊗ rM ) ◦ (rM ⊗D) ◦ (M ⊗ δD) = (δD ⊗M) ◦ rM ,
(e4-4) (r′M ⊗D) ◦ (D ⊗ r′M ) ◦ (δD ⊗M) = (M ⊗ δD) ◦ r′M ,
(e4-5) sM ◦ (µD ⊗M) = (M ⊗ µD) ◦ (sM ⊗D) ◦ (D ⊗ sM ),
(e4-6) s′M ◦ (M ⊗ µD) = (µD ⊗M) ◦ (D ⊗ s′M ) ◦ (s′M ⊗D),
(e4-7) (sM ⊗D) ◦ (D ⊗ sM ) ◦ (δD ⊗M) = (M ⊗ δD) ◦ sM ,
(e4-8) (D ⊗ s′M ) ◦ (s′M ⊗D) ◦ (M ⊗ δD) = (δD ⊗M) ◦ s′M .
Definición 2.1.2. Sea D es un AHTD y M un objeto de C. Un (M,D)-OD
se define como una cuádrupla (rM , r′M , sM , s
′
M ) satisfaciendo las condiciones
(e1), (e2), (e3), (e4) anteriores y además:
(e5) Se cumple:
(e5-1) (M ⊗ λD) ◦ ∇rM = ∇rM ◦ (M ⊗ λD),
(e5-2) (λD ⊗M) ◦ ∇r′M = ∇r′M ◦ (λD ⊗M),
(e5-3) (λD ⊗M) ◦ ∇sM = ∇sM ◦ (λD ⊗M),
(e5-4) (M ⊗ λD) ◦ ∇s′M = ∇s′M ◦ (M ⊗ λD).
Observación 2.1.3. Nótese que en las igualdades de la condición (e2) no
es posible sustituir tD,D por t′D,D o t
′
D,D por tD,D; las igualdades análogas
resultantes no se cumplen en general.
Observación 2.1.4. Aplicando de forma directa las definiciones de los mor-
fismos definidos en (e3), que en adelante llamaremos ∇-morfismos, y las condi-
ciones requeridas en la Definición 2.1.1 se deduce que:
(D⊗rM )◦(rM ⊗D)◦(M⊗∇D,D) = (∇D,D⊗M)◦(D⊗rM )◦(rM ⊗D), (2.1)
(r′M ⊗D)◦(D⊗r′M )◦(∇D,D⊗M) = (M⊗∇D,D)◦(r′M ⊗D)◦(D⊗r′M ), (2.2)
(D⊗rM )◦(s′M ⊗D)◦(M⊗∇D,D) = (∇D,D⊗M)◦(D⊗rM )◦(s′M ⊗D), (2.3)
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(sM ⊗D)◦(D⊗r′M )◦(∇D,D⊗M) = (M⊗∇D,D)◦(sM ⊗D)◦(D⊗r′M ), (2.4)
(M ⊗ εD) ◦∇rM = (εD ⊗M) ◦ rM , (εD ⊗M) ◦∇r′M = (M ⊗ εD) ◦ r
′
M , (2.5)
∇rM ◦ (M ⊗ ηD) = r
′
M ◦ (ηD ⊗M), ∇r′M ◦ (ηD ⊗M) = rM ◦ (M ⊗ ηD), (2.6)
∇rM ◦ (M ⊗ µD) = (M ⊗ µD) ◦ (∇rM ⊗D), (2.7)
∇r′M ◦ (µD ⊗M) = (µD ⊗M) ◦ (∇r′M ⊗D), (2.8)
(∇rM ⊗D) ◦ (M ⊗ δD) = (M ⊗ δD) ◦ ∇rM , (2.9)
(D ⊗∇r′M ) ◦ (δD ⊗M) = (δD ⊗M) ◦ ∇r′M , (2.10)
(D ⊗∇rM ) ◦ (rM ⊗D) ◦ (M ⊗ δD) = (rM ⊗D) ◦ (M ⊗ δD), (2.11)
(∇r′M ⊗D) ◦ (D ⊗ r
′
M ) ◦ (δD ⊗M) = (D ⊗ r′M ) ◦ (δD ⊗M). (2.12)
Nótese además que la cuádrupla (rM , r′M , sM , s
′
M ) es un (M,D)-OD si y
sólo si (s′M , sM , r
′
M , rM ) también lo es, puesto que el papel de los distintos
morfismos y sus propiedades son simétricas dos a dos. Así pues tenemos que
(sM⊗D)◦(D⊗sM )◦(∇D,D⊗M) = (M⊗∇D,D)◦(sM⊗D)◦(D⊗sM ), (2.13)
(D⊗s′M )◦(s′M⊗D)◦(M⊗∇D,D) = (∇D,D⊗M)◦(D⊗s′M )◦(s′M⊗D), (2.14)
(D⊗s′M )◦(rM⊗D)◦(M⊗∇D,D) = (∇D,D⊗M)◦(D⊗s′M )◦(rM⊗D), (2.15)
(r′M⊗D)◦(D⊗sM )◦(∇D,D⊗M) = (M⊗∇D,D)◦(r′M⊗D)◦(D⊗sM ), (2.16)
(εD⊗M)◦∇sM = (M ⊗εD)◦sM , (M ⊗εD)◦∇s′M = (εD⊗M)◦s
′
M , (2.17)
∇s′M ◦ (M⊗ηD) = sM ◦ (ηD⊗M), ∇sM ◦ (ηD⊗M) = s
′
M ◦ (M⊗ηD), (2.18)
∇s′M ◦ (M ⊗ µD) = (M ⊗ µD) ◦ (∇s′M ⊗D), (2.19)
∇sM ◦ (µD ⊗M) = (µD ⊗M) ◦ (∇sM ⊗D), (2.20)
(D ⊗∇sM ) ◦ (δD ⊗M) = (δD ⊗M) ◦ ∇sM , (2.21)
(∇s′M ⊗D) ◦ (M ⊗ δD) = (M ⊗ δD) ◦ ∇s′M , (2.22)
(∇sM ⊗D) ◦ (D ⊗ sM ) ◦ (δD ⊗M) = (D ⊗ sM ) ◦ (δD ⊗M), (2.23)
(D ⊗∇s′M ) ◦ (s
′
M ⊗D) ◦ (M ⊗ δD) = (s′M ⊗D) ◦ (M ⊗ δD). (2.24)
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Proposición 2.1.5. Sea D una BTD en C y sea M un objeto de C tal que
(rM , r
′
M , sM , s
′
M ) sea un (M,D)-OD. Entonces se cumple lo siguiente:
(i) Los morfismos ∇rM , ∇r′M , ∇sM y ∇s′M son idempotentes.
(ii) Se tiene que:
rM = rM ◦ r′M ◦ rM , (2.25)
r′M = r
′
M ◦ rM ◦ r′M , (2.26)
sM = sM ◦ s′M ◦ sM , (2.27)
s′M = s
′
M ◦ sM ◦ s′M . (2.28)
Prueba:
(i) Probaremos que el morfismo ∇rM es idempotente. La prueba de la misma
propiedad para ∇r′M , ∇sM y ∇s′M es análoga. En efecto, teniendo en cuenta la
coasociatividad de la estructura de coálgebra y gracias a la condición (e4-3) de
la definición de operador débil y las propiedades de εD se tiene:
∇rM ◦ ∇rM
= (((εD ⊗M) ◦ rM )⊗D) ◦ (((εD ⊗M) ◦ rM )⊗ δD) ◦ (M ⊗ δD)
= (εD ⊗ εD ⊗M ⊗D) ◦ (δD ⊗M ⊗D) ◦ (rM ⊗D) ◦ (M ⊗ δD)
= ∇rM .
Para demostrar (ii) es suficiente usar la caracterización adecuada de los ∇-
morfismos expuesta en (e3) de la Definición 2.1.1, aplicar (e4-3) de la Definición
2.1.1 y la propiedad de la counidad. En efecto:
rM ◦ ∇rM
= (εD ⊗ rM ) ◦ (rM ⊗D) ◦ (M ⊗ δD)
= (εD ⊗D ⊗D) ◦ (δD ⊗M) ◦ rM
= rM .
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Por otro lado, si usamos las propiedades análogas correspondientes a la
estructura de álgebra, es decir, la condición (e4-1) de la Definición 2.1.1 y las
propiedades de ηD obtenemos que
∇r′M ◦ rM
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (rM ⊗ ηD)
= rM ◦ (D ⊗ µD) ◦ (M ⊗D ⊗ ηD)
= rM .
Las otras fórmulas del apartado (ii) se deducen siguiendo un procedimiento
análogo. 2
Proposición 2.1.6. Sea D una BTD en C, M un objeto de la categoría y
(rM , r
′
M , sM , s
′
M ) un (M,D)-OD. Entonces se tiene que:
(i) (D⊗∇rM )◦(rM ⊗D)◦(M⊗ tD,D) = (rM ⊗D)◦(M⊗ tD,D)◦(∇rM ⊗D),
(ii) (tD,D⊗M)◦(D⊗rM )◦(∇r′M ⊗D) = (D⊗∇r′M )◦(tD,D⊗M)◦(D⊗rM ),
(iii) (∇sM ⊗D)◦(D⊗sM )◦(tD,D⊗M) = (D⊗sM )◦(tD,D⊗M)◦(D⊗∇sM ),
(iv) (M⊗ tD,D)◦(sM ⊗D)◦(D⊗∇s′M ) = (∇s′M ⊗D)◦(M⊗ tD,D)◦(sM ⊗D).
Prueba:
(i) La igualdad puede demostrarse de la siguiente manera:
(D ⊗∇rM ) ◦ (rM ⊗D) ◦ (M ⊗ tD,D)
= (D ⊗ ((εD ⊗M) ◦ rM )⊗D) ◦ (rM ⊗ δD) ◦ (M ⊗ tD,D)
= (D⊗((εD⊗M)◦rM )⊗D)◦(rM⊗D⊗D)◦(M⊗tD,D⊗D)◦(M⊗D⊗tD,D)
◦(M ⊗ δD ⊗D)
= (((D⊗εD)◦tD,D)⊗M⊗D)◦(D⊗rM⊗D)◦(rM⊗tD,D)◦(M⊗δD⊗D)
= (((εD⊗D)◦∇D,D)⊗M⊗D)◦(D⊗rM⊗D)◦(rM⊗tD,D)◦(M⊗δD⊗D)
= (εD ⊗ rM ⊗D) ◦ (rM ⊗D ⊗D) ◦ (M ⊗∇D,D ⊗D)
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◦(M ⊗D ⊗ tD,D) ◦ (M ⊗ δD ⊗D)
= (εD ⊗ rM ⊗D) ◦ (rM ⊗ tD,D) ◦ (M ⊗ δD ⊗D)
= (rM ⊗D) ◦ (M ⊗ tD,D) ◦ (∇rM ⊗D),
donde en las igualdades primera y última se usa la igualdad ∇rM = (((εD ⊗
M) ◦ rM ) ⊗ D) ◦ (M ⊗ δD), en la segunda (b3-3) de la Definición 1.2.9 y en
la tercera (e1-1) de la Definición 2.1.1. La cuarta igualdad es consecuencia
de (1.19) de la Definición 1.2.9, la quinta de (2.1) y la sexta de (a2-2) de la
Definición 1.2.4 y (b2-1) de la Definición 1.2.9.
En cuanto a la igualdad incluida en (ii) la demostración es la siguiente:
(tD,D ⊗M) ◦ (D ⊗ rM ) ◦ (∇r′M ⊗D)
= (tD,D ⊗M) ◦ (µD ⊗ rM ) ◦ (D ⊗ rM ⊗D) ◦ (D ⊗M ⊗ ηD ⊗D)
= (((D ⊗ µD) ◦ (tD,D ⊗D) ◦ (D ⊗ tD,D))⊗D) ◦ (D ⊗D ⊗ rM )
◦(D ⊗ rM ⊗D) ◦ (D ⊗M ⊗ ηD ⊗D)
= (D⊗µD⊗M)◦(tD,D⊗rM )◦(D⊗rM⊗D)◦(D⊗M⊗(∇D,D◦(D⊗ηD)))
= (D ⊗ µD ⊗M) ◦ (tD,D ⊗D ⊗M) ◦ (D ⊗∇D,D ⊗M) ◦ (D ⊗D ⊗ rM )
◦(D ⊗ rM ⊗ ηD)
= (D ⊗ µD ⊗M) ◦ (tD,D ⊗ rM ) ◦ (D ⊗ rM ⊗ ηD)
= (D ⊗∇r′M ) ◦ (tD,D ⊗M) ◦ (D ⊗ rM ),
donde la primera y la última igualdad se siguen de (e3) de la Definición 2.1.1,
la segunda de (b3-1) de la Definición 1.2.9, la tercera de (e1-1) de la Definición
2.1.1, la cuarta es consecuencia de (2.1) y la quinta de (a2-3) de la Definición
1.2.4 y (b1-1) de la Definición 1.2.9.
Las fórmulas en (iii) y (iv) se deducen por los mismos argumentos. 2
Observación 2.1.7. Razonando de la misma forma que en la demostración
de la Proposición 2.1.6 se obtiene también que:
(D⊗∇rM )◦(rM⊗D)◦(M⊗t
′
D,D) = (rM⊗D)◦(M⊗t′D,D)◦(∇rM ⊗D), (2.29)
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D,D⊗M) = (D⊗sM )◦(t′D,D⊗M)◦(D⊗∇sM ), (2.31)





M⊗D)◦(M⊗tD,D) = (s′M⊗D)◦(M⊗tD,D)◦(∇s′M ⊗D), (2.33)





M )◦(tD,D⊗M) = (D⊗r′M )◦(tD,D⊗M)◦(D⊗∇r′M ), (2.35)





M⊗D)◦(M⊗t′D,D) = (s′M⊗D)◦(M⊗t′D,D)◦(∇s′M ⊗D), (2.37)





M )◦(t′D,D⊗M) = (D⊗r′M )◦(t′D,D⊗M)◦(D⊗∇r′M ), (2.39)
(M⊗t′D,D)◦(r′M⊗D)◦(D⊗∇rM ) = (∇rM ⊗D)◦(M⊗t
′
D,D)◦(r′M⊗D). (2.40)
Proposición 2.1.8. Sea D una BTD en C, M un objeto de la categoría y
(rM , r
′
M , sM , s
′
M ) un (M,D)-OD. Entonces se tiene que:
(i) (tD,D⊗M)◦(D⊗rM )◦(∇sM ⊗D) = (D⊗∇sM )◦(tD,D⊗M)◦(D⊗rM ),
(ii) (rM ⊗D)◦(M⊗ tD,D)◦(∇s′M ⊗D) = (D⊗∇s′M )◦(rM ⊗D)◦(M⊗ tD,D),
(iii) (s′M ⊗D)◦(M⊗ t′D,D)◦(∇rM ⊗D) = (D⊗∇rM )◦(s′M ⊗D)◦(M⊗ t′D,D),




La demostración es análoga a la de la Proposición 2.1.6, pero usando (2.3) en
vez de (2.1) y (e2) de la Definición 2.1.1 en vez de (e1) de la misma definición.
2
Proposición 2.1.9. Sea D una BTD en C, M un objeto de la categoría y
(rM , r
′
M , sM , s
′
M ) un (M,D)-OD. Entonces se cumple:
(i) (rM ⊗D) ◦ (M ⊗ tD,D) ◦ (r′M ⊗D) = (D⊗ r′M ) ◦ (tD,D ⊗M) ◦ (D⊗ rM ),
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(ii) (D⊗ sM ) ◦ (t′D,D ⊗M) ◦ (D⊗ s′M ) = (s′M ⊗D) ◦ (M ⊗ t′D,D) ◦ (sM ⊗D),
(iii) (rM ⊗D) ◦ (M ⊗ t′D,D) ◦ (r′M ⊗D) = (D⊗ r′M ) ◦ (t′D,D ⊗M) ◦ (D⊗ rM ),
(iv) (D⊗ sM ) ◦ (tD,D ⊗M) ◦ (D⊗ s′M ) = (s′M ⊗D) ◦ (M ⊗ tD,D) ◦ (sM ⊗D).
Prueba:
Demostraremos (i). En efecto:
(rM ⊗D) ◦ (M ⊗ tD,D) ◦ (r′M ⊗D)
= (rM ⊗D) ◦ (M ⊗ tD,D) ◦ ((∇rM ◦ r′M )⊗D)
= (D ⊗ (r′M ◦ rM )) ◦ (rM ⊗D) ◦ (M ⊗ tD,D) ◦ (r′M ⊗D)
= (D ⊗ r′M ) ◦ (tD,D ⊗M) ◦ (D ⊗ rM ) ◦ (rM ⊗D) ◦ (r′M ⊗D)
= (D ⊗ r′M ) ◦ (tD,D ⊗M) ◦ (D ⊗ rM ) ◦ (∇r′M ⊗D)
= (D ⊗ (r′M ◦ ∇r′M )) ◦ (tD,D ⊗M) ◦ (D ⊗ rM )
= (D ⊗ r′M ) ◦ (tD,D ⊗M) ◦ (D ⊗ rM ).
En las igualdades anteriores, la primera y la última se siguen del apartado
(ii) de la Proposición 2.1.5, la segunda y la quinta de la Proposición 2.1.6, la
tercera de (e1-1) de la Definición 2.1.1 y la cuarta por la definición de ∇r′M . 2
Proposición 2.1.10. Sea D una BTD en C, M un objeto de la categoría y
(rM , r
′
M , sM , s
′
M ) un (M,D)-OD. Entonces se cumple:
(i) (rM ⊗D) ◦ (M ⊗ tD,D) ◦ (sM ⊗D) = (D⊗ sM ) ◦ (tD,D ⊗M) ◦ (D⊗ rM ),
(ii) (s′M ⊗D) ◦ (M ⊗ t′D,D) ◦ (r′M ⊗D) = (D⊗ r′M ) ◦ (t′D,D ⊗M) ◦ (D⊗ s′M ).
Prueba:
La demostración es análoga a la de la Proposición 2.1.9; la diferencia estriba
en el uso de la Proposición 2.1.8 en vez de la Proposición 2.1.6, y la condición
(e2-3) de la Definición 2.1.1. 2
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Observación 2.1.11. En virtud de la Definición 2.1.1 se tiene que si M =
D es una BTD en C, entonces el operador Yang-Baxter débil asociado tD,D





permaneciendo cierta tal afirmación para t′D,D.
En el caso particular donde (C,⊗, c) es una categoría monoidal trenzada, las
cuádruplas (cM,D, c−1M,D, cD,M , c
−1
D,M ) y (c
−1
D,M , cD,M , c
−1
M,D, cM,D) son ejemplos
de (M,D)-OD para cualquier objeto M de C.
Proposición 2.1.12. Sea D una BTD en C, M un objeto de la categoría y
(rM , r
′
M , sM , s
′
M ) un (M,D)-OD. Entonces:
(i) (rM ⊗D) ◦ (M ⊗ (δD ◦ ηD)) = (D ⊗ r′M ) ◦ ((δD ◦ ηD)⊗M),
(ii) ((εD ◦ µD)⊗M) ◦ (D ⊗ rM ) = (M ⊗ (εD ◦ µD)) ◦ (r′M ⊗D),
(iii) (s′M ⊗D) ◦ (M ⊗ (δD ◦ ηD)) = (D ⊗ sM ) ◦ ((δD ◦ ηD)⊗M),
(iv) ((εD ◦ µD)⊗M) ◦ (D ⊗ s′M ) = (M ⊗ (εD ◦ µD)) ◦ (sM ⊗D).
Prueba:
Demostraremos en primer lugar (i). En efecto:
(D ⊗ r′M ) ◦ ((δD ◦ ηD)⊗M)
= (D ⊗M ⊗ ((εD ⊗D) ◦ δD)) ◦ (D ⊗ r′M ) ◦ ((δD ◦ ηD)⊗M)
= (D⊗ ((M⊗εD)◦r′M )⊗D)◦ (δD⊗M⊗D)◦ (D⊗r′M )◦ ((δD ◦ηD)⊗M)
= ((rM ◦ r′M )⊗D) ◦ (D ⊗ r′M ) ◦ ((δD ◦ ηD)⊗M)
= (rM ⊗D) ◦ (M ⊗ δD) ◦ r′M ◦ (ηD ⊗M)
= (rM ⊗D) ◦ (M ⊗ δD) ◦ ∇rM ◦ (M ⊗ ηD)
= ((rM ◦ ∇rM )⊗D) ◦ (M ⊗ (δD ◦ ηD))
= (rM ⊗D) ◦ (M ⊗ (δD ◦ ηD)),
donde la primera igualdad se deduce por las propiedades de la counidad, la
segunda por (b3-3) de la Definición 1.2.9 y la coasociatividad de δD, la tercera
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por la caracterización de ∇r′M expuesta en (e3-2) de la Definición 2.1.1. En la
cuarta igualdad se usa (e4-4) de la Definición 2.1.1, en la quinta (2.6), en la
sexta (2.9) y la octava es consecuencia de apartado (ii) de la Proposición 2.1.5.
La prueba de la parte (ii) se realiza siguiendo un procedimiento análogo
pero aplicando las propiedades correspondientes a la estructura de álgebra en
vez de las de coálgebra (véase la demostración del Lema 1.2.14).
Las igualdades referentes a sM y s′M se deducen por el mismo procedimien-
to. 2
Si D es un AHTD, el comportamiento de los operadores débiles da lugar
a unas propiedades que recuerdan a las obtenidas para los operadores Yang-
Baxter débiles (véase [5]). En concreto:
Proposición 2.1.13. Sea D un AHTD en C, M un objeto en la categoría y
(rM , r
′
M , sM , s
′
M ) un (M,D)-OD. Se cumple:
(i) (M⊗ΠLD)◦∇rM = ∇rM ◦(M⊗ΠLD) y (ΠLD⊗M)◦∇r′M = ∇r′M ◦(Π
L
D⊗M),
(ii) (M⊗ΠRD)◦∇rM = ∇rM ◦(M⊗ΠRD) y (ΠRD⊗M)◦∇r′M = ∇r′M ◦(Π
R
D⊗M),




D⊗M)◦∇r′M = ∇r′M ◦(Π
L
D⊗M),




En primer lugar aplicando la fórmula (1.29) y posteriormente las igualdades
(2.7) y (2.9) se obtiene:
∇rM ◦ (M ⊗ΠLD)
= ∇rM ◦ (M ⊗ (µD ◦ (D ⊗ λD) ◦ δD))
= (M ⊗ µD) ◦ (∇rM ⊗ λD) ◦ (M ⊗ δD)
= (M ⊗ΠLD) ◦ ∇rM .
Por otro lado, gracias a (1.29), la condición (e5) de la Definición 2.1.2 y las
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= ∇r′M ◦ ((µD ◦ (D ⊗ λD) ◦ δD)⊗M)
= (µD ⊗M) ◦ (D ⊗∇r′M ) ◦ (D ⊗ λD ⊗M) ◦ (δD ⊗M)
= (µD ⊗M) ◦ (D ⊗ λD ⊗M) ◦ (D ⊗∇r′M ) ◦ (δD ⊗M)
= (ΠLD ⊗M) ◦ ∇r′M .
Análogamente se probaría:
∇rM ◦ (M ⊗Π
R
D) = (M ⊗ΠRD) ◦ ∇rM y ∇r′M ◦ (Π
R
D ⊗M) = (ΠRD ⊗M) ◦ ∇r′M .
Aplicando ahora (1.31) y (1.32) resulta:
∇rM ◦ (M ⊗Π
L
D) = (M ⊗Π
L
D) ◦∇rM , ∇rM ◦ (M ⊗Π
L
D) = (M ⊗Π
L
D) ◦∇rM .
Las otras igualdades se siguen de una forma análoga. 2
Observación 2.1.14. Usando argumentos análogos a los de la Proposición
2.1.13 se obtiene también que:




D⊗M)◦∇sM = ∇sM ◦(ΠLD⊗M),




D⊗M)◦∇sM = ∇sM ◦(ΠRD⊗M),




D⊗M)◦∇sM = ∇sM ◦(Π
L
D⊗M),




D⊗M)◦∇sM = ∇sM ◦(Π
R
D⊗M).
Proposición 2.1.15. Sea D un AHTD en C, M un objeto en la categoría y
(rM , r
′
M , sM , s
′
M ) un (M,D)-OD. Se cumple:
(i) (ΠLD ⊗M) ◦ rM = rM ◦ (M ⊗ΠLD) y r′M ◦ (ΠLD ⊗M) = (M ⊗ΠLD) ◦ r′M ,
(ii) (ΠRD ⊗M) ◦ rM = rM ◦ (M ⊗ΠRD) y r′M ◦ (ΠRD ⊗M) = (M ⊗ΠRD) ◦ r′M ,
(iii) (ΠLD ⊗M) ◦ rM = rM ◦ (M ⊗Π
L
D) y r′M ◦ (Π
L
D ⊗M) = (M ⊗Π
L
D) ◦ r′M ,
(iv) (ΠRD ⊗M) ◦ rM = rM ◦ (M ⊗Π
R
D) y r′M ◦ (Π
R
D ⊗M) = (M ⊗Π
R
D) ◦ r′M .
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Prueba:
Para demostrar esta proposición nótese primero que
(M ⊗ΠLD) ◦ ∇rM
= (((εD ⊗M) ◦ rM )⊗ΠLD) ◦ (M ⊗ δD)
= (((εD⊗M)◦rM )⊗D)◦(M⊗µD⊗D)◦(M⊗D⊗tD,D)◦(M⊗(δD◦ηD)⊗D)
= ((εD ◦µD)⊗M⊗D)◦(D⊗rM ⊗D)◦(rM ⊗ tD,D)◦(M⊗(δD ◦ηD)⊗D)
= ((εD ◦µD)⊗M ⊗D) ◦ (D⊗ rM ⊗D) ◦ (D⊗M ⊗ tD,D) ◦ (D⊗ r′M ⊗D)
◦((δD ◦ ηD)⊗M ⊗D)
= ((εD ◦ µD)⊗ r′M ) ◦ (D ⊗ tD,D ⊗M) ◦ ((δD ◦ ηD)⊗ rM )
= r′M ◦ (ΠLD ⊗M) ◦ rM .
En estos cálculos la primera igualdad se deduce de (e3) de la Definición 2.1.1,
la segunda de (1.43) y la tercera de (e4) de la Definición 2.1.1. La cuarta
igualdad es consecuencia del apartado (ii) de la Proposición 2.1.12 y la última
de la definición de ΠLD.
Se obtiene entonces que:
(M ⊗ΠLD) ◦ ∇rM = r
′
M ◦ (ΠLD ⊗M) ◦ rM = ∇rM ◦ (M ⊗Π
L
D). (2.41)
Así pues gracias a (2.41) tenemos que:
(ΠLD ⊗M) ◦ rM
= (ΠLD ⊗M) ◦ ∇r′M ◦ rM
= ∇r′M ◦ (Π
L
D ⊗M) ◦ rM
= rM ◦ r′M ◦ (ΠLD ⊗M) ◦ rM
= rM ◦ ∇rM ◦ (M ⊗ΠLD)
= rM ◦ (M ⊗ΠLD).
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La prueba de la igualdad r′M ◦ (ΠLD ⊗M) = (M ⊗ΠLD) ◦ r′M y las incluidas
en el apartado (ii) siguen el mismo argumento. Una vez conocidos (i) y (ii),
usando (1.31) y (1.32) se demuestran (iii) y (iv). 2
Observación 2.1.16. Usando argumentos análogos a los de la Proposición
2.1.15 se obtiene también que:
(i) (ΠLD ⊗M) ◦ s′M = s′M ◦ (M ⊗ΠLD) y sM ◦ (ΠLD ⊗M) = (M ⊗ΠLD) ◦ sM ,
(ii) (ΠRD ⊗M) ◦ s′M = s′M ◦ (M ⊗ΠRD) y sM ◦ (ΠRD ⊗M) = (M ⊗ΠRD) ◦ sM ,
(iii) (ΠLD ⊗M) ◦ s′M = s′M ◦ (M ⊗Π
L
D) y sM ◦ (Π
L
D ⊗M) = (M ⊗Π
L
D) ◦ sM ,
(iv) (ΠRD ⊗M) ◦ s′M = s′M ◦ (M ⊗Π
R
D) y sM ◦ (Π
R
D ⊗M) = (M ⊗Π
R
D) ◦ sM .
Proposición 2.1.17. Sea D un AHTD en C, M un objeto en la categoría y
(rM , r
′
M , sM , s
′
M ) un (M,D)-OD. Se cumple:
(i) (λD ⊗M) ◦ rM = rM ◦ (M ⊗ λD) y (M ⊗ λD) ◦ r′M = r′M ◦ (λD ⊗M),
(ii) (M ⊗ λD) ◦ sM = sM ◦ (λD ⊗M) y (λD ⊗M) ◦ s′M = s′M ◦ (M ⊗ λD).
Si además λD es un isomorfismo las igualdades anteriores también se cumplen
al sustituir λD por λ−1D .
Prueba:
La prueba de la primera igualdad es la siguiente:
(λD ⊗M) ◦ rM
= ((λD ∧ΠLD)⊗M) ◦ rM
= ((µD ◦ (λD ⊗ΠLD))⊗M) ◦ (D ⊗ rM ) ◦ (rM ⊗D) ◦ (M ⊗ δD)
= (µD ⊗M) ◦ (λD ⊗ rM ) ◦ (rM ⊗ΠLD) ◦ (M ⊗ δD)
= (µD ⊗M) ◦ (λD ⊗ rM ) ◦ (rM ⊗ µD) ◦ (M ⊗ δD ⊗ λD) ◦ (M ⊗ δD)
= (µD ⊗M) ◦ (µD ⊗ rM ) ◦ (λD ⊗ rM ⊗D) ◦ (rM ⊗D ⊗ λD)
◦(M ⊗ δD ⊗D) ◦ (M ⊗ δD)
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= (µD ⊗M) ◦ (ΠRD ⊗ rM ) ◦ (rM ⊗ λD) ◦ (M ⊗ δD)
= rM ◦ (M ⊗ (ΠRD ∧ λD))
= rM ◦ (M ⊗ λD).
En estos cálculos, las identidades primera y última son consecuencia de (1.29),
la segunda de (e4-3) de la Definición 2.1.1 y la tercera de la Proposición 2.1.15.
La cuarta igualdad se sigue de (e4-3) de la Definición 2.1.1 y la coasociatividad
de δD, la quinta de (e4-1) de la Definición 2.1.1, la sexta de (e4-3) de la Defini-
ción 2.1.1 y (1.29). Finalmente en la séptima se hace uso de la Proposición
2.1.15 y de (e4-1) de la Definición 2.1.1.
De un modo similar se obtiene la igualdad para r′M , sM y s
′
M .
Finalmente, componiendo con λ−1D en las expresiones anteriores se obtienen
las igualdades análogas para λ−1D . 2
Corolario 2.1.18. Sea D una AHTD en C con antípodo inversible y M un
objeto en C. Si (rM , r′M , sM , s′M ) es un (M,D)-OD, se cumplen las siguientes
igualdades:
(i) ∇rM = (M ⊗ (µD ◦ tD,D)) ◦ (r′M ⊗D) ◦ (ηD ⊗M ⊗D)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (ηD ⊗M ⊗D),
(ii) ∇rM = (εD ⊗M ⊗D) ◦ (rM ⊗D) ◦ (M ⊗ (tD,D ◦ δD))
= (εD ⊗M ⊗D) ◦ (rM ⊗D) ◦ (M ⊗ (t′D,D ◦ δD)),
(iii) ∇r′M = ((µD ◦ tD,D)⊗M) ◦ (D ⊗ rM ) ◦ (D ⊗M ⊗ ηD)
= ((µD ◦ t′D,D)⊗M) ◦ (D ⊗ rM ) ◦ (D ⊗M ⊗ ηD),
(iv) ∇r′M = (D ⊗M ⊗ εD) ◦ (D ⊗ r
′
M ) ◦ ((tD,D ◦ δD)⊗M)
= (D ⊗M ⊗ εD) ◦ (D ⊗ r′M ) ◦ ((t′D,D ◦ δD)⊗M),
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(v) ∇sM = ((µD ◦ tD,D)⊗M) ◦ (D ⊗ s′M ) ◦ (D ⊗M ⊗ ηD)
= ((µD ◦ t′D,D)⊗M) ◦ (D ⊗ s′M ) ◦ (D ⊗M ⊗ ηD),
(vi) ∇sM = (D ⊗M ⊗ εD) ◦ (D ⊗ sM ) ◦ ((tD,D ◦ δD)⊗M)
= (D ⊗M ⊗ εD) ◦ (D ⊗ sM ) ◦ ((t′D,D ◦ δD)⊗M),
(vii) ∇s′M = (M ⊗ (µD ◦ tD,D)) ◦ (sM ⊗D) ◦ (ηD ⊗M ⊗D)
= (M ⊗ (µD ◦ t′D,D)) ◦ (sM ⊗D) ◦ (ηD ⊗M ⊗D),
(viii) ∇s′M = (εD ⊗M ⊗D) ◦ (s
′
M ⊗D) ◦ (M ⊗ (tD,D ◦ δD))
= (εD ⊗M ⊗D) ◦ (s′M ⊗D) ◦ (M ⊗ (t′D,D ◦ δD)).
Prueba:
Probemos en primer lugar (i). Se tiene que:
∇rM
= (M ⊗ λD) ◦ ∇rM ◦ (M ⊗ λ
−1
D )
= (M ⊗ (λD ◦ µD)) ◦ (r′M ⊗ λ
−1
D ) ◦ (ηD ⊗M ⊗D)
= (M ⊗ (µD ◦ tD,D)) ◦ (M ⊗ λD ⊗D) ◦ (r′M ⊗D) ◦ (ηD ⊗M ⊗D)
= (M ⊗ (µD ◦ tD,D)) ◦ (r′M ⊗D) ◦ (ηD ⊗M ⊗D),
donde la primera igualdad es consecuencia de (e5-1)de la Definición 2.1.1, la
segunda de (e3) de la Definición 2.1.1, la tercera de (1.55) y la quinta de (1.56)
y la Proposición 2.1.17.
Usando (1.57) y (1.58) en vez de (1.55) y (1.56) respectivamente se deduce:
∇rM
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= (M ⊗ λ−1D ) ◦ ∇rM ◦ (M ⊗ λD)
= (εD ⊗M ⊗D) ◦ (rM ⊗ λ−1D ) ◦ (M ⊗ (δD ◦ λD))
= (εD ⊗M ⊗D) ◦ (rM ⊗D) ◦ (M ⊗ λD ⊗D) ◦ (M ⊗ (tD,D ◦ δD))
= (εD ⊗M ⊗D) ◦ (rM ⊗D) ◦ (M ⊗ (tD,D ◦ δD)).
Las restantes igualdades pueden demostrarse siguiendo el mismo esquema,
componiendo con λD y λ−1D en el orden adecuado. 2
A partir de este Corolario 2.1.18 se deduce que un operador débil para un
AHTD con antípodo inversible proporciona automáticamente estructuras de
operador débil para todas las diferentes estructuras de AHTD que surgen a
partir de D modificando el producto y el coproducto mediante la composición
con tD,D y t′D,D. De forma precisa:
Proposición 2.1.19. Sea D un AHTD en C con antípodo inversible y M un
objeto en C. Las siguientes afirmaciones son equivalentes:
(i) (rM , r′M , sM , s
′
M ) es un (M,D)-OD,
(ii) (s′M , sM , r
′
M , rM ) es un (M,D
op)-OD,
(iii) (s′M , sM , r
′
M , rM ) es un (M,D
coop)-OD,
(iv) (rM , r′M , sM , s
′
M ) es un (M,D
opcoop)-OD,
(v) (rM , r′M , sM , s
′
M ) es un (M,D
coopop)-OD.
Prueba:
Para demostrar la proposición basta con ver que los tres primeros apartados
son equivalentes, ya que D = Dopop = Dcoopcoop .
A partir de (i) se deduce (ii). En efecto, la condición (e1) de la Defini-
ción 2.1.1 es evidente dado el papel simétrico desempeñado en ella por tD,D
y t′D,D. La condición (e2) de la Definición 2.1.1 se sigue del hecho de que
tDop,Dop = t
′
D,D y en el apartado (ii) r
′
M y sM juegan los papeles de sM y r
′
M
respectivamente, al igual que rM y s′M con respecto a s
′
M y rM . El Corolario
2.1.18 permite afirmar en particular que dada D un AHTD con antípodo in-
versible, y un (M,D)-OD siendo M un objeto de C, todos los ∇-morfismos
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son iguales para Dop, Dcoop y D, de donde resulta (e3) de la Definición 2.1.1.
La condición (e4) de la Definición 2.1.1 para el apartado (ii) es consecuencia
directa de las condiciones (e4) y (e1) de la Definición 2.1.1 para D. Finalmente
(e5) de la Definición 2.1.2 para (ii) resulta de componer las igualdades de (e5)
para D con λ−1D ⊗M y M ⊗ λ
−1
D .
La prueba de que el primer apartado implica el tercero y viceversa se realiza
usando los mismos argumentos. 2
Se concluye esta sección mostrando que dado un operador débil, si la cat-
egoría C admite idempotentes escindidos, se generan de forma automática
nuevos operadores débiles relacionados con la escisión de un morfismo idem-
potente.
Lema 2.1.20. Sea D una BTD, M y N objetos en C, (rM , r′M , sM , s′M ) y
(rN , r
′
N , sN , s
′
N ) un (M,D)-OD y un (N,D)-OD respectivamente, y f : M →
N un morfismo en C. Entonces:
(i) (D ⊗ f) ◦ rM = rN ◦ (f ⊗D) si y solo si (f ⊗D) ◦ r′M = r′N ◦ (D ⊗ f),
(ii) (f ⊗D) ◦ sM = sN ◦ (D ⊗ f) si y solo si (D ⊗ f) ◦ s′M = s′N ◦ (f ⊗D).
Prueba:
Probemos en primer lugar el apartado (i). En efecto, suponiendo que se cumple
que (D ⊗ f) ◦ rM = rN ◦ (f ⊗D), gracias a la caracterización de (e3-1) de la
Definición 2.1.1 se concluye que:
∇rN ◦ (f ⊗D) = (f ⊗D) ◦ ∇rM , (2.42)
y por (e3-2) de la Definición 2.1.1 se obtiene que:
∇r′N ◦ (D ⊗ f) = (D ⊗ f) ◦ ∇r′M . (2.43)
Por lo tanto, combinando las igualdades precedentes con (e3) de la Defini-
ción 2.1.1 y la parte (ii) de la Proposición 2.1.5 resulta que (f ⊗ D) ◦ r′M =
r′N ◦ (D ⊗ f) ya que
(f ⊗D) ◦ r′M
= (f ⊗D) ◦ ∇rM ◦ r′M
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= ∇rN ◦ (f ⊗D) ◦ r′M
= r′N ◦ rN ◦ (f ⊗D) ◦ r′M
= r′N ◦ (D ⊗ f) ◦ ∇r′M
= r′N ◦ ∇r′N ◦ (D ⊗ f)
= r′N ◦ (D ⊗ f).
Para demostrar la implicación en el otro sentido, suponiendo ahora que
(f ⊗D) ◦ r′M = r′N ◦ (D ⊗ f), se deduce de (e3-2) de la Definición 2.1.1 que
∇r′N ◦ (D ⊗ f) = (D ⊗ f) ◦ ∇r′M (2.44)
y de (e3-1) de la Definición 2.1.1 que
∇rN ◦ (f ⊗D) = (f ⊗D) ◦ ∇rM . (2.45)
Entonces, aplicando además la parte (ii) de la Proposición 2.1.5 y la hipóte-
sis (f ⊗D) ◦ r′M = r′N ◦ (D ⊗ f) se tiene que:
(D ⊗ f) ◦ rM
= (D ⊗ f) ◦ ∇r′M ◦ rM
= ∇r′N ◦ (D ⊗ f) ◦ rM
= rN ◦ r′N ◦ (D ⊗ f) ◦ rM
= rN ◦ (f ⊗D) ◦ ∇rM
= rN ◦ ∇rN ◦ (f ⊗D)
= rN ◦ (f ⊗D).
El apartado (ii) se sigue de forma análoga. 2
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Proposición 2.1.21. Sean D una BTD o un AHTD en C, M un objeto en
C, (rM , r′M , sM , s′M ) un (M,D)-OD y f : M → M un morfismo idempotente
cumpliendo las igualdades
(D ⊗ f) ◦ rM = rM ◦ (f ⊗D) (2.46)
y
(f ⊗D) ◦ sM = sM ◦ (D ⊗ f). (2.47)
Entonces, si N , i : N → M y p : M → N son respectivamente el objeto y los
morfismos en C tales que i ◦ p = f y p ◦ i = idN , se cumple que la cuádrupla
(rN , r
′
N , sN , s
′
N ) donde
rN = (D ⊗ p) ◦ rM ◦ (i⊗D), r′N = (p⊗D) ◦ r′M ◦ (D ⊗ i), (2.48)
sN = (p⊗D) ◦ sM ◦ (D ⊗ i), s′N = (D ⊗ p) ◦ s′M ◦ (i⊗D), (2.49)
es un (N,D)-OD.
Prueba:
La condición (e1-1) de la Definición 2.1.1 se cumple ya que:
(D ⊗ rN ) ◦ (rN ⊗D) ◦ (N ⊗ tD,D)
= (D ⊗D ⊗ p) ◦ (D ⊗ rM ) ◦ (D ⊗ (i ◦ p)⊗D) ◦ (rM ⊗D) ◦ (i⊗ tD,D)
= (D ⊗D ⊗ p) ◦ (D ⊗ rM ) ◦ (rM ⊗D) ◦ (i⊗ tD,D)
= (tD,D ⊗ p) ◦ (D ⊗ rM ) ◦ (rM ⊗D) ◦ (i⊗D ⊗D)
= (tD,D ⊗ p) ◦ (D ⊗ rM ) ◦ (D ⊗ (i ◦ p)⊗D) ◦ (rM ⊗D) ◦ (i⊗D ⊗D)
= (tD,D ⊗D) ◦ (D ⊗ rN ) ◦ (rN ⊗D),
donde las igualdades primera y última se siguen de la definición de rN , la
segunda y la cuarta son consecuencia de (2.46), i◦p = f y f ◦i = i. Finalmente,
la tercera se sigue de la condición (e1-1) de la Definición 2.1.1 para rM .
El resto de las igualdades requeridas en (e1) de la Definición 2.1.1 se prue-






La prueba de (e2-1) de la Definición 2.1.1 es la siguiente:
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(r′N ⊗D) ◦ (D ⊗ sN )⊗ (tD,D ⊗N)
= (p⊗D ⊗D) ◦ (r′M ⊗D) ◦ (D ⊗ (i ◦ p)⊗D) ◦ (D ⊗ sM ) ◦ (tD,D ⊗ i)
= (p⊗D ⊗D) ◦ (r′M ⊗D) ◦ (D ⊗ sM ) ◦ (tD,D ⊗ i)
= (p⊗ tD,D) ◦ (sM ⊗D) ◦ (D ⊗ r′M ) ◦ (D ⊗D ⊗ i)
= (p⊗ tD,D) ◦ (sM ⊗D) ◦ (D ⊗ (i ◦ p)⊗D) ◦ (D ⊗ r′M ) ◦ (D ⊗D ⊗ i)
= (D ⊗ tD,D) ◦ (sN ⊗D) ◦ (D ⊗ r′N ).
En estos cálculos, las igualdades primera y última se siguen de la definición
de sN , la segunda y la cuarta por (2.46), además de i ◦ p = f y f ◦ i = i.
Finalmente, la tercera es consecuencia de la condición (e2-1) de la Definición
2.1.1 para el (M,D)-OD. Las otras igualdades de (e2) pueden demostrase por
el mismo procedimiento.
En lo que respecta a la condición (e3) de la Definición 2.1.1, la primera de
las igualdades es cierta ya que:
∇rN
= r′N ◦ rN
= (p⊗D) ◦ r′M ◦ (D ⊗ (i ◦ p)) ◦ rM ◦ (i⊗D)
= (p⊗D) ◦ ∇rM ◦ (i⊗D)
= (εD ⊗ p⊗D) ◦ (rM ⊗D) ◦ (i⊗ δD)
= (εD ⊗N ⊗D) ◦ (rN ⊗D) ◦ (N ⊗ δD),
donde las igualdades primera, segunda y última se siguen por las definiciones
de los morfismos ∇rN , rN y r′N , y la tercera por (2.46). La cuarta igualdad es
consecuencia (e3-1) de la Definición 2.1.1 para ∇rM , y las restantes igualdades
incluidas en (e3) se demuestran por argumentos análogos.
La condición (e4-1) de la Definición 2.1.1 para el (N,D)-OD es consecuencia
de (e4-1) para el (M,D)-OD y de (2.46). En efecto:
rN ◦ (N ⊗ µD)
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= (D ⊗ p) ◦ rM ◦ (i⊗ µD)
= (µD ⊗ p) ◦ (D ⊗ rM ) ◦ (rM ⊗D) ◦ (i⊗D ⊗D)
= (µD ⊗ p) ◦ (D ⊗ rM ) ◦ (D ⊗ (i ◦ p)⊗D) ◦ (rM ⊗D) ◦ (i⊗D ⊗D)
= (µD ⊗D) ◦ (D ⊗ rN ) ◦ (rN ⊗D).
La condición (e4-2) de la Definición 2.1.1 para el (N,D)-OD se deduce de forma
análoga y para obtener (e4-3) y (e4-4) se pueden seguir argumentos similares
aplicando también el Lema 2.1.20.
Finalmente, cuando D es una AHTD las igualdades contenidas en (e5) de
la Definición 2.1.2 se siguen sin más que aplicar la condición (e5) referida al
(M,D)-OD, porque en este caso se tiene que ∇rN = (p⊗D) ◦ ∇rM ◦ (i⊗D),
∇r′N = (D ⊗ p) ◦ ∇r′M ◦ (D ⊗ i), ∇sN = (D ⊗ p) ◦ ∇sM ◦ (D ⊗ i) y ∇s′N =
(p ⊗D) ◦ ∇s′M ◦ (i ⊗D), tal y como se puso de manifiesto durante la prueba
de la condición (e3). 2
2.2. Operadores débiles y estructuras de (co)módulo
En la sección anterior fue introducida la noción de operador débil relacio-
nando una BTD o una AHTD con un objeto cualquiera M en una categoría
monoidal C. Para definir el concepto y estudiar sus propiedades fundamen-
tales no es necesario establecer ninguna restricción sobre el objeto M ; pero
cuando éste está dotado de una estructura algebraica adicional de D-módulo
o D-comódulo, la noción de (M,D)-OD resulta enriquecida por ella, obtenién-
dose un comportamiento coherente con la estructura adicional de M . Cabe
resaltar también que la presencia de un (M,D)-operador débil compatible con
una determinada estructura de módulo o comódulo permite generar de forma
sistemática nuevas estructuras de módulo y comódulo preservando la compa-
tibilidad.
Comenzamos demostrando el siguiente lema:
Lema 2.2.1. Sea D una BTD en C, M un objeto en C y (rM , r′M , sM , s′M ) un
(M,D)-OD. Se cumple:
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(i) Si (M,φM ) es un D-módulo por la izquierda entonces φM = φM ◦ ∇r′M
si y solo si φM ◦ rM ◦ (M ⊗ ηD) = idM .
(ii) Si (M,ψM ) es un D-módulo por la derecha entonces ψM = ψM ◦∇rM si
y solo si ψM ◦ r′M ◦ (ηD ⊗M) = idM .
(iii) Si (M,ϱM ) es un D-comódulo por la izquierda entonces ϱM = ∇r′M ◦ ϱM
si y solo si (M ⊗ εD) ◦ r′M ◦ ϱM = idM .
(iv) Si (M,ρM ) es un D-comódulo por la derecha entonces ρM = ∇rM ◦ ρM
si y solo si (εD ⊗M) ◦ rM ◦ ρM = idM .
Prueba:
En lo tocante a la prueba de (i), para demostrar la implicación directa, en
virtud de la hipótesis, (e3-1) de la Definición 2.1.1 y la condición de módulo
se obtiene:
φM
= φM ◦ (µD ⊗M) ◦ (D ⊗ (rM ◦ (M ⊗ ηD)))
= φM ◦ (D ⊗ (φM ◦ rM ◦ (M ⊗ ηD))).
Por lo tanto, componiendo con ηD ⊗M se sigue la igualdad buscada.
Por otro lado, si φM ◦ rM ◦ (M ⊗ ηD) = idM , entonces la condición de
módulo y (e3-2) de la Definición 2.1.1 permiten afirmar:
φM ◦ ∇r′M
= φM ◦ (D ⊗ (φM ◦ rM ◦ (M ⊗ ηD)))
= φM
obteniéndose la implicación opuesta. Las demostraciones de los restantes aparta-
dos del lema son similares; basta con escoger entre las igualdades contenidas
en (e3) de la Definición 2.1.1 la más conveniente en cada caso. 2
Observación 2.2.2. En las condiciones del Lema 2.2.1 y usando argumentos
similares se obtiene que:
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(i) Si (M,φM ) es un D-módulo por la izquierda entonces φM = φM ◦ ∇sM
si y solo si φM ◦ s′M ◦ (M ⊗ ηD) = idM .
(ii) Si (M,ψM ) es un D-módulo por la derecha entonces ψM = ψM ◦∇s′M si
y solo si ψM ◦ sM ◦ (ηD ⊗M) = idM .
(iii) Si (M,ϱM ) es un D-comódulo por la izquierda entonces ϱM = ∇sM ◦ ϱM
si y solo si (M ⊗ εD) ◦ sM ◦ ϱM = idM .
(iv) Si (M,ρM ) es un D-comódulo por la derecha entonces ρM = ∇s′M ◦ ρM
si y solo si (εD ⊗M) ◦ s′M ◦ ρM = idM .
Se introduce a continuación la noción de (M,D)-OD compatible con la
estructura de (co)módulo:
Definición 2.2.3. Sea D una BTD en C, M un objeto en C, (rM , r′M , sM , s′M )
un (M,D)-OD y (M,φM ) unD-módulo por la izquierda. Se dirá que el (M,D)-
OD es compatible con la estructura de D-módulo si se cumplen las siguientes
condiciones:
(i) rM ◦ (φM ⊗D) = (D ⊗ φM ) ◦ (tD,D ⊗M) ◦ (D ⊗ rM ),
(ii) r′M ◦ (D ⊗ φM ) = (φM ⊗D) ◦ (D ⊗ r′M ) ◦ (t′D,D ⊗M),
(iii) sM ◦ (D ⊗ φM ) = (φM ⊗D) ◦ (D ⊗ sM ) ◦ (tD,D ⊗M),
(iv) s′M ◦ (φM ⊗D) = (D ⊗ φM ) ◦ (t′D,D ⊗M) ◦ (D ⊗ s′M ).
Definición 2.2.4. Sea D una BTD en C, M un objeto en C, (rM , r′M , sM , s′M )
un (M,D)-OD y (M,ϱM ) un D-comódulo por la izquierda. Se dirá que el
(M,D)-OD es compatible con la estructura de D-comódulo si se cumplen las
siguientes condiciones:
(i) (D ⊗ ϱM ) ◦ rM = (tD,D ⊗M) ◦ (D ⊗ rM ) ◦ (ϱM ⊗D),
(ii) (ϱM ⊗D) ◦ r′M = (D ⊗ r′M ) ◦ (t′D,D ⊗M) ◦ (D ⊗ ϱM ),
(iii) (ϱM ⊗D) ◦ sM = (D ⊗ sM ) ◦ (tD,D ⊗M) ◦ (D ⊗ ϱM ),
(iv) (D ⊗ ϱM ) ◦ s′M = (t′D,D ⊗M) ◦ (D ⊗ s′M ) ◦ (ϱM ⊗D).
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Definición 2.2.5. Sea D una BTD en C, M un objeto en C, (rM , r′M , sM , s′M )
un (M,D)-OD y (M,ψM ) un D-módulo por la derecha. Se dirá que el (M,D)-
OD es compatible con la estructura de D-módulo si se cumplen las siguientes
condiciones:
(i) rM ◦ (ψM ⊗D) = (D ⊗ ψM ) ◦ (rM ⊗D) ◦ (M ⊗ tD,D),
(ii) r′M ◦ (D ⊗ ψM ) = (ψM ⊗D) ◦ (M ⊗ t′D,D) ◦ (r′M ⊗D),
(iii) sM ◦ (D ⊗ ψM ) = (ψM ⊗D) ◦ (M ⊗ tD,D) ◦ (sM ⊗D),
(iv) s′M ◦ (ψM ⊗D) = (D ⊗ ψM ) ◦ (s′M ⊗D) ◦ (M ⊗ t′D,D).
Definición 2.2.6. Sea D una BTD en C, M un objeto en C, (rM , r′M , sM , s′M )
un (M,D)-OD y (M,ρM ) unD-comódulo por la derecha. Se dirá que el (M,D)-
OD es compatible con la estructura de D-comódulo si se cumplen las siguientes
condiciones:
(i) (D ⊗ ρM ) ◦ rM = (rM ⊗D) ◦ (M ⊗ tD,D) ◦ (ρM ⊗D),
(ii) (ρM ⊗D) ◦ r′M = (M ⊗ t′D,D) ◦ (r′M ⊗D) ◦ (D ⊗ ρM ),
(iii) (ρM ⊗D) ◦ sM = (M ⊗ tD,D) ◦ (sM ⊗D) ◦ (D ⊗ ρM ),
(iv) (D ⊗ ρM ) ◦ s′M = (s′M ⊗D) ◦ (M ⊗ t′D,D) ◦ (ρM ⊗D).
Observación 2.2.7. Nótese que en el caso particular donde C es una categoría
trenzada con trenza c y se toma la cuádrupla (cM,D, c−1M,D, cD,M , c
−1
D,M ) formada
a partir de la propia trenza de la categoría como el (M,D)-OD, entonces las
condiciones de la definición anterior se trivializan, por lo que en el contexto
clásico la compatibilidad es automática y no constituye ninguna restricción.
Las siguientes proposiciones clarifican cómo los operadores débiles compa-
tibles permiten generar nuevas estructuras de (co)módulo a partir de una dada
conservando la propiedad de compatibilidad cuando el objeto D está dotado
de una estructura de AHTD con antípodo inversible.
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Proposición 2.2.8. Sea D un AHTD en C con antípodo inversible, (M,φM )
un D-módulo por la izquierda y (rM , r′M , sM , s
′
M ) un (M,D)-OD compatible
con la estructura de módulo. Si se cumple que
φM ◦ rM ◦ (M ⊗ ηD) = idM ,
entonces el par (M,ψλM := φM ◦rM ◦(M⊗λD)) es un D-módulo por la derecha
y un Dcoop-módulo por la derecha, de tal modo que (rM , r′M , sM , s
′
M ) es un
(M,D)-OD compatible con la estructura de D-módulo y (s′M , sM , r
′
M , rM ) es
un (M,Dcoop)-OD compatible con la estructura de Dcoop-módulo.
Además el par (M,ψM := φM ◦ rM ) es un Dcoop
op-módulo por la derecha
y (rM , r′M , sM , s
′
M ) es un (M,D




Teniendo en cuenta (1.56) y la hipótesis es obvio que ψλM ◦ (M ⊗ ηD) = idM .
Se cumple también que:
ψλM ◦ (ψλM ⊗D)
= φM ◦ rM ◦ (φM ⊗D) ◦ (rM ⊗D) ◦ (M ⊗ λD ⊗ λD)
= φM ◦ (D⊗φM ) ◦ (tD,D ⊗M) ◦ (D⊗ rM ) ◦ (rM ⊗D) ◦ (M ⊗ λD ⊗ λD)
= φM ◦ rM ◦ (M ⊗ (µD ◦ tD,D ◦ (λD ⊗ λD))
= φM ◦ rM ◦ (M ⊗ (λD ◦ µD))
= ψλM ◦ (M ⊗ µD),
donde las igualdades primera y última se siguen por la definición de ψλM , la
segunda es cierta por la compatibilidad del operador débil con la estructura de
D-módulo por la izquierda, la tercera por la condición de módulo, la cuarta
por (e1-1) y (e4-1) de la Definición 2.1.1. Finalmente, la quinta es consecuencia
de (1.55).
Por lo tanto, (M,ψλM ) es unD-módulo por la derecha y por lo tanto también
un Dcoop-módulo por la derecha. Siguiendo el mismo argumento pero sin usar
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(1.55) se concluye que (M,ψM = φM ◦rM ) es unDcoop
op-módulo por la derecha
y un Dcoopop-módulo por la derecha.
La compatibilidad de (rM , r′M , sM , s
′
M ) con la estructura de D-módulo por
la derecha se cumple ya que:
rM ◦ (ψλM ⊗D)
= (D ⊗ φM ) ◦ (tD,D ⊗M) ◦ (D ⊗ rM ) ◦ (rM ⊗D) ◦ (M ⊗ λD ⊗D)
= (D ⊗ φM ) ◦ (D ⊗ rM ) ◦ (rM ⊗D) ◦ (M ⊗ tD,D) ◦ (M ⊗ λD ⊗D)
= (D ⊗ (φM ◦ rM )) ◦ (rM ⊗ λD) ◦ (M ⊗ tD,D)
= (D ⊗ ψλM ) ◦ (rM ⊗D) ◦ (M ⊗ tD,D),
donde la primera igualdad se sigue por la definición de ψλM y la condición de
compatibilidad, la segunda por (e1-1) de la Definición 2.1.1 y la tercera por
(1.54).
Por otra parte:
r′M ◦ (D ⊗ ψλM )
= (φM ⊗D) ◦ (D ⊗ r′M ) ◦ (t′D,D ⊗M) ◦ (D ⊗ rM ) ◦ (D ⊗M ⊗ λD)
= ((φM ◦ rM )⊗D) ◦ (M ⊗ t′D,D) ◦ (r′M ⊗D) ◦ (D ⊗M ⊗ λD)
= (ψλM ⊗D) ◦ (M ⊗ t′D,D) ◦ (r′M ⊗D),
donde la primera igualdad se sigue por la definición de ψλM y la condición de
compatibilidad, la segunda por la Proposición 2.1.9 y la tercera por (1.53).
Además:
sM ◦ (D ⊗ ψλM )
= (φM ⊗D) ◦ (D ⊗ sM ) ◦ (tD,D ⊗M) ◦ (D ⊗ rM ) ◦ (D ⊗M ⊗ λD)
= ((φM ◦ rM )⊗D) ◦ (M ⊗ tD,D) ◦ (sM ⊗D) ◦ (D ⊗M ⊗ λD)
= (ψλM ⊗D) ◦ (M ⊗ tD,D) ◦ (sM ⊗D),
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donde en la primera igualdad se aplica la definición de ψλM y la compatibilidad,
en la segunda se usa la Proposición 2.1.10 y la tercera se sigue por (1.53).
También se cumple que:
s′M ◦ (ψλM ⊗D)
= (D ⊗ φM ) ◦ (t′D,D ⊗M) ◦ (D ⊗ s′M ) ◦ (rM ⊗D) ◦ (M ⊗ λD ⊗D)
= (D ⊗ φM ) ◦ (D ⊗ rM ) ◦ (s′M ⊗D) ◦ (M ⊗ t′D,D) ◦ (M ⊗ λD ⊗D)
= (D ⊗ ψλM ) ◦ (s′M ⊗D) ◦ (M ⊗ t′D,D),
empleándose (e2-4) de la Definición 2.1.1 en la segunda igualdad.
Nótese que en las líneas precedentes resulta también demostrada la com-
patibilidad con la estructura de Dcoop-módulo, pues tDcoop,Dcoop = t′D,D.
La compatibilidad con la estructura de Dcoopop-módulo se demuestra aná-
logamente. 2
Proposición 2.2.9. Sea D un AHTD en C con antípodo inversible, (M,φM )
un D-módulo por la izquierda y (rM , r′M , sM , s
′
M ) un (M,D)-OD compatible
con la estructura de módulo. Si se cumple que
φM ◦ s′M ◦ (M ⊗ ηD) = idM ,
entonces el par (M,ψλ−1M := φM ◦ s′M ◦ (M ⊗ λ
−1
D )) es un D-módulo por la
derecha y un Dcoop-módulo por la derecha, de tal modo que (rM , r′M , sM , s
′
M )
es un (M,D)-OD compatible con la estructura de D-módulo por la derecha y
(s′M , sM , r
′
M , rM ) es un (M,D
coop)-OD compatible con la estructura de Dcoop-
módulo.
Además el par (M,ψ′M := φM ◦ s′M ) es un Dop-módulo por la derecha
y un Dopcoop-módulo por la derecha de tal modo que (s′M , sM , r
′
M , rM ) es un
(M,Dop)-OD compatible con la estructura de Dop-módulo, y (rM , r′M , sM , s
′
M )
es un (M,Dopcoop)-OD compatible con la estructura de Dopcoop-módulo.
Prueba:
Esta demostración se realiza usando argumentos análogos a los de la prueba
de la Proposición 2.2.8, teniendo en cuenta en este caso (1.57) y (1.58). 2
De forma similar se obtienen los dos resultados siguientes.
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Proposición 2.2.10. Sea D un AHTD en C con antípodo inversible, (M,ψM )
un D-módulo por la derecha y (rM , r′M , sM , s
′
M ) un (M,D)-OD compatible con
la estructura de módulo. Si se cumple que
ψM ◦ sM ◦ (ηD ⊗M) = idM ,
entonces el par (M,φλM := ψM ◦ sM ◦ (λD ⊗ M)) es un D-módulo por la
izquierda y un Dcoop-módulo por la izquierda, de tal modo que (rM , r′M , sM , s
′
M )
es un (M,D)-OD compatible con la estructura de D-módulo por la izquierda y
(s′M , sM , r
′
M , rM ) es un (M,D
coop)-OD compatible con la estructura de Dcoop-
módulo.
Además el par (M,φM := ψM ◦ sM ) es un Dcoop
op-módulo por la izquierda
de tal modo que (rM , r′M , sM , s
′
M ) es un (M,D
coopop)-OD compatible con la
estructura de Dcoopop-módulo.
Proposición 2.2.11. Sea D un AHTD en C con antípodo inversible, (M,ψM )
un D-módulo por la derecha y (rM , r′M , sM , s
′
M ) un (M,D)-OD compatible con
la estructura de módulo. Si se cumple que
ψM ◦ r′M ◦ (ηD ⊗M) = idM ,
entonces el par (M,φλ−1M := ψM ◦ r′M ◦ (λ
−1
D ⊗ M)) es un D-módulo por la
izquierda y un Dcoop-módulo por la izquierda, de tal modo que (rM , r′M , sM , s
′
M )
es un (M,D)-OD compatible con la estructura de D-módulo por la izquier-
da y (s′M , sM , r
′
M , rM ) (M,D
coop)-OD compatible con la estructura de Dcoop-
módulo.
Además el par (M,φ′M := ψM ◦ r′M ) es un Dop-módulo por la izquierda
y un Dopcoop-módulo por la izquierda de tal modo que (s′M , sM , r
′
M , rM ) es un
(M,Dop)-OD compatible con la estructura de Dop-módulo y (rM , r′M , sM , s
′
M )
es un (M,Dopcoop)-OD compatible con la estructura de Dopcoop-módulo.
Observación 2.2.12. En la prueba del Lema 1.2.14 se indica cómo probar
igualdades intercambiando los papeles de las propiedades de álgebra y coál-
gebra. Ejemplos del uso de tal procedimiento se encuentran, por ejemplo, en
las pruebas de la parte (ii) de la Proposición 2.1.5 o la Proposición 2.1.12.
Puede aplicarse un proceso análogo al tratar con las estructuras de módulo y
comódulo. Las cuatro siguientes proposiciones constituyen el primer ejemplo
en este sentido.
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Proposición 2.2.13. Sea D un AHTD en C con antípodo inversible, (M,ϱM )
un D-comódulo por la izquierda y (rM , r′M , sM , s
′
M ) un (M,D)-OD compatible
con la estructura de comódulo. Si se cumple que
(M ⊗ εD) ◦ sM ◦ ϱM = idM ,
entonces el par (M,ρλM := (M ⊗ λD) ◦ sM ◦ ϱM ) es un D-comódulo por la
derecha y un Dop-comódulo por la derecha de tal modo que (rM , r′M , sM , s
′
M )
es un (M,D)-OD compatible con la estructura de D-comódulo por la derecha
y (s′M , sM , r
′
M , rM ) es un (M,D
op)-OD compatible con la estructura de Dop-
comódulo.
Además el par (M,ρM := sM ◦ ϱM ) es un Dop
coop-comódulo por la derecha
y (rM , r′M , sM , s
′
M ) es un (M,D




Usando (1.56) se deduce que (M ⊗ εD) ◦ ρλM = idM . Nótese que este razona-
miento es análogo al seguido para demostrar que ϕλM ◦ (M ⊗ ηD) = idM en la
Proposición 2.2.8, usando ahora las propiedades de la counidad en vez de las
de la unidad. Se cumple también que:
(ρλM ⊗D) ◦ ρλM
= (M ⊗ λD ⊗ λD) ◦ (sM ⊗D) ◦ (D⊗ sM ) ◦ (tD,D ⊗M) ◦ (D⊗ ϱM ) ◦ ϱM
= (M ⊗ λD ⊗ λD) ◦ (M ⊗ tD,D) ◦ (sM ⊗D) ◦ (D⊗ sM ) ◦ (δD ⊗M) ◦ ϱM
= (M ⊗ λD ⊗ λD) ◦ (M ⊗ (tD,D ◦ δD)) ◦ sM ◦ ϱM
= (M ⊗ (δD ◦ λD)) ◦ sM ◦ ϱM
= (M ⊗ δD) ◦ ρλM ,
donde la primera igualdad es consecuencia de la definición de ρλM y la compa-
tibilidad del operador débil con la estructura de D-comódulo por la izquierda;
la segunda de (e1-3) de la Definición 2.1.1 y la condición de D-comódulo, la
tercera de (e4-7) de la Definición 2.1.1 y la cuarta de (1.55). Finalmente, la
quinta igualdad se deduce por la definición de ρλM .
2.2 Operadores débiles y estructuras de (co)módulo 81
Resulta entonces que (M,ρλM ) es un D-comódulo por la derecha. Nótese
que los argumentos son análogos a los usados en la prueba de la Proposición
2.2.8 para probar que (M,ϕλM ) es un D-módulo por la derecha; ahora se aplica
la anticomultiplicatividad del antípodo en vez de su antimultiplicatividad, y la
compatibilidad del (M,D)-OD con la estructura de D-comódulo en vez de la
compatibilidad con la de D-módulo. Puesto que δDop = δD y εDop = εD queda
también demostrado el resultado para Dop.
Siguiendo argumentos similares se prueba que (M,ρM ) es un Dop
coop-co-
módulo por la derecha.
La compatibilidad de las estructuras de D-comódulo por la derecha con
el (M,D)-OD se demuestra igual que la compatibilidad con la estructura
de D-módulo por la derecha en la Proposición 2.2.8, con la única salvedad
de que en esta ocasión se aplica la compatibilidad con la estructura de D-
comódulo (M,ϱM ) en vez de la compatibilidad con la estructura de D-módulo
(M,φM ). Análogamente se demuestra la compatibilidad con el (M,Dop)-OD
y el (M,Dopcoop)-OD. 2
Proposición 2.2.14. Sea D un AHTD en C con antípodo inversible, (M,ϱM )
un D-comódulo por la izquierda y (rM , r′M , sM , s
′
M ) un (M,D)-OD compatible
con la estructura de comódulo. Si se cumple que
(M ⊗ εD) ◦ r′M ◦ ϱM = idM ,
entonces el par (M,ρλ−1M := (M ⊗ λ
−1
D ) ◦ r′M ◦ ϱM es un D-comódulo por la
derecha y un Dop-comódulo por la derecha de tal modo que (rM , r′M , sM , s
′
M )
es un (M,D)-OD compatible con la estructura de D-comódulo por la derecha
y (s′M , sM , r
′
M , rM ) es un (M,D
op)-OD compatible con la estructura de Dop-
comódulo.
Además el par (M,ρ′M := r
′
M ◦ ϱM ) es un Dcoop-comódulo por la derecha
y un Dcoopop-comódulo por la derecha de tal modo que (rM , r′M , sM , s
′
M ) es un
(M,Dcoop
op
)-OD compatible con la estructura de Dcoopop-comódulo y (s′M , sM ,
r′M , rM ) es un (M,D
coop)-OD compatible con la estructura de Dcoop-comódulo.
Proposición 2.2.15. Sea D un AHTD en C con antípodo inversible, (M,ϱM )
un D-comódulo por la derecha y (rM , r′M , sM , s
′
M ) un (M,D)-OD compatible
82 2 Operadores débiles
con la estructura de comódulo. Si se cumple que
(εD ⊗M) ◦ rM ◦ ϱM = idM ,
entonces el par (M,ρλM := (λD ⊗ M) ◦ rM ◦ ϱM ) es un D-comódulo por la
izquierda y un Dop-comódulo por la izquierda de tal modo que (rM , r′M , sM , s
′
M )
es un (M,D)-OD compatible con la estructura de D-comódulo por la izquierda
y (s′M , sM , r
′
M , rM ) es un (M,D)-OD compatible con la estructura de D
op-
comódulo.
Además el par (M,ρM := rM ◦ϱM ) es un Dop
coop-comódulo por la izquierda
y es (rM , r′M , sM , s
′
M ) es un (M,D
opcoop)-OD compatible con la estructura de
Dopcoop-comódulo.
Proposición 2.2.16. Sea D un AHTD en C con antípodo inversible, (M,ϱM )
un D-comódulo por la derecha y (rM , r′M , sM , s
′
M ) un (M,D)-OD compatible
con la estructura de comódulo. Si se cumple que
(εD ⊗M) ◦ s′M ◦ ϱM = idM ,
entonces el par (M,ρλ−1M := (λ
−1
D ⊗M) ◦ s′M ◦ ϱM es un D-comódulo por la
izquierda y un Dop-comódulo por la izquierda de tal modo que (rM , r′M , sM , s
′
M )
es un (M,D)-OD compatible con la estructura de D-comódulo por la izquierda
y (s′M , sM , r
′
M , rM ) es un (M,D
op)-OD compatible con la estructura de Dop-
comódulo.
Además el par (M,ρ′M := s
′
M ◦ ϱM ) es un Dcoop-comódulo por la izquierda
y un Dcoopop-comódulo por la izquierda de modo que (rM , r′M , sM , s
′
M ) es un
(M,Dcoop
op
)-OD compatible con la estructura de Dcoopop-comódulo y (s′M , sM ,
r′M , rM ) es un (M,D
coop)-OD compatible con la estructura de Dcoop-comódulo.
Capítulo 3
Monoidalidad de la categoría de
módulos Yetter-Drinfeld
En la primera sección de este capítulo se establece la definición de la
categoría DDYD de módulos Yetter-Drinfeld izquierda-izquierda sobre un álge-
bra de Hopf trenzada débil D en una categoría monoidal estricta general C
donde todo idempotente rompe. A continuación se exponen caracterizaciones
alternativas y unas primeras propiedades fundamentales. También se observa
cómo al restringir la nueva teoría al caso de álgebras de Hopf en una categoría
simétrica se recupera la teoría clásica desarrollada en [81], así como su genera-
lización al caso de álgebras de Hopf débiles dada en [22], [74] (ver además [34] y
[9]). La segunda sección está dedicada a probar el carácter monoidal no estricto
de la categoría DDYD. Finalmente, en la tercera sección, usando la (co)acción
adjunta, se presentan ejemplos de módulos Yetter-Drinfeld construidos a partir
de un álgebra de Hopf trenzada débil arbitraria.
3.1. La categoría de los módulos Yetter-Drinfeld
En esta sección se define la categoría de los módulos Yetter-Drinfeld sobre
una AHTD D arbitraria. Se dará una definición adecuada de módulo Yetter-
Drinfeld de modo que se recupere la noción clásica en el caso particular de
módulos sobre un álgebra de Hopf en una categoría simétrica, tal y como
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aparece por ejemplo en [81], y también la generalización de esta al caso de
álgebras de Hopf débiles introducidas en [22].
Definición 3.1.1. Sea D un AHTD. Se dice que (M,φM , ϱM ) es un módulo
Yetter-Drinfeld izquierda-izquierda sobre D si (M,φM ) es un D-módulo por
la izquierda, (M,ϱM ) es un D-comódulo por la izquierda y se cumplen las
siguientes condiciones:
(yd1-ii) ϱM = (µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ (δD ⊗ ϱM ) ◦ (ηD ⊗M).
(yd2-ii) Existe un (M,D)-OD (rM , r′M , sM , s′M ) compatible con las es-
tructuras de (co)módulo de M tal que:
(µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ (δD ⊗ ϱM )
= (µD ⊗M) ◦ (D⊗ rM ) ◦ ((ϱM ◦ φM )⊗D) ◦ (D⊗ sM ) ◦ (δD ⊗M).
La clase de todos los módulos Yetter-Drinfeld izquierda-izquierda sobre D será
denotada por DDYD.
Observación 3.1.2. Nótese que cuando la categoría C es simétrica y se definen
tanto el operador Yang-Baxter débil como el operador débil a partir de la trenza
de la categoría, se recuperan las definiciones introducidas en [81], [22]y [74].
Es más, asumiendo que C es trenzada y tD,D = cD,D, t′D,D = c
−1
D,D; si
(M,φM ) es un D-módulo por la izquierda y (M,ϱM ) es un D-comódulo por
la izquierda, (cM,D, c−1M,D, cD,M , c
−1
D,M ) es un (M,D)-OD compatible con las
estructuras de (co)módulo de M. Por lo tanto, en esa situación un módulo
Yetter-Drinfeld izquierda-izquierda sobre D no es más que un D-módulo por
la izquierda (M,φM ) y un D-comódulo por la izquierda (M,ϱM ) cumpliendo:
(1) ϱM = (µD ⊗ φM ) ◦ (D ⊗ cD,D ⊗M) ◦ (δD ⊗ ϱM ) ◦ (ηD ⊗M),
(2) (µD ⊗ φM ) ◦ (D ⊗ cD,D ⊗M) ◦ (δD ⊗ ϱM )
= (µD ⊗M) ◦ (D ⊗ cM,D) ◦ ((ϱM ◦ φM )⊗D) ◦ (D ⊗ cD,M ) ◦ (δD ⊗M).
Nótese también que en [22] y [74] se exige el carácter finitamente generado
de M como D-módulo y D-comódulo.
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Definición 3.1.3. Sean (M,φM , ϱM ) y (N,φN , ϱN ) dos módulos Yetter-Drin-




M , sM , s
′
M ) y (rN , r′N , sN , s′N )
respectivamente. Se dice que el morfismo f : M → N es un morfismo de
módulos Yetter-Drinfeld izquierda-izquierda si:
(i) f es un morfismo de (co)módulos por la izquierda,
(ii) rN ◦ (f ⊗D) = (D ⊗ f) ◦ rM , sN ◦ (D ⊗ f) = (f ⊗D) ◦ sM .
Observación 3.1.4. En virtud del Lema 2.1.20, si f :M → N es un morfismo
de módulos de Yetter-Drinfeld entonces también se cumple que:
r′N ◦ (D ⊗ f) = (f ⊗D) ◦ r′M y s′N ◦ (f ⊗D) = (D ⊗ f) ◦ s′M .
Obsérvese que para todo (M,φM , ϱM ) módulo Yetter-Drinfeld izquierda-
izquierda sobre D, idM :M →M es un morfismo de módulos Yetter-Drinfeld.
Definición 3.1.5. Sea D un AHTD en C. La categoría de los módulos Yetter-
Drinfeld izquierda-izquierda sobre D es aquella cuya clase de objetos es la
clase DDYD y cuyos morfismos entre objetos son las aplicaciones satisfaciendo
las condiciones de la Definición 3.1.3.
Esta categoría será denotada también por DDYD.
Proposición 3.1.6. Sea D un AHTD en C, (M,φM ) un D-módulo por la
izquierda y (M,ϱM ) un D-comódulo por la izquierda. Suponiendo la existencia
de un (M,D)-OD (rM , r′M , sM , s
′
M ) compatible con las estructuras de (co)mó-
dulo de M , las igualdades (yd1-ii) y (yd2-ii) son equivalentes a:
(yd3-ii) ϱM ◦ φM = (µD ⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗ λD) ◦ (D ⊗ sM ) ◦ (δD ⊗M).
Prueba:
La implicación directa se cumple ya que cuando tenemos (yd1-ii) y (yd2-ii) se
obtiene (yd3-ii). En efecto:
86 3 Monoidalidad de la categoría de módulos Yetter-Drinfeld
(µD ⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗ λD) ◦ (D ⊗ sM ) ◦ (δD ⊗M)
= (µD⊗M)◦(µD⊗rM )◦(D⊗rM⊗D)◦((ϱM ◦φM )⊗D⊗D)◦(D⊗sM⊗λD)
◦(δD ⊗ sM ) ◦ (δD ⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ ((ϱM ◦ φM )⊗ΠLD) ◦ (D ⊗ sM ) ◦ (δD ⊗M)
= (µD ⊗M) ◦ (D⊗ rM ) ◦ ((ϱM ◦φM )⊗D) ◦ (µD ⊗ sM ) ◦ (D⊗ tD,D ⊗M)
◦((δD ◦ ηD)⊗D ⊗M)
= (µD ⊗M) ◦ (D⊗ rM ) ◦ ((ϱM ◦φM )⊗D) ◦ (D⊗ sM ) ◦ ((δD ◦ ηD)⊗φM )
= (µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ (δD ⊗ ϱM ) ◦ (ηD ⊗ φM )
= ϱM ◦ φM .
En los cálculos precedentes las igualdades primera y quinta se siguen por (yd2-
ii), la segunda por la asociatividad de µD y la coasociatividad de δD, (e4) de
la Definición 2.1.1 y (1.29); la tercera por la Proposición 2.1.13 y (1.43). En la
cuarta igualdad se aplica la compatibilidad del (M,D)-OD con la estructura
de D-módulo y en la última (yd1-ii).
En el otro sentido, suponiendo (yd3-ii) se puede deducir (yd1-ii) como sigue:
ϱM
= ϱM ◦ φM ◦ (ηD ⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗ λD) ◦ (D ⊗ sM ) ◦ ((δD ◦ ηD)⊗M)
= (µD⊗M)◦(D⊗rM )◦(((µD⊗φM )◦(D⊗tD,D⊗M)◦(D⊗D⊗ϱM ))⊗D)
◦(δD ⊗ sM ) ◦ (D ⊗ΠRD ⊗M) ◦ ((δD ◦ ηD)⊗M)
= ((µD◦(D⊗(ΠDL◦λD)))⊗M)◦(D⊗rM )◦(((µD⊗φM )◦(D⊗tD,D⊗M)
◦(δD ⊗ ϱM ))⊗D) ◦ (D ⊗ sM ) ◦ ((δD ◦ ηD)⊗M)
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= (D ⊗ (εD ◦ µD)⊗M) ◦ (δD ⊗ λD ⊗M) ◦ (D ⊗ rM )
◦(((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ (δD ⊗ ϱM ))⊗D) ◦ (D ⊗ sM )
◦((δD ◦ ηD)⊗M)
= (D ⊗ (εD ◦ µD)⊗M) ◦ (µD ⊗ µD ⊗D ⊗M) ◦ (D ⊗ tD,D ⊗D ⊗ rM )
◦(δD ⊗ δD ⊗ φM ⊗D) ◦ (D ⊗ tD,D ⊗M ⊗D) ◦ (D ⊗D ⊗ ϱM ⊗ λD)
◦(D ⊗D ⊗ sM ) ◦ (D ⊗ δD ⊗M) ◦ ((δD ◦ ηD)⊗M)
= (D ⊗ (εD ◦ µD)⊗M) ◦ (D ⊗D ⊗ rM ) ◦ (µD ⊗ µD ⊗ φM ⊗D)
◦(D⊗tD,D⊗tD,D⊗M⊗D)◦(δD⊗tD,D⊗ϱM ⊗λD)◦(D⊗D⊗D⊗sM )
◦(D ⊗D ⊗ tD,D ⊗M) ◦ (D ⊗ δD ⊗ ϱM ) ◦ ((δD ◦ ηD)⊗M)
= (D ⊗ (εD ◦ µD)⊗M) ◦ (D ⊗D ⊗ rM ) ◦ (D ⊗ µD ⊗ φM ⊗ λD)
◦(D ⊗D ⊗ tD,D ⊗M ⊗D) ◦ (D ⊗ δD ⊗ ϱM ⊗D) ◦ (D ⊗D ⊗ sM )
◦(µD ⊗ δD ⊗M) ◦ (D ⊗ tD,D ⊗M) ◦ ((δD ◦ ηD)⊗ ϱM )
= (D⊗ ((εD⊗M)◦ϱM ))◦ (µD⊗φM )◦ (D⊗ tD,D⊗M)◦ ((δD ◦ηD)⊗ϱM )
= (µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ ((δD ◦ ηD)⊗ ϱM ).
En estos cálculos, la primera igualdad se sigue de la condición de módulo,
la segunda de la condición (yd3-ii). La tercera igualdad se deduce de (1.46) y
(1.34), la cuarta de (1.34). La quinta es consecuencia de (1.41), y la sexta de
la coasociatividad de δD, (b4) de la Definición 1.2.9 y la Proposición 2.1.17.
La séptima igualdad se sigue de (b3-3) de la Definición 1.2.9, la condición de
comódulo y la compatibilidad del operador débil con la estructura de comódulo.
Para deducir la octava se aplica la coasociatividad de δD y dos veces (b3) de
la Definición 1.2.9. La novena igualdad es consecuencia directa de la condición
(yd3-ii) y en la última se usa la condición de comódulo.
Finalmente (yd2-ii) se cumple ya que:
(µD ⊗M) ◦ (D ⊗ rM ) ◦ ((ϱM ◦ φM )⊗D) ◦ (D ⊗ sM ) ◦ (δD ⊗M)
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= (µD ⊗M) ◦ (µD ⊗ rM ) ◦ (D⊗ rM ⊗D) ◦ (((µD ⊗φM ) ◦ (D⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗ λD ⊗D) ◦ (D ⊗ sM ⊗D) ◦ (δD ⊗ sM ) ◦ (δD ⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗ΠRD) ◦ (D ⊗ sM ) ◦ (δD ⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗D) ◦ (D⊗ sM ) ◦ (µD ⊗ λD ⊗M) ◦ (D⊗ (δD ◦ ηD)⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (µD ⊗ φM ⊗D) ◦ (D ⊗ tD,D ⊗M ⊗D)
◦(µD ⊗ µD ⊗ ϱM ⊗D) ◦ (D ⊗ tD,D ⊗D ⊗ sM ) ◦ (δD ⊗ δD ⊗ λD ⊗M)
◦(D ⊗ (δD ⊗ ηD)⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (µD ⊗ φM ⊗D) ◦ (µD ⊗ tD,D ⊗ φM ⊗D)
◦(D ⊗ tD,D ⊗ tD,D ⊗M ⊗D) ◦ (δD ⊗ δD ⊗ ϱM ⊗ λD) ◦ (D ⊗D ⊗ sM )
◦(D ⊗ (δD ⊗ ηD)⊗M)
= (µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ (δD ⊗ ((µD ⊗M) ◦ (D ⊗ rM )
◦(((µD⊗φM )◦(D⊗tD,D⊗M)◦(δD⊗ϱM ))⊗λD)◦(D⊗sM )◦(δD⊗M)))
◦(D ⊗ ηD ⊗M)
= (µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ (δD ⊗ ϱM ) ◦ (D ⊗ (φM ◦ (ηD ⊗M)))
= (µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ (δD ⊗ ϱM ).
En los cálculos precedentes, las igualdades primera y séptima son conse-
cuencia directa de la condición (yd3-ii), la segunda se sigue de la (co)asocia-
tividad de (δD)µD, (e4) de la Definición 2.1.1 y (1.29). La tercera igualdad
es consecuencia de la Proposición 2.1.15 junto con (1.34) y (1.46), mientras
que la cuarta se sigue de (b4) de la Definición 1.2.9. En la quinta igualdad
se aplica (b3) de la Definición 1.2.9, la condición de D-módulo y la Proposi-
ción 2.1.17; la sexta igualdad se deduce de la asociatividad de µD, (b3-1) de
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la Definición 1.2.9 y la compatibilidad del operador débil con la estructura de
módulo. Finalmente la octava resulta de la condición de módulo. 2
Esta caracterización alternativa permite probar el siguiente resultado so-
bre módulos Yetter-Drinfeld. Nótese que en el caso donde C es una categoría
monoidal simétrica y el (M,D)-OD está definido a partir de la trenza de la
categoría se obtiene como caso particular el Lema 1.10 de [4].
Lema 3.1.7. Sea D un AHTD en C. Si (M,φM , ϱM ) es un objeto en DDYD
entonces cumple las siguientes propiedades:
(i) ϱM ◦ φM ◦ (ΠLD ⊗M) = (µD ⊗D) ◦ (ΠLD ⊗ ϱM ),
(ii) (ΠLD ⊗M) ◦ ϱM ◦ φM = (ΠLD ⊗ φM ) ◦ (δD ⊗M),
(iii) ϱM ◦ φM ◦ (ΠRD ⊗M)
= (µD⊗M)◦(D⊗(λD◦ΠRD)⊗M)◦(D⊗(rM ◦sM ))◦(tD,D⊗M)◦(D⊗ϱM ),
(iv) (ΠRD ⊗M) ◦ ϱM ◦ φM
= (D⊗φM )◦(tD,D⊗M)◦(D⊗(rM ◦sM ))◦(D⊗(ΠRD◦λD)⊗M)◦(δD⊗M).
Prueba:
Se probarán los apartados (i) y (iii), pues los restantes se obtienen emple-
ando el mismo esquema general pero intercambiando entre si los roles de las
propiedades de álgebra y coálgebra por un lado y módulo y comódulo por otro.
El apartado (i) se demuestra como sigue:
ϱM ◦ φM ◦ (ΠLD ⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗ λD) ◦ (D ⊗ sM ) ◦ (δD ⊗M) ◦ (ΠLD ⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (µD ⊗ φM ⊗ λD) ◦ (D ⊗ tD,D ⊗M ⊗D)
◦(µD ⊗D ⊗ ϱM ⊗D) ◦ (D ⊗D ⊗D ⊗ sM ) ◦ (D ⊗D ⊗ δD ⊗M)
◦(ΠLD ⊗ (δD ◦ ηD)⊗M)
90 3 Monoidalidad de la categoría de módulos Yetter-Drinfeld
= (µD ⊗M) ◦ (ΠLD ⊗ (ϱM ◦ φM )) ◦ (D ⊗ ηD ⊗M)
= (µD ⊗M) ◦ (ΠLD ⊗ ϱM ).
En los cálculos precedentes, las igualdades primera y tercera se siguen de la
condición (yd3-ii); la segunda es consecuencia del apartado (i) del Lema 1.2.14.
Finalmente, la cuarta igualdad se sigue de la condición de módulo.
La prueba del apartado (iii) es la siguiente:
ϱM ◦ φM ◦ (ΠRD ⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗ λD) ◦ (D ⊗ sM ) ◦ ((δD ◦ΠRD)⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD⊗ϱM ))⊗λD)◦(D⊗sM )◦(D⊗(µD◦t′D,D)⊗M)◦((δD◦ηD)⊗ΠRD⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗D) ◦ (D ⊗ sM ) ◦ (D ⊗ (µD ◦ ∇D,D)⊗M)
◦(D ⊗ λD ⊗ λD ⊗M) ◦ ((δD ◦ ηD)⊗ΠRD ⊗M)
= (µD ⊗M) ◦ (µD ⊗ rM ) ◦ (D⊗ rM ⊗D) ◦ (((µD ⊗φM ) ◦ (D⊗ tD,D ⊗M)
◦(δD⊗ϱM ))⊗λD⊗D)◦(D⊗sM⊗D)◦((δD◦ηD)⊗sM )◦((λD◦ΠRD)⊗M)
= (µD⊗M)◦ (D⊗rM )◦ ((ϱM ◦φM )⊗M)◦ (ηD⊗sM )◦ ((λD ◦ΠRD)⊗M)
= (µD ⊗M) ◦ (D ⊗ rM ) ◦ (D ⊗ sM ) ◦ (tD,D ⊗M) ◦ ((λD ◦ΠRD)⊗ ϱM )
= (µD⊗M)◦((D⊗(λD◦ΠRD))⊗M)◦(D⊗(rM◦sM ))◦(tD,D⊗M)◦(D⊗ϱM ).
En los cálculos anteriores, las igualdades primera y quinta son consecuencia
de la condición (yd3-ii), mientras que la segunda lo es del apartado (iii) del
Lema 1.2.14. La tercera igualdad se sigue de la Proposición 2.1.17, (1.55) y
(1.2); la cuarta de (e4) de la Definición 2.1.1 y la Proposición 2.1.17. La sexta
igualdad es consecuencia de la compatibilidad del (M,D)-OD con la estructura
de módulo; la última de las Proposiciones 2.1.17 y 2.1.15. 2
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Observación 3.1.8. En las condiciones del Lema 3.1.7, componiendo con
εD ⊗M o con ηD ⊗M resulta:
(i) φM ◦ (ΠLD ⊗M) = ((εD ◦ µD)⊗M) ◦ (ΠLD ⊗ ϱM ),
(ii) (ΠLD ⊗M) ◦ ϱM = (ΠLD ⊗ φM ) ◦ ((δD ◦ ηD)⊗M),
(iii)
φM ◦ (ΠRD ⊗M) = ((εD ◦ µD)⊗M) ◦ (D ⊗ (((λD ◦ΠRD)⊗M)
◦(rM ◦ sM )) ◦ (tD,D ⊗M) ◦ (D ⊗ ϱM ),
(iv)
(ΠRD ⊗M) ◦ ϱM = (D ⊗ φM ) ◦ (tD,D ⊗M) ◦ (D ⊗ (rM ◦ sM
◦((ΠRD ◦ λD)⊗M))) ◦ ((δD ◦ ηD)⊗M).
También a partir del Lema 3.1.7, aplicando la Proposición 2.1.17 y las igual-




D ⊗M) = ((εD ◦ µD)⊗M) ◦ (D ⊗ (rM ◦ sM ))
◦(tD,D ⊗M) ◦ (D ⊗ ϱM ),
(vi) (ΠLD ⊗M) ◦ ϱM = (D ⊗ φM ) ◦ ((δD ◦ ηD)⊗M),
(vii) φM ◦ (Π
R




D ⊗M) ◦ ϱM = (D ⊗ φM ) ◦ (tD,D ⊗M) ◦ (D ⊗ (rM ◦ sM ))
◦((δD ◦ ηD)⊗M).




= (εD ⊗M) ◦ ϱM ◦ φM ◦ (Π
L
D ⊗M)
= (εD ⊗M) ◦ ϱM ◦ φM ◦ ((ΠRD ◦Π
L
D)⊗M)
= ((εD ◦µD)⊗M)◦ (D⊗ (λD ◦ΠRD)⊗M)◦ (D⊗ (rM ◦ sM ))◦ (tD,D⊗M)
◦(D ⊗ ϱM ) ◦ (Π
L
D ⊗M)
= ((εD ◦ µD)⊗M) ◦ (D ⊗ (λD ◦Π
L
D)⊗M) ◦ (D ⊗ (rM ◦ sM ))
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◦(tD,D ⊗M) ◦ (D ⊗ ϱM )
= ((εD◦µD)⊗M)◦(D⊗ΠLD⊗M)◦(D⊗(rM ◦sM ))◦(tD,D⊗M)◦(D⊗ϱM )
= ((εD ◦ µD)⊗M) ◦ (D ⊗ (rM ◦ sM )) ◦ (tD,D ⊗M) ◦ (D ⊗ ϱM ).
En estos cálculos, la primera igualdad se deduce de la condición de comódulo,
la segunda de (1.32), la tercera es consecuencia del apartado (iii) del Lema
3.1.7, la cuarta de la Proposición 2.1.15 y (1.37), en la quinta se aplica (1.34)
y en la sexta (1.49).
Las estructuras de (co)módulo de los objetos de la categoría DDYD ma-
nifiestan un comportamiento especialmente adecuado con respecto a los ∇-
morfismos. En efecto:
Proposición 3.1.9. Sea D un AHTD en C con antípodo inversible y el triple
(M,φM , ϱM ) un objeto en DDYD con (M,D)-OD asociado (rM , r′M , sM , s′M ).
Entonces:
(i) φM = φM ◦ ∇sM si y solo si ϱM = ∇sM ◦ ϱM ,
(ii) φM = φM ◦ ∇r′M si solo si ϱM = ∇r′M ◦ ϱM .
Prueba:
Se demuestra el apartado (i), siendo la prueba de (ii) análoga. En cuanto a la
implicación directa:
(M ⊗ εD) ◦ sM ◦ ϱM
= (M ⊗ εD) ◦ sM ◦ (Π
L
D ⊗M) ◦ ϱM
= (M ⊗ εD) ◦ sM ◦ (D ⊗ φM ) ◦ ((δD ◦ ηD)⊗M)
= (φM ⊗ εD) ◦ (D ⊗ sM ) ◦ (tD,D ⊗M) ◦ ((δD ◦ ηD)⊗M)
= φM ◦ ∇sM ◦ (ηD ⊗M)
= idM ,
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donde la primera igualdad es consecuencia de εD◦Π
R
D = εD y de la Proposición
2.1.15, la segunda de (vi) de la Observación 3.1.8, la tercera de la compatibili-
dad del operador débil y la cuarta se sigue por el Corolario 2.1.18 y la condición
de módulo.
Ahora, aplicando el apartado (iii) de la Observación 2.2.2 resulta la igualdad
ϱM = ∇sM ◦ ϱM .
Para demostrar la implicación en el otro sentido:
φM ◦ s′M ◦ (M ⊗ ηD)
= φM ◦ (ΠLD ⊗M) ◦ s′M ◦ (M ⊗ ηD)
= ((εD ◦ µD)⊗M) ◦ (ΠLD ⊗ ϱM ) ◦ s′M ◦ (M ⊗ ηD)
= ((εD ◦ µD ◦ t′D,D)⊗M) ◦ (D ⊗ s′M ) ◦ (ϱM ⊗ ηD)
= (εD ⊗M) ◦ ∇sM ◦ ϱM
= idM ,
donde la primera igualdad se sigue de ΠLD ◦ ηD = ηD y de la Proposición
2.1.15, la segunda de (i) de la Observación 3.1.8, la tercera es consecuencia de
la compatibilidad del operador débil con la estructura de comódulo, la cuarta
del Corolario 2.1.18 y la quinta de la hipótesis y de la condición de comódulo.
Entonces, usando (i) de la Observación 2.2.2 se tiene que φM = φM ◦∇sM .
2
Proposición 3.1.10. Sea D un AHTD en C con antípodo inversible y sea
(M,φM , ϱM ) un objeto de DDYD. Se cumple que
φM ◦ ∇sM = φM ◦ ∇r′M = φM , ∇sM ◦ ϱM = ∇r′M ◦ ϱM = ϱM . (3.1)
Prueba:
Obsérvese que en primer lugar tenemos que:
φM ◦ ∇sM
= (εD ⊗M) ◦ ϱM ◦ φM ◦ ∇sM
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= ((εD ◦ µD)⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗ λD) ◦ (D ⊗ sM ⊗ εD) ◦ (δD ⊗ sM ) ◦ (δD ⊗M)
= ((εD ◦ µD)⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD⊗ϱM ))⊗λD)◦ (D⊗ ((sM ⊗εD)◦ (D⊗sM )◦ (δD⊗M))◦ (δD⊗M)
= ((εD ◦ µD)⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗λD) ◦ (D⊗M ⊗ ((D⊗ εD) ◦ δD)) ◦ (D⊗ sM ) ◦ (δD ⊗M)
= ((εD ◦ µD)⊗M) ◦ (D ⊗ rM ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗ λD) ◦ (D ⊗ sM ) ◦ (δD ⊗M)
= (εD ⊗M) ◦ ϱM ◦ φM
= φM ,
donde las igualdades primera y quinta y última se siguen de las propiedades
de la counidad, la segunda de (e3) de la Definición 2.1.1 y (yd3-ii), y la tercera
de la coasociatividad de δD. La cuarta igualdad es consecuencia de (e4) de la
Definición 2.1.1 y la sexta de (yd3-ii).
Aplicando ahora la Proposición 3.1.9 se obtiene ϱM = ∇sM ◦ ϱM .
Finalmente, utilizando argumentos similares obtenemos las igualdades res-
tantes. 2
3.2. Estructura monoidal de la categoría DDYD
En esta sección se presenta la estructura monoidal de la categoría DDYD.
Resultará claro a la vista de la definición que al restringirse al caso trenzado
se recupera la estructura monoidal expuesta en [9], y en el caso simétrico
la estructura clásica. Conviene sin embargo comentar que la construcción es
diferente a la hecha en el caso trenzado, ya que las propiedades de naturalidad
no son verdaderas y ciertos morfismos deben ser construidos de modo explícito.
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3.2.1. Sea D una BTD en C. Si (M,φM ) y (N,φN ) son D-módulos por la
izquierda y existe una cuádrupla (rM , r′M , sM , s
′
M ) formando un (M,D)-OD
compatible con la estructura de módulo, se tiene el morfismo:
∇M⊗N = (φM ⊗ φN ) ◦ (D ⊗ sM ⊗N) ◦ ((δD ◦ ηD)⊗M ⊗N). (3.2)
En el caso en que (M,ϱM ) y (N, ϱN ) sean D-comódulos por la izquierda y
exista una cuádrupla (rM , r′M , sM , s
′
M ) formando un (M,D)-OD compatible
con la estructura de comódulo, el morfismo que se tiene es:
∆M⊗N = ((εD ◦ µD)⊗M ⊗N) ◦ (D ⊗ rM ⊗N) ◦ (ϱM ⊗ ϱN ). (3.3)
En estas condiciones los morfismos (3.2) y (3.3) son idempotentes. En efec-
to, usando la compatibilidad del operador débil con la estructura de D- mó-
dulo, la propiedad de D-módulo de (M,φM ) y (N,φN ), junto con (e4) de la
Definición 2.1.1 y (b4) de la Definición 1.2.9 resulta:
∇M⊗N ◦ ∇M⊗N
= (φM ⊗ φN ) ◦ (D ⊗ φM ⊗D ⊗ φN ) ◦ (D ⊗D ⊗ sM ⊗D ⊗N)
◦(D ⊗ tD,D ⊗ sM ⊗N) ◦ ((δD ◦ ηD)⊗ (δD ◦ ηD)⊗M ⊗N)
= (φM ⊗ φN ) ◦ (D ⊗ sM ⊗N) ◦ (((µD ⊗ µD) ◦ (D ⊗ tD,D ⊗D)
◦((δD ◦ ηD)⊗ (δD ◦ ηD)))⊗M ⊗N)
= ∇M⊗N .
La prueba para ∆M⊗N es similar.
Observación 3.2.2. Si f : M → M ′ y g : N → N ′ son dos morfismos de
módulos Yetter-Drinfeld, entonces las condiciones expuestas en la Definición
3.1.3 implican:
(i) ∇M ′⊗N ◦ (f ⊗N) = (f ⊗N) ◦ ∇M⊗N ,
(ii) ∇M⊗N ′ ◦ (M ⊗ g) = (M ⊗ g) ◦ ∇M⊗N .
Los siguientes dos lemas nos permitirán probar con posterioridad que los
morfismos ∇M⊗N y ∆M⊗N coinciden.
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Lema 3.2.3. Sea D un AHTD en C con antípodo inversible. Si (M,φM , ϱM )
es un D-(co)módulo por la izquierda y (rM , r′M , sM , s
′
M ) un (M,D)-OD com-
patible con las estructuras de (co)módulo, entonces




= (εD ⊗∇s′M ) ◦ (rM ⊗D) ◦ (M ⊗ δD)
= (εD ⊗∇s′M ) ◦ (rM ⊗D) ◦ (M ⊗ (tD,D ◦ t
′
D,D ◦ δD))
= (εD⊗M ⊗D)◦ (rM ⊗D)◦ (M ⊗ tD,D)◦ (∇s′M ⊗D)◦ (M ⊗ (t
′
D,D ◦ δD))
= (εD ⊗M ⊗D) ◦ (εD ⊗ rM ⊗D) ◦ (s′M ⊗ tD,D) ◦ (M ⊗ δD ⊗D)
◦(M ⊗ (t′D,D ◦ δD))
= (εD ⊗M ⊗D) ◦ (εD ⊗ rM ⊗D) ◦ (s′M ⊗∇D,D) ◦ (M ⊗ t′D,D ⊗D)
◦(M ⊗ ((D ⊗ δD) ◦ δD))
= (εD ⊗M ⊗D)◦ (εD ⊗ rM ⊗D) ◦ (s′M ⊗D⊗D) ◦ (M ⊗ (t′D,D ◦ δD)⊗D)
◦(M ⊗ δD)
= (εD ⊗M ⊗D) ◦ (rM ⊗D) ◦ (M ⊗ δD) ◦ ∇s′M
= ∇rM ◦ ∇s′M ,
donde las igualdades primera, cuarta y última se siguen por (e3) de la Definición
2.1.1, la segunda por (1.2) y (b2-1) de la Definición 1.2.9, la tercera por la
Proposición 2.1.8. La quinta igualdad es consecuencia de (b3-3) de la Definición
1.2.9 para t′D,D y (1.2), la sexta de (a2-2) de la Definición 1.2.4 para t
′
D,D y (b2-
1) de la Definición 1.2.9. La séptima resulta del Corolario 2.1.18 y la fórmula
(2.22). 2
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Lema 3.2.4. Sea D un AHTD en C con antípodo inversible; (M,φM , ϱM ) un
D-(co)módulo por la izquierda y (rM , s′M , sM , s
′
M ) un (M,D)-OD compatible
con las estructuras de (co)módulo. Si además (M,φM , ϱM ) ∈ DDYD entonces
(M ⊗ (εD ◦ µD)) ◦ ((∇s′M ◦ r
′
M ◦ ϱM )⊗D)
= (M ⊗ (εD ◦ µD)) ◦ ((r′M ◦ ϱM )⊗D).
(3.5)
Prueba:
La demostración de la igualdad es la siguiente:
(M ⊗ (εD ◦ µD)) ◦ ((∇s′M ◦ r
′
M ◦ ϱM )⊗D)
= (M ⊗ (εD ◦ µD ◦ (Π
R
D ⊗D))) ◦ ((∇s′M ◦ r
′
M ◦ ϱM )⊗D)




D ⊗M) ◦ ϱM )⊗D)
= (M ⊗ (εD ◦µD)) ◦ ((∇s′M ◦∇rM )⊗D) ◦ (φM ⊗D⊗D) ◦ (D⊗ sM ⊗D)
◦((δD ◦ ηD)⊗M ⊗D)
= (M ⊗ (εD ◦ µD)) ◦ (((∇rM ◦ ∇s′M ) ◦ (φM ⊗D) ◦ (D ⊗ sM )
◦((tD,D ◦ t′D,D ◦ δD ◦ ηD)⊗M))⊗D)
= (M ⊗ (εD ◦ µD)) ◦ (∇rM ⊗D) ◦ (sM ⊗D) ◦ (D ⊗ φM ⊗D)
◦((t′D,D ◦ δD ◦ ηD)⊗M ⊗D)
= (M ⊗ (εD ◦ µD)) ◦ ((∇rM ◦ (φM ⊗D) ◦ (D ⊗ sM )
◦((tD,D ◦ t′D,D ◦ δD ◦ ηD)⊗M))⊗D)
= (M⊗ (εD ◦µD))◦ ((∇rM ◦ (φM ⊗D)◦ (D⊗sM )◦ ((δD ◦ηD)⊗M))⊗D)
= (M ⊗ (εD ◦ µD)) ◦ (r′M ⊗D) ◦ (((Π
R
D ⊗M) ◦ ϱM )⊗D)
= (M ⊗ (εD ◦ µD)) ◦ ((r′M ◦ ϱM )⊗D).
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En los cálculos anteriores, la primera igualdad se sigue de (1.32) y (1.50), la se-
gunda de las Proposiciones 2.1.13 y 2.1.15. Las igualdades tercera y octava son
consecuencia de (viii) de la Observación 3.1.8, la cuarta del Lema 3.2.3, (1.2)
y (b2-1) de la Definición 1.2.9 y la quinta de la compatibilidad del operador
débil con la estructura de módulo de M junto con (2.27). La sexta igualdad se
sigue de nuevo por compatibilidad y la séptima por (1.2) y (b2-1). Finalmente
la novena se sigue de la Proposición 2.1.15 junto con (1.32) y (1.50). 2
Proposición 3.2.5. Sea D un AHTD con antípodo inversible en C. Si los
triples (M,φM , ϱM ) y (N,φN , ϱN ) son objetos en DDYD entonces
∇M⊗N = ∆M⊗N . (3.6)
Prueba:
La prueba es consecuencia de las siguientes igualdades:
∇M⊗N
= (φM ⊗ φN ) ◦ (s′M ⊗D ⊗N) ◦ (M ⊗ (δD ◦ ηD)⊗N)
= ((φM ◦ s′M )⊗N) ◦ (M ⊗ ((Π
L
D ⊗N) ◦ ϱN ))
= ((φM ◦ (Π
L
D ⊗M) ◦ s′M )⊗N) ◦ (M ⊗ ϱN )
= ((((εD ◦ µD)⊗M) ◦ (D ⊗ (rM ◦ sM )) ◦ (tD,D ⊗M) ◦ (D ⊗ ϱM ))⊗N)
◦(s′M ⊗N) ◦ (M ⊗ ϱN )
= (((M ⊗ (εD ◦ µD)) ◦ (r′M ⊗D) ◦ (D ⊗ sM ) ◦ ((tD,D ◦ t′D,D)⊗M)
◦(D ⊗ s′M ))⊗N) ◦ (ϱM ⊗ ϱN )
= (((M ⊗ (εD ◦ µD ◦ tD,D)) ◦ (sM ⊗D) ◦ (D ⊗ r′M ) ◦ (t′D,D ⊗M)
◦(D ⊗ s′M ))⊗N) ◦ (ϱM ⊗ ϱN )
= (((M ⊗ (εD ◦ µD ◦ tD,D)) ◦ ((sM ◦ s′M )⊗D) ◦ (M ⊗ t′D,D)
◦(r′M ⊗D))⊗N) ◦ (ϱM ⊗ ϱN )




= (M ⊗ εD ⊗N) ◦ ((∇s′M ◦ (M ⊗ µD)) ◦ (r
′
M ⊗D))⊗N) ◦ (ϱM ⊗ ϱN )
= (M ⊗ (εD ◦ µD)⊗N) ◦ ((∇s′M ◦ r
′
M ◦ ϱM )⊗ ϱN )
= (M ⊗ (εD ◦ µD)⊗N) ◦ (r′M ⊗D ⊗N) ◦ (ϱM ⊗ ϱN )
= ∆M⊗N ,
donde las igualdades primera y duodécima se siguen de las respectivas defini-
ciones de ∇M⊗N y ∆M⊗N junto con la Proposición 2.1.12, la segunda resulta
de (vi) de la Observación 3.1.8, la tercera de las Proposiciones 2.1.13 y 2.1.15,
y la cuarta de (v) de la Proposición 3.1.8. La quinta igualdad es consecuencia
de la compatibilidad del (M,D)-OD con la estructura de comódulo de M , la
sexta de (e2-2) de la Definición 2.1.1 y la séptima de la Proposición 2.1.10.
La novena igualdad es consecuencia de (b1-1) de la Definición 1.2.9 y (1.2),
la décima de (2.19) y la undécima del Lema 3.2.4.
En la octava igualdad se aplica la identidad
(M ⊗ (µD ◦ tD,D)) ◦ (∇s′M ⊗D) = ∇s′M ◦ (M ⊗ (µD ◦ tD,D))), (3.7)
cuya demostración es:
(M ⊗ (µD ◦ tD,D)) ◦ (∇s′M ⊗D)
= (M ⊗ (µD ◦ tD,D))◦ (((M ⊗ (µD ◦ tD,D))◦ ((sM ◦ (ηD⊗M))⊗D))⊗D)
= (M ⊗ (µD ◦ ((µD ◦ tD,D)⊗D) ◦ (D ⊗ tD,D) ◦ (tD,D ⊗D)))
◦((sM ◦ (ηD ⊗M))⊗D ⊗D)
= (M ⊗ (µD ◦ tD,D)) ◦ ((sM ◦ (ηD ⊗M))⊗ (µD ◦ tD,D))
= ∇s′M ◦ (M ⊗ (µD ◦ tD,D))),
siendo las igualdades primera y última consecuencia del Corolario 2.1.18, la
segunda de (b3-2) de la Definición 1.2.9 y la asociatividad de µD y la cuarta
de (a1) de la Definición 1.2.4 y (b3-1) de la Definición 1.2.9. 2
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3.2.6. En el Capítulo 1 fue establecido como hipótesis general que la categoría
monoidal C de partida admite idempotentes escindidos.
En esta situación se denotará por M × N a la imagen del idempotente
∇M⊗N y por
pM⊗N :M ⊗N →M ×N, iM⊗N :M ×N →M ⊗N,
los morfismos tales que iM⊗N ◦ pM⊗N = ∇M⊗N y pM⊗N ◦ iM⊗N = idM×N .
De hecho el objeto M ×N será tomado como el producto de M y N en la
categoría DDYD. Nótese que en virtud de la Proposición 3.2.5, si se definiera el
producto en DDYD mediante las estructuras de comódulo se obtendría el mismo
objeto pues ∇M⊗N = ∆M⊗N .
Con el objetivo de dotar a DDYD con una estructura monoidal, el objeto
M ×N debe equiparse con un operador débil. Para ello demostraremos unos
lemas previos.
Lema 3.2.7. Sea D una AHTD en C con antípodo inversible y (M,φM , ϱM ),
(N,φN , ϱN ) objetos de DDYD. Se cumple que:
(i) (D⊗∇M⊗N )◦(rM⊗N)◦(M⊗rN ) = (rM⊗N)◦(M⊗rN )◦(∇M⊗N⊗D),
(ii) (∇M⊗N⊗D)◦(M⊗sN )◦(sM⊗N) = (M⊗sN )◦(sM⊗N)◦(D⊗∇M⊗N ),
(iii) (∇M⊗N⊗D)◦(M⊗r′N )◦(r′M⊗N) = (M⊗r′N )◦(r′M⊗N)◦(D⊗∇M⊗N ),
(iv) (D⊗∇M⊗N )◦(s′M⊗N)◦(M⊗s′N ) = (s′M⊗N)◦(M⊗s′N )◦(∇M⊗N⊗D).
Prueba:
La prueba de (i) es la siguiente:
(D ⊗∇M⊗N ) ◦ (rM ⊗N) ◦ (M ⊗ rN )
= (D⊗ (((εD ◦ µD)⊗M ⊗N) ◦ (D⊗ rM ⊗N) ◦ (ϱM ⊗ ϱN ))) ◦ (rM ⊗N)
◦(M ⊗ rN )
= (((D⊗(εD◦µD)⊗M)◦(tD,D⊗rM )◦(D⊗rM⊗D)◦(D⊗M⊗tD,D))⊗N)
◦(D ⊗M ⊗D ⊗ rN ) ◦ (ϱM ⊗ ϱN ⊗D)
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= (((D ⊗ (εD ◦ µD)⊗M) ◦ (tD,D ⊗D ⊗M) ◦ (D ⊗ tD,D ⊗M)
◦(D ⊗D ⊗ rM ))⊗N) ◦ (D ⊗ rM ⊗ rN ) ◦ (ϱM ⊗ ϱN ⊗D)
= (((D ⊗ εD ⊗M) ◦ (tD,D ⊗M) ◦ (µD ⊗ rM ))⊗N) ◦ (D ⊗ rM ⊗ rN )
◦(ϱM ⊗ ϱN ⊗D)
= ((((εD ◦ µD)⊗D ⊗M) ◦ (D ⊗∇D,D ⊗M) ◦ (D ⊗D ⊗ rM ))⊗N)
◦(D ⊗ rM ⊗ rN ) ◦ (ϱM ⊗ ϱN ⊗D)
= ((εD◦µD)⊗rM⊗N)◦(D⊗rM⊗D⊗N)◦(ϱM⊗∇D,D⊗N)◦(M⊗D⊗rN )
◦(M ⊗ ϱN ⊗D)
= (rM ⊗N) ◦ (M ⊗ rN ) ◦ (∇M⊗N ⊗D).
En estos cálculos, la primera igualdad se sigue de ∇M⊗N = ∆M⊗N , la segunda
es consecuencia de la compatibilidad de los operadores débiles con las estruc-
turas de comódulo y la tercera de (e1-1) de la Definición 2.1.1. La cuarta
igualdad se sigue de (b3-1) de la Definición 1.2.9, la quinta de (1.19) y (b1-2)
de la Definición 1.2.9; la sexta de (2.1). Finalmente, la séptima igualdad se
obtiene gracias a que ∇M⊗N = ∆M⊗N y a la igualdad
(∇D,D ⊗N) ◦ (D ⊗ rN ) ◦ (ϱN ⊗D) = (D ⊗ rN ) ◦ (ϱN ⊗D), (3.8)
que a su vez puede deducirse como sigue:
(∇D,D ⊗N) ◦ (D ⊗ rN ) ◦ (ϱN ⊗D)
= (∇D,D ⊗N) ◦ (D ⊗ rN ) ◦ (((µD ⊗ φN ) ◦ (D ⊗ tD,D ⊗N)
◦((δD ◦ ηD)⊗ ϱN ))⊗D)
= (∇D,D⊗φN )◦(µD⊗ tD,D⊗N)◦(D⊗ tD,D⊗rN )◦((δD ◦ηD)⊗ϱN ⊗D)
= (µD⊗D⊗φN )◦(D⊗∇D,D⊗D⊗N)◦(D⊗D⊗tD⊗D⊗N)◦(D⊗tD,D⊗rN )
◦((δD ◦ ηD)⊗ ϱN ⊗D)
= (µD ⊗D ⊗ φN ) ◦ (D ⊗D ⊗ tD,D ⊗N) ◦ (D ⊗ (∇D,D ◦ tD,D)⊗ rN )
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◦((δD ◦ ηD)⊗ ϱN ⊗D)
= (D ⊗ rN ) ◦ (ϱN ⊗D),
donde la primera igualdad se deduce de (yd1-ii), la segunda de la compatibili-
dad del operador débil con la estructura de módulo y (b1-2) de la Definición
1.2.9, la tercera por (a2) de la Definición 1.2.4 y la cuarta de nuevo por com-
patibilidad y (yd1-ii).
Mediante el mismo procedimiento se obtiene (iv); en la demostración se
siguen los mismos pasos, tan solo cambia el hecho de usar (e2-4) en vez de
(e1-1) de la Definición 2.1.1 en la tercera igualdad; (2.3) intercambiando los
papeles de s′M y rM en vez de (2.1) en la sexta igualdad, y la fórmula
(∇D,D ⊗N) ◦ (D ⊗ s′N ) ◦ (ϱN ⊗D) = (D ⊗ s′N ) ◦ (ϱN ⊗D)
en vez de (3.8) en la séptima.
Las pruebas de los apartados (ii) y (iii) se deducen análogamente aplicando
(i) del Lema 3.2.7. 2
3.2.8. Dados (M,φM , ϱM ) y (N,φN , ϱN ) objetos en DDYD se denotará por
φM⊗N el morfismo φM⊗N : D ⊗M ⊗N →M ⊗N definido por
φM⊗N = (φM ⊗ φN ) ◦ (D ⊗ sM ⊗N) ◦ (δD ⊗M ⊗N), (3.9)
y por ϱM⊗N el morfismo ϱM⊗N :M ⊗N → D ⊗M ⊗N definido por
ϱM⊗N = (µD ⊗M ⊗N) ◦ (D ⊗ rM ⊗N) ◦ (ϱM ⊗ ϱN ). (3.10)
Nótese que si D es una BTD tenemos que ∇M⊗N = φM⊗N ◦ (ηD ⊗M ⊗N) y
∆M⊗N = (εD ⊗M ⊗N) ◦ ϱM⊗N .
Lema 3.2.9. Sea D una BTD en C. Si (M,φM , ϱM ), (N,φN , ϱN ) y (P,φP , ϱP )
son objetos en DDYD entonces:
(i) φM⊗N ◦ (D ⊗∇M⊗N ) = φM⊗N = ∇M⊗N ◦ φM⊗N ,
(ii) ϱM⊗N ◦∆M⊗N = ϱM⊗N = (D ⊗∆M⊗N ) ◦ ϱM⊗N .
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Prueba:
Consecuencia evidente de las definiciones de φM⊗N y ϱM⊗N . 2
Proposición 3.2.10. Sea D una BTD en C y (M,φM , ϱM ) y (N,φN , ϱN ) dos
objetos en DDYD. Entonces (M × N,φM×N ) es un D-módulo por la izquierda
y (M ×N, ϱM×N ) un D-comódulo por la izquierda, donde:
φM×N = pM⊗N ◦ φM⊗N ◦ (D ⊗ iM⊗N ), (3.11)
ϱM×N = (D ⊗ pM⊗N ) ◦ ϱM⊗N ◦ iM⊗N . (3.12)
Prueba:
El par (M × N,φM×N ) es un módulo por la izquierda ya que la primera
condición se sigue por la definición de φM×N y las propiedades de la escisión:
φM×N ◦ (ηD ⊗M ×N) = pM×N ◦ ∇M⊗N ◦ (iM×N ) = idM×N .
La segunda condición también se cumple:
φM×N ◦ (µD ⊗ (M ×N))
= pM⊗N ◦ (φM ⊗ φN ) ◦ (D ⊗ sM ⊗N) ◦ ((δD ◦ µD)⊗ iM⊗N )
= pM⊗N ◦ (φM ⊗ φN ) ◦ (D ⊗ sM ⊗N) ◦ (((µD ⊗ µD) ◦ (D ⊗ tD,D ⊗D)
◦(δD ⊗ δD)))⊗ iM⊗N )
= pM⊗N ◦ (φM ⊗ φN ) ◦ (D ⊗ ((φM ⊗ µD ⊗N) ◦ (D ⊗ sM ⊗D)
◦(tD,D ⊗ sM ))) ◦ (δD ⊗ δD ⊗ iM⊗N )
= pM⊗N ◦ (φM ⊗φN ) ◦ (D⊗ sM ⊗N) ◦ (δD ⊗φM⊗N ) ◦ (D⊗D⊗ iM⊗N )
= pM⊗N ◦ φM⊗N ◦ (D ⊗ (∇M⊗N ◦ φM⊗N ◦ (D ⊗ iM⊗N )))
= φM×N ◦ (D ⊗ φM×N ),
donde la primera y la última igualdad se siguen de la definición de φM×N , la
segunda es consecuencia de (b4) de la Definición 1.2.9, la tercera de (e4-5) de la
Definición 2.1.1 y del carácter de D-módulo por la izquierda de M. La cuarta
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igualdad se deduce de la compatibilidad del (M,D)-OD con la estructura de
módulo y la condición de módulo de N , la quinta de (i) del Lema 3.2.9.
La prueba para la estructura de D-comódulo por la izquierda es análoga.2
Proposición 3.2.11. Sea D un AHTD en C con antípodo inversible. Dados
(M,φM , ϱM ) y (N,φN , ϱN ) en DDYD, la cuádrupla (rM×N , r′M×N , sM×N , s′M×N )
donde:
rM×N = (D ⊗ pM⊗N ) ◦ (rM ⊗N) ◦ (M ⊗ rN ) ◦ (iM⊗N ⊗D),
r′M×N = (pM⊗N ⊗D) ◦ (M ⊗ r′N ) ◦ (r′M ⊗N) ◦ (D ⊗ iM⊗N ),
sM×N = (pM⊗N ⊗D) ◦ (M ⊗ sN ) ◦ (sM ⊗N) ◦ (D ⊗ iM⊗N ),
s′M×N = (D ⊗ pM⊗N ) ◦ (s′M ⊗N) ◦ (M ⊗ s′N ) ◦ (iM⊗N ⊗D),
es un (M × N,D)-OD compatible con las estructuras de módulo-comódulo de
(M ×N,φM×N , ϱM×N ) definidas en la Proposición 3.2.10.
Prueba:
Para probar el resultado debe ser comprobado que se cumplen las condiciones
establecidas en las Definiciones 2.1.1, 2.2.3 y 2.2.4. La demostración de (e1),
(e2) y (e4) de la Definición 2.1.1 se realiza aplicando la propiedad correspon-
diente para rM y rN , el Lema 3.2.7 y la igualdad ∇M⊗N = iM⊗N ◦ pM⊗N .
Puesto que el procedimiento es el mismo en todos los casos explicitamos sola-
mente (e1-1) de la Definición 2.1.1 para ilustrar las demostraciones.
(D ⊗ rM×N ) ◦ (rM×N ⊗D) ◦ (M ×N ⊗ tD,D)
= (D⊗D⊗pM⊗N )◦(D⊗rM⊗N)◦(D⊗M⊗rN )◦(((D⊗∇M⊗N )◦(rM⊗N)
◦(M ⊗ rN ))⊗D) ◦ (iM⊗N ⊗ tD,D)
= (D ⊗D ⊗ pM⊗N ) ◦ (D ⊗ rM ⊗N) ◦ (rM ⊗ rN ) ◦ (M ⊗ rN ⊗D)
◦(iM⊗N ⊗ tD,D)
= (tD,D⊗pM⊗N )◦(D⊗rM⊗N)◦(rM⊗rN )◦(M⊗rN⊗D)◦(iM⊗N⊗D⊗D)
= (tD,D⊗pM⊗N )◦(D⊗rM⊗N)◦(D⊗M⊗rN )◦(((D⊗∇M⊗N )◦(rM⊗N)
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◦(M ⊗ rN ) ◦ (iM⊗N ⊗D))⊗D)
= (tD,D ⊗M ×N) ◦ (D ⊗ rM×N ) ◦ (rM×N ⊗D).
En los cálculos precedentes, la primera y la última igualdad se tienen gracias a
la definición de rM×N , la segunda y la cuarta son consecuencia del Lema 3.2.7;
la tercera resulta aplicando (e1-1) de la Definición 2.1.1 para rN y rM .
La condición (e5) de la Definición 2.1.2 se sigue directamente sin más que
aplicar la Proposición 2.1.17 para M y N.
En lo que respecta a (e3) de la Definición 2.1.1, de nuevo explicitamos la
prueba de (e3-1) puesto que la de (e3-2) es totalmente análoga.
∇rM×N
= r′M×N ◦ rM×N
= (pM⊗N⊗D)◦(M⊗r′N )◦(r′M⊗N)◦(D⊗∇M⊗N )◦(rM⊗N)◦(M⊗rN )
◦(iM⊗N ⊗D)
= (pM⊗N ⊗D) ◦ (M ⊗ r′N ) ◦ (∇rM ⊗N) ◦ (M ⊗ rN ) ◦ (iM⊗N ⊗D)
= (εD⊗pM⊗N ⊗D)◦ (rM ⊗r′N )◦ (M ⊗δD⊗N)◦ (M ⊗rN )◦ (iM⊗N ⊗D)
= (εD ⊗ pM⊗N ⊗D) ◦ (rM ⊗∇rN ) ◦ (M ⊗ rN ⊗D) ◦ (iM⊗N ⊗ δD)
= (((εD ⊗ pM⊗N ) ◦ (rM ⊗ εD ⊗N) ◦ (M ⊗D ⊗ rN ))⊗D)
◦(M ⊗ rN ⊗ δD) ◦ (iM⊗N ⊗ δD)
= (((εD ⊗ pM⊗N ) ◦ (rM ⊗ εD ⊗N) ◦ (M ⊗ δD ⊗N) ◦ (M ⊗ rN ))⊗D)
◦(iM⊗N ⊗ δD)
= (((εD ⊗M ×N) ◦ rM×N )⊗D) ◦ (M ×N ⊗ δD).
En estos últimos cálculos la primera igualdad se sigue por la definición de
∇rM×N , la segunda por la propiedad de la escisión ∇M⊗N = iM⊗N ◦ pM⊗N
y las definiciones de rM×N y r′M×N . La tercera igualdad es cierta en virtud
del Lema 3.2.7, la cuarta por la condición (e3-1) de la Definición 2.1.1 para
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∇rM . La quinta se sigue de (e4-3) de la Definición 2.1.1, la sexta por (e3-1) de
la Definición 2.1.1 para ∇rN . Finalmente, la séptima igualdad es consecuencia
de la coasociatividad de δD y (e4-3), la octava se sigue por la propiedad de la
counidad εD y la definición de rM×N .
Para terminar con esta condición, razonando de modo similar pero inter-
cambiando los roles de las propiedades de álgebra y de módulo por las de
coálgebra y comódulo respectivamente se concluye que
∇rM×N = (M ×N ⊗ µD) ◦ (r
′
M×N ⊗D) ◦ (ηD ⊗M ×N ⊗D).
La compatibilidad del operador débil con la estructura de módulo se obtiene
ya que:
rM×N ◦ (φM×N ⊗D)
= (D⊗pM⊗N )◦(rM⊗N)◦(M⊗rN )◦((∇M⊗N ◦φM⊗N ◦(D⊗iM⊗N ))⊗D)
= (D ⊗ pM⊗N ) ◦ (rM ⊗N) ◦ (M ⊗ rN ) ◦ (((φM ⊗ φN ) ◦ (D ⊗ sM ⊗N)
◦(δD ⊗ iM⊗N ))⊗D)
= (D ⊗ pM⊗N ) ◦ (D ⊗ φM ⊗N) ◦ (tD,D ⊗M ⊗N) ◦ (D ⊗ ((rM ⊗ φN )
◦(M ⊗ tD,D ⊗N) ◦ (sM ⊗ rN ))) ◦ (δD ⊗ iM⊗N ⊗D)
= (D⊗ (pM⊗N ◦ (φM ⊗ φN ))) ◦ (tD,D ⊗ sM ⊗N) ◦ (D⊗ tD,D ⊗M ⊗N)
◦(δD ⊗ ((rM ⊗N) ◦ (M ⊗ rN ) ◦ (iM⊗N ⊗D)))
= (D ⊗ pM⊗N ) ◦ (D ⊗ (φM⊗N ◦ ∇M⊗N )) ◦ (tD,D ⊗M ⊗N)
◦(D ⊗ ((rM ⊗N) ◦ (M ⊗ rN ) ◦ (iM⊗N ⊗D)))
= (D ⊗ φM×N ) ◦ (tD,D ⊗M ×N) ◦ (D ⊗ rM×N ).
En los cálculos precedentes las igualdades primera y última se siguen por la
definición de φM×N y rM×N , la segunda por (i) del Lema 3.2.9 y la definición
de φM⊗N , la tercera por la compatibilidad de los operadores débiles asociados
a M y N con las correspondientes estructuras de módulo. La cuarta igualdad
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es consecuencia de (i) de la Proposición 2.1.10, la quinta es cierta por (b3-4)
de la Definición 1.2.9 y (i) del Lema 3.2.9.
Las demostraciones para r′M×N , sM×N y s
′
M×N , son análogas, mientras que
la compatibilidad con la estructura de comódulo usa argumentos similares. 2
Proposición 3.2.12. Sea D un AHTD en C con antípodo inversible. Si los
triples (M,φM , ϱM ) y (N,φN , ϱN ) son ambos objetos en DDYD, entonces el
triple (M ×N,φM×N , ϱM×N ) es un objeto en DDYD.
Prueba:
En la Proposición 3.2.10 se demostró que (M × N,φM×N ) es un D-módulo
por la izquierda y (M ×N, ϱM×N ) un D-comódulo por la izquierda, mientras
que en la Proposición 3.2.11 se definió un (M ×N,D)-OD compatible con la
estructuras anteriores. Solo resta demostrar que se satisfacen las condiciones
(yd1-ii) e (yd2-ii).
Para probar la condición (yd1-ii) se comienza demostrando la igualdad:
pM⊗N ◦(φM⊗N)◦(ΠLD⊗iM⊗N ) = ((εD◦µD)⊗M×N)◦(ΠLD⊗ϱM×N ), (3.13)
que es cierta pues:
((εD ◦ µD)⊗M ×N) ◦ (ΠLD ⊗ ϱM×N )
= ((εD ◦ µD)⊗ pM⊗N ) ◦ (D ⊗ µD ⊗M ⊗N) ◦ (D ⊗D ⊗ rM ⊗N)
◦(ΠLD ⊗ ((ϱM ⊗ ϱN ) ◦ iM⊗N ))
= ((εD ◦ µD)⊗ (εD ◦ µD)⊗ pM⊗N ) ◦ (D ⊗ δD ⊗ rM ⊗N)
◦(ΠLD ⊗ ((ϱM ⊗ ϱN ) ◦ iM⊗N ))
= ((εD ◦ µD)⊗ (εD ◦ µD)⊗ pM⊗N ) ◦ (D ⊗D ⊗D ⊗ rM ⊗N)
◦(D ⊗D ⊗ ϱM ⊗D ⊗N) ◦ (ΠLD ⊗ ((ϱM ⊗ ϱN ) ◦ iM⊗N ))
= pM⊗N ◦ ∇M⊗N ◦ (φM ⊗N) ◦ (ΠLD ⊗ iM⊗N )
= pM⊗N ◦ (φM ⊗N) ◦ (ΠLD ⊗ iM⊗N ),
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donde las igualdades primera y última se siguen de las definiciones de ϱM×N
y ∇M⊗N , la segunda por (b5) de la Definición 1.2.9, la tercera de la condición
de comódulo de M . La cuarta es consecuencia de (3.6) y (i) de la Observación
3.1.8.
Por lo tanto:
φM×N ◦ (ΠLD ⊗M ×N) = ((εD ◦ µD)⊗M ×N) ◦ (ΠLD ⊗ ϱM×N ). (3.14)
En efecto, por (i) de la Observación 3.1.8:
φM×N ◦ (ΠLD ⊗M ×N)
= pM⊗N ◦ (φM ⊗ φN ) ◦ (µD ⊗ sM ⊗N) ◦ (ΠLD ⊗ (δD ◦ ηD)⊗ iM⊗N )
= pM⊗N ◦ (φM ⊗N) ◦ (D ⊗ φM⊗N ) ◦ (ΠLD ⊗ ηD ⊗ iM⊗N )
= pM⊗N ◦ (φM ⊗N) ◦ (D ⊗ (∇M⊗N ◦ φM⊗N )) ◦ (ΠLD ⊗ ηD ⊗ iM⊗N )
= pM⊗N ◦ (φM ⊗N) ◦ (ΠLD ⊗ iM⊗N )
= ((εD ◦ µD)⊗M ×N) ◦ (ΠLD ⊗ ϱM×N ).
Ahora, utilizando (3.14):
φM×N ◦ (ΠLD ⊗M ×N) ◦ ϱM×N
= ((εD ◦ µD)⊗M ×N) ◦ (ΠLD ⊗ ϱM×N ) ◦ (ϱM×N )
= (εD ⊗M ×N) ◦ ((ΠLD ∧D)⊗M ×N) ◦ ϱM×N
= (εD ⊗M ×N) ◦ ϱM×N .
= idM×N ,
y como consecuencia se obtiene la condición (yd1-ii) ya que
(µD ⊗ φM×N ) ◦ (D ⊗ tD,D ⊗M ×N) ◦ ((δD ◦ ηD)⊗ ϱM×N )
= (D ⊗ φM×N ) ◦ (D ⊗ΠLD ⊗M ×N) ◦ (δD ⊗M ×N) ◦ ϱM×N
= (D ⊗ (φM×N ◦ (ΠLD ⊗M ×N) ◦ ϱM×N )) ◦ ϱM×N
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= ϱM×N .
La prueba de la condición (yd2-ii) es la siguiente:
(µD ⊗M ×N) ◦ (D ⊗ rM×N ) ◦ ((ϱM×N ◦ φM×N )⊗D) ◦ (D ⊗ sM×N )
◦(δD ⊗M ×N)
= (µD⊗pM⊗N )◦(D⊗rM ⊗N)◦(D⊗M⊗rN )◦(((µD⊗(iM⊗N ◦pM⊗N ))
◦(D⊗rM ⊗N)◦ (ϱM ⊗ϱN )◦ iM⊗N ◦pM⊗N ◦ (φM ⊗φN )◦ (D⊗sM ⊗N)
◦(δD ⊗ iM⊗N ))⊗D) ◦ (D ⊗ ((pM⊗N ⊗D) ◦ (M ⊗ sN ) ◦ (sM ⊗N)))
◦(δD ⊗ iM⊗N )
= (µD ⊗ pM⊗N ) ◦ (D ⊗ rM ⊗N) ◦ ((ϱM ◦ φM )⊗ ((µD ⊗N) ◦ (D ⊗ rN )
◦((ϱN ◦φN )⊗D)◦ (D⊗sN )◦ (δD⊗N)))◦ (D⊗sM ⊗N)◦ (δD⊗ iM⊗N )
= (µD ⊗ pM⊗N ) ◦ (D ⊗ rM ⊗N) ◦ ((ϱM ◦ φM )⊗ ((µD ⊗ φM )
◦(D ⊗ tD,D ⊗N) ◦ (δD ⊗ ϱN ))) ◦ (D ⊗ sM ⊗N) ◦ (δD ⊗ iM⊗N )
= (µD ⊗ pM⊗N ) ◦ (D ⊗ rM ⊗ φN ) ◦ (((µD ⊗M) ◦ (D ⊗ rM )
◦((ϱM ◦ φM )⊗D) ◦ (D ⊗ sM ) ◦ (δD ⊗M))⊗ tD,D ⊗N)
◦(D ⊗ sM ⊗ ϱN ) ◦ (δD ⊗ iM⊗N )
= (µD ⊗ pM⊗N ) ◦ (D ⊗ rM ⊗ φN ) ◦ (((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM ))⊗ tD,D ⊗N) ◦ (D ⊗ sM ⊗ ϱN ) ◦ (δD ⊗ iM⊗N )
= (µD⊗pM⊗N )◦(D⊗((D⊗φM ⊗N)◦(tD,D⊗M⊗N)◦(D⊗rM ⊗φN )))
◦(µD ⊗D ⊗M ⊗ tD,D ⊗N) ◦ (D ⊗ ((tD,D ⊗ sM ⊗D ⊗N)
◦(D ⊗ tD,D ⊗M ⊗D ⊗N) ◦ (δD ⊗ ϱM ⊗ ϱN ))) ◦ (δD ⊗ iM⊗N )
= (µD ⊗ pM⊗N ) ◦ (D ⊗ ((µD ⊗ φM ⊗ φN ) ◦ (D ⊗ tD,D ⊗ sM ⊗N)
◦(tD,D ⊗ tD,D ⊗M ⊗N) ◦ (D ⊗ tD,D ⊗ rM ⊗N) ◦ (δD ⊗ ϱM ⊗ ϱN )))
110 3 Monoidalidad de la categoría de módulos Yetter-Drinfeld
◦(δD ⊗ iM⊗N )
= (µD⊗ (pM⊗N ◦φM⊗N ))◦ (D⊗ tD,D⊗M ⊗N)◦ (δD⊗ (ϱM⊗N ◦ iM⊗N ))
= (µD ⊗ φM×N ) ◦ (D ⊗ tD,D ⊗M ×N) ◦ (δD ⊗ ϱM×N ).
En los cálculos precedentes, la primera igualdad se sigue por las definiciones
de φM×N , ϱM×N y (rM×N , r′M×N , sM×N , s
′
M×N ), la segunda es consecuencia
de (i) del Lema 3.2.9, de la asociatividad de µD, la coasociatividad de δD
y (e4) de la Definición 2.1.1. Las igualdades tercera y quinta se siguen de
la condición (yd2-ii) para N y M respectivamente, la cuarta de (e4) de la
Definición 2.1.1, la asociatividad de µD y la coasociatividad deδD. Por su parte,
la sexta es cierta por la compatibilidad del (M,D)-OD con las estructuras de
D-(co)módulo, la séptima por la asociatividad de µD y la Proposición 2.1.10.
Finalmente la octava se sigue aplicando (b3-1) y después (b3-3) de la Definición
1.2.9; la novena es consecuencia de (i) del Lema 3.2.9 y las definiciones de las
(co)estructuras de (co)módulo de M ×N . 2
La siguiente proposición permitirá definir el objeto base de la categoría
D
DYD.
Proposición 3.2.13. Sea D un AHTD en C. Se cumple que (DL, φDL , ϱDL)
es un objeto de DDYD; siendo DL = Im(ΠLD) con estructura:
φDL = pL ◦ µD ◦ (D ⊗ iL), ϱDL = (D ⊗ pL) ◦ δD ◦ iL, (3.15)
donde pL : D → DL y iL : DL → D los morfismos tales que ΠLD = iL ◦ pL y
pL ◦ iL = idDL .
El (DL, D)-OD asociado está dado por (rDL , r
′
DL




rDL := (D ⊗ pL) ◦ tD,D ◦ (iL ⊗D), r′DL := (pL ⊗D) ◦ t
′
D,D ◦ (D ⊗ iL),
sDL := (pL ⊗D) ◦ tD,D ◦ (D ⊗ iL), s′DL := (D ⊗ pL) ◦ t
′
D,D ◦ (iL ⊗D).
Prueba:
Las estructuras definidas son de D-(co)módulo por la izquierda, pues en virtud
de la propiedad de la unidad para álgebras y las propiedades de la escisión:
φDL ◦ (ηD ⊗DL) = pL ◦ µD ◦ (ηD ⊗ iL) = pL ◦ iL = idDL ,
mientras que por la asociatividad de µD, (1.52) y ser pL un epimorfismo:
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φDL ◦ (µD ⊗DL)
= pL ◦ µD ◦ (µD ⊗ iL)
= pL ◦ µD ◦ (D ⊗ (µD ◦ (D ⊗ iL)))
= pL ◦ µD ◦ (D ⊗ (ΠLD ◦ µD ◦ (D ⊗ iL)))
= φDL ◦ (D ⊗ φDL).
La prueba para la estructura de comódulo se realiza de una forma análoga,
esto es, usando la propiedad de la counidad εD, (1.51) y el carácter mónico
de iL en vez de la propiedad de la unidad ηD, (1.52) y el carácter épico de pL
respectivamente.
La cuádrupla (rDL , r
′
DL
, sDL , s
′
DL
) es un (DL, D)-OD pues siendo D un
AHTD con operador Yang-Baxter débil asociado tD,D, entonces (tD,D, t′D,D,
tD,D, t
′
D,D) es un (D,D)-OD y en virtud de (1.35) y (1.36) se cumplen las
hipótesis del Lema 2.1.20.
El (DL, D)-OD considerado es compatible con la estructura de D-módulo
por la izquierda. Se explicita una de las igualdades para ilustrar el procedi-
miento de prueba, siendo las pruebas de las otras análogas. En efecto:
rDL ◦ (φDL ⊗D)
= (D ⊗ pL) ◦ tD,D ◦ ((iL ◦ pL ◦ µD ◦ (D ⊗ iL))⊗D)
= (D ⊗ (pL ◦ µD)) ◦ (tD,D ⊗D) ◦ (D ⊗ tD,D) ◦ (D ⊗ iL ⊗D)
= (D ⊗ (pL ◦ µD)) ◦ (tD,D ⊗ (iL ◦ pL)) ◦ (D ⊗ tD,D) ◦ (D ⊗ iL ⊗D)
= φDL ◦ (tD,D ⊗D) ◦ (D ⊗ rDL),
donde las igualdades primera y última se siguen de la definición de φDL y rDL ,
la segunda por (1.35), (b3-1) de la Definición 1.2.9 y las propiedades de la
escisión, la tercera por (1.52).
La demostración de la compatibilidad con la estructura de comódulo se
realiza siguiendo argumentos análogos.
Resta ahora constatar que el objeto considerado cumple las condiciones
(yd1-ii) e (yd2-ii). La igualdad contenida en (yd1-ii) es sencilla de comprobar,
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basta con usar las definiciones, (1.52), (b4) de la Definición 1.2.9 y la propiedad
de la unidad para álgebras de la siguiente forma:
(µD ⊗ φDL) ◦ (D ⊗ tD,D ⊗DL) ◦ ((δD ◦ ηD)⊗ ϱDL)
= (µD ⊗ (pL ◦ µD)) ◦ (D ⊗ tD,D ⊗ (iL ◦ pL)) ◦ ((δD ◦ ηD)⊗ (δD ◦ iL))
= (D ⊗ pL) ◦ δD ◦ µD ◦ (ηD ⊗ iL)
= ϱDL .
En cuanto a la condición (yd2-ii), por una parte, gracias a (1.51) y (b4) de
la Definición 1.2.9 se tiene que:
(µD ⊗ φDL) ◦ (D ⊗ tD,D ⊗DL) ◦ (δD ⊗ ϱDL)
= (µD ⊗ (pL ◦ µD)) ◦ (D ⊗ tD,D ⊗ΠLD) ◦ (δD ⊗ (δD ◦ iL))
= (D ⊗ pL) ◦ δD ◦ µD ◦ (D ⊗ iL).
Por otro lado tenemos que:
(µD ⊗DL) ◦ (D ⊗ rDL) ◦ ((ϱDL ◦ φDL)⊗D) ◦ (D ⊗ sDL) ◦ (δD ⊗DL)
= (µD ⊗ pL) ◦ (D ⊗ tD,D) ◦ (D ⊗ΠLD ⊗D) ◦ ((δD ◦ΠLD ◦ µD)⊗D)
◦(D ⊗ΠLD ⊗D) ◦ (D ⊗ tD,D) ◦ (δD ⊗ iL)
= (µD ⊗ pL) ◦ (D ⊗ tD,D) ◦ (D ⊗ΠLD ⊗D) ◦ ((δD ◦ΠLD ◦ µD)⊗D)
◦(D ⊗ tD,D) ◦ (δD ⊗ iL)
= (µD⊗pL)◦ (µD⊗ tD,D)◦ (D⊗ tD,D⊗D)◦ ((δD ◦ηD)⊗ (ΠLD ◦µD)⊗D)
◦(D ⊗ tD,D) ◦ (δD ⊗ iL)
= (µD ⊗ pL) ◦ (D ⊗ tD,D) ◦ ((δD ◦ ηD)⊗ (ΠLD ◦ µD)⊗ µD)
◦(D ⊗ tD,D ⊗ΠLD) ◦ (δD ⊗ (δD ◦ iL))
= (µD⊗pL)◦(D⊗tD,D)◦((δD ◦ηD)⊗(µD ◦(ΠLD⊗D)◦δD))◦µD ◦(D⊗iL)
= (D ⊗ (pL ◦ΠLD)) ◦ δD ◦ µD ◦ (D ⊗ iL)
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= (D ⊗ pL) ◦ δD ◦ µD ◦ (D ⊗ iL),
donde la primera igualdad se sigue por las definiciones de φDL y ϱDL , y la
propiedad de la escisión de ΠLD, la segunda por (1.52) y la tercera por (1.43).
La quinta igualdad es consecuencia de (1.51), la sexta de (1.30) y (1.43), la
séptima de las propiedades de la escisión del idempotente ΠLD. Finalmente, la
cuarta igualdad se cumple ya que
(µD⊗D)◦(D⊗tD,D)◦(δD⊗D) = (µD⊗µD)◦(D⊗tD,D⊗ΠLD)◦(δD⊗δD), (3.16)
que a su vez es cierta pues gracias a (1.39), (b3-4) y (b4) de la Definición 1.2.9
y la propiedad de la counidad se tiene que
(µD ⊗ µD) ◦ (D ⊗ tD,D ⊗ΠLD) ◦ (δD ⊗ δD)
= (D ⊗ (εD ◦ µD)⊗D) ◦ (D ⊗D ⊗ tD,D) ◦ (µD ⊗ δD ⊗D)
◦(D ⊗ tD,D ⊗D) ◦ (δD ⊗ δD)
= (((D ⊗ εD) ◦ δD ◦ µD)⊗D) ◦ (D ⊗ tD,D) ◦ (δD ⊗D)
= (µD ⊗D) ◦ (D ⊗ tD,D) ◦ (δD ⊗D).
2
Lema 3.2.14. Sea D una BTD en C. Si (M,φM , ϱM ), (N,φN , ϱN ) y (P,φP , ϱP )
son objetos en DDYD entonces:
(iM⊗N ⊗ P ) ◦ ∇(M×N)⊗P ◦ (pM⊗N ⊗ P )
= (M ⊗ iN⊗P ) ◦ ∇M⊗(N×P ) ◦ (M ⊗ pN⊗P )
(3.17)
y
(M ⊗ iN⊗P ) ◦ ∇M⊗(N×P ) ◦ (M ⊗ pN⊗P )
= (∇M⊗N ⊗ P ) ◦ (M ⊗∇N⊗P )
= (M ⊗∇N⊗P ) ◦ (∇M⊗N ⊗ P ).
(3.18)
Prueba:
La prueba de (3.17) es consecuencia de las siguientes identidades:
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(iM⊗N ⊗ P ) ◦ ∇(M×N)⊗P ◦ (pM⊗N ⊗ P )
= (∇M⊗N ⊗P )◦(φM⊗N ⊗φP )◦(D⊗∇M⊗N ⊗D⊗P )◦(D⊗M ◦sN ⊗P )
◦(D ⊗ sM ⊗N ⊗ P ) ◦ ((δD ◦ ηD) ◦ ∇M⊗N ⊗ P )
= (φM⊗N ⊗ φP ) ◦ (D ⊗M ⊗ sN ⊗ P ) ◦ (D ⊗ sM ⊗N ⊗ P )
◦((δD ◦ ηD)⊗M ⊗N ⊗ P )
= (φM ⊗ φN⊗P ) ◦ (D ⊗ sM ⊗N ⊗ P ) ◦ ((δD ◦ ηD)⊗M ⊗N ⊗ P )
= (M⊗∇N⊗P )◦(φM⊗φM⊗N )◦(D⊗sM⊗N⊗P )◦((δD◦ηD)⊗M⊗∇N⊗P )
= (M ⊗ iN⊗P ) ◦ ∇M⊗(N×P ) ◦ (M ⊗ pN⊗P ),
donde las igualdades primera y quinta son consecuencia de las definiciones de
∇M⊗N y φM⊗N , la segunda se sigue de (i) del Lema 3.2.9 y el Lema 3.2.7, la
tercera de la coasociatividad de δD y (e4-7) de la Definición 2.1.1. Finalmente,
en la cuarta se usa (i) del Lema 3.2.9.
Para demostrar (3.18), nótese en primer lugar que en la prueba de (3.17)
se obtuvo que:
(iM⊗N ⊗ P ) ◦ ∇(M×N)⊗P ◦ (pM⊗N ⊗ P )
= (φM ⊗ φN⊗P ) ◦ (D ⊗ sM ⊗N ⊗ P ) ◦ ((δD ◦ ηD)⊗M ⊗N ⊗ P ).
(3.19)
Entonces
(iM⊗N ⊗ P ) ◦ ∇(M×N)⊗P ◦ (pM⊗N ⊗ P )
= (φM ⊗ φN⊗P ) ◦ (D ⊗ sM ⊗N ⊗ P ) ◦ ((δD ◦ ηD)⊗M ⊗N ⊗ P )
= (φM ⊗ φN ⊗ φP ) ◦ (D ⊗ sM ⊗ sN ⊗ P ) ◦ (D ⊗D ⊗ sM ⊗N ⊗ P )
◦(D ⊗ δD ⊗M ⊗N ⊗ P ) ◦ ((δD ◦ ηD)⊗M ⊗N ⊗ P )
= (φM ⊗ φN ⊗ φP ) ◦ (D ⊗ sM ⊗ sN ⊗ P ) ◦ (D ⊗ µD ⊗ sM ⊗N ⊗ P )
◦((δD ◦ ηD)⊗ (δD ◦ ηD))⊗M ⊗N ⊗ P )
= (φM ⊗ φN ⊗ φP ) ◦ (D ⊗ ((M ⊗ µD) ◦ (sM ⊗D))⊗N ⊗D ⊗ P )
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◦((δD ◦ ηD)⊗ (((sM ◦ s′M )⊗ sN ⊗ P ) ◦ (M ⊗ (δD ◦ ηD)⊗N ⊗ P )))
= (φM ⊗ (φN ◦ (µD ⊗N))⊗ φP ) ◦ (D ⊗ sM ⊗ µD ⊗ sN ⊗ P )
◦((δD ◦ ηD)⊗ (sM ◦ (ηD ⊗M))⊗ (δD ◦ ηD)⊗N ⊗ P )
= (φM ⊗ (φN ◦ (µD ⊗N))⊗φP ) ◦ (D⊗ (sM ◦ (µD ⊗M))⊗D⊗ sN ⊗P )
◦((δD ◦ ηD)⊗ ηD ⊗M ⊗ (δD ◦ ηD)⊗N ⊗ P )
= (φM ⊗ (φN ◦ (D ⊗ φN ))⊗ φP ) ◦ (D ⊗ sM ⊗D ⊗ sN ⊗ P )
◦((δD ◦ ηD)⊗M ⊗ (δD ◦ ηD)⊗N ⊗ P )
= (∇M⊗N ⊗ P ) ◦ (M ⊗∇N⊗P ),
donde las igualdades primera, segunda y última son consecuencia de las defini-
ciones de ∇M⊗N y φN⊗P , la tercera se sigue (b6) de la Definición 1.2.9, la
cuarta de (e4-5) de la Definición 2.1.1 y (iii) de la Proposición 2.1.12. En la
quinta igualdad se aplica (e3-4) de la Definición 2.1.1, en la sexta la asociativi-
dad de µD y (e4-5) de la Definición 2.1.1; en la séptima las propiedades de ηD
y la condición de D-módulo de N .
La fórmula
(M ⊗ iN⊗P ) ◦ ∇M⊗(N×P ) ◦ (M ⊗ pN⊗P ) = (M ⊗∇N⊗P ) ◦ (∇M⊗N ⊗ P )
se demuestra análogamente utilizando (3.6) y (3.3). 2
Lema 3.2.15. Sea D un AHTD en C con antípodo inversible. Dados M, N,
P y Q objetos en DDYD, el morfismo
aM,N,P :M × (N × P ) → (M ×N)× P
definido como
aM,N,P = p(M×N)⊗P ◦ (pM⊗N ⊗ P ) ◦ (M ⊗ iN⊗P ) ◦ iM⊗(N×P ) (3.20)
es un isomorfismo natural en DDYD.
Prueba:
El morfismo aM,N,P es de D-módulos por la izquierda:
116 3 Monoidalidad de la categoría de módulos Yetter-Drinfeld
φ(M×N)×P ◦ (D ⊗ aM,N,P )
= p(M×N)⊗P ◦ φM×N⊗P ◦ (D ⊗∇M×N⊗P ) ◦ (D ⊗ ((pM⊗N ⊗ P )
◦(M ⊗ iN⊗P ) ◦ iM⊗N×P ))
= p(M×N)⊗P ◦ (pM⊗N ⊗ P ) ◦ ((φM ⊗ φN ) ◦ (D ⊗ sM ⊗N)
◦(δD ⊗∇M⊗N ))⊗ φP ) ◦ (D ⊗ ((M ⊗ sN ) ◦ (sM ⊗N)
◦(D ⊗∇M⊗N ))⊗ P ) ◦ (δD ⊗M ⊗ iN⊗P ) ◦ (D ⊗ iM⊗N×P )
= p(M×N)⊗P ◦ (pM⊗N ⊗ P ) ◦ (φM ⊗ φN ⊗ φP ) ◦ (D ⊗ ((sM ⊗ sN ⊗ P )
◦(D ⊗ sM ⊗ iN⊗P ))) ◦ (D ⊗ δD ⊗ iM⊗(N×P )) ◦ (δD ⊗M × (N × P ))
= p(M×N)⊗P ◦ (pM⊗N ⊗ P ) ◦ (φM ⊗ φN⊗P ) ◦ (D ⊗ sM ⊗ iN⊗P )
◦(δD ⊗ iM⊗N×P )
= p(M×N)⊗P ◦ (pM⊗N ⊗ P ) ◦ (M ⊗ iN⊗P ) ◦ φM⊗N×P ◦ (D ⊗ iM⊗(N×P ))
= p(M×N)⊗P ◦ (pM⊗N ⊗ P ) ◦ (M ⊗ iN⊗P ) ◦ ∇M⊗(N×P ) ◦ φM⊗N×P
◦(D ⊗ iM⊗(N×P ))
= aM,N,P ◦ φM×(N×P ).
En los cálculos anteriores, las igualdades primera y última se siguen por
las definiciones de aM,N,P , φ(M×N)×P y φM×(N×P ); en la segunda, quinta, y
sexta se aplica (i) del Lema 3.2.9. La tercera igualdad hace uso del Lema 3.2.7
y la coasociatividad de δD, la cuarta se sigue de (e4-7) de la Definición 2.1.1.
Aplicando argumentos similares se prueba que el morfismo aM,N,P es de
D-comódulos por la izquierda.
Se cumple también la condición (ii) de la Definición 3.1.3:
r(M×N)×P ◦ (aM,N,P ⊗D)
= (D ⊗ p(M×N)⊗P ) ◦ (rM×N ⊗ P ) ◦ (M ×N ⊗ rP )
◦((iM×N⊗P ◦pM×N⊗P )⊗D)◦((pM⊗N⊗P )◦(M⊗iN⊗P )◦iM⊗N×P )⊗D)
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= (D ⊗ (p(M×N)⊗P ◦ (pM⊗N ⊗ P ))) ◦ (rM ⊗N ⊗ P )
◦(M ⊗ rN ⊗ P ) ◦ (pM⊗N ⊗ rP ) ◦ ((iM×N⊗P ◦ pM×N⊗P )⊗D)
◦(((pM⊗N ⊗ P ) ◦ (M ⊗ iN⊗P ) ◦ iM⊗N×P )⊗D)
= (D ⊗ (p(M×N)⊗P ◦ (pM⊗N ⊗ P ))) ◦ (rM ⊗N ⊗ P )
◦(M ⊗ rN ⊗ P ) ◦ (∇M⊗N ⊗ rP ) ◦ ((M ⊗ iN⊗P ) ◦ iM⊗N×P )⊗D)
= (D ⊗ (p(M×N)⊗P ◦ (pM⊗N ⊗ P ))) ◦ (rM ⊗N ⊗ P )
◦(M ⊗ rN ⊗ P ) ◦ (M ⊗N ⊗ rP ) ◦ ((M ⊗ iN⊗P ) ◦ iM⊗N×P )⊗D)
= (D ⊗ (p(M×N)⊗P ◦ (pM⊗N ⊗ P ))) ◦ (rM ⊗∇N⊗P ) ◦ (M ⊗ rN ⊗ P )
◦(M ⊗N ⊗ rP ) ◦ ((M ⊗ iN⊗P ) ◦ iM⊗N×P )⊗D)
= (D ⊗ (p(M×N)⊗P ◦ (pM⊗N ⊗ P ))) ◦ (rM ⊗ iN⊗P ) ◦ (M ⊗ rN×P )
◦(iM⊗N×P ⊗D)
= (D⊗ (p(M×N)⊗P ◦ (pM⊗N ⊗P ))) ◦ (D⊗M ⊗ iN⊗P ) ◦ (D⊗∇M⊗N×P )
◦(rM ⊗N × P ) ◦ (M ⊗ rN×P ) ◦ (iM⊗N×P ⊗D)
= (D ⊗ aM×(N×P )) ◦ rM×(N×P ),
donde las igualdades primera, segunda y última se siguen de la definición de
aM,N,P , r(M×N)×P , ∇M×N⊗P y ∇M⊗N×P , la tercera de (3.18) y las propiedades
de la escisión; las restantes igualdades son consecuencia de la aplicación del
Lema 3.2.7. Estos mismos argumentos permiten concluir el resultado análogo
para sM×(N×P ).
El morfismo aM,N,P es un isomorfismo con inverso:
a−1M,N,P : (M ×N)× P →M × (N × P )
a−1M,N,P := pM⊗(N×P ) ◦ (M ⊗ pN⊗P ) ◦ (iM⊗N ⊗ P ) ◦ i(M×N)⊗P , (3.21)
lo que se deduce usando (3.17) y las propiedades de la escisión.
El morfismo aM,N,P es natural, pues dados tres morfismos f : M → M ′,
g : N → N ′ y h : P → P ′ en DDYD se tiene que
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((f × g)× h) ◦ aM,N,P
= pM ′×N ′⊗P ′ ◦ (pM ′⊗N ′ ⊗ P ′) ◦ (f ⊗ g ⊗ h) ◦ (iM⊗N ⊗ P ) ◦ ∇M×N⊗P
◦(pM⊗N ⊗ P ) ◦ (M ⊗ iN⊗P ) ◦ iM⊗N×P
= pM ′×N ′⊗P ′ ◦ (pM ′⊗N ′ ⊗ P ′) ◦ (f ⊗ g ⊗ h) ◦ (M ⊗ iN⊗P ) ◦ ∇M⊗N×P
◦(M ⊗ pN⊗N ) ◦ (M ⊗ iN⊗P ) ◦ iM⊗N×P
= pM ′×N ′⊗P ′ ◦ (pM ′⊗N ′ ⊗ P ′) ◦ (f ⊗ g ⊗ h) ◦ (M ⊗ iN⊗P ) ◦ iM⊗N×P
= pM ′×N ′⊗P ′ ◦ (pM ′⊗N ′ ⊗ P ′) ◦ (iM ′⊗N ′ ⊗ P ′) ◦ ∇M ′×N ′⊗P ′
◦(pM ′⊗N ′ ⊗ P ′) ◦ (f ⊗ g ⊗ h) ◦ (M ⊗ iN⊗P ) ◦ iM⊗N×P
= pM ′×N ′⊗P ′ ◦(pM ′⊗N ′⊗P ′)◦(M ′⊗iN ′⊗P ′)◦∇M ′⊗N ′×P ′ ◦(M ′⊗pN ′⊗P ′)
◦(f ⊗ g ⊗ h) ◦ (M ⊗ iN⊗P ) ◦ iM⊗N×P
= aM ′,N ′,P ′ ◦ (f × (g × h)),
donde la primera igualdad es consecuencia de la definición de aM,N,N y (f ×
g)×h, la tercera se obtiene por las propiedades de la escisión, la última por la
Observación 3.2.2 y las restantes por (3.17). 2
Lema 3.2.16. Sea D un AHTD en C con antípodo inversible. Dados M, N, P
y Q objetos en DDYD, el morfismo aM,N,P definido en el Lema 3.2.15 satisface
las igualdades siguientes:
(i)
(iM⊗N ⊗ iP⊗Q) ◦ iM×N⊗P×Q ◦ aM,N,P×Q
= (M ⊗N ⊗ iP⊗Q) ◦ (M ⊗ iN⊗P×Q) ◦ iM⊗(N×(P×Q)),
(ii)
(iM⊗N ⊗ P ⊗Q) ◦ (iM×N⊗P ⊗Q) ◦ i(M×N)×P⊗Q ◦ aM×N,P,Q
= (iM⊗N ⊗ iP⊗Q) ◦ iM×N⊗P×Q,
(iii)
(M ⊗ iN⊗P ⊗Q) ◦ (iM⊗N×P ⊗Q) ◦ iM×(N×P )⊗Q ◦ aM,N×P,Q
= (M ⊗ iN⊗P ⊗Q) ◦ (M ⊗ iN×P⊗Q) ◦ iM⊗(N×P )×Q,
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(iv) (iN⊗P ⊗Q) ◦ iN×P⊗Q ◦ aN,P,Q = (N ⊗ iP⊗Q) ◦ iN⊗P×Q,
(v)
(iM⊗N ⊗ P ⊗Q) ◦ (iM×N⊗P ⊗Q) ◦ (i(M×N)×P⊗Q) ◦ (aM,N,P ×Q)
= (M ⊗ iN⊗P ⊗Q) ◦ (iM⊗N×P ⊗Q) ◦ (iM×(N×P )⊗Q),
(vi) iM⊗(N×P )×Q ◦ (M × aN,P,Q) = (M ⊗ aN,P,Q) ◦ iM⊗N×(P×Q).
Prueba:
La demostración de las cuatro primeras fórmulas consiste en aplicar (3.17) y
posteriormente las propiedades de la escisión.
En efecto, para (i):
(iM⊗N ⊗ iP⊗Q) ◦ iM×N⊗P×Q ◦ aM,N,P×Q
= (iM⊗N ⊗ iP⊗Q) ◦ iM×N⊗P×Q ◦ pM×N⊗P×Q ◦ (pM⊗N ⊗ P ×Q)
◦(M ⊗ iN⊗P×Q) ◦ iM⊗N×(P×Q)
= (M ⊗N ⊗ iP⊗Q) ◦ (M ⊗ iN⊗P×Q) ◦ ∇M⊗N×(P×Q) ◦ (M ⊗ pN⊗P×Q)
◦(M ⊗ iN⊗P×Q) ◦ iM⊗N×(P×Q)
= (M ⊗N ⊗ iP⊗Q) ◦ (M ⊗ iN⊗P×Q) ◦ iM⊗(N×(P×Q)).
Las demostraciones de (v) y (vi) siguen un esquema similar, pero teniendo
en cuenta además que, en virtud del Lema 3.2.15, aM,N,P es un morfismo en
D
DYD y puede entonces aplicarse la Observación 3.2.2. 2
Lema 3.2.17. Sea D un AHTD en C con antípodo inversible y M un objeto
en DDYD. Entonces el morfismo
lM : DL ×M →M (3.22)
definido como
lM := φM ◦ (iL ⊗M) ◦ iDL⊗M (3.23)
es un isomorfismo natural en la categoría DDYD.
Prueba:
Probemos en primer lugar que el morfismo lM es deD-módulos por la izquierda.
En efecto, se tiene que:
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lM ◦ φDL×M
= φM ◦ (iL ⊗M) ◦ ∇DL⊗M ◦ φDL⊗M ◦ iDL⊗M
= φM ◦ ((ΠLD ◦ µD ◦ (D⊗ΠLD))⊗φM ) ◦ (D⊗ tD,D ⊗M) ◦ (δD ⊗ iL ⊗M)
◦(D ⊗ iDL⊗M )
= φM ◦((ΠLD ◦µD)⊗φM )◦(D⊗ tD,D⊗M)◦(δD⊗ iL⊗M)◦(D⊗ iDL⊗M )
= φM◦(ΠLD⊗(εD◦µD)⊗φM )◦(δD⊗tD,D⊗M)◦(δD⊗iL⊗M)◦(D⊗iDL⊗M )
= φM ◦ (ΠLD ⊗ (εD ◦ µD)⊗ φM ) ◦ (D ⊗D ⊗ tD,D ⊗M)
◦(D ⊗ δD ⊗ iL ⊗M) ◦ (δD ⊗ iDL⊗M )
= φM ◦ (ΠLD ⊗ φM ) ◦ (D⊗ (µD ◦ (D⊗ (ΠLD ◦ iL)))⊗M) ◦ (δD ⊗ iDL⊗M )
= φM ◦ (µD ⊗ φM ) ◦ (ΠLD ⊗D ⊗ iL ⊗M) ◦ (δD ⊗ iDL⊗M )
= φM ◦ (D ⊗ lM ),
donde la primera igualdad se sigue por la definición de lM y φDL×M , la se-
gunda por el Lema 3.2.9 y la definición de φDL⊗M , la tercera por (1.52), la
cuarta por el apartado (ii) del Lema 1.2.14. La quinta igualdad hace uso de
la coasociatividad de δD y la sexta de (1.39). La séptima se sigue de la condi-
ción de módulo y las propiedades de la escisión de ΠLD; finalmente la última es
consecuencia de (1.30).
El morfismo lM es también un morfismo de D-comódulos por la izquierda
ya que:
(D ⊗ lM ) ◦ ϱDL×M
= (D ⊗ (φM ◦ (iL ⊗M) ◦ ∇DL⊗M )) ◦ ϱDL⊗M ◦ iDL⊗M
= (D ⊗ (φM ◦ (iL ⊗M))) ◦ ϱDL⊗M ◦ iDL⊗M
= (µD⊗ (φM ◦ (ΠLD⊗M)))◦ (D⊗ tD,D⊗M)◦ (((D⊗ΠLD)◦δD ◦ iL)⊗ϱM )
◦iDL⊗M
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= (D ⊗ (εD ◦ µD)⊗M) ◦ (µD ⊗ΠLD ⊗ ϱM ) ◦ (D ⊗ tD,D ⊗M)
◦((δD ◦ iL)⊗ ϱM ) ◦ iDL⊗M
= (((µD⊗(εD◦µD))◦(D⊗tD,D⊗D)◦(δD⊗δD))⊗M)◦(iL⊗ϱM )◦iDL⊗M
= (((D ⊗ εD) ◦ δD ◦ µD)⊗M) ◦ (iL ⊗ ϱM ) ◦ iDL⊗M
= (µD ⊗M) ◦ ((ΠLD ◦ iL)⊗ ϱM ) ◦ iDL⊗M
= ϱM ◦ φM ◦ ((ΠLD ◦ iL)⊗D) ◦ iDL⊗M
= ϱM ◦ φM ◦ (iL ⊗M) ◦ iDL⊗M
= ϱM ◦ lM ,
donde las igualdades primera y última son consecuencia de las definiciones de
lM y ϱDL×M , en la segunda se usa (ii) del Lema 3.2.9 y en la tercera (1.51) y
(i) de la Observación 3.1.8. La cuarta igualdad se sigue de las propiedades de
comódulo, (1.35) y (1.51), la quinta de (b4) de la Definición 1.2.9, la sexta de
las propiedades de εD, la séptima y la novena de la definición de iL; finalmente
la octava igualdad es consecuencia del apartado (i) del Lema 3.1.7.
El morfismo lM satisface también la segunda condición de la Definición
3.1.3 ya que:
rM ◦ (lM ⊗D)
= (D ⊗ φM ) ◦ (tD,D ⊗M) ◦ (iL ⊗ rM ) ◦ (iDL⊗M ⊗D)
= (D ⊗ (φM ◦ (ΠLD ⊗M))) ◦ (tD,D ⊗M) ◦ (iL ⊗ rM ) ◦ (iDL⊗M ⊗D)
= (D ⊗ (φM ◦ (iL ⊗M))) ◦ (D ⊗ ∇DL⊗M ) ◦ (rDL ⊗M) ◦ (DL ⊗ rM ) ◦
(iDL⊗M ⊗D)
= (D ⊗ lM ) ◦ rDL×M ,
donde la primera igualdad se sigue por la definición de lM y rDL×M , y la
compatibilidad del operador débil con la estructura de módulo, la segunda por
la definición de iL y (1.35); la tercera es consecuencia del Lema 3.2.7; la última
igualdad es cierta por definición.
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La demostración para el morfismo sDL×M es similar.
El morfismo
l−1M :M → DL ×M
definido como
l−1M := pDL⊗M ◦ (pL ⊗ φM ) ◦ ((δD ◦ ηD)⊗M) (3.24)
es el inverso de lM . En efecto:
l−1M ◦ lM
= pDL⊗M ◦ (pL ⊗ φM ) ◦ ((δD ◦ ηD)⊗ (φM ◦ (iL ⊗M) ◦ iDL⊗M ))
= pDL⊗M ◦ (pL⊗φM )◦ (D⊗µD⊗M)◦ ((δD ◦ηD)⊗ ((iL⊗M)◦ iDL⊗M ))
= pDL⊗M ◦ ((pL ◦Π
L
D)⊗ φM ) ◦ ((δD ◦ iL)⊗M) ◦ iDL⊗M
= pDL⊗M ◦ (pL ⊗ (φM ◦ (ΠLD ⊗M))) ◦ ((δD ◦ iL)⊗M) ◦ iDL⊗M
= pDL⊗M ◦ ((pL ◦ µD ◦ (D ⊗ΠLD))⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦((δD ◦ ηD)⊗ ((iL ⊗M) ◦ iDL⊗M )
= pDL⊗M ◦ ∇DL⊗M ◦ iDL⊗M
= idDL×M ,
donde la primera igualdad y la sexta se cumplen por las definiciones de lM ,
l−1M y ∇DL⊗M , la segunda se deduce de la condición de módulo, la tercera de
(1.45), en la cuarta se aplica (1.31) y (1.51), en la quinta (1.43) y (1.52); la
última se obtiene gracias las propiedades de la escisión. Mediante argumentos
análogos se prueba que lM ◦ l−1M = idM .
Finalmente, es fácil probar que lM es natural. 2
Lema 3.2.18. Sea D un AHTD en C con antípodo inversible y M un objeto
en DDYD. Entonces el morfismo
rM :M ×DL →M
3.2 Estructura monoidal de la categoría DDYD 123
definido como
rM : φM ◦ s′M ◦ (M ⊗ (ΠDL ◦ iL)) ◦ iM⊗DL (3.25)
es un isomorfismo natural en la categoría DDYD.
Prueba:
Al igual que en el resultado anterior, probamos en primer lugar que rM es de
D-módulos por la izquierda. En efecto, se tiene que:
rM ◦ φM×DL
= φM ◦ s′M ◦ (M ⊗ (Π
L
D ◦ iL)) ◦ ∇M⊗DL ◦ φM⊗DL ◦ (D ⊗ iM⊗DL)
= φM ◦ s′M ◦ (φM ⊗ (Π
L
D ◦ΠLD ◦ µD)) ◦ (D ⊗ sM ⊗ iL) ◦ (δD ⊗ iM⊗DL)
= φM ◦ (D ⊗ φM ) ◦ (t′D,D ⊗M) ◦ (D ⊗ s′M )
◦(D ⊗M ⊗ (ΠLD ◦ΠLD)⊗ (εD ◦ µD)) ◦ (D ⊗M ⊗ δD ⊗D)
◦(D ⊗ sM ⊗ iL) ◦ (δD ⊗ iM⊗DL)
= φM ◦ ((µD ◦ (Π
L
D ⊗D))⊗M) ◦ (t′D,D ⊗M) ◦ (D ⊗ s′M )
◦(D ⊗ sM ⊗ (εD ◦ µD)) ◦ (D ⊗D ⊗ sM ⊗D) ◦ (D ⊗ δD ⊗M ⊗ iL)
◦(δD ⊗ iM⊗DL)
= φM ◦ ((µD ◦ (Π
L
D ⊗D))⊗M) ◦ (t′D,D ⊗M) ◦ (D ⊗∇sM )
◦(D ⊗ (εD ◦ µD)⊗M) ◦ (δD ⊗D ⊗ s′M ) ◦ (δD ⊗ ((M ⊗ iL) ◦ iM⊗DL))
= φM ◦ ((µD ◦ (Π
L
D ⊗D))⊗M) ◦ (t′D,D ⊗M) ◦ (D ⊗∇sM )
◦((δD ◦ µD ◦ (D ⊗Π
L
D))⊗M) ◦ (D⊗ s′M ) ◦ (D⊗ ((M ⊗ iL) ◦ iM⊗DL))
= φM ◦ ((µD ◦ (Π
L
D ⊗D) ◦ t′D,D ◦ δD ◦ µD)⊗M) ◦ (D ⊗ s′M )
◦(D ⊗ ((M ⊗ (ΠLD ◦ iL)) ◦ iM⊗DL))
= φM ◦ (µD ⊗M) ◦ (D ⊗ s′M ) ◦ (D ⊗ ((M ⊗ (Π
L
D ◦ iL)) ◦ iM⊗DL))
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= φM ◦ (D ⊗ φM ) ◦ (D ⊗ s′M ) ◦ (D ⊗ ((M ⊗ (Π
L
D ◦ iL)) ◦ iM⊗DL))
= φM ◦ (D ⊗ rM ),
donde las igualdades primera y última se siguen de las definiciones de rM y
φM×DL , la segunda de (i) del Lema 3.2.9 y la tercera de la compatibilidad del
operador débil con la estructura de módulo de M y el apartado (ii) del Lema
1.2.14. En la cuarta igualdad se aplica (e4) de la Definición 2.1.1, (1.31), la
Proposición 2.1.15, (1.36) y la condición de módulo; la quinta es cierta por la
coasociatividad de δD y el apartado (ii) de la Proposición 2.1.12. La sexta es
consecuencia de (1.41); la séptima se deduce por la Proposición 2.1.15 además
de (2.8), (2.10) y la parte (ii) de la Proposición 2.1.5 para ∇sM . Finalmente, la




D ⊗D) ◦ t′D,D ◦ δD = idD, (3.26)
siendo ésta cierta porque:
µD ◦ (Π
L
D ⊗D) ◦ t′D,D ◦ δD
= µD ◦ (Π
L
D ⊗D) ◦ t′D,D ◦ δD ◦ λD ◦ λ
−1
D
= µD ◦ ((Π
L
D ◦ λD)⊗ λD) ◦ δD ◦ λ−1D
= µD ◦ (ΠRD ⊗ λD) ◦ δD ◦ λ
−1
D
= λD ◦ λ−1D
= idD,
donde las igualdades primera y última se obtienen componiendo con la identi-
dad, la segunda se sigue por antimultiplicatividad del antípodo, (1.2) y (b2-1)
de la Definición 1.2.9. La tercera igualdad hace uso de (1.34), la cuarta de
(1.29).
De modo análogo puede comprobarse que rM es de D-comódulos.
El morfismo rM es un isomorfismo con inverso
r−1M :M →M ×DL
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definido como
r−1M =: pM⊗DL ◦ (φM ⊗ pL) ◦ (D ⊗ sM ) ◦ ((δD ◦ ηD)⊗M), (3.27)
porque
r−1M ◦ rM
= pM⊗DL ◦ (φM ⊗ pL) ◦ (D ⊗ (sM ◦ (D ⊗ (φM ◦ s′M ))))
◦((δD ◦ ηD)⊗ (M ⊗ (Π
L
D ◦ iL) ◦ iM⊗DL))
= pM⊗DL ◦ (φM ⊗ pL) ◦ ((µD ◦ (D ⊗Π
L
D))⊗ sM ) ◦ (D ⊗ tD,D ⊗M)
◦((δD ◦ ηD)⊗ (s′M ◦ (M ⊗ iL) ◦ iM⊗DL))
= pM⊗DL ◦ (φM ⊗ pL) ◦ (D ⊗ (εD ◦ µD)⊗ sM ) ◦ (δD ⊗ tD,D ⊗M)
◦((δD ◦ ηD)⊗ (s′M ◦ (M ⊗ iL) ◦ iM⊗DL))
= pM⊗DL ◦ (φM ⊗ pL) ◦ (D ⊗ sM ) ◦ (D ⊗ (µD ◦ (D ⊗ΠLD))⊗M)
◦((δD ◦ ηD)⊗ (s′M ◦ (M ⊗ iL) ◦ iM⊗DL))
= pM⊗DL ◦ ∇M⊗DL ◦ (M ⊗ pL) ◦ ∇s′M ◦ (M ⊗ iL) ◦ iM⊗DL
= pM⊗DL ◦ (φM ⊗ (pL ◦ µD ◦ (D ⊗ΠLD))) ◦ (D ⊗ sM ⊗ µD)
◦((δD ◦ ηD)⊗ sM ⊗ iL) ◦ (ηD ⊗ iM⊗DL)
= pM⊗DL ◦ (φM ⊗ (pL ◦ µD ◦ (D ⊗ iL))) ◦ (D ⊗ sM ⊗D)
◦(D ⊗ µD ⊗M ⊗DL) ◦ ((δD ◦ ηD)⊗ ηD ⊗ iM⊗DL)
= φM×DL ◦ (ηD ⊗M ×DL)
= idM×DL ,
donde la primera igualdad es cierta por las definiciones de rM y r−1M , en la
segunda se aplica la compatibilidad del operador débil con la estructura de
módulo, la condición de módulo, la Proposición 2.1.15 y (1.38); en la tercera
(1.41). La cuarta igualdad es consecuencia de la coasociatividad de δD y (1.39),
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la quinta de la Proposición 2.1.15, (e4) de la Definición 2.1.1 y de las defini-
ciones de los morfismos ∇s′M y ∇M⊗DL . La sexta igualdad es cierta por (e3) de
la Definición 2.1.1 y la definición de ∇M⊗DL , la séptima por (1.52), la asocia-
tividad de µD y (e4) de la Definición 2.1.1. Finalmente, en la octava igualdad
se aplica la definición de φM×DL y las propiedades de ηD, en la novena la
condición de D-módulo de M ×DL. Con argumentos similares se obtiene que
rM ◦ r−1M = idM .
Igualmente es fácil comprobar que rM es un isomorfismo natural cumplien-
do rM ◦ (rM ⊗D) = (D⊗ rM ) ◦ rM×DL y sM ◦ (D⊗ rM ) = (rM ⊗D) ◦ sM×DL .
2
En este momento se dispone de todos los elementos necesarios para enunciar
y probar el resultado principal del capítulo, explicitando la estructura monoidal
de la categoría de módulos Yetter-Drinfeld.
Teorema 3.2.19. Sea D un AHTD en C con antípodo inversible. Entonces
D
DYD es una categoría monoidal no estricta.
Prueba:
Dados (MφM , ϱM ) y (N,φN , ϱN ) dos objetos en DDYD se define su producto
tensor como el objeto M×N imagen del idempotente ∇M⊗N , el cual, en virtud
de la Proposición 3.2.12, es un módulo Yetter-Drinfeld izquierda-izquierda con
el operador débil asociado definido en la Proposición 3.2.11.
Dados f : M → M ′ y g : N → N ′ dos morfismos en DDYD su producto
tensor se define mediante la composición:
f × g = pM ′×N ′ ◦ (f ⊗ g) ◦ iM⊗N :M ×N →M ′ ×N ′. (3.28)
Trivialmente, el morfismo f × g es de módulos y de comódulos y satisface la
condición (ii) de la Definición 3.1.3, es decir, es un morfismo en DDYD.
Al ser f y g morfismos de módulos, en virtud de la Observación 3.2.2 se
cumple también:
(f ′ × g′) ◦ (f × g) = (f ′ ◦ f)× (g′ ◦ g). (3.29)
El objeto base es el triple (DL, φDL , ϱDL), que por la Proposición 3.2.13,
es un objeto de la categoría.
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Dados M , N , P objetos en DDYD, se toma como isomorfismo natural de
asociatividad el morfismo
aM,N,P :M × (N × P ) → (M ×N)× P (3.30)
dado por
aM,N,P = p(M×N)⊗P ◦ (pM⊗N ⊗ P ) ◦ (M ⊗ iN⊗P ) ◦ iM⊗(N×P ), (3.31)
siendo éste un isomorfismo natural en la categoría en virtud del Lema 3.2.15.
Como isomorfismos naturales de la unidad se toman los morfismos
lM = φM ◦ (iL ⊗M) ◦ iDL⊗M : DL ×M →M, (3.32)
rM = φM ◦ s′M ◦ (M ⊗ (ΠDL ◦ iL)) ◦ iM⊗DL :M ×DL →M ; (3.33)
que en virtud de los Lemas 3.2.17 y 3.2.18 respectivamente son isomorfismos
naturales en la categoría DDYD.
Para finalizar la prueba del teorema, según lo establecido en la Definición
1.1.1 resta tan solo demostrar el axioma del pentágono y el del triángulo.
Para obtener el axioma del pentágono, puesto que la composición
(iM⊗N ⊗ P ⊗Q) ◦ (iM×N⊗P ⊗Q) ◦ i(M×N)×P⊗Q (3.34)
es un monomorfismo, es suficiente con probar:
(iM⊗N ⊗ P ⊗Q) ◦ (iM×N⊗P ⊗Q) ◦ i(M×N)×P⊗Q
◦(aM,N,P ×Q) ◦ aM,N×P,Q ◦ (M × aN,P,Q)
= (iM⊗N ⊗ P ⊗Q) ◦ (iM×N⊗P ⊗Q) ◦ i(M×N)×P⊗Q
◦aM×N,P,Q ◦ aM,N,P×Q.
(3.35)
Ahora bien, las igualdades (i) y (ii) del Lema 3.2.16 implican:
(iM⊗N ⊗ P ⊗Q) ◦ (iM×N⊗P ⊗Q) ◦ i(M×N)×P⊗Q
◦aM×N,P,Q ◦ aM,N,P×Q
= (M ⊗N ⊗ iP⊗Q) ◦ (M ⊗ iN⊗P×Q) ◦ iM⊗N×(P×Q).
(3.36)
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Por otra parte, como consecuencia de las igualdades (v) y (iii) del Lema 3.2.16
se tiene:
(iM⊗N ⊗ P ⊗Q) ◦ (iM×N⊗P ⊗Q) ◦ i(M×N)×P⊗Q
aM,N,P×Q ◦ aM,N×P,Q
= (M ⊗ iN⊗P ⊗Q) ◦ (M ⊗ iN×P⊗Q) ◦ iM⊗((N×P )×Q),
(3.37)
y en virtud de (vi) y (iv) del Lema 3.2.16 resulta:
(M ⊗ iN⊗P ⊗Q) ◦ (iM⊗((N×P )×Q)) ◦ (M × aN,P,Q)
= (M ⊗N ⊗ iP⊗Q) ◦ (M ⊗ iN⊗P×Q) ◦ iM⊗(N×(P×Q)).
(3.38)
Entonces, (3.37) y (3.38) permiten concluir:
(iM⊗N ⊗ P ⊗Q) ◦ (iM×N⊗P ⊗Q) ◦ i(M×N)×P⊗Q
◦aM,N,P×Q ◦ aM×N,P,Q ◦ (M × aN,P,Q)
= (M ⊗N ⊗ iP⊗Q) ◦ (M ⊗ iN⊗P×Q) ◦ iM⊗N×(P×Q).
(3.39)
Combinando (3.36) y (3.39) resulta (3.35), quedando demostrado el axioma
del pentágono.
Probaremos finalmente el axioma del triángulo. En primer lugar se tiene
que
∇M⊗N ◦ ((φM ◦ s′M ◦ (M ⊗ (Π
L
D ◦ iL)))⊗N) = ∇M⊗N ◦ (M ⊗ (φN ◦ (iL⊗N))),
(3.40)
de donde por ser iM⊗N un monomorfismo la fórmula (3.40) implica
pM⊗N◦((φM◦s′M◦(M⊗(Π
L
D◦iL)))⊗N) = pM⊗N◦(M⊗(φN◦(iL⊗N))), (3.41)
y por lo tanto
(rM ×N) ◦ aM,DL,N
= pM⊗N ◦ ((φM ◦ s′M ◦ (M ⊗ (Π
L
D ◦ iL)))⊗N) ◦ (iM⊗DL ⊗N)
◦iM×DL⊗N ◦ pM×DL⊗N ◦ (pM⊗DL ⊗N) ◦ (M ⊗ iDL⊗N ) ◦ iM⊗DL×N
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= pM⊗N ◦ ((φM ◦s′M ◦ (M ⊗ (Π
L
D ◦ iL)))⊗N)◦ (M ⊗ iDL⊗N )◦∇M⊗DL×N
◦(M ⊗ (pDL⊗N ◦ iDL⊗N )) ◦ iM⊗DL×N
= pM⊗N ◦ ((φM ◦ s′M ◦ (M ⊗ (Π
L
D ◦ iL)))⊗N) ◦ (M ⊗ iDL⊗N ) ◦ iM⊗DL×N
= pM⊗N ◦ (M ⊗ (φN ◦ (iL ⊗N))) ◦ (M ⊗ iDL⊗N ) ◦ iM⊗DL×N
=M × lM ,
siendo las igualdades primera y última ciertas por la definición de rM , lM y
aM,DL,N , la segunda consecuencia de la fórmula (3.17) probada en el Lema
3.2.14, la tercera el resultado de aplicar las propiedades de la escisión y la
cuarta (3.41). 2
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En la teoría de álgebras de Hopf, constituye un resultado clásico el hecho
de que cuando H es un álgebra de Hopf en una categoría trenzada estricta
con trenza c, el triple (H,φH , δH) es un objeto de la categoría de módulos
Yetter-Drinfeld HHYD, donde φH : H ⊗H → H denota la acción adjunta dada
por
φH = µH ◦ (µH ⊗ λH) ◦ (H ⊗ cH,H) ◦ (δH ⊗H).
Se cumple también el resultado análogo que surge al intercambiar los roles de
las estructuras de álgebra y coálgebra y módulo y comódulo respectivamente
entre sí. En concreto, el triple (H,µH , ϱH) es un objeto de HHYD donde ϱH :
H → H ⊗H denota la coacción adjunta definida como
ϱH = (µH ⊗H) ◦ (H ⊗ cH,H) ◦ (δH ⊗ λH) ◦ δH .
Sin embargo, al pasar al contexto débil las afirmaciones anteriores no son
necesariamente ciertas. De hecho, cuando H es un álgebra de Hopf débil en
una categoría trenzada C, el par (H,φH) no es en general un H-módulo por la
izquierda porque puede no cumplirse la condición de la unidad, es decir:
φH ◦ (ηH ⊗H) ̸= idH ,
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y en el caso de la coacción adjunta puede ser falsa la condición de la unidad
pues
(εH ⊗H) ◦ ϱH ̸= idH .
En esta sección se demuestra que para un AHTD D la acción adjunta y
la coacción adjunta inducen morfismos idempotentes y usando sus respectivas
factorizaciones es posible construir ejemplos de objetos en la categoría DDYD
definida en la primera sección del capítulo. Obviamente, si H es un álgebra de
Hopf, los idempotentes asociados a la acción adjunta y la coacción adjunta son
identidades, recuperándose los resultados clásicos.
Proposición 3.3.1. Sea D un AHTD en C. Sean φD : D ⊗ D → D y ϱD :
D → D ⊗D los morfismos definidos por
φD = µD ◦ (µD ⊗ λD) ◦ (D ⊗ tD,D) ◦ (δD ⊗D)
y
ϱD = (µD ⊗D) ◦ (D ⊗ tD,D) ◦ (δD ⊗ λD) ◦ δD.
Entonces
ωaD = φD ◦ (ηD ⊗D) : D → D, (3.42)
y
ωcD = (εD ⊗D) ◦ ϱD : D → D (3.43)
son morfismos idempotentes en C tales que
ωaD = µD ◦ (D ⊗ (λD ◦ΠLD)) ◦ δD, (3.44)
ωcD = µD ◦ (D ⊗ (ΠLD ◦ λD)) ◦ δD. (3.45)
Prueba:
Probemos en primer lugar que ωaD es un morfismo idempotente. En efecto:
ωaD ◦ ωaD
= µD ◦ (µD ⊗ (µD ◦ tD,D ◦ (λD ⊗ λD))) ◦ (D ⊗ µD ⊗D ⊗D)
◦(D⊗D⊗tD,D⊗D)◦(D⊗tD,D⊗tD,D)◦(δD⊗δD⊗D)◦(ηD⊗ηD⊗D)
= µD◦(µD⊗λD)◦(D⊗tD,D)◦(((µD⊗µD)◦(D⊗tD,D⊗D)◦(δD⊗δD))⊗D)
3.3 Acciones adjuntas y módulos Yetter-Drinfeld 131
◦(ηD ⊗ ηD ⊗D)
= µD ◦ (µD ⊗ λD) ◦ (D ⊗ tD,D) ◦ ((δD ◦ µD)⊗D) ◦ (ηD ⊗ ηD ⊗D)
= ωaD,
donde primera igualdad es consecuencia de (b3-2) de la Definición 1.2.9, la
asociatividad de µD y (1.54). La segunda igualdad se sigue de la antimulti-
plicatividad del antípodo y (b3-1) de la Definición 1.2.9. La tercera igualdad
hace uso de (b4) de la Definición 1.2.9 y la cuarta de las propiedades de ηD.
En cuanto a la condición de idempotente para ωcD, ésta se prueba siguiendo
la misma estrategia pero intercambiando los papeles de las propiedades de
álgebras y coálgebras.
Las igualdades
ωaD = µD ◦ (D ⊗ (λD ◦ΠDL)) ◦ δD
y
ωcD = µD ◦ (D ⊗ (ΠDL ◦ λD)) ◦ δD
son consecuencia de (1.43) y (1.39) respectivamente. 2
A continuación veremos la forma concreta que toman los morfismos ωaD y
ωcD en algunos ejemplos:
Ejemplos 3.3.2. (1) Sea G un grupoide finito y tomemos H = RG. En este
contexto los morfismos definidos en la Proposición 3.3.1 son:
ωaRG(σ) = σ ◦ idt(σ) =

σ si t(σ) = s(σ)
0 si t(σ) ̸= s(σ)
y
ωcRG(σ) = σ ◦ ids(σ) = σ.
En el caso particular del álgebra de grupoide donde G0 es un conjunto de
n objetos con una aplicación inversible entre cada par ordenado de objetos,
el álgebra RG resulta isomorfa al espacio de n × n-matrices sobre el anillo
base, esto es, RG =Mn(R), pues cada matriz (i, j)-unidad representa la única
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aplicación existente en la categoría, que además es un isomorfismo con dominio
el objeto j y codominio el objeto i.
El álgebra de Hopf débil RG tiene la siguiente estructura: Si Eij denota la
matriz (i, j)-unidad, la counidad viene dada por εRG(Eij) = 1, la comultipli-
cación definida por δRG(Eij) = Eij⊗Eij y el antípodo λRG(Eij) = Eji para ca-
da i, j = 1, · · · , n. En este caso se tiene que ΠLRG(Eij) = Eii, ΠRRG(Eij) = Ejj ;
y entonces RGL = RGR es el submódulo de las matrices diagonales. Entonces
la imagen de ωaRG es RGL, pues por definición
ωaRG(Eij) = µRG(EijEii) = EijEii =

Eii si i = j
0 si i ̸= j
(2) En el contexto general, si D es un AHTD conmutativa (µD = µD◦tD,D)
en virtud de (1.27) resulta ΠLD = Π
R
D. Entonces, la caracterización dada en
(3.44), permite concluir, usando las igualdades (1.34) y (1.30):
ωaD
= µD ◦ (D ⊗ (λD ◦Π
R
D)) ◦ δD
= µD ◦ (D ⊗ΠRD)) ◦ δD
= idD.
Además gracias a (3.45) y (1.34) obtenemos que
ωD
c
= µD ◦ (D ⊗ (Π
R
D ◦ λD)) ◦ δD
= µD ◦ (D ⊗ΠLD) ◦ δD.
De forma análoga, si D es un AHTD coconmutativa (δD = tD,D ◦ δD),
resulta ωaD = µD ◦ (D ⊗ ΠDL) ◦ δD y ωDc = idD pues en este caso la fórmula
(1.28) implica que ΠLD = Π
L
D.
(3) Sea A = (A, ηA, µA, εA, δA) un álgebra de Frobenius separable en una
categoría monoidal trenzada estricta C con trenza c. Entonces la condición de
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separabilidad µA ◦ δA = idA permite concluir que A⊗A es un álgebra de Hopf
débil en C con estructura:
ηA⊗A = ηA ⊗ ηA, µA⊗A = ((µA ◦ cA,A)⊗ µA) ◦ (A⊗ cA,A ⊗A),
εA⊗A = εA ◦ µA, δA⊗A = A⊗ (δA ◦ ηA)⊗A,
λA⊗A = (εA⊗A ⊗A⊗A) ◦ (A⊗ cA,A ⊗A) ◦ ((δA ◦ ηA)⊗ cA,A).
Para A⊗A se tiene
ΠLA⊗A = ((µA ◦cA,A)⊗ηA)◦(A⊗(((εA ◦µA)⊗A)◦(A⊗cA,A)◦((δD ◦ηA)⊗A)),
pues por la naturalidad de la trenza, (b3-2) de la Definición 1.2.9 y la condición
de separabilidad resulta:
ΠLA⊗A
= µA⊗A ◦ (A⊗A⊗ λA⊗A) ◦ δA⊗A
= ((µA ◦ cA,A)⊗ µA) ◦ (A⊗ cA,A ⊗A) ◦ (A⊗A⊗ (((εA ◦ µA)⊗A)
◦(A⊗cA,A)◦ ((δD ◦ηA)⊗A))⊗A)◦ (A⊗A⊗cA,A)◦ (A⊗ (δA ◦ηA)⊗A)
= ((µA ◦ cA,A)⊗ µA) ◦ (A⊗ cA,A ⊗A) ◦ (A⊗A⊗ cA,A)
◦(A⊗ (δD ⊗ ηA)⊗ (((εA ◦ µA)⊗A) ◦ (A⊗ cA,A) ◦ ((δD ◦ ηA)⊗A)))
= ((µA ◦ cA,A)⊗A) ◦ (A⊗ cA,A)
◦(A⊗ (µA ◦ δA ◦ ηA)⊗ (((εA ◦µA)⊗A) ◦ (A⊗ cA,A) ◦ ((δD ◦ ηA)⊗A)))
= ((µA ◦ cA,A)⊗A) ◦ (A⊗ cA,A)
◦(A⊗ ηA ⊗ (((εA ◦ µA)⊗A) ◦ (A⊗ cA,A) ◦ ((δD ◦ ηA)⊗A)))
= ((µA ◦cA,A)⊗ηA)◦(A⊗(((εA ◦µA)⊗A)◦(A⊗cA,A)◦((δD ◦ηA)⊗A))),
y entonces:
ωaA⊗A = (A⊗ (µA ◦ (µA ⊗A) ◦ (A⊗ cA,A) ◦ ((δA ◦ ηA)⊗A))),
ωcA⊗A = ((εA ◦ µA)⊗ (µA ◦ cA,A)⊗A) ◦ (A⊗ c−1A,A ⊗ cA,A) ◦ (c
−1
A,A ⊗ cA,A ⊗A)
◦(A⊗ (δA ◦ ηA)⊗ (c−1A,A ◦ δA)).
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Proposición 3.3.3. Sea D un AHTD en C. Sean φD : D ⊗ D → D y ϱD :
D → D ⊗ D los morfismos definidos en la Proposición 3.3.1. Se cumple lo
siguiente:
(i) tD,D ◦ (φD ⊗D) = (D ⊗ φD) ◦ (tD,D ⊗D) ◦ (D ⊗ tD,D),
(ii) tD,D ◦ (D ⊗ φD) = (φD ⊗D) ◦ (D ⊗ tD,D) ◦ (tD,D ⊗D),
(iii) (D ⊗ ϱD) ◦ tD,D = (tD,D ⊗D) ◦ (D ⊗ tD,D) ◦ (ϱD ⊗D),
(iv) (ϱD ⊗D) ◦ tD,D = (D ⊗ tD,D) ◦ (tD,D ⊗D) ◦ (D ⊗ ϱD),
y se tienen las igualdades análogas cambiando tD,D por t′D,D.
Prueba:
Demostraremos (i) ya que las otras igualdades se obtienen de modo similar,
bien aplicando las correspondientes propiedades por el otro lado, bien inter-
cambiando entre sí los roles de las propiedades de álgebra y coálgebra. En
efecto:
tD,D ◦ (φD ⊗D)
= tD,D ◦ µD ◦ (µD ⊗ λD ⊗D) ◦ (D ⊗ tD,D ⊗D) ◦ (δD ⊗D ⊗D)
= (D ⊗ µD) ◦ (tD,D ⊗ µD) ◦ (D ⊗ tD,D ⊗ λD) ◦ (D ⊗ ((D ⊗ tD,D)
◦(tD,D ⊗D))) ◦ (δD ⊗D ⊗D)
= (D ⊗ µD) ◦ (D ⊗D ⊗ (µD ◦ (D ⊗ λD))) ◦ (tD,D ⊗ tD,D)
◦(D ⊗ tD,D ⊗D) ◦ (δD ⊗ tD,D)
= (D ⊗ φD) ◦ (tD,D ⊗D) ◦ (D ⊗ tD,D),
siendo la primera igualdad cierta por la definición de φD y la asociatividad de
µD, la segunda por (b3-1) de la Definición 1.2.9 y (1.54), la tercera por (a1) de
la Definición 1.2.4 y la cuarta por (b3-4) de la Definición 1.2.9 y la definición
de φD. 2
3.3 Acciones adjuntas y módulos Yetter-Drinfeld 135
Proposición 3.3.4. Sea D un AHTD en C. Sean φD : D ⊗ D → D y ϱD :
D → D ⊗D los morfismos definidos en la Proposición 3.3.1. Se cumple que:
(i) φD ◦ (D ⊗ φD) = φD ◦ (µD ⊗D),
(ii) δD ◦ φD = (µD ⊗D) ◦ (D ⊗ tD,D) ◦ (((µD ⊗ φD) ◦ (D ⊗ tD,D ⊗D)
◦(δD ⊗ δD))⊗ λD) ◦ (D ⊗ tD,D) ◦ (δD ⊗D),
(iii) (D ⊗ ϱD) ◦ ϱD = (δD ⊗D) ◦ ϱD,
(iv) ϱD ◦ µD = (µD ⊗D) ◦ (D ⊗ tD,D) ◦ (((µD ⊗ µD) ◦ (D ⊗ tD,D ⊗D)
◦(δD ⊗ ϱD))⊗ λD) ◦ (D ⊗ tD,D) ◦ (δD ⊗D).
Prueba:
Probaremos en primer lugar el apartado (i). En efecto:
φD ◦ (D ⊗ φD)
= µD ◦(µD⊗(µD ◦tD,D ◦(λD⊗λD)))◦(µD⊗tD,D⊗D)◦(D⊗tD,D⊗tD,D)
◦(δD ⊗ δD ⊗D)
= µD◦(µD⊗λD)◦(D⊗tD,D)◦(((µD⊗µD)◦(D⊗tD,D⊗D)◦(δD⊗δD))⊗D)
= µD ◦ (µD ⊗ λD) ◦ (D ⊗ tD,D) ◦ ((δD ◦ µD)⊗D)
= φD ◦ (µD ⊗D),
donde la primera igualdad se sigue de (b3-2) de la Definición 1.2.9, la asociativi-
dad de µD y (1.53). La segunda igualdad es cierta por la antimultiplicatividad
del antípodo y (b3-1) de la Definición 1.2.9; en la tercera igualdad se hace uso
de (b4) de la Definición 1.2.9y en la cuarta de la definición de φD.
El apartado (ii) puede demostrarse como sigue:
(µD ⊗D) ◦ (D ⊗ tD,D) ◦ (((µD ⊗ φD) ◦ (D ⊗ tD,D ⊗D)
◦(δD ⊗ δD))⊗ λD) ◦ (D ⊗ tD,D) ◦ (δD ⊗D)
= (µD ⊗D) ◦ (D ⊗ tD,D) ◦ (D ⊗ (µD ◦ (µD ⊗ λD) ◦ (D ⊗ tD,D))⊗D)
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◦(µD ⊗ δD ⊗D ⊗D) ◦ (D ⊗ tD,D ⊗D ⊗ λD) ◦ (δD ⊗ δD ⊗D)
◦(D ⊗ tD,D) ◦ (δD ⊗D)
= (µD ⊗ µD) ◦ (D ⊗ tD,D ⊗D) ◦ (µD ⊗ µD ⊗ (tD,D ◦ (λD ⊗ λD)))
◦(D ⊗ tD,D ⊗ tD,D ⊗D) ◦ (D ⊗D ⊗ tD,D ⊗D ⊗D)
◦(D ⊗ δD ⊗ δD ⊗D) ◦ (δD ⊗ tD,D) ◦ (δD ⊗D)
= (µD ⊗ µD) ◦ (D ⊗ tD,D ⊗D) ◦ (µD ⊗ µD ⊗ (tD,D ◦ (λD ⊗ λD)))
◦(D ⊗ tD,D ⊗D ⊗D ⊗D) ◦ (δD ⊗ δD ⊗D ⊗D) ◦ (D ⊗ tD,D ⊗D)
◦(D ⊗D ⊗ tD,D) ◦ (D ⊗ δD ⊗D) ◦ (δD ⊗D)
= (µD ⊗ µD) ◦ (D ⊗ tD,D ⊗D) ◦ (((µD ⊗ µD) ◦ (D ⊗ tD,D ⊗D)
◦(δD ⊗ δD))⊗ (tD,D ◦ (λD ⊗ λD) ◦ δD)) ◦ (D ⊗ tD,D) ◦ (δD ⊗D)
= (µD⊗µD)◦(D⊗tD,D⊗D)◦((δD◦µD)⊗(δD◦λD))◦(D⊗tD,D)◦(δD⊗D)
= δD ◦ φD.
En estos últimos cálculos la primera igualdad es cierta por la definición de φD;
en la segunda se aplica (b3-1) y (b3-3) de la Definición 1.2.9, en la tercera
(b3-4) y la coasociatividad de δD, en la cuarta (b3-3). La quinta igualdad es
consecuencia de (1.53), (1.54), la anticomultiplicatividad del antípodo y (b4),
la sexta se sigue de (b4) de la Definición 1.2.9 y la definición de φD.
La demostración del apartado (iii) es análoga a la de (i) pero aplicando
las correspondientes propiedades de la estructura de comódulo en vez de la
de módulo e intercambiando las propiedades de álgebra y coálgebra. Existe la
misma relación entre las pruebas de (iv) y (ii). 2
Proposición 3.3.5. Sea D un AHTD en C. Sean ωaD y ωcD los morfismos
idempotentes definidos en la Proposición 3.3.1. Se cumple que:
(i) φD ◦ (D ⊗ ωaD) = φD,
(ii) ωaD ◦ φD = φD,
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(iii) (D ⊗ ωaD) ◦ δD ◦ ωaD = δD ◦ ωaD,
(iv) (D ⊗ ωcD) ◦ ϱD = ϱD,
(v) ϱD ◦ ωcD = ϱD,
(vi) ωcD ◦ µD ◦ (D ⊗ ωcD) = ωcD ◦ µD.
Prueba:
La igualdad (i) tiene la siguiente prueba:
φD◦(D⊗ωaD) = φD◦(D⊗(φD◦(ηD⊗D))) = φD◦((µD◦(D⊗ηD))⊗D) = φD,
donde la primera igualdad es consecuencia de la definición de ωaD, en la segunda
se aplica el apartado (i) de la Proposición 3.3.4 y la última se sigue por las
propiedades de ηD.
La igualdad (ii) se obtiene por los mismos argumentos que la anterior:
ωaD ◦ φD = φD ◦ (ηD ⊗ φD) = φD ◦ ((µD ◦ (ηD ⊗D))⊗D) = φD.
Para demostrar (iii), en primer lugar por el apartado (i) de la Proposición
3.3.3 y el apartado (ii) de la presente Proposición resulta:
(D ⊗ ωaD) ◦ tD,D ◦ (φD ⊗D) = tD,D ◦ (φD ⊗D). (3.46)
Entonces:
(D ⊗ ωaD) ◦ δD ◦ ωaD
= (D ⊗ ωaD) ◦ (µD ⊗D) ◦ (D ⊗ tD,D) ◦ (((µD ⊗ φD) ◦ (D ⊗ tD,D ⊗D)
◦(δD ⊗ δD))⊗ λD) ◦ (D ⊗ tD,D) ◦ ((δD ◦ ηD)⊗D)
= (µD ⊗D) ◦ (D ⊗ tD,D) ◦ (((µD ⊗ φD) ◦ (D ⊗ tD,D ⊗D)
◦(δD ⊗ δD))⊗ λD) ◦ (D ⊗ tD,D) ◦ ((δD ◦ ηD)⊗D)
= δD ◦ ωaD,
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donde en la primera igualdad se obtiene usando la definición de ωaD y (ii) de la
Proposición 3.3.4. La segunda igualdad es consecuencia de (3.46) y la tercera
de la parte (ii) de la Proposición 3.3.4 de nuevo.
En lo que respecta a los apartados restantes, intercambiando los roles de
las propiedades de álgebra y coálgebra entre sí, así como las de módulo y
comódulo, razonando de modo similar a lo realizado en (i), se obtiene (iv),
dándose la misma relación entre (v) y (ii) y (vii) y (iii) respectivamente. 2
Se introduce ahora una notación que resultará apropiada en lo que resta
de sección.
3.3.6. Sea D un AHTD en C. Sean ωaD y ωcD los morfismos idempotentes
definidos en la Proposición 3.3.1.
Para x ∈ {a, c}, se designará respectivamente por
Ωx(D), pxD : D → Ωx(D), ixD : Ωx(D) → D,





D ◦ pxD, idΩx(D) = pxD ◦ ixD.
Proposición 3.3.7. Sea D un AHTD en C. Se cumple que:
(i) El objeto Ωa(D) es un D-módulo por la izquierda con acción
φΩa(D) = p
a
D ◦ φD ◦ (D ⊗ iaD) : D ⊗ Ωa(D) → Ωa(D)
y un D-comódulo por la izquierda con coacción
ρΩa(D) = (D ⊗ paD) ◦ δD ◦ iaD : Ωa(D) → D ⊗ Ωa(D).
(ii) El objeto Ωc(D) es un D-módulo por la izquierda con acción
ψΩc(D) = p
c
D ◦ µD ◦ (D ⊗ icD) : D ⊗ Ωc(D) → Ωc(D)
y un D-comódulo por la izquierda con coacción
ϱΩc(D) = (D ⊗ pcD) ◦ ϱD ◦ icD : Ωc(D) → D ⊗ Ωc(D).
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Prueba:
Para demostrar el apartado (i) nótese en primer lugar que
φΩa(D) ◦ (ηD ⊗ Ωa(D)) = paD ◦ ωaD ◦ iaD = idΩa(D).
Por otro lado
φΩa(D) ◦ (D ⊗ φΩa(D))
= paD ◦ φD ◦ (D ⊗ ωaD) ◦ (D ⊗ φD) ◦ (D ⊗D ⊗ iaD)
= paD ◦ φD ◦ (D ⊗ φD) ◦ (D ⊗D ⊗ iaD)
= paD ◦ φD ◦ (µD ⊗D) ◦ (D ⊗D ⊗ iaD)
= φΩa(D) ◦ (µD ⊗ Ωa(D)),
donde la primera igualdad y la última se siguen por la definición de φΩa(D), la
segunda por el apartado (ii) de la Proposición 3.3.5 y la tercera por la parte
(i) de la Proposición 3.3.4.
Para demostrar que el par (Ωa(D), ρΩa(D)) es una estructura deD-comódulo,
por una parte, usando la definición de ρΩa(D) y las propiedades de εD se con-
cluye que (εD ⊗ Ωa(D)) ◦ ρΩa(D) = idΩa(D).
Por otra parte:
(D ⊗ ρΩa(D)) ◦ ρΩa(D)
= (D ⊗ ((D ⊗ paD) ◦ δD)) ◦ (D ⊗ ωaD) ◦ δD ◦ iaD
= (D ⊗ ((D ⊗ paD) ◦ δD)) ◦ δD ◦ iaD
= (δD ⊗ Ωa(D)) ◦ ρΩa(D),
siendo la primera igualdad cierta por la definición de ρΩa(D), la segunda por
el apartado (iii) de la Proposición 3.3.5 y el carácter mónico de iaD; la tercera
por la coasociatividad de δD.
La parte (ii) de la proposición se demuestra siguiendo el mismo esquema
que en (i) pero intercambiando los roles entre las propiedades de álgebra y
coálgebra y las relativas a módulo y comódulo. 2
140 3 Monoidalidad de la categoría de módulos Yetter-Drinfeld
Lema 3.3.8. Sea D un AHTD en C. Con la notación del párrafo 3.3.6, para
x = a o x = c se cumple que:
(i) tD,D ◦ (ωxD⊗D) = (D⊗ωxD)◦ tD,D, tD,D ◦ (D⊗ωxD) = (ωxD⊗D)◦ tD,D,
(ii) t′D,D ◦ (ωxD⊗D) = (D⊗ωxD)◦ t′D,D, t′D,D ◦ (D⊗ωxD) = (ωxD⊗D)◦ t′D,D,
(iii) ∇D,D ◦ (ωxD ⊗D) = (ωxD ⊗D) ◦ ∇D,D,
(iv) ∇D,D ◦ (D ⊗ ωxD) = (D ⊗ ωxD) ◦ ∇D,D.
Prueba:
Si con Π(λ)a designamos a ΠLD ◦ λD y con Π(λ)c a λD ◦ ΠLD, entonces las
fórmulas (3.44) y (3.45) permiten escribir ωxD = µD ◦ (D ⊗ Π(λ)x) ◦ δD para
x∈{a, c}. Aplicando (1.54) y (1.35) resulta:
(Π(λ)x ⊗D) ◦ tD,D = tD,D ◦ (D ⊗Π(λ)x). (3.47)
Entonces, por (b3) de la Definición 1.2.9 y (3.47) se obtiene:
tD,D ◦ (ωxD ⊗D)
= tD,D ◦ ((µD ◦ (D ⊗ ı) ◦ δD)⊗D)
= (D ⊗ µD) ◦ (tD,D ⊗D) ◦ (D ⊗ tD,D) ◦ (D ⊗Π(λ)x ⊗D) ◦ (δD ⊗D)
= (D ⊗ (µD ◦ (D ⊗Π(λ)x) ◦ δD)) ◦ tD,D
= (D ⊗ ωxD) ◦ tD,D.
La otra fórmula incluída en (i) se deduce análogamente, y las enunciadas
en (ii), (iii) y (iv) son ciertas porque cuando D es una BTD o un AHTD





D,D) es un caso particular de (D,D)-OD. Por lo tanto, las
fórmulas se obtienen a partir del Lema 2.1.20. 2
Observación 3.3.9. Sea D un AHTD en C. Utilizando el Lema 3.3.8 obte-
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D⊗D)◦tD,D◦(D⊗ixD), s′Ωx(D) := (D⊗p
x
D)◦t′D,D◦(ixD⊗D),
es un (Ωx(D), D)-OD.
Lema 3.3.10. Sea D un AHTD en C. Se cumple que la cuádrupla (rΩx(D),
r′Ωx(D), sΩx(D), s
′
Ωx(D)) dada en la Observación previa es un (Ω
x(D), D)-OD
compatible con las estructuras de (co)módulo sobre Ωx(D) definidas en la Pro-
posición 3.3.7 para x ∈ {a, c}.
Prueba:
Probaremos el caso x = a. La prueba para para x = c es semejante. En primer
lugar debemos comprobar que
rΩa(D) ◦ (φΩa(D)⊗D) = (D⊗φΩa(D)) ◦ (tD,D ⊗Ωa(D)) ◦ (D⊗ rΩa(D)), (3.48)





y las igualdades análogas tomando tD,D, t′D,D, sΩa(D) y s
′





Ωa(D) y rΩa(D) respectivamente.
La prueba de (3.48) es la siguiente:
rΩa(D) ◦ (φΩa(D) ⊗D)
= (D ⊗ paD) ◦ tD,D ◦ ((ωaD ◦ φD ◦ (D ⊗ iaD))⊗D)
= (D ⊗ paD) ◦ tD,D ◦ (φD ◦ (D ⊗ iaD))⊗D)
= (D ⊗ (paD ◦ φD)) ◦ (tD,D ⊗D) ◦ (D ⊗ tD,D) ◦ (D ⊗ iaD ⊗D)
= (D ⊗ (paD ◦ φD)) ◦ (tD,D ⊗ ωaD) ◦ (D ⊗ tD,D) ◦ (D ⊗ iaD ⊗D)
= (D ⊗ φΩa(D)) ◦ (tD,D ⊗ Ωa(D)) ◦ (D ⊗ rΩa(D)),
donde las igualdades primera y última se siguen por la definición de φΩa(D) y
rΩa(D), la segunda por el apartado (ii) de la Proposición 3.3.5, la tercera por
el apartado (ii) de la Proposición 3.3.3 y la cuarta por las propiedades de la
escisión y (i) del Lema 3.3.8.
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La igualdad (3.49) se demuestra usando los mismos argumentos pero apli-
cando los resultados correspondientes a t′D,D.
La comprobación de la compatibilidad con la estructura de comódulo es
inmediata sin más que aplicar las correspondientes propiedades de comódulo
en vez de las de módulo. 2
Proposición 3.3.11. Sea D un AHTD en C. Se cumple que:
(i) El triple (Ωa(D), φΩa(D), ρΩa(D)) es un objeto en DDYD.
(ii) El triple (Ωc(D), ψΩc(D), ϱΩc(D)) es un objeto en DDYD.
Prueba:
En virtud del Lema 3.3.10 y de la Proposición 3.1.6, para obtener el apartado
(i) es suficiente con demostrar la condición (yd3-ii).
Para el triple (Ωa(D), φΩa(D), ρΩa(D)) (yd3-ii) se cumple ya que
(µD ⊗ Ωa(D)) ◦ (D ⊗ rΩa(D)) ◦ (((µD ⊗ φΩa(D)) ◦ (D ⊗ tD,D ⊗D)
◦(δD ⊗ ρΩa(D)))⊗ λD) ◦ (D ⊗ sΩa(D)) ◦ (δD ⊗ Ωa(D))
= (µD ⊗ paD) ◦ (D ⊗ tD,D) ◦ (µD ⊗ (ωaD ◦ φD)⊗D)
◦(D⊗ tD,D ⊗ωaD ⊗D) ◦ (δD ⊗ (δD ◦ωaD)⊗λD) ◦ (D⊗ tD,D) ◦ (δD ⊗ iaD)
= (µD ⊗ paD) ◦ (D ⊗ tD,D) ◦ (((µD ⊗ φD) ◦ (D ⊗ tD,D ⊗D)
◦(δD ⊗ δD))⊗ λD) ◦ (D ⊗ tD,D) ◦ (δD ⊗ iaD)
= (D ⊗ paD) ◦ δD ◦ φD ◦ (D ⊗ iaD)
= ρΩa(D) ◦ φΩa(D),
donde la primera igualdad se sigue por la definición de φΩa(D) y ρΩa(D), la
segunda por (i) del Lema 3.3.8 y (i) de la Proposición 3.3.5, la tercera por el
apartado (ii) de la Proposición 3.3.4 y la cuarta es consecuencia del aparta-
do (ii) de la Proposición 3.3.5 y de las definiciones de las (co)estructuras de
(co)módulo.
El apartado (ii) puede probarse con idénticos argumentos. 2
Capítulo 4
Equivalencias entre las distintas
categorías de módulos
Yetter-Drinfeld
En este capítulo se definen las distintas categorías de módulos Yetter-
Drinfeld en el contexto monoidal que surgen al variar el lado por el que se con-
sideran las estructuras de (co)módulo, esto es DDYD, YD
D
D, DYDD y DYDD;
así como al variar la (co)multiplicación en la BTD o AHTD. En una segun-
da sección se utilizan las transformaciones en las estructuras de (co)módulo
definidas en la Sección 2.2 para demostrar un teorema sobre la equivalencia de
varias de estas categorías de módulos Yetter-Drinfeld.
Al igual que en los otros capítulos C denota una categoría monoidal estricta
donde todo idempotente rompe.
4.1. Distintas categorías de módulos Yetter-Drinfeld
La motivación de la sección es extender los conceptos de [81] al contexto
general débil. En el caso donde las estructuras de (co)módulo vienen dadas
ambas por la derecha la definición será en cierto modo análoga a la dada cuando
ambas vienen dadas por la izquierda, pero en el caso cruzado la cuestión es
más delicada.
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Comenzamos dando las definiciones de todas las clases de módulos Yetter-
Drinfeld en un contexto débil trenzado.
Definición 4.1.1. Sea D un AHTD en C. Se dice que (M,ψM , ρM ) es un mó-
dulo Yetter-Drinfeld derecha-derecha sobre D si (M,ψM ) es un D-módulo por
la derecha, (M,ρM ) un D-comódulo por la derecha y se cumplen las siguientes
condiciones:
(yd1-dd) ρM = (ψM ⊗ µD) ◦ (M ⊗ tD,D ⊗D) ◦ (ρM ⊗ δD) ◦ (M ⊗ ηD).
(yd2-dd) Existe un (M,D)-OD (rM , r′M , sM , s
′
M ) compatible con las estruc-
turas de (co)módulo de M tal que
(ψM ⊗ µD) ◦ (M ⊗ tD,D ⊗D) ◦ (ρM ⊗ δD)
= (M ⊗ µD) ◦ (sM ⊗D) ◦ (D⊗ (ρM ◦ ψM )) ◦ (rM ⊗D) ◦ (M ⊗ δD).
La clase de todos los módulos Yetter-Drinfeld derecha-derecha sobre D será
denotada por YDDD.
Definición 4.1.2. Sea D un AHTD en C. Se dice que (M,φM , ρM ) es un
módulo Yetter-Drinfeld izquierda-derecha sobre D si (M,φM ) es un D-módulo
por la izquierda, (M,ρM ) es un D-comódulo por la derecha y se cumplen las
siguientes condiciones:
(yd1-id) Existe un (M,D)-OD (rM , r′M , sM , s
′
M ) compatible con las estruc-
turas de (co)módulo de M tal que
ρM = (φM ⊗ µD) ◦ (D ⊗ sM ⊗D) ◦ (δD ⊗ ρM ) ◦ (ηD ⊗M).
(yd2-id) Tomando el (M,D)-OD de la condición (yd1-id) se cumple:
(φM ⊗ µD) ◦ (D ⊗ sM ⊗D) ◦ (δD ⊗ ρM )
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (D ⊗ (ρM ◦ φM )) ◦ (δD ⊗M).
La clase de todos los módulos Yetter-Drinfeld izquierda-derecha sobre D
será denotada por DYDD.
Definición 4.1.3. Sea D un AHTD en C. Se dice que (M,ψM , ϱM ) es un mó-
dulo de Yetter-Drinfeld derecha-izquierda sobre D si (M,ψM ) es un D-módulo
por la derecha, (M,ϱM ) es un D-comódulo por la izquierda y se cumplen las
siguientes condiciones:
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(yd1-di) Existe un (M,D)-OD (rM , r′M , sM , s
′
M ) compatible con las estruc-
turas de (co)módulo de M tal que
ϱM = (µD ⊗ ψM ) ◦ (D ⊗ rM ⊗D) ◦ (ϱM ⊗ δD) ◦ (M ⊗ ηD).
(yd2-di) Tomando el (M,D)-OD de la condición (yd1-di) se cumple:
(µD ⊗ ψM ) ◦ (D ⊗ rM ⊗D) ◦ (ϱM ⊗ δD)
= ((µD ◦ t′D,D)⊗M) ◦ (D ⊗ s′M ) ◦ ((ϱM ◦ ψM )⊗D) ◦ (M ⊗ δD).
La clase de todos los módulos Yetter-Drinfeld derecha-izquierda sobre D
será denotada por DYDD.
La definición de los morfismos entre objetos de estas clases es análoga a la
del caso izquierda-izquierda (véase la Definición 3.1.3).
Definición 4.1.4. Sean (M,φM , ϱM ) y (N,φN , ϱN ) dos triples en la misma
clase YDDD, DYDD o DYDD y con operadores débiles asociados (rM , r′M , sM ,
s′M ) y (rN , r
′
N , sN , s
′
N ) respectivamente. Se dice que el morfismo f : M →
N es un morfismo de módulos Yetter-Drinfeld derecha-derecha o izquierda-
derecha o derecha-izquierda según corresponda si:
(i) El morfismo f es de (co)módulos (derecha o izquierda según correspon-
da),
(ii) rN ◦ (f ⊗D) = (D ⊗ f) ◦ rM , sN ◦ (D ⊗ f) = (f ⊗D) ◦ sM .
Observación 4.1.5. Recuérdese que gracias al Lema 2.1.20 se obtiene que si
f : M → N es un morfismo de módulos Yetter-Drinfeld entonces también se
cumple:
r′N ◦ (D ⊗ f) = (f ⊗D) ◦ r′M y s′N ◦ (f ⊗D) = (D ⊗ f) ◦ s′M .
Observación 4.1.6. Cuando la categoría C es simétrica y se toma como o-
perador Yang-Baxter débil la trenza c de la categoría y como (M,D)-OD la
cuádrupla (cM,D, cD,M , cD,M , cM,D) se recuperan las definiciones clásicas de las
distintas clases de módulos Yetter-Drinfeld introducidas en [81] en el contexto
de las álgebras de Hopf y en [22], [74] en el contexto de las álgebras de Hopf
débiles (véase (1) de Ejemplos 1.2.6). Es más, suponiendo C trenzada con trenza
c, tomando tD,D = cD,D, t′D,D = c
−1
D,D y la cuádrupla (cM,D, c
−1
M,D, cD,M , c
−1
D,M )
como (M,D)-OD se cumplen las definiciones análogas en el contexto trenzado.
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Se definen de modo semejante a la categoría DDYD las categorías de módulos
Yetter-Drinfeld derecha-derecha, que se denotará por YDDD, izquierda-derecha,
denotada por DYDD, y derecha-izquierda, denotada por DYDD.
Observación 4.1.7. Siguiendo los mismos argumentos empleados en la Propo-
sición 3.1.6, teniendo en cuenta que en este caso el papel que en la proposición
desempeñaba ΠLD lo juega ahora Π
R
D, usando (1.44) en vez de (1.43), (1.42) en
vez de (1.41) y (1.45) en vez de (1.46), se deduce que:
Si D es un AHTD en C, (M,ψM ) un D-módulo por la derecha y (M,ρM )
un D-comódulo por la derecha, y existe (rM , r′M , sM , s
′
M ) un (M,D)-OD com-
patible con las estructuras de (co)módulo de M , entonces el cumplimiento
simultáneo de las condiciones (yd1-dd) e (yd2-dd) equivale al de la condición:
(yd3-dd) ρM ◦ ψM = (M ⊗ µD) ◦ (sM ⊗D) ◦ (λD ⊗ ((ψM ⊗ µD)
◦(M ⊗ tD,D ⊗D) ◦ (ρM ⊗ δD))) ◦ (rM ⊗D) ◦ (M ⊗ δD).
En el caso cruzado, si bien puede darse también una caracterización alter-
nativa, se requiere que el antípodo sea inversible. En concreto:
Proposición 4.1.8. Sea D un AHTD en C con antípodo inversible, (M,φM )
un D-módulo por la izquierda y (M,ρM ) un D-comódulo por la derecha. Su-
poniendo la existencia de un (M,D)-OD (rM , r′M , sM , s
′
M ) compatible con las
estructuras de (co)módulo de M , las igualdades (yd1-id) y (yd2-id) son equi-
valentes a:
(yd3-id) ρM ◦ φM = (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (λ
−1
D ⊗ ((φM ⊗ µD)
◦(D ⊗ sM ⊗D) ◦ (δD ⊗ ρM ))) ◦ (δD ⊗M).
Prueba:
Probaremos en primer lugar que el cumplimiento de (yd1-id) y (yd2-id) implica
(yd3-id). En efecto:
(M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (λ
−1
D ⊗ ((φM ⊗ µD) ◦ (D ⊗ sM ⊗D)
◦(δD ⊗ ρM ))) ◦ (δD ⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗ (µD ◦ t′D,D)) ◦ (D ⊗ r′M ⊗M)
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◦(D ⊗D ⊗ (ρM ◦ φM )) ◦ (λ−1D ⊗ δD ⊗M) ◦ (δD ⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ ((µD ◦ t′D,D ◦ (λ
−1
D ⊗D) ◦ δD)⊗ (ρM
◦φM )) ◦ (δD ⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (Π
L
D ⊗ (ρM ◦ φM )) ◦ (δD ⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (D ⊗ (ρM ◦ φM )) ◦ (D ⊗ µD ⊗M)
◦((δD ◦ ηD)⊗D ⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗M) ◦ (D ⊗ (ρM ◦ φM )) ◦ ((δD ◦ ηD)⊗ φM )
= (φM ⊗ µD) ◦ (D ⊗ sM ⊗M) ◦ ((δD ◦ ηD)⊗ φM )
= ρM ◦ φM ,
donde las igualdades primera y sexta se siguen de (yd2-id). En cuanto a la se-
gunda igualdad, se usa la coasociatividad de δD, la asociatividad de µDop y (e1)
de la Definición 2.1.1. La tercera igualdad es cierta porque como consecuencia
de la anticomultiplicatividad de λ−1D , (1.29) y (1.34) se tiene que
µD ◦ t′D,D ◦ (λ−1D ⊗D) ◦ δD = Π
L
D. (4.1)
La cuarta igualdad se deduce de (1.45), la quinta de la condición de módulo y
la última de (yd1-id).
Asumiendo ahora (yd3-id) se obtiene (yd2-id) de la siguiente manera:
(M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (D ⊗ (ρM ◦ φM )) ◦ (δD ⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗ (µD ◦ t′D,D)) ◦ (D ⊗ r′M ⊗D)
◦(D ⊗ λ−1D ⊗ ((φM ⊗ µD) ◦ (D ⊗ sM ⊗D) ◦ (δD ⊗ ρM )))
◦(D ⊗ δD ⊗M) ◦ (δD ⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ ((µD ◦ t′D,D ◦ (D ⊗ λ
−1
D )
◦δD)⊗ ((φM ⊗ µD) ◦ (D ⊗ sM ⊗D) ◦ (δD ⊗ ρM ))) ◦ (δD ⊗M)
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= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (Π
R
D ⊗ ((φM ⊗ µD) ◦ (D ⊗ sM ⊗D)
◦(δD ⊗ ϱM ))) ◦ (δD ⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (λ
−1
D ⊗ ((φM ⊗ µD) ◦ (D ⊗ sM ⊗D)
◦(δD ⊗ ρM ))) ◦ (D⊗µD ⊗M) ◦ (tD,D ⊗D⊗M) ◦ (D⊗ (δD ◦ ηD)⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (λ
−1
D ⊗ ((φM ⊗ µD) ◦ (D ⊗ sM ⊗D)))
◦(D⊗ ((µD⊗µD)◦ (D⊗ tD,D⊗D)◦ (δD⊗δD))⊗ρM )◦ (tD,D⊗D⊗M)
◦(D ⊗ (δD ◦ ηD)⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (D ⊗ φM ⊗D) ◦ (tD,D ⊗ ((φM ⊗ µD)
◦(D ⊗ sM ⊗D))) ◦ (D ⊗D ⊗ tD,D ⊗ M ⊗ µD)
◦(D⊗ tD,D⊗D⊗sM ⊗D)◦(δD⊗λ−1D ⊗δD⊗ρM )◦(D⊗(δD ◦ηD)⊗M)
= (φM ⊗ (µD ◦ t′D,D)) ◦ (D ⊗ r′M ⊗ µD) ◦ (t′D,D ⊗ sM ⊗D)
◦(tD,D ⊗D ⊗ ((φM ⊗ µD) ◦ (D ⊗ sM ⊗D) ◦ (δD ⊗ ρM )))
◦(D ⊗ tD,D ⊗D ⊗M) ◦ (δD ⊗ λ−1D ⊗D ⊗M) ◦ (D ⊗ (δD ◦ ηD)⊗M)
= (M ⊗ (µD ◦ (µD ⊗D) ◦ (D ⊗ t′D,D))) ◦ (φM ⊗ t′D,D ⊗D)
◦(D ⊗ r′M ⊗D ⊗D) ◦ (D ⊗D ⊗ sM ⊗D) ◦ (D ⊗ tD,D ⊗ ((φM ⊗ µD)
◦(D⊗sM ⊗D)◦(δD⊗ρM )))◦(δD⊗λ−1D ⊗D⊗M)◦(D⊗(δD ◦ηD)⊗M)
= (M ⊗ (µD ◦ (µD ⊗D) ◦ (D ⊗ t′D,D))) ◦ (φM ⊗ (t′D,D ◦ tD,D)⊗D)
◦(D ⊗ sM ⊗D ⊗D) ◦ (D ⊗D ⊗ r′M ⊗D) ◦ (δD ⊗ λ
−1
D ⊗ ((φM ⊗ µD)
◦(D ⊗ sM ⊗D) ◦ (δD ⊗ ρM ))) ◦ (D ⊗ (δD ◦ ηD)⊗M)
= (φM ⊗ µD) ◦ (D ⊗ sM ⊗ (µD ◦ t′D,D)) ◦ (δD ⊗ r′M ⊗D)
◦(D⊗λ−1D ⊗((φM⊗µD)◦(D⊗sM⊗D)◦(δD⊗ρM )))◦(D⊗(δD◦ηD)⊗M)
= (φM ⊗ µD) ◦ (D ⊗ sM ⊗D) ◦ (δD ⊗ ρM ) ◦ (D ⊗ (φM ◦ (ηD ⊗M)))
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= (φM ⊗ µD) ◦ (D ⊗ sM ⊗D) ◦ (δD ⊗ ρM ),
donde las igualdades primera y undécima se siguen por (yd3-id), la segunda
por la coasociatividad de δD, la asociatividad en µDcoop , (e1) y (e4-2) de la
Definición 2.1.1. En la tercera igualdad se usa que
µD ◦ t′D,D ◦ (D ⊗ λ−1D ) ◦ δD = Π
R
D. (4.2)
La cuarta igualdad es consecuencia de (1.46) y (1.34), la quinta de (b4) de la
Definición 1.2.9; la sexta de (1.54) para Dcoop, (b3-4) de la Definición 1.2.9,
la condición de módulo, (e4) y la asociatividad de µD. La séptima igualdad se
deduce a partir de la compatibilidad del (M,D)-OD con la estructura de mó-
dulo, la octava por (1.2), (a2-2) de la Definición 1.2.4 y (b2-1) de la Definición
1.2.9, la novena por (e2-1) de la Definición 2.1.1 y la décima por (1.2), (a2-2)
de la Definición 1.2.4 y (b1-1) de la Definición 1.2.9. Finalmente, la duodécima
igualdad es consecuencia de la condición de módulo.
Una vez conocido que la condición (yd3-id) implica (yd2-id) probaremos
que también implica (yd1-id):
ρM
= ρM ◦ φM ◦ (ηD ⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (λ
−1
D ⊗ ((φM ⊗ µD) ◦ (D ⊗ sM ⊗D)
◦(δD ⊗ ρM ))) ◦ ((δD ◦ ηD)⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗ (µD ◦ t′D,D)) ◦ (D ⊗ r′M ⊗D)
◦(D ⊗D ⊗ (ρM ◦ φM )) ◦ (λ−1D ⊗ δD ⊗M) ◦ ((δD ◦ ηD)⊗M)
= (M⊗(µD ◦t′D,D))◦(r′M⊗D)◦((µD ◦t′D,D ◦(λ
−1
D ⊗D)◦δD)⊗(ρM ◦φM ))
◦((δD ◦ ηD)⊗M)
= (φM ⊗ µD) ◦ (D ⊗ sM ⊗D) ◦ ((δD ◦ ηD)⊗ ρM ).
En estos cálculos, la primera igualdad se obtiene gracias a la condición de
módulo, la segunda es consecuencia de (yd3-id), la tercera de (yd2-id), la cuarta
de la coasociatividad de δD, la asociatividad de µDcoop , (e1) y (e4-2) de la
Definición 2.1.1; la última se sigue de (4.1), (1.34), (1.32) y (1.48). 2
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Proposición 4.1.9. Sea D un AHTD en C con antípodo inversible, (M,ψM )
un D-módulo por la derecha y (M,ϱM ) un D-comódulo por la izquierda. Su-
poniendo la existencia de un (M,D)-OD (rM , r′M , sM , s
′
M ) compatible con las
estructuras de (co)módulo de M , las igualdades (yd1-di) y (yd2-di) equivalen
a:
(yd3-di) ϱM ◦ ψM = ((µ ◦ t′D,D)⊗M) ◦ (D ⊗ s′M ) ◦ (((µD ⊗ ψM )
◦(D ⊗ rM ⊗D) ◦ (ϱM ⊗ δD))⊗ λ−1D ) ◦ (M ⊗ δD).
Prueba:
La demostración usa los mismos argumentos que los de la Proposición 4.1.8,
tan solo que ahora intercambian sus papeles respectivos r′M con s
′
M , rM con







En el caso derecha-derecha, siguiendo el esquema empleado en el Lema 3.1.7
se deduce el resultado análogo para la categoría YDDD. En concreto, usando
ahora (yd3-dd) e intercambiando los papeles desempeñados por ΠLD y Π
R
D así
como ΠLD y Π
R
D respectivamente en la prueba del Lema 3.1.7 resulta:
Lema 4.1.10. Sea D un AHTD en C. Si (M,φM , ϱM ) es un objeto en YDDD
entonces cumple las siguientes propiedades:
(i) ρM ◦ ψM ◦ (M ⊗ΠRD) = (M ⊗ µD) ◦ (ρM ⊗ΠRD),
(ii) (M ⊗ΠRD) ◦ ρM ◦ ψM = (ψM ⊗ΠRD) ◦ (M ⊗ δD),
(iii) ρM ◦ ψM ◦ (M ⊗ΠLD)
= (M ⊗ µD) ◦ ((sM ◦ rM )⊗D) ◦ (M ⊗ tD,D) ◦ (ρM ⊗ (λD ◦ΠLD)),
(iv) (M ⊗ΠLD) ◦ ρM ◦ ψM
= (ψM ⊗ (ΠLD ◦ λD)) ◦ (M ⊗ tD,D) ◦ ((sM ◦ rM )⊗D) ◦ (M ⊗ δD).
Similarmente se tiene el resultado análogo de la Proposición 3.1.10 para
YDDD, es decir:
Proposición 4.1.11. Sea D un AHTD con antípodo inversible y (M,ψM , ρM )
un objeto de YDDD. Se cumple que
φM ◦ ∇rM = ψM ◦ ∇s′M = ψM y ∇rM ◦ ρM = ∇s′M ◦ ρM = ρM . (4.3)
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En el caso cruzado la situación es muy semejante, aunque ahora es nece-
saria además la inversibilidad del antípodo. En concreto se tiene el siguiente
resultado, cuya demostración se omite por ser similar a la desarrollada en el
Lema 3.1.7.
Lema 4.1.12. Si D un AHTD en C con antípodo inversible. Se cumple lo
siguiente:
(i) Sea (M,φM , ρM ) un objeto en DYDD. Entonces:
(i-1) ρM ◦φM ◦(ΠLD⊗D) = (M⊗µD)◦(ρM ⊗D)◦r′M ◦((λ
−1
D ◦ΠLD)⊗M),
(i-2) (M⊗ΠRD)◦ρM ◦φM = (M⊗(ΠRD ◦λ
−1
D ))◦r′M ◦(D⊗φM )◦(δD⊗M),
(i-3) ρM ◦ φM ◦ (ΠRD ⊗M) = (M ⊗ µD) ◦ (sM ⊗D) ◦ (ΠRD ⊗ ρM ),
(i-4) (M ⊗ΠLD) ◦ ρM ◦ φM = (φM ⊗ΠLD) ◦ (D ⊗ sM ) ◦ (δD ⊗M).
(ii) Si (M,ψM , ϱM ) un objeto en DYDD. Entonces:
(ii-1) ϱM ◦ψM ◦(M⊗ΠRD) = (µD⊗M)◦(D⊗ϱM )◦s′M ◦(M⊗(λ
−1
D ◦ΠRD)),
(ii-2) (ΠLD⊗M)◦ϱM ◦ψM = ((ΠLD ◦λ
−1
D )⊗M)◦s′M ◦(ψM ⊗D)◦(M⊗δD),
(ii-3) ϱM ◦ ψM ◦ (M ⊗ΠLD) = (µD ⊗M) ◦ (D ⊗ rM ) ◦ (ϱM ⊗ΠLD),
(ii-4) (ΠRD ⊗M) ◦ ϱM ◦ ψM = (ΠRD ⊗ ψM ) ◦ (rM ⊗D) ◦ (M ⊗ δD).
Corolario 4.1.13. Sea D un AHTD en C con antípodo inversible. Se cumple
que:
(i) Si (M,φM , ρM ) es un objeto de DYDD, entonces:
φM ◦ ∇sM = φM ◦ ∇r′M = φM y ∇rM ◦ ρM = ∇s′M ◦ ρM = ρM . (4.4)
(ii) Si (M,ψM , ϱM ) es un objeto de DYDD, entonces:
ψM ◦ ∇rM = ψM ◦ ∇s′M = ψM y ∇sM ◦ ϱM = ∇r′M ◦ ϱM = ϱM . (4.5)
Prueba:
Probaremos en primer lugar (i). Componiendo con M ⊗ εD en (i-4) del Lema
4.1.12, aplicando εD ◦ ΠLD = εD y ∇sM = (D ⊗ ((M ⊗ εD) ◦ sM )) ◦ (δD ⊗M)
de (e3-3) de la Definición 2.1.1 se obtiene:
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φM
= (M ⊗ εD) ◦ ρM ◦ φM
= (M ⊗ (εD ◦ΠLD)) ◦ ρM ◦ φM
= (φM ⊗ εD) ◦ (D ⊗ sM ) ◦ (δD ⊗M)
= φM ◦ ∇sM .
Por otra parte, componiendo con M⊗εD en (i-2) del Lema 4.1.12, entonces
gracias a la condición (e3-2) de la Definición 2.1.1, las igualdades εD = εD ◦
ΠRD = εD ◦λ
−1
D , la compatibilidad del (M,D)-OD con la estructura de módulo
y el Corolario 2.1.18 se obtiene que:
φM
= (M ⊗ (εD ◦ΠRD)) ◦ ρM ◦ φM
= (M ⊗ εD) ◦ (M ⊗ (λ−1D ◦ΠRD)) ◦ r′M ◦ (D ⊗ φM ) ◦ (δD ⊗M)
= (φM ⊗ εD) ◦ (D ⊗ r′M ) ◦ ((t′D,D ◦ δD)⊗M)
= φM ◦ ∇r′M .
En lo que respecta a la estructura de comódulo, componiendo con ηD ⊗M
en (i-3) del Lema 4.1.12, aplicando (e3-3) de la Definición 2.1.1 y ηD = ΠRD ◦ηD
resulta:
ρM
= ρM ◦ φM ◦ ((ΠRD ◦ ηD)⊗M)
= (M ⊗ µD) ◦ (sM ⊗D) ◦ ((ΠRD ◦ ηD)⊗ ρM )
= ∇s′M ◦ ρM .
Finalmente, componiendo con ηD ⊗ M en (i-1) del Lema 4.1.12, por la
compatibilidad del (M,D)-OD y usando las igualdades ηD = ΠLD ◦ ηD = λ
−1
D ◦
ηD y el apartado (i) del Corolario 2.1.18 podemos concluir que:
ρM
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= ρM ◦ φM ◦ ((ΠLD ◦ ηD)⊗M)
= (M ⊗ µD) ◦ (ρM ⊗D) ◦ r′M ◦ ((λ
−1
D ◦ΠLD ◦ ηD)⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (ηD ⊗ ρM )
= ∇rM ◦ ρM .
Las demostraciones de las igualdades incluidas en el apartado (ii) siguen
los mismos argumentos. 2
4.2. Equivalencias
En esta sección se utilizan los resultados previos para demostrar la equi-
valencia entre varias de las categorías de módulos Yetter-Drinfeld. Como caso
particular, cuando trabajamos con álgebras de Hopf en un contexto trenzado
se recuperan los resultados de [81].
Teorema 4.2.1. Sea D una AHTD en Ccon antípodo inversible. Los siguientes
enunciados son equivalentes:
(i) (M,φM , ϱM ) ∈DD YD,
(ii) (M,ψλM , ρ
λ−1
M ) ∈ YD
D
D,
(iii) (M,ψλ−1M , ρ
λ
M ) ∈ YD
D
D,










(vi) (M,φM , ρ′M ) ∈Dcoop YD
Dcoop,
(vii) (M,ψ′M , ϱM ) ∈D
op YDDop,
(viii) (M,φM , ρλ
−1
M ) ∈D YD
D,
(ix) (M,ψλ−1M , ϱM ) ∈D YDD.
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Prueba:
En primer lugar, nótese que como consecuencia de las Proposiciones 3.1.10 y
4.1.11, el Corolario 4.1.13 y el Lema 2.2.1, se obtiene que en cada uno de los
apartados se cumplen las hipótesis de las Proposiciones 2.2.8 – 2.2.16. En esas
proposiciones se demuestra la existencia de un operador débil compatible con
la estructura de (co)módulo sobre M obtenida al aplicar las transformaciones
indicadas en cada apartado del teorema, por lo que la prueba se reduce a
comprobar las condiciones tipo-(yd1) y tipo-(yd2) en cada apartado.
Es más, para demostrar la equivalencia entre dos apartados cualesquiera
es suficiente con probar una sola implicación. En efecto, si una de ellas ha
sido demostrada, tomando las transformaciones convenientes en las estructuras
de (co)módulo de entre las expuestas en las Proposiciones 2.2.8 – 2.2.16, se
obtiene la implicación opuesta sin más que utilizar los mismos argumentos.
Además, aplicando dos veces sucesivas los mismos razonamientos se recuperan
las estructuras de partida. Esto indica que cualquiera de los apartados puede
ser deducido de (i).
Nótese también que si se toma (rM , r′M , sM , s
′
M ) como el (M,D)-OD com-
patible en el apartado (i), entonces habrá de tomarse (s′M , sM , r
′
M , rM ) en (vi)
y (vii), siguiendo los resultados de las Proposiciones 2.2.9 y 2.2.14 respectiva-
mente. Sin embargo, es relevante señalar que los roles de los morfismos rM y
s′M , y respectivamente r
′
M y sM , son simétricos, por lo que las Proposiciones
2.2.8 – 2.2.16 implican que es completamente irrelevante la elección concreta
del (M,D)-OD hecha en el apartado de partida; las transformaciones indicadas
en el enunciado, que son las mismas que las estudiadas en las Proposiciones
2.2.8 – 2.2.16, conducirán siempre a un operador débil compatible.
Supongamos que tenemos (i). Comprobaremos que es equivalente a (ii).
En efecto, la condición (yd1-dd) puede comprobarse mediante los siguientes
cálculos:
(ψλM ⊗ µD) ◦ (M ⊗ tD,D ⊗D) ◦ (ρλ
−1
M ⊗ (δD ◦ ηD))
= ((ψλM ◦ (M ⊗ΠRD))⊗D) ◦ (M ⊗ δD) ◦ ρλ
−1
M
= ((ψλM ◦ (M ⊗ΠRD) ◦ ρλ
−1
M )⊗D) ◦ ρλ
−1
M














donde la primera igualdad es consecuencia de (1.44), la segunda de la definición
de la estructura de comódulo, la tercera de las definiciones de ψλM y ρ
λ−1
M , la
cuarta de (1.33), y la quinta se sigue de (yd1-ii).
Para probar (yd2-dd), componiendo con λD y λ−1D en (yd2-ii) se obtiene,
por el lado derecho:
(λD
−1 ⊗M) ◦ (µD ⊗M) ◦ (D ⊗ rM ) ◦ ((ϱM ◦ φM )⊗D) ◦ (D ⊗ sM )
◦(δD ⊗M) ◦ (λD ⊗M)




D ))⊗M)◦(D⊗rM )◦((ϱM ◦φM )⊗D)◦(D⊗sM )
◦(((λD ⊗ λD) ◦ tD,D ◦ δD)⊗M)
= ((µD ◦ t′D,D ◦ (λ
−1
D ⊗D))⊗M) ◦ (D ⊗ rM ) ◦ ((∇r′M ◦ ϱM
◦φM ◦ ∇r′M )⊗D) ◦ (D ⊗ sM ) ◦ (((λD ⊗D) ◦ tD,D ◦ δD)⊗M)
= ((µD ◦ t′D,D)⊗M) ◦ (D ⊗ rM ) ◦ (rM ⊗D) ◦ ((ρλ
−1
M ◦ ψλM )⊗D)
◦(r′M ⊗D) ◦ (D ⊗ sM ) ◦ ((tD,D ◦ δD)⊗M)
= rM ◦ (M ⊗ (µD ◦ t′D,D)) ◦ ((ρλ
−1
M ◦ ψλM )⊗D) ◦ (M ⊗ tD,D) ◦ (sM ⊗D)
◦(D ⊗ r′M ) ◦ (δD ⊗M).
En estos cálculos, en la primera igualdad se usa (1.55) y (1.57), la segunda
se sigue por las Proposiciones 2.1.17 y 3.1.10, la tercera por la Proposición
2.1.17 y las definiciones de ρλ−1M y ψ
λ
M ; la última resulta de las condiciones
(e2-1), (e1) y (e4-1) de la Definición 2.1.1.
Para el lado izquierdo, por los mismos argumentos se obtiene
(λ−1D ⊗M) ◦ (µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ (δD ⊗ ϱM ) ◦ (λD ⊗M)




D ))⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦(((λD ⊗ λD) ◦ tD,D ◦ δD)⊗ ϱM )
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= ((µD ◦ t′D,D ◦ (D ⊗ λ
−1
D ))⊗ (φM ◦ ∇r′M )) ◦ (D ⊗ tD,D ⊗M)
◦(((D ⊗ λD) ◦ tD,D ◦ δD)⊗ (∇r′M ◦ ϱM ))




rM ◦ (M ⊗ (µD ◦ t′D,D)) ◦ ((ρλ
−1
M ◦ ψλM )⊗D) ◦ (M ⊗ tD,D) ◦ (sM ⊗D)
◦(D ⊗ r′M ) ◦ (δD ⊗M)




Componiendo con rM y r′M en (4.6) resulta que por un lado obtenemos
r′M ◦ rM ◦ (M ⊗ (µD ◦ t′D,D)) ◦ ((ρλ
−1
M ◦ ψλM )⊗D) ◦ (M ⊗ tD,D)
◦(sM ⊗D) ◦ (D ⊗ r′M ) ◦ (δD ⊗M) ◦ rM
= ∇rM ◦ (M ⊗ (µD ◦ t′D,D)) ◦ ((ρλ
−1
M ◦ ψλM )⊗D) ◦ (M ⊗ tD,D)
◦(sM ⊗D) ◦ (D ⊗∇rM ) ◦ (rM ⊗D) ◦ (M ⊗ δD)
= ∇rM ◦(M⊗(µD◦t′D,D))◦(ρλ
−1




= (M ⊗ (µD ◦ t′D,D)) ◦ (ρλ
−1
M ⊗D) ◦ sM ◦ (D⊗ψλM ) ◦ (rM ⊗D) ◦ (M ⊗ δD)
= (M⊗(µD ◦∇D,D))◦(sM ⊗D)◦(D⊗(ρλ
−1
M ◦ψλM ))◦(rM ⊗D)◦(M⊗δD)
= (M ⊗ µD) ◦ (sM ⊗D) ◦ (D ⊗ (ρλ
−1
M ◦ ψλM )) ◦ (rM ⊗D) ◦ (M ⊗ δD),
donde la primera igualdad se sigue por definición de ∇rM y (e4-3) de la Defini-
ción 2.1.1, la segunda por (2.11) y la compatibilidad del operador débil con la
estructura ψλM . La tercera es consecuencia de la fórmula
∇rM ◦ (M ⊗ (µD ◦ t
′
D,D)) = (M ⊗ (µD ◦ t′D,D)) ◦ (∇rM ⊗D), (4.7)
que se obtiene gracias a la Proposición 2.1.19 y (2.7). En la cuarta igualdad
se aplica la Proposición 3.1.10, la quinta se sigue de la compatibilidad del
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operador débil con la estructura ρλ−1M y la última de (b1-1) de la Definición
1.2.9.
Por otro lado:
r′M ◦ ((µD ◦ t′D,D)⊗ (ψλM ◦ r′M )) ◦ (D ⊗ tD,D ⊗M)
◦((tD,D ◦ δD)⊗ (rM ◦ ρλ
−1
M )) ◦ rM
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (D ⊗ r′M ) ◦ (D ⊗D ⊗ (ψλM ◦ r′M ))
◦(D ⊗ tD,D ⊗M) ◦ (D ⊗D ⊗ (rM ◦ ρλ
−1
M )) ◦ (D ⊗ rM ) ◦ (rM ⊗D)
◦(M ⊗ (tD,D ◦ δD))
= (ψλM ⊗ (µD ◦ t′D,D)) ◦ (M ⊗ t′D,D ⊗D) ◦ (r′M ⊗ t′D,D) ◦ (D ⊗ r′M ⊗D)
◦(D⊗D⊗r′M )◦(D⊗tD,D⊗M)◦(D⊗D⊗rM )◦(D⊗rM⊗D)◦(rM⊗tD,D)
◦(M ⊗ tD,D ⊗D) ◦ (ρλ
−1
M ⊗ (tD,D ◦ δD))
= (ψλM ⊗ (µD ◦ t′D,D)) ◦ (M ⊗ t′D,D ⊗D) ◦ (r′M ⊗∇D,D) ◦ (D ⊗ r′M ⊗D)
◦(D ⊗D ⊗∇rM ) ◦ (D ⊗ rM ⊗D) ◦ (rM ⊗ tD,D) ◦ (M ⊗ tD,D ⊗D)
◦(ρλ−1M ⊗ (tD,D ◦ δD))




= (ψλM ⊗ (µD ◦ t′D,D)) ◦ (M ⊗ t′D,D ⊗D) ◦ (∇rM ⊗ tD,D) ◦ (M ⊗ tD,D ⊗D)
◦(ρλ−1M ⊗ (tD,D ◦ δD))
= (ψλM⊗(µD◦t′D,D))◦(M⊗t′D,D⊗D)◦(∇rM⊗D⊗D)◦(M⊗(tD,D◦δD)⊗D)
◦(M ⊗ tD,D) ◦ (ρλ
−1
M ⊗D)
= (ψλM ⊗ (µD ◦ t′D,D)) ◦ (M ⊗ (∇D,D ◦ δD)⊗D) ◦ (∇rM ⊗D) ◦ (M ⊗ tD,D)
◦(ρλ−1M ⊗D)
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= ((ψλM ◦ ∇rM )⊗ (µD ◦ ∇D,D)) ◦ (M ⊗ tD,D ⊗D) ◦ (ρλ
−1
M ⊗ δD)
= (ψλM ⊗ µD) ◦ (M ⊗ tD,D ⊗D) ◦ (ρλ
−1
M ⊗ δD),
donde la primera igualdad se sigue de (e4-3), (e4-2) y (e1) de la Definición 2.1.1,





M , mientras que la tercera se deduce por (e1) de la Definición 2.1.1 y
(1.2). En la cuarta igualdad se aplica (1.10) junto con la fórmula
(D⊗∇rM )◦(rM⊗D)◦(M⊗tD,D) = (rM⊗D)◦(M⊗tD,D)◦(∇rM ⊗D), (4.8)
que es cierta por la condición (e1-1) de la Definición 2.1.1 y la Proposición
2.1.9. La quinta igualdad se tiene porque gracias a las Proposiciones 2.1.17 y






M ◦ ∇rM = ψλM , y por otra parte,
razonando igual que en (4.8) se tiene también que
(M⊗t′D,D)◦(r′M⊗D)◦(D⊗∇rM ) = (∇rM ⊗D)◦(M⊗t
′
D,D)◦(r′M⊗D). (4.9)
La sexta igualdad es consecuencia de (a1) de la Definición 1.2.4 y (b3-3) de
la Definición 1.2.9, la séptima es cierta por la Proposición 2.1.19 y (2.9), la
octava se deduce aplicando primero (b2-1), luego (2.9) y finalmente (b3-3)
de la Definición 1.2.9 y (1.2), mientras que en la novena se usa (b1-1) de la
Definición 1.2.9 y la igualdad ψλM ◦ ∇rM = ψλM .
La demostración del apartado (iii) a partir del (i) sigue el mismo esquema
y aplica las mismas técnicas, la diferencia estriba en que ahora se componen
las expresiones correspondientes con s′M y sM respectivamente en vez de con
rM y r′M .
A la vista de lo anterior, para deducir (iv) y (v) a partir de (i), basta con
probar que (ii) implica (iv) y (iii) implica (v). Teniendo esto en mente, usando
(yd1-dd), las definiciones de ψλM y ρ
λ−1
M , junto con la anti(co)multiplicatividad
del antípodo y de su inverso resulta:
ρ′M
= (M ⊗ λD) ◦ ρλ
−1
M
= (ψλM ⊗ (λD ◦ µD)) ◦ (M ⊗ tD,D ⊗D) ◦ (ρλ
−1
M ⊗ (δD ◦ ηD))
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= (ψM ⊗ (µD ◦ tD,D)) ◦ (M ⊗ tD,D ⊗D) ◦ (ρ′M ⊗ ((λD ⊗ λD) ◦ δD ◦ ηD))
= (ψM ⊗ µDcoopop) ◦ (M ⊗ tD,D ⊗D) ◦ (ρ′M ⊗ (δDcoopop ◦ ηDcoopop)).
La condición (yd2-dd) requerida en (iii) se deduce inmediatamente com-
poniendo en la igualdad de (yd2-dd) referida al triple (M,ψλM , ρ
λ−1
M ) con λ
−1
D
por la derecha y λD por la izquierda y aplicando después la anti(co)multipli-
catividad del antípodo y su inverso junto con la Proposición 2.1.17.
Procediendo análogamente se prueba que (iii) implica (v).
Para demostrar que (i) implica (vi), la condición (yd1-id) para (M,φM , ρ′M )
con respecto al (M,D)-OD (s′M , sM , r
′
M , rM ) se obtiene como sigue:
(φM ⊗ µDcoop) ◦ (D ⊗ r′M ⊗D) ◦ ((δDcoop ◦ ηDcoop)⊗ ρ′M )
= (φM ⊗ µD) ◦ (D ⊗ r′M ⊗D) ◦ ((t′D,D ◦ δD ◦ ηD)⊗ (r′M ◦ ϱM ))
= (φM ⊗D) ◦ (D ⊗ r′M ) ◦ (D ⊗ µD ⊗M) ◦ ((t′D,D ◦ δD ◦ ηD)⊗ ϱM )
= (φM ⊗D) ◦ (D ⊗ r′M ) ◦ ((t′D,D ◦ tD,D)⊗M) ◦ (D ⊗ µD ⊗M)
◦((t′D,D ◦ δD ◦ ηD)⊗ ϱM )
= r′M ◦ (D⊗φM ) ◦ (tD,D ⊗M) ◦ (D⊗µD ⊗M) ◦ ((t′D,D ◦ δD ◦ ηD)⊗ ϱM )
= r′M ◦(µD⊗φM )◦(D⊗tD,D⊗M)◦(tD,D⊗D⊗M)◦((t′D,D◦δD◦ηD)⊗ϱM )
= r′M ◦ ϱM
= ρ′M ,
donde la primera igualdad es consecuencia de las definiciones de ρ′M y δDcoop ,
la segunda se sigue por (e4-2) de la Definición 2.1.1, la tercera por (1.2) y (b1-
3) de la Definición 1.2.9 y (a3-2) de la Definición 1.2.4. La cuarta igualdad se
cumple por la compatibilidad del operador débil con la estructura de módulo,
y la quinta por (b3-2) de la Definición 1.2.9; la sexta por (1.2), (b2-1) de la
Definición 1.2.9 y la condición (yd1-ii). Finalmente, la séptima es cierta por la
definición de ρ′M .
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En cuanto a la condición (yd2-id), componiendo con r′M a cada lado de
la igualdad asumida en (yd2-ii) para (M,φM , ϱM ) con respecto al (M,D)-OD
(rM , r
′
M , sM , s
′
M ) se obtiene:
r′M ◦ (µD ⊗M) ◦ (D⊗ rM ) ◦ ((ϱM ◦ φM )⊗D) ◦ (D⊗ sM )⊗ (δD ⊗M)
= (M⊗µD)◦(r′M⊗D)◦(D⊗∇rM )◦((ϱM ◦φM )⊗D)◦(D⊗sM )⊗(δD⊗M)
= (M ⊗ µD) ◦ (r′M ⊗ µD) ◦ (D ⊗ (r′M ◦ (ηD ⊗M))⊗D)
◦((ϱM ◦ φM )⊗D) ◦ (D ⊗ sM )⊗ (δD ⊗M)
= (M ⊗ µD) ◦ (r′M ⊗D) ◦ ((µD ◦ (ηD ⊗D))⊗M ⊗D)
◦((ϱM ◦ φM )⊗D) ◦ (D ⊗ sM ) ◦ ((tD,D ◦ t′D,D ◦ δD)⊗M)
= (M ⊗ µD) ◦ (r′M ⊗D) ◦ (D ⊗ sM ) ◦ (tD,D ⊗M) ◦ (D ⊗ (ϱM ◦ φM ))
◦(δDcoop ⊗M)
= (M ⊗ (µDcoop ◦ t′Dcoop,Dcoop)) ◦ (sM ⊗D) ◦ (D ⊗ (ρ′M ◦ φM ))
◦(δDcoop ⊗M),
siendo la primera igualdad consecuencia de (e4-2) de la Definición 2.1.1, la
segunda de (e3) de la Definición 2.1.1; la tercera de (b2-1) de la Definición 1.2.9,
(1.2), de la asociatividad de µD y (e4). La cuarta es cierta por la compatibilidad
del operador débil con la estructura de (co)módulo, las propiedades de ηD y
la definición de δDcoop . La quinta se sigue por (e2-1) de la Definición 2.1.1, la
definición de µDcoop y la igualdad t′Dcoop,Dcoop = tD,D.
Por otra parte:
r′M ◦ (µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ (δD ⊗ ϱM )
= (M⊗µD)◦(r′M⊗D)◦(D⊗r′M )◦(D⊗D⊗φM )◦(D⊗tD,D⊗M)◦(δD⊗ϱM )
= (M ⊗ µD) ◦ (r′M ⊗D) ◦ (D ⊗ φM ⊗D) ◦ (D ⊗D ⊗ r′M )
◦(D ⊗ (t′D,D ◦ tD,D)⊗M) ◦ (δD ⊗ ϱM )
= (φM ⊗µD)◦ (D⊗r′M ⊗D)◦ (t′D,D⊗r′M )◦ (D⊗∇D,D⊗M)◦ (δD⊗ϱM )
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= (φM ⊗ µDcoop) ◦ (D ⊗ r′M ⊗D) ◦ (δDcoop ⊗ ρ′M ),
quedando demostrado (yd2-id) en (vi).
Para probar que el apartado (i) también implica el (vii) se sigue el mismo
procedimiento. La diferencia estriba en que para obtener la condición (yd2-di),
en este caso, se componen ambos lados de la igualdad (yd2-ii) en (i) con s′M
en vez de hacerlo con r′M como en el caso anterior.
Para obtener el apartado (viii) a partir del (i) probaremos en primer lugar
(yd2-id). En efecto:
(M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (D ⊗ (ρλ
−1
M ◦ φM )) ◦ (δD ⊗M)
= (M⊗(µD ◦ t′D,D))◦(r′M ⊗λ
−1
D )◦(D⊗r′M )◦(D⊗(ϱM ◦φM ))◦(δD⊗M)
= r′M ◦ ((µD ◦ t′D,D)⊗M) ◦ (D⊗λ
−1
D ⊗M) ◦ (D⊗ (ϱM ◦φM )) ◦ (δD ⊗M)




D ◦µD)⊗M)◦ (D⊗µD⊗rM )
◦(D⊗D⊗D⊗φM ⊗λD)◦(D⊗D⊗tD,D⊗M⊗D)◦(D⊗δD⊗ϱM ⊗D)
◦(δD ⊗ sM ) ◦ (δD ⊗M)
= r′M ◦ ((λ
−1
D ◦ µD)⊗M) ◦ (µD ⊗ rM ) ◦ (D ⊗D ⊗ φM ⊗ λD)
◦(ΠRD ⊗ tD,D ⊗M ⊗D) ◦ (δD ⊗ ϱM ⊗D) ◦ (D ⊗ sM ) ◦ (δD ⊗M)
= r′M ◦ ((λ
−1
D ◦µD)⊗M) ◦ (D⊗ rM ) ◦ (D⊗φM ⊗λD) ◦ (tD,D ⊗M ⊗D)◦
(D ⊗ ϱM ⊗D) ◦ (D ⊗ sM ) ◦ (δD ⊗M)
= (M⊗(λ−1D ◦µD))◦(r′M⊗D)◦(D⊗∇rM )◦(D⊗φM⊗λD)◦(tD,D⊗M⊗D)
◦(D ⊗ ϱM ⊗D) ◦ (D ⊗ sM ) ◦ (δD ⊗M)
= (M ⊗ (λ−1D ◦ µD)) ◦ (r′M ⊗ µD) ◦ (D⊗ r′M ⊗D) ◦ (D⊗ ηD ⊗ φM ⊗ λD)
◦(tD,D ⊗M ⊗D) ◦ (D ⊗ ϱM ⊗D) ◦ (D ⊗ sM ) ◦ (δD ⊗M)
= (M⊗(λ−1D ◦µD))◦(r′M⊗D)◦(D⊗φM⊗λD)◦(tD,D⊗M⊗D)◦(D⊗ϱM⊗D)
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◦(D ⊗ sM ) ◦ (δD ⊗M)
= (φM ⊗ (λ−1D ◦ µD)) ◦ (D ⊗ r′M ⊗ λD) ◦ (∇D,D ⊗ sM ) ◦ (D ⊗ tD,D ⊗M)
◦(δD ⊗ ϱM )




D ))) ◦ (D ⊗ r′M ⊗ λD) ◦ (D ⊗D ⊗ sM )
◦(D ⊗ tD,D ⊗M) ◦ (δD ⊗ ϱM )
= (φM ⊗ (µD ◦ ∇D,D)) ◦ (D ⊗ sM ⊗D) ◦ (δD ⊗ ρλ
−1
M )
= (φM ⊗ µD) ◦ (D ⊗ sM ⊗D) ◦ (δD ⊗ ρλ
−1
M ),
donde la primera igualdad es consecuencia de la definición de ρλ−1M , la segunda
se obtiene gracias a (e1) y (e4-2) de la Definición 2.1.1 y la Proposición 2.1.17,
en la tercera se aplica (yd3-ii), la coasociatividad de δD y la composición con
la unidad. La cuarta igualdad es consecuencia de la antimultiplicatividad de
λ−1D , la asociatividad de µD, la coasociatividad de δDy (1.29), mientras que la
quinta lo es de la igualdad:
(µD⊗φM )◦ (ΠRD⊗ tD,D⊗M)◦ (δD⊗ϱM ) = (D⊗φM )◦ (tD,D⊗M)◦ (D⊗ϱM ),
(4.10)
que a su vez se deduce como sigue:
(µD ⊗ φM ) ◦ (ΠRD ⊗ tD,D ⊗M) ◦ (δD ⊗ ϱM )
= (µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M) ◦ (D ⊗ µD ⊗ ϱM ) ◦ (tD,D ⊗D ⊗M)
◦(D ⊗ (δD ◦ ηD)⊗M)
= (µD⊗φM )◦(D⊗tD,D⊗φM )◦(tD,D⊗tD,D⊗M)◦(D⊗(δD ◦ηD)⊗ϱM )
= (D ⊗ φM ) ◦ (tD,D ⊗M) ◦ (D ⊗ ((µD ⊗ φM ) ◦ (D ⊗ tD,D ⊗M)
◦((δD ◦ ηD)⊗ ϱM )))
= (D ⊗ φM ) ◦ (tD,D ⊗M) ◦ (D ⊗ ϱM ),
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donde la primera igualdad resulta de (1.44), la segunda de (b3-1) de la Defini-
ción 1.2.9 y la condición de módulo, la tercera de (b3-2) y la cuarta de (yd1-ii).
Retomando la línea principal de la demostración, en la sexta igualdad se
usa la Proposición 2.1.17, (e4-2) de la Definición 2.1.1 y la definición de ∇rM ,
y en la séptima (e3-1) de la Definición 2.1.1; en la octava la asociatividad
de µD, (e4-2) y las propiedades de ηD. La novena igualdad se deduce por la
compatibilidad del operador débil con las estructuras de (co)módulo y (1.2),
la décima por la antimultiplicatividad de λ−1D , (a2-2) de la Definición 1.2.4 y
(b2-1) de la Definición 1.2.9. La undécima igualdad es consecuencia de (e2-1)
de la Definición 2.1.1, (1.54) y (1.2), y la duodécima de (b1-1) de la Definición
1.2.9.
Una vez obtenido (yd2-id) probamos (yd1-id). En efecto:
(φM ⊗ µD) ◦ (D ⊗ sM ⊗D) ◦ ((δD ◦ ηD)⊗ ρλ
−1
M )
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (D⊗ r′M ) ◦ (D⊗ λ
−1
D ⊗M) ◦ (D⊗ ϱM )
◦(D ⊗ φM ) ◦ ((δD ◦ ηD)⊗M)
= (M ⊗ (µD ◦ t′D,D)) ◦ (r′M ⊗D) ◦ (D⊗ r′M ) ◦ (D⊗ λ
−1
D ⊗M) ◦ (D⊗ ϱM )
◦(ΠLD ⊗M) ◦ ϱM
= r′M ◦ ((µD ◦ t′D,D ◦ (Π
L
D ⊗ λ−1D ) ◦ δD)⊗M) ◦ ϱM








donde en la primera igualdad se aplica la definición de ρλ−1M y la condición
(yd2-id) para (viii), la segunda se sigue de (vi) de la Observación 3.1.8, la ter-
cera de la condición de comódulo, (e1) y (e4-2) de la Definición 2.1.1; la cuarta
de (1.34); la quinta de la antimultiplicatividad de λ−1D y (1.30).
Finalmente, se prueba que (viii) implica (ix). Esto último equivale a pro-




M ) ∈ DYDD, y puede
deducirse siguiendo el mismo argumento que el usado para obtener (ii) a partir
de (i). En este caso componemos en la igualdad (yd2-id) para (M,φM , ρM ) ∈
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DYDD con λD y λ−1D , obteniendo dos expresiones iguales. Después, componien-
do cada una de ellas con s′M y rM resulta precisamente la condición (yd2-di)
para (M,ψλ−1M , ϱ
λ
M ) ∈ DYDD. 2
Usando la notación introducida en las Proposiciones 2.2.8 – 2.2.16 para de-
signar transformaciones en las estructuras de (co)módulo se tiene el resultado
siguiente.
Corolario 4.2.2. Sea D un AHTD en C con antípodo inversible. Las siguientes
transformaciones son funtores que definen equivalencias de categorías:
(i) F : DDYD → YD
D
D dado por F (M,φM , ϱM ) = (M,ψλM , ρ
λ−1
M ) y F (f) = f ,





y G(f) = f .
(ii) F : DDYD → YD
D




M ) y F (f) = f ,
con inverso G : YDDD →DD YD dado por G(M,ψM , ρM ) = (M,φλM , ϱλ
−1
M )
y G(f) = f .




op dado por F (M,φM , ϱM ) = (M,ψM , ρ′M ) y
F (f) = f , con inverso G : YDDcoop
op
Dcoop
op →DD YD dado por G(M,ψM , ρM ) =
(M,φ′M , ϱM ) y G(f) = f .




coop dado por F (M,φM , ϱM ) = (M,ψ′M , ρM ) y
F (f) = f , con inverso G : YDDop
coop
Dop
coop →DD YD dado por G(M,ψM , ρM ) =
(M,φM , ϱ
′
M ) y G(f) = f .
(v) F : DDYD → DcoopYD
Dcoop dado por F (M,φM , ϱM ) = (M,φM , ρ′M ) y
F (f) = f , con inverso G : DcoopYDD
coop →DD YD dado por G(M,φM , ρM )
= (M,φM , ϱ
′
M ) y G(f) = f .
(vi) F : DDYD → D
opYDDop dado por F (M,φM , ϱM ) = (M,ψ′M , ϱM ) y
F (f) = f , con inverso G : DopYDDop →DD YD dado por G(M,ψM , ρM ) =
(M,ψ′M , ϱM ) y G(f) = f .
(vii) F : DDYD →D YD
D dado por F (M,φM , ϱM ) = (M,φM , ρλ
−1
M ) y F (f) =
f , con inverso G : DYDD →DD YD dado por G(M,ψM , ρM ) = (M,ψM ,
ρλM ) y G(f) = f .
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(viii) F : DDYD → DYDD dado por F (M,φM , ϱM ) = (M,ψλ
−1
M , ϱM ) y F (f) =
f , con inverso G : DYDD →DD YD dado por G(M,ψM , ρM ) = (M,φλM ,
ϱM ) y G(f) = f .
Para concluir el capítulo se expone una aplicación del Teorema 4.2.1. En
la Proposición 3.3.11 se demostró que los triples (Ωa(D), φΩa(D), ρΩa(D)) y
(Ωc(D), ψΩc(D), ϱΩc(D)) eran objetos en la categoría DDYD. Por lo tanto, el
Teorema 4.2.1 implica lo siguiente:
Corolario 4.2.3. Sea D un AHTD en C con antípodo inversible. Se cumple
que:




























(vi) (Ωa(D), ψ′Ωa(D), ϱΩa(D)) ∈Dop YDDop,






































D ◦φD ◦ t′D,D ◦ (iaD⊗D), ρΩa(D) := (paD⊗D)◦ tD,D ◦ δD ◦ iaD.
Corolario 4.2.4. Sea D un AHTD en C con antípodo inversible. Se cumple
que:
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(vi) (Ωc(D), ψ′Ωc(D), ϱΩc(D)) ∈Dop YDDop,






































D ◦µD ◦ t′D,D ◦ (icD ⊗D), ρΩc(D) := (pcD ⊗D) ◦ tD,D ◦ϱD ◦ icD.
Capítulo 5
Proyecciones sobre un AHTD
En este capítulo se muestra cómo ciertos resultados obtenidos para
proyecciones de álgebras de Hopf y álgebras de Hopf débiles son en realidad
casos particulares de otros que se cumplen en el contexto monoidal general de
las AHTD. Para ello, en la primera sección se introduce la categoría denotada
por Proj(D) de las proyecciones sobre un AHTD D probándose además que a
partir de una de tales proyecciones es posible definir un objeto BD que admite
estructura de (co)álgebra y pertenece además a la categoría DDYD, existiendo un
funtor F : Proj(D) −→ DDYD. Haciendo uso de esto, en la segunda sección, se
expone cómo el concepto de operador débil es un vínculo entre las nociones de
operador Yang-Baxter débil y entrelazamiento débil. La tercera sección centra
su atención en la descripción de la estructura de AHTD de BD. Finalmente, en
la cuarta sección se aplican estos los resultados generales al caso trenzado no
simétrico, es decir, aquel donde el operador Yang-Baxter asociado al AHTD es
la trenza de la categoría. Se expone cómo en esta situación particular, al igual
que en el caso simétrico, la categoría DDYD es monoidal no estricta y existe una
equivalencia categórica entre la categoría de las proyecciones sobre D y la de
las álgebras de Hopf en DDYD.
A lo largo de este capítulo, de nuevo C denota una categoría monoidal
estricta donde todo idempotente rompe, y en la cuarta sección se asume además
que es una categoría trenzada.
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5.1. La categoría Proj(D)
En esta sección se comienza introduciendo el concepto de proyección sobre
un AHTD, para posteriormente probar que cada proyección tiene asociado un
objeto universal con estructura de módulo Yetter-Drinfeld izquierda-izquierda
sobre D.
Definición 5.1.1. Sea D un AHTD. Una proyección sobre D es un triple
(B, f, g) donde B es un AHTD y f : D → B, g : B → D son morfismos de
AHTD tales que g ◦ f = idD y se satisfacen las siguientes condiciones:
(i) (B ⊗ (f ◦ g)) ◦ tB,B = tB,B ◦ ((f ◦ g)⊗B),
(ii) ((f ◦ g)⊗B) ◦ tB,B = tB,B ◦ (B ⊗ (f ◦ g)).
Un morfismo entre dos proyecciones (B, f, g) y (B′, f ′, g′) sobre D es un
morfismo de AHTD h : B → B′ tal que h ◦ f = f ′ y g′ ◦ h = g. Se dice que
dos proyecciones (B, f, g) y (B′, f ′, g′) son isomorfas si existe un isomorfismo
h : B → B′ de AHTD entre ellas. La clase de proyecciones sobre D junto con
los morfismos entre proyecciones forman una categoría a la que se denotará
por Proj(D).
Esta definición se particulariza en el caso trenzado en la introducida por
Alonso, Fernández y González en [4], tomando como operador Yang-Baxter
débil tD,D la propia trenza de la categoría. Nótese que en estas condiciones las
igualdades (i) y (ii) se cumplen por la naturalidad de la trenza.
Observación 5.1.2. En el presente contexto de álgebras de Hopf trenzadas
débiles, el cumplimiento simultáneo de las condiciones (i) y (ii) de la Definición
5.1.1 para tB,B equivale a su cumplimiento para t′B,B. En efecto, suponiendo
(i), por (1.2), (a2-4) y (a3-2) de la Definición 1.2.4 resulta:
∇B,B ◦ (B ⊗ (f ◦ g)) ◦ ∇B,B
= tB,B ◦ t′B,B ◦ (B ⊗ (f ◦ g)) ◦ tB,B ◦ t′B,B
= tB,B ◦ ((f ◦ g)⊗B) ◦ t′B,B
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= (B ⊗ (f ◦ g)) ◦ ∇B,B;
y análogamente en virtud de (ii), (a2-4) y (a3-2) de la Definición 1.2.4
obtenemos que
∇B,B ◦ (B ⊗ (f ◦ g)) ◦ ∇B,B = ∇B,B ◦ (B ⊗ (f ◦ g)),
concluyéndose de esta forma que la igualdad
(B ⊗ (f ◦ g)) ◦ ∇B,B = ∇B,B ◦ (B ⊗ (f ◦ g)) (5.1)
es cierta.
De modo análogo se obtiene
((f ◦ g)⊗B) ◦ ∇B,B = ∇B,B ◦ ((f ◦ g)⊗B). (5.2)
Entonces:
(B ⊗ (f ◦ g)) ◦ t′B,B
= (B ⊗ (f ◦ g)) ◦ ∇B,B ◦ t′B,B
= t′B,B ◦ tB,B ◦ (B ⊗ (f ◦ g)) ◦ t′B,B
= t′B,B ◦ ((f ◦ g)⊗B) ◦ tB,B ◦ t′B,B
= t′B,B ◦ ((f ◦ g)⊗B) ◦ ∇B,B
= t′B,B ◦ ((f ◦ g)⊗B),
donde la primera igualdad se sigue por (a3-2) de la Definición 1.2.4, la segunda
por (5.1) y (1.2), la tercera por la condición (ii), la cuarta por (1.2) y la última
por (5.2) y (a2-3) de la Definición 1.2.4.
Argumentando del mismo modo se probaría que ((f ◦ g) ⊗ B) ◦ t′B,B =
t′B,B ◦ (B ⊗ (f ◦ g)).
La implicación opuesta resulta aplicando los mismos argumentos, sin más
que intercambiar los roles de tB,B y t′B,B.
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Observación 5.1.3. Puesto que en la definición de proyección se requiere
que g ◦ f = idD, como f y g son además por hipótesis morfismos de AHTD,
entonces componiendo con f ⊗ B o B ⊗ f y g ⊗ B o B ⊗ g en ambos lados
de las igualdades incluidas en las condiciones (i) y (ii) de la Definición 5.1.1,
resulta:
(g ⊗B) ◦ tB,B ◦ (f ⊗B) = (D ⊗ f) ◦ tD,D ◦ (D ⊗ g) (5.3)
y
(B ⊗ g) ◦ tB,B ◦ (B ⊗ f) = (f ⊗D) ◦ tD,D ◦ (g ⊗D). (5.4)
En virtud de la Observación 5.1.2, realizando los mismos razonamientos
sobre t′D,D y t
′
B,B se tienen también las igualdades análogas involucrando a
estos dos operadores Yang-Baxter débiles.
Observación 5.1.4. Nótese que si (B, f, g) ∈ |Proj(D)| entonces, por ser f
y g morfismos de AHTD se tiene que
f ◦ΠLD ◦ g = ΠLB, f ◦ΠRD ◦ g = ΠRB, f ◦Π
L




D ◦ g = Π
R
B,
g ◦ΠLB ◦ f = ΠLD, g ◦ΠRB ◦ f = ΠRD, g ◦Π
L




B ◦ f = Π
R
D.
Además se puede comprobar que
ΠLD ◦ g = g ◦ΠLB, ΠRD ◦ g = g ◦ΠRB, Π
L




D ◦ g = g ◦Π
R
B,
ΠLB ◦ f = f ◦ΠLD, ΠRB ◦ f = f ◦ΠRD, Π
L




B ◦ f = f ◦Π
R
D.
En el siguiente resultado veremos que toda proyección sobre un álgebra de
Hopf trenzada débil da lugar a un morfismo idempotente.
Proposición 5.1.5. Sea D un AHTD en C y (B, f, g) un objeto en Proj(D).
El morfismo qBD : B −→ B definido como
qBD = idB ∧ (f ◦ λD ◦ g)
es idempotente.
Prueba:
En efecto, usando la definición de qBD, la anti(co)multiplicatividad del antípodo
(1.29), (1.30) y que (B, f, g) es un objeto en Proj(D) se tiene:
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qBD ◦ qBD
= µB ◦ (B ⊗ (f ◦ λD ◦ g)) ◦ (µB ⊗ µB) ◦ (B ⊗ tB,B ⊗B) ◦ (δB ⊗ δB)
◦(B ⊗ (f ◦ λD ◦ g)) ◦ δB
= µB ◦(µB⊗(µB ◦tB,B ◦((f ◦λD◦g)⊗(f ◦(λD◦λD)◦g))))◦(B⊗tB,B⊗B)
◦(B ⊗B ⊗ (f ◦ λD ◦ g)⊗B) ◦ (δB ⊗ (tB,B ◦ δB)) ◦ δB
= µB ◦ (µB ⊗B) ◦ (B ⊗ tB,B) ◦ (B ⊗ (µB ◦ tB,B
◦((f◦λD◦g)⊗(f◦λD◦λD◦g))⊗B))◦(B⊗δB⊗(f◦λD◦g))◦(δB⊗B)◦δB
= µB◦(µB⊗ΠLB)◦(B⊗tB,B)◦(B⊗(f ◦λD◦g)⊗(f ◦λD◦g))◦(δB⊗B)◦δB
= µB ◦ (µB ⊗ΠLB) ◦ (B ⊗ δB) ◦ (B ⊗ (f ◦ λD ◦ g)) ◦ δB
= µB ◦ (B ⊗ (ΠLB ∧ idB)) ◦ (B ⊗ (f ◦ λD ◦ g)) ◦ δB
= qBD.
2
5.1.6. Como consecuencia de la proposición anterior y por tener la categoría C
idempotentes escindidos, existen un objeto BD, un epimorfismo pBD : B → BD,
y un monomorfismo iBD : BD → B tales que qBD = iBD ◦ pBD y pBD ◦ iBD = idBD .
Proposición 5.1.7. Sea D un AHTD en C y (B, f, g) un objeto en Proj(D).
Se cumple que:
- --BD B B ⊗D
iBD
(B ⊗ g) ◦ δB
(B ⊗ (ΠLD ◦ g)) ◦ δB




µB ◦ (B ⊗ f)
µB ◦ (B ⊗ (f ◦ΠLD))
pBD
B ⊗D B BD
es un diagrama de coigualador.
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Prueba:
Por cumplirse que pBD ◦ iBD = idBD , si el morfismo qBD iguala a (B ⊗ g) ◦ δB y
(B ⊗ (ΠLD ◦ g)) ◦ δB, obtendremos que iBD también lo hace. En efecto, por un
lado tenemos que
(B ⊗ g) ◦ δB ◦ qBD
= (B ⊗ g) ◦ δB ◦ µB ◦ (B ⊗ (f ◦ λD ◦ g)) ◦ δB
= (µB ⊗ (g ◦ µB)) ◦ (B ⊗ tB,B ⊗B) ◦ (δB ⊗ (δB ◦ (f ◦ λD ◦ g))) ◦ δB
= (µB⊗(µD ◦(g⊗g)))◦(B⊗tB,B⊗B)◦(δB⊗((f⊗f)◦δD ◦(λD ◦g)))◦δB
= (µB ⊗ µD) ◦ (B ⊗ f ⊗D ⊗ (g ◦ f)) ◦ (B ⊗ tD,D ⊗D)
◦(((B ⊗ g) ◦ δB)⊗ ((λD ⊗ λD) ◦ tD,D ◦ δD ◦ g)) ◦ δB
= (µB ⊗ µD) ◦ (B ⊗ (f ◦ λD)⊗D ⊗D) ◦ (B ⊗ ((tD,D ⊗D)
◦(D ⊗ tD,D) ◦ (g ⊗ (λD ◦ g)⊗ g))) ◦ (B ⊗ δB ⊗B) ◦ (B ⊗ δB) ◦ δB
= (µB⊗D)◦(B⊗(f ◦λD)⊗D)◦(B⊗tD,D)◦(B⊗(µD◦(D⊗λD)◦δD)⊗D)
◦(B ⊗ g ⊗ g) ◦ (B ⊗ δB) ◦ δB
= (µB ⊗D) ◦ (B⊗ (f ◦λD)⊗ΠLD) ◦ (B⊗ (tD,D ◦ (g⊗ g))) ◦ (B⊗ δB) ◦ δB,
donde la primera igualdad se sigue por la definición de qBD, la segunda por (b4)
de la Definición 1.2.9, la tercera por ser f morfismo de coálgebras y g morfismo
de álgebras. La cuarta igualdad es consecuencia de la coasociatividad de δB, la
anticomultiplicatividad del antípodo y la Observación (5.1.3). En la quinta se
usa que g es un morfismo de coálgebras, (1.53) y (1.54); en la sexta (b3-1) de la
Definición 1.2.9 y que g es un morfismo de coálgebras. En la séptima igualdad
se aplica (1.29) y (1.35).
Por el otro lado, utilizando ahora el carácter idempotente de ΠLD resulta:
(B ⊗ g) ◦ δB ◦ qBD
= (µB⊗D)◦(B⊗(f ◦λD)⊗(ΠLD◦ΠLD))◦(B⊗(tD,D◦(g⊗g)))◦(B⊗δB)◦δB
= (B ⊗ (ΠLD ◦ g)) ◦ δB ◦ qBD.
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Si r : M → B es un morfismo en C tal que (B ⊗ (ΠLD ◦ g)) ◦ δB ◦ r =
(B ⊗ g) ◦ δB ◦ r, entonces pBD ◦ r es el único morfismo tal que iBD ◦ pBD ◦ r = r.
En efecto:
iBD ◦ pBD ◦ r
= µB ◦ (B ⊗ (f ◦ λD ◦ g)) ◦ δB ◦ r
= µB ◦ (B ⊗ (f ◦ λD ◦ΠLD ◦ g)) ◦ δB ◦ r
= µB ◦ (B ⊗ (f ◦ΠRD ◦ΠLD ◦ g)) ◦ δB ◦ r
= µB ◦ (B ⊗ (f ◦ΠRD ◦ g)) ◦ δB ◦ r
= µB ◦ (B ⊗ΠRB) ◦ δB ◦ r
= r,
donde la primera igualdad es cierta por las propiedades de la escisión y la
definición de qBD, la segunda y la cuarta por la hipótesis sobre r, la tercera por
(1.33), la quinta por la Observación 5.1.4 y la sexta por (1.30).
En cuanto a la unicidad, si s : M → BD satisface iBD ◦ s = r, entonces
s = pBD ◦ iBD ◦ s = pBD ◦ r.
El carácter coigualador del segundo diagrama se prueba usando las mis-
mas técnicas, pero con las propiedades de álgebra jugando el papel de las de
coálgebra y viceversa. 2
Proposición 5.1.8. Sea D un AHTD en C. Si (B, f, g) es un objeto en
Proj(D) entonces:
(i) El triple (BD, ηBD = p
B
D ◦ ηB, µBD = pBD ◦ µB ◦ (iBD ⊗ iBD)) es un álgebra
en C.
(ii) El triple (BD, εBD = εB ◦ iBD, δBD = (pBD⊗pBD)◦ δB ◦ iBD) es una coálgebra
en C.
Prueba:
Los morfismos ηBD y µBD son las factorizaciones respectivas de los morfismos
ηB y µB◦(iBD⊗iBD) a través del igualador iBD. A tenor de lo expuesto en la prueba
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de la Proposición 5.1.7, para ver que estos morfismos son las factorizaciones
indicadas basta con comprobar que ηB y µB ◦ (iBD ⊗ iBD) igualan los morfismos
del diagrama. Para el primero de ellos, gracias a la Observación 5.1.4 y (1.47)
se tiene que
(B ⊗ (ΠLD ◦ g)) ◦ δB ◦ ηB = (B ⊗ (g ◦ΠLB)) ◦ δB ◦ ηB = (B ⊗ g) ◦ δB ◦ ηB.
El segundo también iguala los morfismos deseados ya que:
(B ⊗ g) ◦ δB ◦ µB ◦ (iBD ⊗ iBD)
= (B ⊗ g) ◦ (µB ⊗ µB) ◦ (B ⊗ tB,B ⊗B) ◦ ((δB ◦ iBD)⊗ (δB ◦ iBD))
= (µB ⊗ (µD ◦ (g⊗ (ΠLD ◦ g)))) ◦ (B ⊗ tB,B ⊗B) ◦ ((δB ◦ iBD)⊗ (δB ◦ iBD))
= (µB ⊗ (ΠLD ◦ µD ◦ (D ⊗ΠLD))) ◦ (B ⊗B ⊗ g ⊗ g) ◦ (B ⊗ tB,B ⊗B)
◦((δB ◦ iBD)⊗ (δB ◦ iBD))
= (µB⊗(ΠLD◦µD))◦(B⊗B⊗g⊗g)◦(B⊗tB,B⊗B)◦((δB ◦iBD)⊗(δB ◦iBD))
= (B ⊗ (ΠLD ◦ g)) ◦ δB ◦ µB ◦ (iBD ⊗ iBD),
donde la primera igualdad se sigue por (b4) de la Definición 1.2.9, la segunda y
la cuarta por ser g morfismo de álgebras e iBD un morfismo igualador; la tercera
es consecuencia de (1.52). Finalmente, la quinta se sigue por ser g un morfismo
de álgebras.
Una vez conocido que estos morfismos son las factorizaciones indicadas es
sencillo demostrar que (BD, ηBD , µBD) es un álgebra. En efecto, tenemos que
iBD ◦ µBD ◦ (BD ⊗ ηBD) = µB ◦ (i
B
D ⊗ (iBD ◦ ηBD)) = µB ◦ (i
B
D ⊗ ηB) = iBD,
y por ser iBD un monomorfismo resulta la propiedad de la unidad por un lado,
siendo la prueba por el otro lado similar. En cuanto a la asociatividad, apli-
cando la propiedad del morfismo de factorización y la asociatividad de µD se
tiene:
iBD ◦ µBD ◦ (BD ⊗ µBD)
= µB ◦ (iBD ⊗ iBD) ◦ (BD ⊗ µBD)
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= µB ◦ (iBD ⊗ (µB ◦ (iBD ⊗ iBD)))
= µB ◦ (µB ◦B) ◦ (iBD ⊗ iBD ⊗ iBD)
= µBD ◦ (iBD ⊗ (iBD ◦ µBD))
= iBD ◦ µBD ◦ (µBD ⊗BD),
y por ser iBD un monomorfismo resulta la coasociatividad para µBD .
La prueba del apartado (ii) se realiza usando las mismas técnicas sin más
que intercambiar entre sí las propiedades de álgebra y las de coálgebra. Se
demuestra primero que εBD y δBD son las factorizaciones respectivas a través
del coigualador pBD de los morfismos εB y (p
B
D ⊗ pBD) ◦ δB, para posterior-




Observación 5.1.9. Como consecuencia directa de la proposición anterior se
deduce que:
(i) δBD ◦ µBD = (pBD ⊗ pBD) ◦ δB ◦ µB ◦ (iBD ⊗ iBD),
(ii) δBD ◦ µBD = (pBD ⊗ pBD) ◦ δB ◦ qBD ◦ µB ◦ (iBD ⊗ iBD),
(iii) δB ◦ µB ◦ (iBD ⊗ iBD) = δB ◦ iBD ◦ µBD = δB ◦ qBD ◦ µB ◦ (iBD ⊗ iBD),
(iv) (pBD ⊗ pBD) ◦ δB ◦ µB = δBD ◦ pBD ◦ µB = (pBD ⊗ pBD) ◦ δB ◦ qBD ◦ µB.
Lema 5.1.10. Sea D un AHTD en C y (B, f, g) un objeto en Proj(D). Se
cumple:
(i) pBD ◦ µB ◦ (B ◦ qBD) = pBD ◦ µB,
(ii) (B ⊗ qBD) ◦ δB ◦ iBD = δB ◦ iBD.
Prueba:
En lo que respecta al apartado (i) la prueba es la siguiente:
pBD ◦ µB ◦ (B ⊗ qBD)
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= pBD ◦ µB ◦ (µB ⊗ (f ◦ λD ◦ g)) ◦ (B ⊗ δB)
= pBD ◦ µB ◦ (µB ⊗ (f ◦ΠLD ◦ λD ◦ g)) ◦ (B ⊗ δB)
= pBD ◦ µB ◦ (µB ⊗ (f ◦ΠLD ◦ΠRD ◦ g)) ◦ (B ⊗ δB)
= pBD ◦ µB ◦ (B ⊗ (µB ◦ (B ⊗ΠRD) ◦ δB))
= pBD ◦ µB,
donde la primera igualdad es cierta por la definición de qBD y la asociatividad
de µB, la segunda por el apartado (ii) de la Proposición 5.1.7, la tercera por
(1.33), la cuarta se sigue de la Observación 5.1.4, la asociatividad de µB, y el
apartado (ii) de la Proposición 5.1.7 de nuevo, mientras que en la última se
usa (1.30).
La otra igualdad se deduce procediendo del mismo modo, utilizando (i) de
la Proposición 5.1.7. 2
Lema 5.1.11. Sea D un AHTD en C. Si (B, f, g) es un objeto en Proj(D) y
qBD el morfismo definido en la Proposición 5.1.5 se tienen las igualdades:
(i) tB,B ◦ (B ⊗ qBD) = (qBD ⊗B) ◦ tB,B,
(ii) tB,B ◦ (qBD ⊗B) = (B ⊗ qBD) ◦ tB,B,
y las igualdades análogas cambiando tB,B por t′B,B.
Prueba:
La prueba de la primera igualdad es la siguiente:
tB,B ◦ (B ⊗ qBD)
= (µB ⊗B) ◦ (B ⊗ tB,B) ◦ (tB,B ⊗ (f ◦ λD ◦ g)) ◦ (B ⊗ δB)
= (µB ◦ (B ⊗ (f ◦ λD ◦ g))⊗B) ◦ (B ⊗ tB,B) ◦ (tB,B ⊗B) ◦ (B ⊗ δB)
= (qBD ⊗B) ◦ tB,B,
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donde la primera identidad es consecuencia de (b3-2) de la Definición 1.2.9, la
segunda de (1.54) y la condición (ii) de la definición de proyección; la tercera
de (b3-3) . El apartado (ii) se deduce análogamente usando ahora (b3-1) y
(b3-4) de la Definición 1.2.9 y (1.53). 2
Lema 5.1.12. Sea D un AHTD en C y (B, f, g) un objeto en Proj(D). Se
cumple:
(i) El par (BD, φBD = p
B
D ◦ µB ◦ (f ⊗ iBD)) es un D-módulo por la izquierda.
(ii) El par (BD, ϱBD = (g⊗pBD)◦ δB ◦ iBD) es un D-comódulo por la izquierda.
Prueba:
Probemos en primer lugar el apartado (i). En efecto, por ser f un morfismo de
álgebras y por las propiedades de ηB obtenemos que
φBD ◦ (ηD ⊗BD) = p
B
D ◦ µB ◦ (f ⊗ iBD) ◦ (ηD ⊗BD) = pBD ◦ iBD = idBD .
Por otra parte:
φBD ◦ (D ⊗ φBD)
= pDB ◦ µB ◦ (f ⊗ (qBD ◦ µB ◦ (f ⊗ iBD)))
= pDB ◦ µB ◦ ((µB ◦ (f ⊗ f))⊗ iBD)
= φBD ◦ (µD ⊗BD),
donde la primera igualdad se sigue por la definición de φBD , la segunda por la
parte (i) del Lema 5.1.10, el carácter mónico de iBD y la asociatividad de µB;
la tercera por la condición de morfismo de álgebras de f .
La prueba del segundo apartado se realiza de modo análogo haciendo uso
de las propiedades de εB, la parte (ii) del Lema 5.1.10, la coasociatividad de
δB, el carácter épico de pBD y que g es un morfismo de coálgebras. 2
Lema 5.1.13. Sea D un AHTD en C y (B, f, g) un objeto en Proj(D). Se
cumple que la cuádrupla (rBD , r
′
BD




rBD = (g ⊗ pBD) ◦ tB,B ◦ (iBD ⊗ f), r′BD = (p
B
D ⊗ g) ◦ t′B,B ◦ (f ⊗ iBD),
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sBD = (p
B
D ⊗ g) ◦ tB,B ◦ (f ⊗ iBD), s′BD = (g ⊗ p
B
D) ◦ t′B,B ◦ (iBD ⊗ f).
es un (BD, D)-OD compatible con las estructuras de D-(co)módulo definidas
en la Proposición 5.1.12.
Prueba:
Para demostrar que la cuádrupla indicada es un (BD, D)-OD, es suficiente con
comprobar que la cuádrupla (rB, r′B, sB, s
′
B) con
rB = (g ⊗B) ◦ tB,B ◦ (B ⊗ f), r′B = (g ⊗B) ◦ t′B,B ◦ (B ⊗ f),
sB = (B ⊗ g) ◦ tB,B ◦ (f ⊗B), s′B = (B ⊗ g) ◦ t′B,B ◦ (f ⊗B),
es un (B,D)-OD y aplicar la Proposición 2.1.21.
La condición (e1-1) de la Definición 2.1.1 se cumple ya que:
(D ⊗ rB) ◦ (rB ⊗D) ◦ (B ⊗ tD,D)
= (g ⊗ g ⊗B) ◦ (B ⊗ tB,B) ◦ (tB,B ⊗B) ◦ (B ⊗ f ⊗ f) ◦ (B ⊗ tD,D)
= (g ⊗ g ⊗B) ◦ (B ⊗ tB,B) ◦ (tB,B ⊗B) ◦ (B ⊗ tB,B) ◦ (B ⊗ f ⊗ f)
= (g ⊗ g ⊗B) ◦ (tB,B ⊗B) ◦ (B ⊗ tB,B) ◦ (tB,B ⊗B) ◦ (B ⊗ f ⊗ f)
= (tD,D ⊗B) ◦ (g ⊗ g ⊗B) ◦ (B ⊗ tB,B) ◦ (tB,B ⊗B) ◦ (B ⊗ f ⊗ f)
= (tD,D ⊗B) ◦ (D ⊗ rB) ◦ (rB ⊗D),
siendo las igualdades primera y última ciertas por la definición de rB, la segun-
da por ser f un morfismo de AHTD, la tercera por (a1) de la Definición 1.2.4 y
la cuarta por ser g un morfismo de AHTD. El resto de condiciones requeridas
en (e1) de la Definición 2.1.1 se deducen por el mismo procedimiento, utilizan-
do la condición (a1) de la Definición 1.2.4 para t′B,B cuando corresponda. Las
igualdades requeridas en la condición (e2) de la Definición 2.1.1 también se
demuestran usando las mismas técnicas, pero en este caso en vez de aplicar
(a1) de la Definición 1.2.4 se usa la Observación 1.2.8.
Para probar (e3) de la Definición 2.1.1, nótese primero que por la definición
de proyección y (1.2) se tiene
r′B ◦ rB = (B ⊗ g) ◦ t′B,B ◦ ((f ◦ g)⊗B) ◦ tB,B ◦ (B ⊗ f), (5.5)
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r′B ◦ rB = (B ⊗ g) ◦ ∇B,B ◦ (B ⊗ f), (5.6)
y como consecuencia obtenemos (e3-1) de la Definición 2.1.1 de la siguiente
manera:
(εD ⊗B ⊗D) ◦ (rB ⊗D) ◦ (B ⊗ δD)
= ((εD ◦ g)⊗B ⊗D) ◦ (tB,B ⊗D) ◦ (B ⊗ f ⊗D) ◦ (B ⊗ δD)
= (B ⊗ εB ⊗D) ◦ (∇B,B ⊗D) ◦ (B ⊗ f ⊗D) ◦ (B ⊗ δD)
= (B ⊗ εB ⊗ g) ◦ (∇B,B ⊗B) ◦ (B ⊗ (δB ◦ f))
= (B ⊗ g) ◦ ∇B,B ◦ (B ⊗ f),
donde la primera igualdad es consecuencia de la definición de rB, la segunda
se sigue porque g es un morfismo de coálgebras y (1.20), la tercera por ser f
morfismo de coálgebras y g ◦ f = idD, la cuarta por (b2-3) de la Definición
1.2.9 y las propiedades de εB. Por otro lado, de forma análoga se tiene que:
(B ⊗ µD) ◦ (r′B ⊗D) ◦ (ηD ⊗B ⊗D) = (B ⊗ g) ◦ ∇B,B ◦ (B ⊗ f).
La demostración de (e3-2) de la Definición 2.1.1 es análoga.
En cuanto a (e4-1) de la Definición 2.1.1 su prueba es:
rB ◦ (B ⊗ µD)
= (g ⊗B) ◦ tB,B ◦ (B ⊗ (f ◦ µD))
= ((g ◦ µB)⊗B) ◦ (B ⊗ tB,B) ◦ (tB,B ⊗B) ◦ (B ⊗ f ⊗ f)
= (µD ⊗B) ◦ (g ⊗ g ⊗B) ◦ (B ⊗ tB,B) ◦ (tB,B ⊗B) ◦ (B ⊗ f ⊗ f)
= (µD ⊗B) ◦ (D ⊗ rB) ◦ (rB ⊗D),
donde las igualdades primera y última son consecuencia de la definición de rB,
la segunda de ser f morfismo de álgebras y (b3-2) de la Definición 1.2.9 y la
tercera de ser g morfismo de álgebras.
La condición (e4-2) de la Definición 2.1.1 se obtiene análogamente y las
pruebas de las restantes siguen la misma estrategia pero intercambiando entre
sí las propiedades de álgebra y coálgebra.
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La condición (e5) de la Definición 2.1.2 se sigue inmediatamente a partir
de la descripción dada en (5.6) aplicando (1.53) y (1.54). Queda entonces de-
mostrado que (rB, r′B, sB, s
′
B) es un (B,D)-OD y por tanto (rBD , r
′
BD




es un (BD, D)-OD.
Se cumple la compatibilidad con la estructura de módulo de BD. En efecto;
en primer lugar tenemos que
rBD ◦ (φBD ⊗D)
= (g ⊗ pBD) ◦ tB,B ◦ (qBD ⊗B) ◦ (µB ⊗B) ◦ (f ⊗ iBD ⊗ f)
= (g ⊗ pBD) ◦ tB,B ◦ (µB ⊗B) ◦ (f ⊗ iBD ⊗ f)
= (g ⊗ (pBD ◦ µB)) ◦ (tB,B ⊗B) ◦ (B ⊗ tB,B) ◦ (f ⊗ iBD ⊗ f)
= (D⊗(pBD◦(µB◦(f⊗qBD))))◦((tD,D◦(D⊗g))⊗B)◦(B⊗tB,B)◦(D⊗iBD⊗f)
= (D ⊗ φBD) ◦ (tD,D ⊗BD) ◦ (D ⊗ rBD),
donde en las igualdades primera y última se usan las definiciones de φBD y
rBD , la segunda se sigue por el apartado (ii) del Lema 5.1.11 y las propiedades
de la escisión, la tercera por (b3-1) de la Definición 1.2.9, la cuarta por el
apartado (i) del Lema 5.1.10 y (5.3).
Por otro lado también se cumple que:
sBD ◦ (D ⊗ φBD)
= (pBD ⊗ g) ◦ tB,B ◦ (B ⊗ (qD ◦ µB)) ◦ (f ⊗ f ⊗ iBD)
= ((pBD ◦ µB)⊗ g) ◦ (B ⊗ tB,B) ◦ (tB,B ⊗B) ◦ (f ⊗ f ⊗ iBD))
= ((pBD ◦µB ◦(f⊗(iBD ◦pBD)))⊗g)◦(D⊗ tB,B)◦(D⊗f⊗ iBD)◦(tD,D⊗BD)
= (φBD ⊗D) ◦ (D ⊗ sBD) ◦ (tD,D ⊗BD),
siendo las igualdades primera y última ciertas por la definición de φBD y sBD ,
la segunda por el apartado (i) del Lema 5.1.11, las propiedades de la escisión
y (b3-2) de la Definición 1.2.9, la tercera por el apartado (i) del Lema 5.1.10 y
el carácter de morfismo de AHTD de f .
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Las otras dos condiciones restantes exigidas para tener la compatibilidad
con la estructura de módulo se deducen de modo análogo sin más que usar las
propiedades correspondientes para t′B,B y t
′
D,D.
La compatibilidad con la estructura de comódulo es obtenida procediendo
de modo similar utilizando las propiedades de coálgebra y comódulo. 2
Proposición 5.1.14. Sea D un AHTD en C y (B, f, g) un objeto en la cate-
goría Proj(D). El triple (BD, φBD , ϱBD) es un módulo Yetter-Drinfeld izquierda-
izquierda con las estructuras de (co)módulo dadas en el Lema 5.1.12 y el ope-
rador débil el definido en el Lema 5.1.13.
Prueba:
Gracias a la Proposición 3.1.6 es suficiente con probar (yd3-ii). El lado izquierdo
de la igualdad puede expresarse como sigue:
ϱBD ◦ φBD
= (g ⊗ pBD) ◦ δB ◦ qBD ◦ µB ◦ (f ⊗ iBD)
= ((g ◦ µB)⊗ pBD) ◦ (B ⊗ tB,B) ◦ (B ⊗ qBD ⊗B) ◦ (δB ⊗ (f ◦ λD ◦ g)) ◦ δB
◦µB ◦ (f ⊗ iBD),
donde la primera igualdad se sigue por las definiciones de las (co)estructuras
de (co)módulo de BD, la tercera por el Lema 5.1.11 y las propiedades de la
escisión, y la segunda se cumple porque usando la asociatividad de µB, la
coasociatividad de δB, la anticomultiplicatividad del antípodo y el carácter de
morfismos de coálgebras de f y g resulta
δB ◦ qBD = (µB ⊗B)◦ (B⊗ tB,B)◦ (B⊗ qBD⊗B)◦ (δB ⊗ (f ◦λD ◦g))◦ δB. (5.7)
En efecto:
δB ◦ qBD
= (µB ⊗ µB) ◦ (B ⊗ tB,B ⊗B) ◦ (δB ⊗ (δB ◦ f ◦ λD ◦ g)) ◦ δB
= (µB⊗µB)◦(B⊗tB,B⊗B)◦(δB⊗(((f◦λD◦g)⊗(f◦λD◦g))◦tB,B◦δB))◦δB
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= (µB ⊗B) ◦ (B ⊗ tB,B) ◦ (B ⊗ qBD ⊗B) ◦ (δB ⊗ (f ◦ λD ◦ g)) ◦ δB.
Por otra parte:
(µD ⊗BD) ◦ (D ⊗ rBD) ◦ (((µD ⊗ φBD) ◦ (D ⊗ tD,D ⊗BD)
◦(δD ⊗ ϱBD))⊗ λD) ◦ (D ⊗ sBD) ◦ (δD ⊗BD)
= (µD ⊗ pBD) ◦ (D ⊗ g ⊗B) ◦ (D ⊗ tB,B) ◦ (µD ⊗ (qBD ◦ µB
◦(f ⊗B))⊗B) ◦ (µD ⊗D ⊗ qBD ⊗B) ◦ (D ⊗ (tD,D
◦(D ⊗ g))⊗B ⊗ (f ◦ λD ◦ g)) ◦ (δD ⊗ (δB ◦ qBD)⊗B) ◦ (D ⊗ tB,B)
◦(((D ⊗ f) ◦ δD)⊗ iBD)
= (µD ⊗ pBD) ◦ (D ⊗ g ⊗B) ◦ (D ⊗ tB,B) ◦ ((((µD ◦ (g ⊗ g))⊗ µB)
◦(B ⊗ tB,B ⊗B) ◦ (((f ⊗ f) ◦ δD)⊗ δB))⊗ λB) ◦ (D ⊗ tB,B)
◦(((D ⊗ f) ◦ δD)⊗ iBD)
= ((g◦µD)⊗pBD)◦(B⊗tB,B)◦((δB ◦µB)⊗λB)◦(B⊗tB,B)◦((δB ◦f)⊗iBD)
= ((g ◦ µD)⊗ pBD) ◦ ◦(B ⊗ tB,B) ◦ (δB ⊗ λB) ◦ (µB ⊗ µB)
◦(B ⊗ tB,B ⊗ΠLB) ◦ (δB ⊗ δB) ◦ (f ⊗ iBD)
= ((g ◦ µD)⊗ pBD) ◦ (B ⊗ tB,B) ◦ (δB ⊗ λB) ◦ (µB ⊗ µB)
◦(B ⊗ tB,B ⊗ (f ◦ΠLD ◦ g)) ◦ (δB ⊗ δB) ◦ (f ◦ iBD)
= ((g ◦ µD)⊗ pBD) ◦ (B ⊗ tB,B) ◦ (δB ⊗ λB) ◦ (µB ⊗ µB) ◦ (D⊗ tB,B ⊗B)
◦(f ⊗ (f ◦ g ◦ f)⊗B ⊗ (f ◦ g)) ◦ (δD ⊗ (δD ◦ iBD))
= ((g ◦ µD)⊗ pBD) ◦ (B ⊗ tB,B) ◦ (δB ⊗ (f ◦ λD ◦ g)) ◦ (µB ⊗ µB)
◦(D ⊗ tB,B ⊗B) ◦ ((δB ◦ f)⊗ (δB ◦ iBD))
= ((g ◦ µD)⊗ pBD) ◦ (B ⊗ tB,B) ◦ (δB ⊗ (f ◦ λD ◦ g)) ◦ δB ◦ µB ◦ (f ⊗ iBD)
= ϱBD ◦ φBD .
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En los cálculos precedentes, la primera igualdad resulta de las definiciones
de φBD y ϱBD , la segunda de (1.51), (1.35), (1.36), el carácter de morfismo de
AHTD de f y g, la igualdad g ◦ f = idD y (5.3). La tercera igualdad se deduce
por la coasociatividad de δD, por ser f morfismo de coálgebras y g de álgebras,
y (b4) de la Definición 1.2.9. En la cuarta igualdad se aplica (3.16), en la quinta
la Observación 5.1.4, en la sexta el carácter de morfismo de coálgebras de f , la
Observación 5.1.4 y (1.51), en la séptima las propiedades de f y g, en la octava
(b4) de la Definición 1.2.9 y en la novena (5.7). 2
Observación 5.1.15. Todo α : B → B′ morfismo de proyecciones sobre D
entre (B, f, g) y (B′, f ′, g′), induce un morfismo de (co)módulos αD : BD → B′D
porque
(B′ ⊗ (ΠLD ◦ g′)) ◦ δB′ ◦ α ◦ iBD
= (α⊗ (ΠLD ◦ g′ ◦ α)) ◦ δB ◦ iBD
= (α⊗ (ΠLD ◦ g)) ◦ δB ◦ iBD
= (α⊗ g) ◦ δB ◦ iBD
= (α⊗ (g′ ◦ α)) ◦ δB ◦ iBD
= (B′ ⊗ g′) ◦ δB′ ◦ α ◦ iBD.
Por lo tanto, como consecuencia de la Proposición 5.1.7 existe un único morfis-
mo αD tal que iB
′
D ◦αD = α ◦ iBD. Por otra parte, usando que α es un morfismo
de AHTD y las igualdades f ′ = α ◦ f y g = g′ ◦ α se obtiene que αD es un
morfismo de D-(co)módulos por la izquierda.
Este morfismo αD cumple la condición (ii) de la Definición 3.1.3 ya que:
rB′D ◦ (αD ⊗D)
= (g′ ⊗ pB′D ) ◦ tB′,B′ ◦ ((iB
′
D ◦ αD)⊗ f ′)
= (g′ ⊗ pB′D ) ◦ tB′,B′ ◦ ((α ◦ iBD)⊗ (α ◦ f))
= ((g′ ◦ α)⊗ (pB′D ◦ α)) ◦ tB,B ◦ (iBD ⊗ f)
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= (g ⊗ (αD ◦ pBD)) ◦ tB,B ◦ (iBD ⊗ f)
= (D ⊗ αD) ◦ rBD ,
donde la primera igualdad es consecuencia de la definición de rB′D , la segunda
y la cuarta se siguen de la definición de αD y el carácter de morfismo de
proyecciones de α; la tercera por ser α un morfismo de AHTD. La quinta
igualdad se cumple porque αD se define como la factorización de α a través del
diagrama igualador de la Proposición 5.1.7 y entonces pB′D ◦ α ◦ qBD = αD ◦ pBD.
La segunda igualdad (ii) contenida en la Definición 3.1.3 se deduce de modo
similar.
Como una primera aplicación de la Proposición 5.1.14 se tiene:
Corolario 5.1.16. Sea D un AHTD en C. Existe un funtor
F : Proj(D) −→ DDYD
definido como F ((B, f, g)) = (BD, φBD , ϱBD) en los objetos y F (α) = αD en
los morfismos.
Prueba:
En virtud de la Proposición 5.1.14 el triple (BD, φBD , ϱBD) es un objeto en la
categoría DDYD. Además, si α : B → B′ es un morfismo de proyecciones, por la
Observación 5.1.15 existe de un único morfismo αD : BD → B′D en C tal que
iB
′
D ◦ αD = α ◦ iBD y éste cumple las condiciones de la definición de morfismo
en la categoría DDYD. 2
La Proposición 5.1.14 y el Teorema 4.2.1 permiten concluir también:
Corolario 5.1.17. Sea D un AHTD en C con antípodo inversible y (B, f, g)
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D ◦µB ◦ tB,B ◦ (iBD⊗ (f ◦λD)), ρλ
−1
BD
= (pBD⊗ (λ−1D ◦g))◦ t
′




:= pBD ◦µB ◦t′B,B ◦(iBD⊗(f ◦λ−1D )), ρ
λ
BD
:= (pBD⊗(λD ◦g))◦tB,B ◦δB ◦ iBD,
ψBD := p
B
D ◦ µB ◦ tB,B ◦ (iBD ⊗ f), ρ′BD := (p
B
D ⊗ g) ◦ t′B,B ◦ δB ◦ iBD,
ψ′BD := p
B
D ◦ µB ◦ t′B,B ◦ (iBD ⊗ f), ρBD := (p
B
D ⊗ g) ◦ tB,B ◦ δB ◦ iBD.
5.2. Operadores débiles y entrelazamientos débiles
Los resultados de la sección anterior serán ahora aplicados al estudio de la
relación entre los conceptos de operador Yang-Baxter débil y el de entrelaza-
miento débil.
Se recuerda sucintamente la definición de entrelazamiento débil inversible
(véase [7] para una exposición detallada).
Definición 5.2.1. Una estructura entrelazada débil derecha-derecha es un
triple (A,C,ΨR) donde A es un álgebra, C una coálgebra y ΨR : C⊗A→ A⊗C
un morfismo tal que:
(i) (µA ⊗ C) ◦ (A⊗ΨR) ◦ (ΨR ⊗A) = ΨR ◦ (C ⊗ µA),
(ii) ΨR ◦ (C ⊗ ηA) = (eR ⊗ C) ◦ δC ,
(iii) (A⊗ δC) ◦ΨR = (ΨR ⊗ C) ◦ (C ⊗ΨR) ◦ (δC ⊗A),
(iv) (A⊗ εC) ◦ΨR = µA ◦ (eR ⊗A),
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donde eR = (A ⊗ εC) ◦ ΨR ◦ (C ⊗ ηA) : C → A. De modo similar se define la
noción de estructura entrelazada débil izquierda-izquierda (A,C,ΨL) para un
álgebra A, una coálgebra C y un morfismo ΨL : A⊗C → C ⊗A satisfaciendo
igualdades similares a las previas con eL = (εC ⊗A) ◦ΨL ◦ (ηA ⊗C) : C → A.
5.2.2. Sea (A,C,ΨR) una estructura entrelazada débil derecha-derecha. Se
define la aplicación ∆R : A⊗ C → A⊗ C como
∆R = (µA ⊗ C) ◦ (A⊗ΨR) ◦ (A⊗ C ⊗ ηA).
Este morfismo es idempotente, al igual que el morfismo ∇R : C ⊗A→ C ⊗A
definido como
∇R = (C ⊗A⊗ εC) ◦ (C ⊗ΨR) ◦ (δC ⊗A).
Los morfismos idempotentes correspondientes para una estructura entrelazada
débil izquierda-izquierda se designan por ∆L y ∇L.
Definición 5.2.3. Sea A un álgebra, C una coálgebra y ΨR : C ⊗ A →
A⊗ C y ΨL : A⊗ C → C ⊗ A morfismos en C. Se dice que (C,A,ΨR,ΨL) es
una estructura entrelazada débil inversible cuando se cumplen las condiciones
siguientes:
(i) El triple (A,C,ΨR) es una estructura entrelazada débil derecha-derecha y
el triple (A,C,ΨL) una estructura entrelazada débil izquierda-izquierda,
(ii) ΨL ◦ΨR = ∆L y ΨR ◦ΨL = ∆R.
La relación entre las nociones de operador Yang-Baxter débil y estructura
entrelazada débil inversible puede expresarse en términos de operadores débiles
como se pone de manifiesto en el siguiente resultado.
Proposición 5.2.4. Con la notación del Lema 5.1.13, se cumple que:
(i) (BD, D, sBD , s
′
BD
) es una estructura entrelazada débil inversible,
(ii) (BD, D, r′BD , rBD) es una estructura entrelazada débil inversible.
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Prueba:
Probemos en primer lugar que (BD, D, sBD) es una estructura entrelazada débil
derecha-derecha.
La igualdad (i) de la Definición 5.2.1 se cumple ya que:
(µBD ⊗D) ◦ (BD ⊗ sBD) ◦ (sBD ⊗BD)
= ((pBD ◦ µB ◦ ((iBD ◦ pBD)⊗ (iBD ◦ pBD)))⊗ g) ◦ (B ⊗ tB,B)
◦(B ⊗ (f ◦ g)⊗B) ◦ (tB,B ⊗B) ◦ (f ⊗ iBD ⊗ iBD)
= ((pBD ◦ µB)⊗ g) ◦ (B ⊗ tB,B) ◦ (tB,B ⊗B) ◦ (f ⊗ iBD ⊗ iBD)
= (pBD ⊗ g) ◦ tB,B ◦ (B ⊗ µB) ◦ (f ⊗ iBD ⊗ iBD)
= sBD ◦ (D ⊗ µBD),
siendo la primera igualdad cierta por las definiciones de µBD y sBD ; la segunda
es consecuencia de la parte (i) del Lema 5.1.11, de las propiedades de la escisión
y de la condición (i) de la Definición 5.1.1; la tercera se sigue de (b3-2) de la
Definición 1.2.9 y la última por ser µBD la factorización de µB ◦ (iBD ⊗ iBD) a
través del morfismo igualador iBD de la Proposición 5.1.7.
Para demostrar (ii) de la Definición 5.2.1, nótese primero que por ser g
morfismo de coálgebras y estar definido ηBD como la factorización de ηB por
el morfismo igualador iBD resulta
eR = (p
B
D ⊗ εB) ◦ tB,B ◦ (f ⊗ ηB), (5.8)
y entonces
(eR ⊗D) ◦ δD
= (pBD ⊗ εB ⊗D) ◦ (tB,B ⊗D) ◦ (f ⊗ ηB ⊗D) ◦ δD
= (pBD ⊗ εB ⊗ g) ◦ (∇B,B ⊗B) ◦ (ηB ⊗ f ⊗ f) ◦ δD
= (pBD ⊗ εB ⊗ g) ◦ (∇B,B ⊗B) ◦ (ηB ⊗ (δB ◦ f))
= (pBD ⊗ εB ⊗ g) ◦ (B ⊗ δB) ◦ ∇B,B ◦ (ηB ⊗ f)
188 5 Proyecciones sobre un AHTD
= (pBD ⊗ g) ◦ tB,B ◦ (f ⊗ iBD) ◦ (D ⊗ ηBD)
= sBD ◦ (D ⊗ ηBD),
donde la primera igualdad es consecuencia de (5.8), la segunda de (1.18) y
g ◦ f = idD; la tercera es cierta porque f es un morfismo de coálgebras, la
cuarta se sigue de (b2-3) de la Definición 1.2.9, la quinta de las propiedades
de εB, (1.18), y de estar ηBD definida como la factorización de ηB a través del
morfismo igualador iBD; la última igualdad se deduce de la definición de sBD .
La fórmula (iii) de la Definición 5.2.1 es consecuencia de que la cuádru-
pla (rBD , r
′
BD
, s′BD) es un (BD, D)-OD, mientras que para probar (iv) de la
Definición 5.2.1 basta con tomar la prueba de (ii) de la Definición 5.2.1 y pro-
ceder de modo análogo realizando un intercambio entre las correspondientes
propiedades de álgebra y coálgebra.
La prueba de que (BD, D, s′BD) es una estructura de entrelazamiento débil
izquierda-izquierda es análoga, usando (b3) de la Definición 1.2.9 y el Lema
5.1.11.
En lo que concierne al apartado (ii) de la Definición 5.2.3, la prueba es la
siguiente:
sBD ◦ s′BD
= (pBD ⊗ g) ◦ tB,B ◦ ((f ◦ g)⊗ (iBD ◦ pBD)) ◦ t′B,B ◦ (iBD ⊗ f)
= (pBD ⊗ g) ◦ ∇B,B ◦ (iBD ⊗ f)
= (pBD ⊗ g) ◦ ∇B,B ◦ (µB ⊗B) ◦ (iBD ⊗ ηB ⊗ f)
= (pBD ⊗ g) ◦ (µB ⊗B) ◦ (B ⊗∇B,B) ◦ (iBD ⊗ ηB ⊗ f)
= (pBD⊗D)◦(µB⊗B)◦(iBD⊗(iBD◦pBD)⊗g)◦(B⊗tB,B)◦(B⊗f⊗(iBD◦ηBD))
= (µBD ⊗D) ◦ (BD ⊗ sBD) ◦ (BD ⊗D ⊗ ηBD)
= ∆R,




y ∆R, la segunda se sigue por el apartado (ii) del Lema 5.1.11, las
propiedades de la escisión, la condición (i) de la Definición 5.1.1, la fórmula
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g ◦ f = idD y (1.2). En la tercera igualdad se usan las propiedades de la
unidad ηB, en la cuarta (b1-2) de la Definición 1.2.9, en la quinta el Lema
5.1.11, (1.17), y la definición de ηBD como la factorización de ηB a través del
morfismo igualador iBD.
Finalmente, de modo similar se comprueba que s′BD ◦ sBD = ∆L.
El uso de los mismos argumentos conduce a la demostración del apartado
(ii). 2
5.3. La estructura de AHTD del objeto BD
Sea D un AHDT en C. Se demostró en la Proposición 5.1.14 que el triple
(BD, φBD , ϱBD) es un objeto de la categoría
D
DYD. Por lo tanto, si seguimos
el capítulo 3 de esta memoria se tienen los morfismos
∇BD⊗BD : BD ⊗BD → BD ⊗BD y ∆BD⊗BD : BD ⊗BD → BD ⊗BD
definidos como
∇BD⊗BD = (φBD ⊗ φBD) ◦ (D ⊗ sBD ⊗BD) ◦ ((δD ◦ ηD)⊗BD ⊗BD) (5.9)
y
∆BD⊗BD = ((εD ◦ µD)⊗BD ⊗BD) ◦ (D ⊗ rBD ⊗BD) ◦ (ϱBD ⊗ ϱBD). (5.10)
Además, en virtud de la Proposición 3.2.5, ∇BD⊗BD = ∆BD⊗BD y en este caso
es posible probar que:
∇BD⊗BD = (BD ⊗ (p
B
D ◦ µB)) ◦ (pBD ⊗ΠLB ⊗B) ◦ ((δB ◦ iBD)⊗ iBD), (5.11)
∆BD⊗BD = ((p
B
D ◦ µB)⊗BD) ◦ (B ⊗ΠLB ⊗ pBD) ◦ (iBD ⊗ (δB ◦ iBD)). (5.12)
En efecto:
∇BD⊗BD
= (φBD ⊗ φBD) ◦ (D ⊗ sBD ⊗BD) ◦ ((δD ◦ ηD)⊗BD ⊗BD)
= ((pBD ◦µB)⊗ (pBD ◦µB)) ◦ (f ⊗ (iBD ◦ pBD)⊗ (f ◦ g)⊗B) ◦ (B⊗ tB,B ⊗B)
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◦(((D ⊗ f) ◦ δD ◦ ηD)⊗ iBD ⊗ iBD)
= ((pBD ◦ µB)⊗ (pBD ◦ µB)) ◦ (B ⊗ tB,B ⊗B) ◦ ((δB ◦ ηB)⊗ iBD ⊗ iBD)
= (BD ⊗ (pBD ◦ µB)) ◦ (pBD ⊗ΠLB ⊗B) ◦ ((δB ◦ iBD)⊗ iBD),
donde las dos primeras igualdades se tienen por las definiciones de ∇BD⊗BD ,
sBD y φBD ; la tercera es cierta por la condición (i) de la Definición 5.1.1, la
igualdad g ◦ f = idD, por ser f un morfismo de coálgebras, por el apartado (i)
del Lema 5.1.11 y las propiedades de la escisión; la última se sigue de (1.43).
La prueba de la fórmula (5.12) se realiza siguiendo el esquema anterior
pero sustituyendo las propiedades relativas a la estructura de módulo por las
de comódulo e intercambiando entre sí las de álgebra y coálgebra.
El siguiente resultado es fundamental en la sección.
Proposición 5.3.1. Sea D un AHTD en C con antípodo inversible y (B, f, g)
un objeto de Proj(D). Considerando los morfismos:
rBD,BD = (p
D




B ⊗ pDB ) ◦ t′B,B ◦ (iBD ⊗ iBD) : BD ⊗BD → BD ⊗BD,
se cumple que la aplicación tBD,BD : BD ⊗BD → BD ⊗BD definida como
tBD,BD = (φBD ⊗BD) ◦ (D ⊗ rBD,BD) ◦ (ϱBD ⊗BD) (5.13)









∇BD,BD = ∇BD⊗BD . (5.15)
Prueba:
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mientras que por el Lema 5.1.11, las propiedades de la escisión, la Observación
5.1.2, la igualdad g ◦ f = idD, junto con (b3-1) de la Definición 1.2.9 y (a1) de
la Definición 1.2.4 para Dcoop,
t′BD,BD =(p
B
D ⊗ pBD) ◦ (B ⊗ µB) ◦ (B ⊗ t′B,B) ◦ (t′B,B ⊗B) ◦ (B ⊗ t′B,B)






= (pBD ⊗ pBD) ◦ t′B,B ◦ (iBD ⊗ iBD) ◦ (pBD ⊗ pBD) ◦ (µB ⊗B)
◦(((f ◦ g)⊗ (iDB ◦ pBD) ◦ t′B,B)⊗B) ◦ (iBD ⊗ (((f ◦λ
−1
D ◦ g)⊗B) ◦ δB ◦ iBD))
= (pBD ⊗ pBD) ◦ (B ⊗ µB) ◦ (t′B,B ⊗B) ◦ (B ⊗ t′B,B) ◦ (t′B,B ⊗B)
◦(iBD ⊗ (((f ◦ λ
−1
D ◦ g)⊗B) ◦ δB ◦ iBD))
= (pBD ⊗ pBD) ◦ (B ⊗ µB) ◦ (B ⊗ t′B,B) ◦ (t′B,B ⊗B) ◦ (B ⊗ t′B,B)
◦(B ⊗ (f ◦ λ−1D ◦ g)⊗B) ◦ (B ⊗ δB) ◦ (iBD ⊗ iBD).
Una vez visto esto, procederemos a probar que tBD,BD es un operador
Yang-Baxter débil.
Para demostrar (a1) de la Definición 1.2.4, nótese en primer lugar que
gracias al Lema 5.1.11, la propiedad de la escisión, (b3-4) de la Definición
1.2.9, la igualdad g ◦f = idD y la condición (i) de la Definición 5.1.1 se deduce
(BD ⊗ ϱBD) ◦ rBD,BD = (sBD ⊗BD) ◦ (D ⊗ rBD,BD) ◦ (ϱBD ⊗BD), (5.18)
mientras que usando (b3-3) en vez de (b3-4) de la Definición 1.2.9 resulta
(ϱBD ⊗BD) ◦ rBD,BD = (D ⊗ rBD,BD) ◦ (rBD ⊗BD) ◦ (BD ⊗ ϱBD). (5.19)
Argumentando de modo similar pero usando las propiedades de la estructura
de álgebra en vez de las de coálgebra y las de módulo en vez de las de comódulo
se obtiene:
rBD,BD ◦ (BD ⊗ φBD) = (φBD ⊗BD) ◦ (D ⊗ rBD,BD) ◦ (rBD ⊗BD) (5.20)
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y
rBD,BD ◦ (φBD ⊗BD) = (BD ⊗ φBD) ◦ (sBD ⊗BD) ◦ (D ⊗ rBD,BD). (5.21)
Entonces:
(tBD,BD ⊗BD) ◦ (BD ⊗ tBD,BD) ◦ (tBD,BD ⊗BD)
= (φBD ⊗BD ⊗BD) ◦ (D⊗φBD ⊗BD ⊗BD) ◦ (D⊗D⊗ rBD,BD ⊗BD)
◦(D ⊗ rBD ⊗ rBD,BD) ◦ ((ϱBD ◦ φBD)⊗D ⊗BD ⊗BD)
◦(D ⊗ sBD ⊗BD ⊗BD) ◦ (D ⊗D ⊗ rBD,BD ⊗BD)
◦(D ⊗ ϱBD ⊗BD ⊗BD) ◦ (ϱBD ⊗BD ⊗BD)
= (φBD ⊗BD ⊗BD) ◦ (D ⊗ rBD,BD ⊗BD) ◦ (((µD ⊗BD) ◦ (D ⊗ rBD)
◦((ϱBD ◦ φBD)⊗D) ◦ (D ⊗ sBD) ◦ (δD ⊗BD))⊗ rBD,BD)
◦(D ⊗ rBD,BD ⊗BD) ◦ (ϱBD ⊗BD ⊗BD)
= (φBD ⊗BD⊗BD)◦(D⊗rBD,BD ⊗BD)◦(((µD⊗φBD)◦(D⊗tD,D⊗BD)
◦(δD ⊗ ϱBD))⊗ rBD,BD) ◦ (D ⊗ rBD,BD ⊗BD) ◦ (ϱBD ⊗BD ⊗BD),
donde la primera igualdad se sigue por la definición de tBD,BD junto con (5.18)
y (5.20), la segunda por la condición de (co)módulo y la tercera por (yd2-ii).
Por otra parte, partiendo de (BD⊗tBD,BD)◦(tBD,BD⊗BD)◦(BD⊗tBD,BD)
y argumentando del mismo modo se obtiene la misma igualdad final, con lo
que (a1) de la Definición 1.2.4 queda demostrada.
Veamos a continuación que tomando como idempotente asociado el mor-
fismo
∇BD,BD = ∇BD⊗BD ,
se cumplen todas las condiciones de (a2) y (a3) de la definición de operador
Yang-Baxter débil.
El carácter idempotente de ∇BD⊗BD es un caso particular de lo expuesto
en el párrafo 3.2.1, y la condición (a2-1) de la Definición 1.2.4 lo es de (3.18).
Las condiciones (a2-2) y (a2-3) de la Definición 1.2.4 son simétricas, por lo
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que solo haremos la prueba de una de ellas, realizándose la otra sin más que
utilizar las propiedades correspondientes por el otro lado. Probemos (a2-3) de
la Definición 1.2.4. En efecto:
(tBD,BD ⊗BD) ◦ (BD ⊗∇BD⊗BD)
= (φBD ⊗BD ⊗BD) ◦ (µD ⊗ rBD,BD ⊗ φBD) ◦ (D ⊗ rBD ⊗ sBD ⊗BD)
◦(ϱBD ⊗ (δD ◦ ηD)⊗BD ⊗BD)
= ((pBD ◦ µB)⊗BD ⊗BD) ◦ ((f ◦ µD)⊗B ⊗ pBD ⊗ (pBD ◦ µB)
◦(g ⊗ g ⊗ tB,B ⊗ (f ◦ g)⊗B) ◦ (B ⊗ tB,B ⊗ tB,B ⊗B)
◦((δB ◦ iBD)⊗ (δB ◦ ηB)⊗ iBD ⊗ iBD)
= ((pBD ◦µB)⊗ pBD ⊗ pBD) ◦ (µB ⊗ tB,B ⊗µB) ◦ ((f ◦ g)⊗ tB,B ⊗ tB,B ⊗B)
◦((δB ◦ iBD)⊗ (δB ◦ ηB)⊗ iBD ⊗ iBD)
= ((pBD ◦ µB)⊗ pBD ⊗BD) ◦ (B ⊗ tB,B ⊗ (pBD ◦ µB)) ◦ (B ⊗B ⊗ tB,B ⊗B)
◦(µB⊗t′B,B⊗B⊗B)◦((f◦g)⊗(δB◦ηB)⊗B⊗B⊗B)◦((δB◦iBD)⊗iBD⊗iBD)
= ((pBD ◦ µB)⊗ pBD ⊗BD) ◦ (B ⊗ tB,B ⊗ (pBD ◦ µB)) ◦ (B ⊗B ⊗ tB,B ⊗B)
◦(B⊗ t′B,B⊗B⊗B)◦ (B⊗Π
R
B⊗B⊗B⊗B)◦ ((δB ◦f ◦g)⊗B⊗B⊗B)
◦((δB ◦ iBD)⊗ iBD ⊗ iBD),
donde la primera igualdad se sigue por las definiciones de tBD,BD y ∇BD⊗BD ,
(5.20) y la condición de módulo, la segunda por el Lema 5.1.11, las propiedades
de la escisión, y por ser f un morfismo de coálgebras. La tercera igualdad
es consecuencia de la definición de proyección y de ser f y g morfismos de
(co)álgebras, la cuarta es cierta en virtud de (1.28); la quinta se sigue de
(1.42).
Por otra parte:
(BD ⊗∇BD⊗BD) ◦ (tBD,BD ⊗BD)
= (BD ⊗ (εD ◦ µD)⊗BD ⊗BD) ◦ (BD ⊗D ⊗ rBD ⊗BD)
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◦(φBD ⊗ϱBD ⊗D⊗BD) ◦ (D⊗ rBD,BD ⊗D⊗BD) ◦ (ϱBD ⊗BD ⊗ϱBD)
= (φBD ⊗ (ε ◦ µD)⊗BD ⊗BD) ◦ (D ⊗ sBD ⊗ rBD ⊗BD)
◦(D⊗D⊗rBD,BD⊗D⊗BD)◦(D⊗ϱBD⊗BD⊗D⊗BD)◦(ϱBD⊗BD⊗ϱBD)
= ((pBD ◦ µB)⊗BD ⊗BD) ◦ (B ⊗ iBD ⊗ (εD ◦ µD)⊗BD ⊗BD)
◦(B ⊗ pBD ⊗ g ⊗ g ⊗ pBD ⊗BD) ◦ (B ⊗ tB,B ⊗ tB,B ⊗BD)
◦(f⊗f⊗iBD⊗iBD⊗f⊗BD)◦(δD⊗rBD,BD⊗D⊗BD)◦(ϱBD⊗BD⊗ϱBD)
= (BD ⊗ pBD ⊗ pBD) ◦ (BD ⊗ t′B,B) ◦ ((pBD ◦ µB)⊗ (µB ◦ (Π
R
B ⊗B))⊗B)
◦((f ◦g)⊗ tB,B⊗ tB,B)◦ (δB⊗ tB,B⊗B)◦ (δB⊗B⊗B)◦ (iBD⊗ iBD⊗ iBD)
= ((pBD ◦ µB)⊗ pBD ⊗BD) ◦ (B ⊗ tB,B ⊗ (pBD ◦ µB)) ◦ (B ⊗B ⊗ tB,B ⊗B)
◦(B⊗ t′B,B⊗B⊗B)◦ (B⊗Π
R
B⊗B⊗B⊗B)◦ ((δB ◦f ◦g)⊗B⊗B⊗B)
◦((δB ◦ iBD)⊗ iBD ⊗ iBD),
siendo cierta la primera igualdad porque ∇BD⊗BD = ∆BD⊗BD , la segunda por
(5.18), la tercera por la condición de comódulo. La cuarta igualdad es conse-
cuencia del Lema 5.1.11, las propiedades de la escisión, la definición de ϱBD ,
las condiciones requeridas en la definición de proyección, (1.42) y la fórmula
(tD,D ⊗D) ◦ (D ⊗ δD) = (D ⊗ t′D,D) ◦ (δD ⊗D) ◦ tD,D,
que se sigue de (b3-3) de la Definición 1.2.9, (1.2), (a2-3) de la Definición 1.2.4
y (b2-1) de la Definición 1.2.9. Finalmente la quinta igualdad se deduce de
(1.2), (b3-1) de la Definición 1.2.9 para Dcoop y (a2-3) de la Definición 1.2.4
para t′D,D .
Se estudian ahora los dos posibles morfismos que surgen de la composición
de los operadores tBD,BD y t
′
BD,BD
. Componiendo en un sentido resulta:
t′BD,BD ◦ tBD,BD
= (pBD ⊗ pBD) ◦ t′B,B ◦ (iBD ⊗ iBD) ◦ ((pBD ◦ µB ◦ (f ⊗ iBD))⊗BD)
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◦(((g ⊗ pBD) ◦ t′B,B ◦ (iBD ⊗ f))⊗BD) ◦ (B ⊗ λ
−1
D ⊗BD)
◦((pBD ◦ µB ◦ (f ⊗ iBD))⊗ ((g⊗ pBD) ◦ δB ◦ iBD)) ◦ (D⊗ ((pBD ⊗ pBD) ◦ tB,B
◦(iBD ⊗ iBD))) ◦ (((g ⊗ pBD) ◦ δB ◦ iBD)⊗BD)
= (pBD ⊗ pBD) ◦ t′B,B ◦ ((µB ◦ (f ◦ g))⊗B) ◦ (t′B,B ⊗B)
◦((µB ◦ (f ⊗B))⊗ (((f ◦ λ−1D ◦ g)⊗B) ◦ δB)) ◦ (D ⊗ tB,B)
◦(((g ⊗B) ◦ δB ◦ iBD)⊗ iBD)
= (pBD ⊗ pBD) ◦ t′B,B ◦ (µB ⊗B) ◦ (B ⊗ µB ⊗B) ◦ (t′B,B ⊗B ⊗B)
◦(B ⊗ (t′B,B ◦ (B ⊗ (f ◦ λ
−1
D ◦ g)) ◦ tB,B)⊗B) ◦ (B ⊗B ⊗ tB,B)
◦((f ◦ g)⊗ δB ⊗B) ◦ ((δB ◦ iBD)⊗ iBD)
= (pBD⊗pBD)◦t′B,B◦(µB⊗B)◦(B⊗µB⊗B)◦(t′B,B⊗B⊗B)◦(B⊗∇B,B⊗B)
◦((((f ◦ g)⊗ (f ◦ λ−1D ◦ g)) ◦ δB)⊗ tB,B) ◦ ((δB ◦ iBD)⊗ iBD)
= (pBD ⊗ pBD) ◦ t′B,B ◦ (µB ⊗B) ◦ ((µB ◦ t′B,B ◦ (B ⊗ λ
−1
B ) ◦ δB)⊗B ⊗B)
◦(B ⊗ tB,B)) ◦ ((((f ◦ g)⊗B) ◦ δB ◦ iBD)⊗ iBD)
= (pBD⊗pBD)◦ t′B,B ◦(µB⊗B)◦(Π
R




= (pBD ⊗ (εB ◦ µB)⊗ pBD) ◦ ((t′B,B ◦ δB ◦ iBD)⊗ (δB ◦ iBD))
= ((εB ◦ µB)⊗ pBD ⊗ pBD) ◦ (B ⊗ tB,B ⊗B) ◦ ((δB ◦ iBD)⊗ (δB ◦ iBD))
= ((pBD ◦ µB)⊗ pBD) ◦ (B ⊗ΠLB ⊗B) ◦ (iBD ⊗ (δB ◦ iBD))
= ∆BD⊗BD ,




en la segunda se aplican los Lemas 5.1.11 y 5.1.10 junto con las propiedades
de la escisión, la tercera se sigue por (b3-1) de la Definición 1.2.9 para Bcoop,
(b3-4) de la Definición 1.2.9 para B y las condiciones impuestas en la definición
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de proyección. La cuarta igualdad es consecuencia de la coasociatividad de δB,
el carácter de morfismo de AHTD de f y g, (1.53) para λ−1D y la condición (i)
de la Definición 5.1.1. La quinta se obtiene gracias a la condición de morfismos
de coálgebras de f y g, (a2-2) de la Definición 1.2.4 para t′B,B, (b1-1) de la
Definición 1.2.9 para B y la asociatividad de µB. La sexta es consecuencia de
(1.33) junto con la fórmula
λB ◦ µB ◦ t′B,B ◦ (B ⊗ λ−1B ) ◦ δB = µB ◦ ∇B,B ◦ (λB ⊗B) ◦ δB = Π
R
B, (5.22)
que a su vez se deduce de la antimultiplicatividad del antípodo, (1.2) y (b1-1)
de la Definición 1.2.9. La séptima igualdad es cierta por (b3-1) de la Definición
1.2.9 para Bcoop, la octava por (1.2), (b1-1) de la Definición 1.2.9 y (a2-3) de
la Definición 1.2.4 para Bcoop además de (1.38) y (1.42); la novena se sigue de
(1.26). Finalmente, la décima igualdad se sigue por (1.39) y la undécima por
(5.12).
La prueba de que tBD,BD ◦ t′BD,BD = ∆BD⊗BD se obtiene de modo análogo.
Una vez obtenidos estos resultados sobre los morfismos de composición es
posible continuar con la prueba de los restantes axiomas de operador Yang-
Baxter débil.
En efecto, la prueba de (a2-4) de la Definición 1.2.4 es:
∇BD⊗BD ◦ tBD,BD
= (φBD ⊗BD) ◦ (D ⊗ φBD ⊗ φBD) ◦ (D ⊗D ⊗ sBD ⊗BD)
◦(D ⊗ tD,D ⊗ rBD,BD) ◦ ((δD ◦ ηD)⊗ ϱBD ⊗BD)
= (φBD ⊗BD) ◦ (D ⊗ rBD,BD) ◦ (µD ⊗ φBD ⊗BD)
◦(D ⊗ tD,D ⊗BD ⊗BD) ◦ ((δD ◦ ηD)⊗ ϱBD ⊗BD)
= tBD,BD ,
siendo cierta la primera igualdad por las definiciones de ∇BD⊗BD y tBD,BD
junto con la compatibilidad del (BD, D)-OD con la estructura de módulo, la
segunda por la condición de módulo y (5.21), la tercera por (yd1-ii).





5.3 La estructura de AHTD del objeto BD 197
tBD,BD ◦ ∇BD⊗BD
= tBD,BD ◦ t′BD,BD ◦ tBD,BD
= ∇BD⊗BD ◦ tBD,BD
= tBD,BD .
Quedan entonces demostradas todas las condiciones de (a2) de la Definición
1.2.4.
Probemos ahora (a3-1) de la Definición 1.2.4. Tenemos que:
pBD,BD ◦ tBD,BD ◦ iBD,BD ◦ pBD,BD ◦ t′BD,BD ◦ iBD,BD
= pBD,BD ◦ tBD,BD ◦ ∇BD⊗BD ◦ t′BD,BD ◦ iBD,BD
= pBD,BD ◦ tBD,BD ◦ t′BD,BD ◦ iBD,BD
= pBD,BD ◦ iBD,BD = idBD×BD ,
donde la primera igualdad usa la propiedad de la escisión, la segunda se sigue
de (a2-4) de la Definición 1.2.4 y la tercera de (1.2).




◦ iBD,BD ◦ pBD,BD ◦ tBD,BD ◦ iBD,BD = 1BD×BD . (5.23)
La prueba de (a3-2) de la Definición 1.2.4 puede realizarse como sigue:
t′BD,BD ◦ ∇BD⊗BD
= t′BD,BD ◦ ((φBD ◦ s
′
BD
)⊗BD) ◦ (BD ⊗ λ−1D ⊗BD) ◦ ((pBD ◦ µB)⊗ ϱBD)
◦(iBD ⊗ ((ΠLB ⊗ pBD) ◦ δB ◦ iBD))
= ((pBD ⊗ pBD) ◦ t′B,B ◦ (iBD ⊗ iBD)) ◦ ((pBD ◦ µB ◦ (f ⊗ iBD))⊗BD)
◦(((g⊗pBD)◦ t′B,B ◦ (B⊗(f ◦λ
−1
D )))⊗BD)◦ ((qBD ◦µB)⊗((g⊗pBD)◦δB))
◦(iBD ⊗ ((Π
L
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◦((δB ◦ iBD)⊗ (δB ◦ iBD))
= (pBD ⊗ pBD) ◦ t′B,B ◦ ((µB ◦ t′B,B)⊗B)
◦(B ⊗ (µB ◦ t′B,B ◦ ((f ◦ λ
−1
D ◦ g ◦Π
R
B)⊗ (f ◦ λ−1D ◦ g)))⊗B)
◦((δB ◦ iBD)⊗ (δB ◦ iBD))
= (pBD ⊗ pBD) ◦ t′B,B ◦ (µB ⊗B) ◦ (µB ⊗B ⊗B) ◦ (B ⊗ t′B,B ⊗B)
◦(t′B,B ⊗B ⊗B) ◦ (B ⊗ (t′B,B ◦ (Π
L
B ⊗ (f ◦ λ−1D ◦ g)))⊗B)
◦((δB ◦ iBD)⊗ (δB ◦ iBD))
= (pBD ⊗ pBD) ◦ t′B,B ◦ ((µB ◦ t′B,B)⊗B)
◦((µB ◦ t′B,B ◦ (B ⊗Π
L





En los cálculos anteriores, la primera igualdad se sigue de la Proposición 3.2.5
y (5.12), la segunda porque aplicando el Lema 5.1.10 y la igualdad




qBD ◦ µB ◦ (B ⊗ΠLB) = qBD ◦ µB ◦ (B ⊗ (qBD ◦ΠLB)) = qBD ◦ µB ◦ (B ⊗Π
L
B).
La tercera igualdad es consecuencia de (1.41) y (1.45). La cuarta igualdad es
verdadera porque f y g son morfismos de álgebras y λ−1B es antimultiplicati-
vo. La quinta es consecuencia de (b3-2) de la Definición 1.2.9 para Bcoop, la
Observación 5.1.4 y (1.34); la sexta se sigue por la asociatividad de µB, (a1)
de la Definición 1.2.4 y (b3-2) de la Definición 1.2.9 para Bcoop. La séptima
igualdad se cumple ya que
µB ◦ t′B,B ◦ (B ⊗Π
L
B) ◦ δB
= µB ◦ (B ⊗ (εB ◦ µB)⊗B) ◦ ((δB ◦ ηB)⊗ (t′B,B ◦ δB))
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= (µB ⊗ (εB ◦ µB)) ◦ (B ⊗ tB,B ⊗B) ◦ ((δB ◦ ηB)⊗ δB)
= (B ⊗ εB) ◦ δB ◦ µB ◦ (ηB ⊗B)
= idB,
y la octava hace uso de los Lemas 5.1.11 y 5.1.10, la definición de proyección
y la caracterización (5.17). 2
Teorema 5.3.2. Sea D un AHTD en C con antípodo inversible y (B, f, g)
un objeto en Proj(D). El objeto BD definido en la Proposición 5.1.7 es un
AHTD con la estructura de álgebra-coálgebra (BD, ηBD , µBD , εBD , δBD) dada
en la Proposición 5.1.8, operador Yang-Baxter débil tBD,BD con idempotente
asociado ∇BD,BD dados en la Proposición 5.3.1, y antípodo λBD la factori-
zación a través del diagrama igualador de la Proposición 5.1.7 del morfismo
(f ◦ g) ∧ λB.
Prueba:
Por las Proposiciones 5.1.8 y 5.3.1, solo resta demostrar las condiciones (b1) a
(b7) de la Definición 1.2.9.
La prueba de (b1-1) está dada por:
µBD ◦ ∇BD,BD
= ((εD ◦ µD ◦ (g ⊗ g))⊗ (pBD ◦ µB ◦ ((iBD ◦ pBD)⊗ (iBD ◦ pBD))))
◦(B ⊗ (tB,B ◦ ((iBD ◦ pBD)⊗ (f ◦ g)))⊗B) ◦ ((δB ◦ iBD)⊗ (δB ◦ iBD))
= ((εB ◦ µB)⊗ (pBD ◦ µB)) ◦ (B ⊗ tB,B ⊗B) ◦ ((δB ◦ iBD)⊗ (δB ◦ iBD))
= (εB ⊗ pBD) ◦ δB ⊗ µB ⊗ (iBD ⊗ iBD)
= µBD ,
donde la primera igualdad se sigue de la definición de ∆BD,BD y la Proposición
3.2.5, la segunda de los 5.1.10 y 5.1.11 junto con las propiedades de la escisión,
la condición (ii) de la Definición 5.1.1 y el carácter de morfismo de álgebras de
g; la tercera de (b4) de la Definición 1.2.9 y la última de la propiedad de la
counidad.
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La condición (b1-2) de la Definición 1.2.9 se demuestra usando la descrip-
ción (5.12), el hecho de ser µBD la factorización a través del igualador de la
Proposición 5.1.7 del morfismo µB ◦(iBD⊗iBD), la asociatividad de µB y la parte
(i) del Lema 5.1.10. En efecto:
∇BD,BD ◦ (µBD ⊗BD)
= ((pBD ◦ µB)⊗BD) ◦ (iBD ⊗ ((ΠLB ⊗ pBD) ◦ δB ◦ iBD) ◦ (µBD ⊗BD)
= ((pBD ◦µB)⊗BD)◦ (iBD⊗ (µB ◦ (iBD⊗ΠLB))⊗pBD)◦ (BD⊗BD⊗ (δB ◦ iBD))
= (µBD ⊗BD) ◦ (BD ⊗∇BD,BD).
Razonando del mismo modo pero aplicando ahora la descripción dada por
(5.11) resulta (b1-3) de la Definición 1.2.9.
La prueba de las igualdades incluidas en (b2) de la Definición 1.2.9 se reali-
za siguiendo el mismo esquema empleado para demostrar (b1) de la Definición
1.2.9 pero intercambiando los papeles de las propiedades relativas a la estruc-
tura de álgebra y módulo por las correspondientes de coálgebra y comódulo
respectivamente.
La prueba para (b3-1) de la Definición 1.2.9 es la siguiente:
(BD ⊗ µBD) ◦ (tBD,BD ⊗BD) ◦ (BD ⊗ tBD,BD)
= ((pBD◦µB)⊗(µBD ◦(pBD⊗pBD)))◦((f ◦g)⊗tB,B⊗B)◦(δB⊗(qBD◦µB)⊗B)
◦(B ⊗ (f ◦ g)⊗ tB,B) ◦ (iBD ⊗ (δB ◦ iBD)⊗ iBD)
= ((pBD ◦ µB)⊗ (pBD ◦ µB)) ◦ (B ⊗ tB,B ⊗B) ◦ (B ⊗B ⊗ µB ⊗B)
◦(B⊗B⊗B⊗tB,B)◦((((f◦g)⊗B)◦δB◦iBD)⊗(((f◦g)⊗B)◦δB◦iBD)⊗iBD)
= ((pBD ◦ µB)⊗ (pBD ◦ µB)) ◦ (B ⊗ µB ⊗B ⊗B) ◦ (B ⊗B ⊗ tB,B ⊗B)
◦(B ⊗ tB,B ⊗B ⊗B) ◦ (f ⊗B ⊗ f ⊗ tB,B)
◦(((g ⊗B) ◦ δB ◦ iBD)⊗ ((g ⊗B) ◦ δB ◦ iBD)⊗ iBD)
= ((pBD ◦ µB)⊗ pBD) ◦ (B ⊗ tB,B) ◦ ((f ◦ g ◦ µB)⊗ µB ⊗B)
◦(B ⊗ tB,B ⊗B ⊗B) ◦ ((δB ◦ iBD)⊗ (δB ◦ iBD)⊗ iBD)
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= ((pBD ◦ µB)⊗ pBD) ◦ ((f ◦ g)⊗ tB,B) ◦ ((δB ◦ µB ◦ (iBD ⊗ iBD))⊗ iBD)
= tBD,BD ◦ (µBD ⊗BD),
donde las igualdades primera y segunda se deducen de los Lemas 5.1.11 y 5.1.10
junto con las propiedades de la escisión, la tercera es consecuencia de (b3-2)
de la Definición 1.2.9 para B, en la cuarta se aplica la asociatividad de µB,
la condición (ii) de la Definición 5.1.1, (b3-1) de la Definición 1.2.9 para B, el
carácter de morfismos de álgebras de f y g y la condición (ii) de la Definición
5.1.1. La quinta igualdad es consecuencia de (b4) de la Definición 1.2.9 para
B y la última del Lema 5.1.11, las propiedades de la escisión y la definición de
tBD,BD .
La condición (b3-2) de la Definición 1.2.9 puede deducirse análogamente.
En lo que respecta a (b3-3) y (b3-4) de la Definición 1.2.9, sus prue-
bas siguen la misma estrategia que las anteriores pero intercambiando las
propiedades propias de álgebras por las de coálgebras.
La prueba de (b4) de la Definición 1.2.9 es:
((µBD ⊗ µBD) ◦ (BD ⊗ tBD,BD ⊗BD) ◦ (δBD ⊗ δBD))
= ((pBD ◦ µB)⊗ (pBD ◦ µB)) ◦ (B ⊗ µB ⊗B ⊗B)
◦(qBD ⊗ (f ◦ g)⊗ tB,B ⊗B) ◦ (B⊗ δB ⊗B⊗B) ◦ ((δB ◦ iBD)⊗ (δB ◦ iBD))
= ((pBD◦µB)⊗(pBD◦µB))◦((qBD∧(f ◦g))⊗tB,B⊗B)◦((δB ◦iBD)⊗(δB ◦iBD))
= ((pBD ◦ µB)⊗ (pBD ◦ µB)) ◦ ((idB ∧ (f ◦ΠRB ◦ g))⊗ tB,B ⊗B)
◦((δB ◦ iBD)⊗ (δB ◦ iBD))
= ((pBD ◦µB)⊗(pBD ◦µB))◦((idB∧ΠRB)⊗tB,B⊗B)◦((δB ◦ iBD)⊗(δB ◦ iBD))
= (pBD ⊗ pBD) ◦ δB ◦ qBD ◦ µB ◦ (iBD ⊗ iBD)
= δBD ◦ µBD ,
donde la primera igualdad es cierta por las definiciones de µBD , δBD y tBD,BD ,
los Lemas 5.1.11 y 5.1.10, y las propiedades de la escisión, la segunda por la
asociatividad de µB y la coasociatividad de δB, la tercera por la fórmula
qBD ∧ (f ◦ g) = idB ∧ (f ◦ΠRD ◦ g), (5.25)
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que se obtiene aplicando la asociatividad de µB y la coasociatividad de δB, el
carácter de morfismo de coálgebras de g y de morfismo de álgebras f junto con
(1.29).
Volviendo a las igualdades de la demostración, en la cuarta se usa la Ob-
servación 5.1.4, en la quinta (1.30), (b4) de la Definición 1.2.9 para B y la
Observación 5.1.9; en la sexta la Proposición 5.1.8.
Probemos ahora (b5) de la Definición 1.2.9. La primera de las igualdades
de las que consta puede demostrarse como sigue:
εBD ◦ µBD ◦ (BD ⊗ µBD)
= εB ◦ qBD ◦ µB ◦ (B ⊗ µB) ◦ (iBD ⊗ iBD ⊗ iBD)
= εB ◦ µB ◦ (B ⊗ µB) ◦ (iBD ⊗ iBD ⊗ iBD)
= ((εB ◦ µB)⊗ (εB ◦ µB)) ◦ (B ⊗ δB ⊗B) ◦ (iBD ⊗ iBD ⊗ iBD)
= ((εB◦qBD◦µB)⊗(εB◦qBD◦µB))◦(B⊗((qBD⊗qBD)◦δB)⊗B)◦(iBD⊗iBD⊗iBD)
= ((εBD ◦ µBD)⊗ (εBD ◦ µBD)) ◦ (BD ⊗ δBD ⊗BD),
donde la primera identidad se sigue porque εBD es la factorización por el
coigualador pBD de εB ◦ iBD y el Lema 5.1.10, la segunda se obtiene por la
fórmula
εB ◦ µB ◦ (B ⊗ qBD) = εB ◦ µB, (5.26)
que es consecuencia del Lema 5.1.10 y la igualdad εB = εB ◦ qBD. En la tercera
identidad se usa (b5) de la Definición 1.2.9 para B, en la cuarta (5.26) y el
Lema 5.1.10, en la quinta la Proposición 5.1.8.
En cuanto a la segunda igualdad de (b5) de la Definición 1.2.9 su de-
mostración es la siguiente:
((εBD ◦ µBD)⊗ (εBD ◦ µBD)) ◦ (BD ⊗ (t′BD,BD ◦ δBD)⊗BD)
= ((εB ◦µB)⊗(εB ◦µB))◦(B⊗t′B,B⊗B)◦(B⊗(qBD ◦µB ◦t′B,B)⊗B⊗B))
◦(B⊗B⊗(f ◦λ−1D ◦g)⊗B⊗B)◦(B⊗δB⊗B⊗B)◦(iBD⊗(δB ◦iBD)⊗iBD)
= ((εD ◦ µD)⊗ (εD ◦ µD)) ◦ (D ⊗ t′D,D ⊗D) ◦ (D ⊗ΠLD ⊗D ⊗D)
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◦(D ⊗ (µD ◦ t′D,D ◦ (D ⊗ λ
−1
D ) ◦ δD)⊗D ⊗D)
◦(D ⊗ g ⊗ g ⊗D) ◦ ((g ◦ iBD)⊗ (δB ◦ iBD)⊗ (g ◦ iBD))
= ((εD ◦ µD)⊗ (εD ◦ µD)) ◦ (D ⊗ t′D,D ⊗D) ◦ (D ⊗Π
R
D ⊗D ⊗D)
◦(D ⊗ δD ⊗D) ◦ ((g ◦ iBD)⊗ (g ◦ iBD)⊗ (g ◦ iBD))
= ((εB ◦ µB)⊗ (εB ◦ µB)) ◦ (B ⊗ t′B,B ⊗B) ◦ (B ⊗Π
R
B ⊗B ⊗B)
◦(iBD ⊗ (δB ◦ iBD))⊗ iBD)
= ((εB ◦ µB)⊗ (εB ◦ µB)) ◦ (B ⊗ t′B,B ⊗B) ◦ (iBD ⊗ (δB ◦ iBD))⊗ iBD)
= εB ◦ µB ◦ (B ⊗ µB) ◦ (iBD ⊗ iBD ⊗ iBD)
= εBD ◦ µBD ◦ (BD ⊗ µBD),




, el Lema 5.1.11, las condiciones de la escisión, el Lema 5.1.10 y
la condición (ii) de la Definición 5.1.1. En la segunda igualdad se aplican las
propiedades de morfismo de (co)álgebra para g y las identidades g◦qBD = ΠLD◦g,
g ◦ f = idD. La tercera es cierta por ser g morfismo de coálgebras, (1.31) y
Π
R
D = µD ◦ t′D,D ◦ (D ⊗ λ−1D ) ◦ δD. (5.27)
La cuarta igualdad es consecuencia del carácter de morfismo de AHTD de g,
la quinta se sigue de (1.38), (1.32) y (1.50); la sexta de (b5) de la Definición
1.2.9 para B y la última por la Proposición 5.1.8.
La condición (b6) de la Definición 1.2.9 se prueba razonando de forma simi-
lar, pero intercambiando los papeles de las propiedades de álgebra y coálgebra
entre sí.
Como hemos dicho en el enunciado, λBD es el único morfismo tal que
iBD ◦ λBD = ((f ◦ g) ∧ λB) ◦ i
B
D. (5.28)
Está bien definido gracias a la propiedad universal del diagrama igualador de
la Proposición 5.1.7 ya que:
(B ⊗ g) ◦ δB ◦ µB ◦ ((f ◦ g)⊗ λB) ◦ δB ◦ iBD
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= (B⊗g)◦ (µB⊗µB)◦ (B⊗ tB,B⊗B)◦ (δB⊗δB)◦ ((f ◦g)⊗λB)◦δB ◦ iBD
= (µB ⊗ (µD ◦ (g ⊗ g))) ◦ ((f ◦ g)⊗ tB,B ⊗B) ◦ (B ⊗ (f ◦ g)⊗B ⊗B)
◦(δB ⊗ ((tB,B ◦ (λB ⊗ λB) ◦ δB))) ◦ δB ◦ iBD
= (µB ⊗ g) ◦ ((f ◦ g)⊗ (tB,B ◦ (ΠLB ⊗ λB)) ◦ (δB ⊗B) ◦ δB ◦ iBD
= (µB ⊗ g) ◦ ((f ◦ g)⊗ tB,B) ◦ (B ⊗ (ΠLB ◦ΠLB)⊗ λB) ◦ (δB ⊗B) ◦ δB ◦ iBD
= (µB ⊗ (ΠLD ◦ g)) ◦ ((f ◦ g)⊗ tB,B) ◦ (B⊗ΠLB ⊗ λB) ◦ (δB ⊗B) ◦ δB ◦ iBD
= (µB ⊗ (ΠLD ◦µD ◦ (g⊗ g))) ◦ ((f ◦ g)⊗ tB,B ⊗B) ◦ (B⊗ (f ◦ g)⊗B⊗B)
◦(δB ⊗ ((tB,B ◦ (λB ⊗ λB) ◦ δB))) ◦ δB ◦ iBD
= (B⊗(ΠLD◦g))◦(µB⊗µB)◦(B⊗tB,B⊗B)◦(δB⊗δB)◦((f◦g)⊗λB)◦δB◦iBD
= (B ⊗ (ΠLD ◦ g)) ◦ δB ◦ µB ◦ ((f ◦ g)⊗ λB) ◦ δB ◦ iBD,
donde las igualdades primera y última se deducen de (b4) de la Definición 1.2.9
para B, la segunda y la séptima del carácter de morfismo de (co)álgebras de f
y g, la antimultiplicatividad del antípodo, la condición (i) de la Definición 5.1.1
y la identidad g ◦ f = idD. Las igualdades tercera y sexta son consecuencia
de la coasociatividad de δB, (1.53), el carácter de morfismo de álgebras de g,
la condición (i) de la Definición 5.1.1, la identidad g ◦ f = idD y (b3-1) de la
Definición 1.2.9 para B. En la cuarta se usa el carácter idempotente de ΠLB y
en la quinta la Observación 5.1.4.
Por lo tanto, componiendo con pBD en (5.28) obtenemos que:
λBD = p
B
D ◦ ((f ◦ g) ∧ λB) ◦ iBD. (5.29)
El morfismo λBD cumple las condiciones de antípodo. Probemos en primer
lugar (b7-1) de la Definición 1.2.9. En efecto:
µBD ◦ (BD ⊗ λBD) ◦ δBD
= pBD ◦ µB ◦ ((qBD ∧ (f ◦ g))⊗ λB) ◦ δB ◦ iBD
= pBD ◦ΠLB ◦ iBD
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= ((εB ◦ µB)⊗ pBD) ◦ ((qBD ∧ (f ◦ g))⊗ tB,B) ◦ ((δB ◦ ηB)⊗ iBD)
= ((εB ◦ qBD ◦ µB)⊗ pBD) ◦ (qBD ⊗ (qBD ◦ µB)⊗B)) ◦ (B ⊗ (f ◦ g)⊗ tB,B)
◦(B ⊗B ⊗ qBD ⊗B) ◦ (B ⊗ (δD ◦ qBD)⊗B) ◦ ((δB ◦ qBD ◦ ηB)⊗ iBD)
= ((εBD ◦ µBD)⊗BD) ◦ (BD ⊗ tBD,BD) ◦ ((δBD ◦ ηBD)⊗BD),
donde la primera igualdad se sigue por las definiciones de µBD , δBD y λBD , el
Lema 5.1.10, la asociatividad de µB y la coasociatividad de δB, la segunda se
obtiene gracias a (1.29) y la fórmula
qBD ∧ (f ◦ g) = idB, (5.30)
siendo ésta a su vez consecuencia de (5.25) y (1.30). La tercera igualdad se
consigue por la definición de ΠLD y (5.30); la cuarta por la coasociatividad de
δB, la Proposición 5.1.8, el Lema 5.1.10, (5.30) y las igualdades
εB ◦ qBD = εB y qBD ◦ ηB = ηB. (5.31)
Para demostrar (b7-2) de la Definición 1.2.9 probaremos primero que
iBD ◦ λBD ◦ p
B
D = (f ◦ g) ∧ λB. (5.32)
En efecto:
iBD ◦ λBD ◦ pBD
= qBD◦µB◦((f◦g)⊗λB)◦(µB⊗µB)◦(B⊗tB,B⊗B)◦(δB⊗(δB◦f◦λB◦g))◦δB
= µB ◦ (µB ⊗ µB) ◦ ((f ◦ g)⊗B ⊗ ((λB ⊗ λB) ◦ tB,B)) ◦ (B ⊗ tB,B ⊗B)
◦(δB ⊗ (δB ◦ λB ◦ f ◦ g)) ◦ δB
= µB ◦ (µB ⊗B) ◦ ((f ◦ g)⊗ΠLB ⊗B) ◦ (B ⊗ tB,B) ◦ (B ⊗ λB ⊗B)
◦(δB ⊗ (λB ◦ f ◦ g)) ◦ δB
= µB ◦ (B ⊗ (ΠLB ∧ idB)) ◦ ((f ◦ g)⊗ λB) ◦ δB
= (f ◦ g) ∧ λB,
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donde la primera igualdad se sigue de (b4) de la Definición 1.2.9 para B, la
segunda de la antimultiplicatividad del antípodo, (1.53), (1.54), el carácter de
morfismos de AHTD de f y g y la condición (ii) de la Definición 5.1.1. La tercera
igualdad es cierta por (b3-3) de la Definición 1.2.9, la asociatividad de µB y
(1.29), la cuarta por el carácter de morfismos de AHTD de f y g, (1.36), (1.33),
la asociatividad de µB, la coasociatividad de δB y la antimultiplicatividad del
antípodo; la quinta es consecuencia de (1.30).
Pasemos ahora a probar (b7-2) de la Definición 1.2.9. En efecto:
µBD ◦ (λBD ⊗BD) ◦ δBD
= pBD ◦ µB ◦ (((f ◦ g) ∧ λB)⊗B) ◦ δB ◦ iBD
= pBD ◦ µB ◦ ((f ◦ g)⊗ΠRB) ◦ δB ◦ iBD
= (BD ⊗ (εBD ◦ µBD)) ◦ (tBD,BD ⊗BD) ◦ (BD ⊗ (δBD ◦ ηBD)),
siendo la primera igualdad cierta gracias a la Proposición 5.1.8, el Lema 5.1.10
y (5.32), la segunda por la asociatividad de µB, la coasociatividad de δB y
(1.29), la tercera por la definición de ΠRB, (5.31) y el Lema 5.1.10.
Por último, la prueba de (b7-3) de la Definición 1.2.9 es:
λBD ∧ idBD ∧ λBD
= pBD ◦ ((f ◦ g) ∧ λB ∧ qBD ∧ (f ◦ g) ∧ λB) ◦ iBD
= pBD ◦ ((f ◦ g) ∧ λB ∧ idB ∧ λB) ◦ iBD
= pBD ◦ ((f ◦ g) ∧ λB) ◦ iBD
= λBD ,
donde la primera igualdad es cierta por las definiciones de λBD , µBD y δBD ,
además del Lema 5.1.10; la segunda igualdad por (5.30). La tercera se sigue de
(b7-3) de la Definición 1.2.9 y la última por la definición de λBD . 2
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5.4. El teorema de proyección de Radford en el caso
trenzado
Esta sección centra la atención en el caso particular donde (C,⊗,K, c, c−1)
es una categoría monoidal trenzada estricta. Se usarán los resultados previos
para probar que si H es un álgebra de Hopf débil (véase (1) de Ejemplos
1.2.10) con antípodo inversible, entonces la categoría de las álgebras de Hopf
sobre la categoría de los módulos Yetter-Drinfeld izquierda izquierda sobre H
es equivalente a la de las proyecciones de álgebras de Hopf débiles sobre H.
5.4.1. Recuérdese que en el caso trenzado, si H es un AHD (véase (1) de
Ejemplos 1.2.10) y M es un objeto de la categoría C, entonces siempre existe
un (M,H)-OD (rM , r′M , sM , s
′
M ) con









que gracias a la naturalidad de la trenza de C será trivialmente compatible con
cualquier posible estructura de módulo o de comódulo sobre M , y cualquier
morfismo entre objetos satisfará que
rN ◦ (f ⊗D) = (D ⊗ f) ◦ rM y sN ◦ (D ⊗ f) = (f ⊗D) ◦ sM .
Además, para este (M,D)-OD todos los ∇-morfismos son identidades pues se
definen como la composición de la trenza con su inverso.
5.4.2. Como en el caso general, se denotará por HHYD la categoría de los
módulos Yetter-Drinfeld izquierda-izquierda sobre H y dado (M,φM , ϱM ) un
objeto en HHYD se tomará, salvo indicación expresa de lo contrario, el (M,D)-
OD indicado en 5.4.1. Aunque el triple (H,µH , δH) no sea en general un módulo
Yetter-Drinfeld pueden también definirse los morfismos idempotentes:
∇M⊗H :M ⊗H →M ⊗H
dado por
∇M⊗H = (φM ⊗ µH) ◦ (H ⊗ cH,M ⊗H) ◦ ((δH ◦ ηH)⊗M ⊗H),
y
∆M⊗H :M ⊗H →M ⊗H
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dado por
∆M⊗H = ((εH ◦ µH)⊗M ⊗H) ◦ (H ⊗ cM,H ⊗H) ◦ (ϱM ⊗ δH).
Nótese en primer lugar que por ser los ∇-morfismos identidades, siguiendo
los mismos argumentos que en la Proposición 3.2.5, con la única salvedad de
aplicar ahora (1.45) en vez de (vi) de la Observación 3.1.8, se obtiene que
∇M⊗H = ∆M⊗H . (5.33)
En concordancia con la notación introducida en el párrafo 3.2.6 se denota
por M ×H a la imagen del idempotente ∇M⊗H y por
pM⊗H :M ⊗H →M ×H, iM⊗H :M ×H →M ⊗H,
los morfismos tales que iM⊗H ◦ pM⊗H = ∇M⊗H y pM⊗H ◦ iM⊗H = idM×H .
Usando los mismos argumentos que en el Lema 3.2.9, aunque ahora las
propiedades relativas al (M,D)-OD son simplemente la naturalidad de la tren-
za, se obtiene que
φM⊗H ◦ (H ⊗∇M⊗H) = φM⊗H = ∇M⊗H ◦ φM⊗H (5.34)
y
ϱM⊗H ◦ ∇M⊗H = ϱM⊗H = (H ⊗∇M⊗H) ◦ ϱM⊗H , (5.35)
con
φM⊗H = (φM ⊗ µH) ◦ (H ⊗ cH,M ⊗H) ◦ (δH ⊗M ⊗H)
y
ϱM⊗H = (µH ⊗M ⊗H) ◦ (H ⊗ cM,H ⊗H) ◦ (ϱM ⊗ δH).
5.4.3. Sea H un AHD con antípodo inversible en C. Como caso particular de
los resultados probados en la Sección 2 del Capítulo 3, se cumple que HHYD es
una categoría monoidal no estricta.
En este caso los isomorfismos naturales de unidad están dados por:
lM = φM ◦ (iL ⊗M) ◦ iHL⊗M : HL ×M →M, (5.36)
rM = φM ◦ c−1H,M ◦ (M ⊗ (Π
L
H ◦ iL)) ◦ iM⊗HL :M ×HL →M, (5.37)
5.4 El teorema de proyección de Radford en el caso trenzado 209
siendo sus inversos
l−1M = pHL⊗M ◦ (pL ⊗ φM ) ◦ ((δH ◦ ηH)⊗M) :M → HL ×M, (5.38)
r−1M = pM⊗HL◦(φM⊗pL)◦(H⊗cH,M )◦((δH◦ηH)⊗M) :M →M×HL. (5.39)
Los isomorfismos naturales de asociatividad
aM,N,P :M × (N × P ) → (M ×N)× P (5.40)
están dados por
aM,N,P = p(M×N)⊗P ◦ (pM⊗N ⊗ P ) ◦ (M ⊗ iN⊗P ) ◦ iM⊗(N×P ), (5.41)
con inversos
a−1M,N,P : (M ×N)× P →M × (N × P )
dados por
a−1M,N,P := pM⊗(N×P ) ◦ (M ⊗ pN⊗P ) ◦ (iM⊗N ⊗ P ) ◦ i(M×N)⊗P . (5.42)
A continuación se demuestra que en este caso la categoría HHYD es además
trenzada. Para ello son previamente introducidos los morfismos que darán la
trenza y sus propiedades fundamentales.
5.4.4. Sea H un AHD en C. Sean (M,φM , ϱM ), (M,φN , ϱN ) dos objetos de
H
HYD. Se definen los morfismos




M,N ◦ (φN ⊗M) ◦ (c
−1
H,N ⊗M) ◦ (N ⊗ λ
−1
H ⊗M) ◦ (N ⊗ ϱM ). (5.44)
Lema 5.4.5. Sea H un AHD en C con antípodo inversible y (M,φM , ϱM ),
(N,φN , ϱN ) dos objetos en HHYD. Entonces, si tM,N y t′M,N son respectivamente
los morfismos definidos en (5.43) y (5.44), se cumple que:
(i) tM,N ◦ ∇M⊗N = ∇N⊗M ◦ tM,N = tM,N ,
(ii) t′M,N ◦ ∇N⊗M = ∇M⊗N ◦ t′M,N = t′M,N .
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Prueba:
Para probar (i) comenzaremos demostrando que tM,N ◦ ∇M⊗N = tM,N . En
efecto, usando que ∇M⊗N = ∆M⊗N , la naturalidad de la trenza, la condición
de H-comódulo de M y que por (yd1-ii)
φM = φM ◦ (H ⊗ (φM ◦ (ΠLH ⊗M) ◦ ϱM )),
resulta:
tM,N ◦ ∇M⊗N
= ((εH ◦ µH)⊗ ((φN ⊗M) ◦ (H ⊗ cM,N ) ◦ (ϱM ⊗N))) ◦ (H ⊗ cM,H ⊗N)
◦(ϱM ⊗ ϱN )





= (φN ⊗ φM ) ◦ (H ⊗ cH,N ⊗M)
◦((δH ◦ ηH)⊗ ((φN ⊗M) ◦ (H ⊗ cM,N ) ◦ (ϱM ⊗N)))
= (φN ⊗M) ◦ (H ⊗ cM,N ) ◦ (((µH ⊗ φM ) ◦ (H ⊗ cH,H ◦ ϱM )
◦((δH ◦ ηH)⊗M))⊗N)
= tM,N ,
donde la primera igualdad se sigue por la definición de ∇M⊗N y la de tM,N
dada en (5.43), la segunda por la naturalidad de la trenza y la condición de
H-módulo para M , y la tercera por (yd1-ii).
Para demostrar el apartado (ii), nótese primero que en general, gracias a
(vi) de la Observación 3.1.8 y a las Proposiciones 2.1.13 y 2.1.12 resulta
∇M⊗N = ((φM ◦ (Π
L
H ⊗M) ◦ c−1H,M )⊗N) ◦ (M ⊗ ϱN ), (5.45)
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mientras que usando (vii) de la Observación 3.1.8 resulta:
∇M⊗N = ((M ⊗ φN ) ◦ (((M ⊗Π
R
H) ◦ c−1M,H ◦ ϱM )⊗N). (5.46)
Una vez obtenida esta caracterización, la prueba de la primera igualdad de (ii)
puede realizarse como sigue:
t′M,N ◦ ∇N⊗M
= c−1M,N ◦ (φN ⊗M) ◦ (c
−1
H,N ⊗M) ◦ (N ⊗ λ
−1
H ⊗M) ◦ (N ⊗ ϱM )
◦((φN ◦ (Π
L
H ⊗N) ◦ c−1H,N )⊗M) ◦ (N ⊗ ϱM )
= c−1M,N ◦ (φN ⊗M) ◦ (c
−1





◦δH)⊗M) ◦ (N ⊗ ϱM )
= t′M,N ,
donde la primera igualdad es la particularización al caso trenzado de (5.45), la
segunda se obtiene por la naturalidad de la trenza y el carácter de H-comódulo
de M y en la tercera se aplica la igualdad
µH ◦ (λ−1H ⊗Π
L
H) ◦ c−1H,H ◦ δH = λ
−1
H , (5.47)










◦(N ⊗ λ−1H ⊗M) ◦ (N ⊗ ϱM )
= c−1M,N ◦ ((φN ◦ (H ⊗ φN ))⊗M) ◦ (((c
−1
H,H ⊗N) ◦ (H ⊗ c
−1
H,N )




H ⊗M) ◦ (N ⊗ δH ⊗M) ◦ (N ⊗ ϱM )
= c−1M,N ◦ (φN ⊗M) ◦ (c
−1
H,N ⊗M)




H) ◦ δH)⊗M) ◦ (N ⊗ ϱM )
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= t′M,N ,
donde la primera igualdad es la particularización al caso trenzado de la igualdad
(5.46), la segunda se obtiene por la naturalidad de la trenza y la condición de
H-comódulo de M , la tercera por la condición de módulo de N y naturalidad
de la trenza; en la cuarta se usa la fórmula




H) ◦ δH = λ−1H , (5.48)
que es la expresión de la condición (b7-3) de la Definición 1.2.9 para Hop. 2
Teorema 5.4.6. Sea H un AHD en C con antípodo inversible en una categoría
monoidal trenzada C con trenza c. Entonces la categoría HHYD es monoidal
trenzada.
Prueba:
En el párrafo 5.4.3 se justifica la razón por la cual HHYD es monoidal. Por lo
tanto, solo resta construir una trenza para la categoría. Ésta viene dada por
τM,N = pN⊗M ◦ tM,N ◦ iM⊗N :M ×N → N ×M (5.49)
donde tM,N es el morfismo introducido en (5.43).
Se cumple la naturalidad de τ−,− pues si f : M → M ′ y g : N → N ′ son
dos morfismos en HHYD entonces:
τM ′,N ′ ◦ (f × g)
= pN ′⊗M ′ ◦(φN ′⊗M ′)◦(H⊗cM ′,N ′)◦(ϱM ′⊗N ′)◦∇M ′⊗N ′ ◦(f⊗g)◦iM⊗N
= pN ′⊗M ′ ◦ (φN ′ ⊗M ′) ◦ (H ⊗ cM ′,N ′) ◦ (ϱM ′ ⊗N ′) ◦ (f ⊗ g) ◦ iM⊗N
= pN ′⊗M ′ ◦∇N ′⊗M ′ ◦ (g⊗f)◦ (φN ⊗M)◦ (H⊗ cM,N )◦ (ϱM ⊗N)◦ iM⊗N
= pN ′⊗M ′ ◦ (g ⊗ f) ◦ ∇M⊗N ◦ tM,N ◦ iM⊗N
= (g × f) ◦ τM,N ,
donde las igualdades primera y última son consecuencia de las definiciones de
τ−,− y f × g, la segunda y la cuarta son ciertas por la Observación 3.2.2 y las
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propiedades de la escisión; la tercera se cumple por el carácter de morfismo de
comódulos de f y de módulos de g junto con la naturalidad de la trenza.
Mediante argumentos similares a los desarrollados en el Capítulo 3 se ob-
tiene también que:
aP,M,N ◦ τM×N,P ◦ aM,N,P = (τM,P ×N) ◦ aM,P,N ◦ (M × τN,P ) (5.50)
y
a−1N,P,M ◦ τM,N×P ◦ a
−1
M,N,P = (N × τM,P ) ◦ a
−1
N,M,P ◦ (τM,N × P ). (5.51)
Finalmente, τM,N es un isomorfismo con inverso dado por
τ ′M,N = pM⊗N ◦ t′M,N ◦ iN⊗M : N ×M →M ×N (5.52)
donde t′M,N es el morfismo establecido en (5.44).
En efecto:
τ ′N,M ◦ τM,N
= pM⊗N ◦ t′M,N ◦ ∇N⊗M ◦ tM,N ◦ iM⊗N
= pM⊗N ◦ c−1M,N ◦ ((φN ◦ c
−1
H,N )⊗M) ◦ (φN ⊗ ((λ
−1
H ⊗M) ◦ ϱM ))
◦(H ⊗ cM,N ) ◦ (ϱM ⊗N) ◦ iM⊗N
= pM⊗N ◦ (M ⊗ (φN ◦ (µH ⊗N))) ◦ (((c−1M,H ⊗H) ◦ (H ⊗ c
−1
M,H))⊗N)
◦((c−1H,H ◦ (H ⊗ λ
−1
H ) ◦ δH)⊗ (c
−1
M,N ◦ cM,N )) ◦ (ϱM ⊗N) ◦ iM⊗N
= pM⊗N ◦ (M ⊗ φN ) ◦ (c−1M,H ⊗N) ◦ (Π
R
H ⊗M ⊗N) ◦ (ϱM ⊗N) ◦ iM⊗N
= pM⊗N ◦ ∇M⊗N ◦ iM⊗N
= idM×N ,
donde la primera igualdad es cierta por (5.43) y (5.44), la segunda por el Lema
5.4.5, la tercera por la naturalidad de la trenza y la condición de comódulo de
M y de módulo de N , la cuarta por la naturalidad de la trenza, la antimulti-
plicatividad de λ−1H , (1.29) y (1.32). La quinta es consecuencia de (5.46) y la
sexta de las propiedades de la escisión.
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Componiendo en el otro sentido se obtiene la igualdad
τM,N ◦ τ ′N,M = idN×M
siguiendo el mismo esquema pero usando λ−1H ◦ΠLH = Π
L
H , (vi) de la Observación
3.1.8 y (1.27) en vez de λ−1H ◦ΠRH = Π
R
H , (vii) de la Observación 3.1.8 y (1.26)
respectivamente. 2
Proposición 5.4.7. Sea H un AHD en C con antípodo inversible. Si el triple
(M,φM , ϱM ) es un objeto de HHYD, entonces el morfismo
tM,M :M ⊗M →M ⊗M
definido en (5.43) es un operador Yang-Baxter débil.
Prueba:
La prueba de esta proposición es similar a de la Proposición 5.3.1. 2
5.4.8. Sea H un AHD en C con antípodo inversible. De la misma forma que
en el contexto simétrico (véase (1) de Ejemplos 1.2.6), en la categoría trenzada
H
HYD pueden a su vez considerarse las nociones de álgebra y coálgebra. En este
sentido un objeto (A,φA, ϱA) ∈ HHYD se dice un álgebra si existen morfismos
uA : HL → A, mA : A×A→ A
en HHYD tales que
mA ◦ (uA ×A) ◦ l−1A = idA = mA ◦ (A× uA) ◦ r
−1
A , (5.53)
mA ◦ (mA ×A) ◦ aA,A,A = mA ◦ (A×mA). (5.54)
Por definición los morfismos uA y mA son de H-módulos y H-comódulos
por la izquierda, por lo que cumplen las identidades
φA ◦ (H ⊗ uA) = uA ◦ φHL , φA ◦ (H ⊗mA) = mA ◦ φA×A, (5.55)
ϱA ◦ uA = (H ⊗ uA) ◦ ϱHL , ϱA ◦mA = (H ⊗mA) ◦ ϱA×A. (5.56)
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De modo análogo, un objeto (C,φC , ϱC) ∈ HHYD se dice una coálgebra si
existen morfismos
eC : C → HL, ∆C : C → C × C
en HHYD tales que
lC ◦ (eC × C) ◦∆C = idC = rC ◦ (C × eC) ◦∆C , (5.57)
(C ×∆C) ◦∆C = a−1C,C,C ◦ (∆C × C) ◦∆C . (5.58)
Puesto que por definición los morfismos eC y ∆C son de H-módulos y
H-comódulos por la izquierda satisfacen las identidades
eC ◦ φC = φHL ◦ (H ⊗ eC), ∆C ◦ φC = φC×C ◦ (H ⊗∆C), (5.59)
(H ⊗ eC) ◦ ϱC = ϱHL ◦ eC , ϱC×C ◦∆C = (H ⊗∆C) ◦ ϱC . (5.60)
Definición 5.4.9. Sea H un AHD en C. Sea A un álgebra dotada de una
estructura de H-módulo por la izquierda con acción φA y tal que
φA ◦ (H ⊗ µA) = µA ◦ φA⊗A. (5.61)




H ⊗ ηA) = φA ◦ (H ⊗ ηA). (5.62)
Si A es también un H-comódulo por la izquierda con coacción ϱA y tal que
µH⊗A ◦ (ϱA ⊗ ϱA) = ϱA ◦ µA (5.63)
con µH⊗A := (µH ⊗ µA) ◦ (H ⊗ cH,A ⊗ A); entonces (A, ϱA) se dice un H-
comódulo álgebra por la izquierda si se cumple la igualdad
(ΠRH ⊗A) ◦ ϱA ◦ ηA = ϱA ◦ ηA. (5.64)
Sea C una coálgebra dotada además de una estructura de H-módulo por
la izquierda con acción φC y tal que
δC ◦ φC = (φC ⊗ φC) ◦ δH⊗C (5.65)
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con δH⊗C = (H ⊗ cH,C ⊗ C) ◦ (δH ⊗ δC).
El par (C,φC) se dice un H-módulo coálgebra por la izquierda si
εC ◦ φC ◦ (ΠRH ⊗ C) = εC ◦ φC . (5.66)
Si C es un H-comódulo por la izquierda con una coacción ϱC satisfaciendo
la identidad
(H ⊗ δC) ◦ ϱC = ϱC⊗C ◦ δC , (5.67)
entonces el par (C, ϱC) se dice un H-comódulo coálgebra por la izquierda si
(ΠLH ⊗ εC) ◦ ϱC = (H ⊗ εC) ◦ ϱC . (5.68)
Siguiendo los mismos argumentos que los desarrollados para el caso simétri-
co en la Sección 2 de [4] se demuestran las proposiciones siguientes:
Proposición 5.4.10. Sea H un AHD en C y (A, uA,mA) un álgebra en HHYD
con acción φA y coacción ϱA. Si tA,A es el operador Yang-Baxter débil definido
en (5.43) entonces:
(i) La terna (A, ηA = uA ◦ pL ◦ ηH , µA = mA ◦ pA⊗A) es un álgebra en C.
(ii) El par (A,φA) es un H-módulo álgebra por la izquierda.
(iii) El par (A, ϱA) es un H-comódulo álgebra por la izquierda.
Proposición 5.4.11. Sea H un AHD en C y (C, eC ,∆C) una coálgebra en
H
HYD con acción φC y coacción ϱC . Si tC,C es el operador Yang-Baxter débil
definido en (5.43) entonces:
(i) La terna (C, εC = εH ◦ iL ◦ eC , δC = iC⊗C ◦∆C) es una coálgebra en C.
(ii) El par (C,φC) es un H-módulo coálgebra por la izquierda.
(iii) El par (C, ϱC)es un H-comódulo coálgebra por la izquierda.
La noción de álgebra de Hopf débil (ver (1) de Ejemplos 1.2.10) puede
establecerse también en una categoría trenzada no estricta. En la categoría
H
HYD la definición es la siguiente:
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Definición 5.4.12. Sea H un AHD en C y (D,uD,mD, eD,∆D) un álgebra-
coálgebra en HHYD. Se dice que D es un AHD en la categoría HHYD si se
cumplen las condiciones siguientes:
(f1) ∆D ◦mD
= (mD ×mD) ◦ aD,D,D×D ◦ (D × a−1D,D,D) ◦ (D × (τD,D ×D))
◦(D × aD,D,D) ◦ a−1D,D,D×D ◦ (∆D ×∆D).




= lHL ◦ (eD × eD) ◦ (mD ×mD) ◦ a
−1
D×D,D,D ◦ (aD,D,D ×D)
◦((D × (τ ′D,D ◦∆D))×D).




= ((D × (mD ◦ τ ′D,D))×D) ◦ (a
−1
D,D,D ×D) ◦ aD×D,D,D ◦ (∆D ×∆D)
◦(uD × uD) ◦ l−1HL .
(f4) Existe un morfismo λD : D → D en HHYD (llamado antípodo de D)
satisfaciendo:
(f4-1) mD ◦ (D × λD) ◦∆D
= lD ◦ ((eD ◦mD)×D) ◦ aD,D,D ◦ (D × τD,D) ◦ a−1D,D,D
◦((∆D ◦ uD)×D) ◦ l−1D ,
(f4-2) mD ◦ (λD ×D) ◦∆D
= rD ◦ (D × (eD ◦mD)) ◦ a−1D,D,D ◦ (τD,D ×D) ◦ aD,D,D
◦(D × (∆D ◦ uD)) ◦ r−1D ,
(f4-3) λD = mD ◦ (mD ×D) ◦ ((λD ×D)× λD) ◦ (∆D ×D) ◦∆D.
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Un morfismo de AHD en HHYD es un morfismo de álgebras y coálgebras en
H
HYD.
De modo análogo al contexto simétrico (véase () de Ejemplos 1.2.6) se
establece la noción de álgebra de Hopf en la categoría monoidal trenzada no
estricta HHYD.
Definición 5.4.13. Sea H un AHD en C y (D,uD,mD, eD,∆D) un álgebra-
coálgebra en HHYD. Se dice que D es un álgebra de Hopf en la categoría HHYD
si se cumplen las condiciones siguientes:
(g1) ∆D ◦mD
= (mD ×mD) ◦ aD,D,D×D ◦ (D × a−1D,D,D) ◦ (D × (τD,D ×D))
◦(D × aD,D,D) ◦ a−1D,D,D×D ◦ (∆D ×∆D).
(g2) eD ◦mD = lHL ◦ (eD × eD).
(g3) ∆D ◦ uD = (uD × uD) ◦ l−1HL .
(g4) Existe un morfismo λD : D → D en HHYD (llamado antípodo de D)
satisfaciendo:
mD ◦ (D × λD) ◦∆D = mD ◦ (λD ×D) ◦∆D = lD ◦ (uD × eD) ◦ l−1D .
Un morfismo de álgebras de Hopf en HHYD es un morfismo de álgebras y
coálgebras en HHYD.
Argumentando como en el Corolario 2.14 de [4] resulta:
Teorema 5.4.14. Sea H un AHD en C y (D,uD,mD, eD,∆D, λD) un AHD en
H
HYD. Tomando los morfismos definidos en las Proposiciones 5.4.10 y 5.4.11,
(D, ηD, µD, εD, δD, λD) es un AHTD en C con operador Yang-Baxter débil aso-
ciado el definido en (5.43).
5.4.15. Sea H un AHD en C y (D,uD,mD, eD, ∆D, λD) un AHD en HHYD.
Considerando los morfismos introducidos en las Proposiciones 5.4.10 y 5.4.11
y con la notación del párrafo 5.4.2 se definen los siguientes morfismos:
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ηD×H = pD⊗H ◦ (ηD ⊗ ηH) : K → D ×H,
µD×H = pD⊗H ◦(µD⊗µH)◦(D⊗((φD⊗H)◦(H⊗cH,D)◦(δH⊗D))⊗H)
◦(iD⊗H ⊗ iD⊗H) : (D ×H)⊗ (D ×H) → D ×H,
εD×H = (εD ⊗ εH) ◦ iD⊗H : D ×H → K,
δD×H = (pD⊗H ⊗ pD⊗H) ◦ (D ⊗ ((µH ⊗D) ◦ (H ⊗ cD,H)
◦(ϱD⊗H))⊗H)◦(δD⊗δH)◦iD⊗H : D×H → (D×H)⊗(D×H),
λD×H = pD⊗H ◦(φD⊗H)◦(H⊗cH,D)◦((δH ◦λH ◦µH)⊗λD)◦(H⊗cD,H)
◦(ϱD ⊗H) ◦ iD⊗H : D ×H → D ×H.
Teorema 5.4.16. Sea H un AHD en C y (D,uD,mD, eD,∆D, λD) un álgebra
de Hopf en HHYD. Tomando los morfismos definidos en 5.4.15 se cumple que
(D × H, ηD×H , µD×H , εD×H , δD×H , λD×H) es un AHD en C, a la que se se
denominará biproducto smash débil de D and H.
Prueba:
El Teorema 5.4.14 establece que (D, ηD, µD, εD, δD, λD) es un AHTD en C, y
las Proposiciones 5.4.10 y 5.4.11 que (D,φD) es un H-(co)módulo álgebra por
la izquierda y (D, ϱD) un H-(co)módulo coálgebra por la izquierda; a lo largo
de la demostración se usarán las propiedades propias de esas estructuras.
En primer lugar probaremos que D ×H es un álgebra. En efecto, para la
unidad tenemos que:
µD×H ◦ (D ×H ⊗ ηD×H)
= pD⊗H ◦ (µD ⊗H) ◦ (D ⊗ φD ⊗ µH) ◦ (D ⊗H ⊗ cH,D ⊗H)
◦(D ⊗ δH ⊗∇D⊗H) ◦ (iD⊗H ⊗ ηD ⊗ ηH)
= pD⊗H ◦ (µD ⊗H) ◦ (D ⊗ φD ⊗ µH) ◦ (D ⊗H ⊗ cH,D ⊗H)
◦(D ⊗ δH ⊗ ((φD ⊗H) ◦ (H ⊗ cH,D) ◦ (δH ⊗D))) ◦ (iD⊗H ⊗ ηH ⊗ ηD)
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= pD⊗H ◦ (µD ⊗H) ◦ (D ⊗ φD ⊗H) ◦ (D ⊗H ⊗ cH,D)
◦(D ⊗ (δH ◦ µH)⊗D) ◦ (iD⊗H ⊗ ηH ⊗ ηD)
= pD⊗H ◦(µD⊗H)◦(D⊗(φD ◦c−1H,D ◦(ηD⊗Π
L
H))⊗H)◦(D⊗δH)◦ iD⊗H
= pD⊗H ◦ (µD ⊗H) ◦ (D ⊗∇D⊗H) ◦ (D ⊗ ηD ⊗H) ◦ iD⊗H
= pD⊗H ◦ ∇D⊗H ◦ ((µD ◦ (D ⊗ ηD))⊗H) ◦ iD⊗H
= idD×H ,
donde la primera igualdad se sigue por las definiciones de µD×H y ηD×H , la
segunda es cierta porque en virtud de la propiedad de la unidad para H se
tiene
∇D⊗H ◦ (ηD ⊗ ηH) = (φD ⊗H) ◦ (H ⊗ cH,D) ◦ ((δH ◦ ηH)⊗ ηD). (5.69)
La tercera igualdad se deduce de la naturalidad de la trenza, la condición de
H-módulo de D y (c1) de (1) de Ejemplos 1.2.10 para H, la cuarta se deduce
de las propiedades de ηH , (5.62), y de la igualdad:
(φD ⊗H) ◦ (H ⊗ cH,D) ◦ (δH ⊗ ηD)
= ((φD ◦ c−1H,D ◦ cH,D)⊗H) ◦ (H ⊗ cH,D) ◦ (δH ⊗ ηD)
= ((φD ◦ c−1H,D)⊗H) ◦ (ηD ⊗ δH).
La quinta igualdad es un caso particular de (5.45), en la séptima se usan las
propiedades de ηD y las de la escisión, mientras que la sexta es consecuencia
de la fórmula
(µD ⊗H) ◦ (D ⊗∇D⊗H) = ∇D⊗H ◦ (µD ⊗H), (5.70)
que a su vez se cumple pues:
∇D⊗H ◦ (µD ⊗H)
= (φD ⊗ µH) ◦ (H ⊗ cH,D ⊗H) ◦ ((δH ◦ ηH)⊗ µD ⊗H)
= (φD ⊗H) ◦ (H ⊗ ((µD ⊗ µH) ◦ (D ⊗ cH,D ⊗H) ◦ (cH,D ⊗D ⊗H)))
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◦((δH ◦ ηH)⊗D ⊗D ⊗H)
= (µD ⊗H) ◦ (φD ⊗ φD ⊗ µH) ◦ (H ⊗ cH,D ⊗ cH,D ⊗H)
◦(δH ⊗ cH,D ⊗D ⊗H) ◦ ((δH ◦ ηH)⊗D ⊗D ⊗H)
= (µD ⊗H) ◦ (φD ⊗ φD ⊗ µH) ◦ (H ⊗ cH,D ⊗ cH,D ⊗H)
◦(H ⊗ µH ⊗ cH,D ⊗D ⊗H) ◦ ((δH ◦ ηH)⊗ (δH ◦ ηH)⊗D ⊗D ⊗H)
= (µD ⊗H) ◦ (φD ⊗ φD ⊗H) ◦ (H ⊗ cH,D ⊗ φD ⊗ µH)
◦((δH ◦ ηH)⊗ cH,D ⊗ cH,D ⊗H) ◦ (H ⊗ cH,D ⊗D ⊗H)
◦((δH ◦ ηH)⊗D ⊗D ⊗H)
= (µD⊗H)◦(φD⊗φD⊗H)◦(H⊗cH,D⊗D⊗H)◦((δH ◦ηH)⊗D⊗∇D⊗H)
= ((φD ◦ (ηH ⊗D))⊗H) ◦ (µD ⊗H) ◦ (D ⊗∇D⊗H)
= (µD ⊗H) ◦ (D ⊗∇D⊗H),
donde en la primera igualdad se usa la definición de ∇D⊗H , la segunda se sigue
por la naturalidad de la trenza, la tercera y la séptima por (5.61), la cuarta por
(c3) de (1) de Ejemplos 1.2.10 para H; la quinta se deduce de la naturalidad de
la trenza y la condición de H-módulo de D. La sexta igualdad es consecuencia
de la naturalidad de la trenza y la definición de ∇D⊗H y la octava se tiene por
ser D un H-módulo.
Por el otro lado:
µD×H ◦ (ηD×H ⊗D ×H)
= pD⊗H ◦ (µD ⊗H) ◦ (D ⊗ φD ⊗ µH) ◦ (D ⊗H ⊗ cH,D ⊗H)
◦(φD ⊗ δH ⊗D⊗H) ◦ (H ⊗ cH,D ⊗D⊗H) ◦ ((δH ◦ ηH)⊗ ηD ⊗ iD⊗H)
= pD⊗H ◦ (µD ⊗H) ◦ (((φD ⊗ φD) ◦ (H ⊗ cH,D ⊗D)
◦(δH ⊗D ⊗D))⊗ µH) ◦ (H ⊗D ⊗ cH,D ⊗H) ◦ (H ⊗ cH,D ⊗D ⊗H)
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◦((δH ◦ ηH)⊗ ηD ⊗ iD⊗H)
= pD⊗H◦(φD⊗H)◦(H⊗µD⊗µH)◦(H⊗D⊗cH,D⊗H)◦(H⊗cH,D⊗D⊗H)
◦((δH ◦ ηH)⊗ ηD ⊗ iD⊗H)
= pD⊗H ◦ (φD ⊗ µH) ◦ (H ⊗ cH,D ⊗H) ◦ ((δH ◦ ηH)⊗ iD⊗H)
= idD×H ,
donde la primera igualdad se obtiene a partir de (5.69) y de las definiciones de
µD×H y ηD×H , la segunda por naturalidad de la trenza, la tercera por (5.61), la
cuarta gracias a la naturalidad de la trenza y las propiedades de ηD, la quinta
por la definición de ∇D⊗H y las propiedades de la escisión.
En cuanto a la asociatividad, teniendo en cuenta (5.70) y (5.34), la de-
mostración es similar a la del caso simétrico.
Utilizando las mismas técnicas pero intercambiando los papeles entre las
propiedades relativas a la estructuras de álgebra y coálgebra se demuestra que
(D ×H, εD×H , δD×H) es una coálgebra en C.
Se prueban ahora los restantes axiomas de la definición de AHD. En primer
lugar, y al igual que ocurría con la asociatividad del producto, la demostración
de (c1) de (1) de Ejemplos 1.2.10 es similar a la del caso simétrico si se tiene
en cuenta además (5.34), (5.63), (5.65) y (5.70); por lo que los cálculos serán
omitidos.
Para demostrar la condición (c2) de (1) de Ejemplos 1.2.10 nótese primero
que:
εD×H ◦ µD×H = εD ◦ µD ◦ (D ⊗ φD ⊗ εH) ◦ (iD⊗H ⊗ iD⊗H). (5.71)
En efecto:
εD×H ◦ µD×H
= εD ◦ µD ◦ (D ⊗ φD ⊗ (εH ◦ µH))) ◦ (D ⊗H ⊗ cH,D ⊗H)
◦(D ⊗ δH ⊗D ⊗H) ◦ (iD⊗H ⊗ iD⊗H)
= εD ◦ µD ◦ (D ⊗ φD) ◦ (D ⊗H ⊗ (εH ◦ µH)⊗D) ◦ (D ⊗ δH ⊗ c−1D,H)
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◦(iD⊗H ⊗ iD⊗H)
= εD ◦ µD ◦ (D ⊗ (φD ◦ (µH ⊗D))) ◦ (D ⊗H ⊗Π
L
H ⊗D)
◦(D ⊗H ⊗ c−1D,H) ◦ (iD⊗H ⊗ iD⊗H)
= εD ◦ µD ◦ (D ⊗ φD) ◦ (D ⊗H ⊗ (φD ◦ (Π
L
H ⊗D) ◦ (c−1D,H ⊗ εH)
◦(D ⊗ δH))) ◦ (iD⊗H ⊗ iD⊗H)
= εD ◦ µD ◦ (D ⊗ φD ⊗ εH) ◦ (iD⊗H ⊗ iD⊗H),
donde la primera igualdad es cierta por (5.70) y (5.34), la segunda por (1.25),
la tercera se obtiene gracias a (1.41), la cuarta se deduce por las propiedades
de εH y la de H-módulo para D, y la quinta por la caracterización (5.45) para
∇D⊗H y las propiedades de la escisión.
Entonces:
εD×H ◦ µD×H ◦ (D ×H ⊗ µD×H)
= ((εD ◦ µD ◦ (D ⊗ φD))⊗ εH) ◦ (D ⊗H ⊗ (∇D⊗H ◦ (µD ⊗H)))
◦(D ⊗H ⊗D ⊗ ((φD ⊗ µH) ◦ (H ⊗ cH,D ⊗H) ◦ (δH ⊗D ⊗H)))
◦(iD⊗H ⊗ iD⊗H ⊗ iD⊗H)
= ((εD ◦ µD ◦ (D ⊗ φD))⊗ εH) ◦ (D ⊗H ⊗ µD ⊗H)
◦(D ⊗H ⊗D ⊗ ((φD ⊗ µH) ◦ (H ⊗ cH,D ⊗H) ◦ (δH ⊗D ⊗H)))
◦(iD⊗H ⊗ iD⊗H ⊗ iD⊗H)
= εD◦µD◦(D⊗φD)◦(D⊗H⊗(µD◦(D⊗φD)◦(D⊗H⊗(εH ◦µH)⊗D)))
◦(D ⊗H ⊗D ⊗ δH ⊗ c−1D,H) ◦ (iD⊗H ⊗ iD⊗H ⊗ iD⊗H)




= εD ◦ µD ◦ (D ⊗ φD) ◦ (D ⊗H ⊗ µD) ◦ (D ⊗H ⊗D ⊗ φD ⊗ εH)
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◦(iD⊗H ⊗ iD⊗H ⊗ iD⊗H).
En estos cálculos, la primera igualdad se obtiene por (5.71) y la definición de
µD×H ; en las restantes se siguen los mismos argumentos que en la prueba de
(5.71).
Por otra parte tenemos que:
((εD×H ◦ µD×H)⊗ (εD×H ◦ µD×H)) ◦ (D ×H ⊗ δD×H ⊗D ×H)
= (εD ⊗ (εH ◦ µH) ◦ (εD ◦ µD)) ◦ (µD ⊗H ⊗ cD,H ⊗ φD)
◦(D ⊗ φD ⊗ ϱD ⊗H ⊗H ⊗D) ◦ (D ⊗H ⊗ δD ⊗ δH ⊗D ⊗ εH)
◦(iD⊗H ⊗ iD⊗H ◦ iD⊗H)
= ((εD ◦ µD)⊗ (εD ◦ µD)) ◦ (D ⊗ φD ⊗∇D,D)
◦(D ⊗H ⊗ δD ⊗ φD ⊗ εH) ◦ (iD⊗H ⊗ iD⊗H ◦ iD⊗H)
= εD ◦ µD ◦ (D ⊗ φD) ◦ (D ⊗H ⊗ µD) ◦ (D ⊗H ⊗D ⊗ (Π
L
D ◦ φD ⊗ εH)
◦(iD⊗H ⊗ iD⊗H ◦ iD⊗H)
= εD ◦ µD ◦ (µD ⊗D) ◦ (D ⊗ φD ⊗ φD) ◦ (D ⊗H ⊗ cH,D ⊗D)
◦(D ⊗ δH ⊗D ⊗ (Π
L
D ◦ φD)⊗ εH) ◦ (iD⊗H ⊗ iD⊗H ◦ iD⊗H)
= εD ◦ µD ◦ (µD ⊗Π
L
D) ◦ (D ⊗ φD ⊗ φD) ◦ (D ⊗H ⊗ cH,D ⊗D)
◦(D ⊗ δH ⊗D ⊗ φD ⊗ εH) ◦ (iD⊗H ⊗ iD⊗H ◦ iD⊗H)
= εD ◦ µD ◦ (D ⊗ φD) ◦ (D ⊗H ⊗ µD) ◦ (D ⊗H ⊗D ⊗ φD ⊗ εH)
◦(iD⊗H ⊗ iD⊗H ◦ iD⊗H),
donde la primera igualdad se deduce por (5.35), (b2-1) de la Definición 1.2.9
para D y las igualdades
(∇D⊗H ⊗D) ◦ (D ⊗ ϱD) = (D ⊗ ϱD) ◦ ∇D⊗D (5.72)
y
(D ⊗ µH) ◦ (∇D⊗H ⊗H) = ∇D⊗D ◦ (D ⊗ µH), (5.73)
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que se obtienen usando la condición de H-comódulo de D y la coasociatividad
de δH respectivamente.
La segunda igualdad se obtiene ya que por la condición de H-módulo de
D se cumple
(D ⊗ φD) ◦ (∇D⊗H ⊗D) = ∇D⊗D ◦ (D ⊗ φD). (5.74)
En la tercera hacemos uso de (b1-1) de la Definición 1.2.9 y (1.41) para D,
la cuarta se sigue por (5.61) y la asociatividad de µD. La quinta igualdad es
consecuencia de




D ◦ φD, (5.75)
siendo esta última fórmula cierta a su vez porque por hipótesis el objeto
(D,uD,mD, eD,∆D, λD) es un álgebra de Hopf en HHYD, y esto implica que
Π
L
D = uD ◦ eD, (5.76)
siendo uD y eD morfismos de H-módulos.
Finalmente, la última igualdad se deduce de (1.31), (1.49), la asociatividad
de µD y (5.61).
Considerando el morfismo ΠLD = uD ◦ eD se tiene también:
((εD×H ◦ µD×H)⊗ (εD×H ◦ µD×H))
◦(D ×H ⊗ (c−1D×H,D×H ◦ δD×H)⊗D ×H)
= εD ◦ µD ◦ (D ⊗ φD) ◦ (D ⊗H ⊗ µD) ◦ (D ⊗H ⊗D ⊗ φD ⊗ εH)
◦(iD⊗H ⊗ iD⊗H ◦ iD⊗H),
con lo que queda demostrado (c2) de (1) de Ejemplos 1.2.10.
El axioma (c3) de (1) de Ejemplos 1.2.10 se demuestra siguiendo la mis-
ma estrategia y usando las mismas técnicas, pero intercambiando entre sí los
papeles de las propiedades de álgebra y coálgebra, usando la fórmula
δD×H ◦ ηD×H = (pD⊗H ⊗ (pD⊗H ◦ (D ⊗ ηH))) ◦ (D ⊗ ϱD) ◦ δD ◦ ηD (5.77)
en vez de (5.71), y manejando el morfismo de comódulos ΠRD = uD ◦ eD en vez
de ΠLD y ΠRD en vez de Π
L
D.
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Se procede ahora a comprobar las condiciones para el antípodo. Nótese en
primer lugar que:
(φD ⊗H) ◦ (H ⊗ cH,D) ◦ ((δH ◦ΠLH ◦ µH)⊗ λD) ◦ (H ⊗ cD,H) ◦ (ϱD ⊗H)
= ∇D⊗H ◦ (D ⊗ ηH) ◦ (λD ⊗ εH) ◦ ∇D⊗H .
(5.78)
En efecto:
(φD⊗H)◦ (H⊗ cH,D)◦ ((δH ◦ΠLH ◦µH)⊗λD)◦ (D⊗ cD,H)◦ (ϱD⊗H)
= (φD ⊗H) ◦ ((µH ◦ c−1H,H)⊗ cH,D) ◦ (H ⊗ (δH ◦ ηH)⊗ λD)
◦(ΠLH ⊗ (εH ◦ µH)⊗D) ◦ ((c
−1
H,H ◦ δH)⊗ cD,H) ◦ (ϱD ⊗H)
= (φD ⊗H) ◦ (H ⊗ φD ⊗H) ◦ (H ⊗H ⊗ cH,D) ◦ (H ⊗ cH,H ⊗D)
◦((δH ◦ ηH)⊗H ⊗D) ◦ ((εH ◦ µH)⊗ΠLH ⊗D) ◦ (H ⊗ cH,H ⊗ λD)
◦(H ⊗H ⊗ cD,H) ◦ (H ⊗ ϱD ⊗H) ◦ (ϱD ⊗H)
= (φD⊗H)◦(H⊗cH,D)◦((δH◦ηH)⊗D)◦((εH◦µH)⊗(φD◦(ΠLH⊗D)◦ϱD))
◦(H ⊗ cD,H) ◦ (H ⊗ λD ⊗H) ◦ (ϱD ⊗H)
= (φD ⊗H) ◦ (H ⊗ cH,D) ◦ ((δH ◦ ηH)⊗D) ◦ ((εH ◦ µH)⊗D)
◦(H ⊗ cD,H) ◦ (H ⊗ λD ⊗H) ◦ (ϱD ⊗H)
= ∇D⊗H ◦ (λD ⊗ (ηH ◦ εH)) ◦ ∇D⊗H),
donde la primera igualdad se sigue de los apartados (i) y (ii) del Lema 1.2.14,
la segunda es consecuencia de (1.26), (1.27) y la condición de H-(co)módulo
de D, la tercera de la naturalidad de la trenza y ser λD y morfismo de H-
(co)módulos. La cuarta igualdad es cierta por ser D un objeto en HHYD y la
última porque usando las propiedades de la (co)unidad de H resulta:
((εH ◦ µH)⊗D) ◦ (H ⊗ cD,H) ◦ (ϱD ⊗H) = (D ⊗ εH) ◦ ∇D⊗H (5.79)
y
(φD ⊗H) ◦ (H ⊗ cH,D) ◦ ((δH ◦ ηH)⊗D) = ∇D⊗H ◦ (D ⊗ ηH). (5.80)
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Se dispone en este momento de todas las herramientas necesarias para com-
probar (c4-1) de (1) de Ejemplos 1.2.10. Por una parte se cumple que
idD×H ∧ λD×H = pD×H ◦ ((idD ∧ λD)⊗ (ηH ⊗ εH)) ◦ iD×H , (5.81)
pues
µD×H ◦ (D ×H ⊗ λD×H) ◦ δD×H
= pD⊗H ◦ ((µD ◦ (D ⊗ φD))⊗ µH) ◦ (D ⊗H ⊗ cH,D ⊗H)
◦(D⊗H⊗H⊗((φD⊗H)◦(H⊗cH,D)))◦(D⊗H⊗H⊗(δH◦λH◦µH)⊗λD)
◦(D ⊗ δH ⊗H ⊗ cD,H) ◦ (D ⊗ µH ⊗ ϱD ⊗H) ◦ (D ⊗H ⊗ cD,H ⊗H)
◦(D ⊗ ϱD ⊗ δH) ◦ (δD ⊗H) ◦ iD⊗H
= pD⊗H◦((µD◦(D⊗φD))⊗H)◦(D⊗H⊗cH,D)◦(D⊗(δH◦ΠLH◦µH)⊗λD)
◦(D ⊗H ⊗ cD,H) ◦ (D ⊗ ϱD ⊗H) ◦ (δD ⊗H) ◦ iD⊗H
= pD⊗H ◦ (µD ⊗H) ◦ (D ⊗ (∇D⊗H ◦ (D ⊗ ηH))) ◦ (D ⊗ ((λD ⊗ εH)
◦∇D⊗H)) ◦ (δD ⊗H) ◦ iD⊗H
= pD⊗H ◦ (ΠLD ⊗ ηH ⊗ εH) ◦ iD⊗H
= pD×H ◦ ((idD ∧ λD)⊗ (ηH ⊗ εH)) ◦ iD×H ,
donde la primera igualdad se tiene por las definiciones de µD⊗H , δD⊗H y
λD⊗H , junto con (5.34), (5.35), (5.72), (5.73), la asociatividad de µH y µD y
la condición (b2-1) de la Definición 1.2.9 para D. En la segunda igualdad se
aplica la naturalidad de la trenza, la condición de H-(co)módulo de D, (c1) de
(1) de Ejemplos 1.2.10 para H y (1.29), la tercera es consecuencia de (5.78), la
cuarta se sigue de (1.29), (5.70) y su versión para la estructura de coálgebra:
(D ⊗∇D⊗H) ◦ (δD ⊗H) = (δD ⊗H) ◦ ∇D⊗H . (5.82)
Finalmente, la quinta igualdad se obtiene por (1.29).
Por otra parte:
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((εD×H ◦ µD×H)⊗D ×H) ◦ (D ×H ⊗ cD×H,D×H)
◦((δD×H ◦ ηD×H)⊗D ×H)
= ((εD ◦ µD ◦ (D ⊗ φD))⊗D ×H)
◦(∇D⊗H ⊗ ((D ⊗ εH) ◦ iD⊗H)⊗D ×H) ◦ (D ⊗H ⊗ cD×H,D×H)
◦(D⊗H⊗(pD⊗H ◦(D⊗ηH))⊗D×H)◦(((D⊗ϱD)◦δD ◦ηD)⊗D×H)
= ((εD ◦ µD ◦ (D ⊗ φD))⊗ (pD⊗H ◦ (D ⊗ ηH))) ◦ (D ⊗H ⊗ cD,D)
◦(D ⊗ ϱD ⊗D ⊗ εH) ◦ ((δD ◦ ηD)⊗ iD⊗H)
= pD⊗H ◦ (ΠLD ⊗ ηH ⊗ εH) ◦ iD⊗H ,
donde la primera igualdad se tiene por (5.71) y (5.77), la segunda por natura-
lidad de la trenza, (5.72) y (b2-1) de la Definición 1.2.9 para D, la última por
la Proposición 5.4.7, el Teorema 5.4.14 y la definición de ΠLD.
La prueba de (c4-2) de (1) de Ejemplos 1.2.10 es la siguiente:
(D ×H ⊗ (εD×H ◦ µD×H)) ◦ (cD×H,D×H ⊗D ×H)
◦(D ×H ⊗ (δD×H ◦ ηD×H))
= (D ×H ⊗ ((εD ◦ µD) ◦ ((D ⊗ φD) ◦ (iD⊗H ⊗D)))) ◦ (cD×H,D×H ⊗D)
◦(D ×H ⊗ ((pD⊗H ⊗D) ◦ (D ⊗ ϱD) ◦ δD ◦ ηD))
= (D×H⊗(εH◦µH))◦(D×H⊗((iL◦eD)⊗(iL◦eD)))◦(D×H⊗((D⊗φD)
◦(iD⊗H ⊗D)))◦ (cD×H,D×H ⊗D)◦ (D×H⊗ ((pD⊗H ⊗D)◦ (D⊗ϱD)))
◦(D ×H ⊗ ((uD ◦ pL)⊗ (uD ◦ pL))) ◦ (D ×H ⊗ (δH ◦ ηH))
= (D×H⊗((εH ◦µH)◦((iL◦eD)⊗(iL◦pL◦µH))))◦(D×H⊗iD⊗H⊗H)
◦(cD×H,D×H ⊗ (iL ◦ eD ◦ uD ◦ pL)) ◦ (D ×H ⊗ ((pD⊗H ⊗H)))
◦(D ×H ⊗ ((uD ◦ pL)⊗ (δH ◦ iL ◦ pL))) ◦ (D ×H ⊗ (δH ◦ ηH))
= (pD⊗H⊗(εH ◦µH))◦((uD ◦pL)⊗H⊗(iL◦eD)⊗µH)◦(δH⊗iD⊗H⊗H)
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◦(cD×H,H ⊗H) ◦ (D ×H ⊗ (δH ◦ ηH))
= (pD⊗H ◦ ((uD ◦ pL)⊗H) ◦ δH)⊗ (εH ◦ µH))
◦(cH,H ⊗H) ◦ ((µH ◦ ((iL ◦ eD)⊗H))⊗H ⊗H) ◦ (iD⊗H ⊗ (δH ◦ ηH))
= pD⊗H ◦ ((uD ◦ pL)⊗H) ◦ δH ◦ΠRH
◦(µH ◦ ((iL ◦ eD)⊗H)) ◦ iD⊗H
= pD⊗H ◦ ((uD ◦ pL)⊗H) ◦ (H ⊗ µH) ◦ ((δH ◦ ηH)⊗H) ◦ΠRH
◦(µH ◦ ((iL ◦ eD)⊗H)) ◦ iD⊗H
= pD⊗H ◦ (D ⊗ (µH ◦ (H ⊗ µH))) ◦ (D ⊗H ⊗ (µH ◦ cH,H)⊗H)
◦((uD ◦pL)⊗H⊗ΠRH ⊗λH ⊗H)◦ ((δH ◦ηH)⊗ ((iL ◦eD)⊗δH))◦ iD⊗H
= pD⊗H ◦ (D ⊗ (µH ◦ (µH ⊗H))) ◦ ((uD ◦ pL)⊗H ⊗ (λH ◦ µH)⊗H)




= pD⊗H ◦ ((uD ◦pL)⊗µH)◦ ((δH ◦λH ◦µH)⊗H)◦ ((iL ◦eD)⊗δH)◦ iD⊗H
= pD⊗H ◦ ((uD ◦ pL)⊗ µH) ◦ (cH,H ⊗H) ◦ ((λH ◦ µH)⊗ µH ⊗H)
◦(H ⊗ ((H ⊗ cH,H) ◦ (cH,H ⊗H)⊗H) ◦ (H ⊗ λH ⊗H ⊗ λH ⊗H)
◦(δH ⊗ δH ⊗H) ◦ ((iL ◦ eD)⊗ δH) ◦ iD⊗H
= pD⊗H ◦ ((uD ◦ pL)⊗ µH) ◦ (cH,H ⊗H) ◦ ((λH ◦ µH)⊗ µH ⊗H)
◦(H ⊗ ((H ⊗ cH,H) ◦ (cH,H ⊗H)⊗H) ◦ (H ⊗ΠRH ⊗H ⊗ λH ⊗H)
◦(δH ⊗ δH ⊗H) ◦ ((iL ◦ eD)⊗ δH) ◦ iD⊗H
= pD⊗H ◦ ((uD ◦ pL)⊗H) ◦ ((µH ⊗ µH) ◦ (H ⊗ cH,H ⊗H))
◦((δH ◦ λH ◦ µH)⊗H ⊗H) ◦ (H ⊗ cH,H ⊗H) ◦ (δH ⊗H ⊗H)
◦((iL ◦ eD)⊗ δH) ◦ iD⊗H
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= pD⊗H ◦ ((uD ◦ pL)⊗H) ◦ ((µH ⊗ µH) ◦ (H ⊗ ((iL ⊗H) ◦ cH,HL)⊗H))
◦((δH ◦ λH ◦ µH)⊗HL ⊗H) ◦ (H ⊗ (cHL,H ◦ (pL ⊗H))⊗H)
◦((δH ◦ iL ◦ eD)⊗ δH) ◦ iD⊗H
= pD⊗H ◦ ((φD ◦ (H ⊗ uD))⊗ µH) ◦ (H ⊗ cH,HL ⊗H)
◦((δH ◦ λH ◦ µH)⊗HL ⊗H)) ◦ (H ⊗ (cHL,H ◦ (eD ⊗H))⊗H)
◦(ϱD ⊗ δH) ◦ iD⊗H
= pD⊗H ◦ (φD ⊗ µH) ◦ (H ⊗ cH,D ⊗H) ◦ ((δH ◦ λH ◦ µH)⊗D ⊗H))
◦(H ⊗ (cD,H ◦ (ΠRD ⊗H))⊗H) ◦ (ϱD ⊗ δH) ◦ iD⊗H
= µD×H ◦ (λD×H ⊗D ×H) ◦ δD×H .
En estos cálculos, la primera igualdad se sigue por las definiciones introducidas
en 5.4.15, junto con (5.71), (5.77) y la identidad
(D ⊗ εH) ◦ ∇D⊗H ◦ (D ⊗ ηH) = idD.
La segunda es cierta porque las definiciones de ηD, δD, µD y εD introducidas
en las Proposiciones 5.4.10 y 5.4.11, y las condiciones (g2) y (g3) implican que
δD ◦ ηD = (uD ⊗ uD) ◦ (pL ⊗ pL) ◦ δH ◦ ηH (5.83)
y
εD ◦ µD = εD ◦ µD ◦ (iL ⊗ iL) ◦ (eD ⊗ eD). (5.84)
La tercera igualdad se sigue por ser eD y uD morfismos de (co)módulos, la
cuarta por la naturalidad de la trenza, (1.52), (1.47), (1.49) y porque eD ◦
uD = idHL ya que D es un álgebra de Hopf en
H
HYD. La quinta igualdad es
consecuencia de la naturalidad de la trenza, la sexta de la definición de ΠRH , la
séptima de la parte (iii) del Lema 1.2.14 y la octava de la identidad
ΠRH ◦ µH = µH ◦ ((µH ◦ cH,H ◦ (ΠRH ⊗ λH))⊗H) ◦ (H ⊗ δH). (5.85)
La prueba de (5.85) es la siguiente:
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µH ◦ ((µH ◦ tH,H ◦ (ΠRH ⊗ λH))⊗H) ◦ (H ⊗ δH)
= µH ◦ (H ⊗ (µH ◦ (ΠRH ⊗H))) ◦ ((tH,H ◦ (H ⊗ λH))⊗H) ◦ (H ⊗ δH)
= (µH⊗(εH ◦µH))◦(H⊗ tH,H⊗H)◦((tH,H ◦(H⊗λH))⊗δH)◦(H⊗δH)
= (H⊗(εH ◦µH))◦(tH,H⊗H)◦(H⊗(µH⊗(λH⊗H)◦δH)⊗H)◦(H⊗δH)
= (ΠRH ⊗ (εH ◦ µH)) ◦ (tH,H ⊗H) ◦ (H ⊗ δH)
= ΠRH ◦ µH ,
siendo la primera igualdad cierta por (1.36) y la asociatividad de µH , la segunda
por (1.40), la tercera por (b3-2) de la Definición 1.2.9 y la coasociatividad de
δH , la cuarta por (1.29) y (1.35), la quinta por (1.40) y (1.52).
En la novena igualdad se usa (1.33) y la antimultiplicatividad del antípodo,
en la décima (1.45), en la undécima (1.31) y en la duodécima la antimultiplica-
tividad del antípodo y (c1) de (1) de Ejemplos 1.2.10 para H. La décimotercera
igualdad se cumple ya que gracias a (1.33) y (1.51)
(H ⊗ΠRH) ◦ δH ◦ iL = (H ⊗ λH) ◦ δH ◦ iL. (5.86)
La décimocuarta es cierta porque usando la anti(co)multiplicatividad del an-
típodo, (c1) de (1) de Ejemplos 1.2.10 para H y la naturalidad de la trenza se
obtiene que
(µH ⊗H) ◦ (H ⊗ cH,H) ◦ ((δD ◦ λH ◦µH)⊗H) ◦ (H ⊗ cH,H) ◦ (δH ⊗H)
= cH,H ◦((λH ◦µH)⊗(µH ◦cH,H ◦(ΠRH⊗λH)))◦(H⊗cH,H⊗H)◦(δH⊗δH).
La décimoquinta igualdad es consecuencia de (1.51), las propiedades de la
escisión para ΠLH y la naturalidad de la trenza, la décimosexta del carácter
de morfismos de (co)módulos de eD y uD. En la décimoséptima se aplica la
naturalidad de la trenza y que por ser D un álgebra de Hopf, ΠRD = uD ◦ eD.
Finalmente, la décimoctava igualdad se cumple ya que:
µD×H ◦ (λD×H ⊗D ×H) ◦ δD×H
= pD⊗H ◦ ((µD ◦ (D⊗ φD))⊗ µH) ◦ (D⊗ ((H ⊗ cH,D) ◦ (δH ⊗D))⊗H)
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◦(∇D⊗H ⊗D⊗H) ◦ (((φD ⊗H) ◦ (H ⊗ cH,D) ◦ ((δH ◦ λH ◦ µH)⊗ λD)
◦(H ⊗ cD,H) ◦ (ϱD ⊗H))⊗D ⊗H) ◦ (∇D⊗H ⊗∇D⊗H)
◦(D ⊗ ((µH ⊗H) ◦ (H ⊗ cD,H) ◦ (ϱD ⊗H))⊗H) ◦ (δD ⊗ δH) ◦ iD⊗H
= pD⊗H ◦((µD ◦(φD⊗φD)◦(H⊗cH,D⊗D))⊗µH)◦(δH⊗D⊗cH,D⊗H)
◦(H ⊗ cH,D ⊗D ⊗H) ◦ ((δH ◦ λH ◦ µH)⊗D ⊗D ⊗H)
◦(µH ⊗ (cD,H ◦ (λD ⊗H))⊗D ⊗H) ◦ (H ⊗ cD,H ⊗ cD,H ⊗H)
◦(ϱD ⊗ ϱD ⊗H ⊗H) ◦ (δD ⊗ δH) ◦ iD⊗H
= pD⊗H ◦ (φD ⊗ µH) ◦ (H ⊗ cH,D ⊗H) ◦ ((δH ◦ λH ◦ µH)⊗D ⊗H))
◦(H ⊗ (cD,H ◦ (ΠRD ⊗H))⊗H) ◦ (ϱD ⊗ δH) ◦ iD⊗H ,
donde la primera igualdad se deduce de las definiciones de µD×H , δD×H y
λD×H , la segunda de (5.35), la asociatividad de µB y µD, la coasociatividad
de δB y δD, (5.72), (5.74), junto con (b1-1) y (b2-1) de la Definición 1.2.9 para
D. La tercera igualdad es consecuencia de la naturalidad de la trenza, (5.61),
(5.67) y (1.29).
Finalmente, la prueba para (c4-3) de (1) de Ejemplos 1.2.10 está dada por:
µB×H ◦ (λD×H ⊗ (µD×H ◦ (D ×H ⊗ λD×H) ◦ δD×H)) ◦ δD×H
= pD⊗H ◦ ((µD ◦ (D⊗ φD))⊗ µH) ◦ (D⊗ ((H ⊗ cH,D) ◦ (δH ⊗D))⊗H)
◦((∇D⊗H ◦ (φD ⊗H) ◦ (H ⊗ cH,D))⊗D ⊗H)
◦((δH ◦ λH ◦ µH)⊗ λD ⊗∇D⊗H) ◦ (H ⊗ cD,H ⊗ (µD ◦ (D⊗ λD))⊗ ηH)
◦(ϱD ⊗H ⊗ δD ⊗ εH) ◦ (∇D⊗H ⊗∇D⊗H) ◦ (D ⊗ ((µH ⊗D)
◦(H ⊗ cD,H) ◦ (ϱD ⊗H))⊗H) ◦ (δD ⊗ δH) ◦ iD⊗H
= pD⊗H ◦ ((µD ◦ (D ⊗ φD))⊗H) ◦ (D ⊗H ⊗ cH,D) ◦ (φD ⊗ δH ⊗D)
◦(H ⊗ cH,D ⊗D) ◦ ((δH ◦ λH ◦ µH)⊗ λD ⊗D) ◦ (H ⊗ cD,H ⊗ΠLD)
◦(ϱD ⊗ ((µH ⊗D) ◦ (H ⊗ cD,H) ◦ (ϱD ⊗H))) ◦ (δD ⊗H) ◦ iD⊗H
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= pD⊗H ◦ (φD ⊗H) ◦ (H ⊗ cH,D) ◦ ((δH ◦ λH ◦ µH)⊗D) ◦ (H ⊗ cD,H)
◦(H ⊗ (µD ◦ (λD ⊗D))⊗H) ◦ (H ⊗D ⊗ΠLD ⊗H)
◦(H ⊗ δD ⊗H) ◦ (ϱD ⊗H) ◦ iD⊗H
= pD⊗H ◦ (φD ⊗H) ◦ (H ⊗ cH,D) ◦ ((δH ◦ λH ◦ µH)⊗ λD) ◦ (H ⊗ cD,H)
◦(ϱD ⊗H) ◦ iD⊗H
= λD×H ,
donde la primera igualdad se sigue de (5.81) y las definiciones de µD×H , δD×H
y λD×H , la segunda es cierta por (5.34), (5.35), la asociatividad de µB y µD,
la coasociatividad de δB y δD, (5.72), (5.74), (b1-1) y (b2-1) de la Definición
1.2.9 para D, junto con las propiedades de ηH y εH . La tercera igualdad es
consecuencia de la naturalidad de la trenza, la la asociatividad de µB y µD,
la coasociatividad de δB y δD), (5.61) y (5.67). La cuarta se obtiene gracias a
(b7-3) de la Definición 1.2.9 para D y la última es cierta por la definición de
λD×H . 2
Con la notación del párrafo 5.1.6, dado (B, f, g) un objeto en Proj(H),
la Proposición 5.1.14 implica en particular que (BH , φBH , ϱBH ) es un objeto
en HHYD, y la cuádrupla (cBH ,H , c
−1
BH ,H
, cH,BH , c
−1
H,BH
) es su operador débil
asociado porque g ◦ f = idH . Además, cuando el antípodo de H es inversible,
en virtud del Teorema 5.3.2, (BH , ηBH , µBH , εBH , δBH , λBH ) es un AHTD en
C.
El objeto BH puede ser dotado también de una estructura de (co)álgebra
en HHYD. El proceso para realizar la construcción es el siguiente:
Proposición 5.4.17. Sea H un AHD en C y (B, f, g) un objeto en Proj(H).
Entonces:
(i) El par (BH , φBH ) es un H-módulo álgebra y un H-comódulo álgebra por
la izquierda en C.
(i) El par (BH , ϱBH ) es un H-módulo coálgebra y un H-comódulo coálgebra
por la izquierda en C.
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Prueba:
La demostración de este resultado es similar a la de la Proposición 2.4 de [2]
realizada en el contexto simétrico. La única diferencia se encuentra en que
para demostrar la condición (5.61), en los cálculos realizados en [2] la octava
de las igualdades hace uso sólo de la naturalidad de la trenza, mientras que en
este caso para obtener la igualdad correspondiente es necesario aplicar además
la fórmula (1.26) para tH,H = cH,H . Análogamente, intercambiando entre sí
las propiedades de álgebras y coálgebras, para demostrar (5.65), además de la
naturalidad de la trenza debe aplicarse (1.28). 2
El hecho de que se cumpla la proposición anterior hace que en el presente
marco monoidal sigan siendo válidas las pruebas de la Proposición 2.6 y los
Teoremas 2.8 y 2.10 de [3] realizadas en el caso simétrico, pues éstas no depen-
den de la propiedad de simetría. Entonces:
Proposición 5.4.18. Sea H un AHD en C con antípodo inversible y (B, f, g)
un objeto en Proj(H). Se cumple:
i) La terna (BH , uBH := p
B
H ◦ f ◦ iL,mBH = µBH ◦ iBH⊗BH ) es un álgebra
en HHYD.
ii) La terna (BH , eBH := pL◦g◦iBH ,∆BH := pBH⊗BH ◦δBH ) es una coálgebra
H
HYD.
Teorema 5.4.19. Sea H un AHD en C con antípodo inversible y (B, f, g) un
objeto en Proj(H). Entonces, si uBH , mBH , eBH , ∆BH , son los morfismos
definidos en la Proposición 5.4.18, tomando
λBH := p
B
H ◦ ((f ◦ g) ∧ λB) ◦ iBH ,
se cumple que (BH , uBH ,mBH , eBH ,∆BH , λBH ) es un álgebra de Hopf en la
categoría HHYD.
Teorema 5.4.20. Sea H un AHD en C con antípodo inversible y (B, f, g) un
objeto en Proj(H). Entonces B es isomorfo como AHD al biproducto smash
débil BH ×H introducido en el párrafo 5.4.15.
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Como consecuencia directa del teorema anterior, en esas condiciones los
triples (B, f, g) y (BH×H, pBH⊗H◦(ηBH⊗H), (εBH⊗H)◦iBH⊗H) son isomorfos
como objetos en Proj(H).
Argumentos similares a los empleados en la Proposición 3.3 de [4] permiten
demostrar lo siguiente
Proposición 5.4.21. Sea H un AHD en C con antípodo inversible y D =
(D,uD,mD, eD,∆D, λD)un álgebra de Hopf en HHYD. Considérese el AHTD
D = (D, ηD, µD, εD, δD, λD) en C obtenida en el Teorema 5.4.14 y D × H el
AHD en C definida en el párrafo 5.4.15. Se cumple:
(i) El triple (D × H, f̃ := pD⊗H ◦ (ηD ⊗ H), g̃ := (εD ⊗ H) ◦ iD⊗H) es un
objeto en Proj(H).
(ii) Existe un isomorfismo ω : D → (D ×H)H de AHTD en C.
En la Proposición 5.4.21, el primer apartado muestra que partiendo de un
álgebra de Hopf en HHYD es posible construir un objeto en Proj(H). El segundo
apartado es además una herramienta técnica de gran utilidad pues tomando
ω−1 para definir una de las transformaciones naturales necesarias se establece
el resultado con el que acabamos la sección:
Teorema 5.4.22. Sea H un AHD en C con antípodo inversible. Existe una
equivalencia de categorías entre Proj(H) y HA(HHYD).
Prueba:
Se introducen en primer lugar los funtores que intervienen en la equivalencia.
Dado (B, f, g) un objeto en Proj(H), en virtud del Teorema 5.4.19
(BH , uBH ,mBH , eBH ,∆BH , λBH )
es un objeto en HA(HHYD). Es entonces posible definir el funtor
F : Proj(H) → HA(HHYD)
como en el Corolario 5.1.16.
En el otro sentido, en virtud de la Proposición 5.4.21, se define el funtor
G : HA(HHYD) → Proj(H)
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actuando sobre un objeto D como
G(D) = (D ×H, f̃ = pD⊗H ◦ (ηD ×H), g̃ = (εD ×H) ◦ iD⊗H)
y sobre un morfismo r : D → D′ como
G(r) = r ×H.
Siguiendo la misma estrategia y usando las mismas técnicas que en el Teorema
3.4 de [4] se demuestra que F y G son en efecto dos funtores que establecen
una equivalencia de categorías. 2
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Esta memoria ten dous obxectivos principais.
O primeiro é desenvolver unha teoría de módulos Yetter-Drinfeld sobre
unha álxebra de Hopf trenzada feble D nunha categoría monoidal estricta C
onde todo idempotente racha. Esta teoría xeral establécese de xeito que se
recuperan como casos particulares os resultados obtidos para álxebras de Hopf
en [79] e álxebras de Hopf febles (ver [22], [74], [34]) en categorías simétricas,
e dando tamén varios exemplos destas estruturas de módulo Yetter-Drinfeld
que non son abranguidas polas teorías anteriores.
O outro obxectivo é estudar o concepto de proxección sobre unha álxebra
de Hopf trenzada feble e obter a versión categórica do teorema de proxección
de Radford para álxebras de Hopf febles en categorías trenzadas, extendendo
os resultados dados en [79], [69] e [4] no contexto simétrico.
Parte dos resultados atópanse en [9], [10] e [12].
Máis polo miúdo, o contido da memoria organízase en cinco capítulos que
se resumen de seguido.
Capítulo 1: Preliminares
Neste capítulo establécese o contexto xeral no que se traballa ao longo da
memoria e fíxase a notación básica a empregar.
Na primeira sección repásase a teoría de categorías monoidais. A segunda
adícase a conceptos relacionados coas álxebras de Hopf trenzadas febles, dando
as súas definicións e propiedades básicas. Lémbranse as nocións de álxebra de
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Hopf e álxebra de Hopf feble en distintos contextos segundo as propiedades da
categoría sobre a que se defina a estrutura, e explícase por que constitúen casos
particulares de álxebras de Hopf trenzadas febles. Dánse tamén exemplos non
triviais de álxebras de Hopf trenzadas febles, isto é, obxectos con esta estrutura
que non son álxebras de Hopf nin álxebras de Hopf febles (Exemplos 1.2.10). No
referente ás propiedades das álxebras de Hopf trenzadas febles, os resultados
incluídos son xa coñecidos, a excepción do Teorema 1.2.15, onde se proba que
a álxebra oposta e a álxebra cooposta dunha álxebra de Hopf trenzada feble
con antípodo inversible, son tamén álxebras de Hopf trenzadas febles.
Capítulo 2: Operadores febles
O obxectivo fundamental deste capítulo consiste en poñer as bases para
introducirmos a noción de módulo Yetter-Drinfeld sobre unha álxebra de Hopf
trenzada feble nunha categoría monoidal estricta onde todo morfismo idempo-
tente racha.
Para facermos iso, na primeira sección do capítulo introducimos a noción
de operador feble, estudamos as súas propiedades básicas e a súa interacción
cos morfismos idempotentes. En concreto, se D é unha biálxebra trenzada feble
e M un obxecto calquera, defínese un (M,D)-operador feble coma unha colec-
ción de catro morfismos (rM , r′M , sM , s
′
M ) que satisfai unha serie de axiomas
(Definición 2.1.1). Exemplos particulares de operadores febles obtéñense a par-
tires dun operador Yang-Baxter feble cando M = D, e a partires dunha trenza
global no caso de categorías trenzadas (Observación 2.1.11).
Na segunda sección estúdanse os operadores febles cando o obxecto M ten
ademais unha estrutura de módulo ou de comódulo. Neste senso, a noción de
(M,D)-operador feble compatible permite xerar para M , tanto sobre D coma
sobre as súas álxebras oposta e cooposta, novas estruturas de módulo e de
comódulo (Proposicións 2.2.8 - 2.2.15).
Capítulo 3: Monoidalidade da categoría de módulos Yetter-
Drinfeld
Neste capítulo, para unha álxebra de Hopf trenzada feble D nunha cate-
goría monoidal estricta onde todo idempotente racha, introducirase a noción
250
de módulo Yetter-Drinfeld e demostrarase que estes obxectos dan lugar a cat-
egorías monoidais.
Na primeira sección dáse a definición de módulo Yetter-Drinfeld esquerda-
esquerda sobreD mediante condicións que involucran un (M,D)-operador feble
compatible (Definición 3.1.1) e defínense tamén os morfismos entre tales ob-
xectos, establecéndose a categoría DDYD (Definición 3.1.5). A continuación es-
túdase a invarianza das (co)estruturas de (co)módulo ao compor cos morfismos
idempotentes asociados ao operador feble (Proposición 3.1.10), para o que se
emprega unha caracterización alternativa de módulo Yetter-Drinfeld (Proposi-
ción 3.1.6).
Na segunda sección establécese a estrutura monoidal de DDYD. Dados M e
N dous obxectos en DDYD tómase como produto tensor a imaxe dun idempo-
tente ∇M⊗N :M⊗N →M⊗N. Cando o antípodo λD é inversible, o devandito
produto tensor, denotado como M ×N , pódese dotar dunha (co)estrutura de
(co)módulo (Proposición 3.2.10) e dun (M × N,D)-operador feble compati-
ble (Proposición 3.2.11). Con esas estruturas M × N é un obxecto en DDYD
(Proposición 3.2.12).
Posteriormente demostrarase que a categoría DDYD admite obxecto base
e por medio dos morfismos asociados á escición do morfismo idempotente
∇M⊗N constrúense os isomorfismos naturais de asociatividade (Lema 3.2.15) e
unidade (Lemas 3.2.17, 3.2.18), e finalmente demóstrase que a categoría DDYD
é monoidal non estricta (Teorema 3.2.19).
Na terceira sección danse exemplos de módulos Yetter-Drinfeld traballando
coa acción adxunta e a coacción adxunta asociada a D. Agora ben, é de interese
destacar que cando H é unha álxebra de Hopf nunha categoría trenzada estric-
ta, o triple (H,φH , δH) con φH a acción adxunta é un módulo Yetter-Drinfeld,
ao igual có triple (H,µD, ϱH) con ϱH a coacción adxunta, mais no contexto
feble estes resultados non son certos en xeral. Máis concretamente, cando parti-
mos dunha álxebra de Hopf trenzada feble D, os morfismos ωaD = φD◦(ηD⊗D)
e ωcD = (εD ⊗D) ◦ ϱD son idempotentes en C (Proposición 3.3.1), e sobre as
súas imaxes Ωa(D) e Ωc(D) respectivamente, definimos, a partir dos morfismos
de escisión, estruturas de módulo Yetter-Drinfeld esquerda-esquerda sobre D
(Proposición 3.3.11).
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Capítulo 4: Equivalencias entre distintas categorías de módulos
Yetter-Drinfeld
Neste capítulo acádase outra parte do primeiro obxectivo da memoria, estu-
dando no contexto monoidal as distintas categorías Yetter-Drinfeld que xorden
de xeito natural en función dos lados polos que se consideren as (co)estruturas
de (co)módulo ou as deformacións realizadas sobre a base D, de modo que se
recuperan os resultados de [81] ao particularizar ao caso de álxebras de Hopf en
categorías simétricas. Comézase definindo as distintas categorías YDDD, DYDD
e DYDD e estudando as súas propiedades principais, para concluír probando
que todas elas, así coma as correspondentes tomando como base Dop, Dcoop,
Dop
coop ou Dcoopop , son equivalentes a DDYD (Teorema 4.2.1). O método de
demostración consiste en probar primeiro que para calesquera das categorías
consideradas, as estruturas de (co)módulo permanecen invariantes ao compor
cos morfismos idempotentes asociados ao operador feble, polo que se poden
aplicar as Proposicións 2.2.8 - 2.2.10 que establecen en particular que todas
as transformacións realizadas nas (co)estruturas de (co)módulo ao longo da
proba dan lugar a novas (co)estruturas para as que existe un operador feble
compatible e este pódese determinar explicitamente.
Capítulo 5: Proxeccións sobre unha AHTF
O obxectivo fundamental deste derradeiro capítulo é o estudo das proxec-
cións sobre unha álxebra de Hopf trenzada feble. Ademais explicarase a relación
entre os conceptos de operador feble e enguedellamento feble e daranse exem-
plos de módulos Yetter-Drinfeld e de álxebras de Hopf trenzadas febles que
non abranguen as definicións clásicas.
Na primeira sección defínese a categoría Proj(D) das proxeccións sobre
unha álxebra de Hopf trenzada feble D coma aquela cuxa clase de obxectos é
a formada polos triples (B, f, g) formados por unha álxebra de Hopf trenzada
feble B e máis dous morfismos de álxebras de Hopf trenzadas febles f : D → B
e g : B → D que cumpren certas relacións de compatibilidade con respecto
ao operador Yang-Baxter feble asociado a B e ademais g ◦ f = idD. Cada
obxecto en Proj(D) define un morfismo idempotente qBD : B → B (Proposición
5.1.5) cuxa imaxe BD pode dotarse dunha (co)estrutura de D-(co)módulo pola
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esquerda de xeito que o triple (BD, φBD , ϱBD) é un obxecto en
D
DYD (5.1.14).
A segunda sección comeza lembrando os conceptos de estrutura enguedella-
da feble e a estrutura enguedellada feble inversible (Definicións 5.2.1 e 5.2.3)
e logo aplícanse os resultados acadados na primeira sección para describir a
relación entre os conceptos de operador Yang-Baxter feble e a estrutura engue-
dellada feble inversible en termos de operadores febles (Proposición 5.2.4).
Na terceira sección demóstrase que cando a álxebra de Hopf trenzada feble
D ten antípodo inversible e (B, f, g) é un obxecto de Proj(D), daquela BD é
unha biálxebra para a que podemos construír un antípodo λBD (Proposición
5.1.7) de tal xeito que BD é unha álxebra de Hopf trenzada feble (Teorema
5.3.2).
Na cuarta sección aplícanse os resultados anteriores para dar unha ver-
sión categórica do teorema de proxección de Radford cando H é unha álxebra
de Hopf feble nunha categoría monoidal trenzada estricta. En primeiro lugar,
particularizando as construcións do Capítulo 3, demóstrase que, ao igual ca no
caso simétrico, a categoría HHYD é trenzada. O resto da sección adícase a cons-
truír unha equivalencia categórica entre Proj(H) e a categoría das álxebras
de Hopf en HHYD (Teorema 5.4.22).
