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Abstract. The structure, linear stability, and dynamics of localized solutions to singularly per-
turbed reaction-diffusion equations has been the focus of numerous rigorous, asymptotic, and nu-
merical studies in the last few decades. However, with a few exceptions, these studies have often
assumed homogeneous boundary conditions. Motivated by the recent focus on the analysis of bulk-
surface coupled problems we consider the effect of inhomogeneous Neumann boundary conditions
for the activator in the singularly perturbed one-dimensional Gierer-Meinhardt reaction-diffusion
system. We show that these boundary conditions necessitate the formation of spikes that concen-
trate in a boundary layer near the domain boundaries. Using the method of matched asymptotic
expansions we construct boundary layer spikes and derive a new class of shifted Nonlocal Eigenvalue
Problems for which we rigorously prove partial stability results. Moreover by using a combination
of asymptotic, rigorous, and numerical methods we investigate the structure and linear stability of
selected one- and two-spike patterns. In particular we find that inhomogeneous Neumann boundary
conditions increase both the range of parameter values over which asymmetric two-spike patterns
exist and are stable.
1. Introduction
Originally proposed by Gierer and Meinhardt in 1972, the Gierer-Meinhardt (GM) model illus-
trates the pattern forming potential of two mechanisms: local self-activation and lateral inhibition
[4]. In the original GM model two diffusing chemical species, an activator and inhibitor, inter-
act through prescribed reaction-kinetics. Specifically, letting u and v denote the concentrations
of the activator and inhibitor respectively, the GM model takes the form of the two-component
reaction-diffusion-system
ut = Du∆u− u+ upv−q, vt = Dv∆v − v + urv−s, x ∈ Ω, (1.1a)
where it is assumed that the exponents (p, q,m, s) satisfy
p > 1, q > 0, r > 0, s ≥ 0, and p− 1− (s+ 1)−1qr < 0, (1.1b)
and homogeneous Neumann boundary conditions are typically imposed. As is evident from the
choice of reaction kinetics, the GM model describes a process of self activation, or auto-catalysis, by
the activator and lateral inhibition by the inhibitor. In addition, the spatially homogeneous steady
state (u, v) = (1, 1) undergoes a spontaneous symmetry breaking bifurcation into a patterned state
through a Turing instability when Du/Dv is sufficiently small. While one of the early applications
of the GM model was specifically to head generation and regeneration in Hydra [4], self-activation
and lateral inhibition is considered to be an important pattern formation mechanism in general
biological systems and this has been supported by the identification of several molecular candidates
for the activator and inhibitor in activator-inhibitor systems [12].
In the singularly perturbed limit of an asymptotically small diffusivity ratio Du/Dv = O(ε) 
1 a classical Turing stability analysis of (1.1a) reveals an asymptotically large band of unstable
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spatial modes. In this singularly perturbed limit the GM system, as well as numerous other two-
component reaction-diffusion systems, are known to exhibits multi-spike patterns in which the
activator concentrates at a discrete collection of asymptotically small regions. The rich structural
and stability properties of these multi-spike patterns have been the focus of extensive asymptotic,
rigorous, and numerical studies over the past two decades [18, 6, 3, 20, 16]. While boundary
conditions have been identified as playing an important role in pattern formation [10, 2], relatively
few studies have investigated the role of boundary conditions on the structure and stability of multi-
spike solutions to singularly perturbed reaction diffusion systems. Instead most such studies have
assumed either homogeneous Neumann or homogeneous Dirichlet boundary conditions. Notable
exceptions include the investigation of homogeneous Robin boundary conditions for the activator in
the GM model [1, 11] and inhomogeneous Robin boundary conditions for the inhibitor in the two-
dimensional Brusselator model [15]. These two studies and their illustration of the effect of boundary
conditions on the structure and stability of multi-spike patterns serve as the primary motivation
for the present paper in which we consider inhomogeneous Neumann boundary conditions for the
activator in the one-dimensional singularly perturbed GM model. Additionally, this paper aims to
address some of the technical issues that arise in bulk-surface coupled reaction diffusion systems for
which inhomogeneous boundary conditions naturally arise [8, 14, 9, 5].
To simplify the presentation in this paper we consider the singularly perturbed one-dimensional
GM model with exponents (p, q, r, s) = (2, 1, 2, 0) though we remark that different exponents result
only in quantitative rather than qualitative differences. After possibly rescaling the spatial variable
in (1.1a) we assume that the domain is the unit interval Ω = (0, 1) and that Du = ε
2 while
Dv = O(1) where ε  1 is an asymptotically small parameter. The activator in an equilibrium
solution will then concentrate in intervals of O(ε) length and by integrating the inhibitor equation
in (1.1a) it is easy to see that if v = O(1) then we must have u = O(ε−1/2) in each interval on
which it is concentrated. This motivates our choice of rescaling u = ε−1u˜ and v = ε−1v˜ which when
substituted into (1.1a) and dropping the tildes gives
ut = ε
2uxx − u+ u2v−1, 0 < x < 1, (1.2a)
τvt = Dvxx − v + ε−1u2, 0 < x < 1, (1.2b)
and for which we observe both u and v will be O(1) in each interval where u is concentrated.
In addition we impose inhomogeneous and homogeneous Neumann boundary conditions for the
activator and inhibitor respectively which are given by
− εux(0) = A, εux(1) = B, vx(0) = 0, vx(1) = 0, (1.2c)
where we assume that A,B ≥ 0 and for which we note that the scaling for the activator boundary
conditions arises naturally from the scaling argument.
In contrast to systems with homogeneous Neumann boundary conditions, we note that (1.2) does
not have a spatially homogeneous steady state when A > 0 and/or B > 0 and therefore traditional
Turing stability analysis methods no longer apply. In particular the inhomogeneous Neumann
boundary conditions for the activator in (1.2c) necessitate that the activator forms a boundary
layer near each boundary when A > 0 and/or B = 0. As we demonstrate in §2 the appropriate
boundary layer solution takes the form of a shifted spike (see Figure 1a) that is analogous to the near-
boundary spike solution of [1, 11] though it has different stability properties which we investigate
in §4. Furthermore, by considering examples of one- and two-spike patterns in §5 we investigate the
role of non-zero boundary fluxes on the structure of symmetric and asymmetric patterns, as well as
their stability with respect to Hopf (example 1), competition (examples 2-4), and drift (example 4)
instabilities. In Figure 1b we plot the time-evolution of a linearly unstable equilibrium consisting of
two boundary spikes of equal height. We see that the solution undergoes a competition instability,
but rather than being subcritical as is the case when A = B = 0 [17], the non-zero boundary fluxes
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Figure 1. (A) Examples of shifted one-spike solution concentrated at x = 0 for
various values of A ≥ 0 and with ε = 0.05 and D = 5. (B) Evolution of solution
to GM problem with D = 0.6, ε = .005, τ = 0.1, and A = B = 0.08. The initial
condition is an unstable two-spike equilibrium where both spikes concentrate at the
boundaries. A competition instability predicted by our asymptotic results in Figure
5a is triggered and leads to the solution settling at an asymmetric pattern.
force the solution to settle to an asymmetric pattern. This illustrates that one of the key features of
introducing non-zero boundary fluxes is that it leads to a kind of robustness of asymmetric solutions
similar to that observed in the presence of an inhomogeneous precursor gradient [7].
The remainder of this paper is organized as follows. In §2 we use the method of matched asymp-
totic expansions to construct multi-spike equilibrium solutions. The key idea of the construction is
to leverage the localized of the spike solution to reduce their construction to a problem of finding the
spike heights and their locations. In §3 we derive a nonlocal eigenvalue problem which determines
the linear stability of the multi-spike solutions on an O(1) time scale. Then, in §4 we rigorously
prove partial stability results for an equilibrium consisting of a single boundary spike. This is done
by analyzing a class of shifted nonlocal eigenvalue problems analogous to those studied in [11]. In
§5 we consider four examples for which we construct one- and two-spike equilibrium patterns and
study their linear stability and dynamics. Finally in §6 we conclude with a summary of our results
and highlight several open problems and suggestions for future research.
2. Quasi-Equilibrium Multi-Spike Solutions and their Slow Dynamics
In this section we use the method of matched asymptotic expansions to derive an algebraic system
and an ordinary differential equation that determine the profile and slow dynamics of a multi-spike
quasi-equilibrium solution to (1.2). The derivation uses techniques that are now common in the
study of localized patterns in one dimension. Our presentation will therefore be brief, highlighting
only the novel aspects introduced by the inhomogeneous Neumann boundary conditions for the
activator. We begin by supposing that there are two spikes concentrated at the boundaries xL = 0
and xR = 1 as well as N spikes concentrated in the interior at 0 < x1 < ... < xN < 1. In addition
we assume that the spikes are well separated in the sense that |xi − xj | = O(1) as ε → 0+ for all
i 6= j ∈ {L, 1, ..., N,R}. This last assumption is key for effectively applying the method of matched
asymptotic expansions.
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We first construct an asymptotic approximation for the solution near x = 0 by letting x = εy
where y = O(1) and expanding
u ∼ uL,0(y) +O(ε), v ∼ vL,0(y) + εvL,1(y) +O(ε2). (2.1)
It is easy to see that vL = ξL where ξL is is an undetermined constant, and uL,0(y) = ξLwc(y + yL)
where wc(y) is the unique homoclinic solution to
w′′c − wc + w2c = 0, 0 < y <∞, w′c(0) = 0, wc(y)→ 0 as y →∞, (2.2a)
given explicitly by
wc(y) =
3
2
sech2
y
2
. (2.2b)
Moreover, the undetermined shift parameter yL is chosen to satisfy the inhomogeneous Neumann
boundary condition
w′c(yL) = −A/ξL. (2.3)
The unknown constants ξL and yL are found by matching with the outer solution. To determine the
appropriate Neumann boundary conditions for the outer problem we must first calculate v′L,1(y) as
y →∞. This is done by integrating the O(ε) equation
Dv′′L,1 = −ξ2Lwc(y + yL)2, 0 < y <∞; v′L,1(0) = 0. (2.4)
over 0 < y <∞ to obtain the limit
lim
y→+∞ v
′
L,1(y) = −
ξ2L
D
η(yL), (2.5)
where
η(y0) ≡
∫ ∞
0
wc(y + y0)
2dy =
6e−2y0(3 + e−y0)
(1 + e−y0)3
(2.6)
Note that η(0) = 3 and η → 0+ monotonically as z → ∞. In a similar way we obtain the inner
solution near x = 1 by letting x = 1− εy and finding that
u ∼ ξRwc(y + yR) +O(ε), v ∼ ξR + εvR,1(y) +O(ε2),
where yR is determined by solving
w′c(yR) = −B/ξR, (2.7)
and for which we calculate the limit
lim
y→+∞ v
′
R,1(y) = −
ξ2R
D
η(yR). (2.8)
We now consider the inner solution at each interior spike location. By balancing dominant terms
in a higher order asymptotic expansion, it can be shown that the interior spike locations var on an
O(ε−2) timescale. Therefore we let xi = xi(ε2t) for each i = 1, ..., N and with x = xi(ε2t) + y we
calculate the inner asymptotic expansions
u ∼ ξiwc(y) +O(ε), v ∼ ξi + εvi1(y) +O(ε2), i = 1, ..., N. (2.9)
Furthermore, we must impose a solvability condition on the vi1 problem which gives
1
ε2
dxi
dt
= − 1
ξi
(
lim
y→+∞ v
′
i1(y) + limy→−∞ v
′
i1(y)
)
. (2.10)
To determine the 2(N + 2) undetermined constants ξi and yi where i ∈ {L, 1, ..., N,R} we must
now calculate the outer solution, defined for |x − xi| = O(1) for each boundary and interior spike
location, and match it with each of the inner solutions. Since wc decays to zero exponentially as
5y → ±∞ we determine that the activator is asymptotically small in the outer region. On the other
hand (2.5) and (2.8) imply the boundary conditions
vx(0) ∼ −ξ
2
L
D
η(yL), vx(1) ∼ ξ
2
R
D
η(yR),
while the exponential decay of wc implies that the following limits hold (in the sense of distributions)
ε−1u2 −→ 6
N∑
j=1
ξ2j δ(x− xj), (ε→ 0+),
Thus, to leading order in ε 1, the outer problem for the inhibitor is given by
Dvxx − v = −6
N∑
j=1
ξ2j δ(x− xj), 0 < x < 1, (2.11)
Dvx(0) = −ξ20η(yL), Dvx(1) = ξ2N+1η(yR). (2.12)
This boundary value problem can be solved explicitly by lettingGω be the Green’s function satisfying
Gω,xx − ω2Gω = −δ(x− ξ), 0 < x < 1; Gω,x(0, ξ) = 0, Gω,x(1, ξ) = 0, ω > 0 (2.13a)
and given explicitly by
Gω(x, ξ) =
1
ω sinhω
{
coshωx coshω(1− ξ), 0 < x < ξ,
coshω(1− x) coshωξ, ξ < x < 1. (2.13b)
Formally substituting ξ = 0 or ξ = 1 into the above expression gives
Gω(x, 0) =
coshω(1− x)
ω sinhω
, Gω(x, 1) =
coshωx
ω sinhω
, (2.13c)
which is readily seen to satisfy
Gω,xx − ω2Gω = 0, 0 < x < 1,
with boundary conditions
Gω,x(0, 0) = −1, Gω,x(1, 0) = 0, Gω,x(0, 1) = 0, Gω,x(1, 1) = 1.
Letting ω0 ≡ D−1/2 we obtain the following leading order asymptotic expansion for the quasi-
equilibrium solution to (1.2)
ue(x) ∼ ξLwc
(
x
ε + yL
)
+ ξRwc
(
1−x
ε + yR
)
+
N∑
j=1
ξjwc
(x−xj
ε
)
, (2.14a)
ve(x) ∼ ω20
(
ξ2Lη(yL)Gω0(x, 0) + ξ
2
Rη(yR)Gω0(x, 1) + 6
N∑
j=1
ξ2jGω0(x, xj)
)
. (2.14b)
Furthermore, by imposing the consistency condition ve(xi) = ξi for each i ∈ {L, 1, ..., N,R} we
obtain the system of N + 2 nonlinear equations
B ≡ ξ − ω20Gω0N ξ2 = 0, (2.15a)
where Gω0 and N are the (N + 2)× (N + 2) matrices given by
(Gω0)ij = Gω0(xi, xj) i, j = L,R, 1, ..., N, N ≡ diag(η(yL), η(yR), 6, ..., 6), (2.15b)
and
ξ ≡ (ξL, ξR, ξ1, ..., ξN )T , ξ2 = (ξ2L, ξ2R, ξ21 , ..., ξ2N )T . (2.15c)
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Thus, for given spike configuration 0 < x1 < ... < xN < 1, the system (2.15a) together with (2.3)
and (2.7) can be solved for the unknown spike heights ξL, ξ1, ..., ξN , ξR and boundary shifts yL and
yR. Summarizing, we have the following proposition.
Proposition 2.1. In the limit ε → 0+ and for t  O(ε−2) an N + 2 spike quasi-equilibrium
solution to (1.2) consisting of two boundary spikes and N well separated interior spikes concentrated
at specified locations 0 < x1 < ... < xN < 1 is given asymptotically by (2.14) where Gω0(x, ξ) is
given explicitly by (2.13b) and ω0 = D
−1/2. The boundary shifts, yL and yR, and spike heights,
ξL, ξ1, ..., ξN , ξR, are found by solving the system of N + 4 equations (2.3), (2.7), and (2.15a).
The asymptotic solution constructed in the above proposition will not generally be an equilibrium
of (1.2) due to the slow, O(ε−2), drift motion of the interior spikes described by (2.10). However,
this solution can be made into an equilibrium by choosing the interior spike locations x1, ..., xN
appropriately.
Proposition 2.2. The interior spike locations of a multi-spike pattern consisting of two boundary
spikes and N interior spikes vary on an O(ε−2) time scale according to the differential equation
1
ε2
dxi
dt
=− 6ξi
D
〈
∂xGω0(x, xi)
〉
x=xi
− 12
ξiD
∑
j 6=i
ξ2jGx(ξi, ξj)
− 2
ξiD
[
ξ2Lη(yR)Gx(xi, 0) + ξ
2
Rη(yR)Gx(xi, 1)
]
, (i = 1, ..., N),
(2.16)
where 〈
f(x)
〉
x0
= lim
x→x+0
f(x) + lim
x→x−0
f(x), (2.17)
which is to be solved together with (2.15a), (2.3), and (2.7) for the spike heights ξL, ξ1, ..., ξN , ξR and
shifts yL and yR. In particular, if the configuration x1, ..., xN is stationary with respect to the ODE
(2.16), then to leading order the quasi-equilibrium solution of Proposition 2.1 is an equilibrium for
all t ≥ 0.
2.1. Equilibrium Multi-Spike Solutions by the Gluing Method. We now use an alternative
method for constructing asymmetric multi-spike equilibrium solutions to (1.2). This method extends
that of Ward and Wei [17] to account for inhomogeneous Neumann boundary conditions. The key
idea is to construct a single boundary spike solution in an interval of variable length and use this
solution to glue together a multi-spike solution. In particular, we begin considering the problem
ε2uxx − u+ v−1u2 = 0, Dvxx − v + ε−1u2 = 0, 0 < x < l, (2.18a)
εux(0) = −A, εux(l) = 0, Dvx(0) = 0, Dvx(l) = 0, (2.18b)
where l > 0 is fixed and for which we will use the method of matched asymptotic expansions to
construct a single spike solution concentrated at x = 0. Proceeding as in §2 we readily find that
the equilibrium solution in the outer region (i.e. for x = O(1)) is given by
u(x; l, A) ∼ ξ0wc
(
ε−1x+ y0
)
, v(x; l, A) ∼ ξ0 coshω0(l − x)
coshω0l
, (2.19)
where ω0 ≡ D−1/2 while the shift parameter y0 and spike height ξ0 satisfy
w′c(y0) = −
A
ξ0
, (2.20)
and for which, using (2.2b) and (2.6), we explicitly calculate
ξ0 =
tanhω0l
ω0η(y0)
, y0 = log
(
1 + 3q +
√
9q2 + 10q + 1
2
)
, q ≡ ω0A
tanhω0l
, (2.21)
7for which we remark that y0 ∼ 4q as q → 0 and therefore ξ0 ∼ (3ω0)−1 tanhω0l as A→ 0+. Finally,
we note that y0 is monotone increasing in A and monotone decreasing in D and l when A > 0 is
fixed.
A multi-spike pattern is constructed by first partitioning the unit interval 0 < x < 1 into N + 2
subintervals defined by
xL = 0, xi = lL + 2
i∑
j=1
lj + li (i = 1, ..., N), xR = 1,
IL = [0, lL), Ii = [xi − li, xi + li) (i = 1, ..., N), IR = [1− lR, 1],
where lL, l1, ..., lN , lR are chosen to satisfy the N + 2 constraints
lL + 2l1 + · · · 2lN + lR = 1. (2.22a)
v(lL; lL, A) = v(l1; l1, 0) = · · · = v(lN ; lN , 0) = v(lR; lR, B), . (2.22b)
The first constraint guarantees that the intervals are mutually disjoint, while the second set of N+1
constraints guarantees the continuity of the multi-spike equilibrium solution
ue(x) =

u(x; lL, A), x ∈ IL
u(|x− xi|; li, 0), x ∈ Ii
u(1− x, lR, B), x ∈ IR
, ve(x) =

v(x; lL, A), x ∈ IL
v(|x− xi|; li, 0), x ∈ Ii
v(1− x, lR, B), x ∈ IR
. (2.22c)
We remark that the local symmetry of each interior spike implies that the interior spikes are sta-
tionary with respect to the slow dynamics found in (2.10), and therefore the multi-spike solution
constructed above is an equilibrium of (1.2).
3. Linear Stability of Multi-Spike Pattern
In this section we derive a nonlocal eigenvalue problem (NLEP) that, to leading order in ε 1,
determines the linear stability of the quasi-equilibrium solution given in Proposition 2.1 on an O(1)
timescale. Letting ue and ve be the quasi-equilibrium solution from Proposition 2.1, we consider
the perturbations u = ue + e
λtΦ and v = ve + e
λtΨ with which (1.2) becomes
ε2Φxx − Φ + 2ue
ve
Φ− u
2
e
v2e
Ψ = λΦ, 0 < x < 1, (3.1a)
DΨxx −Ψ + 2ε−1ueΦ = τλΨ, 0 < x < 1. (3.1b)
This problem admits both large and small eigenvalues characterized by λ = O(1) and O(ε2) respec-
tively. The small eigenvalues are closely related to the linearization of the slow-dynamics (2.16) and
the resulting instabilities therefore take place over a O(ε−2) timescale [19]. In contrast, the large
eigenvalues lead to amplitude instabilities over a O(1) timescale. In this section we focus exclusively
on the large eigenvalues and limit our discussion of the small eigenvalues to the specific example
given in §5.4 in which a two-spike solution consisting of one spike on the boundary and one interior
spike is considered.
Using the method of matched asymptotic expansions as in §2 we readily find that, to leading
order in ε 1, the inhibitor perturbation Ψ satisfies
DΨxx − (1 + τλ)Ψ = −2
N∑
j=1
ξj
∫ ∞
−∞
wc(y)φj(y)dyδ(x− xj), 0 < x < 1, (3.2a)
DΨx(0) = −2ξL
∫ ∞
0
wc(y + yL)φL(y)dy, DΨx(1) = 2ξR
∫ ∞
0
wc(y + yR)φR(y)dy, (3.2b)
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where φL and φR are the leading order inner expansions of the activator perturbation Φ at the
boundaries satisfying
Lyiφi − wc(y + yi)2Ψ(xi) = λφi, 0 < y <∞, φ′i(0) = 0, φi → 0 as y →∞, (3.3a)
for i = L,R respectively, while φ1, ..., φN are the leading order inner expansions of Φ at each of the
interior spike locations x1, .., xN satisfying
L0φi − wc(y)2Ψ(xi) = λφi, −∞ < y <∞, φ→ 0 as y → ±∞, (3.3b)
for each i = 1, ..., N respectively. The linear differential operator Ly0 parametrized by y0 ≥ 0
appearing in each equation is explicitly given by
Ly0φ ≡ φ′′ − φ+ 2wc(y + y0)φ. (3.4)
Note that by decomposing each φi = φ
even
i + φ
odd
i (i = 1, ..., N) where φ
even
i and φ
odd
i are even
and odd about y = 0 respectively, we find that either φoddi = 0 or else λ ≤ 0. In particular, the
odd components of each φi (i = 1, ..., N) do not contribute to any instabilities and without loss
of generality we may therefore assume that each φi is even about y = 0. Hence it suffices to pose
(3.3b) on the half line with the same homogeneous Neumann boundary conditions used in (3.3a).
Letting ωλ ≡
√
(1 + τλ)/D and recalling the definition of Gω in (2.13) we readily find that the
solution to (3.2) is explicitly given by
Ψ(x) = 2ω20
N∑
j=L,R,1
ξˆjGωλ(x, xj)
∫ ∞
0
wc(y + yj)φj(y)dy.
where we let
y1 = ... = yN = 0, ξˆi ≡
{
ξi, i = L,R,
2ξi, i = 1, ..., N,
. (3.5)
Evaluating Ψ(x) at each x = xi and substituting into (3.3) yields the system of NLEPs
Lyiφi − 2ω20wc(y + yi)2
N∑
j=L,R,1
ξˆjGωλ(xi, xj)
∫ ∞
0
wc(y + yj)φj(y) dy = λφi, y > 0 (3.6a)
φ′i(0) = 0, φi → 0 as y → +∞. (3.6b)
for each i = L,R, 1, ..., N where Lyi is defined by (3.4).
The NLEP system (3.6a) has two key features that distinguish it from analogous NLEPs in
singularly perturbed reaction diffusion systems [6, 17, 18, 19] and are explored in the rigorous
stability results of §4 as well as in the specific examples of §5. First, it considers both boundary-
bound and interior-bound spikes. As explored in Examples 2 to 4 this has immediate consequences
for both the existence and stability of asymmetric patterns even in the zero-flux case where A =
B = 0. The second distinguishing feature of (3.6a) is the introduction of the shift parameters
yL ≥ 0 and yR ≥ 0. We remark that an analogous negative shift parameter has been examined in
the context of near-boundary spike solutions for homogeneous Robin boundary conditions [1, 11].
However, as highlighted in the stability results of §4, the positive shift parameter plays a key role in
the stability properties of boundary-bound spikes. An important critical value of the shift parameter
is the unique value y0c > 0 such that w
′′
c (y0c) = 0 and which is explicitly given by
y0c = log(2 +
√
3). (3.7)
In particular, it can be shown that if y0 ≶ y0c then Ly0 has an unstable and stable spectrum
respectively (see Lemma 4.1 below). Moreover the operator Ly0c has a one-dimensional kernel
spanned by w′c(y + y0c).
93.1. Reduction of NLEP to an Algebraic System. It is particularly useful to rewrite (3.6a) as
an algebraic system as follows. Assuming that λ is not an eigenvalue of Lyi for all i = L,R, 1, ..., N
we let
φi = ci(Lyi − λ)−1wc(y + yi)2, i ∈ {L,R, 1, ..., N}, (3.8)
where the coefficients cL, cR, c1, ..., cN are undetermined. Note that in (3.8) the homogeneous Neu-
mann boundary condition φ′i(0) = 0 is assumed. In addition, note that if λ = 0 then (3.8) is only
valid if yL, yR 6= y0c.
Substituting into (3.6a) then yields the linear homogeneous system for c ≡ (cL, cR, c1, ..., cN )T
GωλDλc = (2ω
2
0)
−1c, (3.9)
where Gωλ is the (N + 2)× (N + 2) matrix with entries
(Gωλ)ij = Gωλ(xi, xj), (i, j = L,R, 1, ..., N), (3.10)
while Dλ is the diagonal (N + 2)× (N + 2) matrix given by
(Dλ)ij =
1
ω0

η(yi)ξiFyL(λ), i = j = L,R,
6ξiF0(λ), i = j = 1, ..., N,
0, i 6= j,
(3.11)
where
Fy0(λ) ≡
∫∞
0 wc(y + y0)(Ly0 − λ)−1wc(y + y0)2dy∫∞
0 wc(y + y0)
2dy
, (3.12)
and for which (4.3) and (4.4) below imply that for all y0 6= y0c
Fy0(0) = 1 +
w′c(y0)wc(y0)2
2w′′c (y0)η(y0)
. (3.13)
Comparing (3.9) and (3.6a), it follows that λ is an eigenvalue of (3.6a) if and only if (2ω20)
−1 is an
eigenvalue of GωλDλ. In particular, when λ is not an eigenvalue of LyL , LyR , and L0 then it is an
eigenvalue of the NLEP (3.6a) if and only if it satisfies the algebraic equation
det
(
IN+2 − 2ω20GωλDλ
)
= 0, (3.14)
where IN+2 is the (N + 2)× (N + 2) identity matrix.
We conclude by noting that if either yL = y0c and/or yR = y0c then the algebraic reduction fails
when searching for a zero eigenvalue λ = 0 since Ly0c is not invertible. However, in this case we can
deduce an analogous system. In particular letting λ = 0 and assuming that yL = y0c and yR 6= y0c,
we multiply the i = L NLEP in (3.6a) by w′c(y + y0c) and integrate over 0 < y <∞ to get
ξL
∫ ∞
0
wc(y + yL)φLdy = − 1
Gω0(0, 0)
N∑
j=R,1
ξ˜jGω0(0, xj)
∫ ∞
0
wc(y + yj)φjdy. (3.15)
Proceeding as above we then deduce that the NLEP (3.6a) with λ = 0 is then equivalent to the
algebraic equation
det(IN+1 − 2ω20G˜ω0D˜) = 0, (3.16)
where G˜ω0 and D˜ are the (N + 1)× (N + 1) matrices with entries
(G˜ω0)ij = Gij −
1
Gω0(0, 0)
Gω0(xi, 0)Gω0(0, xj), (D˜)ij = Dij , i, j = R, 1, ..., N. (3.17)
The same approach can likewise be used if yL = yR = y0c.
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3.2. Zero-Eigenvalues of the NLEP and the Consistency Condition. The conditions under
which λ = 0 is an eigenvalue of the NLEP (3.6a) can be directly linked to the system (2.15a) as
highlighted in [19]. Specifically, assume that x1, ..., xN are fixed (not necessarily at an equilibrium
configuration of the slow dynamics ODE (2.16)) and let ξL, ξR, ξ1, ..., ξN together with yL and yR
solve (2.15a), (2.3), and (2.7) with the additional assumption that yL, yR 6= y0c. From the definition
of η in (2.6) and from (2.3) and (2.7) we calculate
∂η(yi)
∂ξi
=
wc(yi)
2w′c(yi)
ξiw′′c (yi)
, (3.18)
for i = L,R. Taking the Jacobian of the quasi-equilibrium system (2.15a) and recalling the definition
of Dλ given in (3.11) we deduce that
∇ξB = I− 2ω20Gω0D0. (3.19)
Together with the discussion of §3.1 we deduce that if yL, yR 6= 0 and each x1, ..., xN is independent
of ξL, ξR, ξ1, ..., ξN , then λ = 0 is an eigenvalue of the NLEP (3.6a) if and only if the Jacobian ∇ξB
is singular.
4. Rigorous Stability and Instability Results for the Shifted NLEP
In this section we rigorously prove instability and stability results for the shifted NLEP
Ly0φ− µ
∫∞
0 wφ∫∞
0 w
2
w2 = λφ, 0 < y <∞; φ′(0) = 0; φ→ 0 as y →∞, (4.1)
where µ is a real constant and for a fixed value of y0 ≥ 0 we define
Ly0φ ≡ φ′′ − φ+ 2wφ, w(y) ≡ wc(y + y0), (4.2)
and where wc is the unique solution to (2.2a). When y0 = 0 the NLEP (4.1) is stable if µ > 1 and
unstable if µ < 1 [18]. We begin by collecting a few facts about the operator Ly0 and its spectrum.
First, we calculate
L −1y0 w
2 = w − w
′(0)
w′′(0)
w′, L −1y0 w = w +
1
2
yw
′ − 3w
′(0)
2w′′(0)
w
′
(4.3)
where the additional terms are chosen so that homogeneous Neumann boundary conditions at y = 0
are satisfied and which we use to compute∫ ∞
0
wL −1y0 w
2 =
∫ ∞
0
w2 +
w′(0)w(0)2
2w′′(0)
,
∫ ∞
0
wL −1y0 w =
3
4
∫ ∞
0
w2 +
3w′(0)w(0)2
4w′′(0)
, (4.4a)∫ ∞
0
w2L −1y0 w
2 =
∫ ∞
0
w3 +
w′(0)w(0)3
3w′′(0)
,
∫ ∞
0
w3 =
6
5
∫ ∞
0
w2 +
3w(0)w′(0)
5
. (4.4b)
In the next two lemmas, we describe some key properties of the eigenvalue problem
Ly0Φ = ΛΦ, 0 < y <∞; Φ′(0) = 0; Φ→ 0, as y → +∞. (4.5)
Lemma 4.1. Let y0 ≥ 0 an let Λ0 be the principal eigenvalue of (4.5). Then Λ0 = 0 if y0 = y0c
and Λ0 ≶ 0 if y0 ≷ y0c. Furthermore, the eigenfunction corresponding to the principal eigenvalue is
of one sign.
Proof. Since Ly0 is self-adjoint, the variational characterization
− Λ0 = inf
Φ∈H2([0,∞))
∫∞
0 |Φ′|2 + |Φ|2 − 2w|Φ|2∫∞
0 |Φ|2
, (4.6)
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implies that the principal eigenfunction Φ0 is of one sign. Since Φ0(0) 6= 0 we may, without loss of
generality, assume that Φ0(0) = 1 and Φ0 > 0. Now we multiply (4.5) by w
′ and integrate by parts
to get
Λ0 =
w′′(0)∫∞
0 w
′Φ0dy
, (4.7)
where we remark that the denominator is negative since w′ ≤ 0 for all y ≥ 0. The claim follows by
noting that w′′(0) = 0 when y0 = 0 and w′′(0) ≷ 0 for y0 ≷ y0c. 
Lemma 4.2. Let Λ1 be the second eigenvalue of Ly0. Then Λ1 < 0 for all y0 ≥ 0.
Proof. First note that the second eigenfunction Φ1 must cross zero at least once since
∫∞
0 Φ0Φ1dy =
0 and Φ0 is of one sign. Next we assume toward a contradiction that Λ1 ≥ 0. We begin by showing
that Φ1 has exactly one zero in 0 < y < ∞. Assume that Φ1 has more than one zero and choose
0 < a < b < ∞ such that Φ1(a) = Φ1(b) = 0 and Φ1 > 0 in a < y < b. Then Φ′1(a) > 0 and
Φ′1(b) < 0 so we obtain the contradiction
0 ≥ Λ1
∫ b
a
w′Φ1dy =
∫ b
a
w′Ly0Φ1dy = w
′(b)Φ′1(b)− w′(a)Φ′1(a) > 0, (4.8)
where we have used Ly0w
′ = 0 and w′ < 0 for all y > 0. Thus Φ1 has a unique zero 0 < a <∞ and
we may assume that Φ1 ≶ 0 for y ≶ a. Setting b =∞ in (4.8) we get a contradiction. 
In Figure 2a we plot the principal and second eigenvalues of the operator Ly0 which we calculated
numerically (see Appendix B for details on the numerical method).
Lemma 4.1 implies that the NLEP will have different stability properties depending on whether
y0 is greater than or smaller than y0c. We will henceforth refer to 0 ≤ y0 < y0c and y0 > y0c as the
small-shift and large-shift cases respectively. When y0 = 0 it is known that for µ > 0 sufficiently
large, the NLEP (4.1) is stable. In this sense the nonlocal term appearing in (4.1) can stabilize
the spectrum of the linearized operator Ly0 . Since all the eigenvalues of Ly0 are negative in the
large-shift case we expect the spectrum of the NLEP (4.1) to remain stable for all µ ≥ 0. Restricting
our attention to real eigenvalues, we have the following stability result for the large-shift case.
Theorem 4.1. All real eigenvalues of the NLEP (4.1) are negative when y0 > y0c.
To prove this, we first prove the following lemma.
Lemma 4.3. Let y0 > y0c and suppose that φ satisfies
Ly0φ− λφ ≥ 0, 0 < y <∞; φ′(0) ≥ 0; φ→ 0, as y → +∞, (4.9)
where λ ≥ 0. Then φ < 0 for all y ≥ 0.
Proof. Assume toward a contradiction that φ > 0 in 0 ≤ a < y < b ≤ ∞. Without loss of generality
we may assume that φ(a) = 0 if a > 0 and φ(0) > 0 if a = 0. Then, for any such 0 ≤ a < b ≤ ∞
we have
φ(a) ≥ 0, φ′(a) ≥ 0, φ(b) = 0, φ′(b) ≤ 0. (4.10)
Let g(y) ≡ w′′(y)− βw′(y) where β ≡ maxy≥0 |w′′′(y)|w′′(a) is well-defined and positive. Then g > 0 for all
y ≥ 0, g′(a) ≤ 0, and moreover (Ly0 − λ)g = Ly0w′′ − λg = −(w′)2 − λg < 0. Integrating by parts
we obtain the contradiction
0 <
∫ b
a
g(Ly0−λ)φdy−
∫ b
a
φ(Ly0−λ)gdy = g(b)φ′(b)−g(a)φ′(a)−g′(b)φ(b)+g′(a)φ(a) ≤ 0. (4.11)

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Proof [Theorem 4.1. ] Suppose that λ ≥ 0 is an eigenvalue of (4.1) so that by Lemma 4.1 the
operator Ly0 − λ is invertible and from (4.1) we calculate
φ = µ
∫∞
0 wφ∫∞
0 w
2
(Ly0 − λ)−1w2.
But w2 > 0 so by Lemma 4.3 we obtain the contradiction
1 = µ
∫∞
0 w(Ly0 − λ)−1w2∫∞
0 w
2
< 0. (4.12)

From Theorem 4.1 we immediately deduce that the NLEP does not admit a zero eigenvalue for
any µ ≥ 0 when y0 > y0c. On the other hand, when 0 ≤ y0 ≤ y0c we suspect that the NLEP admits
a zero eigenvalue for an appropriate choice of µ ≥ 0. When y0 = y0c this is the case for µ = 0.
When 0 ≤ y0 < y0c we set λ = 0 in (4.1) and obtain
Ly0φ = µ
∫∞
0 wφ∫∞
0 w
2
w2. (4.13)
Using (4.3) we calculate φ = L −1y0 w
2 and substitute back into (4.13) to deduce that λ = 0 is an
eigenvalue if and only if
µ = µc(y0) ≡
∫∞
0 w
2∫∞
0 wL
−1
y0 w
2
=
∫∞
0 w
2∫∞
0 w
2 + w
′(0)w(0)2
2w′′(0)
. (4.14)
Note that µc(y0) ≶ 0 if y0 ≷ y0c. In terms of the critical value µc we have the following instability
result for the small-shift case.
Theorem 4.2. Let 0 ≤ y0 < y0c and 0 ≤ µ < µc where critical value µc is defined in (4.14). Then
the NLEP (4.1) admits a positive real eigenvalue.
Proof. Let Λ0 be the principal eigenvalue ofLy0 . First note that by Lemma 4.1 and 4.2 the principal
and second eigenvalues of Ly0 satisfy Λ1 < 0 < Λ0. Moreover the corresponding eigenfunction Φ0
is of one sign and we may assume that Φ0 > 0 and
∫∞
0 Φ
2
0 = 1. Observe that if λ0 6= Λ0 is a positive
eigenvalue of the NLEP (4.1) then
φ = µ
∫∞
0 wφ∫∞
0 w
2
(Ly0 − λ0)−1w2,
and since
∫∞
0 wφ 6= 0 the above equation is equivalent to h(λ0) = 0 where
h(λ) ≡
∫ ∞
0
w(Ly0 − λ)−1w2 −
∫∞
0 w
2
µ
. (4.15)
We now show that such a λ0 can always be found in 0 < λ0 < Λ0 for 0 ≤ µ < µc.
First we calculate h(0) =
∫∞
0 w
2(µ−1c − µ−1) < 0. Next we we let ψ be the unique solution to
(Ly0 − λ)ψ = w2, 0 < y <∞; ψ′(0) = 0.
Decomposing ψ = c0Φ0 + ψ
⊥ where
∫∞
0 Φ0ψ
⊥ = 0 we find that ψ⊥ satisfies
(Ly0 − λ)ψ⊥ = w2 − c0(Λ0 − λ)Φ0, 0 < y <∞; (ψ⊥)′(0) = 0. (4.16)
Multiplying by Φ0 and integrating by parts we obtain c0 = (Λ0 − λ)−1
∫∞
0 w
2Φ0 and therefore
h(λ) =
∫∞
0 w
2Φ0
∫∞
0 wΦ0
Λ0 − λ +
∫ ∞
0
wψ⊥ −
∫∞
0 w
2
µ
. (4.17)
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On the other hand, if we multiply (4.16) by ψ⊥ and integrate then we obtain
−
∫ ∞
0
|ψ⊥|2
(
λ+
− ∫∞0 ψ⊥Ly0ψ⊥∫∞
0 |ψ⊥|2
)
=
∫ ∞
0
w2ψ⊥. (4.18)
By Lemma 4.2 and the variational characterization of the second eigenvalue of Ly0 we obtain
0 < −Λ1 = inf
Φ∈H2([0,∞))∫∞
0 ΦΦ0=0
∫∞
0 |Φ′|2 + |Φ|2 − 2w|Φ|2
|Φ|2 ≤
− ∫∞0 ψ⊥Ly0ψ⊥∫∞
0 |ψ⊥|2
.
Substituting into (4.18) we calculate ||ψ⊥||2L2([0,∞)) ≤ λ−1||w2||L2([0,∞))||ψ⊥||L2([0,∞)) so that ||ψ⊥||L2([0,∞))
and hence also
∫∞
0 wψ
⊥ are bounded as λ→ Λ0 > 0. Therefore, from (4.17) we deduce h(λ)→ +∞
as λ → Λ−0 . By a continuity argument we deduce the existence of a λ0 ∈ (0,Λ1) such that
h(λ0) = 0. 
We conclude this section by establishing sufficient conditions for the stability of the NLEP (4.1)
in both the small- and large-shift cases. Suppose that φ = φR + iφI and λ = λR + iλI satisfies the
NLEP. Separating real and imaginary parts in (4.1) then yields the system
Ly0φR − µ
∫∞
0 wφR∫∞
0 w
2
w2 = λRφR − λIφI , Ly0φI − µ
∫∞
0 wφI∫∞
0 w
2
w2 = λRφI + λIφR. (4.19a)
Multiplying the first and second equations by φR and φI respectively, integrating, and then adding
them together gives
λR
∫ ∞
0
|φ|2 = −L1(φR, φR)− L1(φI , φI), (4.20)
where we define
L1(Φ,Φ) ≡
∫ ∞
0
|Φ′|2 + Φ2 − 2wΦ2 + µ
∫∞
0 wΦ
∫∞
0 w
2Φ∫∞
0 w
2
. (4.21)
It is clear that if L1(Φ,Φ) > 0 for all Φ ∈ H2([0,∞)) then the NLEP (4.1) will be linearly stable.
In the next theorem we determine sufficient conditions on µ ≥ 0 and y0 ≥ 0 for which the NLEP is
linearly stable.
Theorem 4.3. If 0 ≤ y0 < y0c and µ1(y0) < µ < µ2(y0), or y0 > y0c and 0 ≤ µ < µ1(y0) where
µ1(y0) ≡
2
∫∞
0 w
2∫∞
0 wL
−1
y0 w
2 +
√∫∞
0 wL
−1
y0 w
∫∞
0 w
2L −1y0 w2
, (4.22)
µ2(y0) ≡
2
∫∞
0 w
2∫∞
0 wL
−1
y0 w
2 −
√∫∞
0 wL
−1
y0 w
∫∞
0 w
2L −1y0 w2
, (4.23)
then Reλ < 0 for all eigenvalues of the NLEP (4.1).
Proof. We first prove the result for 0 ≤ y0 < y0c. When µ = 2 and y0 = 0, Lemma 5.1 (2) in [18]
implies that L1(Φ,Φ) > 0 for all Φ ∈ H2((∞,∞)) and hence, by restricting to even functions, also
for all Φ ∈ H2([0,∞)). In particular, by the variational characterization of the principal eigenvalue,
this implies that the principal eigenvalue of the self-adjoint operator
L1Φ ≡ Ly0Φ−
µ
2
∫∞
0 wΦ∫∞
0 w
2
w2 − µ
2
∫∞
0 w
2Φ∫∞
0 w
2
w, (4.24)
must be negative. We then perturb y0 ≥ 0 and µ until L1 has a zero eigenvalue and for which we
may solve
Φ = c0L
−1
y0 w
2 + c1L
−1
y0 w. (4.25)
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Figure 2. (A) Plot of the numerically computed principal and second eigenvalues
of the operator Ly0 . The dashed vertical line corresponds to y0 = y0c. (B) Plot
of the stability thresholds µ1 and µ2 as functions of y0. The dashed vertical and
horizontal lines correspond to y0 = y0c and µ = 2 respectively. The NLEP (4.1) has
been rigorously demonstrated to be stable in the region bounded by the curves µ1
and µ2. Note that µ1 and µ2 are interchanged as y0 passes through y0c. (C) Plot
of µ1(y0) − µc(y0) for 0 ≤ y0 < y0c. The NLEP is unstable for µ < µc and stable
for µ1 < µ < µ2 when 0 ≤ y0 < y0c. It is conjectured that the NLEP is stable for
µ > µc.
Substituting back into L1Φ = 0 we obtain the system(
µ
2
∫∞
0 wL
−1
y0 w
2∫∞
0 w
2
−1
)
c0+
µ
2
∫∞
0 wL
−1
y0 w∫∞
0 w
2
c1 = 0,
µ
2
∫∞
0 w
2L −1y0 w
2∫∞
0 w
2
c0+
(
µ
2
∫∞
0 w
2L −1y0 w∫∞
0 w
2
−1
)
c1 = 0.
(4.26)
Since
∫∞
0 w
2L −1y0 w =
∫∞
0 wL
−1
y0 w
2 a nontrivial solutions exists if and only if(
µ
2
∫∞
0 wL
−1
y0 w
2∫∞
0 w
2
− 1
)2
− µ
2
4
∫∞
0 wL
−1
y0 w
∫∞
0 w
2L −1y0 w
2(∫∞
0 w
2
)2 = 0, (4.27)
where explicit formulae for each integral can be found in (4.4). When µ = 2 and y0 = 0 the left
hand side of (4.27) equals −9/10 < 0 and therefore we have stability for 0 ≤ y0 < y0c if(
µ
2
∫∞
0 wL
−1
y0 w
2∫∞
0 w
2
− 1
)2
− µ
2
4
∫∞
0 wL
−1
y0 w
∫∞
0 w
2L −1y0 w
2(∫∞
0 w
2
)2 < 0, (4.28)
which is easily seen to be equivalent to µ1 < µ < µ2.
The thresholds µ1 and µ2 are singular as y0 → y0c and therefore the continuity argument from
above does not extend to y0 > y0c. However L1(Φ,Φ) > 0 by Lemma 4.1 if y0 > y0c and µ = 0.
Therefore we proceed with the same continuity argument as above, but starting from µ = 0.
This yields the same criteria, but since L −1y0 w
2 < 0 by Lemma 4.3 the sufficient condition is now
µ2(y0) < 0 ≤ µ < µ1(y0).

Both of the stability thresholds µ1 and µ2 defined in (4.22) as well as the instability threshold
µc defined in (4.14) are easily computed using (4.4). In Figures 2b and 2c we plot the stability
thresholds and the difference µ1 − µc respectively. In particular, from the plot in 2c we see that
µ1 > µc. We conjecture, that as in the y0 = 0 case, the NLEP is stable for all µ > µc. In Appendix
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Figure 3. Hopf bifurcation threshold and accompanying eigenvalue for a single
boundary-spike solution with one-sided boundary flux A ≥ 0 in (A) the shadow
limit, D → ∞, and (B and C) for finite D > 0 at select values of 0 ≤ A < q0c. In
(A) the dashed vertical line corresponds to the threshold A = q0c beyond which no
Hopf instabilities occur.
B we provide numerical support for this conjecture by plotting Reλ0 versus µ and y0 in Figure 12a.
In addition, we plot Λ0 − Re(λ0) in Figure 12b which suggest that Re(λ0) ≤ Λ0.
5. Examples
In this section we illustrate the effect of introducing a nonzero boundary flux for the activator by
considering three distinct examples. Specifically, we first study the stability of a single boundary
spike concentrated at x = 0 when A ≥ 0 and B = 0. Using a winding number argument we illustrate
that the stability of the single spike is improved by increasing the boundary flux A. Moreover, we
illustrate that if A exceed a threshold, then the spike is stable independently of the parameters
τ ≥ 0 and D > 0. We then consider the structure and stability of a two-boundary-spike pattern
when the boundary fluxes are equal, A = B ≥ 0. One of the key findings is that if A > 0 then
the range of D > 0 values for which asymmetric patterns exist is extended. Additionally, by
assuming that τ  1 we study the stability of both symmetric and asymmetric two-boundary-spike
patterns to competition (zero eigenvalue crossing) instabilities. We demonstrate that one branch of
asymmetric patterns is always stable. Similarly, in our final example we consider a two-boundary-
spike pattern with a one-sided boundary flux A ≥ 0 and B = 0. We demonstrate the existence
of several asymmetric patterns, with a certain branch of these patterns always being stable. For
each example we include full numerical simulations of the GM system (1.2) using the finite element
software FlexPDE [13].
5.1. Example 1: One Boundary Spike at x = 0 with A > 0 and B = 0. In this example we
assume that B = 0 and investigate the role of a non-negative flux, A ≥ 0, on the stability of a single
boundary spike concentrated at x = 0. We denote the left boundary shift parameter by y0 = yL so
that using (2.13b) and (2.21) we reduce (3.6a) to (4.1) where
µ(λ) = 2
ω0 tanhω0
ωλ tanhωλ
. (5.1)
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Figure 4. Plots of u(0, t) for a one boundary-spike solution with one-sided bound-
ary flux x = 0 (i.e. A ≥ 0 and B = 0) with ε = 0.005. Note that increasing the
boundary flux A stabilizes the single boundary-spike solution for fixed values of D
and τ .
Recalling that ωλ =
√
(1 + τλ)/D we first observe that 0 < µ(λ) ≤ 2 for all real-valued λ ≥ 0
so that by Theorem 4.3 and Figure 2b the NLEP has no non-negative real eigenvalues. Next
we determine whether the NLEP has any unstable complex-valued eigenvalues by using a winding
number argument. Assuming that λ is not in the spectrum of Ly0 we let φ = (Ly0−λ)−1wc(y+y0)2
so that as in §3.1 the NLEP reduces to the algebraic equation
Ay0(λ) ≡
1
µ(λ)
−Fy0(λ) = 0, (5.2)
where Fy0(λ) is defined in (3.12). In Figure 11 we plot Fy0(0) versus y0, as well as the real and
imaginary parts of Fy0(iλI) versus λI for select values of y0. We integrate in λ over a closed
counter-clockwise contour consisting of the imaginary axis and a large semicircle in the right half-
plane. Since
Fy0(λ) = O(|λ|−1) and µ(λ) = O(λ−1/2) as |λ| → ∞, Reλ > 0, (5.3)
the change in argument of Ay0(λ) over the large semicircle is
pi
2 . Moreover, in Reλ > 0, µ(λ) 6= 0
whereas by Lemmas 4.1 and 4.2 we deduce that Fy0(λ) has one (resp. zero) pole(s) if y0 < y0c
(resp. y0 ≥ y0c). Letting Z denote the number of zeros of Ay0(λ) in Reλ > 0 it follows from the
argument principle that
Z =
1
pi
∆argAy0(iλI)
∣∣0
+∞ +
{
5/4, y0 < y0c,
1/4, y0 ≥ y0c,
(5.4)
where the first term on the right hand side denotes the change in argument of Ay0(λ) as λ follows
the imaginary axis from λ = +i∞ to λ = 0. Note in addition that we have used Ay0(λ¯) =
Ay0(λ) to obtain ∆ argAy0(iλI)
∣∣−∞
+∞ = 2∆ argAy0(iλI)
∣∣0
+∞. From (5.3) we immediately deduce
that argAy0(+i∞) = pi/4. On the other hand, using (4.4), we evaluate Ay0(0) = 12 −Fy0(0) ≶ 0 for
y0 ≶ y0c (see also Figure 11a). We will consider the cases y0 ≥ y0c and y0 < y0c separately below.
If y0 ≥ y0c then ReFy0(iλI) < 0 for all λI > 0 (see Figure 11b) so Ay0(iλI) never crosses the
imaginary axis for all λI > 0. As a result ∆ argAy0(iλI)|0∞ = −pi/4 and therefore Z = 0 if y0 > y0c.
Since y0 is monotone decreasing in D when A > 0, we deduce that there is a threshold Dc(A) such
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that the single spike pattern is stable for all τ ≥ 0 if D ≥ Dc(A). Substituting y0 = y0c and using
(2.21) and (3.7) yields the threshold parameter
q0c =
4 + 3
√
3
11
≈ 0.83601, (5.5)
with which Dc(A) is found by solving the transcendental equation
tanhD−1/2c = q
−1
0c AD
−1/2
c . (5.6)
It is easy to see that if A ≥ q0c then Dc = ∞ is the only positive solution. On the other hand, if
0 < A < q0c then this equation has a unique positive solution that is monotone increasing in A and
satisfies Dc → 0+ as A → 0+ and Dc → ∞ as A → q−0c. In summary we deduce that the single
spike pattern is stable for all D > 0 and τ ≥ 0 if A ≥ q0c, or for all τ ≥ 0 if 0 < D ≤ Dc(A) and
0 < A < q0c. To determine the stability when 0 ≤ A < q0c and D > Dc(A) we must consider the
case 0 ≤ y < y0c.
Next we assume that 0 ≤ y0 < y0c. We begin by considering the shadow limit, defined by D →∞,
for which µ(iλI) ∼ 2(1 + iτλI)−1 and hence also
ReAy0(iλI) ∼
1
2
− ReFy0(iλI), ImAy0(iλI) ∼
τλI
2
− ImFy0(iλI), D →∞.
SinceFy0(0) > 1/2 and ReFy0(iλI)→ 0 as λI →∞ (see Appendix A and accompanying Figure 11)
we deduce that there exists a solution to ReAy0(iλI) = 0. Moreover, in Figure 11b we observe that
when ReFy0(iλI) is positive it is also monotone decreasing in λI . Therefore there exists a unique
eigenvalue λ∞h and time constant τ
∞
h = 2ImFy0(iλI)/λ
∞
h such that Ay0(iλ
∞
h ) = 0. Furthermore,
since ImAy0(iλ
∞
h ) ≶ 0 if τ ≶ τ∞h we get
∆ argAy0(iλI)|0∞ =
{
−5pi/4, τ < τ∞h ,
3pi/4, τ > τ∞h .
The single boundary spike solution therefore undergoes a Hopf bifurcation as τ exceeds the Hopf
bifurcation threshold τ∞h . Using the shadow limit threshold as an initial guess, we numerically
continue the Hopf bifurcation threshold for finite values of D > 0 to obtain the Hopf bifurcation
threshold τh(D,A) and accompanying critical eigenvalue λ = iλh(D,A) shown in Figure 3b and 3c
respectively.
The above analysis, together with the plots of τ∞h (A) and τh(D,A) in Figures 3a and 3b re-
spectively, indicate that the single boundary spike solution is stabilized as A > 0 is increased.
Additionally, if A exceeds the threshold q0c given in (5.5), then the single boundary spike is stable
independently of the parameters τ ≥ 0 and D > 0. We illustrate the onset of Hopf instabilities
when D = 5 for τ = 1, 2, 7 and A = 0, 0.2, 0.4, 0.6 by numerically computing the solution of (1.2)
using FlexPDE 6 [13] and plotting u(0, t) in Figure 4. In particular we observe that the single spike
pattern is stabilized by increasing the boundary flux A. Additionally, our numerical simulations
show good qualitative agreement with the Hopf bifurcation thresholds plotted in Figure 3b.
5.2. Example 2: Two Boundary Spikes with A = B ≥ 0. In this example we investigate the
role of equal boundary fluxes on the structure and stability of a two-boundary-spike pattern. Using
the method of §2.1, a two-boundary-spike pattern is found by letting lL = l and lR = 1 − l and
solving (2.22b), which is explicitly given by
tanhω0l
η(yL) coshω0l
− tanhω0(1− l)
η(yR) coshω0(1− l) = 0, (5.7)
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for 0 < l < 1 where η is given by (2.6) and yL and yR are given by (2.21). Note that by (2.19) the
algebraic equation (5.7) is equivalent to
ξL
ξR
=
coshω0l
coshω0(1− l) , (5.8)
from which we deduce that l ≶ 1/2 implies ξL ≶ ξR. In particular l = 1/2 solves (5.7) for all A ≥ 0
and since in this case ξL = ξR we refer to it as the symmetric solution. For the remainder of this
example we will construct asymmetric two-spike patterns for which 0 < l < 1/2 (by symmetry the
case l > 1/2 is identical) and then study the linear stability of both the symmetric and asymmetric
patterns.
Before constructing asymmetric two-boundary-spike patterns for A ≥ 0 we first recall the follow-
ing existence result from [17] in the case A = 0. Specifically, we let z = ω0lL and z˜ = ω0lR so that
when A = 0 the system (2.22) (and hence also (5.7)) is equivalent to
z + z˜ = ω0, b(z) = b(z˜), b(z) ≡ tanh z
cosh z
. (5.9)
It follows from Result 2.3 (with k1 = k2 = 1, µ = 1, and r = 1) of [17] that (5.7) has a unique
solution 0 < l < 1 if and only if
0 < D < Dc1 ≡ [2 log(1 +
√
2)]−2 ≈ 0.322. (5.10)
When A > 0 we solve (5.7) numerically and find that for given values of D and A > 0 it accepts
zero, one, or two solutions in the range 0 < l < 1/2. Rather than solving (5.7) numerically for l
as a function of A and D, we found it more convenient to solve for A = A(D, l). The results of
our numerical calculations are shown in Figure 5a where we plot A = A(D, l) as well as the curve
l = lmax(D) along which A(D, l) is maximized for a fixed value of D, and the curve l = lc1(D) along
which A(D, lc1(D)) = A(D, 1/2) for Dc1 < D < Dc2 ≈ 0.660 and lc1(D) = 0 for 0 < D < Dc1.
Consequently, (5.7) has zero solutions in 0 < l < 1/2 if A > Amax(D) ≡ A(D, lmax(D)), whereas it
has two solutions, one with l < lc1(D) and the other with l > lc1(D), if Amax(D) > A > Ac1(D) ≡
A(D, lc1(D)) for 0 < D < Dc2. For all other values of D > 0 and A > 0 equation (5.7) has
exactly one solution in 0 < l < 1/2. We summarize these existence thresholds in Figure 5b where
we note in particular that A > 0 greatly extends the range of D values over which asymmetric
two-boundary-spike patterns exist.
We now consider the linear stability of both the symmetric and asymmetric two-boundary-spike
patterns constructed above. Note that since xL = 0 and xR = 1 are fixed there are no slow drift
dynamics and the linear stability of the two-spike patterns is completely determined by the O(1)
eigenvalues calculated from the NLEP (3.6a). Moreover, we assume that τ = 0 so that no Hopf
instabilities arise (see Example 1) and for which we can exclusively focus on zero eigenvalue crossing,
or competition, instabilities. We proceed by first using the rigorous results of §4 to determine the
linear stability of the symmetric two-spike patterns constructed above, and we will then use the
algebraic reduction outlined in §3.1 to determine the stability of the remaining asymmetric two-spike
patterns.
Using (2.13b) and (2.19), the NLEP (3.6a) for the symmetric two-spike pattern constructed above
is explicitly given by
Ly0φ − 2ω0 tanh
(
ω0
2
)∫∞
0 wc(y + y0)Gω0φdy∫∞
0 wc(y + y0)
2dy
wc(y + y0)
2 = λφ, 0 < y <∞; φ′(0) = 0,
where
φ =
(
φ1
φ2
)
, Gω0 =
1
ω0 sinhω0
(
coshω0 1
1 coshω0
)
. (5.11)
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Figure 5. (A) Plots of A = A(D, l) for the construction of asymmetric two-
boundary-spikes in Example 2. The curve l = lmax(D) indicates the values of l
at which A(D, l) is maximized, while lc1(D) < 1/2 indicates the values of l at which
A(D, l) has the same value as A(D, 1/2). The curve l = lmax(D) also corresponds to
the competition instability threshold for asymmetric two-boundary-spike patterns. If
lmax(D) < l < 1/2 then the corresponding asymmetric pattern is unstable, whereas
it is stable if l < lmax(D). (B) Thresholds for the existence of zero, one, or two asym-
metric two-boundary-spike solutions in the presence of equal boundary fluxes. The
values of A = Ac1(D) for Dc1 < D < Dc2 and A = Amax(D) for D > Dc2 correspond
to the competition instability threshold for the symmetric two-boundary-spike pat-
tern. It is linearly unstable for values of A below this threshold, and stable otherwise.
Note that no asymmetric solutions exist for A = 0 and D > Dc1.
The Green’s matrix is symmetric and of constant row sum and therefore has eigenvectors (1,±1)T .
Substituting φ = (φ,±φ)T into the NLEP therefore yields two uncoupled scalar NLEPs of the form
(4.1) with µ = µ± where
µ+ ≡ 2, µ− ≡ 2 tanh2
(
ω0
2
)
. (5.12)
From Theorem 4.3 and accompanying Figure 2b we immediately deduce that the φ+ mode is
linearly stable. On the other hand, by Theorem 4.2 the φ− mode is unstable if µ− < µc, where
µc is defined by (4.14). We therefore calculate the competition instability threshold by numerically
solving 2 tanh2 ω02 = µc(y0) where y0 = yL = yR is the shift parameter given by (2.21) with l = 1/2.
Our numerical calculations indicate that the resulting instability threshold coincides with the values
A(D, 1/2) =
{
Ac1(D), Dc1 < D < Dc2,
Amax(D), D > Dc2,
(5.13)
calculated above. In particular, the symmetric two-spike pattern is linearly unstable for all A <
A(D, 1/2) when D > Dc1. Furthermore, since µc(y0) < 0 for y0 > y0c we determine from (2.22b)
that there are no competition instabilities if
A > ω−10 q0c tanh(ω0/2), (5.14)
where q0c is the threshold identified in Example 1 and is explicitly given by (5.5). Note that,
analogous to the results in Example 1, in the shadow limit (D → ∞) there are no competition
instabilities for the symmetric pattern if A > q0c/2 (see Figure 5b). As in §4 we conjecture and
have numerically supported that the symmetric two-spike pattern is linearly stable for µ > µc and
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hence for all A > A(D, 1/2). Finally, as is clear from Figure 5b, increasing A > 0 expands the range
of D values over which the symmetric two-boundary-spike pattern is linearly stable.
For the asymmetric two-boundary-spike solutions constructed above the NLEP (3.6a) is not
diagonalizable since wc(y+ yL) 6≡ wc(y+ yR). We therefore can’t directly apply the rigorous results
of §4. To determine the competition instability we instead use the algebraic reduction outlined in
§3.1 and seek parameter values such that
det(I2 − 2ω20Gω0D0) = 0 (5.15)
where I2 is the 2× 2 identity matrix, Gω0 is the 2× 2 Green’s matrix given in (5.11), and
D0 =
1
ω0
(
tanhω0lFyL(0) 0
0 tanhω0(1− l)FyR(0)
)
. (5.16)
Substituting the function A = A(D, l) calculated above into (5.15) we can solve for l as a function of
D using standard numerical methods (specifically we used a combination of Scipy’s brentq and fsolve
function in Python 3.6.8). Our computations indicate that the resulting competition instability
threshold coincides with the curves lmax(D) for D > 0 and l = 1/2 for Dc1 < D < Dc2. In fact,
we can show that this is the case explicitly by first differentiating the quasi-equilibrium equation
B = 0 with respect to l to get
∇ξB
(
∂ξ
∂l
+
∂ξ
∂A
∂A
∂l
)
+
∂B
∂A
∂A
∂l
= 0. (5.17)
Along the curve lmax(D) for D > 0 the function A(D, l) is maximized whereas, by symmetry, it is
minimized along l = 1/2 for Dc1 < D < Dc2. In both cases ∂A/∂l = 0 along these curves so that
(5.17) becomes ∇ξB∂ξ/∂l = 0. Differentiating (5.8) with respect to l implies that ∂ξ/∂l 6= 0 and
therefore we deduce that ∇ξB is singular along l = lmax(D) and l = 1/2. By the discussion of
§3.1 it follows that along these curves the algebraic equation (5.15) is satisfied and they therefore
correspond to competition instability thresholds. Note in particular that the competition instability
threshold along l = 1/2 corresponds to the competition instability threshold for the symmetric two-
spike pattern. As an immediate consequence it follows that Amax → q0c/2 as D →∞.
To determine in which of the regions demarcated by the competition instability thresholds the
asymmetric two-boundary-spike patterns are linearly stable and unstable, we calculate the stability
of the asymmetric patterns along the A = 0 curve. As outlined in Appendix C, the asymmetric
two-boundary spike patterns when A = 0 are always linearly unstable, and therefore we deduce that
the asymmetric two-boundary-spike patterns in the region bounded by l = 1/2 and l = lmax(D)
for 0 < D < Dc2 are linearly unstable. On the other hand, numerically calculating the dominant
eigenvalue of the NLEP (3.6a) (see Appendix B for description of numerical method) for select
parameter values with l < lmax(D) we find that such asymmetric two-boundary spike patterns are
linearly stable. In particular, we note that in the region where there are two asymmetric patterns
(i.e. for Ac1(D) < A < Amax(D)), the pattern with l > lmax(D) is linearly unstable while that with
l < lmax(D) is linearly stable. Moreover, the single asymmetric two-boundary-spike pattern that
exists for A < Amax(D) and D > Dc1 is linearly stable.
Finally we support our asymptotic predictions by numerically solving (1.2) using FlexPDE 6 [13]
with parameters ε = 0.005 and τ = 0.1 for select values of D and A. Letting ue and ve be the any
of the symmetric or asymmetric two-boundary-spike patterns constructed above, we use
u(x, 0) = (1 + 0.025 cos(20x))ue(x), v(x, 0) = (1 + 0.025 cos 20x)ve(x), (5.18)
as initial conditions and simulate (1.2) sufficiently long that the solution settles. The results of our
numerical simulations indicate good agreement with the asymptocally calculated linear stability
thresholds for both symmetric and asymetric two-boundary-spike patterns. We include in Figure 6
the results of our numerical calculations for select values of D, l, and A indicated by black markers
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Figure 6. Results of numerical simulation of (1.2) using FlexPDE 6 [13] with ε =
0.005, τ = 0.1, and select values of D and A. In each plot the solid (resp. dashed)
lines correspond tot he spike height at x = 0 (resp. x = 1). Both the asymptotically
constructed symmetric (l = 1/2) and asymmetric 0 < l < 1/2 solutions were used as
initial conditions. See Figure 5a for position of parameter values relative to existence
and stability thresholds.
in Figure 5a. In particular, in Figure 6a we plot the spike heights at xL = 0 (solid) and xR = 1
(dashed) for D = 0.30 and A = 0.02 with initial conditions given by the two-boundary-spike pattern
constructed with l = 0.5 which is symmetric and predicted to be stable, as well as l = 0.220 and
l = 0.005 which are both asymmetric but predicted to be linearly unstable and stable respectively. It
is clear from the resulting plots that our asymptotic predictions hold in this numerical simulations.
Additionally, we observe that the unstable asymmetric two-spike pattern tends toward the linearly
stable pattern. We observed this trend for all our numerical simulations in which lmax < l < 1/2
though predicting this long-time behaviour analytically is beyond the scope of this paper. Similarly
we numerically simulate the dynamics of a symmetric and asymmetric two-boundary-spike pattern
when D = 0.60 and A = 0.08 (Figure 6b) and when D = 0.90 and A = 0.18 (Figure 6c). In
both cases the symmetric and asymmetric patterns are predicted to be linearly unstable and stable
respectively, which agrees with the outcomes observed in our numerical simulations.
5.3. Example 3: Two Boundary Spikes with a One Sided Flux (A ≥ 0 and B = 0). In
this example we investigate the effect of a one sided boundary flux (A ≥ 0 and B = 0) on the
structure and linear stability of a two-boundary-spike pattern. Letting lL = l and lR = 1 − l, the
gluing equation (2.22b) of §2.1 becomes
tanhω0l
η(yL) coshω0l
− tanhω0(1− l)
3 coshω0(1− l) = 0, (5.19)
which is to be solved for 0 < l < 1 where η(yL) and yL = y0(
ω0A
tanhω0
) are given by (2.6) and (2.21)
respectively. Note that since η(yL) < 3 for all A > 0 it follows that l = 1/2 is a solution of (5.19)
if and only if A = 0. In particular ξL 6= ξR for all A > 0 and by the asymmetry of the boundary
fluxes the cases l ≶ 1/2, for which ξL ≶ ξR, must be considered separately. On the other hand,
when A = 0 we apply the same results from [17] summarized in Example 2.
Proceeding as in Example 2 we numerically solve (5.19) for A = A(D, l) > 0 when l < 1/2
and l > 1/2. In addition we compute l = lbotmax(D) and l = l
top
max(D) defined as the curves along
22 D. GOMEZ AND J. WEI
(a) (b)
0.0 0.2 0.4 0.6 0.8 1.0
D
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
A
A(D) Thresholds
Atopmax = A(D, ltopmax)
Abotmax = A(D, lbotmax)
Abotmax 0.16148
(c)
Figure 7. Plot of A = A(D, l) for Example 3 obtained by solving (5.19) when (A)
0 < l < 1/2 and (B) 1/2 < l < 1. The solid curves l = ltopmax(D) and lbotmax(D) indicate
the values of l at which A(D, l) is maximized as well as the competition instabil-
ity threshold in the l > 1/2 and l < 1/2 regions respectively. The corresponding
existence thresholds of A versus D are plotted against D in (C).
which A(D, l) is maximized in the regions l < 1/2 and l > 1/2 respectively. In Figures 7a and
7b we plot A = A(D, l) together with ltopmax and lbotmax in the regions 1/2 < l < 1 and 0 < l < 1/2
respectively. In each region the maximum value of A given by Atopmax(D) ≡ A(D, ltopmax(D)) and
Abotmax(D) ≡ A(D, lbotmax(D) and plotted in Figure 7c gives an existence threshold for the boundary flux
beyond which no two-boundary-spike with ξL > ξR and ξL < ξR exists respectively. In particular,
a two-boundary-spike pattern with ξL > ξR only exists if A < A
top
max(D) and D satisfies (5.10),
whereas a two-boundary-spike pattern with ξL < ξR exists for all D > 0 provided that A <
Abotmax(D). Furthermore, by letting D → ∞ in (5.19) we numerically calculate lbotmax → 0.13772 and
Abotmax(D)→ 0.16148 as D →∞ and this horizontal asymptote is indicated in Figure 7c.
Next we consider the linear stability of the two-boundary-spike patterns constructed above when
τ = 0. In particular we restrict our attention to competition instabilities which arise through
a zero eigenvalue crossing. Proceeding as in Example 2 we first deduce that both l = ltopmax(D)
and l = lbotmax(D) yield a competition instability threshold. Furthermore, we verify that these are
the only competition instability thresholds by numerically computing the algebraic equation (3.14)
where Gω0 and D0 are given by (5.11) and (5.16) respectively. Since all asymmetric two-boundary-
spike patterns when A = 0 are unstable with respect to competition instabilities (see Example 2
and Appendix C), we immediately deduce that all asymmetric two-boundary spike patterns with
ξL > ξR and ξL < ξR are linearly unstable when l > l
top
max(D) and l > lbotmax(D) respectively, and are
linearly stable otherwise. In particular, the non-zero boundary flux A > 0 both extends the range
of parameter values for which asymmetric patterns exists and are linearly stable.
To support our asymptotic predictions we numerically calculate solutions to (1.2) when ε = 0.005
and τ = 0.1 for select values of D and A < max{Atopmax(D), Abotmax(D)}. For each pair (D,A) we let
0 < l < 1 be any of the values for which A(D, l) = A and then let (ue(x), ve(x)) be the corresponding
equilibrium pattern constructed above. Using (5.18) as an initial condition we then solve (1.2)
numerically using FlexPDE 6 [13]. The results of our numerical simulations are illustrated in
Figures 8 and 9 when l is chosen to be in 1/2 < l < 1 and 0 < l < 1/2 respectively. Specifically,
in Figure 8a (resp. 9a) we indicate with a blue or orange marker respectively whether the solution
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Figure 8. Numerical simulations for Example 2 when ξL > ξR. (A) Outcome
of numerical simulation of (1.2) starting from the asymmetric two-boundary-spike
pattern constructed using the indicated values of D, l, and A. Blue and orange
markers indicate the two-boundary spike pattern settled to the stable two-spike
pattern (i.e. with l < ltopmax(D)) or collapsed to a single spike pattern respectively.
Black dots indicate values of D, A, and l for which the spike heights are plotted
over time in Figures (B) and (C). The left and right dashed vertical lines indicate
D = 0.054 and D = 0.204 respectively. In (B) and (C) we plot spike heights at x = 0
(solid) and x = 1 (dashed) at given values of D and A and with initial condition
specified by indicated value of l.
settles (after simulating for 0 < t < 200) to the asymptotically predicted stable equilibrium with
l < ltopmax(D) (resp. l < lbotmax(D)) or to a one-boundary spike solution in which the spike at x = 1
collapses respectively. In Figures 8b and 8c (resp. 9b and 9c) we show the spike heights as functions
of time at select values of A and D using an unstable and stable value of l in 1/2 < l < 1 (resp.
0 < l < 1/2) to construct the initial condition (see captions for more details). The results of
these numerical simulations are in good agreement with our asymptotic predictions. However, we
comment that in the numerical outcomes shown in Figure 8a some of the asymmetric patterns which
are predicted to be stable collapse. We expect that this error due to a combination of small errors
from the asymptotic theory, numerical errors from the time integration of (1.2), as well as the close
proximity to the fold point A = Atopmax(D) for these values of l.
5.4. Example 4: One Boundary and Interior Spike with One-Sided Feed (A ≥ 0, B = 0).
In this final example we extend the results of Example 3 to the case where there is one boundary
spike at xL = 0 and one interior spike at 0 < x1 < 1. The asymptotic construction of the resulting
two spike patterns, as well as the analysis of their linear stability on an O(1) timescale proceeds
as in the previous example. However, since x1 is an equilibrium of the slow dynamics equation
(2.16), we must now also determine the stability of the two-spike pattern on an O(ε−2) timescale
by analyzing the linearization of (2.16). We remark that an alternative approach to determine the
stability of multi-spike patterns on an O(ε−2) timescale is to calculate the O(ε2) eigenvalues of
the linearization (3.1) though we do not pursue this approach further (see for example [6] for the
analysis of O(ε2) eigenvalues).
Using the method of §2.1, with lL = l and l1 = (1− l)/2 equation (2.22b) becomes
tanhω0l
η(yL) coshω0l
− tanhω0
1−l
2
3 coshω0
1−l
2
= 0, (5.20)
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Figure 9. Numerical simulations for Example 2 when ξL < ξR. (A) Outcome
of numerical simulation of (1.2) starting from the asymmetric two-boundary-spike
pattern constructed using the indicated values of D, l, and A. Blue and orange
markers indicate the two-boundary spike pattern settled to the stable two-spike
pattern (i.e. with l < lbotmax(D)) or collapsed to a single spike pattern respectively.
Black dots indicate values of D, A, and l for which the spike heights are plotted
over time in Figures (B) and (C). The left and right dashed vertical lines indicate
D = 0.592 and D = 1.508 respectively. In (B) and (C) we plot spike heights at x = 0
(solid) and x = 1 (dashed) at given values of D and A and with initial condition
specified by indicated value of l.
which is to be solved for 0 < l < 1 where η(yL) and yL = y0(ω0A/ tanhω0l) are given by (2.6) and
(2.21) respectively. As in the previous examples we observe that ξL = ξ1 if and only if l = 1/3
which is a solution to (5.20) if and only if A = 0. In particular, together with the discussion in
Example 3 we deduce that there are no symmetric two-spike patterns when there is a one-sided
positive boundary flux A > 0. As in the previous examples we also note that ξL ≶ ξ1 if l ≶ 1/3.
Next we note that since l1 = (1− l)/2 the relevant asymmetric equilibrium results for A = 0 from
[17] summarized in Example 2 must be modified. In particular, letting z = ω0lL and z˜ = ω0l1,
equations (2.22a) and (2.22b) when A = 0 become
z + 2z˜ = ω0, b(z) = b(z˜), (5.21)
where b(z) is given in (5.9). Then Result 2.3 of [17] (with k1 = 1 and k2 = 2) implies that a unique
asymmetric two-spike solution with z ≤ z˜ exists if and only if
D < Dm ≡ [3 log(1 +
√
2)]−2 ≈ 0.143, (5.22)
whereas Result 2.4 of [17] (with k1 = 2 and k2 = 1) implies that there are either exactly one or two
asymmetric two-spike solutions with z > z˜ if and only if
D < Dm or Dm < D < Dm1 ≡ [2 sinh−1(1/2) + sinh−1(2)]−2 ≈ 0.17274, (5.23)
respectively. Proceeding as in Examples 2 and 3 we can then numerically calculate A = A(D, l) from
(5.20) in the appropriate regions with 0 < l < 1/3 and 1/3 < l < 1. In Figures 10a and 10b we plot
A = A(D, l) together with the curves l = ltopmax(D) and l = lbotmax(D) along which A(D, l) is maximized.
The resulting existence thresholds Atopmax(D) ≡ A(D, ltopmax(D)) and Abotmax(D) ≡ A(D, lbotmax(D)) are
plotted in Figure 10c. In particular a two spike pattern with a two-spike pattern consisting of one
boundary and one interior spike with ξL > ξ1 only exists for D < Dm1 when A < A
top
max(D), whereas
such a two-spike pattern with ξL < ξ1 exists for all D > 0 provided that A < A
bot
max(D). Finally, by
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Figure 10. Plot of A = A(D, l) obtained by solving (5.19) when (A) 0 < l < 1/3
and (B) 1/3 < l < 1. The curves l = ltopmax(D) and lbotmax(D) indicate the values of l
at which A(D, l) is maximized while the curves ltopcomp(D), lbotcomp,1(D), and l
bot
comp,2(D)
indicate the competition instability thresholds. The corresponding existence thresh-
olds, Atopmax(D) and Abotmax(D) are plotted in (C).
taking the limit D →∞ in (5.20) we numerically obtain the limiting values lbotmax(D)→ 0.0857 and
Abotmax(D)→ 0.087174 as D →∞.
Next we consider the linear stability of the two-spike patterns constructed above on an O(1)
timescale. As in Examples 2 and 3 we focus exclusively on competition instabilities by assuming
that τ = 0 and seeking a zero eigenvalue crossing of the NLEP (3.6a). In contrast to Examples 2
and 3 above the relevant competition instability threshold does not necessarily coincide with the
curves l = ltopmax(D) and l = lbotmax. Indeed, fixing D > 0 and differentiating the quasi-equilibrium
equation B = 0 with respect to l gives
∇ξB
(
∂ξ
∂l
+
∂ξ
∂A
∂A
∂l
)
+
∂B
∂A
∂A
∂l
+
∂B
∂x1
dx1
dl
= 0, (5.24)
which along either l = ltopmax(D) or l = lbotmax(D) reduces to
∇ξB∂ξ
∂l
= −1
2
∂B
∂x1
.
Since ∂B/∂x1 6= 0 it follows that ∇ξB is not necessarily singular along ltopmax(D) or lbotmax(D) and in
particular these curves need not coincide with the competition instability thresholds. Note however
that ∂B/∂x1 → 0 as D →∞ and therefore the competition instability threshold will coincide with
lbotmax(D) but only in the limit D → ∞. Thus, to calculate the appropriate competition instability
thresholds we use the algebraic reduction of §3.1 and numerically solve (3.14) when λ = 0 and where
the matrices Gω0 and Dω0 are respectively given by
Gω0 =
1
ω0 sinhω0
(
coshω0 coshω0(1− x1)
coshω0(1− x1) coshω0x1 coshω0(1− x1)
)
, (5.25a)
and
D0 =
1
ω0
(
tanh(ω0l)FyL(0) 0
0 2 tanh
(
ω0
1−l
2
)
F0(0)
)
. (5.25b)
The resulting competition instability threshold ltopcomp(D) when ξL > ξ1 as well as l
bot
comp,i(D) (i = 1, 2)
when ξL < ξ1 are indicated in Figures 10a and 10b respectively. Additionally, in Figure 10c we
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have plotted Atopcomp(D) ≡ A(D, ltopcomp(D)) and Atopcomp,i(D) ≡ A(D, ltopcomp,i(D)) (i = 1, 2). Finally, the
stability result along the A = 0 curve calculated in Appendix C implies that the two-spike pattern
with ξL > ξ1 is linearly unstable on anO(1) timescale when l > ltopcomp(D), and similarly when ξL < ξ1
the two-spike pattern is linearly unstable in the region bounded by the curves l = lbotcomp,1(D) and
l = lbotcomp,2(D).
Next we consider the linear stability of the two-spike patterns on an O(ε−2) timescale. We
explicitly calculate the right-hand-side of (2.16) by first calculating〈
∂xGω0(x, x1)
〉
x1
=
sinhω0(2x1 − 1)
sinhω0
, ∂xGω0(x, 0)
∣∣
x1
= −sinhω0(1− x1)
sinhω0
,
and rearranging the quasi-equilibrium equation (2.15a) as
ω20ξ
2
Lη(yL)
ξ1
=
1− 6ω20ξ1Gω0(x1, x1)
Gω0(x1, 0)
.
so that (2.16) becomes
1
ε2
dx1
dt
= −6ω20f(x1), f(x1, ξ1) = ξ1 −
tanhω0(1− x1)
3ω0
, (5.26)
where ξ1 together with ξL and yL are functions of x1 found by solving (2.15a) and (2.3). Note
that the asymmetric two-spike equilibrium solutions constructed above using the method of §2.1
immediately satisfy f(x1) = 0. The linear stability of these asymmetric two-spike patterns on
an O(ε−2) timescale is determined by the sign of f ′(x1); it is stable if f ′(x1) > 0 and unstable
otherwise. We explicitly calculate
df
dx1
=
∂ξ1
∂x1
+
1
3
sech2ω0(1− x1), (5.27)
where ∂ξ1/∂x1 is calculated by first differentiating the quasi-equilibrium equation B = 0 with
respect to x1
∇ξB ∂ξ
∂x1
= −∂B
∂x1
, (5.28)
and then solving for ∂ξ/∂x1 which we can do since we are assuming the two-spike pattern is stable
on an O(1) timescale and the matrix ∇ξB is therefore invertible. Numerically evaluating f ′(x1)
we find that the drift instability thresholds for which f ′(x1) = 0 coincide with the curves l
top
max(D)
and lbotmax(D). In fact, we can show that this is the case analytically by first evaluating (5.24) along
either ltopmax(D) or lbotmax(D) to get
∇ξB∂ξ
∂l
= −1
2
∂B
∂x1
. (5.29)
Since the competition instability thresholds do not coincide with the curves ltopmax(D) and lbotmax(D),
the matrix ∇ξB is invertible along these curves and comparing (5.28) with (5.29) we obtain
∂ξ1
∂x1
= 2
∂ξ
∂l
= −1
3
sech2ω0
1− l
2
= −1
3
sech2ω0(1− x1). (5.30)
In particular f ′(x1) = 0 along the curves l = l
top
max(D) and lbotmax(D). Numerically evaluating f
′(x1)
at select values of l above and below these thresholds we determine that the two-spike patterns
constructed above with ξL > ξ1 or ξL < ξ1 are linearly stable on an O(ε−2) timescale if and only if
l < ltopmax(D) or l < lbotmax(D) respectively.
As in the previous examples we performed full numerical simulations of (1.2) with FlexPDE 6 [13]
to support our asymptotic predictions. Our numerical simulations were found to strongly agree with
the predicted stability thresholds. In particular, we observed the following dynamics. For values
of l that are stable with respect to both competition and drift instabilities, that is when l < ltopmax
(resp. l < lbotmax) for l > 1/3 (resp. l < 1/2) the two-spike pattern was observed to be stable. In the
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remaining regions (both stable and unstable with respect to competition instabilities) we observed
that the interior spike either collapses and the boundary spike collapses to the one-boundary-spike
solution, or else the interior spike changes height to the height of the stable pattern and then slowly
drifts toward the location of the interior spike in the stable two-spike solution. As in Example 3 we
noticed sensitivity to the competition instability threshold which we believe to be primarily due to
the flatness of A in this region
6. Discussion
We have extended the asymptotic theory developed for the singularly perturbed one-dimensional
GM model to include the possibility of inhomogeneous Neumann boundary conditions for the ac-
tivator. Additionally, we have rigorously established partial stability and instability results for a
class of shifted NLEPs. While the shifted NLEPs we considered are closely related to those in [11]
we highlight that the difference in sign of the shift parameter leads substantial differences in the
stability properties of the NLEP. Finally we considered four examples to illustrate the asymptotic
and rigorous theory as well as to explore the behaviour of the GM system with non-zero flux bound-
ary conditions. For a one-boundary spike solution we found that the non-zero Neumann boundary
condition improves the stability with respect to Hopf instabilities. Moreover, by considering a two-
boundary-spike pattern with equal inhomogeneous boundary fluxes we illustrated that the non-zero
boundary flux improves the stability of symmetric two-spike patterns and also extends the region
of D > 0 values for which asymmetric patterns exist provided that A = B > 0 is not larger than
a computed threshold. Similar results were obtained when considering a one-sided boundary flux
for which we considered patterns where both spikes concentrate on the boundary and where one
concentrates on the boundary and the other in the interior. In each of our two-spike pattern ex-
amples we observed that there are two asymmetric patterns, where one is always linearly unstable
and the other is always linearly stable. In a sense, the stable asymmetric pattern can be considered
a boundary layer solution that is a direct consequence of the inhomogeneous Neumann boundary
condition. In particular its existence is mandated by the inhomogeneous boundary condition which
makes a direct comparison with asymmetric spike patterns in the absence of boundary flux con-
ditions difficult. However, our results illustrate that inhomogeneities at the boundaries predispose
the GM to forming patterns concentrating at the boundaries in both symmetric and asymmetric
configurations. We believe the distinction between interior and boundary-layer like localized pat-
tern will play a key role in understanding more complicated mathematical models such as those
incorporating bulk-surface coupling (see Figure 3 in [9] for an example of a boundary-layer type
pattern in a bulk-surface model).
There are several key open problems and directions for future research. First, our rigorous
results for the shifted NLEP do not provide tight bounds for regions of stability and instability.
Specifically, in the small shift-case we have determined that the NLEP is unstable if µ < µc(y0),
and stable if µ1(y0) < µ < µ2(y0) where we have highlighted that µc(y0) < µ1(y0). As indicated
in §4 we conjecture that in fact the shifted NLEP is stable for all µ > µc and in Appendix B we
provide numerical support for this conjecture. Proving this conjecture is our first open problem.
In addition, to calculate the stability of asymmetric patterns for which the shift parameters are
different we could not directly use the rigorous results established in §4 since the NLEP (3.6a)
could not be diagonalized. The development of a rigorous stability theory for NLEP systems of this
form is an additional direction for future research.
One of the key insights from our investigation of a two-boundary spike configuration is that
the presence of equal or one sided boundary fluxes for the activator greatly extends the range of
diffusivity values for which asymmetric patterns exist and are linearly stable. This expanded region
of existence and stability parallels that found when spatially inhomogeneous precursors are included
in the GM model. However, it can be argued that introducing inhomogeneous flux conditions
provides a simpler alternative for generating asymmetric patterns. This warrants further research
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Figure 11. (A) Plot of Fy0(0) versus the shift parameter y0. (B) and (C) Real and
imaginary parts of Fy0(iλI) for select values of y0 ≥ 0. The dashed lines indicate
the λI  1 asymptotics.
into the role of inhomogeneous boundary conditions for the activator in both activator-inhibitor
and activator-substrate models in one-, two-, and three-dimensional domains.
Appendix A. Large λI Asymptotics of Fy0(iλI)
In this appendix we determine some key properties of Fy0(λ) defined in (3.12). Recalling (3.13),
in Figure 11a we plot Fy0(0) versus y0 ≥ 0. Next we calculate the limiting behaviour of Fy0(iλI)
as λI →∞. First, we let (Ly0 − iλI)−1wc(y + y0)2 = ΦR + iΦI where ΦR and ΦI solve
Ly0ΦR + λIΦI = wc(y + y0)
2, Ly0ΦI − λIΦR = 0, (A.1)
with the boundary conditions Φ′R(0) = Φ
′
I(0) and ΦR,ΦL → 0 as y → ∞. Taking λI  1 and
assuming that y = O(1) we obtain
ΦI(y) ∼ 1
λI
wc(y + y0)
2, ΦR(y) ∼ 1
λI
Ly0ΦI =
1
λ2I
(
2w′c(y + y0)
2 + wc(y + y0)
2
)
.
If y0 > 0 then Φ
′
R(0) = 0 and Φ
′
I(0) = 0 are not satisfied and we must therefore consider the
boundary layer at y = 0. Setting z = λ
1/2
I y we consider the inner expansion ΦR ∼ Φ˜R(z) and
ΦI ∼ Φ˜I(z) where Φ˜I satisfies
d4Φ˜I
dz4
+ Φ˜I =
1
λI
wc(y0)
2 z > 0;
dΦ˜I
dz
=
d3Φ˜I
dz3
= 0, z = 0,
and must be matched to the outer, y = O(1), solution through the far-field behaviour
Φ˜I ∼ 1
λI
wc(y0)
2,
d2Φ˜I
dz2
∼ 1
λ2I
(
2w′c(y + y0)
2 + wc(y + y0)
2
)
, z →∞.
It is clear that the leading order solution is Φ˜I(z) ∼ λ−1I wc(y0)2. The constant behaviour of ΦI at
the boundary layer therefore does not contribute to the leading order behaviour of the integral∫ ∞
0
wc(y + y0)ΦI(y)dy ∼ λ−1I
∫ ∞
0
wc(y + y0)
3dy, λI  1.
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Moreover, multiplying the right equation in (A.1) by wc(y + y0) and integrating we calculate∫ ∞
0
wc(y + y0)ΦR(y)dy =
1
λI
(
w′c(y0)ΦI(0) +
∫ ∞
0
ΦILy0wc(y + y0)dy
)
∼ 1
λ2I
(
w′c(y0)wc(y0)
2 +
∫ ∞
0
wc(y + y0)
4dy
)
,
for λI  1 where we have used Ly0wc(y + y0) = wc(y + y0)2. In summary, we have the large λI
asymptotics
Fy0(iλI) ∼
1
λ2I
w′c(y0)wc(y0)2 +
∫∞
0 wc(y + y0)
4dy∫∞
0 wc(y + y0)
2dy
+
i
λI
∫∞
0 wc(y + y0)
3dy∫∞
0 wc(y + y0)
2dy
, λI  1. (A.2)
Note that the real part changes from positive to negative as y0 exceeds y0 ≈ 1.0487. In Figures 11b
and 11c we plot the real and imaginary parts of Fy0(iλI) respectively for select values of y0. In
addition, we have included the large λI asymptotics which indicate close agreement for moderately
large values of λI .
Appendix B. Numerical Support for Stability Conjecture
In this appendix we provide numerical support for the conjecture that the shifted NLEP (4.1) has
a stable spectrum when µ > µc(y0) by numerically calculating the dominant eigenvalue of the NLEP
for 0 ≤ y0 ≤ 1.5 and 0 ≤ µ ≤ 10. The numerical calculation of the spectrum was performed by
truncating the domain 0 < y <∞ to 0 < y < 20 and discretizing it with 600 uniformly distributed
points. Then, we used a finite difference approximation for the second derivatives and a trapezoidal
rule discretization for the integral term to approximate the NLEP (4.1) with a discrete matrix
eigenvalue problem. We then numerically calculated the dominant eigenvalue of matrix by using
the eig function in the Python scipy.linalg library for our numerical computation of the dominant
eigenvalue. In Figure 12a we plot Reλ0 versus y0 and µ. We observe the real part of the dominant
eigenvalue is negative when µ exceeds the threshold µc(y0). Additionally, in Figure 12b we plot
Λ0 −Re(λ0) for the same range of y0 and µ values. We observe that this difference is non-negative
which suggest that Reλ0 ≤ Λ0.
Appendix C. Stability of Asymmetric Two-Boundary Spike Pattern when A = 0
Previous results on the stability of asymmetric two spike equilibria of (1.2) when A = 0 have
focused exclusively on interior multi-spike solutions [17]. To compare the A = B = 0 theory with
our results obtained in Examples 2-4 we include here a summary of the stability of an asymmetric
two-spike solution where one spike concentrates at x = 0 and the other concentrates at either x = 1
or in the interior 0 < x < 1. In both cases the NLEP (3.6a) with A = 0 can be written as
L0φ − 2wc(y)2
∫∞
0 wc(y)Eφdy∫∞
0 wc(y)
2dy
= λφ, (C.1)
where for two boundary spikes we let
E = Ebb ≡
(
cothω0 tanhω0l cschω0 tanhω0(1− l)
cschω0 tanhω0l cothω0 tanhω0(1− l)
)
, (C.2)
and in the case of one boundary and one interior spike we let
E = Ebi ≡
(
cothω0 tanhω0l 2cschω0 sinhω0
1−l
2
cschω0 tanhω0l coshω0
1−l
2 2cschω0 coshω0
1+l
2 sinhω0
1−l
2
)
. (C.3)
It is then straightforward to verify that σ = 1 is an eigenvalue of both matrices Ebb and Ebi. The
remaining eigenvalue in each case is then given by the determinant. By diagonalizing E the NLEP
(C.1) can therefore be written as (4.1) with µ = 2 as well as with µ = 2 detEbb and µ = 2 detEbi
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Figure 12. (A) Plot of the real part of the dominant eigenvalue of the shifted NLEP
(4.1) versus shift parameter y0 and multiplier µ. The dotted red line corresponds to
the critical threshold µc defined in (4.14) and the solid dark line is the zero-contour
of Reλ0. (B) Plot of the difference between dominant eigenvalues of Ly0 and the
NLEP (4.1).
for the boundary-boundary and boundary-interior cases respectively. Since the A = B = 0 stability
theory implies that the NLEP (4.1) is stable if and only if µ > 1 [18] we immediately deduce that the
µ = 2 modes are stable in both the boundary-boundary and boundary-interior cases. To determine
the stability of the remaining modes we explicitly calculate
detEbb = tanhω0l tanhω0(1− l), detEbi = 2
tanhω0l sinhω0
1−l
2 sinhω0
1+l
2
sinhω0
. (C.4)
Finally, for the boundary-boundary and boundary-interior cases we solve (5.7) and (5.20) for D =
D(l) respectively and the resulting values of 2 detEbb and 2 detEbi for 0 < l < 1 are shown in Figure
13a. In particular the asymmetric pattern with two boundary spikes is always linearly unstable,
while the pattern with one boundary and one interior spike has a region of stability (with respect
to the O(1) eigenvalues). In Figure 13b we plot l = l(D) (cf. Figures 7 and 10) for both two-spike
configurations, indicating where the pattern is stable (solid line) and unstable (dashed line).
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