We study an incremental redundancy (IR) cooperative coding scheme for wireless networks. To exploit the distributed spatial diversity we propose a cluster-based collaborating strategy for a quasi-static Rayleigh-fading channel model. Our scheme allows for enhancing the reliability performance of a direct communication over a single hop. The collaborative cluster consists of M 0 1 nodes between the sender and the destination. The transmitted message is encoded using a mother code which is partitioned into M blocks each assigned to one of M transmission slots. In the first slot, the sender broadcasts its information by transmitting the first block, and its helpers attempt to decode this message. In the remaining slots, each of the next M01blocksissenteitherthrough a helper which has successfully decoded the message or directly by the sender where a dynamic schedule is based on the ACK-based feedback from the cluster. By employing powerful good codes including turbo, low-density parity-check (LDPC), and repeat-accumulate (RA) codes, our approach illustrates the benefit of collaboration through not only a cooperation diversity gain but also a coding advantage. The basis of our error rate performance analysis is based on a derived code threshold for the Bhattacharyya distance which describes the behavior of good codes. The new simple code threshold is based on the modified Shulman-Feder bound and the relationship between the Bhattacharyya parameter and the channel capacity for an arbitrary binary-input symmetric-output memoryless channel. An average frame-error rate (FER) upper bound and its asymptotic (in signal-to-noise ratio (SNR)) version are derived as a function of the average fading channel SNRs and the code threshold. Based on the asymptotic bound, we investigate both the diversity, the coding, and the transmission energy gain in the high and moderate SNR regimes for three different scenarios: transmitter clustering, receiver clustering, and cluster hopping. We observe that the energy saving of the IR cooperative coding scheme is universal for all good code families in the sense that the gain does not depend on the sender-to-destination distance and the code threshold.
I. INTRODUCTION
T O overcome fading, wireless networks employ various diversity techniques, e.g., channel interleavers, multiple antennas, frequency hopping, etc. In [1] , Sendonaris, Erkip, and Aazhang have proposed the so-called user-cooperation diversity, where users partner in sharing their antennas and other resources to create a virtual array through distributed transmission and signal processing. Only limited time and frequency diversity is available when the transmitted signal experiences a quasi-static frequency-flat fading and the receiver has a strict decoding delay constraint (as in speech and video transmission). In this case, introducing spatial diversity through cooperation is especially beneficial. Motivated by the increasing importance of cooperative communication in wireless networks, a large volume of valuable work has gone into the design of collaborative protocols, determining the information-theoretic limits, and evaluating the cooperative benefit in the past few years. An information-theoretic analysis of several cooperative protocols has been reported in [2] , [3] based on repetition coding and space-time coding. In an independent, relevant work [4] , the authors have studied the outage probability and the asymptotic error probability performance calculations of a two-user incremental redundancy coding scheme based on Gaussian codebooks. A practical coding strategy for two-user collaborating transmission based on rate compatible punctured convolutional codes has been considered in [5] , [6] . Cooperation schemes employing distributed turbo codes have been studied in [7] - [9] , where [8] has focused on the asymptotic error performance analysis.
In this paper, we study an incremental redundancy (IR) cooperative coding scheme for a multiple-helper wireless network. To exploit the spatial diversity benefit we propose a clusterbased collaborating strategy for a quasi-static Rayleigh-fading channel model and based on a network geometric distance profile [10] . The cluster-based collaborating strategy enhances the reliability performance of a direct communication over a single hop. A collaborative cluster consists of nodes assisting the sender in a two-hop strategy. The transmitted message is encoded using a mother code which is partitioned into blocks each assigned to one of transmission slots. In the first slot, the sender broadcasts own information by transmitting the first block, and its helpers attempt to decode the message. In the remaining slots, a dynamic schedule is employed based on 1-bit feedback from each helper and, hence, each of the next blocks is sent either through a helper which has successfully decoded the message or directly by the sender. By employing the powerful good codes [11] , [12] , e.g., turbo, low-density paritycheck (LDPC), and repeat-accumulate (RA) codes, whose performance is characterized by a threshold behavior, our approach illustrates the benefit of collaboration through not only a cooperation diversity but also a coding advantage.
To investigate benefits of the proposed IR cooperative coding scheme, we evaluate its frame-error rate (FER) performance for a quasi-static frequency-flat Rayleigh-fading channel. The basis of our error rate performance analysis is the so-called code threshold of a good code ensemble. Our focus is on the code threshold for which the maximum-likelihood (ML) decoding word error probability vanishes whenever the channel quality is above the threshold. In fact, we propose a new Bhattacharyya distance simple code threshold based on the modified Shulman-Feder reliable channel region [13] - [15] and the relationship between the Bhattacharyya parameter and the channel capacity of an arbitrary binary-input symmetric-output memoryless (BISOM) channel [16] . The derived threshold characterizes a reliable communication condition with a single constraint in terms of the average Bhattacharyya parameter for communication over parallel channels. Compared with the union Bhattacharyya (UB) code threshold introduced in [17] , the new code threshold is close to 1 dB tighter for an example turbo code transmitted over a binary-input additive white Gaussian noise (BI-AWGN) channel, as illustrated in Example 1. Communications over parallel channels has received a great deal of attention lately: see for example [18] , [19] and references therein.
Based on the simple code threshold and the outage concept, we derive a FER upper bound which predicts well the fading channel simulation results for the proposed cooperative coding scheme. Compared with the result in [6] (and the block-fading channel FER bound in [20] ), the derived FER bound is a function of the single code threshold parameter instead of a family of weight enumerators. Hence, this simple FER bound is not only easy to compute but is also insightful in that it allows for a large signal-to-noise ratio (SNR) asymptotic analysis of the cooperation scheme. Next, closed-form asymptotic FER upper bounds are obtained for three different scenarios: transmitter clustering, receiver clustering, and cluster hopping. These bounds allow for illustrating cooperative diversity and coding gains in the high-SNR regime. Finally, we express FER bounds in terms of the distance profile and investigate cooperation benefits in terms of the energy efficiency gain for different collaborative cluster sizes and normalized cluster distances.
The paper is organized as follows. We describe the system model in Section II. We study the threshold behavior of good code ensembles over parallel BISOM channels in Section III. An IR cooperative coding scheme is introduced in Section IV. We derive an upper bound on the scheme FER in Section V, and its asymptotic versions for different cooperation scenarios in Section VI. Simulation results and the collaborative cluster design are discussed in Section VII. Finally, we summarize our results in Section VIII.
II. SYSTEM MODEL
In this section, we introduce a collaborative cluster and describe a fading channel model based on the geometric distance profile of the network. 
A. Collaborative Cluster
As shown in Fig. 1 , we consider a single sender-destination pair and several intermediate nodes. A group of nodes forms a collaborative cluster which assists the sender in a two-hop scheme. The sender serves as the regional broadcast node, and each cluster member, termed helper, attempts to relay the package to the destination. For notational convenience, let Node 0 denote the sender, Node , for , denote a helper, and Node denote the destination.
Remark 1:
The proposed cluster-based collaborating strategy can be embedded into an existing noncooperative route. For example, the routing metric most commonly used in existing ad hoc routing protocols is the minimum hop-count, which results in a long distance traveled by each hop [21] . Hence, there may exist several intermediate nodes between the (hop) sender and the (hop) destination for each noncooperation hop. This is one of the motivations for the IR cooperative coding scheme proposed in this paper, namely, the cooperative scheme is a supplement to current routing algorithms for overcoming the deep fades.
B. Channel Model
We consider the quasi-static frequency-flat Rayleigh-fading channel model [22] where the fading coefficient is random but invariant during the transmission interval . The transmission interval is partitioned into nonoverlapping slots. The medium-access control (MAC) scheme is based on a time-division scheme so that transmissions from the sender and helpers to the destination are over essentially orthogonal channels. Under this setting the discrete-time channel model can be written as follows:
and (1) where is the signal transmitted by Node , is the path loss exponent, , , and are the distance, fading coefficient, and background noise of the channel between Nodes and , and is the signal at Node received from Node . We will focus on the case when the transmitted signal alphabet is binary, i.e., , where is the transmitted symbol energy which is identical for all cluster nodes and the sender, and the symbol " " (and " ") represent the coded symbol " " (and " "). We assume that is an independent sequence of Gaussian noise samples, and is the exponentially distributed "channel power" sample sequence with mean . Then, the average and instantaneous SNRs of the signal at Node received from Node can, respectively, be expressed as and We further assume that decoding is done with the knowledge of the fading coefficients. Note that, for a given fading coefficient , the channel (1) is a BI-AWGN channel. This motivates us to study the error performance of binary good code ensembles transmitted over BISOM channels in Section III.
III. THRESHOLD BASED PERFORMANCE ANALYSIS FOR BISOM CHANNELS
In this section, we introduce the notation and the preliminary material on BISOM channel measures and the weight spectrum of code ensembles. Next, we study the threshold behavior of good code ensembles and derive a new simple code threshold for communication over parallel channels. Results given in this section are used as the foundation for the error performance analysis of the IR cooperative coding scheme.
A. Channel Capacity and Bhattacharyya Parameter of BISOM Channels
We consider a binary input memoryless channel with the output alphabet and transition probabilities and ,
where the channel is symmetric as follows:
. The Bhattacharyya parameter is widely used to characterize the "noisiness" of the channel (e.g., see [15] , [17] ). The capacity of a BISOM channel is achieved by the uniform input distribution and can be expressed in terms of as follows:
Similarly, the Bhattacharyya parameter is
We also consider the cutoff rate for the BISOM channel (2) Now, we establish a general relationship between these three information-theoretic quantities in the following lemma.
Lemma 1:
Let denote the Bhattacharyya rate. For a BISOM channel with a transition probability , the channel capacity, the Bhattacharyya rate, and the cutoff rate satisfy
(3) Proof: The proof in Appendix C follows the Jensen's inequality.
In Lemma 1, is the new proposed channel quality measure called the Bhattacharyya rate which is between the channel capacity and the cutoff rate.
In particular, the Bhattacharyya rate is equal to the channel capacity for the case of the binary erasure channel (BEC). For the case of a BI-AWGN channel with the SNR , the channel capacity, the Bhattacharyya rate, and the cutoff rate are given by, respectively, (4) (5) (6) Clearly, for a BI-AWGN channel, the numerical calculation of the Bhattacharyya rate is much easier than the computation of the channel capacity which requires integration form to . The channel capacity, the Bhattacharyya rate, and the cutoff rate are illustrated in Fig. 2 for BECs and BI-AWGN channels.
B. Weight Spectrum Properties of Good Code Ensembles
We consider good binary linear code ensembles [11] , [12] whose performance is characterized by a threshold behavior.
The class of good codes includes turbo codes, LDPC codes, RA codes, and some recent variations. Due to the outstanding performance of such random-like codes, we employ these codes in our IR cooperative coding scheme. The weight spectrum for various good code ensembles was studied in, e.g., [17] , [23] - [25] .
For a given binary linear code ensemble of length and rate , let denote the average number of codewords of Hamming weight , termed the average weight enumerator (AWE). Let denote the normalized Hamming weights, then the asymptotic normalized exponent of the weight spectrum with respect to the codeword length is defined as (7) where the superscript denotes a binary code ensemble. 1 To simplify the notation, hereafter, we drop the superscript from code parameters, e.g., in and , when we do not specify a particular code ensemble. Now, the Shulman-Feder (SF) distance [13] (8) measures the weight spectrum distance between the random binary code ensemble and the code ensemble , where is the asymptotic normalized exponent of the weight spectrum for the random binary code ensemble and is the binary entropy function. Following [17] , we define the UB code threshold of a code ensemble as (9) In this paper, we consider a family of good code ensembles whose weight spectra satisfies the following conditions: 1) for a given binary code ensemble , there exists a sequence of integers such that and
2) and the UB code threshold is finite.
Finally, we establish a relationship between the code rate and the threshold in the following lemma.
Lemma 2: For a good binary linear code ensemble of rate , the UB code threshold is lower-bounded by the following function of : (11) Proof: We show the proof in Appendix D. 1 We shall use the symbol C to denote a binary codeword, fCg to denote a codebook, and [C ] to denote a binary code ensemble.
C. Threshold Behavior of Good Codes for BISOM Channels
We first review the work in [17] , [26] , which has studied the error performance of good code ensembles (e.g., turbo codes) based on the UB code threshold . Next, we introduce a tighter Bhattacharyya distance code threshold (compared with ) under ML decoding. Based on the new threshold , we derive a coding theorem for good code ensembles whose transmission takes place over independent parallel channels.
1) UB Code Threshold: In [17] , Jin and McEliece have shown that, for a binary-input memoryless channel, if (12) the average ML decoding word error probability approaches zero. Inequality (12) describes a reliable communication condition for the code ensemble based on a single channel parameter and a single code parameter , where the Bhattacharyya parameter represents the "noisiness" level of the channel and the UB code threshold characterizes weight spectrum properties of the code ensemble. This result is based on the classical union bound. Hence, the threshold is loose. Based on and the random assignment method (described below), we have studied this bound for parallel BISOM channels [15] , [26] .
2) Simple Code Threshold: Following the approach in [14] , for a given good code ensemble of rate , we partition the normalized Hamming weights into two disjoint subsets or for Next, we define a new Bhattacharyya distance code threshold by optimizing the weight partition parameter as follows: (13) where (14) denotes the restriction UB code threshold corresponding to the weight subsets , and .
denotes the restriction SF distance corresponding to the weight subsets . Note that, when and Hence, Lemma 2 and (13) imply that the new code threshold . Now, we consider the average error rate performance of a code ensemble transmitted over parallel channels. Following the random assignment approach [26] , we assume that the bits of the transmitted codeword are randomly assigned to parallel channels so that each bit is transmitted over Channel with the a prior probability , where and , . We have the following parallel channel coding theorem for the code ensemble based on .
Theorem 1: Let us consider a linear binary code ensemble whose transmission takes place over independent parallel BISOM channels. Assume that the bits of the transmitted codeword are randomly assigned to the channels with assignment rates . Let (16) be the average Bhattacharyya parameter over parallel channels, where is Bhattacharyya parameter of Channel , for . If (17) then the average ML decoding word error probability Proof: The proof is based on the relationship between the channel capacity and the Bhattacharyya rate in Lemma 1, the lower bound on the UB code threshold in Lemma 2, and the modified Shulman-Feder reliable channel region in Appendix A (please also refer to [12] for details). We provide the proof of Theorem 1 in Appendix E.
In Theorem 1, the reliable communication condition (17) is a simple constraint in terms of the average Bhattacharyya parameter. The new code threshold allows for characterizing more complex coding schemes (e.g., communication over a block-fading channel where the error performance requires averaging over all possible channel realizations) in a simple and more accurate manner. Hence, we refer to as the simple code threshold for . The above simple code threshold theorem describes the asymptotic result where we let the codeword length tend to infinity. The following example illustrates that the simple code threshold aids in estimating the error performance of long codes with a fixed codeword length. 2 Example 1: (simple threshold for turbo codes) Here, we study the UB and the simple code thresholds of an turbo code ensemble. The turbo encoder consists of recursive convolutional encoders with two random interleavers. The component code transfer functions are and We compute the AWE based on the technique in [24] . By applying (9) and (13), we calculate the UB threshold and the simple threshold . As shown in Fig. 3 , we compare the UB and the simple thresholds with the simulation results for the codeword length and under iterative decoding when the turbo codes are transmitted over a BI-AWGN channel. Fig. 3 illustrates that the cliff of the word error probability curve becomes sharp as the codeword length increases. We observe that the simple threshold predicts well the cliff of the simulated word error probability, and that the gap between and is close to 1 dB. We also consider the capacity limit of the BI-AWGN channel. To this end, we set in (4) equal to the code rate , and determine the capacity threshold SNR. Fig. 3 illustrates that the capacity threshold may not predict well the error performance of turbo codes.
3) Punctured Code Threshold: For punctured codes, we may assume that punctured bits are sent to a dummy memoryless component channel whose output is independent of the input, i.e., , whereas nonpunctured bits are transmitted over the real channel with the Bhattacharyya parameter . Let the puncturing rate be , the average Bhattacharyya parameter is . Hence, we can rewrite the reliable communication condition (17) as (18) Analogous to Theorem 1, we have the following result for a (randomly) punctured code ensemble.
Theorem 2: Consider a good codes ensemble with a finite simple code threshold defined in (13) . Assume that the coded symbols are randomly and independently punctured, so that each bit is punctured with a priori probability (punctured rate)
. If , there exists a punctured code threshold (19) such that, if (20) the average ML decoding word error probability approaches zero as . Proof: The proof follows in a straightforward manner from Theorem 1 and (18) .
We note that the left-hand side of (20) is the channel Bhattacharyya distance, which is equal to the received SNR for a BI-AWGN channel. Hence, the simple code threshold is an SNR threshold for an AWGN channel, i.e., if the received SNR is larger than the punctured code threshold , the average ML decoding word error probability decays to zero as the codeword length tends to infinity. We show the SNR threshold behavior of punctured turbo codes in the following example.
Example 2: (threshold for punctured turbo codes) We consider an example punctured turbo code transmitted over a BI-AWGN channel. The mother turbo code of rate and length is described in Example 1. We study the word error probability performance of its punctured versions of rate (by setting ) and (by setting ). Based on the simple threshold , we calculate the punctured code thresholds and . As shown in Fig. 4 , we compare the simulation results with punctured thresholds and capacity SNR limits corresponding to and . Fig. 4 illustrates that our punctured code thresholds are in a very good agreement with the numerical value observed in the simulation.
Remark 2: (self-decodable condition) Theorem 2 illustrates that if (21) then the punctured code threshold exists for a good mother code ensemble . It implies that (21) is a necessary condition which guarantees that a randomly chosen code (sequence) from the punctured code ensemble is self-decodable with probability one. Hence, we refer to (21) as the self-decodable condition.
IV. IR COOPERATIVE CODING SCHEME
In this section, we introduce an IR coding collaboration scheme. We assume that the sender and helpers acquire a common time reference and operate in a single radio frequency band . The MAC scheme is based on a time-division scheme. The transmission interval is partitioned into nonoverlapping slots of duration , where , for , is referred to as the assignment rate for slot , , and the time allocation is predetermined for all nodes.
Each node in the wireless network has an encoder (associated a codebook of length and rate ), a decoder, and a mapping device. The sender (Node 0) encodes the information and obtains a mother codeword . The mapping device partitions the codeword into blocks corresponding to nonoverlapping slots. Block of length is transmitted in slot ,
. For analysis simplicity, the partition is based on random assignment [26] which can be described using a probabilistic mapping device which randomly assigns bits of the transmitted codeword to blocks. More precisely, the random mapper takes a bit of the codeword and sends it to slot with a predetermined assignment rate . Bit assignments are independent and, thus, the expected (and asymptotic as ) number of bits assigned to slot is . After random mapping, each block of bits forms a codeword obtained by puncturing. Let denote the punctured codeword corresponding to slot . For a given good (mother) code ensemble and the (random) assignment rate , Theorem 2 shows that the punctured code ensemble exhibits the SNR threshold behavior for an AWGN channel, i.e., if the received SNR is larger than the punctured code threshold , the average ML decoding word error probability decays to zero as the codeword length tends to infinity. As illustrated in (19) , the punctured code threshold can easily be calculated based on the mother code threshold . Hence, this threshold behavior allows for adaptively scheduling the cooperation in two stages described below.
A. Broadcast Stage
As shown in Fig. 5(a) , the sender broadcasts its information by transmitting during slot . Each helper listens and attempts to decode this message. More precisely, helpers estimate the instantaneous received SNR from the incoming signal and compare the SNR with the punctured code threshold corresponding to at the beginning of the broadcast stage. 3 Let denote the reliable set of cluster members whose sender-to-helper instantaneous SNR . The element of is referred to as the reliable node. The punctured code threshold theorem and quasi-static channel assumption imply that reliable nodes can be guaranteed to decode the message successfully under ML decoding. Next, each reliable node sends an ACK back to the sender over a fast and error-free feedback channel without a need for prior decoding. During this slot, reliable nodes listen and decode the received signal. Fig. 5(b) illustrates the transmission interval corresponding to slots through (here, dark solid circles represent reliable nodes). Node , re-encodes and partitions received information in the same manner as was done by the sender and, consequently, relays (corresponding to the slot ) to the destination in slot . The sender transmits the leftover blocks corresponding to the remaining transmission slots based on the received ACKs. The signal received at the destination corresponds to the IR scheme with a fixed number of transmissions, where a retransmission may experience a different channel quality.
B. Forwarding Stage

Example 3: Let us assume
, Node 0 is the sender, the collaborative cluster , and the reliable set . Based on the ACK-based feedback from the cluster, the dynamic schedule is shown in Table I . Since Nodes 1 and 3 are reliable nodes, they send and at Slots 1 and 3, respectively. The remaining blocks are transmitted by Node 0 at Slots 0, 2, and 4.
Remark 3: (decoding delay) We note that each reliable node needs to decode the message before it relays this information. This results in a decoding delay in the transmission. If one of the reliable nodes is scheduled to send the message in slot 1, it requires some extra time between slot 0 and slot 1 due to a decoding latency. In Appendix F, we propose both early stopping and a threshold adjusting technique to reduce this time in practice. For simplicity of the error performance analysis, we assume in Section V.
V. IR COOPERATIVE CODING PERFORMANCE BASED ON CODE OUTAGE
The decoding is performed at the destination upon completion of transmission slots. The proposed cooperative coding scheme implies that the received signal is always the mother codeword modified by the fading channels. Moreover, all communication links experience independent quasi-static Rayleigh-fading channels. Hence, the codeword is, equivalently, transmitted over slots and experiences independent channel gains. Consequently, we study the performance of codes transmitted over a block-fading channel [15] , [22] .
A. Code Outage for a -Block-Fading Channel
We consider the block-fading channel model [22] with fading blocks (a group of blocks will be referred to as a frame), where the fading coefficient is essentially invariant during a single block and different from one block to another.
Let
and be the average received SNR and the channel power of block , respectively. The Bhattacharyya parameter is a function of and , i.e., for Hence, the average Bhattacharyya parameter over blocks is a function of the random vector and, thus, for a given good code, there is a nonnegligible probability that the effective Bhattacharyya distance is less than the code threshold , termed code outage probability. Hence, the average frame error probability is a function of both the fading distribution and the threshold of the code ensemble . More precisely, the average ML decoding word error probability for a good code ensemble transmitted over a -block fading channel can be bounded as follows: (22) where stands for the event of the decoding error for the code of length . Theorem 1 implies that the second term of (22) approaches zero as the code length increases. Hence, the following error rate bound holds: (23) where
. We focus on long codes in the following analysis. To simplify the notation, we will omit and .
B. IR Cooperative Coding Performance
Now we study the FER performance of the IR cooperative coding scheme for a quasi-static frequency-flat Rayleigh-fading channel based on the code outage upper bound (23) .
In slot 0, the sender (Node 0) broadcasts its information by sending the punctured codeword . The channel powers , , are independent and identically distributed (i.i.d.) exponential random variables invariant during each transmission period. The reliable set is now randomly distributed over the collection of subsets of with probability (24) where . For a given , the IR cooperation scheme allows the mother codeword to be transmitted to the destination (Node ) over slots with independent quasi-static fading gains. Hence, the slot Bhattacharyya parameter is .
Consequently, the Bhattacharyya parameter averaged over slots is now (26) where is a random vector -tuple with an independent exponential distribution. The bound (23) implies that the conditional average word error probability given a reliable set can be bounded as (27) where and is referred to as the code outage probability for a given reliable set . The ML decoding FER for cooperative coding scheme averaged over all possible reliable sets can be bounded as follows: (28) where the superscript represents the number of (potential) transmitting nodes.
Example 4
: The case is equivalent to the traditional direct transmission between the sender and the destination, and the single-hop FER is (29) Example 5
: Here we consider the IR cooperative coding scheme with a single helper. In this case, the scheme FER is (30) where (assuming )
, and the intermediate steps for deriving (32) are given in Appendix G.
In general, (28) cannot be calculated in a closed form and one needs to resort to numerical integration methods.
VI. ASYMPTOTIC ANALYSIS
In this section, we consider several different cooperation scenarios and derive asymptotic (in SNR) FER bounds, which have a closed form. For simplicity, we assume (33) i.e., each randomly punctured code is self-decodable (with probability one). Next, we refer to as the sender-to-cluster distance, as the sender-to-destination distance, and as the cluster-to-destination distance as shown in Fig. 1 . Similarly, we define the sender-to-cluster SNR, the sender-to-destination SNR, and the cluster-to-destination SNR as and (34)
Computing FER bound (28) requires a complex integration operation in , which presents the code outage probability for a given . The following theorem which is the basis of our asymptotic analysis, among other contributions, helps in avoiding this integration. where means . Proof: The proof is provided in Appendix H based on the induction method.
A. Transmitter Clustering
In the transmitter clustering scenario we assume that helpers are very close to the sender so that . For this setting, we call the sender-to-cluster channel fully reliable in the sense of , i.e., all helpers are reliable nodes with probability one. Hence, the cooperation scheme FER can be written as where means that the inequality holds for sufficiently large , and the last step is based on the triangle inequality and .
B. Receiver Clustering
In the receiver clustering scenario, we assume that cluster members are very close to the destination so that . Note that (33) 
where the last step follows from the geometric property and .
C. Cluster Hopping
Here, we assume that and . The distances , , and satisfy the triangle inequality as shown in Fig. 6 . By using (24) in the high SNR regime, we have (46) Moreover, (19) , (27) , (33) We can easily verify that the transmitter clustering (41) and the receiver clustering (45) are two special cases of the cluster hopping (49).
D. Diversity Gain
Following [29] , the diversity gain is defined as (50) Since our collaborating model is a distributed multiple-input single-output (MISO) system, the maximum achievable diversity gain is . Equations (40), (44), and (48) illustrate that all of the three discussed scenarios: transmitter clustering, receiver clustering, and cluster hopping can achieve the full diversity gain, i.e., , in the high-SNR regime.
E. Cooperative Coding Gain
For small , we can build the following simple relationship between the punctured code threshold and the mother code threshold . Equation (19) In [30] , the author defines the cooperative coding gain as (57)
Let the sender-to-destination SNR be the basis, i.e., . Bounds (55), (56), and (52) imply that the coding gains of transmitter clustering, receiver clustering, and cluster hopping schemes satisfy (58) Inequality (58) illustrates that, in general, the cooperative coding gain is a function of the code parameter , the cooperation scheme parameters , and the geometric distance profile of the network. 
VII. SIMULATIONS AND DISCUSSIONS
A. IR Cooperative Turbo Coding
In this subsection, we study the error performance of the IR cooperation scheme based on the turbo code described in Example 1. FER simulations consider binary antipodal signaling and an independent flat quasi-static Rayleigh fading for each link. Each receiver has perfect channel state information and employs coherent detection. All receivers employ a multiple turbo decoder based on the triangle iterative decoding algorithm [31] .
Here we consider an collaborative network and assume and . Hence, the FER performance of cooperative turbo codes is a function of both cluster-to-destination SNR and sender-to-cluster SNR . Fig. 7 depicts the FER for 15, 0, 15 dB and as a function of from 2 to 16 dB. On the other hand, in Fig. 8 , we fix 2, 6 dB and study the FER performance versus sender-to-cluster SNR . For these two cases, we compare the simulation results with the analytic upper bound (28) and the asymptotic bound (52). Figs. 7 and 8 also depict the simulation results of the direct transmission as a benchmark. We observe that the upper bound (28) accurately predicts the cooperative coding performance and the asymptotic bound (52) converges to the bound (28) in the moderate and high-SNR regimes. This observation enables us to estimate the FER performance as a function of and by combining (28) and (52) in Fig. 9 , where we use the bound (28) for low SNR and employ the bound (52) to simplify the computation for medium and high SNR.
B. Collaborative Cluster Size
Here, we study the effect of the collaborative cluster size on the FER performance of the transmitter clustering (the sender-to-cluster distance in this scenario). We assume that nodes have limited battery energy. In this case, achieving high transmission energy efficiency is more important than maximizing the diversity gain. Our approach is to assume that the allowable FER is , which guarantees the quality of service (QoS), and to determine the -achievable transmission energy by applying the asymptotic bound studied in Section VI. The closed-form bound predicts well the error performance for medium and high SNR.
Let , now, (55) implies
where is the -achievable transmission energy. To satisfy the QoS requirement, we require 4 (60) 4 Strictly speaking, the bounds (52), (55), and (56) are based on the large SNR assumption. However, through simulations, we observe that the asymptotic bounds also work well for the medium SNR. On the other hand, these asymptotic bounds can be expressed in a closed form, whereas, the calculation of the bound (28) requires numerical integration method. Thus, here and hereafter, we use these asymptotic bound to estimate the FER performance.
Based on Stirling's approximation, the -achievable transmission energy is (61)
To illustrate how much energy can be saved using the IR cooperative transmission, we consider both direct transmission and transmission over a fully interleaved Rayleigh-fading channel cases as benchmarks. For direct transmission (i.e., ), by using the bound (53) in Example 6, the -achievable energy is given by
For a fully interleaved Rayleigh-fading channel, the Bhattacharyya parameter is a function of the sender-to-destination SNR (see [17] for the detail) as follows: (63) where stands for fully interleaved Rayleigh fading. Theorem 1 implies that the asymptotic word error rate approaches zero (as ) if , i.e., the sender-to-destination SNR Note that . Hence, for this channel, the reliable transmission energy threshold is defined by (64) Let denote the transmission energy saving. Equations (61) and (62) lead to (65) which illustrates the fact that the energy saving is a function of only and for the transmitter clustering scenario and does not depend on the code threshold and the sender-to-destination distance . In other words, the energy saving of the IR cooperative coding scheme is universal for all good code families and sender-to-destination distances in the transmitter clustering scenario. Next, we set and numerically compute the estimated energy saving in Table II based on the approximation (65). We compare the calculation result with the fully interleaved fading channel savings (66) where the inequality follows from for . Fig. 10 illustrates the simulated FER performance versus transmission energy as well as the upper bound (28) and its asymptotic version (52) for and . In Fig. 10 , we also compare the FER performance of cooperative transmissions versus transmission over a fully interleaved Rayleigh-fading channel. In the latter case, the error performance exhibits a threshold behavior and the reliable transmission energy is described in (64). We observe that the energy saving obtained through simulation (in Fig. 10 ) and the estimated (in Table II ) illustrate an excellent match. Furthermore, both Table II and Fig. 10 illustrate the fact that, although the cumulative energy saving increases with , the rate of increase drops quickly.
C. Normalized Cluster to Destination Distance
Here, we assume , ,
, and . We move the collaborative cluster from the sender toward the destination, and evaluate the energy saving in terms of the normalized cluster to destination distance . Here, we use a similar approach as the one used in the previous subsection. We assume that the allowable FER is and calculate the -achievable energy based on the asymptotic FER bound (52), i.e., Hence, we have where . Next, the transmission energy saving is given by (67) Equation (67) illustrates that does not depend on the code threshold and the sender-to-destination distance for a given . In this sense, we claim that the transmission energy saving of IR cooperative coding schemes is universal in the general cluster hopping scenario.
Based on (67), we depict the transmission energy saving in Fig. 11 as a function of the normalized cluster distance for , where , path loss exponent , and . Here, we consider two cases: fixing and choosing optimum for a given . In Fig. 11(a) , we observe that is below when . The reason is that here the assignment rate is fixed to . We note that implies that the collaborative cluster is close to the destination and far from the sender. In this case, the transmission in slot 0 (i.e., broadcast stage) is more important (see the receiver clustering case in Section VI-B and the asymptotic bound (56)), and larger helps in increasing the expected number of reliable nodes which relay the message to the destination at the forwarding stage. Hence, we obtain a better energy saving performance for than for when . As a comparison, we depict the energy saving by optimizing for a given in Fig. 11(b) .
VIII. CONCLUSION
In this paper, we study a cooperative coding scheme for multihop wireless networks with incremental redundancy. Threshold analysis of good code ensembles enables the analysis of the IR cooperation coding scheme.
First, we study the threshold behavior of good code ensembles for BISOM channels. A general relationship between the channel capacity, the Bhattacharyya rate, and the cutoff rate is established for BISOM channels. Based on this relationship and the modified Shulman-Feder reliable channel region [15] , a simple code threshold is proposed. The reliable communication constraint based on the simple code threshold has the same form as the UB code threshold introduced in [17] , but the former result is close to 1 dB tighter for an example of a rate turbo code on a BI-AWGN channel.
Next, we consider the fading channel. Based on the code outage concept, a simple threshold bound on FER and its asymptotic version are presented for the IR cooperative coding scheme. The asymptotic bound is a closed-form function of the simple code threshold, average channel SNR, geometric distances, and the size of the collaborative network. It enables analysis of the diversity and coding gains for three different scenarios: transmitter clustering, receiver clustering, and cluster hopping.
Finally, we simulate the IR cooperative turbo code performance based on the iterative decoding. Remarkably, our analytical FER bound accurately predicts the simulated cooperative coding performance at any SNR and the asymptotic bound agrees very well with the simulation results at medium and high SNRs. We further discuss the transmission energy gain in terms of collaborative network size and normalized distance for the transmitter clustering and cluster hopping scenarios, respectively. In both cases, we observed that the energy saving does not depend on the sender-to-destination distance and the code threshold. In this sense, we claim that the energy saving of IR cooperative coding scheme is universal for all good code families and all initial noncooperative hop-distance selections.
APPENDIX
A. Modified Shulman-Feder Reliable Channel Region
In this appendix, we state for reference the modified Shulman-Feder (MSF) reliable channel region for good binary code ensembles transmitted over a set of (independent) parallel channels (see [15] for the detail).
Theorem 4 (cf. [15, Theorem 5] ): Consider a good binary linear code ensemble of rate whose transmission takes over BISOM parallel channels. Assume that the coded symbols are randomly and independently assigned to these channels, so that each bit is transmitted over Channel with a priori probability , for , where referred to assignment rate and . Let and be the channel capacity and the Bhattacharyya parameter of Channel , and and be the restriction UB code threshold and the SF distance defined in (14) and (15), respectively. Then, if the average channel capacity and Bhattacharyya parameter over the parallel channels satisfy and (68) the average ML decoding word error probability decays to zero as the codeword length approaches infinity.
Different from the condition (17) for the simple code threshold, the above MSF reliable channel region (68) requires satisfying two constraints associated with two pairs of channel/code parameters. Hence, this calculation is complex, in particular, when the condition (68) is employed in the analysis of some practical communication schemes. where the inequality follows from Proposition 1. Hence, (69) and (70) imply the desired result.
B. Some Useful Inequalities
C. Proof of Lemma 1
The proof of Lemma 1 is based on Jensen's inequality [32] and Proposition 1, 2 in Appendix B.
Proof: First, we prove . . Hence, the decoding error probability approaches as the codeword length . Now, the converse to Shannon's channel coding theorem [32] implies which contradicts (73).
E. Proof of Theorem 1
For the proof of Theorem 1 we proceed in the following two steps. We first show the existence of by using Lemma 2. Next, we prove the main result based on the MSF reliable channel region theorem (see Appendix A) and Lemma 1.
Proof: Let and To prove the existence of , we need to show that the set is not empty. Let us consider a particular weight partition that . In this case, (14) and (15) 
F. On the Reduction of Decoding Delay
Here, we propose "early stopping" and "threshold adjusting," which in practice neutralizes the effect of the decoding delay.
Without loss of generality, we assume that Node 1 is a reliable node and is scheduled to send the message in slot 1. The key of early stopping is that Node 1 does not need to listen to the message during the whole slot , instead, Node 1 can stop listening early and begin to decode after it receives enough information. Let be the sender-to-helper instantaneous SNR of Node 1. By the reliable node definition (see Section IV-A), we have . Hence, there exists an effective listening period satisfying (75) Equations (75) and (19) imply that satisfies Node 1 begins to decode after receiving bits. Theorem 2 implies that the "early stopping" rule can guarantee that the ML decoding is successful at Node 1. Now, the required extra time is . Clearly, the proposed strategy helps in reducing the decoding delay latency.
When , an alternative method is threshold adjusting. Here, we reset the punctured code threshold to be . We say that Node 1 is a reliable node (scheduled to send the message in slot 1) when the sender-to-helper instantaneous SNR (76) Node 1 listens to the message during the slot and begins to decode after receiving bits. Now, there is still seconds left in slot 0 for the decoding process.
G. Proof of (32)
Here, we provide the intermediate steps for deriving (32) .
Proof: Let
Recall that fading power gains and are independent exponentially distributed with mean . Hence, random variables and are independent uniformly distributed over . By the definition (27) , we have (77) where the third equality is due to , and the last equality is based on the definition of punctured code threshold (19) . Note that Hence, the second term of (77) is given by (78) where . Next, the third term of (77) can be rewritten as (79) Combining (77), (78), and (79) together, we have the desired result (32) .
H. Proof of Theorem 3
The intuition of the proof of Theorem 3 is described as follows. Since is a positive integer, we derive the result based on an induction method. First, we consider the case and derive Lemma 3 based on a more general setting. Next, we prove the main result of Theorem 3. We show that, if the hypothesis (36) holds for the integer , it is also true for . Finally, by combining (82), (83), and (84), we have the desired result Since both the baseline case and the inductive step satisfy (36), we conclude that the hypothesis (36) holds for all .
