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iAbstract
Energy conservation is considered to be one of the key design challenges within
resource constrained wireless sensor networks (WSNs) that leads the researchers
to investigate energy efficient protocols with some application specific challenges.
Dynamic clustering scheme within the deployed sensor nodes is generally consid-
ered as one of the energy conservation techniques. However, unbalanced distri-
bution of cluster heads, highly variable number of sensor nodes in the clusters
and high number of sensor nodes involved in event reporting tend to drain out
the network energy quickly, resulting in unplanned decrease in network lifetime.
Performing power aware signal processing, defining communication methods that
can provide progressive accuracy and, optimising processing and communication
for signal transmission are the challenging tasks. In this thesis, energy efficient
solutions are proposed for collaborative sensing and cooperative communication
within resource constrained WSNs.
A dynamic and cooperative clustering as well as neighbourhood formation scheme
is proposed that is expected to evenly distribute the energy demand from the clus-
ter heads and optimise the number of sensor nodes involved in event reporting.
The distributive and dynamic behaviour of the proposed framework provides an
energy efficient self-organising solution for WSNs that results in an improved net-
work lifetime. The proposed framework is independent of the nature of the sensing
type to support applications that require either time-driven sensing, event-driven
sensing or hybrid of both sensing types.
A cooperative resource selection and transmission scheme is also proposed to im-
prove the performance of collaborative WSNs in terms of maintaining link relia-
bility. As a part of the proposed cooperative nature of transmission, the transmit-
receive antennae selection scheme and lattice reduction algorithm have also been
considered. It is assumed that the channel state information is estimated at the
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receiver and there is a feedback link between the wireless sensing nodes and the fu-
sion centre receiver. For the ease of system design engineer to achieve a predefined
capacity or quality of service, a set of analytical frameworks that provide tighter
error performance lower bound for zero forcing (ZF), minimum mean square er-
ror (MMSE) and maximum likelihood (ML) detection schemes are also presented.
The dynamic behaviour has been adopted within the framework with a proposed
index derived from the received measure of the channel quality, which has been
attained through the feedback channel from the fusion centre. The dynamic prop-
erty of the proposed framework makes it robust against time-varying behaviour of
the propagation environment.
Finally, a unified framework of collaborative sensing and communication schemes
for cooperative WSNs is proposed to provide energy efficient solutions within re-
source constrained environments. The proposed unified framework is fully de-
centralised which reduces the amount of information required to be broadcasted.
Such distributive capability accelerates the decision-making process and enhances
the energy conservation. Furthermore, it is validated by simulation results that
the proposed unified framework provides a trade-off between network lifetime and
transmission reliability while maintaining required quality of service.
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Introduction
1.1 Background and Motivation
From an engineering prospective, a sensor node is a small device which is comprised
of the following basic components, which are described as follows: a sensing sub-
system that is responsible for acquiring the data from the physical environment,
a processing subsystem which performs data processing, a storage subsystem, a
communication subsystem for wireless transmission and reception of data and a
power subsystem. Wireless sensor nodes are capable of transmitting and receiving
data within a particular communication range. The main tasks of sensor nodes are
to monitor environmental conditions, to perform data processing and to transmit
it to the Fusion Centre Receiver (FCR). Usually sensor nodes can be equipped
with a variety of sensors based on the application requirements i.e. seismic, ther-
mal, visual, infrared etc., in order to monitor various conditions e.g. temperature,
humidity, motion, fire detection, smoke detection, pressure, flood detection, noise
level, mechanical stress level etc. Wireless sensor nodes can be used for a diverse
range of applications in military, health, chemical processing, ocean monitoring,
disaster management etc.
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“Wireless Sensor Networks (WSNs) are usually composed of a number of wireless
sensor nodes which collectively monitor and distribute information to the desired
destinations. A wireless sensor node is a battery powered device which is expected
to perform several tasks such as sensing of physical quantities, wireless communi-
cation, data storage, computation and signal processing. Ideally within a WSN,
sensor nodes are expected to perform these tasks collaboratively to achieve a com-
mon objective as discussed in [1]”. The main aim of such collaborative scheme is
to optimise network communication, to reduce the number of nodes involved in de-
cision making and the amount of information required to exchange between them.
One of the design challenges is to introduce such collaborative techniques which
are dynamically self-configurable and adaptive to the environmental conditions [2].
Usually WSNs are “deployed in a hostile environment which make it impractical
to recharge or change the batteries as discussed in [1]”. Energy conservation is a
key issue in the design of WSNs because they should have a lifetime long enough to
fulfil the application requirements. The lifetime of WSNs can be defined in several
ways such as the time when the first sensor node runs out of battery, a certain
percentage of sensor nodes energy depletes as well as when all the sensor nodes run
out of energy as described in [3]. If a sensor node within a WSN runs out of energy,
the other sensor nodes around it will start to run out of energy quickly. Conse-
quently, it could result in loss of network connectivity, coverage and reliability.
The factors that contribute to the rapid depletion of energy within sensor nodes
are: retransmission of data due to link failure, inappropriate transmission strate-
gies, lack of cooperation among sensor nodes and improper deployment strategies.
Generally, WSNs are deployed to monitor events, e.g. static events such as humid-
ity, vibration, temperature etc. or dynamic events, e.g. battlefield surveillance,
ocean monitoring etc. Based on the types of sensing environments, the sensing
methods are expected to be different as described in [4]. Dynamic events can only
be observed if the sensor nodes are constantly monitoring the environment. One of
the main goals in the design of WSNs is to keep it alive for the maximum possible
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time.
In WSNs, the parameter requirements may vary because of the dynamic environ-
mental conditions which makes it difficult for sensor nodes to determine appro-
priate parameter values, e.g. voltage, frequency, radio transmission power, packet
size etc. WSNs are expected to be adaptive with the sensing environment, while
demanded or allocated with resources such as energy consumption, available band-
width etc. to ensure required Quality of Service (QoS) as discussed in [5]. The
required QoS is generally defined in terms of the error rate that can be guaranteed
by adopting a dynamic behaviour according to the time-varying conditions of the
propagation environment. In WSNs, thousands of sensor nodes could be collect-
ing data which makes it difficult to combine the distributed data synchronously.
Centralised decision making is one of the well accepted collaborative signal pro-
cessing model in which each sensor node transmits its data to the FCR for further
processing. In large sensor networks, the number of sensor nodes could be thou-
sands which can cause longer processing delays and potential drops at the FCR as
discussed in [6]. It is also discussed in [7] that centralised decision making based
models are not appropriate for data integration in WSNs as they cannot respond
to load changing in real time because a fixed set of sensor nodes are used for data
fusion which requires more battery power and network bandwidth.
WSNs usually suffers from a number of inevitable problems because of resource
constrained sensor nodes deployed randomly in hostile environments which make
it difficult to change or replace them as discussed in [8]. “Consequently, lifetime
enhancement is one of the key constraints while designing the WSNs regardless of
the type of application, without compromising the required QoS. As stated earlier,
sensor nodes are expected to collaborate to involve an optimised number of sensor
nodes while reporting an incident or to select a set of transmission schemes that
can guarantee minimum energy consumption without compromising the required
QoS. Recently, a significant amount of research has been carried out on sensor
node selection while exploiting the advantages provided by the multiple sensor
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nodes involved in transmission and reception. While optimising WSNs, the key
challenge is the selection of transmitting sensor nodes as well as receiving antennae
at the FCR that provide with assurance of optimum utilisation of radio resources
as discussed in [9]. Traditionally multiple antennae have been used to achieve
transmit or receive diversity to combat fading or to achieve spatial multiplexing
to increase the data rate by transmitting the independent information streams
through the spatial channels. In the context of WSNs, several sensor nodes are
expected to achieve a virtual Multiple-Input Multiple-Output (MIMO) system,
that can obtain all the benefits of both transmit-receive diversity as well as spatial
multiplexing as attainable with conventional MIMO based communication systems
as discussed in [1, 10, 11]”.
To achieve scalability and energy efficiency within WSNs, clustering is defined
that virtually divides the sensor nodes of the whole network into logical groups.
It also enhances load balancing, fault tolerance and network connectivity within
the network [12]. Generally, cluster heads are selected within WSNs to perform
special tasks for its sensor nodes i.e. coordination among sensor nodes, data ag-
gregation, communication with other cluster heads and the FCR etc. The cluster
heads selection criterion is usually based on certain parameters i.e. residual en-
ergy, distance from the FCR etc. As a result of the aforementioned tasks, the
energy of the cluster heads drains out at a much faster rate than the other nodes
within the network. Therefore, the self-organisation of the network is a desir-
able feature as no centralised or external entity is required. Dynamic clustering
is introduced within WSNs which is expected to balance the energy consumption
among the sensor nodes by re-selecting the cluster heads and redefining the cluster
boundaries; hence enhancing the lifetime of the WSN [13]. Most of the dynamic
clustering schemes presented in the literature [14, 15] are based on random se-
lection of cluster heads which results in uneven distribution of cluster heads that
leads to low network coverage and uneven energy consumption. As a result, it
also increases the chance of selecting a low energy sensor node as a cluster head
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which will force frequent re-clustering. Subsequently, controlled size clustering is
one of the solutions to overcome the aforementioned challenges that is expected
to conserve energy by evenly distributing the energy demand among sensor nodes
throughout the network.
Within WSNs, most of the energy is consumed during communication, especially
data transmission to the FCR which is denoted as long-haul transmission. Gen-
erally, conventional single node transmission techniques are used for long-haul
communication. However, such high dependency on a single node during long-
haul transmissions may lead to reliability risk in severe network conditions such
as least amount of available energy at a sensor node or deep channel fading etc.
Hence, energy efficient communication schemes are needed to be defined to fo-
cus on minimising the energy consumption during communication. Cooperation
among sensor nodes during data transmission allows resource saving within WSNs
by implementing virtual MIMO concepts for energy efficient communication to
increase reliability and enhance energy efficiency [16].
The power consumption of a sensor node is also directly proportional to the un-
certainty of channel propagation conditions. Thereafter, one of the key design
challenges within WSNs is to make them adaptive with the dynamic propagation
environmental conditions of radio frequency to guarantee the QoS based on ap-
plication requirements. “It is also expected to obtain maximum transmit-receive
reliability with optimum usage of radio resources i.e. power and bandwidth. To
obtain maximum optimisation performance, knowledge of the channel quality fea-
tures at the transmitter is required as discussed in [1]”. Hence, classification of
such channel quality features as estimated at the receiver can be fed back to the
transmitter with negligible spectral resources as required.
Several key issues have been addressed in the existing work to produce energy
efficient solutions for WSNs. However, it is found that the existing works do not
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provide a unified framework of collaborative sensing and cooperative communi-
cation for resource constrained WSNs that can utilise the dynamic nature of the
sensing environment and also be adaptive to the varying channel conditions during
wireless communication. This study aims to provide an energy efficient collabora-
tive sensing and communication framework for resource constrained WSNs that is
expected to be adaptive to the dynamic sensing and communication environment.
Moreover, the framework is expected to enhance the operational efficiency of WSNs
and also their robustness against the prevailing variable channel conditions.
1.2 Aim and Objectives
The aim of this research is to obtain an adaptive sensing and communicative
scheme for resource constrained cooperative WSN. The nature of collaboration
is thus aimed to be the prime focus of adaptivity. This involves: adaptation of
collaborators with the aim of achieving the required quality of service, without
any loss of information content, whilst maintaining data sharing reliability as well
as guaranteed intended performance robustness on the network response in the
presence of adverse channel conditions.
The main objectives of this research project are stated below:
• To conduct research on collaborative wireless sensing and its applications,
such as: security, assisted living, tele-health care, and environmental and
remote area monitoring etc.
• To investigate the nature of resource constraints within the co-operative
WSN and to explore the suitability of collaborative wireless sensing in order
to improve the performance with the constraints on resources, such as energy,
processing complexity, channel capacity, etc.
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• To investigate the challenges within cooperative WSN with the existing col-
laborative transmit-receive schemes.
• To propose an improved collaborative wireless sensing scheme that optimises
the performance degradation due to the resource constraints within WSN.
• To propose an adaptive cooperative communication scheme within WSN, for
enhanced receiver performance with the available physical resources such as
the number of sensing nodes involved in the cooperation.
• To propose a unified framework of collaborative sensing and communication
scheme for sensor networks, where performance is expected to be indepen-
dent of the application.
• To build a simulation model of the proposed unified model and analyse its
performance in terms of reliability and robustness in the resource constrained
environment.
1.3 Research Contributions
The main contributions of this study are as follows:
• A dynamic clustering as well as neighbourhood formation framework for
wireless sensor networks is proposed where collaborative sensing is permitted.
The proposed framework provides an energy efficient solution by uniformly
distributing the network load among sensor nodes and carefully selecting the
candidate sensor nodes for event reporting.
• The proposed framework is universal in nature for its functionality require-
ment within a WSN, i.e. independent of the sensing parameters. This
provides the system design engineer with a tool for lifetime approximation
modelling to configure the network for a diverse range of applications by
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fine-tuning the following parameters: cluster head selection threshold and
neighbourhood selection criterion.
• The analytical frameworks of the MIMO receiver performance, which pro-
vides a tighter lower bound in comparison to the existing bounds for the ZF,
MMSE and ML detection schemes within MIMO wireless communication
systems are proposed. This is to ease system design in order to achieve a
predefined capacity or quality of service requirement.
• A measure of channel quality is “proposed that maps directly to the frame
error probability. This is defined as the channel quality index (CQI) to en-
able adequate decisions on the selection of appropriate optimisation scheme
adaptively. The CQI is designed in a manner to ensure robustness against
signal distortions caused by the propagation and interference conditions of
the channel. As well as to guarantee the optimised utilisation of resources
while maintaining the required quality of service” [1].
• A CQI-centric transmitter-receiver antennae selection scheme is proposed.
This is expected to maintain the required QoS by turning off the transmitter-
receiver antennae pairs that are suffering from deep channel fading. This
will be “based on the information from the FCR through a feedback link.
Lattice reduction based signal design scheme is also proposed with the aim
of minimising the effect of leakage interference on the signal. To achieve
a high detection reliability while minimising energy consumption, a hybrid
scheme is proposed. The hybrid scheme is expected to achieve high detection
reliability and to minimise energy consumption by turning off the transmit-
receive antennae pair which is affected by deep fading” [1].
• A unified framework is proposed for collaborative sensing and communication
schemes for resource constrained WSNs. The dynamic behaviour of the
proposed framework is adopted with a proposed CQI scheme in the context
of WSNs. This scheme provides a trade-off model for transmission reliability
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and network lifetime by dynamically reconfiguring the network according to
radio frequency propagation environment conditions while maintaining the
required QoS.
A flow chart is presented in Figure 1.1, which highlights the research contributions
and limitations within the context of the existing works.
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Figure 1.1: A flow chart highlighting the research contributions and limita-
tions within the context of existing works.
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1.4 Thesis Organisation
The rest of the thesis is organised as follows:
In Chapter Two, the characteristics requirements of WSNs, the optimisation goals
to overcome the challenges and to achieve the characteristics requirements; the
state of the art techniques in collaborative sensing and communication schemes
within resource constraints WSNs are all discussed. A literature review of the
dynamic clustering schemes, event-driven sensing, challenges to exploit MIMO
techniques, cooperative sensor node selection, dynamic adaptivity to maintain link
reliability, and optimisation problems within the context of WSNs are presented.
In Chapter Three, a universal and dynamic clustering framework for collaborative
sensing within WSNs is presented. This supports the applications that require
either time-driven sensing, event-driven sensing or both. Moreover, a network life-
time model is also derived to observe the performance of the proposed framework
with homogeneous and heterogenous WSNs.
Chapter Four presents a channel quality based resource allocation framework for
cooperative communication within WSNs. An adaptive transmit-receive antennae
selection as well as lattice reduction based transmit signal design schemes are
proposed. Moreover, a measure of channel quality to enable adequate decision
on the selection of appropriate cooperation scheme is also presented. Thereafter,
analytical frameworks are presented for the ease of the system design engineer to
achieve predefined QoS requirements.
In Chapter Five, a unified framework of collaborative sensing and communication
schemes for cooperative WSNs is presented. The proposed framework is expected
to be adaptive based on the channel quality to attain transmission reliability while
utilising optimum resources. Moreover, the proposed unified framework provides a
trade-off between energy efficiency and transmission reliability while maintaining
the required QoS.
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Finally, in Chapter Six, research challenges are discussed, concluding remarks and
future work based on the proposed work presented for this study.
Chapter 2
State of the Art Techniques for
Collaborative Sensing and
Communication Schemes
2.1 Introduction
This chapter explores the state of the art techniques for collaborative sensing and
cooperative communication schemes and their implementation challenges within
the context of resource constrained WSNs. Moreover, the characteristics of WSNs
such as energy efficient operation, adaptive reconfiguration, collaboration, in-
network processing, decentralised management, multi-hop wireless communica-
tion and scalability are discussed briefly. The optimisation goals in the design of
WSNs are also discussed. Recent developments in WSNs design and optimisation
techniques are elaborated along with their limitations within the context of the
problem domain.
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2.2 Wireless Sensor Networks: Applications and
Demands
Recent developments in the technology have contributed a significant transfor-
mation within WSNs that makes it possible to produce low cost, small size and
multi-functional sensor nodes. Depending on the application requirements, a wire-
less sensor node can comprise of multiple sensor types such as thermal, seismic,
acoustic, magnetic, infrared, visual etc. So, WSNs can be used to monitor a diverse
range of ambient conditions such as: pressure, humidity, temperature, direction,
speed, noise level, light, stress etc. Consequently, WSNs can be used for a large
range of applications such as: habitat monitoring, climate monitoring, home au-
tomation, ocean monitoring, disaster management, support for logistics etc. The
existing WSN applications can be categorised as shown in Figure 2.1 and some of
the applications are described as follows.
WSN Applications
Industry &
Agriculture
Military & Crime
Prevention
Urbanisation &
Infrastructure
Body Area
Networks
Environment
Equipment & Plant
Monitoring
Smart Homes &
Cities
Health
Intelligent
Transport Systems
Security &
Surveliiance
Smart Grids &
Metering
Farming Animal TrackingWeather Prediction
Disaster
Management
Figure 2.1: Classification of WSN Applications.
• One of the applications of WSNs for environmental monitoring is disaster
management. The occurrence of environmental events either naturally or
caused by humans can result in mass destruction. Recently, WSNs can play
a key role in disaster early warning systems. It is required from WSNs to
provide efficient detection and recovery mechanisms such as surveillance, de-
tection, intruder warning and to facilitate emergency response. A semantic
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sensor web architecture has been proposed in Gray, Sadler, Kit, Kyzirakos,
Karpathiotakis, Calbimonte, Page, Garc´ıa-Castro, Frazer, Galpin, et al. [17]
to support environmental decision applications e.g. flood emergency re-
sponse. It can provide support to different authorities in emergency by
updating them with real time data. It is claimed by the authors that the
proposed semantic sensor web will provide support to identify the relevant
data sources, real time access of sensor data and correlate the data from
multiple sources which will facilitate flood forecasting and thus help the
emergency response units.
• As the world advances in technology, our environment is becoming polluted
because of the harmful gases mainly due to the high density of industries
and transports especially in urban areas. Consequently, the increase in air
pollution is continuously increasing global warming. As a result, the climate
temperature is increasing around the world and glaciers in north and south
poles are melting. Therefore, it is becoming mandatory to monitor and
regulate air pollution for the protection of our future generations as discussed
in [18]. A ubiquitous sensor network (USN) is proposed in [19] to monitor
air pollution. The USN provides efficient data distribution, security and
long distance deployment readiness to support the relevant authorities by
monitoring temperature, humidity, pressure, CO2 and ten other gases. The
acquired information is broadcast through ZigBee and GSM technologies,
and is accessible to the users by making use of Google Maps.
• Tele-healthcare is one of the key applications within WSNs for the improve-
ment of the quality of life. The tele-healthcare systems can continuously
monitor patients which minimises the need of caregivers. Moreover, it can
provide continuous support to the elderly people and help them to lead an
independent life as described in [20]. A tele-homecare system has been pre-
sented by Chung et al . in [21] that provides assistance to elderly people in
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their home. The patient’s physiological parameters such as body tempera-
ture and heart beat are measured continuously and stored in a database at a
control centre using ZigBee communication. The control centre analyses the
patient’s data and in case of an emergency it sends alerts to caregivers and
the family. The caregiver can remotely control the patient’s environmental
conditions and can also monitor through cameras when an emergency occurs.
• With the advances in technology, smart homes and cities have become a
popular area of research. One of the applications of WSNs for smart homes
and cities is the smart grid which integrates renewable and alternate energy
sources in the existing power systems. In recent years, major blackouts have
occurred due to the congestion within the power systems caused by the high
demand of electricity, lack of monitoring, fault diagnostic, effective commu-
nication and automation. The basic concept of a smart grid is to control the
power systems remotely with intelligent decision making and to perform au-
tomated actions in various aspects e.g. generation, delivery and utilisation.
To fulfil these requirements, an extensive network monitoring is required.
The challenges of WSN’s deployment in power systems such as harsh en-
vironments, reliability, and latency as well as the application requirements
such as remote monitoring, automatic meter reading and managing equip-
ment faults are discussed in [22]. Moreover, it presents a comprehensive
analysis to statistically characterise the wireless channel’s link quality for
the outdoor substation, power control room and underground transformer
vault.
• In recent days, the industry marketplace is very competitive which demands
improvement in process efficiency while complying with environmental regu-
lations as well as meeting the financial objectives. To improve the productiv-
ity and efficiency of the industrial systems, low cost automation systems are
required with smart features such as intelligent processing, self-organisable
capabilities, flexibility, reliability and which can also be deployed rapidly.
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WSNs can play a key role in industrial systems by providing real time moni-
toring and responding to events with appropriate actions as discussed in [23].
The detection of toxic gases in petrochemical plants is one of the significant
issues, as the leakage can threaten the life of working staff. So, it is required
from WSNs to detect the boundary of the toxic gases which are invisible,
fast moving and have irregular shapes. Therefore, a boundary area detection
scheme is proposed in [24] that is expected to detect the boundary area of
toxic gases and provide this information to the rescue teams for evacuation
of workers.
• The advancement in the technology provides an inexpensive and reliable solu-
tion for surveillance applications. Conventional surveillance systems require
huge computation and manpower to analyse the surveillance data. WSNs
provide a cost-effective surveillance system that allows the devices to share
detected information with each other and with the server to achieve an over-
all picture of the situation. An integrated mobile surveillance and wireless
sensor system named as iMouse is proposed by Tseng et al . in [25] that
incorporates static as well as mobile sensor nodes to provide surveillance of
urban areas. Its basic functionality is to detect and analyse unusual events
such as fire incidence. If an event occurs, the static sensors detect that event
and report it to the server. Then the server commands mobile sensors to
investigate the event and provide additional information such as the cause
of the event occurrence.
• As the growth of the population in urban areas is increasing, the need of effi-
cient transportation has become a very important issue as traffic congestions
cause wastage of time and unpleasant experience. Moreover, congestion also
has a huge impact on economy and environment. A series of small incidents
can result in congestion such as a car breakdown can cause huge traffic jams
especially in highly loaded roads. To overcome this issue Yang et al . pro-
posed a self-organised traffic flow at intersections without the need of traffic
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lights in [26] to improve the traffic flow. As a result, the proposed scheme
results in reducing fuel consumption and emission level. The lightless traffic
flow can be achieved by installing intersection cruise control (ICC) in vehi-
cles which allows vehicles to communicate with each other and dynamically
adapt the traffic density at the intersections. The ICC incorporates a ded-
icated short range communication device, global positioning system and a
digitised road map. A vehicle is selected as a leader that controls the traffic
flow at the intersection by communicating with nearby roads and tracking
its location with respect to other vehicles.
2.3 Characteristics of WSNs
The architecture of a wireless sensor node is generally consists of a sensing, pro-
cessing, transceiver and power units. The sensing unit may consist of several
sensors and is responsible for monitoring environment conditions such as temper-
ature, humidity, light etc. The main controller of a sensor node is the processing
unit that may also consists of a memory unit. It is responsible for performing
sensing operations, running algorithms and collaboration with other sensor nodes.
But due to the size and cost limitations, a sensor node is constrained in processing
and memory e.g. Smart Dust mote has 4 MHz micro-controller with 512 bytes
of RAM as discussed in [27]. Another example of a micro-controller with higher
capability is SunSpot with 180 MHz processor with 4 MB flash and 512 KB of
RAM [28]. These specifications have been increased in the Imote2 platform with
416 MHz micro-controller, 256 KB SRAM, 32 MB flash and 32 MB of SDRAM as
discussed in [29].
Although the processing capabilities of sensor nodes are increasing, However, these
capabilities are significantly lower than the capabilities of embedded devices. As
a result, computationally low softwares are required for the efficient operation
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of WSNs. The sensor nodes communicate through the transceiver unit and it
performs the essential procedures to transmit data via radio frequency and vice
versa to receive information. It is the most important unit because it provides
connectivity with the network, but it also consumes most of the energy in order
to perform the functions such as modulation, filtering, demodulation and multi-
plexing. Moreover, due to path loss, sensor nodes are expected to transmit small
packets with low data rates over short distances. Therefore, it is a challenging task
to design low cost, low duty cycle and energy efficient transceivers. The power
unit is the most constrained unit in sensor nodes because of the size requirement
and its deployment in harsh environments, which makes it impossible to change
its batteries. Consequently, the lifetime of the sensor network is also limited. The
power capacities of Smart Dust, MicaZ and SunSpot platforms are 33 mAh, 1400
- 3400 mAh and 750 mAh respectively as discussed in [30]. Therefore, energy
efficiency is one of the key design issues in WSNs.
WSNs are expected to be deployed for diverse range of applications. So, it is
required from WSNs to be adaptable with the characteristics and mechanisms
required by the applications. Such adaptation in a real time environment without
any intervention from outside is the major challenge of the vision of WSNs. Some
of the characteristics required from WSNs are discussed as follows:
2.3.1 Energy-efficient Operation
Within WSNs, sensor nodes rely on a limited energy supply and it is impractical
to replace or recharge the energy supply in most of the applications. Hence, energy
efficient operation of the sensor nodes is one of the main tasks in the design of
WSNs. There are several key techniques described in [31–34] that can be used for
energy efficient operation of WSNs, such as: avoiding low energy sensor nodes for
data transmission to the FCR, i.e. energy efficient routing; turning off the sensor
nodes which are not in use i.e. duty cycling; minimising the number of samples
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which reduces the amount of data to be processed and transmitted to the FCR,
i.e. adaptive sampling; uniform energy usage and minimising the transmission of
redundant data among sensor nodes i.e. clustering.
2.3.2 Adaptive Reconfiguration
WSNs are expected to configure its operational parameters based on the applica-
tion requirements without any external intervention i.e. configuration, adaptation
and maintenance must be performed autonomously. The sensor nodes should be
able to: find their geographical locations through other sensor nodes within the
network; should be able to act as cluster heads when required; should be able to
cooperate with other sensor nodes to form topologies or agree on sensing, process-
ing and communication strategies; should be able to adjust transmission power to
maintain a certain degree of reliability; should be able to adapt the changes in the
environment; should be able to tolerate dead sensor nodes and should be able to
integrate new sensor nodes as described in [35].
2.3.3 Collaboration and In-network Processing
In some applications, sensor nodes are required to collaborate to perform decisions
e.g. detection of an event, tracking of a target etc. It is because only collaboration
among sensor nodes can provide enough information to make that final decision.
Network processing is used to perform the collaboration among the sensor nodes
and to aggregate the redundant sensor data. This provides a trade-off between
computational complexity and communication cost, hence achieve energy conser-
vation.
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2.3.4 Decentralised Management
The resource constraints within WSN make it infeasible to perform network man-
agement through centralised algorithms. Instead, WSNs are expected to be man-
aged through decentralised algorithms and sensor nodes are expected to collabo-
rate to perform decisions locally. Consequently, the decentralised solution might
not be optimal but it will reduce the number of communications required to per-
form a decision and hence will conserve energy.
2.3.5 Multi-hop Wireless Communication
Within WSNs, one of the most energy consuming tasks performed by the sensor
nodes is wireless communication. As the received power of a wireless signal is
inversely proportional to inverse of the square of the distance from the source
signal, the increasing distance between the transmitter and receiver requires an
increase in transmission power. Therefore, multi-hop communication is the energy
efficient solution which requires the sensor nodes to cooperate and relay the data to
the receiver. Consequently, multi-hop wireless communication is a key requirement
in most of the applications within WSNs.
2.3.6 Scalability
WSNs are expected to be scalable which is a very important characteristics re-
quirement for most of the applications. The protocols and techniques considered
in WSNs are expected to be scalable to the changes in the topology of the network.
It is expected that the sensor nodes should be able to establish a communication
network, divide the tasks among themselves in an energy efficient manner, adapt
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the overall tasks load to the remaining resources and reconfigure upon sensor fail-
ures. Moreover, WSNs are also expected to be able to accommodate new sensor
nodes if required at a later stage after the network design as described in [36].
2.3.7 Quality of Service (QoS)
The increasing demand of WSNs for wide range of applications makes QoS to
be one of the paramount optimisation goals. Optimisation of WSNs in terms
of QoS is very challenging due to energy and computational constraints, harsh
environmental conditions, random deployment and interdependency between QoS
properties. For example, multi-path routing can improve reliability but it can also
increase energy consumption as discussed in [37]. So, it is important to provide
a means to control the balance while optimising the quality of support in WSNs.
The parameters such as energy efficiency, reliability, scalability, data throughput
etc., should be considered to measure the QoS for WSNs.
2.4 Optimisation Goals
As discussed earlier, there are various challenges and requirements presented by
WSNs which are not handled by traditional wireless networks. As a result, it is
required from the research communities to design new algorithms and protocols
to overcome the challenges and requirements of WSNs. Several forms of solutions
can be found in the literature for a diverse range of applications. However, opti-
misation of a network, comparison of the existing solutions and selecting the best
approach for a given application are challenging tasks as discussed in [38]. The
key optimisation goals to enhance the network performance are discussed below.
Energy is a precious resource which makes lifetime enhancement of the network
an evident optimisation goal in the design of sustainable WSNs. Sensor nodes are
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expected to be alive for longer period of time because it may be cost prohibitive
or impossible to change or replace the batteries as most are deployed in hostile
environments. Moreover, WSNs are designed for a wide range of applications and
are expected to satisfy requirements that differs from one application to another.
Therefore, it is very challenging for the design engineer to select efficient solutions
to optimise the energy efficiency within WSNs. There are several energy efficient
solutions proposed in the literature for energy constrained WSNs, however, most
of the proposed solutions are not universally applicable as discussed in [39]. There-
fore, energy efficient solutions that can address application requirements in a more
systematic manner are desirable.
One of the main requirement of WSNs for most of the applications is its function-
ality in spite of the occurrence of sensor failures. To provide robustness against
node failures, the clustering schemes and routing protocols are expected to be fault
tolerant. The low-cost components may cause sensor nodes to be non-operational.
As a result, the routing protocols are expected to provide robustness by finding
other routes between the source and destination. Moreover, several factors con-
tribute to the packet loss in wireless communication which require from the routing
protocol to ensure efficient delivery of packets between the source and destination
as discussed in [40].
In order to overcome the above-mentioned challenges and achieve the require-
ments within WSNs, the sensor nodes are expected to perform the required tasks
collaboratively in order to attain common objectives. These being: optimising
the network communication; reducing the number of nodes required in the deci-
sion making; dynamically adapting to the variable environmental conditions and
minimising the amount of information needed to exchange between them. Also,
dynamic clustering can be achieved with collaboration among sensor nodes that
can improve load balancing, fault tolerance and network connectivity to attain
scalability and energy efficiency within WSNs. Moreover, cooperation among sen-
sor nodes during data transmission can provide optimisation with assurance of
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optimal utilisation of radio resources. The existing notable schemes for collabo-
rative sensing and communication presented in the literature are described in the
following sections along with their limitations.
2.5 Collaborative Sensing
WSNs are required to overcome challenges posed by several factors such as: ran-
dom deployment, decentralised management, limited power source and variable
environmental conditions. This can be achieved by incorporating collaboration
among sensor nodes to achieve adaptivity and energy efficiency. Existing net-
work segmentation and lifetime approximation techniques in the literature can be
grouped into two categories: time-driven sensing and event-driven sensing. Some
of the notable schemes developed to overcome the aforementioned challenges while
acquiring the essential data from the physical environment are discussed as follows.
2.5.1 Dynamic Clustering
The state of the art research studies that provide solutions to resolve the issues
within WSNs are elaborated in this section such as: uniform energy consumption
among sensor nodes within the network by performing dynamic network segmen-
tations and dynamic adaptation to variable network conditions. In most of the
applications, it is not feasible to access and monitor the WSNs. Therefore, WSNs
must have the ability to operate in the harsh environments. In many applications,
the sensor nodes are also deployed randomly and considering that they need to
cover the entire target area, large populations of sensor nodes are also expected. In
such environments, it is not feasible to recharge their batteries. Therefore, energy
aware routing and data gathering protocols should be introduced to preserve the
network lifetime as long as feasible as discussed in [41].
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Within WSNs, a group of sensor nodes is called a ‘cluster’, which has been widely
adopted by the researcher communities. Clustering within WSNs is expected to
contribute to the overall system scalability and lifetime longevity. Sensor nodes
periodically transmit their data to the corresponding cluster head nodes which
are responsible in aggregating the data and transmitting it to the FCR. Cluster
head nodes spend energy at higher rates because they transmit all the data to the
FCR. To balance the energy consumption among all the sensor nodes, the cluster
head role should be rotated periodically among all the sensor nodes within each
cluster. Cluster formation procedures, cluster head selection and their adaptivity
for different applications are important considerations in the design of clustering
algorithms as discussed in [42].
There are two most common classifications of clustering algorithms in the literature
for WSNs. The first is based on the characteristics and functionality of the sensor
nodes within the clusters- these are called clustering algorithms for heterogeneous
or homogeneous networks. The second is based on the method used to form
clusters - these are called centralised and distributed clustering algorithms. In
heterogeneous sensor networks, there are generally two types of sensor nodes;
common sensor nodes and special sensor nodes with higher processing capabilities,
energy etc. These special sensor nodes are used as the cluster heads to process
and transmit the data sensed by the common sensor nodes as discussed in [43, 44].
A significant amount of research has been conducted in the literature for lifetime
approximation of time-driven sensing scenarios with dynamic clustering schemes.
A Low Energy Adaptive Clustering Hierarchy (LEACH) scheme is proposed in
[45] and [46] that designates cluster heads in a distributive manner with a prede-
termined random probabilistic approach. It is expected that LEACH will provide
adaptive clustering to improve energy efficiency, but the random election of cluster
heads can lead to early energy depletion because the sensor nodes with low residual
energy can be elected as cluster heads. A residual energy and communication cost
based Hybrid Energy Efficient Distributed (HEED) clustering algorithm scheme
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is proposed in [47]. The proposed HEED scheme considers heterogeneous WSNs
with multiple power levels in sensor nodes. Moreover, cluster heads are elected
through an iteration process that take into account each sensor node’s residual
energy and its proximity to neighbouring sensor nodes. Consequently, constant
communication between the candidate cluster heads and their neighbouring sensor
nodes results in extra communication cost. An energy efficient clustering scheme
is proposed by Ye et al . in [48] that is expected to support the periodical sensing
applications. This scheme considers the election of cluster heads based on their
residual energy. The authors in [49] proposed a Distributed Energy Efficient Clus-
tering (DEEC) algorithm to provide an adaptive clustering solution for multi-level
heterogeneous WSNs. The cluster heads are elected by considering the ratio of the
residual energy of candidate cluster heads as well as the average network energy
that results in extra load on the network by calculating the average energy of the
network.
An energy efficient cluster head election protocol is proposed by Kumar et al . in
[50] to extend the lifetime and stability within heterogenous WSNs. This scheme
is applicable for limited applications because the authors’ have assumed that the
sensor nodes are uniformly distributed. A dynamic clustering scheme named as the
Develop Distributed Energy Efficient Clustering (DDEEC) scheme is proposed in
[51] for two level heterogeneous WSNs. The DDEEC scheme elects cluster heads
based on the residual energy of the network to ensure energy efficient adaptive
clustering. This scheme does not consider the extra communication cost required
to calculate the average energy of the network. A three level heterogeneous sensor
nodes based Enhanced Distributed Energy Efficient Clustering (EDEEC) scheme
is presented by Saini et al . in [52]. This approach considers election of cluster
heads based on the residual energy of the network. Such methodology requires
calculating the residual energy of the network in each round that imposes extra
load on the network. Javaid et al . proposed an Enhanced Developed Distributed
Energy Efficient Clustering (EDDEEC) scheme presented in [53] for heterogeneous
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WSNs. This scheme considers that the sensor nodes are deployed with different
energy levels. The clustering is performed by electing cluster heads based on the
ratio of the remaining energy of the sensor nodes and the average energy of the
network. The authors claimed that this scheme distributes an equal amount of
energy between the sensor nodes.
The aforementioned schemes perform cluster heads selection randomly which can
lead to an unbalanced energy consumption throughout the network. Moreover,
most of the schemes consider the residual network energy as a key parameter to
elect cluster heads but this can actually impose an extra communication cost on
the network. To address this issue Soro et al . proposed an unequal clustering size
model in [54], that considers small size clusters near to the FCR and large size
clusters as the distance increases from the FCR. This methodology is adapted to
compensate for the extra energy consumed by the cluster heads near to the FCR
to relay data from the other clusters. The authors have assumed that the size of
clusters is fixed throughout the lifetime of the network. An unequal cluster-based
routing is presented by Chem et al . in [55] that considers the same approach with
small clusters nearer to the FCR than those of farther from the FCR as considered
by Soro et al . In order to relay data to the FCR, a routing protocol is also proposed
that provides a trade-off between the remaining energy of the sensor nodes and
the routing path energy cost. A fuzzy logic approach based unequal clustering
algorithm is proposed in [56] that is expected to manage the uncertainties caused
in radius estimations of the cluster heads. This approach is expected to minimise
the effect of the hot spot problem in the clusters that are near to FCR. Another
scheme is proposed to address hot spot problem by Logambigai et al . in [57]. The
authors presented an unequal clustering approach that considers fuzzy logic with
the aim of minimising the communication overhead on the cluster heads that are
nearer to the FCR. However, the authors did not consider the energy required to
execute the complex algorithms to enable the fuzzy logic as discussed by Afsar
et al . in [58]. Moreover, the aforementioned unequal clustering schemes assume
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that the FCR is in the centre of the sensing field. This is clearly not the case
in most of the applications within WSNs. Pal et al . elaborated in [59] that the
uneven clustering can result in uneven distribution of the energy load throughout
the network. The authors further discussed the significance of a fixed number
of clusters in order to evenly distribute the communication overhead and energy
consumption in the network.
2.5.2 Event-driven Sensing
Considering WSNs for detection and reporting of events is another attractive ap-
proach for a significant amount of applications. The authors in [60] discussed
that the occurrences of events are generally considered as random and transient,
which involves the handling of a large amount of sensing data that can lead to
uneven energy consumption. To address this issue, an event triggered based clus-
ter formation scheme and multi-hop routing technique is presented by Quang et
al . in [61], where the relay nodes are selected based on their residual energy and
distance from the FCR. An adaptive and energy efficient clustering algorithm is
presented to support event-driven applications in [62]. This scheme considers the
residual energy of sensor nodes as the cluster head election criteria. Lucchi et al .
proposed a distributive event detection scheme in [63] where decisions are made
locally by the sensor nodes based on their observations. The authors considered a
chain based configuration of sensor nodes to detect events such as fire detection.
An efficient event detecting protocol is presented by Liang et al. in [64] that
considers the event detection locally with the help of cooperation among sensor
nodes and forwards a single alarm to the FCR. Adulyasas et al . proposed an event-
triggered based cluster formation scheme in [65] that reports data to the FCR only
when the necessary data changes are detected. The clusters are operated only
when the event is being detected. The sensor nodes switch to sleep mode once the
situation is stable. The spatiotemporal correlation of the sensed data can achieve
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a higher energy efficiency and detection reliability as discussed by Andelic et al . in
[66]. The authors also considers collaboration among sensor nodes during long-haul
transmission. A spatial and temporal correlation based clustering architecture has
been proposed for event detection in [67]. This approach takes into account the
weight of the sensors and the spatial proximity of the sensor nodes to perform
the decisions. In order to minimise the delay in the detection of events, a neural
network based algorithm has been proposed by Damuut et al . in [68]. This
algorithm is expected to select sensor nodes for the reliable detection of events.
A self-learning threshold based event detection scheme is proposed in [69]. This
scheme considers mapping of sensor readings into symbol sequences. As a result, it
is expected to reduce the amount of data needed to be transmitted to the FCR and
simplify the description of events. A supervised learning algorithm based hybrid
approach has been proposed by Oladimeji et al . in [70] that considers the k -means
algorithm with neural networks. This approach is required to extract the patterns
and follow the trends hidden in the complex data for the reliable detection of
events. A distributed algorithm has been presented in [71] for the detection and
reporting of events within WSNs. The authors considered an event-triggered based
clustering approach for the energy efficient detection of events.
Observations: Most of the existing schemes presented in the literature consider
random election of cluster heads. This approach can deplete the energy of the
network quickly by electing neighbouring cluster heads near or far to each other.
This will result in the formation of some very small size and some very big size
clusters. Therefore, it increases the chance of selecting the sensor nodes with low
remaining energy as cluster heads. Moreover, some clustering schemes require the
calculation of the residual network energy in order to elect a cluster head. This
technique imposes an extra communication overhead on the network by measuring
and broadcasting the average remaining energy of the network in each round.
Also, some of the schemes have been presented in the literature with unequal
clustering where the size of the cluster increases with the increase in distance
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from the FCR. This approach is best suited for applications that have the FCR
in the middle of sensing field. Furthermore, in this approach the cluster sizes are
fixed throughout the lifetime of the network, which is not suitable, because of
the dynamic and adaptive requirements in most of the applications. Although,
a significant amount of research has been conducted in the literature to optimise
WSNs by performing dynamic clustering, the existing schemes do not provide
a framework that can provide energy efficient collaborative sensing; especially
for applications that considers either time-driven sensing, event-driven sensing or
unification of both.
2.5.3 Data Reduction
Within WSNs, data reduction techniques play an important role in energy con-
servation. Communication is one of the most energy consuming tasks which can
be optimised by minimising the communication overhead. This can be achieved
through data aggregation. The aim of data aggregation is the elimination of redun-
dant data needed to be transmitted to the FCR and minimisation of unnecessary
sensor readings. A normal distribution algorithm has been proposed by Ren et
al . in [72] that is expected to provide lossless data compression by analysing the
probability distribution of the acquired data. This algorithm specifically supports
applications that monitors slow varying data. A dictionary based data aggregation
scheme is proposed by Tsagkatakis et al . in [73] that is expected to reconstruct
and classify randomly sampled data acquired by the sensor nodes. The authors
claimed that this approach minimises the number of samples required to recon-
struct the sensor data. Moreover, it is assumed that the acquired data exhibit
intra-sensor correlations. A lossless data compression scheme is proposed in [74]
that incorporates multiple code options. This technique divides the data into small
blocks before performing compression.
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A data aggregation algorithm that incorporates geographic location based virtual
grid segmentation and optimal path selection is presented by Liu et al . in [75].
This scheme performs data aggregation at each grid and transmits it to the FCR
through multi-hop path. Chen et al . proposed an algorithm in [76] that provides a
trade-off between the cost of data aggregation and path to the FCR. This scheme
is expected to find the best trade-off point. An energy aware data aggregation
scheme is presented in [77]. This scheme considers aggregation if the residual
energy of a sensor node is low. Moreover, the radio of low energy sensor node is
turned off and only allowed to store the sensed data.
During the data acquisition process, the sensor nodes that are not involved in
acquiring data can be kept in a ‘listen’ state to conserve energy. A data driven
approach for data aggregation based on scheduling of sensor nodes has been pro-
posed by Tang et al . in [78]. This scheme is expected to achieve energy efficiency
but it provides a trade-off between sleep time and communication latency. A data
aggregation algorithm is presented by Xu et al . in [79] for multi-hop WSNs. The
authors focus on the scheduling problem during data aggregation. This approach
is expected to attain collision free schedules to minimise latency. The problem
of contiguous link scheduling is addressed by Ma et al . in [80]. This technique
assigns consecutive time slots to each node for data acquisition. The aim is to
perform scheduling with interference free link with minimum time slots. An en-
ergy efficient data aggregation algorithm is proposed by Guo et al . in [81] that is
based on distributed scheduling. This study addresses the problem of minimum
latency aggregation scheduling. Moreover, the authors also presented an adaptive
schedule updating strategy to enable a dynamic network topology.
In-network data aggregation can also be achieved with deterministic routing that
can pre-construct the stationary structure. A probabilistic routing based adaptive
data aggregation protocol has been proposed by Lu et al . in [82] for periodical data
collection events. The authors discussed that the spatial and temporal aspects for
data aggregation and adaptive timing strategy can reduce the transmission delay.
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A data aggregation scheme has been presented by Ebrahimi et al . in [83] that is
based on compressive data gathering. This approach addressed the construction
of a gathering tree and link scheduling problems to minimise latency and trans-
missions. The problem of maximum lifetime data aggregation tree scheduling has
been addressed in [84] by Nguyen et al . The authors proposed a scheduling algo-
rithm that is based on a local tree reconstruction and achieves energy conservation
with multi-hop communication.
2.6 Cooperative Communication
As discussed earlier, a significant amount of research has been conducted in the
literature for network specific optimisation with collaborative information shar-
ing. This has been achieved “by sub-dividing the whole network into multiple
clusters, where each cluster consists of relatively a small number of sensor nodes
as compared to the total number of sensor nodes within the overall network. For
each cluster, a sensor node is proposed to be selected as the cluster head that
processes the required data for their member sensor nodes. Moreover, collabora-
tion among sensor nodes is expected to provide real time processing while using
minimum physical resources as well as requiring minimal processing. However,
such high dependency on a single node during a long-haul transmission link may
adversely put link reliability at risk. This specially in severe network conditions
such as during least amount of available energy being available at the sensor node
or during a deep channel fading, etc. Subsequently, having more than a single
representative from each cluster during long distance communication has come to
the attention of the researchers to provide transmit-receive diversity as Multiple-
Input Multiple-Output (MIMO) based communication schemes” as discussed in
[1]. The cooperation among sensor nodes within WSNs is expected to achieve the
performance of traditional MIMO systems.
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Within WSNs, cooperation can be introduced while communicating by utilising the
collaborative nature of sensor nodes. It is claimed by the authors in [85] and [86]
that cooperation among sensor nodes during data transmission can achieve energy
conservation and transmission reliability as well as not being affected by the same
fading effects as of the direct link. Therefore, less transmission power is required
for communication. In order to achieve the required QoS, link adaptation schemes
are required to be exploited which can select the appropriate degree of cooperation
and processing intelligence schemes that are best suited to the channel conditions.
It is expected that the link adaptation can achieve an energy efficient and reliable
data transmission within WSNs. Furthermore, WSNs are also expected to achieve
transmission reliability with optimum utilisation of resources that can be achieved
by attaining implicit or explicit knowledge of the channel quality information at the
transmitter side. Such channel quality information can be estimated and classified
at the receiver and fed-back to the transmitter with negligible spectral resources.
2.6.1 Virtual/Cooperative MIMO
“A significant amount of research has been conducted in the literature for MIMO
based communication architectures to improve the signal detection reliability, spec-
tral efficiency and information capacity without increasing the transmit power or
bandwidth as compared to single antenna systems. Traditionally multiple anten-
nae have been used to achieve transmit or receive diversity to combat fading as
well as to achieve spatial multiplexing to increase the data rate by transmitting
the independent information streams through the spatial channels. In the con-
text of WSNs, instead of using multiple antennae on each sensor node, several
sensor nodes are expected to cooperate to transmit or receive data. Thus, coop-
eration among sensor nodes can achieve a virtual MIMO system, that can obtain
all the benefits of both transmit-receive diversity as well as spatial multiplexing
as attainable within conventional MIMO based communication systems” [1].
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A communication architecture for cooperative WSNs has been proposed in [87]
which exploits the virtual MIMO system. The authors considered space time
block codes to explore energy and delay efficiencies of the virtual MIMO systems
by using analytical techniques. Moreover, this approach analysed the relation of
the energy efficiency of MIMO systems with fading coherence time. A systematic
analysis on the energy consumption of WSNs has been presented by Zhou et al . in
[88]. This scheme considered distributed space time block code based cooperative
transmission scheme, where the degree of cooperation is dependent on the channel
as well as noise realisations. The effect of the transmission power and the degree
of cooperation on the energy consumption is also investigated. Hussain et al .
proposed a virtual MIMO based communication scheme in [89] to achieve the en-
ergy efficiency within WSNs. The authors investigated the virtual MIMO systems
for fixed as well as variable rate constellations. An energy efficient cooperative
communication scheme has been presented by Gao et al . in [90]. This scheme
adopted virtual MIMO and data aggregation techniques with the aim of reduc-
ing the amount of data required for transmission and optimise network resources
through cooperative communication. The authors also analysed the relation of
cluster size and the energy consumption of sensor nodes.
A multi-hop virtual MIMO schemes has been proposed in [91] by Chung et al .
This scheme is expected to provide data transmission reliability by selecting the
best set of cooperative sensor nodes for each hop. Therefore, a minimum energy
consuming route is configured by dividing the long communication hops into two
hops. However, the long communication hops are only divided when a gain in
energy conservation is possible. A Vertical-Bell Labs Layered Space-Time (V-
BLAST) based virtual MIMO architecture has been proposed in [92] to evaluate
the performance of WSNs with multi-carrier modulation techniques. The authors
analysed the performance of the proposed architecture for error probability, spec-
tral efficiency and energy consumption. Peng et al . proposed a cooperative MIMO
scheme to improve energy efficiency in [93] which is based on spatial modulation.
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This scheme finds an optimal hop length for multi-hop WSNs to improve energy
efficiency. A virtual MIMO based distributed cooperative scheme is proposed by
Nguyen et al . in [94] that is expected to exploit diversity. This scheme optimally
selects the cooperative sensor node to balance the energy consumption throughout
the network. Moreover, this approach provides an upper bound on the optimal
number of cooperative sensor nodes to reduce the computational complexity of
the proposed architecture.
An energy balanced routing algorithm to exploit virtual MIMO has been proposed
by Li et al . in [95] that is expected to evenly distribute the cluster heads and
balance the energy consumption throughout the network. The cooperative nodes
are selected based on the ratio of their residual energy and distance from the next
hop. Moreover, a comprehensive energy consumption model is presented to analyse
the effect of the number of cooperative sensor nodes and cluster head nodes on the
lifetime of the network. A cooperative communication scheme based on virtual
MIMO has been presented by Xu et al . in [96] to exploit spatial diversity. The
authors also considered a dynamic routing protocol to improve the energy efficiency
of the proposed system. A general routing structure based virtual MIMO scheme
is presented in [97]. The authors proposed a virtual cooperative graph to find
the shortest routing path for energy conservation and lifetime optimisation of the
network.
2.6.2 Cooperative Sensor Node Selection
Recently, “a significant amount of research has been carried out on sensing nodes
selection while exploiting the advantages provided by the multiple sensor nodes
involved in transmission and reception. While optimising WSNs, the key chal-
lenge is the selection of sensor nodes as well as antennae at the FCR that provide
assurance of optimum utilisation of radio resources. A distributed cooperative
sensor nodes selection scheme is presented in [98]. This scheme is expected to
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select an optimum number of sensor nodes” [1] for cooperative communication
with the aim of achieving link reliability. The authors also presented an upper
bound for Symbol Error Rate (SER) with multi-phase shift keying. A sensor node
selection scheme for cooperative WSNs is proposed by Elfituri et al . in [99]. This
scheme is expected to improve network connectivity as well as detection reliability.
Moreover, an upper bound for bit error rate is also presented for multi-phase shift
keying transmission. A QoS requirement based sensor node selection scheme for
cooperative communication is proposed by Zhang et al . in [100]. This technique is
expected to optimise the number of sensor nodes for cooperation while minimising
the computational complexity. Liang et al . presented a set of sensor nodes se-
lection scheme for cooperative communication in [101]. The authors analysed the
proposed scheme for capacity and probability of error within resource constrained
scenarios. This technique provides a trade-off between capacity and probability of
error. A geographical information based sensor nodes selection scheme is proposed
by Wang et al . in [102]. This scheme is expected to achieve transmission diver-
sity through cooperation among selected sensor nodes. The authors claimed that
the proposed scheme can minimise symbol error and computational complexity of
WSNs.
An adaptive transmission based sensor nodes subset selection scheme is proposed
by Choi et al . in [103]. This scheme provides a trade-off between the performance
and complexity of the proposed framework. Moreover, the performance analysis of
the proposed scheme is also presented by quantifying the outage probability and
spectral efficiency. Pal et al . proposed a channel selection scheme for cooperative
transmission within WSNs in [104]. The proposed scheme is expected to improve
the lifetime of the network by selecting the subset of sensor nodes in a distribu-
tive manner. An energy efficient cooperative nodes selection scheme is presented
in [105] for uniformly distributed WSNs. This scheme is expected to select the
least number of sensor nodes required for cooperation while optimising the outage
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probability. An adaptive sensor nodes selection based cooperative MIMO com-
munication scheme is proposed in [106]. The authors considered the single-hop
as well as multi-hop transmissions to analyse the performance of the proposed
scheme. This approach is expected to achieve the uniform energy distribution
throughout the network.
A cooperative MIMO scheme is proposed in [107] with the aim of conserving energy
within WSNs. This scheme presented a selection criteria to select sensor nodes for
cooperative communication based on channel conditions. Zhang et al . presented
a cooperative node selection scheme in [108] that considers the residual energy
as well as link quality between the cluster heads and the FCR. This approach
is expected to achieve energy efficiency for long-haul transmissions. Cho et al .
proposed a cooperative communication scheme in [109] to optimise the number
of nodes involved in the cooperation. This technique is expected to minimise the
overhead required for Channel State Information (CSI) and local data exchange.
Therefore, the proposed scheme optimises the transmissions within the network
and increases the throughput gains.
Hanninen et al . proposed a sensor nodes selection mechanism in [110] that is based
on the channel’s link quality. This scheme is expected to select the transmission
paths that are affected with low interference to improve transmission reliability
and throughput. This approach grades the channel based on the reliability of the
link. A CSI based sensor nodes selection scheme for cooperative WSNs is presented
by Moualeu et al in [111]. The authors discussed the effect of the delay on the CSI
on the sensor nodes selection process during transmission. An upper bound for
Bit Error Rate (BER) is also presented. Mousavi et al . proposed a cooperative
nodes selection scheme in [112]. The authors considered the time varying fading
channel and assumed perfect channel estimation at the cooperative sensor nodes.
The FCR is expected to select the least number of cooperative nodes based on the
channel estimation information.
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Observations: WSNs are expected to be optimised by defining the cooperation
among sensor nodes during data transmission based on channel conditions. There
is a need to define the energy efficient scheme to select the sensor nodes for co-
operation which are lest affected from deep fading and interference. Moreover,
cooperation among the sensor nodes during data transmission need to exploit di-
versity and spatial multiplexing to provide a trade-off between the transmission
reliability and data capacity while maintaining the required QoS.
2.6.3 Channel Quality Estimation
WSNs are “expected to provide maximum transmit-receive reliability with opti-
mum usage of radio resources e.g. power, bandwidth, etc. To obtain maximum
optimisation performance, explicit or implicit knowledge of the channel quality
features at the transmitter is required. Hence, classification of such channel qual-
ity features as estimated at the FCR can be fed-back to the transmitter with
negligible spectral resources required. Channel adaptive processing intelligence
schemes such as Lattice Reduction (LR) is expected to support MIMO systems to
perform near optimal data detection” [1]. A LR based channel quality estimation
scheme for MIMO systems is proposed by Adeane et al . in [113]. This technique
is expected to improve the link reliability based on the information estimated at
the FCR. Ma et al . proposed a LR based channel estimation scheme for MIMO
systems in [114]. The authors also presented an analytical framework to quantify
the diversity order of linear detectors to optimise the spectral efficiency and com-
plexity of MIMO systems. A near Maximum Likelihood (ML) scheme for MIMO
systems is proposed by Wu et al . in [115]. This scheme is based on sphere decoding
that is expected to optimise complexity.
A normalised Least Mean Square (LMS) based channel estimation scheme is pro-
posed by Wang et al . in [116] for cooperative WSNs. The authors claimed that the
proposed scheme can achieve low computational complexity and reduce the power
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consumption by estimating the complex channel parameters. A fixed error bound
is also presented that can adjust adaptively with the channel estimations even in
time varying environments. A channel estimation scheme based on recursive least
square algorithm is proposed in [117] with the aim of achieving low computational
complexity and power consumption. The authors also presented the analysis of
the proposed scheme in term of Mean Square Error (MSE), BER and robustness
against time varying conditions. A reduction strategy for sphere decoding based
on permutations and unimodular transformations is proposed by Zhang et al . in
[118]. A theoretical analysis is also proposed to define the reduction process. The
authors claimed that the proposed scheme is more efficient than the permutation
based reduction schemes. Ning et al . proposed a cooperative and distributed al-
gorithm based on LMS in [119] to estimate the channel coefficients. This scheme
is expected to improve the energy efficiency and convergence of the estimation
process by incorporating collaboration among the sensor nodes. Optimal ML “de-
tection with sphere decoding can achieve full diversity but less complex suboptimal
detectors with LR perform close to optimal and have the potential to achieve full
diversity” [1].
Observations: “WSNs are required to perform adequate decisions on the se-
lection of appropriate optimisation scheme adaptively. Such adaptation requires
transmission quality information over given channel conditions. To optimise en-
ergy consumption and communication overhead required at the transmitting sensor
nodes, a measure of channel quality is needed to be defined that maps directly to
the frame error probability; which is defined as channel quality index (CQI). It is
expected to be designed in a manner to ensure reliability against variable channel
conditions and optimised utilisation of available resources while maintaining the
required QoS” [1].
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2.6.4 Link Adaptation
Within WSNs, the “available power within a sensing node is inversely proportional
to the uncertainty of the channel propagation conditions, with reference to the
budgeted consumption of power as designed. WSNs are expected to be adaptive
with the dynamic Radio Frequency (RF) propagation environment conditions,
while demanded or allocated with resources such as physical resources as well as
processing intelligence to ensure the QoS based on application requirements. The
required QoS is defined in terms of the error rate, delay and degree of information
security. The QoS can be guaranteed by exploiting the effective link adaptation
schemes. The purpose of link adaptation is to select the appropriate physical
resources and processing intelligence schemes that are best suited to the channel
conditions to offer the QoS based on the application requirements” [1]. Van et
al . proposed a communication scheme in [120] with the aim of optimising energy
efficiency during transmission within WSNs. This scheme defines a threshold
based on the channel conditions to avoid unsuccessful transmissions. Moreover,
the sensor nodes are selected for data transmission with better channel conditions
to increase the link reliability.
A CSI based adaptive transmission scheme is proposed by Ren et al . in [121]. The
authors considered the data transmission decisions based on the channel conditions
to conserve the network energy that is otherwise wasted by failed transmissions.
To enhance the energy efficiency, an adaptive optimisation scheme for multi-hop
communication within WSNs is proposed in [122]. This scheme is based on adap-
tive modulation and power control to ensure certain QoS requirements such as
end-to-end delay and BER conditions are met. Temperature aware link adaptive
scheme for energy efficient transmission within WSNs are proposed in [123] and
[124]. These schemes estimate link quality that changes due to temperature vari-
ations and the sensor nodes are expected to adapt transmit power according to
the link quality. Atitallah et al . proposed a cooperative communication based
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energy efficient transmission scheme for clustered WSNs in [125]. This scheme is
expected to minimise energy consumption by allocating the least amount of trans-
mission power among transmitting sensor nodes while achieving the required level
of reliability. Jayasri et al . proposed a link quality based adaptive transmission
scheme for WSNs in [126]. The authors proposed a link quality estimation tech-
nique to minimise data loss during transmissions. This is achieved by adapting
transmission rate to the link quality.
Observations: Although, the existing literature provides solutions for coopera-
tive communication within WSNs. However, there is a need for a framework that
can attain transmission reliability by adopting variable channel conditions while
optimising the energy consumption. Channel selection schemes for efficient and re-
liable data transmission as well as selection of intelligent processing based on the
channel’s link quality are required to provide a robust solution against variable
channel conditions.
2.7 Summary
In this chapter, the state of the art techniques to address the key issues and
challenges in the design of WSNs are elaborated. The solutions proposed in the
literature to resolve these issues and to overcome the challenges are summarised,
and the limitations of the existing works are discussed. Although the existing
studies in the literature address several key issues and propose solutions leading
to energy efficiency such as collaborative sensing techniques e.g. dynamic cluster
formation, cluster head selection, data reduction, dynamic adaptivity etc. and co-
operative communication techniques e.g. virtual MIMO, cooperative sensor nodes
selection schemes, resource selection, channel quality estimation and link adap-
tation. However, the existing scheme does not provide a universal framework to
support applications that are required by either time-driven sensing, event-driven
Chapter 2. State of the Art Techniques 42
sensing or unification of both scenarios. Moreover, the clustering techniques do
not consider all aspects such as the unbalanced distribution of the cluster heads,
highly variable number of sensor nodes in the clusters and the high number of
sensor nodes involved in the event reporting that can deplete the network energy
thus quickly resulting in premature decrease in the network lifetime. Consequently,
dynamic and cooperative clustering and a neighbourhood formation framework is
needed to evenly distribute the energy demands from the cluster heads and opti-
mise the number of sensor nodes involved in event reporting that can support the
applications independently of the nature of sensing type.
WSNs are also expected to be optimised by defining cooperation among sensor
nodes during data transmission based on channel conditions. There is a need to
define energy efficient scheme to select the sensor nodes for cooperation which are
least affected from deep fading and interference. Moreover, cooperation among
sensor nodes during data transmission are needed to exploit the diversity and
spatial multiplexing to provide a trade-off between the transmission reliability
and data capacity while maintaining the required QoS. In order to perform ade-
quate decisions on the selection of appropriate optimisation schemes adaptively,
the transmission quality information is required over the given channel conditions.
Such adaptation is expected to be designed in a manner to ensurethe reliability
against variable channel conditions and the optimised utilisation of the available
resources while maintaining the required QoS. Although, the existing literature
provides solutions for the cooperative communication within WSNs. However,
there is a need for a framework that can attain transmission reliability by adopt-
ing variable channel conditions while optimising the energy consumption. Channel
selection schemes for efficient and reliable data transmission as well as selection of
intelligent processing based on the channel’s link quality are expected to provide
robust solutions against variable channel conditions.
The research studies in the literature consider time-driven and event-driven sce-
narios separately and do not provide a universal solution. In this study, a dynamic
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clustering and neighbourhood formation scheme is proposed that provides a frame-
work which is independent of the nature of sensing application. It is expected that
the proposed framework will provide an energy efficient solution by rotating the
role of cluster head among all the sensor nodes while trying to keep the size of
the clusters uniform and minimising the frequency of re-clustering. Furthermore,
considering the residual energy threshold in the cluster heads selection process
and their location in the network, the proposed framework is expected to avoid
any unbalanced energy consumption and energy holes in the network for time-
driven, event-driven as well as unification of both sensing scenarios. In order to
attain transmission reliability, the dynamic behaviour is adopted to minimise the
effect of variable channel conditions on data transmission. Such adaptation can
be achieved by deriving an index from the received measure of channel quality
that is attained at the transmitter through a feedback link from the FCR. The
dynamic behaviour of the proposed framework is expected to provide a robust
solution against variable conditions of the propagation environment. This study
is also expected to present a unified framework of collaborative sensing and coop-
erative communication schemes to provide energy efficient solutions for resource
constrained WSNs.
The next Chapter builds on a collaborative sensing framework that comprises of a
universal and dynamic clustering scheme with the aim of evenly distributing the
energy demand from the cluster heads and optimising the number of sensor nodes
involved in event reporting. A network lifetime model is also derived to evaluate
the performance of the proposed framework.
Chapter 3
A Universal and Dynamic
Clustering (UDC) Framework for
Collaborative Sensing
3.1 Introduction
Within WSNs, lifetime enhancement is one of the key design issues, regardless
of the type of application, without compromising the required QoS. The sensor
nodes are expected to collaborate to maximise the energy consumption within the
network by involving a minimum number of sensor nodes as well as optimising the
network communication required to report events. Moreover, events are generally
considered as random and transient which involves the handling of a large amount
of sensed data that can lead to uneven energy consumption. To overcome this
issue, self-organisation of the network is required to balance the energy consump-
tion among the sensor nodes by dynamically rotating the cluster head role and
adaptively redefining the cluster boundaries. Also, dynamic clustering is expected
to enhance load balancing, fault tolerance and connectivity within the network.
44
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The research studies in the literature consider time-driven and event-driven scenar-
ios separately and do not provide a universal solution. In this chapter, a dynamic
clustering and neighbourhood formation scheme based on collaborative sensing
framework is proposed that provides a universal behaviour to support applica-
tions independent of the nature of sensing type. It is expected that the proposed
framework will provide an energy efficient solution by dynamically rotating the
role of the cluster head among all the sensor nodes while trying to keep the size of
the clusters uniform and minimising the frequency of re-clustering. Furthermore,
considering the residual energy threshold in the cluster heads election process and
their location in the network, the proposed framework is expected to avoid any
unbalanced energy consumption and energy holes in the network. The framework
for universal and dynamic clustering is presented in the following section.
3.2 Proposed Framework for UDC
In this section, a WSN model is described, which assumes a random distribution
of n number of sensor nodes within the sensing field of dimensions (A×B). Each
sensor node is assumed to be capable of measuring homogeneous and heterogeneous
data sets based on the application requirements. It is assumed that the locations
of the sensor nodes are implicitly deterministic and that all the sensor nodes within
the network are homogenous in terms of processing and computational capability
at initial deployment. Moreover, it is also assumed that the FCR is not energy
limited, it is equipped with multiple antennae and its coordinates are known. A
block diagram summarising the methodological steps of the proposed universal
dynamic clustering framework is presented in Figure 3.1.
Let S be a set of all the sensor nodes in the network which is defined as:
S = {S1, S2, . . . , Sn} (3.1)
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where S(.) represents the sensor nodes. To limit the communications overhead
within large scale WSNs, several segmentation schemes have been proposed in the
literature. Network segmentation is expected to achieve high energy efficiency,
hence contribute to prolong the lifetime of WSNs [42]. In this study, the whole
network is divided into non-overlapping uniform virtual grids of dimensions (ac ×
bc). The information of virtual grids realisation is required only at deployment
phase by the sensor nodes to perform energy efficient cluster head election.
Let Q be a set of all the virtual grids within the network which is defined as:
Q = {Qj ; j = 1, 2, . . . , q} (3.2)
where q is the number of virtual grids in the network and each virtual grid consists
of pj number of sensor nodes. The set of sensor nodes within each virtual grid can
be defined as {Si; i = 1, 2, . . . , pj}. The total number of sensor nodes within the
network can be expressed as:
n = q ×
q∑
j=1
pj (3.3)
Consider Q(·) represents a set of sensor nodes within a virtual grid, then jth virtual
grid is represented as Qj and defined as:
Qj = {Sji ; i = 1, 2, . . . , pj} (3.4)
where Sqi denotes i
th sensor node of the qth virtual grid. In each virtual grid, a
sensor node is selected as the cluster head to coordinate with other sensor nodes
within the cluster based on certain criteria. Cluster heads act as coordinators
between the member sensor nodes and the FCR e.g. collect data from the sensor
nodes, perform data aggregation, forward it to the FCR, take instructions from the
FCR, etc. Dynamic cluster architectures are expected to gain energy efficiencies
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by selecting cluster heads in order to effectively react and adjust appropriately on
network topology.
As discussed earlier, wireless communication is the most energy consuming task
within WSNs. A new approach for an improved lifetime of wireless sensor nodes
is required that is expected to process the sensed data locally. Each sensor node
is expected to decide locally whether to transmit the sensed data to the cluster
head based on the predefined application specific threshold value provided by the
FCR through their respective cluster heads. To reduce the unnecessary commu-
nication within the network, the cluster heads for time-driven reporting mode,
the cluster heads are expected to aggregate the data in order to remove redundant
information. All the cluster heads are also expected to collaborate with each other.
In some applications, sensor measurements are sent directly to the FCR from the
sensor nodes e.g. traffic surveillance system to monitor traffic on congested roads,
watches to monitor health (e.g. blood pressure, pulse rate etc.), wireless motion
sensors for the monitoring of stroke patients, etc. In most of the applications,
sensor nodes are densely deployed in harsh environments to monitor large scale
areas e.g. environmental monitoring, infrastructure protection, agriculture, water
management, military surveillance, etc. The energy and sensing range of a sensor
is limited in such a scenario. So, sensor nodes can be organised in a multi-hop
fashion that is expected to achieve long distance communication and lifetime im-
provement of the network. Within WSNs, the FCRs are responsible to collect the
information from the network, process and analyse the information and also to
send instructions to the sensor nodes in the network. They are usually connected
to the internet through either wireless or wired communication such that sensing
data can be requested any time by an end user.
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3.2.1 Dynamic Clustering Scheme
In order to conserve the energy of the sensor nodes within the WSNs, it is expected
to distribute the load of performing the tasks among the sensor nodes. This is
to balance the energy consumption within the network by selecting the optimum
number of sensor nodes to report any significant occurrences and to perform re-
liable communication to relay the sensing data back to FCR. Generally, sensing
within WSNs can be realised as either time-driven or an event-driven scenario.
In time-driven sensing, the sensor nodes relay the acquired data to the FCR on
a periodic basis. While in event-driven sensing the sensor nodes are responsible
for the detection of any significant occurrences and reporting it to the FCR. In
this study, a dynamic clustering and neighbourhood formation scheme is proposed
for time-driven and event-driven applications. Moreover, a universal framework is
proposed for adaptive utilisation of both the aforementioned sensing scenarios to
further enhance the feasibility of implementation for a diverse range of applica-
tions. Within the proposed UDC framework, all the decisions such as the selection
of cluster heads, formation of clusters as well as neighbourhoods and the selection
of cooperative sensor nodes for reporting to the FCR are all made locally within
the respective clusters throughout the network. Such a distributive decision mak-
ing ability facilitates the proposed UDC framework to be energy efficient, as this
reduces the amount of information to be broadcasted or transmitted wirelessly to
represent an event.
A distributed cluster head selection scheme is proposed such that all the sensor
nodes that can serve the role with minimum energy consumption have a chance to
become cluster heads. It is expected that all the sensor nodes will broadcast their
location to their respective cluster heads. The cluster heads will then broadcast
this information within the network. Initially, all the sensor nodes are expected
to calculate their distance from the centre of their respective virtual grids. Then
each sensor node is expected to be ranked based on its respective distance from
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the centre of their respective virtual grid. The sensor node which is nearest to the
centre of the virtual grid has the highest priority to become the cluster head. A
threshold energy δch is carefully defined, such that if the energy of a cluster head
falls below δch, the role of cluster head is expected to be handed over to the second
highest ranking node. Once all the cluster heads are selected, the remaining nodes
find the nearest cluster heads and join them, irrespective of their initial cluster
assignment. The election of cluster heads and the formation of new clusters is
explained below.
Let F(x1, y1, x2, y2) represents the Euclidean distance function which is defined as:
F(x1, y1, x2, y2) =
√
(x1 − x2)2 + (y1 − y2)2 (3.5)
where x1, y1, x2 and y2 represents the coordinates of two points. Once all the
sensor nodes are deployed in the network, the sensor nodes are then expected to
calculate their distances from the centre of their respective virtual grids, by using
the function presented in Equation 3.5 and expressed as:
d1 = F(cx, cy, sx, sy) (3.6)
where
F(cx, cy, sx, sy) = F(x1 = cx, y1 = cy, x2 = sx, y2 = sy) (3.7)
(cjx, c
j
y) are the coordinates of the centre of the virtual grids while j = {1, 2, . . . , q}
and (six, s
i
y) are the coordinates of the sensor nodes where i = {1, 2, . . . , pj}. Con-
sider S(j,i) denotes a sensor node and p denotes the maximum number of sensor
nodes belonging to a particular grid, given by p = max{pj;j = 1, 2, . . . , q}. Let Q
be a matrix of all the sensor nodes in the network which is defined as:
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Q =

S(1,1) S(1,2) . . . S(1,p)
S(2,1) S(2,2) . . . S(2,p)
...
...
. . .
...
S(q,1) S(q,2) . . . S(q,p)
 (3.8)
where each row of matrix Q represents the sensor nodes in each virtual grid.
Although the number of sensor nodes in each virtual grid is not the same, however,
for the sake of mathematical representation, Q is defined as a matrix. Consider
S(j,i) is assigned with a value to classify the existence of a sensor node which is
defined as:
S(j,i) =
1, if i ≤ pj0, if i > pj (3.9)
where 0 represents the existence of a sensor node and -1 represents the non-
existence of a sensor node. Let D1 be a matrix of dimensions (q × p) which
represents the distance of all the sensor nodes from the centre of their respective
virtual grids and expressed as:
D1 =

d1(1,1) d1(1,2) . . . d1(1,p)
d1(2,1) d1(2,2) . . . d1(2,p)
...
...
. . .
...
d1(q,1) d1(q,2) . . . d1(q,p)
 (3.10)
where each row of matrix D1 represents the distance of sensor nodes from their
respective virtual grid centre. Let d1(q) represent the distance of the sensor
nodes from the centre of the qth virtual grid, which is expressed as d1(q) =
{d1(q,1), d1(q,2), . . . , d1(q,p)}. All the sensor nodes are then characterised as either
normal nodes or cluster head nodes. Let ξq constitute the information of the
sensor node which is at a minimum transmission distance from the qth virtual
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grid centre and can be defined as: ξq = min(abs(d1(q)\ψ)). Where “\” repre-
sents the difference between two sets. Consider, initially ψ = ∅ and it will keep
the record of the sensor nodes that are elected as cluster heads throughout the
lifetime of the network. Let the pth sensor node be at a minimum transmission
distance from the qth virtual grid centre which is denoted as d1(q,p) and defined as
d1(q,p)\ψ = {d1(q,p) ∈ d1(q)|d1(q,p) /∈ ψ}. In addition to the minimum transmission
distance requirement, the energy of the candidate sensor node is compulsory to be
greater than the threshold δch. Once a sensor node is designated as a cluster head,
it is assigned with ς = 1, which shows its status as cluster head. This process
iterates until all q number of cluster heads are defined and in each iteration ψ = ξ
is updated. Let Qs be a matrix of dimensions (q × p) and represent the status of
the sensor nodes which is defined as:
Qs(i, j) =
Cluster Head (CH), if ς = 1Normal Node (N), Otherwise (3.11)
Let Qch be a set of all the cluster heads in the network which is defined as:
Qch = {Schj ; j = 1, 2, . . . , q} (3.12)
where q is the total number of cluster heads and Schj denotes the cluster head from
the jth cluster. All the sensor nodes with status N are expected to join the cluster
head which is at minimum transmission distance. Let D2 contain the distances of
all the normal sensor nodes with q number of cluster heads, which is defined as:
D2 =

d2(1,1) d2(1,2) . . . d2(1,q)
d2(2,1) d2(2,2) . . . d2(2,q)
...
...
. . .
...
d2(n,1) d2(n,2) . . . d2(n,q)
 (3.13)
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where D2 is a matrix of dimensions (n × q) and d2 is calculated by using the
function presented in Equation 3.5 and expressed as:
d2 = F(chx, chy, sx, sy) (3.14)
where
F(chx, chy, sx, sy) = F(λ1x = chx, λ1y = chy,
λ2x = sx, λ
2
y = sy)
(3.15)
(chjx, ch
j
y) are the coordinates of the cluster heads while j = {1, 2, . . . , q} and
(si˘x, s
i˘
y) are the coordinates of the sensor nodes where i˘ = {1, 2, . . . , n}. Let di˘2 be
the i˘th row of D2 which provides the transmission distance information of the i˘
th
sensor node from q number of cluster heads. The i˘th sensor node is expected to
join the cluster head, which is at minimum transmission distance that is defined
as min{di˘2}. New boundaries of the clusters are defined as shown in Figure 3.2.
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Figure 3.2: Implementation of dynamic clustering within WSNs.
The proposed dynamic clustering scheme is summarised in Algorithm 3.1.
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Algorithm 3.1 Proposed Dynamic Clustering Scheme
Require:
The number of sensor nodes n within the network, their coordinates
(xi˘, yi˘) ; i˘ = 1, 2, . . . , n of each sensor node, their energy which is denoted
as SE
i˘
, the coordinates of the centre of each grid (xj, yj) ; j = 1, 2, . . . , q and
cluster head selection threshold energy δch
Ensure:
Sch(.) ← min {d1} and SEi˘ ≥ δch
1: D1 ← ∅, d1 ← ∅
2: P1 ← ∅, p1 ← ∅
3: Qs ← ∅
4: for j ← 1 to q do
5: for i˘← 1 to n do
6: d1(˘i)← d1 where d1 is calculated from Equation 3.6
7: end for
8: d1 ← Sort {d1}, (Sort in ascending order and save their respective indices
in p1)
9: D1(j)← d1
10: P1(j)← p1
11: end for
12: τ ← 0
13: for j ← 1 to q do
14: for i˘← 1 to n do
15: Q1(j, i˘) ← Mapping of sensor nodes based on D1 and P1
16: if SE
(˘.)
≥ δch & τ = 0 then
17: Qs ← Update the status of S(j,ˆi) as Cluster Head (CH) or Normal
Node (N)
18: τ ← 1
19: end if
20: end for
21: end for
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Algorithm 3.1 (continued) Proposed Dynamic Clustering Scheme
22: D2 ← ∅, d2 ← ∅
23: for j ← 1 to q do
24: for i˘← 1 to n do
25: d2(˘i)← d2 where d2 is calculated from Equation 3.14 & Equation 3.15
26: end for
27: D2(j)← d2
28: end for
29: for i˘← 1 to n do
30: Qch(˘i)← min{D2(1 : q, i˘)}
31: Assign the task of cluster head to the sensor nodes in Qch
32: end for
33: return Qch
Let Qˆj represent a set of sensor nodes in the j
th cluster which is defined as:
Qˆj = {Sji ; i = 1, 2, . . . , pˆj} (3.16)
and Qˆ is the set of all the clusters with the network which is expressed as:
Qˆ = {Qˆj ; j = 1, 2, . . . , q} (3.17)
Since cluster heads are required to carry out additional tasks for their respective
sensor nodes, their energy gets depleted more quickly than the non-cluster head
sensor nodes. As the proposed dynamic clustering scheme is expected to rotate
the cluster head role among all sensor nodes while minimising the frequency of
re-clustering, it is important to define δch carefully.
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3.2.1.1 Hard Threshold
It is defined as a function of residual energy in the cluster heads. Let Ψ =
{ψ1, ψ2, . . . , ψn¨}, where Ψ represents the range of energy within a sensor node
i.e. Ψ ∈ [0, 1]. Therefore the task for the system design engineer is to find the
optimum value from Ψ to define δch which requires extensive simulation experi-
ments. As the distribution of sensor nodes is expected to be random in most of
the applications, dynamic clustering is required to be implemented to adapt with
varying conditions within the network. Consequently, the criteria to find the op-
timum threshold might change throughout the lifetime of the network. This can
lead to erroneous decisions on the selection of δch, which can consequently cause
an unbalanced energy consumption within the network. To overcome these limi-
tations with the aforementioned threshold selection method, a soft decision based
threshold selection method is defined as follows.
3.2.1.2 Soft Threshold
It is defined based on an iterative method that computes k¨ number of optimum
threshold values from Ψ, which are denoted as δ1ch, δ
2
ch, . . . , δ
k¨
ch and defined as:
δkˆch =
|ψ1 − ψn¨|
Γkˆ
where kˆ = {1, 2, . . . , k¨} (3.18)
where Γ is a tuneable parameter. The sensor nodes within each cluster are expected
to serve as cluster heads until their energy depletion level reaches the threshold
value δ1ch. Once all the sensor nodes within a cluster are served as cluster heads,
the cluster head role will repeat among the nodes with energy depletion level δ2ch
and so on. It is expected that by defining the soft threshold, energy consumption
is balanced throughout the network at the cost of higher rate of re-clustering than
would have been with the use of a hard threshold.
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3.2.2 Dynamic Neighbourhood Formation Scheme
The selection of a group of sensors, in response to an incident is one of the core
elements of the proposed optimisation process. Hence, this section describes the
set out criterion of such incident triggered dynamic grouping schemes, such as
neighbourhood. One of the main tasks of sensor nodes is to monitor, detect and
collect various significant occurrences of events within WSNs. The occurrence of
the behavioural change that sensor nodes are expected to detect is called an event.
Let there be k number of events that have occurred within a cluster at time instant
t. It is assumed that the locations of the events are implicitly deterministic. The
trend of the sensing parameters and the knowledge of that trend at the cluster
heads make the location of events implicitly deterministic. Consider, the coordi-
nates of the location of events are denoted as (efˆx, e
fˆ
y), where ex and ey denote the
coordinates of the location of an event and fˆ = {1, 2, . . . , k}. A neighbourhood
consists of a group of sensor nodes which are selected based on certain criterion i.e.
distance from the location of an event, sensing capability etc. that are expected
to take part in the detection of the events. All the sensor nodes within a neigh-
bourhood are expected to cooperate with each other. For the sake of simplicity, it
is assumed that each neighbourhood at time instant t will consist of nb number of
sensor nodes where nb varies from neighbourhood to neighbourhood as shown in
Figure 3.3. Let there be k number of neighbourhoods formed by the occurrence of
k number of events at time instant t. The total number of sensor nodes involved
to form the kth number of neighbourhood is denoted as N ke and is defined as:
N ke |t= {skeˆ ; eˆ = 1, 2, . . . , nkb} (3.19)
It is assumed that all the neighbourhoods formed at time instant t will not overlap
with each other which is defined as:
N 1e |t ∩ N 2e |t ∩ · · · ∩ N ke |t ∈ Ø (3.20)
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Figure 3.3: Event-triggered based Neighbourhood Formation within WSNs.
Depending on the depth of the event, the set of sensor nodes involved to form a
neighbourhood for an event detection at time instant t can be the same or it can
be different from an event that will be detected at time instant t+ 1, even if both
events occur at the same location. With the aim of achieving energy conservation,
the sensor nodes are expected to form a neighbourhood by fulfilling the following
criteria:
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3.2.2.1 Criterion 1
It is defined based on the Euclidean distance of the sensor nodes from the location
of an event. Let N fˆe be the fˆ th neighbourhood, which is defined as:
N fˆe =
S
fˆ
eˆ ∈ S(.), if dˆfˆeˆ ≤ δd
S fˆeˆ /∈ S(.), otherwise
(3.21)
where dˆfˆeˆ denotes the distance of the eˆ
th sensor node from the fˆ th event and δd is
the threshold distance defined by the FCR.
3.2.2.2 Criterion 2
This criterion is based on the sensitivity threshold δs defined by the FCR. Each
sensor node is expected to be a part of the neighbourhood, if it can sense the event
with the predefined sensitivity threshold δs. Let N fˆe be the fˆ th neighbourhood,
which is defined as:
N fˆe =
S
fˆ
eˆ ∈ S(.), if ν fˆeˆ ≥ δs
S fˆeˆ /∈ S(.), otherwise
(3.22)
where ν fˆeˆ denotes the sensitivity range of the eˆ
th sensor node from the fˆ th event.
3.2.2.3 Criterion 3
This criterion is the unification of both the aforementioned criteria. On the oc-
currence of an event, the sensor nodes are selected to form the kth neighbourhood
based on the criterion which is defined as:
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N fˆe =
S
fˆ
eˆ ∈ S(.), if dˆfˆeˆ ≤ δd ∩ ν fˆeˆ ≥ δs
S fˆeˆ /∈ S(.), otherwise
(3.23)
The detailed procedure of neighbourhood formation is explained in Algorithm 3.2.
Algorithm 3.2 Proposed Neighbourhood Formation Scheme
Require:
The number of sensor nodes n, the coordinates (six, s
i
y) ; i = 1, 2, . . . , n of each
sensor node, Total number of events k, the coordinates (efˆx, e
fˆ
y) ; fˆ = 1, 2, . . . , k
of each event, desired neighbourhood selection criteria parameter α and β,
Optimum distance threshold δd and Optimum sensitivity level threshold δs.
Ensure: dˆfˆeˆ ≤ δd and ν fˆeˆ , where dˆ is the distance and sˆ is the sensitivity level of
eˆth sensor node from fˆ th event.
1: Dn ← ∅, dn ← ∅
2: Pn ← ∅, pn ← ∅
3: sn ← ∅
4: if (α = 1) ∪ (α ∩ β = 1) then
5: for fˆ ← 1 to k do
6: for eˆ← 1 to n do
7: dn(eˆ)← dˆfˆeˆ
8: end for
9: Sort {dn} in ascending order and save the indices in pn
10: Dn(fˆ)← dn
11: Pn(fˆ)← pn
12: end for
13: for fˆ ← 1 to k do
14: for eˆ← 1 to n do
15: if Dn(eˆ, fˆ) ≤ δd then
16: Assign the corresponding sensor nodes to N fˆe
17: end if
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Algorithm 3.2 (continued) Proposed Neighbourhood Formation Scheme
18: end for
19: end for
20: end if
21: if (β = 1) ∪ (α ∩ β = 1) then
22: for fˆ ← 1 to k do
23: for eˆ← 1 to n do
24: S fˆeˆ ≥ δs(fˆ)
25: end for
26: Assign corresponding sensor nodes to N fˆe
27: end for
28: end if
29: return N ke
To evaluate the performance of the proposed universal and dynamic clustering
framework, a network lifetime model is also proposed. Network lifetime is defined
as the operational time of the network during which it is able to perform the
dedicated task. Network lifetime has become the key characteristic for evaluating
the WSNs such as: availability of sensor nodes, coverage, connectivity etc.
3.3 Network Lifetime Model
Network lifetime can be defined as the time span over which the network operates
effectively. Several WSN lifetime definitions have been introduced in the literature
e.g. the network connectivity is used to define the WSN lifetime. But the most
commonly used WSN lifetime definition is based on the percentage of alive nodes
or dead nodes in the network, which reflects the quality of the network coverage
and connectivity as discussed in [127]. In this section, a network lifetime model
is presented based on the energy model described in [85]. It is assumed that each
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cluster consists of pˆ number of sensor nodes. Each sensor node is expected to
sense L bits and transmit it to the respective cluster head node. As sensor nodes
in a cluster are closely spaced, the sensed data is expected to be correlated. So,
cluster heads are expected to aggregate the received data. All the sensor nodes are
expected to be equipped with one transceiver. The transmitter and receiver blocks
used in this model to estimate the energy consumption are shown in Figure 3.4(a)
and Figure 3.4(b) respectively.
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Mixer
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Filter FilterLNA
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Figure 3.4: (a) Transmitter circuit blocks, (b) Receiver circuit blocks.
For a fixed rate system, the total energy per bit presented in [85], is denoted as
Ebit and defined as:
Ebit =
PPA + Pc
Rb
(3.24)
where PPA is the power consumption of the power amplifier, Pc is the power
consumption at the transceiver circuitry and Rb is the bit rate. PPA is presented
in [85] and expressed as:
PPA = (1 + α)Pout (3.25)
where α = (ξ/η)−1 with ξ is the peak to average ratio and η is the drain efficiency
of the radio frequency power amplifier. Pout represents the transmit power, which
can be calculated based on the link budget relationship, particularly when the
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channel experiences only a square law path loss as described in [128] and expressed
as:
Pout = E¯bRb
(4pid)2
GtGrλ2
MlNf (3.26)
where E¯b represents the required energy per bit at the receiver for a given bit error
rate requirement, Rb represents the bit rate, d represents the transmission distance,
Gt and Gr represent the transmitter and receiver antenna gains respectively, λ
represents the carrier wavelength, Nf represents the receiver noise figure which
is defined as Nf = Nr/No, where Nr is the power spectral density (PSD) of the
total effective noise at the receiver input and No is the single sided thermal noise
PSD at room temperature, and Ml represents the link margin for compensating
the hardware processing variations and additive background noise. Let
P = (1 + α)E¯bRb (4pi)
2
GtGrλ2
MlNf (3.27)
Therefore, Equation 3.25 can be represented as:
PPA = Pd2 (3.28)
The power consumption of the transceiver circuitry is further divided into power
consumption at the transmitter and the receiver circuitry, which is Pc = Pctx+Pcrx ,
where Pctx is defined as:
Pctx = PDAC + Pfilt + Pmix (3.29)
where PDAC , Pfilt and Pmix represents the power consumption at the digital to
analogue converter, filter and mixer respectively. Pcrx is defined as:
Pcrx = PLNA + Pmix + Pfilt + PIFA + PADC (3.30)
where PLNA, PIFA and PADC represents the power consumption at the low noise
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amplifier, intermediate frequency amplifier and analogue to digital converter re-
spectively.
3.3.1 Local Communication
The communication between the sensor nodes and their respective cluster heads
is referred to as local communication.
3.3.1.1 Energy Consumption of Intra-Cluster Communication
The energy required by the sensor nodes to communicate with their cluster heads
is denoted as EIntraC and defined as:
EIntraC =
q∑
j=1
 pˆ∑
i˘=1
LEj
s(˘i)
+ LEjchpˆ
 (3.31)
where Eqch represents the energy required by the q
th cluster head to receive one bit
data from its pˆth sensor node which can be defined as:
Eqch =
EdaPcrx
Rb
(3.32)
where Eda represents the energy required to aggregate one bit. Let E
j
s(˘i)
for pˆth
sensor node of qth cluster be denoted as Eqs(pˆ) and defined as:
Eqs(pˆ) =
1
Rb
(
P×(dq2(pˆ))2 + Pctx
)
(3.33)
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where dq2(pˆ) represents the distance of the pˆ
th sensor node from the qth cluster head.
All the sensor nodes within the network are expected to forward their sensing data
to their respective cluster heads. Once a cluster head receives data from all of its
member sensor nodes within the cluster, it performs data aggregation. As the
sensor nodes within a cluster are closely spaced, their sensing data is correlated.
Therefore, data aggregation at the ratio of 10:1 is assumed and the sensing data
after aggregation is denoted as Lda.
3.3.2 Global Communication
Two types of global communication approaches have been considered in this study,
which are defined as:
3.3.2.1 Direct Communication between Cluster Heads and FCR
The energy required for direct communication between cluster heads and FCR is
denoted as ED and defined as:
ED =
q∑
j=1
LdaE
j
sh (3.34)
where ED is the energy required by q cluster heads to forward the sensed data
to the FCR in one round and Ejsh is the energy consumed by j
th cluster head to
forward one bit of sensed data to the FCR e.g. the energy required by qth cluster
head is defined as:
Eqsh =
1
Rb
(P×(dq3)2 + Pctx) (3.35)
where dq3 is the transmission distance of q
th cluster head from the FCR. The total
energy required by the network for one round can be defined as:
Eor.sh = EIntraC + ESH (3.36)
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By substituting Equation 3.31 and Equation 3.34, Equation 3.36 can be defined
as:
Eor.sh =
q∑
j=1
 pˆ∑
i˘=1
LEj
s(˘i)
+ LEjchpˆ
+( q∑
j=1
LdaE
j
sh
)
(3.37)
For a simplified solution it is assumed that the transmission distance of the sensor
nodes from its cluster heads is d2 and that the transmission distance from the
cluster heads to the FCR is d3. Therefore, Equation 3.36) can be further simplified
by substituting; Equation 3.32, Equation 3.33 and Equation 3.35 combined can
be represented as:
Eor.sh =
Lqpˆ
Rb
(P×(d2)2 + Pctx + EdaPcrx)
+
qLda
Rb
(P×(d3)2 + Pctx) (3.38)
Eor.sh =
q
Rb
[
(1 + α)E¯bRb
(4pi)2MlNf
GtGrλ2
(
pˆLd22 + Ldad
2
3
)
+ (Lpˆ+ Lda)Pctx + EdaLpˆPcrx
] (3.39)
3.3.2.2 Multi-Hop Communication between Cluster Heads and FCR
A) Selection of Cooperative Cluster Heads: As mentioned in the pre-
vious section d3 represents the transmission distance of all the cluster heads from
FCR which is defined as d3 = {d13, d23, . . . , dpˆ3} and ξnˆt represents the distance of
nˆtht cooperative cluster heads which, is defined as:
ξnˆt = min(abs(d3\ω)) (3.40)
where initially ω = ∅ and dnˆt3 \ω is defined as:
dnˆt3 \ω = {dnˆt3 ∈ d3|dnˆt3 /∈ ω} (3.41)
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The sensor nodes presented by ξk are classified as cooperative cluster head if their
energy is greater than the threshold δcoop, where k = {1, 2, . . . , nˆt}. Once nˆt
number of cooperative cluster heads are selected, the sensor nodes status matrix
Qs is updated. This process is summarised in Algorithm 3.3.
Algorithm 3.3 Cooperative Sensor Nodes Selection Scheme
Require:
q number of cluster heads Qch, their transmission distances from the sink
node which is denoted with d3, the cooperative sensor node selection threshold
energy value δcoop and the sensor nodes status matrix Qs
Ensure:
Scoop(.) ← min {d3} and Echj˘ ≥ δcoop
1: dˆ3 ← ∅, Qˆch ← ∅
2: Qc.coop ← ∅, Qˆc.coop ← ∅
3: dˆ3 ← sort{d3}
4: Qˆch ← sort{Qch} corresponding to dˆ3
5: for j ← 1 to q do
6: Sc.coop ← Schj
7: if SEcoop ≥ δcoop then
8: Qc.coop(j)← Sc.coop
9: end if
10: end for
11: Qˆc.coop = Qc.coop(Qc.coop 6= 0)
12: for k ← 1 to nˆt do
13: Qcoop(k)← Qc.coop(k)
14: end for
15: return
B) Energy Consumption of Inter-Cluster Communication: The en-
ergy required by the cluster heads to communicate with each other is denoted as
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EInterC . Let nˆt be the number of cluster head nodes to be selected to cooperate
and communicate with the FCR, then the remaining q−nˆt number of sensor nodes
are denoted as qˆ = q − nˆt.
EInterC =
qˆ∑
jˆ=1
LdaE
j
n.coop + q1LdaEcoop (3.42)
where Ecoop represents the energy required by the cooperative cluster head node
to receive the one bit data from the non-cooperative cluster head nodes which
is defined as Ecoop = Pcrx/Rb. Consider E
qˆ
n.cop represents the energy required by
the qˆth non-cooperative cluster head node to transmit the one bit of data to the
cooperative cluster heads, which is defined as:
E qˆn.coop =
1
Rb
(P×dq14 )2 + Pctx) (3.43)
C) Energy Consumption of Long-haul Communication: The nˆt num-
ber of selected cooperative cluster head nodes are expected to collaborate and act
as the virtual MIMO antennae to transmit the sensed data to the FCR. The energy
consumed in this process can be categorised into ELh−SM if cooperation among
the transmitting nodes is exploited to achieve spatial multiplexing and ELh−DIV
if transmission diversity is required, which are described as:
i) Case I
ELh−SM =
nˆt−1∑
k=1
qLda
nˆt
Ekcol. +
nˆt∑
k=1
qLda
nˆt
Eklh (3.44)
ii) Case II
ELh−DIV =
nˆt−1∑
k=1
qLdaE
k
col. +
nˆt∑
k=1
qLdaE
k
lh (3.45)
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where
Enˆtcol. =
1
Rb
(P×(dnˆt5 )2 + Pctx + Pcrx) (3.46)
where dnˆt5 is the distance of the nˆ
th
t cooperative cluster head from the other coop-
erative cluster heads
Enˆtlh =
1
Rb
(P×(dnˆt6 )2 + Pctx + Psyn) (3.47)
where d6 is the distance of the cooperative cluster head from the FCR and Psyn
represents the power required to synchronise the transmitting data from multiple
nodes. Let Eo.r represent the total energy required to transmit Lda bits. It is
assumed that one round is the transmission of data from all the sensor nodes to
the FCR. Eo.r is defined as:
Eo.r = EIntraC + EInterC + ELh (3.48)
Therefore, Equation 3.48 can be simplified for ELh−SM into Equation 3.49, which
is defined as:
Eo.r =
q∑
j=1
(
pˆ∑
i=1
LEj
s(ˇi)
+ LEjchpˆj
)
+
(
qˆ∑
j=1
LdaE
j
n.coop + qˆLdaEcoop
)
+
(
nˆt−1∑
k=1
qLda
nˆt
Ekcol. +
nˆt∑
k=1
qLda
nˆt
Eklh
)
(3.49)
As qˆ  nt, so let us assume q ≈ qˆ, so it can further be simplified into Equation 3.50
and Equation 3.51, which are derived as:
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=
Lqpˆ
Rb
(P×(d2)2 + Pctx + EdaPcrx)+ qˆLdaRb (P×(d4)2 + Pctx + Pcrx)
+
qLda
Rb
(P×(d5)2 + Pctx + Pcrx)+ qLdaRb (P×(d6)2 + Pctx + Psyn)
(3.50)
=
Q
Rb
[(
(1 + α)E¯bRb
(4pi)2
GtGrλ2
MlNf
(NLD2 + Lda(d24 + d25 + d26)))
+(NL+ 3Lda)Pctx + (NLEda + 2Lda)Pcrx + LdaPsyn
]
(3.51)
where Equation 3.51 provides a generalised equation for the energy consumption of
time-driven, event-driven or hybrid sensing scenario. Based on the type of sensing,
the parameters in Equation 3.51 are obtained as follows:
 Q = q,N = pˆ,D = d2 Time-drivenQ = k,N = nkb ,D = d7 Event-driven
3.3.3 Energy Consumption for Event Reporting
The energy required by the sensor nodes to transmit event data to the cluster head
is denoted as EIntraNH and defined as:
EIntraNH =
k∑
mˆ=1
 nˆmˆb∑
lˆ=1
LEsmˆ
lˆ
+ LEmˆchnˆb
 (3.52)
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where Esmˆ
lˆ
for nˆthb sensor node of k
th neighbourhood is denoted as Esknˆb and defined
as:
Esknˆb =
1
Rb
(P×(dk7(nˆb))2 + Pctx) (3.53)
where dk7(nˆb) represents the distance of nˆ
th
b sensor node from k
th neighbourhood
head. Ekch represents the energy required by the k
th cluster head to receive the
event data from nb sensor nodes, which is defined as:
Ekch =
EdaPcrx
Rb
(3.54)
The cluster head receives the sensed data from all the sensor nodes within the
neighbourhood, it then performs the data processing locally, detects the event and
transmits the decision to the FCR through the cooperative nodes. This approach
will accelerate the decision making process by making the cluster heads self-reliant
and also minimises the number of transmissions to the FCR which all results in
energy conservation.
3.4 Performance Analysis
This section demonstrates the performance analysis of the proposed dynamic and
cooperative clustering and neighbourhood formation schemes for WSNs. The pro-
posed framework is expected to facilitate the applications that consider either
time-driven sensing, event-driven sensing or both denoted as hybrid sensing. To
demonstrate the effectiveness of the proposed schemes, a WSN model is simulated.
Moreover, all the proposed schemes are analysed in terms of their network lifetime
i.e. the number of alive nodes and residual energy.
A WSN model is simulated with a sensing area of 100×100 m2 with n = 100 sensor
nodes with an initial energy Eo = 1 J, which are randomly distributed within the
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network. Furthermore, the simulation environment is composed of a FCR that is
located at a distance of 50 m from the nearest boundary of the sensing region.
After deployment, the network is expected to perform dynamic clustering that will
divide the sensor nodes into clusters. Once settled, all the sensor nodes within the
network are expected to sense the environment and transmit the sensed data to
their respective cluster heads. These are then responsible to perform the data
correlation and relay it to the FCR through the cooperative nodes. The process
from re-clustering to data transmission to the FCR is defined as one round. At each
round, the cluster heads are expected to evaluate themselves and withdraw from
the cluster head role if they do not fulfil cluster head role criteria, and trigger the
re-clustering process. To generate events, a data set is obtained by using the heat
equation presented in [129]. Table 3.1 presents the parameter values considered in
the simulations as described in [130].
3.4.1 Performance Analysis of Proposed Dynamic Cluster-
ing Scheme with Soft Threshold and Hard Threshold
The performance of the proposed dynamic clustering scheme with the cluster head
selection criterion based on either soft or hard threshold is presented in Figure 3.5.
It is observed that the soft threshold based cluster head election criterion enhances
the lifetime of the network by increasing the degree of load balancing among the
sensor nodes and reducing the uneven energy consumption within the network.
The results demonstrate that the soft threshold based dynamic cluster head elec-
tion enhances the network life represented as number of alive nodes by 21%, 16%
and 12% for rounds 33%, 50% and 67% respectively, where number of alive nodes
and rounds are denoted as NA and R respectively.
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Table 3.1: Simulation parameters and their values.
Parameter Value
Central Frequency (fc) 2.5 GHz
Transmitter Gain (Gt) 5 dBi
Receiver Gain (Gr) 5 dBi
Bandwidth (B) 10 kHz
Power Consumption Value (PCV) at Mixer (Pmix) 30.3 mW
PCV at Tx Filter (Pfilt) 2.5 mW
PCV at Rx Filter (Pfilr) 2.5 mW
Targeted Probability of Error (P¯b) 10
−3
Receiver Noise Figure (Nf ) 10 dB
PCV at Intermediate Frequency Amplifier (PIFA) 3 mW
PCV at Frequency Synthesiser (Psyn) 50 mW
PCV Low Noise Amplifier (PLNA) 20 mW
PCV at A/D Convertor (PADC) 6.566 mW
PCV at D/A Convertor (PDAC) 15.435 mW
Link Margin (ML) 40dB
Drain Efficiency (η) 0.35
σ2 -174 dBm/Hz
β 1
3.4.2 Performance Comparison of Proposed Dynamic Clus-
tering Scheme with Existing Clustering Schemes
This section demonstrates the performance evaluation of the proposed dynamic
clustering scheme with the existing clustering schemes in the literature. In order
to perform a fair comparison, the simulation platforms have been simulated in this
section and denoted as Model 1 and Model 2, for performance comparison with
homogeneous and heterogeneous WSNs respectively, which are described as:
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Figure 3.5: Performance analysis of the proposed dynamic clustering scheme
with Soft threshold and Hard threshold for number of alive nodesNA and rounds
R.
3.4.2.1 Model 1
Model 1 provides a platform to compare the performance of the proposed dynamic
clustering scheme with LEACH as proposed by Heinzelman et al. in [45]. It is
assumed that all the sensor nodes are homogeneous and that the cluster heads are
responsible for relaying the data to FCR. It is observed from Figure 3.6 that the
first node died (FND) for the proposed dynamic clustering scheme at 1370 rounds
while the FND for LEACH at 903 rounds. Also, half nodes died (HND) for the
proposed scheme and for LEACH at 2334 and 1198 rounds respectively. Moreover,
the last node died (LND) at 3415 and 1862 rounds for the proposed scheme and
existing scheme (LEACH) respectively. Hence, the proposed scheme enhances the
lifetime of the sensor nodes by 51%, 94% and 83% rounds for the number of alive
nodes at 100%, 50% and 1% respectively.
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Figure 3.6: Performance analysis comparison of the proposed scheme with
LEACH considering homogeneous network for number of alive nodes NA and
rounds R.
3.4.2.2 Model 2
To evaluate the performance of the proposed dynamic clustering scheme for het-
erogeneous WSNs, Model 2(a) and 2(b) are simulated for two level and three level
heterogeneous sensor nodes respectively. The performance of the proposed dy-
namic clustering scheme is compared against the existing clustering scheme for
heterogeneous WSNs i.e. DEEC [51], DDEEC [51] with two level heterogeneity
and EDEEC [52] and EDDEC [53] with three level heterogeneity as presented in
Figure 3.7 and Figure 3.8 respectively. In Model 2(a) the WSN is comprised of
sensor nodes which are categorised as normal sensor nodes and advanced sensor
nodes based on their initial energy, where the number of normal sensor nodes and
advanced sensor nodes are n × (1 − m) and n × m. While in Model 2(b), the
sensor nodes are categorised as normal sensor nodes, advanced sensor nodes and
super sensor nodes. Where the number of normal sensor nodes, advanced sensor
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Figure 3.7: Performance analysis comparison of the proposed scheme with
DEEC and DDEEC considering two level of heterogeneous network for the num-
ber of alive nodes NA and rounds R.
nodes and super sensor nodes are calculated as n × (1 − m), n×m× (1−mo)
and n×m×mo respectively; where m and mo are assumed as 0.3. The advanced
sensor nodes and super sensor nodes energy can be calculated as (1 + a)Eo and
(1 + b)Eo respectively, where a and b are assumed as 2 and 3.5.
It is observed from Figure 3.7 that the FND, HND and LND for the proposed
scheme are at 2151, 2777 and 4351 rounds respectively. While the FND for DEEC
and DDEEC are at 936 and 2013 respectively, the HND at 2145 and 2232 rounds
respectively, and the LND at 3531 and 3770 rounds respectively. Hence, the
proposed scheme extends the network lifetime by 23.2% and 15.4% rounds as
compared against DEEC and DDEEC respectively. Also, Figure 3.8 validates
that the FND,HND and LND for the proposed scheme are at 2158, 3391 and
4635 respectively. While the FND for EDEEC and EDDEEC are at 1813 and
1761 respectively, the HND at 2401 and 2492 rounds respectively, and the LND
at 4157 and 4520 rounds respectively. Therefore, the proposed scheme enhances
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Figure 3.8: Performance analysis comparison of the proposed scheme with
EDEEC and EDDEEC considering three levels of the heterogeneous network
for the number of alive nodes NA and rounds R.
the network lifetime by 11.5% and 2.6% as compared to EDEEC and EDDEEC
respectively.
A detailed comparison analysis of the proposed dynamic clustering scheme with
the aforementioned existing schemes is presented in Table 3.2. It is validated
from the Table 3.2 that the proposed dynamic clustering scheme outperforms the
existing schemes for both homogeneous and heterogeneous WSNs.
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Table 3.2: Comparison of the proposed dynamic clustering scheme with ex-
isting schemes for homogeneous and heterogeneous WSNs.
Scenerio Reference Sensors Type Protocols
Activity Factor
100% 50% 0
Model 1 Figure 3.6 Homogeneous
LEACH [45] 902 1197 1861
Proposed 1369 2333 3414
Model 2(a) Figure 3.7
Heterogeneous
(Level 2)
DEEC [49] 935 2144 3530
DDEEC [51] 2012 2231 3769
Proposed 2150 2776 4350
Model 2(b) Figure 3.8
Heterogeneous
(Level 3)
EDEEC [52] 1812 2400 4156
EDDEEC [53] 1760 2491 4519
Proposed 2157 3390 4634
3.4.3 Performance Analysis of Proposed Universal Frame-
work
The performance analysis of the proposed dynamic clustering and neighbourhood
formation framework is presented in this section. To evaluate the performance
of the proposed framework with universal behaviour, three possible sensing sce-
narios are considered i.e. time-driven sensing, event-driven sensing and hybrid
sensing. For simulations, it is assumed that the location of the events is randomly
distributed and that their occurrences is at least 10 m away from each other.
Figure 3.9 represents the network lifetime analysis of the proposed framework for
time-driven sensing, event-driven sensing and hybrid sensing scenarios. Moreover,
the performance analysis of the proposed schemes in terms of their average resid-
ual energy per node is presented in Figure 3.10. It is observed that the FND for
time-driven sensing, event-driven sensing and hybrid sensing are at 913, 951 and
923 number of rounds, HND at 2074, 2906 and 2390 number of rounds and LND
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at 2980, 4741 and 3739 number of rounds respectively. Moreover, the network has
50% of residual energy for time-driven sensing, event-driven sensing and hybrid
sensing at 1002, 1600 and 1252 number of rounds and 20% of residual energy at
1687, 2817 and 2095 number of rounds respectively. A comprehensive analysis of
the proposed framework for network lifetime and residual energy is presented in
Table 3.3.
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Figure 3.9: Performance analysis of the proposed UDC framework for time-
driven, event-driven and hybrid applications for the number of alive nodes NA
and rounds R.
Table 3.3: Performance analysis of the proposed universal framework for time-
driven, event-driven and hybrid scenarios within WSNs.
Sensing Type
Activity Factor Residual Energy
100% 50% 0 50% 20%
TD 912 2073 2979 1002 1687
ED 950 2905 4740 1600 2817
Hybrid 922 2389 3738 1254 2095
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Figure 3.10: Performance analysis of the proposed UDC framework for time-
driven, event-driven and hybrid applications for the average residual energy RE
and rounds R.
3.5 Summary
In this chapter, the issues of optimising the energy consumption within the net-
work by involving a minimum number of sensor nodes and optimising the network
communication required to report events are addressed. The dynamic clustering
scheme ensures a balanced energy consumption within the network by rotating
the cluster head role among all the sensor nodes. Moreover, the virtual grids
are defined at the initial deployment phase to support the dynamic clustering
scheme. This approach dynamically selects cluster heads such that the clusters
are approximately uniform in size to avoid any unbalanced energy consumption
and energy holes throughout the network. Soft and hard threshold based cluster
heads’ selection criteria are also presented that provides a trade-off between the
balanced energy consumption throughout the network and the frequency of the
re-clustering. The neighbourhood formation scheme provides an energy efficient
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grouping of sensor nodes in response to events. This approach provides a reli-
able and energy efficient solution to monitor, detect and collect various significant
occurrences of events throughout the network.
A collaborative sensing framework is proposed that incorporates dynamic cluster-
ing and neighbourhood formation schemes. This framework is independent of the
nature of the sensing application, providing with universal behaviour to enhance
its feasibility for a diverse range of applications. Moreover, the UDC framework is
distributive in nature as all the decisions such as cluster heads’ selection, cluster’s
formation and neighbourhood formation are all made locally. This decision mak-
ing ability minimises the amount of information to be transmitted to represent an
event which facilitates the UDC framework to be energy efficient.
A WSN’s lifetime model is also derived to observe the performance of the UDC
framework. The cooperation among sensor nodes is considered during data trans-
mission towards the FCR. The performance of the proposed UDC framework is
evaluated for homogeneous and heterogeneous networks as well as for time-driven,
event-driven and hybrid sensing. Moreover, the performance of the proposed UDC
framework is analysed against several notable existing models in the literature. It
is observed from the simulation results that the proposed UDC framework outper-
forms the existing schemes in terms of energy conservation.
The next chapter builds on the resource allocation framework for cooperative
communication within WSNs which is expected to optimise resource usage while
maintaining the required QoS.
Chapter 4
CQI-centric Resource Allocation
Framework for Cooperative
Communication within WSNs
4.1 Introduction
To conserve the energy of the sensor nodes within WSNs, it is expected to optimise
the allocation of resources such as: the selection of the minimum number of sensor
nodes involved with active transmission as well as the minimum the data required
to represent the incident to the FCR, while maintaining the required QoS. It is
proposed to obtain such optimisation in a cooperative manner, among a selected
group of sensor nodes, in response to the presence of any reportable data, within
the group originated due to an incident. The involvement of sensor nodes within
such a group varies from one set of incidents to the other. To serve the same
purpose at a higher layer, it is also expected to obtain an optimum amount of
power from each representative sensor node from each group, collectively adapted
with the channel conditions in the perspective of the FCR. Moreover, for the ease
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of the system design engineer to achieve a predefined QoS requirement, analytical
frameworks are extremely useful that provide a performance benchmark.
In this chapter, such kind of optimisation is proposed to achieve with collaborative
and dynamic selection of transmit power coefficients. This is done with respect
to the depth of channel fading, or the degree of sparsity that is to be attained
from the candidate sensor nodes - selected to participate in the transmission of
the reportable data to the FCR. An adaptive transmit receive antennae selec-
tion scheme is proposed that is expected to mitigate the effect of dynamic radio
frequency propagation conditions. Moreover, a lattice reduction based signal de-
sign scheme is proposed that is expected to minimise the effect of noise on data
transmissions. Thereafter, a hybrid scheme is presented that incorporates both
aforementioned schemes that is expected to provide a robust solution against deep
channel fading and noise in variable channel propagation conditions. An adap-
tive transmission scheme is also proposed that provides an adequate decision on
the selection of the appropriate aforementioned proposed schemes. An analytical
framework is also presented in this chapter to facilitates the system design engi-
neer to select the required optimisation scheme for a given QoS, in terms of bit
error rate or symbol error rate. The proposed framework is expected to provide
a robust solution against variable channel conditions while providing the required
QoS.
4.2 CQI-centric Resource Allocation Framework
The transmitted data vector from nt number of transmitting sensor nodes is de-
noted as x and expressed as:
x = [x1, x2, . . . , xnt ]
T (4.1)
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The received signal vector at the FCR can be expressed as:
y = Hx + n (4.2)
where y is the received signal vector with dimensions (nr × 1), H is the Rayleigh
fading channel matrix of size (nr × nt) and n is the noise vector with dimensions
(nr × 1). The noise is considered to be additive white Gaussian noise with zero
mean and unity variance σ2. The Rayleigh fading channel matrix is defined as:
H =

h(1,1) h(1,2) . . . h(1,nt)
h(2,1) h(2,2) . . . h(2,nt)
...
...
. . .
...
h(nr,1) h(nr,2) . . . h(nr,nt)

where hjˆ ,ˆi denotes the channel coefficients from iˆ
th transmitter sensor node to
jˆth receiving antenna at the FCR with iˆ ∈ {1, 2, . . . , nt} and jˆ ∈ {1, 2, . . . , nr}
respectively. It is also assumed that there is a feedback link between the sensor
nodes and the FCR, which is expected to enable the sensor nodes to exploit the
channel conditions and adapt accordingly. Employment of the feedback channel
requires cooperation between the sensor nodes and the FCR. Where, the FCR is
expected to estimate the channel and feedback the CSI to the sensor nodes that
can use this information to adapt the transmitted signal according to the channel
conditions.
Energy conservation is expected to be achieved by optimising the allocation of re-
sources within the network while maintaining the targeted QoS. Two approaches
are under consideration to optimise the WSN i.e. Intra-neighbourhood optimisa-
tion and Inter-neighbourhood optimisation. Intra-neighbourhood optimisation is
expected to take place by defining the cooperative characteristics of WSNs. The
cooperation criterion is expected to be defined by observing the channel quality
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based on the fading or interference depth, while transmitting to the FCR. If trans-
mit diversity or spatial multiplexing is intended to be achieved, multiple sensor
nodes from each neighbourhood are expected to participate in the transmission.
To attain the collaborative nature of the network, inter-neighbourhood optimisa-
tion is to be considered. The collaboration criterion is to be defined by mutual
agreement between the candidate transmitting sensor nodes and the FCR. In this
study, processing intelligence based signal design is expected to be considered. For
both of these methods, channel state information is required at the transmitting
sensor nodes. It is assumed that the channel state information is known to the
candidate transmitting sensor nodes through a feedback link from the FCR. A
block diagram summarising the methodological steps of the proposed CQI-centric
resource allocation framework for cooperative communication within WSNs is pre-
sented in Figure 4.1.
4.2.1 Adaptive Transmitter-Receiver Antennae Selection
Scheme
Energy conservation and data transmission reliability is expected to be achieved
by defining adaptive cooperation between the sensor nodes and the FCR. The co-
operation criterion is defined based on the channel quality. The sensor nodes which
suffer from deep fading and interference will not participate in the transmission.
Transmit diversity or spatial multiplexing can be achieved if more than one sensor
nodes will participate in the transmission. Subsequently, this will help to main-
tain a communication link with certain required QoS. A CQI-centric transmitter-
receiver antennae selection scheme is presented which is expected to maintain the
required QoS by turning off the transmitter-receiver antennae pairs that are suf-
fering from deep channel fading based on the information from the FCR through
a feedback link.
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Consider H, the channel matrix of dimensions (nr × nt) with nt number of coop-
erative sensor nodes and nr number of antennae at the FCR. Suppose, some of
the channel links are causing a decrease in the QoS, as they are suffering deep
channel fading. To maintain the QoS, it is desirable that such transmitting and
receiving antennae pairs should not participate in the data transmission as shown
in the block diagram presented in Figure 4.2.
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Figure 4.2: Block diagram of the proposed Tx-Rx antennae selection for co-
operative communication within WSNs.
Let Ntr represents the total number of transmit-receive antennae pairs and Nˆtr
denotes the desirable number of transmit-receive antennae pairs. The total number
of possible kˆ combinations of Nˆtr transmit-receive antennae pairs from the channel
matrix H can be derived as:
kˆ =
Ntr!
Nˆtr!(Ntr − Nˆtr)!
(4.3)
Let Hs be a matrix that represents kˆ number of sub-matrices extracted from the
channel matrix H which is expressed as:
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Hs = [H1,H2, . . . ,Hl]
T (4.4)
where kˆ = {1, 2, . . . , l}. Let Hl represents a sub-matrix with lth combinations
of transmit-receiver antennae pairs from the channel matrix H with dimensions
(nˆr × nˆt) and I is the identity matrix of dimensions (nˆr × nˆt).
%l =
1
nˆrnˆt
nˆr∑
uˆ=1
nˆt∑
vˆ=1
(
Hl(uˆ,vˆ)H
H
l(uˆ,vˆ)
− I(uˆ,vˆ)
)
(4.5)
where %l is the performance parameter of the Hl. Consider e represents the per-
formance status of all the possible transmit-receive antennae combinations against
the varying environment propagation conditions which is expressed as:
e = [%1, %2, . . . , %l] (4.6)
The best possible transmit-receive antennae combination against the current chan-
nel conditions can be defined as min{e}. The criterion to select the best possible
transmit-receive antennae combination to mitigate the effect of deep channel fad-
ing is described by Algorithm 4.1.
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Algorithm 4.1 Adaptive Transmitter-Receiver Antennae Selection Scheme
Require:
The matrix Hs.
Ensure:
Obtain Hk with min{e}, where dimensions of Hk is nˆr × nˆt , uˆ = nr − 1,
vˆ = nt − 1 and nt = nr
1: e← ∅
2: for lˆ← 1 to kˆ do
3: find H¨l for l
th combination
Algorithm 4.1 (continued) Adaptive Transmitter-Receiver Antennae Selection
Scheme
4: E ← [HlHTl − I]2
5: e(l)← 1
nˆrnˆt
nˆr∑
uˆ=1
nˆt∑
vˆ=1
E(uˆ,vˆ)
6: end for
7: er ← min{e}
8: Find the position lˆ of er in e
9: Hk ← Hs
10: return Hk
4.2.2 Lattice Reduction based Transmit Signal Design
Within WSNs, collaboration among sensor nodes is expected to optimise the usage
of resources. It is assumed that the FCR will cooperate with the neighbourhoods
through a feedback link. It is intended to design the transmit signal based on a
lattice reduction scheme proposed in [131]. The “design criterion is to be based
on feedback information from the the FCR. The signal is designed with the aim
of minimising the effect of noise on the signal. The Lenstra-Lenstra-Lova´sz (LLL)
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lattice basis reduction algorithm is considered to determine a corresponding re-
duced basis H˜ with better properties by searching for the reduced lattice basis of
the lattice defined by the channel matrix. Figure 4.3 shows the block diagram for
a MIMO system with lattice reduction based detection” [1].
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Figure 4.3: Block diagram summarising the methodological steps of the
MIMO system with lattice reduction aided data detection.
The received signal y at the FCR is defined as:
y = H˜x + n (4.7)
where H˜ = HT, z˜ = T−1x and T represents the reduced basis of H. Moreover H˜ is
obtained from Lenstra Lenstra Lov´sz (LLL) lattice basis reduction algorithm and
it is the LLL-reduced basis of H. Let H = [h1,h2, . . . ,hnt ], where [h1,h2, . . . ,hnt ]
are the column vectors of H. For zero-forcing detector z˜LR−ZF can be defined as:
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z˜LR−ZF = T−1x˜ZF (4.8)
= T−1HHy
= H˜Hy
= z + H˜Hn
The LLL Lattice reduction algorithm is summarised in Algorithm 4.2.
Algorithm 4.2 The LLL Lattice Reduction Algorithm
Require:
The channel matrix H.
1: H˜← H
2: [Q˜, R˜]← qr(H˜)
3: T← Im, where m is number of columns of H
4: l← 2
5: 1
4
< δ < 1
6: do
7: µ =
⌈
R˜(l−1,l)
R˜(l−1,l−1)
⌋
8: h˜l ← h˜l − µh˜l−1
9: ζ = ‖R˜(l, l) + R˜(l − 1, l)‖2
10: if δ|R˜(l − 1, l − 1)|2 > ζ then
11: Swap columns l − 1 and l in H˜, R˜ and T
12: Calculate rotation matrix Θ such that the elements R˜(l, l − 1) = 0
Θ =
 α β
−β α
 with α = R˜(l − 1, l − 1)
ζ
, β =
R˜(l, l − 1)
ζ
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Algorithm 4.2 (continued) LLL Lattice Reduction Algorithm
13: R˜(l − 1 : l, l − 1 : m) = ΘR˜(l − 1 : l, l − 1 : m)
14: l← max(l − 1, 2)
15: else
16: l← l + 1
17: end if
18: while l < m
4.2.3 Adaptive Signal Transmission
An adaptive signal transmission scheme is required to achieve intra-neighbourhood
optimisation and inter-neighbourhood optimisation adaptively. An adaptive trans-
mission scheme based on the channel quality is proposed which selects either the
proposed transmit receive antennae selection scheme, the lattice reduction based
transmit signal design or the hybrid of both schemes to maintain required QoS as
shown by the block diagram presented in Figure 4.4.
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Figure 4.4: Block diagram for the channel quality index.
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4.2.3.1 Channel Quality Index (CQI)
In order “to enable adequate decisions on the selection of the appropriate opti-
misation scheme adaptively, link adaptation mechanisms require knowledge of the
received transmission quality over the given channel conditions. The transmis-
sion quality is generally based on the frame error probability conditioned on the
particular realisation of the channel, but such information is not accessible di-
rectly. Hence, there arises the need to define a measure that maps directly to the
frame error probability which is defined as the CQI. It is designed in a manner to
ensure robustness against signal distortions caused by the propagation and inter-
ference conditions of the channel as well as to guarantee the optimised utilisation
of resources while maintaining the required QoS. In this study, a measure of the
channel quality index is proposed such that the link between the transmitter and
the receiver is maintained for a given QoS” [1]. The CQI is defined as:
CQI = f(E˜[(Λ− µ)2]) (4.9)
where E˜ denotes the expectation value and CQI can be simplified as:
CQI =
1
nt
nt∑
iˆ=1
| Λiˆ − µ |2 (4.10)
where
µ =
1
nr
nr∑
jˆ=1
λjˆ (4.11)
where Λ is a set of eigen vector channel coefficient matrix H of dimension (nr×1),
which is defined as:
Λ = {λjˆ ; jˆ = 1, 2, . . . , nr} (4.12)
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Figure 4.5: Normalised channel quality measure for (nt, nr) = 2, 4, 6, 8 and
10.
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Figure 4.6: Normalised channel quality measure for (nt, nr) = 3, 5, 7 and 9.
where λjˆ represents the eigen values of the jˆ
th channel coefficient. Figure 4.5 and
Figure 4.6 present the measurement of the CQI. “The selection of the transmission
scheme is proposed to be based on the classification of the propagation condition,
which can be obtained from the list of CQI as presented in Table 4.1. CQI is
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indexed based on the condition of the channel from 0 to 3. The higher index
represents the higher requirement of cooperation from sensor nodes and the FCR
to maintain the required link reliability” [1].
Table 4.1: Proposed channel classification and scheme selection criterion.
CQI 0 1 2 3
Normalised Channel < 0.4 0.4 - 0.6 0.6 - 0.75 > 0.75
Quality Measure
Selection of Conventional Proposed Proposed Lattice
Transmission Scheme Cooperation Resource Selection Hybrid Reduction
Scheme Scheme Scheme
4.2.3.2 Proposed Receiver Performance Bound
For ease of system design to achieve a predefined capacity or quality of service re-
quirement, analytical frameworks are extremely useful that provide a performance
benchmark. Multiple antennae based future communication systems are expected
to be adaptive with available capacity or QoS to offer as trade off with each
other. A simplified analytical framework is expected to lead towards designing
such resource adaption algorithm more easily. However, to achieve the effective-
ness of such a framework, a tighter bound is required. With the given resources,
the most commonly used detection schemes found in the existing literature are:
zero forcing (ZF), minimum mean square error (MMSE) and maximum likelihood
(ML). Most of the available lower bounds in the existing literature are lacking
tightness with the actual performance. Several performance analyses frameworks
for ZF and MMSE detection have been presented in [132–135]. However, within
the scope of the author’s knowledge there are few analytical frameworks which
facilitate communication system design engineers to select the required transmit-
receive antennae combination for a given QoS in terms of the BER or SER. Most of
such frameworks for MIMO wireless systems in the existing literature are lacking
tightness between theoretical approximation and actual simulation results.
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The simplified analytical frameworks of the MIMO receiver performance, which
provides a tighter lower bound in comparison to the existing bounds for ZF, MMSE
and ML detection schemes within MIMO wireless communication are presented.
The channel state information is assumed to be known at the FCR. In ZF detec-
tion, the received signals are sent through the ZF filter denoted as GZF and can
be defined as:
GZF =
(
HHH
)−1
HH (4.13)
Subsequently, the recovered spatially multiplexed data streams recovered from the
detected received signals are denoted as xˆZF and can be written as:
xˆZF = GZFy (4.14)
=
[
(HHH)−1HH
]
y (4.15)
During the detection process, the ZF detector is aimed to null out interfering
components, which can cause noise amplification. Subsequently, it is well estab-
lished that ZF is not the best possible detection scheme. Although, it is simple
and easy to implement. MMSE is another widely used detection scheme which
provides a trade-off between minimising the inter-symbol interference and noise
amplification. The MMSE filter matrix is denoted as GMMSE and defined as:
GMMSE =
[
(HHH + σ2I)
]−1
HH (4.16)
Hence, the estimation of the transmitted signal vector can be written as:
xˆMMSE = GMMSEy (4.17)
=
[
(HHH + σ2I))−1HH
]
y (4.18)
The ML detector is known to be the optimal detector in terms of minimising the
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probability of the bit error rate. The criterion required to satisfy the maximum
likelihood detection can be defined as:
xˆML = arg min
k∈1:2Nt
‖y −Hxk‖2 (4.19)
where xk is the k
th candidate symbol vector out of 2nt number of possible symbol
vectors. However, the computational complexity of these detection schemes grows
exponentially with the number of antennae elements when used within MIMO sys-
tems. While designing MIMO systems, the selection of the detection scheme along
with the resources required to be provided to achieve a given QoS, is challenging.
Moreover, to design an adaptive receiver with a predetermined power constraint, a
lower number of iterations are desirable to converge to a true performance pattern
from an initial approximation. One possibility of approximating the performance
of these systems is to design a framework which provides tighter error performance
bound.
The bit error rate is a critical measure of the system performance which defines
the QoS of any telecommunication system. An intended achievable QoS threshold
is required to be determined, to allocate resources during any given telecommuni-
cation system. To find such a threshold, analytical frameworks have been studied
in the literature that provide a benchmark of the required resources.
A) Existing Framework: The most commonly used linear detection schemes
e.g., ZF, MMSE and ML have been the prime topic of interest for such analyt-
ical performance measure. Recent work in [132, 133] provides a frame work for
the analyses of error performance for ZF and MMSE detection schemes which is
defined as:
Pb,ZF =
[
1
2
(
1−
√
snr
1 + snr
)]Nr−Nt+1 Nr−Nt+1∑
n=0
(
Nr −Nt + n
n
)(
1 +
√
snr
1+snr
2
)
(4.20)
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Pb,MMSE = E
[
e−η∞,n
]
Pb,ZF (4.21)
where
η∞,n =
(
UTnhn
)T
Λ−2
(
UTnhn
)
(4.22)
where Un is the upper triangular matrix and Λ is the eigen values matrix of Hn,
and Hn is the sub-matrix obtained by taking hn out of H. hn is the n
th column
of H. Equation 4.19 can be simplified into Equation 4.23 for a symmetric MIMO
system, i.e.
Pb,ZF =
1
2
(
1
1 + snr
)
(4.23)
ML detection is widely known to be optimum in terms of bit error rate performance
with the cost of intensive computational complexity. Different upper bounds on
SER and BER probability of ML detection within MIMO communication systems
have been presented in [136–138]. The upper bounds for the probability of the bit
error rate defined in the existing literature are the function of the input signal to
noise ratio and the number of receive antennae. A generalised model is found in
[138] and given as follows:
Pb,ML =
[
1
2
(
1−
√
snr
1 + snr
)]Nr Nr−1∑
n=0
(
Nr − 1 + n
n
)(
1 +
√
snr
1+snr
2
)n
(4.24)
As mentioned earlier, the frame work presented in Equation 4.24 provides the error
performance upper bound for ML detection. According to authors knowledge,
there is no framework which provides an error performance lower bound for ML
detection without error correction code in the existing literature.
B) Proposed Framework: For a symmetric MIMO system, the existing
approximated performance bounds presented in the literature [132, 133] for ZF
and MMSE are quite loose with respect to the actual simulation results. In this
context, simple analytical frameworks that provide tighter lower bounds for ZF,
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MMSE and ML detection schemes are proposed. The proposed frameworks are
simple and accurate in the context of performance tightness that depends on the
MIMO dimension as well as the input signal to noise ratio. Denoting Ntr to be
the symmetric MIMO dimension, the proposed analytical framework of the bit
error rate performance lower bound with ZF detection at the receiver derived
from simulation results presented in Figure 4.7 and can be written as:
Pb,ZF = e
(√
3
Ntr
)
erfc
(
1√
ntnr
)
log10
(√
Ntr
)( 1
1 +
√
2 snr
)
(4.25)
The error performance bound for the receiver with MMSE detection is derived
from simulation results presented in Figure 4.9 and and presented in Equation 4.26,
which depends on the input signal-to-noise ratio and the MIMO dimension.
Pb,MMSE =
1√Ntr
erfc
(
1√
ntnr
)(
1
2 snr
) 1
4
(
1
1 +
√
2 snr
)
(4.26)
As mentioned earlier, there is no error performance lower bound framework for a
receiver with ML detection in the existing literature; a framework is derived from
simulation results presented in Figure 4.11 and presented in Equation 4.27, which
defines the error performance lower bound.
Pb,ML =
e−
√
snr
2
( √Ntr (1 +√snr)(√Ntr + snr) (1 + snr)2
)
(4.27)
4.3 Performance Analysis
The performance analysis of the proposed adaptive transmit receive antennae se-
lection and lattice reduction based transmit signal design schemes are presented.
Moreover, the performance of a hybrid scheme is also presented which is the com-
bination of the adaptive transmit receive antennae selection and the lattice re-
duction based transmit signal design schemes. Thereafter, the performance of the
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CQI based adaptive transmission scheme is presented that dynamically selects the
aforementioned schemes based on the channel conditions, in order to maintain the
link reliability. All the proposed schemes are analysed in terms of their probabil-
ity of error, computational complexity and outage probability. Moreover, spatial
multiplexing is considered for MIMO transmissions.
4.3.1 Performance Analysis of the Proposed Receiver Per-
formance Bound
In this section, new analytical performance bound frameworks with tighter lower
bounds have been presented for different receivers for MIMO systems. On the basis
of the presented analytical framework, a simulation platform has been established.
The channel state information as well as the expected QoS is assumed to be
known for simplicity. To evaluate the performance of the proposed framework,
a MIMO communication system with Rayleigh fading channel is considered. It
is assumed that the channel is changing after every transmitting symbol vector
xnt with dimension (nt × 1) and Binary Phase Shift Keying (BPSK) modulation
schemes is considered for simplicity.
Figure 4.7 and Figure 4.8 present comparative results for performance lower bound
for MIMO systems with dimension ranges d = {2, 4, 6, 8} for ZF, MMSE and
ML detection schemes respectively. Tightness of the analytical frameworks with
respect to actual simulation results is the main focus of this work. The proposed
performance lower bound provides tighter lower bound with respect to simulation
results as compared to the existing framework fora receiver with ZF detection.
At 5 dB of signal-to-noise ratio with MIMO dimension ranges d = {4, 6, 8},
the proposed performance bound is 4 dB tighter than the existing lower bound
as compared to the actual simulated results. At a higher signal-to-noise ratio,
the proposed lower bound becomes tighter with respect to the actual simulation
results.
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Figure 4.7: Error performance bound comparison of the Proposed (Pro)
framework with Simulations (Sim) and Existing (Exi) frameworks for Zero Forc-
ing (ZF) detection, where transmit and receive antennae (nt, nr) are 2 and 6.
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Figure 4.8: Error performance bound comparison of the Proposed (Pro)
framework with Simulations (Sim) and Existing (Exi) frameworks for Zero Forc-
ing (ZF) detection, where transmit and receive antennae (nt, nr) are 4 and 8.
A comparative study of the existing and proposed analytical frameworks along
with actual simulated bit error rate performance for a MIMO receiver with MMSE
detector is presented in Figure 4.9 and Figure 4.10. As shown in the figures, at 10
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Figure 4.9: Error performance bound comparison of the Proposed (Pro)
framework with Simulations (Sim) and Existing (Exi) frameworks for Minimum
Mean Square Error (MMSE) detection, where transmit and receive antennae
(nt, nr) are 2 and 6.
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Figure 4.10: Error performance bound comparison of the Proposed (Pro)
framework with Simulations (Sim) and Existing (Exi) frameworks for Minimum
Mean Square Error (MMSE) detection, where transmit and receive antennae
(nt, nr) are 4 and 8.
dB of signal-to-noise ratio, the proposed performance bound is 4 dB tighter than
the existing error performance bound, in comparison with the actual simulated
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results for d = {2, 4, 6, 8}.
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Figure 4.11: Error performance bound comparison of the Proposed (Pro)
framework with Simulations (Sim) and Existing (Exi) frameworks for Maximum
Likelihood (ML) detection, where transmit and receive antennae (nt, nr) are 2
and 6.
Figure 4.11 and Figure 4.12 present the performance bound of the receiver with
ML detection for d = {2, 4, 6, 8}. It is validated from simulation results that
the proposed performance bound for ML detection provides a tighter bound with
actual simulated results for d = {2, 4, 6, 8}.
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Figure 4.12: Error performance bound comparison of the Proposed (Pro)
framework with Simulations (Sim) and Existing (Exi) frameworks for Maximum
Likelihood (ML) detection, where transmit and receive antennae (nt, nr) are 4
and 8.
4.3.2 Performance Analysis of the Proposed CQI-centric
Resource Allocation Framework for WSNs
The performance of the proposed simulation model is analysed in terms of the bit
error rate for a given signal to noise ratio. A set of transmit receive antenna dimen-
sions of three, five, eight and ten are considered. The FCR is assumed to receive
data from sensing nodes with three, five, eight and ten antennae respectively. For
the ease of implementation, ZF and MMSE detectors have been considered at the
FCR. “It is expected that adaptive resource selection scheme will reduce energy
consumption by turning off the transmit-receive antenna pair which is affected by
deep fading” [1].
“Figure 4.13 presents a comparative study of the proposed adaptive node selection
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Figure 4.13: Performance comparison of the Proposed Adaptive Transmis-
sion (PAT), Proposed Antenna Selection (PAS) and Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Transmis-
sion Schemes (CCT) for Zero Forcing (ZF) detection with transmit and receive
antennae are 3.
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Figure 4.14: Performance comparison of the Proposed Adaptive Transmis-
sion (PAT), Proposed Antenna Selection (PAS) and Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Transmis-
sion Schemes (CCT) for Minimum Mean Square Error (MMSE) detection with
transmit and receive antennae are 3.
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and hybrid schemes over conventional cooperative schemes (conventional virtual
MIMO) and existing lattice reduction scheme as found in the literature for nt = nr
= 3. It is also observed that the LR scheme achieves the highest detection relia-
bility among the other schemes. However, LR requires a significant computational
intensity within the available resources; hence it is not energy efficient. The pro-
posed hybrid scheme is expected to provide a trade-off between computational
complexity and detection reliability. An accurate CQI is the key to the perfor-
mance of the proposed adaptive resource allocation scheme in energy efficient
collaborative transmission. To select the appropriate optimisation scheme adap-
tively, based on the information from the FCR through a feedback link, a measure
of the CQI has been proposed in Equation 4.9 and its normalised behaviour has
been realised in Figure 4.5 and Figure 4.6. Table 4.1 presents resource alloca-
tion decision boundaries of the CQI values which have been considered to select
the appropriate transmission scheme. It is expected that the proposed adaptive
transmission schemes achieve a high energy efficiency and link reliability while
maintaining the required QoS. It is observed from Figure 4.14 that the proposed
adaptive transmission scheme and proposed hybrid scheme outperformed the con-
ventional cooperative transmission scheme by 18 dB and 13 dB respectively for a
given bit error rate of 10−3, where nt = nr = 3 and detection scheme is MMSE” [1].
Figure 4.15 and Figure 4.16 present the performance comparison of the proposed
CQI based adaptive transmission, hybrid and adaptive resource selection scheme
with conventional cooperative transmission and LR schemes. nt = nr = 5, 8 and
10 are considered to generate the results in Figure 4.15, Figure 4.17, Figure 4.19
and Figure 4.16, Figure 4.18, Figure 4.20, whereas ZF and MMSE detection has
been exploited respectively. It is observed that the proposed adaptive transmission
and hybrid scheme outperform the conventional cooperative transmission scheme
for nt = nr = 5, 8 and 10.
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Figure 4.15: Performance comparison of the Proposed Adaptive Transmis-
sion (PAT), Proposed Antenna Selection (PAS) and Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Transmis-
sion Schemes (CCT) for Zero Forcing (ZF) detection with transmit and receive
antennae are 5.
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Figure 4.16: Performance comparison of the Proposed Adaptive Transmis-
sion (PAT), Proposed Antenna Selection (PAS) and Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Transmis-
sion Schemes (CCT) for Minimum Mean Square Error (MMSE) detection with
transmit and receive antennae are 5.
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Figure 4.17: Performance comparison of the Proposed Adaptive Transmis-
sion (PAT), Proposed Antenna Selection (PAS) and Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Transmis-
sion Schemes (CCT) for Zero Forcing (ZF) detection with transmit and receive
antennae are 8.
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Figure 4.18: Performance comparison of the Proposed Adaptive Transmis-
sion (PAT), Proposed Antenna Selection (PAS) and Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Transmis-
sion Schemes (CCT) for Minimum Mean Square Error (MMSE) detection with
transmit and receive antennae are 8.
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Figure 4.19: Performance comparison of the Proposed Adaptive Transmis-
sion (PAT), Proposed Antenna Selection (PAS) and Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Transmis-
sion Schemes (CCT) for Zero Forcing (ZF) detection with transmit and receive
antennae are 10.
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Figure 4.20: Performance comparison of the Proposed Adaptive Transmis-
sion (PAT), Proposed Antenna Selection (PAS) and Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Transmis-
sion Schemes (CCT) for Minimum Mean Square Error (MMSE) detection with
transmit and receive antennae are 10.
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4.3.2.1 Complexity Analysis
This section presents the computational complexity analysis of the aforementioned
schemes. Computational complexity is defined as the number of arithmetic opera-
tions performed by these schemes. It is assumed that each node is transmitting 15
samples and each sample contains eight bits, where different network sizes are con-
sidered i.e. from 0 to 1500 nodes. Figure 4.21 shows the computational complexity
analyses for the proposed hybrid, proposed adaptive transmission, proposed an-
tenna selection and lattice reduction schemes for nt = nr = 3.
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Figure 4.21: Computational complexity comparison of the Proposed Adaptive
Transmission (PAT), Proposed Antenna Selection (PAS), Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) where transmit and receive antennae are
three.
It can be observed from the graph that the proposed hybrid has the highest compu-
tational complexity among all the schemes because this scheme is the combination
of the proposed antennae selection and lattice reduction schemes. However, this
scheme achieves the same performance in terms of achieving probability of error as
achieved by lattice reduction. Moreover, the proposed hybrid scheme required one
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less transmit-receive antennae pair that conserves energy. The proposed antennae
selection scheme has the lowest computational complexity among all the schemes.
Detailed computational complexity analyses for different network sizes is presented
in Table 4.2. It is assumed that LR require ECc amount of energy to perform all the
computations. Then PNS and PAT are conserving 88% and 18% energy respec-
tively as compared to LR, while PH consumes 12% additional energy as compared
to LR.
Table 4.2: Complexity analysis (Tx-Rx = 3).
Schemes Computational Energy Normalized Energy % of Energy Saved
Complexity Consumption Consumption Compared to LR
Tx-Rx = 3, Network Size = 1500 Nodes
PAS 6.66× 106 C1 × ECc C1×ECcN = 0.1177ECc 88.23 ≈ 88
PAT 4.659× 107 C2 × ECc C2×ECcN = 0.8234ECc 17.66 ≈ 18
LR 5.658× 107 C3 × ECc C3×ECcN = ECc 0
PH 6.324× 107 C4 × ECc C4×ECcN = 1.1177ECc -11.7 ≈ -12
Tx-Rx = 3, Network Size = 1000 Nodes
PAS 4.44× 106 C1 × ECc C1×ECcN = 0.1176ECc 88.23 ≈ 88
PAT 3.11× 107 C2 × ECc C2×ECcN = 0.8234ECc 17.66 ≈ 18
LR 3.777× 107 C3 × ECc C3×ECcN = ECc 0
PH 4.221× 107 C4 × ECc C4×ECcN = 1.1176ECc -11.7 ≈ -12
Tx-Rx = 3, Network Size = 500 Nodes
PAS 2.22× 106 C1 × ECc C1×ECcN = 0.1177ECc 88.23 ≈ 88
PAD 1.546× 107 C2 × ECc C2×ECcN = 0.8197ECc 18.03 ≈ 18
LR 1.886× 107 C3 × ECc C3×ECcN = ECc 0
PH 2.108× 107 C4 × ECc C4×ECcN = 1.1177ECc -11.76 ≈ -12
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Figure 4.22: Computational complexity comparison of the Proposed Adaptive
Transmission (PAT), Proposed Antenna Selection (PAS), Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) where transmit and receive antennae are
five.
Table 4.3: Complexity analysis (Tx-Rx = 5, Network = 1500 Sensor Nodes).
Schemes Computational Energy Normalized Energy % of Energy Saved
Complexity Consumption Consumption Compared to LR
Tx-Rx = 5, Network Size = 1500 Nodes
PAS 4.914× 107 C1 × ECc C1×ECcN = 0.3205ECc 67.95 ≈ 68
PAT 1.51× 108 C2 × ECc C2×ECcN = 0.985ECc 1.5
LR 1.533× 108 C3 × ECc C3×ECcN = ECc 0
PH 2.025× 108 C4 × ECc C4×ECcN = 1.3209ECc -32.09 ≈ -32
Computational complexity for nt = nr = 5 is shown in Figure 4.22 and its de-
tailed analysis is presented in Table 4.3. It is observed from Figure 4.22 that
the proposed hybrid scheme has the highest and the proposed antennae selection
scheme has the lowest computational complexity among all the schemes. The
proposed antennae selection and adaptive transmission scheme are 68% and 1.5%
more energy efficient than lattice reduction, while the proposed hybrid required
32% additional energy compared to the lattice reduction as shown in Table 4.3.
Also, the adaptive transmission and the lattice reduction have almost the same
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computational complexity.
Figure 4.23 presents the computational complexity for the proposed hybrid, an-
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Figure 4.23: Computational complexity comparison of the Proposed Adaptive
Transmission (PAT), Proposed Antenna Selection (PAS), Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) where transmit and receive antennae are
eight.
tenna selection, lattice reduction and adaptive transmission schemes and its anal-
ysis is described in Table 4.4, where nt = nr = 8. The proposed antennae selection
scheme is 33% more energy efficient than lattice reduction scheme as shown in Ta-
ble 4.4 whereas the proposed adaptive transmission and proposed hybrid schemes
are consuming 6% and 67% additional energy to perform the tasks compared to
the lattice reduction.
For nt = nr = 10, the computational complexity of the proposed hybrid, anten-
nae selection, lattice reduction and adaptive transmission schemes are shown in
Figure 4.24. It is observed that the proposed hybrid scheme has the highest com-
putational complexity among all the scheme i.e. 1.122 ×109 and the proposed
antennae selection scheme has the lowest complexity i.e. 5.396 ×108. The pro-
posed hybrid scheme require 5.824 ×108 additional computations as compared
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Table 4.4: Complexity analysis (Tx-Rx = 8, Network = 1500 Sensor Nodes).
Schemes Computational Energy Normalized Energy % of Energy Saved
Complexity Consumption Consumption Compared to LR
Tx-Rx = 8, Network Size = 1500 Nodes
PAS 2.56× 108 C1 × ECc C1×ECcN = 0.6746ECc 32.54 ≈ 33
PAT 4.032× 108 C2 × ECc C2×ECcN = 1.0625ECc -6.256 ≈ -6
LR 3.795× 108 C3 × ECc C3×ECcN = ECc 0
PH 6.355× 108 C4 × ECc C4×ECcN = 1.6746ECc -67.46 ≈ -67
to the proposed transmit receive antennae selection scheme. Detailed analysis of
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Figure 4.24: Computational complexity comparison of the Proposed Adaptive
Transmission (PAT), Proposed Antenna Selection (PAS), Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) where the transmit and receive antennae
are ten.
these schemes for nt = nr = 10 is presented in Table 4.5, where the network size is
1500 nodes. It is observed that the proposed transmit receive antennae selection
scheme is conserving 7% energy as compared to lattice reduction, but the proposed
adaptive transmission and proposed hybrid schemes are consuming 6% additional
energy.
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Table 4.5: Complexity analysis (Tx-Rx = 10, Network = 1500 Sensor Nodes).
Schemes Computational Energy Normalized Energy % of Energy Saved
Complexity Consumption Consumption Compared to LR
Tx-Rx = 10, Network Size = 1500 Nodes
PAS 5.396× 108 C1 × ECc C1×ECcN = 0.926ECc 7.4 ≈ 7
PAT 6.168× 108 C2 × ECc C2×ECcN = 1.0585ECc -5.85 ≈ -6
LR 5.827× 108 C3 × ECc C3×ECcN = ECc 0
PH 1.122× 109 C4 × ECc C4×ECcN = 1.9255ECc -92.55 ≈ -93
Figure 4.25 presents the computational complexity of the proposed hybrid, antenna
selection, lattice reduction and adaptive transmission schemes, where nt = nr = 3
to 10. It is assumed that the network size is 1500 i.e. 1500 nodes and each node
is sending one data sample. It can be observed that 9.292 ×106 computations are
required to transmit all the data if the proposed hybrid scheme is used. While
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Figure 4.25: Computational complexity comparison of the Proposed Adap-
tive Transmission (PAT), Proposed Antennae Selection (PAS), Proposed Hybrid
(PH) schemes with Lattice Reduction (LR) where the network size is 1500.
the proposed adaptive transmission, lattice reduction and the proposed transmit
receive antennae selection schemes require a lesser number of computations i.e.
5.274 ×106, 4.795 ×106 and 4.497 ×106 respectively. So, the proposed transmit
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receive antennae selection scheme has the lowest computational complexity among
all the presented schemes for the number of transmit-receive antennae three to ten
as shown in Figure 4.25. It is also observed that the computational complexity of
all the presented schemes increases with an increase in the number of the transmit-
receive antennae.
4.3.2.2 Outage Probability
A crucial aspect in the evaluation of wireless communication is the computation of
the effect of noise and interference. The computation of the outage probability is
based on finding the performance of the system that drops below a certain thresh-
old. The mathematical model to compute the outage probability is presented in
[139] and defined as:
β = 1−
N∑
v=1
(xo
v.x˜o
v)
Nb
(4.28)
where β represents the number of errors for each transmission, xo represents the
transmitted data at each transmission, x˜o represents the received data after de-
tection of each transmission and Nb represents the total number of bits in one
transmission. Let λβ be the threshold to find the outage probability of the sys-
tem, which is defined as:
P (βvˆ ≥ λβ) = 1
nˆ
nˆ∑
vˆ=1
βi (4.29)
where nˆ represents the total number of transmissions. It is assumed that there
are 500 nodes within the network and xo is the data packet of Nb number of bits
transmitted at each transmission i.e. nˆ = 500. Let λβ is the outage probability
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Figure 4.26: Outage Probability comparison of the Proposed Adaptive Trans-
mission (PAT), Proposed Antenna Selection (PAS), Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Trans-
mission (CCT) schemes, where transmit and receive antennae are three.
threshold i.e. 10−3.
Figure 4.26 and Figure 4.27 present the outage probability analysis for transmitter
receiver antennae three and five respectively. It is observed from the simulation
results that the proposed antenna selection scheme has low outage probability
than the conventional cooperative transmission scheme. Moreover, the proposed
hybrid, proposed adaptive transmission and lattice reduction schemes follow the
same trend and also have the lowest outage probability among all the schemes.
Also, the outage probability is maximum up to 4 dB and 6 dB of SNR and low-
est at 25 dB and 20 dB of SNR, where transmit-receive antennae three and five
respectively.
The outage probability analyses for the number of transmit-receive antennae eight
and ten are shown in Figure 4.28 and Figure 4.29 respectively. It is validated from
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Figure 4.27: Outage Probability comparison of the Proposed Adaptive Trans-
mission (PAT), Proposed Antenna Selection (PAS), Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Trans-
mission (CCT) schemes, where transmit and receive antennae are five.
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Figure 4.28: Outage Probability comparison of the Proposed Adaptive Trans-
mission (PAT), Proposed Antenna Selection (PAS), Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Trans-
mission (CCT) schemes, where transmit and receive antennae are eight.
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Figure 4.29: Outage Probability comparison of the Proposed Adaptive Trans-
mission (PAT), Proposed Antenna Selection (PAS), Proposed Hybrid (PH)
schemes with Lattice Reduction (LR) and Conventional Cooperative Trans-
mission (CCT) schemes, where transmit and receive antennae are ten.
simulation results that the outage probability is maximum up to 6 dB of SNR,
where the transmit-receive antennae are eight and achieves the lowest outage prob-
ability at 18 dB of SNR. Also the proposed hybrid, proposed adaptive transmission
and lattice reduction schemes achieve the lowest outage probability as compared
to the proposed transmit receive antenna selection and conventional cooperative
transmission schemes. It is also observed that for nt = nr = 10, achieves the lowest
outage probability at a lower SNR compared to nt = nr = 8, 5 and 3.
Although lowest outage probability is achieved at 18 dB of SNR for the proposed
hybrid, proposed adaptive transmission and lattice reduction schemes, when nt =
nr = 10 but 50% probability is achieved at 10 dB of SNR when nt = nr = 3. While
nt = nr = 5, 8 and 10 achieve 50% outage probability at 12 dB of SNR. Also,
the proposed transmit receive antennae selection and conventional cooperative
transmission schemes achieving 50% outage probability at a lower value of SNR
i.e. 12.5 dB for nt = nr = 3 as compared to 16 dB, 18 dB and 19 dB respectively.
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So, it is observed that increasing the number of the transmit-receive antennae are
helping to achieve the lowest outage probability at a lower SNR but to achieve
50% outage probability, nt = nr = 3 require 2 dB less SNR compared to nt = nr
= 5, 8 and 10.
4.4 Summary
In this chapter, a CQI-centric resource allocation framework for cooperative com-
munication within energy constrained WSNs is presented. The proposed frame-
work incorporates an adaptive transmit receive antenna selection scheme, lattice
reduction based transmit signal design scheme, a hybrid scheme that incorporates
an adaptive transmit receive antenna selection scheme and lattice reduction based
transmit signal design scheme, a measure of channel quality to adapt the afore-
mentioned schemes according to the channel conditions and a receiver performance
bound. The proposed adaptive transmit receive antenna selection scheme main-
tains the link reliability to ensure certain required QoS. This is achieved by turning
off the transmit-receive antenna pairs that are suffering from deep channel fading
based on the information from the FCR through a feedback link.
The design of the transmit signal based on the lattice reduction scheme is also
proposed to minimise the effect of noise on the signal. This scheme requires extra
processing intelligence and the design criterion is based on feedback information
from the FCR. New analytical frameworks, which provide error performance lower
bounds for the MIMO system with ZF, MMSE and ML detection schemes have
been presented. Tighter approximation have been obtained for the receiver with
all three intended detection schemes, in comparison to approximation methods
within the existing literature; considering simulated results with respective detec-
tion schemes as reference. The proposed frameworks are expected to be helpful
for engineers to approximate the system performance accurately for a symmetric
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transmitter receiver MIMO communication model. A cooperative resource selec-
tion and transmission scheme is proposed to improve the performance of the WSNs
in terms of link reliability. A measure of channel quality index is proposed to ob-
tain dynamic adaptivity and to optimise resource usage within WSNs according
to environmental conditions.
The performance of the proposed analytical framework is presented for the ZF,
MMSE and ML detection schemes for MIMO wireless communication systems.
The proposed framework provides a tighter lower bound in comparison to the
existing bounds in terms of the bit error rate or symbol error rate. This will facili-
tates the system design engineers to select the required transmit receive antennae
combinations for a given QoS. Furthermore, the performance of the frameworks
in terms of reliability, computational complexity and outage probability is also
analysed. The results and analyses provide the performance comparison for the
proposed adaptive transmission, proposed transmit receive antennae selection, pro-
posed hybrid, lattice reduction and conventional cooperative transmission schemes
in terms of detection reliability, computational complexity and outage probability.
It is observed that the lattice reduction based signal design, CQI based adaptive
transmission and hybrid schemes achieves the targeted bit error rate at a lower
signal-to-noise ratio compared to other presented schemes. Moreover, the lattice
reduction based signal design and CQI based adaptive transmission schemes have
a lower computational complexity compared to a hybrid scheme. However, the
hybrid scheme performs data transmission with one less transmit receive antennae
pair compared to the lattice reduction based signal design scheme. Moreover, the
adaptive transmission scheme optimises resource usage and conserves energy while
selecting all the presented schemes based on the CQI which is received from the
FCR through a feedback link.
The next chapter builds on a unified framework that incorporates universal and
dynamic clustering schemes and a channel quality based adaptive transmission
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scheme. The proposed framework is expected to provide energy efficient and reli-
able sensing and communication in resource constrained environments. Moreover,
it is expected to provide a trade-off between network lifetime and transmission
reliability.
Chapter 5
Unified Framework of
Collaborative Sensing and
Communication Schemes
5.1 Introduction
Energy conservation is one of the key challenges in the design of WSNs. Life-
time enhancement is expected to be achieved regardless of the type of application,
without compromising the required QoS. This can be achieved by introducing
collaboration among sensor nodes to optimise the energy consumption while per-
forming sensing and communication tasks. Self-organisation of WSNs is desirable
to balance the energy consumption among the sensor nodes by dynamically rotat-
ing the cluster head role among the sensor nodes. Moreover, energy optimisation is
expected to be achieved by involving a minimum number of sensor nodes and op-
timising the network communication required to report an event. Also, dynamic
adaptivity and optimisation of resource usage according to the radio frequency
propagation in variable environment conditions based communication methods
124
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can provide progressive accuracy, and optimise processing and communication for
signal transmission.
In this chapter, a unified framework is proposed that is expected to support appli-
cations independent of the type of sensing, and provide reliable and robust perfor-
mance in resource a constrained environment. The unified framework comprised
of twofold: a dynamic clustering and neighbourhood formation scheme proposed
in Chapter Three to provide an energy efficient and universal solution for collab-
orative sensing, and an adaptive transmission based on channel quality measure
as proposed in Chapter 4 to provide an adequate decision on the selection of ap-
propriate degree of cooperation. The unified framework is expected to enhance
network lifetime and transmission reliability by using optimum resources during
sensing and communication. The resource usage is expected to be adaptive during
communication to dynamically adjust the variable environment conditions.
5.2 Proposed Unified Framework
A unified framework of collaborative sensing and communication schemes for coop-
erative WSNs is presented in this section. This framework incorporates a universal
and dynamic clustering scheme, and channel quality based adaptive transmission
scheme. Figure 5.1 presents a block diagram summarising the methodological
steps of the proposed unified framework for collaborative sensing and commu-
nication within cooperative WSNs. The dynamic clustering and neighbourhood
formation scheme is expected to perform energy efficient sensing. Thereafter, the
sensing data is transmitted to the FCR through cooperative nodes. Transmission
diversity is expected to be achieved to maintain the required QoS. The degree of
cooperation among sensor nodes is adaptive based on the variable radio frequency
propagation conditions to maintain the link reliability.
Chapter 5. Unified Framework of Sensing and Communication 126
Adaptiveˆn
t
CooperativeNode
SelectionbasedonFeedbcak
T
x
1
T
x
2
T
x
n
t
Transceiver
Selectionofˆn
r
Antennas
basedonChannelConditions
R
x
1
R
x
2
R
x
n
r
Fe
ed
ba
ck
Transceiver
Cooperation
(Selectionofn
t
CooperativeNodes)
ChannelEstimation
MeasureChannelQuality
SelectionofDegreeof
Cooperation
(n
t
,
n
r
)=
3
(D
eg
re
e
of
C
oo
pe
ra
tio
n
3)
(n
t
,
n
r
)=
4
(D
eg
re
e
of
C
oo
pe
ra
tio
n
4)
(n
t
,
n
r
)=
5
(D
eg
re
e
of
C
oo
pe
ra
tio
n
5)
(n
t
,
n
r
)=
2
(D
eg
re
e
of
C
oo
pe
ra
tio
n
2)
1 2 3 4
Se
ns
or
N
od
e
1
(S
1
)
Se
ns
or
N
od
e
2
(S
2
)
Se
ns
or
N
od
e
n
(S
n
)
SensorDistribution
(Random)
NetworkSegmetation
(Gridbased)
ClusterHeadSelection
&ClusterFormation
CollaborativeSensing
D
at
a
fr
om
n
z
no
de
s,
D
at
a
Pr
oc
es
si
ng
&
T
x
D
at
a
fr
om
n
z
no
de
s,
D
at
a
Pr
oc
es
si
ng
&
T
x
D
at
a
fr
om
n
z
no
de
s,
D
at
a
Pr
oc
es
si
ng
&
T
x
NeighborhoodFormation
(EventTriggered)
(n
t
,
n
r
)=
1
(N
o
C
oo
pe
ra
tio
n)
0
ChannelQualityIndex(CQI)
F
ig
u
r
e
5
.1
:
B
lo
ck
d
ia
gr
am
su
m
m
ar
is
in
g
th
e
m
et
h
o
d
ol
og
ic
al
st
ep
s
of
th
e
p
ro
p
os
ed
u
n
ifi
ed
fr
am
ew
or
k
fo
r
co
ll
ab
or
at
iv
e
se
n
si
n
g
an
d
co
m
m
u
n
ic
at
io
n
w
it
h
in
co
op
er
at
iv
e
W
S
N
s.
Chapter 5. Unified Framework of Sensing and Communication 127
The network lifetime model presented in Chapter Three. Section 3.3 is extended for
cooperation among sensor nodes during data transmission to exploit the diversity.
Equation 3.48 can be defined as:
Eo.rdiv = EIntraC + EInterC + ELhdiv (5.1)
where ELhdiv defined in Equation 3.45 can be presented as:
ELhdiv =
nˆt−1∑
k=1
qLdaE
k
col. +
nˆt∑
k=1
qLdaE
k
lh (5.2)
Therefore, Equation 5.1 can be simplified for ELhdiv by substituting Equation 3.31
and Equation 3.42 into Equation 5.3 which is defined as:
Eo.r =
q∑
j=1
(
pˆ∑
i=1
LEj
s(ˇi)
+ LEjchpˆj
)
+
(
qˆ∑
j=1
LdaE
j
n.coop + qˆLdaEcoop
)
+
(
nˆt−1∑
k=1
qLdaE
k
col. +
nˆt∑
k=1
qLdaE
k
lh
)
(5.3)
As qˆ  nt, so let us assume q ≈ qˆ, so it can further be simplified into Equation 5.4
and Equation 5.5, which are derived as:
=
Lqpˆ
Rb
(P(d2)2 + Pctx + EdaPcrx)+ qˆLdaRb (P(d4)2 + Pctx + Pcrx)
+
qLdanˆt
Rb
(P(d5)2 + Pctx + Pcrx)+ qLdanˆtRb (P(d6)2 + Pctx + Psyn) (5.4)
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=
Q
Rb
[(
(1 + α)E¯bRb
(4pi)2
GtGrλ2
MlNf
(NLD2 + Ldad24 + Ldanˆt(d25 + d26)))
+(NL+ Lda + 2nˆtLda)Pctx + (NLEda + Lda + nˆtLda)Pcrx + nˆtLdaPsyn
]
(5.5)
where Equation 5.5 provides a generalised equation for energy consumption of
time-driven, event-driven or hybrid sensing scenario. Based on the type of sensing,
the parameters in Equation 5.5 are obtained as follows:
 Q = q,N = pˆ,D = d2 Time-drivenQ = k,N = nkb ,D = d7 Event-driven
A channel quality index (CQI) model presented in Chapter Four is used to de-
fine a measure that maps the frame error probability. It is expected that CQI
based adaptation will provide robustness against signal distortions and interfer-
ence caused by propagation and channel conditions respectively. Also, it will
provide adequate decision on the degree of cooperation in order to maintain link
reliability. The measure of CQI as defined in Equation 4.9 can be presented as:
CQI = f(E˜[(Λ− µ)2]) (5.6)
where E˜ denotes the expectation value and CQI can be simplified as:
CQI =
1
nt
nt∑
iˆ=1
| Λiˆ − µ |2 (5.7)
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where
µ =
1
nr
nr∑
jˆ=1
λjˆ (5.8)
where Λ is a set of eigen vector channel coefficient matrix H of dimension (nr×1)
which is defined as:
Λ = {λjˆ | jˆ = 1, 2, . . . , nr} (5.9)
where λ(·) represents the eigen values of the channel coefficients. The degree of
cooperation is to be selected based on classification of signal propagation condi-
tions that can be acquired from the CQI which is indexed from one to the required
degree of considered cooperation. The higher index refers to the requirement of
higher degree of cooperation in order to maintain the required QoS. The decision
on the selection of degree of cooperation is shown in Figure 5.2 and presented in
Table 5.1.
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Figure 5.2: Block Diagram for Channel Quality Index.
Table 5.1: Channel classification and degree of cooperation selection criterion.
Normalised Channel
Quality Measure
<0.4 0.4-0.55 0.55-0.7 0.7-0.85 >0.85
CQI 0 1 2 3 4
Seletion of Degree
of Cooperation
(nt, nr) = 1 (nt, nr) = 2 (nt, nr) = 3 (nt, nr) = 4 (nt, nr) = 5
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5.3 Performance Analysis
The performance analysis of the proposed unified framework is presented which
is expected to provide energy efficient and reliable sensing and communication
in resource constrained environments. Transmission diversity is expected to be
achieved based on the channel conditions. To select the appropriate degree of
cooperation adaptively, based on the information from the FCR through a feedback
link, a measure of CQI has been proposed in Equation 5.6 and decision boundaries
of CQI values which have been considered to select the appropriate degree of
cooperation which is presented in Table 5.1. Table 3.1 presents the parameter
values considered in the simulations.
5.3.1 Performance Analysis of the Unified Framework
The network lifetime analysis with cooperation among the sensor nodes while
transmitting the data to the FCR is presented. The simulation parameters are
considered as provided by the authors in [140]. The simulation results presented
in Fig. 5.3 demonstrates that the FND, HND and LND for the proposed scheme
at 601, 2101 and 2801 rounds respectively for (nt, nr) = 2. While for the COOP-
LEACH presented in [140] the FND, HND and LND at 890, 3165 and 4643 rounds
respectively for (nt, nr) = 2. Similarly, the LND for the proposed scheme and the
COOP-LEACH at 4185 and 2251 rounds respectively when (nt, nr) = 3, at 3756
and 1801 rounds respectively when (nt, nr) = 4, and at 3145 and 1551 rounds
respectively when (nt, nr) = 5. Hence, the proposed scheme increases the network
lifetime by 50.6%, 35%, 40.5% and 49% with (nt, nr) = 2, 3, 4 and 5 respectively
for 50% alive nodes as compared to COOP-LEACH; while cooperation among the
sensor nodes is exploiting diversity to achieve transmission reliability.
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Figure 5.3: Performance analysis of the proposed scheme for cooperative com-
munication realising virtual MIMO transmission and exploiting diversity for
number of alive nodes NA and rounds R.
A detailed comparison analysis of the proposed dynamic clustering scheme with
the aforementioned existing schemes is presented in Table 5.2. It is validated from
Table 5.2 that the proposed scheme outperforms the existing schemes.
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Table 5.2: Comparison of the proposed dynamic clustering scheme with the
existing scheme for homogeneous and heterogeneous WSNs.
Protocols
Degree of
Cooperation
Activity Factor
100% 50% 0
COOP-LEACH
Diversity 2
600 2100 2800
Proposed 889 3164 4642
COOP-LEACH
Diversity 3
1030 2075 2250
Proposed 1087 2794 4184
COOP-LEACH
Diversity 4
1250 1750 1800
Proposed 625 2461 3755
COOP-LEACH
Diversity 5
1150 1450 1550
Proposed 925 2179 3144
5.3.2 Performance Analysis of the Proposed Unified Frame-
work
The performance analysis of the proposed framework for time-driven, event-driven
and hybrid sensing scenarios are presented in this section. It is assumed that the
location of the events is randomly distributed and their occurrence is at least 10
m away from each other. The network lifetime analysis is presented in Figure 5.4,
Figure 5.6 and Figure 5.8 for time-driven, event-driven and hybrid scenarios re-
spectively. To achieve transmission reliability, cooperation among sensor nodes is
considered during data transmission to the FCR. Moreover, performance analysis
of the proposed schemes in terms of the average residual energy per node is pre-
sented in Figure 5.5, Figure 5.7 and Figure 5.9 for time-driven, event-driven and
hybrid scenarios respectively. Figure 5.10 demonstrates that the higher degree of
cooperation increases the detection reliability. It is found that by increasing the
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number of cooperative sensor nodes, the proposed universal framework provides a
trade-off between the network lifetime and data transmission reliability. Also, ex-
ploiting diversity quantifies the signal to noise ratio (SNR) gain of 13 dB, 17.5 dB,
20 dB and 21.5 dB with a decrease in network lifetime by 20%, 35.2%, 38.4% and
50.8% for degree of cooperation 2, 3, 4 and 5 respectively to achieve 10−3 proba-
bility of error Pe compared to conventional transmission. A detailed performance
comparison of the proposed scheme is described in Table 5.3.
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Figure 5.4: Performance analysis of the proposed scheme for time-driven ap-
plications for the number of alive nodes NA and rounds R.
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Figure 5.5: Performance analysis of the proposed scheme for time-driven ap-
plications for the average residual energy RE and rounds R.
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Figure 5.6: Performance analysis of the proposed scheme for event-driven
applications for the number of alive nodes NA and rounds R.
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Figure 5.7: Performance analysis of the proposed scheme for event-driven
applications for the average residual energy RE and rounds R.
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Figure 5.8: Performance analysis of the proposed scheme for hybrid applica-
tions for the number of alive nodes NA and rounds R.
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Figure 5.9: Performance analysis of the proposed scheme for hybrid applica-
tions for the average residual energy RE and rounds R.
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5.3.3 Performance Analysis of the Proposed Universal Frame-
work with CQI
In this section, the performance analysis of the proposed framework with the adap-
tation of variable conditions of channel propagation is presented. It is assumed
that the FCR is equipped with multiple antennae to act as a virtual MIMO system,
while receiving data from the cooperative sensor nodes. Figure 5.10 demonstrates
the probability of error for a given range of signal quality i.e. 0 to 40 dB which is
simulated from Equation 5.10 as stated in [141].
Pb =
[
1
2
(1− µ)]L L−1∑
lˆ=0
(
L− 1 + lˆ
lˆ
)[
1
2
(1 + µ)
]lˆ
(5.10)
where µ =
√
γ
1+γ
with average received SNR γ and L represents the total number
of bits in one transmission. The effect of dynamic adaptation in the selection of
number of cooperative nodes based on the signal propagation conditions to main-
tain the required QoS are presented in Figure 5.11, Figure 5.12 and Figure 5.13
on probability of error, number of alive nodes and average residual energy of
the network respectively. Let’s τ5 represent the set of transmit receive antennae
{1, 2, 3, 4, 5}, τ−5 is min{τ5} and τ+5 is max{τ5}.
It is observed that the adaptive selection of number of cooperative nodes enhances
the detection reliability and network lifetime compared to τ−5 and τ
+
5 number of
cooperative nodes. For τ4 = {1, 2, 3, 4}, the CQI based cooperative transmission
for the hybrid scheme can enhance network lifetime by 12.5% and achieve a 17.5
dB SNR gain compared to τ+4 and τ
−
4 respectively. The performance comparison
of the hybrid scheme with adaptive transmission, conventional cooperative trans-
mission (nt, nr) = 1 and virtual MIMO diversity for (nt, nr) = 2 are presented
in Figure 5.14 and Figure 5.15. It is found that the dynamic property of the
proposed framework provides a trade-off between network lifetime and detection
reliability. It is observed that proposed scheme enhances the network lifetime by
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14% compared to τ+2 with a cost of 3 dB SNR. Moreover, it achieves 5 dB SNR gain
compared to τ−2 with a cost of 15.8% network lifetime. A detailed comparison of
the proposed hybrid scheme with adaptive cooperative transmission is summarised
in Table 5.4.
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Figure 5.10: Probability of error for conventional transmission with one
transmit-receive antennae pair and cooperative transmission for degree of di-
versity two, three, four and five.
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Figure 5.11: Probability of error for cooperative transmission with channel
quality index (CQI) based adaptation for degree of diversity two, three, four
and five.
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Figure 5.12: Performance analysis of the proposed universal framework with
channel quality index (CQI) based adaptation for number of alive nodes NA
and rounds R.
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Figure 5.13: Performance analysis of the proposed universal framework chan-
nel quality index (CQI) based adaptation for average residual energy RE and
rounds R.
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Figure 5.14: Performance comparison of the proposed universal framework
channel quality index (CQI) based adaptation (nt, nr) = {1,2}, conventional
cooperative transmission (nt, nr) = 1 and virtual MIMO diversity for (nt, nr)
= 2 for number of alive nodes NA and rounds R.
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Figure 5.15: Performance comparison of the proposed universal framework
channel quality index (CQI) based adaptation (nt, nr) = {1,2}, conventional
cooperative transmission (nt, nr) = 1 and virtual MIMO diversity for (nt, nr)
= 2 for average residual energy RE and rounds R.
5.4 Summary
In this chapter, a unified framework of collaborative sensing and communication
schemes is presented for cooperative WSNs that comprises of dynamic clustering
and neighbourhood formation scheme as well as a channel quality based adaptive
transmission scheme. The dynamic grouping of sensor nodes and adaptive config-
uration of the network provides a reliable and energy efficient solution to monitor,
detect and collect various significant occurrences of events throughout the network.
Moreover, the adaptive transmission based on channel quality provides a robust
solution against time-varying behaviour of the propagation environment. The pro-
posed framework is universal in behaviour as it is applicable to the applications
which require either time-driven sensing, event-driven sensing or both. Moreover,
it dynamically adapts the resource usage according to the channel quality while
providing the required QoS.
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The performance analysis of the proposed unified framework is presented for time-
driven sensing, event-driven sensing and hybrid sensing scenarios. It is validated
from the simulation results that the proposed framework ensures an even distri-
bution of energy demand among the sensor nodes and minimises the number of
sensor nodes involved in detection and reporting of events. Moreover, it provides
an energy efficient solution, independent of the sensing type. An adaptive coop-
eration among sensor nodes and the FCR based on the channel quality, attains
transmission reliability while utilising optimum resources. A measure of channel
quality is presented that provides an adequate decision on the adaptation of the
appropriate degree of cooperation. A network lifetime model is also presented for
transmission diversity based on communication between the sensor nodes and the
FCR. The proposed framework is analysed for network lifetime, average residual
energy and transmission reliability for different sensing scenarios and degree of
cooperation. It is observed from the simulation results that the proposed uni-
fied framework provides a trade-off between the network lifetime and transmission
reliability.
The next chapter builds on the research challenges, concluding remarks and future
work based on the proposed work presented in this study.
Chapter 6
Conclusions and Future
Directions
6.1 Conclusions
The recent advances in technology and significant amount of efforts from the re-
search communities make the implementation of WSNs possible to fulfil the unique
requirements of diverse range of applications. Regardless of the nature of sensing
application requirements, WSNs are usually formed with spatially dispersed and
dedicated sensor nodes which collectively monitor and distribute information to
the desired destinations. Sensor nodes are inexpensive resource constrained devices
that consist of a sensor, embedded processors, limited memory, low power radio,
and are normally powered by a battery. WSNs usually suffers from inevitable
problems because of resource constrained sensor nodes deployed randomly in hos-
tile environments which makes it difficult to change or replace their batteries.
Consequently, lifetime enhancement is one of the key issues while designing the
WSNs regardless of the type of application, without compromising the required
QoS. Moreover, the implementation of WSNs in inaccessible terrains or hostile
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environments necessitates random deployment of sensor nodes which requires the
development of self-organising protocols. Such protocols are expected to achieve
scalability and energy efficiency by enhancing load balancing, fault tolerance and
network connectivity within the network. Moreover, self-organising of the network
is a desirable feature as no centralised or external entity is required and can con-
tribute to energy conservation by evenly distributing the energy demand among
sensor nodes throughout the network.
Within WSNs, sophisticated and efficient protocols are essential to support most
of the applications. High dependency on a single node for data transmission to
the FCR may lead to a reliability risk in severe network conditions such as the
least amount of available energy at a sensor node or deep channel fading etc.
Hence, energy efficient communication schemes are needed to be defined to fo-
cus on minimising the energy consumption during communication. Cooperation
among sensor nodes during data transmission allows resource saving within WSNs
by implementing virtual MIMO concepts for energy efficient communication to
increase the reliability and enhance the energy efficiency. One of the design chal-
lenges of WSNs is to make them adaptive with the dynamic propagation environ-
mental conditions of radio frequency to guarantee the QoS based on application
requirements. It is also expected to obtain maximum transmit-receive reliability
with optimum usage of radio resources such as power and bandwidth. In order to
resolve the aforementioned research challenges within resource constrained WSNs,
this study proposed energy efficient and reliable design solutions for collaborative
sensing and communication schemes.
6.1.1 Universal and Dynamic Clustering Framework for
Collaborative Sensing
In this thesis, a dynamic clustering and neighbourhood formation scheme is pre-
sented to evenly distribute the network load among sensor nodes throughout the
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network and optimise the number of sensor nodes required to report events. It
is pertinent that the network is self-organising and the cluster heads are elected
in distributive manner. The cluster head’s election criterion is supported by soft
decision and hard decision, based on the residual energy of candidate sensor nodes.
The soft decision based cluster head’s election criterion balances the energy con-
sumption throughout the network at the cost of a higher rate of re-clustering as
compared to hard decision. The cluster heads are elected in a manner to dynam-
ically form the optimal size cluster heads. Within the context of event-driven
sensing, the neighbourhood formation scheme provides an energy efficient solution
by selecting the optimum number of sensor nodes to detect and report events.
Furthermore, a cooperation based multi-hop communication approach between
the cluster heads is considered for data transmission to the FCR which minimises
the energy consumption. The distributive and dynamic behaviour of the proposed
framework provides an energy efficient self-organising solution for WSNs that re-
sults in an improved network lifetime.
The performance of the proposed dynamic clustering and neighbourhood forma-
tion scheme is evaluated through simulations. Assuming random deployment of
sensor nodes, the cluster heads are elected in a distributive manner utilising the
soft or hard decision criterion. Once all the cluster heads are elected in the net-
work, the non-cluster head sensor nodes join the cluster heads which are at min-
imum transmission distance to form optimal size clusters. Moreover, grouping
of sensor nodes in response to an event is also presented. The neighbourhoods
are formed to minimise the number of sensor nodes involved in event reporting.
Afterwards, a network lifetime model is derived to find the performance of the
proposed framework that reflects the quality of network coverage and connectiv-
ity. The performance of the proposed framework is evaluated for homogeneous
and heterogenous WSNs. It is observed from simulation results that the proposed
framework enhances the network lifetime by 83% and 15.4% for homogeneous and
heterogeneous WSNs respectively. Moreover, it is observed that the proposed
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framework facilitates the applications independently of the sensing type require-
ment. It is validated from simulation results that the proposed dynamic clustering
and neighbourhood formation scheme outperforms the existing solutions in energy
conservation.
6.1.2 CQI-centric Resource Allocation Framework for Co-
operative Communication
Considering the energy constraints within WSNs, “an adaptation criterion-based
resource selection model is proposed. By adopting collaborative nature of WSNs,
a set of cooperative transmission frameworks have been proposed. The basis of
adaptation criterion is a perfect estimate of the channel state information at the
receiver, which has been assumed to be fed back to the transmitter” [1]. A channel
quality based transmit receive antennae selection is presented to mitigate the effect
of channel fading. This approach saves energy as well as achieves the required
QoS by turning off the antennae pairs that are suffering from deep channel fading.
To minimise the effect of noise and interference on the transmit signal, a lattice
reduction based transmit signal design scheme is also presented. Afterwards, a
measure of the channel quality is presented to enable the appropriate decisions on
the selection of suitable optimisation scheme adaptively according to the variable
channel conditions. Such adaptation is based on the information estimated at the
FCR and fed-back to the transmitter. For the ease of the system design engineer to
achieve a predefined capacity or QoS, analytical frameworks that provide tighter
error performance lower bound for ZF, MMSE and ML detection schemes are also
presented.
The performance of the proposed CQI-centric resource allocation framework for
cooperative communication is evaluated through simulations. It is observed from
simulation results that the transmit receiver antennae selection scheme achieves
transmission reliability by minimising the effect of deep channel fading based on
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the channel quality information. Moreover, the lattice reduction based transmit
signal design achieves the highest detection reliability at the expense of higher
computational complexity. It is found that the hybrid scheme which incorporates
the transmit receiver antennae selection and lattice reduction based transmit sig-
nal design schemes “achieves the required detection reliability with significantly
lower energy requirement compared with its existing counterparts” [1]. A measure
of the channel quality index is proposed to obtain dynamic adaptivity and to op-
timise resource usage within WSNs according to environment conditions. Tighter
approximation has been obtained for the receiver with all three intended detection
schemes, in comparison to approximation methods within the existing literature;
considering simulated results with respective detection schemes as reference. “Be-
sides this, with the expense of a set of negligible computational complexity, the
proposed adaptive transmission scheme is found to be able to save additional
energy requirement while providing the same detection reliability” [1]. It is val-
idated from simulation results that the proposed CQI-centric resource allocation
framework required only 15% of energy compared to conventional cooperative
transmission to achieve 99.99% detection reliability.
6.1.3 Unified Framework of Collaborative Sensing and Com-
munication Schemes
In this thesis, a unified framework of collaborative sensing and communication
schemes for cooperative WSNs to provide energy efficient solutions within resource
constrained environments have been proposed. The proposed framework is adap-
tive to the dynamic sensing environment and channel conditions while performing
sensing tasks and transmitting data to the FCR respectively. The unification
of frameworks comprises of dynamic clustering and a neighbourhood formation
scheme as well as a channel quality based adaptive transmission scheme. The
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dynamic grouping of sensor nodes and adaptive configuration of the network pro-
vides a reliable and energy efficient solution to monitor, detect and collect various
significant occurrences of events throughout the network. Moreover, the chan-
nel quality based adaptive transmission provides a robust solution against time-
varying behaviour of the channel conditions. The proposed framework supports
the applications which require either time-driven sensing, event-driven sensing or
both. Moreover, it dynamically adapts the resource usage according to the channel
quality while providing the required QoS.
The performance of the proposed unified framework is evaluated through simu-
lations for time-driven sensing, event-driven sensing and hybrid sensing scenarios
while considering variable channel conditions during data transmission. It is ob-
served from the simulation results that the dynamic grouping of sensor nodes and
adaptive configuration of the network ensures an even distribution of energy de-
mand among the sensor nodes and minimise the number of sensor nodes involved
in the detection and reporting of events. Moreover, it provides an energy efficient
solution for time-driven sensing, event-driven sensing and hybrid sensing scenarios.
An adaptive cooperation among the sensor nodes and the FCR is considered to
exploit transmission diversity. Such adaptation is based on the channel quality to
attain transmission reliability while utilising optimum resources. A measure of the
channel quality is presented that provides an adequate decision on the adaptation
of the appropriate degree of cooperation.
A network lifetime model is also presented for transmission diversity based com-
munication between the sensor nodes and the FCR. The proposed framework is
analysed for network lifetime, average residual energy and transmission reliabil-
ity for different sensing scenarios and degree of cooperation. It is observed from
the simulation results that the proposed unified framework enhances the network
lifetime by 14% with adaptive transmission compared to conventional cooperative
transmission with a cost of 3 dB SNR, while the degree of cooperation is two.
Moreover, it achieves 5 dB SNR gain as compared to conventional cooperative
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transmission with the cost of 15.8% network lifetime. It is validated from simula-
tion results that the unified framework provides a trade-off between the network
lifetime and transmission reliability while maintaining the required QoS.
6.2 Future Directions
This thesis contributes to the area of sensing and communication within WSNs
by resolving some research challenges faced due to their resource constrained na-
ture by exploiting collaborative and cooperative techniques. There are several
directions of the future extension of the work presented in this thesis which are
discussed as follows:
6.2.1 Latency-Aware Self-Reconfiguration of Future Gen-
eration Networks
Within the future generation of Internet-of-Things (IoT) networks, smart de-
vices are widely distributed. Within predefined coverage, devices can form self-
reconfigurable networks as required by smart sensing applications for IoT. Con-
sidering large amounts of data handling due to a large number of sensing devices
in future networks, latency will be a critical issue. Latency can be considered in
the proposed framework to facilitate the networks to be self-reconfigurable based
on their residual energy and latency. Moreover, the distributive and dynamic be-
haviour of the proposed framework can facilitates an energy efficient self-organising
solution for future generation networks.
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6.2.2 QoS-based Cooperative Communication for IoT
IoT networks are multi-service that can support more than one applications si-
multaneously. There are two application specific classes for IoT i.e. real time and
non-real time with different QoS requirements. Therefore, an adaptive framework
is required to serve different applications while fulfilling their required QoS. To
provide guaranteed coverage with maximum lifetime, more frequent cooperation
would be demanded from smart sensing devices. This can be achieved with real
time or non-real time cooperation to optimise connectivity, latency and scalabil-
ity. The adaptive resource allocation framework proposed in this thesis can be
considered to develop optimal solutions that can guarantee QoS requirements for
future generation networks.
6.2.3 Context-Aware and Self-Adaptive Routing for IoT
Applications
The routing of sensing data from IoT devices to the outer world is a critical task
which requires energy efficient routing protocols. The individual IoT device can
drop out for several reasons which requires the routing protocol to be self-adaptive
and supportive for multi-path routing if needed. Most of the existing solutions for
routing protocols are based on energy. Multi-hop routing are considered for energy
conservation within WSNs and can be categorised into data-centric, location based
and hierarchical. In IoT applications, more intelligent routing techniques based
on the environment and network conditions are required. The decisions on the
routing path are required to be based on the context analysed from different parts
of the network. An energy aware multi-hop routing protocol proposed in this thesis
can be considered to develop a context aware routing protocol to provide reliable
and energy efficient data transportation for IoT applications.
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6.2.4 Energy Efficient and Reliable Sensing and Commu-
nication for Smart Cities
Smart city architectures will be based on a diverse range of IoT devices. Ad-
vance communication methods are required to support the services needed for
the management of the city. Significant developments in heterogeneous commu-
nication techniques have facilitated smart city objects to communicate with each
other. However, participation of a large number of devices requires energy efficient
collaborative sensing and cooperative communication techniques for data trans-
mission. The proposed unified framework presented in this thesis can facilitate
dynamic and adaptive sensing and communication solutions for energy efficient
data transmission.
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