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6SUPPLEMENTARY MATERIAL
The supplementary material to this letter contains the formal proof of the following theorem:
Theorem 1. Define the parameter ↵0 as follows:
↵0 =
⇢
↵ H is frustrated
↵  1 otherwise . (S1)
Let
H =
O
i2Z
Hi (S2)
with dim(Hi) <1. Then for every 0 <   < 2, there exists a constant 0 < K↵ <1 for which
t s (r)   K↵0 ⇥
8<: r
↵0 1 1 < ↵0 < 2
r(log r) 2 ↵0 = 2
r ↵0 > 2
. (S3)
The notation follows that introduced in the main text.
Proof of Theorem 1: The first step is to massage the commutator norm k[Ai(t), B j ]k to a simpler form, along
with simplifying the notation. Without loss of generality, we may take the starting vertex to be on the left i < j.
Define
n⇤ = blog2 |j   i|c , (S4)
define
R = 2n⇤ (S5)
and
i0 = j  R+ 1. (S6)
This last equation is used to push the starting vertex i farther forward than it actually is. It su ces to bound the
more general case k[Ai0(t), B j ]k, since Ai is an instance of Ai0 .
Let Bi be the set of all traceless Hermitian operators acting on Hi. A basis for B is spanned by the Hermitian
operators contained in the following sets:
B =
M
S✓Z
BS =
M
S✓Z
O
i2Z
⇢ Bi i 2 S
Ii i /2 S . (S7)
Here Ii denotes the identity operator acting on Bi. We define the projection superoperator PS (for S ✓ Z) as follows,
by its action on the basis set above:
PS |OS0) =
⇢ |OS0) S \ S0 6= ;
0 S \ S0 = ; , for OS0 2 BS0 . (S8)
Let B j = B[j,W ] be an operator supported on the set [j,W ] for some finite W 2 Z.
Proposition 2. If O is a Hermitian operator,
sup
B[j,W ]
k[O, B[j,W ]]k
kOkkB[j,W ]k  2
kP[j,W ]Ok
kOk (S9)
Proof. Starting with [O, B[j,W ]] = [P[j,W ]O, B[j,W ]], by submultiplicativity and triangle inequality
k[O, B[j,W ]]k
kB[j,W ]k =
k[P[j,W ]O, B[j,W ]]k
kB[j,W ]k  2kP[j,W ]Ok (S10)
7Proposition 3. P[j,W ] cannot arbitrarily grow the norm of an operator:
kP[j,W ]Ok  2kOk (S11)
Proof. Without loss of generality, let dim(H[j,W ]) = d, and let d = 2m. If d 6= 2m, we may replace d with 2dlog2 de and
simply treat H[j,W ] as vanishing on any of the added states. Once d = 2
m, we consider
H[j,W ] '
mO
j=1
C2, (S12)
and let  !j denote the Pauli matrices acting on each of the m 2-dimensional Hilbert spaces. A complete basis for all
operators acting on HR is spanned by
|T!) :=
mO
j=1
 
!j
j , (↵j = 0, 1, 2, 3), (S13)
where  0j represents the identity matrix acting on block j. Note that the operator norms kT!k = 1 for all 4m basis
vectors.
Next, notice that the projector is proportional to the Casimir element of SU(d):
P[j,W ]O = 12 · 4m
X
{!}
[T!, [T!,O]]. (S14)
Then by (S14), kT!k = 1, submultiplicativity and the triangle inequality, we obtain
kP[j,W ]Ok  4⇥ (4
m   1)
2 · 4m kOk < 2kOk. (S15)
For readers unfamiliar with (S14), we provide an explicit proof as follows. As this identity is linear, we only need
to show for operators of the form O[j,W ] ⌦ O[j,W ]c , where O[j,W ]c denotes an arbitrary operator acting on H[j,W ]c .
Without loss of generality, we take O[j,W ] to be one of the basis vectors T!.
A simple calculation shows that two Pauli string !, u either commute or anti-commute
T!Tu = S(!, u)TuT!, (S16)
where
S(!, u) =
mY
j=1
⇢
1 !j = 0, uj = 0, or !j = uj
 1 otherwise . (S17)
If T!j is the identity (i.e. all !j = 0), every commutator in (S14) vanishes: indeed such terms must vanish from the
projector by definition; if there is any !j that does not equal zero, then exactly half (
4m
2 ) of the commutators in (S14)
do not vanish. Observe that for any choice of (u2, u3, · · · , um), it produces two S = +1 and two S =  1.
S(!, u) =
⇢  S(!2, . . . ,!m, u2, . . . , um) !1 6= 0 and !1 6= u1
S(!2, . . . ,!m, u2, . . . , um) !1 = 0 or !1 = u1
(S18)
Then (S14) follows from X
{↵j}
[T↵j , [T↵j , T  j ]] =
X
{↵j}
(1  S(↵j , j))2T  j = (4⇥ 1
2
⇥ 4m)T  j . (S19)
8By Proposition 2, we can replace the commutator norm k[Ai0(t), B[j,W ]]k of Lieb and Robinson by the norm of a
projection. For simplicity, we now simplify the notation to mimic that of the main text:
kP[j,W ]|Ai0(t))k = kPR|A1(t))k (S20)
where we have shortened the index [j,W ] by R and the index  i0 by 1. We expect that our results also hold when the
operator B[j,W ] acts on an infinitely large subspace, but this introduces additional mathematical complications which
are otherwise unnecessary. Indeed, W will never show up again in our proof. Note that 2R   r = |i j|   R = |i0 j|;
our shortening of the domain of interest will not qualitatively modify our results.
The next step of the proof, as sketched in the main text, is to organize the sequences of Liouvillians LXn · · · LX1 in
(7) by paths from i0 to j on multiple di↵erent scales. Given two non-negative integers q   1 and k   0, we define the
sets
Q(1, k) := {{k + 1, k + 2}}, (S21a)
Q(q, k) := {{m,n} : 1  m < n  R, 2q 1k < m < n  2q 1(k + 2)} 
[
k0 0,q0<q
Q(q0, k0), (q > 1). (S21b)
These sets contain all the couplings (at each scale) which can propagate information forward, and will be used to reduce
the problem to a simpler calculation on a one dimensional line with nearest neighbor interactions. We reorganize the
2-local Liouvillians Lij according to Q(q, k):
L =
X
(q,k)
L(q,k) (S22)
where
L(q,k) :=
X
{m,n}2Q(q,k)
eLmn. (S23)
and we define the shifted 2-local Liouvillians to take care for interaction with longer that |i0   j| (e.g. Li0 10,j+4):
eLmn :=
8>>>>>>>><>>>>>>>>:
Li0+m 1,i0+n 1 1 < m < n < RX
ki0
Lk,i0+n 1 1 = m < n < RX
k j
Li0+m 1,k 1 < m < n = RX
ki0,k0 j
Lk,k0 1 = m < n = R
. (S24)
One definition of a frustrated Hamiltonian is that there exists a constant K such that for all (q, k):
KkH(q,k)k  kH(q,k)k2, (S25)
with constant 0 < K <1 independent of q, and
kH(q,k)k22 =
tr(H2(q,k))
dim(H(q,k)) . (S26)
Lemma 4. The super-operator norm is bounded by
kL(q,k)k  b2q(↵0 1) (S27)
where
b := h⇥
8>><>>:
22↵ 
1
2
(↵  1)K frustrated model
2↵+2
(↵  1)(↵  2) any H
. (S28)
9Proof. Case 1: Frustrated models. Observe that
kL(q,k)k = sup
O
kL(q,k)Ok
kOk  2kH(q,k)k =
2
K
vuut tr⇣H2(q,k)⌘
dim(H(q,k)) (S29)
 2
K
s X
{m,n}2Q(q,k)
k eHmnk2
 2
K
vuuut  1X
m=2q(k+ 12 ) 1
1X
n=2q(k+1)
h2
|m  n|2↵ +
 1X
m=2q(k+1) 1
1X
n=2q(k+ 32 )
h2
|m  n|2↵
<
2
K
p
2
vuuut  1X
m=2q(k+ 12 ) 1
1X
n=2q(k+1)
h2
|m  n|2↵ <
2
K
h
p
2
vuut 1X
m,n=0
1
|2q 1 +m+ n|2↵
<
2
K
h
p
2
vuut 1X
m,n=1
32↵
|2q 1 +m+ n|2↵ <
3↵2
3
2h
K
vuuut 1Z
0
dm
1Z
0
dn
1
(2q 1 +m+ n)2↵
<
3↵2
3
2h
K
vuuut 1Z
0
dm
1
(2↵  1)(2q 1 +m)2↵ 1 <
3↵2
3
2h
K
p
(2↵  1)(2↵  2)2(q 1)(↵ 1) (S30)
where in the first line, we used the triangle inequality and submultiplicativity (kABk  kAkkBk); in the second we
used the fact that the product of two non-trivial two-body operators acting on non-identical degrees of freedom must
be traceless; in the third line we constrained all possible pairs {m,n} in Q(q, k) ; in the fourth line we employed (3),
and the remainder of inequalities are elementary manipulations.
Case 2: Any H. We simply use the triangle inequality on kH(q,k)k:
kL(q,k)k  2kH(q,k)k  2
 1X
m=2q(k+ 12 ) 1
1X
n=2q(k+1)
h
|m  n|↵ +
 1X
m=2q(k+1) 1
1X
n=2q(k+ 32 )
h
|m  n|↵
< 2h
 1X
m=2q(k+ 12 ) 1
1X
n=2q(k+1)
1
|m  n|↵ < 4h
1X
m,n=1
2↵
|2q 1 +m+ n|↵ <
2↵+2h
(↵  1)(↵  2)2(q 1)(↵ 2) (S31)
Let  i = (q, k) denote one of the sets of couplings at scale q described above. For convenience, when   = (q, k), we
will write q( ) = q and k( ) = k. Let ( 1, . . . , n) denote an ordered sequence of Liouvillians L n · · · L 1 .
Lemma 5. Every non-vanishing sequence must satisfy
k( 1) = 0 (S32a)
2q( m) 1k( m) + 1  max
1m0<m
⇣
2q( m0 ) 1(k( m0) + 2)
⌘
. (S32b)
This kind of sequence   = ( 1, . . . , n) is an instance of a broader notion called creeping [15] applied to this system.
Proof. This proof also follows [15] and is straightforward. L n · · · L 1 |A1) 6= 0 implies L 1 overlaps with site A1, which
implies k( 1) = 0. It also implies L m overlap with L m 1 · · · L 1 |A1), which is the condition (S32b).
We say that a sequence   = ( 1, . . . , n) is a forward sequence from j1 to j2 if for all 1  m < n, 2q( m) 1(k( m)+
2) < 2q( m+1) 1(k( m+1) + 2), and if 2q( 1) 1k( 1) = j1 and 2q( n) 1(k( n) + 2) = j2. As we will see in Lemma 6,
10
every creeping sequence from 1 to R must have a su ciently “long” forward subsequence, and these forward sequences
will then play a crucial role in our proof. We define
Nq =
26666666
1
2
2 q(↵
0 2)/2
n⇤X
q0=1
2 q
0(↵0 2)/2
R
2q
37777777
(S33)
to be the number of couplings at scale q which makes a sequence “long” – in our context, we chose Nq such that
the long paths at each scale contributes to the commutator norm slowly and somewhat “equally” between all scales.
(This will be proven towards the end of our proof of the theorem.) We say that a forward sequence from i0 to j is a
long q-forward sequence from 1 to R if (1 ) it contains a forward subsequence of length Nq,  q = ( i1 , . . . , iNq ) with
the same scale q = q( im) for all 1  m  Nq, and (2 ) any forward subsequence  0 remains forward if any element
of  q is added to the sequence  0. In simpler terms, this forward subsequence must correspond to a sequentially
increasing sequence of couplings at scale q, each of which also can grow the operator to the right. As a matter of
bookkeeping, we denote subsequence  0 of   as  0 ✓   and define characteristic functions  q to indicate sequences
with long q-subsequences:
 qL p · · · L 1 :=
⇢ L p · · · L 1 if there exists long q-forward subsequence  0 ✓  
0 else
. (S34)
Having proven the lemmas above, we now set the stage for the remainder of the proof. Let S denote the set of all
creeping sequences which contain a forward subsequence from 1 to R,
PReLt|A1) = PR
1X
p=0
tp
p!
Lp|A1) = PR
1X
p=0
tp
p!
X
 2S:| |=p
L p · · · L 1 |A1). (S35)
Naively bounding (S35) would lead to a lousy bound. The main idea is that we can repackage these terms using the
inclusion-exclusion principle, where each group of term resums nicely. We exclude the paths without long q-forward
sequences for any q: such paths vanish, as they cannot creep far enough to reach R, as shown by the following lemma:
Lemma 6. If   = ( 1, . . . , n) is creeping and L n · · · L 1 |A0) 6= 0, then it has a long q-forward subsequence for at
least one integer 0  q  n⇤.
Proof. We proceed in two steps, first showing that we can always construct a (possibly empty) q-forward subsequence
of any creeping ( 1, . . . , n), and secondly showing that at least one of the sequences must be large.
Firstly, we explicitly construct a q-forward subsequence  q ✓   as follows. Start with an empty sequence  q = ();
then read the sequence   in order. If anm at which q( m) = q is found, and (k( m)+2)2q( m) 1 > (k( m0)+2)2q( m0 ) 1
for any m0 < m, set  q = ( m). Afterwards, suppose that the current sequence  q terminates with coupling  m0 and
that we have read   up to coupling m. If q( m) = q and (k( m)+ 2)2q( m) 1 > (k( m0)+ 2)2q( m0 ) 1 for all m0 < m,
replace  q ! ( q, m). The final sequence  q which we obtain is the output of this algorithm. By construction, this is
a forward (sub)sequence made out of only q-scale couplings, so it is q-forward. The sequence  q need not be creeping.
For a contradiction, suppose that none of the q-forward subsequences found above are long. Let  ˆ be the maximal
forward subsequence of  ; note that  1 [ · · ·[  n⇤ =  . If the sequence crept all the way beyond R, then trivially we
have
R <
`( ˆ)X
p=1
2q( ˆp). (S36)
By definition, every coupling that shows up in the forward sequence  ˆ must show up in a q-forward sequence for some
q, so
`( ˆ)X
p=1
2q( ˆp) <
n⇤X
q=1
2q`( q). (S37)
11
Now, by assumption every q-forward subsequence  q had `( q) < Nq, and we arrive at a contradiction:
R <
n⇤X
q=1
2q`( q) <
1
2
n⇤X
q=1
2q ⇥ R
2q
2 q(↵ 2)/2
n⇤X
q0=1
2 q
0(↵ 2)/2
=
R
2
. (S38)
The next step is to convert Lemma 6 into an explicit identity of the form (8).
Proposition 7.
PR
1X
p=0
tp
p!
Lp|A1) =
"
1 
n⇤Y
q=1
(1   q)
#
PR
1X
p=0
tp
p!
Lp|A1)
=
"X
q
 q  
X
q1<q2
 q1 q2 + · · · ( 1)k
X
q1<q2<...<qk
 q1 q2 · · · qk + · · ·
#
PR
1X
p=0
tp
p!
Lp|A1)
=  
X
Z 6=;,Z⇢{1,··· ,n⇤}
( 1)|Z|
Y
q2Z
 q · PR
1X
p=0
tp
p!
Lp|A1). (S39)
Proof. For each sequence in
Qn⇤
q=1(1  q)PR
P1
p=0
tp
p!Lp|A1), if sequence L ` · · · L 1 |A1) is not creeping then it vanishes;
if it is creeping then by Lemma 6 it vanishes. Hence PR
Qn⇤
q=1(1  q)
P1
p=0
tp
p!Lp|A1) = 0. In the second line of (S39)
we simply expand the polynomial of  q, and in the last line we simply rewrite the result.
To bound  qeLt, we now need to classify every term in  qeLt by the irreducible q-forward sequence   = ( 1, . . . , `),
constructed as follows: run the constructive algorithm of Lemma 5 to find the q-forward subsequence  0 ✓ ( 1, . . . , p),
and then truncate the tail of  0 such that `( 0) = Nq. We denote the set of irreducible q-forward sequences Fq.
Sequences with the same irreducible q-forward sequence can be resummed as follows:
Lemma 8.
 qe
Lt|A1) =
X
 2Fq
Z
 `(t)
dt` · · · dt1eL(t t`)L `eL
 
` (t` t` 1)L ` 1eL
 
` 1(t` 1 t` 2) · · · L 1eL
 
1 t1 |A1) (S40)
where ` = `( ),
L p := L 
X
 2Y qp ( )
L  (S41)
with
Y qp ( ) := {(q0, k) : (k + 1)2q
0 1   (k( p) + 1)2q 1}, (S42)
and  `(t) denotes the `-simplex:
 `(t) := {(t1, . . . , t`) 2 [0, t]` : t1  t2  · · ·  t`} (S43)
with volume Z
 `(t)
dt` · · · dt1 = t
`
`!
. (S44)
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Proof. This is proved mirroring the proof of Theorem 4 of [15]. First, we show that
 qe
Lt =
X
 2Fq
1X
m0,...,m`( )=0
(tL)m`( )(tL `( ))(tL `( ))m`( ) 1 · · · (tL 2 )m1(tL 1)(tL 1 )m0
(`( ) +
P`( )
j=0 mj)!
(S45)
with L p defined in (S41). Every sequence on the right hand side of (S45) corresponds to a term on the left because
each of these sequences contains a   2 Fq and thus has a long q-forward subsequence. Next, every sequence on the
left can be written as a sequence on the right: by construction, the Y qp ( ) sets of couplings are chosen so that L p does
not change the irreducible q-forward subsequence of the term. The uniqueness of irreducible q-forward path implies
that every term on the right hand side shows up exactly once. As the coe cients of terms on both sides of (S45) are
the same, and we have found a bijection between the terms on both sides of the proposed equality (S45), we have
demonstrated its veracity.
Secondly, we invoke a “generalized Schwinger-Karplus” identity proved in [15], which equates the right hand side
of (S45) to the right hand side of (S40).
 q1 q2 · · · qkeLt can be understood by putting each  qi together “indepedently.” Indeed, we can classify every
term in  q1 q2 · · · qkeLt by the irreducible q-forward sequence at each scale q relatively independently: the only
extra data we need is how the sequences weave between each other (i.e., the relative orders of all couplings between
the long q-forward sequences for q 2 Z). Defining FZ as the set of sequences composed of the weaving together of
 q 2 Fq, q 2 Z (irreducible Z-forward sequences), we arrive at the following lemma:
Lemma 9.
 q1 q2 · · · qkeLt|A1) =
Y
q2Z
 q · eLt|A1)
=
X
 2FZ
Z
 `(t)
dt` · · · dt1eL(t t`)L `eL
 
` (t` t` 1)L ` 1eL
 
` 1(t` 1 t` 2) · · · L 1eL
 
1 t1 |A1) (S46)
where ` = `( ),
L p := L 
X
 2Y Zp ( )
L  (S47)
with
Y qp ( ) := {(q0, k) : (k + 1)2q
0 1   (k( p) + 1)2q( p) 1}, (S48)
Proof. The proof follows that of Lemma 8. First, we show that
Y
q2Z
 q · eLt|A1) =
X
 2FZ
1X
m0,...,m`( )=0
(tL)m`( )(tL `( ))(tL `( ))m`( ) 1 · · · (tL 2 )m1(tL 1)(tL 1 )m0
(`( ) +
P`( )
j=0 mj)!
(S49)
with L p defined in (S47). Every sequence on the right hand side of (S49) correspond to a term on the left because
each of these sequences contains a   2 FZ as a subsequence and hence has a long q-forward subsequence for each
q 2 Z. Next, every sequence on the left can be written as a sequence on the right: by construction, the Y Zp ( ) sets of
couplings are chosen so that L p does not change the irreducible Z-forward subsequence of the term. The uniqueness
of irreducible Z-forward subsequences also implies that every term on the right hand side shows up exactly once. As
the coe cients of terms on both sides of (S49) are the same, and we have found a bijection between the terms on
both sides of the proposed equality (S49), we have demonstrated its veracity.
Secondly, the generalized Schwinger-Karplus identity equates the right hand side of (S49) to the right hand side of
(S46).
The remainder of the proof is entirely combinatorial. As in (9), all quantum interference will now be hidden in the
factors of eL
 
j t in (S46). We begin with the following lemma:
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Lemma 10.
kPReLt|A1)k
2k|A1)k   1 + exp
"
n⇤X
q=1
✓
21 qR
Nq
◆
(2|t|)Nq
Nq!
✓
sup
k
kL(q,k)k
◆Nq#
. (S50)
Proof. We begin by combining (S39) and (S46):
kPReLt|A1)k =
       PR
X
Z
( 1)|Z|
X
 2FZ
Z
 `(t)
dt` · · · dt1eL(t t`)L `eL
 
` (t` t` 1) · · · L 1eL
 
1 t1 |A1)
        (S51)
where ` := `( ). Since for all individual couplings, Lmn is an antisymmetric superoperator, each L p is antisymmetric,
and eL
 
ps is orthogonal for any s 2 R. Using Lemma 4, we obtain
kPReLt|A1)k  2
       
X
Z
( 1)|Z|
X
 2FZ
Z
 `(t)
dt` · · · dt1eL(t t`)L `eL
 
` (t` t` 1) · · · L 1eL
 
1 t1 |A1)
       
 2
X
Z
X
 2FZ
Z
 `(t)
dt` · · · dt1
   eL(t t`)L `eL ` (t` t` 1) · · · L 1eL 1 t1 |A1)   
 2
X
Z
X
 2FZ
Y`
j=1
(kL jk) · k|A1)k
Z
 `(t)
dt` · · · dt1
 2k|A1)k
X
Z
X
 2FZ
(|t|)`
`!
Y`
j=1
sup
k
kL(q( j),k)k (S52)
where in the first line we used Proposition 3; in the second line we used the triangle inequality; in the third line we
used the properties of Liouvillians described in Lemma 4 along with the fact that by construction each L(q,k) in the
irreducible sequence moves the operator to the right in such a way that we may use the e↵ective norm from Lemma
4, and in the fourth line we computed the volume of the simplex  `(t) as well as upper bounded kH jk.
Next, we count the number of irreducible q-forward sequences, which is simply the number of possible ways to
choose Nq di↵erent couplings out of 21 qR  1 di↵erent choices of k:
|F{q}| =
✓
21 qR
Nq
◆
(S53)
To justify the factor of 21 qR   1, observe that the maximal value of k in L(q,k) occurs when (k + 2)2q 1 = R:
k  21 qR  2. Since k   0, we find 21 qR  1 di↵erent values of k.
The irreducible q-forward subsequences of any irreducible Z-forward sequence   2 FZ are completely independent
of each other. Thus, the number of irreducible Z-forward sequences is given by product of the number of irreducible
q-forward sequences for each q 2 Z, together with the number of ways to weave together the few sequences:
|FZ | =
(
P
q12Z Nq1)!Q
q22Z Nq2 !
Y
q2Z
|F{q}|. (S54)
Since if   2 FZ , `( ) =
P
q2Z Nq, we can combine (S52) and (S54) to obtain
kPReLt|A1)k
2k|A1)k 
X
Z
(|t|)
P
q12Z Nq1
(
P
q12Z Nq1)!
(
P
q12Z Nq1)!Q
q22Z Nq2 !
Y
q2Z
 
|F{q}|
✓
sup
k
kL(q,k)k
◆Nq!

X
Z
Y
q2Z
 
|F{q}|
✓
sup
k
kL(q,k)k
◆Nq (|t|)Nq
Nq!
!
  1 +
n⇤Y
q=1
"
1 + |F{q}|
✓
sup
k
kL(q,k)k
◆Nq (|t|)Nq
Nq!
#
, (S55)
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where in the first two lines we made algebraic simplifications, and in the third line we used the distributive property
together with the fact that there exist at least one scale with long q-forward sequence, i.e. Z 2 Z{1,...,n⇤}2   ;.
Combining (S53) with (S55) and the elementary identity 1 + x  ex for any x 2 R, we obtain (S50).
The last step proving of Theorem 1 is simplifying the sum in the exponential of (S50). Plugging Lemma 4 into
(S50), we obtain
kPReLt|A1)k
2k|A1)k   1 + exp
"
n⇤X
q=1
✓
21 qR  1
Nq
◆
1
Nq!
✓
2b|t|
2q(↵0 1)
◆Nq#
(S56)
  1 + exp
"
n⇤X
q=1
(21 qR)Nq
Nq!2
✓
2b|t|
2q(↵0 1)
◆Nq#
  1 + exp
"
n⇤X
q=1
✓
R
2qN2q
4e2b|t|
2q(↵0 1)
◆Nq#
(S57)
where in the second line, we overestimated the choose function, and in the third line we used the inequality n! > (n/e)n
for any n 2 N. It is useful to determine the first value q⇤ at which a long q-forward path has a single coupling: Nq = 1
for q   q⇤. This occurs when
M
R
  1
21+q⇤↵0/2
, (S58)
where we defined
M =
n⇤X
q=1
2 q(↵
0 2)/2. (S59)
Then, combining (S33) and (S57), we obtain
n⇤X
q=1
✓
R
2qN2q
4e2b|t|
2q(↵0 1)
◆Nq
<
q⇤ 1X
q=1
✓
16e2b|t|M
2
R
◆Nq
+ 4e2b|t|
n⇤X
q=q⇤
R
2q↵0
. (S60)
We now analyze this sum for di↵erent ranges of ↵0.
Case 1: ↵0 > 2. In this regime, we begin by noting that
N1 > N2 > · · · > Nq⇤ 1. (S61)
To derive this, note that the argument of the ceiling function in (S33) changes by a factor of 2↵
0/2 each time q changes
by 1. When ↵0 > 2, this factor is larger than 2, so once the argument is larger than 1, it changes by at least 1:
Nq  Nq 1   1. Hence we may write
n⇤X
q=1
✓
R
2qN2q
4e2b|t|
2q(↵0 1)
◆Nq
<
1X
n=1
✓
16e2b|t|M
2
R
◆n
+ 4e2b|t|
n⇤X
q=q⇤
R
2q↵0
(S62)
Next, we note that
M <
1X
q=1
2 q(↵
0 2)/2 =
1
1  2 (↵0 2)/2 . (S63)
which implies that
q⇤    1 + 2
↵0
log2
R
M
=  1 + 2n⇤
↵0
  2
↵0
log2
1
1  2 (↵0 2)/2 . (S64)
We conclude that
n⇤X
q=q⇤
R
2q↵0
<
2↵
0
R(1  2 (↵0 2)/2)2
1X
n=0
2 ↵
0n =
2↵
0
R(1  2 (↵0 2)/2)2(1  2 ↵0) (S65)
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Case 2: 1 < ↵0 < 2. In this regime, we must replace (S61) with the slightly weaker inequality
N1 > N3 > N5 · · · > N2dq⇤/2e 1, (S66)
because the argument of (S33) now only varies by 2↵
0/2   p2 each time q varies by 1. Moreover, we now find
M =
n⇤X
q=1
2q(2 ↵
0)/2 < R(2 ↵
0)/2
1X
q0=0
2 q
0(2 ↵0)/2 =
R(2 ↵
0)/2
1  2 (2 ↵0)/2 (S67)
and that
q⇤ =  1 + 2
↵0
log2
⇣⇣
1  2 (2 ↵0)/2
⌘
R↵
0/2
⌘
=  1 + n⇤   2
↵0
log2
1
1  2 (2 ↵0)/2 . (S68)
Hence, we obtain
n⇤X
q=1
✓
R
2qN2q
4e2b|t|
2q(↵0 1)
◆Nq
< 2
1X
n=1
✓
16e2b|t|M
2
R
◆n
+
4e2b|t|
1  2 ↵0
2↵
0
(1  2 (2 ↵0)/2)2R↵0 1 (S69)
where the 2 prefactor is a loose bound coming from that the
p
2 scaling - N1 might equal to N2.
Case 3: ↵0 = 2. In this regime, we obtain (S61),
M = n⇤, (S70)
and
Nq =
⇠
1
2
R
2q log2R
⇡
, (S71)
implying that
q⇤   log2
R
2 log2R
. (S72)
Hence we may write
n⇤X
q=1
✓
R
2qN2q
4e2b|t|
2q(↵0 1)
◆Nq
<
1X
n=1
✓
16e2b|t| log
2
2R
R
◆n
+
16
3
e2b|t|4 log
2
2R
R
(S73)
Each of the three cases leads to a simple bound. For simplicity in these final two paragraphs, we will take the values
of b calculated in frustrated models where ↵0 = ↵. Analogous results hold for other models. As a function of time,
we obtain
kPReLt|A1)k
2k|A1)k 
c1t
R  c1|t| + c2
|t|
R (S74)
where
R(R) =
8<: R ↵ > 2R log 2R ↵ = 2
R↵ 1 1 < ↵ < 2
, (S75a)
c1 = b ·
8<: 16e
2(1  2 (↵ 2)/2) 2 ↵ > 2
16e2 ↵ = 2
32e2(1  2 (2 ↵)/2) 2 1 < ↵ < 2
, (S75b)
c2 = b ·
8<: 2
2+↵e2(1  2 ↵) 1(1  2 (↵ 2)/2) 2 ↵ > 2
64
3 e
2 ↵ = 2
22+↵e2(1  2 ↵) 1(1  2 (2 ↵)/2) 2 1 < ↵ < 2
, (S75c)
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and c1,2 are O(1) constant. Now observe that
kPReLt|A1)k
2k|A1)k  (2c1 + c2)
|t|
R ,
✓
|t| < R
2c1
◆
. (S76)
Recall the definition of the scrambling time t s (R) from (4). Using Proposition 2, we conclude that
 
2
 2(2c1 + c2) t
 
s (R)
R (S77)
Since   < 2, the right hand side becomes larger than 1 before the inequality (S76) breaks down. Since 12R   r   R,
we conclude that
t s (r)  
 
2b
·
8>>>>>><>>>>>>:
(1  2 ↵)(1  2 (2 ↵)/2)2)
(32 + 22+↵)e2
r ↵ > 2
3
160e2
r
log2 r
↵ = 2
(1  2 ↵)(1  2 (2 ↵)/2)2)
(64 + 22+↵)e2
r↵ 1 1 < ↵ < 2
. (S78)
This proves the main Theorem 1.
