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Stochastic Recursive Momentum Method for Non-Convex
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Abstract
We propose a novel stochastic optimization algorithm called STOchastic Re-
cursive Momentum for Compositional (STORM-Compositional) optimization that
minimizes the composition of expectations of two stochastic functions, the latter
being an optimization problem arising in various important machine learning appli-
cations. By introducing the momentum term in the compositional gradient updates,
STORM-Compositional operates the stochastic recursive variance-reduced compo-
sitional gradients in an exponential-moving average way. This leads to an O(ε−3)
complexity upper bound for STORM-Compositional, that matches the best known
complexity bounds in previously announced compositional optimization algorithms.
At the same time, STORM-Compositional is a single loop algorithm that avoids the
typical alternative tuning between large and small batch sizes, as well as recording
of checkpoint gradients, that persist in variance-reduced stochastic gradient meth-
ods. This allows considerably simpler parameter tuning in numerical experiments,
which demonstrates the superiority of STORM-Compositional over other stochastic
compositional optimization algorithms.
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1 Introduction
We revisit here the compositional optimization problem that takes the following
general form
min
x∈Rd
{Φ(x) = f(g(x))} , (1.1)
where
f(y) =
1
n
n∑
i=1
fi(y) , g(x) =
1
m
m∑
j=1
gj(x) . (1.2)
Here the outer and inner functions fi : R
l → R and gj : Rd → Rl are smooth
but not necessarily convex. Such compositional optimization are important as they
can be formulated to fit many practical machine learning problems, examples include
risk-adverse portfolio management (see [3], [6]), reinforcement learning (see [10]) and
stochastic neighborhood embedding (see [5], [8]), etc. . To solve (1.1) using a gradient-
based algorithm, we form the compositional gradient of Φ given by
∇Φ(x) = (∂g(x))T∇f(g(x)) . (1.3)
Here ∂g : Rd → Rl is the Jacobian matrix of the function g, and ∇f ∈ Rl is the
gradient of the function f . Generally, if q = q(x) is some quantity and there is an
existing scheme ̂: q → q̂ that turns the quantity q into its stochastic estimator q̂, then
the compositional gradient estimator can be built simply by first obtaining ĝ, ∂̂g, ∇̂f
and then compose ∇̂Φ = (∂̂g)T ∇̂f(ĝ). This idea has been adopted in many previously
proposed algorithms, such as SCGD and Acc-SCGD (see [11]), ASC-PG (see [12]), where
the stochastic gradient estimates are obtained via vanilla SGD or accelerated SGD.
Later, variance-reduced stochastic gradient estimators are incorporated into this scheme,
such as SCVR (see [8]), VRSC-PG (see [7]) and SARAH-SCGD (see [6]). The so-far best
upper bound for the IFO (Incremental First Order Oracle) complexity of compositional
optimization algorithms that can reach ε-accuracy is given by O(ε−3) via SARAH-SCGD
(see [6]), which uses successive SARAH (see [9]) estimators (a kind of variance reduction
stochastic estimator) of the variables g, ∂g, ∇f and finally composed them using the
aforementioned scheme to obtain an estimator for ∇Φ.
As a variance-reduced stochastic gradient method, SARAH-SCGD shares the com-
mon feature that it uses typical alternative tuning between large and small batch sizes, as
well as recording of checkpoint gradients, which persist in variance-reduced stochastic
gradient methods. This causes difficulties in parameter tuning, since balancing vari-
ous unknown problem parameters exactly in order to obtain improved performance is
a challenging and delicate task. To resolve this challenge, a recent work STOchastic
Recursive Momentum estimator (STORM, [2]) proposes to tune the momentum term
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within a single-loop algorithm to reach the same efficiency for variance-reduction. Based
on this innovation, we propose here yet another compositional optimization algorithm
called STOchastic Recursive Momentum for Compositional (STORM-Compositional)
optimization. By introducing the momentum term in the compositional gradient up-
dates, STORM-Compositional operates the stochastic recursive variance-reduced com-
positional gradients in an exponential-moving average way. This leads to the same
O(ε−3) complexity upper bound, that matches the best known complexity bounds in
SARAH-SCGD. At the same time, STORM-Compositional is a single loop algorithm
that avoids batchsize/learning rate tuning and checkpoint recording, as compared with
SARAH-SCGD. This allows considerably simpler parameter tuning in numerical ex-
periments, which demonstrates the superiority of STORM-Compositional over other
stochastic compositional optimization algorithms.
The paper is organized as follows: Section 2 introduces the mathematical assump-
tions, set-up of the problem as well as the STORM-Compositional Algorithm. Section 3
analyzes the convergence of STORM-Compositional and shows that under appropriate
parameter setting it can reach O(ε−3) complexity. Section 4 demonstrates numerical
experiments of STORM-Compositional over SARAH-SCGD and other known composi-
tional optimization algorithms, that validate the effectiveness of STORM-Compositional.
Notations. Throughout the paper, we denote by ‖x‖ =
√
x21 + ...+ x
2
d the Eu-
clidean norm of a vector x ∈ Rd. If M ∈ Rd1×d2 is a matrix of size d1 by d2, then
‖M‖ denotes the operator norm of M induced by the Euclidean norm. We also use
‖M‖F to denote the Frobenious norm of M . The standard inner product in Euclidean
space Rd is denoted by 〈x, y〉 = ∑di=1 xiyi. Probabilities and expectations are denoted
by P and E. We denote pn = O(qn) (or pn ∼ O(qn)) if there exist some constants
0 < c < C < ∞ such that cqn ≤ pn ≤ Cqn as n becomes large. If only one-sided
inequality holds, say pn ≤ Cqn, then we denote pn . O(qn). We denote by q(x,B)
to be the minibatch stochastic estimator of the object q(x) =
1
n
n∑
i=1
qi(x) under mini-
batch B = {i1, ..., iB} ⊆ {1, 2, ..., n} with batchsize B, i.e. q(x,B) = 1
B
∑
i∈B
qi(x). Other
notations are explained at their first appearances.
2 Assumptions and the STORM-Compositional Algorithm
We first list the assumptions we need about g, ∂g , ∇f and the objective function
Φ.
Assumption 1 (Finite Gap). We assume that the algorithm is initialized at x0 ∈ Rd
with
∆ := Φ(x0)−Φ∗ <∞ , (2.1)
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where Φ∗ denotes the global minimum value of Φ(x).
Assumption 2 (Smoothness). There exists Lipschitz constants Lf , Lg, LΦ such that for
i ∈ {1, ..., n}, j ∈ {1, ...,m} we have
‖∂gj(x)− ∂gj(x′)‖F ≤ Lg‖x− x′‖ for x, x′ ∈ Rd ,
‖∇fi(y)−∇fi(y′)‖ ≤ Lf‖y − y′‖ for y, y′ ∈ Rl ,
‖(∂gj(x))T∇fi(g(x)) − (∂gj(x′))T∇fi(g(x′))‖ ≤ LΦ‖x− x′‖ for x, x′ ∈ Rd .
(2.2)
Notice that here we slightly strengthen the smoothness assumption of ∂g by adopt-
ing the Frobenius norm.
Assumption 3 (Boundedness). There exist boundedness constants Mg,Mf > 0 such
that for i ∈ {1, ..., n} and j ∈ {1, ...,m} we have
‖∂gj(x)‖ ≤Mg for x ∈ Rd ,
‖∇fi(y)‖ ≤Mf for y ∈ Rl .
(2.3)
Notice that (2.3) directly implies that for any j ∈ {1, 2, ...,m} we have
‖gj(x)− gj(x′)‖ ≤Mg‖x− x′‖ for x, x′ ∈ Rd . (2.4)
Also notice that under the above two assumptions, a choice of LΦ can be expressed
as a polynomial of Lf , Lg,Mf ,Mg. For clarity purposes in the rest of this paper, we
adopt the following typical choice of LΦ, that
LΦ =MfLg +M
2
gLf . (2.5)
Assumption 4 (Bounded Variance). We assume that there exists positive constants
H1, H2 and H3 as the upper bounds on the variance of the functions ∇f(y), ∂g(x) and
g(x), respectively, such that
E‖∇fi(y)−∇f(y)‖2 ≤ H1 for y ∈ Rl ;
E‖∂gj(x)− ∂g(x)‖2F ≤ H2 for x ∈ Rd ;
E‖gj(x)− g(x)‖2 ≤ H3 for x ∈ Rd .
(2.6)
The key idea in momentum-based methods is to replace the gradient estimator in
standard gradient-based optimization by an exponential moving average of the gradient
estimators of all previous iteration steps. For example, we can design the following
iteration scheme:
dt = (1− a)dt−1 + a∇f(xt,Bt) ,
xt = xt−1 − ηdt ,
(2.7)
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Here
∇f(x,B) = 1
B
∑
i∈Bt
∇fi(x) (2.8)
is the a minibatch stochastic gradient estimator for the objective gradient ∇f(x) =
1
n
n∑
i=1
∇fi(x), with minibatch Bt and batchsize B, i.e., Bt is a size B random sample
drawn from the index set {1, ..., n} independently in t. The STORM estimator (see [2])
incorporates ideas in SARAH (see [9]) estimator to modify the momentum updates as
dt = (1− a)dt−1 + a∇f(xt,Bt) + (1− a)(∇f(xt,Bt)−∇f(xt−1,Bt)) ,
xt = xt−1 − ηdt .
(2.9)
We can think of the momentum iteration in (2.9) as an “exponential moving aver-
age” version of SARAH, that is
dt = (1− a) [dt−1 + (∇f(xt,Bt)−∇f(xt−1,Bt))] + a∇f(xt,Bt) .
Here the first part is like SARAH update, but it is given a weight distribution with the
stochastic gradient update. Moreover, different from the SARAH update, the STORM
update does not have to compute checkpoint gradients. Rather, variance-reduction is
achieved by tuning the weight parameter a and the learning rate η appropriately. Taking
into account the general scheme for obtaining compositional gradients, we can design
the STORM-Compositional Algorithm, see Algorithm 1.
The normalization Step 6 in Algorithm 1 is borrowed from [4] and [14], and they
enable the control of the growth of Gt norm in Step 9, that will be crucial for the
control of estimation error in general. Notice that this step has been in fact missed in
the algorithm and convergence analysis of [13]. We will see later that the estimation
error E‖∇Φ(xt) − F t‖2 of Algorithm 1 can be controlled by a proper choice of the
parameters ag, a∂g, aΦ, the batchsizes Bg, B∂g, Bf , Sg, S∂g, Sf and the learning rate η.
The desired precision parameter ε is used to cutoff the accuracy of the solution x̂.
It is also important to notice that the minibatches sampled in Algorithm 1 are “with
replacement” minibatches, i.e., the minibach is formed by randomly sampling indexes
from the pool {1, 2, ..., n} with replacement. This is mainly used to control the variances
caused by mini-batch sampling, see Section 3.
The STORMmodification of compositional gradient estimation allows us to operate
a single-loop algorithm instead of a double-loop algorithm. We only need a large batch to
estimate the initial g, G and F once, and do mini-batch or single batch updates till the
end of the algorithm. Thus the STORM estimator helps us to hinder the accumulation
of estimation error in each round.
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Algorithm 1 STORM-Compositional: STOchastic Recursive Momentum for Compo-
sitional Gradients
1: Input: Initial point x0; learning rate η > 0, parameters ag, a∂g, aΦ ∈ (0, 1), batch-
sizes Bg, B∂g, Bf , Sg, S∂g, Sf , desired precision ε > 0
2: Sample “with replacement” minibatches Sg0 ,S∂g0 ,Sf0 under given batch sizes Sg, S∂g
and Sf
3: Pick g0 ← g(x0,Sg0 ) , G0 ← ∂g(x0,S∂g0 ) , F 0 ← (G0)T∇f(g0,Sf0 )
4: for t = 0, 1, 2, ..., T do
5: x˜t+1 ← xt − ηF t
6: xt+1 = xt + γt(x˜t+1 − xt) where γt = min
{
ηε
‖x˜t+1 − xt‖ ,
1
2
}
7: Sample “with replacement” minibatches Bgt+1,B∂gt+1,Bft+1 under given batch sizes
Bg , B∂g and Bf
8: Calculate
gt+1 ← (1− ag)gt + agg(xt+1,Bgt+1) + (1− ag)(g(xt+1,Bgt+1)− g(xt,Bgt+1))
9: Calculate
Gt+1 ← (1− a∂g)Gt + a∂g∂g(xt+1,B∂gt+1) + (1− a∂g)(∂g(xt+1,B∂gt+1)− ∂g(xt,B∂gt+1))
10: Calculate
F t+1 ← (1− aΦ)F t + aΦ(Gt+1)T∇f(gt+1,Bft+1)
+(1− aΦ)
[
(Gt+1)
T∇f(gt+1,Bft+1)− (Gt)T∇f(gt,Bft+1)
]
11: end for
12: Output: x̂ sampled uniformly randomly from x1, ..., xT (In practice, set x̂ = xT )
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3 Convergence Analysis of the STORM-Compositional Al-
gorithm
The complexity of Algorithm 1 is defined using the ε (or O(ε))-accurate solutions
and the IFO (Incremental First-order Oracle) framework (see [1]) defined below.
Definition 1 (ε and O(ε)-accurate solutions). We call a solution x̂ an ε-accurate solu-
tion if we have
E‖∇Φ(x̂)‖ ≤ ε . (3.1)
We call a solution x̂ an order-ε-accurate (O(ε)-accurate) solution if we have
E‖∇Φ(x̂)‖ . O(ε) . (3.2)
Definition 2 (IFO complexity). For any function f, g considered in Algorithm 1, an
IFO takes an index i ∈ {1, 2, ..., n} or j ∈ {1, 2, ...,m} and a point y ∈ Rl or a point
x ∈ Rd, and returns the pair (fi(y),∇fi(y)) or (gj(x), ∂gj(x)).
We will first provide a general lemma regarding STORM estimation errors. We
have
Lemma 3.1 (General STORM Error Estimate). Set qi(x) to be a vector function in
R
d. Let the function q(x) =
1
n
n∑
i=1
qi(x). Suppose that
(1) (finite variance) For a random index i chosen uniformly randomly from {1, 2, ..., n}
we have E‖qi(x)− q(x)‖2 ≤ σ2;
(2) (stochastic Lipschitz) For a random index i chosen uniformly randomly from {1, 2, ..., n}
and any x, y we have E‖qi(x)− qi(y)‖2 ≤ L2‖x− y‖2.
Consider the estimation q of quantity q(xt) via the stochastic “with replacement”
minibatch estimator q(xt,Bt) = 1
B
∑
i∈Bt
qi(xt) following the recursion
qt+1 ← (1− at+1)qt + at+1q(xt+1,Bt+1) + (1− at+1)(q(xt+1,Bt+1)− q(xt,Bt+1)) ,
where {at}t≥0 is a given numerical sequence, and {Bt}t≥0 is an i.i.d sequence of mini-
batches with common batchsize B, that are sampled uniformly randomly with replacement
from {1, 2, ..., n}.
Then we have the estimate
E‖qt+1−q(xt+1)‖2 ≤ (1−at+1)2E‖qt−q(xt)‖2+
2
B
L2(1−at+1)2E‖xt+1−xt‖2+ 2
B
a2t+1σ
2 .
(3.3)
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Moreover, if at = a ∈ (0, 1) for all t, then we also have
T−1∑
t=0
E‖qt − q(xt)‖2 ≤
2
a
[
1
B
L2
T−1∑
t=0
E‖xt+1 − xt‖2 + Ta
2σ2
B
+E‖q0 − q(x0)‖2
]
. (3.4)
Proof. Let Ft = σ(B1, ...,Bt). We then expand
E
[‖qt+1 − q(xt+1)‖2∣∣Ft]
= E
[
‖(1− at+1)qt + at+1q(xt+1,Bt+1) + (1− at+1)(q(xt+1,Bt+1)− q(xt,Bt+1))− q(xt+1)‖2
∣∣∣Ft]
= E [‖(1− at+1)(qt − q(xt)) + at+1(q(xt+1,Bt+1)− q(xt))
+(q(xt)− q(xt+1)) + (1− at+1)(q(xt+1,Bt+1)− q(xt,Bt+1))‖2
∣∣∣Ft]
= E [‖(1− at+1)(qt − q(xt)) + (1− at+1)(q(xt)− q(xt+1,Bt+1))
+(q(xt+1,Bt+1)− q(xt+1)) + (1− at+1)(q(xt+1,Bt+1)− q(xt,Bt+1))‖2
∣∣∣Ft]
= E
[
‖(1− at+1)(qt − q(xt)) + (1− at+1)(q(xt)− q(xt,Bt+1)) + (q(xt+1,Bt+1)− q(xt+1))‖2
∣∣∣Ft]
= E [‖(1− at+1)(qt − q(xt)) + (1− at+1) [(q(xt+1,Bt+1)− q(xt,Bt+1))− (q(xt+1)− q(xt))]
+at+1(q(xt+1,Bt+1)− q(xt+1)‖2
∣∣∣Ft]
(a)
≤ (1− at+1)2‖qt − q(xt)‖2 + 2(1 − at+1)2E
[‖(q(xt+1,Bt+1)− q(xt,Bt+1))− (q(xt+1)− q(xt))‖2∣∣Ft]
+2a2t+1E
[‖q(xt+1,Bt+1)− q(xt+1)‖2∣∣Ft] .
(3.5)
Here (a) uses the independece of Bt’s and unbiasedness of the stochastic minibatch
estimator. We then take full expectation on both sides of (3.5), and we get
E‖qt+1 − q(xt+1)‖2
≤ (1− at+1)2E‖qt − q(xt)‖2 + 2(1 − at+1)2E‖(q(xt+1,Bt+1)− q(xt,Bt+1))− (q(xt+1)− q(xt))‖2
+2a2t+1E‖q(xt+1,Bt+1)− q(xt+1)‖2
(b)
≤ (1− at+1)2E‖qt − q(xt)‖2 + 2(1 − at+1)2E‖q(xt+1,Bt+1)− q(xt,Bt+1)‖2
+2a2t+1E‖q(xt+1,Bt+1)− q(xt+1)‖2
(c)
≤ (1− at+1)2E‖qt − q(xt)‖2 + 2
1
B
L2(1− at+1)2E‖xt+1 − xt‖2 + 2 1
B
a2t+1σ
2 ,
(3.6)
which is just (3.3). Here the estimate (b) uses E‖X − EX‖2 ≤ E‖X‖2; the estimate
(c) uses the finite variance, stochastic Lipschitz conditions and the fact that the mini-
batch B of size B from {1, 2, ..., n} if sampled uniformly randomly from {1, 2, ..., n} with
replacement, so that
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E‖q(xt+1,Bt+1)− q(xt+1)‖2 = E
∥∥∥∥∥ 1B ∑i∈Bt+1(qi(xt+1)− q(xt+1))
∥∥∥∥∥
2
=
1
B2
E
∑
i∈Bt+1
‖qi(xt+1)− q(xt+1)‖2
=
1
B
E‖qi(xt+1)− q(xt+1)‖2 ≤ σ
2
B
,
and
E‖q(xt+1,Bt+1)− q(xt,Bt+1)‖2 = E
∥∥∥∥∥ 1B ∑i∈Bt+1(qi(xt+1)− qi(xt))
∥∥∥∥∥
2
=
1
B2
E
∑
i∈Bt+1
‖(qi(xt+1)− qi(xt))‖2
=
1
B
E ‖qi(xt+1)− qi(xt)‖2 ≤ L
2
B
E‖xt+1 − xt‖2 .
If at = a ∈ (0, 1) for all t, we can apply (3.3) recursively for t = 0, ..., T − 1 and
obtain that
T∑
t=1
E‖qt−q(xt)‖2 ≤ (1−a)2
T−1∑
t=0
E‖qt−q(xt)‖2+
2
B
L2(1−a)2
T−1∑
t=0
E‖xt+1−xt‖2+2Ta
2σ2
B
.
(3.7)
This gives
a
T−1∑
t=0
E‖qt − q(xt)‖2
=
T−1∑
t=0
E‖qt − q(xt)‖2 − (1− a)
T−1∑
t=0
E‖qt − q(xt)‖2
(a)
≤
T∑
t=1
E‖qt − q(xt)‖2 − (1− a)2
T−1∑
t=0
E‖qt − q(xt)‖2 + [E‖q0 − q(x0)‖2 −E‖qT − q(xT )‖2]
(b)
≤ 2
B
L2(1− a)2
T−1∑
t=0
E‖xt+1 − xt‖2 + 2Ta
2σ2
B
+ 2E‖q0 − q(x0)‖2
(c)
≤ 2
B
L2
T−1∑
t=0
E‖xt+1 − xt‖2 + 2Ta
2σ2
B
+ 2E‖q0 − q(x0)‖2
Here in (a) we used (1−a) ≥ (1−a)2; in (b) we used (3.7) and in (c) we used a ∈ (0, 1).
Dividing by a on both sides we obtain (3.4).
Notice that Lemma 3.1 can also be applied to the case when the q’s are matrices,
but in that case in both assumptions and conclusions we have to replace all the operator
norms ‖ · ‖ by Frobenius norms ‖ · ‖F correspondingly, since this is needed to conclude
the last step in (3.5) as well as the fact that E‖q(xt+1,Bt+1) − q(xt+1)‖2F ≤
σ2
B
and
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E‖q(xt+1,Bt+1) − q(xt,Bt+1)‖2F ≤
L2
B
E‖xt+1 − xt‖2. So we have the following corre-
sponding assumptions and inequalities for matrix-valued q:
Assume
(1) (finite variance) For a random index i chosen uniformly randomly from {1, 2, ..., n}
we have E‖qi(x)− q(x)‖2F ≤ σ2;
(2) (stochastic Lipschitz) For a random index i chosen uniformly randomly from
{1, 2, ..., n} and any x, y we have E‖qi(x)− qi(y)‖2F ≤ L2‖x− y‖2.
Then conclude
(a)
E‖qt+1−q(xt+1)‖2F ≤ (1−at+1)2E‖qt−q(xt)‖2F+
2
B
L2(1−at+1)2E‖xt+1−xt‖2+ 2
B
a2t+1σ
2 ;
(b)
T−1∑
t=0
E‖qt − q(xt)‖2F ≤
2
a
[
1
B
L2
T−1∑
t=0
E‖xt+1 − xt‖2 + Ta
2σ2
B
+E‖q0 − q(x0)‖2F
]
.
These are indeed why we need ‖ ·‖F type assumptions in our Assumptions 2 and 4.
To make our notations simpler, below we will not distinguish ‖A‖ and ‖A‖F when A is a
matrix, and write both as ‖A‖. This will not harm our proof, since indeed ‖A‖ ≤ ‖A‖F ,
and our Assumptions 2 and 4 in terms of ∂g are already strengthened to the case of
Frobenius norms. With all these, Lemma 3.1 can be directly applied to q = g and
q = ∂g, so that we obtain
Corollary 3.1 (Error Estimate for g and G sequences). We have
E‖gt+1−g(xt+1)‖2 ≤ (1−ag)2E‖gt−g(xt)‖2+
2
Bg
M2gE‖xt+1−xt‖2+
2
Bg
(ag)
2H3 , (3.8)
E‖Gt+1−∂g(xt+1)‖2 ≤ (1−a∂g)2E‖Gt−∂g(xt)‖2+ 2
B∂g
L2gE‖xt+1−xt‖2+
2
B∂g
(a∂g)
2H2 ,
(3.9)
T−1∑
t=0
E‖gt − g(xt)‖2 ≤
2
ag
[
1
Bg
M2g
T−1∑
t=0
E‖xt+1 − xt‖2 +
Ta2gH3
Bg
+E‖g0 − g(x0)‖2
]
,
(3.10)
T−1∑
t=0
E‖Gt−∂g(xt)‖2 ≤ 2
a∂g
[
1
B∂g
L2g
T−1∑
t=0
E‖xt+1 − xt‖2 +
Ta2∂gH2
B∂g
+E‖G0 − ∂g(x0)‖2
]
.
(3.11)
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We notice that (3.8) and (3.10) also give us an estimate for
T−1∑
t=0
E‖gt+1 − gt‖2:
Lemma 3.2 (Incremental Estimate for g sequence). We have
T−1∑
t=0
E‖gt+1 − gt‖2
≤
[
12M2g
agBg
+
6M2g
Bg
+ 3M2g
]
T−1∑
t=0
E‖xt+1 − xt‖2
+
12TagH3
Bg
+
12
ag
E‖g0 − g(x0)‖2 +
6T
Bg
(ag)
2H3 .
(3.12)
Proof. We can easily estimate, using (3.8) and the inequality that E‖a + b + c‖2 ≤
3(E‖a‖2 +E‖b‖2 +E‖c‖2), as well as 0 ≤ 1− ag ≤ 1, the following
E‖gt+1 − gt‖2
= E‖(gt+1 − g(xt+1)) + (g(xt+1)− g(xt)) + (g(xt)− gt)‖2
≤ 3E‖gt+1 − g(xt+1)‖2 + 3E‖g(xt+1)− g(xt)‖2 + 3E‖g(xt)− gt‖2
≤ 3[(1 − ag)2 + 1]E‖gt − g(xt)‖2 +
[
6
Bg
M2g (1− ag)2 + 3M2g
]
E‖xt+1 − xt‖2 + 6
Bg
(ag)
2H3
≤ 6E‖gt − g(xt)‖2 + 3M2g
[
2
Bg
+ 1
]
E‖xt+1 − xt‖2 + 6
Bg
(ag)
2H3 .
(3.13)
Summing from t = 0 to t = T − 1, and making use of (3.10) we obtain
T−1∑
t=0
E‖gt+1 − gt‖2
≤ 12
ag
[
1
Bg
M2g
T−1∑
t=0
E‖xt+1 − xt‖2 +
Ta2gH3
Bg
+E‖g0 − g(x0)‖2
]
+3
[
2M2g
Bg
+M2g
]
T−1∑
t=0
E‖xt+1 − xt‖2 + 6T
Bg
(ag)
2H3 ,
which is (3.12).
Similarly, (3.9) and (3.11) give us an estimate for
T−1∑
t=0
E‖Gt+1 −Gt‖2:
Lemma 3.3 (Incremental Estimate for the G sequence). We have
T−1∑
t=0
E‖Gt+1 −Gt‖2
≤
[
12L2g
a∂gB∂g
+
6L2g
B∂g
+ 3L2g
]
T−1∑
t=0
E‖xt+1 − xt‖2
+
12Ta∂gH2
B∂g
+
12
a∂g
E‖G0 − ∂g(x0)‖2 + 6T
B∂g
(a∂g)
2H2 .
(3.14)
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Proof. We can easily estimate, using (3.9) and the inequality that E‖a + b + c‖2 ≤
3(E‖a‖2 +E‖b‖2 +E‖c‖2), as well as 1− a∂g ≤ 1, the following
E‖Gt+1 −Gt‖2
= E‖(Gt+1 − ∂g(xt+1)) + (∂g(xt+1)− ∂g(xt)) + (∂g(xt)−Gt)‖2
≤ 3E‖Gt+1 − ∂g(xt+1)‖2 + 3E‖∂g(xt+1)− ∂g(xt)‖2 + 3E‖∂g(xt)−Gt‖2
≤ 3[(1 − a∂g)2 + 1]E‖Gt − ∂g(xt)‖2 +
[
6
B∂g
L2g(1− a∂g)2 + 3L2g
]
E‖xt+1 − xt‖2 + 6
B∂g
(a∂g)
2H2
≤ 6E‖Gt − ∂g(xt)‖2 + 3
[
2L2g
B∂g
+ L2g
]
E‖xt+1 − xt‖2 + 6
B∂g
(a∂g)
2H2 .
(3.15)
Summing from t = 0 to t = T − 1 and making use of (3.11) we obtain
T−1∑
t=0
E‖Gt+1 −Gt‖2
≤ 12
a∂g
[
1
B∂g
L2g
T−1∑
t=0
E‖xt+1 − xt‖2 +
Ta2∂gH2
B∂g
+E‖G0 − ∂g(x0)‖2
]
+3
[
2L2g
B∂g
+ L2g
]
T−1∑
t=0
E‖xt+1 − xt‖2 + 6T
B∂g
(a∂g)
2H2 ,
which is (3.14).
To obtain recursive estimates of similar type for F sequence, a little bit more
involved technicalities are necessary.
We shall first provide an auxiliary lemma on the estimate of ‖Gt‖. This is done
through the following two lemmas. The first one is an easy incremental estimate of the
x-sequence that will also be used later.
Lemma 3.4 (Incremental Estimate for the x-sequence). We have, for all t ≥ 0, that
‖xt+1 − xt‖ ≤ ηε . (3.16)
Proof. By our STORM-Compositional Algorithm 1 we know that xt+1−xt = −γt(x˜t+1−
xt). Since γt ≤ ηε‖x˜t+1 − xt‖ , we see that ‖xt+1 − xt‖ ≤ ηε, as desired.
Now we can estimate ‖Gt‖ uniformly.
Lemma 3.5 (Uniform bound of the norm of G-sequence). When a∂g ∈ (0, 1), for all
t ≥ 0 we have
‖Gt‖ < 2Mg + Lgηε
a∂g
. (3.17)
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Proof. It is easy to see from the G-iteration in Algorithm 1 that we have
‖Gt+1‖
(a)
≤ (1− a∂g)‖Gt‖+ a∂g‖∂g(xt+1,B∂gt+1)‖+ (1− a∂g)‖∂g(xt+1,B∂gt+1)− ∂g(xt,B∂gt+1)‖
= (1− a∂g)‖Gt‖+ a∂g
∥∥∥∥∥∥ 1B∂g ∑i∈B∂gt+1 ∂gi(xt+1)
∥∥∥∥∥∥+ (1− a∂g)
∥∥∥∥∥∥ 1B∂g ∑i∈B∂gt+1(∂gi(xt+1)− ∂gi(xt))
∥∥∥∥∥∥
(b)
≤ (1− a∂g)‖Gt‖+ a∂gMg + (1− a∂g)Lg‖xt+1 − xt‖
(c)
≤ (1− a∂g)‖Gt‖+ a∂gMg + (1− a∂g)Lgηε .
Here in (a) we used triangle inequality; in (b) we used Assumptions 2 and 3; in (c) we
used Lemma 3.4.
Thus we have
‖Gt‖ ≤ (1− a∂g)‖Gt−1‖+ a∂gMg + (1− a∂g)Lgηε
≤ (1− a∂g)2‖Gt−2‖+ a∂gMg(1 + (1− a∂g)) + (1− a∂g)Lgηε(1 + (1− a∂g))
≤ ...
≤ (1− a∂g)t‖G0‖+ a∂gMg(1 + (1− a∂g) + ...+ (1− a∂g)t−1)
+(1− a∂g)Lgηε(1 + (1− a∂g) + ...+ (1− a∂g)t−1)
< (1− a∂g)t
∥∥∥∥∥ 1Sg ∑i∈Sg
0
∂gi(x0)
∥∥∥∥∥+ a∂gMg 11− (1− a∂g) + (1− a∂g)Lgηε 11 − (1− a∂g)
(a)
< 2Mg +
Lgηε
a∂g
,
as desired. Here in (a) we used Assumption 3.
Let us provide a recursive estimate of ‖F t‖.
Lemma 3.6. We have
E‖F t+1 − (Gt+1)T∇f(gt+1)‖2
≤ (1− aΦ)2E‖F t − (Gt)T∇f(gt)‖2
+
4
Bf
(1− aΦ)2
[
M2fE‖Gt+1 −Gt‖2 + L2f
(
2Mg +
Lgηε
a∂g
)2
E‖gt+1 − gt‖2
]
+
2
Bf
(aΦ)
2
(
2Mg +
Lgηε
a∂g
)2
H1 .
(3.18)
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Proof. First we have
E
[‖F t+1 − (Gt+1)T∇f(gt+1)‖2∣∣Ft]
= E
[
‖(1− aΦ)F t + aΦ(Gt+1)T∇f(gt+1,Bft+1)
+(1− aΦ)[(Gt+1)T∇f(gt+1,Bft+1)− (Gt)T∇f(gt,Bft+1)]− (Gt+1)T∇f(gt+1)‖2
∣∣∣Ft]
= E
[
‖(1− aΦ)(F t − (Gt)T∇f(gt)) + (1− aΦ)[(Gt)T∇f(gt)− (Gt)T∇f(gt,Bft+1)]
+[(Gt+1)
T∇f(gt+1,Bft+1)− (Gt+1)T∇f(gt+1)]‖2
∣∣∣Ft]
(a)
= (1− aΦ)2‖F t − (Gt)T∇f(gt)‖2
+E
[
‖(1 − aΦ)[(Gt)T∇f(gt)− (Gt)T∇f(gt,Bft+1)]
+[(Gt+1)
T∇f(gt+1,Bft+1)− (Gt+1)T∇f(gt+1)]‖2
∣∣∣Ft]
= (1− aΦ)2‖F t − (Gt)T∇f(gt)‖2 + (I) ,
(3.19)
where
(I) = E
[
‖(1 − aΦ)(Gt)T (∇f(gt)−∇f(gt,Bft+1))
+(Gt+1))
T (∇f(gt+1,Bft+1)−∇f(gt+1))‖2
∣∣∣Ft] .
Here in (a) we have used the fact that for random variable a ∈ Fa and E[b|Fa] =
0 we have E[‖a + b‖2|Fa] = a2 + E[‖b‖2|Fa], as well as the fact that when we take
expectation with respect to minibatch Bf , we always have E[(1 − aΦ)[(Gt)∇f(gt) −
(Gt)
T∇f(gt,Bft+1)] + [(Gt+1)T∇f(gt+1,Bft+1)− (Gt+1)T∇f(gt+1)]|Ft] = 0.
For part (I), we apply a similar argument as in (3.5), so that we have
(I)
= E
[
‖(1− aΦ)
{
(Gt)
T [(∇f(gt)−∇f(gt,Bft+1)]− (Gt+1)T [∇f(gt+1)−∇f(gt+1,Bft+1)]
}
+aΦ(Gt+1)
T (∇f(gt+1,Bft+1)−∇f(gt+1))‖2|Ft]
(a)
≤ 2(1− aΦ)2E
[
‖
(
(Gt+1)
T∇f(gt+1,Bft+1)− (Gt)T∇f(gt,Bft+1)
)
− ((Gt+1)T∇f(gt+1)− (Gt)T∇f(gt))]‖2∣∣Ft]
+2(aΦ)
2E
[
‖(Gt+1))T (∇f(gt+1,Bft+1)−∇f(gt+1))‖2
∣∣∣Ft]
(b)
≤ 2(1− aΦ)2E
[
‖
(
(Gt+1))
T∇f(gt+1,Bft+1)− (Gt)T∇f(gt,Bft+1)
)
− ((Gt+1)T∇f(gt+1)− (Gt)T∇f(gt))]‖2∣∣Ft]
+2(aΦ)
2
(
2Mg +
Lgηε
a∂g
)2
E
[
‖∇f(gt+1,Bft+1)−∇f(gt+1)‖2
∣∣∣Ft] .
Here in (a) we used the fact that for two vectors a, b we have E‖a+b‖2 ≤ 2(E‖a‖2+
E‖b‖2); in (b) we used Lemma 3.5.
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Taking Expectation on both sides and mimicking (3.6), we obtain that
E(I)
= 2(1 − aΦ)2E
[(
(Gt+1)
T∇f(gt+1,Bft+1)− (Gt)T∇f(gt,Bft+1)
)
− ((Gt+1)T∇f(gt+1)− (Gt)T∇f(gt))]‖2]
+2(aΦ)
2
(
2Mg +
Lgηε
a∂g
)2
E
[
‖∇f(gt+1,Bft+1)−∇f(gt+1)‖2
]
(a)
≤ 2(1 − aΦ)2E
[∥∥∥(Gt+1)T∇f(gt+1,Bft+1)− (Gt)T∇f(gt,Bft+1)∥∥∥2]
+2(aΦ)
2
(
2Mg +
Lgηε
a∂g
)2
E
[
‖∇f(gt+1,Bft+1)−∇f(gt+1)‖2
]
(b)
=
2
Bf
(1 − aΦ)2E
[∥∥(Gt+1)T∇fi(gt+1)− (Gt)T∇fi(gt)∥∥2]
+
2
Bf
(aΦ)
2
(
2Mg +
Lgηε
a∂g
)2
E‖∇fi(gt+1)−∇f(gt+1)‖2
(c)
≤ 2
Bf
(1 − aΦ)2 · 2
[
M2fE‖Gt+1 −Gt‖2 + L2f
(
2Mg +
Lgηε
a∂g
)2
E‖gt+1 − gt‖2
]
+
2
Bf
(aΦ)
2
(
2Mg +
Lgηε
a∂g
)2
H1 .
(3.20)
Here in (a) we used the fact that E‖X −EX‖2 ≤ E‖X‖2, and the fact that when sam-
pling the minibatches Bft+1 with replacement we have EB
f
t+1[(Gt+1)
T∇f(gt+1,Bft+1) −
(Gt)
T∇f(gt,Bft+1)] = (Gt+1)T∇f(gt+1)− (Gt)T∇f(gt), where the expectation EB
f
t+1 is
taken with respect to Bft+1; in (b) we used the fact that the minibatches Bf are sampled
with replacement; in (c) we used Assumption 2, Assumption 4, Lemma 3.5 and the fact
E‖a+ b‖2 ≤ 2E(‖a‖2 + ‖b‖2).
Putting (3.20) and (3.19) together, we obtain (3.18).
Mimicking again (3.4), we can obtain the sum estimate for E‖F t− (Gt)T∇f(gt)‖2.
We obtain
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Lemma 3.7 (Error Estimate for F sequence). We have
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2
≤ 4M
2
f
aΦBf
{[
12L2g
a∂gB∂g
+
6L2g
B∂g
+ 3L2g
]
T−1∑
t=0
E‖xt+1 − xt‖2
+
12Ta∂gH2
B∂g
+
12
a∂g
E‖G0 − ∂g(x0)‖2 + 6T
B∂g
(a∂g)
2H2
}
+
4L2f
aΦBf
(
2Mg +
Lgηε
a∂g
){[
12M2g
agBg
+
6M2g
Bg
+ 3M2g
]
T−1∑
t=0
E‖xt+1 − xt‖2
+
12TagH3
Bg
+
12
ag
E‖g0 − g(x0)‖2 +
6T
Bg
(ag)
2H3
}
+
2T
Bf
(aΦ)
(
2Mg +
Lgηε
a∂g
)2
H1 +
1
aΦ
E‖F 0 − (G0)T∇f(g0)‖2 .
(3.21)
Proof. We sum (3.18) from t = 0 to t = T − 1 and we obtain that
T∑
t=1
E‖F t − (Gt)T∇f(gt)‖
≤ (1− aΦ)2
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2
+
4
Bf
(1− aΦ)2
[
M2f
T−1∑
t=0
E‖Gt+1 −Gt‖2 + L2f
(
2Mg +
Lgηε
a∂g
)2 T−1∑
t=0
E‖gt+1 − gt‖2
]
+
2T
Bf
(aΦ)
2
(
2Mg +
Lgηε
a∂g
)2
H1 .
(3.22)
By the fact that (1− aΦ)2 ≤ 1− aΦ this gives that
aΦ
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2
=
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2 − (1− aΦ)
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2
≤
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2 − (1− aΦ)2
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2
=
T∑
t=1
E‖F t − (Gt)T∇f(gt)‖2 − (1− aΦ)2
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2
+E‖F 0 − (G0)T∇f(g0)‖2 −E‖F T − (GT )T∇f(gT )‖2
(a)
≤ 4
Bf
(1− aΦ)2
[
M2f
T−1∑
t=0
E‖Gt+1 −Gt‖2 + L2f
(
2Mg +
Lgηε
a∂g
)2 T−1∑
t=0
E‖gt+1 − gt‖2
]
+
2T
Bf
(aΦ)
2
(
2Mg +
Lgηε
a∂g
)2
H1 +E‖F 0 − (G0)T∇f(g0)‖2 .
Here in (a) we used (3.22). Dividing on both sides by aΦ and noticing that 1−aΦ ≤ 1
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we obtain
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2
≤ 1
aΦ
{
4
Bf
[
M2f
T−1∑
t=0
E‖Gt+1 −Gt‖2 + L2f
(
2Mg +
Lgηε
a∂g
)2 T−1∑
t=0
E‖gt+1 − gt‖2
]
+
2T
Bf
(aΦ)
2
(
2Mg +
Lgηε
a∂g
)2
H1 +E‖F 0 − (G0)T∇f(g0)‖2
}
.
(3.23)
Now we combine (3.23), (3.12), (3.14) and we obtain
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2
≤ 4M
2
f
aΦBf
{[
12L2g
a∂gB∂g
+
6L2g
B∂g
+ 3L2g
]
T−1∑
t=0
E‖xt+1 − xt‖2
+
12Ta∂gH2
B∂g
+
12
a∂g
E‖G0 − ∂g(x0)‖2 + 6T
B∂g
(a∂g)
2H2
}
+
4L2f
aΦBf
(
2Mg +
Lgηε
a∂g
){[
12M2g
agBg
+
6M2g
Bg
+ 3M2g
]
T−1∑
t=0
E‖xt+1 − xt‖2
+
12TagH3
Bg
+
12
ag
E‖g0 − g(x0)‖2 +
6T
Bg
(ag)
2H3
}
+
2T
Bf
(aΦ)
(
2Mg +
Lgηε
a∂g
)2
H1 +
1
aΦ
E‖F 0 − (G0)T∇f(g0)‖2
which is (3.21).
We notice that the estimates (3.10), (3.11), (3.12), (3.14) and (3.21) have the same
asymptotic structure, indeed we have
Lemma 3.8 (Asymptotic Choice of the parameters and IFO complexity). If we choose
η ∼ O(1), ag, a∂g, aΦ ∼ O(ε), Bg, B∂g, Bf , Sg, S∂g, Sf ∼ O(ε−1) and T ∼ O(ε−2), then
we have
1
T
T−1∑
t=0
E‖gt − g(xt)‖2 . O(ε2) , (3.24)
1
T
T−1∑
t=0
E‖Gt − ∂g(xt)‖2 . O(ε2) , (3.25)
1
T
T−1∑
t=0
E‖gt+1 − gt‖2,
1
T
T−1∑
t=0
E‖Gt+1 −Gt‖2 . O(ε2) , (3.26)
1
T
T−1∑
t=0
E‖F t −Gt∇f(gt)‖2 . O(ε2) . (3.27)
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In this case, the IFO complexity of Algorithm 1 is of order O(ε−2 + ε−3). When
ε > 0 is small, this is simply O(ε−3).
Proof. Take (3.24) as an example, we recall that by (3.10) we have
1
T
T−1∑
t=0
E‖gt − g(xt)‖2 ≤
2M2g
TagBg
T−1∑
t=0
E‖xt+1 − xt‖2 + agH3
Bg
+
1
Tag
E‖g0 − g(x0)‖2 ,
In the above, when ag ∼ O(ε) and Bg ∼ O(ε−1), we see that agBg ∼ O(1). Since
‖xt+1 − xt‖2 . O(ε2) by our choice of η and Lemma 3.4, we have 1
T
2M2g
agBg
T−1∑
t=0
E‖xt+1 −
xt‖2 . O(ε2), which settles the first term. For the second term, since ag
Bg
∼ O(ε2), it is
also settled. For the last term, notice that E‖g0−g(x0)‖2 =
1
Sg
E‖gi(x0)−g(x0)‖2 ≤ H3
Sg
by Assumption 4 and our with replacement sampling of Sg0 . Then we have
1
Tag
E‖g0 −
g(x0)‖2 ≤ 1
T
H3
agSg
. O( 1
T
) = O(ε2), which is again settled. We then see that (3.11)
goes in exactly the same way.
It is easy to see that (3.26) is also valid just by (3.12) and (3.14), as well as the
arguments we used above.
Finally for (3.27), we have to notice that by our choice of the asymptotics, we have
Lgηε
a∂g
∼ O(1), as well as the fact that E‖F 0−(G0)T∇f(g0)‖2 ≤
M2gH1
Sf
, these combined
with (3.26) enables the validity of (3.27).
Since T ∼ O(ε−2) and the batchsizes Bg, B∂g, Bf , Sg, S∂g, Sf are ∼ O(ε−1), it is
easy to see that the IFO complexity of Algorithm 1 under our choice of the asymptotics
of parameters is of order ∼ O(ε−2 + ε−3).
We can now conclude a main estimate of E‖∇Φ(x̂)‖. First we have the following
general result
Proposition 3.1 (General Error Estimate). Pick η =
1
LΦ
, if
1
T
T−1∑
t=0
E‖F t −∇Φ(xt)‖2 ≤ Aε2 , (3.28)
for some A > 0, then we have the main estimate
E‖∇Φ(x̂)‖ ≤ 2LΦ∆
Tε
+
(
1
2
+A+
√
A
)
ε . (3.29)
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Proof. By a standard Taylor’s expansion argument we have
Φ(xt+1) ≤ Φ(xt) + (∇Φ(xt))T (xt+1 − xt) + LΦ
2
‖xt+1 − xt‖2
(a)
= Φ(xt) +
LΦγ
2
t
2
‖x˜t+1 − xt‖2 + γt〈∇Φ(xt), x˜t+1 − xt〉
(b)
= Φ(xt) +
LΦγ
2
t
2
‖x˜t+1 − xt‖2 + γt〈F t, x˜t+1 − xt〉+ γt〈∇Φ(xt)− F t, x˜t+1 − xt〉
(c)
= Φ(xt) +
LΦγ
2
t
2
‖x˜t+1 − xt‖2 − γt
η
‖x˜t+1 − xt‖2 + γt〈∇Φ(xt)− F t, x˜t+1 − xt〉
(d)
≤ Φ(xt) + LΦγ
2
t
2
‖x˜t+1 − xt‖2 − γt
η
‖x˜t+1 − xt‖2 + LΦγ
2
t
2
‖x˜t+1 − xt‖2 + 1
2LΦ
‖F t −∇Φ(xt)‖2
= Φ(xt)−
(
γt
η
− LΦγ2t
)
‖x˜t+1 − xt‖2 + 1
2LΦ
‖F t −∇Φ(xt)‖2
(e)
= Φ(xt)− 1
LΦ
(
γt − γ2t
) ‖F t‖2 + 1
2LΦ
‖F t −∇Φ(xt)‖2
(f)
≤ Φ(xt)− 1
2LΦ
γt‖F t‖2 + 1
2LΦ
‖F t −∇Φ(xt)‖2
(g)
≤ Φ(xt)− ε
2LΦ
‖F t‖+ ε
2
4LΦ
+
1
2LΦ
‖F t −∇Φ(xt)‖2 .
(3.30)
Here in (a), (b), (c) we used the fact that in the STORM-Compositional Algorithm 1,
our main iteration for x is given by xt+1 = xt + γt(x˜t+1 − xt), x˜t+1 = xt − ηF t; in (d)
we used the Cauchy-Schwarz inequality; in (e) we used the fact that we pick η =
1
LΦ
as well as the fact that x˜t+1 = xt − ηF t; in (f) we used the fact that in our STORM-
Compositional Algorithm 1 we pick 0 ≤ γt ≤ 1
2
and when 0 ≤ γt ≤ 1
2
we have γt− γ2t ≥
1
2
γt; in (g) we used the fact that in our STORM-Compositional Algorithm 1 we pick
γt = min
{
ε
‖F t‖ ,
1
2
}
and that γt‖F t‖2 = ε2
{
‖F t‖ε−1, 1
2
‖F t‖2ε−2
}
≥ ε‖F t‖ − 1
2
ε2,
the latter due to the elementary inequality min
{
|x|, 1
2
x2
}
≥ |x| − 1
2
for all x ∈ R.
Summing (3.30) from t = 0, 1, ..., T −1 and taking expectation on both sides allows
us to conclude that
Φ∗ ≤ E[Φ(xT )] ≤ Φ(x0)− ε
2LΦ
T−1∑
t=0
E‖F t‖+ ε
2T
4LΦ
+
1
2LΦ
T−1∑
t=0
E‖F t −∇Φ(xt)‖2 .
Rearranging the above and making use of Assumption 1 we obtain that
1
T
T−1∑
t=0
E‖F t‖ ≤ 2LΦ∆
Tε
+
ε
2
+
1
ε
(
1
T
T−1∑
t=0
E‖F t −∇Φ(xt)‖2
)
. (3.31)
Since the output x̂ in Algorithm 1 is chosen uniformly randomly from x0, ..., xT−1,
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the above further gives
E‖∇Φ(x̂)‖ = 1
T
T−1∑
t=0
E‖∇Φ(xt)‖
(a)
≤ 1
T
T−1∑
t=0
(E‖F t‖+E‖∇Φ(xt)− F t‖)
=
1
T
T−1∑
t=0
E‖F t‖+ 1
T
T−1∑
t=0
E‖∇Φ(xt)− F t‖
=
1
T
T−1∑
t=0
E‖F t‖+
[(
1
T
T−1∑
t=0
E‖∇Φ(xt)− F t‖
)2]1/2
(b)
≤ 1
T
T−1∑
t=0
E‖F t‖+
[
1
T
T−1∑
t=0
E‖∇Φ(xt)− F t‖2
]1/2
.
(3.32)
Here in (a) we used triangle inequality and in (b) we used the fact that
(
1
T
T−1∑
t=0
E‖∇Φ(xt)− F t‖
)2
≤
T−1∑
t=0
1
T 2
T−1∑
t=0
E‖∇Φ(xt)−F t‖2 = 1
T
T−1∑
t=0
E‖∇Φ(xt)−F t‖2 by Cauchy-Schwarz inequality.
Combining (3.31) and (3.32) we obtain that
E‖∇Φ(x̂)‖ ≤ 2LΦ∆
Tε
+
ε
2
+
1
ε
(
1
T
T−1∑
t=0
E‖F t −∇Φ(xt)‖2
)
+
(
1
T
T−1∑
t=0
E‖∇Φ(xt)− F t‖2
)1/2
.
(3.33)
Taking into account that
1
T
T−1∑
t=0
E‖F t−∇Φ(xt)‖2 ≤ Aε2 by (3.28), we obtain (3.29).
Combining Lemma 3.8 and Proposition 3.1, we see the following Proposition on
reaching order-ε-accurate solutions within IFO complexity ∼ O(ε−2 + ε−3).
Proposition 3.2 (Asymptotic IFO complexity to reach order-ε accurate solution). Pick
η =
1
LΦ
, and ag, a∂g, aΦ ∼ O(ε), Bg, B∂g, Bf , Sg, S∂g, Sf ∼ O(ε−1) and T ∼ O(ε−2),
then for the ootput x̂ in Algorithm 1, we have E‖∇Φ(x̂)‖ ≤ O(ε) within IFO complexity
∼ O(ε−2 + ε−3).
Proof. Since ∇Φ(x) = (∂g(x))T∇f(g(x)), we can estimate
T−1∑
t=0
E‖F t −∇Φ(xt)‖2 using
the expansion
T−1∑
t=0
E‖F t −∇Φ(xt)‖2
≤ 3
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2 + 3
T−1∑
t=0
E‖(Gt)T∇f(gt)− (∂g(xt))T∇f(gt)‖2
+3
T−1∑
t=0
E‖(∂g(xt))T∇f(gt)− (∂g(xt))T∇f(g(xt))‖2
≤ 3
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2 + 3M2f
T−1∑
t=0
E‖Gt − ∂g(xt)‖2 + 3M2gL2f
T−1∑
t=0
E‖gt − g(xt)‖2 .
(3.34)
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Then we see that by Lemma 3.8, the choices of the a and batchsize parameters enable
1
T
T−1∑
t=0
E‖F t−∇Φ(xt)‖2 . O(ε2), which enables us to use Proposition 3.1 and conclude.
We shall then turn to more precise estimates of the IFO complexity for reaching an
ε-accurate solution and to select the a and batchsize sequences that optimizes the IFO
complexity. Thus we estimate with exact coefficients the error
1
T
T−1∑
t=0
E‖F t−∇Φ(xt)‖2.
Lemma 3.9 (Error Estimate of E‖F t −∇Φ(xt)‖2). We have
1
T
T−1∑
t=0
E‖F t −∇Φ(xt)‖2
≤
{
36M2fL
2
g
aΦBf
[
4
a∂gB∂g
+
2
B∂g
+ 1
]
+
36L2fM
2
g
aΦBf
(
2Mg +
Lgηε
a∂g
)[
4
agBg
+
2
Bg
+ 1
]
+
6M2fL
2
g
a∂gB∂g
+
6M4gL
2
f
agBg
}
η2ε2
+
6M2f
Ta∂gS∂g
(
24
aΦBf
+ 1
)
H2 +
6L2f
TagSg
(
24
aΦBf
(
2Mg +
Lgηε
a∂g
)
+M2g
)
H3 +
3M2g
TaΦSf
H1
+
72M2f a∂gH2
aΦBfB∂g
(2 + a∂g) +
72L2fagH3
aΦBfBg
(
2Mg +
Lgηε
a∂g
)
(2 + ag)
+
6aΦ
Bf
(
2Mg +
Lgηε
a∂g
)2
H1 +
6M2f a∂gH2
B∂g
+
6M2gL
2
fagH3
Bg
.
(3.35)
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Proof. Now we can combine (3.21), (3.10), (3.11), and we use (3.34), so that we obtain
T−1∑
t=0
E‖F t −∇Φ(xt)‖2
≤ 12M
2
f
aΦBf
{[
12L2g
a∂gB∂g
+
6L2g
B∂g
+ 3L2g
]
T−1∑
t=0
E‖xt+1 − xt‖2
+
12Ta∂gH2
B∂g
+
12
a∂g
E‖G0 − ∂g(x0)‖2 + 6T
B∂g
(a∂g)
2H2
}
+
12L2f
aΦBf
(
2Mg +
Lgηε
a∂g
){[
12M2g
agBg
+
6M2g
Bg
+ 3M2g
]
T−1∑
t=0
E‖xt+1 − xt‖2
+
12TagH3
Bg
+
12
ag
E‖g0 − g(x0)‖2 +
6T
Bg
(ag)
2H3
}
+
6T
Bf
(aΦ)
(
2Mg +
Lgηε
a∂g
)2
H1 +
3
aΦ
E‖F 0 − (G0)T∇f(g0)‖2
+
6M2f
a∂g
[
1
B∂g
L2g
T−1∑
t=0
E‖xt+1 − xt‖2 +
Ta2∂gH2
B∂g
+E‖G0 − ∂g(x0)‖2
]
+
6M2gL
2
f
ag
[
1
Bg
M2g
T−1∑
t=0
E‖xt+1 − xt‖2 +
Ta2gH3
Bg
+E‖g0 − g(x0)‖2
]
=
{
36M2fL
2
g
aΦBf
[
4
a∂gB∂g
+
2
B∂g
+ 1
]
+
36L2fM
2
g
aΦBf
(
2Mg +
Lgηε
a∂g
)[
4
agBg
+
2
Bg
+ 1
]
+
6M2fL
2
g
a∂gB∂g
+
6M4gL
2
f
agBg
}
T−1∑
t=0
E‖xt+1 − xt‖2
+
6M2f
a∂g
(
24
aΦBf
+ 1
)
E‖G0 − ∂g(x0)‖2
+
6L2f
ag
(
24
aΦBf
(
2Mg +
Lgηε
a∂g
)
+M2g
)
E‖g0 − g(x0)‖2
+
3
aΦ
E‖F 0 − (G0)T∇f(g0)‖2
+T
{
72M2f a∂gH2
aΦBfB∂g
(2 + a∂g) +
72L2fagH3
aΦBfBg
(
2Mg +
Lgηε
a∂g
)
(2 + ag)
+
6aΦ
Bf
(
2Mg +
Lgηε
a∂g
)2
H1 +
6M2f a∂gH2
B∂g
+
6M2gL
2
fagH3
Bg
}
.
(3.36)
We take into account that by Lemma 3.4 we have
T−1∑
t=0
E‖xt+1 − xt‖2 ≤ Tη2ε2. We
also notice that since the initial batches are sampled with replacement we have E‖g0 −
g(x0)‖2 ≤ H3
Sg
, E‖G0 − ∂g(x0)‖2 ≤ H2
S∂g
and E‖F 0 − (G0)∇f(g0)‖2 ≤
M2gH1
Sf
. Taking
all these into account, (3.36) yields (3.35).
Remark 3.1 (The effectiveness of the a-parameters). We see from the estimate (3.35)
that each term in the upper bound on the right hand side contains a factor related to ag,
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a∂g or aΦ. These parameters are used to tune the convergence without using adaptive
learning rates or inner loop restart mechanisms. The use of exponential moving average
estimator thus allows us to do continuous training without restarting the iterations.
The next Lemma characterizes the IFO complexity of Algorithm 1 in a precise way.
Lemma 3.10 (total IFO complexity). The total IFO complexity of Algorithm 1 is given
by
IFO = Sg + S∂g + Sf + T (Bg +B∂g +Bf ) . (3.37)
Proof. We see from Algorithm 1 that the initialization has an IFO complexity Sg +
S∂g + Sf due to the sampling of initial minibatches S0g ,S∂g0 and S0f , and in each loop
we have Bg queries of g, B∂g queries of ∂g and Bf queries of f , due to the sampling of
minibatches Bgt+1,B∂gt+1 and Bft+1, so the total IFO complexity is given by (3.37).
We pick ag = αgε, a∂g = α∂gε, aΦ = αΦε, Bg = βgε
−1, B∂g = β∂gε−1, Bf = βfε−1,
Sg = γgε
−1, S∂g = γ∂gε−1, Sf = γfε−1 where the α’s, β’s and γ’s are to be determined
constants of order 1, then we set T =
32
3
LΦ∆ε
−2 and A =
1
16
in Proposition 3.1, and
we obtain the following
Theorem 1 (IFO complexity to reach ε-accuracy). Under the choice of parameters
ag = αgε, a∂g = α∂gε, aΦ = αΦε, Bg = βgε
−1, B∂g = β∂gε−1, Bf = βfε−1, Sg = γgε−1,
S∂g = γ∂gε
−1, Sf = γfε−1 and T =
32
3
LΦ∆ε
−2, η =
1
LΦ
, we have E‖∇Φ(x̂)‖ ≤ ε for
the optput x̂ of Algorithm 1 if the following condition holds{
36M2fL
2
g
αΦβf
[
4
α∂gβ∂g
+
2ε
β∂g
+ 1
]
+
36L2fM
2
g
αΦβf
(
2Mg +
Lg
LΦα∂g
)[
4
αgβg
+
2ε
βg
+ 1
]
+
6M2fL
2
g
α∂gβ∂g
+
6M4gL
2
f
αgβg
}
1
L2Φ
+
6M2fH2
32
3 LΦ∆α∂gγ∂g
(
24
αΦβf
+ 1
)
+
6L2fH3
32
3 LΦ∆αgγg
(
24
αΦβf
(
2Mg +
Lg
LΦα∂g
)
+M2g
)
+
3M2gH1
32
3 LΦ∆αΦγf
+
72M2fα∂gH2
αΦβfβ∂g
(2 + α∂gε) +
72L2fαgH3
αΦβfβg
(
2Mg +
Lg
LΦα∂g
)
(2 + αgε)
+
6αΦ
βf
(
2Mg +
Lg
LΦα∂g
)2
H1 +
6M2fα∂gH2
β∂g
+
6M2gL
2
fαgH3
βg
≤ 1
16
.
(3.38)
The total IFO complexity of Algorithm 1 in this case is given by
IFO = (γg + γ∂g + γf )ε
−1 +
32
3
LΦ∆(βg + β∂g + βf )ε
−3 . (3.39)
We can do the following optimization problem to find best IFO complexity:
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Minimizing the IFO complexity: Minimize the RHS of (3.39)
subject to the constraint (3.38).
(∗)
While solving the exact minimization problem (∗) directly is hard due to the alge-
braically complicated structure of the constraint (3.38), we notice that the parameters
ag, a∂g and aΦ has not been chosen yet. We can adopt the following strategy to find an
approximate optimal solution: first we pick ag, a∂g and aΦ, then the constraint (3.38)
will only involve the β and γ’s, so that we can optimize the IFO under this relaxed
constraint. These considerations enable us to obtain the following
Proposition 3.3 (Choice of parameters to reach ε-accurate solution). We pick the
accuracy parameter
0 < ε < min
(
1, 72LΦMgL
2
f
√
H3,
72LΦM
2
f
√
H2
Lg
)
, (3.40)
and we set
K0 =
4M2f
Bf
(
1
24M2f
+
3L2g
L2Φ
+ 1
)
+
4L2f
Bf
(2Mg+
√
H2)
(
1
24M2gL
2
f
+
3M2g
L2Φ
+ 1
)
. (3.41)
Then we choose
ag =
Mg
LΦ
√
H3
ε, a∂g =
Lg
LΦ
√
H2
ε, aΦ =
√
K0
2(2Mg +
√
H2)H1
ε; (3.42)
Bg =
864M3gL
2
f
√
H3
LΦ
ε−1, B∂g =
864M2fLg
√
H2
LΦ
ε−1, Bf = 432
√
2(2Mg +
√
H2)H1K0ε
−1 ;
(3.43)
Sg =
81MgL
2
fH
3/2
3
∆
ε−1, S∂g =
81M2fH
3/2
2
∆Lg
ε−1, Sf =
M2gH1
32
3 LΦ∆K0
432
√
2(2Mg +
√
H2)H1K0ε
−1 .
(3.44)
We also pick
η =
1
LΦ
, T =
32
3
LΦ∆ε
−2 . (3.45)
Then Algorithm 1 reaches an ε-accurate solution E‖∇Φ(x̂‖ ≤ ε with IFO complexity
IFO =
(
81MgL
2
fH
3/2
3
∆
+
81M2fH
3/2
2
∆Lg
+
M2gH1
32
3 LΦ∆K0
432
√
2(2Mg +
√
H2)H1K0
)
· ε−1
+
(
864M3gL
2
f
√
H3
LΦ
+
864M2fLg
√
H2
LΦ
+ 432
√
2(2Mg +
√
H2)H1K0
)
· ε−3 .
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Proof. We look at (3.34), and we pick the a-parameters so that
1
T
T−1∑
t=0
E‖gt − g(xt)‖2 ≤
ε2
9 · 16M2gL2f
,
1
T
T−1∑
t=0
E‖Gt − ∂g(xt)‖2 ≤ ε
2
9 · 16M2f
,
1
T
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2 ≤
ε2
9 · 16 .
(3.46)
Using (3.10), Lemma 3.4 and the fact that E‖g0−g(x0)‖2 ≤
H3
Sg
, the first inequality
in (3.46) is satisfied if we have
2M2g
αgβgL
2
Φ
+
2H3
32
3 LΦ∆αgγg
+
2αgH3
βg
≤ 1
9 · 16M2gL2f
. (3.47)
To match inequality (3.47), we set the three term equal, so that
2M2g
αgβgL
2
Φ
=
2H3
32
3 LΦ∆αgγg
=
2αgH3
βg
, this gives
αg =
Mg
LΦ
√
H3
(3.48)
and γg =
βgH3LΦ
32
3 ∆M
2
g
. The constraint (3.47) then becomes a simple constraint
6Mg
√
H3
βgLΦ
≤
1
9 · 16M2gL2f
, giving βg ≥
864M3gL
2
f
√
H3
LΦ
. So we can choose
βg =
864M3gL
2
f
√
H3
LΦ
and γg =
81MgL
2
fH
3/2
3
∆
. (3.49)
We pick α∂g, β∂g, γ∂g in an exactly the same way using (3.11), Lemma 3.4 and the
fact that E‖G0−∂g(x0)‖2 ≤ H2
S∂g
. Thus the second inequality in (3.46) is satisfied if we
have
2L2g
α∂gβ∂gL
2
Φ
+
2H2
32
3 LΦ∆α∂gγ∂g
+
2α∂gH2
β∂g
≤ 1
9 · 16M2f
. (3.50)
Again we set
2L2g
α∂gβ∂gL
2
Φ
=
2H2
32
3 LΦ∆α∂gγ∂g
=
2α∂gH2
β∂g
, and this gives
α∂g =
Lg
LΦ
√
H2
(3.51)
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and γ∂g =
β∂gH2LΦ
32
3 ∆L
2
g
. The constraint (3.50) then becomes a simple constraint
6Lg
√
H2
β∂gLΦ
≤
1
9 · 16M2f
, giving β∂g ≥
864M2fLg
√
H2
LΦ
. So we can choose
β∂g =
864M2fLg
√
H2
LΦ
and γ∂g =
81M2fH
3/2
2
∆Lg
. (3.52)
Finally we can pick the parameters for the F -iteration.
Indeed we first observe that we can write (3.12) as
1
T
T−1∑
t=0
E‖gt+1 − gt‖2
(a)
≤ 6
T
T−1∑
t=0
E‖gt − g(xt)‖2 + 3M2g
[
2
Bg
+ 1
]
1
T
T−1∑
t=0
E‖xt+1 − xt‖2 +
6a2gH3
Bg
(b)
≤ 6ε
2
9 · 16M2gL2f
+ 3M2g
(
1 +
2LΦ
864M3gL
2
f
√
H3
ε
)
1
L2Φ
ε2 +
6
864LΦMgL
2
f
√
H3
ε3
=
(
1
24M2gL
2
f
+
3M2g
L2Φ
)
ε2 +
1
72LΦMgL
2
f
√
H3
ε3 .
(3.53)
Here in (a) we used (3.13) and in (b) we used (3.48), (3.49).
Similarly we have
1
T
T−1∑
t=0
E‖Gt+1 −Gt‖2
(a)
≤ 6
T
T−1∑
t=0
E‖Gt − ∂g(xt)‖2 + 3L2g
[
2
B∂g
+ 1
]
1
T
T−1∑
t=0
E‖xt+1 − xt‖2 + 6(a∂g)
2H2
B∂g
(b)
≤ 6ε
2
9 · 16M2f
+ 3L2g
(
1 +
2LΦ
864M2fLg
√
H2
ε
)
1
L2Φ
ε2 +
6Lgε
3
864LΦM2f
√
H2
=
(
1
24M2f
+
3L2g
L2Φ
)
ε2 +
Lg
72LΦM2f
√
H2
ε3 .
(3.54)
Here in (a) we used (3.15) and in (b) we used (3.51), (3.52).
We pick the desired precision parameter ε such that
0 < ε < min
(
1, 72LΦMgL
2
f
√
H3,
72LΦM
2
f
√
H2
Lg
)
, (3.55)
so that
1
T
T−1∑
t=0
E‖gt+1 − gt‖2 ≤
(
1
24M2gL
2
f
+
3M2g
L2Φ
+ 1
)
ε2 ,
1
T
T−1∑
t=0
E‖Gt+1 −Gt‖2 ≤
(
1
24M2f
+
3L2g
L2Φ
+ 1
)
ε2 .
(3.56)
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We put these two estimates in (3.23), and notice that 2Mg+
Lgηε
a∂g
= 2Mg+
Lg
LΦ
Lg
LΦ
√
H2
=
2Mg +
√
H2 so that the coefficient of
1
aΦBf
is estimated by
4
Bf
[
M2f
T−1∑
t=0
E‖Gt+1 −Gt‖2 + L2f
(
2Mg +
Lgηε
a∂g
)2 T−1∑
t=0
E‖gt+1 − gt‖2
]
≤
[
4M2f
Bf
(
1
24M2f
+
3L2g
L2Φ
+ 1
)
+
4L2f
Bf
(2Mg +
√
H2)
(
1
24M2gL
2
f
+
3M2g
L2Φ
+ 1
)]
Tε2 .
(3.57)
Denote
K0 =
4M2f
Bf
(
1
24M2f
+
3L2g
L2Φ
+ 1
)
+
4L2f
Bf
(2Mg+
√
H2)
(
1
24M2gL
2
f
+
3M2g
L2Φ
+ 1
)
, (3.58)
then (3.23) gives
1
T
T−1∑
t=0
E‖F t − (Gt)T∇f(gt)‖2 ≤
K0
aΦBf
ε2 +
2aΦ(2Mg +
√
H2)H1
Bf
+
M2gH1
TaΦSf
.
Here we usedE‖F 0−(G0)∇f(g0)‖2 ≤
M2gH1
Sf
. Taking into account that T =
32
3
LΦ∆ε
−2,
aΦ = αΦε and Bf = βfε
−1, Sf = γfε−1, we see from here that the third inequality in
(3.46) is reduced to
K0
αΦβf
+
M2gH1
32
3 LΦ∆αΦγf
+
2αΦ(2Mg +
√
H2)H1
βf
≤ 1
9 · 16 . (3.59)
Again we set
K0
αΦβf
=
M2gH1
32
3 LΦ∆αΦγf
=
2αΦ(2Mg +
√
H2)H1
βf
, and this gives
αΦ =
√
K0
2(2Mg +
√
H2)H1
(3.60)
and γf =
M2gH1
32
3 LΦ∆K0
βf . The constraint (3.59) then becomes a simple constraint
3K0√
K0
2(2Mg+
√
H2)H1
βf
≤
1
9 · 16, giving βf ≥ 432
√
2(2Mg +
√
H2)H1K0. So we can choose
βf = 432
√
2(2Mg +
√
H2)H1K0 and γf =
M2gH1
32
3 LΦ∆K0
432
√
2(2Mg +
√
H2)H1K0 .
(3.61)
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Figure 1: STORM-Compositional compared with other compositional optimization al-
gorithms for Portfolio Management problem (finite-sum case): Left Column: Objective
Function Value Gap (vertical axis) vs. Gradient Calculations (horizontal axis); Right
Column: Objective Function Gradient Norm (vertical axis) vs. Gradient Calculation
(horizontal axis).
With (3.49), (3.52), (3.61), the total IFO complexity is given by
IFO = (γg + γ∂g + γf )ε
−1 +
32
3
LΦ∆(βg + β∂g + βf )ε
−3
=
(
81MgL
2
fH
3/2
3
∆
+
81M2fH
3/2
2
∆Lg
+
M2gH1
32
3 LΦ∆K0
432
√
2(2Mg +
√
H2)H1K0
)
· ε−1
+
(
864M3gL
2
f
√
H3
LΦ
+
864M2fLg
√
H2
LΦ
+ 432
√
2(2Mg +
√
H2)H1K0
)
· ε−3 .
(3.62)
4 Numerical Experiments
We demonstrate in this Section 2 numerical experiments that validate our theory.
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4.1 Portfolio Optimization
We experiment here the risk-adverse portfolio management problem (see [3], [13]),
which can be formulated as
min
x∈RN
− 1
T
T∑
t=1
〈rt, x〉+ 1
T
T∑
t=1
(
〈rt, x〉 − 1
T
T∑
s=1
〈rs, x〉
)2
, (4.1)
where rt ∈ RN denotes the returns of N assets at time t, and x ∈ RN denotes the
investment quantity corresponding to N assets. The goal is to maximize the return while
controlling the variance of the portfolio. We write (4.1) as a compositional optimization
problem with two functions
g(x) =
[
x1, x2, ..., xN ,
1
T
T∑
s=1
〈rs, x〉
]⊤
, (4.2)
f(y) = − 1
T
T∑
t=1
〈rt, y\(N+1)〉+
1
T
T∑
t=1
(〈rt, y\(N+1)〉 − yN+1)2 , (4.3)
where 〈·, ·〉 is the inner product in RN and y = (y1, ..., yN+1) ∈ RN+1 and y\(N+1)
denotes the (column) subvector consisting of the first N coordinates of y. This problem
corresponds to (1.1) where we setm = n = T , gj(x) = [x1, ..., xN , 〈rj , x〉]⊤, j = 1, 2, ...,m
and fi(y) = −〈ri, y\(N+1)〉 +
(〈ri, y\(N+1)〉 − yN+1)2, i = 1, 2, ..., n. Thus it is easy to
calculate
∂gj(x) =
(
IN
rj
)
N×(N+1)
,∇fj(y) =

−r1j + 2r1j
(〈rj , y\(N+1)〉 − yN+1)
−r2j + 2r2j
(〈rj , y\(N+1)〉 − yN+1)
...
−rNj + 2rNj
(〈rj , y\(N+1)〉 − yN+1)
−2 (〈rj, y\(N+1)〉 − yN+1)
 ∈ R
N+1 ,
(4.4)
where IN is the N ×N identity matrix.
We compare our results with other compositional optimization algorithms, in par-
ticular the so-far claimed to be optimal algorithm SARAH-SCGD (see [13]). To set the
same standards, we developed our code based on the open source code in that work 1
(this is also the case for our other experiment on reinforcement learning in this section).
We compared both their finite-sum and online cases in SARAH-SCGD by following ex-
actly their set-up (details see [13]). In the finite-sum case the r’s are Gaussian with
covariance matrices having condition numbers 4 and 20 where T = 2000, N = 200; in
1http://github.com/angeoz/SCGD
29
0 10 20 30 40 50 60 70 80 90
Grads Calculation/n
100
O
b
je
ct
iv
e 
V
al
ue
 G
ap Asia Pacific ex Japan OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation
100
G
ra
d
ie
n
t 
N
o
rm
Asia Pacific ex Japan OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation/n
100
O
b
je
ct
iv
e 
V
al
ue
 G
ap Europe OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation
100
G
ra
d
ie
n
t 
N
o
rm
Europe OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation/n
10-5
100
O
b
je
ct
iv
e 
V
al
ue
 G
ap Global ex US OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation
100
G
ra
d
ie
n
t 
N
o
rm
Global ex US OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation/n
10-5
100
O
b
je
ct
iv
e 
V
al
ue
 G
ap Global OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation
100
G
ra
d
ie
n
t 
N
o
rm
Global OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation/n
100
O
b
je
ct
iv
e 
V
al
ue
 G
ap Japan OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation
100
G
ra
d
ie
n
t 
N
o
rm
Japan OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation/n
100
O
b
je
ct
iv
e 
V
al
ue
 G
ap North America OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
0 10 20 30 40 50 60 70 80 90
Grads Calculation
100
G
ra
d
ie
n
t 
N
o
rm
North America OP
VRSC-PG
SARAH-C
SCGD
ASC-PG
STORM-C
Figure 2: STORM-Compositional compared with other compositional optimization al-
gorithms for Portfolio Management problem (online case): Left Column: Objective
Function Value Gap (vertical axis) vs. Gradient Calculations (horizontal axis); Right
Column: Objective Function Gradient Norm (vertical axis) vs. Gradient Calculation
(horizontal axis).
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the online case the r’s are from 6 different 25-portfolio datasets where T = 7240, N = 25.
We pick the same parameters as they used there for SARAH-SCGD and other composi-
tional optimization algorithms including VRSC-PG, SCGD, ASC-PG (see [13] for more
details). In our case, we did not do much parameter tuning but we only take into con-
sideration their relative orders suggested in Proposition 3.2. Uniformly for both choices
of covariance matrices in the finite-sum case, and uniformly for all 6 families of data
sets in the online case, we simply take η = 0.1, ε = 0.1, Sg = S∂g = SΦ = Bg = B∂g =
BΦ = 100, ag = a∂g = aΦ = 0.01 and the results are plotted in Figures 1 and 2, where
left column are for Φ(x) − Φ∗ and right column are for E‖∇Φ(x)‖ as functions of IFO
queries. It is seen that even for such simple and straightforward parameter setting, all
data sets behave similarly, so that STORM-Compositional behaves at least as good as
or better than (in the finite-sum case one should say much better than) SARAH-SCGD
and other compositional optimization algorithms after sufficient numbers of iterations.
4.2 Value Function Evaluation in Reinforcement Learning
We carry another experiment for STORM-Compositional on the problem of value
function evaluation in reinforcement learning, same as Section 4.2 in [13]. The target
is to find the value function V pi(s) of state s under policy pi for an underlying Markov
Decision Process. The value function V pi(s) can be evaluated through Bellman equation
(see [10])
V pi(s1) = E [rs1,s2 + γV
pi(s2)|s1] ,
for all s1, s2, ..., sn ∈ S, where S represents the set of available states and |S| = n, and
rs1,s2 is the reward function. The value function evaluation task can be formulated as a
minimization problem of the square loss
∑
s∈S
(
V pi(s)−
∑
s′∈S
Ps,s′
(
rs,s′ + γV
pi(s′)
))2
.
Here Ps,s′ is the transition probability. Set V̂
pi(s) = Ps,s′
(
rs,s′ + γV
pi(s′)
)
, then
the above problem can be formulated as compositional optimization problem with the
choice of g and f as following (see [13, Section 4.2])
g(s) =
[
V pi(s1), ..., V
pi(sn), V̂
pi(s1), ..., V̂
pi(sn)
]
,
f(w) =
n∑
i=1
(wi − wn+i)2 ,
where w ∈ Rn is the vector with the elements in g(s) as components.
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Figure 3: STORM-Compositional compared with other compositional optimization algo-
rithms for value function evaluation problem in Reinforcement Learning: Left Column:
Objective Function Value Gap (vertical axis) vs. Gradient Calculations (horizontal
axis); Right Column: Objective Function Gradient Norm (vertical axis) vs. Gradient
Calculation (horizontal axis).
We use the same reinforcement learning model as in [13, Section 4.2], which has
400 states and 10 actions for each state, and we use the exact same way of sam-
pling the transition probability as well as the reward function. In our experiment for
STORM-Compositional, we use the same parameter settings as [13] for SARAH-SCGD,
VRSC-PG, SCGD and ASC-PG. But we do a simple parameter setting for our STORM-
Compositional just using the orders of parameters, and also taking into account that we
have to match the approximately same amount of IFO’s for SARAH-SCGD. We take
η = 0.1, ε = 0.1, Sg = S∂g = SΦ = 100, Bg = B∂g = BΦ = 20, ag = a∂g = aΦ = 0.1 and
the results are plotted in Figure 3, where left column are for Φ(x) − Φ∗ and right col-
umn are for E‖∇Φ(x)‖ as functions of IFO queries. It is seen that even for such simple
and straightforward parameter setting, STORM-Compositional behaves much better
than SARAH-SCGD and other compositional optimization algorithms after sufficient
numbers of iterations.
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