


























































































The object detection method using deep learning has been applied in various fields
other than the information science field because it can easily generate a real-time object
detector.
Training data for learning is necessary for image recognition by deep learning. To
construct a data set, it is necessary to use publicly available data sets or make one
by oneself. In the entertainment field, there are many cases where it is desired to
generate a detector for an arbitrary object. For example, when creating a system
to detect a performer wearing a specific costume on a stage or multiple self-made
products and reflect light, sound, and images in real time, it is necessary to generate
a detector for any of these objects. In order to create training data sets, it is common
to collect images and videos of the object to be recognized and annotate them using
existing annotation tools. It takes a lot of time and effort. Since it is difficult for
an individual to manually annotate tens of thousands to sometimes 100,000 images
from the viewpoint of production volume and time cost, it is common to create them
by crowdsourcing in large-scale data sets development. For very small data sets, it is
possible to develop them to some extent by taking time for individuals, but it is not a
practical method to repeat these tasks during the prototyping stage.
In this study, we propose and develop a system which enables general users to easily
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ਤ 2 MOMENT FACTORY
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High Sierra)ɼXcode(Version 10.1)ɼopenFrameworks for iOS(Version 0.9.8)Ͱ։ൃ͠
ͨɽ·ͨਂ૚ֶश༻͓ػࢉܭΑͼwebαʔόʹ͸ɼiiyamaɼIntel Core i7-8700ɼGoForce




















































































































































































































































































ਤ 23 ॳظઃఆͷωοτϫʔΫߏ੒ͰసҠֶशΛ 5෼ؒߦͳͬͨࡍͷֶशܦա
ϝʔλ͸ batch sizeͱ learning rateͰ͋Δɽbatch sizeͱ learning rateͷؔੑ܎͸ֶश
ऩଋʹؔΘΓɼbatch sizeΛ্͛Δ͜ͱͰֶश଎౓্͕͕Δͱ͍͏ڀݚใࠂ΋ͳ͞Ε͍ͯ
Δ [15]ɽͦ͜Ͱ࣮ͨ͠࡞੍ʹࡍσʔληοτͰ݁ͨ͠ূݕՌΛਤ 24ɼ25ʹࣔ͢ɽ batch
ਤ 24 batch sizeΛࠨը૾͔Β 32ɼ16ɼ4ͱม͠ߋɼ5෼ֶؒशΛߦͳͬͨࡍͷֶशܦաʢsubdivision
1ɼlearning rate 0.001ʣ
ਤ 25 learning rate Λࠨը૾͔Β 0.0001ɼ0.001ɼ0.01 ͱม͠ߋɼ5 ෼ֶؒशΛߦͳͬͨࡍͷֶशܦ
աʢbatch size 32ɼsubdivision 1ʣ
sizeΛ্͛Δͱը૾Ұຕ͔ΒಘΔಛ௃ྔ͕গͳ͍ͷͰɼը૾Ұຕͷֶश͢Δ͕ؒ࣌୹͘






learning rate ͷઃఆํ๏ʹ LR range test ΍ֶशܦաʹԠͯ͡มԽͤ͞Δ Cyclical
Learning Rate[16]ͱ͍ͬͨख๏͕͋Δ͕ɼຊߘͰ͸ iOSΞϓϦέʔγϣϯͰ࡞੒ͨ͠
σʔληοτʹରͯ͠ learning rate͕ऩଋ଎౓ʹมԽΛ΋ͨΒ͔֬͢ೝ͢Δ͜ͱ͕໨త
ͨΊɼॳظ஋Ͱ͋ͬͨ learning rateΛ 0.001͔Β্Լʹௐ੔ͨ͠ɽਤ 25͔Β΋Θ͔Δ௨














ਤ 27 Earth Ballͷݕग़ثΛ੍͢࡞Δ·ͰͷλΠϜϥϓε
1⃝ iOSΞϓϦέʔγϣϯʹอଘ͞Ε͍ͯΔσʔληοτΛ iTunesܦ༝ͰऔΓग़ͯ͠ɼ
zipϑΝΠϧʹѹॖ͢Δɽ





5⃝ ͜ͷϑΝΠϧηοτΛ openFrameworksͰ੍࡞ࢼͨ͠࡞༻ͷ webΧϝϥͰͷೝࣝ
ΞϓϦέʔγϣϯͷ dataϑΥϧμʹೖΕΔɽ
6⃝ ΞϓϦέʔγϣϯͷ࣮ߦΛ͢Δͱ Earth Ballͷೝ͕ࣝग़དྷ͍ͯΔ͜ͱ͕Θ͔Δɽ
28




ʹ໿ 5෼Ͱ͋ͬͨɽશମͱͯ͠ 10෼ఔ౓Ͱ Earth Ballͷݕग़࡞੍͕ثͰ͖ͨɽ։ൃͨ͠
iOSΞϓϦέʔγϣϯͱֶश݁Ռऔಘ webαΠτΛ༻͍Δ͜ͱͰɼ೚ҙͷର৅ʹΑΔ෺
ମݕग़ثͷ੍͕࡞୹ؒ࣌Ͱ؆୯ʹͰ͖ΔΑ͏ʹͳͬͨɽ
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