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Abstract
We give a characterization of the class of gapped Hamiltonians introduced in PartI [O].
The Hamiltonians in this class are given as MPS (Matrix product state) Hamiltonians. In [O],
we list up properties of ground state structures of Hamiltonians in this class. In this Part II,
we show the converse. Namely, if a (not necessarily MPS) Hamiltonian H satisfies five of the
listed properties, there is a Hamiltonian H ′ from the class in [O], satisfying the followings: The
ground state spaces of the two Hamiltonians on the infinite intervals coincide. The spectral
projections onto the ground state space of H on each finite intervals are approximated by
that of H ′ exponentially well, with respect to the interval size. The latter property has an
application to the classification problem with open boundary conditions.
1 Introduction
In Part I [O], we introduced a class of MPS Hamiltonians, which allows asymmetric ground state
structures. There, we gave a list of physical properties that the ground states of these Hamiltonians
satisfy. In this Part II, conversely, we show that these physical properties actually guarantee
the ground state structure of the Hamiltonian to be captured by the class of Hamiltonians we
introduced. More precisely, we will show if a Hamiltonian satisfies five physical conditions, there
is an MPS Hamiltonian from our class satisfying the followings: 1. The ground state spaces of the
two Hamiltonians on the infinite intervals coincide. 2. The spectral projections onto the ground
state space of the original Hamiltonian on finite intervals are well approximated by that of the
MPS one. From the latter property we see that two Hamiltonians are in the same class in the
classification problem of gapped Hamiltonians.
We use freely the notations and definitions given in Part I, Subsection 1.1, 1.2, 1.3, and Ap-
pendix A. In particular, recall the definition of ClassA. In Part I, we studied the properties
of ground state structures of MPS Hamiltonians given by elements in ClassA. We consider the
quantum spin chain described in Subsection 1.1 of Part I. Let n ∈ N with n ≥ 2.
Assumption 1.1. Let m ∈ N and h a positive element in A[0,m−1], and let H be the Hamiltonian
given by h via the formula (1) and (2) of Part I. We consider the following conditions.
A1 There exist N1, d1 ∈ N such that 1 ≤ dimker (H)[0,N−1] ≤ d1 for all N1 ≤ N ∈ N.
A2 Let GN be the orthogonal projection onto ker (H)[0,N−1] acting on
⊗N−1
i=0 C
n.There exist
γ > 0 and N2 ∈ N such that
γ (1−GN ) ≤ (H)[0,N−1] , for all N ≥ N2.
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A3 SZ(H) consists of a unique state ω∞ on AZ,
A4 There exist 0 < C1, 0 < s1 < 1, N3 ∈ N and factor states ωR ∈ S[0,∞)(H), ωL ∈ S(−∞,−1](H),
such that ∣∣∣∣Tr[0,N−1] (GNA)Tr[0,N−1] (GN ) − ωR(A)
∣∣∣∣ ≤ C1sN−l1 ‖A‖ ,∣∣∣∣Tr[0,N−1] (GN τN−l (A))Tr[0,N−1] (GN ) − ωL ◦ τ−l(A)
∣∣∣∣ ≤ C1sN−l1 ‖A‖ , (1)
for all l ∈ N, A ∈ A[0,l−1], and N ≥ max{l, N3}, and
inf
{
σ
(
DωR|A[0,l−1]
)
\ {0} | l ∈ N
}
> 0,
inf
{
σ
(
DωL|A[−l,−1]
)
\ {0} | l ∈ N
}
> 0. (2)
A5 For any ψ ∈ S[0,∞)(H) (resp. ψ ∈ S(−∞,−1](H)), there exists an lψ ∈ N such that∥∥ψ − ψ ◦ τlψ∥∥ < 2, (resp. ∥∥ψ − ψ ◦ τ−lψ∥∥ < 2).
The main Theorem of Part II is the following.
Theorem 1.2. Let n ∈ N with n ≥ 2. Let m ∈ N, and h a positive element in A[0,m−1]. Let
H be the Hamiltonian given by this h. Assume that [A1]-[A5] hold for this h. Then there exist
B ∈ ClassA and m1 ∈ N such that
S(−∞,−1](H) = S(−∞,−1](HΦm1,B), S[0,∞)(H) = S[0,∞)(HΦm1,B), SZ(H) = SZ(HΦm1,B). (3)
Furthermore, there exist C > 0, 0 < s < 1, and N0 ∈ N such that
‖GN −GN,B‖ ≤ Cs
N , N ≥ N0. (4)
If B belongs to ClassA with respect to (n0, kR, kL,λ,D,G, Y ), the above m1 satisfies
m1 ≥ max
{
2lB(n, n0, kR, kL,λ,D,G, Y ),
log
(
n20(kL + 1)(kR + 1) + 1
)
logn
}
.
The condition [A1] means that the Hamiltonian is frustration free, and its ground state di-
mensions on finite intervals are uniformly bounded. This is inevitable if one hopes to describe the
ground state structure in terms of matrices. The second condition [A2] means that the Hamiltonian
is gapped. This is the condition under which we would like to work. The third one [A3] means
that the bulk ground state is unique. We should be able to extend the Theorem to the case that
some discrete symmetry is broken in the bulk, but for the simplicity, we assume the uniqueness in
the current paper. The equations (1) in [A4] can be called the edge versions of (a relaxed) local
topological quantum order introduced in [MP]. It says that the effect of the edge away from the
place the observation is made, decays exponentially fast with respect to the distance. In [MP],
local topological quantum order was assumed to guarantee the stability of the spectral gap. The
equations (2) requires the non-existence of the zero-mode. The requirement that ωR, ωL are factor
states can be understood that these states are in pure phase [BR2]. [A5] is rather a technical
condition. Recall that the maximal distance that two states can have is 2. This condition [A5]
says that for any edge ground state, there exists a space translation of it whose distance from the
original one is smaller than this maximal number 2.
From Theorem 1.18 of Part I, HΦm1,B with B ∈ ClassA and m1 large enough, satisfies [A1]-[A5].
In this sense, [A1]-[A5] can be understand as a qualitative characterization of ClassA.
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We would like to emphasize that in this approximation (4), the size of the matrices B is fixed,
i.e., it does not grow with respect to the size of the interval [0, N − 1], nor the precision of the
approximation. The existence of n-tuple of matrices which describes the bulk ground state of
Hamiltonians satisfying [A1] is known [M1], [M2]. The question here is how to deal with the edge
states.
Theorem 1.2 has an application to the classification problem of gapped Hamiltonians. Here, we
would like to extend the notion of C1-classification of gapped Hamiltonians with open boundary
conditions considered in [BO] (which we would like to call C1-classification I of gapped Hamiltoni-
ans with open boundary conditions, to distinguish from the following one). We use the notations
and definitions in [BO].
Definition 1.3 (C1-classification II of gapped Hamiltonians with open boundary conditions). Let
H0, H1 be gapped Hamiltonians associated with interactions Φ0,Φ1 ∈ J . We say that H0, H1 are
C1-equivalent of type II if the following conditions are satisfied.
1. There exist m ∈ N and a continuous and piecewise C1-path Φ : [0, 1] → Jm such that
Φ(0) = Φ0, Φ(1) = Φ1. Let H(t) be the Hamiltonian associated with Φ(t) for each t ∈ [0, 1].
2. There are γ > 0, N0 ∈ N, and finite intervals I(t) = [a(t), b(t)], t ∈ [0, 1], satisfying the
followings:
(i) the endpoints a(t), b(t) smoothly depends on t ∈ [0, 1],
(ii) there exists a sequence {εN}N∈N of positive numbers with εN → 0, forN →∞, such that
σ
(
H(t)[0,N−1]
)
∩ I(t) = σ
(
H(t)[0,N−1]
)
∩ [λ(t, N), λ(t, N) + εN ], and σ
(
H(t)[0,N−1]
)
∩
I(t)c = σ
(
H(t)[0,N−1]
)
∩ [b(t)+ γ,∞) for all N ≥ N0 and t ∈ [0, 1], where λ(t, N) is the
smallest eigenvalue of H(t)[0,N−1].
From Theorem 1.2, we obtain the following:
Corollary 1.4. Let n ∈ N with n ≥ 2. Let m ∈ N, and h a positive element in A[0,m−1]. Let H
be the Hamiltonian given by this h. Assume that [A1]-[A5] hold for this h. Let B ∈ ClassA and
m1 ∈ N given in Theorem 1.2 for this h. Then there exist γˆ > 0, 0 < c1, 0 < s1, s2 < 1, and
Nˆ0 ∈ N such that
σ
(
(1 − t)H[0,N−1] + t
(
HΦm1,B
)
[0,N−1]
)
∩ [γˆc1s
N
1 , γˆ − s
N
2 γˆ] = ∅, t ∈ [0, 1], N ≥ Nˆ0.
In particular, H and HΦm1,B are C
1-equivalent of type II.
Let us call H˜ the set of all Hamiltonians satisfying the qualitative conditions [A1]-[A5]. The
Corollary 1.4 means that for the C1-classification of type II, each equivalence class with an element
from H˜ includes an element HΦm1,B which is given by some B ∈ ClassA. Therefore, if we consider
only H˜, it suffices to consider MPS Hamiltonians given by B ∈ ClassA. As ClassA is given by quite
concrete conditions, this is an advantage.
This article is organized as follows. In Section2, we give representations of S(−∞,−1](H), and
S[0,∞)(H) by matrices. They are given by different n-tuples of matrices vL, vR. In our setting,
from the theorem of Arveson [A], we can find a representation of the Cuntz algebra associated to the
space translation [BJ]. The argument of Matsui [M1][M2] then shows that from the representation,
we can find an n-tuple of matrices which describes the bulk ground state. In Section2, we overview
these materials. We then start to investigate the structure of these matrices. In Section 3, we find
that the upper triangular property emerges by the hierarchical structure of v∗σ-invariant subspaces
K0σ ( K1σ ( · · · ( Kbσ, (Lemma 3.4). We denote by paσ the orthogonal projection onto Kaσ and
set raσ := paσ − pa−1,σ and ωi,a,σ = raσviσraσ . Each Tωaσ is nonzero due to [A5] (Lemma 3.8),
and is an irreducible CP map (Lemma 3.4). In Section 4, we show that this map (or Tuaσ which
is similar to it) is primitive (Lemma 4.1). This follows from the fact that this ωaσ generates an
3
element of SZ(H), i.e., from [A3], it generates ω∞ (Lemma 4.2). Applying a theorem from [FNW2],
we obtain the primitivity. More precisely, uaσ are unitarily equivalent to the primitive n-tuple of
matrices which gives the minimal representation of ω∞. From this observation, we obtain the
structure vµσ ∈ Mn0 ⊗Mkσ+1. Next, we investigate the Mkσ+1 part. The condition (2) in [A4]
implies Γ
(σ)
l,vσ
∣∣∣
B(Kσ)r0σ
is an injection onto Γ
(σ)
l,vσ
(B(Kσ)), for l large enough (Lemma 5.1). From
this fact, we obtain a basis of Kl(v(σ)), {y
(l,σ)
a,α,β} satisfying the conditions in Lemma 6.4. It turns
out that these conditions are so restrictive that we obtain λ, D, G, Y , {xˆ(L)µ,b } and {xˆ
(R)
µ,a} (Lemma
6.10). The key for this procedure is Lemma 6.6. Out of these objects we obtain by the end of
Section 6, we construct B ∈ ClassA in Section 7. This B is obtained by embedding MkL+1 and
MkR+1 into MkL+kR+1. It satisfies S[0,∞)(HΦm′ ,B) = S[0,∞)(H), S(−∞,−1](HΦm′,B) = S(−∞,−1](H),
and ω∞ = ωB,∞. In the final section, we show that GN,Bs approximate GN s exponentially well,
with respect to N . The spectral gap and the assumption that the effect of the boundary disappears
exponentially fast ([A4]) show (4).
Remark 1.5. In addition to the notations given in Subsection 1.1, 1.2, 1.3, and Appendix A of Part
I, we use the notations given in Appendix A.
2 Representation of S(−∞,−1](H), S[0,∞)(H) by matrices
In this section, we give a representation of elements in S(−∞,−1](H), S[0,∞)(H) by matrices. Read-
ers should be aware that at this point, the matrices representing S(−∞,−1](H) and S[0,∞)(H) are
different. Most of the following Lemmas are well known.(See [BJ][M1][M2])
Lemma 2.1. Let σ = L,R. Assume [A1]. Then the followings hold.
1. For a state ̺σ on Aσ, ̺σ belongs to Sσ(H) if and only if ̺σ(τx(h)) = 0 for all x ∈ Z(σ). For
a state ̺ on AZ, ̺ belongs to SZ(H) if and only if ̺(τx(h)) = 0 for all x ∈ Z.
2. Sσ(H) is a wk∗-compact convex face in the set of all states on Aσ.
3. There exists a pure state ϕσ in Sσ(H).
Proof. The proof of 1. is the same as the proof of Lemma 3.10 in PartI [O]. 2 is clear from 1. 3
follows from 2 and the Klein-Milman theorem. 
Remark 2.2. From Lemma 2.1, we choose and fix one pure state ϕσ in Sσ(H) from now on.
Lemma 2.3. Let σ = L,R. Assume [A1] and [A4]. Then we have the followings.
1. For d1 ∈ N in [A1] and the state ωσ given in [A4], we have ̺σ ≤ d1 ·ωσ for any ̺σ ∈ Sσ(H).
2. Any elements in Sσ(H) are mutually quasi-equivalent.
Proof. To prove 1., let D̺R|A[0,N−1] be the reduced density matrix of ̺R ∈ SR(H), on A[0,N−1].
Then, by [A1] and 1. of Lemma 2.1, we have
0 ≤ ̺R (A) = Tr
(
D̺R|A[0,N−1]A
)
≤ TrGNA ≤ d1
TrGNA
TrGN
,
for any l ≤ N and A ∈ A[0,l−1],+. Taking N →∞ limit, and from [A4], we obtain
0 ≤ ̺R (A) ≤ d1ωR(A),
for any l ∈ N and A ∈ A[0,l−1],+, proving 1. for σ = R. The same argument proves 1. for σ = L.
From 1., any ̺σ ∈ Sσ(H) is ωσ-normal. As ωσ is a factor state, this means that ̺σ and ωσ are
quasi-equivalent, proving 2. 
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The following (except for 6) is the list of Lemmas proven in [M1] and [M2].
Lemma 2.4. Let σ = L,R. Assume [A1] and [A4]. Let ϕσ ∈ Sσ(H) be the pure state fixed in
Remark 2.2, and (Hσ, πσ,Ωσ) its GNS triple. Define the subspace Kσ by
Kσ :=
⋂
x∈Z(σ)
kerπσ (τx(h)) ⊂ Hσ
Then the followings hold.
1. 1 ≤ dimKσ ≤ d1.
2. ϕσ and ϕσ ◦ τ
(σ)
x are quasi-equivalent for all x ∈ N.
3. There exists Si,σ ∈ B(Hσ), i = 1, . . . , n such that
S∗i,σSj,σ = δij ,
n∑
j=1
Sj,σπσ (A)Sj,σ
∗ = πσ ◦ τ
(σ)
1 (A) , A ∈ Aσ.
with
πR
(
l−1⊗
k=0
e
(n)
ik,jk
)
= S(i0,R) · · ·S(il−1,R)S
∗
(jl−1,R)
· · ·S∗(j0,R), if σ = R,
πL
(
−1⊗
k=−l
e
(n)
ik,jk
)
= S(i−1,L) · · ·S(i−l,L)S
∗
(j−l,L)
· · ·S∗(j−1,L), if σ = L,
for all l ∈ N, ik, jk ∈ {1, . . . , n}.
4. For {Si,σ} in 3, we have S∗i,σKσ ⊂ Kσ, i = 1, . . . , n.
5. There exists one to one correspondence between ψ ∈ Sσ(H) and a density matrix ρψ in Hσ
with support in Kσ via
ψ (A) = Tr (ρψπσ(A)) , A ∈ Aσ.
In this correspondence, ψ is pure if and only if ρψ is rank one.
6. For ωσ in [A4], ρωσ is a strictly positive element of B(Kσ).
Proof. Proof of 1 is the same as that of Proposition 5.1 of [M2]. 2. is due to the fact that
ϕσ ◦ τ
(σ)
x ∈ Sσ(H) and Lemma 2.3. From 2, we may apply Lemma B.2 to ϕσ and obtain 3,4, as
in the proof of Theorem 1.2 [M1]. By Lemma 2.3 2. any ψ ∈ Sσ(H) is quasi-equivalent to ϕσ.
Therefore, it can be represented by a density matrix ρψ on Hσ. However, as ψ(τx(h)) = 0 for all
x ∈ Z(σ), the support of ρψ is in Kσ. Conversely, if ρ is a density matrix in Hσ with support in Kσ,
then the state given by Tr ρπσ(·) belongs to Sσ(H). As ϕσ is pure, we have πσ(Aσ)
′′
= B(Hσ).
Therefore, the correspondence above is one to one, and the statement about the purity holds.
To prove 6, note that if ρωσ is not strictly positive in B(Kσ), then there exists a unit vector
ξ ∈ Kσ which is orthogonal to s(ρωσ). By 5, this ξ defines a state ωξ = 〈ξ, πσ (·) ξ〉 ∈ Sσ(H).
Let p be the orthogonal projection onto ξ. As ϕσ is pure, we have πσ(Aσ)
′′
= B(Kσ). Therefore,
by Kaplansky’s density Theorem, there exists a net {xα}α in the unit ball of Aσ,+, such that
πσ (xα)→ p in the σw-topology. For this net, we have limα ωσ(xα) = 0 and limα ωξ(xα) = 1. This
contradicts ωξ ≤ d1 · ωσ given in Lemma 2.3. 
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Notation 2.5. Assume [A1] and [A4]. Let σ = L,R and ϕσ be the pure state fixed in Remark
2.2. Let Kσ be the finite dimensional Hilbert space and {Si,σ}ni=1 ⊂ B(Hσ) given in Lemma 2.4.
By 4 of Lemma 2.4, we can define vi,σ ∈ B(Kσ) by v∗i,σ := S
∗
i,σ|Kσ , for i = 1, . . . , n. We also set
mσ := dimKσ, and define PKσ to be the orthogonal projection onto Kσ on Hσ. We constantly
identify B(Kσ), PKσB(Hσ)PKσ , and Mmσ .
With this notation, 3,5 of Lemma 2.4 can be rephrased as follows.:
Lemma 2.6. Assume [A1] and [A4]. Let σ = L,R. Then there exist mσ ∈ N and n-tuple of
matrices vσ = (vµ,σ)
n
µ=1 ∈M
×n
mσ
satisfying the followings.
1.
n∑
j=1
vjσvjσ
∗ = IMmσ .
2. There exists one to one correspondence between ψ ∈ Sσ(H) and a density matrix ρψ ∈ Mmσ
via
ψ
(
l−1⊗
k=0
e
(n)
ik,jk
)
= Tr
(
ρψ
(
v(i0,R) · · · v(il−1,R)v
∗
(jl−1,R)
· · · v∗(j0,R)
))
, if σ = R,
ψ
(
−1⊗
k=−l
e
(n)
ik,jk
)
= Tr
(
ρψ
(
v(i−1,L) · · · v(i−l,L)v
∗
(j−l,L)
· · · v∗(j−1,L)
))
, if σ = L,
for all l ∈ N, ik, jk ∈ {1, . . . , n}. In this correspondence, ψ is pure if and only if ρψ is rank
one.
Hence we obtained the n-tuples of matrices vR,vL which have all the information of SR(H)
and SL(H) respectively. These tuples vR,vL are not equal in general. The question is how to
connect these informations in a way to approximate GN simultaneously. This requires further
investigations on the properties of vR,vL, which will be carried out in the next three sections.
3 A sequence of v∗iσ-invariant subspaces
We start from the following observation.
Lemma 3.1. Assume [A1] and [A4]. For σ = L,R, let vσ = (v1,σ, . . . , vn,σ) be the matrices given
in Notation 2.5. Define for each N ∈ N,
LN,σ := span
{
v(i1,σ) · · · v(iN ,σ)v
∗
(jN ,σ)
· · · v∗(j1,σ) | ik, jk ∈ {1, . . . , n}, k = 1, . . . , N
}
. (5)
Then we have
L1,σ ⊂ L2,σ ⊂ · · · ⊂ LN,σ ⊂ LN+1,σ ⊂ · · · ⊂ B(Kσ), (6)
and there exists Nσ ∈ N such that LNσ ,σ = B(Kσ). In particular, we have PKσπσ(Aσ)PKσ =
B(Kσ).
Proof. By Lemma 2.6 1, we have
v(i1,σ) · · · v(iN ,σ)v
∗
(jN ,σ)
· · · v∗(j1,σ) =
∑
i
v(i1,σ) · · · v(iN ,σ)v(iσ)v
∗
(iσ)v
∗
(jN ,σ)
· · · v∗(j1,σ) ∈ LN+1,σ.
This proves the inclusion LN,σ ⊂ LN+1,σ.
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Note that by the definition of viσ and Lemma 2.4, we have
∞⋃
N=1
LN,σ = PKσπσ
(
Aσ ∩ A
loc
Z
)
PKσ ⊂ B(Kσ).
Note that this is a subspace of a finite dimensional vector space B(Kσ). Therefore, it is σw-closed.
As ϕσ is pure, we have πσ(Aσ ∩ AlocZ )
′′
= B(Hσ). Therefore,
⋃∞
N=1 LN,σ is σw-dense in B(Kσ).
Hence we obtain
⋃∞
N=1 LN,σ = B(Kσ). Combining this with (6), we conclude that LN,σ = B(Kσ)
for N large enough. 
Lemma 3.2. Assume [A1], [A3], and [A4]. For σ = L,R, let vσ = (v1,σ, . . . , vn,σ) be the matrices
given in Notation 2.5. Then followings hold.
1. Tvσ is a unital CP map such that σ (Tvσ) ∩ T = {1}.
2. There exists a Tvσ -invariant state ρσ on Mmσ such that
P
Tvσ
{1} (·) = ρσ(·)IKσ ,
P
Tvσ
{1} (PKσπσ (A)PKσ ) = ω∞ (A) IKσ , A ∈ Aσ.
Proof. The map Tvσ is a unital CP map because of the definition and Lemma 2.6. In particular,
Tvσ is a contraction. Therefore, the spectrum of Tvσ is in the closed unit ball of C and every
Jordan cell of Tvσ corresponding to an eigenvalue in T has dimension 1. From Lemma 2.4, for
any unit vector ξ ∈ Kσ, ωξ := 〈ξ, πσ (·) ξ〉 defines an element in Sσ(H). Choose any state ψ on
A(Γσ)c . Define for each N ∈ N, a state ψN,σ on AZ by ψN,R := (ψ ⊗ ωξ) ◦ τ
(R)
N if σ = R, under
the identification AZ ≃ A(ΓR)c ⊗AR and ψN,L := (ωξ ⊗ ψ) ◦ τ
(L)
N if σ = L, under the identification
AZ ≃ AL ⊗ A(ΓL)c . For any x ∈ Z, we have ψN,σ ◦ τx(h) = 0 eventually as N → ∞. Therefore,
any wk∗−accumulation point of ψN,σ belongs to SZ(H). By [A3], this means that ψN,σ converges
to ω∞ in wk
∗−topology as N →∞.
For any A ∈ Aσ, by Lemma 2.4, we have
ψN,σ(A) = ωξ ◦ τ
(σ)
N (A) =
〈
ξ, πσ ◦ τ
(σ)
N (A) ξ
〉
=
〈
ξ, TN
vσ
(PKσπσ (A)PKσ ) ξ
〉
.
On the other hand, by the argument above, we have limN ψN,σ(A) = ω∞(A). Therefore, we have
lim
N
TN
vσ
(PKσπσ (A)PKσ ) = ω∞(A)IKσ , A ∈ Aσ. (7)
By Lemma 3.1, this means that σ (Tvσ ) ∩ T = {1}, P
Tvσ
{1} (B(Kσ)) = CIKσ , and
P
Tvσ
{1} (PKσπσ (A)PKσ ) = ω∞ (A) IKσ , A ∈ Aσ.
Furthermore, by the positivity and the unitarity of Tvσ , there exists a Tvσ -invariant state ρσ on
Mmσ ≃ B(Kσ) such that
P
Tvσ
{1} (·) = ρσ(·)IKσ .

Next we consider the restriction (vσ)s(ρσ). (Recall the definitions in Subsection 1.2 of Part I.)
Lemma 3.3. Assume [A1], [A3], and [A4]. For σ = L,R, let vσ = (v1,σ, . . . , vn,σ) be the matirces
given in Notation 2.5. Then for ρσ given in Lemma 3.2, we have the followings.
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1.
s(ρσ)vµσ = s(ρσ)vµσs(ρσ), µ = 1, . . . , n. (8)
2. T(vσ)s(ρσ) is a unital primitive CP map on B(s(ρσ)Kσ).
3. Define a linear map E(σ) : Mn⊗B(s(ρσ)Kσ)→ B(s(ρσ)Kσ) by
E(σ)
(
e(n)µν ⊗X
)
:= (vµσ)s(ρσ)X
(
(vνσ)s(ρσ)
)∗
, X ∈ B(s(ρσ)Kσ).
Then (B(s(ρσ)Kσ)),E(σ), ρσ|B(s(ρσ)Kσ)) is a minimal standard triple σ-generating ω∞.
(See Appendix C for the definitions.)
Proof. 1 : As ρσ is a Tvσ -invariant state, we have
∑n
µ=1 v
∗
µσ ρ˜σvµσ = ρ˜σ, for the density matrix
ρ˜σ of ρσ. This implies (8).
2. : The map T(vσ)s(ρσ)
is clearly CP on B(s(ρσ)Kσ) but it is also unital because
T(vσ)s(ρσ)
(s(ρσ)) = s(ρσ)Tvσ (s(ρσ)) s(ρσ) = s(ρσ)Tvσ (IKσ) s(ρσ) = s(ρσ).
Here we used (8) for the second equality. For any λ ∈ σ
(
T(vσ)s(ρσ)
)
∩ T, there exists a nonzero
X ∈ B(s(ρσ)Kσ) such that T(vσ)s(ρσ)(X) = λX . Using (8) and Lemma 3.2 again, we obtain
λNX = TN(vσ)s(ρσ)
(X) = s(ρσ)T
N
vσ
(X) s(ρσ)→ ρσ(X)s(ρσ), N →∞.
From this, we conclude λ = 1 and X ∈ Cs(ρσ). In other words, we have σ
(
T(vσ)s(ρσ)
)
∩ T = {1}
and P
T(vσ)s(ρσ)
{1} (B(s(ρσ)Kσ)) = Cs(ρσ). The restriction ρσ|B(s(ρσ)Kσ) is T(vσ)s(ρσ) -invariant faithful
state on B(s(ρσ)Kσ). Therefore, T(vσ)s(ρσ) is primitive from Lemma C.4 of [BO].
3 : It is clear from 2. that (B(s(ρσ)Kσ),E(σ), ρσ|B(s(ρσ)Kσ)) is a standard triple. It is minimal
because T(vσ)s(ρσ) is primitive. For any a1, a2 ∈ Z with a1 ≤ a2 and A ∈ A[a1,a2], choose l ∈ N so
that τ
(σ)
l (A) ∈ Aσ. We have by (8) and Lemma 2.4, 3.2
ω∞ (A) IKσ = ω∞
(
τ
(σ)
l (A)
)
IKσ = P
Tvσ
{1}
(
PKσπσ
(
τ
(σ)
l (A)
)
PKσ
)
=
∑
µ(a2−a1+1),ν(a2−a1+1)
〈
ψ̂µ(a2−a1+1) , τ−a1 (A) ψ̂ν(a2−a1+1)
〉
ρσ
(
v̂s(ρσ)),µ(a2−a1+1,σ)
(
v̂s(ρσ)),ν(a2−a1+1,σ)
)∗)
IKσ .
This means that (B(s(ρσ)Kσ)),E(σ), ρσ|B(s(ρσ)Kσ)) σ-generates ω∞. 
Lemma 3.4. Let K be a finite dimensional Hilbert space, n ∈ N, and {vi}ni=1 a set of elements in
B(K). We say a subspace W of K is {v∗i }
n
i=1-invariant if v
∗
iW ⊂ W for all i = 1, . . . , n. Let K
′
0
be a {v∗i }
n
i=1-invariant subspace of K. Suppose that K
′
0 does not have any proper nonzero subspace
which is {v∗i }
n
i=1-invariant. Then there exists k ∈ N ∪ {0} and a finite sequence of subspaces
{Ka}ka=0 of K satisfying the followings:
(i) K0 = K′0.
(ii) K0 ( K1 ( · · · ( Kk = K.
(iii) v∗iKa ⊂ Ka, for any i = 1, . . . , n, and a = 0, . . . , k.
8
(iv) For any a = 0, . . . , k − 1, there is no proper intermediate subspace between Ka and Ka+1
which is {v∗i }
n
i=1-invariant. .
Furthermore, set K−1 := {0} and let pa be the orthogonal projection onto Ka, for a = −1, . . . , k.
Set ra := pa − pa−1 and ωa := (ωi,a)ni=1, ωi,a = ravira for all a = 0, . . . , k. Then for each
a = 0, . . . , k, Tωa is an irreducible CP map on B(raK) and
ωi1aωi2a · · ·ωila = pavi1vi2 · · · vilpa−1, l ∈ N, i1, . . . , il ∈ {1, . . . , n}.
Remark 3.5. Here, a proper intermediate space between W1 and W2 means a space W such that
W1 (W (W2.
Proof. We consider the following proposition for b ∈ N ∪ {0}:
(Pb): There exists a finite sequence of subspaces {Ka}ba=0 of K satisfying the followings :
(i) K0 = K′0.
(ii) K0 ( K1 ( · · · ( Kb.
(iii) v∗iKa ⊂ Ka, for any i = 1, . . . , n, and a = 0, . . . , b.
(iv) For any 0 ≤ a ≤ b− 1, there is no proper intermediate subspace between Ka and Ka+1 which
is {v∗i }
n
i=1-invariant. .
Clearly (P0) holds. Suppose that (Pb) holds and Kb 6= K. We claim (Pb+1) holds. If there is no
intermediate subspace which is {v∗i }
n
i=1-invariant, between Kb and K, then Kb+1 := K satisfies the
condition (Pb+1). If there is a proper intermediate subspaceH1 which is {v∗i }
n
i=1-invariant, between
Kb and K, then we have dimKb < dimH1 < dimK and Kb ( H1 ( K. Set Kb+1 := H1 if there is
no proper intermediate subspace which is {v∗i }
n
i=1-invariant, between Kb and H1, and (Pb+1) holds.
Otherwise, there exists a proper intermediate subspace H2 which is {v∗i }
n
i=1-invariant, between Kb
and H1, and dimKb < dimH2 < dimH1 < dimK. This procedure terminates at some point
because dimK is finite and at each step, the dimension of Hi decreases at least 1. Suppose that
this iteration terminates at l-th step, and we obtain a subspace Hl. Setting Kb+1 = Hl, we obtain
(Pb+1). Note that if (Pb) holds for some {Ka}ba=0, then we have b ≤ dimKb ≤ dimK. Therefore,
there exists k ∈ N ∪ {0} and subspaces {Ka}ka=0 satisfying (Pk) and Kk = K. This proves the first
part of the Lemma.
In order to show that Tωa is an irreducible CP map on B(raK) for a = 0, . . . , k, it suffices
to show that if a projection p in B(raK) satisfies Tωa (pB(raK)p) ⊂ pB(raK)p, then p = ra or
p = 0. See Lemma C.2 [O]. To do so, we assume that there exists a projection p in B(raK) such
that Tωa (pB(raK)p) ⊂ pB(raK)p and p 6= 0, ra, and show a contradiction. By Tωa (pB(raK)p) ⊂
pB(raK)p, we have
0 = (ra − p)Tωa (p) (ra − p) =
n∑
i=1
(ra − p)wiapω
∗
ia(ra − p).
Hence we obtain
pv∗i (ra − p) = pω
∗
ia(ra − p) = 0, i = 1, . . . n. (9)
Set K′ := Ka−1 + (ra − p)Ka. Note that Ka−1 and (ra − p)Ka are orthogonal to each other and
K′ is a subspace such that Ka−1 ( K′ ( Ka. We claim that K′ is {v∗i }
n
i=1-invariant: for any
ξ ∈ K′, we have an orthogonal decomposition ξ = pa−1ξ + (ra − p)ξ. For the first term, we have
v∗i pa−1ξ ∈ v
∗
iKa−1 ⊂ Ka−1 ⊂ K
′ by the v∗i -invariance of Ka−1. For the second term, we have
v∗i (ra − p)ξ = pav
∗
i (ra − p)ξ = pa−1v
∗
i (ra − p)ξ + (ra − p)v
∗
i (ra − p)ξ + pv
∗
i (ra − p)ξ,
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by the v∗i -invariance of Ka. The first term on the right hand side is clearly in Ka−1 ⊂ K
′ and the
second term is in (ra − p)Ka ⊂ K′. The last term is 0 because of (9). Hence we prove the claim.
This means that K′ is a proper intermediate subspace which is {v∗i }
n
i=1-invariant, between Ka and
Ka+1. This is the contradiction.
To show the last equality, note that the {v∗i }-invariance of Ka implies that pavi = pavipa. From
the analogous property of pa−1 , we also have pa−1vipa−1 = vipa−1. From this we obtain the last
equality. 
Notation 3.6. We assume [A1],[A3], and [A4].We denote the density matrix of ρσ by ρ˜σ. Set
n
(σ)
0 = rank s(ρσ) for σ = R,L. Let us consider Kσ, viσ and s(ρσ)Kσ, given in Lemma 2.4,
Notation 2.5 and Lemma 3.2 for σ = L,R. We set v˜µσ := s(ρσ)vµσs(ρσ), for µ = 1, . . . , n. We
would like to apply Lemma 3.4 to K = Kσ, vi = viσ and K
′
0 = s(ρσ)Kσ . Note that by (8),
K′0 = s(ρσ)Kσ is {v
∗
µ}
n
µ=1-invariant. Furthermore, as T(vσ)s(ρσ) is primitive (Lemma 3.3, 2), for
l ∈ N large enough, we have Kl
(
(vσ)s(ρσ)
)
= B(s(ρσ)Kσ). From this, K
′
0 = s(ρσ)Kσ does not have
any nonzero proper subspace which is {v∗µ}
n
µ=1-invariant. Therefore, we may apply Lemma 3.4.
We then obtain kσ ∈ N ∪ {0} and subspaces Ka,σ, a = 0, . . . , kσ satisfying the properties (i)-(iv)
given in Lemma 3.4. Furthermore, set K−1σ := {0} and let paσ be the orthogonal projection onto
Kaσ on Kσ, for a = −1, . . . , kσ. Set raσ := paσ − pa−1,σ for a = 0, . . . , kσ and ωa,σ := (ωi,a,σ)i,
ωi,a,σ = raσviσraσ, i = 1, . . . , n, a = 0, . . . , kσ. Then for each a = 0, . . . , kσ, Tωaσ is an irreducible
CP map on B(raσKσ) and
ωi1aσωi2aσ · · ·ωilaσ = paσvi1σvi2σ · · · vilσpa−1σ, l ∈ N, i1, . . . , il ∈ {1, . . . , n}. (10)
In particular, either Tωa,σ = 0 and raσ is rank one, or Tωa,σ is a nonzero irreducible operator.
For the latter case, rTωa,σ > 0 and there exists a strictly positive element taσ in B(raσKσ) such
that Tωa,σ (taσ) = rTωa,σ · taσ and any eigenvector of Tωa,σ corresponding to rTωa,σ belongs to Ctaσ.
We define uaσ = (uµaσ)µ by
uµaσ := r
− 12
Tωa,σ
t
− 12
aσ ωµaσt
1
2
aσ, µ = 1, . . . , n.
By this definition, Tuaσ is a unital irreducible CP map. Therefore, applying Lemma D.1, we have
1. There exists a baσ ∈ N such that σ(Tuaσ) ∩ T =
{
exp
(
2πi
baσ
k
)
| k = 0, . . . , baσ − 1
}
.
2. For any λ ∈ σ(Tuaσ ) ∩ T, λ is a nondegenerate eigenvalue of Tuaσ .
3. There exists a unitary matrix Uaσ ∈ B(raσKσ) such that
Tuaσ
(
Ukaσ
)
= exp
(
2πi
baσ
k
)
Ukaσ, k = 0, . . . , baσ − 1.
4. The unitary matrix Uaσ in 3 has a spectral decomposition
Uaσ =
baσ−1∑
k=0
exp
(
2πi
baσ
k
)
Qk,
with spectral projections satisfying
Tuaσ (Qk) = Qk−1, k mod baσ.
5. The restriction T baσ
uaσ
|QkB(raσKσ)Qk of T
baσ
uaσ
on QkB(raσKσ)Qk defines a primitive unital CP
map on QkB(raσKσ)Qk.
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6. There exists a faithful Tuaσ -invariant state ϕaσ.
Lemma 3.7. For any a ≥ 1, we have rTωa,σ < 1.
Proof. Using (10), we have for a ≥ 1,
rTωa,σ = limN→∞
∥∥TN
ωaσ
(raσ)
∥∥ 1N = lim
N→∞
∥∥raσTNvσ (raσ) raσ∥∥ 1N ≤ lim sup
N→∞
(
‖ρσ (raσ) raσ‖+
∥∥∥TNvσ (I− PTvσ{1} )∥∥∥) 1N
= lim sup
N→∞
(∥∥∥TNvσ (I− PTvσ{1} )∥∥∥) 1N < 1.

As a result of [A5], we eliminate the possibility Tωa,σ = 0.
Lemma 3.8. Assume [A1],[A3],[A4], and [A5], and consider the setting in Notation 3.6. Then
for any a = 1, . . . , kσ, we have Tωa,σ 6= 0.
Proof. If the claim does not hold, there exists an a0 = 1, . . . , kσ such that Tωa0,σ = 0. As stated
in Notation 3.6, in this case, ra0σ is rank one. Let ξ be a unit vector in the one dimensional space
ra0σKσ. Then ψ = 〈ξ, πσ (·) ξ〉 is an element of Sσ(H) by Lemma 2.4.
Because of the choice of a0, we know that pa0−1,σv
∗
µ(l),σ
pa0,σ = 0, using (10). Therefore, we
have v∗
µ(l),σ
Ka0,σ ⊂ Ka0−1,σ, for any µ
(l) ∈ {1, . . . , n}×l, and l ∈ N. In particular, ξ and v∗
µ(l),σ
ξ
are orthogonal, for any µ(l) ∈ {1, . . . , n}×l and l ∈ N. From this, we obtain
ψ ◦ τ
(σ)
l =
∑
µ(l)
〈
ξ, v̂µ(l),σπσ (·) v̂µ(l),σ
∗
ξ
〉
=
∑
µ(l)
〈
v̂µ(l),σ
∗
ξ, πσ (·) v̂µ(l),σ
∗
ξ
〉
.
Let p be the orthogonal projection onto Cξ. As ξ and v∗
µ(l),σ
ξ are orthogonal, we have pv∗
µ(l)
ξ =
0. Since ϕσ is pure, we have πσ(Aσ)
′′
= B(Hσ). Therefore, by Kaplansky’s density Theorem,
there exists a net {xα} in the unit ball of Aσ+ such that σw − limα πσ (xα) = p. For this net, we
have limα ψ ◦ τ
(σ)
l (xα) = 0, and limα ψ(xα) = 1, for any l ∈ N. Note also that −1 ≤ 2xα − 1 ≤ 1,
hence ‖2xα − 1‖ ≤ 1.
This implies ∥∥∥ψ − ψ ◦ τ (σ)l ∥∥∥ ≥ limα ∣∣∣(ψ − ψ ◦ τ (σ)l ) (2xα − 1)∣∣∣ = 2, l ∈ N.
This contradicts [A5]. 
4 Primitivity of Tuaσ
In this section, we show that the number baσ, given in 3.6 is 1. In other words, Tuaσ is primitive.
More precisely, we show the following Lemma.
Lemma 4.1. We assume [A1],[A3],[A4], and [A5] and use Notation 2.5 and Notation 3.6. Then
for any a = 0, . . . , kσ, there exist a unitary Vaσ : Cn
(σ)
0 → raσKσ and caσ ∈ T such that
uµaσ = caσVaσ v˜µσV
∗
aσ , µ = 1, . . . , n.
In particular, Tuaσ is primitive and rank raσ = n
(σ)
0 .
11
This is because of the uniqueness of the bulk ground state [A3], which implies the following
Lemma.
Lemma 4.2. We assume [A1], [A3], [A4] [A5] ,and use Notation 2.5, Notation 3.6. Then
(B(raσKσ),uaσ, ϕaσ) σ-generates ω∞.
Proof. We denote v = vσ, ω = ωaσ, and u = uaσ, in this proof, for simplicity. Define E(aσ) :
Mn⊗B(raσKσ)→ B(raσKσ) by
E(aσ)
(
e(n)µν ⊗X
)
:= uµXu
∗
ν, X ∈ B(raσKσ). (11)
Then (B(raσKσ),E(aσ), ϕaσ) is a standard triple, and σ-generates a state ω˜a,σ on AZ. We claim
that ω˜a,σ = ω∞. To see this, it suffices to show that ω˜a,σ(τx(h)) = 0 for all x ∈ Z because of [A3]
and Lemma 2.1, 1.
By the definition, we have for any x ∈ Z,
0 ≤ ω˜a,σ (τx(h)) =
∑
µ(m)ν(m)
〈
ψ̂µ(m) , hψ̂ν(m)
〉
ϕaσ
(
ûµ(m,σ) (ûν(m,σ))
∗)
= r−mTω
∑
µ(m)ν(m)
〈
ψ̂µ(m) , hψ̂ν(m)
〉
ϕaσ
(
t
− 12
aσ v̂µ(m,σ) taσ
(
v̂ν(m,σ)
)∗
t
− 12
aσ
)
= r−mTω
∑
λ(m)
ϕaσ
t− 12aσ
∑
µ(m)
〈
ψ̂µ(m) , h
1
2 ψ̂λ(m)
〉
v̂µ(m,σ)
 taσ (∑
ν(m)
〈
ψ̂ν(m) , h
1
2 ψ̂λ(m)
〉
v̂ν(m,σ)
)∗
t
− 12
aσ

≤ ‖taσ‖ r
−m
Tω
∑
λ(m)
ϕaσ
t− 12aσ
∑
µ(m)
〈
ψ̂µ(m) , h
1
2 ψ̂λ(m)
〉
v̂µ(m,σ)
(∑
ν(m)
〈
ψ̂ν(m) , h
1
2 ψ̂λ(m)
〉
v̂ν(m,σ)
)∗
t
− 12
aσ

= ‖taσ‖ r
−m
Tω
∑
µ(m)
∑
ν(m)
〈
ψ̂µ(m) , hψ̂ν(m)
〉
ϕaσ
(
t
− 12
aσ
(
v̂µ(m,σ)
) (
v̂ν(m,σ)
)∗
t
− 12
aσ
)
= ‖taσ‖ r
−m
Tω
ϕaσ
(
t
− 12
aσ PKσπσ (τy (h))PKσ t
− 12
aσ
)
= 0,
where y = 0 if σ = R and y = −m if σ = L. 
Remark 4.3. Let Baσ be the minimal C
∗-subalgebra of B(raσKσ) which contains I and is EA-
invariant for any A ∈ Mn. Then for E(aσ) given by (11), (Baσ,E(aσ)|Mn⊗Baσ , ϕaσ|Baσ ) is a
minimal standard triple σ-generating ω∞, from Lemma 4.2. The eigenspace of 1 for Tuaσ = E
(aσ)
I
is CI. Recall that (B(s(ρσ)Kσ)),E(σ), ρσ|B(s(ρσ)Kσ)) is a minimal standard triple σ-generating ω∞.
The eigenspace of 1 for T(vσ)s(ρσ) = E
(σ)
I
is CI (Lemma 3.3). For each N ∈ N, let DN be the
density matrix of ω∞|A[0,N−1] . We have supN rankDN < ∞ because of [A1] and Lemma 2.1. By
Theorem C.3, this implies the existence of a ∗-isomorphism Θaσ : B (s(ρσ)Kσ)→ Baσ satisfying
E(aσ) ◦ (idMn ⊗Θaσ) = Θaσ ◦ E
(σ).
This condition can be written
Θaσ
(
(vµσ)s(ρσ)X
(
(vνσ)s(ρσ)
)∗)
= uµaσΘaσ (X) (uνaσ)
∗
, µ, ν = 1, . . . , n, X ∈ B (s(ρσ)Kσ) .
We apply the following Lemma to this situation.
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Lemma 4.4. Let n, d1, d2 ∈ N. Let v(i) = (v
(i)
µ )nµ=1 ∈ M
×n
di
, for i = 1, 2. Assume that Tv(1) is
a primitive unital CP map and that Tv(2) is an irreducible unital CP map. Furthermore, assume
that there exists an injective unital ∗-homomorphism Θ : Md1 → Md2 such that
Θ
(
v(1)µ X
(
v(1)ν
)∗)
= v(2)µ Θ(X)
(
v(2)ν
)∗
, µ, ν = 1, . . . , n, X ∈Md1 . (12)
Then d1 = d2, and Tv(2) is primitive. There exists a unitary W : C
d2 → Cd1 and a complex number
c ∈ T such that
Wv(2)µ W
∗ = cv(1)µ , µ = 1, . . . , n.
Proof. Applying Lemma D.1 to Tv(2) , we obtain b, U, Pk satisfying 1.-6. of Lemma D.1. Note
from 4. of Lemma D.1, we have
v(2)µ Pk = Pk−1v
(2)
µ , k = 0, . . . , b− 1 mod b, µ = 1, . . . , n. (13)
First we claim that
Θ(Md1) ⊂
b−1⊕
k=0
PkMd2 Pk. (14)
To see this, recall that Tv(1) is primitive. Therefore, there exists an l0 ∈ N such that Klb(v
(1)) =
Md1 , for all l ≥ l0. From this and (12), (13), we have
Θ (Md1) = Θ
(
Klb
(
v
(1)
)(
Klb
(
v
(1)
))∗)
=
(
Klb
(
v
(2)
))
Θ(1)
(
Klb
(
v
(2))
))∗
=
b−1∑
k=0
(
Klb
(
v
(2)
))
Pk
(
Klb
(
v
(2)
))∗
=
b−1∑
k=0
Pk
(
Klb
(
v
(2)
))(
Klb
(
v
(2)
))∗
Pk, (15)
for any l ≥ l0, proving the claim.
Next we claim that for each k = 0, . . . , b− 1, there exists a unitary Vk : Cd1 → PkCd2 such that
Θ(X)Pk = VkXV
∗
k , X ∈Md1 .
To see this, first note that Θk : Md1 → PkMd2 Pk given by Θk(X) = Θ(X)Pk, k = 0, . . . , b is a
∗-homomorphism because of the first observation.
The map T b
v(2)
|PkMd2 Pk is primitive by 5. of Lemma D.1. This fact, combined with (13), implies
the existence of an l1 ∈ N such that PkKlb(v(2)) = PkMd2 Pk for all l ≥ l1. Therefore, using (15)
and (14), we have for l ≥ max{l1, l0},
PkMd2 Pk = (PkMd2 Pk) (PkMd2 Pk)
∗
= Pk
(
Klb(v
(2))
)(
Klb(v
(2))
)∗
Pk = PkΘ(Md1)Pk = Θk (Md1) .
Therefore, Θk is a ∗-homomorphism from Md1 onto PkMd2 Pk. As Md1 is simple, it is also injective.
Hence, Θk is a ∗-isomorphism between Md1 and PkMd2 Pk. By Wigner’s Theorem, this implies
the existence of Vk as we claimed.
Define a linear map W : Cd2 → Cd1 ⊗ Cb by
Wξ :=
b−1∑
k=0
V ∗k Pkξ ⊗ χ
(b)
k+1, ξ ∈ C
d2 .
It is easy to check that W is unitary and(
Wv(2)µ W
∗
)
(X ⊗ I)
(
Wv(2)ν W
∗
)∗
= v(1)µ Xv
(1)
ν
∗
⊗ I, X ∈ Md1 , µ, ν = 1, . . . , n, (16)
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from (12). Substituting X = 1 and µ = ν in (16), we obtain(
Wv(2)µ W
∗
)(
Wv(2)µ W
∗
)∗
= v(1)µ v
(1)
µ
∗
⊗ I, µ = 1, . . . , n.
By the polar decomposition, This means that there exist unitary operators Wµ, µ = 1, . . . , n in
Md1 ⊗Mb such that
Wv(2)µ W
∗ =
(
v(1)µ ⊗ I
)
Wµ. (17)
We claim for each µ = 1, . . . , n that Wµ has a decomposition
Wµ = w
(1)
µ + w
(2)
µ , (18)
where w
(1)
µ is a unitary in
(
sr(v
(1)
µ )Md1 sr(v
(1)
µ )
)
⊗Mb and w
(2)
µ is a unitary in
(
sr(v
(1)
µ )Md1 sr(v
(1)
µ )
)
⊗
Mb. We substitute X = sr(v
(1)
µ ) in (16) with µ = ν, and obtain
0 = v(1)µ sr(v
(1)
µ )v
(1)
µ
∗
⊗ I =
(
Wv(2)µ W
∗
)(
sr(v
(1)
µ )⊗ I
)(
Wv(2)µ W
∗
)∗
=
(
v(1)µ ⊗ I
)
Wµ
(
sr(v
(1)
µ )⊗ I
)
W∗µ
(
v(1)µ ⊗ I
)∗
.
This means
(
sr(v
(1)
µ )⊗ I
)
Wµ
(
sr(v
(1)
µ )⊗ I
)
= 0 which implies the claim.
Assume that v
(1)
µ 6= 0. By (16), (17), and (18), we have(
v(1)µ ⊗ I
)
w(1)µ (X ⊗ I)w
(1)
µ
∗
(
v(1)µ ⊗ I
)∗
= v(1)µ Xv
(1)
µ
∗
⊗ I, X ∈ Md1 .
From this we get
w(1)µ (X ⊗ I)w
(1)
µ
∗
= X ⊗ I, X ∈ sr(v
(1)
µ )Md1 sr(v
(1)
µ ).
This means w
(1)
µ ∈ sr(v
(1)
µ )⊗Mb. Therefore, there exists a unitary w˜µ such that
w(1)µ = sr(v
(1)
µ )⊗ w˜µ.
We have
v(1)µ ⊗ w˜µ =
(
v(1)µ ⊗ I
)(
sr(v
(1)
µ )⊗ w˜µ
)
=
(
v(1)µ ⊗ I
)
Wµ =Wv
(2)
µ W
∗, (19)
for all µ = 1, . . . , n with v
(1)
µ 6= 0.
The unitary matrices w˜µ can be taken independent of µ, v
(1)
µ 6= 0. To see this, substitute (19)
to (16) and obtain
v(1)µ Xv
(1)
ν
∗
⊗ w˜µw˜
∗
ν = v
(1)
µ Xv
(1)
ν
∗
⊗ I, X ∈Md1 , µ, ν = 1, . . . , n, v
(1)
µ 6= 0, v
(1)
ν 6= 0.
If v
(1)
µ and v
(1)
ν are not zero, this equality means that w˜µw˜
∗
ν = 1, i.e., w˜µ = w˜ν . We deote this
common w˜µ by w. (Note that there exists at least one v
(1)
µ 6= 0 because Tv(1) is unital.) Hence we
obtain
Wv(2)µ W
∗ = v(1)µ ⊗ w, µ = 1, . . . , n. (20)
Note that this also holds for µ with v
(1)
µ = 0 because of (17).
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Now we prove b = 1, i.e., d1 = d2. Assume that b 6= 1. Then because w is unitary, there exists
an x ∈ Mb such that wxw∗ = x and x /∈ CIb. Set X := W ∗ (I⊗ x)W ∈ Md2 . We have X /∈ CId2
and
Tv(2)(X) =
n∑
µ=1
W ∗Wv(2)µ W
∗ (I⊗ x)Wv(2)µ
∗
W ∗W =
n∑
µ=1
W ∗
(
v(1)µ v
(1)
µ
∗
⊗ wxw∗
)
W =W ∗ (I⊗ x)W = X.
By 2. of Lemma D.1, 1 is a nondegenerate eigenvalue of Tv(2) . This is a contradiction. Therefore,
we conclude b = 1 and d1 = d2. In this case, (20) implies the existence of unitary W : Cd2 → Cd1
and c ∈ T satisfying
Wv(2)µ W
∗ = cv(1)µ µ = 1, . . . , n.
Clearly, this implies the primitivity of Tv(2) . 
Proof of Lemma 4.1. Recall Remark 4.3. Applying Lemma 4.4 to Θaσ, we obtain a unitary
Waσ : raσKσ → s(ρσ)Kσ , and caσ ∈ T such that WaσuµaσW ∗aσ = caσv˜µσ for µ = 1, . . . , n. Set
Vaσ :=W
∗
aσ and under the identification C
n
(σ)
0 ≃ s(ρσ)Kσ, we complete the proof. 
5 The bijectivity of Γ
(σ)
l,v
∣∣∣
B(Kσ)s(ρσ)
In this section, we prove the following Lemma.
Lemma 5.1. Assume [A1], [A3], [A4], and [A5]. Let σ = L,R. Let vσ be the n-tuple of elements
in B(Kσ) given in Notation 2.5 and ρσ the state given in Lemma 3.2. Then there exists an l′σ ∈ N
such that
Γ
(σ)
l,vσ
∣∣∣
B(Kσ)s(ρσ)
: B(Kσ)s(ρσ)→ Γ
(σ)
l,vσ
(B(Kσ)) = τyσ
(
s
(
ωσ|Aσ,l
)) l−1⊗
i=0
Cn
is a bijection for any l ≥ l′σ. Here, yR = 0 and yL = l.
We start from the following simple observation.
Lemma 5.2. Assume [A1] and [A4]. Let vσ be the n-tuple of elements in B(Kσ) given in Notation
2.5. For l ∈ N, a unit vector ξ ∈ Kσ and a projection p in B(Kσ), define X
(σ)
l,ξ,p ∈ A[0,l−1] by
X
(σ)
l,ξ,p :=
∑
µ(l),ν(l)
〈
ξ, v̂µ(l,σ)pv̂ν(l,σ)
∗
ξ
〉 ∣∣∣ψ̂ν(l)〉〈ψ̂µ(l) ∣∣∣ .
Let ωξ be a state given by ωξ = 〈ξ, πσ (·) ξ〉. Then X
(σ)
l,ξ,p is positive and
s
(
X
(σ)
l,ξ,p
)
≤ τyσ
(
s
(
ωξ|Aσ,l
))
, ωξ ◦ τ−yσ (A) = Tr
(
X
(σ)
l,ξ,IA
)
, A ∈ A[0,l−1],
where yR = 0 and yL = l. Furthermore, for a unit vector η ∈ Kσ,
X
(σ)
l,ξ,|η〉〈η| =
∣∣∣Γ(σ)lvσ (|ξ〉 〈η|)〉〈Γ(σ)lvσ (|ξ〉 〈η|)∣∣∣ .
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Proof. For any ζ ∈
⊗l−1
i=0C
n, we have
〈
ζ,X
(σ)
l,ξ,pζ
〉
=
∥∥∥∥∥p
(∑
ν(l)
〈
ψ̂ν(l) , ζ
〉
̂vν(l,σ),σ
)∗
ξ
∥∥∥∥∥
2
≥ 0,
and
ωξ (τ−yσ (|ζ〉 〈ζ|)) =
∥∥∥∥∥
(∑
ν(l)
〈
ψ̂ν(l) , ζ
〉
̂vν(l,σ),σ
)∗
ξ
∥∥∥∥∥
2
,
where yR = 0 and yL = l. The claim of the Lemma can be checked from these equations. 
Lemma 5.3. Assume [A1] and [A4]. Let ωσ be the state in [A4] and vσ the n-tuple of elements
in B(Kσ) given in Notation 2.5. Then for any l ∈ N, τyσ
(
s(ωσ|Aσ,l)
)
is equal to the orthogonal
projection onto Γ
(σ)
l,vσ
(B(Kσ)), where yR = 0 and yL = l.
Proof. Let ρωσ be the density matrix given by Lemma 2.4. As it is strictly positive, it can be
decomposed as ρωσ =
∑
i λi |ηi〉 〈ηi| with numbers λi > 0 and CONS {ηi}i of Kσ. By Lemma 5.2,
we get
ωσ ◦ τ−yσ (A) =
∑
i
λiωηi ◦ τ−yσ (A) =
∑
ij
λi Tr
(
X
(σ)
l,ηi,|ηj〉〈ηj |
A
)
=
∑
ij
λi
〈
Γ
(σ)
lvσ
(|ηi〉 〈ηj |) , AΓ
(σ)
lvσ
(|ηi〉 〈ηj |)
〉
, A ∈ A[0,l−1], l ∈ N.
As {Γ
(σ)
lvσ
(|ηi〉 〈ηj |)}ij spans Γ
(σ)
l,vσ
(B(Kσ)), this proves the Lemma. 
Lemma 5.4. Assume [A1], [A3], [A4], and [A5]. Let vσ be the n-tuple of elements in B(Kσ)
given in Notation 2.5 and ρσ the state given in Lemma 3.2. Then there exists an l˜σ ∈ N such that
Γ
(σ)
lvσ
(B(Kσ)s(ρσ)) = Γ
(σ)
lvσ
(B(Kσ)) , l ≥ l˜σ.
Proof. Set
Cσ := inf
{
σ
(
Dωσ|Aσ,l
)
\ {0} | l ∈ N
}
> 0,
and
l˜σ := min
{
l ∈ N | sup
l′:l≤l′
{∥∥∥T l′vσ (I− PTvσ{1} )∥∥∥} < 12Cσ
}
∈ N.
(Recall [A4] and Lemma 3.2 to see Cσ > 0 and l˜σ ∈ N.) We assume that there exists an l ≥ l˜σ
such that Γ
(σ)
lvσ
(B(Kσ)s(ρσ)) 6= Γ
(σ)
lvσ
(B(Kσ)) and show a contradiction.
If Γ
(σ)
lvσ
(B(Kσ)s(ρσ)) 6= Γ
(σ)
lvσ
(B(Kσ)), then there exists an X ∈ B(Kσ) such that Γ
(σ)
lvσ
(X) and
Γ
(σ)
lvσ
(B(Kσs(ρσ))) are orthogonal and
∥∥∥Γ(σ)lvσ (X)∥∥∥ = 1.
First we show ∣∣∣Γ(σ)lvσ (X)〉〈Γ(σ)lvσ (X)∣∣∣ ≤ τyσ (s(Dωσ|Aσ,l)) , (21)
where yR = 0 and yL = l. We may represent X =
∑mσ
i=1 ci |ξi〉 〈ηi|, with ‖ξi‖ = ‖ηi‖ = 1. From
Lemma 5.2, we have ∣∣∣Γ(σ)lvσ (|ξi〉 〈ηi|)〉〈Γ(σ)lvσ (|ξi〉 〈ηi|)∣∣∣ = X(σ)l,ξi,|ηi〉〈ηi|,
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with notation in Lemma 5.2. By Lemma 5.2, and Lemma 2.3 we have
s
(∣∣∣Γ(σ)lvσ (|ξi〉 〈ηi|)〉〈Γ(σ)lvσ (|ξi〉 〈ηi|)∣∣∣) = s(X(σ)l,ξi,|ηi〉〈ηi|) ≤ τyσ (s (ωξi |Aσ,l)) ≤ τyσ (s (ωσ|Aσ,l)) .
where yR = 0 and yL = l. Hence each term in the decomposition Γ
(σ)
lvσ
(X) =
∑mσ
i=1 ciΓ
(σ)
lvσ
(|ξi〉 〈ηi|)
is in τyσ
(
s
(
ωσ|Aσ,l
)) (⊗l−1
i=0C
n
)
. From this, we obtain (21).
Next we show
0 ≤ X
(σ)
l,ξ,(1−s(ρσ))
≤
∥∥∥T lvσ (I− PTvσ{1} )∥∥∥ , for all ξ ∈ Kσ, with ‖ξ‖ = 1. (22)
The first inequality is already proven in Lemma 5.3. The second one follows from the following
calculation for any ζ ∈
⊗l−1
i=0C
n:
〈
ζ,X
(σ)
l,ξ,(1−s(ρσ))
ζ
〉
=
∥∥∥∥∥(1− s(ρσ))
(∑
ν(l)
〈
ψ̂ν(l) , ζ
〉
̂vν(l,σ),σ
)∗
ξ
∥∥∥∥∥
2
≤
(∑
ν(l)
∣∣∣〈ψ̂ν(l) , ζ〉∣∣∣ ∥∥(1− s(ρσ)) ̂vν(l,σ),σ∗ξ∥∥
)2
≤
(∑
ν(l)
∣∣∣〈ψ̂ν(l) , ζ〉∣∣∣2
)(∑
ν(l)
∥∥(1− s(ρσ)) ̂vν(l,σ),σ∗ξ∥∥2
)
= ‖ζ‖2
〈
ξ,
(
T l
vσ
(1− s(ρσ))
)
ξ
〉
= ‖ζ‖2
〈
ξ,
(
T l
vσ
◦
(
I− P
Tvσ
{1}
)
(1− s(ρσ)) + T
l
vσ
◦ P
Tvσ
{1} (1− s(ρσ))
)
ξ
〉
= ‖ζ‖2
〈
ξ,
(
T lvσ ◦
(
I− P
Tvσ
{1}
)
(1− s(ρσ))
)
ξ
〉
≤
∥∥∥T lvσ ◦ (I− PTvσ{1} )∥∥∥ ‖ζ‖2 ‖ξ‖2 .
We used Lemma 3.2 in the last equality.
Finally, we claim
Ran
(
X
(σ)
l,ξ,s(ρσ)
)
⊂ Γ
(σ)
l,vσ
(B (Kσ) s(ρσ)) , for all ξ ∈ Kσ, with ‖ξ‖ = 1. (23)
To see this, decompose s(ρσ) as s(ρσ) =
∑
i |xi〉 〈xi| with CONS {xi} of s(ρσ)Kσ. We then obtain
X
(σ)
l,ξ,s(ρσ)
:=
∑
µ(l),ν(l)
〈
ξ, ̂vµ(l,σ),σs(ρσ) ̂vν(l,σ) ,σ
∗
ξ
〉 ∣∣∣ψ̂ν(l)〉〈ψ̂µ(l) ∣∣∣ =∑
i
∑
µ(l),ν(l)
〈
ξ, ̂vµ(l,σ),σ (|xi〉 〈xi|) ̂vν(l,σ),σ
∗
ξ
〉 ∣∣∣ψ̂ν(l)〉〈ψ̂µ(l) ∣∣∣
=
∑
i
∣∣∣Γ(σ)l,vσ (|ξ〉 〈xi|)〉〈Γ(σ)l,vσ (|ξ〉 〈xi|)∣∣∣ ,
for any ξ ∈ Kσ, with ‖ξ‖ = 1. As each Γ
(σ)
l,vσ
(|ξ〉 〈xi|) is in Γ
(σ)
l,vσ
(B (Kσ) s(ρσ)), this proves the
claim.
Now we derive the claim of the Lemma, combining the above statements. Let ρωσ be the density
matrix given by Lemma 2.4. It can be decomposed as ρωσ =
∑
i λi |ηi〉 〈ηi|, with numbers λi > 0,∑
i λi = 1, and CONS {ηi} of Kσ. Then we have
Cσ ≤ ωσ
(
τ−yσ
(∣∣∣Γ(σ)lvσ (X)〉〈Γ(σ)lvσ (X)∣∣∣))
=
∑
i
λi
(〈
Γ
(σ)
l,vσ
(X) , X
(σ)
l,ηi,s(ρσ)
Γ
(σ)
l,vσ
(X)
〉
+
〈
Γ
(σ)
l,vσ
(X) , X
(σ)
l,ηi,(1−s(ρσ))
Γ
(σ)
l,vσ
(X)
〉)
.
In the first inequality, we used (21) and the definition of Cσ. The equality follows from Lemma
2.4, and the definition of X
(σ)
l,ξ,p. By the third claim (23) and the orthogonality of Γ
(σ)
lvσ
(X) and
Γ
(σ)
lvσ
(B(Kσs(ρσ))), the first term on the right hand side is 0. The second term can be bounded
using (22) and we have
Cσ ≤
∥∥∥T lvσ (I− PTvσ{1} )∥∥∥ ≤ 12Cσ. (24)
This is a contradiction. Hence we proved the Lemma. 
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Proof of Lemma 5.1. Set cσ := inf{σ (ρ˜σ) \ {0}} > 0. By the routine calculation from Part I,
we obtain∣∣∣∣∥∥∥Γ(σ)l,vσ (X)∥∥∥2 − ρσ (X∗X)∣∣∣∣ ≤ ∥∥∥T lvσ (I− PTvσ{1} )∥∥∥m2σc−1σ ρσ (X∗X) , X ∈ B(Kσ)s(ρσ).
We set
l′σ := min
{
l˜σ ≤ l ∈ N | sup
l′:l≤l′
{∥∥∥T l′vσ (I− PTvσ{1} )∥∥∥m2σc−1σ } < 12
}
with l˜σ given in the previous Lemma. Then for l
′
σ ≤ l, we have
cσ
2
Tr (X∗X) ≤
1
2
ρσ (X
∗X) ≤
∥∥∥Γ(σ)l,vσ (X)∥∥∥2 , X ∈ B(Kσ)s(ρσ).
This means Γ
(σ)
l,vσ
∣∣∣
B(Kσ)s(ρσ)
is injective for l′σ ≤ l. As we have chosen l
′
σ so that l˜σ ≤ l
′
σ, it is also
onto Γ
(σ)
l,vσ
(B(Kσ)). That Γ
(σ)
l,vσ
(B(Kσ)) = τyσ
(
s
(
ωσ|Aσ,l
))⊗l−1
i=0C
n is proven in Lemma 5.3.

As a result, we obtain the following Lemma.
Lemma 5.5. Assume [A1], [A3], [A4], and [A5]. Let σ = L,R. Let vσ be the n-tuple of elements
in B(Kσ) given in Notation 2.5, ρσ the state given in Lemma 3.2, and Vaσthe unitary given in
Lemma 4.1. Let l′σ ∈ N be the number given in Lemma 5.1. For each a = 0, . . . , kσ, let {g
(a)
α }
n
(σ)
0
α=1
be a CONS of raσKσ ≃ Cn
(σ)
0 given by g
(a)
α := Vaσχ
(n
(σ)
0 )
α . Then there exist a y
(l)
a,α,β,σ ∈ B(Kσ), for
each a = 0, . . . , kσ, α, β = 1, . . . , n
(σ)
0 , and l ≥ l
′
σ, satisfying the followings.
(1) For each l ≥ l′σ, the set {y
(l)
a,α,β,σ}a=0,...,kσ,α,β=1,...,n(σ)0
is a basis of Kl(vσ).
(2) For any a1 = 0, . . . , kσ, α1, α2, β1, β2 = 1, . . . , n
(σ)
0 , and l1, l2 ≥ l
′
σ, we have
y
(l1)
a1,α1,β1,σ
y
(l2)
0,α2,β2,σ
= δβ1α2y
(l1+l2)
a1,α1,β2,σ
.
(3) For any a = 0, . . . , kσ, α, β = 1, . . . , n
(σ)
0 , and l ≥ l
′
σ,
y
(l)
a,α,β,σs(ρσ) =
∣∣∣g(a)α 〉〈g(0)β ∣∣∣ .
(4) If X ∈ Kl(vσ), l ≥ l′σ, satisfies Xs(ρσ) = 0, then X = 0.
Proof. By Lemma 5.1, for l ≥ l′σ, the set
{
Γ
(σ)
l,vσ
(∣∣∣g(a)α 〉〈g(0)β ∣∣∣)}
a=0,...,kσ ,α,β=1,...,n
(σ)
0
is linearly
independent. Therefore, there exist ξ
(l)
a,α,β ∈
⊗l−1
i=0 C
n, a = 0, . . . , kσ, α, β = 1, . . . , n
(σ)
0 such that〈
ξ
(l)
a,α,β ,Γ
(σ)
l,vσ
(∣∣∣g(a′)α′ 〉〈g(0)β′ ∣∣∣)〉 = δaa′δαα′δββ′ .
Set
y
(l)
a,α,β,σ :=
∑
µ(l)
〈
ψ̂µ(l) , ξ
(l)
a,α,β
〉
̂vµ(l,σ),σ ∈ Kl(vσ), a = 0, . . . , kσ, α, β = 1, . . . , n
(σ)
0 , l ≥ l
′
σ.
By a straightforward calculation, we have
δaa′δαα′δββ′ =
〈
ξ
(l)
a,α,β ,Γ
(σ)
l,vσ
(∣∣∣g(a′)α′ 〉〈g(0)β′ ∣∣∣)〉 = 〈g(a′)α′ , y(l)a,α,β,σg(0)β′ 〉.
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This means
y
(l)
a,α,β,σs(ρσ) =
∣∣∣g(a)α 〉〈g(0)β ∣∣∣ , a = 0, . . . , kσ, α, β = 1, . . . , n(σ)0 , l ≥ l′σ, (25)
corresponding to (3) in the claim. This means
{
y
(l)
a,α,β,σ
}
a=0,...,kσ,α,β=1,...,n
(σ)
0
is linearly indepen-
dent, spanning (n
(σ)
0 )
2(kσ + 1)-dimensional subspace of Kl(vσ). However, from Lemma 5.1 , the
dimension of Kl(vσ) is (n
(σ)
0 )
2(kσ + 1). Hence, {y
(l)
a,α,β,σ}a=0,...,kσ ,α,β=1,...,n(σ)0
is a basis of Kl(vσ),
proving (1).
Let us prove (4). Let X ∈ Kl(vσ), l ≥ l′σ, such that Xs(ρσ) = 0. Then X can be written as a
linear combination X =
∑
aαβ Caαβy
(l)
a,α,β,σ, and we obtain
0 = Xs(ρσ) =
∑
aαβ
Caαβ
∣∣∣g(a)α 〉〈g(0)β ∣∣∣ .
This implies Caαβ = 0 and we conclude X = 0.
To prove (2), note that
X = y
(l1)
a1,α1,β1,σ
y
(l2)
0,α2,β2,σ
− δβ1α2y
(l1+l2)
a1,α1,β2,σ
∈ Kl1+l2(vσ)
and
Xs(ρσ) = y
(l1)
a1,α1,β1,σ
∣∣∣g(0)α2 〉〈g(0)β2 ∣∣∣−δβ1α2 ∣∣∣g(a1)α1 〉〈g(0)β2 ∣∣∣ = ∣∣∣g(a1)α1 〉〈g(0)β1 ∣∣∣·∣∣∣g(0)α2 〉〈g(0)β2 ∣∣∣−δβ1α2 ∣∣∣g(a1)α1 〉〈g(0)β2 ∣∣∣ = 0.
Applying the above argument, we conclude X = 0, proving (2). 
6 Deformation of vσ
By Lemma 4.1, we have n
(σ)
0 = rank raσ = rank s(ρσ), for all a = 0, . . . , kσ. This means that we
can identify B(Kσ) with Mn(σ)0
⊗Mkσ+1. We introduce two conditions.
Definition 6.1. Let n, n0 ∈ N and k ∈ N ∪ {0}. Let ω = (ωµ)nµ=1 ∈ M
×n
n0
, v = (vµ)
n
µ=1 ∈
(Mn0 ⊗Mk+1)
×n
, and λ = (λa)
k
a=0 ∈ C
k+1. Let l0 ∈ N and y
(l)
a,α,β ∈ Mn0 ⊗Mk+1, for a =
0, . . . , k, α, β = 1, . . . , n0, and l ≥ l0. We say that the septuplet (n0, k,ω,v,λ, l0, {y
(l)
a,α,β}) satisfies
Condition 5 if the following holds.
(i) λ0 = 1 and 0 < |λa| < 1 for all a ≥ 1.
(ii) vµ ∈ Mn0 ⊗DTk+1, µ = 1, . . . , n.
(iii) (I⊗ E(0,k)aa )vµ(I⊗ E
(0,k)
aa ) = λaωµ ⊗ E
(0,k)
aa , for all a = 0, . . . , k, and µ = 1, . . . , n.
(iv) (1) For each l ≥ l0, the set {y
(l)
a,α,β}a=0,...,k,α,β=1,...,n0 is a basis of Kl(v).
(2) For any a1 = 0, . . . , k, α1, α2, β1, β2 = 1, . . . , n0, and l1, l2 ≥ l0, we have
y
(l1)
a1,α1,β1
y
(l2)
0,α2,β2
= δβ1α2y
(l1+l2)
a1,α1,β2
(3) For any α, β = 1, . . . , n0, and l ≥ l0,
y
(l)
0,α,β
(
I⊗ E(0,k)00
)
=
(
I⊗ E(0,k)00
)
y
(l)
0,α,β
(
I⊗ E(0,k)00
)
.
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Definition 6.2. Let n, n0 ∈ N and k ∈ N ∪ {0}. Let ω = (ωµ)nµ=1 ∈ M
×n
n0
, v = (vµ)
n
µ=1 ∈
(Mn0 ⊗Mk+1)
×n
, and λ = (λa)
k
a=0 ∈ C
k+1. Let l0 ∈ N and y
(l)
a,α,β ∈Mn0 ⊗Mk+1, for a = 0, . . . , k,
α, β = 1, . . . , n0, and l ≥ l0. Let i ∈ {0, . . . , k}. We say that the septuplet (n0, k,ω,v,λ, l0, {y
(l)
a,α,β})
satisfies Condition 6-i if the followings hold.
(i) The septuplet (n0, k,ω,v,λ, l0, {y
(l)
a,α,β}) satisfies Condition 5.
(ii) There exists a Y ∈ DT0,k+1 such that [Λλ, Y ] = 0.
(iii) For any α, β = 1, . . . , n0, l ≥ l0, and Y in (ii), we have
y
(l)
0,α,β − e
(n0)
αβ ⊗ Λ
l
λ(1 + Y )
l ∈Mn0 ⊗
∑
a,a′:a−a′≥i+1
E(0,k)aa Mk+1 E
(0,k)
a′a′ .
Remark 6.3. When we would like to specify Y , we say the septuplet (n0, k,ω,v,λ, l0, {y
(l)
a,α,β})
satisfies Condition 6-i with respect to Y . We may set Y = 0 for Condition 6-0.
Out of our vσ, we can construct a septuplet satisfying Condition 6-0.
Lemma 6.4. Assume [A1],[A3],[A4], and [A5]. We use Notation 2.5 and Notation 3.6. Then for
each σ = R,L, there exist ω(σ) ∈ Primu(n, n
(σ)
0 ), v
(σ) ∈
(
Mn(σ)0
⊗Mkσ+1
)×n
, λ(σ) = (λ
(σ)
a )a=0,...,kσ ∈
Ckσ+1, l(σ)0 ∈ N, and {y
(l,σ)
a,α,β}a=0,...,kσ ,α,β=1,...,n(σ)0 ,l≥l
(σ)
0
⊂Mn(σ)0
⊗Mkσ+1 satisfying the followings.
1. The septuplet (n
(σ)
0 , kσ,ω
(σ),v(σ),λ(σ), l
(σ)
0 , {y
(l,σ)
a,α,β}) satisfies Condition 6-0.
2. For the state ωσ in [A4] and l ∈ N, τyσ
(
s(ωσ|Aσ,l)
)
is equal to the orthogonal projection onto
Γ
(σ)
l,v(σ)
(
Mn(σ)0
⊗Mkσ+1
)
, where yR = 0 and yL = l.
3. The triple (Mn(σ)0
,ω(σ), ρσ|M
n
(σ)
0
) σ-generates ω∞.
4. There exist strictly positive elements haσ a = 0, . . . , k in Mn(σ)0
with h0σ = I such that for all
l ≥ l
(σ)
0 , a = 0, . . . , kσ, and α, β = 1, . . . , n
(σ)
0 ,
y
(l,σ)
a,α,β
(
I⊗ E(0,kσ)00
)
= h
1
2
aσe
(n
(σ)
0 )
αβ ⊗ E
(0,kσ)
a0 .
Proof. We use Notation 2.5 and Notation 3.6. Define ω(σ) := v˜σ ∈M
×n
n
(σ)
0
under the identification
Mn(σ)0
≃ B(s(ρσ)Kσ). By Lemma 3.3, we have ω(σ) ∈ Primu(n, n0), and (Mn(σ)0
,ω(σ), ρσ|M
n
(σ)
0
)
σ-generates ω∞. (This proves 3 of the Lemma.)
From Notation 3.6 and Lemma 4.1, for each a = 0, . . . , kσ, there is a unitary Vaσ : Cn
(σ)
0 →
raσKσ and caσ ∈ T such that
r
− 12
Tωa,σ
t
− 12
aσ raσvµσraσt
1
2
aσ = uµaσ = caσVaσ v˜µσV
∗
aσ = caσVaσω
(σ)
µ V
∗
aσ, µ = 1, . . . , n. (26)
Note that rTω0,σ = 1, and we may choose c0σ = 1, t0σ = r0σ, and V0σ is the identity map.
Define an invertible element R(σ) :=
⊕kσ
a=0 t
1
2
aσ in B(Kσ), and λ
(σ) = (λ
(σ)
a )a=0,...,kσ ∈ C
kσ+1
by λ
(σ)
a = r
1
2
Tωaσ
caσ. Furthermore, we set h
1
2
aσ := V ∗aσt
− 12
aσ Vaσ. Note that h0σ = 1. Using unitaries
Vaσ above, we define a linear map V
σ : Kσ → Cn
(σ)
0 ⊗ Ckσ+1 by
V (σ)ξ :=
kσ∑
a=0
(V ∗aσraσξ)⊗ f
(0,kσ)
a , ξ ∈ Kσ.
20
By definition, this is unitary.
Let l′σ, and {y
(l)
a,α,β,σ}a=0,...,kσ ,α,β=1,...,n(σ)0 ,l≥l′σ
⊂ B(Kσ) given in Lemma 5.5.
We define v(σ) = (v
(σ)
µ )nµ=1 ∈
(
Mn(σ)0
⊗Mkσ+1
)×n
by
v(σ)µ := V
(σ)(R(σ))−1vµσR
(σ)V (σ)
∗
, µ = 1, . . . , n.
We also set
y
(l,σ)
a,α,β = V
(σ)(R(σ))−1y
(l)
a,α,β,σR
(σ)V (σ)
∗
, a = 0, . . . , kσ, α, β = 1, . . . , n
(σ)
0 , l ≥ l
′
σ.
Furthermore, we set l
(σ)
0 := l
′
σ. As v
(σ)
µ is similar to vµσ with common invertible operatorR
(σ)V (σ)
∗
,
Lemma 5.3 implies 2. of the current Lemma.
Next we show that the septuplet (n
(σ)
0 , kσ,ω
(σ),v(σ),λ(σ), l
(σ)
0 , {y
(l,σ)
a,α,β}) satisfies Condition 5.
(i) follows from Lemma 3.7 and the above remark on c0σ etc. Recall the definition of Ka,σ, given as
an v∗ν -invariant subspace. This property is translated to (ii) of Condition 5 for v
(σ). The equality
(26) implies (iii) of Condition 5. (1), (2) of (iv) follows from the fact that y
(l,σ)
a,α,β (resp. v
(σ)) and
y
(l)
a,α,β,σ (resp. vσ) are similar to each other with common invertible operator R
(σ)V (σ)
∗
. (3) of
(iv) follows from (3) of Lemma 5.5 and the fact that R(σ)V (σ)
∗
(
I⊗ E(0,kσ)00
)
= s(ρσ)R
(σ)V (σ)
∗
.
It is left to prove (ii), (iii) of Condition 6-0. We set Y = 0. Then clearly (ii) holds. From (ii),
(iii) of Condition 5 which we have already proved, we see that
(I⊗ E(0,k)aa )v
(σ)
µ(l)
(I⊗ E(0,k)aa ) =
(
λ(σ)a
)l
ω
(σ)
µ(l)
⊗ E(0,k)aa , µ
(l) ∈ {1, . . . , n}×l, l ∈ N, a = 0, . . . , k.
From this, we obtain
(I⊗ E(0,k)aa )y
(l,σ)
0,α,β(I⊗ E
(0,k)
aa ) =
(
λ(σ)a
)l
e
(n0)
αβ ⊗ E
(0,k)
aa .
As y
(l,σ)
a,α,β is a lower triangular matrix (because each v
(σ)
µ is), this implies (iii) of Condition 6-0.
Lastly, we prove 4. As we observed, we have
R(σ)V (σ)
∗
(
I⊗ E(0,kσ)00
)
= s(ρσ)R
(σ)V (σ)
∗
,
(
I⊗ E(0,kσ)00
)
V (σ)R(σ) = V (σ)R(σ)s(ρσ).
Therefore, we have
y
(l,σ)
a,α,β
(
I⊗ E(0,kσ)00
)
= V (σ)(R(σ))−1y
(l)
a,α,β,σR
(σ)V (σ)
∗
(
I⊗ E(0,kσ)00
)
= V (σ)(R(σ))−1y
(l)
a,α,β,σs(ρσ)R
(σ)V (σ)
∗
= V (σ)t
− 12
aσ
∣∣∣g(a)α 〉〈g(0)β ∣∣∣R(σ)V (σ)∗ = (h 12aσ ⊗ E(0,kσ)aa )V (σ) ∣∣∣g(a)α 〉〈g(0)β ∣∣∣R(σ)V (σ)∗ = h 12aσe(n0)αβ ⊗ E(0,kσ)a0 .

We prove that Condition 6-0 implies Condition 6-kσ, inductively.
Lemma 6.5. Let 0 ≤ i ≤ k − 1. Assume that the septuplet (n0, k,ω,v,λ, l0, {y
(l)
a,α,β}) satisfies
Condition 6-i with respect to Y . Then there exist {Jj}kj=i+1 ⊂ Mn0 and {cj}
k
j=i+1 ⊂ C satisfying
the followings.
1. Set R := I −
∑k
j=i+1 Jj ⊗ E
(0,k)
j,j−(i+1). Then R is invertible, R − I ∈ Mn0 ⊗DT0,k+1 and
R
(
I⊗ E(0,k)00
)
= R−1
(
I⊗ E(0,k)00
)
= I⊗ E(0,k)00 .
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2. Set Y ′ :=
∑
i+1≤j≤k:λj=λj−(i+1)
cjE
(0,k)
j,j−(i+1). The septuplet (n0, k,ω, RvR
−1,λ, l0, {Ry
(l)
a,α,βR
−1})
satisfies Condition 6-(i+1) with respect to Y + Y ′.
For the proof, we need the following Lemma.
Lemma 6.6. Let n0, l0 ∈ N, λ ∈ C \ {0} and suppose that x
(l)
α,β ∈ Mn0 , α, β = 1, . . . , n0, are given
for all l ≥ l0. Assume that they satisfy the following condition: For any α1, β1, α2, β2 ∈ {1, . . . , n0}
and l1, l2 ≥ l0,
x
(l1)
α1,β1
e
(n0)
α2β2
+ λ−l1e
(n0)
α1β1
x
(l2)
α2β2
= δβ1,α2x
(l1+l2)
α1,β2
. (27)
Then we have the followings.
(1) If λ 6= 1, there exists J ∈Mn0 such that
x
(l)
αβ = Je
(n0)
αβ − λ
−le
(n0)
αβ J, l ≥ l0, α, β ∈ {1, . . . , n0}.
(2) If λ = 1, there exist J ∈Mn0 and c ∈ C such that
x
(l)
αβ = Je
(n0)
αβ − e
(n0)
αβ J + c · l · e
(n0)
αβ , l ≥ l0, α, β ∈ {1, . . . , n0}.
Proof. We claim there exists J˜ ∈Mn0 such that
x
(l)
αβ(1 − e
(n0)
ββ ) = −λ
−le
(n0)
αβ J˜ , (1 − e
(n0)
αα )x
(l)
αβ = J˜e
(n0)
αβ , l ≥ l0, α, β ∈ {1, . . . , n0}. (28)
To see this, set Fβ :=
∑
α:α6=β x
(l0)
αα . Then by (27) with β1 6= α2, we have for l ≥ l0 and α, β ∈
{1, . . . , n0},
x
(l)
αβ(1− e
(n0)
ββ ) + λ
−le
(n0)
αβ Fβ = x
(l)
αβ
∑
α2:α2 6=β
e(n0)α2α2 + λ
−le
(n0)
αβ
∑
α2:α2 6=β
x(l0)α2α2 = 0. (29)
We also have for l ≥ l0 and α, β ∈ {1, . . . , n0},
Fαe
(n0)
αβ + λ
−l0
(
1− e(n0)αα
)
x
(l)
αβ =
∑
α1:α1 6=α
x(l0)α1α1e
(n0)
αβ +
∑
α1:α1 6=α
λ−l0e(n0)α1α1x
(l)
αβ = 0 (30)
from (27).
Set J˜ :=
∑n0
β=1 e
(n0)
ββ Fβ(1 − e
(n0)
ββ ) and J˜
′ := −λl0
∑n0
α=1(1 − e
(n0)
αα )Fαe
(n0)
αα . By (29) and (30),
we have for l ≥ l0 and α, β ∈ {1, . . . , n0},
x
(l)
αβ(1− e
(n0)
ββ ) = −λ
−le
(n0)
αβ Fβ = −λ
−le
(n0)
αβ J˜ , (1 − e
(n0)
αα )x
(l)
αβ = −λ
l0Fαe
(n0)
αβ = J˜
′e
(n0)
αβ . (31)
To complete the proof of the claim, we show J˜ = J˜ ′. For any α1, β1, α2, β2 ∈ {1, . . . , n0} with
β1 6= α2 and l1, l2 ≥ l0, we have from (31) and (27),
−λ−l1e
(n0)
α1β1
J˜e
(n0)
α2β2
+ λ−l1e
(n0)
α1β1
J˜ ′e
(n0)
α2β2
= x
(l1)
α1β1
e
(n0)
α2β2
+ λ−l1e
(n0)
α1β1
x
(l2)
α2β2
= 0.
This means the off diagonal elements of J˜ and J˜ ′ coincide. As the diagonal elements of J˜ and J˜ ′
are zero, we obtain J˜ = J˜ ′, proving the claim.
To proceed, we first consider the λ 6= 1 case. We fix some l′0 ≥ l0 such that λ
l′0 6= 1. Set
C
(l)
αβ :=
〈
χ(n0)α , x
(l)
αβχ
(n0)
β
〉
, l ≥ l0, α, β = 1, . . . , n0,
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and d := (1 − λ−l
′
0)−1λ−l
′
0C
(l′0)
11 . We claim
C
(l)
αβ = C
(l′0)
α1 + d− λ
−l
(
C
(l′0)
β1 + d
)
, l ≥ l0, α, β = 1, . . . , n0. (32)
For any α1, β2, β ∈ {1, . . . , n0} and l1, l2 ≥ l0, substituting (28), we have
x
(l1)
α1,β
e
(n0)
β,β2
+ λ−l1e
(n0)
α1β
x
(l2)
ββ2
= e(n0)α1α1x
(l1)
α1,β
e
(n0)
β,β2
+
(
1− e(n0)α1α1
)
x
(l1)
α1,β
e
(n0)
β,β2
+ λ−l1e
(n0)
α1β
x
(l2)
ββ2
e
(n0)
β2β2
+ λ−l1e
(n0)
α1β
x
(l2)
ββ2
(1− e
(n0)
β2β2
)
=
(
C
(l1)
α1β
+ λ−l1C
(l2)
ββ2
)
e
(n0)
α1β2
+ J˜e
(n0)
α1β2
− λ−l1−l2e
(n0)
α1β2
J˜ .
Note that the left hand side is β-independent because of (27), and the second and the third term on
the right hand side is also β-independent. Therefore, for any α1, β2 ∈ {1, . . . , n0}, and l1, l2 ≥ l0,
C
(l1)
α1β
+ λ−l1C
(l2)
ββ2
is β-independent. Hence, for α, β ∈ {1, . . . , n0}, and l ≥ l0,
C
(l)
αβ = −λ
−lC
(l′0)
β1 + C
(l)
α1 + λ
−lC
(l′0)
11 . (33)
Substituting this to C
(l1)
α1β
+ λ−l1C
(l2)
ββ2
, we see that for α1, β2, β = 1, . . . , n0 and l1, l2 ≥ l0,
C
(l1)
α1β
+ λ−l1C
(l2)
ββ2
= −λ−l1C
(l′0)
β1 + C
(l1)
α11
+ λ−l1C
(l′0)
11 + λ
−l1
(
−λ−l2C
(l′0)
β21
+ C
(l2)
β1 + λ
−l2C
(l′0)
11
)
.
Recall that the left hand side is β-independent. This means, Wl := C
(l)
β1 − C
(l′0)
β1 is β-independent
for l ≥ l0. Note that Wl′0 = 0.
Using Wl, (33) can be written as
C
(l)
αβ = λ
−l
(
C
(l′0)
11 − C
(l′0)
β1
)
+Wl + C
(l′0)
α1 , l ≥ l0, α, β = 1, . . . , n0. (34)
Considering (α1, β2)-matrix element of (27), with β1 = α2 = β, l1 = l ≥ l0 and l2 = l0,
we have C
(l)
α1β
+ λ−lC
(l′0)
ββ2
= C
(l+l′0)
α1β2
. Same consideration with l1 = l
′
0 and l2 = l ≥ l0, implies
C
(l′0)
α1β
+λ−l
′
0C
(l)
ββ2
= C
(l+l′0)
α1β2
. From these, we obtain C
(l)
α1β
+λ−lC
(l′0)
ββ2
= C
(l′0)
α1β
+λ−l
′
0C
(l)
ββ2
. Substituting
(34) and Wl′0 = 0 to this, we obtain
Wl = (λ
−l′0 − λ−l)
(
1− λ−l
′
0
)−1
C
(l′0)
1,1 , l ≥ l0.
Substituting this to (34), we obtain (32).
Set J := J˜ +
∑
α
(
C
(l′0)
α1 + d
)
e
(n0)
αα ∈Mn0 . Then for l ≥ l0 and α, β ∈ {1, . . . , n0}, using (28),
x
(l)
αβ =
(
1− e(n0)αα
)
x
(l)
αβ + e
(n0)
αα x
(l)
αβ
(
1− e
(n0)
ββ
)
+ e(n0)αα x
(l)
αβe
(n0)
ββ = J˜e
(n0)
αβ − λ
−le
(n0)
αβ J˜ + C
(l)
αβe
(n0)
αβ
= J˜e
(n0)
αβ − λ
−le
(n0)
αβ J˜ +
(
C
(l′0)
α1 + d− λ
−l
(
C
(l′0)
β1 + d
))
e
(n0)
αβ = Je
(n0)
αβ − λ
−le
(n0)
αβ J.
Now we turn to the case λ = 1. Set
C
(l)
αβ :=
〈
χ(n0)α , x
(l)
αβχ
(n0)
β
〉
, l ≥ l0, α, β = 1, . . . , n0.
By (27) with β1 = α2 = β we have
C
(l1)
α1β
+ C
(l2)
β,β2
= C
(l1+l2)
α1,β2
, α1, β2, β ∈ {1, . . . , n0}, l1, l2 ≥ l0. (35)
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Therefore, for any l ≥ l0, we have
C
(l+2)
11 − C
(l+1)
11 = C
(l+1)
11 − C
(l)
11 ,
and obtain
C
(l)
11 − C
(l0)
11 =
l∑
j=l0+1
(
C
(j)
11 − C
(j−1)
11
)
= (l − l0)
(
C
(l0+1)
11 − C
(l0)
11
)
, l ≥ l0 + 1. (36)
Note that we also haveC
(l0)
11 −C
(l0)
11 = 0 = (l0−l0)
(
C
(l0+1)
11 − C
(l0)
11
)
. Set c′ := −l0
(
C
(l0+1)
11 − C
(l0)
11
)
+
C
(l0)
11 and c = C
(l0+1)
11 − C
(l0)
11 . Then from (35) and (36), we have
C
(l)
αβ = C
(l0)
11 − C
(l0)
β1 + C
(l)
α1
= C
(l0)
11 − C
(l0)
β1 +
(
C
(l)
α1 − C
(l0)
α1
)
+ C
(l0)
α1
= C
(l0)
11 − C
(l0)
β1 +
(
C
(l)
11 − C
(l0)
11
)
+ C
(l0)
α1
= C
(l0)
11 − C
(l0)
β1 + (l − l0)
(
C
(l0+1)
11 − C
(l0)
11
)
+ C
(l0)
α1
= C
(l0)
α1 − C
(l0)
β1 + c · l + c
′,
for all α, β ∈ {1, . . . , n0}, l ≥ l0. Substituting this to (35), we get c′ = 0. Hence we obtain
C
(l)
αβ = C
(l0)
α1 − C
(l0)
β1 + c · l, l ≥ l0, α, β = 1, . . . , n0. (37)
Set I˜ :=
∑n0
α=1 C
(l0)
α,1 e
(n0)
αα ∈Mn0 . Recall J˜ in (28), and set J := J˜ + I˜. Then substituting (37),
we have for l ≥ l0, and α, β = 1, . . . , n0,
x
(l)
αβ =
(
1− e(n0)αα
)
x
(l)
αβ + e
(n0)
αα x
(l)
αβ
(
1− e
(n0)
ββ
)
+ e(n0)αα x
(l)
αβe
(n0)
ββ = J˜e
(n0)
αβ − e
(n0)
αβ J˜ + C
(l)
αβe
(n0)
αβ
= J˜e
(n0)
αβ − e
(n0)
αβ J˜ +
(
C
(l0)
α1 − C
(l0)
β1 + c · l
)
e
(n0)
αβ = J˜e
(n0)
αβ − e
(n0)
αβ J˜ + I˜e
(n0)
αβ − e
(n0)
αβ I˜ + c · l · e
(n0)
αβ
= Je
(n0)
αβ − e
(n0)
αβ J + c · l · e
(n0)
αβ .

Proof of Lemma 6.5. By Condition 6-i, each y
(l)
0,α,β, l ≥ l0, and α, β = 1, . . . , n0, is of the form
y
(l)
0,α,β = e
(n0)
αβ ⊗ Λ
l
λ
(I+ Y )l +
k∑
j=i+1
x
(l)
α,β,j ⊗ E
(0,k)
j,j−(i+1) + Y
(l)
α,β ,
with x
(l)
α,β,j ∈Mn0 and Y
(l)
α,β ∈Mn0 ⊗
∑
a,a′:a−a′≥i+2 E
(0,k)
aa Mk+1 E
(0,k)
a′a′ . Recall that
y
(l1)
0,α1,β1
y
(l2)
0,α2,β2
= δβ1α2y
(l1+l2)
0,α1,β2
, α1, α2, β1, β2 = 1, . . . , n0, l1, l2 ≥ l0,
by Condition 6-i. With the above representation, the left hand side of this equation can be written
y
(l1)
0,α1,β1
y
(l2)
0,α2,β2
= δβ1α2e
(n0)
α1β2
⊗ Λl1+l2
λ
(I+ Y )l1+l2 +
k∑
j=i+1
(
λl1j e
(n0)
α1β1
x
(l2)
α2,β2,j
+ λl2
j−(i+1)x
(l1)
α1,β1,j
e
(n0)
α2β2
)
⊗ E
(0,k)
j,j−(i+1)
+ an element of Mn0 ⊗
∑
a,a′:a−a′≥i+2
E(0,k)aa Mk+1E
(0,k)
a′a′ .
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Compare the Mn0 ⊗
∑
a,a′:a−a′=i+1E
(0,k)
aa Mk+1E
(0,k)
a′a′ part of this and that of the right hand side:
δβ1α2y
(l1+l2)
0,α1,β2
= δβ1α2
e(n0)α1β2 ⊗ Λl1+l2λ (I+ Y )l1+l2 + k∑
j=i+1
x
(l1+l2)
α1,β2,j
⊗ E
(0,k)
j,j−(i+1) + Y
(l1+l2)
α1,β2
 . (38)
Then we obtain
λl1j e
(n0)
α1β1
x
(l2)
α2,β2,j
+ λl2
j−(i+1)x
(l1)
α1,β1,j
e
(n0)
α2β2
= δβ1α2x
(l1+l2)
α1,β2,j
.
Set x˜
(l)
α,β,j := λ
−l
j−(i+1)x
(l)
α,β,j . From the above equality, x˜
(l)
α,β,j satisfies condition of Lemma 6.6 with
λ = λj−(i+1)/λj . Applying Lemma 6.6, we obtain {Jj}
k
j=i+1 ⊂Mn0 and {cj}
k
j=i+1 ⊂ C such that
x
(l)
α,β,j = λ
l
j−(i+1)Jje
(n0)
αβ − λ
l
je
(n0)
αβ Jj + δλj ,λj−(i+1)cj lλ
l
je
(n0)
αβ , α, β = 1, . . . , n0, l ≥ l0. (39)
Hence, for any i+ 1 ≤ j ≤ k, α, β = 1, . . . , n0, and l ≥ l0, we have(
I⊗ E(0,k)jj
)(
y
(l)
0,α,β − e
(n0)
αβ ⊗ Λ
l
λ
(1 + Y )l
)(
I⊗ E(0,k)
j−(i+1),j−(i+1)
)
=
(
λlj−(i+1)Jje
(n0)
αβ − λ
l
je
(n0)
αβ Jj + δλj ,λj−(i+1)cj lλ
l
je
(n0)
αβ
)
⊗ E
(0,k)
j,j−(i+1). (40)
Now we check 1,2 of the Lemma. We start from 1. Set Jˆ :=
∑k
j=i+1 Jj ⊗ E
(0,k)
j,j−(i+1), and
R := I− Jˆ . Clearly, Jˆ ∈Mn0 ⊗DT0,k+1. As Jˆ
k+1 = 0, R is invertible and R−1 = I+ Jˆ + · · ·+ Jˆk.
Consider (40) with j = i+ 1. Then by Condition 5 (iv) (3) for {y
(l)
a,α,β}, we get
0 =
(
I⊗ E(0,k)i+1,i+1
)(
y
(l)
0,α,β − e
(n0)
αβ ⊗ Λ
l
λ (1 + Y )
l
)(
I⊗ E(0,k)00
)
=
(
Ji+1e
(n0)
αβ − λ
l
i+1e
(n0)
αβ Ji+1
)
⊗ E
(0,k)
i+1,0,
for all α, β = 1, . . . , n0, and l ≥ l0. This implies Ji+1 = 0. Therefore, we have Jˆ
(
I⊗ E(0,k)00
)
=
Ji+1 ⊗ E
(0,k)
i+1,0 = 0, which implies
R
(
I⊗ E(0,k)00
)
= R−1
(
I⊗ E(0,k)00
)
= I⊗ E(0,k)00 . (41)
To prove 2, we first show that the septuplet (n0, k,ω, RvR
−1,λ, l0, {Ry
(l)
a,α,βR
−1}) satisfies
Condition 5. (i) follows from the assumption that Condition 6-i holds. As all of vµ, R,R
−1 belongs
to Mn0 ⊗DTk+1, we have RvµR
−1 ∈ Mn0 ⊗DTk+1, proving (ii). (iii) can be checked as follows:(
I⊗ E(0,k)aa
)
RvµR
−1
(
I⊗ E(0,k)aa
)
=
(
I⊗ E(0,k)aa
)
R
(
I⊗ E(0,k)aa
)
vµ
(
I⊗ E(0,k)aa
)
R−1
(
I⊗ E(0,k)aa
)
=
(
I⊗ E(0,k)aa
)
vµ
(
I⊗ E(0,k)aa
)
= λaωµ ⊗ E
(0,k)
aa
for all a = 0, . . . , k and µ = 1, . . . , n. As vµ, R,R
−1 ∈ Mn0 ⊗DTk+1, only ”diagonal parts” of
R, vµ, R
−1 are left when RvµR
−1 is sandwiched by I⊗E(0,k)aa . This corresponds to the first equality.
The second equality is due to R − I, R−1 − I ∈ Mn0 ⊗DT0,k+1. The last equality is because of
Condition 5 (iii) for v,ω. (1), (2) of (iv) follows from the fact that y
(l)
a,α,β and Ry
(l)
a,α,βR
−1 are
similar to each other, and vµ and RvµR
−1 are similar to each other with the common invertible
operator R. (3) of (iv) follows from the following calculation:
Ry
(l)
0,α,βR
−1
(
I⊗ E(0,k)00
)
= Ry
(l)
0,α,β
(
I⊗ E(0,k)00
)
= R
(
I⊗ E(0,k)00
)
y
(l)
0,α,β
(
I⊗ E(0,k)00
)
=
(
I⊗ E(0,k)00
)
y
(l)
0,α,β
(
I⊗ E(0,k)00
)
=
(
I⊗ E(0,k)00
)
Ry
(l)
0,α,βR
−1
(
I⊗ E(0,k)00
)
.
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The first and third equality follows from (41). The second equality is from Condition 5 (iv)(3) of
y
(l)
0,α,β. The last equality is from (41) and R− I ∈Mn0 ⊗DT0,k+1.
Set Y ′ :=
∑
i+1≤j≤k:λj=λj−(i+1)
cjE
(0,k)
j,j−(i+1). We show (ii), (iii) of Conditions 6-(i+1) for
(n0, k,ω, RvR
−1,λ, l0, {Ry
(l)
a,α,βR
−1}) with respect to Y + Y ′. (ii) is clear from the definition.
To see (iii), note that
(I+ Y + Y ′)
l
= (I+ Y )l +
l−1∑
k=0
(1 + Y )
k
Y ′ (I+ Y )l−(k+1) + terms with more than one Y ′
= (I+ Y )l + lY ′ + elements in
∑
a,a′:a−a′≥i+2
E(0,k)aa Mk+1 E
(0,k)
a′a′ . (42)
We used the fact that terms with more than one Y ′ belong to
∑
a,a′:a−a′≥i+2E
(0,k)
aa Mk+1 E
(0,k)
a′a′
because Y ′ ∈
∑
a,a′:a−a′=i+1E
(0,k)
aa Mk+1 E
(0,k)
a′a′ . Similarly, the terms with one Y
′ and more than
zero Y ∈
∑
a,a′:a−a′≥1E
(0,k)
aa Mk+1 E
(0,k)
a′a′ belong to
∑
a,a′:a−a′≥i+2E
(0,k)
aa Mk+1 E
(0,k)
a′a′ . By (39) and
(42), we have
Y˜
(l)
α,β := y
(l)
0,α,β − e
(n0)
αβ ⊗ Λ
l
λ (I+ Y )
l − Jˆ
(
e
(n0)
αβ ⊗ Λ
l
λ (I+ Y )
l
)
+
(
e
(n0)
αβ ⊗ Λ
l
λ (I+ Y )
l
)
Jˆ − le
(n0)
αβ ⊗ Y
′Λlλ
= y
(l)
0,α,β − e
(n0)
αβ ⊗ Λ
l
λ
(I+ Y )l −
k∑
j=i+1
(
λlj−(i+1)Jje
(n0)
αβ − λ
l
je
(n0)
αβ Jj + δλj ,λj−(i+1)cj lλ
l
je
(n0)
αβ
)
⊗ E
(0,k)
j,j−(i+1)
− Jˆ
(
e
(n0)
αβ ⊗ Λ
l
λ
(
(I+ Y )l − I
))
+
(
e
(n0)
αβ ⊗ Λ
l
λ
(
(I+ Y )l − I
))
Jˆ
= Y
(l)
α,β − Jˆ
(
e
(n0)
αβ ⊗ Λ
l
λ
(
(I+ Y )l − I
))
+
(
e
(n0)
αβ ⊗ Λ
l
λ
(
(I+ Y )l − I
))
Jˆ
∈Mn0 ⊗
∑
a,a′:a−a′≥i+2
E(0,k)aa Mk+1E
(0,k)
a′a′ ,
for α, β = 1, . . . , n0 and l ≥ l0. The last inclusion is because of Jˆ ∈ Mn0 ⊗
∑
a,a′:a−a′=i+1 E
(0,k)
aa Mk+1E
(0,k)
a′a′
and Y ∈
∑
a,a′:a−a′≥1E
(0,k)
aa Mk+1 E
(0,k)
a′a′ . Recall that R := I− Jˆ and R
−1 = I+ Jˆ + · · ·+ Jˆk. We
have
Ry
(l)
0,α,βR
−1 − e
(n0)
αβ ⊗ Λ
l
λ (I+ Y + Y
′)
l
=
(
I− Jˆ
)(
e
(n0)
αβ ⊗ Λ
l
λ (I+ Y )
l
+ Jˆ
(
e
(n0)
αβ ⊗ Λ
l
λ (I+ Y )
l
)
− e
(n0)
αβ ⊗
(
Λlλ (I+ Y )
l
)
Jˆ + le
(n0)
αβ ⊗ Y
′Λlλ
)(
I+ Jˆ + · · ·+ Jˆk
)
+
(
I− Jˆ
)
Y˜
(l)
α,β
(
I+ Jˆ + · · ·+ Jˆk
)
− e
(n0)
αβ ⊗ Λ
l
λ
(I+ Y + Y ′)
l
= terms with more than one Jˆ + terms with more than zero Jˆ and one Y ′
+
(
I− Jˆ
)
Y˜
(l)
α,β
(
I+ Jˆ
)
− e
(n0)
αβ ⊗ Λ
l
λ
(
(I+ Y + Y ′)
l
− (I+ Y )l − lY ′
)
, (43)
for α, β = 1, . . . , n0, and l ≥ l0.
Note that Jˆ ∈ Mn0 ⊗
∑
a,a′:a−a′=i+1 E
(0,k)
aa Mk+1 E
(0,k)
a′a′ , Y ∈
∑
a,a′:a−a′≥1E
(0,k)
aa Mk+1 E
(0,k)
a′a′ ,
Y ′ ∈
∑
a,a′:a−a′=i+1E
(0,k)
aa Mk+1E
(0,k)
a′a′ , and Y˜
(l)
α,β ∈ Mn0 ⊗
∑
a,a′:a−a′≥i+2 E
(0,k)
aa Mk+1 E
(0,k)
a′a′ . This
observation and (42) implies that the right hand side of (43) is in Mn0 ⊗
∑
a,a′:a−a′≥i+2E
(0,k)
aa Mk+1E
(0,k)
a′a′ .
This proves (iii). 
26
Lemma 6.7. Let (n0, k,ω,v,λ, l0, {y
(l)
a,α,β}) be a the septuplet satisfying Condition 6-0. Suppose
that there exist strictly positive operators ha in Mn0 , a = 0, . . . , k with h0 = I such that
y
(l)
a,α,β
(
I⊗ E(0,k)00
)
= h
1
2
a e
(n0)
αβ ⊗ E
(0,k)
a0 , l ≥ l0, a = 0, . . . , k, α, β = 1, . . . , n0.
Then there exist R ∈Mn0 ⊗Mk+1, Y ∈ DT0,k+1, and {yˆ
(l)
a,α,β}a=0,...,k,α,β=1,...,n0,l≥l0 satisfying the
followings.
1. We have [Λλ, Y ] = 0.
2. For any α, β = 1, . . . , n0 , and l ≥ l0, we have yˆ
(l)
0,α,β = e
(n0)
αβ ⊗ Λ
l
λ
(I+ Y )l.
3. The septuplet (n0, k,ω, RvR
−1,λ, l0, {yˆ
(l)
a,α,β}) satisfies Condition 5.
4. For any a = 0, . . . , k, α, β = 1, . . . , n0 , and l ≥ l0, we have
yˆ
(l)
a,α,β
(
I⊗ E(0,k)00
)
= e
(n0)
α,β ⊗ E
(0,k)
a,0 .
5. If X ∈ Kl(RvR−1), l ≥ l0, satisfies X
(
I⊗ E(0,k)00
)
= 0, then X = 0.
6. Set Λ˜ := Λλ (I+ Y ) and Λˆ := I⊗ Λ˜. Then we have
Λˆlyˆ
(l1)
a,α,β =
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
lf (0,k)a
〉
yˆ
(l1)
a′,α,βΛˆ
l,
yˆ
(l1)
a,α,βΛˆ
l =
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
−lf (0,k)a
〉
Λˆlyˆ
(l1)
a′,α,β , (44)
for all l ∈ N, l1 ≥ l0, a = 1, . . . , k, and α, β = 1, . . . , n0.
7. For all l ≥ l0, a = 1, . . . , k, and α, β = 1, . . . , n0, we have
yˆ
(l)
a,α,β ∈Mn0 ⊗
∑
a′,a
′′
=0,...,k
λa′=λa′′λa
E
(0,k)
a′a′ Mk+1E
(0,k)
a
′′
a
′′ .
Proof. By Lemma 6.5 and the assumption that Condition 6-0 holds, we obtain invertible matrices
Ri ∈ Mn0 ⊗Mk+1, i = 1, . . . , k, and lower triangular matrices Yi ∈ DT0,k+1, i = 1, . . . , k. They
satisfy the following properties.
1. Ri − I ∈Mn0 ⊗DT0,k+1, Ri
(
I⊗ E(0,k)00
)
= R−1i
(
I⊗ E(0,k)00
)
= I⊗ E(0,k)00 .
2. The septuplet (n0, k,ω, (Ri · · ·R1)v (Ri · · ·R1)
−1 ,λ, l0, {(Ri · · ·R1) y
(l)
a,α,β (Ri · · ·R1)
−1}) sat-
isfies Condition 6-i with respect to Y1 + · · ·Yi.
Set R := Rk · · ·R1 and Y := Y1 + · · · + Yk. Then R is invertible, R − I ∈ Mn0 ⊗DT0,k+1
and R
(
I⊗ E(0,k)00
)
= R−1
(
I⊗ E(0,k)00
)
= I ⊗ E(0,k)00 . The matrix Y belongs to DT0,k+1 and the
septuplet (n0, k,ω, RvR
−1,λ, l0, {Ry
(l)
a,α,βR
−1}) satisfies Condition 6-k with respect to Y .
Now we would like to change the basis {Ry
(l)
a,α,βR
−1} so that the new basis satisfies 4 of the
current Lemma. We set R˜ :=
∑k
a=0 h
1
2
a ⊗ E
(0,k)
aa and define
yˆ
(l)
a,α,β =
k∑
i=1
n0∑
α′=1
〈
χ
(n0)
α′ ⊗ f
(0,k)
i , R˜
−1R−1
(
χ(n0)α ⊗ f
(0,k)
a
)〉
Ry
(l)
i,α′,βR
−1, 1 ≤ a ≤ k, α, β = 1, . . . , n0, l ≥ l0.
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Furthermore, we set yˆ
(l)
0,α,β := Ry
(l)
0,α,βR
−1, α, β = 1, . . . , n0, l ≥ l0.
This defines the change of basis of Kl(RvR−1) for l ≥ l0. Note that
Ry
(l)
a,α,βR
−1 =
k∑
i=1
n0∑
α′=1
〈
χ
(n0)
α′ ⊗ f
(0,k)
i , RR˜
(
χ(n0)α ⊗ f
(0,k)
a
)〉
yˆ
(l)
i,α′,β, 1 ≤ a ≤ k, α, β = 1, . . . , n0, l ≥ l0.
Let us check the properties 1,2,4,5 of Lemma 6.7 for R ∈ Mn0 ⊗Mk+1, Y ∈ DT0,k+1, and
{yˆ
(l)
a,α,β}a=0,...,k,α,β=1,...,n0,l≥l0 . As the septuplet (n0, k,ω, RvR
−1,λ, l0, {Ry
(l)
a,α,βR
−1}) satisfies
Condition 6-k with respect to Y , 1 of Lemma 6.7 holds. The third condition of Condition 6-k
implies
yˆ
(l)
0,α,β = Ry
(l)
0,α,βR
−1 = e
(n0)
αβ ⊗ Λ
l
λ
(I+ Y )l , α, β = 1, . . . , n0, l ≥ l0,
proving 2 of Lemma 6.7.
Next we prove 4 of Lemma 6.7. For any 1 ≤ a ≤ k, α, β = 1, . . . , n0 , and l ≥ l0, we have
yˆ
(l)
a,α,β
(
I⊗ E(0,k)00
)
=
k∑
i=1
n0∑
α′=1
〈
χ
(n0)
α′ ⊗ f
(0,k)
i , R˜
−1R−1
(
χ(n0)α ⊗ f
(0,k)
a
)〉
Ry
(l)
i,α′,βR
−1
(
I⊗ E(0,k)00
)
=
k∑
i=1
n0∑
α′=1
〈
χ
(n0)
α′ ⊗ f
(0,k)
i , R˜
−1R−1
(
χ(n0)α ⊗ f
(0,k)
a
)〉
Ry
(l)
i,α′,β
(
I⊗ E(0,k)00
)
=
k∑
i=1
n0∑
α′=1
〈
χ
(n0)
α′ ⊗ f
(0,k)
i , R˜
−1R−1
(
χ(n0)α ⊗ f
(0,k)
a
)〉
R
(
h
1
2
i e
(n0)
α′β ⊗ E
(0,k)
i0
)
=
k∑
i=1
n0∑
α′=1
k∑
i′=1
n0∑
α
′′=1
〈
χ
(n0)
α′ ⊗ f
(0,k)
i , R˜
−1R−1
(
χ(n0)α ⊗ f
(0,k)
a
)〉〈
χ
(n0)
α
′′ ⊗ f
(0,k)
i′ , RR˜
(
χ
(n0)
α′ ⊗ f
(0,k)
i
)〉(
e
(n0)
α
′′
β
⊗ E
(0,k)
i′0
)
=
k∑
i=0
n0∑
α′=1
k∑
i′=1
n0∑
α
′′=1
〈
χ
(n0)
α′ ⊗ f
(0,k)
i , R˜
−1R−1
(
χ(n0)α ⊗ f
(0,k)
a
)〉〈
χ
(n0)
α
′′ ⊗ f
(0,k)
i′ , RR˜
(
χ
(n0)
α′ ⊗ f
(0,k)
i
)〉(
e
(n0)
α
′′
β
⊗ E
(0,k)
i′0
)
= e
(n0)
αβ ⊗ E
(0,k)
a0 .
The second equality is from R−1
(
I⊗ E(0,k)00
)
= I⊗E(0,k)00 , while the third one is by the assumption.
For the fourth and fifth equality, we used the fact that RR˜, R˜−1R−1 ∈ Mn0 ⊗DTk+1. We also
have
yˆ
(l)
0,α,β
(
I⊗ E(0,k)00
)
= e
(n0)
αβ ⊗ Λ
l
λ (I+ Y )
l
E
(0,k)
00 = e
(n0)
αβ ⊗ E
(0,k)
00 , α, β = 1, . . . , n0, l ≥ l0, (45)
because Y ∈ DT0,k+1 and λ0 = 1.
The proof of 5 is the same as the proof of Lemma 5.5 (4), using 4 and the fact that {yˆ
(l)
a,α,β} is
a basis of Kl(RvR−1).
Now we prove 3, of Lemma 6.7, i.e., that the septuplet (n0, k,ω, RvR
−1,λ, l0, {yˆ
(l)
a,α,β}) satisfies
Condition 5. As the septuplet (n0, k,ω, RvR
−1,λ, l0, {Ry
(l)
a,α,βR
−1}) satisfies Condition 5, (i), (ii),
(iii) of Condition 5 for (n0, k,ω, RvR
−1,λ, l0, {yˆ
(l)
a,α,β}) hold. (1) of (iv) is already shown, and (3)
of (iv) is clear from (45). The proof of (iv)(2) is the same as the proof of Lemma 5.5 (2), using 4,
5.
Next we prove the first line of (44) for l ≥ l0. We extend this to all l ∈ N after that. First, note
that Λˆl =
∑n0
α=1 yˆ
(l)
0,α,α ∈ Kl
(
RvR−1
)
for any l ≥ l0. Therefore, for any l, l1 ≥ l0, a = 1, . . . , k, and
α, β = 1, . . . , n0, we have
Λˆlyˆ
(l1)
a,α,β −
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
lf (0,k)a
〉
yˆ
(l1)
a′,α,βΛˆ
l ∈ Kl+l1
(
RvR−1
)
.
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On the other hand, we have(
Λˆlyˆ
(l1)
a,α,β −
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
lf (0,k)a
〉
yˆ
(l1)
a′,α,βΛˆ
l
)(
I⊗ E(0,k)00
)
=
(
Λˆl
)(
e
(n0)
αβ ⊗ E
(0,k)
a0
)
−
(
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
lf (0,k)a
〉(
e
(n0)
αβ ⊗ E
(0,k)
a′0
))
= 0.
Therefore, from 5, we obtain the first line of (44) with l ≥ l0.
Lastly, we prove 6, 7. As we have just proven, the first line of (44) holds for l ≥ l0, Therefore,
for all l ≥ max{l0, 2k}, l1 ≥ l0, a = 1, . . . , k, b, b′ = 0, . . . , k, and α, β = 1, . . . , n0, we have
k∑
j=0
lCj · λ
l
b
(
I⊗ E(0,k)bb
) (
I⊗ Y j
)
yˆ
(l1)
a,α,β
(
I⊗ E(0,k)
b
′
b
′
)
=
(
I⊗ E(0,k)bb
)
Λˆlyˆ
(l1)
a,α,β
(
I⊗ E(0,k)
b
′
b
′
)
=
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
lf (0,k)a
〉
yˆ
(l1)
a′,α,βΛˆ
l
)(
I⊗ E(0,k)
b
′
b
′
)
= λlaλ
l
b′
k∑
j1=0
lCj1
k∑
j2=0
lCj2
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j1f (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
= λlaλ
l
b′
k∑
j1=0
k∑
j2=0
j1+j2∑
i=0
α
(i)
(j1,j2)
· lCi
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j1f (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
.
In the last line we used Lemma E.1. Let {si}
m1
i=1 be the set of distinct elements in {λj}
k
j=0 ∪
{λjλj′}kj,j′=1. Applying Lemma C.7 of Part I, with (l, k,m) replaced by (max{l0, 2k+1}, 2k+1,m1),
and {si}
m1
i=1, we obtain(
I⊗ E(0,k)bb
) (
I⊗ Y j
)
yˆ
(l1)
a,α,β
(
I⊗ E(0,k)
b
′
b
′
)
=

∑
j1,j2=0,...,k:
j≤j1+j2
α
(j)
(j1,j2)
(
I⊗ E(0,k)bb
)(∑k
a′=1
〈
f
(0,k)
a′ , Y
j1f
(0,k)
a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
)) (
I⊗ E(0,k)
b
′
b
′
)
if λb = λaλb′ ,
0 if λb 6= λaλb′
,
for j = 0, . . . , k, l1 ≥ l0, a = 1, . . . , k, b, b′ = 0, . . . , k, and α, β = 1, . . . , n0. The case with j = 0
proves 7.
Similarly, we have
0 =
∑
j1,j2=0,...,k:
j≤j1+j2
α
(j)
(j1,j2)
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j1f (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
,
for k < j ≤ 2k, if λb = λaλb′ , a = 1, . . . , k, b, b′ = 0, . . . , k, l1 ≥ l0, and α, β = 1, . . . , n0.
Let us consider the case with λb = λaλb′ . We claim(
I⊗ E(0,k)bb
)( k∑
a′=1
yˆ
(l1)
a′,α,β
(
I⊗
〈
f
(0,k)
a′ ,
(
Y ⊗ IMk+1 +
(
IMk+1 + Y
)
⊗ Y
)j
f (0,k)a
〉))(
I⊗ E(0,k)
b
′
b
′
)
=
{(
I⊗ E(0,k)bb
) (
I⊗ Y j
)
yˆ
(l1)
a,α,β
(
I⊗ E(0,k)
b
′
b
′
)
if 0 ≤ j ≤ k
0 if k < j ≤ 2k
, (46)
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for a = 1, . . . , k, b, b′ = 0, . . . , k, l1 ≥ l0, and α, β = 1, . . . , n0. Here, Y ⊗IMk+1+
(
IMk+1 + Y
)
⊗Y ∈
Mk+1⊗Mk+1, and
〈
f
(0,k)
a′ ,
(
Y ⊗ IMk+1 +
(
IMk+1 + Y
)
⊗ Y
)j
f
(0,k)
a
〉
denotes a matrix in Mk+1 such
that〈
ξ,
〈
f
(0,k)
a′ ,
(
Y ⊗ IMk+1 +
(
IMk+1 + Y
)
⊗ Y
)j
f (0,k)a
〉
η
〉
=
〈(
f
(0,k)
a′ ⊗ ξ
)
,
(
Y ⊗ IMk+1 +
(
IMk+1 + Y
)
⊗ Y
)j (
f (0,k)a ⊗ η
)〉
,
for ξ, η ∈ Ck+1. From Lemma E.1, we have
∑
j1,j2=0,...,k:
j≤j1+j2
α
(j)
(j1,j2)
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j1f (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
=
∑
j1,j2=0,...,k:
j2≤j≤j1+j2
jCj2 ·
j2∑
i=0
δj1,j−i · j2Ci ·
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j1f (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
.
(47)
If 0 ≤ j ≤ k, we have
(47) =
j∑
j2=0
j∑
j1=j−j2
jCj2 · j2Cj−j1 ·
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j1f (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
=
j∑
j2=0
j2∑
i=0
jCj2 · j2Ci ·
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j−if (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
=
j∑
j2=0
j2∑
i=0
jCj2 · j2Ci ·
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j−j2Y j2−if (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
=
j∑
j2=0
jCj2 ·
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j−j2 (I+ Y )j2 f (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
=
(
I⊗ E(0,k)bb
)( k∑
a′=1
yˆ
(l1)
a′,α,β
(
I⊗
〈
f
(0,k)
a′ , (Y ⊗ I+ (I+ Y )⊗ Y )
j f (0,k)a
〉))(
I⊗ E(0,k)
b
′
b
′
)
. (48)
If k < j ≤ 2k, then
(47) =
k∑
j2=0
k∑
j1=j−j2
jCj2 · j2Cj−j1 ·
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j1f (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
=
j∑
j2=0
j∑
j1=j−j2
jCj2 · j2Cj−j1 ·
(
I⊗ E(0,k)bb
)( k∑
a′=1
〈
f
(0,k)
a′ , Y
j1f (0,k)a
〉
yˆ
(l1)
a′,α,β
(
I⊗ Y j2
))(
I⊗ E(0,k)
b
′
b
′
)
=
(
I⊗ E(0,k)bb
)( k∑
a′=1
yˆ
(l1)
a′,α,β
(
I⊗
〈
f
(0,k)
a′ , (Y ⊗ I+ (I+ Y )⊗ Y )
j
f (0,k)a
〉))(
I⊗ E(0,k)
b
′
b
′
)
. (49)
In the second equality, we used Y j1 = 0 for j1 > k. Hence we proved the claim (46).
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By (46) and 7, we obtain
Λˆlyˆ
(l1)
a,α,β =
min{k,l}∑
j=0
lCj ·
(
I⊗ Λl
λ
) (
I⊗ Y j
)
yˆ
(l1)
a,α,β
=
min{k,l}∑
j=0
lCj ·
(
I⊗ Λlλ
)( k∑
a′=1
yˆ
(l1)
a′,α,β
(
I⊗
〈
f
(0,k)
a′ , (Y ⊗ I+ (I+ Y )⊗ Y )
j
f (0,k)a
〉))
=
min{k,l}∑
j=0
lCj · λ
l
a
(
k∑
a′=1
yˆ
(l1)
a′,α,β
(
I⊗ Λl
λ
) (
I⊗
〈
f
(0,k)
a′ , (Y ⊗ I+ (I+ Y )⊗ Y )
j f (0,k)a
〉))
=
l∑
j=0
lCj · λ
l
a
(
k∑
a′=1
yˆ
(l1)
a′,α,β
(
I⊗ Λlλ
) (
I⊗
〈
f
(0,k)
a′ , (Y ⊗ I+ (I+ Y )⊗ Y )
j
f (0,k)a
〉))
= λla
(
k∑
a′=1
yˆ
(l1)
a′,α,β
(
I⊗ Λlλ
〈
f
(0,k)
a′ , ((I+ Y )⊗ (I+ Y ))
l
f (0,k)a
〉))
=
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
lf (0,k)a
〉
yˆ
(l1)
a′,α,βΛˆ
l,
for all l ∈ N, l1 ≥ l0, a = 1, . . . , k, and α, β = 1, . . . , n0. In the second and third equality we used
7. and the fact that
〈
f
(0,k)
a′ , (Y ⊗ I+ (I+ Y )⊗ Y )
j
f
(0,k)
a
〉
= 0 unless λa′ = λa. For the forth
equality we used (46) for k < j ≤ 2k and Y k+1 = 0. This proves the first line of 6. The second line
can be checked by substituting the first line to the right hand side of the second equality. 
Lemma 6.8. Let (n0, k,ω,v,λ, l0, {y
(l)
a,α,β}) be a septuplet satisfying Condition 6-0. Suppose that
there exist strictly positive elements ha ∈Mn0 , a = 0, . . . , 1 with h0 = I such that
y
(l)
a,α,β
(
I⊗ E(0,k)00
)
= h
1
2
a e
(n0)
αβ ⊗ E
(0,k)
a0 , l ≥ l0, a = 0, . . . , k, α, β = 1, . . . , n0.
Then there exist R ∈ Mn0 ⊗Mk+1, Y ∈ DT0,k+1, and Da ∈ DT0,k+1, a = 1, . . . , k, satisfying the
followings.
i We have [Λλ, Y ] = 0.
ii For any a = 1, . . . , k, we have ΛλDa = λaDaΛλ.
iii For any a = 1, . . . , k, we have DaE
(0,k)
00 = E
(0,k)
a0 .
iv The set of matrices {Da}ka=1 ∪ {1} is linearly independent.
v For any a, a′ = 1, . . . , k, DaDa′ belongs to the linear span of {Db | λaλa′ = λb}.
vi Set Λ˜ := Λλ (I+ Y ). Then we have
Λ˜lDa =
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
lf (0,k)a
〉
Da′ Λ˜
l
DaΛ˜
l =
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
−lf (0,k)a
〉
Λ˜lDa′ (50)
for all l ∈ N and a = 1, . . . , k.
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vii For any l ≥ l0,{
e
(n0)
αβ ⊗ Λ˜
l | α, β = 1, . . . , n0
}
∪
{
e
(n0)
αβ ⊗DaΛ˜
l | α, β = 1, . . . , n0, a = 1, . . . , k
}
is a basis of Kl
(
RvR−1
)
.
viii For each µ = 1, . . . , n, there exist unique xµa ∈ Mn0 , a = 1, . . . , k such that
RvµR
−1 = ωµ ⊗ Λ˜ +
k∑
a=1
xµa ⊗DaΛ˜.
Proof. Let R ∈ Mn0 ⊗Mk+1, Y ∈ DT0,k+1, and {yˆ
(l)
a,α,β}a=0,...,k,α,β=1,...,n0,l≥l0 given in Lemma
6.7. We claim that there exist Da ∈Mk+1, a = 1, . . . , k, such that
yˆ
(l)
a,α,β = e
(n0)
α,β ⊗DaΛ˜
l, α, β = 1, . . . , n0, a = 1, . . . , k, l ≥ l0. (51)
Set y˜
(l)
a,α,β := yˆ
(l)
a,α,β
(
I⊗ Λ˜−l
)
, and decompose it as y˜
(l)
a,α,β =
∑k
ij=0 x
(a,α,β,l)
ij ⊗E
(0,k)
ij with x
(a,α,β,l)
ij ∈
Mn0 . Note that
yˆ
(l1)
0,α1,β1
yˆ
(l)
a,α,β yˆ
(l2)
0,α2,β2
(
I⊗ E(0,k)00
)
=
(
e
(n0)
α1β1
⊗ Λ˜l1
)(
e
(n0)
α,β e
(n0)
α2β2
⊗ E
(0,k)
a,0
)
= δβ,α2δβ1,α
(
e
(n0)
α1β2
⊗ Λ˜l1E
(0,k)
a,0
)
= δβ,α2δβ1,α
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
l1f (0,k)a
〉
e
(n0)
α1β2
⊗ E
(0,k)
a′,0
= δβ,α2δβ1,α
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
l1f (0,k)a
〉
yˆ
(l1+l2+l)
a′,α1,β2
(
I⊗ E(0,k)00
)
,
for any l, l1, l2 ≥ l0, α, β, α1, β1, α2, β2 = 1, . . . , n0, a = 1, . . . , k. As yˆ
(l1)
0,α1,β1
yˆ
(l)
a,α,β yˆ
(l2)
0,α2,β2
−
δβ,α2δβ1,α
∑k
a′=1
〈
f
(0,k)
a′ , Λ˜
l1f
(0,k)
a
〉
yˆ
(l1+l2+l)
a′,α1,β2
belongs to Kl+l1+l2(RvR
−1), this equality and 5 of
Lemma 6.7 implies
yˆ
(l1)
0,α1,β1
yˆ
(l)
a,α,β yˆ
(l2)
0,α2,β2
= δβ,α2δβ1,α
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
l1f (0,k)a
〉
yˆ
(l1+l2+l)
a′,α1,β2
, (52)
for any l, l1, l2 ≥ l0, α, β, α1, β1, α2, β2 = 1, . . . , n0, a = 1, . . . , k. The left hand side can be written
yˆ
(l1)
0,α1,β1
yˆ
(l)
a,α,β yˆ
(l2)
0,α2,β2
=
(
e
(n0)
α1β1
⊗ Λ˜l1
)
y˜
(l)
a,α,β
(
I⊗ Λ˜l
)(
e
(n0)
α2β2
⊗ Λ˜l2
)
=
k∑
ij=0
e
(n0)
α1β1
x
(a,α,β,l)
ij e
(n0)
α2β2
⊗ Λ˜l1E
(0,k)
ij Λ˜
l+l2 . (53)
Let β 6= α2 or β1 6= α in (52). Comparing with (53), we obtain〈
χ
(n0)
β1
, x
(a,α,β,l)
ij χ
(n0)
α2
〉
= 0,
for any i, j = 0, . . . , k, l ≥ l0, a = 1, . . . , k, with α, β, β1, α2 = 1, . . . , n0, such that β 6= α2 or β1 6= α.
This means that there exist c
(a,α,β,l)
ij ∈ C, i, j = 0, . . . , k, l ≥ l0, a = 1, . . . , k, α, β = 1, . . . , n0, such
that
x
(a,α,β,l)
ij = c
(a,α,β,l)
ij e
(n0)
αβ .
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Set Z
(l)
a,α,β :=
∑k
ij=0 c
(a,α,β,l)
ij E
(0,k)
ij . Then we have
y˜
(l)
a,α,β = e
(n0)
α,β ⊗ Z
(l)
a,α,β, α, β = 1, . . . , n0, a = 1, . . . , k, l ≥ l0.
Furthermore, considering the case β = α2 and β1 = α in (52), we see that yˆ
(l1)
0,α1,α
yˆ
(l)
a,α,β yˆ
(l2)
0,β,β2
is independent of α, β. Therefore, Z
(l)
a,α,β is α, β-independent. We denote this α, β-independent
matrix by Z˜
(l)
a . Lastly, we would like to show that Z˜
(l)
a is l-independent. Note that for any
α, β = 1, . . . , n0, a = 1, . . . , k, and l1, l2 ≥ l0, we have
yˆ
(l1)
a,α,β
(
I⊗ Λ˜l2
)
= yˆ
(l1)
a,α,β
n0∑
γ=1
yˆ
(l2)
0,γ,γ = yˆ
(l1+l2)
a,α,β = yˆ
(l2)
a,α,β
n0∑
γ=1
yˆ
(l1)
0,γ,γ = yˆ
(l2)
a,α,β
(
I⊗ Λ˜l1
)
,
by Condition 5. Therefore, multiplying I ⊗ Λ˜−(l1+l2) from right, we have y˜(l1)a,α,β = y˜
(l2)
a,α,β. This
implies that Z˜
(l)
a is l-independent, a = 1, . . . , k. We set Da := Z˜
(l)
a , a = 1, . . . , k, and obtain the
claim (51).
Next we show Da ∈ DT0,k+1. As the septuplet (n0, k,ω, RvR
−1,λ, l0, {yˆ
(l)
a,α,β}) satisfies Con-
dition 5, we have RvµR
−1, yˆ
(l)
a,α,β ∈ Mn0 ⊗DTk+1. We also have I ⊗ Λ˜
l ∈ Mn0 ⊗DTk+1 because
Y ∈ DT0,k+1. Therefore, we have e
(n0)
α,β ⊗ Da = yˆ
(l)
a,α,β
(
I⊗ Λ˜−l
)
∈ Mn0 ⊗DTk+1. Furthermore,
for any i = 0, . . . , k and a = 1, . . . , k, we have
e
(n0)
α,β ⊗ E
(0,k)
ii DaE
(0,k)
ii =
(
I⊗ E(0,k)ii
)
yˆ
(l)
a,α,β
(
I⊗ E(0,k)ii
)(
I⊗ E(0,k)ii Λ˜
−lE
(0,k)
ii
)
=
(
I⊗ E(0,k)i0
)
yˆ
(l)
a,α,β
(
I⊗ E(0,k)0i
)
=
(
I⊗ E(0,k)i0
)(
e
(n0)
αβ ⊗ E
(0,k)
a0
)(
I⊗ E(0,k)0i
)
= 0.
Here, we used the fact that as yˆ
(l)
a,α,β, I ⊗ Λ˜
−l ∈ Mn0 ⊗DTk+1. From this fact, only the ”diag-
onal part” of these matrices can contribute when yˆ
(l)
a,α,β
(
I⊗ Λ˜−l
)
is sandwiched by I ⊗ E(0,k)ii .
This corresponds to the first equality. The similar consideration and (iii) of Condition 5 for
(n0, k,ω, RvR
−1,λ, l0, {yˆ
(l)
a,α,β}) implies the second equality. For the third equality, we used 4 of
Lemma 6.7. This proves Da ∈ DT0,k+1.
Now let us check the properties i-vii. i. is from Lemma 6.7. ii. follows from the definition of
Da, and 1,7 of Lemma 6.7. Note that Y E
(0,k)
00 = 0 because Y ∈ DT0,k+1, [Y,Λλ] = 0, and λi 6= 1
if i 6= 0, From this and 4 of Lemma 6.7 and (51), we obtain iii. iii implies iv. By 6 of Lemma 6.7
and (51), we have
e
(n0)
α,β ⊗ Λ˜
lDaΛ˜
l1 ,=
k∑
a′=1
〈
f
(0,k)
a′ , Λ˜
lf (0,k)a
〉
e
(n0)
α,β ⊗Da′Λ˜
l1+l,
for all l ∈ N, l1 ≥ l0, a = 1, . . . , k, and α, β = 1, . . . , n0. This implies the first equation of vi. The
second one follows from this. From 6 of Lemma 6.7 and (51), we have
I⊗DaDa′ =
n0∑
α=1
yˆ(l)a,α,α
(
I⊗ Λ˜−l
)
yˆ
(l)
a′,α,α
(
I⊗ Λ˜−l
)
=
n0∑
α=1
k∑
b=1
〈
f
(0,k)
b , Λ˜
−lf
(0,k)
a′
〉
yˆ(l)a,α,αyˆ
(l)
b,α,α
(
I⊗ Λ˜−2l
)
∈ K2l
(
RvR−1
) (
I⊗ Λ˜−2l
)
= span
{
yˆ
(2l)
b,α,β
(
I⊗ Λ˜−2l
)}
b=0,...,k, α,β=1,...,n0
= Mn0 ⊗ span
(
{I} ∪ {Db}
k
b=1
)
,
for all a, a′ = 1, . . . , k, l ≥ l0.
On the other hand, from ii, we have ΛλDaDa′ = λaλa′DaDa′Λλ. Combining these and iv, we
obtain v. vii follows directly from Condition 5 (iv)(1) of (n0, k,ω, RvR
−1,λ, l0, {yˆ
(l)
a,α,β}).
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Finally, we prove viii. Set Λˆ := I ⊗ Λ˜. Note that Λˆl = I ⊗ Λ˜l =
∑n0
γ=1 yˆ
(l)
0γγ ∈ Kl
(
RvR−1
)
for
l ≥ l0. Let µ = 1, . . . , n, and l2 ≥ l0. Then we have
RvµR
−1Λˆl2
(
I⊗ E(0,k)00
)
= RvµR
−1
(
I⊗ E(0,k)00
)
=
k∑
a=1
n0∑
α,β=1
〈
χ(n0)α ⊗ f
(0,k)
a , RvµR
−1
(
χ
(n0)
β ⊗ f
(0,k)
0
)〉(
e
(n0)
αβ ⊗ E
(0,k)
a0
)
+
(
I⊗ E(0,k)00
)
RvµR
−1
(
I⊗ E(0,k)00
)
=
k∑
a=1
n0∑
α,β=1
〈
χ(n0)α ⊗ f
(0,k)
a , RvµR
−1
(
χ
(n0)
β ⊗ f
(0,k)
0
)〉(
e
(n0)
αβ ⊗ E
(0,k)
a0
)
+ ωµ ⊗ E
(0,k)
00
=
k∑
a=1
n0∑
α,β=1
〈
χ(n0)α ⊗ f
(0,k)
a , RvµR
−1
(
χ
(n0)
β ⊗ f
(0,k)
0
)〉
yˆ
(l2+1)
a,α,β
(
I⊗ E(0,k)00
)
+
n0∑
α,β=1
〈
χ(n0)α , ωµχ
(n0)
β
〉
yˆ
(l2+1)
0,α,β
(
I⊗ E(0,k)00
)
As yˆ
(l2+1)
b,α,β and RvµR
−1Λˆl2 belong to Kl2+1(RvµR
−1), from 5 of Lemma 6.7, we obtain
RvµR
−1Λˆl2
=
k∑
a=1
n0∑
α,β=1
〈
χ(n0)α ⊗ f
(0,k)
a , RvµR
−1
(
χ
(n0)
β ⊗ f
(0,k)
0
)〉
yˆ
(l2+1)
a,α,β +
n0∑
α,β=1
〈
χ(n0)α , ωµχ
(n0)
β
〉
yˆ
(l2+1)
0,α,β
=
k∑
a=1
n0∑
α,β=1
〈
χ(n0)α ⊗ f
(0,k)
a , RvµR
−1
(
χ
(n0)
β ⊗ f
(0,k)
0
)〉
e
(n0)
αβ ⊗DaΛ˜
l2+1 + ωµ ⊗ Λ˜
l2+1.
Multiplying Λ˜−l2 from right, we obtain
RvµR
−1
=
k∑
a=1
n0∑
α,β=1
〈
χ(n0)α ⊗ f
(0,k)
a , RvµR
−1
(
χ
(n0)
β ⊗ f
(0,k)
0
)〉
e
(n0)
αβ ⊗DaΛ˜ + ωµ ⊗ Λ˜.
This gives the representation of RvµR
−1 in viii. The uniqueness of the representation follows from
iv. 
We would like to apply the last Lemma to our setting. In order to do so, we need the following
Lemma.
Lemma 6.9. Let n
(σ)
0 , n ∈ N and ω
(σ) ∈ Primu(n, n
(σ)
0 ), for each σ = L,R. Let ρσ be the
faithful Tω(σ) -invariant state. Let ρ˜ be the density matrix of ρL. Let ϕ be a state on AZ.For each
N ∈ N, let DN be the density matrix of ϕ|A[0,N−1] , and assume supN rankDN <∞. Assume that
(Mn(R)0
,ω(R), ρR) right-generates ϕ and that (Mn(L)0
,ω(L), ρL) left-generates ϕ. Then there exists
an antiunitary J : Cn
(R)
0 → Cn
(L)
0 and c ∈ T such that
ω(R)µ = cJ
∗ρ˜−
1
2
(
ω(L)µ
)∗
ρ˜
1
2J µ = 1, . . . , n.
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Proof. As ω(L) belongs to Primu(n, n
(L)
0 ), the density matrix ρ˜ is strictly positive and has a
decomposition ρ˜ =
∑n(L)0
i=1 λi |ξi〉 〈ξi| with a CONS {ξi}i of C
n
(L)
0 and λi > 0. Let J0 be the
operator of complex conjugation with respect to this CONS {ξi}i. Then J0 is an antiunitary
operator on Cn
(L)
0 such that J20 = 1 and J0 = J
∗
0 . Furthermore, we have
ρL (J0X
∗J0) = Tr ρ˜ (J0X
∗J0) = Tr ρ˜X = ρL (X) , X ∈Mn(L)0
. (54)
Define ω˜(L) = (ω˜
(L)
µ )nµ=1 by
ω˜(L)µ := J0ρ˜
− 12
(
ω(L)µ
)∗
ρ˜
1
2 J0, µ = 1, . . . , n.
As ω(L) belongs to Primu(n, n
(L)
0 ), and ρ is Tω(L) -invariant, ω˜
(L) also belongs to Primu(n, n
(L)
0 ).
From (54) and the fact that Tω(L) is unital, ρL is Tω˜(L) -invariant. We claim that (Mn(L)0
, ω˜(L), ρL)
right generates ϕ. This can be seen by
ρL
(
ω˜(L)µa ω˜
(L)
µa+1
· · · ω˜(L)µa+l−1
(
ω˜(L)νa+l−1
)∗
· · ·
(
ω˜(L)νa+1
)∗ (
ω˜(L)νa
)∗)
= ρL
(
J0ρ˜
− 12
(
ω(L)µa
)∗
ρ˜
1
2 J0J0ρ˜
− 12
(
ω(L)µa+1
)∗
ρ˜
1
2J0 · · · J0ρ˜
− 12
(
ω(L)µa+l−1
)∗
ρ˜
1
2 J0J0ρ˜
1
2ω(L)νa+l−1 ρ˜
− 12J0 · · · J0ρ˜
1
2ω(L)νa ρ˜
− 12 J0
)
= ρL
(
J0ρ˜
− 12
(
ω(L)µa
)∗ (
ω(L)µa+1
)∗
· · ·
(
ω(L)µa+l−1
)∗
ρ˜ω(L)νa+l−1 · · ·ω
(L)
νa+1
ω(L)νa ρ˜
− 12J0
)
= ρL
(
ρ˜−
1
2
(
ω(L)νa+l−1 · · ·ω
(L)
νa+1
ω(L)νa
)∗
ρ˜ω(L)µa+l−1 · · ·ω
(L)
µa+1
ω(L)µa ρ˜
− 12
)
= ρL
(
ω(L)µa+l−1 · · ·ω
(L)
µa+1
ω(L)µa
(
ω(L)νa+l−1 · · ·ω
(L)
νa+1
ω(L)νa
)∗)
= ϕ
(
a+l−1⊗
i=a
e(n)µiνi
)
,
for a ∈ Z, l ∈ N, µi, νi ∈ {1, . . . , n}. For the third equality, we used (54).
By this observation, we can apply Lemma C.4 to ω(R) and ω˜(L). We then obtain a unitary
V : Cn
(R)
0 → Cn
(L)
0 and c ∈ T such that
V ω(R)µ = cω˜
(L)
µ V = cJ0ρ˜
− 12
(
ω(L)µ
)∗
ρ˜
1
2 J0V µ = 1, . . . , n.
The operator J := J0V is an antiunitary from Cn
(R)
0 to Cn
(L)
0 such that
ω(R)µ = cJ
∗ρ˜−
1
2
(
ω(L)µ
)∗
ρ˜
1
2J µ = 1, . . . , n.

Lemma 6.10. Assume [A1],[A3],[A4], and [A5]. There exist n0 ∈ N, ω ∈ Primu(n, n0), kL, kR ∈
N ∪ {0}, vˆ(L) ∈ (Mn0 ⊗MkL+1)
×n
, vˆ(R) ∈ (Mn0 ⊗MkR+1)
×n
, λˆ
(L)
= (λˆ
(L)
b )b=0,...,kL ∈ C
kL+1,
λˆ
(R)
= (λˆ
(R)
a )a=0,...,kR ∈ C
kR+1, YˆL ∈ UT0,kL+1, YˆR ∈ DT0,kR+1, Dˆ
(L)
b ∈ UT0,kL+1, Dˆ
(R)
a ∈
DT0,kR+1, b = 1, . . . , kL, a = 1, . . . , kR, and l0 ∈ N, satisfying the followings.
1. We have [Λ
λˆ
(σ) , Yˆσ] = 0, for σ = L,R.
2. For each σ = L,R, λˆ
(σ)
0 = 1 and 0 <
∣∣∣λˆ(σ)a ∣∣∣ < 1 for all a ≥ 1.
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3. There exist {xˆ
(L)
µ,b}µ=1,...,n,b=1,...,kL ⊂Mn0 and {xˆ
(R)
µ,a}µ=1,...,n,a=1,...,kR ⊂Mn0 such that
vˆ(L)µ = ωµ ⊗ Λλˆ(L)
(
I+ YˆL
)
+
kL∑
b=1
xˆ
(L)
µb ⊗ Λλˆ(L)
(
I+ YˆL
)
Dˆ
(L)
b ,
vˆ(R)µ = ωµ ⊗ Λλˆ(R)
(
I+ YˆR
)
+
kR∑
a=1
xˆ(R)µa ⊗ Dˆ
(R)
a Λλˆ(R)
(
I+ YˆR
)
.
4. We have
Λ
λˆ
(R)Dˆ(R)a = λˆ
(R)
a Dˆ
(R)
a Λλˆ(R) a = 1, . . . , kR,
Λ
λˆ
(L)Dˆ
(L)
b =
(
λˆ
(L)
b
)−1
Dˆ
(L)
b Λλˆ(L) b = 1, . . . , kL.
5. We have
Dˆ(R)a E
(0,kR)
00 = E
(0,kR)
a0 , a = 1, . . . , kR,
E
(0,kL)
00 Dˆ
(L)
b = E
(0,kL)
0b , b = 1, . . . , kL.
6. The set of matrices {Dˆ
(σ)
a }
kσ
a=1 ∪ {Ikσ+1} is linearly independent for each σ = L,R.
7. For any a, a′ = 1, . . . , kσ, σ = L,R, Dˆ
(σ)
a Dˆ
(σ)
a′ belongs to the linear span of {Dˆ
(σ)
b | λˆ
(σ)
a λˆ
(σ)
a′ =
λˆ
(σ)
b }.
8. Set Λ˜σ := Λ
λˆ
(σ)
(
I+ Yˆσ
)
, σ = L,R. Then we have
Λ˜lRDˆ
(R)
a =
kR∑
a′=1
〈
f
(0,kR)
a′ , Λ˜
l
Rf
(0,kR)
a
〉
Dˆ
(R)
a′ Λ˜
l
R, Dˆ
(R)
a Λ˜
l
R =
kR∑
a′=1
〈
f
(0,kR)
a′ , Λ˜
−l
R f
(0,kR)
a
〉
Λ˜lRDˆ
(R)
a′ ,
Dˆ
(L)
b Λ˜
l
L =
kL∑
b′=1
〈
f
(0,kL)
b , Λ˜
l
Lf
(0,kL)
b′
〉
Λ˜lLDˆ
(L)
b′ , Λ˜
l
LDˆ
(L)
b =
kL∑
b′=1
〈
f
(0,kL)
b , Λ˜
−l
L f
(0,kL)
b′
〉
Dˆ
(L)
b′ Λ˜
l
L,
(55)
for all l ∈ N and a = 1, . . . , kR, b = 1, . . . , kL.
9. For any l ≥ l0,{
e
(n0)
αβ ⊗ Λ˜
l
R | α, β = 1, . . . , n0
}
∪
{
e
(n0)
αβ ⊗ Dˆ
(R)
a Λ˜
l
R | α, β = 1, . . . , n0, a = 1, . . . , kR
}
is a basis of Kl
(
vˆ
(R)
)
, and{
e
(n0)
αβ ⊗ Λ˜
l
L | α, β = 1, . . . , n0
}
∪
{
e
(n0)
αβ ⊗ Λ˜
l
LDˆ
(L)
b | α, β = 1, . . . , n0, b = 1, . . . , kL
}
is a basis of Kl
(
vˆ
(L)
)
.
10. For the state ωσ in [A4] and l ∈ N, τyσ
(
s(ωσ|Aσ,l)
)
is equal to the orthogonal projection onto
Γ
(R)
l,vˆ(σ)
(Mn0 ⊗Mkσ+1), where yR = 0 and yL = l.
11. Let ρ0 be the Tω-invariant state on Mn0 . Then (Mn0 ,ω, ρ0) right-generates ω∞.
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Proof. Recall the Notation 2.5 and Notation 3.6. Let σ = L,R. We apply Lemma 6.8 to
ω
(σ) ∈ Primu(n, n
(σ)
0 ), v
(σ) ∈
(
Mn(σ)0
⊗Mkσ+1
)×n
, λ(σ) = (λ
(σ)
a )a=0,...,kσ ∈ C
kσ+1, l
(σ)
0 ∈ N,
and {y
(l,σ)
a,α,β}a=0,...,kσ ,α,β=1,...,n(σ)0
given by Lemma 6.4. We then obtain Rσ ∈ Mn(σ)0
⊗Mkσ+1,
Yσ ∈ DT0,kσ+1, and D
(σ)
a ∈ DT0,kσ+1, a = 1, . . . , kσ, satisfying the properties i-viii in Lemma 6.8.
Let ρσ be the Tω(σ) -invariant state for σ = L,R.
We set ω := ω(R), n0 := n
(R)
0 vˆ
(R)
µ := RRv
(R)
µ R
−1
R , µ = 1, . . . , n, λˆ
(R)
:= λ(R), YˆR := YR,
Dˆ
(R)
a := D
(R)
a , and l0 := max{l
(L)
0 , l
(R)
0 }.
In order to define the left parts, we use Lemma 6.9. As ω∞ is in SZ (H), it satisfies the
condition in Lemma 6.9 for ϕ because of [A1] and Lemma 2.1. Recall that (Mn0 ,ω, ρR|Mn0 ) right-
generates ω∞ and that (Mn(L)0
,ω(L), ρL|M(L)n0 )
left-generates ω∞. Applying Lemma 6.9, we obtain
an antiunitary J : Cn0 → Cn
(L)
0 and c ∈ T such that
ωµ = cJ
∗ρ˜−
1
2
(
ω(L)µ
)∗
ρ˜
1
2 J µ = 1, . . . , n,
where ρ˜ is a strictly positive element in Mn(L)0
.
Let JL : CkL+1 → CkL+1 be the complex conjugation with respect to the standard basis
{f
(0,kL)
i }i=0,...,kL . We set
vˆ(L)µ := c (J
∗ ⊗ J∗L)
(
ρ˜−
1
2 ⊗ I
)(
RLv
(L)
µ R
−1
L
)∗ (
ρ˜
1
2 ⊗ I
)
(J ⊗ JL) , µ = 1, . . . , kL.
Furthermore, we set λˆ
(L)
:= λ(L), Dˆ
(L)
a :=
(
D
(L)
a
)t
, YˆL := Y
t
L. It is straightforward to check that
all the conditions in the Lemma are satisfied. 
We make a further simplification.
Lemma 6.11. In Lemma 6.10, we may assume λˆ
(σ)
to satisfy
1 =
∣∣∣λˆ(L)0 ∣∣∣ > ∣∣∣λˆ(L)1 ∣∣∣ ≥ ∣∣∣λˆ(L)2 ∣∣∣ · · · ≥ ∣∣∣λˆ(L)kL ∣∣∣ ,
1 =
∣∣∣λˆ(R)0 ∣∣∣ > ∣∣∣λˆ(R)1 ∣∣∣ ≥ ∣∣∣λˆ(R)2 ∣∣∣ · · · ≥ ∣∣∣λˆ(R)kR ∣∣∣ (56)
Proof. We prove for σ = L. The proof for σ = R is the same. As there is nothing to prove
if kL = 0, we may assume kL ∈ N. We define an order  on C, by λ  ζ if and only if
|λ| < |ζ| or |λ| = |ζ| and λ = |λ|eiθ, ζ = |ζ|eiϕ, with 0 ≤ θ ≤ ϕ < 2π. We write λ ≺ ζ if
λ  ζ and λ 6= ζ. For λˆ
(L)
given in Lemma 6.10, we denote the disjoint elements of {λˆ
(L)
i }
kL
i=0
by st, t = 0, . . .m, m ∈ N, which is ordered as sm ≺ · · · ≺ s2 ≺ s1 ≺ s0 = 1. For each
t = 0, . . . ,m, we define a set St by St :=
{
i = 0, . . . , kL | λˆ
(L)
i = st
}
, and set nt := |St|, the
number of elements in St. Furthermore, we label the elements in St as i
(t)
1 , i
(t)
2 , . . . , i
(t)
nt , with
labels ordered so that i
(t)
1 < i
(t)
2 < · · · < i
(t)
nt . For each i = 0, . . . , kL, there exists a unique
pair, (t, j), t = 0, . . . ,m and j = 1, . . . , nt such that i = i
(t)
j . We use this label to explain the
rearrangement of 0, . . . , kL. We permute 0, . . . , kL as follows. We know that 0 corresponds to
(0, 1) with respect to the label, and from the beginning, it is located at the first position. First,
we move (1, 1) to left one by one up to when it get next to (0, 1). Second, we move (1, 2) to
left one by one up to when it gets next to (1, 1). We continue this up to when the first n1 + 1
elements of the sequence become (0, 0), (1, 1), (1, 2), . . . (1, n1). When this is completed we move
(2, 1), to left one by one up to when it gets next to (1, n1). Repeating the same procedure for (2, j),
j = 1, . . . , n2, the sequence is rearranged so that the first n1+n2+1 elements of the sequence become
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(0, 0), (1, 1), (1, 2), . . . (1, n1), (2, 1), . . . , (2, n2). We repeat this procedure up to t = m and obtain
the rearranged sequence (0, 0), (1, 1), (1, 2), . . . (1, n1), (2, 1), . . . , (2, n2), . . . , (m, 1), . . . , (m,nm). We
denote by SkL+1 the permutation group of {0, . . . , kL} . Note that the above procedure consists
of the sequence of transpositions σk, k = 1, . . . , N of the form σk = (ik, ik + 1) ∈ SkL+1 with
ik ∈ {1, . . . , kL − 1}. Furthermore these transpositions satisfy σk(0) = 0,
λˆ
(L)
(σk−1◦···◦σ1)
−1(ik)
≺ λˆ
(L)
(σk−1◦···◦σ1)
−1(ik+1)
, (57)
and
(σk ◦ · · · ◦ σ1)
(
i
(t)
j
)
< (σk ◦ · · · ◦ σ1)
(
i
(t)
j′
)
, t = 0, . . . ,m, 1 ≤ j < j′ ≤ nt, k = 1, . . . , N.
(58)
Define σ := σN ◦ · · · ◦ σ1. Then we have
λ˜
(L)
:=
(
λ˜
(L)
i
)
i=0,...,kL
:=
(
λˆ
(L)
σ−1(0), λˆ
(L)
σ−1(1), . . . , λˆ
(L)
σ−1(kL)
)
=
(
λˆ
(L)
0 , λˆ
(L)
i
(1)
1
, . . . , λˆ
(L)
i
(1)
n1
, λˆ
(L)
i
(2)
1
, . . . , λˆ
(L)
i
(2)
n2
, . . . , λˆ
(L)
i
(m)
1
, . . . , λˆ
(L)
i
(m)
nm
)
.
Note that
1 =
∣∣∣λ˜(L)0 ∣∣∣ > ∣∣∣λ˜(L)1 ∣∣∣ ≥ ∣∣∣λ˜(L)2 ∣∣∣ · · · ≥ ∣∣∣λ˜(L)kL ∣∣∣ .
For each σ′ ∈ SkL+1, define Uσ′ ∈ MkL+1 such that
〈
f
(0,kL)
i , Uσ′f
(0,kL)
j
〉
:= δσ′(i),j , i, j =
0, . . . , kL. It is easy to check〈
f
(0,kL)
i , U
∗
σ′XUσ′f
(0,kL)
j
〉
=
〈
f
(0,kL)
(σ′)−1(i)
, Xf
(0,kL)
(σ′)−1(j)
〉
, i, j = 0, . . . , kL, X ∈ Mk+1 . (59)
In particular, Uσ′ is unitary, and U
∗
σΛλˆ(L)Uσ = Λλ˜(L) . Furthermore, we have Uσ
′
2
Uσ′1 = Uσ′1◦σ′2 , for
any σ′1, σ
′
2 ∈ SkL+1.
We set
Y˜L := U
∗
σ YˆLUσ, D˜
(L)
b := U
∗
σDˆ
(L)
σ−1(b)Uσ, v˜
(L)
µ := (I⊗ U
∗
σ) vˆ
(L)
µ (I⊗ Uσ) .
It is straightforward to check that n0 ∈ N, ω ∈ Primu(n, n0), kL ∈ N ∪ {0} of Lemma 6.10, v˜
(L) ∈
(Mn0 ⊗MkL+1)
×n
, λ˜
(L)
= (λ˜
(L)
b )b=0,...,kL ∈ C
kL+1, Y˜L ∈ MkL+1, D˜
(L)
b ∈ MkL+1, b = 1, . . . , kL,
and l0 ∈ N (given in Lemma 6.10), satisfy the ”left part” of 1-11 of Lemma 6.10, (replacingˆby .˜)
We have to prove that Y˜L, D˜b ∈ UT0,kL+1. To prove Y˜L ∈ UT0,kL+1, note that〈
f
(0,kL)
i , Y˜Lf
(0,kL)
j
〉
=
〈
f
(0,kL)
(σ)−1(i)
, YˆLf
(0,kL)
(σ)−1(j)
〉
, i, j = 0, . . . , kL.
The right hand side is zero if λˆ
(L)
(σ)−1(i)
6= λˆ
(L)
(σ)−1(j)
. If λˆ
(L)
(σ)−1(i)
= λˆ
(L)
(σ)−1(j)
and i ≥ j, then by (58),
we have (σ)
−1
(i) ≥ (σ)−1 (j). As YˆL ∈ UT0,kL+1, in this case, the right hand side of the above
equation is zero. Therefore, we obtain Y˜L ∈ UT0,kL+1.
Next, to prove D˜b ∈ UT0,kL+1, note that〈
f
(0,kL)
i , U
∗
σDˆ
(L)
b Uσf
(0,kL)
j
〉
=
〈
f
(0,kL)
(σ)−1(i)
, Dˆ
(L)
b f
(0,kL)
(σ)−1(j)
〉
, i, j = 0, . . . , kL.
We consider the following proposition for k = 0, . . . , N :
(Pk) : If 0 ≤ j ≤ i ≤ kL, then
〈
f
(0,kL)
(σk◦···◦σ1)
−1(i)
, Dˆ
(L)
b f
(0,kL)
(σk◦···◦σ1)
−1(j)
〉
= 0.
(Regard σk ◦ · · · ◦ σ1 to be identity for k = 0.) It suffices to prove (PN ). (P0) is true, for
Dˆ
(L)
b ∈ UT0,kL+1.
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Assume that (Pk−1) holds for some 1 ≤ k ≤ N . We claim that (Pk) holds. Consider 0 ≤ j ≤
i ≤ kL. If i = j, then
〈
f
(0,kL)
(σk◦···◦σ1)
−1(i)
, Dˆ
(L)
b f
(0,kL)
(σk◦···◦σ1)
−1(i)
〉
is zero because the diagonal elements
of Dˆ
(L)
b are zero. Suppose that j < i. Note that〈
f
(0,kL)
(σk◦···◦σ1)
−1(i)
, Dˆ
(L)
b f
(0,kL)
(σk◦···◦σ1)
−1(j)
〉
=
〈
f
(0,kL)
(σk−1◦···◦σ1)
−1◦σ−1
k
(i)
, Dˆ
(L)
b f
(0,kL)
(σk−1◦···◦σ1)
−1◦σ−1
k
(j)
〉
.
(60)
Recall that σk = (ik, ik + 1). If i, j /∈ {ik, ik + 1}, then σ
−1
k (i) = i > j = σ
−1
k (j). If i ∈ {ik, ik + 1}
and j /∈ {ik, ik + 1} (resp. j ∈ {ik, ik + 1} and i /∈ {ik, ik + 1}), then
σ−1k (i) = ik or ik + 1 > j = σ
−1
k (j), ( resp. σ
−1
k (j) = ik or ik + 1 < i = σ
−1
k (i)).
Therefore, if i /∈ {ik, ik + 1} or j /∈ {ik, ik + 1}, we have σ
−1
k (i) > σ
−1
k (j), and the assumption
(Pk−1) implies the right hand side of (60) to be zero.
Let us consider the case i, j ∈ {ik, ik+1}, i.e., i = ik+1 and j = ik. By (57) and the definition
of ≺ combined with the fact that
∣∣∣λˆ(L)b ∣∣∣ < 1, we have
λˆ
(L)
(σk−1◦···◦σ1)
−1(ik+1)
6= λˆ
(L)
(σk−1◦···◦σ1)
−1(ik)
λˆ
(L)
b .
Therefore, in this case, the right hand side of (60) is〈
f
(0,kL)
(σk−1◦···◦σ1)
−1◦σ−1
k
(i)
, Dˆ
(L)
b f
(0,kL)
(σk−1◦···◦σ1)
−1◦σ−1
k
(j)
〉
=
〈
f
(0,kL)
(σk−1◦···◦σ1)
−1◦σ−1
k
(ik+1)
, Dˆ
(L)
b f
(0,kL)
(σk−1◦···◦σ1)
−1◦σ−1
k
(ik)
〉
=
〈
f
(0,kL)
(σk−1◦···◦σ1)
−1(ik)
, Dˆ
(L)
b f
(0,kL)
(σk−1◦···◦σ1)
−1(ik+1)
〉
= 0,
by property 4 of Lemma 6.10. This completes the proof of the induction (Pk). 
7 Derivation of B ∈ ClassA
In this section, we prove the following Lemma.
Lemma 7.1. Assume [A1],[A3],[A4], and [A5]. Then there exists B ∈ ClassA with respect to a
septuplet (n0, kR, kL,λ,D,G, Y ), satisfying the following conditions.
1. For m′ ≥ mB, we have S[0,∞)(HΦm′ ,B) = S[0,∞)(H), and S(−∞,−1](HΦm′,B) = S(−∞,−1](H).
2. For the state ωL in [A4] , τl
(
s(ωL|AL,l)
)
is equal to the orthogonal projection onto Γ
(R)
l,B
(
Mn0 ⊗P
(kR,kL)
L MkL+kR+1 P
(kR,kL)
L
)
,
for all l ∈ N.
3. For the state ωR in [A4] . s(ωR|AR,l) is equal to the orthogonal projection onto
Γ
(R)
l,B
(
Mn0 ⊗P
(kR,kL)
R MkL+kR+1 P
(kR,kL)
R
)
, for all l ∈ N.
4. We have ω∞ = ωB,∞, where ωB,∞ is given in Lemma 3.16 of Part I.
The n-tuple B in the above Lemma is defined as follows.
Lemma 7.2. Assume [A1],[A3],[A4], and [A5]. Then there exist n0 ∈ N, kL, kR ∈ N ∪ {0}, ω ∈
Primu(n, n0), (λ,D,G, Y ) ∈ T (kR, kL), l0 ∈ N, and {x
(L)
µ,b }µ=1,...,n,b=1,...,kL , {x
(R)
µ,a}µ=1,...,n,a=1,...,kR ⊂
Mn0 satisfying the followings.
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1. Define B ∈ (Mn0 ⊗MkL+kR+1)
×n
by
Bµ = ωµ ⊗ Λλ (I+ Y ) +
kL∑
b=1
x
(L)
µb ⊗ Λλ (I+ Y ) I
(kR,kL)
L (Gb) +
kR∑
a=1
x(R)µa ⊗ I
(kR,kL)
R (Da) Λλ (I+ Y ) ,
(61)
for µ = 1, . . . , n. Then
Kl (B) Pˆ
(n0,kR,kL)
R = Mn0 ⊗ span
{
I
(kR,kL)
R (I) , I
(kR,kL)
R (Da) , a = 1, . . . , kR
}
Λl
λ
(I+ Y )l
Pˆ
(n0,kR,kL)
L Kl (B) = Mn0 ⊗Λ
l
λ (I+ Y )
l
span
{
I
(kR,kL)
L (I) , I
(kR,kL)
L (Gb) , b = 1, . . . , kL
}
,
for all l ≥ l0.
2. For the state ωL in [A4] , τl
(
s(ωL|AL,l)
)
is equal to the orthogonal projection onto
Γ
(R)
l,B
(
Mn0 ⊗P
(kR,kL)
L MkL+kR+1 P
(kR,kL)
L
)
, for all l ∈ N.
3. For the state ωR in [A4] , s(ωR|AR,l) is equal to the orthogonal projection onto
Γ
(R)
l,B
(
Mn0 ⊗P
(kR,kL)
R MkL+kR+1 P
(kR,kL)
R
)
, for all l ∈ N.
4. Let ρ0 be the Tω-invariant state on Mn0 . Then (Mn0 ,ω, ρ0) right-generates ω∞.
Proof. Let n0 ∈ N, ω ∈ Primu(n, n0), kL, kR ∈ N ∪ {0}, vˆ
(L) ∈ (Mn0 ⊗MkL+1)
×n, vˆ(R) ∈
(Mn0 ⊗MkR+1)
×n
, λˆ
(L)
= (λˆ
(L)
b )b=0,...,kL ∈ C
kL+1, λˆ
(R)
= (λˆ
(R)
a )a=0,...,kR ∈ C
kR+1, YˆL ∈
UT0,kL+1, YˆR ∈ DT0,kR+1, Dˆ
(L)
b ∈ UT0,kL+1, Dˆ
(R)
a ∈ DT0,kR+1, b = 1, . . . , kL, a = 1, . . . , kR, and
l0 ∈ N, satisfying the properties 1-10 of Lemma 6.10 and (56). We also use {xˆ
(L)
µ,b}µ=1,...,n,b=1,...,kL ⊂
Mn0 and {xˆ
(R)
µ,a}µ=1,...,n,a=1,...,kR ⊂ Mn0 from 3 of Lemma 6.10, and set x
(L)
µ,b = xˆ
(L)
µ,b and x
(R)
µ,a = xˆ
(R)
µ,a .
If kR ∈ N, we define
Da :=
0∑
i,j=−kR
(
Dˆ(R)a
)
−i,−j
E
(kR,0)
i,j , a = 1, . . . , kR.
As Dˆ
(R)
a ∈ DT0,kR+1, we have Da ∈ UT0,kR+1. We have
DaE
(kR,0)
00 =
0∑
i=−kR
(
Dˆ(R)a
)
−i,0
E
(kR,0)
i,0 =
0∑
i=−kR
(
Dˆ(R)a E
(0,kR)
00
)
−i,0
E
(kR,0)
i,0 =
0∑
i=−kR
(
E
(0,kR)
a0
)
−i,0
E
(kR,0)
i,0 = E
(kR,0)
−a,0 .
By 7 of Lemma 6.10, The linear span of {Da}
kR
a=1 is a subalgebra of UT0,kR+1. Therefore, D =
(D1, . . . , DkR) belongs to C
R(kR). If kL ∈ N, we set Gb := Dˆ
(L)
b , b = 1, . . . , kL. That G ∈ C
L(kL)
follows from the corresponding properties of Dˆ(L) = (Dˆ(L)1 , . . . , Dˆ
(L)
kL
).
We define λ = (λ−kR , . . . , λkL) ∈ C
kL+kR+1 by
λi :=
{
λˆ
(R)
−i , i = −kR, . . . , 0
λˆ
(L)
i , i = 1, . . . , kL
.
Then, by (56), we have λ ∈Wo(kR, kL).
Let
Y˜R :=
0∑
i,j=−kR
(
YˆR
)
−i,−j
E
(kR,0)
i,j .
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Then we define
Y := I
(kR,kL)
R
(
Y˜R
)
+ I
(kR,kL)
L
(
YˆL
)
∈ UT0,kR+kL+1 .
The properties 1,4,8 of Lemma 6.10 guarantees that (λ,D,G, Y ) ∈ T (kR, kL).
Now we prove that our n0, kL, kR, ω, (λ,D,G, Y ), l0, and {x
(L)
µ,b}, {x
(R)
µ,a} satisfy conditions 1-4
of the Lemma. First, note that
Bµ(l) Pˆ
(n0,kR,kL)
R =
(
id⊗ I
(kR,kL)
R
) 0∑
i,j=−kR
(
vˆ
(R)
µ(l)
)
−i,−j
E
(kR,0)
i,j
 ,
Pˆ
(n0,kR,kL)
L Bµ(l) =
(
id⊗ I
(kR,kL)
L
)(
vˆ
(L)
µ(l)
)
, (62)
for all l ∈ N, and µ(l) ∈ {1, . . . , n}×l. This and 9 of Lemma 6.10 implies 1. Furthermore, (62) and
10 of Lemma 6.10 implies 2,3. 4 is 11 of Lemma 6.10. 
Next we would like to show that for this B, Kl(B) coincides with Mn0 ⊗
(
D(kR, kL,D,G) (Λλ (1 + Y ))
l
)
for l large enough. Note that we have
Vl := Mn0 ⊗D(kR, kL,D,G) (Λλ (1 + Y ))
l
= Mn0 ⊗ span
(
(Λλ (1 + Y ))
l
, {I
(kR,kL)
R (Da) (Λλ (1 + Y ))
l}kRa=1 ∪ {(Λλ (1 + Y ))
l
I
(kR,kL)
L (Gb)}
kL
b=1
)
+CN(n0, kR, kL) .
(63)
First we show the following inclusion.
Lemma 7.3. Assume [A1],[A3],[A4], and [A5]. Recall n0, kL, kR, ω, (λ,D,G, Y ), l0, and
{x
(L)
µ,b}, {x
(R)
µ,a} given in Lemma 7.2, and B defined by (61). We use the notation Λˇ := Λλ (1 + Y ).
Then we have
Kl(B) ⊂ Mn0 ⊗D(kR, kL,D,G)Λˇ
l, l ∈ N. (64)
In particular, for any l0 ≤ l, α, β = 1, . . . , n0, a = 0, . . . , kR, b = 0, . . . , kL, there exist A
(R,l)
αβa , A
(L,l)
αβb ∈
Kl(B) of the form
A
(R,l)
αβ0 = e
(n0)
αβ ⊗ Λˇ
l +
kL∑
b=1
z
(R,l)
αβ0b ⊗ Λˇ
lI
(kR,kL)
L (Gb) +O
(R,l)
α,β,0
A
(R,l)
αβa = e
(n0)
αβ ⊗ I
(kR,kL)
R (Da) Λˇ
l +
kL∑
b=1
z
(R,l)
αβab ⊗ Λˇ
lI
(kR,kL)
L (Gb) +O
(R,l)
α,β,a
A
(L,l)
αβ0 = e
(n0)
αβ ⊗ Λˇ
l +
kR∑
a=1
z
(L,l)
αβa0 ⊗ I
(kR,kL)
R (Da) Λˇ
l +O
(L,l)
α,β,0
A
(L,l)
αβb = e
(n0)
αβ ⊗ Λˇ
lI
(kR,kL)
L (Gb) +
kR∑
a=1
z
(L,l)
αβab ⊗ I
(kR,kL)
R (Da) Λˇ
l +O
(L,l)
α,β,b. (65)
Here, z
(σ,l)
αβab ∈Mn0 and O
(σ,l)
α,β,k ∈ CN(n0, kR, kL).
Proof. From (16) of Part I, it is easy to check Vl1Vl2 ⊂ Vl1+l2 . As K1(B) ⊂ V1, this proves the
first claim of the Lemma, inductively. The second claim can be checked from the first one and 1
of Lemma 7.2. 
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Next we prove the opposite inclusion for large l, inductively. The following Lemma is used for
the induction.
Lemma 7.4. Assume [A1],[A3],[A4], and [A5]. We use the notations in Lemma 7.2 and Λˇ :=
Λλ (1 + Y ). For each a = 0, . . . , kR and l ∈ N, set
W (l)a := Mn0 ⊗ span
{
I
(kR,kL)
R (Da′) , a
′ > a
}
Λˇl +CN(n0, kR, kL) .
We consider the following two propositions, for a = 0, . . . , kR.
(Pa) : There exists an la,R ∈ N satisfying the following: for any la,R ≤ l ∈ N, there
exist X
(l)
αβa′ ∈ Kl(B), α, β = 1, . . . , n0, a
′ = 0, . . . , a such that
X
(l)
αβ0 − e
(n0)
αβ ⊗ Λˇ
l ∈ W (l)a ,
X
(l)
αβa′ − e
(n0)
αβ ⊗ I
(kR,kL)
R (Da′) Λˇ
l ∈ W (l)a , 1 ≤ a
′ ≤ a.
(P˜a) : There exist l˜a,R ∈ N and Z ∈ Kl˜a,R(B) with the form
Z =
∑
a′≥a+1
za′ ⊗ I
(kR,kL)
R (Da′) Λˇ
l˜a,R + an element in CN(n0, kR, kL),
with
za+1 6= 0.
If (Pa) and (P˜a) hold for some a < kR, then (Pa+1) holds.
Proof. First we note the following properties which can be checked from Definition 1.7, 1.8,
Remark 1.9 of Part I.
W (l1)a
(
Mn0 ⊗Λˇ
l2
)
,
(
Mn0 ⊗Λˇ
l2
)
W (l1)a ⊂W
(l1+l2)
a
W (l1)a
(
Mn0 ⊗I
(kR,kL)
R (Db) Λˇ
l2
)
,
(
Mn0 ⊗I
(kR,kL)
R (Db) Λˇ
l2
)
W (l1)a ,⊂W
(l1+l2)
a+1
W (l1)a CN(n0, kR, kL) ⊂ CN(n0, kR, kL), CN(n0, kR, kL)W
(l1)
a = 0, CN(n0, kR, kL) ·CN(n0, kR, kL) = 0,
W (l1)a ·W
(l2)
a′ ⊂W
(l1+l2)
max{a,a′}+1, Pˆ
(n0,kR,kL)
L W
(l)
b = 0, (66)
for all l1, l2 ∈ N, a, a′ = 0, . . . , kR, and b = 1, . . . , kR. Now, assume that (Pa) and (P˜a) hold for
some a < kR. Then using (66), we get
e
(n0)
α1β1
za+1e
(n0)
α2β2
⊗ Λˇl1I
(kR,kL)
R (Da+1) Λˇ
l˜a,RΛˇl2 = X
(l1)
α1β10
ZX
(l2)
α2β20
+ an element in W
(l1+l2+l˜a,R)
a+1
∈ Kl1+l2+l˜a,R (B) +W
(l1+l2+l˜a,R)
a+1 ,
for any l1, l2 ≥ la,R, α1, β1, α2, β2 = 1, . . . , n0. Further calculation using (9)-(13) of Part I shows
that
e
(n0)
α1β1
za+1e
(n0)
α2β2
⊗ I
(kR,kL)
R (Da+1) Λˇ
l1+l2+l˜a,R
= λ−l1−a−1e
(n0)
α1β1
za+1e
(n0)
α2β2
⊗ Λˇl1I
(kR,kL)
R (Da+1) Λˇ
l˜a,RΛˇl2 + an element in W
(l1+l2+l˜a,R)
a+1
∈ Kl1+l2+l˜a,R (B) +W
(l1+l2+l˜a,R)
a+1 .
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As za+1 6= 0, there exists α2, β1 such that
〈
χ
(n0)
β1
, za+1χ
(n0)
α2
〉
6= 0. Hence we obtain
e
(n0)
α1β2
⊗ I
(kR,kL)
R (Da+1) Λˇ
l1+l2+l˜a,R ∈ Kl1+l2+l˜a,R (B) +W
(l1+l2+l˜a,R)
a+1 , l1, l2 ≥ la,R, α1, β2 = 1, . . . , n0.
(67)
From this, we get
W (l)a ⊂ Kl (B) +W
(l)
a+1, 2la,R + l˜a,R ≤ l.
Therefore, from (Pa), we obtain
e
(n0)
αβ ⊗ Λˇ
l, e
(n0)
αβ ⊗ I
(kR,kL)
R (Da′) Λˇ
l ∈ Kl (B) +W
(l)
a ⊂ Kl (B) +W
(l)
a+1
for any 1 ≤ a′ ≤ a, 2la,R + l˜a,R ≤ l, α, β = 1, . . . , n0. This and (67) implies (Pa+1) with
la+1,R = 2la,R + l˜a,R. 
In order to apply Lemma 7.4, we have to find Z as in (P˜a). In the proof of the following Lemma,
we use Lemma C.7 of Part I to find such Z.
Lemma 7.5. Assume [A1],[A3],[A4], and [A5]. We use the notations in Lemma 7.2. Assume
that (Pa) holds for some a < kR. Then (Pa+1) holds.
Proof. For X
(l)
αβa′ given in (Pa), we define X˜
(l)
I
:=
∑n0
α=1X
(l)
αα0 ∈ Kl (B), la,R ≤ l. We have
X˜
(l)
I
− I⊗ Λˇl ∈ W (l)a .
Set l′0 := laR + kL + kR + 1. For A
(R,l0)
αβa+1 in Lemma 7.3, using (66), we obtain
X˜
(j+l′0)
I
A
(R,l0)
αβa+1X˜
(l−j−l′0−l0)
I
= e
(n0)
αβ ⊗ Λˇ
j+l′0I
(kR,kL)
R (Da+1) Λˇ
l−j−l′0 +
kL∑
b=1
z
(R,l0)
α,β,a+1,b ⊗ Λˇ
j+l′0+l0I
(kR,kL)
L (Gb) Λˇ
l−j−l′0−l0
+ an element in W la+1
= λ
j+l′0
−a−1 · e
(n0)
αβ ⊗ I
(kR,kL)
R (Da+1) Λˇ
l +
kL∑
b=1
kL∑
b′=1
〈
f
(kR,kL)
b , Λˇ
l−j−l′0−l0f
(kR,kL)
b′
〉
z
(R,l0)
α,β,a+1,b ⊗ Λˇ
lI
(kR,kL)
L (Gb′) ,
+ an element in W la+1,
for all l ≥ 2(kL + kR + 1)
2 + l0 + 2l
′
0, and 0 ≤ j ≤ (kL + kR + 1)
2. Here, for the second equality,
we used (12), (13) and Remark 1.9 of Part I. Note that we have
〈
f
(kR,kL)
b , Λˇ
l−j−l′0−l0f
(kR,kL)
b′
〉
=
λ
l−l′0−l0−j
b
∑kL+kR
γ=0 l−l
′
0−l0−j
Cγ
〈
f
(kR,kL)
b , Y
γf
(kR,kL)
b′
〉
. Hence, from Lemma C.7 of Part I, there
exists ξ ∈ C(kL+kR+1)
2
such that
Kl˜a,R(B) ∋
(kL+kR+1)
2−1∑
j=0
ξ(j)X˜
(j+l′0)
I
A
(R,l0)
αβa+1X˜
(l˜a,R−j−l
′
0−l0)
I
= e
(n0)
αβ ⊗ I
(kR,kL)
R (Da+1) Λˇ
l˜a,R + an element in W
l˜a,R
a+1 .
where l˜a,R = 2(kL + kR + 1)
2 + l0 + 2l
′
0. In other words, (P˜a) holds. Applying Lemma 7.4, (Pa+1)
holds. 
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With this induction step, we obtain the following Lemma.
Lemma 7.6. Assume [A1],[A3],[A4], and [A5]. We use the notations in Lemma 7.2 and Λˇ :=
Λλ (1 + Y ). Then there exists an l
′
0 ∈ N such that
Mn0 ⊗ span
(
Λˇl, {I
(kR,kL)
R (Da)Λˇ
l}kRa=1 ∪ {Λˇ
lI
(kR,kL)
L (Gb)}
kL
b=1
)
⊂ Kl(B) + CN(n0, kR, kL), (68)
for any l′0 ≤ l ∈ N.
Proof. (PkR) combined with Lemma 7.3 (65) corresponds to the claim. From Lemma 7.5, it
suffices to check (P0). However, this is clear from the existence of A
(L,l)
αβ0 in Lemma 7.3. 
Lemma 7.7. Assume [A1],[A3],[A4], and [A5]. We use the notations in Lemma 7.2. Then there
exists an l˜0 ≥ l
′
0 (with l
′
0 given in Lemma 7.6) such that
CN(n0, kR, kL) ⊂ Kl(B), (69)
for any l˜0 ≤ l ∈ N.
Proof. First we claim
I
(kR,kL)
R (Da)P
(kR,kL)
L = Q
(kR,kL)
R,−(a+1)I
(kR,kL)
R (Da)P
(kR,kL)
L , a = 1, . . . , kR,
P
(kR,kL)
R I
(kR,kL)
L (Gb) = P
(kR,kL)
R I
(kR,kL)
L (Gb)Q
(kR,kL)
L,b+1 , b = 1, . . . , kL. (70)
To see this, let −kR ≤ i ≤ 0 be a number satisfying E
(kR,kL)
ii I
(kR,kL)
R (Da)P
(kR,kL)
L 6= 0 for
a = 1, . . . , kR. As we have
I
(kR,kL)
R
E(kR,0)ii Da −1∑
j=−kR
E
(kR,0)
jj
 = E(kR,kL)ii I(kR,kL)R (Da)P (kR,kL)L 6= 0,
it means there is j ∈ {−kR, . . . ,−1} such that E
(kR,0)
ii DaE
(kR,0)
jj 6= 0. By Definition 1.8 (9) in Part
I, this implies λi = λ−aλj . In particular, we have |λi| = |λ−aλj | < |λ−a|, because |λj | < 1 for
j ∈ {−kR, . . . ,−1}. As λ ∈ Wo(kR, kL), this implies i ≤ −a− 1. This proves the first line of the
claim. The second one can be proven similarly.
Let Λˇ := Λλ (1 + Y ) as before. Note that
I
(kR,kL)
R (Da) Λˇ
l1+l2I
(kR,kL)
L (Gb) = I
(kR,kL)
R (Da)P
(kR,kL)
R P
(kR,kL)
L Λˇ
l1+l2I
(kR,kL)
L (Gb)
= I
(kR,kL)
R (Da)E
(kR,kL)
00 Λˇ
l1+l2I
(kR,kL)
L (Gb) = I
(kR,kL)
R (Da)E
(kR,kL)
00 I
(kR,kL)
L (Gb)
= I
(kR,kL)
R
(
DaE
(kR,0)
00
)
I
(kR,kL)
L
(
E
(0,kL)
00 Gb
)
= I
(kR,kL)
R
(
E
(kR,0)
−a0
)
I
(kR,kL)
L
(
E
(0,kL)
0b
)
= E
(kR,kL)
−ab ,
(71)
for any l1, l2 ∈ N and a = 1, . . . , kR, b = 1, . . . , kL. By the claim (70), we have
ZΛˇl2I
(kR,kL)
L (Gb) = ZΛˇ
l2P
(kR,kL)
R I
(kR,kL)
L (Gb) = ZΛˇ
l2P
(kR,kL)
R I
(kR,kL)
L (Gb)Q
(kR,kL)
L,b+1 ∈ P
(kR,kL)
L MkL+kR+1Q
(kR,kL)
L,b+1 ,
Z ∈ P
(kR,kL)
L MkL+kR+1 P
(kR,kL)
R , b = 1, . . . , kL, l2 ∈ N, (72)
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and
I
(kR,kL)
R (Da) Λˇ
l1Z = I
(kR,kL)
R (Da)P
(kR,kL)
L Λˇ
l1Z = Q
(kR,kL)
R,−a−1I
(kR,kL)
R (Da)P
(kR,kL)
L Λˇ
l1Z ∈ Q
(kR,kL)
R,−a−1MkL+kR+1Q
(kR,kL)
L,b ,
Z ∈ P
(kR,kL)
L MkL+kR+1Q
(kR,kL)
L,b , a = 1, . . . , kR, b = 1, . . . , kL, l1 ∈ N. (73)
For a = 1, . . . , kR and b = 1, . . . , kL, we define the subset Ma,b of {1, . . . , kR} × {1, . . . , kL} by
Ma,b := {(a
′, b′) | a′ = 1, . . . , kR, 1 ≤ b
′ < b} ∪ {(a′, b′) | 1 ≤ a′ ≤ a, b′ = b} .
We also set
Pa,b := Mn0 ⊗Q
(kR,kL)
R,−a−1MkL+kR+1Q
(kR,kL)
L,b +Mn0 ⊗P
(kR,kL)
L MkL+kR+1Q
(kR,kL)
L,b+1 .
Note that
Mn0 ⊗E
(kR,kL)
−a′,b′ ⊂ Pa,b, (a
′, b′) ∈ ({1, . . . , kR} × {1, . . . , kL}) \Ma,b.
For (a, b) ∈ {1, . . . , kR} × {1, . . . , kL}, we consider the following proposition:
(Pa,b) : There exists an la,b ∈ N with l′0 ≤ la,b such that
Mn0 ⊗E
(kR,kL)
−a′,b′ ⊂ Kl(B) + Pa,b, (74)
for all (a′, b′) ∈Ma,b and l ≥ la,b.
First we show P11. By Lemma 7.6, for any l
′
0 ≤ l1, l2 ∈ N and α, β = 1, . . . , n0, there exist
Z
(l1)
1,α,β, Z
(l2)
2,β,β ∈ CN(n0, kR, kL) such that
e
(n0)
αβ ⊗ I
(kR,kL)
R (D1) Λˇ
l1 + Z
(l1)
1,α,β ∈ Kl1(B), e
(n0)
ββ ⊗ Λˇ
l2I
(kR,kL)
L (G1) + Z
(l2)
2,β,β ∈ Kl2(B).
By (66), we have
Kl1+l2(B) ∋
(
e
(n0)
αβ ⊗ I
(kR,kL)
R (D1) Λˇ
l1 + Z
(l1)
1,α,β
)(
e
(n0)
ββ ⊗ Λˇ
l2I
(kR,kL)
L (G1) + Z
(l2)
2,β,β
)
= e
(n0)
αβ ⊗ I
(kR,kL)
R (D1) Λˇ
l1+l2I
(kR,kL)
L (G1) + Z
(l1)
1,α,β
(
e
(n0)
ββ ⊗ Λˇ
l2I
(kR,kL)
L (G1)
)
+
(
e
(n0)
αβ ⊗ I
(kR,kL)
R (D1) Λˇ
l1
)
Z
(l2)
2,β,β.
(75)
From (71), (72), and (73), this implies e
(n0)
αβ ⊗ E
(kR,kL)
−11 ∈ P11 + Kl (B) , for any α, β = 1, . . . , n0
and l ≥ 2l′0. This proves (P1,1).
Assume that (Pa,b) holds for some a < kR and b = 1, . . . , kL. We would like to show that
(Pa+1,b) holds. By (Pa,b), we have
CN(n0, kR, kL) ⊂ Kl(B) + Pa,b, l ≥ la,b.
This and Lemma 7.6 implies
Mn0 ⊗I
(kR,kL)
R (Da+1) Λˇ
l,Mn0 ⊗Λˇ
lI
(kR,kL)
L (Gb) ⊂ Kl(B) + CN(n0, kR, kL) ⊂ Kl(B) + Pa,b, l ≥ la,b.
Therefore, for any la,b ≤ l1, l2 ∈ N and α, β = 1, . . . , n0, there exist Z
(l1)
1,α,β, Z
(l2)
2,β,β ∈ Pa,b such that
e
(n0)
αβ ⊗ I
(kR,kL)
R (Da+1) Λˇ
l1 + Z
(l1)
1,α,β ∈ Kl1(B), e
(n0)
ββ ⊗ Λˇ
l2I
(kR,kL)
L (Gb) + Z
(l2)
2,β,β ∈ Kl2(B).
From (71), (72), and (73), this implies e
(n0)
αβ ⊗E
(kR,kL)
−(a+1),b ∈ Pa+1,b +Kl (B) ,for any α, β = 1, . . . , n0
and l ≥ 2la,b. Hence we have
Mn0 ⊗E
(kR,kL)
−a′,b′ ⊂ Kl(B) + Pa,b ⊂ Kl(B) + Pa+1,b
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for all (a′, b′) ∈Ma+1,b and l ≥ 2la,b. This proves (Pa+1,b).
Assume that (PkR,b) holds for some b < kL. We would like to show that (P1,b+1) holds. By
(PkR,b), we have
CN(n0, kR, kL) ⊂ Kl(B) + PkR,b, l ≥ lkR,b.
This and Lemma 7.6 implies
Mn0 ⊗I
(kR,kL)
R (D1) Λˇ
l,Mn0 ⊗Λˇ
lI
(kR,kL)
L (Gb+1) ⊂ Kl(B) + CN(n0, kR, kL) ⊂ Kl(B) + PkR,b, l ≥ lkR,b.
Therefore, for any lkR,b ≤ l1, l2 ∈ N and α, β = 1, . . . , n0, there exist Z
(l1)
1,α,β, Z
(l2)
2,β,β ∈ PkR,b such
that
e
(n0)
αβ ⊗ I
(kR,kL)
R (D1) Λˇ
l1 + Z
(l1)
1,α,β ∈ Kl1(B), e
(n0)
ββ ⊗ Λˇ
l2I
(kR,kL)
L (Gb+1) + Z
(l2)
2,β,β ∈ Kl2(B).
From (71), (72), and (73), this implies e
(n0)
αβ ⊗ E
(kR,kL)
−1,b+1 ∈ P1,b+1 +Kl (B), for any α, β = 1, . . . , n0
and l ≥ 2lkR,b. Hence we have
Mn0 ⊗E
(kR,kL)
−a′,b′ ⊂ Kl(B) + PkR,b ⊂ Kl(B) + P1,b+1
for all (a′, b′) ∈M1,b+1 and l ≥ 2lkR,b. This proves (P1,b+1).
Hence we have proven (PkR,kL), inductively. As PkR,kL = {0} and MkR,kL = {1, . . . , kR} ×
{1, . . . , kL}, we have
Mn0 ⊗E
(kR,kL)
−a′,b′ ⊂ Kl(B),
for all (a′, b′) ∈ {1, . . . , kR} × {1, . . . , kL} and l ≥ lkR,kL . This proves the Lemma. 
Proof of Lemma 7.1. Let us consider the a septuplet (n0, kR, kL,λ,D,G, Y ) and ω given in
Lemma 7.2. We define B by 1 of Lemma 7.2. By Lemma 7.3, Lemma 7.6, and Lemma 7.7, our B
belongs to ClassA. The properties 2,3 of Lemma 7.1 corresponds to 2,3 of Lemma 7.2. By these
properties, we have
ωL ◦ τx (hm′,B) = 0, x ≤ −m
′, ωR ◦ τx (hm′,B) = 0, 0 ≤ x,
for m′ ≥ mB, because RanΓ
(R)
l,B is a subspace of ker τ
(R)
x (hm′,B) for 0 ≤ x ≤ l −m′ and l ≥ m′.
Recall that if ψσ ∈ Sσ(H) for σ = L,R, by Lemma 2.3, we have ψσ ≤ d1 · ωσ. Therefore, we have
ψL ◦ τx (hm′,B) = 0, x ≤ −m
′, ψR ◦ τx (hm′,B) = 0, 0 ≤ x.
This means ψL ∈ S(−∞,−1](HΦm′,B) and ψR ∈ S[0,∞)(HΦm′,B) for m
′ ≥ mB. (Recall Lemma
2.1 and the fact that hm′,B satisfies [A1]-[A5].) This proves SL(H) ⊂ S(−∞,−1](HΦm′ ,B) and
SR(H) ⊂ S[0,∞)(HΦm′,B) for m
′ ≥ mB. Conversely, let ψL ∈ S(−∞,−1](HΦm′,B) for m
′ ≥ mB.
Then, from Lemma 3.15 of Part I, there exists σL ∈ En0(kL+1) such that ψL(A) = ΞL(σL)(A) :=
σL(y
1
2
B
LB(A)y
1
2
B
). By the definition of LB, it is easy to see that τl
(
s
(
ψL|A[−l,−1]
))
is under the
orthogonal projection onto Γ
(R)
l,B
(
Mn0 ⊗P
(kR,kL)
L MkL+kR+1 P
(kR,kL)
L
)
for any l ∈ N. By 2 of
Lemma 7.2, this means that the support of ψL|A[−l,−1] is under s(ωL|A[−l,−1]). As s(ωL|A[−l,−1])
is under the projection onto the kernel of τx(h), for −l ≤ x ≤ −m by Lemma 2.1, we obtain
ψL ◦ τx(h) = 0. Hence we have ψL ∈ SL(H). Hence we get S(−∞,−1](HΦm′,B) ⊂ SL(H). The proof
for S[0,∞)(HΦm′,B) ⊂ SR(H) is the same.
To prove 4, note that ω∞ is translation invariant because of the uniqueness of SZ(H). Note that
ω∞|A[0,∞) ∈ SR(H) = S[0,∞)(HΦm′,B) because of 1 and Lemma 2.1. By the translation invariance of
ω∞ and Lemma 2.1, this means ω∞ ∈ SZ(HΦm′,B) = {ωB,∞},m
′ ≥ mB. Hence we have ω∞ = ωB,∞.

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8 Proof of the main Theorem
In this section we complete the proof of Theorem 1.2 and Corollary 1.4.
Proof of Theorem 1.2 . Let us consider the B ∈ ClassA with respect to the septuplet (n0, kR, kL,λ,D,G, Y )
given in Lemma 7.1. Recall the definition of lB(n, n0, kR, kL,λ,D,G, Y ) from Part I Definition 1.13.
We denote it by lB throughout the proof.
We fix an arbitrary m1 ≥ max{2lB(n, n0, kR, kL,λ,D,G, Y ),
log(n20(kL+1)(kR+1)+1)
log n }. First we
claim that there exist a constant C˜ > 0 and a natural number N˜0 ∈ N such that∣∣Tr[0,N−1] ((1−GN,B)GN )∣∣ ≤ C˜sN21 , N˜0 ≤ N. (76)
(Here, s1 is given in [A4].) Recall Theorem 1.18 of Part I. By (ii) of the latter theorem, there exist
γm1,B > 0 and N˜m1,B ∈ N such that
γm1,B (1−GN,B) ≤
(
HΦm1,B
)
[0,N−1]
, for all N ≥ N˜m1,B. (77)
On the other hand, note that ωR (τx (hm1,B)) = 0, 0 ≤ x and ωL (τx (hm1,B)) = 0, x ≤ −m1. This
is because of Lemma 7.1, 1 . Therefore, combining [A1] and [A4] with this, we obtain∣∣Tr[0,N−1] (GN (τx (hm1,B)))∣∣ ≤ d1C1smax{N−(m1+x),x}1 (78)
for all 0 ≤ x ≤ N −m1, and N ≥ N3. Set N˜0 := max{N˜m1,B, N3}. By (77) and (78), we obtain
γm1,B Tr[0,N−1] ((1−GN,B)GN ) ≤ Tr[0,N−1]
((
HΦm1,B
)
[0,N−1]
GN
)
=
∑
0≤x≤N−m1
Tr[0,N−1] (τx (hm1,B)GN ) ≤
∑
0≤x≤N−m1
d1C1s
max{N−(m1+x),x}
1
for all N ≥ N˜0. Therefore, there exists C˜ > 0 such that
Tr[0,N−1] ((1−GN,B)GN ) ≤ C˜s
N
2
1 , N ≥ N˜0.
This proves the claim.
The same kind of inequality with GN and GN,B interchanged holds, i.e., there exist a constant
C′ > 0 and a natural number N ′0 ∈ N such that∣∣Tr[0,N−1] ((1−GN )GN,B)∣∣ ≤ C′sN2B , N ′0 ≤ N. (79)
Here, sB is given in (iv) of Theorem 1.18 Part I.
Define 0 < s < 1, C > 0, and N0 ∈ N by s := max{s
1
4
1 , s
1
4
B
}, C := C˜
1
2 +C′
1
2 , and N0 := N˜0+N
′
0.
Then we have
‖GN −GN,B‖ ≤ ‖GN (I−GN,B)‖+ ‖(I−GN )GN,B‖
≤
(
Tr[0,N−1] (GN (I−GN,B))
) 1
2 +
(
Tr[0,N−1] (GN,B (I−GN ))
) 1
2 ≤ C˜
1
2 s
N
4
1 + C
′
1
2 s
N
4
B
≤ CsN ,
for all N ≥ N0. 
Proof of Corollary 1.4. Let B ∈ ClassA and m1 ∈ N given in Theorem 1.2. From [A2], Theo-
rem 1.18 (ii) of Part I, and Theorem 1.2, there exists γˆ > 0, Nˇ0 ∈ N, C > 0, and 0 < s < 1 such
that
γˆ (1−GN ) ≤ (H)[0,N−1] , γˆ (1−GN,B) ≤
(
HΦm1,B
)
[0,N−1]
, ‖GN −GN,B‖ ≤ Cs
N , (80)
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for all Nˇ0 ≤ N ∈ N.
We claim the following: Let Nˇ0 ≤ N ∈ N and t ∈ [0, 1]. Assume that λ ∈ (0, γˆ) is an eigenvalue
of (1 − t)H[0,N−1] + t
(
HΦm1,B
)
[0,N−1]
with a unit eigenvector ξ ∈
⊗N−1
i=0 . Then we have
‖GNξ‖ ≤
C
λ
·NsN , ‖GN,Bξ‖ ≤
C
λ
‖h‖ ·NsN . (81)
Multiplying (
(1− t)H[0,N−1] + t
(
HΦm1,B
)
[0,N−1]
)
ξ = λξ, (82)
by GN , we obtain
tGN
(
HΦm1,B
)
[0,N−1]
ξ = λGNξ.
From this, we obtain
‖GNξ‖ =
t
λ
∥∥∥GN (HΦm1,B)[0,N−1] ξ∥∥∥ ≤ tλ ∥∥∥(GN −GN,B) (HΦm1,B)[0,N−1] ξ∥∥∥+ tλ ∥∥∥GN,B (HΦm1,B)[0,N−1] ξ∥∥∥
=
t
λ
∥∥∥(GN −GN,B) (HΦm1,B)[0,N−1] ξ∥∥∥ ≤ tλ ∑
x:0≤x≤N−m1
‖GN −GN,B‖ ≤
tC
λ
·NsN ≤
C
λ
·NsN .
This proves the first inequality of the claim. The proof of the second one is the same.
Let Nˇ0 ≤ N ∈ N and t ∈ [0, 1]. Assume that λ ∈ (0, γˆ) is an eigenvalue of (1 − t)H[0,N−1] +
t
(
HΦm1,B
)
[0,N−1]
with a unit eigenvector ξ ∈
⊗N−1
i=0 . We have the following estimation on λ.
γˆ
(
1−
C
λ
(1 + ‖h‖)NsN
)
≤ λ. (83)
To see this, we use the bound (80) (81) and obtain
λ =
〈
ξ,
(
(1 − t)H[0,N−1] + t
(
HΦm1,B
)
[0,N−1]
)
ξ
〉
≥ (1− t)γˆ 〈ξ, (1−GN )ξ〉+ tγˆ 〈ξ, (1−GN,B) ξ〉
= γˆ (1− (1 − t) 〈ξ,GNξ〉 − t 〈ξ,GN,Bξ〉) ≥ γˆ
(
1− (1 − t)
C
λ
·NsN − t
C
λ
‖h‖ ·NsN
)
≥ γˆ
(
1−
C
λ
(1 + ‖h‖) ·NsN
)
.
Set c1 :=
2C
γˆ
(1 + ‖h‖)
(
supM Ms
M
4
)
. It is a positive constant. We also set s1 := s
1
2 and
s2 := s
1
4 . They satisfy 0 < s1, s2 < 1. We claim
σ
(
(1− t)H[0,N−1] + t
(
HΦm1,B
)
[0,N−1]
)
∩ [γˆc1s
N
1 , γˆ − γˆs
N
2 ] = ∅, t ∈ [0, 1], N ≥ Nˆ0.
We prove this by contradiction. Assume this is not true. Then there exist t ∈ [0, 1], N ≥ Nˆ0, and
λ ∈ [γˆc1sN1 , γˆ− γˆs
N
2 ] such that λ is an eigenvalue of (1− t)H[0,N−1]+ t
(
HΦm1,B
)
[0,N−1]
with a unit
eigenvector ξ. Then, by (83), we have
γˆ
(
1−
C
λ
(1 + ‖h‖)NsN
)
≤ λ ≤ γˆ(1− sN2 ) = γˆ(1− s
N
4 ).
Compairing the left and the right hand side of this inequality, we obtain
γˆc1 ≤ λs
−N2 ≤ CNs
N
4 (1 + ‖h‖) ≤
γˆ
2
c1,
which is a contradiction. 
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A Notations
In addition to the notations given in Subsection 1.1, 1.2, 1.3, and Appendix A of Part I, we use
the following notations. For σ = L,R,
τ (σ)x :=
{
τx, if σ = R
τ−x, if σ = L
, x ∈ N ∪ {0}, Sσ(H) :=
{
S[0,∞)(H), if σ = R
S(−∞,−1](H), if σ = L
,
Aσ :=
{
A[0,∞), if σ = R
A(−∞,−1], if σ = L
, Aσ,l :=
{
A[0,l−1], if σ = R
A[−l,−1], if σ = L
, l ∈ N,
Z(σ) :=
{
{x ∈ Z | 0 ≤ x}, if σ = R
{x ∈ Z | x ≤ −m}, if σ = L
, Γσ :=
{
[0,∞), if σ = R
(−∞,−1], if σ = L
.
Here m ∈ N in the definition of Z(σ) is the interaction length of our h. Furthermore, for µ(l) =
(µ1, . . . , µl) ∈ {1, . . . , n}×l, l ∈ N, we set
µ(l,σ) :=
{
µ(l), if σ = R
(µl, µl−1, . . . , µ1), if σ = L
.
For n-tuple of d × d-matrices v = (v1, . . . , vn) ∈ M
×n
d and l ∈ N, we define Γ
(σ)
l,v : Md →
⊗l−1
i=0C
n
by
Γ
(σ)
l,v (X) :=
∑
µ(l)
(
TrX
(
v̂µ(l,σ)
)∗)
ψ̂µ(l) , X ∈Md .
B Endomorphisms of B(H)
Endomorphisms of B(H) can be represented by a representation of Cuntz algebra.
Lemma B.1 ([A]). Let H be a separable infinite dimensional Hilbert space, and n ∈ N. Let
Φ : B(H)→ B(H) be a unital endomorphism of B(H) such that(Φ (B(H)))′ is isomorphic to Mn.
Then there exist Si ∈ B(H), i = 1, . . . , n such that
S∗i Sj = δij ,
n∑
j=1
SjxS
∗
j = Φ(x), x ∈ B(H). (84)
From this Lemma, we obtain the following.
Lemma B.2. Let A, B be separable infinite dimensional simple unital C∗-algebras, and n ∈ N,
such that A = Mn⊗B. Let ω be a pure state on A with GNS triple (H, π,Ω). Let γ be a unital
endomorphism of A such that γ(A) = I⊗B. Assume that ω and ω ◦ γ are quasi-equivalent. Then
there exist Si ∈ B(H), i = 1, . . . , n such that
S∗i Sj = δij , SiS
∗
j = π
(
e
(n)
ij ⊗ I
)
,
n∑
j=1
Sjπ (A)S
∗
j = π ◦ γ (A) , A ∈ A.
Proof. As A is a separable infinite dimensional simple unital C∗-algebra, H is a separable infinite
dimensional Hilbert space. Note that E : π (A)
′′
→ π (Mn⊗I)
′ ∩ π (A)
′′
,
E(x) :=
n∑
i=1
π(e
(n)
i1 ⊗ I)xπ(e
(n)
1i ⊗ I),
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defines a σw-continuous projection. By Lemma 2.6.8 of [BR1], we have π (Mn⊗I)
′
= π (I⊗B)
′′
.
This and the condition γ(A) = I⊗B implies that (π ◦ γ (A))
′′
is a factor. As ω and ω ◦γ are quasi-
equivalent, ω is pure, and (π ◦ γ (A))
′′
is a factor, there exists a σw-continuous unital endomorphism
Φ : B(H) → B(H) such that Φ (π(A)) = π ◦ γ(A), for A ∈ A, and Φ (B(H)) = (π ◦ γ(A))
′′
. We
have (Φ (B(H)))′ = (π ◦ γ(A))
′
= π(I ⊗ B)′ = π (Mn⊗I). Applying Lemma B.1 we obtain Si
satisfying (84). As in the argument of Lemma 3.5 in [M1], we can deform Sis so that they satisfy
SiS
∗
j = π
(
e
(n)
ij ⊗ I
)
. 
C Finitely correlated states
First we recall the definitions introduced in [FNW2].
Definition C.1. Let n ∈ N. The triple (B,E, ρ) given by a finite dimensional C∗-algebra B, a
unital CP map E : Mn⊗B→ B, and a faithful state ρ on B such that ρ◦E(I⊗X) = ρ(X), X ∈ B
is called a standard triple. For each A ∈Mn, we define a map EA : B→ B by EA(X) = E (A⊗X),
X ∈ B. A standard triple (B,E, ρ) is minimal if B has no proper sub C∗-algebra, which contains
I and is EA-invariant for any A ∈Mn.
Definition C.2. Let (B,E, ρ) be a standard triple, and ω a state on AZ. We say the standard
triple (B,E, ρ) right (resp. left) generates ω if
ω
(
a+l−1⊗
i=a
Ai
)
= ρ ◦ EAa ◦ EAa+1 ◦ · · · ◦ EAa+l−1 (I) ,
(resp.
ω
(
a+l−1⊗
i=a
Ai
)
= ρ ◦ EAa+l−1 ◦ EAa+l−2 ◦ · · · ◦ EAa (I) , )
for any a ∈ Z, l ∈ N, Ai ∈ Mn. If B is a ∗-subalgebra of Mk containing unit I and E is given by
an n-tuple of matrices v = (vµ)
n
µ=1 ⊂ Mk+1
×n as
E
(
e(n)µν ⊗X
)
:= (vµ)X (vν)
∗
, X ∈ B,
we also say that (B,v, ρ) right (resp. left) -generates ω. In this case, with a bit of abuse of
notation, we say (B,v, ρ) is minimal if the corresponding (B,E, ρ) is minimal.
The formalism introduced in [FNW][FNW2] is the right version, but left version can be defined
analogously.
For the class of states we consider, the minimal standard triple is unique up to isomorphism.
Theorem C.3. [FNW2] Let n ∈ N and ω be a state on AZ. For each N ∈ N, let DN be
the density matrix of ω|A[0,N−1]. Assume that supN rankDN < ∞. Let (Bi,E
(i), ρi) i = 1, 2
be standard minimal triples right (resp. left) generating ω. Assume that the eigenspace of 1 for
E(i)
I
is CIBi for each i = 1, 2. Then there exists a C
∗-isomorphism Θ : B1 → B2 such that
E(2) ◦ (idMn ⊗Θ) = Θ ◦ E
(1).
From this, we can prove the following.
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Lemma C.4. Let n, k1, k2 ∈ N and ω(i) ∈ Primu(n, ki). Let ρi be the faithful Tω(i) -invariant
state. (See Lemma C.5 of Part I.) Let ϕ be a state on AZ. For each N ∈ N, let DN be the density
matrix of ϕ|A[0,N−1] , and assume supN rankDN < ∞. Suppose that both of (Mk1 ,ω
(1), ρ1) and
(Mk2 ,ω
(2), ρ2) right-generate ϕ. Then there exist a unitary U : Ck1 → Ck2 and c ∈ T such that
Uω(1)µ = cω
(2)
µ U, µ = 1, . . . , n.
Proof. As ω(i) ∈ Primu(n, ki), (Mki ,ω
(i), ρi) is a minimal standard triple, for each i = 1, 2.
Furthermore, the eigenspace of 1 for Tω(i) is CIMki , because of the primitivity of ω
(i). Therefore,
we may apply Theorem C.3. By Theorem C.3, there is a ∗-isomorphism Θ : Mk1 → Mk2 such that
ω(2)µ Θ(X)
(
ω(2)ν
)∗
= Θ
(
ω(1)µ X
(
ω(1)ν
)∗)
, µ, ν = 1, . . . , n, X ∈ Mk1 . (85)
The rest of the proof is an easy case of Lemma 4.4. 
D CP maps
Lemma D.1. Let n ∈ N and T : Mn → Mn be the irreducible unital CP map. Then the followings
hold.
1. There exists b ∈ N such that σ(T ) ∩ T =
{
exp
(
2πi
b
k
)
| k = 0, . . . , b− 1
}
.
2. For any λ ∈ σ(T ) ∩ T, λ is a nondegenerate eigenvalue of T .
3. There exists a unitary matrix U ∈Mn such that
T
(
Uk
)
= exp
(
2πi
b
k
)
Uk, k = 0, . . . , b− 1.
4. The unitary matrix U in 3 has a spectral decomposition
U =
b−1∑
k=0
exp
(
2πi
b
k
)
Pk,
with spectral projections satisfying
T (Pk) = Pk−1, mod b.
5. The restriction T b|PkMn Pk of T
b on PkMn Pk defines a primitive unital CP map on PkMn Pk.
6. There exists a faithful T -invariant state ϕ.
Proof. See [W], for example. 
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E A useful fact on lCk.
Lemma E.1. Let l ∈ N, m1,m2 ∈ N ∪ {0} such that m1 +m2 ≤ l. Then we have
lCm1 · lCm2 =
m1+m2∑
k=0
α
(k)
(m1,m2)
· lCk,
where
α
(k)
(m1,m2)
=
{
kCm2 ·
∑m2
j=0 δm1,k−j · m2Cj , if k ≥ m2
0, if k < m2
.
Proof. This can be checked inductively. 
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