Since the F q -linear spaces F m q and F q m are isomorphic, an m-fold multisequence S over the finite field F q with a given characteristic polynomial f ∈ F q [x] , can be identified with a single sequence S over F q m with characteristic polynomial f . The linear complexity of S, which will be called the generalized joint linear complexity of S , can be significantly smaller than the conventional joint linear complexity of S . We determine the expected value and the variance of the generalized joint linear complexity of a random mfold multisequence S with given minimal polynomial. The result on the expected value generalizes a previous result on periodic mfold multisequences. Moreover we determine the expected drop of linear complexity of a random m-fold multisequence with given characteristic polynomial f , when one switches from conventional joint linear complexity to generalized joint linear complexity.
Introduction
A sequence S = s 0 , s 1 , . . . with terms in a finite field F q with q elements (or over the finite field Without loss of generality we can always assume that f (x) is monic, i.e. c l = 1. In accordance with the notation in [2] we denote the set of sequences over F q with characteristic polynomial f by M (1) q ( f ).
The minimal polynomial of a linear recurring sequence S ∈ M (1) q ( f ) is defined to be the (uniquely determined) monic polynomial d(x) ∈ F q [x] of smallest degree such that S ∈ M Motivated by the study of vectorized stream cipher systems (see [1, 3] ) we consider the set of m parallel sequences over F q , each of them being in M (1) q ( f ). As usual we call this set the set of m-fold multisequences over F q with joint characteristic polynomial f and denote it by M 
Since the F q -linear spaces F m q and F q m are isomorphic, the multisequence S can be identified with a single sequence S having its terms in the extension field F q m , namely S = S(S, ξ ) = s 0 , s 1 , . . . with
where ξ = (ξ 1 , . . . , ξ m ) is an arbitrary but fixed ordered basis of F q m over F q . This describes a one-toone correspondence between the sets M (m)
and the linear complexity of the sequence S, which we will call the generalized joint linear complexity of S and denote by L q m ,ξ (S), is given by
where the greatest common divisor is now calculated in F q m [x] . The dependence of the generalized joint linear complexity L q m ,ξ (S) on the ordered basis ξ follows from the definition (cf. [5, Example 3] ).
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, the difference of joint linear complexity and generalized joint linear complexity in relation to the value for the joint linear complexity of an m-fold multisequence S , which estimates the expected drop of linear complexity if one switches from conventional joint linear complexity to generalized joint linear complexity.
The rest of the paper is organized as follows. In Section 2 we fix some notation and we give some basic results that we use later. We obtain our main results in Section 3.
Preliminaries
We first recall an important function on the set of monic polynomials in 
It is obvious that | N 
and
Suppose that without loss of generality 
Similarly the expectation E q m ( f ) and the variance V ar q m ( f ) are independent from the choice of the ordered basis ξ , and hence in the following we will not include ξ in the notations E q m ( f ) and V ar q m ( f ) for the expected value and the variance.
The following definitions are useful. 
The identities in the following lemma will be used in Section 3. 
Then we get
, (2.5) where the identity Dividing both sides of (2.7) by
) we obtain (2.4) for k = 2. We complete the proof of (2.4) by induction on k using similar arguments. 2 be the canonical factorization of f into monic irreducible polynomials over F q , then 
Main results
In
Hence it remains to show that
For k = 2 with (2.6) and (2.2) we obtain
We complete the proof on the expectation by induction on k. 
2 (3.14)
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)/β e and (3.1) we get
Using (3.14) and (3.15) we obtain that
and similarly
(3.17)
Note that
Combining (3.16)-(3.18) we get
We complete the proof of (3.9) using (3.11), (3.12) and (3.19).
Next we consider the variance V ar q m (r e ). 
We complete the proof of (3.10) using (3.20 
Then we have
In the following we want to estimate the expected drop of the linear complexity if one switches from conventional joint linear complexity to generalized joint linear complexity. We consider the term
, the difference of joint linear complexity and generalized joint linear complexity in relation to the value for the joint linear complexity, where we put D(0) = 0 by convention if S is the zero sequence 
, where the summation is over all monic
Proof. From the definition of E
. (3.25) Recall that 
