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Abstract
We study the Cauchy problem for a scalar semilinear degenerate parabolic par-
tial differential equation with stochastic forcing. In particular, we are concerned
with the well-posedness in any space dimension. We adapt the notion of kinetic
solution which is well suited for degenerate parabolic problems and supplies a
good technical framework to prove the comparison principle. The proof of exis-
tence is based on the vanishing viscosity method: the solution is obtained by
a compactness argument as the limit of solutions of nondegenerate approxima-
tions.
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1. Introduction
In this paper, we study the Cauchy problem for a scalar semilinear degene-
rate parabolic partial differential equation with stochastic forcing
du+ div
(
B(u)
)
dt = div
(
A(x)∇u)dt+ Φ(u) dW, x ∈ TN , t ∈ (0, T ),
u(0) = u0,
(1)
where W is a cylindrical Wiener process. Equations of this type are widely used
in fluid mechanics since they model the phenomenon of convection-diffusion of
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ideal fluid in porous media. Namely, the important applications including for
instance two or three-phase flows can be found in petroleum engineering or in
hydrogeology. For a thorough exposition of this area given from a practical
point of view we refer the reader to [15] and to the references cited therein.
The aim of the present paper is to establish the well-posedness theory for
solutions of the Cauchy problem (1) in any space dimension. Towards this
end, we adapt the notion of kinetic formulation and kinetic solution which has
already been studied in the case of hyperbolic scalar conservation laws in both
deterministic (see e.g. [20], [23], [24], [26], or [27] for a general presentation)
and stochastic setting (see [9]); and also in the case of deterministic degenerate
parabolic equations of second-order (see [5]). To the best of our knowledge, in
the degenerate case, stochastic equations of type (1) have not been studied yet,
neither by means of kinetic formulation nor by any other approach.
The concept of kinetic solution was first introduced by Lions, Perthame,
Tadmor in [24] for deterministic scalar conservation laws and applies to more
general situations than the one of entropy solution as considered for example in
[4], [12], [21]. Moreover, it appears to be better suited particularly for degen-
erate parabolic problems since it allows us to keep the precise structure of the
parabolic dissipative measure, whereas in the case of entropy solution part of
this information is lost and has to be recovered at some stage. This technique
also supplies a good technical framework to prove the L1-comparison principle
which allows to prove uniqueness. Nevertheless, kinetic formulation can be de-
rived only for smooth solutions hence the classical result [17] giving Lp-valued
solutions for the nondegenerate case has to be improved (see [19], [12]).
In the case of hyperbolic scalar conservation laws, Debussche and Vovelle
[9] defined a notion of generalized kinetic solution and obtained a comparison
result showing that any generalized kinetic solution is actually a kinetic solution.
Accordingly, the proof of existence simplified since only weak convergence of
approximate viscous solutions was necessary.
The situation is quite different in the case of parabolic scalar conservation
laws. Indeed, due to the parabolic term, the approach of [9] is not applicable: the
comparison principle can be proved only for kinetic solutions (not generalized
ones) and therefore strong convergence of approximate solutions is needed in
order to prove the existence. Moreover, the proof of the comparison principle
itself is much more delicate than in the hyperbolic case.
We note that an important step in the proof of existence, identification of
the limit of an approximating sequence of solutions, is based on a new general
method of constructing martingale solutions of SPDEs (see Propositions 4.14,
4.15 and the sequel), that does not rely on any kind of martingale representation
theorem and therefore holds independent interest especially in situations where
these representation theorems are no longer available. First applications were
already done in [3], [25] and, in the finite-dimensional case, also in [18]. In the
present work, this method is further generalized as the martingales to be dealt
with are only defined for almost all times.
The exposition is organised as follows. In Section 2 we review the basic set-
ting and define the notion of kinetic solution. Section 3 is devoted to the proof
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of uniqueness. We first establish a technical Proposition 3.2 which then turns
out to be the keystone in the proof of comparison principle in Theorem 3.3. We
next turn to the proof of existence in Sections 4 and 5. First of all, in Section
4, we make an additional hypothesis upon the initial condition and employ the
vanishing viscosity method. In particular, we study certain nondegenerate prob-
lems and establish suitable uniform estimates for the corresponding sequence of
approximate solutions. The compactness argument then yields the existence
of a martingale kinetic solution which together with the pathwise uniqueness
gives the desired kinetic solution (defined on the original stochastic basis). In
Section 5, the existence of a kinetic solution is shown for general initial data.
In the final section Appendix A, we formulate and prove an auxiliary result
concerning densely defined martingales.
2. Notation and main result
We now give the precise assumptions on each of the terms appearing in the
above equation (1). We work on a finite-time interval [0, T ], T > 0, and consider
periodic boundary conditions: x ∈ TN where TN is the N -dimensional torus.
The flux function
B = (B1, . . . , BN ) : R −→ RN
is supposed to be of class C1 with a polynomial growth of its derivative, which
is denoted by b = (b1, . . . , bN ). The diffusion matrix
A = (Aij)
N
i,j=1 : TN −→ RN×N
is of class C∞, symmetric and positive semidefinite. Its square-root matrix,
which is also symmetric and positive semidefinite, is denoted by σ.
Regarding the stochastic term, let (Ω,F , (Ft)t≥0,P) be a stochastic basis
with a complete, right-continuous filtration. Let P denote the predictable σ-
algebra on Ω× [0, T ] associated to (Ft)t≥0. The initial datum may be random
in general, i.e. F0-measurable, and we assume u0 ∈ Lp(Ω;Lp(TN )) for all p ∈
[1,∞). The process W is a cylindrical Wiener process: W (t) = ∑k≥1 βk(t)ek
with (βk)k≥1 being mutually independent real-valued standard Wiener processes
relative to (Ft)t≥0 and (ek)k≥1 a complete orthonormal system in a separable
Hilbert space U. In this setting, we can assume, without loss of generality, that
the σ-algebra F is countably generated and (Ft)t≥0 is the filtration generated
by the Wiener process and the initial condition. For each z ∈ L2(TN ) we
consider a mapping Φ(z) : U → L2(TN ) defined by Φ(z)ek = gk(·, z(·)). In
particular, we suppose that gk ∈ C(TN × R) and the following conditions
G2(x, ξ) =
∑
k≥1
∣∣gk(x, ξ)∣∣2 ≤ L(1 + |ξ|2), (2)
∑
k≥1
∣∣gk(x, ξ)− gk(y, ζ)∣∣2 ≤ L(|x− y|2 + |ξ − ζ|h(|ξ − ζ|)), (3)
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are fulfilled for every x, y ∈ TN , ξ, ζ ∈ R, where h is a continuous nondecreasing
function on R+ satisfying, for some α > 0,
h(δ) ≤ Cδα, δ < 1. (4)
The conditions imposed on Φ, particularly assumption (2), imply that
Φ : L2(TN ) −→ L2(U;L2(TN )),
where L2(U;L
2(TN )) denotes the collection of Hilbert-Schmidt operators from
U to L2(TN ). Thus, given a predictable process u ∈ L2(Ω;L2(0, T ;L2(TN ))),
the stochastic integral t 7→ ∫ t
0
Φ(u)dW is a well defined process taking values in
L2(TN ) (see [8] for detailed construction).
Finally, define the auxiliary space U0 ⊃ U via
U0 =
{
v =
∑
k≥1
αkek;
∑
k≥1
α2k
k2
<∞
}
,
endowed with the norm
‖v‖2U0 =
∑
k≥1
α2k
k2
, v =
∑
k≥1
αkek.
Note that the embedding U ↪→ U0 is Hilbert-Schmidt. Moreover, trajectories of
W are P-a.s. in C([0, T ];U0) (see [8]).
In the present paper, we use the brackets 〈·, ·〉 to denote the duality between
the space of distributions over TN × R and C∞c (TN × R). We denote similarly
the integral
〈F,G〉 =
∫
TN
∫
R
F (x, ξ)G(x, ξ) dxdξ, F ∈ Lp(TN × R), G ∈ Lq(TN × R),
where p, q ∈ [1,∞] are conjugate exponents. The differential operators of gra-
dient ∇, divergence div and Laplacian ∆ are always understood with respect to
the space variable x.
As the next step, we introduce the kinetic formulation of (1) as well as the
basic definitions concerning the notion of kinetic solution. The motivation for
this approach is given by the nonexistence of a strong solution and, on the
other hand, the nonuniqueness of weak solutions, even in simple cases. The
idea is to establish an additional criterion – the kinetic formulation – which
is automatically satisfied by any strong solution to (1) and which permits to
ensure the well-posedness.
Definition 2.1 (Kinetic measure). A mapping m from Ω to the set of non-
negative finite measures over TN × [0, T ] × R is said to be a kinetic measure
provided
(i) m is measurable in the following sense: for each ψ ∈ C0(TN × [0, T ]× R)
the mapping m(ψ) : Ω→ R is measurable,
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(ii) m vanishes for large ξ: if BcR = {ξ ∈ R; |ξ| ≥ R} then
lim
R→∞
Em
(
TN × [0, T ]×BcR
)
= 0, (5)
(iii) for any ψ ∈ C0(TN × R)∫
TN×[0,t]×R
ψ(x, ξ) dm(x, s, ξ) ∈ L2(Ω× [0, T ])
admits a predictable representative2.
Definition 2.2 (Kinetic solution). Assume that, for all p ∈ [1,∞),
u ∈ Lp(Ω× [0, T ],P,dP⊗ dt;Lp(TN ))
and
(i) there exists Cp > 0 such that
E ess sup
0≤t≤T
‖u(t)‖p
Lp(TN ) ≤ Cp, (6)
(ii) σ∇u ∈ L2(Ω× [0, T ];L2(TN )).
Let n1 be a mapping from Ω to the set of nonnegative finite measures over
TN × [0, T ]× R defined for any Borel set D ∈ B(TN × [0, T ]× R) as3
n1(D) =
∫
TN×[0,T ]
[ ∫
R
1D(x, t, ξ) dδu(x,t)(ξ)
]∣∣σ(x)∇u∣∣2 dxdt, P-a.s., (7)
and let
f = 1u>ξ : Ω× TN × [0, T ]× R −→ R.
Then u is said to be a kinetic solution to (1) with initial datum u0 provided
there exists a kinetic measure m ≥ n1 a.s., such that the pair (f = 1u>ξ,m)
satisfies, for all ϕ ∈ C∞c (TN × [0, T )× R), P-a.s.,∫ T
0
〈
f(t), ∂tϕ(t)
〉
dt+
〈
f0, ϕ(0)
〉
+
∫ T
0
〈
f(t), b(ξ)· ∇ϕ(t)〉dt
+
∫ T
0
〈
f(t),div
(
A(x)∇ϕ(t))〉dt
= −
∑
k≥1
∫ T
0
∫
TN
gk
(
x, u(x, t)
)
ϕ
(
x, t, u(x, t)
)
dx dβk(t)
− 1
2
∫ T
0
∫
TN
G2
(
x, u(x, t)
)
∂ξϕ
(
x, t, u(x, t)
)
dx dt+m(∂ξϕ).
(8)
2Throughout the paper, the term representative stands for an element of a class of equiva-
lence.
3We will write shortly dn1(x, t, ξ) =
∣∣σ(x)∇u∣∣2 dδu(x,t)(ξ) dx dt.
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Remark 2.3. We emphasize that a kinetic solution is, in fact, a class of equi-
valence in Lp(Ω × [0, T ],P,dP ⊗ dt;Lp(TN )) so not necessarily a stochastic
process in the usual sense. Nevertheless, it will be seen later (see Corollary
3.4) that, in this class of equivalence, there exists a representative with good
continuity properties, namely, u ∈ C([0, T ];Lp(TN )), P-a.s., and therefore, it
can be regarded as a stochastic process.
Remark 2.4. Let us also make an observation which clarifies the point (ii) in
the above definition: if u ∈ L2(Ω × [0, T ];L2(TN )) then it can be shown that
σ∇u is well defined in L2(Ω× [0, T ];H−1(TN )) since the square-root matrix σ
belongs to W 1,∞(TN ) according to [14], [28].
By f = 1u>ξ we understand a real function of four variables, where the addi-
tional variable ξ is called velocity. In the deterministic case, i.e. corresponding
to the situation Φ = 0, the equation (8) in the above definition is the so-called
kinetic formulation of (1)
∂t1u>ξ + b(ξ) · ∇1u>ξ − div
(
A(x)∇1u>ξ
)
= ∂ξm
where the unknown is the pair (1u>ξ,m) and it is solved in the sense of distri-
butions over TN × [0, T )× R. In the stochastic case, we write formally4
∂t1u>ξ + b(ξ) · ∇1u>ξ − div
(
A(x)∇1u>ξ
)
= δu=ξΦ(u)W˙ + ∂ξ
(
m− 1
2
G2δu=ξ
)
.
(9)
It will be seen later that this choice is reasonable since for any u being a strong
solution to (1) the pair (1u>ξ, n1) satisfies (8) and consequently u is a kinetic
solution to (1). The measure n1 relates to the diffusion term in (1) and so is
called parabolic dissipative measure. It gives us better regularity of solutions
in the nondegeneracy zones of the diffusion matrix A which is exactly what
one would expect according to the theory of (nondegenerate) parabolic SPDEs.
Indeed, for the case of a nondegenerate diffusion matrix A, i.e. when the second
order term defines a strongly elliptic differential operator, the kinetic solution u
belongs to L2(Ω;L2(0, T ;H1(TN ))) (cf. Definition 2.2(ii)). Thus, the measure
n2 = m − n1 which takes account of possible singularities of solution vanishes
in the nondegenerate case.
We now derive the kinetic formulation in case of a sufficiently smooth u
satisfying (1), namely, u ∈ C([0, T ];C2(TN )), P-a.s.. Note, that also in this
case, the measure n2 vanishes. For almost every x ∈ TN , we aim at finding
the stochastic differential of θ(u(x, t)), where θ ∈ C∞(R) is an arbitrary test
4Hereafter, we employ the notation which is commonly used in papers concerning the
kinetic solutions to conservation laws and write δu=ξ for the Dirac measure centered at u(x, t).
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function. Such a method can be performed by the Itoˆ formula since
u(x, t) = u0(x)−
∫ t
0
div
(
B(u(x, s))
)
ds+
∫ t
0
div
(
A(x)∇u(x, s))ds
+
∑
k≥1
∫ t
0
gk
(
x, u(x, s)
)
dβk(s), a.e. (ω, x) ∈ Ω× TN , ∀t ∈ [0, T ].
(10)
In the following we denote by 〈·, ·〉ξ the duality between the space of distributions
over R and C∞c (R). Fix x ∈ TN such that (10) holds true and consider 1u(x,t)>ξ
as a (random) distribution on R. Then
〈1u(x,t)>ξ, θ′〉ξ =
∫
R
1u(x,t)>ξθ
′(ξ) dξ = θ(u(x, t))
and the application of the Itoˆ formula yields:
d〈1u(x,t)>ξ, θ′〉ξ = θ′(u(x, t))
[
− div (B(u(x, t)))dt+ div (A(x)∇u(x, t))dt
+
∑
k≥1
gk(x, u(x, t)) dβk(t)
]
+
1
2
θ′′(u(x, t))G2(u(x, t))dt.
Afterwards, we proceed term by term and employ the fact that all the necessary
derivatives of u exists as functions
θ′(u(x, t)) div
(
B(u(x, t))
)
= θ′(u(x, t))b(u(x, t))· ∇u(x, t)
= div
(∫ u(x,t)
−∞
b(ξ)θ′(ξ)dξ
)
= div
(〈b1u(x,t)>ξ, θ′〉ξ)
θ′(u(x, t)) div
(
A(x)∇u(x, t)) = N∑
i,j=1
∂xi
[
Aij(x)θ
′(u(x, t))∂xju(x, t)
]
−
N∑
i,j=1
θ′′(u(x, t))∂xiu(x, t)Aij(x)∂xju(x, t)
=
N∑
i,j=1
∂xi
(
Aij(x)∂xj
∫ u(x,t)
−∞
θ′(ξ)dξ
)
+
〈
∂ξn1(x, t), θ
′〉
ξ
= div
(
A(x)∇〈1u(x,t)>ξ, θ′〉ξ
)
+
〈
∂ξn1(x, t), θ
′〉
ξ
θ′(u(x, t))gk(x, u(x, t)) = 〈gk(x, ξ)δu(x,t)=ξ, θ′〉ξ
θ′′(u(x, t))G2(x, u(x, t)) = 〈G2(x, ξ)δu(x,t)=ξ, θ′′〉ξ
= −〈∂ξ(G2(x, ξ)δu(x,t)=ξ), θ′〉ξ
Note, that according to the definition of the parabolic dissipative measure (7) it
makes sense to write ∂ξn1(x, t), i.e for fixed x, t we regard n1(x, t) as a random
measure on R: for any Borel set D1 ∈ B(R)
n1(x, t,D1) =
∣∣σ(x)∇u(x, t)∣∣2δu(x,t)(D1), P-a.s..
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In the following, we distinguish between two situations. In the first case,
we intend to use test functions independent on t. We set θ(ξ) =
∫ ξ
−∞ ϕ1(ζ) dζ
for some test function ϕ1 ∈ C∞c (R) and test the above against ϕ2 ∈ C∞(TN ).
Since linear combinations of the test functions ψ(x, ξ) = ϕ1(ξ)ϕ2(x) form a
dense subset of C∞c (TN × R) we obtain for any ψ ∈ C∞c (TN × R), t ∈ [0, T ],
P-a.s.,
〈
f(t), ψ
〉− 〈f0, ψ〉− ∫ t
0
〈
f(s), b(ξ)· ∇ψ〉ds− ∫ t
0
〈
f(s),div
(
A(x)∇ψ)〉 ds
=
∫ t
0
〈
δu=ξ Φ(u) dW,ψ
〉
+
1
2
∫ t
0
〈
δu=ξ G
2, ∂ξψ
〉
ds− 〈n1, ∂ξψ〉([0, t)),
where
〈
n1, ∂ξψ
〉
([0, t))1
(
∂ξψ1[0,t)
)
. In order to allow test functions from C∞c (TN×
[0, T ) × R), take ϕ3 ∈ C∞c ([0, T )) and apply the Itoˆ formula to calculate the
stochastic differential of the product 〈f(t), ψ〉ϕ3(t). We have, P-a.s.,
〈
f(t), ψ
〉
ϕ3(t)−
〈
f0, ψ
〉
ϕ3(0)−
∫ t
0
〈
f(s), b(ξ)· ∇ψ〉ϕ3(s) ds
−
∫ t
0
〈
f(s),div
(
A(x)∇ψ)〉ϕ3(s) ds
=
∫ t
0
〈
δu=ξ Φ(u)ϕ3(s) dW,ψ
〉
+
1
2
∫ t
0
〈
δu=ξ G
2, ∂ξψ
〉
ϕ3(s) ds
− n1
(
∂ξψ1[0,t)ϕ3
)
+
∫ t
0
〈
f(s), ψ
〉
∂sϕ3(s) ds.
Evaluating this process at t = T and setting ϕ(x, t, ξ) = ψ(x, ξ)ϕ3(t) yields
the equation (8) hence f = 1u>ξ is a distributional solution to the kinetic
formulation (9) with n2 = 0. Therefore any strong solution of (1) is a kinetic
solution in the sense of Definition 2.2.
Concerning the point (ii) in Definition 2.2, it was already mentioned in
Remark 2.4 that σ∇u is well defined in L2(Ω× [0, T ];H−1(TN )). As we assume
more in Definition 2.2(ii) we obtain the following chain rule formula, which will
be used in the proof of Theorem 3.3,
σ∇f = σ∇u δu=ξ in D′(TN × R), a.e. (ω, t) ∈ Ω× [0, T ]. (11)
It is a consequence of the next result.
Lemma 2.5. Assume that v ∈ L2(TN ) and σ (∇v) ∈ L2(TN ). If g = 1v>ξ then
it holds true
σ∇g = σ∇v δv=ξ in D′(TN × R).
Proof. In order to prove this claim, we denote by σi the ith row of σ. Let us
fix test functions ψ1 ∈ C∞(TN ), ψ2 ∈ C∞c (R) and define θ(ξ) =
∫ ξ
−∞ ψ2(ζ) dζ.
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We denote by 〈·, ·〉x the duality between the space of distributions over TN and
C∞(TN ). It holds〈
σi∇g, ψ1ψ2
〉
= −
〈
div(σiψ1),
∫ v
−∞
ψ2(ξ) dξ
〉
x
= −〈 div (σiψ1), θ(v)〉x
=
〈
σi∇θ(v), ψ1
〉
x
.
If the following was true
σi∇θ(v) = θ′(v)σi∇v in D′(TN ), (12)
we would obtain〈
σi∇g, ψ1ψ2
〉
=
〈
θ′(v)σi∇v, ψ1
〉
x
=
〈
σi∇v δv=ξ, ψ1ψ2
〉
and the proof would be complete.
Hence it remains to verify (12). Towards this end, let us consider an ap-
proximation to the identity on TN , denoted by (%τ ). To be more precise, let
%˜ ∈ C∞c (RN ) be nonnegative symmetric function satisfying
∫
RN %˜ = 1 and
supp %˜ ⊂ B(0, 1/2). This function can be easily extended to become ZN -
periodic, let this modification denote by %¯. Now it is correct to define % = %¯◦q−1,
where q denotes the quotient mapping q : RN → TN = RN/ZN , and finally
%τ (x) =
1
τN
%
(x
τ
)
.
Since the identity (12) is fulfilled by any sufficiently regular v, let us consider
vτ , the mollifications of v given by (%τ ). We have
σi∇θ(vτ ) −→ σi∇θ(v) in D′(TN ).
In order to obtain convergence of the corresponding right hand sides, i.e.
θ′(vτ )σi∇vτ −→ θ′(v)σi∇v in D′(TN ),
we employ similar arguments as in the commutation lemma of DiPerna and Li-
ons (see [10, Lemma II.1]). Namely, since σi (∇v) ∈ L2(TN ) it is approximated
in L2(TN ) by its mollifications [σi∇v]τ . Consequently,
θ′(vτ )
[
σi∇v]τ −→ θ′(v)σi∇v in D′(TN ).
Thus, it is enough to show that
θ′(vτ )
(
σi∇vτ − [σi∇v]τ) −→ 0 in D′(TN ). (13)
It holds
σi(x)∇vτ (x)− [σi∇v]τ(x)
=
∫
TN
v(y)σi(x)(∇%τ )(x− y) dy +
∫
TN
v(y) divy
(
σi(y)%τ (x− y)
)
dy
= −
∫
TN
v(y)
(
σi(y)− σi(x))(∇%τ )(x− y)dy + ∫
TN
v(y) div
(
σi(y)
)
%τ (x− y)dy.
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The second term on the right hand side is the mollification of v div σi ∈ L2(TN )
hence converges in L2(TN ) to v div σi. We will show that the first term converges
in L1(TN ) to −v div σi. Since τ |∇%τ |(·) ≤ C%2τ (·) with a constant independent
on τ , we obtain the following estimate∥∥∥∥∫
TN
v(y)
(
σi(y)− σi(x))(∇%τ )(x− y) dy ∥∥∥∥
L2(TN )
≤ C‖σi‖W 1,∞(TN )‖v‖L2(TN ).
Due to this estimate, it is sufficient to consider v and σi smooth and the general
case can be concluded by a density argument. We infer5
−
∫
TN
v(y)
(
σi(y)− σi(x))(∇%τ )(x− y) dy
= − 1
τN+1
∫
TN
∫ 1
0
v(y) Dσi
(
x+ r(y − x))(y − x) · (∇%)(x− y
τ
)
dr dy
=
∫
TN
∫ 1
0
v(x− τz) Dσi(x− rτz)z · (∇%)(z) dr dz
−→ v(x) Dσi(x) :
∫
TN
z ⊗ (∇%)(z) dz, ∀x ∈ TN .
Integration by parts now yields∫
TN
z ⊗ (∇%)(z) dz = −Id (14)
hence
v(x) Dσi(x) :
∫
TN
z ⊗ (∇%)(z) dz = −v(x) div (σi(x)), ∀x ∈ TN ,
and the convergence in L1(TN ) follows by the Vitali convergence theorem from
the above estimate. Employing the Vitali convergence theorem again, we obtain
(13) and consequently also (12) which completes the proof.
We proceed by two related definitions, which will be useful especially in the
proof of uniqueness.
Definition 2.6 (Young measure). Let (X,λ) be a finite measure space. A
mapping ν from X to the set of probability measures on R is said to be a Young
measure if, for all ψ ∈ Cb(R), the map z 7→ νz(ψ) from X into R is measurable.
We say that a Young measure ν vanishes at infinity if, for all p ≥ 1,∫
X
∫
R
|ξ|pdνz(ξ) dλ(z) <∞.
5By : we denote the component-wise inner product of matrices and by ⊗ the tensor product.
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Definition 2.7 (Kinetic function). Let (X,λ) be a finite measure space. A
measurable function f : X × R → [0, 1] is said to be a kinetic function if there
exists a Young measure ν on X vanishing at infinity such that, for λ-a.e. z ∈ X,
for all ξ ∈ R,
f(z, ξ) = νz(ξ,∞).
Remark 2.8. Note, that if f is a kinetic function then ∂ξf = −ν for λ-a.e.
z ∈ X. Similarly, let u be a kinetic solution of (1) and consider f = 1u>ξ. We
have ∂ξf = −δu=ξ, where ν = δu=ξ is a Young measure on Ω × TN × [0, T ].
Therefore, the expression (8) can be rewritten in the following form: for all
ϕ ∈ C∞c (TN × [0, T )× R), P-a.s.,∫ T
0
〈
f(t), ∂tϕ(t)
〉
dt+
〈
f0, ϕ(0)
〉
+
∫ T
0
〈
f(t), b(ξ)· ∇ϕ(t)〉dt
+
∫ T
0
〈
f(t),div
(
A(x)∇ϕ(t))〉dt
= −
∑
k≥1
∫ T
0
∫
TN
∫
R
gk(x, ξ)ϕ(x, t, ξ)dνx,t(ξ) dxdβk(t)
− 1
2
∫ T
0
∫
TN
∫
R
G2(x, ξ)∂ξϕ(x, t, ξ)dνx,t(ξ) dxdt+m(∂ξϕ).
(15)
For a general kinetic function f with corresponding Young measure ν, the above
formulation leads to the notion of generalized kinetic solution as used in [9]. Al-
though this concept is not established here, the notation will be used throughout
the paper, i.e. we will often write νx,t(ξ) instead of δu(x,t)=ξ.
Lemma 2.9. Let (X,λ) be a finite measure space such that L1(X) is separable.6
Let {fn; n ∈ N} be a sequence of kinetic functions on X × R, i.e. fn(z, ξ) =
νnz (ξ,∞) where νn are Young measures on X. Suppose that, for some p ≥ 1,
sup
n∈N
∫
X
∫
R
|ξ|pdνnz (ξ) dλ(z) <∞.
Then there exists a kinetic function f on X ×R and a subsequence still denoted
by {fn; n ∈ N} such that
fn
w∗−→ f, in L∞(X × R)-weak∗.
Proof. The proof can be found in [9, Corollary 6].
To conclude this section we state the main result of the paper.
6According to [7, Proposition 3.4.5], it is sufficient to assume that the corresponding σ-
algebra is countably generated.
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Theorem 2.10. Let u0 ∈ Lp(Ω;Lp(TN )), for all p ∈ [1,∞). Under the above
assumptions, there exists a unique kinetic solution to the problem (1) and it has
almost surely continuous trajectories in Lp(TN ), for all p ∈ [1,∞). Moreover,
if u1, u2 are kinetic solutions to (1) with initial data u1,0 and u2,0, respectively,
then for all t ∈ [0, T ]
E‖u1(t)− u2(t)‖L1(TN ) ≤ E‖u1,0 − u2,0‖L1(TN ).
3. Uniqueness
We begin with the question of uniqueness. Due to the following proposition,
we obtain an auxiliary property of kinetic solutions, which will be useful later
on in the proof of the comparison principle in Theorem 3.3.
Proposition 3.1 (Left- and right-continuous representatives). Let u be a kinetic
solution to (1). Then f = 1u>ξ admits representatives f
− and f+ which are
almost surely left- and right-continuous, respectively, at all points t∗ ∈ [0, T ] in
the sense of distributions over TN × R. More precisely, for all t∗ ∈ [0, T ] there
exist kinetic functions f∗,± on Ω × TN × R such that setting f±(t∗) = f∗,±
yields f± = f almost everywhere and〈
f±(t∗ ± ε), ψ〉 −→ 〈f±(t∗), ψ〉 ε ↓ 0 ∀ψ ∈ C2c (TN × R) P-a.s..
Moreover, f+ = f− for all t∗ ∈ [0, T ] except for some at most countable set.
Proof. As the space C2c (TN × R) (endowed with the topology of the uniform
convergence on any compact set of functions and their first and second deriva-
tives) is separable, let us fix a countable dense subset D1. Let ψ ∈ D1 and
α ∈ C1c ([0, T )) and set ϕ(x, t, ξ) = ψ(x, ξ)α(t). Integration by parts and the
stochastic version of Fubini’s theorem applied to (15) yield∫ T
0
gψ(t)α
′(t)dt+ 〈f0, ψ〉α(0) = 〈m, ∂ξψ〉(α) P-a.s.
where
gψ(t) =
〈
f(t), ψ
〉− ∫ t
0
〈
f(s), b(ξ)· ∇ψ〉ds− ∫ t
0
〈
f(t),div
(
A(x)∇ψ)〉 ds
−
∑
k≥1
∫ t
0
∫
TN
∫
R
gk(x, ξ)ψ(x, ξ) dνx,s(ξ) dxdβk(s)
− 1
2
∫ t
0
∫
TN
∫
R
∂ξψ(x, ξ)G
2(x, ξ) dνx,s(ξ) dxds.
(16)
Hence ∂tgψ is a (pathwise) Radon measure on [0, T ] and by the Riesz repre-
sentation theorem gψ ∈ BV ([0, T ]). Due to the properties of BV -functions [2,
Theorem 3.28], we obtain that gψ admits left- and right-continuous representa-
tives which coincide except for an at most countable set. Moreover, apart from
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the first one all terms in (16) are almost surely continuous in t. Hence, on a
set of full measure, denoted by Ωψ, 〈f, ψ〉 also admits left- and right-continuous
representatives which coincide except for an at most countable set. Let them be
denoted by 〈f, ψ〉± and set Ω0 = ∩ψ∈D1Ωψ. Note, that as D1 is countable, Ω0 is
also a set of full measure. Besides, for ψ ∈ D1, (t, ω) 7→ 〈f(t, ω), ψ〉+ has right
continuous trajectories in time and is thus measurable with respect to (t, ω).
For ψ ∈ C2c (TN × R), we define 〈f(t, ω), ψ〉+ on [0, T ] × Ω0 as the limit
of 〈f(t, ω), ψn〉+ for any sequence (ψn) in D1 converging to ψ. Then clearly
〈f(·, ·), ψ〉+ is also measurable in (t, ω) and has right continuous trajectories.
It is now straightforward to define f+ by 〈f+, ψ〉 = 〈f, ψ〉+. Then f+ : Ω×
[0, T ]→ L∞(TN×R). Moreover, seen as a function f+ : Ω× [0, T ]→ Lploc(TN×
R), for some p ∈ [1,∞), it is weakly measurable and therefore measurable.
According to Fubini theorem f+, as a function of four variables ω, x, t, ξ, is
measurable.
Besides, f+ is a.s. right-continuous in the required sense. Next, we show
that f+ is a representative (in time) of f , i.e. for a.e. t∗ ∈ [0, T ) it holds
that f+(t∗) = f(t∗), where the equality is understood in the sense of classes of
equivalence in ω, x, ξ. Indeed, due to the Lebesgue differentiation theorem,
lim
ε→0
1
ε
∫ t∗+ε
t∗
f(ω, x, t, ξ) dt = f(ω, x, t∗, ξ) a.e. (ω, x, t∗, ξ)
hence by the dominated convergence theorem
lim
ε→0
1
ε
∫ t∗+ε
t∗
〈
f(t, ω), ψ
〉
dt =
〈
f(t∗, ω), ψ
〉
a.e. (ω, t∗),
for any ψ ∈ C2c (TN×R). Since this limit is equal to
〈
f+(t∗, ω), ψ
〉
for t∗ ∈ [0, T ]
and ω ∈ Ω0, the conclusion follows.
Now, it only remains to show that f+(t∗) is a kinetic function on Ω × TN
for all t∗ ∈ [0, T ). Towards this end, we observe that for all t∗ ∈ [0, T )
fn(x, t
∗, ξ) :=
1
εn
∫ t∗+εn
t∗
f(x, t, ξ) dt
is a kinetic function on X = Ω× TN and by (6) the assumptions of Lemma 2.9
are fulfilled. Accordingly, there exists a kinetic function f∗,+ and a subsequence
(n∗k) (which also depends on t
∗) such that
fn∗k(t
∗) w
∗
−→ f∗,+ in L∞(Ω× TN × R)-w∗.
Note, that the domain of definition of f∗,+ does not depend on ψ. Thus on the
one hand we have〈
fn∗k(t
∗), ψ
〉 w∗−→ 〈f∗,+, ψ〉 in L∞(Ω)-w∗,
and on the other hand, due to the definition of f+,〈
fn∗k(t
∗), ψ
〉 w∗−→ 〈f+(t∗), ψ〉 in L∞(Ω)-w∗.
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The proof of existence of the left-continuous representative f− can be carried
out similarly and so will be left to the reader.
The fact that f+(t∗) and f−(t∗) coincide for all t∗ ∈ (0, T ) \ I, where I ⊂
(0, T ) is countable, follows directly from their definition since the representatives
〈f(t∗, ω), ψ〉+ and 〈f(t∗, ω), ψ〉− coincide except for an at most countable set
for ψ ∈ D1.
From now on, we will work with these two fixed representatives of f and
we can take any of them in an integral with respect to time or in a stochastic
integral.
As the next step towards the proof of the comparison principle, we need a
technical proposition relating two kinetic solutions of (1). We will also use the
following notation: if f : X × R → [0, 1] is a kinetic function, we denote by f¯
the conjugate function f¯ = 1− f .
Proposition 3.2. Let u1, u2 be two kinetic solutions to (1) and denote f1 =
1u1>ξ, f2 = 1u2>ξ. Then for t ∈ [0, T ] and any nonnegative functions % ∈
C∞(TN ), ψ ∈ C∞c (R) we have
E
∫
(TN )2
∫
R2
%(x− y)ψ(ξ − ζ)f±1 (x, t, ξ)f¯±2 (y, t, ζ) dξ dζ dxdy
≤ E
∫
(TN )2
∫
R2
%(x− y)ψ(ξ − ζ)f1,0(x, ξ)f¯2,0(y, ζ) dξ dζ dxdy + I + J + K,
(17)
where
I = E
∫ t
0
∫
(TN )2
∫
R2
f1f¯2
(
b(ξ)− b(ζ))· ∇xα(x, ξ, y, ζ) dξ dζ dx dy ds,
J =E
∫ t
0
∫
(TN )2
∫
R2
f1f¯2
N∑
i,j=1
∂yj
(
Aij(y)∂yiα
)
dξ dζ dx dy ds
+ E
∫ t
0
∫
(TN )2
∫
R2
f1f¯2
N∑
i,j=1
∂xj
(
Aij(x)∂xiα
)
dξ dζ dxdy ds
− E
∫ t
0
∫
(TN )2
∫
R2
α(x, ξ, y, ζ) dν1x,s(ξ) dxdn2,1(y, s, ζ)
− E
∫ t
0
∫
(TN )2
∫
R2
α(x, ξ, y, ζ) dν2y,s(ζ) dy dn1,1(x, s, ξ),
K =
1
2
E
∫ t
0
∫
(TN )2
∫
R2
α(x, ξ, y, ζ)
∑
k≥1
∣∣gk(x, ξ)− gk(y, ζ)∣∣2dν1x,s(ξ)dν2y,s(ζ)dxdy ds,
and the function α is defined as α(x, ξ, y, ζ) = %(x− y)ψ(ξ − ζ).
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Proof. Let us denote by 〈〈·, ·〉〉 the scalar product in L2(TNx × TNy × Rξ × Rζ).
In order to prove the statement in the case of f+1 , f¯
+
2 , we employ similar calcu-
lations as in [9, Proposition 9] to obtain
E
〈〈
f+1 (t)f¯
+
2 (t), α
〉〉
= E
〈〈
f1,0f¯2,0, α
〉〉
+ E
∫ t
0
∫
(TN )2
∫
R2
f1f¯2
(
b(ξ)− b(ζ))· ∇xα dξ dζ dxdy ds
+ E
∫ t
0
∫
(TN )2
∫
R2
f1f¯2
N∑
i,j=1
∂yj
(
Aij(y)∂yiα
)
dξ dζ dx dy ds
+ E
∫ t
0
∫
(TN )2
∫
R2
f1f¯2
N∑
i,j=1
∂xj
(
Aij(x)∂xiα
)
dξ dζ dxdy ds
+
1
2
E
∫ t
0
∫
(TN )2
∫
R2
f¯2∂ξαG
2
1 dν
1
x,s(ξ) dζ dy dxds
− 1
2
E
∫ t
0
∫
(TN )2
∫
R2
f1∂ζαG
2
2 dν
2
y,s(ζ) dξ dy dxds
− E
∫ t
0
∫
(TN )2
∫
R2
G1,2α dν
1
x,s(ξ) dν
2
y,s(ζ) dxdy ds
− E
∫ t
0
∫
(TN )2
∫
R2
f¯−2 ∂ξα dm1(x, s, ξ) dζ dy
+ E
∫ t
0
∫
(TN )2
∫
R2
f+1 ∂ζα dm2(y, s, ζ) dξ dx.
(18)
In particular, since α ≥ 0, the last term in (18) satisfies
E
∫ t
0
∫
(TN )2
∫
R2
f+1 ∂ζα dm2(y, s, ζ) dξ dx
= −E
∫ t
0
∫
(TN )2
∫
R2
α dν1x,s(ξ) dxdn2,1(y, s, ζ)
− E
∫ t
0
∫
(TN )2
∫
R2
α dν1x,s(ξ) dxdn2,2(y, s, ζ)
≤ −E
∫ t
0
∫
(TN )2
∫
R2
α dν1x,s(ξ) dxdn2,1(y, s, ζ)
and by symmetry
−E
∫ t
0
∫
(TN )2
∫
R2
f¯−2 ∂ξα dm1(x, s, ξ) dζ dy
≤ −E
∫ t
0
∫
(TN )2
∫
R2
α dν2y,s(ζ) dy dn1,1(x, s, ξ).
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Thus, the desired estimate (17) follows.
In the case of f−1 , f¯
−
2 we take tn ↑ t, write (17) for f+1 (tn), f¯+2 (tn) and let
n→∞.
Theorem 3.3 (Comparison principle). Let u be a kinetic solution to (1). Then
there exist u+ and u−, representatives of u, such that, for all t ∈ [0, T ],
f±(x, t, ξ) = 1u±(x,t)>ξ for a.e. (ω, x, ξ). Moreover, if u1, u2 are kinetic so-
lutions to (1) with initial data u1,0 and u2,0, respectively, then for all t ∈ [0, T ]
E‖u±1 (t)− u±2 (t)‖L1(TN ) ≤ E‖u1,0 − u2,0‖L1(TN ). (19)
Proof. Denote f1 = 1u1>ξ, f2 = 1u2>ξ. Let (ψδ), (%τ ) be approximations to the
identity on R and TN , respectively. Namely, let ψ ∈ C∞c (R) be a nonnegative
symmetric function satisfying
∫
R ψ = 1, suppψ ⊂ (−1, 1) and set
ψδ(ξ) =
1
δ
ψ
(ξ
δ
)
.
For the space variable x ∈ TN , we employ the approximation to the identity
defined in Lemma 2.5. Then we have
E
∫
TN
∫
R
f±1 (x, t, ξ)f¯
±
2 (x, t, ξ) dξ dx
= E
∫
(TN )2
∫
R2
%τ (x− y)ψδ(ξ − ζ)f±1 (x, t, ξ)f¯±2 (y, t, ζ) dξ dζ dxdy + ηt(τ, δ),
where limτ,δ→0 ηt(τ, δ) = 0. With regard to Proposition 3.2, we need to find
suitable bounds for terms I, J, K.
Since b has at most polynomial growth, there exist C > 0, p > 1 such that∣∣b(ξ)− b(ζ)∣∣ ≤ Γ (ξ, ζ)|ξ − ζ|, Γ (ξ, ζ) ≤ C(1 + |ξ|p−1 + |ζ|p−1).
Hence
|I| ≤ E
∫ t
0
∫
(TN )2
∫
R2
f1f¯2Γ (ξ, ζ)|ξ − ζ|ψδ(ξ − ζ) dξ dζ
∣∣∇x%τ (x− y)∣∣dxdy ds.
As the next step we apply integration by parts with respect to ζ, ξ. Focusing
only on the relevant integrals we get∫
R
f1(ξ)
∫
R
f¯2(ζ)Γ (ξ, ζ)|ξ − ζ|ψδ(ξ − ζ)dζ dξ
=
∫
R
f1(ξ)
∫
R
Γ (ξ, ζ ′)|ξ − ζ ′|ψδ(ξ − ζ ′)dζ ′ dξ
−
∫
R2
f1(ξ)
∫ ζ
−∞
Γ (ξ, ζ ′)|ξ − ζ ′|ψδ(ξ − ζ ′)dζ ′ dξ dν2y,s(ζ)
=
∫
R2
f1(ξ)
∫ ∞
ζ
Γ (ξ, ζ ′)|ξ − ζ ′|ψδ(ξ − ζ ′)dζ ′ dξ dν2y,s(ζ)
=
∫
R2
Υ (ξ, ζ)dν1x,s(ξ)dν
2
y,s(ζ)
(20)
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where
Υ (ξ, ζ) =
∫ ξ
−∞
∫ ∞
ζ
Γ (ξ′, ζ ′)|ξ′ − ζ ′|ψδ(ξ′ − ζ ′)dζ ′ dξ′.
Therefore, we find
|I| ≤ E
∫ t
0
∫
(TN )2
∫
R2
Υ (ξ, ζ) dν1x,s(ξ)dν
2
y,s(ζ)
∣∣∇x%τ (x− y)∣∣dx dy ds.
The function Υ can be estimated using the substitution ξ′′ = ξ′ − ζ ′
Υ (ξ, ζ) =
∫ ∞
ζ
∫
|ξ′′|<δ, ξ′′<ξ−ζ′
Γ (ξ′′ + ζ ′, ζ ′)|ξ′′|ψδ(ξ′′) dξ′′ dζ ′
≤ Cδ
∫ ξ+δ
ζ
max
|ξ′′|<δ, ξ′′<ξ−ζ′
Γ (ξ′′ + ζ ′, ζ ′) dζ ′
≤ Cδ
∫ ξ+δ
ζ
(
1 + |ξ|p−1 + |ζ ′|p−1)dζ ′
≤ Cδ(1 + |ξ|p + |ζ|p)
hence, since ν1, ν2 vanish at infinity,
|I| ≤ Ctδ
∫
TN
∣∣∇x%τ (x)∣∣dx ≤ Ctδτ−1.
We recall that f1 = 1u1(x,t)>ξ, f2 = 1u2(y,t)>ζ hence
∂ξf1 = −ν1 = −δu1(x,t)=ξ, ∂ζf2 = −ν2 = −δu2(y,t)=ζ
and as both u1, u2 possess some regularity in the nondegeneracy zones of A due
to Definition 2.2(ii), we obtain as in (11)
σ∇f1 = σ∇u1 δu1(x,s)=ξ, σ∇f¯2 = −σ∇u2 δu2(y,s)=ζ
in the sense of distributions over TN×R. The first term in J can be rewritten in
the following manner using integration by parts (and considering only relevant
integrals)∫
TN
f1
∫
TN
f¯2 ∂yj
(
Aij(y)∂yi%τ (x− y)
)
dy dx
=
∫
(TN )2
f1(x, s, ξ)Aij(y)∂yj f¯2(y, s, ζ)∂xi%τ (x− y)dx dy.
and similarly for the second term. Let us define
Θδ(ξ) =
∫ ξ
−∞
ψδ(ζ) dζ.
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Then we have J = J1 + J2 + J3 with
J1 =− E
∫ t
0
∫
(TN )2
(∇xu1)∗σ(x)σ(x)(∇%τ )(x− y)Θδ
(
u1(x, s)− u2(y, s)
)
dxdyds,
J2 =− E
∫ t
0
∫
(TN )2
(∇yu2)∗σ(y)σ(y)(∇%τ )(x− y)Θδ
(
u1(x, s)− u2(y, s)
)
dxdyds,
J3 =− E
∫ t
0
∫
(TN )2
[|σ(x)∇xu1|2 + |σ(y)∇yu2|2]%τ (x− y)
× ψδ
(
u1(x, s)− u2(y, s)
)
dxdy ds.
Let
H = E
∫ t
0
∫
(TN )2
(∇xu1)∗σ(x)σ(y)(∇yu2)%τ (x−y)ψδ
(
u1(x, s)−u2(y, s)
)
dxdy ds.
We intend to show that J1 = H + o(1), J2 = H + o(1), where o(1)→ 0 as τ → 0
uniformly in δ, and consequently
J =− E
∫ t
0
∫
(TN )2
∣∣σ(x)∇xu1 − σ(y)∇yu2∣∣2%τ (x− y)
× ψδ
(
u1(x, s)− u2(y, s)
)
dxdy ds+ o(1) ≤ o(1).
(21)
We only prove the claim for J1 since the case of J2 is analogous. Let us define
g(x, y, s) = (∇xu1)∗σ(x)Θδ
(
u1(x, s)− u2(y, s)
)
.
Here, we employ again the assumption (ii) in Definition 2.2. Recall, that it gives
us some regularity of the solution in the nondegeneracy zones of the diffusion
matrix A and hence g ∈ L2(Ω× TNx × TNy × [0, T ]). It holds
J1 = −E
∫ t
0
∫
(TN )2
g(x, y, s)
(
σ(x)− σ(y)
)
(∇%τ )(x− y) dxdy ds
− E
∫ t
0
∫
(TN )2
g(x, y, s)σ(y)(∇%τ )(x− y) dx dy ds,
H = E
∫ t
0
∫
(TN )2
g(x, y, s) divy
(
σ(y)%τ (x− y)
)
dx dy ds
= E
∫ t
0
∫
(TN )2
g(x, y, s) div
(
σ(y)
)
%τ (x− y) dxdy ds
− E
∫ t
0
∫
(TN )2
g(x, y, s)σ(y)(∇%τ )(x− y) dx dy ds,
where divergence is applied row-wise to a matrix-valued function. Therefore, it
is enough to show that the first terms in J1 and H have the same limit value if
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τ → 0. For H, we obtain easily
E
∫ t
0
∫
(TN )2
g(x, y, s) div
(
σ(y)
)
%τ (x− y) dxdy ds
−→ E
∫ t
0
∫
TN
g(y, y, s) div
(
σ(y)
)
dy ds
so it remains to verify
−E
∫ t
0
∫
(TN )2
g(x, y, s)
(
σ(x)− σ(y)
)
(∇%τ )(x− y) dxdy ds
−→ E
∫ t
0
∫
TN
g(y, y, s) div
(
σ(y)
)
dy ds.
Here, we employ again the arguments of the commutation lemma of DiPerna
and Lions (see [10, Lemma II.1], cf. Lemma 2.5). Let us denote by gi the ith
element of g and by σi the ith row of σ. Since τ |∇%τ |(·) ≤ C%2τ (·) with a
constant independent of τ , we obtain the following estimate
E
∫ t
0
∫
TN
∣∣∣∣ ∫
TN
gi(x, y, s)
(
σi(x)− σi(y)
)
(∇%τ )(x− y) dx
∣∣∣∣dy ds
≤ C ess sup
x′,y′∈TN
|x′−y′|≤τ
∣∣∣∣σi(x′)− σi(y′)τ
∣∣∣∣E∫ T
0
∫
(TN )2
∣∣gi(x, y, s)∣∣%2τ (x− y) dxdy ds.
Note that according to [14], [28], the square-root matrix of A is Lipschitz con-
tinuous and therefore the essential supremum can be estimated by a constant
independent of τ . Next
E
∫ T
0
∫
(TN )2
∣∣gi(x, y, s)∣∣%2τ (x− y) dx dy ds
≤
(
E
∫ T
0
∫
(TN )2
∣∣gi(x, y, s)∣∣2%2τ (x− y) dx dy ds) 12
×
(∫
(TN )2
%2τ (x− y) dxdy
) 1
2
≤
(
E
∫ T
0
∫
TN
∣∣(∇xu1)∗σ(x)∣∣2 ∫
TN
%2τ (x− y) dy dxds
) 1
2
≤ ∥∥(∇xu1)∗σ(x)∥∥L2(Ω×TN×[0,T ]).
So we get an estimate which is independent of τ and δ. It is sufficient to
consider the case when gi and σi are smooth. The general case follows by
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density argument from the above bound. It holds
− E
∫ t
0
∫
(TN )2
gi(x, y, s)
(
σi(x)− σi(y)
)
(∇%τ )(x− y) dxdy ds
= − 1
τN+1
E
∫ t
0
∫
(TN )2
∫ 1
0
gi(x, y, s) Dσi
(
y + r(x− y))(x− y)
· (∇%)
(x− y
τ
)
dr dx dy ds
= −E
∫ t
0
∫
(TN )2
∫ 1
0
gi(y + τz, y, s) Dσi(y + rτz)z · (∇%)(z) dr dz dy ds
−→ −E
∫ t
0
∫
(TN )2
gi(y, y, s) Dσi(y)z · (∇%)(z) dz dy ds.
Moreover, by (14),
−E
∫ t
0
∫
(TN )2
gi(y, y, s) Dσi(y)z · (∇%)(z) dz dy ds
= E
∫ t
0
∫
TN
gi(y, y, s) div
(
σi(y)
)
dy ds
and accordingly (21) follows.
The last term K is, due to (3), bounded as follows
K ≤ L
2
E
∫ t
0
∫
(TN )2
%τ (x− y)|x− y|2
∫
R2
ψδ(ξ − ζ) dν1x,s(ξ) dν2y,s(ζ) dxdy ds
+
L
2
E
∫ t
0
∫
(TN )2
%τ (x− y)
∫
R2
ψδ(ξ − ζ)|ξ − ζ|h(|ξ − ζ|)dν1x,s(ξ)dν2y,s(ζ)dxdyds
≤ Lt
2δ
∫
(TN )2
|x− y|2%τ (x− y) dxdy + LtCψh(δ)
2
∫
(TN )2
%τ (x− y) dx dy
≤ Lt
2
δ−1τ2 +
LtCψh(δ)
2
,
where Cψ = supξ∈R |ξψ(ξ)|. Finally, we set δ = τ4/3, let τ → 0 and deduce
E
∫
TN
∫
R
f±1 (t)f¯
±
2 (t) dξ dx ≤ E
∫
TN
∫
R
f1,0f¯2,0 dξ dx.
Let us now consider f1 = f2 = f . Since f0 = 1u0>ξ we have the identity f0f¯0 = 0
and therefore f±(1− f±) = 0 a.e. (ω, x, ξ) and for all t. The fact that f± is a
kinetic function and Fubini’s theorem then imply that, for any t ∈ [0, T ], there
exists a set Σt ⊂ Ω×TN of full measure such that, for (ω, x) ∈ Σt, f±(ω, x, t, ξ) ∈
{0, 1} for a.e. ξ ∈ R. Therefore, there exist u± : Ω×TN × [0, T ]→ R such that
f± = 1u±>ξ for a.e (ω, x, ξ) and all t. In particular, u± =
∫
R(f
± − 10>ξ)dξ for
a.e. (ω, x) and all t. It follows now from Proposition 3.1 and the identity
|α− β| =
∫
R
|1α>ξ − 1β>ξ|dξ, α, β ∈ R,
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that u+ = u− = u for a.e. t ∈ [0, T ]. Since∫
R
1u±1 >ξ
1u±2 >ξ
dξ = (u±1 − u±2 )+
we obtain the comparison property
E
∥∥(u±1 (t)− u±2 (t))+∥∥L1(TN ) ≤ E∥∥(u1,0 − u2,0)+∥∥L1(TN ).
As a consequence of Theorem 3.3, namely from the comparison property
(19), the uniqueness part of Theorem 2.10 follows. Furthermore, we obtain the
continuity of trajectories in Lp(TN ).
Corollary 3.4 (Continuity in time). Let u be a kinetic solution to (1). Then
there exists a representative of u which has almost surely continuous trajectories
in Lp(TN ), for all p ∈ [1,∞).
Proof. Remark, that due to the construction of f± it holds, for all p ∈ [1,∞),
E sup
0≤t≤T
∫
TN
|u±(x, t)|p dx = E sup
0≤t≤T
∫
TN
∫
R
|ξ|p dν±x,t(ξ) dx ≤ C. (22)
Now, we are able to prove that the modification u+ is right-continuous in the
sense of Lp(TN ). According to the Proposition 3.1 applied to the solution f+,
we obtain〈
f+(t+ ε), ψ
〉 −→ 〈f+(t), ψ〉, ε ↓ 0, ∀ψ ∈ L1(TN × R).
Setting ψ(x, ξ) = ψ1(x)∂ξψ2(ξ) for some functions ψ1 ∈ L1(TN ) and ∂ξψ2 ∈
C∞c (R), it reads∫
TN
ψ1(x)ψ2
(
u+(x, t+ ε)
)
dx −→
∫
TN
ψ1(x)ψ2
(
u+(x, t)
)
dx. (23)
In order to obtain that u+(t + ε)
w→ u+(t) in Lp(TN ), p ∈ [1,∞), we set
ψδ2(ξ) = ξχδ(ξ) where (χδ) is a truncation on R, i.e. we define χδ(ξ) = χ(δξ),
where χ is a smooth function with bounded support satisfying 0 ≤ χ ≤ 1 and
χ(ξ) =
{
1, if |ξ| ≤ 12 ,
0, if |ξ| ≥ 1,
and deduce∣∣∣∣ ∫
TN
ψ1(x)u
+(x, t+ ε) dx−
∫
TN
ψ1(x)u
+(x, t) dx
∣∣∣∣
≤
∫
TN
∣∣ψ1(x)u+(x, t+ ε)∣∣1|u+(x,t+ε)|>1/2δ dx
+
∣∣∣∣ ∫
TN
ψ1(x)ψ
δ
2
(
u+(x, t+ ε)
)− ψ1(x)ψδ2(u+(x, t)) dx∣∣∣∣
+
∫
TN
∣∣ψ1(x)u+(x, t)∣∣1|u+(x,t)|>1/2δ dx −→ 0, ε ↓ 0,
21
since the first and the third term on the right hand side tend to zero as δ → 0
uniformly in ε due to the uniform estimate (22) and the second one vanishes as
ε→ 0 for any δ by (23).
The strong convergence in L2(TN ) then follows easily as soon as we verify the
convergence of the L2(TN )-norms. This can be done by a similar approximation
procedure, using ψ1(x) = 1 and ψ
δ
2(ξ) = ξ
2χδ(ξ). For the strong convergence in
Lp(TN ) for general p ∈ [1,∞) we employ the Ho¨lder inequality and the uniform
bound (22).
A similar approach then shows that the modification u− is left-continuous
in the sense of Lp(TN ). The rest of the proof, showing that u−(t) = u+(t) for
all t ∈ [0, T ] can be carried out similarly to [9, Corollary 12].
4. Existence - smooth initial data
In this section we prove the existence part of Theorem 2.10 under an ad-
ditional assumption upon the initial condition: u0 ∈ Lp(Ω;C∞(TN )), for all
p ∈ [1,∞). We employ the vanishing viscosity method, i.e. we approximate
the equation (1) by certain nondegenerate problems, while using also some
appropriately chosen approximations Φε, Bε of Φ and B, respectively. These
equations have smooth solutions and consequent passage to the limit gives the
existence of a kinetic solution to the original equation. Nevertheless, the limit
argument is quite technical and has to be done in several steps. It is based
on the compactness method: the uniform energy estimates yield tightness of a
sequence of approximate solutions and thus, on another probability space, this
sequence converges almost surely due to the Skorokhod representation theorem.
The limit is then shown to be a martingale kinetic solution to (1). Combining
this fact and the pathwise uniqueness with the Gyo¨ngy-Krylov characterization
of convergence in probability, we finally obtain the desired kinetic solution.
4.1. Nondegenerate case
Consider a truncation (χε) on R and approximations to the identity (ϕε),
(ψε) on TN ×R and R, respectively. To be more precise concerning the case of
TN × R, we make use of the same notation as at the beginning of the proof of
Theorem 3.3 and define
ϕε(x, ξ) =
1
εN+1
%
(x
ε
)
ψ
(ξ
ε
)
.
The regularizations of Φ, B are then defined in the following way
Bεi (ξ) =
(
(Bi ∗ ψε)χε
)
(ξ), i = 1, . . . , N,
gεk(x, ξ) =
{(
(gk ∗ ϕε)χε
)
(x, ξ), if k ≤ b1/εc,
0, if k > b1/εc,
where x ∈ TN , ξ ∈ R. Consequently, we set Bε = (Bε1, . . . , BεN ) and define the
operator Φε by Φε(z)ek = g
ε
k(·, z(·)), z ∈ L2(TN ). Clearly, the approximations
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Bε, gεk are of class C
∞ with a compact support therefore Lipschitz continuous.
Moreover, the functions gεk satisfy (2), (3) uniformly in ε and the following
Lipschitz condition holds true
∀x ∈ TN ∀ξ, ζ ∈ R
∑
k≥1
|gεk(x, ξ)− gεk(x, ζ)|2 ≤ Lε|ξ − ζ|2. (24)
From (2) we conclude that Φε(z) is Hilbert-Schmidt for all z ∈ L2(TN ). Also the
polynomial growth of B remains valid for Bε and holds uniformly in ε. Suitable
approximation of the diffusion matrix A is obtained as its perturbation by εI,
where I denotes the identity matrix. We denote Aε = A+ εI.
Consider an approximation of problem (1) by a nondegenerate equation
duε + div
(
Bε(uε)
)
dt = div
(
Aε(x)∇uε)dt+ Φε(uε) dW,
uε(0) = u0.
(25)
Theorem 4.1. Assume that u0 ∈ Lp(Ω;C∞(TN )) for all p ∈ (2,∞). For any
ε > 0, there exists a C∞(TN )-valued process which is the unique strong solution
to (25). Moreover, it belongs to
Lp(Ω;C([0, T ];W l,q(TN ))) for every p ∈ (2,∞), q ∈ [2,∞), l ∈ N.
Proof. For any fixed ε > 0, the assumptions of [19, Theorem 2.1, Corollary 2.2]
are satisfied and therefore the claim follows.
Let mε be the parabolic dissipative measure corresponding to the diffusion
matrix A+ εI. To be more precise, set
dnε1(x, t, ξ) =
∣∣σ(x)∇uε∣∣2 dδuε(x,t)(ξ) dxdt,
dnε2(x, t, ξ) = ε|∇uε|2 dδuε(x,t)(ξ) dx dt,
and define mε = nε1 + n
ε
2. Then, using the same approach as in Section 2, one
can verify that the pair (fε = 1uε>ξ,m
ε) satisfies the kinetic formulation of
(25): let ϕ ∈ C∞c (TN × R), t ∈ [0, T ], then it holds true P-a.s.〈
fε(t), ϕ
〉− 〈f0, ϕ〉− ∫ t
0
〈
fε(s), bε(ξ)· ∇ϕ〉 ds
−
∫ t
0
〈
fε(s),div
(
A(x)∇ϕ)〉 ds− ε ∫ t
0
〈
fε(s),∆ϕ
〉
ds
=
∫ t
0
〈
δuε=ξ Φ
ε(uε) dW,ϕ
〉
+
1
2
∫ t
0
〈
δuε=ξ G
2, ∂ξϕ
〉
ds− 〈mε, ∂ξϕ〉([0, t)).
(26)
Note, that by taking limit in ε we lose this precise structure of n2.
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4.2. Energy estimates
In this subsection we shall establish the so-called energy estimate that makes
it possible to find uniform bounds for approximate solutions and that will later
on yield a solution by invoking a compactness argument.
Lemma 4.2. For all ε ∈ (0, 1), for all t ∈ [0, T ] and for all p ∈ [2,∞), the
solution uε satisfies the inequality
E‖uε(t)‖p
Lp(TN ) ≤ C
(
1 + E‖u0‖pLp(TN )
)
. (27)
Proof. According to Theorem 4.1, the process uε is an Lp(TN )-valued contin-
uous semimartingale so we can apply the infinite-dimensional Itoˆ formula [8,
Theorem 4.17] for the function f(v) = ‖v‖p
Lp(TN ). If q is the conjugate exponent
to p then f ′(v) = p|v|p−2v ∈ Lq(TN ) and
f ′′(v) = p(p− 1)|v|p−2 Id ∈ L (Lp(TN ), Lq(TN )).
Therefore
‖uε(t)‖p
Lp(TN ) =‖u0‖pLp(TN ) − p
∫ t
0
∫
TN
|uε|p−2uε div (Bε(uε))dxds
+ p
∫ t
0
∫
TN
|uε|p−2uε div (A(x)∇uε)dx ds
+ εp
∫ t
0
∫
TN
|uε|p−2uε∆uε dx ds
+ p
∑
k≥1
∫ t
0
∫
TN
|uε|p−2uεgεk(x, uε) dx dβk(s)
+
1
2
p(p− 1)
∫ t
0
∫
TN
|uε|p−2G2ε(x, uε) dxds.
(28)
If we define Hε(ξ) =
∫ ξ
0
|ζ|p−2Bε(ζ) dζ then the second term on the right hand
side vanishes due to the boundary conditions
−p
∫ t
0
∫
TN
|uε|p−2uε div (B(uε))dx ds = p ∫ t
0
∫
TN
div
(
Hε(uε)
)
dxds = 0.
The third term is nonpositive as the matrix A is positive-semidefinite
p
∫ t
0
∫
TN
|uε|p−2uε div(A(uε)∇uε)dxds
= −p
∫ t
0
∫
TN
|uε|p−2(∇uε)∗A(x)(∇uε)dx ds ≤ 0
and the same holds for the fourth term as well since A is only replaced by εI.
The last term is estimated as follows
1
2
p(p− 1)
∫ t
0
∫
TN
|uε|p−2G2ε(x, uε) dxds ≤ C
∫ t
0
∫
TN
|uε|p−2(1 + |uε|2) dxds
≤ C
(
1 +
∫ t
0
‖uε(s)‖p
Lp(TN )ds
)
.
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Finally, expectation and application of the Gronwall lemma yield (27).
Corollary 4.3. The set {uε; ε ∈ (0, 1)} is bounded in Lp(Ω;C([0, T ];Lp(TN ))),
for all p ∈ [2,∞).
Proof. Continuity of trajectories follows from Theorem 4.1. To verify the claim,
an uniform estimate of E sup0≤t≤T ‖uε(t)‖pLp(TN ) is needed. We repeat the ap-
proach from the preceding lemma, only for the stochastically forced term we
apply the Burkholder-Davis-Gundy inequality. We have
E sup
0≤t≤T
‖uε(t)‖p
Lp(TN ) ≤ E‖u0‖pLp(TN ) + C
(
1 +
∫ T
0
E‖uε(s)‖p
Lp(TN )ds
)
+ pE sup
0≤t≤T
∣∣∣∣∑
k≥1
∫ t
0
∫
TN
|uε|p−2uεgεk(x, uε) dxdβk(s)
∣∣∣∣
and using the Burkholder-Davis-Gundy and the Schwartz inequality, the as-
sumption (2) and the weighted Young inequality in the last step yield
E sup
0≤t≤T
∣∣∣∣∑
k≥1
∫ t
0
∫
TN
|uε|p−2uεgεk(x, uε) dx dβk(s)
∣∣∣∣
≤ C E
(∫ T
0
∑
k≥1
(∫
TN
|uε|p−1|gεk(x, uε)|dx
)2
ds
) 1
2
≤ C E
(∫ T
0
∥∥ |uε| p2 ∥∥2
L2(TN )
∑
k≥1
∥∥ |uε| p−22 |gεk(·, uε(·))|∥∥2L2(TN ) ds)
1
2
≤ C E
(∫ T
0
‖uε‖p
Lp(TN )
(
1 + ‖uε‖p
Lp(TN )
)
ds
) 1
2
≤ C E
(
sup
0≤t≤T
‖uε(t)‖p
Lp(TN )
) 1
2
(
1 +
∫ T
0
‖uε(s)‖p
Lp(TN ) ds
) 1
2
≤ 1
2
E sup
0≤t≤T
‖uε(t)‖p
Lp(TN ) + C
(
1 +
∫ T
0
E‖uε(s)‖p
Lp(TN ) ds
)
.
Therefore
E sup
0≤t≤T
‖uε(t)‖p
Lp(TN ) ≤ C
(
1 + E‖u0‖pLp(TN ) +
∫ T
0
E‖uε(s)‖p
Lp(TN ) ds
)
and the corollary follows from (27).
4.3. Compactness argument
To show that there exists u : Ω× TN × [0, T ]→ R, a kinetic solution to (1),
one needs to verify the strong convergence of the approximate solutions uε. This
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can be done by combining tightness of their laws with the pathwise uniqueness,
which was proved above.
First, we need to prove a better spatial regularity of the approximate so-
lutions. Towards this end, we introduce two seminorms describing the Wλ,1-
regularity of a function u ∈ L1(TN ). Let λ ∈ (0, 1) and define
pλ(u) =
∫
TN
∫
TN
|u(x)− u(y)|
|x− y|N+λ dxdy,
pλ%(u) = sup
0<τ<2DN
1
τλ
∫
TN
∫
TN
|u(x)− u(y)|%τ (x− y) dxdy,
where (%τ ) is the approximation to the identity on TN (as introduced in the
proof of Lemma 2.5) that is radial, i.e. %τ (x) = 1/τ
N%(|x|/τ); and by DN
we denote the diameter of [0, 1]N . The fractional Sobolev space Wλ,1(TN ) is
defined as a subspace of L1(TN ) with finite norm
‖u‖Wλ,1(TN ) = ‖u‖L1(TN ) + pλ(u).
According to [9], the following relations holds true between these seminorms.
Let s ∈ (0, λ), there exists a constant C = Cλ,%,N such that for all u ∈ L1(TN )
pλ%(u) ≤ Cpλ(u), ps(u) ≤
C
λ− s p
λ
%(u). (29)
Theorem 4.4 (W ς,1-regularity). Set ς = min{ 2αα+1 , 12}, where α was introduced
in (4). Then for all s ∈ (0, ς) there exists a constant CT,s > 0 such that for all
t ∈ [0, T ] and all ε ∈ (0, 1)
E ps
(
uε(t)
) ≤ CT,s(1 + E pς(u0)). (30)
In particular, there exists a constant CT,s,u0 > 0 such that for all t ∈ [0, T ]
E‖uε(t)‖W s,1(TN ) ≤ CT,s,u0
(
1 + E‖u0‖W ς,1(TN )
)
. (31)
Proof. Proof of this statement is based on Proposition 3.2. We have
E
∫
(TN )2
∫
R
%τ (x− y)fε(x, t, ξ)f¯ε(y, t, ξ) dξ dxdy
≤ E
∫
(TN )2
∫
R2
%τ (x− y)ψδ(ξ − ζ)fε(x, t, ξ)f¯ε(y, t, ζ) dξ dζ dxdy dt+ δ
≤ E
∫
(TN )2
∫
R2
%τ (x− y)ψδ(ξ − ζ)f0(x, ξ)f¯0(y, ζ)dξdζdxdy + δ + Iε + Jε + Kε
≤ E
∫
(TN )2
∫
R
%τ (x− y)f0(x, ξ)f¯0(y, ξ) dξ dxdy + 2δ + Iε + Jε + Kε,
where Iε, Jε,Kε are defined correspondingly to I, J,K in Proposition 3.2 but
using the approximated coefficients Bε, Aε, Φε instead. From the same estimates
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as the ones used in the proof of Theorem 3.3, we conclude
E
∫
(TN )2
%τ (x− y)
(
uε(x, t)− uε(y, t))+ dxdy
≤ E
∫
(TN )2
%τ (x− y)
(
u0(x)− u0(y)
)+
dxdy + 2δ + Ct
(
δ−1τ + δ−1τ2 + δα
)
+ Jε.
In order to control the term Jε, recall that (keeping the notation from Theorem
3.3)
Jε = −E
∫ t
0
∫
(TN )2
(∇xuε)∗σ(x)σ(x)(∇%τ )(x− y)Θδ
(
uε(x)− uε(y))dxdydr,
− E
∫ t
0
∫
(TN )2
(∇yuε)∗σ(y)σ(y)(∇%τ )(x− y)Θδ
(
uε(x)− uε(y))dxdydr,
− E
∫ t
0
∫
(TN )2
[|σ(x)∇xuε|2 + |σ(y)∇yuε|2]%τ (x− y)
× ψδ
(
uε(x)− uε(y)) dxdy dr
− εE
∫ t
0
∫
(TN )2
∣∣∇xuε −∇yuε∣∣2%τ (x− y)ψδ(uε(x)− uε(y)) dxdydr
= J1 + J2 + J3 + J4.
The first three terms on the above right hand side correspond to the diffusion
term div(A(x)∇uε). Since all uε are smooth and hence the chain rule formula
is not an issue here, J4 is obtained after integration by parts from similar terms
corresponding to ε∆uε. Next, we have
J1 = −E
∫ t
0
∫
(TN )2
(∇xuε)∗σ(x) divy
(
σ(y)Θδ
(
uε(x)− uε(y)))%τ (x− y)dxdydr
+ E
∫ t
0
∫
(TN )2
(∇xuε)∗σ(x)
(
σ(y)− σ(x)
)
(∇%τ )(x− y)Θδ
(
uε(x)− uε(y))dxdydr
and
J2 = E
∫ t
0
∫
(TN )2
(∇yuε)∗σ(y) divx
(
σ(x)Θδ
(
uε(x)− uε(y)))%τ (x− y)dxdydr
+ E
∫ t
0
∫
(TN )2
(∇yuε)∗σ(y)
(
σ(x)− σ(y)
)
(∇%τ )(x− y)Θδ
(
uε(x)− uε(y))dxdydr
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hence J1 = H + R1 and J2 = H + R2 where
H = E
∫ t
0
∫
(TN )2
(∇xuε)∗σ(x)σ(y)(∇yuε)%τ (x− y)ψδ
(
uε(x)− uε(y))dxdydr
R1 = E
∫ t
0
∫
(TN )2
(∇xuε)∗σ(x)Θδ
(
uε(x)− uε(y))
×
((
σ(y)− σ(x))(∇%τ )(x− y)− div (σ(y))%τ (x− y))dxdydr
R2 = E
∫ t
0
∫
(TN )2
(∇yuε)∗σ(y)Θδ
(
uε(x)− uε(y))
×
((
σ(x)− σ(y))(∇%τ )(x− y) + div (σ(x))%τ (x− y))dxdydr.
As a consequence, we see that Jε = J4 + J5 + R1 + R2 where
J5 = −E
∫ t
0
∫
(TN )2
∣∣σ(x)∇xuε − σ(y)∇yuε∣∣2%t(x− y)
× ψδ
(
uε(x)− uε(y)) dxdydr
and therefore Jε ≤ R1 + R2. Let us introduce an auxiliary function
Tδ(ξ) =
∫ ξ
0
Θδ(ζ) dζ.
With this in hand we obtain
R1 = E
∫ t
0
∫
(TN )2
σ(x)∇xTδ
(
uε(x)− uε(y))
×
((
σ(y)− σ(x))(∇%τ )(x− y)− div (σ(y))%τ (x− y))dxdydr
= −E
∫ t
0
∫
(TN )2
Tδ
(
uε(x)− uε(y))[ div (σ(x))(σ(y)− σ(x))(∇%τ )(x− y)
− σ(x) div (σ(x))(∇%τ )(x− y) + σ(x)(σ(y)− σ(x))(∇2%τ )(x− y)
− div (σ(x)) div (σ(y))%τ (x− y)− σ(x) div (σ(y))(∇%τ )(x− y)]dxdydr
and similarly
R2 = E
∫ t
0
∫
(TN )2
Tδ
(
uε(x)− uε(y))[ div (σ(y))(σ(x)− σ(y))(∇%τ )(x− y)
− σ(y) div (σ(y))(∇%τ )(x− y)− σ(y)(σ(x)− σ(y))(∇2%τ )(x− y)
+ div
(
σ(y)
)
div
(
σ(x)
)
%τ (x− y)− σ(y) div
(
σ(x)
)
(∇%τ )(x− y)
]
dxdydr
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hence
R1 + R2 = E
∫ t
0
∫
(TN )2
Tδ
(
uε(x)− uε(y))
×
[
2
(
div
(
σ(x)
)
+ div
(
σ(y)
))(
σ(x)− σ(y))(∇%τ )(x− y)
+
(
σ(x)− σ(y))2(∇2%τ )(x− y) + 2 div (σ(x)) div (σ(y)))%τ (x− y)]dxdydr.
Since |Tδ(ξ)| ≤ |ξ|, τ |∇%τ |(·) ≤ C%2τ (·) and τ2|∇2%τ |(·) ≤ C%2τ (·) with con-
stants independent on τ , we deduce that
Jε ≤ R1 + R2 ≤ Cσ E
∫ t
0
∫
(TN )2
%2τ (x− y)
∣∣uε(x)− uε(y)∣∣dxdy dr
and therefore
E
∫
(TN )2
%τ (x− y)
∣∣uε(x, t)− uε(y, t)∣∣ dx dy
≤ E
∫
(TN )2
%τ (x− y)
∣∣u0(x)− u0(y)∣∣dxdy + CT (δ + δ−1τ + δ−1τ2 + δα)
+ Cσ E
∫ t
0
∫
(TN )2
%2τ (x− y)
∣∣uε(x, s)− uε(y, s)∣∣dxdy dr.
By optimization in δ, i.e. setting δ = τβ , we obtain
sup
0<τ<2DN
CT
(
δ + δτ−1 + δ−1τ2 + δα
)
τ ς
≤ CT ,
where the maximal choice of the parameter ς is min
{
2α
α+1 ,
1
2
}
. As a consequence,
E
∫
(TN )2
%τ (x− y)
∣∣uε(x, t)− uε(y, t)∣∣ dx dy
≤ CT
(
τ ς + τ ς E pς(u0) + E
∫ t
0
∫
TN
%2τ (x− y)
∣∣uε(x, r)− uε(y, r)∣∣ dx dy dr).
Let us multiply the above by τ−1−s, s ∈ (0, ς), and integrate with respect to
τ ∈ (0, 2DN ). As |x− y| ≤ τ on the left hand side, we can estimate from below∫ 2DN
|x−y|
1
τ1+s
%τ (x− y)dτ = 1|x− y|N+s
∫ 1
|x−y|/2DN
λN+s−1%(λ)dλ ≥ Cs|x− y|N+s
and similarly for the last term on the right hand side we estimate from above∫ 2DN
|x−y|/2
1
τ1+s
%2τ (x− y) dτ ≤ Cs|x− y|N+s .
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Accordingly,
E ps
(
uε(t)
) ≤ CT,s(1 + E pς(u0) + E∫ t
0
ps
(
uε(r)
)
dr
)
and (30) follows by the Gronwall lemma. Furthermore, due to (27)
E‖uε(t)‖L1(TN ) ≤ E‖uε(t)‖L2(TN ) ≤ C
(
1 +
(
E‖u0‖2L2(TN )
) 1
2
)
hence we obtain (31). As a consequence of the previous estimate, the constant
in (31) depends on the L2(Ω;L2(TN ))-norm of the initial condition.
Corollary 4.5. For all γ ∈ (0, ς) and q > 1 satisfying γq < σ, there exists a
constant C > 0 such that for all ε ∈ (0, 1)
E‖uε‖q
Lq(0,T ;Wγ,q(TN )) ≤ C. (32)
Proof. The claim is a consequence of the bounds (27) and (31). Indeed, fix
γ ∈ (0, ς) and q ∈ (1,∞). We will use an interpolation inequality:
‖ · ‖Wγ,q(TN ) ≤ C‖ · ‖1−θWγ0,q0 (TN )‖ · ‖θWγ1,q1 (TN ), (33)
where γ0, γ1 ∈ R, q0, q1 ∈ (0,∞), γ = (1− θ)γ0 + θγ1, 1q = 1−θq0 + θq1 , θ ∈ (0, 1),
which follows from a more general result [31, Theorem 1.6.7] or [30, Theorem
2.4.1]. Fix s ∈ (γq, ς) and set γ0 = s, γ1 = 0, q0 = 1, q1 = p. Then we obtain
θ = s−γs , p =
(s−γ)q
s−γq and
E
∫ T
0
‖uε(t)‖q
Wγ,q(TN ) dt ≤ C E
∫ T
0
(
‖uε(t)‖(1−θ)q
W s,1(TN )‖uε(t)‖θqLp(TN )
)
dt
≤ C
(
E‖uε(t)‖L1(0,T ;W s,1(TN ))
)(1−θ)q(
E‖uε(t)‖p
Lp(0,T ;Lp(TN ))
)1−(1−θ)q
≤ C.
Also a better time regularity is needed.
Lemma 4.6. Suppose that λ ∈ (0, 1/2), q ∈ [2,∞). There exists a constant
C > 0 such that for all ε ∈ (0, 1)
E‖uε‖q
Cλ([0,T ];H−2(TN )) ≤ C. (34)
Proof. Let q ∈ [2,∞). Recall that the set {uε; ε ∈ (0, 1)} is bounded in
Lq(Ω;C(0, T ;Lq(TN ))). Since all Bε have the same polynomial growth we con-
clude, in particular, that
{div(Bε(uε))}, {div(A(x)∇uε)}, {ε∆uε}
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are bounded in Lq(Ω;C(0, T ;H−2(TN ))) and consequently
E
∥∥∥uε − ∫ ·
0
Φε(uε) dW
∥∥∥q
C1([0,T ];H−2(TN ))
≤ C.
In order to deal with the stochastic integral, let us recall the definition of the
Riemann-Liouville operator: let X be a Banach space, p ∈ (1,∞], α ∈ (1/p, 1]
and f ∈ Lp(0, T ;X), then we define
(
Rαf
)
(t) =
1
Γ(α)
∫ t
0
(t− s)α−1f(s) ds, t ∈ [0, T ].
It is well known that Rα is a bounded linear operator from L
p(0, T ;X) to the
space of Ho¨lder continuous functions Cα−1/p([0, T ];X) (see e.g. [29, Theorem
3.6]). Assume now that q ∈ (2,∞), α ∈ (1/q, 1/2). Then according to the
stochastic Fubini theorem [8, Theorem 4.18]∫ t
0
Φε
(
uε(s)
)
dW (s) =
(
RαZ
)
(t),
where
Z(s) =
1
Γ(1− α)
∫ s
0
(s− r)−α Φε(uε(r)) dW (r).
Therefore using the Burkholder-Davis-Gundy and Young inequality and the
estimate (2)
E
∥∥∥∥∫ ·
0
Φε(uε) dW
∥∥∥∥q
Cα−1/q([0,T ];L2(TN ))
≤ C E‖Z‖q
Lq(0,T ;L2(TN ))
≤ C
∫ T
0
E
(∫ t
0
1
(t− s)2α ‖Φ
ε(uε)‖2L2(U;L2(TN ))ds
) q
2
dt
≤ CT q2 (1−2α)E
∫ T
0
(
1 + ‖uε(s)‖q
L2(TN )
)
ds
≤ CT q2 (1−2α)
(
1 + ‖uε‖q
Lq(Ω;Lq(0,T ;L2(TN )))
)
≤ C
and the claim follows.
Corollary 4.7. For all ϑ > 0 there exist β > 0 and C > 0 such that for all
ε ∈ (0, 1)
E‖uε‖Cβ([0,T ];H−ϑ(TN )) ≤ C. (35)
Proof. If ϑ > 2, the claim follows easily from (34) by the choice β = λ. If
ϑ ∈ (0, 2) the proof follows easily from interpolation between H−2(TN ) and
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L2(TN ). Indeed,
E sup
0≤t≤T
‖uε(t)‖H−ϑ(TN ) ≤ C E
(
sup
0≤t≤T
‖uε(t)‖1−θ
H−2(TN ) sup
0≤t≤T
‖uε(t)‖θL2(TN )
)
≤ C
(
E
(
sup
0≤t≤T
‖uε(t)‖1−θ
H−2(TN )
)p) 1p(
E
(
sup
0≤t≤T
‖uε(t)‖θL2(TN )
)q) 1q
≤ C
(
1 + E sup
0≤t≤T
‖uε(t)‖(1−θ)p
H−2(TN )
) 1
p
(
1 + E sup
0≤t≤T
‖uε(t)‖θq
L2(TN )
) 1
q
where the exponent p for the Ho¨lder inequality is chosen in order to satisfy
(1 − θ)p = 1, i.e. since θ = 2−ϑ2 , we have p = 2ϑ . The first parenthesis can
be estimated using (34) while the second one using (27). Similar computations
yield the second part of the norm of Cβ([0, T ];H−ϑ(TN )). Indeed,
E sup
0≤s,t≤T
s6=t
‖uε(t)− uε(s)‖H−ϑ(TN )
|t− s|β
≤ C E
(
sup
0≤s,t≤T
s 6=t
‖uε(t)− uε(s)‖1−θ
H−2(TN )
|t− s|β sup0≤s,t≤T
s6=t
‖uε(t)− uε(s)‖θL2(TN )
)
≤ C
(
1 + E sup
0≤s,t≤T
s6=t
‖uε(t)− uε(s)‖(1−θ)p
H−2(TN )
|t− s|βp
) 1
p(
1 + E sup
0≤t≤T
‖uε(t)‖θq
L2(TN )
) 1
q
where the same choice p = 2ϑ and the condition βp ∈ (0, 12 ), which is needed for
(34), gives (35) for β ∈ (0, ϑ4 ).
Corollary 4.8. Suppose that κ ∈ (0, ς2(4+ς) ). There exists a constant C > 0
such that for all ε ∈ (0, 1)
E‖uε‖Hκ(0,T ;L2(TN )) ≤ C. (36)
Proof. It follows from Lemma 4.6 that
E‖uε‖q
Hλ(0,T ;H−2(TN )) ≤ C, (37)
where λ ∈ (0, 1/2), q ∈ [1,∞). Let γ ∈ (0, ς/2). If κ = θλ and 0 = −2θ + (1−
θ)γ then it follows by the interpolation (see [1, Theorem 3.1]) and the Ho¨lder
inequality
E‖uε‖Hκ(0,T ;L2(TN )) ≤ C E
(
‖uε‖θHλ(0,T ;H−2(TN ))‖uε‖1−θL2(0,T ;Hγ(TN ))
)
≤ C
(
E‖uε‖θp
Hλ(0,T ;H−2(TN ))
) 1
p
(
E‖uε‖(1−θ)r
L2(0,T ;Hγ(TN ))
) 1
r
,
where the exponent r is chosen in order to satisfy (1− θ)r = 2. The proof now
follows from (32) and (37).
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Now, we have all in hand to conclude our compactness argument by showing
tightness of a certain collection of laws. First, let us introduce some notation
which will be used later on. If E is a Banach space and t ∈ [0, T ], we consider
the space of continuous E-valued functions and denote by %t the operator of
restriction to the interval [0, t]. To be more precise, we define
%t : C([0, T ];E) −→ C([0, t];E)
k 7−→ k|[0,t].
(38)
Plainly, %t is a continuous mapping. Let us define the path space
Xu =
{
u ∈ L2(0, T ;L2(TN )) ∩ C([0, T ];H−1(TN )); %0u ∈ L2(TN )}
equipped with the norm
‖ · ‖Xu = ‖ · ‖L2(0,T ;L2(TN )) + ‖ · ‖C([0,T ];H−1(TN )) + ‖%0 · ‖L2(TN ).
Next, we set XW = C([0, T ];U0) and X = Xu ×XW . Let µuε denote the law of
uε on Xu, ε ∈ (0, 1), and µW the law of W on XW . Their joint law on X is then
denoted by µε.
Theorem 4.9. The set {µε; ε ∈ (0, 1)} is tight and therefore relatively weakly
compact in X .
Proof. First, we employ an Aubin-Dubinskii type compact embedding theorem
which, in our setting, reads (see [22] for a general exposition; the proof of the
following version can be found in [13]):
L2(0, T ;Hγ(TN )) ∩Hκ(0, T ;L2(TN )) c↪→ L2(0, T ;L2(TN )).
For R > 0 we define the set
B1,R = {u ∈ L2(0, T ;Hγ(TN )) ∩Hκ(0, T ;L2(TN ));
‖u‖L2(0,T ;Hγ(TN )) + ‖u‖Hκ(0,T ;L2(TN )) ≤ R}
which is thus relatively compact in L2(0, T ;L2(TN )). Moreover, by (32) and
(36)
µuε
(
BC1,R
) ≤ P(‖uε‖L2(0,T ;Hγ(TN )) > R2
)
+ P
(
‖uε‖Hκ(0,T ;L2(TN )) >
R
2
)
≤ 2
R
(
E‖uε‖L2(0,T ;Hγ(TN )) + E‖uε‖Hκ(0,T ;L2(TN ))
)
≤ C
R
.
In order to prove tightness in C([0, T ];H−1(TN )) we employ the compact em-
bedding
Cβ([0, T ];H−ϑ(TN )) c↪→ C β˜([0, T ];H−1(TN )) ↪→ C([0, T ];H−1(TN )),
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where β˜ < β, 0 < ϑ < 1. Define
B2,R = {u ∈ Cβ([0, T ];H−ϑ(TN )); ‖u‖Cβ([0,T ];H−ϑ(TN )) ≤ R}
then by (35)
µuε
(
BC2,R
) ≤ 1
R
E‖uε‖Cβ([0,T ];H−ϑ(TN )) ≤
C
R
.
Tightness for the initial value is guaranteed as well since uε(0) = u0 is smooth.
As a consequence, the set
BR =
{
u ∈ B1,R ∩B2,R; ‖%0u‖H1(TN ) ≤ R
}
is relatively compact in Xu and if η > 0 is given then for some suitably chosen
R > 0 it holds true
µuε(BR) ≥ 1− η,
we obtain the tightness of {µuε ; ε ∈ (0, 1)}. Since also the laws µ0 and µW are
tight as being Radon measures on the Polish spaces X0 and XW , respectively,
we conclude that also the set of their joint laws {µε; ε ∈ (0, 1)} is tight and
Prokhorov’s theorem therefore implies that it is also relatively weakly compact.
Passing to a weakly convergent subsequence µn = µεn (and denoting by µ
the limit law) we now apply the Skorokhod representation theorem to infer the
following proposition.
Proposition 4.10. There exists a probability space (Ω˜, F˜ , P˜) with a sequence
of X -valued random variables (u˜n, W˜n), n ∈ N, and (u˜, W˜ ) such that
(i) the laws of (u˜n, W˜n) and (u˜, W˜ ) under P˜ coincide with µn and µ, respec-
tively,
(ii) (u˜n, W˜n) converges P˜-almost surely to (u˜, W˜ ) in the topology of X ,
Remark 4.11. Note, that we can assume without loss of generality that the
σ-algebra F˜ is countably generated. This fact will be used later on for the
application of the Banach-Alaoglu theorem. It should be also noted that the
energy estimates remain valid also for the candidate solution u˜. Indeed, for any
p ∈ [1,∞), it follows
E˜ ess sup
0≤t≤T
‖u˜(t)‖p
Lp(TN ) ≤ lim infn→∞ E˜ sup0≤t≤T ‖u˜
n(t)‖p
Lp(TN )
= lim inf
n→∞ E sup0≤t≤T
‖un(t)‖p
Lp(TN ) ≤ C.
Let us define functions
fn = 1un>ξ : Ω× TN × [0, T ]× R −→ R,
f˜n = 1u˜n>ξ, f˜ = 1u˜>ξ : Ω˜× TN × [0, T ]× R −→ R,
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and measures
dmn(x, t, ξ) = dnn1 (x, t, ξ) + dn
n
2 (x, t, ξ),
dm˜n(x, t, ξ) = dn˜n1 (x, t, ξ) + dn˜
n
2 (x, t, ξ),
where
dnn1 (x, t, ξ) =
∣∣σ(x)∇un∣∣2 dδun(x,t)(ξ) dx dt,
dnn2 (x, t, ξ) = εn
∣∣∇un∣∣2 dδun(x,t)(ξ) dxdt,
dn˜n1 (x, t, ξ) =
∣∣σ(x)∇u˜n∣∣2 dδun(x,t)(ξ) dxdt,
dn˜n2 (x, t, ξ) = εn
∣∣∇u˜n∣∣2 dδun(x,t)(ξ) dxdt.
Note that all the above measures are well defined. Indeed, Theorem 4.1 implies,
in particular, that un ∈ C([0, T ];H1(TN )), P-a.s., with C([0, T ];H1(TN )) being
a Borel subset of Xu since the embedding C([0, T ];H1(TN )) ↪→ Xu is continuous.
Thus, it follows from Proposition 4.10 that u˜n ∈ C([0, T ];H1(TN )), P˜-a.s.,
consequently m˜n(ψ) : Ω→ R is measurable and
m˜n(ψ)
d∼ mn(ψ), ∀ψ ∈ C0(TN × [0, T ]× R).
Let Mb(TN × [0, T ] × R) denote the space of bounded Borel measures on
TN × [0, T ] × R whose norm is given by the total variation of measures. It
is the dual space to the space of all continuous functions vanishing at infinity
C0(TN× [0, T ]×R) equipped with the supremum norm. This space is separable,
so the following duality holds for q, q∗∈ (1,∞) being conjugate exponents (see
[11, Theorem 8.20.3]):
Lqw(Ω˜;Mb(TN × [0, T ]× R)) '
(
Lq
∗
(Ω˜;C0(TN × [0, T ]× R))
)∗
,
where the space on the left hand side contains all weak*-measurable mappings
n : Ω˜→Mb(TN × [0, T ]× R) such that
E˜‖n‖qMb <∞.
Lemma 4.12. It holds true (up to subsequences)
(i) there exists a set of full Lebesgue measure D ⊂ [0, T ] which contains t = 0
such that
f˜n(t)
w∗−→ f˜(t) in L∞(Ω˜× TN × R)-weak∗, ∀t ∈ D,
(ii) there exists a kinetic measure m˜ such that
m˜n
w∗−→ m˜ in L2w(Ω˜;Mb(TN × [0, T ]× R))-weak∗. (39)
Moreover, m˜ can be rewritten as n˜1 + n˜2, where
dn˜1(x, t, ξ) =
∣∣σ(x)∇u˜∣∣2 dδu˜(x,t)(ξ) dxdt
and n˜2 is almost surely a nonnegative measure over TN × [0, T ]× R.
35
Proof. According to Proposition 4.10, there exists a set Σ ⊂ Ω˜×TN×[0, T ] of full
measure and a subsequence still denoted by {u˜n; n ∈ N} such that u˜n(ω, x, t)→
u˜(ω, x, t) for all (ω, x, t) ∈ Σ. We infer that
1u˜n(ω,x,t)>ξ −→ 1u˜(ω,x,t)>ξ (40)
whenever (
P˜⊗ LTN ⊗ L[0,T ]
){
(ω, x, t) ∈ Σ; u˜(ω, x, t) = ξ} = 0,
where by LTN , L[0,T ] we denoted the Lebesque measure on TN and [0, T ], re-
spectively. However, the set
D =
{
ξ ∈ R;
(
P˜⊗ LTN ⊗ L[0,T ]
)(
u˜ = ξ
)
> 0
}
is at most countable since we deal with finite measures. To obtain a contradic-
tion, suppose that D is uncountable and denote
Dk =
{
ξ ∈ R;
(
P˜⊗ LTN ⊗ L[0,T ]
)(
u˜ = ξ
)
>
1
k
}
, k ∈ N.
Then D = ∪k∈NDk is a countable union so there exists k0 ∈ N such that Dk0 is
uncountable. Hence(
P˜⊗ LTN ⊗ L[0,T ]
)(
u˜ ∈ D) ≥ (P˜⊗ LTN ⊗ L[0,T ])(u˜ ∈ Dk0)
=
∑
ξ∈Dk0
(
P˜⊗ LTN ⊗ L[0,T ]
)(
u˜ = ξ
)
>
∑
ξ∈Dk0
1
k0
=∞
and the desired contradiction follows. We conclude that the convergence in (40)
holds true for a.e. (ω, x, t, ξ) and obtain by the dominated convergence theorem
f˜n
w∗−→ f˜ in L∞(Ω˜× TN × [0, T ]× R)-weak∗ (41)
hence (i) follows for a subsequence and the convergence at t = 0 follows by a
similar approach.
As the next step we shall show that the set {m˜n; n ∈ N} is bounded in
L2w(Ω˜;Mb(TN × [0, T ]×R)). With regard to the computations used in proof of
the energy inequality, we get from (28)∫ T
0
∫
TN
∣∣σ(x)∇un∣∣2dxdt+ εn ∫ T
0
∫
TN
∣∣∇un∣∣2dxdt ≤ C‖u0‖2L2(TN )
+ C
∑
k≥1
∫ T
0
∫
TN
ungnk (x, u
n) dxdβk(t) + C
∫ T
0
∫
TN
G2n(x, u
n) dxds.
Taking square and expectation and finally by the Itoˆ isometry, we deduce
E˜
∣∣m˜n(TN × [0, T ]× R)∣∣2 = E∣∣mn(TN × [0, T ]× R)∣∣2
= E
∣∣∣∣ ∫ T
0
∫
TN
∣∣σ(x)∇un∣∣2dxdt+ εn∫ T
0
∫
TN
∣∣∇un∣∣2dx dt∣∣∣∣2≤ C.
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Thus, according to the Banach-Alaoglu theorem, (39) is obtained (up to subse-
quence). However, it still remains to show that the weak* limit m˜ is actually a
kinetic measure. The first point of Definition 2.1 is straightforward as it corre-
sponds to the weak*-measurability of m˜. The second one giving the behavior for
large ξ follows from the uniform estimate (28). Indeed, let (χδ) be a truncation
on R, then it holds, for p ∈ [2,∞),
E˜
∫
TN×[0,T ]×R
|ξ|p−2 dm˜(x, t, ξ) ≤ lim inf
δ→0
E˜
∫
TN×[0,T ]×R
|ξ|p−2χδ(ξ) dm˜(x, t, ξ)
= lim inf
δ→0
lim
n→∞ E˜
∫
TN×[0,T ]×R
|ξ|p−2χδ(ξ) dm˜n(x, t, ξ) ≤ C,
where the last inequality follows from (28) and the sequel. As a consequence, m˜
vanishes for large ξ. The remaining requirement of Definition 2.1 follows from
[6, Theorem 3.7] since for any ψ ∈ C0(TN × R)
t 7−→
∫
TN×[0,t]×R
ψ(x, ξ) dm˜(s, x, ξ)
is F˜⊗B([0, T ])-measurable and (F˜t)-adapted for the filtration introduced below
after this proof.
Finally, by the same approach as above, we deduce that there exist kinetic
measures o˜1, o˜2 such that
n˜n1
w∗−→ o˜1, n˜n2 w
∗
−→ o˜2 in L2w(Ω˜;Mb(TN × [0, T ]× R))-weak∗.
Then from (28) we obtain
E˜
∫ T
0
∫
TN
∣∣σ(x)∇u˜n∣∣2dx dt ≤ C
hence application of the Banach-Alaoglu theorem yields that, up to subsequence,
σ∇u˜n converges weakly in L2(Ω˜ × TN × [0, T ]). On the other hand, from the
strong convergence given by Proposition 4.10 and the fact that σ ∈W 1,∞(TN ),
we conclude using integration by parts, for all ψ ∈ C1(TN × [0, T ]),∫ T
0
∫
TN
σ(x)∇u˜nψ(x, t) dxdt −→
∫ T
0
∫
TN
σ(x)∇u˜ψ(x, t) dx dt, P˜-a.s..
Therefore
σ∇u˜n w−→ σ∇u˜, in L2(TN × [0, T ]), P˜-a.s..
Since any norm is weakly sequentially lower semicontinuous, it follows for all
ϕ ∈ C0(TN × [0, T ]× R) and fixed ξ ∈ R, P˜-a.s.,∫ T
0
∫
TN
∣∣σ(x)∇u˜∣∣2ϕ2(x, t, ξ) dxdt ≤ lim inf
n→∞
∫ T
0
∫
TN
∣∣σ(x)∇u˜n∣∣2ϕ2(x, t, ξ)dxdt
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and by the Fatou lemma∫ T
0
∫
TN
∫
R
∣∣σ(x)∇u˜∣∣2ϕ2(x, t, ξ) dδu˜=ξ dx dt
≤ lim inf
n→∞
∫ T
0
∫
TN
∫
R
∣∣σ(x)∇u˜n∣∣2ϕ2(x, t, ξ) dδu˜n=ξ dxdt, P˜-a.s..
In other words, this gives n˜1 = |σ∇u˜|2δu˜=ξ ≤ o˜1 P˜-a.s. hence n˜2 = o˜2+(o˜1−n˜1)
is P˜-a.s. a nonnegative measure and the proof is complete.
Finally, let us define the following filtration generated by u˜, W˜ , m˜
Fˆt = σ
(
%tu˜,%tW˜ , m˜(θψ), θ ∈ C([0, T ]), supp θ ⊂ [0, t], ψ ∈ C0(TN × R)
)
and let (F˜t) be its augmented filtration, i.e. the smallest complete right-
continuous filtration that contains (Fˆt). Then u˜ is (F˜t)-predictable H−1(TN )-
valued processes since it has continuous trajectories. Furthermore, by the em-
beddings Lp(TN ) ↪→ H−1(TN ), p ∈ [2,∞), and L2(TN ) ↪→ Lp(TN ), p ∈ [1, 2),
we conclude that, for all p ∈ [1,∞),
u˜ ∈ Lp(Ω˜× [0, T ], P˜,dP⊗ dt;Lp(TN )),
where P˜ denotes the predictable σ-algebra associated to (F˜t)t≥0. Remark, that
f˜ , a Borel function of u˜ and ξ, is measurable with respect to P˜ ⊗B(TN )⊗B(R).
4.4. Passage to the limit
In this paragraph we provide the technical details of the identification of the
limit process with a kinetic solution. The technique performed here will be used
also in the proof of existence of a pathwise kinetic solution.
Theorem 4.13. The triple
(
(Ω˜, F˜ , (F˜t), P˜), W˜ , u˜
)
is a martingale kinetic so-
lution to the problem (1).
Note, that as the set D from Lemma 4.12 is a complement of a set with zero
Lebesgue measure, it is dense in [0, T ]. Let us define for all t ∈ D and some
fixed ϕ ∈ C∞c (TN × R)
Mn(t) =
〈
fn(t), ϕ
〉− 〈f0, ϕ〉− ∫ t
0
〈
fn(s), bn(ξ)· ∇ϕ〉 ds
−
∫ t
0
〈
fn(s),div
(
A(x)∇ϕ)〉 ds− εn ∫ t
0
〈
fn(s),∆ϕ
〉
ds
− 1
2
∫ t
0
〈
δun=ξG
2
n, ∂ξϕ
〉
ds+
〈
mn, ∂ξϕ
〉
([0, t)), n ∈ N,
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M˜n(t) =
〈
f˜n(t), ϕ
〉− 〈f˜n(0), ϕ〉− ∫ t
0
〈
f˜n(s), bn(ξ)· ∇ϕ〉 ds
−
∫ t
0
〈
f˜n(s),div
(
A(x)∇ϕ)〉 ds− εn ∫ t
0
〈
f˜n(s),∆ϕ
〉
ds
− 1
2
∫ t
0
〈
δu˜n=ξG
2
n, ∂ξϕ
〉
ds+
〈
m˜n, ∂ξϕ
〉
([0, t)), n ∈ N,
M˜(t) =
〈
f˜(t), ϕ
〉− 〈f˜(0), ϕ〉− ∫ t
0
〈
f˜(s), b(ξ)· ∇ϕ〉 ds
−
∫ t
0
〈
f˜(s),div
(
A(x)∇ϕ)〉 ds− 1
2
∫ t
0
〈
δu˜=ξG
2, ∂ξϕ
〉
ds
+
〈
m˜, ∂ξϕ
〉
([0, t)).
The proof of Theorem 4.13 is a consequence of the following two propositions.
Proposition 4.14. The process W˜ is an (F˜t)-cylindrical Wiener process, i.e.
there exists a collection of mutually independent real-valued (F˜t)-Wiener pro-
cesses {β˜k}k≥1 such that W˜ =
∑
k≥1 β˜kek.
Proof. Hereafter, fix K ∈ N, times 0 ≤ s1 < · · · < sK ≤ s ≤ t, s, t ∈ D,
continuous functions
γ : C
(
[0, s];H−1(TN )
)× C([0, s];U0) −→ [0, 1], g : RK −→ [0, 1]
and test functions ψ1, . . . , ψK ∈ C0(TN × R) and θ1, . . . , θK ∈ C([0, T ]) such
that supp θi ⊂ [0, si], i = 1, . . . ,K. For notational simplicity, we write g(m˜)
instead of
g
(
m˜(θ1ψ1), . . . , m˜(θKψK)
)
and similarly g(m˜n) and g(mn). By %s we denote the operator of restriction to
the interval [0, s] as introduced in (38).
Obviously, W˜ is a U0-valued cylindrical Wiener process and is (F˜t)-adapted.
According to the Le´vy martingale characterization theorem, it remains to show
that it is also a (F˜t)-martingale. It holds true
E˜ γ
(
%su˜
n,%sW˜
n
)
g(m˜n)
[
W˜n(t)− W˜n(s)]
= E γ
(
%su
n,%sW
)
g(mn)
[
W (t)−W (s)] = 0
since W is a martingale and the laws of (u˜n, W˜n) and (un,W ) coincide. Next,
the uniform estimate
sup
n∈N
E˜‖W˜n(t)‖2U0 = sup
n∈N
E‖W (t)‖2U0 <∞
and the Vitali convergence theorem yields
E˜ γ
(
%su˜,%sW˜
)
g(m˜)
[
W˜ (t)− W˜ (s)] = 0
which finishes the proof.
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Proposition 4.15. The processes
M˜(t), M˜2(t)−
∑
k≥1
∫ t
0
〈
δu˜=ξ gk, ϕ
〉2
dr, M˜(t)β˜k(t)−
∫ t
0
〈
δu˜=ξ gk, ϕ
〉
dr,
indexed by t ∈ D, are (F˜t)-martingales.
Proof. All these processes are (F˜t)-adapted as they are Borel functions of u˜ and
β˜k, k ∈ N, up to time t. For the rest, we use the same approach and notation
as the one used in the previous lemma. Let us denote by β˜nk , k ≥ 1 the real-
valued Wiener processes corresponding to W˜n, that is W˜n =
∑
k≥1 β˜
n
k ek. For
all n ∈ N, the process
Mn =
∫ ·
0
〈
δun=ξ Φ
n(un)dW,ϕ
〉
=
∑
k≥1
∫ ·
0
〈
δun=ξ g
n
k , ϕ
〉
dβk(r)
is a square integrable (Ft)-martingale by (2) and by the fact that the set
{un; n ∈ N} is bounded in L2(Ω;L2(0, T ;L2(TN ))). Therefore
(Mn)2 −
∑
k≥1
∫ ·
0
〈
δun=ξ g
n
k , ϕ
〉2
dr, Mnβk −
∫ ·
0
〈
δun=ξ g
n
k , ϕ
〉
dr
are (Ft)-martingales and this implies together with the equality of laws
E˜ γ
(
%su˜
n,%sW˜
n
)
g(m˜n)
[
M˜n(t)− M˜n(s)]
= E γ
(
%su
n,%sW
)
g(mn)
[
Mn(t)−Mn(s)] = 0, (42)
E˜ γ
(
%su˜
n,%sW˜
n
)
g(m˜n)
[
(M˜n)2(t)− (M˜n)2(s)−
∑
k≥1
∫ t
s
〈
δu˜n=ξ g
n
k , ϕ
〉2
dr
]
=E γ
(
%su
n,%sW
)
g(mn)
[
(Mn)2(t)− (Mn)2(s)−
∑
k≥1
∫ t
s
〈
δun=ξ g
n
k , ϕ
〉2
dr
]
= 0,
(43)
E˜ γ
(
%su˜
n,%sW˜
n
)
g(m˜n)
[
M˜n(t)β˜nk (t)− M˜n(s)β˜nk (s)−
∫ t
s
〈
δu˜n=ξ g
n
k , ϕ
〉
dr
]
=E γ
(
%su
n,%sW
)
g(mn)
[
Mn(t)βk(t)−Mn(s)βk(s)−
∫ t
s
〈
δun=ξ g
n
k , ϕ
〉
dr
]
= 0.
(44)
Moreover, for any s, t ∈ D, s ≤ t, the expectations in (42)-(44) converge by the
Vitali convergence theorem. Indeed, all terms are uniformly integrable by (2)
and (27) and converge P˜-a.s. (after extracting a subsequence) due to Lemma
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4.12, (40), (41), Proposition 4.10 and the construction of Φε, Bε. Hence
E˜ γ
(
%su˜,%sW˜
)
g(m˜)
[
M˜(t)− M˜(s)] = 0,
E˜ γ
(
%su˜,%sW˜
)
g(m˜)
[
M˜2(t)− M˜2(s)−
∑
k≥1
∫ t
s
〈
δu˜=ξ gk, ϕ
〉2
dr
]
= 0,
E˜ γ
(
%su˜,%sW˜
)
g(m˜)
[
M˜(t)β˜k(t)− M˜(s)β˜k(s)−
∫ t
s
〈
δu˜=ξ gk, ϕ
〉
dr
]
= 0,
which gives the (F˜t)-martingale property.
Proof of Theorem 4.13. If all the processes in 4.15 were continuous-time mar-
tingales then it would hold true〈〈
M˜ −
∫ ·
0
〈
δu˜=ξ Φ(u˜) dW˜ , ϕ
〉〉
= 0,
where by 〈〈·〉〉 we denote the quadratic variation process, and therefore, for every
ϕ ∈ C∞c (TN × R), t ∈ [0, T ], P˜-a.s.,〈
f˜(t),ϕ
〉− 〈f˜0, ϕ〉− ∫ t
0
〈
f˜(s), b(ξ)· ∇ϕ〉ds− ∫ t
0
〈
f˜(s),div
(
A(x)∇ϕ)〉ds
=
∫ t
0
〈
δu˜=ξ Φ(u˜) dW˜ , ϕ
〉
+
1
2
∫ t
0
〈
δu˜=ξG
2, ∂ξϕ
〉
ds− 〈m˜, ∂ξϕ〉([0, t))
(45)
and the proof would be completed with u˜ satisfying the kinetic formulation even
in a stronger sense than required by Definition 2.2.
In the case of martingales indexed by t ∈ D, we employ Proposition Ap-
pendix A.1 to conclude the validity of (45) for all ϕ ∈ C∞c (TN × R), t ∈ D,
P˜-a.s., and we need to allow a formulation which is weak also in time. Mimicking
the technique developed in order to derive the kinetic formulation in Section 2,
let us define
N(t) =
〈
f˜0, ϕ
〉
+
∫ t
0
〈
f˜(s), b(ξ)· ∇ϕ〉ds+ ∫ t
0
〈
f˜(s),div
(
A(x)∇ϕ)〉ds
+
∫ t
0
〈
δu˜=ξ Φ(u˜) dW˜ , ϕ
〉
+
1
2
∫ t
0
〈
δu˜=ξG
2, ∂ξϕ
〉
ds.
Note, that N is a continuous real-valued semimartingale and
N(t) =
〈
f˜(t), ϕ
〉
+
〈
m˜, ∂ξϕ
〉
([0, t)), ∀t ∈ D.
Next, we apply the Itoˆ formula to calculate the stochastic differential of the
product N(t)ϕ1(t), where ϕ1 ∈ C∞c ([0, T )). After application of the Fubini
theorem to the term including the kinetic measure m˜, we obtain exactly the
formulation (8).
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4.5. Pathwise solutions
In order to finish the proof, we make use of the Gyo¨ngy-Krylov characteri-
zation of convergence in probability introduced in [16]. It is useful in situations
when the pathwise uniqueness and the existence of at least one martingale so-
lution imply the existence of a unique pathwise solution.
Proposition 4.16. Let X be a Polish space equipped with the Borel σ-algebra.
A sequence of X-valued random variables {Yn; n ∈ N} converges in probability
if and only if for every subsequence of joint laws, {µnk,mk ; k ∈ N}, there exists
a further subsequence which converges weakly to a probability measure µ such
that
µ
(
(x, y) ∈ X ×X; x = y) = 1.
We consider the collection of joint laws of (un, um) on Xu ×Xu, denoted by
µn,mu . For this purpose we define the extended path space
X J = Xu ×Xu ×XW
As above, denote by µW the law of W and set ν
n,m to be the joint law of
(un, um,W ). Similarly to Proposition 4.9 the following fact holds true. The
proof is nearly identical and so will be left to the reader.
Proposition 4.17. The collection {νn,m; n,m ∈ N} is tight on X J .
Let us take any subsequence {νnk,mk ; k ∈ N}. By the Prokhorov theorem,
it is relatively weakly compact hence it contains a weakly convergent subse-
quence. Without loss of generality we may assume that the original sequence
{νnk,mk ; k ∈ N} itself converges weakly to a measure ν. According to the Sko-
rokhod representation theorem, we infer the existence of a probability space
(Ω¯, F¯ , P¯) with a sequence of random variables (uˆnk , uˇmk , W¯ k), k ∈ N, conver-
ging almost surely in X J to a random variable (uˆ, uˇ, W¯ ) and
P¯
(
(uˆnk , uˇmk , W¯ k) ∈ · ) = νnk,mk(·), P¯((uˆ, uˇ, W¯ ) ∈ · ) = ν(·).
Observe that in particular, µnk,mku converges weakly to a measure µu defined by
µu(·) = P¯
(
(uˆ, uˇ) ∈ · ).
As the next step, we should recall the technique established in the previ-
ous section. Analogously, it can be applied to both (uˆnk , W¯ k), (uˆ, W¯ ) and
(uˇmk , W¯ k), (uˇ, W¯ ) in order to show that (uˆ, W¯ ) and (uˇ, W¯ ) are martingale ki-
netic solutions of (1) with corresponding kinetic measures mˆ and mˇ, respec-
tively, defined on the same stochastic basis (Ω¯, F¯ , (F¯t), P¯), where (F¯t) is the
augmented filtration to
σ
(
%tuˆ,%tuˇ,%tW¯ , mˆ(θ1ψ1), mˇ(θ2ψ2);
θi ∈ C([0, T ]), supp θi ⊂ [0, t], ψi ∈ C0(TN × R), i = 1, 2
)
, t ∈ [0, T ].
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Since uˆ(0) = uˇ(0) = u¯0, P¯-a.s., we infer from Theorem 3.3 that uˆ = uˇ in Xu,
P¯-a.s., hence
µu
(
(x, y) ∈ Xu ×Xu; x = y
)
= P¯
(
uˆ = uˇ in Xu
)
= 1.
Now, we have all in hand to apply Proposition 4.16. It implies that the origi-
nal sequence un defined on the initial probability space (Ω,F ,P) converges in
probability in the topology of Xu to a random variable u. Without loss of gene-
rality, we assume that un converges to u almost surely in Xu and again by the
method from Section 4.4 we finally deduce that u is a pathwise kinetic solution
to (1). Actually, identification of the limit is more straightforward here since in
this case all the work is done for the initial setting and only one fixed driving
Wiener process W is considered.
5. Existence - general initial data
In this final section we provide an existence proof in the general case of
u0 ∈ Lp(Ω;Lp(TN )), for all p ∈ [1,∞). It is a straightforward consequence
of the previous section. We approximate the initial condition by a sequence
{uε0} ⊂ Lp(Ω;C∞(TN )), p ∈ [1,∞), such that uε0 → u0 in L1(Ω;L1(TN )). That
is, the initial condition uε0 can be defined as a pathwise mollification of u0 so
that it holds true
‖uε0‖Lp(Ω;Lp(TN )) ≤ ‖u0‖Lp(Ω;Lp(TN )), ε ∈ (0, 1), p ∈ [1,∞). (46)
According to the previous section, for each ε ∈ (0, 1), there exists a kinetic
solution uε to (1) with initial condition uε0. By application of the comparison
principle (19),
E‖uε1(t)− uε2(t)‖L1(TN ) ≤ E‖uε10 − uε20 ‖L1(TN ), ε1, ε2 ∈ (0, 1),
hence {uε; ε ∈ (0, 1)} is a Cauchy sequence in L1(Ω× [0, T ],P,dP⊗dt;L1(TN )).
Consequently, there exists u ∈ L1(Ω× [0, T ],P,dP⊗ dt;L1(TN )) such that
uε −→ u in L1(Ω× [0, T ],P,dP⊗ dt;L1(TN )).
By (46) and Remark 4.11, we still have the uniform energy estimates, p ∈ [1,∞),
E ess sup
0≤t≤T
‖uε(t)‖p
Lp(TN ) ≤ CT,u0 . (47)
as well as (using the usual notation)
E
∣∣mε(TN × [0, T ]× R)∣∣2 ≤ CT,u0 .
Thus, using this observations as in Lemma 4.12, one finds that there exists a
subsequence {un; n ∈ N} such that
(i) fn
w∗−→ f in L∞(Ω× TN × [0, T ]× R)-weak∗,
43
(ii) there exists a kinetic measure m such that
mn
w∗−→ m in L2w(Ω;Mb(TN × [0, T ]× R))-weak∗
and m1 + n2, where
dn1(x, t, ξ) =
∣∣σ(x)∇u∣∣2 dδu(x,t)(ξ) dxdt
and n2 is almost surely a nonnegative measure over TN × [0, T ]× R.
With these facts in hand, we are ready to pass to the limit in (8) and conclude
that u satisfies the kinetic formulation in the sense of distributions. Note, that
(47) remains valid also for u so (6) follows and, according to the embedding
Lp(TN ) ↪→ L1(TN ), for all p ∈ [1,∞), we deduce
u ∈ Lp(Ω× [0, T ],P,dP⊗ dt;Lp(TN )).
The proof of Theorem 2.10 is complete.
Appendix A. Densely defined martingales
In this section, we present an auxiliary result which is used in the proof
of existence of a martingale kinetic solution in Theorem 4.13. To be more
precise, it solves the following problem: it is needed to show equality of a certain
martingale M and a stochastic integral
∫ t
0
σdW but the process M is only
defined on a dense subset D of [0, T ] containing zero and no continuity property
is a priori known. Therefore, one cannot just prove that the quadratic variation
of their difference vanishes as it is not well defined.
To begin with, let us fix some notation. Let H, U be separable Hilbert spaces
with orthonormal bases (gj)j≥1 and (fk)k≥1, respectively, and inner products
〈·, ·〉 and 〈·, ·〉U , respectively. For simplicity, we will work on a finite-time interval
[0, T ], T ∈ D.
Proposition Appendix A.1. Assume that W (t) =
∑
k≥1 βk(t)fk is a cylin-
drical Wiener process in U defined on a stochastic basis (Ω,F , (Ft)t≥0,P) with
a complete, right-continous filtration. If (M(t); t ∈ D) is a square integrable
(Ft)-adapted H-valued stochastic process such that, for any s, t ∈ D, s ≤ t,
j, k ≥ 1, P-a.s.,
E
[〈M(t)−M(s), gj〉∣∣Fs] = 0,
E
[
〈M(t), gj〉2 − 〈M(s), gj〉2 −
∫ t
s
‖σ∗gj‖2U dr
∣∣∣Fs] = 0,
E
[
βk(t)〈M(t), gj〉 − βk(s)〈M(s), gj〉 −
∫ t
s
〈fk, σ∗gj〉U dr
∣∣∣Fs] = 0,
(A.1)
where σ is an (Ft)-progressively measurable L2(U ;H)-valued stochastically in-
tegrable process, i.e.
E
∫ T
0
‖σ‖2L2(U ;H) dr <∞, (A.2)
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then
M(t) =
∫ t
0
σ dW, ∀t ∈ D, P-a.s..
In particular, M can be defined for all t ∈ [0, T ] such that it has a modification
which is a continuous (Ft)-martingale.
Proof. The crucial point to be shown here is the following: for any (Ft)-
progressively measurable L2(U ;H)-valued process φ satisfying (A.2) and any
s, t ∈ D, s ≤ t, j ≥ 1, it holds, P-a.s.,
E
[〈
M(t)−M(s), gj
〉〈 ∫ t
s
φdW, gj
〉
−
∫ t
s
〈σ∗gj , φ∗gj〉U dr
∣∣∣∣Fs] = 0. (A.3)
We consider simple processes first. Let φ be an (Ft)-adapted simple process
with values in finite-dimensional operators of L(U ;H) that satisfies (A.2), i.e.
φ(t) = φ01{0}(t) +
I∑
i=0
φi1(ti,ti+1](t), t ∈ [0, T ],
where {0 = t0 < t1 < · · · < tI = T} is a division of [0, T ] such that ti ∈ D,
i = 0, . . . , I. Then the stochastic integral in (A.3) is given by∫ t
s
φ dW = φm−1
(
W (tm)−W (s)
)
+
n−1∑
i=m
φi
(
W (ti+1)−W (ti)
)
+ φn
(
W (t)−W (tn)
)
=
∑
k≥1
(
φkm−1
(
βk(tm)− βk(s)
)
+
n−1∑
i=m
φki
(
βk(ti+1)− βk(ti)
)
+ φkn
(
βk(t)− βk(tn)
))
provided tm−1 ≤ s < tm, tn ≤ t < tn+1, φki = φifk. Next, we write
M(t)−M(s) = (M(tm)−M(s))+ n−1∑
i=m
(
M(ti+1)−M(ti)
)
+
(
M(t)−M(tn)
)
and conclude
E
[〈
M(t)−M(s), gj
〉〈 ∫ t
s
φ dW, gj
〉∣∣∣∣Fs]
= E
[〈
φm−1
(
W (tm)−W (s)
)
, gj
〉〈
M(tm)−M(s), gj
〉
+
n−1∑
i=m
〈
φi
(
W (ti+1)−W (ti)
)
, gj
〉〈
M(ti+1)−M(ti), gj
〉
+
〈
φn
(
W (t)−W (tn)
)
, gj
〉〈
M(t)−M(tn), gj
〉∣∣∣∣Fs]
(A.4)
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as one can neglect all the mixed terms due to the martingale property of βk,
k ≥ 1, and (A.1). Indeed, let i ∈ {m, . . . , n− 1} then
E
[〈
φi(W (ti+1)−W (ti)
)
, gj
〉〈
M(tm)−M(s), gj
〉∣∣∣Fs]
= E
[
E
[∑
k≥1
〈
φki
(
βk(ti+1)− βk(ti)
)
, gj
〉〈
M(tm)−M(s), gj
〉∣∣∣∣Fti]∣∣∣∣Fs]
= E
[〈
M(tm)−M(s), gj
〉∑
k≥1
〈φki , gj〉E
[
βk(ti+1)− βk(ti)
∣∣∣Fti]∣∣∣∣Fs] = 0,
where the interchange of summation with scalar product and expectation, re-
spectively, is justified by the fact that∑
k≥1
φki
(
βk(ti+1)− βk(ti)
)
=
∫ ti+1
ti
φi dW
is convergent in L2(Ω;H).
As the next step, we proceed with (A.4). If i ∈ {m, . . . , n − 1} then we
obtain using again the martingale property of βk, k ≥ 1, and (A.1)
E
[〈
φi
(
W (ti+1)−W (ti)
)
, gj
〉〈
M(ti+1)−M(ti), gj
〉∣∣∣Fs]
= E
[
E
[∑
k≥1
〈
φki , gj〉
(
βk(ti+1)− βk(ti)
)〈
M(ti+1)−M(ti), gj
〉∣∣∣∣Fti]∣∣∣∣Fs]
= E
[∑
k≥1
〈φki , gj〉E
[
βk(ti+1)
〈
M(ti+1), gj
〉− βk(ti)〈M(ti), gj〉∣∣∣Fti]∣∣∣∣Fs]
= E
[∑
k≥1
〈φki , gj〉
∫ ti+1
ti
〈
fk, σ
∗gj
〉
U
dr
∣∣∣∣Fs]
= E
[∑
k≥1
〈fk, φ∗i gj〉U
∫ ti+1
ti
〈
fk, σ
∗gj
〉
U
dr
∣∣∣∣Fs]
= E
[ ∫ ti+1
ti
〈σ∗gj , φ∗gj〉U dr
∣∣∣∣Fs].
The remaining terms being dealt with similarly. As a consequence, we see that
(A.3) holds true for simple processes and the general case follows by classical
arguments using approximation.
Now, we have all in hand to complete the proof. Let t ∈ D and set s = 0 in
(A.1), (A.3), then
E
(〈
M(t), gj
〉− 〈∫ t
0
σ dW, gj
〉)2
= E
〈
M(t), gj
〉2
− 2E 〈M(t), gj〉〈 ∫ t
0
σ dW, gj
〉
+ E
〈∫ t
0
σ dW, gj
〉2
= 0, j ≥ 1,
and the claim follows.
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