Abstract-The feasibility of using a stochastic form of Pennes bioheat model within a 3-D finite element based Kalman filter (KF) algorithm is critically evaluated for the ability to provide temperature field estimates in the event of magnetic resonance temperature imaging (MRTI) data loss during laser induced thermal therapy (LITT). The ability to recover missing MRTI data was analyzed by systematically removing spatiotemporal information from a clinical MR-guided LITT procedure in human brain and comparing predictions in these regions to the original measurements. Performance was quantitatively evaluated in terms of a dimensionless 2 (RMS) norm of the temperature error weighted by acquisition uncertainty. During periods of no data corruption, observed error histories demonstrate that the Kalman algorithm does not alter the high quality temperature measurement provided by MR thermal imaging. The KF-MRTI implementation considered is seen to predict the bioheat transfer with RMS error 4 for a short period of time, 1 10 s, until the data corruption subsides. In its present form, the KF-MRTI method currently fails to compensate for consecutive for consecutive time periods of data loss 1 10 sec.
I. INTRODUCTION

M
AGNETIC resonance temperature imaging (MRTI) using the temperature sensitivity of the proton resonance frequency (PRF) shift is used in the guidance of clinical thermal therapy procedures, such as laser ablation in the brain [1] . Acquisition of the spatiotemporal temperature history during delivery aids in monitoring tissue temperature changes in real time. This feedback can be used to control the therapy, allowing the user to reduce power or stop delivery if safety thresholds are exceeded [2] . Biological models of damage may also be used to predict outcomes in real time and potentially enhance the efficacy of treatment. Unfortunately, like any measurement device, there are conditions under which data can be corrupted or lost during acquisition. This could be from low signal or signal loss due to heating or tissue motion. While a substantial amount of work on the acquisition and processing of PRF images has been performed to aid in mitigating these errors in a clinical environment, there remain instances of failure that lead to lost data [3] , [4] .
Proliferation of novel image guided thermal therapy procedures in the clinical setting has generated substantial interest in the use of high performance computing for computer-assisted prospective treatment planning as well as real-time monitoring and control of the procedures. Given trends of increasingly powerful computational and visualization resources, the role of the computational sciences is likely to continue to escalate in image-guided thermal therapy procedures. Computer simulation of the bioheat equation has been used in the past to provide a methodology for more optimal pretreatment planning [5] as well as being incorporated into the process of automated control [6] . However, embedding a real-time MRTI data driven bioheat transfer model based simulation into the procedure may enable a new form of monitoring which can provide a robust estimate of the state of the procedure in the presence of lost information due to motion, low signal-to-noise-ratio (SNR), excessive heating, catheter induced signal voids, and other data corruption. The ability to perform real-time model based extrapolation in the spatial or temporal dimension can also enhance real-time control algorithms for efficacy as well as provide a means for more accurately monitoring high temperatures for safety [7] - [10] .
Kalman filter (KF) theory [11] , [12] provides a precise mathematical framework to estimate the state of the induced temperature field during therapy delivery given a computer model of the bioheat transfer, all available temperature measurement data from MRTI, and estimated uncertainties in both the model and measurement data. Within the Kalman framework, the model of the temperature field is viewed in a statistical sense. The mean and variance of the predicted temperature, conditioned on the MRTI data may be interpreted as confidence in the treatment time predicted temperature values. This may subsequently be used to embed valuable information within the confidence levels of the lethal thermal dose. The state estimation provided by the KF will be important for the emerging adaptive image guided controllers [6] , [13] - [16] to allow the best estimate of the state and subsequent control decisions in the presence of modeling and image guided measurement uncertainties. Moreover, computer modeling may be further incorporated to extrapolate predictions into regions where MRTI measurements are not available [17] , thereby extending the range of prediction when monitoring capabilities are limited. The technology could potentially facilitate confident completion of procedures that would otherwise have been considered too difficult to perform or possibly unsafe due to unusable or limited data.
0278-0062/$26.00 © 2011 IEEE In this study, we evaluated the potential performance of a Pennes bioheat transfer based Kalman filtered-MR thermal imaging (KF-MRTI) algorithm for predicting temperature during MR-guided laser induced thermal therapy (MRgLITT) delivery in the presence of noise or missing data. We consider the case where data corruption has occurred for the entire temperature imaging region of interest (ROI). Here we focus on demonstrating the feasibility of the idea that the filter can provide reasonably accurate temperature estimates comparable with the MRTI measurements. The particular stochastic differential equation (SDE) form of the bioheat model inherent to the Kalman algorithm is used with tabulated constitutive data [18] - [20] . The overall predictability of a deterministic form of the bioheat transfer model has been shown to be substantially increased through bioheat transfer constrained calibration algorithms [21] , [22] . The patient-specific calibration algorithms are not coupled to the Kalman temperature estimates in this work. Real-time performance of the bioheat transfer algorithms have been studied previously [21] , [23] and is not critically evaluated within the scope of the presented work.
A characterization study was performed to evaluate the ability of the implementation to provide accurate estimations of procedure progress in the presence of a range of simulated signal loss for a representative data set obtained from a clinical MRgLITT procedure. An online form of the Kalman algorithm is considered as the simulated signal loss manifests through acquisition time measurement uncertainty. The effect of the amount of data lost and error covariance used were evaluated in terms of a metric (RMS) between the temperature imaging and KF prediction. The study was designed with two primary metrics in mind for monitoring: the maximum estimated temperature [2] (safety) and the estimated extent of tissue damage as predicted by an Arrhenius model of damage [24] (efficacy).
II. MATERIALS AND METHODS
A. Kalman Algorithm
The goal of the Kalman filtered MRTI is to recursively estimate the temperature distribution throughout the tissue domain,
, given a computational model of the bioheat transfer and estimated temperature from MRTI. A linear stochastic differential form of the Pennes [25] bioheat transfer equation provides the underlying model for temperature field where the tissue specific heat , tissue density , thermal conductivity , perfusion , blood specific heat , laser source , and arterial blood temperature are assumed deterministic values. The primary difference between this approach and the classical deterministic Pennes model is that the unknown temperature field is assumed to be a probabilistic random variable mapping a probability space to an appropriate function space that contains well-defined temperature solutions
. In addition to the conduction, perfusion, and laser terms, the temperature change is also assumed to be driven by a Brownian field . A solution to these equations may be considered as a Galerkin expansion of the temperature field and Brownian field chosen such that the spatial basis is deterministic and stochasticity is considered only in the time variable [12] (1) Here, the conventional summation notation over the index is implied for the number of the degrees-of-freedom in the Galerkin expansion. Statistics of the zero mean Brownian motion are assumed known. The diffusion matrix is a measure of the rate of divergence of the mean squared value from its initial value. Initial conditions for the temperature are given by . Both and are assumed known symmetric positive definite matrixes
The laser source is assumed a deterministic function of the applied power , optical scattering , optical absorption , anisotropy factor , and distance from the source Active cooling of the applicator is modeled by holding the temperature in this region fixed through Dirichlet boundary conditions at the ambient temperature [26] . Proceeding formally, substituting the Galerkin discretization (1) into a variational form of our stochastic differential equation (SDE) with a deterministic test function yields the typical system dynamics matrix vector form where and are the known time invariant system dynamics matrix (
) and deterministic input matrix ( 1), respectively. In context of the time discretized form of these equations implemented to simulate laser ablations on the computer, the vector valued Brownian process, , may be considered representative of the spatial and temporal discretization errors as well as any modeling errors including inaccurate model parameters, system inputs, and constitutive nonlinearities in the thermal conductivity, perfusion, and optical absorption and scattering.
MRTI temperature estimates are uniformly spaced at discrete time intervals and are assumed to be a linear transformation of the state vector corrupted by white Gaussian noise .
In this work, there are more state degrees-of-freedom than measurements such that the 3-D image measurements are acquired on a subset of the 3-D finite element simulation domain . The measurement matrix, , is used to transform the 3-D model prediction into the average value over the slice thickness of the MR thermal imaging. This provides a direct comparison between predicted and measured temperature.
Under Kalman theory assumptions, the nice algebraic properties when manipulating linear combinations and independent products of Gaussian distributions maintain the Gaussian structure throughout the time evolution of the state variable . Hence, the state of the system at time is completely characterized by the mean and covariance conditioned on the available data. Following, standard conventions, the time immediately before the measured data is incorporated is denoted and the time immediately after the measured data is incorporated is denoted .
Step one of the two step Kalman algorithm begins with propagating the state from to [12] . This utilizes the stochastic form of the bioheat transfer model to make a prediction of the temperature field before data is available at time (3) Here, and denote the mean and covariance of the state conditioned on all data up to the previous time step , respectively. For this time invariant system, the state transition matrix is given by the matrix exponential of the system dynamics matrix . Intuitively, the mean provides an estimate of the temperature field given potential modeling inaccuracies and the covariance provides an estimate of the pixel-wise correlation expected in the temperature imaging. For example, the temperature of two pixels and near a laser fiber are expected to be positively correlated as their temperature is expected to increase and decrease together.
In step two of the algorithm, predictions are updated based on measurements at time and the Kalman gain to obtain the mean and covariance of the state conditioned on all data up to the current time step (4) The updated temperature estimate is essentially a weighted sum of the measured and predicted temperature with weights given by the relative uncertainties in the modeling predictions and measurement accuracy. Offline implementations of the Kalman filter in which the error covariance is precomputed [16] , [27] are not considered. The measurement model used in this work assumes that the acquisition time measurement uncertainty is not known a priori. The reader is referred to [12] for further details of the Kalman algorithm.
1) Covariance Propagation in Time:
The high computational intensity of propagating the covariance matrix in time is well known [28] - [34] . According to the Kalman algorithm (3), (4), any initial assumed sparsity in the covariance matrix is quickly lost as the error is propagated and becomes spatially correlated. The resulting dense linear algebra becomes computationally expensive very quickly and requires dense linear system solves, , with multiple right hand sides at each time step.
Localization approximations [35] provide a technique to approximate the dense covariance matrix with a sparse matrix, thus reducing computational storage, computational complexity, and runtime. Localization techniques will be needed in future efforts to achieve real-time performance of the implemented algorithm but are not considered in this work. Parallel computing techniques are used to solve the Kalman algorithm directly. The magnitude of the floating point operations required for the dense linear algebra is not feasible to achieve real-time performance, but is still important, within the context of MRgLITT, as it provides a baseline for future localization studies in which approximations to the Kalman algorithm can be evaluated for real-time performance and accuracy. A Crank Nicolson scheme was implemented to approximate the covariance prediction from to , see Appendix.
B. MR-Guided Laser Ablation
A schematic of the MR-guided laser ablation procedure in brain from which the MRTI data is obtained is illustrated in Fig. 1 . Briefly, laser ablation was carried out in a dedicated neurosurgical MRI suite (BrainSUITE, BrainLAB, AG, Feldkirchen, Germany) on a patient with a recurrent glioblastoma amenable to the procedure. The patient was under general endotracheal anesthesia and on a ventilator. The patient was positioned within a 1.5T clinical whole body scanner (MAGNETOM Espree, Siemens Medical Solutions, Erlangen, Germany) with an 8-channel, receive-only head coil (NORAS MRI products GmbH, Germany). A 1.5 mm outer diameter water-cooled laser applicator with 1 cm diffusing fiber (VCLAS, Visualase, Inc, Houston, TX) was positioned into the right cerebellar lesion with MRI driven cranial guidance (Vector Vision Sky, BrainLAB, AG, Feldkirchen, Germany). Laser ablation was carried out under MR-guidance using a 980-nm solid state laser source with a real-time visualization and control workstation (Visualase System, Visualase, Houston, TX). Exposures of 4 W for less than 30 s were used under MRTI guidance to verify the location of the fiber and 10 W for up to 140 s were used for therapy. Exposures were monitored in real time using the temperature-sensitive proton resonance frequency (PRF) shift technique acquired with a 2-D spoiled gradient-echo to generate temperature measurements, , every ( , frequency phase , cm , pixel, slice thickness 5 mm). For the purposes of this research, the magnitude and phase data was processed offline to investigate the feasibility of real-time KF-MRTI. plot is intended to represent the number of dropped images n as well as the time instances in which images were dropped in this study. Within the Kalman framework, data loss may be simulated by manually setting the measurement uncertainty to a large value R(t ) ! 1 at the intended time instances. As a reference, the laser exposure history of the procedure is provided as power as a function of time at the bottom of (e). The 4 W location finding pulse is followed by the 10 W delivery.
The SNR is assumed sufficiently large (SNR ) such that the noise model for the PRF-based MR thermal image measurements is approximated as Gaussian. An uncorrelated Gaussian noise model for the measurements is assumed a function of the acquisition time SNR. The measurement model noise covariance is not available before the procedure (5) A temperature sensitivity coefficient of [ ] was used [36] . The gyromagnetic ratio is denoted .
To characterize the performance of the implemented Kalman filter in the presence of incorrect or even incomplete data, data loss was systematically simulated through artificial removal of an entire thermal imaging data set at varying time instances. The total number of time instances of data loss considered was . Data loss was considered uniform over the active laser exposure and tissue cooling period, 60 image acquisitions (300[s] ). Data loss of is sparse; two time instances during heating and cooling are dropped.
Data loss of repeatedly drops data of 1,2,3 consecutive time points, respectively, over the 60 image data set considered. Full data loss is considered as a reference for the underlying bioheat transfer model used. The data loss provides the opportunity to investigate the ability of the Kalman filter to provide temperature estimates both near the applicator, in the case of heat induced signal loss due to large spin-lattice relaxation times, and at the boundaries of the treatment if they extended into regions that were not monitored. Data drop was implemented by setting the uncertainty to a large value at the time instance of the data loss. A summary of the simulated data artifacts is illustrated in Fig. 1 .
The original dropped MRTI temperature estimates were compared with the Kalman prediction as a metric of the Kalman filter performance. The metric of comparison for comparing the temperature estimates is a weighted norm within the time interval of interest and normalized by the volume of the ROI (6) [20] The metric is normalized by the time varying and spatially dependent maps of the temperature image noise, . The final thermal dose outcome was also quantitatively evaluated to compare the spatial overlap between the binary images of the Kalman filtered thermal dose estimate and the originally acquired MR temperature measurements. A Dice similarity coefficient [37] (DSC) was used to calculate the overlap of two thermal dose volumes . The DSC has been recommended as a good validation metric for spatial overlap [38] . The DSC is defined as
The possible values of DSC range from 0 (no overlap) to 1 (complete overlap). An Arrhenius rate process model [39] was used to evaluate the thermal dose resulting from the time-temperature history of the laser exposure
In this Arrhenius thermal dose model, the frequency factor, , and the activation energy, , are known experimentally determined kinetic parameters. The values for and were [1/s] and [J/mol]; respectively, and have been used in previous studies [1] , [2] , [40] . is the universal gas constant. The thermal dose was assumed to be lethal at doses as seen in previous reports [1] , [2] . Table I summarizes the constitutive data used. The model and initial temperature covariance matrices are assumed uncorrelated. Within the context of the discretized equations, the model covariance may be considered representative of discretization errors as well modeling errors including inaccurate model parameters, system inputs, and constitutive nonlinearities in the thermal conductivity, perfusion, and optical absorption and scattering. A single value for the model covariance is difficult to select. A range of model covariance values was considered that was the order of magnitude of the measurement covariance [ Fig. 1(c) ]. The Kalman temperature estimate is essentially a weighted sum of the measured and predicted temperature with weights given by and . These values were chosen to investigate the behavior of the filter for a range of values where the final temperature state would weigh the measurement and model more heavily at the two extremes. Errors incurred due to time stepping inaccuracies for the time steps of the Crank Nicolson algorithm implemented are also assumed to be included in the range considered. Initial computations using the current implementation of the Kalman filter showed little sensitivity to the range of acceptable state covariance values
C. Constitutive Data
III. RESULTS
In total, 15 permutations of the simulated corruption of the original data combined with the different degrees of assumed model covariance were considered. A comprehensive summary of the time history of the error (6) between the Kalman predicted temperature estimates and original data for each permutation of data loss is presented in Fig. 2 . The power profile is plotted against the right axis as a reference for the time points of the data drop. The nondamaging location finding test pulse is seen at [s] , and the data drop is seen during the main thermal dose delivery . The error bars plot the variation over the model variances considered. As a reference, the Kalman prediction in the absence of any data loss is provided as a reference in Fig. 2(a)-(d) . The error in the prediction is seen to increase with the number of consecutive data losses at a given time instance. The Kalman estimates returns to the baseline value when the data loss subsides. isotherm is shown relative to the 95% confidence interval in each case. Maximum pixel-wise error is shown in Fig. 3 (e)-(h). As a reference, the maximum error for the Kalman prediction is provided without any simulated data loss in Fig. 3(e) . Maximum error under the simulated data loss for is shown in Fig. 3(f) ,(g),(h); respectively. As a reference, temperature is plotted as function of time at the two spatial locations labeled in Fig. 3(a) . Temporal profiles at the selected spatial locations are shown in Fig. 4 . A comprehensive summary of the temperature history is shown for the the Kalman temperature estimates and original data for each permutation of data loss. As in Fig. 3 , the power profile is plotted against the right axis as a reference for the time points of the data drop. The nondamaging location finding test pulse is seen at [s] , and the data drop is seen during the main thermal dose delivery . The error bars plot the variation over the model variances, , considered. As a reference, the Kalman prediction in the absence of any data loss as well as original MRTI data is provided as a reference at both points in Fig. 4(a)-(d) . The error in the prediction is again seen to increase with the number of consecutive data loss at a given time instance.
DSC values as a function of simulated data loss is shown in Fig. 5 . The data is shown for . The range in DSC values when using is represented by the lower and upper error bars. The DSC value is seen to decrease as a function of the assumed data loss.
IV. DISCUSSION
The current work attempts to demonstrate the feasibility as well as to characterize the performance of a real-time Kalman filtered MRTI algorithm for laser ablation which uses an uncalibrated linear bioheat transfer model with homogeneous coefficients. Our primary goal in this instance was to demonstrate that, under limited circumstances, KF-MRTI can act as a reasonable surrogate for the MRTI data when MRTI data is not available. For this reason, the KF-MRTI data is compared to the MRTI data itself. Our results indicate that embedding this real-time predictive simulation within MRTI may facilitate more robust monitoring of laser ablation procedures. The low error seen in Fig. 2 during periods of no data corruption indicates that the Kalman framework provides a rigorous methodology that matches well with real-time MRTI.
As observed by the errors in the model comparison to the MR temperature imaging data, Fig. 2 ( ), the underlying uncalibrated bioheat transfer model outside the KF framework does not accurately reproduce the MRTI. The uncalibrated bioheat transfer model used is seen to systematically underestimate the temperature, Fig. 4 ( ). As expected, the period of time for which the model can provide a reasonable prediction of the bioheat transfer is determined by the accuracy of the model parameters. Incorporating Pennes bioheat transfer constrained calibration techniques [21] , [22] into the underlying model predictions is one potential option that has been shown capable of dramatically increasing the accuracy of the computer model prediction. Alternatively, the Kalman algorithm uses the MR temperature image as an initial condition at each time step, and the available data may be thought of as continually calibrating the model [41] . The stochastic representation of the temperature field provides an opportunity to exploit the uncertainty in the model parameters and still provide predictive simulations without model calibration of the parameters in the conventional sense. As shown in Fig. 3 , temperature estimates are provided the standard deviation. The measured temperature values at the 57 isotherm are seen to lie within the 95% confidence interval of the model predictions for . The Kalman algorithm essentially re-calibrates the temperature estimates as reliable data is obtained. High quality measured data essentially provides an initial condition from which the misconfigured model predictions are accurate for a short period of time. Poor predictions are seen for consecutive time periods of data loss . Note that since our MRTI was sampled every 5 s, one limitation of this study is that we do not investigate the impact of MRTI sampling on performance. As observed in the error plots shown in Fig. 2(b) and Fig. 3(b) and (f) the uncalibrated model may be used to accurately predict, , the bioheat transfer for a short period of time until the data corruption subsides. This potentially provides a methodology to provide predictive simulations without the added complexity of model calibration. Naturally, future efforts that exploit the predictive capabilities of the calibrated bioheat transfer models [21] may be expected to increase the tolerance of the Kalman algorithm to substantially large amounts of data corruption in both space and time and could dramatically reduce the aging of the underlying model of the bioheat transfer.
During rapid laser ablation in tissue, the best estimate for damage and corresponding uncertainty is valuable information for the safe and effective delivery of treatment. The ability to provide confidence intervals for isotherms, Fig. 3 , is a very powerful feature of the underlying uncertainty quantification framework provided by the Kalman algorithm. This can be transformed into a quantitative confidence level in the lethal thermal dose that can be readily conveyed to the physician and used to adjust treatment parameters to better conform to treatment goals and achieve the desired region of tissue damage [42] . Error metrics that mathematically characterize the desired clinical outcome, including the Dice similarity coefficients [37] shown in Fig. 5 and metrics that accurately quantify the variance in the dose, will be a key interest in future work. Fig. 2 implies that the implemented algorithm , seems to introduce essentially no bias during periods in which the laser power is zero and a bias of approximately two standard deviations near peak heating. Fig. 3(e) shows that the majority of this error is due to modeling in accuracies in the model predictions near the applicator. For underlying uncalibrated bioheat transfer model, the source of the inaccuracies near the applicator is difficult to distinguish between the cooling model used or the laser source term and will need further investigation in future efforts. Future efforts would also incorporate these errors as an increased spatially dependent model error covariance . This capability is not present in the current study. Inaccuracies near the applicator could be exacerbated by the SNR based measurement model. The SNR loss with temperature causes a higher degree of weighting towards the computer prediction nearer the applicator. There is much future work possible in developing and validating measurement models that detect the data corruption outside the realm of the SNR based approximations of the presented work. More realistic measurement models that provide a temperature based estimate of measurement uncertainty from the predicted MR-relaxation times [43] are possible. Further work could also incorporate a thermal sensor internal to the applicator; the additional temperature information could potentially improve the prediction accuracy.
An Ensemble Kalman filter [35] (EnKF) framework and appropriate nonlinear SDE model [44] will be needed to address nonlinearities resulting from directly propagating uncertainties in the model parameters, i.e., perfusion, thermal conductivity, etc. Additionally, further work is required to study the optimal = 60, is representative of the uncalibrated bioheat transfer prediction using tabulated data [18] - [20] and is provided as a reference as the green line in (d); the uncalibrated bioheat transfer model is seen to systematically underestimate the temperature. level of additional computational complexity inherent to the Pennes bioheat transfer constrained calibration and localization framework that would benefit the currently developed Kalman algorithms. Square root filters [12] may be needed to improve the numerical stability of these higher complexity algorithms. Higher order modeling of the effect of the flow of the cooling fluid [45] within the laser applicator may also have additional benefit in better predicting the maximum temperature near the applicator for safety purposes. These techniques must be critically evaluated in terms of the desired clinical result and computational cost.
Finally, in addition to the online case where only treatment time information is utilized, Kalman like algorithms may be utilized within the context of optimal smoothing [46] to retrospectively provide the best representation of the temperature state using all available information. The underlying finite element models may be used for prediction outside the region of data acquisition, making it much more powerful and robust than a mere filtering or interpolation of the MRTI data. The resulting map of the predicted tissue damage may operate as a surrogate for posttreatment imaging verification and even provide an improved assessment of the outcome of the procedure.
V. CONCLUSION
In summary, the work presented here provides evidence that the bioheat model driven KF-MRTI may be used to provide a robust model based estimate of the temperature state during thermal therapy delivery when MRTI data is lost. When using MRTI as the initial condition, the embedded linear Pennes bioheat transfer model with homogeneous parameters is seen to accurately predict the measured temperature for a limited range of data corrupting artifacts and may be beneficial in the case where MR artifacts temporarily prevent accurate temperature measurements to be used in real-time MR-guided treatment monitoring. However, the overall algorithm would significantly benefit from a calibration of the bioheat transfer model parameters [21] . The algorithm is not intrusive on the measured MR temperature imaging state when the signal is acceptable.
APPENDIX A PREDICTION APPROXIMATIONS
A Crank Nicolson scheme and uncorrelated error propagation algorithm were considered as approximations of the covariance prediction from to . For the time invariant system dynamics matrix, , the state transition matrix is represented as a matrix exponential [12] . A Taylor series approximation of the state transition matrix was used to obtain analytical expressions of the discrete time covariance predictions (7) Anticipating implementation on future stream processing computing architectures, we considered a Crank Nicolson scheme that allows for a perfectly parallel column-wise update of the covariance matrix (8) Recall that and are symmetric but in general, and are not. To maintain symmetry, the average of the column wise computed covariance and its transpose are taken as the covariance prediction Adding (8) and its transpose yields a Crank Nicolson form of the prediction covariance
The additional terms in this Crank Nicolson approximation are proportional to the lack of symmetry of . As noted in [44] the column wise solution to (8) has the intuitive interpretation that the pixel wise error propagates and diffuses as the original bioheat equation with the source given by the assumed modeling error
The bioheat equation imposes a natural correlation length that decays to zero away from the error source term and can be exploited in future localization studies of the covariance matrix to speed up the computations.
APPENDIX B COVARIANCE PERTURBATION EFFECT ON MR TEMPERATURE IMAGING
The effect of a correlation change due to propagation of the state covariance matrix on the final Kalman estimate is a key interest in the present study. In general, it is difficult to infer the effect of the off-diagonal covariance entries on the Kalman estimate and resulting error (6), however, intuition may be built through simplified assumptions. Consider the state update (4) with and an arbitrary perturbation to the state covariance matrix,
. The change in the Kalman state, , is given as the difference between the original Kalman prediction, , and the solution to the Kalman equations under the covariance perturbation,
. The linear algebra of the resulting perturbation in the Kalman state, , may be interpreted as a matrix perturbation to a linear system of equations [47] Intuition for the effect of a perturbation of a single entry may be understood by considering the block matrix inversion of the full system of equations. Under the assumptions of the MRTI data, it is reasonable to assume an initially uncorrelated temperature covariance with matrix, , and scalar variance, , becomes correlated through a perturbation in the correlation vector
The linear algebra for this system can be written very succinctly in terms of the difference between the measure and predicted value, (9) In general, the inverse of a sparse matrix is potentially dense. This implies that a single nonzero entry,
, and a single correlation, , could perturb the entire Kalman state estimate. Of course, the given sparsity of would affect the relative magnitude of the perturbation for each state entry. Due to the potentially dense nature of the inverse of a sparse matrix the degree of perturbation is difficult to rigorously quantify. However, under further assumptions of diagonal matrix , further intuition can be gathered for specific scenarios of interest. Also, notice the potential singularity at that could cause numerical instabilities.
