Abstract -Three types of CIGS cells were fabricated: 1) with CdS buffer; 2) with CdS buffer and limited sodium; and 3) with Zn(O,S) buffer. Baseline numerical models were developed with compositional grading based on GDOES data. Calculations were compared to JV, QE, and CV measurements. Cells with lower sodium content exhibited higher gallium content and poor performance due to increased recombination. Similar but slightly lower efficiencies were observed for Zn(O,S) buffer cells compared CdS buffer cells. Results indicate that a highly doped p-type layer near the CIGS/buffer interface and graded defect profiles play important roles in accounting for the data.
I. INTRODUCTION
The performance of three types of Cu(In,Ga)Se2 (CIGS) photovoltaic cells are compared to study the effects of two different buffer layers [CdS and Zn(O,S)] and sodium content (derived from the substrate glass, in this case). In particular, these cells will eventually be used in a comparative study of metastability due of light/heat stress. This work focuses on the initial performance and establishment of baseline numerical models which will then be employed in the metastability study.
All three cell types utilize soda-lime glass substrate with Molybdenum back contacts. The distinguishing features of each type are as follows: Type 1 -typical with CdS buffer layer; Type 2 -same as Type 1 but with sodium barrier at the back contact; and Type 3 -same as Type 1 but with Zn(O,S) buffer layer instead of CdS. None of the cells were subjected to post-deposition alkali treatment.
CIGS devices with Zn(O,S) buffers have exhibited efficiencies comparable to those with CdS [1] - [3] . In addition to avoidance of toxic Cd, an advantage of using Zn(O,S) is its larger band gap (2.7-3.8 eV compared to 2.4 eV for CdS) resulting in greater absorption of blue light. However, as shown here, that can be offset by greater front reflection and lower open-circuit voltage (Voc). In addition to optics, the choice of buffer can also affect the electronic properties in the CIGS layer. Concentrations of acceptor doping and deep recombination centers in CIGS were found to increase with decreasing Cu content, more so for Zn(O,S) than CdS [1] .
Introducing alkali elements appears to be essential for high performance CIGS devices. It has been reported that sodium increases carrier density [4] , decreases recombination, hinders In/Ga interdiffusion (allowing a steeper Ga gradient), passivates grain boundaries [5] , and increases grain size [6] . Sodium is typically segregated at grain boundaries but is also present in the bulk at lower concentrations [7] .
A compilation of various numerical models of CIGS PV devices in the literature [8] - [10] provide some guidance on the baseline parameter values to employ. Yet, it is not possible to provide a definitive set since there can be significant variations from one device to the next, or even between nominally identical devices. In particular, significant uncertainty remains in how to effectively incorporate defect states (bulk, grain boundary, and interface), the offstoichiometry region near the absorber/buffer interface (sometimes referred to as ordered vacancy compound, OVC), and the effects of alkali elements within these models. Here we compare our numerical calculations of JV, QE, and, CV to our data for three types of cells to establish a suitable set of parameters.
II. DEVICE FABRICATION
Three sample types were prepared for initial evaluation: Type 1 (standard), Type 2 (reduced sodium), and Type 3 (Cdfree buffer). Schematic diagrams of the layer stacks are illustrated in Fig. 1 . The soda lime glass substrate was cut, labelled, and cleaned prior to further processing. Type 2 samples had a sputtered AlOx-AlN barrier layer to reduce the diffusion of sodium from the substrate. The molybdenum back contact layer was sputtered in an inline process for all samples in the same run. The subsequent CIGS layer was deposited in an inline coevaporation process and all samples were in the same CIGS run. The buffer layers were deposited in batches by chemical bath deposition (CBD) according to standard procedures for CdS and Zn(O,S). The bufferwindow stack for Types 1 and 2 samples was CBD CdS followed by sputtered undoped ZnO and Al-doped ZnO layers. For Type 3 we applied CBD Zn(O,S) with sputtered ZnMgO and Al-doped ZnO. The cells were completed with NiAlNi grid contacts and the cell separation was by mechanical scribing. Each substrate contained 10 solar cell test structures.
Cell Types 1 and 3 have nominally the same CIGS layer, grown under the same conditions. While processed simultaneously with the Type 1 and Type 3 samples, the Type 2 CIGS layer was grown under reduced sodium conditions, which e.g. influences the gallium gradient. The barrier applied in Type 2 cells was not as effective as had been demonstrated by previous tests. However, the expected trends of reduced efficiency and a flatter gallium gradient are apparent. 
III. CHARACTERIZATION METHODOLOGY
JV and CV voltage sweeps were performed via a 4-probe setup, with typical DC bias voltage, VDC = -0.5 to 0.8 V. J-V measurements were taken with a Keithley 2400 source measure unit (SMU), while CV measurements were performed via the use of a Solartron SI 1260 A impedance analyzer. JV measurements were conducted using an ATLAS XXL+ chamber under dry conditions (< 15% relative humidity), AM1.5 G spectrum and 1000 W/m 2 illumination (Xe bulb source with spectral filters). Solartron 1260A is a combination frequency generator and impedance analyzer, which determines electrical device measurements of impedance magnitude |Z| and phase angle ș, using an AC rms voltage = 0.1 V, and frequency = 100 KHz, and then uses this information to determine capacitance based on a model described in more detail below. For CV measurements, the peak-to-peak AC voltage (VAC,pp) = 0.28 V. Cell temperature was monitored using a resistance temperature detector (RTD), which was placed on the device surface to monitor the temperature. Temperature control of cells at or near 25 °C was provided by a Julabo recirculating water chiller/heater.
Space charge width W, and the CIGS carrier density profile NCV(V) are respectively calculated using,
where İ = 13.6İ0 (İ0 = 8.85x10 -12 F/m), CDUT is the capacitance of the device under test (i.e. solar cell), A represents the area of the cell (0.5 cm 2 ), and V is the DC voltage bias. Dark measurements of NCV were taken using a 2 point (W,V) fit. The equivalent capacitance circuit model, used to derive CDUT is shown in Fig. 2 , and has been described in further detail elsewhere [11] , [12] . In Fig. 2 , RDUT is the solar cell resistance, CDUT is the solar cell capacitance, Cs is the stray capacitance, Rs is the circuit series resistance and Lstray is the stray inductance. This model assumes that capacitance is based on the primary CIGS/buffer junction, and is justified by the absence of rollover in the JV curves (for V = -0.5 to 0.8 V, and T 300 °K) [13] . The equivalent circuit impedance Z is hence given by,
with Z = 2Sf (f is frequency) and where Z can be written in terms of a phase angle theta and impedance magnitude,
IV. MODELING AND BASELINE PARAMETERS Semiconductor device simulation entails solving the Poisson equation for the electric potential, and the current continuity equations for the electron and hole concentrations. The set of coupled equations was solved using the finite element method with COMSOL Multiphysics® software. Our models include 2D/3D geometries such that the electronic properties of grain boundaries, surfaces, and grain interiors can be specified independently. In the present study, the models were restricted to one dimension to capture the broad features of each cell type. Other physical processes can be added, such as diffusion, defect kinetics, and optics.
The pertinent fixed baseline parameter values are provided in Table I [8]- [10] . Glow-discharge optical emission spectroscopy (GDOES) measurements provided the Ga/(Ga+In) (GGI) profile which was converted to band gap, Eg, and electron affinity, F, profiles in CIGS using [14] , Fig. 3 . Types 1 and 3 exhibited very similar GGI profiles while that of Type 2 (low sodium) was distinctly higher, resulting in a slightly larger band gap and lower electron affinity. Experimental evidence [14] , [15] suggests that a copperpoor ordered vacancy compound (OVC) layer exists at the CIGS/buffer interface. Although the nature of the OVC is unclear, we incorporated a 100 nm thick layer of high p-type doping to help account for our CV data in forward bias. The acceptor concentrations in the OVC were 5.5x10 16 cm -3 , 5.5x10 16 cm -3 , and 4.5x10 16 cm -3 for cell Types 1, 2, and 3, respectively. Given the uncertainty, we assumed that the OVC layer had all other properties identical to the neighboring CIGS layer.
A compilation of experimental evidence [16] - [20] also indicates that significant defect states are present throughout the band gap and the absorber is highly compensated p-type. To capture the important effects, the models included three discrete defect energy levels in the bulk CIGS layer to represent a continuous density of states, as shown in Fig. 4 . The shallow band tails are represented by shallow donor and acceptor states with concentrations on the order of 10 18 cm -3 to achieve a 95-99% compensation with a net acceptor (p-type) concentration of NA,net ~ 10 15 -10 16 cm -3 . Shallow donors and acceptors were at energy levels of 0.05 eV from their respective bands with capture cross-sections of 10 -15 cm 2 . Defect states also varied with depth in the models to account for our CV data and other corroborative reports of doping profiles [9] , [16] . We maintained a constant shallow acceptor concentration, NA (see Table II ), and the shallow donor concentration, ND, was a graded function with a lower concentration ND,b from the back contact to near the depletion region, then increasing to ND,f near the OVC layer. Thus, the CIGS layer was more compensated in the depletion region. This approach accounted for the CV data over a broad voltage range, as shown in Sec. III.
Note that the net acceptor concentration depended on both the ND and Nt since they were both donor type defects in our models; NA,net ~ NA -ND -Nt.
With the fixed values given in Table I , the CIGS layer defect concentrations ND and Nt (see Fig. 4 ) were varied to simultaneously fit the JV, QE, and CV data for all three types 
V. RESULTS AND DISCUSSION
Comparison of measured and calculated performance metrics extracted from JV curves are shown in Table III . The data includes ten cells of each type and the mean +/-one standard deviation is given for each metric. Type 1 exhibited the highest mean efficiency, with some statistical overlap with Type 3 [Zn(O,S) buffer] and a clear advantage in Voc. Type 2 (low sodium) clearly had the worst performance mostly due to lower Voc and fill factor (FF), and a slightly lower short circuit current density (Jsc). The simulation results correspond to the data within 10% for every metric. FF was the most challenging metric to account for in the models because the doping profiles implied by the CV data (shown below) resulted in a detrimental FF effect.
The QE data for each cell type along with model calculations are shown in Fig. 5 . Enhanced blue light absorption enabled by the Zn(O,S) buffer of the Type 3 cell is evident, as is its higher reflectivity over the entire spectrum. Types 1 and 2 have similar QE spectra, but Type 2 suffers from increasingly poor collection as wavelength increases. The slightly lower band gap of Type 2 is barely noticeable at a wavelength of about 1060 nm. The oscillations in QE were not captured by the optical model used here because it did not account for interference effects. Capacitance measurements are summarized in Figs. 6 and 7. All of the NCV versus depletion width results shown in Fig. 6 exhibit the typical bowl-shaped curve that is usually observed for CIGS devices [16] . There are contradicting views on whether that can be attributed to a real spatial variation in doping or if it is an artifact caused by the presence of certain defect levels and a back contact barrier. Here we presume that it is an actual net doping profile in accordance with the concentrations listed in Table II . This approach results in a reasonable agreement between all of our data and models. Fig. 6 indicates that the doping profiles for cell Types 1 and 2 are nearly identical with minimum NCV = 4x10 15 at a greater depth than Types 1 and 2. In all three cases, the concentrations approach 10 17 cm -3 near the front of the device and 5x10 16 cm -3 toward the back. The Mott-Schottky plot in Fig. 7 shows three distinct doping regions; two regions of higher apparent doping at reverse and high forward bias, and a This indicates that Type 2 experienced significantly higher saturation current without a difference in the net charge distribution. Simply adding mid-gap defects as recombination centers to Type 2 models does reduce Voc but it also significantly alters the doping profile. In order to match the JV, QE, and CV data simultaneously for Type 1 and 2 cells, it was necessary to assume a transfer of defects from shallow donors to mid-gap states such that net space charge remained unchanged while recombination increased.
One possibility for the increased recombination in Type 2 cells consistent with the modeling is related to the increased Ga content (GGI) near the heterojunction, as shown in Fig. 3 . The higher GGI leads to a larger band gap and lower electron affinity, which shifts shallow donor states associated with In or Ga antisite defects on Cu sites to deep defects below the conduction band edge. In addition, the low Na content of the Type 2 cells does not take advantage of likely mid-gap defect passivation associated either with Na on Cu sites in the bulk binding with Se vacancies, or Na in the grain boundaries passivating dangling bond states. Subsequent studies will include the effects of grain boundaries.
VI. SUMMARY
A comparison of three types of CIGS solar cell devices (with variable Na content and buffer layers) was presented along with baseline numerical models. Bandgap and electron affinity grading were based on GDOES measurements of elemental distributions. Charge distribution in real space and energy space played important roles in simultaneously explaining measured JV, QE and CV data for all three cell types. It was observed that incorporation of Na reduced recombination, resulting in improved performance, without significantly altering the doping profile. Replacement of the CdS buffer with Zn(O,S) resulted in higher Jsc with, however, lower QE in the longer wavelength region and lower Voc. Further investigations are underway to fully understand the effects of these process differences on light-soaking behavior.
