We use an analogue of Karoubi's construction in the motivic situation to give some cohomology operations in motivic cohomology. We prove many properties of these operations, and we show that they coincide, up to some nonzero constants, with the reduced power operations in motivic cohomology originally constructed by Voevodsky. The relation of our construction to Voevodsky's is, roughly speaking, that of a fixed point set to its associated homotopy fixed point set.
where β: K(Z/l, * , * ) → K(Z/l, * + 1, * ) represents the Bockstein homomorphism associated to the exact sequence of coefficients 0 → Z/l ·l −→ Z/l 2 → Z/l → 0.
(3) D 0 = id: K(Z/l, 2n, n) → K(Z/l, 2n, n), and D n(l−1) = P: K(Z/l, 2n, n) → K(Z/l, 2nl, nl), where P is the lth cup product power (1.1) .
(4) For i not a multiple of (l − 1), D i = 0 and thus E i = 0 by the conclusion of part 2. Up to nonzero constants in Z/l,
where the P j are the reduced power operations of Voevodsky [12] .
The proof of this main theorem occupies most of the paper. In Section 2 we give some preliminaries. The proof of part 1 is done in Sections 3, 4 and 5 (see Theorem 5.8) , part 2 in Section 6 (see Theorem 6.3), part 3 in Section 7 (see Theorems 7.1 and 7.2) and part 4 in Section 8 (see Theorem 8.4 ).
As will be seen in Section 8, the relation of our construction to Voevodsky's is, roughly speaking, that of a fixed point set to its associated homotopy fixed point set.
Let SmCor(k) be the category of finite correspondences, whose objects are smooth schemes over k and whose morphisms from X to Y are finite correspondences, i.e., algebraic cycles on X × Y which are finite and surjective over a component of X. SmCor(k) is an additive category. An additive contravariant functor from SmCor(k) to the category of abelian groups is called a presheaf with transfers. There is a natural functor Sm/k → SmCor(k), which is the identity on objects and which sends a morphism f : X → Y to its graph Γ f ⊂ X × Y. Therefore we can regard a presheaf with transfers as a presheaf of abelian groups on Sm/k. If the corresponding presheaf happens to be a Nisnevich sheaf, we will then call the presheaf with transfers a Nisnevich sheaf with transfers. We denote the category of Nisnevich sheaves with transfers by Shv Nis (SmCor(k) ).
For a scheme X of finite type over k, there are two naturally associated Nisnevich sheaves with transfers: Z tr (X) and z equi (X, 0). By definition, for any smooth scheme U ∈ Sm/k, Z tr (X)(U) is the abelian group of algebraic cycles on U × X which are finite and surjective over a component of U, and z equi (X, 0)(U) is the abelian group of algebraic cycles on U × X which are equidimensional of relative dimension 0 (quasi-finite) and dominant over a component of U. It can be checked that both Z tr (X) and z equi (X, 0) are Nisnevich sheaves with transfers. When X is complete, clearly Z tr (X) = z equi (X, 0). Both Z tr (X) and z equi (X, 0), being Nisnevich sheaves, have well defined pullbacks for an arbitrary morphism f : U → U, and we denote the pullbacks by Cycl( f ).
Actually, one has the following two functors where Sch/k is the category of schemes of finite type over k and morphisms, and Sch prop /k is the category of schemes of finite type over k and proper morphisms.
In general, for a scheme X ∈ Sch/k, one defines a Nisnevich sheaf with transfers z equi (X, r) for any integer r ≥ 0 as follows. For a smooth scheme U ∈ Sm/k, z equi (X, r)(U) is defined to be the abelian group of algebraic cycles on U × X which are equidimensional of relative dimension r and dominant over a component of U. If f : Y → X is a flat equidimensional morphism of relative dimension n, then flat pullback of cycles gives a morphism f * : z equi (X, 0) → z equi (Y, n). (2.2) In the particular case that ı: U → X is an open embedding, we usually denote the pullback ı * by r: z equi (X, 0) → z equi (U, 0) (2.3) and call it the restriction map.
In this paper we will mainly deal with z equi (X, 0). Therefore for simplicity of notation we write z(X) for it. For an abelian group A, z A equi (X, 0) = z equi (X, 0) ⊗ A is the sheaf of equidimensional cycles with coefficients in A, and again we write z A (X) for short.
Shv Nis (SmCor(k)) is an abelian category [10, Theorem 3.1.4]. We will denote its derived category of bounded from above complexes of Nisnevich sheaves with transfers by D − (Shv Nis (SmCor(k))).
A presheaf with transfers F is called homotopy invariant if for any X ∈ Sm/k, the natural map F(X) → F(X × A 1 ) induced by the projection X × A 1 → X is an isomorphism. A Nisnevich sheaf with transfers is called homotopy invariant if it is homotopy invariant as a presheaf with transfers.
The category of (effective) motivic complexes DM eff − (k), DM for short, is defined to be the full subcategory of D − (Shv Nis (SmCor(k))), which consists of all complexes with homotopy invariant cohomology sheaves. DM is a tensor triangulated category, with tensor product induced by the product of schemes.
For a presheaf with transfers F, one defines its singular complex C * F as follows. Let ∆ • be the standard cosimplicial objects in Sm/k with ∆ n = Spec(k[x 0 , x 1 , . . . , x n ]/ x i = 1) and the standard coface and codegeneracy maps. One defines C n F by specifying
for a smooth scheme U. The differential in C * F is defined to be the alternating sum of the face maps. The cohomology presheaves of C * F are homotopy invariant, and so are their Nisnevich sheafification [10, Lemma 3.2.1]. Therefore C * F ∈ DM for a Nisnevich sheaf with transfers F.
In particular, for a scheme X of finite type over k, one defines its motive M(X) and motive with compact support M c (X) in DM as M(X) = C * Z tr (X), M c (X) = C * z(X).
When X is complete, clearly M(X) = M c (X). In view of (2.1), one has the following functorial properties: There are several equivalent definitions of the motivic complexes Z(n) (whose shifts are also called Tate motives when considered as objects in DM). The one most relevant to us is the following natural isomorphism [11] a n : Z(n)[2n] ∼ = −→ C * z(A n ) = M c (A n ). (2.5) In DM, motivic cohomology is represented by Tate motives: for a scheme X of finite type over k H j,i (X) = Hom DM (M(X), Z(i) [ j] ). (2.6) Dually, Borel-Moore motivic homology is defined by H BM j,i (X) = Hom DM (Z(i) [ j] , M c (X)). (2.7)
In the remaining part of this section before we start to discuss the A 1homotopy category, we suppose that k is a field which admits resolution of singularities, since the results below are only proved at the moment under this condition.
If k is a field which admits resolution of singularities, then motives with compact support have the following tensor structure for product of schemes (see [10, Proposition 4.1.7] ):
The following localization distinguished triangle is of particular importance to our later computations. PROPOSITION 2.1. [10, Proposition 4.1.5] Suppose that k is a field which admits resolution of singularities, X is a scheme of finite type over k and Z is a closed subscheme of X. Then we have a canonical distinguished triangle of the form
The proof of this proposition uses a natural isomorphism induced from restriction
In particular, suppose that a non-complete variety X has a compactification X with complement X ∞ :
Then there is a natural isomorphism induced from restriction
The following result is a basic tool for us to produce maps to motives with compact support. 
and these morphisms satisfy all the standard properties of the contravariant functoriality of algebraic cycles.
Proof. We apply the C * functor to (2.2) and get a morphism
[10, Proposition 4.2.8] asserts a canonical isomorphism (2.11) where the right hand side is an internal Hom object in DM. The composition of the above two morphism is
is the map that we are after.
Suppose that X is a scheme of finite type over k of dimension n. Consider the structure morphism p: X → Spec(k). Then using Proposition 2.2, one defines the fundamental class of X as the morphism cl X := p * : Z(n)[2n] → M c (X), (2.12) which in view of (2.7) represents a Borel-Moore homology class in H BM 2n,n (X). More generally, if : Y → X is a subvariety of dimension m, then the following composition
where the first arrow is the fundamental class of Y and the second arrow is induced by the closed embedding  using (2.4), represents the fundamental class of Y in X as a Borel-Moore homology class in H BM 2m,m (X). As a special case of (2.12), one has the following fundamental class of A n cl A n :
which is an isomorphism and which is the same as (2.5).
We have the following two simple results about fundamental classes. LEMMA 2.3. Suppose that both Y and X are schemes of dimension n over k, and one has a flat morphism f : Y → X of relative dimension 0 (e.g. an open embedding), i.e., one has the following diagram
where the p's are structure morphisms. Then there is the following commutative diagram
Proof. This follows from the contravariant functoriality of the map in Proposition 2.2 for flat morphisms. LEMMA 2.4. Suppose that both Y and X are schemes of dimension n over k, and one has a proper morphism f : Y → X, i.e., one has the following diagram
where the p's are structure morphisms. Suppose that the degree of f : Y → X is d, which is the degree of function field extension. Then there is the following
where ·d is multiplication by d.
Proof. Under the proper pushforward of cycles by f , the cycle Y is mapped to the d multiple of the cycle X. Now let's introduce a version of the projective bundle formula for motives with compact support. Suppose that π: E → X is a vector bundle of rank n. In view of Proposition 2.2, one has a natural morphism
The map π * in (2.15) has the following simple functorial properties. LEMMA 2.5. Let f : Y → X be a morphism of schemes, and π: E → X a vector bundle over X of rank n. Let f * (E) be the pullback vector bundle on Y, i.e., we have the following Cartesian diagram
If f is proper, and therefore so is g, then one has the following commutative diagram where the vertical morphisms are as in (2. 15), f * and g * are the induced maps on motives with compact support by the properness of f and g.
On the other hand, if f is flat of relative dimension 0, and therefore so is g, then one has the following commutative diagram
where f * and g * are the induced maps on motives with compact support by the flatness of f and g.
Proof. One has the following commutative diagram on the cycle level We have the following version of the projective bundle formula: THEOREM 2.6. Suppose that k admits resolution of singularities. The map π * in (2.15) is an isomorphism.
Proof. Let ı: U → X be an open subscheme such that E| U is trivial. Let : Y = X − U → X be the closed complement. Consider the following diagram of localization distinguished triangles (2.9):
The commutativity of the above diagram follows from Lemma 2.5.
Since E| U ∼ = U × A n is trivial, the last vertical arrow
is an isomorphism by (2.14) and (2.8) . Then an induction on the dimension of X and the five lemma complete the proof. Now let's start to review the A 1 -homotopy theory H A 1 • (k) (for now removing the assumption that k admits resolution of singularities). We start with the category sShv Nis,• (Sm/k) of simplicial Nisnevich sheaves of pointed sets over Sm/k. A Nisnevich sheaf is always identified to its associated constant simplicial sheaf, i.e., all the terms of the simplicial sheaf are the given sheaf and all the face and degeneracy maps are the identities.
is the successive localization of sShv Nis,• (Sm/k) with respect to the classes of simplicial weak equivalences and A 1 -weak equivalences (see [5, 9, 1] for more details).
For an abelian group A, let K(A, j, i) be the simplicial abelian sheaf corresponding to the complex A(i) [ 
where X is a smooth scheme and X + is regarded in H A 1 • (k) as the constant simplicial representable sheaf associated to X with a disjoint base point.
We can choose a model of the motivic Eilenberg-MacLane space K(A, 2n, n) as
in view of (2.5). In addition, by [1, Lemma 2.5.2], we have a natural A 1 -weak equivalence
where z A (A n ) on the left hand side is considered to be a complex concentrated at dimension 0. It is easy to see by the construction of K in the Dold-Kan correspondence that K(z A (A n )) is the constant simplicial sheaf at z A (A n ). Therefore we have the following nice model for K(A, 2n, n) as
Because of the representability (2.19) of motivic cohomology by Eilenberg-MacLane spaces in the A 1 -homotopy category H A 1 • (k), motivic cohomology operations are the same as morphisms between corresponding Eilenberg-MacLane spaces in this category.
Actually our construction will map the above model z Z/l (A n ) of K(Z/l, 2n, n) to various Eilenberg-MacLane spaces of other dimensions by performing some geometric constructions on it. 3. The total reduced power operation. In this section, we work with an arbitrary coefficient ring R, and the ones of interest to us are Z/l and Z. We omit the coefficient ring from our notation for simplicity.
Let's start with our model of the motivic Eilenberg-MacLane space K(2n, n) as z(A n ) (2.20). Consider the lth cup product power operation
which is represented by the lth fiber product power of cycles
In more detail, for a smooth scheme U and a cycle Z ∈ z(A n )(U), write Z = n i Z i , where n i ∈ R and the Z i are closed and irreducible subschemes of U ×A n , which are equidimensional of relative dimension 0 over U. Then
It is easy to see that P(Z) ∈ z(A nl )(U). Note that the map P is not linear, i.e., P is a morphism in the category of sheaves of sets but not of R modules. Figure 1 illustrates the map P (3.1) when l = 2 and Z is an irreducible subscheme. The symmetric group S l acts on A nl by permuting the l copies of A n , and in particular the cyclic group C l acts on A nl by cyclically permuting the l copies. This naturally induces an action of S l , and in particular of C l , on z(A nl ) by functoriality. The important thing for us is that the above map (3.1) factorizes as
where (−) C l stands for the fixed point set under the C l action on the sheaf level, and j is the natural inclusion map. More precisely, z(A nl ) C l is the Nisnevich sheaf whose value on a smooth scheme U is the subgroup of cycles in z(A nl )(U) which are invariant under the C l action on U × A nl as the product of the trivial action on U and the cyclic permutation on A nl . Concretely an algebraic cycle Z ∈ z(A nl )(U) is invariant if and only if all its fibers over points of U, as linear combinations of points in A nl , are invariant under the C l action on A nl . From this we see that z(A nl ) C l is still a presheaf (pullbacks of invariant cycles are invariant). Actually it is a Nisnevich sheaf with transfers as one can easily check. Furthermore the image of P lies in the similarly defined fixed point set z(A nl ) S l by the whole symmetric group.
We call the map
the total reduced power operation. Our task is to analyze the homotopy type of z(A nl ) C l in the A 1 -homotopy category H A 1 • (k). One important feature of the C l action on A nl when l is a prime is its semifreeness. The diagonal of A nl , denoted by A n , is the fixed point set, and on the complement, A nl − A n , the action is free.
Using the functorialities (2.1) and (2.3), one has the following exact sequence of sheaves
where the inclusion ∆ is induced by the closed embedding of the diagonal A n in A nl , and the restriction r is induced by the open embedding of the complement A nl − A n in A nl , as illustrated in Figure 2 . PROPOSITION 3.1. Let k be a field which admits resolution of singularities. We have a distinguished triangle in DM
Proof. The proof is an analogue of [2, Theorem 5.11] , except that we have to take care of the group action here. We write out all the detail for the convenience of the reader. The exact sequence (3.4) clearly induces the following diagram with the row as a distinguished triangle in DM
To prove the proposition, we only need to prove that C * r is a quasi-isomorphism,
is acyclic, i.e., quasi-isomorphic to zero. First let's recall the following criterion for acyclicity. In view of this criterion, it suffices to show that for any smooth scheme U over k and a closed integral
By the platification theorem (see [8, Theorem 2.2.3] and [6] ), there is a blow-
and the fibers added when taking the closure are all supported on the diagonal A n , which is the fixed point set under the C l action.
Due to the freeness of the action of C l on A nl − A n , we have the following canonical mutually inverse isomorphisms
where π * is the flat pullback whose image is obviously invariant, and π * is the reduced pushforward, i.e., for
The situation when l = 2 is illustrated in Figure 3 .
Following the language of Karoubi [4] , we call (A nl − A n )/C l the lth normalized cyclic product of A n , and sometimes denote it by CP + l (A n ). In the next section, we will compute the motive type of
Together with (3.6) and (3.5), we are able to analyze the motive type of
The motive type of C * z Z/l (A nl ) C l for Z/l coefficients can then be easily deduced. This then determines the homotopy type of z Z/l (A nl ) C l . We will see that z Z/l (A nl ) C l has the desired homotopy type to be the target of the total reduced power operation (3.3).
Lens spaces.
From now on we assume that k admits resolution of singularities to be able to use the tools described in Section 2 and Proposition 3.1. This condition at the moment means that char(k) = 0. We furthermore assume that k contains a primitive lth root of unity ζ to simplify our exposition. Note that under the condition that l = char(k), this assumption doesn't constitute a real restriction, and can always be achieved by passing to a separable extension of k of degree prime to l. Transfer arguments show that this doesn't affect considerations for motivic cohomology with Z/l coefficients, which is the main subject in this paper. Under this assumption we have an isomorphism between the cyclic group C l and µ l , the group of lth roots of unity in k, which sends 1 ∈ Z/l = C l to ζ ∈ µ l . Note that µ l has a standard representation on A 1 , denoted by ρ, where ζ ∈ µ l acts as z → ζ · z for z ∈ A 1 .
Under the assumption of the existence of ζ, it is clear that if one chooses a suitable basis of A nl , the action of C l on A nl by cyclically permuting the l copies of A n can be written as a direct sum id ⊕ ρ ⊕ ρ 2 ⊕ · · · ⊕ ρ l−1 . Here id is the trivial action, the action ρ is interpreted through the isomorphism of C l to µ l , ρ i is the ith tensor product of ρ where ζ ∈ µ l acts as z → ζ i · z, and for notational simplicity we have written ρ i for n ρ i ⊕ · · · ⊕ ρ i , which acts on a copy of A n .
Therefore under this new basis, we can rewrite our normalized cyclic product as
where C l acts freely on A n(l−1) − {0}.
By our model of the Tate motives (2.5) and the tensor structure of motives with compact support (2.8), we have the following sequence of isomorphisms
. This is a special case of the following general considerations. Suppose that µ l acts on A m as a direct sum of nontrivial irreducible representations ρ The space A m has the following natural filtration
where A i is the subspace of points with the last (m − i) coordinates zero. This induces a filtration on A m − {0}
and a filtration on L m
be the natural projection. We also denote the complement of L m−1 in L m by U m :
We will often use the notation A * :
The main result of this section is the following theorem.
We will prove this theorem by induction. To study the case m = 1, we first establish the following result.
There is a canonical isomorphism
One has the following two natural isomorphisms:
(1)
. (Also the above isomorphism can be seen from the following distinguished triangle
which has the form
(2) Considering the natural compactification P 1 of A 1 −{0} with complement {0, ∞} and using (2.10), one has a natural isomorphism
Let's fix an automorphism
Let ı 1 : (A 1 , {0, 1}) → (P 1 , {0, 1}) be the natural inclusion, and
the composition. Abusing notation, we also denote the induced morphism after applying C * Z tr (−) by ı 1 :
Then we define s 1 as the composition
Now we want to prove the morphism
constructed above is an isomorphism.
Consider the following diagram of distinguished triangles
Here the second row is the localization distinguished triangle (2.9) associated to the embeddings
The maps in the first row are the natural ones: 0, inclusion and projection. The first two vertical maps are induced by the fundamental classes of the point 0 ∈ A 1 and A 1 , and they are known to be isomorphisms (2.14). Now we want to show that the diagram commutes. The commutativity of the first square is clear, and the commutativity of the second one follows from Lemma 2.3. Thus we only need to prove the commutativity of the third square on the Z(0) [1] factor. By our construction,
Since any two points on P 1 are rationally equivalent, the kernel in the last map is equivalent to C * Z tr ({0}) [1] = M c ({0}) [1] , and the natural map from Z(0) [1] to it is given by the fundamental class of {0} shifted by [1] . Now we conclude by the five lemma. 
where a ∈ k * . In view of Proposition 4.2, the Hom set Hom(Z(0) [1] , M c (A 1 − {0})) has a factor Hom(Z(0) [1] , Z(1)[2]) = H 1,1 (k) = k * . The a in (4.5) realizes this factor.
We now prove the m = 1 case of Theorem 4.1 in the following lemma. 
Furthermore, one has the following two commutative diagrams
Proof. We define
as the fundamental class of L 1 .
Under this identification, the above defined 0 f 1 and 1 f 1 become s 1 and cl in Proposition 4.2. Therefore f 1 is an isomorphism.
The commutativity of the diagram (4.6) on the Z(0) [1] factor is by the definition of 0 f 1 (4.8) , and that on the Z(1) [2] factor is by Lemma 2.4 since π:
The commutativity of the diagram (4.7) follows from (4.6) since one has π * • π * = ( · l) ⊕ ( · l).
Since U m is a vector bundle of rank (m − 1) over (A 1 − {0})/µ l , one has the following canonical isomorphism
is an analogue of f 1 in Lemma 4.4, and the last isomorphism is by the projective bundle formula, Theorem 2.6. Now let's start to prove Theorem 4.1.
Proof of Theorem 4.1. For notational simplicity, we often denote the left hand side of (4.2) by F m . We denote the ith component of f m on the ith summand of F m (in the order in (4.2) with the first one as the 0th) by i f m .
For a general dimension m, we always define the last component m f m by the fundamental class of L m (2.12), i.e.,
To define the other components of f m , one actually needs an induction procedure, which we start now.
The case when m = 1 has been discussed in Lemma 4.4. Now we assume that
has been canonically defined and is an isomorphism.
Using the natural morphism :
With m f m defined by the fundamental class (4.10), we only need to define
To this end, we need to use the following two distinguished triangles:
which is the Bockstein distinguished triangle, and
which is the localization distinguished triangle (2.9) associated to
We consider the following diagram of long exact sequences of Hom groups in the category DM (to fit the rather big diagram in the paper, we use the following shorthand notation: H for Hom, {} for (m − 1)[2m − 2], and c L m−1 for M c (L m−1 ) etc. (apology for the notation)):
We have the following two explicit morphisms:
which is the fundamental class of L m−1 , and
which is defined in (4.10).
The following proposition gives the map m−1 f m in (4.13).
In addition, one has
) is the fundamental class of L m−1 (shifted by 1). This is equivalent to the commutativity of the following diagram
To prove this, we first give the following general case of Proposition 4.2 for a general dimension m. 
The proof of s m ⊕ cl being an isomorphism is almost the same as that for Proposition 4.2. We don't repeat here.
Consider the following diagram of embeddings
where the vertical arrows are the quotient maps. By (2.9), the diagram (4.19) gives a diagram of localization distinguished triangles (4.20)
We can analyze the first row in (4.20) by considering the following diagram of distinguished triangles [1] .
(4.21)
Here the first row of distinguished triangle is a natural one consisting of inclusions and projections, and the vertical maps are those from Proposition 4.6 (the third one is by the tensor product structure (2.8) and Proposition 4.2). It can be seen that the diagram (4.21) is commutative and is a natural isomorphism of distinguished triangles. Now consider the following diagram of the boundary maps of (4.20) with the natural maps from the Tate motive Z(m − 1)[2m − 2]:
The left square of (4.22) is commutative by the following commutative diagram
where the first square commutes by (4.6), and the second by (2.17), since 
which satisfies (4.15). Now we want to prove (4.16) for the above chosen m−1 f m . This is equivalent to the commutativity of the second square in the following diagram:
We know that the third square commutes by (4.15). By the theory of triangulated categories, there exists a map ψ: Z(m − 1)[2m − 2] → M c (L m−1 ) for the second vertical arrow which makes both the first and the second squares commute. If we use cl L m−1 for the second vertical arrow, the first square commutes by (4.17). By our induction hypothesis (4.11), we see that
generated by cl L m−1 . Therefore ψ must be cl L m−1 to make the first square commute. Therefore cl L m−1 makes the second square commute, which proves (4.16).
Remark 4.7. One can directly check that l( * (cl L m−1 )) = 0, which is implied by (4.16) . That is, we want to show the composition in the following diagram
·l y y is zero. The above diagram can be embedded in the following one Now we want to prove that the above defined morphism
is an isomorphism.
where the third vertical morphism is that in (4.10). Besides natural inclusions and projections, the only nontrivial maps in the first row consist of The commutativity of the third square on Z(m − 1)[2m − 1] has been shown in (4.17 ).
Since f m−1 and (s ⊕ cl) are isomorphisms by the induction hypothesis (4.11) and (4.10), we conclude that f m is an isomorphism by the five lemma. 
We denote the first component of the above map by
We denote the left hand side of (4.24) by H.
to be the compositions of h −1 with the natural projections.
The total fixed point set.
In this section, we want to study the motive type of C * z(A nl ) C l using the distinguished triangle (3.5) and Corollary 4.8. The method we use is very similar to that in the proof of Theorem 4.1.
First of all, let's define a morphism g = (g n , g >n ):
is defined as follows.
We consider the Bockstein distinguished triangle
and the distinguished triangle (3.5)
Again, we have the following diagram of long exact sequences of Hom groups in DM, where we use shorthand notation such as H for Hom, Z(n] for Z(n)[2n], A n for C * z(A n ), A nlC for C * z(A nl ) C l and A (nl−n)C for C * z(A nl − A n ) C l . (Apology again for the notation.)
which is the inverse of (2.14), and
which is as in (4.27).
The following proposition gives the map g n in (5.3), and it is very similar to Proposition 4.5.
Proof. First we want to show that
is what we had in (4.27) (shifted by [ − 1]). This is equivalent to the commutativity of
is a splitting of h −1 n , the above commutativity, after shifting by [1] , is equivalent to that of the following diagram
First consider the following diagram of distinguished triangles
where the morphisms in the first row consist of 0, inclusion and projection, the second row is a natural localization distinguished triangle (2.9), and the vertical maps are fundamental classes (the third one uses (2.8) and Proposition 4.6). It can be seen that the above diagram is commutative and is a natural isomorphism of distinguished triangles. Now consider the following diagram of distinguished triangles
where the vertical arrows are induced by the inclusions j of the fixed point set sheaves into the whole sheaves. Such a diagram exists due to the proof of Proposition 3.1, which is analogous to the proof of the localization distinguished triangle 2.9 (see [2, Theorem 5.11] ). Now let's try to understand the relevant parts of the third square in (5.10) concerning the factor Z(n)[2n + 1]. We get the following diagram
id g g y y y y y y y y y y y
LEMMA 5.2. The left square in (5.11 ) is commutative.
Proof. Under the identification (3.6):
the map C * j in the left square of (5.11) is the same as
The left square commutes by the following diagram
where the composition of the left column is h n (4.25), the composition of the right column is s (5.9). The first square commutes by (4.7), and the rest are obviously commutative.
The back square in (5.11) is commutative by (5.9), and the other squares other than the front one are obviously commutative. Therefore the front square, which is just (5.8) is commutative. (Here we need to consider the composition of the front square with the skew morphism C * z(A n ) [1] id −→ C * z(A n ) [1] .) Thus we have proved (5.7). Therefore in diagram (5.4) ,
Now since we have identified the type of C * z(A nl − A n ) C l in Corollary 4.8, one has the top term in the middle column in (5.4)
By the exactness of the middle column in (5.4), there is a unique
which satisfies (5.5).
Now we want to prove that this g n satisfies (5.6) . This is equivalent to proving the commutativity of the second square in the following diagram
By (5.5) , we see that the first square commutes. By the theory of triangulated categories, there exists a morphism φ: C * z(A nl − A n ) C l → Z(n)[2n + 1] for the third vertical arrow which makes both the second and the third squares commute. If we use h −1 n , the third square commutes by (5.7). By Corollary 4.8, we see
generated by h −1 n . Therefore φ must be h −1 n to make the third square commute. Hence h −1 n makes the second square commute, which proves (5.6).
Remark 5.3. One can directly check that l(r * (h −1 n )) = 0 in diagram (5.4), which is implied by (5.6) . That is, we want to show the composition in the following diagram
The above diagram embeds in the following diagram The upper-right composition is zero by dimensional reason since it factorizes through C * z(A nl ), which is Z(nl)[2nl].
THEOREM 5.4. The morphism constructed above in (5.1) 
Proof. We denote the right hand side of (5.12) by G, and we consider the following diagram of distinguished triangles
where the morphisms in the bottom row are the obvious ones (inclusions and projections) except the following
The first square is commutative by (5.5), the second by (5.6) and definition (5.3), and the third by (5.7).
Since both cl −1 A n (2.14) and h −1 (Corollary 4.8) are isomorphisms, we conclude by the five lemma. Now let's work with Z/l coefficients. Let
with the second term placed at position 0, be a double complex of sheaves with transfers, and hence its total complex is an object in DM. The following natural map
given by
LEMMA 5.5. One has a canonical isomorphism
Furthermore, one has the following commutative diagram
is the Bockstein associated to the exact sequence of abelian groups
The map ·l is zero here. The natural maps
give the isomorphism
The natural coefficient reduction map
.
The composition κ • τ is the direct sum of the following
,
which by definition are λ and β • λ.
COROLLARY 5.6. Notation as in Theorem 4.1. The natural morphism
which by Lemma 5.5 is
is an isomorphism. 
where the τ 's are coefficient reductions.
Now we give an interpretation of the above proposition in the A 1 -homotopy category H A 1
• (k). Recall that in the Dold-Kan correspondence, we have a pair of adjoint equivalence functors N and K between the category of simplicial abelian sheaves and the category of chain complexes of abelian sheaves concentrated in positive dimensions. For a general complex, we need to first apply the good truncation functor at position 0. Let
be the simplicial abelian sheaf corresponding to the motivic complex Z/l(i) [ j] . Then considered as a simplicial sheaf of pointed sets, it serves as the motivic Eilenberg-MacLane space in H A 1 • (k) (see (2.19) ). The functor K respects finite direct sums, i.e., it takes finite direct sums of chain complexes to finite direct sums of simplicial abelian sheaves. The forgetful functor from the category of simplicial abelian sheaves to the category of sheaves of pointed sets takes finite direct sums to products. Therefore using Proposition 5.7, we have a natural isomorphism
By [1, Lemma 2.5.2], we have an A 1 -weak equivalence from K(z Z/l (A nl ) C l ) to K(C * z Z/l (A nl ) C l ), where z Z/l (A nl ) C l is considered to be a complex concentrated at dimension 0. It is easy to see by the construction of K that K(z Z/l (A nl ) C l ) is the constant simplicial sheaf at z Z/l (A nl ) C l . Thus we arrive at the following theorem. This implies that z Z/l (A nl ) C l has the desired homotopy type to be the target for the total reduced power operation (3.3). The above theorem is part 1 of our Main Theorem 1.1.
Similarly, using Theorem 5.4 we also have the following proposition. 
which in the A 1 -homotopy category by Theorem 5.8 is canonically
We introduce the following notation: let
and E i : K(Z/l, 2n, n) → K(Z/l, 2n + 2i + 1, n + i), 0 ≤ i ≤ n(l − 1) − 1 (6.2) denote the components of our total reduced power operation P.
The goal of this section is to prove Theorem 6.3, which is part 2 of our Main Theorem 1.1.
First we want to prove that our operations with Z/l coefficients factorizes through a modified integral version.
Consider the following map l : z(A nl ) → z(A nl ) C l defined as follows. Given a smooth scheme U and a cycle Z ∈ z(A nl )(U), define
where σ(Z) is the image of Z under an element σ ∈ C l . It is clear that l (Z) is invariant under the C l action by its construction and thus is in z(A nl ) C l (U). Denote by z(A nl ) C l /Im(l ) the Nisnevich sheaf associated to the presheaf whose value on a smooth scheme U is z(A nl ) C l (U)/Im(l : z(A nl )(U) → z(A nl ) C l (U)), where the quotient is in the category of abelian groups. LEMMA 6.1. In the A 1 -homotopy category H A 1 • (k), one has a natural isomorphism
where p is the natural projection, the two horizontal isomorphisms g and q are by (5.15 ) and (6.3) , and η on the right vertical arrow is the natural coefficient reduction map.
Proof. Apply the singular complex functor C * and consider the following statement on the motive level corresponding to (6.3):
One has the following natural distinguished triangle
To define the ith component
of q, we study the long exact sequence of Hom groups associated to (6.6)
We pick q i ∈ Hom(C * (z(A nl ) C l /Im(l )), Z/l(i)[2i]) to be the unique element corresponding to g i ∈ Hom(C * z(A nl ) C l , Z/l(i)[2i]), which is the ith component of g in (5.12) . The map C * (l ): C * z(A nl ) → C * z(A nl ) C l can be seen to induce the multiplication by l 2 on the Z(nl)[2nl] factor for the natural motive types (see (2.14), (5.12)). Using a diagram similar to (5.4) , one can define a unique morphism q nl : C * (z(A nl ) C l /Im(l )) → Z/l 2 (nl)[2nl], such that the following diagram is commutative
Then one can conclude that the above constructed q is an isomorphism by a diagram of distinguished triangles and the five lemma similar to the proof of Theorem 5.4. The commutativity of the motive version of (6.4) is clear from our construction of q.
The same analysis as in the three paragraphs before Theorem 5.8, using the functor K in the Dold-Kan correspondence and [1, Lemma 2.5.2], gives our statements on the homotopy category level.
We now want to prove that our total reduced power operation P (3.3) for Z/l coefficients factors through z(A nl ) C l /Im(l ) with Z coefficients. Namely we will show the existence of the following commutative diagram
where τ is the coefficient reduction by l, τ is defined because Im(l ) is reduced to zero.
The proof of the following proposition is similar to that of [12, Proposition 8.1]. PROPOSITION 6.2. The lift ℘ in (6.7) exists.
Proof. Recall first that our total reduced power operation P (3.3) is also defined for Z coefficients, and we have P: z(A n ) → z(A nl ) C l . A cycle in z Z/l (A n )(U) lifts to an integral cycle in z(A n )(U) unique up to a multiple of l. To prove the existence of ℘, we only need to show that for Z 1 , Z 2 ∈ z(A n )(U) such that Z 1 − Z 2 = lW for some W ∈ z(A n )(U), we have P(Z 1 ) − P(Z 2 ) ∈ Im(l ), i.e.,
for some T ∈ z(A nl )(U). Observe that any invariant cycle in z(A nl ) C l (U) divisible by l 2 , say l 2 V with V invariant, is equal to l (V). Because Z l 1 − Z l 2 is invariant, we only need to take care of the terms in Z l 1 − Z l 2 = (Z 2 + lW) l − Z l 2 that are not divisible by l 2 . Such terms are l i Z 2 × · · · × W ith slot × · · · × Z 2 , and it can be written as l (W × Z 2 × · · · × Z 2 ). Now we can prove our result concerning the Bockstein homomorphism.
Proof. We have a natural factorization (see (6.7))
of the coefficient reduction map. Lemma 6.1 says that p induces the identities on the factors K(Z/l, 2i, i) for n ≤ i ≤ nl − 1, and thus τ is the same as τ on these factors. Interpreting Proposition 5.7 in the homotopy category, we see that the ith
and therefore this also holds for τ . Proposition 6.2 gives the following factorization
This proves our theorem.
Basic properties.
In this section, we prove some very basic properties of our operations D i (6.1) and E i (6.2). By the representability of motivic cohomology (2.19), our operations represent the following cohomology operations:
Since our constructions of the D i and E i are through maps between the corresponding motivic Eilenberg-MacLane spaces in the A 1 -homotopy category, these operations are natural with respect to morphisms between schemes (actually any morphism in H A 1 • (k)). THEOREM 7.1. D 0 : K(Z/l, 2n, n) → K(Z/l, 2n, n) is the identity.
Proof. By our construction (see the proof of Proposition 5.1, especially (5.5)), the K(Z/l, 2n, n) factor of z Z/l (A nl ) C l is represented by z Z/l (A n ), the sheaf of equidimensional cycles supported on the diagonal A n of A nl . Suppose Z = n i Z i ∈ z Z/l (A n )(U), where U is a smooth scheme and the Z i are distinct irreducible subschemes. Then
For i 1 , . . . , i l not all equal, Z i 1 × U · · ·× U Z i l must have non-empty intersection with U ×(A nl −A n ) (we assume that the Z i are all distinct). For each i, the fiber product Z i × U · · · × U Z i may be reducible. The following subvariety, denoted by W i , of Z i × U · · ·× U Z i defined by y 1 = · · · = y l , where the y j are the coordinates to the jth A n component of A nl , is obviously isomorphic to Z i under the identification of the diagonal of A nl to A n , and so irreducible. By definition all other irreducible components of Z i × U · · · × U Z i have non-empty intersections with U × (A nl − A n ). The coefficient of the irreducible subvariety W i is the same as the coefficient of
It is well known that n l i = n i in Z/l. Therefore the part of P(Z) supported on the diagonal of A nl is the same as the cycle Z. This completes the proof. THEOREM 7.2. D n(l−1) = P: K(2n, n, Z/l) → K(2nl, nl, Z/l), where P is the lth cup product power operation (3.1) .
Proof. By definition (3.2),
Here
is the natural inclusion of the fixed point set sheaf into the whole sheaf, which in the A 1 -homotopy category by Theorem 5.8 is canonically j:
We now prove that j is isomorphic to the projection to the factor K(Z/l, 2nl, nl).
Let's consider the corresponding map on the motive level
In view of Proposition 5.7, the map C * j canonically has the following form
C * j can be seen to be zero on the factors (Z/l(i)[2i] ⊕ Z/l(i)[2i + 1]) for n ≤ i ≤ nl − 1 by our construction. We now concentrate on the top dimensional factor Z/l(nl) [2nl] . Consider the following diagram
where π * is that in (3.6) , and all the other arrows are the obvious ones. Observe that all the horizontal arrows induce the identities on the factor Z/l(nl)[2nl]. Now we consider the effect of the last vertical arrow. The Z/l(nl)[2nl] factors of both C * z Z/l ((A nl − A n )/C l ) and C * z Z/l (A nl − A n ) are represented by the fundamental classes. We see that π * is the identity on this factor by Lemma 2.3. Therefore so is the first vertical one.
Comparison with Voevodsky's operations.
We start by explaining the following commutative diagram
where P: z(A n ) → z(A nl ) C l is our total reduced power operation (3.3) .
z(A nl ) hC l in (8.1) is an analogue of the homotopy fixed point set in topology. To define it, first note that for any linear algebraic group G, Voevodsky has defined its classifying space BG in the A 1 -homotopy category H A 1 • (k) (see [12, Section 6] and [5] ). For the reader's convenience, let's recall its definition.
Suppose that G → GL(V) is a faithful representation of G. Denote by V i the open subset in A(V) i where G acts freely. We have a sequence of closed embeddings f i :
the quotient scheme, and the colimits are taken in the category of sheaves. It is known that the homotopy type of BG doesn't depend on the choice of the representation G → GL(V). In particular, we have the classifying space BC l for the cyclic group. Under our assumption of the existence of a primitive lth root of unity ζ in k, we have an isomorphism between C l and µ l , the group of lth roots of unity in k. Therefore we have an A 1 -weak equivalence BC l Bµ l . Now let's define z(A nl ) hC l . Fix a representation C l → GL(V), and use the same notation as above.
Definition 8.1. Given a smooth scheme Y and a scheme X, define z(Y, X) to be the sheaf whose value on a smooth scheme U is z(Y, X)(U) := z(X)(Y × U).
Define z( V i , A nl ) C l to be the sheaf whose value z( V i , A nl ) C l (U) on a smooth scheme U is the group of cycles in z(A nl )( V i × U) which are invariant under the C l action on A nl × V i × U as the product of its natural actions on A nl and V i and the trivial action on U. Concretely, a cycle Z belongs to z( V i , A nl ) C l (U) if for any σ ∈ C l , v ∈ V i and u ∈ U, the fiber of Z over the point (σ(v), u) ∈ V i × U, as a linear combination of points in A nl , is the image of the fiber of Z over (v, u) under σ.
The natural inclusion f i :
and it can be seen to induce a map on the fixed point set
We define
where the limit is taken in the category of sheaves. Furthermore we define z Z/l (A nl ) hC l to be z(A nl ) hC l ⊗ Z/l.
Since the action of C l on V i is free, so is its action on the product A nl × V i ×U for any scheme U. Then the projection
is a vector bundle of rank nl. Furthermore any cycle Z ∈ z( V i , A nl ) C l (U), being invariant under the free C l action on A nl × V i × U, comes from a cycle Z on the quotient (i.e., the flat pullback of Z is Z, see (3.6)). As a cycle on the vector bundle
Remark 8.2. One has the following imprecise interpretation of z(A nl ) hC l . Given a smooth scheme U, z(A nl ) hC l (U) can be thought of as the free abelian group on the closed irreducible subschemes on A nl × C l EC l ×U, which are equidimensional of relative dimension 0 over BC l ×U under the vector bundle projection p: A nl × C l EC l × U → BC l × U. This is imprecise because EC l and BC l are not schemes, but rather sheaves. γ: z(A nl ) C l → z(A nl ) hC l in (8.1) is an analogue of the inclusion of a fixed point set into its associated homotopy fixed point set in topology, and is defined as
with Cycl( f i ) as in (8.2), since clearly
Therefore the system {Cycl( pr i )(Z)} i defines a cycle in the limit z(A nl ) hC l (U), and this is defined to be γ(Z).
In (8.1), Ψ = γ • P is the composition. It is understood that Ψ is the same as Voevodsky's construction [12, Section 5] .
Now let's concentrate on Z/l coefficients. It is a computation of Voevodsky [12, Sections 5 and 6] that one has a canonical isomorphism
To be more precise, he (loc. cit.) first proved that for a smooth scheme X
Remark 8.3. (8.4) can be informally understood as follows. In view of Remark 8.2, a cycle Z ∈ z Z/l (A nl ) hC l (X) "should" define a motivic cohomology class of dimension (2nl, nl) of the base X × BC l , since if the vector bundle A nl × C l EC l × X were trivial, i.e., A nl × BC l × X, such a cycle does define such a class by definition (see (2.19 ) and (2.20)). Actually much of Voevodsky's proof of (8.4) is to add another bundle to make the direct sum trivial, and then use the Thom isomorphism to "pull" the dimension of the motivic cohomology class back.
Under our assumption, we have a weak equivalence BC l Bµ l . Then Voevodsky computed the motivic cohomology of X × Bµ l with Z/l coefficients. His result (loc. cit.) is
H * , * (X, Z/l)u v δ , (8.5) as an H * , * (X, Z/l) module. Here v ∈ H 2,1 (Bµ l , Z/l) corresponds to the line bundle on Bµ l associated to the standard representation ρ, and u ∈ H 1,1 (Bµ l , Z/l) is the unique class such that its Bockstein β(u) = v and its restriction to a rational point * of Bµ l which lifts to a rational point of some V i is zero. In the following table, we count the possible dimensions of u v δ for = 0, 1, 0 ≤ δ ≤ nl and calculate the corresponding dimensions of H * , * (X, Z/l) such that the sum of the dimensions is (2nl, nl):
Combining (8.4), (8.5) and the above table of possible dimensions of H * , * (X, Z/l), we arrive at the conclusion (8.3).
Recall our Theorem 5.8 about the homotopy type of z Z/l (A nl ) C l . To compare the two operations, we need to study the map γ: (8.1) , which in view of Theorem 5.8 and (8.3) has the form γ:
induces isomorphisms on the factors K(Z/l, 2i, i) for n ≤ i ≤ nl. In view of the diagram (8.1), we see that our operations D i (6.1) coincide with the corresponding ones of Voevodsky for cohomology classes of dimension (2n, n), up to nonzero constants in Z/l. Remark 8.5. In view of Theorem 6.3 and [12, Lemma 9.6], we see that our E i (6.2) are also the same, up to nonzero constants, as the corresponding ones of Voevodsky for cohomology classes of dimension (2n, n).
Actually the above theorem will be a special case of the following general situation. We now adopt the following notational convention in the rest of this section. We assume that A n always has a trivial µ l action, A m has a µ l action which is a direct sum of nontrivial irreducible representations, and A n+m is the direct sum of them.
Our previous computations in Sections 4 and 5, which correspond to the situation that m = n(l − 1), generalize to this general situation. An analogue of Theorem 5.8 gives us a natural isomorphism 
Similar to diagram (8.1), we can define a natural map γ: z Z/l (A n+m ) µ l → z Z/l (A n+m ) hµ l . We now prove the following theorem, which in particular gives Theorem 8.4. THEOREM 8.6. In view of (8.6) and (8.9) , γ: z Z/l (A n+m ) µ l → z Z/l (A n+m ) hµ l induces isomorphisms on the factors K(Z/l, 2i, i) for n ≤ i ≤ m + n. Proof. Consider the following diagram
where j is the inclusion of the fixed point set sheaf into the whole sheaf, and j is defined as follows. Regard z Z/l (A n+m ) hµ l as z Z/l (Eµ l , A n+m ) µ l (see Definition 8.1).
Let incl: * → Eµ l be a rational point of Eµ l which lifts to a rational point of some V i . Then define j : z Z/l (Eµ l , A n+m ) µ l → z Z/l (Eµ l , A n+m )
to be the composition of the inclusion map and the pullback map by incl. Note that j doesn't depend on the choice of the rational point * since Eµ l is contractible.
The diagram (8.10) can be seen to commute as follows. Observe that γ = Cycl( pr) is the pullback map by pr: Eµ l → * . Therefore
is the identity map, except that now we forget the fixed point set structure, which is exactly j.
Exactly the same arguments as in the proof of Theorem 7.2 show that j induces the identity on the factor K(Z/l, 2(n + m), n + m). We now want to prove that j also induces the identity on this top dimensional factor. For a scheme X, we have the following commutative diagram: where the first isomorphism is (8.7), and the second isomorphism is the obvious one (see (2.19 ) and (2.20)). The left vertical map j • is composition by j , and the right vertical map j H is induced by the inclusion * → Eµ l → Bµ l . The diagram commutes by the naturality of (8.7) (see [12, Lemma 5.12] ). (8.8) says that j H has the form j H : H 2(n+m),n+m (X × Bµ l , Z/l) ∼ = =0,1, 0≤δ≤n+m H * , * (X, Z/l)u v δ → H 2(n+m),n+m (X, Z/l).
Actually j H is the projection to the summand H 2(n+m),n+m (X, Z/l), which corresponds to = δ = 0 in =0,1, 0≤δ≤nl H * , * (X, Z/l)u v δ , since both v (by dimension reasons) and u (by definition) are restricted to zero in the motivic cohomology of the rational point * . This means that j : z Z/l (A n+m ) hµ l → z Z/l (A n+m ) is actually the projection to the factor K(Z/l, 2(n + m), n + m).
By the commutativity of the diagram (8.10), we see that γ is the identity on the factor K(Z/l, 2(n + m), n + m). via the multiplication by the Thom class t Lm , and the last arrow is induced by inclusion i: Bµ l → Th(L m → Bµ l ) as the zero section. The commutativity of the diagram (8.11) is seen from the proof of (8.7) (see [12, Section 5] ), where one adds a vector bundle to make the direct sum trivial and applies the Thom isomorphism theorem to pull back the dimension of the cohomology class. Therefore which on the components of H p, * (X, Z/l) for p ≤ 2(n + m − 1) are multiplications by a m and thus isomorphisms. This proves our theorem.
Finally let's add some remarks about our operations.
Remark 8.8. Our construction doesn't produce any cohomology operations lowering algebraic weights. Meanwhile Voevodsky's approach a priori produces such operations (see (8.3) ). It takes some effort for Voevodsky (see [12, Section 3] ) to prove that all such operations lowering algebraic weights are zero. Remark 8.9. Voevodsky's operations H 2n,n (X, Z/l) → H 2n+2i,n+i (X, Z/l) are nonzero only if i = j(l−1) is a multiple of l−1. The proof uses the full symmetry of the construction under the whole symmetric group S l . By our comparison theorem 8.4, we see that this also holds for our operations, i.e., D i = 0 and thus E i = 0 by Theorem 6.3 unless i = j(l − 1). It would be satisfying to give a direct proof of this fact for our operations. But this eludes my effort so far mainly because in our construction we are dealing with finite dimensional lens spaces, and the homotopy classes of maps between such lens spaces are more complicated than those for infinite dimensional lens spaces, which were employed in Voevodsky's approach.
Remark 8.10. Using a trick of considering only bistable operations, Voevodsky can extend his operations to motivic cohomology H * , * (X, Z/l) of all dimensions instead of just H 2n,n (X, Z/l), and furthermore by a formality (see [12, Corollary 2.10]) all bistable operations are group homomorphisms. To follow his approach, we need to verify that for us P n+1 (x ∧ σ T ) = P n (x) ∧ σ T , (8.12) where x ∈ H 2n,n (X, Z/l) is a cohomology class of dimension (2n, n), σ T ∈ H 2,1 (T, Z/l) is the tautological motivic cohomology class of T = A 1 / (A 1 − {0}) , i.e., σ T is represented by the diagonal cycle, and x ∧ σ T ∈ H 2(n+1),n+1 (X + ∧ T, Z/l) is the product. Here we write P n to note P on dimension (2n, n). This "should" be obtained by the Cartan formula, which "should" say that P n+1 (x ∧ σ T ) = P n (x) ∧ P 1 (σ T ), together with the fact that P 1 (σ T ) = σ T . (8.13) (8.13) holds since the fiber product of the diagonal cycle (being a one-to-one cycle) is supported on the diagonal A 1 of A l and is restricted to zero off the diagonal to A l − A 1 , and so P 1 (σ T ) = D 0 (σ T ) = σ T by Theorem 7.1. But the full powered Cartan formula surely is out of our reach, since it involves some coefficients coming from the base field when l = 2 (see [12, Proposition 9.7] ). I have a primitive version of the Cartan formula, but it is not clear to me if it is enough for the stability condition (8.12).
Remark 8.11. I want to say, as my last words, that although our construction can be said to be conceptually simpler, we lose much control of the actual classes, especially about the ring structure. In particular, our computational ability is very limited using this approach, and for instance, we don't touch the Adem relations at all (see [12, Section 10] 
