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CHAPTER 1. INTRODUCTION 
The Importance of Basis in Hedging 
Basis is defined as the difference between cash and futures prices. In gram 
merchandising, basis is usually defined as the difference between the local cash price and the 
nearby futures price, i.e. the current price of the nearest futures deliveiy contract. It has been 
argued by many researchers that the key to successful hedging is understanding the basis (e.g., 
Garcia and Good 1983, EBeronymous 1978, Leuthold et al. 1989, Marshall 1989, Karlson et 
al. 1993, Tomek 1996). This is because most hedging involves two opposite positions; one in 
the cash market and another in the futures market. It is the difference between cash and 
futures prices, together with the futures price, that determines the return fi-om hedging and 
hedging's effectiveness in reducing risk. 
Grain merchandisers and processors routinely need to accurately forecast basis to offer 
forward purchase or sales contracts. Com and soybean producers need to know the basis to 
evaluate contracts offered to them, or in making hedging decisions. The Chicago Board of 
Trade (CBOT) asserts "Without a knowledge of the usual basis and basis patterns for your 
particular commodity, it is impossible to make fully informed decisions about, for example, 
whether to accept or reject a given price; whether and when to store your crop; whether, 
when, and in what delivery month to hedge; when to close (or 'lift') a hedge; or when and 
how to turn an unusual basis situation into a possible profit opportunity" (p. 23). 
Further, Karlson et al. (1993) stated that changes in the basis are more predictable 
than changes in the cash price because cash and futures prices converge and become equal at 
2 
the delivery point. The more predictable the basis is, the more valuable hedging is to the 
market participants. They show that storage hedging can be a profitable com marketing 
strategy which may be overlooked by producers. But in order to practice this strategy 
effectively, producers or elevator managers must acquire and understand the basis history. 
The Objectives of This Study 
Though basis is extremely important, there have been only few basis behavior studies 
published, and even fewer basis forecasting studies (with the exception of forecasts using 
simple moving averages of historical basis). The objective of this study to investigate com 
and soybean basis behavior and to improve the accuracy of basis forecasts. 
This paper first reviews the theory of storage and basis studies on grain. The theory of 
storage is related closely to the temporal and spatial price relationships in the grain market. 
The basis of storable commodities is actually a temporal price relationship, the difference 
between current spot price and fijtures price. Local basis has another component of spatial 
price relationship, which is the difference between a local cash price and the cash price at 
Chicago Board of Trade delivery points. All the available basis studies on grain are reviewed 
to assess the current state of knowledge, and identify where fiirther contributions could be 
usefiil. 
Since basis patterns differ fi^om location to location, what is important to hedgers is 
the basis at their location. To provide some diversity in locations and to better represent the 
U.S. com and soybean market, several local markets are studied. These markets include 
Chicago, St. Louis, Toledo, Gulf Coast, NE Iowa, Central Illinois, Richmond, and the Pacific 
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Northwest maiket (com only)/ 
Several approaches are utilized in this study to explain and subsequently forecast the 
local grain basis of these markets. A fundamental structural model incorporating storage cost, 
transportation costs, and regional supply and demand variables is developed to explain basis 
behavior. Several forecasting techniques are used in forecasting com and soybean basis. 
These include including traditional methods such as a simple three-year-average forecasts, 
stmctural econometric model, time series methods such as seasonal ARIMA and State Space 
models, and other approaches such as a modified three-year average model, artificial neural 
networks, and composite forecasts. The ability of the structural model to explain past basis 
behavior is examined, and out-of-sample forecast performance of these alternative basis 
forecasting approaches is evaluated. 
' Iowa and Illinois are major grain producing states; the Gulf, a major grain export port; 
Pacific Northwest, a fest growing export port; Richmond, an East coast market; and CWcago, Toledo 
and St. Louis, delivery locations for futures contracts (St. Louis is not a delivery location for soybean 
futures contract). In 1998, the CBOT is proposing dropping Chicago due to closure of major elevators 
there, and replacing it with Northern Illinois River elevators (Bums Harbor to Pekin). Prices are 
highly correlated with Chicago, but basis may drop slightly. 
4 
CHAFFER 2. LITERATURE REVIEW 
Theory of Storage 
The eflBcient market hypothesis states that prices reflect information to the point where 
the marginal benefits of acting on information do not exceed the marginal costs. 
Correspondingly, the theory of storage suggests that basis-the difference between 
contemporaneous spot and futures prices—should equal the cost of storage. Otherwise, there 
will be opportunities for profitable arbitrage between the spot and futures markets. This 
suggests that basis has a predictable temporal pattern. As the cost of storage decreases as one 
gets closer to delivery (maturity), the cash price will gain in relation to futures price. On the 
first day of delivery at the par delivery point, cash and futures prices should be equal 
theoretically, and the basis should be zero (but the basis at non-par delivery points is usually 
not zero because of transportation cost differences). Similarly, the price spread of two futures 
contracts within a given crop year, at least when it is positive, will not exceed cost of storage 
between the two delivery months. These are the clear aspects of the theory of price of storage 
as stated by Working (1949). 
Empirical studies have found that it is not uncommon to have the basis to be less than 
the full cost of storage, and even negative returns for storage are possible. Several studies 
have been offered to explain this discrepancy between theory and empirical evidence. The 
popular explanations for the failure of the theory are convenience yield and risk premium. The 
most recent studies show that the theory should not have been rejected, because the analyst's 
misconception or mis-measurement of the concept led to its rejection (Wright and Williams, 
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Brennan et al., and Benirschka and Binkley), which will be discussed in detail later. 
Convenience yield, first introduced by Kaldor (1939, 1940), exists because it takes 
time to acquire commodities. According to Kaldor, stock has a yield because stock holders 
can "lay hands on them the moment th^ are wanted and thus saving the cost and trouble of 
ordering fi'equent deliveries, or of waiting for deliveries" (p. 4). Then the net carrying cost 
depends on the yield of stocks, in the sense that convenience yield is deducted in the 
calculating of net carrying costs. That is the reason that the net carrying cost could be either 
positive or negative. He argued that the convenience yield is negatively related to the stock 
level. It rises or falls with the decrease or increase in stock, and the yield is zero when 
redundant stock exists. He concluded that the futures price can not exceed the current spot 
price by more than the sum of interest (short term rate of interest) plus carrying costs due to 
arbitrage, 'Svhile there is no limit, apart from expectations, to the extent to which the futures 
price may fall short of the current price" (Kaldor 1940, p. 198). 
The Working (1948, 1949) theories of carrying and inverse carrying charges state that 
the basis for the same commodity reflects a return to storage or price of storage which is 
determined by the demand for and supply of storage. Negative return to storage is possible, 
reflecting a relative scarce currently supply of the commodity. He used the famous supply 
curve of storage to illustrate the situation. This storage supply curve showed that the amount 
of wheat storage supplied is an increasing function of price of wheat storage, even when there 
were negative returns for wheat storage. Supply shortages put pressure on market 
participants to sell now and avoid holding stocks. It suggests that they have to pay for storing 
a corrmiodity if they choose to store. He concluded that "they (hedgers) are willing to risk 
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loss on a fraction of the stocks for the sake of assurance against having their merchandising or 
manu&cturing activities handicapped by shortage of supplies." (p. 24). He agreed with 
Kaldor that convenience yield rationalizes what appears as a loss from storage. Following 
Kaldor's idea of "speculative stock" and "normal requirement" stocks. Working argued that 
stocks may be divided into two categories; surplus stocks and necessary working stocks. 
Surplus stocks are defined as the stocks a holder will not cany without assurance or 
expectation of a positive return, while necessary working stocks will be carried for reasons of 
convenience yield. This distinction may help in the understanding of "negative carrying 
charge" or "less than fiill carrying charge." Besides the convenience yield. Working also 
offered other possible explanations for large amount of storage with zero return from storage. 
One is that most costs of storage are fixed costs. Another is that costs of storage are joint, 
that is the owners may be in the business of merchandising and processing, so that storage 
may incur losses while other sectors' profits may offset those losses. 
Telser (1958), in his study of cotton and wheat storage, specified the net marginal cost 
of holding a given amount of stocks as the remainder of the marginal cost of storage minus the 
marginal convenience yield. He further explored the factors that affect marginal convenience 
yield. More current consumption reduces the stock level, so it is positively related to 
convenience yield because lower stock level is associated with higher convenience yield. 
Another factor that has a positive effect on convenience yield is the percentage of total stocks 
under government price-support program. The real cost of communication and transport, 
supply of the commodity and average distance of stocks from consuming centers are 
negatively related to the convenience yield. There are also other supporters of the 
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convenience yield concept such as Brennan (1958). 
The risk premium explanation of the failure of price spreads in futures markets to 
cover commodity holding costs can be traced back to K^es (1930). He believed that 
futures prices are downward biased estimates of the forthcoming spot prices. Hedgers use 
futures market to avoid risk. They have to pay a risk premium to speculators to get rid of 
their risk. The premium is realized by speculators refusmg to purchase the hedger's contract 
except at a price lower than the futures price is expected to approach. Therefore, futures 
prices customarily rise as the contracts approach maturity. According to Benirschka and 
Binkley (1995), there are some studies that supported this argument, while more studies found 
little or no evidence of risk premiums. 
Fama and French (1987) examined and empirically tested the theory of storage 
[convenience yield approach] and an alternative model that views basis as the sum of an 
expected risk premium (the bias of the futures price as a forecast of future spot price) and an 
expected change in spot price [risk premium approach]. In explaining negative basis, 
especially before a harvest when the futures price is for delivery afler harvest, the theory of 
storage states that a negative basis exists because inventories are low and the convenience 
yield is larger than interest and storage costs; while the alternative model will argue that it is 
because the spot price is expected to fall when a harvest will substantially increase inventories. 
The theory of storage predicts the basis equal to interest foregone in storing a commodity, 
warehousing costs, and a convenience yield on inventory. After dividing the basis by the spot 
price, a well-known implication of this model is shown; basis (adjusted by spot price) for any 
commodity should vary one-for-one with interest rate after controlling for variation in 
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marginal storage cost and the marginal convenience yield.^ Farm and French predict high 
basis variability for seasonal, high-storage-cost commodities. They argued that one source of 
basis variation is seasonal supply and demand, and seasonal variation in the basis should be an 
increasing flmction of storage costs. Since storage costs deter inventory holding, the effects 
of demand and supply shocks on the variability of the basis should be an increasing function of 
storage costs. They estimated these two models, convenience yield, and risk premium 
approaches, for 21 conunodities (10 agricultural products, 2 wood products, 5 animal 
products, and 4 metals^). They used futures prices on maturing contracts as a measure of spot 
price in estimating the theory of storage model. Seasonal dummies were used to crudely 
capture variation in the marginal convenience yield, which is due to seasonal variations in 
production or demand. They found that the resuks could not provide convincing evidence of 
one-for-one variation m the basis in response to nominal interest rate for agricultural products. 
Basis variation must be explained primarily in terms of economic conditions that generate 
variation in marginal storage cost and marginal convenience yields (p. 61). Reliable seasonal 
patterns in the basis are found, as expected, for many of seasonally produced agricultural 
commodities (based on the F statistics on the seasonal dummies). They claimed that the 
theory of storage view of futures price is not controversial, but the alternative model is, which 
^ According to the theory of storage, their basis equation is 
Fit, T) - S(t) = S(t)R(t, T) + W(t, T) - C(t, T) 
where S(t)R(t, T) is interest foregone, W(t, T) is marginal storage cost, and C(t, T) the marginal 
convenience yield. Dividing both sides by the current spot price, then the equation becomes: 
(F(t, T) - S(t))/S(t) = R(t, T) + (W(t, T) - C(t, T))/S(t) 
where the coefficient of R(t, T) is one. 
^ Including: cocoa, cofiFee, com, cotton, oats, orange juice, soybeans, soy meal, soy oil and 
wheat, lumber and plywood, broilers, cattle, eggs, hogs, pork bellies, copper, gold, platinum and silver. 
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expresses the difference between the futures price and current spot price as the sum of an 
expected premium and an expected change in the spot price. Consistent with their claim, they 
found in their empirical analysis that "the tracks of the storage-cost variables in the basis are 
identified more easily than variation in the basis due to expected premiums and forecasts of 
future spot prices" (p. 72). 
Though Fama and French (1987) stated that convenience yield version of the theory of 
storage is not controversial, recent studies by Wright and Williams (1989); Brennan, Williams 
and Wright (1997); and Benirschka and Binkley (1995) have found that convenience yield has 
no appeal in explaining storage behavior. Wright and Williams (1989) showed that the 
mystery of the supply-of-storage curve can be explained as a phenomenon of aggregation. 
Based on a partial equilibrium theory of investment, they set up a two-commodity model to 
analyze the problem. The two commodities are closely related substitutes linked by some 
necessary transformations such as transportation, cleaning, processing and so on. Three major 
findings of their study are: (1) "total transformation cost minimization" is a more descriptive 
rationale than "convenience yield." During the time when spreads are below full carrying 
charges, stocks are held, not because of convenience of having them in that location or in that 
form, but because of the inconvenience of transforming them into the commodity for which 
there is a premium for immediate delivery. (2) Sub-aggregate measures of prices and stocks 
differed from aggregate measures. Evidence fi-om the coffee market indicates that with 
greater precision in the definition of relevant prices and stocks, the significant storage in times 
of backwardation (when cash price is high than futures price) was much less. (3) Distortions 
in commodity markets change the relationship between the amount stored and the cash-futures 
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price backwardation (futures price less than cash price). For example, public stockpiles 
distort not only the total quantity of private storage but also the location and grades of private 
stocks. Other possible distortions can be export subsidies or noneconomic inventories such as 
the strategic petroleum reserve. 
Brennan, Williams and Wright (1997) studied storage behavior and returns to storage 
in a wheat marketing system in Western Australia. A mathematical programming model of 
shipments and storage was constructed using detailed, engineering-based costs of transport 
networks and storage facilities. They argued that "Working's supply-of-storage curve relating 
some aggregate measure of stocks to the spot/futures spread at a pricing center has been 
found for every storable commodity investigated. Working's explanation [convenience yield] 
for the supply-of-storage curves has been widely accepted as well. Despite the many 
empirical studies of aggregate storage behavior, none has traced that behavior to an indirect 
yield earned by individual firms fi-om the stocks that they own" (p. 2). From their spatial-
temporal model, they found that no convenience yield is received by storers at any location, 
and convenience yield is not required to explain Working's supply-of-storage curve. The 
capacity constraints on linear technologies were sufiBcient to induce a typical aggregate 
supply-of-storage curve. "The confusion comes from supposing the price relationships at a 
pricing center apply to the commodity at the location or in the form in which marginal storage 
is taking place" (p. 19). Moreover, the conditions often thought necessary for convenience 
yield by previous studies, namely risk and nonlinear cost functions for the merchandising and 
processing by individual firms, were absent fi-om the model. They concluded that any 
apparent loss was an illusion fi-om spatial aggregation of stocks and improper attribution of 
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incentives at one locality to storage decisions at all locations. 
Benirschka and Binkl^ (1995) developed a mechanism guiding the storage and 
mariceting over space and time as an analogy of the theory of resource extraction. Their 
model is based on the theory of efiBcieiit commodity markets in which the rate of return from 
holding commodity stocks must equal the rate of return from holding financial assets. This 
implies that the price difference between contemporaneous spot and futures markets should 
equal the cost of storage (which includes warehousing cost, insurance cost and interest 
foregone). Given few simplifying assumptions, the only variable cost for storing grain is the 
opportunity cost (interest income foregone from financial assets). Due to transportation 
costs, grain prices in surplus areas decline as distance to market increases, and interest 
foregone would also be less where grain prices are lowest. This suggests that storage costs 
are minimized when storage occurs at the point of production. Because of the difference in 
transportation cost, storage firms close to the market can offer the grain to the market at 
lower prices than more remote firms.* As a result, the authors concluded that firms supply the 
market sequentially. The firm farther away from the market supplies only after the firm closer 
to the market does. Because of this sequential marketing pattern, the transport cost for the 
grain received at the market increases over time. This results in two important implications; 
market price grows at a rate smaller than the rate of interest, and its rate of growth decreases 
over time.' They concluded that "this 'storage at a loss' illusion exists because prices at the 
* This assertion implicitly assumes the costs of gathering grain are the same for storage firms 
with different distances from the market. If closer fimi has higher cost of obtaining grain, it may not 
be able to offer the lower price. 
^ I believe the authors made mistakes in deriving the formulas supporting these arguments. 
They argued that the sequential marketing pattern, then the changing transportation cost of the grain 
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market are used to compute the opportunity cost of storage. Correct computation requires 
use of grain prices where storage firms are located" (p. 515). Because opportunity costs 
based on market prices will be biased upward due to the transport costs, the bias will be 
significant when large portion of storage occurs &r from the market. To check their argument 
that firms supply the market sequentially, they tested the hypothesis indirectly by examining 
whether the grain storage capacity increases with distance to the market. Two models of 
grain storage capacity were set up, one for total storage capacity, another for on-farm and oflf-
farm (commercial) grain storage capacity separately. The com loan rate was chosen as the 
proxy variable for the distance to the market. Results showed that the loan rate coeflBcients 
were significant for on-farm equations but not for off-farm equations. For the total grain 
storage capacity model, the loan rate coefficient was significant for the OLS estimate, but not 
for the ML estimate which does not correct for the problem of spatial autocorrelation. They 
concluded "grain storage capacity increases with distance to market, especially capacity 
located on farms" (p. 522). As further evidence, descriptive analysis was used to show that 
the length of storage varies directly with distance to market and also that locations with higher 
prices at harvest tended to have lower rates of price growth. 
supplying to the market over time results in these two implications. These two implications were 
obtained after differentiating the market price equation with respect to time and transportation cost. 
However, in differentiating, they treated transportation cost as fixed. If this changing transportation 
cost is incorporated into their derivation, these two implications may not hold (cannot sign the two 
derived equations fi-om which they draw the implications). 
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Grain Basis Studies 
Besides various studies dealing with the theory of storage, there have been few 
empirical studies related to the basis behavior and basis forecasting of grain. Heifiier (1966) 
set up a prediction equation for both cash price change and basis change, which stated that the 
change variables over a particular interval are a function of the basis at the beginning of the 
interval. He showed that much better predictions were made for basis changes than for cash 
price changes (in terms of reductions in the residual variation). He then incorporated the basis 
change prediction equations into a set of conditional storage rules in order to estimate the 
potential gains from this forecast. A Monte Carlo procedure was employed in the storage 
decision simulation. The average revenue from a conditional storage rule utilizing the basis 
change forecasts was compared to revenue from automatic storage every year. The results 
showed that the conditional storage rule which makes use of the forecasts was most useful for 
storage decisions in January and March, but not in November. 
Kenyon and Kingsley (1973) predicted the harvest time basis at planting time and 
compared the performance of this harvest time forecasted basis with other historical average 
basis estimates in the hedging effectiveness. They specified a basis change model as a function 
of initial basis, Chicago cash price, and the residual of open interest in the futures market with 
respect to a linear trend. Both cash price and futures price were used separately in place of 
initial basis for a better model fit. The model was estimated for three time periods, with three 
alternative planting times and a single harvest time, and two crops (com and soybeans) in 
Richmond, Virginia area. Most of the variables were significant and all the equations had high 
R-Squares. They concluded that initial basis at planting time can be used to predict harvest 
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time basis with a considerable degree of accuracy. This predicted harvest basis produced 
estimates of expected net price (net hedging returns) superior to those based on mean basis 
for some historical time periods. 
Martin, Groenewegen and Pidgeon (1980) modeled the factors affecting com basis in 
southwestern Ontario over crop years from 1962 to 1976. They were concemed with basis 
when com is marketed (termed "ending basis"). Based on previous studies, they summarized 
the theoretical factors expected to affect basis. These were marginal net storage cost, market 
liquidity, and market characteristics unique to a specific commodity. For the nondelivery 
point basis, local market conditions were also important factors. The basis had two 
components, net spatial costs and a basis residual, at a given point of time. The factors in net 
spatial costs were usually loadmg, tariff, transfer and handling charges. Among the net spatial 
costs, rail costs, the tariff, and average annual vessel rates were known. The unknown 
component of the basis was termed the basis residual. The independent variables in the 
empirical model of com basis residual in southwestern Ontario were the ratio of eastern 
Canadian production to consumption, Canadian production, U.S. production, availability of 
westem feed grains to eastern Canada, and dummies representing short-run pricing 
aberrations. When the ratio of eastern Canadian production to consumption exceeded unity, 
its com was being exported to the U.S. Another measure of competition was the availability 
of westem feed grains shipped to eastern Canada. Canadian com production determined the 
demand for storage while U.S. production affected futures price level and demand for 
transportation services in Great Lakes-St. Lawrence system. The seasonality of basis was 
captured when the model was estimated for each month. The results suggested that a 
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substantial amount of variation in the southwestern Ontario basis was explained by variables 
reflecting local market conditions. For the fall months (Nov., Dec.), the size of crops in both 
U.S. and Canada was the most important factor; for winter (Jan. through Apr.), only the 
Canada crop relative to demand mattered; during spring season (May to July), local 
production relative to demand and western feed grain produrtion were significant; for months 
of August and September, no significant factors were found. 
Kahl (1982) focused on the change in com basis patterns fi-om the sixties to seventies 
in Chicago. Though the theoretical seasonal pattern prevailed, both basis plots and t-tests 
indicated differences in the basis between the '60s and '70s for harvest and summer months. 
A basis regression model included three variables: one-month lagged basis, the percentage of 
current bin space capacity available for com, and private com inventory minus com 
consumption multiplied by 1 minus the price elasticity of demand. The empirical results 
confirmed the hypothesis that the increase in the harvest basis in the seventies was partially 
caused by increased demand for available storage space. No clear evidence supported or 
reflated the other hypotheses. A change in price expectations from one decade to the next 
may have caused the basis to change, and the decreased basis in the summer months of the 
seventies could be attributed to increased convenience yield. Though the lagged basis term, 
included to capture price expectations, was significant for all the months, it was difificult to 
interpret its meaning and implications. 
Crarcia and Good (1983), based on the theory of carrying charge, analyzed the factors 
influencing the Dluiois com basis for the period fi-om 1971 to 1981. The observation of 
historical prices showed that cash prices did not always increase at a rate consistent with that 
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theory. This, as they argued, suggested that the magnitude of the basis may be influenced by 
Victors other than storage and transportation costs (for non-delivery point basis). It had to be 
modified by supply and demand of storage. They included three sets of factors (cost, stock 
and flow factors) in the basis model, where stock and flow factors determined the supply and 
demand for storage. Both production and ending stocks of com and soybeans relative to 
commercial storage capacity were used to represent stocks. Cost variables were represented 
by barge rates, interest rates, regional and monthly dummies. Regional dummies accounted 
for regional transportation cost differences within the state, and monthly dummies accounted 
for monthly transportation marketing costs not explicitly accounted for by the barge rates. 
The monthly average cash price was included to reflect grain flow volumes, as a high price 
induces heavy marketing. They estimated their model in three seasonal time periods: harvest 
(Oct.-Dec.), post-harvest (Jan.-Apr.), and distant-harvest (May-Jul.). The results showed that 
the variation of Illinois local basis was explained by the model quite well. The importance of 
variables in the model varied among these three periods. Stock variables had strong effects 
during harvest period. The importance of cost variables varied across time periods. Barge 
rate only mattered during distant-harvest period. Monthly dummies captured some 
transportation change effects on basis. The interest rate was significant for all three periods 
and its coefiBcient was not different from one. The flow variable, cash price, was significant in 
explaining the local basis. A dummy variable included to examine the effect of the Russian 
Grain Embargo in 1979 was significant for post-harvest and distant harvest periods. 
Powers and Johnson (1983) studied Wisconsin com basis during the storage season 
for three years fi"om 1978-1980. They specified a monthly basis model to explain the effect of 
spatial, temporal, and local market conditions on the Wisconsin basis. In their analysis, the 
local market was assumed as a small market so that it had no effect on futures price. The 
basis was defined as the difference between local cash price and July com futures price. The 
prices were calculated as average of second and third mid-week prices or of second and fourth 
mid-week prices if the month had five mid-week prices. They argued that three factors would 
influence Wisconsin com basis; spatial price relationships (transportation cost), local market 
conditions, and temporal factors (storage cost). A monthly trend variable was used as a proxy 
for transportation cost fi'om Wisconsin to Chicago. Interest rates combining the length of 
storage were used to account for storage cost. Several variables (expected production, com 
harvested and com stocks) expressed as percent of off-farm storage capacity were used to 
represent local market conditions. Results showed that the monthly trend dummies, interest 
rate and stock variables were significant with the right sign. The expected production was 
insignificant. The equation was re-estimated for a storage season defined as the Ortober-July 
period. The results were very similar. No significant change was found for three storage 
seasons. In general, this model explained a high level of the variation of Wisconsin com basis, 
with the R square higher than 0.8. 
Taylor and Tomek (1984) developed a simple model to forecast the November com 
basis in Batavia, New York. Their model specification was based on two general concepts; 
(1) regional cash price difference between New York and Chicago and (2) the difference 
between Chicago cash and futures prices. It was argued that the regional differences in price 
depend on local production adjusted for local consumption (production minus estimated 
consumption by dairy cows) and on national production. The relationship between cash and 
futures prices in Chicago was related to the costs associated with making and taking delivery. 
The open interest relative to the deliverable supply in Chicago would determme the delivery 
cost, since the "squeeze" is more likely when open interest is larger relative to the deliverable 
supply. The variables included in the empirical model were U.S. com production, feed deficit 
in New York State, Chicago com stock at first Friday of November and the open interest in 
December com futures on first trading day of November. The model was fitted to data fi-om 
1972 to 1982. All the variables except Chicago com stock were significant with expected 
signs. In-sample forecasts of this econometric model were compared to naive forecast models 
(the forecast of this year's basis is equal to last year's basis or the average of last three years' 
bases). The results showed that their econometric model outperformed naive models in 
turning point error and goodness-of-fit measures (RMSE and Theil's U2). Since the values of 
the regressors were unknown until early November for the November basis forecast, ancillary 
forecasts were needed for these variables. They showed that the basis forecasts based on 
ancillary forecasts differed a lot fi-om the in-sample forecasts. It was concluded that the 
difiBculty of making precise ancillary forecasts of the regressors was a serious limitation of 
their basis behavior models. 
Brorsen et al. (1985) investigated dynamic price relationships of com, sorghum, and 
soybeans in different locations. Both price relationships across space and among commodities 
in the same location were studied. Three markets: Kansas City, Houston and the Triangle 
Area of Texas were selected to represent a major temiinal market, an export market, and a 
country point market, respectively. They first developed a static general equilibrium model 
based on market equilibrium conditions. They argued that this stmctural equation was not 
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appropriate if the markets were in disequilibrium; instead, a dynamic structural equation that 
incorporated the past structural shifters was more appropriate. Because of the difficulty in 
measuring relevant supply/demand shifters, time series modeling was used as an alternative 
approach. In their time series model, prices of com and grain sorghum were functions of a 
deterministic component and a stochastic process. The deterministic part, the trend, was 
removed by first diflferencing before the time series modeling. Then bivariate autoregressive 
(AR) models were used to model each pair of prefiltered series. Granger causality and 
dynamic multipliers were used to investigate the price relationships. The results showed that 
prices across space were slower to reach an equilibrium than prices in one location. Kansas 
City prices led the other two prices. The null hypothesis of efficient markets was rejected 
since price adjustments were not instantaneous. 
Kahl and Curtis (1986) analyzed various factors that influence the magnitude and 
variation of a grain surplus area (Illinois) and a grain deficit area (North Carolina). They 
observed that the cash price generally remains below the nearby futures price throughout the 
marketing year in major production areas; in contrast, the cash price typically rises above the 
nearby futures price in the later months of the marketing year in grain deficit areas. In the 
empirical model, seven factors were hypothesized to determine the com basis. Those were: 
com stocks, soybean stocks, storage costs, cash price level, local com consumption, 
transportation costs and quarterly dummy variables. Seemingly unrelated regression was used 
to take into account the regional interdependence in cash markets in Illinois and South 
Carolina. The results indicated that soybean stocks, storage costs, price level and 
transportation costs were significant in the Illinois com basis model. In the South Carolina 
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model, com stocks, storage costs, grain consuming animal units, transportation cost and the 
dummy variable for the August through October period® were significant with the expected 
signs. The coefBcient of transportation cost for Illinois was positive, though they expected a 
negative sign. Their calculated elasticities at the mean showed that the South Carolina com 
basis tended to be more responsive to changes in the independent variables than the basis in 
Illinois. They concluded that the seemingly unrelated regression seemed to be superior to 
separate models for each state or one aggregate model for the two regions. 
Hauser, Garcia and Tumblin (1990) evaluated alternative soybean basis expectation 
(forecast) models and how basis expectations play a role in measuring hedge effectiveness. 
One focus of their paper was to develop a measure of hedging effectiveness which explicitly 
incorporated basis expectations into its formulation. Using data from ten elevators across 
Illinois firom 1966 to 1983, they compared forecast performance of naive models, market-
based models and regression models. Three naive formulations used current basis, last year's 
expiation basis, or an average of the expiration basis over the last three years as the expected 
basis, respectively. Two market-based formulations used the return to storage implied by the 
prices of the two nearest futures contracts. Four other regression models were also analyzed.' 
They selected closing futures prices for the November, March, and July soybean contracts for 
the analysis. They focused on the three month period prior to expiration for each contract, 
® Other dummy variables are for periods: November to January, and February to April. 
' These regression models were discussed in a previous version of this paper by Garcia, Hauser 
and Timiblin (1986). They regressed current basis during the pre-hedging period on time to expiration 
(l i b). The TTE coefficient was used during the hedging period to extrapolate the current basis to 
expu^on. One other regression model used basis in the previous year's hedging period. Two other 
alternatives used the intercept terms of these two regressions as the expected basis. 
and two hedging periods of approximately l.S months each were considered. A Theil's 
coefBcient of inequality was calculated for each basis expectation model by contract, year, and 
period. Comparison of the Theil's coefi5cients suggested that simple models provided reliable 
basis forecasts. The market-based models, based on observable price spreads, worked well 
for the old-crop contracts (March and July) and for the second period of the November 
contract. For the first period of the November contract, it was argued that "the return of 
storage implied by the spread between the November and January fiitures prices does not 
reflect the high convenience yield usually present during this pre-harvest period. As the new 
crop is harvested during period 2, the convenience yield is presumably less important in 
determinmg the current change in basis; consequently, the fiitures-price spread model 
produces a more accurate forecast" (p. 130). It was found that the best forecasts for the first 
period of the November contract were from the models using either the previous year's 
expiration basis or the average of past three years' expiration basis. 
Thompson, Eales and Hauser (1990) investigated the relationship of spatial grain (com 
and soybeans) basis changes between cash market locations in the North Central region and 
used the result to explain how cash prices are linked to other cash market prices and futures 
price. Two methods were used in their analysis: comparisons of cash and futures price 
changes and comparisons of spatial basis changes. Basis here was defined as the nearby 
fiitures price minus cash price. In analyzing pairwise basis relationship between cash market 
locations, they assumed that the cash price change at one location was a weighted sum of the 
futures price change and the cash price change at the other location. They studied basis at 
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delivery locations for com and soybeans futures contacts,' Nfinneapolis, and six Illinois county 
elevators for the periods 1978-1986 and 1979-1986 for com and soybeans, respectively. The 
results showed that cash and futures price behavior differed between delivery and non-delivery 
months. The results of the analysis of basis relationships indicated cash price changes were 
linked to futures price changes rather than to other cash market price changes, and there were 
seasonal difference in the extent of this relationship. Com cash prices were more closely 
related to futures in non-delivery months than during delivery months, while there was no 
such contrast for soybeans. In general, soybean basis changes were weakly related across 
markets in most months. They stated that Chicago's weaker relationship to other cash 
markets "more likely indicate that except for as a delivery location for futures contracts, 
Chicago is no longer well integrated with the remainder of the grain marketing channel" (p. 
254). 
Naik and Leuthold (1991) developed a theoretical basis relationship model based on 
expected utility theory. Their basis relationship consisted of storage cost, opportunity cost, 
expected basis at maturity, speculation and basis risk premium. This paper empirically tested 
the components of the com basis using cash prices for East Central Illinois elevators and 
CBOT futures prices. They showed that the basis risk premium was determined by the 
correlation coefBcient between cash and futures prices at maturity. If the absolute value of 
the coeflBcient is not equal to one, then a basis risk premium exists. The speculative 
component of the basis was tested by examining the regression coefficient of cash price on 
* Chicago, Toledo and St. Louis for com futures, and the Chicago and Toledo for soybean 
contracts. 
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futures price during the maturity month. The coefi5cient of one indicated there was no 
speculative component. The testing of expected maturity basis as a component of the basis 
model was more complicated. It was argued that if basis could be predicted by appropriate 
factors, then expected basis exists at maturity. A basis prediction model was derived using 
market equilibrium conditions of cash and fixtures markets. Their correlation coefficients 
showed that a maturity basis risk premium existed in approximately one-half of the contract 
tested. Slightly more than 50% of the regression coefiRcients (regressing cash price on futures 
price) were significantly diflferent from one, which suggested a speculative component also 
existed for approximately one-half of the com contracts tested. The basis prediction equation 
mdicated that expected maturity basis could be predicted one to three months before maturity, 
which in turn suggested that expected maturity basis exists. 
Karlson, Anderson and Dahl (1993) analyzed the role of futures markets in com 
marketing decisions. They studied the seasonality of a local Minnesota July com basis during 
1982-1992 and demonstrated how the basis information can be used to earn returns on stored 
com. "Futures prices are the product of a considerable volume of trading and are very 
sensitive to new market information on supply and demand affecting the general level of 
market prices. Local cash prices reflect these changes in the futures price, but they also reflect 
local economic factors such as transportation costs and availability; local supply and demand 
conditions; and the availability of local storage" (p. 9-10). The authors calculated the July 
basis (not a nearby basis) for com at Clarkfield, Minnesota to examine its seasonality and the 
sources of the seasonal pattem. They argued that basis pattems differed across different 
marketing years because market fundamentals were different from year to year. They 
specified three market fundamentals that explain basis pattern: prime rate of interest, stocks 
relative to storage capacity, and weather. As the prime rate of interest went down, or as grain 
supply relative to the availability of storage went down, or as weather conditions got worse 
(such as drought), the basis got stronger (cash price gains relative to futures price). 
In a recent paper, Tomek (1996) outlined a simple model of price level and basis 
behavior based on supply and demand of storage. A two-period (no production in the second 
period) fi-amework was used for the model. A supply of storage equation was obtained from 
the profit maximization rule over the two periods. The equation showed that a basis or a 
price of storage is equal to the opportunity cost of storage, the direct costs of storage, and 
convenience yield. The demand equation for storage was derived assuming production was 
consumed over two periods (i.e. second period consumption equals inventory). The equation 
stated that the demand for storage depends on expected demand for consumption in period 
two relative to the demand in period one for current consumption. The supply and demand 
equations for storage were plotted to show that the demand shifts have different impacts on 
both price level and basis at different storage levels. In terms of basis forecasting, Tomek 
distinguished two types of models; interyear and intrayear. He argued that it is difficult to 
explain the basis variability from year to year in the interyear model, and the model also 
depends on ancillary forecasts of variables. He then concluded that it is not surprising the 
simple time-series or naive models have been often used for the basis forecasts. For the 
intrayear basis model, he set up a revenue equation for the hedger. It showed that store and 
hedge decisions depend on expected basis convergence (basis change). A simple model could 
be utilized to forecast the basis convergence using the initial basis as the explanatory variable. 
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The model is potentially useful though, as some argued, the basis has relatively small ability 
to forecast price changes. 
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CHAPTER 3. BASIS BEHAVIOR MODEL 
The first objective of this study is to study basis behavior of selected grain markets. In 
this chapter, a basis behavior model is established to analyze past basis behavior. An overview 
of the grain and oilseeds markets is presented first, so that the models and their relationships 
to the grain market economic environment will be in clearer perspective. 
Grain and Oilseeds Markets 
Production and Disappearances 
The grain industry is an important part of U.S. economy. Grains are roughly classified 
into three categories as food grain (wheat and rice), feed grains (com, barley, sorghum, oats, 
and rye), and oilseeds (soybeans, sunflowers, rapeseed, and flax). Grain production in the 
U.S. has been increasing since the 1960s. Com production increased fi^om around 4.5 billion 
bushels in later '60s to an average of 8.2 billion bushels m the first half of '90s (see Figure 
3.1). The Northern Plains states (CO, KS, MT, NE, ND, SD, and WY) had the largest 
increase while the production in Combelt states (IL, IN, lA, MI, MN, MO, OH, and WI) is 
the largest share in total U.S. com production. The Combelt states' share had dropped from 
around 75 percent to less than 70 percent from later '60s to early '90s and the Northem Plains 
states share has increased from 13 percent to 20 percent. Over the last 30 years, soybean 
production has increased from about one billion bushels to more than two billion bushels (see 
Figure 3.2). Both the Combelt states and Northem Plains states (only KS, NE, ND, and SD) 
increased their shares of the total U.S. soybean production from about 65 percent to more 
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than 70 percent for the Combelt and 5 percent to 10 percent for the Northern Plains, 
respectively. 
Domestic use accounts for more than half of the total supply for both com and 
soybeans. Com domestic use increased from less than 4 to more than 6 billion bushels over 
the last 30 years; it increased from 0.6 to 1.5 billion bushels for soybeans. The domestic use 
of soybeans ranges from 50-60 percent most of the years, with slightly lower percentage from 
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Figure 3.1. U.S. corn production, domestic use and exports, 1966-1995 
U.S. com exports have been increasing over the last 30 years from around 0.5 to 
about 2 billion bushels, or from around 10 percent of total supply to around 20 percent. The 
highest share was in late '70s, around a 25 percent share. Soybean exports have increased 
from around 0.3 to 0.8 billion bushels over the last 30 years. Though the export share of 
soybean use has been quite stable around 30 percent recently, it peaked in late '70s to early 
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Figure 3.2. U.S. soybean production, domestic use and exports, 1966-1995 
Grain Storage and Movement 
Production of grain occurs once a year. The harvest season is a relatively short period 
of time, while consumption of grain is evenly dispersed through out the year. Storage is 
necessary to smooth the consumption over the year. Storage occurs at each stage of the grain 
marketing system: farm, country elevator, terminal and port elevator, and processing plant. 
These are usually grouped into on-farm and oflf-farm storage facilities. Com is stored on farm 
for use as feed or later sale, while soybeans are stored mostly for later sale. Grain storage 
capacity has expanded at all stages on the U.S. grain complex over the years, with the greatest 
growth near the point of production. 
The major grain production areas (Combelt and Plains states) are quite distant from 
major domestic population centers on the East Coast and West Coast and from the export 
ports along the East Coast, Gulf Coast, and West Coast (except Great Lakes). Because of 
this, transportation plays a major role in grain marketing. There are several means to move 
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the grain across the country, mainly barge, rail and truck (on waterway, railway and highway, 
respectively). Table 3.1 summarized from the studies of Fruin et al. (1990) and Larson et al. 
(1990), shows the percentage of these three modes of transportation used to move com and 
soybeans out of state and to export poits in 1985. Different means of transportation are used 
for different market outlets. Exported grain often moves by barge to the Gulf, or rail to the 
East and West coast, and domestic users rely mostly on truck and rail transportation. 
Table 3.1. 1985 Grain Shipment and Mode of Transportation (%) 
Truck Rail Barge 
Com 
Interstate Movement 21.12 46.84 32.04 
Shipments to Export 5.58 38.76 55.66 
Soybean 
Interstate Movement 88.00 11.60 0.40 
Shipments to Export 10.30 18.60 71.10 
Source: Fruin et al. and Larson et al. 
Among these three transportation industries for grain, the railroad industry seems to be 
the least competitive with only a small number of firms. Many grain shippers are served by 
only one railroad. On the other hand, the barge and truck industries have a competitive 
structure that approaches pure competition (Sorenson 1993). Since the supply of barge 
services is substantially less elastic than truck service, the short-run volatility of barge rates is 
higher than that of truck rates. 
There have been dramatic grain marketing changes over the last few decades. One 
major change is the general decline of exports through the Great Lakes and the increased 
importance of exports through Mississippi River ports. According to U.S. Department of 
Agriculture, "nearly one-fourth of the United States' agricultural exports move down the 
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Mississippi River through New Orleans, which has reigned for the past two centuries as queen 
of the U.S. ports for bulk commodities" (p. 4). Along with rail rate deregulation, and grain 
processing &cility relocation, the export route shift has resuhed in the structural change in 
grain movement over the country. In general the grain receipts at all terminal markets 
decreased while export elevators along the Mississippi River increased their share of grain 
receipts over the years. 
Modeling Basis Behavior 
Conceptual Model 
Basis at a location involves two price relationships: (1) delivery point cash and futures 
price relationship, and (2) local and delivery point cash prices relationship. The first 
component is a temporal price diflference which, according to the theory of storage, should 
equal the storage return (or price of storage). The second component represents spatial price 
difference. The law of one price suggests that it will be equal to transportation cost between 
two locations. That is, the basis can be viewed as the sum of storage return and 
transportation cost. The price of storage (par delivery point basis) is determined by both the 
supply of storage and the demand for storage. Tomek's (1996) supply of storage equation 
expressed the price of storage as a function of opportunity cost, direct storage cost and 
convenience yield, and the demand for storage equation had inventory over a time interval is a 
function of expected demand for consumption in period two relative to the demand in period 
one for current consumption, production and the price of storage. A reduced form for the 
price of storage, derived from these two equations, shows that the price for storage is a 
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function of production, opportunity cost, relative demand in two periods, direct storage cost, 
and convenience yield. The basis—the sum of storage and transportation costs (assuming the 
transportation cost as given)—is affected conceptually by storage and transportation costs, 
production and stocks, and local economic conditions such as local grain consumption, and 
constraints of storage and transportation capacities.^ 
(EQ 3.1) BASISf = f (SCostf, TCost^, Supply^, Demand^, Storage^, Others^) 
where the subscript stands for i"* region or market. The first two terms are storage cost and 
transportation cost, respectively. The remaining terms stand for variables representing supply, 
demand, storage constraints and other relevant factors. 
Basis 
Basis is defined here is the nearby basis, the difference between the price of nearby 
fiitures contract and local cash price, as the term is used in the grain business. The basis 
corresponding a particular futures contract is usually used in academic studies. Since this 
study is practically oriented, the nearby basis is the focus here. Basis always refers to the 
nearby basis in the present study. 
Storage costs 
There are on-farm storage and off-farm (commercial) storage facilities. On-farm 
storage accounts for the majority of storage space, 58 percent of the total storage facilities. 
'a sketch of formal derivation is included in appendix A. 
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Storage costs, including warehouse charges, interest and insurance, are the major components 
of temporal price difference. Most of these costs are fixed once the storage facility is built, 
whether grain is stored or not. The variable costs are quite small, except interest on the 
capital tied up in grain (the opportunity cost of holding grain stocks), which is the interest rate 
times the cash price. Time is also a factor in this interest cost, since less interest is forgone 
with a shorter time of storage. The variable storage costs will differ when the grain producers 
or merchandisers use their own storage facilities or rent storage spaces. As storage costs 
increase, the basis will be wider. 
Transportation costs 
Grain transportation takes the forms of rail, barge and truck. The transportation costs 
account for the spatial price differences according to the law of one price. So theoretically, 
spatial price differences should vary one-to-one with transportation costs, unless deficit areas 
switch to surplus areas. For example, if a grain elevator ships grain to the river port, the rail 
rates are simply subtracted fi-om the corresponding river port prices in the manager's 
calculation of local grain prices. Since not much grain is shipped to Chicago for delivery, the 
transportation cost of shipping grain fi-om local markets to Chicago may not be relevant to 
study local basis. As most of the grain in Combelt states moves down the Mississippi River, 
barge rates fi'om ports along the Mississippi River to Gulf Ports are used to represent the 
transportation costs for various local markets. This proxy will be a good approximation if the 
barge rates effects on basis in different regions are highly correlated with each other. Rail and 
truck rates could also affect grain cash prices, especially those where much grain is used 
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domestically. Because of the potentially important role of transportation on local basis 
behavior over time, an effort will be made to investigate how barge and rail rates affect local 
basis behavior. For example, during the time when the river is too low for barge in the 
summer or too cold (ice) in the winter, Iowa price will decline, resulting in a wider basis. Rail 
may be used to move the grain to the Gulf coast relieve the short supply. 
Supply and demand 
Local cash prices of grain will be affected by local production, stocks and consumption 
in addition to overall national or international supply and demand conditions for grain. Some 
local price changes may be at different rates than overall price change due to differences in 
local supply and demand conditions, which affect storage and basis. In general, the local 
production and stock variables relative to local storage capacity are believed to capture the 
demand and supply for storage. 
In theory, higher export demand puts pressure on immediate delivery and bids up 
current price, and this will result a strengthening of the basis. On the other hand, a large 
supply will put downward pressure on current price and weaken the basis. 
Storage constraint 
Storage capacity limits the amount of grain which can be stored under roof When the 
demand for storage exceeds this amount, it not only will bid up the storage price (if more 
demand for higher cost commercial storage), but also will put more pressure on transportation 
services (more has to be marketed now, it puts a downward pressure on current market price). 
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This happens usually during harvest time. Some com and soybeans are stored outside at the 
peak of harvest in large crop years, which results in extra shrink and handling costs. All these 
effects will push the local basis wider. On the other hand, when demand for storage is within 
the capacity, grain merchandisers have better (less costly and less constrained) storage 
options. 
Others 
"Others"—other variables which are candidates for inclusion in the model may include 
supply and demand factors for other products competing for storage or transportation with 
the product under study. There may be possible arbitrage across products and across regions 
to be taken into account. Historical basis plots usually show seasonal patterns for both com 
and soybeans, reflecting seasonal production and demand patterns. The basis is normally 
weak at harvest months as large supply puts downward pressure on cash price, and generally 
strengthens over the marketing year as less grain supply available. The degree of 
strengthening over the marketing year may vary from year to year. It depends on market 
fundamentals; prime rate of interest, availability of storage capacity relative to grain supply, 
and weather conditions (Karlson et al. 1993). 
All previous basis studies (Martin et al. 1980, Kahl 1982, Garcia and Good 1983, 
Powers and Johnson 1983, Kahl and Curtis 1986) used models based on this general 
approach, though the actual data used in estimation were quite different. These studies were 
conducted in the early '80s, and they were confined to one or two markets. They studied 
basis in Ontario, Chicago, Illinois, Wisconsin, and Illinois and North Carolina, respectively. 
There have been significant changes in grain marketmg since then. Figure 3.3 shows that 
Chicago nearby com basis pattern seems changed after 1986 (a similar pattern is found in 
basis plots of other markets). Besides, there is also a need to study basis behavior in a broader 
spectnmi of locations which represent large volumes of grain in the changed market structure. 
Basis behavior may differ among different markets such as production areas, port markets and 
terminal markets. 
The cash price relationships among different markets may change as the marketing 
pattern changes. The question then is how the local basis is affected by the changes in 
marketing pattern. For example, if Iowa delivers more of its grain to the Gulf port than 
before, its cash price may be more closely related to Gulf price than to Chicago; Iowa's price 
relationship with Chicago may be affected. According to the law of one price, one major 
component in spatial price difference is transportation cost, yet this is not well captured in 
previous studies. Garcia and Good (1983) used barge rates on the Mississippi River, Powers 
and Johnson (1983) used a trend variable in the place of transportation cost, Kahl and Curtis 
(1986) took a U.S. rail rate index as the transportation cost variable, and Martin et al. (1980) 
did not include a transportation cost variable. As discussed earlier, three modes of 
transportation are used in moving com around the country. Barge cost is a component of 
price difference between local markets along the river and the Gulf ports. But rail rates may 
be more influential at some times of the year, and between other markets. Improved 
specification of an appropriate transportation cost variable may be helpful in explaining basis 
behavior. 
Four out of the five fundamental basis models discussed above used a single equation 
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approach, and OLS in estimating the basis equation. Grain maricets may be well integrated, 
and cash prices in different locations may interact with each other. A system of equations 
approach may capture maiicet behavior better. Kahl and Curtis (1986) found that Seemingly 
Unrelated Regression outperformed Ordinary Least Squares. In this study, interregional price 
effects will be taken into account which requires a system approach to model the basis 
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Figure 3.3. Chicago nearby com basis, 1980-1995 
In summary, this model studies several grain markets across the U.S. at the same time, 
taking into account the regional price interrelationships. It also studies both com and soybean 
basis at each market location, which takes into account the inter-product price relationships 
between them. Since transportation is the single most important factor in basis relationships, 
it will be emphasized in the basis behavior analysis. In addition, seasonal variation in the basis 
behavior is a major component in this study. This study can provide an updated analysis on 
com and soybean basis, to determine whether basis patterns and factors influencing basis have 
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changed since most of the previous studies were done in the 1980s. 
Empirical Model 
The basis behavior model is estimated contract by contract for both com (EQ 3.2) and 
soybean (EQ 3.3). Table 3.2 lists the variable definitions for the following models. 
The com basis behavior stmctural model is 
(EQ 3.2) BSjj = Oj + Pij*RPJj + P2j*BRJj + p3j*CNJj + p4j*EXJj + 
fi^*AUC_Gj + I36j*TIMJ, 
for ith market and jth contract, where i = nia, cil, chg, stl, tol, gul, pnw, and rmd, and j = 
March, May, July, September, and December. The soybean basis behavior structural model is 
(EQ 3.3) BSjj = a, + Pij*RPJj + P2j*BRJj + P3j*SBJj + P4j*ElXJj + 
Psj*CRJj +p,^*AUC_Gj + /37J*TIMJ, 
for ith market and jth contract, where i = nia, cil, chg, stl, tol, gul, and rmd, and j = January, 
March, May, July, September, and November. 
Variables without location subscript, such as AUC_G (animal units consuming grain) 
is U.S. data, TTM (time to maturity) is the same for all locations. The following equation is 
an example of the empirical com basis model being estimated for Northeast Iowa: 
(EQ 3.4) BSjiiOj = + Pij*RP_niaj + fi2j*BR_niaj + P3j*CNjiiaj + P4j*EX_niaj + 
fisj*AUC_Gj + P6i*nMj, 
for jth contract, where j = March, May, July, September, and December. 
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Table 3.2. Variable Definitions 
Definitions 
Variable BS Nearby basis 
Abbreviations RP Opportunity cost (prime interest rate times monthly cash price) 
BR Barge rate 
SB Soybean production 
CN Com production 
EX Com or soybean export 
CR Soybean cmshing 
DM Dummy variable 
PIR Prime interest Rate 
Loca^on CIL Central Illinois 
Abbreviations NIA Northeast Iowa 
STL St. Louis 
CHG Chicago 
TOL Toledo 
GUL Gulf Ports 
RMD Richmond, Virginia 
PNW Pacific Northwest 
Variables for RP NIA Storage cost of Northeast Iowa 
Iowa ModeP BR NIA The barge rate of Upper Mississippi River 
CN NIA Com production of Iowa and its surrounding states 
EX NIA Export through Mississippi River ports 
AUC G Animal unit consuming grain, 
TTM Time (month) to maturity of its nearby contract for com or 
soybean contracts. 
'Variables for other location models are defined in similar fashion, only differs in location abbreviation. For 
soybean models, SB is used in the place of CN. Variables without CN or SB are defined the same in both com 
and soybean models. 
The product of cash price and prime interest rate is the opportunity cost of holding 
com and soybean stocks; it is expected to have a negative effect on local basis, since a higher 
storage cost should result in a larger price difference between current and later prices. When 
transportation costs (barge and rail rates) get higher, the spatial price difference becomes 
larger, therefore barge and rail rates are expected to have negative coefficients. The local 
supply variable is represented by ratio of annual production level to storage capacity. 
Production relative to storage capacity is expected to be the best index to represent 
supply, as basis will widen as outside storage is employed. This means that all commodities 
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competing for storage space ideally should be jointly considered, both beginning inventory and 
production, with the primary impact expected to be found only at or shortly after harvest. 
The production and storage capacity variables in the model are regional variables (which sums 
the productions and capacities of surrounding states), though localized state variables are also 
estimated. The demand factors include animal units consuming grain and U.S. monthly export 
volume at the port most relevant to the location being analyzed. For some export variables, 
the total exports in several ports are used instead of exports by a single port; for example, the 
export variable in the Chicago model is the sum of both Chicago port and Gulf port exports. 
Data and Estimation Methods 
Data 
The study utilizes monthly time series data from January, 1980 to December, 1995.'° 
Futures prices for com and soybeans from January, 1980 to April, 1996 were generously 
provided by the Chicago Board of Trade. Monthly average settlement prices are selected as 
the futures prices. The nearby future prices (NBFPs) are compiled from the futures prices of 
all the contracts. For any month (either delivery or non-delivery month), the current futures 
prices of next closest futures contract are taken as this month's nearby futures prices. For 
example, there are five contract months for com; March, May, July, September and 
December. The daily nearby futures prices in January and February are the March contract, 
and March and April's daily NBFPs are the May contract, etc. The NBFPs for soybeans are 
Monthly data is used in this study because weekly cash price time series are not available for 
some locations or back to the 1980s. 
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constructed in the same feshion though there are seven contract months: January, March, 
May, July, August, September and November (see Table 3.3). Monthly NBFPs are arithmetic 
monthly averages of the daily prices. 
The monthly grain cash prices are from USDA for various locations across United 
States. Most of the price series start in the 1974/1975 crop season and end with the 
1995/1996 season. The com cash prices for the following locations will be used: Chicago, St. 
Louis, Toledo, Gulf Port (Baton Rouge), Pacific Northwest (Portland), Central Illinois, 
Northeast Iowa, and Richmond. The selected soybean cash prices locations are: Chicago, St. 
Louis, Toledo, Gulf Coast (Baton Rouge), Central Illinois, Northeast Iowa, and Richmond. 
The nearby basis series are obtained by subtracting the nearby futures price from the cash 
price. Table 3.4 has some basic statistics of the basis series. It shows that bases are negative 
for major production areas and positive for port market locations. Richmond soybean average 
basis is negative because it is a soybean surplus production area, while it is positive for com. 
Richmond is a surplus production region at harvest and a few months afterward, but it is a 




Jan March March 
Feb March March 
Mar May May 
Apr May May 
May July July 
Jun July July 
Jul September August 
Aug September September 
Sep December November 
Oct December November 
Nov December January 
Dec March January 
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Table 3.4. Basic statistics of the nearby corn and soybean basis 
Locations 
Chicago St. Louis Toledo Gulf NE Iowa C Illinois Richmond Pacific NW 
Com 
MEAN -0.55 2.33 -6.99 22.34 -24.94 -12.49 9.49 51.76 
STDDEV 9.68 11.38 11.38 10.65 15.10 11.76 14.04 10.66 
MIN -38.40 -37.71 -43.40 -9.40 -83.40 -50.71 -34.23 18.24 
MAX 37.50 35.65 33.50 54.65 12.50 18.72 53.50 75.95 
Soybean 
MEAN -6.94 1.57 -9.95 24.60 -32.29 -15.03 -16.47 
STDDEV 10.72 12.39 11.14 12.52 17.17 12.26 12.83 
MIN -54.43 -37.43 -54.23 -19.43 -85.43 -53.43 -61.43 
MAX 28.14 34.46 26.46 54.46 2.48 20.15 27.48 
deficit area the rest of year, importing com for the poultry industry. A surprising negative 
basis for Chicago and Toledo soybean, even though they are delivery points, possibly 
reflecting average carrying charges for 2-3 months and perceived delivery costs. 
Crop production data are available annually from 1966 to 1995 for major production 
states, mainly in the Combelt and Northern Plains, and for the entire United States. Stock 
variables are available quarterly. Monthly com and soybean exports by port area are taken 
fi"om the USDA Grain and Feed Market News. Grain storage capacity for each state is 
obtained fi'om various USDA publications. These are capacity of ofF-farm storage facilities. 
On-farm storage capacity is not available for the entire time from 1980-1995. Grain 
consuming animal unit numbers are taken from USDA publications Feed Yearbook and Feed 
Outlook. 
Weekly barge rates data series (from January, 1980 to December, 1995) are provided 
by the USDA. It is published by the St. Louis Merchant Exchange. The series are available 
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for eight segments of Mississippi River and its tributaries (Ohio River and Illinois River) to 
Louisiana (see Table 3.5). Markets at different locations will use barge rates closest to them. 
For example, the appropriate barge rate for Central Illinois is the Illinois River segment. 
The barge rates series are in the form of percentage of tariff. The tariff is the 
benchmark barge freight rates used as the basis for quoting barge rates. The tariff is quoted 
for shipping points on Mssissippi, Illinois and Ohio Rivers to New Orleans, LA. The actual 
barge rates of a particular port can be calculated by multiplying the percentage of tariff of the 
port by the corresponding tariff. The tariff is quoted in cents per ton. This series has lots of 
typos in the dates, so there may be also typos in the barge rates. Monthly barge rates are 
calculated as the arithmetic average of the weekly series. 
Table 3.S. River Segments and Barge Rates 
Segment Locations Closest Markets® 
TWC Twin Cities (Upper Miss.) McGregor, lA through Savage, MN NE Iowa 
MM Mid Miss. Winfield, MO to McGregor, lA 
ILL Illinois River Grafton, IL to Lockport, IL Chicago, Central IL 
STL St. Louis Cairo, IL to Winfield, MO St. Louis 
CINC Upper Ohio Louisville, KY through Cincinnati, OH Toledo 
LOH Lower Ohio Cairo, IL to Louisville, KY 
CAR-MEM Lower Miss. Cairo, IL through Memphis, TN 
MEM-NO Lower Miss. Memphis, TN to New Orleans, LA 
'The location used barge rate of this segment. Other locations such as Richmond, Pacific NW and Gulf Ports 
use SL Louis barge rate as a proxy for transportation cost. 
A major component of storage cost is the opportunity cost of storing grain. The 
potential interest earned from selling grain now is foregone; the prime interest rate could be a 
good index for this opportunity cost. The prime rate charged by banks on short-term business 
loans is taken from various issues of Annual Statistical Digest and Federal Reserve Bulletin 
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published by the Board of Governors of the Federal Reserve System. All other costs of 
physical storage fiicility, such as warehouse charges, interest and insurance, are mostly fixed 
once the facility is built. 
Soybean monthly crushing data by states are fi-om U.S. Bureau of Census publication 
Fats and Oil: Oilseed Crushing. There are three months' data gap in October, November and 
December of 1990; the average of previous three years' crushing is taken for these missing 
data. The crushing data in 1991 is a quarterly series; monthly crushing is taken as one third of 
the corresponding quarterly data." 
Stationaritv 
Stationarity properties of all the data series are tested. A stochastic process, Yt, is said 
to be weakly stationary (or covariance stationary) if neither the mean nor the autocovariance 
depend on time. Both simple and augmented Dicky-Fuller unit root tests are conducted for all 
the time series. 
(EQ3.5) DYt = m + gYt-i + et 
(EQ 3.6) DYt = m + gXi + Sj fj DYt,- + et 0=1. r-1) 
where the first one is the simple D-F test equation and the second is the augmented D-F test. 
The null hypothesis of g*=0 (unit root) is tested for both equations. The tests for stationarity 
with a time trend can be obtained by adding a time trend variable in each of the above 
equations. The methodology of the tests is the same as the conventional t test, but the critical 
" Historical crushing data shows that monthly crush is evenly distributed within each quarter. 
values have to be revised. These critical values are derived by Dicky and Fuller through a 
Monte Cario study. These appropriate critical values depend on the form of regression, such 
as whether intercept term and time trend are included, and sample size. The significance level 
used in all of the following tests is 5% unless otherwise specified. 
For the monthly barge rates series, the null hypothesis of a unit root is rejected in sbc 
out of eight monthly series by augmented D-F tests. Another series is rejected by the 
augmented test but not the simple test. The grain production data fi-om 1966 to 1995 are 
tested, and the resuhs show that they are nonstationary except Combelt and North Plains com 
productions using the simple D-F test. A close look at the production plots reveal that the 
production series have an upward time trend. All the com production data series tested (U.S., 
Combelt and North Plains productions) are stationary with a time trend in both simple and 
augmented D-F tests, except U.S. production in augmented test. The corresponding soybean 
production series are stationary in simple D-F test with a time trend, but not with the 
augmented test. The beginning stocks of com and soybeans are nonstationary (except the 
soybean beginning stock in augmented D-F test with a time trend). 
In summary, the above unit root tests for all the independent variables show mixed 
results with most of the series being stationary. The basis time series, the dependent variables, 
are all stationary by both simple and augmented D-F tests. This may due to their being 
derived fi^om a combination of several nearby fiitures contract time series segments, or due to 
the stationarity properties of transportation cost and storage cost (the interest rate in this 
case), since these costs are components of local basis. Stationary dependent variables mean 
that the OLS estimator is consistent but has a non-standard asymptotic distribution (Tomek 
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and Myers 1993). 
Estimation Methods 
A stacked model is constructed to test the seasonality and to test whether SUR can 
improve the model fit over OLS. The stacked model pools all the contract models together, 
essentially the same model as in equation 3.2 and 3.3 but without subscript j and with 
additional dummy variables. Equation 3.7 is a stacked com basis model for Northeast Iowa. 
(EQ 3.7) BSjiia = a + Pi*RP_nia + P2*BRjiia + P3*CNjiia + CNjiia + 
P5*AUC_G + P6*nM+ RPjtia) + 
Ii(y2iDMt* BR nia) + CNjiia) + ES(y4SDMS* CNjiia) + 
ZS(Y5SDMS* AUCJJ) + Zs(Y6iDMs*TIM), s = month or contract. 
In order to test whether the seasonal patterns are significantly different fi-om zero, 
three stacked model specifications are estimated: (1) with monthly intercept dummies 
iP^Y'^y^ (2) with contract dummies and a time to maturity variable, which is defined as the 
months left before the contract expires (/i=0); and (3) specification (2) plus contract slope 
dummies. 
This null hypothesis of no seasonal difference in basis is tested, using the nested F-test, 
which tests joint significance of all the seasonal dummies in each equation. Table 3.6 shows 
that the F statistics of monthly dummy models are significant in six of eight com market 
equations (six at 10%, five at 5% and three at 1% significance levels). The numbers of 
significant nested F statistics for the contract dummy stacked models are seven, six and five at 
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these three significance levels, respectively. For model specifications with both intercept and 
slope contract dummies, all the F statistics are significant at the 1% significance level. 
In summary, these nested F-test statistics reject the null hypothesis that seasonal 
dummies, either contract or month, are zero in most of the market equations. Similar results 
are found for the soybean equations; we reject the null hypothesis that all monthly dummies 
are jointly not different from zero in six out of seven market equations, in all seven market 
equations with contract mtercept dummies, and all seven equations with both intercept and 
slope contract dummies. 
The root mean square error (RMSE) and of different model specifications show the 
differences in the model fit. For both com and soybean stacked models, except in few cases. 
Table 3.6. Stacked models F statistics of nested F tests on seasonal dummies 
Market (1) Month (2) Contract (3) Contract Intercept 
Locations Intercept Dummies Intercept Dummies and Slope Dummies 
Com 
Northeast lA 1.28 2.10* 2.07*** 
Central IL 1.96- 4.42*** 2.49*** 
Chicago 2.25** 4.10*** 2.21*** 
St. Louis 1.26 1.95 2.16*** 
Toledo 7.97*** 19.73*** 4.62*** 
Gulf Ports 1.76* 3.29** 2.07*** 
Pacific NW 2.40*** 5.65*** 2.84*** 
Richmond 3.12*** 4.15*** 2.14*** 
Soybean 
Northeast lA 1.50 2.25** 2.43*** 
Central IL 2.63*** 3.66*** 2.39*** 
Chicago 2.69*** 3.56*** 2.37*** 
St. Louis 2.86*** 3.53*** 2.08*** 
Toledo 7.52*** 10.04**' 2.46*** 
Gulf 2.67*** 2.77*** 2.38*** 
Richmond 4.13-* 5.34*** 1.61* 
Note; single star (•), double stars (*•) and triple stars (•*•) indicate significance level of 10%, 5% and 1%, 
respectively. 
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the adjusted R squares are the highest for model specification with contract intercept and 
slope dununy variables, second highest is model specification with month intercept dummies, 
and the model specification with contract intercept dununies has lowest adjusted R-squares. 
The RMSE statistics show similar results (for detailed comparison of R^ and RMSE statistics 
among these models, see appendix Table B. 1). 
In choosing between model specifications with different forms of seasonal dummies 
(contract and monthly dummies), non-nested tests have to be used. However, because 
contract dummies are linearly related to monthly dummies, both the non-nested F test and J 
test are not practical. Non-nested tests fail in this special case. But fi-om the nested F test 
statistics in table 3.6, model specifications with both intercept and slope contract dummies 
may be the most reliable and most appropriate to use because it has more significant F 
statistics than other model specifications. Though the stacked model with seasonal dummies 
can capture the seasonal basis variation, estimation by contract'^ will be more appropriate. 
The Goldfeld-Quandt tests show that the variances of the contract models are not all equal. It 
is not surprising that this contract-by-contract modeling approach results in a higher R-
squares and lower root mean squared errors than the stacked model with seasonal dummies. 
Since basis behavior differs among different market locations, there will be five 
separate regressions for the com model in each of the eight market locations, and six 
regressions for each of the six soybean fiitures contracts (August and September contracts, 
each containing only one month of nearby basis, are combined into one model) in each of the 
'^The reduced number of observations is also a problem for estimating the basis model by 
month; therefore, we only focus on the contract model in this study. 
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seven mailcet locations. There are a total of 40 and 42 structural basis models for com and 
soybeans, respectively. 
In estimation, both Ordinary Least Square (OLS) and Seemingly Unrelated Regression 
(SUR) are used. The market integration tests'^ show that com and soybean markets are 
integrated. Therefore, the error terms of each equation may be correlated and SUR can take 
this cross region interrelation of error terms into account. There is another inter-price 
relationship, the cross products correlation at the same location. Com and soybean prices 
could be correlated because they compete for limited storage space and transportation 
services; they also are competitive products in their uses in some degree. So, one com 
equation and one soybean equation at the same location are grouped together as a system and 
estimated by SUR to account for the cross products correlation. However the stacked model 
estimations show that OLS estimators and SUR estimators are very similar. One possible 
reason is that the correlations among independent variables are high across equations. Several 
variables, such as prime interest rate and grain consuming animal units, are the same for these 
equations. Other variables are highly correlated (e.g., the barge rates for different segments of 
the river) in different equations are highly correlated. This high correlation of independent 
variables across equations makes SUR less efficient. Therefore, SUR estimation results are 
not reported. 
Durbin-Watson (D-W) statistics indicate that both com and soybean contract models 
usually initially exhibite autocorrelation, mostly first order, though a few are second order. To 
" Ravallion's maricet integration tests are conducted for a sample of markets. The results show 
that, at 1% significance level, the hypothesis of market segmentation is rejected for all these markets, 
while the hypothesis of long-run market integration failed to reject. This suggests that these maikets 
are integrated with the Gulf market. 
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correct for that, autoregressive error model's, which take into account residual 
autocorrelations, are estimated by utilizing the Yule-Walker estimation method. When the 
hypothesis of autocorrelation for contract models is rejected. Ordinary Least Squares is used. 
The variance inflation factor (VIF) values for all independent variables in com contract 
models are all below 10, indicating that collinearity is not a problem for the com models. For 
soybean models, only two variables have VIF values larger than 10 in three equations (out of 
total of 42 equations) in two locations. This suggests harmful collinearity for these equations. 
In addition, the condition number, another statistic to check multicollinearity, is also 
calculated. It generally is consistent with the findings of VIF statistics, though the condition 
number is not significant for the variables that have VEF larger than 10. In conclusion, 
multicollinearity is not a problem for both com and soybean contract models. 
Heteroscedsticity is checked by both a portmanteau test (Q*) and a Engle's Lagrange 
Multiplier (LM) test for the basis models by contract. Most of the test statistics fail to reject 
the null hypothesis of homoscedasticity. 
Possible structural change, as noted from Figure 3.1, of the basis behavior model 
before and after 1986 is tested. The standard F test (or Chow test) is generally used to test 
for stmctural change, but the test is based on the important assumption that the disturbance 
variance is the same in both regressions. Therefore, first a test of equal variance is conducted 
using the Goldfeld-Quandt (G-Q) test.'"* The whole data set from 1980 to 1995 is divided 
into two subsets: 1980-85 and 1987-95. The observations in 1986 are dropped to increase the 
power of the G-Q test. The tests show that the null hypothesis of homoscedasticity is rejected 
The test statistic is F [ni-K, ni-K] = SSE1/SSE2, with larger value as the numerator. Under 
the null hypothesis of homoscedasticity (equal variance), it has an F distribution. 
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at 5% significance level in six out of eight market locations for com models. The null 
hypothesis of equal variance for soybean models is rejected for only two out of seven market 
locations. When the disturbance variance is not the same for several markets, the standard F 
test can not be used to test the structural change for these markets. Instead, the Wald test is 
used, which is valid whether or not the disturbance variances are the same. Test resuhs show 
that the null hypothesis of no structural change is rejected for 22 com contract models, but 
not rejected in 18 com contract models (for soybean model, the null hypothsis is rejected in 27 
models and not rejected for 15 contract models). One problem with the Wald test is that it is 
valid for large samples. For our contract models, each data subset has about 10 and 20 
observations, respectively. The W test has a persistently large type 1 error in small and 
moderate-sized samples, so a larger critical value should be used (Greene 1990, p. 216). If a 
larger critical value is used, we could reject the null hypothesis of equal variance less 
frequently. We conclude that the W test results for structural change are not conclusive.'^ 
However, several alternative model specifications are estimated trying to capture the possible 
structure change. These model estimation resuhs are discussed in the last section of this 
chapter. 
Estimation Results 
Table 3.7 shows the general model fit of the com contract model. The R-squares 
show that these contract models have a good fit; most explain between 50-80% of basis 
variation. There is seasonal variation in the estimated coefficients throughout the year. Table 
" Of cause, more complicated tests, like the "bounds" test that gives a partial remedy for the 
problem (Greene), should be used for a more precise result. 
3.8 shows the number of significant coefBcients with expected sign in each contract model for 
eight com maricets. Opportunity costs, which represent the storage costs, are usually found 
negative and significant in early storage season, with seven and five significant coefficients out 
of eight for contracts March and May, respectively. In Northeast lA, Central IL and Gulf 
Port, storage cost is also marginally significant (at 10% level) for July and September contract 
models. Barge rates'® are mostly significant in the months of May, June, September, October 
and November. Out of eight markets, it is significant with negative sign in seven and six 
markets for July and December contract models, respectively. That makes sense because 
Upper Mississippi River is closed in some of the winter months due to ice and occasionally in 
few sunmier months due to low water level or flooding. As expected, com production 
relative to storage capacity'' is an important factor only for the months right after harvest 
(fi-om December to February) and it does not affect com basis significantly thereafter. Com 
exports only have significant coefficients in two of the port markets: Pacific NW and 
Richmond. Animal Units Consuming Grain seems to be more important in Pacific NW than 
other markets. December contract models has the most significant AUC_G coefficients. The 
last variable, time to maturity, matters fi-om December to February for all eight markets. The 
significance level also decreases over time for storage cost, as the lower portion of Table 3.8 
shows. All other significant coefficients are significant mostly at 1% level (for detailed 
estimation results of the com basis models, see appendix Tables B.2-4). 
We were able to get a rail rate series from a local Iowa cooperative. The estimation results 
using this rail rate are not satisfactory (mostly not significant). A rail rate index from the USDA is 
also used in estimating both com and soybean models, and is also dropped because of the lack of 
significance. 
" It is found that regional production relative to regional storage capacity performs better than 
state production relative to state capacity 
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Table 3.7. R' and RMSE of corn contract basis models 
Markets 
Contract NEIA Central IL Chicago St. Louis Toledo Gulf Port Richmond PNW 
R_square 
March 0.80 0.82 0.70 0.66 0.70 0.72 0.58 0.84 
May 0.78 0.82 0.64 0.78 0.66 0.62 0.66 0.57 
July 0.70 0.62 0.56 0.55 0.43 0.42 0.45 0.81 
September 0.82 0.72 0.62 0.60 0.61 0.60 0.49 0.69 
December 0.64 0.61 0.55 0.57 0.60 0.47 0.24 0.80 
Root MSE 
March 6.37 4.44 4.40 5.82 4.96 5.70 8.49 4.13 
May 6.11 4.47 4.75 4.35 4.44 4.99 5.91 8.20 
July 6.68 6.72 6.33 7.01 7.26 6.92 12.97 4.80 
September 8.48 8.70 8.70 9.69 9.76 8.56 13.75 7.39 
December 10.68 8.61 7.15 10.31 7.83 10.20 12.15 5.99 
Table 3.8. Number of significant coefficients with expected sign in each contract model 
for eight com markets 
Contracts 
Variables March May July September December 
Total number of significant coefficients 
Opportunity cost 7 5 3 3 1 
Transport cost 1 7 2 6 
Production 7 1 2 
Export 1 1 
AUC_G 1 1 1 4 
TTM 8 2 
Number of significant coefficient at different significance levels 
Storage cost 6.6.7 4.5.5 0.0.3 0.0.3 0.0.1 
Transport cost 0.0.1 3.6.7 1.1.2 6.6.6 
Production 3.7.7 0.0.1 0.1.2 
Export 0.1.1 0.1.1 
AUC_G 1.1.1 1.1.1 1.1.1 2.4.4 
TTM 8.8.8 0.2.2 
Note: The three numbers represents the number of coefilcients signiilcant at 1%, 5% and 10% significance 
levels, respectively. 
In general, the soybean contract models explain 50-75% of the variation of soybean 
basis for all the locations (see Table 3.9, the detailed estimation resuhs are included in 
appendix Table B.5-7). There are also noticeable differences in significance and magnitude of 
the coefBcients for the same variables across the soybean contracts (see Table 3.10). 
Opportunity (or storage) costs are found to be frequently significant in the November, January 
and March contract models and not significant for the July contract model. Storage costs 
afifect the soybean basis at every market right after harvest season (November and December) 
and infrequently influences the basis in May through August when soybean stocks are low. 
Barge rate coeflBcients are significantly different from zero mostly in May, July and November 
contract models. Most of the significant production (relative to storage capacity) coefficients 
showed up in March and May contract models, which suggests that the size of the new crop 
has some impact on soybean basis from January to April. 
Table 3.9. and RMSE of soybean contract basis models 
Contract Markets 
NE Iowa C Illinois Chicago St. Louis Toledo Gulf Port Richmond 
Total Rsq 
January 0.79 0.77 0.75 0.78 0.73 0.73 0.51 
March 0.86 0.84 0.82 0.82 0.38 0.72 0.49 
May 0.60 0.83 0.83 0.77 0.66 0.14 0.55 
July 0.65 0.67 0.62 0.61 0.60 0.42 0.55 
September 0.75 0.66 0.45 0.40 0.51 0.46 0.56 
November 0.84 0.73 0.54 0.79 0.59_ 0.55 0.31 _ 
Root MSE 
January 7.99 6.66 6.29 6.55 6.28 8.33 10.19 
March 7.74 5.75 4.86 5.03 7.62 6.23 7.63 
May 11.11 4.57 3.11 4.82 5.50 7.61 7.07 
July 9.69 7.26 5.53 8.29 5.60 10.79 9.39 
September 11.48 8.52 9.96 13.44 10.49 13.27 12.98 
November 7.93 8.03 11.71 6.71 9.58 10.50 11.37 
54 
Table 3.10. Number of significant coefilcients with expected sign in each contract model 
for seven soybean markets 
Contracts 
Variables January March May July Aug&Sep November 
Total number of significant coefflcients 
Opportunity cost 7 5 2 3 4 
Transport cost 1 4 6 3 3 
Production 1 4 4 2 
Export 
Crushing 2 2 1 
AUC_G 1 1 
TTM 6 2 2 1 2 
Number of significant coefficient at different significance levels 
Storage cost 5.6.7 5.5.5 1.2.2 0.2.3 4.4.4 
Transport cost 0.0.1 2.3.4 6.6.6 2.2.3 1.3.3 
Production 0.0.1 0.1.4 2.4.4 1.2.2 
Export 
Crushing 1.2.2 1.2.2 1.1.1 
AUC_G 0.0.1 0.1.1 
TTM 6.6.6 2.2.2 0.2.2 0.1.1 0.1.2 
Note: The three numbers represents the number of coefilcients significant at 1%, S% and 10% significance 
levels, respectively. 
The results are mixed for demand factors. Soybean crushing generally has coefficients 
with signs inconsistent with expectations. Animal units consuming grain,not significant in 
general, exhibits both positive and negative significant coefficients. Export volume does not 
aSect soybean basis significantly throughout the year. Time to maturity variables are 
significant in the January contract model for all markets (except Northeast Iowa) and also in 
other contract models for small number of markets. 
" Animal units consuming protein maybe more appropriate for soybean models, but it is highly 
correlated with AUC_G (correlation coefficient equals 0.96) and may not make much difference in 
estimation. 
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Com Basis Models 
Opportunity costs 
All of the estimated coeflBcients for storage costs are negative as expected (with few 
exceptions in Pacific NW and Richmond market models). For Northeast Iowa, the storage 
(opportunity) cost coeflBcient declines in magnitude for the contracts March, May, and July, 
respectively (see Table 3.11). The estimated coefiBcients suggest that, for a given change in 
the storage cost, com basis in Northeast Iowa is affected more in early storage season (for 
months of December through April) than in late storage season (May through August). 
Assuming the com price of250 cents/bushel and prime interest rate of 10%, a 1 cent per 
bushel increase in the opportunity cost equals a 10 cents^ushel increase in com price (given 
the interest rate), or a 0.4% increase in interest rate (given the cash price). For example, the 
opportunity cost coefficient of 0.8 for Northeast Iowa in December, January and Febmary 
suggests that its com basis will be 0.8 cent per bushel weaker with a 10 cents/bushel increase 
in com price or 0.4% increase in interest rate (2 cents/bushel wider with 1% increase in 
interest rate). The coeflBcients are smaller in March and April (0.56), and in May and June 
(0.3). Most of the significant opportunity cost coefficients are in the range of 0.2-0.6 for 
other market locations. This coeflBcient pattern makes sense because more storage is 
demanded in the early part of the crop marketing year. Production may exceed storage 
constraints at the harvest time, and transportation service may not meet the demand. More 
commercial (oflf-farm) storage facilities will be used. Some com or soybeans may have to be 
stored outside. These all lead to a larger cash price depression in the face of storage cost 
increase. As the marketing year progresses, there is less com demand for storage facilities and 
transport services, and local cash prices are affected less by storage cost increases. 
Similar patterns exist in Central Illinois model as expected since it is also a major com 
producing state. Com basis in Central Illinois for December, January, February, March, and 
April will be about a half cent weaker if the annual storage cost increases by a cent. The 





March May July September December 
Northeast lA -0.800— -0.558*** -0.296* -0.423* -0.501* 
Central IL -0.502*** -0.550*** -0.280* -0.367* 0.002 
Chicago -0.306*** -0.150 -0.042 -0.139 -0.022 
St. Louis -0.469*** -0.409*** -0.214 -0.336 0.084 
Toledo -0.385*** -0.272** 0.010 -0.162 -0.103 
Gulf Ports -0.536*** -0.383*** -0.274* -0.384* 0.011 
Padfic NW 0.217 0.303 0.319 1.387*** 0.732*** 
Richmond -0.266* 0.270** 0.298 -0.395 -0.172 
Note: •, and *** indicate significance level of 10%, 5% and 1%, respectively. 
Storage (opportunity) cost affects Chicago com basis only in December, January and 
February. In St. Louis and Toledo, the variable is significant at 5% level in March and May 
contract models, which cover months fi^om December to April. Statistically, storage costs do 
not matter in all other months. Economically, later in the marketing year, there is less com in 
the market and less com stored in the commercial storage facilities. As storage cost increases, 
com basis in these delivery markets (or terminal markets) may not be affected significantly. 
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In the Gulf Port model, storage cost is important for months from December to 
August, with decreased importance from March contract to July contract models when 
demand for storage is low. There is more com shipped down the Mississippi River early in 
the marketing year. Again, like in the Northeast lA and Central IL market models, the 
coefiScient is higher in the September contract model than the July contract model, and is not 
significant in the December contract model. For Richmond, an increase in storage cost pushes 
com basis wider for months from December to February, but the basis gets narrower in 
months of March and April as storage cost get higher. This may be related to fact that 
Richmond is a com deficit area; it may first use stocks from its own local production (a 
temporary surplus), then com is shipped from major com producing areas like the Combelt. 
This shift from surplus area to deficit area could be one possible explanation for the storage 
cost coefiBcient change from negative in March contract model to positive in May contract 
model. The meaning for the positive coeflBcients in Pacific NW market for September and 
December contract models is unclear. 
Transportation cost 
Most of the significant barge rate coefificients are negative as expected (see Table 
3.12); that is, as the transportation cost increases, com basis gets wider. Overall, the 
significant coeflBcients are mostly in July and December contract models, which indicates that 
barge rates afifect com basis in the months of May, June, September, October and November. 
The grain shipments on the Illinois waterway and the Mississippi River are relatively high in 
these months of the year. The Upper Mississippi River is closed due to ice in the winter 
months from December to February every year, and low water level or flooding sometimes 
causes the river to close during the summer season. That may be a partial contributor to the 
barge rate coefficients not being significant for some of the months. Most of the coefficients 
are between -0.1 and -0.2. Barge rates are quoted as percentage over bench mark tariff As 
the barge rate increases one percentage point, com basis in these months will be wider by 0.1 
to 0.2 cents per bushel. 




March May July September December 
Northeast lA -0.003 -0.104* -0.210*** -0.162*** -0.184*** 
Central IL 0.036* -0.024 -0.107** -0.090* -0.145*** 
Chicago 0.015 -0.056 -0.170*** -0.084 -0.085*** 
St. Louis 0.090- -0.019 -0.139** -0.065 -0.186*** 
Toledo 0.052 -0.050 -0.188** -0.001 -0.107*** 
Gulf Ports 0.214*** 0.074 -0.026 0.045 -0.108*** 
Pacific NW 0.036 0.046 -0.163*** -0.063 -0.033 
Richmond 0.058 -0.059 -0.174* -0.031 0.018 
Note: •, •• and ••• indicate significance level of 10%, 5% and 1%, respectively. 
For Northeast Iowa, the barge rate coefficient is significantly different fi-om zero 
throughout the year, except the March contract. This is because the upper Mississippi River 
is closed from December to February every year due to ice. 
One interesting case is the March contract model, where barge rate coefficients are 
significant but positive for three markets: Gulf Port, St. Louis, and Central E. at the 
significance level of 1%, 5% and 10%, respectively. These positive coefficients probably are 
related to the closed upper Mississippi River from December to February, and greater local 
grain (and barge) demand in the lower Mississippi River. 
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Production 
As expected, com production relative to storage capacity is quite important in the 
months right after harvest (from December to February (see Table 3.13)). The coefficient is 
not significant for all the other months in general. It seems that the pressure from the new 
crop is relieved after February, and is not a factor determining the local com basis any more. 
Production/storage capacity ratio affects com basis negatively. If the ratio of crop size to 
storage capacity increases by 10% (that is, the ratio by 0.1),'' the basis will be wider by 
approximately 0.7 cents in most market locations in the months of December, January and 
Febmary. Given the same amount of change in the production/storage capacity ratio, the 
basis change is 2.5 cents for Richmond, Virginia. This higher than average basis response in 
Richmond may due to the fact that it does not have much local production and or storage 
facilities,^ so small changes may cause a larger price response. The Northern Plains com 
production and grain storage capacity is used in Pacific NW market model. The coefiBcient 




March May July September December 
Northeast lA -7.691" -0.285 -3.099 -13.020** 5.692 
Central IL -7.623*** -1.092 -1.794 -6.272 0.695 
Chicago -4.862** -4.473 -2.564 -6.253 -0.860 
St. Louis -8.745** -1.855 -3.053 -10.218 -0.210 
Toledo -11.606*** -5.780* -4.281 -6.800 0.886 
Gulf Ports -6.663 2.403 0.640 -15.820* 6.118 
Pacific NW 23.631** 33.856* 26.811** 48.034* 23.689* 
Richmond -25.042*** -4.265 5.609 -6.258 -13.369 
Note: and ••• indicate significance level of 10%, 5% and 1%, respectively. 
" A 10% increase in production to storage ratio equals 0.27, 0.26, 0.27, 0.23, 0.19, 0.53, 
0.21, and 0.19 million bushels of com production in Northeast lA, Central IL, Chicago, St. Louis, 
Toledo, Gulf Ports, Pacific NW and Richmond market models, respectively. 
Its off-farm storage capacity, around 30 million bushels, is about 3% of Iowa capacity. 
60 
for Pacific NW is un^ectedly positive and is significant at 10% significance level throughout 
the year. 
Demandfactors 
The export volume and grain consuming animal units, two variables representing 
demand shifts, are generally not significant except in two port markets; Pacific NW and 
Richmond. The export volume is significant at 5 % level with the expected positive sign in 
March and July Pacific NW contract models. The coefficients of 2.01 and 2.17 in March and 
July contract models, respectively, suggest that com basis in Pacific NW for December, 
January, February, May and June will be a little more than two cents narrower if the Pacific 
ports monthly com exports increase by 10 million bushels. But the export coefficient in 
Richmond is negative and significant in May and July contract models, at 1% and 10% 
significance level, respectively. The negative sign is inconsistent with what is expected. 
The other demand variable is the animal units consuming grain (AUC_G). Since there 
are no localized AUC_G statistics available, national AUC_G data are used. The animal 
numbers are important in com basis determination mostly in December contract models (see 
Table 3.14). It suggests that if animal units consuming grain increase one million units (about 
1.25%), the com basis in September, October and November will strengthen by about 1.7 
cents per bushel in Central IL, St. Louis, Gulf Ports and Pacific NW. This variable is also 
significant for other contract models in Pacific NW (except May). Again, Richmond models 
in May and September contracts have coefficients with signs inconsistent with what theory 
suggests. 
61 




March May July September December 
Northeast lA -0.097 -0.567 -0.356 -1.017 1.054 
Central IL 0.277 -0.346 -0.103 -0.620 1.654*** 
Chicago 0.075 -0.047 0.105 -0.272 0.525 
St. Louis -0.324 -0.393 -0.252 -1.436 1.706** 
Toledo -0.457 -0.573 -0.351 -1.517 0.302 
Gulf Ports -0.394 -0.505 -0.445 -0.951 1.649** 
Pacific NW 1.087*~ 1.034 1.593*** 1.131* 1.651*** 
Richmond -0.584 -1.066* -1.053 -2.210* -0.569 
Note: *, and ••• indicate sigiuficance level of 10%, 5% and 1%, respectively. 
Time to maturity 
The last variable in the model is the time to maturity (TTM). Basis theory suggests 
that basis will converge as contract maturity approaches. Here time to maturity captures how 
basis converges in the two or three months before contract maturity. Basically only the March 
contract models demonstrate this convergence (see Table 3.15). It is significant at 1% level 
for all the markets studied. In the May contract models, time to maturity is significant at 5% 
level for Northeast lA and Chicago markets. These significant coefficients are negative, 
which means the farther fi-om contract maturity, the wider the basis will be. There is no 
evidence indicating basis convergence for any of the other contracts. 




March May July September December 
Northeast lA -3.422*** -3.733** -1.207 0.261 1.225 
Central IL -2.865*** -2.092 -0.307 1.084 -0.032 
Chicago -2.531*** -3.220** -2.905 1.657 -1.603 
St. Louis -2.893*** -1.709 -0.955 0.554 -2.184 
Toledo -3.344*** -2.418 -3.529 5.095 2.187 
Gulf Ports -3.255*** -1.507 -1.285 2.532 0.799 
Paa'fic NW -2.166*** -3.636 -0.540 -3.617 -1.884 
Richmond -5.484*** 2.029 -2.820 9.478** -2.030 
Note: •, •• and ••• indicate significance level of 10%, 5% and 1%, respectively. 
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Soybean Basis Models 
Storage (opportunity) costs 
All the significant storage cost coefi5cients (except Richmond models) are negative (see Table 
3.16), which indicate soybean basis gets wider as storage cost increases. Assuming soybean 
price is 600 cents/bushel and prime interest rate is 10%, a 1 cent change in storage cost equals 
10 cents/bushel change in soybean price (given interest rate) or 0.167% change in interest rate 
(given cash price). Most of these coefficients range from 0.2 to 0.4, which suggests that 
soybean basis is 0.2-0.4 cents/bushel wider with a 10 cents per bushel increase in cash price or 
0.167% increase in prime interest rate (the basis is weaker by 1.2-2.4 cents/bushel with 1% 
increase in interest rate). Soybean basis is affected by the variation in storage costs mostly 
fi-om November to February for most of the markets. In the July contract model, 
corresponding to the months of May and June, soybean basis is not affected by changes in 
storage cost, possibly because there is not much storage demand during these two months. 
For the Central Illinois soybean contract model, the magnitude of the storage cost 
coefficients gradually declines as time fi-om harvest increases: it is -0.324, -0.280 and -0.104 
for January, March and May contracts, respectively. That is, for a given amount of change in 
storage cost, the basis is affected more in November, December than in January and February, 
and basis in March and April is affected the least among these months. For the Toledo 
market, storage cost is only important statistically in the January contract model. Again, the 
Richmond contract model often shows the opposite effect of storage cost; it is significant and 
negative as expected for January contract, but it is significantly positive for May and 
Aug&Sep contract models. 
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January March May July Aug&Sep November 
Northeast lA -0.322**" -0.441*** -0.105 -0.043 -0.208** -0.452*** 
Central IL -0.324*** -0.280*** -0.104** -0.096 -0.102 -0.287*** 
Chicago -0.254*** -0.334*** -0.133*** -0.063 0.038 -0.161 
St. Louis -0.206** -0.217*** -0.021 -0.032 -0.252** -0.289*** 
Toledo -0.275*** -0.050 0.018 0.027 -0.140 -0.200 
Gulf Ports -0.404*** -0.437*** -0.107 -0.028 -0.255* -0.347*** 
Richmond -0.238* 0.011 0.270*** 0.040 0.242** -0.109 
Note: *, •• and *** indicate significance level of 10%, 5% and 1%, respectively. 
Transportation cost 
Out of seven July contract models, the barge rate is significant at 1% significance level 
in six models, with negative coefficients as expected (see Table 3.17). That means the 
soybean basis for May and June in all the markets (except Gulf Ports) is affected by barge rate 
changes. The magnitude of the basis widening is around 0.2 cents per bushel (ranges from 
0.14 to 0.35) for barge rate increases of one point in the percentage over tariff. In both May 
and November contract models, four out of seven markets have significant negative barge rate 
coefficients. Changes in barge rates affect the soybean basis more in months of May and June 
(July contract) than in months of September, October, March and April (November and May 
contracts). Few markets have significant barge rate coefficients for Aug&Sep, March and 
January contract models. The river is closed for some of the months covered by these 
contracts; ice in December to February for upper Mississippi River every year, or infi'equently 
due to flooding or low water level in summer months. Similar to the com contract models, 
the barge rates are significantly positive in March contract models for St. Louis and Gulf 
Ports. The closed upper Mississippi River may cause this sign shift. 
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January March May July Aug&Sep November 
Northeast lA -0.111* 0.093 -0.168*** -0.347*** -0.262*** -0.141*** 
Central IL 0.007 0.027 -0.047 -0.199*** -0.012 -0.062 
Chicago -0.037 0.038 -0.054** -0.144*** -0.140*** -0.131** 
St. Louis -0.059 0.096** -0.056 -0.269*** -0.119* -0.092** 
Toledo 0.025 -0.012 -0.103* -0.183*** -0.068 -0.058 
Gulf Ports 0.089 0.268*** 0.047 -0.171 0.078 0.026*** 
Richmond 0.013 -0.002 -0.178*** -0.202*** -0.032 -0.058 
Note: *, and indicate significance level of 10%, 5% and 1%, respectively. 
Production 
The ratio of soybean production relative to storage capacity is significant mostly in 
contracts of March and May, which cover January to April. The coefficients show negative 
relationships between soybean production and soybean basis. Basis will be wider by 10 cents 
per bushel for Northeast Iowa in January and February if the regional production/capacity 
ratio increases by 10%, which equals about 0.27 million bushels of soybean.^' For these same 
two months, the basis change is about four to five cents for St. Louis and Toledo for an 10% 
increase in soybean production/capacity ratio (see Table 3.18). For the months of March and 
April, the same increase in the ratio will cause soybean basis to be weaker by five to seven 
cents per bushel for Central IL, St. Louis, Toledo and Richmond. 
Demandfactor 
Demand factors in the soybean contract model include export volume by ports, animal 
units consuming grain, and soybean crushing. Export volume is not significantly different 
An 10% increase of production/storage ratio equals 0.27, 0.26, 0.27, 0.23, 0.19, 0.53, and 
0.19 million bushels of soybean production in Northeast lA, Central IL, Chicago, St. Louis, Toledo, 
Gulf Ports, and Richmond market models, respectively. 
65 




January March May July Aug&Sep November 
Northeast lA -42.725 -98.589- -24.042 5.011 -6.676 15.135 
Central iL -3.233 -18.247 -63.969*** -3.982 -97.321*** -10.051 
Chicago 2.325 7.469 1.859 10.970 -24.556 1.574 
St. Louis -2.871 -44.167' -74.138*** -16.232 48.343 11.692 
Toledo -19.019 -46.500* -61.905** -19.898 -44.418 -0.544 
Gulf Ports 12.699 -24.699 -11.462 -16.421 -60.165 17.339 
Richmond -72.564* -71.184* -52.791** 43.517 -120.306** 35.951 
Note: *, ** and indicate significance level of 10%, 5% and 1%, respectively. 
from zero throughout the year for all seven markets. Animal units consuming grain are 
significant only in few contract models at the significance level at 5% (three coefficients) and 
10% (eight coefficients) (see Table 3.19). They are positive in Illinois model and negative for 
Chicago, St. Louis and Toledo models. As a demand factor, a positive coefficient is expected. 
Since the animal unit data are a U.S. totals, a state or regional animal number might be more 
appropriate to represent local soybean demand. 
Most of the soybean crushing coefficients are not significant, and the significant 
coeflBcients are usually at 5% or 10% significance levels. The higher the demand from 
soybean crushing is, it is expected that cash soybean price will be higher. However, this 




January March May July Aug&Sep November 
Northeast lA 0.084 1.091 1.274 0.719 -0.527 0.077 
Central IL 0.520 0.863* 0.954** 0.816 -0.740 0.164 
Chicago -0.399 -0.789* -0.261 -0.210 1.029 0.720 
St. Louis -0.505 -0.499 0.297 0.077 -1.377* -0.533 
Toledo -0.546 -1.111 -1.456* -1.112** -1.648* -4.309** 
Gulf Ports 0.521 0.529 1.077 1.132 -0.909 0.837 
Richmond 0.019 -0.684 -1.149 -1.466 0.190 -1.760 
Note: *, •• and ••• indicate significance level of 10%, 5% and 1%, respectively. 
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positive relationship is only confirmed in Toledo and Richmond market models (see Table 
3.20). The estimated coeflBcients of soybean crushing for all the other markets show that local 
so3rbean basis has a negative relationship with soybean crushing. One possible explanation is 
that most processors buy large portion of their aimual soybean purchases during the harvest 
time. Therefore monthly crushing data may not reflect impact of the level of current demand 
for soybeans fi"om crushers. This may also due to the inadequate local soybean crushing data 
used in some models. Because of its availability and completeness, Illinois soybean crushing is 
used as an index of crush volumes in most of the market models, including Northeast Iowa, 
Central IL, Chicago and St. Louis. Gulf Ports model uses total U.S. soybean crushing. The 
Ohio soybean crush data is used in the other two markets: Toledo and Richmond. 
Alternatively, lower cash prices may stimulate more crush, so there may be a simultaneous 
equation problem here that has not been adequately modeled. 
Time to maturity 
As a measure of basis convergence, time to maturity shows up to be important in six 
out of seven January soybean contract models (the exception is Northeast lA, see Table 3.21). 




January March May July Aug&Sep November 
Northeast lA -0.026 -0.073* -0.111** -0.090- -0.003 -0.047* 
Central IL -0.022 -0.087*** -0.032 -0.056 0.002 -0.053* 
Chicago -0.047 -0.057** -0.025 -0.032 -0.006 -0.042 
St. Louis -0.022 -0.072- -0.016 -0.056 -0.010 -0.054-
Toledo -0.027 0.142 0.192** 0.137- 0.068 0.400*-
Gulf Ports -0.013 -0.027*** -0.016 -0.003 0.007 -0.017 
Richmond 0.041 0.131 0.363*- 0.268*- 0.008 0.092 
Note: •, •• and *** indicate significance level of 10%, 5% and 1%, respectively. 
These are also two significant time to maturity coefficients in March, May and November 
contract models, and one in the July contract model. All the significant coefficients have 
expected negative signs—basis gets narrower as contract maturity approaches. Other things 
being equal, soybean basis in all the markets except Northeast lA converges by 7 to 12 cents 
fi-om November to December. Soybean basis fi"om January to February in Toledo and 
Richmond converges by 9.5 and 11 cents, respectively. The convergence is about 3 to 5 cents 
for the May and July contracts. Chicago and St. Louis soybean basis also indicate significant 
basis convergence fi-om September to October by 13 cents and 7.6 cents, respectively. 




January March May July Aug&Sep November 
Northeast lA -3.051 -3.915 -1.350 -1.125 6.145 -6.140 
Central IL -7.689*" -1.115 -1.534 -1.121 1.884 -7.029 
Chicago -8.619*** -3.686 -2.930** -2.197 -0.543 -13.164** 
St. Louis -9.975*** -1.165 -1.705 -1.158 6.131 -7.665* 
Toledo -7.919*** -9.468*** -4.832** -4.835** 1.689 8.385 
Gulf Ports -12.160*** 3.085 1.678 -3.089 4.588 -6.679 
Richmond -11.652*** -11.088*** -3.422 1.071 1.167 -14.571 
Note: •, *• and indicate significance level of 10%, 5% and 1%, respectively. 
Alternate Model Specifications 
Though the tests of structural change are not conclusive, we attempt to capture the 
possible change in structure via alternate model specifications. We first incorporated into the 
basis model a trend variable that had an upward trend before 1986, and flat thereafter. The 
estimated coefficient is significant, but it results in more insignificant coefficients for other 
independent variables. Secondly, separate models are estimated for these two periods for 
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each contract at all locations. There are only few significant coefiBcients due to the small 
sample size (6 and 10 years observations for each period, respectively). 
Finally, intercept and slope dummy variables are employed for all variables for the post 
1986 period. The nested F tests show that set of dummy variables are significant in most 
contracts (at 5% significance level, the null hypothesis of the set of dummy variables is equal 
to zero is rejected in 35 out of 40 contract models for com, and is rejected only in 18 out of 
42 coybean contract models). Tables 3.21 and 3.22 show the numbers of significant 
coefBcients with expected sign for different model specifications (for 8 com markets and 7 
soybean markets). Model specification (1) is the original stnjctural basis behavior model 
discussed in the previous sections. Specifications (2) and (3) are alternate specifications, 
where (2) is the structural model with intercept and slope dummies for the period after 1986, 
and (3) differs fi"om (2) only in one variable-the total U.S. com and soybean supply^ relative 
Table 3.21. Number of signiflcant coefficients with expected sign for three corn model 
specifications 
Model Contract 
Variables Specifications March May July September December 
Opportunity Cost 
1 7 5 3 3 1 
2 4 3 2 3 1 
3 6 3 4 2 
Barge rate 
1 1 7 2 6 
2 1 4 2 6 
3 2 2 4 
Production 
1 7 1 2 
2 4 3 2 2 
3 4 1 2 4 
° Production plus beginning stock in the harvest period and beginning stock for other quarters. 
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Table 3.22. Number of significant coefficients with expected sign for three soybean 
model specifications 
Model Contract 
Variables spea'fications January March May July September Novemtier 
Opportunity Cost 
1 7 5 2 3 4 
2 7 4 2 1 1 1 
3 7 5 1 1 
Barge rate 
1 1 4 6 3 3 
2 1 1 1 
3 4 1 3 
Production 
1 1 4 4 2 
2 1 2 1 1 
3 1 5 3 2 1 
to U.S. storage capacity is used instead of regional com or soybean production relative to 
regional storage capacity. 
In general, the results of three model specifications are consistent with each other. 
The general pattern does not change. For example, opportunity cost is mostly significant in 
the early storage season and barge rate is important in July and December contract models. 
The size of the estimated coefficients are also similar, on average. The number of significant 
coefiScients with expected signs do not increase with these alternate specifications. The 
original structural basis behavior results (1) presented earlier have the most significant 
negative opportunity cost and barge rate coefficients for both com and soybean models. 
Specification 3 using total U.S. com and soybean supply relative to storage capacity (model 3) 
seems more significant than regional production relative to supply (model 2). 
Though the general pattern is confirmed, the coefficients in some contracts and some 
locations, after incorporating the slope dummy for the second period, change signs after 1986 
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(e.g. the expected negative coefficient of opportunity cost switches to positive after 1986), 
especially for storage cost variables. Barge rate coefficients are similar for both periods. With 
HKxlel specification (3), the sign changes occur less frequently, and the magnitude of some 
coefficients change less. 
The results of these alternative model estimates do not seem to be appreciably better 
than the original structural basis behavior model (1) discussed earlier. Further effiart to 
identify more appropriate variables to be used in basis behavior model for the period after 
1986 may still be worthwhile. A good index for variables such as government program 
changes and or rail rate deregulation may improve the structural model. 
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CHAPTER 4. BASIS FORECASTING MODELS 
Several studies on basis forecasting (Heifher 1966, Kenyon and Kingsley 1973, Taylor 
and Tomek 1984, Hauser et al. 1990, Tomek 1996, and StrobI et al. 1996) have been done on 
com and soybeans. However, basis forecasting was not the main subject of some of these 
papers; it was treated as a means to improve hedge effectiveness (Kenyon and Kingsley 1973, 
and Hauser et al. 1990) or storage decisions (Heifiier 1966). Several forecast techniques were 
utilized in these studies: a basis change modeP (Heifher 1966, and Kenyon and Kingsley 
1973), which considers that basis changes over a time interval as a function of initial basis; a 
structural econometric forecasting model (Taylor and Tomek 1984, and StrobI et al. 1996); 
seasonal ARIMA technique (StrobI et al. 1996); and a simple naive forecast models (Hauser et 
al. 1990). The naive models usually forecast basis as a function of the previous year basis, the 
average of last three years basis, the price spread between the two nearest fiitures contracts, 
or the time to expiration of the futures contract (Hauser et al. 1990). 
Forecasting Grain Basis 
This paper studies several of these standard forecasting models, and some additional 
forecast methods such as state space modeling approach and artificial neural networks. Since 
the naive model based on the previous three year average basis is often used in the grain trade, 
 ^This model, also called basis convergence model, is not used in this forecasting exercise as it 
is more appropriate to xise in forecasting longer temi changes in basis versus a single contract, rather 
than when periodic shifts to another contract are considered, as in this study. 
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it will serve as the standard for comparison for the more sophisticated forecast models 
outlined below. A composite forecast is also constructed as a simple average of the other 
model forecasts. 
Three-Year-Avera|ge Forecasts 
This benchmark model calculates basis in any month t (BSt) as a function of the 
average of previous three years basis for that month: 
BSt — (l/3)(BSt.i2 + BSI.24 BSt.36). 
In a regression framework, this is equivalent to; 
BSt = a + P*3yr_avgt + Ut, with a=0 and P=1 
where 3yr_avgt is the simple average of previous three years basis at month t. This regression 
model has a poor fit. Frequently, we observe low and beta coefficients far different from 
one. A nested F test is performed for the hypothesis of a=0 and 3=1, which will be discussed 
in the performance section later. 
Three-Year-Average-Plus Forecasting Model 
If you assume that basis is stable over the years, the last three years' average basis for 
a particular month will be a good forecast of basis for the same month this year. Though it is 
easy to use, this approach does not take into account any current market information. In 
addition to previous basis, current com and soybean basis could be affected by current com 
and soybean market supply and demand conditions such as production and exports, especially 
when this year differs a lot from previous years. If a larger than usual crop is harvested this 
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year, other things being constant, the basis will be weaker than usual; and a higher 
consumption or export demand this year will result in a smaller basis than previous years. 
Therefore, it is hypothesized that the naive model forecasts could be improved if current 
market information is added to that model. That is a three-year-average plus model:^* 
(EQ4.1) BSf  = f  { Z y r T o t a l  S u p p l y E x p o r t s , ,  D M ,  i  =1, ...,12 
where 3yr_avg is the average basis of previous three year at the same month, DM, are 
monthly dummies variables from January through December (except October), Total 
Supply and Exports are USDA supply and export estimates. 
Basis forecasts for a month are calculated with the estimated coefficients, projections 
of total supply and export for the next crop year available in October (USDA WASDE 
predictions), and the previous three years' average basis for that month. All the 1-12 ahead 
basis forecasts are calculated by that procedure. 
Fundamental Forecast Model 
The traditional approach is to forecast the independent variables individually and then 
insert the forecasted independent variables into the estimated model to derive the basis 
forecast. EQ 4.2 is an example for Northeast Iowa com basis forecasting model: 
(EQ 4.2) BSjiia/ = a,• + pij*RP nia/-\- P2j*BRjiia/+ l33j*CN_nia/-\- P4j*EX_nia/•\-
Psj*Al]C_Gj^+ fiej*TIM/ j = Mar., May, Jul., Sep., and Dec. 
^The October basis, as an additional variable, is also included to check whether the October 
basis, the most recent basis available when making forecast in the end of October, has predictive power 
for November up to October next year basis forecasts. The joint F test shows that it is not significant 
for 1-12 month ahead forecasts of both com and soybean basis. 
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where i represents market, the superscript f stand for forecasted value, and the Greek 
characters are estimated coefBcients from the behavior model. The independent variables with 
superscript f are the ancillary forecasts which usually introduce additional errors into the 
forecasts. 
The estimated coefficients are obtained from fundamental basis behavior model in 
chapter 3.^ The ancillary forecasts have to be obtained before calculating basis forecasts. 
The following table (Table 4.1) outlines the methods used to get the ancillary forecasts of one 
to 12 month ahead for these relevant variables. Those ancillary forecasts, together with the 
estimated coeflBcients, are used to derive the 1-12 month ahead basis forecasts. 
Seasonal ARJMA. Model 
Though the fundamental approach to basis forecasting has appeal, ARIMA time series 
methods may produce better forecasts. Hauser et al. (1990) set up several simple ARIMA 
basis expectation models and compared them to four simple regression models. They found 
that simple moving average models provided better forecasts than the simple regression 
models. A seasonal ARIMA (S ARIMA) was used by Strobl et al. (1996) in their study of 
forecasting local soybean basis in North Carolina. 
Theoretically, time series techniques have some advantages over econometric 
modeling. Jenkins (1979) suggested econometric models usually rely on static least squares 
methods, but economic phenomena are dynamic in nature. Others, such as Strobl et al. 
" The behavior model is estimated by OLS, though autocorrelation exists. This is 
because OLS estimates with autocorrelated disturbances are still unbiased and consistent, therefore the 
forecasts based on these unbiased coefficients are not affected. 
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(1996), cited practical reasons for preferring time series forecasting methods over 
econometrics forecasting model. They argued that econometrics models can be very difScult 
for maricet agents to employ because of the data requirements and statistical skills necessary 
for implementation. In addition, econometric models involve simultaneously determined 
independent variables and basis. The forecasting of these independent variables introduces 
additional sources of error, therefore reducing the accuracy of the basis forecast. 
Table 4.1. Methods of ancillary forecasting 
Variables Methods used to obtain ancillary forecasts 
Prime interest rate Naive model (equals t-1 PIR) 
Cash prices Previous three year average 
Barge rates ARIMA model 
Production Regression model and USDA WASDE (the relationship between state and 
US productions is identified by simple regression, then the coefficients 
from the regression and WASDE of US production are used to calculate 
the state com and soybean forecasts)^ 
Storage capacity Naive model (equals to last year's capacity) 
Soybean crushing Previous three year average 
Animal units Uses the animal units consuming grain of last crop year 
consuming grain 
Exports by port Previous three year average 
'USDA state production estimates are also considered. These state production estimates and the estimates 
obtained through this regression approach are highly correlated and are compared in their out-of-sample 
forecasting performance. The estimates from the regression approach perform little better in the out-of-sample 
forecast performance. 
Standard Box-Jenkins time series methods are used in this study to forecast the spatial 
grain basis. The appropriate models depend on the stationarity of the time series and whether 
any differencing is needed to achieve stationarity. Model identification is based on the 
examination of the autocorrelation fiinction (ACF) and partial autocorrelation fiinction 
(PACF) plots. The general form of a SARIMA(p,d,q)(P,D,Q), model is; 
(EQ4.3) = QQ(B')e,(B)a, 
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where B is the backshift notation, s is the seasonal period (observations per period, here it is 
12 months), the (p,d,q) are orders of autoregressive, differencing and moving average terms, 
respectively, and (P,D,Q) are the orders of seasonal counterparts corresponding to (p,d,q). 
The Greek letters, (j), 0, and 0, are the coefficients for regular autoregressive terms, 
moving average terms, seasonal regular autoregressive terms, and seasonal moving average 
terms, respectively. 
A practical three-stage procedure is proposed by Box and Jenkins (1976) to find an 
adequate model; identification, estimation and diagnostic checking. This procedure can be 
iterative until an statistically adequate model is reached. First of all, at the identification stage, 
the visual inspection of a plot of the original realization is an important preliminary. This is 
mainly focused on the stationarity of both the mean and variance of the realization. As a 
practical rule (Pankratz, 1991), the number of usefiil estimated autocorrelations is about n/4. 
Since the five data sets have 130, 142, 154, 166 and 178 observations, respectively, the 
number of estimated autocorrelations will be 32, 35, 38, 41 and 44 for each of the 
corresponding in-sample data set. Since the model identification is based on the properties of 
sample data set and each of the five in-sample data sets cut off at different points, this may 
result in a different model for each in-sample data set studied for the same market. 
There is a seasonal pattern in the prices of many agricultural commodities. Therefore, 
all the models we are going to consider are mixed models consisting of both seasonal and non-
seasonal elements. They are multiplicative models. The ACF and PACF of all the 
realizations are examined first; if the ACF does not drop quickly to zero, then first order 
differencing is done to achieve a stationary series. The first order differencing can also help in 
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identifying seasonal patterns even if the original series are stationary. The practical warning 
levels for absolute t-values in estimated ACFs (suggested by Pankratz) are used in the 
identification and diagnostic-checking stages. These warning levels are listed in Table 4.2. 
The basis series is monthly data, therefore the seasonal period is 12. Seasonal 
differencing is decided in the same fashion as non-seasonal difference. The only difference is 
that ACFs are examine at lags of 12, 24, 36, ... for seasonal stationarity instead of lags at 1, 2, 
3,... for non-seasonal stationarity. If the ACFs drop quickly to zero at these seasonal lags, 
then it is seasonal stationary; otherwise, seasonal differencing is used. 
Table 4.2. Warning levels for ARIMA modeling 
Identification Stage Diagnostic-checking Stage 
acf lag (initial estimated acf) (residual acf) 
Short (1, 2, perhaps 3) 1.60 1.25 
Seasonal (s, 2s,...) 1.25 1.25 
Near-Seasonal (s-1, s+1. 2s-1, 2s+1,...) - 1.25 
and half season (.05s, 1.5s....) 1^60 1^0 
Note: the numbers in the table are t-values. 
After stationary series are identified with appropriate regular and/or seasonal 
differencing, tentative multiplicative models are selected based on the autocorrelation fimction 
(ACF) and partial autocorrelation function (PACF). As a rule of thumb, if ACFs cut off and 
PACFs decay, it suggests a moving average model; if ACFs die down slowly and PACFs cut 
off, then it indicates an autoregressive model. This rule is also used to identify the seasonal 
terms, but we look at the seasonal lags' ACFs and PACFs. 
These tentative models are estimated. Stationarity and invertibility conditions have to 
be met by the estimated models. Residual ACF plots show whether the selected model is 
adequate or not. If no residual ACFs exceed the warning levels listed in Table 4.2, that means 
random shocks are independent. Modified Box-Pierce (Ljung-Box-Pierce) statistics can also 
be used to test the residual autocorrelation. On the other hand, if residual ACFs exceed the 
wammg levels, the residual ACFs may indicate how the model could be improved; otherwise 
the three stage circle of identification, estimation and diagnostic checking has to be repeated 
until an adequate model is found. The final satisfactory model is used for forecasting one to 
12 months ahead forecasts. An example of the SARIMA modeling process is included in 
appendix C. 
State Space Model 
Mehra (1982) stated that the state space modeling technique is closely related to the 
Box-Jenkins methodology, but with different criteria for order selection and parameter 
estimation. "State space approach uses objective information criteria for order determination, 
whereas the Box-Jenkins approach relies on subjective judgment on the part of the user" (p. 
279) There are several important differences in the multivariate case. "The state space 
approach considers all time series simultaneously and develops a minimal canonical 
representation for the system"(p. 279) The ARIMA model is not canonical without special 
parameter restrictions. The order of the state space model will be generally less than the 
modeling approach reconmiended by Jenkins (1979) in which univariate models are developed 
for each series and then a multivariate model is used for residuals. In a forecasting 
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tournament^ of developing univariate models for four time series, the state space out­
performed other time series methods such as Box-Jenkins, AEP, and Adaptive Filtering. It 
also had lower order. 
The terminology of state space modeling and filtering was originally developed by 
control engineers. It has been successfully applied in physical science in diverse fields. Its 
applications in economic times series were started with Akaike's (1976) canonical correlation 
method and Mehra's (1982) study. More recently, Aoki (1987), Aoki and Havennner (1991), 
and others proposed an alternative method in estimating state space models. Diebold 
reviewed both approaches in his review essay. He termed the Aoki's method as "top down" 
approach in which the state space representation is obtained directly fi-om the data. Other 
analyses were characterized as "bottom up" approaches, which means a model is first 
specified and then converted to state space form. In their empirical studies, Koehler and 
Murphree (1988), McCarthy and Najand (1993), and Patterson (1994, 1995) used Akaike's 
approach. The studies by Mittnik (1990a, 1990b), and Vinod and Basu (1995) used Aoki's 
method. 
In this paper, the approach proposed by Akaike (1976) will be used. One reason for 
this selection is that a procedure called STATES?ACE, which follows Akaike's method, is 
readily available in the SAS program. This approach utilizes Kalman filters to compute the 
optimal estimates. It also allows for the maximum likelihood estimation of the unknown 
parameters in the model, which is done by prediction error decomposition. 
 ^More details are in Granger, C.W.J, and G. McCoIlister (1979). 
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The general state space form (SSF)^ applies to a multivariate time series Yt. 
(EQ4.4) Yt =GtXt+Wt+dt 
X,.i  =FtXt+Vt+ C t  
(Observation or measurement equation) 
(State or transition equation) 
where all the variables are in matrices or vector forms. Yt, Wt and dt are w x 1 vectors; Xt, V, 
and Ct are v X 1 vectors; Gt is a matrix with dimension of w x v and Ft is v x v. Wt and Vt have 
means of zero and variances of Rt and Qi, respectively, and covariance of St, Wt, dt, Vt, Ct, Rt, 
Qt and St are system matrices. If these matrices do not depend on time, the model is said to be 
time-invariant or time-homogeneous. 
As Harvey (1989) put it, the aim of the state space formulation is to set up Xt, the 
state vector, in such a way that it contains all the relevant information on the system at time t 
and that it does so by having as small a number of elements as possible. A state space form 
which minimizes the length of the state vector is said to be minimal realization. Once a model 
has been put in a state space form, a number of algorithms can be applied. The Kalman filter 
is the dominant one used in state space modeling. The Kalman filter is a recursive procedure 
to compute the optimal estimate of the state vector at time t, based on the information 
available at time t. One advantage of Kalman filter is that it enables the likelihood function to 
be calculated when the disturbances and initial state vector are normally distributed; this is 
done via prediction error decomposition. In the Gaussian case, the resulting estimate is the 
best mean square error prediction. It is the best linear prediction in non-Gaussian case. 
One critical point in estimation is the initial state vector. It has to be assumed to be 
 ^This section is primarily based on Harvey's discussion of state space modeling. 
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certain values. The estimator Xqic of Xt is obtained by projecting each component of Xt onto 
all components of Yo, Yi,Y^. The covariance matrix of the estimation error is Wtjc = E(Xt 
- XtjcXXt - Xtjc)'. The purpose is to compute Xqt-i - X*t, and Wnt.i = Wt. 
Estimators are obtained in the following prediction equations; 
X t+i = Ft Xin + Ct 
Wt.i  = FtW.it  Ft '+Qt 
where X,it and Wqt are derived from the filter equations: 
Xqt = X*t + Wt Gt'Dt-'lt 
Wtit = Wt + Wt Gt'Dt"'Gt Wt 
where It and Dt are derived from the innovation equations: 
It = Yt-GtX't-dt 
Dt = GtW,^G,' + Rt. 
The starting values for this process may be specified as Xo and Wo. Each new observation is 
incorporated into the process in the innovation equations, and an optimal estimator is 
obtained. When all the observations have been processed, the filter yields the optimal 
estimator of the current state vector. 
The state space model used in the SAS procedure is the following model: 
(HQ 4.5) Yt = Gt Xt (Observation or measurement equation) 
Xt+i = Ft Xt + KtVi+i (State or transition equation) 
where F and K are the transition and input matrices, respectively. The state vector Xt will be 
determined automatically within the estimation, with no subjective judgment needed. As 
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stated in the SAS help menu, "the procedure fits a sequence of vector autoregressive models 
using Yule-Walker equations and selects the order for which Akaike's information criterion is 
minimized. This order is then taken as the number of lags into the past to use in a canonical 
correlation analysis" (p.774). In this analysis, we estimate both an univariate and two 
multivariate state space models for each basis series. In the multivariate framework, we group 
basis by locations so that both com and soybean basis at the same location are fitted in the 
same model. In addition, a multivariate state space model including all seven com market 
equations^^ and seven soybean market equations is estimated and used to forecast basis. 
Because STATES?ACE analyzes and forecasts stationary multivariate time series data 
or data that can be made stationary after differencing, it is necessary to first identify the order 
of differencing necessary to achieve stationarity for each basis series. These same differencing 
for both regular and seasonal orders in the SARIMA model is used here. Forecasts for one to 
12-ahead forecasts are made based on the estimates. 
Artificial Neural Networks (ANN or NN^ 
Smce the pioneering efforts in the 1940s, researchers fi-om many scientific disciplines 
have designed artificial neural networks to solve a variety of problems in pattern recognition, 
prediction, optimization, associative memory and control, etc. Neural networks are nonlinear 
mapping structures based on the study of human brain, because human brains have many 
desirable characteristics not present in Von Neumann or modem parallel computers. The 
 ^Pacific Northwest market equation is excluded because it has 48 observations less than all 
other markets. Including it causes problems in estimating this multivariate state space model. 
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brain consists of lO" processing units of different types called neurons. Neurons are 
massively connected, each neuron is connected to 10^ to 10* other neurons. A neuron (or 
nerve cell) is a special biological cell that processes information, receiving information from 
other neurons and sending its outputs to other neurons after processing the signals. Neural 
networks try to model this complex neuron structure to solve real world problems. 
Neural network consists of a collection of inputs, processing and output neurons. The 
connections between neurons are directional and with weights. Based on the connection 
pattern (architecture), neural networks can be grouped into two categories: feed-forward 
networks and recurrent (bi-directional or feedback) networks. There are various networks 
under each of these two categories. Feed-forward networks include single layer perceptron, 
multilayer perceptron, and radial basis function nets (RBF); the recurrent networks consist of 
competitive networks, Kohonen's self-organizing maps (SOM), Hopfield network, and 
adaptive resonance theory (APT) models. 
Feed forward networks are most popular; in this class neurons are organized into 
layers that have unidirectional coimections between them. There are three types of layers: 
input, hidden and output layers. The number of hidden layers and hidden neurons are 
arbitrarily selected by users. Usually one hidden layer is sufficient for most time series 
forecasting models and there is no theoretically supported rule for selecting the correct 
number of hidden neurons (some suggest 75% of input neurons). Figure 4.1 shows a typical 
two-layer feed forward network (bias inputs are not shown). 
In this network, each neuron sums its weighted input, with an activation (transfer) 
function for mapping the inputs to output: 
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(EQ4.6) Oj = f(SW5Xi) 
where f (.) is the activation function, i and j are weights associated with input i and neuron j, 
respectively. O, W, and X represent output, weight and input, respectively. The activation 
function usually is nonlinear. It can take various forms, but the most frequently used is the 
sigmoid function. Others also used include tanh, Gaussian (pdf), threshold, piecewise linear, 
and so on. The sigmoid transfer function is as follows: 
One property that artificial neural 
network has that makes it attractive and 
exciting is its learning ability. The learning 
process is a process of adjusting connection 
weights so that a network can efficiently 
perform a specific task. There are three main 
learning paradigms which specify the 
procedure of how learning is used to adjust the weights—supervised, unsupervised, and hybrid. 
In supervised learning, output (a correct answer) is provided for every input pattern in the 
training data set. Under unsupervised learning, no correct answer is provided. The hybrid is 
the combination of the above two paradigms. There are different learning rules in updating 
the weights: error correction, Boltzmann, Hebbian, competitive learning and so on. The error 
correction learning is basically to reduce the error (the difference between the network 
produced output and desired output) by modifying the connection weights. The perceptron 
Input Hidden Output 
Layer Layer Layer 
Information Row 
Figure 4.1 A feed forward network 
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learning algorithm and back propagation algorithm are based on this principle. 
Each learning algorithm is designed for training a specific architecture, though some 
learning algorithms can be used in several types of network architectures. Each algorithm can 
perform few tasks well. According to Jain and Mao (1996), error-correction learning rules in 
the feed-forward perceptron and RBF network, with supervised learning or hybrid, are 
suitable for prediction. In supporting this view, Kohzadi et al. (1995) stated that back 
propagation feed-forward networks with supervised learning rules are the most popular and 
usefiil for time series forecasting. 
ANN Studies in Forecasting 
Artificial neural networks have been applied in various scientific fields with success. 
However, it is not until recently that it began to be applied in financial and economic studies. 
In order to make statisticians and economists more comfortable with artificial neural 
networks, ANN models were compared to traditional statistical models. Azoff (1994) stated 
that neural networks "can be considered as a 'multivariate nonlinear nonparametric inference 
technique that is data driven and model firee'" (p. 1). Cheng and Titterington (1994) reviewed 
the neural networks fi-om a statistical perspective and pointed out some of the links of ANN 
with statistical methodology. Perceptrons were shown to have strong associations with 
discriminant analysis and regression, and unsupervised networks with cluster analysis. Some 
other statistical procedures can also be given a neural network expression. Kohzadi et al. 
(1995) stated that regression models may be viewed as a feed-forward network with no 
hidden layers and linear transform fiinctions in the output neurons, and networks with hidden 
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layers resemble nonlinear regression models. They noticed that several studies showed that 
feed-forward networks with at least one hidden layer belong to a class of flexible functional 
forms that do not make any assumptions about the distribution of variables concerned or the 
underlying fiinctional form in the data generating process. In regression models, certam 
assumptions regarding the distribution of error terms and functional forms must be made, 
while in the neural networks model, these assumptions are not required. 
Hill et al. (1994) listed some advantages of the artificial neural network model over 
statistical methods: ANN can be mathematically shown to be universal function 
approximators; ANN can capture the nonlinearity in time series since the network is nonlinear 
in nature; and the estimation of a ANN model can be automated, whereas the estimation of 
many kinds of statistical time series models requires human interaction and evaluation. The 
disadvantages of the ANNs include difficulty in interpreting the model,^ potentials for 
overfitting because of more parameters to estimate, and time-consuming computation 
(Kahzadi et al. 1995, Gorr 1994, and Hill et al. 1994). The architecture also lacks explanation 
and complete theory, the software lags behind developments in the field, and requires a large 
number of observations. 
Artificial neural networks' applications in financial and economics studies are mostly 
forecasting models. Kohzadi et al. (1995) argued that the neural networks have been shown 
to be universal and highly flexible function approximators to any data-generating process. 
Therefore, they are powerful models for forecasting purpose, especially when the underlying 
® Hypothesis testing for individual coefficients is not possible as in regression models, that's 
one reason why it is more useful in forecasting than in policy analysis. 
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data generating process are unknown. Gorr et al. (1994) stated ANNs are appropriate for 
complex phenomena for which we have good measures but a poor understanding of the 
relationships within these phenomena. Because of the self-adaptive, automatic modeling 
properties, ANNs are ideally suited for predicting and forecasting. Gorr (1994) further 
argued that ANNs are more appropriate for multivariate extrapolation cases with high data 
collection rates (shorter time intervals), while for univariate forecasting the tough competition 
from conventional time series methods may result in ANNs not making a major improvement. 
Most of the empirical studies using neural networks in forecasting compare their 
performance with that of traditional statistical methods. Empirically Hill et al. (1994) 
compared ANN with several time series forecasting models^" using 111 data series from the 
well known "M-Competition". The ANN model was found to be significantly better than 
statistical and human judgment methods in the monthly time series. They found that ANN has 
comparable performance with regression models. Comparisons were also made with other 
models such as logistic regression, discriminant analysis and ARCH models. In addition, the 
authors noticed from other studies and confirmed in their own study that ANN was better at 
forecasting monthly and quarterly than annual series, and ANN was superior in the later 
periods of the forecast horizon. Kohzadi et al. (1995) forecasted com futures prices with 
ANN and ARIMA and found ANN outperformed ARIMA by the criterion of both mean 
absolute percentage error and mean square error. Dasgupta et al. (1994), using two real-
world individual-level cross-sectional data sets relating to the marketing of financial services, 
^ The statistical time series models include Box-Jenkins methods, several exponential 
smoothing methods and a filter method. 
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compared the performance of ANN model with two statistical market response models-
logistic regression and discriminant analysis models. They found that "ANN model performs 
better than the market response models, however, this superiority is not statistically significant 
based on a Chi-Square test for equality of proportions." There are more neural networks 
applications in forecasting financial and economic time series. Kuan and Liu (199S) used 
feed-forward and recurrent neural networks in forecasting exchanges rates, Kaastra and Boyd 
(1995) forecasted fiitures trading volume, Grundnitski and Osbum (1993) forecasted S&P and 
gold futures prices, Uhrig et al. (1992) applied neural networks in predicting com yields, 
Hamm et al. (1993) built a fiitures trading model which uses a neural network to produce 
trading signals, Claussen and Uhrig (1994) used neural networks to predict the directional 
movements in the central Illinois cash soybean price, and Kohzadi et al. (1994) compared the 
performance of neural network models with traditional ARIMA models in forecasting 
commodity prices (monthly U.S. cattle prices). 
The ANN could be an appropriate model to forecast local grain basis. The true model 
generating the observed price series is uncertain. The data-driven property of the ANN could 
find the hidden patterns in the series. The interactions among several markets across the 
country and between cash and fiitures markets are probably nonlinear in nature, which ANN 
can handle with its nonlinear mapping. As Kohzadi et al. (1995) stated, many price series 
were found to be non-random and nonlinear, the opposite of what traditional expectations are. 
A feed-forward neural network architecture with supervised learning is chosen in this 
study. A standard Scaled Conjugate Gradient and Noise-Feedback Descent training algorithm 
(a new algorithm developed by Craig Carmichael, Department of Mechnical Engineering, 
Iowa State University) are selected as the error correction method in adjusting the weights. 
The data set is divided into three subsets; training, testing and forecasting sets, the first two 
are in-sample and the last one is out-sample sets. Artificial neural network estimation and 
forecasting is in close cooperation with Craig Carmichael and Dr. Eric Bartlett, Department of 
Mechanical Engineering, Iowa State University. A neural network tool kit developed by their 
Adaptive Computing Laboratory is used in analyzing and forecasting com and soybean basis, 
and the estimation and forecasting is done in the Laboratory by Craig Carmichael. 
A neural network model has to be trained separately for each forecast, so there are 12 
models for each of five sets of 1-12 month ahead forecasts, with a total of 60 models for one 
crop and one market location. Each forecast is generated by the standard Scaled Conjugate 
Gradient and Noise-Feedback Descent training algorithms. Therefore, eight com market 
locations and seven soybean market locations need 960 and 840 neural network models for 
com and soybean basis forecasts, respectively. In each neural network model, there are more 
than 100 variables (e.g. 8 barge rates; 26 com or soybean production, stock, and export 
variables; 19 export volumes by ports; 45 storage capacity variables; 9 measures of animal 
units consuming grain or high protein). All these variables are included because it is believed 
that the neural network model can pick the important variables automatically. Due to this 
large number of models and the large number of variables in each model, the training time for 
each model is limited to one minute, although the forecasts probably could be improved if 
more time is allowed in the training stage of the modeling procedure. 
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Composite Forecast 
Composite forecasts often outperform individual model forecasts, because the errors 
involved in these separate forecasts will tend to be canceled out when they are averaged, 
especially if the principles on which these diflFerent forecasts are based are suflficiently different 
from one another (Kennedy 1989). Different weighting systems can be employed for different 
forecasting models, and the choice of models to be included in the composite forecast also 
matters. 
Data and Estimation 
Data 
Most of the data series are discussed in chapter 3. USDA world agricultural supply 
and demand estimates (WASDE) are used as the predictions for total supply and exports in 
the three-year-average-plus forecasting equations. These estimates are published once a 
month. The estimates for the current marketing year are available from December to 
November, the projections for the next marketing year are available in issues starting in May 
each year.^^ Therefore for the months May-November, both estimates for current (old crop) 
marketing year and the next (new crop) marketing year are available. Total supply and export 
estimates for the marketing year 1979/80 are used for January-November 1980; in December 
For example, WASDE for marketing year 1979/80 are available in months from December 
1979 to November 1980; while the WASDE for next market year 1980/81 available started in May 
1980. 
of 1980, the estimates for the 1980/81 marketing year are used.'^ The estimates for all other 
years, 1981-1995, are generated in the same manner. 
Probably the largest volume of com and soybean storage and hedge decisions are 
made in October, the harvest time with the weakest basis in the year. About 50 percent of the 
com and soybeans are sold in the period from October to February. This study is going to 
base the forecasting performance tests in October.^^ Usually market participants are 
interested in basis forecasts for next month, two-months ahead, up to a year ahead. 
Therefore, basis forecasts are made in October for basis in November, December, January 
through October of the following year. Forecasting performance is tested with out-of-sample 
data. All the models are estimated on in-sample data sets and forecasts are made out-of-
sample. Estimated models based on each in-sample data set are used to forecast 1-12 months 
ahead. Data from Nov. 1990 to Oct., 1995 are set aside for out-of-sample forecast testing. 
Therefore, there are five in-sample data sets, from January 1980 to October of 1990, 1991, 
1992, 1993, and 1994, respectively. The in-sample data is updated each year until October 
1994. Each time in-sample data are updated and new model estimates are made, the basis 
forecast for one-month ahead to 12-months ahead are obtained. For example, using in-sample 
data of January 1980—October 1990, basis forecasts are made for November 1990 (one-
month ahead), December 1990 (two-month ahead),..., October 1991 (12-months ahead). 
This procedure results in a total of five out-of-sample 1-12 months ahead basis forecasts. 
This data is set up in this way because most of the 1-12 months ahead forecasts involve old 
crop. The production estimates of old crop is used as much as possible. 
Forecasting based on other months can be extended easily from the models based in October. 
Estimations 
Before estimating all of the forecasting models, the simple three-year-average 
forecasts are tested by the following equation: 
BSt = a + P*3AVGt + Ut, with a=0 and P=1 
The nested F test of the null hypothesis (a=0 and P=l) is rejected for most locations. Table 
4.3 shows the F statistics of the test for two periods: one for the whole data set (1983-1995) 
and another for 1989-1995. The three-year-average forecast model fits well only in St. Louis 
soybean basis forecast for the period of 1983-1995, and for St. Louis and Toledo markets for 
1989-1995. The test results are also indications of forecast performance. 
The three-year-average-plus model has a better fit, compared to the simple three-year-
average. For example, for the Northeast Iowa com model, the increases from 0.03 to 
0.22. At least one of these two additional variables is statistically significant (5% significance 
Table 4.3. Nested F test of three-year-average basis forecasts 
Product Market F value Prob > F F value Prob > F 
Data Set: 1983-95 Data Set: 1989-95 
Com Chicago 42.51 0.0001 18.05 0.0001 
St. Louis 55.15 0.0001 13.34 0.0001 
Toledo 30.75 0.0001 4.46 0.0144 
NE Iowa 57.45 0.0001 13.56 0.0001 
C Illinois 71.64 0.0001 29.94 0.0001 
Gulf ports 60.80 0.0001 22.95 0.0001 
Richmond 30.16 0.0001 7.87 0.0007 
Pacific NW 18.69 0.0001 35.29 0.0001 
Soybean Chicago 55.91 0.0001 21.76 0.0001 
St. Louis 2.34 0.0995 3.56 0.0329 
Toledo 18.37 0.0001 1.71 0.1866 
NE Iowa 50.59 0.0001 10.71 0.0001 
C Illinois 46.97 0.0001 12.05 0.0001 
Gulf ports 51.86 0.0001 23.29 0.0001 
Richmond 22.00 0.0001 8.23 0.0005 
level) in every market model. Similar results are found for the soybean models. In addition, 
when monthly dummies are added to the model, the nested F test shows that these dummies 
are significant. Thus a model with three-year-average basis, total supply, exports and monthly 
dummies is estimated. The mean R^s over 5 equations, each for one of the 5 in-sample data 
sets, range fi-om 0.33 to 0.57 for com models, and from 0.24 to 0.40 for soybean models. A 
sample output is included in appendix B (Table B.8. Parameter estimates of three-year-
average-plus forecasting model for Chicago). 
Ordinary Least Squares is used in estimating structural basis behavior forecasting 
models for each contract. The model estimation is similar to the basis behavior models 
discussed in chapter 3 (see appendix Table B.9 for an example). As table 4.1 shows, different 
approaches are utilized to make ancillary forecasts for independent variables. The details of 
these ancillary forecasts are not listed here; examples are included in appendix B to illustrate 
the ancillary forecasts (Table B.IO. Estimated coefficients of St. Louis barge rate SARIMA 
forecasting, and Table B.8. Northeast Iowa production regression estimates). Seasonal 
ARIMA captures the seasonal variation for barge rates. For example, the St. Louis barge 
rates seasonal ARIMA models have an R^ range of 0.68 to 0.73 for all 5 data sets. The 
regional production for Northeast Iowa is the sum of the production of Iowa, Minnesota, 
Wisconsin and Illinois. It is this regional production data that is regressed on U.S. 
production. As expected, the simple regressions of state production on U.S. production have 
good fit, usually higher than 0.95 (see appendix Table B. 11 for an example). The ancillary 
forecasts for other variables are just simple naive approaches, either equaling last period value 
(prime interest rate and animal units consuming grain), or the average of last three years 
values for the same month (cash prices, port export volumes and soybean crushing). 
Table 4.4 shows the selected seasonal ARIMA models and their fits for com and 
soybean at all the locations. The final models are different for each location and for each 
crop, and, occasionally, for different data sets. Though the is not very high, these selected 
models satisfy model selection criteria, such as convertibility, stationarity, uncorrelated 
disturbance, no significance disturbance ACF, etc., for ARIMA models. 
State space model selection is basically automatically done, with no subjective 
judgment involved. The model is selected for which the Akaike's information criterion is 
minimized. In the 2-crop muUivariate fi-amework, com and soybean basis at the same location 
are fitted in the same model. The com basis multivariate state space model for all locations is 
estimated without Pacific NW since it has much fewer observations than all seven other 
markets (see appendix Table B.12 for a sample output fi-om a 2-crop multivariate state space 
model). 
Neural network estimation is another automatic procedure. It uses root mean squared 
error (RMSE) as the criterion for model selection in the training data sets. The model fit for 
the training set depends on the learning algorithm chosen and time used in the data training. 
In this study, because of the large number of models involved, an one minute training time is 
allowed for each model. In general these models do not have a good fit. 
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Table 4.4. Selected seasonal ARIMA models and R' 
Com Soybean 
DATA SET Model R-Square Model R-Square 
Chicago Jan.80—Oct. 90 (0.1,3)(0,1,2)12 0.34 (3,1.1)(0,1,1)i2 0.40 
Jan.80—Oct. 91 (0,1.3)(0,1,2)12 0.34 (3,1,1)(0,1.1),2 0.34 
Jan.80—Oct. 92 (0,1,3)(0,1,2),2 0.39 (3.1,1)(0,1,1)I2 0.38 
Jan.80—Oct. 93 (0,1,3)(0,1,2)I2 0.37 (3,1.1)(0.1,1)I2 0.43 
Jan.80—Oct. 94 (0,1,3)(0.1,2)I2 0.39 (3.1,1)(0,1.1)I2 0.43 
Gulf Ports Jan.80—Oct. 90 (1.1,1)(0,0,1),2 0.23 (2,1.5)(1,0,1)12 0.42 
Jan.80—Oct. 91 (1,1,1)(0,0,1)i2 0.23 (2.1.5)(1 .0.1)12 0.35 
Jan.80—Oct. 92 (1,1,1)(0.0,1)I2 0.22 (2,1,5)(1,0,1)12 0.37 
Jan.80—Oct. 93 (1,1,1)(0.0.1)i2 0.22 (2,1,5)(1,0,1)12 0.39 
Jan.80—Oct. 94 (1,1,1)(0,0.1),2 0.22 (2,1.5)(1.0.1)12 0.39 
Pacific NW Jan.80—Oct. 90 (2,1.1)(0.0.2)I2 0.30 
Jan.80—Oct. 91 (1,1,2)(0,0,2)I2 0.31 
Jan.80—Oct. 92 (2,1,1)(0,0,2)12 0.31 
Jan.80—Oct. 93 (2,1,1)(0.0,2),2 0.31 
Jan.80—Oct. 94 (2,1,1)(0.0,2)I2 0.31 
Richmond Jan.80—Oct. 90 (1,1.3)(2,1,1)I2 0.52 (0.1.2)(1.0,1)12 0.38 
Jan.80—Oct. 91 (1.1,3)(2,1,1)I2 0.52 (0,1.2)(1,0,1)I2 0.42 
Jan.80—Oct. 92 (1,1,3)(2.1,1)I2 0.50 (0,1,2)(1.0.1)12 0.37 
Jan.80—Oct. 93 (3,1.1)(2.1,1)I2 0.52 (0.1.2)0.0,1)12 0.36 
Jan.80—Oct. 94 (1,1,3)(2.1,1)I2 0.58 (0.1.2)(1.0.1)12 0.33 
St. Louis Jan.80—Oct. 90 (1.1,3)(0,0.3)I2 0.39 (3.1.1)(1.1.1)I2 0.58 
Jan.80—Oct. 91 (1,1,3)(0,0,3)I2 0.38 (3.1.1)0.1.1)12 0.59 
Jan.80—Oct. 92 (1,1.3)(0.0.3),2 0.34 (3.1.1)(1.1.1)I2 0.61 
Jan.80—Oct. 93 (1,1,3)(0.0,3)I2 0.33 (3.1.1)(1.1.1)I2 0.58 
Jan.80—Oct. 94 (1.1,3)(0.0,3)I2 0.34 (1.1.1)(1.1.1)i2 0.61 
Toledo Jan.80—Oct. 90 (1,1,3)(0.1,2)I2 0.39 (0.1.3)(1.1.1)12 0.51 
Jan.80—Oct. 91 (1.1,3)(0,1,2)I2 0.40 (0.1.3)(1.1.1)12 0.49 
Jan.80—Oct. 92 (1.1,3)(0.1,2)I2 0.43 (0.1.3)(1.1.1)I2 0.52 
Jan.80—Oct. 93 (1,1,3)(0,1.2)I2 0.40 (0.1.3)(1.1.1)I2 0.51 
Jan.80—Oct. 94 (1.1.3)(0.1.2)I2 0.41 (0.1.3)(1.1.1)I2 0.58 
Northeast lA Jan.80—Oct. 90 (3.1,3)(1.0,0)12 0.29 (1.1.1)(2.1,1)I2 0.60 
Jan.80—Oct. 91 (3.1.3)(1.0.0)12 0.27 (1.1.1)(2.1.1)I2 0.60 
Jan.80—Oct. 92 (3.1.3)(1.0.0)12 0.27 (1.1.1)(2.1.1)I2 0.61 
Jan.80—Oct. 93 (3,1,3)(1.0.0)12 0.26 (1.1.1)(2.1.1)i2 0.60 
Jan.80—Oct. 94 (3.1.3)(1.0.0)12 0.25 (1.1.1)(2.1.1)I2 0.59 
Central IL Jan.80—Oct. 90 (0.1.3)(1.0.0)12 0.30 (1.1.2)(1.0.0)12 0.35 
Jan.80—Oct. 91 (0.1.3)(1.0.0)12 0.31 (1.1.2)(1.0.0)12 0.36 
Jan.80—Oct. 92 (0.1.3)(1.0.0)12 0.31 (1.1.2)(1.0.0)12 0.35 
Jan.80—Oct. 93 (0.1.3)(1.0,0)12 0.30 (1.1.2)0.0.0)12 0.35 
Jan.80—Oct. 94 (0,1,3)(1.0,0)12 0.30 0.1.2)0.0.0)12 0.35 
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Basis Forecasts and Performance Comparison 
This section wiU first discuss the criteria to measure the forecasting accuracy. The 
properties of the tliree-year-average forecasts are examined first, then compared to the 
performance of all the forecasting models. A more detailed discussion of each forecasting 
models' performance in Northeast Iowa follows as a case study. 
Measures of Forecast Accuracy 
All of the forecasts by various forecasting models discussed above are compared to 
forecasts of the bench mark model, the simple 3-year-average model, and to each other. 
Five different criteria measuring the accuracy of forecasts are used: mean absolute error 
(MAE), root mean squared errors (RMSE), two Theil's U statistics (or Theil's inequality 
coefficients), and the Henriksson-Merton test. Mean absolute error (MAE) calculates the 
average of absolute values of the forecast errors, while root mean square error (RMSE) is 
the square of the average squared values of forecast errors. Two Theil's U statistics 
(defined as the square root of ratio of the mean square error of the predicted (or 
percentage) change to the average squared actual (or percentage) change) are also used. 
The formulae for the first four criteria are: 




^ jri/nVU^A^ - Af,/ 
^ ] (l/n'')Y.i AAf 
where P and A represent predicted and actual values, respectively, and n° is the number of 
periods being forecasted. The U statistics can be calculated in two different ways: (1) A4, 
= Ai - Ai.j and AP,- = P,- - Ai.j, or (2) A4f = (Ai - Ai.i)/Ai.j and AP,- = (P,- - Ai.j)IAi.j, 
These four measures will be zero for perfect forecasts, larger values indicate poor 
forecasts. There are few differences among these forecasting accuracy measures. The 
RMSE penalizes models with large prediction error more than MAE does. Therefore, 
MAE is more appropriate when the cost of forecast errors is proportional to the absolute 
size of the forecast error, while RMSE is more appropriate to situation in which the cost of 
the error increases in line with the square of the forecast error. These two measures have 
scaling problems which should not affect the comparison among our forecasting models. 
The U statistic, calculated in absolute change or percentage change, will measure the 
model's ability to track tuning points in the data (Greene 1993). When U = 1, the forecast 
is as good as no-change forecast (A? = 0). For U > 1, the forecast is less accurate than 
the simple forecast of no change. 
The Henriksson-Merton test^'' is a probability-based measure of tuming points 
forecasting performance. A confidence level, c, of rejecting the null hypothesis of no 
information value (i.e. can not predict the direction of revision in the series) can be 
constructed based on the test: 
^ For more detail of the test, see Henriksson and Merton (1981), Cumby and Modest (1987), 
and Mcintosh and Dorfinan (1992). 
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c =  1 - Z 
*="1 
fraeji 
(1 \ n j  
where Ni = number of observations with downward movement 
N2 = number of observations with nondownward movement 
nj = number of correct forecasts of downward movement 
n2 = number of incorrect forecasts of nondownward movement 
N = Ni+ N2 
n = ni + n2 = number of forecasts of downward movement 
As suggested by Mcintosh and Dorfman (1992), using a one-tailed test with a confidence 
level of c, the null hypothesis of no information value would be rejected at any significance 
level greater than 1-c. 
Performance Comparison 
All five performance measures are calculated for the forecasts generated by alternative 
models. The results will be little different with different error or turning point criteria. The 
MAE and RMSE give similar results and two Theil's U coefficients do not differ much. The 
Henriksson-Merton test result is similar to U statistics. In general, the results of all the 
measures are consistent with each other. For brevity, we select RMSE, one U coefficient with 
percentage change and Henriksson-Merton tests to illustrate the forecast performance. 
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Forecast errors 
Table 4.5 shows the number of times the particular forecasting method has the 
lowest RMSE. There are 5 sets of 1-12 months ahead forecasts for each market and 8 
markets for com models (7 for soybean models), therefore there will be total of 40 RMSEs 
for com and 35 for soybean. The RMSE averages are calculated for forecast period of 1-
12 month ahead, and also for three shorter periods: 1-4, 5-8, and 9-12 months ahead 
(de&ied roughly as short term, intermediate term, and long term forecasts, respectively). 
Table 4.S. Number of time the forecasting models have the lowest RMSE 
Forecast Forecasting Models' 
Periods SYR 3YR+ ARIMA USS MSS2 MSS7 SBBM NFD SCG COMP 
Com 
1-12 6 4 6 2 4 4 1 8 0 5 
1-4 7 8 0 3 0 2 8 4 1 7 
5-8 6 5 1 10 3.5" 1.5 2 5 0 6 
9-12 8 0 3 4 3 3 1 7 6 5 
Soybean 
1-12 3 11 9 1 1 2 1 1 1 5 
1-4 5 5 7 1 3 1 3 1 2 7 
5-8 6 12 2 1 2 0 4 2 3 3 
9-12 2 9 8 1 2 4 0 3 1 5 
*The forecasting models are simple 3-year-average, 3-year-average-plus, seasonal ARIMA, univariate state 
space, 2-crop multivariate state space, 7-market multivariate state space, structural basis behavior, neural 
network with NFD algorithm, neural network with SCG algorithm, and a composite forecast, respectively. 
'' The number with 0.5 indicates the lowest RMSE is shared by two models. 
In general, three-year-average-plus (3YR+), artificial neural network with noise-
feedback descent (NFD) learning algorithm, composite forecasts (COMP), and simple 
three-year-average (SYR) models perform better than other models in forecasting com 
basis for eight locations. For 1-12 month ahead com basis forecasts, artificial neural 
networks with NFD has the largest number of lowest RMSEs; the second best models are the 
100 
simple three-year-average and seasonal ARIMA model (each has the lowest KMSE 6 times), 
closely followed by the composite model. The structural basis behavior forecasting model 
(SBBM) and three-year-average-plus models outperform other models (each with the 
lowest RMSE 8 times) in the short term (1-4 months) forecasts. The univariate state space 
model is best for the intermediate term forecasts, and no models beat the simple three-year-
average model in long term forecasts (though both neural network models, NFD and with 
scaled conjugate gradient (SCG), come close). The multivariate state space models, both 
2-crop (MSS2) and 7-markets (MSS7), do not perform well in com basis forecasting. 
For soybean basis forecasts, the three-year-average-plus model, seasonal ARIMA 
model and the composite forecasts generally outperform simple three-year-average 
forecasts. The three-year-average-plus model is the best according this criterion for 1-12, 
5-8 and 9-12 month ahead forecasts, while seasonal ARIMA and composite forecasting 
models outperform all other models in the short-term soybean basis forecasts, and also 
perform well for other forecasting periods. 
Tables 4.6 and 4.7 list the mean RMSE of 5-sets of 1-12 month ahead basis forecasts 
in each market location for com and soybean, respectively. The artificial neural network with 
NFD algorithm is good at forecasting 1-12 month ahead com basis for three markets (Toledo, 
Gulf Ports and Pacific NW), while composite forecasts outperform simple three-year-average 
forecasts in two markets. The composite is even better in short-term forecasts (it has the 
lowest value in three markets). Structural basis behavior forecasting model does a good job in 
forecasting short-term com basis for port markets of Pacific NW and Richmond. For 
relatively long-term com basis forecasts, the neural networks with noise-feedback learning 
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Table 4.6. Mean of the RMSE of S-sets of corn basis forecasts 
Markets 3YR 
CO 
ARIMA USS MSS2 MSS7 SBBM NFD SCG COMP 
1-12 month ahead 
NE Iowa 6.88 6.83 7.24 7.72 6.25' 7.55 15.35 7.26 8.56 8.40 
C Illinois 5.05 5.77 4.87" 9.33 5.79 6.15 9.42 5.61 6.72 5.00 
Chicago 4.32 4.97 4.24 4.70 4.59 4.51 6.82 4.46 7.10 3.72' 
St. Louis 4.49" 5.50 6.51 6.38 6.47 9.79 11.85 7.82 8.04 5.55 
Toledo 6.58 8.45 6.64 8.61 8.37 8.39 9.25 5.84' 8.88 5.86 
Gulf Port 6.94 6.69 6.27 6.42 6.68 6.16 10.71 5.78' 7.55 6.91 
Richmond 11.63 13.88 11.72 12.34 15.37 18.57 10.91 12.41 12.89 10.28' 
Pacific NW 8.54 9.89 7.90 7.78 b 10.22 7.70' 10.62 13.36 
1-4 month ahead 
NE Iowa 4.35 4.03' 4.10 4.37 4.86 5.59 8.31 7.53 7.69 5.53 
C Illinois 3.88 3.34 2.93 6.66 3.05 3.24 5.52 4.72 6.18 2.79' 
Chicago 2.79 2.43 2.68 2.82 3.26 3.06 3.54 4.04 4.74 2.10' 
St. Louis 3.06' 3.73 4.36 6.19 7.00 10.94 8.80 10.12 9.81 4.47 
Toledo 5.22 4.92 4.81 6.38 6.23 6.86 5.76 4.90 7.37 3.99' 
Gulf Pott 6.83 6.55 6.21 6.23 6.74 5.92' 10.34 6.64 8.14 6.83 
Richmond 11.34 12.29 12.14 12.91 16.39 18.43 9.32' 11.81 11.97 10.12 
Paafic NW 7.47 8.47 7.56 7.92 6.08' 8.72 12.94 13.55 
5-8 month ahead 
NE Iowa 4.83 4.50 3.81 3.66' 4.66 5.73 14.26 4.98 7.34 5.93 
C Illinois 3.06 2.04' 2.57 7.02 3.18 3.75 6.35 3.91 3.64 2.09 
Chicago 4.63 4.46 4.32 4.96 4.87 4.92 6.69 4.57 5.30 3.73' 
St. Louis 2.48' 3.06 4.85 3.47 4.64 9.45 9.98 4.02 4.31 3.56 
Toledo 5.46' 6.40 7.05 10.03 8.25 8.88 7.08 5.66 10.75 5.54 
Gulf Port 4.87 5.02 5.34 6.21 6.10 4.42' 9.38 4.76 6.11 5.16 
Richmond 8.92 11.33 9.42 8.05 13.25 17.89 9.11 9.36 9.77 7.09' 
Padfic NW 8.48 9.99 7.45 7.06 10.67 6.31' 8.21 11.50 
9-12 month ahead 
NE Iowa 9.07 9.53 10.80 11.74 8.18 9.98 18.61 8.01' 9.56 11.11 
C Illinois 6.28' 8.92 7.28 11.98 8.68 9.21 12.62 7.24 9.03 7.58 
Chicago 4.57 6.56 4.87 5.23 5.18 4.91 8.63 3.97' 9.70 4.25 
St. Louis 6.55' 8.01 8.99 7.83 6.85 8.38 15.13 7.26 7.47 7.55 
Toledo 7.62 12.12 6.73 8.36 8.96 8.15 11.79 5.99' 6.97 6.60 
Gulf Port 7.76 7.76 6.54 5.89 6.58 7.32 10.87 5.43' 7.76 7.98 
Richmond 12.73 16.77 11.21' 13.74 14.66 18.34 11.76 14.29 14.39 11.25 
Pacific NW 9.02 10.63 8.38 7.61 11.81 7.43' 9.07 14.09 
* indicate the lowest value among the forecasting methods. 
'Multivariate state space model is not estimated for Pacific NW model. 
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Table 4.7. Mean of the RMSE of S-sets of soybean basis forecasts 
Markets 3YR 3YR+ ARIMA USS MSS2 MSS7 SBBM NFD SCG COMP 
1-12 month ahead 
NE Iowa 9.81 7.27' 8.79 8.28 8.00 8.18 17.22 9.60 12.98 8.96 
C Illinois 7.28 6.83 7.22 9.76 9.86 10.90 8.26 7.35 8.42 6.16' 
Chicago 6.79 4.63" 8.33 16.48 18.00 16.47 9.00 6.93 6.54 6.71 
St. Louis 6.72 5.73 5.82 7.94 10.54 10.54 10.23 7.96 9.31 5.62' 
Toledo 5.99 6.63 7.46 10.99 11.75 11.30 8.95 7.28 9.37 5.58' 
Gulf Pott 9.03 7.37" 8.69 8.69 8.86 8.40 15.80 8.61 8.06 8.68 
Richmond 12.59 10.73 11.60 17.29 12.83 14.44 15.56 10.69' 13.52 11.16 
1-4 month ahead 
NE Iowa 7.96 6.36 7.34 5.41' 6.71 6.52 8.70 7.94 10.16 6.03 
C Illinois 8.07 8.13 6.98 10.32 10.52 11.46 8.22 7.85 10.10 6.23' 
Chicago 4.30 3.39' 7.29 12.37 13.81 12.35 4.58 6.93 4.95 4.91 
St. Louis 4.64 4.60 4.78 5.64 5.56 6.43 5.40 5.96 9.17 4.06' 
Toledo 4.87 5.07 5.05 7.36 8.18 8.17 7.02 5.77 6.92 4.04' 
Gulf Port 6.79 6.12 5.83' 7.02 7.35 7.49 10.05 7.92 8.80 7.33 
Richmond 9.51 6.77 6.06' 14.04 9.26 11.25 11.68 9.56 12.37 8.56 
5-8 month ahead 
NE Iowa 9.44 5.91' 9.34 7.02 S.16 9.60 18.22 9.43 14.81 7.93 
C Illinois 5.88 4.24' 6.10 9.93 9.89 11.58 7.08 5.75 7.13 4.91 
Chicago 3.47 2.21' 5.81 14.22 15.74 14.25 4.58 4.43 3.90 4.19 
St. Louis 5.14 3.38' 5.36 6.56 9.85 11.78 13.99 5.59 7.56 4.50 
Toledo 2.95® 2.98 6.90 10.04 11.63 11.22 5.98 5.22 7.42 3.34 
Gulf Port 9.85 6.87' 9.93 9.52 9.69 9.00 19.32 8.44 7.01 8.81 
Richmond 10.59 10.29 11.47 18.23 12.23 15.21 14.38 9.17 12.99 10.18' 
9-12 month ahead 
NE Iowa 9.21 8.14 7.92 10.32 6.77' 7.17 18.43 10.23 11.11 10.39 
C Illinois 6.69 6.03' 7.24 7.58 7.48 8.22 7.82 6.87 7.28 6.23 
Chicago 9.94 6.52' 9.70 20.30 21.90 20.32 14.00 7.94 8.89 8.83 
St. Louis 8.30 7.49 5.88' 10.48 12.71 11.72 8.31 8.34 9.09 6.53 
Toledo 7.78 9.00 8.57 13.52 12.75 12.28 11.95 8.59 11.21 7.12' 
Gulf Port 8.48 7.42 8.16 7.93 8.31 7.28' 12.87 8.22 7.49 8.52 
Richmond 14.91 11.63 14.01 16.90 14.53 14.76 17.51 11.45' 13.52 11.60 
'indicate the lowest value among the forecasting methods. 
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algorithm beats other forecasts in 5 out of 8 markets. Generally, the three-year-average 
forecasts have RMSEs of 4-7 cents/bushel for major com producing areas. Relative to the 
size of the basis, that error appears large, and potentially important to large volume grain 
merchandisers. Improved forecasts shave a fraction of a cent up to less than 2 cents per 
bushel off the RMSE, which is approximately equivalent to the standard error of the forecast 
at the means. For some large volume grain merchandisers, that may be worth the added effort 
to develop and update their forecast procedures, but for many it will not be worth while. 
For soybean basis forecasts, three-year-average-plus model and composite forecast 
stand out as the best basis forecast methods 1-12 months ahead; each has lowest mean value 
of RMSE in three market out of seven markets. The three-year-average-plus model forecasts 
outperform other 5-8 month ahead forecasts in 5 markets. Seasonal ARIMA technique 
forecasts have the lowest mean value of RMSE in two port markets for short-term soybean 
basis forecasts. The artificial neural network approach enjoys less success in forecasting 
soybean basis than in forecasting com basis. The improvement in lowest forecast RMSEs are 
slightly larger for soybeans than com, but the three-year-average RMSE is also larger, as 
expected for a commodity with higher price levels. 
Turning point accuracy 
The Their s U coefiBcients (see Table 4.8) generally are consistent with the findings of 
RMSEs. For com basis forecasting, the seasonal ARIMA model outperforms all others for 1-
12 months ahead forecasts. The three-year-average-plus and structural basis behavior models 
are the best two in short term (1-4 months) forecasts, while the univariate state space model 
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leads in intermediate term forecasts. The simple three-year-average is good for 9-12 months 
ahead forecasts, followed by neural network approach with NFD algorithm. For soybean 
basis forecasting, it is very clear that three-year-average-plus model is the best for all 
forecasting periods, seasonal ARIMA comes second, which is followed by composite 
forecasts (all of these three models beat simple three-year-average forecasts). 
Table 4.8. Number of time the forecasting models have the lowest U coefficients 
Forecast Forecasting Models 
Period SYR 3YR+ ARIMA USS MSS2 MSS7 SBBM NFD SCG COMP 
Com 
1-12 6 5 8 3 3 4 3 3 2 3 
1-4 5 9 2 3 0 3 7 4 2 5 
5-8 7 5 1 11 3 1 2 5 1 4 
9-12 9 1 4 4 1 
Soybean 
4 2 7 4 4 
1-12 4 11 8 2 1 1 0 2 2 4 
1-4 5 8 6 2 2 0 1 1 1 9 
5-8 4 12 1 2 1 1 3 3 3 5 
9-12 2 9 7 3 3 4 1 3 1 2 
Though Theil's U coefficient of inequality gives some indication in this aspect, 
theHenriksson-Merton test can provide additional information about model's ability to 
forecasting directional change. The Henriksson-Merton test is a probability-based measure 
and its statistics has a known distribution, so the test can provide exact confidence and 
significance levels for the rejection of the null hypothesis of no information (can not predict 
the direction of revision in the series) (Mcintosh and Dorfman 1992). For example, for a 
confidence level of 0.95, the null hypothesis can be rejected at the 5% significance level. 
Table 4.9 shows that simple three-year-average, three-year-average-plus model, seasonal 
ARIMA model, and composite forecasts have high confidence levels, which indicate that these 
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Table 4.9. Confidence level, c, of Henriksson-Merton test 
Location 3YR 3YR+ ARIMA USS MSS2 MSS7 SBBM NFD SCG COMP 
Com 
NE Iowa 0.892 0.905 0.996 0.996 0.998 0.783 0.663 0.663 0.317 0.933 
C lifinois 0.990 0.984 1.000 0.990 0.998 0.999 0.781 0.849 0.219 0.998 
Chicago 1.000 1.000 1.000 1.000 1.000 1.000 0.981 0.990 0.783 1.000 
St. Louis 0.999 0.998 0.982 0.995 0.996 0.997 0.612 0.949 0.901 0.987 
Toledo 0.979 0.997 0.938 0.984 0.916 0.968 0.771 0.932 0.888 0.998 
Gulf Ports 0.998 0.964 0.977 0.999 0.987 0.947 0.947 0.987 0.977 0.996 
Richmond 0.997 0.927 0.996 0.592 0.617 0.557 0.986 0.924 0.952 0.929 
Padfic NW 0.993 0.995 0.981 0.924 (b) (b) 0.996 0.775 0.954 0.986 
Soybean 
NE Iowa 1.000 0.991 0.995 0.992 0.996 0.989 0.980 0.981 0.696 1.000 
C Illinois 0.996 0.999 0.998 0.999 0.999 0.970 0.998 0.982 0.849 1.000 
Chicago 0.991 1.000 0.998 0.990 0.964 0.964 0.980 0.999 0.711 0.990 
St. Louis 1.000 0.998 1.000 0.989 0.951 0.960 0.984 0.998 0.982 1.000 
Toledo 1.000 1.000 0.999 0.999 0.984 0.918 0.990 0.977 0.679 1.000 
Gulf Ports 0.990 0.999 0.927 0.805 0.562 0.941 0.876 0.882 0.882 0.992 
Richmond 0.995 0.992 0.998 0.298 0.853 0.945 0.992 0.965 0.604 0.991 
(b) Multivariate state space model is not estimated for Pacific Northwest 
forecasts contain information and perform well in predicting directional movement of basis 
change. The worst are state space models and neural network approaches. 
Table 4.10 shows the number of locations the null hypothesis of no information is 
rejected at different significance levels. At the 5% level, simple three-year-average, three-
year-average-plus, seasonal ARIMA models and composite forecasts predict the directional 
moves of com basis well. For soybean basis forecast, the null hypothesis is rejected for every 
model (except neural network model with scaled conjugate gradient algorithm) in more than 4 
out of 7 locations at 5% significance level, with the simple three-year-average, three-year-
average-plus, seasonal ARIMA and composite forecasts significant at the 1% significance 
level. That suggests turning points in the soybean basis are captured fairly well by most 
models in most locations. 
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Table 4.10. Number of locations tlie null hypothesis of no information is rejected at 5% 
and 1% significance level 
3YR 3YR+ ARIMA USS MSS2 MSS7 SBBM NFD SCG COMP 
5% Com 7 6 6 5 4 4 3 2 3 6 
Soyi3ean 7 7 6 5 5 4 6 6 1 7 
1% Com 6 4 3 4 3 3 1 1 0 4 
Soybean 6 7 6 3 2 0 2 2 0 6 
Case Study: Northeast Iowa Basis Forecasting 
To illustrate the comparative basis forecasting performance of each method in a way 
potentially useful to Iowa farmers, grain merchandisers and extension specialists, we examine 
the out-of-sample forecast performance for Northeast Iowa in more depth. Each forecasting 
model is compared to the bench mark three-year-average forecasts. 
Forecasts of three-year-average 
The naive 3-year-average model approach to basis forecasting appeals to market 
participants mainly for its simplicity. Figure 4.2 is an example of its forecasts for Northeast 
Iowa com basis. It is very clear that its forecasts are close to actual bases when the bases are 
stable over years such as the basis from 1990 to 1994. If basis has lots of variations from year 
to year (e.g. from late 1986 to the end of 1989), then this naive forecast often has large errors. 
Figure 4.3 plots the forecast errors. There are systematic positive errors in the early 80's, 
followed by systematic negative errors in the late 80's. But in the 90's, both the level and 
variance of the forecast errors decreased. This pattern is evident in the com basis forecasts 
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for all the maricet locations studied. For the soybean basis forecasts using this 3-yr-average 
approach, a similar pattern is also found. 
The out-of-sample forecasts of the approaches discussed below focus on the period 
November 1990-0ctober 1995, during which the naive approach had much better 
performance compared to the 1980s. It is diflBcuIt for other approaches to outperform this 
naive approach for this out-of-sample period. 
Actua 
s 
Figure 4.2. 3-year-average com basis forecasts, Northeast Iowa 
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Figure 4.3. Forecast errors of 3-year-average corn basis forecasts, Northeast Iowa 
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Forecasts of 3-year-average plus model 
All five-sets of 1-12 month ahead basis forecasts are obtained from the estimated 
coeflScients and October USDA projections for total supply and export volume. Figure 4.4 
plots three-year-average-plus and simple 3-year-average com basis forecast errors for 
Northeast Iowa. It shows that basis forecasts errors generated by 3-year-average plus model 
follows closely the errors of 3-year-average forecasts. The plus model is a little better for the 
first set for forecasts from November 1990 to October 1991, and it is very close to three-year-
average forecasts for the second sets of forecasts: November 1991 October 1992. For the last 
set of forecasts, November 1994 to October 1995, both forecasts are off" a lot, but the plus 
model is even worse. The large forecast errors in recent years for both forecast methods are 
due to the facts that the basis in these months of the year deviated from usual basis patterns. 
The flooding in the summer of 1993 resulted in unusually wide basis and large forecast errors 
in the summer of 1993. The forecasts for subsequent years utilizing that wide basis led to 
3YR+ 
Figure 4.4. Northeast Iowa com basis forecast errors: 3-yr-average-plus vs. 3-yr-
average 
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large errors in subsequent years too. 
Structural basis model forecasts 
The estimated coefBcients from basis behavior models will be used to forecast the out-
of-sample com and soybean basis. The ancillary forecasts for independent variables are 
obtained by the methods speciBed in Table 4.1. Each of the five sets of 1-12 months ahead 
basis forecasts then are derived by plugging these ancillary forecasts into the estimated 
equations. Figure 4.5 shows the basis forecasts for Northeast Iowa. This example clearly 
shows that structural basis behavior forecasting model does a much worse job than simple 
three-year-average forecasts. This forecasting method tends to overshoot the simple three-
year-average forecasts, and has much larger errors. 
However, the forecast errors of these structural basis behavior models are caused in 
part by the forecasting errors from the simple ancillary forecasting methods used. A better 
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Figure 4.5. Northeast Iowa com basis forecast errors: structural basis model vs. 3-yr-
average 
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forecasting model for each independent variable could substantially improve the results, and is 
vital in this approach of basis forecasting. Yet the additional time and expense of developing 
ancillary forecasts makes it less practical than many other methods in forecasting com and 
soybean basis. 
ABIMA model forecasts 
An example of the modeling procedure used to identify, estimate and forecast the 
seasonal ARIMA model is included in Appendix C. The seasonal ARIMA forecast errors of 
the nearby com basis for Northeast Iowa and the naive forecast results are plotted in Figure 
4.6 and Figure 4.7. It is clear that the Seasonal ARIMA forecasts are more accurate in the 
first year than in 1993 and 1994. This is due to the ARIMA using more recent basis 
information, one to three months lagged basis and one seasonal lagged basis in this case (the 
model selected is (3,1,3)(1,0,0), see Table 4.4 for models selected for all the markets), while 
IS 
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Figure 4.6. Northeast Iowa com basis forecast errors, seasonal ARIMA vs. 3-year-
average 
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Figure 4.7. Northeast Iowa com basis forecasts, seasonal ARIMA vs. 3-year-average 
simple three-year-average forecasts do not utilize this most recent basis information. 
State space model forecasts 
Figure 4.8 plots the univariate state space model forecast and simple 3-year-average 
basis forecasts. Figure 4.9 compares muhivariate (two-crops) state space model forecasts with 
simple three-year-average basis forecasts, and Figure 4.10 plots seven-market multivariate 
state space model forecasts against three-year-average forecasts. Figure 4.11 shows that all 
three state space modeling approaches are similar in the early years. These forecasts are 
almost straight line for each 1-12 month ahead forecast set. Only the two-crop multivariate 
approach, which considers both com and soybean basis together in the same location, shows 
some deviations from straight line in the last two years of forecasting. However, the plots 
show that their forecasts could be more accurate than simple three-year average forecasts in 
some of the forecasting periods. 
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Figure 4.8. Northeast Iowa com basis forecast errors, univariate State Space models 
vs. three-year-average. 
MSS2 
Figure 4.9. Northeast Iowa com basis forecasts, multivariate State Space model (2-
crops) vs. three-year-average. 
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MSS7 
Figure 4.10. Northeast Iowa soybean basis forecasts, multivariate State Space model 
(7-markets) vs. three-year-average. 
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Figure 4.11. Northeast Iowa corn basis forecasts, state space approaches 
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Artificicd neural network forecasts 
Figure 4.12 plots the ANN with NFD algorithm forecasting for com in Northeast 
Iowa. The ANN forecasts track the actual basis pretty well for the first two years in the com 
model, but is off in 1995. Compared to three-year-average forecasts, ANN has an obvious 
advantage in the first set of the 1-12 months ahead forecasts (for Nov., 1990 to Oct., 1991) in 
the com model, and three-year-average forecasts are better for the second set of forecasts 
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Figure 4.12. Northeast Iowa com basis forecasts, neural networks vs. three-year-
average. 
Composite forecasts 
A composite forecasting model is constructed as the simple average of selected 
forecasts: three-year-average-plus model, seasonal ARIMA model, univariate state space 
model, stmctural basis behavior model and neural network approach with noise-feedback 
descent algorithm. One model is chosen within similar approaches; that is, one out of three 
115 
state space models and one out of two neural network approaches. Compared to three-year-
average forecasts, the composite forecasts have smaller forecast errors for the first set of 1-12 
month ahead forecasts (see Figure 4.13), but larger for the second and third years of com 
basis forecasts in Northeast Iowa. They are close for the last two years (both are poor). 
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Figure 4.13. Northeast Iowa corn basis forecast errors, composite vs. 3-year average 
Most forecasting models discussed above outperform the simple three-year-average 
com basis forecasts in Northeast Iowa for the first and last sets of 1-12 months ahead 
(November to October) forecasts. Two models, the seasonal ARIMA and 2-crop multivariate 
state space models, have lower forecast errors than the three-year-average for the second 
forecasting period (11/91-10/92). One reason for these models not being able to perform well 
in third and fourth sets of forecasting (11/92-10/93 and 11/93-10/94) is due to unusual basis 
pattems before the forecast is made. The Northeast Iowa com basis was unusually strong 
fi"om June to October of 1992. These forecasting models tend to utilize that basis in their 
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forecasting models, and result in bad forecasts for the next crop year. The unusually wide 
basis in the summer of 1993 (partially due to the flooding) also causes inaccurate forecasts by 
these models for the basis from November 1993 to October 1994. On the other hand, some 
of these unusual basis do not affect the simple three-year-average model forecasts as much 
because the latter consider only basis in t-12, t-24 and t-36. 
Overall, we can conclude that three-year-average-pius and seasonal ARIMA are 
preferred to forecast Northeast Iowa com basis when "normal" conditions prevail before the 
forecasting time (especially few months before October in this case). When unusual basis 
pattern occurs during the prior summer, the best forecast model will be the simple-three-year-
average forecasts. The composite forecast has large forecast errors because of the extremely 
poor performance of the structural basis forecasting model. If the composite forecast were 
dropped, the composite of simple three-year-average, three-year-average-pIus, and seasonal 
ARIMA models would have had improved performance, and could be a good potential 
forecasting model choice for Northeast Iowa. 
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CHAPTERS. CONCXUSIONS 
Com and soybean nearby basis behavior in Northeast Iowa, Central Illinois, Chicago, 
St. Louis, Toledo, Gulf, Richmond, and Pacific Northwest (for com only) are analyzed in this 
study. Theoretically the basis is determined by storage cost (opportunity cost), transportation 
cost (barge rates), supply factor (supply relative to storage capacity), demand factors (port 
exports, animal units consuming grain, and soybean crushing), and time to maturity of futures 
contract. Because of basis seasonal patterns and variance differences among contracts, this 
stmctural basis behavior model is estimated for each contract. 
An autoregressive estimation procedure is selected in the presence of autocorrelation; 
otherwise Ordinary Least Squares is employed. Seemingly unrelated regression (either 2-
crops at the same market or 7-markets for the same crop) is also estimated, but it does not 
provide improved resuhs over Ordinary Least Squares. This is not consistent with Kahl and 
Curtis, who found that seemingly unrelated regression was superior than ordinary least square 
estimates. It might be that their independent variables for the models in South Carolina and 
Illinois were less correlated than the independent variables in the structural basis behavior 
models estimated here for seven or eight locations. 
Individual models for each contract in this study provide more information about the 
differences in monthly com and soybean basis relationships throughout the year, and generally 
explain 50-80% of the monthly variation in com and soybean nearby basis. Kahl and Curtis' 
basis behavior model's was 0.48, which they argued was consistent with models fi'om 
similar studies. Power and Johnson's Wisconsin com basis behavior model had an R-square 
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higher than 0.8, but their basis model for the whole storage season is a single July contract 
model and is a stacked model with a monthly trend dummy, which partially explains the higher 
The results of these com and soybean basis behavior models are generally consistent 
with previous studies, though a few interesting differences are found. The behavioral effects 
of the explanatory variables vary seasonally, and both slope and intercept differences are 
significant. This is consistent with, but more comprehensive than, prior studies (Kahl and 
Curtis, Garcia and Good, Power and Johnson). 
Storage cost (or opportunity cost, equal to prime interest rate times cash price) is 
important in the early storage season, and is less significant as the storage season progresses. 
This is not consistent with the findings of Garcia and Good who showed that interest rate, 
which differs from our "opportunity" cost variable, was significant throughout the year. 
Powers and Johnson also found that interest rate was significant in determining Wisconsin 
com basis for the whole storage season. 
Barge rates significantly affect com and soybean basis in the spring and fall. When 
the upper Mississippi river is closed during the winter, the grain bases in St. Louis and the 
Gulf respond to barge rate changes positively, different than other times of the year. In 
contrast, Garcia and Good found that barge rates only matter during May to July. 
Production relative to storage capacity is found to significantly affect basis only for 
months during and immediately after harvest. This is consistent with the results of Garcia and 
Good, who found that production relative to storage capacity had strong effects on basis 
during harvest period. In their study of Ontario com basis, Martin et al. found that both U.S. 
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and Canada crops are important for the fall months (November and December), but only 
Canada production relative to demand mattered for January through April. 
Demand factors have mixed resuhs in the present study. Export volumes usually do 
not affect basis. Animal units consuming grain are only significant for few contracts and few 
markets. This is consistent with Kahl and Curtis who found that animal units to be significant 
in South Carolina but not in Illinois. 
Significant basis convergence is found in December to February for com and 
November to December for soybeans. No evidence in this study suggests behavioral 
differences between CBOT delivery and non-delivery markets, and delivery and non-delivery 
months. This is in contrast with the results of Thompson et al., who showed that cash and 
fiitures price behavior differed between delivery and non-delivery months. 
Regional basis behavior differences are found between production areas and port. The 
opportunity cost coefBcient is found to be negative as expected for production market 
locations. But in Richmond and Pacific NW, the opportunity cost coefficient become positive 
in some spring and fall periods. For the production relative to storage capacity, a expected 
negative coefficient is found for all the markets except Pacific NW where a significant positive 
coefBcient is found. 
Basis variability was larger in 1980-86 than in the following decade. There was a 
upward trend before 1986, and a more stable pattern after 1986. Structural change tests 
provide mixed results. Further exploration with different model specifications suggests that 
some parameters vary over time, others are consistently important. In general, the estimation 
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results of alternate specifications are consistent with that of the original basis structure model 
analyzed. 
For basis forecasting, in addition to the conventional approaches—simple three-year-
average forecasts, ARIMA, and econometric structural models, alternative forecast methods 
are also utilized. They are three-year-average-plus model, state space modeling approaches 
(univariate and muhivariate), artificial neural networks and composite forecasts. For each 
model, out-of-sample basis forecasts of 1-12 months ahead (made in October each year) are 
made for five years, 1991-1995. With simple three-year-average forecasts as bench mark 
forecasts, the forecast performances of other models are compared with five forecast accuracy 
measures; mean absolute errors (MAE), root mean squared errors (RMSE), two Theils' U 
coefficients and a Henriksson-Merton test. 
Basis forecasting performance comparisons show that the simple three-year-average 
forecasts can be outperformed by alternative models, but the marginal improvement is small 
and the overall ability of any method to forecast basis 1-12 months ahead is not good. Overall 
comparisons show 3-year-average-plus and seasonal ARIMA models are the best among the 
alternative methods studied in this paper. Other more complicated approaches, the state space 
and structural econometric models, have inconsistent and often poor performance. For 
example, the structural behavior model performs very well in 1-4 month ahead com basis 
forecasting, but not for longer term forecasts (contradicting what is expected fi"om prior 
studies). This may suggest that there is some room for improvement in the area of ancillary 
forecasts. Our results were similar to Taylor and Tomek who utilized an econometric 
forecasting model, and showed that the basis forecasts based on ancillary forecasts differed a 
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lot from the in-sample forecasts. Based on this analysis, econometric models have serious 
limitations for basis forecasting. The composite forecast also does a reasonably good job, but 
it has the least practical value because it involves so many forecasting methods. In the fixture, 
a composite forecast of a few simple forecast models could be considered. 
In conclusion, 3-year-average-plus and seasonal ARIMA models outperform simple 3-
year-average forecasts and are most practical and easier to use than other alternative models. 
But, the reductions in forecast errors (RMSE) are in the range of 0.5-2 cents per bushel for 
com (0.5-4 cents per bushel for soybeans); the value of this marginal improvement may justify 
the cost of developing and using these forecast models for some large volume grain 
merchandisers, but not be great enough for others. 
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APPENDIX A. SKETCH OF BASIS MODEL DERIVATION 
Local basis, the price di£ference between a local spot price and futures price, has two 
components: temporal and spatial price differences. The temporal price difference is defined as the 
storage cost (price of storage) over a time interval, and spatial price relationship is mainly the 
transportation cost. The temporal price relationship can be derived from Tomek's (1996) simple 
intrayear two-period model. The profit maximization rule is used to derive the supply of storage 
equation from a short-run profit function; 
R2 = F, I,-P, 1,-C(I,) 
where R, F, P and I represents revenue, futures price, cash price and inventory, respectively. C(Ii), the 
cost function, is specified as: 
Cai) = iPi li  + dl,  -vbl,  
where i is the interest rate. The right side is composed of the opportunity cost of carrying stock, short-
run costs, and the convenience yield of carrying stocks. First order condition of the revenue function, 
with the cost function being substituted in, gives the supply of storage equation: 
(EQA.1) P,-F,=v/I,-(iPi+d) 
where Pi - Fj is the price of storage over a time interval. 
The demand for storage equation is derived from consumption demands in two periods. 
Assuming that production. Si, is fixed and consumed in two periods completely, he arrived at the 
demand for storage equation: 
(EQ A.2) I, = (1/2)S, + (l/2)(a2 - a,) - (b/2)(P, - F.) 
where Si*is the production, (a2 - aO is the expected demand for consumption in period two relative to 
the demand in period one for current consumption. 
* The production term. Si, is missing in Tomek's derivation 
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Equating supply of and demand for storage, we get the following equation: 
-(b/2)(P, - F,)^ - (1/2)[(S, + ai - a, - (iP + d)b]( P, - F.) + 
(l/2)(iP-d)(S,+a2-a,)-v = 0 
The price of storage (Pi - F]) reduced form can be derived from this quadratic equation: 
(P, - Fi) = f (Si, iP, 3.2-ai, d, v) 
That is, the price of storage is a function of production, opportunity cost, relative demand in two 
periods, direct storage cost, and convenience yield. Assuming the second component, transportation 
cost as given as exogenous, then the local basis can be expressed as: 
Basis = f (storage cost, transportation cost, production, stock, consumption 
demand) 
where stock is in the place of convenience yield which can not be measured, and it is believed that 
convenience yield depends on the level of stock. 
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(3) Contract Intercept 
and Slope Dummies 
Com 
Root MSE 
Chicago 7.42 7.34 7.31 
Gulf Port 9.52 9.45 8.55 
Richmond 11.23 11.44 11.28 
Northeast lA 9.48 9.46 9.16 
St Louis 9.21 9.09 8.90 
Toledo 7.91 7.92 7.88 
Padfic NW 6.66 6.57 5.99 
Central IL 8.38 8.29 8.31 
R Sauare 
Chicago 0.46 0.46 0.52 
Gulf Port 0.27 0.25 0.47 
Richmond 0.41 0.37 0.47 
Northeast lA 0.62 0.61 0.68 
St Louis 0.43 0.42 0.51 
Toledo 0.56 0.54 0.60 
Pacific NW 0.65 0.65 0.76 
Central IL 0.53 0.53 0.58 
Sovbean 
Root MSE 
Chicago 6.77 7.30 7.37 
Gulf Port 10.53 10.56 8.79 
Richmond 9.32 10.10 10.10 
Northeast lA 9.71 10.03 8.86 
St. Louis 8.54 8.55 8.09 
Toledo 7.17 7.63 6.94 
Central IL 7.48 7.49 6.63 
R Sauare 
Chicago 0.64 0.56 0.66 
Gulf Port 0.38 0.34 0.69 
Richmond 0.62 0.50 0.75 
Northeast lA 0.73 0.70 0.83 
St. Louis 0.57 0.56 0.69 
Toledo 0.55 0.47 0.67 
Central IL 0.64 0.63 0.78 
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Table B.2. Parameter estimates of com basis contract behavior model for Northeast 
Iowa and Central Illinois 
Contract 
Northeast lA Central IL 
Variable Par Est P value Par Est P value 
0.80 0.82 
Intercept 9.534 0.784 -14.437 0.629 
0pp. cost -0.800 0.000 -0.502 0.000 
Barge rate -0.003 0.954 0.036 0.069 
Production -7.691 0.026 -7.623 0.008 
Export 0.546 0.314 0.151 0.681 
AUC G -0.097 0.827 0.277 0.462 
TTM -3.422 0.001 -2.865 0.000 
R^ 0.78 0.82 
Intercept 56.014 0.232 40.572 0.271 
Opp. cost -0.558 0.001 -0.550 0.000 
Barge rate -0.104 0.067 -0.024 0.502 
Production -0.285 0.935 -1.092 0.688 
Export -0.197 0.657 -0.273 0.411 
AUC G -0.567 0.325 -0.346 0.445 
TTM -3.733 0.035 -2.092 0.104 
R^ 0.72 0.62 
Intercept 46.950 0.354 27.481 0.589 
Opp. cost -0.296 0.053 -0.280 0.059 
Barge rate -0.210 0.001 -0.107 0.037 
Production -3.099 0.445 -1.794 0.671 
Export -0.369 0.484 -0.659 0.221 
AUC_G -0.356 0.571 -0.103 0.871 
TTM -1.207 0.532 -0.307 0.871 
R^ 0.82 0.72 
Intercept 104.540 0.224 65.566 0.447 
Opp. cost -0.423 0.055 -0.367 0.089 
Barge rate -0.162 0.005 -0.090 0.061 
Production -13.020 0.035 -6.272 0.331 
Export 0.661 0.491 0.756 0.426 
AUC G -1.017 0.362 -0.620 0.580 
TTM 0.261 0.907 1.084 0.598 
R^ 0.64 0.61 
Intercept -75.328 0.213 -117.138 0.018 
Opp. cost -0.501 0.069 0.002 0.991 
Barge rate -0.184 0.000 -0.145 0.000 
Production 5.692 0.281 0.695 0.874 
Export -0.320 0.573 -0.171 0.702 
AUC G 1.054 0.166 1.654 0.009 







Table B.3. Parameter estimates of com basis contract behavior model for Chicago, St. 
Louis and Toledo 
Contract Variable 
Chicago St. Louis Toledo 
B Value P value B Value P value B Value P value 
March 0.70 0.66 0.70 
Intercept 11.010 0.690 43.217 0.203 50.520 0.102 
Opp. cost -0.306 0.001 -0.469 0.000 -0.385 0.000 
Barge rate 0.015 0.437 0.090 0.039 0.052 0.168 
Production -4.862 0.041 -8.745 0.012 -11.606 0.001 
Export -9.149 0.304 0.349 0.492 3.237 0.355 
AUC G 0.075 0.828 -0.324 0.450 -0.457 0.239 
TTM -2.531 0.004 -2.893 0.003 -3.344 0.002 
May R^ 0.64 0.78 0.66 
Intercept 28.888 0.423 54.401 0.131 61.711 0.056 
Opp. cost -0.150 0.207 -0.409 0.001 -0.272 0.018 
Barge rate -0.056 0.102 -0.019 0.644 -0.050 0.233 
Production -4.473 0.113 -1.855 0.492 -5.780 0.055 
Export -7.541 0.100 -0.154 0.629 0.859 0.775 
AUC G -0.047 0.916 -0.393 0.370 -0.573 0.150 
TTM -3.220 0.048 -1.709 0.166 -2.418 0.186 
July R^ 0.56 0.55 0.43 
Intercept 22.236 0.595 53.004 0.292 58.014 0.119 
Opp. cost -0.042 0.754 -0.214 0.135 0.010 0.949 
Barge rate -0.170 0.003 -0.139 0.026 -0.188 0.014 
Production -2.564 0.509 -3.053 0.486 -4.281 0.344 
Export 5.007 0.569 -0.363 0.508 -4.035 0.477 
AUC G 0.105 0.845 -0.252 0.686 -0.351 0.461 
TTM -2.905 0.105 -0.955 0.643 -3.529 0.168 
Septemt>er 0.62 0.60 0.61 
Intercept 48.119 0.553 140.357 0.110 133.679 0.091 
Opp. cost -0.139 0.457 -0.336 0.128 -0.162 0.431 
Barge rate -0.084 0.105 -0.065 0.283 -0.001 0.980 
Production -6.253 0.300 -10.218 0.154 -6.800 0.354 
Export 4.191 0.534 0.933 0.390 -11.888 0.124 
AUC G -0.272 0.795 -1.436 0.206 -1.517 0.141 
TTM 1.657 0.437 0.554 0.831 5.095 0.109 
December R^ 0.55 0.57 0.60 
Intercept -23.166 0.519 -100.007 0.067 -15.881 0.709 
Opp. cost -0.022 0.896 0.084 0.696 -0.103 0.547 
Barge rate -0.085 0.004 -0.186 0.000 -0.107 0.001 
Production -0.860 0.787 -0.210 0.968 0.886 0.834 
Export -5.983 0.244 -0.095 0.861 -4.199 0.133 
AUC G 0.525 0.250 1.706 0.015 0.302 0.565 
TTM -1.603 0.166 -2.184 0.244 2.187 0.164 
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Table B.4. Parameter estimates of com basis contract behavior model for Gulf ports. 
Pacific NW and Richmond 
Gulf Pacific NW Richmond 
Contract Variable B Value P value B Value P value B Value P value 
March 0.72 0.58 0.84 
Intercept 54.394 0.147 -59.634 0.016 97.517 0.028 
Opp. cost -0.536 0.000 0.217 0.212 -0.266 0.075 
Barge rate 0.214 0.000 0.036 0.392 0.058 0.129 
Production -6.663 0.148 23.631 0.019 -25.042 0.000 
Export 0.130 0.790 2.009 0.032 2.312 0.141 
AUC G -0.394 0.406 1.087 0.002 -0.584 0.306 
TTM -3.255 0.001 -2.166 0.007 -5.484 0.000 
May R^ 0.62 0.66 0.57 
Intercept 65.088 0.101 -62.048 0.208 104.509 0.015 
Opp. cost -0.383 0.002 0.303 0.331 0.270 0.032 
Barge rate 0.074 0.121 0.046 0.630 -0.059 0.170 
Production 2.403 0.546 33.856 0.076 -4.265 0.400 
Export -0.158 0.671 -0.003 0.999 -4.541 0.009 
AUC G -0.505 0.301 1.034 0.152 -1.066 0.061 
TTM -1.507 0.291 -3.636 0.310 2.029 0.284 
July R^ 0.42 0.45 0.81 
Intercept 67.730 0.190 -91.354 0.004 108.059 0.177 
Opp. cost -0.274 0.054 0.319 0.104 0.298 0.208 
Barge rate -0.026 0.664 -0.163 0.008 -0.174 0.057 
Production 0.640 0.910 26.811 0.036 5.609 0.550 
Export -0.037 0.945 2.169 0.038 -8.739 0.055 
AUC G -0.445 0.489 1.593 0.001 -1.053 0.325 
TTM -1.285 0.522 -0.540 0.811 -2.820 0.504 
September R^ 0.60 0.49 0.69 
Intercept 113.019 0.197 -87.347 0.054 198.153 0.036 
Opp. cost -0.384 0.055 1.387 0.002 -0.395 0.145 
Barge rate 0.045 0.403 -0.063 0.276 -0.031 0.663 
Production -15.820 0.054 48.034 0.090 -6.258 0.540 
Export 0.994 0.297 -1.770 0.461 -4.011 0.572 
AUC G -0.951 0.402 1.131 0.099 -2.210 0.075 
TTM 2.532 0.253 -3.617 0.305 9.478 0.032 
December R^ 0.47 0.24 0.80 
Intercept -100.223 0.065 -108.945 0.002 69.753 0.300 
Opp. cost 0.011 0.958 0.732 0.002 -0.172 0.519 
Barge rate -0.108 0.006 -0.033 0.271 0.018 0.679 
Production 6.118 0.356 23.689 0.070 -13.369 0.121 
Export 0.157 0.770 1.587 0.287 -0.120 0.968 
AUC G 1.649 0.019 1.651 0.001 -0.569 0.519 
TTM 0.799 0.662 -1.884 0.255 -2.030 0.405 
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Tabel B.S. Parameter Estimates of soybean basis contract model (1) 
NoreastIA Central IL 
Contract Variable B Value P Value B Value P Value 
January R' 0.79 0.77 
Intercept 24.990 0.660 5.680 0.900 
0pp. cost •0.322 0.006 -0.324 0.001 
Barge rate •0.111 0.069 0.007 0.853 
Production -42.725 0.309 -3.233 0.915 
Export 0.448 0.846 -2.685 0.171 
AUC_G 0.084 0.892 0.520 0.321 
Crushing -0.026 0.518 -0.022 0.536 
TTM -3.051 0.247 -7.689 0.000 
March R' 0.86 0.84 
Intercept -14.900 0.784 -ZS93 0.942 
0pp. cost -0.441 0.000 •0.280 0.001 
Barge rate 0.093 0.205 0.027 0.458 
Production -98.589 0.037 -18.247 0.503 
Export -1.810 0.317 -0.703 0.591 
AUC_G 1.091 0.112 0.863 0.061 
Crushing -0.073 0.074 -0.087 0.009 
TTM -3.915 0.279 -1.115 0.699 
May R' 0.60 0.83 
Intercept -30.018 0.631 -34.705 0.285 
0pp. cost -0.105 0.291 -0.104 0.043 
Barge rate -0.168 0.100 -0.047 0.206 
Production -24.042 0.611 -63.969 0.004 
Export 0.767 0.666 0.609 0.373 
AUC_G 1.274 0.134 0.954 0.033 
Crushing -0.111 0.036 •0.032 0.157 
TTM -1.350 0.788 -1.534 0.405 
July R  ^ 0.65 0.67 
Intercept 6.189 0.928 -14.265 0.782 
0pp. cost -0.043 0.640 -0.096 0.152 
Barge rate •0.347 0.000 -0.199 0.001 
Production 5.011 0.926 -3.982 0.915 
Export -1.097 0.623 -0.479 0.774 
AUC_G 0.719 0.431 0.816 0.243 
Crushing -0.090 0.050 -0.056 0.104 
TTM -1.125 0.743 -1.121 0.680 
Aug&Sep R' 0.75 0.66 





-0.262 0.000 -0.012 0.736 
Production -6.676 0.895 -97.321 0.005 
Export -2.775 0.216 
-2.143 0.197 
AUC_G -0.527 0.498 
-0.740 0.191 
Crushing -0.003 0.898 0.002 0.930 
TTM 6.145 0.050 1.884 0.371 
November R' 0.84 0.73 
Intercept 51.625 0.314 53.558 0.290 
0pp. cost 
-0.452 0.000 -0.287 0.005 
Barge rate 
-0.141 0.002 -0.062 0.142 
Production 15.135 0.670 
-10.051 0.744 
Export -2.069 0.099 
-1.976 0.096 
AUC_G 0.077 0.906 0164 0.801 
Crushing -0.047 0.076 
-0.053 0.060 
TTM -6.140 0.145 -7.029 0.125 
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Tabel B.6. Parameter Estimates of soybean basis contract model (1) 
Contract 
Chicago Toledo St Louis 
Variable B Value P Value B Value P Value B Value P Value 
R' 0.75 0.73 0.78 
Intercept 92.295 0.0« 69.185 0.208 89.561 0.082 
0pp. cost -0.254 0.003 -0.275 0.003 •0.206 0.019 
Ba r^ate -0.037 0.282 0.025 0.682 -0.059 0.244 
Production 2.325 0.945 -19.019 0.465 -Z871 0.922 
Export -0.751 0.680 -9.539 0.137 0.531 0.786 
AUC_G •0.399 0.420 -0.546 0.571 •0.505 0.372 
Crushing -0.047 0.156 •0.027 0.810 -0.022 0.513 
TTM -8.619 0.000 -7.919 0.004 -9.975 0.000 
0.82 0.38 0.82 
Intercept 115.063 0.004 84.581 0.055 108.294 0.007 
0pp. cost -0.334 0.000 -0.050 0.525 •0.217 0.002 
Ba r^ate 0.038 0.231 -0.012 0.816 0.096 0.040 
Production 7.469 0.795 -46.500 0.058 -44.167 0.093 
Export -1.463 0.184 -1.111 0.106 •0.188 0.871 
AUC_G -0.789 0.087 0.142 0.121 •0.499 0.274 
Crushing -0.057 0.030 -9.468 0.000 •0.072 0.013 
TTM •3.686 0.111 -1.165 0.627 
R  ^ 0.83 0.66 0.77 
Intercept 47.474 0.024 111.169 0.035 20.400 0.573 
0pp. cost -0.133 0.000 0.018 0.831 -0.021 0.678 
Bai^ rate •0.054 0.039 -0.103 0.079 •0.056 0.205 
Production 1.859 0.901 -61.905 0.016 -74.138 0.002 
Export 0.165 0.737 2106 0.693 1.190 0.106 
AUC_G -0.261 0.330 -1.456 0.076 0.297 0.532 
Crushing •0.025 0.108 0.192 0.047 •0.016 0.487 
TTM -2.930 0.036 -4.832 0.035 -1.705 0.381 
R  ^ 0.61 0.60 0.61 
Intercept 52.132 0.247 89.001 0.014 62.580 0.290 
0pp. cost •0.063 0.227 0.027 0.645 -0.032 0.668 
Bai^ erate •0.144 0.001 -0.183 0.007 -0.269 0.001 
Production 10.970 0.739 -19.898 0.373 -16.232 0.697 
Export -0.879 0.488 -5.301 0.434 •0.142 0.947 
AUC_G -0.210 0.721 -1.112 0.045 0.077 0.921 
Crushing •0.032 0.205 0.137 0.023 -0.056 0.153 
TTM -2.197 0.247 -4.835 0.050 -1.158 0.701 
R' 0.62 0.60 0.61 
Intercept -53.308 0.418 148.431 0.009 145.814 0.030 
0pp. cost 0.038 0.670 -0.140 0.116 -0.252 0.021 
Barge rate •0.140 0.005 -0.068 0.206 -0.119 0.056 
Production -24.556 0.625 •44.418 0.293 48.343 0.322 
Export 0.105 0.960 2.4S8 0.852 -5.069 0.063 
AUC_G 1.029 0.228 -1.648 0.054 -1.377 0.093 
Crushing •0.006 0.773 0.068 0.340 •0.010 0.703 
TTM •0.543 0.881 1.689 0.634 6.131 0.081 
R' 0.45 0.59 0.79 
Intercept 18.289 0.808 265.225 0.009 116.610 0.025 
0pp. cost •0.161 0.242 -0.200 0.106 •0.289 0.002 
Barge rate -0.131 0.037 -0.058 0.303 •0.092 0.023 
Pnxluction 1.574 0.976 -0.544 0.991 11.692 0.660 
Export •0.848 0.636 -9.430 0.189 -1.716 0.116 
AUC_G 0.720 0.463 •4.309 0.011 -0.533 0.401 
Crushing •0.042 0.288 0.400 0.009 -0.054 0.023 








Tabel B.7. Parameter Estimates of soybean basis contract model (3) 
ContFMt 
Gulf Ports Richmond 
Variable B Value P Value B Value P Value 
R' 0.73 0.51 
Intarcept 65.542 0.304 13.551 0.8S7 
0pp. cost -0.404 0.002 -0.238 0.078 
Bvgerata 0.089 0.165 0.013 0.812 
Production 1Z699 0.813 -72.564 0.083 
Export •1.686 0.415 13.267 0.182 
AUC_G 0.521 0.581 0.019 0.990 
Crushing •0.013 0.372 0.041 0.847 
TTM -12.160 0.000 -11.852 0.005 
R' 0.72 0.49 
Intercept 69.728 0.090 56.428 0.322 
0pp. cost -0.437 0.000 0.011 0.929 
Bau r^ate 0.268 0.000 -0.002 0.972 
Production -24.699 0.541 -71.184 0.051 
Export -0.639 0.667 3.917 0.409 
AUC_G 0.529 0.342 -0.684 0.456 
Crushing -0.027 0.004 0.131 0.371 
TTM 3.085 0375 -11.088 0.003 
R  ^ 0.14 0.55 
Intercept -14.076 0.808 44.370 0.378 
0pp. cost -0.107 0.285 0.270 0.006 
Barge rate 0.047 0.628 -0.178 0.003 
Production -11.462 0.805 -52.791 0.047 
Export 0.815 0.519 -1.595 0.796 
AUC_G 1.077 0.304 -1.149 0.169 
Crushing -0.016 0.270 0.363 0.001 
TTM 1.678 0.609 -3.422 0.289 
R* 0.42 0.55 
Intercept -22.644 0.765 58.183 0.322 
0pp. cost -0.028 0.822 0.040 0.663 
Barge rate -0.171 0.115 -0.202 0.004 
Production -16.421 0.828 43.517 0.250 
Export -2.295 0348 -8.156 0.464 
AUC_G 1.132 0.383 -1.466 0.115 
Crushing -0.003 0.852 0.268 0.007 
TTM -3.089 0.574 1.071 0.755 
R* 0.46 0.56 
Intercept 113.026 0.234 3.375 0.958 
0pp. cost -0.255 0.056 0.242 0.020 
Barge rate 0.078 0.262 
-0.032 0.601 
Production -60.165 0.501 -120.306 0.011 
Export -4.497 0.146 -7.901 0.748 
AUC_G •0.909 0.574 0.190 0.840 
Crushing 0.007 0.646 0.008 0.931 
TTM 4.588 0.372 1.167 0.812 
R'' 0.55 0.31 
Intercept 34.090 0.640 134.963 0.080 
0pp. cost -0.347 0.006 
-0.109 0.391 
Barge rate 0.026 0.658 
-0.058 0.302 
Production 17.339 0.746 35.951 0.350 
Export -1.150 0.529 
-31.486 0.017 
AUC_G 0.837 0.474 
-1.760 0.149 
Crushing -0.017 0.199 0.092 0.507 









Table B.8. Parameter Estimates of three-year-average-plus forecasting model for 
Chicago 
Data set: 80-0ct/90 Data set: 80-0ct/91 Data set: 80-0ct/90 
VARIABLE Est.Coef. P-value Est.Coef. P-value Est.Coef. P-value 
BS3CHG -0.126 0.386 0.006 0.965 0.068 0.580 
CNSUPPLY -0.368 0.000 -0.345 0.000 -0.309 0.000 
CNEXPORT -1.018 0.008 -0.689 0.045 -0.374 0.209 
DM1 5.523 0.170 4.593 0.219 4.133 0.226 
DM2 9.594 0.024 7.890 0.043 6.971 0.050 
DM3 8.564 0.043 5.674 0.142 4.782 0.171 
DM4 9.869 0.020 8.035 0.039 7.347 0.038 
DM5 11.591 0.008 8.158 0.040 7.090 0.048 
DM6 11.362 0.011 8.895 0.027 7.875 0.031 
DM7 19.222 0.000 15.328 0.001 13.411 0.001 
DM8 13.683 0.003 10.823 0.009 9.586 0.011 
DM9 1.404 0.719 0.736 0.840 0.732 0.827 
DM11 6.533 0.118 5.900 0.129 5.519 0.119 
DM12 3.705 0.369 2.714 0.478 2.357 0.499 
CONSTANT 49.395 0.000 42.296 0.000 33.359 0.000 
R^ .47 .43 .40 
Data set: 80-0ct/90 Data set: 80-0ct/90 
VARIABLE Est.Coef P-value Est.Coef P-value 
BS3CHG 0.085 0.459 0.115 0.287 
CNSUPPLY -0.312 0.000 -0.279 0.000 
CNEXPORT -0.340 0.229 -0.091 0.682 
DM1 4.187 0.179 4.454 0.125 
DM2 6.811 0.035 7.488 0.013 
DM3 4.619 0.145 5.160 0.080 
DM4 7.302 0.024 8.124 0.007 
DM5 6.854 0.035 7.573 0.012 
DM6 7.649 0.021 7.718 0.012 
DM7 12.142 0.001 12.120 0.000 
DM8 8.927 0.009 9.005 0.004 
DM9 0.560 0.854 1.030 0.718 
DM11 4.995 0.121 6.000 0.046 
DM12 2.282 0.471 2.881 0.329 
CONSTANT 33.151 0.000 24.840 0.000 
R^ .39 .39 
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Table B.9. Parameter estimates of structural basis behavior model for Chicago corn 
Variable Par Est P-value Par Est P-value Par Est P-value Par Est P-value Par Est P-value 
Data set 80-10/90 80-10/91 80-10/92 80-10/93 80-10/94 
March 
R^ .59 .73 .80 .42 .49 
INTER 123.98 0.07 71.53 0.11 62.17 0.08 53.35 0.06 40.42 0.09 
RP_CHG -0.34 0.00 -0.33 0.00 -0.33 0.00 -0.35 0.00 -0.34 0.00 
BRJLR 0.02 0.67 0.00 0.93 0.00 0.99 0.00 0.91 0.00 0.99 
CN.CHG -3.85 0.17 -3.14 0.24 -3.10 0.22 -2.84 0.22 -3.20 0.16 
EX_CHG -19.24 0.41 -24.97 0.24 -24.46 0.22 -17.98 0.28 -17.49 0.28 















INTER 92.62 0.12 126.78 0.01 102.62 0.01 85.38 0.01 70.36 0.01 
RP_CHG -0.08 0.40 -0.07 0.48 -0.09 0.36 -0.10 0.27 -0.08 0.37 
BRJLR -0.17 0.00 -0.15 0.00 -0.15 0.00 -0.15 0.00 -0.16 0.00 
CN.CHG -5.39 0.06 -5.48 0.06 -5.18 0.07 -4.27 0.11 -4.80 0.06 
EX.CHG -1.33 0.83 -2.49 0.68 -3.26 0.58 -4.33 0.45 -4.88 0.38 















INTER 105.43 0.11 139.38 0.01 124.26 0.00 115.56 0.00 111.96 0.00 
RP_CHG 0.01 0.93 0.02 0.84 0.02 0.88 0.01 0.92 0.01 0.93 
BRJLR -0.29 0.00 -0.27 0.00 -0.28 0.00 -0.28 0.00 -0.28 0.00 
CN_CHG -4.36 0.14 -4.63 0.12 -4.58 0.11 -4.30 0.11 -4.39 0.09 
EX_CHG -1.43 0.86 -1.46 0.86 -1.47 0.85 -1.42 0.85 -1.22 0.87 
AUC_G -0.73 0.41 -1.19 0.07 -0.98 0.07 -0.88 0.04 -0.84 0.02 
TTM -4.27 0.08 -5.02 0.04 -5.04 0.02 -4.65 0.02 -4.04 0.04 
September 
R^ .57 .64 .76 .40 .48 
INTER 100.27 0.61 35.97 0.79 77.51 0.42 48.98 0.53 46.60 0.45 
RP_CHG -0.02 0.92 -0.06 0.80 0.00 0.99 -0.01 0.97 -0.01 0.97 
BRJLR -0.22 0.08 -0.23 0.04 -0.20 0.02 -0.19 0.01 -0.19 0.01 
CN_CHG -0.50 0.95 0.53 0.94 -0.33 0.96 0.52 0.93 0.49 0.94 
EX_CHG 13.38 0.50 14.13 0.45 8.41 0.56 5.69 0.61 5.58 0.60 
AUC_G -0.88 0.74 0.00 1.00 -0.60 0.63 -0.26 0.80 -0.23 0.76 
TTM -0.75 0.90 -0.98 0.86 -0.67 0.90 0.15 0.97 0.39 0.92 
December 
R^ .57 .65 .75 .40 .49 
INTER -75.89 0.38 -59.91 0.37 -48.35 0.35 -22.03 0.61 -20.78 0.57 
RP_CHG 0.12 0.55 0.09 0.62 0.10 0.59 0.09 0.60 0.09 0.58 
BRJLR -0.11 0.05 -0.10 0.05 -0.09 0.04 -0.09 0.04 -0.08 0.01 
CN_CHG -3.23 0.43 -3.38 0.38 -3.56 0.30 -3.58 0.27 -3.48 0.25 
EX.CHG -9.15 0.23 -9.34 0.18 -9.87 0.13 -10.22 0.11 -10.50 0.06 
AUC_G 1.30 0.25 1.06 0.22 0.90 0.18 0.55 0.32 0.52 0.26 
TTM -2.21 0.29 -1.72 0.36 -1.69 0.33 -1.79 0.27 -1.69 0.26 
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Table B.IO. St Louis barge rates forecasting equations 
DtU Mt: Jan.80-OcL90 Data set: Jan.80-0ct.92 
ModeI:SARlMA(2.0,2X2A0)i2 Model: SARIMA(2.0.1XW.O)n 
PAR EST STD ERROR T-STAT 
AR(1) 0.201 0.173 1.160 
AR(2) 0.609 0.133 4.579 
MA(1) -0.603 0.184 -3.275 
MA(2) 0.271 0.132 2.049 
SAR(1) •0.909 0.082 -11.110 
SAR(2) -0.930 0.033 -27.930 
CONSTANT -1.596 Z969 -0.537 
R' 0.729 
Adjusted R^ 0.712 
DtU set: Jan.80-0ct.91 
Model: SARIMA (2,0,1X2,2,0},i 
PAR EST STD ERROR T-STAT 
AR(1) -0.007 0.143 -0.048 
AR(2) 0.631 0.132 4.771 
MA(1) -0.904 0.098 -9.246 
SAR(1) -0.820 0.076 -10.820 
SAR(2) •0.920 0.035 -26.460 
CONSTANT -2.118 4.061 -0.522 
R^ 0.695 
Adjusted R^ 0.682 
PAR EST STD ERROR T-STAT 
AR(1) -0.052 0.107 -0.489 
AR(2) 0.645 0.104 6.226 
MA(1) -0.929 0.060 -15.550 
SAR(1) -0.773 0.070 -11.100 
SAR(2) -0.901 0.037 -24.440 
CONSTANT -2.415 3.958 -0.610 
R' 0.710 
Adjusted 0.699 
Data set: Jan.80-0ct.93 
Model: SARIMA (2,0,2X2,2,0),! 
PAR EST STD ERROR T-STAT 
AR(1) -0.072 0.095 -0.761 
ARC 2) 0.648 0.093 7.005 
MA(1) -0.935 0.051 -18.210 
SAR( 1) -0.739 0.065 -11.330 
SAR( 2) -0.899 0.036 -25.100 
CONSTANT -1283 3.712 -0.615 
R' 0.706 
Adjusted 0.696 
Data set: Jan.80-OcL94 
Model: SARIMA(2.0,lX2.2,0),i 
PAR EST STD ERROR T-STAT 
AR(1) 0.213 0.250 0.853 
AR(2) 0.379 0.214 1.776 
MA(1) -0.691 0.216 -3.191 
SAR(1) -0.736 0.059 -1Z390 
SAR( 2) •0.856 0.041 -20.870 
CONSTANT -2.167 3.168 -0.684 
R' 0.678 
Adjusted R^ 0.667 
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Table B.ll. Parameter estimates of Northeast Iowa com production regressed on U.S. 
production 


































































The data set is used to estimate the relationship of regional production and U.S. production before in 1980-89, 
then use the estimated coefBcient and the USD A WASDE production projection for 1990 to calculate the state 
production prediction for 1990. 
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Table B.12. Northeast Iowa com and soybean multivariate state space model 
Infonnation Criterion for Autoregiessive Models: 
Lag=l Lag=2 Lag=3 Lag=4 Lag=5 Lag=6 Lag=7 Lag=8 Lag=9 Lag=10 
1166.74 1168.16 1164.82 1164.13 1165.45 1169.26 1165.68 1170.20 1158.85 1160.90 
Yule-Walker Estimates for the Min AIC 
Lag=l Lag=2 Lag=3 Lag=4 
CBS NIA SBS NIA CBS NIA SBS_NIA CBS_NIA SBS NIA CBS NIA SBS_NIA 
CBS NIA -0.10 0.02 -0.15 0.01 -O!35 0.17 -0.39 0.29 
SBS_NIA 0.35 -0.45 0.09 -0.31 0.07 -0.23 -0.02 0.05 
Lag=5 Lag=6 Lag=7 Lag=8 
CBS NIA SBS_NIA CBS NIA SBS_NIA (3S_NIA SBS_NIA CBS NIA SBS_NIA 
CBS NIA -0.33 0.10 -0.17 0.01 -0.29 0.01 -0.11 0.05 
SBS_NIA 0.05 -0.16 0.01 -0.25 0.01 -0.20 0.11 -0.24 
Lag=9 
CBS NIA SBS NIA 
CBS NIA -0.30 0.10 
SBS NIA -0.06 -0.21 
Selected Statespace Form and Fitted Model 
State Vector CBS_NIA(T;T) SBS_NIA(T;T) CBS_NIA(T+1;T) 
Estimate of the Transition Matrix 
Input Matrix for the Innovation 





















Parameter Estimate Std. Err. T value 
F(2.1) 0.31 0.11 2.72 
F(2.2) -0.30 0.09 -3.55 
F(2.3) 0.31 0.36 0.86 
F(3.1) -0.15 0.11 -1.40 
F(3.2) 0.01 0.09 0.07 
F(3.3) 0.86 0.10 8.32 
G(3.1) -0.08 0.10 -0.82 
G(3.2) 0.05 0.08 0.70 
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APPENDIX C; AN EXAMPLE OF A SARIMA MODEL FORECAST 
Soybean basis in Northeast Iowa is chosen for this illustration. The acf plot shows 
that it does not drop ofiFquickly, this suggests the series is non-stationary (Figure C. 1), so a 
first difference is calculated. Because the nonstationary series, pacf does not matter for 
identification. A seasonal pattern also can be seen in this acf plot (spikes at 12 and 24). 
Figure C.2 shows the acf of differenced series, which drops off to insignificance quickly at the 
regular lags, but not at seasonal lags Oag 24 has a bigger spike than lag 12). This suggest a 
nonstationary seasonal series and a seasonal difference of the first degree is needed. 
Figure C.3 shows ACF and PACF plots for the series with both regular and seasonal 
first differences.'* The acfs drops off quickly to insignificance after lag one for the nonseasonal 
lags, and the pacfs die down to not different than zero at lag five. This suggests a non-
seasonal moving average term. The acf of seasonal lag is significant at 12 and not for lag 24, 
with the pacf decays from lag 12 to lag 24, which indicates a seasonal MA component, or 
both seasonal AR and MA terms.® So the tentative model is ARIMA (0,1,1)(1,1, l)i2, or the 
multiplicative model is: 
(1-B)(1-B'^) (1-<D,2B'^)BS_NIA = (l-0tB)(l-0,2B'V-
^ The big spikes at lags 4 and 8 can be ignored. Pankratz argues that "strong seasonal 
variation can sometimes produce large (and misleading) autocorrelations at fractional multiples of the 
seasonal lag. These values can be misleading because they often become statistically insignificant after 
the realization is differenced by length s, or (in the residual acf) when AR and MA coefficients are 
estimated at seasonal lags (p.282). 
' The PACF plot of longer data sets such as from 1980 to 1994, has pacf calculated for 
seasonal lags of 36, which is not significant. That is another indicator that seasonal component would 
include both AR and MA terms. 
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0 0 0 
AUTOCORRELATION FUNCTION OF THE SERIES (l-B) (1-B ) BS_NIA 
1 0.79 . + RRRRRRRRRRRRRRRRRRRRRRRRRRRR 
2 0.67 . + RRRRRRRRRRRRRRRRRRRRRRRR 
3 0.60 . + RRRRRRRRRRRRRRRRRRRRR 
4 0.57 . + RRRRRRRRRRRRRRRRRRRR 
5 0.45 . + RRRRRRRRRRRRRRRR 
6 0.37 . + RRRRRRRRRRRRR+ 
7 0.33 . + RRRRRRRRRRRR + 
8 0.31 . + RRRRRRRRRRR + 
9 0.29 . + RRRRRRRRRRR + 
10 0.32 . + RRRRRRRRRRRR + 
11 0.33 . + RRRRRRRRRRRR + 
12 0.35 . + RRRRRRRRRRRRR + 
13 0.30 . + RRRRRRRRRRR + 
14 0.25 . + RRRRRRRRR + 
15 0.25 . + RRRRRRRRRR + 
16 0.22 . + RRRRRRRR + 
17 0.15 . + RRRRRR + 
18 0.09 . + RRRR + 
19 0.11 . + RRRRR + 
20 0.14 . + RRRRRR + 
21 0.09 . + RRRR + 
22 0.09 . + RRRR + 
23 0.09 . + RRRR + 
24 0.11 . + RRRRR + 
25 0.04 . + RR + 
26 -.02 . + RR + 
27 -.07 . + RRR + 
28 -.08 . + RRRR + 
29 -.13 . + RRRRR + 
30 -.14 . + RRRRRR + 
31 -.11 . + RRRRR + 
32 -.07 . + RRR + 
33 -.07 . + RRRR + 
0 0 0 
PARTIAL AUTOCORRELATION FUNCTION OF THE SERIES (1-B) (1-B ) BS_NIA 
1 0.79 . + RRRRRRRRRRRRRRRRRRRRRRRRRRRR 
2 0.12 . + RRRRR + 
3 0.08 . + RRRR + 
4 0.15 . + RRRRRR+ 
5 -.19 . RRRRRRR + 
6 -.03 . + RR + 
7 0.07 . + RRR + 
8 0.01 . + R + 
9 0.09 . + RRRR + 
10 0.19 . + RRRRRRR 
11 0.00 . + R + 
12 0.08 . + RRRR + 
13 -.14 . +RRRRRR + 
14 -.16 . +RRRRRR + 
15 0.14 . + RRRRRR+ 
16 -.10 . + RRRR + 
17 -.06 . + RRR 
18 0.05 . + RRR + 
19 0.07 . + RRR + 
20 0.10 . RRRR + 
21 -.11 . + RRRRR + 
22 -.03 . + RR + 
23 -.03 . + RR + 
24 0.01 . + R + 
25 -.19 . RRRRRRR 
26 -.05 . + RRR f 
27 -.11 . + RRRRR + 
28 0.09 . + RRRR -1-
29 0.01 . + R + 
30 0.01 . + R + 
31 0.15 . + RRRRRR+ 
32 0.01 . + R + 
33 -.04 . + RR + 
Figure C.l. ACF and PACF of original series 
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1 0 0 
AUTOCORRELATION FUNCTION OF THE SERIES (1-B) (1-B ) BS_NIA 
1 -.20 . RRRRRRRR + 
2 -.12 . + RRRRR + 
3 -.09 . + RRRR + 
4 0.21 . -t- RRRRRRRR 
5 -.11 . + RRRRR + 
6 -.13 . + RRRRR + 
7 -.04 . + RR + 
8 -.03 . + RR + 
9 -.13 . + RRRRRR + 
10 0.05 . + RRR 
11 0.01 . + R 
12 0.15 . + RRRRRR + 
13 0.06 . + RRR + 
14 -.13 . + RRRRR + 
15 0.11 . + RRRRR + 
16 0.08 . + RRRR + 
17 -.03 . + RR + 
18 -.16 . + RRRRRR + 
19 -.03 . + RR + 
20 0.13 . + RRRRR + 
21 -.12 . + RRRRR + 
22 -.01 . + RR + 
23 -.01 . + R + 
24 0.20 . + RRRRRRRR 
25 -.05 . + RRR + 
26 0.08 . + RRRR + 
27 -.11 . + RRRRR + 
28 0.11 . + RRRRR + 
29 -.07 . + RRR + 
30 -.09 . + RRRR + 
31 -.05 . + RRR + 
32 0.11 . + RRRRR + 
33 -.06 . + RRR + 
1 0 0 
PARTIAL AUTOCORRELATION FUNCTION OF THE SERIES (1-B) (1-B ) BS_NIA 
1 -.20 . RRRRRRRR + 
2 -.17 . RRRRRRR + 
3 -.17 . RRRRRRR + 
4 0.14 . + RRRRRR+ 
5 -.07 . + RRR + 
6 -.14 . +RRRRRR + 
7 -.11 . + RRRRR + 
8 -.18 . RRRRRRR + 
9 -.24 . RRRRRRRRR + 
10 -.09 . + RRRR + 
11 -.11 . + RRRRR + 
12 0.09 . + RRRR + 
13 0.16 . + RRRRRR+ 
14 -.14 . +RRRRRR + 
15 0.06 . + RRR + 
16 0.02 . + RR + 
17 -.06 . + RRR + 
18 -.07 . + RRR + 
19 -.11 . + RRRRR + 
20 0.08 . + RRRR +• 
21 -.02 . + RR •f 
22 0.02 . + RR + 
23 -.05 . + RRR + 
24 0.15 . + RRRRRR+ 
25 0.02 . + RR •f 
26 0.15 . + RRRRRR+ 
27 -.09 . + RRRR 
28 -.01 . + R + 
29 0.01 . + R 
30 -.15 . +RRRRRR + 
31 -.02 . + RR + 
32 0.05 . + RRR i-
33 0.03 . + RR + 
Figure C.2. ACF and PACF of regular difTerenced series 
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1 12 1 
AUTOCORRELATION FUNCTION OF THE SERIES (1-B) (1-B ) BS_NIA 
1 -.28 . RRRRRRRRRRR + 
2 -.11 . + RRRRR + 
3 -.10 . + RRRR + 
4 0.26 . + RRRRRRRRRR 
5 -.11 . RRRRR + 
6 0.03 . + RR + 
7 0.03 . RR + 
8 -.25 . RRRRRRRRRR + 
9 0.00 . + R + 
10 0.15 . + RRRRRR + 
11 0.11 . + RRRRR + 
12 -.52 . RRRRRRRRRRRRRRRRRRR + 
13 0.21 . + RRRRRRRR + 
14 -.10 . + RRRR + 
15 0.21 . + RRRRRRRR + 
16 -.13 . + RRRRR + 
17 0.10 . + RRRR + 
18 -.07 . + RRRR + 
19 0.04 . + RR + 
20 0.10 . + RRRR + 
21 -.03 . + RR + 
22 0.01 . + R + 
23 -.04 . + RR + 
24 0.02 . + RR 
25 -.04 . + RR + 
26 0.08 . + RRRR + 
27 -.13 . + RRRRR + 
28 0.06 . + RRR + 
29 -.07 . + RRR + 
30 0.02 . + RR + 
31 -.02 . + RR •f 
32 0.06 . + RRR + 
33 -.03 . + RR + 
1 12 1 
PARTIAL AUTOCORRELATION FUNCTION OF THE SERIES (1-B) (1-B ) BS_NIA 
1 -.28 . RRRRRRRRRRR + 
2 -.20 . RRRRRRRR + 
3 -.22 . RRRRRRRR + 
4 0.16 . + RRRRRRR 
5 -.02 . + RR + 
6 0.06 . + RRR + 
7 0.11 . + RRRRR + 
8 -.32 . RRRRRRRRRRRR + 
9 -.17 . RRRRRRR -r , 
10 0.01 . + R + 
11 0.11 . + RRRRR + 
12 -.41 . RRRRRRRRRRRRRRR + 
13 -.02 . + RR + 
14 -.30 . RRRRRRRRRRR + 
15 0.05 . + RRR + 
16 0.07 . + RRR + 
17 -.02 . + RR + 
18 0.13 . + RRRRR + 
19 0.03 . + RR + 
20 -.14 . +RRRRRR + 
21 -.12 . + RRRRR •f 
22 0.05 . + RRR + 
23 0.06 . + RRR + 
24 -.22 . RRRRRRRRR 
25 0.01 . + RR + 
26 -.21 . RRRRRRRR + . 
27 0.05 . + RRR + 
28 0.06 . + RRR + 
29 -.01 . + R T 
30 0.01 . + R •t-
31 0.01 . + R + 
32 -.05 . + RRR + 
33 -.13 . +RRRRRR + 
Figure C.3. ACF and PACF of regular and seasonal differenced series. 
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The results of estimation is: 
MEAN OF SERIES » 0.5218E-01 
VARIANCE OF SERIES = 241.4 
STANDARD DEVIATION OF SERIES = 15.54 
NET NUMBER OF OBS IS 119 
DIFFERENCING: 1 CONSECUTIVE, 1 SEASONAL WITH SPAN 12 
CONVERGENCE AFTER 16 ITERATIONS _ „„„ 
INITIAL SUM OF SQS» 27193.444 FINAL SUM OF SQS= 11860.999 
OR-SQUARE » 0.5837 R-SOUARE ADJUSTED = 0.5728 
VARIANCE OF THE ESTIMATE-SIGW^**2 = 92.563 
STANDARD ERROR OF THE ESTIMATE-SIGMA = 9.6210 
AKAIKE INFORMATION CRITERIA -AIC(K) = 4.5951 
SCHWARZ CRITERIA- SC(K) - 4.6885 
PAR. EST. STD. ERROR T-STAT 
MA( 1) 0.35634 0.8718E-01 4.087 
1) -0.25950 0.8844E-01 -2.934 
SMA 1 0.87667 0.3285E-01 26.69 
CONSTANT -0.86541E-01 0.1963 -0.4409 
0 0 0 
AUTOCORRELATION FUNCTION OF THE RESIDUALS 1-B) (1-B ) R3 
1 0.02 . + RR + 
2 -.17 . RRRRRRR + 
3 -.02 . + RR + 
4 0.10 . + RRRR + 
5 -.06 . + RRR + 
6 -.02 . + RR + 
7 
-.02 . + RR + 
8 -.21 . RRRRRRRR + 
9 -.12 . + RRRRR + 
10 0.08 . + RRRR + 
11 0.04 . + RR + 
12 0.02 . + RR + 
13 0.06 . + RRR + 
14 -.13 . + RRRRR + 
15 0.14 . + RRRRRR + 
16 0.02 . + RR + 
17 -.01 . + R + 
18 -.10 . + RRRRR + 
19 0.08 . + RRRR + 
20 0.06 . + RRR + 
21 -.05 . + RRR + 
22 0.06 . + RRR + 
23 0.06 . + RRR + 
24 -.06 . + RRR + 
All the coeflBcients (except constant term) are significant, and both the inevitability and 
stationary conditions are satisfied, 19*il < 1,10*i2l<l and 10*i2| <1. But the model is not 
statistically adequate because residuals are not independent. The residual acf plot shows that 
there is a significant spike in lag 2; it has a t value larger than the warning levels (1.25 for lags 
1, 2, and 3 and 1.6 for elsewhere except on seasonal lags). Going back to the estimated ACF 
and PACF plots of the differenced (both regular and seasonal) series, we may argue that both 
acf and pacf decay rather than one cuts off and another decays. This suggests another 
tentative model, adding an AR term into the above model. Other tentative models could 
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include additional seasonal terms'' because the residual acf plot show large spikes at quarter 
seasonal lags (4 and 8). Therefore the next two tentative models for estimation are: 
(l-B)(l-B'^)(l-<j)iB)(l-<Di2B'^)BSJSHA = (l-0iB)(l-0i2B'^)at and 
(1-B)(1-B'^) (l-<j)iB)(l-<Di2B'^-(D24B^'')BS_NIA = (1-0IB)(1-0,2B'V 
In terms of residual acfs, the second model performs better than the first one. The estimated 
coefiBcients and other results of the second model are listed as following: 
R-SQUARE = 0.6008 R-SQUARE ADJUSTED = 0.5831 
VARIANCE OF THE ESTIMATE-SLGMA'*2 = 92.370 
STANDARD ERROR OF THE ESTIMATE-SIGMA = 9.6109 
AKAIKE INFORMATION CRITERIA -AIC(K) = 4.6266 
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AUTOCORRELATION FUNCTION OF THE SERIES 
0 0 0 (1-B) (1-B ) R3 
1 -.03 + RR + 
2 -.04 + RR + 
3 0.04 + RR + 
4 0.16 + RRRRRR+ 
5 -.04 + RRR + 
6 -.02 + RR + 7 0.04 + RR + 
8 -.14 +RRRRRR + 
9 -.08 + RRRR ^ 
10 0.03 + RR + 
11 0.06 + RRR + 
12 0.05 + RRR 
13 0.07 + RRR + 
14 -.12 + RRRRR + 
15 0.15 + RRRRRR+ 
16 -.05 + RRR 17 0.00 + R 
18 -.09 + RRRR 
19 0.05 + RRR 
20 0.03 + RR 
21 -.09 + RRRR 22 0.00 + R 
23 0.01 + R 
24 0.08 . + RRRR 
All the coefiBcients are significant except the constant term. Again, the inevitability 
and stationary conditions are satisfied. No residual acf has t_values greater than the warning 
levels for the first three lags and seasonal lags. Though there are three out of 24 acfs with t 
values larger than the 1.6, these are at lags 4, 8 and 15. That's the best possible model for this 
^ Different seasonal terms are considered, such as second seasonal MA term, second AR term, 
or both. The second AR term is found significant and the overall model results in a better model over 
other additional seasonal terms. 
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data series (Northeast Iowa soybean basis), and it is used to forecast one to twelve months 
ahead bases. The following is the out-of-sample forecasts of Jan.-Dec. of 1991 for Northeast 
Iowa soybean basis based on data set 1980-1990; 
FROM ORIGIN DATE 132, FORECASTS ARE CALCULATED UP TO 12 STEPS AHEAD 
FUTURE DATE LOWER FORECAST UPPER 
133 -53.3926 -34.5528 -15.7130 
134 -50.7457 -27.7985 -4.85126 
135 -60.5679 -35.4740 -10.3801 
136 -48.3391 -21.7983 4.74254 
137 -56.6903 -29.007 9 -1.32558 
138 -61.9175 -33.2452 -4.57291 
139 -58.5616 -28.9833 0.594992 
140 -55.1027 -24.6702 5.76235 
141 -66.8294 -35.5783 -4.32716 
142 -75.0140 -42.9713 -10.9286 
143 -75.0443 -42.2322 -9.42007 
144 -72.8081 -39.2457 -5.68334 
STD.DEV. OF ONE-STEP-AHEAD ERRORS-SIGMA 9.612 
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