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Abstract
We prove that every Schubert variety of a semi-infinite flag variety is
projectively normal. This gives us an interpretation of a Demazure mod-
ule of a global Weyl module of a current Lie algebra as the (dual) space of
global sections of a line bundle on a semi-infinite Schubert variety. More-
over, we give geometric realizations of Feigin-Makedonskyi’s generalized
Weyl modules, and the t = ∞ specialization of non-symmetric Macdonald
polynomials.
Introduction
Semi-infinite flag variety is a variant of affine flag variety that encodes represen-
tation theory of affine Lie algebras [15]. It also admits an interpretation as the
space of rational maps, and therefore plays a role in the computation of quan-
tum K-theory of flag varieties. This latter direction was pursued by a series of
papers by Braverman-Finkelberg [5, 6, 7], that leads to the proof of fundamental
properties such as normality, rationality of its singularities, an analogue of the
Borel-Weil theorem, the computation of quantum J-functions (extending the
work of Givental-Lee [20]), and its connection with q-Whittaker functions.
The aim of this paper is two-fold: one is to extend Braverman-Finkelberg’s
cohomology formula of line bundles to include some naturally twisted sheaves,
and the other is to generalize their results to all Schubert varieties so that
the situation becomes more satisfactory from representation-theoretic view-
points. It turns out that such an extension provides a natural realization of
certain specializations of non-symmetric Macdonald polynomials, together with
difference equations characterizing them, generalizing their links to the rep-
resentation theory of current algebras as discovered by Braverman-Finkelberg
[6], Lenart-Naito-Sagaki-Schilling-Shimozono [28, 29, 30], Cherednik-Orr [12],
Naito-Nomoto-Sagaki [31], and Feigin-Makedonskyi [16].
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To explain what we mean by this, we introduce more notation: Let G be
a simply-connected simple algebraic group, let W be its Weyl group with the
set {si}i∈I of simple reflections, let Λ be the weight lattice, and let Λ+ be the
set of dominant weights. Let Q∨ be the coroot lattice of G. Then, we have the
space Q of rational maps from P1 to G/B, and its subspace Q(w) formed as the
closure of the set of rational maps whose value at 0 lands on a Schubert variety
corresponding to w ∈ W . They carry a natural line bundle O(λ) corresponding
to each λ ∈ Λ. Associated to G, we have a current algebra g[z] := LieG⊗CC[z]
and its Iwahori subalgebra I. The Lie algebra g[z] also possesses a natural
representation W (λ) for each λ ∈ Λ+, that is called a global Weyl module (we
set W (λ) := {0} if λ ∈ Λ\Λ+). Kashiwara [26] defined its Demazure submodule
W (λ)w to be the cyclic I-submodule generated by a vector with weight wλ ∈ Λ
for each w ∈W . As they are graded, we have their character chW (λ)w , valued
in C((q))[Λ].
Theorem A (
.
= Theorem 4.12 + Theorem 4.13). For each λ ∈ Λ and w ∈ W ,
we have:
1. The indscheme Q(w) is normal, and projectively normal;
2. We have the following isomorphism as I-modules:
Hi(Q(w),OQ(w)(λ))
∗ ∼=
{
W (λ)w (i = 0, λ ∈ Λ+)
{0} (otherwise)
;
3. For each i ∈ I so that siw > w, we have chW (λ)siw = Di(chW (λ)w),
where Di is a Demazure operator acting on C((q))[Λ];
4. We also have a Demazure operator Dtβ for each β ∈ Q
∨ so that 〈β,wα〉 >
0 for every positive root α, that are mutually commutative. We have
Dtβ (chW (λ)w) = q
−〈β,wλ〉 · chW (λ)w. (0.1)
We remark that Theorem A 2)–4) can be regarded as a semi-infinite analogue
of the Demazure character formula due to Demazure-Joseph-Kumar in the or-
dinary setting ([13, 23], see Kumar [27] VIII), that contains difference equations
(0.1) characterizing them.
Theorem B (= Theorem 5.1 + Corollary 5.2). For each w ∈ W and λ ∈ Λ+,
the module W (λ)w admits a free action of a certain polynomial ring and its
specialization to C gives the Feigin-Makedonskyi module Wwλ. In particular, we
have
Γ(Fl
∞
2
G (w),OFl
∞
2
G
(w)
(λ))∗ ∼=Wwλ,
where Fl
∞
2
G (w) is a variant of Q(w).
Cherednik-Orr [12] obtained a recursive formula for non-symmetric Macdon-
ald polynomials specialized to t = ∞. The comparison with our construction
yields:
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Theorem C (= Corollary 6.10). For each λ ∈ Λ+ and w ∈ W , there exists an
(I⋊Gm)-equivariant sheaf Ew(λ) so that
chH0(Q(w), Ew(λ))
∗ =
∏
i∈I
〈α∨i ,λw〉∏
k=1
1
1− qk
 · E†−wλ(q−1,∞),
where λw is a dominant weight determined by λ and w, and E
†
−wλ(q, t) is (the
bar-conjugate of) a non-symmetric Macdonald polynomial (see §5). In addition,
we have Hi(Q(w), Ew(λ)) = {0} for i > 0.
We remark that the vector space H0(Q(w), Ew(λ))∗ is a cyclic I-module
(Lemma 6.7). One thing missing here at the moment is an analogue of Theorem
B in the setting of Theorem C.
In the course of its proof, we present an analogue of the Kodaira vanish-
ing theorem (Proposition 6.4) along the line of Kumar [27]. Some particular
instances of our results are two formulas, one of which is [12] Proposition 2.5:
Corollary D (= Corollary 5.4). For each λ ∈ Λ+, we have the following rela-
tions between different specializations of non-symmetric Macdonald polynomials:
Dw0(E
†
w0λ
(q−1,∞)) = E†w0λ(q, 0)
Dw0tβ (E
†
w0λ
(q, 0)) = q〈β,λ〉 · E†w0λ(q
−1,∞),
where w0 ∈ W is the longest element, β ∈ Q∨ satisfies 〈β, αi〉 < 0 for each
i ∈ I, and tβ is the translation element in the affine Weyl group W ⋉Q∨.
The organization of this note is as follows. The first two sections contain
preliminary material on current algebra representations and semi-infinite flag
variety, respectively. We provide proofs of some facts for which the author was
unable to find appropriate references. The third section is a preparatory obser-
vation that the semi-infinite flag variety must be actually projectively normal.
The fourth section contains a proof of Theorem A through algebraic manipu-
lations. Taking the works of Braverman-Finkelberg [5, 6, 7] into account, the
idea is supported by the fact that the Demazure character formula is in fact
equivalent to the normality of Schubert varieties in the classical case. The fifth
section contains a proof of Theorem B. Its main argument gives a simple (to the
author’s point of view) explanation of a result of Feigin-Makedonskyi-Orr [17]
(cf. Naito-Nomoto-Sagaki [31]). The sixth section is about Theorem C, that is
a geometric interpretation of the intertwiners in the theory of non-symmetric
Macdonald polynomials at t =∞ due to Cherednik-Orr [12] (which can be also
seen as a semi-infinite analogue of the t = 0 specialization of non-symmetric
Macdonald polynomials obtained by Sanderson and Ion [35, 21]).
After completed the first version of this paper, the author learned that a
part of Theorem A is also formulated in [4] from a slightly different perspective.
Acknowledgement: The author would like to thank Michael Finkelberg for at-
tracting his attention to [16] and sent me his unpublished note [4]. He also would like
to thank Satoshi Naito for various comments and suggestions on the topic presented
in this note, Shrawan Kumar for discussion on semi-infinite flag varieties, and Evgeny
Feigin and Daniel Orr for preventing him from some incorrect references. The original
version of this note was written during the author’s stay at MIT in the academic year
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2015/2016. The author would like to thank George Lusztig and MIT for their hos-
pitality. Finally, the author would like to express his thanks to the referee who have
kindly made many remarks on the previous version of this note.
1 Preparatory materials
Throughout this note, a variety is a separated reduced scheme of finite type
over C, and its points are closed points unless otherwise stated.
A vector space is always a C-vector space, and a graded vector space refers
to a Z-graded vector space whose grading is bounded from below and each of its
graded piece is finite-dimensional. For a graded vector space M =
⊕
i∈ZMi or
its completion M =
∏
i∈ZMi, we define its dual as M
∗ :=
⊕
i∈ZHomC(Mi,C),
where HomC(Mi,C) is understood to have degree −i. (We sometimes deal with
the graded completion of the dual of a graded module, that is not a graded
module in our sense. In such an occasion, we regrade the module in an opposite
way if necessary.) We define the graded dimension of a graded vector space as
gdimM :=
∑
i∈Z
qi dimC Mi ∈ Q((q)).
For each n, k, we denote by C[A(n)]≤k the degree ≤ k-part of the symmetric
polynomial ring in n-variables (of their degrees one).
1.1 Generality
Let G be a connected, simply connected simple algebraic group over C, and let B
and H be a Borel subgroup and a maximal torus of G so that H ⊂ B. We set U
(= [B,B]) to be the unipotent radical of B and let U− be the opposite unipotent
subgroup of U with respect to H . We denote the Lie algebra of an algebraic
group by German letters. We have a (finite) Weyl group W := NG(H)/H . For
an algebraic group E, we denote its set of C[z]-valued points by E[z], its set of
C[[z]]-valued points by E[[z]], and its set of C(z)-valued points by E(z).
Let Λ := Homgr(H,C
×) be the weight lattice of H , let ∆ ⊂ Λ be the set
of roots, let ∆+ ⊂ ∆ be the set of roots that yield root subspaces in b, and
let Π ⊂ ∆+ be the set of simple roots. We set ∆− := −∆+. For λ, µ ∈ Λ,
we define λ ≥ µ if and only if λ − µ ∈ Z≥0∆+. Let Q∨ be the dual lattice
of Λ with a natural pairing 〈•, •〉 : Q∨ × Λ → Z. We define Π∨ ⊂ Q∨ to be
the set of positive simple coroots, and let Q∨+ ⊂ Q
∨ be the set of non-negative
integer span of Π∨. We set Λ+ := {λ ∈ Λ | 〈α
∨, λ〉 ≥ 0, ∀α∨ ∈ Π∨}. Let r be
the rank of G and we set I := {1, 2, . . . , r}. We fix bijections I ∼= Π ∼= Π∨ so
that i ∈ I corresponds to αi ∈ Π, its coroot α∨i ∈ Π
∨, and a simple reflection
si ∈W corresponding to αi. We also have a reflection sα ∈W corresponding to
α ∈ ∆+. Let ℓ : W → Z≥0 be the length function and let w0 ∈ W be the longest
element. Let ∆aff := ∆×Zδ∪{mδ}m 6=0 be the untwisted affine root system of ∆
with its positive part ∆+ ⊂ ∆aff,+. We set α0 := −ϑ+ δ, Πaff := Π∪{α0}, and
Iaff := I∪ {0}, where ϑ is the highest root of ∆+. We set Waff :=W ⋉Q∨ and
call it the affine Weyl group. It is a reflection group generated by {si | i ∈ Iaff},
where s0 is the reflection with respect to α0. Sending s0 7→ sϑ (and si 7→ si
for i ∈ I) induces a group homomorphism Waff ∋ w 7→ w ∈ W . Together
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with the normalization t−ϑ∨ := sϑs0 (for the coroot ϑ
∨ of ϑ), we introduce the
translation element tβ ∈Waff for each β ∈ Q∨.
Let ev0 : G[z] → G be the evaluation map at z = 0. For each J ⊂ I, we
have a Coxeter subgroup WJ ⊂ W whose simple reflections are {si | i ∈ J}
and a parabolic subgroup B ⊂ PJ ⊂ G whose Weyl group (of the Levi part) is
naturally identified with WJ. We set IJ := ev
−1
0 (PJ). We set I := I∅ and call
it the Iwahori subgroup of G[z]. We set I := Lie I and IJ := Lie IJ. We have
a unique minimal connected closed subgroup G[z] 6⊃ I0 ⊂ G(z) that contains
I (= I∅). For each i ∈ I, we denote by B
0
i the intersection of I with the
semi-simple Levi component L0i of Ii that is stable by the adjoint H-action.
For each λ ∈ Λ+, we denote by V (λ) (or VG(λ) in case we specify G) the
irreducible finite-dimensional g-module with its highest weight λ. It is standard
that we have a unique non-zero vector vwλ ∈ V (λ) of weight wλ up to scalar
for each w ∈W .
Let ̟1, . . . , ̟r ∈ Λ+ be the dual basis of Π∨. For λ ∈ Λ+, we expand it as
λ =
r∑
i=1
λi̟i with λi ∈ Z≥0 for 1 ≤ i ≤ r
and define |λ| :=
∑r
i=1 λi and λ! :=
∏r
i=1 λi!. We also identify λ with a compo-
sition (λ1, . . . , λr) ∈ Zr≥0. Using this identification, we define
C[A(λ)] :=
r⊗
i=1
C[xi,1, . . . , xi,λi ]
Sλi ⊂
r⊗
i=1
C[xi,1, . . . , xi,λi ] =: C[A
λ].
Let ĝ be the untwisted affine Kac-Moody Lie algebra arising from g, and
let g[z] := g ⊗C C[z] be the current algebra of g. We have natural inclusions
g ⊂ g[z] ⊂ ĝ. Let ĥ = h⊕CK ⊕Cd ⊂ ĝ be the Cartan subalgebra that prolongs
h ⊂ g with a convention that [K, ĝ] = 0 and d is the degree operator of g[z]. We
equip a Z-grading of g[z] by setting deg ξ ⊗ zm = m for every ξ ∈ g \ {0} (this
is the grading induced by the d-action). We note that U(g[z]) is not a graded
vector space in our sense.
Let K := C(t) and let Ut be the quantum loop algebra of ĝ with its quantum
parameter t (see e.g. [26] 2.1). It has the positive part U+t ⊂ Ut, the Cartan part
U0t ⊂ Ut, and the classical part U
♭
t ⊂ Ut. We have their C[t]-integral lattices
U♭t,U
+
t ,U
0
t so that
U+t ⊗C[t] C1
∼= U([I, I]), U0t ⊗C[t] C1 ⊂ U(h⊕C)
∧, and U♭t ⊗C[t] C1 ⊂ U(g)
∧,
where U(h ⊕ C)∧ and U(g)∧ are the integral weight idempotents completions
of U(h ⊕ C) and U(g), respectively, and their inclusions are dense. We set
U≥0t := U
+
t U
0
t ⊂ Ut. The algebra Ut also admits an exp d-action (by embedding
it into a quantum algebra of Kac-Moody type) that commutes with U ♭t , so that
the degree exp(m)-part of Ut corresponds to the degree m-part of U(g[z, z
−1])
for eachm ∈ Z. We regrade this degree exp(m)-part of U+t as the degreem-part.
For each 0 6= λ ∈ Λ+ and x ∈ C, we sometimes regard V (λ) as an irreducible
g[z]-module via the Lie algebra quotient map g[z]→ g[z]/(z − x)g[z] ∼= g, that
we denote by V (λ, x). (We note that V (0, x) = V (0, 0) for every x ∈ C.) For a
graded I-module M , we define its character as
chM :=
∑
λ∈Λ
eλ gdimHomh(Cλ,M) ∈ Q((q))[Λ].
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We replace h with K[Q∨] ⊂ Ut to define a character of a U
≥0
t -module (with
the multiplicative action on Cλ). For two such modules M and N , we denote
chM ≤ chN if the corresponding inequality holds for every coefficient of qkeλ
(k ∈ Z, λ ∈ Λ). Each V (λ) (λ ∈ Λ+) admits a lift Vt(λ) into a U ♭t -module so
that chV (λ, 0) = chVt(λ) by further extending to a U
≥0
t -module concentrated
in degree 0.
LetX := G/B be the flag variety ofG, that we sometimes denote byXG. For
each λ ∈ Λ, we have a line bundle G×B λ, that we denote by OX(λ). For each
w ∈ W , we have a B-orbit O(w) ⊂ X obtained as Bw˙B/B ⊂ X with a unique
H-fixed point xw, where w˙ ∈ NG(H) is a lift of w (so that O(w) is independent
of the choice). We set X(w) := O(w). It is well-known that dim X(w) = ℓ(w).
For w,w′ ∈W , we write w > w′ if and only if X(w) ⊃ X(w′).
1.2 Current algebras
Definition 1.1 (integrable module). A g[z]-module M is said to be integrable
if and only if M decomposes into a direct sum of finite-dimensional g-modules.
Let g[z]-mod be the category of finitely generated integrable g[z]-module. For
each λ ∈ Λ+, let g[z]-mod
≤λ be the fullsubcategory of g[z]-mod whose object is
isomorphic to a direct sum of g-modules in {V (µ)}µ≤λ.
Definition 1.2 (projective modules and global Weyl module). For each λ ∈ Λ+,
we define the non-restricted projective module P (λ) as
P (λ) := U(g[z])⊗U(g) V (λ).
Let P (λ;µ) be the largest g[z]-module quotient of P (λ) so that
Homg(V (γ), P (λ;µ)) = {0} if γ 6≤ µ. (1.1)
We define the global Weyl module W (λ) of g to be P (λ;λ).
Lemma 1.3. The projective module P (λ), its quotient P (λ;µ) and global Weyl
modules W (λ) can be regarded as graded modules with a simple head V (λ, 0)
sitting at degree 0 (for λ, µ ∈ Λ+).
Proof. Straight-forward from the construction.
Theorem 1.4 (Chari-Loktev [9], Fourier-Littelmann [19], Naoi [34]). For each
λ ∈ Λ+, it holds:
1. the module P (λ) is the projective cover of V (λ, x) as an integrable g[z]-
module for every x ∈ C;
2. the module W (λ) admits a free action of C[A(λ)] induced by the U(h[z])-
action on the h-weight λ-part of W (λ), that commutes with the g[z]-action;
3. the natural grading structure of C[A(λ)] respects the grading of W (λ).
We set A(λ) := SpecC[A(λ)]. For each x ∈ A(λ), we have the specialization
W (λ, x) :=W (λ)⊗C[A(λ)] Cx of W (λ) corresponding to x.
4. W (λ, x) ∼=W (λ, y) as g-modules for each x, y ∈ A(λ);
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5. if x ∈ A(λ) is the orbit of |λ|-distinct points, then we have
W (λ, x) ∼=
r⊗
i=1
λi⊗
j=1
W (̟i, xi,j).
Here (xi,1, . . . , xi,λi) ∈ A
λi corresponds to x (up to Sλi-action).
Proof. The assertion 1) follows by the definition of P (λ) through the Frobenius
reciprocity. As explained in Chari-Ion [8, 2.8–2.10], the simply-laced cases of
the assertions 2)–5) are contained in [19] and the non simply-laced cases are
contained in [34].
Definition 1.5 (local Weyl module). For each λ ∈ Λ+ and x ∈ A(λ), we call
W (λ, x) (in Theorem 1.4) the local Weyl module supported on x.
Theorem 1.6 (Chari-Loktev, Fourier-Littelmann, Naoi). For each λ ∈ Λ+,
there exists a U≥0t -module Wt(λ) with a C[t]-lattice so that its specialization to
t = 1 yields W (λ). In particular, we have chWt(λ) = chW (λ).
Proof. By Kashiwara [24, 26], we haveWt(λ) defined as a Demazure submodule
of an extremal weight module of Ut, equipped with a global basis. Hence, we
have a graded g[z]-module W ′(λ) obtained as the t = 1 specialization of (the
C[t]-lattice of) Wt(λ) (obtained by global bases). By our definition ofW (λ) and
[25] Corollary 5.2, we have a natural map η : W (λ) → W ′(λ) of graded g[z]-
modules. The comparison of the U(h[z])-actions by Theorem 1.4 2) and Beck-
Nakajima [1] Theorem 4.16 implies that η induces isomorphism between weight
λ-part. Moreover, Chari-Pressley [10] Lemma 4.6 implies that the induced map
W (λ, 0) → W ′(λ) ⊗C[A(λ)] C0 is surjective. Hence, we conclude W (λ, 0) ∼=
W ′(λ)⊗C[A(λ)] C0 from the character comparisons in Chari-Loktev [9], Fourier-
Littelmann [19], and Naoi [34]. Therefore, (the graded version of) Nakayama’s
lemma implies that η is an isomorphism. This yields all the assertions.
Note that the comparison of Naito-Sagaki [33] Theorem 6.4.1 and Chari-Ion
[8] Proposition 4.3 yields chWt(λ) = chW (λ) directly.
2 Semi-infinite Schubert varieties
We review the quasi-map realization of semi-infinite flag variety of G, for which
the basic references are Finkelberg-Mirkovic´ [18] and Feigin-Finkelberg-Kuznetsov-
Mirkovic´ [14].
We have W -equivariant isomorphisms H2(X,Z) ∼= Λ and H2(X,Z) ∼= Q∨.
This identifies the ample cone of X with Λ+ ⊂ Λ and the effective cone of X
with Q∨+. A quasi-map (f,D) is a map f : P
1 → X together with a Π-colored
effective divisor
D =
∑
α∨∈Π∨,x∈P1
mx(α
∨)α∨ ⊗ (x) ∈ Q∨ ⊗Z Div P
1 with mx(α
∨) ∈ Z≥0.
For i ∈ I, we set Di := 〈D,̟i〉 ∈ Div P
1. We call D the defect of the quasi-map
(f,D). Here we define the degree of the defect by
|D| :=
∑
α∨∈Π∨,x∈P1
mx(α
∨)α∨ ∈ Q∨+.
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Theorem 2.1 (Drinfeld-Plu¨cker data over fields, see Braverman-Gaitsgory [3]
1.1.2). Let K be an overfield of C. Then, the set of collections {Kvλ}λ∈Λ+ of
lines in V (λ)⊗C K so that
vλ⊗K vµ ∈ Kvλ+µ ⊂ V (λ+µ)⊗CK ⊂ V (λ)⊗C V (µ)⊗CK for each λ, µ ∈ Λ+
is in bijection with the set of closed K-points of X. ✷
Definition 2.2 (Drinfeld-Plu¨cker data). Consider a collection L = {(ψλ,L
λ)}λ∈Λ+
of inclusions ψλ : Lλ →֒ V (λ)⊗COP1 of line bundles L
λ over P1. The data L is
called a Drinfeld-Plu¨cker data (DP-data) if the canonical inclusion of G-modules
ηλ,µ : V (λ+ µ) →֒ V (λ) ⊗ V (µ)
induces an isomorphism
ηλ,µ ⊗ id : ψλ+µ(L
λ+µ)
∼=
−→ ψλ(L
λ)⊗O
P1
ψµ(L
µ)
for every λ, µ ∈ Λ+.
For each β ∈ Q∨+, we set
Q(X, β) := {f : P1 → X | quasi-map s.t. f∗[P
1] + |D| = β},
where f∗[P
1] is the class of the image of P1 multiplied by the degree of P1 → Im f .
We sometimes denote Q(X, β) by Q(β) in case there is no danger of confusion,
and also for various varieties and indschemes of the form Q?(X,w, ?) defined
below. The topology of this space arises from:
Theorem 2.3 (Drinfeld, see Finkelberg-Mirkovic´ [18]). The variety Q(X, β) is
isomorphic to the variety formed by isomorphism classes of the DP-data L =
{(ψλ,Lλ)}λ∈Λ+ such that deg L
λ = −〈β, λ〉.
For each β, β′ ∈ Q∨+, we have an embedding
ıβ,β
′
: Q(β) →֒ Q(β + β′),
that simply adds the defect by β′ ⊗ (∞). We set Q(X) := lim
−→β
Q(X, β) and
call it the (indscheme model of the) semi-infinite flag variety of G. We have a
natural G[z]-action on Q that preserves the defect.
Let Q0(X) denote the subspace of Q(X) whose defect is supported outside
of 0 ∈ P1. We have a natural evaluation map
ev0 : Q0 −→ X,
that is G[z]-equivariant. It restricts to Q0(β) ⊂ Q(β) for each β ∈ Q∨+. For each
w ∈W , we define Q(X,w) := ev−10 (X(w)) and call it the semi-infinite Schubert
variety.
For each λ ∈ Λ, we have a G[z]-equivariant line bundle OQ(β)(λ) (and its
pro-object OQ(λ)) obtained by the (tensor product of the) pull-backs OQ(β)(̟i)
of the i-th O(1) via the embedding
Q(β) →֒
∏
i∈I
P(V (̟i)⊗C C[z]≤〈β,̟i〉), (2.1)
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for each β ∈ Q∨+ (see e.g. [6] §2.1).
We set OQ(w)(λ) and OQ(w,β)(λ) (β ∈ Q
∨
+) to be the pullback of OQ(λ)
to Q(w) and Q(w, β), respectively. For each β ∈ Q∨+, let us consider an affine
closed subset I≤β ⊂ I so that its action on V (λ)⊗ C[z] contains matrix entries
of degree at most 〈β, λ〉. We have I≤β · I≤β
′
⊂ I≤β+β
′
for each β, β′ ∈ Q∨+ and
I =
⋃
β∈Q∨+
I≤β. Taking (2.1) into account, we deduce an ind-action
I≤γ · Q(β) −→ Q(β + γ) for each β, γ ∈ Q∨+
that is compatible with ıβ,β
′
.
The ind-action of I on Q preserves Q(w) for each w ∈W since ev0(I) = B.
Theorem 2.4 (Braverman-Finkelberg [5] Theorem 1.2). For each β ∈ Q∨+, the
variety Q(β) is normal. ✷
By taking the formal expansions of maps along 0, we have a natural G[z]-
equivariant embedding Q →֒ Q into an infinite type scheme Q that contains
G[[z]]/(H ·U [[z]]) as its open subset. The scheme Q admits a natural G[[z]]-action
extending that of G[z] (that is realized by replacing C[z]≤k with C[[z]] in (2.1)).
We have a G[[z]]-subscheme Q0 ⊂ Q that has an evaluation at z = 0. Hence,
we have Q(w) in a parallel fashion to Q. They admit a natural action of the
completed version I∧ of I (we also define the completed version I∧i of Ii for each
i ∈ Iaff). By construction, we have Q(w) = Q ∩Q(w) for each w ∈ W .
Lemma 2.5. The ind-action of I on Q(w) has a Zariski dense orbit.
Proof. The inclusion Q(w) ⊂ Q(w) is dense, and the latter has an open dense
orbit with respect to the I∧-action. There exists an I-indorbit whose closure
in Q(w) contains an open dense I∧-orbit as the closure of the orbit of the set
of C[z]-valued points of one-parameter subgroups of G is the same as that of
C[[z]]-valued points. Such an I-indorbit must be Zariski dense as required.
We define
Hi(Q,OQ(λ)) := lim←−
β
Hi(Q(β),OQ(β)(λ)) for every i ∈ Z.
Theorem 2.6 (Braverman-Finkelberg [6, 7]). For each λ ∈ Λ, we have a natural
isomorphism
Hi(Q,OQ(λ))
∗ ∼=
{
W (λ) (i = 0, λ ∈ Λ+)
{0} (otherwise)
of graded g[z]-modules (where the grading arises from the loop rotation). ✷
Corollary 2.7. A line bundle OQ(λ) is very ample if and only if 〈α∨i , λ〉 > 0
for every i ∈ I.
Proof. Thanks to (2.1), we know that
Q →֒
∏
i∈I
P(V (̟i)⊗ C[z]).
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Theorem 1.4 1) asserts that Γ(Q,OQ(̟i))∗ ∼= W (̟i) → V (̟i) ⊗ C[z] is a
surjective g[z]-module homomorphism. Therefore, we have
Q →֒
∏
i∈I
P(V (̟i)⊗ C[z]) L99 P(⊗i∈IW (̟i)),
that prolongs to a commutative diagram of the embedings of Q. We have
(⊗i∈IW (̟i))⊗C[zi;i∈I] C(zi; i ∈ I)
∼=W (ρ)⊗C[zi;i∈I] C(zi; i ∈ I)
by Theorem 1.4 5), that implies
Q ⊂ P(W (ρ)) ⊂ P(W (ρ)⊗C[zi;i∈I] C(zi; i ∈ I)).
In particular, OQ(ρ) =
⊗
i∈IOQ(̟i) is a very ample sheaf of Q. In general,
OQ(λ − ρ) has a non-zero global section by Theorem 2.6, and we have an em-
bedding OQ(ρ) →֒ OQ(λ− ρ)⊗OQ(ρ) ∼= OQ(λ) of (pro-)line bundles on Q, that
yields the if statement.
Only if statement is clear since the restriction of OQ(λ) to the subspace of
constant loops is OX(λ), that is base point free if and only if 〈α∨i , λ〉 > 0 for
every i ∈ I.
3 Ind-scheme structures on Q(w)
We retain the setting of the previous section.
Definition 3.1 (Ind-systems). Let w ∈ W . An increasing sequence of closed
subsets
X1 ⊂ X2 ⊂ X3 ⊂ · · · ⊂ Q(w)
of finite type is said to be an ind-system of Q(w) if
⋃
k≥1 Xk = Q(w) and for
every N ∈ Z, there exists β ∈ Q∨+ so that XN ⊂ Q(w, β), and for every β ∈ Q
∨
+,
there exists N ∈ Z so that Q(w, β) ⊂ XN .
Lemma 3.2. Let w ∈W and λ ∈ Λ. Fix an ind-system {Xk}k≥1 of Q(w). For
each i ∈ Z, we have
lim
←−
k
Hi(Xk,OXk(λ)) = H
i(Q(w),OQ(w)(λ)).
Proof. The LHS is the limit through a projective system Hi(Xk+1,OXk+1(λ))→
Hi(Xk,OXk(λ)) for each k ≥ 1. By the condition of an ind-system, we find
β1, β2 ∈ Q∨+ for each M ≫ N ∈ Z≥0 so that
Hi(Q(w, β2),OQ(w,β2)(λ))→ H
i(XM ,OXM (λ))
→ Hi(Q(w, β1),OQ(w,β1)(λ))→ H
i(XN ,OXN (λ)).
We also find M,N ∈ Z≥0 with the same maps if we fix β2 ≫ β1. Therefore, two
pro-systems factor through each other, which implies
lim
←−
k
Hi(Xk,OXk(λ)) = lim←−
β
Hi(Q(w, β),OQ(w,β)(λ))
as required.
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Theorem 3.3. The ind-scheme Q(w0) = Q is projectively normal.
Proof. The homogeneous coordinate ring R(w0) of Q(w0) is obtained as the
graded completion of its Gm-finite part R
#(w0) = ⊕λ∈Λ+W (λ)
∗ (cf. [6] Theo-
rem 1.5).
Let us fix a collection of non-zero elements y = {yi}i∈I so that yi ∈W (̟i)∗
for each i ∈ I. Consider the ring Ry obtained from R(w0) through the lo-
calization of y. As we fix y, there exists β0 ∈ Q
∨
+ so that the image of yi in
H0(Q(β),OQ(β)(̟i)) is non-zero for each i ∈ I when β > β0 (we remind that
each Q(β) is integral as being normal). Then, the image of y defines an affine
ring R(β)y obtained by the localization of the homogeneous coordinate ring of
Q(β). By the definition of the homogeneous coordinate ring, we can form the
ring R(β)y only using H
0(Q(β),OQ(β)(λ)) for λ ≫ 0. By the Serre’s vanishing
theorem, such a rearrangement guarantees the projective system to be surjec-
tive, and consequently R(β)y is a quotient of Ry. In such a circumstance, Ry
is integral as each Ry(β) is so. Now we assume Ry is not normal to deduce
contradiction (in order to prove that Ry is normal). We have a monic equation
P (X) with coefficients in Ry that has a solution in FracRy, but not in Ry. A
solution of P (X) = 0 is written as X = ab by a, b ∈ Ry. For β ≫ 0, all the coef-
ficients of the equation P (X), and a, b ∈ Ry go to non-zero elements of R(β)y.
By Theorem 2.4, we find that a/b = c(β) ∈ R(β)y for β ≫ 0. Taking the inverse
limit yields an element in Ry that maps to {c(β)}β≫0. Therefore, we conclude
that Ry is normal. By the definition of DP-data and the embedding (2.1) (cf.
the proof of Corollary 2.7), the open sets ∩i∈I{yi 6= 0} cover the whole Q, and
hence Q is normal.
It remains to show that the dual of the multiplication map W (λ + µ) −→
W (λ) ⊗W (µ) is injective for each λ, µ ∈ Λ+ (here we used the fact that the
normality of Q is equivalent to that of PQ(
⊕
i∈IOQ(̟i)
∨)). Here this map
extends the (dual) multiplication map V (λ+µ) →֒ V (λ)⊗V (µ), that is uniquely
determined up to scalar as g-modules. Note also that C[A(λ)] ⊗ C[A(µ)] is a
free C[A(λ+µ)]-module of rank (λ+µ)!λ!µ! . Thanks to Theorem 1.4 5), a generic
specialization along x ∈ A(λ+µ) yields an inclusion
W (λ+ µ)⊗C[A(λ+µ)] Cx //
∼=

(W (λ) ⊗W (µ))⊗C[A(λ+µ)] Cx
∼=
⊗
i∈I
⊗〈α∨i ,λ+µ〉
j=1 W (̟i, xi,j)


// (
⊗
i∈I
⊗〈α∨i ,λ+µ〉
j=1 W (̟i, xi,j))
⊕ (λ+µ)!
λ!µ!
,
where {xi,j} is a set of points in C determined by the configuration of x (as the
map is non-zero and a non-zero g[z]-module endomorphism ofW (̟i, x) must be
an isomorphism). Since any C[A(λ+µ)]-submodule of a free C[A(λ+µ)]-module
of finite rank has no torsion element (that is supported on some closed subset
of A(λ+µ)), we conclude that the map W (λ+ µ) −→ W (λ)⊗W (µ) must be an
inclusion as required.
Definition 3.4 (Demazure modules). For λ ∈ Λ+ and w ∈ W , we have a
unique vector vwλ ∈ V (λ) ⊂W (λ) of h-weight wλ up to scalar. We define
W (λ)w := U(I)vwλ ⊂W (λ)
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and call it the Demazure submodule of W (λ). By Theorem 1.6, we also define
a U≥0t -submodule Wt(λ) generated by a vector with its U
0
t -weight wλ at degree
0. We note that W (λ) =W (λ)w0 and Wt(λ) =Wt(λ)w0 .
Corollary 3.5 (of the proof of Proposition 3.3). For each λ, µ ∈ Λ+ and w ∈
W , we have an injective map mwλ,µ :W (λ+ µ)w −→W (λ)w ⊗W (µ)w. ✷
For each w ∈ W , we define a ring (that generalizes R(w0) in the proof of
Proposition 3.3)
R#(w) :=
⊕
λ∈Λ+
W (λ)∗w,
where the product structure is given by Corollary 3.5. Let R(w) denote the
Gm-graded completion of R(w), taken Λ+-degreewise.
Corollary 3.6. The ring R(w0) is normal. ✷
Corollary 3.7 (of the proof of Proposition 3.3). The ind-scheme Q(w) is pro-
jectively normal if the ring R(w) is normal and R#(w) defines a dense subring
of the projective coordinate ring of Q(w).
Proof. Our ind-system (used in the definition of Q(w) through Q) is equivalent
to these obtained by cutting out by the degrees by its definition (cf. (2.1)).
Therefore, if R#(w) is a dense subring of the projective coordinate ring of Q(w),
then the latter is R(w).
4 Main Results
We continue to work in the setting of the previous section.
Definition 4.1 (Demazure operator). For each i ∈ Iaff , we define a linear
operator on C((q))[Λ] by
Di(q
meλ) := qm
eλ − esiλ−αi
1− e−αi
for each m ∈ Z and λ ∈ Λ,
where we formally put q = eδ. For w ∈ Waff , we fix a reduced expression
si1si2 · · · siℓ of w and set
Dw := Di1 ◦Di2 ◦ · · · ◦Diℓ .
Theorem 4.2 (Demazure-Joseph, cf. Kumar [27] §VIII). We have:
1. For each w ∈ Waff , the Demazure operator Dw is independent of the choice
of a reduced expression;
2. For each λ ∈ Λ and w ∈ W , we have∑
i≥0
(−1)ichHi(X(w),OX(w)(λ))
∗ = Dw(e
λ);
3. For each λ ∈ Λ+ and w ∈ W , we have H0(X(w),OX(w)(λ))
∗ ∼= U(b)vwλ
as B-modules and Hi(X(w),OX(w)(λ)) = {0} for i > 0;
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4. For each w ∈ W , the restriction through X(w) ⊂ X induces a B-module
inclusion H0(X(w),OX(w)(λ))
∗ ⊂ V (λ). ✷
Lemma 4.3. For each λ ∈ Λ+ and w ∈ W , the space Γ(Q(w),OQ(w)(λ))
∗
contains a non-zero vector of weight wλ arising from Γ(X(w),OX(w)(λ))
∗.
Proof. We have 0 6= vwλ ∈ Γ(X(w),OX(w)(λ))
∗ ⊂ Γ(X,OX(λ))∗ by Theorem
4.2 3) and 4). We have an inclusion X(w) ⊂ Q(w) of constant quasimaps with
their defects supported at ∞, that presents a section of ev0. The degree 0-part
of the map Q → PΓ(Q,OQ(λ))
∗ represents the image of the evaluation map
Q0 → X . In particular, we have [vwλ] ∈ X(w) ⊂ Q(w). Being a unique vector
of weight wλ at degree 0 in W (λ), the dual vector v∗ of vwλ in Γ(Q,OQ(λ)) is
uniquely determined up to scalar. Since v∗ defines a non-zero regular function
on Q(w), it survives through the restriction to Γ(Q(w),OQ(w)(λ)). Hence, we
deduce vwλ ∈ (ImΓ(Q,OQ(λ)) → Γ(Q(w),OQ(w)(λ)))
∗. Therefore, vwλ must
prolong to Γ(Q(w),OQ(w)(λ))
∗ as required.
Lemma 4.4. Let V be a graded g-module with finitely many distinct h-weights.
Let E ⊂ V be its b-submodule. For each i ∈ I, we have
U(pi)E ⊂ H
0(P1, Pi ×
B E)∗ and chU(pi)E ≤ Di(chE),
where the latter equality holds if and only if V has a finite pi-filtration
{0} ⊂ V (N) ⊂ V (N − 1) ⊂ V (N − 2) ⊂ · · · ⊂ V (0) = V,
so that the induced associated graded
N−1⊕
k=0
(E ∩ V (k))/(E ∩ V (k + 1))
is a direct sum of irreducible L0i -modules and one-dimensional b-modules Cγ so
that 〈α∨i , γ〉 > 0. The analogous assertion also holds for a U
♭
t -module V and its
(U ♭t ∩ U
≥0
t )-submodule E.
Proof. During the proof of Lemma 4.4, we set SL(2) := L0i ⊂ Pi and sl2 :=
LieL0i . Since E is assumed to be b-stable, we have U(pi)E = U(sl2)E. Hence,
we replace pi and Pi with sl2 and SL(2) during this proof. We also use B to
representB0i (= L
0
i∩B) for bravity. Moreover, we identify Λ+ with Z≥0̟, where
̟ is the fundamental weight of sl(2) so thatOIi/I(̟i) = OSL(2)/B(̟)
∼= OP1(1).
We have a natural inclusion U(sl2)E ⊂ H0(P1, SL(2) ×B E)∗ coming from
the restriction to the sl2-highest weight part of E regarded as a fiber at B/B.
The inequality is easy to verify when V is irreducible, and we deduce the inequal-
ity part of the assertion by the Euler-Poincare´ principle in general (as the LHS
is subadditive and the RHS is additive with respect to a short exact sequence).
In case E admits such a filtration, each graded piece define subquotients of
SL(2)×BE ⊂ SL(2)×BV whose direct summands are of the form V (λ)⊗OP1 =
V (λ) ⊗ OP1 or V (λ) ⊗ OP1 → OP1(λ) for some λ ∈ Z≥0̟ = Λ+ (the former
case corresponds to irreducible L0i -modules and the latter case corresponds to
one-dimensional b-modules). In all cases, we have H1(P1, •) = {0}, and a
successive applications of short exact sequences yields if part of the assertion on
pi-filtrations.
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We prove the only if part of the assertion on pi-filtrations. For each k ≥ 0,
we define V [k] to be the sl2-direct summand of V whose highest weight is k̟
(via the restriction from pi). Consider the filtration
{0} ⊂ V (N) ⊂ V (N − 1) ⊂ V (N − 2) ⊂ · · · ⊂ V (0) = V,
where V (k) = V (k+1)⊕V [k] for each k ≥ 0 (and we have V (k) = {0} for k ≫ 0).
Note that each V [k] and V (k) inherit the grading and the h-module structure
from V . We define E(k) := E ∩V (k) for each k ≥ 0. Each E(k) is stable by the
b-action. We assume N ′ to be the largest number so that E(N ′)/E(N ′ + 1) is
not a direct sum of sl2-modules and one-dimensional b-modules of weight Z>0̟
to deduce contradiction. We have
chH0(P1, SL(2)×B E(N ′))∗ − chU(sl2)E(N
′) > chH1(P1, SL(2)×B E(N ′))∗
from the b-invariance of the E(N ′) and the hypothesis (with the help of Euler-
Poincare´ principle). This is the same as an inequality
chU(sl2)E(N
′) < Di(chE(N
′)). (4.1)
For each v ∈ E\E(N ′) so that v′ ∈ U(b)v has sl2-weight k̟ for k ≥ N ′, we
have v′ ∈ E(N ′) by a weight counting. In particular, we have
(v + U(sl2)E(N
′)) ∩
⊕
k<N ′
V [k] 6= ∅.
This forces
(U(sl2)E) / (U(sl2)E(N
′)) ∼= U(sl2) (E/E(N
′)) ⊂
⊕
k<N ′
V [k].
In particular, we have an inequality
ch (U(sl2)E) / (U(sl2)E(N
′)) = chU(sl2) (E/E(N
′)) ≤ Di(chE/E(N
′)) (4.2)
The inequalities (4.1) and (4.2) result in
ch (U(sl2)E) < Di(chE(N
′)) +Di(chE/E(N
′)) = Di(chE).
Therefore, we have no possible choice of N ′. Hence the only if part of the
assertion on pi-filtrations follows.
Since the integrable representation theory of Ut(sl2) (with t being generic)
and U(sl2) are the same, exactly the same proof works in the quantum setting
as required.
Definition 4.5. For w ∈W and i ∈ Iaff , we define siw >q w if we have siw > w
(when i ∈ I) or w−1ϑ 6∈ ∆+ (when i = 0).
Theorem 4.6 (LNSSS-I [28] §6). For every w, v ∈ W , there exists a sequence
i1, i2, . . . , iℓ ∈ Iaff so that
w = si1si2 · · · siℓv >q si2 · · · siℓv >q · · · >q siℓv >q v. (4.3)
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Proof. The relation >q without taking the projection Waff → W generates an
order in Waff . It is a variant of the quantum (or generic) Bruhat order in
the sense that the weak Bruhat order is different from the Bruhat order (cf.
Ishii-Naito-Sagaki [22] Appendix A.3 and Bjorner-Brenti [2]). Therefore, the
assertion is included in Lenart-Naito-Sagaki-Schilling-Shimozono [28] §6.
Theorem 4.7 (Kashiwara [26] 2.8, Naito-Sagaki [33] §5). Let λ ∈ Λ+ and let
w ∈W . For each i ∈ Iaff such that siw >q w, we have an identity
Di(chWt(λ)w) = q
δi,0〈ϑ∨,wλ〉 · chWt(λ)siw.
Proof. In view of Lemma 4.4, the assertion follows if the sl2-crystal (correspond-
ing to i ∈ I) structure of Wt(λ)w inside Wt(λ)siw is a disjoint union of genuine
sl2-crystals and Demazure crystals (it is a crystal with one element with weight
γ so that 〈α∨i , γ〉 > 0 in this case).
The assertion on crystal itself follows by [26] Lemma 2.7 as the crystal basis
there is equal to these of Wt(λ)siw as sl2-crystals (cf. [26] §2.5, see also [33]
proof of Proposition 5.1.1).
Corollary 4.8. Let λ ∈ Λ+ and let w ∈ W . For each i ∈ Iaff such that
siw >q w, we have an identity
Di(chW (λ)w) = q
δi,0〈ϑ∨,wλ〉 · chW (λ)siw.
Proof. For each w ∈ W , we set W ′(λ)w to be the specialization of a module
Wt(λ)w by setting t = 1 in their C[t]-lattice spanned by the global bases. By
using a C[t]-lattice of Wt(λ)w ⊂ Wt(λ), the specialization map t → 1 yields
an I-module inclusion W ′(λ)w ⊂ W (λ). Since W ′(λ)w shares a vector vwλ
with W (λ)w , we have W (λ)w ⊂ W ′(λ)w . In particular, we have chW (λ)w ≤
chW ′(λ)w for each w ∈W . By Theorem 1.6, this is an equality for w = w0.
We prove the assertion on induction on w ∈ W from w0 using {si}i∈Iaff ,
that is possible in view of Theorem 4.6 and the fact that Demazure submodules
of an extremal weight module are parametrized by w ∈ Waff , and the right
multiplication of tβ induces an automorphism of an extremal weight module
that yields an isomorphism W ′(λ)w ∼= W
′(λ)wtβ (see [26] (2.26)). Let i ∈ Iaff
so that siw >q w. Since we have W (λ)w =W
′(λ)w , we have
U(Ii)W (λ)w = U(Ii)W
′(λ)w ⊂W
′(λ)siw. (4.4)
As in the proof of Theorem 4.7, the global basis is compatible with the em-
bedding Wt(λ)w ⊂ Wt(λ)siw. Every global basis element of Wt(λ)siw labeled
by a highest weight element viewed as a sl2-crystal (corresponding i ∈ I) be-
longs to Wt(λ)w . In view of Lemma 4.4 and Theorem 4.7, a Ut(sl2)-highest
weight vector of Wt(λ)siw is contained in Wt(λ)w with grading shift 〈ϑ
∨, wλ〉
when i = 0. By the comparison of characters, we deduce that the dimension of
the space of Ut(sl2)-highest weight vectors of Wt(λ)siw with given weight and
degree coincides with the number of highest weight elements of the Demazure
crystal of Wt(λ)siw with the same weight and degree (that is finite). By the
multiplication rule of the global bases (see e.g. [26] Definition 2.4 iii)), we de-
duce that a sum of global basis elements (of a fixed weight) corresponding to
non-highest weight elements viewed as sl2-crystal never gives rise to a non-zero
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U(sl2)-highest weight vector by reduction mod (t − 1). Therefore, we cannot
have a sl2-highest weight vector in W
′(λ)siw\W
′(λ)w with a given h-weight and
degree. It follows that U(sl2)W
′(λ)w = W
′(λ)siw. Thus, the inclusion in (4.4)
is in fact an equality.
By the PBW theorem, we haveW (λ)siw
∼= U(sl2)W (λ)w . Now Theorem 4.7
implies
Di(chW (λ)w) = Di(chW
′(λ)w) = q
δi,0〈ϑ∨,wλ〉·chW ′(λ)siw = q
δi,0〈ϑ∨,wλ〉·chW (λ)siw,
which proceeds the induction as required.
Proposition 4.9. For each w ∈W , the ring R(w) is normal.
Proof. For each β ∈ Q∨+ and i ∈ I, we have a g[z]-module embedding V (̟i) ⊗
C[z]→ V (̟i)⊗C[z] induced by the multiplication by z〈β,̟i〉. Taking their pro-
jective covers extends this map to an embedding W (̟i) →֒W (̟i) by Theorem
1.4. By Corollary 3.5, this induces a g[z]-module embedding W (λ) →֒ W (λ)
induced by the multiplication of the product of 〈β,̟i〉-th power of a degree λi
primitive generator of C[A(λi)] ⊂ C[A(λ)] in Theorem 1.4 2).
This endomorphism is the same (up to scalar) as the action of a lift of
tβ ∈ Waff to H(z) in view of the embedding (2.1) (with an extension of the
scalar to C(z) if necessary). In addition, it also corresponds to the twist of cyclic
vectors of Demazure modules corresponding toDtβ in accordance with Corollary
4.8. Therefore, it extends to an inclusion W (λ)w →֒ W (λ)w for each w ∈ W .
It further gives rise to a surjection R(w) −→ R(w) of algebras induced by each
β ∈ Q∨+. Hence, the definition of R(w) can be naturally extended to w ∈ Waff ,
with the difference by a translation part gives rise to an isomorphic algebra with
degree twists in accordance with Corollary 4.8. (These are rephrasements of the
inclusions Q →֒ Q and Q(w) →֒ Q(w) given by twisting defects supported on 0,
though the latter is yet to be established.) In view of this, we can prove the
assertion by induction on >q using Theorem 4.6. The case w = w0 is Corollary
3.6. We assume the assertion for w ∈W and find i ∈ Iaff so that siw >q w.
The algebra R(w) admits a B0i -module structure. In addition, we can
write R(w) := lim
←−m
R(w)m, where {R(w)m}m is a suitable surjective projec-
tive system of (H · B0i )-stable graded quotients of R(w) that are (Λ+-graded
componentwise) finite dimensional vector spaces of bounded degrees (thanks
to the fact that each graded component of W (λ)w is finite-dimensional, we
can deduce that all projective systems yield the same topological ring, and
hence the choice of R(w)m is not important). We form an ind-vector bundle
Ri(w) := lim−→m
SL(2) ×B
0
i R(w)∗m over P
1. Fix x ∈ P1, and find a local co-
ordinate tx of x. We have C[tx](0) ∼= OP1,x as a ring, where (0) denote the
localization along tx = 0. The stalk of Ri(w) at x is isomorphic to the scalar
extension R(w) ⊗C C[tx](0), and hence is normal. Now we have
H0(P1,Ri(w)) =
⋂
x∈P1
R(w) ⊗C C[tx](0) ⊂ Frac(R(w)⊗C C(P
1)).
Since the intersection of normal rings that shares the same fraction field is nor-
mal (by the definition of integral closure), we conclude that the ringH0(P1,Ri(w))
is normal. By construction, we have W (λ)siw = U(pi)W (λ)w ⊂ W (λ) for each
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λ ∈ Λ+ (with a possible degree twist of W (λ)). By Lemma 4.4, we deduce
R#♣(siw) = U(pi)R
#(w) →֒ H0(P1,Ri(w)), (4.5)
where R#♣(siw) is obtained by a degree twist of W (λ)siw by 〈ϑ
∨, wλ〉 when
i = 0. In particular, we have an inclusion R#(siw) →֒ H0(P1,Ri(w)) of alge-
bras. Therefore, the comparison of Corollary 4.8 with (4.5) forces R(siw) ∼=
H0(P1,Ri(w)) (through Lemma 4.4). This shows that R(siw) is a normal ring,
and the induction proceeds.
Lemma 4.10. Let β ∈ Q∨+, w ∈ W , and i ∈ I so that siw > w. We have a
surjective map qi : Pi ×B Q(w, β) → Q(siw, β). Similarly, we have a surjective
map Pi ×B Q(w)→ Q(siw) that we denote by the same letter.
Proof. The variety Q(β) is irreducible, and so is its open subset Q0(β). Since
X(w) is connected, we deduce that Q0(w, β), and hence Q(w, β) is irreducible.
As Q(β) is projective, so is Q(w, β). Therefore, the image of qi is irreducible
and projective. In addition, we have Q0(siw, β) ⊂ Q0(β)∩ Im qi, that is actually
an open dense subset of Im qi. Therefore, we conclude Q(siw, β) = Im qi, that
implies the first assertion. The second assertion is now clear.
Lemma 4.11. Let β ∈ Q∨+ and w ∈ W so that w
−1ϑ 6∈ ∆+. We have a map
q0 : SL(2)×B
0
0B00Q(w, β)→ Q(sϑw, β+γ) for some γ ≤ 2ϑ
∨ that is independent
of β. Similarly, we have a map I0 ×
I
Q(w) → Q (that we denote by the same
letter) whose image is Q(sϑw) with an appropriate twist of the defect at 0.
Proof. We have a map SL(2)→ G(z) so that its image is L00. We have a map
SL(2)×
∏
i∈I
P(V (̟i)⊗ C[z]≤m) −→
∏
i∈I
P(V (̟i)⊗ z
−miC[z]≤m+2mi),
where mi := 〈ϑ∨, ̟i〉 for i ∈ I. This map does not preserve Q(β) (in usual
and ind- senses), but we see that B00 [vw̟i ] = [vw̟i ] and [vsϑw̟i ⊗ z
〈ϑ∨,w̟i〉] ∈
SL(2)[vw̟i ].
By Lemma 2.5, the SL(2)-multiplication of Q(w) defines a dense subset of
the SL(2)-multiplication in Q. Here the set of I∧-orbits of Q is parametrized
by a subset of Waff (see [16] 4.2), and the SL(2)-multiplication of the or-
bit corresponding to w splits into two orbits corresponding to w and s0w
by the Bruhat decomposition of SL(2). By the above calculation (and the
fact that our SL(2)-action does not change the defect outside of 0), we de-
duce that SL(2)Q(w, β) ⊂ Q(sϑw) if we twist the degree of the i-th compo-
nent of the embedding by
〈
w−1ϑ∨, ̟i
〉
. Thus, adjusting the defect (at 0) so
that ([vsϑw̟i ⊗ z
〈ϑ∨,w̟i〉])i∈I ∈ Q(sϑw) and taking the limit β → ∞ yields
Im q0 = Q(sϑw) by Lemma 2.5. This proves the second assertion.
Since ϑ∨ is the highest short coroot, we have ϑ∨ ≥ w−1ϑ∨ ≥ −ϑ∨. For the
first assertion, we further need to add ϑ∨ to take γ = ϑ∨−
∑
i∈I 〈ϑ,w̟i〉α
∨
i in
order that the adjusted DP-data lands safely in Q(sϑw, β + γ).
Theorem 4.12. For each λ ∈ Λ and w ∈ W , it holds:
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1. we have the following isomorphisms as I-modules:
Hi(Q(w),OQ(w)(λ))
∗ ∼=
{
W (λ)w (i = 0, λ ∈ Λ+)
{0} (otherwise)
;
2. the restriction map Γ(Q,OQ(λ)) −→ Γ(Q(w),OQ(w)(λ)) is surjective;
3. the indscheme Q(w) is normal and projectively normal.
Proof. We first consider the case w = w0. Then, the first assertion follows by
Theorem 2.6. The second assertion is trivial, and the third assertion follows by
Proposition 3.3.
Since adding defects at 0 ∈ P1 gives an isomorphic pair of ind-schemes, we
prove the assertion by induction on >q using Theorem 4.6. We assume that the
assertions hold for w ∈ W and fix i ∈ Iaff so that siw >q w. For the sake of
simplicity, we denote siw by siw during this proof.
We set Q+(w, β) := B0i Q(w, β) for each β ∈ Q
∨
+. We have Q
+(w, β) =
Q(w, β) whenever i ∈ I, and Q+(w, β) forms an ind-structure of Q(w) by Lemma
4.11. Let us denote the image of q0 in Lemma 4.11 by Q
+(sϑw, β) when i = 0. It
defines an ind-structure of Q(sϑw) since we have Q(sϑw, β− 2ϑ∨) ⊂ Q+(sϑw, β)
for β ≫ 0 (by examining the proof of Lemma 4.11).
We have an I-module map
η : H0(Q(siw),OQ(siw)(λ))
∗ → H0(Q(w0),OQ(w0)(λ))
∗ =W (λ)
arising from the dual of the restriction map. By Lemma 4.3, we haveW (λ)siw ⊂
Im η. In particular, we have
chW (λ)siw ≤ chH
0(Q(siw),OQ(siw)(λ))
∗ (4.6)
By Corollary 4.8 and Lemma 4.4, the first assertion is equivalent to an
isomorphism
Hk(Q(siw),OQ(siw)(λ))
∼= Hk(P1, SL(2)×B
0
i W (λ)w) for each k ∈ Z. (4.7)
By assumption and Lemma 3.2, we deduce that
Hk(Q(w),OQ(w)(λ)) ∼= lim←−
β
Hk(Q+(w, β),OQ+(w,β)(λ)) for each k ∈ Z. (4.8)
We set Q+(i, w, β) := SL(2,C)×B
0
i Q
+(w, β). We have a commutative diagram:
Q
+(i, w, β)
qi
//
hi

Q
+(siw, β)
h¯i

P1
q¯i
// pt
. (4.9)
Claim A. We have (the limit of convergent) spectral sequences
lim
←−
β
Ru(hi)∗(R
r(qi)∗OQ+(i,w,β)(λ))⇒ R
u+r(qi)∗(lim←−
β
(hi)∗OQ+(i,w,β)(λ)).
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Proof. By (4.8) and the induction hypothesis, the fiber Hu(Q(w, β),OQ(w,β)(λ))
of the pro-sheaf lim
←−β
Ru(hi)∗OQ+(i,w,β)(λ) satisfies the Mittag-Leffler condition
for each fixed degree. In addition, the effect of (q¯i)∗ changes degrees at most by
2 〈ϑ∨, λ〉. Therefore, lim
←−
commutes with Rr(q¯i)∗, and the (limit of the) Leray
spectral sequence
lim
←−
β
Rr(q¯i)∗
(
Ru(hi)∗OQ+(i,w,β)(λ)
)
⇒ lim
←−
β
Hu+r(Q+(i, w, β),OQ+(i,w,β)(λ))
gives rise to the spectral sequence
Rr(q¯i)∗
(
lim
←−
β
Ru(hi)∗OQ+(i,w,β)(λ)
)
⇒ lim
←−
β
Hu+r(Q+(i, w, β),OQ+(i,w,β)(λ)).
Here lim
←−β
Ru(hi)∗OQ+(i,w,β)(λ) vanishes except for u = 0 by the induction hy-
pothesis. Hence, we have
Rr(q¯i)∗
(
lim
←−
β
(hi)∗OQ+(i,w,β)(λ)
)
∼= lim←−
β
Hr(Q+(i, w, β),OQ+(i,w,β)(λ)) r ≥ 0.
On the other hand, we have (the limit of) spectral sequences
lim
←−
β
Ru(hi)∗(R
r(qi)∗OQ+(i,w,β)(λ))⇒ lim←−
β
Hu+r(Q+(i, w, β),OQ+(i,w,β)(λ)),
that is convergent before taking lim
←−
. Combining the above yields the result.
We return to the proof of Theorem 4.12. By Claim A, we deduce a spectral
sequence
Ht(Q(siw),R
u(qi)∗O
+
Q+(i,w)(λ))⇒ H
u+t(P1, SL(2)×B
0
i W (λ)w). (4.10)
Since the fiber of qi is contained in P
1, it follows that Rk(qi)∗OQ+(w,β) = {0}
for k ≥ 2. In addition, Q+(i, w, β) is contained in SL(2)×B
0
i Q
+(siw, β), where
the natural prolongization of qi becomes a P
1-fibration. Therefore, the short
exact sequence
0→ ker→ O
SL(2)×B
0
i Q+(siw,β)
→ OQ+(i,w,β) → 0
yields a part of the long exact sequence
0 = R1(qi)∗OSL(2)×B0i Q+(siw,β)
→ R1(qi)∗OQ+(i,w,β) → R
2(qi)∗ ker = 0,
where the last equality follows by the relative dimension counting. Therefore,
we conclude that
Hk(Q(siw),O
+
Q(siw)
(λ)) ∼= Hk(P1, SL(2)×B
0
i W (λ)w) for each k ∈ Z, (4.11)
where O+
Q(siw,β)
(λ) := (qi)∗OQ+(w,β)(λ). By construction, we have an embed-
ding OQ(siw,β)(λ) →֒ O
+
Q(siw,β)
(λ) (and we can take their inverse limits by con-
struction). In particular, taking their global sections yield:
chH0(Q(siw),OQ(siw)(λ))
∗ ≤ chH0(Q(siw),O
+
Q(siw)
(λ))∗. (4.12)
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From (4.6), (4.12), and (4.11), we deduce that
chW (λ)siw ≤ chH
0(Q(siw),OQ(siw)(λ))
∗ ≤ chH0(Q(siw),O
+
Q(siw)
(λ))∗
= chH0(P1, SL(2)×B
0
i W (λ)w)
∗.
(4.13)
Thanks to Corollary 4.8 (and Theorem 4.2), we derive that all the inequalities in
(4.13) must be in fact an equality. In particular, this shows that all the sections
of O+
Q(siw,β)
(λ) and OQ(siw,β)(λ) are the same by taking the inverse limit. A
vector
f ∈ Im (
⊗
j∈I
W (̟j)
∗ →W (ρ)∗siw) ⊂ Im (R(w0)→ R(siw))
defines a section of Γ(Q(siw),OQ(siw)(ρ)). Hence, it defines an inclusionOQ(siw) →֒
OQ(siw)(ρ) whose n-times repeated application gives OQ(siw) →֒ OQ(siw)(nρ).
This leads to a map O+
Q(siw)
→֒ O+
Q(siw)
(nρ). If f is homogeneous of degree
≥ −m, then it defines an affine open subspace U(f, β) of each of Q(siw, β) for
every β ∈ Q∨+ so that
〈β,̟i〉 ≥ m for each i ∈ I (4.14)
by (2.1). Therefore, taking limit n → ∞ is a localization to an affine open
subset on Q(siw, β) whenever β satisfies (4.14). The affine schemes {U(f, β)}β
defines an ind-affine subset U(f) := lim
−→β
U(f, β). As the localization is flat, it
commutes with lim
←−
and Γ as the condition (4.14) is clearly satisfied for every
β′ > β whenever β satisfies (4.14). Therefore, we conclude that
Γ(U(f),OQ(siw)(nρ)) = lim−→
n→∞
Γ(Q(siw),OQ(siw)(nρ))
= lim
−→
n→∞
Γ(Q(siw),O
+
Q(siw)
(nρ)) = Γ(U(f),O+
Q(siw)
(nρ)).
Since every further localization to a point of U(f) is realized as a projective
system of local rings, we conclude that OQ(siw)
∼= O+
Q(siw)
on U(f) (as pro-
sheaves) again by the flatness of the localization. Here we have
⋂
f U(f) = ∅ by
(2.1) as every point of Q(siw) is a point of Q(siw, β) for some β ∈ Q
∨
+. This
shows that OQ(siw)
∼= O+
Q(siw)
as pro-sheaves. Therefore, we conclude (4.7) (or
the first assertion). The second assertion follows as η must be an inclusion.
By the first assertion, R#(w) is a dense subring of the projective coordinate
ring of Q(w), and its graded completion is normal by Proposition 4.9. Therefore,
Corollary 3.7 implies the projective normality of Q(w).
This proceeds the induction on w ∈ W with respect to <q from the base
case w = w0, and completes the proof of Theorem 4.12.
Theorem 4.13 (Demazure character fomula for Q(w)). For λ ∈ Λ+, β ∈ Q∨,
and w, v ∈ W so that a reduced expression sil · · · si1 of tβw yields a sequence
tβwv >q · · · >q si2si1v >q si1v >q v s.t. ℓ(tβwv) = l + ℓ(v) (4.15)
(for example, this happens when
〈
v−1w−1β, αi
〉
≥ 0 for every i ∈ I) we have
Dtβw(ch Γ(Q(v),OQ(v)(λ))
∗) = q−〈β,wvλ〉 · chΓ(Q(wv),OQ(wv)(λ))
∗.
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In particular, we have
Dw(chW (λ)v) = chW (λ)wv for w, v ∈W s.t. ℓ(wv) = ℓ(w) + ℓ(v).
Proof. By the definition of Dw, it suffices to prove chW (λ)sϑw = q
−〈ϑ∨,wλ〉 ·
D0(chW (λ)w) whenever w
−1ϑ 6∈ ∆+, and chW (λ)siw = Di(chW (λ)w) when-
ever siw > w for i ∈ I. We have
Di(chW (λ)w) = chH
0(Ii ×
I
Q(w),OQ(w)(λ))
∗
by Corollary 4.8 and Theorem 4.12 1). Therefore, if we take into account the
fact that the lowest degree term vs0uλ has degree 〈ϑ
∨, uλ〉 for u ∈ W when
s0u >q u and ℓ(s0u) = ℓ(u) + 1, then the result follows by induction with
respect to (4.15).
5 Feigin-Makedonskyi modules
For each α ∈ ∆, we fix non-zero root vectors eα ∈ u and fα ∈ u
− of weight
α and −α, respectively. The following result is due to Feigin-Makedonskyi-Orr
[17] (see also Naito-Nomoto-Sagaki [31] for its t-analogue), but we decided to
include a proof as the author likes the following proof.
Theorem 5.1. Let λ ∈ Λ+ and w ∈W . The module W (λ)w is free over C[A(λ)]
of rank dim W (λ, 0). In addition, the module W (λ)w⊗C[A(λ)]C0 is generated by
vwλ subject to the conditions:
• (h⊗ z)vwλ = 0 for every h ∈ h;
• In case α ∈ ∆+ ∩ w∆+, we have
eαvwλ = 0 and (fα ⊗ z)〈
w−1α∨,λ〉+1vwλ = 0;
• In case α ∈ ∆+ ∩ w∆−, we have
(fα ⊗ z)vwλ = 0 and e
−〈w−1α∨,λ〉+1
α vwλ = 0.
In other words, W (λ)w ⊗C[A(λ)] C0 is the generalized Weyl module Wwλ in the
sense of Feigin-Makedonskyi [16].
Proof. The C[A(λ)]-action is realized by the U(zh[z])-action on the highest
weight vectors on W (λ), and hence so is for each extremal weight vector vwλ.
The other two conditions also hold for vwλ ∈ W (λ) by examining possible h-
weights. As the both modules are cyclic, it follows that we have an I-module
surjection
Wwλ −→ W (λ)w ⊗C[A(λ)] C0. (5.1)
Since W (λ)w contains some grading shift of W (λ) as its Demazure submodule,
we conclude W (λ) ⊂ W (λ)w ⊂ W (λ) as C[A(λ)]-modules. Here W (λ) is a free
C[A(λ)]-module of rank dim W (λ, 0) by Theorem 1.4 2). Therefore, we deduce
that W (λ)w is a torsion-free C[A
(λ)]-module of generic rank dim W (λ, 0). By
the semicontinuity theorem, we have
dim Wwλ = dim W (λ, 0) ≤ dim W (λ)w ⊗C[A(λ)] C0,
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where the first equality is Feigin-Makedonskyi [16] Theorem B. Therefore, (5.1)
forces that above inequality to be an equality. Again by (5.1), we conclude
Wwλ ∼= W (λ)w ⊗C[A(λ)] C0. Moreover, this implies that W (λ)w is C[A
(λ)]-free
by (the graded version of) Nakayama’s lemma.
Let us set Fl
∞
2 (w) to be the quotient of Q(w) by the equivalence relation
induced from the right H [[z]]1-action through the embedding Q(w) ⊂ QG(w)
(where H [[z]]1 := ker H [[z]]→ H).
Corollary 5.2. We have an isomorphism
Γ(Fl
∞
2 (w),O(λ))∗ ∼=Wwλ.
Proof. The space Fl
∞
2 (w) is the image of Q(w) in the free quotient of Q(w) by
H [[z]]1. Hence, the infinitesimal version of our equivalence relation is realized
by zh[z]. It follows that its global section of a (G[z]-equivariant) line bundle is
the zh[z]-fixed part of that in Q(w). Therefore, Theorem 5.1 implies the result
by taking the zh[z]-fixed part of W (λ)∗w .
For each γ ∈ Λ, we have a polynomial Eγ(q, t) ∈ C(q, t)[Λ] defined in
Cherednik [11]. Let us define the bar involution on C(q, t)[Λ] as the ring in-
volution so that qmtneλ := qmtne−λ for each m,n ∈ Z and λ ∈ Λ. We set
E†γ(q, t) := Eγ(q, t).
Theorem 5.3 ([16] and [21, 19, 29]). For λ ∈ Λ+, we have
chW−w0λ = E
†
w0λ
(q−1,∞), and chW−λ = E
†
w0λ
(q, 0).
Proof. The first equality is a consequence of Feigin-Makedonskyi [16]. The
second equality is proved for type ADE as a combination of Ion [21] and Fourier-
Littelmann [19], and in general by Lenart-Naito-Sagaki-Schilling-Shimozono [29]
(cf. Chari-Ion [8]).
The first equality of the following assertion is [12] Proposition 2.5.
Corollary 5.4. For λ ∈ Λ+, we have equalities
Dw0(E
†
w0λ
(q−1,∞)) = E†w0λ(q, 0)
Dw0tβ (E
†
w0λ
(q, 0)) = q〈β,λ〉 · E†w0λ(q
−1,∞),
where β ∈ Q∨ satisfies 〈β, αi〉 < 0 for each i ∈ I.
Proof. Taking Theorem 5.3 into account, the both assertions follow directly by
Theorem 5.1 and Theorem 4.13.
6 Non-symmetric Macdonald polynomials
We keep the setting of the previous section. In this section, all cohomologies
of (pro-)sheaves are graded I-modules obtained from some Γ(Q(w),O(λ)) by a
finite successive applications of h-weight twists and taking cohomologies along
P1 with making use of vector bundles M 7→ SL(2) ×B
0
i M . Moreover, such
operations essentially deal with finitely many distinct h-weights when we fix
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λ ∈ Λ. Therefore, Theorem 4.12 and the fact that chW (λ)w makes sense for
each w ∈ W guarantees the degree-wise Mittag-Leffler condition of the pro-
systems defining our sheaves. To this end, we mostly drop the argument on the
Mittag-Leffler conditions for the sake of simplicity.
Fix v ∈W and a sequence i = (i1, i2, . . . , iℓ) of elements of I of length ℓ. We
set w ∈ W to be
w = si1si2 · · · siℓ . (6.1)
In case (6.1) is a reduced expression of w, we say that i is a reduced expression
of w. We call that i (or w) is adapted to v if ℓ(wv) = ℓ + ℓ(v) (then i is a
reduced expression of w).
We define
Q(i, v) := Ii1 ×
I Ii2 ×
I · · · ×I Iiℓ ×
I
Q(v).
It induces the multiplication map
qi,v : Q(i, v) ∋ (g1, . . . , gℓ, x) 7→ g1 · · · gℓx ∈ Q.
For each 1 ≤ j ≤ ℓ, we define a divisor Hj ⊂ Q(i, v) as:
Hj = {(g1, . . . , gℓ, x) ∈ Q(i, v) | gj ∈ I ( Iij}.
Lemma 6.1. There exists u ∈ W so that we have
Rk(qi,v)∗OQ(i,v) =
{
OQ(u) (k = 0)
{0} (k ≥ 1)
.
Proof. We first prove the case ℓ(w) = 1. We set i = {i}. In case siv < v, the
space Q(i, v) is a P1-fibration over Q(i, v) through the map qi,v since Ii/I ∼= P1.
Hence, the assertion holds by setting u = v. We consider the case siv > v. By
a similar argument as in Lemma 4.10, we have a map
qi,siv : Ii ×
I
Q(siv) −→ Q(siv).
The map qi,siv is a P
1-fibration. The fiber of qi,v along each point of Q(siv) is
either pt or P1. By dimension estimate, we deduce that Rk(qi,siv)∗M = {0}
(k ≥ 2) for every Gm-equivariant pro-coherent sheaf on Ii ×I Q(siv) satisfying
the (degree-wise) Mittag-Leffler condition (or a Gm-equivariant coherent sheaf
on Pi×BQ(siv, β) for each β ∈ Q∨+ when i ∈ I). We have a short exact sequence
0→ ker→ OIi×IQ(siv) −→ OIi×IQ(v) → 0 (6.2)
that yields an exact sequence
R1(qi,siv)∗OIi×IQ(siv) −→ R
1(qi,siv)∗OIi×IQ(v) → R
2(qi,siv)∗ ker ≡ 0.
We have R1(qi,siv)∗OIi×IQ(siv) = {0} since qi,siv is a P
1-fibration. Conse-
quently, we have R1(qi,siv)∗OIi×IQ(v) = {0}. Now the normality of Q(siw)
implies (qi,siv)∗OIi×IQ(siv) = (qi,siv)∗OIi×IQ(v) = OQ(siv), that is the case of
ℓ(w) = 1 (cf. the proof of Theorem 4.12).
We assume the assertion holds for every pair (i, v) so that the length of i is
< ℓ to proceed the induction. We set i′ = {i2, i3, . . . , iℓ} and v′ = si1u
′, where
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u′ ∈ W is obtained as u in the assertion for (i′, v). In case v′ > u′, we have a
factorization
Q(i, v)
q1
−→ Q(i1, u
′)
q2
−→ Q(v′) (6.3)
so that qi,v = q
2 ◦ q1. The induction hypothesis yields q1∗OQ(i,v) = Q(i1, u
′)
and Rkq1∗OQ(i,v) = {0} for k > 0. In case v
′ < u′, we have a factorization
map obtained from (6.3) by replacing v′ with u′. Applying the case ℓ(w) = 1,
the induction (on ℓ) proceeds in the both cases. Therefore, we conclude the
assertion by induction.
In the following, we set u(i, v) to be u ∈ W determined by the pair (i, v) in
Lemma 6.1. For each j ∈ [1, ℓ], we set ij ∈ Iℓ−1 to be the sequence obtained
by omitting the j-th entry, and we set ij ∈ Iℓ−j to be the sequence obtained by
forgetting the first j entries.
Theorem 6.2 (see [2] Theorem 2.2.6). For a fixed w ∈ W , let v ∈ W be a
maximal element so that v < w. We have ℓ(v) = ℓ(w)− 1.
Proposition 6.3. Let i ∈ I and e 6= w ∈ W so that siw > w. Let S1 ⊂ W be
the set of maximal elements so that v < w and siv > v, and let S2 ⊂W be the
set of maximal elements so that v < w and siv < v. Then, we have
∑
v∈S1∪S2
W (λ)v =
( ∑
v∈S1∪S2
(W (λ)siv +W (λ)v)
)
∩W (λ)w ⊂W (λ)siw.
Proof. By definition, the I-cyclic vector of W (λ)v (v ∈ S1 ∪ S2) belongs to
W (λ)w , and one of W (λ)siv (v ∈ S1) or W (λ)v (v ∈ S2). Hence the inclusion
⊂ is clear.
By the proof of Corollary 4.8, we have a uniform basis of W (λ) that spans
W (λ)w for each w ∈W . As in the proof of Proposition 4.9, we define W (λ)utβ
for u ∈ W and β ∈ Q∨+ by twisting the highest weight element of W (λ) by
q-degree 〈β,w0λ〉. In view of Naito-Sagaki [33] Theorem 4.2.1, we derive that
the vector subspace( ∑
v∈S1∪S2
(W (λ)siv +W (λ)v)
)
∩W (λ)w ⊂W (λ) (6.4)
is spanned by the sum of W (λ)utβ for u ∈W and β ∈ Q
∨
+ so that utβ is smaller
than both siv (for some v ∈ S1) and w with respect to the semi-infinite Bruhat
order (see e.g. [28] §6). Hence, it suffices to prove that an element of Waff
covered by both w and siv with respect to the semi-infinite Bruhat order for
some v ∈ S1 actually belongs to W .
For each v ∈ S1, we have v = sβw for some β ∈ ∆+ by Theorem 6.2. By
Naito-Sagaki [32] Lemma 2.11 and [28] Lemma 4.1, it suffices to prove that there
exists no α, γ ∈ ∆+ so that
ℓ(sαw)− ℓ(w) = 2
〈
ρ, w−1α∨
〉
− 1 > 0
ℓ(sγsiv)− ℓ(siv) = 2
〈
ρ, v−1siγ
∨
〉
− 1 > 0
w−1α∨ = v−1siγ
∨ (6.5)
sγsiv = sγsisβw = sαw. (6.6)
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The condition (6.5) yields α∨ = sβsiγ
∨, that is equivalent to sγ = sisβsαsβsi.
Hence, the condition (6.6) forces sisβsα = sα, that is equivalent to si = sβ.
Since v ∈ S1, we have β 6= αi. This is a contradiction, and hence an element
of Waff covered by both w and siv belongs to W . Therefore, we conclude that
(6.4) is spanned by W (λ)u for w > u ∈W as required.
Proposition 6.4. For each λ ∈ Λ and I = [b + 1, c] ⊂ [1, ℓ] and the pair (i, v)
so that ℓ(u(ib, v)) = |I|+ ℓ(u(ic, v)), we have
Hk(Q(i, v),OQ(i,v)(λ −
c∑
j=b+1
Hj)) = {0} k > 0.
Proof. We decompose i into three pieces corresponding to [1, b], (b, c], (c, ℓ] as
i−, i0, i+, respectively.
We set Hi :=
∑
1≤j≤|i|Hj . We first prove the cohomology vanishing asser-
tion by induction on |i| when |i−| = 0 = |i+| and v = e. The case |i| = 0 is
Lemma 6.1 and Theorem 4.12. We have an equality
H0(Q(i, e),OQ(i,e)(λ −Hi)) =
⋂
j∈I
H0(Q(i, e),OQ(i,e)(λ−Hj)). (6.7)
For each j ∈ I, the short exact sequence of sheaves
0→ OQ(i,e)(λ−Hj)→ OQ(i,e)(λ)→ OQ(ij ,e)(λ)→ 0,
gives rise to a long exact seqeunce:
0→ H0(Q(i, e),OQ(i,e)(λ−Hj))→ H
0(Q(i, e),OQ(i,e)(λ))
→ H0(Q(i, v),OQ(ij ,e)(λ))→ H
1(Q(i, e),OQ(i,e)(λ −Hj))→ · · ·
Applying Lemma 6.1 and Theorem 4.12, we conclude that
H0(Q(i, e),OQ(i,e)(λ−Hj))
∗ ∼=W (λ)u(i,e)/W (λ)u(ij ,e), and (6.8)
H>0(Q(i, e),OQ(i,e)(λ−Hj)) = {0}
for each j ∈ I. Note that the assertion follows from this when g is of type A1.
The induction hypothesis yields the desired cohomology vanishing if we re-
place i with i′ obtained from i′ by omitting the first entry i1. In view of [2]
Corollary 2.2.3, each element of the set S of maximal elements in W that is
smaller than w is realized as u(i′j, v) for some 1 ≤ j ≤ ℓ − 1. Since we have
W (λ)x ⊂ W (λ)y if x < y ∈ W , we can omit j from the RHS of (6.7) so that
u(i′j, v) 6∈ S. By Proposition 6.3, we deduce that∑
x∈S
W (λ)x = (
∑
x∈S
W (λ)x +W (λ)si1x) ∩W (λ)u(i′,e) ⊂W (λ)u(i′,e) ⊂W (λ)u(i,e)
(6.9)
is the intersection of a graded (H ·L0i1)-submodule ofW (λ)u(i,e) withW (λ)u(i′,e)
(where (H ·L0i1) is the Levi subgroup of Ii1 that contains H). In view of Lemma
4.4 (cf. the proof of Corollary 4.8 and Theorem 4.13), the associated graded of
(6.9) gives the direct sum of embeddings of B0i1 -modules of the form:
{0} ⊂ {0}, {0} ⊂ Cm̟,Cm̟ ⊂ Cm̟, and V (m̟) ⊂ V (m̟) inside V (m̟),
(6.10)
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where V (m̟) is the (m + 1)-dimensional irreducible module of L0i1 , and Cm̟
is its B0i1 -eigenspace. Since we have
Hk(Q(i′, e),OQ(i′,e)(λ−
∑
Hi′))
∗ ∼=
{
W (λ)u(i′,e)/
∑
x∈SW (λ)x (k = 0)
{0} (k > 0)
,
we deduce from (6.10) with P1-calculations that
H1(Q(i, e),OQ(i,e)(λ−Hi)) ∼= H
1(P1,F(−1)) = {0},
where F is the (H · L0i1)-equivariant vector bundle induced from the graded
(H ·B0i1)-module W (λ)u(i′,e)/
∑
x∈SW (λ)x. Therefore, the long exact sequence
associated to the short exact sequence
0→ OQ(i,e)(λ −Hi)→ OQ(i,e)(λ−Hi′)→ OQ(i′,e)(λ−Hi′)→ 0
(where Hi′ on Q(i, e) is the inflation of Hi′ on Q(i
′, e)), together with the in-
duction hypothesis implies the desired cohomology vanishing. This proceeds the
induction, and consequently we have obtained the assertion when |i−| = 0 = |i+|
and v = e.
Next, we prove the assertion when |i+| = 0 and v = e. In view of the above
discussion using (6.7), Lemma 4.4, and Corollary 4.8, adding one element in the
beginning of i− amounts to form the corresponding vector bundles and then take
its cohomology. In this case, the associated graded of an analogous filtration on∑
b<j≤c
W (λ)u(i′j ,e) ⊂W (λ)u(i′,e) ⊂W (λ)u(i,e)
adds some more cases (Cm̟ =)V ( V (m̟) ⊂ V (m̟) to (6.10). This is
harmless (as we have no degree −1 twist) in this case, and we conclude the
result by induction when |i+| = 0 and v = e.
We prove the assertion when v = e and ℓ(u(ib, e)) = ℓ − b hold using the
previously shown cases. We consider the short exact sequence
0→ OQ(j′,e)(λ−
ℓ−m∑
j=b+1
Hj)→ OQ(j′,e)(λ−
ℓ−m−1∑
j=b+1
Hj)→ OQ(j′′,e)(λ−
ℓ−m−1∑
j=b+1
Hj)→ 0,
where j′ is the sequence formed by the first (ℓ−m) letters in i, and j′′ is formed by
the first (ℓ−m−1) letters in i. By arguing from the case m = 0 (corresponding
to |i+| = 0), a repeated use of long exact sequences implies the result when
v = e and ℓ(u(ib, e)) = ℓ− b hold by induction.
We can factor qi,e into the composition of qi−,i0,u(i+,e) and the inflation of
qi+,e. Hence, the Leray spectral sequence gives the general case of the assertion
from Lemma 6.1 and the previously known cases as required.
Corollary 6.5. For each λ ∈ Λ and I = (b, c] ⊂ [1, ℓ] so that ℓ(u(ib, v)) =
|I|+ ℓ(u(ic, v)), we have
Rk(qi,v)∗OQ(i,v)(−
∑
j∈I
Hj) = {0} for each k > 0.
26
Proof. In view of Corollary 2.7, the assertion follows from the projection formula
and Proposition 6.4 by the Leray spectral sequence.
In the following, we assume that i is a reduced expression of w unless stated
otherwise. Note that the assumption of Corollary 6.5 holds automatically. For
each λ ∈ Λ+, we set
Ew(λ) := (qi,e)∗OQ(i,e)(λ−
ℓ∑
k=1
Hk) ∼=
(
(qi,e)∗OQ(i,e)(−
ℓ∑
k=1
Hk)
)
⊗OQ OQ(λ).
We have a natural inclusion Ew(λ) ⊂ OQ(w)(λ) defined as:
Ew(λ) ≡ (qi,e)∗OQ(i,e)(λ−
ℓ∑
k=1
Hk) →֒ (qi,e)∗OQ(i,e)(λ) ≡ OQ(w)(λ). (6.11)
By construction, each Ew(λ) is (I⋊Gm)-equivariant.
Lemma 6.6. For each w ∈ W and λ ∈ Λ+, the sheaf Ew(λ) is independent of
the choice of a reduced expression of w.
Proof. It is enough to check that all reduced expressions of w gives rise to the
same sheaf. We borrow notation from the proof of Theorem 6.4 by choosing
v = e and w ∈ W . Then, (6.8) and (6.7) imply
H0(Q(w), Ew(λ))
∗ ∼=W (λ)w/
ℓ∑
j=1
W (λ)u(ij ,e),
where i ∈ Iℓ is a reduced expression of w. We haveW (λ)x ⊂W (λ)y when x < y.
In view of [2] Corollary 2.2.3, we know that u(ij , e) < w, and {u(ij, e)}ℓj=1 ⊂W
exhausts the set of maximal elements in W so that < w. In particular, the
vector space H0(Q(w), Ew(λ)) depends only on w, and is independent of the
choice of i. Therefore, Corollary 2.7 forces all choices of i in the construction of
the sheaves Ew(λ) define the same subsheaf of OQ(w)(λ) as required.
For λ ∈ Λ+, we set Wλ := 〈si | 〈α∨i , λ〉 = 0〉. We define W
λ to be the set of
minimal length representatives of the coset W/Wλ.
Lemma 6.7. For each λ ∈ Λ+ and w ∈ W
λ, the module Γ(Q(w), Ew(λ))
∗ has
an I-cyclic vector with its h-weight wλ.
Proof. By construction, we have an inclusion Ew(λ) ⊂ OQ(w)(λ). This results a
surjection W (λ)w → Γ(Q(w), Ew(λ))∗ of I-modules by taking the dual of their
global sections. Since W (λ)w is an I-module with a cyclic vector of weight wλ,
so is Γ(Q(w), Ew(λ))∗.
Theorem 6.8 (Cherednik-Orr [12] Proposition 2.5). Let λ ∈ Λ+ and let w ∈
Wλ so that siw > w and siw ∈Wλ for some i ∈ I. Then, we have:
1. If w−1αi = αj for some j ∈ I so that
〈
α∨j , λ
〉
> 0, then we have
(1− q〈α
∨
j ,λ〉)E†−siwλ(q
−1,∞) = Di
(
E†−wλ(q
−1,∞)
)
− E†−wλ(q
−1,∞);
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2. If w−1αi is not a simple root, then we have
E†−siwλ(q
−1,∞) = Di
(
E†−wλ(q
−1,∞)
)
− E†−wλ(q
−1,∞).
Proof. If we set Ti := Di − 1, then the adjoint of the bar-involution yields the
Hecke operator Ti specialized to t = ∞ (see e.g. [31] 1st ver. 5.1). Therefore,
the current formulation is equivalent to [12] Proposition 2.5.
Proposition 6.9. For each λ ∈ Λ+ and w ∈ Wλ, we define λw := λ −∑
wαj<0
̟j. Then, we have
∑
i≥0
(−1)ichHi(Q(w), Ew(λ))
∗ =
∏
i∈I
〈α∨i ,λw〉∏
k=1
1
1− qk
 · E†−wλ(q−1,∞).
Proof. We define the (dual) Euler-Poincare´ characteristic of an (I⋊Gm)-equivariant
(pro-)coherent sheaf F by
χ(F) :=
∑
i≥0
(−1)ichHi(Q,F)∗ ∈ Q((q))[Λ] ∪ {∞},
where we understand it to be ∞ if one the coefficient of a monomial is ∞.
We prove the assertion by induction on w ∈ Wλ (as every w ∈ Wλ is
connected to e by the left multiplications of {si}i∈I insideWλ). The case w = e
is Theorem 5.3. Hence, we assume the assertion for every v < w to deduce the
assertion for w. For i ∈ I so that w < siw ∈ Wλ, we set H := H1 and qi := qi,w
for simplicity. By Corollary 6.5, we have a short exact sequence
0→ (qi)∗E
+
w (−H)→ (qi)∗E
+
w → Ew → 0,
where we denote E+w the inflation of Ew from Q(w) to Q(i, w). Now we have
χ((qi)∗E
+
w (−H)) = Di(χ(Ew))− χ(Ew). (6.12)
In case w−1αi = αj for some j ∈ I, then we have λsiw = λw−̟j . Therefore,
the comparison of (6.12) and Theorem 6.8 1) proceeds the induction.
In case w−1αi 6∈ Π, then we have λsiw = λw. Therefore, the comparison of
(6.12) and Theorem 6.8 2) proceeds the induction.
These proceed the induction in both cases as required.
Corollary 6.10. For each λ ∈ Λ+ and w ∈ Wλ, we define λw := λ −∑
wαj<0
̟j. Then, we have
chHi(Q(w), Ew(λ))
∗ =

(∏
i∈I
∏〈α∨i ,λw〉
k=1
1
1−qk
)
·E†−wλ(q
−1,∞) (i = 0)
0 (i > 0)
.
Proof. By setting i to be adapted to e, Proposition 6.4 and Corollary 6.5 implies
Hi(Q(w), Ew(λ))
∗ = {0} i > 0
Therefore, Proposition 6.9 yields the result.
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