Abstract -L e t t h e i n p u t t o a c o m p u t a t i o n p r o bl e m be s p l i t b e t w e e n t w o processors c o n n e c t e d b y a c o m m u n i c a t i o n link; a n d let a n i n t e r a c t i v e p r o t o c o l T be k n o w n , b y w h i c h o n a n y i n p u t , t h e processors c a n solve t h e p r o b l e m u s i n g n o m o r e t h a n T t r a n s m i s s i o n s of b i t s b e t w e e n t h e m , p r o v i d e d t h e c h a n n e l is noiseless. We s t u d y t h e following question: If i n f a c t t h e r e is s o m e noise o n t h e c h a n n e l , w h a t is t h e effect u p o n t h e n u m b e r of t r a n s m i s s i o n s n e e d e d in o r d e r to solve t h e c o m m u n i c a t i o n p r o b l e m reliably?
I. INTRODUCTION
Shannon, in his seminal study of communication [ 3 ] , studied the effect of noise upon "one-way" communication problems, i.e. data transmission. His fundamental observation was that coding schemes which did not treat each bit separately, but jointly encoded large blocks of data into long codewords, could achieve very small error probability (exponentially small in T ) , while slowing down by only a constant factor relative to the T transmissions required by the noiseless-channel protocol (which can simply send the bits one by one). The constant (ratio of noiseless to noisy communication time) is a property of the channel, known as its Shannon capacity.
The improvement in communication rate provided by Shannon's insight is dramatic: if the channel is memoryless, the naive protocol which repeates each bit several times can only achieve the same error probability by repeating each bit a number of times proportional to the length of t,he entire original protocol. (For a total of T 2 communications.) Moreover in order to achieve any communication on "adversarial" or "worst-case" channels in which any set of a given number of transmissions m a y be garbled, such error-correcting codes are necessary. A precise statement of Shannon's coding theorem (for the special case of binary symmetric channels, BSCs) follows. With some loss in the capacity, a similar statement can be made for "adversarial" channels.
T h e o r e m 1 ( S h a n n o n ) L e t a BSC of capacity C be given. 
For every T a n d e v e r y

such t h a t e v e r y codeword transmitted across the channel i s decoded correctly with probability 1 -e--n(T).
ignored. (By providing very strong transmitters, cooled circuits, etc.) To mitigate such costs we can design our systems to operate reliably even in the presence of some noise. The ability to transmit data in the presence of noise, the subject of Shannon's and subsequent work, is a necessary but far from sufficient condition for sustained interaction and computation.
Observe that in the case of an interactive protocol, the processors generally do not know what they want to transmit more than one bit ahead, and therefore cannot use a block code as in the one-way case. Another difficulty that arises in our situation but not for data transmission, is that once an error has occurred, subsequent exchanges on the channel are affected. Such exchanges cannot be counted on to be of any use either to the simulation of the original protocol, or to the detection of the error condition. Yet the processors must be able to recover, and resume synchronized execution of the intended protocol, following any sequence of errors, although these may cause them to have very different records of the history of their interaction. In spite of these new difficulties we have:
T h e o r e m 2 I n each direction between a p a i r ofprocessors let a BSC of capacity C be given. There is a deterministic c o m m unication protocol which, given a n y noiseless channel protocol T of length (duration) T , simulates T o n the n o i s y channel i n t i m e 6'(T/C) and with error probability e-n(T).
In all but a constant factor in the rate, this is an exact analog, for the general case of interactive communication problems. of the Shannon coding theorem. A similar statement can be shown also for the case of "adversarial" channels.
As part of our work we introduce and show the existence of a new class of codes, "explicit" tree codes. (These are different from, though in part inspired by, the random tree codes of the sequential decoding literat,ure.) Computationally effective (e.g. polynomial-time) construction of these codes is an open problem. We show that i T these codes can be implemented with polynomial-time computation, then so can the encoding and decoding procedures of the protocol. To be precise: Given an oracle for a tree code, the expected computation time of each of the processors implementing our protocol, when the communication channels are BSCs, is polynomial in T . Our results are described more fully in reference [21.
Recently, in computer science, communication has come to be critical to distributed computing, parallel computing, and the performance of VLSI chips. In these contexts interaction is an essential part of the communication process, and its role has been extensively studied through the "communication complexity" model initiated by of A. C. Yao [4] (see [l] for a survey). Noise afflicts interactive communications just as it does the one-way communications considered by Shannon, and for much the same reasons: physical devices are by nature noisy, and there is often a significant cost associated with making them so reliable that the noise can be 
