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Abstract— The introduction of smart metering has brought more 
detailed information on the actual load profile of a house. With 
the ability to measure, comes the desire to control the load profile. 
Furthermore, advances in renewable energy have made the 
consumer to become supplier, known as Prosumer, who therefore 
also becomes interested in the detail of his load, and also his 
energy production. With the lowering cost of smart plugs and 
other automation units, it has become possible to schedule 
electrical appliances. This makes it possible to adjust the load 
profiles of houses. However, without a market in the demand side, 
the use of load profile modification techniques are unlikely to be 
adapted by consumers on the long term. In this research, we will 
be presenting work on scheduling of energy appliances to modify 
the load profiles within a market environment. The paper will 
review the literature on algorithms used in scheduling of 
appliances in residential areas. Whilst many algorithms 
presented in the literature show that scheduling of appliances is 
feasible, many issues arise with respect to user interaction, and 
hence adaptation. Furthermore, the criteria used to evaluate the 
algorithms is often related only to reducing energy consumption, 
and hence CO2. Whilst this a key factor, it may not necessarily 
meet the demands of the consumer. In this paper we will be 
presenting work on a novel genetic algorithm that will optimize 
the load profile while taking into account user participation 
indices. A novel measure of the comfort of the customer, derived 
from the standard deviation of the load profile, is proposed in 
order to encourage the customer to participate more actively in 
demand response programs. Different scenarios will also be 
tested.    
Index Terms--Demand Side Response, Scheduling, Genetic 
algorithm, load profiles, smart homes, Smart metering. 
I. INTRODUCTION 
Due to the rising demand for electricity and the need to 
reduce CO2 emission from fossil fuel sources, the need to 
devise efficient energy optimization has been highlighted in 
research on smart grids. This is to reduce the strain on energy 
demand, especially during peak demand, by encouraging 
consumers to shift their loads whenever they have the 
opportunity to do so. There are usually incentives attached to 
such changes in energy consumption behavior and as a result, 
dynamic pricing has been one of the most effective approaches 
implemented. Several load scheduling techniques which 
optimizes energy consumption to maximize profits are usually 
designed to reallocate certain loads whose usage can be moved 
around in time, from high energy times to times of the day when 
energy prices are lower [1-8]. Several factors are considered 
before a decision to shift loads can be made. In this paper, the 
use of Genetic algorithm (GA) in searching for the optimal load 
profile that offers the maximum profit available and at the 
optimal times of the day, is studied. Accepting the optimized 
load profile is at the customer’s discretion as he would have the 
ability to override any undesired allocation offered by the 
scheduler. 
A Genetic algorithm is a search algorithm based on 
Darwin’s mechanics of natural genetics and natural selection 
[9] [10]. It is in the class of evolutionary algorithm which uses 
mechanisms inspired by biological evolution such as selection, 
mutation, crossover (mating) and reproduction to produce 
optimal (superior) outcomes from an initial random processes 
[9]. GA was developed by John Holland and his team [10]. The 
major drawback of using GA is its slow convergence speed, but 
they are still one of the most widely used type of evolutionary 
algorithm. Its application can be found in several fields, and can 
provide one of the best scheduling techniques for finding 
optimal solutions to search problems [10]. 
The aim of this paper is to be able to show how GA can be 
used to create an optimal load profile from a forecasted load 
profile, while meeting certain constraints. The use of thresholds 
in determining when load scheduling can be permitted is a 
common approach in several scheduling routines. In this paper, 
threshold techniques are not used, and a novel way of 
scheduling using GA and measures of comfort is presented. 
II. RELATED WORK 
Several authors have written papers on how to implement 
and optimize various problems using different algorithmic 
techniques, and a number of them are used for mathematical 
analysis. These techniques include: Branch and Bound 
Algorithm, simplex method, Genetic Algorithm, Particle 
Swarm Optimization, Simulated Annealing, etc. These are 
available for solving various scheduling problems and are 
useful especially in determining the optimal distribution of load 
and cost requirements for scheduling using various constraints 
that are applicable.  
The authors in [11] simulated a multi-criteria scheduling in 
the grid, based on Accelerated Genetic Algorithm. The need to 
improve and accelerate the computational and convergence 
speed of GA optimization was the aim in order to be able to 
solve large search space problems such as job scheduling in the 
grid. Due to the improved speed of convergence, such search 
problems can be implemented online. This was achieved by 
pruning the initial search space such that only realistic solutions 
were included at the initial random population. This pruning 
was achieved by adding heuristic algorithms to form 
chromosomes of the initial population and as the phase starts, a 
Minimum-Minimum, Maximum–Minimum and a Shortest 
Queue chromosome are created. Result obtained showed that 
convergence was faster while using Accelerated GA than 
conventional GA. 
The authors in [12] applied GA in demand side management 
scheme whereby the aim was to minimize the peak-to-average 
ratio of the load profile in order to increase the need for the 
utilization of spinning reserves, thereby increasing the 
efficiency of the smart grid. Residential, commercial and 
industrial loads were considered and result showed that GA can 
be used to minimize these loads so that the use of the spinning 
reserve was made feasible, which in turn reduces overall energy 
cost. 
The authors in [13] applied GA in appliance scheduling in 
order to effect an active demand response participation. The 
experiment was conducted based on the Nigerian energy market 
and the aim of the optimization sequence was to obtain a set of 
scheduled hourly energy consumption values for each load 
whereby the total energy cost is minimal. In order words, loads 
will be shifted based on the factor of price, whereby more loads 
will be drafted to times of the day when energy costs are 
minimal. Results showed a reduced energy cost for an hourly-
based energy price profile.  
The authors in [14] implemented a hybrid algorithm for 
energy management in smart grid using a combination of GA 
and particle swarm optimization. A need for this hybrid is to 
enable the scheduler to harness the positive attributes of both 
methods of load scheduling to enhance performance. Results 
showed a reduced energy consumption as well as reduced 
energy cost. A major drawback in using GA and several other 
optimization techniques in search problems is speed. This is 
why it may not be the best methods to use in real time 
applications. However, apart from the work done by the authors 
in [11], the authors in [15] also demonstrated how a unit 
commitment problem (also an optimization problem) can be 
solved using fuzzy logic which improved the speed of 
convergence.  
Finally having considered the related work, we will be 
introducing the proposed method used in applying GA to 
optimize user’s load profile. Although speed of convergence 
was not considered a priority, desired results were obtained. 
III.   PROPOSED METHOD 
Consider a household inhabited by a certain number of 
residents. Also consider that their day to day schedule varies 
from individual to individual, and from time to time. 
Information about their energy consumption behavior can be 
found on the load profile of the household. In order to 
understand the variation of energy consumption levels in such 
a way as to know how much change in energy we could 
implement, it is proposed that the standard deviation 
information of the load profile be used. In this way, we can 
devise a means whereby the optimization scheduler can identify 
and differentiate schedulable loads from non-schedulable ones, 
thereby eliminating having to guess what these loads would be. 
Mathematically, a population standard deviation is 
calculated from the expression: 
𝜎 = √
𝛴𝑓 (x − µ)2
𝛴𝑓
                                  (1) 
Where: 
          σ = Standard Deviation  
           µ = mean  
           f = Frequency of samples taken 
           x = Energy samples  
 
 
Figure 1. Standard deviation of 2 samples of Load profiles.  
Fig.1 shows a 2-day sample of historical load profiles of 
energy consumed by all the appliances in a household and the 
calculated standard deviation as obtained from [16].  
A. GA Application to Load Profile Scheduling  
In applying GA for load profile optimization, the population 
of the chromosomes are given by the time-slot intervals taken 
over a 24 hour period in a day and the value of load at each 
time. This means that for time slots taken hourly, there would 
be a corresponding population of 24 chromosomes in a day, as 
well as a population of 48 and 96 chromosomes for time slots 
taken every half-hourly and quarter-hourly, respectively. The 
fitness of each chromosome is evaluated by considering all the 
factors (Input variables) whose relationship with one another 
produces a finite value that represents the strength of each 
chromosome. The goal is to optimize the fitness value. A weak 
fitness value reduces the chances of accepting the proposed load 
profile for the day which invariably leads the optimizer to 
search for better optimal values. Also, the constraints are given 
as the limits of the forecasted load profile.  
B. Fitness function derivation for chromosomes  
The fitness function is key to designing an appropriate 
algorithm that generates a realistic load profile which the 
consumer can afford to accept. Derivation of the fitness 
function is based on the effect of the input variables which are 
assigned specific weights depending on their effect on the 
fitness function. The input variables are obtained from: 
i. The forecasted load profile which serves as a model 
for the quantity to be optimized. 
ii. Randomly-generated load profile which serves as the 
initial population. 
iii. Occupancy level to define when residents are at 
home. 
iv. Standard deviation of load profile which tells very 
busy loads for less busy ones in any given time.  
v. Dynamic pricing of energy supply.  
 
Table 1 shows the formulation of the fitness function with 
various weightings amongst the input variables. The way the 
fitness function is formulated as well as the weightings can 
affect results obtained. This therefore places the customer at the 
center of these outcomes whose desire is to promote their best 
interests.  
Table 1: Fitness Function Application 
 
 
 
 
 
 
 
 
 
 
 
The physical translations of the input variables are given as: 
Ύ = Effect of change in energy use on a house. 
A = Energy change that effects minimal impact on occupants. 
B = Change that effects energy cost reduction. 
C = Change that occurs at least discomfort time.  
D = Effect of change in forecast load profile.  
 
Ύ gives the effect of the actual load change in each house. 
However if there is nobody in house, then the change has no 
effect on the residents.  Hence in order to account for the impact 
of the change on the residents, it is proposed that Ύ is multiplied 
by the occupancy to give A. A is therefore a better measure than 
Ύ, and a low impact of change is favorable to the consumer.  
Whilst impact is critical, cost has been found to be a major 
incentive to adoption of demand response programs. As such, 
the cost is also calculated and is given as B. A low cost is also 
considered favorable to the consumer.  
C is the product of Ύ and variance of the historical load 
profile, which is specific for every household. With reference 
to Fig.1, we can observe that there is a relatively high deviation 
in appliance use from 1:00am till about 11:00am which shows 
that appliance use at those times are more favorable to be 
scheduled than appliance use at other times of the day. A high 
variance (standard deviation squared) means that the user is 
happy to change the load, while a low variance means that the 
user normally does not change his behavior at that time. A key 
novelty of this work is the measure of C which is proposed as a 
measure of the “User Comfort”. The values of the standard 
deviation in Fig.1 are all squared in order to amplify the 
HIGH’s and diminish the LOW’s before it is applied in C. This 
idea of measuring user comfort is critical to automated real 
systems. A high value of C is considered favorable.  
D represents the effect of considering the forecasted load 
profile as well as the change in energy use on load optimization. 
The response will be beneficial if it is robust by permitting an 
active response in modifying its original value when the 
appropriate need presents itself. D is therefore used to 
determine how effectively a forecasted load profile should be 
used to generate the optimized load profile. A high value is 
considered favorable to the consumer. 
Finally in the proposed fitness function, the key elements 
are the cost benefit and the user comfort. We can also observe 
that in minimizing the fitness function, A and B have positive 
influence on the function while C and D are negative, hence the 
arithmetic signs used. Furthermore, each element can have a 
biased level of importance with respect to the other due to a 
perceived importance attached to them by the user. This is 
implemented by using the weightings. Table 2 shows the 
pseudo codes for the genetic algorithm applied to simulate a 
convergence of all the variables used after several iterations.  
Table 2: Pseudo codes for Genetic Algorithm Procedure 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
IV. RESULTS AND DISCUSSION 
In this paper, day ahead real time pricing scheme is being 
used although this is not implemented in the UK but in the US. 
It is assumed that such a pricing scheme could be used to 
engage the public consumer in a more responsive way to 
shifting load. The price was obtained from reference [17].  
Input/output Variables used 
Minimize Function Xi = wa*∑Ai + wb*∑Bi – (wc*∑Ci + wd*∑Di) 
Let Ύ = Abs (Forecast Load – Optimized Load) 
Where: 
i = Iteration number 
w = Weighting factor 
A = Occupancy * Ύ  
B = Optimized Load * Price  
C = Variance of Historical Load * Ύ  
D = Forecast Load * Ύ  
Constraints used and Applications 
1. Emin ≤ x ≤ Emax 
2. ∑ 𝐸𝑗
24
𝑗=1 =   ∑ 𝑥𝑗
24
𝑗=1  
Where: 
x = randomly generated load profile.  
E = Forecasted load profile.  
J = hourly time interval in a day. 
Emin = Minimum value of forecasted load profile 
Emax = Maximum value of forecasted load profile 
 
 
 
1. // Initialization; 
2. for i = 1000 
3.   for j = 24 
4.       Randomly generate Xj,i in the range ( Emin, Emax);  
5.   end for 
6. end for 
7. while (stop when criterion is met) 
8.   Scale the sum of Xj to the sum of Xi5 ; 
9.   Evaluate fitness Fi,j  ; 
10.   Evaluate sum of fitness G = ∑ Fj for all i ; 
11.   Swap Gi min for Gi max ; 
12.   Randomly set chromosomes in pairs for mating ; 
13.   Randomly select crossover site ; 
14.   Apply mutation ; 
15.   Update results 
16. End while ; 
 
An initial population of a thousand samples of randomly 
generated load profiles bound by the constraint C are generated. 
The fitness value at any given time interval of each 
chromosome is calculated from the fitness function and the 
chromosome with the strongest fitness value is substituted with 
the chromosome with the weakest fitness value. The crossover 
point before mating and the choice of partner to be chosen are 
both randomly selected. The weightings are all initially set at 
the same value of 1, which means they all have the same impact. 
 
Figure 2. Graph of Convergence of variables with iteration  
With the fitness function as defined in Table 1, we were able 
to generate the graph of Fig.2. The effects of input variables A 
and B were positively considered while C and D were 
negatively considered. This lead to the minimization of the 
fitness function and the cost, but it left the change in energy at 
a mid-point between the minimum and maximum values. This 
is as expected because A is acting as a penalty to reducing cost 
since an attempt to minimize cost will tend to force the change 
in energy to increase.  
  
Figure 3. Optimized and non-optimized load profile 
Also, C and D converged to a maximum. This is expected 
because in reducing the cost, we expect to see a considerable 
change in the forecast load profile and this will most likely lead 
to an increase in discomfort level. Fig.2 therefore presents the 
average values of both the input and output variables used, as 
they converge after 2500 iterations. 
Fig. 3 shows the optimized and non-optimized load profiles 
through the day. One can observe how the optimized load 
profile dipped at two periods in the day when prices shown in 
fig.4 are both high, but momentarily rose at 19:00 hrs. These 
are as a result of all the input variables involved, especially due 
to the corresponding two peaks in variance that permitted 
scheduling to take place very effectively at 12:00 and 18:00 
hours. The dip at 18:00 was further enhanced by the very low 
occupancy (see fig. 4), but it rose sharply at 19:00 hours due to 
very low variance. The peak to average ratio is lower and most 
optimized loads are at early hours of morning and afternoon. 
 
Figure 4. Basic Input variables used. 
Fig.5 shows the relationship between the cost and 
discomfort experienced due to load scheduling. It can be 
observed that these variables are inversely related at most times 
since as one is increasing, the other is decreasing, and vice 
versa. It is not a surprising result because fig.2 also indicates 
this relationship. This shows that it is a sacrifice of comfort to 
reduce cost.  
 
Figure 5. Cost and discomfort levels as output. 
Fig.6 shows the costs for optimized and non-optimized load 
profile. The result shows about 1.7% in financial savings 
mainly due to the shift of some loads away from times of high 
energy cost in the day to times of lower energy cost. The choice 
of using weighted input is expected to improve this result. 
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Figure 6. Graph of optimized and non-optimized energy cost in a day 
The weightings are also of importance in order to obtain the 
highest possible goal as some customers could consider 
financial savings above comfort, or vice versa, etc. But this is 
where varying the weightings could be pivotal because if more 
emphasis was laid on the cost, a higher savings can be expected, 
but it could be at the detriment of say, the comfort, etc. 
Therefore, if the appropriate weightings are applied, we shall 
expect to see the effect of these weightings on the optimal 
fitness function. But the optimization based on the use of varied 
weightings is outside the scope of this paper, so will not be 
covered here. 
Finally, the optimal load profile shows a reduction of the 
peak load. This will in turn help in reducing peak loads and 
therefore improves grid efficiency. Also, an optimal solution 
shows a load profile that can reduce cost, among other effects 
of the input variables of interest. 
V. CONCLUSIONS 
The paper demonstrates the use of genetic algorithms to 
schedule the load of typical house. A major contribution 
amongst others is the use of a “user comfort” measure in the 
fitness fiction that help monitor and automate scheduling 
mechanisms that account for the actual user behavior. The issue 
of occupancy was also accounted for in the algorithm. The 
results show that the user comfort will change depending on 
how the fitness function is formulated depending on whether 
the aim was to minimize or to maximize variables of interest. 
Apart from investigating the effect of the weightings on the 
algorithm, this algorithm has still to be evaluated for different 
household types such that improved version of this algorithm 
could be developed in order to enable an online real-time 
implementation. 
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