We describe the application of partial-response (PR) signaling in rewritable phase-change optical data storage. No electronic filter is necessary to shape the readout signal to a certain PR target. PR-like waveform at the output of read channel is directly achieved by optical recording. Genetic algorithm is used to optimize the parameters for writing and therefore to minimize the difference between the actual readout signal and the ideal PR waveform. With a laser wavelength of 0.66 µm and an objective lens with a numerical aperture of 0.6, four linear densities are examined: 0.4, 0.3, 0.25, and 0.2 µm/bit (without modulation). Results have shown that the linear density of 0.25 µm/bit can be realized on a rewritable digital-versatile-disk. Key words: partial-response signaling, phase-change optical data storage, and genetic algorithm
Introduction
In rewritable phase-change (PC) optical data storage binary data are recorded on PC films in the form of amorphous marks and crystalline spaces [1] [2] [3] [4] [5] . A focused laser beam is used as a heating source to reversibly switch a micron-sized area in the storage layer between amorphous and crystallize states. A short, high power laser pulse increases the local temperature of storage layer above its melting point. When the pulse ends, the molten spot cools down rapidly, forming an amorphous mark on a crystalline background. The mark can later be identified by using the same focused laser beam at a much lower laser power to detect the reflection (or transmission) of the spot relative to its crystalline surroundings.
With increasing linear densities, marks become small and are densely spaced. Owing to diffraction-limited optical resolution, inter-symbol interference (ISI) among neighboring marks recorded along the same track becomes a serious problem when the mark or the space between adjacent marks is shorter than the focused spot size. Special signal-processing techniques have been developed to minimize the effect of ISI. Conventionally, run-length -limited modulation codes, known as ( d, k) and ( d, k; c) with 0 ≠ d , are used to maintain a reasonably large separation between the leading and the trailing edges of the various marks on the disk, thereby mitigating the effect of ISI [6, 7] . Based on this technique, the shortest mark recorded in the present rewritable digital versatile disk (DVD) is ∼ 0.40 µ m long with a light wavelength λ = 0.65 µm and a focusing lens with a numerical aperture NA = 0.6 [8] . Another method of dealing with ISI is the recording of small marks in conjunction with the use of partial-response (PR) signal processing, which allows for a controlled amount of ISI on the readout waveform [9] [10] [11] [12] [13] [14] .
Previously we have applied PR signaling to PC optical data storage and successfully retrieved the information recorded in the storage layer having a linear density of 0.31 µm/bit without modulation code [15] . The signal processing includes the recording of perfectly arranged and sized marks along a track, PR equalization of readout signal, and application of the Viterbi algorithm for decoding. In the equalization electronic filters are involved to shape the readout channel to a certain PR target by boosting a certain frequency region. This usually brings in substantial amounts of noise to the readout signal, which degrades the system signal-to -nois e ratio.
In this paper we propose a new method for the application of PR signaling to PC optical recording without any electronic filtering and report some preliminary results on an actual optical disk.
Method and Genetic Algorithm
Our goal is to obtain PR-like signal waveform (without electronic filtering) from reading the recorded marks, no matter how the recorded marks are shaped and spaced on a track. For a given data sequence and PR target, the ideal PR signal is first computed. Then, we record the data sequence on the storage medium using various write pulse trains and compare the actual readout signal with the ideal PR signal. By optimizing various parameters for writing the difference between the actual readout signal and the PR target is minimized.
For a given combination of storage medium, optical drive, and recording velocity, the formed amorphous marks are critically dependent on the optical power of writing, the width of write pulse, and the interval between adjacent write pulses. By changing the power of write pulse, the width, and/or the duty cycle, various sized and shaped marks can be recorded on a track. To find the optimized write pulse waveform, the genetic algorithm (GA) is employed here.
Genetic algorithms were initially developed by Holland [16] . They are based on the mechanics of natural evolution and natural genetics and differ from usual inversion algorithms because they do not require a starting value. They use a survival-of-the fittest scheme with random organized search to find the best solution to a problem. Although they have been used in many different fields for solving complex optimization problem [17] , genetic algorithms are new to the field of optical recording. The basic genetic algorithm has the structure: (1) c reate an initial population, (2) selection, (3) pairing and crossover, and (4) mutation. Repeat (2)-(4) and then verify whether end condition is met.
A. Initial Population
The first step in the implementation of a GA is the generation of a population, which represents a set of strings called chromosomes, that are possible solutions of the problem. Each chromosome consists of various parameters, referred to as genes, to be optimized. The strings are characterized by performance with respect to some objective function, termed fitness.
We denote time window T w as the length of one channel bit divided by the recording speed V. For instance, if we want to record the information bits at a linear density of 0.4 µm/bit, and V = 3.33 m/s, then T w = 120 ns. We discretize each T w into N z zones. From each zone one write pulse can be triggered. Two parameters are introduced to characterize each zone: pulse width and position, as shown in figure 1. Both pulse width and position in each zone are assumed to be independent from each other. If a data sequence to be recorded has N b bits, the total parameters to be optimized will be
. Initially, the pulse width is set to be zero if the corresponding channel bit is "0". However, if the channel bit is "1", values of pulse width and position in those corresponding zones are chosen randomly.
B. Selection
After the initial population is created, each individual's performance in the population is evaluated. The performance of an individual is a measure of how "good" this particular solution to the problem is. This measure is obtained by calculating the following objective function χ:
Here
denotes the ideal PR waveform sampled at the instant time
, g is the factor for normalization, c R is the magnitude of dc level when no marks are recorded on a track, and ) (i R is actual readout signal sampled at the same instant. Once each individual's fitness is com puted, each individual in the population is ranked from the lowest χ to the highest χ. Only one half of the population members, Ngood, that have good
fitness survive to the next generation, while the others, N bad , are discarded to make room for new offspring.
C. Pairing and Crossover
Two chromosomes are selected from Ngood to produce two new offspring. Pairing takes place in the N good individuals until N bad offspring are born to replace the discarded chromosomes. For pairing, we assign probabilities to each individual n in the N good , P n , according to their fitness χ. An individual with lowest χ has the greatest probability in pairing, while the individual with highest χ has the lowest probability in pairing. A random number determines which individual is selected.
P n is calculated from the χ value of the nth chromosome:
From n P , the cumulative probability
) for each chromosome is computed, which is used in selecting the chromosome for pairing. Once a pair is selected, uniform crossover is used to create two new offspring. Uniform crossover looks at each zone in the parents and randomly assigns the zone parameters, i.e., the pulse width and position, from one parent to one offspring and those from the other parent to the other offspring.
D. Mutation
Mutations alter a small percentage of the parameters in the list of chromosome. Should mutation occurs in a zone, the corresponding zone parameters are modified and assigned randomly. If a chromosome in good N is selected to have mutation, those zones that have the largest deviation from PR target as well as their neighbors have the highest probability to mutate. If the chromosome to be mutated is one of new offspring, every gene in the chromosome has uniform probability in mutation. To keep the best chromosome to the next generation, mutation is not allowed to occur in the chromosome that has the lowest χ. In this study the mutation rate is fixed at 5%.
E. Convergence
The number of iterations i.e., generations, that evolve depends on whether an acceptable solution is reached. We keep track of the population statistics in the form of population mean, minimum, and the chromosome that yields the minimum. If the mean χ or the minimum χ becomes less than the previous generation, or the chromosome that yields the minimum χ in this run belongs to one of offspring, the new generation is accepted and it is allowed to evolve to the next generation; otherwise, this generation will be discarded. In this way the convergence of the algorithm is ensured.
Experiments
All experiments in this study were performed on a dynamic tester, which is shown schematically in figure 2. A linearly polarized beam of light propagates through a polarizing beam splitter (PBS), and a quarter-wave phase plate (QWP) before being brought to focus onto a PC disk through an objective lens. The fast and slow axes of the QWP are set to convert the linearly polarized incident beam into a circularly polarized beam and also t o change the returning beam back into linear polarization at 90° to its original direction. The sample is mounted on an air-bearing spindle motor capable of spinning the disk in the range 0-12,000 rpm. The laser beam has a wavelength λ = 0.660 µm, and the focusing lens has a numerical aperture NA = 0.6.
In
th e focus-and track-error signals, which are fed back into the servo circuits for keeping focus and track on the sample. In the other branch a data detector is placed, whose output signal is sampled by a digital oscilloscope. The half-wave plate (HWP) at the front of the PBS 2 can be rotated to adjust the ratio of the light between two branches. Only a few microwatts of optical power are needed for the generation of servo signals.
The system is operated by computer software. The input to the computer is th e experimentally obtained readout signal (without any equalization) and the output from the computer is the write pulse waveform, which is transformed to TTL signal by the data generator and then sent to the laser circuits to controls the output of laser.
The PC disk used for this study is commercially available (Pioneer Model DVD-RW). The DVD-RW disk is a conventional quadri-layered stack coated on a groove substrate [8] . The PC material is Ag -In-Sb-Te alloy, and the groove period is 0.74 µ m. Prior to writing, the track is erased to fully crystallized state.
Results and Discussion
In this section we apply the genetic algorithm to optimize the write pulse waveform for various PR target at four linear densities: 0.4, 0.3, 0.25, and 0.2 µm/bit, without any mo dulation code nor electronic equalization. Figure 3 shows one experimentally optimized read waveform (after normalization) and its corresponding ideal PR waveform. The data sequence is a 20-bits block: 00110111100010100010. Recording velocity = V 3.33 m/s, time window = w T 120 ns. In the optimization, z N = 3, pulse width /position = 0, 10, 20, 30, or, 40 ns, population size = 60. Write pulse power is fixed at 16 mW. The PR target is assumed to be (1+D), its impulse response and spectrum are shown in figure 4 . Here D denotes delay operator [9] .
A. 0.4 µm /bit
From Fig. 3 , it is evident that the experimentally obtained waveform is very close to the PR target after optimization, which demonstrates the feasibility of our method. When these waveforms are sampled at integer multiples of w T , we find that
is the sample value from the actual read waveform.) No error is expected in decoding the waveform. Figure 5 plots the convergence for the minimum objective function χ . It is seen that χ drops rapidly at the first 40 generations. After ∼60 generations, convergence is gradually approached. Figure 6 shows two waveforms similar to those depicted in Fig. 3 but at a linear density of 0.3 µm/bit. The PR target is still (1+D). It is seen that the optimized read waveform does not match the ideal one. This indicates that, at this linear density, large amount of ISI can not be removed by the (1+D) channel and higher order PR needs to be adopted. Figures 7 and 8 show the waveforms representing two 20-bits blocks at the linear density of 0.3 µm/bit. The target waveform in Fig. 7 is (1+D) 2 PR while, in Fig. 8 , it is (1+D)(1+D+D 2 ). From Figs. 7 and 8 it is seen that the experimentally optimized waveform is very close to their targets. Particularly, in Fig. 8(b) , the two waveforms almost overlap. In Fig. 8(a) , except for at the sample value = 6, the two waveforms also match quite well.
B. 0.3 µ m /bit
At higher linear densities, the recorded marks become shorter and more densely distributed on a track. The readout signal from 1 w T mark, i.e., the impulse response, becomes broader and more ISI exi sts in the readout signal. Based on Fig. 4 , it is understandable why both (1+D) 2 and (1+D)(1+D+D 2 ) targets perform better than the (1+D) target at the linear density of 0.3 µm/bit. Such performance gain, of course, is not without trade-off: the detection scheme necessary for reconstructing the user data from the waveform of Figs. 7 or 8 is much more complicated that that of Fig. 6 , because more levels in the sample values are involved in decoding.
We should point out that the optimization to obtain Figs. 6-8 differs from that to obtained Fig. 3. In Fig. 3 , the write power of each pulse is fixed while, in Figs. 6-8, the write power could be one of three discrete values. Figure 9 plots the objective function versus generation for the case displayed in Fig. 8(b) . As generation < 100, the write power of each pulse is fixed at 18 mW; after 100 generations, the write power of each pulse could be 3, 18, or 21 mW. From Fig. 9 it is seen that the freedom to have variable power levels improves the optimization. C. 0.25 µm /bit Figure 10 shows the waveforms for two 20-bits data sequences at the linear density of 0.25 µm/bit. At this density the Nyquist frequency (= w T / 5 . 0 ) is greater than the optical cut-off
At the recording density of interest, the (1+D)(1+D+D 2 ) PR target, whose spectrum has a null value at the frequency w T f 33 . 0 = (see Fig. 4(b) ), is reasonable choice. From Fig. 10 , it is obvious that the optimized read waveform matches the ideal PR waveform, although the match is not as good as that displayed in Fig. 8(b) .
D. 0.20 µm /bit
At the linear density of 0.2 µm/bit, the Nyquist frequency is 1.375 c f . Any reasonable PR target should have little magnitude in its spectrum as ) and (1+D) 4 PR targets are selected in optimization. Figures 11 and 12 show the results. The actual read waveforms do not match their ideal targets very well in all cases studied.
Comparing Fig. 11 to Fig. 12 , it is seen that the (1+D) 2 (1+D+D 2 ) PR target performs slightly better than the (1+D) 4 PR target. This phenomenon can be illustrated. From Fig. 8(b) , it is evident that the (1+D) 2 (1+D+D 2 ) PR target has lower amplitude in its spectrum at high frequencies than the (1+D) 4 PR target. In addition, the number of levels in the sample values for the (1+D) 4 PR target is 17 while for the (1+D) 2 (1+D+D 2 ) PR target it is only 13. In the experiments we found that it is almost impossible to write a data sequence reliably at this density, which hinders the optimization of write parameters. This may be due to the inherent property of this storage material (e.g., recording jitter) and/or the system instability (e.g., residual focus and tracking errors). So it is hard to conclude at this moment whether our method would work or not at this density.
Concluding Remarks
We have demonstrated the application of partial-response (PR) signaling in rewritable phasechange optical recording. No electronic filter is involved to shape the readout signal to certain PR target that usually causes the degradation of the system signal-to-noise ratio. PR-like waveform at the output of read channel is achieved directly by optical recording. Genetic algorithm is used to optimize the recording process. Our results have shown that a linear density of 0.25 µm/bit can be realized on a rewritable digital-versatile-disk. The inherent deficiencies of the storage material and/or the instability of the system may obstruct the realization at the linear density of 0.20 µm/bit on the disk that we studied. Figure 9 . Evolution of the minimum objective function χ as a function of generation. As generation < 100, the write power of each pulse is fixed at 18 mW; after 100 generations, the write power can be 3 mW, 18 mW, or 21 mW. Normalized signal t (T w )
