A method of modal analysis by a mass-weighted proper orthogonal decomposition for multi-degree-of-freedom and distributed-parameter systems of arbitrary mass distribution is outlined. The method involves reduced-order modeling of the system mass distribution so that the discretized mass matrix dimension matches the number of sensed quantities, and hence the dimension of the response ensemble and correlation matrix. In this case, the linear interpolation of unsensed displacements is used to reduce the size of the mass matrix. The idea is applied to the modal identification of a mass-spring system and an exponential rod.
Introduction
There are different ways to determine vibration mode shapes. Traditional modal analysis is performed by using frequency responses from input-output data [1, 2] . Some time domain output-only methods are the Ibrahim time domain method [3] , polyreference method [4] , eigensystem realization algorithm [5] , least square complex exponential method [6] , and stochastic subspace identification methods [7] . Frequency based output-only methods include the orthogonal polynomial methods [8, 9] , complex mode indicator function [10] , and frequency domain decomposition [11] . Some of these methods have been compared recently [12, 13] . Proper orthogonal decomposition (POD) can be used to estimate linear normal modes under certain conditions [14] [15] [16] [17] , with success in experiments [18] [19] [20] . Recent variations of POD, the smooth orthogonal decomposition (SOD) [21] and state-variable modal decomposition [22] methods, have been developed for free response cases. POD is very simple and tends to be rather robust, but has room for development. In any case, it is best to apply a few of these tools Our interest is in POD. Here POD for modal analysis is explained briefly for a simple linear problem. Suppose sensors detect the displacements of n locations on the structure at N different times and are stored in form of an n × N ensemble matrix, X, whose rows represent each sampled displacement time history. The means are best removed from these signals in case unwanted bias exists. In POD, the n × n correlation matrix R = 1 N XX T is built, and the eigenvalue problem Ru = λu is solved, yielding the POMs as the eigenvectors u, and proper orthogonal values (POVs) as the eigenvalues λ. If the mass distribution is homogeneous, then the POMs represent the linear normal modes (LNMs).
If the mass matrix M is non-homogeneous, the mass-weighted proper decomposition
provides estimates of the LNMs from lightly damped, multimodal free responses. A stiffness-weighted decomposition can also be done, if the stiffness matrix K is known. In the mass-weighted case, the eigenvalues correspond to projections of mass-weighted data onto the POMs. To be more precise, consider for symmetric systems that the eigenvectors are orthogonal with respect to M. Thus, from equation (1),
If the modal vectors are normalized with respect to M, this equation can be rewritten as
, and finally
giving λ the interpretation of mean squared projections of mass-weighted displacements onto the associated eigenvector, or alternatively, the mean squared projection of the data onto the vector Mu. With this information, in contrast to frequency information, the POD is well suited for studying modal dominance. Frequency information can be obtained by aforementioned related methods [21, 22] , constructing a related Rayleigh quotient [23] , or looking at modal coordinates [18] . While eigenvalue problem (1) is not symmetric, the physics and mathematics imply that the eigensolution will be real. If M is positive definite and symmetric, then M 1/2 and M −1/2 exist and are real. Letting u = M −1/2 ψ, inserting into equation (1) , and premultiplying by M 1/2 , leads to M 1/2 RM 1/2 ψ = λψ, a real, symmetric eigenvalue problem with a real eigenvalues λ and eigenvectors ψ. Hence the eigensolution for equation (1) is real.
Mass distributions may be known when the structures have simple geometry, or when the structural design or finite element analysis occurs in parallel with modal testing. A typical challenge might be that the mass distribution of the model (continuous or finite) may yield a mass matrix whose dimensions differ from the number of sensors, and hence the dimensions of R. In this case, a reduced-order mass matrix needs to be approximated.
In this paper, we investigate the feasibility of a lumped-mass reduction of the mass matrix M, such that the reduced mass matrix M r is dimensionally compatible with the correlation matrix R. We test the idea on one-dimensional examples, which are simple but well understood for interpretation.
Formulation for Multi-Degree-of-Freedom Systems
In this section, the fundamental foundation of the decomposition idea will be laid. The details of how the analysis is performed will then be done through an example, using displacement interpolation to achieve the mass matrix reduction.
Foundation
The equation of free vibration for a second order system is
Suppose only some of the displacements, y, are measured. We seek a reduced mass matrix corresponding to the measured displacements y. First a matrix W of basis vectors is selected to represent an interpolation of the displacements x such that x = Wy. Inserting into equation (3), and pre-multiplying by W T we have
From equation (4), the reduced-order mass matrix is M r = W T MW and the reduced stiffness matrix is K r = W T KW. This process is applicable for any interpolating scheme for which the interpolated (unmeasured) displacements are linear combinations of the measured displacements. Examples of such schemes are Lagrange interpolation and cubic splines [24] , and assumed-mode approximations [2, 25] . The examples here will use simple linear (tent-function) interpolation to demonstrate the concept. Higher-order local interpolation has the capacity to improve results, for example as used spatially in finite element analysis, and in the time domain for limit cycle dynamics [26] .
When the measured displacements y are sampled, the ensemble matrix Y is formed. We calculate the correlation matrix R = 1 N YY T . We then perform the mass-weighted proper decomposition on RM r , via the unsymmetric eigenvalue problem
The eigenvectors v are to estimate the structural modal vectors.
The following example illustrates a choice of W and a method for implementing it to find the reduced mass matrix M r .
Example
We simulated an undamped system of masses m 1 = 1 kg, m 2 = 1.25 kg, m 2 = 1.5 kg, . . . , m 24 = 6.75 kg, with displacements x 1 , x 2 , x 3 , . . . , x 24 , connected by uniform springs of stiffness k = 1 N/m in series, and grounded at both ends. With these parameters, the 24 undamped modal frequencies ranged from 0.0629 rad/sec to 1.7017 rad/sec.
The displacements y = [x 3 , x 6 , x 9 , . . . , x 24 ] T were taken to be measured. In this example, we chose the24 × 8 basis matrix
to linearly interpolate the unmeasured displacements between the sensed displacements y. For example, interpolating the displacements between x 6 = y 2 and x 9 = y 3 produces x 7 ≈ y 2 + (y 3 − y 2 )/3 = 2y 2 /3 + y 3 /3 such that W 72 = 2/3 and W 73 = 1/3. We are interested in approximating the mode shapes of this system given the mass (alternatively the stiffness) matrix, and making use of the basis matrix and the measured free-vibration response. The eight sensors on the structure were sampled at a constant rate at N = 16000 different times and were stored in an 8 × N ensemble matrix Y. The sampling rate was 0.1 s. As such, 16 periods of the fundamental mode were simulated, and about 37 samples per period of the highest-frequency mode were recorded.
For comparison of the POMs with the structural modes, the structural eigenvalue problem (M − ω 2 K)φ = 0, which, based on the full stiffness and mass matrices, gives us the natural modal matrix, Φ, and eigenvalues, ω 2 .
Initial conditions determine which modes are dominant. Zero initial displacements, and initial velocitiesẋ(0) = [1 1 1 . . . 1] T were chosen. Letting x = Φq, where Φ is the modal matrix and q are modal coordinates, equation (3) can be expressed as
which is decoupled. The initial conditions for the modal coordinates were q(0) = 0 andq(0) = Φ T Mẋ(0). Solving equation (7) with the initial conditions provides the modal displacement vector q, whence the full displacement vector is x = Φq. Retaining and sampling the sensed mass displacements y, we obtained the reduced order ensemble matrix Y. The modes were then estimated using equation (5) . Figure 1 compares the eight estimated reduced-mass weighted POMs (circles) with the associated full-order structural modes (dots connected by lines). The modes in Figure 1 are ordered according to the increasing modal frequency. From Figure 1 These results are for an undamped system. The interpretation of POD for modal analysis was derived for undamped systems, and tends to hold if the damping is light, e. g. in the range of physical experiments on beams and shells [18] [19] [20] .
Continuous Systems in One Dimension
We consider vibration systems that are modeled by the partial differential equation m(x)ü + L o u = 0, where u(x,t) is a displacement (for example), m(x) is a mass, x is a spatial independent variable, and L o is a linear operator, with boundary conditions necessary for the order of L o . The associated eigenvalue problem is
Measurements y i (t) = u(x i ,t) are made at locations x i , i = 1, . . . , n. The measurements are sampled N times at a uniform rate, as before, to build the correlation matrix R. The task is then to construct an n × n mass matrix, M r , from the continuous mass distribution, for the mass weighted POD eigenvalue problem (5). We do this by using linear interpolation functions, analogous to the matrix W used in the discrete case.
Example
In this example we look at a one-dimensional continuous mass system with spatially varying mass, the exponential horn, or equivalently the "exponential rod", as its analytical solution is available.
We consider a second-order distributed parameter system equation of the form m(x)ü + (EA(x)u ) = 0, with boundary conditions u(0,t) = u(L,t) = 0, representing the axial vibration of a rod of length L, cross sectional area A and elastic modulus E, where u is the axial displacement and x is the spatial independent variable. The dots and primes represent partial derivatives with respect to time and space, respectively. Given a mass per unit length m(x) = m 0 e αx , and the product EA(x) = EA 0 e αx , the equation of motion can be written as
The axial vibration of air in a tube (a horn) has a partial differential equation (PDE) of the same form. Separating variables as u(x,t) = q(t)φ(x) leads toq
and 
for n = 1, 2, . . . . As such,
are the eigen (modal) functions, and q n (t) = C sin ω n t + D cos ω n t are the modal coordinates. We aim to simulate the free response of the horn, with displacements "measured" at eight equally spaced interior locations. We will then apply the discretized reduced mass-weighted POD to estimate the modal functions (13) .
Applying the mass weighted POD requires the estimation of an 8 × 8 reduced-order mass matrix M r . The elements of the mass matrix M r are determined asM
where η m (x) and η n (x) are tent-shaped interpolation functions chosen as + 1) h, and η m (x) = 0 otherwise. Here m is an index for the measured displacement locations, (m = 1, 2, . . . , 8 in this example) and h is the distance between sensors (uniform in this example).
We plug these functions into equation (14) . For m = n, the elements of M r arê
which, upon integration, producesM mm = −2(2hα + e −hα − e hα )e hmα h 2 α 3 .
For
which, upon integration, givesM
By symmetry,
For the case of eight equally spaced interior sensors, h = L/9. Given a value of α and L, we can evaluate the mass matrix M r .
For the simulation of the exponential horn, we converted the partial differential equation to a truncated set of modal coordinates, chose initial conditions in the modal coordinates, evaluated the modal coordinate response, and recombined them to approximate the horn response sampled at the values of x = h, 2h, . . . , 8h.
There is a small detail to confront in this process, namely, that the system, as treated in equation (9) or (11), is non self adjoint. Working equation (9) or (11) into the form of equation (8), we have
as the linear operator. The adjoint operator L * o is
Since L o = L * o , the system is non self adjoint. Modal analysis must be done by applying biorthogonality between modal functions of both the original and the adjoint eigenvalue problems [25] . To this end, we solve λm 0 u = L o u to obtain eigenfunctions φ n (x), and λm 0 v = L * o v to obtain adjoint eigenfunctions ψ m (x). By biorthogonality, (ψ m , m 0 φ n ) = δ mn and (ψ m , L * o φ n ) = λ 2 n δ mn . We let u(x,t) = ∑ ∞ k=1 q k (t)φ k (x), insert into equation (9), multiply both sides by ψ j (x) and integrate. Biorthogonality properties decouple the system into infinitely many ordinary differential equations (ODEs)q j + ω j q = 0, of which we keep N q to form a truncated set. The solutions of these ODEs are q j (t) = A j sin(ω j t) + B j cos(ω j t).
We chose initial conditions such that A j = 1/ j and B j = 0. The displacements u(x,t) were obtained and then discretized by evaluating at the eight equally spaced values x i , such that each discrete measured displacement is y i (t) = u(x i ,t). The discrete displacements y(t), sampled at a constant rate, were then used to build the ensemble Y, and hence R. Then equation (5) was used to do the reduced mass weighted POD.
We
of N = 4800 samples. We kept N q = 10 modal coordinates for the truncated modal analysis simulation. The modal frequencies of these ten modes varied from 2.5431 to 15.8348. The simulation spanned about 78 fundamental periods, and the sampling was about ten times per highest-frequency-modal period. The initial velocity response specified above was used for the reduced mass-weighted POD. The mass-weighted POVs were 0.2459, 0.0577, 0.0234, 0.0115, 0.0061, 0.0035, 0.0021, and 0.0023. The order of modal dominance nearly matches the order of increasing frequencies because of the way the initial conditions were specified via the decreasing modal amplitudes A j . Figure 2 shows the mode shapes of the structural eigenvalue problem (solid lines) and the estimated mode shapes from the reduced mass-weighted POD (circles). From Figure 2 (a)-(f) , we see very good agreement between the mode shapes as estimated by the mass-weighted POD and those of the structure. Although the mode shapes in Figures 2 (e) and (f) are in agreement, the spatial resolution is becoming difficult to fully capture with the limited number of sensors.
These results of the reduced mass-weighted POD based upon linear interpolation functions. The unweighted POD results are shown in Figure 2 with the 'x' symbols. Mass weighting is seen to be essential in producing good estimates of the modes for this example. Also, piecewise constant "interpolation" functions were used to form a diagonal lumped-mass matrix, and produced the results plotted with solid dots. For the first five modes, i.e. Figure 2 (a) -(e), the dots overlap the circles very closely. The estimates from linear interpolation functions remain somewhat close to the next two true modes of (f) and (g), while the estimates from the piecewise constant interpolations do not.
When the number of samples was reduced to 480, keeping the same sampling rate, the results for the first five modes were nearly the same, but the three highest modes showed significant differences. We also added random noise to each measured sample in ensemble Y by using the 'rand' function in Matlab. The random noise had zero mean and a peak-topeak range of y m 2 −b , where y m is the maximum absolute value of the recorded displacement samples, and b represents the reciprocal noise level in bits. As such, the expected mean squared value of the noise was y m 2 −b /3. With values of b ≥ 6, there was no visible error in the mode shapes. With b = 4, the noise effects were noticeable, but modes 1-3 were still very good. With b = 3, modes 1 and 2 were good, and with b = 2, all modes had noticeable error. Similar noise robustness was recorded in previous modal analyses by POD.
Conclusions
Mass-weighted POD can be performed for modal analysis for systems with light damping and multimodal free responses. A challenge is that the system may have more degrees of freedom than measurements, thereby making the mass and correlation matrices dimensionally incompatible. We presented a concept for reduced mass-weighted POD for modal analysis. A one-dimensional system can be reduced by an interpolated displacement strategy for effectively lumping the mass, so that POD modal analysis can be applied with a limited number of sensors. An approach was sketched for interpolation schemes for which the interpolated displacements (unmeasured) are linear combinations of the measured displacements.
Quality of the results will depend on the quality of knowledge of the mass distribution, as well as the quality of the interpolation scheme. We used linear interpolation and applied the reduced mass-weighted POD to a discrete example and a continuous example to show the feasibility. Even a piecewise constant interpolation was effective in the continuous example, while unweighted POD produced inaccurate results, suggesting that a simple effort to weight the mass properly can be significant.
We anticipate that this mass-reduction could be extended to situations where the mass matrix is obtained from an FEM formulation or some other design tool. Future work can address experiments, FEM interfaces, and also the extension of this idea to two-dimensional discrete and continuous systems such as plates and shells. 
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