We re-examine the dynamics of returns and dividend growth within the present-value framework of stock prices. We …nd that the …nite sample order of integration of returns is approximately equal to the order of integration of the …rst-di¤erenced price-dividend ratio. As such, the traditional return forecasting regressions based on the price-dividend ratio are invalid. Moreover, the nonstationary long memory behaviour of the price-dividend ratio induces antipersistence in returns. This suggests that expected returns should be modelled as an ARF IM A process and we show this improves the forecast ability of the present-value model in-sample and out-of-sample. JEL Classi…cation: G12, C32, C58
Introduction
The price-dividend ratio has been shown to have strong forecasting power of future returns at long horizons (see Fama and French (1988a) and Cochrane (1999) ). The prediction properties of the price-dividend ratio have a strong theoretical foundation grounded in the present-value (PV) identity, popularized in the log linear form by Campbell and Shiller (1988) . As shown in Cochrane (2005) , price-dividend ratios "can only move at all if they forecast future returns, if they forecast future dividend growth, or if there is a bubble -if the price-dividend ratio is nonstationary and is expected to grow explosively". Cochrane (2008a) argues that the lack of predictability of dividend growth reinforces the evidence for forecastability of stock returns.
However, many research studies have pointed out that return predictability has been overstated due to the highly persistent price-dividend ratio (e.g. Stambaugh (1986) , Stambaugh (1999) , Mankiw and Shapiro (1986) , Hodrick (1992) and Goyal and Welch (2003) ).
Many (see Cochrane (2005) ) however, …nd it implausible that the price-dividend ratio has unit root properties (i.e. are integrated of order one), since this would mean that the series is unbounded (implying that it can achieve negative values and go to in…nity). As such, it is tempting to think that the price-dividend ratio process is, in fact, a persistent but, nonetheless, a mean reverting process (long memory in price-dividend ratio was earlier suggested by Andersson and Nydahl (1998) in the context of a test of rational bubbles). Our paper re-examines the hypothesis of time variation in expected returns from the perspective of long range persistence in the price-dividend ratio (that is, fractionally integrated of order higher than zero but smaller than one). Indeed, we …nd the price-dividend ratio to exhibit long memory and estimate it to have an order of integration of about 0.8. 1 We show that the 2 relation between returns, dividend growth and price-dividend ratio implies that the order of integration of returns is (in …nite sample) approximately equal to the order of integration of the …rst di¤erenced price-dividend ratio. We …nd the time series of returns to be integrated of order -0.2, con…rming this conjecture.
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The fact that the variables in simple linear regression have di¤erent orders of integration invalidates statistical inference (see Maynard and Phillips (2001) ). The negative fractional order of integration in returns and dividend growth in the data must be taken into account when estimating the PV model of stock prices. This motivates specifying the expected return and expected dividend growth series in a PV model as autoregressive fractionally integrated moving average (ARF IM A)
processes. We derive the unobserved series for expected returns and expected dividend growth through a structural state-space approach. The state-space (or latentvariables) representation has shown to be a 'useful structure for understanding and interpreting forecasting relations'as stated by Cochrane (2008b) . Recent important examples of this include Van Binsbergen and Koijen (2010) and Rytchkov (2012) , who found the state-space methodology to be able to increase the return forecast R 2 over price-dividend ratio regressions. As in these papers, we specify expected returns and expected dividend growth as latent variables de…ned within a PV model of the aggregate stock market to which we subsequently apply the Kalman …lter and obtain parameter estimates through maximum likelihood.
The fractional integration parameter in expected returns is found to be statistically signi…cant and negative. Using model selection criteria we …nd the ARF IM A(1; ; 0) model for expected returns and ARM A(1; 1) for expected dividend growth to be the preferred speci…cation. Our results suggest that allowing for an autoregressive fractionally integrated process in expected returns leads not only to a better in-sample …t to the data but also to a better out-of-sample forecast. Assuming expected re- values for returns of about 9 percent and about 13 to 17 percent for dividend growth rates in-sample, and out-of-sample R 2 values of about 1 to 4 percent for returns and 9 to 13 percent for dividend growth.
Using Mincer-Zarnowitz style regressions (Mincer and Zarnowitz (1969) ) we check that our model produces latent counterparts that jointly match the time series properties of returns and dividends very well. The expected returns and expected dividend growth series forecast observed series better than the AR(1) model by Van Binsbergen and Koijen (2010) both in-sample and out-of-sample. Our …ltered series of expected returns and expected dividend growth are clearly countercyclical, which is in line with many other studies (e.g. Chen, Roll and Ross (1986) , Fama and French (1989) , Fama (1990) , Barro (1990) ). This paper is related to the research stream focused on testing for long memory in stock returns and volatility. While long memory has been well documented in the volatility literature, the evidence of long memory in returns is rather weak. 4 Our 4 results support to the view that fractional integration processes are relevant in asset pricing.
The remainder of the paper is organized as follows. Section 2 explores the potential imbalance in the return forecasting regression due to the high persistence in the price-dividend ratio. In section 3 we set out the PV model with ARF IM A dynamics. In section 4.1 we describe the data. Section 4.2 describes the estimation methodology and results while in section 4.3 we present a series of diagnostics of the model. Section 4.4 presents the out-of-sample performance of particular models. We examine the business cycle ‡uctuations of the model implied expected returns and dividend growth in Section 4.5. Section 5 concludes.
The implications of persistence in the price-dividend ratio
We start by de…ning the aggregate stock market's total log return (r t+1 ) and log dividend growth rate ( d t+1 ) as:
The price-dividend ratio (P D t ) is:
Using pd t log(P D t ) and (2) one can then re-write the log-linearized return (1) as:
with pd = E(pd t ), = log(1 + exp(pd)) pd; and = exp(pd) 1+exp(pd) (see Campbell and Shiller (1988) ).
We now proceed to the analysis of the data (see section 4.1 for details). Figure 1 shows the time series for the log of the price-dividend ratio. The price-dividend ratio is lower preceding economic booms and high values preceding recessions, suggesting it could be relevant for forecasting returns. One can also observe that it is a very persistent variable. In Table 1 we report the results of the following regression:
The estimated coe¢ cient on the lagged price-dividend value is very close to one (0.9417). (Dickey and Fuller (1979) ). The t statistic ( 1:52) is much smaller than the 5% critical value ( 2:9), which means that we cannot reject the null of a unit root in the series. 5 Thus, in principle the nonstationarity of the price-dividend ratio invalidates a return forecasting regression (see Granger and Newbold (1974) ) of the type considered by Fama and French (1988a) :
However, as discussed in the previous section it is likely that the price-dividend ratio is integrated of order less than one but we fail to reject the null due to the small power of the test. In Table 2 we explore further the possibility that the price-dividend ratio is a variable with long memory or long range persistence (i.e. fractionally integrated of order higher than zero but smaller than one). Table 2 reports the estimates of the order of integration of the price-dividend ratio, returns and dividend 6 growth series obtained using three di¤erent semi-parametric estimators, proposed by Geweke and Porter-Hudak (1983) , Robinson (1995) and Shimotsu (2010) . The
Shimotsu estimator, as opposed to the other two, has been designed to deal with a nonstationary time series. As can be seen, the estimates of the fractional parameter ( ) revolve around 0.8, meaning that the series is a nonstationary but mean-reverting process. On the other hand, the time series of returns and dividend growth seem to exhibit antipersistence (i.e. are integrated of order smaller than zero). Inference and forecasting based on estimates of (5) is therefore invalid (as shown by Maynard and Phillips (2001)) due to the di¤erent order of integration of the variables included in it.
At this point, we should consider as well the balance in the order of integration in the log-linearized return equation, (3). A closer inspection of (3) reveals that, due to the discount parameter ( ) being very close to unity, the return series is (almost) overdi¤erenced. Indeed, as reported in Table 2 , the estimate of the fractional integration parameter for the return series is about 0:2, which is exactly the expected order of integration of the price-dividend ratio after taking …rst di¤erence. Naturally, this also applies to the dividend growth process (the point estimates of for dividend growth are more negative than those of returns, but well within a con…dence interval of two standard deviations of 0:2).
The PV model (see Campbell and Shiller (1988) 
where L is the the lag operator and j m j < 1=2 is a fractional integration parameter.
For the sake of notational simplicity, since the fractional integration term ( m ) and moving average term ( g ) are unique, from now on we will call them simply and , respectively. When = = 0 then our model becomes identical to that in Van Binsbergen and Koijen (2010) .
It is often convenient (see Cochrane (2008b) ) to re-write the model as an in…nite moving average: 7 m t = m + " m;t + ' m;1 " m;t 1 + ' m;2 " m;t 2 + : : : ;
g t = g + " g;t + ' g;1 " g;t 1 + ' g;2 " g;t 2 + : : : :
An AR(1) speci…cation of the expected returns time series process, imposes a tight restriction on the moving average coe¢ cients, such that ' m;j = j m . The addition of the fractionally integrated component and the extension to the ARF IM A(p; ; q) series allows for additional ‡exibility in modelling the series dynamics. If the fractional integration parameter ( ) is larger than zero the series is characterized by slow decay of autocorrelations, at an hyperbolic rate. On the other hand, if < 0, we say that the series is antipersistent. For = 0 the series is a simple short memory process and the model reduces to an ARM A(p; q). Moreover, the series is stationary if < 1=2 and invertible if > 1=2.
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For estimation purposes we will use a state space representation of m t and g t .
Thus, we specify the state space equations:
where w = [1 0 0 ] 0 , and C r;t and C d;t are in…nite dimensional state vectors. The transition equations are
9 with F, h m and h g given by:
F = 2 6 6 6 6 6 6 4
which relates the log price-dividend ratio to expected future dividend growth and returns.
Using (12) and (13) in (14) and (15) we obtain the following measurement equations:
where
We now need only specify the covariance matrix of the "structural"shocks (which we assume to have mean zero and to be independent and identically distributed over The vector of parameters to be estimated is:
where mgr ; gd and md are correlation coe¢ cients de…ned as:
Estimation

Data and Methodology
In our empirical investigation we use value-weighted NYSE/Amex/Nasdaq index data available from the Center for Research in Securities Prices (CRSP). We downloaded monthly data from January 1926 to December 2011 with and without dividends to construct series of annual returns. 9 These are the same series as in Van Binsbergen and Koijen (2010) and Rytchkov (2012) but updated to include observations for more recent years. We then obtain real returns and real dividend growth series by using the CPI index from the US Bureau of Labor Statistics. 10 Since the PV model is a …rst order approximation, it does not hold exactly for the observed data. Following Cochrane (2008a) and Van Binsbergen and Koijen (2010) we use exact measures of returns to …nd the dividend growth rates from the PV model and use it in subsequent analysis.
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We estimate four di¤erent speci…cations: AR (1) As pointed out by Rytchkov (2012) and Cochrane (2008b) , the dimension of the covariance matrix of shocks is not identi…ed in our system. Following Rytchkov (2012) and Van Binsbergen and Koijen (2010) we set the correlation between the expected dividend growth and unexpected dividend innovation to zero ( gd = 0).
Additionally, we found that the correlation between expected returns and unexpected dividend growth ( md ) in all our estimated models to be close to zero and statistically insigni…cant. As such, we decided to set it to zero as well, in order to reduce the number of parameters and increase the power of the estimation.
The remaining parameter values are obtained by means of maximum-likelihood estimation (MLE). We assume that the error terms have a multivariate Gaussian distribution, which, since the measurement and transition equations consist of a linear dynamic system, allows us to compute the likelihood using the Kalman …lter (Hamilton (1994) ). 12 The transition equations are given by (12), (13) and the measurement equations (16) and (17). Despite the fact that the state vectors are in…nitely dimensional, Chan and Palma (1998) showed that the consistent estimator of an ARF IM A process is obtained when the state vector is truncated at the lag l p T . In estimation of the model we use the truncation at l = 30, but the results are robust to other choices.
Results
We found that, according to the t test, the four model speci…cations to have all the parameters as statistically signi…cant (except for the intercept of expected dividend growth). The estimates are reported in Table 4 . and Lettau and Ludvigson (2005) ).
The descriptive statistics of the estimated models are reported in Table 5 . The …rst line shows the estimated number of parameters of particular models, which is between 8 for the most parsimonious AR(1) AR(1) to 10 for the ARF IM A(1; ; 0) ARM A(1; 1) model. The likelihood ratio test examines the null hypothesis of equal …t to the data by particular models in relation to the most restricted model, which is the AR(1) AR(1). The test rejects the null hypothesis at the 10% signi…cance level for the AR(1) ARM A(1; 1), albeit marginally, and ARF IM A(1; ; 0) ARM A(1; 1) models. The 10% signi…cance level might seem rather high as a standard testing level, but since our annual time series have only 86 observations the power of the test must 13 be appropriately adjusted.
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For model selection criteria we calculated the Akaike (AIC) and Bayesian Information Criteria (BIC):
where L is the likelihood function evaluated at the maximum, k is the number of parameters, and T and N is the sample size in the temporal and cross-sectional dimensions, respectively. The two criteria select di¤erent models as the preferred one: the AIC favours the ARF IM A(1; ; 0) ARM A(1; 1) model, while the most parsimonious AR (1) AR (1) is preferred by the BIC. As can be seen from the information criteria formulae (18) (19) , the di¤erence in model selection stems from the fact that while the BIC penalizes for the number of observations, the AIC does not.
The next two lines of Table 5 report the sample standard deviations of expected dividend growth and expected returns. As can be seen, the variability of the implied time series increases when we allow for a more ‡exible model speci…cation than AR(1) AR(1). The variability of the expected excess returns almost doubles when we move from the short memory models to the models that include the fractional integration component. The standard deviation of the expected returns implied by the AR(1) AR(1) model is 3:82% and it goes up to 7:23% for the ARF IM A(1; ; 0) ARM A(1; 1) model. The ARF IM A speci…cation o¤ers a higher variability which is more similar to the volatility of realized returns. On the other hand, the increase in the variability of expected dividend growth is rather moderate and it does not exceed 1%.
In the following line we report the sample correlation between the expected returns and expected dividend growth. The correlation between the two series for the AR ( Lettau and Ludvigson (2005) . point out that this large positive correlation is consistent with higher variation in expected returns and expected dividend growth than apparent from the price-dividend ratio.
In the last two lines of Table 5 we report the R 2 statistics calculated as:
and
where vâr is the sample variance, m 
Forecasts Diagnostics
In this section we formally evaluate the predictions given by the PV model. To do so, we use the classic Mincer and Zarnowitz (1969) regressions, where the …ltered series of expected returns and expected dividend growth are used as predictors:
Good predictors should be optimal ( = 1) and unbiased ( = 0). In Table 6 In Panel B of Table 6 we report the same statistics for the dividend growth se- In summary, the short memory models exhibit strong departure from the unbiasedness and optimal hypothesis for returns and dividend growth. Especially bad performance is noted for the AR(1) AR(1) model that fails all the tests, both of simple and joint hypotheses. Models which account for fractional integration seem to yield good forecasts of returns and also improve the forecasts of dividend growth.
The ARF IM A(1; ; 0) ARM A(1; 1) model seems to perform the best overall.
Out-of-Sample Forecast Exercises
Since it is well known that some models can predict stock returns very well in-sample but perform badly out-of-sample (see e.g. Goyal and Welch (2003) , and Welch and
Goyal (2008)), we examine the out-of-sample forecasting ability of our time series models in Table 7 . Speci…cally, we consider prediction of the models on the last 40 years of data, that is 1971 2011. Panel A presents the benchmark results obtained from using the parameters estimated on the whole sample, thus it consists of insample forecast. As can be seen, the chosen subperiod is much less predictable than the whole period, since the R 2 coe¢ cients from both dividend growth and expected returns are much smaller than those reported in Table 5 The returns predictions generated by the short memory models, AR(1) AR (1) and AR(1) ARM A(1; 1), perform worse than the sample mean, as evidenced by the negative R 2 values. On the other hand, the models that include the fractional integration component predicted better than the sample mean. The degree of prediction is very modest, but nevertheless the R 2 statistic is positive for all models, both for the …xed point method and recursive forecast. We emphasize that the out-of-sample results should be taken with caution since the sample period is very small.
The dividend growth, however, remains still strongly predictable by all models with R 2 ranging between 0:7 to 0:11 for the recursive estimation method. Interestingly, dividend growth is better predicted by the …xed point estimation method than by recursive forecasts. One could expect the opposite relationship, since the recursive forecast should make use of increasing information available to make new forecasts. We interpret this as the e¤ect of small sample uncertainty. Just as with 
Expected Returns and Dividend Growth over the Business Cycle
In Figure 2 we plot the time series of realized (blue line) and expected returns as im- Table 8 we report the slope coe¢ cients with the t statistics calculated from the ordinary least squares (OLS) standard errors (reported in small font) and the regression R 2 . 16 In Panel A we report the regression on expected returns while the regression on implied dividend growth is reported in Panel B.
The results allow us to make a few observations. First, despite the countercyclical nature of both expected returns and expected dividend growth, the latter is a stronger predictor of the business cycle. It is especially visible for predictive regressions of GDP growth; while the expected returns are not signi…cant and have the slope coe¢ cients close to zero, the expected dividend growth have statistically signi…cant slopes at 5% level for all models.
Second, although the signi…cance of the predictors does not change signi…cantly for di¤erent models, we can observe that the models that incorporate the fractional integration component seem to predict better than short memory models. This observation can be made for almost all regressions (the only exception consists of the predictive regressions of GDP growth by the expected dividend growth series), but it is especially evident for prediction of consumption growth by the expected dividends series, where the R 2 value increases from 0:13 for the AR (1) 
Conclusion
In this paper we show that the long range persistence of the price-dividend ratio renders the simple return forecasting regression considered by Fama and French (1988a) as invalid. Moreover, we argue that in …nite sample the order of integration of the log return series should be approximately the same as that of the …rst di¤erenced price-dividend ratio, which induces negative memory in the return series. We found evidence con…rming this conjecture using semi-parametric estimators; we found that the dividend ratio series is nonstationary but mean reverting with a fractional integration parameter estimate of about 0:8, while the return series is characterized by a fractional integration parameter amounting to about 0:2.
We incorporate the fractional integration feature in the PV model using an ARF IM A time series speci…cation. Using model selection criteria we found that the preferable joint model is the one with ARF IM A(1; ; 0) expected returns and ARM A(1; 1) expected dividend growth processes. The fractionally integrated model yields better returns and dividend growth forecasts than the AR(1) model, both insample and out-of-sample. Using Mincer-Zarnowitz style regressions we found that our model correctly captures the variation in expected returns and dividend growth.
Our work has important implications for the popular return forecasting literature.
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The potential imbalance in the regression can be a reason for the very mixed and hotly debated regression results. Also, using a structural model that takes into account the stylized features of the data can certainly help understand the underlying forces. As emphasized by Cochrane (2011) , a correct understanding of the risk premia is vital for macro-prudential regulation and monetary policy.
Notes
1 Lettau and Van Nieuwerburgh (2008) explained the strong persistence in the price-dividend series as a result of structural breaks (or shifts) in the steady state mean of the economy. They showed that if the shifts are accounted for, then the return forecasting ability of the price-dividend ratio is stable over time. These …nd-ings reinforce the long memory argument in the price-dividend ratio. As showed by Diebold and Inoue (2001) , rare structural breaks and long memory are really two sides of the same coin and they cannot be distinguished from each other in …nite samples. On the other hand, Granger and Hyung (2004) established that, if the true series is a long memory process, it is very likely that spurious breaks will be detected. Conversely, even if the true process was generated by occasional breaks, the long memory process can successfully reproduce many features of the true series and (under some conditions) can yield better forecasts. Indeed, Lettau and Van Nieuwerburgh (2008) reported that di¢ culties with detecting the breaks in real time makes it hard to forecast stock returns. An alternative explanation of the long memory feature in the aggregate price-dividend ratio could be due to aggregation. Granger (1980) has shown that "integrated series can occur from realistic aggregation situations" (for example: independent series generated by a …rst order autoregressive process can result in a fractionally integrated series when aggregated).
2 Negative serial correlation in common stock returns at long horizons has indeed been found in many studies (e.g. De Bondt and Thaler (1985) , Fama and French (1988b) , Poterba and Summers (1988) ). This evidence has been interpreted in many studies (such as De Bondt and Thaler (1985) ) as overreaction to past events due to waves of optimism or pessimism among investors. The …nding that investors expect such long-run return reversals, however, supports the idea that mean reversion can be consistent with the e¢ cient functioning of markets as argued by Malkiel (2003) .
3 See also Campbell and Diebold (2009) and references therein. 4 Willinger, Taqqu and Teverovsky (1999) found evidence of small degree of long range dependence in stock returns. On the other hand, Lo (1991) found no statistical evidence of long memory in stock returns. Lobato and Savin (1998) 11 The di¤erence between the observed and implied dividend growth is negligible.
The correlation between these two series amounts to 0:9997.
12 See appendix for details.
13 For a more detailed discussion of this argument see Hendry (1995).
14 The R 2 values for annual returns reported in the literature for the long sample, starting in 1926 are about 3% 9%, see e.g. Campbell, Lo and MacKinlay (1997), ch.7, Goyal and Welch (2003) . The price-dividend ratio is generally found to forecast returns better in the second half of the twentieth century until the 1990s, as evidenced by Campbell et al. (1997) , Goyal and Welch (2003) , Lewellen (2004) and Koijen and Van Nieuwerburgh (2011) . Lettau and Van Nieuwerburgh (2008) considered a 30 year rolling sample and found R 2 values ranging from close to zero to 30%. The log likelihood function is then given by:
with b y t = e + Wb x t , where T is the sample size and k is the size of the system. Table 2 : Semiparametric estimation of the fractional integration parameter for real returns and dividend growth series. The estimators applied are proposed by : Geweke and Porter-Hudak (1985) , Robinson (1995) and Shimotsu (2010 Mincer-Zarnowitz (1969) regressions for real returns (Panel A) and dividend growth (Panel B) for di¤erent present-value models. In Panel A we regress returns on a constant and the …ltered values of expected returns. In the …rst two lines we report the estimated coe¢ cients with their standard errors and in the following two lines the t-statistic for the null hypothesis of unbiased and consistent forecasts, that is H 0 : = 0 and H 0 : = 1 . In the next line we report the F test of the joint null hypothesis H 0 : = 0 and = 1 with the p-values. The last line shows the value of the F test of no autocorrelation of order 1 and 2 in regression residuals with the corresponding p-values. In Panel B we report the same results for dividend growth. Table 7 : Out-of-sample forecast power of di¤erent present-value models. The forecasts are evaluated on the subsample 1971-2011. In Panel A we report the in-sample forecasts calculated by using the estimates obtained from the whole sample and evaluated on the subsample. In Panel B we estimate the models for 1926-1970 and use these estimates to generate forecasts for the rest of the sample. In Panel C we start from estimating the model on the sample 1926-1970 and making the prediction for the next year. In the next step we extend the estimation sample by one observation and make a prediction for the next year, and so on. 
