approach for developing input -output simulations, and to the use of hydrologic models that require modeling the internal processes of a watershed (Zealand et al. 1999) . (Fausett 1994) . Much research has been conducted on ANN hydrological applications ranging from the predictions of peak discharge and time to peak from a single rainfall event to the forecast of hourly or daily river stages or discharges (Smith & Eli 1995; Thirumalaiah & Deo 1998 Campolo et al. 1999 Campolo et al. , 2003 Imrie et al. 2000; Liong et al. 2000; Tokar & Markus 2000; Kim & Borros 2001) . Hu et al. (2005) show that flood flow prediction can be done by using the huge potential of artificial neural network (ANN) models. Dawson et al. (2005) has applied neural networks for flood forecasting in ungauged catchments and found improved estimates when comparing with multiple regression models. Besides ANN, several studies have also been also conducted to use either fuzzy-rule-based techniques over neural networks (Cheng & Chau 2001; Chau et al. 2005; Yu & Chen 2005) or support vector machines to predict floods (Lin et al. 2006 ).
Recent studies have also supported neural networks as an efficient tool for flood forecasting (Chau et al. 2005; Shrestha et al. 2005; Chau 2006; Abrahart et al. 2007 ). Liong et al. (2000) have successfully applied ANN to stage forecasting of Dhaka based on river stages measured at most upstream gauging stations within Bangladesh and at Dhaka inclusively.
In this study, an artificial neural network model has been developed to improve flood forecasting capabilities within Bangladesh. Flood water comes from inside Bangladesh through the Ganges, Brahmaputra and Meghna and their tributaries from India. Chowdhury et al. (1998) show that it takes about three to four days for flood water to reach the central part of the country, e.g. Dhaka city, from the boundary. Therefore, it will be helpful to predict water level using the data from boundary stations for the central part of the country.
STUDY AREA
Dhaka City, the capital of Bangladesh, has been selected as the study area to forecast floods. Dhaka City is surrounded by four major rivers as shown in Figure 1 
GOODNESS OF FIT
To improve the efficiency and reliability of the model, it is necessary to judge the performance of neural networks in both training and validation stages. Various statistical indicators are commonly used to determine the performance of the neural network. The coefficient of determination, R 2 , indicates the strength and direction of a linear relationship between two random variables (Equation (1)).
An R 2 of 1.0 indicates that the model perfectly fits the data whereas 0 means no correlation between observed and predicted values. Root mean square error (RMSE) (also root mean square deviation, RMSD) is a frequently used measure of the differences between values predicted by a model or an estimator and the values actually observed from the thing being modeled or estimated (Equation (2)).
It is obvious that the smaller the RMSE, the better the prediction of the model. The mean absolute error is a quantity used to measure how close forecasts or predictions are to the eventual outcomes (Equation (3)). Models with 
Here, x is the observed value, x is the average of the observed value, y is the predicted value, y is the average of the predicted value, n is the number of observations, e is the error between observed and predicted values and e is the average of errors between observed and predicted values.
Using the above statistical indicators, the goodness of fit of the neural network has been tested in both training and validating stages of the simulation. A summary of the statistical indicators against lead time has been presented in Table 3 . Maximum values of R 2 are found to be 0.968 It has been found that the optimum value of the correlation coefficient is attained for a 4-day lead time.
COMPARISON OF MEASURED VERSUS PREDICTED VALUES
Measured and predicted water levels are compared for various lead times. Plots of 1-to 9-day lead times are shown in Figure 6 . Measured and predicted water levels exhibit a more linear pattern for 4-day lead time. Dispersion from the perfect correlation line is less for 4-and 5-day lead times than others. 
SENSITIVITY OF THE NEURAL NETWORK
The sensitivity of various parameters of the neural network models has been tested. A summary of the optimal values of these parameters of the neural network model has presented in Table 4 . It has been found that the optimum neural network should consist of a single hidden layer with 20 hidden nodes. The optimal value of number of iterations has been found as 1000 with a learning rate of 0.1. Among three activation functions, the sigmod function gives the optimum result. An initial weight of 0.5 and momentum constant of 0.5 produces the best result for the neural found that optimum performance of the neural network can be achieved when the learning rate is 0.1, the number of iterations is 1000, the hidden nodes are 20, the hidden layer is single, the moment constant is 0.5, the activation function is sigmoid and the initial weight distribution is^0.5.
Although there has been significant correlation found between observed and predicted values, there is scope for further improvement of this study. In future, more datasets of major floods in Bangladesh will be available which can be used to train the network. The development of neural network models using data from water level stations outside the country can increase the lead time. Various relevant techniques such as fuzzy optimization and support vector machines can be tested in future. 
