On Kolmogorov-Tamarkin and M. Riesz compactness criteria in function spaces over a locally compact group  by Dinculeanu, Nicolae
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 89, 67-85 (1982) 
On Kblmogorov-Tamarkin and M. Riesz 
Compactness Criteria in Function Spaces 
Over a Locally Compact Group 
NICOLAE DINCULEANU 
Department of Mathematics, University of Florida, Gainesville, Florida 32611 
Submitted by R. P. Boas 
The following compactness criterion is proved: 
THEOREM. Let G be an Abelian locally compact group, p a Haar measure on G 
and E a Banach space. Let L, be any one of the Lebesgue spaces Li(G,,a), 
1 (p < CO, or the Pettis space Yk(G,p). 
A bounded set Kc L, is coonditionally compact if and only if conditions 1 and 3 
and either one of the conditions 2 or 2’ are satis_fied: 
(1) for every Bore1 set A c G with p(A) < 03, the set K(A) = (j,,f(t) du(t); 
f E K) is relatively compact in E, 
(2) lim, ur *f =f strongly in L,, uniformly for fE K, where (u,.) is an 
approximate unit, 
(2’) limsdofs =f strongly in L,, uniformly for f E K, wherefl(t) = f (s + t), 
(3) lime &f = f strongly in L,, uniformly for f E K, the limit being taken 
along the increasing net lfor inclusion) of all compact sets C c G. 
For the case of real-valued functions on the real line, the version with condition 2 
was proved by Kolmogorov, Tulajkoff, and Tamarkin; and the version with 
condition 2’ was proved by M. Riesz. They used the approximate unit 
10, = Palm’ B,-,,,, and compact sets C = [--A’, N]. 
1. INTRODUCTION 
Kolmogorov [lo], Tamarkin [ 151, and Riesz [ 121 gave necessary and 
sufficient conditions for strong compactness of sets K in the spaces Lp over 
the real line R, endowed with Lebesgue measure (see, e.g., [8, Theorem IV, 
8.201). These conditions are expressed in terms of uniform convergence on 
K, of convolution and translation operators, in the strong topology of Lp. 
In this paper we shall extend the Kolmogorov-Tamarkin and Riesz 
criteria in several directions: we shall consider an arbitrary Abelian locally 
compact group G endowed with Haar measure, instead of the real line R and 
Lebesgue measure; we shall consider Lebesgue spaces Lg and Pettis spaces 
9; of Banach-valued functions, instead of spaces Lp of scalar-valued 
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functions; we shall consider an arbitrary approximate unit, instead of the 
particular one, u = (2a))’ #,-a,a, used before. In this frame work, we shall 
give (Theorem 14) necessary and sufficient conditions for strong 
compactness in the space Lg for the usual norm jlf&,, as well as in the Pettis 
space 9; for the Pettis norm (f),. These conditions are still expressed in 
terms of strong convergence of convolution and translation operators. For 
this, we need to define, first, the convolution of Pettis-integrable functions 
and to extend to this case some of the properties of the convolution of 
Bochner-integrable functions, proved in [ 7). 
In a forthcoming paper [6], we shall prove the same criteria for weak 
compactness in the spaces Lg and 9;. These weak compactness criteria are 
new even in the classical case Lp over the real line with Lebesgue measure. 
Some of the preliminary results (e.g., Lemma 2, Theorem 3, Propositions 
12 and 13), necessary in the proof of the weak-compactness criteria, in 16 1, 
have the same proof as in the strong-compactness case of the present paper. 
Accordingly, these results are stated and proved here, both for the strong and 
for the weak topologies. 
2. GENERAL COMPACTNESS CRITERIA IN NORMED SPACES 
Let F be a normed space. A set Kc F is said to be relatively strongly 
(resp. weakly) compact if its closure in the strong (resp. weak) topology is 
compact for the corresponding topology. 
Instead of relatively strongly compact we say also relatively norm compact 
or, simply, relatively compact. 
A set Kc F is said to be conditionally strongly (resp. weakly) compact if 
every sequence from K contains a strong (resp. weak) Cauchy subsequence. 
Here, again, instead of conditionally strongly compact we shall say 
conditionally norm compact or, simply, conditionally compact. Every 
relatively compact set is conditionally compact; conversely, if F is a Banach 
space, then any conditionally compact set is relatively compact. Similarly, 
every relatively weakly compact set is conditionally weakly compact; 
conversely, if F is weakly sequentially complete, then any conditionally 
weakly compact set is also relatively weakly compact. Examples of weakly 
sequentially complete spaces are: the Lp(,u) spaces with 1 Qp < co, and 1; 
spaces with 1 <p < co and E weakly sequentially complete Banach space 
(see [ 3, Corollary 31). 
Lemma 1, due to Phillips (see [8, IV, 5.4 1) will be used frequently; in 
particular it will be applied to the Pettis space, which is not a Banach space, 
in general. 
LEMMA 1. Let F be a normed space and (T,) a generalized sequence of 
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continuous-linear operators on F, such that sup, 11 Tail < co and 
lim, T,x = x, strongly, for every x E F. A set K c F is conditionally strongly 
compact tf and only tf: 
(1) T, K is conditionally strongly compact in F, for each a; 
(2) lim, T,x = x, strongly in F, uniformly for x E K. 
In [8] this lemma is stated for a Banach space F, but the proof for the 
normed space is the same. 
One of the implications in Lemma 1 is true in the following more general 
situation (see [2, Lemma 61): 
LEMMA 2. Let S be a set, F a normed space, (f,) a generalized sequence 
of functions f,: S + F and f: S + F a function. 
(9 Iflim,f,(s> =f ( 1 t s s rongly in F, uniformly for s E S, and tf each 
f,(S) is conditionally strongly (resp. conditionally weakly) compact, then 
f(S) is also conditionally strongly (resp. conditionally weakly) compact. 
(ii) If F is a Banach space, if lim,f,(s) =f(s) strongly in F, 
untformly for s E S, and if each f,(S) is relatively weakly compact, then f (S) 
is also relatively weakly compact. 
(iii) If (f,,) is a sequence of functions f,: S + F such that lim, f,(s) = 
f(s) weakly in F, untformly for s E S, and tf each f,,(S) is conditionally 
weakly compact, then so is f(S). 
Remarks. (1 *) If lim, f,(s) =f(s) strongly in F, uniformly for s E S, 
we can always find a sequence (a,,) such that lim,f,,(s) =f(s) strongly in F, 
uniformly for s E S; therefore, assertion (i) with conditional-weak 
compactness follows from assertion (iii). 
(2*) The converse of Lemma 2 is not true, in general. In case S is a 
subset of a normed space F, and f, are linear operators on F, Lemma 1 is a 
converse of Lemma 2(i) for the strong compactness. We shall show in 16 ] 
that in particular cases, assertions (ii) and (iii) of Lemma 2 have also a 
converse, for weak compactness. 
As a first application of the preceding criteria, we shall prove now an 
extension of the Arzela-Ascoli theorem, which, in turn, will be used in the 
proof of subsequent theorems. 
THEOREM 3. Let S be a compact Hausdorff space, E a Banach space, 
and C,(S) the space of continuous functions f: S --t E, endowed with the sup 
norm. 
(a) A set Kc C,(S) is relatively norm compact 17 and only tf the 
following two conditions are satisfied: 
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(1) K is equicontinuous; 
(2) for every s E S, the set K(s) = (f(s); f E K} is relatively norm 
compact in E. 
(b) If K is equicontinuous and if for every s E S the set K(s) is 
relatively weakly (resp. conditionally weakly) compact in E, then K is 
relatively weakly (resp. conditionally weakly) compact. 
Proof: Part (a) is a particular case of Theorem 2 in [ 1, Chap. X, 
Sect. 2.51. We shall give here a simultaneous proof for both parts (a) and 
(b). Let E > 0. Since K is equicontinuous, for each point s E S there is an 
open set V 3 s such that if s’, s” E V, then If(s’) -f (s")l < E. Since S is 
compact, we can find a finite family VI,..., Vk of open sets covering S, such 
that every function f E K has oscillation less than E on each Vi. Let A I ,..., A, 
be a partition of S such that Ai c Vi for each i, and choose si E A i for 
i = 1, 2,..., k. For each function f E K define 
Ucf= t $Aif(Si). i=l 
The space C,(S) can be embedded isometrically as a closed subspace into 
the space B,(S) of all bounded functions f: S --) E, endowed with the sup 
norm. Then U, is a mapping of K into BE(S), and we have 
lU,f(s) -f(s)1 < EY 
for every s E S and every f E K. Moreover, 
U,K= if(Si)$~,;fEK! 
I 
c i K(si) #ai; 
i=l i=l 
therefore, if the sets K(si) are relatively norm (resp. relatively weakly or 
conditionally weakly) compact, then so is U,K. 
Taking E = l/n, we can find a sequence (U,,) of mappings from K into 
BE(S), such that 
II&f-fll < l/n7 
for every fE K, i.e., such that U,, f -+ f in BE(S), uniformly for f E K. Since 
each U,K is relatively norm (resp. weakly or conditionally weakly) compact, 
so is K, by Lemma 2, and this proves part (b), as well as the first implication 
of part (a). The other implication of part (a) is straightforward. 
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3. CONVOLUTION OF PE~TIS-INTEGRABLE FUNCTIONS 
In all the rest of the paper G will be an Abelian locally compact additive 
group, ,u a Haar measure on G and E a Banach space. We denote by Lg, 
1 <p ( co, the space of functions f: G + E which are ,u-measurable and 
satisfy IfI” E L’. The integral If(t) dp(t) will also be written if(t) dt. The 
reader interested only in the spaces Lz can skip Sections 3 and 4. 
In [7, Sect. 241, we defined the convolution of vector-valued functions 
using the Bochner integral. We shall extend here the definition of the 
convolution of a Pettis-integrable function with a scalar-valued function, 
using the Pettis integral. 
We recall that a function f: G -+ E is said to be Pettis-integrable, if for 
every x* E E*, the scalar-valued function (1, x*) is p-integrable, and if for 
every Bore1 set A c G, there is an element x, E E satisfying 
(xA,x*)= . (Lx*)& I for every x* E E*. A 
The element xA is called the Pettis integral off over A and is denoted by 
hfdt 
(jAfdw*)=jA (.Lx*)dt. 
For A = G, we write, simply, lfdt instead of I,fdt. Iff is Pettis-integrable, 
we have 
(f), := ,yl j I(f; x*>l dt < 03 and 
We denote by 9; the set of functions f: G + E which are strongly ,u- 
measurable and Pettis-integrable, endowed with the seminorm (f ), . We call 
9: the Pettis space. It is not complete, in general. 
The space Lh of Bochner-integrable functions is a dense subspace of Yk, 
and (f), < ]I f ((i for f E Li. In particular, the step functions of Lk, and the 
continuous functions with compact support are dense in 9;. 
Some of the properties of the convolution of Bochner-integrable functions 
can be easily extended for Pettis-integrable functions. First of all, the Pettis 
integral is invariant with respect o the group translations. 
PROPOSITION 4. If f: G + E is Pettis-integrable and h E G, then the 
function f h: G -+ E defined by f h(t) = f(h + t) for t E G is Pettis integrable 
and we have lf(t+h)dt=If(t)dt and (fh)l=(f)l. If fEPk, then 
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f h E Yk and the mapping Th: 9’;. -+YL defined by Thf=fh forfEY’;, is 
linear and continuous, and (1 Th // = 1. 
Proof: Let x*E E* and let A c G be a Bore1 set. Then the scalar 
function t--t (f (t + h), x*) is p-integrable over A and we have 
1 A (f”,x*)dt= I’ (f(t+h),x*)dt ‘A 
= I-, (f(t),x*)dt= (jA-hf(f)df,X*)T 
therefore, f h is Pettis-integrable and 
i, f0 + h) dt = I, _ hfW dt. 
The equality in the statement follows taking A = G. The rest of the proof is 
straightforward. 
PROPOSITION 5. Zf f E S?;, then the mapping h --) f h of G into 9;. is 
un$ormly continuous. 
ProojI Let E > 0. There is a function g E Lk such that (f - g), ( E. Then 
(f’ - g’), < E for every t E G. By [7, Proposition 23.181, the mapping h + gh 
of G into LL is uniformly continuous: there is a neighborhood I/ of 0 in G 
such that for t - s E V we have 1) g’ -g’](, < E; hence (g’ - g”)r < E; 
therefore, (f’-f”)l~(f’-g’)l+(g’-g”),+(g”-fS),~3~, and this 
proves that h +fh is uniformly continuous. 
The Pettis integral is also invariant with respect o the group inversion. 
PROPOSITION 6. Zf f: G -+ E is Pettis-integrable, then the function 
fi t + f (-t) is also Pettis-integrable and we have 
ff(-t) dt = !f(t) dt and <fh = (.I?, .
Zf f E Yk, then j;E i”;. 
Proof. Let f: G + E be Pettis-integrable. For every Bore1 set A c G and 
for every x* E E* we have 
( (j-(-t), x*) dt = 1 (f(t), x*) dt = j f(t) dt, x* 3 
-A -A -A 
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hence 
jA ft-t) dt = j SW dt. 
-A 
It follows that the function t +f(-t) is Pettis-integrable. Taking A = G we 
get lf(-t) dt = If(t) dt. 
We define now the convolution of a Pettis-integrable function f with a 
scalar-valued function $. 
DEFINITION 7. Let f: G + E be a vector-valued function and 0: G + R a 
scalar-valued function. Let G, be the set of all points t E G such that the 
mapping s -+ f (s) $(t - s) is Pettis-integrable. We define the convolution 
f*@G,+E by 
(f*@)(t)= jf(s)((t-s)ds= jf(t-s))(s)ds for tE G,. 
We shall see that if f is Pettis-integrable and 4 E L*, then G, = G. 
We have f * 4 = 4 *f: We shall write f * 4(t) instead of (f * Q)(t). For 
every t E G, and x* E E* we have 
(f * 4(t), x*> = (f x*> * 4(t)* 
PROPOSITION 8. If A is the support off and B is the support of 4, then 
the support off * o is contained in the closure of A + B. If f and o have 
compact supports, then f * Q has compact support. 
Proof If t 6Z A t B, then for every s E A we have t-s 6L B, hence 
#(t - s) = 0; therefore, If(s) #(t - s) ds = 0. 
Some of the properties of the function d are inherited by the convolution 
f*@. 
PROPOSITION 9. 
(a) If f is Pettis-integrable and Q E L”O, then f * o is deftned 
everywhere, is bounded and 
If * o(t)1 < (f )1 11~11,1 for t E G. 
(b) If, moreover, f E PL, then f * Q is continuous on G. 
(c) If f is Pettis-integrable and tf 4 is bounded and untformly 
continuous, then f * o is also bounded and untformly continuous. 
(d) IffE2Yk and #EL1nLm, then f * 4 is bounded, continuous, 
belongs to J%, and (f * 9h < (f), ll~lll. 
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Proof Let f be Pettis-integrable. Assume first that 4 is a Bore1 step 
function. For each t E G, the function s +f(t - s) is Pettis-integrable, hence 
the function s+ #(s)f(t - s) is Pettis-integrable. It follows that the con- 
volution 
is defined for every t E G, and 
For every Bore1 set A c G, taking @,,, $ instead of 4, we deduce that 
Now let #EL”O and (4,) be a sequence of Bore1 step functions such that 
I[#,, - 411, -+ 0. For each Bore1 set A c G and for each t E G we have 
I(~ah> *f(t) - @.4hfJ *fWl G II@” - hllrn(f>l~ 
hence (h h) *f(t) is a Cauchy sequence in E. Define 
x, (0 = liybh 4,) * f(O E E. 
For every Bore1 set A c G, every t E G and every x* E E*, the 
functions s + #a(~) #,(s)(f(t - s), x*) converge to the function 
s + #A(~) #(s)(f(t - s), x*), both pointwise and in L’, since (f, x*) E L’ and 
II $A 4, - #A 4 jlrn + 0. In particular 
iA $(s)(f(t - s), x*) ds = IiF !, #,(s)(f(t - s), x*> ds 
=li$(da),) *f(t>,x*)= (x,,x*). 
It follows that the function s + #(s)f(t - s) is Pettis-integrable, i.e., the 
convolution 4 *f(t) is defined for every t E G, and 
I4 *fWl G Il4lw-1, for all t E G. 
Now 1etfE 9; and prove that 4 *f is continuous on G. We can assume that 
(I 411, > 0 and (f), > 0 (otherwise, 4 *f = 0). Let f, and E > 0. There is a 
continuous function f’ with compact support K such that (f’), > 0 and 
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(f-f’)l < 43 llama s ince f’ is uniformly continuous on G, there is a 
neighborhood V of 0 in G such that for every s E V and z E G we have 
If’(z) -f’(z + s)l < 43 11911, Y(K). 
If sE V and t@K-t,, then t+t,&K and s+t,+t& V+K; therefore, 
f’(t + to) =f’(s + t + to) = 0. If s E V and t E K - t,, then t + t, E K, hence 
If’@ + to> -f’b + t + 44 < 43 11~11, PW). 
It follows that for s E V we have 
ll~llm j If’@ + to) -f’@ f t + to>l dt < 43. 
Then, for s E I’, 
I($ *f)(t,) - @ *m + tcJl 
s 11411, sup (f(t, t t) --f’(t, t 9, x*> dt 
IX’l<l 
. (f’(s t t, t t) -f(s t t, t t), x*) dt ,< E, 
hence, 4 *f is continuous at t,. Since t, was arbitrary, we deduce that 4 *f is 
continuous on G, which proves (b). 
To prove (c), let f be Pettis-integrable and Q bounded and uniformly 
continuous. Let E > 0; there is a neighborhood V of 0 in G such that 
I#(s + z> - #(z)l < ~l[(.fIl + 11 for SE V and z E G. 
Then, for s E V and z E G we have 
If* $6 + z) -S * #@)I = j $6 + z - t>f(O dt - j $(z - OfW dt 
S ,;;I', j 146 + z - t) - 9(z - 01 I(fW, x*>l dt 
s 6 
hence, f x Q is uniformly continuous. 
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Finally, assume f E Y;“$ and $ EL’ n La. For each x* E E* and t E G 
we have 
(f * 4(t), x*> = (f, x*> 4(t). 
Since (f,x*)EL’ and gEL’, it follows that (f,x*)*#EL’, hence 
(f* 4,x*) E L’, and 
Il(f* 97 x*>lll G IlU x*>IlI 11~111 G u-h lIx*ll ll4ll*; 
therefore, for every Bore1 set A c G we have 
Iv (f* $4x*) dt G WI ll4lll IIx*Il. A 
If fE LL, then f * 4 E LL (see [7, Proposition 24.40]), hence f * 4 E 9;., 
and from the above inequality, for every Bore1 set A c G we deduce, 
Now let fE Yk and (f,) be a sequence of functions from LL such that 
(f, -f )r + 0. Let A c G be a Bore1 set. Then 
I jA f, * 4(t) dt - jAfm * 4(t) dt 
= I! (fn-fm)*#(t)dt G(fn-fm>,lI~II,~ A 
therefore, the following limit exists in E: 
xA = lim . f,, * $(t) dt. 
1 n A 
On the other hand, for each x* E E* we have 
IJ A (fn * 9(t), x*> dt - jA (f * 9(t), x*> dt 
= ; ((fn-f)*O(t).x*)dt GIl#ll,(fn-f>,, 
therefore 
li? r, (f, * #(t), x*> dt = j, (S* W), x*> dt. 
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Since for each n we have 
passing to the limit we obtain 
1 (f* #(t),x*)dt= (x..,,x*), A 
hencef* Q is Pettis-integrable and df* #), < (f)r ]/#j]r. Moreover, sincef* d 
is continuous and bounded, by b, we deduce that f * d E 4pk. 
4. APPROXIMATE UNITS 
Let Y be a basis of relatively compact neighborhoods of 0 in G. For each 
VE ‘Y, we choose a real-valued function z+ defined on G, such that u, is ,D- 
measurable, positive, bounded, symmetric (i.e., Us = a,(t)), vanishes 
outside V, and I r.+(t) dt = 1. Such a net (a,) is called an approximate unit 
(usually, an approximate unit is required to consist of continuouS functions 
uy, but for the purpose of this paper, continuity is not necessary). For 
example, we can take u, = (4, + 9-,)/F(V). If fE L,, 1 <p < co, then 
lim, U, *f=f, strongly in L$ (see [7, Proposition 24.471). This property 
remains valid if we replace Lg by Yb. 
PROPOSITION 10. IffE 5/z, then lim, U, *f =f, strongly in 9;. 
ProoJ LetfE -!YL and x* E E* with Ix*/ < 1. Then 
j Ku, *f(t) -f(t), x*>l dt < j dt j +(s) IW - s> -f(t), x*>l ds 
= 
J 
. z+,(s) ds j /(f-“(t) -f(t), x*)1 dt 
Since the mapping s +f m-S of G into 9: is uniformly continuous, for 
every E > 0 there exists a neighborhood VE Y such that if s E V, then 
(f-“-f), < E; then 
j I&, *f-f, x*>l dt G E 1 &,(S> ds = &; 
therefore, (u, *S-J), < E, hence lim, U, *f = f in the norm of YL. 
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5. STRONG COMPACTNESS IN LEBESGUE SPACES L; 
AND IN THE PETTIS SPACE Y"A 
We shall now give a characterization of conditionally strongly compact 
sets in the spaces Lg, 1 <I, < co and in the space 9; (over a locally 
compact group G, equipped with Haar measure ,u). The weakly compact sets 
will be studied in [6]. However, Propositions 12 and 13 which will be used 
in the proof of the main compactness criteria, are stated in this section for 
both topologies, strong and weak. 
To simplify the notations, we shall denote by L, any one of the Lebesgue 
spaces Lg, 1 <p < co, or the Pettis space pk. Correspondingly, we shall 
writeL=LPifLE=Li,andL=L’ ifL,=Y’/‘2.. 
We shall consider on L, the following three kinds of operators: 
(I) The “restriction” operators R,. For every compact set Cc G 
we define R, on L, by R,f = f#c for f E L,. It is clear that R, is linear and 
continuous and llRclj = 1. Moreover, for everyfE L, we have 
lim R,f =f strongly in L,, 
where the limit is taken along the increasing net (for inclusion) of all the, 
compact subsets of G. 
(II) The “translation” operators Th. For each h E G we consider 
the operator Th defined on L, by 
Vhf W) =f (I+ h) for fE L, and tE G. 
Then Th maps L, onto L, and is a linear isometry. For every f E L,, the 
mapping h + Th of G into L, is uniformly continuous (see Proposition 5 and 
[ 7, Proposition 23.181). In particular, for every f E L, we have 
?,iq Thf=f strongly in L,. * 
(III) The “convolution” operators TV. Let (uV) be an approximate 
unit. For each V we define the operator Ty on L, by 
Tvf = uv *f for fEL,. 
Then T, is linear and continuous and ]] Tvlj Q 1. Furthermore, for every 
f E L, we have 
li? T,f =f strongly in L,, 
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where the limit is taken along the decreasing net (for inclusion) F which 
defines the approximate unit. 
Lemma 11 expresses the convolution as a Bochner integral, and will be 
used in the proof of Proposition 12. 
LEMMA 11. Let f E L, and 4 E L ’ n L”O. Then the mapping 
h + 4(-h) Thf of G into L, is Bochner-integrable, its integral belongs to L,, 
and 
d *f(t) = ( j #t-h) T”fdh (tX 1 
for p-almost all t E G. 
Proof: We remark first that 4 belongs to any space L9 with 1 < q < +a~, 
therefore 4 *f is defined everywhere, is continuous and bounded, and belongs 
to L, (see Proposition 9, and [7, Propositions 24.40 and 24.441). On the 
other hand, the mapping h + T”f of G into L, is uniformly continuous and 
bounded, and h + 4(-h) belongs to L’, therefore the mapping h -+ 4(-h) Th 
of G into L, is Bochner-integrable and its integral belongs to the completion 
Li of L,. If we prove the equality of the statement, it will follow that the 
integral ] 4(-h) T”f dh belongs to L,. 
Consider L ’ n L”O endowed with the L ’ norm and let 
B,:(L’nL”O)xL,-+L,cL~andB,:(L’~L*)xL,-+L~bedefinedby 
B,Mf I= Q *.L B&f) = 1‘ 4(-h) T”f dh. 
These bilinear mappings are continuous: 
and 
II B&f IL, < .I’ II 4(-h) ?/II,, dh 
= !‘ I d(-h)l II T’YIL, dh = 1 I WI Ilf IhE dh 
= llilll Ilf IL,’ 
Since the continuous functions with compact support are dense in L ’ Cl L* 
for the L ’ norm and in L,, it is enough to prove that B,(#, f) = B,@, f) for 
4 and f continuous with compact support. Assume therefore that f belongs to 
the space X,(G) of continuous mappings with compact support from G into 
409/89/M 
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E, endowed with the sup norm, and 4 E .J’ (G), the space of scalar functions 
on G which are continuous and have compact support. 
By [7, Theorem 23.41, the function h + Thf of G into .i;%,(G) is uniformly 
continuous, hence the function h + 4(-h) T”f of G into .&.(G) is continuous 
with compact support. Moreover, if A is the support off and B is the support 
of Q, then for each h E B, the support of the function 4(--h) T”f is contained 
in the compact set C = A - B. Therefore, the mapping h + 4(-h) T”f takes 
on values in the Banach space .RE(G, C) of continuous mappings from G 
into E, with support contained in C. Then the integral “i 4(-h) Thf dh belongs 
to the space .TE(G, C). By 17, Theorem 2.131, for every continuous-linear 
functional U on .&.(G, C), the scalar mapping h -+ (4(-h) T”f U) belongs to 
.W(G, C) and 
1.4(-h) Thfdh, U (4(-h) T”f. U) dh. 
In particular, if for each t E G we consider the continuous-linear functional 
U = E, defined on .Z’(G, C) by sl( g) = g(t) for g E .&(G, C), we get 
('#(-h) T"fdh (t)= )'d(-h)T'Y(t)dh = (4 *f)(t), 
i.e., B,(Q, f) = B,(#, f) and thus, the lemma is completely proved. 
The relationship between the operators Th and T, is given in 
Proposition 12. 
PROPOSITION 12. Let K c L, be a set and (V,) a decreasing net (for 
inclusion) of relatively compact neighborhoods of 0 in G. For each a let u,= 
be a positive, bounded, symmetric, p-measurable function vanishing outside 
V,, and such that (] u,,]] 1 = 1. Then condition (A) implies condition (B). 
tA) limha’n Thf =f, strongly (resp. weakly) in L,, uniformly for 
fE K; 
PI lima uyo * f = f, strongly (resp. weakly) in L,, uniformly for 
fE K. 
Proof: Let f E K and V be any relatively compact neighborhoods of 0 in 
G. By the Lemma 11, we have (identifying functions equal ,u-a.e.) 
hence 
uv *f = 1. u”(h) Thf dh E L,, 
u,*f-f= &(h)[T”f-f]dh. .I 
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For every continuous-linear functional U on L, we have then 
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If condition (A) with weak convergence is assumed, this means that for 
every E > 0, there is a(&, U) such that for any a > a(&, U) and for any h E V, 
we have 
IKW-“6 U>l <E for all fE K; 
consequently, for a > a(&, U), 
KU”, *f-f. U>l < E for all fE K, 
i.e., condition (B) with weak convergence is satisfied. 
If condition (A) with strong convergence is assumed, this means that for 
every E > 0, there is a(e) such that for any a > a(e), for any h E V,, and for 
any continuous-linear functional U on L, with I/ U/I ,< 1 we have 
i.e., condition (B) 
I WFfT U)l < E for all fE K; 
consequently, for a > a(e) we have (I uy, *f-fill., < E; 
with strong convergence is satisfied. 
Proposition 13 is the main step in the proof of both 
compactness criteria. 
strong and weak 
PROPOSITION 13. Let K c L, be any set and 4 E L” a function with 
compact support V. Assume that the following three conditions are satisfied: 
(1) K is bounded in L,; 
(2) For any Bore1 set A c G with p(A) < co, the set K(A) = {JA f dp; 
f E K) is relatively norm (resp. relatively weakly or conditionally weakly) 
compact in E; 
(3) There is a compact set C c G such that f = f#c for all f E K. 
Then the set 4 * K = {# *f,f E K} is relatively norm (resp. relatively 
weakly or conditionally weakly) compact in L,. 
Moreover, if Q is continuous, or if L, = Lg with 1 < p < 03, then $ * K is 
relatively norm (resp. relatively weakly, or conditionally weakly) compact in 
C,(G, V + C), the space of continuous functions f: G + E vanishing outside 
v+ c. 
Proof In order to simplify the writing, let us call t-compactness any one 
of the three properties: relative-norm compactness, relative-weak 
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compactness, or conditional-weak compactness. The proof is devided into 
several steps. 
(a) We shall prove first that for each t E G, the set # * K(t) = (4 *f(t), 
j-15 K} is r-compact in E. This is true if 4 is a step function of the form 
4 = C $Aiair where (Ai) is a jhite family of Bore1 sets contained in V and 
ai E R. In fact, for each fixed t E G and any fE K we have 
hence 
#*K(t)= XaiJ 
I 
f(S)dS;fEK cCaiK(t-Ai). 
f-Ai ! 
Since each set K(t -Ai) is r-compact, by hypothesis (2), it follows that 
Q * K(t) has the same property. 
If # is not a step function, there is a sequence (4,) of Bore1 step functions 
vanishing outside V and converging to 4 uniformly on G. By the first part of 
the proof, for each t E G, the sets $, * K(t) are r-compact in E; moreover, 
4, *f(t) -+ (b *f(t) strongly in E, uniformly for fE K. In fact, for t E G and 
f E K we have 
where A4 = sup{)lfjI,,; fE K}. H ence 0, *f(t)+ # *f(t) strongly in E, 
uniformly for fE K. From Lemma 2 we deduce that $ * K(t) is also r- 
compact in E. 
(b) If L, is Li with 1 <p < co, then 4 * K is equicontinuous on 
V + C, hence it is r-compact in C,(G, C + P’) and in LE. 
In fact, for each f E K, the function 4 *f is continuous on G and has 
support contained in the compact set V $ C. If t,, t E V + C andfE K, then 
I4 *f(t) - 4 *fkJl = j GW - s> - Wo - s>>f(s) ds 
< - I TV-s) - ~*“d(-sl If(s>l ds I 
< II Tf4 - ~t”dII, M, l/p + l/q = 1. 
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Since q ( co, the mapping t -+ T’# of G into Lz is continuous (see [7, 
Proposition 23.181); hence the set ( * K is equicontinuous on V t C. By 
Theorem 3, 4 * K is r-compact in C,(G, C t v), therefore, also in Lg. 
(c) If L, is Lk or 9; and $ is continuous, then 4 x K is equicon- 
tinuous on C + I’, therefore it is r-compact in C,(G, C + V) and in L,. 
In fact, d is uniformly continuous on G, hence the mapping t + T’# of G 
into the space K(G) ( f o continuous scalar-valued functions on G with 
compact support) is uniformly continuous (see [7, Proposition 23.41): for 
each E > 0, there is a symmetric neighborhood U, of 0 in G such that if 
t-t,,E U,, then 
I V(s) - T’“V(S>)l < 8, for all s E G. 
Then, for t - t, E U, and for all f E K we have 
I$ *f(t) - Q *f(t,)l = j. (T’$(-4 - T’W-s))f(s) ds < EM, 
hence 4 * K is equicontinuous on G. From Theorem 3 we deduce then that 
4 * K is r-compact in C,(G, C + I’), therefore also in L,. 
(d) If L, is LB or PA, and 4 as in the hypothesis of the theorem, then 
d * K is r-compact in L,. 
In fact, there is a sequence (4,) of continuous functions vanishing outside 
V such that 4, -+ 4 in L’. For each n, the set 4, * K is r-compact in L,, by 
the preceding step. For each 4, and each f E K we have 
II~,*f-~*fll,,~Il~~-~lll I fllL,a41-411,~~ 
therefore, 4, *f -+ Q *f strongly in L,, uniformly for f E K. By Lemma 2, it 
follows that d * K is also r-compact in L,. 
We are now able to state and prove the strong compactness criterion. 
THEOREM 14. Let L, be any one of the spaces L;, 1 <p ( oc), or 4”;) 
and let (uy) be an approximate unit. A bounded set Kc L, is conditionally 
norm compact if and only if conditions (1) and (3) and either one of the 
conditions (2) or (2’) below are satisfied: 
(1) for every Bore1 set A c G with u(A) < 00, the set K(A) = 
{l, f (t) dt; f E K ] is relatively norm compact in E, 
(2) lim, u, *f = f strongly in L,, uniformly for f E K, 
(2’) lim,,, Thf = f strongly in L,, uniformly for f E K, 
(3) lim, #c f = f strongly in L,, uniformly for f E K, the limit being 
taken along the increasing net of all compact sets C c G. 
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If all functions of K vanish outside some common-compact set C, then 
condition (3) is superfluous. 
ProoJ First assume conditions (1) and (3) are satisfied. For every 
compact set C c G, we can apply Proposition 13 to the set K$,- = 
(f’c;fE K} and deduce that for every V, the set U, * (Kg,.) is relatively 
norm compact in L,. 
If, in addition, condition (2) is satisfied, then the mappings 
T,,,:f+ U, * (f$c) of K into L, have relatively norm-compact range and 
converge uniformly on K to the identity mapping on K, hence K is 
conditionally norm compact, by Phillips’ lemma (or by Lemma 2(i)). In fact, 
for fE K we have, 
hence, lim “,c TV,Cf =f, strongly in L,, uniformly for SE K. 
Finally, if condition (2’) is satisfied, then by Proposition 12, condition (2) 
is also satisfied, hence K is conditionally norm compact. 
Conversely, if K is conditionally norm compact in L,, then condition (1) 
follows from the continuity of the mapping f-+ j,fdp of Lk into E; 
conditions (2), (2’), and (3) follow from Phillips’ lemma. 
Remarks. For the case of real-valued functions on the real line, the 
version with condition (2) was proved by Kolmogorov [lo] for 1 < p < 00 
and by Tulajkoff [ 171 for p = 1, in case the functions of K vanish outside a 
common interval; and by Tamarkin [ 151 in case K is arbitrary. These 
authors considered neighborhoods of the form V = [-a, a] of 0, compact 
sets of the form C = [-N, N], and used the approximate unit uV = 
(l/24 fLal. For the version with condition (2’) see Riesz [ 121. For finite- 
dimensional valued functions defined on R”, see Nicolescu [ 111. For an 
extension to locally compact groups see Teleman [ 16 ] and Weil [ 181. 
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