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Ces quatre années de thèse ont été pour moi une aventure très riche d’un point de vue
humain et scientifique. Il est particulièrement difficile de remercier toutes les per-
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avoir tout au long de ma thèse et ses conseils avisés.
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2.6.2 Les machines à vecteurs de support . . . . . . . . . . . . . 35
2.6.3 Problème des classes déséquilibrées . . . . . . . . . . . . . 36
2.7 Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
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5.2.3 Évaluation sur HLF-TRECVid 2008 . . . . . . . . . . . . . 89
5.2.3.1 La collection de données . . . . . . . . . . . . . 90
5.2.3.2 Résultats obtenus . . . . . . . . . . . . . . . . . 90
5.2.4 Analyse des résultats . . . . . . . . . . . . . . . . . . . . . 90
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1
Introduction
Les moyens de communications ont connu un bouleversement radical avec la démo-
cratisation de la technologie numérique durant cette dernière décennie. En effet, la
baisse des prix des appareils photos numériques et leur intégration quasi-systématique
aux téléphones mobiles a rendu les appareils photos omniprésents dans la vie quoti-
dienne des consommateurs. Les consommateurs ont alors acquis de nouveaux réflexes
en capturant des images ou des vidéos quand ils veulent, partout où ils vont et
en capturant des scènes auxquelles ils ne se seraient jamais intéressés avant la
démocratisation des téléphones mobiles. Aujourd’hui, il y a plus de photos prises par
des téléphones mobiles que par des appareils photos. En effet, sur les 5,2 milliards
de mobiles actuellement en service, 4,4 milliards sont dotés d’un appareil photo.
L’émergence des plateformes de partage en ligne et de réseaux sociaux (Youtube,
Dailymotion, Flickr, Snapchat, Instagram, Vine, Facebook, . . .) a modifié les compor-
tements sociaux des utilisateurs. Par conséquent, les utilisateurs créent et partagent
de plus en plus de documents multimédias. La plateforme de partage de vidéos en
ligne créée en 2007, Youtube, a annoncé plus de 100 heures de vidéos téléversées
chaque minute sur leur plateforme en 2013 contre 35 heures de vidéos téléversées
chaque minute en 20101. La plateforme de partage d’images en ligne Flickr a an-
noncé que le nombre d’images téléversées par jour s’est multiplié par trois en 2013
pour atteindre plus de 1,6 millions d’images téléversées par jour2. La tendance est la
même chez Facebook où plus de 350 millions de photos sont téléversées chaque jour.
Ceci fait de Facebook la plus grande  bibliothèque de photos au monde , avec 250
milliards d’images, soit près de 30 fois plus que Flickr et 70 fois plus qu’Instagram.
Pour avoir un ordre d’idée, le nombre total de photos mises en lignes et partagées
1http://www.youtube.com/yt/press/statistics.html
2http://blog.flickr.net/en/2014/02/06/a-note-of-thanks-2/
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quotidiennement en 2013 a été évalué à 1,2 milliards selon le rapport annuel sur les
tendances chiffrées d’Internet de Mary Meeker [Meek 13].
Par ailleurs, la décroissance très rapide des coûts de stockages et la hausse
constante de l’utilisation du Cloud, ont incité les utilisateurs à troquer l’archivage
papier ou assimilé pour l’archivage numérique. En effet, les coûts de stockage sont
en baisse en moyenne de 38% par an depuis 1992. À titre d’exemple, les disques
durs externes affichent, de nos jours, des prix très abordables pour de très grandes
capacité. De plus, le recours aux nouveaux services de stockage et d’archivage en
ligne (Cloud) explosent (comme ceux proposés par Amazon, Dropbox), par exemple
le nombre de documents stockés sur Amazon S3 est passé de 0 à 2 milliards en 5 ans.
Les documents multimédias cités précédemment sont probablement les plus volu-
mineux par rapport à d’autres types de documents qui ont également vu leur nombre
exploser et qui sont bien plus importants en termes d’intérêt. En effet, l’explosion
de la quantité des documents multimédias touche différents domaines : l’entreprise,
le journalisme, l’architecture, la publicité, la médecine, le cinéma, la télévision . . .
L’Institut National de l’Audiovisuel (INA) a quantifié le flux télévisuel archivé tous
les ans à 930 000 heures. Selon l’enquête internationale sur les statistiques des films
de long métrages, menée par l’Institut de Statistique de l’UNESCO (ISU) et publiée
en 2013, la production mondiale annuelle de films s’est intensifiée, augmentant ainsi
de 39% entre 2005 et 2011 et passant de 4 818 à 6 573 longs métrages.
Enfin, la popularisation de la technologie numérique, les nouveaux comporte-
ments sociaux, la multiplication des plateformes de partage et le développement ra-
pide de l’accès en temps réel aux données ont contribué à l’expansion de la création
de données et à la très forte croissance des volumes des documents multimédias dis-
ponibles.
1.1 Besoin d’automatisation
Des méthodes ont été mises en place pour faciliter la recherche et la manipulation
des documents multimédias. Ces méthodes consistent à associer aux collections de
documents multimédias un index décrivant leur contenu. Ceci est une étape cruciale
pour les applications de gestion ou de recherche de données multimédias qui jusqu’à
maintenant se fait, le plus souvent, manuellement par les producteurs des documents
ou par des documentalistes qui attribuent un certain nombre d’étiquettes aux docu-
ments multimédias.
L’explosion du volume d’images et de vidéos a rendu cette indexation des docu-
ments multimédias très coûteuse et manuellement impossible. Par conséquent, il ap-
paraı̂t nécessaire de disposer de systèmes capables d’analyser, de stocker et de retrou-
ver les documents multimédias automatiquement en leur attribuant des étiquettes et
donc d’avoir un système d’indexation automatique de contenus multimédias. Un tel
2
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système analyse des documents multimédias et détermine de leur contenu sémantique
(figure 1.1).
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FIGURE 1.1 – Un système d’indexation automatique
L’indexation automatique est très utile pour de nombreux domaines d’applica-
tions. Par exemple, pour l’organisation des vidéos et des images des plateformes
de partage (Youtube, Flickr, Instagram, . . .) et des collections personnelles et pour
faciliter donc, la recherche de documents, sans que les propriétaires n’aient à ajou-
ter manuellement des étiquettes. Elle peut également être utile pour l’archivage du
flux télévisuel en facilitant la recherche de vidéos anciennes reliées à un nouveau fait
d’actualité, en permettant la reconnaissance de genres des vidéos et des films (drame,
comédie, documentaires, . . .) et en segmentant les vidéos de sport comme les matchs
de football de façon à trouver les séquences comportant le plus d’action intéressantes
(par exemple les séquences comportant les buts). L’indexation est également très
utile pour la lutte contre le piratage et protéger les droits d’auteurs de documents
multimédias (par exemple de musique ou de films, . . .). Mais elle l’est aussi pour les
systèmes de vidéo-surveillance en détectant des événements spéciaux ou suspects.
Ces exemples montrent l’importance de l’indexation automatique de contenus
multimédias. En revanche, toutes les techniques d’indexation actuelles rencontrent
des problèmes de faisabilité et leur qualité est variable selon les applications. Par
exemple, il est impossible de différentier certains objets complexes, comme identi-
fier la provenance de pollens en se basant sur une photographie microscopique. Ces
systèmes ont également un taux de précision relativement faible. À titre d’exemple,
effectuer une recherche de vidéos sur l’animal  chat pourra, avec certains systèmes,
retourner un grand nombre de résultats avec une faible proportion de vidéos conte-
nant des chats (bon rappel, faible précision). À l’opposé, d’autres systèmes vont re-
3
CHAPITRE 1. INTRODUCTION
tourner un petit nombre de résultats avec une grande proportion de vidéos contenant
des chats (bonne précision, faible rappel).
L’objectif principal des travaux de recherche sur l’indexation automatique est d’élargir
son champ d’application et d’améliorer ses performances pour pouvoir satisfaire plus
d’applications ou de rendre plus satisfaisantes les applications existantes. L’améliora-
tion de la performance de ces systèmes permettra une baisse des coûts de l’extraction
de l’information et entraı̂nera l’apparition d’une nouvelle génération d’applications
d’analyse du contenu. Dans cette thèse, nous nous intéressons à l’amélioration de la
performance globale de ces systèmes d’indexation.
1.2 Système d’indexation par le contenu
Un système d’indexation attribue automatiquement une ou plusieurs étiquettes à
des échantillons ou des unités d’indexation et de recherche multimédia comme des
images fixes, des vidéos entières, des plans vidéos ou des segments vidéos corres-
pondant à des unités sémantiques (par exemple reportage ou sujet dans les journaux
télévisés. Il l’effectue en analysant le contenu de ces derniers sans aucune inter-
vention humaine. Il détecte des concepts pour enrichir les documents multimédias
(image ou vidéo) par une description textuelle qui résume leur contenu sémantique.
Plus formellement, soit X = x1, ..., xn un ensemble d’échantillons (ou instances)
et C = c1, ..., ck un ensemble de concepts. L’objectif est d’apprendre une fonc-
tion de prédiction f : X → [0, 1]k qui prédit la probabilité de présence de chaque
concept dans un échantillon. Ces concepts peuvent être statiques (comme des objets)
ou dynamiques (comme des mouvements, actions ou événements). Il n’existe pas de
définitions précises pour les différents types de concepts.
Dans la littérature, il existe un grand nombre de travaux concernant les systèmes
d’indexation dont les supervisés sont les plus communs. Les systèmes d’indexa-
tions supervisés entraı̂nent des modèles par apprentissage supervisé sur un ensemble
d’échantillons annotés manuellement pour chaque concept considéré (les données
d’apprentissage). La figure 5.2 montre le processus d’un système d’indexation su-
pervisé classique et ses différentes étapes. Ce processus est composé principalement
de deux grandes étapes : l’apprentissage des classificateurs et la prédiction. L’ap-
prentissage des classificateurs consiste à extraire des descripteurs qui transforment
l’information contenue dans les échantillons en une représentation plus adaptée à
l’apprentissage (par exemple des descripteurs couleurs, texture, audio . . .) ; et d’ap-
prendre ensuite une fonction de prédiction (ou modèle d’apprentissage) à partir des
descripteurs de l’ensemble d’apprentissage et des étiquettes qui leur sont attribuées.
La prédiction, quant à elle, consiste à utiliser la fonction de prédiction apprise sur
les données d’apprentissage pour attribuer un score (probabilité de présence d’un
concept) à un nouvel échantillon en fournissant ses descripteurs. Ce processus peut
être appliqué plusieurs fois sur les mêmes données mais avec différentes variantes,
ainsi des méthodes de fusion existent pour intégrer les informations apportées par les
différents systèmes.
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1.2. SYSTÈME D’INDEXATION PAR LE CONTENU
Données         
d'entraînement
Données         
de test
Etiquettes
Apprentissage
Modèle
Ex
tr
ac
ti
o
n
 d
e 
d
e
sc
ri
p
te
u
rs
Index
Ex
tr
ac
ti
o
n
 d
e 
d
e
sc
ri
p
te
u
rs
Prédiction
Scores
Apprentissage
Prédiction
FIGURE 1.2 – Le processus général d’un système d’indexation classique.
La performance des systèmes d’indexation reste très limitée et les systèmes dis-
ponibles de recherche et de gestion des documents multimédias (comme les moteurs
de recherche) dépendent encore d’une attribution d’index et d’étiquettes manuelle.
Les systèmes d’indexation automatiques doivent surmonter de nombreuses difficultés
pour pouvoir intégrer les produits commerciaux. Parmi ces difficultés, il y a la va-
riabilité dans les données à traiter : pour gagner de la fiabilité et de l’efficacité, le
système doit être capable de gérer la variabilité des environnements, de formes, de
positions, de poses, d’illuminations, d’orientations (comme le montre la figure 1.3).
Les grands volumes de données constituent quant à eux la deuxième difficulté : pour
supporter toute la masse de documents multimédias produites, le système doit être
capable de passer à l’échelle et traiter de très grands volumes de données tout en
respectant des contraintes de temps de calcul et de stockage.
FIGURE 1.3 – La variabilité de forme, d’environnement et de positions pour le
concept vélo.
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1.3 Principales contributions de cette thèse
La performance des systèmes d’indexation automatique de contenus multimédias
dépend de plusieurs facteurs. Parmi les facteurs les plus influents nous citons : la qua-
lité des données d’apprentissage, la capacité des descripteurs choisis pour représenter
le contenu des documents, la capacité de la méthode de classification utilisée à ap-
prendre les corrélations entre les classes et les représentations de chacune d’elles et
enfin la faculté des méthodes de fusion des différentes représentations à prendre en
compte la corrélations entre les différents modalités.
Ce travail de thèse s’est déroulé dans le cadre du projet QUAERO et ses sous-
tâches sur la structuration multimodale et la reconnaissance d’objets et d’événements
dans les vidéos.
Dans cette thèse, nous avons orienté notre travail sur l’amélioration générale de la
performance des systèmes d’indexation automatique des documents multimédias par
leur contenu. Pour cela nous nous avons abordé ce problème sous différents angles :
• Dans le cadre de la fusion de différentes modalités ou sources d’information :
un des problèmes des méthodes de fusion de l’état de l’art est la perte po-
tentielle de corrélation entre les différentes modalités. Par conséquent, nous
proposons une méthode de fusion pour représenter conjointement le contenu
audio-visuel dans le contexte de la détection automatique de scènes violentes.
Cette méthode découvre des motifs audio-visuels spécifiques en construisant
un dictionnaire audio-visuel joint (Chapitre 3).
• Dans le cadre de la localisation des concepts dans les images : nous avons
voulu utiliser le moins d’annotations manuelles possibles pour réduire les
coûts liés aux annotations manuelles précises des vidéos. Nous proposons donc
une méthode de localisation faiblement supervisée. Cette méthode consiste à
détecter de l’invariabilité spécifique à un concept donné dans la variabilité glo-
bale d’une vidéo dans des données d’apprentissage faiblement annotées. Elle
permet, ainsi, de localiser les concepts spatialement et temporellement dans les
vidéos (Chapitre 4).
• Dans le cadre de la réduction du bruit généré par des annotations ambiguës
des données d’apprentissage : deux nouvelles méthodes ont été proposées pour
réduire ce bruit. Elles utilisent le contenu visuel des plans et des vidéos et
se basent sur l’idée que  Les plans contenant un concept ou un événement
sont semblables alors que les plans ne représentant pas ce concept ou cet
événement sont différents entre eux et du reste des plans . Nous présentons
une première méthode qui produit des nouvelles annotations et une deuxième
qui, elle, pondère les annotations en fonction de la confiance attribuée à cha-
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cune d’elles (Chapitre 5).
• Dans le cadre de l’optimisation des représentations du contenu multimédia :
Une très grande variété de descripteurs existent. Cependant, les descripteurs les
plus efficaces possèdent souvent des caractéristiques (comme leur grande di-
mension) qui les rendent difficilement utilisables sur les grande collections de
données. Nous proposons une méthode d’optimisation de descripteurs dédiés
aux systèmes d’indexation et de recherche de documents multimédias par
le contenu. La méthode proposée combine différentes transformations pour
trouver un compromis entre la dimension des descripteurs et leur capacité à
représenter le contenu (Chapitre 6).
L’évaluation de nos différentes contributions forme une partie prépondérante de
ce travail. Nous avons voulu proposer des méthodes capables de traiter de très grands
corpus (Big Data) dans des temps raisonnables. La participation aux campagnes
d’évaluation (TRECVid et MediaEval) et l’implémentation optimisée ont donc été
au cœur de cette thèse.
Le reste de la thèse est organisée comme suit : le Chapitre 2 présente l’état de l’art
concernant le processus d’indexation et les domaines de contributions. Les Chapitres
3, 4, 5 et 6 décrivent nos quatre principales contributions. Enfin, le Chapitre 7 conclut
la thèse et expose les perspectives possibles.
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2.1. DOCUMENTS MULTIMÉDIAS
Dans ce chapitre, nous proposons un tour d’horizon du domaine d’indexation au-
tomatique du contenu des documents multimédias. Nous commençons par présenter
les données que nous traiterons le long de cette thèse : les documents multimédias.
Ensuite nous décrivons la phase de segmentation intervenant en amont de tout pro-
cessus d’indexation et qui prépare les documents multimédias à l’indexation. Nous
développons ensuite le système d’indexation que nous avons adopté le long de cette
thèse. Et nous proposons une étude globale des différentes méthodes de l’état de
l’art pour chacune des étapes d’un processus classique d’indexation automatique du
contenu des documents multimédias. Nous abordons également l’indexation par ap-
prentissage profond ou Deep Learning  qui trouve de plus en plus de succès dans
le domaine de l’indexation de documents multimédias par le contenu.
Enfin, nous présentons un panorama comparatif des collections de données et des
campagnes d’évaluation les plus populaires dans le domaine de l’indexation automa-
tique des documents multimédias.
2.1 Documents multimédias
Le terme  documents multimédias  est apparu vers la fin des années 1980 pour
désigner les documents mettant en œuvre l’image fixe ou animée, le son, le texte.
L’image fixe est définie par une représentation visuelle de quelque chose (objet, être
vivant et/ou concept). Une des plus anciennes définitions de l’image est celle de Pla-
ton :  j’appelle image d’abord les ombres ensuite les reflets qu’on voit dans les
eaux, ou à la surface des corps opaques, polis et brillants et toutes les représentations
de ce genre . La vidéo, quant à elle, est définie comme étant une combinaison de
différents types de flux, essentiellement d’un flux visuel et d’un flux audio (son). Le
flux visuel est formé d’enchaı̂nement de séquences d’images fixes à raison de 25 à
60 images par secondes. Le flux sonore peut comporter un seul canal (mono) ou plu-
sieurs canaux (stéréo ou des systèmes de généralisation de la stéréo comme 5.1 ou
7.1). Pour numériser le flux sonore, le signal analogique est échantillonné entre 11
000 Hertz et 48 000 Hertz. La fréquence la plus souvent utilisée est de 44 100 Hertz.
Enfin, un troisième flux d’information qui peut être associé aux vidéos est le texte.
Ce flux textuel est présent dans certaines vidéos pour faciliter la compréhension du
contenu ou pour apporter des précisions supplémentaires concernant la vidéo comme
par exemple le nom de l’auteur, la date, le lieu . . .
La vidéo est le document multimédia le plus complexe à traiter à cause de la
quantité d’information visuelle, audio et textuelle qu’elle peut contenir, ainsi que sa
dimension temporelle et spatiale. Ceci rend son volume bien plus grand que celui
d’une image fixe ou d’un document texte. Au vu de la complexité des vidéos, une
étape de segmentation s’est imposé pour permettre une meilleure analyse de son
contenu.
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2.2 Segmentation de vidéos
Les vidéos sont des flux de données non structurés et constitués d’une succession
d’images de longueur variable pouvant aller de quelques secondes à quelques heures.
Cette longueur et richesse de contenu rend un accès efficace aux vidéos et leur trai-
tement très difficile. Une des approche les plus répandues pour la représentation du
contenu des vidéos est la modélisation structurée. Cette approche consiste à découper
les vidéos en plus petites séquences (dites plans). Un plan est une séquence d’images
générées par une prise de caméra sans coupure ou interruption et présentant une ac-
tion continue.
En 1991, Thomas et al. proposent un modèle de représentation du contenu
des vidéos pour permettre aux réalisateurs d’accéder rapidement aux différentes
séquences de films et de voir leurs descriptions [Smit 93]. Ce modèle est baptisé
 stratification  ou modèle en couches. La caractéristique de ce modèle est qu’il
ne représente pas la vidéo en tant qu’ensemble de plans indépendants mais plutôt
comme un ensemble de strates entrelacées. Une strate est une information descriptive
du contenu, du contexte, du son ou de la perspective en quelques mots, par exemple :
 John descend la colline  ou encore  fleurs dans le vent . Les strates sont orga-
nisées hiérarchiquement : le premier niveau contient toutes les images de la vidéo,
puis plus on monte dans la hiérarchie plus les séquences sont regroupées entre elles
selon leur contenu sémantique [Dave 91]. Ce modèle a été largement repris par la
suite pour structurer les documents vidéos [Chua 02, Kank 00, Rui 98, Weis 95].
La figure 2.1 illustre cette structure hiérarchique en strates d’un document vidéo.
la première strate contient toutes les images de la vidéo. Ensuite les images sont
regroupées en plans avec une possibilité d’extraire pour chacun des plans une image
clé représentant le plan. Les plans partageant des attributs communs sont regroupés
sous forme de scènes. Enfin les scènes reliés sémantiquement sont regroupées sous
forme d’histoires.
L’indexation de texte nécessite l’utilisation de mots et de phrases comme poin-
teurs sur des paragraphes, des pages ou des documents entiers. De la même façon,
l’indexation de vidéo nécessite la sélection d’images clés et de plans comme poin-
teurs pour des unités de niveaux supérieurs comme des scènes et des histoires. L’unité
la plus basique, après l’image fixe, des systèmes d’analyse par le contenu des docu-
ments vidéos est le plan [Naph 04, Over 05]. Ainsi, une segmentation fiable et précise
des vidéos en plans est devenue une étape clé dans l’indexation automatique des
vidéos. Une fois que les limites des différents plans d’une même vidéo sont détectées,
la seule image qui sera gardée pour un plan donné est l’image la plus représentative
du plan, dite l’image clé. Ceci permettra de réduire la quantité d’information à traiter
par les systèmes d’indexation automatiques par la suite, même si certaines approches
préfèrent utiliser plusieurs images-clés par plan.
La segmentation en plans a une importance fondamentale pour de nombreuses ap-
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Extraction des images clés
FIGURE 2.1 – La structure hiérarchique en strates d’un document vidéo.
plications d’analyse, d’indexation et de recherche par le contenu dans une collection
de documents vidéos. Les changements de plans sont reconnaissables par un change-
ment brutal d’images ou encore par des transitions de dégradé ou d’estompage. Cette
segmentation s’appuie généralement sur une analyse de l’information visuelle de la
vidéo [Bore 96]. Au vu de l’importance de la segmentation, une tâche à part entière
lui a été consacrée pour les campagnes d’évaluation TRECVid de 2001 à 2007. Le but
de cette tâche est de proposer des systèmes capables de détecter automatiquement les
limites des plans dans les documents vidéos. Smeaton et al. ont retracé les différents
systèmes proposés tout au long de ces sept années d’évaluation en les comparant et
en détaillant ceux qui ont été les plus performants [Smea 10]. Parmi ces systèmes
on trouve notamment, le système proposé par Quénot qui est basé sur la détection de
deux types de transition : la coupure nette et le fondu enchaı̂né [Quen 01]. Ce système
a fourni la segmentation officielle des vidéos des différentes tâches de TRECVid du-
rant plusieurs années.
Durant ces dernières années, la segmentation en plans a été largement explorée.
Un grand nombre de systèmes très précis ont alors été proposés et adoptés comme
la base des systèmes d’indexation automatique des documents vidéos. Actuelle-
ment, la recherche se tourne vers une segmentation plus complexe, en segments
plus signifiants et contenant plus de sémantique, qui est la segmentation en histoires
[Dumo 12, Lu 10, Feng 12, Khou 14].
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2.3 Processus du système d’indexation des vidéos
Les systèmes d’indexation attribuent automatiquement une ou plusieurs étiquettes
aux vidéos en analysant leur contenus. Les étiquettes correspondent aux concepts
retrouvés dans les vidéos. Ces systèmes disposent souvent de toute une batterie de
concepts à retrouver en même temps dans les vidéos. Par conséquent, certaines étapes
du processus d’indexation sont communes à tous ces concepts alors que le reste du
processus est souvent adapté à chacun des concepts. Dans la littérature, il existe un
grand nombre de travaux concernant les systèmes d’indexation et la détection au-
tomatique d’objets ou d’événements. Parmi ces systèmes, nous pouvons citer les
systèmes classiques basés sur l’apprentissage en surface et ceux qui sont basés sur
l’apprentissage en profondeur (Deep Learning).
Les systèmes basés sur l’apprentissage en surface sont considérés comme les
systèmes d’indexation classiques. Ces systèmes reposent sur la répétition sans la
compréhension. Ils ont tous la même base quel que soit le type de données (images
ou vidéos) et quel que soit le type de concepts considérés (objets ou événements).
Cette base est constituée de deux grandes parties : la classification qui extrait des
descripteurs représentant le contenu des documents multimédias puis apprend une
fonction de prédiction (ou un modèle d’apprentissage) à partir des descripteurs ex-
traits ; et la prédiction qui à l’aide de la fonction apprise attribue des étiquettes à un
nouvel échantillon.
La classification supervisée est la plus commune, elle entraı̂ne des modèles par ap-
prentissage supervisé sur les données d’apprentissage (i.e. sur un ensemble d’échantil-
lons annotés). Les échantillons de l’ensemble d’apprentissage sont manuellement an-
notées pour chaque concept considéré.
Les systèmes fondés sur l’apprentissage en profondeur, quant à eux, reposent sur le
fonctionnement du cerveau humain. Ils proviennent de la recherche sur les réseaux de
neurones artificiels et permettent de modéliser les représentations. Ils s’inspirent du
système visuel humain qui est hiérarchique par nature, ces systèmes effectuent donc
des transformations non-linéaires en plusieurs couches pour apprendre les différents
niveaux des représentations. Nous exposons plus en détails ces systèmes dans la sec-
tion 2.8.
Dans cette thèse, nous nous plaçons dans le cadre d’un système d’indexation
classique fondé sur un apprentissage en surface supervisé. Le processus d’indexation
que nous avons adopté dans nos travaux et que nous avons utilisé pour les différentes
expérimentations possède quelques étapes supplémentaires. C’est un système en six
étapes que nous illustrons dans la figure 2.2 et que nous détaillons ci-dessous :
1. Extraction de descripteurs : les descripteurs sont calculés pour représenter
les différentes informations contenues dans une image (ou vidéo) : des ca-
ractéristiques visuelles, des sons spécifiques et du mouvement ou les trajec-
toires dans les vidéos. Plus de détails concernant ces descripteurs sont donnés
dans la section 2.4.
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2. Optimisation de descripteurs : L’optimisation des descripteurs permet de for-
mer des descripteurs plus compactes et plus précis pour la représentation du
contenu. Ce post-traitement des descripteurs permet à la fois d’améliorer leur
performance et de réduire leur taille. L’optimisation des descripteurs peut se
faire de différentes façons : par une normalisation ou par une réduction de
dimensions des descripteurs. Plus de détails concernant les méthodes d’opti-
misation sont donnés dans la section 2.5.
3. Classification : Pour chaque concept considéré, un ou plusieurs classificateurs
sont entraı̂nés sur l’ensemble d’entraı̂nement et les étiquettes associées, pour
apprendre les paramètres de la fonction de prédiction et générer le modèle
d’apprentissage. Plus de détails concernant les méthodes d’apprentissage sont
donnés dans la section 2.6.
4. Fusion des descripteurs : la classification est effectuée séparément pour
chaque classificateur et chaque descripteur. Les scores de prédiction de ces
classificateurs individuels sont normalisés et ensuite fusionnés pour améliorer
la fiabilité du système d’indexation. Plus de détails concernant les différentes
stratégies de fusion sont donnés dans la section 2.7.
5. Fusion hiérarchique : Un autre type de fusion est appliquée suite à la fusion
des descripteurs, la fusions hiérarchique. Les scores de classification obtenus
pour différents types de descripteurs sont fusionnés par catégorie (par exemple
les descripteurs de couleur ensemble, de texture ensemble et de mouvement
ensemble).
6. Reclassement : ce post-traitement consiste à appliquer la méthode de reclasse-
ment temporel proposé dans [Safa 11b]. Cette méthode repose sur l’hypothèse
que les vidéos ont statistiquement un contenu homogène, au moins au niveau
local. Nous avons exploité cette hypothèse à une échelle globale et locale, en
calculant un score de détection respectivement au niveau de la vidéo ou juste
du voisinage de chaque plan puis en réévaluant le score de chaque plan en
fonction de ce score.
Ce système peut être utilisé pour la détection de concept dans des séquences de
vidéos ou dans les images fixes. Dans le cas des images fixes, seulement un sous-
ensemble des descripteurs est utilisé (hors ceux liés au mouvement ou aux modalités
audio) et la dernière étape de reclassement n’est pas appliquée.
2.4 Représentation des documents multimédias
La perception visuelle humaine est capable de reconnaı̂tre rapidement un très grand
nombre d’objets, de visages et de scènes dans les vidéos même s’ils sont camouflés,
de très petites tailles, et même si la personne est distraite ou occupée par une autre
tâche [Li 02]. À l’opposé, pour une machine ces documents ne sont qu’un ensemble
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FIGURE 2.2 – Le processus général d’un système d’indexation classique.
d’information sous la forme de pixels et de d’échantillons sonores. Pour pouvoir
procéder à une analyse automatique des documents multimédias, ces documents
doivent être représentés sous la forme de descripteurs (le plus souvent des vecteurs
dans Rd) décrivant leur contenu visuel et audio des documents multimédias et assimi-
lables par les machines. La représentation des documents multimédias est le proces-
sus de génération de descripteurs représentant d’une façon compacte l’information
la plus significative contenue dans ces documents. Ces descripteurs sont également
appelés caractéristiques, représentations,  features , attributs, . . .
Le choix des descripteurs a une importance majeure au vu de son impact sur
la qualité d’un système d’indexation automatique [Pari 10]. Un bon descripteur est
le produit d’un certain équilibre entre quatre qualités : la robustesse, la capacité de
discrimination, la performance en temps de calcul et la taille des vecteurs de descrip-
tion :
• robustesse : ils doivent être suffisamment robustes contre les variations d’éclai-
rage, les artifices de compression des images, le flou et les déformations
causées par un changement d’échelle ou par une rotation ;
• capacité de discrimination : Malgré la robustesse, les descripteurs doivent por-
ter suffisamment d’information distinctives pour être capable de distinguer
entre les différents concepts ;
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• performance : l’extraction des descripteurs doit avoir des temps de calcul rai-
sonnables. Cette caractéristique est primordiale, plus spécifiquement, pour les
applications avec de contraintes temporelles comme le traitement de grands
corpus ou le besoin d’un traitement en temps réel.
• taille : la taille des vecteurs de descriptions doit être minimale afin de respecter
des contraintes d’espace de stockage et de temps de traitement.
Durant ces dernières années, le domaine de la génération de descripteurs a fait
l’objet de nombreux travaux. Des descripteurs existent pour représenter différents
types d’information à partir des vidéos comme la couleur, la texture, les formes, le
son et le mouvement. Dans cette section, nous abordons les descripteurs les plus
répandus pour la représentation du contenu des documents multimédias.
2.4.1 Descripteurs pour les images fixes
Deux grands types de descripteurs existent : les descripteurs locaux et les descripteurs
globaux. Les descripteurs globaux représentent le contenu de l’image en entier alors
que les descripteurs locaux représentent le contenu de certaines régions précises de
l’image.
2.4.1.1 Descripteurs globaux
Les descripteurs globaux sont des descripteurs dont le temps de calcul est assez court.
Ils sont relativement efficaces, ce qui les rend pratique pour les grandes collections
de données. Pour les représentations globales d’images ou de vidéos il en existe de
couleur, de texture ou de silhouette et de forme. Parmi les plus répandus et les plus
utilisés dans le domaine de la classification visuelle on retrouve :
Couleur : Le descripteur couleur est probablement le descripteur le plus utilisé
pour l’indexation automatique, il fournit une information forte et pertinente pour re-
connaı̂tre des objets et discriminer les images. La plupart des images numériques
sont représentées dans l’espace de couleur RGB même si d’autres espaces de couleur
existent comme YUV, HSV, . . .Wan et al. ont étudié l’impact de différents espaces de
couleurs RGB, YUV, HSV et CYLAB sur les performances d’indexation [Wan 98].
Le choix de l’espace de couleur joue un rôle très important dans la qualité du descrip-
teur. En effet, ce descripteur dépend de deux aspects : l’espace de couleur choisi et sa
représentation. En ce qui concerne la méthode de représentation de la couleur dans
les images, celle la plus souvent utilisée est sous la forme d’histogramme de couleur,
proposée pour la première fois par [Swai 91]. L’histogramme de couleur répartit les
couleurs de l’image en plusieurs classes et compte ensuite le nombre de pixels ap-
partenant à chacune des classes. Il décrit la distribution globale des couleurs dans
une image sans aucune spécification des zones concernées. Ceci le rend résistant aux
changements de point de vue et aux rotations d’objets dans les images, mais sen-
sible aux changements d’échelle et d’éclairage [Geve 99]. Pour palier les problèmes
17
CHAPITRE 2. ÉTAT DE L’ART
de déformations liées à la modification d’échelle, Huang et al. ont proposé d’ajouter
une information spatiale à la distribution globale des couleurs de l’image, en ajou-
tant une corrélation spatiale entre paire de couleur [Huan 97]. Au lieu de décrire la
distribution complète des couleurs de l’image, d’autres ont proposé de conserver la
distribution des couleurs dominantes. Stricker et al. ont choisi de prendre en compte
que les trois premiers moments statistiques de chacune des couleurs de l’espace cou-
leur choisie [Stri 95]. Cette méthode permettrait de réduire les temps de calculs avec
une précision comparable à celle obtenue avec les histogrammes de couleurs com-
plets.
Texture : La texture de l’image s’est imposée comme une base visuelle impor-
tante pour l’indexation automatique de grandes collections d’images. Elle fournit
des informations sur la surface des objets et les motifs visuels contenus dans l’image
comme bois, métal, brique, velours. Trois méthodes principales sont utilisées pour
l’analyse d’images, elles sont basées sur le filtre Gabor [Turn 86], sur des motifs lo-
caux binaires [Ojal 96, Ojal 02] ou bien sur le fractal [Kapl 97]. Les méthodes les
plus utilisées sont des méthodes issues du traitement de signal et basées sur les onde-
lettes et le filtre Gabor [Turn 86]. Ces méthodes capturent les fréquences et les direc-
tions principales dans l’image. Elles ont montré leur efficacité dans la tâche de classi-
fication et par rapport à d’autres méthodes utilisant des structures pyramidales (PWT)
ou les modèles auto-régressifs multi-résolution (MR-SAR) [Mao 92, Manj 96].
Forme : Un des descripteurs globaux les plus répandus est celui proposé par
Oliva et al., le GIST [Oliv 01]. Ce descripteur représente la structure spatiale globale
d’une image (scène) Au lieu de considérer une image comme une configuration de
différents objets répartis dans l’espace spatial, Oliva et al. ont décidé de la considérer
comme un seul objet avec une forme globale. Ce descripteur est efficace mais sen-
sible aux transformations de l’image comme les coupures ou les rotations. Dalal et
Triggs ont développé un histogramme de gradient orienté qui permet de caractériser
la forme et l’apparence d’un objet avec une distribution de l’intensité locale du gra-
dient (ou la direction des contours) sur une grille dense [Dala 05]. En pratique, ce
descripteur (HOG) se calcule en divisant l’image en petites régions appelées cel-
lules, et en calculant pour chaque cellule l’histogramme des directions du gradient
ou des orientations des contours pour les pixels à l’intérieur de cette cellule (illustré
dans la figure 2.3). La combinaison des histogrammes forme le descripteur HOG.
Pour rendre ce descripteur invariant aux changements d’éclairage et d’ombrage, une
normalisation en contraste peut être appliquée sur les histogrammes locaux. Ceci se
fait en mesurant de l’intensité sur des zones plus larges que les cellules, appelées
blocs, et en normalisant toutes les cellules du bloc par l’intermédiaire de cette valeur.
2.4.1.2 Descripteurs locaux
Les descripteurs globaux sont, en général, considérés comme des représentations
sensibles aux fonds chargés et encombrés, et dépendant des changements de point
de vue et des mouvements de caméra. Les descripteurs locaux quand à eux, ont
18
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FIGURE 2.3 – Le descripteur HOG proposé par Dalal et Triggs pour la représentation
de la forme d’un objet avec la distribution de l’intensité locale du gradient (ou la
direction des contours) sur une grille dense [Dala 05]
été introduits pour fournir des représentations plus robustes et plus invariantes. Ils
représentent des régions de l’image capables de caractériser l’image en question. Ces
régions contiennent généralement un changement brusque des propriétés de l’image,
par exemple : un changement de couleur, texture, de direction ou d’intensité. Bie-
derman et al. ont montré l’importance de ces régions locales dans la reconnaissance
d’objets même pour le système visuel humain [Bied 87]. Plus précisément, ils ont
démontré expérimentalement que la suppression des coins ou des bords arrondis dans
l’image gênerait la reconnaissance même humaine des objets contrairement à la sup-
pression des bordures droites (voir figure 2.4).
Les descripteurs locaux sont calculés en deux étapes. La première étape consiste
à extraire des régions ou des points d’intérêt caractérisant l’image (ou la vidéo), cette
première étape s’effectue par l’intermédiaire d’un détecteur de régions locales. La
deuxième étape consiste à décrire les régions sélectionnées de manière à représenter
au mieux l’information contenue dans ces différentes régions.
Détecteur. Cette étape consiste à déterminer la localisation, la taille ainsi que le
nombre de régions à extraire de l’image. Il existe trois méthodes principales pour la
détection des ces régions : la détection de points d’intérêt, la détection de grille dense
et l’échantillonnage aléatoire des régions.
Les détecteurs de points d’intérêt, comme leur nom l’indique, détectent les régions
qui contiennent beaucoup d’information et qui peuvent être détectées précisément.
Ces détecteurs ont l’avantage d’être en principe invariants aux transformations d’ima-
ges géométriques (rotation, translation) et photométriques (variations d’intensité et
de directions de l’éclairage). Une multitude de travaux a été effectuée dans ce do-
maine. Parmi les plus populaires, nous pouvons citer le détecteur de coin ou de
points avec une forte courbure spatiale Harris [Harr 88] avec les extensions Harris-
Laplace et Harris-Affine. Ainsi que le détecteur de  tâche  Hessian [Lind 98],
MSER [Miko 04]. Lowe a introduit un détecteur de points d’intérêt, basé sur la
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CHAPITRE 2. ÉTAT DE L’ART
FIGURE 2.4 – L’importance des zones spécifiques de l’image comme les coins et
les bords pour la reconnaissance des objets même pour le système visuel humain :
la première colonne contient les objets complets, la deuxième colonne contient les
mêmes objets qu’avec leurs coins arrondis (sans leurs bordures droites) alors que la
troisième colonne contient les mêmes objets mais qu’avec leurs bordures droites et
donc sans les bords arrondis [Bied 87]
différence de gaussienne, qui est invariant aux changements d’échelle, de transla-
tion, de rotation et au bruit dans l’image [Lowe 04].
La détection de grille dense est un échantillonnage dense qui sélectionne des
régions selon une grille appliquée à l’image à différentes échelles pour assurer une
invariance aux changements d’échelle. Cet échantillonnage dense permet de couvrir
l’ensemble des objets contenus dans l’image ainsi qu’obtenir un nombre fixe de des-
cripteurs pour chaque zone de l’image (voir figure 2.5 ). Nowak et al. ont montré
que l’échantillonnage dense donne les meilleurs résultats dans le contexte de la re-
connaissance d’objets [Nowa 06]. Tuytelaars et al. ont proposé un nouveau détecteur
baptisé  points d’intérêt dense  qui combine les avantage de détecteurs de points
d’intérêt à ceux de l’échantillonnage dense ainsi il permet d’améliorer les perfor-
mances de la reconnaissance automatique [Tuyt 10].
Dans l’échantillonnage aléatoire, des régions de l’image sont sélectionnées aléato-
irement [Nowa 06, Mare 05]. Ce détecteur ignore le contenu de l’image, de plus il ne
possède pas d’avantages spécifiques comparé à l’échantillonnage dense.
Il existe un nouveau type de détecteur pour exploiter le mouvement sur une
longue durée dans une vidéo, ce sont les détecteurs de trajectoires. Ces détecteurs
suivent les régions d’une image tout le long d’images successives d’une vidéo. La
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FIGURE 2.5 – Cette figure illustre la détection de régions d’intérêt selon trois
différentes méthodes : l’échantillonnage dense, points d’intérêt dense et point
d’intérêt [Tuyt 10]
plupart de ces détecteurs estime le flot optique de la vidéo pour retranscrire la tra-
jectoire [Luca 81, Farn 03]. Ces détecteurs sont intéressants pour la reconnaissance
d’action et d’événements dans les vidéos.
Descripteur. Une fois que les régions d’intérêt sont détectées, des descripteurs sont
calculés afin de représenter l’information contenue dans ces régions. Comme les
détecteurs locaux, les descripteurs locaux ont été largement étudiés. Là encore les
descripteurs locaux doivent être invariants aux déformations d’images ou du moins
robustes à celles-ci. Mikolajczyk et al. ont comparé plusieurs descripteurs locaux. Ils
ont montré que ceux basés sur le SIFT (Scale Invariant Feature Transform) donnent
les meilleurs résultats dans le contexte de la reconnaissance d’objets [Miko 05]. Ci-
dessous nous abordons quelques descripteurs locaux parmi les plus populaires et les
plus performants :
• SIFT (Scale Invariant Feature Transform) est le descripteur local le plus utilisé
dans l’indexation d’images et de vidéos. Ce descripteur est invariant aux chan-
gements d’échelle, aux translations et rotations. Il est aussi partiellement in-
variant aux changements d’éclairage [Lowe 99, Lowe 04]. Ce descripteur cal-
cule un histogramme d’orientation de gradient des différentes régions d’une
image, comme illustré dans la figure 2.6. Pour construire le descripteur SIFT,
Lowe propose de sélectionner une région de 4 × 4 pixels autour de chaque
point d’intérêt détecté, de calculer ensuite un histogramme d’orientations de
gradient par pixel en additionnant le nombre de gradient dans chacune des 8
orientations. Une fonction de pondération gaussienne est appliquée pour don-
ner plus de poids aux gradients les plus proches du point d’intérêt considéré
(représenté par le cercle bleu sur l’image). Enfin, les histogrammes des 8 orien-
tations de gradient des régions de 4 × 4 pixels sont concaténés pour former le
vecteur du descripteur SIFT de 128 dimensions (4 × 4 × 8) par région. Pour
les approches utilisant différentes échelles, des régions plus ou moins grandes
que 4× 4 pixels peuvent être sélectionnées.
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FIGURE 2.6 – Le calcul du descripteur SIFT se fait en sélectionnant une région de 4×
4 pixels autour de chaque point d’intérêt détecté, en calculant ensuite un histogramme
d’orientations de gradient par pixel par une addition du nombre de gradient dans
chacune des 8 orientations [Lowe 04].
Depuis la mise en place du SIFT, un grand nombre d’extensions ont été pro-
posées pour palier certains problèmes du descripteur SIFT tout en profitant
des ses avantages. Le descripteur SIFT original a été conçu pour décrire les
pixels d’une image en niveau de gris, il n’inclut donc aucune information sur
les couleurs des régions d’intérêt. Nous trouvons une multitude d’extensions
qui prennent en considération la couleur (Opponent-SIFT, W-SIFT, rgSIFT ou
encore Transformed color SIFT [Geme 08], HSV-SIFT [Bosc 08], HueSIFT
[Van 06]). Il existe aussi le RIFT, une extension pour rendre le SIFT invariant
aux rotations [Laze 05] ou encore le MoSIFT pour représenter le mouvement.
• SURF (Speeded Up Robust Features) : est un descripteur invariant aux chan-
gements d’échelle et à la rotation, il est surtout connu pour sa rapidité (temps
de calcul relativement court) et son efficacité [Bay 08]. Bay et al. ont proposé
de décrire le point d’intérêt détecté et son entourage de 4 × 4 pixels par une
distribution de Haar-wavelet responses.
2.4.1.3 Agrégation des descripteurs
Le nombre de descripteurs locaux extraits d’une vidéo est très variable. Le nombre
de ces derniers peut exploser dans les grandes collections de données, ce qui entraı̂ne
des temps de calcul très longs et les rend inexploitables. Pour résoudre ce problème
une étape d’agrégation est appliquée aux descripteurs calculés afin de capturer leur
distributions statistiques. Cette agrégation génère une description plus globale à par-
tir des descripteurs locaux, où différents niveaux de globalité sont possibles : au ni-
veau de l’image, du plan ou de la vidéo entière. Dans ce qui suit, nous abordons
les trois méthodes les plus populaires dans le domaine de la classification d’image
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pour l’étape d’agrégation. Donc principalement la méthode de sacs-de-mots visuels,
le noyau de Fisher et les VLAD.
Sacs-de-mots. Cette technique est inspirée des méthodes d’analyse de documents
textuels. Le document texte est alors représenté par l’ensemble de mots qu’il contient
sans prendre en considération leur ordre et leur structure [Harr 54]. La fréquence
d’apparition de chaque mot dans le document est utilisée comme un descripteur
du document texte pour la phase d’apprentissage. Cette méthode a été adaptée aux
problématiques de l’analyse d’images par [Sivi 03, Csur 04] avec des sacs-de-mots-
visuels (ou BoVW). Une image est alors représentée par un ensemble de sous parties
de l’image, par exemple un visage est décrit par un ensemble ou un sac de sous par-
ties (deux yeux, un nez, une bouche, . . .) voir figure 2.7. La fréquence d’apparition
de chaque sous partie (ou de chaque mot visuel) dans l’image est utilisée comme un
descripteur de l’image pour la phase d’apprentissage.
FIGURE 2.7 – Les sacs-de-mots visuels se basent sur le principe qu’une image peut
être représentée par un ensemble de sous parties de l’image. Par exemple un visage
est décrit par un ensemble ou un sac de sous parties [Fei 07] : deux yeux, un nez,
une bouche, . . .
Pour calculer la représentation en BoVW, il est tout d’abord nécessaire de trou-
ver l’équivalent vidéo des mots des documents textes, les mots visuels, afin de créer
le dictionnaire visuel. la représentation en BoVW se fait en trois grandes étapes
(illustrées dans la figure 2.8) :
• L’extraction de descripteurs locaux : cette première étape consiste à extraire les
descripteurs locaux de toutes les images de la collection de données.
• La génération du dictionnaire visuel : cette deuxième étape consiste à appli-
quer ensuite une méthode de regroupement (ou clustering) sur l’ensemble des
descripteurs de la collection. La méthode de regroupement la plus populaire
est la méthode des K-moyennes (ou K-means) : elle trouve des regroupements
(ou clusters) de manière à minimiser la distance entre chaque descripteur local
et son voisin le plus proche. Les centroı̈des des regroupements constitueront
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les mots visuels et l’ensemble des centroı̈des formera le dictionnaire visuel de
la collection.
• La représentation en sacs-de-mots-visuels (BoVW) : chaque descripteur local
sera attribué au mot visuel (centroı̈des) le plus proche en termes de distance.
Dans le cas d’un BoVW flou, chaque descripteur local est attribué au cen-
troı̈de le plus proche ainsi qu’aux centroı̈des voisins relativement à la distance
séparant le descripteur des différents centroı̈des. Enfin, la représentation glo-
bale de l’image en BoVW est calculée sous la forme d’un histogramme addi-
tionnant la fréquence des mots visuels dans l’image.
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FIGURE 2.8 – Les différentes étapes pour la construction de la représentation des
images en sacs-de-mots visuels.
Cette méthode est largement la méthode d’agrégation la plus utilisée et la plus
étudiée de l’état de l’art. Cette popularité est due à la simplicité de sa mise en
place et de son efficacité en termes de temps de calcul. Le descripteur obtenu
par la représentation en BoVW, comme précisé précédemment, ne prend pas en
considération les positions relatives des descripteurs locaux ce qui le rend invariant
aux changements de point de vue et aux déformations globales. De plus, ce descrip-
teur est plus robuste aux occlusions partielles. Ainsi la disparition de petits éléments
de l’image ne l’impacte pas. Bien que la force de ce descripteur provienne de la non
prise en compte des position relatives des descripteurs locaux (mots visuels), cette
caractéristique constitue en même temps son principal inconvénient.
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L’approche BoVW considère les images et les vidéos comme un ensemble d’élé-
ments désordonnés, or dans la cadre de la classification d’images cette information
spatiale est très importante. Pour palier cette absence d’information spatiale, La-
zebnik et al. (Spatial Pyramid Matching) ont proposé de diviser l’image en grille
rectangulaire de différentes résolutions et de calculer les histogrammes des BoVW
pour chaque cellule de la grille [Laze 06]. Cette méthode a permis d’améliorer
sensiblement les résultats de classification d’images. Des améliorations de cette
représentation en sacs-de-mots-visuels continuent à être proposées [Laze 06, Liu 08,
Quac 07, Geme 08, Yang 10, Van 10, Jego 10b, Lin 11, Jian 14].
Noyau de Fisher. La méthode de noyau de Fisher est une alternative à l’agrégation
en sacs-de-mots. Alors que l’agrégation en sacs-de-mots se contente de compter
les occurrences des mots visuels d’autre approches ont été proposées pour y in-
troduire des statistiques plus avancées. Perronnin et al. ont proposé d’appliquer les
noyaux de Fisher aux mots visuels dans le contexte de la classification d’images.
Ils ont conçu les mots visuels avec un modèle de mélange de gaussienne (GMM)
[Perr 07, Perr 10b]. Les deux méthodes d’agrégation, sacs-de-mots visuels et noyaux
de Fisher, fournissent des résultats très comparables mais la représentation en noyau
de Fisher génère des descripteurs de bien plus grandes dimensions pour une même
taille de dictionnaire avec un temps de calcul inférieur à celui nécessaire pour
le calcul des sacs-de-mots. Ceci rend la représentation en noyau de Fisher plus
adapté aux très grandes collections de données (de 100 à 1 million de documents).
Certaines méthodes proposent des approximations rapides des noyaux de Fisher
[Jego 10a, Jego 12b, Delh 13].
2.4.2 Descripteurs vidéos
2.4.2.1 Descripteurs de mouvement
Les descripteurs locaux cités précédemment sont des descripteurs statiques qui ont
fait leurs preuves dans le domaine de la classification d’images. Ces descripteurs
ne prennent pas en compte la dimension temporelle ce qui limite leur capacité à
représenter les vidéos.
Il existe une grande diversité de méthodes de représentations du mouvement dans
les vidéos. Certaines méthodes utilisent la silhouette des personnes dans les images.
Bobick et al. étaient parmi les premiers à utiliser cette méthode en extrayant les sil-
houettes d’une première image avec une soustraction de l’arrière plan et en agrégeant
les différences entre la séquence d’images successives d’une action. Ceci donne une
image binaire de l’énergie du mouvement (MEI) qui indique l’endroit où le mou-
vement se produit dans la vidéo et une image de l’histoire du mouvement (MHI)
dont l’intensité des pixels est calculée à partir du mouvement de la silhouette (voir
figure 2.9) [Bobi 01].
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FIGURE 2.9 – La représentation du mouvement par une image de l’histoire du mou-
vement (MHI) où l’intensité des pixels est calculée à partir du mouvement de la
silhouette agrégée sur une séquence d’images successives d’une action [Wein 06].
Dans le cas où plusieurs caméras sont utilisées, Weinland et al. ont proposé de
combiner les silhouettes obtenues à partir de chacune des caméra en un seul voxel
à trois dimensions (3D) [Wein 06]. Ils ont utilisé un volume de l’histoire du mouve-
ment qui est une extension du MHI vers la 3D. Cette représentation est très informa-
tive mais nécessite une calibration très précise des caméra utilisées. Ces méthodes
dépendent de la soustraction de l’arrière plan et ne tolèrent pas non plus les mouve-
ments de caméras et les fonds dynamiques.
D’autres méthodes représentent le mouvement comme des volumes spatio-tempo-
rels à trois dimensions, formés par un empilage des images sur une séquence donnée
[Batr 08, Blan 05, Gore 07, Yilm 08]. Pour représenter ces volumes spatio-temporels,
Blank et al. ont d’abord empilé les silhouettes sur une séquence d’images précise
pour former ces volumes (voir figure 2.10). Ils ont ensuite extrait des descripteurs
spatio-temporels comme la saillance locale spatio-temporelle, la forme, la struc-
ture et l’orientation. Ces méthodes dépendent d’une soustraction du plan du fond
et nécessitent une localisation et un alignement précis sur l’ensemble des images de
la séquence donnée.
FIGURE 2.10 – La représentation du mouvement par un empilage de silhouettes sur
une séquence d’images précise pour former des volumes spatio-temporels [Blan 05].
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Dans le cas où la soustraction de l’arrière plan ne peut pas être appliquée, cer-
taines approches ont choisi d’utiliser d’autres types informations comme la forme ou
le mouvement. Par exemple Efros et al. ont calculé le flux optique (HOF) pour les
images centrés sur la personne comme les vidéos de sports [Efro 03, Dala 06]. Cette
méthode nécessite une segmentation et une stabilisation de chaque personne dans la
séquence d’images de la vidéo.
Afin de réduire la sensibilité au bruit et aux changements de point de vue, certaines
approches divisent l’image en grille spatiale ou temporelle où chaque cellule de la
grille décrit localement une partie de l’image. Kellokumpu et al. ont calculé des
motifs binaires locaux le long de la vidéo selon la dimension temporelle qu’ils ont
stockés ensuite dans des histogrammes pour chacune des régions spatiales n’appar-
tenant pas à l’arrière plan [Kell 08]. Alors que Thurau et Hlavac ont utilisé un his-
togramme des gradients orientés (HOG) en se focalisant sur les contours du premier
plan [Thur 08]. Danafar et al. ont adapté les travaux d’Efros et al. pour générer une
représentation du flux optique basée sur une grille horizontale divisant approximati-
vement en tête, corps et jambes [Dana 07].
Une autre catégorie de méthodes existe pour la description du mouvement sous
la forme d’une représentation locale basée sur des points d’intérêt spatio-temporels.
Laptev et al. ont proposé d’étendre le détecteur de coin Harris vers la 3D (voir fi-
gure 2.11) pour retrouver les régions avec variations temporelles et spatiales signi-
ficatives. Ils utilisent ensuite les HOF et HOG pour décrire ces régions [Lapt 05].
Dollar et al. ont apporté une amélioration à cette méthode en proposant un nou-
veau détecteur de points d’intérêt spatio-temporels plus adapté au contenu des vidéos
[Doll 05]. Ces méthodes ont l’avantage d’être relativement invariantes au change-
ment de point de vue et aux occlusions partielles et sans la nécessité d’une localisa-
tion ou de soustraction de plan de fond.
Enfin, une récente approche présentée par [Wang 11] a donné des résultats très
intéressants dans la représentation du mouvement et la reconnaissance d’action. Cette
méthode propose une représentation dense des trajectoires, inspirée par la technique
d’échantillonnage dense habituellement utilisée pour l’extraction de descripteurs lo-
caux statiques. Cette méthode est une extension des travaux effectués sur le calcul des
contours des mouvements [Dala 06] sur les trajectoires denses. Elle combine donc la
trajectoire, l’apparence et les informations concernant le mouvement. Le calcul de
contours des mouvements sur les trajectoires denses rend cette représentation insen-
sible aux mouvement de la camera.
2.4.2.2 Descripteurs audio
Les premiers travaux réalisés dans le domaine de l’indexation automatique des vidéos
se sont surtout focalisés sur la représentation de leur contenu visuel. Les chercheurs
ont pris conscience de l’importance de l’information audio, et ils incluent presque
systématiquement les descripteurs audio dans leur système d’indexation des vidéos.
En effet, pour la reconnaissance de certaines scènes comme  anniversaire ou ma-
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FIGURE 2.11 – La représentation du mouvement basée sur des points d’intérêt
spatio-temporels. Ceci se fait pat l’intermédiaire d’une extension du détecteur de coin
Harris vers la 3D pour retrouver des régions d’intérêt spatio-temporelles [Lapt 05].
riage , le contenu audio est bien plus discriminant et caractéristique que le contenu
visuel.
Les descripteurs audio capturent des propriétés spécifiques au signal audio, comme
la fréquence principale ou le volume du signal. Pour extraire les descripteurs audio,
un pré-traitement et une segmentation du signal audio sont nécessaires car ce der-
nier est un signal unidimensionnel non stationnaire qui varie très rapidement dans
le temps. Le signal audio est alors sous-échantillonné de façon à réduire la quantité
de données à traiter tout en préservant son contenu spectral. Il est ensuite découpé
en fenêtres d’analyse recouvrantes qui seront considérées lors du calcul des descrip-
teurs. La durée de ces fenêtres est en général courte, variant entre 10 et 50 ms. Hormis
la segmentation du signal audio en fenêtres, d’autres méthodes de segmentations sont
également envisageables : par la détection du silence, de la musique, du bruit ou par
l’identification du locuteur ou de l’émotion.
Mitrovic et al. présentent une étude relativement exhaustive des différents des-
cripteurs audio utilisés dans différents domaines de recherche : reconnaissance auto-
matique de la parole, la recherche d’information dans la musique, la segmentation au-
dio, et la recherche de son environnemental [Mitr 10]. Ils ont repartis ces descripteurs
en sept différentes catégories : temporels, fréquentiels, vectoriels, cepstraux, relation-
nels, modulation de fréquence, espace de phase. La boite à outil Spro1 implémente
les descripteurs audio classiques et elle met à disposition des utilisateurs une librairie
en C pour pouvoir implémenter de nouveaux algorithmes.
1gforge.inria.fr/projects/spro/
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Actuellement, le descripteur audio le plus utilisé est le MFCC (Mel Frequency
Cepstrum Coefficients), un descripteur cepstral qui représente la densité spectrale
de puissance du son. MFCC se base sur une transformée de Fourier rapide et d’une
transformée de cosinus sur une échelle de Mel. Il se calcule de la manière suivante :
• Préaccentuation du signal pour relever les hautes fréquences.
• Découpage du signal en fenêtres d’analyse recouvrantes.
• Application de la transformée de Fourier rapide à la fenêtre pour obtenir le
spectre.
• Application d’un banc de filtres triangulaires répartis sur l’échelle de Mel pour
simuler l’oreille humaine.
• Application de la transformée de Cosinus discrète pour convertir le spectre
logarithmique de Mel et représenter l’intensité du signal.
• Conservation des premiers coefficients pour former les coefficients cepstraux
(MFCC).
À l’issue de cette phase d’extraction, les descripteurs sont agrégés de la même
manière que les descripteurs visuels, par exemple sous la forme de sacs-de-mots au-
dio ou par des GMM ou d’autres méthodes statistiques comme moyenne et variance
ou minimum et maximum.
2.4.3 Descripteurs sémantiques
Les descripteurs précédents sont considérés comme des descripteurs de bas niveau,
ils représentent le signal ou les caractéristiques basiques de l’image. Le descripteur
sémantique, quant à lui, est considéré comme un descripteur de haut niveau. Il offre
une représentation plus significative, pour la logique humaine, du contenu du docu-
ment multimédia en modélisant la relation entre différents concepts apparaissant ou
non dans un document multimédia. Smith et al. ont été les premiers à poser les bases
d’une représentation sémantique, ils ont construit alors un vecteur de modèle qui
combine les résultats d’un ensemble de modèles de concepts indépendants [Smit 03].
Chaque élément de ce vecteur de modèle correspond donc au score de confiance avec
lequel chaque concept est détecté dans le document multimédia.
De nombreux travaux ont également été effectués sur la représentation sémantique
[Jian 09, Li 10, Torr 10, Ayac 07a]. Ayache et al. ont conçu un modèle de numcepts
mis en relation les uns avec les autres dans un réseau afin d’exploiter différentes
formes de contexte et de permettre l’inférence ou la dérivation de nouveaux concepts
[Ayac 07a]. Torresani et al. ont combiné les scores de détection obtenus par un grand
nombre de classificateurs d’objets faiblement supervisés [Torr 10]. Li et al. ont ajouté
à la représentation sémantique une notion de localisation des objets dans l’image
29
CHAPITRE 2. ÉTAT DE L’ART
qui a permis d’améliorer considérablement les résultats du système de classification
d’images [Li 10].
Cette représentation de l’image basée sur les objets a apporté des informations
sémantiques complémentaires aux descripteurs de bas niveau, elle a ainsi prouvé son
efficacité dans la classification des images. De plus, elle a ouvert une nouvelle di-
rection de recherche dans le domaine de la classification des images et des vidéos.
Récemment, des travaux ont adapté le descripteur sémantique pour la classifica-
tion des événements dans les vidéos [Sada 12, Merl 12, Mazl 13, Habi 14a]. Mer-
ler et al. ont construit un descripteur sémantique à partir d’un très grand nombre
de détecteurs d’objets (les 280 détecteurs de concepts à leur disposition) pour la
détection d’événements dans les vidéos. En revanche, Mazloom et al. ont choisi de
ne sélectionner que les détecteurs d’objets les plus informatifs pour un événement
donné pour la construction de leur représentation sémantique [Mazl 13].
2.5 Optimisation des descripteurs
La conception d’un système d’indexation efficace, rapide et robuste est au cœur de
toutes les recherches dans le domaine de l’indexation automatique. Alors que la ma-
jorité des travaux se concentrent sur l’élaboration de nouveaux descripteurs ou sur la
mise en place d’un meilleur modèle d’apprentissage, peu s’intéressent à l’optimisa-
tion des descripteurs existant. Cependant, cette optimisation forme une étape impor-
tante dans le processus global de classification. Elle permet de former des vecteurs
plus compacts et plus précis pour la représentation du contenu. De même elle dimi-
nue sensiblement le taux d’erreur des systèmes de classification et entraı̂ne un gain
dans les performances d’indexation. L’optimisation des descripteurs peut se faire de
différentes façons : par une normalisation ou par une réduction de dimensions des
descripteurs. Cette section explique les méthodes souvent utilisées pour améliorer
les performances des descripteurs.
2.5.1 Normalisation des descripteurs
La normalisation des descripteurs a pour principal objectif de normaliser les compo-
santes des vecteurs de description de façon à avoir une distribution uniforme. Parmi
les méthodes de normalisation, nous citons celles qui s’appliquent au niveau des
vecteurs séparément (par exemple la normalisation l1 ou l2 ), au niveau des com-
posantes des vecteurs (par exemple la normalisation min-max ou variance unitaire)
ou au niveau de chaque valeur indépendamment les unes des autres (par exemple la
Power Law ou la normalisation de puissance). Dans ce qui suit, nous détaillons ces
techniques. Soit V l’ensemble des N vecteurs de description à normaliser, chaque
vecteur vi est de dimension d (possède d composantes) i = (1, 2, . . . , d).
Normalisation L1 ou L2. Un grand nombre de descripteurs dépendent de la pro-
portion de l’image qu’ils représentent, donc deux images contenant un même ob-
30
2.5. OPTIMISATION DES DESCRIPTEURS
jet mais en différentes tailles auront deux descripteurs différents. Ces deux norma-
lisations permettent de gommer la dépendance des descripteurs à la proportion de
l’image.
Ces deux normalisations adaptent uniformément les composantes de chaque vec-
teur de façon à ce que la longueur du vecteur soit égale à 1 selon la métrique L1 ou
L2.
Les vecteurs de description normalisés (V ′) sont donc produits en appliquant la for-
mule suivante :
v′ij =
vij
‖vi‖
, i = 1, 2, . . . , n, et j = 1, 2, . . . , d
où vij est la jieme composante du vecteur vi, et ‖.‖ est l’opérateur représentant la
norme, qui est égale à
√∑
j v
2
ij dans le cas de L2normalisation ou égale à |
∑
j vij|
dans le cas de L1normalisation.
Cette normalisation est adaptée pour les données qui respectent une distribution
gaussienne et elle est la plus souvent utilisée pour normaliser les vecteurs de des-
cription sous la forme d’histogrammes et de sacs-de-mots (BoW). Néanmoins, elle
est n’est pas restrictive et reste tout à fait applicable à d’autres types de descripteurs
comme Perronnin et. al ont montré en l’appliquant sur les descripteurs en noyau de
Fisher [Perr 10b].
Normalisation min-max. Cette normalisation vise à équilibrer l’influence des
différentes composantes. Elle adapte les valeurs des vecteurs de description de façon
à ce que toutes les valeurs soient comprises entre une borne inférieure et une borne
supérieure (i, s).
Par conséquent, les valeurs du descripteur s’obtiennent par la formule suivante :
v′ij = i+
(s− i)× (vij −mink(vij)
maxk(vij)−mink(vij)
Elle est souvent appliquée avec i = 0 et l = 1. Cette normalisation est actuelle-
ment utilisée dans libsvm [Chan 01].
Normalisation moyenne nulle et variance unitaire. Le but de cette normalisation
est similaire à celui de la normalisation min-max, en revanche elle est moins sensible
aux grandes variabilités entre les valeurs. Les valeurs des descripteurs sont norma-
lisées en soustrayant la moyenne µj de chaque élément du descripteur et en divisant
le résultat par la variance σj de l’élément du descripteur :
v′ij =
vij − µj
σj
Où µj et σj sont la moyenne empirique et la variance de la jieme composante res-
pectivement. Cette normalisation peut-être appliquée avec la partie variance unitaire
uniquement.
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Normalisation de puissance . (Power-law) Cette normalisation est surtout adaptée
aux descripteurs sous la forme d’histogrammes. Elle concerne spécifiquement le cas
où le nombre de regroupements (clusters) est relativement grand et donc où beau-
coup de regroupements sont vides et ne contiendront aucun élément. Ceci entraı̂ne
des vecteurs à trous. Le but de cette méthode est de normaliser la distribution des
valeurs des descripteurs en appliquant cette transformation à toutes les composantes
des descripteurs individuellement [Safa 11a] :
x← xα, x← −(−x)α, si x < 0
Jegou et al. ont appliqué cette transformation sur des descripteurs de noyaux de
Fisher avec α = 0.5 et ils ont constaté empiriquement l’amélioration de la qualité de
cette représentation [Jego 12b]. Ils ont montré qu’elle permet de stabiliser la variance
et donc de corriger la dépendance entre la variance et la moyenne. Cette transforma-
tion est donc applicable aux descripteurs sous la forme de noyaux de Fisher comme
aux sacs-de-mots [Perr 10b, Jego 12b, Winn 05a].
2.5.2 Réduction de dimensions des descripteurs
Le but de la réduction de dimensions est de garder les composantes les plus im-
portantes seulement, c’est à dire celles qui portent le maximum d’information utile
pour la classification. La réduction de dimensions permet alors d’obtenir un espace
de descripteurs plus expressif pour cette classification. Ces méthodes statistiques ont
été largement utilisées par la communauté du traitement d’image, de l’apprentis-
sage automatique et en traitement du signal pour supprimer le bruit des données
[La C 98, Hans 00, Kole 02, Vino 03]. Au sein de la communauté du multimédia,
des travaux ont montré que les données visuelles et audio se prêtent bien à ce genre
de traitement statistique pour mieux explorer les données [Fish 00, Smar 03]. Plu-
sieurs techniques ont été proposées pour la réduction de dimensions des descrip-
teurs pour l’indexation multimédia, comme la populaire méthode d’Analyse de Com-
posantes Principales (ACP) [Joll 05] ou d’Analyse de Composantes Indépendantes
(ACI) [Como 94].
Analyse de Composantes Principales (ACP). L’ACP propose une représentation
dans un espace de dimension réduite, permettant ainsi de mettre en évidence d’évent-
uelles structures au sein des données. Pour cela, elle recherche les sous-espaces dans
lesquels la projection des données déforme le moins possible les données initiales.
Cette méthode proposée par Pearson [Pear 01] se fait par l’intermédiaire d’une pro-
jection linéaire des données originales dans un sous-espace de dimension inférieure
à celle de l’espace de départ de façon à retrouver le maximum de variance possible
entre les données. L’ACP calcule de nouvelles variables nommées composantes prin-
cipales (C1, C2, . . . , Ck) qui sont obtenues par une combinaison linéaire des variables
originales de la façon suivante :
Soit (X1, X2, . . . , Xp) les variables initiales dans l’espace p,
Ck = α1kX1 + α2kX2 + · · ·+ αpkXp
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L’ACP permet d’extraire les informations les plus importantes des données, de
compresser la taille des données en gardant seulement les informations importantes
et de simplifier les descripteurs. De plus, elle s’est montrée utile pour enlever le bruit
des données [Joll 05].
Analyse de Composante Indépendante (ACI). L’idée de l’ACI est similaire à
celle de l’ACP. Les deux méthodes projettent les données dans différents espaces
de composantes, à l’exception près que les composantes sont ici choisies de façon à
ce qu’elles soient indépendantes. Le but des deux méthodes est différent : L’ACI
transforme les données vers un espace de composantes indépendantes alors que
l’ACP trouve les composantes non corrélés. L’ACI trouve les composantes statis-
tiquement indépendantes et elle est préférée pour trouver les composantes les plus
représentatives alors que l’ACP est idéale pour compresser les données dans un es-
pace de dimension inférieure en supprimant les composantes les moins signifiantes.
Le fait que ces méthodes soient faciles à implémenter et que l’optimisation des
descripteurs qu’elles permettent soit bien réelle les a rendu largement répandues dans
le domaine de la classification. Cependant, elles ont une limitation commune à toutes
les méthodes d’optimisation qui est leur linéarité. En effet ces méthodes sont toutes
des méthodes linéaires alors qu’en pratique la distribution des données n’est pas
linéaire. Pour palier ce problème de linéarité, une autre catégorie de technique de
réduction de dimensions a été proposé, le Local Embeddings[Rowe 00]. Le point
faible de ces derniers est leur sensibilité au bruit dans les données [Geng 05].
2.6 Méthodes de classification
Le processus de classification consiste à associer un élément à une classe donnée
selon des caractéristiques précises. Les méthodes de classification sont basées sur
des algorithmes d’apprentissage qui apprennent les corrélations entre les classes et
les représentations de chacune des entités. En pratique, une fois que les descripteurs
images (ou vidéo) sont extraits, des classificateurs sont entraı̂nés sur l’ensemble de
données appelé  ensemble d’entraı̂nement  ou  ensemble d’apprentissage  pour
apprendre les paramètres de la fonction de décision qui sépare les classes. Deux
grandes catégories de méthodes de classification existent, les méthodes supervisées
et les méthodes non supervisées.
Dans l’apprentissage supervisé, les étiquettes de l’ensemble d’entraı̂nement sont
connues, cet ensemble comprend des couples formés par l’élément (ou le descripteur)
et l’étiquette correspondante (ou la classe). L’algorithme d’apprentissage analyse
l’ensemble d’entraı̂nement pour construire un modèle (ou une fonction de décision)
qui permet de minimiser empiriquement l’erreur de classification dans cet ensemble.
Dans l’apprentissage non supervisé, les étiquettes de l’ensemble d’entraı̂nement ne
sont pas connues. Le but est donc de trouver des structures cachées dans des données
non étiquetées et la classification consiste à regrouper les éléments en classes non
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nommées. Ces méthodes sont dites  méthodes de regroupement  (ou clustering),
la méthode des K-moyennes (K-means) est probablement la plus connue dans cette
catégorie.
Le choix de la méthode d’apprentissage automatique joue un rôle très important
dans le système global d’indexation automatique et affecte directement sa qualité.
Dans cette section, nous aborderons les méthodes les plus populaires en apprentis-
sage automatique, en particulier la méthode des K-Plus Proches Voisins (ou KNN)
et celle des Machines à Vecteurs de Support (ou SVM). Nous avons adopté ces deux
méthodes d’apprentissage supervisé lors de nos expérimentations tout le long de cette
thèse.
2.6.1 Les K plus proches voisins
L’algorithme des K plus proches voisins est un des algorithmes de classification les
plus simples et les plus intuitifs. Il ne nécessite pas la construction d’un modèle
d’apprentissage et son principe peut se résumer à Dis moi qui sont tes amis, et je te
dirais qui tu es . Il consiste à prédire la classe d’un nouvel exemple en lui affectant
simplement la classe majoritaire à partir des K exemples les plus proches [Cove 67].
À partir d’un ensemble d’apprentissage, d’une fonction de distance pour comparer
deux exemples et d’un nombre de voisins K à prendre en considération, chaque nou-
vel exemple à étiqueter est comparé aux différents exemples de l’ensemble d’en-
traı̂nement. Ensuite la classe de l’exemple est décidée par une combinaison linéaire
des classes des K plus proches exemples pondérés par une fonction de distance au
nouvel exemple. Plusieurs améliorations ont été apportées à cette méthode de classi-
fication, parmi elles nous citons la pondération des classes pour palier les problème
de déséquilibre entre les classes.
Les performances de la méthode sont très dépendantes du choix de la fonction
de distance intervenant dans le calcul des voisinages et du nombre de voisins K
considéré. Malgré les nombreux travaux proposant un apprentissage de métriques
dans le but de trouver la métrique de distance la plus appropriée aux données traitées
[Wein 09, Chop 05], la distance Euclidienne reste la métrique de distance la plus uti-
lisée dans l’implémentation des kNN. En ce qui concerne le paramètre K, il doit être
choisi en fonction des données. Les grandes valeurs de K réduisent l’effet du bruit
sur la classification mais entraı̂nent un gommage des détails et rendent les frontières
entre classes moins distinctes. À l’inverse les petites valeurs de K contiennent plus
de variabilité et de sensibilité aux bruits mais rendent les frontières entre classes plus
distinctes. Un bon choix de K peut se faire par différentes techniques heuristiques,
par exemple par une validation croisée de façon à minimiser l’erreur de classification.
Bien que cette méthode de classification soit simple, efficace et contienne peu
de paramètres, elle possède plusieurs limitations. Dans sa version originale cette
méthode garde tous les exemples en mémoire, de ce fait elle nécessite beaucoup
de mémoire. De plus, elle est très coûteuse en temps de classification vu qu’elle ne
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construit pas de modèle d’apprentissage et que tous les calculs doivent être effectués
lors de la classification. Pour ces raisons là, des méthodes d’optimisation de la ges-
tion de l’espace mémoire et d’accès rapide sont inévitables pour être en mesure de
l’utiliser sur les grands corpus.
2.6.2 Les machines à vecteurs de support
Les machines à vecteurs de support (ou SVM) sont les méthodes les plus répandues
en apprentissage automatique pour la classification des données. Elles ont été in-
troduites par [Cort 95] dans le cadre de la classification de documents textuels.
Grâce à leur précision et leur fiabilité, elles ont vite été adoptées et sont devenues
prédominantes dans la classification de documents multimédia également. Dans sa
forme la plus simple pour la classification bi-classes, la méthode cherche à trouver
l’hyperplan qui sépare  au mieux  les exemples d’apprentissage en deux classes.
L’objectif est donc de trouver un séparateur linéaire qui maximise la marge entre
l’hyperplan séparateur et les points dans la base d’apprentissage. Plusieurs exten-
sions ont été proposées pour résoudre les problèmes des exemples qui ne sont pas
linéairement séparables. La première relâche les contraintes de la marge dure pour
accepter des solutions avec des exemples proches de la surface de séparation ou mal
classés. La deuxième extension est basée sur l’utilisation de noyaux remplaçant le
produit scalaire dans les calculs pour les exemples non linéairement séparables dans
l’espace des caractéristiques choisi.
L’idée originale propose une séparation linéaire entre deux classes or les problè-
mes de classification souvent rencontrés comprennent bien plus que deux classes à
reconnaı̂tre. De nombreuses stratégies ont été proposées pour étendre la classification
binaire à différentes tâches d’apprentissage comme la classification multi-classes.
Parmi les stratégies les plus simples, il existe celle qui entraine un classificateur
binaire un-contre-tous pour chacune des classes sur l’ensemble des donnée d’en-
traı̂nement. D’autres ont proposé des SVM multiclasses [West 99, Cram 02, Lee 04].
Joachims et al. ont proposé une alternative aux SVM multiclasses, en considérant le
problème comme un problème de classement des exemples (ranking SVM) : parmi
un ensemble de fonctions de classement, le modèle trouve la fonction qui maxi-
mise le gain. Grangier et al. ont amélioré le classement SVM (ranking SVM) en
pondérant les classificateurs [Gran 08]. Akata et al. ont mené une étude comparative
et ont montré que la stratégie simple un-contre-tous (ou OVR) surpasse les autres
méthodes et les extensions multiclasse des SVM en termes de performance et de
temps de calcul dans le cadre de la classification d’images [Akat 13]. En effet, la
stratégie OVR est simple et rapide, elle décompose le problème d’apprentissage en
problèmes indépendants par classe ce qui peut être parallélisable et donc plus rapide
que les SVM multiclasse.
Trouver un apprentissage rapide et efficace pour les tâches de classification
d’images reste un grand défi. Pour les petites collections de données de quelques
milliers d’images, les classificateurs non-linéaires sont les plus utilisés grâce à leur
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efficacité. Cependant, ces classificateurs non-linéaires ne sont pas adaptés pour les
grandes collections de données de plusieurs millions d’images et plusieurs milliers
de classes à cause de leur temps de classification très long. Le temps d’apprentissage
des classificateurs précis peut atteindre jusqu’à plusieurs semaines voire des années
selon Lin et al. [Lin 11]. Pour résoudre ce problème, beaucoup de travaux ont étudié
les stratégies possibles pour améliorer la précision des méthodes d’apprentissage tout
en réduisant les coûts très élevés des SVM non-linéaires. Certains travaux ont tenté
d’optimiser les méthodes non-linéaires pour les rendre plus rapides en utilisant des
algorithmes dits  optimization minimale séquentielle  (ou SMO) [Plat 99]. Ces al-
gorithmes sont aujourd’hui implémentés dans la plupart des boı̂tes-à-outils : LibSVM
[Chan 11], SVM light [Joac 99] et Shogun [Fran 08]. Toutefois le gain de temps de
classification reste insuffisant pour permettre aux méthodes non-linéaires le passage
à l’échelle pour les très grandes collections de données. D’autres travaux se sont fo-
calisés sur la construction de classificateurs linéaires optimisés par l’utilisation des
méthodes stochastiques de descente de gradient (ou SVM-SGD) proposée par Le-
Cun et al. [LeCu 98, Bott 07, Shal 08]. Dans les travaux récents pour la classification
d’images à grande échelle, l’optimisation par des méthode stochastiques de descente
de gradient a eu beaucoup de succès et les méthodes l’utilisant se sont multipliées
[Lin 11, West 10, Perr 10a, Rohr 11, Sanc 11].
2.6.3 Problème des classes déséquilibrées
Une autre problématique liée à l’apprentissage supervisé dans les grandes collections
de données est le déséquilibre entre la classe positive et la classe négative qui affecte
négativement la performance des classificateurs. Une solution simple est d’attribuer
des poids plus élevés aux exemples des classes minoritaires [Domi 99, Elka 01].
Depuis ces travaux, un grand nombre d’algorithmes d’apprentissage (comme Ada-
Boost) ont été adaptés pour gérer les problèmes de déséquilibre entre classes par
la pondération des exemples. Également, de nombreux algorithmes d’attribution de
poids ont vu le jour [Ting 00]. La résolution du problème de déséquilibre des classes
par cette méthode a montré de bons résultats dans le cas de faibles déséquilibres.
Une alternative à la pondération des exemples consiste à modifier la taille des
données d’entraı̂nement. Elle se fait en sélectionnant aléatoirement un sous-ensemble
à partir des données d’apprentissage majoritaires ou en dupliquant les exemples
des données d’apprentissage minoritaire [Drum 03]. En plus des méthodes basiques
d’échantillonnage, beaucoup de méthodes ont été proposées pour échantillonner
d’une façon plus complexe et plus intelligente [Liu 09, Kuba 97, Chaw 11], ou en-
core Tahir et al. qui ont choisi d’inverser le sens du déséquilibre en formant des
sous-ensembles à partir des données d’apprentissage contenant plus d’exemples de
la classe minoritaire que d’exemples de la classe majoritaire [Tahi 09]. Ces méthodes
ont été capables de palier les problèmes de grand déséquilibre [Zhou 06]. D’autres
types de méthodes existent comme celles basées sur des techniques d’apprentissage,
Safadi et al. ont prouvé l’efficacité des approches utilisant de multiples classificateurs
(ou multi learner) pour les problèmes de déséquilibre [Safa 10] et ils l’ont combiné à
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des algorithmes d’apprentissage actif pour améliorer leurs résultats [Safa 12].
Le système d’indexation multimédia utilisé tout au long de cette thèse adopte
la méthode de classification proposée par [Safa 10], et basée sur de multiples clas-
sificateurs. L’idée principale de cette méthode de classification est de remplacer
un grand classificateur déséquilibré par un certain nombre de plus petits classifi-
cateurs équilibré. La spécificité de cette approche réside dans la méthode de sous-
échantillonnage des données d’apprentissage. En effet, pour un concept c, m sous-
ensembles de données sont formés à partir des données d’apprentissage de la classe
majoritaire selon la formule suivante :
m = fmaj × nbmaj
fmin × nbmin
Où nbmaj et nbmin sont des variables dépendantes des données d’apprentissage et
qui représentent respectivement le nombre d’exemples de la classe majoritaire et de
la classe minoritaire. fmaj et fmin sont des paramètres de contrôle. fmaj correspond
au taux de recouvrement des exemples majoritaire, typiquement un fmaj = 1 signifie
que tous les exemples de la classe majoritaire sont sélectionnés en moyenne au moins
une fois dans les sous-ensembles. fmin correspond au ratio souhaité entre le nombre
d’exemples de la classe majoritaire et celui de la classe minoritaire, et se fixe en fonc-
tion du déséquilibre que le classificateur tolère. Par exemple, pour un classificateur
SVM fmin se situe idéalement entre 2 et 4.
Lesm sous-ensembles de données d’apprentissage contiennent tous les exemples
de la classe minoritaire (nbmin) et fmin×nbmin d’exemples sélectionnés aléatoirement
des données d’apprentissage de la classe majoritaire. Un classificateur est entraı̂né sur
chacun des sous-ensembles de données d’apprentissage et génère le modèle d’ap-
prentissage correspondant. Ensuite, les m modèles d’apprentissage obtenus sont uti-
lisés sur les données de test pour prédire la probabilité d’apparition (ou encore le
score de prédiction) du concept c. Enfin, les m scores de prédiction résultants sont
fusionnés pour générer un seul score final pour chacun des exemples des données de
test.
2.7 Fusion
La fusion d’information intervient dans les systèmes possédant plusieurs sources
d’information (visuelles, textuelles, audio, . . .). Cette fusion de différentes sources
d’information constitue une étape primordiale pour les systèmes d’indexation. Elle
peut être effectuée à différents niveaux : au niveau de la représentation (fusion
précoce), au niveau de la décision (fusion tardive) ou à un niveau intermédiaire
(fusion des noyaux). Nous avons illustré ces trois niveaux de fusion dans la figure
2.12. Altrey et al. ont étudié la plupart des méthodes de fusions multimodales pro-
posées durant ces dernières années afin d’apporter une meilleure compréhension et
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un meilleur choix en fonction de la problématique [Atre 10].
Descripteurs Scores
Fusion 
Précoce
Classification
Fusion 
de noyaux
Fusion 
tardive
FIGURE 2.12 – Les trois différents niveaux de fusion de plusieurs sources d’informa-
tion dans les systèmes d’indexation : au niveau de la représentation (fusion précoce),
au niveau de la décision (fusion tardive) ou à un niveau intermédiaire (fusion des
noyaux)
2.7.1 Fusion précoce
Dans la fusion précoce les différents descripteurs sont combinés avant la classifica-
tion [Gong 08]. La simplicité d’implémentation de cette fusion (concaténation des
descripteurs des différentes modalités) l’a rendu populaire dans le domaine. Ce-
pendant, il est souvent problématique de transformer différents descripteurs en une
seule représentation. En effet chaque descripteur provient de différents espaces avec
différentes distributions, ainsi une grande différence d’échelle des valeurs ou du
nombre de dimensions des descripteurs concaténés peut entraı̂ner un déséquilibre
dans la prise en compte de certains descripteurs par rapport aux autres. Dans ces
cas, il sera nécessaire de normaliser ou de pondérer les différents descripteurs après
la concaténation. Également, la concaténation de plusieurs descripteurs peut générer
des descripteurs à très grandes dimensions et entraı̂ner par la suite un temps d’appren-
tissage beaucoup plus long. Dans ces cas il sera nécessaire de réduire la dimension du
descripteur final en appliquant une méthode de réduction de dimensions, par exemple
une analyse en composantes principales (ACP).
2.7.2 Fusion tardive
Dans la fusion tardive les scores de classification obtenus séparément par chacun des
modèles de descripteur sont combinés [Snoe 05, Derb 12, Gian 10, Lin 09]. Contrai-
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rement à la fusion précoce, la fusion tardive s’appuie sur la force de chacune des
modalités séparément. L’avantage de cette fusion est sa flexibilité dans la mesure où
il est possible d’utiliser la méthode de classification la plus appropriée à chacune des
modalités (celle qui considère au mieux la spécificité de la modalité). De plus, la
combinaison de différentes méthodes de classification permet de pallier les erreurs
de prédiction de chacune séparément et fournit souvent des décisions plus précises.
Néanmoins, ce gain de précision a un coût qui se traduit en une augmentation de
temps de calcul vu que chaque modalité nécessite sa propre étape d’apprentissage,
en plus de la perte de corrélation entre les modalités. Dans le but de profiter des
avantages de chacune des méthodes de fusion, des approches hybrides proposent de
combiner les deux niveaux de fusion, précoce et tardive, dans le but de profiter des
avantages spécifiques à chacune d’elles [Lan 13].
2.7.3 Fusion de noyaux
La fusion de noyaux peut être considérée comme une fusion intermédiaire entre la
fusion précoce et la fusion tardive. La fusion de noyaux combine les modalités au ni-
veau du noyau. Au lieu de modéliser les données selon une seule fonction de noyau
(comme dans la fusion précoce), cette fusion offre la possibilité de choisir le noyau le
plus adapté à chacune des modalités et de combiner ensuite les noyaux uni-modaux
pour générer un seul noyau final multi-modal [Ayac 07b, Muhl 12]. Elle permet d’ex-
ploiter le maximum d’information de chacune des modalités. L’inconvénient de cette
méthode de fusion est le nombre de paramètres à fixer d’abord sur l’ensemble des
fonctions de noyaux pour chacune des modalités, et ensuite sur la fonction de fusion
pour le noyau final.
Finalement, le principal problème des méthodes de fusion de l’état de l’art est la
perte potentielle de corrélation entre les modalités dans un espace contenant plusieurs
descripteurs, plus on va vers la fusion tardive plus on perd les corrélations vu que
la fusion se fait plus loin dans le signal. Dans le Chapitre 3, nous proposons une
nouvelle méthode de fusion, intitulée  fusion doublement précoce , pour palier les
problèmes de perte de corrélations inter modalités.
2.8 Apprentissage profond ou Deep Learning
Les méthodes de l’état de l’art pour l’indexation de contenu multimédia sont basées
sur l’apprentissage en surface, c’est-à-dire sur l’application de méthodes d’apprentis-
sage supervisé sur des descripteurs extraits selon des méthodes déterministes pensées
par les chercheurs ou ad hoc. Ces méthodes ont montré leur efficacité d’indexa-
tion sur les données bien structurées et propres. Néanmoins leur capacité limitée de
modélisation et de représentation pose problème dans l’indexation des données diffi-
ciles à conditions réelles. En effet, le succès des systèmes d’indexation dépend de la
représentation de données alors que ces données peuvent être très variables à cause de
39
CHAPITRE 2. ÉTAT DE L’ART
certains facteurs appelées  facteurs de variations  : des changements d’orientation,
d’éclairage, de positions. Des connaissances physiques de chacun des facteurs de
variations sont nécessaires afin de rendre les systèmes robustes en intégrant des for-
mules mathématiques modélisant les variations. Or la plupart des facteurs de varia-
tions contenus dans les images naturelles n’ont pas de caractéristiques modélisables.
L’apprentissage profond (Deep Learning) peut apporter une solution à ces problè-
mes de représentation. Cet apprentissage permet d’extraire des structures complexes
et de construire des représentations internes à partir de données variées. Son but est de
découvrir automatiquement des abstractions directement à partir des descripteurs bas
niveau jusqu’à des concepts de haut niveau. Il tente d’apprendre une hiérarchie des
représentations de manière à ce que les représentations d’un niveau soient formées
par une composition des représentations de niveau inférieur [Beng 09]. L’appren-
tissage profond est composé de multiples couches de transformations non-linéaires
contrairement à l’apprentissage en surface qui ne comprend qu’une ou au maximum
deux couches de transformations non-linéaires. La profondeur de l’architecture cor-
respond au nombre de niveaux de la composition d’opérations non linéaires de la
fonction apprise.
Les systèmes d’indexation basés sur l’apprentissage profond ont longtemps été
mis de côté dans le domaine de l’indexation multimédias à cause de leur sensibilité
aux annotations bruitées et incomplètes et surtout de leur très long temps de cal-
cul. Grâce à la création de très grands corpus correctement annotées (par exemple
ImageNet) et à la disponibilité de nouvelles architectures (parallélismes, GPU, . . .),
les systèmes basés sur l’apprentissage profond trouvent de plus en plus de succès
dans l’indexation de contenu multimédias. Plus précisément, une classe de méthodes
d’apprentissage profond, les réseaux de neurones convolutionnels (ou Convolutional
Neural Networks), est en vogue actuellement pour l’indexation des images [LeCu 10,
Kriz 12] et très récemment pour l’indexation des vidéos [Wang 11, Fara 13].
L’architecture d’un réseau de neurones convolutionnels, par exemple, en 8 couches
se compose de trois couches de réseaux de neurones complètement inter connectés
(all-to-all) précédées de 5 couches à convolution qui permettent d’avoir un traite-
ment invariant par la translation et de réduire le nombre de coefficients à considérer
(comme illustré dans la figure 2.13).
Ces systèmes possèdent une contrainte au niveau de l’image d’entrée qui doit
être de taille relativement petite ce qui exige un redimensionnement des images et
une sélection de différentes zones de l’image (par exemple les 4 coins et la par-
tie centrale de l’image et leur inverse [Jia 13]). Jia a mis en place un système libre
et optimisé implémentant les algorithmes des réseaux de neurones convolutionnels
[Jia 13, Kriz 12], ce qui rend ces méthodes accessibles au public et utilisables sur les
grands corpus d’images et de vidéos.
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FIGURE 2.13 – Une illustration de l’architecture d’un réseau de neurones convolu-
tionnels (CNN) en 8 couches [Kriz 12, Snoe 13].
Enfin, la mise en application de l’apprentissage profond étant relativement récente
de nombreuses perspectives d’améliorations ainsi que de nouvelles méthodes d’in-
dexation sont à prévoir sur le court terme.
2.9 Collections de données
Pour être en mesure d’évaluer et de tester l’indexation automatique multimédia, plu-
sieurs collections de données ont été crées. Ces collections, le plus souvent publiques,
forment une base commune permettant de comparer différents systèmes d’indexation
selon les mêmes métriques d’évaluations. Au total plus de 100 collections sont dis-
ponibles entre images de divers objets, de logo, de fleurs, d’animaux ainsi que des
vidéos de mouvements, d’actions humaines, de sports, de caméra de surveillance, de
films ou de séries télévisées.
Parmi les collections les plus utilisées pour l’indexation des images fixes nous
trouvons Voc, ImageNet et Caltech. En revanche, pour l’indexation des vidéos nous
citons les collections suivantes : la collection de données Hollywood2 pour la recon-
naissances des actions dans les films, MediaEval pour la détection de la violence dans
les films, HMDB pour la détection et reconnaissance des actions dans les vidéos et
enfin la grande collection de données fournie par la campagne d’évaluation annuelle
TRECVid pour la reconnaissance d’un grand nombre de concepts statiques et dyna-
miques (événements) dans les vidéos du web. Chaque collection possède sa propre
spécificité et complexité, le tableau 2.1 récapitule leurs principales caractéristiques.
2.9.1 KTH
La collection de données KTH comprends 2 391 vidéos enregistrées spécifiquement
pour une validation expérimentale scientifique [Schu 04]. Les vidéos contiennent
6 catégories d’actions humaines : boxing, hanclapping, handwaving, jogging, run-
ning, walking. Les enregistrements sont effectués par 25 différentes personnes dans 4
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Collection Année Taille Concepts Action Type Difficulté
KTH 2004 2 392 vidéos 6 Oui Encadrées -
Hollywood2 2009 1 684 vidéos 13 Oui Films ++
PASCAl VOC 2010 11 540 images 30 Non Web +
HMDB 2011 6 766 vidéos 51 Oui Web ++
MediaEval-VSD 2013 18 vidéos 2 Oui Films ++
TRECVid-MED 2013 2013 98 000 vidéos 20 Oui Web ++
TRECVid-SIN 2013 2013 800 000 vidéos 364 Oui Web ++
TABLE 2.1 – Les principales caractéristiques des collections de données les plus
populaires figurent dans ce tableau. Parmi ces caractéristiques, nous trouvons : la
taille de la collection, le nombre de concepts statiques et dynamiques qui y sont
annotées, si la collection comporte certaines action humaines, le type des données
(films, tirées d’internet ou spécifiquement crées pour les évaluations) enfin le niveau
de difficulté des données (arrière-plans encombrés, mouvements de caméra, . . .).
différents contextes : à l’extérieur, à l’extérieur avec différentes échelles, à l’extérieur
avec différents vêtements et à l’intérieur. Les vidéos filmées respectent un certain
nombre de contraintes : un arrière-plan homogène et gris, une personne par séquence
vidéo, pas de mouvement de caméra, pas de changement de point de vue. Pour cela
nous appellerons ces vidéos des  vidéos encadrées .
2.9.2 PASCAL Visua Object Classes (Voc)
PASCAL VOC, est parmi les plus grandes collections d’images annotées publiques
[Ever 10, Ever 11]. Elle contient 11 540 images collectées du site de partage de pho-
tos en ligne Flickr avec des annotations de 20 objets (person, bird, car, airplane,
table, plant, . . .) et 10 actions (sauter, marcher, lire, courir, . . .). Cette collection de
données offre la possibilité d’évaluer les méthodes de reconnaissance d’objets dans
une très large palette d’images et dans des scènes réelles. Pour cela, les images choi-
sies contiennent une très grande variabilité en terme de taille d’objets, d’orientation,
de pose, d’éclairage, de position et d’occlusion. Une annotation exhaustive et précise
des images a été faite pour assurer une base d’entraı̂nement propre et une évaluation
précise des méthodes de reconnaissance d’objets.
En parallèle, une campagne d’évaluation annuelle (VOC) basée sur ces données a
été mise en place entre 2007 et 2012. Son principal objectif est de fournir des images
difficiles et des annotations de bonne qualité avec un système d’évaluation standard
pour permettre à différents algorithmes de se comparer et de mesurer les capacités
des méthodes de l’état de l’art. Quatre tâches ont été définies :
• la classification : prédire la présence ou non des objets dans les images,
• la détection : prédire l’emplacement des objets dans les images avec un cadre
englobant (voir figure 2.14),
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• la segmentation : prédire pour chaque pixel de l’image à quel objet il apparient,
• la classification d’actions : prédire pour chaque action si une personne l’effec-
tue dans les images et si c’est le cas une boite doit être dessinée pour localiser
la personne.
FIGURE 2.14 – Un exemple des objets à localiser dans les images selon la tâche de
 détection  de VOC.
2.9.3 Hollywood2
Cette collection contient des séquences courtes extraites de 69 films de l’industrie
cinématographique (par exemple American Beauty, As Good As It Gets, Being John
Malkovich, Big Fish, . . .) [Mars 09]. Ces séquences sont des fragments correspondant
à des plans de films. Tous les fragments ont été annotés selon huit différentes actions
(voir figure 2.15) : answer phone, drive car, eat, kiss, run, sit down, . . . et dix scènes
dont deux sont filmées à l’extérieur et huit à l’intérieur : house, Bedroom, kitchen,
car, restaurant, office, shop, . . .. La collection contient au total 3 669 plans annotés
pour un équivalent de 20,1 heures de vidéos.
Le but de cette collection est de fournir des données réalistes et complexes pour
l’évaluation de systèmes de reconnaissance d’actions humaines. Grâce aux condi-
tions expérimentales très variées et contraignantes, les vidéos de la collection Hol-
lywood2 sont plus difficiles que d’autres collections de données représentant des
actions humaines (comme KTH).
FIGURE 2.15 – Quelques exemples d’actions parmi les huit actions annotées dans
Hollywood : Kiss ,  answer phone ,  get out car ,  hug .
2.9.4 HMDB
Cette collection comporte 51 types d’actions avec au moins 101 vidéos par actions
pour un total de 6 766 vidéos. Les vidéos ont été collectées à partir de plusieurs
sources et elles ont annotées manuellement [Kueh 11]. HMDB permet d’évaluer la
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qualité et la robustesse d’un système de reconnaissance d’action grâce aux multiples
conditions d’enregistrement des vidéos, comme les mouvements de caméra et de
point de vue, les occlusions ainsi que la qualité des vidéos.
Pour capturer au maximum la richesse et la complexité des actions humaines, les
vidéos ont été collectées d’internet, Youtube, Google, des films et des archives
comme Prelinger. La figure 2.16 montre quelques exemples d’actions parmi les 51
actions contenues dans cette collection. Ces 51 actions ont été regroupées en cinq
grandes catégories : les actions faciales (smile, talk, laugh, . . .), les actions avec la
manipulation d’objets (smoke, eat, drink, . . .), les mouvements du corps (run, jump,
walk, climb, dive, . . .), les mouvements de corps avec manipulation d’objets (hit so-
mething, golf, ride bike, ride horse, . . .) et enfin les mouvements de corps pour des
interactions humaines (fencing, hug, kiss, . . .).
FIGURE 2.16 – Quelques exemples d’actions parmi les 51 actions annotées dans
HMDB :  hand wave ,  drink ,  fight ,  jump ,  run 
2.9.5 MediaEval
MediaEval a créé un référentiel multimédia au sein de la communauté de recherche
qui s’intéresse aux aspects sociaux et humains des données. Chaque année MediaE-
val lance des défis à la communauté multimédia en proposant des tâches variées
et les données correspondantes pour permettre d’évaluer et comparer les méthodes
existantes. Chaque année les mêmes tâches sont proposées avec un certain nombre
de nouvelles tâches.
Parmi ces tâches nous trouvons celle de recherche de photos sociales diverses qui
consiste à affiner une liste classée de photos de lieux extraites de Flickr en utilisant
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des informations visuelles et textuelles fournies sur un ensemble de 95 000 photos
et 200 lieux. Il y a également la tâche de recherche et d’hyperliens, cette tâche de-
mande de trouver les segments de vidéos pertinents pour une requête donnée et de
fournir une liste d’hyperliens utiles pour chacun des segments. Ou encore la tâche
de reconnaissance d’émotion dans la musique consiste à détecter automatiquement
les émotions dans la musique en utilisant le contenu et générer une représentation
continue. Les données fournies contiennent 744 chansons.
Enfin, la tâche de détection de violence (VSD) consiste à détecter les portions
des films contenant de la violence en utilisant les informations multimodales des
films (audio, visuel, textuel). Une trentaine de films de l’industrie cinématographique
ont été annotés, en plus d’un ensemble de vidéos courtes d’Internet (de Youtube
ou d’archive d’Internet) nécessaires pour l’extension de la tâche sur la détection de
violence dans les vidéos courtes [Dema 13]. Dans cette thèse, nous nous sommes
intéressés à cette dernière tâche en proposant un modèle corrélant plusieurs types
d’information pour la détection de la violence dans les vidéos (voir Chapitre 3).
2.9.6 TRECVid
La campagne d’évaluation TREC Video (TRECVid) a commencé à petite échelle en
2001, motivée par l’intérêt du NIST à étendre la recherche d’information au delà
du texte et par l’absence de bases communes pour la comparaison des résultats de
recherche dans les vidéos [Over 13]. Depuis TRECVid a continué à s’agrandir pour
former une campagne d’évaluation annuelle incontournable dans le domaine de le re-
cherche d’information dans les documents multimédia à grande échelle. Les données
et les annotations sont fournies par les organisateurs mais elles ne sont pas toutes
publiques. La campagne comprend plusieurs tâches d’indexation de documents mul-
timédias. Dans cette thèse, nous nous sommes particulièrement interessés à la tâche
de Semantic Indexing (SIN) pour la reconnaissance d’objets (dog, airplane, boat, . . .)
ou de scènes (classroom, harbor, . . .) et la tâche de Multimedia Event Detection
(MED) pour la détection des événements comme wedding, birthday, . . ..
Les tâches de TRECVid sont considérés comme des tâches très difficiles à traiter
pour plusieurs raisons. Premièrement, le très grand nombre de concepts à détecter
(346 différents concepts entres objets, scènes ou actions simples et 20 événements)
oblige la mise en place d’un système de détection générique de la part des partici-
pants. La quantité de données considérablement élevée nécessite des systèmes perfor-
mant en temps de calcul et d’un certain nombre de ressources. La collection contient
plus de 98 000 vidéos et 4 600 heures pour la détection des événements et 800 000
plans courts sur 400 heures de vidéo pour la détection des concepts.
La grande variabilité des données en termes de provenance (vidéos profession-
nelles ou amatrices), de qualité (filmé avec une caméra de qualité ou avec un télépho-
ne) et de contenu (avec des changements d’éclairage, de fond, de mouvement de
caméra ou des différents environnement). De plus, la fréquence des concepts et des
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événements dans les vidéos n’est pas uniforme, certains apparaissent bien plus sou-
vent que d’autres. Enfin, les annotations fournies par les organisateurs sont faites
au niveau des plan en entier sans aucune précision sur l’endroit et le moment exact
de leur apparition dans les vidéo. Ainsi, il suffit que le concept (ou l’événement)
apparaisse dans une image du plan pour que ce dernier soit annoté positif pour le
concept en question. Ceci constitue une sérieuse difficulté pour les modèles d’ap-
prentissage qui doivent reconnaı̂tre lesquelles des informations extraites du plan sont
représentatives ou non du concept (ou événement). Nous nous sommes basés sur
cette collection de données pour évaluer nos travaux tout au long de ce mémoire
(voir Chapitres 4, 5 et 6).
2.10 Conclusion
Pour conclure ce chapitre, nous soulignons que toutes les étapes du système d’in-
dexation par le contenu, détaillées précédemment, sont importantes et affectent di-
rectement leur performances. Nous détaillons les limitations identifiées et qui ont
justifié les directions de recherche choisies pour ce travail de thèse.
Nous nous intéressons à la détection de concepts statiques et dynamiques dans
les vidéos difficiles en conditions réelles (à l’opposé de celles qui sont encadrées
ou jouées). La représentation du contenu multimédia est une étape clé du processus
d’indexation. Les descripteurs doivent être capables de représenter le contenu mul-
timodal des vidéos en conservant le maximum de corrélations intermodalités. Or le
principal problème des méthodes de fusion de l’état de l’art est la perte potentielle
de ces corrélations. Par conséquent nous proposons une nouvelle méthode de fu-
sion multimodale pour générer une représentation multimodale conjointe du contenu
vidéo (Chapitre 3).
Les concepts complexes ou événements sont généralement composés d’une asso-
ciation d’un ensemble de concepts basiques apparaissant en même temps, qu’il est
important de localiser. Pour cela nous présentons, dans le Chapitre 4, une méthode
faiblement supervisée de localisation de concepts, comme des objets dans les images,
qui sera utile pour détecter ensuite des concepts plus complexes (comme des événe-
ments).
En ce qui concerne l’apprentissage supervisé, les données d’apprentissage doivent
être complètes et précises mais les annotations sont souvent effectuées au niveau de
la vidéo. Dans de nombreux cas, des annotations plus fines, au niveau du plan, sont
nécessaires. Nous explorons la possibilité de classifier automatiquement les plans de
vidéos à partir d’annotations globales niveau vidéos dans le Chapitre 5.
Enfin, les descripteurs doivent également être optimisés de façon à améliorer la ca-
pacité de ceux-ci à représenter le contenu multimédia tout en réduisant leur coût en
termes de temps de calcul et de stockage. Pour cela, nous exposons une méthode
d’optimisation de descripteurs dans le Chapitre 6.
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Dans ce chapitre, nous présentons une nouvelle méthode de fusion intitulée fu-
sion  doublement précoce, pour palier les problèmes de perte de corrélations entre
les modalités. Par l’intermédiaire de cette fusion, nous proposons une représentation
audio-visuelle des données pour détecter les événements dans les vidéos. Ainsi, nous
proposons un descripteur qui fournit des indices multimodaux audio et visuels ; tout
d’abord en assemblant les descripteurs audio et visuels, ensuite en révélant statisti-
quement les motifs conjoints multimodaux.
Nous avons évalué la performance de ce nouveau descripteur issu de la fusion  dou-
blement précoce  proposée dans le contexte de la détection de scène violentes dans
les vidéos. Plus précisément, la validation expérimentale a été effectuée dans le cadre
de la tâche de détection de scènes violentes de la campagne d’évaluation MediaEval
2013.
3.1 Motivations : Exploitation de la corrélation entre
différentes modalités
Aujourd’hui, des millions de documents multimédias sont crées et partagées quo-
tidiennement par des professionnels, des simples utilisateurs amateurs ou par l’in-
dustrie cinématographique. Rien n’est mieux que quelques chiffres pour mesurer
l’ampleur du volume des données multimédias accessibles. Plus de 100 heures de
vidéos sont téléversées chaque minute sur la plateforme de partage en ligne Youtube
en 2013. Et plus de 550 millions d’images sont téléversées au quotidien en 2013 se-
lon le rapport annuel de Mary Meeker. Selon l’Institut de Statistique de l’UNESCO
(ISU) la production mondiale annuelle de films a atteint 6 573 longs métrages en
2011. Devant la quantité écrasante de documents multimédias, la classification ma-
nuelle est devenue impossible et un grand besoin d’automatisation se fait sentir pour
faciliter l’accès aux contenus multimédias.
Les actions et les événements dans les vidéos se déroulent sous la forme de scènes
visuelles souvent accompagnées par des informations audio spécifiques (par exemple
pour un événement comme  anniversaire  les vidéos comportent des images de
ballons, de gâteaux et d’un grand nombre de personnes souvent accompagnées par
une musique festive et plus précisément de la chanson spécifique aux anniversaires).
Ces informations visuelles et audio forment donc des motifs conjoints audio-visuels.
Ainsi une méthode efficace pour la détection des événements doit exploiter les deux
modalités : audio et visuelle. La technique la plus populaire d’analyse audio-visuelle
est basée sur une fusion multimodale. Or, le principal problème des méthodes de
fusion de l’état de l’art (voir 2.7) est la perte potentielle de corrélation entre les mo-
dalités dans un espace de descripteur mélangés. Plus on va vers la fusion tardive, plus
on perd les corrélations vu que la fusion se fait plus loin dans le signal. Même si la fu-
sion précoce reste l’approche capable de respecter au maximum les inter-corrélations,
les approches de fusion précoce de l’état de l’art représentent séparément le contenu
des vidéos en concaténant n histogrammes monodimensionnels correspondant aux n
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modalités considérées.
Descripteurs locaux Descripteurs globaux Scores
Agrégation
(Sacs-de-mots)
Fusion 
Précoce
Fusion 
de noyaux
Fusion 
tardive
PERTE
PERTE
PERTE
Fusion doublement 
précoce
Classification
(SVM)
FIGURE 3.1 – La nouvelle méthode de fusion proposée dans ce chapitre (fusion dou-
blement précoce) et les trois différents niveaux de fusion de plusieurs sources d’infor-
mation dans les systèmes d’indexation : au niveau des descripteurs globaux obtenus
par une agrégation par exemple sous la forme de sacs-de mots (fusion précoce), au
niveau des noyaux de la méthode d’apprentissage par exemple un SVM (fusion de
noyaux), au niveau des scores de prédiction (fusion tardive).
En effet, les histogrammes multidimensionnels fournissent, habituellement, une
représentation plus fine du contenu que celle de plusieurs histogrammes monodi-
mensionnels. Par exemple dans le cas des images, l’histogramme tridimensionnel de
couleur RGB est plus discriminant que trois histogrammes monodimensionnels (R, G
et B). Pour illustrer cette différence, nous considérons deux images dont la première
contient du rouge et du bleu et dont la deuxième contient du noir et du violet. Bien
que ces deux images soient visuellement très différentes, les trois histogrammes
monodimensionnnels (R, G et B) en donnent exactement la même représentation.
L’histogramme tridimensionnel RGB est par contre en mesure d’en fournir deux
représentations effectivement très différentes. La figure 3.2 illustre cet exemple. No-
tons que les méthodes de fusion par noyaux et tardives prennent encore moins en
compte la corrélation entre les éléments des différentes modalités puisque la fusion
se fait encore plus loin du signal.
Nous proposons ici une méthode de fusion (qu’on appelera une fusion  dou-
blement précoce ) qui permet de décrire le contenu de la vidéo en se basant sur la
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FIGURE 3.2 – Les représentations fournies par un histogramme tridimensionnel
RGB versus celles fournies par trois histogrammes monodimensionnels (R, G et B)
pour deux images distinctes.
relation conjointe entre les deux modalités : la modalité audio et la modalité visuelle
(figure 3.1). Notre approche est basée sur une représentation sous forme des sacs-
de-mots audio-visuels et est évaluée dans le cadre de la détection d’un événement
spécifique : la détection de scènes violentes dans les vidéos.
3.2 Travaux connexes
Plusieurs techniques ont été mises en place et implémentées pour l’analyse du contenu
audio et du contenu visuel des vidéos conjointement. Pour la détection des événements
dans les vidéos, Ye et al. ont modélisé la relation entre la modalité audio et la mo-
dalité visuelle avec un graphe bipartite suivie d’un partitionnement de ce graphe
de façon à révéler des motifs joints [Ye 12]. Dans le domaine de reconnaissance
des événements dans les vidéos de surveillance, certains ont proposé des méthodes
pour intégrer les informations audio et visuelles [Cris 07]. Ils calculent une matrice
de co-occurrence audio-visuelle pour détecter et segmenter les événements sous la
forme de données audio-visuelles. Dans le domaine du suivi d’objets, Beal et al. ont
décidé d’exploiter la structure statistique des données sonores et visuelles ainsi que
leurs dépendances mutuelles. Ils l’ont traduite dans un seul modèle graphique pro-
babiliste [Beal 03]. Sargun et al. ont utilisé l’Analyse Canonique des Corrélations
(ACC) pour fusionner l’information sonore et l’information visuelle et créer un es-
pace multimodal dans le but d’améliorer la performance des systèmes audio-visuels
de reconnaissance du locuteur. L’Analyse Canonique des Corrélations (ACC) per-
met de trouver deux espaces basiques dans lequel la matrice de corrélation croisée
50
3.3. DESCRIPTEUR AUDIO-VISUEL PROPOSÉ
entre les variables est diagonale et les corrélations diagonales sont maximisées. Par
l’intermédiaire de l’ACC, ils ont fusionné le descripteur audio et celui de la texture
des lèvres en concaténant les composantes corrélées des vecteurs de description au-
dio et visuels [Sarg 06, Sarg 07]. Enfin, dans le domaine général de classification de
concepts dans les vidéos, Jiang et al. ont étudié la causalité temporelle statistique
entre les mots audio et visuels pour représenter le contenu de la vidéo comme étant
des motifs audio-visuels [Jian 11].
Dans le domaine de la détection de scènes violentes dans les vidéos, la littérature
ne propose pas de définition générale de la violence. Sachant que définir le terme
Violence n’est pas une tâche facile à cause de son ambiguı̈té et de sa subjectivité,
chaque scientifique a dû clarifier sa propre description de la violence. On peut trou-
ver des définitions littéraires comme :  violence physique ou accident amenant à des
blessures humaines ou de la douleur  [Dema 13]. Il existe aussi des définitions plus
techniques où la violence est définie par des indicateurs visuels et audio spécifiques,
par exemple les mouvements accélérés ou les rythmes de musique rapides [Gong 08].
Les travaux dans ce domaine sont souvent basés sur des descripteurs visuels ou
spatio-temporels [Datt 02, Berm 11, Souz 10]. D’autres méthodes se focalisent sur
l’unique utilisation des descripteurs audio [Gian 06]. Certains proposent même une
nouvelle utilisation de la représentation en sacs-de-mots audio classiques, en décrivant
chaque segment par un ou plusieurs mots audio obtenus par une simple agrégation
sur les descripteurs audio classiques [Pene 13].
Dans l’ensemble, les systèmes de détection de violence sont limités et globale-
ment moins évolués que ceux de l’indexation d’événements à cause du manque de
définitions communes de la violence et de corpus de vidéos commun.
3.3 Descripteur audio-visuel proposé
Cette section décrit la représentation audio-visuelle jointe que nous proposons pour
la détection des événements et plus précisément de scènes violentes. Le but étant
d’exploiter la forte corrélation entre l’information audio et l’information visuelle
afin de découvrir des motifs audio-visuels capables d’identifier les scènes violentes.
La représentation des motifs audio-visuels est censée donner de meilleurs résultats
qu’une simple fusion (précoce ou tardive) des deux modalités audio et visuelle qui
ignore leurs corrélations. La méthode proposée est composée de trois étapes :
1. Dans un premier temps, les descripteurs locaux audio et visuels sont extraits à
partir de la vidéo ;
2. Ensuite, les motifs bimodaux (ou encore les mots bimodaux) sont trouvés et le
dictionnaire bimodal est construit ;
3. Enfin, la représentation sous la forme de sacs-de-mots bimodaux est construite
par l’intermédiaire de ces mots.
Le processus général de la méthode est illustré dans la figure 5.2.
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FIGURE 3.3 – Le processus général pour la génération de sacs-de-mots audio-visuels
3.3.1 Extraction des descripteurs locaux
On considère une collection de vidéos décomposée en ns plans vidéo. Les descrip-
teurs locaux audio et visuels sont extraits pour chacun des plans. Pour chaque plan
vidéo si, ceci peut être écrit sous la forme de aij et vik. Tous les aij (resp. vik) sont
des vecteurs de dimensions fixées à da (resp. dv) et le nombre de descripteurs locaux
nai et nvi dépend généralement du contenu du plan vidéo si. Pour chaque plan vidéo
si, ceci peut être noté comme suit :
• Descripteurs audio locaux aij : un certain nombre de descripteurs audio sont
extraits (par exemple des MFCC).
• Descripteurs visuels locaux vik : un certain nombre de descripteurs visuels sont
extraits (par exemple des descripteurs de points d’intérêt SIFT).
Où
• 1 ≤ i ≤ ns, 1 ≤ j ≤ nai et 1 ≤ k ≤ nvi,
• nai est le nombre de descripteurs audio locaux dans le plan vidéo si,
• nvi est le nombre de descripteurs visuels locaux dans le plan vidéo si.
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3.3.2 Capture de motifs bimodaux
Dans l’approche classique de sac-de-mots et par modalité, aij (resp. vik) sont agrégés
sous la forme d’histogramme selon les groupes (clusters) calculés précédemment
sur la totalité des descripteurs locaux du même type disponibles sur la collection
de données. Les groupes (clusters) constituent alors un dictionnaire de taille fixe
prédéfinie qui correspond également à la taille de représentation agrégée.
Pour la représentation audio-visuelle jointe, l’ensemble de vecteurs mijk est
défini comme suit :
mijk = {aij ⊗ vik} avec 1 ≤ i ≤ ns, 1 ≤ j ≤ nai et 1 ≤ k ≤ nvi
aij ⊗ vik est simplement le produit tensoriel de aij et vik. Tous les mijk doivent
avoir une même dimension fixe da + dv et le nombre de descripteurs locaux navi =
nai × nvi dépend généralement du contenu du plan vidéo si.
Avant l’application du produit tensoriel sur les descripteurs audio et visuels, une
normalisation et éventuellement une pondération peuvent être appliquées. La nor-
malisation peut être faite par un coefficient multiplicatif global de façon à ce que la
distance moyenne entre deux descripteurs locaux soit égale à 1 pour ramener les des-
cripteurs à échelle équivalente. En ce qui concerne la pondération, celle-ci peut être
effectuée selon la performance relative des descripteurs audio et visuels considérés
séparément et évalués par une validation croisée sur l’ensemble d’apprentissage.
Le nombre de descripteurs audio peut être élevé, de même que le nombre de
descripteurs visuels pour chacun des plans vidéo de la collection. De plus, le grand
nombre de plans vidéos dans la collection de données peut entraı̂ner la génération
d’un très grand nombre de descripteurs audio-visuels joints. Même si la représentation
n’aura pas à être stockée le processus d’agrégation doit lui être appliqué, d’où le be-
soin de trouver une solution pour réduire leur nombre. Dans le but de rendre l’ap-
proche généralisable et applicable dans le cas où plus de deux descripteurs locaux
auront à être fusionnés de cette manière, nous proposons de limiter le nombre de
combinaisons audio-visuelles considérées pour un plan donné à une certaine valeur
seuil nmax. Dans ce cas, la représentation locale audio-visuelle jointe sera un en-
semble de mil avec nml étant le nombre de descripteurs locaux audio-visuels dans le
plan vidéo si :
{mil} ⊆ {mijk} avec 1 ≤ i ≤ ns et 1 ≤ l ≤ nml
1 ≤ j ≤ nai et 1 ≤ k ≤ nvi
Si le nombre total de combinaisons audio-visuelles générées (nai × nvi) est
inférieur ou égal au seuil fixé par plan (nmax), tous les vecteurs audio-visuels (aij ⊗
vik) seront considérés. Alors que si le nombre de combinaisons audio-visuelles
générées (nai × nvi) est supérieur à ce seuil (nmax), seulement nmax vecteurs se-
ront sélectionnés aléatoirement à partir de l’ensemble de vecteurs audio-visuelsmijk.
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Ceci peut être décrit comme suit :
nml =
{
nai × nvi si nai × nvi ≤ nmax
nmax sinon
On note que le nombre de vecteurs maximal à prendre en considération nmax est fixé
par validation croisée sur l’ensemble d’apprentissage.
Ensuite, une méthode standard de regroupement sera appliquée sur les nmax vec-
teurs joints pour capturer la corrélation entre l’information audio et visuelle et donc
retrouver les motifs audio-visuels.
3.3.3 Représentation sous la forme de sacs-de-mots bimodaux
Enfin, l’agrégation de type sacs-de-mots peut être appliquée sur l’ensemble d’ap-
prentissage exactement de la même manière sur les mil descripteurs locaux que sur
les aij et vik.
3.4 Evaluations
3.4.1 MediaEval2013
L’efficacité de notre représentation audio-visuelle jointe a été mesurée dans le cadre
de la tâche de détection de scènes violentes de MediaEval2013. Cette tâche définit
deux types de violence : violence objective et violence subjective. La violence objec-
tive est définie comme étant  violence physique ou accident résultant en blessures
humaines ou douleur . La violence subjective est définie comme étant  les scènes
qu’on ne pourra pas laisser un enfant de 8 ans regarder dans un film à cause de la
violence physique qu’elles contiennent  [Dema 13]. La figure 3.4 montre quelques
images extraites des plans annotés comme contenant des scènes violentes objectives.
FIGURE 3.4 – Quelques images extraites des plans annotés comme étant violents
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La collection de données comprend 25 films hollywoodiens décomposés en 43 923
plans et répartis en deux ensembles : l’ensemble d’apprentissage et l’ensemble de
test. L’ensemble d’apprentissage contient 18 films annotés décomposés en 32 678
plans. L’ensemble de test contient 7 autres films hollywoodiens décomposés en
11 245 plans. Les données de l’ensemble d’apprentissage sont annotées par plan
comme contenant ou non des scènes violentes (subjective ou objective) en plus de
dix autres concepts : sang, feu, cris, poursuite de voitures, arme à feu, gore, arme
blanche, explosions, coups de feu, combats. Ces dix concepts peuvent être utilisés
par les participants pour détecter les scènes violentes. Le nombre de plans annotés
comme étant violents ou non sur l’ensemble d’apprentissage et de test est récapitulé
dans le tableau 3.1. La tâche de la détection de scènes violentes constitue un réel défi à
cause de la difficulté de la représentation de la violence et de la rareté des échantillons
positifs (scènes violentes) dans l’ensemble des vidéos (8.28% de la durée totale pour
la violence objective et 13.91% de la durée totale pour la violence subjective).
Objective Subjective
Nombre de plans App Test Total App Test Total
Violents 3 921 1 180 5 101 7 010 2 276 9 286
Non violents 28 757 10 065 38 822 25 668 8 969 34 637
Total 32 678 11 245 43 923 32 678 11 245 43 923
TABLE 3.1 – Le nombre de plans annotés comme étant violents ou non sur l’en-
semble d’apprentissage et de test de la collection de données de MediaEval 2013.
Pour choisir et fixer les paramètres de notre modèle, nous procédons par valida-
tion croisée. Nous découpons la collection d’apprentissage en deux sous-collections
de taille équivalente qui serviront de base pour la validation croisée.
3.4.2 Choix de paramètres
Pour générer le descripteur audio-visuel joint proposé, nous utilisons un descripteur
audio classique  Mel Frequency Cepstral Coefficients  (MFCC) pour représenter
le contenu audio de la vidéo. Les points d’intérêt spatio-temporels (STIP) sont quant
à eux utilisés pour représenter l’information visuelle de la vidéo [Lapt 05] vu que le
mouvement est très important pour la détection de violence et que ce descripteur met
l’accent sur le mouvement. Avant la génération de la représentation audio-visuelle
jointe, les deux descripteurs ont été optimisés séparément sur les 12 concepts an-
notés (fournis par les organisateurs de la tâche de détection de scènes violentes de
MediaEval 2013) pour éviter le sur-apprentissage sur les deux concepts cibles (vio-
lence objective et violence subjective). Cette optimisation sera détaillée dans ce qui
suit. En ce qui concerne la classification, elle a été effectuée sur deux méthodes d’ap-
prentissage différentes, la première basée sur des SVM multiples (MSVM) [Safa 10]
et la deuxième basée sur la recherche de K plus proches voisins.
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L’outil d’Ivan Laptev1 a été utilisé pour calculer les points d’intérêt spatio-
temporels (STIP) [Lapt 05]. Un vecteur d’histogramme de flux optique (HOF) est
ainsi produit pour chaque STIP détecté. La dimension de ce vecteur est de 90
éléments. Une agrégation est ensuite appliquée sur la durée du plan. Nous notons que
le descripteur composé d’histogramme de gradients (HOG ) a été essayé également
mais il n’a pas fourni de meilleurs résultats que le descripteur HOF, de même que
leur fusion (HOF et HOG).
L’outil de Guillaume Gravier Spro2 a été utilisé pour le calcul du descripteur
audio MFCC. Un vecteur dont la dimension est de 13 éléments est produit par le pro-
gramme chaque 10 ms. Nous avons comparé la performance du descripteur MFCC
seul (13 éléments) à celle du descripteur MFCC incluant les coefficients delta et
accélération sur les données d’apprentissage. Habituellement, ces coefficients (delta
et accélération) permettent d’améliorer la performance du descripteur MFCC, mais
ceci n’a pas été vérifié lors de nos expérimentations. Le coefficient d’accélération ne
serait probablement pas adapté à la représentation des bruits comme des explosions
qui sont pertinents ici. Pour la suite de nos expérimentations, nous nous sommes
contenté alors du descripteur MFCC seul (13 éléments).
La durée minimale de la fenêtre impacte directement la performance de ce des-
cripteur audio. Nous avons optimisé cette durée minimale par validation croisée sur
l’ensemble d’apprentissage. La figure 3.5 montre la performance des MFCC en fonc-
tion de différentes durées de fenêtre.
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FIGURE 3.5 – La performance des MFCC en fonction de la durée minimale de la
fenêtre.
1http://www.di.ens.fr/˜laptev/download.html
2http://www.irisa.fr/metiss/guig/spro/
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Une durée minimale de 1.8 secondes donne les meilleures performances. Une
agrégation est appliquée sur la durée du plan étendue avant et/ou après pour atteindre
1.8 secondes si celle-ci est inférieure à cette valeur.
De plus, le nombre de groupes (clusters) calculé sur les descripteurs locaux ex-
traits (taille du dictionnaire) et utilisé pour la génération de la représentation en
sacs-de-mots influence sensiblement la performance de ces descripteurs. Nous avons
également optimisé la taille du dictionnaire par une validation croisée sur l’ensemble
d’apprentissage. L’influence du nombre de groupes sur la performance du système
global est illustrée par la figure 3.6. Le nombre de 4096 groupes a donné les meilleurs
résultats, donc toutes les agrégations par modalité ou pour le joint ont été calculées
en utilisant une représentation en sacs-de-mots avec un dictionnaire de taille 4096.
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FIGURE 3.6 – La performance des MFCC en fonction du nombre de groupes.
Enfin, nous avons fixé le nombre de combinaisons des vecteurs audio-visuels
considéré (nmax) expérimentalement par validation croisée sur l’ensemble d’appren-
tissage. Nous l’avons évalué avec différentes valeurs de nmax, pour des raisons de
complexité et de temps de calcul nous nous sommes arrêtés à 32 768 combinaisons
surtout que la courbe obtenue commençait à se stabiliser et que pour un nmax égal à
64 000 la quantité de vecteurs devenait trop importante pour un gain presque nul. Le
meilleur résultat a été obtenu avec 32 768 comme le montre la figure 3.7.
3.4.3 Résultats et analyse
La métrique officielle pour cette tâche est la précision moyenne sur 100 (AP@100).
Nous avons comparé la performance de différents descripteurs audio et visuels : en
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FIGURE 3.7 – L’influence du nmax sur la performance du descripteur audio-visuel
joint.
premier temps, nous avons évalué la performance de chaque descripteur séparément.
Ensuite, nous les avons opposés à la performance obtenue avec une fusion tar-
dive en effectuant une moyenne des scores obtenus avec chaque modèle entraı̂né
indépendamment sur chaque descripteur séparément. Enfin, nous les comparons à
celles obtenues avec le descripteur joint MFCC-HOF proposé et avec la fusion du
descripteur joint audio-visuel avec les deux descripteurs originaux (sacs-de-mots de
MFCC et sacs-de-mots d’HOF). Nous avons rapporté dans la figure 3.8 la valeur
d’AP@100 pour la détection de scènes contenant de la violence objective dans 6 des
7 films de l’ensemble de test1. Les résultats ont montré que le descripteur audio-
visuel joint est plus performant que les deux descripteurs audio (MFCC) et visuels
(HOF) séparément. Le descripteur audio-visuel joint et la fusion tardive MFCC-HOF
ont obtenu globalement des résultats comparables, chacun parvenant à se démarquer
sur différents films. Comme supposé, le descripteur joint audio-visuel a dépassé
les différents descripteurs visuel/audio pour les films contenant une vrai cohérence
entre le contenu de l’image et le signal audio comme pour Fantastic Four1 et For-
rest Gump. Une cohérence qui se concrétise par l’apparition d’un événement visuel
en même temps qu’un événement sonore et qui a été supposée sans être quantifiée
dans les films. Une mesure quantitative de cette cohérence, possiblement par l’in-
termédiaire d’une Analyse Canonique des Corrélation (ACC).
Pour notre soumission officielle à la campagne d’évaluation MediaEval 2013 à
la tâche de détection des scènes violentes, nous avons ajouté deux autres descrip-
teurs [Derb 13]. Le premier (OppSIFT) est basé sur le descripteur SIFT mis en place
1Etant donné que le septième film (Legally blonde) ne contient aucune scène violente, nous ne
l’avons pas considéré.
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FIGURE 3.8 – L’AP@100 obtenu avec les différentes représentations en sacs-de-
mots et leur fusion tardive pour la détection de scènes de violence objective sur les
films de l’ensemble de test de MediaEval 2013.
par Koen van de Sande [Van 10]. Le second est un descripteur de couleur et texture
(hg104) basé sur un histogramme RGB et une transformation Gabor. Dans le ta-
bleau 3.2, nous avons rapporté la précision moyenne à 100 (MAP@100) obtenu par
notre soumission officielle, par la meilleure soumission et par la soumission médiane.
La MAP@100 est la moyenne des AP@100 obtenus sur chaque film de la collection
de test. Notre soumission a inclus la fusion des descripteurs MFCC, HOF, OppSIFT
et hg104 avec le descripteur audio-visuel joint (Soumission avec jointAV). Cette sou-
mission nous a classé premier sur 5 équipes participantes pour la détection de vio-
lence subjective (69%) et deuxième sur 9 équipes participantes pour la détection de
violence objective (52%). En moyenne sur la violence objective et subjective, notre
système a été capable de détecter les scènes violentes à 60.5%.
Objective Subjective Moyenne
Meilleure Soumission 0.550 0.690 0.620
Soumission avec jointAV 0.520 0.690 0.605
Soumission Médiane 0.400 0.570 0.485
TABLE 3.2 – MAP@100 obtenue avec notre système à MediaEval 2013 pour la
tâche de détection de scènes violentes en comparaison avec la meilleure soumission
et la soumission médiane.
Les figures 3.9 et 3.10 sont fournies par les organisateurs de la tâche de détection
des scènes violentes de MediaEval [Dema 14], elles comparent la performance glo-
bale des différents systèmes participants à la tâche de détection de violenceMediaE-
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val 2013. Les figures 3.9 et 3.10 tracent les courbes des détections erronées/fausses
alertes et du rappel/précision de la détection de la violence objective et subjective
respectivement, par les système participants. Nous pouvons remarquer que notre
système  LIG-run  est parmi les systèmes qui donnent le moins de detections er-
ronées/fausse alertes et le meilleur rappel/précision pour la detections des scènes
violentes objectives et subjectives.
FIGURE 3.9 – Les courbes des détections erronées/fausses alertes et du rap-
pel/précision des différents systèmes participants à la détection de la violence ob-
jective.
FIGURE 3.10 – Les courbes des détections erronées/fausses alertes et du rap-
pel/précision des différents systèmes participants à la détection de la violence sub-
jective.
Plus généralement, les courbes des détections erronées/fausses alertes montrent
que la tendance est la même pour la violence objective et la violence subjective où les
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meilleurs systèmes atteignent environ 20% de fausses alertes pour 20% de détections
erronées pour la violence objective et environ 25% de fausses alertes pour 25% de
détections erronées pour la violence subjective. En ce qui concerne le rapport rap-
pel/précision les courbes montrent que les grandes valeurs du rappel sont atteintes au
dépit de très basses valeurs de la précision (entre 0,1 ou 0,2).
3.5 Conclusion
Une nouvelle méthode a été proposée pour représenter conjointement le contenu
audio-visuel dans le contexte de la détection automatique de scènes violentes. Elle
exploite la corrélation entre l’information audio et l’information visuelle en construi-
sant un dictionnaire audio-visuel joint dans le but de découvrir des motifs spécifiques
audio-visuels. En comparaison avec les autres méthodes de fusion, cette méthode
peut être considérée comme une fusion  doublement précoce  comme cette fusion
est effectuée avant l’étape d’agrégation. Les méthodes de fusion précoces classiques,
quant à elles, s’effectuent après l’étape d’agrégation et avant l’étape de classification.
La validation expérimentale sur de vrais films hollywoodiens (collection de donn-
ées de MediaEval 2013) a montré que la fusion audio-visuelle jointe donne des
résultats comparables à ceux obtenus avec la fusion tardive. Plusieurs pistes pour-
ront être considérées dans le futur, comme la quantification de la cohérence entre
l’image et le son dans les films et l’intégration de cette mesure dans notre système
afin d’améliorer la découverte des motifs audio-visuels, l’utilisation de plus que
deux descripteurs originaux (MFCC et STIP-HOF) ou encore l’application de cette
représentation conjointe à d’autres types de concepts dynamiques (autres que la vio-
lence).
61
CHAPITRE 3. MOTIFS AUDIO-VISUELS JOINTS
62
4
Localisations de concepts dans les
images
4.1 Motivations : Localisation des objets dans les vidéos en utili-
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Dans ce chapitre, nous présentons un travail réalisé sur la localisation des concepts
détectés dans les images et motivé par la nouvelle sous-tâche de localisation pro-
posé en 2013 par TRECVid dans le cadre de la tâche Semantic Indexing (SIN). Pour
cela, nous proposons une approche simple et faiblement supervisée. Notre approche
consiste à créer un nouveau modèle discriminant, pour un objet donné, basé sur les
statistiques d’occurrence des caractéristiques locales invariantes dans les images par-
tiellement annotées de l’ensemble d’entrainement. L’avantage principal de notre ap-
proche est son besoin limité en terme d’annotations, les images sont annotées au
niveau global sans la spécification de la localisation précise des objets dans les
images. Nous avons montré que notre méthode est applicable sur différents objets
dans des images à conditions réelles avec des variations de positions, des arrières-
plans chargés et des changements d’éclairage.
Nous avons évalué la performance de l’approche proposée sur la collection de données
complexes de TRECVid 2013, et comparé notre système aux systèmes participants
dans le cadre de la sous-tâche de localisation de SIN.
4.1 Motivations : Localisation des objets dans les vidéos
en utilisant le moins d’annotations manuelles pos-
sible
Nous nous sommes intéressé à la localisation d’objets dans les vidéos grâce à la nou-
velle sous-tâche de localisation proposé en 2013 par TRECVid dans le cadre de la
tâche Semantic Indexing (SIN). C’est un défi lancé pour les systèmes participants à
la tâche SIN de rendre leur détection d’objets plus précise dans le temps et dans l’es-
pace. Dans la sous-tâche de localisation, les systèmes qui classifient les plans vidéos
sont invités à déterminer la présence de l’objet dans les images-clés des plans : tem-
porellement dans les plans i.e. par rapport aux images constituant le plan ; et spatia-
lement avec un cadre englobant dans les images contenant l’objet.
En effet, la localisation des objets dans les images est un problème très important
dans le domaine de traitement d’images. Elle est indispensable pour différentes ap-
plications de l’analyse automatique d’images comme la séparation des objets de
l’arrière-plan ou l’extraction des relations spatiales entre différents objets dans une
même image. Les systèmes de détection d’objets sont censés trouver les images
contenant des instances de la classe ou la catégorie d’objets considérée et donner
leur emplacement dans ces images. Par conséquent, la résolution du problème de lo-
calisation nécessite un système non seulement capable de reconnaı̂tre les objets mais
aussi d’indiquer leur emplacement précis dans les images par l’intermédiaire d’un
cadre englobant, d’un polygone ou bien un masque de pixels. La localisation d’ob-
jets est une tâche très difficile à cause de la variabilité du contenu des images : des
changements de point de vue, des déformations des objets, des changements d’illu-
mination, ou encore de l’occlusion.
Les approches existantes résolvent le problème de localisation selon différents
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niveaux de supervision. Nous pouvons distinguer entre les techniques de localisation
d’objets fortement supervisées (très communes) et celles qui sont faiblement super-
visées. Les techniques fortement supervisées exigent un ensemble d’images positives
et négatives annotées et avec un marquage précis de l’emplacement des objets pour
la phase d’apprentissage. Les techniques faiblement supervisées, quant à elles, visent
à effectuer la même tâche mais sans aucun marquage de l’emplacement des objets.
Comme les objets peuvent apparaı̂tre plusieurs fois et de façon arbitraire dans les
images positives avec un arrière-plan encombré, la tâche de localisation devient plus
facile avec un niveau élevé de supervision.
La solution la plus simple pour la localisation d’objets, serait donc d’annoter
et de marquer manuellement les objets de toutes les données d’entraı̂nement (un
apprentissage fortement supervisé). Récemment, des travaux approfondis sur des
corpus de tailles limitées, comme Caltech04 [Zhan 10, Nguy 09, Opel 05] ou Weiz-
mann [Winn 05b] ou juste quelques catégories PASCAL-VOC [Zhan 10, Pand 11],
ont montré que l’apprentissage supervisé est une approche très prometteuse pour
résoudre la localisation d’objets. Bien que cette approche soit efficace pour les pe-
tit corpus ou pour les objets qui sont bien définis et facilement délimitables, elle
n’est pas générique ni applicable sur les grands corpus (comme TRECVid). Par
conséquent, l’apprentissage faiblement supervisé s’impose comme sa plus grande
alternative pour réduire les coûts [Gall 08, Ferg 07, Zhan 10, Pres 12, Cran 06,
Nguy 09, Opel 05].
Nous nous sommes intéressés à la question suivante : dans quelle mesure les
méthodes faiblement supervisées peuvent-elles contribuer à la localisation d’objets
dans les grandes collections de vidéos ? Afin de tenter de répondre à cette question
nous procédons de la façon suivante :
• Nous commençons par proposer un cadre applicatif basé sur des techniques
d’apprentissage faiblement supervisé pour la détection et la localisation d’ob-
jets dans les vidéos réelles.
• Ensuite, nous évaluons la méthode proposée sur le jeu de données TRECVID
2013 et nous comparons nos performances à celles des approches hautement
supervisés.
4.2 Travaux connexes
Plusieurs méthodes basées sur des techniques de segmentation ont été proposées pour
la localisation d’objets [Fuss 06, Russ 06, Todo 06, Winn 05b]. Ces méthodes offrent
une bonne localisation de l’objet en déterminant le contour des objets et en général
elles sont en mesure de traiter le problème de déformation des objets dans les images.
La faiblesse de ces méthodes vient du besoin de paramétrer à l’avance la forme des
objets à segmenter parce qu’elles ne peuvent pas traiter directement toutes les formes
possibles. Liebe et al. ont construit un dictionnaire pour chaque catégorie d’objets à
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l’aide d’une représentation basée sur les différentes parties de l’objet (ou part-based
representations). Ils ont utilisé ensuite un modèle de forme implicite pour segmenter
automatiquement les objets [Leib 04].
L’approche la plus commune pour la localisation d’objets reste l’approche de
fenêtre glissante. Dans cette approche, une fenêtre est glissée le long de l’image
à différentes échelles et un classificateur est appliqué à chacune des sous-images
obtenues par les fenêtres glissantes ; le maximum des scores de classification est
considéré comme une indication de la probabilité de présence de l’objet dans la
région de l’image [Harz 09, Lamp 08, Bosc 07, Chum 07, Ferr 08, Rowl 95]. Les
méthodes basées sur les parties déformables (ou Deformable Part-Based Models-
DPM) constituent les méthodes de pointe pour la détection d’objets par le glissement
d’une fenêtre. Une DPM représente un objet par un filtre initial de basse résolution
disposé dans une configuration spatiale flexible. De nombreux travaux récents uti-
lisent cette technique [Amit 07, Bern 05, Rama 06]. Felzenszwalb et al. ont montré
les bons résultats de cette technique pour la localisation d’objets sur les données PAS-
CAL VOC [Felz 10]. L’inconvénient des approches à fenêtres glissantes est leur coût
en temps de calcul. Lampert et al. ont proposé une méthode efficace pour la localisa-
tion et la détection simultanée d’objets en réduisant le nombre de fenêtres qui doivent
être traitées pour accélérer la localisation des objets [Lamp 08]. La performance de
localisation de cette approche est bonne, mais l’approche reste fortement supervisée.
Les approches faiblement supervisées suscitent de plus en plus d’intérêt dans
ce domaine. L’une des raisons est le besoin de réduction des travaux d’annotations
humains. D’un certain point de vue, notre problème peut être considéré comme un
problème d’Apprentissage d’Instances Multiples (MIL). Cette catégorie de problème
d’apprentissage découle des cas d’applications où les exemples d’entraı̂nement sont
ambigus ou pas entièrement annotés [Diet 97]. Au lieu d’analyser des ensembles
d’exemples annotés comme positifs (tous les exemples contenus sont positifs) et
négatifs (tous les exemples contenus sont négatifs), la méthode traite des  sacs
d’exemples  positifs (au moins un exemple du sac est positif) ou négatifs (tous les
exemples sont négatifs). Ensuite, une méthode spécifique est utilisée pour trouver les
éléments communs entre les exemples positifs qui ne figurent pas dans les exemples
négatifs. Comme la localisation d’objets faiblement supervisé ne nécessite que des
images annotées au niveau de l’image pour l’apprentissage, les exemples d’appren-
tissage positifs contiennent en réalité des exemples positifs et négatifs.
Actuellement, la grande majorité des techniques de localisation faiblement su-
pervisées ont été appliquées à des données relativement faciles. Ceci est dû à la
démultiplication des principaux problèmes de localisation d’objets (comme les chan-
gements de positions, d’échelles ou de poses) qui limitent son efficacité. Ries et al.
ont proposé une méthode faiblement supervisée pour localiser des logos et des fleurs
dans les images. Ils ont créé un modèle de couleur discriminant pour un objet donné
à partir de statistiques d’occurrence de ses couleurs dans les images [Ries 12]. Leur
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méthode est très intéressante car les modèles de couleur discriminants sont relative-
ment rapides à calculer et donc pratiques pour la localisation de concepts dans les
grands corpus d’images. Ils permettent d’éliminer rapidement les images négatives
ambigües en amont du processus de classification. Par contre il n’est pas adapté pour
les images à condition réelles présentant des occlusions et des arrière-plans chargés
et où les objets considérés apparaissent dans un grand nombre de couleurs différentes
dans des environnement très variés.
4.3 Modèle de détection et de localisation des objets
dans les vidéos
Notre but est de localiser des instances d’objets (ou concepts) dans les vidéos indépen-
damment des variations d’échelles, de point de vue, d’orientation et d’illumina-
tion dans des données complexes comportant des occlusions avec des arrière-plans
chargés. Comme défini dans la sous-tâche de localisation (6.1), nous effectuons la lo-
calisation dans les images-clés des plans mais nous décidons de le faire d’une façon
faiblement supervisée, c’est-à-dire en utilisant uniquement des annotations fournies
au niveau des images sans aucun marquage de l’emplacement précis des objets pour
la phase d’apprentissage.
Notre approche tente de détecter de l’invariabilité spécifique à un concept dans
la variabilité globale. Elle consiste à construire un modèle discriminant en utilisant
les statistiques d’occurrence des caractéristiques locales invariantes. Il s’agit d’une
approche faiblement supervisée en deux étapes. Dans un premier temps, pour chaque
classe d’objet, nous retrouvons les images contenant l’objet cible. Dans un deuxième
temps, nous localisons les objets dans ces images. Cette approche est illustrée dans
la figure 4.1.
FIGURE 4.1 – Le système global de localisation d’objet.
4.3.1 Système de détection d’objets
Le système de détection d’objets employé respecte l’architecture du processus général
détaillé dans 2.3. Le but de l’utilisation du système de détection d’objet est de retrou-
ver les images contenantes l’objet cible et donc les images sur lesquelles la localisa-
tion doit être effectuée.
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4.3.2 Système de localisation d’objets
Le système de détection d’objets est capable d’apprendre et de classifier les images.
Néanmoins, la classification obtenue manque d’information plus précise concernant
la localisation de l’objet dans l’image. En effet, les objets peuvent être situés n’im-
porte où dans les images sélectionnées. Quelle partie de l’image représente l’objet
désiré ? Où est l’objet désiré et où est l’arrière-plan ? Pour répondre à ces questions,
nous développons un modèle pour la localisation d’objets basé sur la statistique d’oc-
currence de descripteurs locaux.
Notre contribution principale concerne la création d’un nouveau modèle dis-
criminant pour la localisation d’objets basé sur la statistique d’occurrence des ca-
ractéristiques locales invariantes à partir d’un ensemble d’images positives (conte-
nant l’objet considéré) et négatives (ne contenant pas l’objet considéré). L’idée de
cette méthode est proche de celles qui représentent des objets à partir de leurs in-
formations de couleur et attribue une valeur de classement (0 ou 1) pour chaque
valeur de couleur de l’espace de couleur considéré. Ries et al. ont calculé un modèle
de couleur à l’aide des statistiques d’occurrence des couleurs des images annotées
d’apprentissage [Ries 12]. Cependant, leur approche repose sur deux hypothèses.
Premièrement, les objets considérés doivent apparaı̂tre dans un nombre limité de cou-
leurs. Deuxièmement, les couleurs de l’arrière-plan des images positives et négatives
doivent être similaires et plus variés que celles de l’objet recherché. Ces hypothèses
constituent la principale limitation de leur modèle, car elles ne sont manifestement
pas vérifiées dans les images réelles où les objets apparaissent en différentes po-
sitions dans des environnements complexes. Pour ces raisons, nous avons choisi
de représenter le contenu de l’image avec un descripteur invariant local pour notre
modèle discriminant.
L’approche de localisation d’objets que nous avons proposé s’effectue en trois
étapes. Nous représentons, d’abord, le contenu de l’image selon des descripteurs lo-
caux invariants. Nous créons, ensuite, le modèle discriminant à partir de la fréquence
d’apparition des descripteurs calculés pour identifier ceux qui sont distinctifs pour un
objet spécifique. Enfin, nous cherchons le meilleur cadre englobant l’objet dans les
images à l’aide de l’occurrence des descripteurs distinctifs.
L’extraction des cadres englobants est faite séparément pour chaque objet (ou
concept), donc la méthode est décrite ci-dessous pour un concept donné et sur l’en-
semble des images annotées I avec Ip l’ensemble des images positives et In l’en-
semble des images négatives de l’ensemble d’apprentissage.
4.3.2.1 Extraction de descripteurs locaux
Comme mentionné précédemment, dans les images réelles les objets ciblés appa-
raissent dans un grand nombre de couleurs différentes et dans des environnements
aussi variés que chargés. Pour surmonter les problèmes de diversification des cou-
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leurs et être plus robuste aux changements de taille et de point de vue, nous avons
choisi d’utiliser une représentation locale.
Pour la sélection des régions saillantes (points d’intérêt), nous utilisons un détecteur
invariant à l’échelle, par exemple le détecteur de Harris-Laplace. Ensuite, nous
représentons chaque point d’intérêt par l’intermédiaire d’un descripteur, par exemple
le Opponent Scale Invariant Feature Transform (SIFT) [Van 10].
4.3.2.2 Création du modèle discriminant
L’idée principale est de déterminer les SIFTs discriminants pour un objet donné,
en d’autres termes trouver les SIFTs qui apparaissent significativement plus souvent
dans des images positives que dans des images négatives. Le modèle discriminant est
calculé à partir des statistiques d’occurrence des SIFTs dans un ensemble Ip d’images
positives et un ensemble In d’images négatives.
Une fois que les points d’intérêt pour chaque image sont calculés et représentés
par le descripteur Opponent SIFT, nous appliquons une méthode de regroupement (ou
clustering) standard sur tous les points SIFTs de toutes les images des données d’en-
traı̂nement en différents groupes (ou clusters). Il en résulte l’attribution d’un cluster
spécifique c à chaque point SIFT, avec c ∈ C et C est l’ensemble des groupes. L’en-
semble de ces groupes formeront les mots du dictionnaire visuel. Pour identifier les
mots visuels les plus représentatifs pour un objet donné, nous associons à chaque
mot visuel c ses fréquences d’occurrence relatives (ROF). Les ROFs représentent le
pouvoir discriminant du mot visuel c, c’est-à-dire à quel point un mot visuel c est
pertinent pour un objet. Souvent, plus le mot visuel c apparaı̂t dans les images posi-
tives, plus il est susceptible d’indiquer l’objet en question. Par conséquent, pour un
objet donné, nous calculons les fréquences d’occurrence relative (ROF) avec laquelle
chaque groupe de SIFT est présent dans les images positives et négatives.
La fréquence d’occurrence relative (ROF) de chaque mot visuel (SIFT cluster) c
est donnée respectivement pour Ip et In par :
ROFp(c) =
|{I ∈ Ip|y ∈ f(S(I))}|
|Ip|
(4.1)
ROFn(c) =
|{I ∈ In|y ∈ f(S(I))}|
|In|
(4.2)
f(S(I)) = {c | ∃s ∈ S(I) et s ∈ C} (4.3)
Où S(I) est l’ensemble des points SIFT de l’image I , f est la fonction qui permet de
retourner le cluster c auquel un point SIFT s appartient et f(S(I)) est la projection
de S(I) sur C.
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La formule (4.1), respectivement (4.2), représente le quotient du nombre absolu
d’images positives (resp. négatives) dans laquelle au moins un point d’intérêt ap-
partenant au mot visuel c est présent sur le nombre total d’images positives (resp.
négatives), dans l’ensemble des données d’entraı̂nement.
Pour identifier le mot visuel le plus discriminant, nous comparons son ROF
en images positives et négatives. Si le mot visuel c apparaı̂t plus fréquemment
dans les images positives que dans les images négatives (ROFp(c) <= ROFn(c)),
cela signifie que c est un mot visuel plus spécifique que le reste des mots visuels
et représentatif pour l’objet considéré. Nous pouvons représenter la relation entre
ROFp(c) et ROFn(c) par la formule suivante :
(ROFp(y)/ROFn(y)) > 1 (4.4)
La formule (4.4) pourrait être un excellent indicateur du pouvoir discrimina-
toire du mot visuel c pour des données d’entraı̂nement équilibrées c’est-à-dire où
la quantité d’images positives et celle des images négatives sont approximativement
équivalentes. Cependant, la plupart du temps la quantité d’ images négatives est sen-
siblement plus élevée que celle des images positives. Par conséquent, nous avons
décidé de ne considérer que la ROFp pour chaque c.
4.3.2.3 La recherche du meilleur cadre englobant
Pour localiser un objet donné dans une image, nous utilisons les cadres englobants
rectangulaires traditionnels. Nous détaillons ci-dessous la méthode que nous propo-
sons pour la recherche du meilleur cadre englobant l’objet ciblé.
Évidemment, pour une localisation avec un cadre englobant rectangulaire, nous
devons déterminer deux points du rectangle autour de l’objet à localiser dans une
image. Idéalement, la bonne localisation est obtenue lorsque les points SIFTs se
trouvent tous sur l’objet dans l’image. Il est alors facile de déterminer le rectangle qui
couvre ces SIFTs. Cependant, en pratique, les images contiennent de nombreux ob-
jets et les points SIFTs sont éparpillés sur toute l’image. Ainsi, il est préférable de fil-
trer les points SIFTs de chaque image de façon à ne garder que les SIFTs intéressants :
ceux qui se trouvent sur l’objet ciblé.
Nous décrivons ici la méthode de filtrage proposée pour retrouver les extrémités
gauche et droite du cadre englobant. Tout d’abord, les points SIFTs sont filtrés pour
conserver seulement ceux qui sont associés à un groupe c dont le ROFp est supérieur
à un seuil minimum α. F(I) représente l’ensemble des points SIFTs conservés et se
calcule de la manière suivante :
F (I) = {s ∈ S(I)|ROFp(f(s)) > α} (4.5)
Ensuite, nous découpons la largeur de l’image (w) en K intervalles égales (Tk) et
nous calculons l’histogramme de la projection sur l’axe horizontale des points filtrés
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sur les K différents intervalles.
Tk = [
k
K
w,
k + 1
K
w[ , 0 ≤ k ≤ K − 1 (4.6)
L’histogramme est calculé selon la formule suivante :
h(k) =
∑
s ∈ F (I) | x(s) ∈ Tk
|F (I)| (4.7)
Enfin, les extrémités gauche et droite du rectangle sont déterminées en partant du
bord et en le décalant tant que les cases de l’histogramme ne sont pas suffisamment
remplies et donc tant que la valeur de la case est inférieure au seuil β ; dans le cas
où elles sont toutes inférieures à β le cadre englobant sera éliminé. S’il y a au moins
une case supérieure à β, le rectangle qui couvre les cases restantes est finalement
conservé et considéré comme le cadre englobant de l’image-clé. Pour une meilleure
localisation le seuil β doit être fixé pour chaque objet séparément. Les extrémités
droites et gauches du rectangle sont donc fixées comme suit :
kleft = max
k∈[0,K−1]
{k | ∀ l < k, h(l) < β} (4.8)
kright = max
k∈[0,K−1]
{k | ∀ l > k, h(l) < β} (4.9)
Les extrémités haute et basse du cadre englobant sont fixées de la même manière
en calculant l’histogramme de la projection sur l’axe verticale. La méthode est
illustrée dans la figure 4.2.
4.4 Évaluation du système proposé
La figure 4.2 illustre un exemple de l’algorithme de filtrage et le cadre englobant
que nous proposons. Comme la figure montre, il y a beaucoup de points SIFTs (les
points en bleu), le cadre rectangulaire externe (en vert) présente le résultat de la
localisation de l’objet Motorcycle en prenant tous les points SIFT de l’image. Le
cadre rectangulaire interne (en bleu) est la localisation obtenue après le filtrage que
nous proposons. Notre système de localisation est alors bien capable de localiser
l’objet dans l’image mais ne parvient pas à dessiner le cadre englobant l’intégralité de
l’objet. Comme nous pouvons le voir, le filtrage contribue à fournir une localisation
plus précise des objets, en particulier, lorsque l’objet apparaı̂t comme objet principal
de l’image.
Afin d’évaluer l’efficacité et la précision d’un système faiblement supervisé pour
la détection et la localisation des objets dans les vidéos, nous avons choisi une grande
collection de vidéos complexes avec un grand nombre d’objets et des arrière-plan
chargés : TRECVid 2013. Nous avons effectué cette évaluation en deux temps :
premièrement en comparant les résultats obtenus par notre système à ceux obtenus
par une méthode de localisation de référence qui considère le centre des images,
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(a) Image originale (b) Localisation de l'objet
FIGURE 4.2 – Exemple de la localisation de l’objet Motorcycle en utilisant les ROF :
(a) est l’image originale ; (b) l’image avec les points SIFTs correspondants et deux
cadres rectangulaires englobants autour de l’objet, le cadre externe (en vert) est le
cadre de référence obtenu en gardant tous les points SFITs (baseline) alors que le
cadre interne (en bleu) est obtenu avec notre méthode avec un seuil β = 0.25.
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deuxièmement en comparant la performance de notre système à celles des systèmes
participants à la sous-tâche de localisation de TRECVid 2013.
La suite de la section est organisée de la façon suivante, nous commençons par
présenter la collection de données TRECVid 2013 et plus précisément la tâche à
laquelle nous avons participé. Nous abordons ensuite les caractéristiques nécessaires
aux systèmes participant ainsi que les métriques officielles. Enfin, nous précisons
les choix des paramètres de notre système et nous exposerons les résultats obtenus
par notre système et nous proposons une comparaison avec les systèmes fortement
supervisés participants à la même tâche.
4.4.1 TRECVid 2013
Pour évaluer la qualité de la méthode proposée, nous avons choisi la nouvelle sous-
tâche de localisation de la tâche Semantic Indexing (SIN) de la campagne d’évaluation
TRECVID 2013. La localisation est limitée à dix objets choisis parmi ceux de la tâche
principale SIN. Ces objets sont : airplane, soat ship, bridge, bus, chair, hand, motor-
cycle, telephones, flags et quadruped. Nous avons évalué notre approche sur ces dix
classes d’objets et comparé nos résultats à ceux des systèmes participants.
La collection de données TRECVID 2013 se compose de deux grands sous-
ensembles. L’ensemble d’entraı̂nement qui contient 545 923 plans de vidéos annotés
et l’ensemble de test qui contient 112 677 plans de vidéos. Les plans de l’ensemble
d’entraı̂nement sont annotés comme contenant l’objet ou non, sans aucune informa-
tion concernant le lieu exact d’apparition de l’objet dans les images du plan.
4.4.2 Système
La tâche de localisation nécessite un système capable de trouver les coordonnées
(x, y) des deux points définissant un rectangle autour de l’objet cible [Over 13]. Ceci
doit être fait pour chaque classe d’objets spécifiée dans la liste et pour chaque image
clé (dite I-frame) des 1000 premiers plans classés par le système de détection d’ob-
jets. Le cadre englobant doit inclure l’objet en entier et être en même temps le plus
petit possible. Dans le cas où il y a plusieurs instances de l’objet dans l’image, le
système peut proposer plusieurs cadres englobants mais un seul sera pris en compte
pour l’évaluation finale, sachant que la vérité terrain fournie par les organisateurs
TRECVID ne propose qu’un seul cadre par image. Notre modèle ne traite pas ce cas
de figure pour le moment, il propose un seul cadre englobant par image.
4.4.3 Métriques d’évaluation
Dans l’ensemble de données de test, pour chaque plan de vidéos positif (jugé comme
contenant l’objet) un sous-ensemble d’images du plan (I-frames) sont consultées
et annotées manuellement pour localiser les pixels représentant l’objet. L’ensemble
d’images annotées sont ensuite utilisées pour évaluer la localisation fournie par les
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systèmes participants [Over 13]. La qualité de la localisation est évaluée temporel-
lement et spatialement, à l’aide de la précision et du rappel à deux niveaux, celui
de l’image et celui du pixel respectivement. Ainsi, deux métriques différentes sont
calculées  I-frame Fscore et mean pixel Fscore.  I-frame Fscore représente
la qualité de la localisation temporelle et évalue la capacité du système de détection
d’objet à retrouver les plans et les images des plans (I-frame) contenant l’objet. Les
métriques telles qu’elles sont définies par TRECVID sont calculées selon les for-
mules suivantes où TP est le nombre d’éléments correctement attribués à une classe
d’objet par le système évalué, n est le nombre total d’éléments retournés pour un
objet donné et BB pixel sont les pixels du cadre englobant :
rappel I-frame = #TP I-frames retournés#total I-frames pertinents (4.10)
précision I-frame = #TP I-frames retournés#total I-frames retournés (4.11)
I-frame Fscore = 2. rappel I-frame.précision I-frame
rappel I-frame + précision I-frame (4.12)
La mean pixel Fscore représente la qualité de la localisation spatiale et évalue
plus précisément la capacité du système de localisation à trouver le meilleur cadre
englobant les objets dans les I-frame détectés. Cette métrique est calculée à partir
de la moyenne du rappel niveau pixels (MPR) et la moyenne de la précision niveau
pixels (MPP) :
MPR = 1
n
n∑
i=1
#TP BB pixel retournés
#total BB pixel pertinents (4.13)
MPP = 1
n
n∑
i=1
#TP BB pixel retournés
#total BB pixel retournés (4.14)
Mean pixel Fscore = 2. MPR.MPP
MPR + MPP (4.15)
Plus la valeur de ces deux métriques est élevée, meilleure est la qualité du système
de localisation d’objets dans les plans. Une moyenne pour chacune de ces métriques
est calculée pour chaque objet séparément et sur l’ensemble des objets considérés.
4.4.4 Réglages de paramètres
Pour notre système de détection, nous disposons de 15 différents types de descrip-
teurs calculés et fournis par IRIM et XEROX [Ball 13, Hama 13]. Ces descripteurs
sont ensuite optimisés par la méthode proposée par Safadi et al, qui combine une
réduction des dimensions basée sur une PCA avec une transformation de puissance.
Pour la classification, deux méthodes d’apprentissage différentes ont été utilisées,
l’une basée sur plusieurs SVM pour gérer le problème de déséquilibre entre classe
et une autre basée sur les K plus proches voisins. La fusion des descripteurs et la
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fusion hiérarchique ont permis de combiner les scores de prédictions des différents
classificateurs des différents descripteurs. Enfin une méthode de reclassement tempo-
rel (proposée par Safadi [Safa 11b]) a été appliquée pour établir une liste des images
classées par ordre décroissant des scores de prédiction de présence de l’objet cible.
Pour notre système de localisation, nous appliquons un regroupement des SIFTs
en 4096 groupes (C à 4096) et nous fixons la taille des histogrammes de ROF à
32 éléments. Étant donné que cette édition de la sous-tâche de localisation est la
première dans TRECVID, nous n’avions aucune information concernant les métriques
officielles pour l’évaluation des systèmes participants lors de la mise en place de notre
modèle. Par conséquent, nous fixons les paramètres de notre modèle manuellement
en vérifiant certains cadres englobant fournis par notre système. Le paramètre β de
la méthode de localisation a été réglé et optimisé sur l’ensemble d’apprentissage, en
examinant visuellement la localisation dans les 500 premières images retournées par
notre système pour chaque objet.
4.4.5 Résultats et analyse
Dans cette section, nous présentons la performance de notre système de localisa-
tion sur la collection de données TRECVID 2013 pour les dix concepts (ou objets)
spécifiés. Nous avons appliqué l’algorithme de localisation sur chaque image clé (I-
frame) des 1000 premiers plans retournés par notre système de détection de concepts
(SIN).
La figure 4.3 montre quelques exemples de la tête du classement des résultats ob-
tenus pour les dix objets considérés. Nous avons constaté que le système de détection
retournait les bons plans pour la plupart des objets. De plus, la localisation pour les
objets comme flags, hand et chair sont meilleurs que ceux obtenus pour les objets
comme telephone et bus où la localisation était beaucoup moins exacte. Ceci peut
être expliqué par le fait que ces objets n’apparaissent pas comme des objets princi-
paux dans les données d’apprentissage contrairement aux autres objets qui eux ap-
paraissent clairement et qui sont représentés par une grande partie des pixels des
images. Par exemple l’objet telephone apparaı̂t dans les images en très petite taille et
souvent dans la main des personnes ou avec d’autres objets bien plus imposants. Ce-
pendant, l’algorithme de localisation a montré une bonne capacité à localiser l’objet
principal dans les images, même dans le cas où le système de détection retournait de
mauvaises images. Par exemple, pour les objets bus et boat ship, quelques images
retournées par le système de détection sont mauvaises et ne contiennent pas ces ob-
jets mais l’algorithme de localisation réussissait à encadrer l’objet principal dans ces
images.
Le tableau 4.1 compare la qualité de la localisation obtenue par une méthode
de référence (baseline) et notre approche basée sur un modèle de descripteurs lo-
caux discriminant, en termes de mean pixel Fscore. Cette métrique est plus perti-
nente pour notre travail car elle évalue, plus précisément, la qualité de la localisation
des objets dans les images par les différents systèmes. Comme résultat de référence,
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FIGURE 4.3 – Quelques exemples des résultats obtenus avec notre système global
pour la détection et la localisation des objets dans les plans vidéos.
76
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Objet Baseline Notre modèle
Airplane 0.39% 0.53%
Boat Ship 4.45% 5.39%
Bridges 0.87% 2.02%
Bus 0.24% 0.41%
Chair 4.49% 6.72%
Hand 8.19% 15.18%
Motorcycle 3.00% 2.53%
Telephones 0.29% 0.24%
Flags 1.49% 6.17%
Quadruped 2.75% 3.79%
Mean 2.61% 4.29%
TABLE 4.1 – Comparaison de la qualité de notre système global avec une méthode
basique de référence (baseline) selon la métrique de mean pixel Fscore .
nous utilisons celui obtenu avec un cadre englobant situé au centre de l’image. Cette
méthode est généralement considérée comme un bon indicateur de l’emplacement
des objets, car la plupart des objets ont tendance à se trouver au centre de l’image. Les
résultats montrent qu’une amélioration significative est obtenue avec notre méthode
en comparaison à l’approche de référence.
Nous avons comparé également nos résultats à ceux des équipes participantes à la
même sous-tâche de localisation de la tâche SIN de TRECVID 2013. Quatre équipes
ont participé : FTRDBJ représente Orange Labs à Pékin, SRI Aurora représente
l’Université Centrale de Floride (UCF), Amsterdam représente l’Université d’Am-
sterdam (UvA) et nous. La figure 4.4 montre la performance des systèmes partici-
pants en termes de localisation temporelle d’objets dans les plans sur les des données
de test. Il contient le  I-frame Fscore  obtenu par chaque système participant pour
les 10 concepts considérés (objets) et leur moyenne. Comme précisé précédemment,
cette métrique évalue la qualité du système de détection d’objet. Comme nous pou-
vons remarquer, nous avons obtenu le deuxième meilleur résultat en termes de lo-
calisation temporelle avec une moyenne d’I-frame F-score égale à 16, 51% derrière
l’équipe d’Amsterdam qui a obtenu les meilleurs résultats avec une moyenne égale à
23, 36%.
La figure 4.5 montre la performance des systèmes participants en termes de lo-
calisation spatiale des objets dans les images sur les données de test. Il reprend la
 Mean Pixel Fscore  obtenue par chaque équipe participante pour les 10 objets
considérés et leur moyenne. Cette mesure évalue directement la qualité du système
de localisation. Par rapport à cette métrique, notre système a obtenu la troisième place
avec une Mean Pixel Fscore  égale à 4, 3% derrière l’équipe FTRDBJ (9, 6%) et
l’équipe d’Amsterdam (11%). Contrairement à notre méthode faiblement supervisé,
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FIGURE 4.4 – Résultats officiels obtenus par les systèmes participants à la sous-tâche
de localisation à TRECVid 2013, en termes de  I-frame Fscore. Le schéma reprend
les résultats par concept séparément et la moyenne sur les dix concepts considérés.
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nous soulignons que tous les autres participants ont proposé des systèmes de locali-
sation fortement supervisés en ajoutant des annotations manuelles marquant l’empla-
cement exact des objets dans les images d’apprentissage [Snoe 13, Dehg 13, Bai 13].
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FIGURE 4.5 – Résultats officiels obtenus par les systèmes participants à la sous-tâche
de localisation à TRECVid 2013, en termes de  Mean Pixel Fscore . Le schéma
reprend les résultats par concept séparément et la moyenne sur les dix concepts
considérés.
Étant donné que les systèmes proposés par l’équipe FTRDBG et l’équipe d’Am-
sterdam sont des systèmes fortement supervisés, il est difficile d’analyser les résultats
obtenus. Cependant, nous observons que pour certains objets difficiles comme avion,
bus et téléphone même les méthodes fortement supervisées n’ont pas réussi à obte-
nir de meilleurs résultats que notre méthode faiblement supervisée. D’un autre côté,
pour les petits objets qui apparaissent généralement comme des objets secondaires,
les méthodes supervisées dépassent la méthode faiblement supervisée. La meilleure
précision des méthodes fortement supervisées est la conséquence logique d’un ap-
prentissage sur des données plus exactes et plus propres grâce aux annotations ma-
nuelles supplémentaires encadrant les objets dans les images. Néanmoins, nous pen-
sons qu’il est intéressant de souligner que le système proposé reste prometteur pour
un méthode faiblement supervisée.
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4.5 Conclusion
Nous avons proposé ici une méthode faiblement supervisée pour la localisation d’ob-
jets dans les vidéos réelles. Notre méthode consiste à créer un nouveau modèle dis-
criminant basé sur l’occurrence statistique de descripteurs locaux invariants à par-
tir de données d’entraı̂nement faiblement annotées (le lieu d’apparition des objets
dans les images n’est pas connu). Ces images faiblement annotées sont la seule
quantité de supervision requise pour notre approche. Les principaux avantages de
notre système sont le faible niveau de supervision nécessaire et sa capacité à trai-
ter des vidéos non segmentées et chargées. En outre, le modèle d’apprentissage est
indépendant des variations de couleur de l’objet et l’arrière plan dans les images. Il
intègre également une certaine robustesse aux changements d’échelle et de point de
vue. Les résultats d’évaluation de notre méthode à la sous-tâche de localisation de
la campagne d’évaluation TRECVID 2013 sont encourageants pour la suite des tra-
vaux.
Dans le futur, certaines modifications pourraient être apportées pour améliorer la
localisation, par exemple réitérer plusieurs fois la méthode de détection du cadre en-
globant uniquement sur la zone délimitée précédemment par un cadre englobant afin
d’affiner le dessin du cadre englobant. Nous pourrons également modifier la méthode
proposée afin de la rendre capable d’extraire plusieurs cadres englobants dans une
même image pour gérer les cas où l’objet apparait plusieurs fois dans l’image.
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Dans ce chapitre, nous proposons deux méthodes pour réduire le bruit causé par
des annotations non exactes au niveau des plans obtenues par une projection des
annotations au niveau de la vidéo sur les plans. Notre première méthode s’emploie
à faire le tri dans l’ensemble des plans des vidéos positives pour enlever un maxi-
mum de plans négatifs (faux positifs) et garder un maximum de plans positifs. Notre
deuxième méthode attribue des poids plus ou moins importants aux plans des vidéos
positives et effectue un apprentissage pondéré sur l’ensemble des plans.
Les deux méthodes ont été implémentées et évaluées sur deux collections de données
différentes HLF-TRECVid 2008 et MED-TRECVid 2011.
5.1 Motivations : Réduction du bruit causé par des
annotations non exactes
La reconnaissance et la détection de concepts ou d’événements dans les documents
vidéos, se fait par apprentissage supervisé ou non supervisé. Les informations conte-
nues dans les vidéos sont, tout d’abord, représentées par des descripteurs globaux
ou locaux, puis une phase d’apprentissage est réalisée. Dans le cas d’apprentis-
sage non supervisé, les vidéos de l’ensemble d’apprentissage ne sont pas annotées
(étiquetées) et le système d’apprentissage tente de trouver des structures cachées
entre les données non étiquetées et leurs descripteurs en les regroupant dans des
classes non-nommées. Dans le cas d’apprentissage supervisé, les vidéos d’apprentis-
sage sont étiquetées manuellement et le système d’apprentissage analyse l’ensemble
des descripteurs des vidéos et des étiquettes attribuées pour générer un modèle ca-
pable de prédire l’étiquette d’une nouvelle vidéo. À cause des problèmes de varia-
bilité de forme, de position, de point de vue et d’éclairage dans les vidéos (abordés
dans l’introduction) l’apprentissage supervisé reste la méthode la plus efficace pour
la reconnaissance et la détection de concepts ou d’événements dans les documents
vidéos.
La clé de la réussite des systèmes de détection de concepts dans les vidéos
par apprentissage supervisé est la disponibilité de données d’apprentissage annotées
adéquatement c’est-à-dire par des annotations au niveau de segments vidéos dont le
contenu est homogène. C’est par exemple le cas pour les données de la tâche d’in-
dexation sémantique de TRECVid où les vidéos sont annotées au niveau des plans.
L’annotation est une étape manuelle, longue et coûteuse, et la majorité des jeux de
données disponibles actuellement sont annotées uniquement au niveau de la vidéo
entière malgré l’hétérogénéité de son contenu. Par conséquent, certains plans de la
vidéo peuvent ne pas être cohérents visuellement avec l’étiquette attribuée globale-
ment à la vidéo. En théorie, ce dernier problème se résout en calculant des descrip-
teurs globaux au niveau de la vidéo mais en pratique cette solution est mauvaise
car l’hétérogénéité de la vidéo dilue le contenu pertinent et le rend difficilement
représentable par les descripteurs. Une deuxième solution possible serait de proje-
ter les annotations au niveau de la vidéo sur les plans. La projection de l’étiquette des
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vidéos négatives ne provoque pas de problèmes particuliers dans les sacs négatifs
(l’ensemble des plans des vidéos négatives). Par contre la projection de l’étiquette
des vidéos positives entraı̂ne des problèmes de projection ambiguë en annotant po-
sitivement un plan non relié visuellement à l’étiquette et rajoute potentiellement du
bruit avec de faux positifs dans les sacs positifs (l’ensemble des plans des vidéos po-
sitives).
Pour résoudre le problème des annotations inexactes qui dégradent la perfor-
mance des systèmes de classification, plusieurs méthodes ont été proposées. Ulges
et al. ont proposé une méthode probabiliste pour apprendre sur des vidéos d’appren-
tissage en présence d’images non pertinentes [Ulge 08]. Ils ont modélisé la perti-
nence de chaque image sous la forme d’une variable aléatoire latente dont la valeur
est estimée durant l’apprentissage. Gu et al. ont traité le problème comme un cas
d’apprentissage d’instance multiples (MIL) où les données d’apprentissage sont re-
groupées dans des sacs d’échantillons et où chaque sac peut contenir des images non
pertinentes en plus de celles qui le sont [Gu 08]. Ils ont groupé les images des vidéos
dans des sacs d’échantillons et proposé une fonction de noyau pour apprendre de
ces sacs. Habibian et al. ont proposé une méthode simple pour détecter les images
ne contenant pas d’information visuelle reliée à l’étiquette qui lui est attribuée, dites
images vides (ou stop-frames) [Habi 14b]. Ils ont identifié ces images comme étant
les images mal classées par plusieurs classificateurs sémantiques.
La motivation initiale de notre travail est de réduire le bruit causé par des an-
notations non exactes au niveau des plans obtenues par une projection des annota-
tions au niveau de la vidéo sur les plans afin d’améliorer la qualité des systèmes
dans le contexte de la tâche MED de TRECVid et qui serait éventuellement appli-
cable à d’autres cas. En effet, cette tâche de TRECVid pose la problématique de la
détection des événements dans les vidéos en ne fournissant que des annotations au
niveau de la vidéo. Notre première idée est de grouper les plans des vidéos dans des
sacs d’échantillons et de faire le tri dans les sacs positifs pour enlever un maximum
d’échantillons négatifs (faux positifs) et garder un maximum de vrais positifs dans
le but d’obtenir une meilleure pureté des sacs positifs (voir la section 5.2). Notre se-
conde idée est d’effectuer un apprentissage pondéré en attribuant des poids plus ou
moins importants aux échantillons des sacs positifs. Les poids sont attribués selon la
méthode détaillée dans la section 5.3.
Nos deux idées sont inspirées de travaux effectués sur le reclassement d’images ob-
tenues par un moteur de recherche suite à une recherche textuelle en fonction de leur
caractéristiques visuelles [Quen 12]. Ce reclassement d’images a permis d’améliorer
les résultats de recherche en mettant les images les plus pertinentes en tête de clas-
sement. Quénot et al. se basent sur l’idée que les images pertinentes doivent être
semblables entre elles et que les images non pertinentes doivent être différentes entre
elles et différentes des images pertinentes. Ils ont implémentés l’idée en classant les
images en fonction de la distance moyenne de celles-ci avec leurs plus proches voi-
sines. Les méthodes que nous proposons ici classent les plans des vidéos positives
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par ordre croissant d’un certain score de distance (ou densité) par rapport à leurs plus
proches voisins, ensuite elles retirent des sacs positifs les plans dont le score dépasse
un certain seuil s (tout en prenant le risque de perdre quelques vrais positifs) et/ou
pondèrent les plans selon ces scores.
Le reste de ce chapitre sera organisé comme suit : dans la section 5.2 nous
détaillerons notre première idée basée sur le tri des annotations ainsi que son évaluation
sur deux collections de données différentes ; dans la section 5.3 nous aborderons
une idée alternative basée sur l’apprentissage automatique et son évaluation sur les
mêmes deux collections de données. Nous proposons dans les deux sections une ana-
lyse approfondie des résultats obtenus.
5.2 Production automatique de nouvelles annotations
Pour la mise en place de notre première idée basée sur le tri des sacs positifs pour
enlever un maximum d’échantillons négatifs (faux positifs) et garder un maximum
d’échantillons de vrais positifs, nous proposons une approche qui permet de produire
automatiquement une nouvelle annotation au niveau des plans à partir d’une annota-
tion au niveau de la vidéo. Cette annotation au niveau des plans est effectuée en se
basant sur le contenu des images des plans et un contenu qui peut être visuel, textuel
ou audio.
En d’autres termes, nous cherchons à générer des annotations plus précises au
niveau des plans à partir des annotations au niveau vidéos (comme illustré dans la
figure 5.1) pour améliorer la qualité des modèle d’apprentissage et la performance
des système de classification.
FIGURE 5.1 – Une illustration de l’objectif final de notre méthode.
5.2.1 Modèle proposé
Nous détaillons ici la méthode que nous proposons pour générer automatiquement
une annotation au niveau des plans à partir d’une annotation au niveau de la vidéo. La
méthode peut être considérée comme un post-traitement des données d’entraı̂nement
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car elle intervient en amont du processus d’apprentissage d’un système d’indexation.
Elle est inspirée des travaux effectués par Quénot et al. qui ont permis d’améliorer
le reclassement d’images obtenues par un moteur de recherche [Quen 12]. Les plans
étant représentés dans un espace de description, la méthode est fondée sur les hy-
pothèses non-indépendantes suivantes :
(h1) La similarité entre les plans représentant un événement donné (plans positifs)
doit être supérieure à celle entre les plans représentant un événement donné
(plans positifs) et les plans ne représentant pas ce même événement (plans
négatifs).
(h2) Les représentations des plans positifs doivent être regroupées alors que celles
des plans restants doivent être éloignées et dispersées.
(h3) Un plan positif doit avoir statistiquement une distance moyenne à ses voisins
les plus proches plus importante qu’un plan négatif ou doit se trouver dans une
région de plus fore densité.
Nous nous sommes concentrés uniquement sur les vidéos positives (sacs de plans
positifs), notre méthode ne traite donc que les plans des vidéos positives selon les
hypothèses citées ci-dessus. C’est une méthode en trois étapes détaillées ci-dessous
et illustrées dans la figure 5.2.
5.2.1.1 Matrice de distance
Soit un descripteur x et une distance d entre descripteurs, nous calculons une matrice
de distance M de taille N × N où N est le nombre de plans initialement dans les
sacs positifs. La matrice M est la matrice de distance entre chaque paire de plans
des vidéos positives. Cette distance d sera calculée sous la forme d’une distance
euclidienne.
5.2.1.2 Distance représentative
Une fois que la matrice de distance est calculée, nous calculerons une distance glo-
bale D intégrant les distances d’un plan à un ensemble de voisins. Chaque plan sera
représenté par cette distance globale. Il existe différentes façons de calculer cette
distance globale :
• La première est la distance moyenne d’un plan xi à ses k plus proches voisins :
D(xi) =
∑j=k
j=1 d(xi, xn(i,j))
k
où n(i, j) est l’indice du jième voisin le plus proche du plan d’indice i.
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• La seconde est la distance médiane entre un plan xi et ses k plus proches voi-
sins qui est aussi la distance au (k2 )
ième voisin.
• Enfin, on peut considérer une distance pondérée entre un plan xi et ses k plus
proches voisins, de façon à prendre en compte le degré d’éloignement des voi-
sins :
D(xi) =
∑j=k
j=1 f(j)d(xi, xn(i,j))∑j=k
j=1 f(j)
k et f sont des paramètres définissant une variante donnée de la fonctionD. Le
choix de la distance entre descripteurs est à déterminer par validation croisée
sur l’ensemble de développement.
5.2.1.3 Choix du seuil
La dernière étape consiste à fixer un seuil à partir des distances globales calculées et
c’est à partir de ce seuil que nous générerons les nouvelles annotations des plans des
vidéos positives. Si la distance globale d’un de ces plans dépasse le seuil fixé, le plan
sera considéré loin ou différents des autres plans par la suite il sera ignoré. Là encore
le seuil peut être calculé de différentes façons :
• Moyenne : le seuil sera calculé à partir d’une moyenne sur les distances glo-
bales.
• Médiane : le seuil sera calculé à partir d’une médiane sur les distances globales.
• Pourcentage : le seuil sera un pourcentage p de façon à ne garder que p% des
plans positifs les plus proches les uns des autres.
5.2.2 Evaluation sur MED-TRECVid 2011
Nous avons voulu évalué la justesse de ces hypothèses et la mesure dans laquelle
les nouvelles annotations peuvent effectivement améliorer l’apprentissage. Pour ce
faire, nous avons utilisé la collection de vidéos produite par TRECVID pour la tâche
de détection des événements (MED) 2011.
5.2.2.1 La collection de données
Cette collection contient des 40 000 vidéos collectées d’Internet et annotées pour 15
événements complexes au niveau vidéo. Dans les événements annotés on trouve :
Attempting a board trick, Feeding an animal, Landing a fish, Wedding ceremony,
Working on a woodworking project, Birthday party, Changing a vehicle tire, Flash
mob gathering, Getting a vehicle unstuck, Grooming an animal, Making a sandwich,
Parade, Parkour, Repairing an appliance, Working on a sewing project.
La collection est divisée en deux parties, une partie développement contenant 13 115
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FIGURE 5.2 – Les trois étapes de l’approche proposée.
vidéos pour un total d’environ 370 heures et une partie test contenant 32 061 vidéos
dontla durée totale est d’environ 1200 heures.
Pour l’évaluation de notre approche, nous comparons la qualité de la détection
automatique d’événements entre un système entraı̂né avec des fichiers d’annotations
niveau plan généré en propageant les annotations des vidéos positives à tous leurs
plans respectifs avec celui entrainé avec les fichiers d’annotations produits par notre
approche. La mesure appropriée pour l’estimation de la qualité de détection est la
précision moyenne (AP). Dans notre cas, nous disposons de plusieurs evénements
donc la mesure de qualité globale sera la MAP.
5.2.2.2 Résultats obtenus
Nous avons comparé les différentes variantes de notre approche entre elles et avec
la méthode classique de référence qu’on appellera la  baseline  (annotations pro-
pagées simplement du niveau vidéo au niveau plan). Les expérimentations utilisent
un descripteur combinant la couleur et la texture construit par des mots visuels sur
le descripteur de couleur et de texture optimisé le  hg104pw0.300p52  [Dele 11] .
Nous avons relancé un apprentissage avec les nouvelles annotations générées par
notre modèle et comparé les capacités de détection des événements de ce modèle
avec celle de la baseline. Dans un premier temps, nous avons testé sur les données de
développement les différentes variantes de l’approche. Ces variantes considèrent les
différentes méthodes possibles pour calculer les distances représentatives ainsi que
pour le choix du seuil. Les meilleurs résultats sont obtenus par une distance pondérée
comme distance représentative et un seuil en pourcentage.
La figure 5.3 reprend les résultats obtenus par notre méthode en faisant varier le
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nombreK plus proche voisins pour le calcul de la distance représentative et en faisant
varier en même temps le pourcentage pour le seuil de sélection des plans. Comme on
peut voir dans cette figure la meilleure performance est obtenue avec K = 70 et avec
un seuil à 80%. La MAP atteint 0.1743, soit une amélioration relative de 1.3%.
FIGURE 5.3 – Les performances de l’approche en variant le paramètre K et le pour-
centage
Contrairement à nos attentes, cette amélioration reste faible. Nous avons donc
analysé les résultats concept par concept. Nous avons pu constater que l’amélioration
pour certains concepts comme Birthday party peut être beaucoup plus élevée que
pour d’autres comme  Parkour  comme on peut l’observer dans les figures 5.4 et
5.5. Une explication possible est que pour des concepts comme Parkour ou encore
 Parade  notre approche ne sera pas bien utile car ces événements durent tout le
long de la vidéo. Pour d’autres comme Making a sandwich l’événement est plutôt
de courte durée et ne se produit que durant quelques minutes dans une vidéo qui est
bien plus longue et variée.
FIGURE 5.4 – Les performances pour
le concept Birthday Party .
FIGURE 5.5 – Les performances pour
le concept  Parkour .
Dans une expérience complémentaire, nous avons testé le filtrage sur les données
de test de la collection de MED 2011 avec des paramètres optimisés concept par
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Développement Test
Evénements Baseline Filtrage Baseline Filtrage
Birthday Party 0.1316 0.1567 0.0084 0.0085
Changing a vehicle tire 0.0438 0.0570 0.0092 0.0067
Flash mob gathering 0.5248 0.5658 0.0326 0.0305
Getting a vehicle unstuck 0.1910 0.1910 0.0296 0.0296
Grooming an animal 0.0965 0.1112 0.0122 0.0108
Making a sandwich 0.1019 0.1176 0.0054 0.0062
Parade 0.1773 0.1912 0.0639 0.0569
Parkour 0.2212 0.2212 0.0034 0.0034
Repairing an appliance 0.4099 0.4665 0.0149 0.0070
Working on a sewing project 0.1079 0.1533 0.0277 0.0283
TABLE 5.1 – L’AP par événements sur les données du développement et test
concept sur les données du développement. Le tableau 5.1 reprend les résultats ob-
tenus par événement sur les données de développement et sur celles de test. Nous
constatons de bonnes ou très bonnes améliorations sur les données de développement
pour huit concepts sur les dix évalués mais seulement de légères améliorations dans
les données de test sur seulement trois concepts. Ceci nous amène à conclure que la
méthode ne se généralise pas bien au niveau de tous les concepts.
Le descripteur couleur et texture a été choisi pour sa simplicité et aussi parce qu’il
a été montré qu’il constituait une bonne  baseline  pour l’indexation sémantique
des vidéos [Dele 11]. D’un autre côté, ce descripteur a pu induire de l’instabilité dans
notre approche car il se base seulement sur la couleur et sur la texture pour représenter
le contenu. Ces critères ne sont pas forcément les plus adaptés pour détecter des
événements. D’autres descripteurs comme les SIFT [Lowe 04] ou des descripteurs
basés sur le mouvement comme les STIP [Lapt 05] donneront peut-être de meilleurs
résultats car ils représenteront un contenu plus spécifique aux événements que la
couleur et la texture. Enfin, bien que cette méthode soit applicable à tous types de
concepts et d’événements, sa performance mitigée sur les dix différents concepts est
éventuellement due à la nature des concepts à détecter dans le cadre de MED qui sont
particulièrement complexes.
5.2.3 Évaluation sur HLF-TRECVid 2008
Pour mieux comprendre les résultats précédents, nous avons voulu évaluer la précision
des annotations au niveau des plans générées par notre méthode : pour ce faire, nous
avions besoin d’une collection de données entièrement annotées au niveau de plans
et nous avons choisi la collection de vidéos de la tâche High Level Feature (HLF) de
TRECVID 2008.
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5.2.3.1 La collection de données
Cette collection contient 219 vidéos découpées en 43 616 plans et annotées pour
30 concepts. Parmi les concepts annotées, certains sont dynamiques et d’autres sont
statiques : Airplane flying, Boat ship, Bridge, Bus, Chair, Cityscape, Classroom, De-
monstration or protest, Dog, Doorway, Drive, Emergency vehicle, Female human
face closeup, Flower, Hand, Harbor, Infant, Kitchen, Mountain, Nighttime, People
dancing, Person eating, Person playing a musical instrument, Person riding a bi-
cycle, Singing, Street, Telephone, Traffic intersection, Two people.
La collection est divisée en deux parties, une partie développement contenant 110
vidéos pour 21 532 plans et une partie test contenant 109 vidéos pour 22 084 plans.
5.2.3.2 Résultats obtenus
Les expérimentations utilisent le descripteur combinant la couleur et la texture constr-
uit par des  mots visuels  sur le descripteur de couleur et de texture optimisé
le  hg104  [Dele 11] . Nous avons utilisé la distance euclidienne pour la cal-
cul de la matrice de distance entre tous les plans des vidéos positives. Pour le
calcul du score global de chaque plan nous avons testé différentes valeurs de k,
k = 10%, 20%, 50%, 100%. Enfin pour le choix du seuil, nous avons opté pour
un seuil en pourcentage (p%) que nous avons fait varier entre 10% et 100% (p =
10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%, 100%).
La figure 5.6 montre la courbe du rappel×précision obtenue en triant les plans
avec notre méthode avec différentes valeurs du seuil p avec la méthode classique de
projection des annotations du niveau vidéo au niveau des plans (dont le résultats
est obtenu avec notre méthode mais en sélectionnant tous les plans des vidéos
positives donc avec le seuil p = 100%). La courbe représente alors la courbe
du rappel×précision pour les 30 concepts et avec les 10 différentes valeurs de
p = 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%, 100%. Nous constatons que
plus le seuil en pourcentage (p) augmente plus la performance baisse, donc plus le
nombre de plans considérés comme positif augmente plus la qualité du système d’in-
dexation devient mauvaise. Ceci montre l’importance de la sélection des régions de
densité pour l’annotation des plans.
Le tableau 5.2 montre la précision@N des annotations au niveau de plans pro-
duites par notre méthode. Nous remarquons que notre méthode a réussi à classer plus
de plans réellement positifs en haut de la liste des plans produite.
5.2.4 Analyse des résultats
Nous avons présenté une méthode permettant de produire des annotations au ni-
veau des plans afin de réduire le bruit causé par une simple projection des anno-
tations des vidéos au niveau des plans dans le contexte d’un apprentissage super-
visé pour la détection de concepts ou d’événements. La méthode proposée utilise le
contenu visuel des plans et des vidéos en se basant sur l’idée que les plans contenant
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FIGURE 5.6 – la courbe du rappel×précision obtenue en triant les plans avec la
méthode proposée sur les données de la tâche HLF de TRECVid 2008.
un concept ou un événement sont semblables alors que les plans ne représentant
pas ce concept ou cet événement sont différentes entre eux et des plans qui les
contiennent. L’approche a été implémentée et évaluée dans le cadre de la tâche de
détection d’événements multimédia (MED) de TRECVID 2011 en produisant au-
tomatiquement des annotations au niveau des plans et en évaluant ensuite la capa-
cité de détection des événements des modèles ayant été entraı̂nés sur ces données.
Cette approche n’a pas toujours permis d’améliorer les performances de la détection
d’événements mais elle a tout de même apporté des améliorations pour quelques
événements. Nous avons évalué également la qualité des annotations générées sur la
collection de données de la tâche HLF de TRECVid 2008. Les résultats ont montrés
que notre méthode est capable de classer plus de plans vrais positifs en haut de la
liste des plans.
Malgré la capacité de notre méthode à retrouver des vrais plans positifs (comme
montré dans la section 5.2.3), la performance du système d’indexation a été mitigée
(comme montré dans la section 5.2.2), peut-être que notre méthode enlève des plans
vrais positifs en essayant d’enlever les plans faux positifs (négatifs) ce qui nuit à la
qualité du modèle d’apprentissage et entraı̂ne ses performances.
5.3 Pondération des plans des vidéos d’entraı̂nement
Devant l’échec de la première idée qui conduit à enlever des échantillons vrais
positifs en essayant d’enlever le maximum d’échantillons faux positifs (i.e. des
plans négatifs) contenus dans les sacs positifs, nous avons décidé de pondérer ces
échantillons plutôt que de les enlever complètement en les retirant ou en les annotant
comme négatifs. Le poids attribué à chaque plan des vidéos d’apprentissage positives
correspondra à la probabilité estimé pour un plan d’être un vrai positif.
Pour le calcul de la probabilité d’un plan d’être un vrai positif, donc du poids
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P@N P
P1 0.0417
P2 0.0333
P5 0.0311
P10 0.0313
P15 0.0247
p20 0.0225
P100 0.0213
P200 0.0224
P500 0.0226
P1000 0.0231
P2000 0.0225
P5000 0.0215
P10000 0.0166
P20000 0.0108
Pall 0.0099
TABLE 5.2 – Precision à N pour la méthode proposée sur les données de la tâche
HLF de TRECVid 2008.
qui lui sera attribué, nous nous sommes basés sur les mêmes hypothèses (h1, h2, h3)
que la méthode précédente (section 5.2.1). Concrètement (h1) est traduite par : plus
un plan est proche des autres plans des vidéos positives et loin des plans des vidéos
négatives, plus le poids du plan sera élevé. Mathématiquement, nous avons opté pour
un calcul de densité qui prend en considération les distances entre les différents plans
pour décider du poids à attribuer à un plan.
Nous soulignons que dans la méthode précédente nous n’avions pris en compte
que la moitié des hypothèses en ne considérant que les vidéos positives pour le tri
des sacs positives (section 5.2.1), pour l’apprentissage pondéré nous avons voulu
prendre en compte l’intégralité des hypothèses. Par conséquent, nous proposons deux
modèles pour la pondération des plans : le premier est basé sur un calcul de densité
entre les échantillons positifs de l’ensemble d’entraı̂nement et le second est basé
sur un calcul de densité entre les échantillons positifs et les échantillons négatifs de
l’ensemble d’entraı̂nement. Ces deux modèles sont détaillés ci-dessous.
5.3.1 Pondération à partir des vidéos positives
Dans ce premier modèle, les poids attribués aux plans des vidéos d’entraı̂nement
positives, nécessaires pour la phase d’apprentissage pondéré, sont calculés à partir
des vidéos positives. Le modèle comporte deux étapes :
Matrice de distance Soit un descripteur x et une distance d entre descripteurs,
nous calculons une matrice de distance M de taille N × N où N est le nombre de
plans des vidéos annotées positives. La matrice M est la matrice de distance entre
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chaque deux plans des vidéos positives. Cette distance d sera calculée sous la forme
d’une distance euclidienne comme précédemment.
Poids Une fois la matrice de distance calculée, nous calculons le score de densité
(ou le poids) Dp pour chacun des plans et qui sera pris en compte lors de l’apprentis-
sage. Dp intègre la distance d’un plan par rapport à l’ensemble de ses voisins et elle
est calculée par la formule suivante pour un plan xi et ses k plus proches voisins :
Dp(xi) =
∑j=k
j=1 exp(−d
′2
2 )
k
(5.1)
et
d′ = d(xi, xn(i,j))
σ × dm
(5.2)
où n(i, j) est l’indice du j ème voisin le plus proche du plan xi et dm correspond à
la distance moyenne statistique.
5.3.2 Pondération à partir des vidéos positives et négatives
Dans ce second modèle, les poids attribués aux plans des vidéos d’entraı̂nement posi-
tives, et nécessaires pour la phase d’apprentissage pondéré, sont calculés à partir des
vidéos positives et des vidéos négatives. Pour cela, nous avons utilisé un modèle basé
sur le principe des k plus proches voisins (kNN). Le score de densité (ou le poids)
Dpn attribué pour chacun des plans est obtenu selon les formules suivantes :
Dpn(xi) =
Cp
Cn + Cp
(5.3)
et
Cp = (
1
freqp
)α ×
∑
labxi=p
(exp−(x− xi)
2
2σ2d2m
) (5.4)
Cn = (
1
freqn
)α ×
∑
labxi=n
(exp−(x− xi)
2
2σ2d2m
) (5.5)
où dm correspond à la distance moyenne statistique et ( 1freqn )
α est un terme pour
équilibrer les classes comme c’est utilisé en classification kNN.
5.3.3 Résultats obtenus sur HLF-TRECVid 2008
Nous avons évalué notre méthode sur deux collections de données : TRECVid High
Level Frequency (HLF) 2008 et TRECVid Multimedia Event Detection (MED) 2011.
Nos premières expérimentations sur MED 2011 n’ont une fois encore pas montré de
gain ou aucun statistiquement significatif. Par soucis de clarté, nous ne détaillons
ici que les expérimentations effectuées sur TRECVid HLF 2008 (une collection de
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données présentée précédemment dans 5.2.3.1).
Pour évaluer la qualité de nos modèles de pondération, nous avons comparé la
performance de quatre systèmes d’indexation entraı̂nés de différentes manières :
• Le premier entraı̂né avec les annotations au niveau des plans fournies par
TRECVid (S1),
• Le second entraı̂né avec les annotations projetées du niveau des vidéos seule-
ment ( ou sacs de plans), le travail décrit dans le chapitre (S2),
• Le troisième entraı̂né avec les annotations projetées du niveau de la vidéo au
niveau du plan et pondérées selon Dp (cf. 5.3.1) (S3),
• Le quatrième entraı̂né avec les annotations projetées du niveau de la vidéo au
niveau du plan et pondérées selon Dpn (cf. 5.3.2) (S4).
Nous précisions que la métrique d’évaluation utilisée dans l’évaluation des systè-
me d’indexation est la moyenne de la précision moyenne (MAP). Lors de nos
expérimentations sur l’apprentissage pondéré, nous avons attribué aux plans des
vidéos positives des poids calculés par les méthodes proposées alors que pour les
plans des vidéos négatives nous avons fixé leur poids à 1.0. De plus nous avons testé
différentes valeurs des variables : K entre 10% et 100%, σ entre 0.09 et 3.0 et enfin
nous avons appliqué une normalisation sur l’ensemble des poids avec un coefficient
n où n = 0.5, 1, 1.5.
Globalement, nous avons constaté que la performance du système d’indexation
S3 augmentait en même temps que σ augmentait jusqu’à atteindre un maximum à
0.0147 alors que k et n ne l’impactaient pas. Et les résultats obtenus par le système
S3, appris sur les données pondérées par notre modèle avec les différentes variantes,
ont très peu de variabilité avec une MAP toujours comprise entre 0.0138 et 0.0147.
De plus, la performance du système S4, qui prend en considération les plans positifs
et négatifs pour la pondération, ne dépasse pas celle de S3.
Le tableau 5.3 rapporte la performance des trois systèmes d’indexation : S1, S2,
S3 où les poids sont calculés par notre méthode (décrite dans la section 5.3.1) avec
k = 10%, n = 0.5 et σ = 0.90. Comme attendu, S1 obtient les meilleurs résultats
et dépasse largement la performance de S2 et S3 avec une MAP = 0.0607. Cette
performance est logique sachant que les annotations des données d’apprentissage de
S1 sont celles fournies par TRECVid et qu’elles sont effectuées manuellement au ni-
veau des plans, par conséquent elles contiennent très peu de bruit. En ce qui concerne
S3, globalement S2 et S3 ont donné les mêmes résultats avec une MAP de 0.0147, ce
qui montre que notre méthode de pondération n’a pas réussi à diminuer le bruit dans
les données d’apprentissage avec des annotations projetées du niveau vidéos au ni-
veau plan malgré les améliorations qu’elle a réussi à apporter pour certains concepts
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5.3. PONDÉRATION DES PLANS DES VIDÉOS D’ENTRAÎNEMENT
Concepts Vérité terrain (S1) Propagation (S2) Pondération (S3)
Airplane flying 0.0567 0.0070 0.0060
Boat Ship 0.1060 0.0160 0.0140
Bridge 0.0132 0.0031 0.0134
Bus 0.0071 0.0011 0.0012
Cityscape 0.0465 0.0090 0.0089
Classroom 0.0177 0.0058 0.0047
Demonstration Or Protest 0.0169 0.0161 0.0170
Dog 0.0957 0.0034 0.0027
Driver 0.0840 0.0104 0.0093
Emergency Vehicle 0.0044 0.0008 0.0008
Flower 0.0727 0.0080 0.0120
Hand 0.1064 0.0355 0.0367
Harbor 0.0733 0.0072 0.0072
Kitchen 0.0096 0.0032 0.0028
Mountain 0.0273 0.0073 0.0065
Nighttime 0.1628 0.0107 0.0105
Singing 0.0264 0.0132 0.0143
Street 0.1337 0.0304 0.0296
Telephone 0.0224 0.0076 0.0070
Two people 0.1303 0.0986 0.0985
all 0.0607 0.0147 0.0147
TABLE 5.3 – Comparaison de la précision moyenne obtenue par les des trois
systèmes d’indexation (S1, S2, S3) pour chacun des concepts.
(comme Flower, Hand, Singing).
5.3.4 Analyse des résultats
Pour mieux comprendre les raisons pour lesquelles la pondération des plans n’a pas
permis l’amélioration de performance espérée par l’intermédiaire de la réduction
du bruit, nous avons analysé la distribution des scores attribués par nos modèles et
la répartition des vidéos du corpus utilisé. Idéalement, la courbe représentant les
scores attribués aux plans vrais positifs et celle représentant les scores attribués aux
faux positifs doivent être complètement séparées ou avec très peu d’intersection. Or
il s’est avéré que ce n’est pas le cas en pratique. Les figures 5.7 et 5.8 montrent
deux exemples représentatifs des répartitions des poids normalisés attribués par notre
modèle (décrit dans la section 5.3.1) aux plans des vidéos positives et analysées
séparément pour les plans vrais positifs et les plans négatifs (faux positifs). Comme
nous pouvons le remarquer les deux courbes se chevauchent en grande partie ce qui
montre que notre modèle ne réussit pas à différencier les faux positifs des vrais posi-
tifs et il leur attribue des scores similaires. Par conséquent, si on pondère ou on filtre
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(5.2) selon ces scores au niveau de la première intersection entre les deux courbes
un grand nombre de plans faux positifs seront éliminés mais également un nombre
considérable de plans vrais positifs.
Nous avons également analysé les données de la collection TRECVd HLF 2008.
Nos analyses ont montré que le nombre des vidéos positives pour un concept donné
est faible (∼ 20%) et que la proportion des plans vrais positifs dans l’ensemble des
plans des vidéos positives (sacs positifs) est encore plus faible et atteint en moyenne
2% (soit seulement 2% des plans des vidéos positives contiennent le concept). Les
plans vrais positifs se retrouvent donc noyés dans l’ensemble des plans négatifs qui
sont bien plus fréquents, ce qui fausse le calcul des densités et l’attribution des poids.
Pour réduire le problème de proportions, nous avons re-découpé les vidéos de la col-
lection TRECVd HLF 2008 en vidéos plus courtes de manière à augmenter le nombre
de plans vrais positifs, et avoir 10 plans par vidéos et donc passer de 2% à 20% de
plans vrais positifs.
Comme les figures 5.9 et 5.10 le montrent, la répartition des poids calculés selon le
nouveau découpage des vidéos (5.10) est légèrement meilleure que celle des poids
calculés selon le découpage initial des vidéos où la proportion des plans vrais positifs
est très faible (5.10). En effet, avec le nouveau découpage augmentant la proportion
des plans vrais positifs dans les données d’apprentissage, notre modèle a réussi à
attribuer plus de poids élevés aux plans vrais positifs qu’aux plans faux positifs.
Ainsi un faible gain a été constaté sur la performance du système d’indexation par
pondération selon le nouveau découpage des vidéos d’apprentissage.
Enfin, la méthode proposée utilise le contenu visuel des plans et un calcul de
la densité entre plans, en se basant sur l’idée que les plans contenant un concept
ou un événement sont proches et forment des regroupements alors que les plans ne
représentant pas ce concept ou cet événement sont différents entre eux et du reste des
plans et donc loin des regroupements. L’approche a été implémentée avec différentes
variantes et évaluée dans le cadre de la tâche de détection d’événements multimédia
(MED) de TRECVID 2011 et de la tâche HLF de TRECVid 2008. La rareté des
plans vrais positifs (2% des vidéos positives) dans les données d’apprentissage a
compliqué le calcul de densité et faussé l’attribution des poids aux différents plans.
Par conséquent, la pondération des échantillons n’a pas permis une améliorations de
la performance des systèmes d’indexation. Néanmoins, le re-découpage des plans
a montré un faible gain. Á noter en comparaison, dans le travail [Quen 12] qui a
inspiré cette étude, la proportion de vrais positifs dans les sacs positifs était bien plus
favorable (50-60%).
5.4 Conclusion
Dans ce chapitre nous avons présenté deux différentes idées pour réduire le bruit
produit par des annotations non-exactes au niveau des plans, dans le contexte d’un
apprentissage supervisé pour la détection de concepts ou d’événements. La première
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méthode génère de nouvelles annotations au niveau des plans alors que la deuxième
attribue des poids aux différents plans. Nous avons évalué ces deux méthodes dans le
cadre de la tâche de détection d’événements multimédia (MED) de TRECVID 2011
et de la tâche HLF de TRECVid 2008.
Les deux idées semblaient intéressantes à priori, mais elles n’ont pas été concl-
uantes malgré de nombreux essais et de différentes variantes dont certaines ont été
détaillées précédemment : plusieurs formules pour le calcul de la distance moyenne
ou de la densité, utilisation des échantillons négatifs, . . .
L’échec des deux méthodes est dû à la rareté des échantillons vrais positifs dans
les données d’apprentissage, et donc malgré la tentative d’éliminer les échantillons
faux positifs des sacs positives (avec la première méthode 5.2) il subsiste toujours
beaucoup d’échantillons négatifs. D’autre part la suppression d’échantillons négatifs
a entraı̂né la suppression d’échantillons vrais positifs alors qu’ils sont au départ très
peu fréquents. La rareté de ces plans positifs a faussé le calcul de la densité entre
les échantillons et donc l’attribution des poids lors de la deuxième méthode (5.3).
Les deux méthodes proposées ne seraient donc pas adaptées aux corpus de vidéos
contenant un grand déséquilibre entre les classes.
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FIGURE 5.7 – La distribution des poids normalisés attribués aux plans des vidéos
positives selon le modèle détaillé dans 5.3.1 avec σ = 0, 1.
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FIGURE 5.8 – La distribution des poids normalisés attribués aux plans des vidéos
positives selon le modèle détaillé dans 5.3.1 avec σ = 0, 3.
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FIGURE 5.9 – La répartition des poids calculés selon le découpage initial des vidéos.
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FIGURE 5.10 – La répartition des poids calculés selon le nouveau découpage des
vidéos.
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Dans ce chapitre, nous proposons une méthode d’optimisation de descripteurs
dédiée aux systèmes d’indexation et de recherche de documents multimédias par le
contenu. Une très grande variété de descripteurs existe. Cependant, les descripteurs
les plus efficaces possèdent souvent des caractéristiques qui les rendent difficilement
utilisables sur les grandes collections de données. Ils sont souvent de très grandes
tailles (pouvant aller jusqu’à des centaines de milliers de composantes) et/ou ils ne
sont adaptés qu’à des distances très coûteuses en termes de calculs (par exemple la
distance χ2). La méthode proposée combine une transformation non linéaire avant
et après une réduction de dimension basée sur une ACP. La transformation obtenue
est globalement optimisée. Le descripteur produit est de dimension bien plus réduite
que celle du descripteur original tandis que sa performance avec une simple distance
euclidienne surpasse celle du descripteur original dans la plupart des cas.
La méthode a été validée et évaluée sur une multitude de descripteurs et en utili-
sant les jeux de données de la tâche d’indexation sémantique (SIN) de TRECVid
2010. Elle a été appliquée sur l’importante collection de données de la tâche SIN
de TRECVId 2012 et sur des centaines de descripteurs de différents types et dont la
taille originale varie entre 15 et 32 768 éléments.
6.1 Motivations : Compromis entre performance et
dimension des descripteurs
Ces dernières années, beaucoup de travaux de recherche ont visé le développement
d’un système d’indexation et de recherche efficace et robuste. Cependant, il reste en-
core des défis majeurs à relever pour augmenter la performance de ces systèmes, en
particulier dans le cas d’applications à grande échelle. La grande majorité de l’état
de l’art se focalise sur l’extraction et l’utilisation de descripteurs et néglige l’étape de
l’optimisation des descripteurs (2.5). Or les méthodes d’optimisation utilisées jouent
un rôle très important dans l’amélioration de la performance de ces systèmes. Elles
permettent d’obtenir des vecteurs de descriptions plus compacts et plus précis pour
la représentation du contenu. Par conséquent, elles sont capables de réduire signi-
ficativement le taux d’erreur des systèmes de classification et donc d’augmenter la
précision de l’indexation. L’optimisation des descripteurs est une étape cruciale pour
les systèmes d’indexation des documents multimédias.
Deux grandes catégories de descripteurs se sont distinguées : les descripteurs glo-
baux et les descripteurs locaux. Les descripteurs locaux capturent plus d’information
que les descripteurs globaux, ce qui les rend plus efficaces que ces derniers. Mais
une étape d’agrégation des descripteurs locaux est nécessaire pour qu’ils puissent
être utilisables par les systèmes de classification. Les méthodes d’agrégation les plus
populaires sont : les sacs-de-mots [Csur 04, Sivi 03] (un histogramme de descripteurs
locaux est calculé pour constituer un descripteur du contenu global d’une image ou
d’un segment vidéo) ou les vecteurs de Fisher [Perr 10b]. Pour plus de détails à pro-
pos des descripteurs voir la section 2.4).
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DIMENSION DES DESCRIPTEURS
Les expériences ont montré que plus la dimension des descripteurs (qu’ils soient
sous la forme de sacs-de-mots ou de vecteurs de Fisher) est grande plus ils sont effi-
caces, cette dimension pouvant atteindre parfois les dizaines de milliers d’éléments.
En revanche, cette grande taille implique des problèmes pratiques tels que le temps
de calcul ou l’espace de stockage nécessaires. À ces problèmes s’ajoutent ceux
reliés à l’apprentissage. En effet, les méthodes populaires d’apprentissage super-
visées comme les K-plus proches voisins (KNN) ou les SVM reposent toutes sur
un calcul de distance entre les descripteurs, direct ou par l’intermédiaire d’un noyau
(comme le noyau RBF). La distance euclidienne et la distance de Chi-deux (χ2) s’y
prêtent très bien mais, plus la dimension des descripteurs est grande, plus le calcul de
distance sera long. La distance χ2 est celle qui est la plus adaptée à la comparaison
des descripteurs sous la forme d’histogrammes (comme ceux obtenus par la méthode
très populaire des sacs-de-mots) par contre elle possède deux inconvénients : elle
est significativement plus coûteuse à calculer et elle n’est pas compatible avec une
technique de réduction de dimension basée sur une ACP.
Pour résoudre ces problèmes, Sanchez et al. proposent de combiner une méthode
d’implémentation efficace (par le produit de quantification) avec une version linéaire
du classificateur SVM basée sur une descente stochastique de gradient [Sanc 13].
Une solution alternative serait de réduire la dimension des descripteurs par l’in-
termédiaire de méthode de réduction de dimension tout en gardant l’efficience d’un
classificateur SVM à noyau RBF ou d’un KNN. Ces deux méthodes sont deux so-
lutions très différentes pour résoudre un même problème, il est donc difficile de les
comparer d’un point de vue théorique vu qu’elles sont basées sur deux approches
complètement différentes.
L’objectif de ce chapitre est d’étudier les méthodes existantes de transforma-
tion de descripteurs et de proposer une méthode simple pour rendre la distance
euclidienne aussi efficace que la distance χ2. Ainsi, les résultats de classification
d’images d’un SVM à noyau RBF basé sur une distance euclidienne devraient être
comparables à ceux obtenus par un SVM à noyau RBF basés sur la distance χ2.
Nous présentons, donc, une méthode d’optimisation de descripteurs constituée d’une
séquence de transformations élémentaires. Elle permet de réduire le temps de classi-
fication en utilisant une distance plus simple à calculer et en autorisant une réduction
de dimensions basée sur une ACP. Pour évaluer l’efficacité de la méthode d’opti-
misation proposée, nous comparons la performance de la classification sur le jeu de
données de TRECVid 2010 en utilisant le multi SVM à noyau RBF [Safa 10] avec la
distance euclidienne et la distance χ2.
L’étape de comparaison a été compliquée à mettre en place à cause des différentes
normalisations complémentaires possibles à différents niveaux : au niveau des vec-
teurs de descripteurs, au niveau des composantes des descripteurs ou au niveau de la
combinaison de plusieurs descripteurs. Par ailleurs, nous exposerons une évaluation
expérimentale de plusieurs techniques classiques de normalisations de descripteurs :
normalisation de longueur (L1 ou L2), normalisation min-max (mm), normalisation
moyenne nulle et variance unitaire (σ) et la normalisation de puissance.
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6.2 Travaux connexes
Les méthodes d’optimisation de descripteurs comprennent un certain nombre de
transformations : des normalisations ou des réduction de dimensions. Ces transfor-
mations peuvent être appliquées seules ou en séquence.
L’objectif principal des méthodes de normalisation de descripteurs est de les
rendre plus invariants à la taille de l’image, à l’éclairage et au contraste, et donc plus
facile à comparer entre eux. Ceci se fait en modifiant les valeurs des descripteurs de
façon à ce qu’ils adoptent des distributions similaires vis à vis de leur densité ou de
leur ordre de grandeur. La normalisation est généralement faite indépendamment au
niveau des vecteurs de description (par exemple la normalisation L1 ou L2) ou bien
au niveau des composantes du vecteur de description (par exemple la normalisation
min-max). Néanmoins, d’autres techniques de normalisation traitent directement les
éléments des descripteurs sans prendre en considération ni les composantes ni les
vecteurs de description (par exemple la transformation de puissance). Les techniques
de normalisation les plus populaires sont détaillées dans la section 2.5.
En ce qui concerne la réduction de dimensions, son but principal est de réduire
l’espace de stockage et la puissance de calcul nécessaires pour traiter les descrip-
teurs. Les méthodes basées sur l’Analyse de Composantes Principales (ACP) sont
les plus répandues [Bish 06]. Ce sont des méthodes statistiques reposant sur des
principes de l’algèbre linéaire et qui permettent d’extraire l’information la plus im-
portante à partir d’un ensemble de points (ou vecteurs) pour simplifier ou réduire
leurs représentations. Les méthodes de réduction de dimensions ont été détaillées
précédemment dans la section 2.5.2.
Suite à la réduction de dimensions par ACP, une deuxième normalisation ou
transformation peut être appliquée afin de remettre toutes les composantes du vec-
teur de description au même niveau. Cette deuxième normalisation peut être une
des cinq méthodes de normalisation mentionnées précédemment (L1, L2, min-max,
variance unitaire ou transformation de puissance) ou une méthode dite de  blanchi-
ment (ou whitening) [Jego 12a]. La méthode de  blanchiment consiste à remettre
toutes les composantes du vecteur de description au même niveau suite à l’applica-
tion de l’ACP, le spectre obtenu devenant alors le même que celui d’un bruit blanc.
Elle divise chaque composante du vecteur de description par la variance et elle est
équivalente à une normalisation de variance unitaire.
6.3 Méthode d’optimisation proposée
La méthode proposée pour l’optimisation de descripteurs est une combinaison de
transformations : réduction de dimensions précédée et suivie d’une normalisation
comme illustrée dans la figure 6.1. La réduction de dimensions et les différentes nor-
malisations non linéaires ont déjà été étudiées séparément dans la littérature mais
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aucun travail s’est intéressé à leur combinaison spécifique ainsi qu’à leur optimisa-
tion jointe comme nous le faisons.
Pré-
normalisation
Réduction de 
dimensions
Post-
normalisation
Descripteur 
initiale
Descripteur 
optimisé
Optimisation de descripteurs
FIGURE 6.1 – La méthode d’optimisation de descripteur proposée
La réduction de dimension améliore la performance des systèmes de classifi-
cation et de recherche car il a été remarqué que cette réduction de dimensions
élimine généralement les composantes redondantes. Comme nous l’avons précisé
récemment, les méthodes de normalisation précédant ou suivante la réduction des
dimensions (pré- et post-normalisation), peuvent être n’importe quelle combinaison
séquentielle des méthodes  élémentaires  citées précédemment : L1, L2, unit va-
riance (σ), min-max (mm) ou transformation de puissance (pw).
Les raisons pour lesquelles la pré- et la post-normalisation sont utiles sont différ-
entes. L’application de la transformation avant et après la réduction de dimensions
(ACP) ont des effets complètement différents sur les descripteurs. Avant l’ACP leur
but est de rendre les descripteurs les plus invariants et les plus équilibrés possibles.
Typiquement, la normalisation L1 ou L2 rend l’histogramme de description plus inva-
riant à la taille de l’image ou au nombre de points extraits alors que la normalisation
à l’échelle de composantes (comme σ ou mm) compense le déséquilibre entre les
éléments de l’histogramme. Un objectif supplémentaire de la pré-normalisation est
de transformer un descripteur non adapté à la distance euclidienne (comme les des-
cripteurs en histogramme/sacs-de-mots dont la distance la plus adaptée est χ2) en un
descripteur adapté à la distance euclidienne pour une performance similaire ou même
meilleure que celle obtenue avec la distance initialement adaptée ; cet objectif est at-
teint par l’intermédiaire de la transformation de puissance (pw). Après l’ACP, leur
but est de réhausser les petites valeurs de composantes par rapport aux plus grandes
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valeurs afin de mettre toutes les composantes au même niveau d’importance. Ce but
est atteint globalement par une mise à l’échelle linéaire des composantes selon leur
variance associée (blanchiment) ou localement par une mise à l’échelle non-linéaire
avec une transformation de puissance indépendamment de leur variance associée.
Nos expériences (voir 6.4) montrent que la pré- et la post-normalisation doivent
inclure une transformation de puissance, éventuellement combinée avec une autre
méthode de normalisation élémentaire. Pour la réduction de dimensions, nous nous
sommes contentés de tester celle basée sur l’ACP décrite dans 2.5.2.
Notre processus d’optimisation utilise, donc, pour la pré- et la post-normalisation
une transformation de puissance, éventuellement combinable avec une autre méthode
de normalisation élémentaire. Dans le cas général, le processus global est contrôlé par
trois hyper-paramètres1 : le nombre k de composantes gardées suite à la réduction
de dimensions par l’ACP, α1 et α2 les exposants de la transformation de puissance
de la pré- et la post-normalisation. Éventuellement, un quatrième hyper-paramètre
binaire permet de spécifier l’utilisation ou non d’une autre méthode de normalisation
élémentaire en conjonction avec la transformation de puissance.
La première transformation de puissance est appliquée avec l’exposant α1 qui est
optimisé de façon à obtenir les meilleures performances avec la distance euclidienne.
La réduction de dimension (ACP) est ensuite appliquée et la valeur de k est optimisée
de façon à obtenir la meilleure performance ou bien le meilleur rapport dimension-
performance. Enfin, la seconde transformation de puissance est appliquée, avec un α2
optimisé de façon à obtenir la meilleure performance, sur le résultat de la transfor-
mation ACP pour produire le descripteur optimisé final. Toutes les optimisations des
hyper-paramètres α1, α2 et k sont effectuées par validation croisée sur l’ensemble de
développement. Les transformations de notre processus sont séquentielles, il est donc
possible d’optimiser les hyper-paramètres de façon séquentielle ou de façon globale.
Leur optimisation conjointe pourra être plus coûteuse mais elle pourra entrainer de
meilleure performance globale. Lors de nos expérimentations, nous avons tenté d’op-
timiser une deuxième fois α1 et k après que les trois paramètres ont été optimisés une
première fois mais ceci n’a pas apporté d’améliorations significatives. Cela montre
qu’une seule optimisation séquentielle est généralement suffisante.
Pour la post-normalisation, nous avons choisi d’utiliser une seconde fois la trans-
formation de puissance au lieu d’une méthode de  blanchiment . En effet, les
deux méthodes augmentent les petites valeurs par rapport aux grandes valeurs et
empêchent les composantes de grande ampleur de dominer et d’éclipser celles avec
une faible ampleur. Cependant, le blanchiment s’effectue en se basant sur la variance
globale pour une composante donnée alors que la transformation de puissance l’ef-
fectue sur chaque élément séparément indépendamment de la variance de la compo-
sante à laquelle il appartient. Il est difficile de prédire, en pratique, quelle méthode
sera plus efficace et laquelle apportera des améliorations et pour quelles raisons. Tou-
tefois, les expérimentations menées pour comparer ces deux méthodes ont montré
1Nous les appelons  hyper-paramètres  car nous pensons qu’ils sont au même niveau que les
hyper-paramètres d’un classificateur, par exemple C et γ dans les SVMs à noyau RBF.
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que toutes les deux apporteraient des améliorations mais que la transformation de
puissance est généralement légèrement plus efficace que la méthode de blanchiment
(voir section 6.4).
6.4 Évaluations
Les expérimentations sur l’optimisation de descripteurs ont été conduites sur le jeu
de données de TRECVid 2010 pour la tâche d’indexation sémantique (SIN). Le jeu
de données est composé de deux grands ensembles de documents vidéos : l’ensemble
d’apprentissage et l’ensemble de test. L’ensemble d’apprentissage contient 119 685
plans de 3 173 vidéos avec une moyenne de 37 plans par vidéo alors que l’ensemble
de test est composé de 146 788 plans de 8 467 vidéos avec une moyenne de 17
plans par vidéo. Les plans vidéos sont les échantillons dans lesquels les concepts
sont recherchés.
6.4.1 Descripteurs vidéos
Nous avons utilisé plusieurs descripteurs de différents types et de différentes tailles,
qui ont été produits et partagés par les nombreux partenaires du projet IRIM de GDR-
ISIS [Gori 10]. La plupart des descripteurs choisis sont basés sur des histogrammes
de couleurs ou sur des approches d’agrégation en sacs-de-mots. Nous comparons,
toutefois, les méthodes d’optimisation sur différents types de descripteurs, comme
ceux basés sur les filtres Gabor pour représenter la texture ou ceux modélisant le
contenu audio. Au final, 12 descripteurs ont été sélectionnés :
• lab1×3×192 et qwm1×3×192 : descripteurs basés sur la concaténation d’his-
togrammes [Gori 10], le premier utilise les couleurs CIE LAB alors que le
deuxième utilise les ondelettes quaternioniques (3 échelles et 3 orientations).
Les histogrammes sont calculés pour 3 parties verticales et la taille du diction-
naire est égale à 192. Les deux descripteurs comportent 576 dimensions.
• sm462 : descripteur de Moments de Salliance (SM) [Redi 11] ; c’est un des-
cripteur global qui intègre de l’information analysée localement. Le descripteur
résultant comporte 462 dimensions.
• audioSpectro : descripteur audio représentant le profil spectral en 28 bandes
sur une échelle Mel, normalisé et à 28 dimensions.
• dense sift k512 : sacs-de-SIFT calculé sur un histogramme, à 512 dimen-
sions.
• h3d64 : un histogramme RGB normalisé 4× 4× 4, à 64 dimensions.
• gab40 : un descripteur normalisé basé sur une transformation de Gabor, 8
orientations × 5 échelles, à 40 dimensions.
107
CHAPITRE 6. OPTIMISATION DE DESCRIPTEURS
• hg104 : une fusion précoce (concaténation) de h3d64 et gab40, à 104 dimen-
sions.
• sift <méthode> [unc] : sacs-de-mots visuels, opponent SIFT, généré par le
programme de Koen van de Sande [Van 10]. <méthode> est relié à la façon
par laquelle les points SFIT sont sélectionnés : har correspond à un filtrage via
le détecteur Harris-Laplace et dense correspond à un échantillonnage dense ; la
version avec unc correspond au même descripteur avec du flou introduit dans
le calcul de l’histogramme. Nous avons utilisé quatre descripteurs de ce type.
La taille du dictionnaire, et donc du descripteur, est égale à 1000.
6.4.2 Optimisation des paramètres
Pour évaluer chaque méthode de normalisation, nous avons utilisé une approche
multi-apprentissage basée sur un classificateur SVM à noyau RBF (MSVM) [Safa 10].
MSVM est un ensemble de méthode d’apprentissage basé sur un SVM  stan-
dard  pour gérer les problèmes de grand déséquilibre dans les données. Les pa-
ramètres à optimiser sont les hyper-paramètres γ du noyau RBF du classificateur
SVM et α de la transformation de puissance. L’optimisation est faite par valida-
tion croisée et selon la métrique la moyenne de la précision moyenne (ou MAP) sur
les 30 concepts de l’ensemble d’apprentissage de TRECVid 2010. Dans ce qui suit,
nous présentons le processus d’optimisation et une comparaison entre les différentes
méthodes de normalisation.
6.4.3 Évaluation des méthodes de normalisation de référence
Toutes les méthodes de normalisation de référence sont des méthodes sans pa-
ramètres à fixer. Les deux méthodes de normalisation niveau descripteur L1 et L2
ainsi que les deux méthodes de normalisation niveau composantes min-max (mm) et
la variance unitaire (σ) peuvent être évaluées séparément ou combinées.
Les tableaux 6.1 et 6.2 montrent la performance des systèmes sur l’ensemble
d’apprentissage de TRECVid 2010, avec la distance euclidienne et la distance χ2
respectivement, en utilisant les méthodes de normalisation de référence et quelques
combinaisons de certaines d’entre elles (d’autres combinaisons ont été essayées mais
elles ont été moins efficaces). Les résultats concernant la normalisation L1 ne sont
pas affichés dans les tableaux car ils ont été très proches de ceux obtenus avec la
normalisation L2. Les résultats obtenus après la normalisation sont comparés avec
ceux obtenus avec la même méthode d’apprentissage utilisant les deux distances mais
sans aucune normalisation (raw). Comme nous pouvons le voir dans ces tableaux, la
performance du système varie significativement avec les différentes normalisations.
Pour la normalisation L2, σ et mm, la performance est souvent très proche de celle
de la méthode (raw) et la meilleure normalisation entre elles n’est pas la même pour
tous les descripteurs considérés. Comme attendu, la distance χ2 est plus efficace
que la distance euclidienne pour les descripteurs sous la forme d’histogramme (les 8
108
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derniers descripteurs) mais elle ne fournit pas de différence significative pour les des-
cripteurs qui ne sont pas sous la forme d’histogramme (les 4 premiers descripteurs).
Descripteur Raw L2 σ mm L2-σ σ-L2 L2-mm mm-L2
sm462 0.95 1.21 1.89 1.15 3.17 2.35 1.52 1.15
audioSpectro 1.55 1.56 1.38 1.57 1.48 1.33 1.58 1.54
gab40 2.65 2.57 2.40 1.82 2.67 2.50 1.95 1.42
hg104 3.68 3.66 4.07 2.78 4.08 4.21 3.23 2.84
h3d64 1.58 1.59 2.55 1.61 2.27 2.48 1.52 1.60
labm1x3x192 3.46 3.42 3.16 3.55 3.26 3.46 3.48 3.59
qwm1x3x192 3.12 3.51 3.56 3.73 3.76 4.69 3.62 4.37
dense sift k512 5.72 6.10 6.95 6.36 6.84 7.33 6.76 6.66
sift har 5.07 5.29 4.85 4.55 4.70 4.72 4.69 5.00
sift har unc 5.39 5.40 5.10 5.16 5.14 5.04 5.13 5.17
sift dense 4.41 4.49 5.45 4.94 4.99 5.59 5.11 5.07
sift dense unc 4.46 4.72 6.17 5.91 5.34 6.26 5.48 5.99
TABLE 6.1 – La MAP (en pourcentage) obtenue avec les méthodes de normalisa-
tion de référence utilisant la distance euclidienne sur les données d’apprentissage de
TRECVid 2010.
Descripteur Raw L2 σ mm L2-σ σ-L2 L2-mm mm-L2
sm462 1.44 1.55 2.43 1.49 3.15 2.19 1.92 1.36
audioSpectro 0.30 0.19 0.17 0.96 0.31 0.33 1.50 1.25
gab40 2.47 2.15 2.40 1.86 2.44 2.38 1.92 1.49
hg104 3.78 3.87 4.47 .50 4.67 4.77 3.63 3.33
h3d64 0.81 1.24 1.37 1.12 3.26 2.99 2.27 2.54
labm1x3x192 4.24 3.99 3.79 4.35 3.90 3.80 4.23 3.94
qwm1x3x192 5.04 4.55 4.17 4.30 4.15 4.91 4.39 4.76
dense sift k512 7.84 7.60 7.62 8.41 7.73 8.14 8.20 7.98
sift har 4.16 3.70 3.67 3.34 4.60 4.48 4.67 4.66
sift har unc 4.85 4.53 4.25 4.32 5.13 4.99 5.11 5.12
sift dense 6.23 6.26 5.86 5.72 5.26 5.63 5.37 5.46
sift dense unc 6.99 7.46 6.88 6.76 5.73 6.52 5.80 6.14
TABLE 6.2 – La MAP (en pourcentage) obtenue avec les méthodes de normalisation
de référence utilisant la distance χ2 sur les données d’apprentissage de TRECVid
2010.
6.4.4 Évaluation de la transformation de puissance
La transformation de puissance possède un seul paramètre à optimiser, l’hyper-
paramètre α. Pour comparer les méthodes de normalisation, nous avons d’abord be-
soin de trouver la valeur optimale de α pour chaque descripteur. Nous avons cherché
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la valeur optimale par descripteur parmi 10 différentes valeurs de α ∈ [0, 1]. La trans-
formation de puissance a été évalué en coordination avec la meilleure combinaison de
méthodes normalisation de référence (trouvée dans 6.4.3) pour chaque descripteur.
Les figures 6.2 et 6.3 montrent les résultats de l’optimisation de α pour les deux
distances considérées : euclidienne et χ2, respectivement. Chaque courbe dessine la
performance du système (en MAP) en fonction des différentes valeurs de l’expo-
sant α pour un descripteur donné. Comme nous pouvons le constater le paramètre
α possède plusieurs valeurs optimales pour chaque descripteur et chaque distance.
Ceci montre l’importance du choix de la meilleure valeur de α. Par exemple, avec
la distance euclidienne le descripteur h3d64 obtient de meilleure performance avec
un α = 0.3, le descripteur dense sift k512 obtient la meilleure performance avec
α = 0.4.
Il est intéressant de noter que la valeur optimale de α avec la distance χ2 cor-
respond approximativement au double de celle de la distance euclidienne. La valeur
optimale pour la distance euclidienne est souvent proche de 0.5.
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FIGURE 6.2 – Réglages de l’hyper-paramètre de la transformation de puissance α
utilisant la distance euclidienne sur les données d’apprentissage de TRECVid 2010.
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FIGURE 6.3 – Réglages de l’hyper-paramètre de la transformation de puissance α
utilisant la distance χ2 sur les données d’apprentissage de TRECVid 2010.
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6.4.5 Évaluation de la réduction de dimensions par ACP
La figure 6.4 montre la performance du système (en MAP) obtenue en appliquant la
transformation de puissance suivie d’une réduction de dimensions basée sur l’ACP.
Pour les descripteurs de petite taille, l’application de l’ACP n’est pas utile. En re-
vanche, notre objectif principal est de montrer l’impact de l’utilisation d’une réduction
de dimension basée sur l’ACP sur les descripteurs à grandes dimensions sur la perfor-
mance des systèmes de classification. Nous avons testé plusieurs valeurs de l’hyper-
paramètre k de l’ACP (le nombre de composantes importantes) sur chacun des des-
cripteurs considérés, ces valeurs correspondent à une fraction allant de 0.1 à 1 du
nombre de dimension original.
Comme nous pouvons voir dans la figure 6.4, le nombre de composantes optimal
varie en fonction du descripteur. Pour les descripteurs de grandes tailles, nous avons
fixé la valeur optimale de k à la plus petite valeur donnant la performance la plus
élevée ou presque. Par exemple, la valeur choisie pour k pour le meilleur descripteur
(dense sift k512) est de 0.4 ∗ 512 = 204.
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FIGURE 6.4 – Évaluation de l’ACP avec la distance euclidienne sur les données d’ap-
prentissage de TRECVid 2010. Les courbes montrent seulement les résultats avec la
distance euclidienne pour les descripteurs sous la forme d’histogramme (a) ou non
(b).
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6.4.6 Évaluation de la transformation de puissance avec une rédu-
ction de dimensions par ACP et une transformation post-
ACP
Alors que les expérimentations précédentes concernaient l’analyse des paramètres
pertinents sur l’ensemble d’apprentissage, nous abordons ici l’évaluation de la métho-
de proposée et nous exposons les résultats obtenus par notre méthode sur l’ensemble
des données de test de TRECVid 2010.
Nous avons évalué différentes combinaisons de méthodes de transformations sur
l’ensemble de test de TRECVid 2010 après avoir optimisé tous les paramètres reliés
par validation croisée sur l’ensemble de développement, pour chaque descripteur et
combinaison de méthodes. Les combinaison de méthodes testée ou les sujets de tests
comprennent :
• la meilleure combinaison de méthodes de normalisation de références selon
6.4.3 (baseline) ;
• la même avec une transformation de puissance pré-ACP ;
• la précédente suivie d’une réduction de dimension d’ACP ;
• la précédente avec en plus une transformation de puissance post-ACP ou un
blanchiment post-ACP.
Les résultats sont présentés pour la distance euclidienne et la distance du χ2 pour les
deux premières méthodes et que pour la distance euclidienne pour les reste (vu que
la distance χ2 devient insensée après l’application d’une ACP).
Selon les sujets de test, les hyper-paramètres suivants ont été optimisés : α1 l’ex-
posant de la transformation de puissance pré-ACP ; k le nombre optimal de compo-
santes à garder après ACP ; α2 l’exposant de la transformation de puissance post-
ACP ; et (B; β) les paramètres de blanchiment optimaux. Le tableau 6.3 contient
les valeurs optimales trouvées pour ces paramètres pour chacun des descripteurs
considérés. d est la dimension originale d’un descripteur.
Les résultats pour les 12 descripteurs considérés sont affichés dans le tableau
6.4. Ils sont cohérents avec ceux obtenus sur les données d’apprentissage, ce qui
prouve la robustesse et la bonne capacité de généralisation de la méthode proposée.
Le tableau 6.4 révéle l’efficacité de la transformation de puissance (+pw) avec les
deux distances. Il montre également l’efficacité de la réduction de dimensions ACP
avec la distance euclidienne et la performance des deux normalisations après l’ACP
(+pca) : une seconde transformation de puissance (+pw) et un blanchiment (+wh).
La transformation de puissance donne de meilleurs résultats que toutes les autres
méthodes de normalisation évaluées pour tous les descripteurs considérés. Elle est
même meilleure avec la distance euclidienne qu’avec la distance χ2 dans la grande
majorité des cas. L’utilisation de la réduction de dimensions par ACP rend le système
plus rapide tout en préservant ou même augmentant les performances du système. La
deuxième transformation de puissance améliore la performance plus que le blanchi-
ment dans la plupart des cas. Enfin, la combinaison proposée Euc+pw+pca+pw est
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Descripteur d α1 k (σ2k/σ
2
d) α2 (B, β)
sm462 462 0.2 277 (0.999) 0.6 (4.0, 0.4)
audioSpectro 28 0.2 28 (1.000) 0.8 (2.5, 0.5)
gab40 40 0.3 40 (1.000) 0.6 (8.0, 0.6)
hg104 104 0.3 104 (1.000) 0.6 (8.0, 0.6)
h3d64 64 0.3 64 (1.000) 0.6 (4.0, 0.6)
labm1x3x192 576 0.4 346 (0.980) 0.5 (4.0, 0.7)
qwm1x3x192 576 0.5 115 (0.931) 0.7 (2.0, 0.1)
dense sift k 512 0.4 204 (0.931) 0.8 (2.0, 0.4)
sift har 1000 0.9 400 (0.734) 0.7 (2.0, 0.9)
sift har unc 1000 0.8 500 (0.832) 0.8 (2.0, 0.9)
sift dense 1000 0.4 400 (0.827) 0.8 (2.0, 0.9)
sift dense unc 1000 0.4 400 (0.933) 0.8 (2.5, 0.4)
TABLE 6.3 – Les valeurs optimales des paramètres de la méthode de normalisation
proposée par descripteur avec la distance euclidienne.
souvent la meilleure méthode d’optimisation et, dans les cas où elle ne l’est pas, elle
est très proche de la meilleure. Ceci a été vérifié même avec l’application d’une fu-
sion ou d’un post-traitement comme mentionné ci-dessous.
Les résultats ont été aussi présentés pour un système qui effectue une simple fu-
sion tardive (moyenne des scores de classification). La fusion a été essayée séparément
uniquement pour les descripteurs étant sous la forme d’histogramme (fusion8), ceux
ne l’étant pas (fusion4) et pour tous les descripteurs (fusion-All). La transformation
de puissance a obtenu les meilleures performances avec une fusion qui a atteint un
score de 7.07% pour la fusion de tous les descripteurs (fusion-All) avec une ACP et
une distance euclidienne. Elle atteint 8.07% après une étape de post-traitement : un
reclassement basé sur le contexte temporel [Safa 11b] (cette étape de post-traitement
exploite l’homogénéité statistique globale et locale du contenu vidéo).
La MAP globale obtenue de 8.07% peut être comparé avec le résultat obtenu
par le meilleur système participant à TRECVid 2010 (SIN) de 9.00% de MAP. Sa-
chant que plus de descripteurs peuvent être utilisés ; que la fusion appliquée est ba-
sique ; et qu’un post-traitement plus avancé des classificateurs fusionnés peut en-
core améliorer les performances. Par exemple un re-classement basé sur le contexte
conceptuel [Hama 12] pourrait être utilisé.
6.4.7 Temps d’exécution
Toutes les expériences ont été menées sur des machines avec deux processeurs
quadruple cœur cadencés à 2.66 Ghz et avec 32 Go de mémoire vive. Le temps
d’exécution dépend de la taille du descripteur. Le temps d’apprentissage et d’indexa-
tion cumulé a été mesuré pour les 30 concepts et pour les 12 descripteurs considérés.
Nous reportons dans le tableau 6.5 le temps d’exécution total du processus de classi-
fication (d’apprentissage + d’indexation) en nombre d’heures de traitement pour les
30 concepts.
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Descripteur Euc χ2 Euc χ2 Euc Euc Euc
(baseline) (baseline) +pw +pw +pw +pw +pw
+pca +pca +pca
+pw +wh
sm462 1.04 0.57 2.46 1.78 2.33 3.39 2.73
audioSpectro 0.07 0.07 0.11 0.06 0.35 0.36 0.33
gab40 1.06 1.03 1.15 1.04 1.14 1.46 1.44
hg104 1.77 2.14 2.46 2.07 2.40 2.76 2.85
Fusion4 2.95 3.07 3.66 3.16 4.03 4.99 4.61
h3d64 0.53 0.54 1.45 0.46 1.26 1.40 1.27
labm1x3x192 1.26 2.38 2.70 2.88 2.65 2.75 2.55
qwm1x3x192 1.42 2.13 2.17 2.27 2.14 2.41 2.13
dense sift k512 3.89 4.20 4.18 3.77 4.05 4.56 4.44
sift har 2.28 1.87 2.23 1.54 2.49 2.54 2.33
sift har unc 2.68 2.84 2.93 2.60 3.13 3.10 3.09
sift dense 3.32 3.40 3.75 3.46 3.81 3.99 3.76
sift dense unc 3.81 4.33 4.33 4.51 4.26 4.57 4.34
Fusion8 4.76 6.00 6.24 6.10 6.25 6.69 6.51
Fusion-All 5.23 6.04 6.32 6.18 6.46 7.07 6.88
Re-ranking 6.24 6.74 7.23 6.83 7.31 8.07 7.63
TABLE 6.4 – La MAP (en pourcentage) sur les données de test de TRECVid 2010, en
utilisant les différentes méthodes de normalisation avec la distance euclidienne (Euc)
ou la distance χ2.
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Le temps d’exécution est donné pour les deux distances (euclidienne et χ2) sans
ACP et pour la distance euclidienne avec ACP, toutes avec la transformation de puis-
sance optimale. Le temps d’exécution total est de 201 heures pour la distance op-
timale de χ2, de 110 heures avec la distance euclidienne et de 53 heures avec la
réduction de dimension par ACP. Comme nous pouvons noter, le MSVM-RBF avec
la distance euclidienne est significativement plus rapide que la version originale avec
χ2. De même, après l’application de l’ACP, le système est bien plus rapide pour une
performance équivalente ou même améliorée.
χ2 Euc PCA-Euc
sm462 17.2 9.8 5.5
audioSpectro 1.5 1.4 0.6
gab40 2.2 1.2 1.1
hg104 3.6 2.4 1.9
h3d64 1.5 0.9 0.8
labm1x3x192 17.6 18.8 6.1
qwm1x3x192 15.8 15.8 3.6
dense sift k512 21.6 13.2 3.3
sift har 15.5 10.4 8.1
sift har unc 35.2 12.6 8.5
sift dense 24.9 11.4 7.8
sift dense unc 44.5 12.0 5.7
Total 201.1 109.9 53.0
TABLE 6.5 – Le temps d’exécution (en nombre d’heures sur 8 cœurs) pour les 30
concepts des données de test de TRECVid 2010.
6.4.8 Applications sur les descripteurs à très grandes dimensions
La méthode proposée a également été appliquée à grande échelle dans le contexte de
TRECVid 2012 à la tâche d’indexation sémantique. La collection contient 545 923
plans vidéos dont 400 289 pour l’ensemble d’apprentissage et 145 634 pour l’en-
semble de test, et 346 concepts à classifier. IRIM produit une dizaine de différents
types de descripteurs, un grand nombre d’entre eux possède plusieurs variantes
(comme la taille du dictionnaire pour les sacs-de-mots) générant au final plus de 100
descripteurs de qualité moyenne à très bonne [Ball 12]. La dimension de ces descrip-
teurs varie entre 15 et 32 768. Notre approche a été appliquée à la plupart d’entre
eux. Pour les descripteurs de grandes dimensions, la valeur de optimale trouvée de
k a toujours été bien inférieure à la taille originale d des descripteurs et n’a jamais
excédé 768 même pour un d ≥ 10K. Ceci révèle que ces descripteur de grandes di-
mensions sont extrêmement redondants. Cette réduction de dimensions a encore été
obtenue avec une augmentation simultanée de la performance de la classification.
Le tableau 6.6 donne une idée rapide des résultats d’application de la méthode
proposée à certains descripteurs de grandes dimensions à TRECVid 2012 à l’indexa-
tion sémantique. La tendance observée sur les résultats obtenus sur les données de
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TRECVid 2010 a été confirmée sur TRECVid 2012 avec très peu d’exceptions, la
seule notable étant celle d’un type de descripteurs, les vecteurs de tenseurs loca-
lement agrégés (ou VLAT). Ces derniers n’ont pas tiré bénéfice de l’ensemble des
transformations de notre méthode. Cela est probablement dû au fait que ces descrip-
teurs intègrent déjà une forme d’ACP. Cependant, notre approche fonctionne bien sur
les descripteurs basés sur les noyaux de Fisher.
Descripteur d α1 UL k α2 MAP
CEALIST/bov dsiftSC 8192 8192 0.80 - 256 0.70 17.74
CEALIST/bov dsiftSC 21504 21504 0.70 - 512 0.80 19.67
ETIS/labm2x2x1024 4096 0.35 - 512 0.80 11.31
ETIS/qwm2x2x1024 4096 0.45 - 512 0.80 11.24
INRIA/dense sift k1024 1024 0.45 - 256 0.50 15.41
INRIA/dense sift k2048 2048 0.45 - 320 0.60 16.98
INRIA/dense sift k4096 4096 0.45 - 400 0.70 18.08
INRIA/dense sift k8192 8192 0.45 - 512 0.70 18.63
INRIA/vlad 10240 10240 0.50 L2 640 0.60 20.72
INRIA/vlad 20480 20480 0.50 L2 640 0.60 21.03
INRIA/vlad 32768 32768 0.50 L2 640 0.60 18.07
LIF/percepts 5 3 1 15 225 0.60 - 225 0.40 11.19
LIF/percepts 10 6 1 15 900 0.50 - 256 0.40 11.29
LIF/percepts 20 13 1 15 3900 0.50 - 256 0.50 11.67
LIRIS/OCLBP DS 4096 4096 0.60 L2 512 0.90 6.88
LSIS/mlhmslbp spyr 10240 10240 0.50 - 768 0.35 15.51
LSIS/mlhmslbp spyr 26624 26624 0.70 - 768 0.35 14.67
TABLE 6.6 – La méthode proposée appliquée sur quelques descripteurs à grandes
dimensions à la tâche d’indexation sémantique de TRECVid 2012. d et k sont les di-
mensions des descripteurs avant et après l’application de la réduction de dimensions
par ACP ; IL indique si une normalisation de longueur (L1 ou L2) a été appliquée ou
pas ; MAP (en pourcentage) est la performance du descripteur optimisé uniquement.
La performance globale du système après une fusion tardive optimisée et com-
binée avec un re-classement selon le contexte temporel et conceptuel est de 26.92%
pour notre meilleure soumission alors que la performance du meilleur système par-
ticipant à TRECVid SIN 2012 est de 32.20% sachant que ce système utilise des
annotations supplémentaires non officielles.
6.5 Conclusion
Nous avons proposé et évalué une méthode pour optimiser les descripteurs utilisés
pour la recherche et l’indexation des contenus multimédias. La méthode proposée
combine une réduction de dimension basée sur une ACP avec des transformations
non linéaires avant et après l’ACP. La transformation résultante est globalement op-
timisée. Les descripteurs produits possèdent beaucoup moins de dimensions alors
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qu’ils fournissent le plus souvent de meilleures performances avec la distance eucli-
dienne que les descripteurs originaux avec leur distance optimale, généralement χ2,
plus coûteuse à calculer. Ils donnent aussi de meilleurs résultats que les mêmes des-
cripteurs optimisés avec des méthodes de normalisation classiques comme L1, L2 ou
à l’échelle de la composante (min-max), de la normalisation de variance ou de leurs
simples combinaisons.
La méthode a été validée et évaluée sur plusieurs descripteurs avec les données
de la tâche d’indexation sémantique de TRECVid 2010. Elle a ensuite été utilisée
à grande échelle sur la tâche d’indexation sémantique de TRECVid 2012, TREC-
Vid 2013 et TRECVid 2014, sur des dizaines de descripteurs de différents types et
dont les dimensions originales varient de 15 à 32 768. La même transformation peut
être utilisée également pour la recherche multimédia dans le contexte d’exemples
requêtes et/ou de retour de pertinence.
118
7
Conclusion et perspectives
Pour conclure notre travail, nous récapitulons dans ce chapitre nos principales contri-
butions puis nous exposerons les perspectives générales ouvertes par ces travaux.
7.1 Synthèse et contributions
Dans cette thèse, nous nous sommes intéressés à l’indexation automatique par le
contenu des documents multimédias. Nous avons exploré et présenté différentes
pistes pour améliorer la performance de ces systèmes pour faire face à la crois-
sance continue de la quantité des documents multimédia (images et vidéos). Dans
un premier temps, nous avons abordé les méthodes de fusion en proposant une nou-
velle méthode de fusion inter-modalité  doublement précoce pour mieux exploiter
les corrélations entre les différentes modalités. Nous nous sommes ensuite penchés
la problématique de localisation des concepts basiques (comme des objets) dans
les images. Nous nous sommes également attaqués au problème d’annotations in-
exactes des données d’apprentissage. Enfin, nous avons traité la problématique d’op-
timisation des descripteurs en réduisant leur taille tout en augmentant leur perfor-
mance. Nous avons intégré nos différentes contributions au processus d’indexation
sémantique de pointe décrit dans la section 2.3 et nous les avons évalué séparément
sur des données complexes de TRECVid ou de MediaEval.
Notre première contribution s’inscrit dans le cadre de la fusion de différentes mo-
dalités ou sources d’information. Comme nous avons montré dans l’état de l’art, une
multitude de descripteurs est disponible, actuellement, pour représenter les différentes
modalités des documents multimédias (visuelles, audio, mouvement, . . .). De plus
l’utilisation de plusieurs descripteurs augmente la performance des systèmes d’in-
dexation, nous avons abordé la problématique de fusion entre modalités et leur
capacité à capturer le maximum d’information conjointe à deux modalités. Notre
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avons proposé une nouvelle méthode de fusion dite  doublement précoce  pour
représenter conjointement le contenu audio-visuel d’une vidéo. Elle exploite la corrél-
ation entre l’information audio et l’information visuelle en construisant un diction-
naire audio-visuel joint dans le but de découvrir des motifs spécifiques audio-visuels.
La fusion  doublement précoce  nous a permis d’obtenir les meilleurs résultats
dans le cadre de la détection de scènes violentes à MediaEval 2013 (premier pour la
violence objective et deuxième pour la violence subjective). De plus, nous pensons
que ces travaux ouvrent de nouvelle direction de recherche dans le domaine de la
fusion multi-modale.
Notre deuxième contribution concerne la localisation d’objets dans les vidéos
difficiles et réelles en opposition à celles qui sont encadrées et jouées. Nous avons
proposé une méthode faiblement supervisée qui tente de détecter de l’invariabilité
spécifique à un concept donné dans la variabilité globale d’une vidéo. Notre méthode
consiste à créer un nouveau modèle discriminant basé sur l’occurrence statistique
de descripteurs locaux invariants à partir de données d’entraı̂nement faiblement an-
notées (le lieu d’apparition des objets dans les images n’est pas connu).
Lors des évaluations, nous avons manqué d’éléments de comparaison mais la méthode
a montré des résultats encourageants pour la suite des travaux sur la localisation fai-
blement supervisée.
Notre troisième contribution porte sur la réduction du bruit dans les annotations
au niveau des plans dans le contexte d’un apprentissage supervisé pour la détection de
concepts ou d’événements. En effet, la majorité des corpus de vidéos disponibles ac-
tuellement sont annotées uniquement au niveau de la vidéo entière à cause des coûts
élevées des annotations manuelles. Or l’hétérogénéité du contenu des vidéos entraine
une incohérence entre le contenu visuel de certains plans et l’étiquette attribuée à la
vidéo. Dans ce but, nous avons proposé deux méthodes. La première méthode génère
de nouvelles annotations au niveau des plans à partir d’annotations fournies au ni-
veau de vidéos complètes. Cette méthode cherche à trier l’ensemble des plans des
vidéos positives pour enlever un maximum de plans négatifs (faux positifs) et garder
un maximum de vrais positifs. La deuxième méthode, quant à elle, pondère les plans
des vidéos d’apprentissage pour limiter le bruit. Elle cherche à reconnaı̂tre les plans
vrais positifs dans l’ensemble des plans des vidéos positives et à leur attribuer des
poids plus importants dans le contexte d’un apprentissage supervisé pondéré pour la
détection de concepts ou d’événements. Ces deux idées, théoriquement intéressantes
à priori, n’ont pas permis de concevoir un algorithme capable d’améliorer la perfor-
mance de l’état de l’art. Les deux méthodes se sont avérées non adaptées aux données
d’apprentissage comportant un grand déséquilibre entre les classes. Cependant nous
pensons que c’était une piste intéressante à explorer.
Notre deuxième et troisième contribution sont reliées entre elles vu qu’elle relèvent
toutes les deux du problème de l’Apprentissage d’Instances Multiples.
Enfin, pour notre quatrième contribution, nous nous sommes penchés sur la qua-
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lité des descripteurs représentant le contenu d’une image (ou d’une vidéo). Ces des-
cripteurs ont de plus en plus tendance à être de grande dimension ce qui rend leur trai-
tement difficile sur les grands corpus. Notre quatrième contribution est une méthode
pour optimiser les descripteurs utilisés en trouvant un compromis entre leur dimen-
sion et leur capacité à représenter le contenu. Elle combine une réduction de dimen-
sion basée sur une ACP avec des transformations non linéaires avant et après l’ACP.
Nous avons montré expérimentalement l’utilité de notre optimisation, les descrip-
teurs optimisés avec notre méthode possèdent beaucoup moins de dimensions alors
qu’ils fournissent le plus souvent de meilleures performances que les descripteurs ori-
ginaux optimisés avec des méthodes de normalisation classiques (commeL1,L2, . . .).
Notre méthode d’optimisation est systématiquement intégrée au système d’indexa-
tion évalué annuellement à la campagne d’évaluation TRECVid et elle a participé au
bon classement (troisième et deuxième places) obtenu en 2012 et 2013.
7.2 Perspectives
Plusieurs améliorations peuvent être apportées aux différentes méthodes proposées
et de nombreuses perspectives sont alors envisageables. Dans ce qui suit nous nous
focalisons sur les perspectives les plus intéressantes.
L’utilisation de la fusion jointe audio-visuelle a été effectué au niveau d’un plan.
Cependant, la corrélation entre les modalités peut être mieux capturée avec une lo-
calisation temporelle plus étroite qu’un plan entier. Par conséquent, dans le futur
l’utilisation de la fusion à une échelle plus petite que celle du plan peut être envi-
sagée. D’une autre part, notre fusion doublement précoce a uniquement été évalué
sur deux descripteurs : MFCC pour l’audio et STIP-HOF pour le mouvement. Notre
travail pourrait être étendu pour intégrer de nouveaux types de descripteurs et fusion-
ner potentiellement plus que deux descripteurs. Enfin, une autre piste possible est
celle de l’application de cette représentation conjointe à d’autres types de concepts
dynamiques que la violence sur laquelle nous avons évalué la méthode de fusion.
En ce qui concerne la localisation d’objets dans les images, notre modèle dessine
le cadre englobant autour de l’objet selon une méthode simple calculant les histo-
grammes de la projection horizontale et verticale des points de l’image. Dans le fu-
tur, d’autres techniques plus avancées pourront être utilisées pour le dessin du cadre
englobant afin d’améliorer la localisation au lieu de se servir de simple rectangles.
De plus, le modèle actuel ne prend pas en compte le cas où l’objet apparaı̂t plusieurs
fois dans la même image, nous pourrons compléter notre modèle pour gérer ce cas
de figure. Par ailleurs, la performance du système peut être augmentée en utilisant
d’autres types de descripteurs ou même une fusion de plusieurs descripteurs au lieu
de l’utilisation unique des SIFT.
Les deux méthodes proposées pour le filtrage du bruit causé par des annotations
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inexactes utilisent le contenu visuel des plans et des vidéos. Elles se basent sur l’idée
que les plans contenant un concept ou un événement sont semblables alors que les
plans ne représentant pas ce concept ou cet événement sont différentes entre eux et
du reste des plans. Notre étude s’est limitée à l’utilisation de la distance moyenne et
de la densité pour la mise en pratique de l’idée mais d’autres formules peuvent être
considérées. De plus, nous avons utilisé uniquement un descripteur de couleur et de
texture alors qu’une multitude d’autres descripteurs pourront être utilisés.
Notre méthode d’optimisation a permis d’améliorer la capacité des descripteurs
à représenter le contenu multimédia et à améliorer la performance des systèmes d’in-
dexation. En revanche, seulement la fusion tardive a été testée et séparément de la
transformation des descripteurs. Dans les travaux futurs, nous pourrons considérer
une combinaison de notre approche avec une fusion précoce de plusieurs descrip-
teurs.
Enfin, d’un point de vue général nous prévoyons d’explorer les méthodes ac-
tuelles bio-inspirées pour l’indexation des vidéos. Ces méthodes s’appuient sur le
fonctionnement du cerveau ou du système de vision humaine. Certaines méthodes
exploitent des propriétés du système visuel humain pour améliorer les descripteurs,
comme le descripteur FREAK [Alah 12] ou Retina-SIFT qui se concentrent sur
les propriétés de la rétine humaine pour rendre les descripteurs plus robustes aux
dégradations des images et plus sensibles aux informations spatiales et temporelles
[Stra 14]. D’autres méthodes se basent sur le fonctionnement hiérarchique du cer-
veau humain pour proposer une alternative aux processus de classification supervisée
classiques et effectuer un apprentissage profond (Deep Learning) pour résoudre le
problème de variations des représentations [Kriz 12]. En observant les résultats ob-
tenus par ces méthodes bio-inspirées nous constatons leurs potentiels et toutes les
pistes d’améliorations encore possibles et surtout dans le cadre de l’indexation des
vidéos. Une piste intéressante à approfondir dans le futur serait la création de liaison
(communication) entre une méthode d’indexation classique et une méthode basée sur
l’apprentissage profond comme illustré dans la figure 7.1, notamment en injectant des
descripteurs sous la forme simple de sacs-de-mots à différents niveaux d’un système
d’apprentissage profond ou inversement en injectant des descripteurs obtenus par ap-
prentissage profond dans un système d’apprentissage classique. Cette dernière idée
a été partiellement intégré dans le système d’indexation proposé par le groupe IRIM
soumis à TRECVid 2014 et les premiers résultats obtenus ont été encourageants.
Enfin, une fusion de ces deux processus bien distincts est également envisageable.
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Données         
d'entraînement
Extraction de 
descripteurs
Apprentissage Modèle Prédiction Scores Index
Données         
de test
Extraction de 
descripteurs
Apprentissage profond
Apprentissage classique
FIGURE 7.1 – La création de liaison entre une méthode d’indexation classique et une
méthode basée sur l’apprentissage profond.
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scènes violentes dans les vidéos. Conférence en Recherche d’Information et
Applications (CORIA).
2013 Nadia Derbas. Production d’annotations par plan pour l’indexation des vidéos.
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[Ball 13] N. Ballas, B. Labbé, H. Le Borgne, P. Gosselin, M. Redi, B. Merialdo,
R. Vieux, B. Mansencal, J. Benois-Pineau, S. Ayache, A. Hamadi, B. Sa-
fadi, T.-T.-T. Vuong, H. Dong, N. Derbas, G. Quénot, B. Gao, C. Zhu,
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Abstract
A consequence of the rise of digital technology is that the quantity of available
collections of multimedia documents is permanently and strongly increasing. The in-
dexing of these documents became both very costly and impossible to do manually.
In order to be able to analyze, classify and search multimedia documents, index-
ing systems have been defined. However, most of these systems suffer quality or
practicability issues. Their performance is limited and depends on the data volume
and data variability. Indexing systems analyze multimedia documents, looking for
static concepts (bicycle, chair. . . ), or events (wedding, protest. . . ). Therefore, the
variability in shapes, positions, lighting or orientation of objects hinders the process.
Another aspect is that systems must be scalable. They should be able to handle big
data while using reasonable amount of computing time and memory.
The aim of this thesis is to improve the general performance of content-based
multimedia indexing systems. Four main contributions are brought in this thesis for
improving different stages of the indexing process. The first one is an “early-early
fusion method” that merges different information sources in order to extract their
deep correlations. This method is used for violent scenes detection in movies. The
second contribution is a weakly supervised method for basic concept (objects) local-
ization in images. This can be used afterwards as a new descriptor to help detecting
complex concepts (events). The third contribution tackles the noise reduction prob-
lem on ambiguously annotated data. Two methods are proposed: a shot annotation
generator, and a shot weighing method. The last contribution is a generic descriptor
optimization method, based on PCA and non-linear transforms.
These four contributions are tested and evaluated using reference data collections,
including TRECVid and MediaEval. These contributions helped our submissions
achieving very good rankings in those evaluation campaigns.
Keywords: Multimedia indexing, multimodal fusion, concept localization, annota-
tion filtering, descriptor optimization.
Résumé
L’explosion de la quantité de documents multimédias, suite à l’essor des tech-
nologies numériques, a rendu leur l’indexation très coûteuse et manuellement im-
possible. Par conséquent, le besoin de disposer de systèmes d’indexation capables
d’analyser, de stocker et de retrouver les documents multimédias automatiquement,
et en se basant sur leur contenu (audio, visuel), s’est fait ressentir dans de nombreux
domaines applicatifs. Cependant, les techniques d’indexation actuelles rencontrent
encore des problèmes de faisabilité ou de qualité. Leur performance reste très li-
mitée et est dépendante de plusieurs facteurs comme la variabilité et la quantité de
données à traiter. En effet, les systèmes d’indexation cherchent à reconnaı̂tre des
concepts statiques, comme des objets (vélo, chaise, . . .), ou des événements (ma-
riage, manifestation, . . .). Ces systèmes se heurtent donc au problème de variabilité de
formes, de positions, de poses, d’illuminations, d’orientations des objets. Le passage
à l’échelle pour pouvoir traiter de très grands volumes de données tout en respectant
des contraintes de temps de calcul et de stockage est également une contrainte.
Dans cette thèse, nous nous intéressons à l’amélioration de la performance glo-
bale de ces systèmes d’indexation de documents multimédias par le contenu. Pour
cela nous abordons le problème sous différents angles et apportons quatre contribu-
tions à divers stades du processus d’indexation. Nous proposons tout d’abord une
nouvelle méthode de fusion  doublement précoce  entre différentes modalités ou
différentes sources d’informations afin d’exploiter au mieux la corrélation entre les
modalités. Cette méthode est ensuite appliquée à la détection de scènes violentes
dans les films. Nous développons ensuite une méthode faiblement supervisée pour
la localisation des concepts basiques (comme les objets) dans les images qui pourra
être utilisé plus tard comme un descripteur et une information supplémentaire pour
la détection de concepts plus complexes (comme des événements). Nous traitons
également la problématique de réduction du bruit généré par des annotations am-
biguës sur les données d’apprentissage en proposant deux méthodes : une génération
de nouvelles annotations au niveau des plans et une méthode de pondération des
plans. Enfin, nous avons mis en place une méthode d’optimisation des représentations
du contenu multimédia qui combine une réduction de dimension basée sur une ACP
et des transformations non linéaires.
Les quatre contributions sont testées et évaluées sur les collections de données
faisant référence dans le domaine, comme TRECVid ou MediaEval. Elles ont parti-
cipé au bon classement de nos soumissions dans ces campagnes.
Mots Clefs : Indexation multimédia, fusion multimodale, localisation de concepts,
filtrage d’annotations, optimisation de descripteurs.
