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Injecting CO2 into saline aquifers is currently the most viable approach to mitigate 
global greenhouse gas effect. Various monitoring techniques are required to achieve 99% 
accuracy in determining the location of the injected CO2 plume. Sensor locations are 
critical to the monitoring quality necessary to meet this requirement but have scarcely 
been discussed. The pressure profile needs to be modeled accurately at the initial stage of 
CO2 injection to guide sensor locations. The objective of this thesis was to develop an 
analytical solution for CO2 sequestration based on time and distance. This will guide the 
locations of downhole pressure sensors and optimize the sensor density. 
This work establishes a comprehensive pressure model, in which three flow 
regimes were fitted on sequences of time domain in each boundary condition, assuming a 
radial and homogenous saline aquifer. The model includes transient and pseudo steady- 
state flows to solve early time pressure. The flow front equation divides the aquifer into 
two flow regions. The analytical solution that applied to two field cases was compared 
and confirmed with the results from reservoir simulations. Sensitive analyses were 
performed on major aquifer parameters.  
The application of this work was to determine downhole pressure sensor 
locations. Distributed pressure sensors have the potential to be implemented in CO2 
sequestration operations with a moderate cost. Sensor ranking was optimized by an error 
weighting matrix based on a covariance matrix and experimental measurement 
distribution in this work. Sensor placement was guided through regression analysis 
performed on two flow regions. With the input of sensor physical errors, various ranges 
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a               Aqueous Phase 
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Nature was not only a loving mother but also a hardhearted butcher. 
-Attributed to Victor Hugo 
 
Global warming effect, which refers to a rise in average temperature on a 
worldwide scale, has accelerated in recent years. This effect was predicted to cause rising 
sea levels, decreased snow cover, ocean acidification and food security issues (IPCC 
2013). CO2 has been the most common type of greenhouse gas contributing to global 
warming effect. The production of CO2 has increased by 40% since pre-industrial times. 
CO2 sequestration, the process of capturing and storing atmospheric CO2 long-term, has 
been one of the most feasible ways, so far, to minimize and mitigate this effect.  
Potential storage locations identified for anthropogenic CO2 include underground 
reservoirs, such as saline aquifers, aging oil and gas fields, and coal beds. Saline 
formations containing highly mineralized brines have been considered no benefit to 
humans so far. Their potentially large storage volume and common occurrence make 
them good candidates for CO2 sequestration operations. The injection of CO2 was 
generally conducted under supercritical conditions (i.e. deeper than 800 m below the 
surface) (IPCC 2013). The flow mechanism of CO2 storage in a saline aquifer was similar 
to a two-phase flow injection well criterion in the petroleum industry. 
Distributed sensing systems, optical electronic devices functioning as linear 
sensors, have emerged in the last ten years, and their usage has spread. Measurements 
have been recorded along the sensor cable, not at points but as a distributed profile. The 
sensitivity and speed of distributed sensing systems allows monitoring over a wide range 
of subsurface applications. The various measurements (i.e. pressure, temperature and 
strain) of this system improve CO2 sequestration monitoring through increased accuracy. 
Safely storing CO2 in the subsurface needed to meet the requirement to achieve 
99% accuracy in detecting where the injected CO2 was located in the subsurface through 




pressure sensor placement was built on precise modeling that represents aquifer 
conditions, the movement of CO2 and its resulting pressure profiles. Generally speaking, 
there were two modeling methods available to us in CO2 sequestration operations: 
numerical simulations and analytical models.  
Numerical simulations were broadly used to predict the plume movement and 
pressure profile for CO2 sequestration projects (Kumar et al. 2005; Archanta et al. 2012; 
Ghorbani et al. 2012; Pilisi et al. 2012). Numerical simulations were versatile but also 
time-consuming, expensive, and required detail data about the reservoir to accurately 
model the pressure measurements and plume movements. Analytical models, on the other 
hand, were quick to run and required less input data. The downsides of analytical models 
were lesser extent handling variation in properties and complex geological units. 
However, both numerical simulations and analytical models need to be verified with 
actual monitoring data to reach 99% accuracy. 
The goal of this thesis was to address how to achieve 99% accuracy by creating 
an analytical model that can be verified by reservoir simulation results and optimizing the 
placement of distributed pressure sensors in the reservoirs. The following section will 
first review current monitoring techniques, next investigate the distributed sensor system 
and its contributions, then review a current analytical pressure solution for CO2 
sequestration operations, and finally introduce several optimization methods for sensor 
placements. 
 
1.2. CURRENT MONITORING TECHNIQUES IN CO2 SEQUESTRATION  
       OPERATIONS  
Monitoring has been an important part of the overall risk management strategy for 
geological CO2 storage projects. Several sensing systems have been introduced to 
monitor CO2 sequestration operations and track CO2 plume movement. In Sections 1.2.1-




1.2.1. Subsurface Imaging. Various geophysical imaging methods (e.g., 
seismology, long electrodes, electrical resistance tomography (ERT), ground penetrating 
radar (GPR), gravity), originally developed for other applications (e.g., petroleum 
exploration), have proven useful for imaging CO2 plumes in geological formations 
(Benson et al. 2004; Winthaegen et al. 2007; Wilson et al. 2005; Xu et al. 2011). These 
techniques typically work by initiating the propagation of a signal (e.g., seismic, 
electromagnetic) and measuring the reflections or transmissions of the signal. Imaging 
techniques have the advantages of maturity, large detection range/area and robustness. 
However, they have shown general limitations including shallow penetration depth, 
computational complexity, low spatial resolution and low contrast under some scenarios 
(Xu et al. 2011).  
Time-lapse seismic monitoring was used in the Sleipner CO2 injection project, the 
first CO2 injection project in the world started in 1996, and showed effectiveness in 
locating the CO2 plume. Two time-lapse seismic surveys over the injection area were 
acquired: one in October 1999, and the second in October 2001 (Arts et al. 2004). 
However, they could not directly distinguish CO2 from water. They were not sufficiently 
accurate due to the large velocity variations caused by the presence of CO2. Another issue 
with time-lapse seismic surveys was the very high cost (Chadwick et al. 2010). 
The Weyburn CO2 monitoring and injection project began in 1999 using the CO2 
generated from the Great Plains Synfuel Plant in North Dakota to store and enhance oil 
recovery in the Weyburn-Midale area.  Time-lapse multi-component seismic surveys can 
help characterize fracture zones, networks and their changes, which were important to 
monitor due to their potential for leakage (Davis et al. 2003). However, the low rate of 
seismicity was not sufficient to identify fracture changes. Further implementation of 
geomechanical models was proposed for better monitoring accuracy (Verdon et al. 2010).  
The CO2SINK project, located in Ketzin, Germany, commenced in April 2004 
and was the first EU onshore CO2 storage project. Vertical seismic profiling (VSP) was 
one of the seismic methods applied there (Xu et al. 2011). VSP can detect faults that 
cannot be imaged by surface seismic data, and it clearly identified one fault in this 




converted wave energy. The fault geometry was not properly imaged; therefore the CO2 
monitoring efficiency requirement was not achieved. 
The In Salah industrial-scale CO2 storage project in Algeria monitors CO2 plume 
movement by satellite-based interferometric synthetic aperture radar (InSAR) (Mathieson 
2010). This method detects subtle ground deformation changes by comparing phase 
differences from successive satellite passes (Mathieson 2010). Surface uplift has been 
detected over all three In Salah CO2 injection wells. The accuracy of monitoring surface 
uplift was around 5 mm/year and up to 1 mm/year for a longer term average. Using the 
satellite observations, it was possible to detect the surface changes resulting from 
subsurface plume propagation effects. Nevertheless, surface uplift monitoring can only be 
an indication of plume movement.  A process was under construction to interpret the 
InSAR data to monitor CO2 plume movement (Onuma and Ohkawa 2009). 
1.2.2. Sampling-Based Monitoring.  Gas, liquid and solid samples can be 
collected from discrete sites or through wellbores and subsequently analyzed to find 
critical parameters such as chemical composition/concentration, pH value, conductivity, 
reaction rate, and groundwater age. The sampled data may be useful to determine the 
integrity of the injection system, track the CO2 plume, and estimate leakage to the 
atmosphere (Frailey et al. 2011; Zimmer et al. 2011). More field data are needed to prove 
the credibility. However, sampling methods require time-consuming sample collection 
and preparation through dedicated sampling wells and subsequent analyses using high-
performance analytical tools. Therefore, it would be difficult to use for optimization and 
in-situ tracking. 
A suggested monitoring system was identified and cost estimated for the potential 
Wabamun Area CO2 Sequestration Project (WASP) sequestration site (Lawton et al.  
2010). It began with groundwater sampling surveys to characterize shallow aquifers in 
the local site characterization area. This was followed by reservoir fluids sampling and 
shallow aquifers sampling intersected by the injection and monitoring wells. Once these 
data were collected, geochemical modeling and reservoir simulation of CO2 injection and 
plume development were proposed. After injection, periodic monitoring was performed 
on soil, casing gas, flux accumulation and atmospheric CO2 surveys. Still, with all the 




was based on the accuracy of geochemical modeling and reservoir simulation. It relied 
heavily upon understanding the aquifer parameters. 
1.2.3. Well-Based Monitoring.   Well-based monitoring methods have used 
various downhole sensors and other techniques that are able to convey through the 
wellbore (Freifeld 2009). Downhole sensors have been very useful for CO2 sequestration 
monitoring and implemented in monitoring wells. Their measurements included 
temperature, pressure, strain, compositional flow rate, and chemical reaction and 
corrosion. The key factors that influence the quality of monitoring were the sensor’s 
toughness and ability to survive in the harsh environment of downhole HPHT and 
chemical corrosion. The capability of the types and numbers of measurements was also 
considered a bonus value. 
In general, there are three types of well-based monitoring techniques: 
hermetically packaged electronic downhole sensors, microseismic and logging 
monitoring, and fiber optic downhole sensors. In the following part of this section, the 
three techniques will be introduced individually. The theory for measurement, field 
examples and feedback will be analyzed.  
Hermetically packaged electronic downhole sensors, originally developed for the 
petroleum industry, have been explored for monitoring CO2 sequestration. The sensors 
convert a pressure/temperature into a change in electrical resistance that can be measured 
(Kurtz et al. 2008). Hermetically packaging the sensor in a metal housing gives it the 
ability to survive the harsh environment of downhole conditions. However, this type of 
electronic sensor is relatively expensive due to its packaging and long transmission cable 
distance (Nygaard et al. 2010). There have also been some issues regarding its design and 
robustness including: frequently needed calibration, high-level noise due to electronic 
damping in a long distance, limited sensor numbers, rigidity to deal with harsh 
environment and corrosion (Flecker et al. 2000). 
Microseismic monitoring and logging are carried out in the wellbore basis. This 
can either be achieved by a downhole receiver array or a wireline operation. 
Microseismic monitoring is able to measure very small seismic events, and logging can 
detect formation property changes by physical measurements. A pilot CO2 injection test 




sonic velocity logging surveys were conducted in three observation wells (Xue 2006). 
Estimates for CO2 saturation were developed using decreases in sonic velocity and 
increases in resistivity. Continuous pressure and temperatures recorded in the observation 
well were analyzed and provided an indication of the CO2 incursion (Satoa 2008). Cross-
hole seismic tomograms also showed the movement of CO2 within the reservoir. 
However, both microseismic monitoring and logging measurements were indirect 
measurements of CO2 plume movement. Therefore, they cannot determine how the 
plume forms. In addition, these techniques can only convey in a vertical or slightly 
deviated well which makes the monitoring area narrow. 
Fiber-optic downhole sensors have similar functions as electronic downhole 
sensors but with the concept of fiber optic transmission. The other popular configuration 
of this type of sensor is using a time-domain technique to realize truly distributed 
sensing. A continuous temperature profile along the entire length of an optical fiber can 
be mapped with sufficient accuracy (Molenaar et al. 2012). The European CO2SINK 
project built two monitoring wells located 50 m and 100 m from the injector. The two 
monitoring wells included a number of instruments such as permanently installed fiber-
optic DTS sensors, electrical heaters for thermal interrogation of fluid phase saturation, 
and a vertical electrical resistivity array (Giese 2009; Prevedel 2009). CO2 saturation can 
be estimated due to the changes in thermal conductivity between CO2 and brine. 
However, fiber optic sensors lack the necessary robustness and long-term stability for 
down-hole applications. Mechanical vibrations or shocks may permanently destroy the 
thin, optical fiber. The high temperature, high pressure, and water rich downhole 
environment can cause fiber darkening in a relatively short time period (Kaura et al. 
2008). Even without sensor failure, the performance of fiber optic sensors degrades over 




1.2.4. Coaxial Cable Sensors.   Coaxial cable is a cylindrical electromagnetic 
(EM) waveguide consisting of an inner and outer conductor sandwiched by a tubular 
insulating layer typically made of a material with a high dielectric constant (Huang et al. 
2012; 2013). It shares the similar fundamental physics with optical fiber and evolves to 
fit the CO2 sequestration monitoring requirement. In comparison with optical fibers, 
coaxial cables are much more robust and easily deployed. In addition, the large dynamic 
range, robustness and high resolution of the sensor provide a very promising and 
effective solution for sensing applications. These cables are made using various ceramic 
materials as the insulation layer so they can operate at high temperatures, up to 1000
o 
C, 
and pressures up to 10,000 psi. The cables operate in the frequency range up to 20 GHz 
and have the necessary flexibility for deployment. A very small attenuation allows the 
signal to be transmitted over a long distance.  
This novel, robust ceramic coaxial cable can implement three measurements: 
strain, temperature and pressure. Preferably, many sensors (>100) can be multiplexed 
onto a single coaxial cable to achieve densely distributed sensing at a low cost. This is 
achieved with sensors designed to have different central resonant frequencies and share 
the entire available bandwidth. 
In short, this novel, robust ceramic coaxial cable has the benefits of low cost, 
multiple measurements and distributed sensors. These benefits make it an excellent 
candidate for CO2 injection monitoring. 
 
1.3. DOWNHOLE SENSOR DATUM AND ITS CONTRIBUTIONS 
With the development of a new coaxial distributed sensor system, the next step 
was to identify the downhole sensor datum and its contributions to monitoring CO2 
sequestration operations and verifying models of CO2 plumes and their pressure profiles. 
A literature review was conducted to guide sensor deployment for identifying wellbore 
leakage and reservoir plume movement. First, a wellbore leakage monitoring mechanism 
was determined with proper types of measurements. Subsequently, studies were 
conducted on current fiber optic strain measurement systems. Wellbore requirements for 




In addition, a reservoir plume movement monitoring system was introduced. The two 
systems were presented in Sections 1.3.1-1.3.2. 
1.3.1. Monitoring Wellbore Leakage.  The wellbore system focuses on 
identifying possible leakage pathways to ensure the integrity of CO2 sequestration. This 
can be achieved by utilizing sensors for continuous, high-resolution monitoring of the 
casings’ shape or well tubular and enabling the determination of strain imposed on the 
well. The strain changes in the casing can be caused by near wellbore leakage, reservoir 
deformation and expansion. These phenomena were all potential failures for CO2 storage. 
Real-time casing image was an example of those limited applications on strain that were 
underestimated in the petroleum industry and CCS monitoring operations. The following 
part of this section will introduce its deployment and benefits. 
Rambow et al. (2010) introduced a distributed sensor system that uses Fiber 
Bragg-Grating technology to perform strain measurements. The real-time casing images 
were using distributed sensors rigidly wrapped around the casing. The images in 
deployment had two different wrapping angles, an up and down side, to aid in 
discriminating between pressure, temperature and axial strain, as shown in Figure 1.1. 
The images were deployed in a producing well and successfully monitored some key 
activities of the well. The exceptional sensitivity of the measurement allowed it to detect 
not only larger deformations associated with substantial geo-mechanical stresses, but also 
early, real-time indications of incident well problems. However, due to the rigidity of the 
sensor coating, the deployment of the distributed sensor system has to be wrapped around 
the casing with small dip angles, which significantly shortens the window for monitoring. 
Strain measurements were the only distributed measurements in this system that reveals 
the lack of flexibility on types of measurements. Opportunities exist for implementing 
strain and pressure measurements for wellbore leakage detection. 
In order to implement coaxial cable sensor system to CO2 sequestration operation, 
different well design for monitoring purpose need to be examined. The details of CO2 
injection well design and monitoring requirements for major state and countries were 






Figure 1.1.  Real-Time Casing Images Deployment 
 
 
1.3.2. Monitoring Plume Movement.     Plume movement monitoring refers to 
techniques used to identify how a CO2 plume moves in space from an injection well and 
time after injection (IPCC 2005; Benson et al. 2004). It was critical to obtain this 
information to ensure the integrity of the storage system and achieve monitoring 
objectives. Plume movement monitoring was conducted in an aquifer scale in the case of 
CO2 sequestration. In this scale, strain measurement was insignificant due to its short 
depth of investigation. Pressure and temperature profiles associated with CO2 injection 
can be an asset in evaluating plume movement. 
Reservoir simulation software, originally developed for the oil and gas industry, 
has been used to predict oil and gas production. This software can also be used to history-
match production to identify which areas of the reservoir have been produced and predict 




software to monitor CO2 plume movement (Leonenko and Keith 2008; Mantilla 2009; 
Achanta et al. 2012). The results confirmed that injection rate and pressure data provide 
an inexpensive option for monitoring plume movement. This option makes downhole 
pressure measurement a candidate for CO2 plume movement monitoring. 
Temperature signature was obvious in CO2 sequestration operations due to the 
difference in temperature between the injected fluid and aquifer. Various authors have 
introduced the method of applying temperature monitoring for plume movement. Hunter 
et al. (2007) proposed a thermal signature aiding detectability of CO2 by temperature 
logging. Due to the large contrast of thermal conductivity between CO2 and brine, CO2 
saturation changes can be easily determined by temperature anomalies of up to tens of 
degrees Celsius. An analytical model of a temperature field was generated in the 
condition of cold water injection into an oil reservoir, which can be applied to CO2 
sequestration (Kocabas 2004). Detection of CO2 using temperature logging and induced 
fracture caused by temperature changes were investigated in CO2 sequestration field 
examples (Goodarzi et al. 2010). The theory and cases proved temperature as an efficient 
way to monitor plume movement. 
 
1.4. ANALYTICAL PRESSURE SOLUTION OF CO2 SEQUESTRATION IN  
SALINE AQUIFER  
Analytical pressure solution of CO2 sequestration in saline aquifers was the 
fundament for implementing a distributed pressure sensor for monitoring purposes. 
Previous studies have focused on finding an analytical solution for injection well bottom-
hole build-up pressure to determine the injectivity of the aquifer. Due to the long-time 
effect of injectivity, most of them neglected the early-time unstable pressure that cannot 
be omitted when placing pressure sensors. Early-time pressure responses as well as 
reservoir scale pressure profiles were required to determine the change in pressure profile 
with time and distance from the injection well. 
CO2 sequestration operations require precise monitoring techniques to achieve the 
goal of accounting for 99% of the injected CO2 (NETL 2009; 2012). An analytical 
solution of a reservoir pressure profile is needed to quickly and accurately address 




of saline aquifer pressure were conducted in the industry. They will be introduced in 
Sections 1.4.1-1.4.2. 
1.4.1. Gravity Affect And Conservation Law.   This section addresses previous 
publications regarding analytical pressure solutions using conservation law of mass and 
focusing on the gravity difference between CO2 and brine (Nordbotten et al. 2005; 
Mathias et al. 2009; 2011). The earliest publication focused on an analytical solution for 
CO2 plume evolution during injection was done by Nordbotten et al. (2005). Their 
solutions introduced two ways to solve the governing flow equation of the composite 
fluid over the entire thickness of the formation. Step-wise approximation and 
generalization of the approach showed similar results. Additional work, including 
buoyancy effect, was considered and compared with simulation results. However, their 
solutions were built on a profile of the CO2 flow region overlaying the brine region due to 
the gravity effect. This effect will be discussed further in Section 3.4. 
Other solutions were discussed by Mathias et al. (2009; 2011). These solutions 
divided the problems into non-inertial flow and inertial flow and separated outer 
boundary conditions into infinite acting and closed boundaries. It should be noted that 
both Nordbotten et al. and Mathias et al. were interested in the large-time approximation 
of CO2 plume evolution, so the early-time pressure response was not considered. 
1.4.2. Semi-Soluble Condition And Application On Injectivity.  CO2 injection 
operations were similar to water-flooding operations due to their two-phase flow 
behavior. Therefore, several studies were conducted to modify the water-flooding 
analytical solution to adopt the circumstances of CO2 injection. A new theory of 
geochemical flow and fractional flow was presented by Noh et al. (2007). Their model 
combined geochemical reactions and multiphase flow. The modified Buckley-Leverett 
theory was built in the case of CO2 storage in a saline aquifer. A semi-soluble condition 
was raised and the solution for it was provided.  
Several studies derived analytical solutions evaluating various outer boundary 
conditions’ effect on CO2 injection (Burton et al. 2008; Ehlig-Economides and 
Economides 2010; Azizi and Cinar 2013). The differences between these publications 








Table 1.1.  Previous Publications Comparison in Analytical Pressure Solution  
(Azizi and Cinar 2013) 
Publications Gravity Effect Flow Regimes Boundary Conditions 
Nordbotten et al. 2005 Yes Steady State Closed 
Mathias et al. 2009; 2011 Yes IARF and SS Infinite and Closed 
Burton et al. 2008 No Steady State Closed 
Ehlig-Economides and 
Economides 2010 
No Steady State Constant Pressure 
Azizi and Cinar 2013 No IARF and SS All Three 
 
 
The application of their work was focused on predicting the injectivity of a given 
saline aquifer. Due to the long-term effect on injectivity estimation, the analytical 
solutions were not sensitive to early pressure response. The monitoring aspect of CO2 
sequestration was scarcely addressed when using analytical pressure solutions. 
 
1.5. OPTIMIZATION OF SENSOR PLACEMENT 
One of the key challenges of monitoring CO2 injection was to determine how 
many sensors, as well as their spatial distributions and measurement frequencies, were 
required to obtain an optimized model of accuracy. Even with this novel distributed 
sensor system and analytical pressure solution to present the actual reservoir conditions, 
the monitoring locations as well as the pressure and temperature measurements were 
vital. In the following part of this section, two prevailing sensor optimization methods 
were introduced and analyzed. 
Uncertainty analysis was performed to decide the optimal placement and types of 
sensors in a wired pipe drillstring (Nævdal et al. 2001). Investigations of optimal sensor 




distributed pressure and temperature measurements. However, this method requires 
various types of sensors to obtain a fairly accurate uncertainty for each location, which 
does not quite match the CO2 sequestration monitoring requirement. In another aspect, 
drillstring pressure profile changes were much more drastic in a relatively short distance, 
while pressure profiles in CO2 injection monitoring formed gradually in an aquifer scale. 
This method may not be efficient and obvious when applied to CO2 sequestration 
operations. 
Using downhole temperature and pressure measurements, solutions were provided 
to solve the well flow model and estimate multi-phase flow rates from a producing well 
(Kawaguchi et al. 2013). The applications on an example well showed that implementing 
DTS & DPS resulted in better estimation uncertainty. It was worth noting that 
optimization of sensor placement on reservoir scale monitoring was not answered. Again, 
pressure profile changes in a production well were much more drastic in a relatively short 
distance.  
 
1.6. THESIS OBJECTIVES 
The main objective of this thesis was to develop a method that will lead to the 
successful deployment of a novel, distributed-pressure, downhole sensing technology for 
in-situ monitoring of geologic CO2 injection and storage. In order to achieve the main 
objective, several sub-objectives were defined and listed below. 
1.6.1. Build Analytical Pressure Profile For CO2 Injection.   The analytical 
pressure profile for CO2 injection was the foundation for optimizing downhole sensor 
placement. However, there was still some debate and a lack of information in this field 
including overestimation of gravity effect and neglected boundary conditions, flow 
regimes and monitoring purpose. This thesis analyzes the existing analytical pressure 
profiles for CO2 injection and initiates a new method to represent the profile using three 
flow regimes in three boundary conditions. The two-phase flow issue was solved with a 
modified flow front equation (Buckley and Leverett 1942) considering the semi-solubility 





1.6.2. Confirm Results With Reservoir Simulation.     The analytical pressure 
profile will be verified with the CMG GEM simulation results. Agreement needs to be 
achieved between reservoir simulation results and analytical solutions. Then sensitivity 
analysis and optimization method can perform on analytical pressure solution. 
1.6.3. Sensitivity Analysis On Aquifer Parameters.  In order to understand the 
quantitative impact of aquifer parameters (e.g., permeability, pore volume, injection rate, 
and boundary) on pressure distribution, sensitivity analysis will be performed. In this 
analysis, aquifer parameters will be analyzed separately and their contributions to 
pressure distribution will be determined. Their impact weighting can be discovered in 
three flow regimes. Combined with the physical error range of the sensor system, the 
detectable range of aquifer parameters will be presented in specific cases. 
1.6.4. Optimize Distributed Sensor Placement.   An optimization processes 
based on existing mathematical methods will be used to determine the number and 
placement of sensor based on the sensor and data uncertainty. This process will be 
applied to CO2 sequestration cases previously reported in the literature. In the meantime, 






The methodology section will discuss how to build an analytical pressure 
solution, perform reservoir simulation, conduct sensitivity analysis and optimize sensor 
placement. The chapter has the following structure: First, necessary information were 
prepared for constructing analytical pressure solution. Second, flow regime equations 
were derived from governing equation to build analytical pressure solution. Then, the 
procedures to perform reservoir simulation were introduced to confirm analytical 
pressure solution. In the end, the procedures to conduct sensitivity analysis and two 
optimization methods were introduced for sensor placement. 
 
2.1. ANLYTICAL PRESSURE SOLUTION PREPARATION 
To analyze injection of CO2 into a saline reservoir, rheological model (mentioned 
in Section 2.1), physical laws, and state of equations (mentioned in Section 2.2) are 
required. CO2 injection into saline aquifer and can be simplified to a rheological problem 
of a two phase flow in porous media. First the preparation of rheological model of a two 
phase flow in porous media will be addressed in Section 2.1.1 and 2.1.2 by evaluating the 
relative permeability curve, flow front equation and flow region determination. 
2.1.1. Relative Permeability Curve.  In two phase flow in porous media, the 
relative permeability of one phase was a dimensionless measure of the effective 
permeability of that specific phase. It was the ratio of the effective permeability of one 
specific phase to the absolute permeability. An often used approximation of relative 
permeability was the Corey correlation which was power law function for the water 
saturation and has only one degree of freedom to describe both CO2 and water phase 
permeability. 
Relative permeability curves were constructed based on seven core flooding 
experiments conducted by Bennion et al. (2008). The experimental results were fitted to a 










































0      (2) 
 
The Corey type relative permeability model was defined as Equations 1 and 2, 
where the subscripts w and g indicates saline phase and CO2 phase, respectively; Kr is 
relative permeability, Sg is CO2 saturation, Swr is relative water saturation and krg
0
 is 
relative permeability when brine concentration is 0; m and n are experimental fitting 
constants. The symbols in the equations can be found in the nomenclature list. 
2.1.2. Flow Front Equation And Flow Region.  Differing from regular two phase 
flow problems, CO2 injection into a saline aquifer was injecting one phase to a porous 
space occupied by another phase defined as an imbibition problem. For this case, the CO2 
front was forming around the injection well and propagated further away with the 
accumulated injection volume.  To determine the location of the CO2 flow front and the 
various flow regions for the different phases of CO2, it is important to derive separate 
state of equations from physical laws for each flow region. 
The fractional flow condition considers two or more phase compositional flows in 
a controlled volume. Fractional flow can be generated from relative permeability curves 
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The symbols in the equations can be found in the nomenclature, where µ is the 
viscosity, x is the distance from the injection well, q is the injection rate, h is the 
thickness of the aquifer, t is the injection time, and Ф is the porosity. fg and Sg are the 
fractional flow and the saturation of CO2. 
In the following work, capillary pressure and dip angle effects were not 
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Flow front defines the location of the front of one phase fluid composition flow 
towards another. The flow front of CO2 was governed by the fractional flow theory given 
in Equations 3 and 4. In case of radial incompressible and insoluble two-phase flow, 
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A minor correction should be made on the equation 5 to take the solubility of CO2 
in brine into consideration. The chemical effects between brine and CO2 were 
investigated by Noh (2007). The common way to define the location of the flow front 
based on the Equation 5 was to draw a tangent line on the fractional curve (Figure 3.2). 
The starting point to determine the tangent line is the origin point in the insoluble case. 
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The symbols in Equation 6 can be found in nomenclature list, where the subscript 
a indicates saline phase and g indicates gaseous (CO2) phase. C is the concentration. 
The flow front equation divides the two phase flow into two flow regions, which 
define the compositions of fluid flowing in a specific region. After start injecting CO2 
into a saline aquifer, two flow regions were directly formed in the aquifer. They were the 
two phase region and the brine region, which is shown in Figure 2.1. In Figure 2.1, the 
injection well is located on the left edge and the figure shows a half vertical view of the 





Figure 2.1.  Cross-Sectional Schematic of an Aquifer after Injection 
 
 
In Section 2.1, the procedure on how to construct an analytical pressure solution 
was introduced. In Section 2.2, the physical laws will be used to derive the state 
equations of CO2 sequestration in a saline aquifer.  
 
2.2. PRESSURE PROFILES IN FLOW REGIMES AND OUTER BOUNDARY  
CONDITIONS 
The basic equation to describe the flow of fluid in porous media caused by a 
potential difference is known as the diffusivity equation. The diffusivity equation was 
derived from three fundamental physical principles: (1) the principle of conservation of 
mass, (2) an equation of motion, and (3) an equation of state (Lee et al. 2003). This 
governing equation for Darcy flow in reservoir condition, in radial coordinate, is given in 
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Outer boundary conditions define the physical behavior of existing aquifer outer 
boundaries. Three typical outer boundary conditions applies to the flow governing 
equations, which were; infinite aquifer ( = ∞), closed aquifer ( 0=
r








), respectively. All of them can be the assigned as 
outer boundary conditions for the diffusivity equation. 
Flow regimes were pressure profiles that have defined boundary conditions to 
solve the governing equation (Equation 7). The pressure profile in the aquifer can be 
expressed in three flow regimes based on sequences of time, which were transient flow, 
semi-steady state flow and steady state flow (Towler 2002). All of the flow regime 
equations were derived from the general diffusivity equation given in Equation 7. 
The equations for three flow regimes were shown in Equations 8 to 10. Transient 
flow (Equation 8) occurs in an infinite aquifer condition, or before the pressure front 













 and occurs only when the pressure front reached boundaries in 
closed outer boundary conditions. Steady state (Equation 10) flow condition requires the 





 and happens only when the pressure front reached 


































































µ   
= +   
  
   (10) 
 
The symbols in the equations can be found in the nomenclature. The expression of 
transient flow equation contains the exponential integral function, The transient flow 
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For our solution, several assumptions and simplifications were made. The 
mobility value in two phase region was assumed to be the volumetric average of single 
phase mobility. The aquifer properties were homogenous, in both radial and horizontal 
directions. The phase of injection fluid was supercritical, so fluids were slightly 
compressible. A summary of assumptions and simplifications applied on this thesis will 
be discussed on Section 4.4. 
 
2.3. RESERVOIR SIMULATION PROCEDURES 
Reservoir simulations software was an industrial standard method used to predict 
reservoir flow for oil and gas reservoirs. In this study, reservoir simulation was conducted 
to compare with the analytical model results to verify the proposed analytical solution. 
This comparison was focused on the pressure distribution of a closed boundary condition 
in the WASP case discussed in Section 1.2.2. This boundary condition was the default 
boundary condition for this reservoir simulator. In this case, the transient and the semi-
steady-state single flow equation were examined to fit into the CO2 sequestration 
operation. 
The CMG GEM simulator, a compositional simulator suitable for CO2 
sequestration simulation, was used in this thesis. The model was a simple 2D model, 
considering semi-soluble condition, and residual gas trapping without mineralization 
reactions. In the procedures, the well constraints were set to a maximum injection rate 
and a maximum bottom-hole pressure. As a result, a constant injection rate could not be 
achieved. The factor affecting the pressure distribution was the total injection volume, not 
the injection rate. A more detailed description of these simulation procedures was given 
in Appendix A. 
 
2.4. SENSITIVITY ANALYSIS FOR AQUIFER PARAMETERS 
Sensitivity analysis was a common method to investigate the contribution to 




was to understand the weighting factors of different parameters and which parameters are 
the prevailing ones. A mathematical expression of the contributions of the different 
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The (i, j)-entry of J may be thought of as a quantitative measure of how sensitive 
sensor si was to perturbations of parameter cj. In this thesis, pressure measurement was 
the only si; therefore, the sensitivity matrix becomes a sensitivity vector. The vector was 
constructed by several pressure scalars to perturbations of reservoir parameters.  
Due to the complexity of this model on time and distance, a step wise method was 
performed to address this complexity. First of all, the effects of all parameters on pressure 
were analyzed at three fixed time steps and distances, as well as three flow regimes. The 
effects of different parameters were compared and weighted. Secondly, the most 
dominant and complex parameter was chosen to perform sensitivity analysis on fixed 
time domain and fixed distance domain. In this way, the effect of this parameter along 
time and distance domain was examined. Finally, combined with the physical accuracy of 
the sensor system, a detectable region of this parameter can be decided on time and 
distance domain. 
 
2.5. OPTIMIZATION METHODS TO GUIDE SENSOR PLACEMENTS 
Optimization methods to guide sensor placement were required to maximize the 
applications for the distributed sensor systems, while at the same time limit the number of 
sensors in the system. Determine sensor placements were crucial to achieve this goal. 
With the development of an analytical pressure model, a methodology needs to be built to 
determine the location to place sensors according to the model. In this way, a cheap but 





2.5.1. Optimization On Sensor Ranking.  This section will establish procedures 
to determine the focused distribution of sensor placement. As mentioned in Section 1.5, a 
methodology used in production and drill-stem can be applied to CO2 sequestration issue 
(Naevdal et al. 2001; Fossgaard et al. 2007). This section introduces the theory and 
approach to use this method. 
Sensitive responses from sensors to perturbations of aquifer parameters and the 
most precise sensor measurements lead to find the most valuable place to put the sensor. 
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Where ct denote the K model parameters (pressure, temperature and strain) of 
interest at time t, st denote the set of values of the M available aquifer parameters 
(permeability, viscosity, porosity, etc) in the system at time t, )(ˆ tcs  was the value on 
model parameter caused by perturbation of aquifer parameters and 
iσ  was the sensor 
measurement error. Values of this equation in different places represent the importance of 
this location for sensor placement. 
The Levenberg-Marquardt method was used to solve this weighted-least-squares 
problem (Gill et al. 1981). In order to solve the numerator in equation 13, the sensitivity 
matrix mentioned above was used. The precision of the sensor can be assumed to be 
normal distributed with variance iσ
2
. The covariance matrix of the sensors was therefore 
diagonal and can be expressed as; 
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The determinant of this matrix was the volume of the confidence region of the 
parameter estimate aquifer parameter in the space. The bigger the volume, the less was 
the uncertainty in the estimate aquifer parameter. It requires repeating all the steps for all 
the possible locations of the sensors. In this way, ranking of all the matrix determinants 
provides the sequencing of the trustworthy values of the sensors. 
2.5.2. Optimization Of Sensor Systems.  Ranking of locations of sensor was 
important to qualitatively determine the priority of sensor placement. In term of 
optimizing sensor placement, the quantitative arrangement of sensor systems was 
required to be specified. In order to do that, the whole sensor system would be considered 
as an entity. Therefore, the capability of the entity to represent the analytical solution 
needs to be examined to optimize the sensor systems. The content in this section was 
illustrated in a way of purpose driving. The physical error was simulated by the random 
normal distribution in MATLAB and the regression analysis was achieved using the 
software MINITAB. 
Optimization was used to identify the best combination of sensor systems that can 
present the closest illustration to CO2 sequestration operation. In the analytical solutions 
introduced in Section 2.2, several variables were related. These were time, location, 
boundary conditions and aquifer parameters. To optimize sensor systems, sensor 
locations were chosen and compared to represent the best quality of aquifer parameters, 
which the information of time, boundary conditions and sensor accuracy can be pre-
obtained. The pressure profiles in analytical solutions can be established with given 
aquifer parameters. However, the aquifer parameters were estimated or measured from 
logging or other technology. Therefore, there was a significant chance that the estimated 
values were not true. This was particularly true in large aquifers and complex lithologies. 
Monitoring of CO2 injection into a saline aquifer with a sensor system can minimize this 
uncertainty. Thus, the requirement of optimization was directly related to the need for 
acuurate aquifer parameters. 
To compare the quality of sensor systems to analytical solutions, measurements 
from different combinations of sensor locations were analyzed on fitting regression 
models (Montgomery 2000). Regression analysis needs projected equations to run. Thus, 




separately. A steady-state equation was chosen to perform optimization on sensor system 
because of its simplicity. Derived from Equation 10, Equations 16-18 were the simplified 
steady-state equation. Also, it represents the contributions of parameters to fitting 
coefficients. 
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These equations reveal that the injection rate, the fluid properties, permeability, 
and aquifer height were related to coefficient A and B. The initial pressure and aquifer 
boundary were related to coefficients A. In general, the injection rate, the fluid properties, 
and the initial pressure can each be obtained with relative good accuracy. Therefore, the 
accuracy of coefficient B represents the accuracy of the product produced by 
permeability and thickness. If the deviation of the regression results was within the 
desired monitoring accuracy, the set of sensor system was optimized. Thus, the 
optimization of sensor locations and accuracy achieve the goal of precisely monitoring 
CO2 sequestration monitoring. 
The specific steps of optimizing of sensor systems were listed below. Firstly, flow 
equations in analytical solutions were chosen to apply several level of random derivation 
to represent to various accuracy of sensor measurement. To obtain a relatively convincing 
data, 10 sets of derivation was applied and averaged to minimize the effect of random 
derivation. Secondly, the locations of sensor placement were selected in the sensor 
systems and combine with previous data in specific locations. Thirdly, regression 
analysis was performed to fit data with simplified equations. The fitting equations, will 
present in the results section, were compared with flow equations to illustrate the system 
errors in the combination of sensor placement and sensor errors. Finally, the monitoring 
requirement pinpoints the allowance of combinations of sensor placement and sensor 





The section of results will present the results from the analytical pressure solution, 
the performed reservoir simulations, and the sensitivity analysis and sensor placement 
optimization. It was presented in the following structure. Firstly the results from relative 
permeability curve, flow front and regions to constructing analytical pressure solution 
were obtained. Secondly flow regime equations in different boundary conditions were 
used to build analytical pressure solution. Then reservoir simulation was performed to 
confirm analytical pressure solution. In the end, sensitivity analysis and two optimization 
methods were performed for sensor placement. 
 
3.1. ANLYTICAL PRESSURE SOLUTION PREPARATION 
3.1.1. Relative Permeability Curve.  The relative permeability curve of CO2 
injection in a saline aquifer was built according to the procedure introduced in Section 
2.1. Regression analysis was performed on the core flooding results to produce the 
constants m, n, and Krg
0
. The final relative permeability curve was constructed with the 
results of average Corey type coefficients. The relative permeability curves and its 
constants were given in Figure 3.1 and Table 3.1, respectively. 
 
 
Table 3.1.  Relative Permeability Curve Constants 
m n Swr krg
0
 
2.242 4.071 0.497 0.279 
 
 
The residual water saturation was 0.497 when the relative permeability of water 
was 0. This data indicates that the maximum pore volume that can be occupied by CO2 
was less than half of the pore volume. It also suggests that the flow regions in CO2 
sequestration were two regions. The pure CO2 region mentioned in Section 1.4 was not 





      
Figure 3.1.  CO2 vs brine Relative Permeability Curve 
 
 
3.1.2. Fractional Flow And Flow Front Equation.   A semi-soluble fractional 
flow equation was generated by modifying the starting point of the flow front tangent 
line. The starting point was determined by examing the solubility between CO2 and water 
in the aquifer condition (Tabasinejad et al., 2011). The starting point was -0.11, -0.11. 
Figure 3.2 presents the fractional flow curve after the starting point was corrected. Here 
point 1 represents average CO2 saturation after the front. Point 2 represents the CO2 front 
condition. 
A comparison between the forming locations of an immiscible flow front and a 
semi-soluble flow front was given in Figure 3.3. A delay of the CO2 front occurred on the  
semi-soluble condition for up to 5% compared with the immiscible flow front. The 
solubility between saline and CO2 aids more injectivity and storability for CO2 


































Figure 3.2.  CO
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3.2. PRESSURE PROFILE IN FLOW REGIMES AND OUTER BOUNDARY 
 CONDITIONS 
A pressure profile was created from the three flow regimes equations. These 
equations were related to boundary conditions for a specific saline aquifer. The governing 
equation and pressure equations were presented in Section 2.2. The detailed derivation of 
the three flow regimes pressure equations from the diffusivity equation was given by Lee 
et al. (2003). In this derivation, each boundary condition obtains their corresponding flow 
regime in sequences. The details of the relationship between flow regimes and boundaay 
conditions were listed in Table 3.2.  
 
 
Table 3.2.  Details of Three Boundary Conditions 
Boundary conditions Flow regimes Details 
Infinite aquifer IARF
1
 IARF continuously forms 
Constant pressure boundary IARF, SS
2
 
IARF continuously forms until it reaches the 
boundary 
Closed aquifer IARF, PSS
3
 




3.2.1. Two Possible Aquifer Candidates For CO2 Sequestration.   The pressure 
model performed was based on two cases of aquifer candidate for CO2 sequestration. One 
small case was generated from typical values of CO2 sequestration aquifers (Yang et al. 
2010). The parameters were averaged to represent most of the CO2 sequestration pilot 
projects. The other was based on a proposed CO2 sequestration project: the Canada 
Wabamun Area CO2 Sequestration Project (WASP). This project did typically represent a 
large CO2 sequestration aquifer. The parameter comparisons were listed in Table 3.3. 
 
                                                 
1
 Infinite acting radius flow 
2
 Steady state flow 
3




Table 3.3.  Two Cases Aquifer Parameters 
Aquifer Parameters Averaged Pilot Projects WASP 
Injection rate [bbl/day] 5000 14709 
Permeability [md] 200 200 
Reservoir thickness [ft] 100 230 
Initial pore pressure [psi] 2000 2321 
Porosity [%] 20 9 
Radius of injecting area [ft] 3000 16404 
Transient ending time [days] 13.3 173.6 
 
 
Multiple time pressure profiles were given for both cases in Figures 3.4 and 3.5. 
In these figures, pressure buildups were seen from the injection well to the aquifer 
boundaries with different injection time. Despite the magnitude of pressure, distance and 
time, the shapes of the pressure profiles were similar. This similarity indicates that the 
pressure forming trend was the same for projects that have the same boundary conditions. 
There was also one point for every curve, where pressure changing rates vary. The point 
was the flow front between the two-phase zone and the saline zone. The pressure build-
up rate changed in this point of the CO2 flow front, which can potentially be a way to 
monitor plume movement with pressure sensors. Distinctions in the two fluid properties 




3.2.2. Bottom-Hole Pressure. Monitoring bottom-hole pressure was the 
traditional method used in the petroleum industry to monitor the injection process. It does 
so by using either a wellhead pressure gauge or a downhole pressure gauge.  The pressure 
profiles in this thesis can generate bottom-hole pressure with given cases, and these 
profiles can be easily compared and examined with previous analytical solutions. Figures 
3.6 and 3.7 illustrate that the bottom-hole pressure changes over time in the WASP and 
averaged pilot projects case, closed boundary condition. The three lines in the figure 
represent the transient flow, the semi-steady state flow and the composite, bottom-hole 
pressure. This composite bottom-hole pressure was the solution for bottom-hole pressure 
modeling in this pressure model. Despite the difference in time to switch flow regimes, 
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3.2.3. Three Outer Boundary Conditions.  Comparisons upon three boundary 
conditions were conducted for both cases. Figures 3.8 and 3.9 reveal the multiple time 
pressure profile in an infinite aquifer boundary condition. Pressure profiles from injection 
wellbore to aquifer boundary had an IARF shape. Because of its infinite property, the 
pressure front will not reach any boundary in a short period of time. The CO2 front can be 
identified from pressure profile. 
Figures 3.10 and 3.11 illustrate the multiple time pressure profile in a constant 
pressure boundary condition. The constant pressure profile requires meeting the 
magnitude of boundary pressure as the end point. Because of its open control volume, 
after the flow regime reaches a steady-state, the pressure profile will only be affected by 
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Figures 3.4 and 3.5 present the multiple time pressure profile in a closed boundary 
condition. This profile was generated from both transient flow and semi-steady-state flow 
equations. The steady-state flow was a candidate for this boundary condition if the 
additional factor was considered. Because the aquifer with this boundary condition has a 
closed control volume, one additional contribution on pressure build-up needs to be 
considered (Ehlig-Economides and Economides, 2010). The average aquifer pressure 
increment can be obtained from a material balance relationship. This relationship can be 







p 2=∆      (19) 
 
In this situation, the pressure can be climbing in the aquifer. The CO2 front can be 
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3.3. RESERVOIR SIMULATION RESULTS 
The results from reservoir simulation were obtained following the procedures 
described in Section 2.4 and Appendix A. Both the injection rate and the injection 
volume versus time data were collected to run the analytical solution (see Figure 3.11).  
An analytical solution for the pressure distribution in the entire aquifer was 
obtained after the injection volume was determined. Figures 3.12-3.14 illustrate the 
pressure distribution comparison between the reservoir simulation results and analytical 
solutions. These figures represent comparisons in 3 months, 16 months, and 3 years, 
respectively, after injecting CO2 into the WASP case. The first flow regime represents the 
transient flow; the second and third represent the semi-steady-state flow. The pressure 
profiles created from the reservoir simulation results each exhibited a shape that was 
similar to the analytical solutions. Only two significant deviations were identified. One 
deviation occurred on the CO2 front indicating that the fluid property input for CO2 front 
was different with both flow regions. Another deviation occurred on the closed boundary 
indicating that calculation for average aquifer pressure builds-up has some error. This 
comparison suggests that a relatively satisfied fit exists between the reservoir simulation 
results and the analytical solutions. The errors for CO2 front movement, maximum 
absolute pressure, and pressure change were 10.5%, 0.1%, and 8%, respectively. These 
errors were primarily produced by the properties of CO2, the properties of the brine and 











Figure 3.12.  Pressure Distribution Comparison Between Reservoir Simulation Results 




























Figure 3.13.  Pressure Distribution Comparison Between Reservoir Simulation Results 




Figure 3.14.  Pressure Distribution Comparison Between Reservoir Simulation Results 





















































3.4. SENSITIVITY ANALYSIS ON MAJOR AQUIFER PARAMETERS 
Sensitivity analysis helps clarify the effect of major aquifer parameters on aquifer 
pressure distribution. It was also very useful when trying to determine sensor placement 
with given uncertainty of parameters. Sensitivity analysis was performed for the WASP 
field case, and on the sequence of the three flow regimes described above. These flow 
regimes were included with pressure equations. Four factors influenced the aquifer 
pressure distributions in this model: parameter type, specific parameter value, distance 
from the wellbore and time after injection.  
Firstly, this work analyzes on fixed distance and time condition to determine the 
effect of different types of parameters on sensor ranking without the influence of time 
and locations. Figures 3.15 to 3.17 illustrate this effect on the fixed distance and the time 
condition within the three flow regimes. In the condition of fixed distance and time, 
absolute pressure buildups returned to the same value when value of parameters were 
100%. As a result, absolute pressure buildups were used in the figures. The pressure 
buildups suggest that a relationship exists between variation values of different types of 
parameters and the pressure profiles. Within these parameters, aquifer porosity, total 
compressibility, and the boundary radius have a small effect on the pressure changes. 
Increments of injection rate increases the pressure buildup in a linear way. Aquifer 
permeability and thickness had the greatest impact on pressure changes. According to the 
pressure equations, permeability has a more complex influence on pressure changes than 
the thickness does. Therefore, permeability was chosen to be the dominant parameter to 











































































Figure 3.17.  Sensitivity Analysis on types of Aquifer Parameters in Steady-State flow 
 
 
The next step in this study was to examine the effect of both time and distance on 
the pressure profile. Figures 3.18 to 3.20 illustrate the effect of each on the fixed time 
domain. Figures 3.21 to 3.22 illustrate this effect on the fixed distance domain. Different 
with previous investigation, changing time and distance will change the absolute pressure 
buildups. Therefore, differential pressure buildups were used for the analysis. In each of 
the fixed time domains, as the monitoring locations moved further from the injection 
well, the pressure’s response to changing parameters declined. In the specific monitoring 
location, the injection time aggregated the pressure response to changing parameters. For 
the parameter of permeability, the pressure response varied drastically; it decreased 




































Figure 3.18.  Sensitivity Analysis of Permeability After 100 days of Injection with red 




Figure 3.19.  Sensitivity Analysis of Permeability After 1000 days of Injection with red 
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Figure 3.20.  Sensitivity Analysis of Permeability After 10000 days of Injection with red 




Figure 3.21.  Sensitivity Analysis of Permeability in 100 feet from Injection well with red 





































Weighted Value of Permeability












































Weighted Value of Permeability











Figure 3.22.  Sensitivity Analysis of Permeability in 500 feet from Injection well with red 
box Indicating no-go Region 
 
 
Finally, a rough sensor placement for accurate parameter value detection was 
achieved with the sensitivity analysis results. A go-no-go region was determined by each 
parameter according to the physical accuracy of the sensor’s system. Figures 3.18 to 22 
illustrate the go-no-go region for a 20 psi accuracy sensor system. The red shading areas 
in these figures represent the undetectable values of permeability within a specific time 
and distance. In each figure, the detection of parameters was difficult for the locations far 
from injection well and short injection time. In these instances, the pressure responses 
were not sensitive to parameter changes. It should be noted that this was just a simple 
method that can be used to determine the raw threshold of a specific parameter. The 
optimization of sensor placement will introduce in the Section 3.6. 
 
3.5. OPTIMIZATION OF SENSOR PLACEMENT 
The methodology of applying sensor placement optimization was introduced in 
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according to the procedures outlined in Section 1.5. It also contains two sets of results 
from the two optimization methods introduced in Section 2.6. 
3.5.1. Optimization On Sensor Ranking.  As mentioned in Section 2.6, 
optimization of the sensor ranking was constructed with the results from the error 
matrices, the sensitivity matrices, the covariance matrices, and the weighted error 
matrices. The system needs to construct the error matrices to evaluate the ranking of the 
sensor. An error matrix was built with respect to sensor locations so that the ranking of 
sensor locations could be identified. Three error matrices were constructed in three flow 
regimes within the WASP case. This construction contained three parts: a sensitivity 
matrix, a covariance matrix, and a weighted error matrix. Because only one pressure 
measurement was applied in this case, the three matrices were delineated to three arrays. 
The results followed the sequence of the order in which the matrices were mentioned 
above. 
The results of sensitivity arrays have been demonstrated in Section 3.4 of 
sensitivity analysis. In Section 3.5, sensitivity array was obtained on the ± 50% 
difference of parameters. In this section, sensitivity array was represented by the 
measurement’s derivative of parameters (the derivative on absolute values). The absolute 
values affecting the aquifer’s parameters needed to be ruled out. The derivative was 
calculated by applying 1% changes to aquifer parameters that deviated from the true 
value and then multiplying the derivative by 100. The aquifer parameters used when 
sensitivity arrays was calculated included the injection rate, mobility, thickness, porosity, 
and compressibility. Each differed slightly among the three flow regimes when the 
parameters were changed. Figure 3.23 illustrates the value of the sensitivity array as 
related to the location’s distance from the injection wellbore in the three flow regimes. 
Wellbore locations which were near the injection wellbore were the most critical 
monitoring placements in all of the periods. In all three of the flow regimes, the CO2 front 
clearly existed as a changing rate of values. Transient flow dropped drastically from the 
wellbore to the pressure front due to its short injection time. The semi-steady-state flow 
exhibited an increasing trend of value as it approached the aquifer boundary. This trend 






Figure 3.23.  Sensitivity Array Value with Distance in Three Flow Regimes 
 
 
Another factor used to implement the weighted error arrays was the covariance 
arrays. As mentioned, in this instance, the covariance matrix converted to the array of 
covariance. A random normal distribution was generated and the array was solved using 
the equation presented in Section 3.6. The results of the weighted error arrays were 
presented in Figures 3.24 to 3.31. The discussion of weighted error and covariance arrays 
focused on sensor ranking, sensor distribution, and physical errors. 
Figures 3.24 to 3.26 illustrate the results from both the weighted error and the 
covariance arrays in three flow regimes. These arrays had a sensor distribution of 50 ft 
and a physical error of 1 psi. The figures highlighted the relationship that exists between 
the weighted error value, the covariance value, and the distance from the injection 
wellbore to the location with a 1 psi differential pressure. In all three charts, the weighted 
error values were highly influenced by the normal distribution. The transient flow offers 
the clearest view of the sensor ranking. This view agrees with the results collected from 
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ranking of sensors on locations. This phenomenon was mainly because the factor of 




Figure 3.24.  Weighted Error Array Value with Distance in Transient Flow with Sensor 
Distribution of 50 ft and Physical Error of 1 psi 
 
 
The last part of sensor ranking optimization was the effect of sensor physical 
errors on the sensor rankings. These errors were illustrated in Figures 3.29 to 3.31. In all 
of the flow regimes, the normal distribution continued to dominate the weighted error 
values. The shapes of both the weighted error and the covariance values were similar to 
those in the 1 psi case. In those cases, the magnitude of the weighted error values was 
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Figure 3.25.  Weighted Error Array Value with Distance in Semi-Steady State Flow with 




Figure 3.26.  Weighted Error Array Value with Distance in Steady State Flow with 
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Figure 3.27.  Weighted Error Array Value with Distance in Transient Flow with Sensor 




Figure 3.28.  Weighted Error Array Value with Distance in Transient Flow with Sensor 
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Figure 3.29.  Weighted Error Array Value with Distance in Transient Flow with Sensor 




Figure 3.30.  Weighted Error Array Value with Distance in Semi-Steady State Flow with 
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Figure 3.31.  Weighted Error Array Value with Distance in Steady State Flow with 
Sensor Distribution of 50 ft and Physical Error of 0.1 psi 
 
 
3.5.2. Optimization Of Sensor Systems.  As previously mentioned in Section 2.6, 
regression analysis needs to be performed on each flow region and regime. And the 
analysis was based on the parameters of the WASP case. Figure 3.32 illustrates the errors 
of A and B in the condition of steady state and two phase region. These errors were 
averaged from 10 cases to minimize the random distribution effect. These errors clearly 
state that the errors of A were much less than the errors of B in all types of sensor 
distribution and physical errors. These errors indicate that both permeability and aquifer 
thickness contain more potential errors than aquifer boundaries contain. In the following 
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Figure 3.32.  Regression Analysis Coefficient Errors in Steady State Two Phase Region 
 
 
Figure 3.33 illustrates the regression analysis coefficient B errors in different flow 
regions. The trend for coefficient errors decreased when the sensor distributions 
increased. In the one phase region, fewer sensors were needed to achieve the same 
accuracy as that achieved in the two phase region. This phenomenon can be explained by 
the varied area between two regions. A smaller area needs a denser sensor concentration 
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4.1. RELATIVE PERMEABILITY CURVES 
The relative permeability curves were generated using an average of Corey type 
coefficient. It should be noted that the relative permeability curves were varied 
significantly upon lithology and geological factors. And there were some types of 
conditions which Corey type equations were not fitted to curves. Therefore, experiments 
for relative permeability were a must for performing CO2 sequestration operations. 
Observations on seven relative permeability data (Bennion 2008) in aquifer 
conditions show the relative permeability of brine was always higher than CO2 in their 
saturation conditions. And the maximum CO2 saturation was less than 100%. These 
observations were helpful to determine flow regions, which were discussed in Section 
4.2. 
 
4.2. FRACTIONAL FLOW AND FLOW FRONT EQUATION 
As mentioned in the Section 4.1, the maximum CO2 saturation was less than 
100% in all cases (Bennion 2008). It was then safe to draw that there was no such flow 
region in the aquifer that no saline exists in this area. Therefore, the three flow regions 
theory has been modified to two flow regions. 
One of the assumptions for this thesis was to consider the semi-soluble conditions 
between brine and CO2. Therefore, the starting point, which was determined by the 
solubility between brine and CO2, was changing due to this assumption. For instance, the 
starting point in this literature (Noh 2007) was different than the data using in the thesis. 
Fortunately, the shapes of relative permeability curves minimize the difference and effect 
on analytical solutions. It can be one contribution to the errors for CO2 front movement 
mentioned in Section 3.4. 
The average CO2 saturation after front obtained from Figure 3.2 was useful in 
calculating the mobility of fluids in two phase region. The details of this calculation will 





4.3. PRESSURE PROFILE IN FLOW REGIMES AND OUTER BOUNDARY 
 CONDITIONS 
Discussion on the two cases difference of aquifer parameters in Table 3.3 can lead 
to some interesting concepts. Injection rate was calculated in the circumstance of 
supercritical CO2 and fulfill the requirement of mitigation on formation parting pressure. 
The pressure model generates the time to switch between transient flow and other two 
flow regimes, which was shown in the last column of the Table 3.3. Due to the capability 
of two different aquifers, the times were varied in years. It should be noticed that 
previous research conducted in this area assume CO2 sequestration operations were 
steady state flow regime, which were doubtable in the case of large aquifer candidate. 
The bottom-hole pressure should be increasing as long as constant injection rate 
in a closed boundary condition. This fact leads to semi-steady state or steady state flow 
pressure not truly reflecting the actual pressure forming behavior. It should be noted that 
the bottom-hole pressure decreased after pressure front reaching constant pressure 
boundary condition if the injection rate was constant. This fact can be explained by the 
pressure profile tending to evenly distributing in the entire aquifer. Without the 
incrementing pressure from cumulating volumes, the bottom-hole pressures were 
dropping when the fluids find a way out.  
Comparison between composite model and transient flow illustrates the pressure 
development between a closed and infinite aquifer. An infinite aquifer was prone to 
maintain a stable and lower pressure in long term within the same amount of injection 
compared with a closed aquifer. BHP was the biggest pressure build-up in the same time 
in the entire aquifer. As a result of that, it was the most possible area to induce a fracture. 
For a constant pressure boundary condition, the ending time curve will reach the 
boundary pressure in the boundary and remain the same profile in the following period. 
Equation 11 states a way to implementing steady state equation to closed 
boundary condition. It was not exactly the same with semi-steady state equation but could 
be used as an approximate match. Comparing with reservoir simulation results, semi-
steady state equation was better representing the closed boundary condition. Upon all 




The pressure profile in the aquifer scale was established using three equations of 
flow regimes in two flow regions. It was safe to apply the equations in one phase region 
since it was a single flow equation in single flow area. However, in the two phase region, 
there was a two flow condition. A simplification needs to be implemented in the 
equations to be able to demonstrate the profile in two phase region. The fluid properties 
were the factors differing in two phase and one phase flow. Therefore, the mobility was 
volumetrically averaged in the two phase region to apply to the equations. Results in the 
Section 3.4 show the promising comply with reservoir simulation results. 
 
4.4. ASSUMPTIONS FOR THE ANALYTICAL SOLUTION 
There were several assumptions mentioned in Sections 2 and 3 in order to build 
the analytical model. In this section, a conclusion will draw on all the assumptions and 
analysis will perform on each of them. 
There were seven main assumptions listed in previous sections. 
1. Semi-solution condition between CO2 and brine. 
2. Two flow region in CO2 injection. 
3. Mobility can be represented by volumetric average of fluids in Two phase 
region. 
4. Ignore capillary pressure and dip angle effect. 
5. Aquifer properties were homogenous. 
6. Injected CO2 was in supercritical condition. 
7. Physical sensor errors were normally distributed. 
The first three assumptions were made previously generating analytical solution 
and confirmed with reservoir simulation results later. In order to maintain a relative 
simple model, assumption 4 and 5 was initiated. In fact, another model can be generated 
without these two assumptions with more complex form. Injection of CO2 in a 
supercritical condition was the common way to perform CO2 sequestration in the 
industry. It was also aiding the modeling by applying the CO2 to a liquid phase. Normal 
distribution was the most usual distribution in estimation of distributed sensor system 





4.5. RESERVOIR SIMULATION RESULTS 
Gravitational factor was one factor contributing to both analytical solutions and 
reservoir simulation results, as mentioned in Section 1.4.1. Surprisingly, the gravity 
shows no impact on the results of reservoir simulation. The model in reservoir simulation 
was built to contain one upper layer and one lower layer with the same reservoir and fluid 
properties. In the results, the CO2 saturation and pressure buildup were identical. This 
phenomenon contradicts with the analytical solutions built on the base of gravitational 
effect. In other word, fractional flow theory was the correct method to represent CO2 
sequestration in a saline aquifer. 
 
4.6. SENSITIVITY ANALYSIS 
Aquifer parameters involved in sensitivity analysis can be different between flow 
regimes depending on the equations. Table 2.1 shows the pressure equation for three flow 
regimes. Major aquifer parameters including in those equations were aquifer 
permeability, thickness, porosity, total compressibility, radius of boundary and fluid 
injection rate. They were all influencing semi-steady state flow. Infinite acting radius 
flow were happening in infinite aquifer or before pressure front reaching boundaries, thus 
it was not affected by radius of boundary. Steady state flow exists in constant pressure 
boundary conditions where porosity and total compressibility was irrelevant. 
 
4.7. OPTIMIZATION OF SENSOR PLACEMENT 
The random distributions used in both optimization methods were generated in 
MATLAB and brought into both methods. Because of the uncertainty of distributions, 
sensor ranking were highly influenced by the value of normal distribution, as discussed in 
Section 3.6. This uncertainty also shows some effects on optimization of sensor system. 
Average was taken on results from 10 distributions in order to minimizing this 
uncertainty. Still, it cannot rule out this uncertainty. The densities of sensor system were 
supposed to affect system error in a descending manner. There were some points in 
Figures 3.30-3.31 which does not follow this manner. The singularity can be attributed 





A pressure analytical solution in aquifer scale was generated for CO2 
sequestration in a saline aquifer and confirmed with reservoir simulation results. The 
sensitivity analysis was performed on major aquifer parameters. Two optimization 
methods were introduced for sensor ranking and sensor system placement. The thesis 
provides the following conclusions. 
The analytical solution describes the pressure profile of CO2 injecting into a radial 
and homogeneous saline aquifer. It shows the pressure distribution in the whole aquifer 
space. Relative permeability curve was constructed on Corey type’s equations, which 
uses the coefficients averaging seven field tests. Two flow regions were determined 
based on relative permeability curve. Fractional flow and flow front equations were 
applied to find the CO2 front and fluid saturations. Pressure equations were derived from 
three aquifer boundary conditions. Three flow regimes representing three pressure 
equations were combined and solving the governing diffusivity law. 
The analytical solution was implemented into two cases of aquifer. The results 
were analyzed and compared in bottom-hole pressure and three aquifer boundary 
conditions. The promising results of comparison between analytical solutions and 
reservoir simulation results validate the credibility of the analytical solution. The 
deviation of analytical solutions from reservoir simulation was less than 10%, which was 
much better than the average monitoring accuracy of current projects. 
Sensitivity analysis was performed on major aquifer parameters in both time and 
space relationship. In the comparison, permeability was determined to be the most 
complicated and dominant parameter affecting pressure profile. Another application of 
sensitivity analysis was building the go-no-go region for rough sensor placement on 
sensor accuracy. 
Optimization of sensor placement was performed on sensor ranking and system 
placement. Levenberg-Marquardt method was used to solve the ranking of sensors. The 
results show a significant impact of sensor physical error distribution on optimization. 
Optimization of sensor system was achieved by regression analysis of pressure profile. 



























Reservoir simulation was a method in which computer models were used to 
predict the flow of fluids through porous media and long term reservoir parameters in 
space and time. The original usage of reservoir simulation was to obtain a better view on 
the future production capability of a petroleum field. The conventional reservoir 
simulation software was called the black oil simulators, focused on the flow behaviors of 
petroleum fluids. A recent application of reservoir simulation was the modeling of CO2 
sequestration operation, which was a good candidate for proving the analytical solution in 
this thesis. This application uses a specialized compositional simulator that can handle 
varying fluid combinations beyond conventional black oil simulators. 
The software using in this thesis was GEM simulator from Computer Modeling 
Group LTD. (CMG). The friendly input panels were the main advantage of this software 
compare to other standard reservoir simulation software. The detailed procedure to run 
the simulation will be illustrated below. 
The case using in the reservoir simulation was similar to the WASP case. The 
further details about this case were listed in Table 3.3 and Figure 3.1. The procedures 
were constructed in three parts: generating fluid model in WINPROP, generating 
simulation models in BUILDER and analyzing results in RESULT GRAPH and 3D.  
Fluid model was to describe the flow behavior on CO2 and brine. In WINPROP, 
enter some comments on Titles and select psia & deg F in Units. In Component 
Selection/Properties, insert library components CO2 and C1 from options. Open the 
composition form, enter 0.001 for CO2 and 0.999 for C1, so that the gas phase exists in 
each grid block and continuously calculated. Add CMG GEM EOS model from 
Simulator PVT option. The detailed setting for this form was on Figure A.1. In the form, 
reservoir temperature can be defined, correlation for aqueous density and viscosity can be 
chosen and solubility can be chosen to be considered in this case. Save the output file and 
the file will be needed later in BUILDER. 
BUILDER was a sub-software for freshman to build a reservoir case for 
simulation. Open the software and choose GEM simulator, field units, single porosity and 
the simulation start date. There was a model tree view in the left side of the BUILDER. 




Input/Output Control Section, put some comments on Titles and case ID. The settings of 




Figure A.1.  CMG GEM EOS Form Setup 
 
 
The section of reservoir describes the reservoir geometry and properties. The 
analytical solution was based on radius flow around the wellbore, therefore the geometry 
of reservoir was radial (cylindrical). Create radial grids with 1000 grids along radius, 1 
angular and 2 along K direction. Set the inner radius same as wellbore radius of 0.3 ft and 
outer radius as 16404 ft. Then calculate suggested grid block widths from above and save 
it as the case geometry. Table A.1 demonstrates the input reservoir properties, which was 
the same with The WASP case. The values should be put in the value for whole grid and 










Table A.1.  Reservoir Properties Setup 
Property Value 
Grid Top 4000 
Permeability I 200 
Permeability J 200 
Permeability K 200 





Reference Pressure 2000 
 
 
The section of components defines the fluid components using in the model. It 








 for water compressibility and 2000 psi for 
reference pressure. 
Rock-Fluid Section requires the rheological properties between fluids and rock 
types. The assumption of this thesis includes one rock type and two fluids. Therefore, to 
achieve this assumption, a new rock type was generated and relative permeability curves 
have to be created. The water-oil table can be put with any correlations since there was 
no oil in the aquifer. The relative permeability curves for liquid-gas table can be found in 
Figure 3.1. Make sure to uncheck the Include capillary pressure box. 
Initial conditions section describes the initial conditions to start the simulation. In 
calculation methods, select the block saturation at each grid block average over the depth 
interval spanned by the grid block and water gas system ignoring capillary pressure. The 
initial region parameters elucidate in Figure A.3. Insure minimum CO2 in initial condition 





Figure A.3.  Initial Condition Setup 
 
 
Numerical section controls the process of numerical simulation. The settings will 
help in avoiding numerical non-convergence and in time step selection. The details of the 





Figure A.4.  Numerical Controls Setup 
 
 
Wells & Recurrent Section defines the wells and operation parameters. In this 
case, a single vertical well locates in the center of the reservoir, was perforated 
throughout the whole reservoir section and continue injecting CO2. In this section, a 
range of dates can be set for monitoring purpose and a STOP need to be put on the end 
date. Generate a new injection well from the beginning of monitoring. Add one operate 
constraint for surface gas rate depending on cases and another one for bottom-hole 
pressure. Under the injected fluid tab, select solvent and specify the mole fraction of CO2 
as 1.0. In this way, the injected fluid was pure CO2. Perforate the well in reservoir 




stopping the injection before monitoring which can be achieved in well events by putting 
operating status to SHUTIN on a specific date. 
The construction of reservoir model in BUILDER was almost completed. Some 
more output results need to be defined in I/O Control section. The detailed grid 
information was in Figure A.5. Add CO2 related variables to well output information. 










Table A.2.  I/O Control Setup 
Keywords Value Explanation 
INVENTORY-CO2   
DENWS 1020 200 
TRACE-COMP 2 200 
AQUEOUS-DENSITY ROWE-CHOU 200 
AQUEOUS-VISCOSITY KESTIN 230 
 
 
Above was all the procedures needed to construct the reservoir model. Pick the 
dataset and put it into GEM simulator to run it. The results were coming out and showing 
in Results 3D and Graph. The discussion of results from reservoir simulation can be 





















CO2 INJECTION WELL DESIGN AND MONITORING REQUIREMENTS FOR 





In order to locate potential point of wellbore leakage, injection well and 
monitoring requirements need to be investigated. Those profiles and requirements were 
varied upon locations. Based on the information gathered, potential leakage near wellbore 
was located. The determination of leakage location will help on sensor placement and 
accuracy design. High potential leakage pathways were color coded in Table B.1.  
 
 
Table B.1.  States and Countries Requirements For CO2 Injection Well 
Requirement Texas Louisiana Wyoming Canada 
Casing 
Surface casing 
to protect fresh 
water 
Surface casing 
to protect fresh 
water 
Design to prevent 
the movement of 
fluids into or 
between USDWs 
Surface casing 
set to BGWP 
Cement 
From shoe of 
surface casing 
to surface, at 




From shoe of 
surface casing 
to surface, at 





and quantity to 
maintain integrity 
over the operating 




zones from the 
base of the well 
to the surface 
Cement 
Additives 
Not required Not required 
Cement additives 
must be suitable 





cement must be 
used from total 
depth to above 
the injection 
zone, no gypsum 
or bentonite 
Mechanic 
Tests at least 
once every 5 
years 
Pressure test up 
to 1500 psi 
 
No significant 






Table B.1.  States and Countries Requirements For CO2 Injection Well 
Geologic 
At least 250 
feet of clay or 
































Several states and countries which contribute to most of CCS operations were 
listing below. 
In Texas, Surface casing was set and cemented to protect fresh water strata. 
Sufficient cement shall be used to fill the annular space outside the casing from the shoe 
to the ground surface or to the bottom of the cellar. Cement was required to be circulated 
to the surface by the pump and plug method. UIC criteria for adequacy of cement to 
confine injected fluids were 100 feet of well bonded cement as determined by a bond log, 
250 feet of cement as evidenced by a temperature survey, or 400 to 600 feet of cement as 
determined by a slurry yield calculation. 
The producing string and each intermediate string of casing shall be cemented 
from the shoe to a point at least 600 feet above the shoe. If any productive horizon was 
open to the wellbore above the casing shoe, the casing shall be cemented from the shoe 
up to a point at least 600 feet above the top of the shallowest productive horizon or to a 




cemented in the well.
 





Figure B.1.  Criteria for Adequacy of Cement 
 
 
In Louisiana, surface casing should be set through the USDW formation, with 
cement to surface or minimum 500 sacks of cement. In intermediate casing and 
production casing, no less cement shall be used than the calculated amount necessary to 
fill the annular space to a point 500 feet above the shoe (LOC 2011). 
In Wyoming, the long string casing must extend to the injection zone and must be 
isolated by placing cement and/or other isolation techniques as necessary to provide 
adequate isolation of the injection zone and provide for protection of USDWs, human 
health, safety, and the environment. Cement and cement additives must be suitable for 
use with the carbon dioxide stream and formation fluids and of sufficient quality and 




In Canada, the combined strings must be cemented to isolate all formations or 
zones from the base of the well to the surface. Acid-resistant cement must be used from 
total depth to above the injection zone. Using lightweight cement or cement with 
additives such as gypsum or bentonite was unacceptable over the injection zone (AER 
2009).  
In North Sea region of Norway, there were no international industry standard that 
specifies the tubing and casing material selection for CO2 injection wells or adjacent 
wells. The NORSOK standard M-001 material selection
 
does not specify the material 
selection for CO2 injection wells, adjacent wells or the material selection for wells 
exposed to low temperatures (Vignes 2010). 
According to NORSOK D-010 shall the well barrier be designed, selected and/or 
constructed such that; 
– It can withstand the maximum anticipated pressure it may become exposed to, 
– It can be leak tested and function tested or verified by other methods, 
– No single failure of well barrier or WBE leads to uncontrolled outflow from the 
borehole/ well to the external environment, 
– Re-establishment of a lost well barrier or another alternative well barrier can be 
done, 
– It can operate competently and withstand the environment for which it may be 
exposed to over time, 
Its physical location and integrity status of the well barrier was known at all times 
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