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Abstract 
Tropical wildfires account for up to 93% of global burnt area and approximately 
85% of the resulting carbon emissions, yet are significantly under-represented 
in existing fire models. These models are predominantly process-based, require 
a multitude of input datasets, parameters and calculations, and are difficult to 
reproduce or use independently from a dynamic global vegetation model 
(DGVM). The aim of this thesis is to develop empirical parameterisations of 
tropical fire occurrence and spread that represent an improvement in accuracy 
over existing models and that can be easily implemented both as standalone 
models or within a DGVM. These models are based on well-documented 
relationships from the literature. An index of potential fire is produced based on 
the observed peak of fire activity at intermediate levels of productivity and 
aridity. This can be converted into expected fire counts using a simple, 
observation-derived parameter map. Fire sizes have been shown to follow an 
approximately fractal distribution in a range of ecosystems, which is used to 
develop a new burnt area model.  
Replacing the fire count and burnt area calculations of existing fire 
models with these new parameterisations improves the spatial distribution of the 
resulting estimates, while giving temporally comparable predictions to the 
original models. The magnitude of the resulting burnt area estimates is also 
improved. The use of empirical fire modelling is therefore a viable alternative to 
current process-based methods, and makes practical use of theories that are 
well-documented in the literature. These models require few input variables and 
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can be easily incorporated into a DGVM. However, further work to improve the 
temporal accuracy and dynamicity of these models would be beneficial, as 
would a method to link these models to parameterisations of combustion and 
trace gas emissions. 
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1. Introduction 
1.1 THE GLOBAL FIRE REGIME 
Fire affects large areas of the land surface. Estimates of total global annual 
burnt area range from anywhere between 200 and 608 Mha (Table 1.1), with 
the average literature value close to approximately 350 Mha. There is a large 
amount of interannual variability, with estimates varying by up to 300 Mha 
between years (Schultz et al., 2008).  
Such widespread burning has significant impacts on the earth system 
(Fig. 1.1). It affects not only the land surface, but also the global carbon cycle 
and hence the climate. In addition, wildfire also has considerable effects on 
humans and society.  
 
1.1.1 Impacts of fire on the land surface 
One of the main historical impacts of the global fire regime is the distribution of 
ecosystems (Pausas & Keeley, 2009). It has been suggested that if fire were 
not a component of the earth system, the proportion of land covered by closed 
forests would be twice as large, and C3 and C4 grasses and shrubs would be 
considerably less abundant (Bond et al., 2005). Grasses dry and recover 
rapidly, and favourable fire conditions are much more prevalent in grasslands 
than in forests (D’Antonio & Vitousek, 1992). Repeated burning prevents tree 
and shrub species from taking hold if they have not yet grown sufficiently large 
to withstand fire damage. Grasses will reappear quickly, providing fuel to 
encourage further fire activity. Hence, the relationship between fire activity and 
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the spread of grasslands is somewhat symbiotic.  
Forests contain an abundance of fuel, but the closed canopies prevent 
rapid drying, making them significantly less flammable than grasslands or other 
ecosystems. Tropical forests are particularly affected by this, due to extended 
wet seasons and the high humidity at tropical latitudes. If fire does occur, 
however, it can have one of two contradictory long-term effects: it can either 
increase or decrease the likelihood of subsequent fires (Alencar et al., 2011). 
Increases in flammability are caused by the mortality of large trees, their 
subsequent degradation and the resulting growth in the fuel load, the increase 
in light-demanding species, and faster drying rates resulting from gaps in the 
forest canopy (Cochrane et al., 1999; Cochrane, 2001; Barlow et al., 2003; 
Haugaasen et al., 2003; Blate, 2005). Hence, a forest becomes more fire prone 
after an initial burn: in the north-eastern US it was found that the average fire 
return interval was 200 years, but in stands that actually burned, this value was 
only 5 years (Houghton et al., 2000b). However, repeated burning in a stand 
can also cause the aforementioned decrease in forest flammability, since it may 
ultimately reduce the tree density to such an extent that the limited fuel 
availability lowers the likelihood of high-intensity fires (Balch et al., 2008; Yocom 
& Fulé, 2012). The frequency of fire in forests influences whether savannah or 
forest tree species will dominate during post-burning regrowth, and hence is 
responsible for transitions between these two ecosystem types (Hoffman et al., 
2012).  
Forest and savannah ecosystems have been shown to be stable states 
with very distinct levels of tree cover, suggesting that transitions between the 
two can be considered “tipping points”, which are difficult to reverse (Hirota et 
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al., 2011; Staver et al., 2011). While tree cover is generally controlled by rainfall, 
these transitions, which occur in regions with intermediate levels of precipitation 
and mild seasonality (Staver et al., 2011), are controlled by fire and the positive 
feedbacks discussed above, of repeated burning increasing the likelihood of fire 
(Hirota et al., 2011).  
Forest fires cause approximately 10% of the total global burnt area, 
whereas savannahs and shrublands account for the significant majority (Table 
1.1) due to an abundance of fuel that dries relatively quickly. Shifts between the 
two types will therefore greatly alter the fire regime and further contribute to the 
changing distribution of ecosystems across the globe.  
Figure 1.1: From Ward et al. (2012): A schematic illustrating the various 
impacts of fire on the atmosphere, land surface, ice surfaces and the ocean. 
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In the present day, the addition of intentional, anthropogenic fire regimes, 
such as deforestation to transform forests into pasture for livestock grazing or 
agriculture, further affects the distribution of ecosystems (Marlon et al., 2008), 
and future changes to global land cover can be expected if the fire regime is 
altered. 
 
1.1.2 Fire in the global carbon cycle 
Fire is an important component of the global carbon cycle, with multiple 
interactions present between the two. Fire contributes to the carbon fluxes to 
the atmosphere both directly and indirectly, post-fire recovery of an ecosystem 
fixes atmospheric carbon into the land sink, and changes in climate resulting 
from the atmospheric CO2 concentration indirectly influence the fire regime by 
affecting fuel availability and burning conditions (Flannigan et al., 2000). The 
main interactions between fire and the atmosphere are summarised in Fig. 1.1, 
from Ward et al. (2012).  
The most direct contribution of fire to the global carbon cycle is the 
release of considerable quantities of carbon into the atmosphere, as a result of 
biomass combustion. The magnitude of this flux at any given time or from a 
particular region is difficult to determine, and estimates of total global carbon 
fluxes resulting from wildfires vary considerably in the literature (Table 1.2). 
There are some studies that estimate this flux to be less than 2 Pg C annually, 
but these are recognised as being exceptionally low: Hoelzemann et al. (2004), 
for instance, emphasise that their estimate of the CO2 flux (1.56 Pg C) is lower  
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Table 1.1: Summary of key burnt area (BA) estimates given in the literature. 
The relative contribution of each continent or vegetation type are given where 
available.  
1Eastwood et al. (1998); 2Fraser & Li (2002); 3Kempeneers et al. (2002); 4Bailey (1995);  
5Arino et al. (2001); 6Roy et al. (2005); 7Vermote & Justice (2002); 8Justice et al. (2002);  
9Friedl et al. (2002)  
Source Global BA 
estimate 
Mha yr-1 
BA per 
continent 
BA per 
vegetation type 
Time 
period 
Estimation 
method  
GBA-2000 
Tansey et al. 
(2004) 
 
 
> 350 
 
64% Africa 
16% Australia 
14% Asia 
3% S. America 
2% N. America 
1% Europe 
80% wood/ 
shrubland 
17% grass/ 
cropland 
3% forest 
2000 Satellite 
products 
(SPOT VGT-
S11,2 & ERS 
ATSR-2: 
GLOBSCAR3) 
GLOBSCAR 
Simon et al. 
(2004) 
 
~ 200 
 
59% Africa 
9% Australia 
11% Asia 
7% S. America 
6% N. America 
8% Europe 
 2000 Satellite 
product 
(ERS ATSR-
24) 
Mouillot & 
Field (2005) 
608 
 
 86% savannah 
9% tropical    
      forest 
3% temperate  
      grassland 
2% boreal/  
      temperate    
      forest 
1990 - 
2000 
Satellite 
(ATSR5) + 
literature 
values + 
interpolation 
MODIS BA: 
MCD45 
Roy et al. 
(2008) 
 
366 
 
68% Africa 
17% Australia 
9% Eurasia 
5% S. America 
1% N. America 
64% savannah 
17% grass/  
        cropland 
12% shrubland 
5% forest 
July 
2001 - 
June  
2002 
Satellite 
product 
(MODIS, 
Terra & Aqua6) 
MODIS active 
fire: MOD14 
Roy et al. 
(2008) 
278 
 
49% Africa 
14% Australia 
18% Eurasia 
14% S. America 
5% N. America 
55% savannah 
20% grass/      
        cropland 
13% shrubland 
12% forest 
July 
2001 - 
June 
2002 
Satellite 
product 
(MODIS, Terra 
& Aqua6) 
Schultz et al. 
(2008) 
383 (273 - 
567) 
70% Africa 
15% Australia 
7% S. America 
5% Asia 
1% N. America 
1% Europe 
 1960 -
2000 
Literature 
review 
GFED3 
Giglio et al. 
(2010) 
 
 
330 - 
431 
 
69% Africa 
15% Australia 
8% Asia 
6% S. America 
1% N. America 
<1% Europe 
 1997-
2008 
 
Satellite 
product 
(MODIS, 
Terra7,8,9) 
LPX: Prentice 
et al. (2011) 
309   1997 - 
2005 
Fire model 
Li et al. 
(2012a) 
330 
 
55% Africa  1997 - 
2004 
Fire model 
Li et al. (2013) 337 
 
59% Africa  1997 - 
2004 
Fire model 
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Table 1.2:  Literature estimates of global annual carbon emissions from wildfire, 
and the corresponding quantities of CO2, CO and CH4, where available. These 
values are gross fluxes resulting from the combustion of biomass – they do not 
account for post-fire regrowth or the decomposition of vegetation killed by fire.  
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than other literature estimates. Other authors produce estimates that 
significantly exceed 3 Pg C yr-1, but also concede that these values are 
inconsistent with the average literature estimate. Prentice et al. (2011) state that 
their value of 3.81 Pg C “exceeds a number of published estimates for various 
periods”, and that although a similarly high value is given by van der Werf et al. 
(2004), this value was “downgraded in later work”. 
Regardless of the exact magnitude of the total global carbon fluxes from 
wildfires, they contribute considerably to total carbon emissions. For 
comparison, global CO2 fluxes from fossil fuel burning were on average 8.3 Pg 
C annually between 2002 and 2011 (Boden et al., 2011; Ciais et al., 2013), only 
three times larger than wildfire emissions. Based on approximate CO2 
emissions resulting from the combustion of fossil fuels given by Raupach et al. 
(2007), Flannigan et al. (2009) estimate that gross emissions from wildfires are 
equivalent to somewhere between 26% and 31% of fossil fuel emissions. 
However, net emissions from wildfires are significantly less, since these 
emissions are partially counteracted by post-fire vegetation regrowth. 
CO2 fluxes from biomass burning are highly variable from year to year. 
For instance, the RETRO study gives the range as 1.56 to 2.36 Pg C yr-1 
between 1960 to 2000 (Schultz et al., 2008), Kloster et al. (2010) gives 
estimates that range from 1.7 to 2.2 Pg C yr-1 over the same period, and from 
1997 to 2009, between 1.5 and 2.8 Pg C are estimated as released through 
biomass burning each year (van der Werf et al., 2010). In other words, 
emissions in extreme fire years are up to 80% higher than the lowest annual 
emissions. Despite being responsible for only a small proportion of global burnt 
area, fires in forests are believed to cause the majority of the interannual 
CHAPTER 1                                                                                                                                                  
 32 
variability (IAV) of global burning (van der Werf et al., 2006) due to their high 
fuel loads. 
This IAV is particularly high in comparison to other sources of carbon 
emissions to the atmosphere. Evidence suggests that wildfires are a major 
contributor to the IAV in total carbon fluxes (Peylin et al., 2005). Even increases 
in fire activity in small regions can have a large effect on global emissions. For 
instance, exceptionally large and long-lasting wildfires in Indonesia were largely 
responsible for the observed doubling of the atmospheric carbon dioxide growth 
rate in 1997-1998 (Schimel and Baker, 2002; Page et al., 2002).  
Direct emissions from combustion are not the only carbon fluxes to result 
from wildfire. A single fire can affect the carbon cycle for years, due to the 
subsequent decomposition of dead biomass, and recovery processes of the 
area (e.g. Mouillot and Field, 2005; Phillips et al., 2009) In some cases, the 
magnitude of fluxes resulting from the long-term decomposition of species killed 
by fire is equivalent to nearly half of the immediate flux from burning  (van der 
Werf et al., 2003). The regrowth of vegetation in fire-affected regions results in 
the reabsorption of some of this carbon from the atmosphere back into the land, 
and therefore counteracts some of these fluxes. However, an increase in 
carbon stored in above ground biomass does not necessarily mean an increase 
in carbon stored in the ecosystem: Kasischke et al. (1995) found that the fire 
regime in boreal forests results in a net loss of carbon from the ecosystem, as a 
result of the combination of an increase in carbon in living biomass resulting 
from vegetation reestablishment, and a decrease in carbon in the ground layer.  
There is a delicate balance between a biome being a source or a sink of 
carbon, and changes in the fire regime can tip the balance either way. In 
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Amazonia, for instance, the carbon sink was shown to be approximately equal 
to the combined fluxes from deforestation, abandonment, logging and fire, 
based on measurements taken between 1989 and 1998, although the IAV of 
the carbon sources was greater than for the sink (Houghton et al., 2000a). 
Increases in fire could tip this balance in favour of the region being a net source 
of carbon to the atmosphere.  
Such changes in the carbon cycle will affect the climate, which in turn will 
further affect the fire regime, so it is important to understand the potential 
implications of changes in climate on fire occurrence and spread. Although the 
exact relationships are not fully understood, much work has been done to 
explore the links between the atmosphere and fire (Flannigan et al., 2009). 
Climate affects fuel availability, flammability, fire spread and lightning ignition 
frequency (Lavorel et al., 2007). Temperature is one of the most important 
indicators of fire activity, both in the present day and historically (Daniau et al., 
2012). Precipitation patterns are also highly influential: droughts increase 
flammability, but can also reduce the quantity of aboveground biomass that can 
be burnt (e.g. Westerling et al., 2006; Krawchuk et al., 2009; Chen et al., 2013; 
Bradstock, 2010; Krawchuk & Mortiz, 2011). Climate can also affect land cover, 
fuel loads and fuel type, which are key influences on fire occurrence (Pausas & 
Paula, 2012; Archibald et al., 2013). Various studies suggest lengthening 
growing seasons in recent decades. Piao et al. (2007) found that this correlated 
with increases in gross and net primary productivity (GPP and NPP), thus 
providing more fuel for fires. Conversely, the Amazon rainforest may experience 
a climate-change induced dieback (the likelihood of which is discussed in Malhi 
et al., 2009), which would increase the fragmentation of the canopy layer, thus 
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speeding up the drying of fuel and also increasing the likelihood of further fire. 
Based on future climate predictions, decreases in fire risk are expected in some 
boreal forests and tropical Africa, in contrast to most semi-arid regions and 
South America, where increases in fire activity are predicted (Scholze et al., 
2006).  
Regional changes in the global fire regime may balance each other out 
(e.g. Krawchuk et al., 2009) in terms of overall carbon emissions, but may also 
further contribute to rising atmospheric CO2 concentrations.  
 
1.2 TROPICAL FIRE 
1.2.1 Contribution of tropical fires to global fire activity 
Fire in the tropics are responsible for the majority of global burning in terms of 
surface area. Approximately 65% of global burnt area can be attributed to 
tropical Africa alone (Giglio et al., 2006), due to the abundance of savannahs on 
this continent, which account for between an estimated 55% and 86% of global 
burning (Table 1.1). Even allowing for error within fire estimates, the 
overwhelming consensus in the literature is that the majority of global fire 
activity can be found in tropical ecosystems (Dwyer et al., 2000). In contrast, 
only a small percentage (< 10%) of fire-affected regions are found in extra-
tropical latitudes.  
Carbon emissions from tropical fires are therefore considerably larger 
than those from fires in boreal or temperate regions. However, the emissions 
are prone to significant variation and are difficult to quantify (Cochrane, 2003). 
On average, approximately 85% of annual fire emissions are attributable to the 
tropical latitudes (Andreae, 1991; van der Werf et al., 2010). In the 1997-1998 
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El Niño period, tropical fires accounted for an approximate 90% of total C 
emissions from wildfire (van der Werf et al., 2004). From 1998 to 2001, tropical 
fires were estimated to emit 3.8 Pg C yr-1 in total from both combustion and the 
subsequent decomposition of dead matter (van der Werf et al., 2003). All of 
these estimates are gross fluxes, since they do not include the post-fire 
recovery of vegetation and the resulting carbon sequestration.   
Changes in the tropical fire regime therefore have the potential to impact 
the global carbon cycle majorly, particularly due to the vast quantities of carbon 
stored in tropical vegetation. Amazonian forests contain an estimated 93 ± 23 
Pg C in their aboveground biomass, with an additional 10% of this quantity in 
dead fuel, and 21% in belowground biomass (Malhi et al., 2006). A total of 247 
Pg C is believed to be stored across all tropical forests, with nearly half of this 
found in Latin America, and the remainder split relatively evenly between Africa 
and S.E. Asia (Saatchi et al., 2011). Lewis et al. (2009) shows that many 
DGVMs forecast an increase in the carbon stored in tropical forests as the CO2 
concentration in the atmosphere rises, which may partially offset the carbon 
emitted as a result of fire. However, this simultaneously increases the potential 
carbon emissions from future forest fires. Sitch et al. (2008) predicts large 
increases in carbon emissions from wildfires by 2100, and most of this increase 
is attributed to more fuel and fires in Amazonia. 
Fire is a rare natural occurrence in tropical forests (Aragão et al., 2010, 
Cochrane, 2003; Mouillot and Field., 2005), due to the high levels of moisture. 
Severe droughts such as those in 1998, 2005 and 2010 increase forest 
mortality and the risk of fire (Aragão et al., 2007, Aragão et al., 2010). As the 
risk of drought increases as a result of a changing climate (e.g. Cox et al., 2008; 
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Fu et al., 2013), so does the potential for exceptionally severe fire seasons in 
these ecosystems. Since the 1960s, the expansion of agriculture has required 
the use of deforestation fires in tropical forests, and as a result, burned areas in 
tropical forests have increased exponentially, in contrast to the general 
decrease in burned area observed at higher latitudes (Mouillot and Field, 2005). 
Deforestation fires differ from other fires in that the same area will typically be 
burned multiple times before it is suitable for agriculture, since the tree canopy 
cover must be reduced to below 10 – 30% (van der Werf et al., 2009) and 
burning efficiency is relatively low (Mouillot and Field, 2005). Approximately 
60% of total global fire carbon emissions can be attributed to naturally occurring 
forest, grassland or savannah fires (van der Werf et al., 2010), with the 
remainder coming from deforestation and other anthropogenic fires. In the 
tropics, the majority of fires are caused by humans rather than lightning, though 
the exact proportions are difficult to quantify and vary between ecosystems 
(Frost, 1999).  
 
1.2.2 Differences between tropical and non-tropical wildfires 
A single fire in the tropics may have a vastly different effect on the vegetation 
and local carbon fluxes than a fire event outside the tropics. As Cochrane 
(2003) states so succinctly, “while the chemistry of fire may be universal, its 
effects are not”.  
Tropical fires are generally small in size and intensity but frequent, in 
contrast to boreal or mid-latitude fires that tend to affect much larger areas but 
are relatively infrequent (Schultz et al., 2008). The return intervals of fire affect 
the susceptibility of an ecosystem to fire damage. Most tree species in boreal 
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forests are relatively fire-intolerant due to the low fire frequencies: if the fire is of 
sufficiently high intensity, or if the crown is affected, the likelihood of mortality is 
high (Kasischke et al., 1995). There are a few exceptions: some boreal species 
have thicker bark and are therefore more resistant to fire damage (Nikolov and 
Helmisaari, 1993), while some species depend on fire to release seeds and 
promote the spread of the species (Rowe and Scotter, 1973). Tropical 
savannah species, which burn frequently, tend to have thick bark, and are 
therefore less likely to be killed by fire (Hoffmann et al., 2003), whereas in 
tropical forests, fire is considerably less frequent, resulting in vegetation that is 
less fire-adapted, with thinner bark than boreal tree or tropical savannah 
species, hence higher post-fire mortality rates (Cochrane, 2003). 
The surface area of tropical forests is changing considerably as a result 
of deforestation and other human disturbances, whereas non-tropical forests 
are not changing in extent so much as in density, because they are, for the 
most part, recovering from previous disturbances (Houghton, 2005). These 
changes will impact various aspects of the respective fire regimes in different 
ways, from the probability of fire occurring, to the subsequent fire spread and 
fuel combustion.  
Fires in tropical regions are not only affected by different vegetation 
cover to boreal fires, but are also subject to different climatic conditions. The 
tropics experience distinct wet and dry seasons that promote fuel growth and 
fuel drying, respectively, in vegetated regions, which in turn increases 
flammability (Westerling et al., 2006), especially in sparsely-vegetated areas 
such as savannahs. In boreal forests, there is much less seasonality in 
precipitation patterns, and the overall rainfall levels are of more importance than 
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the timing. In addition, the tropics experience higher temperatures than the 
higher latitudes, further encouraging fuel drying. 
  
1.3  LAND SURFACE MODELLING FOR CLIMATE PROJECTIONS 
Processes that occur on the land surface have a considerable and growing 
impact on the atmosphere. Currently used Earth System Models (ESMs) are 
replacing Atmosphere-Ocean General Circulation Models (AOGCMs) for 
predicting future atmospheric conditions and changes in the climate (Flato et al., 
2013). Both of these model structures include the main components of the earth 
system – atmosphere, ocean, land and sea ice – but ESMs go further than their 
precursors and attempt to model biogeochemical cycles, particularly the 
oceanic and terrestrial carbon dioxide cycles. The terrestrial component of an 
ESM is known as a Dynamic Global Vegetation Model (DGVM) or a Land 
Surface Models (LSM). 
 The typical structure of a DGVM is shown in Fig. 1.2. The 
parameterisations for each process may vary between models, but the 
components are generally the same. Significant modelling advances have been 
made in the past couple of decades regarding soil hydrology, vegetation growth, 
and many other processes (e.g. Chen & Dudhia, 2001; Ek et al., 2003; Han et 
al., 2014). However, many DGVMs still do not contain a wildfire component (Le 
Quéré et al., 2009; Fig. 1.2), despite the significant impacts of fire on the global 
carbon cycle. In addition to this, many existing fire parameterisations produce 
inadequate estimates of fire activity in tropical latitudes, particularly in moist 
tropical forests (Prentice et al., 2011).   
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Figure 1.2: From Best et al. (2011): The structure of the JULES model, where 
the boxes represent the individual modules, and the arrows show the 
interactions between the modules.  
Figure 1.3: From Thonicke et al. (2010): Suggested key components and 
processes that should be considered in a fire model. 
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The incorporation of a fire module into a DGVM requires interactions with 
several existing modules. Fig. 1.3 shows the main processes that should be 
included within a fire model, and how these link to a DGVM and climate model. 
 
1.4 FIRE DANGER INDICES 
Multiple fire danger indices (FDIs) have been developed to provide an indication 
of the likelihood of fire occurrence, fire spread and potential damage based on 
local fuel and climatic conditions. These indices were designed for specific 
regions with the intention of providing early warnings of possible extreme fire 
seasons for fire management purposes. The main components of each of the 
most commonly-used FDIs are summarised in Table 1.3.  
 These FDIs are generally unsuitable for use for land surface modelling 
purposes. They were all designed for specific regions and vegetation types: the 
McArthur FFDI, for instance, is calibrated for eucalypt forests in Australia, and 
hence it cannot be assumed that it is valid in any other forest type. Extrapolation  
of these indices to other regions is generally ineffective: even the Canadian 
FWI, the most commonly-used FDI which has been adapted to a large number 
of ecosystems, is unreliable on a global scale (Planas and Pastor, 2013). 
Additionally, despite their relative simplicity which makes them easy to 
implement within a land surface model, the information they provide is not 
necessarily suitable for modelling purposes, since fire danger is not equivalent 
to actual predictions of fire occurrence or spread. Indeed, the values produced 
by the indices have no physical meaning, but are instead interpreted relative to 
one another. Despite these issues, however, they are often used within existing  
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fire models. 
 Further details of the indices and their suitability for use within land 
surface models are given in Chapter 2, Section 2.1.2. 
 
Table 1.3: Summary of the inputs and intermediate calculations required for 
each of the main fire danger indices. 
 
1.5 PROCESS-BASED FIRE MODELS 
The majority of existing fire models developed for use within DGVMs are 
process-based. This means that the key physical processes behind every stage 
of fire ignition, spread, and fuel combustion are modelled. Although there is a 
general agreement amongst existing models about which processes are 
important and how they are driven, there are also considerable differences. 
Fire Danger 
Index 
Reference Calibration 
region 
Inputs Intermediate 
calculations 
Canadian 
Fire Weather 
Index (FWI) 
Van 
Wagner & 
Pickett, 
1985 
 
Canada 
 
 
 
 
Air temp. 
Relative air 
humidity 
Wind 
Rainfall 
Fuel and fine fuel 
moisture -­‐ fire spread 
Duff moisture 
Drought -­‐ fuel build-up  
McArthur 
Forest Fire 
Danger 
Index (FFDI) 
McArthur, 
1967 
 
Australia - 
eucalyptus 
forests 
 
 
Fuel load 
Wind 
Air temp. 
Relative 
humidity 
Rainfall 
Cloudiness 
Keetch-Bryam 
drought index 
(KBDI) 
American 
National Fire 
Danger 
Rating 
System 
(NFDRS)  
Deeming 
et al., 
1977 
 
 
USA 
 
 
Fuel 
Latitude 
Slope 
Temperature 
Wind speed 
Relative 
humidity 
Cloudiness 
 
Keetch-Bryam 
drought index 
(KBDI) -­‐ Fuel moisture 
content -­‐ Ignitions, 
spread, 
energy 
release  
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There are four main modelling stages: fire occurrence, fire spread and burnt 
area, combustion and mortality, and the resulting emissions of carbon and other 
trace gases. A breakdown of how each stage is modelled in each of the major 
fire models is given in Table 1.4 and discussed in more detail below. 
 
1.5.1 Fire occurrence 
The occurrence of fire is dependent on the presence of an ignition source, 
either natural (e.g. lightning) or anthropogenic, and the flammability of the fuel. 
Approaches to modelling ignitions range from very simple, considering only 
lightning ignitions and excluding human-caused fires (MCFIRE, Glob-FIRM, and 
the LPX fire model), to highly complex in the case of the CESM1 
parameterisation, where anthropogenic ignitions for a range of purposes (e.g. 
deforestation or agricultural clearing) are considered in turn. 
The flammability of a region is influenced by the quantity and structure of 
available fuel, how wet the fuel is as a result of precipitation, and how fast it 
dries as a result of evapotranspiration, wind, and temperature. In existing fire 
models, fuel availability is often only included as a threshold value, i.e. fire is 
modelled providing there is some minimum quantity of biomass available to 
burn. The CTEM, CSM and CESM1 fire parameterisations (Arora & Boer, 2005; 
Li et al., 2012a,b; Li et al., 2013) let fire occurrence increase linearly as fuel load 
increases, between lower and upper thresholds. However, the assumption of a 
linear relationship between fuel and fire activity may be too simple.   
 The effect of fuel moisture on fire is modelled in a more complex manner. 
The likelihood of fire decreases as moisture levels increase towards some 
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Table 1.4: Summary of the key features of existing fire models  
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moisture of extinction, above which fire is assumed impossible, though the 
exact relationship varies between models. Additionally, there is no consensus 
on the best way to model fuel moisture. A common approach is to model fuel 
drying as a function of temperature, using the Nesterov Index (Venevsky et al., 
2002; Thonicke et al., 2010; Prentice et al, 2011), but it is also not unusual for 
models to use soil moisture as a proxy for fuel moisture (Arora & Boer, 2005; Li 
et al., 2012a,b; Li et al., 2013).  
The majority of the existing models treat ignitions as independent from 
flammability. The exceptions to this are the MCFIRE model (Lenihan et al., 
1998), in which fine fuel flammability and modelled rate of fire spread are 
combined with lightning data to produce a joint probability of fire ignition and 
spread, and the fire parameterisation designed by Li et al. (2013) for use in the 
Community Earth System Model (CESM1), where the interactions between 
climate and ignitions are considered. For instance, in this latter model 
precipitation is used not only to model soil moisture, but also to account for the 
reduced likelihood of humans setting fires for deforestation purposes if it is 
raining or has recently rained.  
 
1.5.2 Fire spread and burnt area 
The spread of wildfire is dependent on the continued presence of sufficiently 
flammable fuel, the current climatic conditions, and the absence of intentional 
human suppression tactics. No two fires will spread in the same way, and hence 
many assumptions need to be made to model how much area fire will burn.  
Methods for modelling the spread of fires are generally quite similar 
across the existing models. The use of the Rothermel fire spread equations is 
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common (Venevsky et al., 2002; Thonicke et al., 2010; Prentice et al., 2011). 
The CTEM fire parameterisation (Arora & Boer, 2005) use a similar burnt area 
calculation to the Rothermel equations, in that the fire is assumed to be elliptical 
in shape, and a length-to-breath ratio of this ellipse is calculated as a function of 
wind speed, though there are slight differences.  
 Most of the models do not distinguish between crown and surface fires. 
MCFIRE (Lenihan et al., 1998) is the only one considered here that explicitly 
provides separate calculations for each of these fire types.  
 The models generally assume that fires will continue to burn until there is 
no fuel left or they are extinguished by an increase in moisture. The CTEM fire 
model contains an additional term to account for the probability that a fire will be 
extinguished by human intervention or by natural barriers such as water bodies 
or rocky terrain, thus restricting burnt area.  
 
1.5.3 Combustion and mortality 
Combustion refers to the chemical change in biomass when it is burnt, and can 
occur within both dead and live fuels. Mortality, on the other hand, is simply the 
process of vegetation being damaged beyond recovery. Despite this, these two 
processes are used somewhat interchangeably within models, making it difficult 
to compare the parameterisations directly to one another.  
 The combustion of fuel during a fire is dependent on a host of factors, 
including the type and characteristics of the vegetation, the proportion of live to 
dead fuel, the intensity of the fire as a result of local conditions and the moisture 
of the fuel (Tansey et al., 2004). This is dealt with in existing fire models in a 
range of approaches, ranging from the very simple to the reasonably complex.  
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Fuel consumption is not considered within Reg-FIRM (Venevsky et al., 2002), 
presumably since this information is not necessary if, as is the case here, 
estimates of emissions resulting from fire are not of interest. In the majority of 
other models, empirical relationships between burnt area and both combustion 
and mortality are used. Combustion and mortality rates are prescribed per plant 
functional type and, in most cases, also per fuel class. MCFIRE, SPITFIRE and 
the LPX fire models are exceptions to this, modelling combustion as a function 
of fuel moisture content, and mortality as a function of bark thickness, fire 
duration, and fire intensity. MCFIRE additionally estimates root mortality based 
on the duration of both flaming and smouldering combustion.   
 
1.5.4 Emissions 
The emissions resulting from wildfires are of particular interest to climate 
scientists, and, as discussed previously, can have a cyclical effect on fires as a 
result of a changing climate. They are influenced by the nature of the 
combustion and the type and conditions of fuel (Tansey et al., 2004), but fire 
models tend to take a relatively simplistic approach to their representation. 
Apart from Glob-FIRM and Reg-FIRM, which do not attempt to predict 
emissions from fires, all of the existing models use the same approach to model 
these fluxes. It is assumed that for each PFT, a constant amount of each trace 
gas is emitted for every unit of biomass burnt. These values are obtained 
empirically, and there is no evidence to suggest that this is not a reasonable 
approximation to make.  
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1.5.5 Advantages of process-based fire modelling 
Theoretically, process-based models have the potential to produce highly 
accurate estimates of fire activity. They account for subtle changes in a wide 
range of drivers, and hence are fully dynamic, providing the input variables are 
as well, though this is not always the case: mean lightning flashes per month 
are sometimes used to model ignitions, for instance, for want of accurate 
lightning datasets over a long time period. The dynamicity of the models 
theoretically allows them to be used in any ecosystem with any conditions, and 
they can be extended far into the future or used to recreate historical fire 
regimes. Their accuracy in such cases is dependent on the accuracy of their 
constituent parameterisations of each process.  
 Process-based models also provide an in-depth insight into what is 
happening within a burning ecosystem. The effects of single variables on the 
fire regime can be isolated and analysed, and therefore the relative importance 
of various drivers can be determined.  
 
1.5.6 Drawbacks of process-based fire modelling 
Process-based fire models have the capacity to become very complicated, due 
to the sheer number of factors that influence each component of wildfire. To 
model fire occurrence alone, data about the distribution of fuel for each plant 
functional type (PFT) and fuel class is generally required, as well as maximum 
and minimum daily temperature, precipitation, lightning flashes and population 
density, and a range of prescribed parameters. The fact that no two models 
considered here model fire occurrence in the same way shows the complexity 
of the process and the difficulty in determining the exact relationship between 
                                                                                                                             INTRODUCTION 
 49 
variables. This difficulty occurs in part due to the problem of isolating the effects 
of individual drivers from one another. However, it is also difficult to calibrate an 
ignitions model, for example, when ignition data is not available, since ignitions 
are not the same as fire events: an ignition does not necessarily become a fire 
event if the local conditions are unfavourable to fire, and hence is not recorded. 
 To produce accurate predictions of fire activity, a high level of detail is 
required at every stage of the model, and it is impossible to include every 
possible process in the model. Process-based modelling is a huge undertaking 
that requires constant revision and improvements, and a vast array of input 
variables and estimated parameters, each of which adds to the uncertainty of 
the model. The complexity of the models also makes them difficult to recreate or 
implement within a DGVM other than the one for which they were designed, 
since not all of the required input variables will necessarily be available.  
 While process-based models are highly useful in many situations, and 
are capable of producing highly accurate estimates of a range of climatic and 
ecological variables, existing fire models are not yet at this stage. They have 
been shown to produce estimates of burnt area and emissions from combustion 
that do not agree closely with one another or with data from satellite 
observations (Kantzas et al., 2013). In addition, many produce inadequate 
estimates of fire activity in the tropics, due in part to an incomplete 
understanding of the effect of human behaviour on the fire regime. 
A further consideration is the suitability of these models on a large scale. 
Process-based models are often developed based on data from individual fires 
or regions. For instance, the rate at which a fire spreads is generally 
parameterised for local conditions, i.e. for an individual fire. This assumes 
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homogeneity of the vegetation structure and climate for the full extent and 
duration of a fire, which is often not an accurate representation of reality, 
making these models unsuitable for extrapolation to larger scales (McKenzie et 
al., 1996). Anderson et al. (2003) suggest that “the cumulative effects of any fire 
regime cannot be described as simply the sum of the effects of individual fires”. 
Although it would be possible to add further processes and details into 
existing fire parameterisations, and ensure that these are properly calibrated to 
tropical forests as well as boreal ecosystems, this would exacerbate some of 
the problems mentioned above. An alternative option is to find an approach to 
fire modelling that is not process-based, but still works within a DGVM 
framework. This can be done by considering relationships that have been 
observed between climate and fire variables, and representing these 
statistically. The processes that drive these relationships would therefore be 
dealt with implicitly, rather than explicitly. 
 
1.6 EMPIRICAL MODELLING 
1.6.1 Observed climate/fire relationships 
Independently from the land surface modelling field, much work has been done 
to identify the relationships between climate and fire at a regional level. 
However, these are not necessarily applicable to a larger study area without 
recalibration or considerable development, since the relationships between 
variables are likely to vary significantly between regions (Lehmann et al., 2014). 
In addition, some of these would not easily fit into an existing fire modelling 
framework. For instance, the relationship between sea surface temperature 
anomalies and fire season severity (Chen et al., 2011) has no practical 
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modelling applications since sea surface temperatures are not modelled within 
a DGVM, and fire season severity is not a common variable used in existing fire 
models, so new methods for converting fire season severity into fire counts or 
burnt area would need to be developed.  
 A few interesting relationships in particular reappear repeatedly in the 
literature, for a range of ecosystems. The first of these is a peak in fire activity at 
intermediate levels of precipitation, suggesting that increased moisture in 
normally arid regions results in an increase in fuel to burn, whereas a wetter 
climate in densely vegetated areas makes the available fuel less flammable. 
Additionally, if there are no storms (i.e. no precipitation), there will also be no 
lightning and hence no natural ignitions. This relationship has been 
demonstrated using a range of fire and precipitation variables: annual 
precipitation, wet season precipitation, current and antecedent soil moisture, 
active fire detections and burnt area products, among others (Spessa et al., 
2005; Westerling et al., 2006; Krawchuk et al., 2009; Krawchuk et al., 2011; van 
der Werf et al., 2008; Prentice et al.; 2011). However, despite being an often-
observed and widely-accepted pattern, it has not, to my knowledge, been 
parameterised for global use or developed for modelling purposes, despite its 
potential for minimising the required number of input variables.  
 A second relationship that appears frequently in the literature but that 
shows slightly more variability relates to the apparently scale-invariant fractal 
distribution of fire sizes within any group of fires. This means that theoretically, 
regardless of the study region, grid cell size or time period, the probability that a 
fire is a certain size consistently decreases as larger sizes are considered. The 
exact nature of this distribution is debated in the literature, and appears slightly 
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different for different ecosystems: some studies show simple power-law 
distributions (Malamud et al., 1998; Moreno et al., 2011), while others suggest 
that this is only true within certain size boundaries, and that truncated, 
piecewise or tapered distributions may be more suitable (Ricotta et al., 1999; 
Cumming, 2001; Schoenberg et al, 2003; Holmes et al., 2004; Cui and Perera, 
2008; Pueyo et al., 2010). Although attempts have been made to estimate 
parameters for these distributions for the study regions of interest, no general 
method of predicting these parameters has been developed. If this can be done, 
it could drastically simplify fire modelling by providing a simple link between fire 
counts and burnt area, rather than the current complex calculations of fire 
spread. However, the relationships between variables are likely to vary 
significantly between regions (Lehmann et al., 2014), and this must be taken 
into consideration when developing the models. 
While there are undoubtedly many other established connections 
between climate and fire variables, these are two that appear frequently in the 
literature, and have significant potential for development into working models. In 
addition, the resulting models would cover the first two main processes of fire 
modelling: fire occurrence and burnt area. It is critical to get these right before 
attempting to improve the later steps, such as combustion of fuel and carbon 
emissions, since these are the foundations on which the later estimates are 
based. Even if the ultimate aim is to improve combustion and emission 
estimates, there is a limit to how accurate these predictions can be if estimates 
of fire occurrence or burnt area are sub-optimal. Also, the existing models 
already use some empirical relationships to estimate combustion, mortality and 
emissions, hence it is possible that these could be used as they are. 
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More detailed reviews of the literature concerning each of these 
relationships are given at the relevant points throughout this thesis: the fire 
activity peak at intermediate precipitation levels is discussed further in Chapter 
2, and the fractal distributions of fire sizes shown in a range of studies are 
compared in Chapter 3. 
 
1.6.2 Potential advantages and limitations to empirical fire modelling 
Empirical fire models have several potential advantages of process-based 
models. They will be designed to be considerably less complex, with fewer input 
variables required, and therefore should be easy to use on their own, or to 
implement within a DGVM. They are based on observable relationships, 
whereas process-based models often estimate unobservable variables, such as 
ignitions (as opposed to fire events, which are ignitions that actually take hold). 
With fewer parameters and calculations, the errors associated with each of 
these will be minimised.  
However, the main potential limitation to empirical fire modelling is its 
suitability in ecosystems or time periods that vary significantly from those for 
which the models are calibrated, since there are no dynamic elements to the 
model. However, providing they are driven by dynamic variables, this should not 
be a problem. This is discussed in more detail in Chapter 5.  
 
1.7 RESEARCH AIMS AND OBJECTIVES 
The research presented in this thesis address the issue of modelling tropical 
fires. It seeks to improve the way that fires can be modelled within a dynamic 
global vegetation model (DGVM). Existing fire models are predominantly 
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process-based, and hence better suited to small regions or individual fires than 
to large-scale fire modelling within a DGVM. They perform particularly poorly in 
the tropics, despite the large contribution of tropical fires to the global fire 
regime, and the importance of wildfire on a range of land and atmospheric 
processes.  
Several interesting relationships between climate variables and fire 
activity have been found repeatedly in the literature for a range of study regions 
and time periods, and yet have not been used for modelling purposes. The aim 
of the research presented in this thesis is to parameterise these relationships to 
produce models of fire occurrence and spread that can be used on their own, or 
implemented within an existing fire model framework, coupled to a DGVM. This 
has the potential to reduce the uncertainty and error associated with large 
numbers of input variables and parameters, and increase the accuracy of 
tropical fire predictions.  
Specifically, the aims of this thesis are:  
(1) To develop empirical models that predict the likelihood of fires 
occurring as a result of the local climate and vegetation; the number 
of fires that are expected to actually occur; and the subsequent 
spread of these fires. This will be done by: 
a. using previously-observed climate/fire and fire frequency/size 
relationships to identify suitable model designs 
b. calibrating these models using satellite fire products and 
climate data 
c. developing methods for estimating the model parameters for 
given regions and time steps 
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(2) To incorporate the new models into a DGVM, by: 
a. coupling an existing fire model to the DGVM 
b. including the new models as alternatives to the existing 
process-based parameterisations for the respective processes 
(3) To assess the suitability and accuracy of these models, by: 
a. running the DGVM using combinations of the new models and 
existing parameterisations 
b. comparing the resulting fire outputs to observations, and 
quantifying the spatial, temporal and magnitudinal accuracy of 
the estimates 
c. comparing the resulting fire outputs to each other, and identify 
whether the new models represent an improvement in the 
estimation of fire counts and burnt area. 
 
1.8 THESIS STRUCTURE AND KEY FINDINGS 
The first part of Chapter 2 details the development of a novel index of potential 
fire based on local climatic conditions and vegetation structure. A more in-depth 
analysis of existing fire danger models is given here, as well as a discussion of 
the theory used to develop this new index. The new index requires only easily 
obtainable datasets, and produces estimates of tropical fire activity that are 
spatially considerably better than existing fire danger indices and much easier 
to interpret. This section has been submitted for publication (Fletcher et al., 
submitted), as has a further publication that uses some of the same 
methodology (Murray-Tortarolo et al., 2014). The second part of Chapter 2 
presents a method for modelling ignitions, and hence converting potential fire 
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into estimates of fire counts. This method enables the incorporation of the 
potential fire model into a standard fire modelling framework. It is not a model in 
itself, but rather a starting point from which future developments could be made.  
 In Chapter 3, observed fractal properties of forest fires are used as a 
basis for modelling burnt area, with the number of fires that are known (or 
predicted) to have occurred as a sole input. The resulting burnt area estimates 
for tropical forests are compared to satellite observations. The model is shown 
to be capable of reproducing spatial patterns and temporal trends of pan-
tropical burning. This chapter has been published (Fletcher et al., 2014).  
 Chapter 4 describes the modelling framework used to test the new 
models presented in Chapters 2 and 3, and the difficulties associated with the 
implementation of existing fire models within a dynamic global vegetation 
model. Estimates of fire counts and burnt area are produced using every 
combination of the new and existing models, and compared to one another and 
to satellite-based active fire and burnt area products. The accuracy each set of 
estimates is assessed with regards to their magnitude, ranges and spatial and 
temporal distributions. The most accurate estimates of burnt area result from 
the use of the two new empirical models used in conjunction with one another.  
 In Chapter 5, the main conclusions and discussion points that arose in 
each of the preceding chapters are summarised. Areas of potential future 
improvement are identified. 
 
1.9 CONTRIBUTION TO CO-AUTHORED PAPERS 
The first-author paper resulting from Chapter 2 (Fletcher et al., submitted) is 
currently under review for Earth System Dynamics. The definitions of the 
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climate indices used in this work were developed with Guillermo Murray-
Tortarolo (PhD candidate, University of Exeter) and also feature in another 
paper (Murray-Tortarolo et al., submitted). I did the rest of the other 
methodology and model development, under the guidance of Pierre 
Friedlingstein, Luiz Aragão and Stephen Sitch. The code for calculating the 
existing fire danger indices within the JULES DGVM was written by Richard 
Gilham (Met Office), and I wrote the code for the new index developed in the 
paper. I wrote the paper, and all authors made suggestions to improve the final 
manuscript. 
 The burnt area model in Chapter 3 has been published in 
Biogeosciences (Fletcher et al., 2014). I devised, developed and tested the 
model, supervised by Pierre Friedlingstein and Luiz Aragão. André Lima and 
Yosio Shimabukuro created the dataset used to calibrate the model, and André 
Lima and Luiz Aragão wrote the corresponding section of the publication, but I 
wrote the remainder of the manuscript, incorporating suggestions made by all of 
the co-authors.  
 
1.10 ORIGINAL CONTRIBUTION TO THE RESEARCH FIELD 
The models developed in this thesis are designed for use within a DGVM, yet, 
unlike existing models, they are not designed to directly represent physical 
processes. Instead, they rely on observed patterns and relationships between 
climatic and fire variables. These relationships have been shown in the 
literature to be true at regional scales, but have not previously been used for 
pan-tropical or global fire modelling.  
 Current fire models are complex, and increase in complexity with every 
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new version. This makes them difficult to reproduce, particularly if they are 
documented in a series of publications. In addition, they are generally designed 
for use with a particular DGVM, and hence are not always compatible with 
others, particularly if vegetation is modelled differently. The new models 
developed here rely only on readily available input data, and easily reproducible 
parameter values.  
 The fire count and burnt area estimates resulting from the models 
developed here capture the spatial distribution of fire activity in the tropics to a 
higher level of accuracy than existing models. The magnitude of the estimates 
is also considerably closer to observed data. The seasonal distribution of these 
estimates requires further development to capture the full seasonality of tropical 
fire, but is at least comparable in this respect to existing models. These results 
are given in full in Chapter 4. 
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2. Modelling fire occurrence 
The following chapter consists of two main parts, followed by an overall 
discussion of them both together. Section 2.1 is a paper that details the 
development of a novel index of potential fire based on climate and fuel 
availability and has been submitted for publication in Earth System Dynamics 
as: 
 
Fletcher, I.N., Friedlingstein, P., Murray-Tortarolo, G., Gilham, R.J.J., Sitch, S. & 
Aragão, L.E.O.C (submitted) A novel index of tropical potential fire incidence 
based on the productivity-aridity gradient.  
 
The contributions of each of the co-authors to this paper are given in Section 
1.9. The second part of this chapter, Section 2.2, describes a method for 
translating the fire potential into an estimate of actual fire counts. In other 
words, it represents the effect of ignition sources on fire activity.  The discussion 
linking these two topics is given in Section 2.3. 
 
2.1 THE POTENTIAL FIRE INDEX 
2.1.1 Abstract 
Tropical fires account for up to 90% of all wildfire carbon emissions, yet are 
poorly represented in existing dynamic global vegetation models. Commonly 
used fire danger indices are calibrated to specific forested regions using local, 
high-
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them unsuitable for global analysis of fire risk. It has been shown that fire 
activity peaks at intermediate levels of annual precipitation, as a result of the 
combined effects of productivity and aridity, which increase fuel quantity and 
fuel dryness, respectively. Using products derived from precipitation and 
evapotranspiration data to approximate fuel production and moisture, we 
develop a new empirical index of potential fire incidence for all pan-tropical land 
cover types. Between 2003 and 2010, existing indices produce accurate spatial 
estimates of fire activity in forests, but correlate negatively or non-significantly 
with observations when tested across all pan-tropical vegetation types. The new 
index, however, shows a strong positive correlation of 0.661 (p < 2.2 x 10-16, df 
= 910) with observed fire activity. Temporally, the new index produces 
estimates comparable to existing indices. It also allows us to identify the 
dominant limitation of fire occurrence, either fuel moisture or a lack of fuel. Fire 
activity in regions that consistently experience high levels of burning appears to 
be more likely to be controlled by changes in wet season moisture levels and 
the resulting fuel production, than by drought or the intensity of the dry season. 
Incorporation of this index into a dynamic global vegetation model could 
improve estimates of trace gas emissions from wildfires, and hence our 
understanding of the impact of tropical fire on the carbon cycle and climate 
change.  
 
2.1.2 Introduction 
Fires play a major role in the global carbon cycle, both directly, in the form of 
combustion emissions, and indirectly, due to the resulting decomposition and 
regrowth of vegetation (Mouillot and Field, 2005).  Globally, anywhere between 
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1.4 and 4.1 Pg C are estimated to be released annually into the atmosphere by 
wildfires (e.g. Andreae, 1991; van der Werf et al., 2004; Ito and Penner, 2004; 
Lavorel et al., 2007; Schultz et al, 2008; Kloster et al., 2010), and tropical fires 
are believed to account for up to 90% of these emissions (e.g. Andreae, 1991; 
van der Werf et al., 2003; Cochrane et al., 2003; van der Werf et al., 2004; van 
der Werf et al., 2010). Despite this, wildfires are not included in many global 
carbon cycle models (le Quéré et al., 2009) and remain a major source of 
uncertainty in simulations of future climate (Scholze et al., 2006). Some 
dynamic global vegetation models (DGVMs) do include fire modules: MC1 
(Bachelet et al., 2000) uses the MCFIRE model (Lenihan et al., 1998); the 
Lund-Potsdam-Jena DGVM (LPJ; Sitch et al., 2003, Gerten et al., 2004) was 
originally coupled to the Glob-FIRM (Thonicke et al., 2001) and Reg-FIRM 
(Venevsky et al., 2002) models, and later SPITFIRE (Thonicke et al., 2010) and 
its successor, LPX (Prentice et al., 2011); the Canadian Terrestrial Ecosystem 
Model (CTEM; Arora and Boer, 2005) also contains a fire parameterization. 
However, these models were mostly derived for high-latitude or Mediterranean 
ecosystems, and inadequately represent tropical fires (e.g. Prentice et al., 
2011), due to an incomplete understanding of the complex interactions between 
fire, vegetation and climate, and the relatively recent changes in land-use that 
have exacerbated the tropical fire regime and increased its importance in the 
global carbon cycle (Cochrane, 2003).  
The first and arguably most important step of fire modelling is predicting 
the likelihood of fire occurrence. The most commonly used fire danger indices 
(FDIs) were developed for forest management, so that advance warning could 
be used to prevent or more efficiently control fire spread. Hence, they are 
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developed for ecosystems with relatively constant fuel loading and human 
influence, and so consider only changes in fire danger associated with varying 
climatological conditions. The McArthur Forest Fire Danger Index (FFDI, e.g. 
Noble et al., 1980; Golding and Betts, 2008) is calibrated for forests only 
(although a grassland version does also exist), so an abundance of fuel is 
assumed, and not considered in the model calculations. The Canadian Fire 
Weather Index (FWI; Van Wagner and Pickett, 1985) similarly does not account 
for fuel loading. In the SPITFIRE model (Thonicke et al., 2010), the Nesterov 
Index (NI) is used to calculate an FDI. Although this calculation does include 
fuel load data, it uses only the proportion of the total fuel that is of each fuel 
class (e.g. 1hr fuel class: leaves and twigs; 10hr: small branches; 100hr: large 
branches), rather than the total quantity of available fuel. The only concession 
to the necessity of fuel for burning is that the FDI is set to 0 if there is no fuel: if 
there is even a small amount of fuel, the fuel load becomes irrelevant to the 
calculation. This omission means that additional fuel availability calculations 
should be used for extrapolation of these indices to ecosystems other than 
those for which they were originally developed. This is not, however, always the 
case: in SPITFIRE, for instance, the FDI is simply multiplied by the expected 
number of ignitions to obtain an estimate of fire occurrence. The spatial 
accuracy is therefore entirely dependent on the accuracy of the ignitions model, 
and fuel is not accounted for.  
Another result of these indices being developed for operational use is 
that they make use of local, high resolution weather observations, which are 
rarely available across a larger spatial or temporal range at a sufficient quality, 
making these indices unsuitable for use in DGVMs without heavily 
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compromising on their accuracy. Both the McArthur and the Canadian indices 
use daily temperature, relative humidity, wind speed, and precipitation statistics 
as inputs, not all of which are easily obtainable at large temporal or spatial 
scales and high accuracy. Although these two indices are similar, there is a 
significant amount of variation between the two, due in part to different 
sensitivities to input variables. This leads, in some cases, to them producing 
considerably different fire danger ratings (Dowdy et al., 2009). The SPITFIRE 
FDI uses a simplified version of the Nesterov Index that requires only daily 
maximum and minimum temperatures and precipitation as inputs (dewpoint 
temperature is estimated from the daily minimum temperature), and model 
estimates of the distribution of fuel between each fuel class. The accuracy of 
these estimates is uncertain, since observations are not widely available.   
Existing FDIs tend to be unitless, which makes them difficult to interpret 
and compare to each other. The McArthur, Canadian, and Nesterov indices are 
scalars that are meaningless without the context of values predicted for other 
years or locations. They are interpreted using index-specific lists of thresholds 
for various levels of risk, and the definitions of high or low risk are subjective 
and region-dependent, hence are not directly comparable to one another. 
These indices were developed to be practically useful in day-to-day fire 
management, not as conclusive measures of fire potential. The SPITFIRE FDI, 
a function of the Nesterov Index, is slightly easier to interpret physically, since it 
is the probability that an ignition event becomes a spreading fire.  
To develop an index of fire risk that is suitable for large-scale climate 
modelling, rather than for the management of local fire danger, we must 
overcome each of the problems mentioned above. The index must: 
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1.  take the quantity of available fuel into account, to make the index 
adaptable to a range of ecosystems; 
2.  only require input datasets that are readily available, to a reasonable 
degree of accuracy, at large temporal and spatial scales; 
3.  have units and a physical meaning, to facilitate ecological interpretation. 
Additionally, to justify the use of such an index over existing indices, the 
following two conditions should also be met: 
4.  the index should be at least comparable to existing FDIs in forests or 
high-biomass vegetation; 
5.  the index should perform better than existing FDIs in non-forested 
regions. 
 
The first two of these points can be satisfied by making use of the 
relationship between rainfall, productivity and fire activity that has been shown 
in several studies. Spessa et al. (2005), van der Werf et al. (2008), Prentice et 
al. (2011), and Bistinas et al. (2014) have, among others, demonstrated that 
fires are most abundant at intermediate levels of annual precipitation, as a 
result of the compounded effects of productivity and aridity: an increase in 
precipitation results in potential fires being extinguished or not taking hold at all 
due to excessive fuel moisture, but, conversely, also results in an increase in 
fuel that could be burnt (e.g. Krawchuk et al., 2009; Westerling et al., 2006). 
Similarly, fire is most likely to occur in ecosystems that are moderately 
productive. Unproductive regions lack sufficient fuel for fires to take hold, and 
highly productive biomes are often too wet to burn (Pausas and Bradstock, 
2007; Pausas and Ribeiro, 2013; Bowman et al., 2014; Bistinas et al., 2014). 
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Hence, it is possible that in some regions a larger than average amount of 
rainfall at certain times of the year could lead to an increase in observed fire 
activity, due to higher fuel production, whereas elsewhere, the converse could 
be expected as a result of increasing moisture levels of the available fuel.  
It is known that precipitation is a key driver of net primary productivity 
(NPP; e.g. del Grosso et al., 2008; Thomey et al., 2011; Bowman et al., 2014). 
Specifically, fire activity is promoted by strong seasonal patterns of wet and dry 
periods, due to biomass growth then drying (Westerling et al., 2006). Increases 
in precipitation in the wet (growing) season are expected to increase fuel 
loading and hence potential fire activity in the subsequent dry season, whereas 
increases in dry season rainfall, when the majority of fires occur (e.g. Archibald 
et al., 2009), are more likely to result in a decrease in fire activity. Therefore, we 
propose that wet and dry season water fluxes can be used as proxies for 
changes in fuel loading and fuel moisture stress, respectively, and that fire 
activity can be described as a function of these products. Since we are 
considering changes in fuel loading and moisture, rather than total fuel 
quantities, we expect the relationship between wet and dry season moisture 
levels and fire activity to vary between ecosystems, so land cover data is also 
required.  
To ensure that the third condition, that of ecological interpretation, is met, 
we define the index first, and develop the model accordingly. The new index is 
designed to give an indication of potential fire: it is the expected maximum 
number of fires that could occur, given the climatic and ecological conditions. It 
is crucial to note that this index does not take changes in land use or human 
activity into account: the true number of fires may be considerably less than the 
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index suggests, if there are no ignition sources, or active fire suppression 
measures are in place. It may also possible for the actual number of fires to be 
larger than the index value, as a result of inevitable model error and the model 
fitting method, though not significantly higher. Converting the new index into 
expected fire frequency is a separate matter that is not dealt with explicitly in 
this study, but the need for such a method is explained in more detail in the 
Discussion.  
We proceed in three stages. First, we define products that represent 
changes in fuel load and moisture. Second, we use these products, observed 
fire counts, and information about local land-cover to calibrate a model of 
maximum potential fire, given the climatic conditions. Finally, we incorporate the 
model into a DGVM and compare the resulting estimates of potential fire over 
the last 3 decades to observed fire activity and to estimates produced by 
existing FDIs.  
 
2.1.3 Materials and methods 
2.1.3.1. Data and study region 
Moisture fluxes are given by two key variables. Precipitation provides 
information about the addition of moisture, and evapotranspiration indicates the 
rate at which moisture leaves vegetation. We use the Climatic Research Unit 
(CRU) version 3.21 global monthly time series of precipitation (University of 
East Anglia Climatic Research Unit, 2013), regridded to 1°x1° from its original 
0.5° x 0.5° resolution. Each 1°x1° grid cell takes the mean value of its four 
constituent 0.5° x 0.5° cells. Mean monthly evapotranspiration data is taken 
from the TRENDY multi-DGVM ensemble (Sitch et al., 2013), with the DGVMs 
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forced with changing observed climate and CO2, but no changes in land-use.  
Fire activity is represented by the MODIS MCD14ML global monthly fire 
location product, as calculated from the TERRA and AQUA satellite 
observations (Giglio, 2010). The available time series for these three datasets 
overlap only between July 2002 and December 2009: since we are considering 
full calendar years, we start the analysis in 2003.  
We are considering fire in tropical ecosystems, and therefore we restrict 
all datasets to land points that lie between 25°N and 25°S. We use the 
GLC2000 land cover data set (Bartholomé and Belward, 2005; Global Land 
Cover 2000 database, 2003) to identify the land points. We set the land cover 
type (LCT) of each 1°x1° grid cell as the LCT that covers the largest proportion 
of each grid cell. 
To test the model, we run the JULES land surface model (Best et al., 
2011; Clark et al., 2011), driven by the WFDEI dataset (WATCH Forcing Data 
methodology applied to ERA-Interim data; Weedon et al., 2014) with CRU 
precipitation, regridded from 0.5° x 0.5° to 2° x 2°, for 1980 to 2012 at a 3-hour 
timestep. This includes additional subroutines to calculate the new potential fire 
index (PFI), as well as the daily McArthur FFDI, Canadian FWI, and SPITFIRE 
FDI (based on the Nesterov Index, using SPITFIRE coupled to JULES as a 
diagnostic model) for comparison. The other commonly-used FDI, the National 
Fire Danger Rating System (NFDRS; Deeming et al., 1977) is omitted from this 
study since it is more complex than the others and hence harder to implement 
within the JULES framework. A more detailed description of JULES is given in 
Section 4.2.1. 
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2.1.3.2. Representing changes in fuel load and fuel moisture 
The concept of wet and dry seasons is common in the literature, yet there is no 
single definition of these variables. Some studies use prescribed dry seasons, 
for example by defining the Amazonian dry season as October to September 
(Westerling et al., 2006), but this does not work for the tropics as a whole, since 
it does not account for spatial variability in the onset and ending of dry seasons, 
especially between the northern and southern hemispheres. Other studies apply 
arbitrary restrictions, for example by defining the dry season as the driest 
months of each calendar year that make up <30% of annual rainfall (Archibald 
et al., 2009). Instead of attempting to identify a dry season, characterised by low 
rainfall, we consider net moisture fluxes to identify seasons in which the 
ecosystem is becoming drier. We hence define a drying season as any period 
of time during which evapotranspiration (E) exceeds precipitation (P) at every 
consecutive time-step: in other words, when water is leaving the soil and fuel 
faster than it is being added. Hence, it is possible for a region to experience 
more than one drying season annually. Additionally, a drying season may 
overlap the transition between calendar years.  
The drying season intensity (DSI) is the cumulative sum of the 
differences between evapotranspiration and precipitation over each drying 
season. This is similar, but not identical, to the maximum cumulative water 
deficit (MCWD) as defined by Aragão et al. (2007), but instead of using 
calendar years, it allows for more irregular seasonality. Unlike the MCWD, we 
also allow E to vary, rather than fixing it at 100 mm / month, since we are 
considering a range of vegetation types rather than just evergreen broadleaved 
forests.  
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The logical counterpart to the DSI is the wet season intensity (WSI), the 
cumulative sum of the differences between precipitation and evapotranspiration 
over each wet season. This represents fuel production, and therefore the 
change in total fuel load. These two indices can be summarised by Eqs. (2.1) 
and (2.2), below. They are also used in Murray-Tortarolo et al. (submitted). 
. 
  (2.1) 
 
  (2.2) 
 
We calculate the DSI and WSI for every grid cell, using precipitation and 
evapotranspiration interpolated to a daily timestep. Although these products can 
be calculated monthly, the daily interpolation allows for more accurate 
estimation of when the crossovers between drying and wet seasons occur.  
Since we are interested in the water stress inflicted on vegetation that is 
already present, each DSI value is paired with the WSI from the preceding wet 
season. We assume that fire can only occur during the drying season. The 
MODIS fire dataset which will be used to calibrate the model begins in July 
2002, so we use every set of WSI, DSI and drying season fire counts for which 
the drying season begins on or after 1st July 2002: the wet season can start 
before this date. We calculate these products up to the last complete drying 
season per grid cell.  
  
DSI= ∑ P< E E− P
WSI= ∑ P> E P− E
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2.1.3.3. Model equation 
We define the potential fire index (PFI) as the minimum of two functions, one for 
each product, using Eq. (2.3): 
 
 PFI = max(min 𝑎  DSI, 𝑏 log WSI , 0) (2.3) 
This model works on the assumption that fire activity has a dominant limitation: 
either a lack of fuel, or an abundance of water. The logarithmic transformation 
of WSI is due to a non-linear relationship between annual fuel production (NPP) 
and precipitation (e.g. Bowman et al., 2014). The PFI is restricted to being 
strictly greater than or equal to 0, to guard against negative values of the PFI in 
the case of the WSI being less than 1.  
 
2.1.3.4. Consideration of local land cover 
We expect the relationship between WSI, DSI and potential fire incidence to 
vary depending on the local vegetation type. This is predominantly due to the 
differences in total fuel load: since WSI represents the increase in fuel, rather 
than total biomass, information about the land cover is needed to complement 
this product. A high WSI value in a savannah represents a much larger 
percentage increase in biomass than an identical value in a dense forest. 
Hence, the model is calibrated separately for a range of land cover types 
representative of tropical ecosystems, based on the GLC2000 land cover 
dataset. LCTs that show very little to no fire activity, such as bare areas or 
regularly flooded forests have been excluded from the analysis.  
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2.1.3.5. Partitioning the fire data 
We are modelling the maximum number of fires that could occur, given a pair of 
WSI and DSI values, rather than the expected number of fires. Hence the model 
cannot be fitted using all of the available fire count data for a given LCT. 
Instead, we consider only the largest numbers of observed fires in a grid cell 
and dry season for each WSI and DSI combination to be representative of 
maximum potential fire under those conditions. This assumes that in these 
cases, there has been little or no limitation on fire activity by a lack of ignitions 
or human suppression. To identify these data points, we first bin the data based 
on partitions of the ranges of both WSI and DSI, and then isolate the largest fire 
counts in each bin. These values, and their corresponding exact WSI and DSI 
values, are used to calibrate the model for each LCT.  
We divide the ranges of DSI and WSI into 9 equally-spaced partitions. 
Increasing the number of partitions results in many of the bins containing no 
data points, and exponentially increases computational time, whereas reducing 
the number of partitions limits the accuracy of the model, since the range of DSI 
and WSI values in each bin becomes too large. The maximum DSI and WSI 
values per LCT for the given datasets are shown in Table 2.1 to enable these 
partitions to be recreated if desired. The minimum values in each range are 
always very small, so are assumed to be zero.  
Once the WSI and DSI partitions have been identified, we isolate the 
largest x% of fire counts in each bin and fit the model to this data only. We 
choose the highest value of x such that the model fit has a coefficient of 
determination (R2) of at least 0.7. This R2-threshold is not strict - the final results 
change very little if this is changed to 0.6 or 0.8, for instance. For two LCTs 
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(evergreen, needle-leaved trees and sparse herbaceous or shrub cover) it was 
not possible to obtain an R2-value greater than 0.7, so we chose x such that the 
coefficient of determination was as large as possible.  The value of x changes 
considerably between LCTs, since some ecosystems are more prone to human 
intervention than others. The values of x for each LCT are given in Table 2.2.  
 
Table 2.1:  Maximum values of WSI and DSI using the calibration data, over the 
study period and time region.  
 
2.1.3.6. Model calibration 
The model parameters a and b are calibrated for each LCT using the largest fire 
counts per DSI and WSI partition. This is done by rearranging the right-hand 
side of Equation (2.3) into the format a log(WSI) min(DSI, b/a), optimising b/a by 
minimising the sum of squared errors of the corresponding linear model fit, and 
then using linear regression on the rearranged equation to estimate a, and 
Land Cover Type Maximum WSI Maximum DSI 
Tree, broadleaved, evergreen 4344 727 
Tree, broadleaved, deciduous, closed 3345 491 
Tree, broadleaved, deciduous, open 1160 417 
Tree, needle-leaved, evergreen 2041 484 
Mosaic: tree/natural vegetation 1271 377 
Shrub, evergreen, closed-open 4182 336 
Shrub, deciduous, closed-open 1588 398 
Herbaceous cover, closed-open 2862 614 
Sparse herbaceous/shrub cover 1340 413 
Cultivated/managed areas 3131 464 
Mosaic: crop/tree/natural veg 3275 397 
Mosaic: crop/shrub/grass 1569 427 
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hence b. The estimates of these parameters are shown in Table 2.2.  
 It is important to note that the MODIS MCD14ML dataset does not give 
exact fire counts, but rather hotspot detections from four daily overpasses at a 
1km resolution. As a result, a single fire event may correspond to multiple 
MODIS hotspots. Hence, the model parameters given in Table 2.2 are specific 
to this detection method.   
 
Table 2.2: Model coefficients (a and b) per LCT, the corresponding percentage 
of data used to fit the model (x), and the model’s coefficient of determination (R2 
value). 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.1.3.7. Model testing  
We test the model by adding a subroutine into JULES that calculates DSI and 
WSI using the model’s precipitation and evapotranspiration variables, and 
LCT a b x R2 
Tree, broadleaved, evergreen 10.7 604 11.3 0.70 
Tree, broadleaved, deciduous, closed 16.8 476 76.5 0.70 
Tree, broadleaved, deciduous, open 16.4 505 100 0.75 
Tree, needle-leaved, evergreen 8.6 1604 0.8 0.54 
Mosaic: tree/natural vegetation 13.8 676 100 0.76 
Shrub, evergreen, closed-open 8.5 1435 20.9 0.70 
Shrub, deciduous, closed-open 10.6 386 89.6 0.70 
Herbaceous cover, closed-open 11.9 364 6.7 0.70 
Sparse herbaceous/shrub cover 15.5 516 0.6 0.61 
Cultivated/managed areas 5.3 1567 25 0.70 
Mosaic: crop/tree/natural veg 11.4 424 32.9 0.70 
Mosaic: crop/shrub/grass 6.9 266 87 0.70 
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subsequently the PFI. The PFI is set to zero during wet seasons, and increases 
monotonically during the drying seasons, using the cumulative DSI values at the 
end of each timestep. Due to the resolution of the JULES simulations (2°x2°) 
being coarser than the resolution of the model calibration data (1°x1°), the PFI 
estimates need to be multiplied by 4 to account for the fourfold increase in grid 
cell area. 
Although a daily timestep was used during the model calibration, daily 
precipitation and evapotranspiration at that stage were obtained by interpolating 
monthly values, resulting in relatively smooth time series. When calculated 
using JULES, the difference between precipitation and evapotranspiration is 
prone to many small fluctuations between positive and negative values at the 
crossover between wet and dry seasons. This results in many small WSI and 
DSI values per year, as well as a few larger values. Hence, an intense dry 
season is often paired with a very small WSI value, which does not represent 
the true level of fuel growth over the preceding wet season. To avoid this 
problem, we calculate the PFI on a monthly timestep. To facilitate comparison 
of the PFI to estimates of the Canadian FWI, McArthur FFDI and SPITFIRE 
FDI, also calculated within JULES, these indices are averaged over each 
calendar month. 
The indices are not directly comparable with one another, due to the 
range of purposes and interpretations. Hence, in order to compare the spatial 
and temporal patterns to each other, and to the MODIS MCD14ML fire data, we 
first calculate the mean annual grid cell values, mean seasonal cycle, and mean 
annual time series of the indices and fire counts, and then standardise these 
products.  Annual values are the sum of the monthly values in the case of the 
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PFI, and mean monthly values for the other indices. The seasonal cycle of each 
index is the mean value for each calendar month. Standardisation is done by 
subtracting the minimum value of each product from every value, and dividing 
the result by the full range of values. This restricts each index to values 
between 0 and 1. We compare the standardised products to the MODIS 
MCD14ML active fire count dataset by calculating the pairwise Pearson’s 
correlation coefficients between them.  
 
2.1.4 Results 
2.1.4.1. Spatial patterns of fire 
All of the indices, including the PFI, show strong positive spatial correlations to 
the MODIS fire counts within forested regions (Fig. 2.1, left-hand plots, Table 
2.3). The PFI gives the strongest correlation (r = 0.715, p < 2.2 x 10-16, df = 
377), followed by the SPITFIRE FDI (r = 0.618, p < 2.2 x 10-16, df = 358), the 
McArthur FFDI (r = 0.533, p < 2.2 x 10-16, df = 358), and the Canadian FWI (r = 
0.520, p < 2.2 x 10-16, df = 358).  
The PFI has been calibrated to multiple land cover types and therefore 
we expect it to produce better spatial patterns of fire estimates than the 
McArthur, Canadian or SPITFIRE indices when the analysis is extended to 
include non-forested regions, for which these existing indices have not been 
calibrated. When considering the full range of LCTs in the tropics, the existing 
indices perform poorly (Fig. 2.1, right-hand plots). The McArthur and Canadian 
indices correlate negatively to the MODIS data (Table 2.3), which is to be 
expected given that they are known to perform poorly outside of the regions for 
which they were calibrated (Australia and Canada, respectively; Planas and 
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Pastor, 2013), and the SPITFIRE FDI shows no significant correlation to the 
MODIS fire counts at a 10% significance level. This is due in part to the high 
predicted fire danger in barren regions, most notably on the edge of the Sahara 
desert. Additionally, these indices show relatively high fire dangers in western 
Australia and south-western Africa, whereas the MODIS data shows peaks in 
fire activity on the northern edge of Australia, and immediately south of the 
Congo basin. By considering the spatial correlations for each individual LCT, we 
observed that the overall negative correlations are a result of the indices 
performing badly for the majority of LCTs, despite very strong positive 
correlations for a few LCTs (Table 2.3). Both the McArthur and the Canadian 
 
Figure 2.1: Mean annual fire danger or potential fire per grid cell in the tropics, 
for forested areas (left) and all non-bare LCTs (right). The corresponding maps 
for the MODIS MCD14ML active fire dataset are shown at the bottom, to 
facilitate comparison. The values for each product are normalised through 
subtraction of the minimum value and division by the range, and are thus limited 
to between 0 and 1. 
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have coefficients of correlation of over 0.55 for 3 LCTs, but negative 
correlations for 6 LCTs and negligible correlations that 
 
are insignificant at a 10% level for the remaining 3 LCTs. The SPITFIRE FDI 
shows negligible correlations for 6 out of the 12 PFTs considered and 
moderately strong negative correlations for a further 2 PFTs.  
 The PFI is the only index that shows a significant, strong and positive 
correlation with the observations (r = 0.661, p < 2.2 x 10-16, df = 910). It 
captures the obvious regions of high and low fire activity shown by the MODIS 
fire data in most regions. In Africa, particularly, the PFI identifies the 
ecosystems that are most at risk of fire, and shows very low fire potential on the 
southern edge of the Sahara desert where there is very little fuel. It shows a 
much higher level of potential fire in South America relative to the rest of the 
tropics than actually occurs, but captures the location of the curve of fire from 
Bolivia to the eastern tip of the continent much more accurately than the other  
indices. Similarly, the PFI indicates a much higher level of potential fire than        
actually occurs in S.E. Asia and Australia, but peaks in the right places: Burma, 
Thailand and northern Australia. The correlations for individual LCTs are 
positive, strong (r > 0.4) and significant at a 10% level in all but 3 cases, which 
is a considerable improvement on the other indices.  
 
2.1.4.2. Seasonality of fire predictions 
 Comparison of the mean annual cycle of each of these indices across tropical 
forests (all tree LCTs, the area shown in the left-hand plots of Fig. 2.1) shows 
that the PFI performs similarly to the other indices (Fig. 2.2a). It is lowest in April 
and November, which corresponds to the dips in fire activity shown by the  
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Table 2.3: Pairwise correlations between the annual means, cycles and time 
series of the indices and the MODIS MCD14ML active fire count product. 
Correlations that are insignificant at a 10% significance level are given in 
brackets. 
 
Land Cover Type McArthur Canadian SPITFIRE PFI 
 Spatial distribution: pairwise correlation 
between annual means per grid cell 
Forests (1st 4 LCTs) 0.533 0.520 0.618 0.715 
All LCTs -0.121 -0.121 (0.04) 0.661 
Tree, broadleaved, 
evergreen 
0.614 0.650 0.658 0.603 
Tree, broadleaved, 
deciduous, closed 
(-0.229) -0.288 (0.057) 0.582 
Tree, broadleaved, 
deciduous, open 
-0.223 -0.301 (-0.003) 0.615 
Tree, needle-leaved, 
evergreen 
-0.575 -0.579 (-0.394) (-0.044) 
Mosaic: tree/natural 
vegetation 
0.667 0.583 0.545 0.912 
Shrub, evergreen, 
closed-open 
(0.055) (0.127) 0.581 (0.372) 
Shrub, deciduous, 
closed-open 
-0.296 -0.418 (0.132) 0.580 
Herbaceous cover, 
closed-open 
-0.441 -0.485 -0.427 0.526 
Sparse herbaceous/shrub 
cover 
-0.232 -0.293 -0.260 0.671 
Cultivated/managed 
areas 
-0.194 -0.177 (-0.099) 0.448 
Mosaic: crop/tree/natural 
veg 
0.663 0.566 0.419 0.564 
Mosaic: 
crop/shrub/grass 
(-0.008) (-0.070) (0.132) (-0.114) 
 Temporal distribution: pairwise correlation 
between mean global annual cycles 
Forests (1st 4 LCTs) 0.771 0.888 0.887 0.794 
All LCTs (-0.415) (0.204) 0.723 (0.208) 
 Temporal distribution: pairwise correlation 
between annual global time series 
Forests (1st 4 LCTs) 0.813 0.764 0.816 0.659 
All LCTs (0.454) (0.445) (0.239) (0.525) 
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MODIS fire count data: all of the indices capture the April dip, but the SPITFIRE 
FDI is the only other index to correctly predict the timing of the November dip. 
The PFI peaks in June and January, rather than August and December, as 
shown by the MODIS data. None of the existing indices capture the timing of 
the December peak, with the McArthur and Canadian indices peaking in 
February and the SPITFIRE FDI in January. However, the McArthur and 
Canadian indices do capture the large peak in fire in August, and the SPITFIRE 
FDI predicts this peak one month earlier in July. Hence, none of the indices 
capture all of the four peaks and troughs of the annual fire cycle: all of them 
correctly identify two, and are one or two months out for the other two.  
The correlations between these seasonal cycles of the indices and the 
MODIS data are all above 0.75 (Table 2.2). Although the PFI shows weaker 
correlation (r = 0.794, p < 0.002, df = 10) than the Canadian FWI (r = 0.888, p = 
0.0001, df = 10) and the SPITFIRE FDI (r = 0.887, p<0.0002, df = 10), it is 
nonetheless a very strong, positive correlation, and is strong than that of the 
McArthur FFDI (r = 0.771, p = 0.003, df = 10). The PFI is therefore comparable 
to the other indices in terms of capturing the seasonality of fire in tropical 
forests, though no better in this respect. 
When extending this analysis to all LCTs, none of the indices except for 
the SPITFIRE FDI capture the observed seasonality of fire particularly well (Fig. 
2.2b). This is the only index that correlates strongly and significantly with the 
observations (Table 2.3). The McArthur and Canadian indices are both between 
2 and 3 months late in predicting peaks and dips in fire activity, and the 
Canadian FWI barely identifies the spring dip at all. The PFI captures the low 
fire activity observed in April, and is only one month late in predicting the 
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October dip and the peak in December, though it does predict the August peak 
2 months early. Hence, although it is not as good as the SPITFIRE FDI at 
estimating pan-tropical fire seasonality, it is more accurate than the Canadian 
and McArthur indices.  
 
2.1.4.3. Annual fire estimates  
At an annual scale, we observed strong positive correlations between all of the 
indices and the MODIS fire count time series when we restrict the analysis to 
forested regions only. The PFI is slightly worse than the other indices in this 
sense, but nonetheless correlates strongly with the observations (r = 0.659, p-
value = 0.075). Every index captures the main peaks in fire activity in 2005 and 
2007, which were years of intense drought in Amazonia, as well as the large 
decrease in fire counts in 2006 (Fig. 2.2c). When the analysis is extended pan-
tropically, the PFI gives the strongest correlation. However, none of these 
correlations are statistically significant, which may be due to the small number 
of data points being considered.  
 
2.1.5 Fuel and water limitations 
We use the model parameters to identify what percentage of the fire data points 
used to calibrate the model is limited by an excess of fuel moisture. If the DSI 
term of Equation 2.3 is less than the WSI term (i.e., a*DSI < b*log(WSI)), this 
indicates a water limitation. We call this statistic the PWL (percentage water-
limited). The higher the values of a or b, the lower the likelihood that a grid cell 
will be identified as water or fuel limited, respectively.  
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Figure 2.2: Standardised time series of the grid cell mean McArthur, Canadian 
and SPITFIRE fire danger indices, the new potential fire index (PFI), and the 
MODIS MCD14ML fire count product for comparison. Plots (a) and (c) plot use 
only forested grid cells (the top 4 LCTs in Table 2.2), and (b) and (d) plots use 
all grid cells that are covered by any of the LCTs to which the model is fitted. 
Plots (a) and (b) show the mean annual cycle of each index, averaged over all 
available years (1980 to 2012 for the indices, 2003 to 2010 for MCD14ML), and 
(c) and (d) show the full time series. 
 
By considering the percentage of fire seasons per grid cell that are 
predominantly limited by water excess, rather than a lack of fuel, we can identify 
which regions or ecosystems are most at risk of extreme fire seasons as a 
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result of drought. The LCTs that are almost entirely limited by excess fuel 
moisture are evergreen trees and shrubs (PWL > 95%), cultivated or managed 
areas (PWL = 97%), or mosaic areas of trees and other natural vegetation 
(PWL = 94%). The only LCTs that are identified as being fuel-limited the 
majority of the time are broadleaved, deciduous trees (open: PWL = 28%, 
closed: PWL = 38%). Deciduous shrubs are limited by both factors to equal 
extents, with a PWL of 50%. The remaining LCTs have PWLs of between 60% 
and 83%.  
The expectation is that fire in barren, arid and semiarid regions is limited 
predominantly by a lack of fuel that is sufficiently connected to allow fire to 
spread, and yet the opposite appears to be true in some of these areas, such as 
the Sahel region (Fig. 2.3a). This can be explained by comparing the PWL to 
mean grid cell DSI and WSI (Fig. 2.3b,c): the drying seasons are less intense in 
the Sahel than they are in areas with higher levels of precipitation (Fig. 2.3d), as 
a result of less evapotranspiration (Fig. 2.3e).  The hypothesis that the DSI is 
controlled primarily by evapotranspiration is further supported by a correlation of 
0.91 (p < 2.2 x 10-16) between the grid cell means of DSI and dry season 
evapotranspiration, but of only 0.40 (p < 2.2 x 10-16) between DSI and dry 
season precipitation.  
Spatially, the PWL distribution correlates closely with the mean pattern of 
fire activity (r = -0.60, p < 2.2 x 10-16). In other words, areas of high fire activity 
are more likely to be limited by a lack of fuel than by an excess of water. 
Conversely, the fire regime in regions that rarely burn is predominantly 
controlled by fuel moisture in the dry season, rather than by fuel load.  
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Figure 2.3: (a) Map showing the regions in which the PFI model identifies fire 
activity as being predominantly limited by an excess of fuel moisture (blue) or a 
lack of fuel (red). The corresponding mean (b) dry season intensity, (c) wet 
season intensity, (d) dry season precipitation (mm), and (e) dry season 
evapotranspiration (mm) are shown for comparison.  
 
2.1.6 Discussion 
The potential fire index presented here has four clear distinguishing factors. 
First, it reproduces available fuel loads, making it applicable to virtually all 
tropical ecosystems, rather than a single, specific region. Second, the PFI 
requires only three readily available and reliable datasets: precipitation, 
evapotranspiration and land cover. Third, it has a definite ecological 
interpretation. Finally, it can be used to identify regions that are most at risk of 
extreme fire seasons due to changes in climate. 
Temporally, the PFI performs similarly to existing FDIs, both in forested 
regions and across the tropics: its simplicity does not majorly compromise its 
performance. This shows that using measures of dry and wet season moisture 
(a) Percentage water−limited (PWL, %)
seq(−121, 160, 2)
0
0.2
0.4
0.6
0.8
1
(b) Mean dry season intensity (mm)
seq(−121, 160, 2)
0
100
200
300
400
500
(c) Mean wet season intensity (log(mm))
seq(−121, 160, 2)
se
q(
−2
5,
 2
5,
 2
)
−4
0
4
8
12
(d) Mean dry season precipitation (mm)
0
50
100
150
200
250
(e) Mean dry season evapotranspiration (mm)
se
q(
−2
5,
 2
5,
 2
)
0
100
200
300
400
500
CHAPTER 2                                                                                                                                      
 84 
levels as proxies for fuel loading and moisture is sufficient for predicting fire 
occurrence in the tropics, and that the inclusion of temperature, wind speed, 
humidity or fuel quantity datasets is not essential.  
The main issue with the timing of the PFI is that it predicts the main 
August peak in fire activity two months too early. It allows fires to occur from the 
beginning of the drying season, but during this time the fuel is becoming drier: it 
is not yet dry. Hence, fire should not be predicted at the beginning of a dry 
season, but the optimal time delay is likely dependent on the vegetation type, 
the WSI of the preceding wet season and the rate of increase of the DSI, since 
different fuels dry at different speeds. Additionally, the timing of ignitions may 
also have a significant effect. For instance, the predominantly human-driven 
fires of Northern Australia occur mainly near the beginning of the dry season 
(Russell-Smith et al., 2007). Further analysis of the seasonal cycles for 
individual biomes may provide insight into where the major discrepancies are. 
The December peak in fire activity is predicted one month too late by the PFI, 
but the observations are of similar magnitude in both December and January, 
so this is not necessarily a major problem. This may also be an effect of the 
monthly (rather than daily) calculation of the PFI.  
Although an improvement in the timing of the PFI predictions would 
undoubtedly be beneficial, it is more important that the magnitude and spatial 
distribution of the estimates is adequate. The goal of fire modelling within a 
DGVM is to improve estimates of emissions and carbon cycling, which depend 
much more on the location and extent of burning than on the timing of fires. The 
PFI does not represent an improvement over the existing indices in terms of 
temporal fire predictions, but it does perform significantly better on a spatial 
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scale, making it much more suitable for use within a DGVM. 
By representing fuel availability indirectly as a function of moisture 
availability, the PFI not only avoids the major problem of high fire predictions in 
sparsely vegetated area such as the Sahara desert, but also captures many of 
the finer nuances of the fire distribution pattern across all LCTs. This gives the 
PFI a distinct advantage over existing FDIs due to its suitability for long-term, 
large-scale, within-DGVM analysis of climate change and the environmental 
impacts of fire across the globe. 
Additionally, it is likely that many of the remaining discrepancies between 
the spatial distribution of the PFI and the MODIS active fire product are caused 
by ignition patterns. The PFI represents the maximum possible number of fires 
that could occur, but in many areas, the true number of fires will be considerably 
smaller, as a result of a lack of ignition sources or active measures taken to 
prevent fires. Hence, the areas in which the PFI appears to be too high, such as 
South America or northern Australia, are not necessarily a sign of a shortfall of 
the index. Rather, these regions have the potential to provide interesting insight 
into human behaviour with regards to wildfire.    
A particular advantage of the PFI model is being able to calculate fuel 
and water limitations to fire activity. The PWL gives an interesting insight into 
the way certain LCTs may react to changes in seasonal patterns of precipitation 
or temperature. Areas that have low PWL values are much more prone to 
increased fire risk if there is above-average rainfall in the wet season, whereas 
water-limited ecosystems are much more susceptible to dry season drought. 
Since fire-prone ecosystems are more likely to have low PWL values, changes 
in precipitation in the wet season have more impact on fire activity than changes 
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in dry season precipitation. The main focus of existing fire danger indices and 
current fire literature is on the effect of drought on fire occurrence: these results 
suggest that moisture levels in wet seasons preceding droughts are of more 
importance to fire prediction.  
Contrary to expectations, fire in dry, barren regions such as the Sahel is 
predominantly limited by an excess of moisture, as well as the expected dense, 
tropical forests, while it is the intermediate LCTs that are more prone to fuel-
limitation. While this may, in part, stem from the difficulties faced when fitting the 
model to the sparse herbaceous and shrub cover LCT, which covers a large 
proportion of the Sahel, we hypothesise that this might also be a result of 
drought-adapted vegetation in the region. Many plants, such as the baobab 
tree, store large quantities of water and transpire very little: the low 
evapotranspiration levels in the area results in very low-intensity drying 
seasons, despite long periods without rain.  Additionally, the effect of changes 
in moisture on the growth of such plants is small. Therefore, if a drying season 
is exceptionally long or intense, this could be more likely to increase 
flammability by depleting water stores, than a long wet season would be by 
increasing fuel production. However, this is would require substantial further 
research to be confirmed.  
There are many benefits of having an FDI that works well across multiple 
ecosystems. We can quickly and easily investigate the effects of changes in 
climate on pan-tropical fire activity, rather than focusing on small, individual 
regions. We can therefore further investigate claims such as that presented by 
Krawchuk et al. (2009) of increases in fire activity in some regions being 
balanced out by decreases in other areas, and the resulting effects, if any, on 
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carbon emissions. Additionally, we can analyse whether fires in specific biomes 
are predominantly limited by a lack of fuel or an excess of moisture, and 
pinpoint the thresholds at which this limitation switches.  
As mentioned in the Introduction, the PFI represents potential fire, rather 
than expected fire activity: the index does not take the presence or absence of 
ignition sources into consideration. Hence, the PFI is only a realistic 
representation of fire activity in regions with high levels of human fire-causing 
activity or lightning strikes. Elsewhere, it is bound to be too high, as seen in 
Figure 2.1. Despite this, the index is of considerable use. It can be used to 
identify changes in flammability in specific regions as a result of a changing 
climate, thus aiding in fire management. It can also be combined with an 
ignitions model within a DGVM, and its improved accuracy over the other 
indices suggests that the resulting estimates of pan-tropical burning and 
resulting trace gas emissions will consequently be enhanced. Additionally, a 
detailed ignitions model may improve the temporal accuracy of the index, since 
ignitions are unlikely to be evenly distributed throughout the fire season, though 
further research is required to confirm this.  
The PFI should be easy to implement within a DGVM. The main obstacle 
is that the model LCTs may not correspond to those used to calibrate the 
model, or, more likely, that the model may use plant functional types (PFTs) 
rather than LCTs, which by definition do not characterise mixed/mosaic classes 
or biomes. In the first case, the LCTs could be grouped appropriately and 
parameter means can be used. If LCTs are not included in the model, a method 
similar to that used by Pacifico et al. (2011) could be used to transform each 
LCT into a PFT, where necessary. It is also possible to read the GLC2000 
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dataset into the DGVM as an ancillary, and use it directly (as was done for this 
study), although this would not allow for future changes in land cover. 
Alternatively, it may be easier to recalibrate the model so that the parameters 
are functions of biomass. Since the values of a and b roughly correlate to the 
biomass gradient, this should be a feasible option, and shouldn't cause major 
changes to the model results. This would also make the model more dynamic 
since it would allow the land cover to change temporally. However, this would 
be dependent on the model being able to accurately estimate biomass, which is 
not straightforward (e.g. Lu, 2006).  
Finally, it would be useful if the model could be extended to extra-tropical 
regions, so that it could be run on a global scale. The model may prove to be 
unsuitable in ecosystems that do not experience strong, distinct drying and wet 
seasons, but since there is no restriction on how many drying/wet season pairs 
per year the model can take as input, the model may still work. Indeed, 
Westerling et al. (2006) found that extra-tropical fires are still strongly driven by 
oscillations between wet and dry periods, but that the presence of snow adds to 
the complexity of determining dry seasons. 
In conclusion, therefore, the fire risk model developed here, the Potential 
Fire Index has many advantages over existing fire danger indices. It is 
applicable to a range of ecosystems as a result of considering fuel availability. It 
is simple to calculate, and requires only precipitation, evapotranspiration and 
land cover type as inputs, all of which are readily available datasets. It can be 
clearly interpreted as the maximum possible number of fires that can occur, 
given the local climatic and vegetative conditions. Its estimates are comparable 
to existing FDI predictions when looked at temporally, both for forested parts of 
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the tropics and across all LCTs, and are much closer to observed spatial 
patterns of fire activity. The PFI works well as a standalone model, but could be 
implemented within a broader model with some further development, and 
should be extendable to a global scale with little modification.  
 
NB: This is the end of the content of Fletcher et al. (submitted).  
 
2.2 FROM POTENTIAL FIRE TO EXPECTED FIRE COUNTS: MODELLING 
IGNITIONS 
The potential fire index (PFI) developed in the first part of this chapter 
represents the number of fires that could occur as a result of the local 
climatology: it is not equivalent to active fire counts, despite strong correlations 
between the PFI and observed fire activity. In order to make full use of the PFI, 
it is therefore necessary to develop a method for converting the PFI into an 
expected number of fires. This method should represent the effect of the 
presence of ignition sources on fire occurrence. The purpose of this is not to 
produce a generalised ignitions parameterisation that can be used in any fire 
model, but rather to develop a simple method that specifically applies to the PFI 
and enables its incorporation into a DGVM. 
 
2.2.1 Existing model approaches 
Modelling ignition events is arguably the most complicated aspect of fire 
modelling, as evidenced by the range of parameterisations used by existing 
models. The Glob-FIRM model (Thonicke et al., 2001) simply assumes that 
ignition sources are always present, thus avoiding the problem, but likely 
CHAPTER 2                                                                                                                                      
 90 
resulting in a significant loss of accuracy, since it is an unrealistic assumption. 
This would be equivalent to using the PFI as an estimate of expected fire 
counts, which would result in an overestimation of fire activity. MCFIRE 
(Lenihan et al., 1998) uses an ignition and fire spread probability, derived from 
simulations of fuel flammability, rate of spread and a basic indicator of the 
presence of lightning. The exact calculation is not given, and this method is 
designed to identify only extreme fire events. Other fire models tackle the 
problem of ignitions in two parts, by dividing them into natural ignitions caused 
by lightning, and anthropogenic causes of fire. These are modelled 
independently, with the complexity of the approaches varying considerably 
between models. 
 
2.2.1.1. Natural ignitions 
Natural ignitions, with only one main driver, are theoretically straightforward to 
predict, but the models nonetheless all use slightly different parameterisations. 
Reg-FIRM (Venevsky et al., 2002) prescribes a constant number of lightning 
ignitions per grid cell per day. SPITFIRE (Thonicke et al., 2010) and its 
successor, the fire component of LPX (Prentice et al., 2011), both calculate 
lightning ignitions as a constant fraction of observed lightning flashes, yet don't 
agree on the value that this should take. The CLM fire parameterisations (Li et 
al., 2012a,b; Li et al., 2013) take a similar approach, but allow this fraction to 
vary based on a grid cell's latitude. CTEM (Arora and Boer, 2005) has the most 
complex method for modelling natural ignitions, using a non-linear function of 
lightning flashes between upper and lower bounds.  
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2.2.1.2. Anthropogenic ignitions  
Anthropogenic ignitions are unquestionably the hardest driver of fire occurrence 
to model. The CTEM fire model, despite having the most detailed lightning 
ignition parameterisation, does not attempt to model human ignitions, instead 
stating that the probability of fires being started by humans “may be selected 
depending on location and human activity”. This method is therefore impossible 
to reproduce. SPITFIRE uses a function of population density (PD) that requires 
region-specific parameter values denoting the propensity of humans to cause 
fires, but this equation is then removed from the model during the LPX 
development and not replaced, emphasising the inadequacy of the 
parameterisation. Reg-FIRM calculates human ignitions as proportional to the 
product of PD0.43 and the natural logarithm of PD, whereas the first CSM fire 
parameterisation (Li et al., 2012a) goes for the less complex option of PD0.4. 
The subsequent CSM fire parameterisation (Li et al., 2013) uses a much more 
detailed function of PD along with additional functions of gross domestic 
product, the seasonality of agricultural fires, and the fractional coverage of 
cropland to estimate fire.  
There is a clear lack of agreement about the exact nature of the 
relationship between population and fire, even when PD is used as the sole 
driver of anthropogenic ignitions. It may be that the functions of PD used are too 
simple. For instance, Bistinas et al. (2013) suggests that the relationship 
between PD and burnt area varies based on land use, and it would therefore be 
logical to assume that the relationship between PD and fire occurrence does as 
well. Many other factors that influence the occurrence of fire have been 
identified in the literature: their inclusion would undoubtedly exacerbate the 
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discrepancies between the models, but their exclusion inevitably limits the 
potential accuracy of the models. These factors include proximity to roads, 
forest edges or clearings, degradation levels from previous burns, and distance 
from agricultural settlements or charcoal pits, to name just a few (e.g. Cochrane 
et al., 1999; Alencar et al., 2004; Alencar et al., 2006). Cultural and political 
factors may also affect the location and timing of anthropogenic fires. For 
instance, the relative values of timber and pasture, and education about the 
economic consequences of wildfire, can have large impacts on the extent of 
deforestation (Guyette et al., 2002), as can the intensification of agriculture 
(Morton et al., 2008). Additionally, it seems likely that intentional human ignition 
events are dependent on fire potential, since humans are less likely to attempt 
to ignite fires while it is raining or the fuel is saturated, or if there is no fuel to 
ignite, yet this interaction is not considered by any of the models.  
 
2.2.1.3. Limitations of existing ignition models 
The ignition models described above are generally described as “process-
based”. As explained in Chapter 1, this implies that the individual processes that 
ultimately come together to cause fire are represented mathematically. There 
are several problems with a process-based approach when attempting to model 
ignitions. The first of these is that we, as a scientific community, do not 
understand all of the processes driving ignitions. We understand that lightning 
can cause fires if it is not accompanied by heavy rainfall, but do not know why 
some lightning strikes trigger burning and others do not. Similarly, we know that 
anthropogenic ignitions are linked to human activity, but we have not identified 
every factor that influences human fire-causing behaviour, hence our reliance 
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on general functions of population density. Despite extensive research into the 
drivers of the anthropogenic fire regime, no consensus has been reached. 
This complexity means that it is impossible to include all of the driving 
factors in an ignition model, but limiting restricting ignition parameterisations to 
functions of lightning and population density does not give adequate results, 
suggesting that this is an oversimplification. If more drivers are included, 
additional input datasets will be required, which are not necessarily available at 
large temporal or spatial scales.  
 Another obstacle to the development of an accurate process-based 
ignitions model is that ignitions are not, in themselves, observable. An ignition 
event is a spark that may take hold to become a fire, if the local conditions are 
favourable to fire. Some ignitions will not take hold to become fires, and hence 
are not accounted for in active fire datasets. The lack of quantifiable data makes 
any “process-based” ignition models difficult to calibrate. There is little 
explanation in the literature about what data is used to calibrate existing 
parameterisations. Furthermore, it is difficult to distinguish between fires caused 
by lightning and fires resulting from human activity, especially as the two are 
believed to be co-dependent: it is believed that anthropogenic fires pre-empt the 
natural fire regime (Keeley and Bond, 2001; Prentice et al., 2011). Some 
documentation of lightning ignitions in specific areas is available (Tutin et al., 
1996; Middleton et al., 1997; Ramos-Neto and Pivello, 2000), but this is rare, 
and not comprehensive.  
 Finally, due to the differences in meaning between the new PFI and 
commonly-used fire danger indices, it would not be possible to use an existing 
ignition model in the way it was designed, by multiply the resulting estimates by 
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the potential fire. Such an approach would make no physical sense, and would 
result in extremely inflated fire estimates. It would be plausible to take the 
minimum value of the expected ignitions and PFI in order to obtain a sensible 
fire count prediction. However, this would rely heavily on the somewhat dubious 
accuracy of current ignition modelling methods.  
 
2.2.2 An empirical approach to ignition modelling 
It seems that a logical approach for converting the potential fire index into fire 
count estimates would be to develop a new, empirical model, which makes use 
of the observable relationships between the PFI and fire counts. Using 
empirically derived parameters that represent the proportion of the potential 
fires that are expected to occur would implicitly account for the local effects of 
human activity, lightning strikes, and any other factors on fire occurrence, thus 
removing the need for complex, process-based simulations of these drivers.  
It is likely that the local land cover type influences the PFI to fire count 
ratio. However, there is no obvious linear relationship between these two 
variables per LCT (Fig. 2.4). Although for some LCTs, the linear regression fits 
between the two give relatively high R2 values, suggesting a linear relationship 
may work as an approximation, there is a visible lack of linearity for all LCTs. 
The use of a single parameter per LCT would therefore not be suitable for 
modelling purposes. We consider instead individual parameters specific to each 
grid cell.  
This choice of method would not allow for temporal changes in the 
distribution of ignitions, but could be modified in the future to look at monthly, 
seasonal or annual patterns in ignitions. For now, however, we can assume that 
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significant changes in human activity or lightning patterns do not occur rapidly. 
  
Figure 2.4: Estimated dry season potential fire (PFI) against observed dry 
season active fire (MODIS MCD14ML satellite product), for the tropics (top left) 
and each individual land cover type. The corresponding least-squares 
regression lines are given in blue, with their gradients and the R2-values of the 
regression fit. The 1:1 lines are shown in red, for comparison.  
 
 
Interannual variability in lightning occurrence is general assumed to be small 
(Thonicke et al., 2010), and, barring sudden policy changes, people are unlikely 
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to drastically change their habits from one year to the next. 
It is worth noting that the use of a prescribed map of parameters to 
represent human ignitions is not entirely new: SPITFIRE uses a prescribed map 
for the values of a(ND), the propensity of humans to produce ignition events, 
although this is not reproducible without more information.  The parameters 
used here simply provide a more direct approach, by eliminating the need for 
equations of population density or lightning flashes.  
 
2.2.2.2. Parameter calibration 
The average proportion of estimated potential fires that actually occur in each 
grid cell 𝑖, henceforth denoted 𝛿!, can be calculated in one of two ways. The first 
option is to fit a linear model of observed dry season fire to PFI for each grid 
cell. The linear model is restricted to passing through the origin, since a PFI of 0 
indicates that no fire should be present, and the gradient of the resulting 
regression line is taken as 𝛿!. Non-linear relationships between the PFI and fire 
counts were also considered, but display no significant improvement in fit over 
the basic linear model. The second option is to divide the mean grid cell dry 
season fire counts by the mean grid cell PFI.  
The two methods give very similar results for an average grid cell (Fig. 
2.5, Scenario 1), though the linear model is slightly less susceptible to extreme 
outliers. If the PFI is consistently calculated to be larger than zero, but no fires 
ever occur in the grid cell (Fig. 2.5, Scenario 2), indicating a complete lack of 
ignitions, the resulting estimate of 𝛿  will be zero, regardless of the estimation 
method. The main difference occurs in Scenario 3, in which the PFI is always 0, 
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suggesting that fire should not be possible, but at least one fire has been shown 
to have taken place. In this case, the fraction method involves an attempt to 
divide by zero, resulting in 𝛿 =   ∞, whereas the linear model method returns a 
missing value in any statistical software. In fact, this scenario is rare, and for the 
calibration data only occurs in one single grid cell. Based on these scenarios, 
the linear model method of estimating 𝛿 is used from now on, though the 
fraction method would be adequate. 
 
Figure 2.5: Comparison of the two methods of estimating the fire counts (NF) to 
PFI ratio (linear model vs. fraction of means) in three possible scenarios. 
 
 The same data used to calibrate the PFI model is used here, for 
consistency. The PFI is estimated, as before, using the CRU version 3.21 global 
monthly time series of precipitation (University of East Anglia Climatic Research 
Unit, 2013), the TRENDY ensemble mean for evapotranspiration (Sitch et al., 
2013) and the GLC2000 land cover data set (Bartholomé and Belward, 2005; 
Global Land Cover 2000 database, 2003). The observed fire counts are from 
the MODIS MCD14ML global monthly fire location product (Giglio, 2010). Dry 
season PFI and fire counts are used instead of monthly or annual values, for 
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consistency with the methods used to calibrate the PFI model. The analysis is 
performed on all 1ºx1º grid cells between 25ºN and 25ºS, from July 2002 
through to December 2010.  
Theoretically, the values of 𝛿!  should never be larger than 1, since the 
PFI represents the largest number of fires that can occur given the fuel 
availability and moisture. However, since the PFI model was fitted to the largest 𝑥% of fire counts, rather than using the absolute upper limit of fire counts, the 
PFI is likely to be slightly lower than the true maximum number of potential fires. 
Additionally, a small amount of model error is inevitable. Imposing an upper limit 
on the values of 𝛿!  for theoretical purposes would only serve to reduce the 
accuracy of the final fire count estimates. The calculated values of 𝛿! , shown in 
Fig. 2.6, are larger than 1 in just over 11% of land grid cells in the study area, 
and above 1.5 in under 5%. 
Figure 2.6: Calculated values of 𝛿! , which represent the proportion of estimated 
potential fires that are expected to actually occur for each grid cell. 
 
2.2.2.3. Suitability of the proportional adjustment method 
By comparing the observed fire counts from the MODIS dataset to 𝛿! ∙ PFI for 
every dry season and grid cell, we can test the assumption that a constant 
value of 𝛿!  per grid cell is suitable, and that allowing 𝛿!  to vary per month, dry 
season, or year is not necessary over the given study period. In other words, we 
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are testing the assumption of negligible interannual variability in ignition 
patterns. 
Figure 2.7: Estimated against observed dry season fire counts for all tropical 
LCTs (top left) and each LCT individually. The corresponding 1:1 line is shown 
in red, which is equivalent to the linear regression fit, which has a gradient of 1 
in all cases. The R2-values of each linear regression fit are given for each plot. 
 
Due to the way in which the 𝛿!  were calculated, the least-squares 
regression lines between the estimated and observed active fires will have a 
gradient of 1, both overall and per land cover type. These are equivalent to the 
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1:1 lines shown in red in Fig. 2.7. The statistics of interest are the R2-values of 
these regressions: if they are low, this suggests that there is a significant 
amount of variability in each grid cell of the fire count to PFI ratio, implying a 
grid-cell specific constant value of 𝛿! may not be appropriate. 
When tested over all LCTs, the coefficient of determination of the 
regression fit between estimated and observed fire counts is very high at 0.914. 
This shows that, overall, not allowing 𝛿! to vary temporally is not problematic for 
the time period studied. This is true for the majority of LCTs when considered 
separately. The R2 values are low for sparse herbaceous or shrub cover and 
needle-leaved evergreen trees. However, these are the same LCTs for which is 
was difficult to fit the PFI model (Table 2.2), suggesting that the poor linear 
relationship between PFI and observed fire counts for these vegetation types is 
a limitation of the PFI model, rather than an indication of significant seasonal 
variability in ignition patterns.   
 
2.2.3 Magnitude of the fire count estimates 
The MODIS MCD14ML dataset gives information about hot pixel detections, 
rather than individual fires. The dataset is derived from information from 2 
satellites, Terra and Aqua, which often both detect the same fire (Giglio, 2010). 
Large fires are also prone to multiple detections. We can obtain an 
approximation of the average number of times a single fire event is detected by 
each satellite by grouping the detections into probable single fire events. This is 
done by binning the detections from each satellite by day, latitude and 
longitude, with these two latter dimensions rounded to the neared arcminute, 
and calculating the mean number of detections in each bin.  
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Using this method, a single fire is detected approximately 1.94 times by 
each of the two satellites. Hence, we assume that a fire is detected an average 
of 4 times. All estimates of fire counts produced using the methods described in 
this chapter should be divided by 4 to account for multiple detections in the 
calibration dataset.  
 
2.3 DISCUSSION 
This chapter deals with the development of a potential fire index, and a method 
for using the PFI to estimate fire activity, so that the PFI can be used within a 
standard framework of a fire model.  
The PFI is useful in its own right. It can be used as a standalone 
predictor of potential fire occurrence, and it has many advantages over existing 
fire danger indices. It accounts for changes in fuel availability, making it suitable 
for use over all tropical ecosystems, as is shown by the high spatial correlations 
between the PFI and observed active fire. It requires only precipitation and 
evapotranspiration data as input, which are more readily available at large 
spatial or temporal scales than relative humidity or wind speed, for instance. It 
can also be used to identify the regions in which an excess of fuel moisture, 
rather than a lack of fuel, predominantly limits fire activity.  
 In addition to this, the PFI can be incorporated into a fire model when 
combined with the ignition parameters shown in Fig. 2.7. The spatial and 
temporal accuracy of the resulting fire count predictions depends on the 
accuracy of both the PFI and the ignition parameters. The improvement in 
spatial accuracy of the PFI over existing FDIs that are currently used in fire 
models is likely to be beneficial. The PFI is temporally comparable to other 
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FDIs. Whether the resulting fire count estimates are also temporally comparable 
to those produced by existing fire models depends on the suitability of keeping 
the ignition parameters constant in time, as well as the temporal accuracy of 
current ignition models. For the study period assessed in this Chapter, July 
2002 to December 2010, the assumption of little interannual variability in 
ignitions per grid cell appears to be sound. However, this does certainly limit the 
model, since it can’t reliably be used for palaeontological predictions of fire 
activity, or for estimates in the far future. This method of modelling ignitions is 
therefore a temporary solution. Once the processes driving ignitions are better 
understood, this method should be updated.  
 A full assessment of the performance of this fire count model in 
comparison to existing models and observations is given in Chapter 4.  
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3. Fire spread and burnt area 
The following chapter has been published as: 
 
Fletcher, I.N., Aragão, L.E.O.C., Lima, A., Shimabukuro, Y. & Friedlingstein, P. 
(2014) Fractal properties of forest fires in Amazonia as a basis for modelling 
pan-tropical burnt area. Biogeosciences, 11, 1449 – 1459, doi: 10.5194/bg-11-
1449-2014. 
 
The contributions of each co-author are detailed in Section 1.9. 
 
3.1 ABSTRACT 
Current methods for modelling burnt area in dynamic global vegetation models 
(DGVMs) involve complex fire spread calculations, which rely on many inputs, 
including fuel characteristics, wind speed and countless parameters. They are 
therefore susceptible to large uncertainties through error propagation, but 
undeniably useful for modelling specific, small-scale burns. Using observed 
fractal distributions of fire scars in Brazilian Amazonia in 2005, we propose an 
alternative burnt area model for tropical forests, with fire counts as sole input 
and few parameters. This model is intended for predicting large-scale burnt 
area rather than looking at individual fire events. A simple parameterization of a 
tapered fractal distribution is calibrated at multiple spatial resolutions using a 
satellite-derived burnt area map. The model is capable of accurately 
reproducing the total area burnt  (16,387 km2) and its spatial distribution. When 
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tested pan-tropically using the MODIS MCD14ML active fire product, the model 
accurately predicts temporal and spatial fire trends, but the magnitude of the 
differences between these estimates and the GFED3.1 burnt area products 
varies per continent.  
 
3.2 INTRODUCTION 
Fires are a major component of the global carbon cycle. Globally, they release 
an average of 2.0 Pg C yr-1 into the atmosphere and over a third of this amount 
can be attributed to tropical fires (van der Werf et al., 2010). A changing climate 
is expected to increase the occurrence of droughts in tropical regions (e.g. 
Booth et al., 2012; Cox et al., 2008), which in turn will make extreme tropical fire 
regimes more likely (Aragão et al., 2007; van der Werf et al., 2008).  
 Despite their importance, representing fire dynamics within dynamic 
global vegetation models (DGVMs) to model their impacts upon the structure 
and functioning of ecosystems and their potential feedbacks on the climate 
system has been challenging. Their accuracy depends, in part, on an accurate 
representation of fire dynamics, yet many DGVMs do not contain a wildfire 
component (Piao et al., 2013). For quantifying carbon emissions from fires, 
three main steps are required: (i) predicting how many fires will occur, (ii) 
modelling the spread of these fires in order to determine burnt area, and (iii) 
calculating the expected quantity of biomass that will be combusted as a result. 
In this study we focus specifically on the second of these steps.  
 Within existing fire models, the spread of fire is one of the more complex 
processes. Many fire models implemented in DGVMs – including the most 
detailed fire models to date, SPITFIRE (Thonicke et al., 2010) and its 
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successor, the fire component of LPX (Prentice et al., 2011) – use an approach 
based on the Rothermel equations (Rothermel, 1972) to model the rate of fire 
spread. The area burnt in a given grid cell is then calculated using the rate of 
spread, expected number of ignitions and calculated fire danger index. This 
estimate relies on the assumption that fires generate elliptical burn scars. The 
Rothermel approach requires data about the distribution, density and moisture 
content of fuel in the area, the velocity of wind, and assumptions about when 
fires stop spreading. Data about the fuel needed to sustain fire spread are 
generally calculated by the DGVM itself, and therefore prone to substantial 
uncertainties. Wind velocity is routinely measured at meteorological stations; 
however, the accuracy of wind estimates from climate models that extend past 
the time frame of available measurements is uncertain, further limiting the 
potential of such an approach for palaeontological or future projections of fires. 
Additionally, a large number of prescribed parameters are used to describe 
processes such as the effect of damp fuel combustion on fire intensity. These 
parameters are generally estimated, and therefore likely to differ from their true 
values. Hence, each additional parameter introduces a new level of uncertainty 
into the modelled fire simulations. Because simulated area burnt is dependent 
on several separate assumptions, expressed as parametric equations, its 
accuracy is highly susceptible to both parameterization and forcing data errors, 
especially for tropical forest ecosystems. 
 It is undeniable that fire spread, as a physical process, must be 
dependent on ecological and climatic conditions, and that details of these 
conditions are essential for predicting the spread of any individual fire. The 
traditional approach of modelling the spread of individual fire events requires 
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detailed, localized data such as wind speed, fuel moisture and fuel loading. 
However, if the aim is to estimate the total burnt area resulting from all fires in a 
given region or biome over a certain time period, we can greatly reduce the 
number of input data sets required. For the model developed in this study, by 
using the theory of a scale-invariant fire size distribution, we need only 
ecological information about the dominant land cover type of the study area. 
 Scale invariance manifests itself as a fractal distribution, where the 
probability that an event of a certain size will occur decreases proportionally as 
the size increases. The exact distribution that is appropriate for a given system 
is debatable, and a range of possibilities are suggested in the literature. It has 
been shown that a huge range of complex dynamical systems and extreme 
events are scale-invariant, from earthquakes (Sornette and Sornette, 1989) and 
solar flares (Bofetta et al., 1999), to the extinction of species (Solé and 
Manrubia, 1996). More importantly for this work, numerous studies have shown 
scale invariance in the distribution of wildfire sizes, for certain regions and time 
frames (Cui and Perera, 2008). Significant power-law distributions of fires were 
found in regions of the US and Australia (Malamud et al., 1998), Spain (Moreno 
et al., 2011) and Amazonia (Pueyo et al., 2010). Some studies showed that 
either a truncated, piecewise or tapered distribution might be more appropriate 
for certain regions (Cumming, 2001; Holmes et al., 2004; Ricotta et al., 1999; 
Schoenberg et al., 2003; Pueyo et al., 2010) than an unbounded one. 
 The consensus among these studies is that variation in the parameters of 
these distributions between ecosystems and regions is associated with 
differences in land cover and local climate, and as such there has been no 
previous attempt to generalize the distributions over larger regions and time 
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periods. In this study, we consider only tropical forests. Although there is 
variability in land cover within tropical forests, we do not investigate the effect of 
land cover on the distribution parameters in this study. Local climate affects 
both the number of fires or fire fronts that occur as well as the spread of these 
fires. However, in this study we hypothesize that the effects of climate variations 
on active fires and fire spread are closely correlated, and hence, if fire counts 
are known, then the distribution parameters can be estimated from this single 
input variable, without the introduction of a weather variable.  
 To test this hypothesis, we proceed in three successive steps. First, we 
identify a distribution that is a suitable approximation of the observed 
distribution of fire sizes in the forests of Brazilian Amazonia. Second, we 
develop methods for estimating the distribution parameters, and check the 
accuracy of the model simulations of both the spatial distribution and total 
accumulation of burnt area across the whole region. Third, we test the suitability 
of the model for use with all tropical forests, as well as its ability to capture both 
spatial and temporal patterns of burnt area. 
 
3.3 MODEL DEVELOPMENT 
3.3.1 Data 
In this work we used a burn scar data set for 2005 produced by Lima et al. 
(2009), restricted to the forested areas within the Brazilian Legal Amazonia 
limits, to calibrate the model. The burn scars were mapped using a linear 
spectral mixing model (LSMM; Shimabukuro and Smith, 1991) applied to the 
MOD09 daily reflectance product from Moderate Resolution Imaging 
Spectroradiometer (MODIS) onboard of NASA's Terra satellite, using the red 
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(band 1), near-infrared (band 2) and short-wave infrared (band 6) bands at a 
250 m spatial resolution (Justice et al., 2002) (band 6 data were regridded from 
its original 500 m resolution). The MODIS images were chosen based on the 
following criteria: (1) images should be within the fire season period, identified 
by analysing daily active fire information from MYD14 product; (2) images 
should be free or partially free cloud images; and (3) images should be acquired 
with a view angle close to the nadir to minimize panoramic distortion. 
 The mapping was carried out in four steps, following the methods of 
Shimabukuro et al. (2009): application of an LSMM, segmentation of shade 
fraction image, unsupervised classification by regions and visual interpretation. 
 The LSMM was applied to the composite bands 1, 2 and 6 to generate 
the shade fraction image, which highlights low-reflectance targets – the case of 
burnt areas. Shade fraction images were subsequently classified in two steps. 
The first consisted in the application of a segmentation algorithm. The second 
encompassed the use of an unsupervised classification method (ISOSEG, Ball 
and Hall, 1965; Kawakubo et al., 2013) applied to the segmented images.  
 For the segmentation procedure two thresholds were defined: a) the 
similarity threshold, a minimum threshold below which two regions are 
considered similar and grouped into a single polygon, and b) the threshold area, 
minimum area value, given in pixels numbers, for a region to be individualized. 
A value of eight digital numbers and an area equal to four pixels were used for 
the similarity and area threshold, respectively. These thresholds were set based 
on the complexity of shape and size as well as from the mean deviations of 
digital number values of burn scars samples visually identified.  
 After segmentation, the ISOSEG algorithm was applied to the three 
                                                                                               FIRE SPREAD AND BURNT AREA 
 109 
bands generated by the LSMM, shade, soil and vegetation with a 75% similarity 
limit (Shimabukuro et al., 2009). From the resulting classes, those 
corresponding to burnt areas were merged into a single “burn scar” class, and 
the remaining classes were discarded.  
 All water bodies were masked out and editing based on visual 
interpretation was performed to differentiate between burn scars and terrain 
shadow. All maps produced for each date were combined into a single yearly 
map depicting the total area of burn scars in 2005.  
 Finally, to quantify the forest burnt area, the burn scars map generated 
was overlapped by the 2005 forest mask provided by PRODES project (INPE, 
2013). The final map used for the model calibration was the result of the 
intersection between the burn scars and PRODES forest area maps.  
 We compare the total area of burn scars mapped with a higher resolution 
map (30 m spatial resolution) derived from visual classification of Landsat 5/TM 
false-colour composite scenes for three Amazonian states following a west-to-
east transect: (1) Acre (path 001/ row 67), (2) Amazonas (path 230/ row 65) and 
(3) Maranhao (path 221/ row 65). For the classification of the total burnt area for 
2005 based on Landsat 5/TM data we used seven, five and six cloud-free 
scenes acquired during the fire season for Acre, Amazonas and Maranhao, 
respectively. We also compare our results with the MODIS burn scar product 
MCD45. Overall, using the LSMM algorithm produces a total area of burn scars 
consistent with the higher resolution map, apart from the state of Amazonas, 
where an underestimation is clear. Surprisingly, the MCD45 product well 
underestimates the burn scar area for the regions analysed in comparison to 
both Landsat 5/TM and our MODIS LSMM mapping procedure (Fig. 3.1).  
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 For the purpose of our analysis we used point data corresponding to the 
LSMM image data, at a 500 m resolution. We treated every group of adjacent 
500 m x 500 m pixels as a single fire event, and counted the number of fires of 
each size, A, in every grid cell, repeating the procedure for four different grid-
cell resolutions: 0.5º x 0.5º, 1º x 1º, 2º x 2º and 4º x 4º. Any fire event that 
crossed a boundary between two or more grid cells was attributed to the grid 
cell in which the majority of the burn scar could be found. In this way, we 
obtained information about the number of fires of each size in each grid cell.  
Due to the use of logarithms in the distributions, all calculations use the 
number of pixels as the fire size measure, rather than an area value, to ensure 
that 0 ≤ log(A) at all times. 
Figure 3.1: Comparison of the Landsat TM, LSMM-MODIS MODGA09 and 
MCD4501 burnt area products. 
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 All analyses presented below were performed for each of these four grid-
cell resolutions, to assess the effect of changing the resolution on the accuracy 
of the results. The suitability of the distribution for estimating burnt area was 
assessed at both a grid-cell level and over the whole Brazilian Amazon domain. 
The exact use of this data set in the overall work presented here is shown in 
Fig. 3.2. 
 
 
Figure 3.2: Flow diagram detailing the data sets and parameters used in 
calibrating and evaluating the model. 
 
3.3.2 Representing the fractal properties of fire size distributions 
A range of distributions has been used in the literature to describe fire size 
distributions. The most common is the Pareto distribution, sometimes referred 
to as the power-law distribution. This states that the probability that fire X is of 
size A or larger is proportional to A-b, for a constant b. Other studies use 
variations of this distribution to allow for the fact that fires in many regions show 
scale invariance only for a particular range of sizes. One of these variations is 
truncation, i.e. ignoring all fires smaller than a lower threshold and/or larger than 
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some upper threshold. Although this yields interesting information about the 
behaviour of fires, it is not useful in the context of this study, since all fires must 
be considered if an accurate prediction of burnt area is to be produced. Small 
fires contribute greatly to total burnt area: Randerson et al. (2012) found that 
accounting for small fires resulted in a 35% increase in total global burnt area 
estimates. Another variation prevalent in the literature is a piecewise 
distribution, where the parameters of the Pareto distribution are distinct for two 
or more ranges of fire sizes. Although possible, this would require the 
estimation of many more parameters, and hence could have a large effect on 
the accuracy of the model. The other commonly used option is to modify the 
Pareto distribution to include a tapering function (e.g. Schoenberg et al., 2003). 
However, this generally only allows for the distribution to tail off as the fires 
become extremely large: it does not take into account the fact that there may be 
a tail at the low end of the distribution as well.  
 Based on the burn scar data we are using to calibrate the model, we use 
the following distribution: 
 
𝑛!!! =   𝛼𝐴!! exp − 1𝐴 − 𝐴𝜃   , (3.1) 
 
where nX≥A is the number of fires of size A or larger, and α, b and θ are grid-cell-
dependent parameters. θ is known as the tapering parameter. The -1/A term 
represents the small-fire taper. Although an additional parameter could be 
introduced into this term, this tapering is most likely a result of limitations in the 
detection of small fires, and hence should remain constant. The estimate of 
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such a parameter for the whole region is 0.99 ± 0.075 (using least-squares 
regression, as described below), so the use of the number 1 in this term is 
reasonable. For ease of use, Eq. (3.1) can be rewritten by taking the logarithm 
of both sides, resulting in Eq. (3.2): 
 
log  (𝑛!!!) = log 𝛼 − 𝑏 log 𝐴 − 1𝐴 − 𝐴𝜃. (3.2) 
 
 By setting A = 1 and solving Eq. (3.2) for α, we get log(α) = log(nf) +1 + 
1/θ. Substituting this back into Eqs. (3.1) and (3.2), they can be rewritten as 
Eqs. (3.3) and (3.4), respectively: 
 
𝑛!!! =   𝑛!𝐴!! exp 1− 1𝐴 − (1− 𝐴)𝜃   , (3.3) 
log  (𝑛!!!) = log 𝑛! − 𝑏 log 𝐴 + 1− 1𝐴 − (1− 𝐴)𝜃 . (3.4) 
 
 We check that this distribution fits the data by estimating parameters b 
and θ using least-squares regression on Eq. (3.4), and comparing the resulting 
fitted cumulative frequencies to the data points. This is not an optimal fitting 
method, since a condition of least-squares optimization is that the errors are 
independent of one another. This is obviously not the case when cumulative 
frequencies are used. However, alternative methods such as maximum 
likelihood regression or the method of moments are not suitable in this case. 
These methods are commonly used for similar problems in the literature, using 
logarithmically binned data (e.g. Pueyo, 2007; Pueyo et al., 2010; Moreno et al., 
CHAPTER 3                                                                                                                                       
 114 
2011). Binning the data results in the loss of information about extreme fire 
sizes, hence our reluctance to use this technique in this instance. If the data are 
used unbinned, we encounter the problem of trying to fit a continuous, 
monotonically decreasing probability density function to a set of data in which 
many sizes can take the same frequency and some intermediate fire sizes do 
not occur at all (this pattern can be seen in the top right plot of Fig. 3.3). 
Ultimately, this results in a large underestimation of fire frequencies. Least-
squares regression, although not a perfect option, provides decent 
approximations of the parameters.  
The estimated cumulative frequencies of each fire size are close to the 
observed, with very small errors. This can be seen in Fig. 3.3 in the left-hand 
plots. The frequencies of each fire size can be calculated by differentiating Eq. 
(3.4) with respect to A, and this should give the best estimates of burnt area. 
Alternatively, burnt area can be calculated directly as the area under the 
cumulative frequency curve. In order to see whether the true distribution of fire 
size frequencies can be recreated, however, we round the cumulative 
frequencies to restrict the frequencies to integer values, and calculate the 
difference between cumulative frequencies for each consecutive integer value 
of A. This results in a similar frequency distribution to that observed in the data 
(Fig. 3.3, top right) but with increasing uncertainty as the frequencies decrease 
(Fig. 3.3, bottom right). The resulting burnt area estimate is only 5% lower than 
the observed total, and overall there is no evidence to suggest that this 
distribution does not fit the data.    
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Figure 3.3: Plots of the observed (black) and fitted (blue) cumulative frequency 
distribution (top left) and non-cumulative frequency distribution (top right), with 
the corresponding plots fitted against observed values (with 1:1 lines, bottom 
row). Logarithmic axes are used for all plots. The burnt area values given in the 
bottom-right plot are the total observed and estimated burnt area over the whole 
study region. 
 
3.3.3 Estimating the distribution parameters 
In order for this model to be of use, there needs to be a simple way to estimate 
parameters b and θ, preferably without introducing other input variables. To do 
so, we first of all approximate these parameters using least-squares regression 
for every grid cell, as well as a range of resolutions: 0.5º x 0.5º, 1º x 1º, 2º x 2º 
and 4º x 4º. This allows us to see patterns in the parameters, and determine 
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whether either of them is resolution-dependent. 
 
3.3.3.1. Estimating gradient b 
The parameter b in the distribution represents the underlying rate at which the 
cumulative frequencies of each consecutive fire size decrease. There is an 
extra adjustment to this in the form of the exponential component of Eq. (3.3). 
 By plotting the fitted values of b for each grid cell against a range of other 
variables, such as nf, θ, or max(A) (the largest observed burn scar in each cell), 
there is a consistent lack of correlation. We have not included all of the plots 
mentioned above, as this would be somewhat redundant, due to the similar 
patterns of each one: only b against nf is shown in Fig. 3.4. This suggests that b 
is approximately constant, and can be estimated by taking the mean value of 
the observations. Although there is a large amount of variation in b when nf is 
small, this can be attributed to the difficulties of parameter estimation when the 
model is fitted to a small number of data points.  
 There appears to be a slight effect of resolution on the mean value of b 
per grid cell. The coarser the resolution, the larger the value of b is. This is 
further supported by the significantly higher value of b obtained when the 
distribution is fitted to the whole region. However, performing Student t tests on 
the estimates of b for each pair of resolutions shows that there is not enough 
evidence at a 5% significance level to suggest that there is a difference 
between the means calculated here. This is true even if a one-sided t test is 
used on the estimates of b for 0.5º x 0.5º and 4º x 4º, which give the smallest 
and largest values of b, respectively (p-value = 0.2487). The mean of the b 
across these four resolutions is 1.27. The change in the total burnt area 
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estimates over the study region if a fixed b is used instead of the individual b 
per resolution is at most 4%. Hence, it is best for this study to keep b=1.27.  
 
Figure 3.4: Plots of estimated values of parameter b against fire counts, nf, for 
all four resolutions. The solid horizontal lines are at b=b for the values of b 
shown on each plot. 
 
3.3.3.2. Estimating tapering parameter θ 
We assume that there is always one single largest fire in each grid cell, so 
nX≥max(A) = 1. By setting A = max(A) in Eq. (3.4) and rearranging, we get the 
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following approximation of θ: 
 
𝜃 = max 𝐴 −   1log 𝑛! + 1− 1max 𝐴 − 𝑏  log  (max 𝐴 )  (3.5) 
 
Since 𝑏 = 1.27 from Section 3.3.3.1 and nf is an input variable, if a method of 
estimating max(A) is found, then θ can be calculated directly from Eq. (3.5). 
 The maximum size a fire can take in a grid cell is dependent on many 
factors. From a purely statistical viewpoint, the more fires in a cell, the larger 
max(A) is likely to be. The value of max(A) also depends on local climatic and 
ecological conditions. For example, fragmented fuel or a high fuel moisture 
content can severely limit fire spread, while high winds and a high litter load 
encourage fire propagation. Additionally, the largest potential fire size is not 
necessarily similar to the actual achieved max(A), which makes this a difficult 
value to predict. 
 The estimate used in this model is simple: it is a log-linear function of fire 
counts, as described by Eq. (3.6): 
 log max 𝐴 ≈ 𝑞  log  (𝑛!) (3.6) 
 
This obviously takes the statistical likelihood of large fires given the sample size 
into account, and restricts max(A) to 1 pixel if there is only one fire, which is a 
reasonable assumption. Also, since fire occurrence is itself dependent on the 
same climatological and ecological conditions as fire spread, we would expect 
max(A) and nf to covary. We see a correlation between the logarithms of the 
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two variables of between 0.73 and 0.85 for the range of resolutions, and this 
relationship can be observed in Fig. 3.5. While the introduction of additional 
input variables could potentially improve the estimates of max(A), the added 
complexity of the model and errors present in the input data sets may 
counteract any potential improvement in the model performance. 
 The value of q is estimated for each resolution: 𝑞 = 0.95, 0.87, 0.81 and 
0.78 for 0.5º x 0.5º, 1º x 1º, 2º x 2º and 4º x 4º, respectively. There is a sizeable 
amount of variation in the data, and hence the errors are relatively large. This 
may be due, in part, to the use of such a simple relationship between the 
variables. Particularly for high resolutions, there appears to be a slight decay in 
the linearity of the relationship as nf becomes small: the values of max(A) seem 
to flatten out rather than continue decaying (Fig. 3.5). However, the introduction 
of a more complex relationship is difficult, due to the need for additional 
prescribed parameters, and hence is not attempted here. The value of 𝑞 is 
clearly resolution-dependent, decreasing from 0.94 at 0.5º x 0.5º to 0.81 at 4º x 
4º. This decrease can be generalized by: 
 𝑞 = 0.88− 0.44  log  (𝐴!) (3.7) 
 
where Ac is the size of the grid cell in degrees squared. 
 By substituting Eq. (3.6) into Eq. (3.5), we obtain a final equation for 
estimating θ: 
𝜃 =    𝑛!! − 1log 𝑛! + 1− 1𝑛!! − 𝑏  log  (𝑛!!) 
 
(3.8) 
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Since q and b are fixed, as nf becomes large there comes a point at which θ 
becomes negative. Where this is the case, we prescribe q = ∞, so that the 
tapering term disappears.  
Figure 3.5: Plots of the largest fire per grid cell against fire counts, on 
logarithmic axes, for four resolutions. The solid lines are straight lines through 
the origin with gradient 𝑞, as given in the plots. 
 
3.3.3.3. Correcting for data detection resolutions 
The parameter estimation methods described above are calibrated to a data set 
detected at 500 m x 500 m resolution. If another data set is used that has been 
detected at a different resolution, gradient b will remain the same, but the 1-1/A 
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+(1-A)/θ component of Eqs. (3.3) and (3.4) needs to be scaled inversely 
proportional to the change in detection resolution: if the data driving the model 
are detected at 1 km2 (i.e. grid cells that are 4 times larger than those used to 
calibrate the model), then this term must be divided by 4 to compensate. The 
value of max(A) would also need to be divided by 4 in this example. It is crucial 
to note that θ should be estimated from Eq. (3.8) rather than by estimating 
max(A) first and substituting the corrected version of this into Eq. (3.5), or 
otherwise the correction will be applied twice.  
 
3.3.4 Predictions of burnt area 
Once the distribution parameters b and θ have been estimated using the above 
methods, they are substituted back into Eq. (3.3) to obtain estimates of the 
cumulative frequencies of the calibration data set. No parameter correction is 
needed in this case. The area burnt can be predicted by summing these 
cumulative frequencies over the range A = 1,…,max(A), for the estimated value 
of max(A). Failing to restrict the possible fire sizes to this range negates the 
previous assumption of there being a single, largest fire per grid cell. It is 
theoretically possible at this stage to integrate Eq. (3.3) over this range for a 
more accurate result, but the complexity of the equation makes it an unsuitable 
method in this case. Additionally, it is necessary to impose an upper limit on 
burnt area estimate per grid cell, equal to the area of that cell, in order to avoid 
unrealistic estimates. The area of each grid cell is estimated using the raster 
package in R (Hijmans, 2013; R Core Team, 2013). 
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Figure 3.6: Estimates of burnt area in Brazilian Amazonian forested areas, in 
number of pixels (500 m x 500 m) for a range of resolutions, on a logarithmic 
scale. The solid line in each plot is the 1:1 line, and the root-mean-square errors 
are given for each resolution. 
 
 The model is capable of predicting burnt area to a reasonably high 
degree of accuracy, although it is more prone to underestimating burnt area in 
grid cells with little fire activity. This slight skew can be seen in Fig. 3.6, and is 
most apparent at finer resolutions. There is a strong link between this 
underestimation and the underestimation of max(A) when using Eq. (3.6): for 
the range of resolutions studied, an underestimation of max(A) resulted in an 
underestimation of burnt area in between 87 and 92% of grid cells. The coarse 
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resolutions generally produce smaller errors, and the root-mean-square-error 
(RMSE) values decrease as the grid cell size increases. The spatial 
distributions of the burnt area estimates closely match those of the observations 
for all resolutions (Fig. 3.7).  
The total burnt area over the study region is 65,535 pixels, which equates 
to just under 16,400 km2. The total BA estimates for each resolution are 
presented in Table 3.1, and highlight the effect of the resolution on the final 
estimates: the larger the grid cells, the larger the overall estimate will be, though 
none of the estimates are unrealistically far from the observed value. 
Figure 3.7: Maps of burnt area estimates (left) and observations (right), in km2, 
for each resolution. 
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Table 3.1: Total burnt area estimates over the study region, in pixels and km2, 
for each resolution. 
 
 
 
  
 
 
 
3.4 MODEL TESTING 
3.4.1 Data 
After calibration, the model was tested using the MODIS collection 5 Global 
Monthly Fire Location Product (MCD14ML) (Giglio, 2010) as input. This data set 
provides the geographic coordinates of each individual 1 km2 fire pixel detected 
by the TERRA and AQUA satellites across the globe for every month between 
January 2001 and December 2010. For use with our model, only the TERRA 
observations were used to avoid fires being detected twice. The fire pixels were 
summed over each 0.5º x 0.5º grid cell and each year from 2001 to 2010. This 
data set is not an ideal input for the model, since a single fire can be detected 
multiple times, either spatially or temporally, if it is a large or long-lasting fire. 
Hence, the true number of fires per grid cell will be lower than the number given 
by this data set, and the model will overpredict burnt area. However, this is the 
closest approximation to true fire counts that is currently available and based on 
observations rather than model output. 
 The burnt area estimates produced by driving the model with this fire 
count data were compared to the GFED3.1 burnt area product (Giglio et al., 
 
Resolution 
Total burnt area 
Pixels km2 
0.5° x 0.5° 59 039 14 760 
1° x 1° 65 019 16 255 
2° x 2° 67 794 16 949 
4° x 4° 69 880 17 470 
Observed 65 535 16 384 
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2010), in hectares, at its original 0.5º x 0.5º resolution, restricted to the same 
time frame. We expect the estimates produced by the model to be considerably 
higher than those given by this data set, since it is known that it under-
represents burning in dense forests.  
 We limited both of these data sets to tropical, forested regions, since the 
model has been calibrated for this land cover type. To do so, the GLC2000 land 
cover data set (Bartholomé and Belward, 2005; Global Land Cover 2000 
database, 2003) was used to identify the grid cells between 25ºN and 25ºS that 
were covered by at least 75% forest (classes 1 to 8 in the GLC2000 data set). 
 Again, a clear description of the exact use of these data sets is shown in 
Fig. 3.2. 
 
3.4.2 Spatial predictions 
We ran the model using the MODIS fire count data for 2005, and compared the 
resulting burnt area estimates directly to the GFED3.1 burnt area product for the 
same year. The model produces burnt area estimates that are generally much 
larger than those given by the GFED3.1 data set for tropical South America. For 
Africa, Asia and Australia there are patches of overestimation and of 
underestimation, but no obvious spatial biases (Fig. 3.8, left and middle).  
 
3.4.3 Temporal predictions 
Annual burnt area predictions were calculated for every grid cell, for 2001 to 
2010. By looking at the mean annual grid-cell burnt area for each continent, we 
can again see that the model generally overestimates burnt area in South 
America by quite a considerable amount (Fig. 3.8, top right, solid lines), 
CHAPTER 3                                                                                                                                       
 126 
whereas the predictions for the other two continents are generally of the same 
orders of magnitude as the GFED3.1 burnt area product (Fig. 3.8, middle- and 
bottom-right). For all three regions, the estimates capture the main features of 
the temporal patterns as identified by the GFED3.1 data. This is especially 
noticeable for South America, which experiences much more interannual 
variability than the other two regions. Africa, on the other hand, shows 
remarkably little interannual variability, despite the mean burnt area per grid cell 
being roughly 10 times as large as in the other two regions. 
Figure 3.8: Maps of the total observed (left) and estimated (middle) burnt areas 
for the tropical regions of South America, Africa and Asia/Australia in 2005, in 
hectares. The corresponding time series for these regions are shown on the 
right: the box plots illustrate the median burnt area values, interquartile ranges 
and full ranges of the annual, grid cell observations (white/black) and estimates 
(blue), and the connected points show the mean annual grid cell values. 
 
 By considering the corresponding medians and ranges of the data (Fig. 
3.8, right, box plots), we can see that in Australia and Asia, the majority of the 
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model estimates are considerably higher than the GFED3.1 burnt area values, 
despite the means being very similar for most years. This suggests that burning 
in this area is dominated by a few very large fires, which our model is failing to 
identify. In the other study areas, the differences between the medians and 
ranges of the model and GFED3.1 burnt area products are reflected by the 
means.  
 
3.5 DISCUSSION 
We have shown that the distribution chosen for our model is capable of 
recreating the 2005 pattern of burnt area in the Amazonian forests of Brazil, as 
given by the LSMM calibration data set, as well as producing accurate total 
burnt area estimates, despite doubts in the literature about the suitability of 
fractal distributions in describing fire spread. Reed and McKelvey (2002) argue 
that fractal distributions are too simple and do not make physical sense unless 
fire growth and fire extinguishing are independent of fire size. Their main 
reasoning is that small fires are more likely to be extinguished than large fires, 
either by rain or as a result of a limited amount of fuel, and therefore their 
spread is not size-independent. Despite this, fractal distributions have proved 
useful in many studies in the literature, and for this work. Additionally, the added 
complexity introduced by the tapering terms of the distribution overcomes some 
of the perceived problems with other possible distributions.  
 Testing the model with the MODIS active fire and GFED3.1 burnt area 
products shows us several important things. First, it demonstrates that the 
model is capable of producing the expected spatial patterns and temporal 
trends of burning. For South America, the peaks in burning in 2005, 2007 and 
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2010 (Aragão et al., 2007; Chen et al., 2013; Zeng et al., 2008) are correctly 
identified. Tropical Africa, Australia and Asia show much less interannual 
variability, but nonetheless, the model successfully recreates the temporal 
patterns. This confirms the hypothesis that active fire is sufficient as an input 
variable, and the introduction of other inputs is not necessary, although it may 
be useful in future model development, especially if the model were to be 
extrapolated to different biomes with considerably different climates and 
vegetation. It could be argued that, since burnt area and active fire are strongly 
correlated, the intermediate steps of calculating model parameters and 
estimating the largest fire per grid cell are unnecessary: while it is true that 
rough estimates of burnt area can be produced as a simple linear or log-linear 
function of active fire, there is a considerable amount of variation in the data 
which would not be captured, but is by our model. A simple log-linear 
relationship can produce estimates with RMSEs that are approximately twice as 
large as those predicted by the model. Our model may be of less benefit in 
other regions, such as savannahs, where the correlation between active fires 
and burnt area is larger (Randerson et al., 2012). 
The second interesting point of discussion resulting from Section 3.4 is 
that of the magnitude of burnt area predictions. We see in Fig. 3.8 that the 
model produces burnt area estimates that are considerably higher than their 
GFED3.1 counterparts in South America. This is expected because the burn 
scar data set used to calibrate the model was specifically designed to include 
understory fires, which are hard to detect in dense forest. For these reasons we 
would expect a slight overestimation in the other two regions tested as well, but 
the burnt area predictions for Asia and Australia are very close to the GFED3.1 
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values, and in Africa, the model actually underestimates burnt area with respect 
to GFED3.1, albeit only slightly. Although this may be due in part to more 
accurate predictions from the GFED3.1 product for these regions, it is likely that 
the model parameters need to be recalibrated for these regions, as some of the 
modelling assumptions may not hold outside of Brazilian Amazonia. 
 Although it would be difficult to calibrate the model to another region 
without extensive fire size data for the desired region, there are three points at 
which the distribution is likely to change. First, the underlying distribution 
gradient, b, is assumed to vary based on land cover type, but may also vary due 
to other local variables, such as mean local temperature or precipitation, or 
human activity. Second, the relationship between fire counts and the largest fire 
per grid cell may also vary from region to region, based on the same factors. 
Third, the small-fire taper currently has a prescribed numerator of 1, but there is 
no reason why this might not change. If this tail is solely due to issues with the 
resolution at which fires are detected, as currently presumed, then theoretically 
this should not be difficult to account for.  
 The choice of parameter estimation methods was not without its 
difficulties. We feel that the final options used are capable of producing decent 
burnt area estimates, and have reasonable physical interpretations. Parameter 
b represents the gradient of the distribution, i.e. the underlying rate of decay of 
fire sizes. We are assuming that this is predominantly dependent on land cover, 
and since we are only considering tropical forests, there is no reason to allow b 
to vary. This does not mean that the rate of decay is fixed across all grid cells, 
since the value of θ can have a large effect on the gradient of the distribution at 
a given fire size. Hence, whereas b represents the general land-cover-
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dependent decay of fire size frequencies, θ represents the specific grid cell 
decay.  
 As mentioned in Section 3.3.3.2, it is possible that the method for 
estimating θ could be improved upon by including climatological input variables 
in the estimation of max(A), such as precipitation or temperature. This is 
something that would be interesting to look into further at a later stage, but is 
beyond the scope of this study. As it stands, θ takes the effect of climate into 
account implicitly, since fire counts are heavily influenced by climate, and nf is 
used in the prediction of θ. Additionally, if Eq. (3.6) could be modified to be non-
linear, therefore removing the slight skew of the data for low values of nf, the 
propensity of the model to underestimate small burnt areas might also be 
reduced.  
 The purpose of this model is for it to be incorporated into a DGVM. We 
will be able to use modelled fire counts instead of active fire pixel data as an 
input, and as a result it should be possible to identify how much of the 
difference between modelled and observed burnt area seen in Section 3.4 is 
due to the under-representation of fires in the GFED3.1 product. The model will 
then also be comparable to existing, process-based fire models: the effect of 
replacing the existing rate-of-spread equations with this distribution on trace gas 
emissions and vegetation structure will be easy to quantify.  
 
3.6 CONCLUSIONS 
We have shown the main hypothesis presented in the Introduction to be true; it 
is possible to use the theory of scale invariance to calibrate a burnt area model 
with only fire counts as input, as well as accurately reproduce the observed 
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pattern of burn scars in the forests of Brazilian Amazonia in 2005. The model 
can be extended, with a few modifications, to forests across the tropical 
latitudes, and fully captures temporal variability in burning. The total, annual 
burnt area predictions are difficult to compare, due to the lack of a completely 
suitable input data set. The accuracy and adaptability of the model to other 
ecosystems and non-tropical regions is something that remains to be tested 
further. 
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4. Model intercomparison 
4.1 INTRODUCTION 
As stated in Chapter 1, the aim of this thesis is to develop empirical models that 
facilitate the prediction of fire occurrence and spread by minimising the required 
number of input variables, parameters and calculations, and that improve these 
estimates in tropical latitudes. These models should work both on their own, 
and within the framework of an existing fire model, coupled to a dynamic global 
vegetation model (DGVM). The models developed in Chapters 2 and 3 have 
been shown to work well as standalone models: they are easy to calculate and 
require only easily obtainable datasets. In this chapter, the suitability of these 
parameterisations for use within a DGVM is considered, and the accuracy of the 
estimates of fire activity resulting from the use of these models, both separately 
and together, is assessed.  
Section 4.2 explains the way in which the new models are incorporated 
into a fire model, and the way in which this fire model is coupled to a DGVM, 
including any obstacles that were encountered and the solutions that were 
found. In Section 4.3, fire count estimates resulting from the new model 
described in Chapter 2 are compared to predictions from two existing models, 
and to two different satellite-derive active fire products. Burnt area estimates 
from all possible combinations of fire count and burnt area parameterisations 
are compared to each other and to an observational burnt area product in 
Section 4.4. Finally, the relative merits and limitations of each parameterisation 
are summarised and discussed in Section 4.5.  
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4.2 METHODS: THE MODELLING FRAMEWORK 
4.2.1 JULES 
The Joint UK Land and Environment Simulator (JULES; Best et al., 2011; Clark 
et al., 2011) is used in this chapter to drive the fire models by providing the 
necessary climatic and ecological variables. JULES is a community land 
surface model (LSM) that can either be driven by standard forcing data, or 
coupled to an atmospheric global circulation model (GCM): for this thesis, it is 
driven by the data described in Section 4.2.1.2. Its modular structure facilitates 
the modification of existing modules or the incorporation of new ones. More 
importantly, fire is one of the main land processes still missing from JULES, so 
the incorporation of a fire component into the LSM is a beneficial development. 
 
4.2.1.1. Version 
JULES version 3.2 was the current version when the work presented in this 
thesis was started, and is used throughout. The current version 3.4 does not 
vary significantly from version 3.2. The main changes that have been made 
improve the functionality of the code and facilitate the use of the model, rather 
than affecting the science. A fully summary of the changes can be found at 
http://www.jchmr.org/jules/documentation/user_guide/vn3.4/release_notes/JUL
ES3-4.html (last accessed: 26 September 2014).  
 
4.2.1.2. Driving data 
The data used to drive JULES is the WFDEI dataset (WATCH Forcing Data 
methodology applied to ERA-Interim data; Weedon et al., submitted 2014). This 
provides two options for precipitation, based on data from the Climatic 
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Research Institute (CRU), or from the Global Precipitation Climatology Centre 
(GPCC). For consistency with the precipitation data used to calibrate the 
potential fire index in Chapter 2, the CRU option is used. The WFDEI data was 
regridded by Eleanor Burke (Met Office) from 0.5° x 0.5° to 2° x 2°, for 1980 to 
2012 at a 3-hour timestep.  
 
4.2.1.3. Switches and settings 
JULES is run with all switches set to their defaults, with a few important 
exceptions: the vegetation phenology model is switched on, as is the dynamic 
vegetation model (TRIFFID) in equilibrium. This allows local fuel loading to vary, 
which influences the spread of fires. Vegetation competition is supressed. An 
additional switch for fire modelling is introduced. 
 
4.2.2 SPITFIRE and the LPX fire model 
The SPITFIRE model (Thonicke et al., 2010) is a modular, process-based fire 
model. As one of the more recently-developed fire models, it has considerable 
advantages over some of the alternatives: it allows fuel distribution to influence 
fuel moisture, it uses the full Rothermel equations for the rate of fire spread 
rather than a simplified version, and it considers fuel characteristics specific to 
each plant functional type (PFT). Moreover, its structure makes it easy to add 
the new models developed in this thesis as alternatives to the existing 
parameterisations.  
The fire modelling component of the LPX-DGVM (henceforth referred to 
as “the LPX fire model”) developed in Prentice et al. (2011) is a later version of 
SPITFIRE. The main difference between the models is that LPX does not 
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account for anthropogenic ignitions. The authors claim that in many 
ecosystems, the natural fire regime is preempted rather than augmented by 
human-caused fires, and thus lightning ignitions capture the main features of 
the global fire regime. Ecosystems that are not naturally fire-prone, such as 
tropical moist forests, are the main exceptions to this rule, making this model 
perhaps unsuitable for tropical fire modelling: however, it provides a good point 
of reference to which new fire parameterisations can be compared.  
 The other significant difference between the LPX fire model and 
SPITFIRE is the calculation of fire danger. The estimate of the relative moisture 
content of fuel has been modified to allow different drying rates for each fuel 
class, and an additional factor adjusting the probability of an ignition event 
becoming a fire based on the monthly fraction of wet days is introduced. This 
latter term is omitted from the code, since its accuracy is dubious, according to 
the discussion of Kelley et al. (2014). This should not have a large effect on the 
fire danger estimates, since this factor is close to one in most instances. 
Since LPX makes use of the SPITFIRE framework and most of its 
equations, it is added to the SPITFIRE code as an option, and provides an 
additional set of outputs to which new models can be compared.  
Existing code for SPITFIRE was written for the LPJ-DGVM (Sitch et al., 
2003; Gerten et al., 2004), but has undergone many modifications since its 
implementation, and is no longer consistent with the Thonicke et al. (2010) 
model description. It would also require a significant amount of recoding to 
make it compatible with JULES. Therefore, the neatest approach for 
incorporating SPITFIRE into JULES was to recode the model directly from the 
literature. I did the majority of the recoding myself, with the guidance and help of 
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Richard Gilham (Met Office), and some contribution from Ioannis Bistinas 
(University of Lisbon).  
SPITFIRE has only been partially coupled to JULES as a diagnostic 
model. This means that JULES model variables are used as inputs to 
SPITFIRE, but no feedback from SPITFIRE into JULES has been included at 
this stage. Although a full coupling is possible and would certainly be beneficial 
in the future, it is not necessary for the work presented in this thesis, and is 
hindered by some of the problems highlighted in the remainder of this chapter.   
The majority of the SPITFIRE model is coded exactly as described in 
Thonicke et al. (2010). However, there are a few parameters and variables that 
are missing or require adjustment to enable the incorporation of SPITFIRE into 
JULES. All instances where the code differs from the model description are 
described below.  
 
4.2.2.1. Ancillary data 
Lightning flash data are given by the High Resolution Monthly Climatology of 
lightning flashes from the Lightning Imaging Sensor-Optical Transient Detector  
 (LIS/OTD) produced by the Global Hydrology Resource Center (GHRC) (Cecil 
et al., 2014). This data set is a more up-to-date version of that used by 
Thonicke et al. (2010). Mean monthly lightning flashes are given for each grid 
cell.  
 
4.2.2.2. Input data from JULES  
Most of the input variables needed to run SPITFIRE can be obtained directly 
from JULES. These include temperature, relative humidity, air pressure, 
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precipitation, wind speed and local canopy height per plant functional type 
(PFT). 
 The only variable that needs to be explicitly calculated from existing 
JULES variables is the quantity of each fuel class present per grid cell. This is 
estimated using JULES modelled values of litter and vegetation carbon. The 
former is attributed entirely to the 1-hr fuel class (leaves and twigs), along with 
4.5% of the vegetation carbon. The remaining vegetation carbon is distributed 
between the 10-hr (small branches, 7.5%), 100-hr (large branches, 21%) and 
1000-hr (trunks and boles, 67%) fuel classes (Thonicke et al., 2010). The 
resulting estimates are converted from carbon to biomass by dividing them by 
0.47: this represents the expected proportion of carbon in biomass, and is 
based on the 2006 IPCC guidelines for national greenhouse gas inventories 
(IPCC, 2006).  
SPITFIRE requires fuel to be broken down into live and dead biomass, 
since the model distinguishes between surface fires and crown burning, and the 
consumption of dead fuel differs considerably from live fuel consumption. 
However, there is limited information about dead fuel within JULES, let alone 
dead fuel per PFT and per fuel class. Hence, for the calculation of the daily fuel 
moisture for surface fires, proxies for dead fuel are used. The 1-hr, 10-hr and 
100-hr dead fuel quantities are made up of the corresponding fuel classes from 
the grass and shrub PFTs, and the litter load from JULES is added to the 1-hr 
dead fuel. For all remaining calculations, the total fuel load per grid cell is used.  
 
4.2.2.3. Conversion of PFT-dependent parameters 
The JULES plant functional types in this version do not match up with those 
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used in SPITFIRE. The SPITFIRE PFTs are therefore grouped to correspond to 
JULES PFTs and averaged across each group. The groupings are shown in 
Table 4.1. All of the PFT-dependent parameters given in Table 1 of Thonicke et 
al. (2010) are averaged over the respective SPITFIRE PFTs to produce 
appropriate values for the JULES PFTs. These parameters are fuel bulk 
density, scorch height, parameters for the calculation of bark thickness and 
crown damage, and trace gas emission factors.   
 
Table 4.1: Grouping of SPITFIRE PFTs to correspond to existing JULES PFTs. 
 
 
4.2.2.4. Grid cell area calculation 
 The size of each grid cell in hectares is required to convert the predicted area 
burnt per hectare and per day into an estimate of total grid-cell burnt area. No 
explicit calculation is given for this in Thonicke et al. (2010), since this 
information is already present within the LPJ DGVM, but this is not available in  
JULES.  
 The great circle distance between two sets of geographic co-ordinates is 
JULES PFT Contributing SPITFIRE PFT(s) 
Broadleaved trees Tropical broadleaved evergreen 
Tropical broadleaved raingreen 
Temperate broadleaved evergreen 
Needleleaved trees Temperate needleleaved evergreen 
Boreal needleleaved evergreen 
Shrub Temperate broadleaved summergreen 
Boreal summergreen 
C3 grasses C3 grasses 
C4 grasses C4 grasses 
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calculated using the Haversine formula (Sinnott, 1984). This distance, 𝑑, is 
defined in Eq. 4.1, where 𝑟 is the radius of the earth, in km (in JULES, 𝑟   =  6371.229 km), and the two coordinates have co-ordinates (𝑙𝑜𝑛!, 𝑙𝑎𝑡!) and 
(𝑙𝑜𝑛!, 𝑙𝑎𝑡!). 
𝑑 = 2𝑟 arcsin sin! 𝑙𝑎𝑡! − 𝑙𝑎𝑡!2 + cos 𝑙𝑎𝑡! cos 𝑙𝑎𝑡! sin! 𝑙𝑜𝑛! − 𝑙𝑜𝑛!2  
(4.1) 
For a grid cell, the co-ordinates (𝑙𝑜𝑛!, 𝑙𝑎𝑡!), (𝑙𝑜𝑛!, 𝑙𝑎𝑡!), (𝑙𝑜𝑛!, 𝑙𝑎𝑡!) and 
(𝑙𝑜𝑛!, 𝑙𝑎𝑡!) represent the south-west, north-west, north-east and south-east 
corners, respectively.  
The height of a grid cell is only affected by latitude. By setting 𝑙𝑜𝑛!  –   𝑙𝑜𝑛! =   0, Eq. 4.1 can be simplified to calculate the height, ℎ, as in Eq. 
4.2.     
 
ℎ = 2𝑟  arcsin sin! 𝑙𝑎𝑡! − 𝑙𝑎𝑡!2   
= 2𝑟   𝑙𝑎𝑡! − 𝑙𝑎𝑡!2       = 𝑟  (𝑙𝑎𝑡! − 𝑙𝑎𝑡!) 
 
 
 
 
(4.2) 
The width, 𝑤, of a grid cell is affected by both latitude and longitude, and hence 
must be calculated at both 𝑙𝑎𝑡! and 𝑙𝑎𝑡!  using Eq. 4.3: the average width, 𝑤, is 
then used to calculate the grid cell area.  
 
 𝑤 = 2𝑟  arcsin   cos! 𝑙𝑎𝑡 sin! 𝑙𝑜𝑛! − 𝑙𝑜𝑛!2  (4.3) 
 
The grid cell area is the product of ℎ and 𝑤. 
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4.2.2.5. Fuel threshold 
Fire is considered to be impossible in SPITFIRE if there is no fuel available. The 
existence of any fuel, however little, is deemed sufficient for fire to occur. 
Although the relative quantities of each fuel class are included in the calculation 
of fire danger, no consideration is made of how much fuel in total is available to 
burn. When run using JULES, this results in estimates of extremely high fire 
danger in desert regions, most notably the Sahara desert. This threshold has 
been increased from 0 g C m-2 to 10 g C m-2. This is sufficient for masking out 
areas in which very small quantities of fuel are simulated. 
The LPX fire model includes a lower fuel threshold of 90 g C m-2, below 
which fire is deemed impossible. This appears to be too high, perhaps due to 
differences between LPJ and JULES: too many regions are masked out as a 
result. Hence, this threshold is changed to 10 g C m-2, to conform with the fuel 
threshold chosen for use with JULES-SPITFIRE. 
 
4.2.2.6. Moisture of extinction 
No value is given in the documentation of either SPITFIRE of the LPX fire 
model for the moisture of extinction, 𝑚!, the moisture threshold above which fire 
is assumed to be impossible. Values in the literature range from 0.2 for woody 
vegetation and 0.3 for herbaceous vegetation (Thonicke et al., 2001; Venevsky 
et al., 2002), to 0.69 (Li et al., 2012; Li et al., 2013). The majority of literature 
values are towards the lower end of this range. Personal communication with 
Colin Prentice (Imperial College London), a co-author of SPITFIRE, resulted in 
a suggestion of setting 𝑚! to 0.3. The suitability of this value can be tested by 
running JULES-SPITFIRE with this value for 1982 to 1999, and comparing the 
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resulting mean annual fire danger index (FDI) to Fig. 3a in Thonicke et al. 
(2010). To facilitate comparison, the colours of the maps have been matched as 
closely as possible, and combined to make Fig. 4.1. 
 
Figure 4.1: Mean annual values of the SPITFIRE fire danger index, as shown in 
Fig. 3a of Thonicke et al. (2010) (top, full globe), and as calculated using 
JULES-SPITFIRE (bottom, restricted to tropical latitudes).  
 
The mean annual FDI predictions can only be compared visually at this 
point. The spatial distributions of fire danger appear to be consistent with one 
another in most areas, although there are a few slight differences. These could 
be caused by differences between JULES and LPJ, the adapted fuel bulk 
density parameters used to calculate litter moisture, or the choice of 𝑚!. 
However, the two sets of values are similar enough to suggest that 0.3 is a 
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suitable estimate of the value of 𝑚!. 
 
4.2.2.7. Propensity of humans to ignite fires 
A key set of parameters missing from Thonicke et al. (2010) are the region-
specific values of a(ND), which represent the propensity of humans to cause 
ignition events. These values are described as estimates derived for a series of 
regions, and subsequently extrapolated across similar ecosystems. There is no 
obvious way to reproduce this set of parameter values, especially since all but 
one of the datasets used to produce these estimates are unpublished, and no 
explanation of the extrapolation method is given. Obtaining these values from 
the existing code or the authors of SPITFIRE has not been possible, since the 
later developments of the model, namely the LPX fire model, no longer use this 
parameter. 
One option for dealing with this would be to set a(ND) as a single, 
constant parameter across the whole study region. It is theoretically possible to 
work backwards from observed fire count data to estimate this value, but the 
accuracy would be dubious, as best. Keeping this parameter constant is bound 
to result in a loss of accuracy throughout the fire modelling process: since 
humans are the main causes of tropical fires. The magnitude of the effect of this 
parameter on the model accuracy is impossible to quantify without further 
information, but likely to be large. 
There is therefore no realistic way to make use of the SPITFIRE 
calculations of human ignitions. The only option is to remove human ignitions 
entirely, and rely solely on lightning ignitions, as is done in LPX. However, the 
fire count estimates are likely to be lower than the true values for the tropics, 
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where the majority of fires are anthropogenic in origin, even if the natural fire 
regime does pre-empt anthropogenic fires, as suggested by Prentice et al. 
(2011).  
Removing human ignitions from SPITFIRE results not only in a drastic 
change in the magnitude of fire count estimates in comparison to Fig. 3b in 
Thonicke et al. (2010), but also in their spatial distribution (Fig. 4.2). The exact 
magnitude of the differences is impossible to quantify visually, especially owing 
to the non-linear scale used to colour the maps. However, it can be clearly seen 
that SPITFIRE coupled to JULES with no anthropogenic fires produces 
generally lower estimates of fire counts than the original SPITFIRE model. This 
is especially apparent in the areas of normally very high fire activity, such as the 
Sahel, the savannah region below the Congo, eastern Brazil, India and S.E. 
Asia. Interestingly, given the reduction in ignition sources, more fires are 
predicted in Australia than originally. Since fire counts are calculated as a 
function of lightning flashes and the FDI, this must be due to differences in the 
lightning data, since it is certainly not a result of the new FDI values, which are 
lower than those given in Thonicke et al. (2010).  
Despite this, however, the resulting fire count estimates are still higher 
than those produced using the LPX fire model, driven by JULES. The only 
difference between the two models at this stage is the calculation of fuel 
moisture, suggesting that fuel in the LPX model is modelled as drying more 
slowly than in SPITFIRE. 
 
4.2.2.8. Surface-area-to-volume ratios 
The surface-area-to-volume ratios, 𝜎!, for each fuel class 𝑖, needed for the 
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calculation of the overall surface-area-to-volume ratio of the available fuel and 
hence the spread of fires, are not given in Thonicke et al. (2010). From the 
existing SPTIFIRE code in the LPJ-DGVM, it appears that these should be 
equal to 80.66, 3.58 and 0.98 for livegrass and the 1hr, 10hr and 100hr fuel 
classes, respectively. For the 1000hr fuel class, a value of 0.5 is used, although 
this is commented in the code as “highly subjective”.  
 
 
 
Figure 4.2: Mean annual values of the SPITFIRE fire count estimates, as 
shown in Fig. 3b of Thonicke et al. (2010) (top, full globe), and as calculated 
using JULES-SPITFIRE without anthropogenic fires (middle, restricted to 
tropical latitudes) and the LPX fire model (bottom, tropical latitudes). 
 
CHAPTER 4                                                                                                                                      
 146 
4.2.2.9. Fuel bulk density weighting factors 
The fuel bulk density calculation that is used in the estimation of the rate of fire 
spread is described by Thonicke et al. (2010) as having “weighting factors for 
10- and 100-h fuel classes”. However, although the 10-hr fuel load is multiplied 
by 0.2, the 100-hr fuel is not modified in any way. This suggests that a 
weighting factor should be present, but was accidentally omitted: this is further 
confirmed by burnt area estimates that are far too low (< 6.5% of a grid cell in a 
year, in comparison to up to 95% in the original SPITFIRE output), even after 
consideration of the lower fire count estimates resulting from the removal of 
human ignitions. The weighting factors supposedly originate from Brown (1981), 
but could not be identified in this publication. Hence, a value of 0.05 is used as 
the 100-hr weighting factor. This results in burnt area estimates that seem 
sensible. However, this choice is bound to impact the accuracy of the burnt area 
predictions produced by either SPITFIRE or the LPX fire model when run in 
JULES.  
 
4.2.2.10. Calculation of fuel consumption and trace gas emissions 
The equation given in Thonicke et al. (2010) for the calculation of trace gas 
emissions resulting from fires appears at first glance to be simple: it is the 
product of biomass burnt and the trace gas-specific emission factor, with a 
simple unit conversion factor applied. Biomass burnt is described as “the sum of 
dead and live fuel consumption as the result of surface fire and crown 
scorching”. However, as mentioned previously, this is problematic due to the 
lack of distinction between dead and live fuel. Using the proxies for dead fuel 
described in Section 4.2.2.2 does not work in this instance, since it detracts 
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from the live fuel load, and hence all resulting emission estimates are 
considerably too low.  
 In addition to this, there appears to be a slight issue with the equations 
given for dead fuel consumption. These are piecewise linear and use rounded 
values for the intercepts and gradients of each section. This results in disjointed 
functions that exceed 1 in some circumstances, which makes no physical 
sense, as it is impossible for more than 100% of the available fuel to burn.  
Owing to the incompatibility of this part of the SPITFIRE model with the 
JULES framework, the fuel consumption and trace gas emission estimates are 
not used. This is one of the main reasons for not fully coupling SPITFIRE to 
JULES, as mentioned previously: the feedbacks to the JULES vegetation would 
be inaccurate.  
 
4.2.3 Study area and time period 
The models are run on all land points in the tropics, generally defined as all 
latitudes between the Tropic of Cancer (23° 27’ N) and the Tropic of Capricorn 
(23° 27′ S) (e.g. Latrubesse et al., 2005). The limits of 25°N and 25°S are used 
for compatibility with the 2° x 2° resolution of the JULES driving data (Section 
4.2.1.2).  
 The models are run from 1980 to 2012, the full time period for which the 
WFDEI driving data is available. The time periods used for comparing the 
models to observational datasets depends on the temporal availability of this 
data.  
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4.2.4 Incorporation of new parameterisations into JULES-SPITFIRE 
The new models developed in Chapters 2 and 3 are designed to be compatible 
with the framework of SPITFIRE and the inputs available from JULES. Switches 
are added to the JULES code to allow the user to choose between the different 
fire count and burnt area parameterisations. The new models can be called 
completely independently from SPITFIRE, but can also be used in conjunction 
with the SPITFIRE or LPX fire count or burnt area calculations.  
 The GLC2000 dataset and the map of parameters for converting the 
potential fire index into estimates of fire counts are read in as ancillary datasets.  
 
4.2.5 Model options 
After incorporating the new models into the SPITFIRE framework, there are 
three options for predicting fire counts, namely: 
1) the SPITFIRE fire count parameterisation, without human ignitions, as 
described above; 
2) the LPX fire count parameterisation – different fuel drying calculation to 
SPITFIRE, and hence different fire danger estimates; 
3) the newly-developed empirical fire count model, described in Chapter 2, 
henceforth referred to as the PFI fire count model. 
There are additionally two options for predicting burnt area once fire counts 
have been estimated: 
i) the SPITFIRE rate of spread and burnt area parameterisation (the same 
is used in the LPX fire model) 
ii) the new fractal burnt area model developed in Chapter 3, referred to as 
the empirical BA model. 
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Hence, there are a total of six possible combinations of fire count and burnt 
area parameterisations that can be used when running JULES. 
 
4.3 RESULTS: FIRE COUNT ESTIMATES 
As stated above, JULES is run with three alternative fire count 
parameterisations. The predictions of fire activity resulting from each of these 
models are compared to two active fire satellite products: the MODIS 
MCD14ML dataset, which was used to calibrate the new fire count model, and 
the ATSR ESR2 World Fire Atlas from July 1996 to March 2012 (Along Track 
Sensing Radiometer / European Remote Sensing Satellite 2; Arino et al., 2012).  
 
4.3.1 Spatial estimates of fire counts 
It is difficult to quantify the accuracy of the spatial distributions of the mean 
annual fire count estimates, since the two sets of satellite observations do not 
fully agree with one another. Spatially, there is a moderately strong correlation 
of 0.437 between the two (df = 991, p < 2.2 x 10-16), but ideally this would be 
much higher. The major discrepancy comes from the values for Africa: these 
show a correlation of only 0.41 (df = 514, p < 2.2 x 10-16), in comparison to 
correlations of 0.886 in South America (df = 263, p < 2.2 x 10-16), 0.862 in 
Australia (df = 77, p < 2.2 x 10-16) and 0.777 for India and South-East Asia (df = 
89, p < 2.2 x 10-16).  
 An initial visual comparison of the mean annual fire counts per grid cell 
as estimated by each of the models with the satellite products shows that the 
PFI-based fire count estimates have a better spatial distribution than the LPX 
fire parameterisation or the SPITFIRE model (Fig. 4.3), although SPITFIRE is 
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missing the human ignitions equation, which has some effect on its accuracy. 
This has been shown already in Fig. 4.2 and discussed in Section 4.2.2.7.  The 
PFI-based estimates not only capture the regions of high fire activity, such as 
the Sahel, sub-congolean Africa, Thailand, and the northern tip of Australia, but 
also the areas in which fire is not particularly prevalent, including India, the 
Congo and the remote central parts of the Amazon.  
Figure 4.3: Maps of fire count estimates from JULES, using (a) fire counts 
derived from the PFI using the 𝛿! adjustment, (b) SPITFIRE, without human 
ignitions, and (c) the LPX fire parameterisation. For comparison, maps of 
satellite hot pixel detections from (d) the MODIS MCD14ML dataset and (e) the 
ATSR ESM2 World Fire Atlas are also shown. Note that although the same 
scale is used for each set of estimates (a – c), different scales are used for the 
satellite products (d – e).  
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Table 4.2: Spatial correlations between the mean annual grid cell estimates of 
fire counts from three fire parameterisations, and the satellite-derived fire count 
products MODIS MCD14ML and ATSR ESM2 World Fire Atlas. The 
parameterisations tested are SPITFIRE without human ignitions, the LPX fire 
model, and the new PFI-based fire count estimation method. The degrees of 
freedom for all of the correlations is 991. 
 
This visual assessment is further confirmed by the Pearson’s correlation 
coefficients between the sets of estimates shown in Fig. 4.3, given in Table 4.2. 
The fire count estimates from the two existing models, SPITFIRE and the LPX 
fire model, both correlate positively with MODIS MCD14ML (r = 0.593 and 
0.275, respectively). Their correlations with the ATSR fire product are worse (r = 
0.241 and 0.072). The PFI-based fire count estimates also do not correlate 
particularly strongly with the ATSR product (r = 0.326), but this is nonetheless 
considerably better than the other models, and with the MODIS MCD14ML 
product, a correlation of over 0.95 is observed. Such a high correlation is 
partially expected, given that this dataset was used to calibrate the model, but it 
confirms that the effect of keeping ignitions constant in time is minimal at this 
timescale. Additionally, this correlation is significantly higher than the spatial 
correlation of 0.661 between the raw PFI estimates and MODIS fire detections 
(Table 2.3), which suggests that such an adjustment from the PFI to fire counts 
 MODIS MCD14ML ATSR ESM2 World 
Fire Atlas 
 r p-value r p-value 
SPITFIRE, no human ignitions 0.593 2.2 x 10-16 0.241 1.2 x 10-14 
LPX fire model 0.275 2.2 x 10-16 0.072 0.023 
PFI fire count model 0.955 2.2 x 10-16 0.326 2.2 x 10-16 
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is both necessary and beneficial. 
 
4.3.2 Temporal estimates of fire counts 
To test the temporal accuracy of the various model predictions of fire counts, 
the correlations between the monthly estimates and satellite products are 
calculated for each grid cell. This removes the effect of the spatial distribution of 
the estimates: if time series of the mean fire counts estimates and observations 
over the entire study period are compared, none of the resulting correlations are 
significant at a 5% level. The LPX fire model estimates do show temporal 
correlations with the observations that are significant at a 10% level: for both of 
the satellite products these are strong, negative correlations (< -0.3). Table 4.3 
details the percentage of grid cells with observed fire (at least one hot pixel 
detected in the corresponding satellite product) in which the correlations 
between estimates and observations are significantly positive or negative, 
respectively, at a 5% significance level.  
The SPITFIRE fire count estimates correlate positively with the 
observations in the majority of grid cells, and in more grid cells than the other 
models (Table 4.3). Very few of the grid cells in the study region show negative 
correlations. The PFI-based estimates give positive correlations in fewer grid 
cells, but these correlations are, on average, stronger than those of the 
SPITFIRE fire counts (Table 4.4). When the correlations are averaged over all 
grid cells that show significant correlations, either positive or negative, the PFI 
has the highest values of the three models. The LPX fire model estimates 
consistently perform the worst of all the models, with the lowest percentages of 
positive temporal correlations and the weakest mean correlations.  
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 Hence, the PFI-based fire count predictions are comparable to the 
SPITFIRE estimates, and better than the LPX predictions. This is consistent 
with the comparable temporal accuracies of the respective fire danger indices 
shown in Table 2.3. 
 
Table 4.3: Percentage of fire-prone grid cells in which monthly model fire count 
estimates correlate positively or negatively with observations, at a 5% 
significance level. "Fire-prone" implies at least one fire has been detected by 
the respective satellite product over the study period. The models tested are 
SPITFIRE without human ignitions, the LPX fire model, and the new PFI-based 
fire count estimation method. The observations are the MODIS MCD14ML and 
ATSR ESM2 World Fire Atlas datasets. 
Table 4.4: Mean grid cell level correlations between modelled and observed fire 
counts. The means are calculated for all grid cells that show significant positive 
correlations at a 5% significance level, significant negative correlations, and 
significant correlations of either sign. 
 MODIS MCD14ML ATSR ESM2 
World Fire Atlas 
 + - + - 
SPITFIRE, no human ignitions 74.5% 0.79% 62.7% 0.12% 
LPX fire model 48.1% 1.5% 44.5% 0.24% 
PFI fire count model 52.4% 0.79% 45.6% 1.1% 
 
 
    
 MODIS MCD14ML ATSR ESM2 World 
Fire Atlas 
 + - all + - all 
SPITFIRE, no human ignitions 0.52 -0.22 0.52 0.46 -0.21 0.46 
LPX fire model 0.43 -0.25 0.41 0.44 -0.21 0.44 
PFI fire count model 0.55 -0.22 0.54 0.49 -0.22 0.47 
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4.3.3 Magnitude of fire count estimates 
The MODIS product is larger than the true number of fires, since it is a measure 
of hot pixels detected by two overlapping satellites, and therefore a single fire 
may be detected multiple times. As estimated in Chapter 2, each fire appears to 
be detected approximately 4 times, on average. The ATSR product, on the 
other hand, is based on only night-time satellite observations, and is known to 
underestimate the total global hotspot number (Arino et al., 2012). Hence, it is 
no surprise that the model estimates of fire counts from SPITFIRE and LPX lie 
between these two observation sets, as can be seen in Fig. 4.3. The LPX fire 
model estimates are clearly lower than those produced by JULES-SPITFIRE, as 
has already been seen in Figure 4.2. 
 
4.4 RESULTS: BURNT AREA ESTIMATES 
4.4.1 Burnt area predictions from SPITFIRE and the LPX fire model 
Before comparing the estimates of burnt area to each other and to 
observations, it is first necessary to assess how close the predictions from 
SPITFIRE and the LPX fire model coupled to JULES are to the predictions 
shown in the relevant literature. This allows us to see how much the new 
estimates have been affected by coupling the models to a different DGVM and 
modifying the parameters, where necessary, as described in Section 4.2.2.  
The new SPITFIRE burnt area estimates are generally lower than those 
shown in Thonicke et al. (2010) (Fig. 4.4), which follows from the lower than 
documented fire count predictions shown in Fig. 4.2. Spatially, there are some 
obvious differences. In South America, the JULES-SPITFIRE predictions are 
highest in central Brazil, whereas Thonicke et al. (2010) predict peaks in 
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Paraguay, northern Argentina and the eastern tip of Brazil. In Africa, the new 
distribution shows the most fire activity immediately surrounding the Congo, 
whereas the peaks in the original estimates are slightly further away from this 
forest. The high burnt area in India is no longer captured. 
Figure 4.4: Mean annual fractional burnt area from 1982 – 1999 estimated by 
SPITFIRE, shown in Fig. 3c of Thonicke et al. (2010), and as calculated by 
SPITFIRE implemented in JULES.  
 
The new predictions from the LPX fire model coupled to JULES are also 
considerably lower than in the original model documentation (Fig. 4.5). This 
makes it difficult to compare the spatial distributions, but it appears as if the 
main features are still captured, particularly in Africa and Australia. In South 
America, very little burnt area is seen in the new predictions, but the little that 
has been predicted is closer to the centre of Brazil, which is more consistent 
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with the distribution shown by the GFED3 BA product than with the original LPX 
predictions.  
 
Figure 4.5: Mean annual fractional burnt area from 1997 – 2005 estimated by 
the LPX fire model, shown in Fig. 2 of Prentice et al. (2011) with the 
corresponding map of GFED3 BA (Giglio et al., 2010; van der Werf et al, 2010), 
and as calculated by the LPX fire model implemented in JULES.  
 
These comparisons suggest that any issues that arise with the spatial 
distribution or magnitude of burnt area estimates in Sections 4.4.2 or 4.4.3 
would not indicate a fundamental problem with either the SPITFIRE or LPX fire 
models, but instead shows either that the difficulties faced when attempting to 
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recreate these models have large impacts, and therefore better documentation 
is needed, or that the models are not compatible with JULES, which may signify 
an incompatibility with any DGVM other than the one for which they were 
originally designed. 
 
4.4.2 Spatial distribution of burnt area estimates 
An initial assessment of the spatial accuracy of the burnt area estimates 
produced using each of the six model combinations given in Section 4.2.5 can 
be done visually, by inspecting maps of the mean annual estimated burnt area 
alongside the mean annual observed burnt area, as given by the GFED4 BA 
product (Giglio et al., 2013; Fig. 4.6). Combining this visual aid with statistical 
information about the correlations between these mean annual grid cell values 
and the observations (Table 4.5) provides a detailed insight into the ability of 
each of these model combinations to produce burnt area estimates that have 
accurate spatial distributions.   
The predictions of burnt area that are based on the LPX fire model fire 
count estimates are poor, regardless of the choice of burnt area calculation. If 
the original SPITFIRE BA calculation is used, the burning is clustered in Africa 
with virtually no burnt area predicted elsewhere. Using the new burnt area 
model results in much higher burnt area in the Sahel than in southern Africa, 
and more burning in India than in S.E. Asia, both of which contradict the 
patterns visible in the satellite data. This is confirmed by the values of the 
Pearson’s correlation coefficient between these estimates and the GFED4 BA 
dataset, both across the full study region and for individual continents. These 
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are generally lower than for estimates produced using either the SPITFIRE or 
the PFI-based fire count estimates. The only exception to this is found in 
Australia, where the LPX fire model with its original BA calculation correlates 
better with the observations than if the PFI-based fire counts are used.  
 
Figure 4.6: Mean annual burnt area (km2 per 2°x2° grid cell) as detailed in the 
GFED v4 burnt area product (top) and for each combination of fire count and 
burnt area parameterisations. 
 
 With the same single exception (Australia, SPITFIRE BA calculation), 
estimates produced using the PFI-based fire counts are more spatially accurate 
than if the SPITFIRE fire counts are used. Although the SPITFIRE estimates 
identify the regions of high and low fire activity, the former appear to be 
underestimated, and the latter overestimated.  
 Over the full study region, using the empirical BA calculation results in a 
significant increase in the correlation coefficients between the estimates and the 
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observations, for each choice of fire count calculation. The same is true for 
South America, but the pattern is less consistent for other continents. However, 
this is always the case when the PFI-based fire counts are used.  
 The combined use of both of the new, empirical models is the only 
method that consistently produces burnt area estimates that show a strong 
positive (>0.4) and statistically significant correlation (p < 0.05) with the 
observations.  
 
Table 4.5: Spatial correlations (Pearson's correlation coefficient) between the 
mean annual burnt area estimates from six possible model combinations and 
the GFED4 BA product, for the entire study region ("tropics") and individual 
continents. Correlations given in brackets are non-significant at a 5% level.  
 
 
4.4.3 Magnitude of estimates 
The accuracy of the magnitudes of the burnt area estimates produced by each 
combination of the fire count and burnt area models is difficult to quantify, since 
there are several distinct metrics to consider. The range of estimates that are 
observed in each grid cell is the easiest to assess: the further the maximum 
 Tropics South 
America 
Africa India & 
S.E. Asia 
Australia 
SPITFIRE 0.586 0.331 0.597 0.304 0.732 
LPX fire model 0.475 0.323 0.440 (0.106) 0.539 
PFI fire counts 0.642 0.593 0.647 0.351 0.496 
SPITFIRE, 
empirical BA  
0.644 0.551 0.617 (0.152) 0.704 
LPX fire model, 
empirical BA  
0.485 0.473 0.406 (-0.069) 0.704 
PFI fire count, 
empirical BA  
0.790 0.630 0.803 0.842 0.724 
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value is from the observed maximum as given by the GFED4 BA product, the 
worse the magnitude of the estimates. However, it is possible for some 
estimates to have a similar range of values as the observations, but with much 
more weight at one end of the range. For instance, if all but the highest few 
values are underestimated, the overall area burnt will be considerably too low. 
Hence, the total annual burnt area summed over the entire study region is also 
considered, both as a proportion of the mean total annual observed BA (Table 
4.6), and its median and range (Fig. 4.7). Additionally, these same metrics are 
considered per continent, to identify whether some of the models work 
particularly well or badly in certain regions, and how this affects the overall 
model performance. 
The burnt area estimates based on the LPX fire counts are considerably 
too low. The maximum mean annual estimated BA using the LPX model in its 
original form is approximately 75 times smaller than the corresponding value 
from the GFED4 BA product (Fig. 4.6), and the predicted total annual area burnt 
is 170 less than observed, when averaged over the study period (0.59%, Table 
4.6). For no continent does the mean total annual BA exceed 1% of the GFED4 
value.  
 Using the empirical BA model improves the magnitude of the estimates 
produced using the LPX fire counts by a huge amount, but they still do not 
come close to the observations. The largest grid cell estimates of mean annual 
BA are just over a fifth of the size of the largest detected values (Fig. 4.6), and 
when summed over the entire study period or individual continents, annual BA 
estimates range from 16% to 46% of the observations (Table 4.6). 
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Table 4.6: The percentage of the total mean burnt area given by GFED4, 
summed over the entire study region (“tropics”) or the individual continents, that 
is estimated by each of the six model combinations. 
 
 The magnitude of the estimates produced by SPITFIRE and the PFI fire 
count models with the SPITFIRE BA calculation is unexpected: the PFI 
produces fire count estimates that are similar in magnitude to the SPITFIRE 
estimates (once adjusted to account for multiple satellite detections), and the 
burnt area calculation is identical, yet the resulting burnt area estimates are 
considerably lower for the former than for the latter. This is true of the maximum 
annual grid cell estimates (Fig. 4.6), and the mean and range of total annual 
area burnt summed over the study region (Table 4.6, Fig. 4.7). The only 
difference between the burnt area calculations is that SPITFIRE is calculated 
daily, whereas the PFI requires a monthly timestep. 
Using the empirical BA calculation with SPITFIRE fire counts gives 
estimates of burnt area that are higher than the observations on all continents 
except Australia (Table 4.6) and 27% higher when summed over the study area, 
despite a much lower maximum annual BA per grid cell (approx. 17000) than 
 Tropics South 
America 
Africa India and 
S.E. Asia 
Australia 
SPITFIRE 63% 186.9% 58.2% 180.6% 17.1% 
LPX fire model 0.59% 0.14% 0.68% 0.43% 0.23% 
PFI fire counts 11.8% 6.3% 14.2% 7.0% 3.0% 
SPITFIRE, 
empirical BA  
127.3% 358.5% 105.5% 526.7% 91.7% 
LPX fire model, 
empirical BA  
26.4% 16.2% 28.1% 46.4% 18.1% 
PFI fire count, 
empirical BA  
89.5% 172.0% 95.5% 195.9% 23.9% 
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the observations (approx. 37000; Fig. 4.6). This suggests that the 
overestimation of low burnt area mentioned in Section 4.4.2 has more impact 
than the underestimation of high burnt area. This is further confirmed by the 
very high total burnt area estimates for South America (> 350% of observations; 
Table 4.6) and India and South East Asia (> 520%), where relatively little burnt 
area is observed, but much closer magnitudes for Africa (106%) and Australia 
(92%), which are much more fire-prone. In fact, SPITFIRE fire counts with the 
empirical BA model gives the best magnitude of estimates of burnt area for 
Australia out of all of the model combinations, although the variability between 
years is much less than in the GFED4 data (Fig. 4.7). 
 
Figure 4.7: Boxplots showing the median, interquartile range and full range of 
total annual burnt area estimates (for each of the six model combinations) and 
observations (from GFED4), summed over the entire study period (“tropics”) 
and each continent individually. 
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 The burnt area estimates resulting from the PFI-based fire counts with 
the empirical burnt area calculation appear visually to be the right order of 
magnitude (Fig. 4.6), and give the closest annual total burnt area predictions to 
the observations when summed across the full study region (Table 4.6, Fig. 
4.7). Although the interquartile ranges of these estimates and the GFED4 BA 
product do not overlap, the full ranges do, unlike any of the other model 
combinations. This parameterisation gives the best results for Africa in terms of 
magnitude, and despite being 72% larger than the observations, is nonetheless 
the closest to the GFED values in South America.  
 
4.4.4 Temporal accuracy of burnt area estimates 
Time series of burnt area are produced by summing burnt area over the study 
region (or continent of interest) at each timestep. Annually, none of the time 
series of estimated BA for the entirety of the tropical latitudes correlate 
significantly with the GFED4 BA time series at a 5% level. With only 17 full 
years to analyse, it is difficult to obtain significant correlations, so this is not 
necessarily a sign of poor temporal performance of the models, but rather an 
indication of a need for datasets with longer time periods.   
 At a monthly scale, time series for the full study region from both LPX-
based model combinations show a strong negative correlation with the 
observations (Table 4.7). Estimates based on the SPITFIRE fire counts 
correlate positively with GFED4, as does the PFI fire count with SPITFIRE burnt 
area calculation option, though to a lesser degree. Using both of the new 
models together gives a monthly time series of burnt area that does not 
correlate strongly or significantly with the observations.  
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Table 4.7: Temporal correlations between the monthly time series of burnt area 
estimates from each of the six model combinations and the GFED4 BA product. 
Time series are produced by summing burnt area over the entire study period 
(“tropics”) or each continent individually. Correlations that are not significant at a 
5% level are shown in brackets. 
 
 
 By subdividing the region into continents, as done previously, the 
temporal performance of each model combination in each region can be 
assessed. The PFI-based fire counts with empirical BA calculation correlate 
positively and significantly with the observations everywhere except for 
Australia, and very strongly in South America, India and S.E. Asia. The negative 
correlations observed for the LPX models over the whole region stem from 
Africa. These models produce the strongest positive correlation of all the 
models and continents (0.86, empirical BA calculation in South America) as well 
as the only significant negative correlations, and are therefore the least 
consistent estimates. The burnt area estimates calculated using fire counts from 
SPITFIRE are the most consistently strong, with only one insignificant 
 Tropics South 
America 
Africa India and 
S.E. Asia 
Australia 
SPITFIRE 0.37 0.48 0.60 0.60 (0.01) 
LPX fire model -0.54 0.69 -0.54 0.16 0.63 
PFI fire counts 0.21 0.78 0.32 0.44 (-0.03) 
SPITFIRE, 
empirical BA  
0.30 0.66 0.43 0.63 0.45 
LPX fire model, 
empirical BA  
-0.43 0.86 -0.47 0.35 0.63 
PFI fire count, 
empirical BA  
(0.06) 0.72 0.29 0.65 (-0.09) 
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correlation (Australia, with SPITFIRE BA calculation).  
 By considering the monthly time series correlations per grid cell, it is 
clear that using the SPITFIRE fire count estimates provides the best temporal 
estimates of burnt area, regardless of the choice of burnt area calculation. The 
LPX fire counts show negative correlations in the Sahel, one of the regions with 
the highest fire activity, but positive correlations in much of Australia (Fig. 4.8). 
Overall, there are visibly fewer grid cells with significant correlations than for the 
other models. Burnt area estimate time series that use the PFI-based fire 
counts are positive and significant in fewer grid cells than when SPITFIRE fire 
counts are used, and when the empirical BA calculation is chosen, there are 
more negative correlations, particularly in southern Africa. However, with the 
exception of Australia, the areas of high fire activity in South America and Africa 
predominantly show a strong positive correlation with the observations. 
 
 
Figure 4.8: Temporal correlations between the monthly time series per grid cell 
of burnt area estimates from each of the six model combinations and the 
GFED4 BA product. Only correlations significant at a 5% level are shown. 
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4.4.5 Ranking the models 
In order to better compare the overall performance of each of the combinations 
of fire count and burnt area models, based on all three of the metrics discussed 
above – magnitude, and spatial and temporal distribution – the models are 
ranked for each metric (Table 4.8). The rankings are produced not only for the 
study region as a whole, but also, where possible, for each continent, since 
some regions contribute more to the total fire activity than others. In the case of 
temporal and spatial distributions, non-significant correlations with the 
observations rank higher than significant negative correlations. Where there is 
no way of identifying if one set of model estimates is better or worse than 
another – for instance, if multiple correlations are non-significant – the 
appropriate rankings are averaged.  
 Averaging the rankings for each metric for the full study region across 
every model combination shows that using the PFI-based fire counts with the 
empirical BA model gives the best estimates of burnt area, if the metrics are 
given equal importance. This is followed by the SPITFIRE fire counts with the 
empirical BA model. The SPITFIRE and PFI-based fire counts with the 
SPITFIRE BA calculation come in the middle, and the estimates that use the 
LPX fire model fire count calculation consistently give the worst predictions of 
burnt area.  
 
 
 
 
 
                                                                                                       MODEL INTERCOMPARISON 
 167 
Table 4.8: Model rankings (for every combination of fire count and burnt area 
calculation methods) based on the spatial correlations between mean annual 
BA estimates and observations per grid cell, the temporal correlations between 
monthly time series of BA estimates and observations, the largest mean annual 
BA estimate for any grid cell in comparison to the observations, and the mean 
total annual BA over the study area or continent of interest in comparison to the 
observations. 
 
 
 SPITFIRE BA calculation Empirical BA model 
 SPITFIRE LPX PFI SPITFIRE LPX PFI 
 SPATIAL RANKINGS 
Tropics 4 6 3 2 5 1 
S. America 5 6 2 3 4 1 
Africa 4 5 2 3 6 1 
India/S.E.Asia 3 5 2 5 5 1 
Australia 1 5 6 3.5 3.5 2 
 TEMPORAL RANKINGS 
Tropics 1 6 3 2 5 4 
S. America 6 4 2 5 1 3 
Africa 1 6 3 2 5 4 
India/S.E.Asia 3 6 4 2 5 1 
Australia 5 1.5 5 3 1.5 5 
 MAGNITUDINAL RANKINGS 
 Maximum 
Tropics 2 6 4 3 5 1 
 Total annual 
Tropics 3 6 5 2 4 1 
S. America 3 5 4 6 2 1 
Africa 3 6 5 2 4 1 
India/S.E.Asia 2 5 3 6 1 4 
Australia 4 6 5 1 3 2 
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4.5 DISCUSSION 
One of the main points to arise from this chapter is the difficulty in recreating the 
SPITFIRE and LPX calculations. Various crucial parameters are missing from 
the literature, and the level of detail required of the input variables, particularly 
the fuel distribution, is not available in all models. The new models require only 
precipitation and evapotranspiration from JULES, and land cover type and the 
PFI-to-fire count conversion parameters as ancillary data.  
The LPX fire model can be discounted as a viable option for use in 
JULES. Whether a result of an incorrect guess of the intended value of the 
moisture of extinction, inaccurate litter moisture due to the differences between 
JULES precipitation and LPJ precipitation, or some other factor, fire count and 
burnt area estimates produced using LPX fire count estimates are consistently 
inaccurate, both temporally and spatially, and considerably lower than the 
observations. 
 The PFI-based fire count estimates have a much more accurate spatial 
distribution than the SPITFIRE predictions when compared to two separate 
active fire datasets. The accuracy of the SPITFIRE model has been 
compromised by the omission of human ignitions and the modifications that 
were made to ensure compatibility of the model with JULES, as shown in Fig. 
4.2. However, these changes to the model were unavoidable, and the spatial 
correlations with observations are considerably higher when the PFI model is 
used. Temporally, the PFI-based fire count predictions are slightly worse than 
the SPITFIRE estimates, though nonetheless good. Suggestions for improving 
the temporal accuracy of the PFI are given in Chapter 2, and these would 
directly improve the time series of the resulting burnt area estimates. The 
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magnitudes of the fire count estimates are impossible to assess at this point, 
since there is so little agreement between active fire products.  
When used with the SPITFIRE burnt area calculation, the PFI-based fire 
count estimates give burnt area estimates with a better spatial distribution than 
if the SPITFIRE counts are used, but the temporal estimates are worse. This is 
consistent with accuracies of the respective fire count predictions from the two 
models. The low magnitude of burnt area estimates resulting from the PFI-
based fire counts is not an indication of problems with the new fire count 
estimation method, but rather points to a lack of compatibility between this new 
model and the SPITFIRE BA calculation. This latter was calibrated to higher fire 
counts, and not scaled down to account for multiple satellite detections of single 
fire events (Thonicke et al., 2010). Additionally, the SPITFIRE BA calculation 
was designed to be used at a daily timestep, whereas the PFI is calculated 
monthly. This may contribute to the lower BA estimates, as a result of the loss 
of extreme input values to the rate of spread calculations. For instance, wind 
speed and litter moisture are averaged over the whole month, so very strong 
winds and exceptionally dry fuel are not necessarily accounted for.  
 The new, empirical burnt area model generally gives better burnt area 
estimates than the SPITFIRE BA calculation for each set of fire count 
predictions. Spatially, although there are some problems with the distribution of 
burnt area estimates in India and South East Asia, using the fractal BA model 
results in an overall improvement in the distribution of the predictions. The effect 
of this model on the temporal accuracy is inconsistent, and varies greatly 
between continents. The magnitude of the resulting estimates generally 
increases, as evidenced by the mean total annual BA predictions, although the 
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range of values may decrease, for instance when used with the SPITFIRE fire 
count estimates. In the majority of cases, this increase in magnitude represents 
an improvement in the estimates, since the BA values resulting from the 
SPITFIRE BA calculations are generally lower than the observations.  
 The overall best combination of fire count and burnt area models, when 
spatial, temporal and magnitudinal accuracy are considered together, consists 
of both of the new models: the PFI-based fire counts and the fractal burnt area 
model. The BA estimates resulting from the use of these two parameterisations 
together are consistently the most accurate spatially, and best capture the 
extent of burning in the tropics. Although the temporal distribution of these 
predictions are less accurate than those resulting from the SPITFIRE fire 
counts, regardless of the choice of BA estimation method, this may be due to a 
potential time lag in the PFI-based fire count predictions, as discussed in 
Chapter 2. The only region where the temporal correlation with the GFED4 BA 
product is particularly poor is Australia.  
 Africa is responsible for approximately 70% of global burnt area  (Andela 
and van der Werf, 2014), and, as such, it is critical that the models work well for 
this continent, more so than elsewhere. Spatially, the two new models together 
produce the best BA estimates in this region. They correlate exceptionally 
strongly with the observations (r = 0.803), and the estimated total annual BA is 
only 4.5% less than the GFED4 product. Temporally, these estimates are not as 
accurate as they could be, but are adequate until further improvements can be 
made.  
 In Chapter 3, the suitability of the new burnt area model in non-forested 
ecosystems was yet to be tested. The results given here show no evidence of 
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the model requiring modification to be applicable in such regions, although as 
more highly-detailed datasets of individual burn sizes become available, this is 
something that should be investigated further.  
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5. Discussion and conclusions 
This chapter summarises the research presented in this thesis. The key findings 
are listed, and the limitations of the work, opportunities for further development 
and the contribution of the work to the research field are discussed. 
 
5.1 SUMMARY OF RESEARCH 
The work presented in this thesis consists of novel parameterisations of fire 
occurrence and spread that are based on known relationships between climate, 
productivity and fire occurrence, and the often-observed fractal nature of fire 
size distribution. These parameterisations are simple, and consequently can be 
used both within a dynamic global vegetation model (DGVM) and as standalone 
models. They require fewer input variables, parameters and calculations, while 
simultaneously producing more accurate estimates of fire occurrence and burnt 
area than their process-based counterparts.  
 
5.2 KEY FINDINGS 
The potential fire index described in Chapter 2 (Section 2.1) gives estimates of 
fire risk that are easy to interpret physically and are spatially more accurate than 
existing fire danger indices, due to the consideration of the effect of changes in 
fuel load in different ecosystems. The temporal estimates of fire potential are 
comparable to those given by existing FDIs. The model suggests that in the 
most fire-prone ecosystems, changes in wet season moisture and subsequent 
fuel growth have more impact on fire occurrence than changes in dry season 
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intensity. Therefore, knowledge of drought severity is not sufficient in itself to 
predict levels of burning, since a key driver of fire occurrence is omitted. 
 The method given in Section 2.2 for converting the PFI into fire count 
estimates further improves the spatial accuracy of the predictions of fire 
occurrence: they correlate significantly better with observed fire count data than 
estimates produced by SPITFIRE or the LPX fire model coupled to the same 
DGVM. Temporally, the performance of the new estimates lies between these 
two existing fire models. The accuracy of the magnitude of the estimates is 
difficult to assess, since satellite-derived active fire products are prone to 
multiple detections of single fires, as well as difficulties in detecting small, 
understory or daytime fires. The main advantage of this method over existing 
parameterisations is that it bypasses the need to quantify the relative 
contributions of lightning and human activity to ignitions, and hence the need to 
identify and model the main drivers of anthropogenic fire. 
 The empirical burnt area model developed in Chapter 3 shows that it is 
possible to predict the parameters of a fractal fire size distribution using fire 
counts as a sole input, and subsequently predict the spatial and temporal 
patterns of burnt area in tropical forests. This eliminates the need for data about 
fuel moisture and quantity, fuel bulk density, wind speed, temperature and the 
plethora of other variables that are required by traditional process-based fire 
spread parameterisations.  
 These parameterisations both work well as standalone models, and 
when used in conjunction with one another they represent an improvement in 
the spatial and magnitudinal accuracy of burnt area predictions over existing fire 
models, with similar temporal precision (Chapter 4). When the new fire count 
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estimates are used to drive the existing SPITFIRE burnt area calculation, the 
resulting predictions are well-distributed across the tropics, but considerably too 
low, since the SPITFIRE parameterisation was calibrated to higher fire counts. 
Additionally, the PFI is calculated monthly, rather than daily, making it less 
compatible with the SPITFIRE burnt area calculation. Similarly, the new BA 
parameterisation is not fully compatible with the SPITFIRE or LPX fire count 
estimates due to the former being calibrated to lower fire counts. Nonetheless, 
this new BA calculation generally improves the spatial distribution and 
magnitude of BA estimates, regardless of the fire count estimation method.  
 
5.3 LIMITATIONS AND OPPORTUNITIES FOR FURTHER DEVELOPMENT  
5.3.1 Temporal accuracy  
Despite the high spatial accuracy of the new models, they are not particularly 
effective at capturing the timing of seasonal peaks and dips in fire activity, 
although they are also not significantly worse than existing models. Since this is 
the case not only for burnt area estimates, but also for fire count and potential 
fire predictions, it follows that the majority of this problem can be attributed to 
the design of the Potential Fire Index.  
There are several improvements that could be made to the PFI 
calculation that may improve the seasonality of the estimates. First, fire is 
unlikely during a drying season until the fuel has dried sufficiently to become 
flammable, hence there is probably a time lag between the onset of the drying 
season and the start of the fire season. It is possible that this time lag can be 
described using some function of the wet season intensity (WSI) and the local 
land cover or fuel load, combined with the rate of increase of the dry season 
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intensity (DSI), since these are the main factors that influence the speed at 
which fuel reaches a critical dryness that enables burning.  
Secondly, Aragão et al. (2008) show that fire activity peaks at the end of 
each dry season, which is not currently captured by the PFI model: although the 
PFI increases throughout the dry season, its cumulative nature means that the 
frequency of predicted fires often tails off at the end of each drying season. The 
addition of a term to account for this skew would undoubtedly be beneficial. 
Finally, the accumulation of fuel conditions over more than just one 
wet/dry season cycle is likely to have an effect on fire activity (Veblen et al., 
2000), particularly if the potential fire is not fulfilled due to a lack of ignition 
sources: several years of particularly intense wet seasons with little or no fire 
activity in the corresponding dry seasons is bound to result in an accumulation 
of fuel which may increase the PFI in fuel-limited fire regions. This issue could 
potentially be avoided if the PFI model were to be recalibrated with its 
parameters given as functions of local biomass, rather than constant per PFT, 
since this would allow fuel loads to accumulate. This would also contribute 
towards making the model more dynamic, the need for which is discussed next. 
 
5.3.2 Dynamicity  
Venevsky et al. (2002) suggest that statistical models are unsuitable for long-
term, global use, since they are static and will not take changing climatic and 
ecological conditions into account. While the models developed in this thesis 
are not fully static, they could benefit from a few developments to make them 
more dynamic.   
The PFI model is partially dynamic in that climate data is used to drive 
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the calculations, but the model is calibrated for static land cover types. If the 
model were to be recalibrated so that the parameters were no longer constant 
values prescribed for each of the GLC2000 LCTs, but rather functions of 
biomass, this could potentially improve long-term estimates of fire occurrence. 
However, this relies heavily on the accuracy of modelled biomass, which in turn 
is dependent on the reliability of biomass datasets. Houghton et al. (2001) 
compared seven independent estimates of forest biomass in the Brazilian 
Amazon and concluded that although there was significant agreement across 
the methods about the total quantity of stored carbon, there was only as much 
agreement about the spatial distribution of this biomass as would be expected 
by chance. Furthermore, estimates are still considerably worse for the tropics 
than in boreal forests (Houghton, 2005). 
The conversion from PFI to fire counts is currently static, but as 
discussed previously, this is only intended as a temporary solution to ignition 
modelling. It does not account for changes in human activity and ignition 
patterns, and although this does not seem to be a major problem during the 
time period analysed in Chapter 4 (1980 to 2012), it will undoubtedly result in a 
significant loss of accuracy over longer timeframes. In order to continue 
avoiding the problem of identifying and modelling the factors that influence 
human ignition patterns, which has proved unsatisfactory in existing fire models, 
the use of such parameters is preferable, providing there is some way to update 
the parameters at regular intervals. This could be done using fire observations 
as they become available, but would preferably be achieved using some 
predictable climatic or social variable. Extensive further research would be 
required to achieve this. 
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The new burnt area model implicitly accounts for changes in local 
conditions, since it is driven by fire counts, which are affected by similar 
variables. However, it may benefit from the inclusion of additional variables in 
future developments, to allow the distribution parameters to vary as functions of 
local climate or land cover. 
 
5.3.3 Data availability 
The burnt area model developed in Chapter 3 was calibrated to a burn scar 
dataset that is heavily limited both spatially and temporally, since it covers only 
the forested regions of Brazilian Amazonia for a single year. Datasets of this 
kind, with information about not only the frequency but also the size of both 
canopy and understory fires, are uncommon and unavailable at large scales. If 
more data of this type were available, this would facilitate the calibration of this 
model to a range of ecosystems and the identification of which parameter 
estimation methods would benefit most from additional development.  
 
5.3.4 Combustion, emissions and long-term effects 
For the new fire models to fulfill their potential usefulness within a DGVM, new 
method for converting burnt area to biomass burnt and subsequent trace gas 
emissions is required. The current calculations in SPITFIRE could not be 
implemented in JULES as a result of incompatibility between the fuel classes in 
the DGVM and in the fire model (see Section 4.2.2.10). Even if this issue were 
solved, the existing fuel combustion equations require the estimated intensity of 
the fire, which is based on the rate of spread equations, and hence these could 
not be omitted from the model despite the introduction of the new burnt area 
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estimation method. A possible solution to this would be to estimate biomass 
burning using a similar technique to that given in Hao et al. (1994), whereby the 
fraction of aboveground biomass that is burned is prescribed for each fuel or 
land cover type. However, this again relies on the accuracy of available 
biomass estimates. Ideally, fire data such as that available in the Moderate 
Resolution Imaging Spectroradiometer (MODIS) database or Global Fire 
Emissions Database (GFED3) should be combined with vegetation type maps 
in order to quantify affected biomass more accurately, since evergreen 
rainforests and wooded grassland savannahs contain very different quantities of 
biomass per unit area (Mouillot et al., 2005). It is also important to treat biomass 
as dynamic, rather than as static (Houghton et al., 2001). 
Emission estimates for a range of trace gas species could be estimated 
in the same way as in SPITFIRE and the LPX fire model, which consists simply 
of multiplying the biomass burnt by a PFT-specific emissions factor. If different 
PFTs are being used to those for which emission factors are given in Thonicke 
et al. (2010), a highly detailed table of emission factors for a large range of trace 
gases and PFTs can be found in Akagi et al. (2011). These could be grouped 
together as required. A more concise table of emission factors is given in van 
der Werf et al., (2010), based on estimates drawn from several other studies 
(Andreae & Merlet, 2001; Christian et al., 2003). However, there is some 
dispute over the accuracy of such methods. Van Leeuwen & van der Werf 
(2011) argue that constant emission factors may be too simplistic an approach 
to adequately model reality, and that they are influenced by a range of ambient 
conditions, including precipitation, temperature, dry season length, vegetation 
greenness as given by the Normalize Difference Vegetation Index (NDVI), and 
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fractional tree cover. Whether a model based on variable rather than constant 
EFs would significantly improve emission estimates is a question that requires 
further analysis.  
Similarly, long-term mortality and decomposition should ideally be 
included in any fire model. There are some calculations for this within 
SPITFIRE, but these again use the rate of spread estimates, and hence are not 
ideal for use with the new fire count and burnt area models. As with other 
aspects of fire modelling, there are studies that have investigated post-fire 
mortality in specific regions or vegetation types (e.g. Brando et al., 2011). 
However, this is a complex process and development of a pan-tropical or global 
model of post-fire mortality would require extensive further research.  
 
5.4 CONTRIBUTION TO THE RESEARCH FIELD 
The models developed in this thesis bridge the gap between the two main types 
of contemporary fire research: small-scale observational studies, and large-
scale model development. Paradoxically, the former deals with broad patterns 
in fire behaviour in specific study areas and time periods, whereas the latter 
attempts to quantify the behaviour of individual fires in order to predict global, 
long-term fire activity. There has previously been very little crossover between 
these two fields. The models developed here make use of the knowledge 
obtained by the first type of fire study in order to improve the second. They 
therefore make practical use of theories that are well-documented and 
supported by the literature.  
The results show that empirical modelling is a valid alternative to large-
scale, process-based fire models. The new models produce estimates of fire 
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occurrence and spread in the tropics that correlate more strongly with observed 
fire data than existing fire models, which have been shown in the literature to 
poorly represent tropical fires.  A substantial amount of further work is required 
to produce a fully dynamic, comprehensive fire model that provides the same 
functionality as existing fire models and that can be fully coupled, with feedback, 
to a vegetation model. However, the parameterisations presented here are a 
solid starting point. 
Even if such models prove to have finite limits to their potential use for 
long-term fire prediction, their simplicity makes them useful for benchmarking of 
existing or future fire models. Unlike current models, they can be easily 
implemented within any DGVM for comparison to current fire parameterisations, 
as shown in Chapter 4. New process-based models should be able to produce 
estimates of fire activity that are at least as accurate as those given by the new 
fire count and burnt area models developed in this thesis to prove that the 
additional complexity is warranted. 
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