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a b s t r a c t
Urban systems emerge as distinct entities from the complex interactions among social, economic and
cultural attributes, and information, energy and material stocks and flows that operate on different
temporal and spatial scales. Such complexity poses a challenge to identify the causes of urban envi-
ronmental problems and how to address them without causing greater deterioration. Planning has
traditionally focused on regulating the location and intensity of urban activities to avoid environmen-
tal degradation, often based on assumptions that are rarely revisited and producing ambiguous
effects. The key intellectual challenge for urban policy-makers is a fuller understanding of the com-
plexity of urban systems and their environment. We address this challenge by developing an assess-
ment framework with two main components: (1) a simple agent-based model of a hypothetical
urbanizing area that integrates data on spatial economic and policy decisions, energy and fuel use,
air pollution emissions and assimilation, to test how residential and policy decisions affect urban
form, consumption and pollution; (2) an information index to define the degree of order and sustain-
ability of the hypothetical urban system in the different scenarios, to determine whether specific pol-
icy and individual decisions contribute to the sustainability of the entire urban system or to its
collapse.
 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Cities are spatial patterns that persist in time, in which no
single constituent remains in place (Holland, 1995). Urban sys-
tems emerge as distinct entities from the complex interactions
among social, financial, and cultural attributes, and information,
energy, and material stocks and flows that operate on different
temporal and spatial scales. Urban environmental problems
(e.g., air pollution, open space fragmentation and excessive fuel
consumption) create the pressing need for urban sustainability.
Such complexity poses a challenge to identify the causes of
urban environmental problems and how to address them with-
out causing greater deterioration. Environmental planning has
traditionally addressed these problems with policies regulating
the location and intensity of urban activities, often based on
assumptions about urban and environmental dynamics that are
rarely revisited (Alberti, 1999; Chin, 2002; Ewing, 1994, 1997;
Neuman, 2005). Given the complexity of urban systems and
the environment that supports them, the key intellectual chal-
lenge of urban sustainability is a fuller understanding of the dy-
namic spatial interactions among the components of the coupled
urban-environmental system. Such understanding can inform ur-
ban decision-makers of the environmental consequences of
responding to urban needs.
We seek to contribute to this understanding by developing an
assessment framework with two main components. The first in-
cludes the development of a simple agent-based model of a hypo-
thetical urbanizing area that integrates data on spatial economic
and policy decisions, energy and fuel use, air pollution emissions
and assimilation. We use our model to test how different residen-
tial preferences and landscape characteristics shape the develop-
ment of urban areas, in turn affecting energy use and pollution
patterns, and how different policies can affect this relationship.
The second component of our assessment framework involves
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defining the stability, degree of order and sustainability of the
hypothetical urban system using information theory and indexes
that can explain the system-wide states and trends. This inte-
grated framework enables us to make meaningful comparisons
among urban scenarios, adding to the existing array of sustain-
ability assessment tools, such as the ecological footprint, life-cycle
analysis, and integrated land-use transport GIS models (Deakin,
Mitchell, Nijkamp, & Vreeker, 2007 provide a summary of some
of these methods). The specific contribution of the proposed
framework is that it explicitly connects policy, decentralized deci-
sion-making and environmental quality, and analyzes both tem-
poral and spatial trends of these interactions. In this manner,
scholars and policy-makers can explore how policy influences
behaviour, the impact of such behaviour on environmental vari-
ables, and whether this impact contributes to the sustainability
of the entire urban system or to its collapse.
Our paper also seeks to question and clarify the assumptions
about the relationship between specific land-use patterns and
energy use and concentration of pollutants. Empirical findings
are inconclusive (Alberti, 1999; Garde, 2004; Neuman, 2005), sug-
gesting not that either position is necessarily wrong, but that this
relationship may be nonlinear or may vary with the scale of
analysis. For example, increases in density support energy effi-
ciency by shortening trips and reducing household energy
requirements. Beyond a certain area size, however, high urban
densities generate negative externalities due to congestion and
concentration of pollutants beyond the environment’s assimila-
tive capacity, while low densities allow for pollution dispersion.
This observation depends on the scale of measurement, however.
Low densities may be accommodated in different layouts, e.g.,
uniformly distributed or clustered in multiple centres, which
may significantly affect energy use and pollution. While the den-
sity is equally low at a regional scale in both scenarios, the local
high densities in the second layout support the decentralization
of activities and shorter trips. In contrast, the first layout imposes
longer distances and lower household energy efficiency, resulting
in overall higher energy consumption and congestion, more so if
trip destinations are located outside the region and if densities
are such that public transportation modes cannot be supported.
The implications for policy are different in each scenario, as the
justification for intervention varies to reflect the different market
failures (congestion versus distortions of transportation costs and
land prices).
Finally, we also seek to expand the suite of metrics that can help
gauge the sustainability of an urban system in its present state, or
possible future states as behaviour, technology and policy change.
While agent-based models can provide a variety of spatial and
temporal output measures computed at different scales, we seek
to illustrate the multi-dimensional insights that can be derived
when they are combined with a new dimension of impact that ac-
counts for the long-term sustainability and stability of the entire
system based on the outputs of the agent-based model. Such com-
bination of multiple dimensions can give a clearer picture of the
consequences of specific policies and individual behaviours, as
the various scales of impact are evaluated together.
In sum, the purpose of our paper is to illustrate how the integra-
tion of agent-based modelling and the Fisher Information Index
can help identify policy and behavioural lever points to improve
environmental quality, test the assumptions about how urban
form relates to environmental quality, and provide multi-dimen-
sional assessments of complex urban-environmental systems.
The next section describes the components of the agent-based
model we developed to address these questions, followed by the
simulation results from different policy and behavioural scenarios
and their analysis with Fisher Information Index. We conclude
with general observations about urban sustainability based on
the various measures and about the applicability of this assess-
ment framework to specific urban areas.
2. The basic USAFE model
We present a generic agent-based model, the Urban Sustain-
ability Assessment Framework for Energy (USAFE), which draws
from urban economics and environmental science and planning
to represent the land-use decisions and consequent energy con-
sumption and pollution dynamics in an urban system. We chose
agent-based modelling over other spatial modelling tools because
our research questions require the analysis of forces and behav-
iours originated in, and modified by, the interaction of heteroge-
neous landscapes and actors operating at different spatial and
temporal scales. The explicit representation of socio-economic,
political and natural processes in space and time and the feed-
back mechanisms connecting them, makes agent-based modelling
useful to examine the inevitable uncertainties in complex multi-
dimensional systems that other methods have more difficulties
in handling (Parker, Manson, Janssen, Hoffman, & Deadman,
2003).
Since the 1990s, there has been considerable activity in various
applications of cellular and agent-based modelling to spatial pro-
cesses, in particular models of land-use and land-cover change
(e.g., Brown & Robinson, 2006; Caruso, Rounsevell, & Cojocaru,
2005; Deadman, Robinson, Moran, & Brondizio, 2004; Ducrot, Le
Page, Bommel, & Kuper, 2004; Hanley & Hopkins, 2007; Hoffman,
Kelley, & Evans, 2003; Parker & Meretsky, 2004; Rand, Zellner,
Riolo, & Fernandez. Fernandez, 2002; Torrens, 2006; Yin & Muller,
2007; Zellner, 2007). This research has mostly focused on the driv-
ers of change and the effects of policy on the process of change.
Some have focused on biophysical impacts, such as effects on for-
est cover and water sustainability, but not on energy use and emis-
sions. Other modelling approaches that address energy use and air
pollution have focused on forecasting pollution from traffic, con-
structing regression models and indicators that relate urban form
to energy consumption due to travel patterns, and spreadsheet
models that compute aggregate levels of emissions based on en-
ergy use in alternative energy-management scenarios (Affuma,
Browna, & Chanb, 2003; Guindon & Zhang, 2007; Sadownik &
Jaccard, 2001; van de Coevering & Schwanen, 2006). While
policy-relevant, these models do not address the type of deci-
sion-making that drives the broader land-use and transportation
processes affecting air quality. Several spatially-explicit models
have been developed that integrate the broader land use and trans-
portation dimensions (e.g., TRANUS, UrbanSIM, CURBA). Of these,
only TRANUS considers emissions from transportation. These are
highly sophisticated models that are conceived as forecasting
rather than exploratory tools for policy evaluation. Their sophisti-
cation, however, requires extensive data for inputs and calibration,
and makes it difficult to relate the processes to the outputs. In par-
ticular, land-use and energy-use decisions are implicit in the mod-
els, and yet these decisions are at the core of complex
environmental problems in urban areas. With USAFE, we attempt
to make the connection between decisions, policies and environ-
mental outcomes explicit and transparent. The purpose of USAFE,
then, is to test the effect of various corrective land-use, infrastruc-
ture and resource management policies on individual decisions
and, ultimately, on an array of sustainability measures applied to
urban regions, including aggregate and disaggregate physical and
social variables. Physical variables indicate energy use, pollution
emission and carbon sequestration. Social variables include agent
utility measures. These variables are used to compute information
indexes, discussed in the next section, to determine the stability of
the urban system under each policy regime.
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In its current version, USAFE includes diverse agents (e.g., res-
idents and farms) making choices about development, location,
transportation, and energy consumption. The environment is rep-
resented as a two-dimensional lattice of cells containing natural,
infrastructure and policy attributes, including forest cover, soil
quality, presence of roads, zoning density restrictions and muni-
cipal water and sewer coverage. Agents’ decisions are affected by
their individual preferences for location (e.g., proximity to cities
and natural areas, crime rate, the ranking of public school dis-
tricts and density of development), by policy (e.g., zoning restric-
tions and infrastructure) and by landscape characteristics (e.g.,
soil quality and land availability for urban development). Energy
consumption and pollution emissions result from operational use
and transportation, both dependent on density of development,
distance to main destinations, type of fuel and share of energy
production, and fuel efficiency. Agents’ land-use decisions affect
the assimilative capacity of the environment through forest clear-
ing and re-growth, and subsequent urbanization through adja-
cency effects. Each time step corresponds to one year. The
sequence of events for the USAFE model is included in the
Appendix.
USAFE is built with the Java RePast1 simulation platform. The
parameter values and mechanisms of the models are based on
existing literature and expert knowledge about the various deci-
sion-makers and processes that are represented in the model (ulti-
mately, we will use historical data from actual metropolitan areas).
Interaction effects between the various components of the model
are assessed by sequentially varying the behavioural, policy and
biophysical dimensions, and examining their impacts on the simu-
lations outputs.
2.1. Environment
The environment is defined as a two-dimensional lattice com-
posed of square cells of equal size, each cell representing a specific
surface area. Both the lattice and the cell surface are defined by a
parameter of the model. Associated to this lattice is a series of grid
data layers containing natural, infrastructure, social, proximity,
and policy information (Table 1).
Empirical evidence and literature suggest that these factors
influence farmland conversion and residential location decision-
making, referenced in detail in the sections below corresponding
to each type of decision. Stochasticity, agent and landscape heter-
ogeneity, and path-dependence will ultimately determine how the
landscape is developed.
2.1.1. Land conversion
Cells are created at model initialization and assigned a farm
land-use type by default. Alternatively, the assignment of land-
use types may be determined by an input map. Farm cells transi-
tion to an undeveloped state, after which they become available
for subsequent residential development, at a rate defined by a
parameter of the model (Fig. 1a). This rate determines the num-
ber of randomly selected cells to be evaluated for transition at
each time step. If a selected cell has poor agricultural soil and
contains a road, it will be converted to undeveloped. If the cell
has a road and good agricultural soil, the probability of transition-
ing is set to be at least 80%, increasing with increasing adjacent
development. Otherwise, with good agricultural soil and no roads,
the probability that a cell will transition to undeveloped depends
only on surrounding development. Once the cell is converted, it is
ready to be occupied by residents, according to decision rules that
are described in Section 2.3.1.
The farmland transition rates and mechanisms are based on
current land-use trends in Southeast Michigan, expert knowledge
of farmers’ decisions to free up land for residential development
(Maniko, personal communication, 2004; Nassauer, personal com-
munication, 2004), and literature studying the role of speculation
and of transportation and service infrastructure in encouraging
development around existing residential areas ( Bogart, 1998;
Ewing, 1994, 1997). Nevertheless, current mechanisms and rates
in the model may be changed with new empirical information.
2.2. CO2 assimilation
Low-density development is often more conducive to forest
preservation, depending on the type of development, while fewer
opportunities for forest cover exist in dense areas. While forest
cover enhances assimilation, low density has two opposing ef-
fects: it increases the distance travelled and the household elec-
tricity use (see Section 2.3.2) while limiting the number of
households that consume energy and travel. In this version of
the model, forest is assumed to be maturing at a constant rate
wherever it is present. This simplifying assumption allows us to
explore the advantages and disadvantages of varying urban and
suburban densities.
Theassimilative capacity of the environment forCO2 is calculated
at each time step by computing the surface of forest cover in the en-
tire lattice andmultiplying it by 1,800,000 grams of carbon units ab-
sorbed by one hectare of forest per year, divided by 0.27 units of
carbon per unit of CO2 (Rees, 1996). This determines the amount
of thegas that canbeabsorbedbyexisting forest,which is subtracted
from the cumulative emissions from residential electricity and fuel
use to determine final global concentrations of the green house
gas. If the result is negative, global concentrations are zero.
2.3. Agents
There is one type of agent in this version of USAFE, which has
attributes and rules of behaviour corresponding to residents. Resi-
dents have different preferences for location, and decide to move
to a cell according to how well it matches their preferences. Their
choice of location affects their energy consumption and pollution
emissions, explained below (Section 2.3.2) (in future versions,
the behaviour rules will be modified to reflect location and con-
sumption responses to energy prices, pollution and policies). Farm-
ers are proto-agents, in that they are described by rules of
behaviour defined at the cell level and that depend on landscape
attributes and adjacency effects; energy consumption and
Table 1
Landscape quality spaces in USAFE
Land use
Natural features
Agricultural quality
Septic quality
Forest cover
Infrastructure
Presence of roads
Municipal water coverage
Municipal sewer coverage
Social
Ranking of schools
Crime rate
Proximity
Distance to natural areas
Distance to centre of employment
Policy
Residential-density restriction (zoning)
1 http://www.repast.sourceforge.net/index.php.
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corresponding emission of pollutants are of an undefined type in
this model version and are constant for all farm cells. The decision
to represent behaviour in agent or in cellular form was determined
by the level of detail and heterogeneity in the land-use and energy-
use processes at this stage of development of USAFE. This will be
restructured into agent-based form when more information is
gathered about farm decision-making.
2.3.1. Location decisions
Residents enter the environment at a predetermined rate (1000
per time step in this version) and choose to locate on undeveloped
cells using a hedonic utility calculation that is partly based on sur-
vey data (University of Michigan, 2001) and on literature (Downs,
1994; Ehrenhalt, 2000; Ewing, 1994; Garreau, 1991; Gordon &
Richardson, 2000; Heilbrun, 1987; Henderson & Moore, 1998;
Transition from farm 
to undeveloped cell
Lattice with 
cells
Municipal 
water/sewer
Roads
Zoning
Distance to 
destinations
Ag. soil quality
Interactions
Farmer
Transition from undeveloped 
to residential cell
Residents
School scores
Crime rate
0.5
Residential cells
Farm cell
Lattice 
with cells
Distance to 
employment
Zoning 
(den sity)
Fuel use
Electricity use
a
b
Fig. 1. USAFE: (a) land-use decision-making mechanisms; (b) energy consumption mechanisms; (c) air pollution emissions.
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Hirsch, 1984; McKee & McKee, 2001), and that accounts for conve-
nience of access, crime levels, quality of public schools, proximity
to major employment centres and natural areas, and density of
surrounding development (Fig. 1a). Based on the survey data, prox-
imity to work and natural areas and convenience of access are two
dimensions that affect accessibility. They are therefore represented
as two kinds of landscape variables for which residents have pref-
erence: (1) distance (a continuous variable), and (2) presence of a
road (a binary variable). Residential preferences are assigned for
new agents when they are created at each time step. Population
preference values follow a normal distribution around a mean va-
lue that is set as a parameter of the model for each factor of pref-
erence, and with a fixed standard deviation of 0.02. Although the
standard deviation could be changed, it has been shown that the
existence of variability matters more than the size of such variabil-
ity (Brown & Robinson, 2006; Rand et al., 2002). All residents are
also set to value municipal provision of water and sewer, and in
cases where there is no sewerage they prefer to locate on septic
soils.
Residents decide their location by evaluating a random set of
cells available for residential occupation, representing the bounded
knowledge they may have of the real estate market through real-
tors. The number of cells that enter the sample is determined by
a parameter of the model. Residents evaluate each cell according
to a utility function of the following form, where all factors are nor-
malized between 0 and 1:
U ¼ arr þ aeð1 eÞ þ anð1 nÞ þ akkþ acð1 cÞ þ azð1 zÞ
þ awwþ ass; ð1Þ
where
ar = residential preference for proximity to road;
r = cell presence of road (binary);
ae = residential preference for distance to employment;
e = cell distance to employment;
an = residential preference for distance to natural area;
n = cell distance to natural area;
ak = residential preference for good schools;
k = cell school scores;
ac = residential preference for low crime;
c = cell crime levels;
az = residential preference for low density;
z = residential density permitted by zoning;
aw = residential preference for municipal water coverage;
w = cell presence of municipal water (binary);
as = residential preference for either sewer coverage or septic
soil;
s = cell presence of either sewer coverage or septic soil (binary).
Each resident locates on the first cell from the random set from
which they derive the highest utility. If the selected cell has
reached the maximum density permitted by zoning, it is with-
drawn from the pool of available cells and no further residents
can move in. Otherwise, the cell remains available for future resi-
dents. The pattern in which residents settle emerges from the com-
bination of residential preferences, zoning and adjacency effects of
development on farm cells.
2.3.2. Energy use and air pollution emission
Household electricity use and transportation fuel consumption
are fundamentally different processes with unique efficiency and
pollution rates, and they are separate in the model (Fig. 1b). House-
hold electricity consumption rates decrease with increasing per-
mitted density, assuming that houses are smaller in dense areas.
The model has two parameters governing this density-dependent
energy use indicating minimum (555 kW h) and maximum
(1332 kW h) electricity usage per household, based on existing
information of average monthly residential electricity use in differ-
ent states across the US (Department of Energy, 2005). Although
Residential cell
Forest cover
Lattice 
with cells
CO2 and other
pollutants
Fuel use
Electricity use
f(fuel efficiency, 
power plant share)
c
Fig. 1 (continued)
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reasonable, these default values may be changed to reflect different
energy usage scenarios. Each household is then assigned a level of
consumption that depends on the maximum possible density per-
mitted in each cell, as determined by
Eh;c ¼ ð1 zcÞðEmax  EminÞ þ Emin; ð2Þ
where Eh,c = monthly electricity use in household h located in cell c;
zc = residential density permitted by zoning in cell c; Emax = maxi-
mum household electricity use; Emin = minimum household elec-
tricity use.
During each time step of the simulation, Eh,c is multiplied by the
number of households in each cell and the 12 months in a year to
collect the information of annual electricity use in each cell:
Ec ¼ Eh;c  rc  12; ð3Þ
where Ec = annual household electricity use in cell c; rc = number of
residential households (agents) in cell c.
Transportation energy use in the model rises with increasing
distance to employment centres, and total fuel consumption in
each cell is determined by this distance and the fuel efficiency of
private vehicles, another parameter of the model. The default value
for this parameter is 30 miles per gallon. Fuel consumption in-
creases with the number of commutes per week, another model
parameter whose default value is five round-trips, and by 52 weeks
in a year:
Fc ¼ dcf  rc m 52 2; ð4Þ
where Fc = annual fuel use for transportation in cell c; dc = distance
from cell c to central business district; f = fuel efficiency; m = com-
muting round-trips per week (m = 5 in default scenario).
Emissions of air pollutants are a function of the share of utility
plants powered by different fuels, of household electricity use, and
fuel used for transportation and farm operations (Fig. 1c). Utility
plants considered include those powered by natural gas, coal, oil
and municipal waste. Nuclear power plants were excluded, since
their production of air pollution is negligible. These plants produce
different levels of CO2, SO2 and NOx. USAFE computes emissions of
each gas by multiplying the rate of pollution emission per unit of
electricity generated (g/kW h), based on accepted emission factors
(US Environmental Protection Agency, 2006), by the electricity
consumed by households in each cell, as defined above, and by
the share of power plants of each type. The model also estimates
the amount of VOC, CO, NOx, PM, SOx, CH4, N2O and CO2 generated
by residential transportation originated in each cell. The amounts
are computed by multiplying the total use of fuel for transporta-
tion times the corresponding emission factors in grams for each
contaminant per gallon of fuel. We took the emission factors for
conventional gasoline vehicles from the Greenhouse Gases, Regu-
lated Emissions, and Energy Use in Transportation model (GREET)
developed by Argonne National Laboratory. The computation of
emissions for each pollutant combines both sources—electricity
use and transportation—as follows:
Px;c ¼ Fc  tx þ aðEcðsg  px;g þ sk  px;k þ so  px;o þ sw  px;wÞÞ;
ð5Þ
where
Px,c = annual emissions for pollutant x originated in cell c;
tx = emission factor for pollutant x from transportation;
a = binary variable that takes the value of 1 when pollutant x is
produced by power plants;
sg = share of power plants operating with natural gas;
px,g = emission factor for pollutant x from natural gas power
plants;
sk = share of power plants operating with coal;
px,k = emission factor for pollutant x from coal power plants;
so = share of power plants operating with oil;
px,o = emission factor for pollutant x from oil power plants;
sw = share of power plants operating with municipal waste;
px,w = emission factor for pollutant x from municipal waste
power plants.
2.4. Spatial and aggregate outputs
USAFE produces a variety of spatial and temporal outputs. The
model stores land use (the number of agents if it is residential), fuel
and electricity use and pollution emission in each cell, reproducing
the distribution in a two-dimensional lattice at the end of each run.
Using GIS, spatial analyses can be conducted on the collection of
matrices providing information about averages and distributions,
as well as spatial correlations. In addition, USAFE produces a report
at the end of each run with global values of pollution emissions for
each air pollutant and for forest cover. Global emissions are calcu-
lated and reported for each time step combining both residential
sources of pollution. We test the effect of behavioural, physical
and policy variables on these outputs by changing the parameter
values of the USAFE model (Table 2).
Agricultural energy use and emissions are kept separate from
residential activity. We focus on farm operation only, and do not
attempt to include the production of inputs or transportation of
outputs for agricultural activity. A parameter in the model deter-
mines the rate at which each farm cell uses energy and a second
parameter determines the amount of pollution generated by each
unit of energy used. More detail will be added to the model as
we collect further information on agricultural activity.
Table 2
Parameters and default values in USAFE
Parameter (units) Default value
Run time 200 time steps
Size of grid 200 by 166
Initial land-use All farms
Forest cover 0 in all cells
Roads In all cells
Municipal water and sewer In all cells
Zoning 311 residents/cell
Agricultural soil quality Poor in all cells
Central business district Centre of lattice
Natural areas In all cells
School scores 0 in all cells
Crime 0 in all cells
Residents per turn 1000
Transition rate to undeveloped 100
Round-trips per week 5
Residential preference for all factors 0.5
Surface of each cell 63,000.78 m2 (16
acres)
Maximum electricity use 1332.0
Minimum electricity use 555.0
Share of power generation (natural gas, coal, oil,
municipal waste)
0.25 each
CO2, SO2 and NOx from natural gas (g/kW h) 514.82, 0.05, 0.77
CO2, SO2 and NOx from coal (g/kW h) 1020.12, 5.9, 2.72
CO2, SO2 and NOx from oil (g/kW h) 758.4, 5.44, 1.81
CO2, SO2 and NOx from municipal waste (g/kW h) 1355.33, 0.36, 2.45
Farm consumption (undefined units) 100
Farm Pollution Coefficient (undefined units) 1.0
Fuel efficiency (mi/gal) 30.0
VOC from fuel use for transportation (g/gal) 4.637
CO from fuel use for transportation (g/gal) 123.581
NOx from fuel use for transportation (g/gal) 6.160
PM from fuel use for transportation (g/gal) 0.739
SOx from fuel use for transportation (g/gal) 1.898
CH4 from fuel use for transportation (g/gal) 1.882
N2O from fuel use for transportation (g/gal) 0.627
CO2 from fuel use for transportation (g/gal) 8744.611
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2.5. The Fisher Information Index
We use the reports generated by USAFE to calculate the Fisher
Information Index for each scenario. Fisher information was ini-
tially formulated as the information obtainable from a set of mea-
surements or observations on a variable s in an effort to estimate
a value for an unobservable parameter h (Fisher, 1925). Recent
work has derived many well-known physical and biological laws
from Fisher information (Frieden, 2004). Starting from these re-
sults, Cabezas and colleagues have developed the Fisher Informa-
tion Index as a means of defining the stability, degree of order,
and sustainability of a variety of systems, including ecological,
industrial, economic, social, and governmental (Cabezas,
Pawlowski, Mayer, & Hoagland, 2003, 2005; Fath, Cabezas, & Paw-
lowski, 2003; Mayer, Pawlowski, & Cabezas, 2006; Mayer, Thur-
ston, & Pawlowski, 2004; Pawlowski, Fath, Mayer, & Cabezas,
2005). The general logic of the index is as follows: (1) Fisher
information is a measure of information obtainable from observa-
tions, (2) information can be obtained from data only if there are
patterns present in the data, i.e., no useful information can be ob-
tained from truly random data, (3) the existence of patterns im-
plies that there is order in the data (random data has no order
Fig. 2. Spatial outputs of default scenario, averaged for all runs: (a) density (residents/cell); (b) fuel use (gal/cell); (c) electricity use (kW h/cell); (d) CO2 emissions (Tn/cell);
(e) CO2 emissions (Tn/resident). Note: darker shades show higher values.
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or useful information), and (4) Fisher information must, conse-
quently, be a measure of order. This is important because many
well-functioning dynamic systems have order which is typically
lost as the system undergoes a regime change (defined as a tran-
sition that changes the structure and functioning of the system as
a result of one or more independent factors) or simply begins to
malfunction. For the case of complex systems, no two dynamic
regimes normally have the same degree of order or the same
Fisher information, i.e., each regime has its own set of distinct
patterns. Hence, when a system shifts from one dynamic regime
to another, the transition is often seen as a temporary loss of or-
der and a sharp drop in the Fisher information. The results for
this application of Fisher information show remarkable consis-
tency across different systems and explain many system-wide dy-
namic regime shifts. The Fisher Information Index is therefore a
promising means from which to derive trends that describe the
current regime of a system, and in some cases anticipate its fu-
ture condition. Since Fisher information can operate on different
types of data (e.g., physical, technical and social) it offers the abil-
ity to integrate across social, economic, and material and energy
flow regimes.
The actual mathematical procedure for computing the Fisher
Information Index from time series data is well documented else-
where (Karunanithi, Cabezas, Frieden, & Pawlowski, 2008; Paw-
lowski et al., 2005). We outline it here for continuity and clarity.
A trajectory of the system over time can be defined by plotting
the values of its observable variables, e.g., carbon emissions, at
each time step in a phase space define by the variables and time.
There is an inherent uncertainty in the measurement of any vari-
able including emissions so that any two points in the trajectory
that differ from each other by less than this measurement uncer-
tainty are indistinguishable, and they can therefore be considered
to be the same value repeated over time. In this manner, all the
points in the trajectory can be grouped into different sets, defined
as states of the system. The system trajectory—the series of
points—is then converted to a sequence of states ordered in time.
Note that one can also construct states relative to a base case or
reference system or a regime of systems rather than measurement
uncertainty. The probability of observing a given state of the sys-
tem is then assumed to be proportional to the number of points in-
side that state. This allows us to build a probability function giving
the likelihood of observing states of the system. We connect these
developments to Fisher information through the shift invariant
form of the Fisher information, as follows:
I ¼
Z
1
pðsÞ
dpðsÞ
ds
 2
ds; ð6Þ
where I = the Fisher information, p(s) = probability density for state
of the system s, s = a state of the system.
Note that I depends on p(s) and the slope of p(s) with respect to
s. For a system in perfect order, i.e., one that never changes, the
measurable variables always have the same value, the system is al-
ways in one state, and then the probability of observing the favored
state is one. Here, p(s) is very sharp, the slope dp(s)/ds approaches
infinity, and the Fisher information approaches infinity as well.
That is, a great deal of information can be obtained from a system
that has very well fixed and rigid patterns. On the contrary, for a
system in perfect disorder that constantly changes in a completely
random and uncorrelated manner, the probability of observing any
particular state is small and equal to the probability of observing
any other state. Then p(s) is small and very broad or even flat,
the slope dp(s)/ds approaches zero, and the Fisher information ap-
proaches zero as well.
Because systems in stable regimes show characteristic order
and order is lost as a regime change occurs, we are able to as-
sess the possible impacts of specific policies and behavioural
changes on the future sustainability and dynamic regime of the
urban system in terms of Fisher information computed from
electricity use, fuel use, and CO2 emissions produced by the
agent-based model—future work will involve analyzing other
pollutants and natural and socio-economic variables over time
and space. The code to compute the Fisher Information Index
was programmed in MATLAB. The electricity use, fuel use, and
CO2 emissions time series data generated by the agent-based
model for various scenarios were fed into the Fisher Information
Index code as input data and the time-averaged Fisher informa-
tion values were calculated for each of the scenarios by (1)
dividing the time series data points for a given scenario into a
sequence of time windows (each time series data point is a vec-
tor with three coordinates—one for each output variable—plus
time, forming a four-dimensional phase space); (2) distributing
the time series data points into the time windows in the phase
space trajectory; (3) dividing the four-dimensional phase space
within each time window into multiple system states where
the sides of each state are equal to four standard deviations
computed from the variation of each variable for the default or
base case scenario (described in Section 3); (4) distributing the
phase space data points into the system states until all the
points within the given time window are accounted for; (5) con-
structing the probability density function (pdf) for observing a
given state within the given time window by counting the num-
ber of points inside each state. Once the pdf has been con-
structed, the time-averaged Fisher information for the given
time window is then computed using Eq. (6). After calculating
the Fisher information for a given time window, the time win-
dow is moved by a specified number of time steps such that
there is an overlap, and then the average Fisher information is
computed over the new time bracket. The Fisher Information In-
dex for all the time windows is calculated as above and these
values are plotted as a function of time.
3. Scenario simulations and results
The scenarios suggested are highly stylized for the purposes
of illustrating the applicability of this integrated framework to
urban policy assessments. Here we focus on assessing the ex-
tent to which a suite of urban policies influence location
Fig. 3. Spatial layout of concentric scenarios. Note: darker shades show higher
values, in this case, for concentric zoning; good central schools show a similar
distribution for values between 25 and 100, while good peripheral schools show the
inverse distribution.
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decisions, in turn shaping urban form and density of develop-
ment and, consequently, affecting air quality. In particular, we
examine how spatial variations in zoning restrictions and school
examination scores—assumed to depend on school spending—
may cause different levels and distribution of consumption
and pollution. We also examine the effect of changes in com-
muting behaviour, and compare the resulting consumption and
emissions with those obtained in the policy scenarios. Other
possible scenarios and improvements to the USAFE model are
discussed in Section 5.
3.1. The default case
Table 2 shows the parameter values for the default case. In the
variables of concern, maximum density (311 residents per cell) is
allowed and scores for all schools (i.e., the percentage of students
Fig. 4. CO2 emissions for all scenarios (Tn/cell), averaged for all runs: (a) minimum density zoning; (b) concentric zoning; (c) good central schools; (d) good peripheral
schools; (e) three trips per week; (f) four trips per week. Note: darker shades show higher values.
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passing standard exams) are zero in all cells of the hypothetical
area, so that residential location is not influenced by these factors,
and each residential household commutes five times a week.
Fig. 2 shows the spatial outputs produced by USAFE, as an aver-
age of all 20 runs for this scenario. Without zoning restrictions and
as a result of the decisions in this model, all residents tend to lo-
cate around the central business district. Densities are high around
this centre, reflected in the higher use of electricity that decreases
outwards. Commuting distances are very short immediately sur-
rounding the centre, so that CO2 emissions are low. Increasing dis-
tance induces more fuel use and emissions, but these decrease
again towards the edges of urbanization as new development oc-
curs. This pattern reverses when measuring the emission levels
per capita. The fewer residents in the outskirts actually contribute
with proportionally higher emissions, given their longer commut-
ing distances.
Fig. 5. CO2 emissions for all scenarios (Tn/resident), averaged for all runs: (a) minimum density zoning; (b) concentric zoning; (c) good central schools; (d) good peripheral
schools; (e) three trips per week; (f) four trips per week. Note: darker shades show higher values.
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3.2. Spatial outputs for alternative scenarios
The alternative scenarios vary the spatial layout of zoning,
which ranges from uniform restrictions allowing only one resi-
dential agent per cell (minimum zoning) or 311 per cell (maxi-
mum zoning), to a concentric layout that allows maximum
density near the central business district, with decreasing densi-
ties towards the periphery (concentric zoning, see Fig. 3). The
concentric zoning scenario was chosen based on trends of mono-
centric development, where high densities of development are
typically permitted at the centre of an urban area, with decreas-
ing densities towards the periphery. Zoning usually follows this
pattern, as higher densities are usually tolerated and in some
cases actively supported in central districts, and resisted in subur-
ban areas.
The same concentric pattern was used to generate the spatial
layout of school scores. Two alternative scenarios were considered,
one where schools of better quality are located at the centre (good
central schools), and an inverse distribution, where peripheral
public schools are better than those located in the inner city. These
scenarios are meant to reflect current trends in divestment in inner
city schools, and an alternative policy. Given the influence of
school quality on residential location (e.g., University of Michigan,
2001), such policies could significantly affect energy use and pollu-
tion emissions.
Finally, we consider scenarios in which the commutes to work
are reduced, relative to the default scenario. With the develop-
ment of information technology, weekly trips could be elimi-
nated. Our intent was to examine the degree to which such
behavioural change could address the environmental concerns
covered here, and if it should therefore be actively promoted by
policy-makers.
Figs. 4 and 5 compare the spatial output for CO2 emissions per
cell and per resident, respectively, for the alternative scenarios. Ta-
ble 3 gives a complementary perspective on these outputs, as it
aggregates the results over the entire lattice.
In the case of minimum zoning, total emissions and emissions
per unit area are very low. This is because only one resident is al-
lowed in each cell, greatly limiting the total number of residents
that can move into the lattice, and thus the fuel and electricity that
is consumed. However, if we look at the both the spatial and the
aggregate values for emissions per household, this is the scenario
that produces the highest values.
Both the concentric zoning and the good peripheral schools
scenarios produce a pattern that tends to disperse urbanization
towards the edges of the lattice. In the first case, this is because
residents now have a choice of density as there are different zon-
ing restrictions and most of them prefer medium densities, lo-
cated away from the city centre. As residents locate in lower
densities, they fill up cells faster, encouraging more spreading
out and longer commutes. The difference with the good periphe-
ral schools is that all residents prefer them and most of them will
then locate in the edges of their districts closer to the city centre.
The unique spatial pattern of these two scenarios results from the
combination of grid size, population (determined by the length of
the run), residential preferences, and the spatial layout of zoning
restrictions or school scores. The construction of new schools in
urban peripheries and the fixed residential-density restrictions
in these areas encourage leapfrogging and discontinuous patterns
of development. This is why these scenarios are the second and
third more polluting.
Another set of scenarios corresponds to good central schools
and reduced trips to work. These are also similar to the default
case, in which development occurs close to the city centre. In the
case where good schools are located around the city, it reinforces
the trend towards compact development. When trips are reduced,
we observed the expected reduction in fuel use and emissions, par-
ticularly in terms of emissions per capita (given the mechanisms in
the model, only if there are different zoning restrictions will there
be a difference in electricity use).
3.3. Fisher information for alternative scenarios
The results of the Fisher information (FI) analysis suggest
there are significant differences in the dynamic order of some
scenarios (Fig. 6). Moreover, scenarios can be grouped according
to their impact on the sustainability of the system. In one ex-
treme, the scenarios with minimum density zoning and fewer
round-trips per week result in highly ordered systems, with con-
sistently high values of FI. An explanation for this is that in the
first scenario, the number of residents is greatly limited, result-
ing in a population ten times smaller than in other scenarios.
With a low population, the scenario has low environmental
stress, and is quite static with respect to consumption and sys-
tem interactions. The lack of activity in the minimum density
zoning scenario manifests in a system with high FI, and therefore
a stable and highly ordered system. Although the spatial pattern
of development is different when commuting trips are reduced,
the overall emissions are also restricted; thus the similarity
among these scenarios.
In the other extreme, the scenarios with concentric zoning and
good peripheral school produce consistently low FI values over
time, indicating that the system has low dynamic order. This is
not too surprising, since these scenarios produce the most dis-
persed urbanization patterns, encouraging long commutes and
lower densities of development.
The default and the good central school scenarios show med-
ium values for FI because they produce compact spatial patterns
but, in contrast with the reduced trips scenarios, they generate
more emissions. Because of the central location of urbanization,
however, these scenarios generate more orderly systems than in
the concentric zoning and the peripheral good schools scenarios
(i.e., higher FI values). Because residents are attracted to good
schools and employment, when these are in the same locations
less fuel is consumed and less CO2 emissions are generated.
Thus, the reduced volatility in the system is reflected in higher
stability and dynamic order than in the peripheral schools
scenario.
A comparison of the number of automobile trips taken during
a week produced very interesting results. The three round-trips
per week scenario manifests high and constant FI, and therefore
indicates a highly ordered and stable system. Once the number of
automobile trips per week reaches four, the system undergoes a
systemic transition in which the FI begins to oscillate in a dra-
matic fashion. This would indicate a system that is very close
to a regime change, and which is fluctuating between two alter-
native dynamic regimes having high and low Fisher information,
respectively. Note that then in the default scenario, with five
automobile trips per week, the system exhibits low FI with minor
Table 3
Aggregate values for electricity use, fuel use and CO2 emissions
Scenario Residents Electricity
(kW h)
Fuel (gal) CO2 (Tn) CO2/res
(Tn/res)
Default scenario 199000.0 1.33E+09 1.23E+10 1.09E+08 5.45E+02
Minimum density zoning 19900.0 3.18E+08 6.08E+09 5.34E+07 2.68E+03
Concentric zoning 199000.0 2.58E+09 4.76E+10 4.19E+08 2.10E+03
Good central schools 199000.0 1.33E+09 1.22E+10 1.08E+08 5.41E+02
Good peripheral schools 199000.0 1.33E+09 5.92E+10 5.19E+08 2.61E+03
Three round-trips/week 199000.0 1.33E+09 7.29E+09 6.49E+07 3.26E+02
Four round-trips/week 199000.0 1.33E+09 9.74E+09 8.64E+07 4.34E+02
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Fig. 6. Fisher index for different scenarios: (a) default; (b) minimum density zoning; (c) concentric zoning; (d) good central schools; (e) good peripheral schools; (f) three trips
per week; (g) four trips per week.
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oscillations, which indicates that the system has lost dynamic or-
der but it is stable. While finding a simulation precisely at the
point between two alternative dynamic regimes may have been
fortuitous, the interpretation of the observed results seems to
be robust because it follows the logic of the underlying theory.
With more automobile trips, there is more fuel consumption
and therefore more CO2 emissions. This transition from three to
four to five automobile trips per week manifests in a dramatic
shift from a highly ordered system to an oscillating period of
transition and a shift to a less orderly system. This is what one
would expect for a system that has gone through a regime
change.
4. Theoretical and policy implications
The use of agent-based models allows us to increase our
understanding of how the interaction among different factors
(e.g., individual preferences, landscape characteristics, fuels,
technology, policy) are expressed differently in spatial and tem-
poral patterns, depending on socio-economic, institutional and
environmental circumstances. The results from Fisher informa-
tion for the time series data offer additional insights relative to
the desirability of future urban scenarios according to their order
and stability.
These preliminary explorations allow us to examine how small
changes in behaviour, land-use policies and investment in public
schools may have significant impacts on environmental quality
and long-term sustainability. Land use and education policies
could become environmental policies, perhaps more so than tech-
nological regulations. The mechanisms relating sprawl and school
development has only recently gained more attention (e.g., Norton,
2007), and promises to attract further research. Still, the effective-
ness of one versus the other remains to be studied. Another role for
technology, however, is in the possibility of telecommuting and
reducing actual trips to work; just eliminating one trip per week
would greatly reduce both fuel consumption and pollution and sta-
bilize the entire system, likely at a much lower cost than enforcing
technological changes in vehicles for similar impacts. Policy-mak-
ers, therefore, could engage in promotion and information activi-
ties, particularly with employers, so that this behavioural change
is allowed.
Finally, the results from the minimum density zoning scenario
suggest that air quality improves with lower densities, also
enhancing the sustainability of the system. This is true if we only
consider global measures of emissions. If we consider emissions
per capita, the conclusion is the opposite. This suggests that, in a
complex world with scarce resources, policy analysis should be
carried out using a suite of measures to more effectively guide
decisions. USAFE can facilitate such analysis.
The relationship between urban form and environmental qual-
ity is not simple and varies with the scale of analysis. Combining
agent-based modelling and information indexes can help scholars
and policy-makers evaluate the common theoretical and practical
assumptions about the sustainability, efficiency and equity of spe-
cific urban decisions, land-use patterns and their effects on energy
use and air quality. This framework can be expanded to include
newer information of the mechanisms currently represented, other
environmental resources, such as water supply and quality, and
other policy instruments, such as crime prevention, infrastructure
investments and market-based instruments. In any case, the com-
plexity of urban systems requires the review and adjustment of
policy decisions on an ongoing basis. The proposed framework
facilitates policy adaptation as more knowledge is produced
through the assessment and as conditions of the metropolitan sys-
tem changes.
5. Future work
Before it can effectively be used for policy, the proposed frame-
work requires further testing and fine-tuning, creating scenarios
with the factors currently present in USAFE but that have not been
tested for this paper. Tests will explore the influence of alternative
zoning and school improvement layouts, crime reduction, infra-
structure decisions (e.g., road construction, water and sewer cover-
age) and forestation. Technological scenarios will test the effect of
different sources of power generation, fuel efficiency and emission
factors. We will analyze the effect of urban patterns on the other
pollutants included in the model but not tested here, and use the
Fisher Information Index applied in both time and space to assess
the sustainability of the different urban scenarios.
We also seek to apply this framework to specific case studies,
for which we will collect spatial data to adjust USAFE’s input
maps and parameter values. In this effort, we will also adjust
farm decisions to reflect more realistic fuel use and resulting
emissions.
An initial extension to the model is planned to show forest
clearing and re-growth. Development is both attracted to for-
ested areas and is the cause of forest clearing. Such forces make
it difficult to anticipate the effectiveness of forest protection pol-
icies, for example, on carbon assimilation. A second extension of
the model will link crime to population characteristics. Both
crime and residential density increase with development
pressures, and also discourage further development. Currently,
forest cover, zoning restrictions and crime rates are fixed as ini-
tial conditions. By allowing them to vary with development,
USAFE will enable us to explore the path-dependence typical
of urbanization processes that are only weakly represented in
the current version of USAFE. A final extension of the model will
compute the utility of residents to determine the distributional
effects of policies, accounting for private and public gains (e.g.,
location amenities, carbon sequestration) and private and public
losses (e.g., transportation costs, pollution). We expect that the
Fisher Index will be especially powerful in assessing the outputs
in these scenarios.
As much as improvement is necessary, increasing the detail
and complexity in the model will be at the expense of under-
standing. This is an inherent challenge of using complexity-based
modelling for policy, extensively discussed in the literature
(Bankes, 1993, 2002; Bankes, Lempert, & Popper, 2002; Clarke,
2005; Manson, 2007; Miller & Page, 2007; O’Sullivan & Torrens,
2001). Too much detail leads to excessive complication and com-
prehensiveness, resulting in ‘‘black boxes” whose assumptions
and implications are hard to understand and question (Lee,
1973). Too little detail, on the other hand, can also fail to cap-
ture the important aspects of the system we seek to understand
and propose policies for. Determining the right balance between
realism and interpretability in any modelling endeavour is an
art, a creative process that requires continuous exploration,
experimentation and adjustment within the specific context in
which the model is being developed. Through this process, we
seek to provide powerful insights about the interactions that
shape urban areas, and how they translate not only into environ-
mental quality but also into the stability and sustainability of
the urban system over time.
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Appendix A
Sequence of events for USAFE
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