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Abstract
The (uniquely determined) even and homogeneous fundamental solutions of the linear elliptic
partial differential operators with constant coefficients of the form
∑3
j=1
∑3
k=1 cjk∂2j ∂2k are
represented by elliptic integrals of the first kind. Thereby we generalize Fredholm’s example
∂41 +∂42 +∂43 , which, up to now, was the only irreducible homogeneous quartic operator in 3 variables
the fundamental solution of which was known to be expressible by tabulated functions.
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1. Introduction and notations
In 1908, I. Fredholm showed that “l’intégrale fondamentale” P of the homogeneous
elliptic operator f ( ∂
∂x
, ∂
∂y
, ∂
∂z
) of the degree n 4 can be written in the form:
P =
n
2∑
ν=1
ξνην∫
ξ0η0
(ξx + ηy + z)n−3
f2(ξ, η)
dξ (1)
(cf. [3, (4), p. 3]). Here f2(ξ, η) := ∂f (ξ, η,1)/∂η, and the integration paths run on
the algebraic curve {(ξ, η) ∈ C2;f (ξ, η,1) = 0} from some fixed point (ξ0, η0) to those
intersection points (ξν, ην) with the line ξx + ηy + z= 0 that satisfy Im ξν > 0.
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As Fredholm observes, P is thereby represented as a sum of Abelian integrals of the
first kind pertaining to the algebraic curve given above. He then applies formula (1) to the
equation ∂4u
∂x4
+ ∂4u
∂y4
+ ∂4u
∂z4
= 0 and obtains as solution:
P = xF
(
ζ
2x2
)
+ yF
(
ζ
2y2
)
+ zF
(
ζ
2z2
)
,
F (u)=
∞∫
u
du√
4u3 − u, (2)
where ζ is the largest of the three real roots of the equation ζ 3 − (x4 + y4 + z4)ζ −
2x2y2z2 = 0 (cf. [3, p. 6]).
Let us formulate his result a bit more precisely and in our notation. We write
x1, x2, x3,P (∂),E instead of x, y, z, f ( ∂∂x ,
∂
∂y
, ∂
∂z
),P, respectively. Then the only even
and homogeneous fundamental solution E of P(∂)= ∂41 + ∂42 + ∂43 is given by
E(x)=− 1
8π
3∑
j=1
|xj |
∞∫
ζ/(2x2j )
du√
4u3 − u, (2
′)
ζ being defined as above.
Though formula (1) looks quite explicit, its application to real-valued operators involves
the use of addition theorems. This gets quite cumbersome even for the relatively simple
operator ∂41 + ∂42 + ∂43 tackled by Fredholm (cf. [3, p. 5]). In later years, G. Herglotz,
F. Bureau, H.G. Garnir thus only considered the case of reducible operators of fourth
degree (cf. [1,4,7]).
In this article, we first show that, in odd dimensions, the fundamental solutions of ellip-
tic operators are uniquely determined by the requirements of homogeneity and even parity
(Proposition 1). We then restrict our analysis to fourth order operators in three dimensions
(n= 4 in Fredholm’s notation) and we avoid the above-mentioned difficulty by reexpress-
ing the sum of Abelian integrals in (1) through just one Abelian integral (Proposition 2).
We apply this method to elliptic operators of the type
∑3
j=1
∑3
k=1 cjk∂2j ∂2k . Although the
respective curves have genus 3 in general, it is still possible to express the fundamental
solution by elliptic integrals (Proposition 3). The special case of reducible operators is
considered in Proposition 4.
By analytic continuation, Proposition 3 (combined with part 3 in Proposition 1)
also allows to construct the fundamental solutions EP of elliptic operators of the form
P(∂)=∑3j=1∑3k=1 cjk∂2j ∂2k and having complex coefficients cjk. From this, one obtains
the fundamental solutions of hyperbolic operators of this type by a limiting process. This
investigation will be carried out in a subsequent paper.
Let us establish some notations. We denote by N,R,C the natural, real, and complex
numbers, respectively, and we put N0 := {0} ∪ N. We consider Rn as a Euclidean space
with the inner product 〈x, y〉 := x1y1 + · · · + xnyn and write |x| := √〈x, x〉; Sn−1
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denotes the unit sphere {ω ∈ Rn; |ω| = 1} in Rn and dσ the Euclidean measure on Sn−1.
For a symmetric matrix C = (cjk), we denote by Cad = (Cadjk) the adjoint matrix, i.e.
Cad = detC · C−1 if detC = 0, the definition of Cad being extended to all quadratic
matrices by continuity. Vectors are understood as columns and the superscript T means
matrix transposition.
In this article, all partial differential operators are linear and contain constant
coefficients, and we adopt for them the usual multi-index notation: ∂j := ∂/∂xj ,
j = 1, . . . , n, ∂α := ∂α11 · · ·∂αnn , |α| := α1 + · · · + αn, α ∈ Nn0. What considers the theory
of distributions, we refer to [8,10,13]. In particular, the Heaviside function is abbreviated
by Y, and 〈φ,T 〉 stands for the value of the distribution T on the test function φ. We use
the Fourier transform F in the form (Fφ)(x) := ∫ e−i〈ξ,x〉φ(ξ)dξ, φ ∈ S(Rn), this being
extended to S ′(Rn) by continuity.
2. Fundamental solutions of homogeneous elliptic operators in odd-numbered
dimensions
The Malgrange–Ehrenpreis Theorem (cf. [2,11], [8, Theorem 7.3.10, p. 189], [12])
states that every not identically vanishing linear partial differential operator with constant
coefficients, i.e. every operator:
P(∂)=
∑
α∈Nn0, |α|m
cα∂
α,
where cα ∈C are not all zero, possesses a fundamental solution E ∈D′(Rn). If degP > 0,
then E is not unique. For hyperbolic operators, uniqueness is guaranteed by requiring
the support of E to be contained in a closed half-space (cf. [9, Theorem 12.5.1,
p. 120]). Analogously, for homogeneous elliptic operators, there exists just one even and
homogeneous fundamental solution if the dimension n is odd.
Proposition 1. Let n ∈ {1,3,5, . . .} and m ∈ {2,4,6, . . .} and suppose that P(∂) is a linear
elliptic operator in Rn with constant coefficients homogeneous of the degree m, i.e.,
P(∂)=
∑
α∈Nn0, |α|=m
cα∂
α, cα ∈C, and ∀ξ ∈Rn \ {0}: P(ξ) = 0.
Then the following holds:
(1) There exists one and only one even and homogeneous fundamental solution of P(∂),
i.e.,
∃1E ∈D′
(
R
n
)
: P(∂)E = δ, E is homogeneous, Eˇ =E.
We denote this fundamental solution by EP . It is locally integrable and it is a real
analytic function of x outside the origin.
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(2) If m> n, then EP is continuous in 0 and given by the formula:
EP (x)= (−1)
(n−1)/2
2(m− n)!(2π)n−1
∫
Rn−1
|〈(ξ ′,1), x〉|m−n
P (ξ ′,1)
dξ ′, (3)
the integral being understood as P(1)−1|x|m−1 if n= 1.
(3) For m,n fixed, EP analytically depends on the coefficients cα of P.
Proof. (1)(a) Let us first show the uniqueness of EP . Assume P(∂)E1 = P(∂)E2 = δ for
two homogeneous and even distributions E1,E2. Since δ is homogeneous of the degree
−n, E1, E2, and T :=E1 −E2 must be homogeneous of the degree m− n. In particular,
T is temperate and P(∂)T = 0 implies P(ξ)FT = 0. From the ellipticity of P(∂), we then
infer that supp(FT )⊂ {0}. Hence T vanishes if m−n is negative, and T is a homogeneous
polynomial of the degreem−n in the other case. Due to the assumptions onm and n, m−n
is odd and therefore T vanishes in either case on account of its even parity.
(b) If F ∈ D′(Sn−1) is even, then the holomorphic distribution-valued function
λ −→ F(ξ/|ξ |)|ξ |λ, Reλ >−n, defined by:
〈
φ,F
(
ξ/|ξ |)|ξ |λ〉 :=
∞∫
0
〈
φ(ρω),F (ω)
〉
ρλ+n−1 dρ, φ ∈ S(Rn),
can be extended analytically to Λ :=C\{−n−2k; k ∈N0}, cf. [5, Chapter III, 3.5, p. 311],
[8, Theorem 3.2.4, p. 79], [15, Satz 2, p. 410]. This extended function, for which we keep
the notation F(ξ/|ξ |)|ξ |λ, yields homogeneous and even distributions of the degree λ.
Since n is odd, −m ∈Λ, and hence, putting F(ω) := P(ω)−1,
EP := (−1)
m/2
(2π)n
F(P (ξ/|ξ |)−1|ξ |−m)
gives an even and homogeneous distribution; EP is a fundamental solution of P(∂),
since P(∂)EP = (2π)−nF(P (ξ) · P(ξ/|ξ |)−1|ξ |−m) = (2π)−nF1 = δ. (Notice that
P(ξ)P (ξ/|ξ |)−1|ξ |λ = |ξ |λ+m holds for all λ ∈Λ by analytic continuation.)
(c) EP is real analytic outside the origin, since P(∂) is elliptic (cf. [8, Theorem 8.6.1,
p. 306]). Therefore EP is also locally integrable, since its degree of homogeneity m− n is
larger than −n.
(2) If, as above, F ∈ D′(Sn−1) is even, n is odd, m is even and, additionally, m > n,
then, for φ ∈ S(Rn),
〈
φ,F(F (ξ/|ξ |)|ξ |−m)〉= (−1)(m+n−1)/2π
2(m− n)!
〈〈
φ(x),
∣∣〈ω,x〉∣∣m−n〉,F (ω)〉,
cf. [8, (7.1.24), p. 172], [15, Satz 3, p. 410]. In our case, Fubini’s theorem furnishes, for
T := P(ξ/|ξ |)−1|ξ |−m,
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EP (x)= (−1)
m/2
(2π)n
FT = (−1)
(n−1)/2
4(m− n)!(2π)n−1
∫
Sn−1
|〈ω,x〉|m−n
P (ω)
dσ(ω).
Finally, the parametrization
ω=± (ξ
′,1)√|ξ ′|2 + 1
leads to formula (3). (Note that the integral therein is absolutely convergent.)
(3) In order to show the analytic dependence of EP on the coefficients cα of P(∂), we
may assume that m> n, since EP = P(∂)k−1EPk for k ∈N. But then formula (3) applies
and the integral therein clearly depends holomorphically on cα. ✷
3. A transformation formula for double integrals
Let us consider the rational integral
∫
Q(t)−1 dt for the polynomial Q(t)= t4 + pt2 +
qt + r with p,q, r ∈ R. We assume that the integral is convergent, i.e. that Q has no real
roots. In this case, Q has two pairs t1, t1, t2, t2 (Im tj > 0, j = 1,2) of complex conjugate
roots. These four roots can be derived from the roots z1, z2, z3 of the “cubical resolvent”
R(z) := z3 − 2pz2 + (p2 − 4r)z+ q2
through the formula 12 (ε1
√−z1 + ε2√−z2 + ε3√−z3 ), where εj ∈ {1,−1}, j = 1,2,3,
ε1ε2ε3 = 1, and √−zj , j = 1,2,3, are chosen such that √−z1√−z2√−z3 =−q (cf. [14,
§64, p. 196]).
Since the discriminants of Q and of R coincide (see [14, p. 196]) and since that of Q is
non-negative because Q has no real roots, we conclude that R has real roots only, and we
arrange them as z1  z2  z3. We must then have z1 > 0 and z2  0, z3  0, since else Q
had real roots or z1z2z3 =−q2 would become positive.
We note that z1 necessarily is a simple root of R. In fact, this is clear if the discriminant
of R does not vanish. On the other hand, if the discriminant of R and hence also that of Q
vanish, then t1 = t2, which, due to t1 + t2 + t1 + t2 = 0, successively implies: Re t1 = 0,
Q(t) = |t − t1|4 = (t2 + |t1|2)2 for t ∈ R, p = 2|t1|2, q = 0, r = |t1|4, R = z3 − 4|t1|2z2.
Then z1 = 4|t1|2 is again a simple root of R.
We now consider the situation where p,q, r are C1 functions of a parameter µ ∈
[µ1,µ2]. Since z1 is a simple root of R, it also depends differentiably on µ and
R(µ, z1(µ)) = 0 implies ∂µR + dz1/dµ · ∂zR = 0. If (∂µR)(µ, z1(µ)) = 0 for µ ∈
[µ1,µ2], then dz1/dµ = 0 on that interval and the function z1(µ) is strictly monotonic and
can be inverted. Its inversion, which we denote by µ(z), is the unambiguously determined
continuous function satisfying R(µ(z), z)= 0 and µ(a)= µ1, µ(b)= µ2 where z= a, b,
respectively, are the largest roots of R(µ1, z)= 0, R(µ2, z)= 0, respectively.
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Proposition 2. Let µ1,µ2 ∈ R with µ1 < µ2 and let p,q, r be once continuously
differentiable real-valued functions on [µ1,µ2] such that
Q(µ, t) := t4 + p(µ)t2 + q(µ)t + r(µ)
does not vanish for µ ∈ [µ1,µ2] and t ∈R. Define
R(µ, z) := z3 − 2p(µ)z2 + (p(µ)2 − 4r(µ))z+ q(µ)2
and denote by z1(µ) the largest (necessarily simple and positive) root of the three real
roots of R(µ, z)= 0 (see the discussion above). Let us furthermore assume that
∀µ ∈ [µ1,µ2]: (∂µR)
(
µ,z1(µ)
) = 0.
Let a = z1(µ1), b = z1(µ2), and define µ(z) for z between a and b as the continuous
function which satisfies R(µ(z), z)= 0 and µ(a)= µ1,µ(b)= µ2.
Then, for each f ∈L1([µ1,µ2]), the following equation holds:
µ2∫
µ1
f (µ)dµ
∞∫
−∞
dt
t4 + p(µ)t2 + q(µ)t + r(µ)
=−4π
b∫
a
f
(
µ(z)
) √z
(∂µR)(µ(z), z)
dz. (4)
Proof. First we consider a fixed µ ∈ [µ1,µ2] and suppress the dependence on it in
p,q, r etc. Let, as above, t1, t1, t2, t2 (Im tj > 0, j = 1,2) denote the four roots of
Q(t)= t4 +pt2 + qt + r. Suppose first that t1 = t2. Then the residue theorem yields
∞∫
−∞
Q(t)−1 dt = 2π i
(
1
(t1 − t1)(t1 − t2)(t1 − t2) +
1
(t2 − t2)(t2 − t1)(t2 − t1)
)
= π Im t1 + Im t2
Im t1 · Im t2 · |t1 − t2|2 .
If z1 > z2  0 z3 are the roots of the cubical resolvent R (see above), then
t1 = 12
(√−z3 + i(√z1 + ε√z2 )), t2 = 12
(−√−z3 + i(√z1 − ε√z2 )),
where ε ∈ {1,−1} is chosen such that ε√−z1z2z3 = q. From Im t1 + Im t2 = √z1,
Im t1 · Im t2 = 14 (z1 − z2), |t1 − t2|2 = z1 − z3, we deduce:
∞∫
−∞
Q(t)−1 dt = 4π
√
z1
(z1 − z2)(z1 − z3) =
4π√z1
(∂zR)(z1)
.
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By continuity, the last equation persists for t1 = t2, i.e. for z2 = z3, too.
Additional integration with respect to µ now furnishes:
µ2∫
µ1
f (µ)dµ
∞∫
−∞
Q(µ, t)−1 dt = 4π
µ2∫
µ1
f (µ)
√
z1(µ)
(∂zR)(µ, z1(µ))
dµ.
In the last integral, we substitute z = z1(µ) as integration variable and use the equation
(∂µR)dµ+ (∂zR)dz= 0 in order to conclude formula (4). ✷
Remark 1. In case (∂zR)(µ, z1(µ)) vanishes at some points of the integration interval
[µ1,µ2], one has to dissect this interval accordingly and to apply formula (4) to the
resulting subintervals.
Remark 2. In the special case where p,q are constant and r is a linear function, r(µ)=
cµ+ d , c = 0, we obtain ∂µR =−4cz and
µ(z)= 1
4c
(
z2 − 2pz+ p2 − 4d + q
2
z
)
.
Then formula (4) becomes more explicit:
µ2∫
µ1
f (µ)dµ
∞∫
−∞
dt
t4 + pt2 + qt + cµ+ d =
π
c
b∫
a
f
(
µ(z)
) dz√
z
, (5)
where
{
a
b
denote the largest real roots of µ(z)= {µ1
µ2
, respectively.
A corresponding formula for the case when the inner integral on the left-hand side of
(5) is replaced by the Cauchy principal value ∫c dt
t3+pt+cµ+d is contained in [17, p. 281].
4. Representation of EP by elliptic integrals for P(∂)=∑3j=1
∑3
k=1 cjk∂2j ∂
2
k
We first investigate under which conditions on the real, symmetric 3 by 3 matrix
C = (cjk) the operator P(∂) is elliptic.
Since R3 \ {0} is connected, ellipticity of P(∂) implies that either ∀ξ = 0: P(ξ) > 0
or ∀ξ = 0: P(ξ) < 0. After multiplication by −1 if need be, we may confine ourselves
to the first case. Evidently, we then must assume that cjj > 0 and cjk > −√cjj ckk for
j, k ∈ {1,2,3} with j = k, since otherwise cjj ∂4j + 2cjk∂2j ∂2k + ckk∂4k were not elliptic.
Under these hypotheses, there arise three cases:
(a) If at least two of the constants c12, c13, c23 are non-negative, then P(∂) is elliptic.
(b) If all three values of c12, c13, c23 are negative, then detC > 0 implies (by Jacobi’s
criterion) that the matrix C is positive definite and, in particular, that P(∂) is elliptic.
The condition detC > 0 is also necessary for ellipticity in this case.
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(c) If just two of the constants c12, c13, c23 are negative, say c12 < 0, c13 < 0, then P(∂)
is elliptic iff Cad23 <
√
Cad22C
ad
33.
In the following proposition, we shall put some further restrictions on the matrix C,
under which the formula for EP becomes simpler. The remaining cases are considered in
Remark 4 below.
Proposition 3. Let C be a real, symmetric 3 by 3 matrix such that the operator
P(∂)=∑3j=1∑3k=1 cjk∂2j ∂2k is elliptic (see above). Assume furthermore that cjj > 0 and
cjk
√
cii + cji√ckk  0 for all permutations ijk of 123.
Then the (uniquely determined) even and homogeneous fundamental solution EP of
P(∂) is given by:
EP (x)=− 116π
3∑
j=1
|xj |
∞∫
ζ/(2x2j )
du√
u(cjju2 +Cadik u− 14 detC)
, (6)
where {i, j, k} = {1,2,3} and ζ is the largest of the three real roots of
ζ 3 − 2(c23x21 + c13x22 + c12x23)ζ 2 − (Cad11x41 +Cad22x42 +Cad33x43
− 2Cad12x21x22 − 2Cad13x21x23 − 2Cad23x22x23
)
ζ − 2(detC)x21x22x23 = 0. (7)
(If xj = 0, then ζ/(2x2j ) is infinite and the corresponding term in the sum is set 0.)
Remark 3. The cubic polynomial gj (u) := u(cjju2 +Cadik u− 14 detC) in the denominator
of the integrand in (6) has only one real root, namely 0, if Cadii Cadkk < 0, and it has the real
roots 0 and 12cjj (−Cadik ±
√
Cadii C
ad
kk) in the other case, since cjj detC = Cadii Cadkk − (Cadik )2.
As we will see in the proof, the lower integration border ζ/(2x2j ) in formula (6) is, for all x ,
larger than or equal to the largest of the real roots of gj .
Proof. (1) By differentiation, we obtain from formula (3) (for x = 0):
∂3EP (x)=− 18π2
∫
R2
sign(ξ1x1 + ξ2x2 + x3)
P (ξ1, ξ2,1)
dξ1 dξ2.
Let us suppose x2 = 0 in the sequel. Employing sign t = 2Y (t) − 1, the substitution
λ=−ξ1x1 − ξ2x2 then yields
∂3EP (x) = − 14π2|x2|
x3∫
−∞
dλ
∞∫
−∞
dξ1
P(ξ1, (λ+ ξ1x1)/x2,1)
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+ 1
8π2|x2|
∞∫
−∞
dλ
∞∫
−∞
dξ1
P(ξ1, (λ+ ξ1x1)/x2,1)
= − 1
4π2|x2|
x3∫
0
dλ
∞∫
−∞
dξ1
P(ξ1, (λ+ ξ1x1)/x2,1)
since P(±ξ1,±ξ2,1) = P(ξ1, ξ2,1). (By the same reason, EP is an even function with
respect to each coordinate separately.)
(2) Using, subsequently, the homothety ξ1 = λs, the substitution µ= λ−2, and the shift
t = s + x1(c22x21 + c12x22)/A with
A := c22x41 + 2c12x21x22 + c11x42 ,
furnishes:
∂3EP (x) = − 14π2|x2|
x3∫
0
dλ
|λ|3
∞∫
−∞
ds
P (s, (1 + x1s)/x2,1/λ)
= − signx3
8π2|x2|
∞∫
x−23
dµ
∞∫
−∞
ds
P (s, (1 + x1s)/x2,√µ)
= −|x2|
3 signx3
8π2A
∞∫
x−23
dµ
∞∫
−∞
dt
t4 + p(µ)t2 + q(µ)t + r(µ) ,
where p,q are linear functions and r is a quadratic function of µ. Therefore,
R(µ, z) := z3 − 2p(µ)z2 + (p(µ)2 − 4r(µ))z+ q(µ)2
is also quadratic in µ, i.e., R(µ, z)= αµ2 + βµ+ γ.
If, for fixed z, µ1, µ2 denote the roots of R(µ, z)= 0 with respect to µ, then
µ1,2 = 12α
(
−β ±
√
β2 − 4αγ
)
and
(∂µR)(µj , z)= 2αµj + β =±
√
β2 − 4αγ , j = 1,2.
An algebraic calculation program yields
(
β2 − 4αγ )(z)= 16c33x42A−1z(z−w1)(z2 + a1z+ a0), w1 = 4Cad33x21x42A−2,
where a0, a1 are some polynomials in x1, x2.
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(3) Let us check next that the main hypothesis of Proposition 2 is fulfilled, i.e. that
(∂µR)(µ, z1(µ)) = 0 for 0 <µ<∞. Here z= z1(µ) denotes, as in Section 3, the largest
(necessarily positive and simple) root of R(µ, z).
For large µ, we obtain the leading term of z1(µ) by replacing R(µ, z) with the
approximation z3 − 2p′µz2 + (p′2 − 2r ′′)µ2z. (Note that p′ and r ′′ are constant with
respect to µ.) This yields
z1(µ)= µ
(
p′ +√2r ′′ )+ o(µ)= 2µx22A−1(c23x21 + c13x22 +√c33A )+ o(µ)
for µ → ∞. For (x1, x2) = 0, the last expression in parentheses is positive due to the
ellipticity of P. Since x2 = 0, we conclude that z1(µ) tends to infinity for µ→∞.
For z = z1(µ), µ is a real solution of R(µ, z) = 0, and hence we must have
(β2 − 4αγ )(z1(µ))  0. From the continuity of z1, we conclude that z1(µ) can never
be smaller than zmax, by which we denote the largest of the real roots of the polynomial
β2 − 4αγ. (Since z1 depends continuously also on x1, x2, this is true even if some of these
roots should coincide.)
Since z = z1(µ) is the largest of the three real roots of R(µ, z), we infer that
(∂zR)(µ, z1(µ)) > 0, and ∂µR+ dz1dµ ∂zR = 0 then furnishes that z1(µ) is monotonic except
for at most one value µ0 with z1(µ0)= zmax. Furthermore, for µ = µ0,
sign
(
(∂µR)
(
µ,z1(µ)
))=− sign(dz1
dµ
)
. (8)
From the above considerations, we obtain the following alternative:
(a) dz1dµ (0) 0, z1 : [0,∞)−→ [z1(0),∞) is bijective and monotonically increasing, and,
due to (8), (∂µR)(µ, z1(µ))=−
√
β2 − 4αγ ; or
(b) dz1dµ (0) < 0 and z1 is monotonically decreasing on [0,µ0] and monotonically
increasing on [µ0,∞).
We now exclude the second possibility by an explicit calculation:
R(0, z)= γ =
3∏
j=1
(
z− zj (0)
)
, where z1(0) > z2(0) > z3(0).
A calculation program yields z2(0)=w1 and
z1,3(0)= 2
(
c12 ±√c11c22
)
x22A
−2(c22x41 ± 2√c11c22x21x22 + c11x42).
This implies:
∂µR
(
0, z1(0)
) = β(z1(0))
= −16(c12 +√c11c22 )(c13√c22 + c23√c11 )x62A−3(√c22x21 +√c11x22).
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This is non-positive due to the assumptions made in Proposition 3.
(4) Now we apply Proposition 2 and we obtain:
∂3EP (x)=−|x2|
3 signx3
2πA
∞∫
z1(x
−2
3 )
√
z dz√
β2 − 4αγ .
The substitution z= 4x22A−1u+w1 yields
∂3EP (x)=− signx316π
∞∫
u0
du√
u(c33u2 +Cad12u− 14 detC)
,
where u = u0 is the largest of the three real roots of R(x−23 ,4x22A−1u + w1) = 0. This
immediately leads to Eq. (7) for ζ = 2x23u0.
Finally, we use Euler’s theorem on homogeneous functions, viz.
EP (x)=
3∑
j=1
xj∂jEP (x),
in order to complete the proof. ✷
Remark 4. If, say, cjk
√
cii + cji√ckk < 0, then we possibly have to subdivide the
integration interval with respect to µ in the proof of Proposition 2 (cf. Remark 1). The
region of x where this is necessary is bounded by those x for which ζ/(2x2j ) is a zero of
the polynomial gj (u) := u(cjju2 + Cadik u− 14 detC) in the denominator of the respective
integrand in (6). The largest root of gj is
uj := 12cjj
(
−Cadik +
√
Cadii C
ad
kk
)
,
and if we set ζ = 2x2j uj in (7), we obtain the equation hj (x)= 0, where
hj (x) := cjj
√
Cadii x
2
i + cjj
√
Cadkk x
2
k +
(
cji
√
Cadii + cjk
√
Cadkk
)
x2j ,
and, as always, {i, j, k} = {1,2,3}.
Hence, for cjk
√
cii + cji√ckk < 0, the term in the summation pertaining to the index
j has to be modified inside the cone {x ∈ R3;hj (x) < 0} around the xj -axis. If we set
Y (0) := 0 and sign(0) := 1, then the respective summand in (6) is replaced by
|xj |
[
2Y
(−hj (x))
∞∫
uj
du√
gj (u)
+ sign(hj (x))
∞∫
ζ/(2x2j )
du√
gj (u)
]
.
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This change of formulae is understood better if the integral
∫∞
ζ/(2x2j )
du/
√
gj (u) is
interpreted as one over the holomorphic one-form du/
√
gj (u) on the elliptic curve defined
by z2 = gj (u). When x crosses the cone hj (x) = 0, then the lower integration border
moves from one sheet of the elliptic curve to the other passing through the ramification
point uj , and z=
√
gj (u) changes sign.
Remark 5. We observe that formulae similar to (6), (7) valid for fundamental solutions
of real-valued homogeneous cubic operators in 3 dimensions have been derived only
recently [16].
Example. If
∑3
j=1
∑3
k=1 cjk∂2j ∂2k is symmetric with respect to all coordinates, then it is a
multiple of
P(∂)= ∂41 + ∂42 + ∂43 + 2c
(
∂21 ∂
2
2 + ∂21∂23 + ∂22∂23
)
.
For real c, P(∂) is elliptic iff c >− 12 . For c 0, Proposition 3 yields
EP (x)=− 116π
3∑
j=1
|xj |
∞∫
ζ/(2x2j )
du√
u(u− c−12 )(u+ (c− 1)(c+ 12 ))
,
where ζ is the largest of the three real roots of
ζ 3 − 2c|x|2ζ 2 + (c− 1)(c|x|4 + x41 + x42 + x43)ζ − 4(c− 1)2(c+ 12)x21x22x23 .
This contains Fredholm’s formula (2′) as the special case of c= 0.
If we employ [6, 3.131.8], we obtain, for c ∈ [0,1),
EP (x)=− 1
8π
√
1− c2
3∑
j=1
xjF
(
arcsin
( √
2(1− c2) xj√
ζ + (1− c)x2j
)
,
1√
2(1+ c)
)
,
and for c ∈ (1,∞),
EP (x)=− 1
8π
√
c2 − 1
3∑
j=1
xjF
(
arcsin
( √
2(c2 − 1) xj√
ζ + x2j (c− 1)(2c+ 1)
)
,
√
c+ 1/2
c+ 1
)
,
where F denotes the elliptic integral of the first kind, i.e.,
F(ϕ, k)=
ϕ∫
0
dα√
1− k2 sin2 α
, ϕ ∈R, 0 k < 1.
If c ∈ (− 12 ,0), we apply Remark 4 above and obtain:
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EP (x) = − 1
8π
√
1− c2
3∑
j=1
|xj |
×
[
2Y
(−2cx2j − x2i − x2k )K
(
1√
2(1+ c)
)
+ sign(2cx2j + x2i + x2k )F
(
arcsin
(√
2(1− c2) |xj |√
ζ + (1− c)x2j
)
,
1√
2(1+ c)
)]
,
K denoting the complete elliptic integral of the first kind: K(k)= F(π2 , k).
5. Reducible operators
Let C be a real, symmetric 3 by 3 matrix. The polynomial
∑3
j=1
∑3
k=1 cjkξ2j ξ2k is
reducible in C[ξ21 , ξ22 , ξ23 ] iff the complex cone zTCz = 0 degenerates into two planes,
i.e. iff detC = 0. Then the integral in (6) yields elementary transcendental functions. We
formulate the result in Proposition 4. For simplicity, we shall also pose the additional
constraints made in Proposition 3.
Proposition 4. Let C be a real, symmetric 3 by 3 matrix such that detC = 0 and the
operator P(∂) =∑3j=1∑3k=1 cjk∂2j ∂2k is elliptic. Assume furthermore that cjj > 0 and
cjk
√
cii + cji√ckk  0 for all permutations ijk of 123.
Then the (uniquely determined ) even and homogeneous fundamental solution EP of
P(∂) is given by:
EP (x)=− 116π
3∑
j=1


xj√
Cadik
log
(√
λj +
√
2Cadik xj√
λj −
√
2Cadik xj
)
, Cadik > 0,
2
√
2x2j√
cjj ζ
, Cadik = 0,
2xj√
−Cadik
arctan
(√−2Cadik xj√
λj
)
, Cadik < 0,
where {i, j, k} = {1,2,3},
ζ := c23x21 + c13x22 + c12x23 +
(
c22c33x
4
1 + c11c33x42 + c11c22x43 + 2c12c33x21x22
+ 2c13c22x21x23 + 2c23c11x22x23
)1/2 (9)
and λj := cjj ζ + 2Cadik x2j .
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Proof. From (6) in Proposition 3, we infer
EP (x)=− 116π
3∑
j=1
|xj |
∞∫
ζ/(2x2j )
du
u
√
cjju+Cadik
and (7) furnishes Eq. (9) for ζ. We then make use of [6, 2.224.5] to evaluate these
elementary integrals. ✷
Example 1. Let P(∂)= (∂21 + ∂22 )2 + ∂43 . Then
C =
(1 1 0
1 1 0
0 0 1
)
, Cad13 = Cad23 = 0, Cad12 =−1,
ζ = x23 +
√
ρ4 + x43 , λ3 = ζ − 2x23 =−x23 +
√
ρ4 + x43 ,
where ρ :=
√
x21 + x22 . This yields
EP = − 116π
[( 2∑
j=1
2
√
2x2j√
x23 +
√
ρ4 + x43
)
+ 2x3 arctan
( √
2x3√
−x23 +
√
ρ4 + x43
)]
= − 1
4
√
2π
√
−x23 +
√
ρ4 + x43 −
x3
8π
arctan
(√
2x3
ρ2
√
x23 +
√
ρ4 + x43
)
.
Example 2. Suppose that P(∂) splits into two Laplacians:
P(∂)=
( 3∑
j=1
aj ∂
2
j
)( 3∑
j=1
bj ∂
2
j
)
, aj , bj positive, j = 1,2,3.
We furthermore assume that b1
a1
> b2
a2
>
b3
a3
(cf. [1, p. 474]). Then C = 12 (a · bT + b · aT)
and we obtain:
γj := 4Cadik = (aibj − ajbi)(akbj − ajbk)
with γ1 > 0, γ2 < 0, γ3 > 0. Moreover,
ζ = 1
2
3∑
j=1
x2j (aibk + akbi)+
√
f · g,
f := a1a2a3
3∑
j=1
x2j
aj
, g := b1b2b3
3∑
j=1
x2j
bj
,
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and
λj = cjj ζ + 2Cadik x2j = ajbj ζ +
1
2
γjx
2
j =
1
2
(
bj
√
f + aj√g
)2
.
Hence Proposition 4 yields
EP = − 18π
[ ∑
j=1,3
xj√
γj
log
(
aj
√
g+ bj√f +√γj xj
aj
√
g+ bj√f −√γj xj
)
+ 2x2√−γ2 arctan
( √−γ2 x2
a2
√
g + b2√f
)]
.
This becomes G. Herglotz’ formula [7, III, (40), p. 81] if we set eα = aα = 1/bα ,
cα =√−γα; see also [1, (2), p. 474], [4, 8., p. 1139].
Remark 6. The polynomial P(ξ)=∑3j=1∑3k=1 cjkξ2j ξ2k can be reducible in C[ξ1, ξ2, ξ3]
even if detC = 0. E.g., for
C =
(1 c 1
c 1 1
1 1 1
)
, c ∈ (−1,1),
we have P(∂)=<23 + 2(c− 1)∂21∂22 , which splits into two rotated Lapacians. More gener-
ally, there are two conditions which imply the integrals in (6) to yield elementary transcen-
dental functions: Either detC = 0, condition which was considered in Proposition 4, or all
the discriminants of the three quadratic factors in the roots of formula (6) vanish, and this
happens precisely if at least two of the numbers Cadjj = 0, j = 1,2,3, vanish.
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