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ABSTRACT
Hyperspectral Imagery (and Remote Sensing in general)
captured from UAVs or satellites are highly voluminous in
nature due to the large spatial extent and wavelengths cap-
tured by them. Since analyzing these images requires a huge
amount of computational time and power, various dimen-
sionality reduction techniques have been used for feature
reduction. Some popular techniques among these falter when
applied to Hyperspectral Imagery due to the famed curse
of dimensionality. In this paper, we propose a novel ap-
proach, LEt-SNE, which combines graph based algorithms
like t-SNE and Laplacian Eigenmaps into a model parame-
terized by a shallow feed forward network. We introduce a
new term, Compression Factor, that enables our method to
combat the curse of dimensionality. The proposed algorithm
is suitable for manifold visualization and sample clustering
with labelled or unlabelled data. We demonstrate that our
method is competitive with current state-of-the-art methods
on hyperspectral remote sensing datasets in public domain.
Index Terms— LEt-SNE, Dimensionality Reduction,
Manifold Visualization, Hyperspectral, Clustering
1. INTRODUCTION
With the increasing availability of hyperspectral imagery, re-
searchers face a challenging task of analyzing this data. Stor-
ing and processing this vast amount of data is cumbersome
and expensive which leads us to an extensively studied topic,
Dimensionality Reduction. The principle behind dimension-
ality reduction is the utilization of statistical information
within the data to come up with a condensed representation
for the same. A subset of dimensionality reduction, Manifold
Learning [1], deals with the non-linear embedding of data
in lower dimensions. When dealing with a high dimensional
dataset such as hyperspectral imaging, we often encounter a
phenomenon commonly known as the curse of dimensional-
ity; which entails that as the dimensionality d of the dataset
increases, the concept of neighbourhood is lost. The distance
between the farthest and the nearest samples is negligible
when compared to the distance from a fixed sample to its
‡B. Banerjee was partially supported by SERB, DST (ECR/2017/000365)
nearest neighbor. This phenomenon is rigorously studied in
[2, 3, 4, 5], with algorithms based on the euclidean distance
suffering from the same. The focus of this paper is to cre-
ate an algorithm that solves a three-fold problem: Manifold
visualization, supervised clustering, and present a proof of
concept for unsupervised clustering using image segmenta-
tion techniques. The core algorithm fuses a modification of
t-SNE with Laplacian Eigenmaps into a model parameter-
ized with a shallow fully connected neural network yielding
quick encodings on unseen samples. To circumvent the curse
of dimensionality, we introduce Compression factor, which
creates an illusion of modifying inter-sample distance. We
compare our approach with state-of-the-art techniques on
three open source remote sensing datasets: Indian Pines,
Pavia University, and Salinas and present the results.
Related Work: Dimensionality reduction can be sub-
divided into broadly two categories. Feature selection al-
gorithms such as Genetic Algorithms [6] and Ant Colony
Optimization [7] have been widely used, but do not provide
information about the underlying manifold. Feature extrac-
tion algorithms such as PCA [8] and LDA do not model
non-linearities in the data, whereas non-linear methods such
as kernel-PCA suffer from prohibitive time complexity [9].
They also capture the global structure of data at the cost of
local variations in the manifold. Another limitation of LDA is
that the dimensionality of the embeddings is bounded by the
number of classes present in the dataset. Graph based algo-
rithms such as Laplacian Eigenmaps [10] and Locally Linear
Embedding (LLE) [11] do not scale well with addition of new
samples as they need to recompute the eigendecomposition
to obtain new embeddings. t-SNE [12], though otherwise a
beautiful visualization technique, fails to effectively deal with
the curse of dimensionality. A less common variant of t-SNE
is the parameteric t-SNE [13], which uses Restricted Boltz-
mann Machines and pretraining which leads to a complicated
training procedure. Recent approaches include UMAP [14]
which relies on projecting points along a Reimannian man-
ifold, and Autoencoders [15, 16, 17]. Spherical Stochastic
Neighbor Encoding [18], constrains samples onto the surface
of a Rm unit hypersphere in a Rm+1 space resulting in an
ineffective use of the hyperspace. It remains to be seen if the
sSNE can scale to large remote sensing datasets.
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Fig. 1: t-SNE visualization of Salinas: Notice the
inconsistencies in the spatial relation between classes across
multiple runs.
2. METHODOLOGY
The key points considered when designing LEt-SNE include
parameterization, computational time, the curse of dimen-
sionality and the quality of embeddings produced.
Approaches using eigendecomposition as their solution
need to recompute embeddings afresh when exposed to un-
seen samples. Parameterized models therefore have an advan-
tage when mapping unseen samples since they model a func-
tion Y = f(X,w), which takes as input X with parameters
w to quickly compute the embeddings Y . A natural candidate
for implementing this is a fully connected neural network ar-
chitecture. The advantages presented by a neural network are
multifold: they learn the task of feature extraction; stochastic-
ity in the training process with the use of mini-batch weight
updates acts as a regularizing mechanism. Mini-batches lead
to faster convergence as the weights are periodically updated
without waiting for an epoch to complete.
2.1. Revisiting Laplacian Eigenmaps and t-SNE
Laplacian Eigenmaps is a graph based method with an em-
phasis on preserving the local structure of the manifold and
encouraging the discovery of natural clusters in the dataset.
Let yi be the ith sample from embedding Y , then the mini-
mization of objective J(y) (Eq: 1) ensures that neighbouring
samples (Aij = 1) in the graph have encodings similar to
each other. The choice of neighbours for a given sample are
done by picking the top k samples having the lowest euclidean
distance to the fixed sample. The traditional solution involves
constraint optimization which results in the eigendecomposi-
tion of the graph laplacian (L).
J(y) =
∑
i,j
(yi − yj)2Aij = 2Y TLY (1)
t-SNE is another popular algorithm for manifold visualiza-
tion,which gives euclidean distances between samples a prob-
abilistic interpretation. Let xi be the ith sample of X in Rn,
then the probability of xj being a neighbour of xi is given in
Eq: 2. The variance σ2i is a loose interpretation of the density
of samples around xi. A similar t-distribution qj|i is com-
puted for y ∈ Rm(m < n), followed by minimizing the KL
divergence between pij and qij . The resultant y obtained are
representative of the graph structure in x.
pj|i =
exp(−||xi − xj ||2/2σ2i )∑
k 6=i exp(−||xi − xk||2/2σ2i )
(2)
Compression
Factor
Class 1
Class 2
Fig. 2: Compression acting on Class 1 samples. In practice,
compression dominates as outward expansion from all the
samples cancel out.
2.2. LEt-SNE
Our preliminary attempts at a parameterized algorithm began
with Laplacian Eigenmaps. As before, Let Y = f(X,w)
then the objective (Eq: 1) reduces to minimizing ∇wY TLY
using gradient descent. In its current form, reducing ||w||
will minimize the objective without the network learning
anything meaningful. We corroborate this with experiments,
which confirm that the network ’cheats’ by either suppressing
the L2-norm of the weights or collapsing all samples into
the same region. Optimizing the network with respect to the
constraints Y TDY = I [10] (D is the Degree matrix) and
||w||2 = k failed as it prevented the loss from converging
to lower values. A key takeaway from this experiment was
Laplacian Eigenmaps’ ability to form tight cluster of embed-
dings for neighbouring samples in X . The question arises,
can we devise a method on how to keep dissimilar points
apart?
We turn our attention to SNE and see how it alleviates
this problem. If all samples X are collapsed into very similar
encodings Y , then the euclidean distance between an encod-
ing Y and all other points will not vary significantly. Thus,
using Eq: 2, qj|i ≈ 1/|Y | ∀j i.e, the neighbourhood distribu-
tion for encodings Y will approximate a uniform distribution.
The objective of SNE hence imposes a large penalty on the
collapse of embeddings into a small region. However, by in-
troducing t-SNE in our solution, we also need to address the
curse of dimensionality.
Recall the curse of dimensionality; as the dimensional-
ity of our data increases, the variation in the inter-sample
distance decreases. A similar scenario as the one discussed
previously arises, this time among the samples in X . There-
fore, pj|i ≈ 1/|X| ∀j, which leads to t-SNE giving inaccu-
rate visualizations2. The effect of the curse of dimensionality
leads to ambiguity in the relation between classes as shown
in Fig: 1. This leads us to the next question, could we stretch
inter-sample distances to beat the curse of dimensionality?
Our solution lies in defining a new term, Compression
Factor. The Compression Factor (CF ) uses the Adjacency
matrix (A) generated by Laplacian Eigenmaps to give an il-
lusion of manipulating the distance between samples in X .
We scale up the values of pj|i if xi and xj are connected in
A. This compression is mathematically defined in Eq: 3. As
2This holds true in a simplified scenario so as to provide intuition as to
why t-SNE does not perform well in high-dimensional applications
a consequence we find that if CF > 1; ∀j ∈ neighbour (i),
p˜j|i ↑, whereas ∀k /∈ neighbour (i), p˜k|i ↓. This approach
helps in limiting the effect of curse of dimensionality, by cre-
ating the illusion that the difference in sample distances is
larger than they appear, as shown in Fig: 2.
p˜j|i =
pj|i ∗ {(CF − 1) ∗ Aij + 1}∑
j pj|i ∗ {(CF − 1) ∗ Aij + 1}
(3)
We also modify t-SNE to retain the conditional probabilities
as proposed in SNE instead of the joint probabilities due to
the strong gradients obtained in comparison to the latter[12].
Although we do not fix any particular network architecture,
we recommend the use of Batch Normalization[19] for rapid
convergence as well as adapting to the scale specified. In LEt-
SNE, perplexity plays the role of determining the scale of our
embeddings instead of translating to the number of neighbors
as in t-SNE. In the next subsections, we describe the three
modes of operation of the algorithm.
2.2.1. LEt-SNE for Manifold Visualization
The algorithm for manifold visualization is straightforward
and is shown in Eq: 4, where pi|j , qi|j are computed using
Eq:{ 2, 3}. The Adjacency matrix A is computed using the
top-k nearest neighbours. For this task, it is more suitable
to keep a low value for the number of neighbours hyperpa-
rameter, as well as a low value of compression factor (˜5), to
prevent the probability values from saturating and retain some
structure from the original encodings.
w∗ = argmin
w
Ex
YTLY + λ∑
i,j
p˜i|j log
p˜i|j
qi|j
 (4)
2.2.2. LEt-SNE for Labelled Clustering
Instead of computing the adjacency for X using the top-k
neighbours approach, we directly use class labels. The new
adjacency matrix is defined as:
Aij =
{
1 : classi == classj
0 : otherwise
A high compression factor (> 50) acts upon the new adja-
cency matrix, saturating the probabilities and creating an illu-
sion of tight clustering between intra-class samples and large
separation between inter-class samples. In case the samples
of a class come from a multimodal distribution, we can divide
the samples into subclasses each of which captures a single
mode of the distribution. The multimodality of a class can be
observed in the manifold visualization technique described
earlier. To ensure that the embeddings adequately represent
this illusion, we compute KL(q||p) instead of KL(p||q).
With this change, if pj|i is small (as is the case with inter-
class separation), the corresponding qj|i too has to be a small
value to prevent incurring a large loss. An explanation can be
found in [20]. The objective for minimization is:
w∗ = argmin
w
Ex
Y TLY + λ∑
(i,j)
qi|j log
qi|j
p˜i|j
 (5)
Note that we do not use classification gradients to allow the
network to explore spatial relations within the dataset.
2.2.3. LEt-SNE for Unlabelled Clustering
So far, we have seen two methods to compute the Adjacency
matrix: top-k and class labels. Are there any alternative ap-
proaches to design the Adjacency matrix such that Eq: 5 can
be used for unlabelled data?
Let us assume a pixel in an image (I) to belong to a par-
ticular class, then it is highly likely that its 8-neighbours be-
long to the same class too. We then partition the image into
disjoint regions, with pixels (samples) within a region consid-
ered connected components when computing the adjacency
matrix. Formally, let I be the Image composed of our samples
X , segmented into regions R such that I = R0 ∪ R1 . . . Rn
and Ri ∩ Rn = ∅ ∀i, j ∈ n; i 6= j. The adjacency matrix is
defined as:
Aij =
{
1 : Rxi == Rxj
0 : otherwise
As a proof of concept, we use two segmentation algorithms:
Watershed [21] and SLIC [22]. We prevent oversegmentation
in SLIC by employing Region Adjacency Graph and Graph
Cut algorithm.
3. EXPERIMENTATION AND RESULTS
To keep the paper concise, we select a few experiments from
each of the three modes of operation and produce them here.
The code and the supporting material, including all experi-
ments and class confusion maps[23] are available at GitHub:
meghshukla/LEt-SNE.
We use three datasets popular among the remote sensing
community to verify our results: Indian Pines, Salinas and
Pavia University. Indian Pines and Salinas features 16 classes
each, with the former having considerably more overlap in
classes than the latter. The Pavia University dataset contains
103 hyperspectral bands with 9 classes present. Further de-
tails on the datasets can be found in [23]. The data prepro-
cessing step is limited to standardization with zero mean and
unit variance. Our implementation is primarily based on Ten-
sorFlow. We use monte-carlo approximations of Eq:{ 4, 5}
over mini-batches m for optimizing the weights w.
Manifold Visualization: The two dimensional embed-
dings of Indian Pines are shown in Fig: 4. We use visual
inspection to analyze the quality of embedding as done in
[12]. We note that all approaches show similar characteris-
tics, such as elongated strips of Classes: 10-12 on one side
and Class 14. UMAP visualization clusters the classes to-
gether, but lacks the fine structure as shown in LEt-SNE. On
the other hand, LEt-SNE captures the local structure as well
as global structure to a large extent.
Clustering with labels: We evaluate the separation of
classes and quality of clustering by training and evaluating the
embeddings using a SVM classifier. The evaluation results
for Pavia University and Salinas dataset are shown in Fig: 3.
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Fig. 3: Pavia (left) and Salinas (right): Comparing various supervised and unsupervised approaches
We note that LEt-SNE (sup) outperforms all approaches, in-
dicating better separation of samples using class labels. An
intuition behind the results can be obtained by visualizing the
embeddings shown in Fig: 5. We see that LEt-SNE provides
better clustering and discriminative power between classes in
comparison to UMAP, which is also verified in the confusion
map. The importance of Compression Factor is apparent from
Table: 1, where we note a significant improvement in perfor-
mance of the algorithm.
Clustering without labels: Depending on the choice of
algorithm, a 3-channel (for SLIC) or 1-channel (for Water-
shed) image is provided as input for segmentation. The first
principal component obtained from transforming the origi-
nal channels using PCA, or the grayscale of the False Color
Composite (FCC) image could be used as the 1-channel in-
put. Similarly, the first three principal components or the FCC
could be used as a 3-channel input based on which segmen-
tation is performed. For Salinas, we use the grayscale im-
age with Watershed algorithm, whereas for Pavia and Indian
Pines we use the Princpal Components and SLIC for segmen-
tation. The region segmentation and embeddings for Salinas
dataset in shown in Fig: 6. Refer to Fig: 3, where we no-
tice that even in the absence of labels, the segmentation based
adjacency matrix used by LEt-SNE (seg) provides vital infor-
mation which is used by compression factor to provide mean-
ingful embeddings.
4. CONCLUSION
In this work, we have attempted to solve the problem of
dimensionality reduction by proposing a new method, LEt-
SNE. We have focused on parameterization, computational
time, curse of dimensionality and producing intuitive embed-
dings when designing the algorithm. We have successfully
demonstrated the use of Compression Factor to help alleviate
the curse of dimensionality. With LEt-SNE, we solve a three-
fold problem: Manifold Visualization, Clustering with Labels
and Clustering without labels; thereby extending on the use
cases of t-SNE. Our results show that LEt-SNE is competitive
with popular state-of-the-art algorithms on common remote
sensing datasets.
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Fig. 4: Indian Pines: Manifold Visualization
15 10 5 0 5 10 15
X axis
15
10
5
0
5
10
15
Y 
ax
is
UMAP
Class: 1
Class: 2
Class: 3
Class: 4
Class: 5
Class: 6
Class: 7
Class: 8
Class: 9
(a) UMAP
5.0 2.5 0.0 2.5 5.0 7.5 10.0 12.5
X axis
15.0
12.5
10.0
7.5
5.0
2.5
0.0
2.5
Y 
ax
is
LEt-SNE_test
Class: 1
Class: 2
Class: 3
Class: 4
Class: 5
Class: 6
Class: 7
Class: 8
Class: 9
(b) LEt-SNE
Fig. 5: Pavia: Clustering with labels
0 25 50 75 100 125 150 175 200
0
100
200
300
400
500
Region based segmentation
12.5 10.0 7.5 5.0 2.5 0.0 2.5 5.0
X axis
15
10
5
0
5
10
15
20
Y 
ax
is
LEt-SNE_test
Class: 1
Class: 2
Class: 3
Class: 4
Class: 5
Class: 6
Class: 7
Class: 8
Class: 9
Class: 10
Class: 11
Class: 12
Class: 13
Class: 14
Class: 15
Class: 16
Fig. 6: Salinas: (Left) Color coded disjoint regions
(Right) LEt-SNE embeddings
Table 1: Accuracy and Compression Factor: LEt-SNE (sup)
with Dimensions = 2
Compression Indian Pines Salinas Pavia
NA 0.4936 0.7877 0.7534
200 0.6207 0.9236 0.8594
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