ABSTRACT
INTRODUCTION
The rapid growth of digital media and communication networks has created an urgent need for self-contained data identification schemes to create adequate IPR protection technology in particular for image and video data. In addition to conventional identification solutions such as the insertion of visual logos into the image or video data, and protection of the data through scrambling or encryption of the imagery or bit streams, the recently introduced data labeling or watermarking technique is being considered as a viable alternative [And98, Bra97, Lan99, Smi96, Zha95] . By embedding an invisible and robust watermark into the image or video data, unauthorized copies can be traced [Cox97, Mac95, Kal99, Nik96, Wol99] and copy protection schemes can be implemented [Lan97, Lan98] . There are several approaches to embed a watermark into an image or video frame. First generation watermarking techniques typically embed a secret message or label bit string into an image via characteristic pseudo random noise patterns. These noise patterns can be generated and added in the either spatial [Ben95, Pit95, Smi96] , Fourier [Rua96] , DCT [Cox97, Har97, Piv97] , or wavelet domain [Bar99, Kun98] . Commonly the amplitudes of the noise patterns are made dependent on the local image content as so trade-off the perceptual image degradation due to the noise and the robustness of the embedded information against image processing-based attacks. Other approaches use a particular order of DCT coefficients to embed the watermark [Koc94] . More recent approaches use salient geometric image 3
The proposed method is based on selectively discarding high frequency DCT coefficients in the compressed data stream. The information bits of the data identifier (label) are encoded in the pattern of DCT blocks in which high frequency DCT coefficients are removed, i.e. in a pattern of energy differences between DCT blocks. For this reason, we call our technique a Differential Energy Watermark (DEW).
The performance of the proposed technique depends on three parameters. The first parameter is the number of 88 DCT blocks n that is used to embed a single information bit of the data identifier. The larger n is chosen, the more robust the watermark becomes against watermark-removal attacks, but the fewer information bits can be embedded into an image or a single frame of a video sequence.
The second parameter controls the robustness of the watermark against re-encoding attacks. In a re-encoding attack the watermarked image or video is partially or fully decoded and subsequently re-encoded at a lower bit rate. Our method anticipates the re-encoding at lower bit rates up to a certain minimal rate. Without loss of generality we will elaborate on the re-encoding of JPEG compressed images, in which case the anticipated reencoding bit rate can be expressed by the JPEG quality factor setting Q jpeg . The smaller Q jpeg is the more robust the watermark becomes against re-encoding attacks. However, for decreasing Q jpeg increasingly more (high to middle frequency) DCT coefficients have to be removed upon embedding of the watermark, which leads to an increasing probability for artifacts to become visible due to the presence of the watermark.
The third parameter is the so-called minimal cut-off index c min . This value represents the smallest index -in zigzag scanned fashion -of the DCT coefficient that is allowed to be removed from the image data upon embedding the watermark. The smaller c min is chosen, the more robust the watermark becomes but at the same time, image degradations due to removing high frequency DCT coefficients may become apparent. For a given c min there is a certain probability that a label bit cannot be embedded. Consequently, sometimes a random information bit will be recovered upon watermark detection, which is denoted as a label bit error in this paper. Clearly, the objective is to make the probability for label bit errors as small as possible.
In order to optimize the performance of the proposed watermark technique, the above mentioned parameters have to be determined. In an earlier paper [Lan98] we have used experimentally determined settings for these parameters. For a given image and watermark this is, however, an elaborate process. In this paper, we will show that it is possible to derive an expression for the label bit error probability P be as a function of the parameters Q jpeg and n. The relations that we derive analytically describe the behavior of the watermarking algorithm, and they make it possible to select suitable values for the three parameters (n, Q jpeg , c min ), as well as suitable error correcting codes for dealing with label bit errors.
In Section 2, we first describe the basic concept of the DEW algorithm. Then, in Section 3, we derive an analytical expression for the probability mass function (PMF) of the cut-off indices. In Section 4, this PMF is verified with real-world data. After deriving and validating the obtained PMF, we use the PMF to find the probability that a label string cannot be recovered correctly (Section 5) and the optimal parameter settings (n, Q jpeg , c min ) (Section 6). Subsequently in Section 7, we experimentally validate the results from Section 6. The paper concludes with a discussion on the proposed watermarking technique and its optimization in Section 8.
THE DEW ALGORITHM
The information that we wish to embed into the image or video frame is represented by the label bit string L consisting of label bits L j (j = 0, 2,…, l-1). This label bit string is embedded bit-by-bit in a set of n 88 DCT blocks taken from a JPEG compressed still image or from an I-frame of an MPEG compressed video stream.
For the purpose of simplicity of the discussion, we will refer to still images and MPEG I-frames as "image".
In this paper we will assume that the image is already in compressed format, so that operating on 88 DCT blocks is a natural choice. In case the images are not DCT compressed, the DEW algorithm requires a blockbased DCT transformation of the image data as a preprocessing step.
In order to obtain sufficient robustness, typically n takes on values between 16 and 64, which means that a single label bit is embedded in a region of the image. However, before the label bits are embedded, the positions of the 88 DCT blocks in the image are shuffled randomly as illustrated in Figure 1 . This shuffling operation on the one hand forms the secret key of the labeling algorithm, while on the other hand it spatially randomizes the statistics of DCT blocks. The latter has as consequence that for the embedding process and for or analysis in the following sections, the shuffled image can be regarded approximately spatially stationary.
Each bit of the label bit string is embedded in its private label bit-carrying-region, or lc-region for short, in a shuffled image. For instance, in Figure 1 the first bit is located in the top-left-corner of the image in an lcregion of n=16 DCT blocks. The value of the label bit is encoded by introducing an energy difference between the high frequency DCT-coefficients of the top half of the lc-region (denoted by lc-subregion A) containing in this case n/2=8 DCT blocks, and the bottom half (denoted by lc-subregion B) also containing n/2=8 DCT blocks. If the lc-subregion A contains more high frequency energy than the lc-subregion B, the label bit value "0" has been embedded into the data, and vice versa.
In order to make the determination of "high frequency" energy easy for images or video frames that are JPEG or MPEG compressed, we computer energies over a subset of zigzag scanned DCT-coefficients indicated by The (DCT high frequency) energy E A in lc-subregion A is now defined as follows:
Here i,b denotes the non-weighted DCT coefficient with index i in the b-th DCT block of the lc-subregion A under consideration. The notation [] Q jpeg indicates that, prior to the calculation of E A , the DCT-coefficients are re-or pre-quantized, in our case using the standard JPEG quantization procedure [Pen93] with quality factor Q jpeg . For embedding labels bits into MPEG compressed I-frames a similar approach can be followed, but in this paper, we confine ourselves to the JPEG notation without loss of generality. The pre-quantization is done only in determining the cut-off indices and the calculation of (2), but is not applied to the actual image data upon embedding the label. The energy in lc-subregion B, denoted by E B , is defined similarly.
We now define the energy difference D between the lc-subregions A and B as follows:
The value of a label bit is encoded as the sign of the energy difference D. Label bit "0" is defined as D>0 and label bit "1" as D<0. The label embedding procedure must therefore adapt E A and E B to manipulate the energy difference D. If label bit "0" must be embedded, all energy after the cut-off index c in the DCT-blocks of lcsubregion B is eliminated by setting the corresponding DCT-coefficients to zero, yielding
If label bit "1" must be embedded, all energy after the cut-off c index in the DCT-blocks of lc-subregion A is eliminated, yielding D = -E B . In case the watermark is embedded into a compressed image or video frame, i.e., the watermark is embedded in the compressed bit stream, the DCT coefficients can easily be forced to zero without re-encoding the bit stream by shifting the end of block marker (EOB) of 88 DCT blocks in one of the two lc-subregions towards the DC-coefficient, up to the selected cut-off index.
In Figure 2 the complete procedure to calculate the energy difference D in an lc-region is illustrated for n=16 non-shuffled 88 DCT blocks. The white triangularly shaped areas illustrate the subsets over which the energies are calculated for a particular choice of the cut-off index c=27. At the right a blow-up of one 88
DCT block is presented. In Figure 1c , the difference between the original and watermarked image is shown, illustrating that the DEW algorithm embeds information bits in those regions of the image that contain many details. Because of the pre-quantization with (JPEG) quality Q jpeg in the calculation of the energy of the (highfrequency) DCT coefficients in Equation (2), the DEW algorithm effectively embeds the label bits in perceptually important image details that are not significantly affected by JPEG/MPEG compression.
Consequently, removing the DEW watermark is not possible without strongly affecting the perceptual image quality.
The selection of the cut-off index depends on the desired energy difference between the two lc-subregions. To determine the cut-off index c for an lc-region given a desired energy difference D, we first calculate the energies E A (c , ,n,Q jpeg ) and E B (c,n,Q jpeg ) for all possible cut-off indices c = 0...63. Since the resulting optimal cut-off index varies per label bit that we wish to embed, it can be interpreted as a stochastic variable that depends on n, Q jpeg , D, and c min , i.e. C(n,Q jpeg ,D,c min ). If D is the energy difference that is needed to represent a label bit in an lc-region, the cut-off index is found as the largest index of the DCT coefficients for which (2) gives an energy larger than the required difference D in both subregions A and B.
Since the parameter D directly determines the number of DCT-coefficients that are discarded during labeling, it also determines the visibility and robustness of the label. In controlling the visual quality of the watermarked image, we wish to avoid the situation that the important low frequency DCT coefficients are discarded. To this end, we require the selected cut-off index to always be larger than a certain minimum c min .
Mathematically, this gives the following expression for determining C:
To extract a label bit from an lc-region we have to find back the cut-off index that was used for that lc-region during the embedding process. Upon label bit extraction, first the energies E A (c,n,Q jpeg ) and E B (c,n,Q jpeg ) are calculated for all possible cut-off indices c = 0...63. Since either in lc-subregion A or lc-subregion B several DCT-coefficients have been eliminated during the watermark embedding, we first find the smallest index of the DCT coefficients for which (2) gives an energy smaller than a threshold D'•D in either of the two lcsubregions. The actually used cut-off index is then found as the maximum of these two numbers:
In the above procedure, the parameters Q' jpeg and D' can be chosen equal to the parameters Q jpeg and D, which are used in the embedding phase. The re-quantization step can also be omitted (Q' jpeg =100) without significantly influencing the reliability of the label bit extraction. Since Q jpeg and D are not fixed parameters but may vary per image, the label extraction procedure must be able to determine suitable values for Q' jpeg and D' itself. The most reliable way for doing this is to start the label bit string with several fixed label bits, so that during the label extraction those values for Q' jpeg and D' can be chosen that result in the fewest errors in the known label bits.
MODELING THE DEW ALGORITHM
When operating the DEW algorithm, different values for the cut-off index are obtained. Insight in the actually selected cut-off indices is important since the cut-off indices used determine the quality and robustness of the DEW. Therefore, in this section we will derive the probability mass function (PMF) for the cut-off index based on a stochastic model for DCT coefficients. This PMF depends only on the parameters Q jpeg and n. The model will be validated in Section 4, while in Section 5 we will use this PMF to obtain a function for the label bit error probability.
PMF of the Cut-off Index
In order to be able to compute the PMF of the cut-off index, we first assume that the energy difference D in Equation (4) DCT blocks with that small amount of energy can no longer exist after compression.
In general the maximum D max (Q jpeg ) depends on how heavy the image has been compressed, i.e. it depends on Q jpeg . The smaller Q jpeg is, the larger D max (Q jpeg ) will be. Mathematically this relation is given by: (7), and if we do not constrain the cut-off index by c min , the PMF of the cut-off index is given by:
where E(c,n,Q jpeg ) is defined in Equation (2). Observe that in this theorem C(n,Q jpeg ) -besides being not constrained by c min -is no longer dependent on D due to the wide range of values in which D can be selected.
Proof:
We first rewrite the definition of the cut-off index in (5) to avoid the maximum operators as follows:
In the following, we will drop the dependencies on n and Q jpeg of the energies for notational simplicity. To calculate (9) we need to have an expression for probabilities of the form P[E A (c)>D]. As illustrated by Figure   3 , the histogram of E A (c) is zero for small E A (c)'s because the quantization process maps many small DCT coefficients to zero. As a consequence, the energy defined in Equation (2) is either equal to 0 (for instance for large values of c), or the energy has a value larger than the smallest non-zero squared quantized DCT coefficient in the lc-subregion under consideration. This value has been defined as D max (Q jpeg ) in (7). Since we always choose the value of D smaller than D max (Q jpeg ), Equation (9) can be simplified as:
Due to the random shuffling of the positions of the DCT blocks, we can now assume that E A (c) and E B (c) are mutually independent. Following several standard probability manipulations, Equation (10) can then be rewritten as follows:
We first expand the first term of Equation (11) using conditional probabilities:
It can directly be seen from the definition in Equation (2) that E A (c) is a strictly non-increasing function.
Therefore, if there is no energy above cutoff index c, i.e., E A (c)=0, there is also no energy above c+1, i.e.
On the other hand, if there is energy above cutoff index c+1, the same amount of energy or more must be present above cutoff index c, therefore
Substitution of these conditional probabilities into (12) gives the following result:
A similar approach can be followed to simplify the other terms in Equation (11). This results in the following expression:
Since the lc-subregions are both build-up from block-shuffled image data, we can assume that the probabilities in Equation (14) do not depend on the actual lc-subregion for which they are calculated, i.e.
. Substitution of this equality results in Equation (8).
Model for the DCT-based Energies

Theorem II:
If the PDF of the DCT coefficients is modeled as a generalized Gaussian distribution with shape parameter , then the probability that the energy E A (c,n,Q jpeg ) is not equal to zero is given by: 
Further, F(Q jpeg ) denotes the coarseness of the quantizer as defined in Equation (7), i 2 represents the variance of the i-th DCT-coefficient (in zigzag scanned fashion), and W i represents the corresponding element of standard JPEG luminance quantization table.
Proof:
The 
This PDF has zero-mean and variance i 2 . Typically, the shape parameter takes on values between 0.10 and 0.50. In a more complicated model, the shape parameter could be made dependent on the index of the DCT coefficient. We will, however, use a constant shape parameter for all DCT coefficients. Using Equation (17) we can now calculate the probability that a DCT coefficient is quantized as zero:
where Q i is the coarseness of the quantizer applied to the DCT coefficients. The probability that E A (c,n,Q jpeg ) is equal to zero is now given by the probability that all quantized DCT coefficients with index larger than c in all n/2 DCT blocks are equal to zero:
Equations (18) and (19) use the quantizer parameter Q i . In JPEG this parameter is determined by the parameter W i and the function F(.) that depends on the user parameter Q jpeg via Equation (7). Taking into account that JPEG implements quantization through rounding operations yields:
Combining Equations (17) -(20) yields Equation (15). Figure 4 as the dotted line. Using the same test data, we then directly calculated the histogram of P[C(n,Q jpeg )=c] as a function of c. The resulting (normalized) histogram is shown in Figure 4 as the solid line.
MODEL VALIDATION WITH REAL-WORLD DATA
It shows that both curves fit well, which validates the correctness of the assumptions made in the derivation of Theorem I.
For the validation of Theorem II, we first need a reasonable estimate of the shape parameter and the variance i 2 of the DCT coefficients. In fitting the PDF of the DCT coefficient we concentrated on obtaining a correct fit for the more important low frequency DCT coefficients, and obtained =1/7. The variances of the DCT coefficients were measured over a large set of images, yielding Figure 5 . For the time being, we will use these experimentally determined variances, but later we will replace these with a fitted polynomial function.
In Figure 6a that are sufficiently close to the actually observed data.
By combining Theorem I and II, we can derive PMFs of the cut-off index as a function of the parameters n and Q jpeg based merely on the variances of the DCT coefficients. To validate the combined theorems we compared the PMFs calculated using the Equations (8) and (15) with the normalized histograms directly calculated on a wide range of images. In Figure 7 two examples of the PMFs are plotted. In these examples, the solid lines represent the normalized histograms of C(n,Q jpeg ) calculated from watermarked image data, while the dotted lines represent the PMF P[C(n,Q jpeg )=c] calculated using Equations (8) and (15). The highly varying behavior of these curves as a function of c is mainly due to the zigzag scanning order of the DCT coefficients. We observe that an acceptable fit between the two curves is obtained with some deviations for higher cut-off indices. Since the PMF P[C(n,Q jpeg )=c] will be used for calculating the probability of a label bit error, i.e. the probability that the watermarking procedure attempts to select a cut-off index smaller than the minimum allowed values c min , slight deviations at higher values for the cut-off index are not relevant to the objectives of this paper.
The final step is to use the relation (8) and (15) In Figure 8 , the analytically calculated PMFs are shown. These curves are computed using Theorems I and II with only the shape parameter and the fitting parameters of the DCT variances as input. In Figure 8a P[C(n,Q jpeg )=c] is shown as a function of Q jpeg keeping n constant, and in Figure 8b P[C(n,Q jpeg )=c] is shown as a function of n keeping Q jpeg constant. It can clearly be seen that decreasing n or Q jpeg leads to an increased probability of lower cut-off indices. This complies with out earlier experiments in [Lan98] , which showed that watermarks embedded with small values for n or Q jpeg yields visible artifacts due to the removal of high frequency DCT coefficients.
LABEL ERROR PROBABILITY
In the analysis of the DEW algorithm, we have seen that depending on the parameter settings (n,Q jpeg ) certain cut-off indices are more likely than others. In this analysis, however, the selection of the cut-off index by the watermarking algorithm has been carried out irrespective of the visual impact on the image data. In order for the watermark to remain invisible, the cut-off indices are constrained to be larger than a certain minimum c min .
Consequently, it may happen in certain lc-regions that a label bit cannot be embedded. This random event is typically the case in lc-(sub)regions that contain insufficient high frequency details.
Using Theorems I and II, we are able to derive the probability that this undesirable situation occurs, and obtain an expression for the label bit error probability P be that depends on Q jpeg, , n and c min . If a label bit can not be embedded because of the minimally required value of the cut-off index c min , there is a probability of 0.5 that during the extraction phase a random bit is extracted which equals the original label bit. We assume that due to the random shuffling of DCT blocks, the occurrence of a label bit error can be considered as a random event, independent of other label bit errors. The probability that a random error occurs in a label bit, can therefore be computed as follows:
Using this relation, we can calculate the label bit error probability for each value of c min as a function of Q jpeg and n. As an example Figure 9 shows the analytically computed label bit error probability P be (n,Q jpeg ,c min ) as a function of Q jpeg and n for c min =3. From this example it is immediately clear that for a given c min certain (Q jpeg , n) combinations must be avoided in practice because they lead to unacceptably high label bit error probabilities.
Using the label bit error probability in Equation (21), we can now derive the label error probability P e , which is here defined as the probability that one or more label bit errors occur in the embedded information bit string. Assuming image dimensions of N 1 N 2 , the number of information bits l that the image can contain is given by
with which the label error probability can be calculated as: . To select the optimal setting for Q jpeg and n that comply with this label bit error rate, Figure 10 shows curves of the combinations Q jpeg and n for which P e equals 10 
OPTIMAL PARAMETER SETTING
Using results such as the ones shown in Figure 10 , we can now select optimal settings for Q jpeg and n for specific situations. We consider three different cases, namely optimization for re-encoding robustness, number of information bits l, and watermark invisibility; optimization for number of information bits l, and watermark invisibility; optimization for watermark invisibility.
In all cases the parameter D must be chosen in the range [1, D max (Q jpeg )] in order for the models in Theorem I and II and the analytical results obtained from these results, to be valid.
If we tune the DEW watermark such that it trades-off the re-encoding robustness, number of information bits l, and watermark invisibility, typical choices are to anticipate re-encoding up to JPEG quality factor of Q jpeg =25, and to allow a minimal cut-off index of c min =3. In this case -using Figure 10 -we need at least n=54 DCT blocks per label bit (which directly determines the number of information bits that can be stored in an image) to achieve the required label error probability of 10 -7
.
If we require a large label but robustness against re-encoding attacks is not an issue, we can store more than 3 times as many bits in a label with the same label error probability of 10 -7
. A typical parameter setting would for instance be Q jpeg =75, n=16 and c min =3, as can be seen from Figure 10 .
If visual quality is the most important factor, we need to take the minimal cut-off index sufficiently large. For instance we choose c min =15. Clearly, to obtain the same label bit error probability more DCT blocks per label bit are required since the allowed minimal cut-off index is larger than in the previous example. Using Figure   10 , we find as optimal settings in this case Q jpeg =75 and n=48.
The performance of any watermarking system can be improved by applying error-correcting codes (ECCs).
Since we know that the label bit errors occur randomly and independently of other label bit errors, we can compute the probability for label error in case an ECC is used that can correct up to M label bit errors, namely: 
with the label bit error probability P be given by Equation (21).
In Figure 11 the label error probability P e ECC M ( ) is shown as a function of the number of DCT blocks used to embed a single label bit (n) for M=0, 1, 2, Q jpeg =25 and c min =3. We had already found that for a watermark optimized for robustness without error correcting codes, the optimal value of n=54 for a required bit error probability of P e <10 -7
. From Figure 11 we see that the same label error probability can be obtained using smaller values of n if we apply error correcting codes For instance, by using an ECC that can correct one error, n can be decreased from 54 to 33. Obviously the use of ECCs introduces some redundant bits. This overhead is however small compared to the increase in capacity due to the use of a smaller value of n. Table
EXPERIMENTAL RESULTS
In our earlier work on the DEW algorithm [Lan98], we had had heuristically chosen the following suitable parameters: c min =3, n=16, Q jpeg =75, and D=40. Through the modeling and analysis described in this paper, we can now conclude that these settings are optimal for maximum label size and not for re-encoding robustness.
For that reason, we will here compare the robustness of labels embedded using these settings with labels embedded using settings optimized for robustness, namely c min =3, n=64 , Q jpeg =25, and D=500.
We will first check the robustness against re-encoding. Images are JPEG compressed with quality factor of 100. From these JPEG compressed images two watermarked version are produced, one for each parameter setting. Next, the images are re-encoded using a lower JPEG quality factor. The quality factor of the reencoding process is made variable. Finally, the watermark is extracted from the re-encoded images and bitby-bit compared against the originally watermark. From this experiment, we find the percentages of label bit errors due to re-encoding as a function of the re-encoding quality factor. In Figures 12 , the resulting label bit error curves are shown for nine different images.
Comparing Figure 12a (parameter setting optimized for label length using c min =3, n=16, Q jpeg =75, and D=40)
and Figure 12b (parameter setting optimized for label robustness using c min =3, n=64, Q jpeg =25, and D=500), we see an enormous gain in robustness. In Figure 12b , we see a breakpoint around Q jpeg =25. For higher reencoding qualities, the percentage label bit errors is below 10%.
In [Lan98] we noticed that the DEW watermarking technique is slightly resistant to line shifting. To investigate the effect of the parameter settings optimized for robustness on the resistance to line shifting, we carry out the following experiment. Images are JPEG compressed with a quality factor of 85. These JPEG images are watermarked using the parameter settings optimized for label size or optimized for robustness.
Next the images are decompressed, shifted to the right over R pixels and re-encoded using the same JPEG Our software implementation choices require that n=16k quality factor. Finally, a watermark is extracted from these re-encoded images and bit-by-bit compared with the originally embedded watermark. Consequently, we find the percentages bit errors due to line shifting. In
Figures 13 the bit error curves are shown for nine different images. As in the previous experiment, we see an improvement in robustness between Figure 13a and Figure 13b . Using the parameter settings optimized for robustness, the DEW watermark becomes resistant to line shifts up to 3 pixels.
DISCUSSION
In this paper we have derived, experimentally validated, and exploited a statistical model for our DCT-based DEW watermarking algorithm. The performance of the DEW algorithm has been defined as its robustness against re-encoding attacks, the label size, and the visual impact. We have analytically shown how the performance is controlled by three parameters, namely Q jpeg , n and c min . The derived statistical gives us an expression for the label bit error probability as a function of the three parameters Q jpeg , n and c min . Using this expression, we can optimize a watermark for robustness, size or visibility and add adequate error correcting codes.
The obtained expressions for the probability mass function of the cut-off indices can also be used for other purposes. For instance, with this PMF an estimate can be made for the variance of the watermarking "noise"
that is added to an image by the DEW algorithm. This measure, possibly adapted to the human visual perception, can be used to carry out an overall optimization of the watermark embedding procedure using the (perceptually weighted) signal-to-noise-ratio as optimization criterion. . 
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