We study the problem of finding the best linear model that can minimize least-squares loss given a dataset. While this problem is trivial in the low-dimensional regime, it becomes more interesting in high-dimensions where the population minimizer is assumed to lie on a manifold such as sparse vectors. We propose projected gradient descent (PGD) algorithm to estimate the population minimizer in the finite sample regime. We establish linear convergence rate and data-dependent estimation error bounds for PGD. Our contributions include: 1) The results are established for heavier tailed subexponential distributions besides subgaussian and allows for an intercept term. 2) We directly analyze the empirical risk minimization and do not require a realizable model that connects input data and labels. The numerical experiments validate our theoretical results.
I. INTRODUCTION
S UPERVISED learning is concerned with finding a relation between the input-output pairs (x i , y i ) n i=1 ∈ R p × R. The simplest relations are linear functions where the output y i is estimated by a linear function of the input, that is,ŷ i = x i , θ . Using quadratic loss, we can find the optimal θ with a simple linear regression which minimizes
If the samples are i.i.d. and input has identity covariance, the minimizer of the population loss (n → ∞) is simply given by θ = arg min
where (x, y) is drawn from same distribution as data. We will refer to this population minimizer as the best linear model (BLM). In many applications, we operate in the high-dimensional regime where we have fewer samples than the parameter dimension i.e., n p. In this case, the problem is ill-posed; however, if θ lies on a low-dimensional manifold, we can take advantage of this information to solve the problem. We assume θ is structured-sparse, for instance, it can be a signal that is sparse in a dictionary or it can be a low-rank matrix. is a regularization function, that promotes this structure, we can solve the constrained empirical risk minimization (ERM) θ = arg min
where y = [y 1 . . . y n ] T ∈ R n and X = [x 1 . . . x n ] T ∈ R n×p are the output labels and data matrix respectively. This problem is well-studied in the statistics and compressed sensing (CS) literature. However, much of the theory literature is concerned with the scenario where the problem is realizable i.e., the outputs are explicitly generated with respect to some ground truth vector a. In the simplest scenario, input/output relation can be y = x, a + z where z is an independent zero-mean noise variable.
In this case, one simply has θ = a. Realizability also appears in the literature on semi-parametric single-index models [1] - [3] where the conditional expectation satisfies E[y x] = g(x T a) for some a. Interestingly, as discussed in (III-C), these works often assume problem setups to ensure BLM coincides with the ground truth parameter a. We remark that the realizability assumption is typically more suitable for signal processing applications where the task is reconstructing a ground truth signal or image. In contrast, machine learning problems aim to find a model minimizing the test error however exact model parameters are not the primary concern. Our work is closer to the machine learning setup and analyzes the constrained ERM problem (1) while circumventing realizability issue. While linear models find ubiquitous use due to their simplicity and interpretability, their performance might be non-ideal if the input/output relation is highly nonlinear. In these instances, linear models can be used as building blocks for more complex machine learning models by employing boosting [4] . Essentially, after learning the BLM, one can fit a more complex model on the residual to further capture nonlinearity. This approach has the potential to improve the model interpretability [5] and it can also reduce the sample complexity required for fitting the more complex model thanks to the reduced residual variance [6] - [8] . Indeed, residual learning is very popular in deep learning applications thanks to the success of residual networks [9] . We also remark that problem might be fully nonlinear and (1) might be non-informative. A classic example is quadratic dependence (e.g., phase retrieval problem) where y = |a T x| so that E[yx] = 0 for normally distributed inputs. Finally, we remark that even if BLM estimator may fail to achieve small population loss (test error) single-handedly, it can be used for determining useful input features which is critical for interpretability. In the small sample regime, this is facilitated by using 1 or sparsity constraints.
Bias in the data can negatively affect the estimation quality. Assuming input is zero-mean, instead of solving (1) we can solve a modified problem which accounts for the mean of the output as well. Again, denoting the regularization function by R, we shall consider the intercept-enabled problem
where the loss is given by L(θ, μ) = 1 2 y − [X 1] θ μ 2 2 . We will show that solving problem (2) is essentially equivalent to solving (1) with debiased output hence it will result in more accurate estimation. The goal of this paper is studying problem (2) under a general algorithmic framework, establishing finitesample statistical and algorithmic convergence, and addressing practical considerations on the data distribution. In particular, we are interested in how well one can estimate the best linear model (BLM) given by the pair (θ = E[yx], μ = E[y]). For estimation, we will utilize the projected gradient descent algorithm given by the iterates
where P K projects onto the constraint set K = {θ ∈ R p R(θ) ≤ R} and η is the step size.
A. Relation to Prior Work
There is a significant amount of literature on nonlinear (or one-bit) CS [2] , [10] - [19] . [11] , [20] - [23] study algorithmic and statistical convergence rates for first order methods such as projected/proximal gradient descent. For nonlinear CS, [11] , [12] , [14] , [24] provide statistical analysis of single index estimation with a focus on Gaussian data. Recently, one-bit CS techniques have been extended to subgaussian distributions using dithering trick which adds noise before quantization [3] , [25] - [27] . Dithering is introduced to guarantee consistent estimation of the ground-truth parameter. The papers [28] - [32] address nongaussianity by utilizing Stein identity which requires access to the distribution of the input samples. Closer to us [33] studies the constrained empirical risk minimization with linear functions and squared loss with a focus on convex problems. In comparison our analysis applies to a broader class of distributions and focus on first order algorithms. Much of our analysis focuses on addressing subexponential samples, which requires tools from high-dimensional probability [34] - [36] . [37] similarly studies high-dimensional estimation with subexponential design matrix for a planted linear model where y = Xθ + w. In contrast to [37] , we consider the more general setup of (1) which allows for arbitrary input/output relations and explore the properties of gradient descent rather than convex programs.
Our results apply to general regularizers and borrow ideas from [11] - [14] . Similar to these, we view the nonlinearity between input and output as an additive noise. The convergence analysis of projected gradient descent is a rather well-understood topic and we utilize insights from [20] - [23] for our analysis.
B. Contributions
At a high-level our work has three distinguishing features compared to the prior literature.
• Projected gradient descent to find BLM: Nonlinear CS literature is typically concerned with a ground-truth vector to be recovered. For instance, one-bit CS aims to learn θ from samples of type y = sgn(a T x). Unlike these, our approach applies to arbitrary input/outputs with subexponential tails, hence the results apply under much weaker assumptions. For instance, closely related work [11] analyzes PGD for nonlinear compressed sensing however their results are only valid for normally distributed inputs.
• Subexponential samples: Most nonlinear CS results apply to Gaussian or subgaussian data when dithering trick is utilized [3] , [25] - [27] . We take advantage of the recent techniques for subexponential distributions to provide statistical/computational guarantees for heavier-tailed distributions.
• Analyzing the intercept-enabled design matrix: Intercept term is commonly used in regression analysis to estimate the output bias [38] . We analyze the intercept-enabled problem (2) by studying the statistical properties of the concatenated design matrix [X 1]. Empirically this modification leads to a substantial performance improvement when labels are not zero-mean.
C. Paper Organization
We review mathematical background and formulate the problem in Section II. We introduce our main results on statistical and computational convergence guarantees in Section III. Section IV provides numerical experiments to corroborate our theoretical results. Proofs of the main results are provided in Section V and finally the concluding remarks are made in Section VI.
II. PRELIMINARIES AND PROBLEM FORMULATION
In this section we introduce statistical quantities which are utilized to characterize the benefits of the regularization R.
We first set the notation. c, c 0 , . . . , C denote positive absolute constants. For a vector v, we denote its Euclidean norm by v 2 and its ∞ norm by v ∞ . Similarly for a matrix X, we denote its spectral norm by X . Given a set S, let cl(S) and clconv(S) be the minimal closed set and minimal closed-convex set containing S respectively. Let rad(S) denote the set radius sup v∈S v 2 . For closed sets, let P S (·) be the projection operator defined as P S (a) = arg min v∈S a − v 2 . N (μ, σ 2 ) denotes the normal distribution and B p denote the unit ball in R p . 1 is the all ones vector of proper dimension. We will use and for inequalities that hold up to a constant factor. Suppose we are given n i.i.d. samples (x i , y i ) n i=1 ∼ (x, y). To keep the exposition clean, we assume that x is whitened, that is, it has zero-mean and identity covariance. Our goal will be finding a linear relation between the modified input-output pairs ([x T i 1] T , y i ) n i=1 . In the population limit, optimal model parameters are given by θ , μ = arg min
Thus, in the limiting case, μ captures the mean of the output and θ is the population minimizer of L(θ). Our goal is estimating the population minimizers θ , μ using finite samples (x i , y i ) n i=1 . As discussed in Section I, assuming θ is structured sparse, we consider a non-asymptotic estimation of θ , μ via problem (2) . To proceed with analysis, we assume R is a proper function (i.e., closed sub-level sets) and set
We investigate the PGD algorithm (3) which can be written as
where η is a fixed learning rate and [X 1] ∈ R n×(p+1) is the intercept-enabled design matrix constructed as follows
Following [11] , [39] PGD analysis can be related to the tangent ball around the population parameter θ which is given by
Similarly, we define the extended tangent ball as follows
We remark that our (extended) tangent ball definition is the intersection of the (extended) tangent cone with the unit Euclidian ball. While related literature mostly uses tangent cone [39] , [40] , we introduce the tangent ball for notational convenience.
The two definitions above (C and C ext ) are closely related. For any vector v ∈ C and scalar |γ| ≤ 1, we have that
In the following we will express the convergence rates and residual errors of the PGD algorithm (3) in terms of the statistical properties of the tangent balls.
• Technical approach: To keep the discussion focused, throughout we assume that R is correctly specified i.e., R = R(θ ). Denoting the parameter estimation error in (6) by
, and the effective noise by w = y − [X 1][θ T μ ] T , the PGD update can be shown to obey [21] (see Eq. (VI.10))
where κ is a numerical constant which is equal to 1 for convex regularizer R and 2 for arbitrary R and
Here ρ captures the algorithmic convergence and ν captures the statistical accuracy in terms of regularization. To achieve statistical learning bounds, we need to characterize the quantities above in finite sample. Existing literature provides a fairly good understanding of the related terms when X has subgaussian rows or w is independent of X. The technical contributions of this work are i) extending these results to subexponential samples, ii) allowing for nonlinear dependencies between the noise and data, and iii) addressing the bias term by studying the concatenated matrix [X 1]. To proceed with statistical analysis, we introduce Gaussian width. Definition 2.1 ((Perturbed) Gaussian width [35] ): The Gaussian width of a set T ⊂ B p is defined as [40] . IF CONSTRAINT IS SET MEMBERSHIP SUCH AS SUBSPACE, R(θ) = 0 INSIDE THE SET AND ∞ OUTSIDE. [34] ) with 2metric. Note that one can always choose S = T . Gaussian width helps to quantify the complexity of the regularized problem and determines the sample complexity of the linear inverse problems i.e., high-dimensional problems become manageable in the regime n ω 2 (C) [39] , [40] . Perturbed width is introduced more recently in [35] to address subexponential samples. [35] shows that, for standard regularizers such as 0 , 1 , subspace, and rank constraints, one has
TABLE I LIST OF LOW-DIMENSIONAL MODELS AND CORRESPONDING GAUSSIAN WIDTHS (UP TO A CONSTANT FACTOR) FOR THE CONSTRAINT SETS
in the interesting regime n ≥ ω 2 (C). For these regularizes, perturbed width leads to a similar statistical accuracy as Gaussian width but also applies to subexponential samples. For general sets C, the ratio ω n (C)/ω(C) may be large however it can be upper bounded by using γ 1 (C) ω(C) √ p log p. As illustrated in Table I , square of the Gaussian width captures the degrees of freedom for practical regularizers [39] , [40] . Table I is obtained by setting R = R(θ ) in (4). In practice, a good choice for R can be found by using cross validation or based on the characteristics of data (e.g., [41] ). We remark that setting R > R(θ ), leads to a large tangent ball, specifically C = B p . This can be addressed by using the fact that PGD output is robust to the choice of R around R(θ ) (see Theorem 2.6 of [21] ). Alternatively, one can utilize the proximal variation which solves the regularized problem min θ y − Xθ 2 2 + λR(θ). To keep our discussion focused, we (implicitly) assume R is correctly specified throughout. The next statistical quantity required in our analysis is the Orlicz norm defined as follows.
Definition 2.2 (Orlicz norms): For a scalar random variable Orlicz-a norm is defined as
Orlicz-a norm of a vector x ∈ R d is defined as x ψ a = sup v∈B d v T x ψ a . Subexponential and subgaussian norms are special cases of Orlicz-a norm given by · ψ 1 and · ψ 2 respectively.
Based on perturbed Gaussian width definition, we will show that one can upper bound the critical quantities (10) and (11) .
In return, this will reveal the statistical and computational performance of the PGD algorithm. This is the topic of the next section which states our main results.
III. MAIN RESULTS
In this section we estimate the convergence rate and the statistical accuracy of the PGD algorithm as a function of sample size, complexity of the parameter (e.g., sparsity level), and the distribution of the data (whether subgaussian or subexponential). Our main theorem establishes a linear convergence rate of PGD and shows that PGD achieves statistically efficient error rates. We first describe the data model. Definition 3.1 (Isotropic vector): x ∈ R p is called an isotropic Orlicz-a vector if it is zero-mean with identity covariance and if its Orlicz-a norm x ψ a is bounded by an absolute constant.
We call σ-Orlicz-1 dataset σ-subexponential and σ-Orlicz-2 dataset σ-subgaussian. Note that the residual at the BLM corresponds to the noise in our problem which may may depend on the input in a nonlinear fashion. If we solve (1) rather than (2), the noise term σ will essentially grow to σ + μ since zero-mean input features x cannot explain the label mean. This highlights the advantage of (2). Our main results capture the PGD performance for different dataset models described below. 2 and set learning rate η = 1/n. Let R be an arbitrary regularizer. Starting from an initial estimate
We remark that R(θ 0 ) ≤ R is not a major assumption since one can first project θ 0 to the constrained set before starting PGD. For subexponential samples, we have the following theorem which applies to convex regularizers.
Both of these results show that PGD iterates converge to population parameters θ , μ at a linear rate. The subexponential theorem requires a more conservative choice of learning rate. The statistical estimation error grows as ω(C)/ √ n for subgaussian and ω n (C)/ √ n for subexponential. Since our results apply in the regime n ω 2 (C), following (12) , statistical errors associated with subgaussian and subexponential are same up to a constant for typical regularizers.
Our main results follow from Theorems 3.5 and 3.6 which are the topics of the following sections.
A. Controlling the Convergence Rate of PGD
In this section, we study the convergence rate characterized by the ρ(C) term. The challenges we address are (i) characterizing the restricted singular values of the subexponential data matrices and (ii) addressing the concatenated all ones vector.
is a σ-subgaussian dataset and [X 1] is the intercept-enabled design matrix, where 1 is a vector of all ones. Let C and C ext be the tangent balls as defined in (7) and (8) respectively. Assume
If the dataset is σ-subexponential, then setting η = c 0 /(n + p) log 3 (n + p) and assuming n (ω n (C) + t) 2 , with
Note that, subexponential requires a smaller choice of learning rate which results in slower convergence.
B. Bounding the Error Due to Nonlinearity
Next, we provide a bound on the effective noise level ν(C); which is crucial for assessing statistical accuracy. This term arises from the nonlinearity and noise associated with the relation between input and output. For example, for single-index models, we have E[y x] = φ(x T θ GT ) for some link function φ and ground truth θ GT , and φ becomes the source of the nonlinearity. Our approach is similar to [11] - [14] , [33] and treats the nonlinearity as a noise. The finite sample noise is captured by the residual vector
Following the ν(C) term in (11) , The contribution of the residual w to the estimated parameter is captured by the vector
Our key observation is that the properties of e can be characterized under fairly general assumptions compared to the existing literature; which is mostly restricted to zero-mean subgaussian samples. Theorem 3.6 (Statistical error): y) is a σ-subgaussian dataset. Let the tangent balls C and C ext be as defined in (7) and (8) respectively. Assume n (ω(C) + t) 2 . Then, with probability at least 1 − 2 exp(−t 2 /2) − 4n −100 , we have
where ν(C) is the effective noise given by (11) . If (x i , y i ) n i=1 is a σ-subexponential dataset and n (ω n (C) + t) 2 , with probability at least 1 − 4 exp(−c min(t √ n, t 2 )) − 2n −100 , we have ν(C) n σ(ω n (C) + t) log(n) √ n .
This theorem establishes the crucial finite sample upper bounds on ν(C) for both subgaussian and subexponential data as a function of Gaussian width of the tangent ball. Combining our bounds on ρ(C) and ν(C) and utilizing the recursion (9), we can obtain the PGD convergence characteristics and prove the main theorems.
C. Discussion on Realizability
Consider a single-index model where our dataset satisfies y = φ(a T x). For simplicity assume a 2 = 1. As mentioned in the introduction, if we wish to recover a, it would be ideal to ensure BLM θ corresponds to a. Below we highlight the two established ways of achieving this [1] - [3] , [12] , [25] - [27] .
• Gaussianity assumption: Suppose x ∼ N (0, I p ). In this case, we use the independence of orthogonal projections of x.
Hence θ is related to a by a simple scaling of E[gφ(g)].
• Dithering can be used in quantization to prevent the bias in the quantization error. Suppose the quantization function φ rounds its input to the nearest discrete level (cδ) ∞ c=−∞ . We can apply dithering during signal acquisition via y = φ(a T x + w) where w is independent and uniformly distributed over [−δ/2, δ/2]. The application of dithering guarantees that BLM is an unbiased estimate of a by noticing E w [φ(c + w)] = c. This gives
IV. NUMERICAL EXPERIMENTS
In this section, we discuss experiments that corroborate our theoretical results. We consider a standard single-index model where for some ground truth vector a and link function φ, the input/output relation is given by y i = φ(a T x i ). We pick a to be an s sparse vector with i.i.d. N (0, 1) nonzero entries and set the dimension to be p = 800. Based on the sparsity prior, we run PGD as iterative hard thresholding where θ τ is projected to be s-sparse after every iteration. As a link function, we considered leaky-ReLU (i.e., max(x, αx) where 0 ≤ α ≤ 1); which is of interest for deep learning. We generate x i 's with i.i.d. exponentially distributed entries (with parameter λ = 1) and then remove the mean and normalize the covariance to identity. We pick a learning rate of η = 0.5/(n + p) in all experiments, where n is the sample size and p is the dimension of parameter. The shaded areas in the plots correspond to one standard deviation. To assess the performance of PGD, we use the following metrics at a gradient iterate θ τ :
• the normalized estimation error θ τ − θ 2 2 / θ 2 2 , • the normalized training error which is defined as y − Xθ τ − μ τ 1 2 2 / y 2 2 . • the normalized test error that is similarly defined but evaluated on a fresh dataset of size n using θ τ . The population BLM θ is estimated using 100,000 samples by solving a linear regression. To verify our theoretical results, we study the effect of the nonlinearity, sparsity, and sample size on the quality of the PGD estimate. Figs. 1, 2 , and 3 plot the estimation error, training error, and test error for the same set of configurations described below. For Figs. 2 and 3 , the PGD errors are compared to the BLM baseline y − Xθ − μ 1 2 2 / y 2 2 which is the error at the BLM θ , μ (highlighted as the dashed green line). 
associated with the same set of experiments in Fig. 1 . This is same as Fig. 2 however evaluations are done on a test dataset (y test , X test ).
• The degree of nonlinearity: Figs. 1(a) , 2(a), 3(a) plot the errors over different degrees of nonlinearity (quantified by α) with s = 20 and n = 500. The estimation error grows with the increase in the degree of nonlinearity and we almost perfectly recover θ for the linear case. We also state the effective noise level σ = E[(y − θ , x − μ ) 2 ] 1/2 . σ is zero for the linear case (α = 1) and it increases with decreasing α, resulting in larger estimation error as predicted by our theory. Note that if nonlinearity is mild, BLM can achieve good test accuracy ( Fig. 3(a) ). At α = 0.8 normalized test error is around 0.0043.
• Sparsity: Figs.1(b) , 2(b), 3(b) plot the errors over different levels of sparsity (s) while setting n = 500 and using ReLU function (α = 0). The estimation improves with increasing sparsity (smaller s) which is consistent with Table I where larger s leads to larger (perturbed) Gaussian width. Hence, these figures are consistent with Theorem 3.4, which states that the statistical estimation error grows as ω n (C)/ √ n. Sparsity s = 20 achieves same training error as the BLM baseline and has good test performance. As sparsity grows (s = 60, 120), PGD achieves lower training error than the baseline. This implies that PGD is overfitting as verified in Fig. 3(b) .
• Sample size: Figures 1(c) , 2(c), 3(c) plot the errors over different sample sizes n while setting s = 20 and using ReLU function (α = 0). Fig. 1(c) also plots the normalized estimation error of the output mean defined as |μ τ − μ | 2 /|μ | 2 . The estimation improves with increasing sample size. This is again consistent with Theorem 3.4. Note that both n = 250, n = 500 achieve similar training errors as the BLM baseline however n = 250 has noticeably larger test error which can be anticipated from Fig. 1(c) .
• Effect of debiasing: Fig. 1(d) , 2(d), 3(d) compare the errors over the design matrices X and [X 1], setting s = 20 and n = 500 and using ReLU function (α = 0). We observe that the design matrix [X 1] yields much better performance compared to the original matrix X. While in theory the design matrix [X 1] has a similar convergence guarantee to X, in practice it improves the estimation significantly thanks to addressing the output mean and reducing the output variance. Finally, perhaps not surprisingly, we remark that θ is not equal to the ground truth parameter a and it is not perfectly s sparse. Measuring the correlation coefficient ρ = a,θ a 2 θ 2 for varying sparsity s reveals that ρ ≈ 0.969 for s = 20, ρ ≈ 0.982 for s = 60 and ρ ≈ 0.991 for s = 200. Here ρ is obtained by averaging over 20 realizations of random a and θ is empirically found from 10 5 samples. Increased correlation with larger s is previously pointed out by the interesting work [42] . Per discussion in Section III-C, Gaussian samples are guaranteed to be consistent and achieve correlation of 1. Indeed, repeating the same experiments with Gaussian data results in ρ > 0.995 for all choices of s where 0.995 (rather than 1) is due to estimating BLM with finite samples.
V. PROOFS OF THE MAIN THEOREMS
This section proves our main results and outlines the proofs of Theorems 3.3, 3.4, 3.5 and 3.6. Throughout, we use the same notation as described in Section II.
A. Proof of Theorem 3.4
We provide our analysis for subexponential samples. The extension to subgaussian samples is accomplished in an identical fashion. Set the estimation error at iteration τ to be
Note that, when ρ(C) < 1 and R is a convex regularizer, then the recursion (9) can be iteratively expanded as
With the advertised probability, subexponential statements of Theorems 3.5 and 3.6 hold. Hence, for some constants, we have that ρ(C) ≤ 1 − c 0 ηn, ν(C) ≤ C √ nσ(ω n (C) + t) log(n) and η = c/q with q = (n + p) log 3 (n + p). Plugging these in (15) , we find the following upper bound on the right hand side,
which is the desired bound. The case of subgaussian samples is again a corollary of Theorems 3.5 and 3.6. This concludes the proof of our main result.
B. Proof of Theorem 3.5 for subgaussian Samples
We start our proof with the following lemma. 
for some positive constants C 1 , C 2 . Assume n (ω(T ) + t) 2 . Then, with probability at least 1 − 2e −t 2 we have sup v∈T ext
The proof of Lemma 5.1 is deferred to Section VII-A. To proceed, we apply the result of Lemma 5.1 over the sets T ext = C ext − C ext and T ext = C ext + C ext to control u − v and u + v vectors. Controlling these helps us bound the cross-product |u T (I − 1 n [X 1] T [X 1])ṽ|. In Section VII-B, we use this argument to show that with the desired probability we have sup u,ṽ∈C ext
Using the fact that left-hand side is the rate of convergence ρ(C) concludes the proof for subgaussian samples.
C. Proof of Theorem 3.5 for Subexponential Samples
Let
isotropic subexponential vectors and X be the associated design matrix as previously. Let C and C ext be as defined in (7) and (8) respectively. Assume n ω 2 n (C). Our proof strategy is based on the observation that, we can bound the (restricted) singular values of [X 1] T [X 1] with high probability for subexponential data as follows.
1) Upper Bounding the Singular Values: In this section we will upper bound the largest eigenvalue of the matrix [X 1] T [X 1] with high probability. Towards this goal, we utilize Matrix Chernoff bound from [43] .
Theorem 5.2 (Matrix Chernoff [43] ): Consider a finite sequence {X i } n i=1 of independent, random, positive semidefinite matrices with common dimension d. Assume that X i ≤ L for i = 1, . . . , n. Define the sum M = n i=1 X i and let ζ max be an upper bound on the spectral norm of the expectation E[M ] i.e., ζ max ≥
We will use Theorem 5.2 to bound the largest eigenvalue of
Clearly this matrix is positive semidefinite. To bound
, we use the following lemma. 
The proof of Lemma 5.4 is deferred to Section VII-D. Thus, applying Lemma 5.4 on the set of all
, we find that with probability 1 − 2(n + p) −100 the following holds
Hence, we can pick ζ max ≥ 2n to upper bound the largest eigenvalue of E[[X 1] T [X 1]]. Now, using Theorem 5.2 with ζ max = C 0 C(n + p) log 3 (n + p), L = Cp log 2 (n + p) and = e − 1 we get
Union bounding, with probability at least 1 − 3(n + p) −100 ,
2) Lower Bounding the Singular Values: In this section we will lower bound the gain of [X 1] restricted to the tangent ball C ext . We will utilize the notion of restricted singular value (RSV) to proceed.
Definition 5.5 (Restricted singular value): Given a matrix M and a closed set C, the RSV of M at C is defined as
In the following, we will lower bound the expression
n n i=1 x i and minimizing both sides overṽ ∈ C ext , ṽ 2 = 1, we get
In essence, (19) bounds RSV of [X 1] in terms of the RSV of X and some simpler terms. The following theorem from [35] (Theorem D.11) gives a lower lower bound on the RSV of a matrix X with i.i.d. subexponential rows. Theorem 5.6 (Bounding RSV [35] ): Let X ∈ R n×d be a random matrix with i.i.d. isotropic subexponential rows. Let C be a tangent ball as in (7) and suppose the sample size obeys n (ω n (C) + t). Then with probability at least 1 − 3 exp(−c min(n, t √ n, t 2 )), we have that
Next, we shall state a lemma from [35] (Lemma D.7) to upper bound the term involving the sample averagex. Lemma 5.7 (Bounding empirical width [35] ): Suppose C is a subset of the unit Euclidian ball and (x i ) n i=1 are i.i.d. zeromean vectors with bounded subexponential norm. Define the empirical average vectorx = 1 n i x i . We have that
Plugging the bounds of Theorem 5.6 and Lemma 5.7 into (19) we find that, there exist constants c, c 0 , C 0 > 0 such that with probability at least 1 − 5 exp(−c min(n, t √ n, t 2 )), we can lower bound the RSV of [X 1] as,
where the last line follows from the assumption that n (ω n (C) + t) 2 .
3) Upper Bounding the Convergence Rate: Union bounding the events (18) and (20), we obtain upper and lower bounds on the singular values of [X 1] with the desired probability. Hence, we can bound the convergence rate of PGD as follows. Setting q = (n + p) log 3 (n + p), we have (18) [X 1] T [X 1] ≤ Cq. Therefore, choosing learning rate η = 1/Cq, the matrix I − η[X 1] T [X 1] is positive semidefinite (PSD). Hence, applying the generalized Cauchy-Schwarz inequality for PSD matrices, we find
Here the last inequality follows from (20) . This completes the proof for subexponential samples. [X 1] , C and C ext be as defined in Section II, recall w from (13) and assume n (ω(C) + t) 2 . Representing a vector v ∈ C ext asṽ = [ 1 − γ 2 v T γ] T for v ∈ C and |γ| ≤ 1, we have
D. Proof of Theorem 3.6 for Subgaussian Samples
In the following we will upper bound the terms sup v∈C |v T X T w| and |1 T w| separately and will combine them to get an upper bound on the residual error. 1) Upper Bounding the First Term in (21) : In order to upper bound the first term in (21) , define the clipping function clip(a, B) = a if |a| ≤ B sign(a)B else .
The following lemma immediately follows from union bounding the large deviations of subgaussian and subexponential variables X and shows that X = clip(X, B) with high probability.
Lemma 5.8: Let (w i ) n i=1 be i.i.d. subgaussian random variables with w i ψ 2 ≤ σ. There exists a constant C > 0 such that picking B = C log(n), with probability 1 − 2n −100 for all i, we have
If instead (w i ) n i=1 are i.i.d. subexponential with w i ψ 1 ≤ σ, then picking B = C log(n) leads to the same result.
Using Lemma 5.8, w ∞ ≤ σB with probability 1 − 2n −100 . Conditioned on this event, we have
Setting
can be re-written as
Note that z i = w i x i is subgaussian since w i is bounded. The subgaussian norm obeys
Define the average vectorz
which is still subgaussian with same norm (up to a constant). Standard results from functional analysis (specifically generic chaining) [34] guarantee
with probability at least 1 − 2e −t 2 /2 . This bounds the first term of (23). Next, we address the expectation term E[z 1 ] 2 via following lemma. Lemma 5.9: Suppose x is an isotropic Orlicz-a vector and
The proof of Lemma 5.9 is deferred to Section VII-F. Combining (24) and Lemma 5.9 into (23), with probability at least 1 − 2e −t 2 /2 − 2n −100 , we find that,
which is the desired bound for the first term in (21) .
2) Upper Bounding the Second Term in (21) : The vector w is zero-mean with w ψ 2 ≤ σ. Hence, 1 T w ψ 2 ≤ σ √ n which implies that with probability 1 − 2n −100 , |1 T w| σ n log n.
Combining the bound above with (25) , we get the advertised bound on the residual, namely
with probability at least 1 − 2 exp(−t 2 /2) − 4n −100 . This completes the proof for σ-subgaussian data. y) is σ-subexponential. Let X, [X 1], C and C ext be as defined in Section II, recall w from (13) and assume n (ω n (C) + t) 2 . Similar to the subgaussian case, we split the residual into two terms via (21) and bound each term separately to get a final bound.
E. Proof of Theorem 3.6 for Subexponential Samples
1) Upper Bounding the First Term in (21) : Let z i = w i x i . With probability 1 − 2n −100 , we have that w ∞ σ log n. We continue the analysis conditioned on this event. With bounded
Combining this with Lemma 5.7, guarantees that
with probability at least 1 − 2 exp(−O(min(t √ n, t 2 ))). Next, using Lemma 5.9, we also upper bound E[z 1 ] 2 by Cσp 2 n −201 . Combining this with (27) and substituting into (the deterministic inequality) (23) , with probability at least 1 − 2 exp(−O(min(t √ n, t 2 ))) − 2n −100 we have,
2) Upper Bounding the Second Term in (21) : Using w i ψ 1 σ and applying Lemma 5.7 (over one-dimensional R), we find that |1 T w| σ(1 + t) √ n with probability 1 − 2 exp(−c min(t √ n, t 2 )). Combining this with (28) and plugging into (21), we get the advertised upper bound
which holds with probability at least 1 − 4 exp(−c min(t √ n, t 2 )) − 2n −100 . This completes the proof for σ-subexponential data.
VI. CONCLUSION
We studied the problem of finding the best linear model from n input-output samples under quadratic loss in the highdimensional regime n p. For estimation, we utilized the projected gradient descent algorithm and showed its fast convergence as well as statistical accuracy in a data-dependent fashion. Our results are established for subexponential design which is heavier tailed compared to well-studied subgaussian. In both cases, we prove that nonlinearity of the problem can be treated as uncorrelated noise and we establish favorable statistical guarantees to estimate the best linear model. Our bounds have similar flavor to guarantees known for regularized linear regression with independent noise. We also studied the modified regression problem that allows for mean estimation via intercept and demonstrated its practical benefit when output labels have nonzero mean via simulations.
It would be desirable to extend our results to general loss function. If a loss function has the potential to better capture input/output relation, we can solve for
Specifically this function can still be quadratic but characterized by a nonlinear link function φ i.e., (y i , θ, x i ) = (y i − φ( θ, x i )) 2 . We believe that much of the results presented here extends to strongly-increasing φ where the derivative is lower bounded by a constant i.e., φ ≥ α for some α > 0. These functions are shown to behave like linear regression [22] , [44] . However, it is not immediately clear if strong statistical and computational guarantees established in this paper (as well as related literature) can be translated to this setup.
APPENDIX
This section provides the proofs of supporting results.
A. Proof of Lemma 5.1
We start by expanding the convergence term by substituting v = [βv T γ] T as follows,g
where,x = n −1 n i=1 x i is the empirical average vector of i.i.d. subgaussian rows (x i ) n i=1 . Thus, using (30), we can write
Given X ∈ R n×p is isotropic subgaussian, Lemma 6.14 in [21] guarantees
with probability at least 1 − e −t 2 . Furthermore, since (x i ) n i=1 's have bounded subgaussian norm,x is also bounded and standard generic chaining bounds guarantee that [34] 
with probability at least 1 − e −t 2 . Combining the results (32) and (33) into (31), we find that
holds with probability at least 1 − 2e −t 2 . This completes the proof of Lemma 5.1
B. Proof of Equation 16
Let the tangent balls C and C ext be as defined in (7) and (8) To proceed, note that
Hence, |Λ(u, v)| = |u T (I − 1 n [X 1] T [X 1])v| (ω(C) + t)/ √ n holds with the advertised probability.
C. Proof of Lemma 5.3
Let (x i ) n i=1 ∼ x ∈ R p be i.i.d. isotropic subexponential samples and X ∈ R n×p is the corresponding design matrix. Let x ij denotes the ij th element of the matrix X. Since each x ij has subexponential norm bounded by a constant, there exists a constant C > 0 such that |x ij | ≤ C log(n + p) holds with probability at least 1 − 2(n + p) −102 using subexponential tail bound. Union bounding over all entries of X yields that |x ij | ≤ C log(n + p) holds for all i, j with probability at least 1 − 2(n + p) −100 . Hence, we can bound each row x i of X with probability at least 1 − 2(n + p) −100 via
or equivalently, we have
x i x T i ≤ x i 2 2 ≤ cp log 2 (n + p). This completes the proof of Lemma 5.3.
D. Proof of Lemma 5.4
Recall that (x i ) n i=1 ∼ x ∈ R p are i.i.d. isotropic subexponential vectors andx = [x T 1] T . We can estimate the covariance matrix ofx given x 2 2 ≤ B using law of total probability as follows
Since a covariance matrix is positive-semidefinite, each term in (36) is individually positive semidefinite. Hence, we will drop the second term in (36) to get the following lower bound on the covariance matrix
Using Lemma 5.3, it follows that x 2 2 = [x T 1] T 2 2 ≤ Cp log 2 (n + p) = B holds with probability at least 1 − 2(n + p) −100 . Hence, following (37), we get
This completes the proof of Lemma 5.4.
E. Proof of Lemma 5.8
Subgaussian case: Using subgaussian tail, for large enough constant C > 0, for each i, we have |w i | ≤ Cσ log(n) = σB with probability at least 1 − 2n −101 . This implies clip(w i , σB) = w i . Union bounding over all entries of w, we find the result which holds with probability at least 1 − 2n −100 .
Subexponential case: follows similarly with B = C log(n).
F. Proof of Lemma 5.9
We prove the result for subexponential samples. Subgaussian case follows similarly. Without loss of generality, let σ = 1 as everything can be scaled accordingly. Defining clip function as previously, set z = clip(w, B)x. Furthermore, let w tail denote the tail of |w|, such that,
w tail is an upper bound on the error due to clipping, that is,
We 
Using subexponentiality, for some constant c > 0, we have that, P(w tail > √ ct) ≤ 2e −t and P( x 2 > √ cpt) ≤ 2pe −t , where, the latter follows from union bounding over all entries of x. Union bounding these two events, we get the following tail bound for their product,
For notational convenience, set g = w tail max( x 2 , √ pB), (42) and note that g satisfies the following property due to (38) either g > √ pB 2 or g = 0 .
Furthermore, from (41) we get the following tail distribution
