In this paper we present a method for imaging ground moving targets using passive synthetic aperture radar. A passive radar imaging system uses small, mobile receivers that do not radiate any energy. For these reasons, passive imaging systems result in significant cost, manufacturing, and stealth advantages. The received signals are obtained by multiple airborne receivers collecting scattered waves due to illuminating sources of opportunity such as commercial television, radio, and cell phone towers. We describe a novel forward model and a corresponding filtered-backprojection type image reconstruction method combined with entropy optimization. Our method determines the location and velocity of multiple targets moving at different velocities. Furthermore, it can accommodate arbitrary imaging geometries. we present numerical simulations to verify the imaging method.
INTRODUCTION
Since synthetic aperture radar (SAR) methods are typically designed for imaging stationary scenes, reconstructing scenes with moving targets is a challenging task. These moving targets appear smeared and unfocused in the reconstructed image. Many methods have been presented in the literature to address the problem of SAR imaging of ground moving targets (SAR/GMTI). [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] The advantages of SAR and GMTI radar complement each other well: the image formation process can be used to help detect moving targets, and the target detection process can be used to help focus the image.
In this paper, we consider multiple passive airborne receivers to image both the stationary scene and moving targets. Figure 1 illustrates the imaging geometry considered. Passive radar systems provide many important advantages over active monostatic or bistatic imaging modalities. [11] [12] [13] [14] [15] [16] A passive radar system does not employ a dedicated transmitter by relying on illuminators of opportunity such as radio, cell phone, and television transmission towers. The absence of active signal propagation from the system provides key advantages such as cost, simplicity of implementation, and stealth.
We present a novel forward model and passive image formation method to reconstruct both the scene reflectivity and the two-dimensional velocity of multiple moving targets. A fully passive ground moving target SAR imaging method is attractive because it has the advantages of both categories of radar described above. Image formation, wide field of view, and high revisit rates benefit moving target detection, accurate motion parameter estimation can help better focus the image of scene reflectivity, and at the same time, system complexity is reduced with the elimination of transmitters and longevity is potentially increased with a more covert system. Literature on passive SAR imaging can be found in. 15, 16 In, 15 an image reconstruction method is developed using filtered backprojection (FBP) on data correlated between the receivers to image a stationary scene. Similarly, 16 also presents a method for passive SAR imaging of a stationary scene, but uses ultra-narrowband waveforms of opportunity.
In this paper, we extended the passive SAR imaging method introduced in 15 to imaging ground moving targets. We present an FBP method combined with an entropy optimization to reconstruct focused images of the ground and to determine the velocity of moving targets. Similar to the approach in, 17, 18 we reconstruct
EJ -yi(s) Figure 1 : The imaging geometry considered in this paper. Multiple moving targets reflect the transmitted signal from an unknown, stationary transmitter to multiple passive receivers.
reflectivity images for a range of hypothesized velocities. We use entropy to measure the degree to which each reconstructed reflectivity image is focused. We estimate the target velocities by optimizing the entropy measure. Our algorithm has the ability to reconstruct the two-dimensional velocity of multiple moving targets.Finally, our work does not require prior information about the moving targets. The image stack and focus measure together provide the detection and estimation capability of moving targets and their motion parameters.
The organization of the remainder of the paper is as follows: In Section 2, we develop the forward model for SAH ground moving target imaging. In Section 3, we present an FBP-type image formation method for reconstructing the reflectivity of the scene for a given velocity and a entropy minimization technique for velocity estimation of multiple moving targets. In Section 4, we present numerical simulations to illustrate performance of our algorithm. Section 5 concludes the paper.
FORWARD MODEL
In this section a forward model is derived for a scene with ground moving targets and passive antennas. First, a model for ground moving targets will be derived. The model for the received field at each antenna will then be presented. Finally, the received signals from each pair of receiving antennas are correlated at each data processing interval.
We let x be a location on the ground where x = (x, ψ(x)) ∈ R 3 , x ∈ R 2 , and ψ : R 2 → R is a known function for the ground topography. Since the scattering takes place in a thin region near the surface and does not penetrate deep into the ground, the reflectivity function V (x) is of the form
with ρ(x) representing the surface reflectivity of a 2D point on the ground.
We now model the point scatterers, z, as moving targets as a function of time. Without loss of generality, we let x be the position of the targets at the beginning of time (s = 0). Using an assumption of constant velocity for each moving target, we represent a scatterer's trajectory, z(s) : R → R 3 , by
where v x is the velocity of a particular point scatterer located at point x when t = 0. Since the targets are all located on the ground, and we have a known function of the ground topography, the velocity of the scatters v x has the form
where
is the 2D gradient of the ground topography.
We extend the monostatic model introduced in 19 for a stationary scene to one with a bistatic receiver configuration and combine our model of ground moving targets. We obtain the following for the received field at a single receiver γ i originating from a single, stationary transmitter y:
and includes the waveform in J T , the beamshaping factors in J T and J R , and geometric attenuation factors in the denominator.
Using (4) as our model for the signal received by each receiving antenna, the cross-correlation of each pair of signals for each data processing window can now be computed in the following way:
where t is the fast-time variable and t ∈ [0, T ] with T representing the length of the data processing window.
Under a series of assumptions, the expected value of the correlated received signal can be modeled as
and R ρ (x) and R T (x) are the scene radiance and transmitter irradiance, respectively. 15 In this model R ij is the hitchhiker range introduced in, 15 and B ij is the component of the target displacement due to motion onto the hitchhiker look direction.
We assume that there is some m A such that A satisfies
where U is any compact subset of R × R × R 2 and C A depends on U, α, β, ρ 1 , and ρ 2 . This assumption is needed to make various stationary phase approximations, and in practice, is satisfied when the antennas are sufficiently far away from the illuminated scene.
We refer to F as the forward operator for the (i, j) pair of receivers.
IMAGE FORMATION
The goal for image formation is to reconstruct the scene so that our image is simultaneously focused in both position and velocity spaces. Since the data in hand is two-dimensional, it may not be possible to form a focused image by backprojecting to the four-dimensional position and velocity space. Therefore, we backproject the correlated data onto the two-dimensional position space curves defined by the set {x :
In order to reconstruct an image of the scene, we will first filter backproject each pair of correlated signals with a hypothesized velocity. The filter will be designed such that the image is optimally focused when the hypothesized velocity is equal to the true velocity. These reconstructed images will then be coherently summed over all receiver pairs to form a 2D image of the scene radiance.
Filtered Backprojection Operator
The backprojection operator for a given pair of receivers is
where Q ij (ω, s, z, v h ) is the filter to be determined later. v h is a hypothesized velocity for which the image will be reconstructed. This is a velocity field and can have different values at different points in the image, allowing multiple moving targets with different velocities to be reconstructed.
Our reconstructed image will be the sum of all pairs of correlated datâ
and we assume that the filter Q ij satisfies a similar assumption to (9) .
We now choose the filter Q ij such that the point spread function of the imaging operator for each pair of receivers is approximately the Dirac delta function under the assumption that the hypothesized velocity v h equals the true velocity:
To arrive at the form of the point spread function in equation (12) we make a Taylor series approximation in the phase about the point x = z, and we make the following change of variables:
The point spread function becomes
where η is the determinant of the Jacobian that comes from the change of variables (13):
and
Therefore, since we desire our filter to cause the point spread function to be as close as possible to the Dirac delta function, the optimal filter will be
where χ Ω is a smooth cut-off function to prevent division by zero, and Ω z is the data collection manifold at z defined as Ω z = {ξ ij : A ij (ξ ij , z) = 0}.
Velocity Estimation
To estimate the correct hypothesized velocity to use for the filtered backprojection operation, we first backproject a series of images for a range of velocities. Images that are backprojected with an incorrect hypothesized velocity have smeared targets, while the image with the correct velocity will have a focused target. We measure the degree of focus of each image, and the images with the highest focus yield the correct velocity estimations.
The measure of focus we use in this method is minimum entropy, 20, 21 since the entropy increases as moving targets are smeared. Given an image reconstructed with hypothesized velocity v h the entropy is calculated by
where p is a normalized histogram for the image. Once the images with minimum entropy are determined, their corresponding velocities are used to reconstruct the final filtered backprojected images.
Velocity Estimation and Image Reconstruction Algorithm
The full algorithm for velocity estimation and image reconstruction is as follows:
1. Form the correlated data using equation (6) for each pair of receivers.
2. For a range of hypothesized velocities in both the row and column dimensions, form initial images by backprojecting and summing each pair of correlated data.
3. Divide the scene into M × M regions, and for each region in each image, compute the entropy.
4. For each region, assign to it the hypothesized velocity corresponding to the minimum entropy for that region.
5. Use the hypothesized velocity determined in the previous step for each region to produce the filtered backprojected image. 
NUMERICAL SIMULATIONS
In this section we describe the numerical simulations that were performed in order to demonstrate the algorithm and its performance. Three simulations were created for different moving target scenarios. Scenes of size [22x22] km were constructed and discretized into [256x256] pixels. Three receiving antennas move in a circular aperture separated by a phase of 2π/3 radians at a tangential velocity of about 270 m/s. The antennas each traverse a circular synthetic aperture discretized into 256 slow-time locations at an altitude of 5.5 km. The transmitter is a stationary tower located in the center of the scene. A graphical illustration of this setup is shown in figure 2 .
The first simulation uses a single moving target that has a nonzero velocity in only one of its two components in order to test the most basic form of velocity estimation. The target is moving towards the right at a speed of 17 m/s. The scene at the initial time of s = 0 is shown in figure 3 . Figure 4 shows the reconstructed image if a hypothesized velocity of zero is used. This incorrect velocity assumption produces a smeared target in the reconstructed image. The scene is then backprojected over the range of velocities from about [-43 -43] to [43 43] m/s in increments of about 9 m/s. For each backprojected image, the entropy of the scene is calculated. Figure  5 shows a plot of the entropy for each hypothesized velocity. This method detects a clear minimum at the index 63, which corresponds to the correct velocity of 17 m/s towards the right. Finally, the reconstructed image for the scene is found by filtered backprojection with the [17 0] m/s as the hypothesized velocity and shown in figure  6 .
The second simulation uses a single moving target in the same starting location as the first simulation, but it has a nonzero velocity in both components. This target has a velocity of [9 -9] m/s which is in the direction of down and to the right. The original scene and reconstructed image for zero velocity assumption are shown in figures 7 and 8, respectively. The velocity estimation and image reconstruction was performed and the results are shown in figures 9 and 10. The entropy measure has a minimum at index 73 which corresponds to the correct velocity of [9 -9] m/s.
The third simulation introduces a second moving target and shows how dividing the scene into regions allows the method to accurate estimate and reconstruct multiple moving targets. The original scene for this simulation is shown in figure 11 . There are two moving targets, one in the top left moving to the right at a velocity of 9 m/s, and one in the bottom right moving at a velocity of [-9 9] m/s, which is towards the top left of the image. Figures  12 and 13 show the entropy functions for the two regions of the scene containing the moving targets. The first plot shows a minimum at index 62, corresponding to a velocity [9 0] m/s, and the second plot shows a minimum of 49, corresponding to a velocity of [-9 9] m/s. Figure 14 shows the reconstructed image with the hypothesized velocity for each region of the image determined by the minimum entropy in the corresponding region. Some artifacts appear in this image as a result of incorrectly hypothesized velocities in regions with no target. This algorithm could be extended by preceding the processing with a target detection technique, which would help mitigate these artifacts. The reconstructed image does, however, clearly reconstruct both of the moving targets in their original locations at the beginning of the aperture. 
CONCLUSION
In this paper we presented a method for image reconstruction and velocity estimation of a scene with moving targets using a network of passive receivers. Passive radar systems are an attractive solution because of their inherent cost, simplicity, and stealth advantages. Systems that are free of transmitters are cheaper to implement and harder to detect, which potentially increases the system's longevity. In addition, the problem of imaging moving targets is important to address, since targets of interest are often mobile, and without special processing they appear smeared and unfocused in the reconstructed image.
First, the paper introduces a novel forward model and inversion scheme for a moving scene. The forward model includes a modification of the phase for moving target displacement and then correlates pairs of received signals to remove transmitter information from the phase. The inversion scheme then reconstructs an image for a hypothesized velocity by using a filtered backprojection technique. Velocity estimation and image reconstruction are performed simultaneously by iteratively backprojecting images with different hypothesized velocities to determine the velocity corresponding to minimum entropy. Finally, numerical simulations were performed to verify the performance of the method.
In the future we plan on further investigating and enhancing the techniques introduced in this paper. A target detection step prior to velocity estimation may mitigate the artifacts when reconstructing images with multiple moving targets. In addition, resolution analysis for both position and velocity of targets would provide further insight into the accuracy and robustness of the algorithm presented here.
