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Abstract
Consider the Dvoretzky random covering on the circle T with a decreasing length sequence
{n}n1 such that
∑∞
n=1 n = ∞. We study, for a given β  0, the set Fβ of points which are asymp-
totically covered by a number βLn of the first n randomly placed intervals where Ln =∑nk=1 k .
Three typical situations arise, delimited by two “phase transitions”, according to α¯ is zero, positive-
finite or infinite, where α¯ = lim supn→∞ Ln− log n . More precisely, if n tends to zero rapidly enough
so that α¯ = 0 then, with probability one, dimH Fβ = 1 for all β  0; if n is moderate so that
0 < α¯ < +∞ then, with probability one, we have dimFβ = dα¯(β) for β ∈ Jα¯ and Fβ = ∅ for β /∈ Jα¯
where dα¯(β) = 1 + α¯(β − 1 − β logβ) and Jα¯ is the interval consisting of β’s such that dα¯(β) 0;
eventually, if n is so slow that α¯ = limn→∞ Ln− logn = +∞ then, with probability one, F1 = T.
This solves a problem raised by L. Carleson in a rather satisfactory fashion.
Analogous results are obtained for the Poisson covering of the line, which is studied as a tool.
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We consider the circle T = R/Z which is identified with the interval [0,1), a decreasing
sequence {n}n1 (0 < n < 1) which tends to 0 at ∞ and such that ∑∞n=1 n = ∞, and
a sequence of i.i.d. random variables {ωn}n1 of the uniform distribution (i.e. Lebesgue
distribution). We denote by In = ωn + (0, n) the open interval of length n with left end
point ωn. In this paper, we study how a given point t ∈ T is covered by these intervals In.
The Dvoretzky covering problem is to find necessary conditions and sufficient condi-
tions on the length sequence {n} for the whole circle T to be covered almost surely, or
equivalently for T to be covered infinitely often. That is to say
P
(
T =
∞⋂
N=1
∞⋃
n=N
In
)
= 1 (1.1)
where P is the probability measure of the underlying probability space (Ω,A,P). The
problem was raised in 1956 by A. Dvoretzky [4]. It attracted attentions of P. Lévy, J.P. Ka-
hane, P. Erdös, P. Billard, B. Mandelbrot who made significant contributions (see [13]).
We first observe that, with probability one, almost every point in T with respect to the
Lebesgue measure is covered by an infinite number of intervals In. Furthermore, we have
the following quantitative description of this infinity, i.e. with probability one for almost
every t ∈ T, we have
lim
n→∞
∑n
k=1 1(0,k)(t −ωk)∑n
k=1 k
= 1 (1.2)
where 1A denotes the characteristic function of a set A. In fact, for any t ∈ T the series∑∞
k=1
1(0,k )(t−ωk)−k
Lk
converges almost surely, where Ln =∑nk=1 k , because the partial
sums of the series form a martingale which is L2-bounded by
∑∞
k=1
k(1−k)
L2k
< ∞ (the last
series does converge and its verification is left to the reader). Hence (1.2) follows from
this convergence, the Kronecker lemma and the Fubini theorem. However, the condition∑∞
n=1 n = ∞ is not sufficient for every point t ∈ T to be covered.
In 1972, after the works of the authors mentioned above, L. Shepp [23] obtained a com-
plete solution to the problem by finding a necessary and sufficient condition for covering
(i.e. for (1.1) to be realized):
∞∑
n=1
1
n2
exp(1 + · · · + n) = ∞. (1.3)
To get more information on further developments and related topics of the subject, we may
refer to Kahane’s book [13] and his survey papers [16–18].
When Shepp’s result is established, a natural problem, which was raised by L. Carleson
(communication to J.P. Kahane who transmitted it to the second author), is how to de-
scribe the infinity of the set of intervals covering a given point. First works in this direction
appeared in [5,8].
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covering number of t ∈ T by
Nn(t) = Card{1 j  n: In  t} =
n∑
k=1
1(0,k)(t −ωk)
which is the number of those intervals covering t among the first n intervals. Since the
expectation ENn(t) of Nn(t) is equal to Ln, we are naturally led to compare the asymptotic
behavior of Nn(t) with that of Ln. Thus, for any β  0, we define the (random) sets
Fβ =
{
t ∈ T: lim inf
n→∞
Nn(t)
Ln
= β
}
,
F β =
{
t ∈ T: lim sup
n→∞
Nn(t)
Ln
= β
}
,
Fβ = Fβ ∩ Fβ.
A previous work [7] showed that, in the case n = αn (α > 0), these sets may be non-
empty for a certain interval of β . In other words, points on the circle may be differently
covered. As we shall prove, it is not the case for all length sequences {n} (n = lognn being
a counter-example, see Theorem 1.3, i.e. in this case every point is covered in the “same”
way).
In this paper, we will prove, under some regularity conditions on n, that there exists a
deterministic interval J of β such that with probability one, the sets Fβ , Fβ and Fβ are
non-empty for every β ∈ J . Furthermore, we determine the size of these sets by computing
their Hausdorff dimensions, which are given by an explicit formula (Theorems 1.1, 1.2 and
1.3). Notice that the interval J may be the infinite interval R+ = [0,∞), a finite subinterval
or a singleton.
As we have already pointed out, the asymptotic behavior of Nn(t)
Ln
was first investigated
in [5] and [8], especially in the case n = αn . In this case (n = αn ), the Hausdorff dimension
of Fβ was calculated almost surely for a given β , but not almost surely simultaneously for
all β in a nontrivial interval [7]. A similar problem on {0,1}N (in place of T) was treated
in [9].
In order to state our result, we define
α¯ = lim sup
n→∞
∑n
j=1 j
− logn , (1.4)
αˆ = inf
b2
lim sup
n→∞
sup
m1
∑
j∈[b−(n+m),b−n] j
logbm
(1.5)
where b 2 is an integer. For 0 <  < 1, let
Λ = {j  1;   j < 1}.
Our results concern three classes of sequences {n}n1, roughly described as rapid se-
quences for which we have α¯ = 0, moderate sequences for which 0 < α¯ < ∞ and slow
sequences for which α¯ = +∞.
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the classes qualified by α¯ = 0 or 0 < α¯ < ∞, and the second one for the class qualified by
α¯ = ∞):
(H) lim supn→∞ nn < ∞;
(H∞) limn→∞ nn = ∞.
An equivalent formulation of (H) is
lim sup
→0
 CardΛ < ∞.
An equivalent formulation of (H∞) is
lim
→0  CardΛ = ∞.
The assumption (H) implies 0 αˆ < ∞. One always has α¯  αˆ. One also has α¯ = αˆ = 0
as soon as limn nn = 0. Some of these assertions are easy to check. Others will be checked
in the last section (Appendix A).
To state our results, we also need to introduce the function
dα(β) = 1 + α(β − 1 − β logβ) (1.6)
defined for α  0 and β  0. In the following, dimF denotes the Hausdorff dimension of
a set F .
Theorem 1.1 (Case α¯ = 0). Assume (H), i.e. lim supn→∞ nn < ∞. Suppose α¯ = 0. With
probability one, for all β  0 such that dαˆ(β) > 0 we have
dim(Fβ) = dim(F β) = dim(F β) = 1. (1.7)
Theorem 1.2 (Case 0 < α¯ < ∞). Assume (H), i.e. lim supn→∞ nn < ∞. Suppose 0 <
α¯ < ∞. With probability one, for all β  0 such that dαˆ(β) > 0, we have
dim(Fβ) = dα¯(β) (1.8)
and
Fβ = ∅
(∀β  0, dα¯(β) < 0). (1.9)
If, moreover, α¯ is defined by a limit (not just a limsup), (1.8) and (1.9) hold for Fβ and Fβ
instead of Fβ .
Theorem 1.3 (Case α¯ = +∞). Assume (H∞), i.e. limn→∞ nn = ∞. Then almost surely
we have
lim
n→∞
Nn(t)
Ln
= 1 (∀t ∈ T).
Theorem 1.3 says that when n tends slowly to zero (e.g. n = lognn ), every point t ∈ T is
covered by a same covering number of intervals. This is a new phenomenon, which was not
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The quick sequences like 1
n logn share another extreme property that all numbers are pos-
sible, according to Theorem 1.1. We may say that there are two “phase transitions”, from
quick sequences to moderate sequences and from moderate sequences to slow sequences.
Let us consider the following family of parameterized sequences
n = α
n logγ (n+ 1) ,
where α > 0 and −∞ < γ  1 (remark that ∑n < ∞ if γ > 1). Then we have:
1. If 0 < γ  1, then α¯ = αˆ = 0 and the assumption (H) is satisfied.
2. If γ = 0, then α¯ = αˆ = α > 0 and the assumption (H) is satisfied.
3. If γ < 0, then α¯ = αˆ = ∞ and the assumption (H∞) is satisfied.
In this family we find representatives of all three cases.
Let us consider another family of sequences all of which tends quickly to zero. First
notice that αˆ = 0 implies α¯ = 0. So, when αˆ = 0, as corollary of Theorem 1.1, we get
that with probability one the formula (1.7) holds for all β  0. Here is a family of quick
sequences satisfying (H): for n large enough we have
n = α
n
(
log◦τ n
)γ ∏τ−1
j=1 log◦j n
where α > 0, γ ∈ (0,1), τ  1 is an integer and log◦j x means the j -fold composition of
logx. In this case, we have
Ln ∼ α1 − γ (log
◦τ n)1−γ .
The assumption (H∞) is satisfied by the following families of slow sequences (for n
large enough):
n = α log
γ n
n
(α, γ > 0) for which Ln ∼ α1+γ log1+γ n;
n = α (log
◦τ n)γ
nσ
(τ  1, α > 0, γ  0,0 < σ < 1) for which Ln ∼ α1−σ n1−σ (log◦τ n)γ ;
n = α
(log◦τ n)γ
(τ  1, α > 0, γ > 0) for which Ln ∼ αn(log◦τ n)−γ .
The set F0 (i.e. β = 0) contains the set F = T \ lim sup In consisting of points which
are only finitely covered. Points in F are described by Nn(t) = O(1) and those in F0 by
Nn(t) = o(Ln). The Shepp condition is an exact condition for F = ∅. We don’t know sim-
ilar condition for F0 = ∅. However, Theorems 1.1 and 1.2 show that for a regular sequence
satisfying α¯ = αˆ we haveα¯ < 1 ⇒ F0 = ∅; α¯ > 1 ⇒ F0 = ∅.
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dimF0  dα¯(0) = 1 − α¯ > 0. So, new information provided by Theorem 1.2 for F0 is that
the preceding inequality is an equality. When α¯ = 1, it is possible that F0 = ∅ although
dimF0 = 0. Indeed, it is the case for
n = 1
n
(
1 − 1 + δ
logn
)
with δ > 0, for which the Shepp condition (1.3) is violated.
If αˆ = α¯ > 0, as a corollary of Theorem 1.2 we get that with probability one, the formula
(1.8) holds for all β  0 such that dα¯(β) 0, and Fβ = ∅ if dα¯(β) < 0. It is the case when
n = α/n with α > 0. Recall that in this case Ln ∼ α logn.
We treat the above Dvoretzky covering problem on the circle by a closely related Pois-
son covering of the real line which was introduced by B. Mandelbrot [19,20]. The idea was
exploited in [15] and [7]. We point out that the idea of using Poisson processes was also
used in [11,12] in a different context (covering with intervals of same size, or with sizes
aXn where a > 0 and {Xn} is an i.i.d. sequence). Another idea comes from [1], which
consists of simultaneously constructing a class of random measures, called Poisson mul-
tiplicative chaos, and simultaneously estimating their dimensions. Construction of single
random measure is provided in [14] in its full generality. Single measure corresponding to
a fixed β was already introduced in [7]. The main difference of the present paper from [7]
is that we are now able to prove that these single measures for different β’s can be simul-
taneously constructed and their dimensions simultaneously computed.
We organize the paper as follows. In Section 2, we simultaneously construct Poisson
multiplicative chaos, and we prove a lower bound for their Hausdorff dimensions. Then we
specify such a multiplicative chaos adapted to the study of Dvoretzky covering numbers.
In Section 3, we prove that almost surely, each of multiplicative chaos is supported by one
of the sets Fβ . This, together with what we obtained in Section 2, yields the lower bounds
for the Hausdorff dimensions of Fβ ’s in Theorems 1.1 and 1.2. Section 4 is devoted to the
study of upper bounds concerning Theorems 1.1 and 1.2. Section 5 proves Theorem 1.3.
Section 6 states analogous results for covering numbers associated with the covering of real
line by random Poisson intervals. Appendix A discusses properties of the sequence {n},
which are useful throughout the paper.
2. Simultaneously constructed Poisson multiplicative chaos
The problem concerning the Dvoretzky covering will be converted into a similar prob-
lem related to a Poisson covering. That is to say, we will construct random measures using
Poisson point processes. These measures are called Poisson multiplicative chaos (see [14]
for a general account of multiplicative chaos). We will calculate the Hausdorff dimensions
of these random measures, because these measures are supported by the sets in questions,
as we shall prove in Section 3.
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In this subsection, we show how to construct the needed random measures and state the
results about their Hausdorff dimensions.
Let λ = dt be the Lebesgue measure on R and let µ be a measure on R+ = (0,+∞)
which is assumed finite on compact subsets and concentrated on the interval (0,1). The
product measure ν = λ⊗µ is defined on the upper plan R×R+. We consider the Poisson
point process (Xn,Yn) with intensity ν. For a Borel subset B of R×R+, define
N(B) = Card({(Xn,Yn)}∩B).
For t ∈ R and 0 <  < 1, denote
D(t) =
{
(x, y) ∈ R×R+: 1 > y  , t − y < x < t}.
For a fixed positive number 0 < a < ∞, we define
Pa (t) = aN
P
 (t) exp
[
(1 − a)ν(D(t))] (t ∈ R,  > 0) (2.1)
where
NP (t) = N
(
D(t)
)
is the number of points in the domain D(t) of the Poisson process with intensity ν. In the
setting of Poisson covering, NP (t) is also called the number of intervals (Xn,Xn + Yn)
with Yn   which cover t , i.e. t ∈ (Xn,Xn + Yn).
We use Pa to denote the measure Pa (t) dt restricted on the interval [0,1]. According to
[14], for every fixed 0 < a < ∞ the random measure Pa (t) dt converges almost surely to a
limit random measure as  → 0. We will prove that under some condition on ν there exists
an interval J of a such that with probability one the random measure Pa (t) dt converges
for every a ∈ J . In order to give a precise statement, we need the following notation. We
define
α¯P = lim sup
→0
ν(D(t))
− log  , (2.2)
αˆP = inf
b2
lim sup
n→∞
sup
m1
ν(Db−(n+m)(t) \Db−n(t))
logbm
. (2.3)
Notice that both ν(D(t)) and ν(Db−(n+p) (t) \ Db−n(t)) do not depend on t , so some-
times we will write ν(D) for ν(D(t)). Also notice that α¯P  αˆP .
We will need an analog of the assumption (H) involved for the Dvoretzky covering,
namely:
(HP) lim sup→0 µ([,1)) < ∞.
Under (HP), Fubini Theorem shows that both α¯P and αˆP are finite; moreover, when∫
exp
{ ∫
µ
(
(s,1)
)
ds
}
dt < ∞[0,1] (t,1)
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n(Xn,Xn + Yn) is equal to 1 − α¯P . It is actually equal to the lower index of the Laplace
exponent associated with the subordinator range R \ ⋃n,Xn0(Xn,Xn + Yn) (see [2]
or [10]).
For a measure σ , dimσ denotes the Hausdorff dimension of the measure, or more pre-
cisely the lower Hausdorff dimension in the terminology of [6]. That is to say, there is no
charge on any Borel set with Hausdorff dimension strictly smaller than dimσ but some
Borel set of dimension dimσ is charged by the measure. See also [21].
Theorem 2.1. Suppose α¯P = 0. Then
(i) With probability one, for all a > 0, the measure Pa converges, as  → 0, to a positive
measure Pa whose support is [0,1].
(ii) Assume moreover that (HP) is satisfied. With probability one, for all a > 0 such that
dαˆP (a) > 0, we have dimPa = 1.
Theorem 2.2. Suppose 0 < α¯P < ∞. Then
(i) With probability one, for all a > 0 such that dα¯P (a) > 0, the measure Pa converges,
as  → 0, to a positive measure Pa whose support is [0,1].
(ii) Assume moreover that (HP) is satisfied. With probability one, for all a > 0 such that
dαˆP (a) > 0 we have dimPa  dα¯P (a).
The parts (i) of these theorems will be proved in Section 2.3. and the parts (ii) in
Section 2.4. In next Section 2.2, we mainly show how to construct simultaneously the
measures Pa .
2.2. Simultaneously constructed b-adic multiplicative chaos
In order to prove Theorems 2.1 and 2.2, we convert our problem to one on a b-adic tree.
Fix an integer b  2. For any integer m  0 we denote by Am the set of finite
words of length m on the alphabet {0, . . . , b − 1} (by convention, A0 = {∅}). We use
|w| to denote the length m of w ∈ Am and Iw to denote the closed b-adic subinter-
val [∑mi=1 wib−i , b−m +∑mi=1 wib−i] of [0,1] naturally encoded by w = w1 · · ·wm. Let
A∗ = ⋃∞m=0 Am and ∂A∗ = {0, . . . , b − 1}. The set A ∪ ∂A is equipped with the con-
catenation operation. For w ∈ A∗, Cw = w∂A denotes the cylinder determined by w, i.e.
Cw = {ww′: w′ ∈ ∂A∗}. Let A be the σ -field of ∂A∗ generated by all cylinders.
Let π be the mapping from ∂A∗ into [0,1] defined by
π(t˜) =
∞∑
i=1
t˜i
bi
(t˜ = t˜1 · · · t˜i · · · ∈ ∂A∗).
Let λ˜ be the natural measure on (∂A∗,A) defined by λ˜(Cw) = b−|w| for all w ∈ A∗.
Notice that λ, the restriction on [0,1] of the Lebesgue measure, is the image of λ˜ under π ,
i.e. λ = λ˜ ◦ π−1.
For 0 < a < ∞ and  > 0, we denote by P˜ a the measure on (∂A∗,A) whose density
with respect to λ˜ is equal to Pa (π(t˜ )).
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Y(w,a) = P˜ a (Cw)
and it can be written as
Y(w,a) =
∫
Cw
P a
(
π(t˜ )
)
dt˜ =
∫
Iw
P a (t) dt (2.4)
where Iw = π(Cw).
The essential point of Theorems 2.1(i) and 2.2(i) is the following proposition that we
will prove by studying the family indexed by w of functional martingales {Yb−|w|+m(w,
·)}m1.
Proposition 2.3. Let b  2 be an integer and let K be a compact subinterval of R∗+.
Suppose α¯P < ∞ and infa∈K dα¯P (a) > 0. Then, with probability one, for all w ∈ A∗, the
function Y(w, ·) converges uniformly on K , as  → 0, to a positive analytic function
Y(w, ·).
Corollary 2.4. We make the same assumptions as in Proposition 2.3. With probability one,
for all a ∈ K , the measure P˜ a converges weakly, as  → 0, to a measure P˜ a such that
P˜ a(Cw)=Y(w,a) for every w ∈ A∗. Moreover, the support of P˜ a is ∂A∗. Consequently,
the measure Pa converges weakly, as  → 0, to the measure Pa = P˜ a ◦π−1, whose support
is [0,1].
For w ∈ A∗, the restriction of P˜ a
b−|w| to Cw can be written as
dP˜ a
b−|w| = P˜ ab−|w| · dP˜ a,Cw (2.5)
where P˜ a,Cw is the measure on (Cw,wA) whose density with respect to λ˜ is
dP˜
a,Cw

dλ˜
(t˜ ) = P˜
a
b−|w|(t˜ )
P˜b−|w|(t˜ )
.
Notice that
P˜ a
b−|w|(t˜ )
P˜b−|w|(t˜ )
= aNPb−|w| (π(t˜ ))−NPb−|w| (π(t˜ )) exp[(1 − a)ν(Db−|w| \Db−|w|)]. (2.6)
This is a consequence of the following decomposition: for any 0 < , ′ < 1 we have
D′(t) =
(
D′(t) \D′(t)
)∪D′(t).
The P˜ a,Cw -mass of Cw , magnified by b|w|, will be denoted by
Z(w,a) = b|w|P˜ a,Cw (Cw)
and it can be written as
Z(w,a) = b|w|
∫
P˜ a
b−|w|(t˜ )˜ dt˜ = b|w|
∫
Pa
b−|w|(t) dt. (2.7)Cw
Pb−|w|(t˜ )
Iw
Pb−|w|(t)
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α¯Pb = lim sup
n→∞
sup
m1
ν(Db−(n+m)(t) \Db−n(t))
logbm
.
The following proposition will be useful for proving Theorems 2.1(ii) and 2.2(ii). We
will prove the proposition by studying the family indexed by w of functional martingales
{Zb−m(w, ·)}m1.
Proposition 2.5. Let b 2 be an integer and let K be a compact subinterval of R∗+.
(i) Suppose α¯P < ∞ and infa∈K dα¯P (a) > 0. Then, with probability one, for all w ∈ A∗,
the function Z(w, ·) converges uniformly on K , as  → 0, to a positive analytic function
Z(w, ·).
(ii) Suppose moreover that infa∈K dαˆP (a) > 0 and choose b such that α¯Pb is close
enough to αˆP to insure infa∈K dα¯Pb (a) > 0. There exists p > 1 such that
sup
w∈A∗,a∈K
E
(
Z(w,a)
)p
< ∞, sup
w∈A∗,a∈K
E
(∣∣∣∣dZ(w,a)da
∣∣∣∣p)< ∞.
It is important to point out that the restrictions on Cw of the measures P˜ ab−|w| and P˜
a,Cw

are independent since they involve respectively Poisson points in two disjoint regions. See
Fig. 1: the bigger region R1 for P˜ ab−|w| and the smaller one R2 for P˜
a,Cw
 .
a˜ a˜,CwFig. 1. The regions defining P
b−|w| and P ,
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We give here the proofs of Propositions 2.3 and 2.5 the first of which allows us to
construct simultaneously the measures P˜ a and the second will be used in the proofs of
Theorems 2.1(ii) and 2.2(ii).
Proof of Proposition 2.3. We shall consider K as a compact subset in the complex plan.
It is clear that P z (t) is well defined and is an analytic function of z ∈ C. For any w ∈ A∗
and any m 0, consider the function Ŷm(w, z) of z defined by
Ŷm(w, z) =
∫
Iw
P z
b−|w|−m(t) dt.
By writing
Ŷm(w, z) =
∫
Iw
z
NP
b−|w|−m(t) exp
[
(1 − z)ν(Db−|w|−m)
]
dt,
we see that it is an analytic extension into the complex plan of Yb−|w|−m(w,a) as function
of a > 0.
First step. We first prove that there exist 1 < p  2, a bounded complex neighborhood
D of K and εD > 0 such that
sup
z∈D
E
(∣∣Ŷm+1(w, z)− Ŷm(w, z)∣∣p)Cb−(|w|+m+1)εD , (2.8)
where C is a constant independent of m.
In order to prove (2.8), we write
Ŷm+1(w, z)− Ŷm(w, z) =
∫
Iw
U(t)V (t) dt
with U(t) = P z
b−|w|−m(t) and V (t) = P zb−|w|−m−1(t)/P zb−|w|−m(t)− 1. Let
m = b−|w|−m−1.
Then we can write
U(t) = zNPm−1 (t) exp[(1 − z)ν(Dm−1)],
V (t) = zNPm(t)−NPm−1 (t) exp[(1 − z)ν(Dm \Dm−1)]− 1.
We divide Iw into bm equal subintervals and denote by Jw the first one from the left. For
t ∈ Jw and 0 k  bm − 1, define
Uk(t) = U(t + kb−|w|−m), Vk(t) = V (t + kb−|w|−m).
Then for i ∈ {0,1} define
Si(t) =
∑
U2k+i (t)V2k+i (t).
02k+ibm−1
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Ŷm+1(w, z)− Ŷm(w, z) =
∫
Jw
(
S1(t)+ S2(t)
)
dt.
Now by using the Jensen inequality and the elementary inequality
|x + y|p  2p−1(|x|p + |y|p),
we get∣∣Ŷm+1(w, z)− Ŷm(w, z)∣∣p  |Jw|p ∫
Jw
∣∣S0(t)+ S1(t)∣∣p dt|Jw|
 2p−1|Jw|p−1
∫
Jw
(∣∣S0(t)∣∣p + ∣∣S1(t)∣∣p)dt. (2.9)
We are then led to estimate E|Si(t)|p . For the sake of convenience, we introduce the fol-
lowing function
ϕ(p, z) = (1 − (z))p + |z|p − 1 (p ∈ R, z ∈ C). (2.10)
Since the measure ν is invariant by horizontal translation, all (Uk,Vk) have the same dis-
tribution. Since EzX = ev(z−1) holds for any complex number z and any Poisson variable
X with parameter v, a simple computation yields that for p ∈ R
E
(∣∣Uk(t)∣∣p)= exp[ν(Dm−1)ϕ(p, z)] (2.11)
and for p > 1
E
(∣∣Vk(t)∣∣p) 2p−1(1 + exp[ν(Dm \Dm−1)ϕ(p, z)])
 2p exp
[
ν(Dm \Dm−1)ϕ(p, z)
]
, (2.12)
where for the first inequality we used once more the above elementary inequality and for
the second one we used the fact that the mapping ϕ(p, z) is a convex function of p, null at
p = 0 and non-negative at p = 1, so non-negative on [1,∞).
Moreover, by construction, σ(Uk;0  k  bm − 1) and σ(Vk;0  k  bm − 1) are
independent, and the V2k’s are mutually independent, as well as the V2k+1’s. Indeed, if t
and t ′ are two points in Iw having a distance at least b−|w|+m, then(
Dm(t) \Dm−1(t)
)∩ (Dm(t ′) \Dm−1(t ′))= ∅.
This implies the independence.
Now we can apply the following lemma to estimate E|S0(t)|p and E|S1(t)|p .
Lemma 2.6 (Von Bahr–Esseen [24]). Let (Ui)i0 and (Vi)i0 be two sequences of complex
random variables such that σ(Ui; i  0) and σ(Vi; i  0) are independent and that the
Vi ’s are mutually independent. Assume that
∑
i0 UiVi is almost surely defined and that
Vi is integrable with mean 0 for all i  0. Then for every p ∈ [1,2]
E
∣∣∣∣∑UiVi∣∣∣∣p  2p∑E|Ui |pE|Vi |p.
i0 i0
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E
(∣∣S1(t)∣∣p)+E(∣∣S2(t)∣∣p) 22pbm exp[ν(Dm)ϕ(p, z)].
This, together with (2.9) yields
E
(∣∣Ŷm+1(w, z)− Ŷm(w, z)∣∣p) Cp−1m exp[ν(Dm)ϕ(p, z)] (2.13)
where C = 23p−1b−|w|+p−1. We now compare ν(Dm) with − log m:
ν(Dm) = (− log m)
(
α¯P +
(
ν(Dm)
− log m − α¯
P
))
.
This allows us to rewrite the right-hand side of (2.13) as follows
C
(p−1−α¯P ϕ(p,z))
m · 
−( ν(Dm )− log m −α¯P )ϕ(p,z)
m . (2.14)
Consider
Φ(p, z) = p − 1 − α¯P ϕ(p, z).
We have Φ(1, z) = 0 whenever z ∈ K . Moreover, we have ∂Φ(1,z)
∂p
= dα¯P (z) (z ∈ K);
hence our assumption is
inf
z∈K
∂Φ(1, z)
∂p
> 0.
So we can choose 1 <p  2 close enough to 1 such that
3εD := inf
z∈K Φ(p, z) > 0. (2.15)
Now, by continuity of Φ(p, z) in z ∈ C we can choose a bounded complex neighborhood
D of K such that
inf
z∈DΦ(p, z) 2εD.
On the other hand, by the definition of α¯P , the fact ϕ(p, z) 0 and the boundedness of D,
for large m we have(
ν(Dm)
− log m − α¯
P
)
ϕ(p, z) εD. (2.16)
Therefore it follows from (2.13)–(2.16) that for large m we have
sup
z∈D
E
(∣∣Ŷm+1(w, z)− Ŷm(w, z)∣∣p)CεDm = Cb−(|w|+m+1)εD .
This inequality holds for all m 1 if we change C to be a suitable constant.
Second step. We follow the idea of Biggins [3]. Apply the Cauchy formula to get the
uniform convergence of Ŷm(w, ·) on the compact subsets of D as m → ∞.
Fix an arbitrary non-empty closed disk D(z0,2ρ) ⊂ D. For z ∈ D(z0, ρ) and m  0,
the Cauchy formula yields
∣∣Ŷm+1(w, z)− Ŷm(w, z)∣∣ 1 2π∫ ∣∣Ŷm+1(w, z0 + 2ρeit )− Ŷm(w, z0 + 2ρeit )∣∣dt.
π
0
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E sup
z∈D(z0,ρ)
∣∣Ŷm+1(w, z)− Ŷm(w, z)∣∣
 2 sup
z∈D(z0,2ρ)
E
(∣∣Ŷm+1(w, z)− Ŷm(w, z)∣∣)
 2 sup
z∈D(z0,2ρ)
(
E
∣∣Ŷm+1(w, z)− Ŷm(w, z)∣∣p)1/p.
By the estimate (2.8) that we got in the first step, we obtain
E
∞∑
m=1
sup
z∈D(z0,ρ)
∣∣Ŷm+1(w, z)− Ŷm(w, z)∣∣= O( ∞∑
m=1
b
−(|w|+m+1) εD
p
)
< ∞.
This implies that almost surely Ŷm(w, ·) converges uniformly on D(z0, ρ). It follows that
almost surely Ŷm(w, ·) converges uniformly on some neighborhood of K to an analytic
function Y(w, ·).
Third step. Now we prove that almost surely the function Y(w, ·) converges uniformly
on K to Y(w, ·) as  → 0 continuously. What we proved in the second step is the conver-
gence as  → 0 along a discrete sequence.
As in the second step, we apply the Cauchy formula to estimate the derivative dŶm(w,z)
dz
.
In fact,
E
(
sup
z∈D(z0,ρ)
∣∣∣∣dŶm(w, z)dz
∣∣∣∣p)1/p
 2
ρ
sup
z∈D(z0,ρ)
(
E
(∣∣Ŷm(w, z)∣∣p))1/p
 2
ρ
sup
z∈D(z0,ρ)
(
E
(∣∣Ŷ0(w, z)∣∣p))1/p
+ 2
ρ
∞∑
m=0
sup
z∈D(z0,ρ)
(
E
(∣∣Ŷm+1(w, z)− Ŷm(w, z)∣∣p))1/p.
Consequently, by the Fatou lemma we have
E
(
sup
a∈K
∣∣∣∣Y(w,a)da
∣∣∣∣p)< ∞.
From this, the fact E|Y(w,a)|p < ∞ (∀a ∈ R) and the mean value theorem, it follows that
E
(
sup
a∈K
∣∣Y(w,a)∣∣p)< ∞ (2.17)
(N.B. It is possible to obtain (2.17) without using the above estimates of derivative. How-
ever this approach of derivative estimation will be indispensable in the proof of Proposi-
tion 2.5.)
For t  1, denote by Ft the sub-σ -field of the Borel σ -field of (C(K,R),‖‖∞) gener-
ated by the random continuous functionsa ∈ K → Y1/t ′(w,a) (1 < t ′  t).
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Mt(·) = E
(
Y(w, ·) | Ft
)
(which is well defined by (2.17)). It is clear that (Mt(·),Ft )t1 is a martingale taking values
in C(K,R). It follows from Proposition V-2-6 of [22] that if the martingale Mt(·) is right
continuous, then it converges almost surely in C(K,R) to Y(w, ·). But this is indeed the
case since we learn from the second step that for every m 0, we have
E
(
Y(w, ·) | Fbm
)= Yb−m(w, ·)
and that (Mt(·) = Y1/t (w, ·),Ft )t1 is a right continuous martingale.
Fourth step. We prove that almost surely Y(w,a) > 0 for all a ∈ K . We assume K =
[0,1] without loss of generality.
For any subinterval J of K and any w ∈ A∗, let
SwJ =
{
ω ∈ Ω: ∃a ∈ J such that Y(w,a) = 0}.
It is straightforward to verify that the event SwJ belongs to
⋂
n1An where An is the σ -
field generated by the Poisson process restricted in the strip R× (0,1/n]. The Kolmogorov
zero-one law shows that the probability of the tail event SwJ is equal to 0 or 1. We claim
that P(SwK) = 0.
Otherwise, Sw[0,1] has probability one. Then either Sw[0,1/2] or Sw[1/2,1] has positive prob-
ability. As we have seen above, this positive probability must be 1. Assume, for ex-
ample, Sw[0,1/2] has probability one. Then, either Sw[0,1/4] or Sw[1/4,1] has probability one.
Consequently, there exists a decreasing sequence (Jn)n0 of dyadic intervals such that
P(SwJn) = 1 for all n  0. Let a0 be the unique point in
⋂
n0 Jn. By the continuity of
Y(w, ·), we have P(Y (w,a0) = 0) = 1. However Y(w,a0) is the limit of a positive mean
Lp-bounded martingale (see second step). So, Y(w,a0) cannot be zero with probability
one. This contradiction proves the claim.
Since A∗ is countable, all the previous results hold almost surely and simultaneously
for all w ∈ A∗. 
Proof of Corollary 2.4. It follows from Proposition 2.3 that with probability one, for any
a ∈ K and for any cylinder Cw we have
lim
→0 P˜
a
 (Cw) = Y(w,a)
(the convergence is uniform on a ∈ K for any w). Since ∂A∗ is totally disconnected, it
follows that with probability one, for any a ∈ K , the measure P˜ a converges weakly to a
measure P˜ a such that
P˜ a(Cw) = Y(w,a) (∀w ∈ A∗).
Consequently, with probability one, for all a ∈ K , Pa converges weakly to Pa = P˜ a ◦π−1,
since Pa = P˜ a ◦π−1. The support of these limit measures is [0,1] because of the positivity
of a ∈ K → Y(w,a) (see Proposition 2.3). 
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(i) We proceed as in the proof of Proposition 2.3. Choose the same bounded determin-
istic complex neighborhood D of K as in the proof of Proposition 2.3. For w ∈ A∗ and
m 0, consider the function
Ẑm(w, ·) := Zb−m(w, ·).
Its analytic extension, denoted by Ẑm(w, z), has the following expression:
b|w|
∫
Iw
z
NP
b−|w|−m(t)−N
P
b−|w| (t) exp
[
(1 − z)ν(Db−|w|−m(t) \Db−|w|(t))]dt.
It follows from computations similar to those in the first step of the proof of Proposition 2.3
that there exist 1 <p  2 and C > 0 such that for z ∈ D we have
E
(∣∣Ẑm+1(w, z)− Ẑm(w, z)∣∣p)
 Cb−(m+1)[p−1−α¯P ϕ(p,z)]b(m+1)(
ν(D
b−|w|−m−1 )−ν(Db−|w| )
logbm+1 −α¯
P )ϕ(p,z)
.
We notice that
α¯P  lim sup
m→∞
ν(Db−|w|−m−1)− ν(Db−|w|)
logbm+1
.
So, we can conclude as in the proof of Proposition 2.3.
(ii) For m 0, z ∈ C and p ∈ (1,2] we also have
E
(∣∣Ẑm+1(w, z)− Ẑm(w, z)∣∣p)
 Cb−(m+1)[p−1−α¯Pb ϕ(p,z)]b(m+1)(
ν(D
b−|w|−m−1 )−ν(Db−|w| )
logbm+1 −α¯
P
b )ϕ(p,z)
(where α¯P is replaced by α¯Pb ). Since our assumption is infa∈K dα¯Pb (a) > 0, the same argu-
ments as those used in proving Proposition 2.3 allow to choose p close enough to 1 as well
as a bounded complex neighborhood D of K such that
2εD := inf
z∈D
[
p − 1 − α¯Pb ϕ(p, z)
]
> 0.
By the definition of α¯Pb and the boundedness of D, we can fix n0  1 such that for all
w ∈ A∗ with |w| n0 and all m 0, we have(
ν(Db−|w|−m−1)− ν(Db−|w|)
logbm+1
− α¯Pb
)
ϕ(p, z) εD.
It follows that for all w ∈ A∗ with |w| n0 and all m 0 we have
E
(∣∣Ẑm+1(w, z)− Ẑm(w, z)∣∣p) Cb−(m+1)εD
for some suitable constant C > 0. Then, the conclusion follows from computations simi-
lar to those used to get (2.17) in the proof of Proposition 2.3, together with the fact that
Ẑ0(w, ·) ≡ 1. 
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Theorems 2.1 and 2.2 will be proved at the same time.
(i) Let J = {a > 0;dα¯P (a) > 0} (N.B. J = (0,∞) if α¯ = 0). The interval J can be
approximated by an increasing sequence of compact subintervals (Kn)n1 of J . Since
dα¯P (·) is continuous and is positive on J , we have infa∈Kn dα¯P (a) > 0 for all n 1. So we
can apply Corollary 2.4 to get (i) in both Theorems 2.1 and 2.2.
(ii) Let (Kn)n1 be an increasing sequence of compact subintervals of Ĵ = {a >
0;dαˆP (a) > 0} such that Ĵ =
⋃
n1 Kn.
Fix K = Kn. Take p > 1 and b 2 as in Proposition 2.5(ii).
Since Pa = P˜ a ◦ π−1, by the Billingsley Lemma (see also [6]), it suffices to show that
P-a.s. ∀a ∈ K we have P˜ a(E(a))> 0 (2.18)
where
E(a) =
{
t˜ ∈ ∂A∗: lim inf
n→∞
log P˜ a(Ct˜1···t˜n )
logb−n
 dα¯P (a)
}
.
Even, it suffices to show, for any ε > 0, that
P-a.s. ∀a ∈ K we have P˜ a(lim inf
n
En,ε(a)
)
> 0 (2.19)
where
En,ε(a) =
{
t˜ ∈ ∂A∗: log P˜
a(Ct˜1···t˜n )
logb−n
 dα¯P (a)− ε
}
.
In order to prove (2.19), by the Borel–Cantelli Lemma, it suffices to show that for every
ε > 0 we have
P-a.s. ∀a ∈ K we have
∑
n1
P˜ a
(
Ecn,ε(a)
)
< ∞. (2.20)
(So, lim infn En,ε(a) has full P˜ a-measure.)
Consider t˜ → P˜ a(Ct˜1···t˜n ) as a random variable with respect to the probability measure
P˜ a/‖P˜ a‖. The formula (2.20) means that the variable takes large values, i.e.
P˜ a(Ct˜1···t˜n ) > b
−n(d
α¯P
(a)−ε)
with small probability.
For any positive number η > 0, the Tchebychev inequality leads to
P˜ a
(
En,ε(a)
c
)
 bηn(dα¯P (a)−ε)
∫
∂A∗
(
P˜ a(Ct˜1···t˜n )
)η
P˜ a(dt˜)
= bηn(dα¯P (a)−ε)
∑
w∈An
(
P˜ a(Cw)
)1+η (2.21)
where the last equality is due to the fact that the variable is constant on each n-cylinder.
We are now led to estimate the (1 + η)-moment of P˜ a(Cw). For a single parameter a,
the estimation is rather easy. But what we have to do is an estimation which is uniform on
a ∈ K . This is more difficult, as we shall see now.
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Take M max(1, supK). For any interval I we define
DI = D|I |(inf I )∩D|I |(sup I ), BI =
⋃
t∈I
D|I |(t) \DI .
See Fig. 1. Keep in mind that BI is much smaller than DI in the sense that ν(B
I )
ν(DI )
→ 0 as
the length |I | → 0. For every w ∈ A∗ and t ∈ Iw , we have DIw ⊂ Db−m(t) and Db−m(t) \
DIw ⊂ BIw . It follows from (2.5) that almost surely, for every a ∈ K , and w ∈ A∗
P˜ a(Cw)MN(B
Iw )aN(D
Iw ) exp
[
(1 − a)ν(Db−|w|)
]
b−|w|Z(w,a). (2.22)
This, together with (2.21), shows that for an arbitrary η > 0 we have
P˜ a
(
En,(a)
c
)
 fn,η(a) := F1(a)F2(a) (2.23)
with
F1(a) = bn[−1+η(dα¯P (a)−ε−1)] exp
[
(1 − a)(1 + η)ν(Db−n)
]
,
F2(a) =
∑
w∈An
(
MN(B
Iw )aN(D
Iw )Z(w,a)
)1+η
.
The positive number ε > 0 being fixed, the problem is reduced to find a positive number
η such that
P-a.s. ∀a ∈ K
∑
n1
fn,η(a) < ∞(recall that fn,η(a) is defined in (2.23)). This will be done if we find η > 0 such that
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sup
a∈K
E
(∣∣f ′n,η(a)∣∣) Cnb−n ηε2 . (2.24)
(II) Let a0 = infK . We have
P-a.s.
∞∑
n=1
fn,η(a0) < ∞. (2.25)
Indeed, if (I) holds, by the Fubini Theorem
E
∫
K
∞∑
n=1
∣∣f ′n,η(a)∣∣da = ∫
K
∞∑
n=1
E
∣∣f ′n,η(a)∣∣da < ∞.
Therefore P-almost surely
∫
K
∑∞
n=1 |f ′n,η(a)|da < ∞. Then by the mean value theorem,
P-almost surely for all a ∈ K we have
∞∑
n=1
∣∣fn,η(a)− fn,η(a0)∣∣ ∞∑
n=1
∫
K
∣∣f ′n,η(u)∣∣du < ∞.
This, together with (II), allows us to conclude:
P-a.s. sup
a∈K
∑
fn,η(a) < ∞.
We prove now (I) and (II). Since F1 is a deterministic function, we have
E
∣∣f ′n,η(a)∣∣ ∣∣F ′1(a)∣∣EF2(a)+ F1(a)E∣∣F ′2(a)∣∣.
However
F ′1(a) = F1(a)
[
d ′¯α(a)nη logb − (1 + η)ν(Db−n)
]
,
F ′2(a) = (1 + η)
∑
w∈An
M(1+η)N(BIw ) ·N(DIw)a(1+η)N(DIw )−1 ·Z(w,a)1+η
+ (1 + η)
∑
w∈An
M(1+η)N(BIw ) · a(1+η)N(DIw ) ·Z(w,a)ηZ(w,a)′.
Before estimating E|f ′n,η(a)|, we remark the following facts
(R1) For all w ∈ A∗ and a ∈ K , the random variables N(DIw), N(BIw) and Z(w,a) are
independent;
(R2) If η > 0 is small enough, E(Z(w,a)1+η) and E(Z(w,a)η|Z′(w,a)|) are uniformly
bounded over a ∈ K and w ∈ A∗;
(R3) The function d ′
α¯P
(a) is bounded over K ;
(R4) If ν(B) < ∞ and r > 0 one has
E(rN(B)) = eν(B)(r−1)
and then by differentiation with respect to r we get(
N(B)−1) ν(B)(r−1)
E N(B)r = ν(B)e ;
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(R6) ν(DIw)− ν(Db−n) = O(1) for all n 1 and all w ∈ An, and ν(Db−n) = O(n).
In fact, (R1) follows from the construction because the three variables in question
depend on the Poisson process restricted on three disjoint domains in R × R+, namely
DI ,BI and T I (see Fig. 1); (R2) is a consequence of Proposition 2.5(ii) and the Hölder
inequality; (R3) is obvious; (R4) is explained by itself; (R5) is due to the fact ν(BIw) 
2b−nµ([b−n,1)) (∀w ∈ An) and the hypothesis (HP); the first assertion of (R6) is deduced
from (R5) and the second one is a consequence of (R5) and the fact
ν(Db−n)− ν(BIw) ν(DIw) ν(Db−n) = O(logbn) = O(n).
All these remarks together imply that if η is small enough then there exists a constant
C = C(K,η) > 0 such that for all w ∈ An and all a ∈ K we have
E
(∣∣f ′n,η(a)∣∣) CnF1(a) · bneν(DI )(a1+η−1)
 Cnbnη[dα¯P (a)−ε−1]e[(1+η)(1−a)+a1+η−1]ν(Db−n )
= Cnb−n(ηε+ηn(a)), (2.26)
where
ηn(a) = η
(
1 − dα¯P (a)
)+ [(1 + η)(a − 1)− (a1+η − 1)]ν(Db−n)
logbn
.
Let
Ha(η) = (1 + η)(a − 1)− (a1+η − 1).
We write
ηn(a) = η
(
1 − dα¯P (a)
)+Ha(η)α¯P +Ha(η)(ν(Db−n)logbn − α¯P
)
.
Notice that
Ha(0) = 0, H ′a(0) = a − 1 − a loga, H ′′a (η) = −a1+η log2 a.
So, we have
Ha(η) = H ′a(0)η + O(η2)
where the constant involved in O(η2) is independent of a. Recall that dα¯P (a) = 1 +
α¯PH ′a(0). Thus we get
ηn(a) = O(η2)+Ha(η)
(
ν(Db−n)
logbn
− α¯P
)
.
Since Ha(η) = O(η) and lim sup ν(Db−n )logbn = α¯P , for fixed ε > 0, some small η and all large
n 1 we have∣ ∣ εη∣ηn(a)∣ 2 (∀a ∈ K). (2.27)
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sup
a∈K
E
(∣∣f ′n,η(a)∣∣) Cnb−n ηε2 .
The fact (II) is easier to obtain, by similar computations showing that
sup
a∈K
E
(
fn,η(a)
)
Cb−n
εη
2 . 
2.5. Poisson process associated with the Dvoretzky covering
We have been working exclusively with the Poisson process. Now we show how the
Dvoretzky covering is associated with a Poisson covering. In other words, we will construct
a special Poisson process closely related to the Dvoretzky covering, as was done in [7,15].
Define two new sequences (′n)n1 and (′′n)n1 built from (n)n1 as follows
′m(m−1)
2 +1
= · · · = ′m(m+1)
2
= λ′m with λ′m = m(m+1)2
and
′′m(m−1)
2 +1
= · · · = ′′m(m+1)
2
= λ′′m with λ′′m = m(m−1)2 +1.
For t ∈ T and n 1 define
N ′n(t) =
n∑
k=1
1(0,′k)(t −ωk), N ′′n (t) =
n∑
k=1
1(0,′′k )(t −ωk). (2.28)
We define the quantities {L′n}, {Λ′}, α¯′ and αˆ′ associated to {′n}, as we define {Ln}, {Λ},
α¯ and αˆ associated to {n}. Similarly, we define {Λ′′ }, α¯′′ and αˆ′′ associated to {′′n}. Clearly,
we have
L′n  Ln  L′′n, N ′n(t)Nn(t)N ′′n (t).
The following lemma shows that both sequences (′n) and (′′n) are not significantly
different from (n). It is a consequence of Proposition A.4 in Appendix A.
Lemma 2.7. Assume (H). Then
∑
(′′n−′n) < ∞. Consequently L′n ∼ Ln ∼ L′′n as n → ∞.
Moreover, (′n) and (′′n) obey (H) and
CardΛ′
b−k ∼ CardΛb−k ∼ CardΛ′′b−k ; α¯′ = α¯ = α¯′′; αˆ′ = αˆ = αˆ′′.
Let µ be the measure defined by
µ =
∞∑
n=1
δ′n =
∞∑
m=1
mδλ′m. (2.29)
As in [7], we construct a Poisson point process closely related to {ωn}n1, whose intensity
is given by ν = λ⊗µ. Such a Poisson process with intensity ν is constructed as follows.
Fix the segment Jr,n = [r, r + 1] × {′n} (r ∈ Z, n 1). Let Nr,n be a Poisson variable
with mean value 1. A Poisson process with intensity λ ⊗ δ′n |Jr,n is a set of the points
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tributed in [0,1], which is independent of Nr,n. The union of all such random sets, assumed
independent, is a Poisson process with intensity ν.
We identify [0,1] with T and use the i.i.d. sequence {ωj } as part of {η(j)0,n}. We could
say that we modify the preceding Poisson point process to get a new one. Let
Nm =
m(m+1)/2∑
n=m(m−1)/2+1
N0,n
which is a Poisson variable with mean value m. We modify the preceding Poisson point
process on [0,1] × {λ′m} as follows: if Nm  m, we take the first Nm variables in
{ωm(m−1)/2+j } (1  j  m) to be the variables η(j)0,n; if Nm > m, we take all variables
in {ωm(m−1)/2+j } (1 j m) and keep the other Nm −m supplementary variables η(j)0,n.
By Lemma 2.7, the assumptions (H) made on the sequence {n} implies that the as-
sumption (HP) is satisfied by the measure ν = λ ⊗ µ with µ =∑n=1 δ′n . Moreover, we
have αˆ = αˆP and α¯ = α¯P (see Proposition A.2).
3. Proofs of Theorems 1.1 and 1.2: lower bounds
3.1. Lower bounds
Without loss of generality, we assume that n  δ for some δ ∈ (0,1/2). Then, if
t ∈ [δ,1 − δ], any arc of the form (ωn,ωn + ) containing t with  ∈ {n, ′n, ′′n} can
be identified as a subinterval of (0,1) (i.e. it contains neither 0 nor 1). Moreover, when
(ωn, 
′
n) is a point (Xp,Yp) of the (modified) Poisson point process, a point t ∈ [δ,1 − δ]
is covered by (ωn,ωn + ′n) in the Dvoretzky covering if and only if it is covered by
(Xp,Xp + Yp) in the Poisson covering.
The case β = 1 was discussed in the introduction. Let
Ĵ = {β > 0: dαˆ(β) > 0} \ {1}.
For b 2 and k  1, define
m
(b)
k = min
{
j : ν
([2−j ,1]) k logb}= min{j : ∑
n: ′n2−j
′n  k logb
}
, (3.1)
n
(b)
k = Card
{
n 1: b−m
(b)
k  ′n < 1
}= CardΛ′
b
−m(b)
k
. (3.2)
The following proposition involves the Poisson multiplicative chaos introduced in Sec-
tion 2.
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integer such that α¯Pb is close enough to αˆ so that infβ∈K dα¯Pb (β) > 0. With probability one,
for all β ∈ K , for Pβ -almost every t ∈ [δ,1 − δ], we have
lim inf
k→∞
N ′
n
(b)
k
(t)
L′
n
(b)
k
 β, lim sup
k→∞
N ′′
n
(b)
k
(t)
L′
n
(b)
k
 β.
Proposition 3.1, Theorems 2.1 and 2.2 immediately lead to the desired lower estimates.
Corollary 3.2 (Lower bound). Under the assumption (H), with probability one, for all
β  0 such that dαˆ(β) > 0, we have
dim(Fβ) 1 + α¯(β − 1 − β logβ).
3.2. Proof of lower bounds
We give here a proof of Proposition 3.1. As we shall see, Corollary 3.2 is an easy
consequence of Proposition 3.1.
Both the case β = 0 and the case β = 1 were discussed in the Introduction.
Since the integer b 2 is fixed, we write
mk = m(b)k , nk = n(b)k .
Without loss of generality, assume that δ = b−m0 . For every β ∈ K , k  0 and ε > 0, define
E−k,ε(β) =
{
t ∈ [b−m0,1 − b−m0]: N
′
nk
(t)
L′nk
 β − ε
}
,
E+k,ε(β) =
{
t ∈ [b−m0,1 − b−m0]: N
′′
nk
(t)
L′nk
 β + ε
}
.
By the Borel–Cantelli Lemma, it suffices to show that for every ε > 0, we have
P-a.s. ∀β ∈ K
∑
k0
Pβ
(
E−k,ε(β)
)
< ∞,
∑
k0
Pβ
(
E+k,ε(β)
)
< ∞. (3.3)
We will only prove (3.3) when K ⊂ Ĵ ∩ (0,1). The case K ⊂ Ĵ ∩ (1,∞) may be simi-
larly treated.
Fix M = (min(K))−1 (so, M > 1  max(K)) and η ∈ (0,1). For β ∈ K ⊂ (0,1) and
k  0, the Tchebychev inequality gives
Pβ
(
E−k,ε(β)
)
 β−η(β−)L
′
nk
∫
[b−m0 ,1−b−m0 ]
β
ηN ′nk (t)P β(dt), (3.4)
Pβ
(
E+k,ε(β)
)
 βη(β+)L
′
nk
∫
[b−m0 ,1−b−m0 ]
β
−ηN ′′nk (t)P β(dt). (3.5)For w ∈ Amk such that Iw ⊂ [b−m0,1 − b−m0], define
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t∈Iw
∣∣N ′nk (t)−NPb−mk (t)∣∣,
s′′k (w) = sup
t∈Iw
∣∣N ′′nk (t)−NPb−mk (t)∣∣.
Notice that
NP
b−mk (t)N(B
Iw)+N(DIw) (∀t ∈ Iw).
This, together with (2.22) and the equality L′nk = ν(Db−mk ), shows that for all β ∈ K we
have ∫
Iw
β
ηN ′nk (t)P β(dt) b−mk exp
[
(1 − β)ν(Db−mk )
]
Z(w,β)Ak,η(w,β), (3.6)
∫
Iw
β
−ηN ′′nk (t)P β(dt) b−mk exp
[
(1 − β)ν(Db−mk )
]
Z(w,β)Bk,η(w,β), (3.7)
where Ak,η(w,β) and Bk,η(w,β) are two random variables defined by
Ak,η(w,β) = M(1+η)N(BIw )+ηs′k(w)β(1+η)N(DIw ), (3.8)
Bk,η(w,β) = M(1+η)N(BIw )+ηs′′k (w)β(1−η)N(DIw ). (3.9)
Take respectively summation of (3.6) and (3.7) over w. It follows from (3.4) and (3.5) that
Pβ
(
E−k,ε(β)
)
 gk,η(β), (3.10)
Pβ
(
E+k,ε(β)
)
 hk,η(β) (3.11)
with
gk,η(β) = b−mkβ−η(β−)L
′
nk exp
[
(1 − β)ν(Db−mk )
]∑
Z(w,β)Ak,η(w,β),
hk,η(β) = b−mkβη(β+)L
′
nk exp
[
(1 − β)ν(Db−mk )
]∑
Z(w,β)Bk,η(w,β),
where both sums are taken over w ∈ Amk such that Iw ⊂ [b−m0,1 − b−m0]. So, in order to
prove (3.3), we have only to find a small η > 0 such that
P-a.s. ∀β ∈ K
∑
k0
gk,η(β) < ∞,
∑
k0
hk,η(β) < ∞. (3.12)
The functions gk,η(β) and hk,η(β) are continuous functions of β . We are going to show
the uniform convergence of the first series in (3.12). That of the second one may be proved
in the same way. We will follow the same approach as in the proofs of Theorems 2.1
and 2.2. Since L′nk ∼ k logb by the construction of nk = n(b)k (see (3.2)), we have only to
show that there exist η > 0 and C = C(K,η) > 0 such that for all k  0
sup
β∈K
E
∣∣g′k,η(β)∣∣ CL′2nk exp[−ηεα2 L′nk
]
, (3.13)
where α = infβ∈K | log(β)|, and that
P-a.s.
∑
gk,η(β0) < ∞ (3.14)k0
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Let us prove (3.13) and (3.14). Notice that the variable Z(w,β) is independent of
N(BIw), s′k(w) and N(DIw). It is then independent of Ak,η(β). Thus, the same arguments
as in the proofs of Theorems 2.1 and 2.2 show that there exists a constant C = C(K,η)
such that for all β ∈ K and k  1,
E
∣∣g′k,η(β)∣∣ Cβ−η(β−)L′nk exp[(1 − β)ν(Db−mk )]
×E((ν(Db−k )+N(DIw))Ak,η(w,β)), (3.15)
where w is a typical element of Amk such that Iw ⊂ [b−m0,1 − b−m0] and the expectation
is independent of w. We estimate the expectation at the right-hand side of (3.15) by using
the Hölder inequality with the conjugate exponent (p, q), i.e. p−1 + q−1 = 1, such that
p = 1 + η2 < 2, q = 1 + η
2
η2
.
Thus we get
E
([
ν(Db−mk )+N(DIw)
]
Ak,η(w,β)
)

(
E
[
ν(Db−mk )+N(DIw)
]p
βp(1+η)N(DIw )
)1/p
× (EMq(1+η)[N(BIw )+s′k(w)])1/q . (3.16)
In order to estimate the last two expectations, we will use the following lemmas, whose
proofs are postponed in the next subsection.
Lemma 3.3. Let N be a Poisson variable with parameter ξ . For any positive number a > 0
and b > 0 we have
E(a +N)2bN = [(a + bξ)2 + bξ]eξ(b−1).
Lemma 3.4. For any r > 0, there exist C = C(r) > 0 such that for all k  1 we have
Eers
′
k(w)  C, Eers′′k (w)  C.
Notice that 0 < ν(DIw) ν(Db−mk ). Applying Lemma 3.3 to a = ν(Db−mk ), b = β and
ξ = ν(DIw), we get
E
[
ν(Db−mk )+N(DIw)
]p
βp(1+η)N(DIw )
 Cν(Db−mk )2 exp
(
ν(Db−mk )
[
β(1+η)(1+η2) − 1]). (3.17)
Notice that EerN(BIw ) is bounded for any fixed r > 0 and for all w. In order to estimate
the second expectation at the right-hand side of (3.16), we apply the Hölder inequality and
Lemma 3.4. We get
EMq(1+η)[N(BIw )+s′k(w)]  C. (3.18)
Let
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2
1 + η2 − η(β − ) logβ,
Vβ(η) = 1 − β + β
(1+η)(1+η2) − 1
1 + η2 .
It is clear that
Uβ(η) = −η(β − ) logβ + O(η2),
Vβ(η) = ηβ logβ + O(η2).
In both above expressions, the constant involved in O(η2) is independent of β . Since
ν(Db−mk ) = L′nk , combining (3.15)–(3.18) gives rise to
E
∣∣g′k,η(β)∣∣ Cν(Db−k )2 · exp(Uβ(η)L′nk + Vβ(η)ν(Db−mk ))
= CL′2nk exp
(
L′nk
[
Uβ(η)+ Vβ(η)
])
 CL′2nk exp
(
L′nk
[
η logβ + O(η2)])
 CL′2nk exp
(
L′nk
η
2
logβ
)
if η is sufficiently small (recall that β ∈ K ⊂ (0,1)).
Similarly, we show that
sup
β∈K
Egk,η(β) C exp
(
−ηεα
2
L′nk
)
. 
Proof of Corollary 3.2. Notice that
N ′
n
(b)
k
(t)N
n
(b)
k
(t)N ′′
n
(b)
k
(t)
for any t . It follows from Proposition 3.1 that, with probability one, for all β > 0 such that
dαˆ(β) > 0, there exists an integer b  2 such that for Pβ -almost every t ∈ [δ,1 − δ], we
have
lim
k→∞
N
n
(b)
k
(t)
L′
n
(b)
k
= β.
Recall that Ln ∼ L′n as n → ∞. Moreover, by construction L′
n
(b)
k
∼ L′
n
(b)
k+1
. We deduce that
with probability one, for all β > 0 such that dαˆ(β) > 0, for Pβ -almost every t ∈ [δ,1 − δ],
lim
n→∞
Nn(t)
Ln
= β.
That is to say, Fβ carries the restriction of Pβ to [δ,1− δ]. So, dimFβ  dimPβ . However
βdimP is larger than or equal to 1 − α¯(1 − β + β logβ) (Theorems 2.1 and 2.2). 
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Proof of Lemma 3.3. It is a consequence of EbN = eξ(b−1). Differentiating it with respect
to b leads to
ENbN = ξbeξ(b−1), EN2bN = ξb(1 + ξb)eξ(b−1).
It follows that
E(a +N)2bN = (a2 + 2aξb + ξb(1 + ξb))eξ(b−1). 
Proof of Lemma 3.4. We first estimate Eers′k .
Fix k  1 and w ∈ Amk . For any integer m 1 such that λ′m  b−mk , let
DIwm = DIw ∩
(
R× {λ′m}
)
, BIwm = BIw ∩
(
R× {λ′m}
)
.
In other word, DIwm and BIwm are respectively the intersections of DIw and BIw with the
horizontal line in the plan of height λ′m. We call {(ωn, ′n)} the Dvoretzky points in the plan
(they are all located in the strip [0,1]×R+ or more precisely in the square [0,1]× [0,1]).
For any plan Borel set B , we denote by D(B) the number of Dvoretzky points contained
in B . This definition is similar to that of N(B) which is the number of Poisson points
contained in B . Recall that the intensity of the Poisson process is λ⊗µ with µ =∑∞n=1 δ′n .
According to the construction of the Poisson process, it is easy to geometrically check
that
s′k(w)N(BIw)+D(BIw)+
∣∣N(DIw)−D(DIw)∣∣.
So, by using the Hölder inequality, we have only to show that for any r > 0 there exist
constants C = C(r) > 0 such that
EerN(B
Iw ) C, EerD(BIw )  C, Eer|N(DIw )−D(DIw )| C. (3.19)
The validity of the first inequality in (3.19) concerning a Poisson variable is due to the
fact that ν(BIw) is bounded for all w. For the second one, remark that
D(BIw) =
∑
m: λ′mb−mk
m(m+1)
2∑
n=m(m−1)2 +1
1
B
Iw
m
(ωn,λ
′
m).
This is a sum of nk identically distributed independent random variables, each variable
taking the value 1 with probability 2b−mk and the value 0 with probability 1 − 2b−mk . So,
it is a binomial variable. It follows that
EerD(BIw ) = (1 − 2b−mk + 2b−mker)nk  e2(er−1)b−mk nk = O(1)
because b−mknk = b−mkCard(Λ′b−mk ) = O(1), by the assumption (H).
The main difficulty is the proof of the third one. To prove it, we use the following trivial
estimate∣∣N(DIw)−D(DIw)∣∣ ∑ vm,m: λ′mb−mk
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vm =
∣∣N(DIwm )−D(DIwm )∣∣.
The number vm is nothing but the (absolute value) of the difference between the number
of Poisson points and the number of Dvoretzky points located on the segment DIwm . Since
the vm are independent, we will finish the proof by showing that there is some constant
c = c(r) > 0 such that
Eervm  ec
√
mλm (3.20)
because due to (H)
Eers
′
k 
mk∏
m=1
Eervm  exp
(
c
∞∑
m=1
√
mλm
)
< ∞. (3.21)
When it is conditioned on the event {Nm = n}, vm is a binomial variable. Actually, when
Nm = n  m, vm is equal to the number of those Dvoretzky points (ωm(m−1)/2+j , λ′m)
with Nm = n < j  m located on the segment DIwm . Such a point is located on DIwm with
probability equal to the length of the segment DIwm , say Jm. All these points are mutually
independent and independent of Nm. So we have
E(1Nmmervm) =
m∑
n=0
P(Nm = n)
m−n∑
i=0
(
m− n
i
)
J im(1 − Jm)m−n−ieri
=
m∑
n=0
P(Nm = n)
(
1 + Jm(er − 1)
)m−n
.
When Nm = n > m, vm is the number of those ηm0,n with m + 1  n  Nm (see the
construction of the Poisson process the Section 3.1), which are located on DIwm . It follows
that
E(1Nm>mervm) =
∞∑
n=m+1
P(Nm = n)
n−m∑
l=0
(
n−m
i
)
J im(1 − Jm)n−m−ieri
=
∞∑
n=m+1
P(Nm = n)
(
1 + Jm(er − 1)
)n−m
.
To go further, we will use the following special Taylor formula
m∑
n=0
αn
n! = e
α
(
1 −
α∫
0
e−u u
m
m! du
)
which is equivalent to
∞∑ βn = eβ β∫ e−u um du.
n=m+1 n! 0 m!
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x = 1 + Jm(er − 1), Am = e−mxmem/x, Bm = e−mx−memx.
Using the above two identities (α = m/x,β = mx), we get
Eervm = e−mxm
m∑
n=0
(m/x)n
n! + e
−mx−m
∞∑
n=m+1
(mx)n
n!
= Am + (Bm −Am)
m/x∫
0
e−u u
m
m! du+Bm
mx∫
m/x
e−u u
m
m! du. (3.22)
Elementary calculations give
Am = 1 + O(mJ 2m), Bm = 1 + O(mJ 2m). (3.23)
It follows that Bm −Am = O(mJ 2m). For the two integrals, we claim that
m/x∫
0
e−u u
m
m! du = O(1), (3.24)
mx∫
m/x
e−u u
m
m! du = (e
r − 1)
√
2
π
√
mJm + o(
√
mJm). (3.25)
Combining (3.22)–(3.25) and the fact Jm  λm, we will get (3.20).
We finish the proof by showing (3.25). The proof of (3.24) is simpler and actually the
integral in (3.24) is equivalent to 1/2 as m → ∞.
Let x = 1 + δm with δm = Jm(er − 1) → 0. Then the integral in (3.25) is equal to
m(1+δm)∫
m/(1+δm)
e−u u
m
m! du =
mm+1
m!
1+δm∫
1/(1+δm)
e−mvvm dv
= m
m+1
m! e
−m
δm∫
1/(1+δm)−1
e−mt (1 + t)m dt. (3.26)
By the Stirling formula, we have
mm+1
m! e
−m =
√
m
2π
+ o(m1/2). (3.27)
On the other hand, we have e−mt (1 + t)m  1 for all t ∈ [1/(1 + δm)− 1, δm]. So,
δm∫
1/(1+δm)−1
e−mt (1 + t)m dt 
(
δm − 11 + δm + 1
)
= (2δm + O(δ2m))
= 2(er − 1)Jm + O(J 2m). (3.28)
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Now estimate Eers′′k . Fix k  1 and w ∈ Amk . For any integer m  1 such that λ′m 
b−mk , let
B˜Iwm = BIwm ∪
([
min(Iw)− λ′′m,min(Iw)− λ′m
]× {λ′m}).
Denote B˜Iw =⋃m: λ′mb−mk B˜Iwm . We have
s′′k (w)N(BIw)+D(B˜Iw )+
∣∣N(DIw)−D(DIw)∣∣.
Therefore, we have only to show that EerD(B˜Iw ) is bounded by a constant independent
of k. The reason for this boundedness is the following
E
(
exp
(
rD(B˜Iw )))= ∏
m: λ′mb−mk
m(m+1)
2∏
n=m(m−1)2 +1
E
(
exp
(
1
B˜
Iw
m
(ωn,λ
′
m)r
))

∏
m: λ′mb−mk
(
1 + er(λ′′m − λ′m + 2b−mk)
)m
 exp
(
er
∑
m: λ′mb−mk
(
2b−mkm+ (λ′′m − λ′m)m
))
= exp(O(b−mknk))× exp(er ∞∑
m=1
m(λ′′m − λ′m)
)
= O(1).
The last sum is bounded because of Lemma 2.7. 
4. Proofs of Theorems 1.1 and 1.2: upper bounds
4.1. Upper bounds
Assume α¯ > 0 (there is nothing to prove when α¯ = 0 since the lower bounds found in
Section 3 are equal to 1).
For k  1 define mk = m(2)k and nk = n(2)k as in Section 3 (see (3.1) and (3.2)). Since
Lnk ∼ L′nk ∼ k log 2 ∼ L′nk+1 and n is decreasing, by the definition of α¯, we may find a
strictly increasing sequence of integers (kj )j1 such that
lim
j→∞
L′nkj
− lognkj
= α¯.When the limsup defining α¯ is a limit, we can take kj = j . For β  0, define
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{
t ∈ T: lim inf
j→∞
Nnkj
(t)
L′nkj
 β
}
,
F
sup
β =
{
t ∈ T: lim inf
j→∞
Nnkj
(t)
L′nkj
 β
}
,
F infβ =
{
t ∈ T: lim sup
j→∞
Nnkj
(t)
L′nkj
 β
}
,
F
sup
β =
{
t ∈ T: lim sup
j→∞
Nnkj
(t)
L′nkj
 β
}
.
Define
βmin = inf
{
β  0: dα¯(β) 0
}
,
βmax = sup
{
β  0: dα¯(β) 0
}
.
We put our estimates on the Hausdorff dimensions of the four sets defined above into
two propositions. The second proposition may be proved as the first one with minor
changes.
Proposition 4.1. With probability one, we have
1. dim(F infβ ) dα¯(β) for all β ∈ [0,1)∩ [βmin, βmax];
2. F infβ = ∅ for all β ∈ [0,1) \ [βmin, βmax];
3. dim(F supβ ) dα¯(β) for all β ∈ (1,∞)∩ [βmin, βmax];
4. F supβ = ∅ for all β ∈ (1,∞) \ [βmin, βmax].
Proposition 4.2. With probability one we have
1. dimF infβ  dα¯(β) for all β ∈ [0,1)∩ [βmin, βmax];
2. F infβ = ∅ for all β ∈ [0,1) \ [βmin, βmax];
3. dimF supβ  dα¯(β) for all β ∈ (1,∞)∩ [βmin, βmax];
4. F supβ = ∅ for all β ∈ (1,∞) \ [βmin, βmax].
In order to deduce from the above propositions the desired upper bounds on dimFβ and
dimFβ , we need the following proposition.
Proposition 4.3. Assume (H) and α¯ = limn→∞ Ln− logn , or (H∞). With probability one,
sup
t∈T
nk∑
1(0,n)(t −ωn) = o(Lnk ).n=nk−1+1
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than 1. It was proved in [8] (Lemma 1 with evident changes) that for α > 1 and λ > 0 we
have
E
(
exp(λXk)
)
 1
(α − 1)nk
exp
(
α(eλ − 1)
nk∑
n=nk−1+1
n
)
.
This yields that for every k  1, α > 1 and ,λ > 0,
P(Xk  Lnk )
1
(α − 1)nk
exp
(
α(eλ − 1)(Lnk −Lnk−1)− λLnk
)
.
Now, distinguish the cases (H) and α¯ = limn→∞ Ln− logn , and (H∞).
Suppose (H) and α¯ = limn→∞ Ln− logn holds. It follows from Proposition A.4 and the
definitions of {′n} and α¯′ that
log
(
(′n)−1
)= O(L′n) = O(Ln).
So there exists C > 0 such that for k large enough
1
nk
 1
′nk
 exp(CLnk ).
On the other hand, there exists C′ > 0 such that for k large enough we have
Lnk −Lnk−1  L′′nk −L′nk +L′nk −L′nk−1  C′,
since L′nk ∼ k log 2 by construction and L′′n −L′n = O(1) by Proposition A.4 again.
The last estimates show that for fixed α > 1, λ > 0 and  > 0, if k is large enough we
have
P(Xk  Lnk )
exp(α(eλ − 1)C′)
α − 1 exp
(
(C − λ)Lnk
)
.
Recall that Lnk ∼ L′nk ∼ k log 2. To conclude, take λ > 2C/ and apply the Borel–Cantelli
lemma.
Suppose (H∞) holds. We have 1n = o(′n). Hence, we have (one can also use (A.1))
lognk ∼
nk∑
n=1
1
n
= o
(
nk∑
n=1
′n
)
= o(L′nk ) ∼ o(Lnk ),
where we used Proposition A.4 for the last equivalence (actually we have logn = o(Ln)).
It follows that
1/nk  1/′nk = o(nk) = o
(
exp
(
o(Lnk )
))
.
We also have
Lnk −Lnk−1  L′′nk −L′nk +L′nk −L′nk−1 = o(Lnk )
since L′′n ∼ L′n by Proposition A.4.
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P(Xk  Lnk ) = o
(
exp
((
1 + α(eλ − 1))o(Lnk )− λLnk )).
Since for k large enough one has o(Lnk )  2Lnk , taking λ =
√
 shows that for fixed
α > 1, for every  > 0 small enough, there exists C > 0 such that for k large enough,
P(Xk  Lnk ) C exp(−3/2Lnk ).
The conclusion follows as in the previous case. 
Since Lnk ∼ L′nk ∼ L′nk+1 , we have
Fβ ⊂ F infβ for β < 1; Fβ ⊂ F supβ for β > 1.
So, the upper bounds concerning dimFβ in Theorems 1.1 and 1.2 follow from Proposi-
tion 4.1. Of course, they also follow from Proposition 4.2.
If the limsup defining α¯ is a limit, by taking kj = j and applying Proposition 4.3 we get
Fβ ⊂ F infβ ∩ F supβ , Fβ ⊂ F infβ ∩ F supβ
(use the fact that Lnk ∼ L′nk ∼ L′nk+1 ∼ k log 2). Then we can get the upper bounds con-
cerning dimFβ and dimFβ as stated in Theorem 1.2.
4.2. Proof of Proposition 4.1
Without loss of generality, we can only consider Fβ ∩ [δ,1 − δ] and Fβ ∩ [δ,1 − δ],
where δ = 2−m0 . For sake of simplicity, we will still write them as Fβ and Fβ .
We will use Hα(E) to denote the α-dimensional Hausdorff measure of a set E. We will
estimate the Hausdorff measure of a set by using dyadic intervals. For this reason, we will
consider the dyadic tree A∗ =⋃n=0 An with A = {0,1}.
We have only to show that for every small enough  > 0, with probability one, we have
Hdα¯(β)+
√
(F infβ ) = 0 ∀β ∈ [βmin, βmax] ∩ [0,1), (4.1)
Hdα¯(β)+
√
(F
sup
β ) = 0 ∀β ∈ [βmin, βmax] ∩ [1,∞). (4.2)
Given a closed interval [a1, a2] ⊂ (0,1), and K = [a1, a2] ∪ {0}. In order to prove (4.1),
it is enough to show that for small  > 0, with probability one, we have
Hdα¯(β)+
√
(F infβ ) = 0 (∀β ∈ K). (4.3)
Fix 0 <  < 1 − a2 and M  1 . Assume β ∈ K . For t ∈ Fβ , there exists n 1 such that
for every k  n
N ′nk (t) (β + )L′nk (4.4)
(we used the facts N ′n(t)Nn(t) and L′n ∼ Ln). It follows that
F inf ⊂
∞⋃
F inf(n),β
n=1
β
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F infβ (n) =
{
t : N ′nk (t) (β + )L′nk ∀k  n
}
.
So, by the sub-additivity of the Hausdorff measure, (4.3) is reduced to the fact that for
small  > 0 and for any n 1, with probability one, we have
Hdα¯(β)+
√

(
F infβ (n)
)= 0 (∀β ∈ K). (4.5)
Since β +   a2 +  < 1, the fact (4.4) implies
1 (β + )N ′nk (t)(β + )−L′nk (β+). (4.6)
Let Iw with w ∈ Amk be a dyadic interval containing a point t such that (4.6) holds (for
such a Iw we have Iw ∩ (δ,1 − δ) = ∅). Then
1Ms′k(w)(β + )N(DIw )(β + )−L′nk (β+). (4.7)
In fact, (4.7) is a direct consequence of (4.6) when N(DIw)  N ′nk (t). Assume now
N(DIw) > N ′nk (t). Then (4.7) will follow from (4.6) and the fact M−s
′
k(w)  (β +
)
N(DIw )−N ′nk (t), which follows from s′k(w)  N(D
Iw )−N ′nk (t) (notice that M−1  ). In-
deed, the last fact is true because
N ′nk (t)−s′k(w)+NP2−k (t)−s′k(w)+N(DIw),
a fortiori, s′k(w)N(DIw)−N ′nk (t). So, for such an interval Iw we have
|Iw|(dα¯(β)+
√
)  2−mk(dα¯(β)+
√
) ·Ms′k(w)(β + )N(DIw )(β + )−L′nk (β+). (4.8)
It follows from (4.8) that
Hdα¯(β)+
√

(
F infβ (n)
)
 lim inf
k→∞ fk(β),
where
fk(β) = 2−mk(dα¯(β)+
√
)(β + )−L′nk (β+)
∑
w∈Amk
Iw⊂[δ,1−δ]
Ms
′
k(w)(β + )N(DIw ).
Let (kj )j1 be the sequence chosen at the beginning of the present section. We claim that
for every small enough  with probability one,∑
j1
fkj (β) < ∞ (∀β ∈ K) (4.9)
which implies (4.5). We will prove the claim by distinguishing β = 0 and β ∈ [a1, a2].
Consider first β = 0. We have
fk(0) =
∑
w∈Amk
Iw⊂[δ,1−δ]
2−mk(dα¯(0)+
√
) ·Ms′k(w) · N(DIw )−L′nk .
So, ( ) √ ′ ′ Iw
E fk(0)  2mk2−mk(dα¯(0)+ )−Lnk ·E(Msk(w)N(D )) (4.10)
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(Lemma 3.4), by the Hölder inequality, we get
E(Ms
′
k(w)N(D
Iw )) C
(
E(1+)N(DIw )
)1/(1+)  C exp(1+ − 11 +  L′nk
)
,
where in each inequality above C is a constant depending on , but independent of k (we
used the facts L′nk = ν(D2−mk ) and 0 ν(D2−mk )− ν(DIw) = O(1)). Thus, using the fact
dα¯(0) = 1 − α¯, we get
E
(
fk(0)
)
C exp
[
mk(α¯ − √) log 2 −L′nk
(
1 − 1+
1 +  +  log 
)]
.
Notice that
1 − 1+
1 +  +  log  = 1 + O
(
| log |)
and that for large j we have
L′nkj −(α¯ − ) lognkj > (α¯ − )(mkj − 1) log(2).
Then, for small  > 0, we have∑
j
Efkj (0)C
∑
j
2−mkj (
√
+O(| log |))
< ∞. (4.11)
Next suppose that β ∈ [a1, a2]. We have
Efk(β) 2mk2−mk(dα¯(β)+
√
)(β + )−(β+)L′nk
×E(Ms′k(w)(β + )N(DIw )) (4.12)
In the same way, we apply the Hölder inequality to get
E
(
Ms
′
k(w)(β + )N(DIw )) C exp( (β + )1+ − 11 +  L′nk
)
.
However
(β + )1+ − 1
1 +  − (β + ) log(β + ) = β − 1 − β log(β)+ O()
which is negative for small  and again L′nkj  (α¯ − )(mkj − 1) log(2) for large j . So, we
can get∑
j
Efkj (β) C
∑
j
2−mkj (
√
+o(√))
< ∞. (4.13)
The same approach as the one used in proving Proposition 3.1 will show that∑
max Ef ′k (β) C
∑
k2j2
−mkj (
√
+o(√))
< ∞, (4.14)
j
β∈[a1,a2] j
j
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j
E max
β∈[a1,a2]
fkj (β) < ∞. (4.15)
Finally, we get (4.9) from (4.11) and (4.15).
The part 1 of Proposition 4.1 is proved.
To prove part 2, we make the following observations: even if a number d is negative,
one can define formally by the usual way the d-dimensional Hausdorff measure of a set;
this measure is equal to +∞ for any non-empty set. Another observation is that the above
estimations remain true even when dα¯(β) < 0. These two observations allow us to conclude
for part 2.
The parts 3 and 4 may be proved in the same way with minor changes. Let us just point
out what should be changed. Now we work with [a1, a2] ⊂ (1,∞). Instead of (4.4), we
will have
N ′′nk  (β − )L′nk .
The counterpart of fk(β) is
gk(β) = 2−k(dα¯(β)+
√
)β
−L′nk (β−)
∑
w∈Ak
Iw⊂[δ,1−δ]
MN(B
Iw )+s′′k (w)(β + )N(DIw ). 
4.3. Proof of Proposition 4.2
We have only to make a small change of the proof of Proposition 4.1. The estimations
obtained in the proof of Proposition 4.1 are still useful. Actually we have used the fact
that the sequence fkj (β) (as well as gkj ) tends uniformly to zero but we have proved the
uniform convergence of the series
∑
j fkj (β) (as well as the series involving gkj ). Now we
really need the uniform convergence of the series.
For every  > 0 and β ∈ [0,1), we have
F infβ ⊂
⋂
n1
⋃
jn
F infβ (j),
where
F infβ (j) =
{
t : N ′nkj (t) (β + )L
′
nkj
}
.
It follows that for n 1
H
dα¯(β)+√
2−mkn (F
inf
β )
∑
jn
∑
|Iw|dα¯(β)+
√
,
where the second sum is taken over all w ∈ Amkj such that
Iw ⊂ [δ,1 − δ], ∃t ∈ Iw such that N ′nkj (t) (β + )L
′
nkj
.
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bility one
H
dα¯(β)+√
2−mkn (F
inf
β )
∑
jn
fkj (β).
Thus we get the parts 1 and 2.
For β ∈ (1,∞), we may prove in a similar way that with probability one,
H
dα¯(β)+√
2−n (F
sup
β )
∑
jn
gkj (β). 
5. Proof of Theorem 1.3
Recall that ′n and ′′n were defined in the Section 2.5 and mk = m(2)k and nk = n(2)k were
defined in Section 3.1.
Due to Proposition 4.3, it suffices to show that for every β < 1 close enough to 1, with
probability one,
F infβ ∪ F sup1/β = ∅,
where {kj } = {j} is chosen for defining F infβ and F supβ .
We proceed as in the proof of Proposition 4.2, but instead of cutting [δ,1 − δ] into
subintervals of length 2−mk , we divide it into subintervals of length (1−2δ)/nk . We denote
this collection of intervals by Jk .
We compare the Dvoretzky covering with the Poisson covering by defining, for each
interval I ∈ Jk , the quantities
s¯′(I ) = sup
t∈I
∣∣N ′nk (t)−NPb−mk (t)∣∣,
s¯′′(I ) = sup
t∈I
∣∣N ′′nk (t)−NPb−mk (t)∣∣.
(Analogous quantities were introduced and studied in Section 3.1.) In order to estimate the
size of these variables, we introduce
DI = Db−mk (inf I )∩Db−mk (sup I ), BI =
⋃
t∈I
Db−mk (t) \ DI .
For any integer m 1 such that λ′m  b−mk , denote
DIm = DI ∩
(
R× {λ′m}
)
, BIm = BI ∩
(
R× {λ′m}
)
.
We also introduce
˜B I =
⋃
m: λ′mb−mk
˜B Im
where
I ( )˜Bm = BIm ∪ [inf I − λ′′m, inf I − λ′m] × {λ′m} .
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We need the following intermediate result.
Lemma 5.1. 1. L′′n ∼ L′n.
2. For any r > 0, there exist constants C1 = C1(r) and C2 = C2(r) such that for any
I ∈ Jk we have
EerN(
BI ) +EerD(BI )  C1,
Eers¯
′(I ) +Eers¯′′(I )  exp(o(L′nk )),
Eer|N(DI )−D(DI )|  C1 exp
(
C2
∑
m: λ′m2−mk
√
mλ′m
)
,
EerD(˜B
I
)  C1 exp
(
C2
∑
λ′m2−mk
m(λ′′m − λ′m)
)
.
The first point L′n ∼ L′′n is contained in Proposition A.4. The other estimates follow the
same lines as those proved in Section 3 for analogous quantities.
Now continue our proof. Fix β ∈ (0,1) and d < 0. Let M = 1/β . For  > 0 and k  1,
define
f¯k(β) = n−dk β−L
′
nk
(β+) ∑
I∈Jk
Ms¯
′(I )βN(
DI ),
g¯k(β
−1) = n−dk βL
′
nk
(β−) ∑
I∈Jk
MN(
BI )+s¯′′(I )β−N(DI ).
Choose  > 0 such that β +  < 1 and β−1 −  > 1. The computations performed in the
previous section yields
Hd
n−1k
(F infβ ) (1 − 2δ)d
∑
jk
f¯j (β),
Hd
n−1k
(F
sup
1/β) (1 − 2δ)d
∑
jk
g¯j (β
−1).
Notice that both F infβ and F
sup
β are increasing functions of β ∈ (0,1). Since d < 0, we
have to show that for any fixed β we have∑
j
Ef¯j (β) < ∞,
∑
j
Eg¯j (β) < ∞.
In fact, writing
d(x) = x − 1 − x logx,
by Lemma 5.1, we get ( ( ) )Ef¯j (β) = n1−dk exp o(L′nk )+ d(β)+ O() L′nk (5.1)
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Eg¯j (β) = n1−dk exp
(
o(L′nk )+
(
d(1/β)+ O())L′nk ). (5.2)
Since d(x) < 0 for every x ∈ (0,∞) \ {1} and L′nk ∼ k log 2, in order to conclude, we have
only to choose a small number  > 0 and to show that lognk = o(L′nk ). This was done in
the proof of Proposition 4.3.
6. Analogous results for Poisson coverings
We consider a Poisson point process as was constructed in Section 2. We assume that
ν(D) → ∞ as  → 0 and define
FPβ =
{
t ∈ R+: lim inf
→0
NP (t)
ν(D)
= β
}
,
FPβ =
{
t ∈ R+: lim sup
→0
NP (t)
ν(D)
= β
}
,
FPβ = FPβ ∩ FPβ .
Recall that the assumption (HP) was defined in Section 2. There is a counterpart of
(H∞), namely
(HP) lim→0 µ([,1)) = +∞.
We state the following results whose proofs are somehow easier.
Theorem 6.1 (Case α¯P = 0). Assume (HP), i.e. lim sup→0 µ([,1)) < ∞. Suppose
α¯P = 0. With probability one, for all β  0 such that dαˆP (β) > 0, we have
dim(FPβ ) = dim(FPβ ) = dim(FPβ ) = 1. (6.1)
Theorem 6.2 (Case α¯P > 0). Assume that (HP), i.e. lim sup→0 µ([,1)) < ∞. Suppose
0 < α¯P < ∞. With probability one, for all β  0 such that dαˆP (β) > 0, we have
dim(FPβ ) = dα¯(β); (6.2)
and for all β  0 such that dα¯P (β) < 0 we have
FPβ = ∅. (6.3)
If, moreover, α¯P is defined by a limit (not just a lim sup), (6.2) and (6.3) hold for FPβ and
FPβ instead of FPβ .
Theorem 6.3 (Case α¯P = +∞). Assume (HP∞), i.e. lim→0 µ([,1)) = +∞. Then al-
most surely we have
lim
NP (t) = 1 (∀t ∈ R).→0 ν(D)
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orem 6.2, α¯P > 1 implies FP0 = ∅; α¯P < 1 then dim(FP0 ) = 1 − α¯P > 0. When α¯P = 1,
dim(FP0 ) = 0 and FP0 = ∅ if∫
(0,1)
exp
{ ∫
(t,1)
µ(s,1) ds
}
dt < ∞.
Appendix A
Here we get together some properties of the sequence {n} under different conditions.
Proposition A.1. We have the following equivalences.
(i) The assumption (H) is equivalent to lim sup→0  CardΛ < ∞.
(ii) The assumption (H∞) is equivalent to lim→0  CardΛ = +∞.
Proof. (i) Recall that CardΛ =∑n: n 1. Suppose CardΛ  C−1. Fix N  1. There
exists a unique k such that 2−k  N < 2−k+1. Then
N  CardΛ2−k = (2−k CardΛ2−k )2k 
2C
N
.
That is to say N  2C/N . Suppose n  D/n for all n. Fix  ∈ (0, 1) and k  1 such
that 2−k   < 2−k+1. We have
CardΛ 
∑
n: D/n2−k
1 2D−1.
(ii) Fix N  1. Choose k such that 2−k  N < 2−k+1. We have
N  CardΛ2−k+1 = (2−k+1 CardΛ2−k+1)2k−1  (2−k+1Λ2−k+1)
1
2N
,
that is
NN 
1
2
2−k+1Λ2−k+1 .
Consequently, lim→0  CardΛ = +∞ implies (H∞).
Now suppose (H∞) hold. For any large number M > 0, there exists n0  1 such that
nn M for all n n0. Fix  ∈ (0, 1) and k  1 such that 2−k   < 2−k+1. We have
CardΛ 
∑
n: n2−k+1
1 =
∑
n: n(nn)2k−1
1

∑
n0nM2k−1
1 = M2k−1 − n0  M2 − n0.
It follows thatlim inf
→0  CardΛ M.
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Recall that
α¯ = lim sup
N→∞
∑N
n=1 n
− logN ,
α¯b = lim sup
k→∞
∑
n: nb−k n
logbk
,
where b 2 is an integer.
Proposition A.2. We have α¯b = α¯ for all b 2.
Proof. Fix k  1. For sake of convenience, let Nk = CardΛb−k . Then Nk+1 < b−k  Nk .
For any  > 0 and large k, we have
∑
n: nb−k
n =
Nk∑
n=1
n  (α¯ + )(− logNk ) (α¯ + ) logbk.
It follows that α¯b  α¯.
Fix N  1. There exists a unique k such that b−k  N < b−k+1. Then for any  > 0
and large N
N∑
n=1
n 
∑
n: nb−k
n  (α¯b + ) logbk  (α¯b + ) log(b−1N ).
It follows that α¯  α¯b . 
As is pointed out in [13, p. 161], there is another formula for α¯:
α¯ = lim sup
n→∞
∑n
j=1 j
logn
. (A.1)
Proposition A.3. We have
(i) α¯  αˆ;
(ii) The assumption (H) implies αˆ < ∞.
Proof. (i) Fix n  1 and b  2. For every N  1 denote by kN the integer such that
b−kN−1 < N  b−kN . Since for N large enough∑N
j=1 j
− logN 
∑
j∈[b−kN−1,b−n] j +
∑
j∈(b−n,1] j
logbkN
.
Write kN + 1 = n+m with m = kN + 1−n. Then logbkN = logbm + logbn−1 and we see
that
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m→∞
∑
j∈[b−m−n,b−n] j +
∑
j∈(b−n,1] j
logbm
 sup
m1
∑
j∈[b−m−n,b−n] j
logbm
.
We conclude by using the definition of αˆ.
(ii) Let µ =∑∞j=1 δj . For n,m 1 and b 2, one has
∑
j∈[b−m−n,b−n]
j =
b−n∫
b−m−n
y dµ(y) =
b−n∫
b−m−n
y∫
0
dx dµ(y).
Using Fubini Theorem yields
∑
j∈[b−m−n,b−n]
j = b−n−mµ
([b−n−m,b−n])+ b−n∫
b−m−n
µ
([x, b−n])dx
 b−n−mµ
([b−n−m,1])+ n+m∑
k=n+1
µ
([b−k,1])(b−k+1 − b−k).
However µ([b−k,1]) is nothing but CardΛb−k . By the assumption (H), µ([b−k,1])b−k =
O(1) and then the last sum is O(m). So, (ii) is proved. 
Proposition A.4. Under the assumption (H), i.e. lim supn nn < ∞, we have
L′′n −L′n = O(1).
Under the assumption (H∞), i.e. limn nn = ∞, we have
L′′n ∼ L′n.
Proof. For any integer n 1 there exists an integer m such that m(m+1)2  n <
(m+1)(m+2)
2 .
We have
L′′n −L′n = L′′m(m+1)
2
−L′m(m+1)
2
+ O(mm(m+1)
2
).
The the assumption (H) implies that mm(m+1)
2
is bounded. So, we have only to show that
L′′m(m+1)
2
−L′m(m+1)
2
is bounded. Indeed,
L′′m(m+1)
2
−L′m(m+1)
2

m∑
j=1
j ( j(j−1)
2 +1 −  j(j+1)2 +1) =
m∑
j=1
 j(j−1)
2 +1.
The last sum is bounded, up to a multiplicative constant, by
∑∞
j=1 j−2. Thus the first
assertion is proved.
J. Barral, A.-H. Fan / Bull. Sci. math. 129 (2005) 275–317 317To prove the second assertion, we apply the assumption (H∞) instead of the assump-
tion (H). It suffices to remark that
mm(m+1)
2
= o
(
m∑
k=1
k k(k+1)
2
)
.
This follows from
m∑
k=1
k k(k+1)
2
 m
2
m∑
k=m/2
 k(k+1)
2
 m
2
2
m(m+1)
2
. 
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