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Abstract
A structural version of the Gaussian mixture vector autoregressive model is introduced. The
shocks are identified by combining simultaneous diagonalization of the error term covariance
matrices with zero and sign constraints. It turns out that this often leads to less restrictive
identification conditions than in conventional SVAR models, while some of the constraints are
also testable. The accompanying R-package gmvarkit provides easy-to-use tools for estimating
the models and applying the introduced methods.
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1 Introduction
Tracing out the effects of an economic shock is a major task in econometrics. A popular ap-
proach is to consider a set of key variables and utilize a structural vector autoregressive (SVAR)
or error correction (SVEC) model for the purpose. They have well established theoretical grounds
(see Kilian and Lu¨tkepohl, 2017, and the references therein) and are accommodated by many of
the popular statistical software. Linear SVAR and SVEC models are not, however, suitable for
modelling series in which the underlying data generating dynamics are nonlinear or the shocks
have asymmetric effects in different states of the world. Models capable of capturing such be-
haviour include mixture models such as the MVAR model (Fong et al., 2010), the MPVAR model
(Bentarzi and Djeddou, 2014), the GMVAR model (Kalliovirta et al., 2016), and the logit-MVAR
model (Burgard et al., 2019).
In this paper, we introduce a structural version of the GMVAR model. In the SGMVAR
model of autoregressive order p, the regime switching dynamics are endogeneously determined by
the full distribution of the previous p observations in a way that leads to attractive properties such
as ergodicity and fully known stationary distribution of p consecutive observations. Identification
of the shocks requires that they are orthogonalized in all regimes. A suitable strategy is therefore
to build on the one proposed by Lanne and Lu¨tkepohl (2010) and Lanne et al. (2010) where a well
known matrix decomposition is utilized to simulatenously diagonalize the (positive definite) error
term covariance matrices.
Lanne and Lu¨tkepohl (2010) point out that their identification strategy is a statistical one, but
it allows to test for overidentifying constraints that lead structural shocks with economic interpre-
tations. It turns out, however, that the structural shocks of a SGMVAR model can be uniquely
identified by combining the simultaneous diagonalization of the covariance matrices with zero and
sign constraints in way that is often less restrictive than in conventional SVARmodels. While some
of the constraints must be justified economically, some can also be validated statistically.
The rest of this paper is organized as follows. Section 2 defines the reduced form GM-
VAR model. In Section 3, the structural GMVAR model is first introduced. Then, identification
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of the structural shocks and estimation of the model parameters are discussed. Section 4 dis-
cusses impulse response analysis and describes the generalized impulse response function (GIRF)
(Koop et al., 1996). Appendices provide proofs for the stated propositions and a Monte Carlo
algorithm for estimating the GIRF. Finally, we have accompanied this paper with the CRAN dis-
tributed R package ”gmvarkit” (Virolainen, 2020a) which provides easy-to-use tools for estimating
the models and applying the introduced methods.1
2 Reduced form GMVAR model
To build theory and notation, consider first the reduced formGMVARmodel introduced by Kalliovirta et al.
(2016). Let yt (t = 1, 2, ...) be the d-dimensional time series of interest and Ft−1 denote the
σ-algebra generated by random vectors {yt−j , j > 0}. For a GMVAR model with M mixture
components and autoregressive order p, we have
yt =
M∑
m=1
st,m(µm,t + um,t), um,t ∼ NID(0,Ωm) (2.1)
µm,t = φm,0 +
p∑
i=1
Am,iyt−i, m = 1, ...,M, (2.2)
where φm,0 ∈ R
d is an intercept parameter, for each m the coefficient matrices Am,i, i = 1, ..., p,
are assumed to satisfy the usual stability condition (given, for instance, in Kalliovirta et al., 2016,
eq. (5)), and Ωm are positive definite covariance matrices. The unobservable regime variables
s1,t, ..., sM,t are such at each t exactly one of them takes the value one and the others take the value
zero according to the conditional probabilities P(sm,t = 1|Ft−1) = αm,t that satisfy
∑M
m=1 αm,t =
1. The normally and independently distributed (NID) errors um,t are assumed independent of Ft−1,
and conditional on Ft−1, st,m and um,t are independent.
The definition (2.1)-(2.2) implies that at each t, the process generates an observations from
one of its mixture components, a linear VAR process, that is randomly selected according to the
1 The SGMVAR model is accommodated in gmvarkit from the version 1.20 onwards.
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probabilities pointed by the mixing weights αm,t. Denoting yt−1 = (yt−1, ..., yt−p), the mixing
weights are defined as (Kalliovirta et al., 2016, eq. (7))
αm,t =
αmndp(yt−1; 1p ⊗ µm,Σm)∑M
n=1 αnndp(yt−1; 1p ⊗ µn,Σn)
, m = 1, ...,M, (2.3)
where α1, ..., αM are mixing weight parameters that satisfy
∑M
i=1 αm = 1 and ndp(·; 1p⊗µm,Σm)
is the density function of the dp-dimensional normal distributionwith mean 1p⊗µm and covariance
matrix Σm. The symbol 1p denotes a p-dimensional vector of ones, ⊗ is Kronecker product,
µm = (Id −
∑p
i=1Am,i)
−1φm,0, and the covariance matrix Σm is given in Lu¨tkepohl (2005),
equation (2.1.39), but using the parameters of themth component process.
The mixing weights are thus weighted ratios of the component process stationary densities
corresponding to the previous p observations. Consequently, the researcher can associate spe-
cific characteristics to different regimes, so in addition the (generalized) impulse responses of the
variables, responses of the mixing weights may also be of interest. The definition of the mixing
weights also leads to attractive theoretical properties such as fully known stationary distribution
of p consecutive observations and ergodicity of the process (Kalliovirta et al., 2016, Theorem 1).
Specifically, the stationary distribution of the process yt = (yt, ..., yt−p+1) is a mixture of dp-
dimensional normal distributions that is characterized by the density
f(y) =
M∑
m=1
αmndp(y; 1p ⊗ µm,Σm). (2.4)
The knowledge of the stationary distribution is taken advantage of in the impulse response analysis
in Section 4.
3
3 Structural GMVAR model
3.1 The model setup
Consider the GMVAR model defined in (2.1)-(2.2). We focus on the ”B-model” setup and write
the structural GMVAR model as
yt =
M∑
m=1
st,m
(
φm,0 +
p∑
i=1
Am,iyt−i
)
+Btet, (3.1)
and
ut ≡ Btet =


u1,t ∼ N(0,Ω1) if st,1 = 1 (with probability α1,t)
u2,t ∼ N(0,Ω2) if st,2 = 1 (with probability α2,t)
...
uM,t ∼ N(0,ΩM ) if st,M = 1 (with probability αM,t)
(3.2)
where the probabilities are expressed conditionally onFt−1 and et is an orthogonal structural error.
Unlike in conventional SVAR analysis, the (d× d) ”B-matrix” Bt, which governs the contempora-
neous relations of the shocks, is time-varying. This enables to amplify a constant sized structural
shock according to the conditional variance of the reduced form error which varies according to
the mixing weights.
We have Ωu,t ≡ Cov(ut|Ft−1) =
∑M
m=1 αm,tΩm, while the (conditional) covariance matrix
of the structural errors et = B
−1
t ut (which have a mixture normal distribution and are not IID) is
obtained as
Cov(et|Ft−1) =
M∑
m=1
αm,tB
−1
t ΩmB
′−1
t . (3.3)
The B-matrix Bt should thus be chosen so that the structural shocks are orthogonal regardless
of which regime they come from. A suitable approach is thereby to build on the identification
strategies proposed by Lanne and Lu¨tkepohl (2010) and Lanne et al. (2010) where the error term
covariance matrices are simultaneously diagonalized with a well known matrix decomposition.
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Following Lanne et al. (2010), we decompose the error term covariance matrices as
Ω1 = WW
′ and Ωm = WΛmW
′, m = 2, ...,M, (3.4)
where the diagonal of Λm = diag(λm1, ..., λmd), λmi > 0 (i = 1, ..., d), contains the eigenval-
ues of the matrix ΩmΩ
−1
1 and columns of the nonsingular W are the related eigenvectors. When
M = 2, the decomposition (3.4) always exists (Muirhead, 1982, Theorem A9.9), but for M ≥ 3
its existence requires that the matrices ΩmΩ
−1
1 share the common eigenvectors in W . Whether
imposing the structure (3.4) on the covariance matrices is appropriate with M ≥ 3, can be eval-
uated by estimating the restricted and unrestricted SGMVAR models and conducting a likelihood
ratio test, comparing values of information criteria, or examining quantile residual diagnostics (see
Kalliovirta and Saikkonen, 2010), for example.
Lanne et al. (2010, Proposition 1) show that for a given ordering of the eigenvalues, W is
unique apart from changing all signs in a column, as long as for all i 6= j ∈ {1, ..., d} there exists
an m ∈ {2, ...,M} such that λmi 6= λmj . A locally unique B-matrix that amplifies a constant
sized structural shock according to the conditional variance of the reduced form error is therefore
obtained as
Bt = W (α1,tId +
M∑
m=2
αm,tΛm)
1/2 (3.5)
which simultaneously diagonalizes Ω1, ...,ΩM , and Ωu,t for each t so that Cov(et|Ft−1) = Id.
Our specification of the B-matrix differs from Lanne et al. (2010) who assume that the instanta-
neous effects of the shocks are time-invariant (and specify Bt = W ) but it extends the one in
Lanne and Lu¨tkepohl (2010) to accommodate time-varying mixing weights.
Even if all pairs of λmi are distinct for some m, unique identification of Bt requires decid-
ing upon the ordering of λmi in the diagonals of Λm which fixes also the ordering of the columns
of W . With an arbitrary ordering of the eigenvalues and eigenvectors, it is not guaranteed that
the structural shocks have economic interpretations. Lanne and Lu¨tkepohl (2010) and Lanne et al.
(2010), however, demonstrate that after the statistical identification, overidentifying restrictions
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that lead economically interpretable structural shocks can be tested and thus validated statistically.
This method is well suited for the SGMVAR model as well. Furthermore, it turns out that globally
unique identification of the structural shocks can often be achieved with less restrictive constraints
than in conventional SVAR models. The following proposition gives sufficient and necessary con-
ditions for global identification of the shocks when all pairs of λmi are distinct for somem.
Proposition 1. SupposeΩ1 = WW
′ andΩm = WΛmW
′, m = 2, ...,M,whereΛm = diag(λm1, ..., λmd),
λmi > 0 (i = 1, ..., d), contains the eigenvalues of ΩmΩ
−1
1 in the diagonal and the columns
of the nonsingular W are the related eigenvectors. Then, if (1) for all i 6= j there exists an
m ∈ {2, ...,M} such that λmi 6= λmj , (2) there is one (strict) sign constraint in each column of
W , and (3) the columns ofW are constrained in a way that their ordering cannot be changed, the
above decomposition of Ω1, ...,ΩM is globally unique, provided that it exists.
Notice that normalizing the diagonal of the B-matrix to be positive or negative is enough to fulfil
condition (2) of Proposition (1). This kind of normalization is merely a matter of deciding upon
whether positive or negative shocks are considered and therefore not restricting.
Because imposing zero or sign constraints on W equals to placing them on Bt, they may be
justified economically. For example, if d = 2 and λm1 6= λm2 for some m, structural shocks can
be uniquely identified by placing one (strict) negative and one (strict) positive sign constraint in
the same row of Bt because reordering of the columns would violate the sign constraints. If the
diagonal of Bt is normalized to be positive, the negative sign constraint becomes testable. Given
that condition (1) holds, for d = 3 having one positive sign, one negative sign, and one zero
constraint the same row of Bt, in addition to a single sign constraint in the column that has the
zero constraint is enough for global identification of all the shocks. Moreover, because the zero
constraint in the d = 3 example is overidentifying, it can be tested.
If λmi = λmj for some i 6= j and all m ∈ {2, ...,M} but they are placed on the first (or last)
positions of Λm, the rest of the shocks with distinct λmi for somem are still globally identified as
long as the conditions (2) and (3) of Proposition 1 are satisfied. Identification of the shocks with
identical eigenvalues in all m requires stronger conditions, however. The following proposition
6
provides sufficient criteria for global identification of all the shocks when at most two eigenvalues
are identical to each other in allm but there are possibly multiple pairs of such eigenvalues.
Proposition 2. Consider the matrix decomposition of Proposition 1 and further suppose that
λmi = λmj for some i 6= j and all m, but for all l 6= k such that l 6∈ {i, j} or k 6∈ {i, j},
λml 6= λmk for somem. Then, the decomposition of Ω1, ...,ΩM is globally unique if in addition to
conditions (2) and (3) of Proposition 1, the following condition is satisfied:
(4) each of the columns i, j of W (or equally Bt) such that λmi = λmj for all m have at least
one zero constraint where the other one does not and also have at least one (strict) sign
constraint where the other one has a zero constraint.
The result holds provided that the decomposition exists.
To exemplify, if d = 4, λm1 = λm2 for all m, λm2 6= λm3 for some m, λm2 6= λm4 for some
m, and λm3 6= λm4 for some m, the following constraints lead to global identification of all the
shocks:
Bt =


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
+ 0 ∗ −
0 + − +

 or


+ ∗ ∗ ∗
∗ + ∗ ∗
0 − + ∗
− 0 0 +

 or


+ 0 ∗ +
∗ ∗ ∗ ∗
0 − + −
∗ ∗ ∗ ∗

 (3.6)
and so on, where ” ∗ ” signifies that the element is not constrained, ” + ” denotes strict positive
and ” − ” a strict negative sign constraint, and ”0” means that the element is constrained to zero.
As is demonstrated above, the structural shocks can often be identified with less restrictive con-
straints than in a conventional SVAR model, even when some of the eigenvalues are identical for
all covariance matrices.
The conditions of Proposition 2 are not in general necessary. If d = 2 and λm1 = λm2 for
all m, for instance, identification (of all regimes) with Cholesky decomposition leads to unique
solution with less restrictive constraints than the ones required in Proposition 2. More generally, if
all the eigenvalues are the same for each covariance matrix, then Ωm = λm1Ω1 and the necessary
identification condition is the same as for the conventional SVAR model (which is given, for exam-
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ple, in Lu¨tkepohl, 2005, Section 9.1.2 for the B-model). If more than two eigenvalues are identical
for allm = 2, ...,M but they are not all identical, it may still be possible to find less restrictive (or
more suitable) conditions for identification of all the shocks than in a conventional SVAR model.
Specifically, the idea utilized in the proof of Proposition 2 (presented in an Appendix) generalizes
to larger numbers of identical eigenvalues, but the sufficient conditions become increasingly more
complicated and are not presented for brevity. As a general remark, observe that constraining an
element of Bt to be any constant other than zero is infeasible because all elements in the RHS of
(3.5) are either zero or time varying due to the time-varying mixing weights.2
3.2 Estimation
The reduced form GMVAR model can be estimated by maximizing the exact or conditional likeli-
hood function presented in Kalliovirta et al. (2016), equations (9) and (10). IfM = 2, the structural
GMVAR model is then obtained by simultaenously diagonalizing the error term covariance matri-
ces, as discussed Section 3.1. However, should overidentifying restrictions be imposed on Bt or if
M ≥ 3, it is more convenient to reparametrize the model withW and Λm, m = 2, ...,M , instead
of Ω1, ...,ΩM and maximize the log-likelihood function subject to the new set of parameters and
constraints.
When the model is reparametrized with W and Λm, they can be constrained in a way that
leads to the desired restrictions inBt. Specifically, the structure (3.5) implies that an element ofBt
is constrained to zero (for all t) if and only if the correponding element of W is also constrained
to zero. Likewise, an element of Bt is constrained to have a specific sign if and only if an element
of W is constrained to have the same sign. Constraining Λm does not have a role in the zero or
sign constraints of Bt, but it might be appropriate to restrict some of its diagonal elements to be
2 We have focused on the B-model where the structure is imposed on the contemporaneous relations of the shocks.
Alternatively, one may consider the ”A-model” setup in which the structure is placed on the contemporaneous rela-
tions of the observable variables that are governed by the ”A-matrix” (see, e.g., Lu¨tkepohl, 2005, Section 9.1.1). The
A-model is obtained implicitly from the B-model (3.1) and (3.2) by defining the A-matrix as At ≡ B
−1
t where Bt is
given by (3.5). In practice, however, one needs to carefully derive how any specific constraint on At can be imposed
by restrictingW .
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the same if their estimates are close to each other.
Maximizing the complex and highly multimodal log-likelihood function can be challenging
in practice. Following Dorsey and Mayer (1995), Meitz et al. (2018a,b), and Virolainen (2020b,c),
we employ a two-phase procedure where, in the first phase, a genetic algorithm is used to find start-
ing values for a gradient based method which then, in the second phase, accurately converges to a
nearby local maximum or saddle point. The genetic algorithm in the accompanying R package gm-
varkit has beed modified to improve its performance significantly, and it functions similarly to the
one described in Virolainen (2020b) for the univariate GMAR (Kalliovirta et al., 2015), StMAR
(Meitz et al., 2018a), and G-StMAR (Virolainen, 2020b) models. In order to obtain reliable re-
sults, a (sometimes large) number of estimation rounds should be performed, for which parallel
computing may be taken use of.
4 Impulse response analysis
Following Koop et al. (1996) and Kilian and Lu¨tkepohl (2017, Section 18.2.2), we consider the
generalized impulse response function (GIRF) defined as
GIRF(n, δj ,Ft−1) = E[yt+n|δj,Ft−1]− E[yt+n|Ft−1], (4.1)
where n is the chosen horizon, Ft−1 = σ{yt−j , j > 0} as before, the first term in the RHS is the
expected realization of the process at time t + n conditionally on a structural shock of magnitude
δj ∈ R in the jth variable at time t and the previous observations, and the second term in the RHS
is the expected realization of the process conditionally on the previous observations only. GIRF
thus expresses the expected difference in the future outcomes when the specific structural shock
hits the system at time t as opposed to all shocks being random.
Due to the p-step Markov property of the SGMVAR model, conditioning on (the σ-algebra
generated by) the p previous observations yt−1 ≡ (yt−1, ..., yt−p) is effectively the same as condi-
tioning on Ft−1 at the time t and later. The history yt−1 can be either fixed or random, but with
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random history the GIRF becomes a random vector, however. Using fixed yt−1 makes sense when
one is interested in the effects of the shock in a particular point of time, whereas more general
results are obtained by assuming that yt−1 follows the stationary distribution of the process. If
one is, on the other hand, concerned about a specific regime, yt−1 can be assumed to follow the
stationary distribution of the corresponding component model.
In practice, the GIRF and its distributional properties can be approximated with aMonte Carlo
algorithm that generates independent realizations of the process and then takes the sample mean
for point estimate. If yt−1 is random and follows the distributionG, the GIRF should be estimated
for different values of yt−1 generated from G, and then the sample mean and sample quantiles can
be taken to obtain the point estimate and confidence intervals. Such algorithm, which is adapted
from Koop et al. (1996, pp. 135-136) and Kilian and Lu¨tkepohl (2017, pp. 601-602), is given an
Appendix.
Because the SGMVARmodel allows to associate specific features or economic interpretations
for different regimes, it might be interesting to also examine the effects of a structural shock to the
mixing weights αm,t, m = 1, ...,M . We then consider the related GIRFs E[αm,t+n|δj,yt−1] −
E[αm,t+n|yt−1] for which point estimates and confidence intervals can be constructed similarly to
(4.1).
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Appendix A Proofs
Let Ω1, ...,ΩM be positive definite covariance matrices. We consider the decomposition Ω1 =
WW ′ and Ωm = WΛmW
′, m = 2, ...,M, where Λm = diag(λm1, ..., λmd), λmi > 0 (i = 1, .., d),
contains the eigenvalues of ΩmΩ
−1
1 in the diagonal and the columns of the nonsingularW are the
related eigenvectors. The decomposition always exists when M = 2 (see, e.g., Muirhead, 1982,
Theorem A9.9) but not necessarily when M ≥ 3. In the following, we assume the covariance
matrices satisfy the decomposition.
A.1 Proof of Proposition 1
Repeating some of the proof in Lanne et al. (2010, p. 130, see also the proof of Theorem A9.9 in
Muirhead, 1982) for convenience, suppose that we also have Ω1 = MM
′ and Ωm = MΛmM
′,
m = 2, ...,M , for some nonsingular (d×d)matrixM . BecauseM−1WW ′M ′−1 = M−1Ω1M
′−1 =
Id, the matrix Q
′ ≡ M−1W is orthogonal, and hence, M = WQ and ΛmQ = QΛm. It follows
that λmiqij = λmjqij where qij is the ijth element of Q. Thus, qij = 0 if λmi 6= λmj for some m,
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indicating that Q is a diagonal matrix under condition (1) of Proposition 1. As the eigenvalues of
an orthogonal matrix are ±1 and the diagonal values of a diagonal matrix are its eigenvalues, it
must be that Q = diag(±1, ...,±1).
The above result holds for any given Λm, m = 2, ...,M , which are in general unique only up
to ordering of the diagonal elements. Uniqueness, however, follows from condition (3) because it
fixes an ordering for the eigenvectors (columns of W ) and hence for the eigenvalues λmi as well.
Finally, by condition (2) all signs in a column cannot be changed so Q = diag(1, ..., 1), implying
that the decomposition globally unique.
A.2 Proof of Proposition 2
It is shown in the proof of Proposition 1 that any (d× d) matrixM that also satisfies Ω1 = MM
′
and Ωm = MΛmM
′,m = 2, ...,M can presented asM = WQ where Q is orthogonal and qij = 0
when λmi 6= λmj for somem. Then observe that the jth column ofWQ is a linear combination of
the columns ofW , with the multiplier of the ith column given by qij . It follows that if λmi = λmj
for some i 6= j and all m, but for all l 6= k such that l 6∈ {i, j} or k 6∈ {i, j}, λml 6= λmk for
somem, the ith and jth columns ofWQ are linear combinations of the ith and jth columns ofW .
But if the jth column (ofW andWQ) obeys a zero constraint where the ith column obeys a strict
sign constraint, the multiplier qij must be zero (and similarly qji is as well). That is, under the
conditions of Proposition 2, qij = 0 for all i, j = 1, .., d, and one may conclude global uniqueness
of the decomposition with arguments similar to the proof of Proposition 1.
Appendix B Monte Carlo algorithm
We present a Monte Carlo algorithm that produces point estimates and with random initial value
yt−1 = (yt−1, ..., yt−p) confidence intervals for the generalized impulse response function defined
in (4.1). Our algorithm is adapted from Koop et al. (1996, pp. 135-136) and Kilian and Lu¨tkepohl
(2017, pp. 601-602). We assume that the history yt−1 follows a known distribution G which
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may be such that it produces a single outcome with probability one (corresponding to a fixed
yt−1), or it can be the stationary distribution of the process or of a specific regime. In the follow-
ing, y
(i)
t+n(δj ,yt−1) denotes a realization of the process at time t + n conditional on the structural
shock of magnitude δj in the jth variable hitting the system at time t and on the p observations
yt−1 = (yt−1, ..., yt−p) preceding the time t, whereas y
(i)
t+n(yt−1) denotes an alternative realization
conditional on the history yt−1 only.
0. Decide the horizon N , the numbers of repetitions R1 and R2, and the magnitude δj of the
structural shock in the variable j of interest.
1. Draw initial value yt−1 from G.
2. Draw N + 1 realizations of a shock εt from N(0, Id). Also, draw an initial regime m ∈
{1, ...,M} according to the probabilities pointed by the mixing weights α1,t, ..., αM,t and
compute the reduced form shock ut = WΛ
1/2
m εt where Λ1 = Id. Then, compute the struc-
tural shock et = B
−1
t ut and impose the magnitude δj on its jth element to obtain e
∗
t . Finally,
calculate the modified reduced form shock u∗t = Bte
∗
t .
3
3. Use the modified reduced form shock u∗t and the rest N standard normal shocks εt obtained
from step 2 to compute realizations y
(i)
t+n(δj ,yt−1) for n = 0, 1, ..., N , iterating forward so
that in each iteration the regimem that generates the observation is first drawn according to
the probabilities pointed by the mixing weights. At n = 0, the initial regime and the modified
reduced form shock u∗t calculated from the structural shock in step 2 is used, and from n = 1
onwards the n+1th shock εt is used to calculate the reduced form shock ut+n = WΛ
1/2
m εt+n
where Λ1 = Id andm is the selected regime.
4. Use the reduced form shock ut and the rest N standard normal shocks εt obtained from step
2 to compute realizations y
(i)
t+n(yt−1) for n = 0, 1, ..., N , so that the reduced form shock ut
3 The independent standard normal shocks εt are introduced here to control random variation across the two sample
paths y
(i)
t+n(δj ,yt−1) and y
(i)
t+n(yt−1).
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(calculated in step 2) is used to compute the time n = 0 realization. Otherwise proceed
similarly to the previous step.
5. Calculate y
(i)
t+n(δj ,yt−1)− y
(i)
t+n(yt−1).
6. Repeat steps 2-5 R1 times and calculate the sample mean of y
(i)
t+n(δj ,yt−1)− y
(i)
t+n(yt−1) for
n = 0, 1, ..., N to obtain an estimate of the GIRF(n, δj ,yt−1).
7. Repeat steps 1-6 R2 times to obtain estimates of GIRF(n, δj ,yt−1) with different values of
yt−1 generated from the distribution G. Then take the sample mean and sample quantiles
over the estimates to obtain point estimate and confidence intervals for the GIRF with ran-
dom initial value.
Notice that if a fixed initial value yt−1 is of interest, step 7 is redundant.
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