The bi-objective winner determination problem (2WDP-SC) of a combinatorial procurement auction for transport contracts is characterized by a set B of bundle bids, with each bundle bid b ∈ B consisting of a bidding carrier c b , a bid price p b , and a set τ b of transport contracts which is a subset of the set T of tendered transport contracts. Additionally, the transport quality q t,c b is given which is expected to be realized when a transport contract t is executed by a carrier c b . The task of the auctioneer is to find a set X of winning bids (X ⊆ B), such that each transport contract is part of at least one winning bid, the total procurement costs are minimized, and the total transport quality is maximized. This article presents a metaheuristic approach for the 2WDP-SC which integrates the greedy randomized adaptive search procedure with a twostage candidate component selection procedure, large neighborhood search, and self-adaptive parameter setting in order to find a competitive set of non-dominated solutions. The heuristic outperforms all existing approaches. For seven small benchmark instances, the heuristic is the sole approach that finds all Paretooptimal solutions. For 28 out of 30 large instances, none of the existing approaches is able to compute a solution that dominates a solution found by the proposed heuristic.
Introduction and literature review
Combinatorial auctions are applied when bidders are interested in multiple heterogenous items and when the bidders valuations of these items are nonadditive. This is for example the case with the procurement of transport services which often are highly interdependent. We focus on these kinds of items in the following. In a combinatorial transport auction, a shipper wants to procure transport services from many freight carriers. Items of a transport auction are denoted as transport contracts. Such a contract is a framework agreement with a duration of about one to three years, that defines an origin location and a destination location between which a certain volume of goods has to be regularly carried (usually on the road) while a specified service level has to be satisfied. lem is known as the winner determination problem which is usually modeled as a combinatorial optimization problem (for a review see [8] ). For combinatorial auctions which are used for selling items, the set packing problem is used to maximize the total revenue (compare [9, 10] , for a review see [11] ). Conversely, the winner determination problem of combinatorial procurement auctions like transport auctions are often modeled based on the set covering problem or the set partitioning problem and the total procurement costs are minimized.
In practice, shippers usually also want to ensure or improve service quality of the procured transport contracts ('transport quality') and therefore do not exploit their full potential for cost savings [3] . Models of winner determination problems of combinatorial auctions that try to integrate quality aspects in the decision making process are described in [6] , [7] , [12] , [13] . Primarily, these approaches try to integrate quality aspects as some kind of side constraint or they use penalty costs to disadvantage low quality carriers or bundle bids, respectively. However, this requires preference information of the shipper with respect to the desired trade-off between transport costs and transport quality. As Caplice and Sheffi [6] state, identifying the desired trade-off is one of the most challenging tasks in the procurement of transport contracts for a shipper. Therefore, Buer and Pankratz [14] introduced an additional, second objective function for maximizing the transport quality within a winner determination problem. The resulting bi-objective model, denoted as 2WDP-SC, seems helpful, if the desired trade-off between transport costs and transport quality is a priori unknown to the shipper.
To solve multiple criteria optimization problems (combinatorial and continuous) without an a priori known preference information there are several approaches like MOGLS [15, 16] , NSGA-II [17] , SPEA2 [18] , PMA [19] , MOEA/D [20] , or EMOSA [21] . These methods focus on the multiple criteria aspect of the optimization problems and have been successfully applied to continuous optimization problems, but also to combinatorial problems like Knapsack or Traveling Salesman. The goal of this paper is not to provide a problem-independent multiple criteria solver like the ones mentioned. Instead, our heuristic focuses on the solution of 2WDP-SC with the hope to trade off a narrower applicability against improved solution quality. Nevertheless, the algorithmic ideas presented might prove helpful for the solution of other set covering based multiple criteria problems.
This paper continues the work of [14, 22, 23] and proposes a new heuristic solution approach for the 2WDP-SC. Our previous approaches include epsilon branch-and-bound to solve the 2WDP-SC to optimality, a genetic algorithm, and matheuristics based on GRASP and path relinking combined with the epsilon branch-and-bound procedure. The present paper introduces a heuristic called Pareto neighborhoodsearch (PNS) that is based on a multi start procedure followed by large neighborhood search. Differences from our previous work are:
1. The multi start construction process uses a two-stage candidate component selection procedure in order to generated a diverse set of non-dominated solutions. 2. During large neighborhood search we now use multiple destroy rates and two repair heuristics that privilege individual objective criteria on a rotating basis. The use of these operators is controlled self-adaptively and depends on the invested effort to find a new non-dominated solution starting from a specific region in the objective space. 3. PNS is less complicated compared to [22, 23] , there is no post construction optimizer, no path relinking, and no branch-and-bound. 4 . To evaluate PNS, we additionally present new computational results for three existing approaches. We computed 37 instances again on the same computer, used an extended set of quality indicators, and performed a runtime analysis including empirical runtime distributions.
The heuristic PNS clearly outperforms all previously existing approaches, i.e., for 35 out of 37 instances the competing heuristics cannot even generate a sole solution that dominates any of the solutions generated by PNS. PNS is the second fastest approach tested. Furthermore, we demonstrate that the proposed concepts of the construction phase as well as in the neighborhood search phase contribute to find superior solutions. Some of the presented results are also part of the German language Ph.D thesis [24] . The article is organized as follows. Section 2 introduces the studied biobjective winner determination problem. To solve it, we present a new Pareto metaheuristic called PNS (Section 3). The performance of PNS is evaluated by means of a benchmark study (Section 4) whose results are discussed in Section 5. Section 6 summarizes the findings.
The bi-objective winner determination problem
The bi-objective winner determination problem of a combinatorial transport procurement auction based on a set covering formulation (2WDP-SC) has been introduced by Buer and Pankratz [14] . We are given a set T of transport contracts offered by a single shipper (decision maker) and a set B of bundle bids which have been submitted by a set C of carriers. A bundle bid b ∈ B is composed of a carrier c b ∈ C, a bid price p b ∈ R + , and a subset τ b of the offered transport contracts T . With the bundle bid b, the carrier c b ∈ C expresses the intention to execute the set of transport contracts τ b ⊆ T , if he gets paid the price p b by the shipper. Let a tb = 1 if t ∈ τ b and a tb = 0 otherwise (∀t ∈ T, ∀b ∈ B). If a tb = 1, we say b covers t. Furthermore, we are given parameters q t,c b ∈ N (∀t ∈ T, c ∈ C) which indicate the achieved transport quality if transport contract t is executed by carrier c who submitted bundle bid b ∈ B. The shipper prefers higher values of q t,c b .
The optimization task of the shipper is to determine a set of winning bids X (X ⊆ B). The binary decision variable x b indicates, whether bundle bid b ∈ B is accepted as winning bid (x b = 1 ⇔ b ∈ X) or not. The 2WDP-SC asks for the set of winning bids X that covers all transport contracts T and at the same time strives to do both, to minimize the total procurement costs and to maximize the total transport quality. The 2WDP-SC is defined by the expressions (1) - (4) .
Objective function f 1 (1) minimizes the total procurement costs of the shipper. That is, the sum of the prices of the winning bids. Objective function f 2 (2) maximizes the total transport quality of the procured transport contracts. For ease of notation used later, we minimize the negative total transport quality to obtain a pure minimization problem. Constraint set (3) guarantees, that each transport contract is covered by at least one winning bid. Finally, expression (4) ensures, that each bundle bid is an all-or-nothing bid, that is, partial acceptance of a bundle bid is prohibited.
The formulation of the objective function f 2 is influenced by the set covering inequality (3). Because of (3), a transport contract t may be covered by multiple winning bids although it must be executed only once. Therefore, the maximum function in f 2 makes sure, that for each transport contract t only the highest transport quality value q t,c b for the given set of winning bids is summed up once. Alternatively, the shipper could forbid the coverage of a contract by multiple winning bids, that is, instead of ≥ the =-operator could be used in (3). However, this additional restriction cannot lead to solutions with lower total procurement costs. In contrast, finding a feasible solution is more complicated because a set partitioning problem has to be solved instead of a set covering problem. The total procurement costs may therefore even increase. Using the ≥-operator in (3) requires the free disposal assumption [25] to hold, that is, a carrier will not charge additional costs for executing less contracts than offered in a bundle bid. This appears plausible in the scenario at hand. For a more detailed discussion of using a set covering or set partitioning formulation in this context please see [22, p. 195f ].
The expressions (1), (3) , and (4) define the wellknown NP-hard set covering problem [26] . If a single objective decision problem with f k , k = 1 is NPcomplete, then the corresponding multi objective decision variant with f k , k > 1 is also NP-complete [27] . Therefore, the 2WDP-SC is NP-hard.
Finally, we introduce the notation of solution dominance. Let k be the number of objective functions of a minimization problem and let X 1 , X 2 be two feasible solutions.
holds at least for one k. An approximation set A is a set of feasible solutions which do not ≺-dominate each other. The approximation set which contains those feasible solutions which are not weakly dominated by any other feasible solution is called Paretooptimal set. 
A Pareto metaheuristic based on GRASP and adaptive LNS
We denote our solution approach as Pareto neighborhood search (PNS). An overview is given by Alg. 1. The approach consists of a construction phase inspired by ideas of the greedy randomized adaptive search procedure (GRASP, [28] ) and an improvement phase based on concepts known from adaptive large neighborhood search (ALNS, [29] ). Some of the basic concepts adopted from GRASP and ALNS are adjusted and extended to cope with multiple objective criteria. Acceptance of new solutions during the search is always based on the Pareto dominance principle.
PNS requires as input a set of bundle bids B, which defines the problem instance, and four algorithmic parameters l max , time_limit, s, and d. The parameter time_limit is used as termination criterion of PNS and controls the permitted runtime. The remaining parameters are explained below together with the details of the construction phase (DRC) and the improvement phase (PLNS). 
Construction Phase (DRC)
The construction phase of PNS is denoted as dominance-based randomized construction (DRC, cf. Alg. 2). The goal of DRC is to generate a diverse set of non-dominated solutions. DRC is inspired by the construction phase of the multi-start metaheuristic GRASP. In general, each component that can be integrated in the incomplete solution being built is evaluated by a greedy function. A subset of the best components is formed by the so called restricted candidate list. From this restricted candidate list a component is randomly drawn and inserted in the solution being built. These steps are repeated and the process terminates after the built solution is feasible. Usually, immediately after constructing a feasible solution it is improved via local search. However, we do not follow this pattern. From experiments with the approach of [22] we learned that our multi criteria local search is more effective if it is applied to a set of nondominated solutions instead of a single solution. Further modifications arise through the multi criteria nature of the problem at hand and affect the formation of the candidate list as well as the component selection process. Despite being originally developed for single objective optimization, GRASP seems well-suited for the task at hand. To generate a set of non-dominated solutions, multiple solutions have to be constructed which is a major characteristic of GRASP. A constructive approach like GRASP is also favored by the problem at hand, because it is usually easy to find feasible solutions for set covering based problems. For example, the randomized greedy multi start approach of [30] is among the most competitive solution approaches for the single criteria set covering problem.
Two-stage component selection procedure
DRC is a multi start procedure that obtains an approximation set by iteratively constructing feasible solutions. Solutions of combinatorial optimization problems are made up of components. The components of a solution for the 2WDP-SC are bundle bids b ∈ B. DRC requires a greedy function to rate components (i.e., bids from B). Only this function is problem-specific and described in Sect. 3.1.2, all the rest of the proposed procedures are problem-independent. Nevertheless, we use the concrete term bundle bid instead of the term component to introduce the procedure.
The procedure DRC constructs a feasible solution in each iteration of the repeat-until loop (cf. Alg. 2, lines 4 -18). At first, some variables are initialized or updated: k counting the number of constructed solutions (line 5); the solution under construction X (line 6); and a temporary working copy B of the set of bundle bids B (i.e., all potential components of a solution). In lines 8-12 a subset of bundle bids which forms a feasible solution is selected.
In order to select appropriate bundle-bids (i.e., components), we propose a two-stage component selection procedure which takes multiple criteria into account and distinguishes DRC from standard GRASP as well as from the previous multi-criteria approach for the 2WDP-SC of [22] .
The first stage is realized by the procedure genCandList (cf. Alg. 2, line 9 and Alg. 3) which computes a candidate list C, C ⊆ B \ X, of potential bundle bids that can be added to the constructed solution X. For this purpose, each candidate bid b ∈ B \ X is rated by a vector-valued If a bid makes no contribution at all, it is not necessary to rate it again in further iterations (cf. Alg. 3, line 3). On the other hand, if a bid makes a contribution we add it to the candidate list C using the operator (cf. Alg. 3, line 5). The operator symbolizes, that a bid b is only added to C if b is not dominated by any of the bundle bids in C. After adding b to C, those bundle bids in C which are dominated by b are removed from C. Fig. 1 shows an example. The 17 points represent the greedy rating vectors of 17 bundle bids which are rated by g(b, 
Algorithm 3: genCandList -first stage
The second stage is realized by the procedure selCandSector (cf. Alg. 2, line 10 and Alg. 4) which divides the candidate list into so called sectors. Required input of the procedure are the candidate list C, the number of constructed solutions k, and the external parameter s ∈ N.
First, the bundle bids of the given candidate list C are partitioned into s subsets C 1 , . . . , C s which are denoted as sectors. All sectors should contain the same number of bundle bids. If an equal division of bids to sectors is not possible, then left over bids are assigned to the first sector C 1 . The partitioning of bundle bids into the s sectors happens implicitly in Alg. 4, lines 1 -5. The bids of C are sorted and numerated in ascending order of In other words, DRC constructs the kth solution with bundle bids from the (k mod s)th sector and so forth. With s = 3, all bundle bids for the first solution (k = 1) are drawn from C 1 . The second solution (k = 2) is constructed with bundle bids from C 2 etc. In doing so, the assignment of bundle bids to sectors is always updated after adding a bundle bid to the solution under construction.
The idea of segmenting the bundle bids into sectors is to smoothly guide the search process into certain directions of the multi criteria objective space. Thus, all variants of (non-dominated) compromise solutions are constructed and not only a variation of extreme solutions with respect to a single objective function (e.g., as in the approach of [22] ). This important effect is achieved without the need to configure weights for the objective functions, only the number of sectors s has to be chosen which is, at least for the 2WDP-SC, a straight-forward task. Without dividing bundle bids of the candidate list to several sectors (assume C i := C) the consecutive decisions which bundle bid to add to the constructed solution might more easily contradict. For example, if in the first step a bid is selected from the candidate list which heavily favors f 1 and in a later decision a bid is selected from the updated candidate list which heavily favors f 2 , then this might not lead to a good comprise solution but simply to a bad solution. Applying the sector based approach, the decisions are stronger balanced with respect to the conflicting objectives without the need of weighting the objectives.
Greedy rating functions
The vector-valued greedy rating function g(b, X) has to be designed with respect to the problem at hand. Here, we use the greedy function g(b, X) = (P (b, X), Q(b, X)) as introduced in [22] .
The rating function P (b, X) is defined according to (5) . It measures the ability of a bundle bid b X to make X a feasible solution and to improve f 1 (X). Let τ (X) denote the set of contracts covered by X, i.e. τ (X) = b∈X τ (b). P (b, X) calculates the average additional costs for those contracts in b which are not yet covered by X (cf. Chvátal [31] ). If all transport contracts τ (b) of a bundle bid b are already covered by X, then b cannot contribute to reach feasibility of X and therefore P (b, X) = +∞. Lower values of P (b, X) are considered as better.
The rating function Q(b, X) defined according to (6) measures the ability of a bundle bid b X to improve f 2 (X). By accepting an additional bundle bid b as winning bid the transport quality f 2 may only increase, i.e., ∆f 2 
In contrast to f 1 , the value of f 2 cannot worsen by accepting an additional bid. The increment in transport quality ∆f 2 (X) is divided by the total number of contracts covered by each individual bid in X ∪ {b} , that is b ∈X∪{b} |τ (b )|. Hence, covering a contract by several bids is penalized. Finally, this value is multiplied by −1, so that smaller values of Q(b, X) represent better bids.
Termination criterion
The multi start construction procedure terminates, if l max solutions are constructed successional without finding a new non-dominated solution. The checks are performed by Alg. 2, in Lines 3 and 12 -18.
Improvement phase (PLNS)
In order to generate competitive solutions from the approximation set found during the construction phase, an improvement phase is applied. The improvement phase (cf. Alg. 5) is inspired by large neighborhood search [32] with adaptive parameters [29] . The adaptive large neighborhood search (ALNS) metaheuristic defines the neighborhood of a solution as the set of solutions that can be generated by applying a destroy operator to the solution and then a repair operator. Usually, the destroy operator works in a randomized fashion. Based on the destroyed solution the repair operator generates a new feasible solution. For this, greedy heuristics as well as exact branch-and-bound methods may be applied. The new solution may be accepted as a new candidate solution for continuing search even if it is inferior to the best known solution in order to escape local optima. ALNS makes use of several destroy and repair operators. The success of each operator is tracked and influences the probability that an operator is used again during the search. ALNS usually terminates, after reaching a preset time limit. Modifications of this pattern are mainly due to the multi criteria setting which in particular influences the success tracking and selection of operators.
Outline and self-adaptive parameter setting
The destroy and repair principle with selfadaptive parameters is designed as follows. A solution X ∈ A is chosen (cf. Alg. 5, line 2). The destroy heuristic randomly removes some bundle bids and returns a (most likely) infeasible solution X d (cf. Alg. 5, line 3). X d is repaired via a greedy heuristic and the resulting feasible solution is denoted as X r (cf. Alg. 5, line 4). In line 5 of Alg. 5 the PLNS procedure checks whether X r is a new non-dominated solution. If it is not, that is, the attempt to improve X with the given parameters of the destroy and the repair heuristic failed, then either σ 1 (X) or σ 2 (X) is incremented (lines 9 -13).
The values σ 1 (X), σ 2 (X) ∈ N, ∀X ∈ A, control the self-adaptive parameter setting of the destroy heuristic as well as of the repair heuristic. The destroy heuristic adapts the destroy rate (that is, the probability to remove a given bundle bid from a solution) depending on a given destroy strategy as well as on σ 1 (X), and σ 2 (X) (cf. Alg. 6, line 1). Furthermore, the repair heuristic uses g 1 as rating function if σ 1 (X) < σ 2 (X) and g 2 otherwise (see Alg. 7, line 2). Thus, σ 1 (X) and σ 2 (X) are counting functions, that count the number of failed attempts to improve solution X while using g 1 (., .) and g 2 (., .) as greedy repair criteria, respectively.
We note that the failed improvement attempts counters σ 1 (X) and σ 2 (X) do not depend on the approximation set but on individual non-dominated solution X ∈ A. This seems reasonable, as the nondominated solutions in A often differ strongly in the decision space. That is, the values of corresponding decision variables of non-dominated solutions differ frequently. Even stronger structural differences on the decision space level may occur for solutions that lie in very different areas of the objective space but are nevertheless non-dominated. For example, our experience shows that a 2WDP-SC solution X with a high f 1 (X) and a low f 2 (X) contains more and different bundle bids compared to another solution X with a low f 1 (X ) and a high f 2 (X ). With the focus on individual solutions of A, the improvement phase is able to adapt the used parameters to structural differences of the non-dominated solutions.
Destroy procedure with adaptive destroy rates
The procedure destroySol (cf. Alg. 6) randomly removes bundle bids from a given solution X with a specified removal probability, denoted as destroy rate. The destroy rate is the probability by which a bundle bid b ∈ X is removed from X. A vector of destroy rates is denoted as destroy strategy d ∈ [0, 1] n , n ≥ 1. The destroy strategy d is a given parameter, however, which destroy rate d i , 1 ≤ i ≤ n of the given strategy is applied at a given time is decided in a self-adaptive manner.
The procedure rand(1, 100) used in line 3 of Alg. 6 returns a random number between 1 and 100 (inclusively).
Algorithm 5: PLNS -improvement phase
Input:
Repair procedure
The procedure repairSol (cf. Alg. 7) uses a single-criterion greedy heuristic to repair an infeasible solution X d . Further input is σ i ∈ N, i = 1, 2 which denotes the number of failed attempts to find a new non-dominated solution with respect to A provided that the search started with X and the operator g i was used. Compare this with the input σ 1 (X) and σ 2 (X) in line 4 of Alg. 5.
The heuristic decides in a self-adaptive manner which greedy function to use. The greedy function is chosen which produced least failures in generating new non-dominated solutions (cf. Alg. 7, line 2 and the calculation of σ 1 and σ 2 in Alg. 5). Thereby, the procedure temporarily prefers one of the objective functions and tries to find a new solution which improves existing solutions with respect to the temporarily preferred objective function. The remaining parts of ATlg. 7 form a straight forward singlecriterion greedy procedure. Note, although the repair procedure implicitly uses an order of precedence for the objective functions, new solutions are 
Note on a matheuristic extension
Buer and Pankratz [14] introduced an exact branch-and-bound method based on the epsilon constraint approach for the 2WDP-SC. This approach, denoted as LBB, was successfully used in Buer and Pankratz [22] to hybridize the pathrelinking phase of a GRASP method for the 2WDP-SC. Obviously, we therefore also tried to further improve the solution quality of PNS by integrating LBB in three ways: 1) hybridizing LBB and DRC, 2) hybridizing LBB and PLNS, and 3) using LBB within both, DRC and PLNS. All in all, given the same computing time, the three hybridized approaches led to inferior results compared to PNS [24, p. 175f ]. It was difficult to define a subproblem of an appropriate size, either the subproblem was too small and its solution became trivial or the problem was too large to be solved by LBB fast enough. Therefore, we did not pursue this research direction further.
Design of computational study
The performance of the proposed heuristic is measured by means of a computational study. This section gives remarks on the test procedure, presents the benchmark instances used, and introduces measures for the quality of an approximation set from the literature.
General remarks and test procedure
The computational evaluation is done by means of artificial benchmark instances. All algorithms were implemented in Java (JDK 6, Update 23). All tests were executed on the same type of personal computer (CPU Intel core i5-750, four cores, each 2.66 GHz). This also includes those heuristics that were published previously (cf. Sect. 5.3), that is, previous computational experiments were repeated if necessary. The tested algorithms are implemented sequentially and do not exploit features of multi-core processors. However, in order to reduce the expenditure of time we needed for the evaluation of our algorithms, we perform four test runs at the same time on our computer which has four cpu cores. This means, the test runs are not completely independent of each other, however, a significant negative interaction with respect to performance could not be observed.
We first evaluate some main design choices of the method PNS. At the same time, we work out reasonable values for the three external parameters of the heuristic PNS. Finally, the new method PNS is compared to three other heuristics from the literature.
Benchmark instances
The 37 benchmark instances for the 2WDP-SC introduced in [14] are used. They are open accessible via the electronic appendix of [22] . These instances take into account some specific features of the transportation scenario at hand. In particular, the instance generation procedure creates bundle bids that satisfy the free disposal assumption. This is important, as this assumption was required to model the 2WDP-SC with set covering constraints (instead of set partitioning constraints).
For seven instances, all Pareto optimal solutions are known. These instances are denoted as small instances (instance group S). The small instances feature up to 80 bundle bids. For the remaining thirty instances, the set of Pareto optimal solutions is unknown. These instances are denoted as large instances. These instances are divided into classes by means of different groups classifying instances according to their number of bundles or their number of contracts. There are three groups A, B, and C which contain instances with 500, 1000, and 2000 bundle bids, respectively. The groups a, b, c denote instances with 125, 250, and 500 transport contracts, respectively. Consequently, the class Cb for example contains those instances with 2000 bundle bids and 250 transport contracts. This notation is used in Tab. 4, Tab. 5, and Tab. 6.
Quality indicators for approximation sets
The assessment of the quality of an approximation set is a nontrivial task. An intensive examination of different approaches is given by Zitzler et al. [33] . The evaluation of algorithms in view of the obtained solution quality is usually more complex in the multiple objective case than in the single objective case. In the single objective case, performance statements are naturally made by comparing the objective function values of solutions generated by different algorithms. However, in the multi objective case, approximation sets have to be compared whose fronts cross each other. Given two approximation sets A and B with solutions in A that dominate solutions in B and the other way round (a ≺ b and b ≺ a for a, a ∈ A and b, b ∈ B) makes performance comparisons difficult.
One way to measure approximation set quality is the usage of quality indicators which should narrow down the comparison of two approximation sets to the comparison of two real-valued numbers. Roughly speaking, a quality indicator is a function that assigns to one or more approximation sets a scalar value. This always goes along with a loss of information intrinsic to the approximation sets. Likewise, if an approximation set A outperforms an approximation set B according to one indicator, one cannot conclude that each solution in B is dominated by at least one solution in A. Hence, it is advisable to use more than one quality indicator to balance the individual strengths and weaknesses of indicators (which are discussed e.g. by Zitzler et al. [33] ). Therefore, we use three quality indicators for the computational study, the hypervolume indicator, the multiplicative epsilon indicator, and the coverage indicator. Those quality indicators seem to be among the most accepted and widely used in the literature.
Hypervolume indicator I HV
The hypervolume indicator I HV (A) measures the volume of the objective subspace that is weakly dominated by the solutions of a given approximation set A and bounded by a reference point r [34, 35] . The reference point r has to be weakly dominated by each solution. Higher indicator values imply a better approximation set. Fig. 2 (left) shows three non-dominated solutions a 1 , a 2 , a 3 . The part of the objective space that is dominated by these solutions and bounded by the reference point r is shaded in gray. The volume of the gray area is the value of I HV ({a 1 , a 2 , a 3 }). In Fig. 2 (right) In line with earlier studies on the 2WDP-SC [14, 22] , the reference point r is defined as r 1 = f 1 (B) and r 2 = 0. The values of the objective functions f 1 and f 2 differ in several orders of magnitude (using the benchmark instances of Section 4.2). Therefore they are normalized prior to calculating I HV according to equation (7) .
and f
Epsilon indicator I The multiplicative epsilon indicator I (A, B) introduced by Zitzler et al. [33, p. 122] compares two approximation sets A and B and is based on the epsilon dominance relation
. It is defined as follows:
I (A, B) is the minimum factor, by which the value of the objective function of each solution in B has to be multiplied, such that each solution in B is epsilon dominated by at least one solution in A.
Lower values of I (A, B) imply a higher quality of A. By definition, it holds that I (A, B) ≥ 1. For  I (A, B) = 1, each solution in B is weakly dominated by a solution in A. In general, I (A, B)  I (B, A) holds.
I (A, B) is a binary indicator. In case that more than two approximation sets should be compared, a pairwise comparison of the involved approximation sets is required. To simplify the comparison, in this study, we use the unary epsilon indicator [36, S. 12] :
A R is denoted as reference approximation set. A R is the set union of the approximation sets A to be compared without any dominated solutions. 
Coverage indicator I

Results and discussion
Contribution of two-stage candidate bid selection
We evaluate whether the quality of the approximation sets generated by the two-stage candidate bid selection procedure is improved in comparison to a traditional single-stage bid selection procedure. For this, only the construction procedure DRC (cf.
Alg. 2) is studied. The single-stage selection procedure is realized by replacing the lines 1-11 of Alg. 2 with the single statement C i ← C. The two-stage procedure is realized by DRC using multiple sectors (s ≥ 1).
We first try to gain an insight into the actual size of the candidate list to identify a reasonable number of sectors s. The heuristic DRC (cf. Alg. 2) computed 500 solutions (l max = ∞) for each of the 37 instances. Immediately prior to each call of the method selCandSector in DRC, the size of the candidate list C was logged. Tab. 1 shows the results. The average size of the candidate list C grows slightly with increasing numbers of bundle bids per instance. Nevertheless, even for the largest instances with 2000 bids, the median of |C| is only 4 and the maximum size is 21. To avoid an insufficient small number of bids per sector, we use three sectors (s = 3) in the two-stage bid selection approach. Now we compare the single-stage and the twostage approach. The construction heuristic with a single-stage bid selection is denoted as DRC s=1 and the two-stage bid selection heuristic is denoted as DRC s=3 . In contrast to DRC (Alg. 2), both heuristics terminate after 1000 constructed solutions (and l max = ∞). For each of the thirty large instances five test runs with different random seeds were performed. A test run is the one-time computation of an instance with both heuristics DRC s=1 and DRC s=3 . The results for the quality indicators I HV , I , and I C are shown in Tab. 2. The rows Q 25 , Q 50 , and Q 75 show the lower quartile, the median, and the upper quartile, respectively, of the 150 resulting indicator values. Note, each test run leads to its own approximation set A R . Hence, the solutions generated during multiple test runs on the same instance are not mixed up to generate the approximation set.
Applying the Wilcoxon signed rank test to the results, the null hypothesis ('the quality indicator median values of the different tested algorithms pos- sess the same probability distribution') can be rejected for each of the three quality indicators. The p-values for I HV , I , and I C are ≤0.0001, ≤0.0001, and 0.0028, respectively. The results are statistically significant even for very tight levels of significance of one percent or lower. Therefore, it is highly likely, that the observed quality differences of the obtained approximation sets can be attributed to the usage of the two-stage bid selection procedure in the construction phase.
Regarding the median values of the quality indicators I HV and I , the two-stage approach DRC s=3 clearly outperforms the one-stage heuristic DRC s=1 . In contrast, the median values of I C suggest an opposite interpretation. Looking at the generated approximation sets, the two-stage heuristic seems to discover better extreme solutions than DRC s=1 , especially with respect to f 1 . On the other hand, DRC s=1 seems to generate more and better compromise solutions with balanced f 1 and f 2 values. This might explain the slightly better values of I C in Tab. 2. All in all, the two-stage candidate bid selection approach generally increases the quality of the calculated approximation sets.
Contribution of dynamic destroy rates
The goal of the next experiment is twofold. On the one hand, we want to check if the proposed dynamic destroy rates in the improvement phase contribute to achieve higher approximation set quality. On the other hand, a proper destroy strategy is searched for. Recall, a destroy strategy d is a sequence (d 1 , . . . , d n ) of destroy rates. We compare 17 destroy strategies which are indicated in the first column of Tab. 3. In configuring the destroy strategies, we tried to reflect several patterns: increasing destroy rates, decreasing destroy rates, and mixed variants. A higher destroy rate leads to a larger neighborhood which might enable the search to overcome local optima. However, the reconstruction of a solution is greedy which should favor smaller neighborhoods. Because of these opposed effects, different strategies were tested. Furthermore, there are five static strategies (3), (6), (9) , (12), (15) whose destroy rate is constant and a self-adaptive choice between several destroy rates is impossible. We also experimented with larger destroy rates between 20 and 40 percent, however, these seem clearly inferior to strategies with smaller destroy rates reported in Tab. 3. Each of the 17 destroy strategies is used to compute the thirty large instances twice. Column two to four of Tab. 3 show the median of the appropriate quality indicator over 60 runs of the destroy strategy. The runtime for each run was fixed to five minutes. The best median values are bold. (7, 19, 9) 0.9093 1.02 0.00 (15, 5, 10) 0.9094 1.02 0.00 (19, 7, 14) 0.9095 1.02 0.00 (3, 6, 9, 2, 4) 0.9097 1.01 0.05 (6, 12, 18, 5, 10) 0.9096 1.02 0.00
Median values of quality indicators over two runs for each large instance.
The strategies (3) and (3, 6, 9, 2, 4) achieve the best median values for two quality indicators, respectively. To decide which is superior, we use both strategies to compute each of the large instances five times. Applying the Wilcoxon signed rank test to the results, the null hypothesis ('the quality indicator median values of the tested algorithms possess the same probability distribution') can be rejected for two of the three quality indicators on a level of significance of less than three percent. The p-values for I HV , I , and I C are ≤0.0001, 0.0216, and 0.4231, respectively. The dynamic strategy (3, 6, 9, 2, 4) clearly outperforms the static strategy (3) by means of the hypervolume indicator and the epsilon indicator while the observed difference by means of the coverage indicator is not significant. We conclude, that the dynamic strategy (3, 6, 9, 2, 4) works best. This conclusion is also supported by empirical runtime distributions, which are discussed in Fig. A.3 in the appendix.
Comparison with other heuristics
To benchmark the new method PNS by means of approximation set quality the three heuristics SPEA2A [14] , PGRASP P +HPR [22] , and PGRASP Q +HPR [22] are used. All three are problem-specific heuristics for the 2WDP-SC. The method SPEA2A, however, is based on the Strength Pareto Evolutionary Algorithm 2 (SPEA2), an originally problem-independent heuristic introduced by Zitzler et al. [37] . In [14] , the 2WDP-SC was solved by eight variants of SPEA2 with different problemspecific construction, mutation, and repair operators. The variant which performed best was denoted as A 8 in [14] ; in the present paper we denote this variant as SPEA2A. As expected, variants which used more problem knowledge by means of their operators clearly outperformed those variants that used less problem knowledge. Due to these results, we suppose the enhanced techniques to cope with multiple objectives used in recent problemindependent approaches like EMOSA or MOEA/D still cannot overcompensate the absence of problem knowledge during search. Therefore, we avoid to include more recent but problem-independent approaches like EMOSA or MOEA/D and we compare PNS only to those heuristics from the literature that incorporate problem-specific knowledge during search.
PGRASP P +HPR, and PGRASP Q +HPR were proposed in [22] . Both methods are multi objective GRASP whose path-relinking phase was hybridized with the exact branch-and-bound method LBB of [14] . Another hybridized heuristic for the 2WDP-SC was discussed in [23] (see also 3.3) which is, however, not included in our comparison, as it does not clearly outperform the mentioned heuristics on the majority of instances.
For the benchmark, the parameters of PNS are set as follows. The number of sections s are set to 3, the vector destroy probabilities is set to (3,6,9,2,4), and the termination criterion of the construction phase is set to l max = 92. While the configuration of the first two values were justified in Sec-tions 5.1 and 5.2, the value of the termination criterion l max was determined as follows: for each large instance, 1000 solutions were generated with DRC. The experimental distribution of the number of unsuccessful improvement tries was recorded (median 6, mean 20, standard deviation 42) and l max was set to the value of the ninety-five percent quantile, which is 92.
The runtime of each heuristic was five minutes (300s). All heuristics computed all instances on the same type of computer. Please note, we do not cite the computational results of the experiments in [14, 22] but compute all instances again on a faster computer.
The results for the small instances (group S) with known Pareto optimal solution sets are shown in Tab. 4. The two rightmost columns show the Pareto optimal hypervolume values and the cardinality of the reference approximation set A R (here, it is identical to the Pareto optimum solution set). These optimal results haven been obtained by the bicriteria branch-and-bound method LBB introduced in [14] .
Algorithm PNS is able to solve all seven small instances to Pareto optimality, that is the whole Pareto optimal solution set is found. In contrast, the procedures PGRASP P +HPR and PGRASP Q +HPR are able to solve six out of seven instances to Pareto optimality. In [22] , only four instances could be solved to Pareto optimality. The method SPEA2A is able to find some Pareto optimal solutions for six instances (S1 -S5, S7), but never the complete set.
The results for the large instances (groups A, B, and C) without known Pareto optimum solutions are shown in Tab. 5. This time, the reference approximation set A R (cf. two rightmost columns) is generated by merging the approximation sets of PNS, PGRASP P +HPR, PGRASP Q +HPR, and SPEA2A and removing the dominated solutions. The last five rows of Tab. 5 show the 25 percent quantile, the median, the 75 percent quantile, the mean, and the standard deviation for each heuristic and each quality indicator.
In terms of approximation set quality, all existing approaches are clearly outperformed by the heuristic PNS. The heuristic PNS finds new best approximation sets in terms of I HV and I for all thirty instances. Furthermore, from the values of I C it follows that the approximation sets computed by PNS are equal to the reference approximation set A R in 28 out of 30 instances. That is, PNS dominates each solution found by one of the benchmark heuristics. Only for the instances Ba3 and Cc7, the reference approximation set is not solely generated by PNS. Consequently, the solution approach PNS obtains for all three quality indicators the best median indicator values at the same time.
Runtime behavior
To compare the runtime of the three heuristics from the literature with the proposed heuristic PNS, a target hypervolume value is defined for each instance. The runtime needed to achieve the target value is measured.
The target value is defined as the lowest I HV value per instance shown in Tab. 4 and Tab. 5. Therefore, we are sure that each heuristic is able to reach the target value. Using the best known hypervolume value as target value seems unsuitable because most of the tested heuristics are not able to attain this value constantly, which would limit the value of the experiment. Following, each instance is solved by each heuristic 75 times and the time to target is measured. The total runtime per heuristic was limited to three minutes (180s). Note, if an algorithm could not reach the target value within 180s, then a runtime of 180s is reported anyway. Therefore, an algorithm might appear faster than it actually is. However, this behavior occurred only with the heuristic SPEA2A and never with the heuristic PNS.
The aggregated results are reported in Tab. 6. According to the reported median values for the 37 instances, the new heuristic PNS ranks second. The fastest method is PGRASP P +HPR, third place goes to PGRASP Q +HPR, and fourth place goes to SPEA2A. The median runtime of the method PGRASP Q +HPR for the larger instances is around 135s, which can be explained by a switch from the neighborhood search phase towards the path relinking phase, which is time dependent. Furthermore, although SPEA2A can repeatedly not achieve the target value in the predefined 180s (cf. Q 75 in Tab. 6), for some of the larger instances SPEA2A seems competitive (cf. Q 25 and Q 50 ).
In the appendix, we discuss empirical runtime distributions based on six selected instances (cf. Fig. A.4a -Fig. A.4f ) in order to give more insights into the runtime behavior of the heuristics. 
Conclusion
Considering quality aspects during winner determination in a combinatorial reverse auction for transport contracts is of practical importance. In this paper, we studied a bi-objective winner determination problem that is based on the set covering problem and minimizes the total transport costs and the total transport quality simultaneously. To solve this problem, the heuristic PNS was developed. PNS is inspired by the metaheuristics GRASP and ALNS. To construct an initial set of non dominated solutions, PNS applies a dominancebased randomized greedy heuristic which uses a two-stage candidate bid selection procedure. This idea to greedily construct an initial set of nondominated solution is effective and may be well suited to solve other multi objective combinatorial optimization problems. The set of constructed solutions is improved by means of a search in large neighborhoods which switches the applied parameters (removal probability of bids and greedy rating function) in a self-adaptive manner. Self-adaptive configurations depend on individual solutions and not on the entire approximation set. This is an important feature because the structure of solutions from the approximated Pareto front may be very different and this strongly influences the choice of a suitable destroy or repair operator. PNS was tested by means of 37 benchmark instances. In terms of approximation set quality, PNS outperforms all known heuristics on each of the 37 benchmark instances. Furthermore, PNS is the second fastest method tested. Subject of our future research will be the development of solution approaches for bi-objective winner determination problems which take into account additional business constraints proposed e.g. by Caplice and Sheffi [6] .
Appendix A. Time to target plots
The runtime of stochastic algorithms can be compared by empirical runtime distributions (cf. Hoos and Stützle [38] , Ribeiro et al. [39] ). The time required by a stochastic algorithm to find a solution that achieves a specified minimum quality (target value) is interpreted as a stochastic variable denoted time to target. In the following, we visualise some empirical runtime distributions by means of time to target plots which have been introduced by Feo et al. [40] . To draw the plots the programme of Aiex et al. [41] was used. The evaluation of destroy strategies of Sect. 5.2 is supplemented by the time to target plots of Fig. A.3a to Fig. A.3c . We compare the destroy strategies d = (3) and d = (3, 6, 9, 2, 4) used in the improvement heuristic PLNS. In the plot of Fig. A.3a , for example, we observer that the strategy (3, 6, 9, 2, 4) achieves the target value in less than 300 seconds with a probability of about 95 percent, while the strategy (3) accomplishes a probability of only about 62 percent to reach the same target value within the same time. The advantage of (3, 6, 9, 2, 4) over (3) persists but decreases for larger instances (cf. Fig. A.3b, Fig. A.3c) .
All in all, PNS is the second fastest heuristic tested after PGRASP P +HPR (cf. Sect. 5.3). This conclusion is also supported by the plots of . These are not representative for the 37 benchmark instances tested but they were chosen in order to contribute to a differentiated assessment of runtime performance. For example, SPEA2A is usually far out with respect to both solution quality and runtime performance. Therefore in some of the time to target plots the respective curve is missing. However, for the instances Cc6 and Cc9 SPEA2A achieves quite good results. With respect to runtime performance the heuristic PGRASP Q +HPR ranks third but in some cases it significantly outperforms PGRASP P +HPR (cf. Fig. A.4d ). Nonetheless, one should always keep in mind that time to target plots depend on the chosen target value which were set as described in Sect. 5.4. 
