We apply a simple method for constructing single-component thermal models of stellar photospheres consistent with weak-line strengths and strong-line wing shapes in the first and second spectra of calcium to : (1) a reexamination of semiempirical solar upper photosphere models; (2) the solar calcium abundance; and (3) empirical estimates of van der Waals damping. Observational material for this study is based on the high-quality KPNO Atlas.
I. INTRODUCTION
A previous paper (Ayres 1975 , hereafter Paper I) describes a simple method for constructing semiempirical upper photosphere models for late-type stars using the Ca n À3968 (H) and À3934 (K) damping wing shapes and a local thermodynamic equilibrium (LTE) partial coherent scattering approximation. In this approach, the important van der Waals damping coefficients are determined relative to the deep photospheric layers of a particular solar model by fitting synthetic profiles to calibrated observations of the H and K far wings. Corrections to the surface layers of the "basis" model are then obtained by fitting the inner wing shapes. Similar approaches have been described previously by Holweger (1967 Holweger ( , 1971 Holweger ( , 1972 and Shine (1973) . a) 66 Line 9 ' versus "Continuum" Models of the Solar Upper Photosphere
Recent models of the solar atmosphere constructed to fit line strengths and wing shapes (e.g., Holweger and Müller 1974 [HM] ; Mount and Linsky 1974; Ayres and Linsky 1976 [AL] ) differ somewhat from solar models constructed to fit continuum intensities and limb-darkening ratios (e.g., Gingerich et al. \91\ [HSRA] ; Yernazza, Avrett, and Loeser 1976 [VAL] ). The important differences occur above t 5000 = 10" 1 and extend up to the vicinity of the temperature minimum region (t 5000 ~ 10~4), where the "line" models are systematically several hundred degrees hotter than the "continuum" models. This apparent disagreement is significant because of the importance of the upper photosphere as a transition region between the radiation-and convectiondominated deep photosphere and the chromospheric and coronal layers where the energy deposition and cooling agents are of a much different character. In order to understand how the radiative and convective equilibrium of the deep photosphere gives way to the mechanically heated outer atmosphere, it is crucial to understand the energetics of the upper photosphere where the effects of acoustic heating are first significant (Ulmschneider and Kalkofen 1973) .
Because the semiempirical models based on line strengths and wing shapes are sensitive to errors in the adopted abundances and damping parameters, we might ask whether the uncertainties in these fundamental quantities could be at the root of the apparent disagreement among semiempirical upper photosphere models. In particular, the "calibration" of the Ca n van der Waals damping in Paper I relative to the Kurucz (1974) flux-constant solar model assumed a calcium abundance which itself was derived from a physically different photospheric model (e.g., Lambert and Warner 1968 ). An internally consistent calibration of the van der Waals parameter y vw would seem to require that the pressure broadening be determined from the same model as the calcium abundance A C9i . Further, the thermal structure of the deep photosphere is by no means universally agreed upon (e.g., VAL). In fact, the differences between proposed models might well produce additional uncertainty in deriving internally consistent values of y vw and A CSi .
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Owing to the potential usefulness of semiempirical models of late-type stellar atmospheres in studying upper photosphere energy balance, in determining stellar abundances, and in estimating stellar surface gravities, we must address these possible sources of uncertainty in the application of the wing shape methods to the Sun.
b) Hydrogen and Helium van der Waals Broadening
The helium van der Waals interactions for several transitions of astrophysical interest have been measured in high-temperature ballistic compressors (Hammond 1975; Eckart 1975; Driver and Snider 1976) . Theoretical estimates of both hydrogen and helium pressure broadening are also available (Brueckner 1971 ; Fullerton and Cowley 1971 ; Lewis, McNamara, and Michels 1971; Lewis and McNamara 1972; Böttcher, Docken, and Dalgarno 1974; Deridder and van Rensbergen 1974; Böttcher, Cravens, and Dalgamo 1975; van Rensbergen, de Doncker, and Deridder 1975; Deridder and van Rensbergen 1976) .
Because it is extremely difficult to measure broadening by hot neutral hydrogen in laboratory experiments comparable to the helium work cited above, it therefore seems appropriate to estimate these hydrogen coefficients as accurately as possible using the solar photosphere as a "calibrated" source (e.g., Holweger 1972) . With such estimates, we can assess the reliability of theoretical values of y vw H and possible scaling laws, y vw H /y V w He ~ F). In fact, Lambert and Warner (1968) and Holweger (1971) have determined the hydrogen broadening of the solar Na i D lines by fitting measured equivalent widths, and Holweger (1972) has applied the same method to the Ca i and Ca n resonance lines. A comparison of Eckart's (1975) measurements of helium broadening with the solar-empirical estimates for the hydrogen broadening of the sodium lines yields a y vw H /y vw He ratio similar to that proposed by van Rensbergen, de Doncker, and Deridder (1975) appropriate to the classical van der Waals potential (y vw H /y vw He ~ 2.4). In addition, the empirical estimate of y vw H for the D lines is itself in agreement with the theoretical value calculated by Lewis, McNamara, and Michels (1971) .
On the other hand, a comparison of Driver and Snider's (1976) experimental result for He-A4227 (Ca i) with Holweger's solar-empirical estimate for H-A4227 yields a much larger ratio, y V w H /yvw He ~ 4.2. As Driver and Snider (1976) point out, this difference could arise from the details of the calcium-hydrogen potentials, which may depart significantly from the classical r " 6 van der Waals dependence, or from uncertainties in estimating y vw H using strong Fraunhofer lines, perhaps owing to departures from complete redistribution (e.g., Shine, Milkey, and Mihalas 1975; Paper I) or from LTE.
In § II we describe a general method for constructing thermal models of stellar photospheres consistent with the weak and strong lines of Ca i and Ca n and present the observations upon which the solar analysis here is based. In § IV we obtain calibrations of ^4 0a and y vw for the important lines of Ca i and Ca n, using atmospheric models described in § III, and construct modifications to these thermal models to better fit the measured Ca n H and K inner wing shapes. Finally, in § V we discuss possible sources of error in the application of these semiempirical methods; compare the derived hydrogen van der Waals broadening with theoretical estimates of y vw H and experimental measurements of y vw He ; and suggest future research.
II. METHOD AND OBSERVATIONS a) Overview We propose an iterative method to construct an internally consistent calibration of thermal structure, abundance, and van der Waals coefficients as follows :
Beginning with an arbitrary solar model, which we designate as the basis model, we synthesize profiles of a selected sample of weak calcium lines, compare the synthetic line shapes with high-quality solar observations, and thereby determine a value of the calcium abundance appropriate to that basis model and the particular sample of weak lines. If the spectrum sample is chosen carefully, the derived abundance should be close to the "true" abundance.
Next, we synthesize profiles of the strong lines of Ca i and Ca n using the calcium abundance estimated in the previous step and force the far wing shapes to fit calibrated observations by adjusting the van der Waals damping.
Finally, if it is necessary, we force the computed inner wing shapes appropriate to the derived calcium abundance and van der Waals coefficients to agree with calibrated profiles by altering the thermal structure of the basis model. The inner wings of strong lines are sensitive primarily to the conditions in the outer layers of the photosphere; hence, the corrections to the basis model are restricted to that region. Should the resulting model differ significantly from the original basis model, the cycle is repeated using the modified temperature structure as the new basis model. In practice, the convergence of this procedure is rapid. No case we examined required more than two such iterations.
b) The Weak Lines The techniques for obtaining solar abundances from weak Fraunhofer lines are well established. A comprehensive review of these methods has been given recently by Ross and Aller (1976) . In short: the strengths of weak lines in the solar spectrum depend mainly on the chemical abundances and oscillator strengths, and to a lesser extent on the atmospheric model, while the line shapes are determined primarily by nonthermal Doppler broadening and van der Waals damping. A particular weak line can therefore be characterized by a set of parameters A c^ F, and f £ , which refer to abundance, van der Waals scale factor, and micro velocity model, respectively. The notation here is adopted from Evans and Testerman's (1975) study of solar microturbulence models.
298
AYRES Vol. 213
The van der Waals scale factor F is a convenient way to represent empirically determined neutral hydrogen (or helium) pressure broadening in terms of the "classical" van der Waals interaction parameter yvw 01 (e.g., Allen 1973), i.e., y vw = ry vw cl . Here y vw n(r/5000) 0 -3 is the full width at half-maximum (FWHM) of the Lorentz damping profile in units of rads" 1 for perturber number density n (cm -3 ). The major pressure broadening agent in the solar photosphere is neutral hydrogen, but we include neutral helium van der Waals at 40% of the hydrogen rates as suggested by van Rensbergen, de Doncker, and Deridder (1975) . However, owing to the small heliumto-hydrogen abundance ratio in the solar atmosphere, the additional broadening is of little practical importance.
Values of F derived from weak photospheric lines are typically larger than unity. For example, Evans and Testerman (1975) inferred damping enhancements in the range F ^ 3.5-7.5 for the solar Fe i and Fe n lines of their study, and Holweger (1972) derived F ^ 3 for his sample of Ca i lines and F ~ 1.7 for Ca n.
As pointed out by Evans and Testerman, there is some ambiguity in determining F and the microvelocity and macrovelocity models simultaneously by optimizing line-shape fits, because pressure broadening and Doppler broadening are difficult to distinguish for weak-and moderate-strength lines (W x < 100 mÂ), especially if the Voigt ^-values are large (i.e., near unity). For stronger lines with well-developed wings, this ambiguity is removed.
The weak-line segment of the model-^4ça-yvw cycle proceeds as follows. Given an atmospheric model, a microvelocity distribution, and a set of line parameters (i.e., A c& , g/-value, F, etc.), we synthesize a weak-line profile characterized by residual intensities r AA cal (relative to the local continuum level = 1.00) on a discrete grid of wavelength displacements with spacing ÀÀ = 0.01 Â. We compare the synthetic residual intensities with symmetrized profiles of the appropriate solar features interpolated onto the same wavelength scale. We define two fitting parameters
The first quantity is simply a measure of how well the calculated and observed equivalent widths agree over the adopted N-point half-profile. The second fitting parameter measures how well the calculated and observed line shapes agree. Typically, for equivalent widths less than 100 mÂ, AW is most sensitive to the product gfA c^ while a depends primarily on F and Given a particular basis model, we minimize AW and o-for individual lines in the spectrum sample by a judicious choice of A Cq , and F. By varying the velocity and atmospheric models, we obtain a spread of F values appropriate to the individual lines, as well as the dependence of the mean abundances on our imperfect knowlèdge of the thermal and velocity structure of the deep photosphere. In practice, we find a larger dispersion among the individual abundances within the spectrum sample than among the mean sample abundances obtained using different solar models. Presumably, this behavior results from the substantial uncertainties in calculated and measured oscillator strengths (Ross and Aller 1976) . although the possible effects of atmospheric inhomogeneities cannot be ruled out (e.g., Wilson and Guidry 1974).
i) Weak-Line Observations
In this application, we consider primarily those Ca i and Ca n lines which are less than 100 mÂ in equivalent width and which are relatively clean in the highdispersion, low-scattered-light KPNO Atlas (Brault and Testerman 1972) . A sample of nine Ca i and four Ca ii lines satisfying these requirements were chosen from Holweger's (1972) study of the solar calcium spectrum. Several other lines in Holweger's list which also satisfied the selection criteria were not included in the final sample, either because the abundance determined by Holweger strayed significantly from the mean or because the line in question was particularly sensitive to Stark broadening.
The adopted line list and atomic parameters are given in Table 1 .
For simplicity, we have adopted the KPNO continuum level without modification for the majority of lines in the spectrum sample. However, two of the lines, as noted in Table 1 , were corrected for slightly depressed background levels owing to the presence of damping wings from nearly strong Fraunhofer lines.
In addition, the profile of [Ca n] À7324 in the KPNO Atlas is badly blended with a terrestrial water vapor line of comparable strength. We simulated this blend using pairs of overlapping Gaussians. The central wavelengths and individual widths of the Gaussians were iteratively optimized by minimizing the first-and second-moment comparisons of the measured and simulated composite profiles (e.g., eqs.
[1] and [2]). The equivalent width of A7324 was then determined by direct integration of the fitted Gaussian.
Using this approach, we obtained W x = 8.2 mÂ for A7324. Our result is in good agreement with the value estimated by Lambert, Mallia, and Warner (1969, W K ä 8.3 mÂ) but is somewhat larger than the Schorn, Young, and Barker (1975) full-disk measurement extrapolated to ^ = 1. (The Schorn et al. observation was obtained in Venus's Doppler-shifted solar reflection spectrum in an effort to unblend [Ca n] from the adjacent terrestrial water vapor feature.) On the other hand, our estimate is somewhat smaller than the W K = 10.3 mÂ adopted by Holweger (1972) .
To simplify the comparison between synthesized and measured line shapes, we symmetrized each residual intensity profile by averaging the short-and long-wavelength wings. Although the lines in the spectrum sample were chosen to be free of major No. 1, 1977 SOLAR UPPER PHOTOSPHERE MODELS blends, several of the profiles show evidence of weak blends. In such cases, the symmetrized profile is characteristic of whichever wing appeared to be least contaminated. We obtain a mean abundance for the spectrum sample by a weighted average of the individually derived abundances. The Ca i À6573 and [Ca n] A7324 lines are weighted most heavily (3 x ) because they are weak (and therefore less sensitive to & and F), they arise from the ground state of the particular ionization stage, and they are most likely to be in LTE (e.g., Lambert, Mallia, and Warner 1969) . We assign unit weight to the remaining lines of Ca i and Ca ii, with the exception of Ca i A5260 which we give double weight because it is weaker than the other Ca i lines of the sample and is thereby less sensitive to & and F. Two of the Ca n lines in the spectrum sample are of comparable weakness to Ca i A5260, but these were assigned unit weight because both lines arise from high-lying states of the majority ion and are therefore very temperature sensitive.
We applied the weighting scheme to the individual abundances determined by Holweger (1972) for the particular 13 lines of the spectrum sample and obtained y4 Ca = 2.4 ± 0.4 x 10" 6 04 h = 1.0). This value compares favorably with Holweger's result A c& = 2.3 ± 0.4 x 10" 6 based on 25 weak lines.
c) The Strong Lines
Having derived an abundance based on the spectrum sample and on a given photospheric thermal model, we next synthesize profiles of the strong Ca i and Ca n lines in order to determine the van der Waals damping appropriate to those lines and that particular model. By "strong" lines, we mean the resonance lines of Ca i and Ca n as well as the subordinate IR triplet lines A8498, A8542, and A8662 of Ca n. Departures of the computed inner wing shapes from observed absolute intensity profiles would then require modifications to the thermal structure of the basis model in the range of upper photosphere pressures corresponding (in an Eddington-Barbier sense) to the wavelength displacements where the intensity departures occur. In practice, the H and K lines are the most sensitive temperature indicators: Ca i A4227 and the Ca n IR triplet lines are "weak" enough that their inner wings are formed much deeper in the photosphere than the H and K wings and are thereby dominated by pressure broadening. The H and K inner wings (AA ^ 2 Â), on the other hand, are formed at much lower densities and are broadened mainly by radiation damping. The radiation damping parameters y rad -essentially the inverse radiative lifetimes of the excited levels-are independent of density and have been measured 300 AYRES Vol. 213 accurately in Hanle-effect and beam-foil experiments (Gallagher 1967; Andersen et al. 1970) . Further, the Ca ii ground-state populations in the upper photosphere are much less sensitive to the LTE assumption than are the Ca I ground-state densities, because Ca n is the dominant ionization stage at photospheric temperatures and pressures (Linsky 1968; Linsky and Avrett 1970; Auer and Heasley 1976) . For cases such as the H and K inner wings where radiation damping dominates over pressure broadening, however, partial coherence effects can be important (e.g., Paper I). Fortunately, these effects can be modeled easily using a partial coherent scattering approximation (Paper I). Although Ca i A4227 and the Ca n IR triplet are not particularly helpful as thermal diagnostics, we consider them here because their barometric properties can be used to estimate surface gravities of late-type stars (e.g., § Vc, below).
In addition, the helium van der Waals interaction for Ca i A4227 has been measured recently in a hightemperature piston compressor (Driver and Snider 1976 ) .
A line list and atomic parameters for the strong lines of Ca i and Ca n are given in Table 1 .
i) Strong-Line Observations
Symmetrized disk-center profiles of Ca i A4227, Ca ii H and K, and the Ca n IR triplet were constructed with KPNO Atlas data. The adopted wing shapes were based, for the most part, on portions of the observed profiles not disturbed by strong blends, although the possible presence of weak-line "haze" adds an element of uncertainty.
Owing to the lack of a well-defined continuum level below A4500, we calibrated the Ca i and Ca n resonance lines in absolute units. We adopted Labs and Neckel's (1970) specific intensities at the "high points" A4221.0 and A4231.3 to set the absolute scale for the KPNO Atlas in the vicinity of Ca i A4227. For the Ca ii resonance lines, we adopted Houtgast's (1970) absolute photometry. We applied the latter calibration to H and K separately, using the normalization factors jT^Houtgasty^KPNo determined at the nine points tabulated by Houtgast between AA3909.2 and 3954.2 (for K) and at the eight points between AA3957.4 and 4003.1 (for H). The local true intensity slopes of the r v = 100% levels of the KPNO Atlas in the vicinities of H and K were obtained by means of least-squares parabolic fits to these data. The resulting intensities are on essentially the same scale as the Labs and Neckel calibration of Ca i A4227 described above because of the relatively good agreement between intensities measured at common wavelengths by the two independent methods. (For example, Houtgast's intensity at the quasicontinuum point A3999.9 is somewhat less than 2% below Labs and Neckel's measurement, whereas the cited uncertainty of the absolute calibration is ± 8%.)
In the case of the Ca n IR triplet lines, the local continuum is much better defined. Therefore, for simplicity, we adopted the KPNO Atlas continuum level for these subordinate lines without modification.
An additional consideration in comparing observed profiles with synthesized wing shapes in order to determine van der Waals damping constants is that the wavelength displacements ÄA = |A -A 0 | of reference wing points should be within the impact approximation limit (e.g., Mihalas 1970; Gray 1975) . This is necessary so that the broadening (radiation + van der Waals damping) can be described by a composite Lorentzian profile. At photospheric temperatures with neutral-hydrogen perturbers, the transition between the impact and statistical regimes occurs at greater than 10 Â from line center for H and K. We have therefore chosen AA max < 10Â for these lines, to be well within that limit.
d) Oscillator Strengths
We have adopted here, for the most part, the gfvalues tabulated by Holweger (1972) . The notable exception is the electric quadrupole transition [Ca n] A7324 for which we have adopted the value log gf = -7.49 calculated by Black, Weisheit, and Laviana (1972) . Their result falls midway between those cited previously by Warner (1968, logg/ = -7.39 ) and Lambert, Mallia, and Warner (1969, logg/ = -7.63 ). On the other hand, the oscillator strength for the Ca i intercombination line A6573 appears to be somewhat better determined: logg/# -4.31 ± 0.04 (Wright, Furcinitti, and Balling 1974; Victor, Stewart, and Laughlin 1975) .
The g/-values for the strong lines of Ca i and Ca n are well established. We adopt the Smith and Liszt (1971) measurement of Ca i A4227, logg/# 0.243 ± 0.040, which is consistent with the theoretical estimate by Victor, Stewart, and Laughlin (1975, logg/# 0.261 ) based on two-valence electron semiempirical model potentials. For Ca n H and K and the subordinate IR triplet lines, we adopt the Hanle-effect measurements by Gallagher (1967) . His result for the K line, logg/ = 0.121 ± 0.010, is in agreement with the theoretical work of Black, Weisheit, and Laviana (1972, logg/# 0.132 ) who modeled the polarization interaction between the valence electron and core in the "one-electron" ions Mg ii and Ca n. All of the strong-line g/-values are consistent with those adopted by Holweger (1972) .
III. MODEL ATMOSPHERES
The problem of how best to simulate the structure of the quiet solar atmosphere with numerical models is by no means a trivial one. The standard approach (e.g., HSRA; HM; Vernazza, Avrett, and Loeser 1973, 1976) is to construct a plane-parallel, hydrostatic, homogeneous, and largely LTE thermal structure which reproduces some body of spatially averaged, quiet-Sun data, for instance, calibrated continuum intensities and limb-darkening ratios. This particular approach is used because more sophisticated treatments-for example representing dynamical phenomena or multicomponent effects-are largely beyond current numerical methods, except in the simplest cases. In fact, any modeling approach should be tractable enough to be applied routinely, such as in No. 1, 1977 SOLAR UPPER PHOTOSPHERE MODELS 301 solar and stellar abundance determinations; otherwise the particular method has little practical value. On the other hand, the more sophisticated numerical treatments occasionally demonstrate the failure of one of the basic assumptions in the standard approach. A recent example is the work of Milkey and Mihalas (1973a , 1973Ô, 1974 ) and others, who have shown that the commonly made assumption of complete redistribution can fail dramatically at low densities for the inner wings of strong resonance lines, in particular Ca il H and K, Mg n h and k, and H i La. In fact, their work is reminiscent of the LTE/non-LTE controversy of previous years (e.g., Thomas and Athay 1961) . In such cases it is expedient to incorporate the improved understanding of a physical process into the standard approach but in a way that is not numerically prohibitive in routine applications (e.g., Paper I).
Here, we construct models using the standard assumptions but recognize that the results may contain systematic errors owing to the possible failure of one or more of these assumptions under true solar conditions. We attempt to minimize the adverse effects of possible errors in the underlying approach by applying essentially the same methods and criteria to other stars. It is our hope that the clear failure of the standard approach in particular applications will point the way to improvements in the basic theory.
In practice-to avoid additional spurious systematic errors-we treat the model thermal structures on as common a basis as possible; that is, we assume a standard set of abundances and adjust the pressure scales, if necessary, so that each thermal model conforms to a particular set of observational criteria. In practice, we assume a 10% helium abundance (by number relative to hydrogen = 1.00) and A Mg = Asi = A Fe = 3 x 10" 5 (Kurucz 1970) . The latter elements are the important electron donors in late-type stellar photospheres (VAL; Mäckle et al 1975) . We adopt the Labs and Neckel (1968, 1970) disk-center pseudo-continuum level between AA4000 and 9000 as the criterion against which to compare unblanketed intensities computed with the solar thermal models. The motivation behind this particular choice is that the optical continuum is the most carefully observed and calibrated region of the solar energy distribution, owing to its accessibility to ground-based instruments and the availability of good radiometric standards (Labs 1975) . Furthermore, the weak lines of the spectrum sample and the far wings of strong lines such as H and K are formed in essentially the same layers of the photosphere (t 6 ooo > 0.1) that produce the optical continuum emission. d) Thermal Models Figure 1 depicts the photospheric thermal structures used in this analysis: the semiempirical models of VAL (their model M) and HM, and the line-blanketed, flux-constant model of Kurucz (1974) . The remaining models of Figure 1 are modifications of the primary models as described in § IV below. Figure 2 compares the unblanketed intensities predicted by these thermal 
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structures with the Labs and Neckel pseudo-continuum level. The pressure scale of the HM model was adjusted slightly to force agreement with the VAL intensities longward of À7000. We point out that the VAL model intensities are somewhat higher (~ 1.5%) than the measured continuum level. This difference probably arises from small differences in adopted opacities, in particular the H" photodetachment cross section. (We have used here the mean of the Doughty, Fraser, and McEachran [1966] dipole-length and velocity-length calculations, which gives a cross section maximum of 4.03 x 10 " 17 cm 2 at A8500. This value is roughly 2% smaller than the cr max cited by VAL.) We have not attempted to correct for this difference because Holweger (1970) , Labs and Neckel (1970) , and Labs (1975) have argued that the measured quasicontinuum level is probably depressed by a percent or so from the true, unblanketed energy distribution by a haze of weak lines. In any case, the absolute intensity scale is itself uncertain by perhaps ±10% at a high confidence level (3 a) owing to inherent uncertainties in the observations and absolute radiometric standards. The Kurucz model intensities fall 2-3% below the measured pseudo-continuum level in the near-IR not because of opacity differences, but rather because the thermal structure is probably too cool for 1 ^ rgpoo > 0.1 owing to the lack of molecular line blanketing in the surface layers which Would produce additional back warming (Kurucz 1976) . On the other hand, the Kurucz intensities fit the measured continuum level near A4000, presumably because the temperatures near and below rgooo = 1 are better modeled. We adopt the Kurucz thermal structure here without modification to illustrate the effect on the model-v4 Ca -y vw cycle of using a basis model which is too cool in the deep photosphere.
In constructing the pressure scales for the VAL and HM models, we have included depth-independent microturbulence in the hydrostatic equilibrium constraint amounting to 1.0 and 1.6 km s" 1 , respectively. We include a turbulent pressure contribution (P t urb = %p£t 2 ) for these models only because the particular authors did so. Similarly, we omit this term in constructing a pressure scale for Kurucz's model, owing to that author's neglect of turbulent pressure support. In practice-for the velocities cited above-the turbulent contribution is at most only a few percent of the total pressure and has little effect on the model densities.
For the most part, LTE is assumed in constructing the model atmospheres. In particular, metal ionization is determined by the Saha equation considering first ionization stages only. Partition functions and ionization energies are those of Vemazza, Avrett, and Loeser (1973) . In keeping with the simplified nature of this analysis, we account for departures from LTE in hydrogen for the VAL and HM models using the approach described by Linsky (1968) . This approximation assumes detailed balance for the Lyman series, Lyman continuum, and the Balmer lines in the upper photosphere. Departures in the first and second levels of hydrogen are then controlled by photoionizations in an optically thin Balmer continuum. We describe the fixed Balmer photoionization rate with a radiation temperature Trad = 5060 K, as determined by a numerical quadrature of solar absolute mean intensities and the n -2 photo-cross section (Ayres and Linsky 1975) . We allow for the thermalization of the background radiation fields schematically by setting Tpad = T below T5000 = 0.1. In practice, the estimated departures from LTE in hydrogen have a negligible effect on the model electron densities because hydrogen is not an important electron donor in the upper photosphere where and b 2 differ significantly from unity.
We treat hydrogen in LTE for Kurucz's model in keeping with that author's particular assumptions.
b) Velocity Models
In addition to the thermal structures described above, we must specify microvelocity models for the weak-line synthesis problem. A recent study of a selected sample of Fe i and Fe n lines by Evans and Testerman (1975) concluded that ' Holweger's (1967) depth-dependent velocity model produced the best fits to weak lines {W K < 100 mÂ), although a depthindependent velocity distribution of 1 km s" 1 was able to reproduce the stronger lines {W K > 140 mÂ) adequately. Gurtovenko (1975) has proposed a microvelocity model very similar to that of Holweger (1967) by a weighted average of several independent models. HM have revised Holweger's original model in their study of solar Ba n by uniformly reducing the microturbulence by a factor of ~ 2, but they have introduced a somewhat larger value of macroturbulence. As pointed out by Gray (1975) , the distinction between macrovelocities and microvelocities has little meaning for weak lines, because the thermalization length for a weak line is comparable to that of the background continuum and is therefore larger than all vertical scales of turbulence in the photosphere.
In test calculations, we found that the differences in derived mean abundances for the Holweger, Gurtovenko, HM, and & = 1 km s" 1 microvelocity models for a given atmospheric model were typically less than ± 5%, although the depth-dependent models did seem to reproduce the profile shapes better than the depthindependent model. The results here are relatively independent of the turbulence model because the velocity-insensitive weak lines are heavily weighted in the composite abundance. For simplicity, we adopted the it = 1 km s'" 1 model for the main body of weakline spectrum synthesis.
In addition, we convolved the synthetic line shapes with a Gaussian to simulate the 12 mÂ FWHM (A5000) instrumental profile of the KPNO spectrograph.
rv. RESULTS
We have applied the methods of § II to the models of §111. The results are summarized in Table 2 and illustrated in Figures 3-5 .
Both the Kurucz and VAL models required modifications to their upper photosphere temperature structures in order to fit the calibrated H and K inner wing shapes. The "temperature enhancements" required for the Kurucz model are similar to those derived in Paper I, although the van der Waals damping calibration is somewhat larger here owing to the smaller calcium abundance inferred using the fluxconstant model. The modifications to the VAL thermal structure are those proposed by AL using this approach but with a fixed calcium abundance of 2.14 x 10" 6 based on independent work (e.g., Lambert and Warner 1968 ).
The HM model produced an excellent fit to all of the calcium data and required no thermal modifications. This result is encouraging because their model is based on an extensive body of line strengths and wing shapes (e.g., Holweger 1967) : any large disagreement with the method here based solely on the calcium spectrum would have been cause for concern.
The derived calcium abundances and van der Waals damping for the weak and strong lines of Ca i and Ca ii are listed in Table 2 . Synthesized wing shapes for these parameters and representative thermal models are illustrated in Figures 3 (Ca n H and K), 4 (Ca n IR triplet), and 5 (Ca i A4227).
We point out that the calcium abundances derived from the Ca i intercombination and Ca n forbidden lines alone, using the VAL and AL thermal models, are about 10% smaller than the abundances determined from the entire spectrum sample (13 lines). If the Ca i A6573 and [Ca n] A7324 theoretical oscillator strengths are reliable, the apparent differences may arise from small systematic errors in the ^/-values for the permitted weak lines of the spectrum sample.
The least ambiguous of these comparisons are those for the Ca n resonance lines : the H and K inner wings have been calibrated in absolute units; they are more sensitive to thermal effects than to errors in the van der Waals damping, at least compared with the other calcium lines; and the far wings of H and K show enough regions free of strong blends that the fitting procedure used to determine y vw has a good statistical base. In contrast, the Ca i A4227 profile is heavily disturbed by strong blends, and the van der Waals damping must be determined from the inner wings (AA < 1 Â). Perhaps of greater concern is the fact that the models cannot fit all three IR triplet lines consistently using the same value of y vw for each line. This is of concern because the H and K wing shapes are consistent with a common value of y vw , which suggests that the fine-structure rate for the 4p doubletand probably also that for the 3d doublet-is small (see Paper I). However, the ^/-values for the IR triplet lines are less well determined than those of H and K. In addition, weak line haze, especially in the A8498 wings, or errors in the KPNO continuum level may be at fault. In any event, the IR triplet line shapes are consistent with most of the broadening being produced by the 4p levels ; as indicated in Figure 4 , any broadening contributed by the 3d levels must be less than or comparable to 30% of the 4p total. For comparison, the classical prediction is y vw H (IR triplet)/y vw H (H, K) ~ 1.4, while Deridder and van Rensbergen's (1976) tables give essentially unity for this ratio (see Table 3 ).
v. DISCUSSION a) Upper Photosphere Thermal Structure In this paper we have applied a method for constructing "self-consistent" thermal models of stellar photospheres to the weak and strong lines of the solar Ca i and Ca n spectrum. This approach requires an accurate knowledge of the photospheric thermal structure below rgooo ~ 0.1 and hence ultimately can be tied to optical and near-IR continuum intensities which are formed in those layers.
Despite the 4-5% spread in absolute, unblanketed, optical continuum intensities predicted using three different basis models, we obtain essentially identical upper photosphere temperature structures. The derived models, however, are somewhat hotter above t5000 ~ 0.1 than the model of VAL. The upper photosphere structure of the latter is based on far-IR and far-UV continuum intensities formed in the vicinity of the temperature minimum.
On the other hand, the calcium abundances determined from the individual models are in reasonable agreement. In particular, the calcium abundances derived from the AL and HM models are essentially identical to the result obtained by Holweger (1972) . We find a marginally significant (~157 0 ) increase in the inferred calcium abundance going from the VAL model M to the AL modification of it. This increase is attributable to the effect of the hotter upper photosphere of the AL model on the LTE Ca i-Ca n ionization balance. However, the thermal effect is somewhat smaller than the statistical uncertainties in the composite abundances, which are probably caused by our imperfect knowledge of the Ca i and Ca n weak-line oscillator strengths. It is our hope that continuing improvements in experimental techniques and theoretical estimates will contribute more accurate ¿/-values for future work.
A possible advantage of the wing shape approach for determining upper photosphere thermal structure, given the inherently large uncertainties in the abundance measurements, is illustrated in Figure 3 . The dashed curves in the left-hand frame correspond to inner wing profiles of H and K synthesized (for the VAL model) using the 1 a upper and lower limits on v4 Ca and the y vw values necessary to fit the far wing shapes for these particular abundances. The resulting 306 AYRES Vol. 213 inner wing profiles are clearly very similar to those predicted using the nominally derived abundance and show that uncertainties in the calcium abundance are probably too small to account for the disagreement between the VAL-synthesized and measured H and K inner wing shapes. In addition, any uncertainty in the resonance line oscillator strengths will affect the H, K, and A4227 inner wing shapes in much the same way as uncertainties in A Ca . The errors cited in theoretical and experimental estimates of ¿/-values for these lines are typically less than ± 107 o (Gallagher 1967; Smith and Liszt 1971; Black, Weisheit, and Laviana 1972; Victor, Stewart, and Laughlin 1975) . However, even if systematic errors were present in the adopted ¿/-values of the same order as the uncertainties in the derived abundances (~ ±20%), their effect on the H and K inner wing shapes would still be too small to account for the disagreement between the line and continuum models.
A more plausible way to explain the apparent differences between the line and continuum models, barring systematic errors in either analysis or the observations upon which each analysis is based, is to invoke thermal inhomogeneities in the solar upper photosphere. In particular, Slaughter and Wilson (1972) have found spatial temperature differences in the cores of the Na i D lines amounting to ~500 K; Noyes and Hall (1972) have observed temporal temperature variations (in step with the 300 s oscillation) of ~250 K in the cores of saturated rotation-vibration transitions in the CO fundamental bands; Mount (1975) has determined rms spatial thermal fluctuations of 50-100 K in the CN (0-0) violet system band head; and Bartoe al (1976) have measured 500 K spatial brightness temperature fluctuations in far-UV continuum windows based on NRL stigmatic rocket spectra. These measurements and the observation of running waves in the wings of H and K (Liu 1974; Liu and Skumanich 1974) lead one to suspect that the solar atmosphere, or at least the upper photosphere where the cited thermal fluctuations probably occur, is a dynamic, inhomogeneous phenomenon not to be misconceived in terms of static, single-component models.
Unfortunately, realistic modeling of a dynamic, multicomponent solar atmosphere presents formidable numerical difficulties. We do feel, however, that careful observations-for example, of the solar Ca n inner wing shapes and the CO fundamental and firstovertone rotation-vibration bands-could provide useful insights into the forms that such modeling should take.
b) van der Waals Damping
A major purpose of this work is to provide improved estimates of neutral hydrogen van der Waals damping for the Ca i and Ca n resonance lines. Table 3 compares the inferred values of y yw H with: (1) the helium broadening measured by Driver and Snider (1976, À4227) and by Hammond (1975, H and K) ; (2) Deridder and van Rensbergen (1976) . We find, in qualitative agreement with previous work (e.g., Holweger 1971 Holweger , 1972 , that the empirical y vw values for both Ca i and Ca n are systematically larger than the classical van der Waals predictions by a factor of very nearly 2. Moreover, the empirical Ca i and Ca n values are systematically larger than the estimates based on Deridder and van Rensbergen's tables and formulae. Quantitatively, these results differ somewhat from those of Holweger (1972) , who derived damping enhancements of F = 3 for Ca I and F = 1.7 for Ca n. Unfortunately, the empirical y vw values here are determined to only about ±30% in absolute terms owing to the uncertainties in the abundance measurements, although the product gf A Ca y vw and the relative broadening y vw H (H, K)/y vw H (A4227) are presumably more accurate.
We find a reasonably consistent scaling amounting to a factor of roughly 3 between the hydrogen y vw H coefficients estimated here and the experimentally determined helium broadening, especially if we average the asymmetric results for y vw He (H) and y v^H e (K) measured by Hammond (1975) . (We find no evidence of asymmetries in the y V w H coefficients.) The y vw H /y vw He ratio estimated here is only about 25% larger than the scaling law y vw H /y vw He = 2.4 proposed by van Rensbergen, de Doncker, and Deridder (1975) , based on the classical r ~ 6 van der Waals potential, and agrees reasonably well with the y V w H /yyw He ratio for the Na i D lines, based on solar-empirical and experimental measurements (see Driver and Snider 1976) .
These results suggest that appropriately scaled y vw He values are probably more reliable estimates for the corresponding hydrogen broadening than y vw H values based on classical van der Waals formulae, although the classical description of the impact broadening of resonance lines does not appear to be grossly in error. (But note in Table 3 the large damping enhancements inferred for the weak lines of Ca i and Can.) c) For the Future Eventually, we hope to apply the methods and y vw calibrations described here to other stars. In principle, one could construct stellar models consistent with Ca i and Ca n observations using flux-constant basis models in order to estimate departures from radiative equilibrium more accurately than was possible in Paper I. We anticipate that such estimates will further our understanding of acoustic heating and energy balance in the outer atmospheres of late-type stars. However, the possible influence of thermal inhomogeneities must be resolved before such estimates can be considered reliable.
We also propose to use the inferred y vw values for estimating stellar surface gravities by means of the differential barometric properties of the Ca I and Ca n resonance line wings (e.g., Ayres and Johnson 1977) .
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In practice, the wing method for estimating surface gravities is similar to the application of weak-line ionization ratios (e.g., Mäckle et al. 1975 ) but with several important advantages: (1) the ^/-values for the resonance lines are better determined than those of the weak lines ; (2) resonance line wings are not subject to uncertainties in the turbulence model; (3) strong-line wing shapes can be measured more accurately than weak-line equivalent widths; and (4) the amount of data required for the strong-line analysis is relatively small compared to that required for the weak-line approach. Finally, it is obvious that the methods applied to the Ca i and Ca n spectrum in this paper can be generalized to other atoms. A likely candidate would be the Mg i and Mg n spectrum, although the resonance lines fall in the vacuum ultraviolet and must be observed from above the Earth's atmosphere (e.g., Kondo et al. 1972; Kohl and Parkinson 1976) . On the other hand, the Mg i and Mg n resonance lines are separated by only about 50 Â and are considerably stronger than H, K, and A4227 owing to the order-ofmagnitude larger magnesium abundance. In addition, the Mg i and Mg n analysis could be applied to hotter stars than is possible for Ca i and Ca n owing to the larger ionization potentials of neutral and singly ionized magnesium. Unfortunately, the severe line blanketing in the vicinity of these UV resonance lines partially offsets some of the advantages. In any event, we expect the Mg i and Mg n lines to become more prominent diagnostic tools as observations in that spectral range become more routine (e.g., Copernicus, IUE, LST, etc.).
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