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In computation intelligence and machine learning researchers often look to other fields of study, 
such as anthropology, biology, computer science, psychology, philosophy and neuroscience to shape the 
algorithms being developed.  Intelligence, which is generally attributed to humans, animals and plants, can 
be characterized by abstract thought, understanding, communication, reasoning, learning, planning, 
emotional intelligence and problem solving.  At the center of this capability are intelligent systems that 
have both the ability to adapt and the necessary complex analytics for autonomous behaviour that can 
provide intelligent control.  Such abilities can aid those in industry and academia currently searching for 
novel and adaptable solutions to complex problems.     
Within industry, the main priorities for business and government research and development include 
decentralization, uncertainly and complexity.  In the coming years there will be a need for programmatic 
efficiencies because of the insufficient manpower to support complex missions.  There will also be harsh 
environments that do not reasonably permit humans to enter and sustain activity as well as new 
requirements for adaptive autonomous control of vehicle systems in the face of unpredictable environments 
and challenging missions.  Problems of uncertainty and brittleness in this ever changing environment will 
need to be resolved with machine reasoning and intelligence, human/autonomous system interaction, and 
collaboration and scalable teaming of autonomous systems.  
Neural networks, fuzzy logic and evolutionary programming are just a few of the techniques that 
have been developed to solve some of these problems. The algorithms, techniques and applications 
described in this section move the fields of computational intelligence and machine learning in new 
directions and aim to contribute to the Complex Adaptive Systems Conference (2012) in the following 
categories: 
Computational Intelligence Data Analysis: Data analysis and correctly understanding the data that we 
have is the first step in finding solutions.  Data analysis, and identifying the right data to represent the 
problem often takes up most of the time in determining a problem solution.  The following papers fall into 
this category and attempt to solve this problem: 
 A General Iterative Procedure of the Non-Numerical Ranking Preferences Method for Multiple 
Objective Decision Making  
 Note and Timbre Classification by Local Features of Spectrogram 
Evolutionary Methods for Computational Analysis: The use of biological-inspired analytical techniques 
has proven to be an efficient approach given that actual biological systems have used these algorithms since 
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the beginning of time.  Learning from biological systems in order to allow the system to adapt and 
efficiently generate the best solution is important when other methods fail or no other methods are known.  
The following papers utilize biological-inspired techniques and algorithms: 
 Hybrid Sampling Strategy-based Multiobjective Evolutionary Algorithm  
 A Hybrid EA for Reactive Flexible Job-Shop Scheduling 
 Modified Genetic Algorithm for Flexible Job-Shop Scheduling Problems 
 Evaluation of Feedbacks Among Multiple Scheduler Profiles in Fuzzy Genetic Scheduling 
 An Evolutionary Game Theory Approach for Intelligent Patrolling 
 The GA-ACO Method Applied to Engineering Design 
 Basic Researches About the Motion Acquisition From Captured Dance Movement by Genetic 
Algorithm 
Machine Learning Methods: Learning is an important feature of living systems. Humans, plants and 
animals continue to prosper due to their ability to learn and adapt. Likewise, computer systems that learn 
have a better chance of avoiding brittleness and are better able to generalize, allowing them to make fewer 
mistakes even when information isn’t perfectly known. There are a large number of machine learning 
methods available to researchers. The following papers covered in this section cover four such methods.  
 Analysis of Viewer EEG Data to Determine Categorization of Short Video Clip 
 Towards A Differential Privacy Preserving Utility Machine Learning Ensemble Classifier 
 Cognitive Category Learning 
 Can Deep Neural Networks Discover Meaningful Pattern Features? 
Applications of Computational Intelligence Methods: Solutions for many complex applications have 
often remained elusive until computational intelligence methods have been tried. When using methods such 
as machine learning, evolutionary programming techniques, and clustering methods, the algorithms do not 
need to be known in advance, but are determined from the data.  The papers in this section use 
computational intelligent methods and cover monetary, weather and target detection applications. 
 Effect of Potential Model Pruning on the Different Size Boards in Monte Carlo Go 
 Industrial Robotic System with Adaptive Control 
 Design of a Highly Maneuverable Mobile Robot 
 Utilizing Depth Based Sensors and Customizable Software Frameworks for Experiential 
Applications 
Mathematical Methods: At the core of many computational methods are the mathematical algorithms that 
have been used in different ways or derived for special applications. The following papers describe 
mathematical techniques that have been used for four unique applications:  
 Approximate Policy Iteration for Average Reward Markov Control 
 Temporal Pattern Identification Using Reconstructed Phase Space and Hidden Markov Model 
 A Post-Pareto Approach for Multi-Objective Decision Making Using a Non-Uniform Weight 
Generator Method 
 A Formal Semantics for Ciset and Ciset Relation Operators 
