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SUMMARY
The main goal of this project was to develop an efficient clock synchronization scheme to ensure robust operation of wireless airborne networks in conditions of arbitrary network delays and absence of GPS (Global Positioning Systems In general, for distributed computing and networking systems, maintaining the logical clocks of the computers in such a way that they are never too far apart is one of the most complex problems of computer engineering. Whether it is the disciplining of computer clocks with the devices synchronized to a Global Positioning System (GPS) satellite or a Network Time Protocol (NTP) time server over the Internet, it is possible to equip some primary time servers for the purpose of synchronizing a much larger number of secondary servers and clients connected through a common infrastructure. In order to do this, a distributed network clock synchronization protocol is required through which a server clock can be read, the readings to other clients can be transmitted and each client clock can be adjusted as required. In such a distributed synchronization approach, the participating devices exchange timing information with their chosen reference at regular intervals and adjust their logical clocks accordingly.
A computer clock in general has two components, namely a frequency source and a means of accumulating timing events (consisting of a clock interrupt mechanism and a counter implemented in software). The implementation of the computer clock in the operating system and the programming interface differ between operating systems and hardware platforms. However, the basic source of timing is an uncompensated quartz crystal oscillator and the clock interrupts it generates. Theoretically, two clocks would remain synchronized if their offsets are set equal and their frequency sources run at the same rate. However, practical clocks are set with limited precision and the frequency sources run at slightly different rates. In addition, the frequency of a crystal oscillator varies due to initial manufacturing tolerance, aging, temperature, pressure and other factors. Because of these inherent instabilities, distributed clocks must regularly be synchronized to keep them running close to each other.
The Network Time Protocol [22] , [23] represents the most widely used clock synchronization protocol for large-scale networks with static topology such as the Internet. In NTP, the nodes are externally synchronized to a global reference time that is represented in the network by a set of master nodes or time servers that are referred to as layer-1 servers. The entire synchronization process assumes a hierarchical tree organization of the network nodes. Despite its wide-spread use in the synchronization of Internet, NTP is not appropriate for synchronization of wireless adhoc sensor networks that are subject to severe energy-constraints, dynamic topologies caused by mobility and node failures, and absence of GPS and global time references (due to either jamming, interferences, or absence of direct line of sight communication links). In addition, the service provided by NTP assumes continuous synchronization of all the network nodes with maximum accuracy and with no concern about energy consumption. However, NTP is not equipped with a mechanism to enable the local synchronization of a subset of nodes, and to keep the rest of the nodes switched to a power-saving (sleeping) state. Since listening continuously for the synchronization beacons is an energy-consuming operation, NTP cannot directly be applied to synchronization of energy-constrained wireless ad-hoc networks as is the case with wireless airborne networks and wireless sensor networks.
These considerations illustrate the need for novel distributed and scalable synchronization protocols for wireless ad-hoc networks that in general must satisfy a series of requirements:
energy-efficiency, robustness with respect to node mobility and link/node failures, and ability to guarantee the long-term network synchronization at local and global scales. 
METHODS, ASSUMPTIONS AND PROCEDURES
During the last two decades, many clock synchronization protocols have been proposed such as [1] , [2] , [23] , etc. NTP [23] is a protocol for synchronizing the clocks of computer systems over packet-switched, variable-latency data networks and it represents the Internet standard for time synchronization. It is a layered client-server architecture based on the User Data Protocol (UDP) message passing which synchronizes computer clocks in a hierarchical way using the offset delay estimation method. NTP's sender-receiver synchronization architecture is widely accepted in designing time synchronization algorithms and consists of the same two-way timing message exchange mechanism targeted in this project.
A protocol based on the remote clock reading method was put forward by [2] , which handles unbounded message delays between processes. In [1] , the time transmission protocol is used by a node to communicate the time on its clock to a target node, which subsequently estimates the time in the source node by using message timestamps and message delay statistics. For ad-hoc communication networks, the time synchronization protocol [8] represented one of the pioneering contributions in this area. The protocol is based on generating timestamps to record the time at which an event of interest occurred. The timestamps are updated by each node using its local clock and the time transformation method, where the final timestamp is expressed in terms of an interval with a lower bound and an upper bound. In the realm of wireless sensor networks, the clock synchronization protocols of particular note are Reference Broadcast Synchronization (RBS [5] ), Timing Synch Protocol for Sensor Networks (TPSN [6] ) and Time Diffusion Protocol (TDP [7] ). RBS relies on simultaneous reception of broadcast pulses by several nodes transmitted by a common neighboring node after which the nodes exchange their timestamps and estimate the relative time offsets and skews. On the other hand, TPSN is based on the same sender-receiver paradigm as in NTP, like many other traditional clock synchronization protocols. The basic difference is that TPSN has been molded sufficiently to suit the requirements of wireless sensor networks. On the other side, TDP establishes a network-wide equilibrium time through an iterative, weighted averaging technique based on a diffusion of messages involving all the nodes in the synchronization process.
Clock synchronization between any two nodes is generally accomplished by message exchanges.
Due to the presence of non-deterministic and possible unbounded message delays, messages can get delayed arbitrarily, which makes the clock synchronization very difficult [10] . The most commonly proposed non-deterministic network delay distributions are the Gaussian, exponential, Gamma, and Weibull probability density functions (pdfs) [9] , [20] , [25] . In general, it is difficult if not impossible to assess which distribution model may be fit to capture the network delay distributions in a given wireless sensor network (WSN). This is due to the fact that various factors might impact differently the distribution of network delays [17] , [18] . The Gaussian pdf [12] and the exponential pdf [9] were also recently proposed to model the network delays in WSNs.
Herein, the maximum likelihood (ML) estimators for clock offset estimation in the presence of Gaussian and exponential network delay distributions will be referred to as the Gaussian ML (GML) and exponential ML (EML), respectively. Reference [24] shows that GML and EML are quite sensitive to the network delay distributions. Therefore, one important problem that rises up is to design clock offset estimation schemes that are robust to the distribution of unknown network delays.
To overcome these challenges, in this project a novel clock offset estimation method, referred to as the Gaussian Mixture Kalman Particle Filter (GMKPF), is proposed and thoroughly tested.
Extensive computer simulations illustrate GMKPF's merits of being robust and yielding very accurate clock offset estimates in the presence of arbitrary network delay distributions. The clock offset estimation framework adopted in this project is identical with the two-way message exchanges between two nodes, encountered in NTP [22] and TPSN protocol [24] . GMKPF combines the importance sampling (IS) based measurement update step with a KF (Kalman Filter)
based Gaussian sum filter for the time-update and proposal density generation. Since GMKPF employs new observations and exploits the Expectation-Maximization (EM) algorithm to obtain the Gaussian Mixture Model (GMM), GMKPF is expected to exhibit better estimation performance when compared to GML and EML in general non-Gaussian/non-exponential delay models. Thus far, in the synchronization literature for WSNs, it appears that only very few preliminary and straightforward applications of standard Kalman filtering or general adaptive signal processing techniques were reported (see [14] , [16] and [26] ) to improve the mean square error (MSE) performance of protocols such as RBS [12] or TPSN [15] .
In this project, upon designing the GMKPF, a thorough performance analysis of GMKPF, GML, and EML in the presence of the two-way message exchange mechanism between two nodes and symmetric/asymmetric Gaussian, exponential, Gamma, Weibull network delay distributions is first carried out. The performance of GMKPF, GML, and EML is also simulated under the mixing of two different distributions: Gaussian and exponential, Gaussian and Gamma, Gaussian and Weibull, exponential and Gamma, exponential and Weibull, and Gamma and Weibull delay distributions, respectively. The computer simulation results corroborate the superior performance of the proposed method relative to GML and EML, and its robustness to general network delay distributions. Therefore, the proposed GMKPF method represents a high-performance and very reliable clock offset estimation scheme fit to overcome the uncertainties caused by the network delay distributions.
RESULTS AND DISCUSSION

Problem Formulation and Objectives
The two-way timing message exchange mechanism is a recently proposed clock synchronization scheme for wireless sensor networks [15] , [24] . Under this mechanism, the synchronization of two nodes A and B is achieved through a number of N cycles. Each cycle assumes two message transmissions: one from node A to node B, followed by a reverse transmission from node B to Utilizing the derivation presented in [24] , the differences between the kth up and down-link delay observations corresponding to the kth timing message exchange are given by 2, 1, k A x θ = will be used henceforth.
Thus, it turns out that we are looking to determine the estimator:
where l Z denotes the set of observed samples up to time l,
. Since the clock offset value is assumed constant, the clock offset can be modeled as obeying a Gauss-Markov dynamic channel model of the form:
where F is the state transition matrix for clock offset. The additive noise component k v can be modeled as Gaussian with zero mean and covariance { }
The vector observation model follows from the observed samples and it assumes the expression:
where the observation noise vector
accounts for the random delays. One can now observe that eqs. (2) and (3) recast our initial clock offset estimation problem into a GaussMarkov estimation problem with unknown states.
A Composite Particle Filtering Approach
Particle filtering is a sequential Monte Carlo sampling method built within the Bayesian paradigm. Gaussian or exponential pdfs. Alternatively, particle filtering can be applied to approximate 0:
by stochastic samples generated using a sequential importance sampling strategy.
Since the particle filtering with the prior importance function employs no information from observations in proposing new samples, its use is often ineffective and leads to poor filtering performance. Herein, we implement a slightly changed version of the Gaussian Mixture Sigma Point Particle Filter (GMSPPF) proposed in [21] , and which will be referred to as a composite approach. This composite approach comes out from the utilization of another filtering technique producing a filtering probability density function used as importance function (IF) for the particle filtering.
The GMSPPF is a family of methodologies that use hybrid sequential Monte Carlo simulation and a Gaussian sum filter to efficiently estimate posterior distributions of unknown states in a non-linear dynamic system. However, in our state space modeling, because of the linear model, we do modify this method further. Following [21] , we will next describe briefly the general framework assumed by the GMKPF method, obtained by replacing the SPKF with a KF. We next outline the main features of the proposed approach. First, we remark that any probability density ( ) p x can be approximated as closely as desired by a Gaussian mixture model (GMM) of the following form [11] ,
where G stands for the number of mixing components, ( ) g α denote the mixing weights and ( ) , ; x P μ N is a normal distribution with mean µ and covariance P . Thus, the predicted and updated Gaussian components, i.e., the means and covariances of the involved probability densities (posterior, importance, and so on) are calculated using the Kalman filter (KF) instead of the Sigma Point Kalman Filter (SPKF) [19] , [21] . Since the state and observation equations are linear, the KF was employed instead of the SPKF. Therefore, the resulting approach is called the Gaussian mixture Kalman particle filter (GMKPF). In order to avoid the particle depletion problem in cases where the observation (measurement) likelihood is very peaked, the GMKPF represents the posterior density by a GMM which is recovered from the re-sampled equally weighted particle set using the Expectation-Maximization (EM) algorithm.
In general for the particle filtering approach, the posterior density 
Finally, the conditional mean state and the corresponding error covariance can be calculated:
At the end of each recursion, the particles are resampled to ensure they occur with the same probability as the weights.
The GMKPF combines the importance sampling (IS) based measurement update step with a KF based Gaussian sum filter for the time-update and proposal density generation. In the time update stage, GMKPF approximates the prior, proposal and posterior density function as GMMs using banks of parallel KFs. The updated mean and covariance of each mixand follow from the KF updates. In the measurement update stage, the GMKPF uses a finite GMM representation of the posterior filtering density
where G is the number of GMMs, P . This is recovered from the weighted posterior particle set of the IS based measurement update stage, by means of an Expectation-Maximization (EM) [13] step. The EM algorithm can be used to obtain Gaussian Mixture approximations from these particles and weights. Through this mechanism, the EM-based posterior GMM further mitigates the "sample depletion" problem through its inherent "kernel smoothing" nature. The EM algorithm provides an iterative method to estimate θ via arg max ( | ) p
with the Gaussian mixture specified by the parameter set
. Specifically, the EM algorithm is a two-step iterative algorithm which works as follows: given a ( ) j θ , it finds the next value
• M-step:
The reader is directed to reference [13] for more detailed explanations of the EM algorithm for GMM. Finally, the conditional mean state estimate and the corresponding error covariance can be calculated as follows:
Below we provide a fairly pseudo-code for a GMKPF algorithm that is fit for estimating clock offsets in non-Gaussian delay models.
Algorithm
(1) At time k-1, initialize the densities
• The posterior density is approximated by
• The process noise density is approximated by
• The observation noise density is approximated by ( )
• Or equivalently, upon fitting the posterior GMM, calculate the variables in eq.
(8).
Implementation Aspects of GMKPF Algorithm
GMKPF can be viewed as an efficient tool to perform probabilistic inference, i.e., to estimate the hidden variables (states or parameters) of a system in an optimal and consistent fashion given noisy or incomplete observations. Fig. 2 depicts a general framework for probabilistic inference.
Figure 2. Probabilistic Inference
A block diagram of GMKPF is represented in Fig. 3 . 
General Simulation Results
In this section, computer simulation results will be offered to assess the performance of GMKPF, GML [24] , and EML [24] -approaches for estimating the clock offset in wireless sensor networks.
We consider a total of 10 delay models: asymmetric Gaussian, exponential, Gamma, Weibull, and mixtures of Gaussian and exponential, Gaussian and Gamma, Gaussian and Weibull, exponential and Gamma, exponential and Weibull, and Gamma and Weibull distributions. The reason for this study is to illustrate that the proposed method is robust, exhibits superior performance and can be applied to deal with any delay distribution. The stationary process k v is assumed to achieve a given constant variance 1 4 Q e = − . The number of particles and GMM are 100 and 3, respectively.
Figs. 6-9 show the MSE (Mean Square Error) of the estimators assuming that the random delay models are asymmetric Gaussian, exponential, Gamma, Weibull pdfs, respectively. The subscripts 1 and 2 are used to differentiate the parameters of delay distributions corresponding to uplink and downlink, respectively. As an example, the parameters 1 σ and 2 σ in Fig. 6 denote the standard deviations of uplink and downlink asymmetric Gaussian network delay densities, respectively. The MSEs are plotted against the number of observations, ranging from 5 to 25.
Note that the GMKPF performs much better (a reduction of MSE with over 100%) when compared to GML or EML. It is interesting to note that the MSE of GML exhibits better performance than EML in the asymmetric Gaussian delay model case and poorer performance in the presence of asymmetric exponential, Gamma, and Weibull delay models. The reason for this is that Gamma and Weibull delay models are closer to the exponential distribution than the Gaussian distribution. In these cases, the GML presents better performance than EML if the network delay process is closer to a Gaussian. Otherwise, the EML exhibits better performance than the GML, while GMKPF outperforms both the GML and EML. This project developed a very general and powerful inference method for estimating the clock offset in wireless ad-hoc networks. The benefits of the proposed synchronization method are in terms of improved performance and applicability to arbitrary random delay models such as asymmetric Gaussian, asymmetric exponential, Gamma, Weibull, as well as to mixtures of these delay models. One negative aspect is the fact that analytical closed form expressions do not necessarily exist and in general it is hard to derive lower bounds in the presence of (unknown)
non-Gaussian distributions. The project proposed a robust estimator based on the GMKPF that is capable of estimating the clock offset in arbitrary delay models, a result which might present applications in numerous wireless sensor networks applications with tight synchronization requirements [17] , [18] . Computer simulations also show that the proposed method yields superior performance.
The proposed statistical inference mechanism is quite general and can be practically applied to any modeling problem that can be phrased in terms of a state-space representation. The additive noise can assume arbitrary distributions, and the observation equation can be linear or nonlinear.
In the presence of a nonlinear observation equation, a slightly more general modeling framework in terms of particle filters might have to be adopted to handle the nonlinearities. However, in our present study, the clock observation equations are linear equations; therefore, a bank of Kalman filters was sufficient to efficiently track the unknown clock offset parameters. We would like to emphasize that the proposed statistical inference engine could be applied to more general applications such the problem of joint synchronization and localization. In this scenario, one can perform two tasks, namely clock synchronization and localization of a target using the same set of signals/data samples. Therefore, one could expect high performance and very fast algorithms to be developed using the proposed statistical inference mechanism. Furthermore, the results of this project could be extended further to address the problem of joint synchronization, localization and tracking of a moving target, or for assessing the topography of a wireless network. 
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