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1. Introduction
For k1, . . . ,kn ∈ Z1 with k1  2, the multiple zeta value (MZV) and the multiple zeta-star value
(MZSV) are deﬁned by
ζ(k1, . . . ,kn) =
∑
m1>···>mn>0
1
mk11 · · ·mknn
, ζ (k1, . . . ,kn) =
∑
m1···mn>0
1
mk11 · · ·mknn
,
respectively. When n = 1, the MZVs and MZSVs coincide and reduce to the values of the Riemann
zeta function at positive integers. Euler found that the Riemann zeta values at even positive integers
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ζ(2k) = − B2k(2π
√−1)2k
2(2k)! ,
where the rational numbers B2k are the Bernoulli numbers given by
∞∑
m=0
Bm
tm
m! =
tet
et − 1 .
This result has been generalized to MZVs (Hoffman [4], Ohno and Zagier [10], Yamasaki [12], etc.)
and MZSVs (Hoffman [4], Aoki, Kombu and Ohno [1], Zlobin [13], Muneta [8], etc.): for k,n ∈ Z1, we
have
ζ
({2k}n), ζ ({2k}n) ∈Qπ2kn.
Here and throughout, we write
{k1, . . . ,kl}m = k1, . . . ,kl,k1, . . . ,kl, . . . ,k1, . . . ,kl︸ ︷︷ ︸
lm
.
It has also been shown that
ζ
({3,1}n), ζ ({3,1}n) ∈Qπ4n
for n ∈ Z1, by Borwein, Bradley, Broadhurst and Lisoneˇk [2] and Kontsevich and Zagier [7] for MZVs
and by Zlobin [13] and Muneta [8] for MZSVs. Furthermore, Bowman and Bradley [3] obtained∑
∑2n
i=0mi=m
m0,...,m2n0
ζ
({2}m0 ,3, {2}m1 ,1, {2}m2 , . . . ,3, {2}m2n−1 ,1, {2}m2n) ∈Qπ2m+4n
for m ∈ Z0 and n ∈ Z1. However, its counterpart for MZSVs has been proved only partially: the
m = 1 case by Muneta [8] and m = 2 by Imatomi, Tanaka, Tasaka and Wakabayashi [6]. In the present
paper, we establish the complete counterpart by showing that∑
∑2n
i=0mi=m
m0,...,m2n0
ζ 
({2}m0 ,3, {2}m1 ,1, {2}m2 , . . . ,3, {2}m2n−1 ,1, {2}m2n) ∈Qπ2m+4n
for all m ∈ Z0 and n ∈ Z1. Note that this is valid when m ∈ Z1 and n = 0 because ζ ({2}m) ∈
Qπ2m as mentioned above, and also clearly valid when m = n = 0 because of the convention that the
value of ζ  at the empty sequence ∅ is 1. Therefore our main theorem reads as follows:
Theorem 1.1 (Main Theorem). For all m,n ∈ Z0 , we have∑
∑2n
i=0mi=m
m0,...,m2n0
ζ 
({2}m0 ,3, {2}m1 ,1, {2}m2 , . . . ,3, {2}m2n−1 ,1, {2}m2n) ∈Qπ2m+4n.
1986 H. Kondo et al. / Journal of Number Theory 132 (2012) 1984–2002Remark 1.2. After the present paper was submitted for publication, the third author [11] gave a
different proof of Theorem 1.1 by showing Theorem 2.14 below by induction. Shuji Yamamoto has
informed the authors that he obtained a completely different proof of Theorem 1.1 using generating
functions.
2. Reduction to an algebraic identity
2.1. Hoffman’s algebraic setup
We ﬁrst reduce our main theorem to an identity in the algebra introduced by Hoffman [5]. Our
deﬁnitions of operations are superﬁcially different from those given by Hoffman, as we intend to
deﬁne similar operations on another algebra later in a uniﬁed manner that is convenient to prove the
key algebraic identity. It will be seen that our deﬁnitions are essentially the same as Hoffman’s.
Let H = Q〈x, y〉 be the non-commutative polynomial algebra over the rational numbers in two
indeterminates x and y, and denote the subalgebras Q + Hy and Q + xHy of H by H1 and H0,
respectively. Write za = xa−1 y ∈H1 for a ∈ Z1.
Deﬁnition 2.1. An index is a ﬁnite sequence of positive integers; the empty sequence ∅ is also regarded
as an index. An index is admissible if either it is empty or its ﬁrst component is greater than 1. The
sets of all indices and all admissible indices are denoted by I and I0, respectively.
For a = (a1, . . . ,an) ∈ I , put za = za1 · · · zan ∈ H1, where z∅ = 1. Then it is easy to observe that{za | a ∈ I} and {za | a ∈ I0} are Q-vector space bases for H1 and H0, respectively.
Deﬁnition 2.2. We deﬁne Q-linear maps Z , Z :H0 →R by setting Z(za) = ζ(a) and Z(za) = ζ (a) for
a ∈ I0, where ζ(∅) = ζ (∅) = 1.
For n ∈ Z0, set [n] = {1, . . . ,n}, where [0] = ∅. Recall that for every l ∈ Z0, there exists a unique
map from [0] to [l], denoted by ∅, and it is strictly increasing and has image [0]. If n ∈ Z1, then
there is no map from [n] to [0]. A map σ : [n] → [l] is denoted by
(
1 · · · n
σ(1) · · · σ(n)
)
.
For a= (a1, . . . ,an) ∈ I and σ : [n] → [l], we deﬁne σ(a) = (σ (a)1, . . . , σ (a)l) ∈ Zl0 by
σ(a)i =
∑
s∈σ−1(i)
as
for i ∈ [l]. Note that if σ is surjective, then σ(a) ∈ I .
2.1.1. The transformation d
It is known that if we deﬁne a Q-linear transformation d on H1 by setting d(1) = 1 and d(wy) =
ϕ(w)y for w ∈H, where ϕ is an automorphism on H satisfying ϕ(1) = 1, ϕ(x) = x and ϕ(y) = x+ y,
then we have Z = Z ◦ d on H0. Here we give an alternative equivalent deﬁnition of d:
Deﬁnition 2.3. For n ∈ Z0, we write Sdn for the set of all pairs (l, σ ) of l ∈ Z0 and σ : [n] → [l] that
is nondecreasing and surjective. We deﬁne a Q-linear transformation d on H1 by setting
H. Kondo et al. / Journal of Number Theory 132 (2012) 1984–2002 1987d(za) =
∑
(l,σ )∈Sdn
zσ (a)
for a= (a1, . . . ,an) ∈ I .
Example 2.4. For n = 0, we have Sd0 = {(0,∅)} and so d(1) = 1.
For n = 1, we have
Sd1 =
{(
1,
(
1
1
))}
and so
d(za1) = za1
for a1 ∈ Z1.
For n = 2, we have
Sd2 =
{(
1,
(
1 2
1 1
))
,
(
2,
(
1 2
1 2
))}
and so
d(za1 za2) = za1+a2 + za1 za2
for a1,a2 ∈ Z1.
For n = 3, we have
Sd3 =
{(
1,
(
1 2 3
1 1 1
))
,
(
2,
(
1 2 3
1 1 2
))
,
(
2,
(
1 2 3
1 2 2
))
,
(
3,
(
1 2 3
1 2 3
))}
and so
d(za1 za2 za3) = za1+a2+a3 + za1+a2 za3 + za1 za2+a3 + za1 za2 za3
for a1,a2,a3 ∈ Z1.
Remark 2.5. If (l, σ ) ∈ Sdn , then l n.
Proposition 2.6. The transformation d deﬁned in Deﬁnition 2.3 is the same as the one deﬁned immediately
before Deﬁnition 2.3. It follows that Z = Z ◦ d on H0 .
Proof. It suﬃces to prove that
d(za) = xa1−1(x+ y) · · · xan−1−1(x+ y)xan−1 y ()
if n 2 and a= (a1, . . . ,an) ∈ I . For each (l, σ ) ∈ Sdn , we have
zσ (a) = xa1−1u1 · · · xan−1−1un−1xan−1 y,
1988 H. Kondo et al. / Journal of Number Theory 132 (2012) 1984–2002where us = x if σ(s) = σ(s + 1) and us = y if σ(s) + 1 = σ(s + 1) for s ∈ [n − 1]. This gives a one-to-
one correspondence between the elements of Sdn and the terms that appear in the expansion of the
right-hand side of (). 
2.1.2. The binary operations ∗ and X˜
Hoffman [5] deﬁned a Q-bilinear map ∗ : H1 ×H1 → H1, called the harmonic product, by setting
w ∗ 1 = 1 ∗ w = w and zaw ∗ zbw ′ = za(w ∗ zbw ′) + zb(zaw ∗ w ′) + za+b(w ∗ w ′) for w,w ′ ∈ H1,
whereas Muneta [9] deﬁned a Q-bilinear map X˜ : H1 × H1 → H1 by setting w X˜ 1 = 1 X˜ w = w
and zaw X˜ zbw ′ = za(w X˜ zbw ′) + zb(zaw X˜ w ′) for w,w ′ ∈H1. Here we give alternative equivalent
deﬁnitions of ∗ and X˜:
Deﬁnition 2.7. Let m,n ∈ Z0. We write S∗m,n for the set of all triples (l, σ , τ ) of l ∈ Z0, σ : [m] → [l]
and τ : [n] → [l] such that σ and τ are strictly increasing and satisfy Imσ ∪ Imτ = [l]. We also write
SX˜m,n for the set of those (l, σ , τ ) ∈ S∗m,n for which Imσ ∩ Imτ = ∅.
Deﬁne Q-bilinear maps ∗, X˜ :H1 ×H1 →H1 by setting
za ∗ zb =
∑
(l,σ ,τ )∈S∗m,n
zσ (a)+τ (b), za X˜ zb =
∑
(l,σ ,τ )∈SX˜m,n
zσ (a)+τ (b)
for a= (a1, . . . ,am),b = (b1, . . . ,bn) ∈ I .
Remark 2.8. Since Imσ ∪ Imτ = [l], we have σ(a) + τ (b) ∈ I .
Example 2.9. For m ∈ Z0 and n = 0, we have S∗m,0 = SX˜m,0 = {(m, id[m],∅)} and so
za ∗ 1= za X˜ 1= za
for all a ∈ I .
For m = n = 1, we have
S∗1,1 =
{(
1,
(
1
1
)
,
(
1
1
))
,
(
2,
(
1
1
)
,
(
1
2
))
,
(
2,
(
1
2
)
,
(
1
1
))}
,
SX˜1,1 =
{ (
2,
(
1
1
)
,
(
1
2
))
,
(
2,
(
1
2
)
,
(
1
1
))}
and so
za1 ∗ zb1 = za1+b1 + za1 zb1 + zb1 za1 , za1 X˜ zb1 = za1 zb1 + zb1 za1
for a1,b1 ∈ Z1.
For m = 2 and n = 1, we have
S∗2,1 =
{(
2,
(
1 2
1 2
)
,
(
1
1
))
,
(
2,
(
1 2
1 2
)
,
(
1
2
))
,(
3,
(
1 2
1 2
)
,
(
1
3
))
,
(
3,
(
1 2
1 3
)
,
(
1
2
))
,
(
3,
(
1 2
2 3
)
,
(
1
1
))}
,
SX˜2,1 =
{(
3,
(
1 2
1 2
)
,
(
1
3
))
,
(
3,
(
1 2
1 3
)
,
(
1
2
))
,
(
3,
(
1 2
2 3
)
,
(
1
1
))}
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za1 za2 ∗ zb1 = za1+b1 za2 + za1 za2+b1 + za1 za2 zb1 + za1 zb1 za2 + zb1 za1 za2 ,
za1 za2 X˜ zb1 = za1 za2 zb1 + za1 zb1 za2 + zb1 za1 za2
for a1,a2,b1 ∈ Z1.
Remark 2.10. If (l, σ , τ ) ∈ S∗m,n , then max{m,n} lm + n; if (l, σ , τ ) ∈ SX˜m,n , then l =m + n.
Proposition 2.11. Themap ∗ deﬁned above is the same as the one deﬁned by Hoffman [5]. It follows that ∗ is an
associative and commutative product with respect to which Z is homomorphic, i.e., Z(w ∗ w ′) = Z(w)Z(w ′)
for all w,w ′ ∈H0 .
Proof. It suﬃces to prove that
zaza′ ∗ zbzb′ = za(za′ ∗ zbzb′) + zb(zaza′ ∗ zb′) + za+b(za′ ∗ zb′)
for a,b ∈ Z1 and a′,b′ ∈ I . Consider the maps
S∗m,n+1 → S∗m+1,n+1; (l,σ , τ ) → (l + 1, σ˜ , τ + 1),
S∗m+1,n → S∗m+1,n+1; (l,σ , τ ) → (l + 1,σ + 1, τ˜ ),
S∗m,n → S∗m+1,n+1; (l,σ , τ ) → (l + 1, σ˜ , τ˜ ),
where σ˜ , σ + 1, τ˜ , τ + 1 are given by
σ˜ =
(
1 2 · · · m + 1
1 σ(1) + 1 · · · σ(m) + 1
)
, σ + 1=
(
1 · · · m + 1
σ(1) + 1 · · · σ(m + 1) + 1
)
,
τ˜ =
(
1 2 · · · n + 1
1 τ (1) + 1 · · · τ (n) + 1
)
, τ + 1=
(
1 · · · n + 1
τ (1) + 1 · · · τ (n + 1) + 1
)
.
They are injective and their images are disjoint sets with union S∗m+1,n+1. This completes the
proof. 
Proposition 2.12. The map X˜ deﬁned above is the same as the one deﬁned by Muneta [9]. It follows that X˜
is an associative and commutative product.
Proof. It suﬃces to prove that
zaza′ X˜ zbzb′ = za(za′ X˜ zbzb′) + zb(zaza′ X˜ zb′)
for a,b ∈ Z1 and a′,b′ ∈ I . Consider the maps
SX˜m,n+1 → SX˜m+1,n+1; (l,σ , τ ) → (l + 1, σ˜ , τ + 1),
SX˜m+1,n → SX˜m+1,n+1; (l,σ , τ ) → (l + 1,σ + 1, τ˜ ),
where σ˜ , σ + 1, τ˜ , τ + 1 are given in the preceding proof. They are injective and their images are
disjoint sets with union SX˜m+1,n+1. This completes the proof. 
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Theorem 2.13 (Main Theorem). For all m,n ∈ Z0 , we have
Z
(
zm2 X˜ (z3z1)
n) ∈Qπ2m+4n.
2.2. Reduction of our main theorem to an identity in H1
The aim of this subsection is to reduce our main theorem to the following identity in H1:
Theorem 2.14. For all a,b, c ∈ Z1 and m,n ∈ Z0 , we have
∑
i+p+2q=m
j+u1+···+up
+v1+···+vq=n
(−2)pd(zic X˜ (zazb) j) ∗ (z(a+b)u1+c · · · z(a+b)up+c X˜ z(a+b)v1+2c · · · z(a+b)vq+2c)
= (−1)m
∑
j+k=n
(
zmc X˜ (zazb)
j) ∗ d(zka+b).
Assuming Theorem 2.14 hereafter within this subsection, we will give a proof of our main theorem.
Deﬁnition 2.15. A partition of a set X is a family of pairwise disjoint nonempty subsets of X with
union X . For n ∈ Z1, the collection of all partitions of [n] is denoted by Πn .
Example 2.16. For n = 3, we have
Π3 =
{{{1}, {2}, {3}},{{1,2}, {3}},{{1,3}, {2}},{{2,3}, {1}},{{1,2,3}}}.
Lemma 2.17. For all a1, . . . ,an ∈ Z1 , we have
za1 ∗ · · · ∗ zan =
∑
P∈Πn
˜X
A∈P
z∑
i∈A ai .
Proof. Easy. Also see [4]. 
Example 2.18. For n = 3, we have
za1 ∗ za2 ∗ za3 = za1 X˜ za2 X˜ za3 + za1+a2 X˜ za3 + za1+a3 X˜ za2 + za2+a3 X˜ za1 + za1+a2+a3 .
Lemma 2.19. If a1, . . . ,an ∈ Z1 are all even, then
Z(za1 X˜ · · · X˜ zan ) ∈Qπa1+···+an .
Proof. We proceed by induction on n. For n = 1, the assertion is obvious because
Z(za1) = ζ(a1) ∈Qπa1 .
H. Kondo et al. / Journal of Number Theory 132 (2012) 1984–2002 1991Suppose that the lemma holds for 1, . . . ,n − 1. Applying Z to Lemma 2.17 gives
ζ(a1) · · · ζ(an) = Z
( ∑
P∈Πn
˜X
A∈P
z∑
i∈A ai
)
= Z(za1 X˜ · · · X˜ zan ) +
∑
P∈Πn\{{{1},...,{n}}}
Z
(
˜X
A∈P
z∑
i∈A ai
)
.
If P ∈ Πn \ {{{1}, . . . , {n}}}, then P has cardinality at most n − 1, and so the inductive hypothesis
shows that
Z
(
˜X
A∈P
z∑
i∈A ai
)
∈Qπ
∑
A∈P
∑
i∈A ai =Qπa1+···+an .
It follows that
Z(za1 X˜ · · · X˜ zan ) = ζ(a1) · · · ζ(an) −
∑
P∈Πn\{{{1},...,{n}}}
Z
(
˜X
A∈P
z∑
i∈A ai
)
∈Qπa1+···+an . 
Lemma 2.20. For all p,q,k, l ∈ Z0 , we have
∑
u1+···+up=k
v1+···+vq=l
Z(z4u1+2 · · · z4up+2 X˜ z4v1+4 · · · z4vq+4) ∈Qπ2p+4q+4k+4l.
Proof. We ﬁrst observe that
∑
u1+···+up=k
z4u1+2 X˜ · · · X˜ z4up+2 =
∑
u1+···+up=k
σ∈Sp
z4uσ (1)+2 · · · z4uσ (p)+2
=
∑
σ∈Sp
∑
uσ (1)+···+uσ (p)=k
z4uσ (1)+2 · · · z4uσ (p)+2
=
∑
σ∈Sp
∑
u1+···+up=k
z4u1+2 · · · z4up+2
= p!
∑
u1+···+up=k
z4u1+2 · · · z4up+2.
This and a similar equation give
∑
u1+···+up=k
v1+···+vq=l
z4u1+2 · · · z4up+2 X˜ z4v1+4 · · · z4vq+4
=
( ∑
u1+···+up=k
z4u1+2 · · · z4up+2
)
X˜
( ∑
v1+···+vq=l
z4v1+4 · · · z4vq+4
)
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p!
( ∑
u1+···+up=k
z4u1+2 X˜ · · · X˜ z4up+2
)
X˜
1
q!
( ∑
v1+···+vq=l
z4v1+4 X˜ · · · X˜ z4vq+4
)
= 1
p!q!
∑
u1+···+up=k
v1+···+vq=l
z4u1+2 X˜ · · · X˜ z4up+2 X˜ z4v1+4 X˜ · · · X˜ z4vq+4.
Hence the result follows from Lemma 2.19. 
Lemma 2.21. For all m,n ∈ Z0 , we have∑
j+k=n
Z
(
zm2 X˜ (z3z1)
j)Z(zk4) ∈Qπ2m+4n.
Proof. It suﬃces to show that
Z
(
zm2 X˜ (z3z1)
j)Z(zk4) ∈Qπ2m+4 j+4k
for all j,k ∈ Z0. Observe that
Z
(
zm2 X˜ (z3z1)
j)= ∑∑2 j
i=0mi=m
m0,...,m2 j0
ζ
({2}m0 ,3, {2}m1 ,1, . . . ,3, {2}m2 j−1 ,1, {2}m2 j ) ∈Qπ2m+4 j
by Bowman and Bradley [3] and that
Z
(
zk4
)= ζ ({4}k) ∈Qπ4k
by Muneta [8]. These observations complete the proof. 
Now we give a proof of our main theorem (Theorem 2.13), assuming Theorem 2.14:
Proof of Theorem 2.13. We proceed by induction on m + n and note that the theorem is obvious if
m + n = 0, in which case the only possibility is m = n = 0.
Apply Z to Theorem 2.14 and substitute (a,b, c) = (3,1,2) to get∑
i+p+2q=m
j+u1+···+up
+v1+···+vq=n
(−2)p Z(zi2 X˜ (z3z1) j)Z(z4u1+2 · · · z4up+2 X˜ z4v1+4 · · · z4vq+4)
= (−1)m
∑
j+k=n
Z
(
zm2 X˜ (z3z1)
j)Z(zk4),
whose right-hand side belongs to Qπ2m+4n by Lemma 2.21. The left-hand side is
m∑
i=0
n∑
j=0
Z
(
zi2 X˜ (z3z1)
j) ∑
p+2q=m−i
k+l=n− j
(−2)p
∑
u1+···+up=k
v1+···+vq=l
Z(z4u1+2 · · · z4up+2 X˜ z4v1+4 · · · z4vq+4)
∈ Z(zm2 X˜ (z3z1)n)+Qπ2m+4n
H. Kondo et al. / Journal of Number Theory 132 (2012) 1984–2002 1993by the inductive hypothesis and Lemma 2.20 because if p + 2q =m − i and k + l = n − j, then (2i +
4 j) + (2p + 4q + 4k + 4l) = 2m + 4n. This completes the proof. 
2.3. Reduction to an identity in a larger algebra
In order to prove Theorem 2.14, we ﬁnd it convenient to consider an algebra larger than H1. Let
M denote the sub-semigroup Z30 \ {(0,0,0)} of Z3, and A the non-commutative polynomial algebra
Q〈xα | α ∈M〉.
Write I for the set of all ﬁnite sequences of elements of M, including the empty sequence ∅. For
α = (α1, . . . ,αn) ∈ I , put xα = xα1 · · · xαn ∈ A, where x∅ = 1; then {xα | α ∈ I} is a Q-vector space
basis for A. For α = (α1, . . . ,αn) ∈ I and σ : [n] → [l], we deﬁne σ(α) = (σ (α)1, . . . , σ (α)l) ∈ (Z30)l
by
σ(α)i =
∑
s∈σ−1(i)
αs
for i ∈ [l].
We may deﬁne a Q-linear transformation d on A and Q-bilinear maps ∗, X˜ :A×A→A anal-
ogously as we did on H1. Then for any a,b, c ∈ Z1, the algebra homomorphism A → H1 deﬁned
by xα → zap+bq+cr for α = (p,q, r) ∈ M commutes with d, ∗ and X˜. Therefore, in order to prove
Theorem 2.14, it suﬃces to show the following identity in A:
Theorem 2.22. For all m,n ∈ Z0 , we have
∑
i+p+2q=m
j+u1+···+up
+v1+···+vq=n
(−2)pd(xie3 X˜ (xe1xe2) j) ∗ (x(u1,u1,1) · · · x(up ,up ,1) X˜ x(v1,v1,2) · · · x(vq,vq,2))
= (−1)m
∑
j+k=n
(
xme3 X˜ (xe1xe2)
j) ∗ d(xk(1,1,0)),
where e1 = (1,0,0), e2 = (0,1,0), e3 = (0,0,1).
2.4. Reduction to an identity in an algebra of formal power series
Deﬁnition 2.23. For α = (α1, . . . ,αl) ∈ I , its weight wtα and depth dpα are deﬁned by wtα = α1 +
· · · + αl ∈ Z30 and dpα = l ∈ Z0, where the empty sequence ∅ is understood to have weight 0 =
(0,0,0) and depth 0. For α ∈ Z30, the set of all α ∈ I of weight α is denoted by Iwt=α , and the
Q-vector subspace of A generated by {xα | α ∈ Iwt=α} is denoted by Awt=α .
Proposition 2.24. If w ∈Awt=α and w ′ ∈Awt=α′ , then d(w) ∈Awt=α and w ∗ w ′,w X˜ w ′ ∈Awt=α+α′ .
Proof. The proposition follows from the observation that in the deﬁnitions of d, ∗ and X˜, we have
wtσ(α) =wtα and wt(σ (α) + τ (β)) =wtα +wtβ . 
The proposition above implies that both sides in Theorem 2.22 have weight (n,n,m). Therefore it
suﬃces to show that
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m,n
∑
i+p+2q=m
j+u1+···+up
+v1+···+vq=n
(−2)pd(xie3 X˜ (xe1xe2) j) ∗ (x(u1,u1,1) · · · x(up ,up ,1) X˜ x(v1,v1,2) · · · x(vq,vq,2))
=
∑
m,n
(−1)m
∑
j+k=n
(
xme3 X˜ (xe1xe2)
j) ∗ d(xk(1,1,0))
in the algebra Q〈〈xα | α ∈M〉〉 of formal power series. Observe that d, ∗ and X˜ are well deﬁned in
Q〈〈xα | α ∈M〉〉. It follows that the following theorem implies our main theorem:
Theorem 2.25.We have∑
i, j,p,q,u1,...,up ,v1,...,vq
(−2)pd(xie3 X˜ (xe1xe2) j) ∗ (x(u1,u1,1) · · · x(up ,up ,1) X˜ x(v1,v1,2) · · · x(vq,vq,2))
=
∑
j,k,m
(−1)m(xme3 X˜ (xe1xe2) j) ∗ d(xk(1,1,0))
in Q〈〈xα | α ∈M〉〉.
3. Proof of Theorem 2.25
This section will be devoted to the proof of Theorem 2.25 by expanding both sides.
3.1. Basic properties of the operations
Deﬁnition 3.1.
1. We say that α = (α1, . . . ,αl) ∈ I is good if, writing αs = (as,bs, cs) for s ∈ [l], we have ∑s′s=1(as −
bs) ∈ {0,1} for all s′ ∈ [l] and ∑ls=1(as − bs) = 0. The set of all good α ∈ I is denoted by IG.
2. Deﬁne
M≈ = {(a,b, c) ∈M ∣∣ |a − b| 1}, M= = {(a,b, c) ∈M ∣∣ a = b}.
3. For M′ ⊂ M, write IM′ for the set of all α ∈ I whose components are all in M′ , and put
IGM′ = IM′ ∩ IG.
4. For I ′ ⊂ I , write AI ′ = {∑α∈I ′ qαxα | qα ∈ Q}, which is a Q-vector subspace of Q〈〈xα | α ∈
M〉〉 =AI .
Lemma 3.2.We have IM= ⊂ IG ⊂ IM≈ .
Proof. Obvious. 
Proposition 3.3. If w ∈AIG , then d(w) ∈AIG . If w ∈AIG and w ′ ∈AIM= , then w ∗ w ′,w X˜ w ′ ∈AIG .
Proof. We may assume that w = xα and w ′ = xβ , where α ∈ IG and β ∈ IM= . Furthermore, it suf-
ﬁces to show that σ(α) is good if (l, σ ) ∈ Sddpα and that σ(α) + τ (β) is good if (l, σ , τ ) ∈ S∗dpα,dpβ .
Write
α = ((a1,b1, c1), . . . , (adpα,bdpα, cdpα)),
β = ((a′1,a′1, c′1), . . . , (a′dpβ ,a′dpβ , c′dpβ)).
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t′∑
t=1
(a˜t − b˜t) =
t′∑
t=1
∑
s∈σ−1(t)
(as − bs) =
maxσ−1([t′])∑
s=1
(as − bs) ∈ {0,1}
for all t′ ∈ [l] because α is good. It follows that σ(α) is good.
If (l, σ , τ ) ∈ S∗dpα,dpβ , then, writing σ(α)t + τ (β)t = (a˜t , b˜t , c˜t) for t ∈ [l], we have
t′∑
t=1
(a˜t − b˜t) =
t′∑
t=1
( ∑
s∈σ−1(t)
as +
∑
s∈τ−1(t)
a′s −
∑
s∈σ−1(t)
bs −
∑
s∈τ−1(t)
a′s
)
=
maxσ−1([t′])∑
s=1
(as − bs) ∈ {0,1}
for all t′ ∈ [l] because α is good. It follows that σ(α) + τ (β) is good. 
Corollary 3.4. Both sides in Theorem 2.25 belong toAIG .
Proof. The corollary follows from Proposition 3.3 and the observation that (xe1xe2 )
j belongs to AIG
and that xie3 , x
k
(1,1,0) , x(u1,u1,1) · · · x(up ,up ,1) and x(v1,v1,2) · · · x(vq,vq,2) all belong to AIM= . 
Lemma 3.5. LetM′ ⊂M andM′′ ⊂M= . Given Aβ, Bγ ∈Q for each β ∈M′ and γ ∈M′′ , write
Aβ =
dpβ∏
s=1
Aβs , Bγ =
dpγ∏
t=1
Bγt
for β = (β1, . . . , βdpβ) ∈ IM′ and γ = (γ1, . . . , γdpγ ) ∈ IM′′ . Then we have
∑
β∈IGM′
∑
γ∈IM′′
Aβ Bγ (xβ ∗ xγ ) =
∑
α=(α1,...,αl)∈IG
(
l∏
s=1
∑
β∈M′∪{0}
γ∈M′′∪{0}
β+γ=αs
Aβ Bγ
)
xα,
where we deﬁne A0 = B0 = 1.
Proof. Since IM′′ ⊂ IM= by assumption, the left-hand side belongs to AIG because of Proposi-
tion 3.3. Therefore it suﬃces to show that for each α = (α1, . . . ,αl) ∈ IG, the coeﬃcient of xα in the
left-hand side is equal to
l∏
s=1
∑
β∈M′∪{0}
γ∈M′′∪{0}
β+γ=αs
Aβ Bγ =
∑
β˜1,...,β˜l∈M′∪{0}
γ˜1,...,γ˜l∈M′′∪{0}
β˜s+γ˜s=αs for s∈[l]
Aβ˜1 · · · Aβ˜l B γ˜1 · · · B γ˜l .
In the left-hand side, each (β,γ , σ , τ ) with β = (β1, . . . , βdpβ) ∈ IGM′ , γ = (γ1, . . . , γdpγ ) ∈ IM′′ ,
(l, σ , τ ) ∈ S∗dpβ,dpγ satisfying α = σ(β)+τ (γ ) yields the coeﬃcient Aβ Bγ . For each such (β,γ , σ , τ ),
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Then we have β˜s + γ˜s = αs for all s ∈ [l], and
Aβ Bγ = Aβ˜1 · · · Aβ˜l B γ˜1 · · · B γ˜l .
Conversely, let β˜1, . . . , β˜l ∈M′ ∪ {0} and γ˜1, . . . , γ˜l ∈M′′ ∪ {0} be given so that β˜s + γ˜s = αs for all
s ∈ [l]. Let β be the sequence (β˜1, . . . , β˜l) with all zero components removed, and deﬁne σ : [dpβ] →
[l] by setting σ(t) = s if the t-th component of β was originally β˜s . Note that the goodness of α
implies that of β thanks to the assumption on M′′ . Deﬁning γ and τ in a similar fashion, we may
see that this gives the desired one-to-one correspondence. 
3.2. Expansion of the right-hand side
Deﬁnition 3.6. For a ﬁnite subset A of Z, denote by Aodd and Aeven the sets of all odd and even
elements of A respectively, and by |A| the cardinality of A.
Deﬁnition 3.7. For a ∈ Z0, set Ma = {(b,b,a) | b ∈ Z0} \ {(0,0,0)} ⊂M= .
Lemma 3.8.We have ∑
k
d
(
xk(1,1,0)
)= ∑
γ∈IM0
xγ .
Proof. Since ∑
k
d
(
xk(1,1,0)
)=∑
k
∑
(l,σ )∈Sdk
xσ ({(1,1,0)}k)
and
σ
({
(1,1,0)
}k)
i =
(∣∣σ−1(i)∣∣, ∣∣σ−1(i)∣∣,0) ∈M0,
we only need to show that the map (k, l, σ ) → σ({(1,1,0)}k) is a bijection onto IM0 . Let γ ∈ IM0
be given. Set l = dpγ and write γ = (γ1, . . . , γl). Put k = (wtγ ) · e1, and deﬁne σ : [k] → [l] by
σ(s) =min{i ∈ [l] ∣∣ s (γ1 + · · · + γi) · e1}.
It is easily seen that this gives the inverse, which completes the proof. 
Lemma 3.9.We have ∑
j,m
(−1)m(xme3 X˜ (xe1xe2) j)= ∑
β∈IG{e1,e2,e3}
(−1)(wtβ)·e3xβ .
Proof. Since ∑
j,m
(−1)m(xme3 X˜ (xe1xe2) j)=∑
j,m
∑
(l,σ ,τ )∈SX˜m,2 j
(−1)mxσ ({e3}m)+τ ({e1,e2} j)
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({e3}m)i + τ ({e1, e2} j)i =
{ e3 if i ∈ Imσ ;
e1 if i ∈ τ ([2 j]odd);
e2 if i ∈ τ ([2 j]even),
we only need to show that the map ( j,m, l, σ , τ ) → σ({e3}m) + τ ({e1, e2} j) is a bijection onto
IG{e1,e2,e3} , because the coeﬃcients are seen to agree by the observation that if β = (β1, . . . , βl) =
σ({e3}m) + τ ({e1, e2} j), then
(−1)m = (−1)|{i∈[l]|βi=e3}| = (−1)(wtβ)·e3 .
Let β ∈ IG{e1,e2,e3} be given. Set l = dpβ and write β = (β1, . . . , βl). Put j = (wtβ) · e1 and m =
(wtβ) · e3, and deﬁne σ : [m] → [l] and τ : [2 j] → [l] by
σ(s) = s-th smallest element in {i ∈ [l] ∣∣ βi = e3},
τ (t) = t-th smallest element in {i ∈ [l] ∣∣ βi = e1, e2}.
It is easily seen that this gives the inverse, which completes the proof. 
Deﬁnition 3.10. Deﬁne
N = {(a,a,0) ∣∣ a ∈ Z1}∪ {(a + 1,a,0) ∣∣ a ∈ Z0}
∪ {(a,a + 1,0) ∣∣ a ∈ Z0}∪ {(a,a,1) ∣∣ a ∈ Z0}
⊂M≈.
Lemma 3.11.We have
∑
j,k,m
(−1)m(xme3 X˜ (xe1xe2) j) ∗ d(xk(1,1,0))= ∑
α∈IGN
(−1)(wtα)·e3xα .
Proof. Lemmas 3.8 and 3.9 show that
∑
j,k,m
(−1)m(xme3 X˜ (xe1xe2) j) ∗ d(xk(1,1,0))
=
(∑
j,m
(−1)m(xme3 X˜ (xe1xe2) j)) ∗(∑
k
d
(
xk(1,1,0)
))
=
( ∑
β∈IG{e1,e2,e3}
(−1)(wtβ)·e3xβ
)
∗
( ∑
γ∈IM0
xγ
)
=
∑
β∈IG{e ,e ,e }
∑
γ∈IM0
(−1)(wtβ)·e3(xβ ∗ xγ ).
1 2 3
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∑
β∈IG{e1,e2,e3}
∑
γ∈IM0
(−1)(wtβ)·e3(xβ ∗ xγ ) =
∑
α=(α1,...,αl)∈IG
(
l∏
s=1
∑
β∈{e1,e2,e3,0}
γ∈M0∪{0}
β+γ=αs
(−1)β·e3
)
xα .
For α = (a,b, c) ∈M≈ , we have
∑
β∈{e1,e2,e3,0}
γ∈M0∪{0}
β+γ=α
(−1)β·e3 =
{
1 if c = 0;
−1 if a = b and c = 1;
0 otherwise
=
{
(−1)α·e3 if α ∈N ;
0 if α /∈N .
It follows that∑
j,k,m
(−1)m(xme3 X˜ (xe1xe2) j) ∗ d(xk(1,1,0))= ∑
α∈IGN
(−1)(wtα)·e3xα . 
3.3. Expansion of the left-hand side
Deﬁnition 3.12. For γ = (γ1, . . . , γl) ∈ IM1∪M2 , deﬁne
charγ = ∣∣{s ∈ [l] ∣∣ γs · e3 = 1}∣∣.
Lemma 3.13.We have∑
p,q,u1,...,up ,v1,...,vq
(−2)p(x(u1,u1,1) · · · x(up ,up ,1) X˜ x(v1,v1,2) · · · x(vq,vq,2)) =
∑
γ∈IM1∪M2
(−2)charγ xγ .
Proof. We have∑
p,q,u1,...,up ,v1,...,vq
(−2)p(x(u1,u1,1) · · · x(up ,up ,1) X˜ x(v1,v1,2) · · · x(vq,vq,2))
=
( ∑
p,u1,...,up
(−2)px(u1,u1,1) · · · x(up ,up ,1)
)
X˜
( ∑
q,v1,...,vq
x(v1,v1,2) · · · x(vq,vq,2)
)
=
( ∑
γ 1∈IM1
(−2)dpγ 1xγ 1
)
X˜
( ∑
γ 2∈IM2
xγ 2
)
=
∑
γ 1∈IM1
∑
γ 2∈IM2
(−2)dpγ 1(xγ 1 X˜ xγ 2)
=
∑
γ∈IM ∪M
(−2)charγ xγ ,1 2
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(γ2,1, . . . , γ2,dpγ 2 ) ∈ IM2 and (l, σ1, σ2) ∈ SX˜dpγ 1,dpγ 2 , and if we deﬁne γ = (γ1, . . . , γl) = σ1(γ 1) +
σ2(γ 2) ∈ IM1∪M2 , then
γs · e3 =
{
γ1,t · e3 = 1 if s ∈ Imσ1 and s = σ1(t);
γ2,t · e3 = 2 if s ∈ Imσ2 and s = σ2(t),
and so
charγ = ∣∣{s ∈ [l] ∣∣ γs · e3 = 1}∣∣= |Imσ1| = dpγ 1. 
Deﬁnition 3.14. For α = (a,b, c) ∈M, write
〈α〉 =
(
a + b + c
c
)
= (a + b + c)!
(a + b)!c! ∈ Z1.
For α = (α1, . . . ,αl) ∈ I , write 〈α〉 =∏li=1〈αi〉 ∈ Z1, where 〈∅〉 = 1.
Lemma 3.15.We have
∑
i, j
d
(
xie3 X˜ (xe1xe2)
j)= ∑
β∈IG
〈β〉xβ .
Proof. Since
∑
i, j
(
xie3 X˜ (xe1xe2)
j)= ∑
α∈IG{e1,e2,e3}
xα
by a reasoning similar to the one used in the proof of Lemma 3.9, we have
∑
i, j
d
(
xie3 X˜ (xe1xe2)
j)= ∑
α∈IG{e1,e2,e3}
d(xα) =
∑
α∈IG{e1,e2,e3}
∑
(l,σ )∈Sddpα
xσ (α).
It suﬃces to prove that for each β ∈ IG, there are 〈β〉 triples (α, l, σ ) for which σ(α) = β .
Let β ∈ IG be given. Set l = dpβ; write β = (β1, . . . , βl) and βs = (as,bs, cs) for s ∈ [l]. The depth
of α is uniquely determined because
dpα =wtα · (1,1,1) =wtβ · (1,1,1).
The map σ is also uniquely determined because for every s ∈ [l], we have
∣∣σ−1(s)∣∣= ∑
t∈σ−1(s)
αt · (1,1,1) = βs · (1,1,1) = as + bs + cs.
Therefore choosing an appropriate α is equivalent to choosing, for each s ∈ [l], from as + bs + cs
components cs components to be occupied by e3, because then the goodness of α determines how to
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l∏
s=1
(
as + bs + cs
cs
)
= 〈β〉. 
Lemma 3.16.We have
∑
i, j,p,q,u1,...,up ,v1,...,vq
(−2)pd(xie3 X˜ (xe1xe2) j) ∗ (x(u1,u1,1) · · · x(up ,up ,1) X˜ x(v1,v1,2) · · · x(vq,vq,2))
=
∑
α∈IGN
(−1)(wtα)·e3xα .
Proof. Lemmas 3.13 and 3.15 show that
∑
i, j,p,q,u1,...,up ,v1,...,vq
(−2)pd(xie3 X˜ (xe1xe2) j) ∗ (x(u1,u1,1) · · · x(up ,up ,1) X˜ x(v1,v1,2) · · · x(vq,vq,2))
=
(∑
i, j
d
(
xie3 X˜ (xe1xe2)
j))
∗
( ∑
p,q,u1,...,up ,v1,...,vq
(−2)p(x(u1,u1,1) · · · x(up ,up ,1) X˜ x(v1,v1,2) · · · x(vq,vq,2))
)
=
( ∑
β∈IG
〈β〉xβ
)
∗
( ∑
γ∈IM1∪M2
(−2)charγ xγ
)
=
∑
β∈IG
∑
γ∈IM1∪M2
〈β〉(−2)charγ (xβ ∗ xγ ).
Applying Lemma 3.5 with M′ =M, M′′ =M1 ∪M2, Aβ = 〈β〉 and Bγ = (−2)χ{1}(γ ·e3) gives
∑
β∈IG
∑
γ∈IM1∪M2
〈β〉(−2)charγ (xβ ∗ xγ )
=
∑
α=(α1,...,αl)∈IG
(
l∏
s=1
∑
β∈M∪{0}
γ∈M1∪M2∪{0}
β+γ=αs
〈β〉(−2)χ{1}(γ ·e3)
)
xα,
where χ{1} denotes the characteristic function of {1}.
For α = (a,b, c) ∈M≈ , put
Cα =
∑
β∈M∪{0}
γ∈M1∪M2∪{0}
β+γ=α
〈β〉(−2)χ{1}(γ ·e3)
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Cα = 〈α〉 =
(
a + b
0
)
= 1.
If c = 1, then
Cα = 〈α〉 − 2
min{a,b}∑
k=0
〈
α − (k,k,1)〉= (a + b + 1
1
)
− 2
min{a,b}∑
k=0
(
a + b − 2k
0
)
= (a + b + 1) − 2(min{a,b} + 1)= {0 if |a − b| = 1;−1 if a = b.
If c  2, then, writing s = a + b + c, we have
Cα = 〈α〉 − 2
min{a,b}∑
k=0
〈
α − (k,k,1)〉+ min{a,b}∑
k=0
〈
α − (k,k,2)〉
=
(
s
c
)
− 2
min{a,b}∑
k=0
(
s − 2k − 1
c − 1
)
+
min{a,b}∑
k=0
(
s − 2k − 2
c − 2
)
=
min{a,b}∑
k=0
((
s − 2k
c
)
−
(
s − 2k − 2
c
))
− 2
min{a,b}∑
k=0
(
s − 2k − 1
c − 1
)
+
min{a,b}∑
k=0
(
s − 2k − 2
c − 2
)
because s − 2min{a,b} − 2< c; therefore Cα = 0 because(
s − 2k
c
)
−
(
s − 2k − 2
c
)
− 2
(
s − 2k − 1
c − 1
)
+
(
s − 2k − 2
c − 2
)
=
((
s − 2k − 1
c
)
+
(
s − 2k − 1
c − 1
))
−
((
s − 2k − 1
c
)
−
(
s − 2k − 2
c − 1
))
− 2
(
s − 2k − 1
c − 1
)
+
((
s − 2k − 1
c − 1
)
−
(
s − 2k − 2
c − 1
))
= 0.
In summary, we have
Cα =
{
(−1)α·e3 if α ∈N ;
0 if α /∈N .
It follows that∑
i, j,p,q,u1,...,up ,v1,...,vq
(−2)pd(xie3 X˜ (xe1xe2) j) ∗ (x(u1,u1,1) · · · x(up ,up ,1) X˜ x(v1,v1,2) · · · x(vq,vq,2))
=
∑
α∈IGN
(−1)(wtα)·e3xα . 
Lemmas 3.11 and 3.16 imply Theorem 2.25, thereby establishing our main theorem.
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