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An efficient method for assessing the quality of quantum state tomography is developed. Special attention
is paid to the tomography of multipartite systems in terms of unbiased measurements. Although the overall
reconstruction errors of different sets of mutually unbiased bases are the same, differences appear when partic-
ular aspects of the measured system are contemplated. This point is illustrated by estimating the fidelities of
genuinely tripartite entangled states.
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I. INTRODUCTION
Uncertainty in quantum theory can be attributed to two
different issues: the irreducible indeterminacy of individual
quantum processes, postulated by Born [1], and the com-
plementarity, introduced by Bohr [2], which implies that we
cannot simultaneously perform precise measurements of non-
commuting observables. For that reason, estimation of the
quantum state from the measurement outcomes, which is
sometimes called quantum tomography, is of paramount im-
portance [3–5]. Moreover, in practice, unavoidable imperfec-
tions and finite resources come into play and the performance
of tomographic schemes should be assessed and compared.
At a fundamental level, mutually unbiased bases (MUBs)
provide perhaps the most accurate statement of complemen-
tarity. This idea emerged in the seminal work of Schwinger [6]
and it has gradually turned into a keystone of quantum infor-
mation. Apart from being instrumental in many hard prob-
lems [7], MUBs have long been known to provide an optimal
basis for quantum tomography [8].
When the Hilbert space dimension d is a prime power,
d = pn, it is known that there exist sets of d + 1 MUBs [9].
These Hilbert spaces are realized by systems of n particles,
which, in turn, allow for special entanglement properties.
More specifically, we consider here n qubits, as they are the
building blocks of quantum information processing. It was
known that for three qubits, four different set of MUBs exist
with very different entanglement properties [10]. The analysis
was further extended to higher number of qubits [11] and con-
firmed by different approaches [12, 13]. For the experimental-
ist, this information is very important, because the complexity
of an implementation of a given set of MUBs will, of course,
greatly depend on how many of the qubits need to be entan-
gled.
In this work, we use Fisher information to set forth efficient
tools for assessing the quality of a wide class of tomographic
schemes, paying special attention to n-qubit MUBs. Despite
the widespread belief that MUBs are equally sensitive to all
the state features, we show that MUBs with different entan-
glement properties differ in their potential to characterize par-
ticular aspects of the reconstructed state. We illustrate this
with the fidelity estimation of three-qubit states, making ev-
ident the relevance of MUB-entanglement classification and
illustrating the possibility to optimize MUB tomography with
respect to the observables of interest.
II. SETTING THE SCENARIO
Let us start with a brief outlook of the basic methods
we need for the rest of the discussion. We deal with a
d-dimensional quantum system, represented by a positive
semidefinite d × d density matrix ρ . A very convenient
parametrization of ρ can be achieved in terms of a trace-
less Hermitian operator basis {λk}, satisfying Tr(λk) = 0 and
Tr(λkλℓ) = δkℓ:
ρ(a) = 1d +
d2−1
∑
k=1
ak λk , (2.1)
where the (d2 − 1)-dimensional generalized Bloch vector
a = (a1, . . . ,ad2−1) (ak ∈ R) is uniquely determined by ak =
Tr(λkρ). The set {λk} coincides with the orthogonal gen-
erators of SU(d), which is the associated symmetry alge-
bra [14, 15].
The measurements performed on the system are described,
in general, by positive operator-valued measures (POVMs),
which are a collection of positive operators {Π j ≥ 0} , resolv-
ing the identity ∑ j Π j = 1 [4]. Each POVM element repre-
sents a single output channel of the measuring apparatus; the
probability of detecting the jth output is given by the Born
rule p j = Tr(ρΠ j).
In a sensible estimation procedure, we have N identical
copies of the system and repeat the measurement on each of
them. The statistics of the outcomes is then multinomial, i.e.,
P(n|a) ∝ ∏ pn jj , (2.2)
where p j is the probability of detection at the jth channel and
n j the actual number of detections. Here, P(n|a) is the proba-
bility of registering the data n provided the true state is a.
The estimation requires the introduction of an estimator;
i.e., a rule of inference that allows one to extract a value for
2a from the outcomes n. The random variable aˆ is an unbi-
ased estimator if 〈aˆ〉 = a. The ultimate bound on the preci-
sion with which one can estimate a is given by the Cramer-
Rao bound [16, 17], which, in terms of the covariance matrix
covkℓ(aˆ) = 〈aˆkaˆℓ〉− 〈aˆk〉〈aˆℓ〉, can be stated as
covkℓ(aˆ)≥ (F−1)kℓ , (2.3)
where F stands for the Fisher matrix [18]
Fkℓ = N ∑
j
1
p j
∂ p j
∂ak
∂ p j
∂aℓ
. (2.4)
Since ∂ p j/∂ak = Tr(λkΠ j), it might superficially appear that
computing the Fisher matrix (and hence the covariances of the
estimated parameters) is straightforward. However, in prac-
tice, this can become quite a difficult task: the cost of com-
puting M×M matrix multiplications and inversions, even with
the best-known exact algorithm [19], scales as O(M2.8). For a
system of n qubits, this computational cost goes as O(25.6n),
which sets an upper limit on the dimension for which the eval-
uation of the reconstruction errors is feasible. For instance,
analyzing a system of just five qubits requires about a bil-
lion of arithmetic operations with individual elements, which
makes the problem intractable along these lines. This espe-
cially applies when a large number of repeated evaluations is
required, as in Monte Carlo simulations.
This numerical cost can be considerably reduced by em-
ploying a special parametrization for ρ . To this end, we
restrict ourselves to informationally complete (IC) measure-
ments, which are those for which the outcome probabilities
are sufficient to determine an arbitrary quantum state [20–23].
Given a system of dimension d, any IC measurement must
have at least d2 output channels; when it has just m = d2 of
them, it will be called a minimal IC reconstruction scheme.
It turns out that the error analysis in this case is particularly
simple and can be done analytically avoiding time-expensive
computations. We remark that we are not addressing here the
resources needed for a complete tomography (which scale ex-
ponentially); rather, our aim is to ascertain what can be better
estimated from IC measurements.
Indeed, for an IC minimal scheme {Π j} ( j = 1, . . . ,m),
there exists a unique representation of any quantum state in
terms of the basic probabilities p j = Tr(ρΠ j):
ρ = ρ(p1, p2, . . . , pm) . (2.5)
Normalization reduces by one the number of independent
parameters describing the state: ak ≡ pk (k = 1, . . . ,m− 1)
and pm = 1−∑m−1k=1 ak. In this way, we get ∂ p j/∂ak = δ jk( j = 1, . . . ,m− 1) and ∂ pm/∂ak =−1, leading us to
Fkℓ =
1
pk
δkℓ+
1
pm
, (F−1)kℓ = pk(1− pk)δkℓ− pk pℓ(1−δkℓ) .
(2.6)
We thus conclude that the errors of any IC minimal scheme
are given by the covariance matrix of the underlying true
multinomial distribution governing the measurement out-
comes. Notice that this might not apply to other overdeter-
mined setups, as, for instance, optical homodyne tomography.
Once the Fisher matrix is known, the errors in any obser-
vation can be estimated. Let us consider the measurement
of the average value z = Tr(ρZ) of some generic observable
Z. If the reconstructed state is ρˆ , the predicted outcomes are
zˆ = Tr(ρˆZ) and the expected errors are
(∆z)2 =
〈
Tr[Z(ρ − ρˆ)]2
〉
, (2.7)
where the averaging here is over many repetitions of the re-
construction. By expanding the observable in the POVM el-
ements, Z = ∑mk zkΠk, the true and predicted outcomes can
be given in terms of true and predicted measurement proba-
bilities as z = ∑mk zk pk and zˆ = ∑mk zk pˆk, where pk = Tr(ρΠk)
and pˆk = Tr(ρˆΠk), respectively. Denoting ∆pk = pk − pˆk the
differences between the true and inferred probabilities, the ex-
pected error of the observable Z defined by Eq. (2.7) becomes
(∆z)2 =
m
∑
kℓ
zk〈∆pk∆pℓ〉zℓ . (2.8)
Next, we rearrange Eq. (2.8) so that only m− 1 linearly inde-
pendent probabilities p1, . . . , pm−1 are involved. Notice that
∑mk pk = ∑mk pˆk = 1 implies ∑mk ∆pk = 0 and hence ∆pm =
−∑m−1k ∆pk. In this way, we get
(∆z)2 = z2m〈(∆pm)2〉+
m−1
∑
kℓ
zkzℓ〈∆pk∆pℓ〉
+
m−1
∑
k
zkzm〈∆pk∆pm〉+
m−1
∑
ℓ
zmzℓ〈∆pm∆pℓ〉
=
m−1
∑
kℓ
(zk − zm)〈∆pk∆pℓ〉(zℓ− zm) (2.9)
Employing the Cramer-Rao lower bound, we finally obtain
(∆z)2 =
m−1
∑
kℓ
(zk − zm)(F−1)kℓ(zℓ− zm). (2.10)
where F−1 is the inverse Fisher matrix in the probability rep-
resentation given by Eq. (2.6).
Occasionally, working in the measurement representation
might be preferable. Expanding the true and estimated states
in the measured POVM elements, ρ = ∑mk wkΠk and ρˆ =
∑mk wˆkΠk, we seek to express (∆z)2 in terms of the reconstruc-
tion errors ∆wk = wk − wˆk. If
Jkℓ =
∂ pk
∂wℓ
, k, ℓ = 1, . . . ,m− 1 (2.11)
is the matrix connecting the measurement and probability rep-
resentations, then ∆pk = ∑m−1ℓ Jkℓ ∆wℓ and we have F−1 =
JT F−1w J, which is computed effectively provided J is sparse.
By inserting this into Eq. (2.10), we get the desired result.
III. ASSESSING MUB PERFORMANCE
One pertinent example for which this probability represen-
tation turns out to be very efficient is for MUBs. As heralded
3before, we consider a system of n qubits; since the dimension
d = 2n is a power of a prime sets of MUBs {|Ψα , j〉} exist and
explicit construction procedures are at hand [7]. We denote
the corresponding projectors by Πα , j where the Greek index
α labels one of the d+1 families of MUBs and j denotes one
of the d orthogonal states in this family. Unbiasedness trans-
lates into
Tr(Πα jΠβ k) = δαβ δ jk +
1
d (1− δαβ ) . (3.1)
Notice that, in agreement with the usual MUB terminology,
each set of eigenstates is normalized to unity ∑dj Πα j = 1, so
that the POVM becomes normalized to d + 1, rather than to
unity. Our previous convention is readily recovered by using
N(d + 1) as the total number of copies.
As the total number of projections [d(d + 1)] minus the
number of constraints [(d + 1)] matches the minimal number
[(d2 − 1)] of independent measurements, this MUB tomog-
raphy is indeed an IC minimal scheme. In addition, there
are d + 1 sets of vectors, each resolving the unity, so that
∑ j pα j = 1 holds for each observable α . Consequently, the
Fisher information matrix in the probability representation
takes a block diagonal form
F =
d+1⊕
α
Fα , (3.2)
and in each block α , (Fα)kℓ and (F−1α )kℓ are given by Eq. (2.6).
Measurement errors can now be easily estimated. Indeed,
expanding a generic state in the MUB basis as
ρ =
d+1
∑
α
d
∑
j
wα jΠα j , (3.3)
with wα j = pα j −1/(d+1), we find that Jαk,β ℓ = δαβ δkℓ and
the total error appears as a sum of independent contributions
(∆z)2 = ∑α(∆zα)2 of individual MUB eigensets, with
(∆zα)2 =
d−1
∑
kℓ
(zαk − zαm)
(
Fα
)−1
kℓ (zαℓ− zαm) . (3.4)
We can reinterpret these results in an alternative way. With-
out lack of generality, we consider one diagonal block and
drop the index α . We introduce the operator S by S|z〉 = |z˜〉,
with z = (z1, . . . ,zd), z˜ = (z˜1, . . . , z˜d−1), and z˜k = zk − zd . This
can be represented by the rectangular (d−1)×d-dimensional
matrix Sk j = δk j −δ jd . If 〈·|·〉 is the standard scalar product in
this d-dimensional vector space, we may simply write
(∆z)2 = 〈z| ˜F−1|z〉, (3.5)
where ˜F−1 = ST F−1S. Notice that the inferred variance takes
now the form of Born’s rule and the effective inverse Fisher
matrix ˜F−1 becomes the relevant object governing the errors.
For example, the mean Hilbert-Schmidt distance from the es-
timate to the true state becomes
〈Tr[(ρ − ρˆ)2]〉= Tr( ˜F−1) , (3.6)
which gives a unitary invariant error, as it might be antici-
pated [24].
Another instance of interest is the error of the fidelity mea-
surement Z = |Ψtrue〉〈Ψtrue|. Here
zαk = wαk = pαk −
1
d+ 1 . (3.7)
The constant term 1/(d + 1) can be dropped because zαk en-
ters Eq. (3.4) only through differences. These formulas, to-
gether with Eq. (2.6), provide timely tools for analyzing the
performance and optimality of different MUB reconstruction
schemes.
For example, one could be interested in which observable
can be most (least) accurately inferred from a MUB tomogra-
phy. This is tantamount to minimizing (maximizing) Eq. (3.5)
subject to a fixed norm of |z〉. The principal axes of the er-
ror ellipsoid are defined by the eigenvectors and eigenvalues
of the effective inverse Fisher matrix ˜F−1. Notice that there is
always one zero eigenvalue per diagonal block, corresponding
to a constant vector zk = const (k = 1, . . . ,d), which, in turn,
corresponds to measuring the trace of the signal density matrix
Z ∝ 1 and z = Tr(ρ). This is consistent with the fact that the
trace is constrained to unity and hence error free. Thus, the
least (most) favorable measurements from the point of view
of a particular detection scheme are those given by the largest
(second smallest) eigenvectors of ˜F−1.
Similarly, one may be interested in the distribution P[(∆z)2]
of errors among all possible inferred measurements. From
Eq. (3.5), such a distribution is given precisely by the re-
stricted numerical range or “real shadow” [25] of ˜F−1.
IV. THE CASE OF THREE-QUBITS
Once the formalism has been set up, let us see how it works
for MUB reconstruction schemes. The goal is to assess the
performance of different sets of MUBs for moderately-sized
quantum systems.
For definiteness, let us look at the case of three qubits. It
is known [11] that MUB sets can be divided into nonequiv-
alent classes with respect to entanglement properties. In the
eight-dimensional Hilbert space of three qubits, any complete
set is comprised of 9 MUBs. We label the different sets by
(n1,n2,n3), where n1 denotes the number of separable bases
(every eigenvector of theses bases is a tensor product of singe-
qubit states), n2 the number of biseparable bases (one qubit
is factorized and the other two are in a maximally entangled
state) and n3 the number of nonseparable bases. In this no-
tation, there are four classes: (0,9,0), (3,0,6), (2,3,4), and
(1,6,2) (see the supplemental material for a detailed descrip-
tion). On physical grounds, one could expect that the per-
formances of these four classes with respect to entanglement-
specific state properties will also be different.
To clarify the question we apply the procedure developed
so far. To tie the observable to entanglement properties, we
consider the estimation of the fidelity error taking the in-
ferred observable to be the projection on the true state, Z =
|Ψtrue〉〈Ψtrue|. The confidence in the inferred fidelity can be
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FIG. 1. Fidelity errors of estimated GHZ and W states (upper panel)
as well as bipartite and separable states (lower panel) for MUB to-
mography measurements. Notice that the bipartite-bases (0,9,0)
class performs best on GHZ, bipartite and separable states, but worst
on W states. The differences are up to 30%.
used at the same time as a simple criterion of the overall qual-
ity of the tomographic setup.
In our simulations, genuinely tripartite GHZ and W entan-
gled three-qubit states were randomly generated, as well as
bipartite and separable ones, and subjected to MUB measure-
ments. For each MUB class, the expected error of the inferred
fidelity was estimated and averaged over 20,000 randomly
distributed states. The result is shown in Fig. 1. As we can
appreciate, in average the (0,9,0) scheme yields smaller fi-
delity errors for GHZ-like states (for bipartite and separable
also) and larger errors for W states compared to other MUB
sets. One also notices that the difference between GHZ, bi-
partite and separable is small, while W are still different.
To understand this result better, we have also investigated
the noise in the measured data and calculated the correlations
between the entropy of measurement probabilities and fidelity
errors, restricting ourselves, for simplicity, to GHZ and W
states. Figure 2 confirms strong correlations between those
two magnitudes and shows that for GHZ states, (0,9,0) to-
mograms are less noisy on average than (3,0,6) tomograms.
Again, the opposite is true for W states. There is not a simple
connection between state entanglement and MUB classes, as
one might naively anticipate. This demonstrates the key role
played by error estimation along the lines presented here.
Finally, we consider a set of randomly chosen measure-
ments Zi, whose expectation values zˆi = Tr(ρˆZi) are inferred
from the estimated state ρˆ and analyze the probability dis-
tribution P[(∆z)2] of the expected variances 〈(∆zi)2〉. This
distribution, being the real shadow 〈zi| ˜F−1|zi〉 of the effective
inverse Fisher matrix, tells us how the errors are distributed
in the set of all possible measurements and hence describes
in detail the performance of a given reconstruction scheme.
In Fig. 3, the difference ∆P = P(0,9,0)[(∆z)2]−P(3,0,6)[(∆z)2]
of the (0,9,0) and (3,0,6) shadows is approximated by his-
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FIG. 2. Correlations between the entropy of tomography outcomes
and the corresponding fidelity errors for the same states as in Fig. 1.
Large red and smalle blue dots are for (0,9,0) and (3,0,6) bases,
respectively.
tograms obtained from 500,000 variances calculated for ran-
domly generated measurements |zi〉 and randomly choosen
GHZ and W states for each MUB set. For GHZ states, the
(0,9,0) scheme yields very small errors and very large errors
more often than the (3,0,6) scheme. The opposite is true for
W states. Such complementary behavior of different MUB
sets makes it possible to optimize the tomography setup. For
instance, quantities with low inherent noise are more precisely
determined by the (0,9,0) [(3,0,6)] set provided the true state
is GHZ-like (W-like). The fidelity measurement discussed
above is a salient example of that optimization.
We stress that this kind of analysis, where many repeated
evaluations of the Fisher matrix must be performed, is chiefly
suited to the proposed method, for the standard approach
would become quickly unfeasible due to the scaling with the
system dimension.
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FIG. 3. Differences of (0,9,0) and (3,0,6) histograms of variances
for GHZ and W states. All histograms are normalized to unity. Pos-
itive ∆P for some (∆z)2 means error of this size is more typical for
(0,9,0) scheme than for (3,0,6) scheme and vice versa.
5V. CONCLUDING REMARKS
To summarize, we have presented a complete Fisher-
information-based toolbox for the proper assessment of any
IC tomographic scheme. In this context, we have discussed
the case of set of MUBs; although all of them are IC, their
performance for some particular tasks turns out to be depen-
dent on the entanglement distribution among the states of the
set. We believe that the ideas and techniques developed here
will be relevant in the experimental implementation and opti-
mization of quantum protocols in higher-dimensional Hilbert
spaces.
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EXPLICIT FORM OF THE SET OF MUBS FOR THREE QUBITS
For the sake of completeness, we briefly review the structure of the sets of MUBs for three qubits, following essentially the
approach in Ref. [11].
Because states belonging to the same basis are usually taken to be orthonormal, to study the property of “mutually unbiased-
ness” it is possible to use either mutually unbiased bases or the operators which have the basis states as eigenvectors. We thus
need d2 − 1 operators to obtain the whole set of states. In the case of power of prime dimension, this set can be constructed as
d+ 1 classes of d− 1 commuting operators.
In this way we get tables with nine rows of three mutually commuting (tensor products of) operators. We have suppressed
the tensor multiplication sign in all the tables. By construction, the simultaneous eigenstates of the operators in each row give
a complete basis, and each basis is mutually unbiased to each other. The number on the left enumerates the bases, while the
number on the right denotes how many subsystems the bases can be factorized into.
As stated before, we label the different sets of MUBs by (n1,n2,n3), where n1 denotes the number of separable bases (every
eigenvector of theses bases is a tensor product of singe-qubit states), n2 the number of biseparable bases (one qubit is factorized
and the other two are in a maximally entangled state) and n3 the number of nonseparable bases. In this way, the allowed structures
are {(2,3,4),(0,9,0),(1,6,2),(3,0,6)} and the corresponding tables are given in the following.
6TABLE I. (2,3,4) MUB.
1 σˆz ˆ1 ˆ1 ˆ1 ˆ1 σˆz ˆ1 σˆz ˆ1 σˆz ˆ1 σˆz ˆ1 σˆzσˆz σˆzσˆzσˆz σˆzσˆz ˆ1 3
2 σˆx ˆ1 ˆ1 ˆ1 σˆx ˆ1 ˆ1 ˆ1 σˆx σˆxσˆx ˆ1 ˆ1 σˆxσˆx σˆxσˆxσˆx σˆx ˆ1 σˆx 3
3 σˆy ˆ1 ˆ1 ˆ1 σˆxσˆz ˆ1 σˆzσˆx σˆyσˆxσˆz ˆ1 σˆyσˆy σˆyσˆyσˆy σˆyσˆzσˆx 2
4 σˆx ˆ1 σˆz ˆ1 σˆy ˆ1 σˆz ˆ1 σˆy σˆxσˆyσˆz σˆzσˆyσˆy σˆyσˆyσˆx σˆy ˆ1 σˆx 2
5 σˆxσˆz ˆ1 σˆzσˆxσˆz ˆ1 σˆzσˆy σˆyσˆyσˆz σˆzσˆyσˆx σˆyσˆxσˆx σˆx ˆ1 σˆy 1
6 σˆy ˆ1 σˆz ˆ1 σˆyσˆz σˆzσˆzσˆy σˆyσˆy ˆ1 σˆzσˆxσˆx σˆxσˆxσˆy σˆxσˆzσˆx 1
7 σˆxσˆzσˆz σˆzσˆyσˆz σˆzσˆzσˆx σˆyσˆx ˆ1 ˆ1 σˆxσˆy σˆxσˆyσˆx σˆy ˆ1 σˆy 1
8 σˆyσˆzσˆz σˆzσˆy ˆ1 σˆz ˆ1 σˆx σˆxσˆxσˆz ˆ1 σˆyσˆx σˆyσˆxσˆy σˆxσˆzσˆy 1
9 σˆyσˆz ˆ1 σˆzσˆx ˆ1 ˆ1 ˆ1 σˆy σˆxσˆy ˆ1 σˆzσˆxσˆy σˆxσˆyσˆy σˆyσˆzσˆy 2
TABLE II. (0,9,0) MUB.
1 σˆx ˆ1 ˆ1 ˆ1 σˆzσˆy ˆ1 σˆyσˆz σˆxσˆzσˆy ˆ1 σˆxσˆx σˆxσˆxσˆx σˆxσˆyσˆz 2
2 σˆy ˆ1 ˆ1 ˆ1 σˆxσˆz ˆ1 σˆzσˆx σˆyσˆxσˆz ˆ1 σˆyσˆy σˆyσˆyσˆy σˆyσˆzσˆx 2
3 σˆz ˆ1 ˆ1 ˆ1 σˆyσˆx ˆ1 σˆxσˆy σˆzσˆyσˆx ˆ1 σˆzσˆz σˆzσˆzσˆz σˆzσˆxσˆy 2
4 σˆyσˆzσˆy ˆ1 σˆz ˆ1 σˆx ˆ1 σˆz σˆy ˆ1 σˆy σˆxσˆzσˆz σˆz ˆ1 σˆx σˆzσˆzσˆx 2
5 σˆyσˆyσˆz σˆxσˆyσˆx ˆ1 σˆy ˆ1 σˆz ˆ1 σˆy σˆx ˆ1 σˆx σˆzσˆyσˆy σˆy ˆ1 σˆz 2
6 σˆzσˆzσˆy ˆ1 ˆ1 σˆy σˆxσˆy ˆ1 σˆzσˆz ˆ1 σˆxσˆyσˆy σˆyσˆx ˆ1 σˆyσˆxσˆy 2
7 σˆyσˆxσˆx σˆx ˆ1 σˆy σˆxσˆxσˆy σˆzσˆxσˆz ˆ1 σˆx ˆ1 σˆy ˆ1 σˆx σˆz ˆ1 σˆz 2
8 σˆzσˆxσˆx σˆxσˆz ˆ1 σˆxσˆzσˆx σˆyσˆyσˆx ˆ1 ˆ1 σˆx σˆzσˆx ˆ1 σˆyσˆy ˆ1 2
9 σˆzσˆyσˆz σˆxσˆxσˆz ˆ1 ˆ1 σˆz σˆyσˆz ˆ1 σˆxσˆx ˆ1 σˆyσˆzσˆz σˆzσˆy ˆ1 2
TABLE III. (1,6,2) MUB.
1 σˆxσˆz ˆ1 ˆ1 ˆ1 σˆy σˆzσˆy ˆ1 σˆxσˆzσˆy σˆzσˆyσˆy σˆyσˆxσˆy σˆyσˆx ˆ1 2
2 σˆyσˆz ˆ1 σˆzσˆx ˆ1 ˆ1 ˆ1 σˆx σˆxσˆy ˆ1 σˆzσˆxσˆx σˆxσˆyσˆx σˆyσˆzσˆx 2
3 σˆz ˆ1 ˆ1 σˆzσˆxσˆy σˆzσˆyσˆx ˆ1 σˆxσˆy ˆ1 σˆzσˆz σˆzσˆzσˆz ˆ1 σˆyσˆx 2
4 σˆyσˆzσˆy ˆ1 σˆz ˆ1 σˆxσˆzσˆz σˆy ˆ1 σˆy σˆx ˆ1 σˆz σˆzσˆzσˆx σˆz ˆ1 σˆx 2
5 σˆxσˆx ˆ1 σˆyσˆyσˆy σˆzσˆyσˆz σˆzσˆzσˆy σˆx ˆ1 σˆx ˆ1 σˆxσˆx σˆyσˆzσˆz 1
6 σˆz ˆ1 σˆy ˆ1 σˆzσˆy σˆyσˆxσˆz σˆzσˆz ˆ1 σˆyσˆyσˆx σˆxσˆyσˆz σˆxσˆxσˆx 1
7 σˆxσˆxσˆy σˆx ˆ1 σˆy σˆyσˆxσˆx ˆ1 σˆx ˆ1 σˆzσˆxσˆz σˆy ˆ1 σˆx σˆz ˆ1 σˆz 2
8 ˆ1 σˆyσˆy σˆx ˆ1 ˆ1 σˆxσˆzσˆx σˆxσˆyσˆy ˆ1 σˆzσˆx ˆ1 σˆxσˆz σˆxσˆxσˆz 2
9 ˆ1 σˆy ˆ1 σˆyσˆy ˆ1 ˆ1 ˆ1 σˆz σˆy ˆ1 ˆ1 σˆyσˆyσˆz σˆy ˆ1 σˆz ˆ1 σˆyσˆz 3
TABLE IV. (3,0,6) MUB.
1 σˆxσˆyσˆz ˆ1 σˆzσˆx σˆyσˆz ˆ1 σˆxσˆxσˆy σˆy ˆ1 σˆx σˆzσˆyσˆy σˆzσˆxσˆz 1
2 σˆzσˆyσˆz σˆyσˆxσˆz ˆ1 σˆzσˆy σˆxσˆz ˆ1 σˆyσˆyσˆx σˆx ˆ1 σˆy σˆzσˆxσˆx 1
3 σˆy ˆ1 ˆ1 σˆyσˆyσˆy σˆy ˆ1 σˆy ˆ1 σˆyσˆy ˆ1 σˆy ˆ1 σˆyσˆy ˆ1 ˆ1 ˆ1 σˆy 3
4 σˆzσˆxσˆy ˆ1 σˆyσˆz σˆxσˆy ˆ1 σˆzσˆzσˆx σˆx ˆ1 σˆz σˆyσˆxσˆx σˆyσˆzσˆy 1
5 σˆxσˆxσˆz σˆz ˆ1 σˆx σˆyσˆzσˆz σˆyσˆxσˆy σˆxσˆzσˆy ˆ1 σˆyσˆx σˆzσˆy ˆ1 1
6 σˆyσˆzσˆx ˆ1 σˆxσˆy σˆzσˆx ˆ1 σˆyσˆyσˆz σˆz ˆ1 σˆy σˆxσˆzσˆz σˆxσˆyσˆx 1
7 σˆxσˆyσˆy σˆxσˆzσˆx σˆzσˆyσˆx ˆ1 σˆxσˆz σˆyσˆx ˆ1 σˆzσˆzσˆy σˆy ˆ1 σˆz 1
8 ˆ1 ˆ1 σˆx σˆx ˆ1 ˆ1 σˆxσˆxσˆx σˆx ˆ1 σˆx ˆ1 σˆxσˆx ˆ1 σˆx ˆ1 σˆxσˆx ˆ1 3
9 ˆ1 σˆz ˆ1 σˆzσˆz ˆ1 ˆ1 ˆ1 σˆz σˆz ˆ1 ˆ1 σˆzσˆzσˆz σˆz ˆ1 σˆz ˆ1 σˆzσˆz 3
