Abstract. We prove that if B is a set of N positive integers such that B · B contains an arithmetic progression of length M , then for some absolute C > 0,
Introduction
One of the main objectives of additive combinatorics is to show that a set cannot be simultaneously additively and multiplicatively structured. In particular, if one defines the sumset A + A = {a + a ′ : a, a ′ ∈ A} and the product set A · A = {aa ′ : a, a ′ ∈ A} of a set A, the sum-product conjecture of Erdős and Szemerédi claims that the size of at least one of these sets is substantially larger than that of the original set. Originally, the conjecture was formulated only for integer sets, but later it became clear that conceivably it should hold in a much more general setting, so now it is usually stated for A ⊂ C. More precisely,
where ǫ > 0 can be taken arbitrarily small and C ǫ is some constant which depends only on ǫ. There are numerous results towards this conjecture in different flavours but it is still far from resolution. We refer the interested reader to [4] for an overview of this topic 1 . On the other hand, very little is known about sets which are themselves of the form B · B or B + B, or subsets thereof. Clearly, such sets must be as well multiplicatively resp. additively structured in a certain sense, but perhaps in a more subtle way. For example, it is an open problem to algorithmically decide whether a given set A is of the form B + B, see Problem 4.11 in [1] .
By analogy to the classical sum-product phenomenon, one might expect that B · B (resp. B + B) cannot contain large additively (resp. multiplicatively) structured pieces, with some freedom left in defining what the actual structure is. Some results in this direction have been obtained by Roche-Newton and the author [3] , [6] , where the structure is defined in terms of the additive (resp. multiplicative) energy. In the extreme case of a product set B · B containing an arithmetic progression (AP), the author showed in [7] that the maximal length of the arithmetic progression must be O(|B| log |B|), at least in the integer case, together with an example exhibiting a progression of length Ω(|B| log |B|).
The goal of the present note is to further refine these bounds in the integer case by recasting the original problem to F n 3 . The linear space structure of F n 3 allows one to obtain more control over the structure of the sets in question and eventually significantly refine the previous bound, which was based mainly on number theoretic arguments. The heart of the proof is Lemma 4 below about minimal additive decomposition of discrete spheres in F n 3 which might be of independent interest.
One can think of the problem considered in the present paper as the problem of finding a uniform bound for the minimal size of a mutiplicative basis 2 (of order two) for an integer arithmetic progression of size N.
Indeed, recall that a set B is a multiplicative basis for a set of numbers A if A ⊂ B · B. For a given set A, define
MBP × (M) := min{MB × (P ) : P is an AP of length M}. The main result of the present paper can be reformulated as follows.
Theorem 1.
There is an absolute C > 0 such that
where π is the prime counting function.
Clearly, in order to bound MBP × (M) from above it suffices to construct a thin multiplicative basis for the integer interval [M] . This problem was recently considered by Pach and Sándor [2] (see also references therein), who constructed an essentially best possible multiplicative basis. In particular, they proved the following.
Theorem 2 (Pach and Sándor, [2] ). 
Notation
Throughout the paper we use the standard notation X ≪ Y , Y ≫ X, X = O(Y ), Y = Ω(X). All of these expressions mean that there is a constant C, independent of X and Y , such that |X| ≤ CY .
We write (a, b) for the greatest common divisors of two integers a and b. For a prime p, we write v p (x) for the maximal power f such that p f |x. We also write
For a subset X of a linear space V we write Span(X) for the linear span of the elements of X.
Main result
Throughout the paper we will assume that an arithmetic progression A of size M is contained in the product set B · B of an integer set B of size N. Our goal is to bound MBP × (M), that is, to give a uniform lower bound on N in terms of M.
Obviously, a lower (upper) bound on N in terms of M is equivalent to an upper (lower) bound on M in terms of N. We will prove Theorem 1 by bounding M in terms of N rather then what is stated, as it is slightly more convenient for calculations.
Both Lemma 1 and 2 below are essentially borrowed from [7] and presented here in order to make the exposition self-contained. 
For these sets we have the following property:
Proof. Let (A, B) be a pair of sets with the product of the elements of B minimal among all pairs of sets satisfying (1)- (3) (note that there could be many such pairs and there is at least one such a pair). If (v, g) = 1 then there exists a prime p and exponents e > f ≥ 1 with p e d and p f a. Therefore p f x for every x ∈ A, which means that if
Otherwise, let A ′ = {x/p 2 : x ∈ A} and
One easily verifies that
A ′ ⊂ B ′ · B ′ with |A ′ | = M, |B ′ | = N and
the product of the elements of B
′ is much smaller than the product of the elements of B. This contradicts our assumption of minimality. Now we prove the second part of the lemma. Let P be the set of primes p m with m ∈ M, so |P| = |M| := M p . Define a map ρ :
Mp , where q is some prime number defined in due course, as follows.
where the division is coordinatewise. It is easy to see that ρ(u + vm) ∈B +B for any m ∈ M. Moreover, by the hypothesis of the lemma we can choose q such that ρ(u + vm) has only one non-zero coordinate, namely m. But then obviously the linear span Span(B) in (F q )
Mp must be the whole space, so |B| ≥ M p = |M|. The desired property now follows.
From now on we will assume that the pair of sets (A, B) in question satisfies the properties (1)- (4) of Lemma 1.
Lemma 2 (Further reduction to v = 1). Using the notation of Lemma 1, if
Proof of upper bound on M. We begin by using the lemma. If p is a prime ≥ M then it can divide at most one u + mv (since (u, v) = 1). Let
Indeed, the left hand side has only prime divisors less than M and for such a prime p < M the maximal power of p which divides the left hand side is at most
If we assume that |B| ≤ {1 + o(1)}M/ log M then L ≤ {2 + o(1)}M/ log M by the prime number theorem. If v ≥ 9 then (2) yields 3 , using Stirling's formula,
which gives a contradiction for M sufficiently large. If u ≥ 7M then (2) yields, using Stirling's formula,
which gives a contradiction for M sufficiently large. Hence we may assume that v ≤ 9 and u < 7M, so that each u + mv ≤ 16M. Any element of the arithmetic progression {u + mv} is divisible by at most one prime p > 4 √ M and then to the first power. For each prime 4 √ M < p ≤ M, select some m p for which p|u + m p v. We let M = {m p : 4 √ M < p ≤ M} and apply Lemma 1, so that |B| ≥ π(M) − π(4 √ M). We can do better than this. We can take
log M and v = 1, which we will assume from now on.
We proceed with the following simple lemma which says that the regime v = 1, u ≪ M is essentially the same as v = 1, u = 0. Recall that using Lemma 1 and Lemma 2 we have reduced the original pair (A, B) to the case A = {g(u + m)}, 1 ≤ m ≤ M with A ⊂ B · B. As u ≪ M 2/3 log M, it follows that u ≤ M, for M large enough (i.e. larger than a fixed constant which in turn only affects the constant in the final bound of Theorem 1). Similarly, in what follows we assume that M is 'sufficiently large' for all the asymptotic estimates to hold.
Let P 1 be the set of primes in the interval [M 1/3 + 1, M] and P 2 be the set of primes in the interval [3, M 1/3 ]. By Lemma 3, we can pick for each integer x ∈ [M] some m x such that u + m x = 2 k(x) x. We define
By the Prime Number Theorem,
Obviously, M 1 and M 2 as well as P 1 and P 2 are disjoint. We will now use a map similar to the one used in the proof of Lemma 1, namely ρ :
. The map requires a bit of notation and is defined as follows.
We assign a coordinate index in F
to each element of P 1 ∪P 2 by mapping P 1 to the first |P 1 | coordinate indices and P 2 to the last |P 2 | coordinate indices. We thus have defined a one-to-one correspondence between the primes in P 1 ∪ P 2 and the coordinates of the linear space. Further, for each prime p in P 1 ∪ P 2 the correspondence induces the canonical coordinate projection π p : F
to x p ∈ F 3 , which is the coordinate of x corresponding to the prime p. We will use the subscript notation for the action of coordinate projections from now on.
We now define the map ρ :
coordinate-wise. For a prime p i ∈ P 1 ∪P 2 , we define ρ(·) p i := v p i (·) mod 3, in other words, each coordinate is defined as the maximal power of the correspondent prime reduced modulo three.
Consider the set We now state a lemma about 3-spheres, which might be of independent interest, but defer the proof till the end of the current discussion. Using Lemma 4 as a black box, we now finish the proof of Theorem 1.
Proof of Theorem 1. Let A ′ ⊂ B ′ + B ′ be the sets defined in the preceding discussion. Let H be a graph with B ′ as the vertex set and for each a ∈ A ′ a single edge is placed joining some pair (b, b ′ ) with b + b ′ = a. In fact, the edges are of two types: the ones corresponding to m ∈ M 1 and to m ∈ M 2 . Consider the subgraph H ′ spanned by the edges of the first type, so E(H ′ ) restricted to the first |P 1 | coordinates is a 1-sphere and the projection to the last |P 2 | coordinates is zero.
Let H 1 , . . . , H K be the connected components of H ′ . It follows that V (H i )| P 2 (i.e. projection to the last |P 2 | coordinates) can attain only two values on each component and they must sum to zero. Denote these vectors by v i and − v i . Moreover, if H i contains an odd cycle, v i = 0, since chasing such a cycle implies v i = − v i . On the other hand, H i cannot contain even cycles at all, since it would imply a linear dependence between edges, which is absurd as they form a basis for the subspace spanned by the first |P 1 | coordinates.
Let T be the number of trees among H i . Summing up, we have the following observations. First,
since the vertices of any component which is not a tree have trivial projection to P 2 -coordinates and for each tree the vertices are projected onto at most two vectors. Second, |V (H i )| ≥ |E(H i )| since V (H i ) must span the subspace generated by E(H i ) which has dimension |E(H i )|. Of course, in the case of a tree we have
Let now
Thus, B S | P 2 + B S | P 2 contains a 3-sphere (which corresponds to the elements in M 2 ), so we can apply Lemma 4 and obtain
We have by (3), (4), (5) and the fact that |E(
This finishes the proof.
It remains to prove Lemma 4.
Proof of Lemma 4.
Let us examine what a difference between two elements a, a ′ ∈ S 3 can look like. To this end, let us fix k ∈ F n 3 and look at the number of solutions to
For k = 0 there are only three possibilities. Case 1. k has three one-coordinates and three two-coordinates. Then we can uniquely reconstruct a and a ′ . Case 2. k has four non-zero coordinates: two ones and two minus ones (note that in F 3 we have −1 = 2). Then there are less than n solutions to (6) . Case 3. k has only two non-zero coordinates: one of them is one and the other is equal to two. Then there are less than n 2 solutions to (6).
We will say that a pair of elements (x, y) in F n 3 × F n 3 (not necessarily in S 3 × S 3 ) is a Case 1, 2, 3 pair if x − y has respectively 6, 4, 2 non-zero coordinates, as described above.
Let H be a graph on B such that for each a ∈ S 3 there is an edge between a single pair (b, b ′ ) for which a = b + b ′ , similar to the one we have already encountered in the proof of Theorem 1. Formally, we construct H as a bipartite graph on two disjoint copies of B (namely, B 1 and B 2 ) as color classes, and for each a ∈ S 3 we pick the smallest pair (b 1 , b 2 ) in the lexicographical order such that a = b 1 +b 2 . We then place an edge between b m := min(b 1 , b 2 ) ∈ B 1 and b M := max(b 1 , b 2 ) ∈ B 2 , where again min and max are meant with respect to the lexicographical order.
The crucial observation is that if v 1 , v 2 ∈ B 1 have a common neighbour, then the pair (v 1 , v 2 ) is either a Case 1, 2 or 3 pair. Indeed, then there is w ∈ B 2 such that both v 1 + w ∈ S 3 and v 2 + w ∈ S 3 , so there are a, a ′ ∈ S 3 such that
′ . In fact, we are going to estimate
For convenience, we will assume henceforth that vertices denoted by the letter v belong to the first color class B 1 while those denoted by w belong to the color class B 2 . The sum in (7) naturally splits into a sum over Case 1, Case 2 and Case 3 pairs, which we will estimate separately. Our aim is to bound each contribution from above by O(n 4 ). The contribution given by the Case 2 pairs is the hardest one. In fact the contribution can be as large as n 5 , for example if
To overcome this difficulty we will excise some edges from H while still retaining a positive proportion of S 3 represented by edges, but significantly reducing the contribution from Case 2 pairs.
Case 1 pairs.
Observe that for any Case 1 pair (v 1 , v 2 ) one has |N(v 1 ) ∩ N(v 2 )| ≤ 1, since for a common neighbour w of v 1 , v 2 one can uniquely reconstruct v 1 + w and v 2 + w. Thus, we can simply bound the whole contribution from Case 1 pairs by |B| 2 , which we may assume is at most n 4 , otherwise we are done.
Case 3 pairs.
Now we estimate the contribution of the pairs with b − b ′ = (. . . , 0, 1, . . . , 2, . . .). We claim that for a fixed k = (. . . , 0, 1, . . . , 2, . . .) one has
In what follows we will use natural coordinate projections π I :
, where I ⊂ [n]. In particular, if I is a singleton set, we write π i for the projection on the ith coordinate, and π i,j for the projection on the two-dimensional space spanned by the ith and jth coordinates. Now let i 1 , i 2 be the indices such that π i 1 (k) = 1 and π i 2 (k) = 2, respectively. For an arbitrary common neighbor b c of b and b ′ one can write
and, moreover, there are exactly two indices
and the rest coordinates of b + b c and b ′ + b c are zero. We can thus map b c to a unique vector v ∈ S 2 with π j 1 ,j 2 (v) = (1, 1) (and the rest coordinates are zero). The set of common neighbours of Case-3 pairs (b,
is then mapped the set of vectors {v(k)} ⊂ S 2 ⊂ F . Obviously the number of v's is bounded by n 2 , so we get (8). Finally, there are at most n 2 choices of k in (8), so the total contribution from Case 3 pairs to (7) is O(n 4 ).
Case 2 pairs.
Let us get back to Case 2 pairs. The graph H can be naturally decomposed into the union of graphs H i , i = 1 . . . n, where E(H i ) =S i := {v ∈ S 3 |π i (v) = 1} and V (H i ) is the set of vertices spanned by E(H i ). In fact,S i is a shifted 2-sphere, so this decomposition corresponds to the decomposition of S 3 into a union of n shifted two-spheres given by fixing the ith coordinate to one.
Let W i ⊂ V (H i )| B 2 be the set of vertices w of H i in B 2 such that d H i (w) > 2 10 n, where d H i denotes degree in H i . We claim that
The claim follows from the sublemma below which essentially asserts that a large portion of the 2-sphere cannot be additively split into two unequal parts unless the size of one of the parts is comparable to the size of the whole sphere. various refinements of the original argument, in particular for optimizing the lower bound, and for bringing the problem back to the author's attention. The author would also like to thank Peter Hegarty for very careful proofreading and Ilya Shkredov for discussions and coining the term "discrete sphere".
