Evolutionary algorithms (EAs) are a kind of nature-inspired general-purpose optimization algorithm, and have shown empirically good performance in solving various real-word optimization problems. However, due to the highly randomized and complex behavior, the theoretical analysis of EAs is difficult and is an ongoing challenge, which has attracted a lot of research attentions.
Introduction
Evolutionary algorithms (EAs) [3] are a kind of randomized metaheuristic optimization algorithm, inspired by the evolution process of natural species, i.e., natural selection and survival of the fittest.
Starting from a random population of solutions, EAs iteratively apply reproduction operators to generate a set of offspring solutions from the current population, and then apply a selection operator to weed out bad solutions. EAs have been applied to diverse areas (e.g., antenna design [18] , bioinformatics [23] and data mining [24] ) and can produce human-competitive results [20] . Compared with the application, the theoretical analysis of EAs is, however, far behind. Many researchers thus have been devoted to understanding the behavior of EAs from a theoretical point of view, which is still an ongoing challenge.
In the last two decades, a lot of progress has been made on the running time analysis of EAs, which is one essential theoretical aspect. The running time measures how many objective (i.e., fitness) function evaluations an EA needs until finding an optimal solution or an approximate solution.
The running time analysis of EAs started with artificial example problems. In [7, 8] , a simple singleobjective EA called (1+1)-EA was shown able to solve two well-structured pseudo-Boolean problems OneMax and LeadingOnes in Θ(n log n) and Θ(n 2 ) (where n is the problem size) expected running time, respectively. These two problems are to maximize the number of 1-bits of a solution and the number of consecutive 1-bits counting from the left of a solution, respectively. Both of them have a short path with increasing fitness to the optimum. For some problems (e.g., SPC) where there is a short path with constant fitness to the optimum, the (1+1)-EA can also find an optimal solution in polynomial time [19] . But when the problem (e.g., Trap) has a deceptive path (i.e., a path with increasing fitness away from the optimum), the (1+1)-EA will need exponential running time [15] .
More results can refer to [2] .
The analysis on simple artificial problems disclosed theoretical properties of EAs (e.g., which problem structures are easy or hard for EAs), and also helped to develop approaches for analyzing more complex problems. The running time analysis of EAs was then extended to combinatorial optimization problems. For some P-solvable problems, EAs were shown able to find an optimal solution in polynomial time. For example, the minimum spanning tree problem can be solved by the (1+1)-EA and a simple multi-objective EA called GSEMO in O(m 2 (log n + log w max )) [29] and O(mn(n + log w max )) [28] expected time, respectively. Note that m, n and w max are the number of edges, the number of nodes and the maximum edge weight of a graph, respectively. For some NPhard problems, EAs were shown able to achieve good approximation ratios in polynomial time. For example, for the partition problem, the (1+1)-EA can achieve a (4/3)-approximation ratio in O(n 2 )
expected time [36] ; for the minimum set cover problem, the expected running time of the GSEMO until obtaining a (log m + 1)-approximation ratio is O(m 2 n + mn(log n + log c max )) [11] , where m, n and c max denote the size of the ground set, the number of subsets and the maximum cost of a subset, respectively. More running time results of EAs on combinatorial optimization problems can refer to [30] .
For the analysis of the GSEMO (which is a multi-objective EA) on single-objective optimization problems (e.g., minimum spanning tree and minimum set cover), the original single-objective problem is transformed into a multi-objective problem, which is then solved by the GSEMO. Note that multi-objective optimization here is just an intermediate process (which might be beneficial [11, 28, 31, 33] ), and we still focus on the quality of the best solution w.r.t. the original single-objective problem, in the population found by the GSEMO. Running time analysis of EAs on real multi-objective optimization problems has also been investigated, where the running time is measured by the number of fitness evaluations until finding the Pareto front (which represents different optimal tradeoffs between the multiple objectives) or an approximation of the Pareto front. For example, Giel [12] proved that the GSEMO can solve the bi-objective pseudo-Boolean problem LOTZ in O(n 3 ) expected time; for the NP-hard bi-objective minimum spanning tree problem, it was shown that the GSEMO can obtain a 2-approximation ratio in pseudo-polynomial time [27, 32] .
The analysis on combinatorial optimization problems helped to reveal the ability of EAs. However, most of the previous promising results were obtained for isolated problems, while EAs are known to be general-purpose optimization algorithms, which can be applied to various problems. Thus, it is more desirable to provide a general theoretical explanation of the behavior of EAs, that is, to theoretically study the performance of EAs on a general class of combinatorial optimization problems.
To the best of our knowledge, only two pieces of work in this direction have been reported. Reichel and Skutella [35] first studied the problem class of maximizing linear functions with k matroid constraints, which includes some well-known combinatorial optimization problems such as maximum matching, Hamiltonian path, etc. They proved that the (1+1)-EA can obtain a (1/k)-approximation ratio in O(n k+2 (log r + log w max )) expected running time, where n, r and w max denote the size of the ground set, the minimum rank of the ground set w.r.t. one matroid and the maximum weight of an element, respectively. Later, a generalization of this problem class, i.e., the objective function is relaxed to satisfy the monotone and submodular property, was considered in [10] . The (1+1)-EA was shown able to achieve a (
where p ≥ 1 and ǫ > 0. Friedrich and Neumann [10] also studied a specific non-monotone case for the objective function, i.e., the objective function is symmetric. They proved that the expected running time until the GSEMO obtains a ( 1 (k+2)(1+ǫ) )-approximation ratio for maximizing symmetric submodular functions with k matroid constraints is O(
The aim of this paper is to contribute to this line of research. Considering that the objective function of many combinatorial optimization problems can be non-monotone (not necessarily symmetric) or non-submodular, we study the performance of EAs on these two general problem classes, maximizing non-monotone submodular functions without constraints and maximizing monotone non-submodular functions with a size constraint. Note that the objective function is a set function f : 2 V → R which maps a subset of the ground set V to a real value, and a size constraint means that the size of a subset is not larger than a budget k. We prove that for both problem classes, the GSEMO can obtain a good approximation guarantee in polynomial expected running time. Our main results can be summarized as follows.
• For the problem class of maximizing non-monotone submodular functions without constraints, with special instances including maximum cut [13] , maximum facility location [1] and variants of the maximum satisfiability problem [14] , we prove that the GSEMO can achieve a constant approximation ratio of • For the problem class of maximizing monotone non-submodular functions with a size constraint, with special instances including sparse regression [6] , dictionary selection [21] and robust influence maximization [5, 16] , we prove the approximation guarantee of the GSEMO w.r.t. each notion of "approximate submodularity", which measures how close a general set function f is to submodularity.
(1) In [22] , a set function f is ǫ-approximately submodular if the diminishing return property holds with some deviation ǫ ≥ 0, i.e., for any
f is submodular iff ǫ = 0. We prove that the GSEMO within O(n 2 (log n+k))
expected time can find a subset X with f (X) ≥ (1 − e −1 ) · (OP T − kǫ) (i.e., Theorem 2), where e is the base of the natural logarithm and OP T denotes the optimal function value.
(2) In [6] , the approximate submodularity notion of a set function f is characterized by a quantity γ called submodularity ratio. f is submodular iff γ = 1. We prove that the GSEMO within
(3) In [17] , a set function f is ǫ-approximately submodular if there exists a submodular set
. f is submodular iff ǫ = 0.
We prove that the GSEMO within O(n 2 (log n + k)) expected time can find a subset X with
, Theorem 4).
Note that since EAs are general-purpose algorithms which utilize a small amount of problem knowledge, we cannot expect them to beat the best problem-specific algorithm. For the first problem class, the approximation ratio nearly 1/3 obtained by the GSEMO is worse than the best known one 1/2, which was previously obtained by the double greedy algorithm [4] . For the second problem class, the approximation ratio obtained by the GSEMO w.r.t. each notion of approximate submodularity reaches the best known one, which was previously obtained by the standard greedy algorithm [22, 6, 17] . Particularly, when the objective function is submodular, the obtained approximation ratio by the GSEMO becomes 1 − 1/e, which is optimal in general [25] , and also consistent with the previous result in [10] . Our analytical results on general problem classes together with the previous ones [35, 10] provide a theoretical explanation for the empirically good behaviors of EAs in diverse applications.
The rest of this paper is organized as follows. Section 2 introduces some preliminaries. The running time analyses for non-monotone and non-submodular cases are then presented in Sections 3 and 4, respectively. Section 5 concludes the paper.
Preliminaries
In this section, we first introduce the two problem classes studied in this paper, and then introduce the multi-objective evolutionary algorithm GSEMO and also how to optimize the studied problem classes by the GSEMO.
Non-monotone/Non-submodular Function Maximization
Let R and R + denote the set of reals and non-negative reals, respectively. Given a finite nonempty
Without loss of generality, we assume that the monotone function is normalized, i.e., f (∅) = 0. A set function f is submodular [26] if for any
or equivalently for any
We assume that a set function f is given by a value oracle, i.e., for a given subset X, an algorithm can query an oracle to obtain the value f (X).
Our first studied problem class as presented in Definition 1 is to maximize a non-monotone submodular set function. Without loss of generality, we assume that the objective function f is nonnegative. This problem generalizes many NP-hard combinatorial optimization problems including maximum cut [13] , maximum facility location [1] , variants of the maximum satisfiability problem [14] , etc. The best known approximation guarantee is 1/2, which was achieved by the double greedy algorithm [4] .
Definition 1 (Non-monotone Submodular Function Maximization without Constraints)
Given a non-monotone submodular function f : 2 V → R + , it is to find a subset X ⊆ V such that
The second studied problem class is presented in Definition 2. The goal is to find a subset with at most k elements such that a given monotone non-submodular set function is maximized. This problem generalizes many NP-hard problems including sparse regression [6] , dictionary selection [21] and robust influence maximization [5, 16] , etc. When the objective function is submodular, it was well known that the standard greedy algorithm achieves the optimal approximation guarantee 1 − 1/e [25, 26] . For non-submodular cases, several notions of "approximate submodularity" [22, 6, 17] were introduced to measure to what extent a general set function f has the submodular property.
For each approximately submodular notion, the best known approximation guarantee was achieved by the standard greedy algorithm [22, 6, 17] , which iteratively adds one element with the largest f improvement until k elements are selected.
Definition 2 (Monotone Non-submodular Function Maximization with a Size Constraint)
Given a monotone non-submodular function f : 2 V → R + and a budget k, it is to find a subset
In [22] , the approximate submodularity as presented in Definition 3 was defined based on the diminishing return property (i.e., Eq. (1)). That is, the approximately submodular degree depends on how large a deviation of ǫ the diminishing return property can hold with. It is easy to see that f is submodular iff ǫ = 0. The standard greedy algorithm was proved to find a subset X with
, where OP T denotes the optimal function value.
In [6] , the submodularity ratio as presented in Definition 4 was introduced to measure the closeness of a set function f to submodularity. It is easy to see from Eq. (2) that f is submodular iff γ U,k (f ) = 1 for any U and k. When f is clear in the paper, we will use γ U,k shortly. The standard greedy algorithm was proved to find a subset X with f (X)
Definition 4 (Submodularity Ratio [6])
Let f : 2 V → R be a set function. The submodularity ratio of f with respect to a set U ⊆ V and a
The above two notions of approximate submodularity are based on the equivalent statements Eqs. (1) and (2) of submodularity, while in [17] , the approximate submodularity of a set function f as presented in Definition 5 was defined based on the closeness to other submodular functions. It is easy to see that f is submodular iff ǫ = 0. The standard greedy algorithm was proved to find a subset X
.
Multi-objective Evolutionary Algorithms
To investigate the performance of EAs optimizing the two problem classes in Definitions 1 and 2,
we consider a simple multi-objective EA called GSEMO, which has been widely used in previous theoretical analyses [11, 31, 32, 37] . The GSEMO as presented in Algorithm 1 is used for maximizing multi-objective pseudo-Boolean problems with m objective functions
Note that a pseudo-Boolean function f : {0, 1} n → R naturally characterizes a set function f : 2 V → R, since a subset X of V can be naturally represented by a Boolean vector x ∈ {0, 1} n , where the i-th bit x i = 1 means that v i ∈ X, and x i = 0 means that v i / ∈ X. Throughout the paper, we will not distinguish x ∈ {0, 1} n and its corresponding subset for notational convenience.
Before introducing the GSEMO, we first introduce some basic concepts in multi-objective maximization. Since the objectives to be maximized are usually conflicted, there is no canonical complete order on the solution space. The comparison between two solutions relies on the domination relationship. For two solutions x and x ′ , x weakly dominates x ′ (i.e., x is better than x ′ , denoted by Choose x from P uniformly at random 5: Create x ′ by flipping each bit of x with probability 1/n 6:
Create
for y ∈ {x
if ∄z ∈ P such that z ≻ y 9:
P ← (P \ {z ∈ P | y z}) ∪ {y} 10:
end if 11: end for 12 : until some criterion is met
But if neither x is better than x ′ nor x ′ is better than x, we say that they are incomparable. The procedure of the GSEMO algorithm is presented in Algorithm 1. Starting from a random solution (lines 1-2), it iteratively tries to improve the quality of the solutions in the population P (lines 3-12). In each iteration, a new solution x ′ is generated by randomly flipping bits of an archived solution x selected from the current population P (lines 4-5); the complementary set
also generated (line 6); these two newly generated solutions are then used to update the population P (lines 7-11). In the updating procedure, if y ∈ {x ′ , x ′′ } is not dominated by (i.e., not strictly worse than) any previously archived solution (line 8), it will be added into P , and meanwhile those previously archived solutions weakly dominated by (i.e., worse than) y will be removed from P (line 9).
It is easy to see that the population P will always contain a set of incomparable solutions due to the domination-based comparison. Note that the GSEMO here is a little different from its original version [11, 31, 32] . In the original GSEMO algorithm, only x ′ is generated and used to update the population in each iteration, while here we also generate the complementary set of x ′ and use both of them to update the population.
For optimizing the two problems in Definitions 1 and 2 by the GSEMO, each problem is transformed into a bi-objective maximization problem
where f 1 (x) = f (x) and f 2 (x) = −|x|. That is, the GSEMO is to maximize the objective function f and minimize the subset size |x| simultaneously. Note that |x| = n i=1 x i denotes the number of 1-bits of a solution x. When the GSEMO terminates after running a number of iterations, the best solution w.r.t. the original single-objective problem in the resulting population P will be returned.
For the first problem in Definition 1, the solution with the largest f value in P (i.e., arg max x∈P f (x)) will be returned. For the second problem in Definition 2, the solution with the largest f value satisfying the size constraint in P (i.e., arg max x∈P,|x|≤k f (x)) will be returned. The running time of the GSEMO is measured by the number of fitness evaluations until the best solution w.r.t. the original single-objective problem in the population reaches some approximation guarantee for the first time. Since only the new solutions x ′ and x ′′ need to be evaluated in each iteration of the GSEMO, the number of fitness evaluations is just the double of the number of iterations of the GSEMO.
Note that multi-objective optimization here is just an intermediate process, which has been shown helpful for solving some single-objective combinatorial optimization problems [11, 28, 31, 33] . We still focus on the quality of the best solution w.r.t. the original single-objective problem, in the population found by the GSEMO, rather than the quality of the population w.r.t. the transformed multiobjective optimization problem.
Non-monotone Submodular Function Maximization without Constraints
In this section, we theoretically analyze the performance of the GSEMO for maximizing non-monotone submodular functions without constraints. We prove in Theorem 1 that the GSEMO can achieve a constant approximation ratio of nearly 1/3 in polynomial time. Note that OP T denotes the optimal function value. Inspired from the proof of Theorem 4 in [10] , our proof idea is to follow the behavior of the local search algorithm [9] , which iteratively tries to improve a solution by inserting or deleting one element. The proof relies on Lemma 1, which shows that it is always possible to improve a solution until a good approximation has been achieved. This lemma is extracted from Lemma 3.4
in [9] .
Lemma 1
[9] Let x ∈ {0, 1} n be a solution such that no solution x ′ with the objective value
can be achieved by inserting one element into x or deleting one element from x, where ǫ > 0. Then
Theorem 1
For maximizing a non-monotone submodular function without constraints, the expected running time of the GSEMO until finding a solution x with f (x) ≥ (
Proof. We divide the optimization process into three phases: (1) starts from an initial random solution and finishes until finding the special solution {0} n (i.e., ∅); (2) starts after phase (1) and finishes until finding a solution with the objective value at least OP T /n; (3) starts after phase (2) and finishes until finding a solution with the desired approximation guarantee. We analyze the expected running time of each phase, respectively, and then sum up them to get an upper bound on the total expected running time of the GSEMO.
For phase (1), we consider the minimum number of 1-bits of the solutions in the population P , denoted by J min . That is, J min = min{|x| | x ∈ P }. Assume that currently J min = i > 0, and let
x be the corresponding solution, i.e., |x| = i. It is easy to see that J min cannot increase because
x cannot be weakly dominated by a solution with more 1-bits. In each iteration of the GSEMO, to decrease J min , it is sufficient to select x in line 4 of Algorithm 1 and flipping only one 1-bit of x in line 5. This is because the newly generated solution x ′ now has the smallest number of 1-bits (i.e., |x ′ | = i−1) and no solution in P can dominate it; thus it will be included into P . Let P max denote the largest size of P during the run of the GSEMO. The probability of selecting x in line 4 of Algorithm 1
Pmax due to uniform selection, and the probability of flipping only one 1-bit of x in line 5 is
, since x has i 1-bits. Thus, the probability of deceasing J min by at least 1 in each iteration of the GSEMO is at least i enPmax . Note that J min ≤ n. We can then get that the expected number of iterations of phase (1) (i.e., J min reaches 0) is at most
Note that the solution {0} n will be always kept in P once generated, since it has the smallest subset size 0 and no other solution can weakly dominate it.
For phase (2) , it is sufficient that in one iteration of the GSEMO, the solution {0} n is selected in line 4, and only a specific 0-bit corresponding to the best single element v * (i.e., v * ∈ arg max v∈V f ({v})) is flipped in line 5. That is, the solution {v * } is generated. Since the objective function f is submodular and non-negative, we easily have f ({v * }) ≥ OP T /n. After generating the solution {v * }, it will then be used to update the population P , which makes P always contain a solution z weakly dominating {v * }, i.e., f (z) ≥ f ({v * }) ≥ OP T /n and |z| ≤ |{v * }| = 1. Thus, we only need to analyze the expected number of iterations of the GSEMO until generating the solution {v * }. Since the probability of selecting {0} n in line 4 of the GSEMO is at least 1 Pmax and the probability of flipping only a specific 0-bit in line 5 is
en , the expected number of iterations of phase (2) is O(nP max ).
As in [9] , we call a solution x a (1+α)-approximate local optimum if f (x\{v}) ≤ (1+α)·f (x) for any v ∈ x and f (x ∪ {v}) ≤ (1 + α) · f (x) for any v / ∈ x. According to Lemma 1, we know that a (1 + ǫ n 2 )-approximate local optimum x satisfies that max{f (x), f (V \ x)} ≥ ( ′ in line 5 of Algorithm 1. This is because both x ′ and V \ x ′ will be used to update the population P , and then for either one of x ′ and V \ x ′ , P will always contain one solution weakly dominating it, which implies that max{f (
We then consider the largest f value of the solutions in the population P , denoted by J max . That is, J max = max{f (x) | x ∈ P }. After phase (2), J max ≥ OP T /n, and let x be the corresponding solution, i.e., f (x) = J max . It is obvious that J max cannot decrease, because x cannot be weakly dominated by a solution with a smaller f value. As long as x is not a (1 + ǫ n 2 )-approximate local optimum, we know that a new solution
n 2 )J max can be generated through selecting
x in line 4 of Algorithm 1 and flipping only one specific 1-bit (i.e., deleting one specific element from x) or one specific 0-bit (i.e., adding one specific element into x) in line 5, the probability of which is at least
. Since x ′ now has the largest f value and no other solution in P can dominate it, it will be included into P . Thus, J max can increase by at least a factor of 1 + ǫ n 2 with probability at least 1 enPmax in each iteration. Such an increase on J max is called a successful step. Thus, a successful step needs at most enP max expected number of iterations. It is also easy to see that until generating a (1 + ǫ n 2 )-approximate local optimum, the number of successful steps is at most log 1+
Thus, the expected number of iterations of phase (3) is at most
From the procedure of the GSEMO, we know that the solutions maintained in P must be incomparable. Thus, each value of one objective can correspond to at most one solution in P . Because the second objective f 2 (x) = −|x| can only belong to {0, −1, . . . , −n}, we have P max ≤ n + 1. Hence, the expected running time of the GSEMO for finding a solution with the objective function value at least (
Monotone Non-submodular Function Maximization with a Size Constraint
In this section, we analyze the performance of the GSEMO for maximizing monotone non-submodular functions with a size constraint. We prove the polynomial-time approximation guarantee of the GSEMO w.r.t. each notion of approximate submodularity (i.e., Definitions 3-5), respectively. Theorem 2 gives the approximation guarantee of the GSEMO w.r.t. the ǫ-approximately submodular notion in Definition 3, where OP T denotes the optimal function value. Note that this approximation guarantee obtained by the GSEMO reaches the best known one, which was previously obtained by the standard greedy algorithm [22] . Inspired from the proof of Theorem 2 in [10] , our proof idea is to follow the behavior of the standard greedy algorithm, which iteratively adds one element with the currently largest improvement on f . The proof relies on the property of f in Lemma 2, that for any x ∈ {0, 1} n , there always exists another element, the inclusion of which can bring an improvement on f roughly proportional to the current distance to the optimum.
Lemma 2
Assume that a set function f is monotone and ǫ-approximately submodular as in Definition 3. Then,
for any x ∈ {0, 1} n , there exists one element v / ∈ x such that
Proof. Let x * be an optimal solution, i.e., f (x * ) = OP T . We denote the elements in x * \ x by
where the first inequality is by the monotonicity of f , and the last inequality is derived by Defini-
Theorem 2
For maximizing a monotone non-submodular function f with a size constraint, where f is ǫ-approximately submodular as in Definition 3, the expected running time of the GSEMO until finding a solution x
Proof. We divide the optimization process into two phases: (1) starts from an initial random solution and finishes until finding the special solution {0} n ; (2) starts after phase (1) and finishes until finding a solution with the desired approximation guarantee. As the analysis of phase (1) in the proof of Theorem 1, we know that the population P will contain the solution {0} n after O(nP max log n) iterations in expectation.
For phase (2), we consider a quantity J max , which is defined as
That is, J max denotes the maximum value of j ∈ [0, k] such that in the population P , there exists a solution x with |x| ≤ j and f (x)
. We analyze the expected number of iterations until J max = k, which implies that there exists one solution x in P satisfying that |x| ≤ k
. That is, the desired approximation guarantee is reached.
The current value of J max is at least 0, since the population P contains the solution {0} n , which will always be kept in P once generated. Assume that currently J max = i < k. Let x be a corresponding solution with the value i, i.e., |x| ≤ i and
It is easy to see that J max cannot decrease because cleaning x from P (line 9 of Algorithm 1) implies that x is weakly dominated by a newly generated solution y, which must satisfy that |y| ≤ |x| and f (y) ≥ f (x). By Lemma 2, we know that flipping one specific 0 bit of x (i.e., adding a specific element) can generate a new solution x ′ , which satisfies that f (
where the last inequality is derived by
will be included into P ; otherwise, x ′ must be dominated by one solution in P (line 8 of Algorithm 1), and this implies that J max has already been larger than i, which contradicts with the assumption
Thus, J max can increase by at least 1 in one iteration with probability at least
Pmax is a lower bound on the probability of selecting x in line 4 of Algorithm 1 and
n−1 is the probability of flipping a specific bit of x while keeping other bits unchanged in line 5. Then, it needs at most enP max expected number of iterations to increase J max . Thus, after at most k · enP max iterations in expectation, J max must have reached k.
As the proof of Theorem 1, we know that P max ≤ n + 1. Thus, by summing up the expected running time of two phases, we get that the expected running time of the GSEMO for finding a solution x with |x| ≤ k and f (x)
Theorem 3 gives the approximation guarantee of the GSEMO w.r.t. the submodularity ratio in Definition 4. Note that it was proved that the standard greedy algorithm can find a subset x with |x| = k and f (x) ≥ (1 − e −γ x,k ) · OP T [6] . Thus, Theorem 3 shows that the GSEMO can achieve nearly this best known approximation guarantee. The proof of Theorem 3 is similar to that of Theorem 2. The main difference is that a different inductive inequality on f is used in the definition of the quantity J max , due to the change of the adopted notion of approximate submodularity. For concise illustration, we will mainly show the difference in the proof of Theorem 3.
Lemma 3 [34] Assume that a set function f is monotone and non-submodular. Then, for any x ∈ {0, 1} n , there
where γ x,k is the submodularity ratio of f w.r.t. x and k as in Definition 4.
Theorem 3
For maximizing a monotone non-submodular function f with a size constraint, the expected running time of the GSEMO until finding a solution x with |x| ≤ k and f (x)
, where γ min = min x:|x|=k−1 γ x,k and γ x,k is the submodularity ratio of f w.r.t. x and k as in Definition 4.
Proof. The proof is similar to that of Theorem 2. We use a different J max , which is defined as
It is easy to verify that J max = k implies that the desired approximation guarantee is reached, since there must exist one solution x in P satisfying that |x| ≤ k and f (x)
Assume that currently J max = i < k and x is a corresponding solution, i.e.,
We then only need to show that flipping one specific 0 bit of x can generate a new solution
we know that flipping one specific 0 bit of x can generate a new solution x ′ , which satisfies that
where the second inequality is by f (x) ≥ (1 − (1 − γmin k ) i ) · OP T , and the last inequality is by γ x,k ≥ γ min , which can be easily derived from |x| < k and γ x,k decreasing with x. Thus, the theorem holds.
Theorem 4 gives the approximation guarantee of the GSEMO w.r.t. the ǫ-approximately submodular ratio in Definition 5. Note that the standard greedy algorithm obtains the best known approximation
. Comparing with this, the approximation guarantee of the GSEMO is slightly better, since
The proof of Theorem 4 is also similar to that of Theorem 2, except that a different inductive inequality on f is used in the definition of the quantity J max , due to the change of the adopted notion of approximate submodularity.
Lemma 4 Theorem 4
For maximizing a monotone non-submodular function f with a size constraint, where f is ǫ-approximately submodular as in Definition 5, the expected running time of the GSEMO until finding a solution
x with |x| ≤ k and f (x) ≥ 1 1+
It is easy to verify that J max = k implies that the desired approximation guarantee is reached. Assume that currently J max = i < k and x is a corresponding solution, i.e., |x| ≤ i and f (x) ≥ 1 1+ Thus, we have shown that for each notion of approximate submodularity, the GSEMO can always obtain the best known approximation guarantee. Particularly, when the objective function is submodular, the quantity characterizing the approximately submodular degree in Definitions 3-5 becomes ǫ = 0, γ U,k = 1 and ǫ = 0, respectively; thus the approximation guarantees obtained by the GSEMO in Theorems 2-4 all become 1 − 1/e, which is optimal in general [25] , and also consistent with the previous result in [10] .
Conclusion
This paper theoretically studies the approximation performance of EAs for two general classes of combinatorial optimization problems, maximizing non-monotone submodular functions without constraints and maximizing monotone non-submodular functions with a size constraint. We prove that in polynomial expected running time, a simple multi-objective EA called GSEMO can achieve a constant approximation guarantee of nearly 1/3 for the first problem class, and can achieve the best known approximation guarantee for the second problem class. These results together with the previous ones for the problem class of maximizing monotone submodular functions with matroid constraints [10, 35] provide a theoretical explanation for the empirically good performance of EAs in various applications. A question that will be investigated in the future is to investigate whether simple single-objective EAs such as the (1+1)-EA can achieve good approximation guarantees on the studied two problem classes. Most of the existing studies considered the problems where the objective function is a set function. We will also try to investigate the performance of EAs for optimizing functions over the integer lattice or continuous domains.
