The 'complex' V-M equation ([4] in the paper) incorporates a parameter α that determines the homogeneity of release probability, P r , across different release sites on the same cell. Small α means P r is very inhomogeneous (Clements & Silver, Trends Neurosci. 23: 105-113, 2000). As α becomes larger, P r becomes increasingly homogeneous across all sites. In the limit, as α approaches infinity, P r becomes identical at all sites and the 'complex' equation [4] can be shown to reduce to a simple parabola.
For excitatory hippocampal synapses in culture, α has been estimated experimentally to be ~1.7 (Murthy et al., Neuron 18: 599-612, 1997; Clements & Silver, Trends Neurosci. 23: 105-113, 2000) . Similar estimates of α have not been reported for inhibitory synapses, and so we assumed in the paper that α is also ~1.7 for IPSCs. We wished to explore the sensitivity of our IPSC results to this assumption.
For each interneuron in our dataset (n = 6), V-M plots were refitted to the 'complex' equation [4] for a range of α values (0.1 to 10000). CV I 2 , CV II 2 and σ 2 noise were set to the values measured in each cell. Examples of optimal fits to the data from one cell are shown in Fig. S1A (fits with α = 0.5 to 10 are shown; fits with α > 10 were close to those with α = 10). The estimates of Q and N obtained from these fits depended strongly on α at small values of α, but approached an asymptote as α became larger (Fig. S1B, C) . The fits were optimized by minimizing the χ 2 (Chisqr) error using a Levenberg-Marquardt algorithm (Igor Pro). Like Q and N, the minimum Chisqr error also depended strongly on α, being large at small α and decreasing towards an asymptote as α increased (Fig. S1D) . In other words, the 'complex' equation [4] fitted poorly at smaller values of α, but the fit did not improve much at increasingly large values of α. This is expected, because equation [4] approaches a simple parabola as α increases.
Plots similar to Fig. S1A-D were obtained for all inhibitory neurons in the dataset.
These were combined by first normalizing Q, N and minimum Chisqr error for each cell to the value at α = 1.7, then averaging together the normalized plots from all cells ( Fig. S1E- G; n = 6). It can be seen that, on average, the minimum Chisqr error increases dramatically for values of α < ~1.7 (left of red vertical line, Fig. S1G ). That is, if α were much smaller than the value we assumed in the paper for inhibitory neurons (i.e. if P r were much more heterogeneous), equation [4] would provide a poor fit to our data. Conversely, if α were actually larger than ~1.7 (i.e. P r more uniform), we could not detect an improvement in the fit. This is consistent with the finding in the paper that the 'complex' and 'simple' versions of the V-M theory are indistinguishable. It also suggests that our assumed value of α = 1.7
is nearly as small as it can be without compromising the fits.
This conclusion can be quantified as follows. Suppose that a fit of equation [4] is judged acceptable even if the normalized Chisqr error varies by up to 50% from the error measured for α = 1.7 (pink band between 0.5 and 1.5 on the y-axis, Fig. S1G ). By this criterion, fits with any value of α greater than about 1 would be acceptable (reading from • acceptable values of Q can vary by ±12% from the estimate with α = 1.7
• acceptable values of N can vary by +20% or -15% from the estimate with α = 1.7
In conclusion, this analysis indicates that the errors in our estimates of Q and N for inhibitory neurons are relatively small (<20%) and relatively insensitive to the exact value of α that is chosen, provided α is large enough that it does not severely compromise the quality of the fit (i.e. α >1). These errors are less than or equal to the errors in these quantities already given in the manuscript. Figure S1 . The effect on IPSC V-M fits of assuming different values of α. The α parameter determines the homogeneity of release probability (Pr) between different release sites (small α, less homogeneity; large α, more homogeneity). In the paper, α for IPSCs was assumed to be 1.7 (i.e. the same as the measured value for EPSCs). Fig. S2A . The measured mean current (I) is calculated as the sum of the product of each outcome and its associated probability:
The variance is, by definition:
Here, i represents the random variable 'current amplitude' and the angled brackets designate the mean of the quantity within the brackets. That is, ! "i# is the mean current (also called I) and σ 2 is then plotted against I, yielding the expected parabola (Fig. S2B) . After fitting the parabola to extract values for Q and N, one could also work backwards to calculate the p corresponding to each I value, from:
Next consider the simplest form of crosstalk, in which at most two vesicles are released close to each other (Fig. S2C) . Again, one can write down the probability of releasing zero, one or two vesicles and the corresponding postsynaptic response (Fig. S2C ).
Here we have introduced a saturation factor, k, which will scale Q according to the degree of postsynaptic receptor saturation. When k = 2, two vesicles will give a response of 2Q,
i.e. postsynaptic receptors are not saturated and the two quanta summate linearly. When k = 1, the second vesicle has no further effect because the postsynaptic receptors are already fully saturated by the nearby release of the first vesicle. Values of k between 1 and 2 refer to situations where there is partial saturation of postsynaptic receptors: the release of one vesicle does not fully saturate the receptors, but crosstalk between the two release sites does lead to some receptor saturation (i.e. sublinear summation of quanta). I is again the sum of the products of the outcomes and their associated probabilities:
The variance is, from the definition in equation [2] :
Equations [5] and [6] were used to calculate I and σ 2 for a range of p values, as before, and σ 2 was again plotted against I. This was done for 6 values of k (1, 1.2, 1.4, 1.6, 1.8, 2; Fig.   S2D ).
First, note that when k = 1 (full receptor saturation) the V-M plot is a parabola with a fitted Q = 1 and a fitted N = 1 (Fig. S2D) . That is, Q is correctly estimated (from the initial slope of the parabola) whereas N is incorrectly estimated (it should be N = 2). This is because only a single quantum can be detected postsynaptically, as a result of complete saturation. However, although the fitted N is incorrect, the parabola still curves over completely as p varies from 0 to 1. In other words, it is still possible to use the parabola fit to work backwards to correctly estimate p from equation [4] . Intuitively, this is because (Fig. S2C) . However, the fitted Q value (initial slope of the curves) is again correctly estimated, and the curves again curve over completely as p varies from 0 to 1. Hence, by the same argument as above for k = 1, p will be estimated with reasonable accuracy. Some error arises because the simulated curves are not perfect parabolas. However, given that the experimental data are well-fitted by simple parabolas, this error is likely to be small in practice. This argument can easily be generalized to any number of interacting release sites.
In conclusion, crosstalk and receptor saturation does affect the interpretation of N. If any amount of receptor saturation occurs, N will be underestimated. In the extreme case of full receptor saturation following the release of a single vesicle, N will equal the number of non-interacting anatomical contacts. However, crosstalk with or without receptor saturation does not greatly affect the P r estimates from V-M analysis. 
