We study the problem of global consistency for several classes of quantitative temporal constraints which include inequalities, inequations and disjunctions of inequations. In all cases that we consider we identify the level of local consistency that is necessary and su cient for achieving global consistency and present an algorithm which achieves this level. As a byproduct of our analysis, we also develop an interesting minimal network algorithm.
Introduction
One of the most important notions found in the constraint satisfaction literature is global consistency Fre78]. In a globally consistent constraint set all interesting constraints are explicitly represented and the projection of the solution set on any subset of the variables can be computed by simply collecting the constraints involving these variables. An important consequence of this property is that a solution can be found by backtrack-free search Fre82]. Enforcing global consistency can take an exponential amount of time in the worst case Fre78, Coo90] . As a result it is very important to identify cases in which local consistency, which presumably can be enforced in polynomial time, implies global consistency Dec92]. ? Invited submission to the special issue of Theoretical Computer Science dedi-In this paper we study the problem of enforcing global consistency for sets of quantitative temporal constraints over the rational (or real) numbers. The class of constraints that we consider includes: { equalities of the form x ? y = r, { inequalities of the form x ? y r, { inequations of the form x ? y 6 = r, and { disjunctions of inequations of the form x 1 ? y 1 6 = r 1 _ _ x n ? y n 6 = r n where x; y; x 1 ; y 1 ; : : : ; x n ; y n are variables ranging over the rational numbers and r; r 1 ; : : :; r n are rational constants. For the representation of equalities, inequalities and inequations, we utilize binary temporal constraint networks. Disjunctions of inequations are represented separately. Kou92] following the observation that in the process of eliminating variables from a set of temporal constraints, an inequation can give rise to a disjunction of inequations. 1 In related temporal reasoning research VK86,vB90a,GS93,GSS93] have considered inequations of the form t 1 6 = t 2 in the context of point algebra (PA) networks. Also, Mei91a] has studied inequations of the form t 6 = r (r a real constant) in the context of point networks with almost-single-interval domains. In a more general context, researchers in constraint logic programming (originally LM89] and later IvH93, Imb93, Imb94] ) have studied disjunctions of arbitrary linear inequations (e.g., 2x 1 + 3x 2 ? 4x 3 6 = 4 _ x 2 + x 3 + x 5 6 = 7). LM89,IvH93] concentrate on deciding consistency and computing canonical forms while Imb93, Imb94] deal mostly with variable elimination. It is interesting to notice that the basic algorithm for variable elimination in this case has been discovered independently in Kou92] and Imb93] although Kou92] has used the result only in the context of temporal constraints.
Disjunctions of inequations have been introduced in
The contributions of this paper can be summarized as follows.
(i) We show that strong 5-consistency is necessary and su cient for achieving global consistency in temporal constraint networks for inequalities and inequations (Corollary 3.1). 2 This result (and all subsequent ones) rely heavily on an observation of LM89,Kou92,Imb93]: (disjunctions of) inequations can be treated independently of one another for the purposes of deciding consistency or performing variable elimination.
We give an algorithm which achieves global consistency in O (Hn 4 ) where n is the number of nodes in the network and H is the number of inequations (Theorems 3.1 and 3.2). The analysis of this algorithm demonstrates that there are situations where it is impossible to enforce global consistency without introducing disjunctions of inequations. A detailed analysis of the global consistency algorithm also gives us an algorithm for computing the minimal temporal constraint network in this case. The complexity of this algorithm is O(max(Hn 2 ; n 3 )) (Theorem 4.1).
(ii) We also consider global consistency of point algebra networks VK86]. In this case strong 5-consistency is also necessary and su cient for achieving global consistency (Theorem 5.2). This result, which answers an open problem of vB90a], also follows from Kou92] but the bounds of the algorithms given there were not the tightest possible. (iii) Finally we consider global consistency when disjunctions of inequations are also allowed in the given constraint set. This case is mostly of theoretical interest and is presented here for completeness. In this case, strong (2V + 1)-consistency is necessary and su cient for achieving global consistency (Corollary 6.1). The parameter V is the maximum number of variables in any disjunction of inequations.
Most of the above results come from the author's Ph.D. thesis Kou94c] or are re nements of ideas presented there.
The paper is organized as follows. The next section presents de nitions and preliminaries. Section 3 discusses global consistency of temporal constraint networks while Section 4 presents an algorithm for computing the minimal network. Section 5 considers the case of point algebra networks. Section 6 considers the case of arbitrary temporal constraints. Finally Section 7 summarizes our results. Appendix A contains two long proofs.
De nitions and Preliminaries
We consider time to be linear, dense and unbounded. Points will be our only time entities. Points are identi ed with the rational numbers but our results still hold if points are identi ed with the reals. The set of rational numbers will be denoted by Q. De nition 2.1 A temporal constraint is a formula t?t 0 r; t?t 0 < r; t?t 0 = r or t 1 ? t 0 1 6 = r 1 _ _ t n ? t 0 n 6 = r n where t; t 0 ; t 1 ; ; t n ; t 0 1 ; ; t 0 n are variables and r; r 1 ; ; r n are rational constants.
The rationale for studying disjunctions of inequations has been given in Kou92].
De nition 2.2 Let C be a set of temporal constraints in variables t 1 ; : : :; t n .
The solution set of C, denoted by Sol(C), is:
f( 1 ; : : : ; n ) : ( 1 ; : : :; n ) 2 Q n and for every c 2 C; ( 1 ; : : : ; n ) satis es cg If c is a disjunction of inequations then c denotes the complement of c i.e., the conjunction of equations obtained by negating c. If C is a set of equalities in n variables, the solution set of C is an a ne subset of Q n . If C is a set of inequalities in n variables, the solution set of C is a convex polyhedron in Q n . If C is a set of disjunctions of inequations, the solution set of C is Q n n Sol(fc : c 2 Cg). The interested reader can nd background material on a ne spaces and convex polyhedra in Sch86].
Let C be a set of temporal constraints in variables x 1 ; : : :; x n which contains only equations, inequalities and inequations (but not disjunctions of inequations). The temporal constraint network (TCN) associated with C is a labeled directed graph G = (V; E) where V = f1; : : :; ng. Node i represents variable x i and edge (i; j) represents the binary constraints involving x i and x j . As usual unary constraints will be represented as binary constraints with the introduction of a special variable x 0 = 0. The set of constraints associated with a TCN N will be denoted by Constraints(N). The intersection operation has the usual set-theoretic semantics.
The following proposition is straightforward. Example 3.1 The constraint set C = fx 2 ? x 1 5; x 1 ? x 3 2; x 5 ? x 4 1; x 4 ? x 6 3g is 1-and 2-consistent but not 3-consistent. For example, the valuation v = fx 2 10; x 3 2g satis es C(x 2 ; x 3 ) = ; but it cannot be extended to a valuation which satis es C.
We can enforce 3-consistency by adding the constraints x 2 ? x 3 7 and x 5 ?x 6 4 to C. The resulting set is 3-consistent and also globally consistent. Example 3.2 The constraint set C = fx 2 ? x 1 = 5; x 1 ? x 4 6 = 1g is 1-and 2-consistent but not 3-consistent. For example, the valuation v = fx 2 6; x 4 0g satis es C(x 2 ; x 4 ) = ; but it cannot be extended to a valuation which satis es C.
We can enforce 3-consistency by adding the constraint x 2 ? x 4 6 = 6 to C. The resulting set is 3-consistent and also globally consistent.
Example 3.3 The constraint set C = fx 2 ? x 1 5; x 1 ? x 3 2; x 2 ? x 3 7; x 1 ? x 4 6 = 1g is strong 3-consistent but not 4-consistent. For example, the valuation v = fx 2 7; x 3 0; x 4 1g satis es C(x 2 ; x 3 ; x 4 ) = fx 2 ? x 3 7g but it cannot be extended to a valuation which satis es C.
Enforcing 4-consistency amounts to adding the disjunction x 2 ? x 4 6 = 6 _ x 3 ? x 4 6 = ?1:
The resulting set is 4-consistent and also globally consistent.
Example 3.4 The constraint set C = fx 2 ? x 1 5; x 1 ? x 3 2; x 2 ? x 3 7; x 5 ? x 4 1; x 4 ? x 6 3; x 5 ? x 6 4; x 1 ? x 4 6 = 1g is strong 3-consistent but not 4-consistent. Adding the constraint x 2 ?x 4 6 = 6 _ x 3 ?x 4 6 = ?1 (as in the previous example) is not enough. For example, the valuation v = fx 5 2; x 6 ?2; x 1 2g satis es C(x 5 ; x 6 ; x 1 ) = fx 5 ? x 6 4g but it cannot be extended to a valuation which satis es C(x 5 ; x 6 ; x 1 ; x 4 ).
We can enforce 4-consistency by also adding the constraint x 5 ? x 1 6 = 0 _ x 6 ? x 1 6 = ?4 to C. Let the resulting set be C 0 . C 0 is strong 4-consistent but not 5-consistent. For example, the valuation v = fx 2 7; x 3 0; x 5 2; x 6 ?2g satis es C(x 2 ; x 3 ; x 5 ; x 6 ) = fx 2 ? x 3 7; x 5 ? x 6 4g but it cannot be extended to a valuation which satis es C(x 2 ; x 3 ; x 5 ; x 6 ; x 1 ) (or C(x 2 ; x 3 ; x 5 ; x 6 ; x 4 )).
We can enforce 5-consistency by adding the constraint x 2 ? x 3 6 = 7 _ x 5 ? x 6 6 = 4 _ x 2 ? x 5 6 = 5 to C 0 . The resulting constraint set is strong 5-consistent and also globally consistent.
Figure 2 presents algorithm TCN-GConsistency which enforces global consistency on its input TCN. TCN-GConsistency takes as input a TCN and returns an equivalent set of temporal constraints which is globally consistent. TCN-GConsistency's output is not a TCN because, as the above examples indicate, enforcing global consistency might result in the introduction of disjunctions of inequations which cannot be represented by a TCN. TCN-GConsistency takes advantage of an observation of Kou92,Imb93]: inequations can be treated independently of one another for performing variable elimination.
The algorithm TCN-GConsistency essentially enforces strong 5-consistency on its input network N. As we will show shortly, this level of local consistency is enough for achieving global consistency. In step 1, TCN-GConsistency Algorithm TCN-GConsistency Input: A consistent TCN N. Output: A globally consistent set of constraints equivalent to N.
Method:
1.
Step 1: Enforce path consistency on conv(N Step 2. Discussion. It is possible that step 2 of algorithm TCN-GConsistency introduces constraints that are not strictly necessary for enforcing global consistency. This happens when a generated constraint is equivalent to true or when it is implied by another constraint. TCN-GConsistency can also introduce disjunctions of inequations that are equivalent to inequations (e.g., x 1 ? x 5 6 = 2 _ x 1 ? x 5 6 = 2). We tolerate this ine ciency because it allow us to present our ideas clearly and minimizes the case analysis in the forthcoming proofs. The reader can consult Kou94c] for an improved but complicated version of TCN-GConsistency.
The following theorem demonstrates the correctness of algorithm TCN-GConsistency. Its proof, presented in Appendix A, is rather long but easy to follow.
Theorem 3.1 The algorithm TCN-GConsistency is correct i.e., it returns a globally consistent set of constraints equivalent to the input network.
Corollary 3.1 Strong 5-consistency is necessary and su cient for achieving global consistency of a TCN.
Proof: Example 3.4 shows the necessity of achieving strong 5-consistency. The su ciency follows from the previous theorem; the algorithm TCN-GConsistency essentially achieves strong 5-consistency. 2
The following theorem gives the complexity of TCN-GConsistency. 
We will also consider a network to be minimal if it makes explicit all \inter-esting" binary constraints. In our case \interesting" binary constraints are all constraints of the form x i ? x j r where x i ; x j are variables ranging over the rational numbers, r is a rational constant, and is ; = or 6 =. The following de nition will su ce for our purpose DMP91,Mei91b].
De nition 4.1 A TCN M is tighter than a TCN N if for every i; j, M ij N ij .
A TCN N is called minimal if there is no tighter network equivalent to it.
For our class of constraints the above de nition of minimality slightly deviates from the standard intuitions behind minimal networks (as stated by Montanari Mon74]). To see this consider the constraint set C = fx 1 x 2 ; x 2 5; x 2 6 = x 3 g:
If we adopt our de nition, the minimal TCN N for C has N 13 = (?1; +1).
But C also implies the disjunctive binary constraint x 3 6 = x 1 _ x 3 6 = 5
which cannot be represented by N. Thus if one is interested in answering queries involving disjunctive binary constraints then one has to discard the above de nition and adopt the one in Dec92]. In this case a set of constraints will be called minimal if and only if any instantiation of two variables which satis es the constraints involving these variables, can be extended to a solution of the full network Dec92].
The minimal network algorithm TCN-Minimal, shown in Figure 4 , is essentially a by-product of algorithm TCN-GConsistency. As we discussed above, the constraints in the minimal TCN will be only inequalities and inequations. Therefore an algorithm for computing the minimal TCN can be constructed if we start with TCN-GConsistency and omit any part that generates a disjunction of inequations. This can be achieved by a detailed analysis of Step 2 of TCN-GConsistency. If we want to adopt the second de nition of the minimal network and take into account disjunctive binary constraints then we have to modify TCN-Minimal accordingly. Step 1: Enforce path consistency on conv(N) (as in Step 1 of TCN-GConsistency).
Step Step 3
Step 4
Step 2.1
Step 2.2 In this case the constraint generated by TCN-GConsistency is equivalent to a binary inequation thus it should be re ected in the minimal TCN. Proof: The correctness part follows from the previous lemma. The complexity bound is achieved by either maintaining L explicitly or by having an adjacency list recording the inequations for every node of N. 2
An algorithm with the same complexity has also been discovered independently by Gerevini and Cristani without prior analysis of the global consistency problem GC95]. A careful comparison of the two algorithms shows that
Step 2 of TCN-Minimal computes 3-path implicit inequations, Step 3 deals with forbidden subgraphs and Step 4 deals with 4-path implicit inequations (this new terminology comes from GC95] and the reader is referred there for more details).
Independently, Isli has studied a subclass of the class of temporal constraints that we consider in this section Isl94]. Isli does not consider inequations of the form x ? y 6 = r where r 6 = 0, and achieves the same complexity bound for computing the minimal network.
Global Consistency of Point Algebra Networks
We will now turn our attention to an important subset of TCN: the point algebra networks introduced Example 5.1 For the PAN with constraints x 1 x 2 ; x 2 x 3 ; x 4 x 5 ; x 5 x 6 ; x 2 6 = x 5 AAC will also introduce constraints x 1 x 3 ; x 4 x 6 . The resulting PAN is strong 3-consistent but not globally consistent. This can be demonstrated via an argument similar to the one for Example 3.4. If we enforce strong 5-consistency with the addition of constraints x 1 6 = x 5 _ x 3 6 = x 5 ; x 4 6 = x 2 _ x 6 6 = x 2 and x 1 6 = x 3 _ x 1 6 = x 4 _ x 1 6 = x 6 , then the resulting set is globally consistent. time where H is the number of edges labeled with 6 = and n is the number of nodes.
Global consistency of PAN has also been discussed (under the name decomposability) in Section 5 of Kou92] and algorithm Decompose has been proposed for achieving this task. The algorithm is correct but it adopts a representation which is rather inappropriate for the task at hand and leads to a complexity bound which is not the tightest. The results of this section subsume the results of Section 5 (only!) of Kou92].
Let us now comment on some observations of Dechter Dec92] on the problem of enforcing global consistency in PAN. Dec92] discusses global consistency in general constraint networks with nite variable domains. The most important result of Dec92] is the following. If N is a constraint network with constraints of arity r or less and domains of size k or less which is strongly (k(r ? 1) + 1)-consistent, then N is globally consistent.
The above result can be applied to PAN if PAN are rede ned as \traditional" constraint networks where variables represent relations between two points and constraints are de ned by the transitivity table of VKvB89]. This representation yields a constraint network with k = 3 and r = 3. Dechter's result now gives us the following. If strong 7-consistency in PAN can be enforced with ternary constraints then strong 7-consistency implies global consistency. Dechter uses the aforementioned incorrect assertion of vBC90] to conclude that strong 7-consistency in the traditional formulation of PAN can be enforced with ternary constraints. Thus she also concludes that in the traditional formulation strong 7-consistency implies global consistency Dec92, page 100].
In the light of Theorem 5.2, Dechter's conclusion remains unjusti ed.
The General Case
Let us now consider enforcing global consistency when disjunctions of inequations are allowed in the given constraint set.
Example 6.1 The constraint set C = fx 5 x 1 ; x 1 x 6 ; x 5 x 6 ; x 7 x 3 ; x 3 x 8 ; x 7 x 8 ; x 9 x 2 ; x 2 x 10 ; x 9 x 10 ; x 1 6 = y _ x 2 6 = z _ x 3 6 = wg is strong 7-consistent but not 8-consistent. For example, the valuation v = fy 0; z 0; w 0; x 2 0; x 3 0; x 5 0; x 6 0g satis es C(y; z; w; x 2 ; x 3 ; x 5 ; x 6 ) = fx 5 x 6 g but it cannot be extended to a valuation which satis es C(y; z; w; x 2 ; x 3 ; x 5 ; x 6 ; x 1 ). We can enforce 8-consistency by adding the constraints x 5 6 = y _ x 6 6 = y _ x 2 6 = z _ x 3 6 = w x 1 6 = y _ x 9 6 = z _ x 10 6 = z _ x 3 6 = w x 1 6 = y _ x 2 6 = z _ x 7 6 = w _ x 8 6 = w.
The resulting set is strong 8-consistent but not 9-consistent. We can enforce 9-consistency by adding the constraints x 5 6 = y _ x 6 6 = y _ x 9 6 = z _ x 10 6 = z _ x 3 6 = w x 1 6 = y _ x 9 6 = z _ x 10 6 = z _ x 7 6 = w _ x 8 6 = w x 5 6 = y _ x 6 6 = y _ x 2 6 = z _ x 7 6 = w _ x 8 6 = w.
The resulting set is strong 9-consistent but not 10-consistent. We can enforce 10-consistency by adding the constraint x 5 6 = y _ x 6 6 = y _ x 9 6 = z _ x 10 6 = z _ x 7 6 = w _ x 8 6 = w:
The resulting set is strong 10-consistent and also globally consistent. The following theorem demonstrates the correctness of GConsistency. The proof is given in Appendix A.
Theorem 6.1 The algorithm GConsistency is correct i.e., it returns a globally consistent set of constraints equivalent to the input one.
In essence, algorithm GConsistency achieves strong 2V + 1-consistency where V is the maximum number of variables in any disjunction of inequations. Thus we have the following corollary.
Corollary 6.1 Let C be a set of temporal constraints. If C is 2V +1-consistent, where V is the maximum number of variables in any disjunction of inequations, then C is globally consistent.
The time complexity of GConsistency is exponential in V . However, if V is xed then the time complexity of GConsistency is polynomial in the number of variables and the number of constraints in C. This has an interesting consequence for variable elimination due to its relation to global consistency.
Corollary 6.2 Let C be a set of temporal constraints such that the number of variables in every disjunction of inequations is xed. Eliminating any number Algorithm GConsistency
Input: A set of temporal constraints C = C i C d where C i is a set of inequalities and C d is a set of disjunctions of inequations. Output: A globally consistent set of constraints equivalent to C.
Step 1: Enforce strong 3-consistency on C i . Let N be the TCN corresponding to C i . For k; i; j = 1 to n do N ij := N ij (N ik N kj )
EndFor
Step 2 We will show that this case cannot arise.
Depending on the form of the inequation constraint c from which inequation x 6 = x 0 + r was generated, the following cases must be considered. Proof of Theorem 6.1: The proof will have the same structure as the proof of theorem 3.1. Let C 0 be the set returned by GConsistency. Let us take an arbitrary valuation v = fx 1 x 0 1 ; : : : ; x ?1 x 0 ?1 g such that C 0 (x 0 1 ; : : : ; x 0 ?1 ) is satis able. We will show that for every variable x , v can be extended to a We will show that this case cannot arise.
Depending on the form of the inequation constraint c 1 from which inequation x 6 = x 0 + r was generated, the following cases must be considered. We have arrived at a contradiction since c 2 2 C 0 (x 0 1 ; : : : ; x 0 ?1 ) and the equalities A.7 hold.
(ii) c 1 is added to C 0 in Step 2 of GConsistency. Depending on the values of c; i; m 1 ; : : : ; m i ; l 1 ; : : : ; l i we consider the following subcases. 
