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FEEDBACK CONTROL THEORY & MODEL ORDER REDUCTION
FOR STOCHASTIC EQUATIONS
SIMON BECKER, CARSTEN HARTMANN, MARTIN REDMANN, AND LORENZ RICHTER
Abstract. We analyze structure-preserving model order reduction methods for
Ornstein-Uhlenbeck processes and linear SPDEs with multiplicative noise based on
balanced truncation with non-zero initial data. We then marry these model order
reduction methods with stochastic optimal control theory and prove error bounds
for a class of linear quadratic regulator problems. We discuss the application of our
approach to enhanced sampling methods from non-equilibrium statistical mechanics.
1. Introduction
Balanced truncation is among the most popular model reduction techniques for linear
and bilinear control systems, since it features computable error bounds and preserves
many structural properties of the dynamics, such as stability or passivity. Neverthless,
considered as an approximation tool for the Hankel operator that is underlying the
system under consideration, it heavily relies on L2-isometries and the fact that inputs
and outputs are square-integrable functions on the positive reals [G84].
With few exceptions (see [BGM17, HRA11, DHQ19]), most of the available error
bounds consider the dynamics under zero (or: homogeneous) initial conditions. This
is somewhat surprising as, for example, the system-theoretic concepts of finite-time
controllability and reachability make assertions about bounded measurable control
inputs only and do not assume the initial condition to be zero (see, e.g. [C85, Sec. 4]).
It is possible to think of the initial conditions as an extra control input, however the
control input associated with the initial condition is a Dirac delta function, and as a
consequence it is neither bounded nor square-integrable; the approach thus requires an
appropriate regularisation that then leads to Hankel norm error bounds that depend
on the particular regularisation chosen (see e.g. [HRA11]).
In this article we follow a different route and extend the notion of the Hankel op-
erator to account for the non-zero initial conditions by an appropriate shifting of the
underlying reachability and observability Gramians. The details will be given below in
Section 2. In doing so, we study balanced model order reduction methods for two types
of stochastic differential equations with nonzero initial condition: (feedback-)controlled
Ornstein-Uhlenbeck (ou) processes and linear S(P)DEs with multiplicative noise (lin).
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The study of controlled Ornstein-Uhlenbeck processes (1.1a) is of great practical
relevance and has various applications such as interest rates models [V77] or pair
trading in mathematical finance [ES19], and Langevin equations in physics [K07]. Such
processes are also considered to model random perturbations of linear deterministic
systems [HLPZ14]. Linear stochastic differential equations with multiplicative noise
generalizes a dissipative geometric Brownian motion and has various applications in
mathematical finance. Most prominently, such equations describe stock prices in the
Black-Scholes model [H09]. Examples involving SPDEs include stochastic variants of
the linearised Navier-Stokes equations [DFV14], stochastic polymer models [MHKZ89],
or the Kushner-Stratonovich equations of nonlinear filtering [B65].
To fix ideas, let (Mt)t≥0 be a square-integrable mean zero Le´vy process and let
(Ft)t≥0 be its induced filtration. For control functions u ∈ L2ad(Ω× (0, T )) with values
in Rm, we study the differential equations
dZout = AZ
ou
t dt+But dt+K dMt, and (1.1a)
dZ lint = AZ
lin
t dt+But dt+NZ
lin
t dMt, for t ∈ (0, T ) (1.1b)
on some separable Hilbert space X. In (1.1a) the process is allowed to take values in a
space Rd, whereas in equation (1.1b) the Le´vy process is assumed to be scalar 1. The
precise assumptions we impose on the OU process (1.1a) are stated in Section 3 and
for equation 2 in Section 4. Most of the notation will be explained in Section 1.1. In
the equations above B : Rm → X, is the linear input operator. We are interested in
outputs CZt, where C : X → H is the linear output operator.
Reduced order models, based on balanced truncation, for (uncontrolled) Ornstein-
Uhlenbeck processes (Zout ) have been considered in [FR18]. Controlled processes (Z
lin
t )
have been extensively studied within the standard stochastic balanced truncation
framework and we refer the reader to [BH18, BR15, BD11] and references therein
for a general overview.
For the optimal control problem associated to the equations in (1.1), we consider
the following control functions with time horizon T ∈ (0,∞) given by
JouLQR(CZ, u, T ) :=
1
T
(
‖CZou‖2L2(ΩT ) + 〈u,Ru〉L2(ΩT )
)
J linr (CZ
lin, u, T ) := ‖CZ‖2L2tLrω(ΩT ) + 〈u,Ru〉L2(ΩT ) with r ∈ (1, 2].
(1.2)
(For the definition of the corresponding norms and scalar products, see Section 1.1
below.) In case of T =∞ we define for the Ornstein-Uhlenbeck process
JouLQR(CZ, u,∞) := lim sup
T→∞
JouLQR(CZ, u, T ).
1This assumption is only to simplify the notation in this article and an adaptation to multiple
noise terms
∑l
i=1NiZ
lin
t dM
i
t is straightforward
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In (1.2), R is a (strictly) symmetric positive-definite matrix such that all eigenvalues
of R are strictly positive.
Although balanced truncation methods for (1.1b), as described in [BH18, BR15,
BD11], take into account operators A,N, and B, non-zero initial states of the dynamics
are in general not considered in the balanced truncation model order reduction frame-
work. Only for deterministic linear systems such adaptations have been studied for
example in [BGM17, HRA11, DHQ19]. To include subspaces of relevant initial states in
the model order reduction process, we define for an orthonormal family φi ∈ L2(Ω, X),
the map Bin : Rk → X by Binv :=
∑k
i=1 〈v, êi〉Rk φi. Here, span {φi; i ∈ {1, .., k}} is
the space of admissible initial states. In other words, we define an operator Bin such
that BinB
∗
in is a projection onto the subspace of possible initial states we consider.
In many applications not all possible initial states are relevant, but only a certain
(low-dimensional) subspace of all possible initial states is of interest. This subspace
will be called the space of admissible initial states. In particular, we analyze how
additional knowledge on the location of initial states can be harnessed in the model
order reduction process. This way, we obtain balanced truncation-based model order
reduction methods for which initial-state dependent error bounds can be obtained.
This allows us to obtain error bounds for optimal control problems, as well.
The outline of the article is as follow: Before presenting balanced truncation in
a nutshell in Section 2, we briefly introduce the basic notation used throughout the
article in Section 1.1. The OU semigroup and the corresponding model reduction error
bound are discussed in Section 3, whereas linear S(P)DEs with multiplicative noise are
the subject of Section 4. The error OU and S(P)DE bounds are then revisited from the
perspective of optimal control theory in Section 5, where we focus on linear quadratic
regulator (LQR) problems. Finally, in Section 6, we illustrate the theoretical findings
from Sections 3– 5 with suitable numerical examples.
1.1. Notation. The space of bounded linear operators between Banach spaces X, Y
is denoted by L(X, Y ) and just by L(X) if X = Y. The operator norm of a bounded
operator T ∈ L(X, Y ) is written as ‖T‖. The trace-class and Hilbert-Schmidt operators
between Hilbert spaces X, Y are denoted by TC(X, Y ) and HS(X, Y ), respectively. In
particular, we recall that for a linear operator T ∈ TC(X, Y ), where X and Y are now
separable Hilbert spaces, the trace norm is given as
‖T‖TC = sup
{∑
n∈N
|〈fn, T en〉Y | : (en)n∈N ONB of X and (fn)n∈N ONB of Y
}
. (1.3)
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The Hilbert-Schmidt norm is given by
‖T‖HS :=
√ ∑
n,m∈N
|〈fm, T en〉Y |2 (1.4)
where (en)n∈N is any ONB of X and (fn)n∈N any ONB of Y.
We say that g = O(f) if there is a C > 0 such that ‖g‖ ≤ C ‖f‖ . The domain of
unbounded operators A is denoted by D(A).
We write ∆(Ξ) to denote the difference of the quantity Ξ for two systems, i.e.
∆(Ξ) = ΞSystem 1 − ΞSystem 2. We denote the expectation of a random variable Y by
E(Y ) where we throughout the article assume to work on some fixed probability space
(Ω,F ,P). If we want to address an operator L for both OU processes and linear systems
with multiplicative noise, we write Lou | lin.
We write ΩT := Ω × (0, T ) and define, for a Banach space Y , the norm associated
with the space L2(ΩT , Y )
‖f‖L2(ΩT ,Y ) :=
√
E
∫
(0,T )
‖f(t)‖2Y dt. (1.5)
When writing Lp spaces, we most often omit the domain and sometimes also the
image space to shorten the notation.
We also define the norm on iterated LpLq spaces by
‖f‖LpxLqy := ‖x 7→ ‖y 7→ f(x, y)‖Lq‖Lp , (1.6)
where the Lq norm is taken over the second argument, y, followed by the Lp norm
integration over the first argument, x.
We use the subscript ad for Lp spaces to denote stochastic processes in Lp that are
adapted to a canonical filtration.
The convolution of two functions is denoted by
(f ∗ g)(x) =
∫
R
f(x− y)g(y) dy.
We write 1lX for the indicator function on some measurable set X, i.e. 1lX(x) = 1 if
x ∈ X and 0 otherwise.
If a sequence (xn) converges with respect to the weak topology of a Banach space
to some element x of that space, we write xn ⇀ x.
2. Balanced truncation in a nutshell
In this article, we study model order reduction methods for equations (1.1). To fix
ideas, let us now assume that the underlying Hilbert space X is finite-dimensional. In
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the first step of the model order reduction process, positive semidefinite observability
and reachability Gramians Oou | lin andPou | lin are computed from Lyapunov equations,
using an auxiliary operator S := BinB
∗
in +KE(M1M∗1 )K∗.
For Ornstein-Uhlenbeck processes, for which we consider two types of reachability
Gramians Pou and Pou, the Lyapunov equations (Prop. 3.3) take the form
A∗Oou + OouA+ C∗C = 0,
APou +PouA∗ +BB∗ +KE(M1M∗1 )K∗ = 0 and
A(Pou − S) + (Pou − S)A∗ +BB∗ = 0.
(2.1)
• The first reachability Gramian Pou is employed to obtain an error bound on
the supremum norm with initial state 0 (Theorem 1).
• The second reachability Gramian Pou depends also on the chosen initial states
and allows us to obtain an L2 error bound (Theorem 2).
For linear systems with multiplicative noise they satisfy (see Prop. 4.2 below)
A(P lin −BinB∗in) + (P lin −BinB∗in)A∗ +N(P lin −BinB∗in)N∗
+BB∗ +BinB∗in = 0 and
A∗O lin + O linA+N∗O linN + C∗C = 0.
(2.2)
Since both Oou | lin and Pou | lin are positive semidefinite, they can be decomposed as
Oou | lin = W ∗W and Pou | lin = RR∗. Let Oou | lin and Pou | lin have for simplicity full
rank, the balanced representation is obtained by first performing a singular value de-
composition WR = V ΣU∗, to identify a dominant subspace for the dynamics of the
system, where V, U are unitary and Σ is diagonal. Then, we conjugate the system by
operators T := Σ−1/2V ∗W and T−1 := RUΣ−1/2 such that
A
ou | lin
b := TA
ou | linT−1, Bou | linb := TB
ou | lin, Cou | linb := C
ou | linT−1, and
N linb := TN
linT−1, Koub := TK
ou.
(2.3)
To obtain a reduced system, the operator Σ is approximated. This approximation is
obtained by discarding the smallest singular values of Σ. Error bounds in this article
are commonly expressed in terms of the difference of Hankel operators for the full
and the reduced system. This difference of Hankel operators we denote by ∆(H).
The Hankel operator is one possible decomposition WR of the Gramians above. The
precise definition of the Hankel operator is stated in Definitions 3.2, for OU processes,
and 4.1, for linear systems with multiplicative noise, respectively. However, to evaluate
the trace norm difference it is not necessary to analyze the Hankel operator directly:
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To evaluate the singular values of ∆(H), and thus the trace norm of ∆(H), we
introduce an error system
Âou | lin :=
(
A 0
0 A˜
)
, B̂ou | lin := (B∗, B˜∗)∗, B̂ou | linin = (B
∗
in, B˜
∗
in)
∗, Ĉou | lin := (C,−C˜),
and N̂ lin :=
(
N 0
0 N˜
)
, and K̂ouin = (K
∗
in, K˜
∗
in)
∗,
(2.4)
where operators without tilde belong to System 1, as in (1.1), and with tilde to some
System 2. This second system could be any other system with the same structure
such as the reduced system. Then one can define Gramians Ô = Ŵ ∗Ŵ and P̂ = R̂R̂∗
of this error system (2.4) that satisfy Lyapunov equations (2.1) or (2.2) for the error
system, i.e.
Â∗Ôou + ÔouÂ+ Ĉ∗Ĉ = 0,
Â(P̂ ou − Ŝ) + (P̂ ou − Ŝ)Â∗ + B̂B̂∗ = 0
(2.5)
where Ŝ := B̂inB̂
∗
in + K̂E(M1M∗1 )K̂∗ and analogously for linear systems with multi-
plicative noise. We can then perform a singular value decomposition Ŵ R̂ = V̂ ΛÛ∗
with diagonal operator Λ that contains all singular values of the error system (2.4) on
its diagonal [RS14, Theorem 5.1]. It is then easy to check that
‖∆(H)‖TC =
∑
λ∈Λ
λ =
∑
µ∈
√
σ(ÔP̂ )
µ.
This property follows as any decomposition Ŵ R̂ is equivalent to the Hankel operator
Ĥ associated with system (2.4):
More precisely, there exist unitary mappings [RS14, Prop. 6.1] U : ran(Ŵ R̂) →
ran(Ĥ) and V : ker⊥(Ŵ R̂)→ ker⊥(Ĥ) such that
∆(H)|ker⊥(Ĥ) = Ĥ|ker⊥(Ĥ) = U
(
Ŵ R̂
)
|ker⊥(Ŵ R̂)V ∗|ker⊥(Ĥ).
We summarize the preceding discussion of the Hankel operator error bounds:
• The trace class norm of the Hankel operator difference is computable by solv-
ing in addition the Lyapunov equations for the error system consisting of the
original and the reduced system (2.4).
• The error bound does not require the user to compute the Hankel operator
directly.
• As a word of caution: The Hankel operators do not have any obvious energy
interpretation. In particular, the difference of Hankel operators in trace norm
is not the same as the sum of truncated Hankel singular values in the model
order reduction process.
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3. Ornstein-Uhlenbeck processes
Let X be a Hilbert space, A be the generator of a C0-semigroup (Tt)t≥0 on X, as
well as K : Rd → X and B : Rm → X both linear and continuous maps. For the OU
processes (1.1a), we define the mild solution (Zout )t≥0 with initial state ξ ∈ L2(Ω,F0, X)
with output given by the variation of constant formula
Yt = CZ
ou
t = CTtξ +
∫ t
0
CTt−sK dMs +
∫ t
0
CTt−sBus ds. (3.1)
In particular, if X is finite-dimensional or more general, if (Tt) is uniformly contin-
uous, then the semigroup is just given by Tt := e
tA.
For OU processes we make the following stability assumption:
Assumption 1 (OU processes). We assume that A is the generator of an exponentially
stable semigroup (Tt)t≥0 such that for some ω > 0 and ν ≥ 1 : ‖Tt‖ ≤ νe−ωt. Moreover,
we assume that (Mt) is a square-integrable mean zero Le´vy process taking values in Rd.
Definition 3.1 (OU Gramians). For the controlled OU process, we define the observ-
ability Gramian for x, y ∈ X by
〈x,Oouy〉X :=
∫ ∞
0
〈CTsx,CTsy〉H ds (3.2)
and two types of reachability Gramians for x, y ∈ X by
〈x,Pouy〉X :=
∫ ∞
0
〈x, Tt(KE (M1M∗1 )K∗ +BB∗)T ∗t y〉X dt, and
〈x,Pouy〉X :=
∫ ∞
0
〈x, TtBB∗T ∗t y〉X dt+ 〈x, (BinB∗in +KE (M1M∗1 )K∗)y〉X .
(3.3)
If X is finite-dimensional, then the definition of the Gramians reduces in case of the
observability Gramian to
Oou =
∫ ∞
0
T ∗sC
∗CTs ds (3.4)
and for the reachability Gramians to
Pou =
∫ ∞
0
Tt(KE (M1M∗1 )K∗ +BB∗)T ∗t dt, and
Pou =
∫ ∞
0
TtBB
∗T ∗t dt+BinB
∗
in +KE (M1M∗1 )K∗.
(3.5)
The weak formulation for infinite-dimensional spaces X is needed in general, as
t 7→ Tt is not necessarily measurable but t 7→ Ttx for any fixed x ∈ X is.
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Definition 3.2 (OU Hankel operator). The OU Hankel operator is the operator
Hou := W ouRou ∈ L(L2((0,∞),Rm)⊕ Rd ⊕ Rk, L2((0,∞),H)).
Here, we assume that the controls take values in Rm, the space of admissible initial
states is k-dimensional, and the noise process takes values in Rd.
The observability map W ou ∈ L(X,L2((0,∞),H)) is defined as
W out x := CTtx such that O
ou = W ou ∗W ou,
where W ou is a Hilbert-Schmidt operator if H is finite-dimensional.
The reachability map Rou ∈ HS(L2((0,∞),Rm)⊕ Rd ⊕ Rk, X) is defined as
Rou(f, v, u) :=
∫ ∞
0
TsBfs ds+K
√
E(M1M∗1 )v +Binu
such that Pou = RouRou ∗.
(3.6)
The Gramians (3.2) and (3.3) satisfy the following Lyapunov equations:
Proposition 3.3 (Lyapunov equations). The observability Gramian satisfies for all
x2, y2 ∈ D(A)
〈Ax2,Oouy2〉X + 〈x2,OouAy2〉X + 〈x2, C∗Cy2〉X = 0
and the reachability Gramians satisfies, for all x1, y1 ∈ D(A∗), with S := BinB∗in +
KE(M1M∗1 )K∗,
〈x1,PouA∗y1〉X + 〈A∗x1,Pouy1〉X + 〈x1, (BB∗ +KE(M1M∗1 )K∗)y1〉X = 0 and
〈x1, (Pou − S)A∗y1〉X + 〈A∗x1, (Pou − S)y1〉X + 〈x1, BB∗y1〉X = 0.
If A is bounded, the equations reduce to
A∗Oou + OouA+ C∗C = 0
and
PouA∗ + APou +BB∗ +KE(M1M∗1 )K∗ = 0 and
(Pou − S)A∗ + A(Pou − S) +BB∗ = 0.
Proof. The Lyapunov equations follow immediately from the Lyapunov equations for
linear deterministic systems [ORW13]:
This is immediate for the observability Gramian, since it coincides with the observ-
ability Gramian for linear systems.
For the reachability Gramian it suffices to observe that Pou and Pou− S are of the
form of a linear reachability Gramian. 
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3.1. Error bounds. We start by stating a direct bound for two OU processes as in
(1.1a) with (C,A,K,B) and (C˜, A˜, K˜, B˜) starting from zero. Let (Tt) and (T˜t) be the
semigroups generated by A and A˜, respectively. To state the error bound, we introduce
for i ∈ {1, 2} auxiliary Gramians defined in terms of B1 = B and B2 = K
√
E(M1M∗1 )
APi + PiA
∗ = −BiB∗i , Pi :=
∫ ∞
0
CTsBiB
∗
i T
∗
sC
∗ds,
APi,g + Pi,gA˜
∗ = −BiB˜∗i , Pi,g :=
∫ ∞
0
CTsBiB˜
∗
i T˜
∗
s C˜
∗ds,
A˜P˜i + P˜iA˜
∗ = −B˜iB˜∗i , P˜i :=
∫ ∞
0
C˜T˜sB˜iB˜
∗
i T˜
∗
s C˜
∗ds,
(3.7)
and observe that the sums Pou = P1 + P2 and P˜ou = P˜1 + P˜2 coincide with the
reachability Gramian for Bin = 0. Moreover, we write Poug = P1,g + P2,g. We then
have the following error bound for two Ornstein-Uhlenbeck processes starting from
zero with possibly two different controls.
Theorem 1 (Error bound from zero). For control functions u, u˜ ∈ L2ad(ΩT ,Rn) and
initial conditions Y0 = Y˜0 = 0, it follows that the difference of two OU processes
satisfies
sup
t∈[0,T ]
√
E
[
‖Yt − Y˜t‖2
]
≤
√
2(1 ∨ ‖u‖L2(ΩT ))
(
tr
(
CPouC∗ − 2CPoug C˜∗
+ C˜P˜ouC˜∗
)) 1
2
+
(
tr(C˜P˜1C˜
∗)
)1/2
‖u− u˜‖L2(ΩT ).
(3.8)
Proof. The explicit outputs of controlled OU processes are according to (3.1) given by
Yt = C
∫ t
0
Tt−sBus ds︸ ︷︷ ︸
=:I1(u)
+C
∫ t
0
Tt−sK dMs︸ ︷︷ ︸
=:I2
and
Y˜t = C˜
∫ t
0
T˜t−sB˜u˜s ds︸ ︷︷ ︸
=:I˜1(u˜)
+ C˜
∫ t
0
T˜t−sK˜ dMs︸ ︷︷ ︸
=:I˜2
.
(3.9)
We insert the representations for Yt and Y˜t from (3.9) and obtain for (3.8)(
E‖Yt − Y˜t‖2
) 1
2
=
(
E‖(I1(u)− I˜1(u)) + (I˜1(u)− I˜1(u˜)) + (I2 − I˜2)‖2
) 1
2
≤
(
E‖I1(u)− I˜1(u)‖2
) 1
2
+
(
E‖I2 − I˜2‖2
) 1
2
+
(
E‖I˜1(u)− I˜1(u˜)‖2
) 1
2
(3.10)
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From [FR18, (31)] we know that
E[‖I2 − I˜2‖2] ≤ tr
[
CP2C
∗ − 2CP2,gC˜∗ + C˜P˜2C˜∗
]
(3.11)
for all t ∈ [0, T ]. We can estimate the first term in (3.10) using that
E[‖I1(u)− I˜1(u)‖2] = E
[∥∥∥∥∫ t
0
(
CTt−sBus − C˜T˜t−sB˜u˜s
)
ds
∥∥∥∥2
]
≤ E
[(∫ t
0
∥∥∥CTt−sB − C˜T˜t−sB˜∥∥∥
HS
‖us‖ds
)2]
≤ E
[∫ t
0
∥∥∥CTt−sB − C˜T˜t−sB˜∥∥∥2
HS
ds
∫ t
0
‖us‖2ds
]
=
∫ t
0
∥∥∥CTt−sB − C˜T˜t−sB˜∥∥∥2
HS
ds E
[∫ t
0
‖us‖2ds
]
≤ tr
[
CP1C
∗ − 2CP1,gC˜∗ + C˜P˜1C˜∗
]
‖u‖2L2(ΩT ),
(3.12)
where we used Cauchy-Schwarz and took the limit t → ∞ in the first integral and
t→ T in the second one. Furthermore, we find for the remaining term in (3.10) that(
E‖I˜1(u)− I˜1(u˜)‖2
) 1
2 ≤
(
E
[(∫ t
0
∥∥∥C˜eA˜(t−s)B˜1∥∥∥
HS
‖us − u˜s‖ds
)2]) 12
≤
(∫ t
0
∥∥∥C˜eA˜(t−s)B˜1∥∥∥2
HS
ds
) 1
2
(
E
∫ t
0
‖us − u˜s‖2ds
) 1
2
≤
(
tr(C˜P˜1C˜
∗)
) 1
2 ‖u− u˜‖L2(ΩT ).
In order to get (3.8), we estimate(
E‖I1(u)− I˜1(u)‖2
) 1
2
+
(
E‖I2 − I˜2‖2
) 1
2 ≤
√
2
√
E[‖I1(u)− I˜1(u)‖2] + E[‖I2 − I˜2‖2]
(3.13)
applying a + b ≤ √2√a2 + b2 for a, b ∈ R+. We insert (3.11) and (3.12) into (3.13)
and enlarge the resulting expression trough 1, ‖u‖2L2(ΩT ) ≤ (1∨ ‖u‖2L2(ΩT )). The bound
(3.8) now follows, by the linearity of the trace. 
A different control u˜ in the reduced order model, e.g., appears if model reduction is
applied in the context of optimal control. Solving an optimal control problem in the
reduced system leads to a different control strategy than in the full model. However,
we see from the bound in Theorem 1 that the expression depending on the difference
of u and u˜ is scaled by a term depending on P˜1, an operator that cannot be expected
to be small. Hence, one can only guarantee a good approximation if u and u˜ are not
too different. We now state an error bound in case the initial condition is not zero.
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Corollary 3.4 (Error bound non zero initial states). Let u, u˜ ∈ L2ad(ΩT ,Rn), Y be the
output of (1.1a) with Zou0 = ξ = Binv and Y˜ be the output of the reduced system with
Z˜ou0 = 0. We define
Y˜
(0)
t = C˜
(0)T˜
(0)
t B˜inv + Y˜t, (3.14)
where (T˜
(0)
t )t≥0 is a C0-semigroup generated by some operator A˜
(0) and B˜in, C˜
(0) are
additional input and output operators, respectively. Then, we have
‖Y − Y˜ (0)‖L2(ΩT ) ≤
√
2T (1 ∨ ‖u‖L2(ΩT ))
(
tr
(
CPouC∗ − 2CPoug C˜∗ + C˜P˜ouC˜∗
)) 1
2
+ ‖v‖L2(Ω)
(
tr
(
CP0C
∗ − 2CP0,gC˜(0)∗ + C˜(0)P˜0C˜(0)∗
)) 1
2
+
√
T
(
tr(C˜P˜1C˜
∗)
)1/2
‖u− u˜‖L2(ΩT ),
where P0, P0,g and P˜0 satisfy
AP0 + P0A
∗ = −BinB∗in, AP0,g + P0,gA˜(0)∗ = −BinB˜∗in, A˜(0)P˜0 + P˜0A˜(0)∗ = −B˜inB˜∗in.
Proof. We use the triangle inequality to obtain
‖Y − Y˜ (0)‖L2(ΩT ) ≤
(
E
∫ T
0
‖(Yt − CTtBinv)− Y˜t‖2dt
) 1
2
+
(
E
∫ T
0
‖CTtBinv − C˜(0)T˜ (0)t B˜inv‖2dt
) 1
2
.
Since the function Yt − CTtBinv, t ∈ [0, T ], is the output to (1.1a) with zero initial
state, Theorem 1 yields(
E
∫ T
0
‖(Yt − CTtBinv)− Y˜t‖2dt
) 1
2
≤
√
T
(
tr(C˜P˜1C˜
∗)
)1/2
‖u− u˜‖L2(ΩT )
+
√
2T (1 ∨ ‖u‖L2(ΩT ))
(
tr
(
CPouC∗ − 2CPoug C˜∗C˜P˜ouC˜∗
)) 1
2
.
Moreover, as in previous estimates, we find
E
∫ T
0
‖CTtBinv − C˜(0)T˜ (0)t B˜inv‖2dt ≤
∫ T
0
‖CTtBin − C˜(0)T˜ (0)t B˜in‖2HSdt E‖v‖2
≤ E‖v‖2 tr
(
CP0C
∗ − 2CP0,gC˜(0)∗ + C˜(0)P˜0C˜(0)∗
)
concluding the proof. 
Remark 1. The choice of Y˜ (0) in (3.14) is motivated by the fact that (1.1a) can
be decomposed into a homogeneous and inhomogeneous part. Its output can then be
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written as Yt = CHout + CIout , where
dHout = AHout dt, Hou0 = ξ = Binv, (3.15)
dIout = AIout dt+But dt+K dMt, Iou0 = 0. (3.16)
As in [BGM17], balanced truncation based on the Gramian P0 can be applied to (3.15)
in order to get a reduced system with matrices (A˜(0), B˜in, C˜
(0)). Balanced truncation
is used a second time but now based on Pou to find a reduced system to (3.16). The
reduced order matrices in this case are (A˜, B˜, C˜, K˜). The sum of both reduced order
outputs is then a suitable candidate for the choice of Y˜ (0).
We now state another error bound that takes into account the initial states and
bounds the norms appearing in the control functional (1.2). This one invokes the
Hankel operator which relies on the reachability Gramian Pou.
Lemma 3.5. Let H ' Rn be a finite-dimensional space, then for two systems with
the same Le´vy noise profile, satisfying Assumption 1, the difference of their Hankel
operators ∆(Hou) satisfies
1√
T
∥∥∥∥∆(∫ t
0
CTt−sK dMs
)∥∥∥∥
L2(ΩT ,HS(Rm,Rn))
≤ ‖∆ (Hou)‖HS ,
‖∆ (CTBin)‖L2(0,∞),HS(Rk,Rn)) ≤ ‖∆ (Hou)‖HS , and
‖∆ (CTB)‖L1((0,∞),HS(Rm,Rn)) ≤ 2 ‖∆ (Hou)‖TC .
(3.17)
Proof. To obtain the first bound in (3.17), consider the process Xt :=
∫ t
0
CTt−sK dMs
such that by Ito’s isometry
1
T
‖∆(X)‖2L2(ΩT ) =
1
T
∫ T
0
E ‖∆(Xt)‖2 dt
Ito’s iso.
=
1
T
∫ T
0
∫ t
0
‖∆(CTt−sK)
√
E(M1M∗1 )‖2HS ds dt
t−s 7→s
=
1
T
∫ T
0
∫ t
0
‖∆(CTsK)
√
E(M1M∗1 )‖2HS ds dt
(1)
≤ 1
T
∫ T
0
∫ T
0
‖∆(CTsK
√
E(M1M∗1 ))‖2HS ds dt
(2)
=
∫ T
0
∥∥∥∆(CTsK√E(M1M∗1 )∥∥∥2
HS
ds
(3.18)
where in (1) we extended the integration range from 0 to T and in (2) we used that
the integrand is independent of t.
We now derive a lower bound on the Hilbert-Schmidt norm of the Hankel operator.
Recall that the Hilbert-Schmidt norm of an operator is defined in (1.4).
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Thus, using any ONB (ei)i∈N of L2((0,∞),Rn) and (fj)j∈{1,..,d} of Rd, we have the
lower bound on the Hilbert-Schmidt norm, since we do not take a complete basis of
the input space of the Hankel operator, yields the first estimate in (3.17)
‖∆ (Hou)‖2HS
(1.4)
≥
d∑
j=1
∞∑
i=1
∣∣〈∆ (Hou) (0, fj, 0), ei〉L2∣∣2
Def.3.2
=
d∑
j=1
∞∑
i=1
∣∣∣〈∆(CT•K√E(M1M∗1 )) fj, ei〉
L2
∣∣∣2
(1.4)
=
∫ ∞
0
∥∥∥∆(CTsK√E(M1M∗1 ))∥∥∥2
HS
ds
(3.18)
≥ 1
T
‖∆(X)‖2L2(ΩT ) .
(3.19)
The second bound in (3.17) follows straight from the definition of the Hilbert-Schmidt
norm by taking an orthonormal basis (ei)i∈N of L2((0,∞),H) and (fi)i∈{1,..,k} an or-
thonormal system of Rk. Then, it follows that
‖∆(H)‖2HS ≥
∞∑
i=1
k∑
j=1
|〈ei,∆(H)(0, 0, fj)〉L2|2
= ‖∆ (CTBin)‖2L2((0,∞),HS(Rk,Rn)) .
(3.20)
The last bound in (3.17) follows from linear balanced truncation theory [CGP88, The-
orem 2.1]. 
From the preceding estimates we obtain the following error bound on the global
dynamics.
Theorem 2 (OU Error bound). Consider two OU-processes with the same control
function u ∈ L2(ΩT ,Rm), see (1.5), driven by the same Le´vy processes, but (possibly
different) initial conditions ξ :=
∑k
i=1〈v, êi〉Rkφi and ξ˜ :=
∑k
i=1〈v, êi〉Rk φ˜i. Here, (φi)
is the L2(Ω,F0, X)-orthonormal system of Bin.
The difference of two such processes, satisfies for the same noise profile
‖∆ (CZou)‖L2(ΩT )√
T
≤ ‖∆(Hou)‖TC
(
1 +
‖ξ‖L2(Ω) + 2 ‖u‖L2(ΩT )√
T
)
. (3.21)
Proof. We have for v ∈ Rk by orthonormality of (φi) that ‖v‖ = ‖ξ‖L2(Ω) and de-
fine Xt :=
∫ t
0
CTt−sK dMs. By Young’s inequality, which implies that for f(s) :=∥∥∆ (1l[0,∞) CTsB)∥∥ and g(s) := 1l[0,T ) ‖us‖ we have
‖f ∗ g‖L2(0,T ) ≤ ‖f‖L1(0,T )‖g‖L2(0,T ),
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and Lemma 3.5, it follows that
‖∆ (CZou)‖L2(ΩT )
(3.1)
≤
(
‖∆(X)‖L2(ΩT ) + ‖∆(CTBin)(v)‖L2(ΩT )
+
∥∥∥∥∆ (1l[0,∞) CTB)∥∥ ∗ 1l[0,T ) ‖u‖∥∥L2(ΩT )
)
Young’s ineq.
≤
(
‖∆(X)‖L2(ΩT ) + ‖∆(CTBin)‖(0,∞) ‖ξ‖L2(Ω)
+ ‖∆ (CTB)‖L1(0,∞) ‖u‖L2(ΩT )
)
Lemma 3.5≤ ‖∆(Hou)‖TC
(√
T + ‖ξ‖L2(Ω) + 2 ‖u‖L2(ΩT )
)
.

4. Linear systems with multiplicative noise
The solution to the linear S(P)DE (1.1b) is by linearity just given as the sum of the
homogeneous process satisfying
dHlint = AHlint dt+NHlint dMt, such that
Hlin0 = ξ
(4.1)
and the solution to the inhomogeneous problem starting from zero
dI lint = AI lint dt+NI lint dMt +But dt, such that
I lin0 = 0.
(4.2)
The solution to the homogeneous equation (4.1), started at time s from state ξ, defines
a flow Hlint =: Φlint,sξ. If the initial time is s = 0, we just write Φlint := Φlin(t, 0).
Assumption 2 (Linear systems with multiplicative noise). We make the assumption
that Φlin is exponentially stable in mean square sense, i.e. there are γ, c > 0 such that
for all ξ ∈ L2(Ω,Fs, X) and t ≥ s
E
(‖(Φlint,sξ)‖2) ≤ γe−c(t−s)E‖ξ‖2. (4.3)
Moreover, we assume that (Mt)t≥0 is a square-integrable scalar-valued mean zero Le´vy
process.
We use the following representation of the homogeneous solution with flow Hlint =:
Φlint ξ such that
CZ lint := CHlint + CI lint = CΦlint ξ +
∫ t
0
CΦlint,sBus ds. (4.4)
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This expression coincides with the output of the mild solution as discussed in [BH18,
(5.4)ff.]. The observability and reachability Gramian for linear systems with multi-
plicative noise are for x, y ∈ X defined as
〈x,O liny〉X = E
∫ ∞
0
〈
CΦlins x,CΦ
lin
s y
〉
H ds
〈x,P liny〉X = E
∫ ∞
0
〈
x, (Φlins B)(Φ
bil
s B)
∗y
〉
X
ds+ 〈x,BinB∗iny〉X .
(4.5)
To decompose the Gramians as
O lin = W lin ∗W lin and P lin = RlinRlin ∗, (4.6)
we introduce observability W lin ∈ L(X,L2(Ω∞,H)) and reachability maps Rlin ∈
HS(L2(Ω∞,Rm)⊕ Rk, X) defined as
(W linx)t := CΦ
lin
t x and R
lin(f, u) := E
∫ ∞
0
Φlins Bfs ds+Binu. (4.7)
A straightforward computation shows that the above operators indeed satisfy (4.6).
Definition 4.1 (Hankel operator). The Hankel operator for the linear system with
multiplicative noise is the Hilbert-Schmidt operator defined as
H lin := W linRlin ∈ HS(L2(Ω∞,Rm)⊕ Rk,H)
and is trace-class if H is finite-dimensional.
The above Hilbert-Schmidt and trace-class properties follow from the same argu-
ments as in [BH18, Sec. 5.2]. Adding the operator Bin to R
lin does not affect these
properties as Bin is a finite rank operator.
The Gramians (4.5) satisfy the following Lyapunov equations:
Proposition 4.2 (Lyapunov equations). The stochastic Gramians for the system with
multiplicative noise satisfy the following Lyapunov equations for all x1, y1 ∈ D(A∗) and
x2, y2 ∈ D(A)
〈x1, BB∗ y1〉X + 〈A∗x1, (P lin −BinB∗in)y1〉X + 〈x1, (P lin −BinB∗in)A∗y1〉X
+ 〈N∗x1, (P lin −BinB∗in)N∗y1〉X E
(
M21
)
= 0 and
〈x2, C∗Cy2〉X + 〈Ax2,O liny2〉X + 〈x2,O linAy2〉X + 〈Nx2,O linNy2〉X E(M21 ) = 0.
Proof. It suffices to observe that the observability Gramian andP lin−BinB∗in coincide
with the observability and reachability Gramian in [BH18]. The Lyapunov equations
are then stated in [BH18, Lemma 5.6]. 
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Lemma 4.3. Let H be a finite-dimensional space, we consider two linear multiplicative
systems with the same or two i.i.d. square-integrable mean zero Le´vy processes (Mt)t≥0
each, then the difference of Hankel operators ∆(H lin) satisfies∥∥∆ (CΦlinBin)∥∥L2(Ω∞,HS(Rk,Rn)) ≤ ∥∥∆ (H lin)∥∥HS and∥∥∆ (CΦlinB)∥∥
L1tL
2
ω(Ω∞,HS(Rm,Rn))
≤ 2 ∥∥∆ (H lin)∥∥
TC
.
(4.8)
Proof. The first bound in (4.8) follows straight from the definition of the Hilbert-
Schmidt norm, i.e. let (fj)j∈{1,..,k} be an orthonormal basis of Rk and (ei)i∈N an or-
thonormal basis of L2(Ω(0,∞),H). This implies that∥∥∆ (H lin)∥∥2
HS
≥
k∑
j=1
∞∑
i=1
|〈ei,∆(H lin)(0, fj)〉L2|2 =
∥∥∆ (CΦlinBin)∥∥2L2(Ω∞,HS(Rk,Rn)) .
The second bound has been derived in [BH18, Theorem 3, (5.11)] under the assumption
that the noise profiles are independent. In the case of the same noise profile, the same
proof as for [BH18, Theorem 3] applies. This is because the flow of the coupled system
Ẑt = (Zt, Z˜t) is a Markov process, which is the key property used in [BH18, (5.12)].
The Markov property of Ẑt follows, since Ẑt is a solution to the S(P)DE
dẐt
lin
= ÂlinẐt
lin
dt+ N̂ linẐt
lin
dMt + B̂
linut dt, (4.9)
where we used the notation introduced in (2.4). The solution to this system satisfies
the Markov property [PZ07, Sec.9.6].

Theorem 3 (Error bound). Consider two linear systems with multiplicative noise. For
initial conditions ξ =
∑k
i=1〈v, êi〉Rkξi with L2(Ω,F0, X)-orthonormal system (ξi), and
ξ˜ :=
∑k
i=1〈v, êi〉Rk ξ˜i, it follows that for two Le´vy processes (Mt)t≥0, which we assume
to be either the same or independent, each one of them driving the dynamics of a linear
system with multiplicative noise, we have for control functions u ∈ L2ad(Ω∞,Rm) that∥∥∆ (CZ lin)∥∥
L2tL
1
ω(Ω∞)
≤ ∥∥∆(H lin)∥∥
TC
(
‖ξ‖L2(Ω) + 2 ‖u‖L2(Ω∞)
)
(4.10)
and for control functions u ∈ L2tL∞ω (Ω∞,Rn) we have∥∥∆ (CZ lin)∥∥
L2(Ω∞)
≤ ∥∥∆(H lin)∥∥
TC
(
‖ξ‖L2(Ω) + 2 ‖u‖L2tL∞ω (Ω∞)
)
(4.11)
Proof. From (4.4) we find that∥∥∆(CZ lin)∥∥
L2tL
1
ω(Ω∞)
≤ ∥∥∆(CHlin)∥∥
L2tL
1
ω(Ω∞)
+
∥∥∆(CI lin)∥∥
L2tL
1
ω(Ω∞)
and∥∥∆(CZ lin)∥∥
L2(Ω∞)
≤ ∥∥∆(CHlin)∥∥
L2(Ω∞)
+
∥∥∆(CI lin)∥∥
L2(Ω∞)
.
(4.12)
For the first terms on the right-hand side of (4.12) we have using
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• the Cauchy-Schwarz inequality in (1),
• the explicit expression for the homogeneous solution in (2), and
• the first estimate of (4.8) in (3)
that ∥∥∆(CHlin)∥∥
L2tL
1
ω(Ω∞)
(1)
≤ ∥∥∆(CHlin)∥∥
L2(Ω∞)
(2)
≤ ∥∥∆ (CΦlinBin)∥∥L2(Ω∞,HS(Rk,Rn)) ‖ξ‖L2(Ω)
(3)
≤ ∥∥∆ (H lin)∥∥
HS
‖ξ‖L2(Ω) .
(4.13)
To estimate the second terms on the right-hand side of (4.12) we require some
additional estimates on the inhomogeneous flow (4.2)
‖∆(CI lin)‖2L2tL1ω(Ω∞) ≤
∫ ∞
0
(
E
∫ t
0
‖∆(CΦt,sB)‖ ‖us‖ ds
)2
dt
(1)
≤
∫ ∞
0
(∫ t
0
√
E(‖∆(CΦt,sB)‖2)
√
E(‖us‖2) ds
)2
dt
(2)
≤
∫ ∞
0
(∫ t
0
√
E(‖∆(CΦt−sB)‖2HS)
√
E(‖us‖2) ds
)2
dt
(3)
=
∫
R
(∫
R
1l[0,∞)(t− s)
√
E(‖∆(CΦt−sB)‖2HS) 1l[0,∞)(s)
√
E(‖us‖2) ds
)2
dt.
(4.14)
In (1) we applied Ho¨lder’s inequality in the expectation value and in (2) we use
the Markov property, cf. [BH18, (5.15)]. In (3) we just rewrote the expression us-
ing indicator functions to make the convolutional structure more apparent. If we
then introduce auxiliary functions f(s) := 1l[0,∞)(s)
√
E(‖∆(CΦsB)‖2HS) and g(s) :=
1l[0,∞)(s)
√
E(‖us‖2), we can interpret the above estimate as a convolution estimate
‖∆(CI lin)‖L2tL1ω(Ω∞) ≤ ‖f ∗ g‖L2 .
If we then apply Young’s convolution inequality we find
‖f ∗ g‖L2 ≤ ‖f‖L1‖g‖L2 .
Using that ‖f‖L1 =
∥∥∆ (CΦlinB)∥∥
L1tL
2
ω(Ω∞,HS(Rm,Rn))
and ‖g‖L2 = ‖u‖L2(Ω∞) and com-
bining this with the second inequality in (4.8) yields
‖∆(CI lin)‖L2tL1ω(Ω∞) ≤
∥∥∆ (CΦlinB)∥∥
L1tL
2
ω(Ω∞,HS(Rm,Rn))
‖u‖L2(Ω(0,∞))
≤ 2 ∥∥∆ (H lin)∥∥
TC
‖u‖L2(Ω∞).
(4.15)
Analogously, we find using Minkowski’s integral inequality in (1) and analogous argu-
ments as presented in estimates (4.14) and (4.15) to obtain (2) and (3) respectively,
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and using the second estimate in (4.8) to get (4) that
‖∆(CI lin)‖2L2(Ω∞) =
∫ ∞
0
E
(∫ t
0
‖∆(CΦt,sB)‖ ‖us‖ ds
)2
dt
(1)
≤
∫ ∞
0
(∫ t
0
√
E(‖∆(CΦt,sB)‖2) ‖us‖L∞(Ω) ds
)2
dt
(2)
≤
∫ ∞
0
(∫
R
1l(0,∞)(t− s)
√
E(‖∆(CΦt−sB)‖2HS) 1l(0,∞)(s) ‖us‖L∞(Ω) ds
)2
dt
(3)
≤ ∥∥∆ (CΦlinB)∥∥2
L1tL
2
ω(Ω∞,HS(Rm,Rn))
‖u‖2L2tL∞ω (Ω∞)
(4)
≤ 4 ∥∥∆ (H lin)∥∥2
HS
‖u‖2L2tL∞ω (Ω∞).
(4.16)
Inserting bounds (4.13), (4.15), (4.16) into (4.12) then yields the claim. 
We can (formally) improve our previous convergence result using interpolation to
q ∈ (1, 2). The convex case q = 2 will be analyzed separately in Section 5.1 for Wiener
noise.
Corollary 4.4. Consider two linear systems with multiplicative noise profile that we
assume to be either i.i.d. or the same for both systems. For initial conditions ξ =∑k
i=1〈v, êi〉Rkξi with L2(Ω,F0, X) orthonormal system (ξi), and ξ˜ :=
∑k
i=1〈v, êi〉Rk ξ˜i.
Let q ∈ (1, 2) then the following estimate holds
‖∆(CZ lin)‖L2tLqω(ΩT ) ≤ ‖∆(CZ lin)‖
2q−1−1
L2tL
1
ω(ΩT )
‖∆(CZ lin)‖2(1−q−1)L2(ΩT )
Moreover, we have that for any T ∈ [0,∞] that for u ∈ L2ad(ΩT ) and γ, c as in (4.3)
‖CZ lin‖L2(Ω∞) ≤ γ‖C‖
(‖ξ‖L2(Ω)√
2c
+
‖B‖
c
‖u‖L2(Ω∞)
)
. (4.17)
It follows that for two Le´vy processes (Mt)t≥0, that we assume either to be independent
or the same, that drive the dynamics of a linear system with multiplicative noise, we
have for control functions u ∈ L2ad(ΩT ) that
‖∆(CZ lin)‖L2tLqω(ΩT ) ≤
(∥∥∆(H lin)∥∥
TC
(
‖ξ‖L2(Ω) + 2 ‖u‖L2(ΩT )
))2q−1−1
×
×
(
γ‖C‖
(‖ξ‖L2(Ω)√
2c
+
‖B‖
c
‖u‖L2(Ω∞)
))2(1−q−1)
.
(4.18)
Proof. The result follows from applying Ho¨lder’s inequality twice: After applying
Ho¨lder’s inequality in the expectation with parameters p = (2−q)−1 and p˜ = (q−1)−1
for q as in the statement, we obtain
E
(‖∆(CZ lint )‖q) ≤ E (‖∆(CZ lint )‖2−q‖∆(CZ lint )‖2(q−1))
≤ (E (‖∆(CZ lint )‖))2−q (E (‖∆(CZ lint )‖2))q−1 . (4.19)
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We thus conclude that after applying Ho¨lder’s inequality with p = (2q−1 − 1)−1 and
p˜ = (2− 2q−1)−1 in time that
‖∆(CZ lin)‖2L2tLqω(ΩT ) =
∫ T
0
E
(‖∆(CZ lint )‖q)2/q dt
≤
∫ T
0
(
E
(‖∆(CZ lint )‖))4q−1−2 (E (‖∆(CZ lint )‖2))2(1−q−1) dt
≤
(∫ T
0
(
E
(‖∆(CZ lint )‖))2 dt)2q−1−1(∫ T
0
(
E
(‖∆(CZ lint )‖2)) dt)2(1−q−1)
= ‖∆(CZ lin)‖2(2q−1−1)
L2tL
1
ω(ΩT )
‖∆(CZ lin)‖4(1−q−1)L2(ΩT ) .
(4.20)
It therefore suffices to verify the L2(ΩT )-boundedness of the process CZt, which is
the second term in the last line of (4.20), since the first term has been estimated in
Theorem 3.
We then have from (4.4)∥∥∆(CZ lin)∥∥
L2(ΩT )
≤ ∥∥∆(CHlin)∥∥
L2(ΩT )
+
∥∥∆(CI lin)∥∥
L2(ΩT )
. (4.21)
The first term on the right-hand side, we can easily estimate as in (4.13)∥∥∆(CHlin)∥∥
L2(ΩT )
≤ ∥∥∆ (H lin)∥∥
HS
‖ξ‖L2(Ω) . (4.22)
Thus, it suffices to bound for u ∈ L2(Ω∞) the second term on the right-hand side of
(4.21). This can be done by looking at
I lint =
∫ t
0
Tt−sNI lins dMs +
∫ t
0
Tt−sBus ds.
Recall that the solution is given
CZ lint := CHlint + CI lint = CΦlint ξ +
∫ t
0
CΦlint,sBus ds.
Using that the flow is exponentially stable, we find uniformly for all T > 0
‖CΦlinξ‖L2(ΩT ) ≤ γ‖C‖‖ξ‖L2(Ω)
√∫ T
0
e−2ct dt ≤ γ ‖C‖‖ξ‖L2(Ω)√
2c
and similarly for Xt :=
∫ t
0
CΦlint,sBus ds using exponential stability of the flow and
Minkowski’s integral inequality in (1) and Young’s convolution inequality in (2)
‖X‖L2(ΩT )
(1)
≤
√∫ T
0
(∫ t
0
γ‖C‖‖B‖e−c(t−s)
√
‖E‖us‖2 ds
)2
dt
(2)
≤ γ‖C‖‖B‖
c
‖u‖L2(ΩT ).
(4.23)
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Thus, we have altogether that
‖CZ lin‖L2(ΩT ) ≤ γ‖C‖
(‖ξ‖L2(Ω)√
2c
+
‖B‖
c
‖u‖L2(ΩT )
)
.
The final inequality in the statement of the Corollary then follows from the above
estimates together with Theorem 3.

5. Optimal control theory
We start by showing that the abstract optimal control problems for the two stochas-
tic equations (1.1) with control functionals (1.2) are well-posed. Moreover, we state
explicit bounds for the optimal control error under model order reduction.
Proposition 5.1. The optimal control problem (OCP) for stochastic systems (1.1)
with associated energy functionals J,2 as in (1.2), is well-posed and there exists a
minimizer u ∈ L2(ΩT ) to the OCP. Let us now consider two systems, with outputs CZ
and C˜Z˜ satisfying the conditions of Theorems 2 and 3 respectively, and consider two
minimizers, of the two energy functionals systems given by
u∗ = arg minu J(CZ(u), u, T ) and u˜∗ = arg minu J(C˜Z˜(u), u, T ). (5.1)
In the case of Ornstein-Uhlenbeck processes we have∣∣∣∣√JouLQR(CZou(u∗), u∗, T )−√JouLQR(C˜Z˜ou(u˜∗), u˜∗), T )∣∣∣∣ ≤ ‖∆(Hou)‖TC×(
1 + T−1/2
(‖ξ‖L2(Ω) + 2 max{‖u∗‖L2(ΩT ), ‖u˜∗‖L2(ΩT )})) (5.2)
and for linear systems with multiplicative noise and r ∈ [1, 2) there is CT > 0 such
that∣∣∣∣√J linr (CZ lin(u∗), u∗, T )−√J linr (C˜Z˜ lin(u˜∗), u˜∗, T )∣∣∣∣
≤
(∥∥∆(H lin)∥∥
TC
(
‖ξ‖L2(Ω) + 2 max{‖u∗‖L2(Ω∞) , ‖u˜∗‖L2(Ω∞)}
))2r−1−1
(
γ‖C‖
(‖ξ‖L2(Ω)√
2c
+
‖B‖
c
max{‖u∗‖L2ad(ΩT ), ‖u˜∗‖L2ad(ΩT )}
))2(1−r−1)
.
(5.3)
Proof. We restrict us, for the proof of the existence of minimizers, to systems (1.1b),
as controlled OU processes (1.1a) can be studied in a similar way.
2We just write J to denote any of the functionals in (1.2)
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Since the control functional is bounded from below, we can find a minimizing se-
quence of un ∈ L2ad(ΩT ) defining processes Z linn such that
lim
n→∞
J linr (CZ
lin
n (un), un, T ) = inf
u∗∈L2ad(ΩT )
J linr (CZ
lin(u∗), u∗, T )
so that the un satisfy
Z linn (t) = Ttξ +
∫ t
0
Tt−sNZ linn (s) dMs +
∫ t
0
Tt−sBun(s) ds. (5.4)
Since the L2ad(ΩT ) norm of the elements (un) is bounded, it follows from (4.17) that
(Z linn ) is uniformly bounded in L
2
ad(ΩT ).
Weak compactness implies the existence of weak limits in L2ad(ΩT ) for subsequences,
that we denote just as the original sequences, Z linn ⇀ Z
lin ∈ L2ad(ΩT ) and un ⇀ u ∈
L2ad(ΩT ).
Recall that by Ito’s isometry and ‖Tt−s‖ ≤ νe−ω(t−s) in (1), and Young’s inequality
(2) with f(s) := 1l[0,∞)(s)ν2e−2ωs and g(s) := 1l[0,T )(s)E‖Ss‖2 we have
‖f ∗ g‖L1(R) ≤ ‖f‖L1(R)‖g‖L1(R) = ν2/(2ω)‖S ‖2L2(ΩT ),
there exists a linear continuous operator
I : L2ad(ΩT )→ L2ad(ΩT ), I(S )t =
∫ t
0
Tt−sNSs dM(s)
‖I(S )‖L2(ΩT )
(1)
≤
√
E(M21 )‖N‖
√
‖f ∗ g‖L2(R)
(2)
≤ ν
√
E(M21 )‖N‖√
2ω
‖S ‖L2(ΩT ).
(5.5)
Similarly, there is a continuous linear operator
D : L2ad(ΩT )→ L2ad(ΩT ), D(u)t =
∫ t
0
Tt−sBus ds
‖D(u)‖L2(ΩT ) ≤
‖B‖ν
ω
‖u‖L2(ΩT ).
(5.6)
Thus, by weak convergence Z linn ⇀ Z
lin in L2ad(ΩT ), we can take any functional f ∈
L2ad(ΩT )
∗. Then f ◦ I ∈ L2ad(ΩT )∗ and thus the following weak limit exists
I(Z linn ) ⇀ I(Z
lin) in L2ad(ΩT ).
Furthermore, we have the following weak limits in L2ad(ΩT )∫ t
0
Tt−sNZ linn (s) dMs ⇀
∫ t
0
Tt−sNZ lins dMs and∫ t
0
Tt−sBun(s) ds ⇀
∫ t
0
Tt−sBus ds
(5.7)
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such that the process Z lin satisfies with optimal control u
Z lint = Ttξ +
∫ t
0
Tt−sNZ lins dMs +
∫ t
0
Tt−sBus ds.
Finally, to see that this solution actually minimizes the optimal control functional, we
use that by weak convergence and lower semicontinuity of the norm
‖CZ(u)‖2L2tLrω(ΩT ) + 〈u,Ru〉L2(ΩT ) ≤ infu∗∈L2ad(ΩT )
J linr (CZ
lin(u∗), u∗, T )
≤ lim
n→∞
J linr (CZ(un), un, T )
(5.8)
which means that by the assumption on the sequence un, the control function u is a
minimizer.
We now write Z(u) or Z˜(u) where u is a control in order to emphasize which control
is used. We then observe that from the inverse triangle inequality, we have for Ornstein-
Uhlenbeck processes using (1.2)√
JouLQR(C˜Z˜
ou(u∗), u∗, T )− T−1/2‖∆ (CZou(u∗)) ‖L2(ΩT ) ≤
√
JouLQR(CZ
ou(u∗), u∗, T )√
JouLQR(CZ
ou(u˜∗), u˜∗, T )− T−1/2‖∆ (CZou(u˜∗)) ‖L2(ΩT ) ≤
√
JouLQR(C˜Z˜
ou(u˜∗), u˜∗, T )
(5.9)
and for systems with multiplicative noise√
J linr (C˜Z˜
lin(u∗), u∗, T )− ‖∆
(
CZ lin(u∗)
) ‖L2(ΩT ) ≤√J linr (CZ lin(u∗), u∗, T )√
J linr (CZ
lin(u˜∗), u˜∗, T )− ‖∆
(
CZ lin(u˜∗)
) ‖L2(ΩT ) ≤√J linr (C˜Z˜ lin(u˜∗), u˜∗, T ). (5.10)
Since u∗ and u˜∗ are minimizers of the respective functional, we have
J
ou|lin
LQR |r(C˜Z˜
ou|lin(u˜∗), u˜∗, T ) ≤ Jou|linLQR |r(C˜Z˜ou|lin(u∗), u∗, T )
J
ou|lin
LQR |r(CZ
ou|lin(u∗), u∗, T ) ≤ Jou|linLQR |r(CZou|lin(u˜∗), u˜∗, T ).
(5.11)
Both estimates imply immediately that∣∣∣∣√JouLQR(C˜Z˜ou(u˜∗), u˜∗, T )−√JouLQR(CZou(u∗), u∗, T )∣∣∣∣
≤ T−1/2 max{‖∆ (CZou(u˜∗)) ‖L2(ΩT ), ‖∆ (CZou(u∗)) ‖L2(ΩT )} and∣∣∣∣√J linr (C˜Z˜ lin(u˜∗), u˜∗, T )−√J linr (CZ lin(u∗), u∗T )∣∣∣∣
≤ max{‖∆ (CZ lin(u˜∗)) ‖L2(ΩT ), ‖∆ (CZ lin(u∗)) ‖L2(ΩT )} .
(5.12)
The bounds then follow from the conditions stated in Theorems 2 and 3 respectively.

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5.1. Infinite time Linear Quadratic Regulator. In the previous subsection we
showed that the energy functionals (1.2) with optimal control are well-approximated
by the reduced order models, cf. Proposition 5.1.
In this subsection we go one step further and focus on the control itself and discuss
techniques to approximate the optimal control using a reduced order model with a
focus on infinite time horizons.
5.1.1. Ornstein-Uhlenbeck processes. Before discussing further the links between model
order reduction and optimal control theory, we state in the next Proposition an ap-
proximation result on the optimal control u to a high-dimensional Ornstein-Uhlenbeck
process with Gaussian noise (1.1a) and error control.
Proposition 5.2. Let X be finite-dimensional and let (Zout )t≥0 be a controlled Ornstein-
Uhlenbeck process (1.1a) satisfying Assumption 1 with standard Wiener noise (Wt)t≥0
such that the pair (A,C) is observable. The solution to the OCP with T = ∞ and
R > 0 in (1.2) is given by the fixed-point equation3
uP (t) = −R−1B∗PZout , (5.13)
where P is the unique positive-definite solution to the Riccati equation
A∗P + PA+ C∗C − PBR−1B∗P = 0. (5.14)
For a sequence Pk ≥ 0 of unique solutions to standard Lyapunov equations
A∗kPk + PkAk + C
∗C + L∗kRLk = 0 (5.15)
where Lk := R
−1B∗Pk−1 for k ≥ 1 and Ak := A − BLk for k ≥ 0 with L0 := 0,
matrices Pk then converge quadratically and monotonically, in the sense of operators,
to P . The control functions
uPk(t) = −R−1B∗PkZout ,
satisfy for ‖P − Pk‖ sufficiently small, uniformly in the final time parameter T ,
T−1/2‖uP − uPk‖L2(ΩT ) = O(‖Pk − Pk−1‖2).
Proof. Substituting (5.13) into (1.1a) yields an Ornstein-Uhlenbeck process
dZout = (A−BR−1B∗P )Zout dt+K dWt. (5.16)
The operator AP := A − BR−1B∗P is the generator of an exponentially stable semi-
group ‖TP (t)‖ ≤ νe−ωt [Z75, Theorem 1] for some ν, ω > 0.
3as Zout itself depends on u
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Here, P is the unique positive solution to the Riccati equation such that for all
x, y ∈ D(A)
〈Ax, Py〉X + 〈Px,Ay〉X + 〈(C∗C − PBR−1B∗P )x, y〉X = 0.
By Newton’s method, one can approximate P by a sequence Pk ≥ 0, where Pk solve
Lyapunov equations (5.15), for Hurwitz matrices Ak [Kl68, Proof 1)] with quadratic
convergence rate [Kl68, (13)] to the solution of the Riccati equation, namely
‖P − Pk‖ ≤ c‖Pk − Pk−1‖2. (5.17)
Standard results from semigroup theory imply that Ak is also a generator with semi-
group satisfying [EN00, 1.3, Chap. 3]
‖Tk(t)‖ ≤ νe(−ω+ν‖BR−1B∗‖‖P−Pk‖)t. (5.18)
For an approximation Pk of P we find using (3.1), (5.13), and (5.16)
‖(uP − uPk)(t)‖L2(Ω)
≤ ‖R−1B∗‖‖P − Pk‖‖Zout ‖L2(Ω) + ‖R−1B∗Pk‖‖Zout − Zouk,t‖L2(Ω)
≤ ‖R−1B∗‖
(
‖P − Pk‖
(∥∥∥∥∫ t
0
TP (t− s)K dWs
∥∥∥∥
L2(Ω)
+ νe−ωt‖ξ‖L2(Ω)
)
+ ‖Pk‖
(∥∥∥∥∫ t
0
(TP − Tk)(t− s)K dWs
∥∥∥∥
L2(Ω)
+ ‖(TP − Tk)(t)ξ‖L2(Ω)
))
.
We then use that by the product rule of differentiation
(TP − Tk)(t)ξ = −
∫ t
0
d
ds
(TP (t− s)Tk(s)ξ) ds
= −
∫ t
0
TP (t− s)BR−1B∗(Pk − P )Tk(s)ξ ds
(5.19)
such that due to (5.18) and (5.19)
‖(TP − Tk)(t)ξ‖L2(Ω) ≤ ν2‖BR−1B∗‖‖P − Pk‖×∫ t
0
e−ω(t−s)e−(ω−ν‖BR
−1B∗‖‖P−Pk‖)s ds ‖ξ‖L2(Ω)
= ν2e−ωt‖BR−1B∗‖‖P − Pk‖
∫ t
0
eν‖BR
−1B∗‖‖P−Pk‖s ds ‖ξ‖L2(Ω)
= νe−ωt
(
eν‖BR
−1B∗‖‖P−Pk‖t − 1
)
‖ξ‖L2(Ω).
Rearranging and estimating further using Ito’s isometry and the integral identity∫ ∞
0
(
e−at
(
ect − 1))2 dt = c2
4a3 − 6a2c+ 2ac2 , for Re(a) > Re(c),Re(a) > 0, (5.20)
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we obtain by setting α := ν‖BR−1B∗‖
‖(uP − uPk)(t)‖L2(Ω) ≤ ν‖R−1‖‖B‖
(
‖P − Pk‖
(
‖ξ‖L2(Ω) + ‖K‖HS√
2ω
)
+
α‖K‖HS‖P − Pk‖√
4ω3 − 6ω2α‖P − Pk‖+ 2ωα2‖P − Pk‖2
+ e−ωt
(
eα‖P−Pk‖t − 1) ‖ξ‖). (5.21)
By taking the L2 norm and regularizing the expression by dividing it by
√
T , we then
finally obtain, using T−1/2‖1‖L2(ΩT ) = 1 and (5.20) in the last term, the following
estimate
T−1/2‖uP − uPk‖L2(ΩT ) ≤ ν‖R−1‖‖B‖‖P − Pk‖ ×
((
‖ξ‖L2(Ω)‖K‖HS√
2ω
)
+
α
(‖K‖HS + T−1/2‖ξ‖)√
4ω3 − 6ω2α‖P − Pk‖+ 2ωα2‖P − Pk‖2
)
.
(5.22)

Thus, by approximating the solution to the Riccati equation using the scheme out-
lined in Proposition 5.2, the optimal feedback law (5.13) is approximated by the output
of a new (uncontrolled) linear system
dZout = A˜Z
ou
t dt+K dWt,
Zou0 = ξ, and
uPk(t) = C˜Z
ou
t
(5.23)
with operators
C˜ = −R−1B∗Pk, A˜ = A−BR−1B∗Pk, and ran(Bin) 3 ξ.
If we now define a reduced model to this system, e.g. by balancing the system (C˜, A˜, B =
0, K,Bin), we can use Theorem 2 to control the error between the outputs. This al-
lows us to approximate the optimal control of the full high-dimensional system by the
output of a reduced system of (5.23).
The method outlined in this section allows us to approximate the (unique) optimal
control of the full system using an auxiliary reduced order model. This is a stronger
result than the approximation of energy functionals in Proposition 5.1. In general, the
approximation of the optimal control may not be possible, since the optimal control
may not be unique and may not be given as the output of a linear system, again.
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5.1.2. Linear systems with multiplicative noise. We now turn to the infinite time OCP
for finite-dimensional linear systems with multiplicative standard Wiener noise (Wt)
(1.1b) and optimal control functionals (1.2) with optimal control
u∗ = argminu∈L2(ΩT ) J
lin
LQR(CZ
lin, u,∞). (5.24)
Let P then be the solution to the augmented Riccati equation [RZ00, (5)]
A∗P + PA+N∗PN − PBR−1BTP + C∗C = 0.
The optimal control to (5.24) is then given by the fixed-point equation (Z lin also
depends on u∗)
u∗(t) = −R−1B∗PZ lint . (5.25)
Thus, by replacing u∗ in the above expression by (5.25), we find that u∗ is the output
of
dZ lint = A˜Z
lin
t dt+NZ
lin
t dWt
Z lin0 = ξ, and
u∗(t) = C˜Z lint
(5.26)
with operators
C˜ = −R−1B∗P, A˜ = A−BR−1B∗P, and ran(Bin) 3 ξ.
Reducing (5.26) leads to an approximation for time optimal control that is based on
solving a low-dimensional system.
6. Numerical Examples
6.1. Controlled Ornstein-Uhlenbeck. For an illustration of the above bounds we
consider an Ornstein-Uhlenbeck process with control ut = sin(t)1 ∈ Rd governed by
dZt = AZt dt+B1ut dt+B2 dWt,
Yt = CZt, Z0 = z0,
(6.1)
with Zt,Wt ∈ Rd, A,B1, B2 ∈ Rd×d, C ∈ Rm×d, d,m = 50, where we choose the cor-
responding matrices such that the dynamics is most pronounced in the first r = 5
dimensions, namely
A,B1, B2, C = diag(−1, . . . ,−1︸ ︷︷ ︸
r times
,−0.01, . . . ,−0.01︸ ︷︷ ︸
d−r times
) + (αij), (6.2)
with random noise αij ∼ N (0, 10−6) i.i.d. being different for each variable. We either
choose z∗0 = (0, . . . , 0) or z
∗
0 = (1, . . . , 1︸ ︷︷ ︸
r times
, 0, . . . , 0︸ ︷︷ ︸
d−r times
) as an initial value, take Bin = z0 and
compare the bounds obtained in Theorems 1 and 2 and Corollary 3.4 with a simulation
of the full and the reduced dynamics using balanced truncation.
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Figure 1. Error bounds and simulations of balanced truncation of
Ornstein-Uhlenbeck systems. The simulation is the numerically simu-
lated error of the norm specified in the respective Theorem/Corollary.
In the top panel of Figure 1 we show the error bounds as well as the Hankel singular
values and simulation results with varying dimension r of the reduced model when
starting in z∗0 = (0, . . . , 0). The simulation results are obtained with a simple Euler-
Maruyama discretization with step-size 0.01. We see that both bounds are rather
conservative, the supremum bound on the left hand side seems to be a bit tighter
than the L2 bounds (also naturally due to the
√
T scaling of the latter) and we in
particular realize that the bound from Corollary 3.4 seems to be tighter than the
one from Theorem 2. The bottom panel shows the same approach, however, now
choosing z∗0 = (1, . . . , 1, 0, . . . , 0). Here, we do not have a supremum bound anymore,
but realize that the two L2 bounds hold and that model reduction works well. For
computing all the Gramians we use the formulas (2.1). The code can be found at
github.com/lorenzrichter/balanced-truncation.
6.2. Chain of oscillators. The one-dimensional chain of oscillators is a non-equilibrium
statistical mechanics model that describes heat transport through a chain of N par-
ticles coupled at each end to heat reservoirs at different temperatures with friction
parameter γ at the first and last particle. It was first introduced for the rigorous
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derivation of Fourier’s law, or a rigorous proof of its breakdown: this is well described
in [BLR00]. We consider N particles and denote by qi the location of each particle
with respect to their equilibrium position and by pi its momentum.
The Hamilton function H : R2N → R of the system is given by
H(q,p) =
〈p,M−1p〉
2
+ Vη,ζ(q) where
Vη,ζ(q) =
N∑
i=1
ηiq
2
i +
N−1∑
i=1
ξi(qi − qi+1)2
(6.3)
with mass matrix M := m idCN×N and coupling strengths ηi, ξi > 0. The above form
of the potential describes particles that are fixed by a quadratic pinning potential
Upin,i(q) = ηiq
2 and interact with their nearest neighbors through a quadratic interac-
tion potential Uint,i(qi − qj) = ξi(qi − qj)2 for j = i+ 1 and i ∈ {1, ..., N}.
The 1st and N th particle are each coupled to a heat bath at inverse temperatures β1
and βN , respectively. We also assume these two particles I = {1, N} to be subject to
friction. The dynamics of the system is described by the Langevin dynamics
dqt = M
−1pt dt
dpt = (−Sqt − Γpt + σut) dt+ σ dWt
where ut ∈ RN is an external control and (Wt) an RN -valued standard Wiener process.
Expressing the system using phase-space coordinates Zt := (q
∗
t ,p
∗
t )
∗ we see that the
entire system is described by the Ornstein-Uhlenbeck process
dZt = (AZt +But) dt+K dWt (6.4)
with
A =
(
0 M−1
−S −Γ
)
, K = B =
(
0 0
0 σ
)
, with fluctuation-dissipation relation
σ = diag
(√
2mγ√
β1
, 0, . . . , 0,
√
2mγ√
βN
)
, Γ = diag(γ, 0, . . . , 0, γ).
(6.5)
Here, we changed the notation so that ut ∈ R2N is an external control and (Wt) an
R2N -valued standard Wiener process.
The operator S is the Jacobi (tridiagonal) matrix for f = (f1, ..., fN) ∈ RN defined
as
(Sf)n = −ξnfn+1 − ξn−1fn−1 + (ηn + (2− δn∈I)ξn)fn
where f0 = fN+1 := 0. The matrix A is Hurwitz if all parameters of the model are
strictly positive.
The invariant distribution to the uncontrolled process (6.4) is given by [LLR67]
µΣβ(q,p) := (2pi)
−N/2 det(Σ−1/2β ) exp
(−1
2
〈(q,p),Σ−1β (q,p)〉
)
, (6.6)
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where the covariance matrix Σβ is the solution to the Lyapunov equation [LLR67,
(2.8)]
AΣβ + ΣβA
∗ +KK∗ = 0. (6.7)
6.3. Friction and spectral gap. If in the chain of oscillators one chooses the friction
according to (6.5), then the spectral gap of A closes necessarily as N → ∞. This is
apparent by studying ∑
λ∈σ(A)
λ = tr(A) = tr(−Γ) = −2γ.
Since we have 2N (counting multiplicity) eigenvalues with negative real parts, we
conclude that the one with largest real part decays to zero at least with rate |Re(λS)| =
O(N−1).
The situation changes once we apply a constant non-zero friction γ := γ1 = γ2 >
0 such that Γ := diag (γ, . . . , γ) to all the particles. In this case, we find for the
determinant using the block-determinant formula
det
(
Q11 Q12
Q21 Q22
)
= det(Q22Q11 −Q21Q12) if Q11Q12 = Q12Q11
the decomposition
det(A− λI) = det(λ2I + λΓ + SM−1) = 0.
This equation is equivalent to solving λ2 + γλ + µ = 0 where µ ∈ σ(SM−1). By
explicitly solving the quadratic equation, one can see that this equation has only
solutions with strictly negative real part if SM−1 has a uniform -in the number of
particles- spectral gap. A comprehensive discussion of the spectral gap for this model
can be found in [M19, BM19].
For our numerical simulations we do not want the closing of the spectral gap to
inflict the simulations. We therefore consider a mild constant friction parameter γ2
and a larger friction parameter γ1 at the terminal ends of the chain. To be precise, we
choose a simulation time T = 10, N = 75 oscillators and γ1 = 10, γ2 = 0.25,m = ξn =
ηn = β1 = βN = 1. Figure 2 shows the balanced truncation bound from Theorem 1
on the left hand side and the L2 bound from 2 in the middle subplot along with the
simulated errors, again with varying reduced dimension r on the x-axis. The plot on
the right hand side shows the Hankel singular values. We can see that indeed one can
reduce the dimension of the system significantly with only getting a small error and
we note that the L2 error bound seems to saturate for large r, which might be due to
numerical issues.
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Figure 2. Error analysis of the chain of oscillators when applying bal-
anced truncation.
6.4. Stochastic optimal control. We now study the set of reachable distributions
N (0,Σ) for a controlled OU process (1.1a). To be precise, we are looking for a feedback
law of minimal energy
JouLQR(0, u,∞) := lim
T→∞
‖u‖2L2(ΩT )
T
(6.8)
to maintain an invariant state µΣ for some given Σ > 0, namely
µΣ(q,p) := (2pi)
−N det(Σ−1/2) exp
(−1
2
〈(q,p),Σ−1(q,p)〉) . (6.9)
According to [CGP16, Theorem 4] this invariant state can be attained with a control
u∗t = −K∗ΠZt, where Π is (any) symmetric matrix that satisfies
(A−BB∗Π)Σ + Σ(A−BB∗Π)∗ +KK∗ = 0. (6.10)
In our next Proposition we show that, from the invariant distribution for the chain
of oscillators associated with some boundary temperatures β = (β1, βN), we can reach
the invariant state associated with any other boundary temperature β′ = (β′1, β
′
N).
Proposition 6.1. There exists a control that steers the chain of oscillators (6.4),
with physical temperature β = (β1, βN), to the invariant distribution N (0,Σβ′) with
temperatures β′ = (β′1, β
′
N). If β1 = βn and β
′
1 = β
′
N then the invariant state has
covariance matrix
Σβ′ = β
′−1
1
(
S−1 0
0 M
)
(6.11)
and a solution Π to (6.10) reads
Π = diag
(
0,
(β′1 − β1)
2
M−1
)
. (6.12)
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Proof. A sufficient condition [CGP16, Theorem 4] to be able to reach a state N (0,Σβ′)
is that im(B) ⊂ im(K) and Σ solves the Lyapunov equation
Σβ′A
∗ + AΣβ′ +KK∗ +BX∗ +XB∗ = 0
for some X. We thus define diagonal matrices Xδ for δ1, δN ∈ R by
Xδ := diag(0, ..., 0︸ ︷︷ ︸
n times
, δ1, 0, ..., 0︸ ︷︷ ︸
n−2 times
, δN).
(6.13)
It is then obvious that for a suitable choice of δ and any other temperature β′ = (β′1, β
′
N)
at the terminal ends of the chain we have due to (6.7)
AΣβ′ + Σβ′A
∗ +Kβ′K∗β′ = 0
such that by choosing δ such that
AKβK
∗
β +BβX
∗
δ +XδB
∗
β = Kβ′K
∗
β′
where we used the subscript β to emphasize the temperature profile used in the re-
spective matrix. This implies that the uncontrolled chain of oscillators (6.4) with
equilibrium state (6.6) and temperature β can be steered into the equilibrium state
(6.6) for any other temperature β′.
The form of the covariance matrix (6.11) can be directly verified by inserting it into
(6.7).
To verify (6.12), we use the fluctuation-dissipation relation σσ∗ = 2
β1
MΓ and write
the symmetric matrix Π as a block matrix
Π =
(
Π11 Π12
Π21 Π22
)
,
we then get((
0 M−1
−S −Γ
)
−
(
0 0
0 σσ∗
)(
Π11 Π12
Π21 Π22
))(
S−1 0
0 M
)
+
(
S−1 0
0 M
)((
0 −S
M−1 −Γ
)
−
(
Π∗11 Π
∗
21
Π∗12 Π
∗
22
)(
0 0
0 σσ∗
))
= −β′1
(
0 0
0 σσ∗
)
which reduces to (
0 M−1
−S − σσ∗Π21 −Γ− σσ∗Π22
)(
S−1 0
0 M
)
+
(
S−1 0
0 M
)(
0 −S − Π∗21σσ∗
M−1 −Γ− Π∗22σσ∗
)
= −β′1
(
0 0
0 σσ∗
)
.
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From the block (12) we get
M−1M − S−1S − S−1Π∗21σσ∗ = 0 such that we can choose Π21 = 0.
From the block (22) we get
β′−11 (−ΓM − σσ∗Π22M −MΓ−MΠ∗22σσ∗) = −σσ∗.
By symmetry, Π12 = 0. One can check that
Π22 =
(β′1 − β1)
2
M−1.
At last, we may then choose Π11 = 0 since this matrix does not enter in the Lyapunov
equation.
To see that our choice of Π is admissible it remains to verify that A − KK∗Π
is Hurwitz. This however follows immediately since A is Hurwitz and −KK∗Π is
diagonal with non-positive entries.

Remark 2. If one wants to solve (6.10) for a general covariance matrix Σ, vectoriza-
tion can be used to get
vec(AΣ + ΣA∗ +KK∗) = vec(BB∗ΠΣ + ΣΠ∗BB∗)
= (Σ⊗BB∗) vec(Π) + (BB∗ ⊗ Σ) vec(Π∗)
= (Σ⊗BB∗ +BB∗ ⊗ Σ) vec(Π),
since we assume Π to be symmetric. Note that Π is admissible only if the rank condition
rank
(
AΣ + ΣA∗ +KK∗ B
B∗ 0
)
= rank
(
0 B
B∗ 0
)
holds and A−BB∗Π is Hurwitz (see [CGP16]).
6.5. Optimal control meets balanced truncation. We now discuss how to use
balanced truncation to steer subsystems into a designated steady state.
We again consider the high-dimensional Ornstein-Uhlenbeck process (6.4), for which
we have discussed in Subsection 6.4 the convergence of
Σt = E(ZtZ∗t )
to a designated covariance matrix Σ > 0, under certain conditions.
Now, we want to study the case where we only want to find a control that maintains
a certain covariance matrix Rr×r 3 Σrr > 0 for an r  d-dimensional projection of our
original system. In this case, the above method does not apply immediately.
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To be precise, we are interested in reaching the sub-covariance matrix Σrr as the
limiting covariance matrix of
QΣtQ∗ = QE(ZtZ∗t )Q = E((QZt)(QZt)∗),
where Q is a suitable projection matrix.
We can now first reduce the model to r dimensions (recall that r is the rank of
Q) using balanced truncation with observability matrix C = Q and then apply the
method described in Subsection (6.4) to the reduced system (C˜, A˜, K˜, B˜) by using that
QΣtQ∗ ≈ E
(
C˜Z˜t(C˜Z˜t)
∗
)
.
More precisely, it follows that∥∥∥E ((CZt)(CZt)∗)− E((C˜Z˜t)(C˜Z˜t)∗)∥∥∥
≤
∥∥∥E((CZt − C˜Z˜t)(CZt)∗)∥∥∥+ ∥∥∥E((C˜Z˜t)((CZt)∗ − (C˜Z˜t)∗))∥∥∥
≤ ‖CZt − C˜Z˜t‖L2(Ω)
(
‖CZt‖L2(Ω) +
∥∥∥C˜Z˜t∥∥∥
L2(Ω)
)
.
(6.14)
Thus, the covariance matrix E
(
Z˜tZ˜
∗
t
)
that the reduced process Z˜t is supposed to
maintain is the normal distribution (6.9) with (formal inverse) Σ−1 = C˜∗Σ−1rr C˜. If Σ
−1
has full rank, and thus Σ−1 is the inverse of an actual matrix Σ−1, then this auxiliary
distribution for the reduced system can be used to compute an optimal control, as
described in Section 6.4, for the full system.
We illustrate the above ideas in the following example.
Example 1 (Target distribution of outmost oscillators.). Let us say we want to pre-
scribe the covariance matrix of the subsystem containing only the leftmost and right-
most oscillators and accordingly choose Q ∈ R4×d, d = 2N, with Q11 = 1,Q2,N =
1,Q3,N+1 = 1,Q4,2N = 1, to retain position and momentum variables, and choose all
other Qij = 0. We can then employ balanced truncation to obtain a reduced system
associated with the original system
dZt = (AZt +But) dt+Kβ dWt
Yt = QZt.
(6.15)
The reduced system is of lower dimension r with r  d,
dZ˜t = (A˜Z˜t + B˜ut) dt+ K˜β dWt
Y˜t = Q˜Z˜t.
(6.16)
To run a numerical simulation we choose the sub-covariance to be
Σkk = Skk + S
∗
kk, Skk = diag(3, . . . , 3) + (|aij|), aij ∼ N (0, 1) (6.17)
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and compute the optimal control as described above. We have realized that it is impor-
tant to actually check the speed of convergence as [CGP16] does not say anything about
the time needed to be “close” to the stationary distribution. This can for instance be
done by looking a the smallest real part of the eigenvalues of the matrix A − BB∗Σ.
To evaluate the closeness to our desired target distribution, we compare the empirical
covariance Σˆrr,t to the desired covariance Σrr by means of the scaled Frobenius norm
1
d
‖Σˆrr,t − Σrr‖F . Figure 3 displays this measure as a function of time by simulating k
different realizations of the reduced controlled process up to T = 30. We see that we
indeed get very close to the desired target, in particular if we choose k large enough.
The time discretization of the Euler-Maruyama scheme that we use for discretization
seems to be small enough in all trials.
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Figure 3. Convergence of the reduced chain of oscillator system to the
desired target distribution.
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