Abstract-This paper presents and evaluates the performance of a method for vehicle detection using a bag-of-features methodology. The algorithm combines Speeded Up Robust Features with a Support Vector Machine. An optimization to the bag-of-features dictionary based on a genetic algorithm for attribute selection is also described. The results obtained show that this method can successfully address the problem of vehicle classification.
I. INTRODUCTION
The car manufacturers have increasingly been adopting more Advanced Driver Assistance Systems (ADAS) in order to make their vehicles safer. The development of vision based methods for efficient obstacle detection and classification is one of the current research trends towards this goal.
In the literature the problem of detecting a car in an image in usually divided in two steps, hypothesis generation followed by hypothesis verification or classification. In the former, a Region of Interest (ROI) with a potential target is determined. Multiple methods can be used like slidingwindow, saliency detection or an external laser as seed. This work focuses on the second step, where image features are extracted from the ROI and a supervised learning algorithm determines if a vehicle is present.
Multiple techniques have been applied for hypothesis verification. Some appearance based methods rely on statistical analysis to extract the relevant information that define the target objects. In [1] the author implemented eigencars, an algorithm that uses Principle Component Analysis (PCA) to compute eigenvectors and reduce the dimensionality of the input space. Other methods detect distinctive and robust points of interest on the image. In [2] the authors present a method which combines HOG (Histogram of Oriented Gradient) features with a Support Vector Machine to successfuly identify obstacles on the road. In [1] and [3] , the authors implemented algorithms based on the Viola-Jones object detection framework. This framework uses Haarlike features and a cascade of classifiers to speed up the recognition process. The algorithm presented in this paper distinguishes itself by following a bag-of-features approach and also combining SURF features with a Support Vector Machine for vehicle classification.
II. ALGORITHM
Bag-of-features [4] [5] is a popular approach for classification due to its simplicity and performance. It uses the frequency of descriptors rather then spatial features to describe and classify an image. This method is inspired by document classification methods where word frequency is often preferred in detriment of semantic meaning [6] . Bagof-features follows the same idea, using a dictionary of visual words that are image features.
Before feature extraction the ROI was pre-processed by converting to grayscale and its histogram equalized to enhance the contrast. The visual vocabulary is based on Speed-Up Robust Features (SURF) [7] . SURF shares some similarities with SIFT (Scale-Invariant Feature Transform) combining an interest point detector with a descriptor that is scale and rotation invariant. However, because it is designed for performance, it is faster and more suitable for a real-time environment.
A. Dictionary
The dictionary is a set of visual features. These are computed around points of interest which are detected by approximating the scale-normalized determinant of the Hessian. This is a scale invariant blob detector characterized by good computational performance and accuracy.
Because the feature space is continuous, it is not feasible to generate all possible combinations using a brute-force approach. The solution was to sample features from a dataset that included images with and without vehicles. The dictionary is then formed by clustering all the visual features using K-means, the centroids of each clusters are the entries of the dictionary. The use of a clustering algorithm reduces the variable number of features to a more compact fixed sized set. Naturally the number of clusters is a design parameter of the system and it is experimentally evaluated in this work.
B. Classification features
In bag-of-words classification strategies the features at the input of the classifier are achieved by post-processing the basic features (semantic features) detected in documents [4] . In this case the dictionary provides the means to compute these high-level features. Then by characterizing each ROI with a set of visual features and after matching them in the dictionary a histogram of the frequencies of the entries of the dictionary is constructed. The matching of a visual feature (SURF feature vector) to the dictionary is achieved by using the K-NN (K Nearest neighbor) strategy using Euclidean distance measures. In this case K is equal to 1, which corresponds to approximating to the closest visual word. Furthermore notice that the classification feature vector will now have the size of the dictionary overcoming then the problem of having different number of points of interest per frame.
These entries of the classification vector were normalized by dividing the absolute frequencies by the dictionary size. Since the vector components are all of the same magnitude, normalization should not be a relevant factor. Naturally there is another tradeoff that needs to be addressed, increasing the size of the dictionary results in classification features with more attributes and a more complex classifier. Several dictionaries sizes were tried in order to determine a suitable value.
C. SVM
Image classification is done using a SVM (Support Vector Machine) [8] . This is a supervised learning algorithm that supports non-linear classification. This is due to "the kernel trick", a kernel function defined with the original that provides the means to work in the new space of higher dimension where a linear separation can be made. An example is RBF (Radial Basis Function) kernel where σ is an user-defined parameter (Eq. 1).
Non-linear kernels require that the subset of the training data (the so called support vectors) be stored to perform the decision on every new data example x. The decision is taken computing Eq. 2.
Where N s is the number of support vectors x i and naturally the pair (x i , y i ) belongs to this subset of the training set. The y i = 1, −1 represents the label values. Finally λ i and b are parameters learned, in conjunction with the selection of the support vectors, also during the training phase.
On the other hand, Linear SVMs are less computationally demanding, at least after the training phase, because only the coefficients w that determine the separation need to be stored. In this particular case, where there is no mapping, the previous equation simplifies by computing
The decision is now w T x + b, the support vectors do not need to be available. This is an important issue for on-line applications.
The SVM was trained using as input the frequencies of the dictionary's features. ROIs with cars should have higher frequencies of certain features not present in other images. In addition, each dictionary item is an attribute, which means the SVM will have as many dimensions as the dictionary size.
D. Optimization
In a second step, an optimization was introduced in order to improve the performance and robustness of the learning algorithm. An attribute selection optimization based on a genetic algorithm was performed.
Genetic algorithms are biologically inspired search methods. A population of chromosomes is submitted to an evolutionary process for several generations in order to improve a fitness metric. Each chromosome is formed by a string of binary genes that can recombine with others (crossover) or suffer random changes (mutation). The probability of crossover increases with the chromosome fitness, directing the search towards the goal. Mutation is a way of introducing diversity and avoiding a fast convergence for a local minimum.
The dictionary was optimized by generating a 1024 feature set using the K-means clustering algorithm. In the genetic algorithm each chromosome represented a mask of enabled visual words. The result of the optimization is therefore a combination of visual features from the initial 1024 feature set. Attribute selection helps to tune the dictionary so that only the most relevant features are included.
III. RESULTS

A. Implementation
This algorithm was implemented in C++ using the OpenCV library [9] . OpenCV is a widely used open source library for real-time computer vision. It focus on image processing but also includes machine learning algorithms, like the K-NN or SVM used in this implementation.
B. Dataset
The algorithm was validated with a dataset of images collected by Miguel Oliveira on a previous research project [3] . It constains 2265 images: 828 with at least one car and 1434 with no car. For the first group a manual segmentation has been performed [3] , which provides the coordinates of regions of interest (ROI) to be further processed (Fig. 1) . In the case of regions of interest without cars a random squared ROI with a size between 50 and 200 pixels is considered.
The dataset was divided in three subsets: a training dataset (70%), a validation dataset (20%) and a test dataset (10%). The training dataset is used to generate the predictive model. The validation dataset is used to perform the attribute selection optimization. Finally the test dataset is used to evaluate the algorithm performance. Fig. 2 shows examples of interest points extracted using SURF from a ROI. These are identified by red circles.
C. Algorithm performance metrics
Precision and recall are best visualized using a confusion matrix. Precision reflects the number of correctly identified ROIs relative to the total amount classified as having a vehicle. Recall is the percentage of correctly identified positive ROIs from the universe of the total ROIs with vehicles. However, these performance metrics are not sufficient, as they could lead to erroneous conclusions. As an example, an algorithm that classifies all the ROIs as positive has a high recall but a low precision. On the other hand, an algorithm that classified correctly one ROI and all the others as negative would have a high precision but a low recall. The solution is to use F-score, which combines both metrics as defined by Eq. 3.
D. Dictionary size
Determining an adequate size for the dictionary is important as a very small dictionary may not be expressive enough and a very large dictionary not only consumes more computer resources but can also introduce learning problems because of the high number of dimensions.
Several dictionary sizes were tested within the range of 32 to 1024 visual words. Fig. 3 shows that performance increases with dictionary size until a value of about 100 visual words. After that, the algorithm performance does not improve significantly. We have found 128 words to be a good compromise between recognition performance and computational load.
E. SVM kernels
SVMs support non linear classification using the "kernel trick". In this study, both linear and a RBF kernels were evaluated.
1) Linear kernel:
In the linear kernel dot product is done in input space. The linear kernel is defined by Eq. 4.
Tables I and II show the results obtained for the test dataset using a 128 words dictionary. 2) RBF kernel: RBF kernel maps the input space into a space of higher dimension using a gaussian function. Tables III and IV show the results obtained for the test dataset using a 128 words dictionary. The results show that RBF kernel performs better then the linear kernel. 
F. Dictionary optimization
To further improve the results, attribute selection was applied to the dictionary using a genetic algorithm. Each chromosome was implemented as a mask where each gene enabled or disabled a visual word. The fitness metric used was the F-score and in our tests it reached a maximum value of 0.903703. However, we could not make the algorithm converge.
IV. CONCLUSION
This study focused on studying the applicability of a bagof-features methodology to the problem of vehicle recognition.
The experiments have shown that the proposed algorithm is able to successfully classify vehicles with performance metrics above 80%. On the other hand, the tuning of the dictionary using attribute selection did not produce the desired results. This can be explained by the fact that a genetic algorithm can take a high number of iterations until reaching an optimized genotype.
It was also shown that the choice of the kernel in the SVM learning algorithm is relevant for the performance of the algorithm. The RBF kernel obtained better figures than the linear kernel.
