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Abstract
Given a set H of graphs, let f⋆H : N>0 → N>0 be the optimal χ-binding function of the class of H-free graphs,
that is,
f⋆H(ω) = max{χ(G) : G is H-free, ω(G) = ω}.
In this paper, we combine the two decomposition methods by homogeneous sets and clique-separators in order
to determine optimal χ-bindung functions for subclasses of P5-free graphs and of (C5, C7, . . .)-free graphs. In
particular, we prove the following for each ω ≥ 1:
(i) f⋆{P5,banner}(ω) = f
⋆
{P5,dart}
(ω) = f⋆{3K1}(ω) ∈ Θ(ω
2/ log(ω)),
(ii) f⋆{P5,hammer}(ω) = f
⋆
{2K2}
(ω) ∈ O(ω2),
(iii) f⋆{C5,C7,...,banner}(ω) = f
⋆
{C5,C7,...,dart}
(ω) = f⋆{C5,3K1}(ω) /∈ O(ω),
(iv) f⋆{P5,C4}(ω) = f
⋆
{P5,gem}
(ω) = ⌈(5ω − 1)/4⌉, and
(v) f⋆{P5,diamond}(ω) =
{
3 if ω = 2,
ω if ω 6= 2.
We also characterise, for each of our considered graph classes, all graphs G with χ(G) > χ(G − u) for each
u ∈ V (G). From these structural results, we can prove Reed’s conjecture – relating chromatic number, clique
number, and maximum degree of a graph – for (P5, banner)-free graphs and for (P5, dart)-free graphs.
Keywords: chromatic number, optimal χ-binding function, critical graphs, Reed’s conjecture, P5-free graphs,
(C5, C7, . . .)-free graphs
1 Introduction
The study of χ-binding functions for (hereditary) graph classes is one of the central problems in chromatic graph
theory. Motivated by the Strong Perfect Graph Conjecture of Berge [2], Gya´rfa´s [14] introduced these upper bounds
on the chromatic numbers of graphs that belong to a certain graph class. A lot of results have been published
in the last decades in this particular field of graph theory (we refer the reader to the surveys of Randerath and
Schiermeyer [27], and Scott and Seymour [30]). Our contribution in this paper is a combination of decompositions
by homogeneous sets and clique-separators which allows us to determine exemplary optimal χ-binding functions for
subclasses of P5-free graphs as well as for subclasses of (C5, C7, . . .)-free graphs.
The organisation of this paper is as follows: We continue in this section with a motivation and presentation of our
main results as well as an introduction into notation and terminology. In Section 2, we prove some preliminary results
that are used in later proofs while in the remaining sections our main results are proven. We deal with hammer-free
graphs in Section 3. Finally, Section 4 is devoted to our main results concerning banner-free graphs and dart-free
graphs. As a by-product, we obtain our results on C4-free graphs, gem-free graphs, and diamond-free graphs.
1
1.1 Motivation and contribution
We use standard notation and terminology, and note that each of the considered graphs is simple, finite and undirected
in this paper. Some particular graphs are depicted in Fig. 1 and Fig. 2, and we denote a path and a cycle on n vertices
by Pn and Cn, respectively. Additionally, given graphs G,H1, H2, . . ., the graph G is (H1, H2, . . .)-free if G − S is
non-isomorphic to H for each S ⊆ V (G) and each H ∈ {H1, H2, . . .}.
(a) 3K1 (b) 2K2 (c) C4 (d) diamond (e) paw
(f) banner (g) bull (h) C5 (i) dart (j) gem (k) hammer (l) P5
(m)
paraglider
Figure 1: Most frequently used forbidden induced subgraphs
(a) G1 (b) G2 (c) W5
Figure 2: Used graphs in the characterisation of critical graphs
A function L : V (G) → N>0 is a proper colouring if L(u) 6= L(v) for each pair of adjacent vertices u, v ∈ V (G)
and, for simplicity, we say that each k ∈ {L(u) : u ∈ V (G)} is a colour. The smallest number of colours for which
there is a proper colouring of G is the chromatic number of G, denoted by χ(G). It is well known that each clique,
which is a set of pairwise adjacent vertices, needs to be coloured by pairwise different colours in a proper colouring.
Thus, the clique number, which is the largest cardinality of a clique in G and that is denoted by ω(G), is a lower
bound on χ(G). Since the beginnings of chromatic graph theory, researchers are interested in relating these two
invariants. For example, Erdo˝s [11] showed that the difference could be arbitrarily large by proving that, for every
two integers g, k ≥ 3, there is a (C3, C4, . . . , Cg)-free graph G with χ(G) ≥ k. In contrast, it attracted Berge [2] to
study perfect graphs, which are graphs, say G, that satisfy χ(G − S) = ω(G − S) for each S ⊆ V (G). His research
resulted in two famous conjectures, the Weak and the Strong Perfect Graph Conjecture. The first one, proven by
Lova´sz [22], states that the complementary graph of a perfect graph is perfect. In contrast to the Weak Perfect
Graph Conjecture, the Strong Perfect Graph Conjecture was open for a long time but is nowadays confirmed and
known as the Strong Perfect Graph Theorem.
The Strong Perfect Graph Theorem (Chudnovsky et al. [8]). A graph G is perfect if and only if G and G¯ are
(C5, C7, . . .)-free.
Before Berge’s conjectures were proven, many researchers introduced problems surrounding the world of perfect
graphs. For example, Chva´tal [10] established the notion of perfectly orderable graphs and proved that P4-free
graph are perfectly orderable. As further shown in his work, each perfectly orderable graph is perfect. However, the
particular case that P4-free graphs are perfect was also proven by Seinsche [31].
A concept relating the chromatic and clique numbers of a graph and surrounding the Strong Perfect Graph
Theorem is that of χ-binding functions for graph classes. It was introduced by Gya´rfa´s [14], and says that, given a
class G of graphs, a function f : N>0 → N>0 is a χ-binding function for G if χ(G− S) ≤ f(ω(G− S)) for each G ∈ G
and each S ⊆ V (G). The function f⋆ : N>0 → N>0 with
ω 7→ max{χ(G− S) : G ∈ G, S ⊆ V (G), ω(G− S) = ω}
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is the optimal χ-binding function of G. For brevity, given some graphs H1, H2, . . ., we let f
⋆
{H1,H2,...}
denote the
optimal χ-binding function of the class of (H1, H2, . . .)-free graphs.
Gya´rfa´s [14] observed from Erdo˝s’ [11] result that a χ-binding function does not exist for the class of
(H1, H2, . . . , Hk)-free graphs whenever each of the given graphs H1, H2, . . . , Hk with k ∈ N>0 contains a cycle.
In other words, to hope for χ-binding functions for the class of (H1, H2, . . . , Hk)-free graphs, at least one of the
graphs H1, H2, . . . , Hk must be a forest. Furthermore, Gya´rfa´s [14] and, independently, Sumner [32] conjectured that
there is such an upper bound on the chromatic numbers of H-free graphs whenever H is a forest. For example, the
class of Pt-free graphs for t ≥ 5 has a χ-binding function (cf. [14]) although all known upper bounds on f⋆{P5}(ω)
and f⋆{P5,C5} are exponential in ω (cf. [12, 9]). To the best of our knowledge, it is also unknown whether there is
a polynomial χ-binding function for the class of (C5, C7, . . .)-free graphs (which is a short notation for the class of
graphs each of which is C2k+5-free for each k ∈ N0) although an exponential one exists (cf. [29]).
It is rather interesting that P4-free graphs are perfect by the Strong Perfect Graph Theorem but, for relatively
small superclasses such as P5-free graphs and (C5, C7, . . .)-free graphs, the best known χ-binding functions are
exponential. Although it is unknown whether f⋆{P5} and f
⋆
{C5,C7,...}
are polynomially or not, there is a big difference
in the order of magnitude between f⋆{P4} on one hand, and f
⋆
{P5}
and f⋆{C5,C7,...} on the other hand. In particular,
modifying a result of [5], we obtain the following lemma which we prove in Section 2 and from which we deduce that
the classes of P5-free graphs and of (C5, C7, . . .)-free graphs do not have a linear χ-binding function:
Lemma 1. If H is a set of graphs and h is an integer such that each H ∈ H satisfies that its complementary graph
H¯ contains an induced cycle of length at most h, then f⋆H is non-linear or the class of H-free graphs has no χ-binding
function.
Since the orders of magnitude of f⋆{P5} and f
⋆
{C5,C7,...}
are unknown, it is of interest to study subclasses of P5-free
graphs and subclasses of (C5, C7, . . .)-free graphs. For example, it has been proven
• f⋆{P5,paw}(ω) =

f
⋆
{P5,C3}
(ω) if ω ≤ 2,
ω if ω > 2

 =

3 if ω = 2,ω if ω 6= 2

 (cf. [24, 26] or [27]),
• f⋆{P5,diamond}(ω) ≤ ω + 1 (cf. [26]),
• f⋆{P5,C4}(ω), f
⋆
{P5,gem}
(ω) ≤ ⌈5ω/4⌉ (cf. [6, 7]),
• f⋆{P5,paraglider}(ω) ≤ ⌈3ω/2⌉ (cf. [16]), and
• f⋆{C5,C7,...,bull}(ω), f
⋆
{P5,bull}
(ω) ≤
(
ω+1
2
)
(cf. [9]).
We note that Randerath [26] characterised all non-bipartite (P5, C3)-free graphs and refer the reader to the survey
of Randerath and Schiermeyer [27] for additional results.
Our main contribution in this paper is an approach which allows us to determine optimal χ-binding functions.
As particular tools, we need the terminologies of critical graphs as well as those of homogeneous sets and clique-
separators. A graph G is critical if χ(G) > χ(G − u) for each u ∈ V (G). Additionally, in a graph G, a set S is
homogeneous if 1 < |S| < |V (G)| and each vertex outside S is adjacent to each or none of the vertices of S, and S is
a clique-separator if S is a clique and G′ − S is disconnected for some component G′ of G.
In its basic form, our approach can be described as follows:
Whenever there is a set H of graphs, it is reasonable to study the chromatic number of critical H-free graphs only
for determining f⋆H since each critical graph G− S with χ(G− S) = χ(G) and S ⊆ V (G) satisfies ω(G− S) ≤ ω(G).
Assuming f⋆H to be non-decreasing and G to be not critical, we obtain by induction hypothesis
χ(G) = χ(G− S) ≤ f⋆H(ω(G− S)) ≤ f
⋆
H(ω(G)).
This simplification particularly implies that we can restrict our attention to graphs without clique-separators,
which is reasoned by the fact that each graph G for which there are two graphs G1 and G2 such that V (G) =
3
V (G1) ∪ V (G2), V (G1) \ V (G2), V (G2) \ V (G1) 6= ∅, E(G) = E(G1) ∪ E(G2), and V (G1) ∩ V (G2) is a clique-
separator satisfies χ(G) = max{χ(G1), χ(G2)} (cf. Lemma 7), and so G is not critical.
Furthermore, let us assume that M is a homogeneous set for which there is no homogeneous set containing M
properly. For the neighbours of M , it does not matter how a proper colouring L : V (G) → N>0 colours the vertices
of M . It is only the set of colours that L assigns to the vertices in M which is of interest. From this view, it is
reasonable to delete all but one vertices of M , assigning χ(G[M ]) as weight to the remaining vertex, and to consider
set-mappings as colourings.
By refining the concepts of critical graphs and clique-separators, we are in a position to reduce the determination
of optimal χ-binding functions to the studying of set-mappings for graphs without clique-separators and homogeneous
sets. We apply this approach and our findings, and obtain several optimal χ-binding functions. It is worth pointing
out that there are just a few graph classes for which optimal χ-binding functions are known. As described exemplary
above, mostly one can only determine a χ-binding function, and it is often a tough and challenging problem to
determine the optimal one or at least its order of magnitude.
Theorem 2. If ω ∈ N>0, then
(i) f⋆{P5,banner}(ω) = f
⋆
{P5,dart}
(ω) = f⋆{3K1}(ω),
(ii) f⋆{P5,hammer}(ω) = f
⋆
{2K2}
(ω).
(iii) f⋆{C5,C7,...,banner}(ω) = f
⋆
{C5,C7,...,dart}
(ω) = f⋆{C5,3K1}(ω),
(iv) f⋆{P5,C4}(ω) = f
⋆
{P5,gem}
(ω) =
⌈
5ω−1
4
⌉
, and
(v) f⋆{P5,diamond}(ω) =

3 if ω = 2,ω if ω 6= 2.
Note that Lemma 1 implies that f⋆{C5,3K1}, f
⋆
{3K1}
, and f⋆{2K2} are non-linear. In particular, by results of Kim [19]
and Wagon [33],
f⋆{3K1}(ω) ∈ Θ
(
w2
log(w)
)
and f⋆{2K2}(w) ≤
(
w + 1
2
)
∈ O(ω2),
respectively. We note that, by using a result of Gaspers and Huang [13] and a very nice inductive proof, one can
subtract 2 from the upper bound on f⋆{2K2} for ω ≥ 3.
On our way to optimal χ-binding functions, we characterise in parallel critical graphs. For this purpose, a
‘non-empty, 2K1-free’-expansion of a graph G
′ is a graph G for which there are a partition of V (G) into cliques
S1, S2, . . . , S|V (G′)| and a bijective function f : {S1, S2, . . . , S|V (G′)|} → V (G
′) such that each vertex of Si is adjacent
to each vertex of Sj if f(Si) is adjacent to f(Sj) and each vertex of Si is non-adjacent to each vertex of Sj if f(Si)
is non-adjacent to f(Sj) for each distinct i, j. For the sake of simplicity, we skip the word ‘non-empty’.
Theorem 3. Let G be a critical graph.
(i) If G is (P5, banner)-free, then G is 3K1-free.
(ii) If G is (P5, dart)-free and S is a non-empty set of vertices such that each vertex in S is adjacent to each vertex
of V (G) \ S and each homogeneous set M in G[S] has a vertex in S \M that is non-adjacent to each vertex of
M , then G− S is critical, and G[S] is 3K1-free or a ‘2K1-free’-expansion of G′ with G′ ∈ {G1, G2}.
(iii) If G is (P5, hammer)-free, then G is 2K2-free.
(iv) If G is (C5, C7, . . .)-free, and banner-free or dart-free, then G is (C5, 3K1)-free.
(v) If G is (P5, C4)-free, then G is complete or a ‘2K1-free’-expansion of a graph G
′ with G′ ∈ {C5,W5}.
(vi) If G is (P5, gem)-free, then G is complete or a ‘2K1-free’-expansion of a graph G
′ with G′ ∈ {C5, G2}.
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(vii) If G is (P5, diamond)-free, then G is complete or a cycle of length 5.
We note that an inclusion-wise minimal set S< for which each vertex is adjacent to each vertex of the possibly
empty set V (G) \ S< meets the assumptions on the set S in Theorem 3 (ii). The latter observation together with
Theorem 3 (ii) yields a characterisation of the critical (P5, dart)-free graphs.
An interesting open conjecture by Reed [28] is that χ(G) can be bounded from above by ⌈(∆(G) + ω(G) + 1)/2⌉,
where ∆(G) denotes the maximum degree of G, i.e. the largest number of vertices that have a common adjacent
vertex. For example, this conjecture is proven for
• (C5, C7, . . .)-free graphs [1],
• 3K1-free graphs [20, 21],
• (P5, gem)-free graphs [7],
• graphs whose complementary graph is disconnected [25], and
• graphs G with χ(G) ≤ ⌈5ω(G)/4⌉ [17],
and, to the best of our knowledge, it is open for 2K2-free graphs. By using Theorem 3, parts of its proof, and the
above listed results, we obtain the following corollary:
Corollary 4. If G is (P5, banner)-free or (P5, dart)-free, then
χ(G) ≤
⌈
∆(G) + ω(G) + 1
2
⌉
.
1.2 Notation and terminology
In this section, we briefly introduce notation and terminology we use in this paper.
Recall that we consider finite, simple, and undirected graphs only. For notation and terminology not defined
herein, we refer to [4]. A graph G consists of vertex set V (G) and edge set E(G), where each edge e ∈ E(G) is
a size two subset of V (G). For notational simplicity, we write uv instead of {u, v} to denote an edge of G. The
complementary graph of G, denoted by G¯, has vertex set V (G) and edge set {uv : u, v ∈ V (G), u 6= v, uv /∈ E(G)}.
A copy of G is a graph that is isomorphic to G. Additionally, given two vertices u, v ∈ V (G) and a set S ⊆ V (G),
we let NG(u) denote the neighbours of u, NG[u] = NG(u) ∪ {u}, NG(S) be the set of all vertices of V (G) \ S
that have a neighbour in S, NG[S] = NG(S) ∪ S, and distG(u, v) be the distance of u and v in G. We also let
N iG(S) = {u : min{distG(u, s) : s ∈ S} = i} for i ≥ 2. Observe that ∆(G) = max{|NG(u)| : u ∈ V (G)} is the
maximum degree of G. Furthermore, a graph H with V (H) = V (G) and E(H) ⊆ E(G) is a spanning subgraph of G.
As usual, N0 and N>0 denote the sets of integers including 0 and excluding 0, respectively. For some integer
k ∈ N>0 and some set S, the set {1, 2, . . . , k} is denoted by [k] and the power set of S is denoted by 2S. Additionally,
for a function f1 : S → N0, we let
Argmin{f1(s) : s ∈ S} = {s : s ∈ S with f1(s) ≤ f1(s
′) for each s′ ∈ S}
and
Argmax{f1(s) : s ∈ S} = {s : s ∈ S with f1(s) ≥ f1(s
′) for each s′ ∈ S},
and we say that f2 : N>0 → N>0 is superadditive if f2(s1) + f2(s2) ≤ f2(s1 + s2) for each s1, s2 ∈ N>0.
Let G be a graph and q : V (G) → N0 be a function, which we also call vertex-weight function. Given a set S
of vertices of G, G[S] is the graph with vertex set S and edge set E(G) ∩ {s1s2 : s1, s2 ∈ S}. We say that G[S]
is the graph induced by S and S induces G[S] in G. A similar notation is that of G[q], which denotes the graph
G[{u : u ∈ V (G), q(u) ≥ 1}]. Given an additional graph H , we say that H is an induced subgraph of G if there is
5
some set SH ⊆ V (G) of vertices such that G[SH ] = H . Assuming H to be an induced subgraph of G, we further
define
q(S) =
∑
s∈S
q(s) and q(H) = q(V (H)).
For simplicity in notation and terminology, we say that q instead of the restriction of q to V (H) is a vertex-weight
function of H .
Given two graphs G1, G2 and an integer k ≥ 1, we denote by G1 ∪G2 the union of G1 and G2, that is, G1 ∪G2
has vertex set V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2), and by kG1 a graph consisting of k pairwise vertex
disjoint copies of G1.
In this paper, we mainly work with forbidden induced subgraphs. Thus, given two graphs G,H and a family H
of graphs, we say that G is H-free if each vertex subset of G does not induce a copy of H , and that G is H-free if G
is H ′-free for each H ′ ∈ H. Recall that (H1, H2, . . .)-free means H-free with H = {H1, H2, . . .}.
Let again G be a graph and q : V (G) → N0 be a vertex-weight function. Recall that a clique of G is a set of
vertices which are pairwise adjacent. The q-clique number of G, denoted by ωq(G), is the largest integer k for which
there is a clique S of G with q(S) = k. An independent set S of G is a set of vertices which is a clique in G¯, that is,
the vertices of S are pairwise non-adjacent in G. The q-independence number, denoted by αq(G), equals ωq(G¯). A
q-colouring L : V (G)→ 2N>0 is a set-mapping for which |L(u)| = q(u) for each u ∈ V (G). We note that the integers
of L(u) are also called colours of u for u ∈ V (G), and we say that L colours the vertices of G. In view of a simple
notation, we let
L(S) =
⋃
s∈S
L(s) and L(H) = L(V (H))
for each set S ⊆ V (G) and each induced graph H of G. L is proper if each two adjacent vertices of G receive
disjoint sets of integers. G is k-colourable (with respect to q) for some integer k ∈ N>0 if there is some proper
q-colouring L : V (G)→ 2[k]. The smallest integer k for which G is k-colourable (with respect to q) is the q-chromatic
number of G, denoted by χq(G). For the vertex-weight function q : V (G) → [1], we use the classical terminology
of clique number, independence number, and chromatic number instead of q-clique number, q-independence number,
and q-chromatic number, and denote these graph invariants by ω(G), α(G), and χ(G), respectively. Furthermore,
recall that G is perfect if ω(G′) = χ(G′) for each induced subgraph G′ of G.
Given a class G of graphs, we recall that a function f : N>0 → N>0 is a χ-binding function if χ(G′) ≤ f(ω(G′))
for each graph G ∈ G and each induced subgraph G′ of G. Since we are interested in graph classes defined by a
set, say H, of forbidden induced subgraphs, we let f⋆H denote the optimal χ-binding function of the class of H-free
graphs, that is, f⋆H : N>0 → N>0 is defined by
ω 7→ max{χ(G) : G is H-free, ω(G) = ω}.
Let again G be a graph. For two disjoint sets A and B of vertices, we let EG[A,B] denote the set of all edges
between A and B in G. EG[A,B] is complete if each vertex of A is adjacent to each vertex of B in G, and EG[A,B]
is anti-complete if none of the vertices of A is adjacent to some vertex of B in G. A non-empty set M of vertices of
G is a module if EG[M,NG(M)] is complete. We note that a module M is a homogeneous set if 1 < |M | < |V (G)|.
The graph G is prime if there is no homogeneous set in G. Let k ≥ 1 be an integer, G1, G2 be two not necessarily
connected induced subgraphs of G with G = G1 ∪G2 and V (G1) \V (G2), V (G2) \V (G1) 6= ∅, k ∈ N>0, and X1, X2,
. . . , Xk be k pairwise vertex disjoint modules in G. If
• EG[Xi, Xj ] is complete in G for each distinct i, j ∈ [k] and
• V (G1) ∩ V (G2) = X1 ∪X2 ∪ . . . ∪Xk,
then X1 ∪X2 ∪ . . . ∪Xk is a clique-separator of modules in G.
Let q, q′ : V (G) → N0 be two vertex-weight functions of a graph G. We write q′ ⊳Gχ q if χq′ (G) = χq(G),
q′(G) < q(G), and q′(u) ≤ q(u) for each u ∈ V (G). Additionally, q is ⊳Gχ -minimal if there is no vertex-weight
function q′ : V (G)→ N0 with q′ ⊳Gχ q. We note that a graph G is critical if q : V (G)→ [1] is ⊳
G
χ -minimal.
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Let G be a graph and P be a property that a graph can have. A P -expansion of a vertex u in G is a graph that
can be obtained from G by replacing u by a graph G′ that has property P and making each vertex of G′ adjacent to
each neighbour of u in G. Given a vertex ordering ≺, we let f≺ : V (G) → [|V (G)|] be a bijective function such that
u ≺ v if and only if f≺(u) < f≺(v). A P -expansion of G is a graph G′ for which there is a vertex ordering ≺ of G
and a finite series {Gi}
|V (G)|+1
i=1 of graphs such that
• G = G1 and G′ = G|V (G)|+1, and
• Gi+1 is a P -expansion of f
−1
≺ (i) in Gi for each i ∈ [|V (G)|].
If q : V (G) → N0 is a vertex-weight function, then a q-expansion of G is a ‘complete’-expansion of G in which each
vertex u ∈ V (G) is replaced by a complete graph of order q(u). We note that, for a ‘2K1-free’ -expansion G′ of G,
there is a vertex-weight function q : V (G) → N>0 such that G′ is a q-expansion of G. Furthermore, a buoy and a
connected buoy are a ‘non-empty vertex set’-expansion and a ‘connected, non-empty vertex set’-expansion of a cycle
of length 5, respectively. A maximal connected buoy C in G is an induced connected buoy in G for which there is no
other induced connected buoy (distinct from C) in G having C as induced subgraph.
Let C be a cycle of length 5 and q : V (C) → N0 be a vertex-weight function. If L : V (C) → 2N>0 is a proper
q-colouring of C and c1, c2 ∈ V (C) are two vertices, then
L(1)(c1) = {k : k ∈ L(c1), k /∈ L(c) for each c ∈ V (C) \ {c1}}
and
L(2)(c1, c2) = {k : k ∈ L(c1) ∩ L(c2), k /∈ L(c) for each c ∈ V (C) \ {c1, c2}}.
In Fig. 1 and Fig. 3, the most frequently used (forbidden) induced subgraphs graphs of this paper are depicted.
As usual, Cn, Kn, and Pn denote a cycle, a complete graph, and a path of order n, respectively, and Kn,m denotes a
(a) A5 (b) T0,1,2
F
(c) Q[F ]
Figure 3: Some additional frequently used forbidden induced subgraphs
complete bipartite graph whose partite sets have sizes n and m. Additionally, if P : u1u2u3u4 is a path on 4 vertices
and F is an arbitrary graph that is vertex disjoint from P , then Q[F ] is the ‘equals F ’-expansion of u3 in P .
Given a graph G and a vertex-weight function q : V (G)→ N0, let C5(G) be the set of all induced cycles of length
5 in G and
C⋆5 (G, q) = Argmax{χq(C) : C ∈ C5(G)}.
Additionally, recall that G is (C5, C7, . . .)-free if G is C2k+5-free for each k ∈ N0.
We note that index calculations are always considered with respect to the modulo operation. For example,
all index calculations are considered modulo 5 whenever we work with a copy C : c1c2c3c4c5c1 of C5 or a buoy
C : C1C2C3C4C5C1.
Finally, the set G⋆ consists of all connected graphs G such that, taken an arbitrary cycle C : c1c2c3c4c5c1 ∈
C5(G), we have that V (G) − NG[V (C)] is independent and that there is some integer i ∈ [5] such that the set
EG[{{ci, ci+2, ci+3}, NG(V (C))}] is complete and the set EG[{{ci+1, ci+4}, NG(V (C))}] is anti-complete.
2 Preliminary results
Before we proceed with preliminary results that are used in later proofs, we establish Lemma 1 first. Recall its
statement.
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Lemma 1. If H is a set of graphs and h is an integer such that each H ∈ H satisfies that its complementary graph
H¯ contains an induced cycle of length at most h, then f⋆H is non-linear or the class of H-free graphs has no χ-binding
function.
Proof. We may assume that f⋆H exists. By a result of Bolloba´s [3], for each two integers g,∆ ≥ 3, there is a
(C3, C4, . . . , Cg)-free graph Gg,∆ with ∆(Gg,∆) = ∆ and
α(Gg,∆)
|V (Gg,∆)|
<
2 log(∆)
∆
.
Hence, there is a series {G¯h,∆i}
∞
i=1 such that, for each i ≥ 1, G¯h,∆i is a graph whose complementary graph is Gh,∆i
and ∆i+1 = ∆i+1. For i ≥ 1, note that G¯h,∆i is H-free. Since Gh,∆i is C3-free, it follows α(G¯h,∆i) = ω(Gh,∆i) ≤ 2.
Furthermore,
ω(G¯h,∆i) <
2 log(∆i)
∆i
· |V (G¯h,∆i)|,
and so
∆i
4 · log(∆i)
· ω(G¯h,∆i) <
|V (G¯h,∆i)|
2
≤
|V (G¯h,∆i)|
α(G¯h,∆i)
≤ χ(G¯h,∆i).
Note that ∆i/(4 · log(∆i)) tends to +∞ as i tends to +∞ since ∆i+1 = ∆i + 1. Thus, f⋆H is non-linear.
One central result in Lova´sz’ [33] proof of the Weak Perfect Graph Theorem is the following lemma:
Lemma 5 (Lova´sz [22]). If G is a perfect graph, then each ‘perfect’-expansion of G is perfect.
We continue by an observation concerning the chromatic and clique numbers of q-expansions of a graph.
Observation 6. If G is a graph, q : V (G)→ N0 is a vertex-weight function, and G
′ is a q-expansion of G, then
χ(G′) = χq(G) and ω(G
′) = ωq(G).
Note that Observation 6 together with Lemma 5 implies χq(G) = ωq(G) for each perfect graph G and each
vertex-weight function q : V (G)→ N0.
We concentrate next on our combination of homogeneous sets and clique-separators, namely the so-called clique-
separators of modules. Note that each clique-separator is a clique-separator of modules. Having this observation in
mind, the following lemma generalises the fact that critical graphs do not contain clique-separators since it implies
thatG[q], for some⊳Gχ -minimal vertex-weight function q : V (G)→ N0, does not contain a clique-separator of modules.
Lemma 7. If G,G1, G2 are three graphs such that G = G1 ∪G2 and V (G1)∩V (G2) is a clique-separator of modules
in G, and q : V (G)→ N0 is a vertex-weight function, then
χq(G) = max{χq(G1), χq(G2)} and ωq(G) = max{ωq(G1), ωq(G2)}.
Proof. Let k ∈ N>0 and X,X1, X2 . . . , Xk ⊆ V (G) be sets such that X = X1 ∪ X2 ∪ . . . ∪ Xk = V (G1) ∩ V (G2)
and X1, X2, . . . , Xk are the modules of X . Furthermore, for each n ∈ [2], let Ln : V (Gn) → 2[χq(Gn)] be a proper
q-colouring which minimises |Ln(X)|. Since Xi is a module for each i ∈ [k] and EG[Mi,Mj] is complete for distinct
i, j ∈ [k], by renaming colours if necessary, we may assume that there are integers ℓ1, ℓ2, . . . , ℓk such that
Ln(X1) = [ℓ1] and Ln(Xi) = [ℓi] \ [ℓi−1]
for each i ∈ [k] \ {1}. Since Xi is a module and Ln minimises |Ln(Xi)|, we have
ℓi = χq(G[X1 ∪X2 ∪ . . . ∪Xi])
for each i ∈ [k].
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Let i ∈ [k] and L0n = Ln for each n ∈ [2]. If LXi : Xi → 2
Ln(Xi) is a proper q-colouring of G[Xi], then
Lin : V (Gn)→ 2
[χq(Gn)] with
v 7→

L
i−1
n (v) if v ∈ V (Gn) \Xi,
LXi(v) if v ∈ Xi
is a proper q-colouring of Gn since Xi a module for each n ∈ [2]. Hence, by induction hypothesis, we may assume
Li1(v) = L
i
2(v) for each v ∈ X1 ∪X2 . . . ∪Xi. By the above observation on Ln(Xi), we have Ln(Xj) = L
i
n(Xj) for
each j ∈ [i]. Thus,
χq(G) ≤ max{|L
k
1(G1)|, |L
k
2(G1)|} = max{|L1(G1)|, |L2(G1)|} = max{χq(G1), χq(G2)}.
Note that G1 and G2 are induced subgraphs of G, and so
χq(G) = max{χq(G1), χq(G2)}.
Finally, ωq(G) = max{ωq(G1), ωq(G2)} since EG[V (G1) \ X,V (G2) \ X ] is anti-complete, which completes our
proof.
Note that Q[P4] contains induced copies of banner, dart, and gem. In order to prove our main results, we wish
to establish some preliminary results for Q[P4]-free graphs but begin by considering modules of Q[F ]-free graphs,
where F is arbitrary and not necessarily related to P4.
Lemma 8. If F is a graph and G is a Q[F ]-free graph, then, for each module M in G, G[M ] is F -free or NG(M)
is a clique-separator of modules, or N2G(M) = ∅.
Proof. If M = V (G), then N2G(M) = ∅, and so let us assume that M is a module in G such that |M | < |V (G)|,
G[M ] contains an induced copy of F on vertex set S, and N2G(M) 6= ∅. We continue by showing that NG(M) is a
clique-separator of modules. Let X1, X2, . . . , Xk be the sets of vertices which induce the components of G¯[NG(M)].
Since EG[M ∪ Xi, Xj] is complete for each distinct i, j ∈ [k] and N2G(M) 6= ∅, we may suppose, for the sake of a
contradiction, that there is some ℓ ∈ [k] and a vertex w ∈ N2G(M) for which Xℓ ∩NG(w) 6= ∅ and Xℓ \NG(w) 6= ∅.
Hence, by the connectivity of G¯[Xℓ], we may assume that x1 ∈ Xℓ ∩NG(w) and x2 ∈ Xℓ \NG(w) are non-adjacent.
Thus, S ∪ {w, x1, x2} induces a copy of Q[F ], which contradicts our assumption that G is Q[F ]-free. Thus, Xℓ is a
module, and NG(M) is a clique-separator of modules, which completes our proof.
Let us focus on Q[P4]-free graphs next. It is rather interesting that every vertex-weight function of a Q[P4]-free
graph can be nicely decomposed.
Lemma 9. Let G be a Q[P4]-free graph. If q : V (G) → N0 is a vertex-weight function, then there exist an integer
k ∈ N>0, k pairwise disjoint non-empty sets M1,M2, . . . ,Mk ⊆ V (G[q]), and k ⊳Gχ -minimal vertex-weight functions
q1, q2, . . . , qk : V (G)→ N0 such that V (G[qi]) ⊆Mi, χq(G[Mi]) = χqi(G), ωq(G[Mi]) ≥ ωqi(G), and G[Mi] is a ‘2K1-
free’-expansion of G[qi] which is a prime graph without clique-separators of modules for each i ∈ [k], EG[Mi,Mj ] is
complete for each distinct i, j ∈ [k], and
χq(G) =
k∑
i=1
χq(G[Mi]).
Furthermore, ωq(G[Mi]) = ωqi(G) for each i ∈ [k] if q is ⊳
G
χ -minimal.
Proof. For simplicity, if (G, q) is a pair for which G is a Q[P4]-free graph and q : V (G) → N0 is a vertex-weight
function, and in combination both satisfy the statement of the lemma, then we say that (G, q) is decomposable. For
the sake of a contradiction, let us suppose that (G, q) is a minimal counterexample to our lemma, that is, (G, q) is
not decomposable but each pair (G′, q′) with either G′ is an induced subgraph of G with G′ 6= G, or G′ = G and
|V (G[q′])| < |V (G[q])|, or G′ = G and |V (G[q′])| = |V (G[q])| and q′ ⊳Gχ q is decomposable.
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If there is a vertex u ∈ V (G) with q(u) = 0, then, since (G, q) is a minimal counterexample and G[q] is an induced
subgraph of G with G[q] 6= G, we have that (G[q], q) is decomposable, which also implies that (G, q) is decomposable.
The latter contradiction to our supposition on (G, q) implies G = G[q].
We show next that q is ⊳Gχ -minimal by supposing, for the sake of a contradiction, the contrary. If q
′ : V (G)→ N0
is ⊳Gχ -minimal with q
′
⊳
G
χ q, then (G, q
′) is decomposable into pairwise disjoint non-empty sets M ′1,M
′
2, . . . ,M
′
k and
vertex-weight functions q′1, q
′
2, . . . , q
′
k : V (G[q
′]) → N0 since (G, q) is a minimal counterexample. Clearly, V (G[q′]) ⊆
V (G[q]). Since q′ ⊳Gχ q, we have χq′(G) = χq(G). Additionally, χq(G[M
′
i ]) ≥ χq′(G[M
′
i ]) and ωq(G[M
′
i ]) ≥
ωq′(G[M
′
i ]) for each i ∈ [k]. In view of the desired result, it remains to prove χq(G[M
′
i ]) ≤ χq′(G[M
′
i ]) for each
i ∈ [k]. Since EG[M ′i ,M
′
j] is complete for each distinct i, j ∈ [k], we have
χq(G[M
′
i ]) +
∑
j∈[k]\{i}
χq(G[M
′
j ]) ≤ χq(G) = χq′(G) =
k∑
i=1
χq′(G[M
′
i ]) ≤ χq′(G[M
′
i ]) +
∑
j∈[k]\{i}
χq(G[M
′
j ]),
and so χq(G[M
′
i ]) = χq′(G[M
′
i ]) for each i ∈ [k]. Thus, (G, q) is decomposable into the modules M
′
1,M
′
2, . . . ,M
′
k and
the vertex-weight functions q′1, q
′
2, . . . , q
′
k : V (G[q])→ N0, which contradicts our supposition on (G, q). Therefore, we
have that q is ⊳Gχ -minimal, and so G = G[q] is connected.
Let M1 be an inclusion-wise minimal module in G for which N
2
G(M1) = ∅. Note that possibly M1 = V (G).
Let M be a module in G[M1] with N
2
G[M1]
(M) = ∅. Hence, NG(M) = (M1 \M) ∪ (V (G) \M1) = V (G) \M and
EG[M,V (G) \M ] is complete, which implies M =M1 by the minimality of |M |.
We may assume first M1 6= V (G). Thus, EG[M1, V (G) \ M1] is complete. For S ∈ {M1, V (G) \ M1}, let
qS : S → N0 be defined by
u 7→

q(u) if u ∈ S,0 if u /∈ S.
Note that χq(G[M1]) = χqM1 (G) and χq(G−M1) = χqV (G)\M1 (G), and so
χq(G) = χqM1 (G) + χqV (G)\M1 (G).
Thus, qM1 and qV (G)\M1 are ⊳Gχ -minimal since q is ⊳
G
χ -minimal. Hence, since |V (G[q
M1 ])|, |V (G[qV (G)\M1 ])| <
|V (G[q])| and since (G, q) is a minimal counterexample, we have that (G[M1], q
M1) and (G[V (G)\M1], q
V (G)\M1) are
decomposable into pairwise disjoint non-empty sets M ′1,M
′
2, . . . ,M
′
k1
and M ′k1+1,M
′
k1+2
, . . . ,M ′k1+k2 as well as ⊳
G
χ -
minimal vertex-weight functions q′1, q
′
2, . . . , q
′
k1
: V (G) → N0 and q′k1+1, q
′
k1+2
, . . . , q′k1+k2 : V (G) → N0, respectively.
Hence, q is decomposable into the modules M ′1,M
′
2, . . . ,M
′
k1+k2
and the vertex weight functions
q′1, q
′
2, . . . , q
′
k1+k2
: V (G) → N0. Additionally, since qS is ⊳Gχ -minimal, we have ωq(G[M
′
i ]) = ωqS (G[M
′
i ]) = ωq′i(G)
for each i ∈ [k1 + k2] and, depending on i, some S ∈ {M1, V (G) \M1}.
It remains to assume M1 = V (G). Recall that q is ⊳
G
χ -minimal, and so G has no clique-separator of modules by
Lemma 7. Furthermore, G is connected. Let M2,M3 be two homogeneous sets in G with M2 ∩M3 6= ∅. For the sake
of a contradiction, let us suppose that M2 ∪M3 is not a homogeneous set in G. Hence, M2 \M3,M3 \M2 6= ∅, and
we let m2 ∈ M2 \M3, m3 ∈ M3 \M2, and m4 ∈ M2 ∩M3 be arbitrary vertices. Since M2 and M3 are modules, we
have
NG(m2) \ (M2 ∪M3) = NG(m4) \ (M2 ∪M3) = NG(m3) \ (M2 ∪M3),
and so NG(m2) \ (M2 ∪M3) = ∅ since M2 ∪M3 is not a homogeneous set in G. Hence, V (G) \ (M2 ∪M3) = ∅ since
G is connected. Clearly, M2 ∩M3 is a module in G. Since G has no clique-separators of modules, M2 ∩M3 is not
a clique-separator of modules, and so a vertex of M2 \M3 is adjacent to a vertex of M3 \M2. Hence, by the fact
that M2 and M3 are modules, we have that each vertex of M2 ∩M3 is adjacent to each vertex of V (G) \ (M2 ∩M3),
and so N2G(M2 ∩M3) = ∅, which contradicts the choice of M1. Hence, there is some integer k ∈ N0 and k pairwise
disjoint homogeneous sets M ′1,M
′
2, . . . ,M
′
k of G with M ⊆ M
′
i for each homogeneous set M in G and, depending
on M , some i ∈ [k]. By Lemma 8, since N2G(M
′
i) 6= ∅, and since G has no clique-separator of modules, it follows
that G[M ′i ] is P4-free for each i ∈ [k]. The Strong Perfect Graph Theorem implies that G[M
′
i ] is perfect, and so
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χq(G[M
′
i ]) = ωq(G[M
′
i ]) by Lemma 5 and Observation 6 for each i ∈ [k]. Since q is ⊳
G
χ -minimal, we obtain that M
′
i
is a clique, and we let u′i be a vertex of M
′
i for each i ∈ [k]. Hence, let q1 : V (G) → N0 be a vertex-weight function
with
u 7→


q(M ′i) if u = u
′
i for some i ∈ [k],
0 if u ∈M ′i \ {u
′
i} for some i ∈ [k],
q(u) if u /∈
⋃k
i=1M
′
i .
Clearly, G[M1] is a ‘2K1-free’-expansion of G[q1]. It is further easily seen χq(G) = χq(G[M1]) = χq1(G), ωq(G) =
ωq(G[M1]) = ωq1(G), and that q1 is ⊳
G
χ -minimal. Since G− ((M
′
1 ∪M
′
2 ∪ . . .∪M
′
k) \ {u
′
1, u
′
2, . . . , u
′
k}) is prime, G[q1]
is prime as well. For the sake of a contradiction, let us suppose that X is a clique-separator of modules in G[q1].
Since G[q1] is prime, every module of X is of size 1. Let
X(x) =

{x} if x /∈ {u
′
1, u
′
2, . . . , u
′
k},
M ′i if x = ui for some i ∈ [k].
Since M ′1,M
′
2, . . . ,M
′
k are pairwise disjoint modules which are cliques and for which u
′
i ∈ M
′
i for each i ∈ [k],⋃
x∈X X(x) is a clique-separator of modules in G, which is a contradiction to the fact that, by Lemma 7 and the
fact that q is ⊳Gχ -minimal, such a set cannot exist. Hence, (G, q) is decomposable into the module V (G) and the
vertex-weight function q1, and our proof is complete.
We first note that Lemma 9 evokes a nice characterisation of critical Q[P4]-free graphs.
Corollary 10. If G is a critical Q[P4]-free graph, then there is some integer k ∈ N>0 such that V (G) can be
partitioned into sets M1,M2, . . . ,Mk such that EG[Mi,Mj ] is complete for distinct i, j ∈ [k], and G[Mi] is a ‘2K1-
free’-expansion of a prime graph without clique-separator of modules for each i ∈ [k].
Proof. Note that the vertex-weight function q : V (G)→ [1] is ⊳Gχ -minimal since G is critical. By Lemma 9, there exist
an integer k ∈ N>0, k pairwise disjoint non-empty sets M1,M2, . . . ,Mk ⊆ V (G), and k ⊳Gχ -minimal vertex-weight
functions q1, q2, . . . , qk : V (G)→ N0 such that V (G[qi]) ⊆Mi and G[Mi] is a ‘2K1-free’-expansion of G[qi] which is a
prime graph without clique-separators of modules for each i ∈ [k], EG[Mi,Mj ] is complete for each distinct i, j ∈ [k],
and
χ(G) =
k∑
i=1
χ(G[Mi]).
Since G is critical, we conclude from the latter equality that M1,M2, . . . ,Mk is indeed a partition of V (G), which
completes the proof.
Corollary 10 is important for the proof of Theorem 3. However, by Lemma 9, we are now in a position to formulate
our central lemma which reasons to study proper q-colourings of prime graphs without clique-separators of modules
whenever we are interested in χ-binding functions for subclasses of Q[P4]-free graphs.
Lemma 11. Let G be a Q[P4]-free graph, q : V (G) → N0 be a vertex-weight function, and f : N>0 → N>0 be a
superadditive function. If χq′ (G) ≤ f(ωq′(G)) for each ⊳
G
χ -minimal vertex-weight function q
′ : V (G)→ N0 for which
G[q′] is prime and has no clique-separator of modules, then
χq(G) ≤ f(ωq(G)).
Proof. By Lemma 9, there is an integer k ∈ N>0 and there are k ⊳Gχ -minimal vertex-weight functions
q1, q2, . . . , qk : V (G)→ N0 such that
χq(G) =
k∑
i=1
χqi(G) and ωq(G) ≥
k∑
i=1
ωqi(G).
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Furthermore, G[qi] is a prime graph without clique-separators of modules, and so χqi(G) ≤ f(ωqi(G)) for each i ∈ [k].
The superadditivity of f implies
χq(G) =
k∑
i=1
χqi(G) ≤
k∑
i=1
f(ωqi(G)) ≤ f
(
k∑
i=1
ωqi(G)
)
≤ f(wq(G)),
which completes our proof.
Lemma 11 has obviously huge impact on studying χ-binding functions. However, in view of its application, we
need that some optimal χ-binding functions, f⋆{3K1}, f
⋆
{C5,3K1}
, and f⋆{2K2} in particular, are superadditive.
Lemma 12. If H is a set of graphs such that each H ∈ H does not contain a complete bipartite spanning subgraph,
then f⋆H is superadditive or the class of H-free graphs has no χ-binding function.
Proof. We may assume that f⋆H exists. Let w1, w2 ≥ 1 be two integers, G
′
1 be an H-free graph with ω(G
′
1) = w1 and
χ(G′1) = f
⋆
H(w1), and G
′
2 be an H-free graph with ω(G
′
2) = w2 and χ(G
′
2) = f
⋆
H(w2) that is vertex disjoint from G
′
1.
Let G be the graph obtained from G′1 and G
′
2 by adding all edges between the vertices of G
′
1 and the vertices
of G′2. We prove first that G is H-free. For the sake of a contradiction, let us suppose that there is some H ∈ H
for which G contains a set S of vertices inducing a copy of H . Since G′1 and G
′
2 are H-free, s1 = |S ∩ V (G
′
1)| > 0
and s2 = |S ∩ V (G′2)| > 0. Therefore, the graph G[S] has a spanning subgraph that is a copy of Ks1,s2 . But now
G[S] ∼= H gives a contradiction to our assumption that H does not have a spanning subgraph which is a complete
bipartite graph. Hence, G is H-free.
Clearly, ω(G) = w1 + w2 and χ(G) = χ(G
′
1) + χ(G
′
2) = f
⋆
H(w1) + f
⋆
H(w2), and so
f⋆H(w1 + w2) ≥ χ(G) = f
⋆
H(w1) + f
⋆
H(w2),
which completes our proof.
We use the remaining four preliminary results in our later proofs for colouring graphs with induced cycles of
length 5. In particular, we frequently deal with cycles C ∼= C5 and vertex-weight functions q : V (C)→ N0. Following
Narayanan and Shende [23], who proved
χ(G) = max
{
ω(G),
⌈
|V (G)|
α(G)
⌉}
for each ‘complete but possibly empty’-expansion G of a cycle of length at least 4, we can determine the q-chromatic
number of C by Observation 6.
Corollary 13. Let ω ∈ N>0. If C is a cycle of length 5 and q : V (C) → N0 is a vertex-weight function such that
ωq(C) = ω, then
χq(C) = max
{
ωq(C),
⌈
q(C)
2
⌉}
≤
⌈
5ωq(C) − 1
4
⌉
,
and this bound is tight.
Proof. In view of Observation 6 and the result of Narayanan and Shende [23], it remains to show⌈
q(C)
2
⌉
≤
⌈
5ωq(C)− 1
4
⌉
and that this bound is tight. Renaming vertices if necessary, let us assume that C : c1c2c3c4c5c1 is defined such
that ωq(C) = q({c1, c2}) and q(c1) ≥ q(c2). Thus, q({c3, c4}) ≤ ωq(C) and q(c5) ≤ ⌊ωq(C)/2⌋. Furthermore, for
n,m ∈ N0 with ωq(C) = 4n+m and m < 4, we have
⌈
q(C)
2
⌉
≤ ωq(C) +


⌊
ωq(C)
2
⌋
2

 = ωq(C) +

n if m ≤ 1n+ 1 if m ≥ 2

 = ωq(C) +
⌈
ωq(C)− 1
4
⌉
=
⌈
5ωq(C)− 1
4
⌉
.
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From this chain of inequalities it follows that the bound is tight if
q(c1) = q(c3) = ⌈ω/2⌉ and q(c2) = q(c4) = q(c5) = ⌊ω/2⌋,
which completes our proof.
Corollary 13 is important for our later considerations. However, we also need the following stronger result:
Corollary 14. Let C : c1c2c3c4c5c1 be a cycle of length 5, q, q
′ : V (C) → N0 be two vertex-weight functions, and
k ∈ N0 be an integer such that q(C)− k ≡ 0 mod 2, q(c3) ≥ k, and q′ is defined by
ci 7→

q(ci)− k if i = 3,q(ci) if i 6= 3.
There is some proper q-colouring L : V (C)→ 2N>0 with |L(1)(c3)| = k and
L(C) = L(1)(c3) ∪
(
5⋃
i=1
L(2)(ci, ci+2)
)
if and only if
ωq′(C) ≤
q′(C)
2
.
Proof. Let L′ : V (C) → 2N>0 be a proper q′-colouring, L′(C) = [ℓ], and L : V (C) → 2N>0 be a proper q-colouring
with
ci 7→

L
′(ci) ∪ {ℓ+ 1, . . . , ℓ+ k} if i = 3,
L′(ci) if i 6= 3.
If L(C) = L(1)(c3) ∪
(⋃5
i=1 L
(2)(ci, ci+2)
)
and |L(1)(c3)| = k, then
ωq′(C) ≤ χq′(C) ≤ ℓ =
∣∣∣∣∣
5⋃
i=1
L(2)(ci, ci+2)
∣∣∣∣∣ = q(C)− k2 = q
′(C)
2
.
If ωq′(C) ≤ q′(C)/2, then χq′(C) = q′(C)/2 by Corollary 13 and since k ≤ q(c3). Thus, assuming ℓ = χq′(C), we
have
L′(C) =
5⋃
i=1
(L′)(2)(ci, ci+2) =
5⋃
i=1
L(2)(ci, ci+2) and {χq′(C) + 1, . . . , χq′(C) + k} = L
(1)(c3),
which completes our proof.
In chromatic graph theory, the private neighbourhood reduction is an important tool. There is a similar reduction
technique for vertex-weight functions of graphs, which is implicitly defined in the next lemma.
Lemma 15. If q : V (G) → N0 is a ⊳Gχ -minimal vertex-weight function, u ∈ V (G) is a vertex that is non-adjacent
to each vertex of a set S ⊆ V (G), q(u) > 0, and NG(u) ⊆ NG(s) for each s ∈ S, then q(u) > χq(G[S]).
Proof. For the sake of a contradiction, let us suppose q(u) ≤ χq(G[S]). Additionally, let q
′ : V (G) → N0 be a
vertex-weight function with
v 7→

0 if v = u,q(v) if v 6= u.
For a proper q′-colouring Lq′ : V (G)→ 2
[χq′ (G)] of G, one can find a set Lu such that Lu ⊆ Lq′(S) and |Lu| = q(u) ≤
χq(G[S]) ≤ |Lq′(S)|. Hence, from the proper q-colouring Lq : V (G)→ 2N>0 with
v 7→

Lu if v = u,Lq′(v) if v 6= u,
it follows χq(G) ≤ χq′(G). Thus, χq(G) = χq′ (G), which contradicts our assumption that q is ⊳Gχ -minimal. Hence,
q(u) > χq(G[S]).
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Note that for the unweighted version, Lemma 15 describes the private neighbourhood reduction. In particular, for
q : V (G)→ [1], we have χ(G) = χ(G−u1) if there are two non-adjacent vertices u1, u2 ∈ V (G) withNG(u1) ⊆ NG(u2).
In our proofs we use a minimal counterexample approach for properly q-colouring graphs. The next preliminary
lemma helps us to gain some structural results.
Lemma 16. Let G be a graph, I be a non-empty independent set in G, q, q′ : V (G) → N0 be two vertex-weight
functions such that q′(u) = q(u)−1 if u ∈ I and q′(u) = q(u) if u /∈ I, C ∈ C⋆5 (G, q) and C
′ ∈ C⋆5 (G, q
′) be two cycles,
and fq, fq′ ∈ N0 be two integers such that χq′(G) ≥ fq′ . If
χq(G) > max{ωq(G), χq(C), fq} and χq′(G) ≤ max{ωq′(G), χq′ (C
′), fq′},
then at least one of following three statements holds:
(i) 1 ≤ max{ωq(G), χq(C), fq} ≤ fq′ ,
(ii) fq′ < max{ωq′(G), χq′(C′)}, max{χq(C), fq} ≤ ωq(G), and ωq(G) = ωq(G− I),
(iii) fq′ < max{ωq′(G), χq′(C′)}, max{ωq(G), fq} ≤ χq(C), |V (C′) ∩ I| ≤ 1, and
χq(G)− 1 = χq(C) = χq′(C
′) =
⌈
q′(C′)
2
⌉
=
⌈
q(C′)
2
⌉
.
Proof. Clearly, we have χq′(G) ≥ {ωq′(G), χq′ (C′), fq′}, and so
χq′(G) = ωq′(G) or χq′(G) = χq′(C
′), or χq′(G) = fq′ .
Additionally, we note χq(G) ≤ χq′(G) + 1 since I is an independent set. Since q(u) ≥ 1 for each u ∈ I, we have
ωq(G) ≥ q(u) ≥ 1.
If χq′(G) = fq′ , then max{ωq(G), χq(C), fq} ≤ fq′ since χq(G) ≤ χq′(G) + 1. Hence, we may assume
max{ωq′(G), χq′ (C
′)} = χq′(G) > fq′
for the rest of our proof.
If χq′(G) = ωq′(G), then we obtain ωq(G) = ωq′(G) from
ωq(G) + 1 ≤ χq(G) ≤ χq′(G) + 1 = ωq′(G) + 1 ≤ ωq(G) + 1.
Thus, each clique S with q′(S) = ωq′(G) does not intersect I, and so
ωq(G) = ωq′(G) = ωq′(G− I) ≤ ωq(G− I) ≤ ωq(G).
Since χq(G) = ωq(G) + 1 and since we assume χq(G) > max{ωq(G), χq(C), fq}, we have max{χq(C), fq} ≤ ωq(G).
If χq′(G) > ωq′(G) and χq′(G) = χq′(C
′), then
χq′(C
′) =
⌈
q′(C′)
2
⌉
by Corollary 13. Furthermore,
χq(C) + 1 ≤ χq(G) ≤ χq′ (G) + 1 = χq′(C
′) + 1 ≤ χq(C
′) + 1 ≤ χq(C) + 1,
which implies
χq(C) = χq′(C
′) =
⌈
q′(C′)
2
⌉
≤
⌈
q(C′)
2
⌉
≤ χq(C
′) ≤ χq(C),
and so |I ∩ V (C′)| ≤ 1. Since χq(G) = χq(C) + 1, we additionally have max{ωq(G), fq} ≤ χq(C) by our assumption
χq(G) > max{ωq(G), χq(C), fq}.
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3 (P5, hammer)-free graphs
In this section, we prove Theorem 2 (ii) and Theorem 3 (iii). Since each 2K2-free graph is (P5, hammer)-free and
since f⋆2K2 is superadditive by Lemma 12, it suffices to show that each critical (P5, hammer)-free graph is 2K2-free.
We note that there are (P5, hammer)-free graphs that are not Q[P4]-free, for example the graph Q[P4] itself. Hence,
we cannot make use of Corollary 10 but Lemma 7 is still applicable.
For the sake of a contradiction, let us suppose that G is a critical (P5, hammer)-free graph that contains an
induced copy of 2K2. We clearly can assume that G is connected and that q : V (G) → [1] is ⊳Gχ -minimal. For two
vertices u, v ∈ V (G), we let Xu,v = NG(u) ∩NG(v).
Let u1u2 be an arbitrary edge of G such that |E(G − NG[{u1, u2}])| ≥ 1. If v ∈ NG({u1, u2}), w ∈ NG(v) ∩
N2G({u1, u2}), and x ∈ NG(w) \NG({u1, u2, v}), then, renaming vertices if necessary, we assume u1v ∈ E(G). Thus,
{x,w, v, u1, u2} induces a copy of P5 if u2v /∈ E(G) and a copy of hammer if u2v ∈ E(G), which is a contradiction
to the fact that G is (P5, hammer)-free. Hence, N
i
G({u1, u2}) = ∅ for i ≥ 3, and each vertex subset of N
2
G({u1, u2})
inducing a component of G[N2G({u1, u2})] is a module in G. Since |E(G − NG[{u1, u2}])| ≥ 1, there is some set
W of vertices which induces a component of G[N2G({u1, u2})] with at least one edge, say w1w2. For each two
adjacent vertices w3, w4 ∈ N2G({u1, u2}) and each v ∈ NG({u1, u2}) ∩ NG({w3, w4}), we have v ∈ Xu1,u2 ∩ Xw3,w4
since {u1, u2, v, w3, w4} induces neither a copy of hammer nor a copy of P5. Thus, for each set W ′ of vertices
inducing a component of G − NG[{u1, u2}] with at least one edge, say w3w4, we have that W ′ is a module and
NG(W
′) ⊆ Xu1,u2 ∩Xw3,w4 . Furthermore, G− (Xu1,u2 ∩Xw1,w2) is disconnected and G[W ] is one of its components.
Let X1, X2, . . . , Xk be the sets of vertices which induce the components of G¯[Xu1,u2 ∩Xw1,w2 ], and i ∈ [k]. We are
going to show that Xi is a module. For the sake of a contradiction, let us suppose that there is a vertex y ∈ V (G)\Xi
with Xi∩NG(y) 6= ∅ and Xi\NG(y) 6= ∅. Clearly, y /∈ Xu1,u2∩Xw1,w2 . Since G¯[Xi] is connected, we may assume that
x1 ∈ Xi ∩NG(y) and x2 ∈ Xi \NG(y) are non-adjacent. Let Y be the set of vertices which induces the component
of G − (Xu1,u2 ∩ Xw1,w2) that contains y. If |Y | = 1, then u1y /∈ E(G) and NG(y) ⊆ NG(u1), which contradicts
Lemma 15 since q : V (G) → [1] is ⊳Gχ -minimal. Thus, |Y | ≥ 2 and there is a vertex y
′ ∈ Y ∩ NG(y). We have
u1, u2 /∈ Y or w1, w2 /∈ Y . Renaming vertices if necessary, we may assume u1, u2 /∈ Y . Since Y induces a component
of G − NG[{u1, u2}], it is a module. Thus, x1y′ ∈ E(G) but x2y′ /∈ E(G), and {x2, u1, x1, y, y′} induces a copy of
hammer, which is a contradiction to the fact that G is hammer-free. Hence, y does not exist, and Xi is a module.
Let Z1 = V (G) \W and Z2 =W ∪ (Xu1,u2 ∩Xw1,w2). Clearly, Z1 ∩ Z2 = Xu1,u2 ∩Xw1,w2 . Since Xu1,u2 ∩Xw1,w2 is
a clique-separator of the modules X1, X2, . . . , Xk, we have
χ(G) = max{χ(G[Z1]), χ(G[Z2])}
by Lemma 7. Since u1, u2 ∈ Z1 and w1, w2 ∈ Z2, we have that G is not critical, which contradicts our assumption
on G. Thus, |E(G−NG[{v1, v2}])| < 1 for each edge v1v2 ∈ E(G), and so G is 2K2-free, which is a contradiction to
our supposition.
4 banner-free graphs and dart-free graphs
This section is devoted to a proof of the statements of Theorem 2 and Theorem 3 concerning banner-free graphs and
dart-free graphs as well as a proof of Corollary 4. We obtain our results on C4-free graphs, gem-free graphs, and
diamond-free graphs as by-products.
We note first that Theorem 2 (v) and Theorem 3 (vii) can be easily obtained from Theorem 3 (vi) as follows: Let
G,G′ be two (P5, diamond)-free graphs that are not necessarily distinct but for which χ(G) = χ(G
′), ω(G) ≥ ω(G′),
and G′ is critical. Clearly, G′ is gem-free, and so G′ is complete or a ‘2K1-free’-expansion of a graph G
′′ ∈ {C5, G2}
by Theorem 3 (vi). In the latter case, since G′ is not G′′-free but diamond-free, we have G′ ∼= G′′. It is easily seen
χ(G2) = ω(G2) = 3 (cf. Lemma 25), and so G
′ is complete or G′ ∼= C5. Thus, Theorem 3 (vii) follows. Additionally,
χ(G) = χ(G′) ≤

3 if ω(G
′) = 2,
ω(G′) if ω(G′) 6= 2

 ≤

3 if ω(G) = 2,ω(G) if ω(G) 6= 2.
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From the fact that C5 and Kn are (P5, diamond)-free for each n ≥ 1, we obtain Theorem 2 (v).
For proving Corollary 4, we note that, by Theorem 3 and by the fact that Reed’s conjecture is proven for 3K1-free
graphs [20, 21], graphs whose complementary graphs are disconnected [25], and graphsG with χ(G) ≤ ⌈5ω(G)/4⌉ [17],
it suffices to show the latter inequality for each ‘2K1-free’-expansion of G1 and of G2.
In what follows is a proof for the remaining statements of Theorem 2 and Theorem 3 that particularly contains a
proof of the inequality χq(Gi) ≤ ⌈(5ωq(Gi)− 1)/4⌉ for each i ∈ [2] and each vertex-weight function q : V (Gi)→ N0.
We note that instead of verifying f⋆H(ω) ≤ f(ω) for the corresponding χ-binding function f : N>0 → N>0 and set H
of graphs, we show the slightly stronger statement
χq(G) ≤ f(ωq(G))
for each H-free graph G and each vertex-weight function q : V (G)→ N0.
4.1 banner-free graphs
We note that each graph of {banner, C7, C9, . . . , P5} contains at least one induced copy of 3K1. Consequently, for
each ω ≥ 1, we have
f⋆{C5,C7,...,banner}(ω) ≥ f
⋆
{C5,3K1}
(ω) and f⋆{P5,banner}(ω) ≥ f
⋆
{3K1}
(ω).
Additionally, every q-expansion of C5 with q : V (C5) → N0 is (P5, C4)-free. By Observation 6 and Corollary 13, we
have
f⋆{P5,C4}(ω) ≥
⌈
5ω − 1
4
⌉
.
Since neither C5 nor 3K1 contains a spanning subgraph that is complete bipartite and f
⋆
{C5,3K1}
(ω) ≤ f⋆{3K1}(ω) ∈
Θ(ω2/ log(ω)), it follows that f⋆{3K1} and f
⋆
{C5,3K1}
are superadditive by Lemma 12. Additionally, each banner-free
graph is Q[P4]-free. Thus, given a graph G, which is (C5, C7, . . . , banner)-free or (P5, banner)-free, by Lemma 11,
we can focus on studying the q-chromatic number of G for ⊳Gχ -minimal vertex-weight functions q : V (G) → N0 for
which G[q] is prime and has no clique-separator of modules.
For prime banner-free graphs, the following two results are known.
Theorem 17 (Hoa´ng [15]). If G is a prime (C5, C7, . . . , banner)-free graph of independence number at least 3, then
G is perfect.
Theorem 18 (Karthick, Maffray, and Pastor [18]). If G is a prime (P5, banner)-free graph of independence number
at least 3, then G is perfect.
If G is H-free for H = {C5, C7, . . . , banner} or H = {P5, banner}, and q : V (G) → N0 is a ⊳Gχ -minimal vertex-
weight function for which G[q] is prime and has no clique-separator of modules, then G[q] is perfect or 3K1-free
by Theorem 17 and Theorem 18. Additionally, a q-expansion G′ of G[q] is perfect by Lemma 5 or 3K1-free by
construction, respectively. We obtain, by Observation 6,
χq(G) = χq(G[q]) = χ(G
′) ≤ f⋆{3K1}∪H(ω(G
′)) = f⋆{3K1}∪H(ωq(G[q])) = f
⋆
{3K1}∪H
(ωq(G)).
Hence,
f⋆{P5,banner} = f
⋆
{3K1}
and f⋆{C5,C7,...,banner} = f
⋆
{C5,3K1}
.
Concerning the critical (P5, banner)-free graphs and the critical (C5, C7, . . . , banner)-free graphs, by Corollary 10,
the vertex set of each such a graph G can be partitioned into k ≥ 1 sets M1,M2, . . . ,Mk such that G[Mi] is a ‘2K1-
free’-expansion of a prime graph Gpi for each i ∈ [k] and EG[Mi,Mj ] is complete for each distinct i, j ∈ [k]. By
Theorem 17 and Theorem 18, Gpi is 3K1-free or perfect for each i ∈ [k]. Thus, G[Mi] is 3K1-free or, by Lemma 5,
G[Mi] is perfect. In the latter case, G[Mi] is complete since G is critical. Thus, in both cases, G[Mi] is 3K1-free.
Since EG[Mi,Mj] is complete for each distinct i, j ∈ [k], G is 3K1-free as well.
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Concerning (P5, C4)-free graphs, we may assume that G is (P5, C4)-free and that q : V (G) → N is ⊳
G
χ -minimal.
We show that G is complete or a ‘2K1-free’-expansion of a graph G
′ with G′ ∈ {C5,W5}. By Lemma 9, there exist
an integer k ∈ N>0, k pairwise disjoint non-empty sets M1,M2, . . . ,Mk ⊆ V (G[q]), and k ⊳Gχ -minimal vertex-weight
functions q1, q2, . . . , qk : V (G)→ N0 such that V (G[qi]) ⊆Mi, χq(G[Mi]) = χqi(G), ωq(G[Mi]) = ωqi(G), and G[Mi]
is a ‘2K1-free’-expansion of G[qi] which is a prime graph without clique-separators of modules for each i ∈ [k],
EG[Mi,Mj ] is complete for each distinct i, j ∈ [k], and
χq(G) =
k∑
i=1
χq(G[Mi]).
Let us assume α(G[q1]) ≥ α(G[qi]) for each i ∈ [k]. If α(G[q1]) = 1, then G = G[M1 ∪M2 ∪ . . . ∪Mk] since q is
⊳
G
χ -minimal, and so G is complete. In view of the desired result, it remains to assume α(G[q1]) ≥ 2. Since G is
C4-free, we have that V (G) \M1 is a clique in G, and so G −M1 is complete and a ‘2K1-free’-expansion of G[u]
for some u ∈ V (G) \M1. We note that since q is ⊳Gχ -minimal and α(G[q1]) ≥ 2, we have χq(G[q1]) > ωq(G[q1]).
Thus, G[q1] is not perfect by Lemma 5 and Observation 6. Additionally, G[q1] is a prime (P5, C4, banner)-free graph,
and so G[q1] is 3K1-free by Theorem 18. Hence, G¯[q1] is non-bipartite by the Strong Perfect Graph Theorem and
(2K2, C3)-free. Randerath’s [26] characterisation of non-bipartite (P5, C3)-free graphs imply that the prime ones
are copies of C5, and so G[q1] ∼= C5. Thus, there is a vertex-weight function q
′ : V (G′) → N>0 such that G is a
q′-expansion of G′ ∈ {C5,W5}. Note that this observation also characterises the critical (P5, C4)-free graphs since
the vertex-weight function of such a graph which is constantly 1 is ⊳Gχ -minimal. Additionally, for each vertex-weight
function q> : V (G)→ N with q ⊳Gχ q
>, we have
χq>(G) = χq(G) =
k∑
i=1
χqi(G[qi]) ≤
⌈
5ωq1(G[q1])− 1
4
⌉
+
k∑
i=2
ωqi(G[qi]) ≤
⌈
5ωq(G) − 1
4
⌉
≤
⌈
5ωq>(G)− 1
4
⌉
by Corollary 13, which completes our proof.
4.2 dart-free graphs
At the beginning, let us mention that we start our proof similarly to that of banner-free graphs. Namely, each graph
of {dart, C7, C9, . . . , P5} contains at least one induced copy of 3K1, and so
f⋆{C5,C7,...,dart}(ω) ≥ f
⋆
{C5,3K1}
(ω) and f⋆{P5,dart}(ω) ≥ f
⋆
{3K1}
(ω)
for each ω ≥ 1.
Additionally, every q-expansion of C5 with q : V (C5)→ N0 is (P5, gem)-free. By Observation 6 and Corollary 13,
we have
f⋆{P5,gem}(ω) ≥
⌈
5ω − 1
4
⌉
.
We continue studying dart-free graphs. Again, let us note that f⋆{3K1} and f
⋆
{C5,3K1}
are superadditive by
Lemma 12 since neither C5 nor 3K1 contains a spanning subgraph that is complete bipartite and f
⋆
{C5,3K1}
(ω) ≤
f⋆{3K1}(ω) ∈ Θ(ω
2/ log(ω)). Additionally, each dart-free graph is Q[P4]-free. Thus, given a graph G, which is
(C5, C7, . . . , dart)-free or (P5, dart)-free, by Lemma 11, we can focus on studying the q-chromatic number of G for
⊳
G
χ -minimal vertex-weight functions q : V (G)→ N0 for which G[q] is prime and has no clique-separator of modules.
To finally get our two optimal χ-binding functions f⋆{P5,dart} and f
⋆
{C5,C7,...,dart}
, we need to divide our proof into
smaller parts. First of all, we show that G¯ is (C7, C9, . . .)-free whenever G is a prime dart-free graph of independence
number at least 3 that is P5-free or C5-free.
Lemma 19. If G is a prime dart-free graph of independence number at least 3, then G¯ is (C7, C9, . . .)-free or G
contains an induced cycle and an induced path each of which is of order 5.
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Proof. For the sake of a contradiction, let us suppose that G is a prime dart-free graph of independence number
at least 3 which is C5- or P5-free, and for which G¯ contains an induced copy of C2k+1 for some integer k ≥ 3, say
C : c1c2 . . . c2k+1c1. Clearly, G is connected. Let M be the set of vertices of NG(V (C)) such that EG[{m}, V (C)]
is neither complete nor anti-complete if and only if m ∈ M , and D be the set of vertices of NG(V (C)) such that
EG[{d}, V (C)] is complete if and only if d ∈ D.
Let m ∈ M be an arbitrary vertex. If there is some i ∈ [2k + 1] such that cim, ci+1m /∈ E(G), then, renaming
vertices if necessary, we may assume that ci+2m ∈ E(G). Since {ci+1, c,m, ci+2, ci} does not induce a copy of dart for
each c ∈ {ci+4, ci+5}, we have ci+4m, ci+5m /∈ E(G). But now, {m, ci+2, ci+4, ci, ci+5} induces a copy of dart, which
is a contradiction to our assumption that G is dart-free. Thus, cim ∈ E(G) or ci+1m ∈ E(G) for each i ∈ [2k + 1].
Since 2k+1 is odd, there is some t(m) ∈ [2k+1] such that ct(m)m /∈ E(G) but ct(m)−1m, ct(m)+1m, ct(m)+2m ∈ E(G).
If u ∈ NG(V (C)) and v ∈ V (G) \ NG[V (C)] are two adjacent vertices, then {v, u, c3, c1, c4} if u ∈ D and
{v, u, ct(u)+1, ct(u)−1, ct(u)+2} if u ∈M induces a copy of dart, which contradicts our assumption that G is dart-free.
Hence, EG[NG[V (C)], V (G) \NG[V (C)]] is anti-complete, and the connectivity of G implies V (G) = NG[V (C)].
Let I be an independent set of size 3 in G such that∑
a∈I
distG¯(a, V (C))
is minimal.
Since G[V (C)] is 3K1-free, and ciu ∈ E(G) or ci+1u ∈ E(G) for each u ∈ D ∪ M and each i ∈ [2k + 1],
we have |I ∩ V (C)| ≤ 1. Let a1, a2 be two vertices of I \ V (C). We assume first that there is some vertex cj ∈
V (C)\ (NG(a1)∪NG(a2)) for some j ∈ [2k+1]. Hence, aicj′ ∈ E(G) for each i ∈ [2] and each j′ ∈ {j− 1, j+1}. For
each c ∈ {cj+2, cj+3}, since {cj, c, a1, cj−1, a2} does not induce a copy of dart, we have a1c /∈ E(G) or a2c /∈ E(G).
Furthermore, recall that aicj+2 ∈ E(G) or aicj+3 ∈ E(G) for each i ∈ [2]. Thus, renaming vertices if necessary, we
may assume a1cj+2, a2cj+3 ∈ E(G) and a1cj+3, a2cj+2 /∈ E(G). Hence, {a1, cj+2, cj , cj+3, cj+1} induces a copy of C5
and {a1, cj+2, cj, cj+3, a2} induces a copy of P5, which is a contradiction to the fact that G is C5- or P5-free. Hence,
I ∩ V (C) = ∅, and V (C) \ (NG(a1) ∪NG(a2)) = ∅ for each distinct a1, a2 ∈ I.
Let I = {a1, a2, a3} and, renaming vertices if necessary, let us assume
distG¯(a1, V (C)) ≤ distG¯(a2, V (C)), distG¯(a3, V (C)).
We consider first the case where a1 ∈M . Recall that a1ct(a1) /∈ E(G) but a1ct(a1)−1, a1ct(a1)+1, a1ct(a1)+2 ∈ E(G)
and a2ct(a1), a3ct(a1) ∈ E(G). Since {a1, ct(a1)+2, a2, ct(a1), a3} does not induce a copy of dart, we have a2ct(a1)+2 /∈
E(G) or a3ct(a1)+2 /∈ E(G). Thus, the fact V (C) \ (NG(a2) ∪NG(a3)) = ∅ implies that either a2ct(a1)+2 /∈ E(G) or
a3ct(a1)+2 /∈ E(G). Renaming vertices if necessary, we may assume the latter case, and so a3ct(a1)+1 ∈ E(G). Since
{a3, ct(a1)−1, a1, ct(a1)+2, a2} does not induce a copy of dart, we have some i ∈ [3] such that aict(a1)−1 /∈ E(G). Clearly,
i 6= 1 and, since V (C) \ (NG(a2) ∪ NG(a3)) = ∅, i is uniquely determined. Thus, {a1, ct(a1)+1, a3, ct(a1), ct(a1)+2}
induces a copy of C5 and {a1, ct(a1)−1, a5−i, ct(a1), ai} induces a copy of P5, which contradicts our assumption that G
is C5- or P5-free. Thus, a1 ∈ D and, since 2 ≤ distG¯(a1, V (C)) ≤ distG¯(a2, V (C)), distG¯(a3, V (C)), we have I ⊆ D.
Let u ∈ V (G) \ (NG[a1] ∪ {a2, a3}). Since a1 ∈ D and V (G) = NG[V (C)], it follows u /∈ V (C) and there is some
j ∈ [2k + 1] such that cj ∈ NG(u), respectively. Furthermore, {a1, cj , a2, u, a3} does not induce a copy of dart, and
so a2u /∈ E(G) or a3u /∈ E(G). Renaming vertices if necessary, we may assume the latter case. By the choice of
I, we have distG¯(V (C), a2) ≤ distG¯(V (C), u). Thus, distG¯(V (C), a1) ≤ distG¯(V (C), a2) ≤ distG¯(V (C), v) for each
v ∈ V (G) \ NG[a1]. In particular, it follows distG¯(V (C), a1) = ∞. Let S with I ⊆ S be the set of vertices that
induces a component of G¯. Since distG¯(V (C), a1) = ∞, we have that EG[S, V (G) \ S] is complete, and so S and
V (G) \ S are two homogeneous sets, which contradicts the fact that G is prime. Thus, our proof is complete.
Similarly as for (C5, C7, . . . , banner)-free graphs, we can conclude f
⋆
{C5,C7,...,dart}
= f⋆{C5,3K1} from the Strong Per-
fect Graph Theorem, Lemma 5, Observation 6, Lemma 11, and Lemma 19 as well as that each critical
(C5, C7, . . . , dart)-free graph is 3K1-free by additionally applying Corollary 10.
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In contrast to prime (P5, banner)-free graphs which are perfect by Theorem 18 if their independence number is
at least 3, there exist prime (P5, dart)-free graphs which are not perfect although their independence number is at
least 3, for example G1, G2, G3, and G4, depicted in Figs. 4-7. We note that, by a result of Karthick, Maffray, and
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Pastor [18], each such graph contains at most 18 vertices. However, in order to apply Lemma 11, we need a full
characterisation of these graphs. It is further interesting to note that we obtain a structural result for the prime
(P5, gem)-free graphs from our characterisation.
Lemma 20. If G is a prime (P5, dart)-free graph of independence number at least 3, then either G is W5-free and
G¯ is A5-free, or G ∼= G1.
Proof. Let G be a prime (P5, dart)-free graph of independence number at least 3 with G 6∼= G1. In view of the desired
result, we may assume C5(G) 6= ∅.
For some C : c1c2c3c4c5c1 ∈ C5(G), let M(C) be the set of vertices of NG(V (C)) such that EG[{m}, V (C)] is
neither complete nor anti-complete if and only if m ∈M(C), and let D(C) be the set of vertices of NG(V (C)) such
that EG[{d}, V (C)] is complete if and only if d ∈ D(C). Furthermore, for some vertex u ∈ NG(V (C)), let iC(u) ∈ [5]
and jC(u), kC(u) ∈ N0 be such that
(i) ciC(u)u, ciC(u)+1u, . . . , ciC(u)+jC(u)u ∈ E(G) and ciC(u)+jC(u)+1u /∈ E(G),
(ii) ciC(u)−1u, ciC(u)−2u, . . . , ciC(u)−kC(u)u /∈ E(G) and ciC(u)−(kC(u)+1)u ∈ E(G),
(iii) with respect to (i) and (ii), kC(u) is maximum, and
(iv) with respect to (i), (ii), and (iii), jC(u) is minimum.
Since {m, ciC(m), ciC(m)−1, ciC(m)−2, ciC(m)−3} does not induce a copy of P5, we have kC(m) ≤ 2 for each m ∈M(C).
For each i ∈ [5], let
Ai(C) = {a : a ∈ NG(V (C)), NG(a) ∩ V (C) = {ci, ci+2}}
and
Bi(C) = {b : b ∈ NG(V (C)), NG(b) ∩ V (C) = {ci, ci+2, ci+3}}.
Clearly, Ai(C) ∪Bi(C) ⊆M(C) and iC(u) = i if u ∈ Ai(C) ∪Bi(C) for each i ∈ [5]. With
X≥2(C) = {x : x ∈ NG(V (C)), jC(x) ≥ 2} and X≥3(C) = {x : x ∈ NG(V (C)), jC(x) ≥ 3},
we obtain
M(C) =
(
5⋃
i=1
Ai(C) ∪Bi(C)
)
∪ (X≥2(C) \D(C))
by the fact that kC(m) ≤ 2 for each m ∈ M(C). Obviously, EG[N2G(V (C)), X≥2(C)] is anti-complete since
{w, x, ciC(u), ciC(u)+1, ciC(u)+2} does not induce a copy of dart for each w ∈ N
2
G(V (C)) and each x ∈ NG(w)∩X≥2(C).
19
Consequently, V (G) = D(C) ∪M(C) ∪ V (C) if M(C) \X≥2(C) = ∅. Furthermore, let
A(C, x) =

AiC(x)−2(C) \NG(x) if x ∈ X≥3(C) \D(C),∅ if x ∈ D(C),
and
B(C, x) =

BiC(x)−1(C) \NG(x) if x ∈ X≥3(C) \D(C),∅ if x ∈ D(C)
for each x ∈ X≥3(C).
We continue by proving four claims from which we finally deduce our desired result.
Claim 20.1. If C : c1c2c3c4c5c1 ∈ C5(G) with X≥3(C) 6= ∅, then M(C) \ X≥2(C) =
⋂
x∈X≥3(C)
B(C, x) and
|M(C) \X≥2(C)| ≤ 1.
Proof. For the sake of simplicity, we divide the proof of this claim into three parts and prove step-by-step for each
C ∈ C5(G):
(i) M(C) \X≥2(C) =
⋂
x∈X≥3(C)
(A(C, x) ∪B(C, x)),
(ii) M(C) \X≥2(C) =
⋂
x∈X≥3(C)
B(C, x), and
(iii) |M(C) \X≥2(C)| ≤ 1.
Note that
⋂
x∈X≥3(C)
(A(C, x)∪B(C, x)) ⊆M(C) \X≥2(C), and (i) implies (ii) and (iii) if D(C) 6= ∅. Hence, for (ii)
and (iii), we may assume D(C) = ∅.
For the sake of a contradiction, let us suppose that (i) is false. Let m ∈ M(C) \ X≥2(C) and x ∈ X≥3(C) be
two arbitrary vertices. Note that jC(m) = 0 and ciC(m)−1m, ciC(m)+1m /∈ E(G). Furthermore, the maximality of
kC(m) implies ciC(m)+2m ∈ E(G). If x ∈ D(C), then, redefining iC(x) if necessary, we may assume iC(m) = iC(x).
Hence, {m, ciC(x), ciC(x)−1, x, ciC(x)+1} if mx /∈ E(G) and {ciC(x)−1, x,m, ciC(x)+2, ciC(x)+1} if mx ∈ E(G) induces
a copy of dart, which is a contradiction to the fact that G is dart-free. Thus, x /∈ D(C), and so jC(x) = 3 and
kC(x) = 1. If iC(m) = iC(x), then {ciC(x)−1, ciC(x), ciC(x)+1, x,m} if mx ∈ E(G), {m, ciC(x)+2, ciC(x)+1, x, ciC(x)+3}
if ciC(x)+3m,mx /∈ E(G), and {ciC(x)−1, ciC(x)+3,m, ciC(x)+2, x} if ciC(x)+3m ∈ E(G) but mx /∈ E(G) induces a copy
of dart, which is a contradiction to the fact that G is dart-free. Hence, iC(m) 6= iC(x). If iC(m) = iC(x) + 1, then
{ciC(x), x,m, ciC(x)+3, ciC(x)+2} if mx ∈ E(G) and {m, ciC(x)+1, ciC(x), x, ciC(x)+2} if mx /∈ E(G) induces a copy of
dart, which is a contradiction to the fact that G is dart-free. Hence, iC(m) 6= iC(x) + 1. If iC(m) = iC(x) + 2,
then {ciC(x)+3, x, ciC(x)+1, ciC(x),m} if ciC(x)m,mx ∈ E(G), {ciC(x), x,m, ciC(x)+2, ciC(x)+3} if ciC(x)m /∈ E(G) but
mx ∈ E(G), and {m, ciC(x)+2, ciC(x)+1, x, ciC(x)+3} if mx /∈ E(G) induces a copy of dart, which is a contradiction to
the fact that G is dart-free. Hence, iC(m) 6= iC(x)+ 2. If iC(m) = iC(x)+ 3, then {ciC(x)−1, ciC(x)+3, ciC(x)+2, x,m}
if mx ∈ E(G) and {ciC(x)−1, ciC(x),m, ciC(x)+1, x} if ciC(x)+1m ∈ E(G) but mx /∈ E(G) induces a copy of dart,
which is a contradiction to the fact that G is dart-free. Hence, ciC(x)+1m,mx /∈ E(G), and so m ∈ A(C, x), which
is a contradiction to our supposition. If iC(m) = iC(x) + 4, then {ciC(x)+3, x, ciC(x), ciC(x)+1,m} if mx ∈ E(G) and
{m, ciC(x)+1, ciC(x), x, ciC(x)+2} if ciC(x)+2m,mx /∈ E(G) induces a copy of dart, which is a contradiction to the fact
that G is dart-free. Hence, ciC(x)+2m ∈ E(G) but mx /∈ E(G), and so m ∈ B(C, x), which is a contradiction to our
supposition. The last contradiction completes our proof for (i).
For (ii), let us assume that x ∈ X≥3(C) \D(C) is an arbitrary vertex, and, for the sake of a contradiction, let us
supposeA(C, x) 6= ∅. Let S be the set of vertices ofG such that ciC(x)s, ciC(x)+3s ∈ E(G) but ciC(x)+1s, ciC(x)+2s, sx /∈
E(G) if and only if s ∈ S. Note that A(C, x)∪{ciC (x)+4} ⊆ S and G¯[A(C, x)∪{ciC (x)+4}] is connected. Hence, let A
be the set of vertices that induces the component of G¯[S] which contains all vertices of A(C, x)∪{ciC (x)+4}. We note
that, for each a ∈ A, Ca : ciC(x)ciC(x)+1ciC(x)+2ciC(x)+3aciC(x) is an induced copy of C5 in G and NG(x) ∩ V (Ca) =
NG(x)∩V (C). Since A is not a homogeneous set in G, there is some vertex u ∈ V (G)\A that has a neighbour, say a1,
and a non-neighbour, say a2, in A. Since G¯[A] is connected, we can assume a1a2 /∈ E(G). Clearly, u /∈ A∪V (C)∪{x}.
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Note that a2 ∈ A(Ca1 , x). Thus, by (i), u /∈ X≥3(Ca1). If u ∈ X≥2(Ca1 )\X≥3(Ca1), then |NG(u)∩V (Ca2)| = 2 since
a1u ∈ E(G) but a2u /∈ E(G). Thus, by (i), u ∈ A(Ca2 , x), and so u ∈ S. To be more precise, since a2u /∈ E(G), we
have u ∈ A by the choice of A, which is a contradiction to the fact u ∈ V (G) \ A. Consequently, by (i), it remains
to consider the case where u ∈ A(Ca1 , x) ∪ B(Ca1 , x), and so, since a1u ∈ E(G), we have u ∈ B(Ca1 , x). Hence,
kCa2 (u) = 3, which contradicts the fact that kCa2 (v) ≤ 2 for each v ∈ NG(V (Ca2)) as shown above. Consequently,
A(C, x) = ∅, which proves (ii).
We finally prove (iii) and assume that there exists some vertex x ∈ X≥3(C) \ D(C). For the sake of a contra-
diction, let us suppose |M(C) \ X≥2(C)| > 1. Recall that EG[N2G(V (C)), X≥2(C)] is anti-complete. Hence, since
{x, ciC(x)+3, ciC(x)+4, b, w} does not induce a copy of P5 for each b ∈ B(C, x) and each w ∈ N
2
G(V (C)), we have
EG[B(C, x), N
2
G(V (C))] = ∅. Thus, the connectivity of G and (ii) imply
V (G) = V (C) ∪D(C) ∪M(C) = V (C) ∪

 ⋂
x′∈X≥3(C)
B(C, x′)

 ∪X≥2(C).
Since B(C, x) ⊆ M(C) \ X≥2(C), (ii) implies B(C, x) = M(C) \ X≥2(C). Additionally, since B(C, x) is not a
homogeneous set, there are vertices b1, b2 ∈ B(C, x) and u ∈ V (G) \ B(C, x) such that u is adjacent to b1 but
not to b2. Hence, u ∈ X≥2(C) by (ii). By (ii) and the fact b1u ∈ E(G), it follows u /∈ X≥3(C). Thus,
u ∈ X≥2(C) \ X≥3(C). In particular, jC(u) = kC(u) = 2. Furthermore, {ciC(x), ciC(x)+1, b1, ciC(x)+2, b2} does
not induce a copy of dart, and so b1b2 ∈ E(G). Since {u, b1, ciC(x)+1, b2, ciC(x)+4} and {u, b1, ciC(x)+2, b2, ciC(x)+4}
do not induce copies of dart, we have ciC(x)+1u, ciC(x)+2u ∈ E(G) or ciC(x)+4u ∈ E(G). Let us consider first the
case where ciC(x)+1u, ciC(x)+2u ∈ E(G). Since kC(u) = 2, it follows either ciC(x)u /∈ E(G) or ciC(x)+3u /∈ E(G).
Renaming vertices if necessary, we may assume ciC(x)u /∈ E(G). Thus, {ciC(x), ciC(x)+1, u, b1, b2} induces a copy
of dart, which is a contradiction to our assumption that G is dart-free. Thus, let us consider the second case
where ciC(x)+4u ∈ E(G). But now, {ciC(x), ciC(x)−1, u, b1, b2} if ciC(x)u /∈ E(G), {ciC(x)+3, ciC(x)+4, u, b1, b2} if
ciC(x)+3u /∈ E(G), and {b2, ciC(x)+4, ciC(x)+3, u, ciC(x)} if ciC(x)u, ciC(x)+3u ∈ E(G) induces a copy of dart, which is
again a contradiction to our assumption that G is dart-free. Hence, |M(C)\X≥2(C)| ≤ 1, (iii) follows, and our proof
is complete. ()
Claim 20.2. If C : c1c2c3c4c5c1 ∈ C5(G) with X≥3(C) 6= ∅ and M(C) \X≥2(C) 6= ∅, then |X≥3(C)| = 1.
Proof. Let x ∈ X≥3(C). For the sake of a contradiction and by Claim 20.1, let us suppose that there is a vertex
b ∈ B(C, x) but |X≥3(C)| ≥ 2. For each x1, x2 ∈ X≥3(C), we have NG(x1) ∩ V (C) = NG(x2) ∩ V (C) 6= V (C)
by Claim 20.1, and x1x2 ∈ E(G) by the fact that {ciC(x1)−1, ciC(x1), x1, ciC(x1)+1, x2} does not induce a copy of
dart. Since X≥3(C) is not a homogeneous set, there is some vertex u ∈ V (G) \ X≥3(C) that is, renaming ver-
tices if necessary, adjacent to x1 but non-adjacent to x2. Recall that EG[N
2
G(V (C)), X≥2(C)] is anti-complete,
and so u ∈ NG(V (C)). Hence, by Claim 20.1, u ∈ X≥2(C) \ X≥3(C), and so jC(u) = kC(u) = 2. Furthermore,
{u, x1, ciC(x1), x2, ciC(x1)+3} does not induce a copy of dart, which means ciC(x1)u ∈ E(G) or ciC(x1)+3u ∈ E(G).
Renaming vertices if necessary, we may assume ciC(x1)u ∈ E(G). Since {ciC(x1)−1, ciC(x1), u, x1, x2} does not induce a
copy of dart, it follows ciC(x1)−1u ∈ E(G). From jC(u) = kC(u) = 2, we obtain further that either ciC(x1)+1u ∈ E(G)
or ciC(x1)+3u ∈ E(G). If ciC(x1)+1u ∈ E(G), then {u, ciC(x1)+1, b, ciC(x1)+2, x2} induces a copy of dart if bu /∈ E(G)
and {ciC(x1)+3, ciC(x1)+2, b, u, ciC(x1)} induces a copy of P5 if bu ∈ E(G), which contradicts our assumption that G
is (P5, dart)-free. Hence, ciC(x1)+1u /∈ E(G) and ciC(x1)+3u ∈ E(G). But now, {b, ciC(x1)+4, ciC(x1)+3, u, ciC(x1)}
if bu /∈ E(G) and {b, u, ciC(x1), x1, ciC(x1)+3} if bu ∈ E(G) induces a copy of dart. This final contradiction to our
assumption that G is dart-free implies |X≥3(C)| ≤ 1, which completes our proof. ()
Claim 20.3. If C : c1c2c3c4c5c1 ∈ C5(G), then M(C) \X≥2(C) 6= ∅.
Proof. For the sake of a contradiction, let us suppose M(C) \X≥2(C) = ∅. Note that V (G) = V (C) ∪ X≥2(C) by
the connectivity of G and since EG[N
2
G(V (C)), X≥2(C)] is anti-complete. Since α(G) ≥ 3, let {a1, a2, a3} be a set of
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three pairwise non-adjacent vertices, such that
(i)
∑3
i=1 distG¯(ai, V (C)) is minimum, and
(ii) with respect to (i), distG¯(a1, V (C)) ≤ distG¯(a2, V (C)) ≤ distG¯(a3, V (C)).
Since M(C) \ X≥2(C) = ∅, and so jC(x) ≥ 2 for each x ∈ NG(V (C)), we have |{a1, a2, a3} ∩ V (C)| ≤ 1, and so
distG¯(a2, V (C)) ≥ 1.
If distG¯(a1, V (C)) = ∞, then the set, say S, of vertices inducing the component of G¯ that contains a1, a2, a3
satisfies that EG[S, V (G) \ S] is complete, and so, S is a homogeneous set in G, which is contradiction to our
assumption that G is prime. Thus, distG¯(a1, V (C)) < ∞. Hence, let P : p1p2 . . . pℓ, ℓ ≥ 1, be a shortest path
connecting a1 and a vertex of C in G¯, where a1 = p1 and pℓ ∈ V (C). Renaming vertices if necessary, we may assume
pℓ = c1. By the minimality of
∑3
i=1 distG¯(ai, V (C)), we further have a2p2, a3p2 ∈ E(G).
If ℓ = 1, then a1 = c1. Since a2, a3 /∈ V (C) and jC(a2), jC(a3) ≥ 2, it follows a2c3, a2c4, a3c3, a3c4 ∈ E(G).
Furthermore, {c1, c2, a2, c3, a3} does not induce a copy of dart, and so a2c2 /∈ E(G) or a3c2 /∈ E(G). Similarly,
a2c5 /∈ E(G) or a3c5 /∈ E(G). However, jC(a2) = jC(a3) ≥ 2, and so, renaming vertices if necessary, we may
assume a2c2 ∈ E(G) and a3c5 ∈ E(G). Thus, {a2, c2, c1, c5, a3} induces a copy of P5, which is a contradiction to our
assumption that G is P5-free. Hence, ℓ ≥ 2.
If ℓ ≥ 3, then EG[{a1, a2, a3}, V (C)] is complete. Since V (G) = V (C) ∪X≥2(C), there is some i ∈ [5] such that
p2ci ∈ E(G), and so {a1, ci, a2, p2, a3} induces a copy of dart, which is a contradiction to our assumption that G is
dart-free. Thus, ℓ = 2.
Since ℓ = 2, we have a1 /∈ D(C). Hence, a1ciC(a1)−1 /∈ E(G) but a1ciC(a1), a1ciC(a1)+1, a1ciC(a1)+2 ∈ E(G). Ob-
serve that further a2ciC(a1)−1, a3ciC(a1)−1 ∈ E(G) by the minimality of
∑3
i=1 distG¯(ai, V (C)). The set {a1, ciC(a1), a2,
ciC(a1)−1, a3} does not induce a copy of dart, and so there is some i ∈ {2, 3} such that aiciC(a1) /∈ E(G). Again, by
the minimality of
∑3
i=1 distG¯(ai, V (C)), we have a5−iciC(a1) ∈ E(G). Similarly, since {ai, ciC(a1)+1, a1, ciC(a1), a5−i}
does not induce a copy of dart and a1ciC(a1)+1 ∈ E(G), we have a2ciC(a1)+1 /∈ E(G) or a3ciC(a1)+1 /∈ E(G). Hence,
there is some j ∈ {2, 3} such that ajciC(a1)+1 /∈ E(G). Again, by the minimality of
∑3
i=1 distG¯(ai, V (C)), it follows
a5−jciC(a1) ∈ E(G). But now, {a1, ciC(a1)+1, a5−j , ciC(a1)−1, aj} induces a copy of P5, which is a contradiction to our
assumption that G is P5-free. The last contradiction completes our proof. ()
Claim 20.4. G is G1-free.
Proof. For the sake of a contradiction, let us suppose that S induces a copy of G1. Renaming vertices if necessary,
we may assume G[S] = G1 (and that the vertices of S are denoted as in Fig. 4). Furthermore, let T ⊆ V (G) be the
set of vertices such that (NG(t) ∩ S) \ {g} = {g1, g2, g3} if and only if t ∈ T . Note that g ∈ T and (S \ {g}) ∪ {t}
induces a copy of G1 for each t ∈ T . If V (G) = S ∪ T , then T = {g} since G is prime, and we conclude G ∼= G1,
which is a contradiction to our assumption G 6∼= G1. Hence, by the connectivity of G, we may assume that there
is some vertex x ∈ NG(S ∪ T ). Renaming vertices and choosing the set S differently if necessary, we may assume
u ∈ NG(S).
For each i, j, k with {i, j, k} = [3], C{i,j} : ggig{i,k}g{j,k}gjg is an induced copy of C5 in G, gk ∈ M(C{i,j}) \
X≥2(C{i,j}), and g{i,j} ∈ X≥3(C{i,j}). From Claim 20.1 and Claim 20.2, we deduce
NG(V (C{i,j})) =M(C{i,j}) ∪D(C{i,j}) = {gk, g{i,j}} ∪ (X≥2(C{i,j}) \X≥3(C{i,j})).
Thus, u satisfies jC{i,j}(u) = kC{i,j}(u) = 2.
We assume first gu /∈ E(G). It follows g{i,k}u, g{j,k}u ∈ E(G), and either giu ∈ E(G) or gju ∈ E(G) for each
{i, j, k} = [3], where the latter observation cannot be satisfied for all three choices {i, j} ∈ {{1, 2}, {1, 3}, {2, 3}}.
Thus, gu ∈ E(G).
If there are integers i, j, k with {i, j, k} = [3] such that giu, gju ∈ E(G), then g{i,k}u, g{j,k}u /∈ E(G) since
jC{i,j}(u) = kC{i,j}(u) = 2. Thus, either gku ∈ E(G) or gi,ju ∈ E(G). Since u /∈ T , we have gku /∈ E(G) and
gi,ju ∈ E(G), and so {gk, gi,k, gi, u, gj} induces a copy of P5, which contradicts the fact that G is P5-free.
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Finally, we consider the case that there is some i ∈ [3] such that giu ∈ E(G) but gju /∈ E(G) for each j ∈ [3]\{i}.
But now, u /∈ X≥2(C[3]\{i}), which is a contradiction to the above observations. Hence, NG(S ∪ T ) = ∅, which
completes our proof. ()
For each C : c1c2c3c4c5c1 ∈ C5(G), we have M(C) \X≥2(C) 6= ∅ by Claim 20.3. Furthermore, Claim 20.1 implies
that V (C) ∪ {m,x} induces a copy of G1 in G if m ∈M(C) \X≥2(C) and x ∈ X≥3(C). Thus, since G is G1-free by
Claim 20.4, X≥3(C) = ∅, and so G is W5-free and G¯ is A5-free, which completes our proof.
By Lemma 19 and Lemma 20, it remains to study the q-chromatic number of G1 and of prime (P5, dart,W5)-free
graphs of independence number at least 3 whose complementary graphs are (A5, C7, C9, . . .)-free. We study graphs
of the latter type by proving the next slightly stronger result. Note that the complementary graph of a dart-free
graph is T0,1,2-free.
Lemma 21. If G is a prime (P5,W5)-free graph for which G¯ is (A5, C7, C9, . . . , T0,1,2)-free, then G is perfect or
G ∈ G⋆ or G ∼= G′ with
G′ ∈ {C5, G2, G3, G3 − g,G3 − g4,1, G3 − {g, g4,1}, G3 − {g2,2, g4,1}, G3 − {g, g2,2, g4,1}, G4}.
Proof. For some buoy C : C1C2C3C4C5C1 in G and each i ∈ [5], let
Ai(C) = {a : NG(a) ∩ V (C) = Ci ∪ Ci+2} and Bi(C) = {b : NG(b) ∩ V (C) = Ci ∪ Ci+2 ∪ Ci+3}.
Furthermore, let
C◦5(G) = Argmax{|B1(C) ∪B2(C) ∪ . . . ∪B5(C)| : C ∈ C5(G)}.
We introduce first five claims from which we finally deduce our desired result.
Claim 21.1. If C : C1C2C3C4C5C1 is a maximal connected buoy, then NG(V (C)) =
⋃
i∈[5]Ai(C) ∪ Bi(C), and
Aj−1(C) ∪ Cj is independent for each j ∈ [5].
Proof. Let v ∈ NG(V (C)) be an arbitrary vertex. Since G is W5-free and G¯ is A5-free, there are two integers
i1, i2 ∈ [5] such that EG[{v}, Ci1 ∪ Ci2 ] is anti-complete.
For the sake of a contradiction, let us suppose that, for each two integers j1, j2 ∈ [5] with j2 = j1 + 2, one of
the two sets EG[{v}, Cj1 ], EG[{v}, Cj2 ] is not complete. Since v ∈ NG(C), there are some k ∈ [5] and a vertex
ck ∈ Ck ∩ NG(v). Since, for every triple (ck+1, ck+2, ck+3) ∈ Ck+1 × Ck+2 × Ck+3, {v, ck, ck+1, ck+2, ck+3} does
not induce a copy of P5, there is some ℓ ∈ {k + 1, k + 2, k + 3} such that EG[{v}, Cℓ] is complete. Let cℓ ∈ Cℓ.
By our supposition, there are some cℓ+2 ∈ Cℓ+2 \ NG(v) and cℓ+3 ∈ Cℓ+3 \ NG(v). Since {v, cℓ, cℓ−1, cℓ+3, cℓ+2}
for each cℓ−1 ∈ Cℓ−1 and {v, cℓ, cℓ+1, cℓ+2, cℓ+3} for each cℓ+1 ∈ Cℓ+1 do not induce copies of P5, we have that
EG[{v}, Cℓ−1 ∪ Cℓ+1] is complete, which contradicts our supposition. Thus, there are two integers j1, j2 ∈ [5] such
that j2 = j1 + 2 and EG[{v}, Cj1 ∪ Cj2 ] is complete.
If i2 = i1 + 1, then j1 = i2 + 1 and j2 = i1 − 1, and, by the maximality of C, we have that EG[{v}, Cj1+1] is
anti-complete, and so v ∈ Aj1(C). Thus, renaming vertices if necessary, we may assume i2 = i1 + 2, j1 = i1 + 1,
and j2 = i2 + 1. For two adjacent vertices ci1−1, c
′
i1−1
∈ Ci1−1 with ci1−1 ∈ NG(v), we have c
′
i1−1
∈ NG(v) since
{c′i1−1, ci1−1, v, cj1 , ci2} for some cj1 ∈ Cj1 and some ci2 ∈ Ci2 does not induce a copy of P5. By the connected-
ness of Ci1−1, this observation implies v ∈ Aj1(C) ∪ Bj1(C). Furthermore, by the arbitrariness of v, it follows
NG(V (C)) =
⋃
i∈[5]Ai(C) ∪Bi(C). Thus, Cj is a module for each j ∈ [5], and so |Cj | = 1 since G is prime. In par-
ticular, each connected buoy C′ : C′1C
′
2C
′
3C
′
4C
′
5C
′
1 is indeed an induced cycle, and so Aj−1(C)∪Cj is an independent
set for each j ∈ [5]. ()
Claim 21.2. If C : c1c2c3c4c5c1 ∈ C5(G), then
(i) N3G(V (C)) = ∅ and
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(ii) N2G(V (C)) is an independent set.
Proof. Let W be a set of vertices inducing a component in G − NG[V (C)] and let us suppose, for the sake of a
contradiction, that w1 ∈ N2G(V (C)) ∩ W and w2 ∈ [N
2
G(V (C)) ∪ N
3
G(V (C))] ∩ W are two arbitrarily chosen ad-
jacent vertices. By Claim 21.1, there is some vertex in
⋃5
i=1(Ai(C) ∪ Bi(C)) that is adjacent to w1. Let v be an
arbitrary neighbour of w1 in NG(V (C)). Renaming vertices if necessary, we may assume v ∈ Ai(C) ∪Bi(C). Since
{ci−1, ci, v, w1, w2} does not induce a copy of P5, we have vw2 ∈ E(G), and so w2 ∈ N2G(V (C)). Thus, since v is
arbitrarily chosen, NG(w1) ∩NG(V (C)) ⊆ NG(w2) ∩NG(V (C)), and so, by the arbitrariness of w1 and w2, W is a
homogeneous set in G, which contradicts the fact that G is prime. Hence, (i) and (ii) follow. ()
Claim 21.3. If C : c1c2c3c4c5c1 ∈ C5(G), then,
(i) for each j ∈ [5] and each aj ∈ Aj , EG[{aj}, Aj−1(C) ∪ Aj+1(C) ∪Bj+1(C)] is complete and EG[{aj}, Aj(C) ∪
Bj(C) ∪Bj+2(C) ∪N2G(V (C))] is anti-complete.
(ii) for each j ∈ [5], each set Bj(C) is a module in G[NG[V (C)]],
(iii) there is some integer p(C) ∈ [5] such that
(a) Bp(C)+1(C) ∪Bp(C)+3(C) ∪Bp(C)+4(C) = ∅,
(b) EG[Bp(C)(C), Bp(C)+2(C)] is anti-complete,
(c) EG[Bp(C)(C) ∪ Bp(C)+2(C), N
2
G(V (C))] is complete if none of the three sets Bp(C)(C), Bp(C)+2(C), and
N2G(V (C)) is empty,
(d) |Bp(C)(C)∪Bp(C)+2(C)∪N
2
G(V (C))| = 3 or at least one of the three sets Bp(C)(C), Bp(C)+2(C), N
2
G(V (C))
is empty, and
(iv)
⋃5
i=1 Ai(C) = ∅ or N
2
G(V (C)) = ∅.
Proof. Let us assume aj ∈ Aj(C). Note that Claim 21.1 implies that Aj(C) ∪ {cj+1} is independent and that
V (G) =
⋃5
i=1(Ai(C) ∪Bi(C)). By considering the cycle C
′ : ajcj+2cj+3cj+4cjaj , the same claim implies
Aj−1(C) ∪ Aj+1(C) ∪Bj+1(C) ⊆ NG(aj) and NG(aj) ∩ [Bj(C) ∪Bj+2(C)] = ∅.
Furthermore, since {w, aj , cj+2, cj+3, cj+4} does not induce a copy of P5 for some w ∈ N2G(V (C)), we have that
EG[{aj}, N2G(V (C))] is anti-complete. Thus, (i) follows.
Recall that N iG(V (C)) = ∅ for each i ≥ 3 by Claim 21.2. Hence, V (G) \NG[V (C)] = N
2
G(V (C)).
For simplicity, whenever there is some i ∈ [5] and a vertex bi, we let bi ∈ Bi(C). Since neither {ci+2, bi, ci, ci−1, bi+1}
induces a copy of P5 in G if bibi+1 /∈ E(G) nor {ci+3, ci+2, bi, bi+1, ci−1, ci} induces a copy of T0,1,2 in G¯, we
have that Bi(C) = ∅ or Bi+1(C) = ∅ for each i ∈ [5]. Thus, (a) is proven. Furthermore, (b) follows since
{bp(C)+2, cp(C)−1, cp(C), bp(C), cp(C)+2, cp(C)+1} does not induce a copy of T0,1,2 in G¯.
Let us assume that w ∈ N2G(V (C)) is an arbitrarily chosen vertex, and there are two vertices bp(C) ∈ Bp(C)(C)
and bp(C)+2 ∈ Bp(C)+2(C). Since w ∈ N
2
G(V (C)), (i) implies that there is a vertex b ∈ Bp(C)(C) ∪ Bp(C)+2(C)
which is adjacent to w. Renaming vertices if necessary, we may assume b ∈ {bp(C), bp(C)+2}. Since neither
{w, bp(C), cp(C)−2, cp(C)−1, bp(C)+2} nor {w, bp(C)+2, cp(C)−1, cp(C)−2, bp(C)} induces a copy of P5, we have
bp(C)w, bp(C)+2w ∈ E(G). Thus, by considering the cycle C
′ : wbp(C)cp(C)−2cp(C)−1bp(C)+2w, Claim 21.1 and (b)
imply Bp(C)(C)∪Bp(C)+2(C) ⊆ NG(w), and so (c) follows. Recall that, by (i), EG[{aj}, N
2
G(V (C))] is anti-complete.
Hence, N2G(V (C)) is a module, and (d) follows if (ii) holds since G is prime.
For the sake of a contradiction, let us suppose that Bj(C) is not a module in G[NG[V (C)]]. Thus, there are two
vertices bj , b
′
j ∈ Bj(C) and a vertex v ∈ NG(V (C)) \ Bj(C) such that bjv ∈ E(G) but b
′
jv /∈ E(G). By Claim 21.1,
there is some i ∈ [5] such that v ∈ Ai(C) ∪ Bi(C). By (a), (b), and the fact v /∈ Bj(C), we have v /∈ Bi(C), and so
v ∈ Ai(C). Furthermore, (i) implies i = j + 1 or i = j + 2. Renaming vertices or its indices if necessary, we may
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assume i = j + 1. But now, {cj+3, b
′
j, cj+2, bj , v, cj+1} if bjb
′
j /∈ E(G) and {bj, v, cj+3, b
′
j , cj , cj+4} if bjb
′
j ∈ E(G)
induces a copy of T0,1,2 in G¯, which is a contradiction to our assumption that G¯ is T0,1,2-free. Thus, (ii) as well as
(d) follow.
We finally show (iv). Let w ∈ N2G(V (C)). By (i), by Claim 21.1, and by renaming vertices if necessary, we may
assume b1 ∈ B1(C) is adjacent to w. Note that (i) implies that EG[A5(C), B1(C)] is complete and EG[A1(C) ∪
A4(C), B1(C)] is anti-complete. Furthermore, EG[Ai(C), N
2
G(V (C))] is anti-complete by (i) for each i ∈ [5]. Since
neither {w, b1, c1, c2, a2} nor {w, b1, c1, c5, a3} induces a copy of P5 for each a2 ∈ A2(C) and each a3 ∈ A2(C), we
have that EG[A2(C) ∪ A3(C), {b1}] is complete. Thus, EG[Ai(C) ∪ {ci+1}, {b1}] is either complete or anti-complete
for each i ∈ [5]. For the sake of a contradiction, let us suppose that there is some i ∈ [5] such that Ai(C) 6= ∅.
The fact that Ai(C) ∪ {ci+1} is not a homogeneous set implies that there are vertices ai, c
′
i ∈ Ai(C) ∪ {ci+1} and
v /∈ Ai(C) ∪ {ci+1} such that aiv /∈ E(G) but c′iv ∈ E(G). If possible, then let v = b1. We let C
′ : c′ici+2ci+3ci+4cic
′
i.
For the sake of simplicity, let us rename the vertices of C such that C′ : c′1c
′
2c
′
3c
′
4c
′
5c
′
1 and ci+2 = c
′
i+1. Note that by
the fact that EG[Ai(C) ∪ {ci+1}, {b1}] is either complete or anti-complete, we have b1 ∈
⋃5
j=1 Bj(C
′). Furthermore,
since c′iw /∈ E(G) by (i), it follows w ∈ N
2
G(V (C
′)). By Claim 21.1,
v ∈
5⋃
j=1
(Aj(C
′) ∪Bj(C
′)).
Since aiv /∈ E(G) and ai ∈ Ai−1(C′), (i) and (iii) imply v ∈ Bp(C′)(C
′) ∪ Bp(C′)+2(C
′). Let j ∈ {p(C′), p(C′) + 2}
such that v ∈ Bj(C′). If vw ∈ E(G), then, similarly as for b1 and C, we have that EG[Ai−1(C′) ∪ {c′i}, {v}] is
either complete or anti-complete, which contradicts the fact that ai ∈ Ai−1(C′) and aiv /∈ E(G) while c′iv ∈ E(G).
If vw /∈ E(G), then b1 6= v, and so, by (c), it follows b1, v ∈ Bj(C′). Since Bj(C′) is a module in G[NG[V (C′)]]
by (ii), we have b1c
′
i ∈ E(G) but aib1 /∈ E(G), which, by the choice of v, implies b1 = v, a contradiction. Thus,⋃5
i=1 Ai(C) = ∅ and (iv) follows. ()
Claim 21.4. If C : c1c2c3c4c5c1 ∈ C◦5 (G) and
⋃5
i=1 Ai(C) 6= ∅, then
(i) there are two vertices b1 ∈ Bi+1(C) and b2 ∈ Bi+3(G) such that {ai, ai+2, b1, b2, c1, . . . , c5} induces a copy of
G4 if there exist an integer i ∈ [5] and two adjacent vertices ai ∈ Ai(C) and ai+2 ∈ Ai+2(C),
(ii) for each i ∈ [5] and each a ∈ Ai(C), there is some vertex b ∈ Bi+3(C) ∪Bi+4(C) that is non-adjacent to a,
(iii) for each i ∈ {p(C), p(C) + 2} and each b ∈ Bi(C), there is at most one vertex a ∈ Ai+1(C) ∪ Ai+2(C) that is
non-adjacent to b, and
(iv) for each i ∈ {p(C), p(C) + 2}, |Ai+1(C) ∪ Ai+2(C)| ≤ |Bi(C)| ≤ 1.
Proof. Before we start, let us note that N2G(V (C)) = ∅ by Claim 21.3 (iv), and so |Bi(C)| ≤ 1 for each i ∈ [5] by
Claim 21.3 (ii) and since G is prime.
We focus first on verifying (i). Note that C′ : aici+2ci+3ci+4ciai ∈ C5(G) but ai+2 ∈ Ai+2(C) ∩ (Bp(C′)(C
′) ∪
Bp(C′)+2(C
′)). Since C ∈ C◦5(G), there is some b1 ∈ (Bp(C)(C) ∪ Bp(C)+2(C)) \ (Bp(C′)(C
′) ∪ Bp(C′)+2(C
′)). By
Claim 21.1,
b1 ∈
5⋃
j=1
Aj(C
′).
Thus, aib1 /∈ E(G) but b1ci+1 ∈ E(G). If b1 ∈ Bi+4(C), then ai+2b1 /∈ E(G) by Claim 21.3 (i), and so {b1, ci+1, ci, ai,
ai+2} induces a copy of P5. From this contradiction to our assumption on G, we conclude b1 /∈ Bi+4(C). Since
b1 ∈
⋃5
j=1Aj(C
′), we have b1 ∈ Bi+3(C). Furthermore, ai+2b1 ∈ E(G) by Claim 21.3 (i). Similarly, considering
C′′ : ai+2ci+4cici+1ci+2ai+2 instead of C
′, we obtain that there is some b2 ∈ Bi+1(C) with aib2 ∈ E(G) but ai+2b2 /∈
E(G). By Claim 21.3 (b), b1b2 /∈ E(G), and so G[V (C) ∪ {ai, ai+2, b1, b2}] ∼= G4, which implies (i).
We continue by proving (ii). For the sake of a contradiction, let us suppose that there is some i ∈ [5] and some
vertex a ∈ Ai(C) such that each b ∈ Bi+3∪Bi+4 is adjacent to a. Since G is prime, {a, ci+1} is not a homogeneous set.
25
Thus, there is some vertex v ∈ V (G) such that either av ∈ E(G) and ci+1v /∈ E(G) or av 6∈ E(G) and ci+1v ∈ E(G).
Clearly, v ∈ NG(V (C)) and C′ : ciaci+2ci+3ci+4ci ∈ C5(G). Thus, from Claim 21.1 and Claim 21.3 we deduce
v ∈

[Ai−2(C) ∪ Ai+2(C)] ∩ [Bp(C
′)(C
′) ∪Bp(C′)+2(C
′)] if av ∈ E(G) and ci+1v /∈ E(G),[⋃5
i=1 Ai(C
′)
]
∩ [Bi+3(C) ∪Bi+4(C)] if av /∈ E(G) and ci+1v ∈ E(G).
By our assumption on a, we conclude v /∈ Bi+3(C) ∪ Bi+4(C), which means av ∈ E(G) and ci+1v /∈ E(G). Hence,
(i) implies that there is some b ∈ Bi+3(C)∪Bi+4(C) that is non-adjacent to a. This conclusion is a contradiction to
our supposition on a. Thus, (ii) follows.
We focus next on a proof for (iii) and let b ∈ Bi(C). For the sake of a contradiction, let us suppose that there
are two integers j, k ∈ {i+1, i+ 2}, which are not necessarily distinct, and two vertices a1 ∈ Aj(C) and a2 ∈ Ak(C)
that are non-adjacent to b. If j 6= k, then, renaming vertices if necessary, we may assume j = i+1 and k = i+2. By
Claim 21.3 (i), a1a2 ∈ E(G), and so {ci, b, ck, a2, a1} induces a copy of P5, which contradicts our assumption that
G is P5-free. Hence, j = k and, renaming vertices if necessary, we may assume j = k = i + 1. Since G is prime,
{a1, a2} is not a homogeneous set. Thus, renaming vertices if necessary, there is some vertex v ∈ V (G) such that
a1v ∈ E(G) but a2v /∈ E(G). Clearly, v ∈ NG(V (C)) \ {a1, a2, b}. Considering the two cycles C′ : a1ci+3ci+4cici+1a1
and C′′ : a2ci+3ci+4cici+1a2, Claim 21.1 implies
v ∈ [Bp(C′)(C
′) ∪Bp(C′)+2(C
′)] ∩
[
5⋃
i=1
Ai(C
′′)
]
.
In particular, either ci+1v ∈ E(G) or ci+3v ∈ E(G). Note that further either NG(v) ∩ V (C) = NG(v) ∩ V (C′′)
or NG(v) ∩ V (C) = (NG(v) ∩ V (C′′)) ∪ {ci+2}. If ci+1v ∈ E(G), then ci+3v /∈ E(G). Hence, ci+4v ∈ E(G). By
Claim 21.3 (iii) (a), ci+2v /∈ E(G). However, bv ∈ E(G) by Claim 21.3 (i). Note that a1 ∈ Ai+1(C) and v ∈ Ai+4(C)
are adjacent. By (i), there is some b′ ∈ Bi+2(C) such that b′v /∈ E(G). By Claim 21.3 (i) and (iii), a1b′, a2b′ ∈ E(G)
but bb′ /∈ E(G). Recall that a1a2 /∈ E(G) since Ai+1(C) is independent by Claim 21.1. Thus, {a2, b′, a1, v, b} induces
a copy of P5, which contradicts our assumption that G is P5-free. Hence, ci+1v /∈ E(G) but ci+3v ∈ E(G), and so
civ ∈ E(G). If ci+2v ∈ E(G), then b, v ∈ Bi(C), which contradicts the fact that |Bi(C)| ≤ 1. Thus, ci+2v /∈ E(G)
and v ∈ Ai+3(C). By Claim 21.3 (i), bv /∈ E(G). Hence, {ci+2, b, ci, v, a1} induces a copy of P5, which contradicts
our assumption that G is P5-free. This final contradiction completes our proof for (iii).
Let us finally consider (iv) and let us assumeAi+1(C)∪Ai+2(C) 6= ∅. By (ii) and the fact thatBi−1(C)∪Bi+1(C) =
∅, it follows that, for each a ∈ Ai+1(C) ∪ Ai+2(C), there is a vertex in Bi(C) that is non-adjacent to a. Since
|Bi(C)| ≤ 1, the vertex b ∈ Bi(C) is non-adjacent to all vertices of Ai+1(C) ∪ Ai+2(C). By (iii), it follows
|Ai+1(C) ∪ Ai+2(C)| ≤ 1, and thus (iv) follows. ()
Claim 21.5. If C : c1c2c3c4c5c1 ∈ C5(G) and N2G(V (C)) 6= ∅, then
(i) G ∼= G2 if none of the three sets Bp(C)(C), Bp(C)+2(C), and N
2
G(V (C)) is empty, and
(ii) for each C′ ∈ C5(G), N2G(V (C
′)) 6= ∅.
Proof. We focus on a short proof for (i) first. By Claim 21.1, NG(V (C)) =
⋃5
i=1(Ai(C)∪Bi(C)). Furthermore, from
Claim 21.3 (iii) (a) and (iv) as well as from the fact N2G(V (C)) 6= ∅, we obtain NG(V (C)) = Bp(C)(C)∪Bp(C)+2(C).
By Claim 21.3 (iii) (d), |Bp(C)(C)| = |Bp(C)+2(C)| = |N
2
G(V (C))| = 1. Additionally, V (G) = NG[V (C)]∪N
2
G(V (C))
by Claim 21.2 and the result follows from Claim 21.3 (iii) (b) and (c).
Let us consider (ii). Clearly, by (i) and the fact that (ii) holds for G if G ∼= G2, we may assume either Bp(C)(C) = ∅
or Bp(C)+2(C) = ∅. Renaming vertices if necessary, we may assume the latter case. Furthermore, we only need to
consider some arbitrary C′ ∈ C5(G) \ {C}. Note that Claim 21.1 and Claim 21.3 (iii) and (iv) imply NG(V (C)) =
Bp(C)(C). Thus, EG[Bp(C)(C), {cp(C), cp(C)+2, cp(C)+3, }] is complete. Since N
2
G(V (C)) is independent by Claim 21.2,
we have V (C) ∩ V (C′) = ∅. Consequently,
distG(cp(C)−1, V (C
′)), distG(cp(C)+1, V (C
′)) ≥ 2,
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which completes our proof for (ii). ()
Now, the proof of the lemma can be completed as follows:
Let us assume that G is not perfect. Since G is P5-free and G¯ is (C7, C9, . . .)-free, the Strong Perfect Graph
Theorem implies C5(G) 6= ∅.
Let C : c1c2c3c4c5c1 ∈ C5(G) be an arbitrary cycle. Recall that, by Claim 21.1 and Claim 21.2 (i),
V (G) = V (C) ∪
(
5⋃
i=1
(Ai(C) ∪Bi(C))
)
∪N2G(V (C)).
From Claim 21.3 (iii) (a), we have that there is some integer p(C) ∈ [5] such that Bp(C)+1(C) ∪ Bp(C)+3(C) ∪
Bp(C)+4(C) = ∅.
If none of the three sets Bp(C)(C), Bp(C)+2(C), N
2
G(V (C)) is empty, then G
∼= G2 by Claim 21.5 (i).
If Bp(C)+2(C) = ∅ but N
2
G(V (C)) 6= ∅, then
⋃5
i=1 Ai(C) = ∅ by Claim 21.3 (iv), and so V (G) = V (C) ∪Bp(C) ∪
N2G(V (C)). Additionally, EG[{cp(C), cp(C)+2, cp(C)+3}, NG(V (C))] is complete, EG[{cp(C)+1, cp(C)+4}, NG(V (C))] is
anti-complete, and, by Claim 21.2 (ii), N2G(V (C)) is independent. By Claim 21.5 (ii), it follows N
2
G(V (C
′)) 6= ∅ for
each C′ : c′1c
′
2c
′
3c
′
4c
′
5c
′
1 ∈ C5(G). By the arbitrariness of C, we obtain that V (G)−NG[V (C
′)] is independent and that
there is some integer i ∈ [5] such thatEG[{{c′i, c
′
i+2, c
′
i+3}, NG(V (C
′))}] is complete and EG[{{c′i+1, c
′
i+4}, NG(V (C
′))}]
is anti-complete. Hence, G ∈ G⋆. Analogously, G ∈ G⋆ if Bp(C)(C) = ∅ but N
2
G(V (C)) 6= ∅. Thus, we may consider
the case where N2G(V (C)) = ∅.
Let us assume for the rest of our proof that we additionally have C ∈ C◦5(G). By Claim 21.3 (ii) and the fact that
G is prime, |Bi(C)| ≤ 1 for each i ∈ {p(C), p(C) + 2}. Furthermore, by Claim 21.4 (iv),
|Ap(C)+1(C) ∪ Ap(C)+2(C)| ≤ |Bp(C)(C)| ≤ 1 and |Ap(C)+3(C) ∪ Ap(C)+4(C)| ≤ |Bp(C)+2(C)| ≤ 1.
Moreover, Claim 21.4 (ii) implies Ap(C)(C) = ∅. Thus, |V (G)| ≤ 9.
If there is a vertex ap ∈ Ap(C)+1(C) ∪ Ap(C)+2(C), then there is also a vertex bp ∈ Bp(C)(C) with apbp /∈ E(G)
by Claim 21.4 (ii). Furthermore, by Claim 21.3 (i), EG[{ap}, Bp(C)+2(C)] is complete if ap ∈ Ap(C)+1(C) and anti-
complete otherwise. Similarly, if there is a vertex ap+2 ∈ Ap(C)+3(C) ∪ Ap(C)+4(C), then there is also a vertex
bp+2 ∈ Bp(C)+2(C) with ap+2bp+2 /∈ E(G), and EG[{ap+2}, Bp(C)(C)] is complete if ap+2 ∈ Ap(C)+4(C) and anti-
complete otherwise. Recall that EG[Bp(C), Bp(C)+2] is anti-complete by Claim 21.3 (iii) (b).
If ap ∈ Ap(C)+1(C) and ap+2 ∈ Ap(C)+4(C), then apap+2 ∈ E(G) since {bp, ap+2, cp(C)+1, ap, bp+2} does not
induce a copy of P5, and so G ∼= G4. If ap ∈ Ap(C)+2(C) and ap+2 ∈ Ap(C)+3(C), then apap+2 ∈ E(G) by
Claim 21.3 (i), and so {cp(C)+1, cp(C), bp+2, cp(C)+4, ap, ap+2, cp(C)+3, bp, cp(C)+2} induces a copy of G3. Hence,
Ap(C)+1(C) ∪ Ap(C)+3(C) = ∅ or Ap(C)+2(C) ∪ Ap(C)+4(C) = ∅. Using the symmetry of the cycle and renam-
ing vertices if necessary, we may assume the latter case. If the vertices ap ∈ Ap(C)+1(C) and ap+2 ∈ Ap(C)+3(C)
exist, then apap+2 /∈ E(G) since otherwise Claim 21.4 (i) implies the existence of a vertex b ∈ Bp(C)+4(C), which is
not possible by Claim 21.3 (iii) (a). Thus, {ap+2, cp(C), cp(C)+4, bp+2, ap, cp(C)+1, cp(C)+2, bp, cp(C)+3} induces a copy
of G3 if ap and ap+2 exist, and so we may assume that ap or ap+2 does not exist. Hence,
• G ∼= G3 − g4,1 or G ∼= G3 − {g2,2, g4,1} if ap+2 and bp+2 exist,
• G ∼= G3 − g or G ∼= G3 − {g, g4,1} or G ∼= G3 − {g, g2,2, g4,1} if ap+2 does not but bp+2 exists,
• G ∼= G3 − {g, g3,1} ∼= G3 − {g2,2, g4,1} or G ∼= G3 − {g, g3,1, g4,1} ∼= G3 − {g, g2,2, g4,1} if V (G) 6= V (C), and
neither ap+2 nor bp+2 exists, and
• G ∼= C5 if V (G) = V (C).
The last observation completes our proof.
By Lemma 19, Lemma 20, and Lemma 21, all prime (P5, dart)-free graphs of independence number at least 3 are
characterised. We continue by colouring these graphs.
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Lemma 22. If G ∈ G⋆ is a (P5, Q[P4])-free graph such that G¯ is (C7, C9, . . .)-free, and q : V (G) → N0 is a vertex-
weight function, then
χq(G) = max{ωq(G),max{χq(C) : C ∈ C5(G)}}.
Proof. Clearly,
χq(G) ≥ max{ωq(G),max{χq(C) : C ∈ C5(G)}}.
For the sake of a contradiction, let us suppose that q is a minimal counterexample, that is,
χq(G) > max{ωq(G),max{χq(C) : C ∈ C5(G)}} and χq′(G) ≤ max{ωq′(G),max{χq′(C) : C ∈ C5(G)}}
for each vertex-weight function q′ : V (G)→ N0 with q′(G) < q(G). We clearly may assume that q is ⊳Gχ -minimal.
If G[q] is C5-free, then it is perfect by the Strong Perfect Graph Theorem, and so
χq(G) = χq(G[q]) = ωq(G[q]) = ωq(G)
by Lemma 5 and Observation 6. Hence, we may assume C⋆5(G[q], q) 6= ∅.
Let C : c1c2c3c4c5c1 ∈ C
⋆
5 (G[q], q) and C
′ : C5(G). In view of an application of Lemma 16, let us assume that
C′ is distinct from C. Renaming vertices if necessary, we may assume that EG[{c1, c3, c4}, NG(V (C))] is complete.
Thus, |V (C′) ∩ V (C)| ≤ 3. As an immediate consequence, we obtain |V (C′) ∩ V (C)| ≤ 1 from the latter fact
since C′ is (C3, C4)-free. In particular, it follows |V (C′) \ NG[V (C)]| ≤ 2 and |V (C′) ∩ NG(V (C))| ≥ 2 since
V (G)\NG[V (C)] is independent. Since EG[{c1, c3, c4}∩V (C′), NG(V (C))] is complete, we have |V (C′)∩V (C)| = 0 or
that NG(V (C))∩V (C′) is independent. However, the latter case cannot occur since V (C′)\NG[V (C)] is independent
as well. Thus, V (C′)∩V (C) = ∅. Since {c2, c1, p1, p2, p3, p4, c4} does not induce a copy of Q[P4] for each four vertices
p1, p2, p3, p4 ∈ NG(V (C)), G[NG(V (C))] is P4-free. Hence, |V (C′)\NG[V (C)]| = 2 and |V (C′)∩NG(V (C))| = 3. As
an interesting conclusion, we have |V (C′)∩I| ≥ 2 for each C′ ∈ C5(G[q]) if V (G[q])\NG[V (C)] ⊆ I and |I∩V (C)| ≥ 2.
Let I1 = {c1, c4} ∪ [V (G[q]) \ NG[V (C)]], I2 = {c2, c4} ∪ [V (G[q]) \ NG[V (C)]], fq′ = 0, and fq = ωq(G[q]). By
applying Lemma 16 on G[q], we conclude χq(C) ≤ ωq(G[q]) = ωq(G),
ωq(G) = ωq(G− I1) = q({c2, c3}), and ωq(G) = ωq(G− I2) = max{q({c1, c5}), q({c1} ∪ S)}
for some clique S in G[NG(V (C))]. However, since q(c5) ≥ 1, Lemma 15 implies q(c5) > χq(G[S]) = ωq(G[S]) = q(S).
Thus, ωq(G) = q({c1, c5}), and so
2ωq(G) < q({c1, c5}) + q({c2, c3}) + q(c4) = q(C) ≤ 2χq(C) ≤ 2ωq(G).
This contradiction proves our lemma.
Lemma 23. If q : V (G4)→ N0 is a vertex-weight function, then
χq(G4) = max{ωq(G4),max{χq(C) : C ∈ C5(G4)}}.
Proof. Clearly, χq(G4) ≥ max{ωq(G4),max{χq(C) : C ∈ C5(G4)}}. For the sake of a contradiction, let us suppose
that q is a minimal counterexample, that is,
χq(G4) > max{ωq(G4),max{χq(C) : C ∈ C5(G4)}} and χq′(G4) ≤ max {ωq′(G4),max{χq′(C) : C ∈ C5(G4)}}
for each vertex-weight function q′ : V (G4)→ N0 with q′(G4) < q(G4).
Let C ∈ C5(G4). By the pigeonhole principle, there is an integer i ∈ [9] such that gi+4, gi+5 ∈ V (C). Clearly,
both vertices have distance 2 in G4, NG4(gi+4) ∩NG4(gi+5) = {gi, gi+1, gi+8}, NG4(gi+4) \NG4(gi+5) = {gi+7}, and
NG4(gi+5) \NG(gi+4) = {gi+2}. Since gi+1gi+7, gi+2gi+8 ∈ E(G), we have C = Cgi : gigi+4gi+7gi+2gi+5gi. Hence,
C5(G4) = {Cgi : i ∈ [9]}.
Note that G4 and G¯4 are (C7, C9, . . .)-free, and so χq(G4) = χq(G4[q]) = ωq(G4[q]) = ωq(G4) by the Strong Perfect
Graph Theorem, Lemma 5, and Observation 6 if C5(G4[q]) = ∅. From this contradiction to our supposition on q,
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we have C5(G4[q]) 6= ∅, and so q(gi) > 0 or q(gi+1) > 0 for each i ∈ [9]. Since 9 is odd, there is some integer
i ∈ [9] such that q(gi+4), q(gi+5) > 0. However, for the sake of a contradiction, let us suppose that, for each j ∈ [9],
there is some k ∈ {j, j + 1, j + 2} such that q(gk) = 0. Hence, q(gi+3) = q(gi+6) = 0, and so q(gi+2), q(gi+7) > 0.
Since q(gi+3) = q(gi+6) = 0 and C5(G4[q]) 6= ∅, we have C5(G4[q]) = {Cgi}, and so q(gi+1) = q(gi+8) = 0. Thus,
G4[q] ∼= C5 and Corollary 13 contradicts our supposition on q. Hence, there is some integer j ∈ [9] such that
q(gj−1), q(gj), q(gj+1) > 0.
Let I = {gj−1, gj, gj+1} and q′ : V (G4)→ N0 be a vertex-weight function with
u 7→

q(u)− 1 if u ∈ I,q(u) if u /∈ I.
By applying Lemma 16 on G4 with fq = ωq(G4) and fq′ = 0, we obtain
χq(C) ≤ ωq(G4) = ωq(G4 − I) = max{q({gj+2, gj+6}), q({gj+2, gj+7}), q({gj+3, gj+7})}
or
ωq(G4) ≤ χq(C) =
⌈
q′(C′)
2
⌉
=
⌈
q(C′)
2
⌉
for each C ∈ C⋆5 (G4, q) and each C
′ ∈ C⋆5 (G4, q
′).
We consider first the latter case. Since |V (C′) ∩ I| ≥ 1, we have that q(C′) is even, and so
ωq(C
′) ≤ ωq(G4) ≤
q(C′)
2
= χq(C
′) ≤ χq(C)
by Corollary 13. For Cgi ∈ Argmax{q(C
′′) : C′′ ∈ C5(G4)} with some i ∈ [9], it follows Cgi ∈ C
⋆
5 (G4, q). Renaming
cycles if necessary, we may assume C = Cgi . Hence, ⌊q(C)/2⌋ ≥ ωq(G4). Let k ∈ {0, 1} be such that q(C) ≡ k mod 2.
If q(gi) < k, then q(gi) = 0 and k = 1. Hence,⌊
q(C)
2
⌋
=
q(C) − 1
2
=
q({gi+2, gi+4, gi+5, gi+7})− 1
2
≤
2ωq(C)− 1
2
< ωq(G4),
which is a contradiction. Thus, we have q(gi) ≥ k, and we let q′′ : V (C)→ N0 be a vertex-weight function with
u 7→

q(u)− k if u = gi,q(u) if u 6= gi.
For simplicity, let C : c1c2c3c4c5c1 where c3 = gi and c4 = gi+4. Hence,
q′′(C)
2
=
⌊
q(C)
2
⌋
≥ ωq(G4) ≥ ωq(C) ≥ ωq′′(C).
By Corollary 14, there is some proper q-colouring LC : V (C)→ 2N>0 such that |L
(1)
C (gi)| = k and
LC(C) = L
(1)
C (gi) ∪
(
5⋃
i′=1
L
(2)
C (ci′ , ci′+2)
)
.
Note that
q(C) = |L
(1)
C (gi)|+ 2 ·
5∑
i′=1
|L
(2)
C (ci′ , ci′+2)|.
Since q(C) ≥ 2ωq(G4), from the fact that {gi+1, gi+4, gi+7} and {gi+2, gi+5, gi+8} are cliques it follows
q(gi+1) ≤ |L
(1)
C (gi) ∪ L
(2)
C (gi+2, gi)| and q(gi+8) ≤ |L
(1)
C (gi) ∪ L
(2)
C (gi, gi+7)|.
The maximality of q(C) additionally implies
q(gi+3) ≤ q(gi+4) = |L
(2)
C (gi+4, gi+2)∪L
(2)
C (gi+5, gi+4)| and q(gi+6) ≤ q(gi+5) = |L
(2)
C (gi+5, gi+4)∪L
(2)
C (gi+7, gi+5)|.
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Similarly as before, q(C) ≥ 2ωq(G4) and the fact that {gi, gi+3, gi+6} is a clique imply
q({gi+3, gi+6}) ≤ |L
(2)
C (gi+4, gi+2) ∪ L
(2)
C (gi+5, gi+4) ∪ L
(2)
C (gi+7, gi+5)|.
For each i′ ∈ {i+ 1, i+ 3, i+ 6, i+ 8}, let Lagi′ ⊆ L
(1)
C (gi′−1) ∪ L
(1)
C (gi′+1) ∪ L
(2)
C (gi′+1, gi′−1) such that
|Lagi′ | = min{q(gj), |L
(1)
C (gi′−1) ∪ L
(1)
C (gi′+1) ∪ L
(2)
C (gi′+1, gi′−1)|}.
Furthermore, let Lbgi+3 , L
b
gi+6
⊆ L
(2)
C (gi+5, gi+4) be two disjoint sets such that
q(gi+3) = |L
a
gi+3
|+ |Lbgi+3 | and q(gi+6) = |L
a
gi+6
|+ |Lbgi+6 |,
and Lbgi+1 = L
b
gi+8
= ∅. Thus, L : V (G4)→ 2
N>0 with
u 7→

LC(u) if u ∈ V (C),Lau ∪ Lbu if u 6∈ V (C)
is a proper q-colouring of G4, and so χq(G4) ≤ χq(C), which is a contradiction to our supposition on q. Hence,
χq(C) ≤ ωq(G4) = max{q({gj+2, gj+6}), q({gj+2, gj+7}), q({gj+3, gj+7})}.
Renaming vertices if necessary, we may assume ωq(G4) = q({g3, g8}). Note that
q(Cgi ) ≤ 2χq(Cgi) ≤ 2χq(C) ≤ 2ωq(G)
by Corollary 13 and the fact that C ∈ C⋆5 (G4, q) for each i ∈ [9]. Let Lg3 , Lg8 ⊆ [ωq(G4)] be disjoint sets such that
|Lg3 | = q(g3) and |Lg8 | = q(g8). Clearly, Lg3 ∪ Lg8 = [ωq(G4)]. Since q({g2, g5, g8}), q({g3, g6, g9}) ≤ ωq(G4) =
q({g3, g8}), there are pairwise disjoint sets Lg2 , Lg5 ⊆ Lg3 and Lg6 , Lg9 ⊆ Lg8 such that |Lg2 | + |Lg5 | ≤ |Lg3 |,
|Lg6 |+|Lg9 | ≤ |Lg8 |, and |Lu| = q(u) for each u ∈ {g2, g5, g6, g9}. Since q({g4, g8}), q({g3, g7}) ≤ ωq(G4) = q({g3, g8}),
we have q(g4) ≤ q(g3) = |Lg3 | and q(g7) ≤ q(g8) = |Lg8 |. Hence, let Lg4 ⊆ Lg3 and Lg7 ⊆ Lg8 be such that Lg4 ⊆ Lg5
or Lg5 ⊆ Lg4 , Lg7 ⊆ Lg6 or Lg6 ⊆ Lg7 , and |Lg4 | = q(g4) and |Lg7 | = q(g7). Since q({g1, g4, g7}) ≤ ωq(G4) and
q(Cg1), q(Cg3 ), q(Cg8 ) ≤ 2ωq(G4) but ωq(G4) = q({g3, g8}), we have
q(g1) ≤ min{ωq(G4)− |Lg4 | − |Lg7 |, ωq(G4)− |Lg5 | − |Lg6 |, ωq(G4)− |Lg5 | − |Lg7 |, ωq(G4)− |Lg4 | − |Lg6 |}.
Thus, for Lg1 ⊆ [ωq(G4)] \ [(Lg4 ∪ Lg5) ∪ (Lg6 ∪ Lg7)] with |Lg1 | = q(g1), it follows that L : V (G4) → 2
N>0 with
u 7→ Lu is a proper q-colouring of G4, and so χq(G4) ≤ ωq(G4). However, the last observation contradicts the fact
that q is a minimal counterexample. Thus, our proof is complete.
Lemma 24. If q : V (G3)→ N0 is a vertex-weight function, then
χq(G3) = max{ωq(G3),max{χq(C) : C ∈ C5(G3)}}.
Proof. For some arbitrary vertex weight-function q′ : V (G3)→ N0, let
Rq′(G3) = max{ωq′(G3),max{χq′(C) : C ∈ C5(G3)}}.
Note that
Rq′(G3) = max
{
ωq′(G3),max
{⌈
q′(C)
2
⌉
: C ∈ C5(G3)
}}
by Corollary 13.
Clearly, χq(G3) ≥ Rq(G3) and it remains to prove χq(G3) ≤ Rq(G3). For the sake of a contradiction, let us
suppose that q is a minimal counterexample, that is, χq(G3) > Rq(G3) but χq′(G3) ≤ Rq′(G3) for each vertex-weight
function q′ : V (G3)→ N0 with q′(G3) < q(G3). Note that q is ⊳Gχ -minimal.
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Since G3 − g ∼= G4 − g1, it follows χq(G3 − g) = Rq(G3 − g) by Lemma 23. Hence, we may assume q(g) ≥ 1.
By Lemma 15, q(g2,1), q(g2,2) < q(g). If q(g3,1) = q(g3,2) = 0, then {g, g2,1, g2,2} is a module in G3[q], and the
⊳
G
χ -minimality of q implies that q(g2,1) = q(g2,2) = 0, and so χq(G3) = χG(C) = Rq(G3) for C : gg1,1g4,2g4,1g1,2g
by Corollary 13, which contradicts our supposition that q is a minimal counterexample. Hence, renaming vertices if
necessary, we may assume q(g3,2) > 0.
Recall that G3 is P5-free. Furthermore, G3 has four vertices of degree at least 4, and so G¯3 is (C7, C9, . . .)-free.
Additionally, we note that G3 − g1,1 and G3 − g1,2 are C5-free, and so both graphs are perfect by the Strong Perfect
Graph Theorem. Lemma 5 and Observation 6 imply χq(G3−g1,i) = ωq(G3−g1,i) for each i ∈ [2]. By our supposition
on G3, we conclude q(g1,1), q(g1,2) ≥ 1. Additionally, we let C ∈ C⋆5 (G3[q], q).
Let I1 = {g1,1, g1,2}. Since G3 − g1,1 and G3 − g1,2 are C5-free, |V (C
′) ∩ I1| ≥ 2 for each C
′ ∈ C5(G3[q]). By
applying Lemma 16 on G3[q] with fq′ = 0 and fq = ωq(G3[q]), we obtain
ωq(G3) = ωq(G3[q]) = ωq(G3[q]− I1) = max{q({g3,1, g3,2}), q({g3,1, g4,1}), q({g3,2, g4,2}), q({g4,1, g4,2})}.
For the sake of simplicity, let u ∈ {g3,1, g4,2} and v ∈ {g3,2, g4,1} such that ωq(G3) = q({u, v}). Clearly, q(u) ≥
q(g1,2) > 0 and q(v) ≥ q(g1,1) > 0.
Let I2 = {g1,1, g3,2, g4,1} ∩ V (G3[q]). By the above observations, we have q1,1, g3,2 ∈ I2 but q(g4,1) = 0 or
q(g4,1) ≥ 1. Since G3 − g1,1 and G3 − {g3,2, g4,1} are C5-free, g1,1 ∈ V (C′) and |V (C′) ∩ {g3,2, g4,1}| ≥ 1 for each
C′ ∈ C5(G3), respectively. Thus, |V (C′)∩ I2| ≥ 2 for each C′ ∈ C5(G3[q]), and, by applying Lemma 16 on G3[q] with
fq′ = 0 and fq = ωq(G3[q]), we conclude χq(C) ≤ ωq(G3[q]) = ωq(G3) and
ωq(G3) = ωq(G3[q]) = ωq(G3[q]− I2) = max{q({g, g1,2}), q({g1,2, g2,1})}
no matter whether q(g4,1) = 0 or q(g4,1) ≥ 1. Since q(g) > q(g2,1), we have ωq(G3) = q({g, g1,2}). With
C′′ : gg1,1uvg1,2g ∈ C5(G3[q]) we obtain
q(C′′) ≥ 2ωq(G3) + q(g1,1) > 2ωq(G3) ≥ 2χq(C) ≥ 2χq(C
′′) ≥ 2
⌈
q(C′′)
2
⌉
≥ q(C′′),
which is a contradiction. Hence, our proof is complete.
Lemma 25. If q : V (G2)→ N0 is a vertex-weight function, then
χq(G2) = max
{
ωq(G2),max{χq(C) : C ∈ C5(G2)},
⌈
q(G2)
3
⌉}
≤
⌈
5ωq(G2)− 1
4
⌉
.
Proof. We start our proof by showing the second inequality first. For each i ∈ [2] and each j ∈ {3, 4}, the sets
{gi, gi,j}, {g1,j, g2,j , gj}, and {g3, g4} are cliques in G1. Therefore,
2q(G2) = q({g3, g4}) +
∑
j∈{3,4}
(
q({g1, g1,j}) + q({g2, g2,j}+ q({g1,j, g2,j, gj})
)
≤ 7ωq(G2),
and so, for n,m ∈ N0 with ωq(G2) = 6n+m and m < 6,
⌈
q(G2)
3
⌉
≤


⌊
7ωq(G2)
2
⌋
3

 = ωq(G2) +


⌊
ωq(G2)
2
⌋
3

 = ωq(G2) +

n if m ≤ 1,n+ 1 if m ≥ 2


= ωq(G2) +
⌈
ωq(G2)− 1
6
⌉
=
⌈
7ωq(G2)− 1
6
⌉
≤
⌈
5ωq(G2)− 1
4
⌉
.
Now, Corollary 13 completes the proof of the second inequality.
Clearly, χq(G2) ≥ max{ωq(G2),max{χq(C) : C ∈ C5(G2)}} and χq(G2) = χq(G2[q]) ≥ ⌈q(G2[q])/3⌉ = ⌈q(G2)/3⌉
since α(G2[q]) ≤ 3. It remains to prove
χq(G2) ≤ max
{
ωq(G2),max{χq(C) : C ∈ C5(G2)},
⌈
q(G2)
3
⌉}
.
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We continue by supposing, for the sake of a contradiction, that q is a minimal counterexample, that is,
χq(G2) > max
{
ωq(G2),max{χq(C) : C ∈ C5(G2)},
⌈
q(G2)
3
⌉}
but
χq′ (G2) = max
{
ωq′(G2),max{χq′(C) : C ∈ C5(G2)},
⌈
q′(G2)
3
⌉}
for each vertex-weight function q′ : V (G2)→ N0 with q′(G2) < q(G2). Hence, we may assume that q is ⊳G2χ -minimal.
Observe that C5(G2) = {Cg1 : g3g1,3g1g1,4g4g3, Cg2 : g3g2,3g2g2,4g4g3}. Note that G2 − gi,j ∈ G
⋆ and G2 − gi ∼=
G4 − {g4, g7} for each i ∈ [2] and j ∈ {3, 4}. Hence, by Lemma 22 and Lemma 23, we may assume q(gi) ≥ 1 and
q(gi,j) ≥ 1 for each i ∈ [2] and j ∈ {3, 4}. Furthermore, G2 and G¯2 are (C7, C9, . . .)-free, and G2 − gj is C5-free for
each j ∈ {3, 4}. Hence, by the Strong Perfect Graph Theorem, Lemma 5, Observation 6, and our supposition on G2,
we may assume G2[q] = G2. In particular, since q(gi) ≥ 1, Lemma 15 implies
q(gi) > χq(G[{g3−i,3, g3−i,4}]) = max{q(g3−i,3), q(g3−i,4)},
and so q({gi,3, g3−i,4}) < ωq(G2) for each i ∈ [2].
For each i ∈ [2] and j ∈ {3, 4}, note that Ij = {q1, q2, qj} and Ii,j = {qi, qj , q3−i,7−j} are independent sets in G2.
Additionally |Ij ∩ V (Cg)| = |Ii,j ∩ V (Cg)| = 2 for each g ∈ {g1, g2}. By applying Lemma 16 on G2 for each of the
six independent sets with
fq =
⌈
q(G2)
3
⌉
and fq′ = fq − 1
(
=
⌈
q(G2)
3
⌉
− 1 =
⌈
q′(G2)
3
⌉)
,
and since q({g1,3, g2,4}), q({g2,3, g1,4}) < ωq(G2), we obtain fq ≤ ωq(G2) as well as
ωq(G2) = ωq(G2 − Ij) = q({q3, g1,3, g2,3}) = q({q4, g1,4, g2,4})
and
ωq(G2) = ωq(G2 − Ii,j) = q({q1, g1,3}) = q({q1, g1,4}) = q({q2, g2,3}) = q({q2, g2,4})
for each i ∈ [2] and each j ∈ {3, 4}. Hence, there are some integers a, b, c ∈ N>0 such that
q(g1,3) = q(g1,4) = a, q(g2,3) = q(g2,4) = b, q(g3) = q(g4) = c, q(g1) = b + c, and q(g2) = a+ c,
and so
a+ b+ c+ 1 ≤ a+ b+ c+
⌈ c
3
⌉
≤
⌈
3a+ 3b+ 4c
3
⌉
=
⌈
q(G2)
3
⌉
= fq ≤ ωq(G2) = a+ b+ c.
This final contradiction completes our proof.
Lemma 26. If q : V (G1)→ N0 is a vertex-weight function, then
χq(G1) = max
{
ωq(G1),
⌈
q(G1)−min{q(gi) : i ∈ [3]}
2
⌉
,
⌈
q(G1) + q({g{1,2}, g{1,3}, g{2,3}})
3
⌉}
≤
⌈
5ωq(G1)− 1
4
⌉
.
Proof. For simplicity, we let S = {g{1,2}, g{1,3}, g{2,3}}, T = {g1, g2, g3},
Rq′(G1) = max
{⌈
q′(G1)−min{q′(gi) : i ∈ [3]}
2
⌉
,
⌈
q′(G1) + q
′(S)
3
⌉}
for each vertex-weight function q′ : V (G1)→ N0, and f1, f2 : N>0 → N>0 be two functions with
w 7→ w and w 7→
⌈
5w − 1
4
⌉
,
respectively. Note that f2(w) ≥ f1(w) = w for each w ∈ N>0. Additionally, renaming vertices if necessary, we may
assume q(g1) ≤ q(g2) ≤ q(g3).
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Let L : V (G1) → 2
[χq(G1)] be a proper q-colouring of G1. Note that S is a clique in G1, and so |L(S)| = q(S).
Additionally, each colour of L(S) can be used at most twice by L. Hence, since α(G1) = 3, we have
χq(G1) ≥ |L(S)|+ |L(G1) \ L(S)| ≥ q(S) +
⌈
q(G1)− 2q(S)
3
⌉
=
⌈
q(G1) + q(S)
3
⌉
.
Furthermore, α(G1 − gi) = 2, which implies
χq(G1) ≥ χq(G1 − gi) ≥
⌈
q(G1)− q(gi)
2
⌉
for each i ∈ [3]. Thus, χq(G1) ≥ max{ωq(G1), Rq(G1)} and, for the rest of our proof, it suffices to show
χq(G1) ≤ max {fℓ(ωq(G1)), Rq(G1) + 1− ℓ} ,
for each ℓ ∈ [2]. For the sake of a contradiction, let us suppose that (q, ℓ) is a minimal counterexample, that is,
χq(G1) > max {fℓ(ωq(G1)), Rq(G1) + 1− ℓ} but χq′(G1) ≤ max {fℓ′(ωq′(G1)), Rq′ (G1) + 1− ℓ
′}
for each ℓ′ ∈ [2] if the vertex-weight function q′ : V (G1) → N0 satisfies q′(G1) < q(G1), and for each ℓ′ ∈ [ℓ − 1] if
q = q′. Recall fℓ(ωq(G1)) ≥ ωq(G1), and so χq(G1) > ωq(G1).
Observe that G1 − g, G¯1 − g,G1 − {g1, g2}, G¯1 − {g1, g2}, are (C5, C7, . . .)-free. Thus, G1 − g and G1 − {g1, g2}
are perfect by the Strong Perfect Graph Theorem. Since χq(G1) > ωq(G1), we have that G1[q] is not perfect by
Lemma 5 and Observation 6, and so q(g) > 0 and q(g3) ≥ q(g2) > 0. If q(g[3]\{i}) = 0 for some i ∈ [3], then
G1 − g[3]\{i} ∼= G4 − {g2, g4, g7} and the combination of Corollary 13 and Lemma 23 implies
max {fℓ(ωq(G1)), Rq(G1) + 1− ℓ} < χq(G1) = max
{
ωq(G1),
⌈
q(G1)− q({gi, g[3]\{i}})
2
⌉}
≤ max {fℓ(ωq(G1)), Rq(G1)} .
Hence, ℓ = 2. However, by Corollary 13 and Lemma 23, χq(G1) ≤ f2(ωq(G1)). From this contradiction to our
supposition on (q, ℓ), we obtain q(g{1,2}), q(g{1,3}), q(g{2,3}) > 0. Hence, u = g1 if u ∈ V (G1) is a vertex with
q(u) = 0. Additionally, ωq(G1) ≥ 3.
For each i ∈ [3], we fix j(i), k(i) ∈ [3] such that {i, j(i), k(i)} = [3] and let qi : V (G1) → N0 be the vertex-weight
function with
u 7→

q(u)− 1 if u ∈ {g, g{j(i),k(i)}},q(u) if u 6∈ {g, g{j(i),k(i)}}.
It follows qi(G1) < q(G1), Rqi(G1) = Rq(G1)− 1, ωqi(G1) ≤ ωq(G1), and so
Rq(G1) + 1− ℓ < χq(G1) ≤ χqi(G1) + 1 ≤ max {fℓ(ωqi(G1)), Rqi (G1) + 1− ℓ}+ 1
= max {fℓ(ωqi(G1)) + 1, Rq(G1) + 1− ℓ}+ 1 = fℓ(ωqi(G1)) + 1 ≤ fℓ(ωq(G1)) + 1 ≤ χq(G1)
by the minimality of (q, ℓ) and since {g, g{j(i),k(i)}} is an independent set in G1. Hence, Rq(G1)+1− ℓ ≤ fℓ(ωq(G1)).
Since fℓ(ωq(G1)− 1) < fℓ(ωq(G1)), it follows further
ωq(G1) = ωqi(G1) = ωq(G1 − {g, g{j(i),k(i)}}) = q({gi, g{i,j(i)}, g{i,k(i)}}).
Consequently,
Rq(G1) ≥
⌈
q(G1) + q(S)
3
⌉
=


(∑3
i=1 q({gi, g{i,j(i)}, g{i,k(i)}})
)
+ q(g)
3

 = ωq(G1) +
⌈
q(g)
3
⌉
≥ ωq(G1) + 1.
Thus, since Rq(G1) + 1− ℓ ≤ fℓ(ωq(G1)), it follows ℓ = 2. In particular, we have
max{ωq(G1) + 1, Rq(G1)} ≤ f2(ωq(G1)) + 1 ≤ χq(G1) ≤ max{ωq(G1), Rq(G1)} = Rq(G1)
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by the minimality of (q, ℓ), which implies χq(G1) = Rq(G1) = f2(ωq(G1)) + 1.
Since q({g, gi}) ≤ ωq(G1) for each i ∈ [3], we have
3q(g) ≤ 3ωq(G1)− q(T ) =
(
3∑
i=1
q({gi, g{i,j(i)}, g{i,k(i)}})
)
− q(T ) = 2q(S) ≤ 2ωq(G1).
Hence, q(g) ≤ 3 if 3 ≤ ωq(G1) ≤ 5, q(g) ≤ 5 if 6 ≤ ωq(G1) ≤ 8, and q(g)/3 ≤ (ωq(G1) − 1)/4 if ωq(G1) ≥ 9, which
implies⌈
q(G1) + q(S)
3
⌉
+ 1 = ωq(G1) +
⌈
q(g)
3
⌉
+ 1 ≤ ωq(G1) +
⌈
ωq(G1)− 1
4
⌉
+ 1 = f2(ωq(G1)) + 1 = Rq(G1).
Thus,
Rq(G1) =
⌈
q(G1)− q(g1)
2
⌉
and, since q(G1)−q(g1)−q(g)+q(g{2,3}) = 2ωq(G), it follows q(g) > q(g2,3). Let q
′ : V (G1)→ N0 be a vertex-weight
function defined by
u 7→


0 if u ∈ {g1, g{2,3}},
q(g)− q(g{2,3}) if u = g,
q(u) if u /∈ {g, g1, g{2,3}}.
Clearly, G1[q
′] ∼= C5 and ωq(G1) ≥ ωq′(G1)+q(g{2,3}). By Corollary 13 and the fact that {g, g{2,3}} is an independent
set in G1,
f2(ωq(G1)) + 1 = Rq(G1) =
⌈
q(G1)− q(g1)
2
⌉
≤ χq(G1 − g1) ≤ χq′(G1 − g1) + q(g{2,3})
≤
⌈
5ωq′(G1)− 1
4
⌉
+ q(g{2,3}) ≤
⌈
5ωq(G1)− 1
4
⌉
= f2(ωq(G1)),
a contradiction. Thus, (q, ℓ) is not a minimal counterexample and our proof is complete.
We are finally in a position to show χq(G) ≤ f⋆{3K1}(ωq(G)) for each (P5, dart)-free graph G and each vertex
weight function q : V (G)→ N0. Recall and observe that f
⋆
{3K1}
is superadditive and that it remains to prove
χq(G) ≤ f
⋆
{3K1}
(ωq(G))
for each vertex weight function q : V (G) → N>0 of a prime (P5, dart)-free graph G by Lemma 11. The latter
inequality follows immediately if G is 3K1-free. Hence, we may assume α(G) ≥ 3. By Lemma 19, we obtain that
G¯ is (C7, C9, . . .)-free. Additionally, Lemma 20 implies that either G is W5-free and G¯ is A5-free, or G ∼= G1. By
Lemma 21 and since G¯ is T0,1,2-free, we further have that G is perfect or G ∼= G′ for some
G′ ∈ {C5, G1, G2, G3, G3 − g,G3 − g4,1, G3 − {g, g4,1}, G3 − {g2,2, g4,1}, G3 − {g, g2,2, g4,1}, G4} ∪ G
⋆.
If G is perfect, then χq(G) = ωq(G) by Lemma 5 and Observation 6, and, if G ∼= G′ for some induced subgraph G′ of
G′′ ∈ {G1, G2, G3, G4} ∪ G⋆, then Corollary 13, Lemma 22, Lemma 23, Lemma 24, Lemma 25, and Lemma 26 imply
χq(G) ≤
⌈
5ωq(G)− 1
4
⌉
.
However, each q′-expansion of C5 is 3K1-free for each vertex-weight function q
′ : V (C5)→ N0, and so Observation 6
and Corollary 13 imply ⌈
5ωq(G)− 1
4
⌉
≤ f⋆{3K1}(ωq(G)).
Hence, χq(G) ≤ f⋆{3K1}(ωq(G)) for each (P5, dart)-free graph G, which particularly implies f
⋆
{P5,dart}
= f⋆{3K1}.
Let G be a critical (P5, dart)-free graph, and S be a set of vertices such that EG[S, V (G) \ S] is complete and
each homogeneous set M in G[S] satisfies N2
G[S](M) 6= ∅. By Corollary 10, V (G) can be partitioned into modules
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M1,M2, . . . ,Mk such that EG[Mi,Mj] is complete for distinct i, j ∈ [k], and G[Mi] is a ‘2K1-free’-expansion of a
prime graph Gpi without clique-separator of modules for each i ∈ [k]. Renaming vertices if necessary, we may assume
M1 ∩ S 6= ∅. Clearly, G[S] and G− S are critical. Note that additionally M1 ∪ S is a module in G since M1 and S
are modules of G.
We consider first the case where S ⊆ M1. Hence, there is a vertex-weight function qS : V (G
p
1) → N0 such that
G[S] is the qS-expansion of G
p
1. From Lemma 19, Lemma 20, and Lemma 21, we obtain that G
p
1 is 3K1-free or G
p
1
is perfect or Gp1
∼= G′ for some
G′ ∈ {C5, G1, G2, G3, G3 − g,G3 − g4,1, G3 − {g, g4,1}, G3 − {g2,2, g4,1}, G3 − {g, g2,2, g4,1}, G4} ∪ G
⋆.
Note that qS is ⊳
G
p
1
χ -minimal since G[S] is critical. Thus, Lemma 22, Lemma 23, and Lemma 24 imply that G
p
1 is
3K1-free or G
p
1 is perfect or G
p
1
∼= G′ for some G′ ∈ {C5,K1,K2, G1, G2}. If G
p
1 is perfect, then G[S] is perfect by
Lemma 5, and so G[S] is 3K1-free since G[S] is critical. If G
p
1
∼= G′ for some G′ ∈ {C5,K1,K2} or in general if G
p
1
is 3K1-free, then G[S] is 3K1-free, which gives the desired result.
Hence, we may assume S \M1 6= ∅. Clearly, M1 ∩ S and S \M1 are modules in G[S], and EG[M1 ∩ S, S \M1]
is complete. We obtain N2
G[S](M1 ∩ S) = ∅ and N
2
G[S](S \M1) = ∅, which implies |M1 ∩ S| = |S \M1| = 1 by the
definition of S. Thus, |V (G[S])| = 2 and G[S] is 3K1-free, which completes our proof for the critical (P5, dart)-free
graphs.
Concerning (P5, gem)-free graphs, we may assume that G is (P5, gem)-free and that q : V (G) → N>0 is ⊳Gχ -
minimal. We show that G is complete or a ‘2K1-free’-expansion of a graph G
′ with G′ ∈ {C5, G2}. By Lemma 9, there
exist an integer k ∈ N>0, k pairwise disjoint non-empty sets M1,M2, . . . ,Mk ⊆ V (G[q]), and k ⊳Gχ -minimal vertex-
weight functions q1, q2, . . . , qk : V (G)→ N0 such that V (G[qi]) ⊆Mi, χq(G[Mi]) = χqi(G), ωq(G[Mi]) = ωqi(G), and
G[Mi] is a ‘2K1-free’-expansion of G[qi] which is a prime graph without clique-separators of modules for each i ∈ [k],
EG[Mi,Mj ] is complete for each distinct i, j ∈ [k], and
χq(G) =
k∑
i=1
χq(G[Mi]).
Since G is gem-free, we have that G−Mi is P4-free for each i ∈ [k]. By the Strong Perfect Graph Theorem, Lemma 5,
Observation 6, and the fact q is ⊳G−Miχ -minimal, we have that G−Mi is complete. Hence, G is complete if k ≥ 2.
Thus, we may assume k = 1. Clearly, G is (P5,W5)-free and G¯ is (A5, C7, C9, . . . , T0,1,2)-free. Hence, G[q1] is perfect
or G ∼= G′ with
G′ ∈ {C5, G2, G3, G3 − g,G3 − g4,1, G3 − {g, g4,1}, G3 − {g2,2, g4,1}, G3 − {g, g2,2, g4,1}, G4} ∪ G
⋆
by Lemma 21. In the first case, G[q1], and so G, is complete by Lemma 5, Corollary 6, and the fact that q is
⊳
G
χ -minimal. In the latter case, since q1 is ⊳
G
χ -minimal, we obtain G
′ ∈ {C5, G2} by Lemma 22, Lemma 23, and
Lemma 24. Furthermore, since the vertex-weight function that assigns to the vertices of a critical (P5, gem)-free
graph constantly 1 is ⊳Gχ -minimal, we obtain the desired characterisation in Theorem 3. Additionally, returning to
our ⊳Gχ -minimal vertex-weight function q, for each vertex-weight function q
> : V (G)→ N with q ⊳Gχ q
>, we have
χq>(G) = χq(G) ≤
⌈
5ωq(G)− 1
4
⌉
≤
⌈
5ωq>(G)− 1
4
⌉
by Corollary 13 and Lemma 25. Since a q′-expansion of C5 is (P5, gem)-free for each vertex-weight function
q′ : V (C5) → N0, Observation 6 and Corollary 13 imply f
⋆
{P5,gem}
(ωq(G)) ≥ ⌈(5ωq(G) − 1)/4⌉, which completes
our proof for Theorem 2.
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