A Framework for Unified Design of Fault Detection and Isolation and Optimal Maintenance Policies by Sadegh, Payman et al.
A Framework for Unified Design of Fault Detection & Isolation and
Optimal Maintenance Policies
Payman Sadegh*, Julio Concha*, Slaven Stricevic**, Adrian Thompson*, and Peter J. Kootsookos*
Abstract— Fault detection and isolation (FDI) and design of
optimal maintenance policies have been traditionally studied
separately by the control community and domain experts on
the one hand and the operations research community on the
other. The objective of this paper is to provide a unified
approach where maintenance decisions are driven by real-time
FDI signals. Such an approach allows systematic analysis and
design of FDI with the objective of minimizing the overall costs
of operations and maintenance (O&M).
Our approach relies on the following steps. First, the infor-
mation about the assets, their likely failure modes (as generated
by Failure Modes and Effects Analysis or from historical service
data), service business processes, and costs associated with fixing
the assets are captured from designers or practitioners. The
Unified Modeling Language (UML) is used as an expressive way
to capture and display such information. Next, this information
is used to arrive at a representation of the asset degradation
and maintenance process as a Markov process. Finally, the asset
management problem is formulated as an optimal control over
the Markov process. We show how the fundamental properties
of FDI drive the O&M costs and the solution to the control
problem through their impact on transition probabilities of the
Markov process.
We illustrate the approach by a numerical example for
maintaining proper refrigerant charge levels in Rankine Cycle
equipment.
I. INTRODUCTION
Asset health management systems are designed with the
primary goal of minimizing and controlling frequency, sever-
ity, and effect of faults and other abnormal conditions. Ef-
fective management of such conditions improves system ef-
ficiency and minimizes losses, financial or otherwise, caused
by catastrophic failures.
Field reliability has always been a major concern in
product design [2]. The advent of inexpensive sensors and
microprocessors provides new opportunities for fault man-
agement via fault detection and isolation (FDI) solutions that
monitor system behavior, detect anomalies, support decisions
such as maintenance dispatch, and, depending on the severity
of the identified conditions, trigger shutdowns.
The process for designing FDI systems is bottom-up
in many cases. It usually begins with failure-mode-effect-
analysis (FMEA) sessions where key fault modes are iden-
tified using combination of historical data and qualitative
expert judgment. Depending on the feasibility of fault elim-
ination via redesign, FDI may be proposed as a way to
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manage faults. Performance of the FDI algorithm is usually
determined by factors such as sensor availability and the
extent of failure signatures on sensor read-outs.
Algorithm design for fault detection and isolation has
received extensive attention from the control community
and domain experts [10], [6] [?]. Basseville & Nikiforov
[6] provides a comprehensive survey and key concepts and
results.
Unlike common approaches to FDI design, this paper
proposes a top-down approach. Minimization of long-term
expected operation and maintenance (O&M) costs is the pri-
mary goal of the proposed solution. We follow an approach
similar to earlier work on optimal maintenance planning and
replacement policies [4], [5], [17], where the top-level prob-
lem is defined as an optimal control over Markov processes
that provide probabilistic description of number of assets in
various degradation states. The novel aspect of the present
work is to incorporate FDI performance characterization
as a constraint over transition probabilities of the Markov
chain. This not only allows cost-benefit analysis of proposed
FDI systems but also enables search over FDI systems that
offer optimal performance-cost tradeoffs. Additionally the
approach allows optimal calculation of detection thresholds
via adaptive tracking of FDI performances and estimation of
fault arrival intensities over all the assets under management.
Health management systems span a range of applications
[9] from low-level controls to enterprise-wide asset man-
agement. As a result, our proposed modeling framework
moves beyond performance characterization of detection and
diagnostics to encompass a clear definition of the scope
of the system under consideration and its interaction with
external actors.
Our goal in this paper is to illustrate the basic approach via
a real-world example. The example chosen is maintenance
of distributed power plants that use refrigeration cycles to
transform low-temperature heat, such as industrial emissions,
to electric power. A major concern is to maintain proper
levels of refrigerant, because low refrigerant level may cause
irreparable damage to one or several main components of the
system.
The remainder of this paper is organized as follows. In
Section II, we show how the Unified Modeling Language
(UML) is used to describe the maintenance planning prob-
lem. In Section III, we demonstrate the concept of joint
design of FDI and optimal maintenance policies through a
numerical example. Section IV offers concluding remarks.
II. UML FRAMEWORK
In this section we set the stage of the problem using the
UML [7].
A. Enterprise View
Figure 1 shows the case we are examining. A particular
Enterprise (e.g. United Technologies) has a Maintenance
Organization. The function of the Maintenance Organization
is to service the needs of one or more Customer Sites. In the
case we examine, each customer site has one or more pieces
of equipment (Rankine Cycle Equipment) to be maintained.
Fig. 1. The enterprise view of servicing the assets.
Figure 2 is a sequence diagram that shows a simple
interaction between these elements. The diagram shows that
the Maintenance Organization is called for three reasons,
based on the estimated state of the asset.
1) False Alarm : nothing is actually wrong, but a service
call is initiated and a thorough inspection takes place
to ensure that no fault exists.
2) Recharge & Minor Repair: the refrigerant charge level
is too low for efficient operation, so the technician
inspects the equipment for faults, eliminates them if
found and refills the refrigerant receiver tank.
3) Overhaul: the refrigerant charge level has been too
low for too long and the Rankine Cycle Equipment
is damaged.
Fig. 2. Sequence diagram showing outcomes of servicing the assets.
B. Component View : Rankine Cycle Equipment State
At this point, the operating (or fault) conditions of the
asset should be enumerated and different states (or regimes)
of the system classified based on these conditions. We make
the following assumption to simplify the problem.
Assumption: The only monitored parameter is an
indicator of the refrigerant charge level.
We consider three states: If the charge level is greater than
α% of the maximum, then the asset is operating normally;
if the charge level is less than α%, then the system is sus-
ceptible to irreparable damage to one or more components.
In the third state, the system is damaged.
Figure 3 shows a UML state diagram that captures this
information. This figure is translated to the Markov chain
shown in Figure 4.
Fig. 3. State chart for charge monitoring problem.
III. MATHEMATICAL MODEL
A. Mathematical Problem Description
Fig. 4. Three state Markov chain for the charge monitoring problem.
Figure 4 provides a simplified representation of charge
monitoring for organic Rankine cycle power plants. It is
assumed that refrigerant charge leak only occurs due to
anomalies, i.e. any natural leak is so small that it can be
neglected. In Figure 4 S1 represents healthy assets. Assets
in this condition not only have proper charge levels but their
refrigerant leak rate is also negligible. Due to a variety of
reasons, the charge may begin to leak at a faster rate than
normal. Let PL1 denote the probability of occurrence of such
an anomaly. As the charge leaks, the system transitions from
S1 to S2.
Although operating the system in S2 does not directly
cause any harm, it makes the system susceptible to occur-
rence of catastrophic faults. In particular, a combination of
insufficient charge and large sudden heat source disturbances
may push the system to the boundaries of its operating enve-
lope, causing permanent damage to one or more components.
This situation is shown by transition to S3 in Figure 4.
We let PL2 denote the probability of occurrence of an
anomaly that transitions an asset from S2 to S3. Although the
system is most likely to shutdown once transitioned to S3, it
may continue to operate for a few time periods. Denoting the
probability of shutdown in the first transition to S3 by PFL,
the probability of shutdown in the kth period after transition
to S3 will be 1 − [1 − PFL]k. This value approaches one
quickly when PFL is close to one.
An asset may be selected for maintenance at any stage.
Only when an asset fails does the true condition of the
asset become known and reported. In all other cases, the
true condition of the asset is hidden. FDI allows inference
about the condition of the asset via real-time analysis of
sensor data. An asset may be tagged for maintenance even
though it is in S1 (false alarm with the probability denoted by
PFA) or selected for maintenance when in S2 or S3 (correct
detection with the probability denoted by PCD).
Let us reiterate the maintenance procedure described in
Section II. When an alarm is raised, technicians perform
a thorough examination of the system regardless of the
condition from which the alarm was originated (notice that
the true condition is largely unknown). This means testing for
larger than normal leak rates and fixing them if found as well
as testing for damage to system components and replacing
them if necessary. Maintenance brings assets to S1. Only
assets that are not maintained while in S1 may transition to
S2 in the next period (i.e. assets just maintained remain in
S1 with probability 1 until the next period). We summarize
this information by the following relations.
In the Markov chain,
S1 is the normal operation condition,
S2 is the low charge operating condition, and
S3 is the damaged condition.
Define the stochastic matrix
T =
 P11 P21 P31P12 P22 P32
P13 P23 P33

where Pij denotes probability of transition from i to j, which
are given by
P11 = (1− PFA)(1− PL1) + PFA
P12 = (1− PFA)PL1
P13 = 0
P21 = PCD
P22 = (1− PCD)(1− PL2)
P23 = (1− PCD)PL2
P31 = PFL + (1− PFL)PCD
P32 = 0
P33 = (1− PFL)(1− PCD).
Furthermore, let Pt be a vector whose ith element P
(i)
t is
the probability that an asset is found in condition Si at time
t. Temporal transition of P is given by Pt+1 = TPt.
Let ci denote the cost of operating the asset in condition Si
in each time period, and mi denote the cost of maintenance
that brings the asset from condition Si to S1. The cost
function per total number of assets in service per period is
given by
J =
∑
i
ciP
(i)
∞ +m1P
(1)
∞ PFA +m2P
(2)
∞ P21 +m3P
(3)
∞ P31
(1)
where P∞ is the steady-state solution to the recursive equa-
tion Pt+1 = TPt. Hence, P∞ is found from P∞ = TP∞,
see Ross [11] or Sinclair [12] for the conditions under which
a unique steady-state solution to the Markov chain is found.
B. Detection Model
FDI employs a detection algorithm to identify changes
in the system state. Here, we consider a simple detection
algorithm based on the Shewhart approach [6], [8], wherein
the windowed average of a fault indicator, `, is compared
against a specified threshold, η. Specifically, we make the
following assumptions:
Assumption: The instantaneous value of the charge
level indicator, `t, is a Gaussian iid random variable
with variance σ2. In the event of a failure, the mean of
the indicator makes a step change from one constant
level, µ0, to another, µ1.
The algorithm detects a fault when windowed average
of the fault indicator ¯`t = W−1
∑t
i=t−W+1 `i exceeds a
threshold η (i.e. ¯`t > η), where the window length, W ,
coincides with the transition period of the Markov chain.
Under these assumptions, the expected false alarm and
detection rates of the proposed algorithm can be analyzed
based on a test of the hypotheses
H0 : ¯`t ∼ N(µ0, σ2/W ) (No failure) (2)
H1 : ¯`t ∼ N(µ1, σ2/W ) (Failure) (3)
allowing the receiver operating characteristic (ROC)
curve [15] to be computed from PFA = P [¯`t > η|H0] and
PCD = P [¯`t > η|H1].
Suppose that the mean of the fault indicator under no
fault hypothesis is µ0=0 and under the alternative hypothesis
µ1=1. As we vary σ, we obtain the ROC curves plotted
in Figure 5. The diagonal line in the plot represents the
ROC curve for large values of σ. This diagonal line may
also be thought to represent a scenario where assets are
selected randomly for maintenance with no information
about fault occurrence in the system. As σ decreases, the
signal-to-noise ratio (SNR) increases, the ROC curves in
Figure 5 get closer to the ideal case where 100% cor-
rect detection can be achieved at zero false alarm. The
ROC curves in Figure 5 are obtained for σ values of
{0.25, 0.4, 0.55, 0.75, 1, 1.5, 2, 4, 8, 32}.
Fig. 5. ROC curves generated by varying σ.
The sensitivities of PFA and PCD to changes in the
threshold, η, can be further appreciated from consideration
of Figures 6 and 7 respectively.
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Fig. 6. PFA sensitivity to σ2 and η for µ0 = 0 and µ1 = 1
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Fig. 7. PCD sensitivity to σ2 and η for µ0 = 0 and µ1 = 1
C. Known Parameters
Assuming that all other parameters are known (i.e., the
probabilities PL1, PL2, and PFL, as well as the maintenance
costs), (1) yields the cost of steady-state operations for this
model.
In this case study, we are concerned with optimizing the
O&M cost per unit with respect to the detection threshold
η . For the purpose of this study, we ignore the operating
costs in different states, i.e. we set ci=0 in (1). Furthermore,
it is reasonable to assume the maintenance cost m3 to
be much higher than m1 and m2, as it involves major
overhaul (possibly asset replacement) and longer down-times
and repair times. It is also reasonable to select PL1 (the
probability of an anomaly that causes charge leak while the
asset is in S1) to be smaller than PL2 due to the asset’s
susceptibility to catastrophic faults when operating in S2.
Bound by these arguments, we selected the following
values for the case studies performed:
ci = 0, PL1 = 0.1, PL2 = 0.2,
PFL ∈ {0.9, 0.05},
m1 = 1,m2 ∈ {2, 30},m3 ∈ {10, 30}.
Figure 8(a) presents the steady-state operations costs for
m3 = 30. The costs are plotted as functions of the parameter
PFA, and are depicted for various ROC curves. For this case-
study the cost is decreasing as the SNR is increasing, as one
would expect.
Figure 8(b) plots the costs for m3 = 10; again, the cost is
decreasing as the SNR is increasing.
The behavior for the large values of PFA is similar in both
of these cases - all the curves connect to the point (1,m1).
This is an intrinsic property of the Markov chain in Fig. 3:
for PFA = 1 the asset stays permanently in state S1, with a
price of m1 for the false alarm calls, as assumed in (1).
These studies show that improving the ROC curve of
the FDI system reduces the O&M cost. This behavior is
not particularly sensitive to changes in PFL, as long as
this parameter is not unreasonably small. The caveat is that
improving ROC in not free. It usually involves investing in
new hardware (sensors, processors, etc.), data processing,
algorithm, and communication system development. The tool
presented in this paper among others provides a decision-
making framework for investment in FDI technologies by
analyzing the O&M cost benefits of the proposed solutions.
Observe that the optimal value of PFA (that minimizes
the resulting cost) is changing with SNR. This is indeed the
case, as Figure 9(a) shows.
Via (??), we can obtain the dependence of the optimal
threshold η on the SNR as shown in Figure 9(b).
With the selected choice of parameters, the cost analysis
does change as the values of PFL are rather small ( 0.05
or smaller). The resulting costs are shown in figures 10(a)
and 10(b). They exhibit a surprising behavior for the smaller
values of PFA, as the costs get higher for higher SNRs. This,
however, can be traced back to the Markov chain setup, as the
transition probability P31 increases with the decrease in PFL
and PFA, and increase in PCD (which happens to higher
SNR ROC curves). The issue here is that, if both PFL and
PCD are low, assets in condition S3 tend to remain there,
and no maintenance costs are incurred. A higher SNR is
detrimental, because it increases PCD and the corresponding
maintenance costs. This is an artifact of our cost structure.
Since c1 = c2 = c3 = 0, there is no reward for keeping assets
healthy. Thus ignoring assets in condition S3 is better than
repairing them. A more realistic scenario would probably
have higher PFL, since by definition S3 is an unhealthy
condition. Furthermore, the cost of operating an asset in
condition S3 should be higher than in S1.
We emphasize that the results presented are not obvious,
and the solutions are not readily available in analytical forms,
(a) (b)
Fig. 8. Resulting costs for (a) m3 = 30 and (b) m3 = 10 and PFL = 0.9 and m2 = 2 in both cases. Lower curves correspond to higher SNR.
(a) (b)
Fig. 9. Optimal (a) PFA and (b) η as a function of σ ( PFL = 0.9).
(a) (b)
Fig. 10. Resulting costs for (a) PFL = 0.05,m3 = 30 and (b) PFL = 0.05,m3 = 10.
even if the steady-state solution of the Markov chain is
known in terms of parameters PFA, PCD, PL1, PL2, and
PFL. The behavior of the system changes dramatically if
the maintenance cost m2 is substantially raised. For example,
with the same setup as above, with the exception of m2 = 30,
the resulting costs are shown in figures 11(a) and 11(b).
As the plots indicate, the FDI-maintenance would not be
desirable in these scenarios. However, a high maintenance
cost m2 (relative to m3) is not realistic under the setup of
our problem, as it only models the recharging of the asset
that suffered charge leak and minor repairs.
D. Unknown parameters
1) Overview: When the process parameters and/or the
performance of the detection algorithm, as characterized by
its ROC curve, are unknown, the transition probabilities of
the Markov chain are unknown. Under such circumstances,
it will not be possible to set optimal thresholds a priori as in
Section III-C since the relationship between the threshold and
costs depends on the transition probabilities of the chain. In
this subsection, we describe an approach for on-line estima-
tion of the unknown parameters. As the unknown parameters
are identified, the relationship between detection threshold
and long-term expected O&M cost becomes known. This
allows adaptation of the thresholds with the objective of
minimizing long-term expected cost.
The process for estimating the unknown parameters is de-
picted in Figure 12. At any given time t, the state of the fleet
of assets is described by the vector Nt = [N
(1)
t N
(2)
t N
(3)
t ],
where N (i)t is the number of assets in condition Si. Although
the state vector is generally unknown, observations are
available to allow inference about the state. The vector of
observations is nt = [n
(1)
t n
(2)
t n
(3)
t ] where n
(i)
t is the number
of assets in condition Si arriving for maintenance at time t.
Also in Figure 12, nt1 = {n1, n2, . . ., nt}, represents the
set of observations from 1 to t, and pθ denotes probability
density as a function of the parameter θ.
Calculation of maximum likelihood estimates, θˆ, for the
parameters, θ, is based on state estimation using observations
and state transition equations. The state transition equations
are given by the Markov chain transitions as depicted in Fig-
ure 4. The state transition equations allow us to calculate the
prior distribution for the state Nt at the current time given its
(a) (b)
Fig. 11. Resulting costs for (a) m3 = 30 and (b) m3 = 10, PFL = 0.9 and m2 = 30 for both cases.
Fig. 12. State and parameter estimation procedure.
distribution at the previous time period. This distribution is
first used to predict the likelihood of the current observation
nt, i.e. pθ(nt|nt−11 ). Then combining the current observation
with the prior distribution for the state via application of
the Bayes rule provides the updated distribution, which is
propagated to the next time step.
At each time step, the likelihood function is calculated
recursively as the product of conditional likelihoods, and then
it is maximized with respect to the unknown parameters, θ:
θˆ = argmax
θ
t∏
s=1
pθ(ns|ns−11 ).
Thus the threshold that minimizes the long-term O&M ex-
pected cost can be calculated and used in the next time step.
Note the similarity between this approach and estimation-
based optimal control using Kalman filter for state estima-
tion.
The rest of this subsection further elaborates the process
and provides numerical results to illustrate the approach.
2) State transition and observation equations: As de-
scribed above, the estimation of the state Nt is a basic
element of likelihood calculations. Let T be the (stochastic)
transition matrix of the Markov chain in Figure 4. The
probability distribution of Nt given Nt−1 is given by
P [Nt|Nt−1] = NT !
N
(1)
t !N
(2)
t !N
(3)
t !
[κ(1)t−1]
N
(1)
t [κ(2)t−1]
N
(2)
t [κ(3)t−1]
N
(3)
t
(4)
if
∑
N
(i)
t = NT , N
(i)
t ≥ 0 and zero otherwise, where NT
is the total number of assets in service and κ(i)t−1 is the i
th
element of TNt−1.
The distribution of the observations at time t, conditioned
on Nt, is given by
n
(1)
t |Nt ∼ Binomial(N (1)t , PFA)
n
(2)
t |Nt ∼ Binomial(N (2)t , PCD) (5)
n
(3)
t |Nt ∼ Binomial(N (3)t , PFL + (1− PFL)PCD)
3) Maximum likelihood estimation: After each period, we
estimate θ by using maximum likelihood from the whole
record of observations nt1 = {n1, n2, . . ., nt}.
In order to calculate the likelihood function, we derive a
recursion for the posterior distribution of the state given the
information up to time t:
pθ(Nt|nt1) =
pθ(nt|Nt)pθ(Nt|nt−11 )
pθ(nt|nt−11 )
(6)
The first term in the numerator is given in (5). The second
term is
pθ(Nt|nt−11 ) =
∑
∀Nt−1
pθ(Nt|Nt−1)pθ(Nt−1|nt−11 ), (7)
which depends on the previous posterior distribution and on
the transition probability from one state to the next, given in
(4). The denominator in (6) is given by
pθ(nt|nt−11 ) =
∑
∀Nt
pθ(nt|nt−11 , Nt)pθ(Nt|nt−11 ). (8)
The first term on the right reduces to pθ(nt|Nt), as given in
(5). The second term is precisely (7).
TABLE I
SIMULATION VALUES
Parameter Value
PFL 0.5
PL1, PL2 0.1
W,NT 10
µ0, c1, c2, c3 0
µ1, σ2,m1,m2 1
m3 50
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
Threshold
Co
st
Fig. 13. Cost function
The likelihood of the observations under θ can be com-
puted recursively as follows:
pθ(nt1) = pθ(nt|nt−11 )pθ(nt−11 ). (9)
The recursion above allows us to evaluate the likelihood
function for a given θ. We obtain the parameter estimate by
maximization of the likelihood with respect to θ. Note that
this procedure is carried out every observation period, which
is usually in the order of weeks or months. Thus computation
time is not critical for moderate size problems.
4) Threshold adaptation: Once an estimate of θ has been
obtained, it is possible to estimate the false alarm and
detection rates of the algorithm for any detection threshold.
We use the results of Section III-C to calculate the threshold
that minimizes the long-term cost of the maintenance policy.
This new threshold is applied in the next period, and the
procedure is repeated.
E. Example
Assumption: We assume that the means µ0 and µ1
are known a priori, but the variance σ2 is not.
Thus θ = σ2. The simulation values are given in Table I.
The long-term O&M cost is plotted in Figure 13 as a
function of the threshold. The optimal threshold is 0.55.
Simulation results are depicted in figures 14 and 15.
Figure 14 shows how the threshold is modified over time
to minimize the estimated cost. The estimated variance,
converging to its true value of 1, is also shown. Figure 15
shows the cost that is actually achieved.
IV. CONCLUSIONS AND FUTURE WORKS
A. Conclusions
This paper presents a top-down approach to unified design
of FDI and optimal maintenance strategies. The simple ex-
ample involving adaptive threshold selection for minimizing
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Fig. 14. Threshold
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Fig. 15. Cost
the maintenance cost of Rankine Cycle equipment illustrates
the efficacy of the approach.
Our numerical results show that the solution to optimal
detection threshold problem is non-obvious and can greatly
impact the O&M cost. As the system ages, new assets enter
the system, old assets are retired, and changes are made to
existing assets, adaptive threshold optimization becomes es-
sential. Furthermore, we saw that changes in ROC curve have
a great impact on O&M costs. This observation necessitates
development of decision tools that enable cost benefit studies
of various FDI systems and search over the FDI system that
offers the optimal tradeoff.
B. Future Works
The work presented here has made many simplifying
assumptions. This work will be continued by removing some
or all of these simplifications.
A major assumption in this work is that the Markov chain
and the probability model governing the performance of
the detection algorithm is known, up to a few parameters
θ. This amounts to knowing the structure of the Markov
chain and a parametric family of ROC curves from which
the performance of the algorithm can be evaluated. Once θ
is estimated, an optimal threshold can be calculated. The
situation would have been much less clear had we not
parameterized the ROC curve by a fixed parameter. The
trouble is that without such parameterization, we would only
be able to identify one point on the ROC curve for each
applied threshold. This means having to repeat learning of
the ROC curve as the threshold changes and connecting the
identified points on the ROC curve in some way, perhaps
using non-parametric function approximation [19] methods.
A completely different model-free approach may also be
proposed where thresholds are optimized based on obser-
vation of the cost at each period and applying stochastic
approximation to search for optimal thresholds [18]. The
problem with this approach is that we may need to wait
for a long period to be able to observe a noisy value of
the steady-state cost before changing the threshold again.
The convergence and optimality of this approach should be
examined if we perturb the thresholds at a rate much faster
than dominant time scales of the Markov chain.
Several other relaxation may also be made to the approach
as described below.
1) Higher dimensions with more thresholds to optimize:
This paper deals with optimizing threshold for only one
monitored parameter (the refrigerant charge level) consid-
ering only three conditions for the asset. In reality, many
other parameters need to be monitored to ensure correct
operation and more conditions need to be defined. The
corresponding high-dimensional optimization will pose much
higher degrees of complexity.
2) More realistic detection models: We presented the
results under the assumption that the detection is based on
average value of indicator over the transition period of the
Markov chain. More realistic detection models, e.g. models
based on CUSUM algorithm [6], should be considered.
Depending on the detection model, analysis of algorithm
performance and calculation of false alarms and correct
detection rates may become challenging. One reason is
the difference between the time scale of indicator signals
(typically minutes or seconds) relevant for false alarm and
detection rate calculations and Markov chain transition peri-
ods (weeks, months, etc.) relevant for maintenance planning.
3) More parameters unknown: The noise variance, σ2, is
the only parameter estimated here. Extending the analysis
to estimation of the appropriate CUSUM parameters or
other transition probabilities in the Markov chain as well
as recursive methods for adaptively reducing the effect of
past observations on current parameter estimate (similar to
the common recursive least squares approach) are other
interesting areas for future work.
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