When a graph can be decomposed into clusters of well connected subgraphs, it is possible to speed up random walks taking advantage of the topology of the graph. In this work, a new random walk scheme is introduced and a condition is given when the new random walk performs better than the Metropolis algorithm.
Introduction
With the explosive growth of P2P (Peer-to-Peer) traffic and popularity, it is reasonable to assume that peers between ISPs (Internet Service Providers) suffer from congestion and poor connectivity than the ones within ISPs. This observation also calls for awareness of P2P systems of the inter ISP congestion [1] .
On the other hand, for unstructured P2P systems, it is observed that k random walkers can be efficient for locating desired resources in the network [10] .
In this work, we design and analyze a simple but efficient hierarchical random walk scheme, taking the above observations into perspective. Our scheme assumes that peers tend to form well connected clusters in the network and these clusters can be identified. These assumptions are reasonable, since peers may form a cluster within an ISP rather than between ISPs.
Once we identify clusters in the network, our random walk scheme makes different moves depending on whether nodes are connected to other clusters or not. This awareness of topology in random walk usually results in faster mixing time. By analysis, we find conditions when our scheme performs better.
Related Work
The random walk has been actively studied for the past few decades. Some of good surveys are found in [9, 12] . As related to P2P systems, Law et al. [8] show how to build expander graphs using a distributed algorithm. Pandurangan et al. [7] introduce a distributed algorithm and analytically show that their algorithm builds a low diameter graph which is well connected similar to an expander graph. Gkantsidis et al. [4, 6] compile useful theories of random walks related to P2P systems and introduce a scheme to generate expander graphs.
Random walks can be formalized by the Markov chain. When a Markov chain is represented by the transition matrix, the mixing time of transition matrix is dominated by the second largest eigenvalue of the matrix [5, 2] . Madras and Randall [11] show that when a Markov chain is hard to analyze as a whole, it is possible to decompose the Markov chain into intersecting subgraphs and to bound the convergence time using the second largest eigenvalues of subgraphs. Their idea is different from ours in that they use the decomposition just to bound the convergence time whereas we design a hierarchical random walk and analytically show when the new random walk scheme performs better.
The cover time is the number of steps for a random walker takes to visit every node in a graph. Friedman [5] shows that the cover time is bounded by O(n log n) where n is the number of nodes in the graph.
Definitions
Before we present our results, it is necessary to introduce some definitions. Define a graph G = V, E , where V is a set of nodes and E is a set of edges in the graph. If a node v belongs to the graph, we write v ∈ V and when there is an edge between two nodes u and v in G, we write (u, v) ∈ E. And we write
Here, we think of a peer-to-peer network represented as a graph. Also, we assume that the graph is composed of clusters of well connected subgraphs and that each cluster is not isolated. A cluster (or subgraph) contains a subset of nodes that have outgoing edges from that cluster to other clusters. Formally, we can decompose the connected graph as follows.
Here, S can be interpreted as a whole P2P network while S i is a cluster in it with outgoing edges removed. In each S i , we can find a set of nodes that originally have outgoing edges in S. Define a graph K, where
The graph connectivity can be quantified by the conductivity [4] . To define the conductivity, first define the cutset of U , C(U ), as the set of edges with one endpoint in U and the other endpoint isŪ , where U ∪Ū = V . The degree of a node v is denoted as d(v). Then we define the volume of U as vol(U ) = v∈U d (v) . Define the conductance of graph as
where C(S) is a set of edges between S andS.
The second largest eigenvalue of Markov chain transition matrix for a graph G is represented as λ 2 (G).
Topology Aware Random Walk
To take advantage of well connected subgraphs of a graph, a slight change is necessary in the Metropolis algorithm based random walk. Before we explain our random walk, the following facts are useful in analyzing our algorithm.
Fact 1 In a connected graph, the Metropolis algorithm creates a irreducible time-reversible Markov chain for the graph [13].
From Fact 1, when the stationary distribution is π(u) = π for u in a connected graph G, the transition matrix created from the Metropolis algorithm for the graph is symmetric and irreducible.
Fact 2 A graph with a irreducible and time-reversible Markov chain has the expected hitting time from a node u ∈ G back to itself as π(u)
−1 [13] .
Fact 3 A connected graph G can be covered with expected steps of O(|G|
) using a symmetric, irreducible Markov chain [3] . Now we can analytically compare the cover time of our random walk and the random walk without topological information.
Theorem 4 The topology aware random walk has faster expected cover time when
where W K is the number of steps the random walk takes in the graph K with
for all i, and
PROOF. To combine the two conditions for W K above
.
At each u ∈ K, if u ∈ S i , the second level random walk would take the expected hitting time |S i | by Fact 2, assuming the stationary distribution is
Then, the cover time of S would be
As the random walk without topological information would take
steps, our random walk scheme performs better when
Eigenvalues are not easy to obtain when the transition matrix of graph is not known. Instead, the conductance can be used to bound the second largest eigenvalue [? ] as follows.
Lemma 5 For a connected graph G,
Now, the following corollary is obvious.
Corollary 6
The topology aware random walk has better expected cover time when
for all i, and W K ≥ |K| log |K| 2 Φ 2 (K) .
Conclusion
In this work, we introduced a random walk scheme that considers topology of graph to reduce the cover time than when topology is ignored. Intuitively, the more information we have about the structure of graph, the better walk we can perform. Also, we just considered a random walk with the same stationary distribution for all node. Hence, it would be interesting to think about what kind of information and what type of random walk can help to cover the graph faster.
