Advances in deep water drilling technology have cleared the path for new domains of hydrocarbon exploration along the Atlantic margins. Such deep marine settings are generally characterized utilizing seismic data while in development phase. Yet, interpreting facies information from seismic amplitude data requires an extensive and tedious work of an expert geologist/geophysicist. This process is not only costly in terms of work hours but also invites human inconsistencies into interpretations. This paper attempts to solve the above problem by proposing a neural network based automation method that learns how to relate the seismic data to facies objects like channels. The neural net training is based on the manual/CAD interpretation of a small portion of the available seismic amplitude data by an expert geologist/geophysicist. The trained neural net is shown to be able to automatically detect channel body features in the remaining portion of the data. As the case study, the paper includes a West-Africa submarine channel reservoir where the expert interprets a seismic amplitude data set of a turbidite sequence and where the neural network manages to estimate channel facies morphologies from seismic data.
Introduction
In the development phase of a reservoir, only seismic data is available to map channels. The limited wells available are not enough to delineate accurately the geometry and locations of channels. Wells are used to pinpoint a limited set of channels and serve as a database for calibration of the seismic signals. Seismic data in the form of post-migrated, post-stack amplitude traces are often interpreted by expert geologist or geophysicist. Such interpretation is a tedious, time consuming task and is based on certain geological and geophysical rules emanating from years of experience. Such rules are therefore not always well defined; neither can they be easily translated into a set of mathematical or logical tools.
The challenge in this paper is not to understand the rules put forward by the human expert, but to design an automated device that can learn from expert interpretations. Learning from expert knowledge is a typical exercise in 'statistical artificial intelligence': Study the interpretation supplied by the expert and apply this learned information to not-seen-before data to achieve automated interpretation. Yet, there is more than one possible approach to this scheme. In this paper, we chose to take two different approaches.
In the first part of the paper, we remain in the pixel domain and treat the problem as a multiple-point to single-point mapping problem. We train the neural network to be able to get stochastic results, i.e. automatic interpretation of geology (e.g. facies) from seismic amplitude data quantifying the uncertainty of such automated interpretations. The inclusion of uncertainty is important: First, the facies classifications are never certain; hence uncertainty needs to be quantified. Second, human expert interpretations are prone to inconsistencies; hence a probabilistic device is required to cope with such errors. Third, a probabilistic interpretation of facies from seismic allows an easy integration with information at different scales using geostatistical techniques.
In the second part, we introduce a feature-based approach to the method to achieve higher accuracy and shape reproduction. Using a neural network structure inspired from the human vision system, we first decrease the dimensionality of the problem in terms of channel features, and then relate these features to seismic patterns as interpreted by the expert. We show a clear improvement over the pixel-based mappings developed in the first part.
After developing the specific neural net methodologies, we apply it to a seismic amplitude data set of a turbidite sequence, offshore Gabon.
Pixel-Based Approach Methodology
This section consists of two parts in which, the first one discusses the context of the pixel-based methodology and the second one discusses the theory of the neural network approach used to address the problem.
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Context. The automated interpretation methodology consists of two phases: a learning phase and a reproduction phase. In the learning phase one tries to understand the relationship between facies and expert-interpreted seismic data. To model this relationship, one requires a training data set which consists of a cube of seismic data and an interpreted cube of facies information. Denote the cube of seismic by s T (u) and of facies i T (u), ∀u ∈ Τ. i T (u) is the channel indicator value with i T (u) = 1 if u ∈ channel, and i T (u) = 0 if not.
The relationship between a single facies indicator i T (u) and the co-located seismic datum s T (u) is most likely weak. Seismic interpreters do not scan the seismic data pixel by pixel, but try to detect seismic patterns or features within the amplitude cube, and then relate these patterns to certain architectural elements or geological events. Patterns or features consist of a set of seismic recordings s T (u) which can be described using a template or window, i.e. The second phase in the automated interpretation method is the reproduction phase, consisting of using the probability of the type (2) to generate either a single classification model or, generate multiple realizations of the channel indicator random function I(u), conditional to • Actual well-log observations of channel facies, • Actual seismic data s(u), ∀u ∈ Α, • Other reservoir data, such as well-test and production data. The different facies realizations provide a measure of uncertainty of the entire modeling an interpretation process.
The interpretation made by the expert is likely highly nonstationary in many respects:
• Experts differ and have conflicting opinions; • The size of features or pattern captured by the template geometry is likely varying in space;
• The interpretations vary in space as well. Moreover, the probability model (2) provides the uncertainty of one single pixel at a time only. The human expert is not likely to build a channel or shale body one pixel at a time but by considering many pixels simultaneously. Hence, one should model the multivariate version of (2) of a channel or shale body consisting of many pixels at the same time. The problem is that the number of such pixels is most likely varying in space as well, and the modeling of a multi-variate version of (2) is most likely difficult.
A Neural Network Approach. We propose a neural network approach for modeling the conditional distribution (2) . A detailed account of this approach is provided in Caers and Ma 1 . We provide an abbreviated version of their approach.
Artificial neural networks are most commonly used for building non-linear regression models between a set of random variables X = {X 1 ,...,X N } (input variables) and a set of (target) variables Y = {Y 1 ,…,Y N }. The vector X is input into the neural network to produce an output Y: 
..,g m ) represents a multivariate non-linear function which depends on the architecture of the network, as defined by the various connections between the network nodes. The following "regression" function g was adopted:
,. In this paper, however, we are interested in modeling conditional probabilities not conditional expectations. For the discrete case, with two facies categories the training dataset consists of a set of n data vectors of the type: 
where
In the least square method, the neural network output could be interpreted as a conditional probability due to the use of a least square criterion to find the optimal parameters set θ. Since the training criterion is now a maximum likelihood criterion, the neural network output cannot be directly interpreted as a conditional probability. This problem is resolved by changing the linear output node of the neural network to be a logistic function: we therefore propose the following neural network architecture:
This mode of training network is also termed logistic regression in the statistical literature. Implementation. To train the neural network of (13) by minimizing the likelihood criterion (12), a dataset is prepared by collecting for each node i T (u), the co-located window information s T (u) = {s(u),s(u+h 1 ),…, s(u+h β ), s(u+h nt )}. Since seismic amplitude has mostly vertical variability, we use a type of window that is strictly vertical in geometry and of 7 pixels high. The necessary information for training is extracted from both data cubes s T (u) and i T (u) and divided randomly in two datasets: one for training the neural network, the other for validation, i.e. checking if the neural network is not overfitting the training dataset. After training, the neural net is run forward for application.
Feature-Based Approach Methodology
The Philosophy of Feature-Based Approach. When mapping a pattern (multi-point information) of seismic into a single facies observation, one largely ignores the information about channel shapes, i.e. multi-point facies information. Information about the object shape is inherent to the facies training image hence should not be ignored. In the second part, we consider a mapping of seismic patterns to facies patterns. Unfortunately, the implementation of this new approach is not as straightforward as the previous one. One cannot just increase the number of output neurons in the previous neural network structure. The mapping from seismic to facies is now fully multi-point; hence the dimensionality of the problem increases dramatically. In the prior case, seismic window information is mapped into two possibilities, channel or no channel at grid cell u. When the size of the facies window which seismic needs to relate to, is increased, the possibilities increase exponentially. For a 2×2 window, there are 2 4 = 8 possibilities and for a 3×3 window, there 2 9 = 512 possibilities of different pixel configurations. With such a high dimensionality, one cannot expect the network structure used previously to handle the new problem without experiencing difficulties in the training phase.
To relate multiple-point seismic to multiple-point facies information, one must first decrease the dimensionality of the seismic-to-facies relation. To solve the dimensionality problem, we frame our approach within the realm of human vision systems. The problem of relating seismic data to expert facies interpretation demonstrates striking similarity to the problem of relating retinal optical images to recognized objects, a process which humans do effortlessly. The human vision system solves the dimensionality problem by representing images in terms of edges and lines instead of points, i.e. pixels for our case. 2 In fact, this process is called edge detection and it is considered to be one of the most basic/elemental processes occurring in the human vision system. The idea is fairly simple: Consider the drawing of a picture by using lines of specific length only. The orientation of these lines is arbitrary. The process of approximating objects by a limited set of these lines will inevitably lead to resolution/information loss: A circle drawn using only lines is not a real circle, it is an approximation.
Thus, to decrease the dimensionality of the problem, we first convert facies images consisting of single pixels into a set of edges and lines and then we make the neural network structure learn how to relate a seismic window data to an edge or a line instead of a single pixel. To achieve this aim, we need to define the possible line and edge configurations that can be used to represent the facies shapes. In the human brain, edges and lines are defined as linear structures with varying angles (See Fig. 1 for an illustration of how these lines/edges look like in human vision system 3 ). We took a similar approach but instead of defining edges and lines separately, we group them altogether and term them "features". Then, we define 34 different features within a 3×3 template size that will allow us to represent facies interpretations with minimum loss of information. The choice of shapes and the number of features is highly adhoc: The current feature collection (See Fig. 2) includes many of practically possible orientations for a 3×3 template size where the definition of "practically possible" is coming from computer image processing science 2 (Further refinement of the number of selected features could have been achieved by searching the interpretations for the most frequently occurring features. Although it does not apply to this study, such a refinement would prove to be useful when the feature size is more than 3×3). The selected features are almost always defined as a transition from a channel body to a sand body (which is very similar to the definition of an edge in human vision system). There are only two exceptions: A full sand feature and a full body feature. This representation of features is consistent with the information content of seismic amplitude data: It is known that seismic amplitude is sensitive to the changes in rock properties, be it mineral or fluid related. The actual information content of seismic amplitude data is not channel/no-channel information but rather the change occurring between channel and sand.
Pre-Processor. The new implementation of the system will require some changes to both notation and the methods themselves.
We scan the seismic data with a given template T as before to obtain realizations: The facies training image is now also scanned with a different template, T' resulting in indicator template realizations: where h β ' are vectors that define the geometry of nodes within the facies window. h β (window geometry for seismic) and h β ' (window geometry for facies) can be (and, in fact, will be) different. Different geometries are needed to capture the vertical changes occurring in seismic hence we basically use a 3D window for seismic and a 2D window for facies. Yet, the centers of those windows will be the same, i.e. both window centers will point to the same location u in the seismic and facies images.
Then, we define the structure/shape of features, i.e. the mathematical definition for Fig. 2 . Define, Although we define 34 different features, all the features have the exact same shape (h β ') and that shape is also the same as the shape of the facies window. This is necessary as the content of facies window is replaced with one of those 34 features. Hence, their shapes and sizes must match.
We also introduce the indicator notation j(u,f i ) where i = 1,…,n f as the indicator variable, such that, A pre-processor converts a facies pixel image into a feature map. The pre-processor scans the facies image of interest using a stepping window (not sliding) and replaces all the pixels within the search window with a single feature. The existing pixel configuration determines the particular feature retained. For example, in the case of a 3×3 window as depicted in Fig. 2 , the 3×3 pixel configurations are replaced by their corresponding predefined 3×3 features. The window used to scan the image is a stepping window: A stepping window is a window that moves on the facies image by a number of pixels equal to its width/height at a time. Thus, instead of sliding (moving a single pixel at a time), the stepping window will move 3 pixels at a time, i.e. the width of the predefined features. Some limitations associated with the operation of pre-processor module are:
• As the algorithm uses a stepping window, the selection of origin at which the pre-processor commences might be important. Different starting points will result in slightly different feature maps representing the same facies image. Currently, the algorithm attempts to find the optimum starting point by trying out all possible origins for the stepping window. However, this might be too time-consuming a process.
• The real problem is the matching algorithm. If the preprocessor search window can not find an exact feature match in the predefined feature collection, it replaces its window content with the 'most similar' feature. The definition of what is 'most similar' is somewhat arbitrary. Currently, the algorithm counts the number of different pixels from the original pixel configuration for all available features and then calculates the Euclidian distance of different pixels for each feature. This might not be the most efficient method but practical experience has shown it suffices most of the time.
This pre-processor module is applied to a simple 9×6 area depicted in Fig. 3 . Notice how the pre-processor introduces some new values to the facies interpretation in order to be able to represent the facies in terms of available features only. As a second example, application of the pre-processor module to the training set is given (Fig. 4) . Although the resulting feature maps appear to be very similar to the original facies training images, they are indeed images consisting of 3×3 blocks of the predefined feature collection given in Fig. 2 . To be able to visualize the conversion process that took place more clearly, consider Fig. 3b . In this figure, the 3×3 blocks for which the pre-processor replaced a feature are marked with a red color. In those areas, the pre-processor cannot find an exact match and hence introduced the 'most similar' feature instead of the original pixel configuration. The replacement almost always occurs at corners.
Next, we feed these feature representations to the neural network structure to make the system learn to relate seismic data features to facies features.
The Neural Network. To relate seismic data to features, the network structure employed in part 1 requires some changes. The idea of using features is inspired from the human vision system; the main structure of the new network architecture is also taken from that domain. Here is the structure summary of the neural network used:
• The network consists of 4 layers (instead of the traditional three-layered structure): The first two layers are the representatives of the processes taking place in human retina. The third layer is the main processing, feature-extraction layer and the fourth layer corresponds to a structure in the human brain called a "hypercolumn" which is responsible for actual reporting of different features found.
• The first layer is the input layer and has neuron count equal to the number of pixels used for searching seismic data (See Fig. 5 ), 45 for our case. It receives normalized values from the seismic data where normalization is applied as the simple rank preserving scaling of the input values to [-1,+1] range. The fourth layer is the output layer and has neuron count equal to the number of features used to represent the facies images, 34 for our case. It represents a feature by setting the corresponding neuron value to 1 and setting all other neuron values to zero, i.e. at a time only one neuron in the output layer will fire and all others will be silent.
• The connections of neurons in each layer are as follows: Every pixel in the input neuron is connected to its co-located neuron in the second layer and also to all neighbors of that neuron in space. Then, every hidden neuron in the second layer connects to every hidden neuron in the third layer (i.e. these layers are fully connected). Finally, every hidden neuron in the third layer is also connected to every output neuron. Thus, essentially, the system is fully connected except for the first-second layer connections.
• The operation logic of the network is simple: The network scans the seismic data using the 3D window shown in Fig. 5 (This window has a 3×3 pixels aerial extent and 5 pixels vertical extent.). Then, in the training phase, it will try to relate this seismic data to the given feature. In the application phase, it will produce outputs according to any given input data. The neural network is trained on indicator data, i.e. ones and zeros only, while in the application phase the trained network will produce probabilities between [0,1]. We treat these numbers as probabilities as done previously in part 1, namely, Prob{J(u,f i ) = 1 | s T (u)}, ∀i = 1…n f and simply pick the feature with the highest probability as the feature defining the window content of interest, i.e. retain ( ) ( )
Incorporating Probabilities. Finally, we attempt to incorporate probability information into neural net outputs. For the feature-based approach, this task is not as straightforward as it was for the pixel-based approach explained in part 1. The network used in part 2 also outputs probabilities of features, not of single pixels. For subsequent (as in part 1) use and representation, pixel-based probabilities instead of feature-based probabilities are required.
For a given seismic event s(u), the trained neural network produces a probability values for each of the 34 pre-defined features, Prob{J(u,f i ) = 1 | s T (u)}, ∀i = 1…n f . Then, the probability of the middle pixel of the 3×3 window is defined as (Similar definitions for other can be inferred from (20)),
The resulting probability images should not be interpreted as stand-alone images. We sacrificed a certain amount of pattern information in the conversion from features to pixel probabilities. This can be verified by applying a threshold value to convert the probability map back to its bitmap versions. Using a single threshold, it is impossible to obtain the original feature map produced by the neural net; use of a locally varying threshold is necessary. Thus, as opposed to the results in part 1, the probability maps should never be used as stand-alone and should always exist with the corresponding, complementary feature maps.
Test Case
Recent advances in deep-water drilling have opened opportunities for new domains of hydro-carbon exploration along the Atlantic margins. Such reservoirs are often of tertiary age originating from gravity flow processes forming turbidite deposits. Turbidites are one of the least well understood depositional environments, basically due to the lack of ancient passive margins observed in outcrops. Wonham, et al. therefore propose to build a "subsurface analogue" reservoir from already well-studied Atlantic margin deposits. 4 To illustrate our proposed intelligent interpretation tool, we will use the seismic data obtained from the Lower Miocene age Baliste-Crecerelle canyon fill deposits off the African coast in Gabon. The complete canyon fill deposits extend for 120 km basinwards from the paleo-shelf edge and has a width of up to 10 km and a thickness of 500 m. Using 3D seismic data, the study of Wonham, et al. investigates the sedimentary architecture of the canyon fill using high resolution seismic stratigraphy, seismic attribute analysis and borehole data calibrated to seismic. 4 A 3D CAD package, gOcad, has been used to integrate and interpret this data in order to develop a model of stratigraphic architecture from the scale of the canyon (4km) to the scale of individual channels (200m).
Individual channels are located through body-check picks of high amplitude reflectors. Using a 3D CAD tool, more than 100 individual channel morphologies were manually created and discretized on a regular stratigraphic grid. Two seismic cubes s T (u) and s(u) and two corresponding interpreted channel facies interpretations i T (u) and i(u) were made available, each containing 330×160×60 pixels. Our goal is to use the pair of seismic data and interpreted facies model {s T (u), i T (u)} as a training dataset for our neural-net based automated interpretation tool. Since most of the channels were created using a mixture of objective measures (high amplitude reflector) and subjective 3D manual modeling, the relation between facies and seismic is likely to be complex, non-linear and multiple-point. Our goal is then to apply the trained neural net on the remaining seismic cube s(u), to obtain a 3D grid of the probability of channel facies. We then compare this 3D grid of probabilities with the actual interpreted reservoir i(u).
Such automated interpretation tool can be quite useful for the following reasons:
• Picking and modeling of channels manually is tedious and time consuming. This approach could allow the user to pick and model automatically a selected set of channels, then train a neural network on this limited set of channels and apply it on the entire reservoir for automatic detection of channel bodies.
• One can imagine a case where a certain region of the reservoir has a large number of wells which would allow a clear interpretation of the facies geometry in that region based on the well and seismic data. Training a neural net on that region, would then allow an automated interpretation of facies geometries in regions of the reservoir where less well-data or possibly poorer seismic are available, • or, the neural net can be trained on one particular reservoir, and then applied to another reservoir of similar depositional environment. Such use would assume a serious assumption of stationarity, nevertheless.
Results
A first analysis of the 330×160×60 training cube i T (u) revealed a rather low proportion of 5% channels. Therefore, a smaller area is selected containing a relatively larger proportion of sand than the global proportion. The selected area contains a crisp, thick channel, shown in Fig. 6 and the proportion of sand in this 118×80×16 cube is approximately 20%. The thick channels meanders from left to right and runs in a plane that dips towards the South-West. Segments of other smaller channels are also present. Fig. 7 shows the corresponding seismic amplitude dataset s T (u). Some parts of the channel are detectable in the seismic dataset, but a crisp outline of the channel is not clearly detectable to a non-expert.
As a test case, two other areas of the reservoir are selected, shown in Fig. 8 and Fig. 10 , the corresponding seismic data in Fig. 9 and Fig. 11 . These two regions, named test-area1 and test-area2 serve as test cases: the neural network will be trained on the pair i T (u) and s T (u) in Fig. 6 and Fig. 7 , then the trained neural net will be applied to seismic data of test-area1 and test-area2. Notice that, facies model information from test areas is not shown/given to the neural net. We use this information to assess the accuracy of the proposed approach.
Pixel-Based Results. The results of the application of the pixel-based approach for selected slices of the training data set are shown in Fig. 12 . Overall, the thick channel is clearly interpretable. In terms of pixel-by-pixel classification, the results show that almost half the channels are correctly classified. We do not expect a high number of correct channel classifications, since the geophysicist most likely extrapolated the channel from regions where it could be easily detected to regions where it was less discernable.
Evidently, this does not prove that the network is efficient in predicting the occurrence of channels in areas where it has not been trained. Consider therefore the two test areas explained before: test-area1 and test-area2. Fig. 13 shows the resulting neural net prediction of channel presence. We make two observations: the channel is well detected, its geometry is well defined by areas of high probabilities; however, other high probability features that are not channels are also detected as indicated by an arrow in Fig.13 . This emphasizes one of the shortcomings of our approach that was outlined earlier: the probability model (2) provides the uncertainty of one single pixel at a time only. The human expert is not likely to build in his mind a channel body by taking one pixel at a time but by considering many pixels simultaneously. Hence, one should model the multivariate version of (2) of a channel or shale body consisting of many pixels at the same time, i.e. a single pixel. The banded features indicated by the arrow are caused by the presence of a salt diapir 4 , which causes high amplitude reflectors similar to the channel reflections. Since the neural net models a single point probability, it cannot detect the difference in morphologies between diapir reflections and channels. Hence some form of post-processing should be applied to remove morphologies that are inconsistent with channels. Fig. 14 shows the result when the neural net is applied to test-area2. In this case the thick channel running across the section is well detected.
Feature-Based Results. We apply the feature-based model using the same principle used for the first part of the paper. Essentially, we train a network using the same training data and then we apply the resulting trained neural network to the same test areas, namely test-area1 (the problematic area with the salt dome) and test-area2.
Results for the training data are shown in Fig. 15 . As can be seen, the network manages to reproduce its training data with high accuracy. Yet, more important than the accuracy is the network's ability to produce shapes similar to the shapes of original training images. Actually, this is not very surprising as one of the aims of utilizing features is to be able to use their shape reproducing ability. These features can be taught as very simple objects that the algorithm tries to fit to the data (In a sense, somewhat similar to object-based methods). Hence, although perfect curvatures are not produced, the general characteristics are well maintained. Probabilistic results for the training data are in Fig. 16 . One can note the similar nature of these results to Fig. 6 , pixel-based results for the same data.
Results for the test-area1 are given in Fig. 17 and 18. Recall that, the pixel-based probabilistic method is unable to distinguish between salt dome and actual channel due to its single-point decisive nature. The feature-based model, on the other hand, manages to improve the results to some degree. Although the misclassification of the network for test-area1 is high when compared to the training results, the misclassified features are almost always noisy features (i.e. features which are not directly connected to other features) and thus they can easily be removed with a very simple post-processing algorithm as shown in Fig. 19 : Scan the image and remove all features which do not 'touch' other features. A sliding window instead of a stepping window might solve this problem without requiring any post-processing.
Finally, results for the test-area2 are given in Fig. 20 , and Fig. 21 . Although not accurate as the training results (which is natural for neural network-based methods), accuracy is still there and shapes are also reproduced.
Conclusion
In this paper, we show that (1) the proposed neural net method is a fast and easy-to-apply supervised tool for seismic attribute analysis and interpretation of geobodies, (2) use of features to estimate channel facies morphologies from seismic data decreases the probability of misinterpreting a facies over pixel-based methods and (3) feature-based estimation makes it possible to preserve the general facies 'shapes' found in the expert interpretation. 
