Introduction
The fractional Brownian motion (fBm for short) has been studied a lot since the seminal paper of Kolmogorov [16] and its resumption in Mandelbrot and Van Ness [19] . A simple way to present this extension of the classical Wiener Brownian motion is to define it from its both first moments. Hence, a fBm with parameter (H, σ 2 ) ∈ (0, 1] × (0, ∞) is a centered Gaussian process X = {X(t), t ∈ R} having stationary increments and such as cov X(s), X(t) = σ 2 R H (s,t) = 1 2
As a consequence, Var(X(t)) = σ 2 |t| 2H for any t ∈ R, which induces that X is the only H-self-similar centered Gaussian process having stationary increments. More detail on this process can be found in the monograph of Samorodnitsky and Taqqu [25] .
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We consider the following statistical problem. We suppose that a trajectory (X(1), · · · , X(N)) of X is observed and we would like to estimate the parameters H and σ 2 which are unknown.
Remark 0.1 It is also possible to consider an observed path (X(1/N), X(2/N), · · · , X(1)) of X. Using the self-similarity property of X, the distributions of (X(1), · · · , X(N)) and N H (X(1/N), X(2/N), · · · , X(1)) are the same.
This statistical model is parametric and it is natural to estimate θ = (H, σ 2 ) using a parametric method. Hence, in the one hand, in the forthcoming Section 1, two possible parametric estimators are presented. In the second hand, several other used and famous semi-parametric estimators are studied in Section 2. For each estimator, its asymptotic behavior is stated and the main references recalled. Finally, Section 3 is devoted to a numerical study from Monte-Carlo experiments, allowing to obtain some definitive conclusions with respect to the estimators.
Two classical parametric estimators
Since X is a Gaussian process for which the distribution is integrally defined when θ is known, a parametric method such as Maximum Likelihood Estimator (MLE) is a natural choice of estimation and it provides efficient estimators. As X is a process having stationary increments, it is appropriate to define Y the process of its increments, i.e. the fractional Gaussian noise, Y = {Y (t), t ∈ R} = {X(t) − X(t − 1), t ∈ R}, with covariogram r Y (k) = cov Y (t),Y (t + k) satisfying
The spectral density f Y of Y is defined for λ ∈ [−π, π] by (see Sinaï [21] or Fox and Taqqu [11] ):
) is observed (we assume X(0) = 0).
Maximum Likelihood Estimation
The likelihood
where the definite positive covariance matrix Σ N (H, σ 2 ) is such as
Then the MLE θ N = ( H N , σ 2 N ) of θ is defined as:
As it is generally done, it can be more convenient to minimize the contrast defined by
The asymptotic behavior of this estimator has been first obtained in Dahlhaus [9] . The main results are the following:
is asymptotically efficient and satisfies
where Γ −1 0 (H, σ 2 ) is the limit of
The asymptotic covariance Γ 0 (H, σ 2 ) can not be really simplified, we just can obtain:
where a H = 1 4π
Whittle estimation
The MLE is an asymptotically efficient estimator but it has two main drawbacks: first, it is a parametric estimator which can only be used, stricto sensu, to fBm and its use is numerically limited since the computation of the likelihood requires to inverse the matrix Σ N (H, σ 2 ) and this is extremely time consuming when N ≥ 5000 and impossible 3 when N ≥ 10000 (with a 2014-software). In Whittle [28] , a general approximation of the likelihood for Gaussian stationary processes Y has been first proposed. This consists on writing for Y depending on a parameter vector θ :
is the periodogram of Y .
is called the Whittle estimator of θ . In case of the fractional Gaussian noise, Dahlhaus [9] achieved the results of Fox and Taqqu [11] and proved the following limit theorem:
N ) is asymptotically efficient and satisfies
Hence, the Whittle estimator ( H N , σ 2 N ) has the same asymptotic behaviour than the MLE while its numerical accuracy is clearly better: in case of fractional Gaussian noise, and therefore in case of the fBm, the Whittle estimator has to be preferred to the MLE.
Other classical semi-parametric estimators
As we said previously, we present now some classical semi-parameteric methods frequently used for estimating the parameter H of a fBm, but also applied to other longrange dependent or self-similar processes.
R/S and modified R/S statistics
The first estimator which has been applied to a fBm, and more precisely to a fractional Gaussian noise has been the R/S estimator. This estimator defined by the hydrologist Hurst [14] was devoted to estimated the long-range dependent parameter (also called the Hurst parameter) of a long memory process. Lo [18] introduced the modified R/S statistic for a times series X which is defined as
where
is the sample mean and s 2 N,q is an estimator of σ 2 = ∑ i∈Z cov(X(0), X( j)) defined by
3)
The classical R/S statistic corresponds to q = 0. In such case, we have the following asymptotic behavior when X is a fGn:
Proposition 2.1 If X is a fGn with parameter H > 1/2, then (see Li et al., 2011) 1
4)
with B H the fractional bridge with parameter H, i.e., B H (t) = X H (t) − tX H (1) for t ∈ [0, 1] where X H is a standardized fBm of parameter 1.
Using this asymptotic behavior of the expectation, an estimator of H has been defined. First the trajectory (X(1), · · · , X(N)) is divided in K blocks of length N/K and Q n i (0) is averaged for several values of n i such as n i −→ N→∞ ∞. Then, a log-log regression of ( Q n i (0)) onto (n i ) provides a slope H RS which is an estimator of H since log E Q n i (0) H log(n i ) +C (see for instance Taqqu et al. [23] ). Note that even in the "simple" case of the fGn, there still do not really exist a convincing asymptotic study of such an estimator. Lo [18] and numerical experiments in Taqqu et al. [23] have shown that this estimator is not really accurate and Lo [18] proposed an extension of this R/S statistic: this is the modified R/S statistic. We have the following asymptotic behavior (see Giraitis et al. [12] and Li et al. 
with B H the fractional bridge with parameter H.
Then, using several values of q, (q 1 , · · · , q m ), a log-log regression of Q N (q i ) onto q i provides an estimator H RSM of H (the slope of the regression line is H − 1 2 . But there do not exist more precise result about the convergence rate of such estimator of H in the literature. Moreover, in Teverovsky et al. [24] , the difficulty of selecting a right range of values for q i is highlighting. As a conclusion, we can say that R/S or modified R/S statistics provide estimation of H but these estimators are not really accurate. 
Second-order quadratic variations
Contrary to the R/S method, the second-order quadratic variations can be directly applied to self-similar processes, and hence in particular to fBm. For presenting this method, introduced by Guyon and Leòn [13] and Istas and Lang [15] , first, for a ∈ N * , define the second-order quadratic variations of X = (X(i)) i∈Z by
The key-point of this method is the following property:
If X is a second moment order H-self-similar process having stationary increments, with EX 2 (1) = σ 2 , then for all a ∈ N * and t ∈ N * E(V (a)
Therefore log E(V (a) t ) = C + 2H log a for any (a,t). This provides an idea of estimating
) can be estimated for several different scales a i , then the slope of the log-log-regression of E(V
The common choice for scales are a i = i and the estimator of E(V
Then a central limit theorem can be established for i ∈ N * :
Then we can define
log j 1≤i≤p ∈ R p is a row vector, A its transposed vector (vector-column). As a consequence, it can be shown (see Bardet [2] or [8] ) that, with (a 0 , a 1 , a 2 ) = (1, −2, 1),
This method has a lot of advantages: low time-consuming, convergence rate close to MLE convergence rate...
However it is easy to slightly improve this estimator. First, as the asymptotic covariance Γ(H) of (S N (i)) is a function of H; hence, using the estimator H N , this asymptotic covariance can be estimated. Hence, a pseudo-generalized estimator of H can be defined. More precisely, define
Then the pseudo-generalized estimator H N of H is defined by:
Proposition 2.4 If X is a fBm of parameter H, then with
. (2.14)
From Gauss-Markov Theorem, the asymptotic variance Σ (H) is smaller or equal to Σ(H) and thus the estimator H N is more accurate than H N . Another improvement of this estimator consists on considering a number p of "'scales"' increasing with N: this is what we will use in simulations (theoretical results are not yet established, if they could be once).
Detrended Fluctuation Analysis (DFA)
The DFA method was introduced in Peng al. [20] in a biological frame. The aim of this method is to highlight the self-similarity of a time series with a trend. Let (Y (1), . . . ,Y (N)) be a sample of a time series (Y (n)) n∈N .
1. The first step of the DFA method is a division of {1, . . . , N} in [N/n] windows of length n (for x ∈ R, [x] is the integer part of x). In each window, the least squares regression line is computed, which represents the linear trend of the process in the window. Then, we denote by Y n (k) for k = 1, . . . , N the process formed by this piecewise linear interpolation. Then the DFA function is the standard deviation of the residuals obtained from the difference between Y (k) and Y n (k), therefore,
2. The second step consists on a repetition of the first step with different values (n 1 , . . . , n m ) of the window's length. Then the graph of the log F(n i ) by log n i is drawn. The slope of the least squares regression line of this graph provides an estimation of the self-similarity parameter of the process (Y (k)) k∈N .
From the construction of the DFA method, it is interesting to define the restriction of the DFA function in a window. Thus, for n ∈ {1, . . . , N}, one defines the partial DFA function computed in the j-th window, i.e.
Then, it is obvious that
Let {X H (t), t ≥ 0} be a FBM, built as a cumulated sum of stationary and centered fGn {Y H (t), t ≥ 0}. In Bardet and Kammoun [4] , the following detailed asymptotic behavior of the DFA method is established. First some asymptotic properties of F 2 1 (n) can be established: Proposition 2.5 Let {X H (t), t ≥ 0} be a fBm with parameters 0 < H < 1 and σ 2 > 0. Then, for n and j large enough,
, with g depending only on H,
.
In order to obtain a central limit theorem for the logarithm of the DFA function, we consider a normalized DFA functions
for n ∈ {1, . . . , N} and j ∈ {1, . . . , [N/n]}. Under conditions on the asymptotic length n of the windows, one proves a central limit theorem satisfied by the logarithm of the empirical meanS(n) of the random variables
Proposition 2.6 Under the previous assumptions and notations, let n ∈ {1, . . . , N} be such that N/n → ∞ and N/n 3 → 0 when N → ∞. Then
where γ 2 (H) > 0 depends only on H.
This result can be obtained for different lengths of windows satisfying the conditions N/n → ∞ and N/n 3 → 0. Let (n 1 , . . . , n m ) be such different window lengths. Then, one can write for N and n i large enough
with ε i ∼ N (0, γ 2 (H)). As a consequence, a linear regression of log(F(n i )) on log(n i ) provides an estimation H DFA of H. More precisely, Proposition 2.7 Under the previous assumptions and notations, let n ∈ {1, . . . , N}, m ∈ N * \ {1}, r i ∈ {1, . . . , [N/n]} for each i with r 1 < · · · < r m and n i = r i n be such that N/n → ∞ and N/n 3 → 0 when N → ∞. Let H DFA be the estimator of H, defined as the slope of the linear regression of log(F(r i · n)) on log(r i · n), i.e.
Then H DFA is a consistant estimator of H such that, with C(H, m, r 1 , . . . , r m ) > 0,
Hence, this result shows that the convergence rate of H DFA is N/n that is a convergence rate o(N 1/3 ) from the condition N/n 3 → 0. This is clearly less accurate than parametric estimators or even quadratic variations estimators. This estimator is devoted to trended long-range time series but even in such frame this estimator does not give satisfying results (see Bardet and Kammoun [4] ).
Increment Ratio Statistic
The Increment Ratio (IR) statistic was first proposed in Surgailis et al. [22] in the frame of long-range dependent time series and extended to continuous time processes in Bardet and Surgailis [6] . For a time series X = (X(k)) k∈Z define the second order variation as in 2.7 D (a) t = X(t + 2a)) − 2X(t + a) + X(t) for t ∈ Z and a ∈ N * . Assume that a trajectory (X(0), X(1), · · · , X(N)) is observed. Define for a ∈ N * ,
with the convention 0 0 := 1. Note the ratio on the right-hand side of (2.19) is either 1 or less than 1 depending on whether the consecutive increments D same signs or different signs; moreover, in the latter case, this ratio generally is small whenever the increments are similar in magnitude ("cancel each other"). If X is a fBm with parameter H ∈ (0, 1), then it is established in Bardet and Surgailis [6] that for any H ∈ (0, 1),
The expressions of Λ 2 (H) and Σ 2 (H) are respectively given by:
and
and their graphs in Figures 1 and 2 . 
From the Delta-method, we obtain the following central limit theorem for H N :
The graphs of Σ p (H), p = 1 (with a pole at 3/4) and p = 2 (with a pole at 7/4) (from Stoncelis and Vaičiulis [26] Proposition 2.8 For all H ∈ (0, 1),
In Bardet and Surgailis [7] , in a quite similar frame, an improvement of H N has been proposed. It consists first on obtaining a central limit theorem for the vector (R (1)
N ) with m ∈ N * and not only for R (a) N with a = 1. Hence, we obtain the following multidimensional central limit theorem:
where Γ m (H) = (γ i j (H)) 1≤i, j≤m and
Then we define:
and using again the Delta-Method we obtain another multidimensional central limit theorem
Finally a pseudo-generalized least squares estimator of H can be constructed (like for
N ). Then we define
and we obtain this proposition:
Then the convergence rate of H IR is √ N, confidence intervals can also be easily computed.
Wavelet based estimator
This approach was introduced for fBm by Flandrin [10] , and popularized by many authors to other self-similar or long-range dependent processes (see for instance Veitch and Abry [27] , Abry et al. [1] or Bardet et al. [5] ). Here we are going to follow Bardet [3] , which is especially devoted to fBm as an extension of Flandrin [10] . 
, For each (a, i), d(a, i) is a zero-mean Gaussian variable and its variance is a selfsimilar deterministic function in a, independent of the shift i, since for any a ∈ {1, 2,
We assume now C ψ (H) > 0 for all H ∈]0, 1[. Now we consider an empirical variance 
with F=( f i j ) 1≤i, j≤m the matrix with D i j =GCD(a i , a j ),
When a trajectory (X(1), · · · , X(N)) is observed, d X can not be computed and an approximation has to be considered. Indeed, the wavelet coefficients d(a, i), computed from a continuous process, can not be directly obtained and only approximated coefficients can be computed from a time series. It requires to choose large enough scales to fit well. Here, we will work with approximated coefficients e(a, i) defined by:
Denote also
The limit theorem of proposition 2.10 can be rewritten withẽ(a, i) instead ofd(a, i).
The main difference is the use of scales a 1 (N), · · · , a m (N) satisfying lim N→∞ a i (N) = ∞.
More precisely, the limit theorem is the following: 
with G=(g i j ) 1≤i, j≤m the matrix with D i j =GCD(n i , n j ),
From conditions on b(N), the best convergence rate of this limit theorem is less than N 1/3 instead of √ N without the discretization problem. It is an important difference for the following estimation of H. Indeed, Proposition 2.11 provides a method to estimate H from a linear regression. In fact, the central limit theorem of this proposition can be written :
, and L=(log n i ) 1≤i≤m ,
Under assumptions, there exists But we can also identify the asymptotic covariance matrix of β N . Indeed, the matrix G is a function G ψ (n 1 , · · · , n m , H) and G(N) = G ψ (n 1 , · · · , n m , H 1 (N)) converges in probability to G. So, it is possible to determine an estimation θ 2 (N) of θ by generalized least squares (G.L.S.) of H by minimizing
Thus, from the classical linear regression theory and the Gauss-Markov's Theorem:
Proposition 2.12 Under previous assumptions,
14 Hence, as for other semi-parametric estimator of H (see the DFA estimator of H), the convergence rates of H Wave is N 1/3−ε , which is less accurate than the convergence rates of Whittle or generalized quadratic variations estimators.
3 Numerical applications and results of simulations
Concrete procedures of estimation of H
In the previous section, we theoretically defined several estimators of H from a trajectory (X(1), · · · , X(N)) of a fBm. Hereafter, we specify the concrete procedure of computation of these estimators:
• The Whittle estimator H W does not require to select auxiliary parameters or bandwidths. However we can notice that the integrals are replaced by Riemann sums computed for λ = πk/n, k = 1, · · · , N.
• The classical R/S estimator H RS has been computed by averaging on uniformly distributed windows (see Taqqu et al. [23] ).
• The modified R/S estimator H RSM has been computed using several uniformly distributed values of q around the optimal bandwidth q = [N 1/3 ] as it is given by Lo [18] . More precisely we selected
• The second order quadratic variations estimator H QV requires the choice of the number of scales. After convincing auxiliary simulations, we selected p = [3 log(N)].
• The DFA estimator H DFA requires the choice of windows. From the theoretical and numerical study in Bardet and Kammoun [4] , we have chosen
• The Increment Ratio estimator H IR is computed with M = 5.
• 
Results of simulations
We generated 1000 independent replications of trajectories (X(1), · · · , X(N)) for N = 500 and N = 5000, with X a fBm of parameters H = 0.1, 0.2, · · · , 0.9. We applied the estimators of H to these trajectories and compared the Mean Square Error (MSE) for each of them. Table 1 : Values of the (empirical) MSE for the estimators of H when X is a fBm of parameter H and N = 500, N = 5000
1. Theoretically Only 3 estimators have a √ N convergence rate: H W , H QV and H IR . The first one is specific for fBm, both the other ones can be also applied to other processes. The worst estimators are certainly R/S and modified R/S estimators. Wavelet based and DFA estimators can finally be written as generalized quadratic variations but the works with semi-parametric convergence rate o(N 1/2 ), and second-order quadratic variation estimator is clearly more accurate.
Numerically
The ranking between the estimators is clear and follows the theoretical study: the Whittle estimator H W provides the best results, followed by the second-order quadratic variation estimator H QV and the IR estimator H IR which provides accurate estimations, followed by H Wave which is still efficient. The DFA and R/S estimators are not really interesting.
