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COMINUSCULE POINTS AND SCHUBERT VARIETIES
WILLIAM GRAHAM AND VICTOR KREIMAN
Abstract. Let X be a generalized flag variety for a semisimple algebraic group
G, T a maximal torus in G, and Y a Schubert variety in X. In this paper, we
define what it means for a T -fixed point in Y to be cominuscule. We derive formulas
expressing the Hilbert series and multiplicity of Y at a cominuscule point in terms of
the restrictions of classes in T -equivariant K-theory and cohomology to that point.
Thus, we can calculate Hilbert series and multiplicities in cases where these were
previously unknown. If X is of cominuscule type, then every T -fixed point in Y is
cominuscule, and our formulas specialize to previously known formulas. The formulas
for Schubert varieties are special cases of more general formulas valid at what we call
generalized cominuscule points of schemes with torus actions.
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1. Introduction
In this paper we introduce and study a condition on the torus-fixed points of a
scheme with a torus action. If this condition is satisfied, we call the point a generalized
cominuscule point, and we show that the Hilbert series and multiplicity of the variety at
that point can be expressed in terms of torus-equivariant K-theory and Chow groups.
In the setting of Schubert varieties, we introduce a more precise condition, and call a
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point satisfying this condition a cominuscule point. As the name suggests, the definition
is motivated by the case of Schubert varieties in cominuscule flag varieties, and indeed,
for such Schubert varieties, any torus-fixed point is a cominuscule point. However,
our condition is satisfied in a broader class of examples, and allows the calculation of
Hilbert series and multiplicities in cases where these were previously unknown.
To describe our results in more detail, we introduce some notation. Let G be a
semisimple algebraic group and B ⊃ T a Borel subgroup and maximal torus, respec-
tively. Let B− denote the opposite Borel subgroup to B. Let P ⊃ B be a standard
parabolic subgroup. Write X = G/B for the full flag variety of G, and XP for the
generalized flag variety G/P . The Schubert varieties in X or XP are the closures of
the B−-orbits (later in the paper we also consider the B-orbits, which are essentially
equivalent). Each Schubert variety has finitely many T -fixed points, and each B−-orbit
is the orbit of a unique T -fixed point. The fixed points in G/B are in bijection with
the Weyl group W of G.
This paper focuses on two local invariants of a Schubert variety at a point, namely,
the Hilbert series and multiplicity. Since these invariants are preserved by the B−-
action, it suffices to consider these invariants at the T -fixed points. Although Schu-
bert varieties—because of their importance in geometry, representation theory and
combinatorics—have been intensely studied, these invariants can at present be com-
puted only in special cases.
One case where the invariants can be computed is that of Schubert varieties in a
generalized flag variety XP of cominuscule type. The reason is that the tangent spaces
of the ambient variety XP at T -fixed points are representations of T with the property
that if V is such a tangent space representation, then there exists v in the Lie algebra
t of T such that α(v) = −1 for any weight α of T on V . This property allows the
Hilbert series and multiplicity of any T -stable subvariety of XP at a T -fixed point to
be expressed in terms of T -equivariant K-theory and Chow group invariants which,
for Schubert varieties, are computable. This has been explored by several authors; see
[GK15] for a discussion and references.
The key observation of this paper is that the Hilbert series and multiplicity can
be expressed in terms of equivariant data under a weaker tangent space condition.
Instead of requiring α(v) = −1 for all weights α of the tangent space at a T -fixed
point of the ambient variety, we require it for a smaller set of weights—the weights of
the Zariski tangent space of a slice to the variety in question. We call a point where
this condition holds a generalized cominuscule point of the variety. In the case of a
Schubert variety, we specify a particular slice, and if the condition is satisfied using
that slice, we say the point is a cominuscule point of the Schubert variety. Because
we are imposing a weaker condition, it is satisfied in more examples. At generalized
cominuscule points, we prove formulas expressing the Hilbert series and multiplicity
in terms of the pullbacks of the classes in K-theory and equivariant Chow groups,
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respectively (see Theorem 6.14). There exist formulas to calculate these pullbacks, so
we obtain formulas for Hilbert series and multiplicities in new cases. Note, however,
that to apply the formulas of Theorem 6.14, it may be necessary to cancel terms in the
numerator and denominator of a rational expression (see Remark 6.15). In a sequel
[GK17], we give a combinatorial description of a set of canceling terms which suffice
to perform the evaluation. Moreover, we show that canceling these terms makes it
possible to evaluate the formulas without having to find v.
Kazhdan and Lusztig constructed slices to Schubert varieties by intersecting a Schu-
bert variety with the big cell of an opposite Schubert variety. The slices we use are
similar to theirs, but the definition is modified, because the Kazhdan-Lusztig varieties
are sometimes bigger than necessary. For example, the natural projection π : X → XP
is a fiber bundle with smooth fibers isomorphic to P/B. If YP is a Schubert variety
in G/P , then the inverse image Y = π−1(YP ) is a Schubert variety in X. Because the
fibers are smooth, the singularity of Y at at a T -fixed point y is essentially equivalent
to the singularity of YP at π(y). However, the Kazhdan-Lusztig-type variety at π(y)
of YP can be smaller than the Kazhdan-Lusztig variety of Y at y. The slices we use
are defined so that the slice of Y at y is isomorphic to the Kazhdan-Lusztig variety of
YP at π(y), where P is chosen as large as possible so that Y is the inverse image of
a Schubert variety YP in XP . This definition produces slices which behave well under
projections of flag varieties, and allows for a clean statement of results.
There is an effective test for whether a point in a Schubert variety is cominuscule, in
case G is classical. The Zariski tangent spaces of the slices can be described in terms
of the Zariski tangent spaces of the Schubert varieties, and for classical groups, these
have been described combinatorially. Thus, one can determine if a T -fixed point in
a Schubert variety is cominuscule. We use this to show that there are examples of
cominuscule points in Schubert varieties which are essentially new, in the sense that
the Schubert varieties are not inverse images of Schubert varieties in cominuscule flag
varieties under a projection of flag varieties. Some examples are worked out in Section
7, where the multiplicity at some cominuscule points is calculated.
This paper contains basic results about the combinatorics associated to cominuscule
points. In a sequel [GK17] to this paper we explore computational and combinatorial
aspects of cominuscule points. In particular, in type A, we characterize these points
and give combinatorial rules for their Hilbert series and multiplicities in terms of the
pipe dreams of Fomin-Kirillov [FK96], Bergeron-Billey [BB93], and Knutson-Miller
[KM05]. We also plan to explore generalizations of the excited Young diagrams of
[IN09], [GK15], [Kre05], and [Kre06] in this setting.
The ideas in this paper are closely related to ideas appearing in earlier work. Li and
Yong [LY12] study the type A case of Kazhdan-Lusztig varieties, which are by definition
the intersection of a Schubert variety with the big cell of an opposite Schubert variety.
They use coordinates on the big cell to identify the big cell with affine space. The
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Kazhdan-Lusztig ideal is the ideal of the Kazdan-Lusztig variety in the coordinate
ring of this affine space, and [WY12] gives formulas for the multigraded (by the torus
action) Hilbert series of the Kazhdan-Lusztig varieties. Li and Yong observe that if
the Kazhdan-Lusztig ideal happens to be homogeneous with respect to the standard
grading on the variables (where each variable has degree 1)—which is equivalent to
the Kazhdan-Lusztig variety being invariant under dilation—then these multigraded
Hilbert series can be used to obtain the usual Hilbert series and multiplicity. They
also point out that Knutson [Knu09] had previously observed that this homogeneity is
always guaranteed if the Weyl group element defining the fixed point is (up to a shift
by the longest element of the Weyl group) λ-cominuscule in the sense of Peterson. The
reason is that in this case, there is a 1-parameter subgroup of T giving the dilation
action on the big cell of the opposite Schubert variety. Since the Kazhdan-Lusztig
variety is T -invariant, it is therefore dilation invariant.
The approach in this paper differs in several ways from the preceding work. Our
approach is designed to make the space for which one needs to find a suitable 1-
parameter subgroup as small as possible, since if the space is smaller, such a space is
easier to find. We achieve this in two ways. First, instead of intersecting the Schubert
variety with the big cell of an opposite Schubert variety (as in the case of the Kazhdan-
Lusztig variety), we use a slice which is generally smaller, made by intersecting the
Schubert variety with a proper subspace of the big cell. More significantly, instead of
using the slice itself, we (in effect) replace the slice by its tangent cone at the point.
Unlike the slice itself, the tangent cone is guaranteed to lie inside the Zariski tangent
space at the point, which is a subspace of the affine space containing the slice. (See
Remark 3.7 and Example 3.8 for some discussion and an example of the situation,
which has some subtleties.) Also, instead of studying the Kazhdan-Lusztig ideal, as in
[LY12], we use equivariant Chow groups and K-theory, along the lines of [IN09] and
[GK15]. Finally, the main results of this paper apply not just to type A, but uniformly
to all types. Using these ideas, we obtain new examples (even in type A) of points in
Schubert varieties where we can calculate Hilbert series and multiplicities.
The contents of the paper are as follows. Section 2 contains some definitions and
results about K-theory and intersection theory of schemes with torus actions that are
needed in what follows. Section 3 defines the notion of a generalized cominuscule point
of a scheme with a torus action (see Definition 3.4). The main result of this section is
Theorem 3.10, which gives formulas for the multiplicity and Hilbert series of a scheme
at a generalized cominuscule point. This is a general result not limited to the case of
Schubert varieties.
The remainder of the paper focuses on Schubert varieties. Note that there are two
types of Schubert varieties, namely, closures of B−-orbits and closures of B-orbits. In
principle it is enough to consider only one type, because results can be translated from
one version to another. Nevertheless, both types appear in the literature, so to make
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the paper easier to use as a reference, we explicitly state most results for both types,
although we usually give the proofs for only one type.
Section 4.1 contains some background about algebraic groups, Weyl groups, and
Schubert varieties, and Section 4.2 recalls the behavior of Schubert varieties under
projections. In Section 4.3, we introduce the notion of a maximal parabolic with respect
to a Schubert variety (note that such a parabolic need not be a maximal parabolic in
the usual sense). This notion is used in our construction of slices to Schubert varieties
at T -fixed points, which is given in Section 5 (see Definition 5.4). The relation of
these slices to the Kazhdan-Lusztig varieties is discussed in Remarks 5.5 and 5.6. We
show in this section that our slices behave well with respect to projections of Schubert
varieties (see Proposition 5.11). Section 6.1 gives the definition of cominuscule points
in Schubert varieties, along with some examples and basic properties. The formulas for
Hilbert series and multiplicities at cominuscule points are contained in 6.2, following
some preliminaries about Weyl groups. Section 6.3 describes the tangent spaces to
the slices at T -fixed points in terms of the tangent spaces of the Schubert varieties.
Since the latter have been described combinatorially in classical cases, this gives a
description of the tangent spaces to the slices, which can be used to determine whether
a particular point is cominuscule or not. Section 6.4 gives a simple description of the
set of weights of tangent lines to T -invariant curves at T -fixed points in the slices
in terms of the Bruhat order. In type A, this set is particularly interesting since it
coincides with the set of weights of the Zariski tangent space of the slice. Section
6.5 shows that in type A, a cominuscule point in a Schubert variety is necessarily
cominuscule in certain smaller Schubert varieties. Section 6.6 shows that cominuscule
elements of Weyl groups give rise to cominuscule points (Proposition 6.30); this is a
simple consequence of an observation from [Knu09]. In type A, the Weyl group is the
symmetric group Sn, and as noted in [Knu09], the cominuscule elements are the 321-
avoiding elements. Thus, cominuscule elements of Weyl groups yield a large number of
cominuscule points in Schubert varieties, which are not derived from Schubert varieties
in cominuscule flag varieties. In the setting of cominuscule Weyl group elements, the
Hilbert series and multiplicity formulas that emerge (see Theorem 6.32) are almost the
same as the formulas for cominuscule flag varieties given in [GK15]. Finally, in Section
7 we compute some examples of multiplicities and Hilbert series at cominuscule points.
2. Notation and preliminaries
2.1. Cones. We work with schemes of finite type over an algebraically closed field F.
Given a (finite-dimensional) vector space V over F, S(V ) denotes the symmetric algebra
of V , that is, the ring of polynomials on V ∗. Our basic reference for intersection theory
is [Ful84]. Given a scheme X, Ai(X) denotes the i-th Chow group of X, and A
∗(X)
denotes the operational Chow ring of X. We write h = c1(OP(V )(1)) ∈ A
1(P(V )). We
abuse notation by using the same letter h for different projective spaces. In particular,
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if i : P(W ) →֒ P(V ) is induced by the inclusion of a subspace, then we write i∗h = h.
A cone C is a subscheme of V which is invariant under the action of the multiplicative
group Gm. If C is a closed cone in V of pure dimension, and k is the codimension of C
in V , then [P(C)] = dhk[P(V )] ∈ A∗(P(V )), where the integer d is the degree of P(C) in
P(V ). We will sometimes simply call d the degree of the cone C (omitting reference to
the vector space V ). Observe that if V ′ is another vector space, the degree of C in V is
equal to the degree of C × V ′ in V × V ′. Indeed, the inclusion V = V ×{0} →֒ V × V ′
induces a closed embedding i : P(V ) → P(V × V ′). The scheme-theoretic intersection
of P(V × {0}) and P(C × V ′) is equal to P(C × {0}), so i∗[P(C × V ′)] = [P(C)]. Since
i∗(dhk ∩ [P(V × V ′)]) = dhk ∩ [P(V )], the assertion follows.
Lemma 2.1. Let V = V1 × V2 be the product of vector spaces V1 and V2, and let
C = C1 × C2, where Ci is a closed cone in Vi (i = 1, 2) of pure dimension. Let d, d1
and d2 denote the degrees of the cones C, C1 and C2, respectively. Then d = d1d2.
Proof. The scheme-theoretic intersection of P(C1×V2) and P(V1×C2) in P(V1×V2) is
P(C1×C2). Since this intersection is proper, the intersection product [P(C1×V2)][P(V1×
C2] is equal to [P(C1×C2)], which implies that the degree of C1×C2 is the product of
the degrees of C1×V2 and V1×C2. By the discussion preceding the lemma this equals
d1d2. 
Remark 2.2. The assertion
P(C1 × V2) ∩ P(V1 × C2) = P(C1 × C2). (2.1)
in the preceding proof can be verified as follows. Since the assertion is local, it suffices
to check it on an open cover of P(V1 × V2). We can cover P(V1 × V2) by open sets of
the form x 6= 0, where x is a coordinate function on Vk, for k = 1, 2. On such a set
(in case k = 1, with an analogous statement if k = 2), verifying (2.1) is equivalent to
verifying the statement
(C ′1 × V2) ∩ (V
′
1 × C2) = C
′
1 × C2,
where V ′1 is the subset of V1 defined by the equation x = 1, and C
′
1 = C1 ∩ V
′
1 . This, in
turn, is a special case of the more general assertion that if Xk is a closed subscheme of
Mk (for k = 1, 2), then
(X1 ×M2) ∩ (M1 ×X2) = X1 ×X2. (2.2)
To verify (2.2), we may assume Mk = SpecAk is affine, and that Ik ⊂ Ak is the ideal
of Xk. The ideal of (X1 ×M2) ∩ (M1 × X2) in M1 ×M2 is J = I1 ⊗ A2 + A1 ⊗ I2.
The natural map (A1 ⊗ A2)/J → A1/I1 ⊗ A2/I2 is an isomorphism, as can be seen
by arguing as in the proof of Proposition 2.3 below (by writing Ak = Ik ⊕ Vk, etc).
Equation (2.2) follows.
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2.2. The tangent cone, multiplicities and Hilbert series. Given a closed point
x in a scheme X, the tangent cone CxX is defined as follows. Working locally, we may
assume X = SpecA. Let m be the maximal ideal corresponding to x. The Zariski
tangent space is TxX = m/m
2. Then CxX = Spec(grmA), where grmA = ⊕im
i/mi+1.
There is a surjection S(m/m2) → grmA, so CxX is a closed cone in TxX, and the
multiplicity mult(X,x) is the degree of this cone.
The Hilbert function is the function n 7→ dim(mn/mn+1). For sufficiently large
values of n it is a polynomial h(X,x)(n) in n, called the Hilbert polynomial; this
is related to the multiplicity by the equation mult(X,x) = ad/d!, where ad is the
leading coefficient of h(X,x)(n). The Hilbert series of X at x is the power series
H(X,x) =
∑
dim(mi/mi+1)ti. Observe that H(X,x) = H(CxX,x) and mult(X,x) =
mult(CxX,x).
Proposition 2.3. Let X,Y be schemes, and x, y be closed points in X and Y , respec-
tively. Let z = (x, y) ∈ X × Y . Then
Cz(X × Y ) ∼= CxX × CyY. (2.3)
Hence
H(X × Y, z) = H(X,x)H(Y, y) (2.4)
and
mult(X × Y, z) = mult(X,x)mult(Y, y). (2.5)
Proof. We may assume X = Spec(A), Y = Spec(B), X × Y = Spec(A ⊗ B), where A
and B are F-algebras and the tensor product is over F. When x, y, and z are viewed
as maximal ideals of A,B, and C = A ⊗ B rather than points, denote them by m, n,
and p respectively.
We can write A = V0 ⊕ m, m = V1 ⊕ m
2, . . ., where each Vi is a subspace of A,
and the direct sums are as vector spaces. Thus, we obtain a direct sum decomposition
A = V0 ⊕ V1 ⊕ V2 ⊕ · · · , where m
i = Vi ⊕ Vi+1 ⊕ · · · . Similarly, we can write B =
W0 ⊕W1 ⊕W2 ⊕ · · · , where n
j = Wj ⊕Wj+1 ⊕ · · · . Since m and n are maximal, V0
and W0 are isomorphic to F.
We claim that p is equal to the ideal m ⊗ B + A ⊗ n, which we temporarily denote
by p′. Indeed, let π1 : X × Y → X and π2 : X × Y → Y denote the projections.
Then π∗1 : A → A ⊗ B coincides with the map i1 : a 7→ a ⊗ 1. Since the map π1 is
given in terms of ideals by i−11 , and π1(z) = x, we see that i
−1
1 (p) = m, and therefore
p ⊃ m⊗{1}. Since p is an ideal, p ⊃ m⊗B. Similarly, p ⊃ A⊗n. Therefore p ⊃ p′. On
the other hand, as a vector space, C/p′ is isomorphic to V0⊗W0 = F, so p′ is maximal;
hence p = p′ as claimed.
The previous paragraph implies that pn =
∑
i+j=nm
i ⊗ nj . If we write Jn =
⊕i+j=nVi ⊗Wj, then p
n = Jn ⊕ Jn+1 ⊕ · · · .
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The homomorphism i1 : A → C takes m to m ⊗ 1 ⊂ p, and hence induces a ho-
momorphism grmA → grp C. Similarly, the homomorphism i2 : B → C induces
a homomorphism grnB → grp C. The tensor product of these is a homomorphism
φ : grmA⊗ grnB → grpC. On the homogeneous component of degree n, φ restricts to
a map ⊕
i+j=n
(mi/mi+1)⊗ (nj/nj+1)→ pn/pn+1. (2.6)
Using the direct sum decompositions of powers of the ideals m, n and p, each of⊕
i+j=n(m
i/mi+1) ⊗ (nj/nj+1) and pn/pn+1 can be identified with
⊕
i+j=n Vi ⊗ Wj.
Under these identifications the map (2.6) is the identity map. Hence φ is an isomor-
phism, and therefore induces an isomorphism Cz(X × Y ) → CxX × CyY . Moreover,
the dimension of the left (resp. right) side of (2.6) is equal to the coefficient of tn in
H(X,x)H(Y, y) (resp. H(X × Y, z)). Hence H(X,x)H(Y, y) = H(X × Y, z).
Finally, the statement about multiplicities says that the degree of P(Cz(X×Y )) as a
subscheme of P(V ∗1 ⊕V
∗
2 ) is equal to the product of the degrees of P(CxX) and P(CyY )
as subschemes of P(V ∗1 ) and P(V
∗
2 ). Since Cz(X × Y )
∼= CxX ×CyY , this follows from
Lemma 2.1. 
2.3. Tori, completions, and evaluation maps. Let T ∼= (Gm)n be a torus. We
write Tˆ = Hom(T,Gm) for the character group of T . We will usually write Tˆ additively,
and view it as a subset of the dual t∗ of the Lie algebra of T . We identify Hom(Gm, T )
with the set of v ∈ t such that λ(v) ∈ Z for all λ ∈ Tˆ ; we will say that such a v is
integral. If v ∈ t satisfies λ(v) ∈ Q for all λ ∈ Tˆ , we say v is rational. When we wish
to view λ ∈ Tˆ as a homomorphism T → Gm we will write it as eλ.
We write Fλ for the 1-dimensional representation of T of weight λ (that is, on which
T acts by eλ). If V is a representation of T , we denote by Φ(V ) ⊂ Tˆ the set of weights
of T on V . Note that if T = Gm, then Tˆ ∼= Z, where n ∈ Z corresponds to the
homomorphism sending t→ tn.
Let R(T ) be the representation ring of T ; this is the free Z-module with basis eλ, for
λ ∈ Tˆ , and multiplication given by eλeµ = eλ+µ. Let S(Tˆ ) be the symmetric algebra on
Tˆ ; if λ1, . . . , λn is a basis for Tˆ ∼= Zn, then S(Tˆ ) is the polynomial ring Z[λ1, . . . , λn].
Lemma 2.4. Suppose S is a finite subset of Tˆ , and suppose that v ∈ t satisfies α(v) ∈ Q
for all α ∈ S. Then there exists a rational element v′ of t such that α(v′) = α(v) for
all α ∈ S.
Proof. Let M be the lattice Tˆ ∼= Zn, and N the dual lattice M∨ ∼= Zn. Write MQ =
M ⊗ Q and NQ = N ⊗ Q. Let MS,Q be the subspace of MQ = M ⊗ Q spanned by
the elements of S. The element v defines an element fv of the dual space M
∗
S,Q. The
inclusion MS,Q → MQ leads to a surjection NQ → M
∗
S,Q of dual spaces. Therefore,
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there exists v′ in NQ mapping to fv. Since NQ can be viewed as a subset of t, this v
′
is our desired element of t. 
Let v ∈ t be rational, and let d be a positive integer such that dv is integral. For
i ∈ 1dZ, let R
i(T ) be the span of eλ with λ(v) = i. Then R(T ) = ⊕iR
i(T ). Let Rˆ(T )
be the completion of R(T ) with respect to the ideal of positive degree elements. An
element of Rˆ(T ) can be written as a (possibly) infinite sum
∑
ri, where ri ∈ R
i(T ),
and the set of i such that ri 6= 0 is bounded below.
If v is integral, define a homomorphism evv : R(T ) → Z[t, t−1] by evv(eλ) = tλ(v).
We extend this to evv : Rˆ(T ) → Z[t−1][[t]] by evv(
∑
ri) =
∑
evv(ri). If v is rational,
the same construction works, except that we need to introduce the variable u = t1/d;
we obtain a map evv : Rˆ(T ) → Z[u−1][[u]]. Note that if f, g ∈ R(T ) such that g is a
unit in Rˆ(T ), then evv(f/g) is the expansion of the rational function evv(f)/ evv(g) in
positive powers of t (i.e., the Laurent series expansion at t = 0, or u = 0 in the rational
case).
We can also define an evaluation map using S(Tˆ ) in place of R(T ). Precisely, if
λ1, . . . , λn is a basis of Tˆ , then S(Tˆ ) is the polynomial ring Z[λ1, . . . , λn]. If f(λ1, . . . , λn)
and g(λ1, . . . , λn) are in S(Tˆ ), define
evv
(f
g
)
=
f(λ1(v), . . . , λn(v))
g(λ1(v), . . . , λn(v))
∈ Q,
provided the denominator is nonzero.
2.4. Equivariant K-theory and Chow groups for torus actions. If a torus T acts
on a scheme (or variety) X, we call X a T -scheme (or variety). We denote by KT (X)
(resp. GT (X)) the Grothendieck group of T -equivariant vector bundles (resp. coherent
sheaves) on X. If X is nonsingular, the natural map KT (X) → GT (X) is an iso-
morphism (see [Tho87, Cor. 7.8]). The representation ring R(T ) is identified with the
Grothendieck group KT (pt) of a point, and KT (X) is an R(T )-module. Similarly, we
let AT∗ (X) denote the T -equivariant Chow groups of X (see [EG98]. By definition,
ATi (X) = Ai+N (U ×
T X), where U is an open T -invariant subset in a representa-
tion V of T such that the codimension of V \ U in V is greater than dimX − i, and
N = dimV−dimT . We abuse notation and write XT = U×
T X, although XT depends
on the choice of a suitable U ⊂ V. The ring S(Tˆ ) can be identified with the operational
Chow ring A∗T (pt) of a point. This acts on A
T
∗ (X); by definition, the element λ ∈ Tˆ acts
by multiplication by the first Chern class of the line bundle U ×T (X ×Fλ)→ U ×T X.
If T acts freely on X, then flat pullback via the map q : U ×T X → X/T induces an iso-
morphism Ai(X/T )→ A
T
i (X). A T -equivariant vector bundle V on X has equivariant
Chern classes cTi (V ) in A
i
T (X).
For any point x with a trivial T -action we identify KT ({x}) with R(T ) and A
∗
T ({x})
with S(Tˆ ). Thus, if i : {x} → X is the inclusion of a T -fixed point of a nonsingular
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T -variety, we have pullback maps i∗ : KT (X) → KT ({x}) = R(T ) and i
∗ : AT∗ (X) →
A∗T ({pt}) = S(Tˆ ).
Let X be a T -scheme, and Y a closed T -stable subscheme. We denote by [OY ]X and
[Y ]X the structure sheaf and equivariant fundamental classes in GT (X) and A
T
∗ (X),
respectively. If it is understood that we are working in GT (X) or A
T
∗ (X), the subscript
X is frequently omitted.
If V is a vector space, let iV : {0} → V denote the inclusion of {0} in V . A
representation V of T can be viewed as a T -equivariant vector bundle over a point. If
dimV = d, then the top equivariant Chern class of V is cTd (V ) =
∏
α∈Φ(V ) α ∈ A
T
∗ (pt).
Another important class is λ−1(V
∗) =
∏
α∈Φ(V )(1− e
−α) ∈ KT (pt) = R(T ).
A section of s a line bundle L on a scheme X is regular if the map from OX to
the sheaf of sections of L given by multiplication by s is injective. This is equivalent
to saying that on a trivializing open cover, the functions locally defining the section
are not zero-divisors. See [Ful84, Section 14.1] (which in fact deals with general vector
bundles).
Lemma 2.5. Suppose a torus T acts on smooth varieties M1, M2, and suppose Y is
a closed subscheme of M2. Let mi be a T -fixed point of Mi (i = 1, 2), and let im1 , im2 ,
and i(m1,m2) be the inclusions of m1, m2 and (m1,m2) into M1, M2 and M1 ×M2,
respectively. Then
i∗(m1,m2)[OM1×Y ]M1×M2 = i
∗
m2 [OY ]M2
and
i∗(m1,m2)[M1 × Y ]M1×M2 = i
∗
m2 [Y ]M2 .
Proof. Let k : {(m1,m2)} → {m2}. Under our identifications of KT ({(m1,m2)}) and
KT ({m2}) with R(T ), the K-theory pullback k
∗ is the identity. Similar remarks apply
for equivariant Chow groups.
Let π : M1 ×M2 be projection on the second factor. Then
i∗(m1,m2)π
∗ = (π ◦ i(m1,m2))
∗ = (im2 ◦ k)
∗ = k∗i∗m2 = i
∗
m2 .
Also, π∗([OY ]M2) = [OM1×Y ]M1×M2 and π
∗([Y ]M2) = [M1 × Y ]M1×M2 . Hence,
i∗(m1,m2)[OM1×Y ]M1×M2 = i
∗
(m1,m2)
π∗([OY ]M2) = i
∗
m2([OY ]M2)
and
i∗(m1,m2)[M1 × Y ]M1×M2 = i
∗
(m1,m2)
π∗([Y ]M2) = i
∗
m2([Y ]M2),
as desired. 
Lemma 2.6. If L is a T -equivariant line bundle on a T -scheme X, and s is a T -
invariant regular section with zero-scheme Y , then [Y ] = cT1 (L) ∩ [X] in A
T
∗ (X), and
[OY ] = [OX ] + [L] in GT (X).
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Proof. By definition, ATi (X) = Ai+N (XT ), where XT and N are as above. The T -
equivariant line bundle L defines a line bundle LT on XT whose zero-scheme is [YT ].
By [Ful84, Prop. 14.1], [YT ] = c1(LT ) ∩ [XT ] in A∗(XT ). Since by definition the class
[Y ] in AT∗ (X) is the class [YT ] in A∗(XT ), and c
T
1 (L) is c1(LT ) ∈ A
1(XT ), we see that
[Y ] = cT1 (L) ∩ [X] in A
T
∗ (X). For the assertion about classes in GT (X), see [GK08,
Remark 6.3]. 
Lemma 2.7. Let T ∼= Gm and let λ be a generator of Tˆ . Assume T acts on V = Fn+1
with all weights equal to rλ. Let V 0 = V \ {0}.
(1) Suppose r = −1. Under the isomorphism AT∗ (V
0) ∼= A∗(P(V )), the action of
λ ∈ A1T (pt) on A
T
∗ (V
0) corresponds to the action of −h on A∗(P(V )), where h =
c1(OP(V )(1)).
(2) If C ⊂ V is a closed cone of pure positive dimension, and k is the codimension of
C in V , then for some a ∈ Z, [P(C)] = ahk∩ [P(V )] in A∗(P(V )) and [C] = arkλk∩ [V ]
in AT∗ (V ).
Proof. (1) The element λ ∈ A1T (pt) acts on A
T
∗ (V
0), and hence, using the isomorphism
AT∗ (V
0) ∼= A∗(P(V )), λ acts on A∗(P(V )). This action on A∗(P(V )) is multiplication
by the first Chern class of the line bundle (V 0 × Fλ)/T → V 0/T = P(V ). To prove
that the action of λ corresponds to the action of −h, To prove this, it suffices to show
that this line bundle is isomorphic to the tautological subbundle S of the trivial bundle
V × P(V ) → P(V ), since c1(S) = −h. Let [v] (resp. [v, z]) denote the class of v ∈ V 0
in V 0/T = P(V ) (resp. the class of (v, z) ∈ V 0 × Fλ in (V 0 × Fλ)/T ). The map
V 0 × Fλ → S taking (v, z) to (zv, [v]) is constant on T -orbits, since T acts on V 0 × Fλ
by t(v, z) = (e−λ(t)v, eλ(t)z). The induced map (V 0 × Fλ)/T → S is an isomorphism
of bundles on P(V ), as can be verified by working on a trivialization. Hence the action
of λ corresponds to the action of −h.
(2) First assume r = −1. Since the codimension k Chow group of P(V ) is generated
by hk ∩ [P(V )], we have [P(C)] = ahk[P(V )] for some a ∈ Z. Write C0 = C \ {0}.
Under the isomorphism of AT∗ (V0) with A∗(P(V )), the class [C
0] corresponds to [P(C)],
and we just proved that the action of λ corresponds to the action of −h. Hence,
[C0] = (−1)kaλk[V 0] in AT∗ (V
0). Now, AT∗ (V ) = S(Tˆ ) ∩ [V ]. The restriction map
AT∗ (V )→ A
T
∗ (V
0) gives an isomorphism in degree n+ 1− k, as follows from the exact
sequence
AT∗ ({0}) → A
∗
T (V )→ A
∗
T (V
0)→ 0.
The restriction map takes [C] in ATn+k−1(V ) to [C
0] in ATn+k−1(V
0). Since the re-
striction map is an S(Tˆ )-module homomorphism taking [V ] to [V0], the equation
[C0] = (−1)kaλk[V 0] implies [C] = (−1)kaλk[V ]. This proves (2) in the case r = −1.
We now consider the general case, where T acts on V with all weights equal to rλ.
We identify T with Gm so that eλ(t) = t. Let T1 = Gm with λ1 ∈ Tˆ1 defined so that
eλ1(t) = t, and let T1 act on V with all weights equal to −λ1. Define T → T1 by
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t 7→ t−r. This induces a pullback map Tˆ1 → Tˆ taking λ1 to −rλ. This extends to a
map from S(Tˆ1) = Z[λ1] = A∗T1(pt) to S(Tˆ ) = Z[λ] = A
∗
T (pt).
The T -action on V is induced from the T1-action by the map T → T1. Hence, the
closed T -invariant subschemes of V are the same as the closed T1-invariant subschemes.
If Y is such a subscheme, write [Y ]T (resp. [Y ]T1) for the fundamental class of Y in
AT∗ (V ) (resp. A
∗
T1
(V )). If Y is a T -invariant closed subvariety of V and f is a rational
function on Y which is a weight vector for T (and equivalently for T1), the divisor
of f defines classes [DivY (f)]T and [DivY (f)]T1 in A
∗
T (V ) and A
∗
T1
(V ), respectively.
Moreover,
[DivY (f)]T =
∑
i
ni[Yi]T iff [DivY (f)]T1 =
∑
i
ni[Yi]T1 , (2.7)
as the coefficient ni is the order of vanishing f along Yi (cf. [Ful84, Section 1.2]), and
this does not depend on the torus.
A theorem of Brion ([Bri97, Theorem 2.1]) implies that the S(Tˆ1)-module A
∗
T1
(V )
is defined by generators [Y ]T1 , where Y is a closed T -invariant subvariety of V , and
relations [DivY (f)]T1+χ1[Y ], where f is a rational function on Y which is a T1-weight
vector of weight χ1. (The sign here is opposite of that in [Bri97], since we are following
the convention of [Gra01]; see footnote 2 of that paper.) The analogous result for the
S(Tˆ )-module A∗T (V ) also holds.
By hypothesis, T1 acts on V with all weights equal to −λ1. Hence, by what we have
already proved, the equation [P(C)] = ahk[P(V )] implies
[C]T1 = (−1)
kaλk1[V ]T1 . (2.8)
It suffices to show that this equation implies
[C]T = ar
kλk1 [V ]T . (2.9)
Brion’s presentation of AT1∗ (V ) and (2.8) imply that in the free S(Tˆ1)-module with
basis consisting of the fundamental classes of T1-invariant subvarieties of V , we have
[C]T1 − (−1)
kaλk1 [V ]T1 +
∑
i
si(λ1)
(∑
j
nij[Yij]T1 + biλ1[Yi]T1
)
= 0. (2.10)
Here, in the above expression, each si(λ1) ∈ Z[λ1] is a polynomial, Yi is a T -invariant
closed subvariety of V , fi is a rational function on Yi which is a T -weight vector of
weight biλ1, and
[DivYi(fi)]T1 =
∑
j
nij[Yij ]T1 . (2.11)
We claim that in the free S(Tˆ )-module generated by the fundamental classes [Y ]T , the
following equation holds.
[C]T − r
kaλk[V ]T +
∑
i
si(−dλ)
(∑
j
nij[Yij ]T − bidλ[Yi]T
)
= 0. (2.12)
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(This equation is obtained from (2.10) by substituting −rλ for λ1 and replacing T1-
equivariant fundamental classes with the corresponding T -equivariant classes.) The
reason is that when we collect terms on the left hand side of (2.10), the coefficient of
any [Z]T1 is obtained by adding polynomials u1(λ1), u2(λ1), . . . , ur(λ1); the equality in
(2.10) is the statement that as polynomials,
∑
k uk(λ1) = 0. On the left hand side of
(2.12), the coefficient of [Z]T is
∑
k uk(−dλ), which again equals 0 as a polynomial.
This proves the claim.
Since fi is a T1-weight vector of weight biλ1, it is a T -weight vector of −bidλ. Also,
(2.7) and (2.11) imply that
[DivYi(fi)]T =
∑
j
nij[Yij ]T . (2.13)
Therefore, Brion’s presentation of AT∗ (X) and(2.12) imply that in A
T
∗ (X),
[C]T − r
kaλk1[V ]T = 0,
completing the proof. 
3. Generalized cominuscule points
Suppose X is a closed T -invariant subscheme of a nonsingular T -variety M . Let
[OX ] and [X] denote the classes in KT (M) and A
∗
T (M), respectively. Let x ∈ X
T , and
suppose there exists v ∈ t such that α(v) = −1 for all α ∈ Φ(TxM). Then
H(X,x) =
evv(i
∗[OX ])
(1− t)d
and mult(X,x) = ev−v(i
∗[X]). (3.1)
These formulas were used by Ikeda-Naruse and Graham-Kreiman to study Schubert
varieties; see [IN09, Prop. 9.1] and [GK15, Cor. 2.11]).
In this section we obtain analogues of these formulas under a weaker tangent space
hypothesis. Precisely, we define the notion of a generalized cominuscule point of a
scheme with a torus action, and prove formulas for the Hilbert series and multiplicity
at a generalized cominuscule point (see Theorem 3.10).
3.1. Degenerating to the tangent cone. Let V be a representation of a torus T .
Let V ∗ denote the dual representation of T , so the symmetric algebra S(V ∗) is the ring
of regular functions on V . Let X = SpecA be a T -invariant closed subscheme of V
containing 0, so we have a surjection S(V ∗)→ A. Let m ⊂ A be the maximal ideal of
0. The tangent cone of X at 0 is C = SpecB, where B = grmA = A/m ⊕m/m
2 ⊕ · · · .
There is a T -equivariant surjection S(V ∗)→ B, so C is a T -invariant closed subscheme
of V . The next proposition shows that under some circumstances, degenerating to the
tangent cone does not change the class in equivariant Chow groups or K-theory. This
type of result is known, but for lack of a precise reference we provide a proof.
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Proposition 3.1. With the assumptions and notation of the previous paragraph, we
have:
(1) If X has pure dimension k, then so does C, and [C] = [X] in ATk (V ).
(2) [OC ] = [OX ] in GT (V ).
Proof. Let A = · · ·⊕h−2m2⊕h−1m⊕A⊕hA⊕h2A⊕· · · denote the Rees algebra of A
(see [Eis95, Section 6.5]). We extend the T -action on A to an action on A by requiring
t · hka = hk(t · a) for k ∈ Z, a ∈ A. Let X = SpecA. There is a T -equivariant F[h]-
algebra homomorphism ϕ : S(V ∗)[h] → A characterized by ϕ(ζ) = h−1ζ for ζ ∈ V ∗.
The algebra A is spanned by elements of the form h−mζ1 · · · ζn = ϕ(h
n−mζ1 · · · ζn),
where ζi ∈ V
∗ and m ≤ n, so ϕ is surjective, and hence induces a T -equivariant closed
embedding X ⊂ V × A1. Let Xc denote the fiber of X over c ∈ A1. The composition
X → V × A1 → V is T -equivariant, and it takes X1 (resp. X0) isomorphically onto X
(resp. C). The fact that if X has pure dimension k, then so does C, is a special case of
[Ful84, Appendix B.6.6].
We have a T -equivariant open embedding V × A1 ⊂ V × P1 (where T acts trivially
on P1). There is a closed subscheme X of V × P1 such that X ∩ (V ×A1) equals X as
a scheme. This means that under the map π : X → P1, the inverse image of A1 is X .
Thus, if X c denotes the fiber of X over c ∈ P1, then if c ∈ A1, we have Xc = X c.
There are sections s0 and s1 of OP1(1) whose zero-schemes are the points 0 and 1,
respectively. These sections are T -invariant since T acts trivially on P1. The pullbacks
π∗s0 and π
∗s1 are T -invariant regular sections of π
∗OP1(1) whose zero-schemes are
X0 and X1, respectively. Lemma 2.6 implies that in A
T
k (X ), [X0] and [X1] are each
equal to cT1 (π
∗OP1(1)) ∩ [X ], which implies [X0] = [X1]. Let p denote the composition
X → V × P1 → V . Then p is proper, and it takes X0 isomorphically onto C, and X1
isomorphically onto X. Thus,
[C] = p∗[X0] = p∗[X1] = [X],
proving (1). Similarly, in GT (X ), we have [OX0 ] = [OX1 ], since by Lemma 2.6, each
is equal to [O
X
] + [π∗OP1(1)]. Applying p∗ yields [OC ] + p∗[π
∗OP1(1)] = [OX ] +
p∗[π
∗OP1(1)], so [OC ] = [OX ] in GT (V ), proving (2). 
Remark 3.2. The existence of X as in the previous proof can be verified as follows.
Cover P1 with open sets U0, U1 isomorphic to A1 such that X ⊂ V × A1 = V × U0.
Write U01 = U0∩U1. To define X , it suffices to define a closed subscheme X
′ ⊂ V ×U1
such that X ′∩(V ×U01) = X∩(V ×U01) as schemes. The closed subscheme X∩(V ×U01)
of V ×U01 = SpecS(V
∗)[h, h−1] is defined by an ideal I. Define J = I∩S(V ∗)[h−1], and
let X ′ be the closed subscheme of V ×U1 defined by the ideal J . Then X
′ ∩ (V ×U01)
is defined by the ideal J [h] = I, as desired.
Recalll that if V is a vector space, iV denotes the inclusion of {0} into V .
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Proposition 3.3. Keep the notation and hypotheses of Proposition 3.1. Suppose k :
V1 →֒ V is the inclusion of a T -invariant subspace such that all the weights of T on
V/V1 are nonzero, and suppose that V1 contains C. Let d = dimV and d1 = dimV1.
(1) i∗V1([OC ]V1) =
i∗V ([OC ]V )
λ−1((V/V1)∗)
=
i∗V ([OX ]V )
λ−1((V/V1)∗)
.
(2) i∗V1([C]V1) =
i∗V ([C]V )
cT
d−d1
(V/V1)
=
i∗V ([X]V )
cT
d−d1
(V/V1)
.
Proof. We have
i∗V ([OC ]V ) = i
∗
V k∗([OC ]V1) = i
∗
V1k
∗k∗([OC ]V1). (3.2)
The normal bundle of V1 in V is the bundle V1 × (V/V1) → V1, which is trivial, but
not equivariantly trivial. The self-intersection formula in equivariant K-theory implies
that k∗k∗ is multiplication by λ−1((V/V1)
∗) (see e.g. [EG05, Section 3.1]). Hence the
right side of (3.2) equals i∗V1(λ−1((V/V1)
∗)[OC ]V1). Since i
∗
V1
is an R(T )-module map,
this equals λ−1((V/V1)
∗)i∗V1([OC ]V1). Therefore,
i∗V [OC ]V = λ−1((V/V1)
∗)i∗V1([OC ]V1). (3.3)
Dividing by λ−1((V/V1)
∗), and using the equality [OC ]V = [OX ]V , proves (1). The proof
of (2) is similar, using the fact that in equivariant Chow groups, the self-intersection
formula implies that k∗k∗ is multiplication by c
T
d−d1
(V/V1). 
Note that in the above proposition, the equality of (1) is to be interpreted as equality
in R(T ), and the equality of (2) as equality in AT∗ (pt). There is no need to localize
(i.e. invert elements): statement (1) implies that i∗[OX ] is divisible by λ−1((V/V1)
∗),
and statement (2) implies that i∗[X] is divisible by cd−d1(V/V1).
3.2. Generalized cominuscule points of schemes.
Definition 3.4. Suppose X is a closed T -invariant subscheme of a nonsingular T -
variety M . A point x ∈ XT is said to be a generalized cominuscule point of X if there
are
(1) Representations V ′ and V of T , such that all the weights of T on V are nonzero,
and an isomorphism of V ′ × V with an open subscheme M0 of M containing x. Let
X0 = X ∩M0.
(2) A T -invariant subscheme N of V , called a slice, such that the isomorphism of
(1) restricts to an isomorphism of V ′ ×N with X0. We identify N with {0} × N and
via V ′ ×N ∼= X0 we view N as a subscheme of X0, and x as a point of N .
(3) A rational element v ∈ t such that for each weight α of T on the Zariski tangent
space TxN , we have α(v) = −1.
In our main example, where X is a Schubert variety, N will be a slice to X with
respect to the action of a unipotent group. This motivates our use of the term slice
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in this more general setting. In the Schubert case, the unipotent group, which is
isomorphic as a variety to its Lie algebra, plays the role of the vector space V ′.
Remark 3.5. It is convenient in (3) to assume that v is rational since the proof we give
of Theorem 3.10 uses this hypothesis, so putting rationality into the definition makes
it unnecessary to restate later. However, the rationality assumption on v in (3) is not a
genuine restriction. By Lemma 2.4, if we have a nonrational v ∈ t with α(v) = −1 for
all α ∈ Φ(TxN ), we can find a rational v
′ also satisfying α(v) = −1 for all α ∈ Φ(TxN ),
so by replacing v by v′ we can assume v is rational. Therefore, in checking whether
a point is generalized cominuscule, it suffices to find a v ∈ t with α(v) = −1 for all
α ∈ Φ(TxN ); we do not have to verify that v is rational.
Remark 3.6. If we are in the situation of the beginning of Section 3—that is, X is a
closed T -invariant subscheme of a nonsingular T -variety M , x ∈ XT , and there exists
v ∈ t such that α(v) = −1 for all α ∈ Φ(TxM)—then x is a generalized cominuscule
point of X. Indeed, [Bri99, Prop. A2] implies that there is a neighborhood of x in M
isomorphic to V = TxM , so taking V
′ = 0 and N = X0, the hypotheses of Definition
3.4 are satisfied. The converse is not true: as we will see in the Schubert setting,
there exist generalized cominuscule points which do not arise from the situation of the
beginning of Section 3.
Remark 3.7. It is natural to ask why the representation V is part of the data. Indeed,
if N is a scheme with a T -fixed point x, and there exists v ∈ t such that for each weight
α of T on V1 = TxN , we have α(v) = −1, then there is a T -invariant neighborhood N0
of x in N and a T -equivariant embedding of N0 into V1 taking x to 0. (This follows by
[Bri99, Prop. A2], since all the weights of T on V1 lie in a half-space. Although Brion’s
result is stated for a variety, it holds for a scheme as well.) Therefore, we could take
V = V1, so it might appear that there is no reason to include V as a separate part
of the data. However, in applications, we may have a natural embedding of N into
a vector space V which contains but may differ from V1, and it may happen that the
embedding N0 → V1 is not compatible with the embedding V1 → V , in the sense that
the composition N0 → V1 → V is not the original inclusion of N0 into V . See Example
3.8. Therefore, we have made the representation V part of the data of a generalized
cominuscule point.
Example 3.8. Suppose T acts on V , and X is a closed T -stable subvariety of V con-
taining 0. Let A = S(V ∗) be the ring of regular functions on V , I the ideal of X, and
B = A/I, so V = SpecA and X = SpecB. Let m be the maximal ideal of 0 in B
and V1 = (m/m
2)∗ = TxX. The dual of the natural surjection V
∗ → m/m2 yields an
embedding V1 → V . The tangent cone C = CxX is naturally a subscheme of V1, since
by definition C = Spec grmB, and the surjection S(m/m
2)→ grmB yields C → V1.
If all weights of T on V1 lie in a half-space, then there is a closed embedding X → V1.
The following example shows (as asserted in the previous remark) that this embedding
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need not be compatible with the embedding of X into V . Let T = Gm act on V = A2
with weights 1 and 2, so that v = (1, 0) and w = (0, 1) are weight vectors of weights 1
and 2, respectively. Let {x, y} be the basis of V ∗ dual to the basis {v,w}, so x and y are
T -weight vectors of weights −1, −2. Let A = S(V ∗) = F[x, y]. Let X be the subvariety
of A2 defined by the equation x2 = y, so X = SpecB with B = F[x, y]/〈x2 − y〉,
and let x, y denote the images of x, y in B. The surjection V ∗ → m/m2 takes x to a
basis element and y to 0, so the dual map V1 → V identifies V1 with its image F · v.
Let W = F · x, so m = W ⊕ m2 and W ∼= m/m2 as representations of T . Since W
generates B as a ring, there is a surjection S(W ) → B and this yields the embedding
X →W ∗ ∼= V1 constructed by Brion. Thus, we obtain
X → V1 → V
(a, a2) 7→ av 7→ (a, 0).
The composition is not the inclusion of X into V , because it does not take the point
(a, a2) to itself. In this example, the tangent cone is the subspace V1 of V . Note that
X is not a dilation-invariant subscheme of V (although of course the tangent cone V1
is). Also, note that in this example that 0 is a generalized cominuscule point of X.
Remark 3.9. We can generalize Definition 3.4 in several ways. For example, we could
replace the point 0 in V ′ with a T -fixed point in a smooth T -variety (with appropriate
changes to the other conditions of the definition). This might be useful in considering
slices with respect to actions of groups which are not unipotent. However, for our
application to Schubert varieties, we do not need this generality.
Theorem 3.10 below, which generalizes [IN09, Prop. 9.1] and [GK15, Cor. 2.11]),
gives formulas for Hilbert series and multiplicities at a generalized cominuscule point
in terms of the restriction of K-theory and Chow classes to that point. The motivation
for a statement of this form—in which the slice N does not explicitly appear—is that
in the case of Schubert varieties, the restrictions i∗x[X] and i
∗
x[OX ] will be restrictions of
Schubert classes, which can be calculated. This gives a method of calculating Hilbert
series and multiplicities of Schubert varieties at cominuscule points.
In this paper, we have chosen to give a proof of the multiplicity formula using equi-
variant Chow groups but not using equivariantK-theory, unlike the proofs in [IN09] and
[GK15]. Also, in the situation of the theorem, it may happen that evv(λ−1(V
∗)) and
ev−v(cd(V )) are 0. However, the terms which produce 0 can be canceled in both numer-
ator and denominator, so the evaluations are defined. In the case of Schubert varieties,
we show in the sequel [GK17] that these cancellations can be explicitly described, so
our formulas can be applied. See Remarks 3.11 and 6.15 for further discussion.
Theorem 3.10. Suppose that x is a generalized cominuscule point of X as in Definition
3.4, and adopt the notation of that definition. Let d′ = dimV ′ and d = dimV . Let
ix : {x} → M be the inclusion, and let [OX ] and [X] denote classes in KT (M) and
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AT∗ (M), respectively. The Hilbert series H(X,x) is given by
H(X,x) =
1
(1− t)d′
evv
( i∗x[OX ]
λ−1(V ∗)
)
. (3.4)
The multiplicity mult(X,x) is given by
mult(X,x) = ev−v
( i∗x[X]
cTd (V )
)
. (3.5)
Proof. Since the Hilbert series and tangent cone are defined locally, as are the pullbacks
to the K-theory and Chow groups of {x}, we may assume that M =M0 = V
′×V and
X = X0 = V
′ ×N . Then ix is the inclusion iV ′×V of 0 into V
′ × V , [OX ] is [OX ]V ′×V ,
and [X] is [X]V ′×V .
Let V1 = TxN ⊂ V , and let C denote the tangent cone to N at x. Proposition 2.3
implies that
H(X,x) = H(V ′, {0})H(N , x).
We have H(V ′, {0}) = 1/(1−t)d
′
. Also, as observed in Section 2.2, H(N , x) = H(C, x).
Therefore,
H(X,x) =
1
(1− t)d′
H(C, x). (3.6)
Proposition 2.2 of [GK15] implies that
H(C, x) =
evv(i
∗
V1
([OC ]V1))
(1− t)d1
= evv
( i∗V1([OC ]V1)
λ−1(V ∗1 )
)
. (3.7)
By Proposition 3.3, i∗V1([OC ]V1) =
i∗V ([OC ]V )
λ−1((V/V1)∗)
in R(T ). By Proposition 3.1, [OC ]V =
[ON ]V . Hence
H(C, x) = evv
( i∗V ([ON ]V )
λ−1(V ∗1 )λ−1((V/V1)
∗)
)
= evv
( i∗V ([ON ]V )
λ−1(V ∗)
)
. (3.8)
Since X = V ′ ×N , Lemma 2.5 implies that
i∗V ([ON ]V ) = i
∗
V ′×V ([OX ]V ′×V ).
Substituting into (3.8), we find
H(C, x) = evv
( i∗V ′×V ([OX ]V ′×V )
λ−1(V ∗)
)
. (3.9)
Substituting this into the formula (3.6) for H(X,x) yields the first assertion of the
theorem, equation (3.4).
We now turn to the multiplicity formula, equation (3.5). By Proposition 2.3,
mult(X,x) = mult(V, {0})mult(N , x) = mult(N , x).
By definition, the right hand side is the degree of the projectivized tangent cone P(C)
in P(V1), that is, the integer a such that in A∗(P(V1)), we have
[P(C)] = ahk ∩ [P(V1)]. (3.10)
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We must show that
ev−v
( i∗V ′×V ([X]V ′×V )
cTd (V )
)
= a.
We have
i∗V ′×V ([X]V ′×V ) = i
∗
V ([N ]V ) = c
T
d−d1(V/V1)i
∗
V1([C]V1),
where the first equality is by Lemma 2.5, and the second is by Proposition 3.3. Hence
i∗V ′×V ([X]V ′×V )
cTd (V )
=
i∗V1([C]V1)c
T
d−d1
(V/V1)
cTd (V )
=
i∗V1([C]V1)
cTd1(V1)
.
Since any weight α ∈ Φ(V1) satisfies α(−v) = 1, we have
ev−v
( i∗V1([C]V1)
cTd1(V1)
)
= ev−v(i
∗
V1([C]V1)), (3.11)
and we must show that this equals a. The element v is a rational element of t; let r be
the smallest positive integer such that −rv is an integral element of t. Let k equal the
codimension of C in V1. Since i
∗
V1
([C]V1) is a homogeneous element of S(Tˆ ) of degree k,
to show that the right side of (3.11) equals a is equivalent to showing
ev−rv(i
∗
V1([C]V1)) = ar
k. (3.12)
Let T ′ ∼= Gm be the subtorus of T corresponding to the cocharacter rv, and let v′ ∈ t1
be the element mapping to −rv ∈ t. There is a natural map res : Tˆ → Tˆ ′ = Z · λ,
where λ ∈ Tˆ ′ is defined by λ(v′) = 1. This extends to a restriction map res : A∗T (pt)→
A∗T ′(pt). Also, for any T -scheme Z, there is a restriction map res : A
T
∗ (Z) → A
T ′
∗ (Z).
The restriction maps are compatible with the functorial operations of equivariant Chow
groups, and moreover, given ξ ∈ A∗T (pt), we have ev−rv(ξ) = evv′(res(ξ)). Therefore,
(3.12) is equivalent to showing
evv′(i
∗
V1([C]V1,T ′)) = ar
k, (3.13)
where [C]V1,T ′ denotes the fundamental class of C in KT ′(V1). Since λ(v
′) = 1, this is
equivalent to the equation
[C]V1,T ′ = ar
kλk ∩ [V1]. (3.14)
Now, T ′ acts on V1 with all weights equal to rλ. Thus, Lemma 2.7 implies that (3.14)
is equivalent to our assumption (3.10). This proves (3.14) and completes the proof of
the theorem. 
Remark 3.11. If some α ∈ Φ(V ) satisfies α(v) = 0, then evv(λ−1(V
∗)) = 0 and
ev−v(c
T
d (V )) = 0. Nevertheless, the evaluations in (3.4) and (3.5) can be carried out.
Indeed, the proof of Theorem 3.10 shows that
i∗x[OX ]
λ−1(V ∗)
=
i∗V1([OC ]V1)
λ−1(V ∗1 )
, (3.15)
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since the left hand side is obtained from the right hand side by multiplying numerator
and denominator by the common factor
λ−1((V/V1)
∗) =
∏
α∈Φ(V/V1)
(1− e−α).
Note that evv can be applied to the right hand side of (3.15) since each α ∈ Φ(V1)
satisfies α(v) 6= 0 (in fact, α(v) = −1). However, if one starts out with the formula
on the left side of (3.15), to perform the evaluation evv, it is necessary first to cancel
the common factors of 1 − e−α with α(v) = 0 from the numerator and denominator.
This might be nontrivial if one has a complicated expression for i∗[OX ]. But in the
case of Schubert varieties, in [GK17], we show that it is possible to explicitly perform
this cancellation and apply the formula. Similar remarks apply in the Chow group
situation: we have
i∗x[X]
cTd (V )
=
i∗V1 [C]V1
cTd1(V1)
, (3.16)
since the left hand side is obtained from the right hand side by multiplying numerator
and denominator by cd−d1(V/V1) and ev−v can be applied to the right hand side. Again,
in the Schubert case, we show in [GK17] that if one starts with the left hand side of
(3.16), the necessary cancellation can be explicitly performed.
Example 3.12. Let T = Gm. Let µ : T → Gm be defined by eµ(t) = t. Identify Z with
Tˆ by the map n 7→ nµ; then R(T ) is the span of enµ for n ∈ Z, and A∗T (pt) is the
polynomial ring F[µ]. Suppose T acts on V = F3 with all weights equal to −1 (that is,
−µ). Define v ∈ t by µ(v) = 1. Let x1, x2, x3 be coordinates on V , let s = x
2
1+x
2
2+x
2
3,
and let X denote the zero-scheme of s. The origin is a generalized cominuscule point
of X, with v and V as above, and V ′ = {0}. Write A = F[V ] = F[x1, x2, x3] and
B = A/〈s〉 = F[X]. The function s is a weight vector for T with weight 2 (that is, 2µ).
The exact sequence
0→ A⊗ F2µ
φ
→ A→ B → 0
is T -equivariant, where φ(a ⊗ 1) = sa. Therefore, in KT (V ), we have [OX ] = (1 −
e2µ)[OV ], so i
∗
V [OX ] = (1− e
2µ). Since λ−1(V
∗) = (1− eµ)3, we have
i∗V [OX ]
λ−1(V ∗)
=
1 + eµ
(1− eµ)2
,
and thus
H(X, 0) = evv
( 1 + eµ
(1− eµ)2
)
=
1 + t
1− t2
.
The Hilbert series formula implies that the multiplicity is 2, but let us obtain this
from the Chow group formula of (3.5). Because s is a T -weight vector of weight
2µ, and [DivV (s)]T = [X], the discussion in the proof of Lemma 2.7 implies that
[X] = −2µ ∩ [V ]. Hence i∗V [X] = −2µ, so
mult(X, 0) = evv(i
∗
V [X]) = −2µ(−v) = 2.
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Remark 3.13. An alternative way to obtain the formula for [X] from the previous
example is by using the formula for [OX ] and equivariant Riemann-Roch (see [EG00]).
(This also serves a check of the above calculations.) In our situation, the equivariant
Riemann-Roch theorem gives a map τV : GT (V )→ Aˆ
T
∗ (V ), where by definition Aˆ
T
∗ (V )
is the completion of AT∗ (V ) consisting of (possibly infinite) sums of the form
∑
i γi,
where γi ∈ A
T
i (V ) and the sum is over i ≤ dimV . If γ ∈ KT (V ), then (with ch
denoting the equivariant Chern character, td the equivariant Todd class, and TV the
tangent sheaf of V ), we have
τV (γ[OV ]) = ch(γ) ∩ τV ([OV ]) = ch(γ) td(TV )[V ],
where the first equality is a general property of Riemann-Roch, and the second is
because V is smooth. In this example, [OX ] = (1− e
2µ)[OV ], and
τV ((1− e
2µ)[OV ]) = (1− (1 + 2µ+
(2µ)2
2
+ · · · ))(1 +
1
2
c1(TV ) + · · · )[V ] = −2µ[V ] + β;
(3.17)
here −2µ[V ] ∈ AT2 (V ) and β is a sum of terms of degree less than 2. (This can be
verified from the definition of the equivariant Riemann-Roch map in [EG00], using
[Ful84, Theorem 18.3 (5)].) On the other hand, the map τV has the property that
τV ([OX ]) = [X] + β
′; (3.18)
here, [X] ∈ AT2 (V ) and β
′ is a sum of terms of degree less than 2. Comparing (3.17)
and (3.18), we see that the equality [OX ] = (1 − e
2µ)[OV ] in GT (V ) implies that
[X] = −2µ[V ] ∈ AT2 (V ).
4. Preliminaries on Schubert varieties
4.1. Background. In this section we recall basic definitions and facts concerning Schu-
bert varieties. One source for some of these facts is [BL00]. We include some proofs
for convenience or for lack of a reference.
We work over an algebraically closed field F. Let G be a semisimple algebraic group,
and B ⊃ T a Borel subgroup and maximal torus of G. Let U be the unipotent radical
of B, so B = TU . The Lie algebra of an algebraic group will be denoted by the
corresponding fraktur letter, so that the Lie algebras of these groups are (respectively)
g, b, t and u. Let B− = TU− denote the opposite Borel subgroup to B. Let X = G/B
denote the flag variety.
Let Φ denote the set of roots of t on g, and let Φ+ = Φ(u); that is, Φ+ is the positive
system of roots chosen so that the root spaces of u correspond to roots in Φ+. Then
Φ ⊂ t∗; the set of coroots Φ∨ is a subset of t (cf. [Spr09, Section 7.4]). We view the
flag variety as X = G/B. The Weyl group is W = NG(T )/T , with longest element
w0. We will write x both for an element of W and for a representative in NG(T ), and
occasionally for the point xB ∈ X. The points xB are exactly the T -fixed points in X.
If H is a subgroup of G normalized by T , and x ∈ W , we will write H(x) = xHx−1;
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this is independent of the choice of a representative for x in NG(T ). The Lie algebra
of H(x) will be denoted h(x) = (Adx)(h).
Most of the results that follow are stated for both types of Schubert varieties, namely,
the closures of B-orbits and the closures of B−-orbits, so we introduce notation for
these. We denote by X0w the Schubert cell B · wB ⊂ X; its closure is the Schubert
variety Xw = B · wB. Similarly, we denote by X
w
0 the Schubert cell B
− ·wB ⊂ X; and
its closure is the opposite Schubert variety Xw = B− · wB. We will usually use w as a
lower subscript for definitions related to Xw, and as an upper subscript for definitions
related to Xw. Since B = w0B
−w−10 and w
2
0 = 1, we have Xw = w0X
w0w. The Bruhat
order is the partial order on W characterized by the property that Xx ⊂ Xw if and
only if x ≥ w; equivalently, Xx ⊂ Xw if and only if x ≤ w. Note that X
x ⊂ Xw if and
only if xB ∈ Xw, and Xx ⊂ Xw if and only if xB ∈ Xw.
A subgroup P of G containing B is called a standard parabolic subgroup. The
quotient XP = G/P is a generalized flag variety, and the various definitions about
Schubert varieties extend to this setting. Let P− denote the opposite parabolic to P ,
and let UP and U
−
P denote the unipotent radicals of P and P
−, respectively. Given a
standard parabolic subgroup P , let L be the Levi subgroup of P containing T , so that
P = LUP and P
− = LU−P . (In general, we will assume without comment that the Levi
subgroup of standard parabolic subgroups are the Levi subgroups which contain T .)
Write UL = U ∩L and U
−
L = U
−∩L. By Lemma 5.2, the product map U−P ×U
−
L → U
−
is an isomorphism. Similar product map decompositions will be used when we construct
slices.
Let WP denote the Weyl group of L. Let ΦL denote the set of roots of t in l, and
Φ+L = ΦL∩Φ
+, Φ−L = −Φ
+
L . The T -fixed points of G/P are of the form xP , for x ∈W ;
moreover, xP = yP if and only if the cosets xWP and yWP are equal.
In each left coset of WP in W there is a unique element of minimal (resp. maximal)
length, characterized by the fact that if x is the minimal length element in its coset,
then xΦ+L ⊂ Φ
+, and if x is the maximal length element in its coset, then xΦ+L ⊂ Φ
−.
(The condition xΦ+L ⊂ Φ
+ (resp. xΦ+L ⊂ Φ
−) is equivalent to the condition xα > 0
(resp. xα < 0) for all simple roots in Φ+L .) This is stated in [Ric92, Lemma 3.3] (which
Richardson describes as well-known) and the discussion preceding that lemma. See
also [Kos61, Remark 5.13]. By [BGG75, Lemmas 8.10, 8.11], if α is a positive root
and x ∈ W , then xα > 0 if and only if xsα > x. Hence x is minimal (resp. maximal)
in its left WP -coset ⇔ wsα > w (resp. wsα < w) for all simple roots in Φ
+
L . Finally,
again by [Ric92, Lemma 3.3], if w0 is the longest element of W , the involution of W
defined by y → w0y gives an order-reversing bijection between minimal and maximal
coset representatives.
Given w ∈ W , there are Schubert cells in XP defined by X
w
0,P = B
− · wP and
X0w,P = B · wP . Their closures in XP are (respectively) the Schubert varieties X
w
P =
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B− · wP and Xw,P = B · wP . Although X
w
P and Xw,P only depend on the coset of
w mod WP , when dealing with X
w
P (resp. Xw,P ) we will often assume that w is a
minimal (resp. maximal) coset representative, since then, by Proposition 4.5 below,
π−1(XwP ) = X
w (resp. π−1(Xw,P ) = Xw).
Lemma 4.1. Fix a parabolic subgroup P containing B. If w = wM , then x ≤ w ⇔
xM ≤ w. If w = wm, then x ≥ w ⇔ xm ≥ w.
Proof. The first statement follows immediately from [BG03, Lemma 2.8]. The second
statement can be deduced from the first using the bijection y → w0y, which is order-
reversing for the Bruhat order. 
The next lemma shows that UP (x) and U
−
P (x) only depend on the WP -coset of x in
W .
Lemma 4.2. Let P be a standard parabolic subgroup. If x, y ∈W satisfy xWP = yWP ,
then UP (x) = UP (y) and U
−
P (x) = U
−
P (y).
Proof. Since y = xz for some z ∈ WP , it suffices to show that UP (z) = UP and
U−P (z) = U
−
P . Since z ∈ WP , which is the Weyl group of L, z preserves the subset ΦL
of Φ, and therefore z preserves the complementary subset Φ(uP ) ⊔ Φ(u
−
P ). Since the
length of z is the same whether viewed as an element of WP or W [Hum90, Theorem
5.5], z does not change the sign of any root α which is not in ΦL. Therefore, z preserves
each the sets Φ(uP ) and Φ(u
−
P ). As Ad z takes the root space gα to the root space gzα,
we see that uP (z) = uP and u
−
P (z) = u
−
P , so UP (z) = UP and U
−
P (z) = U
−
P , as
desired. 
Knutson [Knu09] observes that if x is minimal in its left WP -coset, then the projec-
tion G/B → G/P restricts to an isomorphism of Schubert cells X0x → X
0
x,P . This is
essentially part (1) of the next lemma.
Lemma 4.3. Let P be a standard parabolic subgroup.
(1) If x is minimal in its left WP -coset, then U
−(x) ∩ U = U−P (x) ∩ U .
(2) If x is maximal in its left WP -coset, then U
−(x) ∩ U− = U−P (x) ∩ U
−.
Proof. We prove (1). We have Φ− = Φ−L ∪ Φ(u
−
P ). If x is minimal, then x(Φ
−
L ) ⊂ Φ
−,
so x(Φ−) ∩ Φ+ = x(Φ(u−P )) ∩ Φ
+. Since u−(x) ∩ u (resp. u−P (x) ∩ u) is spanned by the
root spaces corresponding to roots on the left (resp. right) side of this equation, we see
that u−(x) ∩ u = u−P (x) ∩ u, and therefore U
−(x) ∩ U = U−P (x) ∩ U . This proves (1).
The proof of (2) is similar, using the fact that if x is maximal, then x(Φ−L ) ⊂ Φ
+. 
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4.2. Projections and Schubert varieties. Throughout this section, we fix a para-
bolic P containing B, and consider the behavior of Schubert varieties under the map
π : G/B → G/P .
Proposition 4.4. Let w ∈W . Then π(Xw) = XwP and π(Xw) = π(Xw,P ).
Proof. We prove the first statement; the proof of the second is similar. The map π is
B−-equivariant, so
π(Xw0 ) = π(B
− · wB) = B− · π(wB) = B− · wP = Xw0,P . (4.1)
Since the map π is proper, it is a closed map. Observe that for any closed map f :
X → Y , we have f(A) = f(A). Indeed, the inclusion ⊂ is equivalent to A ⊂ f−1(f(A)),
which holds because f−1(f(A)) is a closed set containing A. For the other inclusion,
note that because f is closed, f(A) is a closed set containing f(A), so f(A) ⊃ f(A).
Applying this observation to (4.1), we obtain
π(Xw) = π(Xw0 ) = X
w
0,P = X
w
P ,
as desired. 
Proposition 4.5. (1) Let w ∈ W . If w is minimal (resp. maximal) in its left WP -
coset, then π−1(XwP ) = X
w (resp. π−1(Xw,P ) = Xw). More generally, π
−1(XwP ) = X
wm
P
and π−1(Xw,P ) = XwM ,P .
(2) If Xw (resp.Xw) is the inverse image of a Schubert variety in G/P , then w is
minimal (resp. maximal) in its its leftWP -coset, and π
−1(XwP ) = X
w (resp. π−1(Xw,P ) =
Xw).
Proof. We prove the statements corresponding to Xw; the proof for Xw is similar.
We begin with (1). First suppose that w is minimal in its left WP -coset. Since X
w
P =
π(Xw), we have π−1(XwP ) ⊇ X
w; we must prove the reverse inclusion. It suffices to show
that if Xy ⊂ π−1(XwP ), then y ≥ w. The hypothesis X
y ⊂ π−1(XwP ) implies that yP is
inXwP . Every T -fixed point inX
w
P is the image of a T -fixed point in X
w, so yP = zP for
some z ≥ w. Since w is minimal, zm ≥ w by Lemma 4.1; since yWP = zWP = zmWP ,
we have y ≥ zm, so y ≥ w. Hence π
−1(XwP ) = X
w, as desired. This proves the first
assertion. For the second assertion, let w be any element of W . Then w = wmx for
some x ∈WP . The element x ∈WP can be represented by an element of NL(T ), which
is a subgroup of L. Therefore, wP = wmP , so X
w
P = U
− · wP = U− · wmP = X
wm
P .
Hence π−1(XwP ) = π
−1(XwmP ), which equals X
wm by what we have already proved.
This proves part (1). For (2), suppose that w = π−1(XyP ). We must show that w is
minimal. Since XyP = X
ym
P , we may assume y = ym. Then by (1), π
−1(XyP ) = X
y, so
Xy = Xw. Hence y = w, so w is minimal, proving (2). 
Corollary 4.6. If x and w are minimal (resp. maximal) left WP -coset representatives,
then XxP ⊂ X
w
P if and only if x ≥ w (resp. Xx,P ⊂ Xw,P ).
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Proof. Suppose x and w are minimal. If x ≥ w then Xx ⊂ Xw so by Proposition 4.4,
XxP ⊂ X
w
P . Conversely, if X
x
P ⊂ X
w
P , then by Proposition 4.5, X
x ⊂ Xw so x ≥ w.
This proves our assertion for minimal elements; the proof for maximal elements is
similar. 
Definition 4.7. Write [OXw
P
] (resp. [OXw,P ]) for the classes of the structure sheaves in
KT (G/P ), and [X
w
P ] (resp. [Xw,P ]) for the fundamental classes in A
T
∗ (G/P ). If x ∈W ,
let ix,P denote the inclusion of the T -fixed point xP into XP = G/P . If P = B, then
we often omit the subscript P from the notation. For XwP (resp. Xw,P ) we will often
assume that w is minimal (resp. maximal) in its left WP -coset.
Corollary 4.8. Suppose w is minimal (resp. maximal) in its left WP -coset. Then
i∗x,P [OXwP ] = i
∗
x[OXw ] and i
∗
x,P [X
w
P ] = i
∗
x[X
w]
(resp.
i∗x,P [OXw,P ] = i
∗
x[OXw ] and i
∗
x,P [Xw,P ] = i
∗
x[Xw].)
Proof. The proof for K-theory is in [GK15, Section 2.2]. The proof for Chow groups
is almost the same. 
Remark 4.9. In what follows, we will state some results in terms of i∗x applied to classes
on G/B. However, if one is interested in Schubert varieties on G/P and prefers to avoid
working with the full flag variety, the preceding corollary implies that these formulas
can be stated in terms of classes on G/P .
4.3. Maximal parabolics with respect to Schubert varieties. Given w in W ,
we define parabolic subgroups which will be particularly important in the study of
Schubert varieties associated to w.
Definition 4.10. Let w ∈ W . Suppose P = LUP is the standard parabolic subgroup
such that the simple roots of Φ+L are those simple roots α ∈ Φ
+ with wα > 0 (resp. wα <
0). We say P is the standard Xw-maximal (resp. Xw-maximal) parabolic determined
by w.
Remark 4.11. A standard Xw-maximal (or Xw-maximal) parabolic will generally not
be a maximal parabolic in the usual sense. Indeed, this is the case in the examples in
Section 7.
Proposition 4.12. Let w ∈ W . Suppose P is the standard Xw-maximal (resp. Xw-
maximal) parabolic determined by w. Then w is minimal (resp. maximal) in its WP -
coset. Moreover, if Q is any standard parabolic subgroup, then w is minimal (resp. max-
imal) in its left WQ-coset if and only if Q ⊂ P .
Proof. We give the proof in theXw-maximal case, since theXw-maximal case is similar.
Suppose that Q is a standard parabolic subgroup with Levi factor M containing T . As
discussed in Section 4.1, w is minimal in its WQ-coset if and only if for each simple root
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α in Φ+M , we have wα > 0. By definition, the standard maximal parabolic subgroup
P = LU is defined so that the simple roots in Φ+L are exactly the simple roots α with
wα > 0. Hence w is minimal in its left WP -coset. Moreover, w is minimal in its left
WQ-coset if and only if the simple roots in Φ
+
M are a subset of the simple roots of Φ
+
L ,
which occurs if and only if Q ⊂ P . 
Corollary 4.13. Let w ∈ W . If P is the standard Xw-maximal (resp. Xw-maximal)
parabolic determined by w, then XP = G/P is the smallest flag variety such that X
w
(resp. Xw) is the inverse image of X
w
P (resp. Xw,P ) under the projection G/B → G/P .
More precisely, if Xw (resp. Xw) is the inverse image of X
w
Q (resp. Xw is the inverse
image of Xw,Q) under the map G/B → G/Q, then Q ⊂ P , so G/B → G/Q → G/P ,
and the inverse image of XwP (resp. Xw,P ) in G/Q is X
w
Q (resp. Xw,Q).
Proof. We prove the assertions for Xw; the proof for Xw is similar. If X
w is the inverse
image of XwQ , Proposition 4.5 implies that w is minimal in its left WQ-coset, and then
Proposition 4.12 implies that Q ⊂ P . Finally, consider the projections
G/B
f
→ G/Q
g
→ G/P.
Since g−1(XwP ) is closed, U
−-stable, and irreducible, it is a Schubert variety XuQ for
some u ∈W which is minimal in its leftWQ-coset. By Proposition 4.5, f
−1(XuQ) = X
u;
but f−1(XuQ) = f
−1(g−1(XwP )) = X
w. Hence u = w, so g−1(XwP ) = X
w
Q , as desired. 
5. Slices to Schubert varieties
In this section we construct slices to Schubert varieties at T -fixed points. The slices
here are closely related to the Kazhdan-Lusztig varieties used in [KL79]. However, we
wish the slices we construct to be as small as possible, since the cominuscule condition
is more easily satisfied for smaller slices. Moreover, given a projection π : G/B → G/P ,
if Xw = π−1(XwP ) (with w minimal in its left WP -coset), and x ≥ w, all the points
xB as x runs over a fixed WP -coset have isomorphic neighborhoods in X
w, but the
Kazhdan-Lusztig varieties have different dimensions (see equations (5.11) and (5.12)).
For these reasons, the slices we define are slightly different: in fact, the slices for Xw are
isomorphic to Kazhdan-Lusztig varieties for XwP , where P is the standard X
w-maximal
parabolic. In fact, if x ≥ w and x is also minimal in its left WP -coset, then by [Knu09,
Section 7.3], the Kazhdan-Lusztig varieties for Xw at xB andXwP at xP are isomorphic,
so the slices we use are the same as the Kazhdan-Lusztig varieties. See Remarks 5.5
and 5.6 for a more detailed discussion. We have included proofs of some known results
for completeness and the convenience of the reader.
5.1. Preliminary facts. Suppose H is a linear algebraic group acting on a scheme Z.
A subscheme Y of Z is called a slice to Z at z if Y contains z and the action map gives
an isomorphism from H × Y → Z0, where Z0 is an open neighborhood of z in Y . If a
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torus T acts on H,Y,Z, and Z0, and the action map is T -equivariant, then the slice is
called T -equivariant.
We begin with a lemma about slices. This lemma is known (cf. the proof of [Bri05,
Prop. 1.3.5]); for completeness, we give here an explicit statement and proof. This
lemma is easy to prove on the level of closed points of schemes. To obtain a scheme-
theoretic result, we use the functor of points of a scheme, some facts about which we
now recall (see [EH00] and [GW10] for more details.) As always, we work with schemes
over F, and all products are fibered over Spec(F). For any schemes X and A, the set
of A-valued points of X is X(A) = Mor(A,X). If Y is a closed subscheme of X, then
Y (A) is a subset of X(A). If H is an algebraic group, then the set H(A) is a group,
and if H acts on a scheme Z, then the group H(A) acts on the set Z(A).
Lemma 5.1. Let H be a linear algebraic group, and X a scheme. Let H act on
the product H × X by left multiplication on the first factor. Any H-invariant closed
subscheme Z of H × X is of the form Z = H × Y , where Y is the closed subscheme
({e} ×X) ∩ Z of {e} ×X (which we identify with X).
Proof. Let (α, β) : Z → H ×X denote the inclusion morphism. By definition, {e} × Y
is a closed subscheme of Z. We claim that the closed embedding H × Y → H × X
factors as
H × Y
f
→ Z
(α,β)
−→ H ×X.
Indeed, since {e} × Y is a closed subscheme of Z, and Z is stable under the action of
H, the action map H × ({e} × Y )→ H ×X factors through Z. Since this map is just
the map of forgetting the middle factor of {e}, the claim follows.
By definition, (α, β) is an element of (H ×X)(Z) = H(Z)×X(Z). In fact, (α, β) is
in the subset Z(Z) of (H ×X)(Z). Since Z is invariant under H, the subset Z(Z) is
invariant under the group H(Z).
We next claim that (α, β) is in the subset (H×Y )(Z) of (H×X)(Z). Equivalently, β
is in the subset Y (Z) of X(Z). To see this, let α′ ∈ H(Z) be the inverse of the element
α in the group H(Z), and let eZ be the identity element of H(Z). By H(Z)-invariance
of Z(Z), α′ · (α, β) = (eZ , β) is in Z(Z). On the other hand, (eZ , β) is in ({e}×X)(Z).
We conclude that (eZ , β) is in ({e} × Y )(Z), so β is in Y (Z), as claimed. Note that
this claim shows that the closed embedding (α, β) : Z → H ×X factors as
Z
g
→ H × Y
γ
→ H ×X.
By the first claim, (α, β) ◦ f = γ, and by the second claim, γ ◦ g = (α, β), so the
following diagram commutes.
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H ×X
H × Y Z
γ
f
(α, β)
g
In general, if M1 and M2 are closed subschemes of M such that each embedding ik :
Mk →M factors as
Mk →Mj
ij
→M,
then M1 = M2 as subschemes of M . To see this, we can assume M = SpecA, and
then Mk = SpecA/Ik. The factorizations of the embeddings ik imply that I1 ⊆ I2
and I2 ⊆ I1, so I1 = I2. Applying this observation with M1 = H × Y , M2 = Z, and
M = H ×X, proves the lemma. 
The preceding lemma implies that the action map gives an isomorphism H×Y → Z.
We will refer to Y as a slice to Z.
Lemma 5.2. Let G be a linear algebraic group, T a torus in G, and U a connected
unipotent subgroup of G normalized by T . Assume that T has no nonzero weights on
u, and that no two of the weights of T on u are multiples of each other. Suppose that
U1, U2, . . . , Un are closed subgroups of U , each normalized by T , such that as represen-
tations of T ,
u = u1 ⊕ u2 ⊕ · · · un.
Then the product map
U1 × U2 × · · · × Un → U
(u1, u2, . . . , un) → u1u2 · · · un
is an T -equivariant isomorphism of varieties.
Proof. Let α be a weight of T on u, and uα the corresponding weight subspace of u.
The corresponding root subgroup Uα is a 1-dimensional unipotent subgroup of U which
is isomorphic as a T -variety to uα (see [Spr09, Prop. 8.1.1]). By [Spr09, Lemma 8.2.2],
if V is any closed subgroup of U normalized by T , and α1, . . . , αk are the weights of T
on v, then the product map
∏i
i=1 Uαi → V is an isomorphism of varieties.
Let αij be the weights of T on ui, and consider the maps∏
Uα1j ×
∏
Uα2j × · · · ×
∏
Uαnj −→ U1 × U2 × · · · × Un −→ U. (5.1)
By the preceding paragraph, the first map and the composition of the two maps are
isomorphisms; therefore the second map is an isomorphism as well. 
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Remark 5.3. As a T -variety, a root subgroup Uα is isomorphic to its Lie algebra uα.
Hence, under the hypotheses of Lemma 5.2, (5.1) yields an isomorphism of U with its
Lie algebra u such that each subgroup Ui corresponds to the subspace ui.
5.2. Slices in generalized flag varieties. In this section, we construct slices to
Schubert varieties in generalized flag varieties of the form G/Q. The most important
cases for us will be the case where Q = B, and the case where Q is Xw-maximal or
Xw-maximal for some w ∈W .
In considering Schubert varieties XwQ (resp. Xw,Q), we may assume without loss of
generality that w is minimal (resp. maximal) in its left WQ-coset. By Proposition 4.12,
this implies that Q ⊂ P , where P is the standard Xw-maximal (resp. Xw-maximal)
parabolic subgroup. If Q = B, then WQ is trivial, so any w is both minimal and
maximal. In this case, following our usual convention, we may omit the subscript Q
and simply write Xw and Xw. We follow a similar convention for the slices defined
below.
Let Q =MUQ be a standard parabolic subgroup with Levi subgroup M and unipo-
tent radical UQ. We will frequently make use of the groups U
−
Q and U
−
M defined in
Section 4. Note that if Q = B = TU then U−Q = U
− and U−M = {1}. Following the
notation of Section 4, if H is a subgroup of G normalized by T , and x ∈ W , we write
H(x) = xHx−1. (As usual, we use the same letter to denote both an element of W
and a representative in G.)
The map U−Q (x) → Cx,Q = U
−
Q (x) · xQ embeds U
−
Q (x) as an open subvariety of
G/Q. Since the point xQ is T -fixed, this embedding is T -equivariant, where T acts
by conjugation on U−Q (x), and by left multiplication on Cx,Q. The intersections of
Cx,Q with Schubert varieties containing xQ give open neighborhoods of xQ in those
Schubert varieties. Via the identification of Cx,Q with U
−
Q (x) [BL00, 4.4.4], left and
right multiplication give left and right actions of any subgroup of U−Q (x) on Cx,Q.
Suppose Q = MUQ ⊂ P = LUP are standard parabolic subgroups, and let π :
G/Q → G/P denote the projection. We have u−Q = u
−
P ⊕ (u
−
Q ∩ l), so by Lemma 5.2,
U−Q
∼= U−P × (U
−
Q ∩ L). Conjugating by x, we obtain U
−
Q (x) = U
−
P (x)× (U
−
Q ∩ L)(x).
We have T -equivariant isomorphisms
Cx,Q ∼= U
−
Q (x)
∼= U−P (x)× (U
−
Q ∩ L)(x)
∼= Cx,P × (U
−
Q ∩ L)(x). (5.2)
Since L(x) (and hence also (U−Q ∩ L)(x)) fixes the point xP , using (5.2), we see that
the projection π takes Cx,Q to Cx,P . Let ρ := π|Cx,Q . If Z is any subscheme of Cx,P ,
then under the identification given by (5.2),
ρ−1(Z) = Z × (U−Q ∩ L)(x). (5.3)
In particular, if w is minimal (resp. maximal) in its leftWP -coset, then since ρ
−1(XwP ∩
Cx,P ) = X
w
Q ∩ Cx,Q (resp. ρ
−1(Xw,P ∩ Cx,P ) = Xw,Q ∩ Cx,Q)), we see that under the
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identification given by (5.2),
XwQ ∩ Cx,Q = (X
w
P ∩ Cx,P )× (U
−
Q ∩ L)(x) (5.4)
Xw,Q ∩ Cx,Q = (Xw,P ∩Cx,P )× (U
−
Q ∩ L)(x). (5.5)
Definition 5.4. Let Q be a standard parabolic subgroup, and let w, x ∈W .
(1) Suppose w is minimal in its left WQ-coset, and suppose x ≥ w. Let P be the
Xw-maximal parabolic determined by w, so P ⊃ Q and U−P ⊂ U
−
Q . Define
Nwx,Q = [(U
−
P (x) ∩ U) · xQ] ∩X
w
Q .
(2) Suppose w is maximal in its left WQ-coset, and suppose x ≤ w. Let P be the
Xw-maximal parabolic determined by w, so P ⊃ Q and U
−
P ⊂ U
−
Q . Define
NQw,x = [(U
−
P (x) ∩ U
−) · xQ] ∩Xw,Q.
If Q = B we may omit the subscript or superscript Q and write simply Nwx or Nw,x.
We show in Proposition 5.10 that the varieties defined in Definition 5.4 are slices to
Schubert varieties.
Remark 5.5. The slices to Schubert varieties in G/B defined by Kazhdan and Lusztig
(see [KL79, Lemma A.4], cf. [LY12, Section 2.1]) are the intersection of a Schubert
variety with the big cell of an opposite Schubert variety. In our notation, this amounts
to (in the case of Xw; similar remarks would apply for Xw) the intersection X
w ∩
X0x = X
w ∩ (U−(x) ∩ U) · xB. Let P be the standard Xw-maximal parabolic. If x
is minimal in its left WP -coset, then by Lemma 4.3, U
−(x) ∩ U = U−P (x) ∩ U , so the
Kazhdan-Lusztig variety Xw ∩ X0x coincides with N
w
x . In general, while we have a
containment Xw ∩ X0x ⊃ N
w
x , if x is not minimal in its left WP -coset, this is not an
equality. Indeed, by Remark 5.14 and Proposition 5.13, dimXw∩X0x = ℓ(x)−ℓ(w) and
dimNwx = ℓ(x)− |xΦ
−
L ∩ Φ
+| − ℓ(w), and |xΦ−L ∩ Φ
+| = 0 if and only if x is minimal.
Remark 5.6. The term Kazhdan-Lusztig variety is used in [Knu09, Section 7.3] in the
context of generalized flag varieties, that is, in the case where the Schubert variety
and opposite Schubert variety are in G/Q for some parabolic subgroup Q. Suppose
x ≥ w are elements of W . Knutson observes that if x ≥ w are elements of W which are
both minimal in their left WQ-cosets, then the Kazhdan-Lusztig varieties X
w ∩X0x and
XwQ∩X
0
x,Q are isomorphic. Suppose P is the standardX
w-maximal parabolic subgroup.
By definition, the slice Nwx,P is a Kazhdan-Lusztig variety in XP . If x is minimal in
its left WP -coset, then by Remark 5.5, N
w
x is a Kazhdan-Lusztig variety, so Knutson’s
observation implies that Nwx
∼= Nwx,P . If x is not minimal in its left WP -coset, then N
w
x
is not a Kazhdan-Lusztig variety in X, but Nwx,P is a Kazhdan-Lusztig variety in XP
(since Nwx,P depends only on the left WP -coset of x), and Proposition 5.11 implies that
the isomorphism Nwx
∼= Nwx,P still holds. This is one motivation for using N
w
x instead
of the Kazhdan-Lusztig variety Xw ∩X0x.
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Remark 5.7. The definition of the slice only depends on the point xQ and not on
the particular element x ∈ W . The reason is that if xQ = yQ, then xWQ = yWQ.
Since Q ⊂ P (for P as in Definition 5.4), we have xWP = yWP . By Lemma 4.2,
U−P (x) = U
−
P (y), which implies our assertion.
Remark 5.8. We will see in Proposition 5.11 below that the slice Nwx,Q (resp. N
Q
w,x)
only depends on w and x, and not on the particular parabolic Q, provided of course
that w is minimal (resp. maximal) in its left WQ-coset. The reason is that if P is the
standard Xw-maximal (resp. Xw-maximal) parabolic, then N
w
x,Q is isomorphic to N
w
x,P
(resp. NQw,x is isomorphic to N Pw,x). For this reason, in subsequent sections, we will
often focus on the case where the parabolic is B (that is, the case where the slices
are in G/B); these slices we denote simply by Nwx or Nw,x. However, we may write
Nwx,Q or N
Q
w,x if we wish to remind the reader that the ambient flag variety is G/Q.
Note that by the previous remark and Corollary 5.12, if P is the standard Xw-maximal
(resp.Xw-maximal) parabolic, then N
w
x (resp. Nw,x) only depends on the leftWP -coset
of x.
Remark 5.9. For later use, note that the definition of Nwx,Q we could intersect with
XwQ ∩ Cx,Q instead of just X
w
Q , since (U
−
P (x) ∩ U) · xQ is contained in Cx,Q. A similar
remark applies to NQw,x.
By Proposition 5.10 below, Nwx,Q and N
Q
w,x are slices of the Schubert varieties XwQ
and XQw (respectively) at xQ. The slices are T -stable subschemes of G/Q, since each
is the intersection of two T -stable subvarieties of G/Q.
Suppose H1 and H2 are subgroups of U
−
Q (x). We will call the left action of H1×H2
on Cx,Q = U
−
Q (x) · xQ defined by the formula
(h1, h2) · uxQ = (h1uh
−1
2 )xQ.
the two-side action. If H1 and H2 are stable under conjugation by T , then T acts on
the product (H1 ×H2)× Cx (since it acts on each factor), and then the action map
(H1 ×H2)× Cx,Q → Cx,Q
is T -equivariant.
By [Bri05, Prop. 1.3.5], the Kazhdan-Lusztig varieties are slices to Schubert varieties.
Precisely, Brion shows that if x ≤ w, there is an isomorphism
(U−(x) ∩ U)× (Xw ∩X
x
0 )→ X
w ∩Cx. (5.6)
By a similar argument, one can show that if x ≥ w, then there is an isomorphism
(U−(x) ∩ U−)× (Xw ∩X0x)→ X
w ∩Cx. (5.7)
The next proposition is analogous to [Bri05, Prop. 1.3.5], and has a similar proof. It
shows that the varieties defined in Definition 5.4 are also slices to Schubert varieties.
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Proposition 5.10. Let w ∈W .
(1) Suppose w is minimal in its left WQ-coset. Let P = LUP be the X
w-maximal
parabolic subgroup determined by w. Suppose x ≥ w. The action map gives a T -
equivariant isomorphism
[(U−P (x) ∩ U
−)× (U−Q ∩ L)(x)]×N
w
x → X
w
Q ∩ Cx,Q, (5.8)
where the action is the two-side action.
(2) Suppose w is minimal in its left WQ-coset. Let P = LUP be the Xw-maximal
parabolic subgroup determined by w. Suppose x ≤ w. The action map gives a T -
equivariant isomorphism
[(U−P (x) ∩ U)× (U
−
Q ∩ L)(x)]×Nw,x → Xw,Q ∩ Cx, (5.9)
where the action is the two-side action.
Proof. We only give the proof of (1), since the proof of (2) is similar. By the remarks
preceding the proposition, the map (5.8) is T -equivariant. We must prove that this
map is an isomorphism. We can decompose u−P (x) = (u
−
P (x) ∩ u
−) ⊕ (u−P (x) ∩ u), and
hence U−P (x)
∼= (U−P (x)∩U
−)× (U−P (x)∩U). Combining this with (5.2), we obtain an
isomorphism
(U−P (x) ∩ U
−)× (U−P (x) ∩ U)× (U
−
Q ∩ L)(x)→ U
−
Q (x)
∼= Cx,Q. (5.10)
Since Cx,Q is stable under the left action of U
−
P (x) (as U
−
P (x) ⊂ U
−
Q (x)), and X
w
Q
is stable under the left action of U−, XwQ ∩ Cx,Q is stable under the left action of
U−P (x) ∩ U
−. Also, (5.4) implies that XwQ ∩ Cx,Q is stable under the right action of
(U−Q ∩ L)(x). We conclude that X
w
Q ∩ Cx,Q is stable under the two-side action of
H = (U−P (x) ∩ U
−)× (U−Q ∩ L)(x) on Cx,Q.
Applying Lemma 5.1 with H as above, Z = XwQ∩Cx,Q, and Y = (U
−
P (x)∩U)·xQ, we
see that under the identification (5.10), the embedding XwQ ∩Cx,Q ⊂ Cx,Q corresponds
to the embedding
(U−P (x) ∩ U
−)×Nwx × (U
−
Q ∩ L)(x) ⊂ (U
−
P (x) ∩ U
−)× (U−P (x) ∩ U)× (U
−
Q ∩ L)(x).
This proves (1). 
Proposition 5.11. Suppose w is minimal (resp. maximal) in its left WQ-coset. Let
P = LUP be the X
w-maximal (resp. Xw-maximal) parabolic subgroup determined by w.
Suppose x ≥ w (resp. x ≤ w). Under the identification of Cx,Q with Cx,P ×(U
−
Q ∩L)(x)
from (5.2), we have
Nwx,Q = N
w
x,P × {1}
(resp.
NQw,x = N
P
w,x × {1}.)
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Proof. We prove the assertions in the case where w is minimal; the case where w
is maximal is similar. As noted above, under the identification (5.2) of Cx,Q with
Cx,P × (U
−
Q ∩ L)(x), we have
XwQ ∩ Cx,Q = (X
w
P ∩ Cx,P )× (U
−
Q ∩ L)(x)
(see (5.4)). Also, under the identification (5.2), we have
(U−P (x) ∩ U) · xQ = ((U
−
P (x) ∩ U) · xP )× {1}.
Therefore, under the identification (5.2), the slice
Nwx,Q := [(U
−
P (x) ∩ U) · xQ] ∩X
w
Q
corresponds to
[((U−P (x) ∩ U) · xP )× {1}] ∩ [(X
w
P ∩ Cx,P )× (U
−
Q ∩ L)(x)] = N
w
x,P × {1}.
This proves the result. 
As noted in Remark 5.8, the preceding proposition implies that up to isomorphism,
the slices Nwx,Q (resp. N
Q
w,x) are independent of the parabolic Q, provided that w is
minimal (resp. maximal) in its left WQ-coset. Hence, as in the next corollary, we will
frequently only consider the slices Nwx and Nw,x in G/B.
Corollary 5.12. Let w ∈ W and let P be the standard Xw-maximal (resp. Xw-
maximal) parabolic subgroup. Suppose x ≥ w, y ≥ w (resp. x ≤ w, y ≤ w). If x
and y are in the same left WP -coset, then N
w
x
∼= Nwy (resp. Nw,x
∼= Nw,y).
Proof. We prove the corollary in the case of Xw; the case of Xw is similar. Since
xWP = yWP , we have xP = yP in G/P . Thus, N
w
x,P and N
w
y,P are actually equal
(not merely isomorphic). By Proposition 5.11, Nwx and N
w
y are each isomorphic to
Nwx,P = N
w
y,P . The result follows. 
The next proposition gives the dimensions of the slices Nwx and Nw,x. Observe that if
x is minimal (resp. maximal) in its left WP -coset, then N
w
x (resp. Nw,x) is a Kazhdan-
Lusztig variety, by Remark 5.5. In this case, |xΦ−L ∩ Φ
+| = 0 (resp. |xΦ−L ∩ Φ
−| = 0),
and the formulas of Proposition 5.13 coincide with the formulas in Remark 5.14 for the
dimensions of the Kazhdan-Lusztig varieties.
Proposition 5.13. (1) Suppose x ≥ w. Let P be the standard Xw-maximal parabolic.
Then
dimNwx = ℓ(x)− |xΦ
−
L ∩ Φ
+| − ℓ(w).
If yWP = xWP , then dimN
w
x = dimN
w
y .
(2) Suppose x ≤ w. Let P be the standard Xw-maximal parabolic. Then
dimNw,x = ℓ(w) − |xΦ
−
L ∩Φ
−| − ℓ(x).
If yWP = xWP , then dimNw,x = dimNw,y.
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Proof. We prove (1). The proof of (2) is similar; we omit the details. LetN = dimG/B.
By (5.8), with Q = B, we have
(U−P (x) ∩ U
−)× U−L (x)×N
w
x
∼= Xw ∩ Cx.
By Lemma 5.2, U−L (x)
∼= (U−L (x)∩U
−)× (U−L (x)∩U
+) and (U−P (x)∩U
−)× (U−L (x)∩
U−) ∼= U−(x) ∩ U−. Thus
(U−(x) ∩ U−)× (U−L (x) ∩ U
+)×Nwx
∼= Xw ∩ Cx.
Taking dimensions, we obtain
(N − ℓ(x)) + |xΦ−L ∩ Φ
+|+ dimNwx = N − ℓ(w),
from which the first assertion of (1) follows. The second assertion holds because by
Corollary 5.12, if xWP = yWP , then N
w
x
∼= Nwy . 
Remark 5.14. The dimensions of the Kazhdan-Lusztig varieties are known; indeed, they
easily follow from the fact that they are slices. If x ≥ w, then equation (5.7) implies
dim(Xw ∩X0x) = ℓ(x)− ℓ(w), (5.11)
since (with N = dimG/B), dim(U−(x) ∩ U−) = N − ℓ(x) and dimXw = N − ℓ(w).
Similarly, if x ≤ w, then equation (5.6) implies that
dim(Xw ∩X
x
0 ) = ℓ(w)− ℓ(x), (5.12)
since dim(U−(x) ∩ U) = |xΦ− ∩ Φ+| = ℓ(x), and dimXw = ℓ(x). Suppose that x ≥ w
and P is the standard Xw-maximal parabolic. Even if xWP = yWP , the dimensions of
the Kazhdan-Lusztig varieties Xw∩X0x andX
w∩X0y need not be equal. In contrast, the
slices Nwx and N
w
y are isomorphic. The situation is similar for the opposite Kazhdan-
Lusztig varieties and slices.
The results of this section make it straightforward to describe the sets of weights
Φ(TxB(N
w
x )) and Φ(TxB(Nw,x)) in terms of the corresponding sets Φ(TxB(X
w)) and
Φ(TxB(Xw)). We give these descriptions in Proposition 6.16, after we have introduced
some more notation. These descriptions are useful because they give us a way to
determine if a point is cominuscule, at least in the case of classical groups, where the
sets Φ(TxB(X
w)) and Φ(TxB(Xw)) were described by Lakshmibai and Seshadri [LS84]
for type A and by Lakshmibai [Lak95] [Lak00a] [Lak00b] for all classical types (see also
[BL00, Chapter 5]).
6. Cominuscule points of Schubert varieties
6.1. Cominuscule points. The definition of generalized cominuscule points allows
for arbitrary slices N . For Schubert varieties, it is convenient to introduce a definition
which refers to the particular slices Nwx and Nw,x. Since by Proposition 5.11, N
w
x
∼=
Nwx,Q (resp.Nw,x
∼= N
Q
w,x) for any standard parabolic subgroupQ such that w is minimal
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(resp. maximal) in its left WQ-coset, this definition applies to slices in any generalized
flag variety.
Definition 6.1. Suppose w and x are elements of w and x ≥ w (resp. x ≤ w). We will
say that x is cominuscule in Xw (resp. x is cominuscule in Xw) if there exists a rational
v ∈ t such that for all α in Φ(TxBN
w
x ) (resp. α ∈ Φ(TxBNw,x)), we have α(v) = −1. In
this case, for any standard parabolic subgroupQ such that w is minimal (resp. maximal)
in its left WQ-coset, we say that xQ is a cominuscule point of X
w
Q (resp. Xw,Q).
Remark 6.2. Suppose w and x are elements of w and x ≥ w (resp. x ≤ w). The
following conditions are equivalent:
(1) x is cominuscule in Xw (resp. in Xw)
(2) For all standard parabolic subgroups Q such that w is minimal (resp. maximal)
in its left WQ-coset, xQ is a cominuscule point of X
w
Q (resp. Xw,Q).
(3) For some standard parabolic subgroup Q such that w is minimal (resp. maximal)
in its left WQ-coset, xQ is a cominuscule point of X
w
Q (resp. Xw,Q).
The conditions are equivalent because the slices Nwx,Q (resp. N
Q
w,x) are independent
of the parabolic Q, provided that w is minimal (resp. maximal) in its left WQ-coset.
Remark 6.3. As in Remark 3.5, the condition that v be rational is not a genuine
restriction. If the condition α(v) = −1 is satisfied for all weights α on the tangent
space to the normal slice, by Lemma 2.4, we can (if necessary) replace v by a rational
element v′ satisfying the condition α(v′) for all weights α on the tangent space to the
normal slice.
As an immediate consequence of Corollary 5.12, we have the following.
Corollary 6.4. Let w ∈W and let P be the standard Xw-maximal (resp. Xw-maximal)
parabolic subgroup. Suppose that x ≥ w (resp. x ≤ w). Then x is cominuscule in Xw
(resp. x is cominuscule in Xw) if and only if for all y ∈ xWP , y is cominuscule in X
w
(resp. y is cominuscule in Xw). 
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Example 6.5. We give some examples of cominuscule and non-cominuscule points.
(1) If w = 1, then Xw = X, and the standard Xw-maximal parabolic is P = G. In
this case, U−P = {1}. Thus for any x ∈W , N
1
x is a point, so xB is a cominuscule point
in X1.
(2) If Y ⊂ X = G/B is the inverse image of a Schubert variety in a cominuscule
flag variety, then any T -fixed point in Y is a cominuscule point of Y . (See Proposition
6.8.)
(3) If x is a cominuscule element of W , then xB is a cominuscule point in any
Xw containing it. In type An−1, the Weyl group is the symmetric group Sn, and the
cominuscule elements are the 321-avoiding permutations. (See Section 6.6.)
(4) The point wB is cominuscule in Xw. (See Proposition 6.7.)
(5) See Section 7 for some examples not of the above types. The Schubert variety
considered in Sections 7.2 and 7.3 provides an example of a Schubert variety which
contains both cominuscule and non-cominuscule T -fixed points.
By the next proposition, the definition of cominuscule points is compatible with our
earlier definition of generalized cominuscule points.
Proposition 6.6. Suppose w and x are elements of W and x ≥ w (resp. x ≤ w). Let Q
be a standard parabolic subgroup of G, and suppose that w is minimal (resp. maximal)
in its left WQ-coset. If xQ is a cominuscule point of X
w
Q (resp. of Xw,Q), then xQ is
a generalized cominuscule point of XwQ (resp. Xw,Q).
Proof. Since Nwx
∼= Nwx,Q and Nw,x
∼= N
Q
w,x, this follows immediately from Proposition
5.10 and the definitions of generalized cominuscule point and cominuscule point. 
The next proposition shows that every Schubert variety has at least one cominuscule
point.
Proposition 6.7. The element w is cominuscule in Xw (resp. Xw).
Proof. The cell Cw is U
−(w) ∩ wB. By Lemma 5.2, we have
U− = (U−(w) ∩ U−)× (U(w) ∩ U−).
The second factor is the stabilizer in U− of wB, so the open cell in Xw is
Xw0 = U
− · wB = (U−(w) ∩ U−) · wB.
Since this is a closed subset of Cw, it equals X
w ∩ Cw. The slice at wB is
Nww = (X
w ∩ Cw) ∩ [(U
−
P (w) ∩ U) · wB],
where P is the standardXw-maximal parabolic. The groups U−P (w)∩U and U
−(w)∩U−
are subgroups of U−(w) whose intersection is {1}, so
Nww = [(U
−
P (w) ∩ U) · wB] ∩ [(U
−(w) ∩ U−) · wB] = {wB}.
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Since Nww is a single point, the cominuscule condition is satisfied, and hence w is
cominuscule in Xw. This proves the proposition for Xw. The proof for Xw proceeds
similarly by showing that Nw,w = {wB}; we omit the details. 
We now show that Schubert varieties in cominuscule flag varieties give rise to points
which are cominuscule in our sense. We begin by recalling the definition of cominuscule
flag varieties. Suppose that P = LU is a maximal standard parabolic subgroup; then
there is a unique simple root β which is not in ΦL. The parabolic subgroup P and the
corresponding flag variety G/P are said to be of cominuscule type if the simple root β
appears with coefficient equal to 1 when the highest root is written as a sum of simple
roots. In this case, it is known that for any x ∈ W there exists an element v ∈ t such
that for any α ∈ Φ(TxP (G/P )), α(v) = −1 (one reference is [GK15, Prop. 2.9]).
Proposition 6.8. Suppose P is a standard parabolic subgroup of cominuscule type, and
x is minimal (resp. maximal) in its left WP -coset. Then for any w ≤ x (resp. w ≥ x),
x is cominuscule in Xw (resp. Xw).
Proof. The tangent space TxP (N
w
x,P ) (resp. TxP (N
P
w,x)) is a subspace of TxP (G/P ), so
the cominuscule condition on the tangent space of the normal slice holds because it
holds for TxP (G/P ). 
6.2. Hilbert series and multiplicity formulas at cominuscule points. The main
result of this section is Theorem 6.14, which gives formulas for the Hilbert series and
multiplicity at cominuscule points of Schubert varieties. This result is a straightforward
consequence of the corresponding result for generalized cominuscule points, Theorem
3.10. As observed in Remark 4.9, the pullbacks of Schubert classes on generalized flag
varieties can be computed using the corresponding pullbacks on the full flag variety.
Similarly, the following result shows that to give formulas for Hilbert series and mul-
tiplicity on generalized flag varieties, it suffices to consider the case of the full flag
variety.
Proposition 6.9. Let P be a standard parabolic subgroup, and suppose w is minimal
(resp. maximal) in its left WP -coset. Suppose x ≥ w (resp. x ≤ w). Let d = dimG/B−
dimG/P = |Φ+L |. Then
H(XwP , xP ) = (1− t)
dH(Xw, xB) and mult(XwP , xP ) = mult(X
w, xB)
(resp.
H(Xw,P , xP ) = (1− t)
dH(Xw, xB) and mult(Xw,P , xP ) = mult(Xw, xB)).
Proof. We give the proof if w is minimal; the case where w is maximal is similar. In
this case, (5.4) yields
Xw ∩ Cx ∼= (X
w
P ∩ Cx,P )× U
−
L (x).
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The group U−L (x) is isomorphic to affine space of dimension d, so H(U
−
L (x), e) =
1
(1−t)d
,
and mult(U−L (x), e) = 1. The result now follows immediately from Proposition 2.3. 
To simplify the notation, we will write simplyH(Xw, x) forH(Xw, xB) and mult(Xw, x)
for mult(Xw, xB), with similar notation for Xw.
Before stating the Hilbert series and multiplicity formulas, we recall some back-
ground. Given y ∈W , the inversion set I(y) is by definition
I(y) = {α ∈ Φ+ | yα ∈ Φ−} = Φ+ ∩ y−1Φ−. (6.1)
For later use, note that we can also define a corresponding inversion set of coroots:
I∨(y) = {α∨ ∈ (Φ∨)+ | yα∨ ∈ (Φ∨)−} = {α∨ ∈ (Φ∨)+ | α ∈ I(y)}. (6.2)
The set of weights of the tangent space to a slice is contained in the set Φ(TxBX) =
xΦ− of weights of TxBX. The statement of Theorem 6.14 uses the following two subsets
of xΦ−.
Definition 6.10. Define
Downx = {α ∈ xΦ
− | sαx < x}, Upx = {α ∈ xΦ
− | sαx > x}. (6.3)
More generally, if P = LUP is a standard parabolic subgroup, define
Downx,P = {α ∈ xΦ(u
−
P ) | sαx < x}, Downx,L = {α ∈ xΦ
−
L | sαx < x}, (6.4)
so Downx = Downx,P ∪Downx,L. Similarly, define
UpPx = {α ∈ xΦ(u
−
P ) | sαx > x}, Up
L
x = {α ∈ xΦ
−
L | sαx > x}, (6.5)
so Upx = Up
P
x ∪Up
L
x .
Remark 6.11. The sets Downx and Upx, as well as the sets Down
w
x and Upw,x from
Definition 6.17 below, are closely related to the sets defined in [BG03, Def. 4.1]. For
example, [BG03] defined Ux as the set of α ∈ Φ
+ such that x < xsα. Since xsα = sxαx,
we see that α ∈ Ux if and only if −xα ∈ Upx, so Upx = −xUx. Similarly, Upw,x =
−xMwx .
The next proposition gives an alternative description of the sets from Definition 6.10.
Proposition 6.12. We have
Downx = Φ
+ ∩ xΦ− = I(x−1), Upx = Φ
− ∩ xΦ− = w0I((w0x)
−1). (6.6)
Hence
Downx,P = Φ
+ ∩ xΦ(u−P ), Downx,L = Φ
+ ∩ xΦ−L
and
UpPx = Φ
− ∩ xΦ(u−P ), Up
L
x = Φ
− ∩ xΦ−L .
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Proof. If α ∈ Φ+, then xsα > x if xα > 0, and xsα < x if xα < 0 (see Section 4.1).
Thus, for any root α, we have xsα > x if and only if xα has the same sign (i.e., positive
or negative) as α. This implies that sαx > x if and only if x
−1α has the same sign as
α (since sαx > x iff x
−1sα > x
−1).
Suppose now that α ∈ xΦ−; this is equivalent to the statement x−1α < 0. The
preceding paragraph implies that sαx > x iff α < 0, and sαx < x iff α > 0. Hence
Downx = Φ
+∩xΦ−, and by definition of inversion sets, this is equal to I(x−1). Similarly,
Upx = Φ
− ∩ xΦ−. We can rewrite the right-hand side as
w0w0(Φ
− ∩ xΦ−) = w0(Φ
+ ∩ w0xΦ
−) = w0I((w0x)
−1).
This proves (6.6). The formulas for Downx,P and Up
P
x follow from this equation and
the definitions, since Φ− = Φ(u−P ) ∪Φ
−
L . 
Corollary 6.13. The element x ∈W is minimal (resp. maximal) in its left WP -coset
if and only if Downx = Downx,P and Downx,L is empty (resp. Upx = Up
P
x and Up
L
x is
empty).
Proof. Observe that Φ− = Φ(u−P ) ∪ Φ
−
L . By Proposition 6.12, Downx = Downx,P and
Downx,L is empty if and only if xΦ
−
L ⊂ Φ
− (resp. Upx = Up
P
x if and only if xΦ
−
L ⊂ Φ
+).
By the discussion in Section 4.1, this happens if and only if x is minimal (resp. maximal)
in its left WP -coset. 
Theorem 6.14. Let N = dimG/B = |Φ+|. Let w ∈W .
(1) Suppose x is cominuscule in Xw. Let v be as in Definition 6.1. Let P = LU
be the standard Xw-maximal parabolic subgroup, and let d′ = N − ℓ(x) + |xΦ−L ∩ Φ
+|.
Then
H(Xw, x) =
1
(1− t)d′
evv
( i∗x[OXw ]∏
α∈Downx,P
(1− e−α)
)
(6.7)
mult(Xw, x) = ev−v
( i∗x[Xw]∏
α∈Downx,P
α
)
. (6.8)
Note that if x is minimal in its left WP -coset, then d
′ = N − ℓ(x) and Downx,P =
Downx.
(2) Suppose x is cominuscule in Xw. Let v be as in Definition 6.1. Let P = LU be
the standard Xw-maximal parabolic subgroup, and let d
′ = ℓ(x) + |xΦ−L ∩ Φ
−|. Then
H(Xw, x) =
1
(1− t)d′
evv
( i∗x[OXw ]∏
α∈UpPx
(1 − e−α)
)
(6.9)
mult(Xw, x) = ev−v
( i∗x[Xw]∏
α∈UpPx
α
)
. (6.10)
Note that if x is maximal in its left WP -coset, then d
′ = ℓ(x) and UpPx = Upx.
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Proof. (1) We apply Theorem 3.10, with V ′ = (u−P (x) ∩ u
−) ⊕ u−L (x), V = u
−
P (x) ∩ u,
and N = Nwx . It suffices to determine what each piece of the formulas of Theorem 3.10
corresponds to in our setting. We have
Φ(V ) = Φ(u−P (x) ∩ u) = Φ
+ ∩ xΦ(u−P ) = Downx,P .
Thus,
λ−1(V
∗) =
∏
α∈Downx,P
(1− e−α), cTd (V ) =
∏
α∈Downx,P
α.
Also, d = dimV = ℓ(x) − |xΦ−L ∩ Φ
+| and d′ = N − d = N − ℓ(x) + |xΦ−L ∩ Φ
+|.
The Hilbert series and multiplicity formulas now follow from Theorem 3.10 by making
the appropriate substitutions. The final observation, concerning the case where x is
minimal, follows from Corollary 6.13 and its proof.
(2) The proof is similar to the proof of part (1), with V ′ = (u−P (x) ∩ u) ⊕ u
−
L (x),
V = u−P (x) ∩ u
−, and N = Nw,x. In this case d
′ = dimV ′ = ℓ(x) + |xΦ−L ∩ Φ
−|. The
remainder of the argument is omitted, since it is almost the same as the argument for
part (1). 
Remark 6.15. As noted in Remark 3.11, it may be necessary to cancel terms from the
numerator and denominator of (3.4) and (3.5) before performing the evaluations. We
show in [GK17] that in the setting of Schubert varieties, the necessary cancellations can
be explicitly described, so that the evaluation can be performed. In fact, it is shown in
[GK17] that the formulas can be evaluated without having to find v.
6.3. Tangent spaces to slices. The cominuscule condition is a condition on the sets
of weights Φ(TxBN
w
x ) (for x ≥ w) and Φ(TxBNw,x) (for x ≤ w). The next proposition,
which is a straightforward consequence of Proposition 5.10, describes these sets in
terms of Φ(TxBX
w) and Φ(TxBXw). These last two sets have been combinatorially
described by Lakshmibai and Seshadri [LS84] for type A and by Lakshmibai [Lak95]
[Lak00a] [Lak00b] for all classical types (see also [BL00, Chapter 5]). This gives a way
to determine whether a T -fixed point is cominuscule in a classical Schubert variety.
We give some applications in this paper; further combinatorial refinements appear in
[GK17].
Proposition 6.16. Let w ∈ W , and let P be the standard Xw-maximal (resp. Xw-
maximal) parabolic. If x ≥ w (resp. x ≤ w) then
Φ(TxBN
w
x ) = Φ(TxBX
w) \ (Upx ∪Downx,L) ⊆ Downx,P . (6.11)
(resp.
Φ(TxBNx,w) = Φ(TxBXw) \ (Downx ∪Up
L
x ) ⊆ Up
P
x .) (6.12)
Proof. Proposition 5.10 implies that as representations of T ,
TxBX
w = (u−P (x) ∩ u
−)⊕ u−L (x)⊕ TxBN
w
x .
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Therefore, using Proposition 6.12, we have
Φ(TxBX
w) = (xΦ(u−P ) ∩ Φ
−) ∪ xΦ−L ∪ Φ(TxBN
w
x )
= (xΦ− ∩ Φ−) ∪ (xΦ−L ∩ Φ
+) ∪ Φ(TxBN
w
x )
= Upx ∪ Downx,L ∪ Φ(TxBN
w
x ).
This implies the equality in (6.11). To show the inclusion in (6.11), observe that
TxBX
w ⊂ TxBX = xΦ
− = Upx ∪Downx = Upx ∪Downx,L ∪Downx,P ,
so
Φ(TxN
w
x ) = Φ(TxX
w) \ (Upx ∪Downx,L) ⊆ Downx,P ,
as desired. The proof of (6.12) is similar, and we omit it. 
6.4. Cominuscule points and tangent lines to invariant curves. The Zariski
tangent spaces to Schubert varieties, and hence the sets Φ(TxBN
w
x ) and Φ(TxBNw,x),
can be complicated to describe in types other than type A. However, we can easily
identify certain subsets of these sets, which in type A are the entire sets. This simplifies
the criterion for a point to be cominuscule in type A (see Corollary 6.21).
Definition 6.17. Let P be a parabolic subgroup. If x ≥ w, set
Downwx,P = {α ∈ Downx,P | sαx ≥ w}, Down
w
x,L = {α ∈ Downx,L | sαx ≥ w},
and set Downwx = Down
w
x,P ∪ Down
w
x,L. If x ≤ w, set
UpPw,x = {α ∈ Up
P
x | sαx ≤ w}, Up
L
w,x = {α ∈ Up
L
x | sαx ≤ w},
and set Upw,x = Up
P
w,x ∪ Up
L
w,x.
Remark 6.18. Suppose w is minimal in its left WP -coset. Then Down
w
x,L = Downx,L
by Lemma 4.1. Similarly, if w is maximal in its left WP -coset, then Up
w
x,L = Upx,L.
These observations appear implicitly in the proof of Corollary 6.21 below.
The next proposition, which essentially restates some results of Carrell and Peter-
son and of Lakshmibai and Seshadri, explains the geometric importance of these sets.
Suppose Y is a closed T -invariant subvariety Y ⊂ X containing xB. Let TExBY de-
note the subspace of the Zariski tangent space TxBY spanned by the tangent lines of
T -invariant curves in Y at xB.
Proposition 6.19. (1) If x ≥ w, then
Φ(TExBX
w) = Upx ∪Down
w
x . (6.13)
If x ≤ w, then
Φ(TExBXw) = Downx ∪Upw,x . (6.14)
(2) In type A, Φ(TxBX
w) = Φ(TExBX
w) (for x ≥ w) and Φ(TxBXw) = Φ(TExBXw)
(for x ≤ w).
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Proof. The equalities in (1) follow from the description of T -invariant curves in Schubert
varieties given, for example, in [CK03, Section 2], which we now recall. The closed T -
invariant curves in X through xB are of the form UαxB, where Uα is the root subgroup
corresponding to the root α, and x ≤ w, sαx ≤ w. Note that we may assume α ∈ xΦ
−,
since otherwise Uα fixes xB. The tangent space TxB(UαxB) has weight α.
By [CK03], the curve UαxB lies in Xw if and only if x ≤ w and sαx ≤ w. From this
one can deduce that UαxB lies in X
w if and only if x ≥ w and sαx ≥ w. The equalities
(6.13) and (6.14) are an immediate consequence. This proves part (1). If G is of type
A, then Lakshmibai and Seshadri [LS84] proved that the tangent space TxB(Xw) has
the description on the right hand side of (6.14), and from this one can deduce that
TxB(X
w) has the description on the right hand side of (6.13). Part (2) follows.

Remark 6.20. To deduce the results about invariant curves and tangent spaces for
the varieties Xw from the corresponding results for the varieties Xw (as was done in
the proof of the previous proposition), we can use the equality Xw = w0Xw0w. For
example, consider the assertion about T -invariant curves in Xw. We have UαxB ⊂ X
w
iff w0UαxB ⊂ Xw0w. But
w0UαxB = w0Uαw
−1
0 w0xB = Uw0αw0xB.
By [CK03], this is contained in Xw0w iff w0x ≤ w0w and sw0αw0x ≤ w0w. But
sw0αw0x = w0sαw
−1
0 w0x = w0sαx. We conclude that UαxB ⊂ X
w iff w0x ≤ w0w
and w0sαx ≤ w0w, or equivalently, x ≥ w and sαx ≥ w, as desired. The assertion
about tangent spaces can be verified similarly.
Corollary 6.21. (1) Let w ∈ W , and let P be the standard Xw-maximal (resp. Xw-
maximal) parabolic subgroup. Suppose x ≥ w (resp. x ≤ w). We have
Φ(TExBN
w
x ) = Down
w
x,P (6.15)
(resp.
Φ(TExBNw,x) = Up
P
w,x .) (6.16)
(2) If G is of type A, Φ(TxBN
w
x ) = Φ(TExBN
w
x ) (for x ≥ w) and Φ(TxBNw,x) =
Φ(TExBNw,x) (for x ≤ w).
Proof. (1) We prove (6.15). Suppose x ≥ w and let P be the standard Xw-maximal
parabolic subgroup. Suppose α ∈ xΦ−. We have UαxB ⊂ X
w ∩ Cx if and only if
UαxB ⊂ X
w, and by Proposition 6.19, this occurs if and only if α ∈ Upx ∪Down
w
x . The
curve UαxB lies in the cell (U
−
P (x)∩U) ·xB if and only if α ∈ xΦ(u
−
P )∩Φ
+ = Downx,P .
Hence, UαxB lies in N
w
x iff α is in the intersection of Upx ∪Down
w
x and Downx,P , which
equals Downwx,P . This proves (6.15); the proof of (6.16) is similar.
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(2) We consider the case of Xw. By Proposition 6.16 and Proposition 6.19,
Φ(TxBN
w
x ) = Φ(TxBX
w) \ (Upx ∪Downx,L)
= (Upx ∪Down
w
x ) \ (Upx ∪Downx,L)
= Downwx,P = Φ(TExBN
w
x ),
proving the assertion for Xw. (Here we have used the fact that because w is minimal
in its left WP -coset, Down
w
x,L = Downx,L, as noted in Remark 6.18.) The proof in the
case of Xw is similar. 
Corollary 6.22. Suppose G is of type A. Let w ∈ W , and suppose that P is the
standard Xw-maximal (resp. Xw-maximal) parabolic subgroup. If x ≥ w (resp. x ≤ w),
then x is cominuscule in Xw (resp. Xw) if and only if there exists v ∈ t such that for
all α ∈ Downwx,P (resp. α ∈ Up
P
w,x), we have α(v) = −1.
Proof. This follows from Corollary 6.21. 
6.5. Cominuscule points and inclusions of Schubert varieties. In this section
we use the criteria of Corollary 6.22 to show that in type A, a cominuscule point in
a Schubert variety is necessarily cominuscule in certain smaller Schubert varieties (see
Proposition 6.24). We begin with a statement relating the cominuscule property to the
Bruhat order.
Proposition 6.23. Let G be of type A. Suppose w, v, x ∈W .
(1) Suppose that w ≤ v ≤ x. Let P (resp. P ′) be the standard Xw-maximal
(resp. Xv-maximal) parabolic subgroup, and suppose P ⊂ P ′ (equivalently, suppose
v is minimal in its left WP -coset). If x is cominuscule in X
w, then x is cominuscule
in Xv.
(2) Suppose that w ≥ v ≥ x. Let P (resp. P ′) be the standard Xw-maximal
(resp. Xv-maximal) parabolic subgroup, and suppose P ⊂ P
′ (equivalently, suppose
v is maximal in its left WP -coset). If x is cominuscule in Xw, then x is cominuscule
in Xv.
Proof. (1) Since P ⊂ P ′, the reverse inclusion Φ(u−P ) ⊃ Φ(u
−
P ′) holds. Hence
Downwx,P ⊃ Down
v
x,P ⊃ Down
v
x,P ′ .
By Corollary 6.22, if x is cominuscule in Xw, then x is cominuscule in Xv.
(2) As in (1), the inclusion Φ(u−P ) ⊃ Φ(u
−
P ′) implies
UpPw,x ⊃ Up
P
v,x ⊃ Up
P ′
v,x,
and the result follows from Corollary 6.22. 
The more geometric formulation of this proposition is the following result.
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Proposition 6.24. Let G be of type A. Let w ∈W .
(1) Let P be the standard Xw-maximal parabolic subgroup. Let x ≥ w, and suppose
that xP is a cominuscule point of XwP . Suppose v is minimal in its left WP -coset and
that XvP ⊂ X
w
P . If xP ∈ X
v
P , then xP is a cominuscule point of X
v
P .
(2) Let P be the standard Xw-maximal parabolic subgroup. Let x ≤ w, and suppose
that xP is a cominuscule point of Xw,P . Suppose v is maximal in its left WP -coset and
that Xv,P ⊂ Xw,P . If xP ∈ Xv,P , then xP is a cominuscule point of Xv,P .
Proof. We prove (1); the proof of (2) is similar. The conditions that xP ∈ XvP and
XvP ⊂ X
w
P are equivalent to w ≤ v ≤ x. If P
′ is the standard Xv-maximal coset,
then since v is minimal in its left WP -coset, Proposition 4.12 implies that P ⊂ P
′. By
Proposition 6.23, x is cominuscule in Xv . Hence xP is a cominuscule point of XvP . 
We now define some posets associated to a standard parabolic subgroup P .
Definition 6.25. Let P be a standard parabolic subgroup ofG. Let MaxP (resp. MaxP )
denote the set of w ∈W such that P is the standard Xw-maximal (resp. Xw-maximal)
parabolic determined by w. For x ∈ W , let CominP (x) (resp. CominP (x)) denote the
set of w in MaxP (resp. MaxP ) such that x is cominuscule in X
w (resp. Xw).
The sets MaxP and MaxP correspond to Schubert varieties in G/B which are inverse
images of Schubert varieties in G/P , but are not inverse images of Schubert varieties
in any smaller flag variety.
Corollary 6.26. Let G be of type A.
(1) Let w, v ∈ MaxP and suppose that w ≤ v ≤ x. If w ∈ CominP (x), then
v ∈ CominP (x). In other words, CominP (x) is an upper order ideal in {w ∈ MaxP |
w ≤ x}.
(2) Let w, v ∈ MaxP and suppose that w ≥ v ≥ x. If w ∈ CominP (x), then v ∈
CominP (x). In other words, CominP (x) is a lower order ideal in {w ∈ MaxP | w ≥ x}.
Proof. This is the special case P = P ′ of Proposition 6.23. 
Remark 6.27. It is not necessarily true that if w ≤ v ≤ x and x is cominuscule in
Xw then x is cominuscule in Xv. Indeed, if this were true, then since any T -fixed
point is cominuscule in X1 by Proposition 6.7, it would follow that any T -fixed point
is cominuscule in any Schubert variety, but Section 7.3 provides an example where
this is not the case. The reason this can happen is that the standard Xw-maximal
parabolic subgroup may differ from the standard Xv-parabolic subgroup, and these
subgroups are part of the definition of cominuscule point. This explains the presence
of the parabolic subgroups P and P ′ in Proposition 6.23.
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6.6. Cominuscule elements of Weyl groups. Knutson observed that for a λ-cominuscule
element x of W , the torus action on the cell X0x = U · xB contains the natural dilation
action (see [Knu09, p. 25]), and therefore the ideal of Xw ∩X0x in X
0
x is homogeneous
with respect to the standard dilation action. It was noted in [LY12] this condition
implies that the Kazhdan-Lusztig ideal can be used to compute Hilbert series and
multiplicities. In the context of this paper, Knutson’s observation almost immediately
implies that x is cominuscule in any Xw with w ≤ x, and so we can express Hilbert
series and multiplicities in terms of pullbacks of Schubert classes. In fact, for such x,
the formulas simplify, and greatly resemble the formulas in the case of cominuscule flag
varieties given in [IN09, Prop. 12] and [GK15, Theorem 2.10] (see Theorem 6.32). We
briefly describe the situation.
Part (1) of Definition 6.28 is not the original definition of minuscule elements, but
is equivalent to it by [Ste01, Proposition 5.1].
Definition 6.28. (1) Let λ ∈ t∗. The element x ∈ W is λ-minuscule if for all α∨ ∈
I∨(w), we have λ(α∨) = −1. We say x is minuscule if it is λ-minuscule for some λ ∈ t∗.
(2) The element x ∈ W is cominuscule if it is minuscule for the dual root system.
Equivalently, there exists v ∈ t such that for all α ∈ I(x), we have α(v) = −1.
In this definition we have chosen the normalization α(v) = −1 because it is more
consistent with this paper, but it would be equivalent to use the condition α(v) = 1,
since we can replace v by its negative. More useful for us than the definition will be
parts (2) and (3) of the following proposition. In fact, (2) could be used as a definition of
cominuscule elements; the equivalent formulation in Definition 6.28 was chosen because
of its connection with the formulation of [Ste01].
Proposition 6.29. (1) The element x ∈ W is cominuscule if and only if x−1 is
cominuscule.
(2) The element x ∈W is cominuscule if and only if there exists v ∈ t such that for
all α ∈ Downx, we have α(v) = −1.
(3) The element w0x ∈ W is cominuscule if and only if there exists v ∈ t such that
for all α ∈ Upx, we have α(v) = −1.
Proof. Since I(x) = Φ+∩x−1Φ− and I(x−1) = Φ+∩xΦ−, we see that I(x−1) = −xI(x).
Hence v ∈ t satisfies the condition α(v) = −1 for all α ∈ I(x) if and only if −xv
satisfies the analogous condition for all α ∈ I(x−1). This proves (1). Part (2) follows
from part (1) and the fact that Downx = I(x
−1) by Proposition 6.12. We now prove
part (3). Suppose w0x is cominuscule. By part (1), so is (w0x)
−1, so there exists v′ ∈ t
such that α(v′) = −1 for all α ∈ I((w0x)
−1). Set v = w0v
′. By Proposition 6.12,
Upx = w0I((w0x)
−1), so α(v) = −1 for all α ∈ Upx. The converse follows by reversing
the argument: if there exists v ∈ t such that for all α ∈ Upx, we have α(v) = −1, then
set v′ = w0v. Then α(v
′) = −1 for all α ∈ I((w0x)
−1), so w0x is cominuscule. 
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The following proposition shows that cominuscule elements of Weyl groups yield
cominuscule points in Schubert varieties. This proposition is a simple consequence of
the observation from [Knu09] described above. Note, however, that not all cominuscule
points are of this form (see Example 6.5 and Section 7).
Proposition 6.30. Let x ∈W .
(1) If x is a cominuscule element of W , then x is cominuscule in any Schubert
variety Xw containing xB (equivalently, such that x ≥ w).
(2) If w0x is a cominuscule element of W , then x is cominuscule in any Schubert
variety Xw containing xB (equivalently, such that x ≤ w).
Proof. (1) Suppose x is cominuscule, so there exists v ∈ t such that for all α ∈ Downx,
we have α(v) = −1. By Proposition 6.16, for any w ≤ x, we have Φ(TxBN
w
x ) ⊂ Downx,
so by definition, x is cominuscule in Xw. .
(2) Suppose w0x is cominuscule. Choose v ∈ t such that α(v) = −1 for all α ∈ Upx.
By Proposition 6.16, for any w ≥ x, we have Φ(TxBNw,x) ⊂ Upx, so by definition, x is
cominuscule in Xw. 
Remark 6.31. The converse of Proposition 6.30 is false. For example, in type A2, the
long element w0 of W is cominuscule in any X
w, but in 1-line notation, w0 = (3, 2, 1),
which is not cominuscule in W by Remark 6.33.
If x (resp. w0x) is a cominuscule element of W , then the formulas of Theorem 6.14
yield the following simpler formulas, resembling those of [IN09, Prop. 12] and [GK15,
Theorem 2.10].
Theorem 6.32. Let N = dimG/B.
(1) Suppose that x is a cominuscule element of W and x ≥ w. Let v be an element
of t such that α(v) = −1 for all α ∈ Downx. Then
H(Xw, x) =
evv(i
∗
x[OXw ])
(1− t)N
and mult(Xw, x) = ev−v(i
∗
x[X
w]). (6.17)
(2) Suppose that w0x is a cominuscule element of W and x ≤ w. Let v be an element
of t such that α(v) = −1 for all α ∈ Upx. Then
H(Xw, x) =
evv(i
∗
x[OXw ])
(1− t)N
and mult(Xw, x) = ev−v(i
∗
x[Xw]). (6.18)
Proof. We prove (6.17), under the stated hypotheses. Since Φ(TxBN
w
x ) ⊂ Downx,P ⊂
Downx, the element v satisfies the hypothesis of Theorem 6.14. Since evv(1 − e
−α) =
1− t, in the denominator of the formula for H(Xw, x) from Theorem 6.14, each factor
of evv(1 − e
−α) contributes a factor of 1 − t. There are |Downx,P | = |xΦ(u
−
P ) ∩ Φ
+|
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such factors. There are d′ = N − ℓ(x) + |xΦ−L ∩ Φ
+| other such factors of 1 − t in the
denominator of H(Xw, x), so the total number of such factors is
N − ℓ(x) + |xΦ−L ∩ Φ
+|+ |xΦ(u−P ) ∩ Φ
+| = N.
The formula for H(Xw, x) in (6.17) follows. Similarly, the formula for mult(Xw, x) in
(6.17) follows from the corresponding formula in Theorem 6.14, since for α ∈ Downx,P ,
ev−v(α) = 1. This proves (6.17); the proof of (6.18) is similar. 
Remark 6.33. In type An−1, the Weyl group is the symmetric group Sn, and the
cominuscule elements are exactly the 321-avoiding permutations (see [Knu09, p. 25]).
7. Examples
In this section we apply the results of earlier sections to Schubert varieties in G/B,
where G is of type A5.
Examples 7.2 and 7.3 deal with the same Schubert variety Xw. Example 7.2 provides
an example of a point yB inXw which is not a cominuscule point; Example 7.3 provides
an example of a cominuscule point xB in Xw and uses Theorem 6.14 to compute the
multiplicity at this point. Example 7.4 considers the same point xB, but a different
Schubert variety Xw. We show that xB is cominuscule in this Xw, and use Theorem
6.14 to compute both the multiplicity and Hilbert series at xB. Finally, in Example
7.5, we illustrate how, starting with a cominuscule x in Xw, it is possible to produce
other cominuscule points by modifying x or w. We note that Examples 7.3 and 7.4
are also worked out in [GK17], where combinatorial refinements reduce computations
significantly.
The examples above were chosen in part so that the elements x, y and w above are not
too special. In particular, x and y are not 321-avoiding (that is, cominuscule elements
of W ). The element w in Examples 7.2 and 7.3 is neither vexillary (2143 avoiding) nor
covexillary (3412 avoiding), although it is cominuscule (321-avoiding). The element w
in Example 7.4 is neither 321-avoiding nor vexillary, but it is covexillary. In each of
these examples, the maximal Xw-parabolic is not a maximal parabolic, so Xw is not
the inverse image of a Schubert variety in a cominuscule flag variety.
Our calculations of multiplicity and Hilbert series depend on Theorem 6.14, and make
use of formulas for i∗x[OXw ] and i
∗
x[X
w] which depend on a choice of reduced expression
for x. To calculate multiplicities, one must then consider reduced subexpressions of this
reduced expression which multiply to w. Although Examples 7.3 and 7.4 use the same
x, we have chosen to use different reduced expressions in these examples to illustrate
how the difficulty of the calculation can vary depending on the choice of x. In Example
7.3, there are 15 reduced subexpressions for w, whereas in Example 7.4 there are only
3. This difference is due to the different reduced expression for x, and not to w. If we
had used the expression from Example 7.4 in Example 7.3, there would have been only
3 subexpressions for w in that example.
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We recall the formulas we will need for i∗x[OXw ] and i
∗
x[X
w]. To state the first
formula, we recall the definition of the 0-Hecke algebra associated to a Coxeter system
(W,S), over a ring R. This algebra is the free associative R-algebra with basis Hu,
u ∈ W , and with multiplication characterized by the following relations: H1 is the
identity element, and if u ∈ W and s ∈ S, then HuHs = Hus if ℓ(us) > ℓ(u) and
HuHs = Hu if ℓ(us) < ℓ(u).
Theorem 7.1. Let w, x ∈W . For s = s1, . . . , sl a reduced expression for x,
i∗x[OXw ] = (−1)
l(w)
∑(
e−r(i1) − 1
)
· · ·
(
e−r(im) − 1
)
∈ KT (pt) (7.1)
i∗x[X
w] =
∑
r(i1) · · · r(id) ∈ A
∗
T (pt), (7.2)
where r(ij) = s1s2 · · · sij−1(αij ). The sum for i
∗
x[OXw ] is over all subexpressions
si1 , . . . , sim of s such that Hsi1 · · ·Hsim = Hw in the 0-Hecke algebra, and the sum
for i∗x[X
w] is over all reduced subexpressions si1 , . . . , sid of s such that si1 · · · sid = w.
The formula for i∗x[OXw ] is due to Graham and Willems ([Gra02], [Wil06]) and
the formula for i∗x[X
w] is due Anderson-Jantzen-Soergel and Billey ([AJS94], [Bil99]).
Although in this section we work only in type A5, we point out that this theorem holds
for all types.
In type An−1, G = SLn, the n× n matrices of determinant one. Let B be the Borel
subgroup of upper triangular matrices in G, and T the maximal torus of diagonal
matrices in G. The set of roots of G relative to T is Φ = {ǫi − ǫj | 1 ≤ i, j ≤ n, i 6= j}.
The set of simple roots determined by B is {αi = ǫi − ǫi+1 | 1 ≤ i ≤ n − 1}, and the
corresponding set of positive roots is Φ+ = {ǫi−ǫj | 1 ≤ i < j ≤ n}. The Weyl groupW
is the permutation group Sn, with w ∈W acting on ǫi− ǫj by w(ǫi− ǫj) = ǫw(i)− ǫw(j).
The transpositions si = (i, i+ 1), i = 1, . . . , n− 1, form the set of simple reflections of
W .
The Bruhat order in type An−1 may be described combinatorially as follows (see
[Hum90, Section 5.9]). If x = (x(1), . . . , x(n)) and y = (y(1), . . . , y(n)) are two
permutations in Sn, written in 1-line notation, then x ≤ y in the Bruhat order if
and only if for each i ∈ {1, . . . , n}, the following holds: if a1, a2, . . . ai are the num-
bers x(1), x(2), . . . , x(i) written in increasing order, and b1, b2, . . . bi are the numbers
y(1), y(2), . . . , y(i) written in increasing order, then ak ≤ bk for all k ∈ {1, . . . , i}.
By Proposition 6.19 and Corollary 6.21, if x ≥ w,
Φ(TxBX
w) = {α ∈ xΦ− | sαx ≥ w}
and, if P is the standard Xw-maximal parabolic subgroup, then
Φ(TxBN
w
x ) = Down
w
x,P = {α ∈ xΦ(u
−
P ) | x > sαx ≥ w}.
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It is convenient, however, to work withRwx := −x
−1Φ(TxBX
w) and Swx := −x
−1Φ(TxBN
w
x ),
since these are both sets of positive roots. Since sαx = xsx−1(α) = xs−x−1(α),
Swx = {β ∈ Φ(uP ) | x > xsβ ≥ w} and R
w
x = {β ∈ Φ
+ | xsβ ≥ w}.
We can use the set Swx to test whether x is cominuscule in X
w. The reason is that
there exists v ∈ t such that β(v) = −1 for all β ∈ Swx if and only if there exists v ∈ t
such that α(v) = −1 for all α ∈ Φ(TxBN
w
x ) if and only if x is cominuscule in X
w.
We do not need Rwx for our cominuscule point calculations, but we determine it in the
examples below because it provides a singularity test: xB is singular in Xw if and only
if |Rwx | > dimX
w. If xB is a cominuscule point, whether or not xB is singular can be
determined by computing the multiplicity, without knowing Rwx .
If x is minimal in its left WP -coset, then we can replace Φ(uP ) by Φ
+ in the above
expression for Swx , so we have
Swx = {β ∈ Φ
+ | x > xsβ ≥ w} and R
w
x = S
w
x ∪ {β ∈ Φ
+ | xsβ > x}.
Since we will be considering expressions of the form xsα, it is useful to observe
that if x = (a1, . . . , ai, . . . , aj , . . . , an) in 1-line notation, and α = ǫi − ǫj , then xsα =
(a1, . . . , aj , . . . , ai, . . . , an).
Example 7.2. We work in type A5. Fix the element w which in 1-line notation is w =
(3, 4, 1, 6, 2, 5). We have dimX = |Φ+| = 15, and dimXw = dimX−ℓ(w) = 15−6 = 9.
Let P = LUP denote the standard X
w-maximal parabolic subgroup. The simple roots
in Φ+L are {ǫ1−ǫ2, ǫ3−ǫ4, ǫ5−ǫ6}. In this example, we show that not every T -fixed point
in Xw is cominuscule, by showing that for y = (5, 6, 2, 4, 1, 3), yB is not a cominuscule
point of Xw. Observe that y is minimal in its left WP -coset. We compute that
Swy = {ǫ1 − ǫ4, ǫ1 − ǫ6, ǫ2 − ǫ4, ǫ3 − ǫ5, ǫ4 − ǫ6}
Rwy = S
w
y ∪ {ǫ1 − ǫ2, ǫ3 − ǫ4, ǫ3 − ǫ6, ǫ5 − ǫ6}
Because Swy contains the roots β1 = ǫ1 − ǫ4, β2 = ǫ4 − ǫ6 and β1 + β2 = ǫ1 − ǫ6, yB is
not a cominuscule point of Xw, since if β1(v) = β2(v) = −1 then (β1 + β2)(v) = −2.
However, yB is a nonsingular point of Xw since dimTyBX
w = |Rwy | = 9 = dimX
w.
Therefore, we can determine mult(Xw, yB) even though yB is not a cominuscule point
of Xw: since Xw is nonsingular at yB, we know that mult(Xw, yB) = 1.
Example 7.3. We take w = (3, 4, 1, 6, 2, 5) as in the previous example. The parabolic
P = LUP and the set Φ
+
L only depend on w, so they are the same as in that example.
We take x = (5, 6, 3, 4, 1, 2). We will show that xB is a cominuscule point of Xw in
X = G/B, and use this fact to compute the multiplicity of Xw at xB.
Observe that x is minimal in its left WP -coset. We compute that
Swx = {ǫ1 − ǫ3, ǫ1 − ǫ4, ǫ2 − ǫ3, ǫ2 − ǫ4, ǫ3 − ǫ5, ǫ3 − ǫ6, ǫ4 − ǫ5, ǫ4 − ǫ6}
Rwx = S
w
y ∪ {ǫ1 − ǫ2, ǫ3 − ǫ4, ǫ5 − ǫ6}
(7.3)
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Since dimTxBX
w = |Rwx | = 11 > 9 = dimX
w, Xw is singular at x. Observe that in
this example, Swx = −x
−1Swx = Φ(TxN
w
x ).
Let v = diag(1, 1, 0, 0,−1,−1). Then α(v) = 1 for all α ∈ Φ(TxBN
w
x ). (We could
replace v by its negative to be consistent with the earlier theory. We use this v instead,
and to compensate we substitute evv for ev−v in (6.8) to compute multiplicity.) Thus
xB is a cominuscule point of Xw.
A reduced expression for w is s2s1s3s2s5s4. For simplicity, we write w = 213254.
We will take the following reduced expression for x (we write a bar in the middle just
because it helps keep track of which position an entry occurs, and because the last 6
entries are a reduced expression for w):
x = 214354|213254.
Using this first reduced expression for x, we find:
r(1) = α2 = ǫ2 − ǫ3
evv−→ 1
r(2) = α1 + α2 = ǫ1 − ǫ3
evv−→ 1
r(3) = α4 = ǫ4 − ǫ5
evv−→ 1
r(4) = α2 + α3 + α4 = ǫ2 − ǫ5
evv−→ 2
r(5) = α4 + α5 = ǫ4 − ǫ6
evv−→ 1
r(6) = α2 + α3 + α4 + α5 = ǫ2 − ǫ6
evv−→ 2
r(7) = α1 + α2 + α3 + α4 = ǫ1 − ǫ5
evv−→ 2
r(8) = α3 + α4 = ǫ3 − ǫ5
evv−→ 1
r(9) = α1 + α2 + α3 + α4 + α5 = ǫ1 − ǫ6
evv−→ 2
r(10) = α3 + α4 + α5 = ǫ3 − ǫ6
evv−→ 1
r(11) = α2 + α3 = ǫ2 − ǫ4
evv−→ 1
r(12) = α1 + α2 + α3 = ǫ1 − ǫ4
evv→ 1
Note that {r(1), . . . , r(12)} = I(x−1) = Downx, which equals Downx,P since x is
minimal in its left WP -coset. Thus evv
(∏
α∈Downx
α
)
= 24 = 16, so, by (6.8) and
(7.2),
mult(Xw, x) =
1
16
∑
evv(r(i1) · · · r(i6)), (7.4)
where the sum is over all subexpressions si1 , . . . , si6 of s1, . . . , s12 such that si1 · · · si6 =
w. In order to evaluate this sum, we need to find all such subexpressions.
Below, when given a subexpression described by boxed entries, such as
21 4 354 | 2 13254,
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we will write “positions 1,2,4,5,6,7” to indicate that those are the positions in our
subexpression, and then
evv−→ 8 to indicate that
evv(r(1)r(2)r(4)r(5)r(6)r(7)) = 8.
Recall we are starting with the reduced expressions
x = 214354|213254 and w = 213254.
Note that w is fully commutative (since it is 321-avoiding), so any reduced expression
for w must contain the same number of occurrences of each generator as the reduced
expression above. Moreover, in such an expression, between the two 2’s, there must
occur both 1 and 3; both the 3 and the 5 must precede the 4.
We are going to describe the reduced subexpressions of the expression for x which
multiply to w. Observe that no such subexpression can contain the first 4 in x, since
in a reduced expression for w, the 5 must precede the 4.
There are three 2’s in x, and our subexpressions must contain two of them. There
are 3 possibilities.
(1) The subexpression contains the first two of the 2’s. It must contain the 1 and
the 3 between them, so it must contain (the boxed numbers are the ones selected so
far):
21 4 3 54| 2 13254.
Now we need to get a 54, but we cannot use the first 4. There are 3 possibilities:
21 4 354 | 2 13254 : positions 1, 2, 4, 5, 6, 7
evv−→ 8
21 4 35 4| 2 1325 4 : positions 1, 2, 4, 5, 7, 12
evv−→ 4
21 4 3 54| 2 132 54 : positions 1, 2, 4, 7, 11, 12
evv−→ 4
Hence:
Total contribution from these subexpressions: 16.
(2) The subexpression contains the last two of the 2’s. We must pick the 1 and the
3 in between the 2’s, and since the 4 must occur after the 3, we have so far:
214354| 2132 5 4 .
We can pick either 5, so there are two possibilities:
2143 5 4| 2132 5 4 : positions 5, 7, 8, 9, 10, 12
evv−→ 4
214354| 213254 : positions 7, 8, 9, 10, 11, 12
evv−→ 4
Hence:
Total contribution from these subexpressions: 8.
(3) The subexpression contains the first and the last 2. There are two possibilities for
the 4 (since the subexpression cannot contain the first 4). We consider them separately.
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(3a) If the subexpression contains the second 4, then we have
2 1435 4 |213 2 54.
The 5 and the 3 must precede the 4, so we have
2 14 354 |213 2 54.
Now we can take either 1, so we have two possibilities:
21 4 354 |213 2 54 : positions 1, 2, 4, 5, 6, 10
evv−→ 4
2 14 354 |2 1 3 2 54 : positions 1, 4, 5, 6, 8, 10
evv−→ 4
Hence:
Total contribution from these subexpressions: 8.
(3b) Suppose the subexpression contains the last 4. Then it contains:
2 14354|213 2 5 4 .
The three boxed entries are in positions 1, 10, 12 and so their contribution in any
subexpression under evv is to multiply by 1. For the three remaining entries, we can
take either 1, either 3, or either 5. So there are 8 possible subexpressions. The 1’s
are in positions 2 and 8, and in either position, the 1 contributes multiplication by
1 to any subexpression (under evv). The 3’s are in positions 4 and 9, and in either
position, the 3 contributes multiplication by 2. The 5’s are in positions 5 and 11, and
in either position, the 5 contributes multiplication by 1. We conclude that each of the
8 subexpressions is taken by evv to 2. Hence:
Total contribution from these subexpressions: 16
Adding up the total contributions, we conclude from (7.4) that the multiplicity of
Xw at x is
1
16
(16 + 8 + 8 + 16) = 3.
Example 7.4. We change w slightly from the previous example, but keep x unchanged.
Thus, let w = (4, 3, 1, 6, 2, 5) and let x = (5, 6, 3, 4, 1, 2). In this example, as in the
previous one, we show that xB is a cominuscule point of Xw in X = G/B, and then
use (6.8) in order to compute the multiplicity ofXw at xB. We then use (6.7) in order to
compute the Hilbert series of Xw at xB. We have dimXw = dimX−l(w) = 15−7 = 8.
Let P = LUP denote the standard X
w-maximal parabolic subgroup. Then Φ+L =
{ǫ3 − ǫ4, ǫ5 − ǫ6}. As in the previous example, x is minimal in its left WP -coset. We
compute that
Swx = {ǫ1 − ǫ4, ǫ2 − ǫ3, ǫ2 − ǫ4, ǫ3 − ǫ5, ǫ3 − ǫ6, ǫ4 − ǫ5, ǫ4 − ǫ6}
Rwx = S
w
x ∪ {ǫ1 − ǫ2, ǫ3 − ǫ4, ǫ5 − ǫ6}
Since dimTxBX
w = |Rwx | = 10 > 8 = dimX
w, Xw is singular at x. Observe that
Swx is a (proper) subset of the set S
w
x computed in the previous example (see (7.3)).
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Since Φ(TxBN
w
x ) = −xS
w
x , the set of such weights for this example is a subset of
those of the previous example. Thus, as in the previous example, we can take v =
diag(1, 1, 0, 0,−1,−1) and have α(v) = 1 for all α ∈ Φ(TxBN
w
x ), so xB is a cominuscule
point of Xw. Again as in the previous example, we substitute evv for ev−v in (6.8)
to compute multiplicity. Similarly, we substitute ev−v for evv in (6.7) to compute the
Hilbert series.
Fix the reduced expression 432154324354 for x. This expression corresponds to the
bottom pipe dream for x (see [BB93]). It was chosen here so that our calculations can
be compared more easily with those of [GK17], where calculations are carried out using
pipe dreams. For this reduced expression,
r(1) = α4 = ǫ4 − ǫ5
evv−→ 1
r(2) = α3 + α4 = ǫ3 − ǫ5
evv−→ 1
r(3) = α2 + α3 + α4 = ǫ2 − ǫ5
evv−→ 2
r(4) = α1 + α2 + α3 + α4 = ǫ1 − ǫ5
evv−→ 2
r(5) = α4 + α5 = ǫ4 − ǫ6
evv−→ 1
r(6) = α3 + α4 + α5 = ǫ3 − ǫ6
evv−→ 1
r(7) = α2 + α3 + α4 + α5 = ǫ2 − ǫ6
evv−→ 2
r(8) = α1 + α2 + α3 + α4 + α5 = ǫ1 − ǫ6
evv−→ 2
r(9) = α2 = ǫ2 − ǫ3
evv−→ 1
r(10) = α1 + α2 = ǫ1 − ǫ3
evv−→ 1
r(11) = α2 + α3 = ǫ2 − ǫ4
evv−→ 1
r(12) = α1 + α2 + α3 = ǫ1 − ǫ4
evv→ 1
We remark that r(1), . . . , r(12) are the same twelve roots of Downx computed in the
previous example, but because we have used a different reduced expression for x, they
are in a different order. Since evv
(∏
α∈Downx
α
)
= 24 = 16, we have
mult(Xw, x) =
1
16
∑
evv(r(i1) · · · r(i7)), (7.5)
where the sum is over all subexpressions si1 , . . . , si7 of s1, . . . , s12 such that si1 · · · si7 =
w.
Recall we are starting with the reduced expression x = 432154324354. It will be
helpful to keep in mind the following reduced expression for w:
w = 3213254. (7.6)
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The following subexpressions of x clearly multiply to w:
4 321 54 32 43 54 , 4 3215 4 32 435 4 , and 4 3215 4 324 354. (7.7)
We next show that these are the only reduced subexpressions of x which multiply to
w.
Any reduced expression for w must contain at least one 1; since there is only one
1 in x, all reduced subexpressions for w in x must contain this 1. Furthermore, since
w(1) = 4, all reduced subexpressions for w in x must contain the 3 and 2 to the left of
the 1, so must contain the following three entries:
4 321 54324354.
Since w(2) = 3, to the right of the three entries already selected from x, we must take
3 and 2, in that order. There is only one way to do this:
4 321 54 32 4354.
Thus all reduced subexpressions for w in x must contain these five entries. Finally,
based on the reduced expression for w in (7.6), we see that any reduced expression
for w must contain exactly one 5 and exactly one 4, in that order, and the 4 cannot
preceed any 3. The only ways to choose two such entries from x, given the five already
selected, are given by (7.7).
The subexpressions (7.7) yield the following contributions to (7.5):
4 321 54 32 43 54 : positions 2, 3, 4, 7, 8, 11, 12
evv−→ 16
4 3215 4 32 435 4 : positions 2, 3, 4, 5, 7, 8, 12
evv−→ 16
4 3215 4 324 354 : positions 2, 3, 4, 5, 7, 8, 9
evv−→ 16
Adding these contributions, we conclude that the multiplicity of Xw at x is
1
16
(16 + 16 + 16) = 3.
We next compute the Hilbert series H(Xw, x). Recall that ev−v(e
−α) = tα(v), N =
dimG/B = 15, l(x) = 12, and l(w) = 7. The denominator of the Hilbert series formula
(6.7) is
(1− t)N−l(x) ev−v
( ∏
α∈Downx
(1− e−α)
)
= (1− t)3
∏
α∈Downx
(1− tα(v))
= (1− t)3(1− t)8(1 − t2)4
= −(t− 1)15(t+ 1)4,
where we have used the fact that of the twelve values of α(v), α ∈ Downx, eight equal
1 and four equal 2.
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Applying the pullback formula (7.1), we compute the numerator of (6.7):
(−1)l(w) ev−v
∑
(e−r(i1) − 1) · · · (e−r(im) − 1) = −
∑
(tr(i1)(v) − 1) · · · (tr(im)(v) − 1),
(7.8)
where the sum is over all subexpressions si1 , . . . , sim of s1, . . . , s12 such thatHsi1 · · ·Hsim =
Hw. The following list exhausts all such subexpressions:
4 321 54 32 43 54 4 3215 4 32 435 4 4 3215 4 324 354
4 3215 4 32 43 54 4 3215 4 324 35 4
This is proved in [GK17]. These subexpressions yield the following summands of (7.8):
4 321 54 32 43 54 : (t− 1)3(t2 − 1)4 = (t− 1)7(t+ 1)4
4 3215 4 32 435 4 : (t− 1)3(t2 − 1)4
4 3215 4 324 354 : (t− 1)3(t2 − 1)4
4 3215 4 32 43 54 : (t− 1)4(t2 − 1)4 = (t− 1)8(t+ 1)4
4 3215 4 324 35 4 : (t− 1)4(t2 − 1)4
Therefore the Hilbert series of Xw at x is
H(Xw, x) =
−3(t− 1)7(t+ 1)4 − 2(t− 1)8(t+ 1)4
−(t− 1)15(t+ 1)4
=
3
(t− 1)8
+
2
(t− 1)7
We can recover the multiplicity from the Hilbert series by observing that
3
(t− 1)8
+
2
(t− 1)7
=
∞∑
k=0
(
3
(
k + 7
7
)
− 2
(
k + 6
6
))
tk.
Thus the Hilbert polynomial h(Xw, x)(k) = 3
(
k+7
7
)
− 2
(
k+6
6
)
. The leading term of this
polynomial is 37!k
7, so mult(Xw, x) = 3.
Example 7.5. From Example 7.3, we know that x = (5, 6, 3, 4, 1, 2) is cominuscule in
Xw for w = (3, 4, 1, 6, 2, 5). We can produce other cominuscule points by modifying
either w or x. Proposition 6.23 implies that x is also cominuscule in Xv, provided
that w ≤ v ≤ x and the maximal Xv-parabolic P ′ contains the maximal Xw-parabolic
P (or equivalently, if v is minimal in its left WP coset). For example, if we take
v = (3, 5, 1, 6, 2, 4) then this holds (with P ′ = P ); if v = (3, 4, 5, 6, 1, 2) it holds (with
P ′ % P ).
Corollary 5.12 implies that y is cominuscule in Xw, and moreover that the multiplic-
ity and Hilbert series of Xw at y are the same as those at x, whenever y is in the coset
xWP . Noting that WP = 〈s1, s3, s5〉, we could take, for example, y = (5, 6, 4, 3, 1, 2) or
y = (6, 5, 4, 3, 2, 1) = w0.
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