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ABSTRACT
During disaster response, it is imperative to timely provide the rescuers with the adequate
equipment to facilitate lifesaving operations and restoration of critical infrastructures. How-
ever, management of high demand equipment is usually inefficient during disaster response.
Prioritization of limited resources is one of the greatest challenges in decision making
for facilities management. Meanwhile, management of geographically distributed resources
has been recognized as one of the most important but difficult tasks in large scale disasters.
When disasters occur, resources outside of the disaster affected zone converge into the area
to assist the response operations. This is known as the convergence phenomenon that often
makes the already complex task of resource coordination even more challenging. Although
there are difficulties on managing the converging volunteers and organizations, due to their
ability to be deployed immediately without the appropriate skills and training, construction
equipment and its operators are specialized professional entities that have great potential
to be deployed immediately. The effectiveness of their deployment in the disaster response
operations could be improved through decentralization of decision making. Through decen-
tralization, the convergence of resources could potentially be mitigated and the coordination
of heavy construction equipment could be more efficiently utilized for lifesaving operations.
This doctoral dissertation investigates and implements Information Technology (IT)
approaches to facilitate decision making for lifesaving operations. IT systems for resource
inventory, disaster condition reporting, structural integrity assessment and resource requests
strengthen situational awareness of response agencies. With the collected information, deci-
sion making for heavy equipment coordination is proposed. The challenges, implementation,
and results are presented for a centralized truck scheduling and a decentralized truck coor-
dination. The dissertation concludes with the contribution and future recommendations.
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CHAPTER 1
INTRODUCTION
1.1 Overview
Over the past few decades, large-scale natural and human-induced disasters have brought
significant attention to the importance of disaster response. Examples of such eXtreme
Events (XEs) are earthquakes, hurricanes and terrorist attacks, which cause extensive human
casualties, economic loss, and infrastructure destruction. On September 11, 2001, the 9/11
terrorist attacks killed 2,819 innocent people, injured more than 6,290, and caused over 105
billion of economic loss [1]. The supply of equipment to first responders was insufficient
during the disaster response operations [2]. On May 12, 2008, a magnitude 7.9 earthquake
struck China. Disaster response operations such as civilian search and rescue were hampered,
due to limited equipment not meeting the massive demand [3]. This forced first responders
to dig for survivors with their bare hands [3]. The earthquake caused over 69,197 deaths, left
18,222 people missing, and injured 374,176 people [4]. On January 12, 2010, a magnitude
7.0 earthquake struck Haiti. Without the appropriate heavy-lifting equipment, search and
rescue operations were hindered [5]. The death toll is approximately 230,000 [6]. Response
operations for many disasters were challenged due to first responders’ limited access to the
necessary and appropriate equipment [7,8]. As a result, it is imperative to have an effective
resource distribution in order to support the lifesaving operations.
Figure 1.1 illustrates the damage to the physical infrastructure within urban areas for
the 4 disasters: Asian Tsunami in 2004, Pakistan Earthquake in 2005, China Earthquake in
2008, and the Haiti Earthquake in 2010. As listed in Table 1.1, these 4 disasters are among
those most deadliest seismic related disasters from the year 1900 to 2010 [9].
There are many challenges in resource distribution during disaster response. The
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Figure 1.1: Recent Destructive eXtreme Events
lack of access, standardization, coordination, and communication of critical information for
gaining and maintaining situational awareness and decision making are obstacles that need
to be addressed [10, 11]. During Hurricane Katrina for example, the logistics management
systems of the state and federal government did not have an electronic interface in between
for communication and coordination [12]. Resource requests from the state level to the
federal level were input by hand. With no tracking mechanism in place, the state was
unable to follow up with the resource requests made to the federal government, resulting
in significant time delays [12]. An electronic interface, supporting collaboration among
different jurisdictions, should be established for communication to reduce time delays in
disaster response.
In addition to technical challenges, there are also organizational and managerial chal-
lenges. For example, cohesive inter-organization collaboration is needed for effective disaster
2
Table 1.1: 10 Deadliest Seismic Related Disasters: 1900-2010
response. Resources owned by different organizations need to be visible and available to
the incident command. However, due to the lack of command and control during XEs,
the coordination of resources across different organizations is difficult [13–15]. In addition,
volunteers and response organizations outside of the disaster affected zone converge into
the area to assist the response efforts. This is the resource convergence phenomenon that
usually make the already complex problem of resource coordination even more challeng-
ing [12, 16, 17]. For example, the volunteers, material, and equipment which converge into
the disaster affected areas cause great spatial congestion which hinders logistical coordina-
tion [18, 19]. In addition, it is extremely challenging to coordinate first responders with
different technical skills, educational background, and varying degrees of familiarity with
the official command and control system [12]. To address these challenges, establishment of
policies, operational agreements, and standardized procedures and protocols are needed for
3
an efficient inter-organizational disaster response.
Although there are many organizational and managerial challenges in logistical man-
agement in disaster response operations, there are still technical challenges that could be
addressed to facilitate Urban Search and Rescue (US&R) operations.
1.2 Research Problem
In the literature of disaster management, the Disaster Management Cycle, shown in Figure
1.2, is composed of 4 phases: Preparedness, Response, Recovery and Mitigation [20]. This
dissertation focuses resource management particularly in the disaster response phase, which
include gaining and maintaining situational awareness, resource mobilization, and resource
coordination.
Figure 1.2: The Disaster Cycle
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Managing resources in disaster response is a challenging and complex task [12, 21,
22]. Various types of resources are required in disaster response, such as the evacuation
process and US&R operations. These resources need to be located from spatially distributed
depots and deployed to demand locations, such as to civilians for evacuation and to victims
trapped under collapsed buildings and damaged infrastructure systems for rescue operations.
Resources are urgently needed at these locations to provide the support and facilities to carry
out evacuation and lifesaving tasks. However, management of critical resources in disaster
response is very challenging.
For example in the evacuation before the landfall of Hurricane Katrina, school buses
were available in New Orleans. However, no suitable bus drivers were standing by for
deployment [23]. After the landfall, buses were disabled by the flood (Figure 1.3) [24], while
thousands of people were left behind [13].
Figure 1.3: Available Buses before and after Hurricane Katrina
Access to heavy equipment is critical to disaster response operations [13,23,25]. Heavy
equipment is required during operations such as 1) rapid debris clearance of the transporta-
tion network to access isolated hazard zones, 2) lifting of damaged structural elements in
conditions when human power is not sufficient, and 3) selected debris removal to clear
structural materials which facilitates void space search and tunneling under collapsed build-
ings [26] (Figure 1.4). However in major disasters, due to inefficient assignment and distribu-
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tion of heavy construction equipment, US&R operations are often delayed and the transport
of patients to definitive care could potentially be postponed, which could lead to potential
increase in the fatality rate [27].
Figure 1.4: Equipment Usage in Disaster Response
Additionally, volunteers and response organizations outside of the disaster affected
zone converge into the area to assist the response efforts, during disaster response. This is
the effect of resource convergence that usually make the already complex problem of resource
coordination even more challenging [16–18]. For example, on-site congestion of volunteers,
material, and equipment hinders efficient logistical coordination [18,19]. However, provided
with the convergence and emergence of resources, such as volunteers, equipment and orga-
nizations, disaster response could become more efficient and effective [28,29]. In the rapidly
changing environment, the convergence of resources could bring certain capabilities and flex-
ibilities that is not sufficient in the official disaster response system [30]. How to properly
manage the converging resources is an important task.
This dissertation focuses on management of heavy construction equipment, which sup-
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ports critical lifesaving activities, for its efficient mobilization, assignment and distribution
to meet urgent demands in critical disaster response operations. The aforementioned facts
that make resource distribution problems complex are to be mitigated, through intelligent
systems for facilitation and automation of critical decision making in XEs.
1.3 Motivation
During the past decade, the United States of America has suffered from many devastating
disasters, including the 9/11 Terrorist Attacks and Hurricane Katrina. Within these disas-
ters, the role of Civil Engineers in the disaster response and recovery operations has been
discovered to be critical. Figure 1.5 and the following paragraph highlight this important
discovery [31,32]:
“A lesson learned from recent disasters indicates that ‘today’s highly engineered
environment requires a first responder team that goes beyond the traditional triad
of fire, police and emergency services - the role of the engineer and constructor:
the new fourth responder’ [33]. The civil engineer’s role needs to be extended
beyond infrastructure life-cycle management and sustainability to also involve
first response against XEs, particularly, the engineers and constructors who were
involved with the original design and construction of the Critical Physical Infras-
tructure (see Figure 1.5). These professionals are able to provide more accurate
information to support the decision-making process during the preparedness, re-
sponse and recovery phases of a disaster. For example, just after the 9/11 terrorist
attacks, inaccurate site maps were distributed to the emergency response teams.
A week later, updated maps with correct subsurface locations were provided by
the World Trade Center (WTC) design firm [34]. The inaccurate maps could
have led to misplacement of heavy crane equipment (between 350-1000 Tons),
support failure and subsequent catastrophic crane failure.”
With more accurate and reliable information to support critical decision making, dis-
aster response could become more efficient and effective. Figure 1.6 shows a conceptual
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Figure 1.5: Roles of Civil Engineers Before, During and After XEs
illustration of the dynamics of a disaster occurrence.
The x-axis represents time and the y-axis is for resources – supply on the positive
direction and demand on the negative. Before the disaster, the demand and supply for
emergency services are relatively small. Right after the disaster, demand increases and
curves steeply towards the negative direction of the y-axis. The bottom curve represents the
demand without any emergency services. Meanwhile, local response resources are activated
and aid from outside of the disaster affected zone is mobilized. In other words, there are
increase in the supply services. The top curve represents the full capacity of response services
provided to the entire system. However, the response capacity is negatively affected by poor
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Figure 1.6: The Dynamics of a Disaster
coordination, inadequate information, and inefficient equipment support [10, 31, 35–38]. In
addition, there is the convergence phenomenon during disaster response, which includes the
converging information, people, and equipment and material [12, 17, 18, 30]. These different
forms of convergence pose great challenge to the coordination of the response actions and
utilization of response resources. It is important to make better decisions on managing
response resources and the services they provide to first responders to facilitate lifesaving
operations.
Decision making regarding resource distribution could become more efficient with the
support of Civil Engineers. These engineers are able to provide more reliable and accurate
information on structural damage assessment, evaluation of the requirements and capacity
of heavy equipment requests, and critical operational insights of civil infrastructures. As
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time is considered the most important factor in US&R operations [39], the efficiency of
resource utilization affects the potential number of casualties. With the inclusion of Civil
Engineers on the US&R teams, the challenges aforementioned could be mitigated. Thus,
the full capacity of the system response resources could be more efficiently utilized. This
could lead to shorter disruption of critical civil infrastructure, less number of casualties and
economic loss.
This is aligned with the Federal Emergency Management Agency’s (FEMA) disaster
response objectives [40–42]. The 3 main objectives within disaster response operations are
to: 1) gain and maintain situational awareness, 2) activate and mobilize response capacities,
and 3) coordinate response capacities. Figure. 1.7 shows the process of resource response
to disasters [42]. Response organizations would need to gain situational awareness about
the disaster in terms of potential victims, damage to critical infrastructures, and available
resources. They will need to activate required resources and capabilities, and distribute
those resources and capabilities to the locations where needed. Coordination of the response
actions are critical to mitigate the situation efficiently. These steps form a loop to contin-
uously gain and maintain the status of the disaster, activate and deploy resources, and to
coordinate response actions for an efficient and effective disaster response.
Coordination of resources during disaster response operations has been characterized
by various shortcomings that inhibit efficient and effective decision making, and prioritization
of limited resources is one of the greatest challenges [13, 14, 22]. Limited resources must be
distributed efficiently to the first responders to facilitate lifesaving operations. However,
the supply of resources such as construction equipment is usually unable to meet the great
demand in large scale incidents. This could result in additional casualties [25, 27]. As a
result, an efficient prioritization and distribution of resources is critical to disaster response
efforts.
1.4 Objectives
The overall goal of this doctoral dissertation is focused on the facilitation of resource allo-
cation – particularly heavy construction equipment – in disaster response. The tasks being
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Figure 1.7: Disaster Response Objectives
supported are US&R operations and the restoration of critical civil infrastructure systems
that supports US&R. In the following sections, the objectives that support the main goal
are stated and the research questions and hypothesis are discussed respectively for each
objective.
Objective I. Identify and study a set of requirements to support resource allo-
cation in disaster response.
Research Question: What are the challenging factors that cause resource
allocation in disaster response difficult? What are the parameters that are
essential in decision making for resource allocation in disaster response? How
could the essential parameters potentially mitigate the challenging factors for
decision making in disaster response?
Hypothesis: Challenging factors that make resource allocation in disaster
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response difficult include 1) the lake of information regarding resource avail-
ability and its location, 2) the lake of damage assessment, and 3) dissemi-
nation of collected information. Essential parameters for decision making in
disaster response include: 1) resource information for mobilization, 2) dam-
age information for situational awareness, and 3) communication means for
information.
Objective II. Develop a collaborative framework with front-end data collection
and visualization, communication medium for information dissem-
ination, and back-end data management with requirements dis-
covered from the previous step for facilitation of disaster resource
allocation.
Research Question: How to form a flexible framework for the front-end,
medium, and back-end to work seamlessly together and facilitate resource
allocation in disaster response? How real-time data of a disaster could be
acquired? How this data could be efficiently propagated and managed for
visualization?
Hypothesis: A flexible framework could be established by using interfaces,
composite and aggregation of classes and objects in the overall software
framework. Real-time data could be gathered in the digital format and
propagated through the software framework. Given standard data formats,
an automated information transmission interface with information policies
could be formed, utilizing computer networks. The digital information gath-
ered could be represented on a digital space such as a map embedded in the
framework.
Objective III. Identify key parameters for decision making in prioritization and
distribution of critical resources to support large scale disaster re-
sponse. Heavy construction equipment is the main focus, but the
approach could be generalized to resources such as volunteers, ma-
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terials, and general machinery.
Research Question: What are the key parameters for resource prioriti-
zation and distribution in different types of large scale disasters? What
objectives are most important in disaster resource allocation? What factors
should be taken into consideration for the specific case of heavy construction
equipment prioritization and distribution?
Hypothesis: Critical parameters for disaster resource distribution could
be identified through literature review, and interviews with first responders
and logistics managers. There are special parameters that are unique for
prioritization and distribution of heavy construction equipment.
Objective IV. Formulate centralized decision models for resource allocation in
disaster response. These models will take real-time collected data
as inputs from the framework established, produce optimal deci-
sions and suggest results to decision makers.
Research Question: What objectives are most important in disaster re-
source allocation operations? What critical constraints are to be included
into the decision models? What solution algorithms and methods are to
be used? How efficiently could the models be solved, within the context of
disaster response?
Hypothesis: Objectives to mitigate damage most could be identified. Con-
straints in terms of time, space and cost could be identified and formed into
a decision model to assist decision making for the objectives. Solution algo-
rithms and methods could be identified to efficiently solve decision models.
Objective V. Establish a decentralized decision making process to facilitate large
scale resource allocation in disaster response. The process utilizes
patterns inspired by natural systems, such as honeybees’ foraging
or nest location selection, for an efficient and effective systemic
response based on aggregation of individuals’ decisions.
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Research Question: How to map a decision making process from a honey-
bees’ collective behavior into a logistics response process in disaster response?
How detail should the process adapt from honeybees’ collective behavior?
What is a reasonable guideline (or evaluation function), composed of the key
parameters discovered in previous steps, for each individual units to follow
for decision making?
Hypothesis: A decentralized decision making process could be established
– drawn analogy from robust natural systems – that facilitates large scale
resource distribution in disaster response. A guideline (or equivalently the
evaluation function) for individual’s decision making could be formed with
the discovered key parameters for prioritization of incidents. The parame-
ters take into account information such as potential infrastructure damage,
capacity of the equipment, number of casualty, and spatial attributes and
they enable an efficient systemic response.
Objective VI. Fine tune the decentralized decision making process with computer
simulation for better performance. To cross validated the structure
of the process as well as the guideline each individual should follow
for a better systemic response for different scenarios.
Research Question: By slightly changing the structure, i.e. how the de-
centralized decision making process operates, could the systemic response be
improved? How to select or weight the critical parameters in the guideline
to yield a better systemic response?
Hypothesis: By cross validating various weight combinations of the critical
parameters and the structure of the process with computer simulation, a set
of weights for the decentralized decision making process could be discovered
and the structure could be improved. Parameters setups could be discovered
for different types of disasters.
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1.5 Thesis Organization
• Chapter 2 provides the background information that supports this dissertation. It de-
scribes resource distribution in disaster response, current approaches, available tech-
nology, and literature regarding decision making.
• Chapter 3 introduces the Automated Resource Management Framework (ARMF). The
architecture and system components of the framework are discussed in detail, which
includes the damage assessment component, the resource repository, the civilian re-
porting portal, and the on-site resource requests.
• Chapter 4 presents the centralized decision making. In this chapter, optimization mod-
els such as the mixed integer program formulation of resource distribution is discussed.
Challenges in requirements for running time and data input in disaster response are
also discussed.
• Chapter 5 introduces the Equipment Distribution with Heuristics inspired by Honey-
bees’ foraging (ED2H) model. The adaptation of and the assumptions for the nature
inspired pattern into heavy equipment distribution in disaster response scenarios is
described.
• Chapter 6 gives illustrative examples of the ED2H model for heavy equipment priori-
tization and distribution in disaster response. Simulation results for the convergence
tests and sensitivity analysis are presented and discussed.
• Chapter 7 summarizes the main approaches proposed, contribution of research, and
key conclusions. Future directions for equipment distribution in disaster response is
also discussed.
15
CHAPTER 2
LITERATURE REVIEW
2.1 Introduction
Urban areas have been continuously vulnerable to eXtreme Events (XEs) throughout the past
few decades [43–46]. There are challenges that made disaster response operations extremely
difficult.
Obstacles faced during recent disaster response operations, such as the 9/11 terrorist
attacks and Hurricane Katrina, have been discovered and studied [8, 13–15, 34, 47]. To
address the obstacles, some researchers have focused on overcoming communication issues
with computer networks [48], telecommunication [49,50], and mobile communication [51,52],
while others have proposed utilization of infrastructure health monitoring systems [53] and
Geographic Information Systems (GIS) for emergency response operations [37, 38,54–58].
Civil engineers, with the professional knowledge and skills for precise and accurate in-
frastructure damage assessments, are not normally part of, or available to, the first responder
teams. Thus, in addition to the usual triad of first responders (i.e. firefighters, police, and
medical personnel), civil engineers are envisioned to play a key role in the first response
operations [32, 33]. The goal of the Collaboration framework to Prepare against, Respond
to and Recover from disasters (CP2R) project as well as this dissertation is to develop an
integrated framework through a combination of various collaboration patterns supported by
a robust and reliable Information Technology (IT) platform for decision makers and first
responders, including civil engineers, to collectively mitigate impact cause by disasters.
Disasters such as the 9/11 terrorist attacks [14] and Hurricane Katrina [13,15] revealed
critical obstacles in disaster response. The following sections present an overview of the ob-
stacles in communication and coordination, building assessment, and logistics management.
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2.1.1 Communication and Coordination
Communication and coordination capabilities are critical but vulnerable during XEs [23].
Lack of inter- and intra- organizational coordination lead to delay and duplication of disaster
response efforts. For example, during and after Hurricane Katrina, there were communica-
tion and coordination deficiencies within and between the three levels of government: local,
state, and federal [13]. Confusion over resource deliveries caused by remote officials diverting
supply trucks without communicating with the incident command lead to poor coordina-
tion [13]. Resource management was not under control by the authorities. Furthermore,
due to ineffective communication between organizations, officials of the Federal Emergency
Management Agency (FEMA) claimed they were unaware of thousands of people trapped
in the New Orleans Conventional Center, while the media was showing the situation re-
peatedly to the national audience [15]. Most importantly, inoperability issues had great
influence on communication and situational awareness that lead to inefficient coordination
of first response operations [15].
Communication and coordination issues are also affected by the lack of communication
infrastructure. During XEs, first responders communicate and coordinate among themselves
through radio systems, as infrastructure-based communication is usually collapsed, unreli-
able, or overloaded [13,32]. However, radio systems are not sufficient for information dissem-
ination. To have an effective disaster response, first responders depend on real-time critical
information to make precise judgments. During Hurricane Katrina, one of the methods
emergency management agencies (EMAs) used to transmit textual information was through
Daisy Chains. This includes writing notes and running documents from officer to officer
to send the information back to the Incident Command Post (ICP) [59]. Yet, in dynamic
and chaotic situations such as XEs, the efficiency of information dissemination influences
critical decision making for execution of live-saving operations. As a result, there is a need
to integrate information across different organizations and to have a communication medium
capable to transmit critical information to facilitate decision making and augment situational
awareness for lifesaving operations in disaster response [11].
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2.1.2 Building Assessment
Damage of critical infrastructures, such as buildings and bridges, has become one of the most
vital and challenging issues in Urban Search and Rescue (US&R) operations during and
after XEs [8]. Civil engineers depend on building information to make accurate structural
integrity assessments to support US&R. However, access to building information is often
limited during disaster response [60]. As a result, efficiency of US&R operations is influenced
by the time spend on retrieving critical information. As the probability of rescuing victims
under a collapsed building decreases 50% or more after the first 24 hours [39], the longer
first responders spend on accessing critical information for decision making, the higher the
probability of having more casualties caused by delay of response efforts. Therefore, efficient
access to critical information is important to disaster response operations.
Additionally, building assessment results need to be visible to both decision makers in
the incident command post and first responders in the disaster zone. The decision makers
need to have thorough information of the disaster in order to make critical decisions such as
resource allocation, while first responders need to be aware of the condition of surrounding
buildings to perform successful US&R safely. However, the current mechanism of informa-
tion transmission needs improvement. Building assessment documents are sent back to the
incident command post via paper format, which can easily take up to 24 hours. In addition,
results of building assessments are currently marked on the buildings with the international
orange spray paint for on-site situational awareness. However, current building markings
have several shortcomings. There are overlaps, differences, and priorities in the building
marking systems used by different levels of government. These lead to confusion and result
in remarking and reworking of the building assessments whenever higher level governments
join the response operations. Furthermore, smoke and debris within the disaster affected
area delay US&R operations as the building markings may not be visible to first responders.
2.1.3 Logistics Management
Logistical support is required for US&R and functional restoration of infrastructures. How-
ever, insufficient communication and data sharing among different organizations hamper the
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awareness and coordination of available resource. For example, during Hurricane Katrina,
the ability for the authorities to deploy the right people and equipment at the right place
and time was influenced by shortcomings in the interoperability, functional damage, and
inefficient mechanisms of communication [15].
During XEs, limited resources must be allocated to first responders. However, logistics
management is a major obstacle to response operations in recent XEs [61]. There were
challenges in collection, prioritization, and delivery of resources during Hurricane Katrina
[23]. School buses were available for evacuation in New Orleans before the landfall, while
no suitable bus drivers were standing by for deployment [13]. After the landfall, buses
were soaked in the flood and thousands of people were trapped. During the 9/11 terrorist
attacks, the authorities were not fully aware of available resource, which led to ineffective
deployment [14]. EMAs discovered that resource management is extremely important to
disaster response; “Throughout the government, nothing has been harder for officials than
to set priorities, making hard choices in allocating limited resources” [14].
The following sections are organized as follows: Section 2.2 talks about the current
approach of resource management in disaster response. Section 2.3 talks about discoveries
from the Social Science literature, Section 2.4 is about Geographic Information Systems in
disaster response, Section 2.5 discusses Resource Tracking and Management, Section 2.6
focuses on Building Assessment, Section 2.7 looks into decision making in disaster response,
and 2.8 concludes this chapter.
2.2 Resource Distribution in Disaster Response
The Federal Emergency Management Agency (FEMA) established standardized resource
management procedures within its National Incident Management System (NIMS) [40, 41],
which is part of the National Response Framework [42]. The responsibilities for responding
agencies, the outline of formal procedures and processes, and the standards for commu-
nication and resource typing are defined to support logistical management for lifesaving
operations in disaster response.
19
2.2.1 Summary of Current Resource Management
It is very important to maintain an adequate span of control over resources. Resource support
could mean the difference between success and failure in disaster response [62]. Within
the NIMS IS703A Resource Management Course, the resource management procedure is
introduced for disaster response [62] and it is summarized as follows:
The following seven steps are included in the NIMS resource managing cycle: Iden-
tify Requirements, Order and Acquire Resources, Mobilize Resources, Track and Report of
Resources, Recover and Demobilize Resources, Reimburse, and Inventory.
When identifying requirements, the responding organization will need to know what
and how much resource is needed, where and when it is needed, and who will be receiving
and using the resource. At the same time, it is important to know that both the resource
availability and requirements are changing as the incident response evolves. The first step
when identifying requirements is the Sizeup, which determines the impact of the incident,
its potential further impact, and the resource needs. The Sizeup provides the foundation of
the incident objectives and it makes identification of resource requirements possible.
The next step is to establish the Incident Objectives. Three main parameters deter-
mines the Incident Objectives: Life Safety, Incident Stabilization, and Property/Environmental
Conservation. These parameters also serve as the three main factors to prioritize available
resources when there are multiple incidents.
The next step in Identification of Resource Requirements is the Incident Action Plan-
ning (IAP) process which is composed of the following 7 steps: development of incident
objectives and strategy, development of tactics and resource assignments, detailed incident
and resource assignment (including safety concerns), require logistical support, considera-
tion of public information and interagency issues, documentation of assignments and require
support on the written IAP, and monitored implementation.
The Operations Section Chief of the Incident Command System (ICS) develops strate-
gies to carry out the incident objectives and can identify the resources needs related to the
incident objectives. Operations Section specialists will use the Operational Planning Work-
sheet to document and describe work assignments. The Operational Planning Worksheet
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includes information such as the kind and type of resources, resource needs for the next
operational period, and tactical assignment related to the resource.
Standard procedure for Resource Ordering are used when the local resource capacity
could not meet the demand for disaster response. Usually, an Incident Command will have
an initial capacity of resources committed to it. As larger incidents have greater complexity,
the Incident Commander may request for more personnel and equipment to augment the
response capacity. To facilitate decision making, dispatch centers take the responsibility
of dispatching available resources. When there are multiple incidents, the usual way of
dispatching resources is in a first come first serve fashion.
Formal protocol for resource ordering needs to be in place in the cases when: the
Incident Command does not have the authority to request resources outside of its authority,
the dispatch workload is heavy and needs additional capacity, and when resources need to
be prioritized.
The following are the roles for resource ordering in disaster response:
1. Incident Commander develops the incident objectives and approves resource orders
2. Operations Section identifies, assigns, and supervises the required resource to accom-
plish the incident objectives.
3. Planning Section tracks and identifies resources and resource shortages
4. Logistics Section orders the required resources
5. Finance Section procures and pays for resources and documents costs
To make the resource ordering process more efficient, the Incident Commander should
set up guidelines as to who within the ICS may place an order, what resource requests require
the Incident Commander’s approval, and what resource requests may be ordered without
the Incident Commander’s approval.
When ordering resources, information regarding the request and the resources is im-
portant. The following are a list of essential attributes for resource ordering: Incident Name,
Order/Request number, Data and Time of the Order/Request, Quantity, Type, Reporting
21
Location and Contact, Requested Time of Delivery, Person/Title who placed the Request,
and Contact Information. It is also encouraged that resource orders/requests could state the
requirements and purpose the resources are to be used for, rather than just requesting for
specific resources. This way, the agencies fulfilling requests would be able to more effectively
provide resources and support.
When placing orders, the main communication medium is by telephone, radio, fax, and
computer networks. A single point ordering system is preferred. Through this approach,
the heavy load of finding resources requested is dedicated to the responsible dispatch center.
However, there are times when the single point request system becomes infeasible such as
when the dispatch center is overloaded with requests, when assisting agencies have different
policy and protocol for requesting resources, and when the requesting personnel need to
discuss directly with the resource providers. When using a multiple point request system to
address the aforementioned challenges, there are often lost or duplication of resource requests
made by different dispatch centers.
When resources are mobilized, the importance of the information used for requesting
the resources is highlighted. With the complete request information, mobilized resources
could be transported to the desired locations at the correct times, and report to the correct
personnel. Procedures must be established concerning self-dispatched resources.
Resources are to formally check-in with the ICS when they arrive on scene. Check-in
procedures are to be implemented. On the disaster site, the ICS sets up a perimeter that
allows the Incident Command to establish resource accountability, provide security and force
protection, and ensure safety of the responders.
Resource Status Keeping Systems are to be used to account for the overall status of the
resource coordination, track movement of resources on scene, be able to handle day-to-day
resource status updates, and have a back up when the on scene tracking system breaks down.
After requests are fulfilled, non-expendable resources need to be recovered and reassigned to
fulfill other requests.
When the disaster response operations start to transit into disaster recovery, or when
there are fewer resource requests being received, more resources spending more time staging,
excess resources identified during planning processes, and incident objectives have been
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accomplished, response resources are demobilized. In this stage, demobilization of resources,
reimbursement, and resource storage and inventory take place.
2.2.2 Challenges
There are several challenges identified from the previous section and recent XE occurrences
that make resource management in disaster response difficult. Ineffective logistical response
is the most pressing issue in response to Hurricane Katrina [12].
The logistics response to Hurricane Katrina was ineffective. Due to the absence of
infrastructure communication after the landfall, internet and phone services were not in
place. This made the logistics response very difficult. When requesting for resources, the
requests were written by hand in the paper format, which made the resource supply extreme
difficult and unorganized [12].
When there are multiple incidents that need the same type of resource but the sup-
ply is shorter than the demand, prioritization becomes very important. Although it is
stated in the IS703A Course of NIMS that Life Safety, Incident Stabilization, and Prop-
erty/Environmental Conservation should be used for resource prioritization, it also revealed
that when there are multiple incidents, the usual way of dispatching resources is in a first
come first serve fashion [62]. This potentially makes resource distribution inefficient.
There were also issues such as control over resource deployment. In the case of Hur-
ricane Katrina, “supplies didn’t go where they [were] intended to go... that was a huge
issue” [12].
When placing orders and when the single point request system is infeasible such as when
the dispatch center is overloaded with requests, when assisting agencies have different policy
and protocol for requesting resources, and when the requesting personnel need to discuss
directly with the resource providers [62], the importance of communication and coordination
is emphasized. However, when using a multiple point request system, communication and
coordination becomes the challenge and there often are lost and duplication of resource
requests made by different dispatch centers [62]. Also, this issue also highlights the possibility
of having the dispatch center overloaded in larger incidents.
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There were also challenge in terms of arranging transportation for the movement of
goods from resource depots to the demand during Hurricane Katrina [12].
When resources arrive at the disaster incident, they are to formally check-in with the
ICS. Resources are to enter the perimeter set up by the ICS. This could potentially cause on-
site congestion at access points and inefficiency in coordination when the ICS is overwhelmed
by the great amount and diverse tasks. The process seems to have great risk when the scale
of the disaster is large due to its centralized and rigid nature.
In the IS703A Course of NIMS, it is mentioned that Resource Status Keeping Systems
are to be used to account for the overall status of the resource coordination, track movement
of resources on scene, be able to handle day-to-day resource status updates, and have a
back up when the on scene tracking system breaks down. This showed that the current
requirement for resource status keeping is set to a daily basis [62]. However, in disaster
response scenarios, it is best to have real-time update of resources’ status to enable more
accurate and timely decisions.
In addition, there were challenge of communicating where resources are needed in the
case of Hurricane Katrina [12]. Supporting resources were not informed of what the priorities
were and what locations victims were located that needs resources. At the same tome, the
response organization had difficulties identifying resources needs and resources available.
In conclusion, it is identified that the disaster response and recovery operations were
not well planned [12]. There are standard procedures in place, but they were not implemented
and executed in the response and recovery operations [12]. “In some instances, the federal
government had resources available that were not effectively deployed where required because
the requests were being ‘coordinated ’ somewhere in the bureaucratic process” [12].
2.3 The Social Science Perspective
“Materiel convergence is an important topic because of its significant and complex interac-
tions with the delivery of high-priority supplies to the site of an extreme event” [12].
During disaster response, volunteers and response organizations outside of the disas-
ter affected zone converge into the area to assist the response efforts. This is the effect of
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resource convergence that usually made the already complex problem of resource coordina-
tion even more challenging [16–18]. For example, on-site congestion of volunteers, material,
and equipment hinders efficient logistical coordination [18, 19]. However, provided with the
convergence and emergence of resources, such as volunteers, equipment and organizations,
response to incidents could be more efficient and effective [28, 29]. In the rapidly changing
environment, the convergence of resources could bring certain capabilities and flexibilities
that is not sufficient in the official disaster response system [30]. How to properly manage
the converging resources is then the important task.
One of the greatest challenges of utilizing the converging resources is their ability to be
deployed immediately to the incidents without the appropriate and required skills, training,
and the familiarity with the command and control structure and EMAs [30]. However, there
is still great potential to utilize the converging resources. For example, Red Cross [44] is one
of the specialized organizations, along with other specialized entities, that contributed to the
response operations in the 9-11 terrorist attacks [30]. In addition, Kendra and Wachtendorf
[30] pointed out that to have an efficient and effective disaster response, it is vital to develop,
maintain and take action based on a Shared Vision of emergency goals, critical tasks and
their need of critical resources. It is difficult to have the volunteers obtain such Shared Vision
without any prior training and communication with the EMAs.
As types, magnitude and context of disasters vary, the mitigation actions usually need
creativity and require responders to improvise to better respond to incidents [22]. However,
the centralized command and control structure makes logistics coordination difficult, as it is
static and inflexible [16]. The command and control structure is established to coordinate
the response efforts and resources of the local, state and federal government, private sec-
tor and NGOs [42]. The general outline of the centralized command and control structure
from bottom up is as follows, although it may vary from jurisdiction to jurisdiction: 1) first
response teams on site request for resources; 2) the Incident Command Post (ICP) which
manages and coordinates several aggregated incidents, such as several collapsed and partially
collapsed buildings in the area, provides the resource for the first responders with the re-
sources in its jurisdiction; 3) the county level Emergency Operations Center (EOC) provides
resources to multiple ICPs, and establishes priorities for the distribution of resources among
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the ICPs; 4) a State level EOC is activated if the disaster exceeds the response capacity
of the county, with the primary role of supporting the local government in responding to
the incidents and coordinating resources within the state; and 5) if the disaster exceeds the
local and state response capacity, the federal government involves its agencies to organize
a federal response and coordinates with the states and response partners to mobilize more
resources. To accomplish those efforts, the private sector and NGOs coordinate and support
response actions of the governments. However, this approach inherits various challenges that
inhibit efficient utilization of available response resources.
The centralized command and control structure is ill equipped in responding to extreme
events [13,29]. The centralized approach has the following characteristics. First of all, it has
a supervisory individual, or a group of individuals, who makes the decisions for the entire
system. The supervisory individual has a global view of the overall situation. As a result, an
optimal decision could be made directly rather than having aggregated decisions converge
to a close to optimal decision through time as in decentralized settings. In terms of response
time to emergencies, a centralized command structure could have a rapid global response
once decisions are made. However, this is based on the assumption that the command and
control structure is established, information is efficiently collected from the field, delivered
to the supervisory individual(s), and processed for decision making. In other words, the
computational capability of the system needs to be extremely advanced and powerful in a
centralized command and control approach when the incident forms a large decision problem
for efficiently decision making.
At the same time, there must be a sophisticated communication infrastructure that
supports strong connectivity for coordination of end workers, i.g. first responders in disaster
response operations, to follow the decisions [38]. However, in large scale disasters, this is
hardly the case in the response operations and impossible in the early phase of US&R. In
terms of communication and coordination, the centralized command and control approach
is regarded as ineffective in disaster response [21]. Volunteers and organizations who wish to
support disaster response do not necessarily know who or what agency they should communi-
cate with [19,63]. In addition, the agencies that are responsible for coordination of resources
in the local or state level are not always capable of managing, in addition to its own internal
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resources, the large amount of converging resources [13, 22]. The volunteers and organiza-
tions sometimes make their own decisions and converge to the disaster affected areas, which
cause problems in resource management. As a result, this convergence phenomenon makes
logistical coordination and decision making extremely challenging in disaster response.
2.4 Geographic Information System (GIS)
GIS is an essential tool for location mapping, dynamic condition visualization, and decision
making in disasters [38,64,65]. Geospatial data and tools are useful in response to disasters.
Real-time data fusion and analysis could be achieved through GIS during the response phase
to support visualization and automation for efficient decision making. Research has been
conducted in GIS that focused on areas such as shortest path analysis [37, 66], data visu-
alization [67, 68], and risk management [69, 70]. Database systems for assets management
and inter-organizational collaboration have also been developed [71]. However, the National
Research Council report pointed out that GIS for emergency management with rapid ca-
pability and access of data and the tools that work under difficult circumstances of US&R
have rarely been addressed [72]. For example in the aftermath of the Haiti earthquake, the
US&R operations were hampered by the lack of geospatial information. However, in a few
hours responders, volunteers and civilians in the disaster affected area were able to provide
the information – such as street names, location of damaged buildings and trapped victims
– needed for US&R and integrate those into layered maps in GIS that guided lifesaving
tasks [73,74]. This shows the great potential of GIS applications to facilitate US&R and the
possibility to have a shorter response time if the geospatial information and systems are in
place at the initial phase of disaster response.
2.5 Resource Tracking and Management
Global Positioning Systems (GPS) and Radio Frequency Identification (RFID) are popu-
lar approaches for location tracking of resources [75–77]. GPS has been widely deployed
for vehicle tracking [77, 78] and RFID products have been broadly applied to warehouse
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inventory [75, 76, 79–82]. There are also open source and commercial applications for fleet
management [83], asset management [84,85] and service vehicle management [86,87] that pro-
vide management of resources through tracking and inventory services. These applications
provide insights on steady resource requests, spreadsheet inventory of equipment, status and
location tracking of vehicles, and management of resource distribution based on empirical
data. They are often integrated with GIS for visualization of the movement of resources
on a spatial map and they provide location information of available resources to emergency
management agencies (EMAs). As a result, decision makers could have better visibility and
control over the logistics distribution, and tracking of deployed construction equipment and
planning of its redeployment for other disaster response tasks is made possible. However,
these management systems, in comparison to disaster response scenarios, are allowed with
longer response time and less penalty for delays. In addition, the uncertainty related to
these commercial logistics problems is better understood based on accumulated logs of past
data and experience. In disaster response, empirical data is difficult to collect and each
disaster is often very different from others: the resource distribution data might not always
be appropriate to guide the logistical response of an upcoming incident. Full potential of
these approaches has not yet been reached in recent disaster response operations [13, 72].
2.6 Building Assessment Information
Safety of the rescuers is one of the most important responsibilities of US&R, and the struc-
tural integrity of damaged infrastructures is a key factor of rescuers’ safety [88]. Typical
tasks performed by structural engineers include 1) assignment of building priority for search
and rescue (S&R), 2) leaving markings on buildings to inform others of the structural in-
tegrity, 3) identification of required shoring for temporary stabilization of the structures,
and 4) monitoring of building conditions, in case of further collapse.
Structural Triage, used by the Federal Emergency Management Agency’s (FEMA)
US&R teams, is the process of gathering information of structurally compromised buildings
to determine operational priority [89]. The priority is set based on factors such as occupancy,
known victims, probability of live victims, collapse mechanism, access time, and structural
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and void conditions. To keep track of S&R information at structurally compromised build-
ings, Building Marking Systems (BMS) are used in the current practice [89].
As technical rescue operations for major disasters tend to be in the order of hours/days,
the information these marking systems carry is imperative to the safety of the rescuers
and effectiveness of the distribution of rescue forces. In lifesaving scenarios, standardized
information for building identification, conditions assessment, hazards and victim status are
all of great importance. However, challenges in the current practice have been identified.
Information gathering for critical decision making has been recognized as one of the
greatest challenges in disaster response. Response efforts cannot reach their full potential
without the required information to make critical decisions.
A large number of engineering parameters such as the type of structure, patterns of
collapse, and shoring alternatives play important roles in decision making, such as prioritiza-
tion of rescue activities and resources, and ensuring the safety of rescuers. Structural Triage
and BMS have been the key features carried out by the engineering workforce on US&R op-
erations for such purposes [8]. Once information is gathered (such as the Structural Triage),
it is disseminated to the stakeholders for decision making (setting up operational priority for
buildings). In other words, critical information needs to be communicated to and retrievable
by the stakeholders at different times and stages of disaster response.
However, the information is usually transferred through paper copies, which cannot
be effectively distributed. For example, once a Structural Triage or BMS is complete, the
paper report of building assessment can easily take 24 hours to reach the Incident Command.
Since Structural Triage is the information decision makers use to set priorities of response
resources, and BMS is used to differentiate structures within the disaster affected area and to
communicate structural condition and status of US&R within the structure [89], the delay
in information dissemination compromises the timing for decision making. This leads to
either delay in deployment of response resources or having the response resources deployed
without an adequate consideration of the critical needs.
An alternative for information dissemination is through verbal radio transmission
which could be both incomplete and unreliable. If other actors need access to the infor-
mation, searching and retrieval of the information in paper format or radio transmission are
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difficult. For example, engineers develop structural stabilization plans for damaged struc-
tures. These plans include critical information – such as equipment, material and manpower
needed – required to carry out the operations. Poor communication of this information
compromises the effectiveness of the underlying response efforts. As a result, an effective
communication mechanism is of great importance in disaster response.
In the current practice, the standard way of communicating BMS information on-site
is through the international orange-colored spray paint marked on building components [10].
Figure 2.1 shows four categories of structural markings established by the FEMA National
US&R Response System [89]. As information changes with time, the buildings need re-
assessment and re-marking. However, updating the markings in international orange-colored
spray paint is hard to maintain and organize due to its physical limitations. In addition, there
are overlaps, differences, and priorities in the BMS used by the three levels of governments –
local, state, and federal. These differences lead to confusion over the incompatibility of the
building markings and may also result in re-assessment and re-marking of the buildings once
higher level governments join the response operations. Moreover, it is difficult to resolve, or
even to detect, contradicting assessment information. There is no unified interface to allow
access to and collaboration among BMS from various organizations, such as the FEMA
US&R [89], International Search and Rescue (INSAR) [90], and the Applied Technology
Council (ATC) [91]. This could potentially lead to ineffective communication that adversely
affects rescuers’ safety.
Additionally, the international orange-colored spray paint not only limits the amount
of information that could be communicated to the rescuers, but also hinders their access
to and situational awareness of the structural condition of near by buildings. The building
markings are not visible to rescuers from time to time due to the weather conditions or debris
and smoke presented. As a result, an unified interface that communicates more and better
information, more quickly and reliably, improves information collection regarding building
assessment, the decision making and the underlying disaster response efforts.
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From past deployments of BMS, issues in the following have been highlighted: coor-
dination of data and its integration, paper-based and error-prone forms, information flow,
communication channels, information update from the structure’s location to the Incident
Command, and visibility of on-site building markings [92]. Table 2.1 summarizes these
problems.
Problem: Cause:
Marking Systems overlaps Local / State / Federal Response
Remarking / Rework Multiple Marking Systems
Communication Channels Human work-cycle
Information Flow Information not automatically updated
Building Marks Hidden Smoke, debris, dynamic scenario
Table 2.1: Problems faced in BMS deployment
2.6.1 Overview
With the recent theoretical and technological advancements in science and engineering, im-
provements to the current approach for structural assessment in US&R operations have be-
come possible. By using digital devices such as Global Positioning Systems (GPS), cameras,
Personal Digital Assistants (PDA), Tablet PCs with broadband wireless communication, and
aerial imagery, real-time reporting of structural damage assessments has become possible. In
the following paragraphs, approaches that could potentially improve structural damage as-
sessments are discussed under three headings: 2.6.2 Improving Situational Awareness, 2.6.3
Monitoring Building Conditions and 2.6.4 Communication.
2.6.2 Improving Situational Awareness
The development and advancement of theories and approaches to enhance situational aware-
ness in disaster response have been studied and implemented [93–96]. In addition, systems
such as Geographic Information Systems (GIS) have allowed decision makers to integrate
and analyze disaster data at multiple scales and form various perspectives [37,97]. Satellite
imagery and aerial reconnaissance can be particularly useful in obtaining an overview of
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the damage during emergencies [98]. The U.S. Geological Survey (USGS) has developed
models to predict earthquake and flood intensities during extreme events [99]. These models
give a picture of the scale and spatial distribution of a disaster in terms of its impact on
infrastructures. However, satellite and aerial imagery are not always accessible right after
the occurrences of disasters. In addition, the level of detail and accuracy these approaches
give might not be detailed and accurate enough to support US&R operations.
2.6.3 Monitoring Building Conditions
Real-time building information could be collected through disaster resilient sensors that
measure the temperature and displacement in structural elements. Radio Frequency Identi-
fication (RFID) has shown to be effective in various engineering domains such as distributed
shared memory [79, 100] and assets tracking [75, 82, 101]. They allow a cheap and effective
way to store and track geographically distributed information relevant to US&R. Installing
tags on buildings allows responders to collect building information without stopping at par-
ticular building components (where the international orange-colored spray paint are marked)
and going near hazardous zones. Tags with greater memory could be used to store snapshots
of hazards. In addition, satellite imagery techniques are also available for building assess-
ment [102, 103] and there are potential in using machine learning and augmented reality in
structural assessment with pictures and video streams of the damaged buildings [104,105].
2.6.4 Communication
Wireless networks have become critical components of the emergency communications in-
frastructure, not only because of its portability, but equally due to the capability to operate
independently from fixed and potentially vulnerable wire line-based transmission of infor-
mation [106]. However, infrastructure based communication are often collapsed, unreliable,
or overloaded in disaster response scenarios [10, 13,32].
The advancement in the field of mobile computing and wireless communications has
given the opportunity to communicate more efficiently within the disaster affected area
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[107–110]. Among wireless networks, communication solutions based on ad hoc networks
have been identified to be viable for data based communication in urban emergencies [98,111].
A Mobile Ad hoc Network (MANET) is an autonomous system of mobile nodes connected
by wireless links. As nodes are free to move in the space, the union of all nodes forms an
arbitrary and dynamic graph [112]. Information is sent form the source node directly to the
destination node if the two are in their communication rage. If not in range, the information
is sent by hoping through nodes in between the source and destination nodes. If there is
no node in between or if the source and destination nodes are not within a single connected
graph, the information will not be able to deliver. However, there are also hybrid networks
with the mix of MANETs and infrastructure based networks [113].
MANETs have great potential to support US&R in the absent of infrastructure based
communication. They communicate based on peer-to-peer links within the network not de-
pending on infrastructure. However, researchers are still investigating approaches, such as
improved power consumption of digital devices with efficient network protocols for dynami-
cally changing graphs, to efficiently deploy MANETs in US&R [98,114].
Despite the advances in technology have provided potential to improve disaster re-
sponse operations in terms of communication and automation, the true potential has not
yet been reached to support US&R operations, especially for building assessment.
2.7 Decision Making
During the initial phase of disaster response, access to heavy equipment is critical to the
relief efforts [13,23,25]. Heavy equipment is a necessity during response operations such as 1)
rapid debris clearance of the transportation network for first response teams to reach isolated
hazard zones, 2) careful lifting of damaged structural elements in conditions when human
power is not sufficient, 3) selected debris removal to clear structural materials to facilitate
void searches and tunneling under collapsed buildings, and 4) lifting of wounded victims
out of the rubble [26]. In destructive events, the best timing of saving victims is within the
first 24 hours right after the impact of the disaster [39]. If EMAs are unable to immediately
provide heavy construction equipment to support the US&R teams, the delay could postpone
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the delivery of trapped victims to emergency medical assistance, resulting an increase of
the fatality rate [27]. However, during Hurricane Katrina, insufficient planning hampered
disaster logistics management [115]. The authorities failed to appropriately manage resources
with the Department of Interior regarding distribution of heavy equipment, which could have
been used to mitigate the situation [116, 117]. In the 1989 Earthquake that struck the San
Francisco Bay Area, there were also challenges faced in the early US&R due to the lack of
available heavy equipment [8]. Heavy equipment, which supports critical disaster response
operations, must be efficiently located, assigned and distributed to meet the urgent demands
in US&R. Decision making for these logistics management needs to be efficient and effective
for facilitation of lifesaving operations.
2.7.1 Centralized Decision Making
2.7.1.1 Optimal Decision Making
Coordination of resources such as setting up their service priority, routing them from multiple
depots to multiple destinations, and re-deployment after their job completion are needed to
facilitate disaster response operations. Research focused on decision making with optimal
decision models [66,69,118,119], and supply chain and logistics [120–124] has been conducted.
The objectives of those models include logistics distribution with multiple resource types
and quantities, facility and target locations with special conditions, and constrained vehicle
capacity for split deliveries, i.e. a demand could be fulfilled by separate truckload of resources
from different trucks [122,123]. These models are formulated so that decision makers and first
responders can best utilize available information and assets for effective disaster response
operations [37, 66,119].
The Traveling Salesmen Problem (TSP) [125] and Vehicle Routing Problem (VRP)
[126], often seen in transportation planning for resource deployment, could be formed for
resource allocation in disaster response. Bektas [127] presented generalized problem for-
mulations for various types of Multiple Traveling Salesman Problems (M-TSPs) that have
similar characteristics of the resource distribution task in disaster respons, where more than
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one salesman and more than one depot are allowed in the service area and the salesman do
not need to return to the original depot. Rathinam and Sengupta [128] offered an additional
problem formulation for a generalized M-TSP, which requires that each destination is visited
at least once by a salesman (rather than the conventional assumption of each destination
being visited exactly once). Their approaches [127, 128] with additional constraints could
serve as potential formulations for resource management in disaster response.
However, TSPs and VRPs have the characteristics of exponential solution time in
respect to the problem size. Namely, solving these problems are often overly time-consuming,
when the number of entities involved is large, i.g. a network of 200 nodes with spatial entities,
attributes and constraints.
Table 2.2 depicts the complexity of combinatoric problems [129]. Decision problems
as the ones mentioned before are often complex in its nature. It takes great amount of time
– or operation steps – to solve these complex problems. On the top row of Table 2.2 are
categories of decision problems with different complexity, or the form of solution time to
solve each category of problems. For example, problems with constant solution time, θ(1),
is solved with the same amount of time regardless of the problem size n (see column under
the constant 1). Sorting problems are in the category of complexity O(nlogn), which takes
approximately 10−5 seconds to solve a problem with size of 10 and 0.003 seconds with a
problem of size 1000. TSPs and VRPs are categorized in the NP-Hard class, which has
exponential solution time (in the O(2n) category of Table 2.2). NP-Hard problems are very
complex and hard to solve. Small problems such as of size 10 is still solvable. However,
with a problem of greater size, this type of problem takes great amount of time (1015 years
in Table 2.2 for a problem of size 100) to solve for an optimal solution. In other words, the
solution time for NP-Hard problems does not scale well.
The TSP is NP-Hard and there is no k-factor approximation algorithm for it [130].
However, there are algorithms that could approximate the TSP in polynomial time, based
on the assumption that triangle inequality holds on the network. The TSP with a network
that follows triangle inequality is called a Metric TSP. The Christofides’ algorithm is an
example of running in polynomial time – O(n3) – which produces a 3
2
-factor approximation
for the Metric TSP [131].
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It is assumed that 1 operation takes 10−6 seconds.
Table 2.2: Complexity of Combinatoric Problems
In disaster response scenarios, we could not assume any transportation network to
be static and follow triangle inequality. As a result, approximation for a TSP is of great
challenge.
2.7.1.2 Heuristics for Close to Optimal Decision Making
Models that are based on characteristics and behavior of biological, molecular, swarm of
insects and neurobiological systems for optimization problems have been discovered and
applied in the research literature. These methods are developed to solve complex problems
encountered in engineering systems [132]. Genetic Algorithms are based on mechanisms
of genetics such as its reproduction of the population of organisms, natural selection of
what organism survives, how breeding is based upon (cross overs), and the mutation of the
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organism [133]. Simulated Annealing is a process observed from the thermal annealing of
heated materials [134]. The algorithm is based on the process of controlling the cooling rate
of heated metal to have proper solidification of the material produces ordered crystallines.
These 2 methods are stochastic based algorithms that could find the global optimal with good
probability [132]. Particle Swarm Intelligence is based on a colony of biological creatures
such as insects, birds, and fishes. The Ant Colony Optimization (ACO) is based on the
collective behavior of ant colonies for food source finding from the nest. It depends on the
frequency of path utilization as the heuristic to find most rated routes.
ACO algorithms have been discovered and used to efficiently solve TSPs [135, 136].
Disaster resource distribution problems are envisioned to be formulated into TSPs with spe-
cial characteristics, such as split delivery, dynamic depot locations, limited truck capacities,
equipment and technician matching, and demand prioritization. ACO executes iteratively
and adapt changes in real-time to produce close to favorable solutions. This is of inter-
est for this research due to the dynamic and chaotic characteristics of disasters. Research
on ACO algorithm for solving logistics problems in disaster relief operations has been pro-
posed [66,137]. Yi and Kumar [137] use an ACO algorithm for distribution of multiple types
of resources. Different types of transportation tools are selected and the capacity of different
type of vehicles is incorporated in their model. While this model is considered valuable to
the problem in hand, there are potential extensions to the model. Decision to set prior-
ity of demand could be determined in real-time, traffic conditions could be monitored in
real-time, and delivered resources could be tracked for further deployment. Han et al. [66]
use an ACO algorithm to solve shortest path problems in firefighting operations considering
traffic conditions. However, the model could be improved by incident response prioritization
and real-time road conditions update. The aforementioned works serve as candidates to be
adapted for distribution of heavy construction equipment in a disaster response scenario.
2.7.2 Decentralized Decision Making
In large scale disasters, decision problems are often complex to be solvable efficiently by
a centralized decision making approach to meet the urgent time constraint for disaster re-
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sponse. There is great potential to solve decision making problems using meta-heuristics and
customized solution algorithms. However, there is also the challenge of collecting the input
data and information in order to have decisions made. In other words, without the input
data and information, the decision models could not be executed to produce decisions. It is
due to the convergence phenomenon that make the data and information collection difficult.
Comfort [138] and Kendra and Wachtendorf [30] pointed out that to have an effec-
tive disaster response, organizations must be “self-organized” into “adaptive systems” that
gather and comprehend information of the incidents and respond to them, without constant
direction and supervision. Decentralization of decision making is advocated by researchers
in managing first response operations [16,21,28,138].
Exploration of robust natural systems, which have been recognized with well decentral-
ized systematic behavior [139, 140], has potential to mitigate the convergence phenomenon
and contribute to this research.
In the selection of a new hive for example, the self-organization capability of a honeybee
colony is highly efficient and effective [141]. Under this scenario, each bee makes a local
decision independently as follows: Scout bees leave the hive to search for candidate locations.
When a potential location is discovered, the bee, who discovered the location, returns to the
hive and passes on the information to fellow bees. The information, including direction
and distance, is communicated via a mechanism called the Waggle Dance, performed by
the bee on the Dance Floor located in the hive. Fellow bees in the hive observe Waggle
Dances on the Dance Floor. Bees that agree with a particular candidate location, will join
the corresponding Waggle Dance. A preferred dance, i.e. choice for the new hive, will be
propagated throughout the dance floor, eventually, and the bees will converge to the best
dance (i.e., the most appropriate location for the new hive). Thus, the dance is complete
with the entire colony agreeing on the location of the new hive.
When foraging for nectar sources, honeybees also make decisions based on their in-
dividual judgment, without receiving orders from a supervisory individual. The process
of how each individual makes decisions, based on the individual’s state and information
gathered under a Behavior Control Structure, was observed and verified by Biesmeijer and
Seeley [142], which will be discussed later in Chapter 5. The key factor in the Behavior
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Control Structure is also the Waggle Dance. The information each forager could access is a
partial view of the entire system. Based on that information, each individual makes its in-
dependent decisions. Thus, there is little requirement on either the computational power for
each individual or the communication network among individuals for coordination of the en-
tire system. Colony-level decisions are based on the aggregation of the individuals’ decisions.
This process gives a natural selection among alternative nectar sources [141]. Entomology-
based models, characterized by their high efficiency in decision making, are envisioned to
facilitate heavy equipment distribution during disaster response operations.
2.8 Concluding Remarks
The literature of Disaster Response in terms of practice and research is described in this
chapter. There is the potential to enhance the efficiency and effectiveness of disaster re-
sponse operations through automation of data collection, dissemination, and decision mak-
ing. The importance of resource management is highlighted in the chapter, and the role of
critical equipment and material, such as heavy construction equipment, is introduced. The
inflexibility of a centralized decision making approach is also highlighted that suggests the
potential of adapting a decentralized approach when the centralized system is paralyzed.
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CHAPTER 3
THE AUTOMATED RESOURCE MANAGEMENT
FRAMEWORK
3.1 Introduction
In the current practice, the official disaster response organization is composed of a centralized
command and control structure. It is established to coordinate the response efforts and
resources of the local, state and federal government, private sector and NGOs [22, 42]. The
general outline for resource management from bottom up is as follows, although it may vary
from jurisdiction to jurisdiction: 1) first response teams on site request for resources; 2) the
Incident Command Post (ICP) which manages and coordinates several aggregated incidents,
such as several collapsed and partially collapsed buildings in the area, provides the resource
for the first responders with the resources in their jurisdiction; 3) the county level Emergency
Operations Center (EOC) provides resources to multiple ICPs, and establishes priorities for
the distribution of resources among various incidents; 4) a State level EOC is activated if the
incident exceeds the response capacity of the County, with the primary role of supporting the
local government in responding to the incidents and coordinating resources within the state;
and 5) if the incident exceeds the local and state response capacity, the federal government
involves its agencies to organize a federal response and coordinates with the states and
response partners to mobilize more resources. To accomplish those efforts, the private sector
and NGOs coordinate with and support response operations lead by the governments.
In US&R operations, the main goal is to save human lives. To efficiently achieve this
goal, required resources for US&R operations need to be distributed affectively to first re-
sponders. Two critical processes in distribution of resources were highlighted by Auf der
Heide [22]. First, a situation analysis needs to be carried out to collect information about
the damage caused by the disaster. Second, a resource analysis is performed to collect
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information about available resources that is needed to support the response operations.
However, the initial information collected about the damage caused by the disaster is often
incorrect [143, 144]. As a result, the situation analysis needs to be an ongoing procedure
that iterates and updates itself throughout the response operations to enable an effective
resource distribution and US&R [22]. Additionally in the current practice, damage assess-
ment information and resource requests are usually reported via voice and paper based
formats in US&R. However, these approaches make information dissemination challenging
and inefficient [10].
In this chapter, the focus is to facilitate coordination of resources at the ICP level,
as the efficiency of resource deployment at this level has the direct impact on the perfor-
mance of US&R operations. The particular resource being considered is heavy construction
equipment, which could be generalized to other types of resources. An infrastructure for
information sharing and decision making to increase the performance of resource distribu-
tion within the jurisdiction of a particular ICP to support US&R is of great importance.
As a result, a collaborative framework – the Automated Resource Management Framework
(ARMF) – automating information gathering and decision making, that expedite the pro-
cess of construction equipment request, distribution and deployment, is expected to facilitate
current first response operations in disasters [35].
3.2 Requirements
In Chapter 2, challenges in the current practice are discussed. In order to address those
challenges, the proposed framework needs to include and improve the following capabilities:
1. First responders and volunteers update and collect information to enrich existing maps
for the situation analysis.
2. First responders request resources on the field.
3. First responders and decision makers query the availability of resources for the resource
analysis.
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4. First responders and decision makers gain situational awareness through information
sharing and visualization of geospatial entities of the disaster.
5. Decision makers efficiently plan for effective resource activation, assignment and de-
ployment.
Figure 3.1 and Figure 3.2 depict a use case digram and the use case for the Automated
Resource Management System (ARMS), which is part of the ARMF. Use cases are used for
documentation of functional requirements and for communication between stakeholders and
developers. This is a common practice in software engineering that ensures the software
developers understand the requirements. This way, the developed systems are expected to
address the requirements set by the stakeholders more precisely than without using use cases.
Figure 3.1: Use Case Diagram for ARMS
The following paragraphs present the architecture of the ARMF followed by system
components and test cases of the framework.
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Figure 3.2: Use Case for ARMS
3.3 Architecture
The architecture of the ARMF is shown in Figure 3.3. The architecture is composed of
5 tiers: 1) the visualization and interaction (VI) layer, 2) business access (BA) layer, 3)
business objects (BO) layer, 4) resource access (RA) layer, and 5) resource layer. As the
architecture introduces multiple layers of abstraction, a layer only depends on the abstract
interfaces with the layers a level above and below, it has no coupling with other layers.
Software maintenance, extension and modification of a layer becomes strait forward and
flexible with the multiple layers of abstractions.
The VI layer is composed of the user interface and is where the user interacts with the
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Figure 3.3: ARMF Architecture
system. Whenever the user triggers an event from the VI layer, the corresponding actions
represented in the BA layer is executed. However, the BA layer transfers the responsibility
of functional and detail implementations into the BO layer, leaving the BA layer itself as a
general abstraction and a outline of business logic composed of objects from the BO layer
for the VI layer to access. Through another level of abstraction, the RA layer separates
the BO layer and external resources in the resource layer, such as the database, commercial
SDKs (Standard Development Toolkits) and the communication network. With this level
of abstraction, the BO will not depend on specific implementation of external resources.
As such, swapping from a specification to another, the code within the BO layer do not
need to change. Although general and flexible software design usually leads to extra effort
on analysis and implementation of the abstract interfaces and the objects being passed in
between, it provides benefits such as a balance of cohesiveness and coherence in code for
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easy maintenance in the long run.
Design Patterns are adapted into the framework as they enable object-oriented (OO)
software to become more flexible, modular, reusable and understandable [145]. These pat-
terns have been developed and evolved overtime as designers refactor the software structure
for reusability. Design Patterns such as Factory Method, Fac¸ade and Strategy are incorpo-
rated into the architecture. Factory Method defines an interface for the creation of objects
and lets subclasses to decide what concrete object to instantiate [145]. As such, objects from
upper layers within the architecture will deal with the abstract interface without anticipation
of and binding to an application specific class. This opens a flexible path to instantiate, in-
terchange and expand specific implementation of concrete subclasses. Strategy encapsulates
different implementation of algorithms to become interchangeable. This provides an easy
interface to interchange external packages used within the framework and to also be flexible
switching to a user defined algorithm. Fac¸ade provides a simple interface wrapped around a
collection of complex interfaces provided by the external resources. It provides an additional
abstraction that hides unnecessary detail for a clean and understandable code.
By laying out the framework with a 5 tiers architecture and its implementation with de-
sign patterns, benefits for further expansion and maintenance of the framework are provided
as fore mentioned. In the following sections, the functional components of the framework
are discussed.
3.4 System Components
The ARMF is composed of several components which together provide an unified interface for
resource identification, request and decision making for deployment. The following sections
discuss these components in more detail.
3.4.1 E2RP
Resources such as heavy construction equipment, professional personnel and materials are
needed during and after XEs. Knowing where critical assets are is important for resource
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acquisition in emergency response. As a result, an integrated resource repository which
provides resource information at distributed spatial locations could facilitate decision making
for disaster response operations. E2RP is a geospatial database within the resource layer,
accessible from the layers above in the ARMF architecture (Figure 3.3). As a result, users
of the framework have access to the resource information provided by E2RP.
Figure 3.4 shows the architecture of E2RP. It uses PosgreSQL as the database man-
agement system with the geospatial extension PostGIS. Additional to relational queries,
PostGIS provides spatial queries to the users. E2RP has a web-based interface for access to
the geo-database (Figure 3.5) [10]. The web interface is implemented in scripts that runs on
an open source GIS web service MapServer. E2RP provides assistance to decision makers
in the ICP to determine resource availability with spatial attributes. For example, decision
makers can query for available resources within a specific radius from any location on the
map, and E2RP displays the resources on a geographical space through the web interface.
Figure 3.4: Architecture of E2RP
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The web interface (Figure 3.5) provides drop-down lists and checkboxes for users to
query the database. Advanced users can query the database directly with SQL (Structured
Query Language) statements with a mixture of relational and spatial queries. Equipped
with E2RP, EMAs can acquire resource information efficiently. Provided with E2RP alone,
decision makers could locate resources more efficiently and the spatial analysis of E2RP
could provide information to support decision making for resource assignment. Additionally,
with E2RP, an automated decision making process through digital information retrieval and
processing of the available resources in standard National Incident Management System
(NIMS) typing [41] format, which will be introduced shortly, is made possible.
The database schema of the E2RP (Figure 3.6) follows standard categories and typings
of a local EMA as a proof of concept. The schema is in a general format that could be further
extended for detailed resource information.
Within the database, there are four important entities: Resource, ResourceNeeded,
DamagedSite, and ResourceLocation. The DamagedSite holds standard attributes such as
the address and name. In addition, it has the attribute, Severity, which prioritization of
limited resource could be based on. Resource and ResourceNeeded, in addition to stan-
dard attributes such as name, quantity and identification number, have attributes such as
ResourceType ad ResourceCategory that are standard formats used by EMAs such as the
NIMS typing [41].
NIMS simplifies logistics requests by standardizing resources. It categorizes resource
functionality and production capacity and provides a common resource nomenclature. First
responders can request resources with types that best suite their needs without the confusion
caused by terminology differences from organization to organization. As a result, resource
functionality will appropriately suite the actual request.
The geospatial database of E2RP also provides the opportunity for logistics managers
to perform spatial queries to the database. Geospatial queries include spatial relationships
such as, but not limited to: distance, union, intersection, buffering, and difference.
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Figure 3.7 shows the result of a spatial query that queries resources from different
distances from a center of damage. This could enable decision makers to gain situational
awareness of the damage visually through a geospatial map.
Figure 3.7: Spatial Query of E2RP
Figure 3.8 shows a database query (upper left), result of the query in the relational
table form (upper right), the webpage list form (lower left), and the result in geospatial
form (lower right). In the database query, the standard SELECT, FROM, and WHERE
clauses used in relational databases could be seen. The geospatial query using the distance
function is also shown. This provides decision makers with a more flexible interface to query
information form the geospatial database, producing more meaningful results.
Equipped with E2RP, users of the framework could query available resources more
easily than going through paper documents. This could potentially expedite the mobilization
of resources and its decision making process. The following section introduces a system that
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Figure 3.8: Spatial Query and Results of E2RP
receives information from on-site civilians that could potentially make the initial placement
of first response task forces more effectively.
3.4.2 The Civilian Report Service
When disasters occur, information required to guide the initial urban search and rescue
(US&R) operations is not always available. For example, before the Haiti Earthquake, there
is very little information regarding the road network and spatial entities in their digital maps.
After the earthquake, this lack of information hindered the response operations. However,
volunteers in Port-au-Prince filled in cartographic blanks in maps with more detailed in-
formation that are accessible to the public online [73]. It is also important to understand
that the initial information collected about the disaster is not always accurate [144]. For this
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reason, assessment of resource needs has to be an ongoing procedure that continues through-
out the duration of the incident to update information for all entities involved within the
disaster response operations to provide stakeholders and decision makers an accurate view of
the condition and needs [22]. In the case of Haiti, the volunteers used text messages, GPS,
and hand drawings to dispatch thousands of updates for road names, building collapse, and
victim locations [73, 74]. The officials used the information to guide their emergency work-
ers, including the Marine Corps and Red Cross [74]. Although there are drawbacks in this
approach of information collection and update, the benefits outweighed in the case of the
Haiti earthquake [73,74].
Inspired by the aforementioned fact, the objective of this system is to establish a
public web service – the Civilian Report Service – for civilians to report, update, and share
information that could potentially be used by officials in the command and control system,
and volunteering personal, equipment and materials.
Figure 3.9 shows the outline process a civilian would follow for using the Civilian
Report Service.
Figure 3.9: Civilian Report Process
When a person in the disaster affected area discovers a location where there are victims
that need help, e.g. victims are trapped under collapsed structural elements, the person
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could report such situation to the Civilian Report Service through a handheld device such
as a smart phone, a laptop or a touchpad device, with network capability. The information
uploaded by the civilians could be seen through a digital map. As a result, the Civilian
Report Service could play the role of an information hub for unassigned disaster response
resources. By visiting the Civilian Report webpage, individual Equipment Units could learn
more about the condition of the disaster and decide what location it will respond to. This
way the productivity of the unassigned resources could greatly increase, avoiding unnecessary
idle due to the overload of the official command and control system.
To achieve this goal, there are certain assumptions. First, we assume that there will
be access to computer networks such as a wireless 3G/4G network. In cases if infrastructure
based networks are not presented, an ad hoc network approach could be taken [10]. Secondly,
at the current stage of the development, we assume there will not be malicious injections of
information into the database. The primary goal of the Civilian Report Service is to guide
US&R operations at the initial stage of disaster response. However, under the condition
when the official command and control system is saturated, the Civilian Report Service
could continue to function to communicate information to the responding resources. In
other words, when the command and control system is overloaded by the massive tasks to
be carried out, such as US&R, resource location, assignment and coordination, unassigned
resources could use the Civilian Report service to find locations of resource demand to
respond to.
The system architecture of the Civilian Report service is shown in Figure 3.10. The
implementation of the web service is as follows. MySQL is chosen as the database to store the
discovered information. The database table (Figure 3.12) holds information such as the entry
key/id, the timestamp of when the piece of information is received, the latitude and longitude
coordinates of the location, a photograph of the situation, potential number of victims, the
condition of the victims, textual comments of the image, name and phone number of the
person who reported, and safety condition of the location. The web interface is written in a
mixture of PHP and HTML. PHP is selected for its easy access to databases and the ability to
program logic in HTML web pages. In addition, the Google Maps JavaScript V3 API [146]
is used to display spatial information with the PHP Google Map API [147]. Figure 3.11
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Figure 3.10: System Architecture of the Civilian Report Service
Figure 3.11: Upload Page of the Civilian Report Service
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Figure 3.12: Database Schema of the Civilian Report Service
Figure 3.13: Map Interface of the Civilian Rescue Service
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shows the upload interface that includes all the information needed by the Civilian Report
database. After civilians click the Upload Button, the photo and comments submitted are
automatically inserted to the MySQL database and the Civilian Report Service retrieves
the photo and comments from the MySQL database and shows the information on the map
through the Google Maps API. The result is shown in Figure 3.13. People who are interested
in helping the disaster relieve efforts could visit the web service and see where help is needed.
For example, if a truck mounted crane and its crew is volunteering to help while the official
command and control system is overloaded, the crew could visit this webpage. Through the
information the Civilian Report Service provides, the crew could decide where they could
be most helpful.
The Civilian Report Service could collect information regarding the initial state of the
disaster from civilians before the Emergency Management Agencies (EMA) are deployed
onto the disaster scene. This could give the EMAs a better picture of the disaster affected
areas and also communicate where urgent needs for US&R are located.
Both the Civilian Report Service and the following system provides the ARMF input
data and information for decision making. The Civilian Report Service provides initial
information regarding the condition of the disaster from survived civilians. In the following
section, a system component that facilitates the initial assessment of a disaster affected area
when EMAs and first responders first arrive at the red zone is introduced.
3.4.3 SUPER-MAN1
An application – Supporting Urban Preparedness and Emergency Response using Mobile Ad
hoc Networks (SUPER-MAN) – has been developed to facilitate damage assessment with
better information management and dissemination [148]. The following sections present the
identified requirements, architecture, and components of the SUPER-MAN system and its
role in building assessments during disaster response and recovery.
The objective of this work is to address the aforementioned challenges in US&R through
1The development of this system is the collective effort of the author and his colleges and classmates:
Tim Lantz, Navodit Kaushik, Sanyogita Lakhera, Ming-Hsuan Tsai, Shobhit Mathur, Albert Plans, Lalit
Bhakal, Shrinivas Viswanath, Dominik Grusemann, Matthew Klupchak, and Michael Davidson.
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adaptation and integration of suitable IT approaches into the process of disaster response
to strengthen situational awareness, monitor structural integrity, and facilitate information
dissemination for decision making, such as setting up operational priority for response re-
sources.
3.4.3.1 Requirements
To translate responders’ needs into system requirements, interviews were conducted with
domain experts from the Illinois Fire Service Institute (IFSI) and the US Construction
Engineering Research Lab (CERL). Some of the interviewed experts provided suggestions
based on their experience being deployed to the 9/11 terrorist attacks, Hurricane Katrina
and Hurricane Rita. Summary of the key requirements in urban emergency identified in
building damage assessment is presented in the first column of Table 3.1.
Urban Emergency Need: Requirement:
 Improve situational awareness of first
responders
• Graphical and geographic interface with
building assessments
 Improve storage and representation of
assessment information
• Electronic format stored on digital de-
vices
 Improve efficiency for dissemination of
assessment information
• Wireless networks with robust routing
protocols
Table 3.1: Identified System Requirements
Approaches presented in Chapter 2, Section 2.6 have potential to address the urban
emergency needs in varying degrees. However, not all of the approaches are adequate for
building assessment and resource requests in disaster response and recovery. As it is critical
to the safety and efficiency of US&R, the assessments must be carried out by first responders
on-scene. This narrows down the approaches in Section 2.6 that could be deployed. The
following are the identified requirements. With a map showing geographically distributed
building assessments within a disaster affected zone, an overall picture of the disaster could
be efficiently perceived by the first responders, strengthening their situational awareness.
By storing critical information, such as resource requests, in digital formats with wireless
networks established, efficient information dissemination could be enabled. With critical
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information, such as building assessments, collected and stored in the electronic form, pro-
cessing of such information could become much more effective in disaster response operations.
The requirements are summarized in the second column of Table 3.1. These requirements
are to be met to achieve our objective.
Figure 3.14: System Architecture of SUPER-MAN
3.4.3.2 System Architecture
Figure 3.14 depicts the system architecture of SUPER-MAN. The system is originally im-
plemented in a 5-tier architecture [10]. However, for simplicity and clarity, the architecture
is explained in a 3 tier conceptual architecture. Interested readers could refer to the pa-
per published by Pen˜a-Mora et al. [10]. The top tier, Disaster Site Map, comprises
the Graphical User Interface (GUI) included with a geographic imagery. The middle tier
contains the business logic of the SUPER-MAN Application . The bottom tier consists
three external resources. Building assessment data is stored in the Building Evaluation
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File System . Data can be stored either in a flat file or a database. The Ad hoc Net-
work Adaptor provides the networking protocol and the interface for receiving and sending
messages through the Mobile Ad hoc Network (MANET). The RFID Reader interface en-
ables the application to read/write data from/to RFID tags. Extensible Markup Language
(XML) is the format to facilitate information flow and data exchange between layers of the
SUPER-MAN architecture.
Figure 3.15: (a) Map Showing Building Damage at Locations within the Disaster Zone; (b)
Structural Triage Form
3.4.3.3 Functional Components
As structural engineers assess the building integrity based on existing standard building as-
sessment forms within the US&R Structural Specialist Field Operation Guide [89], SUPER-
MAN adapts those forms into its GUI to be consistent with the current standard (Figure
3.15). With RFID tags, this information is stored and installed on buildings, eliminating
the challenges from using the international orange-colored spray paint on buildings [10].
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The assessment information is geo-referenced with a graphical map which allows responders
to access and edit by using PDAs and Tablet PCs. Critical information and resource re-
quests are efficiently disseminated with wireless computer networks. The following sections
describes these components in more detail.
RFID Tags SUPER-MAN utilizes RFID tags equivalent to the purpose of the interna-
tional orange-colored spray paint for on-site documentation of building assessments. The
building assessment is carried out, stored and retrieved by PDAs and Tablet PCs with a
RFID reader installed. RFID tags and tag readers developed by IDENTEC Solutions [149]
were used for prototype implementation and testing. To ensure flexible data exchange, data
is stored in XML format on mobile devices and RFID tags.
First responders within the disaster area could retrieve and edit building assessment
information stored on the RFID tags. The challenge of having obstacles and debris blocking
view of the international orange-colored spray paint is addressed by wireless access of the
information from digital devices to the RFID tags. In addition, as the assessment is stored
in the digital format, transmission, query and update of the information is no longer difficult
in comparison to the physical limitations of the international orange-colored spray paint and
voice/paper based transmission and documentation. These tags also serve as information
back-up devices, in case of failure over the communication network.
Map Interface SUPER-MAN is developed with the Microsoft .NET framework, using C#
as the programming language and GUI. The GUI includes a geographical map, as shown in
Figure 3.15(a), for visualization of geo-referenced building damage assessment. Real-time
update of information provides enhanced situational awareness for disaster response activi-
ties. A color-coded scheme used to indicate safety of entering a particular building during
US&R operations allows rapid visual screening of building conditions. Three colors were
chosen to indicate the structural integrity of buildings, i.e., Green (safe), Yellow (part of the
structure is safe, might require structural hazard mitigation) and Red (unsafe). This helps
first responders to visualize damage at various locations on the disaster site, strengthening
their situational awareness.
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Figure 3.16: Ad Hoc Network Using Mobile Devices and RFID Tags for Communication
A rapid evaluation summary can be retrieved by right-clicking on the map interface.
The summary consists of a building name, its geospatial coordinates, and US&R priority.
Touch screen devices enable responders to rapidly browse through information of each build-
ing. A list of evaluations of all buildings with their Building Rating is also displayed below
the map to identify the priorities for S&R activities (Figure 3.15(a)). First responders could
also view detail assessment information in standard assessment forms that will be discussed
in Section 3.4.3.4 later.
Communication Network A communication framework is developed to allow SUPER-
MAN to function as a networking whiteboard for posting building evaluations. Figure 3.16
shows how key components – mobile devices, mobile device with RFID readers, and RFID
tags – interact to allow dissemination of information from buildings to first responders and
decision makers, and vice versa. The aim is to allow all decision makers and actors have
access to structural hazard conditions and victim information available.
Tablet PCs and PDAs equipped with wireless receivers facilitate dissemination of build-
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ing assessments via a MANET. That each device in the network are in communication range
of at least one device allows engineers to access the assessment in close proximity.
The Dynamic Source Routing (DSR) Protocol [150] for packet routing on the MANET
was implemented to suit needs of US&R. The protocol is composed of the two main mecha-
nisms: Route Discovery and Route Maintenance , which work together to allow nodes
to discover and maintain routing tables to all other nodes in the MANET. All aspects of
the protocol operate entirely on demand, allowing the routing packet overhead of DSR to
scale automatically to react to route changes. Since the protocol is not proactive, it does
not require nodes to verify connections frequently, leading to better energy utilization. In
addition, identification of stable paths between distant nodes also increases performance to
avoid congestion and unstable links. Routes over which messages are delivered successfully
are reused with higher probability.
Since the objective is to allow all responders to access building assessments, omni-
directional broadcast is chosen to transfer data. This ensures all devices to receive messages
every time a building assessment is created or modified by other devices in the network.
Even if some links on the network are disconnected as responders may go out of each other’s
range, the networking protocol re-synchronizes the assessment information by sending data
requests to neighbors, once the links are reconnected.
In the SUPER-MAN system, building markings are replaced by storing all information
on RFID tags that communicate with the digital devices used by first responders. By storing
building data on tags as well as devices, building information can be accessed locally and
remotely with mobile devices. If the target tag is in range of the MANET, a device on the
network is able to retrieve information the tag stores remotely through the network protocol.
The following mechanism allows responders to obtain damage assessments of buildings
outside their communication range: when the “Scan RFID tags” button on the application
is clicked, the device not only retrieves information from the tags in range but also retrieves
damage assessments stored on neighboring devices. Whenever a damage assessment data
changes, data is updated on the edited tag as well as the editing device. All devices in range
are sent with the updated message to revise the building assessment. This ensures that
tags always have the latest information in a changing disaster environment and provides the
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information to newer devices entering the network.
3.4.3.4 Building Damage Assessment with SUPER-MAN
Through SUPER-MAN, first responders on the disaster site digitally collect, distribute and
edit building assessment information. The type of building assessment depends on the stage
of disaster response and recovery. The engineers’ aim is to ensure safety of all individuals
involved in US&R activities, i.e., the victims and first responders.
During a building inspection, the engineers first identify the building and fill out pre-
liminary details such as building location, number of stories and name of inspection agency
through SUPER-MAN. Once the structural state is changed, i.g., after shoring techniques
are applied to the building, the assessment information is modified and updated on RFID
tags and digital communication devices.
Information relevant to US&R operations is collected by structural engineers and rec-
ommendations could be made for the S&R teams to mitigate future hazard and to rescue
victims. Apart from these recommendations, structural engineers can leave hand-off notes
at the end of their shift summarizing the remaining tasks. These summary forms are time-
stamped for maintenance of records. As the operations progress, completion of tasks and
notes are updated and eventually dismissed. SUPER-MAN provides a digital history of the
US&R efforts on damaged buildings. The history could be used for strategy and policy
improvement in future studies during the disaster mitigation phase.
There are three main building assessment standards during and after disaster response
operations: Structural Triage, Structural Hazard Assessment and ATC Post Disaster Safety
Evaluation of Buildings. These standard procedures, their corresponding evaluation forms,
and a Resource Request form have been made comprehensible in SUPER-MAN.
Structural Triage In US&R terminology, the procedure for evaluation of operational
priority to buildings at the initial stage of S&R operations is called Structural Triage. Pri-
oritization of the structures is based on the likelihood of yielding the most live casualties
with the least time, effort and risk to perform US&R. The priority assignment of a building
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depends on condition of its voids, chance of further collapse, its occupancy type (Residential,
School, Hospital, and Office), potential number of victims and known live victims trapped
inside the structure [89].
The following describes how the scoring of Structural Triage is carried out based on
the US&R Structure Specialist - Field Operations Guide [89].
1. Zero Victim. The total score is 0 if there is no sign of probable victim under the
collapsed or partially collapsed building.
2. Potential Number of Victims. There are 2 methods that determines the potential
number of trapped victims within the building. One is through the area of the building,
and the other, occupancy. Table 3.2 summarizes these 2 methods.
3. Condition of Voids. In tightly compacted collapses consisting of masonry rubble and
broken concrete, the chance of survival is low. Better chances are found under wooden
floor panels that buckled into angular planes and concrete structures where floors
have projecting beam elements that hold slabs apart. Partially collapsed structures
may have many voids with the best chance of surviving victims. The value of this
parameter ranges from 1 to 20, where 1 is when the structure is collapsed in a very
compacted fashion and 20 part collapse.
4. Access Time. The access time is an estimation of the time required for US&R teams
to get to the first victim. This includes the time to mitigate hazards and breach
structural components. The score ranges from 1 to 20, where 1 represents time more
than 1 day and 20 less than 2 hours.
5. Chance of Additional Collapse. This takes account of the potential collapse of the
structure. Score -1 is for low chance, and -20 for high chance.
6. Special Occupancy Information. This describes special information such as build-
ing type of school or hospital (add score with 25) and known victims (add 5 for each
victim).
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A. Building Area:
Public Assembly 1/25 per SF.
Schools 1/70 per SF.
Hospitals 1/100 per SF.
Commercial 1/100 per SF.
Office/Gov’t 1/150 per SF.
Public Safety 1/150 per SF.
Multi-Residential 1/200 per SF.
Industrial 1/200 per SF.
Warehouse 1/600 per SF.
B. Occupancy:
School 20-30 per Classroom.
Hospital 1.5 per Bed.
Residential 2.0 per Bedroom.
Other/Unknown 1.5 per Parking Space.
Table 3.2: Structural Triage Estimation of Potential Number of Victims
In Figure 3.15(b), a Structural Triage form is presented. The scoring is computed
automatically by SUPER-MAN based on the input assessment. The Building Rating serves
as an indicator for rescuing people and the Structural Triage form highlights precautions that
must be taken by first responders before entering the building. In comparison with prevailing
paper-based Structural Triage forms to determine trade-offs, SUPER-MAN offers benefits
including digital format of standard information, real-time update of building assessment,
and facilitation of key decision making with automated computation.
BMS As in Figure 2.1, the National US&R Response System developed a unified BMS
which includes Identification Markings, Structural Hazards Assessment Markings, Victim
Location Markings, and Search Assessment Markings [89]. SUPER-MAN provides digital
forms for these BMS. Figure 3.17(a) depicts the standard markings for Structural Hazards
Assessment. The corresponding form in SUPER-MAN for the Structural Hazard Assessment
is shown in Figure 3.17(b), in which the original graphical building markings are preserved.
Additionally, the use of PDA/Tablet PC embedded cameras allow responders to capture and
save images of building hazards. As shown in Figure 3.17(c), an image capture of a collapsed
structure marked with the international orange-colored spray paint is presented. Building
66
assessment information coupled with on-site photographs are geo-referenced on the map
interface of SUPER-MAN. This provides abundant and more comprehensive information to
on-site first responders and remote decision makers. As a result, the situational awareness of
first responders are strengthen, their exposure to risk is reduced, and better decisions could
be made by the decision makers.
ATC Post Disaster Safety Evaluation of Buildings Another type of evaluation stan-
dard, established by ATC, is the Post Disaster Safety Evaluation of Buildings [91]. The
procedure is designed to allow the inspector to review a building to determine if it 1) could
be occupied (green tag), 2) requires additional reviews or has partial damage (yellow tag),
or 3) should be closed until demolition or retrofit (red tag). As it is for Structural Triage
and BMS, engineers could input assessment information through digital forms provided by
SUPER-MAN.
Traditionally, types of building evaluations discussed in the previous sections have been
carried out separately, leading to waste of time and duplication of effort. By combining these
evaluations through a unified interface, more information are provided with less redundancy,
overhead and compatibility issues. With SUPER-MAN, first responders and decision makers
could save time on information collection. Provided with more comprehensive and complete
information, US&R operations could be carried out more effectively.
In addition, SUPER-MAN provides a record for the history of building assessment
throughout a disaster, which could serve as a source for further data processing and inves-
tigation.
In this section, the SUPER-MAN system is discussed for on-scene information col-
lection and dissemination. For resource management purposes in specific, the Structural
Triage could guide and set the priority for demand locations, when the supply is low. With
digital transmission of information gathered, the decision making process is expected to be
expedited and the potential of automation is created.
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3.4.4 MR2C
During US&R operations, it is critical to send resource requests efficiently, as the produc-
tivity of the lifesaving operations depend on the critical resources being requested, e.g. a
heavy construction equipment. As a result, on-field resource requests in the digital format
could greatly improve the current voice and paper based approaches. In the case where
infrastructure based networks are not presented, a mobile ad hoc network approach could
be established [10].
For this purpose, the Mobile Resource Request Client (MR2C) is a mobile application
which provides on-field first responders with digital resource requests. The interface of
MR2C is shown in Figure 3.18. Through MR2C, first responders request resources digitally
via computer networks. MR2C is implemented in C# and utilizes the Microsoft .NET
compact framework 2.0 with XML format. Through TCP/IP networking protocol as a
demonstration of concept, resource request information are sent to ARMS, which will be
discussed in the following subsection. Resource requests follow the format of the E2RP
database schema, including NIMS ResourceType, ResourceCategory in the ResourceNeeded
table and the associated DamagedSite. As a result, matching demand and supply through
database SQL statements is strait forward. The MR2C serves as a data input to the ARMF,
in the resource layer of the architecture (Figure 3.3), and the request information is stored
in the E2RP database.
With the resource information known through E2RP and the request information gath-
ered from MR2C, available resources are to be allocated. However, the functionality of the
transportation networks during XEs is highly unpredictable and unreliable. Therefore, the
efficiency of resource allocation could be hindered due to high probability of vehicle rerout-
ing [37]. The Automated Resource Management System (ARMS) in the following section
attempts to address this challenge.
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Figure 3.18: User Interface of MR2C
3.4.5 ARMS2
After the impact of large scale disasters, it is important for first responder teams to im-
mediately reach the disaster site with the necessary and appropriate resources to carry out
response operations and bring back functionalities of critical infrastructures, such as the
transportation network.
ARMS is a GIS which produces fastest routes to disaster sites [10] from multiple
resource locations. It is the center component of this framework implemented with the 5 tier
architecture (Figure 3.3). Before any geospatial analysis could be performed, geospatial data
must be collected and processed into meaningful information. Rather than building a new
road network from scratch, ARMS updates traffic conditions into the existing road network
data by using Full and Partial Blockages. Based on different means of data sources such
as civilians’ call or first responders’ feedbacks, the Full and Partial Blockages are marked
2The ARMS is a collective effort of the author and former colleagues Matt Winterhalter and Lalit Bhakal.
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onto the network. While Full Blockages terminate the traffic flow of road sections, the
Partial Blockages, which are not part of the original functionality of the ArcGIS Network
Analyst extension, diminish the traffic flow by a certain amount of value according to the
reported traffic condition. As an ad hoc solution, Full and Partial Blockages enable ARMS
to update the road network to reflect the current traffic conditions. Although this solution
might not be the most efficient approach, the ad hoc approach was proven to be beneficial
to support US&R in the aforementioned case for the Haiti Earthquake [73,74]. Finding the
best alternative solution to the traffic and road damage condition update is an important
future expansion of the ARMS system.
Usage of the Network Analyst requires many non-trivial preparation steps in the net-
work analyst toolbox of ArcGIS. To address this challenge, ARMS automates the preparation
and analysis process of the Network Analyst through a stand-alone application with a user-
friendly interface (Figure 3.19). The stand-alone application is implemented with ArcObjects
provided by the ArcGIS Engine in C# under the Microsoft .NET framework. Users simply
select the target locations from the user interface to activate the Network Analyst and the
most efficient routes – depending on the attribute (shortest time or length) chosen by the
user – are automatically produced. In addition, the ARMS application also serves as the
server to collect incoming resource requests from MR2C. Figure 3.19 shows the user interface
of ARMS with an example case simulated in Champaign, IL and Figure 3.20 a closer view
near the resource request location - IFSI, that shows the effect of the Partial Blockage that
altered the route coming from the south but not changing the route from the north.
In Figure 3.20, trucks are driving in the direction of the green arrows. There are
2 Partial Blockages, in yellow cross markers, placed on the nearby road segments of the
destination, in red diamond. For the route coming from the south, the placement of a
Partial Blockage causes the route to shift from the lower horizontal street in a test run
before placing the Partial Blockage (the center image) to the upper street in another run
after placing the Partial Blockage (image on the right). On the other hand, the route coming
from the north was not changed by the Partial Blockage placed on the road segment it passed
by. Even after the link cost was modified by the Partial Blockage, the routes coming from
the north are still the fastest routes.
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Figure 3.19: ARMS Result: Champaign, IL
ARMS is flexible for geographically distributed users to request resources. First re-
sponders, including civil engineers, can request resource from MR2C on-site through mobile
devices. The requests are sent to ARMS through computer networks in XML format and
ARMS performs the necessary computation. The resource request format follows the NIMS
standardized resource types aforementioned, which is used by EMAs. For tracking of re-
sources, open source and commercial GPS applications [83–87] could be adapted into this
framework through the resource and RA layers in the architecture Figure 3.3.
3.4.5.1 ARMS in Action
The following sequence of Figures show how the ARMS function in action. When an incident
occurs, the Logistics Manager launches the ARMS application shown in Figure 3.21 with
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Figure 3.20: ARMS Detailed Result
the preexisting transportation network. As the application is implemented as a server the
ARMS application listens to incoming connections from mobile devices that run MR2C.
Once a request is received, it is listed on the right list of the ARMS application. Figure 3.21
shows a request received called “IFSI.” The Logistics Manager then hit the button called
“ARMS” (see Figure 3.21), and the control interface shows as in Figure 3.22. The resources
in need is showed in the control interface (as shown in 3.22). Once the Logistics Manager
confirms the request, the “OK” button is hit and ARMS matches resource request with the
resource information stored in E2RP. The Logistics Manager then selects the cost attribute
to be used to calculate the most efficient routes as shown in Figure 3.23. In this case the
attribute “TIME” is chosen: the fastest routes will be generated. In Figure 3.24, the system
has finished generating the fastest routes and route information is shown in the window
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(lower right list of Figure 3.24). After closing the control interface, the results of ARMS
is generate (Figure 3.19). The results could also be published on a server for stakeholders
to view through a web browser as in Figure 3.25, Figure 3.26 and Figure 3.27. Figure 3.25
shows the result without any update to the transportation network, Figure 3.26 shows result
with only Full Blockages, and Figure 3.27 shows the result with Full and Partial Blockages.
Figure 3.27 is the browser version of Figure 3.19. Figure 3.20 is the zoom-in view of Figure
3.27.
Figure 3.21: ARMS Initialization
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Figure 3.22: ARMS Resource Request Selection
Figure 3.23: ARMS Network Attribute Selection
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Figure 3.24: ARMS Result
Figure 3.25: ARMS Result: No Blockage
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Figure 3.26: ARMS Result: with Full Blockage
Figure 3.27: ARMS Result: with Full and Partial Blockage
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3.4.5.2 Simulated Test Cases and Field Trial
Three test cases of the ARMS system have been carried out respectively in Champaign, IL
(Figure 3.19), Chicago, IL and New York City, NY (Figure 3.28). ARMS produces most
efficient routes for these three cases which demonstrates flexible system deployment.
The test case for Champaign, IL has the following scenario: a tornado stroke the county
and caused several buildings to collapse at the Illinois Fire Service Institute (IFSI). The
road network data is provided by the Champaign County GIS Consortium and the resource
information is provided by the Champaign County EMA, geo-coded into the E2RP database.
In addition, the road network has Full and Partial Blockages randomly placed to simulate
the damage caused by a disaster. This scenario is presented to the Champaign County
Emergency Management Agency, a Technical Information Specialist from the Massachusetts
Task Force I, and a US&R Structural Specialist from the Construction Engineering Research
Lab in Champaign County, IL. The demonstration of the framework is carried out as follows:
Graduate students acting as first responders request for Type II backhoes to support the
response efforts. A graduate student, acting as the Logistics Manager, operates the ARMS
interface and fastest routes from 4 resource depots are produced by the system as shown
in Figure 3.19. The routes are represented in green line segments connecting depots that
have the resource, in blue circle, and the incident, IFSI, in red diamond. Full and Partial
Blockages are represented in red and yellow crosse marks. The system enables a rapid route
planning for delivery trucks that avoid traffic congestions and disruptions. The Manager
of the Champaign County Emergency Management Agency gave encouraging comments on
the potential automation the framework could provide for the request, location and route
planning of the required resources. The automation could greatly reduce time overhead of
collecting request information via paper based formats and locating resources through phone
calls to the resource repository to check for resource availability.
To demonstrate the flexibility and applicability of the framework, two test cases were
carried out, for the City of Chicago and New York City, using hypothetical data for resource
depots. Road networks were acquired from the City of Chicago Department of Innovation
Technology and NYC Department of Information Technology & Telecommunications.
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In the case of the City of Chicago (left image of Figure 3.28), a tornado passed by
Chicago causing 5 incidents of partial building collapse. Full and Partial Blockages were
randomly placed on the transportation network. Type II backhoes were deployed from
depots to the 5 incidents. In NYC (right image of Figure 3.28), a fire at the Mudd Building
at Columbia University caused the demand for mobile cranes. Full and Partial Blockages are
placed on bridges and roads and resources are shipped from outside of Manhattan. These
examples show the potential deployment of the framework to assist resource distribution in
both small cities such as Champaign, IL and large metropolitans such as Chicago and NYC.
Field trials had also been carried out to identify difficulties in field deployments not
foreseen in laboratory settings. The ARMF was tested at the IFSI’s training ground (Figure
3.29) surrounded with simulated fire and smoke (Figure 3.30). Tests for first responders re-
questing resources with full firefighting gear and measurement of transmission range of digital
devices running M2RC and SUPER-MAN were carried out [10]. The ARMS application was
set up on a laptop computer equipped with 3G network connection and the E2RP resource
database is placed on a computer server in the Newmark Civil Engineering Laboratory at
the University of Illinois. Required resources were requested and truck routes from resource
depots to the IFSI were produced. Firefighter trainers at the IFSI suggested refinement
on the user interface layout and additional functional requirements such as manual route
modification and manual resource updates. Additional challenges discovered include power
Figure 3.29: Spatial Layout of Response Units and Damaged Buildings at IFSI
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Figure 3.30: ARMF Deployment at IFSI
limitation of handheld devices, screen visibility under sunshine, and difficulty of operating
digital devices wearing thick firefighting gloves.
3.5 Concluding Remarks
In this Chapter, the Automated Resource Management Framework (ARMF) is introduced.
System components of the framework are described in detail. The Emergency Resource
Repository Portal (E2RP), the Civilian Report Service, the Supporting Urban Preparedness
and Emergency Response using Mobile Ad hoc Networks (SUPER-MAN) system, Mobile
Resource Request Client (MR2C), and the ARMS stand alone application are IT applications
that help first responders and decision makers collect information and digitally management
the information to strengthen situational awareness and decision making. The informa-
tion the framework provides makes automated decision making possible. However, critical
decisions such as resource management in disaster response are sometimes very complex
in nature. Mathematical formulations of problems to facilitate decision making would be
beneficial in chaotic and highly stressful situations in disaster response.
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CHAPTER 4
CENTRALIZED DECISION MAKING
4.1 Introduction
The aforementioned systems components, E2RP, Civilian Rescue, SUPER-MAN, MR2C
and ARMS, provide decision makers with information such as resource availability, damage
assessment, resource request and deployment plans. However, the route finding module
is not sophisticated and flexible enough to accommodate complex decisions for resource
mobilization and routing. As a result, the development of a vehicle routing model and its
incorporation into the ARMF framework to facilitate decision making for resource allocation
is beneficial.
In the logistics distribution during US&R, there are unique technical challenges, which
are different from usual situations [12]. First of all, due to the damage caused by the disaster,
the demand for critical supplies is large and these supplies need to be distributed to the first
responders to facilitate US&R. Secondly, there is an urgency to deliver those critical supplies,
as the goal of US&R is to save lives. The short time frames the response resources need
to be delivered make decision making extremely critical and challenging. Last but not the
least, there is great uncertainty in disaster response scenarios. Identification of the actual
demand for critical resources and the availability of those resources are not trivial in US&R.
4.2 Problem and Objective
When XEs occur, resources such as construction equipment are likely to be required to
support the response operations. There could be several incidents within the disaster affected
zone, i.e. forming multiple demand locations for the resources. On the other hand, resources
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need to be mobilized from depots and delivered by transportation tools such as trucks. The
goal of the decision support module is to allocate the required resources to demand locations
as soon as possible, as response operations are usually urgent.
4.3 Transportation Planning Problems
Traveling Salesman Problems (TSP) and Vehicle Routing Problems (VRP) are well-known
transportation problems that minimize vehicle traveling cost, either time or distance [151].
The desired model for our decision-support system could potentially be categorized as a vari-
ant of these problems. Bektas [127] presented generalized problem formulations for various
types of Multiple Traveling Salesman Problems (M-TSPs) that have similar characteristics of
the problem in hand, where more than one salesman and more than one depot are allowed in
the service area and the salesman do not need to return to the original depot. Rathinam and
Sengupta [128] offered an additional problem formulation for a generalized M-TSP, which
requires that each destination is visited at least once by a salesman (rather than the conven-
tional assumption of each destination being visited exactly once). Their approaches [127,128]
with additional constraints could serve as potential formulations for the problem in hand.
4.4 Model Assumptions
For simplicity, only one type of resource will be considered in the decision model. All
demands have the same priority with no hard deadlines. Demands are fulfilled by acquiring
the resources from multiple depots and all resources are needed urgently. Request time for
all demands is set to the initiation of the model. Without losing generality, it is also assumed
that the total amount of demand within the system will not exceed the total supply. There
are a limited number of trucks of the same carrying capacity. Each truck starts from a
depot, iteratively unloads resource(s) at some demand locations and reload at depots, and
ends its trip at a demand location. Trucks could visit any depot multiple times for loading
of resources. Each demand location may be supplied by any combination of resources from
any truck, and from any depot. In other words, split delivery is allowed.
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4.5 Parameters and Variables
Let n be the index for demand locations and m the index for depots. Dn represents the units
of resource demand for location n, while Sm is the available supply at depot m. The road
network is given where Cij represents the cost, i.e. traveling time, from node i to node j. The
C matrix do not need to be symmetric. Each truck has an identifier index, k = 1, 2...K, and
variable startmk = 1 if truck k initially starts from depot m; 0 otherwise. In addition, trucks
have an identical capacity, CAPACITY. The parameter t is used to distinguish multiple
passage of a truck on link ij, i.e., different rounds of travel. Let S be an arbitrary subsets
of nodes visited by a vehicle k (i.e., S ⊂ Nk, 1 ≤ |S| ≤ |Nk| − 1), where Nk are the nodes
visited by truck k. The decision variables are as follows:
• onLinkijkt = 1, if truck k passes link ij; 0 otherwise.
• truckLoadijkt ≥ 0 is the amount of supply carried by truck k on link ij on pasage
round t.
• endik = 1 if i as truck k’s end node; 0 otherwise.
• time ≥ 0 is the total travel time of all trucks.
4.5.0.3 Model
min {time} (4.1)
s.t.
time =
∑
i,j,k,t
Cij · onLinkijkt (4.2)
onLinkijkt ≥ truckLoadijkt/CAPACITY,∀i, j, k, t (4.3)
∑
i,k,t
truckLoadinkt −
∑
j,k,t
truckLoadnjkt ≥ Dn,∀n (4.4)
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∑
i,k,t
truckLoadmikt −
∑
j,k,t
truckLoadjmkt ≤ Sm, ∀m (4.5)
startik +
∑
j,t
onLinkjikt = endik +
∑
j,t
onLinkijkt,∀i, k (4.6)
∑
i
endik = 1,∀k (4.7)
truckLoadijkt ≤ CAPACITY,∀i, j, k, t (4.8)
onLinkiikt = 0,∀i, k, t (4.9)
∑
i∈S,j /∈S,t
[onLinkijkt + onLinkjikt] ≥ 1,∀k, S (4.10)
The objective, equation (4.1), is to minimize the total travel time. Equations (4.2)-
(4.9) are the constraints for the decision model. The total travel time is defined in constraint
(4.2). Constraints (4.3) determine if a link ij is passed or not by the amount of resources
carried by truck k on the link. If truck k passes the link several times, those different rounds
are noted by the index t. Constraints (4.4) enforce the demand at each demand location n
to be less than or equal to the difference of resource on trucks coming into and out of the
node n. In other words, the demand at each demand location must be fulfilled. Constraints
(4.5), on the other hand, ensure the resources taken by all trucks k from depot m will not
exceed the supply at that depot. Constraints (4.6) maintain the balance of in-degree and
out-degree at each node i for each truck k. Constraints (4.7) state a singular ending node
for each truck and Constraints (4.8) requires truck-loads to be under capacity. Constraints
(4.9) prevent any node i to be linked to itself. Finally, Constraints (4.10) eliminates subtours
adapted from Dantzig et al. [152].
This model is a Mixed Integer Program (MIP), as all variables and constraints are
either integers or positive real numbers. Although the model does minimize total travel
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time of all trucks, there is a potential inefficiency. In the case there are multiple equivalent
optimal solutions (in terms of objective (4.1) ), one might have a much earlier completion
time for the system than the other. In other words, one solution might utilize a single truck
a lot more than other trucks and the other solution might utilize all trucks more equally, or
almost equally. The latter case will fulfill all demands earlier than the former case. In an
emergency event, the latter is preferred.
One way to modify the model is to change the objective function to minimize the
total wait time for each demand. However, this will greatly increase the complexity of the
already complex problem. The following modification to the objective function mitigates
this inefficiency by introducing a linear combination of the totaling travel time, time, with
a linear least square term for each truck. α is a weight constant between 0 and 1.
min
{
α · time+ (1− α) ·
∑
k
(
time
K
−
∑
i,j,t
Cij · onLinkijkt)2
}
(4.11)
The change to the objective function converts the MIP into a Mixed Integer Quadratic
Constrain Program (MIQCP). This modification makes the model more complex to solve, as
the complexity of the problem is escalated from a linear objective function to a quadratic one.
However, by using Equation (4.11) as the objective function, the aforementioned situation
is solved. When time is the same for two alternative solutions, the least square term in the
objective function selects the solution that have close to homogeneous travel time among
trucks. The constant α will need to be close to 1 so as to have the first term, α·time, dominate
in the objective function. This will avoid unreasonable routes that merely minimizes the least
square term.
4.6 A Sample Test Case
The problem setting for the sample test case is as follows (Figure 4.1): The total demand
is the same as the total supply. There are 2 trucks with capacity of 8 starting from each of
the 2 depots and there are 3 demand locations each with different amount of demand.
Using the original objective (Eq. (4.1)), results shown in Figure 4.1 and Figure 4.2 are
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Figure 4.1: Case Result of Using Equation (4.1) as Objective
equivalent optimal solutions. For the case using Equation (4.1) (case in Figure 4.1), Truck
1 ships all 8 units of resource at Depot S1 to disaster site D1 and stops. Truck 2 from S2,
on the other hand, ships 8 units of resource to D1, reloads the remaining 6 units of resource
of S2, delivers resources to D2 and D3, and stops at D3. The traveling time of the 2 trucks
is minimized to 235 minutes.
However, truck 1 stopped distributing resources after the first load, leaving only truck
2 in service. This is not desirable in a disaster response scenario as this implies the total
completion time is longer. If the start time is 0, the ending time for this example is 40
minutes for truck 1 and 195 minutes for truck 2, which makes the completion time of the
entire system to be 195 minutes. The desirable result is to have both trucks having almost
equal amount of travel time. Using the modified objective (Eq. (4.11)), we ensure to obtain
the desired result (Figure 4.2). The total traveling time is still 235 minutes, with ending
time 150 minutes for truck 1 and 85 minutes for truck 2. The completion time for this case is
150 minutes for the system. As a result, we gain a 45-minute improvement in the completion
time with the same total traveling time.
As solving integer programs is itself a NP-Hard problem, the CPLEX solver used is
not able to efficiently handle large-scale problems. Moreover, the subsets S used for subtour
elimination grows exponentially as the number of nodes increases. For example, for each
truck k there are 25−2 = 30 entries of constraint (4.10) for a 5 node problem. If the problem
size is increased to 20 nodes, there will be 220 − 2 = 1, 048, 574 entries of constraint (4.10)
for each truck k. This bottleneck needs to be resolved in a large scale problem.
87
Figure 4.2: Case Result of Using Equation (4.11) as Objective
There are alternative subtour elimination formulations for TSPs and VRPs with only
polynomial numbers of subsets S [153]. The possibility of adopting these alternative subtour
elimination constraints will be studied in the future. For a highly dynamic and unstable
situation such as a disaster scenario, the large size network, depots, and truck numbers could
form a large solution space. For such problem settings, even with the subtour elimination
issue resolved, customized algorithms or meta-heuristics would still need to be investigated
to improve the running time to solve the MIP/MIQCP.
4.7 Concluding Remarks
Deployment of the vehicle routing models could potentially improve the coordination of
heavy equipment distribution in support of US&R operations. In Figure 4.3, the performance
of the route finding models is shown.
The performance of solving the aforementioned model (exact solution) drops dramati-
cally in time once the problem size exceeds 10 nodes, using a machine with Intel Core 2 Duo
3.0 GHz CPU and 4 GB of RAM. Due to the complexity of this type of problem such as
VRPs and TSPs, the CPLEX solver used in this analysis was not able to handle a problem of
size greater than 15 nodes, efficiently. For a highly dynamic and unstable situation such as
a disaster response scenario, critical decisions should be made in the order of a few seconds,
or minutes. However, the large amount of destinations, depots, and truck numbers form a
large solution space for the problem. As a result, it is difficult to make optimal decisions
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within such time constraint.
Figure 4.3: Running time of optimization models
The efficiency of solving these problems affects the response time, while logistics prob-
lems are usually complex and the efficiency of solving these problems for optimal, or close to
optimal, solutions are usually difficult in large scale incidents. As a result, the complexity of
the problem, in addition to the challenges in communication and coordination of resources
in a centralized command and control structure, inhibits an efficient decision making in the
urgent context of US&R.
There are several general options to address the solution time challenge. The first is
to simplify the model with less complicated constraints. An attempt of doing so was able
to bend the curve in Figure 4.3 towards the x-axis (the curve - simplified). Larger problems
could then be solved more efficiently, such as a problem of size 50 nodes. However, this will
result in less accuracy of the resulting decisions as constraints are simplified. The second
option would be to implement customized algorithms or meta-heuristics to solve the models
efficiently for feasible solutions close to the optima. This option would reduce the solution
time hoping the resulting solution would be optimal. The third is to find alternative models
of computation, such as a decentralized decision making approach.
The first and second options are to be used in conditions when adapting those models
are feasible, and there is great research literature in the domain of operations research for
logistics and transportation problems that could be applied and deployed. As information
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collection are usually a iterative updating process in disaster response, a decision model that
is iterative in time and adaptive of new information is needed to reflect the actual needs in
the decision model. Stochastic models could be used to better predict potential needs in
future hours and days and dynamic programming could be used to iteratively make decisions
based on latest information update and decisions from the previous step.
However in large scale disasters, the logistics response is very difficult not only due to
the large problem size, but in terms of the availability of information and resources. The
centralized command and control structure could easily be paralyzed due to the convergence
of people, information and resources. In such cases, the first and second options may not
always be feasible. If the command and control structure is paralyzed, complete input for the
decision models could be non-accessible. There is a need for a more reactive and localized
decision model in such situation.
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CHAPTER 5
THE ED2H MODEL
5.1 Introduction
This chapter presents the adaptation of a collective decision making mechanism – the Equip-
ment Distribution model with Heuristics inspired by Honeybees’ foraging (ED2H) – that
replicates the effectiveness and distributed nature of honeybees’ foraging behavior [142,154]
to equipment allocation in US&R operations [36].
The objective is to establish and examine a decentralized decision making process to
achieve the three critical actions in disaster response: 1) gaining and maintaining situational
awareness, 2) deployment of response resources, and 3) coordination of the response assets
[42]. “Materiel convergence is an important topic because of its significant and complex
interactions with the delivery of high-priority supplies to the site of an extreme event” [12].
The resource convergence phenomenon is expected to be mitigated through the ED2H model.
In addition, the type of resource particularly in interest is heavy construction equipment.
Although there are challenges in managing volunteers and groups, such as the ability
to be deployed immediately to the incidents without the required skills, training and the
familiarity with the command and control structure as pointed out be Kendra and Wachten-
dorf [30], construction equipment and its professional operators are specialized entities. The
effectiveness of their operation in US&R, their coordination with EMAs, and the develop-
ment of the Shared Vision, discussed in Chapter 2, could be improved through participation
in regular emergency drills.
Comfort [138] and Kendra and Wachtendorf [30] pointed out that to have an effec-
tive disaster response, organizations must be “self-organized” into “adaptive systems” that
gather and comprehend information of the incidents and respond to them, without con-
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stant direction and supervision, as mentioned in Chapter 2. Decentralization of decision
making is advocated by researchers in managing first response operations [16, 21, 28, 138].
Coordination of resources in dynamic contexts where each actor knows only a fraction of
information and follows a specific set of rules demands adaptive self-organization processes,
such as the honeybees’ foraging [139]. This Chapter presents the formulation of a collective
process that replicates the effectiveness and distributed nature of honeybees’ foraging for
heavy equipment distribution.
The honeybees’ foraging behavior has potential to be applied to those resources con-
verging from nearby counties, state, and private sector and NGOs to the spatially distributed
ICPs. As Wenger [155] pointed out “there is a tendency to differentiate search and rescue
behavior along two dimensions. First, a distinction often is made between the activities
of established, traditional search and rescue organizations and that of emergent, volunteer
groups. Second, another distinction is often made between individual and group behavior”
and suggested “these two traditional distinctions are unfortunate, and that it may be ad-
vantageous to view all search and rescue activities in disasters as emergent and collective in
nature.” Although the context of Wenger’s research is within the study of human behavior
in disaster response [155], the concept could be applied to the response efforts in the context
of distributing heavy equipment for US&R. The authorities could have a homogeneous view
of equipment from 1) the local, state and federal in the official command and control, 2)
the donations or supply from the private sector and NGOs and 3) the equipment discovered
and acquired on-scene [18], and to manage these converging resources through a decentral-
ized approach, or a hybrid formulation of centralization and decentralization, in large scale
disasters.
5.2 Approach
An analogy drawn from honeybees’ foraging behavior is chosen as a heuristic model, called
ED2H, to facilitate distribution of heavy equipment to disaster affected areas. The process
of how each individual honeybee makes decisions, based on the individual’s state and in-
formation gathered, is depicted in a Behavior Control Structure (Figure 5.1) observed and
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verified by Biesmeijer and Seeley [142]. In the following, the Behavior Control Structure is
discussed in more detail.
5.2.1 Honeybees’ Behavior Control Structure
Figure 5.1: Honeybees’ behavior control structure
When searching for potential food sources, honeybees randomly searches potential
sources near the hive. A forager bee returns to the hive after her successful search for
a rich nectar source. She enters the Dance Floor inside the hive to perform the Waggle
Dance, to communicate the information of the nectar source to fellow bees for recruitment.
The information of the nectar source being communicated to others includes the direction,
distance and profitability. Within a same period of time, many bees could be dancing for
their own nectar source on the Dance Floor in parallel. The way honeybees select a particular
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source to follow is by randomly sampling a Waggle Dance on the Dance Floor [156].
The roles of the honeybee are grouped into 7 distinct states in the following by Bies-
meijer and Seeley [142] (Figure 5.1): (1) the novice forager who is ready to search for her
first food source, (2) the experienced forager who is interrupted from foraging tasks, (3) the
employed forager who is engaged in foraging, (4) the scout who spontaneously searches for
a new nectar source, (5) the inspector who spontaneously checks a nectar source she has
previous knowledge of, (6) the reactivated forager who follows a Waggle Dance of a known
source, and (7) the recruit who follows a Waggle Dance to a nectar source she has no previous
knowledge of.
Figure 5.1 shows the relationship between these states. The transactions between
these states are as follows: a Novice forager finds her first nectar source either by following
a Waggle Dance and using the dance information to guide her search (becoming a recruit)
or by searching independently without following a Waggle Dance (becoming a scout). An
experienced forager whose foraging had been interrupted, for example by nightfall, resumes
her foraging by the following 4 ways: 1) following a Waggle Dance to a known source (be-
coming a reactivated forager), 2) following a Waggle Dance to an unknown source (becoming
a recruit), 3) examining a known source without following the Waggle Dance (becoming an
inspector), or 4) searching spontaneously for a new nectar source without following a Waggle
Dance (becoming a scout). An employed forager who is already engaged in foraging may
need to find a new nectar source when the current source fades. When this happens, she
either goes back to the hive (becoming an experienced forager) or checks an already known
rich source directly (becoming an inspector).
5.2.2 The Equipment Control Structure
The Behavior Control Structure of honeybees’ foraging model (Figure 5.1) is adapted for
equipment distribution (Figure 5.2) in the ED2H model. In large scale disasters, the EOC
could be seen as the hive virtually for the purpose of information dissemination, i.e. as
the Dance Floor to store and communicate Waggle Dance information. The role of the
honeybees is mapped to Equipment Units and the nectar sources are mapped to Demand
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Locations, i.g. the ICPs.
Figure 5.2: The Equipment Control Structure
The right half of the Equipment Control Structure (Figure 5.2) is when an Equipment
Unit follows the Waggle Dance and the left, otherwise. When an Equipment Unit is acti-
vated, it starts from the Ready State. The unit either follows a Waggle Dance and becomes
a Recruit or searches spontaneously for demands without following the Waggle Dance as a
Scout. The Recruit examines if the source is as good as advertised by the Waggle Dance.
On its way to the advertised Demand Location, the Equipment Unit might discover new De-
mand Locations and will memorize them. If the advertised source is determined to be good,
the unit becomes an Employed Equipment Unit. If the source does not need the equipment
as advertised, the recruit gives up, changes its state to Ready, and becomes an Experienced
Equipment Unit. The unit then starts another iteration of choosing either to follow a Waggle
Dance or not. An Experienced Equipment Unit makes a decision based on more information,
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as it knows more than a Novice Equipment Unit. If the randomly sampled Waggle Dance
advertises a location known by the unit and the information the Waggle Dance carries is
considered good, the unit becomes a Reactivated Equipment Unit to check if the source is
as good as it is advertised. If the source is confirmed on-site to be good, the unit becomes
an Employed Equipment Unit. After an Employed Equipment Unit finishes its job, it either
checks known sources for the next job (becoming an inspector), or changes its state back to
Ready. Scouts and Inspectors have the same behavior as Recruits and Reactivated Equip-
ment Units respectively. The difference is the former two do not consider the Waggle Dance
while the latter two do.
In disaster response operations, initial information collected about the disaster by the
ICPs is often inaccurate [143, 144]. As a result, assessment of resource needs has to be an
ongoing procedure that continues throughout the duration of disaster response to update
information for all entities involved in US&R for an accurate view of the needs [22]. The
Equipment Control Structure takes this into account by providing updated Waggle Dance
information and Experience Equipment Units will still consider the Demand Locations it has
prior knowledge of with the updated information.
The Waggle Dance The Waggle Dance is how each Equipment Unit sends and receives
information. The Waggle Dance consists of information such as location of the demand
being advertised (in latitude and longitude coordinates), the number of Equipment Units
needed, and the Severity of the demand, which will be discussed shortly. Each Equipment
Unit determines if a location is worth going by an Evaluation Function, which will also be
discussed shortly. If there is communication infrastructure available, the Dance Floor could
be hosted by a centralized server in the EOC. As a result, Equipment Units do not need to
physically visit the Dance Floor to receive Waggle Dance information. They simply send a
requesting packet to the server and receive the Waggle Dance information at their current
location within the disaster zone. The computation power of the EOC is not required to be
extreme advanced and powerful as the server only stores and communicates Waggle Dance
information. The communication will not occupy great bandwidth, as a single Waggle Dance
information would not exceed storage size in the order of several kilobytes.
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Evaluation Function Whenever an Equipment Unit makes a decision, it evaluates the
information it has through an Evaluation Function. The Evaluation Function could be seen
as a policy that needs cross validation to have the individuals’ decision aggregated into
a good global response. Example of an Evaluation Function could be formulated as the
following generic form:
Cost = α ·Distance− β · Severity − γ ·Demand, where α + β + γ = 1. (5.1)
When Equipment Units make decisions, they choose the Demand Location with the
minimum Cost based on their local view of the entire system. The Severity is an index of
how urgent the Demand Location, i.e. ICP, needs for Equipment Units. In actual US&R,
the Severity could be obtained by the aggregation of building assessments of all buildings
the ICP is in charge of (USACE, 2008). The building assessment is the current approach
in practice to set up operational priority among buildings in a disaster affected area [100].
The greater the number of Severity, the higher the priority the ICP needs the equipment
for US&R.
Additionally within Eq. (5.1), Distance represents the cost to go from the current
location of the Equipment Unit to the Demand Location. Without losing generality, Dis-
tance could represent costs, such as travel distance or time. Demand represents how many
Equipment Units are required at this particular ICP.
The different weights of α, β and γ compose different Evaluation Functions. Each
unique Evaluation Function favors a different type of Demand Location. The weight is a
policy changeable for the model to meet different requirements. Once the policy is decided
and problem settings are set, efficiency of distribution and prioritization of equipment in the
entire system is determined. As a result, finding a collection of suitable Evaluation Functions
for specific problem setups is critical to the performance of the proposed process.
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5.3 An Example Scenario for the Decentralized Process
When an earthquake strikes an urban area, buildings collapse and many civilians are trapped
under the rubble. Multiple incidents are clustered into several ICPs. At each ICP, first re-
sponders arrive for US&R. At several buildings, first responders request for heavy equipment.
The requests are clustered at each ICP and sent to the server hosted at the EOC. Govern-
ment owned equipment will be activated by the EOC and private owned equipment could be
self activated as volunteers. Each Equipment Unit follows the Equipment Control Structure
shown in Figure 5.2. The Equipment Unit, at its original location where it is activated,
queries for a single Waggle Dance from the server, via wireless network, such as a 3G net-
work or radio. The server responds to the request with a randomly sampled Waggle Dance.
The Evaluation Function is used by the Equipment Unit to evaluate the Waggle Dance and
a best location will be selected among locations known to the Equipment Unit. Each Equip-
ment Unit follows the Equipment Control Structure shown in Figure 5.2 and continuously
accesses the Dance Floor for Waggle Dance information wirelessly from its location until all
demands known by the server are fulfilled.
5.4 Concluding Remarks
In this Chapter, the ED2H model is presented. The goal is to mitigate the convergence
phenomenon of resources [17], particularly for heavy equipment, in disaster response opera-
tions. Through the process, Equipment Units gain and maintain situational awareness via
the Waggle Dance. The process facilitates decision making through aggregation of individual
decisions into a collective systematic response. Equipment Units are deployed to Demand
Locations to facilitate disaster response operations by following the Equipment Control Struc-
ture. Each Equipment Unit uses local information available to make a local optimal decision
based on an Evaluation Function. The Evaluation Function represents policies on how each
individual prioritizes demands. As each Equipment Unit has only a local view of the entire
system, the ED2H model enables fast decision making for distribution and prioritization of
heavy equipment, without facing the complexity of the centralized approach.
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CHAPTER 6
ILLUSTRATIVE EXAMPLES OF THE ED2H
MODEL
6.1 Introduction
A simulation model is implemented to verify adequate policies, i.e. weights for α, β and γ,
to be used for the Evaluation Function in the ED2H model. The simulation model, with an
adequate Evaluation Function, could also determine if the Equipment Control Structure has
potential to be adapted in certain disaster response scenarios. The simulation is implemented
in Matlab from scratch. The reason there was not a simulation package used for this study is
to have full flexibility and control over the simulation model. The outline of the simulation
is shown in Figure 6.1.
Figure 6.1: Simulation overview: the decentralized equipment distribution process
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6.2 Problem Settings
The simulation is setup in the following configuration. For simplicity, the space is setup as
a square grid, with its size determined by the input parameter width (i.g. Figure 6.2 shows
a space with width of 10 units). Intersections on the grid are nodes and the lines connecting
the nodes are edges of the network. Given the number of Demand Locations, Maximum
Number of Demand at each Demand Location, and number of Equipment Units, the space,
the Demand Locations and Equipment Units are generated (Figure 6.2). To simplify the
simulation, each edge in the grid is assumed to have the same cost, distance or traveling
time. The location for Demand Locations, the initial positions of Equipment Units, and the
number of Demand at a Demand Location (in respect to the Maximum Number of Demand)
are generated with a random distribution. In addition, the policy for Demand Fulfillment is
as follows: a unit of demand, at a Demand Location is served by a single Equipment Unit.
An Equipment Unit can only serve one unit of demand at a time. After the demand unit
is served by an Equipment Unit, a unit of demand will be fulfilled and subtracted from the
units of demand at the Demand Location.
6.2.1 The Equipment Unit
For simplicity, only one type of equipment and the demand for it is considered in the simula-
tion model. It is assumed that each Equipment Unit is composed of the equipment, a truck
for its transportation, and the necessary professional personnel to operate it for simplicity.
Each Equipment Unit follows the Equipment Control Structure (Figure 5.2) within the entire
simulation. Each unit has a limited temporary memory, as a given value, to record Waggle
Dance information or its previous scouting experience. The information is used, with the
Evaluation Function, to determine where in the Equipment Control Structure the unit is
advancing. Each unit also has a range of sight, in units of grid edges of the space, as a given
parameter. For example, in Figure 6.3, the Equipment Unit has a sight of range 1 unit. This
limited range of vision represents the sight the unit can see or the limited range of radio
to nearby first responders to collect local information. Each unit performs a Waggle Dance
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Figure 6.2: Layout of the space with width of 10.
for the Demand Location it is working on. Although it is assumed that there is only one
type of Equipment Unit and one type of demand for simplicity, this could be further ex-
panded to multiple types of equipment. However, the focus of this study is the decentralized
and collective behavior of honeybees’ foraging for heavy equipment distribution. Based on
this work, more complex settings of the problem could be extended and challenges such as
inter-dependent infrastructures, networks and services could be studied [22,157–160].
6.2.2 The Dance Floor
A data structure, an array with the length of the number of Equipment Units, called the
Dance Floor records currently active Waggle Dances in the system. If an Equipment Unit
wishes to sample the Dance Floor for a Waggle Dance, a Waggle Dance is randomly selected.
This is the only opportunity for the Equipment Unit to reach out for information from
elsewhere within the space other than its own sight.
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Figure 6.3: Vision of Equipment Unit with space of width 5.
6.2.3 The EOC Info and EOC Waggle Dance
To allow some flexibility for the Incident Command Post (ICP) or Emergency Operation
Center (EOC) to notify Equipment Units with a particular Demand Location, the EOC
Info and the EOC Waggle Dance are implemented. They introduce centralization into the
decentralized model. When one of them are used, the model becomes a hybrid model; a
decentralized model with some degree of centralization.
The EOC Info is a mechanism the EOC ensures information regarding a Demand
Location is received by all Equipment Units. On the other hand, the EOC Waggle Dance,
advertised on the Dance Floor, is equivalent to any other Waggle Dance advertised by each
Equipment Unit. In other words, the EOC Waggle Dance has an equal opportunity to be
selected by Equipment Units as other Waggle Dances. The EOC Waggle Dance, advertised
on the Dance Floor without direct communication to the Equipment Units, provides a weaker
centralization than the EOC Info.
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6.2.4 The Main Loop
The simulation is composed of a main loop that serves as a time clock that advances at
each iteration (Figure 6.1). Each advancement of the time unit is as long as the travel time
on one edge in the space. During each iteration, there is first the EOC Waggle Dance (if
it is used), a loop that goes through all Equipment Units in the system to take necessary
actions and update information for each unit, and Demand Expiration (if it is used). Within
the main loop, the data structure Dance Floor is also updated each iteration to record the
Waggle Dance from each Equipment Unit. The main loop continues to iterate until all units
of demands in the system are fulfilled.
6.2.5 Severity
In the simulation, the distribution of Severity among Demand Locations is given as an input
in the form of an array of three nonnegative floating point numbers, [s1,s2,s3]. Each number
is between 0 to 1 and the sum of the three numbers is 1. This yields a distribution of Demand
Locations among Severity types: safe, mild, and severe. The distribution is a user input
in the simulation model for testing of different setups. For example, input of [0.20,0.30,0.50]
gives the distribution of Demand Locations with type safe, mild, and severe with 20%, 30%
and 50% respectively.
The magnitude of Severity types: safe, mild, and severe are represented by integer
numbers, as the default setting but could be extended to other form of numerical values,
as inputs to the simulation. As the magnitude of Severity is a parameter indicating how
urgently Equipment Units are required at the Demand Location, if it is severe, the location
will be in favor. The numbers are selected to be 1, 2, and 3 respectively for the magnitude of
Severity types and their distribution among Demand Locations are chosen to be 10%, 20%
and 70% in the simulation. In other words, the magnitude of Severity used in the Evaluation
Function for Demand Locations with the severe type has the integer value of 3 and 70% of
all Demand Locations have demand of the severe type.
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6.2.6 Demand Expiration
Demand Expiration reduces the number of demand in the simulation. It is set up to emulate
lifesaving operations in disaster response scenarios. Victims in severe conditions, such as
being buried under rubble, will have a higher expiration rate. If a unit of demand is not
served by an Equipment Unit soon enough, the demand will be considered not fulfilled.
The amount of demand at each Demand Location eventually expires based on the
Severity of the demand. The expiration rates for each type of Severity respectively are input
values to the simulation model. The input is in the form of an array of three, [ex1, ex2, ex3]
and ∀i where i = 1 to 3, 0.00 ≤ exi ≤ 1.00. The constant exi represents the ratio how
many units of demand will maintain after the expiration; equivalently 1− exi is the ratio of
expired demand. Take an array, [1.00, 0.70, 0.50], as an example, this corresponds to having
the demands expire for the safe, mild, and severe with a ratio of 0.00, 0.30, and 0.5. The
demands with Severity type safe never expire in this case, while demands with type severe
will expire 50% when expiration occurs. Through advancement of time, demands with type
severe will expire more quickly than the type mild, and the type safe will have the least
demand expiration.
In the simulation, the Demand Expiration occurs once every 25 time steps. The number
25, that could be changed for a different scenario, is selected to better show the system
behavior. As each Equipment Unit advances one unit of edge on the space every time
step, it is not our interest to see all demands to expire before any Equipment Unit reaches
a Demand Location. In actual scenarios of US&R, if all demands are expired before any
search and rescue unit could reach them, the Equipment Control Structure will not change
this fact. However, it is when these demands are reachable to the Equipment Units that the
decision making of resource distribution becomes important. If the frequency of Demand
Expiration is low, all demands will be fulfilled eventually, without any decision making. As a
result, the important case is when there is a need for decision making of demands fulfillment
maximization, and the Demand Expiration frequency of once every 25 units of time steps
falls within this criteria.
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6.2.7 A Sample Setup of the Model
Figure 6.3 is an instance of the Equipment Unit at a particular time. The space is set up with
width of 5, Demand Locations of 2 and Equipment Unit of 1 with a sight of 1 unit distance.
The Equipment Unit is located at location (3,2). The Demand Location the Equipment Unit
selected to be served is at location (1,4). As the Equipment Unit has a vision, sight, of one
edge away from its location, if the Equipment Unit takes the upper path as indicated in
the figure with arrows, the unit will soon learn the existent of Demand Location (4,4). The
information learned is stored in the unit’s memory. The behavior after seeing the Demand
Location (4,4) would be a choice of policy. In this simulation, the Equipment Unit will go
to the original destination, i.e. the Demand Location at (1,4).
6.3 Results
Two sets of results are presented in this section based on the simulation model. The first
set of results is convergence tests for Demand Locations with different priorities. It validates
in a controlled setting to see if the Equipment Control Structure produces good systematic
behavior of choosing a best option. The second set of results is sensitivity analysis of the
model as a study of the causes and effects from different problem settings and Evaluation
Functions.
6.3.1 Convergence Tests
In a decentralized decision making process, one of the most important aspect is the conver-
gence, not the resource convergence phenomenon in disaster response, but the aggregation
of individual decisions into a best option. Aldunate et al. [139] used a systems dynamics
approach to analyze the convergence of a collaborative distributed decision making model for
chaotic disaster relief contexts. In their article, they used a scenario with four options each
with a distinct priority. Their result shows convergence of individual decisions aggregated
into the best option.
The simulation model is subjected to the following settings to emulate the convergence
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test carried out by Aldunate et al. [139]. Four Demand Locations are set up within the space
with width of 50 units, i.e. a space of 2500 nodes, 80 Equipment Units in the space, and
the following numbers of demand: 200, 80, 60, and 40 at the 4 Demand Locations. Each
Equipment Unit prioritizes the Demand Locations based solely on the number of demand
as the Evaluation Function, to ensure a clear and absolute global optimal. The units of
demand do not decrease, after an Equipment Unit worked on it and there is no Demand
Expiration; the units of demand stay the same through out the simulation as the problem
settings for Aldunate et al. [139]. Figure 6.4 shows Equipment Units’ decisions converge
to the best option. After 5 units of time, the percentage of Equipment Units start to
increase consistently until all units converge to the Demand Location with the most units
of demand. This shows that the Equipment Control Structure produces good collective
systematic response of choosing a best option.
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Figure 6.4: Convergence of single best option
Figure 6.5 shows the result when there are two best options among the four. After con-
vergence to the two best options, and the two less profitable locations are fully abandoned,
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the percentage of Equipment Units at each best locations is not stable. This is due to Equip-
ment Units spending time moving between the best two options. If the transportation time
is considered in the Evaluation Function, Equipment Units will not be moving in between
those two best options, as the traveling time will make the other best option non-optimal
in an individual’s perspective. Additionally, only when Equipment Units are physically lo-
cated at the Demand Location will they be counted as deployed for that location; they are
not counted as deployed when they are on the way to inspect the Demand Location. This
explains why the total percentage is not 100% from the figure. If the policy of considering
transportation time is set, the Equipment Units will stay at one of the best locations, and
the total percentage combining the two best options will greatly increase.
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Figure 6.5: Convergence of two best options
Figure 6.6 depicts when there is a second wave of hazard that causes a late impact to
the effected zone. The problem set up is the same as in Figure 6.4. The only difference is
that at time unit 150, a Demand Location with 300 unit of demand is added to the system.
In addition, there is a 5% chance of scouting among Equipment Units. In a few time units,
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the system learns about the new Demand Location with the most units of demand and the
Equipment Units start moving towards that location (curve with diamond markers in Figure
6.6), which again shows the ED2H model converges to a best solution. This also shows great
potential of the ED2H model to be deployed in dynamic situations when there are multiple
waves of impact caused by disasters.
Figure 6.6: Convergence with One Late Impact
To see how the Equipment Control Structure behaves in a more dynamic problem
setting, Demand Fulfillment by Equipment Units is introduced. Figure 6.7 and Figure 6.8
show results with the case of four Demand Locations with units of demand: 200, 80, 60 and
40 without Demand Expiration. In Figure 6.7, each Demand Location, through time, in turn
has the most number of Equipment Units working on it, at units of time 35, 50, 60 and 85,
which is the descending sequence in respect to their initial units of demand. This shows how
Equipment Units are distributed and prioritized.
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Figure 6.7: Equipment Distribution
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Figure 6.8: Demand Fulfillment
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In Figure 6.8, the change in units of demand for each Demand Location is shown. The
location with the most units of demand, the curve with circle markers, initially has higher
priority and is fulfilled by the Equipment Units first, and the location with the least units
of demand, the curve with square markers, initially has less priority and is finished last.
This shows the Equipment Control Structure yields good systematic response on prioritizing
Equipment Units to Demand Locations.
The next step is to see how the systemic behavior is with Demand Fulfillment under
the condition when there is a second wave of hazard. With the same problem set up as
the previous (Figure 6.7 and Figure 6.8), Figure 6.9 and Figure 6.10 are results of adding a
second wave of impact at time unit 5 with a Demand Location with 300 units of demand,
and 5% of scouting Equipment Units. In Figure 6.9, the location with 200 units of demand
first gain most attention. However, the system discovers the new impact after time unit 5
and eventually the Equipment Units start distributing towards the new Demand Location.
Figure 6.9: Late Impact as Best Option: Equipment Unit Distribution
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In Figure 6.10, the demand distribution among Demand Locations is shown for the
same problem as Figure 6.9. The units of demand are fulfilled and prioritized: the Demand
Locations are fulfilled with the descending order of the number of demand units. First with
the locations with demand 300 and 200, then the locations with units 80, 60 and 40. This
shows in conditions when there are second waves of impact, the ED2H model could still
prioritize Demand Locations based on its decentralized and collective neture.
Figure 6.10: Late Impact as Best Option: Demand Distribution
6.3.2 Sensitivity Analysis
In the following, the model is tested with a specific problem setting having only a few of
parameters varying. With these results, the systematic response based on the Equipment
Control Structure is better understood under different scenarios and parameter settings.
Figure 6.11 shows how the number of demands fulfilled by the Equipment Units, along
the y-axis, changes with different total number of Demand Locations, on the x-axis. The
settings of the problem include 80 Equipment Units, width of 50 for the space, and 20 units
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of maximum demand at each Demand Location. There are 30 randomly generated problems
for each incremental steps of step size 30 Demand Locations, which is the varying parameter
along the x-axis. The curve with the circle marker (curve above) is the average total units
of demand for the 30 randomly generated problems, while the curve with the cross marker
(curve below) represents the average units of demand fulfilled. When the number of Demand
Locations exceeds the number of Equipment Units, the curves start to diverge. The number
of demand units fulfilled start to drop as the number of Demand Locations increases. This
is consistent with the fact that the more number of Demand Locations, the longer the wait
each Demand Location will have as the number of Equipment Units remains the same. Thus
with more waiting time, there are more expiration of demand units.
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Figure 6.11: Varying number of Demand Locations
Figure 6.12 shows how the number of demands fulfilled, on the y-axis, changes with
different number of Equipment Units, on the x-axis. The settings of the problem include
400 Demand Locations, width of 50 for the space, and maximum 20 units of demand at each
Demand Location. There are 30 randomly generated problems for each of the 40 incremental
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steps of step size 20 Equipment Units, along the x-axis. The curve with the circle marker
(curve above) is the average total units of demand, while the curve with the cross marker
(curve below) represents the average units of demand fulfilled, of the 30 randomly generated
problems. The number of demand units fulfilled start to increase as the number of Equipment
Units increases. When the number of Equipment Units exceeds the number of Demand
Locations, i.e. 400 Equipment Units, the curves converge closely. This shows that when the
Equipment Units are more than the Demand Locations, the number of unfulfilled demands
is much less than the reversed case.
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Figure 6.12: Varying number of Equipment Units
Simulation runs to test different scales of the space and ranges of the Sight of Equipment
Units were also carried out. Figure 6.14 shows how the parameter width affects the result
of the simulation. The width is along the x-axis and the number of demands fulfilled by
the Equipment Units are on the y-axis. This is the average result of 30 randomly generated
problems. With a larger width, the units of demand fulfilled decreases. This is due to
Equipment Units traveling longer to reach Demand Locations. With longer travel time,
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more demand expires, which leads to less units of demand fulfilled. Different values for the
parameter sight are also tested for the same problem. When the sight is small, the units of
demand fulfilled is less than cases with greater sight ranges.
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Figure 6.13: Sight conditions with varying width
Figure 6.15 shows how sight of each individual Equipment Unit affects the system
behavior. There are 30 randomly generated problems for each 40 incremental steps of step
size 30 Demand Locations along the x-axis with 80 Equipment Units, operated by 5 different
sight settings. The curve with the circle marker (lower curve) represents the result when each
Equipment Unit can access information with zero distance; it can only assess information
either from the Waggle Dance or collect information at its location. The curves with square,
asterisk, diamond, and star markers represent sight with range of 1, 2, 3, and width. From
Figure 6.15, with a sight of 3 the system behavior is almost the same as Equipment Units
having the entire view of the space, i.e. sight of range width. However, with sight range of 0
and 1, the global system performance is greatly reduced. These results show the importance
of local information Equipment Units perceive that could affect the global system response.
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Figure 6.14: Sight conditions with varying width
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Figure 6.15: Sight conditions with: varying units of demand
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In Figures 6.16 and 6.17, mean of 30 random problems for each incremental steps of
step size 30 Demand Locations with the problem settings of width of 50, Equipment Units
of 80, and maximum 20 units of demand at each Demand Location is presented for different
demand expiration scenarios. The curves in Figure 6.16 and Figure 6.17 each represents a
demand expiration scenario via the array format aforementioned in section 6.2.6 Demand
Expiration. In Figure 6.16, when the number of Demand Locations does not exceed the
number of Equipment Units too much, the system response is almost identical for the 4
different Demand Expiration rates, with high demand fulfillment. However, the more the
number of Demand Locations exceeds the number of Equipment Units, the greater the system
response diverges from the scenario with no expiration, i.e. the curve with the circle marker
(Figure 6.16). When the units of demand becomes dense enough within the space, the slop
becomes smaller (Figure 6.17). This could potentially be the cause of Equipment Units
spending less time seeking for Demand Locations with the high density. In other words,
with less number of Demand Locations, Equipment Units might spend more time searching,
allowing more time for demand units to expire.
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Figure 6.16: Four expiration rate scenarios: demand fulfilled
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Figure 6.17: Four expiration rate scenarios: completion time
Table. 6.1 shows various Evaluation Functions with the problem settings specified
in Table. 6.1. This table highlights the importance of a good Evaluation Function. For
example, Evaluation Function (#7) yields the worst response for both units of demand
fulfilled and completion time. However, it could mislead people, under high pressure, to
pick Evaluation Function (#7) as it favors Demand Locations with severe conditions. After
running the simulation, it is concluded that Evaluation Function (#2) and (#8) gives the
best response in terms of average units of demand fulfilled and Evaluation Function (#1)
and (#2) gives the best response in terms of average completion time, under the specific
problem settings. This highlights not only the importance of the magnitude of Severity as in
(#8), but also the spatial relationship between the Equipment Units and Demand Locations
as distance plays an important role in those Evaluation Functions.
In Table. 6.2, results of different EOC Info and EOC Waggle Dance settings are
applied to the Equipment Control Structure. Table. 6.3 depicts the scenarios used in Table.
6.2. In the simulation, Scenario (2), which is without a EOC Waggle Dance, gives the
best system response. Among different Evaluation Functions, (#8) gives the best system
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Evaluation Function Demand∗ Time∗∗
(1) (2) (3)
(#0): −demand 1486 46999
(#1): distance− demand 2826 21908
(#2): distance 2903 21988
(#3): α · distance− (1− α) · demand, α = 0.975 2869 21999
(#4): α · distance− (1− α) · demand, α = 0.05 1741 36036
(#5): −severity · demand 1447 51225
(#6): α · distance− (1− α) · severity · demand, α = 0.5 2375 28286
(#7): −severity 980 118967
(#8): α · distance− (1− α) · severity, α = 0.3 2959 22385
(#9): α · distance− β · demand− (1− α− β) · severity, 2874 22450
α = 0.7, β = 0.1
Average result from 30 randomly generated problems and width = 50.
Demand Locations = 400. Maximum Number of Demand = 20.
Equipment Units = 40.
Demand∗: Average units of demand fulfilled.
Time∗∗: Average completion time.
Table 6.1: Results with different EvaluationFunctions
response in terms of units of demand fulfilled and (#9) in terms of completion time. This
result highlights that the decentralized behavior is more optimized than it is when having
centralization introduced in the model (Scenario (2)). Additionally, the best response in
terms of number of demand fulfilled and completion time is when there is no centralization,
i.e. without the EOC Waggle Dance and EOC Info, within the model.
These tests provide the opportunity for EMAs to investigate their supply capacity
under certain disaster settings. The EMAs could test their response capacity with different
disaster magnitudes. They could strengthen their capacity to meet the demand in a certain
magnitude of disaster based on governmental policies. As a result, this simulation model
could also facilitate disaster planning for a better disaster response in a decentralized setting.
In the previous sections, the Equipment Control Structure is introduced for US&R
operations and a simulation model is developed for the Equipment Control Structure with
preliminary results. In the future, further expansion and implementation of the Equipment
Control Structure will be carried out for practical deployment, such as testings for different
geometry configurations for the space, taking multiple equipment and demand types into ac-
count, and different initial spatial distribution of Equipment Units and Demand Locations.
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Evaluation Scenario(1) Scenario(2) Scenario(3) Scenario(4) Scenario(5)
Function? D∗ T∗∗ D T D T D T D T
(#0) 1426 2268 2888 1190 1437 2221 1430 2258 1427 1323
(#1) 2350 2459 2937 1234 2331 2462 2335 2465 2339 2476
(#2) 2363 2401 2940 1152 2368 2422 2390 2362 2378 2425
(#8) 2393 2475 2966 1148 2397 2440 2415 2433 2389 2442
(#9) 2355 2409 2944 1133 2349 2462 2377 2374 2357 2428
Average result from 30 randomly generated problems.
Square space with width = 50 and Demand Locations = 400.
Maximum Number of Demand at each Demand Location = 20
Equipmeny Units = 100
Evaluation Function?: Reference Function Number to Table 6.1.
D∗ (Demand) is the average units of demand fulfilled.
T∗∗ (Time) is the average completion time.
Table 6.2: Results with different command post broadcast scenarios
Scenario(1): EOC Waggle Dance for most severe location with max Demand.
Scenario(2): Without EOC Waggle Dance.
Scenario(3): Same as Scenario(1). Dance selection with min Cost.
Scenario(4): Same as Scenario(1). with EOC Info, no Dance.
Scenario(5): No Dance Floor, only EOC info given from the EOC.
Table 6.3: Different command post broadcast scenarios
Another potential direction is to implement and deploy the decentralized model into mobile
devices as software agents to guide and coordinate Equipment Units. The data collection,
communication and calculation of the Evaluation Function could all be running in the back-
ground of the mobile device. This could potentially automate decision making and to avoid
distractions to the Equipment Units during their deployment. In addition, the weights, i.e.
the α, β, and γ of the Evaluation Function, could be set as adjustable constants that could
be tuned, in real-time, with the context and experience learned in deployment operations.
This could potentially enable the model to be self adaptive in different disaster scenarios.
6.4 Concluding Remarks
In this Chapter, computer simulation and results of the decentralized decision making pro-
cess based on the honeybees’ Behavior Control Structure for foraging of nectar sources are
presented for equipment prioritization and distribution in disaster response. Simulation re-
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sults for convergence and sensitivity analysis provide an insight on how the model would
execute in disaster response operations. In addition, the model provides a tool for EMAs to
investigate their supply capacity under certain disaster settings to plan for a better disaster
response. Lifesaving operations could be facilitated with the Equipment Control Structure
deployed for equipment distribution and prioritization in disaster response.
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CHAPTER 7
CONCLUSIONS
7.1 Introduction
There are critical missions in the mitigation, preparedness, response and recovery phases of
the disaster management cycle that could potentially reduce the damage caused by disas-
ters. The current trend is in the mitigation and preparedness phases. In 2002, the United
Nations (UN) highlighted the importance of a global sustainable development [161]. In
addition, the UN brought to attention of disasters as one of the threats to a sustainable
development. Defined in the National Environmental Management Act (NEMA) 1998 [162],
“Sustainable development means the integration of social, economic and environmental fac-
tors into planning, implementation and decision-making so as to ensure that development
serves present and future generations.” It is critical to mitigate damages caused by disasters
to ensure the reconstruction of the infrastructure is enabled with an elongated lifespan and
could better sustain future disasters. In the Yokohama Strategy and Plan of Action for a
Safer World [163] and the Hyogo Framework for Action 2005-2015 [164], the United Nations
suggested priorities of action for disaster risk reduction that highlighted the importance of
disaster mitigation and preparedness in reducing the potential risks the society is exposed to
in disasters. However, it is equally important to have an effective disaster response during
the aftermath of eXtreme Events (XEs). The human race knows very little about natural
disasters and the state of the art science, engineering and technology do not provide a very
accurate view and prediction of future disasters. This makes the ability and capacity to
better respond to disasters very important, as we could never plan, design, construct, and
maintain infrastructure systems that would survive all disasters.
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7.2 Summary
In this doctoral dissertation, the Automated Resource Management Framework (ARMF)
for resource management in the context of responding to XE occurrences is established
(Figure 7.1). This framework includes information and data collection for available resources,
damage assessment, and resource requests. Computer networks are expected to be used for
the dissemination of the collected information and data, and visualization and decision
support are part of the framework. In the following, the dissertation is summarized.
Figure 7.1: Conceptual Framework of ARMF
In Chapter 2, background information regarding resource management in disaster re-
sponse is presented. The current approaches, available technology, and research literature
is discussed. First responders and decision makers do not have a complete view of available
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resources, do not always consider the knowledge of survived civilians, and do not efficiently
receive structural damage assessment and on-scene resource requests. In addition, there
is the convergence phenomenon that make resource management very difficult in terms of
physical and cyber infrastructure congestion.
In Chapter 3, the ARMF framework is introduced. The architecture and system com-
ponents of the framework are presented in detail. The Emergency Resource Repository
Portal (E2RP) is used to provide resource information to decision makers and first respon-
ders. The Civilian Report Service provides the interface for civilians – already on the scene
when the disaster occurred – to report response needs prior to the deployment of Emergency
Management Agencies (EMAs). The Supporting Urban Preparedness and Emergency Re-
sponse using Mobile Ad hoc Networks (SUPER-MAN) system serves as the agent for a digital
interface for structural damage assessment. The Mobile Resource Request Client (MR2C)
enables first responders to digitally request resources on-scene. The Automated Resource
Management System (ARMS) is also introduced in this Chapter for information visualization
in a geo-spatial environment for route planning from depots to demand locations.
For complex decision problems, Chapter 4 presents the centralized decision making for
a vehicle routing problem (VRP). In this chapter, a Mixed Integer Program (MIP) and a
Mixed Integer Quadratic Constrain Program (MIQCP) are formed for resource distribution.
The challenges and requirements for a suitable solution time and the limitation of avail-
able information as input in the case of information convergence and congestion in disaster
response scenarios are highlighted.
In Chapter 5 the Equipment Distribution with Heuristics inspired by Honeybees’ for-
aging (ED2H) model is presented. The honeybees’ role is mapped to Equipment Units,
and the food sources to Demand Locations. The adaptation of and the assumptions for
the nature inspired pattern into heavy equipment distribution in disaster response scenar-
ios is described. The goal is to decouple the complex decision making from the centralized
command and control into a decentralized approach to increase response time.
In Chapter 6, illustrative examples of the ED2H model is described. A simulation
model that shows the potential system behavior of the ED2H model is presented with results
generated from various scenarios.
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7.3 Contributions
The proposed approaches in this dissertation is expected to mitigate challenges identified in
Chapter 2, and the current resource management in disaster response is expected to benefit
from this work. The following contributions are in the order corresponding to the Research
Objectives listed in Chapter 1:
Contribution I. The challenges and requirements to support resource allocation in disas-
ter response have been identified and summarized in Chapter 2. The need
for a medium to allow first responders and civilians perform the situation
analysis which includes collection, posting and updating of information
to enrich existing maps is recognized. There is also the need for effi-
cient query of information for the resource analysis. The need to improve
first responders’ and decision makers’ situational awareness through in-
formation sharing and visualization of geospatial entities in the disaster
affected zone is also identified. There is also a need to make planning
of resource activation, assignment and deployment in disaster response
more efficient. These requirements highlight the inefficiencies in disas-
ter response, and the gap between academia and the current practice.
Researchers and practitioners interested in resource allocation challenges
in disaster response could learn and have a better understanding of the
problem through this study.
Contribution II. A collaborative framework – ARMF – is established in Chapter 3 for
facilitation of resource allocation in disaster response. The framework
is composed of a front-end layer for data collection and visualization,
communication medium for information dissemination, and a back-end
layer for data management. System components of the framework provide
civilians, first responders, and decision makers the interface to collect, dis-
seminate, and analyze information. Through the ARMF, information and
data could be collected in the digital format and disseminated through
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the framework. With standard resource request and damage assessment
formats, an automated information transmission is established through
mobile devices, utilizing computer networks. The digital information
gathered is represented on a digital map embedded in the framework.
As a result, first responders and decision makers could have better access
to digital information such as information regarding resource availability
and its location, initial victim locations, structural damage assessment,
and resource requests. This not only provides more complete information
for decision making, but also strengthens situational awareness for the
first responders and decision makers. The information could be used to
better utilize resources and potentially make disaster response tasks more
safe with the damage and hazard assessments presented to first respon-
ders. Deployment and prioritization of available resources could be done
more effectively with the initial civil report, victim location, and building
assessment score used in US&R. In addition, dissemination of these dig-
ital information could be more efficient with computer networks. These
functionalities provide stakeholders the essential information for decision
making. As a result, decision making for resource allocation in disaster
response is expected to be facilitated with the ARMF.
Contribution III. Key parameters for decision making in prioritization and distribution of
critical resources to support lifesaving operations in large scale disaster re-
sponse is identified, in Chapter 2 and Chapter 3. Critical attributes used
in the FEMA US&R Structural Triage are highlighted. Parameters in-
cluding potential numbers of victims, wound severity of victims, condition
of voids, access time to victims, the potential chance of further collapse,
and infrastructure types are important to prioritizing response resources.
The identification of these parameters could provide researchers and prac-
titioners interested in resource prioritization an insight of what attributes
are important to be included when forming decision models for lifesaving
125
operations. In addition to information for resource management, damage
information could also be used to strengthen situational awareness for
civilians’ and first responders’ safety, as previously mentioned.
Contribution IV. With the information provided by the ARMF, numerical analysis for au-
tomated decision making is made possible. Centralized decision models
for resource allocation in disaster response are formed in Chapter 4. These
models take data collected through the ARMF as inputs, produce optimal
decisions and suggest results to decision makers. Based on input from on
field first responders, critical resources such as heavy construction equip-
ment could be requested. The demand location and resource depot could
be matched and resources could be deployed with most efficient routes.
Under the condition when resource demand exceeds the supply, the build-
ing score used in the Structural Triage is potentially a good indicator for
resource prioritization. In a single Incident Command Post (ICP) and
small multiple ICPs scenarios, the MIP and MIQCP truck routing model
could be used to distribute resources optimally. Trucks could be given
the sequence of demand locations and depots to unload and upload heavy
construction equipment to support US&R tasks with minimum traveling
time. This could reduce delays for equipment deployment. As time is
the most important factor in US&R, the reduction of time delay could
be very beneficial to trapped victims and the first responders trying to
rescue them.
Contribution V. A decentralized decision making process to facilitate large scale resource
allocation in disaster response is proposed in Chapter 5. The process
utilizes the collective decision making pattern inspired by honeybees’ for-
aging for an efficient and effective systemic response based on aggregation
of individuals’ decisions. In larger incidents such as scenarios with mul-
tiple ICPs involved that form a large solution space for decision models,
customized solution algorithms and meta-heuristics could be used if all
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information needed is available. In the case when there is congestion due
to the human, information, and resource convergence, the decentralized
decision approach could be beneficial to disaster response. The ED2H
model decentralizes decision making for a good systemic resource distri-
bution. Rather than having equipment units being idle while waiting for
orders from the paralyzed centralized command and control system, the
equipment units play an active role in respond to disasters. This approach
potentially mitigates the convergence phenomenon for non-expendable re-
sources and their professional operators such as heavy construction equip-
ment units.
Contribution VI. The decentralized decision making process is fine tuned through com-
puter simulations, in Chapter 6, for better performance in different sce-
narios. The simulation cross validates the Cost Function – the guideline
each individual should follow – for better systemic response in different
scenarios. The simulation model not only serves as a initial validation
approach, it also serves as a good planning tool for the deployment of the
ED2H model. The simulation model provides the opportunity for EMAs
to investigate their supply capacity under certain disaster settings. The
EMAs could test their response capacity with different disaster magni-
tudes and scenarios. They could strengthen their capacity to meet the
demand in a certain design magnitude of disaster enforced by the state
and federal governments. As a result, this simulation model could also
facilitate disaster planning for a better disaster response in a decentral-
ized setting, as an alternative plan when the command and control is not
functional due to the heavy congestion from the human, information, and
resource convergence.
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7.4 Recommendations for Future Research
The ARMF for resource management in disaster response has the potential of mitigating
many of the current challenges described in Chapter 2. However, there are still many com-
ponents that need to be incorporated and many studies need to be carried out to further
assist and facilitate first responders and decision makers on disaster response problems.
The ARMF is designed and implemented to be flexible by using interfaces, composite
and aggregation of classes and objects in the overall software framework. Each object and
interface has its own responsibility. This makes the outline of the system implementation
conceptually clear. The layered interfaces provide multiple abstraction such that the depen-
dencies between the user interface, application logic and external resources are decoupled.
As a result, extension and maintenance of the framework is made flexible and strait forward.
The following are future steps that would expand the ARMF with more capacity in respond
to disasters.
• In order to provide first responders and decision makers a better view of where re-
sources are currently moving on the transportation network, location tracking of the
equipment and its transportation tool is required. With the location tracking incor-
porated into the ARMF, iterative decision models such as a dynamic programming
approach could be enabled. Provided with the location information, decisions could
be made more accurate to save time and cost for the resource deployment. In other
words, the productivity of the service provided by heavy construction equipment could
be increased with the better decision making such as route planning and scheduling.
There are plenty of commercial GPS systems available on the market that could inter-
face with the ARMF as an external system resource.
• An equipment utilization monitoring system would be beneficial to the ARMF. In a
disaster response senario, if decision makers could have the view of how each piece
of equipment is working by looking at the utilization of the piece of equipment, the
incident response plan could be managed in a more effective manner. As simple as mon-
itoring the on/off state of a piece of equipment, decision makers could know whether
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the equipment is turned off for the period of time when there are demands in some
part of the disaster affected area. Decision makers could react to this inefficiency
of resource utilization, if given the information for equipment utilization monitoring.
The implementation of the equipment utilization could be through an embedded sys-
tem with a voltage gage that sends periodic broadcast of the state of the equipment.
Combined with the location tracking component in the previous recommendation, a
powerful tracking system could open the door for more complex decision support to
first responders to facilitate US&R operations.
• There are commercial available traffic condition monitoring systems in the market. In
disaster response, this type of automated monitoring system could provide real-time
information to the ARMF. The decision models could receive real-time information
and suggest more accurate decisions for the response operations.
• There is a need to incorporate transportation models for vehicle routing and scheduling
when there is no human, information, and resource congestions caused by the conver-
gence phenomenon. There is great transportation literature that should be deployed
in disaster response operations. With the input information collected through the
ARMF together with multi-level optimization, customized solution algorithms, and
meta-heuristics – available in the research literature to efficiently solve for optimal so-
lutions, those models could suggest decisions to facilitate effective and efficient US&R
operations. This could close in the gap between research and the current practice.
• Further studies of the ED2H model could be carried by implementing stochastic model-
ing into the ED2H simulation in Chapter 6. For example, the transportation condition
on the network could be modeled with varying values in respect to time. In addition,
the various distributions of initial locations for Equipment Units and Demand Locations
could simulate different disaster scenarios. Change of Demand Locations in respect to
time could also be modeled to study the system behavior of the ED2H model in dy-
namic scenarios. Safety of first responders should also be taken into account. These
could provide a more in depth study in the disaster preparedness phase.
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• Testing of the ED2H model and the ARMF have been limited to computer simulation
and small scale field deployments. The true potential of the ED2H model and the
ARMF is not validated in a large scale disaster response exercise. The ED2H model
and the ARMF have to be deployed and tested in scenarios such as an exercise with
the presence of physical and cyber congestion caused by the human, information, and
resource convergence. An automated mobile system for the ED2H model is recom-
mended to be implemented. The mobile application would execute the process of the
ED2H model in the background and recommend actions to the users. With this appli-
cation in place, the ED2H model could be deployed to disaster drills. In addition, the
behavior of how users of the ED2H model would behave in disaster response scenarios
could be studied through deployment of the mobile application to disaster exercises.
Research such as human behavior, group interactions and information trust worthiness
could provide insight and support for this study.
• There is great potential of utilizing the Public Media and Social Networking Media.
Knowledge of the public is important. With the advance in technology, multiple forms
of media such as the radio and television provide the channel to disseminate information
efficiently and effectively. In addition, Social Networking Media has become one of
the most popular means of communication in today’s life. In recent disasters such
as the Tohoku Earthquake that struck Japan and the Christchurch Earthquake in
New Zealand, Social Networking Media has played an important role in information
dissemination. Potential research in terms of data mining of the social network for
damage assessment and victim location discovery could facilitate the initial deployment
of first response resources. Interfacing of available software systems with these media
is also important. Additionally, there is potential value in investigation of public
education to guide civilians to accurately report information without exaggeration
or broadcasting unreliable information. With the input of Public Media and Social
Networking Media, EMAs could have more complete information of the disaster. The
madia also provides an opportunity to assess and validate information collected by the
EMA, which enables a way to avoid false information.
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