We study the ionization structure of galactic outflows in 37 nearby, star forming galaxies with the Cosmic Origins Spectrograph on the Hubble Space Telescope. We use the O I, Si II, Si III, and Si IV ultraviolet absorption lines to characterize the different ionization states of outflowing gas. We measure the equivalent widths, line widths, and outflow velocities of the four transitions, and find shallow scaling relations between them and galactic stellar mass and star formation rate. Regardless of the ionization potential, lines of similar strength have similar velocities and line widths, indicating that the four transitions can be modeled as a co-moving phase. The Si equivalent width ratios (e.g. Si IV/Si II) have low dispersion, and little variation with stellar mass; while ratios with O I and Si vary by a factor of 2 for a given stellar mass. Photo-ionization models reproduce these equivalent width ratios, while shock models under predict the relative amount of high ionization gas. The photoionization models constrain the ionization parameter (U) between −2.25 < log(U) < -1.5, and require that the outflow metallicities are greater than 0.5 Z . We derive ionization fractions for the transitions, and show that the range of ionization parameters and stellar metallicities leads to a factor of 1.15-10 variation in the ionization fractions. Historically, mass outflow rates are calculated by converting a column density measurement from a single metal ion into a total Hydrogen column density using an ionization fraction, thus mass outflow rates are sensitive to the assumed ionization structure of the outflow.
INTRODUCTION
Star formation is an inefficient process. Gravity collapses cold gas on relatively short timescales, and left in isolation gas should be converted into stars on about a free-fall time. This naive picture predicts that all of the gas in the universe should be rapidly converted into stars. However, observations show that only 1-10% of the gas is converted into stars (Larson 1974; Kennicutt 1998; Moster et al. 2010) , and these stars are formed in multiple free-fall times (Kennicutt 1998) . Therefore, star formation is both a slow, and an inefficient process.
The standard solution to inefficient star formation has been stellar feedback. Massive stars emit high energy photons throughout their lives, which heat and accelerate the surrounding gas. Meanwhile, at the end of their lives, massive stars explode as supernovae, depositing large amounts of energy into the surrounding gas. This energy and momentum heats the gas, drives turbuchisholm@astro.wisc.edu lence, and slows down the star formation. Accounting for stellar feedback leads to more realistic cosmological star formation histories, with star formation peaking at early times, but continuing at a moderate pace to late times (Oppenheimer & Davé 2006; Hopkins et al. 2012 Hopkins et al. , 2014 .
When star formation is highly concentrated, the energy and momentum from the high mass stars ejects gas out of the star forming region, in a large scale galactic outflow (Heckman et al. 1990; Veilleux et al. 2005; Erb 2015) . Theoretically, these galactic outflows move gas from the star forming regions into the galactic halo, where it can then fall back down onto the galaxy as a galactic fountain (Shapiro & Field 1976) , or completely escape the galactic potential Martin 2005; Rupke et al. 2005; Weiner et al. 2009; Chisholm et al. 2015) . Whether the gas is recycled back into the galaxy, or lost through an outflow depends on the velocity of the outflow, and the mass of the galaxy, where lower mass galaxies are more susceptible to losing gas. This may create the observed Mass-Metallicity relation (Tremonti et al. 2004; Andrews & Martini 2013) , by preferentially removing the metals from low-mass galaxies (Heckman et al. 1990; Finlator & Davé 2008; Davé et al. 2012) .
The inefficiency of star formation is related to how much mass is transported out of the galaxy through a galactic outflow. Various theories predict different "scaling relations", or how the outflow properties (like mass outflow rate and outflow velocity) scale with host galaxy properties (Castor et al. 1975; McKee & Ostriker 1977; Weaver et al. 1977; Ferrara & Tolstoy 2000; Springel & Hernquist 2003; Murray et al. 2005; Hopkins et al. 2012) . In practice, mass outflow rates have proven difficult to observe. Firstly, the least contaminated outflow tracer in the optical is the Na I doublet. With an ionization potential of 5.1 eV, Na I requires large dust opacities to shield it from photo-ionization (Chen et al. 2010 ). This has forced previous studies to focus on dusty, massive starbursts, which decreases the dynamical range of the sample Martin 2005; Rupke et al. 2005; Chen et al. 2010) . Secondly, the outflow geometry is highly unknown. Typically outflows are assumed to be biconical, largely due to the spectacular nearby outflow in M82, but the opening angle, inner and outer outflow radius, and clumpiness of the outflows are all uncertain.
Finally, to calculate a mass outflow rate the fraction of the total mass in each transition (the ionization fraction) and the metallicity of the outflow are required. Both of these numbers are crucial because they convert the measured column density of a given transition (say Na I) into a total hydrogen column density. Typically the ionization fractions are either ignored (Weiner et al. 2009) or set as constant values Martin 2005; Rupke et al. 2005) , but this adds a factor of 40 scatter to the mass outflow rates calculated using Na I (Murray et al. 2007) . A detailed observational analysis of the ionization structure of galactic outflows is needed before accurate mass outflow rates can be calculated.
In Chisholm et al. (2015) (hereafter, Paper I) we studied how the outflow velocity of Si II gas scales with the stellar mass (M * ) and star formation rate (SFR) of the host galaxies. We found that the Si II velocity scales shallowly, but significantly, with both M * and SFR. Here, we expand the analysis by studying four UV transitions: O I, Si II, Si III, Si IV. Using these transitions we explore the ionization structure of the galactic outflows, and use models to determine the ionization mechanism of the outflows. Establishing the ionization mechanism enables robust calculations of the mass outflow rates for future work. We first review the data reduction process, the measurement of the absorption lines, and the measurement of host galaxy properties ( § 2). We then summarize the different physical conditions probed by each transition ( § 3). In § 4 we use the equivalent widths, velocities, and velocity distributions of the absorption lines to study how the outflow properties scale with host galaxy properties, and how these scaling relations differ between the transitions. We discuss the kinematic implications for the outflows ( § 5.1). Finally we use photo-ionization and shock ionization models to describe the ionization structure of the outflows, and conclude that the photoionization models best reproduce the data ( § 5.2 ). In § 6 we summarize our results.
In this paper we use Ω M = .28, Ω Λ = .72 and H 0 = Filled red circles show the 37 galaxies that make up the sample. A representative error bar for the stellar mass and star formation rate is given on the left. The contours shown are from the full Sloan Digital Sky Survey DR7, and enclose 25%, 68% and 85% of the SDSS sample using the JHU-MPA calculation of stellar masses and SFRs (Kauffmann et al. 2003; Brinchmann et al. 2004 ). The sample covers both normal star-forming galaxies on the SDSS main-sequence, and starburst galaxies that lie roughly 1 dex off the main-sequence.
km s
−1 Mpc −1 (Jarosik et al. 2011 ).
2. DATA 2.1. Sample We form a sample of 37 galaxies by combining nine previous COS-GO/GTO proposals that target star forming or starbursting galaxies with the G130-M, or G160-M, grating on the Cosmic Origins Spectrograph (COS) (Green et al. 2012 ) on the Hubble Space Telescope (HST). The sample size is reduced from Paper I because we impose a stricter detection threshold (see below), which eliminates many of the lowest signal-to-noise galaxies. Table 1 gives the proposal IDs, PIs, and references for previous papers using the data. We also give the number of galaxies from each proposal used in the sample, and the typical rest-frame wavelength coverage of each proposal. The typical rest-frame wavelength varies between proposals because different proposals target galaxies with a variety of redshifts, and use different COS setups. Figure 1 compares the stellar masses (M * ) and star formation rates (SFR) of the sample (in red points) with galaxies drawn from the Sloan Digital Sky Survey (SDSS; black contours). The sample covers a wide range of M * and SFR, including spirals with typical SFRs, massive interacting starbursts, and dwarf irregulars. The stellar masses, SFRs and morphologies of the sample are given in Table 12 .
COS data
A full description of the COS data reduction and analysis is available in Paper I, and here we provide an overview of the steps taken to derive the outflow velocities, equivalent widths, and line widths of the sample. We start by downloading the spectra from the MAST server and processing the data through the Cal-COS pipeline, version 2.20.1. The individual spectra are Note. -Table of the 9 COS-GO/GTO proposals used to form the sample. Original HST proposal ID numbers and PIs are given in the first two columns, with associated references in the third column. The number of galaxies per proposal in the final sample of 37 is shown in Column 4. The approximate restframe wavelength regime of each sample is given in the last column. This depends on both the instrument set-up and the redshift of the project. Note. -Table of the lines studied in the COS wavelength regime. The horizontal lines distinguish groupings of ionization: above the first line the gas is ionized by photons with energies less than 1 Rydberg, while between the first and second line the gas is ionized by photon energy of exactly 1 Rydberg. Between the second and third line the gas can be either photo-ionized or neutral, while the transitions below the third line are completely photo-ionized. Transitions below the last line probe gas above the second He ionization potential, and are likely not photo-ionized (see § 3). The first column gives the names of the transitions and their wavelengths, with their f -value in the second column. Columns 3 and 5 give the formation, and ionization potentials of each transition. Column 5 gives the observed solar gas-phase, dust-depleted abundances by number for each element, relative to H (Jenkins 2009; Draine 2011) . Note these abundances are the total for each element, and not for the particular ionization stage. We use the latest atomic data from NIST (Kramida et al. 2014) with the references as: 1) Moore (1970) , 2) Sansonetti et al. (2004) 3) Moore (1976) -Example of Starburst99 stellar wind fits for two galaxies: NGC 6090 (top panels) and J0938+5428 (lower panels). The left panels are the fits to the N V 1240 Å doublets, and the right panels are the fits to the Si IV 1400 Å doublets. The Starburst99 stellar continuum fit is over-plotted on the galaxy spectrum, the lower line is the error on the measured flux, and shaded regions show possible Milky Way absorption features. Dashed lines show the zero-velocity of the N V and Si IV line centers. Si IV shows deep, broad absorption, while the N V absorption is weak and blueshifted for NGC 6090, but not observed for J0938+5428.
then aligned and combined using the methods outlined in Wakker et al. (2015) . The spectra are then deredshifted using the redshifts from the SDSS, or from NASA/IPAC Extragalactic Database (NED)
1 . We normalize the flux to the median flux between 1310-1320Å, bin the spectra by 5 pixels (12 km s −1 ), and smooth by 3 pixels. We then fit the stellar continuum with a linear combination of single age Starburst99 stellar continuum models (Leitherer et al. 1999 . We use the fully theoretical spectral libraries from the Geneva group with high-mass loss (Meynet et al. 1994) , which are computed using the WM-basic code (Leitherer et al. 1999 . To make the individual Starburst99 models, we assume a stellar metallicity from the literature (see Paper I for the metallicities used), a single burst star formation law, and an array of ages between 1 Myr and 20 Myr with time steps between 1 and 5 Myr. After 20 Myr the UV stellar continuum is increasingly dominated by B-type stars, and evolves slowly thereafter (de Mello et al. 2000) . During the fit, we account for continuum dust attenuation by reddening the Starburst99 models with a Calzetti extinction law (Calzetti et al. 2000) , and fitting for the E(B-V). We use MPFIT 2 , a non-linear least squares fitting routine to find the best-fit Starburst99 model and E(B-V) (Markwardt 2009 ). We then normalize the observed spectrum with the stellar continuum model.
Fitting the stellar continuum with a linear combination of multiple single aged stellar spectra is important to remove the strong stellar wind features from the N V 1240 Å, Si IV 1400 Å, and C IV 1550 Å lines. Fig-ure 2 shows two examples of the wind regions around N V and Si IV. The fits of the lines show how the stellar continuum is reproduced, and how the Si IV lines are distinguishable from the stellar winds. Meanwhile, NGC 6090 shows weak N V absorption (upper left panel). The stellar continuum residuals have a median of 3%, but the wind lines could be more heavily effected. We conservatively estimate the errors on the stellar continuum fits to be 10%.
Milky Way lines can severely effect the measured absorption. At low redshifts the Milky Way lines blend with similar transitions from the target galaxy, while at higher redshifts redder Milky Way lines are coincident with bluer lines from the target galaxy. As described in Paper I, we fit and remove a large suite of Milky Way absorption lines. While fitting the Milky Way lines we convolve the fits with a Gaussian, and fit for a full width at half maximum (FWHM) of the Milky Way lines. We use the Milky Way FWHM as the effective spectral resolution. We do not use the COS line-profile because the objects are extended, and the spectral resolution is degraded by the extended distribution of the light by as much as 200 km s −1 (France et al. 2009 ). The median FWHM of the sample is 62 km s −1 , with a range between 36 and 136 km s −1 , where compact sources have lower FHWMs. This fitted FWHM is used in subsequent fits of the target galaxy's absorption lines to account for the instrumental broadening.
As energy is injected into outflows, turbulence and instabilities disperse the entrained gas into a wide range of velocities. Since the gas will not be normally distributed, we use MPFIT to fit the stellar and Milky Way subtracted spectra with a total of up to 10 Voigt components, with initial spacing of 175 km s −1 , and freedom to move up to 88 km s −1 . The number of components used depends on the observed velocity range.
The Voigt fits are parameterized by a line-center velocity (v 0 ), a covering fraction (C f ), a fixed b-parameter (equal to one-half the fitted instrumental FWHM), and a column density. Since many of these parameters can be degenerate with each other at our resolution, we tie the C f and v 0 for ions without multiple transitions (Si III, C II, and CII * ) to the Si II transitions. Additionally, there are many weak lines that are blended with the Si II transitions, and we simultaneously fit these features to account for their contributions to the Si II lines. These blended lines include O I, Fe II, C I, S II and S III. Therefore, each galaxy has three groupings where we tie the parameters together within the groups: (1) Si II, Si III, O I, C I, Fe II, S II, C II, C II * , and S III; (2) Si IV and C IV; and (3) N V.
Measurement of Equivalent Width, Velocity, ∆,
and Covering Fraction Once the line profiles are calculated, we measure the equivalent width, the velocities of the profiles, the velocity widths, the covering fraction at line center, and the optical depth of the fitted profile. We use the fitted line profiles because the fitted profiles account for blended nearby lines, and use all available transitions to constrain the line profile. We calculate the equivalent width (W; in Å) from the fitted line profile as
Where F C is the multiple-component fit to the continuum normalized data, and the range between λ max and λ min is a by-eye region specified for each transition. We calculate the error on W by bootstrapping the F C with the error on the flux, and creating 1000 simulations of W with a random kernel drawn from the flux error array. These 1000 simulations produce a distribution of W with 1000 values, and we use this distribution to quantify the error on W. We then add this error in quadrature with the 10% continuum normalization error to calculate the total error on W (Sembach & Savage 1992) . Figure 3 shows two examples of line profiles from our sample. These lines show a characteristic "saw-tooth" profile, where the blue absorption edge is much more gradual than the red edge (Weiner et al. 2009; Martin et al. 2012) . Martin et al. (2012) postulate that this gradual edge is because outflows are continually accelerated, and larger velocities corresponds to larger radii. In a mass-conserving flow, either the column density or the covering fraction must drop with radius as a fixed amount of gas is spread over a larger area (a process sometimes termed "geometric dilution"). Thus, while the highest velocity gas makes a small contribution to the observed line profile, it may contribute substantially to the mass and energy budget of the outflow. Additionally, the highest velocity gas is most likely escape the potential, and deplete the gaseous reservoir (Chisholm et al. 2015) .
We estimate the velocities in two ways: the equivalent width weighted velocity (the central velocity, or v cen ), and the velocity at 90% of the continuum (v 90 ; the maximum velocity). v 90 is the velocity at which the absorption line reaches 90% of the continuum level, and is measured from the fitted line profile. We measure v cen from the fitted line profiles as:
where the integration regime is the same by-eye regime as for W. The two velocity measurements have different advantages and disadvantages. Inflowing and zero velocity absorption can decrease v cen , while resonance emission can fill the profile in at low velocities, increasing v cen . We do not observe strong Si II * emission in many galaxies (Prochaska et al. 2011; Martin et al. 2012; Rubin et al. 2014) , indicating that the resonance emission does not heavily impact the measured velocities. This is likely because the low redshift sight-lines only probe a small volume of the outflow. Moreover, in Paper I we discuss how inflowing and low velocity absorption influences v cen , and find that only a small fraction of galaxies are affected. Meanwhile, v 90 is sensitive to the continuum level, but in Paper I we find the v 90 relations to have lower scatter than the v cen relations. Therefore, we focus on the v 90 relations, but report both sets of relations.
The velocity width of the line (∆) is the second moment of the equivalent width, with respect to velocity (Sembach & Savage 1992) 
The errors for the two velocities and ∆ are bootstrapped, similarly to W. Typically, the continuum source is assumed to be completely covered by the absorbing gas, but this is not the case for a clumpy medium, or for certain geometries (galactic outflows are typically assumed to be biconical, with an opening angle that only covers a fraction of the starburst region). We measure C f at the line center of the doublets (Si II, Si IV, C IV, and N V), following the method from Hamann et al. (1997) as:
Where I R and I B are the intensity at line center for the red line (stronger line) and the blue line (weaker line).
It is important to measure the C f from a doublet because the degeneracy between optical depth and C f can impact the residual intensity level, especially for unsaturated lines. Finally, we calculate the optical depth at line center of the doublets (τ 0 ). Following (Hamann et al. 1997) we calculate the optical depth by solving the radiative transfer equation, where the intensity is given by:
(5) and the optical depth of the weaker doublet transition (the redder transition) is given by
where C f is found in Equation 4 . This measures the degree of saturation for the transitions.
In Figure 3 we mark the derived quantities from two Si IV line profiles. The vertical dot-dashed line in Figure 3 marks the C f of each of the lines, but it is offset from where it is measured, for clarity. The equivalent width is the area of the absorption feature, and for a moderately saturated line the equivalent width will be the height times the width of the line, or the product of ∆ and C f . It is important to emphasize that C f and τ 0 are measured at the center of the lines, and do not describe the gas in the wings of the profile.
An absorption feature is detected if W is significant at the 3σ significance level, while we classify a detection as an outflow if v cen is less than zero, at the one sigma significance level. We note that we did not have an equivalent width cut in Paper 1, therefore this sample has 10 fewer low-signal galaxies.
We tabulate the measured v cen (in Table 13 ), v 90 (in Table 14 ), and W (in Table 15 ) for the six transitions that are commonly detected. The values of τ 0 , ∆, and C f are tabulated in Table 16 for the Si IV transition. Finally, the W ratios are given in Table 17 .
Host galaxy properties
We use a collection of ancillary multi-wavelength data to calculate the host galaxy properties for the sample. Here we give a brief summary of the methods used to calculate the properties, but a detailed overview is given in Paper I.
We calculate the star formation rate (SFR) using a combination of GALEX and WISE (Wright et al. 2010) luminosities. The luminosities are aperture corrected (Jarrett et al. 2011; Cutri et al. 2012 ), k-corrected (Blanton & Roweis 2007; Chisholm et al. 2015) , and foreground extinction corrected (Gil de Paz et al. 2007 ). We then use the luminosities to calculate the ultraviolet (UV) and infrared (IR) SFR (Jarrett et al. 2013) , and convert these into a total SFR using the relation from Buat et al. (2011) , which uses a Chabrier initial mass function. This method accounts for the dustobscured SFR, the dominant SFR component for dusty, high SFR, galaxies. Jarrett et al. (2013) conservatively estimates the SFR errors using this method to be 20%.
The stellar mass (M * ) is calculated using the WISE 3.4 µm luminosities, and a 3.4 and 4.5 µm color dependent mass-to-light ratio (Querejeta et al. 2015) . The color dependent mass-to-light ratio accounts for the contribution of dust in the 3.4 µm luminosity, which can be significant for dusty galaxies. To note: this stellar mass calibration is different than the calibration of Paper 1, which used a constant mass-to-light ratio. The different mass-to-light ratio typically decreases the measured M * by 0.1-0.5 dex, and impacts the dusty starbursts more than the quiescent galaxies. The log(M * /M ) measurements have an error of 0.3 dex, which incorporates the uncertainty of the dust emission. The Green Pea galaxies have extreme nebular properties, with large emission line equivalent widths, and hot dust temperatures (Cardamone et al. 2009; Izotov et al. 2011; Henry et al. 2015) . For this reason, we use the nebular emission corrected M * and Hα SFR measurements from Izotov et al. (2011) and Henry et al. (2015) for the two Green Pea galaxies in the sample. All of the M * measurements use a Chabrier initial mass function.
Morphologies are documented from SDSS imaging, and HST imaging, when available (Overzier et al. 2009 ). We have four morphological categories: Irregular, Spiral, Merger/Interacting, and Compact. We classify galaxies as mergers or interacting if there are tidal tails, double nuclei, interacting companions, or other major asymmetries. The compact galaxies are usually unresolved even by HST, and in Paper I we postulate that the extreme compact galaxies have likely undergone a major merger. The sample is nearly split evenly between the four categories, leading to small sample sizes within the individual categories.
All calculated galactic parameters are tabulated in Table 12, below.
AVAILABLE TRANSITIONS AND PHASES
We use the full COS G130-M and G160-M wavelength bandpass between 1190 and 1600 to probe a diverse set of atomic transitions. These transitions probe gas in different physical conditions, and in different ionization stages. Most photons with energy above 13.6 eV will ionize Hydrogen gas, meaning transitions with formation potentials below 13.6 eV trace neutral gas (see Table 2 ). Helium is the second most abundant element, and has a first ionization potential of 24.6 eV, and a second IP of 54.4 eV. Nearly all of the photons with energies greater than 54.4 eV will ionize H and He, and transitions probing these energies are not likely formed through photoionization (Spitzer 1978) .
We divide the transitions into categories based on the ionization stages they trace: neutral, partially photoionized, and coronal. The partially photo-ionized phase may have a mix of neutral or coronal gas, and their exact formation mechanism depends on the local condi- Note.
- Table of the detected transitions in the sample. The first column gives the ionic species, the second column gives the total number of galaxies with this transition without contaminating features (geocoronal emission or Milky Way absorption). The third and fifth columns give the number of galaxies where the transition is detected, at the 3σ significance, and the detection faction. The fourth and sixth columns gives the number, and fraction, of those detections that have vcen less than 0, at the 1σ significance. The seventh column gives the expected equivalent width (W) if each transition probed a constant Hydrogen column density, with a value of 10 18 cm −2 . The H column densities are converted into the ionic column density using the relative abundances of each element in Table 2 , and into an equivalent width assuming that the line is optically thin and all of the gas is in the given transition. These values are illustrative and are not meant to predict equivalent widths. A more rigorous analysis is made in § 5.2.
tions of the gas and radiation field (see § 5.2 below for modeling of their formation). Additionally, we split the neutral gas by whether it is ionized by energies of less than 13.6 eV (1 Rydberg; C I), and whether it is ionized by exactly 1 Rydberg (O I). The strongest and least contaminated tracers of each phase are: C I 1328 Å for the low ionization neutral gas, O I 1302 Å for higher ionization neutral gas, Si II 1260 Å, Si III 1206 Å, Si IV 1394 Å C IV 1548 Åfor partially photo-ionized gas, and N V 1239 Å for the coronal gas. Slightly higher redshifts, and non-standard instrument setups cover the molecular phase with the H 2 1049 Å Lyman band transitions. However, we do not detect H 2 absorption in any of the sample (or in a stacked spectrum), which is likely due to the large dust attenuation required to shield molecular gas from UV photons. C II and CII * are strong transitions, but we do not use them because we cannot constrain the line profiles of singlets as well as doublets, and both lines trace similar ionization potentials as Si II and Si III.
We focus on seven transitions typically covered by the COS bandpass: C I, O I, Si II, Si III, Si IV, C IV, and N V. Each transition is affected by Milky Way absorption, geocoronal emission, or chip gaps differently. The O I and Si II 1304 transitions are typically contaminated by the O I 1302+1306 Å geocoronal lines, while C I 1277 Å is occasionally located within a chip gap. To avoid the chip gaps, we use the slightly weaker C I 1328 Å line to quantify C I. Even though most transitions are within the COS bandpass, the coverage number is different for each transition based on redshifts and instrument set-ups (see Table 3 ).
The strengths of the transitions, and relative abundances of the elements, play a role in the interpretation of the trends we measure, as discussed fully in § 5.2. Before we model the full ionization structure of each transition, we crudely estimate a W detection limit to approximate the strengths of each transition. To do this, we use a constant H column density of 10 18 cm −2 , and convert this into the column density of the various transitions using the relative abundances (Table 2) . We then assume the line is optically thin and calculate the expected equivalent width of the line, as shown in the last column of Table 3 . This method is crude (and in § 5.2 we do a more rigorous modeling), but these number give a sense of the relative strength of each transition, due to differences in f -values and relative abundances. The continuum subtraction plays a role in the detection limits, especially for the higher ions that have substantial stellar wind components. We find that the equivalent width of weaker features can be effected by up to 25% by continuum errors. This largely effects the weaker Si IV lines in dwarf starbursts. These lines are detected at the 1-2σ level, but not the 3σ level, and are not included in the Si IV sample. This reduces the dynamic range for the Si IV sample.
Using the estimated Ws in Table 3 , we expect the O I, Si II, Si III, Si IV, and C IV lines to be the strongest, while the C I and N V transitions will be more difficult to detect. However, this is merely to illustrate an idealized scenario of how the Ws compare between the transitions.
RESULTS
Here we study how the equivalent widths (W) and outflow velocities depend on host galaxy properties. To derive the significances of each trend we use the Kendall's τ K (denoted as τ K to avoid confusion with the optical depth) parameter which is a nonparametric measure of the correlation between two variables, with +1 indicating perfect correlation, -1 indicating perfect anti-correlation, and 0 indicating no correlation. We use a hypothesis test, with the null hypothesis that the relations are uncorrelated, to give the significance of the Kendall's τ K value in terms of the standard deviation of a normal distribution (σ). Higher significances are indicated by higher σ levels. Only trends that are greater than 3σ are considered highly significant. We also use the coefficient of determination (often called R 2 ), which is the ratio of the error sum of squares to the total sum of squares of the relation. R 2 measures the amount of variation attributable to a given model, and can take values from zero (none of the variation) to one (all of the variation). We use the M-estimator robust regression technique to derive the listed trends, which minimizes the likelihood function, but deemphasizes outliers (Feigelson & Jogesh Babu 2012) .
First we explore which gas is present in the outflows, as described by the detection and outflow fraction ( § 4.1). The detection fraction crudely probes the phase structure of the gas, and sets the basis for a further study of the ionization structure in § 5.2. We then explore how the W scales with host galaxy properties, what drives increases in W ( § 4.2), and the variance of W from transition to transition ( § 4.3). We finish by discussing the outflow velocities of the different transitions, how they scale with host galactic properties ( § 4.4), and how they vary between the transitions ( § 4.5).
Outflow Detection Rate
We define the detection of a line if W is significant at the 3σ level. The detection rate is given in Figure 4 and Column 5 of Table 3 . There are four transitions that are frequently detected: O I, Si II, Si III, and Si IV. While C IV, and N V are detected, the sample sizes are not enough to draw statistically significant relations (with only 11 and 5 detections, respectively). This means that we are unable to draw meaningful conclusions about the coronal phase of the outflow. In most of the paper we will only focus on the four frequently detected transitions. The average detection rate of these four transitions is constant with ionization potential near 90%.
While the absorption lines are not always detected, when the lines are detected the velocity is typically less than zero. We find an outflow fraction that is greater than 66% for all of the transitions, and is fairly constant over ionization potential, with a slight rise from 66% for O I to 91% for the Si IV lines. The detection fraction and outflow fraction are consistent with previous studies using low redshift observations of Na I Rupke et al. 2005; Martin 2005) , and higher redshift observations of Mg II (Weiner et al. 2009 ) and Fe II (Erb et al. 2012; Kornei et al. 2012; Rubin et al. 2014 ).
Equivalent Width Scaling Relations
The equivalent width measures the amount of energy removed from the continuum. W is an incredibly complex measurement: it encodes information on the column density, the velocity distribution, and the covering fraction of the gas. This makes the interpretation of W difficult. First we explore how W scales with host galaxy properties, and then we study what drives this evolution.
The W scaling relations with M * are presented in Figure 5. For Si II 1260 Å, Si III 1206 Å, and Si IV 1393 Å the relations are strong with 3.6, 4.1 and 3.8σ significance levels. The higher significance level for the Si III transition versus the Si IV transition is because the Si III transition has a larger dynamic range that extends down to log(M * /M ) of 7.5, while the lowest mass Si IV galaxy is 8.96. Si IV is a weaker transition, and only Si II and Si III are detected in the lower mass galaxies. There are two marginally detected low-mass galaxies (greater than 1σ but less than 3σ) that increase the significance level of the Si IV W-M * trend to 4.3σ. The three significant Si relations are given as:
The normalizations in Equation 7 go from highest to lowest for Si III, Si II, and Si IV, qualitatively consistent with the trend of W estimations given in Table 3 . However, quantitatively they are quite different than calculated in Table 3 . The differences show that both the strength of the line and the fraction of gas in each transition (the ionization fraction) determines the equivalent width ratios. In § 5.2 we explore the mechanisms that determine the ionization fractions.
We also study how W varies with SFR, and gas phase metallicity. The SFR trends are similar to the M * trends (see Table 5 ), but the significances are lower for the O I and Si II transitions. Additionally, the gas phase metallicity is known to vary with M * (the "massmetallicity relation"; Tremonti et al. 2004; Andrews & Martini 2013) , and this relationship might be a natural driver of the W-M * (and SFR) relationships. We use the gas-phase metallicities from the literature (see Paper I) to find that the correlation between the Si IV W and gas phase metallicity is weaker than for M * alone (2.8σ for the metallicity and 3.7σ for M * ).
The interpretation of W is difficult because it has complicated degeneracies. A large W can indicate a high column density gas distributed over a small velocity range, or a low column density of gas widely distributed in velocity space. Additionally, W will depend on the fraction of the source covered by the outflow (where the uncovered part of the source decreases W). This leads to a complicated triple degeneracy with column density, velocity distribution, and covering fraction. Below, we use the Si IV doublet to explore what drives the observed relation between W and M * . We use Si IV because the equivalent width is strongly correlated with M * and SFR, while the doublet allows for calculation of the covering fraction (C f ; Equation 4), the line center optical depth (τ 0 ; Equation 6), and the velocity width (∆; Equation 3), which we cannot measure with the Si III singlet. We can then determine the primary driver of the shallow W trends with M * .
The upper right panel of Figure 7 shows a flat distribution of τ 0 with M * (Table 6 ). There are two mergers and one spiral with optical depths substantially lower than the rest of the galaxies (NGC 3256 has an optical depth less than one), but the rest of the transitions are optically thick. The median τ 0 is 2.55, with a range from 0.97 to 3.3. The optical depths indicate that the lines are moderately saturated, and the optical depth will not drive strong evolution in W.
For a moderately optically thick line, W is the product of ∆ and C f . This relationship is shown in Figure 8 , where a tight (scatter of 4 km s −1 ) and strong (6σ, τ K = 0.75, and R 2 = 0.85) relationship describes 85% of the variation of W. Therefore, either ∆, C f , or the product of the two drives the observed relationship between M * and W.
The lower left panel of Figure 7 shows the distribution of the line center C f with M * . A nearly constant relationship is seen, with a median value of 0.82. The null correlation with M * (0.45σ) is also seen with the relationship between C f and W, which has a τ K of 0.02 and a significance level of 0.18σ. Therefore, C f does not drive the W values. The non-unity C f may arise from emission line infilling of resonantly scattered emission lines (Prochaska et al. 2011; Martin et al. 2012; Rubin et al. 2014; Ben Zhu et al. 2015) . However, we only observe Si II * emission lines in a small subset of our spectra (all at higher redshifts), and we conclude that Si II resonant emission does not substantially effect the measured C f , or line profiles. The degraded spectral resolution from the COS line-spread function and extended light distribution could contribute to the non-unity covering fraction (Prochaska et al. 2011) .
Finally, the lower right panel of Figure 7 shows the scaling of ∆ with M * . A 3.6σ relationship is seen between log(∆) and log(M * /M ) with a scaling of (see Table 6 ):
The relation is fairly tight (15 km s −1 ) until log(M * /M ) of 10.5, where three mergers and two compact galaxies increase the scatter. Furthermore, ∆ and W are strongly correlated with a 5.0σ significance, τ K of 0.63, and an R 2 of 0.70. The M * exponent is consistent with the exponent of the W relations, and indicates that the line width (as measured by ∆) drives the variation between W and M * .
In summary, there are shallow, but highly significant, trends between W and M * for the Si II 1260 Å, Si III 1206 Å and Si IV 1393 Å transitions. The SFR has similar trends as M * . A larger sample with a range of SFR at constant M * is needed to determine the primary driver of the trends. For the Si IV relations, ∆ is primarily responsible for increasing W, such that larger Table 6 ).
W corresponds to larger ∆.
Equivalent Widths Between the Phases
The ratio of the equivalent widths are important diagnostics of the physical conditions of the gas. The ratios give the ionization structure, and determine how the gas is ionized. This sets the ionization corrections, and is vital for calculations of the mass outflow rates.
We show the W ratios in Figure 9 . There are not significant trends in the ratios with M * for any of the transitions. The Si IV/Si III and Si IV/Si II ratios have nearly constant values, with median values of 0.91 and 0.66, consistent with the W normalization ratios in Equation 7. Meanwhile, the Si IV/O I and Si II/O I relations have considerable scatter (with a factor of 2 variation at constant M * ). In § 5.2 we explore the values of these ratios, and what mechanisms might set these values.
In § 4.2 we find that the line width (∆) correlates strongest with W, and in Figure 10 we plot ∆ for the O I, Si II, Si III, and C IV transitions versus the ∆ for Si IV. The black lines in Figure 10 show a 1:1 line, with the ∆s scattering about this line. The τ K of these re- Note. -Measured relations between the logarithm of the equivalent width and log(M * /10 10 M ). The transitions are given in the first column, the slope and the intercept are given in the second and third columns. The Kendall's τ K value and significance level are given in the forth and fifth columns. The final column gives the number of galaxies for each transition. Only the Si II, Si III, and Si IV relations are highly significant. The Si III relation has a stronger correlation than Si IV because the Si III sample has a larger dynamic range. If 2 marginally detected lines (less than 3σ but greater than 1σ) are included in the Si IV sample the τ K increases to 0.52, at a 4.3σ significance level. Note. -Similar to Table 4 but for log(SFR/10 M yr −1 ). The relations are comparable to the M * relations found in Table 4 , but the significances for Si II and O I are substantially lower.
TABLE 6
Si IV Relations Note. -Measured relations between the three components that determine the Si IV 1402 Å line, and their scaling with log(M * /10 10 M ). The variables studied are given in the first two columns, the slopes and the intercepts are given in the third and forth columns. The Kendall's τ K value and significance level are given in the final two columns. The only parameter with a strong correlation with M * is ∆.
lations are very strong, with values of 0.95, 0.93, 0.83, and 0.85 for the O I, Si II, Si III, and C IV relations, respectively. The Si III ∆ is larger than the Si IV ∆, demonstrating that stronger transitions have wider velocity distributions. Additionally, the C f is consistent across the transitions, with Si II having a median C f of 0.81 (compared to 0.82 for Si IV).
Velocity Scaling Relations
In Paper I we found the Si II outflow velocity to scale significantly, but shallowly, with M * and SFR. These "scaling relations" are important for galaxy evolution simulations and theory because they describe the amount of energy injected into the interstellar medium at scales that current simulations cannot resolve. Crucially, the different transitions probe different gas densities and temperatures, and the scaling relations for the different temperatures illustrate the energetics of the different phases.
In Figure 11 we show the scaling relations with the velocity at 90% of the continuum (v 90 ) and M * , for O I 1302 Å (upper left), Si II 1260 Å (upper right), Si III 1206 Å (lower left), and Si IV 1392 Å (lower right). In each panel we over-plot the derived scaling relations from Table 7 . Each of the four derived trends are highly significant, with significance levels ranging from 2.9-3.7σ. The Si III relation has an R 2 of 0.51. Similar to the W relations, the significance of Si IV is lower than the Si III because the dynamic range is lower. If marginal detections are included the relations are 3.4σ significant with τ K of 0.42. The scaling relations for the four tran- Note. -Measured relations between M * and v 90 for various transitions. The slopes and the intercept are given in the second and third columns, and the Kendall's τ K value and significance level are given in the forth and fifth columns. The last column gives the number of galaxies for each fit. Note. -Similar to Table 7 , but for the relations between v 90 and SFR. sitions are tabulated in Table 7) , and given as: . The powers of the SFR relations are remarkably consistent over all four of the transitions. The available data cannot determine whether the SFR, or the M * , is the major driver of these trends, and a larger sample of galaxies at a constant M * but varying SFR are needed to disentangle these trends. For completeness, Table 9 gives the tabulated relations between SFR and v cen . As we discuss in Paper I, the v cen -SFR relations are slightly steeper than the v 90 -SFR relations, but they have larger uncertainties on the slopes and greater scatter, perhaps due to the influence of inflowing gas on the line centroid.
Velocity Differences Between the Transitions
The difference in velocity between the various transitions explains how gas with different temperatures and densities moves relative to each other. By looking at the velocity differences between the phases we explore whether the neutral and ionized gas are accelerated to similar velocities.
We use the central velocity (v cen ) to quantify the outflow velocity of the different transitions because the v cen has a weaker dependence on the strength of the transition. Figure 13 shows the Si II/O I, Si IV/O I, Si IV/Si II, and Si IV/Si III v cen ratios. All of the ratios are flat, with the Si II/O I and Si IV/Si II ratios having unity value (dashed lines in Figure 13 ). The Si IV/Si III ratio has a median value of 0.75 ± 0.15. This effect is similar to the W ratios, and further illustrates that stronger transitions probe gas at higher velocities.
DISCUSSION

Are the Transitions Co-Spatial?
In § 4 we explored how the outflow properties scale with host galaxy properties, and how the outflow properties change between the different transitions. Here we recap the results, and discuss whether all of the transitions probe the same gas.
The various transitions have similar scaling relations for most outflow parameters. The equivalent widths (W), line widths (∆), and outflow velocities all scale similarly regardless of the physical conditions of the gas they probe (i.e. neutral, photo-ionized, etc.). Further, the ∆ and outflow velocities of similar strength lines have similar values, regardless of the phase of gas (see Figure 10 and Figure 13 ). This suggests that transitions of similar strength are probing gas that is likely co-spatial and co-moving.
The values of the parameters are driven largely by the strength of the transition: larger Ws lead to larger velocities and ∆'s. This result is also found by Grimes et al. (2009) . This suggests that each transition probes up to a specific velocity, but there is gas at higher velocities with covering fractions (or column densities) below the detection limit that cannot be detected (Steidel et al. 2010; Martin & Bouché 2009 ). The true "maximum" velocity of the outflows is likely higher than the v 90 values found here.
How Are Outflows Ionized?
This ionization structure gives vital clues for how outflows are heated and cooled, the density structure of the outflow, and the fraction of total mass in each transition (the ionization fraction). However, the gas can be ionized in many different ways: shocks, photons, cosmic rays, conduction between hot and cool gas, turbulent mixing layers, or many other ways (see Osterbrock & Ferland (2006) and Wakker et al. (2012) for a review of many of these). The physical conditions of the outflow cannot be determined unless the ionization mechanism is determined. In the following subsections we create equivalent width ratios from shock and photo-ionization models, and use these models to explore the physical conditions within galactic outflows.
Creating Model Equivalent Width Ratios
The column density ratios define the ionization structure of the galactic outflow. Unfortunately, since the lines are often saturated, we must use the equivalent width (W) ratios as a proxy of the column density ratios. For this reason, we do not compare the model column densities to observed column densities, rather we use synthetic equivalent widths created using models of each ionization mechanism. The synthetic spectra suffer from saturation effects, similar to the observations: as the model column density increases, the equivalent widths enter the square root regime, and increase slowly with increasing column density.
Below, we create line profiles using column densities from models of shocks and photo-ionization. These profiles are created using a constant C f of 0.8, the column densities from the models, and two different assumptions for how the column density is distributed in velocity space. First we assume that all of the model column density is within a single component with a line width of 150 km s −1 , and a velocity resolution of 70 km s −1
(these values are near the median of the sample). Second, we assume that the absorption is composed of seven individual components, each with one-seventh of the total model column density. Each of the seven components have a b-parameter of 20 km s −1 and a separation of 20 km s −1 . We use a b-parameter of 20 km s −1 because it is the width measured in high-resolution Eschelle observations of galactic outflows (Schwartz & Martin 2004) . From tests with synthetic spectra, we find that the W , and Si IV/Si III (bottom right). The equivalent width ratios are flat, with large scatter for the ratios involving O I. In § 5.2 we use shock models (dashed lines) and photo-ionization models (dotted-dashed lines) to predict the W ratio values, with the photo-ionization models roughly matching the data. The dotted-dashed line is calculated using the column densities from a seven component Cloudy model with an ionization parameter of log(U) = -2.00, a hydrogen column density of log(no) = 2.4, stellar metallicity of 0.2 Z , and an outflow metallicity of 0.5 Z (see § 5.2). Other combinations of stellar metallicities, outflow metallicities, and ionization parameters are need to reproduce the full range of the observed ratios. Table 7 ), where the slopes for all four relations are similar within the errors of the fits. ratio does not appreciably change after adding five components, and we conservatively use seven components to create the models. In Figure 9 and Table 10 , we highlight the multiple component models because absorption from outflows is likely produced by many optically-thick absorbers along the line-of-sight.
Shock Models
When a fluid travels faster than the sound speed through a medium, a shock front develops. The shock compresses and heats the gas, which then efficiently radiatively cools. We use the Allen et al. (2008) shock models, which assume that the shock is a steady flow with a defined shock velocity, preshock density, and magnetic field. We create a grid of equivalent width ratios using a range of these values, and preform a χ 2 test to determine how well the models describe the observations. In the second and third columns of Table 10 we list the observed and predicted equivalent width ratios, assuming the seven component absorption model, a shock velocity of 500 km s −1 , a preshock density of 100 cm −3 , and a magnetic field of 1 µG. The predicted shock ratios are also shown in Figure 9 as dashed lines. The low ionization lines (O I and Si II) agree with the shock models, but the high ionization lines (Si IV and Si III) are under Table 8 ), where the slopes for all four relations are similar, within the errors.
predicted. Additionally, the models predict a detectable amount of C I, while C I is not detected (see Table 3 ). The shock ionization models poorly match the observed W ratios.
Photo-ionization Models
Meanwhile, high-mass stars emit photons capable of ionizing the outflow. When the recombination rate is equal to the ionization rate a photo-ionization equilibrium is established. We test whether the W ratios are consistent with photo-ionization equilibrium using Cloudy, version 13.03 (Ferland et al. 2013) . We use the output column densities from Cloudy to produce synthetic line profiles and W ratios in the two ways described in § 5.2.1. The Cloudy models assume that the different gas phases are co-spatial, an important result from the kinematics and the velocity distributions above ( § 4.3).
We use a spherically expanding geometry, with a constant hydrogen density. The expanding spherical geometry is not meant to reproduce the outflow profiles, rather it allows for redshifted radiation from the backside of the outflow to ionize gas along the line of sight. The spherical geometry is effectively plane-parallel when the distance between the source and the sphere is much larger than the thickness of the sphere, which is the case for the mod- . The Si IV/Si III ratio has a median value near 0.75, demonstrating that Si III has a larger vcen than Si IV. This is consistent with the idea that stronger lines probe gas to higher velocities. els presented here (Ferland et al. 2013; Erb et al. 2012) .
We use Cloudy's pre-loaded H II abundances, which are near the observed Milky Way ISM gas phase abundances (Baldwin et al. 1991; Savage & Sembach 1991; Osterbrock et al. 1992; Rubin et al. 1993) . We scale these abundance values to test the effect of the gas phase metallicity on the equivalent width ratios. The abundance models include dust grains, with the Orion Nebular grain distribution (Baldwin et al. 1991) , which allows for gas to be depleted onto grains (important for Si), and for the dust to absorb, and destroy, UV photons. We input a Starburst99 (Leitherer et al. 1999 ) stellar continuum spectrum which uses a continuous star formation rate of 1 M yr −1 , an age of 6 Myr (the median from the stellar continuum fitting in Paper I), a covering fraction of 0.8 (found in § 4.2), and five different stellar metallicities (0.05, 0.2, 0.4, 1.0, and 2.0 Z ). We stop the Cloudy simulations when the temperature drops below 4000 K, which is Cloudy's default stopping criteria.
We create a grid of Cloudy models by varying Hydrogen density (log(n o )) from -1 to 4, ionization parameter (log(U)) from -3 to 0, the outflow metallicity (Z o ) from Figure 9 . In the top panels we scale the outflow metallicity by 0.05, 0.5, 1.0, 1.5, and 2.0 Z , while keeping the Starburst99 stellar continuum metallicity fixed at 0.2 Z . In the bottom panels we vary the stellar continuum metallicity, while keeping the outflow metallicity constant at 0.5 Z . The solid points are equivalent ratios measured from mock absorption lines created using seven blended absorption features, where each component has one-seventh of the total Cloudy column density, a b-parameter of 20 km s −1 , and a spacing of 20 km s −1 . The error bars are the equivalent width ratios for a single component profile with a line width of 150 km s −1 . Values of U, outflow metallicity, and stellar metallicity are constrained when each of the two ratios are within the gray region. The log(U) value is constrained between -2.25 and -1.5, while the outflow metallicity must be larger than 0.5 Z . Note. -Results for the ionization modeling using the observed equivalent width (W) ratios for various transitions (as given in column 1). The second column gives the observed W ratios, with a one standard deviation spread. The third column gives the expected W ratios for the seven component shock models using column densities from (Allen et al. 2008) , a shock velocity of 500 km s −1 , a preshock density of 100 cm −3 , and a magnetic field of 1 µG. Other shock velocities similarly under-produce the high ionization lines. Column four gives the Cloudy ratios using a sub-solar stellar metallicity Starburst99 model as the ionizing source, with seven absorbing components, an ionization parameter of log(U) = -2.25, a Hydrogen density of n H = 250 cm −3 , and an outflow metallicity of 0.5 Z . Column five gives the Cloudy equivalent width ratios for a model with seven absorption components, log(U) =-1.75, n H = 250cm −3 , an outflow metallicity of 0.5 Z , and a stellar metallicity of 2 Z . Note. -The number of ionizing photons from a constant 1 M yr −1 Starburst99 model in three energy regimes, and five metallicities. The second column gives the number of photons per second capable of ionizing H (energy greater than 13.6 eV), the third column gives the number of photons per second capable of ionizing He once (energy greater than 24.6 eV), and the forth column gives the number of photons per second capable of ionizing He a second time (energy greater than 54.4 eV). Since stellar metallicity more heavily effects the higher energy photons, there are less ionizing photons for larger stellar metallicities.
0.05 to 2, and the stellar metallicity (Z s ) according to the five Starburst99 metallicities. The ionization parameter is defined as
Where n γ is the number density of ionizing photons, Q is the number of H ionizing photons (see Table 11 ), and R is the distance between the source and the inner edge of the cloud. The output of each Cloudy model is a set of ionic column densities which we turn into equivalent widths following the two methods outlined in § 5.2.1. In Figure 9 and Table 10 we show photo-ionization models that reproduce the median W ratios of the sample. The photo-ionization models describe the observed equivalent width ratios well for a variety of values of U, Z o , and Z s . The fact that the ionization structure is described by photo-ionization is surprising. Shocks describe the optical emission lines (Sharp & Bland-Hawthorn 2010; Ho et al. 2014) , but the emission lines arise in very different environments than the absorption lines. Emission traces the densest environments (scaling as n 2 o ), while absorption traces lower density environments. Consequently, Wood et al. (2015) find that H-α emission traces cluster scale outflows, with lower velocities, while UV absorption lines trace galaxy scale outflows, with larger velocities.
Constraining the Conditions Within Outflows
To constrain the physical properties of the outflows we need to consider the full range of photo-ionization models that are consistent with the data. In Figure 14 we illustrate the impact of U, Z s , and Z o on the model Si IV/Si III and Si IV/Si II W ratios for both the one and seven absorption component models. We find that at log(U ) < −1.5, there is a strong dependence of the model W ratios on U (Tielens 2005) , while at larger values of U the W ratios plateau as both lines saturate. The range of observed W ratios are indicated by gray bands in Figure 14 . A model that lies within the gray bands for both the Si IV/Si III and Si IV/Si II plots fits the data. We do not show Si II/O I as this line ratio is insensitive to ionization parameter.
The top two panels of Figure 14 show the impact of changing the Z o while keeping the stellar metallicity fixed at Z s = 0.2 Z . Over the range of U values consistent with the data, Z o has a relatively modest impact on the W ratios. The effect of the outflow metallicity is most apparent for very low metallicities, where the data rule out models with Z o < 0.5 Z , because a single U is inconsistent with both the Si IV/Si III and Si IV/Si II W ratios.
The choice of how the column density is distributed in velocity space does have a small impact on the derived parameters. For example in the top two panels of Figure 14 , the seven component model (solid points) that best matches the data has log(U) = -2.25, while the best fitting single component model (the error bars) has log(U) = -2.0. The W ratios for the 7 component model with Z o = 0.5 and log(U) = -2.25 are given in Table 10 .
The lower panels of Figure 14 show the effect of changing the stellar continuum metallicity. Changes in the stellar metallicity broaden the possible log(U) values, with larger stellar metallicities requiring larger U values to be within the gray bands. This is largely because line blanketing in high metallicity stars reduces the stellar effective temperature, and the number of ionizing photons (Leitherer et al. 1999 .
Combining both the one and seven component profiles, Cloudy models with log(U) between-2.25 and -1.5 match the observations for the range of stellar and outflow metallicities tested. These ionization parameters are marginally larger than the log(U)∼ −2.5 typically observed in local galaxies (Charlot & Longhetti 2001) , but are consistent with the higher values seen in H II regions, and H II galaxies (Campbell 1988; Snijders et al. 2007 ). Therefore, we conclude that photo-ionization by the stellar continuum is the most likely ionization mechanism, and photo-ionization determines the ionization structure of the outflows. Figure 14 shows that the stellar metallicity can shift the ionization parameter by up to 0.5 dex. The metallicity of the stellar continuum predominately effects the highest energy photons: as the stellar metallicity increases, the number of photons capable of doubly ionizing He drops by a factor of 38 (see Table 11 ). A regression shows that the number of ionizing photons in the three zones go as: , and the Si IV/Si III ratio drops by a factor of 0.59 from 0.2 to 2.0 Z . This accounts for the smooth decrease in Si IV/Si III from 0.78 at low M * to 0.53 at higher M * (see Figure 9 ). This result demonstrates that the observed W ratios depend on the properties of the stellar continuum (the shape and normalization of the source), and that the ionizing source shapes the physical conditions within galactic outflows.
Ionization Fractions for Mass Outflow Rate Calculations
We use our Cloudy models to calculate the fraction of each element in a given ionization stage. The W ratios constrain log(U) between -2.25 and -1.5 (see Figure 14) . To bracket the ionization fractions we use two extremes: (1) a log(U) = -2.25, a stellar metallicity of 0.2 Z , and an outflow metallicity of 0.5 Z ; (2) log(U) = -1.5, a stellar continuum metallicity of 2 Z , and an outflow metallicity of 1.5 Z . Cloudy gives the range of outflow ionization fractions (χ = N(X i )/Σ N(X i ), where N(X i ) is the column density of the ith ionization state of element X) for the four transitions as: 
Note that nearly 100% of the total H is ionized. In § 5.2.6, we caution that care should be taken when extrapolating these ionization fractions to very dusty outflows, where the dust opacities and distributions are dramatically different. The ionization fractions range by a factor of 1.15 to 10, depending on the transition, and a proper analysis for each galaxy is required to derive accurate ionization fractions. The large variation in the O I ionization fraction explains most of the scatter seen in the O I W plot (see Figure 5 ). Approximately 74±6% of the total Si is in the Si III transition. However the Si III optical depth is difficult to constrain because it is a singlet and the column density is degenerate with the velocity width and covering fraction. Meanwhile, Si IV is a doublet and has an ionization fraction that moderately varies with galaxy properties. Therefore, in the absence of a full model of the ionization structure, the Si IV lines should be used with a constant ionization fraction of 0.10 ± 0.02.
When calculating the total amount of Hydrogen in an outflow, previous studies typically assume either no ionization fraction or a constant ionization fraction to convert the column density of a single ion to a total Hydrogen column density (Rupke et al. 2005; Weiner et al. 2009) . However, Equation 13 shows that the ionization fraction can vary by a factor of 10 for common outflow tracers. The absorption line that is used has a large impact on the uncertainty of the mass outflow rate (Equation 13), and we recommend using the Si IV doublet to reduce this uncertainty.
Where is the cooler gas?
The photo-ionization modeling does have a noticeable shortcoming: it cannot produce adequate amounts of cool gas. In the optical, Na I often traces outflows from dusty star forming galaxies, but the photo-ionization modeling predicts only trace amounts of Na I (Equation 14). How is Na I observed outflowing from some galaxies?
We have ignored a crucial component: dust. Large dust column densities are required to shield Na I from high-energy photons Murray et al. 2007; Chen et al. 2010) . While the Cloudy modeling includes dust, large dust columns change the photoionization equilibrium conditions. Chen et al. (2010) find that Na I outflows do not arise from galaxies with E(B-V) less than 0.3, nearly 40% higher than the median of our sample (0.22). There are only nine galaxies in this sample with E(B-V) larger than 0.3. The low dust content is a sample selection bias: UV bright galaxies must have low dust extinctions to be observed. We urge caution when extrapolating the ionization fractions to very dusty outflows.
The ionization fractions of the cooler ions also vary more with stellar metallicity than the higher ions. These results agree with Murray et al. (2007) , who find that the large variation in Na I W and column densities are largely due to differences in the ionization fraction of Na I. Therefore, we suggest full photo-ionization modeling whenever calculating mass outflow rates.
CONCLUSION
Here, we study galactic outflows of 37 nearby star forming galaxies. Using UV absorption lines observed with the Cosmic Origins Spectrograph on the Hubble Space Telescope, we characterize the different ionization states of galactic outflows. We study how the equivalent widths (W), line widths (∆), covering fractions (C f ), optical depths (τ 0 ), and outflow velocities scale with the stellar mass (M * ) and star formation rate (SFR) of their host galaxies. We conclude that 1. O I, Si II, Si III, and Si IV absorption lines are frequently detected as outflows, with a fairly constant detection fraction near 80%. We never detect C I in the outflows, and only detect N V in 5 high SFR galaxies ( § 4.1).
2. W scales shallowly, but significantly with M * and SFR (W ∝M * 0.12 ), especially for the Si III and Si IV transitions ( § 4.2). The O I and Si II relations have considerably more scatter than the higher ionization lines.
3. The Si IV W scaling is driven by an increasing ∆ with increasing M * . C f and τ remain roughly fixed with M * , with values of 0.82 and 2.5, respectively (Figure 7 ).
4. The equivalent width ratios between Si II, Si III, and Si IV have low dispersion, and remain flat with M * (Figure 9 ). In contrast the relations that involve O I have a factor of two scatter at constant M * .
5. The velocities of all the transitions scale similarly with host galaxy properties as SFR 0.12 , and M * 0.13
( Figure 11 and Figure 12 ). These relations are much shallower than typically assumed in galaxy simulations.
6. The outflow velocity ratios of the different transitions are flat with M * and SFR, but the stronger transitions have larger outflow velocities (Figure 13 ). This implies that there is high velocity gas that has a covering fraction (or column density) below our detection limit.
7. Photo-ionization modeling reproduces the observed equivalent width ratios, while shock models do not match the observations. The ionization parameters (U) are constrained between log(U) of -2.25 and -1.5 (see Figure 14) .To match the observations, the outflow metallicities (Z o ) must be greater than or equal to 0.5 Z .
8. Care must be taken when calculating mass outflow rates because galaxy-to-galaxy differences in ionization fractions can add a factor 1.16-10 uncertainty to the mass outflow rates, depending on which transitions are used. Where possible, detailed photo-ionization modeling should be undertaken to derive ionization fractions.
9. Si III is the dominant ionization state in the outflows, but there is only a single, heavily saturated transition in the COS bandpass. When detailed photo-ionization modeling is impossible, we recommend using the Si IV doublet to estimate the mass outflow rate. The Si IV doublet allows for robust column density measurements, while the low variability in the ionization fraction means a nearly constant Si IV ionization fraction can be used with a 20% error.
In future work, we will analyze the highest quality data within our sample, and measure the ionic column densities to tightly constrain the ionization parameter of the outflows. Using these ionization models, we will derive the ionization fractions of the metal ions, and estimate the total gas mass within the outflows. These new total outflow masses will improve upon previous estimates by removing the substantial source of uncertainty from the ionization fractions and metallicities. Note. -List of host galaxy properties for the sample. The second column gives the logarithm of the stellar mass, the third column gives the star formation rate, the fourth column gives the extinction measured from the stellar continuum, and the fifth column gives the morphology of the galaxies. There are four morphological options: Merger/Interacting (M), Spirals (S), Irregular (I), and Compact (C). -139± 8  --J0824+2806  ----83± 11  --J0907+5327  --36± 15  -83± 14  -65± 24  --J1250+0734  -180± 15 -174± 16 -191± 21 -133± 19  --J1307+5427  ----41± 33  --J1315+6207  -92± 18  -98± 17  -110± 20  -76± 17  --J1403+0628  -188± 28 -187± 28  ----GP1244+0216  -48± 44  -54± 52  -62± 33  ---GP1054+5238 --213± 39 -249± 34 --- -518± 103  -J1429+1653  --419± 31  --401± 75  --J1416+1223  --876± 77  -965± 79  -815± 121  -740± 140  -573± 23  J1415+0540  ----488± 75  --J1525+0757  --690± 20  -955± 95  -675± 42  -688± 85  -J1429+0643  --545± 31  -812± 101  -609± 151  --J1112+5503  --956± 73  -1139± 200 -971± 100 -1037± 231  -J1025+3622  --512± 37  -829± 142  -468± 58  -512± 124  -MRK 1486  -407± 18  -497± 45  -605± 89  -545± 36  --J0824+2806  ----324± 31  --J0907+5327  --265± 31  -335± 30  -241± 71  --J1250+0734  -423± 14  -445± 15  -607± 84  -410± 62  --J1307+5427  ----515± 111  --J1315+6207  -636± 187  -866± 162  -903± 136  -513± 78  --J1403+0628  -483± 43  -481± 40  ----GP1244+0216  -275± 50  -615± 112  -648± 136  ---GP1054+5238 --534± 45 -823± 120 --- Table of the measured equivalent widths (W) for the six studied transitions: O I 1302 Å, Si II 1260 Å, Si III 1206 Å, Si IV 1393, C IV 1548 Å, and N V 1238 Å. We leave a hyphen (-) for transitions that are not measured. The W is not always measured due to geocoronal lines, strong Milky Way absorption, low signal, insufficient wavelength coverage, or chip gaps. Note.
-Measured values of the components that make up the Si IV 1402 Å line profile (see § 4.2). Columns two, three and four give the line widths (∆), covering fraction (C f ), and optical depths (τ ) of the Si IV transitions.
