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Abstract: We give a characterization of elements of a subspace of a complex Banach space with the
property that the norm of a bounded linear functional on the subspace is attained at those elements. In
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1. Bounded linear functionals in complex Banach spaces
1.1. Introduction. Statement of the problem
Let X = XC be a complex Banach space (more precisely, a Banach space over the field C of
complex numbers), let S(X) be its unit sphere, and let X∗ = X∗C be the dual space of X, i.e., the
space of complex-valued bounded linear (over the field C of complex numbers) functionals F on X
with the norm
‖F‖X∗ = sup{|F (x)| : x ∈ X, ‖x‖X = 1}.
Let P be a (closed) subspace of X, and let ψ be a bounded linear functional on P . We denote
by
D(ψ;P ) = sup{|ψ(p)| : p ∈ P, ‖p‖X = 1} (1.1)
the norm of the functional ψ on the subspace P . In what follows, we assume that ψ 6≡ 0, so that
D(ψ;P ) > 0. The value D(ψ;P ) is the smallest possible (the best) constant in the inequality
|ψ(p)| ≤ D(ψ;P )‖p‖X , p ∈ P. (1.2)
Nonzero elements p of the subspace P with the property that inequality (1.2) turns into an
equality for them (if such elements exist) will be called extremal elements in this inequality. Ele-
ments p of the unit sphere S(P ) = S(X)∩P of the subspace P that solve problem (1.1), i.e., those
with the property that the supremum in (1.1) is attained at p, will be called extremal elements in
problem (1.1). We will use the same terminology also in other similar situations. It is clear that an
element % ∈ P is extremal in inequality (1.2) if and only if the element %/‖%‖X is extremal in prob-
lem (1.1). In this sense, extremal elements in problem (1.1) and inequality (1.2) coincide. The aim
of this papers is exactly to characterize extremal elements in inequality (1.2) or in problem (1.1),
which is the same.
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On the set
P [1](ψ) = {p ∈ P : ψ(p) = 1} (1.3)
of elements of P where the functional ψ takes the value 1, we consider the value
∆(ψ;P ) = inf{‖p‖X : p ∈ P [1](ψ)} (1.4)
which is the least deviation of class (1.3) from zero in X. It is clear that ∆(ψ;P ) = 1/D(ψ;P ).
Moreover, extremal elements in problem (1.4) and inequality (1.2) coincide. More precisely, each
extremal element of problem (1.4) is extremal in (1.2); conversely, if % is an extremal element
of inequality (1.2), then %/ψ(%) is extremal in (1.4). Thus, determining the sharp constant in
inequality (1.2) is equivalent to determining the least deviation (1.4) of class (1.3) from zero.
Value (1.4) can be interpreted as the best approximation of an arbitrary element ρ ∈ P [1](ψ)
in the space X by the annihilator
P (ψ) = P [0](ψ) = {p ∈ P : ψ(p) = 0} (1.5)
of the functional ψ in P , namely,
∆(ψ;P ) = inf{‖ρ− p‖X : p ∈ P (ψ)}. (1.6)
There is a rich theory developed to study problems of type (1.4) in real Banach spaces. This
theory is based on arguments of duality; see, e.g., [13, Ch. 2]. In order to use this approach in the
complex case, however, one needs in addition to discuss some questions of geometry of complex
spaces.
In papers [1–4] coauthored by the author of the present paper, the authors studied the Nikol’skii
inequality between the uniform norm of a polynomial and its norm in the space Lvq = L
v
q(I) with a
weight υ and 1 ≤ q <∞ on the set of algebraic polynomialsPn of degree at most n ≥ 1 on a finite
or infinite interval I. One of the steps in these investigations was the study of the sharp inequality
|pn(z0)| ≤ D ‖pn‖Lυq , pn ∈Pn, (1.7)
for an end point z0 of the interval I. Inequality (1.7) is a special case of (1.2) for X = Lvq(I),
P =Pn, and ψ(pn) = pn(z0). Results of [1–4] related to inequality (1.7) motivated the author to
consider problem (1.2).
1.2. Main result
We will study problem (1.1) under the following two assumptions.
(R) Assume that the norm of any bounded linear functional φ on P , i.e., φ ∈ P ∗, is attained
at some point p = p(φ) ∈ P.
According to James’ theorem [11] (see also [10, p. 643], [17, Ch. 1, Sect. 2, Corollary 2.4]), this
property is equivalent to the reflexivity of the space P . Note that property (R) is fulfilled if the
subspace P is finite-dimensional.
If a functional F ∈ X∗, F 6= 0, attains its norm at an element x ∈ X, x 6= 0, and if F (x) > 0,
or—which is the same in this case—if
F (x) = ‖F‖X∗ ‖x‖X , (1.8)
we will say that the functional F possesses the N -property at the element x, or, shortly, the N [x]-
property. By the complex variant of the Hahn–Banach Theorem (cf. [8, Ch. II, Sect. 3, Theorem 11]
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or [12, Ch. III, Sect. 5.4]), a functional with this property always exists. However, it may be not
unique. In a complex Banach space, a functional F ∈ X∗ is called a supporting functional at a
point x (or, more precisely, a supporting or a tangent functional at a point x to the sphere S‖x‖(X)
of radius ‖x‖ with center at 0), if its real part f = ReF is a real supporting (tangent) functional,
see, e.g., [8, Ch. V, Sect. 9.4]. Indeed, for a functional F ∈ X∗ in a complex Banach space, the
properties that the functional possesses the N -property at a point x and that its real part is a
supporting functional are equivalent; we will discuss this below in Section 1.3. Starting from this
point, we will interpret the N [x]-property of a functional F ∈ X∗ as a property of the functional
F ∈ X∗ to be a supporting functional at the point x.
A point x ∈ S(X) is called a smooth point of the sphere S(X) if there exists only one supporting
functional at x. If every point of the unit sphere of a space is a smooth point, then the space is
called smooth. For details concerning smooth points of the unit sphere and, in general, of convex
closed sets in real Banach spaces see, e.g., [7, Ch. I, Sect. 2, Theorems 1, 2] and [6, Ch. VII,
Sect. 2]. The smoothness in complex Banach spaces has some special features; it will be discusses
in Section 1.3 below.
The second assumption is the following one.
(Γ) Assume that all points of the unit sphere S(P ) = S(X) ∩ P of the subspace P are smooth
points of the unit sphere S(X) of the space X.
Taking into account that problem (1.1) has the interpretation (1.4) in terms of approximations,
one may expect the following result.
Theorem 1. Assume that a Banach space X and its subspace P satisfy properties (R) and (Γ).
Then the norm of a bounded linear functional ψ on P is attained at an element % ∈ S(P ) if and
only if the supporting functional F = F [%] ∈ X∗ of the element % ∈ P vanishes on the set (1.5),
i.e.,
F [%](s) = 0 for all s ∈ P (ψ). (1.9)
Under the assumptions of the theorem, an extremal element with the property that the norm of
the functional ψ on P is attained at it always exists but it is not necessarily unique; see the example
after the proof of Theorem 4 in Section 2.2. To ensure the uniqueness of the extremal element, one
needs additional restrictions on the problem. For example, if the space X is strictly normed then
the extremal element is unique for every (bounded linear) functional on every subspace.
In the first section of the present paper, Theorem 1 will be proved and discussed. In the second
section, Theorem 1 will be applied to obtain a corresponding statement for the pointwise inequality
|pn(z)| ≤ D(z) ‖pn‖Lυq (I), pn ∈Pn,
where z ∈ I. In papers [1–4], extremal polynomials of inequality (1.7) (in the case when z is
an end point of an interval) were characterized in terms that are formally different from those of
Theorem 1. We will show in Section 2.2 that, in fact, Theorem 2 from [3] and its analogs from
[1, 2, 4] follow from Theorem 1.
We will prove Theorem 1 using the natural arguments in terms of duality. However, the fact
that X is a complex Banach space causes additional difficulties. In particular, one needs to first
discuss the smoothness property for points of the unit sphere S(X) of a (complex) Banach space X.
1.3. Smoothness in complex Banach spaces
In real Banach spaces, a smooth point of the unit sphere can be for example characterized by
the fact that the norm of the space is Gateaux differentiable at this point. For a real Banach space,
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the strict convexity of the dual space is a sufficient condition for the smoothness of the original
space. The inverse statement does not hold in the general case. The smoothness of a space implies
the strict convexity of the dual space only for reflexive spaces. Details on these topics can be
found, e.g., in [7, Ch. I, Sect. 2, Theorems 1, 2] and [6, Ch. VII, Sect. 2]. In this section, we discuss
smoothness in complex Banach spaces. The author neither claims that the results are novel nor
that the ideas are original.
Let X = XC be a complex Banach space. We also may consider this space as a real Banach
space X = XR, i.e., a linear space over the field R of real numbers. Let X∗R be the corresponding
dual (real) Banach space, i.e., the space of real-valued bounded linear (over the field R of real
numbers) functionals on XR.
The following statement is not new, cf. [8, Ch. II, Sect. 3, Theorem 11] or [9, Ch. 10, Sect. 1,
Lemma 1.1]. We will give it here in the form we need in what follows. Moreover, it is useful for
our purposes to give a proof of this statement.
Lemma 1. The formula
F (x) = f(x)− if(ix), x ∈ X, (1.10)
where F ∈ X∗C and f ∈ X∗R, sets a one-to-one correspondence between the spaces X∗C and X∗R.
Moreover, mapping (1.10) is an isometry, i.e.,
‖F‖X∗C = ‖f‖X∗R . (1.11)
P r o o f. For a complex functional F ∈ X∗C, we consider its real part f = ReF ; it is a functional
from X∗R. The functional F is uniquely determined by f = ReF by means of formula (1.10).
Indeed, define g = −ImF , then F (x) = f(x) − ig(x), x ∈ X. By the (complex) homogeneity of
the functional F , we have F (x) = −iF (ix) = −if(ix)+ g(ix), x ∈ X. Consequently, g(x) = f(ix),
which proves representation (1.10).
Conversely, let f ∈ X∗R. Consider a (complex) functional F given by formula (1.10). Obviously,
F is additive. Next we will show that it is (complex) homogeneous. For a point x ∈ X and a
number ζ = α+ iβ ∈ C, we have
F (ζx) = F ((α+ iβ)x) = f((α+ iβ)x)− if(i(α+ iβ)x) =
= αf(x) + βf(ix)− iαf(ix) + iβf(x) = (α+ iβ)f(x) + (β − iα)f(ix) =
= (α+ iβ)(f(x)− if(ix)) = ζF (x).
Thus, we see that functional (1.10) is homogeneous.
It follows that formula (1.10) sets a one-to-one correspondence between the complex and the
real dual spaces X∗C and X
∗
R, respectively.
Now we show that (1.10) is an isometry, i.e., property (1.11) holds. The inequality ‖f‖X∗R ≤‖F‖X∗C is obvious. Further on, for an arbitrary point x ∈ X and real θ, we have
eiθF (x) = F
(
eiθx
)
= f
(
eiθx
)
− if
(
ieiθx
)
.
In particular, for θ = − arg(F (x)), the latter equality takes the form
|F (x)| = f
(
eiθx
)
− if
(
ieiθx
)
= f
(
eiθx
)
.
Consequently, |F (x)| ≤ ‖f‖X∗R‖x‖, x ∈ X, and therefore the estimate ‖F‖X∗C ≤ ‖f‖X∗R holds. Thus,
(1.11) holds. This proves the lemma. ¤
All further statements in this section are in fact consequences of Lemma 1.
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Lemma 2. A complex functional F ∈ X∗C attains its norm at a point x ∈ S(X) and F (x) > 0
if and only if its real part f = ReF has the same properties.
P r o o f. Suppose F is as described in the lemma. By (1.8) and (1.11), we have
‖F‖X∗C = ‖f‖X∗R = F (x) = f(x).
Consequently, f has the same properties as F . Conversely, suppose f has the described properties.
Then, by (1.11), we have
f(x) ≤
√
(f(x))2 + (f(ix))2 = |F (x)| ≤ ‖F‖X∗C = ‖f‖X∗R .
Consequently, f(x)=F (x)=‖F‖X∗C ; hence, F (x)>0. Thus, F has the described properties, too. ¤
As we have mentioned above, a functional F ∈ X∗ in a complex Banach space is called a
supporting functional at a point x (to the sphere S‖x‖(X) of radius ‖x‖ with center at 0) if its
real part ReF is a (real) supporting functional, cf. [8, Ch. V, Sect. 9.4]. Due to Lemma 2, the
N -property of the functional F ∈ X∗ at a point x is equivalent to the property that F ∈ X∗ is a
supporting functional at this point.
Theorem 2. Assume that the space X∗ = X∗C of complex bounded linear functionals in a
complex Banach space X is strictly convex. Then X is smooth.
P r o o f. Recall that a Banach space is called strongly convex if its unit sphere does not contain
any non-degenerate segments, see, e.g. [8, Ch. V, Sect. 11.7]. As we have mentioned above, the
statement of the theorem is well-known for real Banach spaces, cf. [7, Ch. I, Sect. 2, Theorems 1
and 2], [6, Ch. VII, Sect. 2].
Using Lemma 1, it is not difficult to see that X∗C is strongly convex if and only if X
∗
R is. Thus,
under the assumptions of the theorem, the space XR is smooth. This means that, at any point
x ∈ S(X), there is only one real bounded linear functional f whose norm is equal to 1 and is
attained at x, with f(x) > 0. By Lemma 1, this implies that, at every point x ∈ S(X), there is
only one functional F ∈ X∗C with the unit norm and with the N -property at the point x. But this
means that the space X = XC is smooth. ¤
1.4. Proof of Theorem 1
Theorem 1 follows from the two auxiliary statements proved below. In what follows, we will
suppose without loss of generality that all supporting functionals F = F [x] at points x ∈ X, x 6= 0,
have the norm ‖F‖X∗ = 1.
1.4.1. Auxiliary statements
Lemma 3. Assume that a Banach space X and its subspace P satisfy properties (R) and (Γ).
Let % ∈ P , % 6≡ 0, be an extremal element of problem (1.1), and let F = F [%] ∈ S(X∗) be the
supporting functional at the element % ∈ P . Then the following representation holds:
ψ(p) = γ(P )F [%](p), p ∈ P, (1.12)
where γ(P ) is a constant with the property |γ(P )| = D(ψ, P ).
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P r o o f. The functional ψ is a bounded linear functional on the space P endowed with the
norm ‖ · ‖X , and the norm of this functional on P is equal to (1.1). By the Hahn–Banach theorem
(cf. [8, Ch. II, Sect. 3, Theorem 11] or [12, Ch. III, Sect. 5.4]), the functional ψ can be extended
to a functional on the whole space X with the same norm; we denote this extension by Ψ.
Since the functional Ψ is an extension of the functional ψ from P to X with the same norm, the
norm of the functional Ψ in the space X is attained at an extremal element % ∈ P of problem (1.1).
By property (Γ), the functional Ψ differs from the functional F = F [%] ∈ X∗ only by a constant
factor γ(P ):
Ψ(p) = γ(P )F [%](p), p ∈ X.
In particular, (1.12) holds. Taking p = % in (1.12), we see that |γ(P )| = D(ψ, P ). This proves
representation (1.12). ¤
Lemma 4. Assume that a Banach space X and its subspace P satisfy properties (R) and (Γ).
If an element % ∈ P , % 6≡ 0, or, more precisely, the supporting functional F = F [%] ∈ S(X∗) at the
element % has property (1.9), then % is an extremal element of problem (1.1).
P r o o f. Assume that an element % ∈ P , % 6≡ 0, has property (1.9); without loss of generality,
we may assume that ‖%‖X = 1. We consider the linear functional on the set P defined by the
formula
Ψ0(p) = F [%](p). (1.13)
For any p ∈ P , the element s = ψ(%)p− ψ(p)% belongs to the set P (ψ). Due to (1.9), we have
ψ(%)Ψ0(p)− ψ(p)Ψ0(%) = 0. (1.14)
By (1.8) and (1.13), we have Ψ0(%) = F [%](p) = 1. Thus, (1.14) can be rewritten as
ψ(p) = ψ(%)Ψ0(p), p ∈ P. (1.15)
We conclude that
|ψ(p)| = |ψ(%)| |Ψ0(p)| ≤ |ψ(%)| ‖p‖.
Consequently, D(ψ, P ) ≤ |ψ(%)|. Since ‖%‖X = 1, we have D(ψ, P ) ≥ |ψ(%)|. It follows that
D(ψ, P ) = |ψ(%)| and the element % is extremal in problem (1.1). ¤
1.4.2. Proof of Theorem 1
Formula (1.12) implies that an extremal element of problem (1.1) has property (1.9). According to
Lemma 4, the inverse statement holds. This proves Theorem 1. ¤
2. Bounded linear functionals on the set of algebraic polynomials
in spaces Lυq , 1 ≤ q <∞
Assume that I is a finite or infinite closed interval of the real line and υ is a nonnegative function
that is integrable and almost everywhere nonzero on I; we will call such functions weights on I.
Denote by Lq = Lυq (I), 1 ≤ q < ∞, the space of (complex-valued) measurable functions f on I
such that the product |f |qυ is integrable on I; this is a Banach space with the norm
‖f‖Lυq (I) =
( ∫
I
|f(x)|qυ(x) dx
)1/q
, f ∈ Lυq (I).
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For q =∞, we assume that Lυ∞(I) is the space L∞ = L∞(I) of essentially bounded functions on I
with the norm
‖f‖L∞(I) = ess sup {|f(t)| : t ∈ I}.
Let Pn = Pn(C) for n ≥ 0 be the set of algebraic polynomials (in one variable) of degree at
most n with complex coefficients. We will assume that Pn ⊂ Lυq (I); this condition is equivalent to
the fact that the function 1 + |x|n belongs to the space Lυq (I).
2.1. Arbitrary bounded linear functionals on the space of algebraic polyno-
mials
Assume that ψ is a linear functional on Pn. Since Pn is finite-dimensional, the functional ψ
on Pn is bounded and its norm
D(ψ;Pn)q = sup{|ψ(p)| : p ∈Pn, ‖p‖Lυq (I) = 1} (2.1)
is attained at a certain polynomial %n = %ψ,Pn,q ∈Pn with the property
‖%ψ,Pn,q‖Lq(I,υ) = 1.
In the study of extremal problems for polynomials, it is an important fact that the value Dn(ψ) =
D(ψ;Pn)q is the smallest possible (the best) constant in the inequality
|ψ(p)| ≤ Dn(ψ)‖p‖Lυq (I), p ∈Pn. (2.2)
Inequality (2.2) turns into an equality at the polynomial %n, i.e., %n is extremal in (2.2). It is clear
that the polynomial c%n with an arbitrary constant c ∈ C is also extremal in (2.2). If all extremal
polynomials in inequality (2.2) have the form c%n, c ∈ C, we say that %n is the unique extremal
polynomial of inequality (2.2) (or of problem (2.1)). In what follows, we assume that ψ 6≡ 0; this
is equivalent to the fact that |ψ(%n)| = D(ψ;Pn) > 0.
Consider the annihilator
Pn(ψ) = {p ∈Pn : ψ(p) = 0} (2.3)
of the functional ψ in the set Pn. This set is a subspace of Pn of codimension 1. This subspace
is formed by polynomials of the form
s = p− ψ(p)
ψ(%n)
%n, p ∈Pn.
Theorem 3. Let 1 ≤ q < ∞. A polynomial %n = %ψ,Pn,q ∈ Pn which is extremal in inequal-
ity (2.2) exists. A polynomial %n ∈Pn is extremal if and only if∫
I
s(x)υ(x)|%n(x)|q−1sign %n(x)dx = 0 for all s ∈Pn(ψ). (2.4)
In the case when 1 < q <∞, this extremal polynomial is unique (up to a constant factor).
P r o o f. We check that all assumptions of Theorem 1 are fulfilled under the assumptions
of Theorem 3. The set Pn = Pn(C) of algebraic polynomials of degree at most n is a finite-
dimensional subspace of Lυq (I). This guarantees that property (R) holds.
Now let us verify property (Γ). We start with the case q = 1. The dual space of L = Lυ1(I)
is the space L∞ = L∞(I) of essentially bounded functions on I. A functional Φ ∈ X∗ has the
representation
Φ(f) =
∫
I
f(t)φ(t)υ(t)dt, f ∈ Lυ1(I), (2.5)
where φ ∈ L∞(I) and ‖Φ‖L∗ = ‖φ‖L∞(I).
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For a pair of functions φ ∈ L∞(I) and f ∈ Lυ1(I), the inequality∣∣∣∣∫
I
f(t)φ(t)υ(t)dt
∣∣∣∣ ≤ ‖φ‖L∞(I)‖f‖Lυ1 (I)
turns into an equality if and only if the following three conditions hold:
(1) the set
I(φ) = {t ∈ I : |φ(t)| = ‖φ‖L∞(I)}
where the absolute value of the function φ takes its maximum has a positive measure;
(2) the function f vanishes almost everywhere outside the set I(φ);
(3) the product fφ has the same sign almost everywhere on the set
Θf = {t ∈ I : f(t) 6= 0}.
Taking into account these observations, it is not difficult to conclude that a supporting functional
of a function f ∈ S(Lυ1(I)) has the form (2.5), where the function φ satisfies the following conditions:
φ = sign f almost everywhere on Θf and |φ| ≤ 1 almost everywhere outside Θf .
Consequently, a function f ∈ S(Lυ1(I)) is a smooth point of the unit sphere of the space Lυ1(I)
if and only if f is nonzero almost everywhere on I; the supporting functional in this case has the
form (2.5) with the function φ = sign f . In particular, this property holds in the case if f is an
algebraic polynomial. Thus, under the assumptions of Theorem 3 for q = 1, property (Γ) holds.
For 1 < q <∞, the dual space of Lq = Lυq (I) is Lq′ = Lυq′(I), 1/q + 1/q′ = 1. The space Lυq′(I)
with 1 < q′ <∞ is uniformly convex; hence, the space Lυq (I) is smooth.
Thus, we have shown that all assumptions of Theorem 1 are fulfilled under the assumptions
of Theorem 3. Thus, also the statement of Theorem 1 holds. For 1 < q < ∞, the space Lυq (I) is
uniformly smooth, hence, the extremal polynomial in inequality (2.2) is unique. This proves the
theorem. ¤
2.2. Pointwise Nikol’skii inequality for algebraic polynomials on an interval
Let u be another, this time continuous weight on I. Along with Lυq (I), we consider the space
C = C(I, u) of complex-valued continuous functions f such that the product fu is bounded on I,
endowed the (uniform weighted) norm
‖f‖C(I,u) = sup{|f(x)u(x)| : x ∈ I}.
We will assume that Pn is contained not only in Lυq (I) but also in C(I, u); the latter is equivalent
to the fact that the function u(x)(1 + |x|n) is bounded on I.
Denote by M(n) =M(n, u, υ)q the best (the smallest possible) constant in the inequality
‖p‖C(I,u) ≤M(n) ‖p‖Lυq (I), p ∈Pn, (2.6)
on the set Pn. Inequality (2.6) is a special case of an inequality between different metrics, or the
Nikol’skii inequality. Such inequalities appeared for the first time in Nikol’skii’s paper [15] and,
shortly after that, in a paper by Szego˝ and Zygmund [18]. Similar inequalities and, more generally,
inequalities between the uniform norm and weighted integral norms of algebraic and trigonometric
polynomials and their derivatives have been studied over a period of more than 150 years, starting
with the works of Chebyshev and his students—the Markov brothers. Further information and
references on this topic can be found, e.g., in monographs [5, 14] and papers [2, 3, 16].
Along with (2.6), we consider the pointwise inequality
|pn(z)| ≤ Dn[z] ‖pn‖Lυq (I), pn ∈Pn, (2.7)
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with the smallest possible constant Dn[z] = D(n, υ, q; z) for points z ∈ I. Such inequalities are of
independent interest, but they are also important in connection with inequality (2.6) since
M(n) = sup{Dn[z]u(z) : z ∈ I}.
In a number of important cases, the product Dn[z]u(z) takes its maximal value with respect to
z ∈ I at an end point of the interval I; see, e.g., [2–4, 16] and the references therein.
In the setup we consider in this section, (1.6) and (1.3) take the form
∆n[z] = inf{‖pn‖Lυq (I) : pn ∈Pn[z]}, (2.8)
Pn[z] = {pn ∈Pn : pn(z) = 1}.
Theorem 4. For 1 ≤ q < ∞, the following is true for an extremal polynomial in inequal-
ity (2.7).
(1) An extremal polynomial %n in inequality (2.7) exists, it has real coefficients, all its roots
are real, and its degree is at least n − 1. In the case when 1 < q < ∞, the extremal polynomial is
unique.
(2) A polynomial %n ∈Pn is extremal in inequality (2.7) if and only if∫
I
pn−1(x)(x− z)υ(x)|%n(x)|q−1sign %n(x)dx = 0 for all pn−1 ∈Pn−1. (2.9)
P r o o f. Inequality (2.7) is a special case of inequality (2.2) for the functional ψ(p) = p(z),
p ∈ Pn. In this case, set (2.3) is formed by polynomials of the form s(x) = (x − z)pn−1(x),
pn−1 ∈ Pn−1. Therefore, condition (2.4) for an extremal polynomial %n in inequality (2.7) takes
the form (2.9). Thus, the second statement of Theorem 4 is proved. Without loss of generality, we
may assume that %n(z) = 1; for, consider %n/%n(z) instead of the polynomial %n, if necessary.
The polynomial %n is also a solution of problem (2.8). We will study some properties of the
polynomial %n using this fact. In general, the coefficients {ck}nk=0 of the polynomial %n are complex,
namely, ck = ak + ibk, ak, bk ∈ R. We write %n in the form %n = un + ivn, where
un(x) = (Re %n)(x) =
n∑
k=0
akx
k, vn(x) = (Im %n)(x) =
n∑
k=0
bkx
k
are real polynomials (on R). Obviously, un(z) = %n(z) = 1; hence, un ∈ Pn[z]. If bk 6= 0 for at
least one k, 0 ≤ k ≤ n, then the strict inequality |un(x)| < |%n(x)| holds for all x ∈ I except for
zeros of the polynomial vn. Consequently, the strict inequality ‖un‖Lυq (I) < ‖%nn‖Lυq (I) holds for
the norms of these polynomials. The latter is a contradiction to the fact that the polynomial %n is
extremal in (2.8). This proves that the coefficients of the polynomial %n are real.
Assume that the polynomial %n has a zero ζ which is not real. Since the polynomial %n is real,
we conclude that ζ is also a zero of %n. Consequently, %n(x) = qn−2(x)|x − ζ|2, where qn−2 is a
polynomial of degree at most n− 2. The polynomial pn−1(x) = qn−2(x)(x− z) has degree at most
n− 1. The left-hand side of (2.9) is positive for this polynomial:∫
I
pn−1(x)(x− z)υ(x)|%n(x)|q−1sign %n(x)dx =
=
∫
I
(x− z)2υ(x)|qn−2(x)|q|x− ζ|2(q−1)sign qn−2(x)dx > 0.
This contradicts property (2.9). Thus, the polynomial %n can have only real zeros.
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Finally, let us check that the exact degree of the polynomial %n is n or n − 1. Indeed, if %n
has degree at most n − 2, then the polynomial pn−1(x) = (x − z)%n(x) has degree at most n − 1.
The integral on the left-hand side of (2.9) is positive for this polynomial. This contradicts prop-
erty (2.9). The theorem is proved. ¤
Example. Consider the special case of problem (2.7) in the space L = L(−1, 1) of functions
that are integrable over the interval I = [−1, 1] with the unit weight, with n = 1 and z = 0. In
other words, we are interested in the sharp inequality
|p(0)| ≤ D‖p‖L, p ∈P1. (2.10)
It is easy to verify that we have the formula
p(0) =
1
2
∫ 1
−1
p(t)dt, p ∈P1.
Using this formula, it is straightforward that the best constant in inequality (2.10) is D = 1/2 and
that every polynomial of constant sign on (−1, 1) is extremal. Thus, an extremal polynomial in
inequality (2.7) may be not unique, may have (real) zeros outside the interval I, and may have the
exact degree n− 1.
For an end point z of the interval I, we are able to derive more information about the properties
of extremal polynomials in inequality (2.7) from Theorem 4. In this case, the product (x− z)υ(x)
on the left-hand side of (2.9) has constant sign on I. Therefore, using property (2.9), it is not
difficult to see that an extremal polynomial %n has degree exactly n, all n zeros of this polynomial
are simple and lie in the interior of the interval I. Property (2.9) implies also that the extremal
polynomial %n is unique for all 1 ≤ q < ∞. Indeed, let %n and ηn be two polynomials that
solve problem (2.8). The same property is true for their half-sum (%n + ηn)/2; therefore, we have
‖%n + ηn‖Lυq = ‖%n‖Lυq + ‖ηn‖Lυq . For 1 < q < ∞, it follows immediately that ηn = %n. For q = 1,
it only follows that the polynomials ηn and %n have the same sign almost everywhere on I. But
the zeros of these polynomials are simple and lie in the interior of the interval I; therefore, the
polynomials ηn and %n have the same set of zeros and, hence, it follows that these polynomials
coincide in the case when q = 1, too.
For a given weight υ and a given point z ∈ I, we define the weight
w(x) = |x− z| υ(x) (2.11)
on the interval I. We denote by %∗n = %∗n,w,q the polynomial of degree n ≥ 1 with the unit leading
coefficient that deviates the least from zero in the space Lwq = L
w
q (I), i.e., is a solution of the
problem
min{‖pn‖Lwq : pn ∈P1n} = ‖%∗n‖Lwq
on the set P1n of polynomials of degree n with the leading coefficient equal to 1.
The polynomial %∗n can be characterized by the property that the function |%∗n|q−1sign %∗n is
orthogonal to the space Pn−1 (see, for example, [13, Ch. 3, Sect. 3.3, Theorems 3.3.1, 3.3.2]), i.e.,∫
I
w(x) pn−1(x)|%∗n(x)|q−1sign %∗n(x) dx = 0, pn−1 ∈Pn−1.
This property coincides with property (2.9). Therefore, the polynomials %n and %∗n differ only by a
constant factor. Thus, the following statement holds.
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Corollary 1. Let z be an end point of the interval I, 1 ≤ q <∞, and n ≥ 1. The polynomial
%∗n of degree n with the unit leading coefficient that deviates the least from zero in the space Lwq with
weight (2.11) is the unique extremal polynomial in inequality (2.7).
Special cases of this statement are given in [1, Theorem 1], [2, Theorem 2], [3, Theorem 2],
[4, Theorem 3]; they have been proved there by means of other arguments.
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