In work on critical values of linear functions and hyperplane arrangements, A. Varchenko (Izv. Akad. Nauk SSSR Ser. Mat. 53 (1989), 1206-1235 54 (1990), 146-158) defined certain period matrices whose entries are Euler-type integrals representing hypergeometric functions of several variables and derived remarkable closed-form expressions for the determinants of those matrices. In this article, we present elementary proofs of some of Varchenko's determinant formulas. By the same method, we obtain proofs of variations of Varchenko's determinants. As an application, we deduce new proofs of the multidimensional beta integrals of Selberg and of Aomoto. Further, we obtain a new proof of a determinant formula of A. Varchenko (Funct. Anal. Appl. 25 (1999), 304-305) 
INTRODUCTION
In a study of collections of hyperplane configurations, Varchenko [10, 11] defined some "hypergeometric period matrices" whose entries are Euler-type integrals over the set of bounded components of the complement of a hyperplane arrangement. Varchenko then derived some remarkable, closed-form expressions for the determinants of these period matrices. One of his results may be stated as follows.
Let N be a positive integer, N ≥ 2. Let λ 1 λ N+1 ∈ and let α 1 α N+1 ∈ such that Re α i > 0, i = 1 N + 1. Throughout the paper, we use the notation
Let A = a i j be the N × N matrix whose i j th entry is the Euler-type integral
where the principal branch of x α p −1 , etc., is fixed by −π/2 < arg x < 3π/2 for all p = 1 N + 1. Varchenko [10, 11] then proved the following result. Theorem 1.1 (Varchenko [10, 11] ). The determinant of the period matrix A is given by
That (1.2) is remarkable cannot be understated. In general, the matrix entries a i j are transcendental functions which cannot usually be reduced to closed form; nevertheless, the determinant det A has a simple, closedform expression. Subsequent to the appearance of Varchenko's results, Terasoma [9] gave another proof of (1.2), Douai and Terao [4] and others have considered other aspects of the general theory behind this result, and variations on (1.2) have been given by Markov et al. [7] .
In this article, we present an elementary proof of (1.2) and of some other determinant formulas given by Markov et al. [7] . As an application of (1.2) we obtain an elementary proof of the celebrated multidimensional beta integral formula of Selberg [8] .
In Section 2 we present the proof of Varchenko's determinant formula, (1.2), as well as some other determinant formulas derived by Varchenko. In Section 3 we apply (1.2) to evaluate Selberg's multidimensional beta integral. We also derive an extension of (1.2) and apply it to give a new evaluation of Aomoto's extension of Selberg's integral. In Section 4 we consider some variations on Varchenko's determinants; we apply our method to evaluate some of those determinants and we formulate a conjecture about the values of other of those determinants. In Section 5 we also apply the method of row and column operations to obtain a new proof of a determinant formula of Varchenko [12] (cf. Markov et al. [7] ) in which the entries are multidimensional Selberg-type integrals.
A PROOF OF VARCHENKO'S DETERMINANT FORMULA
Proof of Theorem 1.1. It is sufficient to assume that α 1 α N+1 are positive integers; once this case has been established, the extension to the situation in which α 1 α N+1 ∈ follows by repeated application of Carlson's well-known theorem on the extension of an analytic function from its values on the positive integers.
We shall denote the determinant det a i j by D N+1 λ 1 λ N+1 α 1 α N+1 . From (1.1), it is clear that a i j is a polynomial in λ 1 λ N+1 . By a simple change of variables in the integral we see that a i j is homogeneous of degree j + Therefore the sum of rows k k + 1 l − 1 has the common factor λ l − λ k α k λ k − λ l α l −1 . Since the determinant is preserved by row operations, it follows that the factor λ l − λ k α k λ k − λ l α l −1 divides D N+1 λ 1 λ N+1 ; α 1 α N+1 . Since k and l were chosen arbitrarily, we deduce that the polynomial N+1 λ 1
which is the same as the degree of D N+1 λ 1 λ N+1 α 1 α N+1 . Since these two homogeneous polynomials have the same degree, they can differ by only a constant multiple.
Writing
where c is a constant, it follows that c = lim
For 1 ≤ j ≤ N, it follows from (2.2) with k = 1 and l = 2 that
where
where, for 2 ≤ i ≤ N and 1 ≤ j ≤ N,
For each j = 1 N − 1 we multiply the jth column of the determinant in (2.4) by λ 2 and subtract the outcome from the j + 1 th column. Since
where δ 2 = α 1 + α 2 and δ i = α i for 3 ≤ i ≤ N + 1. Repeating this process N times, we obtain
Finally, the extension to complex α i with positive real parts follows from repeated applications of Carlson's theorem. Now the proof of (1.2) is complete.
Corollary 2.1. Let λ 1 λ N+1 ∈ with λ 1 < · · · < λ N+1 , and let α 1 α N+1 ∈ with all Re α i > 0. Define the N × N matrix A = a i j , where
Proof. Since
using the result of Theorem 1.1.
There are other determinant formulas which can be established using the above approach. We list three examples. Example 2.2. Suppose that λ 1 λ N+1 ∈ and that α 1 α N+1 ∈ with all Re α i > 0. Let A = a i j be the N × N matrix whose i j th entry is
Then Varchenko [11, 12] proved that
This result can be established using the same method of proof as that for Theorem 1.1. That is, we first assume that the α i are positive integers; then we show that each a i j is a polynomial in λ 1 λ N+1 . Next we verify through row operations that det A is divisible by 1≤i<j≤N+1 λ j − λ i α i +α j , that these two polynomials are homogeneous of the same degree, and then we conclude that their quotient is a constant. Finally, the constant factor is evaluated by a limiting procedure analogous to that utilized in the proof of Theorem 1.1, and the extension to complex α i follows from Carlson's theorem.
Example 2.3. Suppose that λ 1 λ N ∈ and that a α 1 α N ∈ with Re a > 0 and all Re α i > 0. Let A = a i j be the N × N matrix whose i j th entry is
where λ N+1 ≡ ∞. Then
12) This formula, as well as (2.14) below, can be derived as a limiting case, as α N+1 = aλ N+1 → ∞, of (1.2) and (2.10), respectively. Our method also applies to evaluating directly determinants such as (2.12) and (2.14) below, and we will provide the details in the case of (2.14).
Example 2.4. Suppose that λ 1 λ N ∈ and that a α 1 α N ∈ with Re a > 0 and all Re α i > 0. Let A = a i j be the N × N matrix whose i j th entry is
where λ N+1 ≡ ∞. Then Markov et al. [7] proved that
First, we assume that α 1 α N are positive integers. Then it is not difficult to verify that the determinant D N λ 1 λ N α 1 α N = det A is invariant under any simultaneous permutation of λ 1 λ N and α 1 α N . Next, by repeated integration-by-parts and the above invariance property, we find that
where P N is a polynomial in λ 1 λ N .
Using column operations, we deduce that
By the invariance property, it follows that, for all i = j, λ j − λ i α i λ i − λ j α j divides the poly-
By integration-by-parts in (2.13), we find that
where P i j and Q i j are polynomials for which the highest power of λ 1 in P 1 j or Q 1 j is α 2 + · · · + α N and, for i > 1, the highest power of λ 1 in P i j or Q i j is α 1 . Hence the highest power of λ 1 appearing in
By the invariance property, for any i = 1 N, the highest power of λ i appearing in the polynomial P N λ 1 λ N α 1 α N is N − 1 α i + j =i α j . This is exactly the highest power of λ i appearing in i =j λ j − λ i α i ; therefore P N λ 1 λ N α 1 α N is a constant multiple of i =j λ j − λ i α i . Then we have
and the constant c can be obtained by a limiting process as in the proof of Theorem 1.1. Finally, an application of Carlson's theorem provides the extension to complex α i with positive real parts.
SELBERG'S MULTIDIMENSIONAL BETA INTEGRAL
In preparation for the proof of Selberg's formula, we need a multiple integral representation for the determinant formula (2.7).
Proof. By virtue of the preceding results, we only need to show that the left-hand side of (3.1) equals det A , the determinant of the matrix A with entries in (2.6).
For x ∈ and 1 ≤ i ≤ N, define g i x = x i−1 and
By the Binet-Cauchy formula (cf. Karlin [5, p. 17 
Further, it is a classical formula for the Vandermonde determinant that
Putting these results together, we obtain (3.1).
Theorem 3.2 (Selberg [8])
. Let N be a positive integer, and let α β γ ∈ be such that Re α > 0, Re β > 0, and
Proof. By a symmetry argument, we can write S N+1 α β in the form
Substituting (3.5) into (3.4) and interchanging the order of integration, we obtain
Let x 0 ≡ 0 and let x N+1 ≡ 1; then for fixed x 1 x N , the inner integral in (3.6) is of the form (3.1). Indeed, with α 0 = α, α 1 = · · · = α N = γ, and
Substituting this result into (3.6), we obtain
which provides a recurrence relation formula for S N . Iterating this recurrence relation N − 1 times and using the starting point
we obtain (3.3).
We can also obtain a new proof of Aomoto's extension of Selberg's formula; cf. Andrews et al. [1, p. 402] . To do this, we need to establish two preliminary results.
∈ with all Re α i > 0, and r is an integer with 0 ≤ r ≤ N. Denote by D N+1 r λ 1 λ N+1 α 1 α N+1 the determinant of A = a i j , the N × N matrix whose i j th entry is
Proof. The proof is similar to the argument leading to (2.14). As before, we begin with the assumption that α 1 α N+1 are positive integers. Then we verify that
N N + 1 + r. Next, for any permutation σ ∈ N+1 , the group of permutations on the set 1
Then it is straightforward to verify the permutation property
valid for all σ ∈ N+1 . Using row operations, we deduce that the polynomial N+1 λ 1 λ N+1 α 1 α N+1 divides D N+1 r λ 1 λ N+1 α 1 α N+1 , so we define
The polynomial Q N+1 r λ 1 λ N+1 α 1 α N+1 is homogeneous in λ 1 λ N+1 of degree r and is invariant under simultaneous permutation of λ 1 λ N+1 and α 1 α N+1 ; i.e.,
for all σ ∈ N+1 . For fixed λ 1 λ N , we compare highest powers to deduce that the coefficient of the highest power of
The remainder of the proof is obtained by using the permutation property and induction on r.
For r = 0, we already have the result for D N+1 0 from Varchenko's result (1.2). For r = 1, it follows from above that the coefficient of the highest power of λ N+1 is
Comparing (3.13) with (3.10), we deduce that the coefficient of λ N+1 in the degree-one homogeneous polynomial
For any 1 ≤ s ≤ N, assume that (3.11) is valid for all r = 1 s. Proceeding as before, we deduce that the coefficient of the highest power of
By comparing this result with (3.10) it follows that λ N+1 in Q N+1 s+1
By the permutation property (3.12), it now follows that for any 1 ≤ i 1 < · · · < i s+1 ≤ N + 1, the coefficient of
By induction, (3.11) is valid for all r = 1 N + 1. 
Corollary 3.4. Under the hypotheses of (1.2), we have
Proof. The proof is similar to that of Proposition 3.1. First, we define A = a i j , a matrix with i j th entry
where g j x is given in (3.9). The relationship between an i j th entry of this matrix and the corresponding entry of the matrix in (3.8) is that the two differ by the multiple −1 c j , where c j = N+1 p=i+1 α p − 1 , a factor which depends only on j. From this relationship and the determinant formula (3.10), we deduce that det A equals the right-hand side of (3.15).
On the other hand, proceeding as in the proof of (3.1) and applying the Binet-Cauchy formula directly to det A , we obtain
It is well known (cf. Macdonald [6, p. 40, Eq. (3.5)]) that
Substituting this result into (3.16), we obtain the right-hand side of (3.15).
Now we can deduce Aomoto's extension of Selberg's integral. 
Now we insert this integral representation into (3.19), interchange the order of integration, and proceed exactly as in the latter part of the proof of Selberg's integral, starting from (3.6). That is, we introduce dummy variables x 0 ≡ 0 and x N+1 ≡ 1 and observe that the inner integral over λ 1 λ N+1 is of the form (3.1). After calculating this inner integral, we find that S N+1 r satisfies the recurrence relation
which is precisely the recurrence relation (3.7) satisfied by S N+1 α β . Therefore S N+1 r α β S N+1 α β = S r r α + N + 1 − r γ β + N + 1 − r γ S r α + N + 1 − r γ β + N + 1 − r γ
Since S r r α β ≡ S r α + 1 β , we apply Selberg's formula to calculate all S r , simplify the resulting expression, and then the proof is complete.
OTHER VARIATIONS ON VARCHENKO'S FORMULA
One variation on the determinant formula (1.2) has already been given in Proposition 3.3. Here, we consider other variations, each arising from modifications to the monomial functions g j in (3.9).
In (3.
By systematically modifying the functions g j we can recursively obtain more general results of this nature. As a consequence, we can obtain results in which terms of the form x x r 1 +1 · · · x r , r 1 ≤ r, are inserted into the integrand of Selberg's integral. The resulting expressions are linear combinations of ratios of products of gamma functions. In general, these results cannot be reduced to closed form; however, the method provides an alternative approach to calculating integrals of the type treated by Aomoto [3] .
Let us consider in detail the case in which g j x = x j−1+k , 1 ≤ j ≤ N, where k is a positive integer. As usual, we provide details for the case in which all α p are positive integers since Carlson's theorem leads to the general case. Now we have the following result. Proposition 4.1. Let λ 1 λ N+1 ∈ , let α 1 α N+1 ∈ , and let k be a nonnegative integer. Denote by E N+1 k λ 1 λ N+1 α 1 α N+1 the determinant of A = a i j , the N × N matrix whose i j th entry is
is a homogeneous polynomial of degree Nk with the following properties:
and the corresponding coefficient is
Proof. Proceeding as in the proof of Proposition 3.3 we find that
Then it is also clear that R N+1 k λ 1 λ N+1 α 1 α N+1 , which we define by (4.3), is homogeneous of degree Nk. 
For m = 1, in which case σ = 12 , the effect of σ is to transform a 1 j to −a 1 j and a 2 j to a 1 j + a 2 j ; again, row operations lead to (4.6). If m = N then similar considerations lead again to (4.6). By (1.2), this result also holds for k = 0; therefore the quotient R N+1 k λ 1 λ N+1 α 1 α N+1 is invariant under σ. (ii) On examining the integrand in (4.2), we find that, for i = 1 N − 1, the highest power of λ N+1 in a i j is α N+1 − 1. Also, the corresponding coefficient is
In the case of a N j , a simple transformation of the variable of integration shows that
now it is evident that the highest power of λ N+1 in a N j is
Thus, the term with the highest power of λ N+1 in E N+1 k λ 1 λ N+1 α 1 α N+1 appears with a N N , which itself contains λ N+1 with highest power k − 1 + N+1 p=1 α p and corresponding coefficient
We have seen that, for 1 ≤ i ≤ N − 1, all a i j contain λ N+1 with common highest power α N+1 − 1. Collecting terms, we find that the highest power of
with corresponding coefficient as stated in (4.4).
(iii) It follows from (4.3) and (4.7) that the highest power of λ N+1 appearing in the polynomial R N+1 k λ 1 λ N+1 α 1 α N+1 is k. By invariance under simultaneous permutation of λ 1 λ N+1 and α 1 α N+1 , it follows that the same holds for all λ p , 1 ≤ p ≤ N + 1. Therefore (4.5) is proved. 
Proof. (i) By (4.3) and (4.5), we have
Collecting the terms of highest power in λ N+1 , we see that the coefficient of the highest power of
On the other hand, it follows from Proposition 4.1(iii) that the coefficient of the highest power of
Comparing (4.8) and (4.9), we obtain the desired conclusion.
(ii) Applying the same method used to prove (2.5), we obtain lim
By (4.3),
Substitute this formula into the left-hand side of (4.10), and make a similar substitution on the right-hand side for E N k λ 2 λ N+1 α 1 + α 2 α 3 α N+1 . Then we are able to calculate the limit and obtain the desired result by using the explicit formula for E N 0 λ 2 λ N+1 α 1 + α 2 α 3 α N+1 . Now the proof of (ii) is complete.
(iii) For N = 1 it follows from (4.2) that
Expanding the term λ 1 1 − x + λ 2 x k through the binomial theorem and integrating term-by-term, we obtain the formulas (4.3) and (4.11).
A natural problem is to determine the coefficients c i 1 i N+1 α 1 α N+1 , noting that they are dependent on α 1 α N+1 but not on λ 1 λ N+1 . Extensive computations lead us to conjecture the following result. Proof. For k = 1, we proceed using induction on N. If N = 1 then the result is established in Lemma 4.2(iii). Assume now that the result is valid for all N = 1 r, and consider the polynomial R r+2 1 λ 1 λ r+2 α 1 α r+2 , expressed by (4.5). By Lemma 4.2(i),
The condition i 1 + · · · + i r+2 = 1 implies that all but one i j is zero. Now we apply the permutation property, viz., that c i 1 i r+2 α 1 α r+2 is invariant under simultaneous permutation of i 1 i r+2 and α 1 α r+2 to deduce that
This establishes the result for N = r + 1. Hence the result is valid for all N, and we also have an explicit formula,
For the case in which k = 2, the proof is similar to the case in which k = 1. (If N = 1 we already have the result in Lemma 4.2(iii), so we only need to consider the case N ≥ 2.) Here, the crucial point is that the equation i 1 + · · · + i N+1 = 2 implies that at least one of the i j is zero, and then we apply induction on N together with the permutation property and Lemma 4.2(iii). In this case, the resulting explicit formula is
The cases in which k = 3 4 are similar, so we provide the details only for the case k = 3. Thus, with k = 3 we have, by Lemma 4.2(iii),
Now assume that R 3 3 λ 1 λ 2 λ 3 α 1 α 2 α 3 is of the form (4.5); i.e.,
Applying this property repeatedly, we obtain c 3 0 0 = c 3 0 = α 1 3 , and then the permutation property implies that c 0 3 0 = α 2 3 and c 0 0 3 = α 3 3 . Further, c 1 2 0 = c 1 2 = 3α 1 α 2 2 , and similar expressions are valid for c 2 1 0 and c 0 1 2 . To calculate c 1 1 1 observe that, by Lemma 4.2(ii),
Comparing coefficients of λ we have c 2 0 1 + c 0 2 1 + c 1 1 1 = 3 α 1 + α 2 2 α 3 ; when solved, we obtain c 1 1 1 = 3α 1 α 2 α 3 . Therefore (4.11) is valid for N = 2 and k = 3. Now suppose, by induction, that R N+1 3 λ 1 λ N+1 α 1 α N+1 is given by (4.11) for all N = 1 r and that R r+2 3 λ 1 λ N+2 α 1 α N+2 is of the form (4.5). By Lemma 4.2(i) and inductive hypothesis,
Thus it follows from the permutation property in Proposition 4.1(ii) that if any of i 1 i r+2 is zero then
Since r ≥ 2 and i 1 + · · · + i r+2 = 3, at least one of i 1 i r+2 is zero. Therefore (4.12) holds for all i 1 i r+2 . By induction, we conclude that (4.11) holds for all N with k = 3.
Finally, we consider the case in which k = 5. By Lemma 4.2(iii),
Suppose that By the permutation property in Proposition 4.1(ii), we then obtain similar expressions for all coefficients c i 1 i 2 i 3 for which at least one of i 1 i 2 i 3 is zero. Now we are left to determine the coefficients c 1 1 3 , c 1 3 1 , c 3 1 1 , c 1 2 2 , c 2 1 2 , and c 2 2 1 . Applying Lemma 4.2(ii) to (4.13) and (4.14), we have
Comparing like terms in (4.13) and (4.14), we obtain a system of six linear equations, including the pair (ii) We can also formulate Conjecture 4.3 in terms of generating functions. If (4.11) is valid then it is straightforward to show that
Applying this result to (4.3), we would obtain a similar generating function for E N+1 k λ 1 λ N+1 α 1 α N+1 ; viz.,
Another consequence of (4.11) results from consideration of the N × N matrix with the i j th entry 
(iii) Consider the determinants which appear when, in (4.1), we choose g j x = x j−1+k j , j = 1 N, where k 1 k N are nonnegative integers with k 1 ≤ · · · ≤ k N . By methods used previously, we deduce that the resulting determinant is of the form
, is homogeneous of degree k 1 + · · · + k N , and is invariant under simultaneous permutation of λ 1 λ N+1 and α 1 α N+1 . We can also obtain other properties of P k 1 k N extending some of the results obtained earlier. However, a complete characterization of the polynomial P k 1 k N has remained elusive.
A DETERMINANT FORMULA FOR SELBERG-TYPE INTEGRALS
For positive integers n and N, define
and equip I n N with the usual lexicographic ordering. Let α 1 α N+1 γ ∈ with positive real parts. For real numbers x 1 x n and λ 1 λ N+1 , define
N, the number k appears exactly r k times in the set j 1 j n ; i.e.,
Denote by D n N+1 λ 1 λ N+1 α 1 α N+1 the determinant of the matrix with entries (5.3), where rows and columns are listed according to the lexicographic ordering on I n N . This matrix is essentially the same as a matrix considered by Varchenko [12] (cf. Markov et al. [7] ), the difference being that those authors integrate over orthants whereas we integrate over Cartesian products of intervals; this explains the appearance of an additional constant in the next result.
The following result is due to Varchenko [12] (cf. Markov et al. [7] ).
Theorem 5.1 (Varchenko [12] ).
As with the determinants treated in previous sections, the method of elementary row and column operations on the determinant D n N+1 λ 1 λ N+1 α 1 α N+1 can also be used to establish this result. Extracting products of powers of λ j − λ i through row operations, we deduce that the determinant D n N+1 λ 1 λ N+1 α 1 α N+1 is a polynomial of the form (5.4). To calculate the constant, we divide the determinant by the appropriate power of λ 2 − λ 1 and take the limit as λ 1 → λ 2 . Next we remove any common factors, all of which are constant multiples of products of powers of λ 2 − λ p p ≥ 3. Carrying out column operations, we find that the determinant has been reduced to block-diagonal form, where each block is a determinant of the same type as the original determinant but of lower dimension. Specifically, there are n + 1 blocks and, for k = 0 n, the
and is of size
. Continuing in this way and repeatedly taking limits, we obtain the constant term.
As is the case with the original proof outlined by Markov et al. [7, p. 217 ], the calculations underlying our approach are straightforward but lengthy. Instead of providing the details in the general case, we present the calculations explicitly for the special case in which N = 3 and n = 2.
Example 5.2. Let N = 3 and let n = 2. We assume that α 1 α 4 γ are positive integers. Then
There are six ω j 1 j 2 functions, given for 1 ≤ j 1 ≤ j 2 ≤ 3, by
Next we form the 6 × 6 determinant with entries
where the rows and columns are listed according to the lexicographic ordering on I In the determinant, we denote by ρ i 1 i 2 the row corresponding to i 1 i 2 . Proceeding as in the proof of Theorem 1.1 we find that λ 2 − λ 1 2 α 1 +α 2 +2γ divides ρ 1 1 and also that λ 2 − λ 1 α 1 +α 2 divides ρ 1 2 and ρ 1 3 ; therefore λ 2 − λ 1 4 α 1 +α 2 +2γ divides D To extract powers of λ 3 − λ 1 , we replace ρ 2 3 with the linear combination ρ 1 1 + 2ρ 1 2 + ρ 1 3 + ρ 2 2 + ρ 2 3 , replace ρ 2 2 with the linear combination ρ 1 1 + 2ρ 1 2 + ρ 2 2 , and also replace ρ 1 2 with ρ 1 1 + ρ 1 2 . Hence λ 3 − λ 1 4 α 1 +α 3 +2γ divides D 2 4 λ 1 λ 4 α 1 α 4 . To extract powers of λ 4 − λ 1 , we replace ρ 3 3 by ρ 1 1 + 2ρ 1 2 + 2ρ 1 3 + 2ρ 2 3 + ρ 2 2 + ρ 3 3 , replace ρ 2 3 by ρ 1 1 + 2ρ 1 2 + ρ 1 3 + ρ 2 2 + ρ 2 3 , and replace ρ 1 3 by ρ 1 1 + ρ 1 2 + ρ 1 3 . We deduce that λ 4 − λ 1 4 α 1 +α 4 +2γ divides D 2 4 λ 1 λ 4 α 1 α 4 . Again, to extract powers of λ 4 − λ 2 , replace ρ 3 3 by ρ 1 2 + ρ 1 3 + ρ 2 2 + 2ρ 2 3 + ρ 3 3 , replace ρ 2 3 by ρ 1 2 + ρ 1 3 + ρ 2 2 + ρ 2 3 , and replace ρ 1 3 by ρ 1 2 + ρ 1 3 . We obtain that λ 4 − λ 2 4 α 2 +α 4 +2γ divides D To calculate the constant C 2 4 α 1 α 4 we apply the same process of repeated limits as in Section 2, dividing rows by suitable powers of λ 2 − λ 1 and take the limit as λ 1 → λ 2 .
For the first row we divide all entries by λ 2 − λ 1 2 α 1 +α 2 +γ . In the case of the 1 1 entry in the first row, the limiting result is where S 2 α 1 α 1 + 1 is the Selberg integral in (3.3). In the case of the j 1 j 2 entry in the first row, by writing j 1 j 2 = 1 r 1 2 r 2 3 r 3 according to (5.2), the limiting value is −1 r 2 times the right-hand side of (5.6) if r 3 = 0 and is zero if r 3 ≥ 1. Then, the first row is reduced to 1 −1 0 1 0 0 times the right-hand side of (5.6).
As regards other rows, the outcome as λ 1 → λ 2 is a single integral in the case of the second and third rows: For i 2 = 2 3, 
