Experiments show evidence for stripe formation in the underdoped cuprates. Here we discuss recent numerical calculations on the t-J model which tell us about the mechanism responsible for stripe formation and the relationship between stripes and superconductivity. Here the stability of the stripe structure arises from the reduction in kinetic energy that the holes experience in moving transverse to the stripes.
separation and long-range Coulomb interactions 3 . Central to this "frustrated phase separation" picture is the assumption that lightly doped t−J or Hubbard models, with parameters in the relevant physical regime, will, in the absence of a long-range Coulomb interaction, globally phase separate into uniform hole-rich and undoped regions. In this approach, it is argued that the formation of stripes is governed by a larger charge energy scale and that pairing arises as a secondary effect associated with the transfer of a spin gap from the undoped regions to the stripes and a subsequent pair transfer between stripes, leading to a
Josephson coupling and superconductivity. The fact that stripes act as antiferromagnetic domain walls is also a secondary "kinetic" effect in this picture.
Recently we have carried out numerical density matrix renormalization group (DMRG) calculations 4 on various t − J systems which suggest a third view. These calculations show that low-lying striped states occur in the t-J model in the absence of long-range Coulomb interactions 5, 6 . Furthermore, unlike the Hartree-Fock solutions, the domain walls are characterized at low doping by a filling of one hole per two domain wall unit cells. The short-range structure of the domain wall contains strong antiferromagnetic singlet bond correlations crossing the holes. Just as in the case of the two-hole bound state 11 , these spin correlations around and across the holes form in order to maximize the hopping overlap with other hole configurations, which lowers the kinetic energy, while at the same time minimizing the disturbance of the AF background. For this reason it is not surprising that the binding energy per hole of a domain wall is only slightly greater than that of a hole in a d x 2 −y 2 pair. When an additional next-nearest-neighbor, one-electron hopping term is added, the tendency to form stripes is weakened 7 and we find that the domain walls become unstable with respect to the d x 2 −y 2 pairing state 8 . These calculations suggest:
1. When two holes are added to the undoped system, a pair forms as the holes locally arrange themselves so as to satisfy the competing requirements of minimizing their kinetic energy and minimizing the disturbance of the background exchange interactions. At finite doping, domain walls form for similar local reasons and to support π 2 phase-shifted regions on either side as a way of further reducing the disturbance of the exchange interactions and to lower the transverse kinetic energy of the holes.
2. The domain walls have a minimum energy for a linear filling of ρ ℓ = 0.5, corresponding to one-hole per two domain-wall unit cells. Domain walls form at this linear filling for hole dopings x < 1/8, at which point the repulsion between domain walls becomes large enough so that additional holes cause walls with ρ ℓ > 0.5 to form.
3. Stripes compete with superconductivity, and by changing the parameters of the system, a pairing state can be obtained as the stripes evaporate. In particular, a change in parameters which enhances pair mobility can destabilize the stripes, leading to a stronger pairing state.
In the following we will discuss numerical results for the t-J model which lead us to this view.
The Hamiltonian of the basic t-J model is
where doubly occupied sites are explicitly excluded from the Hilbert space. Here ij are nearest-neighbor sites, and s is a spin index. The operator and c † is creates an electron of spin s on site i and S i = To understand why such stripes form in the t-J model, it is useful to examine these domain walls in more detail. In Fig It is interesting to compare the domain wall configuration of Fig. 1(b) with the two most probable configurations of two holes on an 8 × 8 lattice shown in Fig. 3(a) . In the unphysical regime J > t, the most probable configuration for the two holes would tend to be near neighbors to reduce the number of broken exchange bonds. In the physical region, J < t, the kinetic energy plays an increasingly important role so that the diagonal configuration of the holes shown on the left-hand side of Fig. 3(a) is the most probable. When the holes sit on diagonal sites, there is also a large diagonal singlet correlation 11 . As shown in Fig. 3(b) , four of the eight one-electron hops from this diagonal configuration lead to a configuration in which the diagonal singlet becomes a nearest-neighbor exchange bond. The phasing of the near neighbor hole configurations has d x 2 −y 2 symmetry as does the diagonal site configuration when the background spins are taken into account 11, 12 . Thus, in this strong coupling picture the pairing arises from a compromise in which the holes locally arrange themselves so as to minimize the disturbance of the background exchange energy while at the same time lowering their kinetic energy by the hopping between configurations such as those shown in Fig. 3(b) .
In a similar way, the site-centered domain wall configuration of Fig. 2(b) reminds one of the valence bond-like region that forms around holes in the one-dimensional t-J model 11, 13 .
Again, to maximize the hopping overlap with adjacent hole configurations one expects there to be strong antiferromagnetic correlations between next-nearest-neighbor sites across a hole.
Such a valence bond-like correlation becomes a nearest-neighbor link after one hop of the hole to either neighboring site, since moving the hole also moves the bond.
We see that the domain walls locally share a number of the same features as the two-hole pairing state, which accounts for the fact that the energy per hole for a domain wall is close to the energy per hole of a pair. In addition, however, by lining up to form a domain wall, the holes can support a π-phase shift in the surrounding antiferromagnetic background, lowering the energy further. For the site-centered wall this reflects the reduction in the kinetic energy that holes experience in moving transverse to the domain walls across which there are strong antiferromagnetic bonds (see Fig. 2(b) . A similar effect occurs for the bond-centered domain wall shown in Fig. 1 . In this case it is useful to think of local pairs lined up to support the π-phase-shift in the surrounding antiferromagnitc background. The stabilization energy of a π-phase shifted field on a pair can be calculated for the simple case of two holes on 2 × 2 t-J lattice, such as that shown in Fig. 3(b) . Representing the exchange field which runs along both sides of the stripe by a mean field of magnitude h, and numbering the site counterclockwise around the plaquette, the perturbation added to the t-J Hamiltonian for the π-phase-shifted antiferromagnetic domain wall is
while if there were no phase shift
In second order, one finds that either perturbation lowers the energy per hole by a term of order h 2 /t when J/t is small, but the coefficient in the π-phase-shifted field case is about four times larger. The π-phase-shifted antiferromagnetic field at the edges of the domain mixes in a spin-triplet contribution to the local pairing correlations, lowering both the exchange and kinetic energies. This is similar to the effect that Krotov et. al. discussed 14 , for the case of a 2-leg ladder, within a weak coupling renormalization group approach. There, because they neglected Umklapp processes, which may lead to a charge density wave (CDW) for ρ ℓ = 0.5, they found that a π-phase-shift field on the edges of a two-leg ladder enhanced the pairing correlations. Here we find that the energy per hole of such a domain wall is lowered, but there are only short range pairing correlations.
In order to examine the properties of a domain wall in more detail, we have studied a single long domain wall which forms down the center of 16 × 4 and 16 × 6 lattices which have a π-phase shifted staggered magnetic field 0.1t applied to the top and bottom edges.
The energy per hole for this system defined relative to an undoped ladder of the same size with AF edge boundary conditions is shown in Fig. 4 versus the linear domain wall filling We have also measured the pair field correlations along the ρ ℓ = 0.5 domain wall in the 16 × 4 lattice. Fig. 5 shows the pair-field correlations along the central two legs with
and
Here
is an operator that creates a singlet pair on the i th rung between leg 2 and leg 3, and
destroys a singlet pair on leg 2 between the i and i + 1 rungs. The short range d We have recently studied systems with a next nearest neighbor hopping term t ′ added to Eq. (1) 8 . Although a variety of terms can be added to the basic t-J Hamiltonian to improve its applicability to experimental systems, t ′ is particularly interesting because it directly affects the competition between pairing and stripe formation. Fig. 6(a) shows the hole and spin density for different values of t ′ for a 12 × 6 system with periodic boundary conditions in the y-direction. As t ′ increases, the static stripe structure is smeared out 7 and, as shown in Fig. 6(b) , the pairing correlations are enhanced 8 . We have measured the density-density CDW correlations for the lattices with the smeared out domain walls and find them to be negligible, implying that the smearing out of the charge density is not due to fluctuations of the domain walls, but rather a reduction in their ability to bind holes which eventually leads to the complete evaporation of the stripes into pairs. The effect of t ′ is to enhance the pair mobility, leading to a lowering of the stabilization energy of the domain walls. As this happens, the pairing correlations increase and the stripes disappear. For t ′ = 0.3t the antiferromagnetic response driven by the staggered field at the open ends is peaked at (π, π)
and d x 2 −y 2 -pairing correlations are dominant. Fig. 6 clearly shows that the striped domainwall state and the superconducting pairing state compete for t ′ > 0. However, there does appear to be an overlap region in which pairing is significant but weakly bound domain walls remain.
Thus, in the nearest-neighbor t-J model, domain walls are energetically favored over pairs and we see only weak pairing correlations. Turning on t ′ > 0 enhances the pair mobility, tipping the balance towards a d x 2 −y 2 -pairing state. Phenomenologically, t ′ /t > 0 models the electron-doped materials, with x = n i − 1 the electron doping rather than the hole doping. Thus, one might have expected to see even stronger pairing correlations for t ′ /t < 0, corresponding to the hole doping case. However, as discussed in 8 , in this case the domain walls evaporate into quasi-particles and the d x 2 −y 2 -pairing correlations remain weak 15 .
In summary, these results lead to the conclusions that in the t-J model, stripes and pair formation are driven by the same basic mechanism, the competition between kinetic and exchange energies, and that they compete with each other. In the nearest-neighbor t-J model, domain-wall/stripe formation is slightly favored over d 
