Hyperspectral image classification is a challenging classification problem: obtaining complete and representative training sets is costly; pixels can belong to unknown classes; and it is generally an ill-posed problem. The need to achieve high classification accuracy surpasses the need to classify the entire image. To achieve this, we use classification with rejection by providing the classifier an option not to classify a pixel and consequently reject it.
INTRODUCTION
Supervised image classification is pivotal in a large number of hyperspectral image applications [1] . Usually an ill-posed problem, contextual information is used in image classification as a regularizer to impose desired characteristics in the resulting classification. However contextual information by itself does not attenuate the effects of classification errors associated with overlapping classes, small or incomplete training sets, and the existence of unknown classes. These classification errors can be mitigated if we adapt the behavior of the classifier to avoid classification in samples with high potential for incorrect classifications. This can be achieved by equipping the classifier with rejection, thus obtaining an increase in classification performance at the expense of not classifying the entire image.
Classification with rejection is of utmost importance in applications where classification performance is critical, and the need for high accuracy surpasses the need to classify all samples. Classification with rejection was first analyzed in [2] , where a rule for optimum error-reject trade-off was presented: Chow's rule -the knowledge of the posterior probabilities allow for the determination of a threshold for rejection, a rejection rule, such that the empirical classification risk is minimized. Extensive work exists on the design of systems for classification with rejection (see [3] and references therein), however the application of classification with rejection to pixelwise image classification is scarce.
In hyperspectral images, the creation of representative, nonoverlapping, and balanced pixelwise training sets is costly, pixels can belong to unknown classes, and the need for high accuracy surpasses the need to classify the entire image. These characteristics are also present in the problem of tissue identification in microscopy image, where the combination of classification with context and classification with rejection has shown positive results [4] . Thus, we believe that applying rejection to classification can be fruitful in the hyperspectral image classification problem.
Classification with rejection can be conceptualized as a coupling of a classifier (that maps feature vectors into class labels) with a rejector (that maps class labels into a binary decision to reject or not). There is an interplay between the performance of the classifier and the required performance of the rejector: the higher the accuracy obtained by the classifier, the harder it becomes for the rejector not to reject correctly classifier samples. This means that performance improvements of combining rejection to classification are more clear when the performance of the classifier is lower. We will show that by using classification with rejection we are able, with small training sets, to achieve classification performances to those obtained with larger training sets.
In this paper we combine classification with rejection with classification with context by considering rejection as an extra class, computing the rejection alongside with the context, following the same key idea as in [4] .
The contribution of this paper is two-fold: the applica-tion of classification with rejection to the hyperspectral image classification problem; and the development of an algorithm for contextual classification with rejection for hyperspectral image classification. The paper is organized as follows: Section 2 provides the background on the contextual classification techniques and performance measures for classification with rejection. Section 3 describes our classification method with rejection and context by considering the rejection as an extra class. Section 4 presents experimental results and Section 5 concludes the paper.
BACKGROUND
Let x ∈ R d×n denote a n-pixel hyperspectral image with d spectral bands, where x i ∈ R d denotes the feature vector corresponding to the image pixel i, S = {1, . . . , n} the set that indexes the image pixels, L = {1, . . . , K} the set of possible K labels, and y ∈ L n a labelling of the image.
Classification with context
The goal behind classification with context is to combine the classification result of a pixelwise classifier with a prior on the labeling such that desired properties on the labeling are obtained. This is achieved by the SegSALSA [5, 6] that combines the idea of a hidden field driving a segmentation [7] , with a vectorial total variation prior [8, 9] in a convex segmentation formulation solved by the SALSA algorithm [10] . Adopting a Bayesian perspective, the maximum a posteriori MAP labelling y is given by
where p(y|x) denotes the posterior probability of the labeling y given the feature vectors x, p(x|y) the observation model, and p(y) the prior probability of the labeling. Assuming conditional independence we have
To introduce the hidden field [7] , let z be a K × n matrix containing a collection of hidden random vectors z i ∈ R K , for i ∈ S. The joint probability of labels y and field z is defined as p(y, z) = p(y|z)p(z), with p(y|z) = i∈S p(y i |z i ), allowing us to express the joint probability of the features, labels and fields (x, y, z) as p(x, y, z) = p(x|y)p(y|z)p(z). Armed with the hidden field and the joint probabilities, we can now marginalize on the discrete labels,
The marginal maximum a posteriori (MMAP) is
with the soft classification obtained by p(y| z MMAP ) and the labelling obtained by finding the labelling y that maximizes the soft classification.
As the kth component of the ith random vector [z i ] k is modeled by the conditional probability p(y i = k|z i ), two constraints are introduced in the hidden field z as a result: nonnegativity [z i ] k ≥ 0 and sum-to-one 1 T K z i = 1. The conditional probabilities p(x i |y i ), herein p i , are modeled with a sparse multinomial logistic with the LORSAL algorithm [11] .
As we deal now with the marginal MAP instead of the MAP, the prior is no longer applied on the discrete labels y but on the continuos hidden field z. We adopt a vectorial total variation (VTV) prior [8, 9] for the hidden field z as it promotes smoothness of the field, preservation and alignment of the discontinuities across the classes, and it is convex
where D h is the horizontal difference operator, D v the vertical difference operator, and λ TV a regularization parameter. From the initial integer optimization problem in (1), the contextual classification problem is then formulated as a convex optimization problem
This problem can be solved with SALSA [10] , an instance of the alternating method of multipliers, in O(Kn log n).
Performance measures for classification with rejection
The performance of classification with rejection is usually assessed by comparing the accuracy of the subset of nonrejected samples, the nonrejected accuracy A, with the the fraction of rejected samples. Considering the set of pixel indexes, let R be the set of rejected pixels (R the set of nonrejected samples) and C the set of correctly classified samples (C the set of incorrectly classified samples). We represent the nonrejected accuracy A as
This measure, combined with the respective fraction of rejected samples, is unable to compare directly the behavior of two classifiers with rejection working at different rejected fractions.
We use an extension of this concept of nonrejected accuracy, the classification quality Q [12]
The classification quality combines the classification performance on the subset of nonrejected samples with the performance of the rejector on the subset of misclassified samples.
It measures proportion of samples that are either correctly classified and not rejected or incorrectly classified and rejected, relative to the total number of samples. The value of Q amounts to the proportion of correct decisions the ensemble classifier and rejector perform. This means that a classifier with rejection, with a classification quality of Q when rejecting a fraction of samples r will be equivalent, in terms of correct decisions made, to a classifier with no rejection and accuracy numerically equal to Q. The classification quality allows us to directly compare the performance of classification systems with rejection working at different rejected fractions.
REJECTION AS EXTRA CLASS
Rejection can be conceptualized as an extra class that should be selected when there is evidence of probable misclassification by the classifier. Let p r i denote the probability of the classifier misclassifying the ith sample, we can easily extend the set of labels L = {1, . . . , K} to include the extra class K + 1 corresponding to rejection L = {1, . . . , K, K + 1}. With the new rejection class in place, we need to normalize the probabilities. The new class probabilities p become
This leads to an extended SegSALSA formulation in (2) , where the hidden field is now of dimension z ∈ R (K+1)×n and p i becomes p i . The rejection extra class is subject to the same vectorial total variation prior as the other classes. By considering rejection as an extra class, we are able to combine seamlessly classification with context with classification with rejection in the SegSALSA formulation.
We now present two different rejection schemes based on two different models for classifier failure. A scalling parameter γ controls the relative weight of the probability of classifier misclassification with regard to the probability of the other classes. By varying the value of γ we are able to vary the amount of rejection obtained, with larger values of γ corresponding to larger values of the rejected fraction.
Constant probability of classifier failure The first model assumes that, regardless of the probability distribution for each of the labels on a pixel, there is a constant probability of failure of the classifier, i.e. for all the pixels, the probability of misclassification, and thus rejection, is constant. The rejection depends only on the scaling parameter γ that defines how frequently misclassification is assumed,
The class probabilities for the extended set of labels L are
In this model, misclassifications are assumed to be equiprobable across the entire image.
Entropy weighted probability of classifier failure The second model assumes that the probability of failure of the classifier scales with the entropy associated with the probability vector from the classification, i.e. pixels with higher entropy are more likely to be misclassified, and thus rejected. The rejection depends both from the scaling parameter γ that defines how frequent the misclassification is assumed, and from the uncertainty associated with the classification modeled by the entropy weighting
where H(p i ) denotes the entropy of the probability distribution p i . The class probabilities for the extended set of labels L are
In this model, misclassifications are assumed to be more probable in pixels with higher entropy.
EXPERIMENTAL RESULTS
We use the SegSALSA algorithm to classify a subscene of the AVIRIS Indian Pine scene (Fig 1 (a) and (b) ), aquired by the AVIRIS sensor in NorthWest Indiana, USA. The subscene consists of 145 × 145 pixel section with 200 spectral bands and contains 16 different classes, with the classification accuracy and classification quality being measured on those 16 classes. The class models are learnt with the LORSAL [11] algorithm, with a training set consisting of 10 samples randomly selected per class. We compare the performance of the two different schemes for classification with rejection using contextual information: SegSALSA with rejection as an extra class with constant probability (4); and SegSALSA with rejection as an extra class with entropy weighted probability (5) . A sweep on the scalling parameter γ from 0 to 1 is performed to observe the joint variation of nonrejected accuracy, classification quality and fraction of rejected pixels (in Fig. 1 (d) and (e) ). Using only 10 samples per class, we depart from 69.6% accuracy with no rejection (in Fig. 1 (b) ) achieving 85.3% accuracy of nonrejected pixels by rejecting 33.8% of the pixels (in Fig. 1  (c) ) with a classification quality of 77%. As the average accuracy (over 30 repetitions) of the classification scheme without rejection with 15 samples per class is 77%, we are able to attain equivalent performance (as the classification qualities are equivalent) with smaller training sets by including rejection in the classification -77% accuracy with no rejection being equivalent here to 85.3% nonrejected accuracy with 33.8% accuracy. 
CONCLUDING REMARKS
In this paper we introduced classification with rejection in hyperspectral image classification problem as a way to cope with classification errors arising from known and unknown sources. We presented an algorithm for achieving classification with rejection using context based on SegSALSA and the definition of rejection as probable classification failuresconstant and entropy based. By classifying with rejection, the performance gains are equivalent to performance gains arising from increasing the training set dimension.
