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Summary 
Mobile ad hoc networks (IMANEB) consist of autonomous wireless devices or nodes and offer unique 
opportunities for infrastructure-less and spontaneous wireless communications. However, the inherent 
nature of NIANETs presents many challenges to communications protocols. These include the lack- of 
central coordination, contention for channel access, node mobility, and the unreliable nature of the 
wireless channel. At the same time, in order to operate satisfactorily, multimedia applications require 
various types of guarantees from the network on the quality-of-service (QoS) they can expect. 
Two crucial components of a protocol suite used for providing QoS assurances are a QoS-aware routinec; 
(QAR) protocol and an admission control (AC) protocol. The former is required in order to efficiently 
find those nodes, if any, that can provide a, possibly multi-hop, connection between a traffic source 
node and its desired communicating partner, while upholding the application's QoS constraints. An 
AC protocol is required to prevent the over-pledging of available network resources, since this can 
result in no users achieving their desired QoS. However, existing proposals for QAR and AC protocols 
for'XIANETs often ignore several characteristics, of the INMANET environment. This leads to poor QoS in the face of network dynamics, such as node mobility, packet collisions and link quality fluctuations. 
The work in this thesis attempts to address these shortcomings. First, a new protocol, performing both 
QAR and AC, is proposed for upholding applications' throughput requirements in IEEE 802.11-based 
MANETs. This employs a more careful AC scheme than previous proposals, and allows faster re- 
routing after route failures. Such features enable it to improve the reliability of throughput giiaTantees 
compared to previously proposed protocols. Secondly, the thesis presents a novel scheme for maintain- 
ing secondary backup routes to traffic destination nodes, which allows the aforementioned protocol to 
uphold throughput guarantees even more reliably. Following this, a multiple transmission rate-aware 
QAR and AC protocol is proposed. This operates, in conjunction with a rate-adaptation scheme at the 
MAC layer to improve the number of users served or the reliability of throughput guarantees when 0 
operating over a channel experiencing shadow fakling-induced link quality fluctuations. 
Finally, the network connectivity and inter-node contention properties arising from various spatial 
node distributions are analysed and several new tools designed for protocol performance prediction are 
presented. New models for the spatial reuse-dependent transmission capacity of single- and multi-rate 
802.11-based "MANETs, are derived and validated. Based on these, new metrics, are suggested and 
employed for the evaluation of the level of capacity utilisation achieved by the AC protocols proposed 
in this thesis, benclimarked against a selection of protocols from the literature. 
Key words: mobile ad hoe networks, quality of service, routing, admission control, 802.11, network 
connectivity 
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Chapter 
Introduction 
1.1 Setting the Scene 
Mobile ad hoc networks (MANET-s) consist of autonomously operating portable devices, or nodes, 
communicating over a wireless interface. The field of mobile ad hoc networking grew out of packet 
radio networks, which emerged several decades ago [1,21. Generally accepted properties of NIANEB 
are that nodes are self-organising, they may move and join or leave the network at will, and that there 
is no central controlling entity, sucli as a base station. Furthermore, a fundamental assumption in 
NIANET§ is that, security issues notwithstanding, nodes are willing to cooperate in forwarding each 
other's data packets towards their respective destination nodes in exch=ge for their own packets being 
forwarded. 
NMANETs have been envisioned to provide a ubiquitous, , spontaneous and robust communications framework where the provision of, or access to infrastructure is limited or lacking. Although a gateway 
node may provide Internet access, NIANET nodes typically represent collaborators sharing content 
with each other. Much-touted applications include battlefield communicat ions, disaster recovery [31, 
temporary gatherings such as conferences [21, and highly mobile vehicle-to-vehicle networks (VANET8) [4]. The developing world, where a higher proportion of people live in areas with limited infrastructure, 
could also benefit from MANET technology. In fact, the "One Laptop Per Child" project' is enabling 
the establishment of what are, to the best of our knowledge, the largest real-world NIANET-like 
networks to date. Figure 1.1 illustrates a simple example MANET topology. 
However, due to its very nature, the NIANET environment poses severe challenges to networking pro- 
tocols. At the physical layer, signals carried over the wireless channel can suffer from bit errors due to 
thermal noise, shadowing, fast-fading due to mobility [51, and interference from other transmissions. The need to discover network topology, and to collaborate, as well as the lack of central coordination 
necessitate the sharing of a common conununications channel. This leads to difficulties in medium 
access control (MAC), such as effective capacity utilisation while avoiding collisions [6]. Addition- 
ally, node mobility may necessitate frequent updates of topology and network resource-related state 
information. 
lhttp: //wu-w. laptop. org, accessed 15th AprH 2009 
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Figure 1.1: An exwnple MANET consisting of laptop computers, smartphones. and PDAs. The arrows 
show where direct communication is possible between devices. 
During the 1990s 'NIANETs' began to experience something of a research boom. Significant factors in 
this increasing interest were the improving capabilities and ubiquitous nature of mobile devices, as 
well as7 the development of the unifying 802.11 standard [7] for wireless networking, the first version of 
which was finalised in 1997. Most laptop computers and many personal digital assistants (PDAs) and 
mobile telephones now come with 802.11-compliant air interfaces. With the option to operate them 
in ad-hoc mode, 802.11 is the primary enabling technology of MANETs'. Throughout the 1990s and 
the first years of the 21st century, a plethora of solutions to the aforementioned INIANET challenges 
were proposed. Some of these will be reviewed in Chapter 2. However, performance improvements 
may always be obtained as technology improves, and many challenges remain unaddressed or without 
satisfactory solutions. The next section overviews some of these challenges. 
1.2 Challenges, Motivations and Research Outline 
While better solutions to the basic communications diallenges in NLIANETs. are still being researched 
and performance improvements may be readily attained, existing proposals, are largely -adequate for the 
provision of communication services on a best-effort basis. However, for all but the least-demanding 
applications, which have no critical time-, reliability- or throughput-related constraints, a mechanism 
for providing Quality of Service (QoS) assurances is required. Such assurances may be relative, as in 
service differentiation, or absolute, as in guaranteed-throughput or bounded-delay services. 
The most important QoS metrics from the applications' point of view are throughput, packet delay, 
delay jitter and packet loss ratio (PLR) [8]. Consider that the end-to-end packet delay depends mainly 
on the queueing, time at intermediate nodes. Naturally, this is determined by the number of packets in 
the queue, which is dictated by the arrival rate and the expected MAC layer servicing time (EST) of a 
single packet. The EST itself depends on both the channel access delay, and on the transmission time, 
which is simply the ratio of the packet size to the link's transmission rate. The channel access delay 
is a function of the number of nodes competing for access and their traffic loads. Throughput is also 
governed by the link's transmission rate and the. fraction of time a node is able to gain channel arcess, 
which again depends on the traffic load of the interfering nodes. The traffic load can be controlled via 
admission control (AC) and routing 
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Application 
II 
Transport 
Admission Control 
Routing 
I 
802.11 MAC 
PHY 
Channel 
Figure 1.2: A simplified OSI reference model showing the interactions within the network protocol 
stack, with the focus of this thesis highlighted using a bold outline. The diagram, shows that the 
admission control protocol may be coupled with, and reside on the same level as the routing scheme, 
or may reside above it, with the routing protocol providing it with an end-to-end connectivity service. 
From this simple argument it is plausible to conclude that the ways in which delay and throughput 
are controlled, are closely related. Delay jitter is a consequence of the time-varying nature of the 
factors governing delay. The imposed PLR has three main contributors: packet drop events due to 
route failure and timeout, the 802.11 MAC layer retransmission count being exceeded due to channel 
errors or repeated collisions, or buffer overflow owing to the packet arrival rate being higher than the 
packet servicing rate. Thus,, apart from the packet losses attributable to mobility and channel errors, 
the PLR can also be controlled by careful handling of the level of admitted traffic. Moreover, as long 
as receivers are appropriately situated, the values of most QoS metrics can be bounded by ensuring 
that nodes have adequate transmission opportunities for serving the admitted traffic. Therefore, the 
management of the network's capacity is key to the provision of QoS assurances. 
The above discussion shows that the provision of reliable and accurately quantified QoS is inherently a 
cross-layer problem. No QoS that relies on a specific level of c iannel access may be provided without 
the aid of the'MAC protocol. It has been shown [91 that the 802.11 distributed coordination function 
(DCF) channel access scheme [71 can provide adequate QoS for most applications, but only if a suitable 
AC mechanism is employed. By carefully controlling the level of admitted traffic, a requested level of 
throughput can often be relatively reliably piaxanteed and other metrics sucli as delay, delay jitter mid 
PLR can be bounded [9,101. Without AC, excessive offered traffic may be admitted, whidi inevitably 
leads to over-loading of the network resources, and to the degradation of the QoS. Admission control 
mechanisms for multi-hop networks require the testing of full routes, since having adequate residual 
resources at the source node does not necessarily mean that an application's requested QoS can be 
supported end-to-end. At the same time, AC depends on a QoS-a-vvare routing protocol to find those 
nodes, if any, that can adequately serve the application. 
In fact, a full system for providing QoS assurances requires QoS-aNvare routing (QAR), admission 
1.3. Original Contributions 
control (AC), resource reservation, traffic policing, perhaps traffic scheduling, and depending on the 
stringency of the guarantees required, possibly a QoS-aware NIAC protocol. In this thesis, we focus 
on two of the most important components: QoS-avNare routing and admission control. Figure 1.2 
illustrates the focus of this thesis in the context of a simplified OSI protocol stack model. In light of 
the above discussion, 1MAC layer information is also employed for enabling more accurate measurement 
of the state of available network resources. More specifically, the focus is on satisfying application 
data sessions' throughput constraints, for which the prime prerequisite is the guarantee of adequate 
available network capacity in the form of transmission opportunities for the nodes forming a multi-hop ell 
connection. The reasons for the focus on this QoS metric are that most applications require a minimum 
level of throughput to be maintained for their satisfactory operation, and, by the arguments above, 
guaranteeing adequate transmission opportunities is also the key to fulfilling many types of constraints, 
including those on the tolerable packet delay and packet loss ratio. 
QoS-aware protocols for TMANET§ have also received much research attention, especially at the MAC 
and network layers. All proposed solutions naturally have particular benefits. However, they also 
have shortcomings in terms of the way they consider many of the dynamic aspects of a MANET 0 
environment. This leads to difficulties in upholding stringent QoS guarantees. The details of this 
claim will be discussed in the next chapter. 
A further challenge to protocol design is the balancing of the various conflicting design trade-offs. For 
example, routing protocols must balance the accuracy of any state information with the w-nount of 
overhead generated in maintaining its freshness and accuracy. AC protocols face the difficulty that the 
more of the* network's resources they allow to be utilised, the higher the chance of QoS degradation for 
admitted application traffic sessions. At the same time, under-utilising network resources is wasteful 
when many users are expecting to be served by the network. 
This thesis addresses several of the common shortcomings of existing QAR and AC protocols, while 
studying the aforementioned, as well as other trade-offs involved. The primary tool employed for the 
study of the various protocols is the ns-2 simulation framework, while proposed protocols are modelled 
in C++ within this framework. The main contributions of the thesis are summaTised next. 
1.3 Original Contributions 
This section lists, the novel contributions of this thesis compaxed to the state-of-the-art at the time 
each contribution was made. 
1.3.1 Arranged by Topic 
The first part of this thesis focuses on the background of QoS-aware routing and admission control in 
multi-hop NIANETs and provides a comprehensive reference for designing sud- i protocols, aS7well as 
, surveys of and taxonomies for the previously proposed solutions. These contributions were originally 
published in the form of two survey papers [8,111. The strictly novel contributions of this work- are 
listed in the order in which they appear in the thesis. 
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1. The design and evaluation of a new combined admission control and QoS-aware routing protocol 
for providing a guaranteed throughput service in multi-hop NIANETs. The innovative features 
include gradual admission of traffic and concurrent testing of the achievable QoS and of the 
impact on the existing traffic, the ability to operate both in conjunction with, or separately from 
the route discovery process, and a resource information updating scheme. Moreover, the use of 
opp ortunistically- discovered routing information allows fast recovery from route failures, while 
maintaining throughput guarantees. 'Various versions and stages of this work were originally 
described in [10,12]. 
2. The design and evaluation of a second QAR and AC protocol, which is related to the aforemen- 
tioned one and utilises back-up routes, which have their available resources proactively pre-tested, 
in order to improve the reaction to route failures. The main innovations axe the methods of es'- 
tablishing backup routes and overhead-free maintenance of their status regarding their suitability 
for re-routing data sessions. Various parts and versions of this work were originally presented in 
[13,14]. 
3. The first comparative study of several amalgamated QAR and AC protocols when communicating 
over shadow-fading-afflicted channels, providing insight into their behaviour as the shadowing 
standard deviation is increased, leading to a set of design guidelines for such protocols based 
thereon. This Nvork w&, s first reported in [151. 
4. The design and evaluation of a multiple-rate- and link quality-a'ware relative of the aforemen- 
tioned QAR and AC protocol. This protocol is designed for upholding strict throughput guar- 
antees in environments with highly dynamic channel quality. The novelties include the combina- 
tion of multi-rate awareness with staggered admission control, a local relaying scheme based on 0 
opportunistically-dis'covered and cached routing information for routing around shadowed links, 
and the extension of the above-mentioned backup route maintenance scheme to the multi-rate 
case. This work was first described in [141. 
5. The development and verification of models of the upper bound on the transmission capacity of 
single and multi-rate 802.11 networks based on the spatial reuse patterns produced by various 
mobility models. The proposal and demonstration of several other new applications of node 
separation distance distribution formulae. The publications relevant to this work are. [14,161. 
6. The proposal and demonstration of tools and metrics for estimating the fraction of the network's 
transmission capacity that can be efficiently iltilised by application data undervarious admission 
control protocols. 
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1.3.2 In Terms of Publications 
Journal Articles 
Lajos Hanzo 11.2 and Rahim Thfazolli, "QoS-ANvare Routing and Admission 
Control in Shadow-Fakling Environments for '. Multi-Rate MANEW, submitted 
to IEEE Transactions on N. -lobile Computing, Nov. 2008. Available online: 
http: //personal. ee. silrrey. ac. uk/Personal/L. Hanzo/hanzoO8newshadowingae. pdf 
Lajos Hanzo II. and Rahim Tafazolli, "The Effects of Shadow-Fading on QoS-. ware 
Routing and Admission Control Protocols Designed for Multi-Hop MANETS", 
accepted for publication subject to minor revision and resubmitted to Wiley Journal 
on Wireless Communications and Mobile Computine", Mar. 2009. Awailable online: 
http: //personal. ee. surrey. ac. iik/Personal/L. Hanzo/hanzoO8compaxativeac. pdf 
Lajos Hanzo II. and Rahim Tafazolli, "Admission Control Schemes for 802.11-based 
Multi-hop Mobile Ad Hoc Networks: a Survey", accepted for publication in 
IEEE Communicat ions Surveys and Mitorials, Nov. 2008. Available online: 
http: //personal. ee. silrrey. ac. uk/Personal/L. Hanzo/hanzoO8acsiirvey. pdf 
Lajos Hanzo II. and Rahim Thfazolli, "A Survey of QoS Routing Solutions for Mobile Ad Hoc 
Networks", in IEEE Communications Surveys and Mitorials, Vol. 9, no. 2, pp. 50-70,2nd 
Quarter 2007. 
Peer-Reviewed Conference Papers 
Lajos Hanzo II., Seyed Mostafa 'Mostafavi and Rahim Tafazolli, "Connectivity- Related Properties 
of Mobile Nodes Obeying the Random Walk and Random Waypoint Mobility Xfodels7, in Proc. 
67th IEEE Vehicular Technology Conf. (VTC), (Singapore), pp. 133-137, TMay 2008. 
Lajos Hanzo II. and Rahim Tafazolli, "Throughput Assurances Through Admission Control for 
I. Multi-hop MANETs", in Proc. 18th IEEE Int. Symp. on Personal, Indoor and 'Nlobile Radio 
Communications (PITNIRC) (Athens, Greece), Sep. 200"s. 
Lajos Hanzo II. and Rahim Tafazolli, "Quality of Service Routing and Admission Control for 
TMobile Ad Hoc Networks with a Contention-Based MAC Layer", in Proc. 3rd IEEE Conf. On Mobile Ad Hoc mid Sensor Systems (MASS) (Vancouver, Canada), pp. 501-504, Oct. 2006. 
Book Chapter 
Lajos Hanzo 11. and Rahim Tafazolli, "Mobile Ad Hoe Networks: Challenges and Solutions for 
Providing Quality of Service Assurances", in S. Kyriazakos, I. Soldatos, G. Karets-os (eds. ) 4G 
Mobile & Wireless Communications Technologies, ch. 3, River Publishers, Sep. 2008. 
2 The IL suffix is used in all publications to differentiate this author from the original L. Hanzo who has many publications in the field of telecommunications. The IL is deliberately only used in published articles and not on the cover of this thesis, since it is an unofficial addition to the name. 
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1.4 Structure of the Thesis 
Following this introductory chapter, Chapter 2 provides a thorough background to, and state-of-the-art 
survey of QoS-aivare routing and admission control research for inulti-hop IMANETs. 
Our own QAR and AC protocol, staggered admission control (StAC), is proposed in Chapter 3 to 
address some of the shortcominas in existing protocols and to provide a guaranteed throughput service 0 C5 
to applications. A rigorous parametric study of the protocol and a comparative performance evaluation 
with three rival protocols are carried out via simulation. An extended version of StAC, with improved 
reaction to mobility-induced route failures, is also described and evaluated. 
Next, Chapter 4 presents a compaxative study of StAC and several other state-of-the-art QAR and 
AC protocols in a shadow fading-afflicted environment. Furthermore, the StAC model is extended to a 
multiple transmission rate-aware version and several other enhancements are proposed to improve the 
reliability of throughput guarantees in the face of shadow fading and link quality fluctuations. These 
are evaluated with a realistic PHY layer model and with single-rate and multi-rate MAC models. 
Chapter 5 studies the network connectivity properties produced by some common mobility models, as 
well as the nature of the contention for channel access resulting from the node spatial distributions'. 
This leads to the proposal of several tools and models for predicting protocol overhead, upper bounds 
on the node transmission rate for single- and multi-rate networks, and metrics to evaluate the capacity 
utilisation efficiency of AC protocols. All models are verified and their use is exemplified via simulation. 
Finally, Chapter 6 summarises the conclusions derived from the research, discusses their implications 
and suggests directions for future work. 
, 
Chapter 
1 
Background and Related Work 
As discussed in the introduction, the roles of the QAR and AC protocols complement each other and 
may be closely related. At a basic level, both types of protocols must discover certain information 
about the network in order to perform their functions. The routing protocol must discover the network 
topology and maintain a certain view of this at each node to match applications' requirements for 
routes. Both types of protocols must estimate the residual resources in the network. The routing 
protocol does this to aid in route discovery and selection in order to utilise those traffic-forwarding 
nodes that are most likely to support the applications' QoS requirements. The AC protocol must 
undertake this in order to know which application data sessions may be admitted into the network 
without degrading the QoS promised to previously-admitted sessions. Due to tight coupling in some 
cases it can be difficult to define where the QAR protocol ends and the AC protocol begins, so to say. 
It is possible that a QAR routing protocol may ascertain the achievable QoS on a route, and the only 
reason it is excluded from being an AC protocol as well, is the lack of a small code module that rejects 
or admits the session, which requested the route, by compaxing the achiev-able QoS to the desired level. 
In this chapter, we first summarise the characteristics of the mobile ad hoe networking environment 
that hinder the operation of communications protocols. This is followed by a brief overview of the 
tec inologies for providing a basic, best-effort communications service at various protocol stack layers. 
An opportunity is thereby granted for looking at some of the technologies enabling TMANET operation, 
which are not the main focus of this thesis, but which are prerequisite to service provision and hence 
to the operation of the protocols studied in this work. 
Since the primary aim of both QAR and AC protocols is, to facilitate the provision of the necessary 
QoS to user applications, the chapter continues by discussing how users might specify their desired 
QoS. Network resources are required in order to provide a certain QoS and a s)ignificant part of the 
operation of both QAR and AC protocols consists of the management and utilisation of these resources. 
Therefore, we next answer the question of what network resources are and how they may be locally 
estimated. Examples from the literature are provided where available. Resource information must also 
be disseminated either after local estimation, or as part of the estimation process. Several proposed 
methods of resource information dissemination from the open literature are reviewed. The trade-offs 
ated. Relevant metrics for route iselection and for and key choices in protocol design are also investig, 
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making admission decisions, as well a.: for protocol evaluation, are covered. 
Since a data session cannot be admitted if there is no connection between the communicating hosts, 
the source and the destination, routing functionality is prerequisite to the operation of AC. Some AC 
protocols are intrinsically coupled with a particular routing protocol, while others were designed and 
operate independently of any given routing scheme. Characteristic examples of both types of protocols 
are reviewed in detail in order to highlight important features and aspects of their operation. Since, in 
the context of wireless ad hoc networks, the number of proposed, sometimes overlapping, solutions for 
AC, and especially for QAR, is unmanageably large, some specific criteria were required for deciding 
which protocols to consider in this review of the literature. Only those that meet the following criteria 
have been included: 
* designed for multi-hop and not single-hop networks; 
designed for networks of independently mobile nodes. Therefore, those proposed with stationary 0 
wireless mesh networks in mind (for example), are not considered, since they do not suffer from 
all of the same difficulties that will be discussed in this chapter; 
include some kind of AC functionality, no matter how rudimentary. Therefore, those protocols 
that merely aim to improve the all-round average QoS in the network, or perform QoS-constrained 
route selection only, are not considered; 
* were published in high-quality peer-reviewed international journals or conference proceedings; 
had clearly-identifiable features that were novel in the given context compared to papers published 
earlier in the field. Therefore, those that merely tweaked parameters, or only re-balanced design 
choices of earlier protocols, were not considered. 
A key contribution of this chapter follows the above, which consists of a multi-tier taxonomy for QAR 
and AC protocols, and is based on their salient characteristics. This taxonomy was retrospectively 
applied to the organisation of the descriptions of the above-mentioned protocols' operation. 
We note finally that parts of this chapter are bcaused on the publications referenced by [8,11,131. 
2.1 Challenges Posed to Networking Protocols by the MANET En- 
vironment 
Although the challenges discussed in this section affect most protocols for INIANET's, particular atten- 
tion shall be given to how they affect QAR and AC protocols. 
The unreliable wireless channel: received signals are prone to bit errors due to interference from 
other transmissions, thermal noise, shadowing and multi-path fading effects [5]. Such errors, may lead 
to packets being undecodable. When packet errors are due to interference from other transmission',;, the 
phenomenon is referred to as a collision at the TNIAC layer. Sometimes such errors can be mitigated by 
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for, ward error correction, or 802.11's retransmission scheme [7]. However, persistent packet errors can 
result in link failure being inferred, leading to re-routing (incurring overhead), lapses in throughput, 
increased packet delays and possible congestion, causing more packets to be dropped. 0 
Lack of centralised control: the major advantage of an ad hoc network is that it may be established 
spontaneously without planning and its members can change dynamically and be connected via multi- 
hop routes. This makes it difficult to provide any form of centralised control, meaning that efficient 
and fair MAC is not easw to achieve. It also means that communications protocols, which utilise 
only locally-available state and operate in a completely distributed manner, axe preferred [171. This 
generally increases an algorithm's overhead and complexity, as information about node resources, must 
be disseminated efficiently. There is no central entity to collect resource state information and make 
fully-informed routing and admission decisions. Instead, ass shall be exemplified in this chapter, nodes 
must make decisions based on a limited-scope "snapshot" view of the network resources, leading to 
potential inaccuracies. 
Channel contention: In order to discover network topology, nodes in a MANET must communicate 
on a common c iannel, even if the MAC protocol in use is not a single-clannel scheme such as the 802-11 
distributed coordination function (DCF) [7]. However, this introduces the problems of interference and 
channel contention, the levels of which determine the fraction of the channel capacity available to a 
node, as will be discussed in Section 2.4. The well-understood hidden node [181 and exposed node 
[19] problems are also consequences of channel contention. Hidden nodes can cause collisions, and the 
exposed node problem reduces the network's capacity utilisation efficiency. 
In general, a signal may cause significant interference beyond the range at which it can be reliably 
decoded. This exacerbates the hidden node problem, increases the chance of collisions and reduces 
the effective capacity of the network, as shall be discussed in Section 2.4. For example, two data 
sessions being forwarded on routes within the interference range of each other reduce the channel 
capacity available to nodes on each others' routes. Another consequence of d- iannel contention is 
mutual contention and interference between nodes on a route forwarding packets of the same data 
session. This means that a data session consumes multiple times its stated capacity requirement at 
each node [20,21]. We shall refer to this phenomenon as intra-route contention. 
Node mobility: the nodes in a MANET may move completely independently and randomly -as far 
as the communications, protocols are concerned. Route failures thus induced can lead to the problems 
listed above in the case of d iannel-induced errors. Mobility can also cause QoS assurance violations 
without breaking routes. A transmitting node may move into the sensing range of another transmitter, 
thereby increasing its interference, and reducing its channel access time [201. A data session that wa-S 
admitted based on the original level of arailable channel time may now be staxved of transmission 
opportunities. The session would then need to be re-admitted on a new route. These factors mean 
that no haxd link stability- or paclxet delivery-related guarantees can be made. 
An important general assumption must also be stated here: for any routing protocol to be able to 
function properly, the rate of topology chancre must not be greater thmi the rate of state information 
propagation. Otherwise, the routing information will always be stale and routing will be inefficient or CIO 
could even fail completely. This applies equally to resource state and topology information. A network 
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that satisfies this condition is said to be combinatorially stable [22]. 
Limited device resources: to some extent this is an historical limitation, since mobile devices, are 
becoming increasingly powerful and capable. However, it still holds true that such devices generally 
have less computational power, less memory and a limited (battery) power supply, compared to devices 
such as desktop computers typically employed in wired networks. Such factors may affect the design 
of AIANET protocols, since, for example, higher overhead, and hence greater time spent in energy- 
draining transmission mode becomes a concern. Furthermore, memory capacity may place limitations 
on the amount of information stored in routing and data session information tables. Communications 
protocols should aim to use as little processor time as possible, since some mobile devices, such as 
PDAs and smartphones, typically have slower and less complex processors. Therefore, it is important 
that communications protocols do not induce aslow-down in user applications running on such devices. 
2.2 Issues and Technologies Regarding the Provision of a Basic Com- 
munications Service 
Since this thesis focuses, on network layer QoS-a,, Nare protocols, best-effort protocols and lower-layer 
solutions are not covered elsewhere. Therefore, a brief overview is undertaken in this section in order 
to provide the background necessary for fully understanding the premise and contributions of this 
thesis. Following the description of the main problems facing INIANET cominunicat ions protocols in 0 the previous section, this section discusses some of the solutions for providing a basic communications 
service in spite of them. The related issues are also discussed in more detail. 
2.2.1 Physical and MAC Layers 
Scheines 
Two major paradigms for channel access have become popular in the context of mobile wireless com- 
munications; these are the contended and contention-free access schemes. Moving closer to the topic at hand, these paradigms loosely translate to two groups of PHY and MAC solutions that have popularly 
been assumed in MANET research. The contention-free approach usually involves a time division 
multiple access (TUNIA) scheme. In the current MANET research environment, the contended access 
paradigin is typically embodied by the 802.11x set of PHY and MAC layer standards. 
The advantages of a TDNIA-ba-sed MAC in terms of maintaining a particular QoS care: time -slots May be reserved for particular sessions, resulting in guaranteed and accurately quantified channel access, 
levels; in a sufficiently synchronised network, collisions can be avoided and the hidden node problem 
can be -solved by ensuring that the same time slots are not reused for transmitting or receiving within 0 
a certain radius. Also, once the time slot schedule has been decided, no time is wasted by contending 
for the channel or by collision avoidance schemes. 
The drawbacks of TDNIA largely stem from the level of clock synchronisation and network-wide organi- 
sation required. One option is to employ a distributed clock synchronisation algorithm. This inherently 
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yields only loose synchronisation due to the delay in propagating clock reference updates, albeit this 
may be adequate for some systems. The problem is exacerbated by node mobility, which necessitates 
more frequent re-allocation of time slots. Another option is to utilise a hierarchical network topology, 
such as is assumed in the 802.15.3 standard [231, where cluster heads manage the time slotting in 
their cluster. However, this approach is more suited to small, personal area ad hoc networks, since it 
is difficult to avoid timing conflicts when there are neighbouring clusters attempting to communicate 
with each other. A third possibility that is now becoming feasible in terms of cost and physical device 
size is to rely on global positioning system (GPS) information. Aside from a node's location, this can 
provide an accurate timing reference, albeit at the cost of the receiver itself and larger mobile device 
dimensions. This also does not alleviate the need to frequently re-allocate time slots due to node 
mobility. The need for frequent time slot re-allocation, and possibly guard times added to tolerate 
looser synchronisation, reduces the capacity utilisation efficiency of the network. 
nirthermore, given that transmissions can cause significant interference at a greater distance than at 
which they can be reliabl decoded, it is necessary to know the transmission and receiving time slot y0 
schedules of neighbour nodes at, distances greater than the transmission range. This necessitates the 
frequent communication of time slot schedules over multiple hops. Some believe this makes TDMA- 
based approaches unsuitable for multi-hop NIANETs [201. 
One way to reduce the significance of this problem is to employ a code division multiple access (CDMA) 
,, scheme over the top of the TDMA scheme, as in [24], for example. This allows time slots to be reused 
as long as different spreading codes are utilised by various transmitters. However, this replaces the 0 
above problem with one of dyna-mically, periodically and distributively assigning spreading codes to 
transmitters that wish to share time slots. This introduces regular overhead, further enhances, the 
complexity of, and reduces the efficiency of the system. 
In this thesis, we opt to study MANET§ based on the cheaper, more widely available, popular, and less, 
complex operation of the carrier-sensing multiple access with collision avoidance (CS. NIA /CA) -based 802.11 standard. At the physical layer, the latest standard [71 essentially specifies transmission sc iemes based on frequency hopping spread spectrum (RISS), direct sequence spread spectrum (DSSS) and 
orthogonal frequency division multiplexing (OFD'. %I). Any details of these are beyond the scope of this 
thesis, albeit the underlying transmission scheme, together with the choice of error coding rate and 
diaital modulation scheme determine the data transmission rate used by nodes. The current standard 
specifies data rates ranging from IMbps up to 54Mbps, with carrier frequencies in the 5GHz band 
(what used to be 802.11a) or the 2.4GHz band. The newest PHY layer amendment, 802.11n [255,261, 
will provide raw transmission rates up to 600. %Ibps. Details of the transmission rates assumed in this 
thesis will be given later, where necessary. 
The essentials of the 802.11 MAC schemes, required for understanding the lower layer service provided 
to the protocols -studied in the thesis, are described next. Again, the latest version of the standard [7] 
specifies several MAC schemes. Three types of channel access methods are defined: the distributed 
coordination function (DCF), based on CSMA/CA, the point coordination function (PCF), and the 
hybrid coordination function (HCF). The PCF is based on polling of stations by an access point 
and therefore is meant for infrastructure-based networks, and not for MANETs, hence shall not be 
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discussed further. The HCF comprises enhanced versions of the DCF and PCF for providing QoS 
support. The enhanced distributed channel access function (EDCAF) is the part of the HCF -scheme 
that is applicable to infrastructure-less networks and shall be discussed below. 
Under the DCF, when a node has data to transmit, it must sense the channel idle for a DCF inter- 
frame space (DIFS). The channel is deemed idle if the node is not transmitting, not receiving, the clear 
channel assessment (CCA) mechanism has not detected that the channel is busy, and the channel has 
not been reserved by setting the network allocation vector (NAV) to greater than the current time. 
The last two of these conditions shall be detailed. 
The CCA reports the channel as busy to the MAC protocol if either a valid carrier signal has been 
detected for the modulation scheme in use, or transmitted energy above a certain threshold has been 
detected. Otherwise, it reports the channel as cleax. Transmitted data packets must be acknowledged 
by the receiver in order to detect reception failures. Optionally, for longer data frames, it is worth 
using request-to-send (RTS) and clear-to-send (CTS) message exchanges to reserve the channel. If the 
RTS or CTS is lost due to a collision, less channel time is wasted than if the longer data packet had 
been lost. The RTS and CTS frames store the duration of the impending data exchange in the NAV 
and hence reserve the channel, providing a virtual carrier sensing (CS) mechanism. 
If, using the physical or virtual CS mechanisms, the channel is deemed busy by a potential transmitter, 
it defers its transmission. The back-off period length depends on the contention window size, which 
is an integer multiple of a fixed slot time (20ps in the DSSS PHY and 91ts in the OFDN1 PHY for 
example). The back-off length is a random number of time slots from the range 0 to one less than 
the contention window size. Each time a data packet is not acknowledged, or a CTS is not received 
after sending an RTS, the contention window size is doubled, up to a maximum value. It is reset to 
its minimum value after a successful data exchange. By default, ITTS frames may be retransmitted 7 
times and data frames up to 4 times. 
When backing off, after every time slot, the CCA mechanism is consulted. If the channel is busy, the 
back-off countdown is paused. After the channel is idle again for a DIFS period, it is restarted. On 
reaching 0 the backina off node may transmit. Successful transmissions are also followed by a random 010 back-off period to avoid collisions between multiple nodes that were backing off and would detect the 
channel idle at the same time. 
Recall that the EDCAF is based on the above-described DCF. In brief, the major difference is that 
it provides differentiated channel access probabilities to different classes of data. Each class of data 
has its own internal queue at a node, with the EDCAF mechanism governing the selection of packets 
to be passed down to the physical layer for transmission. Each access category (traffic type) has its 
own contention window mid inter-frame space length, which allows higher priority traffic types to be 
granted a higher chance of transmission. However, in this work, even though it concerns QoS, we 
assume the use of the basic DCF and not the EDCAF, for two main reasons. Firstly, the EDCAF 
performs only service differentiation, and thus it still does not guarantee transmission opportunities 
to nodes, like a TDNIA-based scheme does,. Therefore, the basic operation of the EDCAF does not 
improve on the DCF in this sense. Secondly, since the DCF does not even provide statistical QoS 
guarantees, any QoS achieved beyond a best-effort level of service can be attributed to the higher-layer 
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protocols under study. In this thesis, this allows the focus to be only on the QAR and AC protocols 
being studied. Without AC, even the EDCAF scheme will fail to provide a satisfactory service if the 
offered traffic load is greater than the capacity available in the concerned region of the network. For 
details of many other MAC protocols designed for MANE9N, consult [271. 0 
2.2.1.2 Issues and Enhancements 
The above-described MAC schemes assume the use of onini-directional antennas. Capacity limits 
for wireless ad hoc networks employing onini-directional antennas have been established [281, and 
methods for overcoming them with directional antenna arrays have been investigated [271. The use of 
beamformina can decrease the chance of collisions overall and improve network throughput. However, 
the use of directional antennas creates new problems such as higher directional interference, deafness 
in certain directions, and the difficulty in maintaining accurate antenna direction in the face of node 
mobility [271. Furthermore, the 802.11 MAC, and thus most existing MANET hardware is not suitable 
for use with directional antennas [2 71. In current mobile devices, especially those of smaller size, 
multiple antennas for beamforming would often be unwieldy or expensive. It may also not be possible 
for antennas to be placed fax enough apart to reap the benefits of spatial diversity. For all of these 
reasons, this thesis focuses on INIANET devices equipped with onini-directional antennas. 
Another possible enhancement at the MAC layer is the partitioning of the channel into multiple sub- 
channels. This does not change the fundamental capacity limits [281, but can again improve spatial 00 
reuse in the network mid reduce the chance of collisions, improving the channel utilisation efficiency. 
Multi-channel protocols may increase hardware complexity, require more than one network interface, 
if two channels must be monitored at once, or may require complex, distributed c lannel assignment 
algorithms [27]. Again, the focus is maintained on the single-c-liannel 802.11 MAC protocol for ease of 
implementation, cost and compatibility reasons. 
Another potential limiter of the performance of wireless communications solutions is fading. This 
may be fast-fading due to multi-path signal interference, or slow, log-normal shadow fading due to 
the placement of obstacles in the signal path such as buildings and its fluctuation due either to the 
movement of obstacles such as cars and buses or the movement of the nodes themselves. Fading 
results in the fluctuation of the received signal power. Diversity schemes, in the frequency, time, or 
spatial domain [291, are some options for dealing with fading. This topic is mostly beyond the scope 
of this thesis, thus only the nece. ssaxy details are given. In the, networks studied in this work, fast 
fading is assumed to produce signal fluctuations that are too frequent to be dealt with at the higher 
layers. However, in general, some types of approaches to combating link unreliability in the context of 
TMANETs are link rate adaptation, transmission power control, and link reliability-aware routingr [30]. 
As stated above, 802.11 provides several transmission rates via different modulation schemes. However, 
the rate-switching mechanism specification was left open. In short, lower bit-rate modulation schemes 
are more robust in the face of poor channel quality. Higher rates require a better signal-to-interference- 
plus-noise ratio (SINR), and a higher absolute received power (see e. g. [311) in order to provide the 
same bit error rate (BER), albeit enable greater throughput. For a brief survey of some link aklaptation 
algorithms, please refer to [321. 
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Many power control alcrorithms have been proposed with the goals of energy saving or spatial reuse 
enhancement in mind. However, they may also be used to promote channel reliability. When channel 
quality is good, and/or a receiver is relatively close, a lower transmission power may be employed. This 
saves energy and imposes less interference on neighbouring nodes, allowing some to transmit whereas 
they could not if a higher transmission power Nvass sensed. When fading occurs, and channel quality 
decreases, the transmission power may be increased to maintain a constant SINR at a given receiver e. g. 
[331. However, this also increases the interference, reducing the SINR for other receivers and therefore 
careful management of transmission powers is necessary. One of the difficulties facing power control 
solutions in NIANETIs is that there is no central entity to ensure that an increase in power is tolerable 
for all receivers. Uni-directional links may also be formed, which makes routing more difficult. Solving 
these problems is beyond the scope of this thetsis, and this discussion served merely to highlight the 
surrounding issues and solutions. A fixed transmission power is assumed for all nodes in this thesis, 
simplifying network operation, as well as the calculation of connectivity-related properties. 
Finally, routing-based approaches to reducinoo, the negative effects of fading include increasing the recep- 0 
tion power threshold for route discovery packets such that only the most reliable links axe discovered, 
or employing the expected MAC retransmission count as a routing metric [301. 
hile the signal power fluctuat ions caused by f4ding result in a varying transmission range, most C) 
works on network layer TMANET protocols assinne a fixed, circular transmission range [341. A fixed 
transmission range predicted by a path loss model such as the two-ray ground-reflected model can be 
realistic in an open field environment [351, but in a suburban or urban setting, shadowing, caused by 
buildings, cars and people can have a significant effect on the received signal strength [351 and hence 
the effective transmission range. Both cases are studied in this thesis. 
2.2.2 Network Layer - Best-Effort-Based Routing 
Since the remainder of this thesis will focus on the network layer QAR and AC protocols, this section 
only serves to provide the necessary background on best-effort service-providing routing protocols. 
Routing for the provision of best-effort services is possibly the single most studied problem in MANET's, 
with dozens of proposed solutions. For descriptions of the most important solutions proposed prior to 
1999, see [361. A broader and more recent survey is found in [37]. Proposals are usually categorised 
according to whether their operation is reactive (to application requests), proactive or hybrid, with 
proactive routing inside local zones and on-dem, -, md routing between zones. In MANETs, the main 
problem faced by routing protocols is that of maintaining connectivity despite node mobility. 'Most 
protocols aiming to provide best-effort-based services simply rank routes by their length in hops, 
reasoning that the shortest path is the least likely to fail and is likely to impose the lowest end-to-end 
packet delay. A secondary goal is to minimise the routing overhead and hence the consumption of 
the limited channel capacity by non-application layer traffic. Only four of the most popular protocols 
are discussed here, since they often form the basis for the QAR and AC protocols studied later. The 
remainder of the well-known protocols are reviewed in the aforementioned works [36,371. 
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2.2.2.1 Destination Sequenced Distance Vector Routing 
One of the earliest proposed proactive distance vector alcrorithm-bas7ed protocols for MANETs, was 
the destination sequenced distance vector (DSDV) routing protocol [381. This builds on the classsic 
distributed bellmtm ford (DBF) [391 protocol. In brief, each node maintains a routing table that lists 
every possible destination and the number of hops to reach it. In DSDV, each entry contains a sequence 
number representing the "freshness" of that information. Sequence numbers for each destination are 
generated by the destination itself when it finst advertises its presence or some new information. 
Routing tables are maintained via broadcast paxl-ets sent out by each node. For each route knoNNm by 
the node, these packets contain: the destination's address, the number of hops required to reach it and 
the sequence number of the information, as originally stamped by the destination. 
These broadcasts are sent periodically, although a significant change in network topolota5y e. g. a link failure, triggers an earlier sending of an update to inform other nodes. Two types of update packet are 
defined: a full dump containing the whole routing table, and an incremental update, which contains 
only information on the changes in topology that have occurred since the last update. Incremental 
updates are more efficient as they occupy the channel for a much shorter period of time. 
When a routiner update is received, a node discards any routing table entry for which the update 0 
contains fresher information, which is denoted by a higher sequence number. Fresher information is 
always preferred for routing, and from two equally fresh routes, the shorter one is chosen. 
A major advantage of DSDV over the DBF scheme is that it ensures that routes are free of loops at 
all times, thanks to the sequence number mechanism. This is because only a destination may update 
its own sequence number. Therefore, when it initially broadcasts a packet advertising its presence, all 
neighbours receive this information and propagate it further with the original sequence number. A 
node only updates its next hop to a destination if it receives an update with a higher s, ý, uence number 
or with the same sequence number but advertising a lower number of hops. Therefore any potential 
loops will not be formed, as information arriving on any route, other than the most direct one from 0 the destination, will have either a lower sequence number or a greater number of hops. 
2.2.2.2 Optimised Link State Routing 
An example of a well-accepted proactive link-state protocol is the optimised link state routing (OLSR) 
protocol [401. OLSR has also been adopted by the Internet Engineering Task Force (IETF) TNIANET 
working group, and is currently in RFC stage [41]. The main advantage of OLSR over DSDV is the use 
of multi-point relay (MPR) nodes to broadcast routing updates meaning that other nodes do not need 
to. In other words, instead of flooding routing updates, all nodes receive. and process them, but only 
MPRs retransmit them. This aims to somewhat, alleviate the main disadvantacre of proactive protocols 
i. e. the relatively large control overhead. 
Each node selects a subset of its symmetric neighbours (i. e. those sharing bi-directional links with it) as its TMPR set and becomes a selector of its TMPRs. Each NTIPR may of course be selected by multiple nodes mid is in charge of disseminating the link state information for all of its selectors,. It is 0 
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not feasible to calculate the optimal set of NL1PRs for a node, therefore each node executes a heuristic 
algorithm whenever it needs to update its NMPR set. The IMPR set should be selected such that it 
encompasses the full set of its selectors' symmetric two-hop neighbours in its radio range. In other C3 
words, a node should be able to reach any of its two-hop neighbours via one of its NIPRS. 
MPR selection, as well as neighbour detection and link state information gathering, is achieved via 
the periodic broadcasting of HELLO messages. Each node sends HELLO messages on a regular basis, 
advertising its presence and listing any neighbours that it has already detected, as well as its TLMPR set 
if it already has one. Since all of its neighbour nodes also send HELLO messages, a node learns of its 
two-hop neighbours, and this allows it to select its TMPR set for full two-hop neighbour coverage, as ell 
described above. For the sale of brevity, the full heuristic algorithm is not described here. 
The periodic HELLO broadcasts are naturally received by the NIPR nodes, which thereby know the 
addresses of their selectors. Therefore, for each HELLO message received, the MPRs know if the 
carried information is to be propagated or not. 1IMPRs propagate a selector node's information in the 
form of Topology Control (TC) messages. These contain the addresses of each of an NIPR's selectors 
and may contain link state information to enable QoS-a-vvare routing. Note that OLSR uses sequence 
numbers, in a similar way to DSDV, to indicate the freshness of routing information. An IMPR's 
sequence number is incremented when its connectivity status changes. 
Since each MPR periodically advertises a list of its selectors in TC messages, and this is propagated 
by all of its IMPRs, routing tables containing the freshest next hop information to each destination 
can be constructed and maintained at all nodes. The manner in which routes are calculated from the 
routing table is not described here; it is sufficient to say that the described mechanism ensures that 
nodes have adequate information to route packets to any destination. 
2.2.2.3 Dynamic Source Routing 
Dynamic source routing (DSR) [42] is one of the most well-known and successful (in terms of uptake) 
INIANET routing protocols. It can be classified as neither a link-state nor distance vector protocol, 
ins tead, it uses a technique called source routing. Route discovery is performed on-demand. 
In DSR, route discovery is initiated by a source node that has data to send but is unaware of a 
route to the destination. This source broadcasts a Route Request (RReq) packet that is then flooded 
throughout the network. Each node receiving the RReq appends its own address to the packet header 
to record the route taken. Assuming that the network is not partitioned, the destination will eventually 
receive a copy of the RR-eq. This node then unicasts a Route Reply (R. Rep) packet back to the source 
node along the reverse of the route accumulated in the RReq (assuming bi-directional links). In classic 
DSR, ail intermediate node may reply if it knows of a route to the -. sought destination. Such a node 
uses a route from its cache, hence this is termed a Route Cache Reply. A source node may receive 
multiple RREPs and it can store multiple routes to the same destination. As opposed to table-based 
protocols that store the next hop to each destination (such as AODV [431, discussed below), DSR uses 
source-routing; it stores whole routes and the employed route is copied into each data packet header 
by the source node. Since whole routes are viewed at once, they can easily be guaranteed to be loop free. Given a choice of routes, the shortest one, in terms of number of hops, is selected. 
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DSR's route maintenance procedure involves a node that detects a link or node failure generating a 0 
Route Error (RErr) message. A link failure is typically detected by the NIAC protocol exceeding a 
pre-set re-transmission attempt limit for a particular packet. The RErr is sent to the source nodes of 
all data packets destined to be for-warded, over the broken link in order that they may remove broken 
routes from their route caches. 
To make route discovery and maintemmce more efficient, all nodes running DSR may cache any routing 
information they forward or overhear, whether that be in RReqs, RReps, RErrs-, or in data packet 
headers. To facilitate this, nodes must operate in promiscuous mode, processing all packets received at 
the ITMAC layer, regardless of whether they are the intended recipient or not. This is how packets can 
be "overhear(P and "free! * routing information can be obtained, and is often referred to as "aggressive 
cachingý'. By this med- ianism, the inefficiency of standard flooding is somewhat counterbalanced. Often, 
a RReq with a short time-to-live (TTL) may allow a source node to discover a route by relying on 
intermediate nodes to reply from their route caches. The route cache also allows nodes that have 
detected a broken link to salvage packets that would otherwise be dropped, by inserting a new route 
into their source route headers. Finally, any nodes overhearing a packet for which they are not the 
next hop, but they are destined to receive later, may send a route shortening message to the source 
node of the packet. 
2.2.2.4 Ad hoe On-Demand Distance Vector Routing 
One of DSR's main direct rivals in the field of MANET routing is AODN" [431, which is a reactive 
distance-vector protocol, as its name implies. It is also in the process of being standardised [451. The 0 
main differences between DSR and AODV are threefold. Firstly, AODV is routing table-based and 
does not employ source-routing. Secondly, AODNT uses sequence numbers to determine the freshness 
of routing information. Thirdly, AODV may use periodic HELLO messages for neighbour discovery, 
as opposed to a link layer solution. 
Let us consider each node as a possible destination. At each node, routing tablets contain an entry for 
every known destination node. This entry lists the next hop towards that destination, as well as the 
known sequence number for that destination, indicating the fretsliness of the information. A Sequence 
number may be updated in the following circumstances: 
* The destination node increments its own sequence number immediately before offering a new 
route to itselL This is either when it issues a RR. eq or a RRep; 
An intennediate node receives an AODV packet with inforination on a known destination which 
hws a higher sequence number. In this case, the relevant sequence number is updated in the 
node's routing table; 
9A route towards a destination in a node's routing table expires or breaks. 
'Note that the dynamic MANNET on-demand routing (DYMO) protocol 144] has been developed as a successor to AODV. However, it operates very similarly, and only AODV is discussed here, since it is the basis for many of the QAR and AC protocols -studied. 
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As is typical of reactive. routing protocols, AODV begins route discovery by issuing a RReq. This 
contains the sequence number of the source node as well as the la: t known sequence number for the 
sought destination, if a route was previously known. The RReq is flooded and any node receiving it 
may set up a pointer to the node it received it from, labelling it as the next hop in the route to the 
RReq originator. A RRep may be issued by either the destination node, or any intermediate node with 
a newer route to the destination, which is indicated by the sequence number for that destination being 
higher than the one in the RReq. Route replies are unicast back to the RReq originator, as in DSR. 
If HELLO messages axe employed, then any node that is part of an active route periodically broadcasts 
a HELLO packet. This is simply a RRep packet with a TTL of one hop, and ensures that all of a 
node's neighbours are aware of a one-hop route to it. 0 
When a broken link is detected, a RErr message is originated and disseminated by the detecting node, 
listing all of the now unreachable destinations. 
Having now discussed several of the classical popular MANET best-effort routing protocols, we note 
that the need for their discussion will become evident later in this chapter. 
2.3 Specifying QoS Requirements 
An application's QoS requirements are usually derived from its traffic specification. The requirements 
can typically be expressed using one or more of the following metrics: 
* Minimum average throughput (bps) that is: required to rim the application; may also optionally 
specify the maximurn throughput the application can benefit from; 
Maximum packet delay bound (s) that the application can tolerate: the accumulation of the 
queueing and NIAC delays at ea(li node plus the propaggation delay, which is relatively short; 
Maximum tolerable delay jitter bound: can be defined as the difference between the upper 
bound on delay (including queueing delay) and the absolute minimum delay, which is determined 
simply by the cumulative propagation and packet transmission times [461. A common alternative 
definition is the %rariance of the absolute pa&et delay [471; 
9 Maximum packet loss ratio (PLR) bound; the maximum tolerable fraction of the generated data 
packets that may be lost en-route due to congestion or timeout after route failures. 
An application may typically request a particular quality of service by specifying its requirements in 
terms of one or more of the above metrics. For example, it may require a guaranteed throughput of 
500kbps and a maximum packet delay of 50ms. In most cases, a data session should only be adinitted 
into the network by the AC module if the requested QoS can be provided. 
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2.4 Network Resources 
The ability of the network to serve applications' QoS requirements depends on its resources. The 
following is a list of network resources which must be managed efficiently by communications, protocols 00 
in order to provide QoS assurances to data sessions: 
Channel capacity: this is the most important network resource [481. Since all nodes must share 
the transmission medium, the fraction of the medium's total capacity that is granted for each node's 
use must somehow be expressed. Under a purely content ion-based TMAC scheme, "transmission op- 
portunities" may be envisioned, although no node can be guaranteed channel access, merely granted 
it with a certain probability. In a TDNMA-based solution, channel capacity is expressed in time slots. 
Similarly, in FDTMA, it is frequency bands, and in spread spectrum techniques, spreading codes. In 
keeping within the context of this thesis, the remainder of the discussion shall focus on an 802.11-bmsed 
perspective on capacity. 
If the channel around a node is always busy, no matter how abundant its other resources are, it cannot 
provide any level of service. A low level of available channel capacity results in low throughput and 
long channel access delays for transmitting nodes. In the MANET-related literature, most protocols 
have historically assumed a fixed transmission rate for nodes, both for ease of analysis and because 
the 802.11 standard [71 does not specify a rate-siAtching mechanism. Therefore, capacity is often 
expressed in terms of bits per second (bps). However, in some situations, such as in an environment 
with heterogeneous, link rates, residual capacity may be more usefully expressed in terms of the fraction 
of idle channel time detected, as detailed in the next sub-section. 
Recall from Section 2.1 that channel contention greatly affects the capacity mrailable to a node. With 
802.11, in order to reduce the chance of collisions at receivers, transmitters use a caxrier-sensing thresh- 
old (cs-thresh) to detect interfering signals at a much lower power than at which they can decode them 
reliably (the latter being decided by the receiving threshold, rx-thresh, which determines the average 
reliable transmission range). The channel is deemed busy, and the sensing node may not transmit, if 
any signal with a power above this (-, s-thresh is detected. Depending on the signal propagation diar- 
acteristics, and the transmission power, the cs-thresh results in a particular cs-range. Many works, 
e. g. V201, assume that the cs-range is approximately double the transmission range (tx-range) since 
this helps to avoid two transmitters on opposite sides of a receiver attempting to transmit to it at the 
same time, thereby causing a collision. Figure 2.1 illustrates the above-mentioned cs-range model. 
Since sensing a signal more powerful than the cs-threshold blocks a node from transmitting, any trans- 
missions by nodes within this range reduce the sensing node's available channel capacity. In recognition 
of this, many works on AC have considered the need to evaluate the resources of all nodes, within a 
transmitter's cs-range (the cs- neigh bourh ood), prior to session admission (e. g. [20,211). While decreas- 
ing the cs-thresh, increasing the cs-range, reduces the chance of collisions, it also reduce,. -,, spatial reuse. 
The level of spatial reuse determines the number of possible concurrent transmissions in the network-, 
which determines the network's transmission capacity. On the other hand, collisions not only waste 
resources due to packets not being decodable, but necessitate retransmissions, consuming more capac- 
ity. Nfultiple failed transmissions can lead to falsely- detected routes failures, as mentioned previously. 
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Figure 2.1: Illustration of node A's transmission range (circle radius R) and its carrier-sense range (circle radius 2R). 
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Figure 2.2: In this example, a session's route consists of the nodes {A, B, C, D, E, F}. Since node C's, 
mean cs-range encompasses five transmitters (node F is just a receiver), its contention count is five. At the same time, three traffic forwarders, nodes B, C and D lie within the cs-range of node G, and hence the session consumes three times its single-hop capacity requirement of node G's available capacity. 
Therefore, the level of spatial reuse must be carefully balanced against the collision probability [6]. 
The level of intra-route contention, and therefore an estimate of the channel capacity requirement of 
a data session, also depends on the cs-thresh. The number of nodes that are both within a selected 
node's cs-range, and are transmitters on its route, are termed the node's contention count for that 
route [20,211. 
Figure 2.2 provides an example of the contention count on a particular route. The. total transport 
capacity of a multi-hop network also depends on the routes used by data sessions. Although a higher 
transmission range necessitates a higher cs-range, in order to avoid an increase in the collision prob- 
ability, it also allows fewer hops to be used to deliver data pacicets to their destinations. This results 
in fewer retransmissions of each packet, yielding lower levels of intra-route contention -cis well as le-9s 
capacity usage by the session. Further implications of varying the transmission range are discussed in 
Section 2.7. 
Memory: this is the second most important resource. Almost inevitably, at some point during a 
network's operation, more than one node will be transmitting at once, or there may be no known route 
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to another device. In either of these cases, data packets must be buffered while awaiting transmission. 
The memory available for buffering packets determines the maximum packet queue size. The actual 
queue size at relay nodes is a major factor in the queueing delay and hence the total end-to-end delay 
of a packet. If a node has no buffer space remaining ets for which it is not the .,, any arriving pack destination, must be dropped, increasing the PLR. A larger maximum queue size means that fewer 
pa, ckets will be lost during periods of congestion, albeit the average end-to-end delay could increame 
due to longer queueing delays. Available memory is also a constraint upon the amount of network state 
information, regarding topology and resources, that can be stored. 0 
Battery charge: some might argue that this is the most critical resource, since if a node's battery 
is drained, it cannot function at all. Node failures can also cause network partitioning, leading to a 
complete network failure and no provision of service at all. Hence, power-aware and energy-efficient 
TMAC and routing protocols have received a great deal of research attention (see [49,501 and references 
therein). 'Ale argue that MANET devices, unlike sensor network nodes, typically have regular access 
to recharging facilities. Therefore, battery life does not need to span months at, a time. However, 
overhead-heavy protocols may still have a significant impact on battery life and hence may necessitate 
frequent recharging, limiting the usefulness of devices. In the interest of fairness, protocols could also 
attempt to balance traffic loads across different routes such that no single user's battery resources are 
unfairly burdened. 
Processor time: usually, this is a non-critical resource for AC, since most algorithms are 
computationally simple. However, some QoS-awue routing-related optimisation problems may 
benefit from abundant processor time. 
It is largely based on the first two of these resources that QoS-aNNare routing protocols and AC protocols 
make their decisions. These decisions can be made directly based on the measured idle channel time 
(see the descriptions of many of the protocols in Section 2.10), or on the residual buffer space (e. g. 
[511). Alternatively, decisions can be made based upon indirect measurement of these resources by 
testing the achievable QoS in terms of the metric-s of Section 2.3. In fact, for every imaginable network 
or node state or QoS metric, there is likely to exist at least one QoS-aware routing protocol in the 
literature which bases routing decisions upon it. Examples are provided below. 
2.5 Node States, State Metrics and Achievable QoS and their Esti- 
mation 
The previous section listed a network's tangible resources, which must be available to some extent in 
order to provide any form of communications service. This section lists many common metrics and 
node states that are derived from or are consequences of the states of those resources and whi(Ii May be used as a basis for routing or AC decisions. Methods of estimation, that are relevant to QAR and AC schemes, are also reviewed. Each metric or state that is listed may usually be used to select routes 
-satisfying particular criteria, and hence may also be used for AC, by rejecting any sessions for which 
no suitable route is, found. 
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2.5.1 Physical Layer 
Signal-to-interfereiice. ý-pliis-noise ratio (SINR) - although a physical layer metric, the average 
received SINR at any receiver node can be used, via cross-layer sigmalling, as a routina metric 00 
that reflects the quality of the link between that receiver and a particular transmitter. A protocol 
that uses this metric is proposed in [521. The SINR. may be estimated by using the received signal 40 
strength indicator (RSSI) for a given packet, and comparing it to the total energy level detected 
in the channel. 
Bit error rate (BER) - related closely to the SINR, this value determines the level of error 
correction and/or number of retransmissions required over a "linle' and hence has a major impact 
on the link's reliability metric and on energy consumption. From another perspective, the BER 
is a consequence of the SINR between two nodes. For an example of its use in QAR, see [531; 
Node re-sidual battery charge (% of life. ) [491. The residual battery charge may be estimated 
by measuring the voltage of the battery and comparing this to the battery model's discharge 
function. Examples of use as a routing metric: [54,501; 
2.5.2 Link and MAC Layer 
TNIAC delay (s) - the time taken to transmit a packet between two nodes in a contention-based N, IAC, including the total time deferred and the time to acknowledge the data [561. This provides, 
a good indication of the traffic load in the vicinity of the communicating nodes. 
Local residual capacity (as a fraction of time or in bps) - The most common method of estimating 
this metric is by monitoring the channel idle time ratio (CITR) [111, where the idle state of 
the channel is defined as described in Section 2.2.1. The CITR may be multiplied by a link's 
transmission rate to estimate the link's residual capacity. Another method is to use the reciprocal 
of the NIAC delay that is incurred when forwarding a known number of bytes [201. However, note 
that the CITR only estimates the sensing node's transmission opportunities, while the reciprocal 
of the MAC delay considers the receiving node's ass Nvell. A third method of estimation is to 0 
subtract the aggregate channel utilisation of all the nodes that interfere with the current node 
from the current node's residual channel time [5 4"], or from its available capacity if assuming fixed 
link rates [. 381; 
Link reliability or frame delivery ratio (%) - the statistically calculated chance of a packet or frame being transmitted over a link and being correctly decoded at the receiver. See [55,591 for 
examples of routing protocols employing this metric for route selection. An alternative to this 
metric is to measure the average number of re-transmissions required to successfully deliver a 
packet to a particular neighbour node. The direct measurement of the collision rate through the 
use of beacons [371 can also be applied; 
0 Link lifetime (s) - the predicted lifetime of a link based on the movement speeds and patterns of its end-nodes [60,611; 
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Node relative mobility/stability - can be measured as the ratio of the number of neighbours that 
change over a fixed time period to the number that remain the same [621. For example, if all of 
the node's neighbours remain the same over a fixed period, that node is stationary in relation to 
its neighbours. We list this as a link layer metric, since neighbour discovery is usually performed 0 
at that layer; 
Transmission buffer space - the size of the packet queue can depend on the memory allocated to 
buffers, the packet arriN-dl and sending rates, as '%vell as the packet delay constraints governing 00 
packet timeouts. A protocol that uses paciet queue sizes to make routing decisions is proposed 
in [511; 
Note that these methods do not actually predict the future QoS for a requesting -session. They tend 
to assume that the session will be able to use the residual capacity, and experience the same delay, 
jitter and PLR that was mea-sured. In fact, this assumption is correct unless collisions, unexpected 
congestion, route failures or inaccuracies in the admission decisions occur. 0 
2.5.3 Network Layer 
Since the network layer is the layer of end-to-end connections, the corresponding metrics can often be 
mapped directly from the user-specified requirements (consult Section 2.3). 
Achievable end-to-end throughput (bps)- this user requirement can be mapped directly to a 
metric for route selection. For example, the minimum value of the locally available capacity 
metric among the nodes on a route, discussed in the previous sub-section, can express the end- 
to-end capacity and lience the achievable throughput. From a selection of routes, the one with 
the highest bottleneck throughput may be selected. The actual metric value can be measured 
by storing the minimum local residual capacity on the route during route discovery (e. g. [631), 
taking the intra-route contention into account [201, or estimated from the measured end-to-end 
delay of probe packets [641; 
End-to-end delay (s) - again, mapped directly from user requirements, the delay can be measured by probe packets [641 or route request/reply packets e. g. [651; 
9 Delay jitter (s) or variance - can be estimated based on the delay statistics of the existing data 
packets, or probe patkets [64]; 
* Packet loss ratio (PLR) (%) - may be calculated from the joint loss probabilities of the individual links' frame dropping rates, discussed abo-ve; 
s Energy expended per packet (J) [491; 
* Route lifetime (s) - usually defined as the minimum of the link lifetimes on the route [601; 
I ivletrics such as the above can be classified as either additive, concave or multiplicative metrics, based n on their mathematical properties [661. Additive metrics are defined as ELj(nI) over the set of links i=1 
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Rjon a route, where Li(m) is the value of the metric ?n over link Li and Li E R1. The value of a 
concave metric is defined as the minimum value of that metric over a route i. e. min(Li(m)). Finally, IRIJ 
a multiplicative metric is calculated by taking the product of the values along a route i. e. 
Thus, end-to-end delay for example, is an additive metric, since it is cumulative over the whole route. 
Achievable route throughput is a concave metric, since it is limited by the node with the bottleneck 
locally available capacity on the route. Finally, route reliability is a multiplicative metric, since the 
reliabilities of each link in the route must be multiplied together to compute the chance of delivering 
the packet (assuming that the. L%lAC layer retransmissions have been considered in the reliability value, 
or that there are no retransmissions e. g. for broadcast park-ets). 
2.6 Resource State Information Dissemination and Discovery 
The previous section discussed how resources and achievable QoS can be estimated locally at nodes, or 
along a series of nodes on a route. However, often, resource state information is required at nodes which 
are not part of a session's route. This may be for establishing whether the route's cs-neighbourhood has 
sufficient resources to tolerate the admission of more traffic (as discussed in Section 2.4), or to discover 
the implications of the cs-neighbourhood's traffic load on the information-receiving node. Approaches 
to discovering this resource state information can typically be split into three categories: on-demwid, 
proactive and passive methods. Examples are discussed according to this taxonomy. 
2.6.1 On-Demand Approaches 
Two on-demand methods of resource discovery for the purposes of cs-neighbour capacity testing and 
AC were proposed in [20,211. In the multihop, resource discovery-based version of the contention aware 
AC protocol (CACP-Nililtihop), each node that wishes to discover the residual capacity (CITR) at its 
cs-neighbours floods an admission request (AdReq) packet to a distance of two hops. As is assumed in 
[201, and will be assumed for this thesis, unless stated otherwise, the cs-range is estimated as being twice 
the transmission range (refer back to Figure 2.1). This means that the cs-neighbourhood is estimated 
as being equal to the two-hop neighbourhood. Any node receiving an AdReq and finding that it has 
inadequate capacity to admit the requesting session replies with an admission denied (AdDen) packet. 
Figure 2.3 illustrates an example as, well as the potential problems with this approach. 
The second on-demand approach proposed in [20,211, is called CACP-Power. This scheme employs a 
higher power to transmit an AdReq packet to ensure that it reaches all nodes within the cs-range with 
a single transmission. Figure 2.4 illustrates an example. 
Another scheme that also relies on relatively high-powered transmissions for cs-neighbourhood capacity 
testing is proposed in [671. This scheme is illustrated in Figure 2.5. 0 
The methods of capacity querying that rely on a single high-powered transmission circumvent the 0 problem of there being no relay node to forward a flooded query parket to some neighbours. Depending 
on the node density, the total transmitted power for reaching all cs-neighbours may also be less. 
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Figure 2.3: An on-demand resource discovery method. The small solid-lined circles axe nodes, the 
medium-sized circles represent transmission range coverage areas,, and the largest, dashed circle rep- 
resents node A's cs-range coverage area when a deterministic propagation model without fading is 
assumed. Note that all nodes have the same transmission and es-ranges and therefore node A's trans- 
missions cause a busy channel status to be detected by all nodes within its es-range and vice. -versa. Node A broadcasts an admission request (AdReq) which is received and forwarded by all of its neigh- bours. However, there are no suitable relay nodes to reach node B, and therefore its capacity cannot be 
queried by node A. On the other hand, this problem should be minimal in a sufficientlY dense network [201. Also, with a fixed time-to-live, in this case, two hops, the AdReq may not reach all cs-neighbours, 
even if there are suitable relay nodes. An example of such a cs-neighbour is node C. If the time-to-live 
was increassed to three hops, for example, too many nodes may be reached. In this, case, node D is- 
within three hops of A, but A is not within D's cs-neighbourhood (since D is not within A's). If node D had insufficient capacity to support the session, it would reject it. This decision would be incorrect 
since node D would not. actually be significantly affected by node A's transmissions. 
I 
Figure 2.4: A second on-demand resource discovery method. Thesmall solid-lined circles are nodes, the medium-sized circles are transmission range coverage areas, and the largest, dashed circle represents node A's cs-range coverage area when a deterministic propagation model without fading is assumed. Node A broadcasts an admission request (AdReq) at a higher power, which is received by all of its carrier- sensing neighbours. This avoids the problems, depicted in Figure 2.3, of no relay node existing between nodes A and B, and of too few or too many nodes being reached by a query packet with a fixed time-to-live. However, a much higher level of interference is afflicted on all nodes during the transmission, possibly causing collisions. Also, the signal propagation must be predicted accurately, in order to know what power to transmit the AdReq with. 
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Figure 2.5: A third on-demand resource discovery method. The small solid-lined circles are nodes, 
representing a route from A to B. The large dashed circles represent the four nodes' (--g-range coverage 
areas, when a deterministic propagation model without fading is assumed. After route discovery, 
the route reply (RR, ep) packet is transmitted along the reversed route at a high enough power to be decodable by the transmitters' cs-neighbours. Each time a node receives the RRep for a particular data 
session, it increments its contention count for that session by one. For example, node C would overhear 
all three forwarding nodes' transmissions of the RRep, and hence determine that its contention count is three. If the contention count times the session's one-hop capacity requirement is greater than a 
receiving es-neighbour's residual capacity, an admission denied (AdDen) packet is transmitted with 
the higher power. This scheme also allows capacity reservations at the cs-neighbours to be periodically 
refreshed by transmitting some of the data packets with the higher-than-normal power. The potential 
problems of this method are similar to those for the scheme exemplified in Figure 2.4. 
However, the added redundancy of the flooding-based approach makes it more reliable. In asufficiently 
dense network, each node is likely to have more than one potential relay node between itself and the 
querying node, meaning that if one relay's transmission collides, there are others to deliver the AdReq. 
By contrast, a single collision is enough to disable the other two methods, or to at least make them 
inaccurate. 
2.6.2 Proactive Approaches 
The most popular method of proactive resource dissemination involves each node transmitting periodic 
beacons, or HELLO packets. The protocol proposed in [57,68], SoftNIAC-AC, has each node measuring 
the fraction of the channel time it uses for transmitting. This information is then disseminated on 
beacons,. Each node subtracts the total fraction of channel time utilised by its neighbours from one to 
estimate the fraction of channel time avallable for its own transmissions. This information is then also 
carried on the node's beacons. Using the information received on beacons, each node determines the 
minimum fraction of channel time available in its one-hop neighbourhood and adds this information 
to its beacons also. The work in [571 assumes that the cs-range is equal to the transmission range, 
and therefore this information is employed only to estimate the residual capacity of links, by taking 
the minimum of the residual one-hop neighbourhood capacities of its end nodes. The drawback of 
this scheme is that traffic that is causing interference may affect multiple nodes, and thus be counted 
multiple times when a node receiving beacons determines its one-hop neighbourhood's residual capacity. 
Thus, the fraction of available channel time on a link may be underestimated. This scheme is also 
difficult to extend to the case where the cs-range is greater than the transmission range since the 
aforementioned problem would become significant. 
A similar method, described in [581, again disseminates nodes, ' channel usage information in a two- hop radius using beacons. However, in this scheme, the beacons include only a node's channel usage 
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information and the channel usage information of their one-hop, neighbours. The residual capacity, after 
subtracting neighbours' usage information from the total channel time, is not included. Therefore, the 
information can only be used to calculate the residual capacity of the beacon-receiving nodes. There 
is no attempt to imply the minimum capacity available in a node's neighbourhood and hence to avoid 
imposing intolerable interference. This method may also underestimate the available capacity, since 
two-hop neighbours may be able to transmit at, the same time as they do not interfere with eatil 
other. However, a node in between them would independently subtract their channel usage times from 
the total available channel time, ignoring any possible overlaps in the transmissions of its two-hop 
neighbours. 
The proposal of [691 also utilises beacons, except that each node's CITR information is disseminated 
to one-hop neighbours. Each node forwards the minimum CITR in their neighbourhood on its own 
beacons, resulting in all nodes discovering the minimum residual capacity in the assumed two-hop cs- 
neighbourhood. This scheme does not suffer from the problems of the beacon-based arailable capacity 
estimation schemes discussed above because each node relies on its own estimation of its residual 
capacity. Also, it allows nodes to determine the fraction of a-v-ailable channel time at their cs-neighbours, 
and therefore enables more accurate AC. 
Although, in general, the usage of HELLO packets maysuffer from the same drawbacks as local flooding 0 (see Figure 2.3), again, in a sufficiently dense network, all nodes would be likely to be reached. 
The above methods were for discovering information in a node's neighbourhood only. The following 
discussion provides examples of approaches to discovering information for QAR purposes. 
The authors of [701 suggest using OLSR's pro-actively sent topology maintenance packets, and its 
multi-point relays to disseminate CITR information. This will be detailed later. In [711, an estimation 
of a minimum dominating set of core nodes for the network is established to provide a routing backbone. 01 
An example of such a network of core nodes is shown in Figure 2.6. The end nodes of each link 
monitor the available capacity on the link. Whemever this increases or decreases by a threshold value, 
the end nodes report the capacity to the core node with which they tire associated. The link capacity 
information is propagated via messages called increase and decrease waves, depending on which way 
the link capacity has changed compared to the core node's last cached value. There aTe separate queues 
for increase and decrease waves which are processed such that decremse waves propagate throughout the 
network faster, and overtake and delete any increase waves. This means that information about stable 
high capacity links is allowed to travel fax in the network. The TTL of the incre., rv,, e wave increases 
with the reported capacity value. Information about links whose capacity fluctuate.,; cannot propagate far since the faster-moving decrease waves overtake and delete any incremse waves. Decrease waves 
are not propagated further by any node that has no previous knowledge of the corresponding link. 
This proactive method of resource state information dissemination minimises the drawback of the high 
overhead associated with proactive approaches by reducing both the number of states propagated and 
the distance they travel. Only high capacity stable links' information is allowed to reach distant nodes. 
Another unique approach, termed node state routing (NSR), was suggested in [ 1-21, where node state,,;, 
rather than link states, are propagated. Node states may be any information about a node or its 
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Figure 2.6: The dark-shaded nodes form an example of the estimate of the minimum dominating 
set established by CEDAR [711. These nodes perform the ta-sk of route discovery and resource state information dissemination, while the light-shaded nodes are spared the burden of doing this. 0 
resources which is relevant to the provision of a communication service. Nodes periodically . -, end 
beacons containing state information which has changed by a threshold value since the last beacon. 
The beacons also contain a subset of the information each node has learnt through its neighbours' 
beacons. The subset is selected based on the distance of the transmitting node from the node whose 
state information is being evaluated for selection, as well as on information importance. Information 
about distant nodes is propagated less frequently. Link metrics may then be derived from the states 
of the link end nodes. However, this approach relies on location information, such as from GPS, to 
determine distances. 
2.6.3 Passive Approaches 
An example of the third category of approaches to discovering resources was proposed in [201. The 
version of CACP employing this method is referred to as CACP-carrier- sensing mode, or CACP-CS. 
Aside from the es-thresh, it employs a second, lower threshold to sense all transmissions occurring to 
and from its two-hop cs-neighbours. Therefore, the sensed region includes all transmissions that could 
possibly cause any of a node's (-, i-neighbours to detect a busy channel thereby decreasing their available 
channel capacity. 
This means that it is not necessary to transmit any AdReq packets or bearons. Based on the adopted 
"cs-range=two hops" model, this neighbour-cs-range (nes-range) must be equal to four liop,, --,. This 
can be implemented by exploiting the received signal strength indicator (RSSI) function provided by 
802.11's various PHY specifications [7]. Since the ncs-threshold is set independently of the cs-thresh, 
the monitoring range can be increased without increasing the cs-range that is experienced by the NIAC 
protocol. This means that the amount of spatial reuse is not decreased. 
Figure 2.7 illustrates an example, which will now be discussed, to help highlight the potential weak- 
nesses of this approach. Within the area of the dotted circle, Node A senses all transmissions which 
could potentially decrease the available channel time of its cs-neighbours (such as nodes B, C and D), 
and thereby avoids having to explicitly query them. For example, if node G transmits, it reduces the 
channel time available to node B, which is one of A's cs-neighbours. Using the lower signal monitoring 
threshold, A can take. this into account. However, node E is not within the cs-range of any of node A's 
cs-neighbours but node A still senses its transmissions. Therefore, node A incorrectly assumes that 
the channel time used by node E is made unavailable to all of its cs-neighbours. Another manifestation 
of this problem is the lack of consideration of the possibility of parallel transmissions. For example, 
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Figure 2.7: A passive resource discovery method. The smallest, solid-lined circles are nodes and the la, rger, solid-lined circle of radius r represents node A's trwismission coverage area. The second-largest dashed circles, of radius 2r, represent the cs-range coverage areas of nodes A, B, C and D, assuming 
no fading-induced power fluctuations. Finally, the largest, dotted circle, of radius 4r, illustrates node A's neighbour-css-range coverage area. Please refer to Section 2.6.3 for further discussion of this figure. 0 
transmissions from nodes G and H both affect at least some of node A's cs-neighbours. Therefore, their 
transmissions should be, considered. However, node A cannot know that they can transmit at thets, --ame 
time because they are not within each other's cs-ranges. Therefore, unless they completely overlap in 
time, node A incorrectly adds up the channel time used by their transmissions and subtracts this from 
the estimate of available channel time at cs-neiglib ours. An example of a problem with this is that 
a node like node C is not affected by node G's transmissions and hence it is not correct to subtract 
the corresponding utilised channel time from the capacity available to node C. With this method, 
the monitoring node A cannot make a distinction between the transmissions affecting its individual 
cs-neighbours hence a-9surnes that all transmissions consume the capacity at all cs-neighbours. 
In light of the examples provided above with the aid of Figure 2.7, it is clear that, CACP-CS estimates, 
a lower bound on the capacity available in a node's cs-neighbourhood. Therefore, it can be overly- 
conservative in some situations. In fact, there is no absolutely correct setting for the ness-thresh, because a low signal power threshold is required to capture till transmissions that could potentially 
affect the capacity of cs-neighbours, and this always has the potential to include nodes that are not 
cs-neigflibours of every cs-neighbour of the monitoring node. Therefore, the. conclusion is that, while the passive method avoids resource discovery latency and overhead, it is inherently less accurate than the explicit querying or dissemination of resource states. ]Protocols other than CACP-CS, whic i utilise 
similar passive approaches to residual capacity estimation, are discussed later in this chapter. 
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2.7 Trade-offs and Choices in Network Layer QoS-Aware Protocol 
Design 
2.7.1 QoS Constraint Trade-Offs 
Capacity vs. delay: It has been shown [73,741 that in TMANETs-, capacity can be traded off with 
pa&et delay. If delay constraints are relaxed, then the capacity of the network can be increased by 
exploiting multi-user diversity [731. N111ore specifically, if delay is not constrained, asource can split the 
packets of a session and send them to many different neighbours. These neighbours then forward the 
packets onto the destination when they move into its transmission range. This scheme has been shown 
to improve long-term average throughput, since far fewer intermediate nodes are transmitting packets 
and causing interference, but incurs the cost of greatly increased delay [73]. Also, clearly, this, scheme 
is not useful for providing short-term average throughput guarantees. 
Another strategy is to improve delay by increasing redundancy, at the cost of network capacity titilisa- 
tion efficiency [741. If multiple copies of a packet are forwarded on different routes, it has been shown 
that the destination receives the packet -Mth less delay on average. On the other hand, aside from 
using tip more network capacity, increased redundancy also reduces the protocol's energy-efficiency. 
Packet loss ratio vs. capacity utilisation and energy-efficiency: In a similar manner to the 
trade-off between delay and capacity, PLR can also be traded off against capacity. Increasing the 
redundancy by sending multiple copies of packets over different routes results in a higher chance of the 
destination receiving a copy, but reduces the usefill capacity of the network. This technique can be 
more useful in sensor networks where data is often broadcast without a reliable handshaking protocol 
being employed at the MAC layer. Once again, redundancy also increases the energy expended per 
pacl-et. 
Energy consumption and capacity utilisation vs. responsiveness and accuracy of resource 
state inforrnation: For proactive schemes, the frequency of routing and resource state iipdate sending 
should reflect changes in the network. Howe, %, -er, a higher responsiveness to change inctirs greater 
overhead and an increased energy cost 1751. Soine imprecision in resource state information may well 
be tolerable depending on the resources remaining and the requirements of data sessions. The level of 
responsiveness to change should thus be balanced against the overhead cost. 
2.7.2 Trade-Offs Regarding the UnderlYing Network 
Transmission power control: long vs. short hops: Varying the transmission power, which affect's 
the number of hops required to forward a packet to its destination, can yield many advantages and 
drawbacks. This has often been called the "long hops vs. short hops dilemma? '. In brief, a lower 
transmission power yields a lower range and uses less energy. However, more hops may be required to 
reac ia destination. This means that, in total, the network may actually use more energy to forward 
the packet to the destination, and there is also more potential for packet loss, since there are a greater 
number of nodes where link failure or congestion may occur en-route. Higher transmission powers, also 
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reduce the spatial reuse in the network, decreasing its capacity, and increasing the collision probability, 
albeit fewer transmissions are required due to the shorter routes. As shall be exemplified later in 
this chapter, some protocols use various transmission powers for various types of packets in order to 
carefully balance the ad-%-antages and disad,, -antages of using a higrher power. For a detailed discussion 
of this topic, see [76]. 
Another question is whether protocol designers should mssume the use of transmission power control 
(TPC) at all. The related ad-vantages and drawbacks have already been discussed in Section 2.2.1. 
MAC protocol coupling vs. decoupling: Protocols can benefit from directly accessing XIAC 
layer information. Indeed, many of the protocols that will be disciissed in this chapter iise the NIAC 
protocol's information about the CITR for residual capacity estimation. However, this necessitates, 
a cToss-layer design, which complicates system development and may limit a protocol's applicability. 
Alternatively, protocols may utilise only network layer information, leading to a simpler, modular 
design, and inter- operability with different types of TMAC protocols. Admittedly, this means that 
they can only infer the status of MAC layer resources, such as the raw link capacity and the residual 
capacity, by using indirect methods, such ass probing. 0 
2.7.3 Trade-Offs in Routing Protocol Design 
Proactive vs. on-demand vs. hybrid information discovery: The trade-offs involved in this 
choice for best-effort routing protocols are Nvell-understood, and are covered in standard texts e. g. [771. 
In brief, proactive protocols avoid route discovery latency from an application's point of view. However, 
they suffer from high overhead, since routes to all destinations are maintained, and this overhead might 
not even be useful if some routes are never used. This -also leads to poor scalability as the number of 
nodes in the network increases. On-demand protocols typically reduce the overhead by not discovering 
routing information until it is requested by a higher layer protocol. However, when the request arrives, 
a route discovery delay is incurred. A hybrid protocol defines zones around each node within which 
routes are proactively established. Inter-zone routing takes place on-demand. This- approach provides 
a trade-off between the pros and cons of the purely reactive and on-demand methods. 
In QAR, the issue is more complicated because the states of node resources may change much more 
frequently than the effective network topology, meaning that information may require updating even 
when a route has not physically failed. For this reason, it often makes more sense to have separate 
route and resource state discovery mechanisms. The trade-offs regarding the approach to neighbour information discovery for the purposes of AC are discussed in the next section. This trade-off focuses 
on the discovery for route selection only. The difference is that AC protocols need to evaluate the 
impact of tr, -, ac on each node's neighbourhood's resources, while QAR protocols are interested in the 
end-to-end resources of a route. 
Due to the high overheak. 1, few protocols, e. g. [71,721 (discussed in Section 2.6), rely on proactive 
resource state dissemination over ranges greater than the us-neighbourhood, where it might be, required for AC decisions. Even those that do, select some cTiteria for restricting the volume and/or type of information that is and/or the range to which it is proactively disseminated. However, if both of the 
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route discovery and resource state discovery mechanisms are proactive, then the session establishment 
time is reduced from an application's point of view. Also, a proactive routing protocol is- largely 
unaffected by an increase in the fraction of nodes acting as data sources, since routes to all destinations 
are maintained anyway. 
Proactive protocols are also often able to respond to changes in resource states more quickly, since 
they do not necessarily wait until a threshold level of change occurs before triggering an update. This 
means that they are better-equipped to avoid QoS assurance violations, for example, by triggering a 
search for an alternative route if they learn that interference is increasing at a downstream node. An 
on-demand protocol may not receive a notification of this change in resources elsewhere in the route. 
A major advantage of discovering resource state information proactively surfaces in situations, where 
different applications specify their requirements with different metrics. As long as it is decided which 
node resource state information to maintain, a route may be computed from the routing table based 
on any QoS metric, without the need for a separate discovery process for each metric e. g. see [72]. 
Hybrid route discovery/state discovery schemes are also feasible. One possibility is where the routes 
themselves are discovered pro-actively, but the resource state information is only sought when a QoS- 
constrained data session is to be admitted e. g. [78,79]. Another possibility is a completely hybrid 
approach where the QoS state discovery follows the proactive/reactive intra-/inter-zone nature of route 
discovery. 
Hierarchical vs. flat topology: In a hierarchical protocol, some nodes have more advanced roles 
to play than others. This may include selected relay nodes, routing core nodes, or cluster heads in 
clustering schemes. The benefits of the hierarchical approac i are that overhead is reduced by not 
requiring every node to forward routing information (for example) and that non-relay or cluster head 
nodes may save energy. However, the selection of the higher nodes in the hierarchy may involve complex 
algorithms, which themselves incur overhead, and may not result in optimal routes being selected. For 
example, in OLSR (Section 2.2.2.2), although it is considered to be a flat routing protocol, since any 
node may be a multi-point relay for any node, from a single node's point of view, the NIPRs can be 
considered to be at a higher level of a hierarchy. In [801, it is pointed out the the NIPR selection 
algorithm may not yield the best IMPRs in terms of residual capacity and packet forwarding delay. 0 
Overhead vs. optimality: If more routes are fully searched, there is more chance of finding one 
that supports the given QoS constraints, while ininimising the utilised resources and causing the least 
disruption once data packets are being forwarded. However, this can occur greater overhead. Therefore, 
the protocol should be designed to provide a trade-off, possibly depending on the stringency of QoS 
requirements and the constraints of the network in terms of capacity and energy. Various, levels of route 
search may be conducted by allowing flooding writh or without node or link disjointness requirements 
for the greatest number of routes searched, or by allocating tickets to give permission for searching a 
certain lower number of routes [781. 
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2.7.4 Trade-Offs in Admission Control Protocol Design 
Routing protocol coupling vs. decoupling: as previously stated, many AC protocols directly 
involve a QoS-aware routing scheme in the admission decision. Often, especially in earlier coupled 
proposals, AC is purely based on the route discovery process' ability to find a route with adequate 
resources. In the decoupled case, the AC protocol typically assumes that a route for a service-requesting 
data session has already been discovered, and it is its job to evaluate the route's suitability for the 
session's requirements. The advantages of this are that any routing protocol may be employed, a more 
simple, modular design is enabled, and the storage of state information along the route may possibly 
be avoided. 
On the other hand, decoupling the AC mechanism from the routing protocol leads to the possibility 
of the discovered routes not being useful since they are discovered without comparing their residual 
resources to the session's requirements. Again, there is a counter-argument. In many cases, just 
because some routing information is not useful at the current time, does not mean it will not be useful 
later. This applies mainly to source-routed protocols such as DSR., where multiple full routes and 
sequences of hops can be stored. If there is a process for separately testing pre-discovered routes, as in 
decoupled protocols, opportunistically-discovered routing information can be made useful later on. For 
example, DSR [811 can snoop on routing information from overheaxd packet transmissions. Also, in 
the case of proactive routing protocols, such as OLSR, there is no choice but to discover routes prior to 
their resources being tested. The AC protocol may still be coupled with a proactive routing protocol, 
if, for example, the proactive route updates also implement the resource discovery mechanism required 
by the AC module. 
When no routing information is known yet, coupled methods may also achieve shorter session admission 
times, because decoupled protocols must wait for both the separate route discovery and route testing 
phases to be completed. Furthermore, decoupled protocols often do not have such fine-grained control 
over the network resources as, they can only accept or reject whole routes at once, even if only a single 
node on a route has insufficient resources for supporting a session. A coupled routing protocol that is 
considering a session's admission may route around a node with insufficient resources. 
Stateful vs. stateless protocol: the term "stateless" is a slight misnomer, since state information 
relating to data sessions is still stored at source nodes, and often destination nodes. However, in- 
termediate nodes on a route axe spared from the burden of storing and managing such information. 
They save memory and their operation may be less complex due to being able to do without signalling 
functions to reserve and release resources. Furthermore, they are often suitable for decoupling from 
the routing protocol since they do not require knowledge of intermediate nodes on a session's route. 
Finally, if no state information is stored, and no other functionality is required at intermediate nodes, 
the protocol becomes easier to deploy, since it only needs to be installed at end nodes. 
However, without storing state information at all nodes on a route, intermediate nodes cannot make 
any decisions that require "memory" about the status or experienced QoS of individual sessions. Also, 
resource reservations cannot be made at intermediate nodes, and therefore there is a time window 
between a route being tested and the session beginning to use it, during which another session could 
be admitted to use the same resources. 
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Proactive vs. on-demand vs. passive resource state discovery: as, discussed in Section 2.1, due 
to the shared nature of the channel, admitted traffic impacts and is impacted by a larger set of nodes, 
than merely those on a session's route. Several methods of discovering the resources of the impacted 
nodes, to decide if a session can be admitted, were detailed in Section 2.6. As briefly mentioned 
previously, there are several pros and cons of each approach. With regard to proactive vs. on-demand 
methods, the pros and cons are partially the same as for routing protocols. Typically, the overhead 
is greater for proactive approaches, since resource states are discovered regardless of whether or not 
the information is required. Highly dynamic topologies, where the demand for updates may be more 
frequent than then the frequency of the proactive information dissemination, are an exception to this' 
case. Also, the scalability problems of proactive routing protocols are not inherited because, regardless 
of the network size, only transmissions in the vicinity of a node affect its residual capacity. Hence, 
resource information is not sent about every node to every other node. 
During connection establishment, the proactive approach avoids the latency associated with on-demand 
querying of the cs-nei, (, r , hbourhood resources. However, it may be argued, that on a human- perceived timescale, the latency, which will clearly be less than a second to exchange some resource state informa- 
tion, is quite tolerable. A wait of a second or two to establish a video or voice connection is normal and 
acceptable. Also, within the range in whicli the neighbour information is forwarded, beacon packets' 
implement a form of proactive route discovery. Therefore, packets employed for resource information 
dissemination can also be used for other purposes concurrently. 
The passive approach avoids the overhead of the two active approaches but is only applicable. for 
"discovering", the available capacity of cs-neighbours in a CSNIA CA-based network where neighbours' 
transmissions determine the residual capacity. Resources such as the residual buffer space or battery 
charge cannot be "discovered", merely by monitoring the channel. The passive approach also cannot 
include information about future resource use, sucli as resource reservations at cs-neighbours, in its 
capacity estimation. Finally, this approach has inherent inaccuracies, as discussed in Section 2.6-3. 
Size of impacted area to consider: precisely determining the radius within which to consider 
the impact of the interference, and thus the ratlius in which to discover neighbour resources, requires 
accurate knowledge of the signal propagation characteristics and the distance to and traffic carried 
by all affected nodes. Acquiring this knowledge is usually impractical and therefore the area must be 
approximated somehow. The size of the area which is considered to impact and be impacted by a data 
session is also a design choice. Considering a larger set of nodes may incur a greater overhead and/or 
may falsely include nodes which are not impacted, resulting in overly-conservative admission decisions 
and hence low network utilisation. Including only a small set of nodes may ignore some sources of 
interference, resulting in attempted over-utilisation of resources. Some examples were provided in 
Section 2.6. Some aspects of the accuracy achieved by employing various discovery radii were studied 
in [691. 
Approach to failures: naturally, this should depend on the requirements of applications. However, 
AC protocol designers often treat QoS requirements with various degrees of stringency. For example, 
some simply state that if there is a route failure, nothing can be done but to pause the affected sessions, 
even if their throughput guarantee is violated. At the other extreme, sessions may simply be re-routed 
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to any known intact route. The former approach ensures that only those sessions are affected whose 
routes have failed. The latter approach does everything it can to uphold those guarantees which are 
most endangered, even if it means introducing some risk to the QoS of other sessions. This could happen 
when the resources of the alternative route have not been recently tested, for example. Therefore, one 
trade-off lies in whether to adopt a low-risk strategy and accept the violation of those QoS guarantees 
for which it is highly likely anyway, or to try to "save! " those guarantees but introduce some risk to 
others. 
Another problem arises when, due to mobility, the reconfiguration of network topology or resource 
availability results in there being no suitable routes to serve all previously- admit ted sessions. In the 
case where there is no best-effort traffic whose pack-et-sending rate can be reduced to free tip resources, 
as is assumed in this thesis, one of a selection of QoS conflict resolution measures must be applied 
[82]. The related trade-offs lie in how much risk to impose on all sessions versus how many user 
sessions to sacrifice, as well as in which sessions to sacrifice. For example, the session using the most 
resources, or the least resources may be rejected or have its capacity allocation reduced [821. Other 
rejection schemes, may focus on the newest, or oldest session, or on leveraging loose delay constraints, 
as discussed previously in this section. 
2.8 Metrics for Protocol Evaluation 
2.8.1 General 
The metrics listed in this section can be applied to the e, %-aluation of all types of protocols. However, 
care must be taken to expose which protocol (routing or AC) is responsible for which aspects of 
performance. For example, a representative range of parameter settings should be explored while 
other settings are kept the same to expose the effect of any single protocol's behaviour on the metrics. 
Firstly, all of the achieved values in terms of the metrics used for QoS requirement specification 
(Section 2.3) can be used for evaluation, namely, average end-to-end throughput, delay, delay 
jitter and PLR. Throughput jitter may also be investigated, although care is needed to differ- 
entiate jitter in throughput due to variations in the sending rate, from the variations caused by 
congestion or other phenomena in the network. Note that the metrics evaluate different aspects 
of performance for different types of protocols. For example, low PLR and high throughput for a 
routing protocol indicate good responsiveness to route failures. For an AC protocol, they imply 0 
accuracy in admission decisions; 
Protocol overliead per delivered data byte: usually defined as the number of overhead 
bytes transmitted, where each re-transmission is counted separately, normalised by the number 
of data bytes delivered to their destinations [831. This provides a measure of the overhead cost 
of each data paý- -et. Again, care should be taken since the value of the metric will also depend 
on the size of the area the network is confined to, and the traffic pattern, both determining the 
average number of hops packets must traverse. This metric will be referred to as the normalised 
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protocol overhead (NPO), where a value of 1 means that 1 byte of overhead was transmitted for 
each byte of data delivered; 
Collision ratio: counting the percentage of transmissions that end in collisions can be a useful 0 
measure of a congest ion-aware routing protocol's ability to avoid congestion and an AC protocol's 
ability to avoid false admissions. Howevez, it is also influenced by fading, and node mobility, 0 
when transmitters move into interference range. 
Normalised MAC protocol overhead and transmission efficiency: the ratio of the number 
of bits sent as NIAC control frames to the bits of user data transmitted. This translates to 
an overhead cost per data bit. Example of use: [831. Alternatively, later in this work, we 
combine the aforementioned two metrics and count all unsuccessful (unacknowledged) data frame 
transmissions as overhead as well, to define a MAC layer normalised transmission efficiency (NTE) 
metric. Frames may not be acknowledged if the data frame collides, or the channel quality 0 degrades during transmission. In the case of many collisions, the NTE metric also indirectly 
reflects the ability of the AC protocol to avoid false admissions; 
9 MAC layer energy efficiency: can be defined with the aid of the previously-listed metric by 
converting it into a ratio of useful energy transmitted, to total energy expended; 
* Energy cost: may be memured as the total enera expended per data paelcet, but this is 
essentially a different way of expressing the previously-listed metric. 
2.8.2 QoS-Aware Routing 
Route discovery success ratio: given that a route exists, what fraction of session requests 
were served in terms of finding a route for them. Again, if QoS constraints are specified, it may 
not be the fault of the routing protocol if no route is found, since inadequate node resources 
might be the cause; 0 
Route discovery and maintenance overhead: as discussed previously, there is a related 
trade-off between reactive and proactive protocols and between overhead and optimality. As 
opposed to the general overhead metric, this focuses the evaluation only on the overhead incurred 
by maintaining end-to-end connections and not on the maintenance of resource state information; 
Route discovery latency: bearing in mind that this metric may also be affected by the level of 
node mobility, connectivity and congestion, it can provide a useftil comparison between various 
types of route discovery mechanisms; 
2.8.3 Admission Control 
In terms of metrics, an AC protocol's task is essentially a balancing act. On the one hand, it aims to 
serve as many users, and therefore to admit as many sessions as) possible, while utili,. -,, iiig the network's 
resources fully and efficiently. On the other hand, any inax. -curacy in the admission decisions can result in the pledging of more resources than are available, leading to false admissions. It is much easier to 
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provide a high QoS to admitted sessions if the network is under-utilised, and resources axe abundant, 
because then the risk of congestion is averted. However, this way results in low efficiency in terms of 
energy consumption and overhead and a wastage of network resources. Re ecting a session which could i0 
have been served without unduly degrading the QoS of previously admitted sessions may be termed a 
false rejection. 
In summary, metrics for evaluating AC protocols should reflect this inherent balance, and possible 
trade-off, between the probabilities of false aklmissions and false rejections. Thus, metricss can be 
categorised according to whether they measure the protocol's ability to utilise resources or its ability 
to satisfy applications' QoS requirements. Although most AC protocol designers tend to demonstrate 
their protocol's effectiveness by showing traces of throughput and/or delay versus time, this only shows 
the small-scale performance of the protocol. Aletrics are needed for quantifying the performance of 
large- (time and space) scale systems. Some suitable metrics are as follows: 
Capacity utilisation: the average fraction (over time) of the network's capacity that is utilised 
by data traýic. A large number of false rejections leads to a low capacity utilisation. However, 
the capacity of wireless networks with random topologies can be difficult to quantify. Therefore, 0 
researchers often use the aggregate network throughput to reflect the level of capacity utilisation, 
e. g. [201. Admittedly, the aggregate throughput is a subjective metric mid thus cannot be used 
to compare results from different networks, only for comparing results, for different protocols 
operating in the same network with the sune offered traffic load; 
Session admission ratio (SAR): the ratio of data sessions admitted into the network to 
the total number requesting admission. This metric may be used because of the difficulty in 
estimating capacity utilisation efficiency. As opposed to the aggregate throughput, it reflects, the 
number of data sessions served. It exposes the ability of the AC mechanism to discover available 
resources and utilise them. However, note that the ability of the underlying routing protocol 
to find suitable routes may also affect the SAR. For given network and traffic configurations, a 
protocol achieving a higher SAR., while not degrading the experienced QoS of applications, can 
be considered better. The weakness of this metric is that it depends on the offered traffic load 
and the absolute network capacity. Better metrics are proposed later in this thesis; 
False rejection ratio (FRR): the number of false rejections normalised by the number of 
rejected sessions or admission requests. In practice, the FRR is difficult to quantify, since whether 
a rejection is deemed false or not depends on the instwitaneous states of resources mid a session's 
requirements. Evaluating a protocol's FR. R would require each admission decision to be compaTed 
to a global view of the network resources, and thus it cannot be accurately undertaken on a real 
system, only in simulation; 
False admission ratio (FAR): the number of false admissions normalised by the number of 
admitted sessions or admission requests. Akin to the FRR, this metric is difficult to quantify, but many other methods are available for indicating the level of resource over-pledging. One 
could measure the average proportion of packets (e. g. for delay) or the fraction of time (e. g. for 0 throughput) for which the required QoS was not upheld. In [201, the FAR is illustrated through an 
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"actual network throughput minus the total throughput promised to admitted sessions, " metric. 
However, both the FAR and FRR metrics are also affected by conditions outside of the AC 
protocol's control, such as route failures mid channel-induced bit errors; 
Session completion and dropping ratios (SCR/SDR): the ratio of the number of data 
sessions completed to the application's satisfaction, or dropped before being terminated by the 
application, to the number of sessions admitted into the network. Intuitively, SDR =1- 
SCR. The QoS requirements and experienced QoS of a session can be used to define the session 
completion and dropping conditions, as shall be exemplified in this thesis, and as discussed in 
our work in [101. The SCR and SDR can then easily be monitored and can partially reflect 
the accuracy of admission decisions. Unfortunately, again, these metrics are affected by factors 
outside of the protocol's control, but can be used to monitor how well the protocol copes with 
these. 
2.9 Admission Control Protocols Decoupled from the Routing Pro- 
tocol 
This section provides brief overviews of most AC schemes that were proposed for 802.11-based multi- 
hop NIANETs, whose operation is not coupled with any particular routing protocol. Section 2.10 and 
this section jointly cover most unicast AC protocols that were published in the open peer-reviewed 
literature mid which are designed for multi-hop, MANETs operating with a contention-bmed NIAC 0 
scheme (typically 802.11). The AC protocols described in this section all assume that a route for a 
requesting session has been discovered prior to testing its resources. 
2.9.1 Stateless Schemes 
This sub-section deals with AC schemes that are stateless, and do not store any information regarding 
data sessions at intermediate nodes. They treat the route as a "black bwe' and admission decisions 
are made based oil "probinfý' of the route by previously-adinitted data traffic, or by dedicated probe 
pawkets. Figure 2.8 illustrates the relationship between the functional blocks typically involved in such 
an AC scheme. 
The authors of [841 introduced (besides a rate control scheme) an AC mechanism for -stateless' wireless 
ad hoe networks (SWAN-AC). When a new data session requires admission, a probe packet is used to 
test a pre-discovered route. Ead- i node forwarding the probe on the route estimates the amount of extra 
traffic (above its current load) it can support by using an analytical model to predict the level of traffic 
that , Nrould trigger excessive parl-et transmission delays at the INIAC layer. The bottleneck- achievable 
throughput on the route is stored in the probe packet header, updated by each node if necessary, 
and returned to the source node, which admits the requesting session if the route can support its 
throughput requirement. 
If a node detects congrestion-related conditions, such as its buffer beginning to fill up, due to re-routing 
or false admissions, it begins to mark data packets as having experienced congestion. The destination 
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Figure 2.8: Simplified functional block diagram of a routing-decoupled, stateless admission control 
scbeme. Such schemes typically require no functionality at intermediate nodes, although some protocols 
may make use of some traffic monitoring and packet marking functions. The arrows represent the tj 0 passing of data and control packets between modules. 0 
notifies the source on receiving such labelled data packets. The source then attempts to re-admit the 
session after a random amount of time. 
Since all protocol decisions are made based on the current status of traffic and commands are 
delivered via packet headers, it is clear that the storage of state information at intermediate nodes is 
easily avoided. 
The works in [64,851 describe various versions of another route-probing based scheme called distributed 
admission control for NIANET environments (DACME). As opposed to SAVAN-AC, the bottleneck 
capacity is not updated by each node, rather the achierable QoS on a given route is estimated by means 
of a set of back-to-back probe packets. In [641 methods are described for estimating route capacity, 
end-to-end delay, and delay jitter, when DAGME is operating with a single-path routing protocol. In 
[851, the emphasis is on throughput-constrained applications only, but a multi-path routing protocol 
is considered. The authors state that the optimal operating environment for DACNIE is based on an 
EDCA INIAC scheme, but it can also operate with a non-QoS-a, %-,, are TNIAC [641. 
In DACNIE, a route's residual capacity is estimated based on the average inter-arrival time between 
the probe packets sent from the source of a session. The end-to-end delay is determined to be half of 
a probe/probe reply's round-trip time. Jitter can be estimated, again, by the probe packets. For this 
purpose, the source explicitly notifies the destination of its packet-sending rate, so that the expected inter-packet interval can be calculated. Alternatively, if there is already traffic on the path, jitter is 
estimated based on that experienced by data packets. In any case, once the achievable QoS in terms 
of a particular metric has been estimated, the destination informs the source node, which can make 
admission decisions. 
The route-probing sclieme of DACME makes it suitable for combination with a multi-path routing C31 protocol. In [851, an extended version of DSR [861 (see also Section 2.2-2.3), multi-path DSR Q%IDSR) 
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is employed. This allows it discover more routes than DSR by for-, varding RReqs, even if they have been C3 
previously seen, a. 9 long as they arrive from different upstream nodes compared to earlier-seen copies. 
Nfultiple RReps are returned to a session's source and all discovered routes are cat-lied, regardless of 
their nodes' resources. 
The ! %1DSR protocol splits the traffic of a session over at least two routes, increasing robustness. In 
order to be able to react quickly to failures, known routes are probed as soon as possible. This way, 
by the time a failure occurs, the adiievable throughput on various paths is already known. A decision 
on whether an affected session can be re-routed, or should be dropped, can thus be made quickly. A 
weakness of this approach is that, until traffic is actually being caxried on the two routes, there is no 
way to predict the effect of the inter-route interference on the achiex-able QoS. Owing to this inter- 
route interference, the achim-able QoS could be much lower than that predicted by the probing scheme. 
As opposed to using probe packets, the passive measurement-based AC (PMAC) protocol, presented 
in [8 7], makes decisions based on the measured PLR and end-to-end delay experienced by data packets. 
In this s(lieme, assuming a route is known, when a session request first arrives, the source node marks 
ea, ch data packet with a sequence number and a time-stamp (assuming a global clock). Initially, the 
packets are simply admitted and the destination node monitors the average end-to-end delay using 
the timestamps and the time of each packet's receipt. It also monitors the PLR by examining the 
sequence numbers to see which pack-ets are missing. Newer measurements are weighted with greater 
importance than older ones. From these values, a "route severity" metric is calculated. On any (iiangeq 
greater than a threshold, the severity value is reported to the source node. In this way, eacli source 
and destination pair knows the level of QoS it can expect on the route between them in terms of delay 
and PLR. Such route severity information is accumulated for various types of data sessions. A node 
chooses to reject or admit new sessions based on these values and the session's QoS requirements. 
Advantages of PNIAC, which are not common to this whole category, are the consideration of multiple 
QoS metrics and the fact that no extra overhead packets are introduced as part of the AC procedure. 
However, there is an inherent delay in reporting QoS violations. This can lead to false admissions 
and/or false rejections of new sessions. Furthermore, on network start-up, it takes some time for 
sufficient information to be collected for AC decisions to be made for each class of traffic and by each 
source-destination pair. 
Common Advantages and Drawbacks 
The lack of state information storage at intermediate nodes means that the protocols discussed in 
this section save memory and their operation can be less complex, as mentioned in Section 2-7. With 
the exception of SNVAN-AC, intermediate nodes do not even need to implement any of the protocol's functionality, since all protocol operations are performed at the source and destination nodes. It also 
makes protocol deployment easier if intermediate nodes require only the standard routing functionality. As disadvant ages, the lack- of reservations at intermediate nodes, and their reduced capabilities due to the lack of state information, were also mentioned in Section 2.7. A further problem with the discussed 
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Figure 2.9: Simplified functional block diagram of a routing-decoupled, stateful admission control 
scheme. Stich sd- iemes typically require reservation signalling functionality at most nodes, as well as 0 session state. management at intermediate nodes, but use pre-discovered routes. The arrows represent the passing of data and control packets between modules. 
approaches is that the caparity of the route upon which admission would occur is considered, but the 
probes cannot assess the a%-ailable capacity of cs-neighbours of the route. Therefore, the admitted 
traffic might cause QoS constraint violations at the cs-neighbours. 
2.9.2 Stateful Schemes 
This section considers AC methods which are, again, decoupled from the routing protocol, but they 
do store state information at intermediate nodes. Figure 2.9 illustrates the relationship between the 
functional blocks typically involved in such an AC scheme. 
The in-band signalling in ad hoc networks (INSIGNIA) framework is presented in [88]. The framework 
specifies several traffic management mechanisms, but in keeping within the scope of this- thesis, we focus 
on the AC-related operation. 
The term 'in-band signalling' refers to the carrying of control information in data packets headers, as 
opposed to in separate control packets. With INSIGNIA, applications can specify a bmic level of QoS: 
the minimum throughput they require, and an enhanced level: the maximum they can benefit from. In 
fact, INSIGNIA admits all data sessions, but its AC mechanism determines whether the admission is 
on a best-effort, basic QoS, or enhanced QoS basis. A session's data packets carry resource reservation 
requests to intermediate nodes. Nodes reserve resources and mark packet headers according to their 
residual resources and the QoS they can support. The destination notifies the source node about the 
lowest common level of service supported by the nodes on the route. The source notifies all nodes of 
the level of service the session will then use, so that unused resources can be freed. Reservations are 
stored as soft state and hence they are also erased if not periodically refreshed by data packets. 
Network dynamics are easily coped with by the in-band signalling inedianism. Increasing interference 
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dile to mobility, leading to lower residual capacity, is detected by intermediate nodes, which notify the 0 destination of the new QoS they can support. The destination in turn informs the source node that 
it should adapt its sending rate. Route failures are left to be dealt with by the underlying routing 000 
protocol, and data packet headers are again used to set up resource reservations at the new intermediate 
nodes after re-routincg. 
This protocol requires little overhead to operate and can adapt quickly to network dynamics. 
However, it is rather lenient in terms of AC, as even "rejecte(r" sessions are still admitted, albeit at a 
best-effort level of service. The problem is that best-effort traffic still consumes network resources 
and imposes interference upon cs-neighbours. Therefore, INSIGNIA is not suitable for supporting 
applications with more stringent QoS requirements. Due to its decoupling from the MAC and routing 
protocols, the method of estimating available resources is not specified. It is therefore assumed that 
this could be done via the CITR and/or queue size monitoring. 
A rather unique approac i to AC is presented in [891. The protocol it is part of is referred to as the 
QoS protocol for ad hoc real-time traffic (QPART). Initially, QPART admits all traffic automatically, 
and assigns it a low priority. Each session's priority is increased periodically. Each node monitors 
the CITR at the INIAC layer and each traffic priority level is mapped to some specific CITR threshold 
level, with higher priorities being mapped to lower thresholds. If a given CITR threshold is reached, 
indicating decreasing node resources (available capacity), all sessions that are being carried, which 
have the corresponding priority level, are rejected. Therefore, QPART implements a form of reverse 
AC since the admission decision comes after a session has started. 
The first data packet of a session informs intermediate nodes of its QoS requirements. QPART attempts 
to satisfy these requirements via an algorithm similar to the EDCAF [71 scheme (see Section 2.2.1), 
except that it is at the network layer. All data sessions have their own virtual queue and contention 
window size and data packets contend internally at each hop for the opportunity to be passed down 
to the packet scheduler which will send them down to the MAC protocol. For delay-sensitive sessions, 
the end-to-end delay bound is divided by the route length to determine the node traversal time limit. 
If packets of a session exceed this limit, its virtual contention window size is decreased. If the, expe- 
rienced delay is lower than required, the window size is increased. Similarly, for throughput-sensitive 
applications, the packet sending rate relative to its requirement determines the session's virtual queue 
size, and the contention window size is adapted based on this. 
This protocol ensures that sessions which cannot be supported axe quickly rejected and that 
older sessions are less likely to be rejected. The authors argue [891 the case for rejection 
after admission by saying that the achievable QoS is difficult to predict accurately and the 
guarantees made could be quickly invalidated by mobility anyway. Therefore, it is better to 
avoid creating the overhead used for node resource discovery. Indeed, QPART is, completely 
overhead-free, except for some small header extensions on the first few data packets of a session. 
The virtual contention window adaptation scheme dynamically adjusts the chance of packet 
transmission based on a session's experienced QoS and its requirements. On the other hand, 
this scheme is more suited to applications which can tolerate frequent, albeit short-term, drops 
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in QoS, since traffic is admitted without knowing if it will cause disruption to the QoS of other sessions. 
The work in [90,911 detailed a unique capacity allocation model for a network handling sessions, with 
heterogeneous priorities and a protocol that makes use of it called 'Multi-Priority Admission and Rate 
Control (MPARC). In a manner somewhat similar to the 802.11 standard's EDCAF [7], the model 
as, sumes that different classes of data are differentiated by their minimum contention windows, and 
also by their unique frame sizes. It is a: siimed that each node carries only one class of data, though 
the classes may vary between nodes. The amount of capacity available to eadh node then depends on 
the traffic loads, minimum contention windows and frame sizes of all nodes in its cs-range. 
Each node broadcasts periodic beacons containing all of this information. INIPARC assumes that the 
es-neighbourhood radius is three hops. The aforementioned information on all of a node's two-hop 
neighbours is included in its beacons. This way, each node learns all that is necessary to calculate 
the amount of capacity it can allocate for real-time sessions without unduly disrupting the QoS of the 
traffic carried by the nodes, in its cs-neighbourhood. 
The aim of NIPARC is to ensure that no admitted session degrades the throughput of previously 
admitted sessions with an equal or higher priority. However, the throughput of lower-priority sessions. 
may be degraded. 
MPARC can utilise any ad hoe routing protocol, such as, DSR., for route discovery. Also, existing 
signalling protocols, such as INSIGNIA, are suggested for use in reserving and freeing resources along a 
route. Once a route for a QoS-sensitive session lias been found, IMPARC attempts to make soft capacity 
reservations, along it using a reservation request packet. The request only reaches the destination, 
and hence the session is only admitted, if the available capacity of each node, determined by the 
aforementioned model, is sufficient to support the session. 
Since MPARC is not involved in routing decisions, it does not provide features for dealing with 
route failures. However, its designers suggest rejecting lower priority sessions in the case of 
unexpected interference due to mobility. Also, unlike the other decoupled protocols, it benefits 
from routing knowledge, suci as the number of hops on the route, allowing it to factor the 
levels of intra-route contention into a session's capacity requirement. Moreover, it pro-actively 
discovers the resources of nodes neighbouring the session's route. Although this incurs significant 
overhead, it allows NIMPARC to ensure that an admitted session does not consume too much 
of its cs-neighbours' resources. Another advantage of NIPARC over the other protocols in 
this survey is its at. -curate consideration of the capacity that should be allocated to data ses- 
sions depending on their priority. Its shortcomings that are common to this category are discussed later. 
In [921, the priority-based distributed flow AC (PDAC) protocol is proposed. It builds upon the flow-state extensions of the latest version of DSR [811. Once. a route has been discovered by DSR, flow state information may be established at each node on the route to avoid the need to include 
the source route in each data packet header, thereby reducing overhead [811. PDAC employs, the flow state establishment packet to carry an admission request and test a route's available resources, 
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namely capacity. Each node's capacity may be estimated by the MAC protocol, based on the CITR. 
Alternatively, if the designer wishes to avoid cross-layer interactions, the raw channel capacity can be 
shaxed equally between a node and its interference-afflicting neighbours. In PDAC, each data session 0 C5 
is assigned a priority based on its QoS requirements. Each node only forwards the admission request 
if it has sufficient available capacity, or if it can make sufficient capacity available by rejecting sessions 
that are of a lower priority than the new requesting session. If the request reaches the destination, a 
response is returned to the source. This triggers the rejection of lower priority sessions as required, 
whose source nodes are notified. Soft-state capacity reservations are also made at the intermediate 
nodes. 
The main advantages of PDAC are its ease of implementation with the existing DSR protocol and 
its low overhead. The authors of [921 state that they are aware of CACP's [201 (discussed in Section 
2.6.1) testing of the capacity of cs-neighbours, but choose not to implement a similar mechanism in 
order to reduce protocol overhead. This may result in false admissions. PDAC's further drawbacks are 
discussed below. 
2.9.2.1 Common Advantages and Drawbacks 
For the most part, the positive and negative traits of stateful schemes, as opposed to stateless ones, 
are as discussed in Section 2.7 and the opposites of those stated in Section 2.9.1.1. To elaborate with 
examples, the protocols described in this section were able to reserve resources by storing session state- 
related information at intermediate nodes. Especially in the case of the heterogeneous priority-aware 
protocols, 'IMPARC mid PDAC, this made them more versatile. For example, it allowed them to hold 
back resources from general network traffic, then transfer the right to their use when a more important, 
higher priority session required them. In the case of NIPARC, state information storage allowed it to 
manage the amount of capacity allocated to nodes within each others' cs-neighbourhood sets. In the 
case of QPART, it enabled the dynamic fine-tuning of each session's QoS through its virtual contention 
window at ea(li node on the route. Statefulness also allowed INSIG NIA- implementing intermediate 
nodes to remember what level of QoS had been promised to various, sessions. Utilising a stateless 
approach, none of these features could have been implemented. 
2.9.3 Common Advantages and Drawbacks of Routing-Decoupled AC Schemes 
Due to them being decoupled from routing decisions, most of the. AC procedures in this category benefit 
from the versatility of being able to operate in conjunction with any routing protocol. Furthermore, 
since AC decisions are based on the QoS experienced by packets on a pre-selected route, with the 
exception of NIPARC, these protocols are not burdened by the consideration of the impact of using 
the route on the nodes surrounding it. This save-s the often broadcast-natured overhead that is usually 
incurred by protocols testing the resources of neigrIlbouring nodes. At most, protocol overhead consists 
of a few small probe packets or data parket header extensions per requesting session. However, not 0 testing cs-neighbour node,, s means that there is often no attempt to ensure that a newly-adinitted 0 
session does not cause so much interference that their traffic is starved of diannel access opportunities. 
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Figure 2.10: Simplified functional block diagram of a routing-coupled, stateful admission control 
scheme. Such schemes typically require almost full functionality at all nodes in order to manage 
session states, make admission decisions and inform the source and destination nodes of these. Also, 
the admission control module influences routing decisions. The arrows represent the passing of data 
and control packets between modules. The difference between this figure and Figure 2.9 is that the 
routing block is shown ass being attached to/coupled with the set of modules comprising the AC scheme. 
Furthermore, methods relying on'ýprobe! `-type packets to establish a route's residual capacity through 
delay measurements cannot take into account the level of intra-route contention that would occur when 
forwarding the application's data packets. This obviously results in a session's capacity requirement 
being under-estimated, mid thus possibly, false admissions. Finally, decoupled protocols are forced to 
rely on the routing protocol to recover from route failures, which usually means that the admission 
process must start from the beginning each time a session is re-routed. The other pros and cons of 
decoupled. approaches were discussed in Section 2.7. 
2.10 Coupled Admission Control and QoS-Aware Routing Protocols 
This section reviews most of the coupled QAR and AC schemes, that were published in the open 
literature and which were designed for 802.11-based multi-hop MANED-. A selection of indicative 
TDNIA-based schemes are also reviewed for the sake of improving the survey's breadth. 
2.10.1 Local Resource Estimation-Based Schemes 
The work in [931 proposes INORA, a combination of the t emp orally- ordered routing algorithm 
(TORA) [941, with the INSIGNIA framework, described in Section 2.9.2. In INORA, routing in- 
formation, modelled as an acyclic directed graph rooted at the destination, is assumed to have already 
been discovered by TORA. NIV'hen a session request arrives, the session is automatically admitted and 
the INSIGNIA component attempts to set up soft-state reservations. The data follows the directed 
graph set up by TORA. If an intermediate node detects that it hass insufficient available channel ca- 
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pacity (e. g. by comparison to the CITR) or its queue is full beyond a threshold level, it notifies the 
previous node on the route. The previous node then attempts to route the session via a different 
do,. vnstreaxn node. If all of the intermediate nodes' resources are sufficient to support at least the 
session's minimum required throucghput, reservations are set up along the path, as in INSIGNIA. 
While INORA is trying to find a suitable route, the session's packets are forwarded at a "best-effort" 
level of service. The routing table at each node is updated in order to map each data session flowing 
through it to the next hop node that can support the session. 
A more fine-grained AC and routing scheme is also proposed in the same paper [931. In this scheme, 
the difference between an application's basic and enhanced capacity requirements (see Section 2.9-2) is 
split into a number of levels or classes. This scheme is similar to the one described above, except that 
each node may inform the previous, hop of the level of throughput it can support. The previous hop 
then attempts to split the session over as many next hops as are required to fully satisfy the end-to-end 
throughput requirement. 
The main advantages of INORA over INSIGNIA axe as follows. Firstly, it can re-route a session 
locally if any nodes are found to be unable to support the session's throughput requirement. Secondly, 
multiple routes can cooperatively support the session. However, this is only under a simplified 
interference model. Since inter-route interference is not considered, akin to DACTME (Section 2.9.1), 
traffic from the same session, split over multiple routes, can degrade its own session's QoS through 
interference. Additionally, even though, as opposed to decoupled protocols, INORA can re-route 
sessions based on individual nodes' states of resources, it does not stop the routing procedure from 
discovering routes without testing their resources in the first place. As stated in Section 2.7, this can 
cause routing information to go to waste. 
The QoS-aware extensions [63,951 to AODV [431 laid the foundations, for the route request/reply- 
based admission decision procedure that prevails in most of today's AC protocols for multi-hoP 
NIANETs. These extensions specify that, if an application data session lia: constraints on the max- 
imum end-to-end delay or delay jitter it can tolerate, or requires a minimum level of throughput, it 
must specify these requirements, in a route request (R. Req) header extension when seeking a route,. An 
intermediate node receiving the RReq may only rebroadcast it if it can satisfy the QoS requirements 
specified in the header extension. Since a node may not have up-to-date information about the QoS- 
related states at downstream nodes, it should rebroadcast the RReq, even if it knows a route to the 
destination. 
Delay-constrained route discoveries are handled by having each node forwarding a RReq subtracting 
its "node traversal time" from the maximum end-to-end delay bound, until the RReq either reaches 
the destination or the difference between the delay bound and the accumulated node traversal times 
reaches zero. In the second case, the RReq is dropped and the requesting session is not admitted. If the 
RReq reaches the destination, that node replies to the source with a route reply (RRep). Throughput- 
constrained route discoveries proceed in a similar manner, except that the RReq only readies the 
destination if each forwarding node has sufficient available channel capacity to support the requesting 
session. In the RRep stage, the bottleneck channel capacity on the route is recorded in the RReP 
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header. On receiving the RRep, the source admits the session if the bottleneck acIlievable throughput 0 is adequate. A jitter constraint is handled in a similar manner again. 
Each intermediate node also stores the IP addresses of source nodes requesting various levels of QoS. If 0 
the node finds it can no longer support these requirements, an ICNIP QOS_LOST message is sent to 
the sources of any affected sessions. Source nodes receiving such a message may attempt to re-admit 
the affected sessions by seeking an alternative route. 
In fact, QoS-AODV is not considered to be an AC protocol, only a QoS-aware routing method. 
Indeed, the methods of estimating the node traversal times, and residual channel capacities are not 
specified in [63,951. However, QoS-AODV provides a frainework for RReq/RRep-based AC, since 
session admission is contingent upon finding a route that is able to satisfy its QoS requirements. The 
QoS-metric constrained route discovery mechanism described above shall henceforth be referred to as 
QoS-AODV-style route discovery. 
The admission control and simple class-based QoS system (ACSCQS) proposed in [961 incorporates, 
some simple extensions to QoS-AODV. NVe focus on its AC procedure. As in QoS-AODV, when 
searching for a QoS-supporting route for a new session, the RReq carries the session's throughput 
requirement. However, instead of also carrying its delay constraint, this is stored at the session's 
source. On sending out the RReq, the source sets a timer to expire after twice the session's delay 
bound. 
The protocol performs QoS-AODV-style route discovery, except that each intermediate node checIcs 
only that its residual capacity is sufficient as the condition for forwarding the RReq. The method of 
estimating the residual capacity is again not specified in [961, although we assume that it can be based 
on the CITR.. On receiving the RReq, the destination sends a RRep back to the source, which must 
arrive before the aforementioned timer expires, in order for the session to be admitted. 
Once the session is admitted, each intermediate node monitors the rate at which it is receiving the 
session's data. If this is less than the session's- specified minimum throughput requirement, a route 
error message is sent to the source, which must find a new route. The protocol also periodically verifies 
that the ".. sion's end-to-end delay requirement is being upheld. To do this, it sends it special type of 
RRep, which must be acknowledged by the destination. Again, if it does not arrive within twice the 
delay bound, the session must be re-routed. 
The ACSCQS provided some simple improvements over QoS-AODV, sucli as its initial method of 
testing the. end-to-end delay and continuous testing of the experienced QoS. However, as highlighted 
by later approaches, the AC procedure was overly-simplistic. The method of establishing a 
node's available capacity was, not specified. Other shortcomings are discussed at the end of this section. 
While many other works covered in this survey attempt to recover quickly from route failures, the 
authors of [611 argue that it is better to admit sessions only using routes that are likely rema-In intact for the duration of the session. To this end, a route robustness metric is defined ws a function of the 
expected time until one of the route's links fails due to signal fakling or node mobility. The average 
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time until fadingAnduced failure is assumed to be an exponentially distributed random N-ariable. The C5 
time until mobility-induced failure is expressed as a function of the weighted sum of the speeds of the 
nodes on the route, as well as of the node transmission range. 
The route robustness metric is incorporated into the robust flow admission and routing (RFAR) 
protocol, presented in [611. The aim of RFAR. is to maximise the network's "robust throughput", 
which depends on the notion that more credit should be given when a session is completed without 
interruption i. e. without violating its QoS requirements for its entire intended duration. To this 
end, QoS-AODV-style route discovery is employed, albeit conditions for forwarding the RReq are as 
follows. Firstly, the node's packet queue length must be below a threshold to aid in maintaining packet 
delay bounds. Also, for eac i class of data, a robustness threshold is set to the maximum tolerable 
probability that the route breaks before the requesting session ends. If, during route discovery, the 
cumulative robustness of the partially-discovered route indicates a route failure probability surpassing 
this threshold, the RReq is not forwarded. After receiving a RR, eq, a destination waits for a short 
period before replying on the discovered route comprising the fewest hops. 0 
Simulation results in [61] show that, due to the preference for robust routes, a much lower route 
failure rate is experienced compared to protocols such as DSR. While this does not increase the overall 
throughput of the network, due to the careful admission control, it does increase the robust throughput, 
where gaining credit for data delivery is contingent upon session completion. However, a particular 
limitation of this protocol is that it relies on nodes being able to estimate their own speed. To 
achieve this, they must be equipped with GPS receivers or some lo cation-det erminat ion system, and 
this may limit the application of this protocol. The RFAR protocol also does not explicitly check 
nodes' residual capacities, meaning that it could be unreliable in guaranteeing that generic minimum 
throughput requirements are upheld. 
2.10.1.1 Common Advantages and Drawbacks of Coupled Protocols that Consider Only 
Local Resources 
The main advantages of the protocols in this category are as follows. Firstly, with the exception of 
INORA, the resources of each node on a route are tested individually prior to propagating a RReq and 
prior to session admission. This means that there is a higher cliance that discovered routes will be able 
to adequately serve the requesting sessions, compared to decoupled approaches. Secondly, no overhead 
is incurred in collecting resource information from node neighbourhoods. However, this also means 
that, as in the previous, category, the potential impact of new sessions on nodes' cs-neighbours is not 
evaluated. Again, this could lead to QoS assurance violations. Although the protocols in this section 
are aware of routing information, they have not considered the effects of intra-route contention. This 
could be because they are designed without being coupled with a specific NIAC protocol mid hence do 
not assume 802.11's contention-based operation. 
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2.10.2 On-Demand Resource Discovery-Based Schemes 
The protocols described in this section test the resources of not only the nodes on a route, but also 
those of neighbouring nodes that mkv be impacted by the admission of a new data session. This 
testing of the impacted region of each node, within its cs-range, is performed on-demand, and only if 
the resources of the node itself are adequate to support the requesting session. 0 
The work in [20,211 is considered something of a landmark in the design of AC protocols, for MANETs, 
since it is cited in most papers in the field that were published after it. It is in this work, that, to the 
best of our knowledge, an AC protocol first te. sted the cs-neighbours of a route as a prerequisite for 
session admission. 
The proposed contention-aware admission control protocol (CACP) is combined with a source routing 
protocol similar to DSR [861. Admission control takes place in two stages. When a session requesting 
admission arrives at a source node, a QoS-AODV-style route discovery is triggered. However, instead 
of next-hop routing, source routing is employed in order to pin sessions to the exact routes on which 
sufficient resources for them have been discovered. Nodes monitor the CITR and only forward the 
RReq if they have sufficient available capacity for the session, given the intra-route contention on the 
partially-discovered route up to this point. 
On reaching the destination, the route in a RReq is cached for a short time. Thus, if multiple RRe. qs,, 
reach the destination on different routes, several routes are cached. One route is selected, such ivs the 
first one to be discovered, and a RRep is sent on this route back to the source. Each intermediate node 
receiving the RRep again tests its local available capacity. This is done becausse, with full knowledge 
of the discovered route, the level of intra-route contention can be more accurately determined. 
The. cs-range is assumed to be equal to the length of two hops. At each node, if the local capacity test is 
passed, the RRep is cached for a short timeout period, and the node's cs-neighbours' residual capacities 
must then also be tested. Three. possible methods are proposed for this in [201, CACP-Multihop and 
CACP-Power, which were described in Section 2.6.1, and CACP-CS, which was described in Section 
2.6.3. 
With CACP-Multihop and CACP-Power, the AdReq carries a copy of the session's potential route 
that is stored in the RRep packet. On receiving an AdReq, a cs-neighbour calculates its contention 
count, by checking its cs-neigThbour cache to see how many of its cs-neighbours are also transmitters on 
the route that the session is requesting admission on. The es-neighbour set is learnt by promiscuously 
receiving all packets transmitted on the channel, in a manner akin to the way DSR snoops on routes 
used by its neighbours [861. 
If any AdReq-receiving node determines that, its capacity is insufficient to admit the session on the 0 
selected route, it replies to the AdReq sender with an "AdReq denied7 (AdDen) packet. If an AdReq 
sender receives an AdDen within the RRep-caching timeout period, it drops the RRep and notifies the 
session's destination node. The destination then selects one of the other cached discovered routes and 
attempts to send a RRep to the source node along it. If no AdDen is received before the timeout, 
the R. Rep is forwarded towards the session's source node, which admits the session upon receipt of 
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it. The session is blocked if none of the discovered routes have sufficient residual capacity in their 
cs-neighbourhood. 
As discussed in Section 2.1, mobility poses a few challenges to AC protocols. To deal with unexpected 
interference, the authors of [20] suggest reserving a portion of each node's capacity. The problem 
lies in knowing how much to reserve. If too much is reserved, then the capacity is wasted. If too 
little, the method fails to avoid throughput degradations anyway. Secondly, when route failures occur, 
CACP must search for an alternative route. This is because, after the initial route discovery, only 
one RRep is returned to the source, and since the AC procedure is coupled with the route discovery 
process, the session cannot simply be re-routed to another known route. This inevitably leads to a 
lapse in throughput, its duration depending on the existence of alternative routes to the destination 
and the levels of congestion affecting the RReq/RR, ep propagation and capacity tests. To deal with this 
situation, CACP must lower the session's throughput requirement or pause packet generation/sending 
while a new route is discovered and tested. 
In summary, CACP was, to our knowledge, the first protocol to test the capacity of cs-neighbours 
outside the transmission ran(re as- a prerequisite to session admission. However, CACP does not deal 
well with route failures. While searching for a new route, it reduces the data rate of affected sessions,. 
This implies that CACP can only support applications with elastic throughput requirements. 
However, this is the smne assumption implicitly made in many of the previously-discussed protocols, 
which simply rely on the routing protocol to find a new route and then re-admit a session once it 
has been re-routed. The advantage of pausing the affected sessions over such previously-discus'sed 
protocols is that congestion at the breaking point of a route may be avoided. 
The work in [671 proposed an AC and reservation management protocol (ACRMP) with some opti- 
misations compared to CAM The first stage of AC consists of the same capacity-constrained route 
discovery process as: in CAM Again, a RRep is only sent along one discovered route, while the other 
routes are cached at the destination for a short period. The innovations are introduced at the RRep 
stage. The RRep packet is transmitted with a higher-than-normal power, like the AdReqs in CACP- 
Power. This allows all cs-neigjrib ours of an intermediate node to leam which nodes on the route are in 
their cs-range. The process wa: s discussed and illustrated in Section 2.6.1. Each time a node hears a 
RRep, transmitted with the higher power level, it increases its contention count for the corresponding 
session ID. If it detects that, given the new contention count, its residual capacity is not tsufficient to 
tolerate the interference the new session would impose, it sends a reject message to the RRep sender. 
This node, in turn, informs the destination node of the session rejection. The destination may attempt 
admission using another of the recent ly-discovered routes. 
If the RRep is not rejected, soft-state capacity reservations are set up at the cs-neighbours and at each 
node on the route, and the session is admitted. Periodically, a bit set in a data packet header instructs 
intermediate nodes to forward it using the higher poNver which results in the capacity reservations at cs'- 
neighbours being refreshed. The last data packet of a session is used similarly to erase all reservations. To recover from route failures, nodes attempt local re-routing at the point of failure. The admission 
process employed on the new section of route is as described above. 
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The advantages of this protocol over CACP are as follows. There is no need for a delay at 
each intermediate node while the cs-neighbours are queried, and overhead is saved compared to 
CACP-Nililltihop. Also, since the routing scheme is based on AODV, the source route is not carried 
in each data packet header. This, agrain, reduces the overhead, while the protocol is still able to 
calculate contention counts as accurately as CAM The reservation management scheme is also fast 
and efficient. The primary drawback of this scheme is the need for higgh-powered RRep and data 
transmissions which increase interference to cs--neighbours; and can cause a burst of collisions. 
The works in [91", 981 detail AC schernes that. rely on a node location-avrare routing protocol. It has 
long been envisioned [99] that node location information can reduce the overhead associated with 
route discovery, while maintaining the same chance of finding routes ass flooding-based route discovery 
schemes. The proposals in [97,981 both rely on the greedy perimeter stateless routing (GPSR) pro- 
tocol [991. This protocol assumes that all nodes know their location via GPS or some other location 
determination system. Each node transmits periodic beacons informing its neighbours of its ID mid 
position. 
When a source node requires a route to a destination, it is assumed that the approximate position of 
the destination is; learnt at the same time as its ID. The destination's position is included in the RReq, 
which the source node forwards to its neighbour node which is geographically closest to the destination. 
This process is-repeated by all nodes en-route to the destination. If this form of lo cally- optimal, or 
greedy, routing leads the packet into a void, perimeter routing is used to route the packet around the 
edge of the void, such that a route is always found in a connected network. 
The routing overhead is greatly reduced since the RReq is, always unicast to the next hop instead 
of being flooded. However, equipping all nodes. with GPS receivers may be prohibitively costly or 
complex. For this reason, the works in [97,981 assume the use of an ultra-wideband (UWB) physical 
layer [1001, which allows node positions to be approximated compared to some reference locations by 
emplo3ring triangulation techniques. 0 
In [971, the protocol we refer to ass QoS-GPSR (QGPSR) is described. This augments the GPSR 
protocol with QoS awaxeness and an AC scheme as follows. A RReq contains an application's packet 
error rate (PER) bound and delay bound, as well as its throughput requirement, if it has one. The 
RReq is, only forwarded by a node if the amalgamated packet error rate (PER) of the links traversed 
up to this point does not exceed the session's PER bound. The link PER estimates are based on the 
now discontinued 802.15.3a draft standard UWB physical layer specifications i. e. each transmission 
rate corresponds to a paxticulax PER bound requirement for a link to be established. Also, each 
node attempts to forward the RReq to the neighbour closest to the destination and rekuliable by 
a transmission rate higher than the ba-sic rate. Upon forwarding the RReq, a node updates the 
accumulated PER value and adds its own address to the discovered nodes list, similar to DSR- 
If the RReq reaches the destination, the second part of the AC process begins. Again, QGPSR uses the CITR as an estimation of nodes' available capacity. The intra-route contention is considered with the 
aid of the node location information for determining interfering sets of nodes. The destination forwards C31 an AdReq back towards the source node on the discovered route. Admission is blocked if a node does 
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not have sufficient capacity to support either the application's delay or throughput constraints, based 
on knowledge of the CITR and the intra-route contention. Each node also queries its cs-neighbours 
about whether or not they can tolerate the admission of the session using one of CACP's on-demand 0 
schemes, discussed above. The difference from CACP is that all cs-neighbours are required to reply 
explicitly, informing the querying node about whether or not they accept the session. CIj 
If any node refuses the admission of the session, it is treated in the same manner as a route 
failure, since, effectively, the rejecting node is unavailable to the session in either case. Under such 
circumstances, the previous node in the route is informed, which commences a route repair procedure. 
This proceeds in the same manner as, a partial route discovery. The previous session state information 
is explicitly erassed from the nodes in the route. 
The work in [981 proposes a protocol similar to QGPSR, which shall be referred to as statistical 
QGPSR (SQGPSR), for reasons to be explained. This work again assumes the same UWB physical 
layer solution and similarly, an augmented version of GPSR is employed for routing purposes. The 
main differences of SQGPSR. are in the type of traffic it can handle, and the method of establishing 
the achievable QoS and thus in making admission decisions. The traffic sources are assumed to be 
bursty with exponentially distributed random on and off times, and known average data generation 
rates during "on" times. The primary QoS metric is deemed to be the end-to-end delay. Based on 
the same principles that were discussed in Section 1.2, SQGPSR attempts to provide statistical delay 
guarantees by allocating sufficient transmission opportunities for eac i session along a multi-hop route. 
The primaxy aim is to ensure the probability of delay constraint violation is below a fixed bound. 
As opposed to QGPSR, SQGPSR does not check QoS constraints during route discovery. Admission 
control is implemented again in the RRep stage. The capacity requirement of each session is determined 
based on the average on/off times and its data generation rate. During AC, SQPSR again instructs 
route nodes to utilise on-demand querying of the cs-neighbours to request session admission. Each 
node uses information about the traffic loads of its cs-neighbours to determine how close the channel 
is to being saturated. 
As mentioned previously, GPSR employs beaconing to disseminate node position information. In SQG- 
PSR, beacons also contain the aforementioned traffic paTameters of sessions the beacon senders are 
carrying. For cs-neighbours outside the transmission range, nodes learn this information via explicit 
on-demand querying. The capacity model in [981, together with the cs-neighbourhood's capacity in- 
formation, is used to determine whether the traffic load including the new session would still allow 
the session's delay constraint to be satisfied with a given probability. Cs-neighhbours reply to the 
AdReq-sending node with either "admission accepted", or "admission refused" messages. If any node 
rejects the session, a route repair process is invoked, as in QGPSR. 
The advantages of QGPSR and SQGPSR compared to other protocols discussed in this chapter include 
the consideration of multiple QoS constraints, as well as the reduction in route discovery overhead owing 
to the node position information that, is wssumed to be available. Furthermore, multiple transmission 
rates may also be considered within the models presented in [97,981. The periodic beaconing employed 0 by GPSR and the explicit rejection or acceptance of sessions by route nodes' cs-neighbours increase the 
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overall protocol overhead after the reduction achieved by eliminating flooded route requests,. The overall 
impact of these features on the overhead depends on the frequency of route failures. However, the major 
limitation of these approaches stems from the assumption of a UWB physical layer. This is owed to 
the shorter range offered by UWB radios, partly due to the low level of the permitted transmission 
power. For example, while UWB provides) higher data rates than existing 802.11 modulation sd- iemes 
[7], the approximate range for the previously proposed and now discontinued UWB 802.15.3a standard 
was only 10m at 110'. %,,, Ibps [1011. Indeed, standardisation efforts involving UWB radio technologies for 
wireless networks were targeted at personal area networks [1001 and not larger-scale ad hoc WLANs 
for which 802.11x is suitable. This limits the applicability of protocols based on a UAVB physical layer. 
The common adrantages and drawbacks of on-demand resource-discovery schemes were reported in 
Section 2.6.1. 
2.10.3 Proactive Resource State Dissemination-Based Schemes 
2.10.3.1 Schemes Assuming Contention-Free MAC 
Works in [1021 and [241 propose similar ideas regarding QAR and AC in a CDTNIA over TDNLIA network. 
In such a network, nodes' clocks are assumed to be loosely synchronised via a distributed scheme. This 
enables time-slotting of the cliannel, with control and data phases in each time frame. For all the 
protocols discussed in this sub-section, nodes are assumed to periodically broadcast their slot and 
frame synchronisation and slot assignment information in the control phase. 
The protocol discussed in [1021 and [241 shall be referred to as capacity- aware routing in TD. NIA-based 
MANETs (CARTM). The residual capacity on a route is determined by the minimum link capacity, 
while the number of common free slots between two nodes determines a link's residual capacity. Fig- 
ure 2.11 shows an example time slot schedule. Since a node cannot transmit and receive at the same 
time, the computation of available capacity along a route while resolving a time slot schedule is an 
NP-complete problem [1021. To alleviate this, as well ass to foster greater spatial reuse, it is assumed 
that different CDNIA spreading codes tire utilised such that each of a node's neighbours use a different 
code for transmitting. This requires a distributed and dynamic code assignment scheme. The DSDV 
routing protocol (Section 2.2.2.1) is assumed to be used for routing and route capacity (time slot usage) 
information dissemination. 
In order to admit a session, a route with sufficient capacity must be found and reservations 
must be made at each node on the route. Re-routing after failures takes place according to 
DSDV'.,,, proactive mechanism. Aside from the excessive overhead of a completely proartive 
routing and residual capacity dissemination mechanism, this protocol can only use the short- 
est route to attempt session admission. If the shortest route cannot admit a session, it must be rejected. 
The above-described protocol is' further extended in [1031. In that work, the same CDMA over TDINMA NAIAC layer is assumed, but an on-demand source routing protocol is employed, instead of 
DSDV. This approach shall be referred to as on-demand CARTM (OCARTM). Multiple disjoint 
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Figure 2.11: An example time slot schedule along a three-hop route assuming that nodes outside 0 each other's transmission ranges utilise different spreading codes when transmitting and hence do 
not interfere with each other. There are initially six time slots free and hence the maximum usable 
throughput on this three-hop section of the route is limited by the length of two slots. Dark shading indicates slots used for transmitting, and light shading, for receiving. 
routes may be discovered by the RReq. The destination node replies on a selected route and attempts 
to reserve the necessary time slots on the way back to the source. If this operation fails due to 
another session reserving the required slots, or due to route failure, the destination is notified and 
another of the discovered routes is tested. If the reservation fails on all feasible routes, the requesting 
session is rejected. In case of a route failure, the two nodes that formed the broken link send a 
reservation release message along the remaining parts of the route to the source and destination 
nodes respectively. The source may attempt re-admission via a new route sear(ii. Reserved time slots 
are also released automatically if a node cannot use them for a timeout period due. to link quality 
degradation. 
The SINR and bandwidth-aware routing (SBR) protocol, with several enhancements, but based on 
the same MAC layer assumptions as above, is proposed in [521. In this protocol, -a minimum SINR 
requirement for adequate QoS along a route is also specified. This protocol utilises an on-demand 
routing strategy, akin to a simplified version of DSR. During the route discovery stage, the RReq-like 
search packet collects the list of discovered nodes, as well as the list of free slots that could be used 
for transmitting at each node. An intermediate node receiving the RReq determines the SINR from 
the last transmitter by using the total received power, including the interference and a fixed, known 
transmission power for the RReq packet. Using this knowledge, and Pussuming a particular propagation 
model, it is possible to determine the transmission power that the last-hop node would have to use to 
satisfy the application's SINR requirement. This power is time slot-dependent, due to the variations 
in the interference experienced in each time slot. Thus, a destination node receiving a RReq must 
determine how many time slots are free and can satisfy the SINR requirement along each route, in 
order to determine the usable residual capacity. If a particular route cannot satisfy the session's needs, 
multiple discovered routes may cooperatively be used to forward a session's data packets. 
An example is shown in Figure 2.12. In the RRep phase, the necessary time slots are reserved and 
transmission powers are assigned to satisfy the SINR requirement. 
A method called TicIcet-based, routing (TBR) is discussed in 1781. This approach utilises a similar 
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Figure 2.12: A simple example of the operation of the SBR protocol. A section of each node's time slot 
schedule is shown next to it. Dark shading indicates a slot used for transmission, and light shading, for 
reception. Unshaded slots are used by other data sessions. In this example, the throughput requirement 
of the source for its data session is two time slots. The route discovery and time slot assignment phase is over and slots 1 and 2 have been assigned at the source node for transmission. However, each 
of the two possible next hops have only two slots spare, and one must be used for receiving the 
source's transmission. The two available routes are used to serve the session's throughput requirement 
cooperatively, by dedicating one time slot each to transmission. The labels P1 and P2 illustrate the fact that different transmission powers are used in each time slot. As in previous TDINIA examples', forwarding nodes must be careful not to transmit in a slot in which their upstream node is receiving. 0 
ce 
Vest. 
Figure 2.13: A simple network topology showing a possible tick-et-based routing operating scenario. The source issues a probe with three tickets, whicli then splits as shown. The number of tickets assigned to a path is denoted by the number in brackets. Although the QoS states are not shown, the protocol 
operates by assigning more tickets to those patl-Ls which have a higher likelihood of satisfying the QoS 
constraints (delay or throughput). 
NIAC layer to the others discussed in this section, but includes several additional QAR features. A 
proactive protocol such as DSDV is assumed for maintaining routing tables and state information 
regarding end-to-end delays and residual capacities to each possible destination node. However, this' 
state information is assumed to be imprecise due to the dynamic nature of MANETs. Thus, when a 
session requires routing, the feasibility of routes must be checked. For this purpose, tickets are issued 
by the source node, where each ticket represents the permission to search one route. This avoids 
flooding a route discovery message throughout the network. Instead, the number of issued tickets-, and 
the manner of splitting tickets at intermediate nodes to direct the route search depend on the session's 
delay or capacity requirements, as well as on the last known state at each intermediate node regarding 
the achievable delay and capacity usable on the route to the destination. 
An example tich-et-based route search scenario is illustrated by Figure 2.13. Soft-state resource reser- 
vations are set up along a feasible discovered route. To increase reliability, several levels of redundancy 
may be used. In the most basic level, several disjoint end-to-end routes are identified. In -subsequent 
levels, capacity may be reserved at these node-s, as Nvell as on the primaxy route that is in use, or 
multiple copies of each data packet may be sent on multiple routes at once. Broken routes may also be 
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locally repaired by broadcasting a repair request to neighbouring nodes. Suc i nodes must check their 
achievable QoS, as well as their connectivity to the lost node, before informing the requesting node of 
their ability to repair the route. While this scheme can deal with either delay or capacity constraints, 
and avoids flooding when a QoS-satisfying route is required, this benefit may be counter- balanced by 
the requirement of a proactive route and QoS-related state maintenance procedure. 
The schemes discussed above. all utilise free time slots as a measure of residual capacity, and perform 
AC by admitting only those sessions for which a route with sufficient capacity is found. The advantages 
and drawbacks of utilising a TDMA or CDXIA-over-TDMA-based NIAC were discussed in Section 2.2.1. 
'I'Many of the reviewed approaches [24,78,1021 also depend on a proactive routing protocol, such as 
DSDV, to maintain routing tables and time slot information, thus incurring further overhead and not 
scaling well with network size. The papers utilising this scheme do not make clear how effective the 
overall protocol stack performance would be in a realistic, mobile, multi-hop network, although several 
state that low levels of mobility are assumed. 
2.10.3.2 Schemes Running Over 802.11 or an Unspecified MAC Protocol 
This sub-section covers approm-hes that assume a contended channel and hence cannot rely on time 
slots to quantify channel capacity. 
Within the category of content ion-based NIAC-based approad- ies, a certain group of protocols extend 
the QoS-AODV framework (Section 2.10.1) for admission control in various ways. To avoid repetitive 
discussion of their common features, these shall be listed here. Typically, nodes (and variably, their 
neighbours) along a route are tested for adequate capacity during route discovery. Each node only 
propagates the RReq if the requesting application's QoS constraints can be supported, as in QoS- 
AODV. Additionally, these more advanced protocols may require that the resources of each node's 
neighbours also meet the criteria before allowing a RReq to be rebroadcast, or a RRep to be forwarded. 
In AODV, link layer connectivity may be inferred from the (in)ability of the underlying MAC protocol 
to transmit a packet over a link after multiple attempts (as discussed in Section 2.2.1). However, 
the schemes in this section typically rely on AODV's other neighbour discovery method: periodic 
HELLO pý"- -ets. These may be used to propagate resource state information proactively to enable 
more accurate AC. The argument, then, is that no extra control packets are introduced, and the only 
extra overhead is in terms of the size of the existing HELLO packets. If a RReq reaches the destination, 
and this replies with a RRep, which reaches the source node, it may be assumed that the route and 
its neighbours have adequate resources to admit the session. 
The ad hoe QoS on-demand routing (AQOR) protocol, proposed in [651, uses the HELLO packets 
to disseminate the amount of capacity that is reserved for QoS-sensitive data sessions at the HELLO 
senders. HELLO packets only have a TTL of one hop. A node requesting a route for a new session adds its maximum tolerable delay and throughput requirements to the RReq header. Each node considers the intra-route contention in a one-hop radius when calculating the session's capacity requirement, and 
subtracts the total capacity reserved for QoS-sensitive traffic at its neighbours from the (assumed to be fixed) raw channel capacity. The RReq sets up soft-state capacity reservations at each intermediate 
node and reaches the destination if all the nodes. have sufficient capacity to support the session. 
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A destination node performs similar capacity tests, and replies to all received RReqs. At the source 
node, the end-to-end delay of each route is estimated as being approximately half of the round-trip- 
time of the RR. eq/RRep packets. A simple analysis shows the difference between the uplink and the 
downlink times and avoids the need for global clock synchronisation. Finally, the source node is able 
to select the route with the lowest end-to-end delay from among those that support the application's 
delay bound. 
If no route is found within twice the application's maximum delay bound, the source node may back-off 
and re-initiate route discovery later, or reject the data session. On selecting an appropriate route, the 
source begins sending the data packets, which activate the reservation at the nodes on the selected 
route. The reservation' times out if no data packets axe received during an interval that is determined 
by the throughput requirement of the session. 
Such reservation timeouts can be used as a fault-detection mechanism that is faster than relying on 
the absence of HELLO packets [651. If no packet is received by the destination node for the reservation 
period, it can infer that a fault has developed. A route failure (as far as the QoS is concerned) can also 
be inferred if a threshold number of packets violate the session's end-to-end delay requirement. Packet 
travel times are calculated by a simple analysis that uses timestamps and an estimate of the source 
and destination clock offisets. This avoids the reliance upon global c ock- synchronisation; a feature 
that is common to the protocols which asssume a time-slotted NIAC. 
To recover from such failures, the destination initiates a reverse route discovery procedure. Apart from 
its direction, this is identical to the source-initiated procedure described above. On receiving the first 
in-time reverse-RReq, the source re-routes the violated session to the reverse of the discovered roiite. 
If no alternative route is found, the session may be switc ied to a best-effort service, or quelled until 
later. 
As fax as it is possible to tell, this protocol -mas one of the first to consider intra-route contention 
during AC. Its advantages include the ability to consider both delay and throughput application 
constraints, as well as its method of QoS assurance violation detection. However, the intra-route 
contention is only considered in a one-hop radius, whereas the cs-range is typically larger 
than the transmission range for collision avoidance purposes, as previously discussed. Also, 
the HELLO packets are only used to collect neighbour information for calculating the lo- 
cally available channel capacity. The impact of admitting the session on cs-neighbours is not considered. 
A similar protocol, which we will refer to as contention and capacity-aware AODV (CCAODV), W&S 
introduced in [581. As opposed to the previously-discussed protocol, CCAODV piggybacks the actual 
channel utilisation information of a node on its HELLO packets. Also, the "cs-range =2 hops" model 
is adopted here akin to CACP (Section 2.10.2). Thus, to discover the channel utifisation in the whole 
es-neighbourhood, HELLO packets include the channel usacre of neigbbour nodes in addition to the 
channel usage of the HELLO sender itself. Again, assuming that the channel capacity is known (i. e. 
it is fixed), a node simply needs to subtract the channel usage of its cs-neighbours, from the channel 
capacity to obtain an estimate of the amount of capacity that is available to it. This scheme was' 
previously discussed in Section 2.6.2, where its drawbacks were also surnmarised. Again, the typical 
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route-discovery-bmsed AC process is performed, as described at the beginning of this section. However, 0 
as opposed to AQOR, the intra-route contention is considered in a Iarger, more accurate radius. 
In CCAODV, a route failure is detected when a HELLO message is not received from a node for a 
predefined interval. In this case, it is important to notify cs-neighbours of the capacity that has been 
newly-freed capacity at the broken route's nodes. For this purpose, an "immediate HELLO" message 
is broadcast to neighbours, which forward the information of the new channel consumption on their 
HELLO messages immediately. Also, an error message is returned to the source of active sessions being 
carried on the broken route, which triggers a new route discovery. As with CACP, this inevitably leads 
to an, admittedly possibly short, lapse in throughput while a new route is discovered. 
The primary advantage of CCAODV's AC scheme is its ability to quickly release reserved capacity 
when a route failure occurs. Protocols which rely on monitoring of the CITR., such a: CAM cannot 
immediately release resources. If the re-admission process is triggered immediately after a route 
failure, CITR-monitoring nodes will not have updated their free capacity values yet. In CCAODV, the 
"immediate HELLO'", packets inform nodes exactly how much capacity to free up. This is important 
when the aff6cted session was: consuming a large portion of the relaying nodes' resources. If it was 
not, the relaying nodes would be likely to have enough resources to re-admit the session anyway, 
hence the lack of this feature does not necessarily afTect other protocols significantly. On the other 
hand, the main shortcoming of the CCAODV protocol is similar to AQOR's: the residual capacities, 
of cs-neighbours are not considered before admitting a session. The information they broadcast is 
only used by receiving nodes to ascertain the channel capacity available to themselves. nirthermore, 
there is no consideration of the fact that some two-hop neighbours may possibly transmit in parallel 
to each other, and hence simply subtracting the aggregate of their channel usage values from the raw 
channel capacity may yield an overly-conservative estimate of the available channel capacity. 
A further advancement of the above ideas is presented in the form of the AC protocol of the SoftMAC 
architecture in ['07,681. The softNIAC architecture is so-called because it resides above the MAC layer, 
but below the network layer, at "layer 2.5". The route-discovery-based AC is similar to the AQOR 
and CCAODV protocols'. However, as opposed to those schemes, SoftNIAC takes the automatic rate 
selection feature of 802.11 devices into account, meaning that link capacities may vary. Physical link 
capacities aTe established using the experienced delay between transmitting back-to-ba& probe packets 
of various, sizes. 
Beacons are again used to disseminate the channel usage information of each node. Since link capacities 
may vary, this is expressed in terms of the fraction of -air time used and not the bits transmitted per 
second, as in AQOR and CCAODV. SoftINIAC's method of determining the available capacity on a link from the channel utilisation information -*N-as described in Section 2.6.2. A node's channel time 
utilisation is calculated from the expected time spent on collisions and on successful transmissions. These in turn depend on the average packet collision probability mid the link rates used by the node's 
various transmissions. The collision probability is estimated based on the loss rate of the known- frequency beacons. 
SoftNIAC is tested only with static nodes in [571 and there is no discussion of its route faflure-handling 
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capabilities. DSR is assumed as the underlying routing protocol, which implements the capacity- 
constrained coupled AC and route discovery process. Therefore, here it is assumed that, like many of 
the protocols discussed, Soft. NIAC-AC merely re-starts admission on a new route if the original one fails. 0 
The protocols discussed so far in this sub-section all disseminated the channel utilisation information 
on HELLO packets. The following protocols transmit the channel idle time instead, which has the 
advantages discussed in Section 2.6.2. 
The authors of [1041 propose another QoS-aware AODV routing-based AC (QAODV-AC) protocol. 
However, compared to schemes that utilise the CITR estimated by the MAC protocol, this scheme 
states an extra condition on the channel being considered idle. Not only does the channel have to be 
sensed idle by both the physical and virtual 802.11 carrier-sensing mechanisms, as discussed in Section 
2.2.1, but also, the interface (between link and MAC layer) queue must be empty. The saturation 
throughput of a node is calculated at the TMAC layer as, the average higher-layer packet size divided by 
the average time difference between enqueueing and receiving an acknowledgement for a packet. This is 
similar to the MAC delay-based link capacity estimation scheme mentioned in Section 2.5. The benefit 
of this method is that it takes into consideration not only the back-off times, but also the capacity 
available at the receiving node, as well as the number of packets waiting to be transmitted at the 
sending node. A node's available capacity is then calculated by multiplying the saturation throughput 
by the idle time ratio defined above. 
The saturation throughput is recalculated every HELLO packet interval and the HELLO packets are 
used to disseminate nodes' residual capacity information in a one-hop radius. Again, the route capacity 
and the one-hop neighbourhood capacity is checked as the condition for session admission. Once again, 
during the RRep stage, soft capacity reservations are set up in a session information table at each node. 
Failures are handled via an ICTNIP QoS_LOST message, akin to QoS-AODV (Section 2.10.1). 
In this protocol, the definition of node residual capacity, as described above, enforces a more careful 
AC mechanism than protocols that rely solely on the CITR. This theoretically results in fewer false 
admissions. However, a shortcoming of QAODV-AC is that it only tests the capacity of neighbours of 
a route, and only considers intra-route contention, in a one-hop radius prior to session admission. 
Typically, the cs-range is much larger than the transmission range, as discussed in Section 2.4, and 
therefore, at least the two-hop neighbourhood must be capacity-tested. The lack of testing of all 
cs-neighbours reduces overhead but could result in false admissions. 
The work in [69,105] investigates the accuracy of two of the parameter choice. 9 made in the design of 
previously-discuss, ed protocols. These are the radius of the impacted region within which to consider c-s- 
neighbours' resources, and the radius in which to consider intra-route contention, which were discussed 
in Section 2.7. Based on the model of [691, the most accurate estimate of the impacted region, in 
terms of the number of nodes, was obtained by considering nodes within a three-hop radius. The most 
accurate view of the intra-route contention w&s obtained using a radius of either two or three hops-, 
depending on the smoothness of the routes, where the smoothest possible route has nodes positioned in 
a straight line. However, considering the impacted region -as having a radius of two hops still produces 
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an accurate estimation, and results in much lower overhead [691. This was the value considered in 
several other protocols discussed previously in this chapter. 
This knowledge was utilised in a protocol called adaptive admission control (AAC). The AAC protocol 
utilises the CITR with a fixed channel capacity to estimate the available capacity, akin to CAM 
HELLO packets disseminate this information about each node. In a manner similar to CCAODV, 
one-hop neighbours' CITR values also carried, and therefore each node learns the minimum capacity 
available in its two-hop radius/estimated cs-range. Two hops is used as the information retrieval range, 
as in CACP, for the reasons given above. The remainder of the operation of the protocol is similar to 
the protocols described above, except as follows. 
The main novelty of AAC is its method of dealing with potential QoS assurance violations 
caused by mobility. When data packets from a QoS-sensitive data session occupy a sigrnificant 
portion of a node's interface queue, one selected source node is notified. On receiving this 
notification, the source node pauses the sending of data packets for the session with the 
highest throughput requirement. This way, the smallest number of user sessions are disrupted, 
while freeing up the most resources. However, it might be difficult to re-admit this session 
in the future. Therefore, in order to reduce the chance of needing to pause data sessions in 
the future, every time a session must be re-admitted, AAC-implementing nodes increase the 
amount of capacity they request for QoS-sensitive sessions. This method achieves a similar 
effect to the reserving of a portion of each node's capacity, implemented by CACP for example. 
However, this sclierne is slightly more robust, since the "spaxe, " capacity is increased only when 
QoS assurance violations occur. On the other hand, one might argue that by pre-reserving a 
portion of the capacity, as in CACP, QoS violations could be made less likely to occur in the first place. 
Another similar protocol, time-ba., sed AC (TAC), was proposed in [1061. In TAC, instead of monitoring 
its CITR, each node calculates the average fraction of time it spends on transmissions and on backing 
off. The bacic-off time is estimated based on the 802.11 saturation throughput formula derived in [1071. 
Once the fraction of time spent on transmissions and back-off periods has been estimated, the available 
normalised channel capacity is calculated by subtracting this value from 1. 
The remainder of the protocol's operation is similar to QoS-AODV, except that the residual 
capacity of one-hop neighbours is ciecked a-s a condition for propagating RReq/RRep pacl(etq. 
Again, the lack of consideration of two-hop neighbours is somewhat inaccurate, as discussed previously. 
The QoS AC routing protocol (QACRP) is proposed in [1081, and combines some features of CACP 
and other protocols discussed above. QACRP claims to reduce overhead compared to CCAODV by including the residual capacity information only of the sending node itself on its HELLO packets, 
and not the capacity of the one-hop neighbours. However, this inherently means it cannot consider 
the entire cs-neighbourhood's residual capacity prior to session admission, akin to QAODV-AC- On the other hand, intra-route contention is, considered in a two-hop radius,, like CACP, since this incurs no extra overhead. Another claim is the reduction in complexity compared to CAM since 
each node appends the minimum residual capacity in its one-hop neighbourhood to the RReq pack-et, 
2.10. Coupled Admission Control and QoS-Aivare Routing Protocols 62 
and hence the destination node is the only one that needs to perform the full capacity test (with 
knowledge of the intra-route contention based on the full discovered route). In reality, this saves only 
an insignificant computational delay compared to the other protocols discussed in this section, which 
already know the residual capacity in the neighbourhood via the HELLO packets. Therefore, this 
work is only a re-balancing of the features of previously-proposed protocols. 
The admission control-enabled on-demand routing (ACOR) protocol is proposed in [1091. This pro- 
tocol defines cost functions based on a session's delay and throughput requirements as well as a 
node's residual resources for determining the cost of a session on a route. Nfore specifically, the 0 
cost of a session at a node is Fg = Breql (0 - (Cfr,, + Breq)) + DI (Dmax - (E Di + D)), where 
BreqiCfreeAD, Dmax, EDj are the session's throughput requirement, the node's residual capacity, 0 
the capacity of the outgoing link, its delay, the session's delay bound, and the sum of the link delays 0 
up to this point in the route, in that order. The local residual capacity is based on the CITR and the 
delay of transmitting to any neighbour node is estimated via a probe pack-et/ack-nowledgement round 
trip time. It is assumed here that this must occur periodically. 
Earh node broadcasts HELLO packets periodically. These contain its level of channel usage and its 
residual capacity. The route discovery is similar to other protocols described in this section, except 
that forwarding a RReq is contingent upon both the node's residual capacity being sufficient, and the 
aggregate delay on the route plus the estimated next hop delay being less than the session's delay 
bound. Although it is not stated in [1091, it is assumed here that the residual capacity information of 
neighbour nodes, received in their HELLO packets, is used to check that they have sufficient residual 
capacity before forwarding the RReq. An optimisation in ACOR is that, if a RReq to a destination 
has recently been seen by a node, it does not forward any further RReqs to that destination. Instead, 
it caches the route costs and the RReq originator addresses. 
A destination receiving a RReq replies if the route's global cost function indicates that the route can 
serve the requesting session. In the RRep phase, nodes forwarding the RRep reserve resources for 
the session, which is admitted when the RRep is received by the source node. Also, the route cost 
carried in the RRep is used by intermediate nodes to update the entries for any RReqs which were 
not forwarded. This scheme enables the costs for those routes to be learnt while forwarding only one 
RReq to the destination. 
The failure-handling capabilities of ACOR are inherited from AQOR, described above. The ACOR 
protocol is also coupled with the EDCAF [1-1 (see Section 2.2.1), by mapping different types of data 
sessions to different medium access categories. In addition to the varying access category inter-frame 
spaces, ACOR uses a smaller maximum retransmission count for less important classes of data. 
This protocol contains some interesting innovations, most notable of whidi fe the ir 
throughput- and delay-related cost function definitions. As an extension to the operation described in [1091, these costs could also be used to rank routes in a multi-path 
version of the protocol. ]Furthermore, the utilisation of the. mapping of data types to EDCAF access categories can provide a higher average QoS to applications with more stringent 0 QoS requirements. A notable omission is the lack of consideration of intra-route contention during AC. 
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The interference-based fair call AC protocol (IFCAC) was proposed in [110]. This approach is unique, 
in that, as opposed to previously-discussed protocols, the channel is not considered busy just because a 
carrier signal has been sensed. In fact, [1101 highlights that that definition of channel busyness provides 
the upper bound on the utilised channel time. At the other extreme, counting the channel busy only 
when the current node is transmitting or successfully receiving and decoding a packet, yields the lower 
bound. 
Re-visiting a previous example, CACP (Section 2.10.2) considers a lower bound on the available channel 
time by considering the channel busy if a signal is sensed with a power above the cs-thresh. In fact, if 
both the receiving (rxthresh) and cs-thresholds (esthresh) are used to separately monitor the channel 
busy time ratio at various ranges, an approximation of the relative positions of the interference sources 
can be obtained [1101. For example, if the channel is detected largely idle using the rxthresh, but 
busier using the esthresh, most interference sources are likely to be located outside the transmission 
range, but inside the cs-range. Each node should also monitor the level of noise, which in this case is 
defined as interference that is detected with a power below the cs-threshold. Other cases are explained 
in [1101. 
The word "fair" appears in IFCAC's name because each node allocates an equal amount of channel 
capacity to each of the transmitters in its cs-range. For each ca., -: )e of the possible relative interference 
source positions, IFCAC determines the capacity to allocate to each transmitter within the cs-range 
in the most appropriate way, as detailed in [1101. HELLO packets, transmitted with a low frequency 
of 1 per 5s, maintain the identities of neighbour nodes and their state regarding whether they are a 
data transmitter or not. If interfering nodes are deemed to be located outside of the transmission 
range, a node transmits a high-powered beacon (as in CACP-Power) to contact those cs-neighbours. 
All nodes receiving the beacon, which are deemed to be outside the sender's transmission range and 
also have traffic to transmit, reply using the same transmission power. This way, each admitting node 
learns the number of its interference sources, both inside and outside its transmission range, and can 
decide the fair amount of capacity that is made available to each of them. This value is recalculated 
whenever the number of interference sources changes. This is detected via the HELLO packets for the 
local neighbourhood, and a change in the sensed noise level for the cs-neighbourhood. 
The described locally- available capacity estimation mechanism is combined with DSR. [861 to provide 
an end-to-end AC protocol. In fact, only the RRep stage of DSR is modified. The RRep is used to 
discover the bottleneck node having the lowest fair share of available capacity. This information is 
used by the source node, once it receives, the RRep, to determine whether or not the session can be 
admitted. 
Assigning a fair share of the capacity to each node can avoid unfairness problems where some nodes 
have fewer contenders and dominate an unfair portion of the channel time. However, it is clear that, 
as highlighted in [110], IFCAC can under-utilise the network if not all nodes require their fair share 
of the available capacity. On the other hand, sessions that require more than their fair share will not be admitted, or will have to reduce their sending rate when new sessions airive. A further cost f thi. 0S fairness are the probe packets that are broadcast with a higher-than-normal power, which can cause 
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collisions at a much greater distance. 
The protocols discussed under this heading so far have all been coupled with an on-demand AODV- 
or DSR-like routing protocol. The next two protocols that are discussed rely on some of the routing 
information to be discovered proactively. They do not have their routing and AC functionalities coupled 
in the sense that the AC mechanism is based directly on the result of route discovery. Instead, they 
are listed as coupled because the same packets that implement proactive discovery also form part of 
the AC mechanism. 
A hierarchical routing-based admission control (HRAC) protocol was proposed in [1111. A logical ell 
super-node network is established via periodic HELLO packet broadcasts. This structure is an ap- 
proximation of the dominating set, such that each node is at most one hop away from a super-node. 
The established structure is somewhat similar to the example provided in Figure 2.6. The HELLO 
packets also distribute node channel utilisation information. Each node estimates its available capacity 
in a simple manner. It first divides the raw channel capacity by the'TMAC overhead factor, which was 
estimated in [1111 through simulat ions. From this result, it then subtracts the total channel utilisation 
of its neighbours. 
When a session admission request arrives, a virtual route discovery procedure is triggered. This involves 
a RReq being propagated along the super-node structure until the destination is found. Eac i node 
only forwards the RReq if its residual capacity, calculated as described above, is sufficient to support 
the session. If the RReq arrives at the destination, this replies with ýi R. Rep to the source, and the 
session is admitted. Nodes forwarding the RRep add the requested channel capacity onto their utilised 
capacity values, which axe then propagated on the HELLO packets. 
In the event of a route failure, route error messages are generated, which inform nodes that they 
should release the capacity that is reserved for the affected sessions. In this case, affected sessions, 
must attempt to be re-admitted, as described above. 
As is typical of earlier approaches to AC in multi-hop MANETs, this protocol does not consider the 
intra-route contention when calculating a session's capacity requirement. Moreover, the residual 
capacities of neighbour nodes are not checked prior to forwarding a RReq. Again, this means that 
the impact of the new session on those neighbours is not considered. On the positive side, itlthough 
overhead is required to disseminate channel usage information, this allows the super-node structure 
to be established, which helps to reduce overhead during flooding operations,. 
The AC protocol proposed in [701 is based on an interference- and QoS-aware version of Optimised Link State Routing, [401 (see Section 2.2.2.2) (IQOLSR). The AC protocol relies on the routing protocol's HELLO packets to disseminate nodes'residual capacity information in the two-hop (cs)-neighbourhood. 
Residual capacity estimates are based again on the CITR. 
In IQOLSR, from among the candidate nodes, nodes select the one with the highest CITR as their 
multi-point relay (MPR) to reach all two-hop neighbours. The MPR selection algorithm is invoked upon 
any change in local topology or threshold (1ange in an MPR's available capacity. For a newly-arriving 
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session, IQOLSR selects the shortest known route on which each node has enough lo cally- available 
capacity. A probe packet is then sent along this route and causes each node to check- its two-hop/cs- 
neighbourhood's minimum residual capacity. If any node detects that this is insufficient to admit the 0 
session, a rejection message is returned to the session's source, and the session is blocked. Otherwise, 
the destination sends a message confirming the session's acceptance. 
The entire route of a session is stored in each data packet header (akin to CACP) in order to avoid 
individual packets of the same session being routed along different paths. When a link on the route 
breaks, the detecting node notifies the source, -*vhich replaces the route selected for this session with 
another feasible one. 
The proartive nature of IQOLSR theoretically enables fast recovery from route failures and QoS re- 
quirement violations. Also, there is inherent redundancy meaning that more than one MPR may be 
suitable for reaching a two-hop neighbour. Therefore, a session requiring re-routing may not even 
need to wait for the next HELLO interval. The protocol does incur a relatively large overhead since 
it relies on proactive OLSR. routing. The NLIPR feature somewhat reduces this compared to earlier, 
purely proactive link state protocols. However, another shortcoming of this protocol seems to be 
that it does not consider the intra-route contention [701, potentially underestimating sessions' capacity 
requirements. 
The common -adrantages and drawbacks of proactive resource discovery mechwiism-based protocols 
were discussed in Section 2.7. 
2.10.4 Passive Resource Discovery-Based Schemes 
Into this final category, we place AC protocols that test the resources of each node on a route, and 
those of the nodes, within their sensing ranges, via passive monitoring. As far as it is possible to tell, 
the designers of the CACP protocol [20,211, (described in Section 2.6.1), were the first to suggest this, 
approach, which wa. 9 described in Section 2.6.3. 
A modification to the method of CACP-CS is proposed in [112,1131. These papers introduced the 
perceptive admission control (PAC) protocol. Recall from Section 2.6.3 that CACP-CS uses- a lower 
power threshold to sense transmissions at twice the range of the normal cs-range. However, this (. *an 
easily lead to under-estimation of the capacity available at cs-neighbours, as exemplified by Figure 2.7. 
PAC's monitoring threshold, and hence range, is set with a different goal in mind. Recall that the 
threshold at which a node can reliably decode a packet, the receiving threshold, determines the. (av- 
erage) reception/transmission range (TxR=r), depending on the channel propagation characteristic,.,,. Given the SINR threshold for reliable packet reception, which depends on the characteristics of the 
wireless transceiver and the modulation scheme employed, and an accurate propagation model, it is 
possible to calculate the maximum distance at which a node can transmit and impose interference 
with a high enough power to cause a collision. We refer to this as the collision interference range (CIR=rci). In [1121 the authors highlight the fact, that, if a monitoring range equal to 2r + rci is 
achieved, all transmissions that could possibly cause a collision at the current node's receivers, can be 
sensed. Again, it is possible to monitor transmissions with a lower threshold, at a greater distance than 
2.10. Coupled Admission Control and QoS-Aivare Routing Protocols 66 
................. 
2r+CIR 
c "B cjý r Y 
'cl 
... I .. 's 
................ .............. 
Figure 2.14: Illustration of ranges of interest for PAC. The smallest, letter-labelled circles are nodes. The circles of radius r represent nodes A's and B's transmission range coverage areas. The dash-dotted 
circles of radius CIR show their collision interference range coverage areas, within which transmissions 
can cause collisions, with their received packets. Thirdly, the dashed circles of range CSR stand for the 
same nodes' cs-range coverage areas. Finally, the dotted circle of raklius 2r + CIR represents node A's PAC monitoring coverage area. Again, fading-induced signal power fluctuations are ignored. Consider 
an example. Node A's transmissions to node B cause B to reply with acknowledgement frames (ACKs). These can cause collisions at node C. Similarly, node D's transmissions to C potentially lead to C's ACKs causing collisions at node B. With the PAC monitoring range, A can sense all transmissions 
within 2r + CIR and hence can establish the fraction of channel time in which it can transmit without fear of collisions at its receiver, node B. However, consider a second example. The channel capacity is fixed at 2Mbps. Node H is transmitting at I. Mbps. Node G is transmitting at 500kbps. Node A 
wishes to admit a session of Mbps. No other nodes are transmitting, so node A senses only node G's transmissions, resulting in its assumption that G has a residual capacity of 1.5. Nlbps. It cannot 
sense node H's transmissions. However, node H is within G's es-range and so G senses a busy channel 
when H is transmitting, even though H is too distant to cause collisions at G (typically, CSR > CIR for collision avoidance purpose,., -,, ). This means that node G's residual caparity is only 500kbps,. When node A falsely admits its session, node G will be starved of transmission opportunities,. 
the cs-range, by using the RSSI, as explained in the context of CACP-CS. Once more, [1121 emphasises 
that the MAC es-threshold/range should not change, otherwise the spatial reuse factor and collision 
probability are also affected. 
Figure 2.14 illustrates the ranges employed by PAC's capacity estimation mechanism and highlight-,; 
some of its drawbacks. Akin to PAC's developers., we assume a deterministic propagation model, two- 
ray ground, for simplicity's sake. Typically, the cs, -range (rcs) is much greater than the transmission 
range, for collision-avoidance purposes, as previously stated. It is also typically assumed to be greater 
than the CIR. For example, in [112,1131, the designers of PAC chose to model the CIR and cs-range 
as 440m and 550m, respectively. 
Figure 2.14 demonstrates that PAC achieves its design goal. However, the problem of CACP-CS, of 
potentially underestimating the capacity available to cs-neighbours (Figure 2.7), is not solved, since 
there could always be monitored nodes who do not consume the capacity of all cs-neighbours. Also, 
making the monitoring range less than twice the cs-range intuitively means that a node cannot monitor 0 
all the cs-neighbours of its cs-neighbours, as demonstrated in Figure 2.14. In [112,1131, with the given 
ranges, it is clear that 2r + rci < 2rcs. This means that PAC cannot monitor all the nodes that 
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could cause its cs-neighbours to detect a busy (liannel, thereby reducing their residual capacity. The 
reason is that a signal does not have to be powerful enough to cause a collision in order to cause a busy 
channel to be detected, and hence to reduce the usable capacity. This has the opposite effect to the 
capacity underestimation problem and hence may slightly counter-balance it, albeit inadvertently. The 
significance of this effect depends on the difference between 2r + rCj mid 2rCS. Varying the monitoring 
threshold/range allows this trade-off to be balanced as required, although there is no single "corred" 0 
setting. 
In the case of mobility causing imminent congestion due to unexpected interference, PAC detects 
the decreasing CITR and warns the source nodes of affected sessions to pause packet sending for a 
random back-off period. After this, the source node can attempt to re-admit sessions. Note that, 
although in [1121, PACs operation is only demonstrated with one-hop communications, its AC 
mechanism can easily be coupled with a routing procedure like. CACP's for deployment in multi-hop 
networks, as discussed next. 
A multi-path-aware extension to PAC was introduced in [1141, which is referred to as Multi-path Admiss- 
sion Control for Mobile Ad hoc Nehvorks (MACMAN). InTILMACTMAN, the route discovery procedure 
follows a source-routing approach similar to CACP's (Section 2.10.2). However, locally available ca- 
pacity at nodes is tested with PAC's mechanism, described above. The intra-route contention is also 
taken into account in a manner akin to CAM Multiple routes are discovered by ensuring that the 
destination replies to all arriving RReqs; a feature first seen in DSR. The full routes are stored in the 
source node's cache. 
In order to ensure that only routes which satisfy a session's, throughput requirement are stored, periodic 
Route Capacity Query messages are sent along each of the backup routes. These carry a copy of 
the session's current route. Each node on each back-up route tests its residual capacity with PAC'Ss 
mechanism. However, since the session has already been admitted, some nodes of the session's current 
route might already be imposing interference on the nodes on the backup route. If the session was 
re-routed, the capacity thereby consumed would be freed again. With this in mind, prior to comparing 
a node's residual capacity to the session's requirement on the backup route, the difference in the node's 
contention counts on the two routes is calculated. 
Figure 2.15 provides an example. The session currently uses the route IA, B, C, DE, F}. Node 11 is 
selected for illustration purposes. As part of the alternative route IA, G, 11,1, J, F}, node 11's contention 
count is five, since its cs-range encompasses five transmitters including itself. Notice also that node 
H's cs-range encompasses nodes A, B, C and D on the session's current route. Therefore, capacity 
equivalent to four times the session's end-to-end rate is already being consumed by the session at node 
H. This means that, when testing the route IA, G, lf, I, J, F} for backup purposes, only the capacity 
equivalent to the difference in contention counts (i. e. one) times the session's rate must currently be free at node H in order to support the session. 
If, in this manner, any node on a back-up route detects that it no longer has adequate capacity, a 
"Route Capacity Failed" message is returned to the source. This then deletes the corresponding route. 
If no alternative routes to a destination axe known, a new search for back-up routes is initiated. 
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Figure 2.15: The inter-route interference between the node's current route IAB, C, D, E, F} and an 
alternative route from A to F. The dashed circle represents node H's cs-range. 
The main obvious advantage of this protocol is that potentially several backup routes are known by 
a traffic source at any time. This means that lapses in end-to-end throughput can be avoided if a 
session's primary route fails. 'Moreover, each backup route is periodically ensured to have adequate 
available end-to-end capacity for the requesting session. However, the periodic testing of every known C31 
backup route incurs extra overhead. Note also that the available capacity estimation s(lieme inherits 
PAC's strengths and shortcomings. C3 
A protocol we name the multi-rate- and contention-aware admission control protocol (MRCACP) 
is proposed in [11031. A method similar to CACP-CS, with two sensing thresholds, is employed for 
monitoring the CITR both inside a node's cs-range and inside the area encompassed by the cs, -ranges 
of its cs-neighbours, the ncs-range. During the AC procedure for a new session, the NIRCACP makes an 
attempt to partially mitigate the problem causing the underestimation of residivr-d capacity (Figure 2.7). 
It does this by considering the possible overlap in time between the new session's transmissions and 
the transmissions originating outside of the current node's cs-range. 
For example, consider Figure 2.16. The fraction of time the channel is sensed busy within node A's 
ncs-range, the light-grey shaded area, is denoted as Tgý, `,, while within node A's cs-range, the medium- 
grey shaded area, it is Tb.., Y. These fractions of time can also be considered as the probabilities of a 
transmission occurring within the respective ranges [1151. Therefore, Res -Tb",,., y yields the probability busy 
of a transmission occurring within the ncs-range but outside the cs, -range, in the outer light-grey shaded 
ring, by nodes E or F, for example. Hence, according to 802.11's physical carrier- sens ing mechanism, 
node A can transmit at the same time as the transmissions represented by Tnc' - TCS Given that busy bus V0 
the transmissions are independent events, the fraction of channel time TA that would be occupied by tx 
4 
Tza - Tgy, gives the chance node A transmitting the data of the requesting session, multiplied by sy 
that the node A's transmissions overlap in time with those of nodes in the light-grey shaded ring of 
Figure 2.16. Therefore, the fraction of the channel time available in node A's cs-range is not 1- Tbnucssy 
as in CACP-CS, but 1- Tgý' O's i ,Y+ (TZý' - Tc', Y) TiA, Note, however, that this model of the ps ble 'Y bu transmission overlap ignores the fact that nes-neighbours interfering with node A's receivers, could still 
prevent node A's transmissions from being received. Therefore, the effective fraction of overlapping 
time in which node A can successfully exchange frames with a receiver may be less than predicted 
by the described model. Also, this method does not completely solve the problems, discussed in the 
caption of Figure 2.7, since the parallel transmissions model only applies to the current node admitting 
the session. 
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Figure 2.16: Illustration of the ranges of interest f0l' NUK , A(T. The light-grey shaded. Ille(fillIll 
shaded. and dark-grey shaded circles represent node A*,, nwan nwim cs-ranggc and 
inean transmission range coverage ýireas respectively whell shadow-fadill", (Ille is ignored. 
A ("ests. hilk ratc. , iinlik(ý its rgivell 11,1111c sug, -, also considers the poS',, j), j*t\, ()f 
most, of the protocols III this Survey. Let lis 11mv disclIss tjj(ý ()f' jjýt\-, Ijo lictei-opencous link 
rates oil a CITR-hased capacitY estimation scheme. Firsily, till', "Ilphtly complicates Ihe coll"IderatiOll 
of intra-route contention. The same traffic inight occupy thc channel for a different innotint (A linic 
on cach link within interference range. Therefore. the calculation of a Session's requil-cillent 
is split Into two parts: 111c transmission raic (lependent. and non-dependent parts. The latier part 
consists of the MAC, control ovcrhcad, which is typically sent at a fixed. Imv nite 171 and the tilile that 
is spent Imcking, off. 
The rate-depell(lent part Is calcillated hil'sed oll the NIAC dat'l frallic pa. vload longth itild the I rallsillit- 
t Ing node's current nitc. By considering each interfering link in t in-ii. t lic t otal channel I mic colls" 11"Cd 
at a node hy a session with a known packet- rate can he vasily calculated. 
The necessary i-miting fillictionality is hililt, lipm the lightweight underlay nowm-k ad hoc 
(LUNAR) I)i-()to(-()] 11161. This exhibits llyhrid route discm, cry'. iiwaning 1hat route's are 0111V 
ll jiml( "ton discovered ml (lemaild. blit active rmit(-, are periodicidly recmisti'licted fi-mil scratch. E'ac %". ý 
mily t he ilext. Imp to a destination. as in AOLA'. In N11WA(T. H Req" are allgilicill ed wit 11 t lic fi)llmving 
lilf(willat loll ahout the sessimi requestino admission: sessimi Id. packet sendill" rat v., packet (111d 
the fink rate (A' the previous lwp travelled bY the Rfleq- On receiving the RReq. c-wh inler'ned', 00 
node calculates the remali-iii-ig capacity in its ncs-rangge. after a(filing, mi the calculated (werlaPP1119 
trall"1111'ssion tillic. The RReq is forwarded and a hmiporary capacity reservatiml is illadc it that ll0dC 
f*()r I he session. given t liat the residual capacity is sufficient - Agýiin. I his capacil y-test mo is repeat ed at 
I he Ifflep stage wit li full knowle(lov 4 the lilt ra-1-mit c colitent ion. A dest inat ion replies wit 11 ' RR(T n 
to each reccived IMeq. 
11, the Interests of route and QOS-assurance maintenance, Nific", k(T exploits the perlodic 
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refreshing operation of LUNAR. The default refresh period is three seconds. If the refreshing mechanism 
detects that, for whatever reason, a node can no longer meet its QoS commitments made to admitted 
sessions, [1151 states that the protocol either rejff. -ts or finds alternative routes for the affected sessions. 
Recall that multiple routes, may be discovered. In order to avoid a different route being selected for an 0 
active session in each refresh period, a RR, eq refreshing a route for an admitted session carries an "on ell 
current route" flag. If all nodes through which the RR. e. q travels are on the session's current route, the 
flag remains set to 1. Else it is set to 0. RReps caxry this flag back to the source, which preferentially 
selects routes having the flag set to 1. 
One shortcoming of this method is that the neighbour cs-sensing mechanism still underestimates the 
available capacity at cs-neighbours, despite considering the potential overlap between transmissions 
during session admission. Also, the overhead incurred by LUNAR's proactive refreshing of routes is 
only tolerable because LUNAR limits itself to three hops. The motivation for this is that the authors 
believe that useful and feasible ]MAN ETs are limited to three hops in length. However, since this is not 
alvrays the case, this protocol's usefulness is limited to small MANED. If this limitation was removed, 
the proactive roilte-refreshincr operation would inctir significant overhead. 0 
The common pros and cons of the above protocnls, stemming from their use of passive monitoring of 
transmissions to determine the available capacity, were discussed in Section 2.7. 
2.10.5 Common Advantages and Drawbacks of Routing-Coupled AC Schemes 
The AC protocols discussed in this section are coupled with a routing protocol in one of two ways,. 
Either their AC decision is based on the outcome of a QoS metric-constrained route discovery, or they 
directly use the information discovered by the routing protocol to make admission decisions. In the 
former group of protocols, routes are not discovered unless each node, and, in more advanced protocols, 
its neighbourhood, has sufficient capacity to admit the requesting session. This avoids wasting resources 
in discovering routes which are obviously not useful. This, and other factors were discussed in Section 
2.7. However, it also means that most of the discussed protocols are inflexible when it comes, to route 
failures: they must initiate another flooding-based route discovery and suffer a drop in QoS in the 
meantime. An exception is TMACTMAN, which attempts to establish backup routes proactively, and 
test them periodically for adequate capacity. This means that the backup route testing procedure 
enjoys the flexibility of being decoupled from the route discovery process. 
The second sub-group of sd iemes are based on proactive routing protocols. Therefore, they cannot 
avoid discovering routes that may not be useful to data sessions. However, they respond better to link 
failures, since the whole route is not reported to be broken; the failure is rep-aired proactively -at a local 
scale. The admission process may still need to be restarted, although this is usually more efficient than 
a new flooding-based route search. Designers of proactive protocols may also argue that both routing 
and resource state information are discovered in one process and thus there is no need for separate 
discovery processes. 
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2.11 Protocol Classification and Features Comparison 
Tables 2.1-2.4 summarise the salient features of the works discussed above. The various columns in 
those tables should be interpreted as follows: 1. Protocol name, abbreviation used throughout the 
thesis and most significant Uournal, if available) reference that describes the protocol. 2. Type of 
protocol determines whether it performs QAR and AC or just AC. Aim describes the type of -service 
it aims to provide. 3. Routing scheme: specifies whether the AC process is coupled with the routing 
protocol or not and also what kind of routing protocol is assumed, or the name of a particular protocol 
if that applies. 4. MAC scheme: coupled if MAC protocol information is utilised, and the type of'NIAC 
protocol assumed, if specified. 5. MR: whether or not it takes the possibility of multiple transmission 
rates into account. 6. MP: whether or not it deals with multiple priorities of traffic. 7. S: whether 
or not the protocol is stateful, storing state information regarding data sessions at intermediate nodes 
on active routes. 8. IR: the radius (number of hops) in which intra-route contention is considered, if 
contention-based MAC is assumed. 9. As the previous column, except specifying the range in which 
cs-neighbour resources are tested prior to session admission. 10. Innovations: lists key features of the 
work which were not seen in the same context in previous works. 11. Year: the year in which the work 
of designing and evaluating the protocol is deemed to have been finished, and therefore which year the 
protocol dates from. This is based either on the first technical report or conference publication year, 
or, in the case of journal papers, the reported year in which the manuscript was first submitted for 
review by the authors. 
In the previousi sections, protocols were categorised in several ways, chiefly based on the most applicable 
choices made regarding the trade-offs discussed in Section 2.7. AC protocols were split into two groups 
based on their being coupled with or decoupled from a specific routing protocol. Decoupled protocols 
were further divided into stateless and stateful schemes. Since all routing-coupled AC protocols, are 
stateful, a different categorisation was used in their case. The coupled protocols were classified based 
on the approach to resource state discovery, with a separate category for those that utilised only local 
knowledge of resources measured at nodes on sessions' routes, but not nieasiir(xl at the surrounding 
nodes. Finally, tinder the heading for proactive resource discovery-based protocols, schemes were 
split into those that assumed a TDIMA-based MAC and those assuming a content ion-based 802-11 
MAC. All TDINIA-a., ssuming schemes fit under that heading because time synchronisation and CDMA 
code allocation, in the case of CI)INIA-over-TI)MA, already take place proactively through periodic 
broadcasts in the control phase of each time frame. This can be interpreted as nodes- prowtively 
disseminating the states of their residual resources in the form of the time slot schedule and free slot 
information. The protocol taxonomy based on the above approach is illustrated in Figure 2.17. 
2.12 Observations, Patterns and Trends in the Field 
Several dominant patterns in the design as well as trends in the development of AC protocols can be 
identified. These are organised by the, %wious asspects of design. 
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All Protocols 
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Figure 2.17: Classification of the surveyed QAR and AC protocols. Please consult Tables 2.1-2.4 for definitions of the acronyms and references to proposing papers. 
2.12.1 Metrics and Methods of Estimation 
Firstly, in accordance with the statement in Section 2.4, that channel capacity is the most important 
network resource, most protocols in the literature consider throughput, which depends on the available 
capacity, to be the most important QoS metric. This is reflected by the large proportion of protocols 
aiming to provide a guaranteed throughput service, as summaxised by Tables 2.1-2.4. The survey 
has revealed that there are generally three main approaches to achievable throughput estimation in 
contention-based MAC-utilising networks. Protocols may either: 
1. monitor the channel idle time ratio (CITR. ) at each node, and then take the minimum Nralue on 
a route (possibly including cs-neighbours as well) [20,67,69,70,89,92,93,104,108,109,110, 0 112,114,1151; 
2. estimate the amount of channel capacity that is already in use for transmissions and subtract this 
from the raw channel capacity. If the es-neighbourhood's capacity is also considered, subtract 
the clannel usage of cs-neighbours to obtain each node's residual capacity. Then, again, take the 
bottleneck value on a route [57,58,65,90,106,1111; 
3. or use the delay between transmitting or receiving probe packets of a known size to estimate 
capacity [84,851. 
011 ws- Additionally, protocols assuming a TDNIA, or CDINIA over TDMA MAC [24,52,78,102,103 1 heuristics, considering gToups of nodes in an interfering neighbourhood to determine the. best time slot 
schedule and hence the residual capacity expressed in units of free time slot. g. 
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In terms of the amount of attention in protocol design, delay-, PLR- and delay-jitter-related application 
requirements have been considered as being of secondary importance. However, this may be because 
managing the channel capacity is a requirement for avoiding collisions and queue build-up, which affect 00 
the other three main metrics. For the., se metrics, the protocols surveyed employed the methods already 
discussed in Section 2.5. 
2.12.2 Type of MAC Assumed 
Since this thesis focuses on 802.11-based solutions, only a selection of contention-free MAC-assuming 
protocols, published in the most prestigious journals, have been considered. These were discussed in 
Section 2.10-3.1. The advantages and drawbacks of assuming such a MAC were discussed previously. 
Due to the cost and/or complexity and overhead involved in implementing such a scheme, and the 
popularity of the 802.11 standards, most protocols for'TNIANETý. in the literature published in the 21st 
century focus on 802.11's MAC schemes. Application of TDMA-based MACs has shifted more towards 
the personal area networking paradigm and has manifested in standards such as those in the 802-15 
family. In small-scale ad hoc networks it becomes more practical to assume the existence of a cluster 
head that can synchronise slave nodes and manage time slots. 
2.12.3 Consideration of Channel Contention 
This sub-section relates only to contention-based INIAC protocols. Having discussed the estimation 
of residual channel capacity and achievable throughput, there is a related observable trend for the 
increasingly sophisticated consideration of the mutual channel contention between nodes. 
As our detailed survey has revealed, earlier proposals typically completely ignored the effects of intra- 
route contention on a session's requirement for resources prior to admission. They also ignored any 
impact a session's admission would have on nodes surrounding the session's route. Some protocols later 
began to consider intra-route contention and the effect of interference within the transmission range. 
More recently-published schemes consider the fact that a practical cs-range must be larger than the 
transmission range, and thus increase the range within which they consider the impact of interference. 
The protocols utilising the various approaches will be listed in the next sub-sec-tion. 
Finally, some protocols went on to consider richer models of the interference between nodes, as opposed 
to the simple "two thresholds" model using the receiving and cs-thresholds. For example, PAC [112] 0 
considered the maximum collision interference threshold a. 9 well, and IFCAC [1101 and NIRCACP 
[1151 utilised the extra information that could be gained by monitoring signals at various thresholds 
independently. 
2.12.4 Basis for Admission Decisions and Methods of Resource Discovery 
The nature of the consideration of the channel contention, discussed above, manifested itself in various 
approa(iies to making admission decisions. The descriptions of individual protocols have revealed that 
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they may be classified into several accurately-defined categories of approaches to making admission 
decisions: 
* wssume a route has been found and selected. Initially admit data sessions, observe their experi- 
enced QoS, or their effect on the network resources and reject some traffic later [87,891; 
again, assume a route ha., 3 been found. Initially admit traffic on a best-effort basis, and make 
QoS guarantees if locally-available node resources permit it. Otherwise continue to serve traffic 
on a best effort basis [88,931; 
once more, assume that at least one route to the destination is known, and send probe packets 
along known routes. Observe the QoS experienced by the probes at the destination node. Infer 
the achierable QoS from this and thereby make admission decisions [64,851; 
send probe packets on pre-selected routes. Each node predicts the achievable QoS based on the 
current traffic or available resources. Admit sessions if the QoS prediction delivered by the probe 
is sufficient [84,921; 
test the locally-measured resources of eac i node during route discovery. Only allow a route 
to be discovered if each of its nodes has sufficient resources to support the requesting session 
[61,95,961; 
as above, but also consider the flow of the traffic on the route and the intra-route contention 
this causes. Use this, knowledge to calculate sessions' capacity requirements, more accurately. 
Available capacity may be determined by subtracting the capacity used by cs-neighbourss, but 
the potential impact of the traffic on nodes that are not on the route is not evaluated [58,6031; 
as above, but also test the resources of neighbouring nodes on the route. Only allow the route 
to be discovered if all nodes on the route and its neighbours have adequate resources to support 
the session; [104,106,108,1091 
ass above, but also test the resources of any nodes that potential traffic- forwarding nodes can 
impose interference on, even if they cannot communicate with them directly. Only admit the 
session if it would not impose too much interference on the nodes surrounding the route [20,57, 
67,69,70,90,110,112,114,1151; 
For schemes that consider the resources of more than just the nodes on a session's route, three methods 
for establishing cs-neighbours' rN,. ources were identified, as was discussed in Section 2.6. From among 
these approaches, the survey has clearly revealed that the proactive approach (Sections 2.6.2 and 
2.10-3) to neighbourhood resource discovery is the most popular. The rationale behind this approach 
is that some method of neighbour discovery is required either way, and therefore it incurs relatively 
little extra overhead to piggyback resource state information on the periodic HELLO packets. Also, 
session establishment then incurs relatively little delay. Based on the first rationale, many protocol 
designers argue that their protocol adds little overhead. However, this is something of a false argument, 
since the sending of periodic broadcast packets can be altogether avoided by on-demand methods using 0 
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link-layer neighbour discovery. Inevitably, the optimal method is scenario-dependent, with a highly 0 dynamic network probably benefiting more from the proactive approach. 
2.12.5 Statefulness and Coupling with Routing 
With the exception of DACITNIE [851, all AC protocols published after 2004 have utilised state informa- 
tion stored at intermediate nodes. This is most likely to be due to the extra flexibility this offers in 
managing data sessions, as discussed in Section 2.7. Also, mobile devices are continually advancing in 
terms of capabilities and specifications, and thus storing and managing state information is becoming 
a less significant burden. 
Furthermore, it is clear from Figure 2.17, and this survey, that, the majority of AC protocols operate 
during route discovery and are coupled with the routing protocol. The strengths and weaknesses of 
this approach have been discussed in Sections 2.7,2.9.3 and 2.10.5. 
2.12.6 Approach to Coping with Mobility 
Due to the dynamic and unpredictable nature of MANEMs, most protocol designers have assumed that 
QoS assurances cannot be upheld in the face of mobility. For this reason, protocols either: 
rely on the routing protocol to re-route affected sessions and simply restart the AC process each 
time a session is re-routed [57,58,63, G7,70,87,88,89,90,92,93,96,104,108,110,111,1151; 
2. notify source nodes which then decrease the rate of, or pause packet sending for affected sessions. 
This at least avoids the development of congestion, but these sessions must then be re-admitted 
anyway [20,69,84,106,1121; 
or attempt fast local route repair to limit the QoS assurance violat ion time and the development 
of congestion [655,109]. 
One might argue that route discovery is a relatively fast process (taking a fraction of a second), and 
only a few application data packets would be delayed by the time a new route is discovered. However, 
if the initial route failure was caused by mobility, there might not currently be an alternative route at 
all, which makes pausing packet sending seem prudent. If route failure was caused by congestion due 
to retransmission counts being exceeded, collisions might prevent a new route from being discovered. Increased traffic since the session was, admitted could also lead to this. The route reply itself may 
also be lost due to collisions. It is counter-productive to allow many route searches immediately following each other, as this causes broadcast storms lecMing to congestion again. Therefore, if the first search for a new route fails, there might be a long delay before the second one, making the above- listed mechanisms, such as session pausing, somewhat justified. For protocols that utilise on-demand 
resource discovery in the cs-neighbourhood, re-routing can be especially degrade the QoS because there is a delay at each node while the cs-neighbours are queried. Finally, route failures can be followed by session self-block-ing, if there is no quick and accurate re. source-release mechanism, -cis discussed in 
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[581. This is because, measuring the average CITR, or waiting for HELLO packet updates, takes time, 0 
while the first route search after failure takes place almost immediately. Therefore, the route search 
might not find enough capacity to re-admit the session due to the session's packet utilisation still being 
subtracted from the latest estimate of the available capacity. 
There are only a few protocols [61,85,1141 that make a serious attempt to improve the robustness 
of througrhput guarantees in the face of route failures. However these techniques come at a price. 01 This is either overly-conservative methods of channel capacity estimation, and periodic overhead [1141, 
reliance on lo cation- awareness to estimate node speeds for providing robust routes [611, or risking of 
the QoS assurances of other sessions by not testing the capacity of cs-neighbours prior to re-routing 
[851; 
2.12.7 Consideration of Collisions 
While most protocoLq at least consider the possibility of route failures, very few consider the effect of 
session admission on the collision rate. Intuitively, the more hops a session's packets are forwarded, and 
the higher its sending rate, the larger the likely increase in collision probability, and hence unexpected 
waste of capacity that it causes (as we showed in [101, and will show in this thesis). As far as it is 
possible to tell, only SoftMAC-AC [571 has explicitly considered the collision rate during the admission 
process. It does this by calculating the chance of collisions based on the collision rate of periodic 
beacons and then subtracting the resulting time wastage from the available channel time. On the 
other hand, this still does not predict any possible increases in the collision probability. 
2.12.8 Channel Capacity 
With the exception of SoftNIAC [57,681, NIRCACP [1151 and DACNIE [851, all of the protocols, in this, 
survey assumed a fixed channel capacity. As mentioned previously, this simplifies, AC decisions and 
avoids the need to model a rate- switching mechanism, which is not specified by the 802.11 standard 
[7], in simulations. SoftMAC andMRCACP explicitly factor the current link rate into the amount of 
channel time a session's traffic occupies at a node. On the other hand, DACNIE does not explicitly 
consider heterogeneous link rates, but the probing mechmiism can estimate the capacity of any route. 0 
There is a related vulnerability that concerns multi-rate-aware AC schemes. Consider that the 
bottleneck-capacity link on a route may support a rate of 11Mbps. Based on this rate, total traffic 
requiring 3Mbps of capacity is admitted. Now, if fading or mobility cause the supported link rate to 
drop to 2Mbps, the traffic min no longer be supported. If, like the previously-discussed schemes, the 
protocol was not aware of rates higher than the basic fixed rate, the traffic of 3'Mbps would never 
have been admitted in the first place. Therefore, misleadingly, the more capable, multi-rate-aware 
protocol might actually appear to produce more false admissions. This problem may be avoided by 
splitting traffic over multiple non-interfering routes, or by utilising a higher number of shorter hops 
with higher link rates. 
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2.13 Motivations for and Issues to be Addressed in this Thesis 
The detailed state-of-the-art review above has revealed that many of the basic problems involved in the 
provision of QoS assurances in multi-hop'MANETs have been studied intensely. Namely, the definition 
and measurement of capacity available locally at nodes, as well as at their neighbours which could be 
affected by their transmissions; the discovery of available capacity at affected nodes; the reservation 
and management of these resources; the determination of the capacity required by data sessions, after 
considering overhead and intra-route contention; the discovery and selection of routes meeting QoS 
constraints; the measurement of end-to-end route delay. 
Issues that have received some attention, but by no means exhaustive attention are: the effect of 
collisions on the available capacity; the determination of link rates and their effect upon session capacity 
requirements in a network with heterogeneous link rates; the maintenance of multiple routes to add 
robustness against QoS constraint violations and route failures. 
By contrast, the following issues were identified as remaining largely unaddressed or lacking adequate 
solutions prior to the work described in this thesis: 
9 Consideration of the extra capacity that would be required due to retransmissions owing to the 
incTease in collision rates upon admission of a new session in a near-saturated network; 
Consideration of route reliability prior to session admission; while most protocols in the literature 
aim to assure that there are adequate resources available in the network to support a new session 
prior to its admission, they do not attempt to ascertain whether the, session would be, able 
to actually utilise those resources reliably and therefore achieve its desired QoS. Many factors, 
could mean that the session cannot utilise the resources that seem to be available, such as 
node mobility-induced route failure directly after admission, the collision rate increase mentioned 
above, unexpected control overhead, and link quality fluctuations; 
It has been clearly identified that AC protocols must not only uphold QoS usurances but alSo 
utilise the network resources to the maximum possible extent at the same time. There is a lack 
of simple and easily-applied models for quantifying the capacity utilisation efficiency acliieved by 
AC protocols. Most works instead rely on the aciieved aggregate network throughput metric, 
which is a relative and not absolute measure and does not take into account the QoS constraints; 
As far as it is possible to tell, while some protocols attempt fast recovery from or avoidance 
of route failures and QoS constraint violations, there is no protocol that attempts to maintain 
throughput in the face of these. In other words, all existing proposals temporarily downgrade 
the QoS of, or block admitted sessions if congestion is detected or a route is lost. There i's no 
5tudy of the effectiveness of protocols in supporting inelastic application throughput constraints 
While some of the design choices in network protocols have spawned hybrid proposals, for exam- 
ple, hybrid routing protocols ws opposed to purely proactive or on-demand, other design choices 
have not always been addressed in the same manner. Also, many of the design choices, have been 
fixed in a static and non-adaptive manner. For example, AC protocols are typically completely 
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coupled or purely decoupled from the routing protocol and consideration of the cs-neighbourhood 
is most often not adaptive to node density or link quality; 
The effect of fast link rate adaptation to environmental fax. -tors on the performance of a combined 
QAR and AC protocol. While there have been a few papers considering networks with various 
link rates, these have either been statically assigned for proof-of-concept purposes, or depended 
purely on the distance from other nodes, again not changing very often, and not having a great 
impact on protocol performance; 
Consideration of large numbers of QoS-sensitive calls/data sessions. Again, as far as it is possible 0 
to tell, most, if not all papers that studied AC for multi-hop NIANEIN. go on to evaluate their 
scheme using a low number of data sessions, usually up to only 20. This is fine for proving 
that the protocol's basic functions work as intended, but do not subject the protocol to a high 
frequency of session state changes. Node mobility is not the only form of network dynamics that 
should be considered; 
Consideration of realistic physical layer phenomena. Again, many studies highlight the lack of 
realism in the simulation studies conducted by an even larger group of researchers. However, in 
the context of QAR and AC protocols for NIANM-, few papers go beyond simulation studies 
using a two-ray ground propagation model to evaluate their protocols. A small number of articles, 
such as [57,1131, consider networks of real nodes in a testbed environment. However, these are 
limited to static nodes,, with no great variations in shadowing that would occur in a real urban 0 
environment for example. While some researchers have investigated the performance of routing 
and MAC protocols [30,117,118] in the face of fast and slow fading, to the best of our knowledge, 
there has been no study of their eff mts on the performance of combined QAR and AC protocols. 
, 
Chapter 
1 
Improving Throughput Reliability Through 
Capacity-Aware Routing and Admission Control 
This chapter first demonstrates the need for admission control in order to provide QoS assurances in a 
INIANET. Secondly, the effect of collisions on the achievable QoS is studied, and the need to consider 
them during AC is shown. Following the discussion in the previous chapter regarding the shortcomings, 
of existing QAR and AC protocols, a new combined QAR and AC protocol for providing throughput 
assurances, the staggered admission control (StAC) protocol, is proposed, and its operation is de- 
scribed in detail. Several advanced rival protocols from the literature are modelled and a comparative 
performance evaluation is conducted via simulations. Finally, in order to improve the reaction to route 
failures, an enhanced protocol related to StAC is -also proposed and described. A comparative study 
with StAC is undertaken. 
3.1 The Need for Admission Control 
3.1.1 Demonstration 
In order to demonstrate the need for admission control, a simple topology, depicted in Figlire 3.1, is 
adopted. Six nodes were set up in a chain topology, with a traffic source at one end and its traffic 
destination at the other end of the chain. The nodes were spaced sucli that each one was just within 
the averarrel assumed transmission range of the nodes preceding and following it in the - iain. Akin to C, d 
many of the advanced protocols, whose features were summarised in Tables 2.1-2.4, we assume that the 
average es-range is twice the average transmission range. This provides a good trade-off between the 
probability of collisions and the level of spatial reus. e. In such a simple topology, the upper bound on the 
achievable network throughput is straightforward to characterise. We employed a fixed transmission 
rate and hence channel capacity of 2NMbps and 512-byte data packets. 
We refer to the average, since, in a real network, the instantaneous transinission range may vary due to fading. In this chapter, akin to most of the works discussed in Chapter 2, the average transmission range is assurned to be the actual transmission range at all times. This assumption is removed in the next chapter. 
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Figure 3.1: The 6-node topology ciliployed for the first demonstration. The numbered circles are notles. 
and the illedillill-sized solid-lined circle is node I's inean transmission range coverage area. The large 
dashed-lined circles represent each node's nwan cs-raitge. coverage area. 
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Figure 3.2: Throughput traces from the 6-node chain topology. In the left-hand sub-figure, slightly less than the theoretical maximum load is offered, in the centre sub-figure, the network is slightly 
overloaded and in the right-hand sub-figure, twenty sessions are admitted, such that the network is 
severely over-loaded. 
Table 3.2: Average QoS metric values when various loads are applied to the 6-node chain topology 
of Figure 3.1. Statistics were averaged over 50s; *route failure detected; **route failure detected but 
notification ignored Load Throughput Average Packet RTS Data Link Expected CBTR 
Delay Loss Ratio Collision Collision failure no- CBTR (node 3) 
Ratio Ratio tifications (node 3) 
260kbps 260kbps 20rns 0.0 0.015 0.0 0 0.92 0.92 
265kbps 265kbps 29ms 0.0 0.036 0.0 0 0.94 0.92 
270kbps* 181kbps 688ms 0.33 0.19 0.0 42 0.96 0.64 - j 270kbps** jI 263kbps r 535ins 1 0.025 1 0.20 j 0.0 j0 0.96 V 0.89 
will run 20 real-time applications at once, this demonstration serves to illustrate that it is in both the 
network's and individual users' best interests not to admit too much traffic. It is better to serve a 
smaller number of users/sessions to their satisfaction, even if it means blocking out some users from 
the network completely, than to try to serve everyone and end up not satisfying even a single user's 
QoS requirements. 
3.1.2 The Need to Consider Collisions, Part 1 
In this section, the topology of Figure 3.1 is employed once cagain. This time, a single session of a 
particular data rate is admitted into the network at the source node. The load is varied in the region 
of the supported load determined in the previous section and the QoS metric values are calculated. 
The expected channel busy time ratio (CBTR. ) is obtained using the overhead weighting factor 
calculated in the previous, sub-section, but includes only the transmitted components, (excluding 
the back-off component). This factor is then multiplied by the offered load and the contention 
count. For node 3 in the chain, which has the highest contention count, this can be expressed as 
[(((20 + 14 + 14 + 512 + 28 + 20 + 24) +4- 24) /512) Bload * 5) /2 - 106, where BIcud is the offered load, 
and 5 is the contention count. 
The results are summarised in Table 3.2. It is immediately clear that the network behaves as tholigh 
it has a tipping point, where the load is increaml from 265kbps to 270kbps. Up to this point, average 
end-to-end delay is low, no pack-ets are lost, and less than 5% of RTS frames collide. Also, the measured 
binwisuan i irim to) Sknulabon Tim (s) 
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Figure 3.3: Circles A, B, C, D are nodes. Node A ha-s data for Node B. Node C, which is within 
the carrier-sensing range of Node B, has data to transmit to Node D. They both sense the same idle 
channel state and unfortunately select the same -. ralue for the back-off counter. In the absence of other transmissions, or if the same set of transmissions are sensed by both, both nodes A and C count down 
at the same time and begin transmission of their RTS frames in the same time slot. This causes a 
collision at node B. 
CBTR matches the expected value to the nearest percentage. Note that the CBTR is' measured by 
frequent sampling of the channel status reported by the 802.11 physical and virtual carrier-sen'sing 
mechanisms, which were described in Section 2.2.1. When the load is above the tipping point, the RTS 
frame collision ratio shoots up to 19%, a third of data packets are lost, and average delay increases 
twenty-fold. Furthermore, the channel usage dips far below the expectation. This is due to the high 
collision ratio, which leads to the IMAC protocol reporting a link failure to the routing protocol. This 
in turn deems the route to have failed and drops any buffered packets for which there is no alternative 
route. In this -simple topology there cannot be any alternative routes, hence the high packet loss ratio. 
Due to the DSR route request (RReq) back-off procedure, which is similar in nature to the 802.11 
transmission backc-off scheme, DSR cannot initiate a new route search immediately after each reported 
failure. This leads to delays in route re-establishment, which explains more packet losses and the drop 
in the CBTR. 
Notice in Table 3.2 that if the route failure notifications are ignored, then the performance is much 
better in terms of most metrics. However, the average delay is still high, ws the average packet service 
rate is lower than the packet arrival rate. Still, this observation suggests, that, in some cases, ignoring 
route failure notifications, can be beneficial. Link failure detections caused by multiple contiguous' 
collisions, when the siroqial-to-interference-pliis-noise ratio (SINR) of the link's receiver is still high 
enough for reliable communicat ions, are termed false route failure detections. 
4; Notice, however, that data frame collisions did not occur. This is because the node with the mof t 
contenders, node 3, did not have any transmitters hidden from it. Data collisions can only occur due 
to hidden terminals, whereas RTS collisions can occur for two different reasons, as shall be discussed 
in the next section. FolloN%ing that, the significance of data frame collisions shall be shown. However, 
the conclusion of this section is that, even in a simple topology, collisions cannot be ignored, since they 
lead to greater packet service times, as well as false route failure detections. Note also that, due to 
the 802.11 back-off procedure, the full capacity of the network cannot be utilised: the CBTR- is always 
less than one, regaxdless of the offered load. 
3.1.3 Collision Scenarios 
In this section, we recap and elaborate on the collision scenarios highlighted in the literature. 
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Figure 3.4: A, B, C and D are again, nodes. The medium-sized dashed circle is node A's transmission 
range coverage area. The larger dotted circles represent nodes B's and D's carrier-sensing range 
coverage areas. In step 1, node A transmits an RTS frame for node B. Node A is outside D's cs-range 
and hence D cannot sense the transmission. Therefore, node D may begin a transmission while the RTS frame is being received by node B. If, as a result, the received SINR of node A's, RTS transmission 
at node B is below the receiver's requirement for low error-rate decoding, a collision occurs. 
3.1.3.1 RTS Collisions 
The most commonly-studied type of collision is in a single-hop scenario, where two RTS pacl-ets collide. 
IMathematical modelling of this type of collision has been undertaken extensively [107,1201. To recap 
on how such a collision can occur, please refer to Figure 3.3. The type of collision illustrated in Figure 
3.3 shall be referred to as a type 1 RTS collision. 
The second type of RTS collision can only occur in multi-hop networks. If a node hidden to a trans- 
mitter transmits within the cs-range of the receiver while it is receiving, a collision may occur. We 
illustrate this type of collision with the example of Figure 3.4. 
3.1.3.2 DATA Collisions 
Like the second type of RTS collision,,,, discussed above, data frame collisions can only occur in a multi- 
hop scenario. In a single-hop network, all nodes can heax when another is transmitting. Thus, if the 
transmitter's ITTS is received successfully, the data transaction takes place with only a delay of SIFS 
between each frame, meaning that no other node can gain access to the channel (they must sense the 
channel idle for a DIFS period). In multi-hop topologies, a node hidden to the transmitter may cause 
a collision at the receiver. Refer again to Figure 3.4 to see how this can occur. This time, assu e s In 
that node A has completed the RTS-CTS handshake with node B and begins to transmit its data 
frame. Node B's CTS was sensed by node D, which deferred its transmission. Homever, if no other 
transmission causes D to defer further, it may count down and begin transmission of its RTS while 
node B is still receiving data from A. This can cause a data frame collision. This, type of collision is 
far more wasteful than those described in Section 3.1.3.1, since the potentially much larger data frame 
must be retransmitted instead of the relatively small RTS frame. 
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Figure 3.5: The topology employed for the demonstration of Section 3.1.4. The numbered circles are 
nodes and the solid-lined larger circle is node 1's mean transmission range coverage area. The large dashed circles show the mean cs-range coverage area. 9 of nodes 2,3 and 4. The arrows represent traffic being forwarded. 
3.1.4 The Need to Consider Collisions, Part 2 
In this section, another demonstration, akin to the one in Section 3.1.2, is presented. Here, the 
topology of Figure 3.5 is employed. It is the same as the one shown in Figure 3.1, except that 
there is an extra 3-node chain whose traffic can interfere with node Ts opportunities to transmit. 
Node A is transmitting a 5OOkbps session through node B to node C. The topology is designed such 
that node B is inside the cs-range of node 3 but not of any other nodes. However, the session still 
affects the residual capacity of nodes 2 and 4 due to node C's ACK and CTS transmissions. Utilissing 
the overhead factor formula given in Section 3.1.1, the traffic from A to C should consume 5- 105 - 
(((20 + 14 + 14 + 512 + 28 + 20 + (3 - 4) + 20 + 14) +6- 24 + 97.5) /512) = 8.75 - 105bps at node 3. 
Note that an extra CTS and an extra ACK frame plus the required preambles and PLCP headers tire 
added to reflect that node 3 is affected only by one node's data frame transmissions, but by the CTS 
and ACK transmissions of both nodes B and C. Also, the wastage due to the minimum back-off period 
is also w1ded, since it is only factored in once, due to the contention count at node 3, whi(ii corr esponds 
to node A's traffic, being equal to one. This predicts a CBTR at node 3 of 0.44, which matches well 
with simulation mea: urements. This leaves (0.56 . 2000000) /5 = 224,000bps capacity at node 3 to 
admit a session flowing from node 1 to 6. Again, after dividing by the overhead factor (including 
minimum back-off periods) of 1.61, this translates to an achievable application data throughput of 
136kbps. Note that any excess load will also jeopardise node C's reception of node B's transmission,. s. 
Table 3.5 shows the results for various loads Bj,, ý being sent from node 1 to node 6, while the load 
from node A to node C was kept constant at 500kbps. Note that the expected network throughput is 
then 5- 105 + Bload. 
The main differences between this demonstration and the one in Section 3.1.2 are that now data 
collisions are possible for the node with the most contenders (node 3), i. e. the bottleneck node, and 
that there are a slightly larger number of contending nodes in the network. Table 3.2 already showed 
the best possible performance that can be expected from a non-saturated 6-node chain under the 
employed 802.11 model, for example an average delay of 20ms- The results for the topology of Figure 
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Table 3.3: Average QoS metric values when -various loads are applied to the 6-node chain in the topology depicted by Figure 3.5. Results are averaged over 50s. Route request exponential back-off 
was disabled and a fixed route request interval of 0.5s was employed. Also, the detection of route rn; IIIV. nO . 1111-MC-1 rUo"Iki'mr] 
Node I 
Load 
Throughput Average 
Delay 
Packet Los-, 
Ratio 
RTS 
Collision 
Ratio 
Data 
Collision 
Ratio 
Expected 
CBTR 
(node 3) 
CBTR 
(node 3) 
85kbps 578k-bps 46ms 0.0033 0.126 0.0839 0.785 0.733 
90kbps 576kbps 196ms 0.010 0.122 0.0866 0.805 0.740 
1OOkbps - 543kbps 322ms 0.081 0.130 0.103 0.846 
0.756 
- 136kbps [ 450kbps 414ms 1 0.278 j 0.161 0.120 0.990 0.775 T 
3.5 are shown in Table 3.3. These results demonstrate that, even though, this time, the back-off 0 
wastage has been considered, which led to an underestimation of the achievable throughput in Section 
3.1.1, even a loakl that, is significantly lower than the predicted sustainable level causes performance 
degradation. This can be explained by the collision ratio and the back-off windows growing longer 
than the minimum value assumed. 
Looking still at Table 3.3, we observe that the performance under most metrics deteriorates quickly 
between loads of 85kbps and 90kbps on the G-node chain. Again, the CBTR is not even close to 100%. 
Considering the results for a load of 85kbps, including the load from node 8 to node 6, the total network 
load is 585kbps. A data frame collision ratio of 8.4% means that an extra 49kbps of traffic is generated 
just by data frame retransmissions, and this does not even consider the RTS frame retransmissions. 
The conclusion is that it is easy to see why the network cannot support the level of throngbput that 
is predicted without the consideration of the collision ratio. 
In fact, the fraction of frames colliding quickly increases given a certain load as the number of nodes 
increases, or given a certain number of nodes a: s the load increases. To demonstrate this, two exper- 
iments were conducted. In the first one, a single-hop network was simulated with various numbers 
of nodes and an increasing data traffic load. In a single-hop network, only a type 1 RTS collision is 0 
possible. The fraction of transmitted RTS frames suffering a collision is shown in Figure 3.6a). 
In the second experiment, a single transmitter is sending data to a single receiver. The transmitter only 
has the receiver within its transmission and carrier-sensing ranges, but the receiver has many nodes 
within its cs-range, all sending traffic to each other. In this scenaxio, the number of nodes hidden to 
the receiver and the packet rate of the traffic they are sending to each other is increased, and the data 
frame collision ratio is recorded in Figure 3.6b). Note that this is tm extreme case in which all of the 
interfering traffic is being transmitted by hidden nodes. This scenario is studied in order to show the 0 
worst case collision ratio. 
Figure 3.6a) shows that the chance of beginning multiple RTS transmission at the same time may reach 
40% given enough nodes and given that the data traffic load is at least 50% of the channel capacity (maximum transmission rate of 2. %Ibps in this case). Note that the fixed overheads discussed above 
must be added on top of this and therefore, the fast increase in the RTS frame collision ratio begins 
at a CBTR of approximately 70%. 
In the case of the hidden node-induced data frame collision ratio shown in Figure 3.6b), the number 
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Figure 3.6: Sub-figure a) shows the fraction of RTS transmissions which suffer a Type 1 collision in a 
single-hop network. The interfering traffic load is the average level of traffic at interfering nodes seen by each node, normalised with respect to the channel rate. These values do not include any overheads, 
which take the channel utilisation close to 100% at the highest load. Sub-figure b) shows the data frame collision ratio for a single transmitter node. The values for the number of nodes represent those 
nodes that are hidden to this transmitter, but within the cs-range of its receiver. The interfering traffic is the total normalised data traffic load of the hidden nodes. This is an extreme case where a large 
proportion of the traffic is at hidden nodes, in order to show the worst case scenario. 
of nodes is not important. The main factor is the fraction of time in which the hidden nodes are 
transmitting. Again, a sudden increase begins at approximately the same level of CBTR as for the 
RTS frame collision ratio. At the highest interfering loads the hidden nodes transmit almost all of the 
time, leaving little chance for the monitored node to complete transmissions and resulting in a near 
100% data frame collision ratio. 
3.1.5 Estimating the Effects of Collisions 
As was higlilighted in Chapter 2, existing works on QAR and AC most often ignore the effects, of 
collisions on the achievable QoS. By contrast, the theoretical community has focused much attention 
on the modelling of collisions to aid in predicting the achievable throughput, delay and PLR in single- 
and multi-hop 802.11-based ad hoc networks [1071,28,121,122,1231. These works highlight that, in 
order to predict the data frame collision probability of a particular link, it is necessary to know the 
transmission probability of its transmitting node, as well as all of the cs-neighbours of the receiver node 
which are hidden to the transmitter. To determine this, it is necessary to know the corresponding traffic 
load at, these nodes. However, the transmission probability of the receiver's cs-neighbours depends on 
the channel busy time ratio of their own cs-neighbours. Therefore, it is clear that all of the transmission 
probabilities of the nodes in a busy network axe connected via a chain reaction-type mechanism, whose 
effect decreases with distance. This makes global information a necessity for accurate prediction of 
route capacity, delay, and PLR. Even if the analysis is simplified by considering only the cs-neighbours 
of a transmitter's corresponding receiver, the information about the relevant traffic flows is impractical 
to maintain. Therefore, such analyses as in [107,28,121,122,1231 are not applicable to the real-time 
operation of QAR and AC protocols. This in turn motivates a practical approarh to the consideration 
of the effect of collisions on the achievable throughput. 
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3.2 The Staggered Admission Control Protocol 
Our proposed protocol, the Staggered Admission Control (StAC) protocol was first described in a 
shortened manner in [10]. Despite its name, StAC incorporates both routing and AC aspects of 
operation. Its purpose is to provide an end-to-end guaranteed-throughput service to application data 
sessions that have a strict constraint on the minimum level of throughput they require. To this end, 
StAC includes features to discover routes that nominally have adequate capacity to support admission- 
requesting data sessions, as well as, to admit only those new sessions that would not have a derogatory 
effect on the throughput of previously-admitted sessions, and finally to uphold the level of throughput 
that it has promised to sessions by way of admitting them. Here, we give a full description of its 
operation as well as the motivations for the design choices made. 
3.2.1 Overview 
The StAC protocol is partially coupled with the dynamic source routing (DSR) [861 (see also Sec- 
tion 2.2.2.3) protocol, which performs the basic routing functions. Three separate stages of AC are 
performed for newly-arriving session admission requests. 
The first of these stages consists of an available capacity-aware route discovery, whidi operates in 
a similar manner to many of the protocols described in Section 2.10. However, only the locally- 
available capacity, estimated via the CITR, is tested at this stage. This enables, the elimination 
of routes that clearly do not have adequate available capacity for the requesting session, without 
imposing too much overhead on the network. 
2. The second stage of AC is performed oil one. of the routes discovered either by the first stage, or 
by any of DSR's other route discovery/snooping mechanisms mentioned in Section 2.2.2-3. At 
this stage, all cs-neighbours of the nodes on the selected route axe queried about their residual 
capacity to ensure that any interference imposed by the admission of the requestingssession would 
be tolerable to them. 
3. If the session passes the second stage of AC, it is paxtially admitted, meaning that it may operate 
at a reduced packet sending rate for a short period of time. This third stage of AC aims to test 
the reliability of the route, as well as to tdlow unpredictable conditions, such as an increase in 
the collision probability to be considered before fully admitting a session. 
If a session passes all three stages of AC, it is fully admitted into the network. 
As opposed to many of the protocols discussed in Chapter 2, StAC's goal is to uphold the required 
throughput of admitted sessions at almost any cost. This means that it does not pause sessions' packet 
generation even if a route fails or congestion is deemed to have developed. Instewl, sessions are re- 
routed as quickly as possible using the DSR route cache, aided by information about nodes' aNmilable 
capacity, as discussed later. 
The following sub-sections describe the above-mentioned aspects of StAC's operation in full detail. 
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3.2.2 Estimating Locally-Available Capacity 
I-Many of the protocols discussed in Chapter 2 employ the channel idle time ratio (CITR) for estimating 
the capacity available to a node for transmitting or receiving data. This information is required in 
order to perform admission control, since, as discussed, the provision of most types of QoS assurances 
requires a certain minimum level of channel access to be guaranteed. The two other main options for 
available capacity estimation that were revealed by the survey of the literature were the use of probe 
packets and the delay between their transmission or arrival to estimate the achie%-able throughput, 
and the subtraction of the channel utilisation times of neighbour nodes from the total d iannel time. 
Aside from the end-to-end probing of routes, all methods of locally-ax-ailable capacity estimation rely 
on some level of coupling with the MAC protocol, which passes this information up to the routing and 
AC protocols. 
In StAC, we opt to utilise the CITR-based method for the following reasons. As opposed to the use 
of probe packets, it is overhead-free, and the avallable capacity estimate can be continually updated. 
Therefore, it is more efficient than probing the channel between a node and each of its neighbours. 
Using the CITR, a link's available capacity can be estimated via the minimum of the CITRs of its end- 
nodes. This method is more accurate than the subtraction of neighbours' cliannel utilisation levels, 
because, as mentioned in Section 2.10.3.2, the latter does not consider the possibility of neighbour 
nodes transmitting in parallel, and hence the available capacity may be underestimated. 
MI ore specifically, StAC requires that the 802.11 N1AC protocol monitors the status of the channel 
reported by the virtual and physical carrier-sensing mec ianisms, which were discussed in Section 2.2.1. 
The basic unit of time in the 802.11 MAC specification is the time slot, the duration of which is between 
9ps and 20ps depending on the type of PHY assumed. In our model, the MAC protocol simply checks 
the channel status, once per time slot, since this is a computationally cheap operation, and records the 
number of slots for whic i it is deemed idle. This number is aggregated for one second before being 
reported to the higher layer protocol. This avoids responding to momentary fluctuations in the CITR- 
However, if the CITR measured over the last second is solely used for available capacity estimation, 
the capacity estimate may still fluctuate due to bursts of overhead, such as during route discoveries. 
In [201, it is suggested that an equally-, or exponentially-weighted moving average (EWMA) of the. 
last few samples may be utilised to dampen such affects. In order to avoid overly sudden reactions to 
capacity being freed or brought into use, an EWNIA is employed to calculate the, average CITR Ti(Ue 
from the new CITR sample Tidl, (t) at time t and the previous average. The calculation is performed 
once per second when a new value is reported by the MAC protocol as follows: 
Ticue(t) 2Ti,, u,,, Tidlen+l 3+3 
(3.1) 
The new value. only has a weighting of a third since we are interested in a stable estimate of the average 007 fraction of available channel time in a node's vicinity over the period of a few seconds, and do not wish the medianism to react immediately to ciange-9 in available capacity. In the unlikely event that there is a sudden large (relative to the channel capacity) drop in available capacity, and this medianis-m does 
not react quickly enough before a new -session request arrives, StAC's third stage of AC can detect if 
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the new session cannot be supported anyway. In case a large portion of capacity is suddenly freed up, 
instead of reacting quickly, the weighting of a third on the new value ensures that a new session is 
only admitted to use most of the newly-freed capacity if it stays free for a few seconds. This may lead 
to a slightly lower admission ratio, but is preferable to admitting a session when the capacity is only 
temporarily free due to a route failure-induced pause in transmissions. This approach is also deemed 
preferable to withholding a large fixed portion of the channel capacity from application data, e. g. 52% 
as in [1121. 
In a similar manner to CACP [201 and PAC [112], we reserve a portion of the channel capacity, in terms 
of a fraction of a second T.. at each node to allow for impredictable routing packet transmissions, as 
well ass for unexpected interference caused by node mobility. After this adjustment, (3.1) becomes: 
Tidle,, +l 
ITidle(t) 
-Tres 9 01 + 2Tiiie,,. (3.2) 33 
The initial value of Tidl,, is 1 until the first report from the MAC layer is received when it is set to that 
value. Thereafter, the exponentially-weighted moving average is applied. 
3.2.3 Network Layer Session Admission Control and QoS-Aware Routing 
Application data sessions that are requesting service from and ailmission to the network are assumed 
to specify their desired traffic characteristics to the StAC protocol. In this work, we model this 
specification in the form of a session request (SREQ) packet, which will be detailed further in Section 
3.3.1. In essence, the SREQ packet specifies a unique session ID (assumed to be generated by the 
application), a minimum throughput requirement b,,,, and the data packet size that the application 
will use. A possible packet format is illustrated in the thesis appendix. The SREQ is passed down to 
the network layer to model the arrival of an admission request at a traffic source node. 
3.2.3.1 Session State Setup and Initialisation 
When the StAC module at a source node receives an SREQ for a new session from the higher layer 
protocol, it creates an entry for it in the so-called sessions table. Each node has a sessions table which 
stores information about any sessions that have affected it at some point in time. The contents' of a 
typical sessions table entry are shown in Table 3.4. 
As discussed in Section 3.1.1, each data packet has a certain amount of unavoidable overhead associated 
with it. To formalise the discussion in Section 3.1.1, for StAC, the fixed unavoidable overhead is 
modelled as a multiplier on the throughput requirement, or a weighting factor U'reqs used to multiPlY 
the throughput requirement, which is equal to: 
U? req 
TDIFS + TRTS + TCTS + TAck + 3TsIFS + Tback-off TData 
+ 
TAIAChdr + TIPhdr + TQoShdr + TSRhdr + TData (3.3) TData 
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where TRTSI TcTs, TD. t. and TAj. are the times taken to transmit the 802.11 RTS, CTS, Data and 
ACK frames (along with the physical layer preambles) respectively, TKIAChdr TIPhdr , TQoShd, are 
the times taken to transmit the fixed-size MAC, IP and QoS-specification (SREQ contents) headers, 
on each data frame, and TDIFS and TSIFS are the DCF and short inter-frame spaces employed by 
the DSSS PHY in the 802.11 standard [771. Also) Tbackoff represents the time for which a node backs 
off before each packet transmission. Since this depends on the node's back-off stage, we use only the 
average time for the first back-off stage. This is equal to 15.5 time slots, when the minimum contention 
window (CW) is 31. Finally, TSRhd., represents the source route header, which contains the addresses 
of the constituent nodes of the packet's route, as well as (in StAC) other information, which will be 
discussed later. The session's single-hop capacity requirement B, eq is then calculated as: 
Breq brequ'req- (3.4) 
3.2.3.2 Admission Control Stage 1: Available Capacity-Aware Route Discovery 
As stated above, StAC's basic routing functions are based on the DSR protocol. In fact, the basic 
route discovery, route reply, route caching, packet forwarding, route maintenance, packet salvaging and 
packet -snooping procedures are all extensions of DSR's features. 
After the StAC module has received an SREQ for a new session and set up the session state table 
entry, as discussed above, it immediately encapsulates the packet inside a source-routed DSR packet. 
This adds a source route header and DSR-specific packet identifiers such as whether the packet is a 
route request or contains user data, for example. The packet header is also updated with the size of 
the packet, which includes the size of the SREQ data. 
The session entry is then checked for a known tested route to the SREQ's destination. If this is, the first 
SREQ for this session, there is no known tested route, and there is no route being tested. Therefore, the 
DSR route cache is searched for a route to the destination. Assuming this is the first session requesting 
admission since the network start-up, there are no known routes. In this casse, a modified DSR route 
discovery is initiated. A non-admitted session is only allowed to perform a limited number of route 
searches in order to avoid inundating the network with routing pa(i(ets. The number of route searches 
per session is also limited to one per second. The number of route discoveries performed while this 
session is not admitted (default maximilm=5), and the time of the last route discovery commencement 
are stored in the sessions table entry, shown in Table 3.4. The commencement of route searches, is also 
limited by the DSR route request (RReq) baclc-off scheme, whicli doubles the interval between route 
searches until a RR. ep is received for a particular destination [861. 
If the current session is allowed to perform a route discovery, then a DSR RReq packet is created. The 
single-hop capacity requirement Breq, calculated using (3.4) from the throughput requirement specified 
in the SREQ is inserted into the RReq header, along with the application's data parket size. 
The SREQ parket is stored in the 'ýno roilte! - buffer. The route discovery that commences is, similar 
to DSR's route discovery process, except that the first stage of AC is implemented, as described in 
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Table 3.4: The contents of the session state table stored for each session at each node that is affected by the corresponding session. Field Type Size Purpose and Notes I I I 
(bytes) 
I 
Session ID unsigned 2 Uniquely identifies the session in the network 
int 
Time created float 4 When this sessions table entry was created 
Session state bool array 3/8 Can be one of the following: "pendine', "accepted", 
"partially _accepted", "blocked", "dropped", or "completex. Source address unsigned 4 IP address of source node of the session 
int 
Destination unsigned 4 IP address of destination node of the session 
address int 
Source port unsigned 2 Port number of the source application to differentiate between 
int different applications 
Destination port unsigned 2 Port number to deliver the data to at the destination node 
int 
Data packet size unsigned 2 The size of the data packets used by the application, required for int certain capacity usage calculations 
Throughput unsigned 4 The main QoS requirement of the type of sessions we study, the 
requirement long int rninimum required throughput (bps) that must be achievable to 
admit the se-ssion and must be upheld throughout its duration 
Actual unsigned 4 The number of bytes sent or forwarded for this session since the 
throughput long int last throughput check. Used during admission control 
Reserved capacity unsigned 
long int 
4 The amount of capacity, in bps, that has been reserved for this 
session at this node 
Originally unsigned 4 Since the abovevalue might change, this is the maximulni 
reserved capacity long int originally requested amount, of capacity 
Reservation time float 4 The time at which a capacity reservation for this session wa.;, la: ', t 
made 
Route unsigned 4x length S The sequence of IP addresses currently believed to be in u. e by 
int array this session. Maximum route length is. 16. 
Route valid bool 1/8 Miether or 'lot the currently stored route is valid Route searches unsigned 1 (Only stored at session source nodes) The number of route 
char -searches that have been initiated for this session Last route search float 4 (Only stored at session source nodes) The time at which the last 
capacity-constrained route search was initiated for this se-c-SiOll Last sent data float 4 (Only stored at sesssion source nodes) The time a data packet was last -, %ent for this session 
Last received float 4 (For non-source nodes only) The time a data packet was last 
data received for this "session 
Total maximum 118 
Possible session 
1 
table entry size I ZZ 1 1 
3.2. The Staggered Admission Control Protocol 97 
the remainder of this sub-section. Before the RReq may be transmitted, a simple test of the locally- 
available capacity is conducted to ensure that the source node has enough transmission opportunities 
to support the session's required level of throughput. Therefore, the RReq is only broadcast if the 
following inequality is true: OM 
(-TidTo 
- Tsres + Tsjros) P> Breq, (3.5) 
where T... is the fraction of the channel time, which is not yet being used, but which has been 
reserved by previously-processed session admission requests, Tý-'es is the fraction of the channel time 
that the current session j, has reserved, if it had recent previous admission attempts and 0 is the node 
transmission rate, which specifies the raw channel capacity in bps and, in this chapter, is assumed 
to be fixed at 2Mbps. Note that Tsires is added on since it is included in the total reserved portion 
of the channel time T,,,,, but the session must not be allowed to block itself from being admitted. 
The remainder of the process for the reservation of resources by sessions will be detailed later in this 
section. 
As opposed to the protocols discussed in Chapter 2, StAC allows intermediate nodes to reply to route 
requests, if they know a route to the destination, and if the route is deemed to support a sufficient 
level of throughput. This protocol feature is discussed again later in Section 3.2.3.5. This means that, 
in order to avoid unnecessarily flooding the network with RReq packets, the first RReq can have a 
time-to-live (TTL) of one hop only. If the destination is not a neighbour of the source node and no 
neighbour knows a suitable route, a propagating RReq with a TTL of 16 is sent, where 16 is the, 
maximum route length allowed in our model. 
At each node receiving the propagating R. Req, a test akin to that of (3.5) is performed again as a 
prerequisite to rebroadcasting the RReq. However, since mutual contention between nodes must be 
considered, as discussed in Section 2.4 , the capacity requirement is multiplied by the contention count 
calculated from the current route length. At the RReq stage, the full route is not yet known, but there 
are either one or two upstream nodes on the route, which are within the current node's cs-rwige. Reciffl 
that we assume a cs-range equal to two maximum-length hops. Therefore the, contention count c,,,, t 
of a node at the RReq stage is at most three (including the. node itself). In general, the contention 
count may be expressed as: 
cco7it =-- IRn Nc, II (3-6) 
where R is the set of transmitting nodes on the session's route (discovered so fax, if this is at the RReq stage), whici excludes the destination node that does not forward traffic. Also, N,, is the 
current node's cs-neighbour set. Note that the cs-neighbour set is easily learnt in a busy network by 
monitoring transmissions on the channel, as highlighted in [201, and as elaborated on later. In StACI 
this is, even easier because of DSR's aggressive route-caching strategies. Any node in any route that is 
stored in the route cache, which lies within two hops of the current node, is counted ws a cs-neighbour. The RReq may only be rebroadcast if the follo,, Ning inequality is true: 
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(T-i-ýT. - - Tres + Tsjres) 0> BreqCwnt- (3.7) 
Each intermediate node learns the route discovered so far, as in DSR. However, instead of just append- 
0 idlevalue to the packet's source route header (associated intr its IP address, each node also appends its T 
with its IP address) before propagating it. It also adds a sequence number, akin to those utilised by 
AODV [431, to allow the freshness of the information to be determined when it is received by other 
nodes. Since all nodes processing a R. Req store the route in the source route header, this also allows 
them to store the available capacity-related information. Its maintenance is discussed later. 
When the destination node receives a RReq, it also checks that it has adequate available capacity 
according to (3.7). If so, it creates a Route Reply (RRep) packet, akin to DSR. However, it also copies 
the session's throughput requirement into the RRep header, as well as the discovered Ti-&-; values, 
before sending the RRep back to the source on the reversed route. As in DSR, all node-disjoint routes 
to the destination are discovered (except if the RReq suffers a collision), and the destination replies, 
to all received RReqs. Each intermediate node on the route again checks the residual capacity of the 
node. However, this time there is full knowledge of the route, meaning that the contention count that 
would affect the session's capacity usage can be more accurately calculated. Under our model, the 
maximum value of c,,,, t is five, since, aside from the current node itself, there could be two upstream 
and two downstream transmitters within cs-range. Again, the RRep is only forwarded if (3.7) is true. 
As opposed to the previously-proposed protocols discussed in Section 2.10, StAC does not test the 
available capacity of the cs-neighbours of the route's constituent nodes at this stage. This is for several 
reasons, which will be discussed in detail in Section 3.2.4, tmd can be summarised as follows. As 
stated, StAC is allowed to use DSR's many route-snooping and discovery features. This means that, 
in many cases, a route will already be known Nvhen a new SREQ arrives at a source node. However, 
the source node's view of the route's available capacity may not be up-to-date. Therefore, a second 
stage of AC is required to test the route anyway. There is no point conducting an overhead-intensive 
cs-neighbour capacity check at the route reply stage, since the route is likely to have to be re-tested 
when any other session, apart from the one that is currently being admitted, wishes to use it. 11owever, 
since the overhead-intensive RR, eq stage is over, there is little to lose by, and little overhead involved 
in, delivering the RR, ep to the source node, even if some of the route's (-s-neighbours might not have 
enough available capacity to admit the current session. The information in the RRep might help to 
avoid many flooding-based route discoveries in the future. Therefore, as long as the nodes on the route 
itself have sufficient capacity to support the session, the R. Rep is forwarded to the session's source. During this process, each node updates its Ticile value and sequence number in the source route header. 
On receipt of the RRep, the source node stores the discovered sequence of hops in its route cache. 
However, as opposed to DSR, the 7idi; value of each node on the route and the corresponding sequence 
number are also stored in the route cac le along with its IP address. This enables the calculation of 
the nominal bottleneck capacity CR of the route, which translates to the achievable throughput, since 
our initial assumptions include a fixed known link transmission rate, as previously stated. This is 
expressed as follows: 
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OR min 
7nidle)3 
ji E R, (3.8) Rn Ali 
where Ti'&, is the CITR of node i, and Ný' is the cs-neighbour set of node i. However, in this case, the 
source does not know, or need to know Ný'. Instead, in-line with our cs-range model, and as pointed 0 
out in several previous works [20,691 each node's contention count depends on its position in the route, 
and can be easily calculated from the number of transmitters within a two-hop radius that are either 
ahead of it or behind it in the route. 
If this is the first-arriving RRep, the SREQ packet waiting in the "no route!, buffer will be assigned 
to the discovered route. Otherwise, the SREQ could be selecting a route from the route cache from 
among multiple routes. This may occur if this is not the first SREQ at a particular node, or if a delay 
is introduced to wait for several R, Reps to arrive before choosing a route. In this case, the shortest 
route that satisfies the following inequality is selected: 
CR > Breqý 
where CR and Beq are calculated using (3.8) and (3.4) respectively. 
(3-9) 
Once a route for the SREQ has been selected, it is stored in the "Route" field in the session's session 
table entry. This is to enable future data packets of the session to be pinned to the pre-tested route. 
A more memory-efficient solution would be for source node. 9 to store the DSR route cache ID in the. 
table entry, but this is a simple change to make, and not of major concern. 
3.2.3.3 Stage 2: Testing of Carrier-Sensing Neighbours 
As previously stated, the second stage of AC serves to test routes that were discovered earlier and 
implements a more careful checking process. Before sending out the SREQ on the tested route, the 
source must also ensure that those of its cs-neighbours, which are forwarding throughput-sensitive 
traffic have enough residual capacity to accommodate the extra interference that the new requesting 
session would impose on them. Since, in this work, we assume that all traffic is through put. sensitive, 
none of the capacity of cs-neighbours, which is currently in use, can be spared. If best-effort traffic is 
also present in the network, then only the portion of the capacity that is reserved for QoS-sensitive 
traffic needs to be spared. 
Before testing the cs-neighbours, the condition in (3.7) is, enforced once again, to make sure it is actually 
worth testing the cs-neiglibours, rather than dropping the SREQ (rejecting the session) immediately. If enough capacity is locally available, the SREQ is stored in an SREQ buffer and an admission request (AdReq) packet is broadcast. The SR-EQ is associated with a timer, set to AD - REQ_TIMEOUT, of 150ms by default, after which the SREQ will be propagated on its route, ass detailed below. The 
process for handling SREQs is illustrated by Figure 3.7. The AdRe. q packet contains the session's ID, the route that is being tested, and the session's throughput requirement B, eq- Its format is depicted in the thesis appendix. In a similar manner to the CACP protocol [20], the AdReq is allowed to propagate 
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Figure 3.7: Flowchart illustrating the processing of a session request packet by a node on the session's 
potential route. In the chart, the SR. eq timer is set to expire after the AD_R, EQ_TINIEOUT. 
a maximum of two hops in order to reach approximately the entire e-s-neighbourhood and not beyond 
it. 
3.2.3.3.1 Processing of Admission Request Messages On receiving an AdReq, a ess-neighbour 
of the AdReq sender tests its available capacity, again using (3.7). However, note that Ccont in this case is 
the cardinality of the intersection of the AdReq receiver's cs-neighbour set and the set of transmitters 
oii the session's potential route, of which a copy is carried in the AdReq. An AdReq accumulates 
the route it travels, akin to a RReq, in order to aid in the construction of the cs-neighbours' own 
cs-neighbour sets. All discovered routing information is added to the DSR route cache. The AdReq- 
receiving node also adds the session ID, the AdReq sender's address and the time of receipt to an 
"adreqs-" table. This is used to avoid forwarding multiple copies of the same AdReq. However, the 
entry is only stored for the AD - REQ_TI, \IEOUT period. This ensures that by the time another node on the session's potential route sends an AdReq for the same session, the AdReq is forwarded again, 
to enable each cs-neighbour to learn the full list of nodes which are on the session's route as well as in 
its cs-neighbourhood. Since a particular AdReq is only forwarded once, up to a distance of two hops, 
any node receiving it knows that it is in the cs-neighbourhood of the AdReq sender and of any nodes 
that forwarded the AdReq. 
If a cs-neighbour that received an AdReq has throughput-sensitive traffic to forward, and finds that 
it has insufficient capacity to tolerate the interference that the -, session requesting admission would 
impose, it drops the AdReq and unicasts an "admission denied" (AdDen) message back to the AdReq 
sender. This contains the session's ID and is sent on the reverse of the route travelled by the AdReq. 
If, on the other hand, the AdReq receiver has sufficient capacity to support the session, it sets up 
a es-neighbour sessions table entry for the session. This entry contains a , subset of the data shown in Table 3.4, sudi as the amount of capacity required and reserved by the session and the session's 
proposed route. It also reserves an amount. of capacity equal to B,, qC ... t. This is added to the node's Tsre. 9 value to be subtracted from the node's CITR. when a capacity check, such as the one in (3.7), is 
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Figure 3.8: Flowchart illustrating the processing of an admission request packet by a cs-neighbour of 
a node on a session's potential route. 
made. Until the session is fully admitted, it is important to reserve capacity at es-neighbours. as well, 
because this acts as a message to SREQs or AdReqs of other sessions that the available capacity of this 
node will be reduced as soon as the session making the reservation is fully admitted. This, reservation 
is associated with a timer, set for 1s, after which the reservation is erased. This is because, by that 
time, the capacity should either implicitly be reserved by the session being admitted and imposing 
interference on the route's cs-neighbours, in which case it will be incorporated into their estimation of 
Ti, u,, or the session will have been rejected, meaning that the reserved capacity should be released. If 
the AdReq's TTL is not yet zero, the TTL is decremented and the AdReq is re-broadcast. Otherwise, 
it is dropped. The described process is illustrated by the flowchart in Figure 3.8. Provided that the 
AdReq is not dropped, its propagation is as illustrated by Figure 2.3. 
3.2.3.3.2 Processing of Admission Denied Messages A node receiving an AdDen message 
first checks if it has any SREQ packets that have a matching session ID to the one in the AdDen. If 
so, these SREQ packets are discarded (effectively rejecting the session). If this node is an intermediate 
node on the session's potential route, it takes the full route from the session's table entry and stores 
this in the AdDen's source route header. The route is reversed, such that it leads back to the, source 
node, and the route position indicator is set to the current node. The AdDen's source address is set 
to the current node and its destination is set to the session'stiource node. It is then sent back to the 
source node. 
If a source node receives an AdDen packet it stores a copy of the reverse of the AdDen's route, paired 
with the denied session's ID in an"unusable routes" list. Such routes are not erased from the route 
carhe since the connectivity information is still valid, but the route cannot be used by the denied 
session at the current time. As detailed later in this chapter, multiple SREQs may be allowed to be 
s sent by a single session, to give more chances for admission. In this case, the routes in the session's 
"unusable - routes" list may not be used. However, note that suc i list entries expire after a short timeout interval, which should be adjusted based on the expected rate of change of the available capacity at a 
single node. 
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3.2.3.3.3 Continued Processing of the Session Request If the node on the session's potential 
route, which originally broadcast the AdReq, receives no AdDen within the AD - REQ_TINTIEOUT 
period, then it reserves capacity equal to B, eqccantj as the cs-neighbours do. The SREQ is forwarded to 
the next node on its route. Each node processes the SREQ in the same way, checking its locally-available 
capacity, caching the SREQ for an AD REQ TINIEOUT period and broadcasting an AdReq. 
The destination node, on receiving the SREQ, also must perform the capacity tests. However, when 
it tests its cs-neighbours, its specified capacity requirement is only a certain fraction of the session's 
throughput requirement, since it will only cause interference with its 802.11 CTS and ACK control 
frames. This fraction is calculated based on the fraction of the session's total traffic that these control 
frames constitute. If the destination's capacity checks axe affirmative, the SREQ is passed up to the 
application layer agent, whose operation will be described in Section 3.3.1. The application's reply is 
modelled in our system by a Session Reply (SREP) packet. This retrieves the route used by the SREQ 
of the session from the sessions table, and inserts its reverse into the SREP pc-"- -et's SR header. Since 
the full route and its es-neighbours have now been tested for adequate available capacity, the SREP 
triggers no further capacity tests. 
3.2.3.4 Stage 3: Staggered Admission of Traffic 
When a session'ssource node receives an SREP for a particular session which has not yet been admitted, 
it sets the session's status to "partially_ accepted" and the application is -allowed to commence the 
sending of data packets. Each data packet carries an extra QoS header which contains the traffic 
specification of the data session (QoShdr in (3.3)). This includes the session ID, the data packet size, 
and the throughput requirement. This information is used for setting up session-related information 
at new nodes if the session is rerouted. Also, in order to "sniff out'* the effect that the new session 
will have on the collision probability in the network, the sending rate is initially mucli lower than the 
session's throughput requirement b,,, - The packet-sending rate is gradually increased until the session 
is either rejected or the desired rate is reached and the session is fully admitted. This decision-making 
process is detailed below. 
3.2-3-4.1 Implementing Staggered Admission of Application Traffic It is the process of 
utilising increasing data-sending rates at staggered times, whid- i gives the StAC protocol its name. A 
gradual increasing of the pack-et-sendincr rate can be implemented in one of several ways. Firstly, if the 
requirements for modular design can be relaxed, the application's operation may be partially coupled 
with the StAC protocol. For audio sessions, this means that, until notified by the StAC module, the 
application sends audio using the lowest quality, mid lience lowest data rate mode that is supported 
by its codec, thereby requiring the minimum amount of network capacity. For video data, this can be 
implemented by an initially low frame rate, or low frame resolution. As the data rate is allowed to be 
increased, the source data quality may also be increased by utilising the various, compression mode. 
and/or frame rates supported by the application codecs. 
If such a level of application-coupling is not desired or possible, then StAC may simply buffer the 
application's packets, sending them at the rate that is required to test the new session's achievable 
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QoS, as well as its effect on previously- admitted traffic. This results in poor QoS for the session, 
but this is only for a short while, and greatly aids the accuracy of admission control, as shall be 
demonstrated later in this chapter. 
A final method of implementation would be for StAC to send dummy packets of the same size as the 
application data pacicets, and at the required rate, in order to perform the necessary tests for making an 
AC decision. During this time, the application would be told that it has not yet been admitted. This 
may be deemed a waste of resources, and increases the delay between a user requesting and possibly 
gaining admission to the network. Again, the pay-off is a more reliable QoS for admitted sessions, as 
shall be demonstrated. 
The exact implementation of the staggered admission mechanism is beyond the , -,, cope of this thesis. 
Instead, we focus on proving the effectiveness of the concept and model the first option mentioned 
above, whereby the application regulates its own data-sending rate, a.,; instructed by StAC. 
3.2.3.4.2 Staggered Traffic Admission at the Network Layer The initially-allowed data rate, 
which determines the packet-generation rate, is b, - of admis- 0 -qINL, where ArL is the number of "levels" sion, i. e. the number of different packet rates at which the session is tested before it is fully admitted. 
The source spends a parameter a seconds at eaclisending rate, and therefore aNL is the rate-ramping- 
up period. After each period of a seconds the rate is increased by b,, qINL. This is repeated, as long as 
the session is not rejected, until the packet generation/sending rate reaches b,,,. Therefore, aNL +6 
is also the period of time during which the session is partially admitted, and during which it may still 
be rejected/block-ed. A small amount of time 6 is added to the ramping-up period to give time for 
rejection messages to arrive (detailed below), if the session is rejected after a short period of generating 
packets at the desired rate. 
The purpose of this staggered rate-increasing is to allow StAC to gradually "sniff out" the effects of the 
collision rate (as well as of other unpredictable phenomena) that would be caused by the session being 
admitted. Since, by this stage, the fixed packet overheads and the mutual contention between nodes 
have already been considered, a rising collision ratio is one of the few remaining factors, in achievable 
throughput, which can cause a lower-than-predicted QoS. The initial very low rate is unlikely to cause 
throughput guarantee violations, since it requires only NZ1 times as much capacity as the first two 
stages of AC have deemed to be available on the tested route. Even if violations did occur, it would 
only be for a short amount of time, depending on a. Such short-term throughput degradations are inherent to NIANETs anyway, and MANET applications must tolerate them. 
3.2.3.4.3 Deciding if a Session Should Be Rejected On receiving the first data pael(et of a 
session, each intermediate node sets a timer to expire after as. It also updates the session's channel 
time resen-ation, as foUows: 
3 brcqWrcqCcont (3-10) T83res - T&res - (NO) I 
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since the session ha. 9 been partially admitted, and is now starting to use a portion of its reserved 
capacity. Again, the new reservation is set to expire after 1s. In the sessions table entry, the session's 
status is updated to "partially _accepted" and the "partially _accepted _level" is set to 1. 
After each period of as the total number of data packets received for that session is converted into the 
, hput at eac i intermediate node and at the destination. This is done at every node in session's throug 
case a route failure causes data packets to not reach the destination meaning that the aforementioned 
timer is never started. The expected throughput for the first period of a is b,, NE'. When the timer 
expires, the session's experienced throughput is compared to the expected throughput. It is allowed 
to be less than the expected level by one packet size to allow for any delay in receiving the last data 
paelcet for that a-length period. However, if the experienced throughput is more than one data packet 
size lower than the expected level, the session cannot be admitted and a "session rejected" (SREJ) 
packet is generated. 
If the session's throughput is satisfactory, the expected throughput is increased by beqlNL, and the 
session's channel time reservation is again updated according to (3.10). This means that after each a 
period, the expected throughput increases identically to the source's data-sending rate. Compared to 
the increase in sending rate, the increase in expected throughput is delayed by the amount of time the 
first data packet took to reach the intermediate node. 
This process continues until ls after the session reaches its desired sending rate and expected through- 
put of b,,, - If the session has not been rejected at this stage, it is deemed to be admitted. At this, 
stage, the channel time explicitly reserved for the session will have been reduced to zero, since the 
session is implicitly reserving it by using the capacity. 
The above-described scheme is a low-complexity and low-overhead technique for determining whether 
the desired throughput can still be achieved with the unpredictable conditions, such as an increazSed 
collision probability in the network. However, the cs-neighbours of the nodes on the new session's 
route, which are affected by the session through interference, cannot monitor the session's throughput. 
This means that the above scheme cannot ensure that unpredictable phenomena do not degrade the 
QoS of sessions carried by the route's cs-neighbours. 
To solve this problem, the following scheme is employed. When a cs-neighbour of the route receives, 
an AdReq, and is deemed to have sufficient lo(al capacity (as discussed in Section 3.2.3.2), it checks 
the status of a so-called "CITR cliecle' timer. If this timer is not running, it is set to expire in as. 
Recall that each cs-neighbour stores information in a as-neighbour sessions table about sessions for 
which it hass received an AdReq. As long ass one AdReq has been received in the last aNL the CITR 
check timer will be running, since it is set NL times for as after each AdReq receipt. However, instead 
of throughput, the node's residual capacity is monitored in each a period. For this rea-son, it makes 
sense to base the length of a on the CITR averaging window, which is ls in our system, a: mentioned 
previously. 
The value of Tju, is checked whenever the timer expires. If this value approad- les 0 (to within a c4guard 
zone7* of 0.05) it implies that the node has entered a dangerous operating region where a high Collision 
rate is imminent. In this case, one of the new sessions must be rejected. The node iterates through 
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its cs-neighbour sessions table and, from among those sessions for which an AdReq was received more 0 
than ls ago, but which are still within their rate-ramping up periods, it selects the one which for 
which an AdReq most recently arrived. An SREJ containing this session's ID is sent to the node which 0 
originally sent the AdReq. Sessions which requested admission less than ls ago are not rejected, since 
they may not have had sufficient time to affect the value of Ti&, which is updated once per second. 
3.2.3.4.4 Processing Session Rejection Messages If an SREJ packet is received by an inter- 
mediate node on the session's route from a cs-neighbour of the route, it first checks whether or not the 
session has already been rejected, and if so, that no data packets of the session have been received for 
at least ls after rejection. If this is true, the SREJ is dropped. Otherwise, it is processed in a similar 
manner to an AdDen packet. The session's route is taken from the sessions table entry and its reverse 
is set as the SREJ's route. The SREJ is then returned to the session's source node which stores the 
"rejected" route in the "unusable routes" list and informs the application that it will not be admitted 
into the network. 
As with any other control packets, the SREJ may also be lost in transit due to congestion or route 
failures. However, this is unlikely to happen due to the high level of redundancy involved in the 
admission process. Recall that every node along the route tests the session's throughput during the 
third stage of AC. Even if one SREJ is lost, the others on the route are likely to notice the same drop 
in throughput and send an SREJ of their own. For this exact reason, to avoid unnecessary overhead, 
the SREJ is only forwarded by a node which has a valid route for the session. Note that the session's 
route is marked as "invali& in the session's table entry if the session is rejected. However, a data 
packet being received for the session causes the route to be marked a. -3 "valid". Therefore, if the SREJ 
is lost, data will continue to arrive, albeit possibly at the detected lower-than-required rate, and it will 
reset the session's route in nodes' sessions tables. Then, a second SREJ sent by any other node, has a 
chance to get through. 
In a similar manner, many cs-neighbours may be affected by the session on the route, and therefore, 
even though one node might have its SREJ lost en-route, another node may also send one. There is 
also the added redundancy of NL periods of testing, during each of which an SREJ may be sent, or 
re-sent for a previously-rejected session if the CITR of the rejecting cs-neighbour has not increased 
beyond the critical level. 
Finally, if after all of the above redundancy, a session is still falsely admitted, StAC's admission 
decisions are no less accurate than those of any of the advanced protocols described in Chapter 2. In 
this case, nodes detect that data packets are still arriving after the period of aNL and update the 
session status to "accepted% 
3.2.3.5 Route and Resource State Information Maintenance 
There are several types and causes of route failures, some of which are dealt with differently, and hence they will be discussed separately. However, fils't, StAC's pre-emptive method for dealing with the 
aftermath of route failures will be described. In the systems we model, there is no HELLO packet- based, or other proactive method of neighbour and link discovery. Instead, a route failure is only 
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detected if a node attempts to transmit a packet to its neighbour and the 802.11 retransmission count 
limit is exceeded. The MAC protocol then returns the packet to the routing protocol, which may 
choose to deem that the link ha. 9 failed. In this case, as in DSR, a route error (RErr) message is sent to 
the source nodes of any packets waiting to be forwarded b the. detecting node over the newly-broken 0y link. If the primary route of a session fails, there is no time to re-start the full admission process on a 
new route, since this is likely to take long enougrh to cause a significant drop in throughput. Therefore, 
if there are alternative routes to an affected session's destination stored in the route cac ie, the one 
which is deemed to have the highest achierable bottleneck throughput is selected as a replarement. 
3.2.3.5.1 Maintaining Available Capacity Information Routes' bottleneck achierable 
throupar, liput values, expressed by (3-8), are accurate at the time the routes are discovered. However, 
as nodes move, and sessions end or are admitted or re-routed, the capacity available to nodes may 
change. A source node's view of the residual capacity of the nodes in its neighbourhood is, easily 
kept up-to-date by monitoring their data packet transmissions. This is because each data packet 
stores the value of Tiu, corresponding to each IP address in its source route. Although this adds 
some overhead, it is useful to the goal of maintaining throughput guarantees (as detailed below), and 
if large data packets are used, as are assumed in this work, the overhead is not significant. For this 
work, since the aim is only to prove the feasibility of the concept, no optimisations are implemented. 
However, the associated overhead is easily reduced by including the T- idle values only on every n. th 
data packet, where n depends on the packet rate, as well as the CITR averaging period. 
Before sending out a pa&-et, each node updates the value Of Tidle in the source route header. Therefore, 
a node overhearing a transmission can be sure that the node that transmitted it has stored the most 
up-to-date value of 7id-1; in its header. It does not matter if some data packets are not received, due 
to interference, since it is likely that at least one is received often enough to keep the 7id--ie %"alues up 
to date. 
en a source node generates a new data packet, the source route stored for the session in the sessions 
table entry has the source node's latest information about the Tidl, values of the nodes on the route. 
Each intermediate node forwarding the packet checks the source node's view of its residual capacity 
compared to the artual locally-measured value. If the values differ by at least a threshold value, and 
no update has been sent for at least 2 seconds, a resource state update packet is created. This contains 
the CITR of the sender node, as measured by itself, as well as a sequence number, to determine 
the freshness of the information. The sequence number is incremented before sending an update and 
may only be done so by the node which the information corresponds to. This update packet is then 
for-warded. to the source node. Each node receiving/forwarding an update packet updates the CITR 
information regarding any node for which the sequence number is higher than the one stored for that 
node in the route cache. On generating a new data packet, the latest known sequence number is also 
stored with each each IP address in the source route, in order that any node learning the routing 
information from this data packet may record the latest sequence number. 
This mechanism ensures that each source node maintains the capacity information about all nodes 
which are on adive routes that pass through it. Note that the main value of interest is the minimum 
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Figure 3.9: Example scenario for discussing the operation of the available capacity information update 
scheme. Nodes I and 2 are source nodes. Node 1 is sending traffic to node 6 on the route 11,3,4,5,6} 
and node 2 is sending traffic to node 10 on the route 12,1,7,8,9,10}. Therefore, by the described 
mechanism, node 1 has up-to-date information on nodes 3,4,5,6, since updates are triggered by its 
own data packets. At the same time the initial route discovery would have discovered the alternative 
route {1,7,8,11,6} to node G. Due to node 2's data packets, node 1 also has up-to-date information 
about nodes 71,8,9 mid 10. This is enough to know the bottleneck achierable throughput, since node 8 would be one of the nodes with the most contending nodes and is likely to be the bottleneck since it has another active session on it. The third alternative route {1,3,4,12,13,14,6} is also likely to be known. Although information about nodes 12,13 and 14 would not be up-to-date, again, node 4 
is likely to be one of the bottleneck nodes, about which information is fresh. Therefore, node 1 has 
enough information to select the less-loaded alternative route. 
residual capacity on the route, as shown by (3.8), which is determined by a single node's residual 
capacity. Therefore, it does not matter if the information about some nodes is not up-to-date, as long 
as the information about the bottleneck- node is fresh. Figure 3.9 provides an example. The overhead 
represented by the update packets is acceptable since it is non-periodic, sent only when needed and 
whole routes are updated with just one packet. However, this scheme is far from infallible, since source 
nodes cannot maintain the resource state information of nodes on alternate routes which have no 
active sessions oil them passing through the source node. Also, the available channel time information 
of routes' cs-neighbours is not explicitly maintained either, unless they happen to be part of other 
active routes passing through the source node. 
Fortunately, the network dynamics and certain inherent network properties lessen the impact of these 
problems. There are two cases of information inaccuracy: either a source node's view of the routes, 
residual capacity is lower than reality, or it is higher. In the former case, if the source thinks all known 
routes have insufficient capacity to support a session whose primary route has failed, the source node 
will be forced to initiate a new route search. If this happens,, any intermediate node that is closer 
to the destination is likely to have more up-to-date information about nodes in that region of the 
network. Such a node replies to the route request, if it is deemed that it knows a route with sufficient 
residual capacity for the session. This is again based on (3.8). Therefore, an adequate route May 
quickly be found anyway. This is in contrast to the protocols in the literature, which do not allow 
intermediate nodes to reply to route requests. Note that the first route search, if required, is likely to 
occur immediately after route failure and therefore before the residual capacity information at nodes has been updated to reflect the newly-freed resources on the route, which is no longer carrying the 
session. However, a session is kept from blocking its own route search in this way because its originally 
reserved capacity is added on to the available capacity if a data packet l1as been recently received. This 
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is also done at cs-neighbours whidi also know the original reserved capacity via the AdReq packets, 0 if no route error packet has been overheard regarding the session's route. The route request back- 
off mechanism prevents a second route search occurring before residual capacity values begin to be 
updated. If a re-route of the session occurred previously, then some of the newer route's cs-neighbours 
would not have received AdR. eqs. In this case, the first RReq may be incorrectly rejected, but there is 
still less likely to be less of a delay between route failure and re-routing than in other protocols. 0 
If, on the other hand, the source node's view of alternative route resources is higher than in reality, this 
will be detected by the first data packet which uses the route. This will cause the source node's view 
to be updated. Indeed, this situation may also trigger another route failure if congestion occurs. This 
may happen if a high data rate session is re-routed. However, the reservation of a certain part of the 
network capacity for unexpected congestion, as shown by (3.2) can often alleviate this problem. In the 
worst case, a few alternative routes may have to be tried until the source node's view of each of their 
bottleneck capacities is updated. During this time, data packets will still be arriving at the destination, 
therefore, in our view, it is preferable to pausing pack-et sending which will definitely result in a drop 
in throughput. This way, the throughput degradation is only a possibility, and not a certainty. 
Recall that another source of error in this approach is that there is no time to test the residual capacity 
of the cs-neighbours of alternative routes before re-routing to them. Information about the minimum 
capacity in each node's cs-neighbourhood could be maintained via a proactive mechanism (such as 
those described in Section 2.10.3), but this would incur significant overhead, which could be counter- 
productive, and the information might never be used anyway. Thus, we opt not to maintain such 
information. Again, StAC relies on the reserved portion of capacity to absorb this extra unexpected 
interference. If the reserved capacity is not sufficient, some sessions may experience congestion which 
leads to route failure, but as described above, they can quickly recover from this. In the worst case, in an 
almost completely-saturated network, a few sessions may have to be re-routed in order to accommodate 
all of them in the modified topology. Eventually, the situation will stabilise since no extra load is being 
placed on the network, rather it is merely being re-routed. The important thing to keep in mind is' 
that application data packets are still being delivered to the destination at all times, unless network 
partitioning has, occurred. 
In summary, this approach is considered appropriate in an ad hoe environment when average through- 
put guaxantees, measured over periods of ls or longer, must be maintained. As simulation results will 
show, this approach works well in every case, except if thesession being re-routed has a high data rate 
compared to the network capacity. An improvement to this method is proposed later in this chapter. 
Also, depending on the type of application traffic being carried, a different failure resolution strategy 
may be more appropriate, as discussed in [821. 
3.2.3.5.2 Route Failure During Session Admission If a session's route fails during the second 
stage of AC, the SREQ may not be salvaged, and the session is imPlicitlY rejected (or queued, a: described in Section 3.3.1). If the route failure occurs during the third stage of AC, while the session's 
packet rate is being ramped up, the session is re-routed, as described above. However, this results 
in reduced accuracy of the admission decision, since the nodes on the new route will have fewer 
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staggered throughput- testing stages to make the decision about whether the session should be rejected 
or not. Furthermore, no AdReq packets are sent when a session is re-routed, which means that cs- 
neighbours are not tested. Once again, this is not a disadvantage of StAC, rather it merely reduces the 
effectiveness of one of its advantages compared to the protocols discussed in Chapter 2. This is because 
those protocols admit a session after a route with adequate available capacity in its cs-neighbourhood 
has been found. StACs third stage of AC is added on top of that level of route testing, and therefore, 
although its effectiveness may be reduced in some cases, it still provides its advantages in all other 
c as, e s. 
3.2.3.5.3 Increased Congestion due to Mobility Recall that several protocols, such as MAC- 
TkIAN [1141 (described in Section 2.10.4) command source node-s to pause packet generation if a node forwarding the session's packets detects congestion in some way. Recall that StAC's design goal is 
to uphold throughput-guarantees, as far as possible, under all circumstances. Therefore, no session- 
pausing is implemented. Duriner session admission, the route's cs-neighbours monitoring their CITR 
may reject sessions, but once sessions are fully admitted, this does not take place. 
If congestion is severe, a route failure will eventually occur due to the 802.11 retransmission count 
limit being exceeded. In this case, sessions using the broken link will automatically be re-routed, as 
discussed above, or have their data pack-ets buffered at the source node until a new route is, found. 
The advantage of this is that buffered pa& -ets may be delivered as soon as a new route is found, if 
buffer overflow does not cause them to be dropped. The re-routing of a session is likely to alleviate 
congestion at the original point of failure. Again, we rely on the abundance of routing information, the 
available capacity information maintenance mechanism and the portion of reserved capacity (channel 
time) Tres to eventually stabilise the situation. 
3.2.3.5.4 Reducing the Chance of Link Failure Detection Recall that multiple collisions May 
result in incorrectly deeming that a link has failed, which necessitates session re-routing. Therefore, 
it may be beneficial to attempt to avoid detecting link failures too readily. One possible approach is 
as follows. At each hop, the first time a packet is returned to the network layer as "undeliverable. "', 
it can be assumed that the link is not broken and the packet could then be resent to the MAC layer 
after a short delay, akin to the method in [1241. However, in case a receiver node has moved out 
of transmission range, this method would be counter-productive, imposing useless interference on the 
neighbour nodes. Therefore, this mechanism is not implemented by default, but its effects are tested 
separately later. 
3.2.4 Qualitative Evaluation and Justification of Design Choices 
were listed in Section Many of the opportunities for improving upon existing QAR and AC protocols 
2.13. Firstly, Chapter 2 highlighted that AC protocols are typically completely decoupled from the 
routing process, or are intrinsically combined with it. Both approat. -hes have their own advantages mid 
drawbacks, but choosing a single approach limits a protocol's robustness. To implement basic routing 
in StAC, the DSR protocol (described in Section 2.2.2.3) is employed. Part of the reason for this is 
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that source routing allows admitted sessions to be pinned to particular routes which have had their 
resources tested [201. Recall that DSR may discover routes in several ways. The first of these is through 
the repeated broadcasting of a route request (RRe. q) until the destination is reached, whic i replies with 
a route reply (RRep). In DSR, all data packets and most control packets use their source route headers 
to carry the full sequence of addresses of the nodes they are to traverse and have traversed. All routing 
information learnt from forwarded packets is stored. The source route header also allows nodes to 
learn routes through promiscuous processing of all packets transmitted on the channel which they 
can correctly decode, even if they are not part of the packet's route. Such route-snooping nodes may 
also inform the source nodes of the received packets about shorter routes to themselves if they notice 
redundant nodes in the source route. 
In StAC, various admission control features allow route resources to be tested either during route 
discovery or at a later time. This means that routing information discovered opportunistically, by 
any of the above-mentioned mechanisms, may be utilised for the admission of newly-arriving data 
sessions. In most of the coupled protocols discussed in Section 2.10, a new route search would have 
to be conducted, since the AC process is intrinsically coupled with the routing protocol, and hence 
routing information may only be stored if it has passed the admission control process. Therefore, 
in StAC, the overhead-intensive flooding of RReqs may often be avoided. As discussed in Section 
3.2.3.5, this information may also be used to quickly re-route sessions, as opposed to the majority of 
routing-coupled AC protocols in the literature, as we discussed in [111. 
On the other hand, the advantage of coupling the AC mechanism with route discovery is that resources 0 
are not wasted in discovering routes that noses,. sion can use anyway. StAC still benefits from this feature 
through its first stage of AC, which prevents the discovery of routes that are definitely not useful. 
For testing the available capacity of cs-neighbours, the on-dem, -rand, limited-scope flooding-bastil ap- 
proach was adopted. The various pros and cons of this and other methods were discussed in Section 
2.7.4. Our chosen method is possibly the most accurate, since it queries each node's own assessment 
of its available capacity. Secondly, it avoids the periodic overhead of beacon-based schemes. In the 
highly-connected networks that will be studied, it is unlikely that cs-neighbours cannot be reached by 
the AdReq packets in order to be queried. A certain latency is incurred in testing, but we, argued 
previously, that on a human-perceived timescale for session/call establishment, this, is not significant, 
since this stage of AC requires time only of the order of 1 second even for long routes. 
The final stage of AC provides a reliable method of testing whether the required QoS can be upheld 
in the face of unexpected phenomena, such a: a rising packet collision ratio. Again, it delays the full 
admission of a session at its desired QoS, but once again, the delay is of the order of 5s in our studies, 
which is deemed to be an acceptable waiting time for a human, especially if it results in a better QoS 
afterwards. 
3.2.5 Applications That May Use StAC 
As -stated previously, StAC is designed to aim at guaranteeing the availability of --rulequate capacity for applications that generate data at a known rate, and cannot operate without achieving a througliput 
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matching this data generation rate. However, many applications also have constraints on the delay, 
delay jitter and PLR they can tolerate while delivering adequate user-perceived QoS. As argued in 
Chapter 1, as well as in [981 for the case of delay, assuming that connectivity exists, providing adequate 
channel access opportunities is the minimum requirement for maintaining bounded delay, jitter and 
PLR assurances. This is because delay and jitter increase if node queues build up due to the XIAC 
layer packet service rate being too low. Eventually, this also leads to packet losses owing to buffer 
overflow. Packets are also dropped if connectivity is lost and packet timeouts occur while waiting for 
a new route to be discovered. StAC attempts to address both of these issues, with its AC and QAR. 
features. Therefore, StAC is directly applicable to serving applications that only have a minimum 
throughput constraint, while it is the foundation for, and may easily be extended to a protocol that 
aims to satisfy multiple QoS constraints. 
As detailed in [1251 Chapter 9, multimedia applications typically rely on the real-time transport proto- 
col (RTP) [1261. This in turn often operates over UDP [1251, which is the transport protocol employed 
in the simulation models used in this thesis. Multimedia applications generally do not assume TCP 
at the transport layer [1251, and StAC's operation with TCP is not studied. NVe now consider StAC's 
applicability to several classes of applications in more detail. 
3.2.5.1 Voice over IP 
As discussed in [1271, VOIP typically has several QoS constraints, mid the recommendations include a 
PLR of less than 1%, an end-to-end delay of under 150ms, delay jitter less than 30ms, and, depending on 
the desired voice quality, guaranteed available capacity of 21 to 320kbps. StAC is directly applicable to 
the problem of ensuring that the required capacity is available. Once this has been done, in the manner 
described earlier in this chapter, the end-to-end delay can be measured according to a probe packet's 
round-trip-time, as in many of the example schemes discussed in Chapter 2. The delay and delay 
jitter can also be tested during the third stage of AC, and a session can be rejected if either is- deemed 
too high. In a similar manner to the methods that will be discussed in Chapter 4 for determining 
the average transmission rate on links in a multi-rate network, the average PLR on links can also be 
measured and its value can be used in the AC process. Therefore, with some protocol extensions, StAC 
may be employed for the AC of VOIP sessions. In this thesis, the aim is to demonstrate the ability of 
StAC to reliably provide the baseline capacity piarantee, which is prerequisite to bounding the values, 
of the other QoS metrics. 
3.2.5.2 Interactive Video 
Again, as detailed in [1271, interactive video applications, have similar requirements to VOIP, sum- 
marised above. The main difference is that the capacity requirements are typically higher (e. g. 384kbPs' [1271), but again, the application will determine its data rate and hence throughput requirements. As long as there is some way to specify this to the StAC module, it is applicable to serving such applica- 
tions, in the same way as described for NIOIP. 
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3.2.5.3 Non-Interactive Video 
Non-interactive video has less stringent QoS constraints owing to its non-real-time nature. Recom- 
mendations include a PLR below 5% and an end-to-end delay below 5s. Again, capacity requirements 
depend on the particular codec employed, but capacity must be set aside in all cases if playback is 
to be reasonably smooth. Sucli an application's QoS requirements are more easily met in an ad hoc 
environment than the requirements of the aforementioned classes of traffic, as simulation results in this 
thesis will demonstrate. 
3.2.5.4 Interactive Data Transfer 
Transactional data applications, such as applications using the session announcement protocol, require 
some level of gilaranteed capacity Le. an agreed amount of capacity set aside to serve the interactive 
foreground operations of the application [1271. Also, applications such as instant messaging similarly 
require an amount of capacity to be set wide if they are to operate without significant delays. StAC 
is -%veffl suited to testing if such a level of capacity can be set aside, as discussed further below. 
3.2.5.5 Bulk and Best-Effort Data Transfer 
While such applications do not have strict QoS requirements, there still must be some amount of 
capacity set aside for them so that QoS-sensitive traffic does not aggressively occupy all of the network's 
resources. StAC is suitable for firstly establishing an estimate of how much capacity is available after 
considering the capacity availability guarantees made to more sensitive applications. It can be used 
to admit best-effort data only up to the supportable rate, and its third stage of AC can test whether 
the rate deemed supportable remains so if the collision rate increases. StAC only has to be modified 
slightly in order to recognise the difference between capacity used by giiaranteed throughput-requiring 
applications and by best-effort traffic in order to enable this operation. 
In summary, even though best-effort data transfer does not require any specific minimum level of 
throughput to work, a protocol like StAC is still required to ensure that best-effort data does not cause 
the QoS constraints of more sensitive application data sessions to be violated. 
3.2.6 Verification of Basic Admission Control Mechanism 
The aim of this section is to verify the correctness of the basic operations of StAC in a small network 
when unpredictable conditions, such as node mobility leading to route failures and unexpect("d inter- 
ference, do not play a major part. A comparison is made to two other protocols, namely CACP [201 
and MACMAN [1141, which have similar design goals. StAC itself was built upon the code base of the 
ns-2.29 version of the DSR protocol, which was described earlier in Section 2.2.2.3. The 802.11 MAC 
code was also modified slightly to report the CITR to the routing agent. Finally, the application layer 
was modelled as a CBR traffic source class under the ns-2 framework. 
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3.2.6.1 Modelling of Previously Proposed Protocols 
3.2.6.1.1 Contention-aware Admission Control Protocol, Multi-hop version The opera- 
tion of CACP-Nlulti-hop [201 was already described in Section 2.10.2. We modelled CACP as accurately 
as possible given the description in [201 and implemented a CACP-like protocol under the ns-2 frame- 
work. The following CACP features were modelled: local residual capacity estimation based on the 
CITR, similar to the method employed in StAC (utilising 3.2); residual capacity-aware route discovery; 
partial admission control at the RReq stage; temporary caching of multiple routes discovered by dif- 
ferent RReqs at destination nodes; full admission control at the RRep stage; querying of the available 
capacity of cs-neigrhbours via AdReq packets flooded to a distance of two hops (as in StAC, and as 
described for CAU-NIultihop in [201); admission denied (AdDen) message sending to the session's 
destination if the capacity is deemed insufficient; cs-neighbour set construction iltilising routing in- 
formation gleaned from packets received in promiscuous mode; selection of alternative route from the 
cache at the destination on receipt of an AdDen; monitoring of the transmission rate of sessions, and 
notifying of the source node if a session is not attaining its required pacicet transmission rate; source 
nodes searching for a new route in the cases of insufficient throughput on the current route or route 
failure. 
To elaborate further on the feature listed last, [201 stated that CACP can deal with route failures, or 
the case of asession not attaining its desired packet transmission rate, in two ways. Either by tem- 
porarily reducing the throughput requirement of affected sessions, or just by searching for a new route. 
Additionally, since 1201 did not specify all details, some assumptions were made in our implementation 
regarding details that can be logically implied from the available CACP description. Since, as opposed 
to with StAC, the AC mechanism is fully implemented at the route discovery stage, and no additional 
AC checks take place, it is implied that all routes in nodes' route caches must have been capacity- 
tested. Therefore, no additional features of source-routed protocols such as "reply from route cache! ' 
and route snooping through promiscuous packet receipt can be used to gather routing information. In 
fact, in CACP, this information is only used to build up knowledge of the cs-neighbourhood [201. 
The work in [201 shows that CACP always achieves a 100% throughput requirement satisfaction ratio, 
even in a mobile scenario. This can only be achieved if the throughput requirements are downgraded 
when mobility causes congestion. In this thesis, we axe interested in how well protocols uphold through- 
put guarantees, and thus they are not allowed to relax the throughput constraints of the applications 
when congestion occurs. However, reducing the throughput requirement implies a reduction in packet- 
sending rate, which is allowed, even though it means that the throughput is degraded. The benefit of 
this approach is that it avoids the development of further congestion and thus the possible degradation 
of other sessions' QoS. As in [1121, we assume that a minimum level of throughput is required for a 
session to operate once it is admitted, and thus, the only possible reduction in rate is to pause the 
session completely. Therefore, in our CACP model, a notified session's packet generation is temporar- 
ily paused, until the session can be re-routed, to allow congestion to dissipate. In this case, a new 
route must be found, since in CACP there cannot be any ;., ilternative routes in the route cache. In this 
-section, the focus is on networks of stationary nodes, but route failures may still be falsely detected in 
the case of inaccurate AC decisions leading to congestion and repeated collisions. 
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3.2.6.1.2 Multi-path Admission Control The operation of NIACTNIAN was described in Section 
2.10.4. Again, it has been modelled as accurately as possible based on the descriptions in [114,1281. 
In summary, the following features have been modelled: estimation of the residual channel capacity 
by monitoring the interference at a lower threshold than the one used for carrier-sensing, selected to 
produce a monitoring range that is equal to twice the transmission range plus the collision interference 
distance; partial admission control during the route discovery phase; destination replying to all received 
RReqs; filtering of received RReps at the source to ensure that no route is cached if it contains a 
sequence of hops connecting two nodes between which a shorter route is already known [1141; periodic 
testing of all alternative routes (which are not in use by the session) between a source and a destination 
through 'route capacity query' packets; use of the contention difference between the primary and the 
backup route during the capacity test; sending of periodic beacons to facilitate the construction of cs- 
neighbour sets [1281 which allow the calculation of the contention difference; the proactive seeking of 
alternative routes if no alternative route is stored in the route cache; checking of the CITR at random 
times and notification of a session's source node if a node forwarding its packets detects a CITR below 
10%; diversion of the session to a backup route by source nodes receiving such a notification. 
In contrast to CACP, we assume that 'MAGMAN may store snooped routing information, since backup 
routes are periodically tested anyway, and MAGMAN has a mechanism for handling routes that have 
less available capacity than required. However, intermediate nodes may not reply to route requests 
using their route cache. Recall also that NIMACINIAN inherits PAC's [1121 (Section 2.10.4) CITR esti- 
mation mechanism, which is stated to employ a relatively short 250ms averaging window, as opposed 
to the ls we employ for StAC and CAM The formula of (3.2) is still employed, albeit each new CITR 
sample is reported after 250ms. 
Note that in both the MACINIAN and CACP models the re-admission of a paused session is dependent 
upon finding a new route, and route searches are governed by the DSR, RReq bacl--off sclieme [86]. 
3.2.6.2 Achieved Throughput in a Simple Chain Topology 
We now return to the demonstration of Section 3.1.1 and the topology of Figure 3.1, and test the bagic 
operation of the proposed StAC protocol, as well as of CACP and NIACINIAN. 
Recall that the upper bound of the raw network capacity for the, given topology w&9 2NIbp. 9/5 = 
400kbps. Bearing overheads in mind, and employing (3.3), the overhead weighting factor increausing 
the capacity used by data sessions was 1-7137. However, CACP and IMACINIAN do not include the QoS header, the source node's sequence number or CITR estimates in the source route header or the 
minimum average back-off time in their weighting factor calculations, thus their weighting factor is 1.461. Indeed, when combined with the contention count for considering intra-route contention, the 
weighting factor of 1.737 assumes that every packet triggers a back-off period at every node in the 
transmitter's cs-range, which may not occur. Without this consideration the overhead factor for StAC is 1.586. 
We also reserved 10% of the capacity for routing and control packets with all protocols. Thus, the- 
oretically, StAC should admit between 1.8Mbps/(5-1.586)=227kbps and 207kbps. For CACP and NMACNIAN the prediction of the maximum achievable throughput is l. 8NTIbps/(5-1.461)=246kbpss- 
3.2. The Staggered Admission Control Protocol 115 
I 
e. 
I 
Figure 3.10: Throuprv; hput of the 20 sessions requesting admission with StAC (left), CACP (centre) and MACMAN (right). 
Simulations in ns-2 were conducted to test how closely the protocols can get to the predicted bounds 
while maintaining the desired throughput of admitted sessions. The 20-session traffic scenario described 
in Section 3.1.1 was employed. Note that for this study, the session-pausing features of CACP and 
MACNLIAN were disabled, and the delayed retransmission s(lieme, mentioned in Paragraph 3.2.3.5.4 
was enabled. This was enabled in order to avoid route failure detections, since there is not likely to be 
much spare channel time in the network, making collisions and thus link failures probable. 
Figrure 3.10 shows the throughput of the 20 offered sessions with StAC, CACP and MACNIAN. In each 
case, monitoring of the throughput began when the first session was admitted, after a few -seconds. 
For StAC, sessions only began reporting their throughput values, after the packet sending rate had 6 been ramped up. Sessions which were not admitted traced zero throughput for the duration of the 
simulation and are thus, not visible in the figure. 
First of all, Figure 3.10 illustrates that StAC admits only four of the sessions, those with sending 
rates of IOOkbps, 95kbps, 25kpbs and 20kbps, totalling 240kbps. This is actually greater than the 
predicted capacity, and yet all sessions' throughput requirements are maintained. This, exceeding of 
the prediction is due to the exponentially-weiggrlited moving average used in the estimation of the CITR 
shown in (3.2). When the 25kbps session is admitted, the extra capacity used is not much compared to 
the capacity already consumed prior to its admission and therefore, the new CITR value takes several 
seconds to be reached. By this time, the 20kbps session is also admitted. The fact that no throughput 
degradation occurs is due to the 10% reserved portion of the capacity. 
Secondly, Figure 3.10 also shows that CACP admits only the 1OOkbps, 95kbps, 60kbps, 1Okbps and 
5kbps sessions, totalling 270kbps, which is, again, higher than the predicted route capacity. Again, the C5 throughputs of all sessions are maintained at the requested level due to the reserved capacity. 
Finally, MACTNIAN admitted traffic totalling 240kbps, which is close to the predicted route capacity. 
NTIACINIAN's theoretically overly-conserrative available capacity estimation scheme did not show its 
shortcomings here, because the bottleneck node, node 3 in Figure 3.1, did not have any more interferers 
beyond those inside its cs-range, which are sensed under the other two protocols a. 9 well. However, MACNIAN did not admit as much traffic as CACP because of its short CITR averaging window of 250ms. This meant that it was able to update its, residual capacity estimate more quickly, whicii, in 
this particular scenario, turned out to be an ad,. -antage. 
Note also, that in this scenaxio, there wa-9 no possibility of nodes outside the two-hop neighbourhood 
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being %Nrithin the cs-range, since hop lengths were almost as long as the transmission range. Therefore, C11 0 
given also that there was no mobility, there was no chance of unexpected interference. 
These results show that StAC operates as designed in a simple topology, by admitting sufficient traffic 
to fully utilise the network capacity, while blocking any that would cause congestion. The results also 
verify that the modelled CACP-like and MACMAN-like protocols also achieve this aim. 
3.2.6.3 Achieved Throughput in a Topology with Hidden Nodes 
Secondly, we return to the topology of Figure 3.5, and offer the same 20 traffic sessions to be transmitted 
from node 1 to node 6, ass in the previous section. This time, there are 10s between subsequent session 
arrivals. As in Section 3.1.4, node A is transmitting to node C, although, this time, at a rate of 
400kbps. Again, we ignore route failure notifications, such that incorrectly detected route failures due 
to collisions do not affect the results. 
Again, we calculate the capacity usage of the 400kbps session at node 3, the bottleneck node in the 
G-node chain, to ascertain the allocable capacity on that route. This is different for each protocol due to 
the different versions of (3.3) employed. Recall that CACP and MAGMAN do not add the QoS lie-cider 
to data pacl-ets, negating the TQoShdr term, and do not add CITR estimates or sequence numbers, to 
the source route header. Therefore, the source route header is 4 bytes per hop, as opposed to 12 bytes 
per hop in StAC. Also, the route of the 400kbps is 3 hops, compared to the 6-hop route from node 1 
to 6, and therefore, a different utr, q applies to the two routes. Finally, tidding the effect of the extra CTS and ACK frame transmissions from node C, as in Section 3.1.4, under StAC, the 400kbps session 
will consume at most 1.815 - 400 = 726kbps at the bottleneck node in the six-node chain, node 3. If 
the possibly-caused back--off periods are ignored, this becomes 1.664 - 400 = 665kbps. For CACP and 
MACNIAN, the corresponding numbers are 1.737-400 = 695kbps and 1.586-400 = 634kbps. For StAC, 
this leaves between 1800 - 726 = 1074k-bps and 1800 - 665 = 1135kbps to be used by sessions on the 
6-node chain. For CACP and MACTMAN, the remaining capacity is between 1105kbps and 1166kbp-s. 
Again, these values must be divided by the contention count and the overhead weighting factors. The 
weighting factors on the G-node chain for StAC with and without back-off periods, and for CACP and 
MACMAN, with and without back-off periods are 1.737,1.586,1.612 and 1.461 respectively. Theoret- 
ically, under StAC, the G-node chain will have a residual end-to-end capacity of between 143kbps and 
124kbps. For CACP andIMACNIAN, the capacity is between 160kbps and 137kbps. 
The throughput traces for the above 20 sessions, running for 220s, axe presented in Figure 3.11. 
Figure 3.11 shows that, besides the 400kbps from node A to C, StAC admits only the 90kbps session 
from node 1 to 6. Recall that in the previous demonstration, more traffic was admitted than the 
predicted achie%-able throughput. In this case, StAC discovers that the desired throughput could 
not be upheld if any more traffic was admitted, due to the collisions induced by the hidden nodes. 
Therefore, StAC admits less traffic than was predicted. 
The traces for CACP show that it admits both the 90kbps and 45kbps sessions on the route from node 1 to 6. The admitted traffic is thus approximately equi-vralent to the lower capacity estimate, which 
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Figure 3.11: Throughput of the 20 sessions requesting admission with StAC (top left), CACP (top 
right), MAGINIAN without (bottom left) and MACINIAN with (bottom right) the parallel transmissions 
consideration of [1151 (see Section 2.10.4) incorporated into its available estimation scheme. 
was 137kbps, -as stated above. Since CACP does not test the routes for unpredictable phenomena such 
as collisions prior to admission, the most capacity-consuming session is negatively impacted, reducing 
its throughput-QoS. 
The bottom half of Figure 3.11 displays two sets of throughput traces for NIACNIAN. The bottom right- 
hand sub-figure shows the results for the case when we added the consideration of the possible overlap, 
between the transmissions of a sensing node and its non-cs-neighbour ncs-neighbours, as explained in 
[1151 and in Section 2.10.4. In the bottom left-hand sub-figure, this model enhancement was omitted. 
However, MACTNIAN admits less traffic than StAC in both cases, admitting only the 85kbps session, 
and the 80kbps in the cases when transmission overlaps are considered and not considered, respectively. 
This is significantly less than predicted, and it is most likely to be due to the consenative estimate of 
the available caparity employed by INIACINIAN, which wasexplained in Section 2.10.4, and exemplified 
in Figure 2.14. On the other hand, due to MACNIAN's conservative available capacity estimate, it also 
manages to avoid a high collision ratio, like StAC, and unlike CAM 
3.3 StAC Performance Evaluation and Parametric Study 
In order to fully and rigorously evaluate the performance of StAC, as well a. 9 to learn about the effects of 
various parameters on the behaviour of QAR and AC protocols in general, a detailed parametric study 
was embarked upon. Again, several other protocols were evaluated as benchmarks to compare StAC 
to. lVe evaluate MACMAN and CACP, for whi(Ji our models were described in Section 3.2-6.1, as well 
as a third protocol, AAC [691, which will be discussed below. These protocols were selected because 
they are deemed to be the most similar to StAC. Protocols proposed before the description of CACP 
in [211 do not consider the impact of interference prior to admitting sessions sufficiently accurately [111, hence they are not considered here. nirthermore, based on the comprehensive survey in [ill and 
simwation Time (s) Simulation Time (a) 
Simulabon Tne (s) Simulation Time (a) 
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Chapter 2, the listed protocols have the most advanced and unique features at the time of writing. 
The others published in the open literature do not propose any radical changes in terms of the basis 
for admission control, or improvements in terms of AC accuracy or mobility handling compared to the 
listed protocols [111. The consideration of the three listed protocols enables us to study one protocol 
that employs on-demand cs-neigglibourhood resource discovery (CACP), one that employs proactive 
resource discovery (AAC) and one that uses passive-monitoring based resource discovery (NIACNIAN). 
In this section, we first describe the application layer model that was employed for generating data 
sessions. Then, we present the input parameters that were studied, followed by the output metrics 
that are used to characterise protocol performance. Then follow a set of sections, one for each input 
paraineter, presenting simulation results describing the effects of varying that parameter. In each of 0 
these sections, the expected effects are discussed and then the results are analysed to reveal the actual 
effects in play. 
3.3.1 Application Layer Model 
As mentioned in Section 2.13, the works discussed in Sections 2.9 and 2.10 typically employed small 
numbers of data sessions to demonstrate the fine detail of the operation of their proposed protocols and 
studied the detailed short-term QoS of admitted sessions. They did not evaluate the effectiveness of 
the protocols in terms of upholding the required throughput/QoS for entire sessions. An exception to 
this was the paper proposing the RFAR protocol [611, which introduced the notion of credit for sessions; 
which upheld their QoS for their entire intended duration. For this thesis, in order to evaluate the 
achieved throughput-QoS of entire data sessions, as well as to be able to collect meaningful statistics, 
for laxge numbers of sessions, simple data session and application agent models are proposed and 
implemented. 
The application agent defines the notion of a session. A new data session is specified by the following 
fields: (session ID, start time (s), expected duration (s), required minimum end-to-end throughput 
(bps), data packet size (bytes), session state}. The session ID is allocated by the application agent. 
The expected duration is based on the desired throughput and the amount of data to be transferred. For 
applications that have an unspecified duration, this field may be omitted. The throughput requirement 
defines how many bits, and therefore packets, are generated per second, as well as the desired end- 
to-end throughput. Traffic is modelled by constant bit-rate (CBR) sources, since this adequately 
demonstrates the ability of StAC to handle various traffic loads and to make admission decisions. 
When a new session is generated by a user, a bloc&-ing timer is set to expire in 10s and a Session 
admission request (SREQ) message is passed to the network at the source node. All source nodes have 
a randomly- selected destination in the network. A suggested SREQ packet format is illustrated in the 
thesis appendix and it contains the session ID, expected duration (if specified), throughput requirement 
breq, and the data packet size that the session will use. Knowledge of the session's duration is useful 
to nodes for enabling them to erase session state information when it is definitely no longer needed 
by a session. On initialisation, the session state is set to llpendingý'. Session states can be one of 
the following: "pending", "accepte&, "partially _accepted", "blocked", "dropped", or "complete&. The 
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SREQ is passed down to the UDP agent. The UDP agent encapsulates the SREQ in a UDP pa&et, C5 
giving it a uniquesequential packet ID. The SREQ is carried as the application data and passed down 
to the routing agent, which takes over the handling of the SREQ, a: discussed in Section 3.2.3. 
If the SREQ packet successfully passes the admission control tests on the way to the destination node, 
it is passed up to the destination's application agent. This agent creates an entry in its list of received 
data sessions, storing the session ID, expected duration, throughput requirement and the data packet 
size. The session's state is set to "partially _accepted". A session reply (SREP) packet is then created, and passed down to the UDP agent, which encapsulates it in a UDP packet and passes it down to the 
StAC agent. Again, the SREP is propacrated back to the source node, as discussed in Section 3.2.3. 00 
If a session in the "pendinif state does not receive an SREP before the blocking timer expires then 
the session is deemed "blocked". In order to avoid session blocking owing to the "unfortunate! *- loss 
of a single SREQ due to route failures for example, and to simulate session queueing while awaiting 
admission, duplicate SREQs are sent at regular intervals if no SREP has been received and the session 
has not yet been blocked. 
If an SREP for a "pendinfe' session is received at the source node's application agent, then the session's 
state is set to "partially _accepted" and data transmission commences as discussed in Sections 3.2.3.4.1 and 3.2.3.4.2. On receiving the first data pa&et, the destination application agent sets, the, expected 
throughput to b,, qINL, a: explained in Section 3.2.3.4.2. Again, as mentioned in Section 3.2.3.4.3, the 
agent monitors the application's throughput compared to the expected throughput for each staggered 
stage of admission, and sends a "rejection" message to the source node if it is inadequate. After a 
period of aNL + 8, if the session has not been rejected, the session is deemed to be admitted, and 
its status is updated accordingly. If data packets continue to be received for a rejected session, the 
destination assumes that the SREJ was lost en-route, and periodically rebroadcasts it while the period 
of aNL after receiving the first data packet has not passed. If data packets are still being received 
more than a second after this time, then the destination assumes that all SREJ commands were lost 
and it treats the session as "admitted". 
The source application a( gent also deems a session to be "blocked" if an SREJ message is received for 
that session during the rate ramping-up period of aNL + 6. If an SREJ is received after this time 
has passed, it is too late to block the session. If, after aNL + Ss no SREJ has been received, the 
session is finally deemed to be admitted, and its state is updated accordingly. From the time that the 
destination deems the session to have been fully admitted, the session's average throughput is recorded for periods of 1s. If the average throughput within a sliding window of ten Is samples drops below breq by more than one data packet size, the session is deemed to have violated its throughput requirement, 
and is dropped. In this case, a session dropped (SDROP) packet is generated and sent to the source 
of the session. This informs the source application agent that the experienced QoS at the other end is 
unacceptable and the session can no longer be supported in the network. 
On receiving an SDROP, the source node immediately stops sending data packets and sets the session's 
state to "dropped". Since SDROP packets may also be lost in transit like SREJs, if a destination agent 
continues to receive data packets after a timeout, the SDROP packet is resent periodically, until no 
more data packets are received. Note that SDROP packets may be sent on any known route. In terms 
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of our simulations, the 'drop' event is traced as soon as the first SDR. OP is sent, and therefore the 
session dropping statistics are not affected by any loss of SDROP packets en-route. 
Althouggh it was stated above that applications might not have a pre-determined duration, for the sak-e 
of ease of simulation, session durations are decided apriori at the source node. Therefore, in this model, 
after the session duration has passed, and if the session has not been dropped, thesource node deems 
it to have been completed. 
The described application layer model applies mostly to the StAC protocol. In the case of DSR, 
we implement a crude method of AC in which, as soon as any route to the destination is found, 
an SREQ parket is sent to the destination. This is propagated without any capacity tests and the 
destination replies with an SREP. If neither the SREQ nor the SREP are lost en-route, then the session 
is admitted. For the other studied protocols, an SREQ is still sent down to the AC protocol, which 
triggers a QoS-a-, %, are route discovery, ass described for the various protocols. If this, is successful, an 
SREP is automatically generated at the source node and passed up to the application agent, which 
admits the session. 
3.3.2 Adaptive Admission Control Model 
The operation of AAC wass described in Section 2.10.3 and is modelled &s accurately as possible based 
on the description in [691, as was done in the case of NIACIMAN and CACP in Section 3.2.6-1. The 
following features are modelled: estimation of the locally-available capacity by monitoring of the CITR; 
periodic beacons to disseminate CITR information in the two-hop-radius cs-neighbourhood; available 
capacity-awaxe route discovery subject to each node's cs-neighbourhood having adequate capacity to 
support the session; monitoring of the packet queue length and notification of the source of the session 
with the highest capacity requirement if more than a certain portion of the queue is full; temporary 
pausing of the session while a new route is found upon reception of a notification; increase in the 
capacity requested for sessions after a notification is received. However, note that, instead of a QoS- 
aware version of AODV, as is suggested in [691, DSR- is used as, the underlying routing protocol. This 
makes it the same as for all of the other eraluated protocols. The major difference is, that the source 
decides the entire route for packets, instead of packets being routed hop-by-hop. 
For this work we employed 50% of the maximum queue length as the triggering threshold for sending 
a congestion notification. Again, the notified session is paused until it can be re-admitted by finding a 
new route. In [691 there wa-s no mention of pausing sessions upon route failure, and hence this is not 
implemented. The beacon period was set to 1s. The factor to increase sessions' capacity requirement 
by after pausing was 1.05. This helps to reduce the chance of sessions being paused again due to 
congestion. 
3.3.3 Simulation Parameters 
We investigated the influence of the following input parameters on the behaviour of the studied pro- 
tocols: 
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Offered load/session arrival rate - Within a single simulation run the same number of session 
requests axrived at each traffic source, randomly uniformly distributed in time. We then varied 
the number of sessions admission requests arriving at each source node within the fixed simulation 
time; 
Average node speed - We utilised the steady-state RNVPMNI (SSRNN7P., I%IM) [1291 with a minimum 
node speed of 1m/s. At the lowest average node speed the maximum node speed was 2m/s and 
the pause time was 800s, i. e. after the initial movements caused by the SSRNVPNMTNI, the nodes 
remained stationary. The average node speed was then varied by setting the pause time to 10s 
and keeping the minimum speed of lin/ss, but increming the maximum node speed. For each 
period of movement, nodes selected a random destination point and a random speed uniformly 
distribilted between the mininium and maximum speed values; 
Effective node density - there are three ways to vary this in simulation: via the area size, the 
number of nodes or by changing the common node transmission range. We chose the third option 
for simulation efficiency and fairness, allowing us to keep the area size and the number of nodes 
the same, while the effective node density wa. -3 varied via the transmission range. Note that the 
transmission power was kept constant and the range variation was, implemented via the receive 
power threshold. This is the minimum signal power required for a packet to be correctly decoded 
(assuming a low BER). For all simulations, in order to maintain the "cs-range=2 hops" model, ell 
we also set the es-thresh such that the c-s-range was double the transmisssion range; 
* Data packet size -a common data packet size was adopted for all sessions and we studied the 
effect of varying this; 
9 Number of traffic sources - we maintained a constant number of session request arrivals', and 
spread them over a varying number of traffic sources; 
9 Session data rate - the throughput requirement and data sending rate of each session was varied; 
Reserved capacity - in the description of StAC above, it wa. 9 stated that a certain percentage 
of each node's capacity was reserved for dealing with unexpected interference and to allow for 
control packets. The effects of varying the amount of reserved capacity were studied last; 
For the study of each parameter, the other parameters were kept constant. Firstly, Table. 3.1 showed 
the parameters that are common to all of the studies in this chapter. Secondly, Table 3.5 shows the 
parameter values, that are common to the studies of StAC presented in this section, and finally, Table 3.6 presents the ranges of values that were employed for investigating the influence of the parameters listed above. 
The number of nodes, simulated area size and the average transinission range. were selected using the 
guidelines in [1301 for rigorously evaluating a multi-hop (routing) protocol. These state that the average distance between node pairs should be at least four hops and that the average network partitioning3 
should be less than 5%. 
3 The network is deemed to be partitioned if no route exists between at least one pair of nodes. The fraction of node pairs that have no route between them determines the level of network partitioning. 
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Table 3.5: Default simulation parameters for the parametric study of StAC's performance. Other 
employed parameters were listed in Table 3.1. Ir Tlofuvilt. Vs%htip 11 Pjqrs%mjpfjpr Default Value 
N'o. of nodes 100 Results averaged over 10 runs 
No. of traffic sources 50 Transmission range 250m 
Mobility Model Steady-state random 
waypoint (SSRWPMM) 
Carrier-sensing range 
I 
500M 
Node minimum speed 1m/s Session desired I 
throughput 
25kbps 
Node maximum speed 2m/s Offered load 10 sessions/source 
Node pause time Soos Session arrival rate in 
netuvrk 
0.68/s 
Simulation area size 1660m x 1600M Data packet size 512 bytes 
NL 5 Reserved capacity 10% 
a ls Si nulation time 8008 
Although the 802.11 standard [711 specifies several physical data transmission rates, no rate-switching 0 
mechanism is specified, and most previous works on AC a. 9sumed a fixed transmission rate. Many of 
these works chose 2'. Nlbps as the channel capacity. In order to simplify the first implementation of 
StAC, and in line with these previous works, we also assumed a fixed 2. Nlbps link/chanuel capacity. A 
multi-rate-aware version of StAC will be proposed in the next chapter. 
Again, as with most previous works in the field, discussed in Chapter 2, the two-ray ground model 
was selected as the propagation model. This model is most applicable to the prediction of path loss 
in an open field environment where shadowing due to obstacles is negligible and where it may be 
quite accurate and realistic [351. A more realistic received signal power model with shadow fading 
is considered in the next cliapter. In this diapter, the focus is on the ability of the AC protocol to 
determine the achievable QoS and the ability of it and the QAR protocol to react to network dynamics. 
Note that, in all simulations, the packet and session statistics were not collected in the first 100s, and 
the last 100s, for the following reasons. At the start of the simulation, since session admission requests 
arrive uniformly distributed in time, it will take a while before the network load reaches a steady-state. 
Also, at the beginning of the -simulation, all sessions will be admitted, since, no capacity is in use. This 
is uncharacteristic of the network's typical operational state. In most simulations, 500 25kbps sessions, 
are introduced over 740s, resulting in a new session admission request arriving every 1.48s. By the 
time 100 simulated seconds have passed, the network will be. near saturation, and, as sessions- end, and 
new session requests arrive, the AC functionality and QoS state updating features will be fully tested. 
The last 100s are not considered because, by then, there will be less than the average number of sessions 
active, since, in order to end before 800s, the last session must begin before 740s in simulation time. 
To fairly consider session admission and completion ratios, only sessions that begin after the first 100-s 
are counted in the admission ratio. However, sessions that begin before the last 100s are considered in 
the completion ratio even if they finish within the last 100s, when other statistics are no longer being 
collected. Sessions which begin within the first 100s but are completed after it, are not counted in the 
session-level statistics. 
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Table 3.6: Parameters varied as part of the parametric study. 
Study of parameter Parameter values studied Other parameters 
different to the II 
basic setup 
Offered load/session Sessions per source: 12,5,10,15,30); 
arrival rate translates to session arrival rates: 10.14, 
0.34,0.68,1.0,2.01/s 
Respective node pause times: 800s for low- 
e-st speed, 10s for others. Maximum node speed {2,2,4,8,16,321m/s Resulting average node speeds: {0-62, 
1.42,2.11,3.24,5.09,8.111m/q 
Node maximum speed: 4m/s; Node pause Data session data rate {12.5,25,50,100,200}kbps time: 10s 
Node Transmission range: 
density/transmission {200,225,250,300,400,500)m 
range 
Data packet size 164,128,256,512,1024,2048 1bytes 
No. of traffic sources 11,5,10,50,1001 Sessions per source: (500,100,50,10,51 
N"ode maximum speed: 4m/s; Node pause Reserved capacity 10,5,10,20,50}% time: IN 
As Tables 3.5 and 3.6 indicate, during most studies, the value of the node pause time was set to the 
simulation time, and therefore we would expect no mobility. However, in the steady-state MPIMM, 
some of the nodes begin in a mobile state in order to produce the steady-state node position distribution 
[1291. As proven in [1311, the expected transition length produced by the SSRNV PMNI in a square area 
is 0.52s, where s is the length/width of the simulated area. This equates to 863m in our studies'. 
Since the speeds of mobile nodes were uniformly distributed between 1 and 2m/s in all simulations 
except the node speed study, the average transition time was 863/1.5=Z75s, meaning that some nodes 
were moving mid causing link failures throurrhout much of the simulation. This mctiy explain some 
throughput degradations suffered by StAC where alternative routes are not known at the time of link 
failure. This minimal level of mobility is maintained deliberately. The reason for the average node 
speed being only 0.62m/s is that, except during the study of the effects of the node speed, most nodes 
were stationary. 
3.3.4 Output metrics 
NVe. present our results in terms of the following metrics,: the session admission ratio (SAR), the session 
completion ratio (SCR), the aggregate end-to-end througliput (in kbps), the packet loss ratio (PLR), 
the average end-to-end data packet delay (in s), the normalised protocol overhead (NPO) and the 
normalised transmission efficiency (NTE). These metrics were all previously defined in Section 2.8. 
Additionally, we also measure the: 
Aggregate useful throughput (kbps) - this metric is the same as the aggregate throughput, except 
that it is multiplied by the SCR. This indicates what fraction of the throughput was useful in 
terms of allowing an application data session to be completed while upholding its throughput 
requirements; 
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Figure 3.12: The session admission ratios achieved by the evaluated protocols without (left) and with (right) the delayed retransmission mechanism versus the offered traffic load/session arrival rate. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
Pa&-et travel distance in hops - for each delivered data packet, we counted the number of hops 
travelled. This metric is studied because the average route length tells us the average number of 
transmitters and hence the amount of interference a session causes in the network, as well as the 
impact of any overhead generated by it. 
RTS and data frame collision ratios - the ratio of the colliding frames to the transmitted frames, 
for both types of frames. Note that the figures for RTS collisions are slightly lower than the 
actual value, since if a type 1 RTS collision occurs between two nodes A and B, where A tries 
to transmit to B and B tries to transmit to A at the same time, then only one of the collisions 
is detected. This metric almost directly reflects the average level of interference experienced by 
nodes and can act as an indicator of the success of an AC protocol in avoiding congestion; 
Route failures per session: the average number of times that an active session was notified that 
the route it is using has failed. This occurs whenever a link fails and a DSR route error (RErr) 
parket is sent to the source node of any buffered pa(lets. 
3.3.5 Offered Load/Session Arrival Rate 
The main function of an AC protocol is to manage the offered load, and therefore this study highlights 
one of the most important aspects of StAC's performance. Table 3.6 lists the studied loads. Ideally, 
StAC rejects all sessions that would degrade the throughput of previously-admitted sessions and there- 
fore there should be no significant drop in the experienced QoS. However, non-predictable overhead, in 
the form of AdReq and RReq packets, can still degrade the QoS after session admission. nirthermore, 
the simple cs-range=2 hops model might not encompass all cs-neighbours, and therefore some QoS 
degradation is possible as the load increa-ses. The staggered admission mechanism can detect such 
failures in the first two AC stages at the nodes which are part of the route of a session being admitted. 
However, it cannot do anything about increasing interference at those cs-neighbours which are carrying 
previously admitted sessions but cannot be reached by AdReq packets. 
Each of the studied protocols is now discussed in turn. Note that each protocol is studied both with 
and without the delayed retransmission scheme mentioned in Section 3.2-3.5-4. 
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Figure 3.13: The session completion ratios achieved by the evaluated protocols without (left) and with (right) the delayed retransmission mechanism versus the offered traffic load/session arrival rate. Tables' 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
3.3.5.1 CACP 
Figure 3.12 shows the SAR statistics versus the offered load for all of the evaluated protocols. At the 
lowest load CACP admits almost all sessions, since there is plenty of spare capacity in the network and, 
aside from the available capacity, session admission depends only on the success of the route discovery. 
This is based on a flooded RReq packet, and hence the high level of inherent redundancy makes it 
easy to find at least one route in the topology we study (which exhibits very little partitioning). Also, 
CACP is able to avoid low-capacity nodes by routing around them, since such nodes do not forward 
any RReqs. However, as shown in Figure 3.13, a significant percentage of sessions are dropped, even 
at the lowest load/session arrival rate. This is partly because CACP does not consider the increase in 
collision rate that occurs upon session admission, andalso, because of the possible inherent inaccuracies 
of its cs-neighbourhood capacity testing mechanism, detailed in Section 2.6.1. The dropped sessions 
also allow more sessions to be admitted to use the freed capacity, increasing the SAR further compared 
to DSR and StAC, which drop fewer sessions. 
The level of node mobility in this study, 0.62m/s, is not enough to cause frequent route failures. 
However, Figure 3.14 shows that there are still approximately two route failures per admitted session, 
albeit less with the delayed retransmission Wieme. From Figure 3.15 it is clear that CACP is often 
unable to send packets at their session's desired rate, and hence pauses sessions. Indeed, each session, 
if not dropped, may be paused more than once during its maximum lifespan of 60 seconds. This further 
explains why around 30% of sessions are dropped, even at the lowest offered load, without the cliance 
of significant congestion. 
As may be expected with an AC protocol that attempts to ensure that both sessions' routes and their 
cs-neighbours have sufficient available capacity prior to session admission, the SAR decreases sharply 
with an increasing session arrival rate. However, with an increasing arrival rate, it is also possible 
to make better use of relatively "quiet'* periods in the network's operating lifetime, meaning that an 
increasing absolute number of sessions are admitted. This, explains the increasing aggregate throughput 
shown in Figure 3.19. The average utilised route length in Figure 3.16 also decreases becausesessions, 
on shorter routes consume less network capacity, and are less likely to fail due to collisions, and hence 
are more likely to remain in use -as the network load increases. Also, the lower capacity utilisation on 
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evaluated protocols without (left) and with (right) the delayed retransmission mechanism versus the 
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shorter routes is mainly due to the potentially lower level of intra-route contention, and therefore, as 
the offered load increases, shorter routes are more likely to have sessions admitted on them. 
Again, as the session arrival rate increases, CACP exhibits a decreasing SCR, since it is unlikely that 
a session is not paused at least once during its lifetime. This verifies that CACP is unable to maintain 
throughput guarantees for extended periods of time, and indeed, its designers believe that this is not 
an achievable design goal in most MANET environments [20]. Hence it is not surprising that CACP 
so readily pauses sessions. On the other hand, this allows it to avoid most iserious cases of congestion, 
allowing it to achieve the low average packet delay of Figure 3.17 and also the low PLR of Figure 3.18. 
Figure 3.15 also demonstrates that, a. 9 expected, the delayed retransmission scheme results in less' frequent pausing of sessions, since it is less likely that the packet -sending rate is unsatisfartory. This, M together with the lower link failure detection probability, results in fewer route failures, explaining the higher average route length in Figure 3.16, and the lower (route discovery-related) overhead indicated by Figure 3.20, compared to the case without the delayed retransmission scheme. Due to its high SAR, 
meaning that many data frame transmissions occur, CACP also achieves a relatively high NTE, as 
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illustrated by Figure 3.21, and again, this is improved by employing delayed retransmissions. Finally, 
due to the above improvements, delayed retransmissions also allow a significant improvement in the 
useful throughput of Figure 3.22, and the SCR of Figure 3.13. 
On the other hand, as may again be anticipated, a larger number of frame retransmissions following 
collisions also leads to a higher proportion of frame collisions overall, as verified by Figures 3.23 kind 
3.24. Fortunately, the reduction in overhead due to the lower number of detected link/route failures 
means that this does not reduce the NTE of Figure 3.21. Finally, the reduction in CACP's SAR when 
the delayed retransmission scheme is introduced, as shown by Figure 3.12, is chiefly attributed to fewer 0 sessions being dropped and freeing up capacity prematurely. 
3.3.5.2 AAC 
AAC possesses many features that are similar to CACP, and hence, unsurprisingly, it also exhibits 
many -, similar performance trends. Instead of reiterating these, the focus shall be on the differences. The major differences in terms of operation are AAC's periodic HELLO pw. -ket-based cs-neighbourhood 
resource discovery scleme, and its session pausing policy. It is clear that the main reason for AAC's high overhead, shown in Figure 3.20, is its use of HELLO packets. It is likely that this extra overhead 
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Figure 3.18: The data packet loss ratio experienced by the evaluated protocols without (left) and with (right) the delayed retransmission mechanism versus the offered traffic load/session arrival rate Tables 
3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
causes more frequent collisions during route discovery, albeit these are not significant enough to affect 
the long-term collision ratio statistics of Figures 3.23 and 3.24. Furthermore, HELLO packets consume 
a part of the network capacity, since many nodes are likely to be within each others' cs-ranges, and 
therefore to consume each others' capacity through HELLO transmissions. This partly explains, AAC's 
lower SAR compared to CACP, illustrated by Figure 3.12. The other reason for the lower SAR is AAC's 
higher SCR, shown in Figure 3.13, which again means that fewer sessions are dropped thereby freeing 
capacity for new sessions to be admitted. 
In turn, the higher SCR is readily explained by the significantly lower chance of AAC pausing active 
sessions, as indicated by Figure 3.15. The lower SAR also helps to reduce the chances of congestion 
somewhat, thereby further improving the chance of session completion. The higher SCR may also be 
expected after observing AAC's slightly higher aggregate throughput in Figure 3.19, despite its lower 
SAR. These factors help its useful throughput to be significantly higher than CACP's, as displayed in 
Figure 3.22. 
On the negative side, AAC's high overhead results in a poor NTE, shown in Figure 3.21. Moreover, 
the fact that it very rarely pauses sessions can also be a disadvantage in terms of the non-throiighput- 
related QoS metrics. This is exemplified by the relatively high (compared to other AC protocols) delay 
in Figure 3.17 and high PLR in Figure 3.18. The main reason for these resiilts is, that source nodes 
may often be forced to stop transmitting packets due to detected route faihires (caused by collisions), 
even if the protocol has not instructed them to pause packet sending. In such cases, the source node is 
still generating packets, which are buffered. The ones that are eventually delivered accumillate a high 
delay by the time they axe sent. The remainder are dropped due to buffer thneouts, contributing to 
the relatively high PLR of Figure 3.18. It is concluded that most packet drops are not dtie to buffer 
overflow because a buffer filling up would have triggered AAC's session pausing mechanism, which was 
not the case, as was shown in Figure 3.15. 
For the same reasons as with CACP, the delayal retransmission scheme benefits AAC's performance 
significantly, as shown under most metrics. 
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3.3.5.3 MACMAN 
MACNIAN's major differences from AAC and CACP are, again, its cs-neighbourhood available capacity 
estimation scheme and its session paussing policy, but also the fact that it employs a backup route 
discovery and maintenance scheme. 
As exhibited by Figure 3.12, MACNIAN's SAR is somewhat lower than CACP's, but higher than 
AAC's. Compared to AAC, this is partly due to NIACNIAN's lower session admission-related overhead, 
as indicated by Figure 3.20. At higher loads, NIACNIAN's higher SCR compared to CACP, astshown in 
Figure 3.13, also means that fewer sessions were admitted to use capacity freed up by dropped sessions. 
However, NTIACNIAN's SCR is still relatively poor, and worse than AAC's, despite the former's use 
of barkup routes. This is partly due to MACINIAN's higher session pausing rate compared to AAC, 
shown by Figure 3.15. The pausing rate being lower than CACP's also helps to explain MACNIAN's 
comparatively lower SAR. 
The fact that TILMACIMAN's backup routes did not help it to achieve a higher SCR is initially surprising. On the other hand, consider that, in this study, node mobility was not a significant factor in the route failure statistics. Instead, the technique may actually be counter-productive in a scenario with many 
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Figure 3.21: The normalised transmission efficiency achieved by the evaluated protocols without (left) 
and with (right) the delayed retransmission mechanism versus the offered traffic load/session arrival 
rate. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
concurrently active sessions, as we have here. This is because each source node is required to know at 
least two routes to eat: h active destination: one primary, and one backup route. A route failure may 
be detected due to collisions caused by any session using a link. When a link failure occurs, any source 
nodes using that link will be notified, and will discard any affected routing information. This, means, 
that a source node's backup route may be caused to fail by another source node's se-ssion, and it may 
learn of this by overhearing or forwarding a RErr packet. This means that there may often not be any 
backup route available. A session beiner paused due to the CITR dropping below 10% will also cause 
an affected session to be re-routed to the backup route, thereby triggering a new route search. 
All these factors encourage a high route discovery overhead, which results in a generally high normalised 0 level of overhead compared to CACP and DSR, as shown in Figure 3.20. This also explains the fact 
that MAGMAN exhibits the lowest NTE for most loads, as depicted by Figure 3.21. In conclusion, 
in a largely static environment, with a low channel capacity, MACNIAN's backup route maintenance 
scheme seems to be counter-productive rather than useful. 
Again, the number of dropped sessions enable the SAR to remain relatively high. Following the 
discussion of TMACINIAN's conservative cs-neighbourhood available capacity estimation scheme in [111 
and in Section 2.10.4, one might expect its SAR to be lower. However, MACNIAN's short 250ins CITR 
monitoring window, discussed in Section 3.2.6.1.2, allows it to react quick-ly to troughs in channel 
utilisation. This enables it to admit a portion of sessions, that is comparable to CACP and AAC even 
though they use a longer, ls CITR monitoring window. Indeed, in our preliminary simulations, a ls 
CITR averaging window in NTIACTMAN did produce a very low SAR, and hence we adopted the 250ms 
window suggested in [1121. 
11 INIACNIAN also does not consider the possibility of a rising collision ratio upon session admission. 
Clearly, akin to AAC and CACP, it cannot reliably support the strict throuftut requirements of 
admitted sessions, despite its backup route mechanism. However, our work in [131 suggests that a 
higher network capacity would reduce the impact of the backup route discovery overhead, and improve 
the benefit of backup routes. This possibility is investigated later in this chapter in the context of our 
own proposed protocol. 
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Figure 3.22: The useful aggregate throughput achieved ky the evaluated protocols without (left) and 
with (right) the delayed retransmission mechanism versus the offered traffic load/session arrival rate. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
3.3.5.4 DSR 
No- As Figure 3.12 shows, with a low load, DSR admits relatively few sessions. The reasons for this are tV 
fold. Even though no capacity tests are performed, the end-to-end SREQ/SREP-based handshaking is 
vulnerable to the loss of either packet en-route. As discussed above, those protocols that rely purely on 
a flooding-based route discovery are more reliable in terms of session admission. It is exactly because 
DSR does not perform capacity tests that it often ends up sending the SREQ packet on the shortest 
route, instead of knowingly on a route with bountiful available capacity. Therefore, the selected route 
may already be near saturation. On such a route, the SREQ or SREP packet may easily be lost due to 
repeated collisions, effectively rejecting the session. As the right-hand side of Figure 3.12 illustrates, 0 
this problem cannot be solved by delayed retransmissions of the SREQ/SREP. By contrast, MACNIAN, 
AAC and CACP avoid such routes due to their residual capacity testing. Additionally, the loss of the 
session establishment packets is more likely to occur on longer routes, which is why, as seen in Figure 
3.16, at the lowest offered load, DSR (as well as StAC) exhibited an average utilised route length that 
is almost a whole hop shorter than the other three protocols. 
This way, our DSR model inadvertently avoids congestion, aiding the achievement of the high SCR 
shown by Figure 3.13 for low loads. As the session arrival rate increases, DSR initially increases its 
SAR. This is because the extra sessions were admitted at the times when spare capacity was remaining 
in the network, since there are often periods of low network utilisation when the session arrival rate 
is low. Unsurprisingly, this also leads to a fast reduction in the reliability of throughput guarantees 
with respect to the session arrival rate, as shown by Figure 3.13, since again, DSR ignores the residual 
capacity on routes. 
A peak in the SAR of Figure 3.12 occurs where the probability of losing session establishment packets 
is balanced against the level of utilisation of the network's capacity when the sessions arrive densely 
enough on the time axis. Beyond this point, as the arrival rate increases, the SAR drops as congestion 
becomes the dominant factor in the success, of the SREQ/SREP handshake. Meanwhile, the SCR of 
Figure 3.13 continues to drop due to congestion owing to the lack of consideration of route resources. 
With delayed retransmissions, it only requires approximately one 25kbps session to arrive every second 
for DSR to performwrorse than the CACP, AAC and IMACNIAN in terms of the SCR. 
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Figure 3.23: The RTS frame collision ratios caused by the evaluated protocols without (left) and with (right) the delayed retransmission mechanism versus the offered traffic load/session arrival rate. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 0 
As might be expected, DSR's rank in terms of the aggregate network throughput of Figure 3.19 is low 
when the SAR is low, at low loads, and is the highest at the loads for which its SAR peaks. Beyond 
this point, its relative throughput drops again, although it is still higher than might be expected based 
on its SCR. This is because DSR still utilises all available routing information, and discovers routes 
quickly. It delivers many packets per second, albeit these belong to many different sessions, meaning 
that DSR is unable to uphold individual users' throughput guarantees reliably. The useful throughput 
metric of Figure 3.22 verifies this statement. 
DSR's lack of consideration of route resources is also evident when observing other nietrics. This 
results in the fast-increasing collision ratios of Figures 3.23 and 3.24, and the relatively high delay and 
PLR of Figures 3.17 and 3.18 respectively. Interestingly, the delayed retraiv. smission scheme increases 
the average packet delay, since it increases the chances of congestion, but, by contrast, the PLR is, 
somewhat reduced, since the scheme delays, or avoids the detection of link failure and provides more 
chances for delivering each packet to the next node. 
The NPO curves, shown in Figure 3.20, verify that DSR is able to avoid many flooding-based route 
searches, and naturally omits any resource discovery overhead. The low NPO is also a result of 
delivering many data packets, as was shown by Figure 3.19, and explains DSIts high NTE in Figure 
3.21, despite the collision ratios that it produces. 
3.3.5.5 StAC 
Given its careful three-stage AC process, it is not surprising that StAC exhibits the lowest SAR in 
Figure 3.12. The initial increase is for rea-sons discussed above, where more sessions can be admitted 
as a higher arrival rate "fills in" gaps in network utilisation that result from a low session arrival rate. The subsequent decrease on the arrival rate axis occurs naturally as the network's capacity is exploited 
to a greater degree, in a manner akin to the other AC protocols. 
StAC's careful AC process, and its lack of session pausing, as well as its use of the DSR route cache 
allow it to achieve by fax the highest SCR, as &splayed in Figure 3.13. This also contributes to the low SAR, since little capacity is freed up before sessions' durations expire. While CACP, AAC and 
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MACTMAN are prevented from utilising any routes, unless all of their nodes and their cs-neighbours 
have been recently tested for adequate available capacity, StAC uses- any routing information available, 
in combination with the resource state maintenance mechanism described in Section 3.2.3.5. Indeed, 
this is necessary, since Figure 3.14 indicates that StAC experiences the highest number of route failures 
per session. This is primarily because it drops the fewest sessions and never pauses them, and clearly, 
sessions that continue to generate packets may continue to cause route failures to be detected through 
collisions. It is also because the number of route failures is divided by the smallest number of admitted 
sessions. However, it may furthermore be due to the risks taken during fast rerouting, whici were 
discussed in Section 3.2.3.5. Once again, the delayed retransmission scheme reduces the number of 
route failure detections significantly. 
As discussed previously, StAC inherits DSR's route snooping, gratuitous route shortening and "reply 
from route cache" features. This means that it is far more likely to have available routing information 
than the other AC protocols. Even if it does not know a route to the destination of asession whose 
route has failed, it can discover one quickly, since an intermediate node may reply to the RReq. In 
the case of new session admissions, the initial floodingr-based route discovery may often be avoided 
since the second and third stages of AC alone are adequate for making accurate admission decisions. 
This lowers the absolute level of overhead required. However, the available capacity update packets, 
together with the low SAR, mean that the NPO of Figure 3.20 is relatively high compared to most 
protocols. 
On the other hand, the aggregate network throughput in Figure 3.19 is comparable to other protocols, 
despite the low SAR. Consequently, and as may be expected from the high SCR, at higher loads, the 
useful throughput, shown in Figure 3.22, is significantly better than for all other protocols. Since StAC 
is not affected to such a great degree by incorrectly-detected route failures, the delayed retransmission 
scheme does not improve its performance as significantly as it does for other protocols. For this reitson, 
the. scheme allows other protocols to "catch uIP somewhat in terms of the metrics of Figures 3.13 and 
3.22. 
The careful AC process of StAC also enables it to achieve one of the lowest collision ratios in Figures 
3.23 and 3.24, as well as one of the lowest average delays and PLRs, m shown by Figures 3.17 and 3.18 
respectively. 
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Figure 3.25: The session admission ratio (left) and the average utilised route length (right) for the 
evaluated protocols versus the session arrival rate when session dropping was disabled. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
Finally, the fact that the gradient of StAC's SCR curve in Figure 3.13 approaches zero as the session 
arrival rate increases shows that it is able to scale well with an increasing offered load, always rejecting 
those sessions that should be rejected. The reasons that StACs SCR is not even higher axe firstly that 
there are inherent inaccuracies in the admission process, as discussed in the case of CACP, and secondly 
that non-periodic overhead cannot be taken into consideration after the third stage of AC. This means 
that, especially in a low-capacity network, there is always a chance of an unexpected burst of collisions, 
or short periods of lower channel availability. These may lead to route failures being detected, which 
in turn cause short throughput degradations, triggering our sensitive session dropping mechitnism. 
3.3.5.6 Results Without Session Dropping 
In the earlier parts of this study of the effects of varying the session arrival rate, sessions were dropped 
soon after detecting that their average throughput had dropped below the required level. However, 
this made it impossible to quantify whether sessions were dropped due to a single short period of poor 
throughput, or whether they would have suffered many throughput degradations anyway. While the 
previous study was: useful for showing how reliably the throughput-QoS could be upheld for whole 
sessions, the SCR is a relatively course-grained metric for showing the fraction of users and time for 
which QoS guarantees were satisfied. 
For these reasons, the study was repeated with session dropping disabled. In this study, the throughplit 
of individual sessions was again monitored for 1s, periods. This time, the following metrics are used to 
quantify the throiighpiit-QoS: 
Throughput satisfaction ratio (TSR): the fraction of thronghput samples for which the required 
throughput is upheld. Each sample is the average end-to-end throughput of a session over one, second; 
Throughput difference per session (TDPS): this metric is calculated by first finding the difference 
between the actually achieved and the required throughput of eatii session for each throughput sample. 
This is then expressed as a percentage of the required throughput. Finally, the average is calculated from all samples for all sessions. 
The above two metrics quantify what fraction of the time and by how much the achieved throughmit- QoS differs from that promised. Also note that, this time, the delayed retransmission mechanism is 
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Figure 3.27: The RTS frame (left) and the data frame (right) collision ratios experienced by the 
evaluated protocols versus the session arrival rate when session dropping was disabled. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
disabled. 
Figure 3.25 presents the SAR curves. It is clear that, at the higher loads, the SAR, for all protocols, 
except StAC is significantly lower than for the case with session dropping, which was shown in Figure 
3.12. This is due to the fact that sessions could not be dropped before their 60s duration expired, 
meaning that, no capacity was freed up prematurely. The relative ranking of the protocols does not 
change, and other than the lack of session dropping, the same arguments apply as in Sections 3-3-5-1- 
3.3-5.5. The average utilised route length, also shown in Figure 3.25, is almost the same for all protocols 
as in Figure 3.16, and therefore no further explanation is needed. 
As may be expected, since sessions tend to occupy the network longer when they are not neceSsSarfly 
dropped, the number of session pauses per session, illustrated by Figure 3.26, is significantly higher 
than in the case with session dropping, depicted in Figure 3.15. The general trends and the relative M 
rankings, however, do not change. The pausing rate of AAC is most noticeably affected, since the 
non-dropping of sessions allows those that are experiencing congestion to keep generating packets. 
Therefore, it is much more likely that packet buffers begin to fill up, causing AAC's session pausing 
mechanism to be activated. 
As illustrated by Figure 3.27, this also causes AAC's., collision ratios to increase relative to the other 
protocols, compared to the case in Figures 3.23 and 3.24. Indeed, due to the higher sustained level of 
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traffic in the network, the collision ratios for all protocols are higher. This, as well a. 9 the longer time 
sessions may spend in the network, also helps to explain the increased average number of route failures 
per session in Figure 3.26. Notice that StAC, which did not drop so many sessions in the first place, 
as shown by Figure 3.13, displays the least significant increase in the number of route failures. For 
those protocols that dropped many sessions in the previous study, in some cases, the number of route 
failures per session is doubled compared to thestatistics in Figure 3.14. In turn, the increased number 
of collisions and route failures provide the reasons for the higher levels of NPO shown in Figure 3.28, 
compared to Figure 3-20. Finally, the increased overhead and collision ratios tell us why the NTEs of 
Figure 3.28 are lower than those associated with the session-dropping scenario, shown in Figure 3.21. 
Due to the fact that sessions experiencing poor route reliability are not dropped after the first period 
of low throughput, there are many cases where packets are buffered while waiting for a new route. 
Especially in the case of AAC, which is the least likely to pause sessions among the protocols, that 
cannot utilise opportunistically-discovered routing information, this leads to the massive, at times, 
ten-fold increase in the average packet delay of Figure 3.29, compared to that of Figure 3.17. After 
the initial increase, AAC's delay only begins to decrease again at the highest session arrival rate, when 
the SAR is relatively low. 
The pat: ket delays incurred by DSR and MACNIAN also increase significantly compared to the case 
with session dropping. In fact, even StAC and CACP suffer increased packet delays, but to a lesser 
extent that the other protocols. In CACP's case, this is due to the frequent pausing of source packet 
generation. In StAC's case, it is due to its low SAR and the beneficial features discussed previously. 
The same arguments apply for explaining the general significant increase in the protocols' PL11s, when 
comparing Figure 3.29 to Figure 3.18, because the greater packet delays also indicate that niany packets 
must have timed out while waiting for a route to be re-discovered and tested. 
Figure 3.30 shows the average difference between the actual and required numbers of packet deliveries 
per second per session. These histograms reveal more specifically how each protocol suffers session 
throughput degradations. For example, Figure 3.30a) shows that, in most cases, sessions under CACP 
either experience their required throughput, or no throughput at all. The chance of experiencing the 
required throughput decreases, and the chance of zero throughput increa. 8 'i aa al C; es with the ess on iv 
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Figure 3.31: The aggregate network throughput achieved by evaluated protocols versus- the session 
arrival rate when session dropping was disabled. Tables 3.5 and 3.6 present the simulation parameters 
employed for obtaining these results. 
rate. This is most readily linked to CACP's aggressive session pausing strategy, shown by Figure 
3.26. However, AAC, in Figure 3.30b) shows a similar trend, indicating that the lack of back-up routes 
and readily-usable routing information after route failures is in fact the major cause of samples with 
zero throughput. Therefore, in retrospect, this is likely to be the reason for the shapes of CACP's 
histograms as well, with the session pausing playing a more minor role. With MACNIAN, there is a 
generally lower chance of experiencing zero throughput, and a slightly higher chance of falling short 
of the througiliput requirement only by one packet. This can be attributed to its chance of having 
backup routes for active sessions. In Figure 3.30d), at higher session arrival rates,, DSR's throughput 
samples are even less concentrated at a few values. This is because of DSR's ability to discover routing 
information quickly and in several ways, leading to delays of various length in between route failure 
and re-routing and the consequent various, levels of throughput shortfall. 
The above discussions can help to understand the remaining throughput-related statistics. First of all, 
the aggregate throughput, shown in Figure 3.31, is similar to that in Figure 3.19, -albeit with a few 
differences. Firstly, the relative rank of CACP improves, and this can be attributed to its successful 
avoidance of congestion. Secondly, AAC's performance is worse due to the increased delay and PLR, 
discussed above. Also, MACNIIAN's performance improves, since its back-up routes often allow it to 
recover from route failures, and avoid throughput degradations throughout a session's life, tLs opposed 
to CACP and AAC, while it still exhibits a higher SAR than StAC. 
Finally, we compare the statistics under the TSR and TDPS metrics to the less, fine-grained SCR 
indicator in Figure 3.13. As may be expected, the protocols' relative ranking is the same in both 
the TSR and TDPS metrics in Figure 3.32, since the protocol that upholds throughput requirements 
the most/least often, is also likely to produce the smallest /greatest difference between the actual 
and required throughput. Again, ass anticipated, for CACP, AAC and NIACNIAN, the TSR paInts 
a more favourable picture of their performance than the SCR, meaning that the TSR is generally 
greater. This shows that it often only took a single period of low throughput to discard a session 
while it may have experienced a better QoS in the longr-run, had it been allowed to continue. The 
congestion caused by AAC, as discussed above, affects its ranking negatively in the cme without session dropping, when comparing the TSR to the SCR of Figure 3.13. At high loads, DSR performs badly 
under both metrics due to its lack- of available capacity testing. CACP and NIACNIAN experience the 
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Figure 3.32: The fraction of time throughput requirements were upheld (left) and the percentage of the 
requirement they fell short by when they were not upheld (right) under the evaluated protocols versus 
the session arrival rate when session dropping was disabled. Tables 3.5 and 3.6 present the simulation 
parameters employed for obt-aining these results. 
greatest improvement, which was already explained in the context of the aggregate throughput metric 
above. However, relatively speaking, while CACP reduces, the frequency of throughput requirement 
violations compared to DSR, the average magnitude of the violations is just as bad, as shown by the 
TDPS in Figure 3.32. This shows that session pausing affects the paused ses, sion significantly, as is to 
be expected, but has a positive effect on the throughput-QoS of potentially multiple other sessions, 
exactly ass the desiggiers of CACP intended. 
3.3.6 Node Speed 
Aside from handling the offered load, a combined QAR and AC protocol should also react intelligently 
to the route failures and available resource reductions potentially caused by node mobility. Clearly, it 
is expected that, at higher node speeds, routes will break more often. This leads to temporary lapses 
in throughput and increases in delay while alternative routes are found. Also, the incurred route re- 
establishment overhead may cause unexpected interference and congestion. Sessions may additionally 
have to be more frequently re-routed to paths which may not be able to accommodate them, leading 
to throughput violations. In turn, these factors may decrease the SCR. 
Another factor that comes into play is the variation in the nodes' spatial distribution. As shown in 
[1321, the utilised random waypoint mobility model (RAVPNIM) causes mobile nodes to cluster nearer 
the centre of the simulation area compared to a uniform geographic distribution. This leads to a 
general increase in the average node degree (as will be investigated in Chapter 5) -and a reduction in 
the average route length. This may mean that fewer retransmissions of a packet are required for it 
to reach its destination. On the other hand, this is only a, significant factor when transitioning from 
the case of largely stationary (uniformly distributed) nodes to largely mobile nodes, exhibiting the 
RNWIMNI-produced spatial distribution. 
Note that the results for the lowest studied average node speed, 0.62m/s, are those taken froin Section 
3.3.5 from the points where the session arrival rate was 0.68/s. This time, only NIACINIAN, DSR and 
StAC are studied. NIACNIAN is selected due to its ba&-up routes, which should provide robustness 
against mobility-induce. d. route failures. TMeanwhile, DSR is used as the non-QoS-a%,,, are benchmark 
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Figure 3.33: The session admission ratios achieved by the evaluated protocols without (left) and with (right) the delayed retransmission mechanism versus the average node speed. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
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Figure 3.34: The session completion ratios achieved by the evaluated protocols without (left) and 
with (right) the delayed retransmission mechanism versus the average node speed. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
protocol. 
3.3.6.1 MACMAN 
Figure 3.33 shows the SAR statistics versus the average node speed. Once agailn, INIACNIAN exhibits 
a high SAR, which is largely due to the replacement of dropped session,, -, since the. SCR is generally 
low, -cis shown by Figure 3.34. However, the SAR must be too high in the. first place in order to cause 
tiessions to be dropped. Firstly, Figure 3.35 shows, that sessions are paused on average approximately 
once during their maximum lifetime of 60s. As explained in the previous section, this is enough to 
trigger session dropping. Secondly, MACTMAN's previously-discussed shortcomings play the major 
role in its low SCR. Again, these are the lack of consideration of a rising collision ratio upon session 
admission when the network is nearing saturation, and the inability to make use of any available 
routing information, since only capacity-tested routes, which are link-disjoint from the primary route 
are stored. 
Interestingly, the average session pausing rate, shown in Figure 3.35, does not increase signific, -ruitly 
with increasing node mobility. This shows that most session pausing is not due, to transmitting nodes 
moving into the cs-range of others and reducing their available capacity, albeit this phenomenon does 00 
explain the slight increase in the pausing rate as the average node speed increases. The main cause 
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Figure 3.35: The average number of times session packet generation wass deliberately paused per session by the evaluated protocols without (left) and with (right) the delayed retransmission mechanism versus the average node speed. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
of session pausing therefore seems to be reductions in available capit. -ity caused by the increase in the 
data frame collision ratio of Figure 3.42. 
As shown in Figure 3.36, and as anticipated, the number of primary route failures detected per session 
rises with the average node speed. Figure 3.37 illustrates that MACINIAN is able to recover from 
between over a half and two thirds of an active session's primary route failures with the use of recently- 
discovered or tested back-up routes. This also means that, often, there was no known backup route 
and that a drop in throughput would be experienced while searching for a new route. Again, when a 
congestion notification was received, and no backup route was known, the session wws paused, as shown 
by the increasing number of pauses per session in Figure 3.35. The initial increase in the use of back-up 
routes in Fiaure 3.37 is due to the difference in node spatial distribution between the low-mobility 
nodes using a high pause time, and the more clustered nodes resulting from the MVPNINI when using 
a low pause time, as discussed above. This leads to a shorter average route length, more neighbours 
and therefore a higher chance of a sufficiently disjoint backup route existing, as may also be implied 
from the initial decrease in the average utilised route length curve of Figure 3.38. The subsequent 
increase in the average route length is due to earlier- discovered back-up routes being in use, which are likely to be longer than a freshly-discovered route. 
Due to its high SAR, NIACTMAN again -achieves a relatively high aggregate througlipit, ; vs shown in Figure 3.39. Its relative performance improves with the delayed retransmission scheme, as may be 
expected, because fewer route failures are detected. This is verified by Figure 3.36, and Figure 3.37 
-shows that, consequently, a higher proportion of route failures are handled through the use of back-up 
routes. These phenomena also explain the better SCR of Figure 3.34 at lower node speeds when using the delayed retransmission scheme. At higher node speeds, the sheer number of route searclies, -as 
was discussed in the case of the session arrival rate study, increases the normalised overhead, sihoNNrn in Figure 3.45, neutralising any benefits of the delayed retransmission scheme. Moreover, that scheme 
assumes that any route failure detected for the first time by an undeliverable packet, is incorrect information. However, with an increasing average, node speed, it is increasingly likely that a next-hop 
node has actually moved out of range, and in this case, retransmitting the packet is not useful and just wastes capacity and causes needless interference. 
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Once again, MACINIAN's relatively high SAR and high number of flooding-based route searclies letads- to 
a high chance of collisions, as shown in Figures 3.41 and 3.42. The. data frame collision ratio increase-4 s 
the chance of route failures, and hence new route seaxches also increases. This phenomenon, combined 
with the decreasing chance of being able to utilise a pre-tested backup route, as depicted in Figure 3.37, 
leads to the increasing packet delays of Figure 3.43 while waiting for new routes to be discovered. The 
buffer timeouts also cause the increasing PLR of Figure 3.44. Unsurprisingly, the high, and increasing 
collision ratios and NPO lead to the relatively low and decreasing NTE of Figure 3.46. 
3.3.6.2 D SR 
The decreasing SAR exhibited by DSR in Figure 3.33 is clearly due to the increased chance of losing 
either the SREQ or the SREP during session admission. This is clear from the fact that the SAR of 
INIACNIAN, whid- 1 does, not use the SREQ/SREP handshake, does not decrease with respect to the 
average node speed. This, together with the shorter average route length, shown in Figure 3.38, and 
owing to the clustering of nodes caused by the RNVPNINI, explains the, initial increase in the SCR of 
Figure 3.34. However, &s the average node speed increases further, the increasing number of route 
e ad fallures begins to counter-balance the aforementioned effects, resulting in rising normalis. d overhe; 
as illustrated by Figure 3.45. Despite this, the dropping of more sessions at higher node speeds clearly 
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Figure 3.41: The RTS frame collision ratios suffered, by the evaluated protocols without (left) and 
with (right) the delayed retransmission mechanism versus the average node speed. Tables 3.5 and 3.6 
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with (right) the delayed retransmission mechanism versus the average node speed. Tables 3.5 tmd 3.6 
present the simulation parameters employed for obtaining these results. 
does not counter-balance the session-rejecting effect of the low route reliability due to SREQ/SREP 
losses, explaining the continuing decrease of the SAR in Figure 3.33. 
The continually-decreasing amount of traffic in the network, together with the hicreasing overhead 
explain the NTE trends of Figure 3.46. The lower aggregate throughput in Figure 3.39 is' also a 
consequence of the SAR trends, albeit the useful throughput curves of Figure 3.40 axe influenced more 
by the SCR of Figure 3.34. Except at the lowest node speed, DSR exhibits a higher useful throughput 
than NIACNIAN, largely due to its lower clurmce of congestion and laxic of session pausing, as well as 
the ability to quickly re-route sessions, as previously discussed. 
As the network utilisation decreases with a growing node speed, the chance of collisions also decreases, 
as expected, and as verified by Figures 3.41 and 3.42. The lower SAR and the significantly lower 
overhead, shown in Figure 3.45, enable DSR to enjoy generally lower collision ratios and a much 
greater transmission efficiency than MACINIAN. However, once again, the lack of consideration of 
available capacity causes the PLR of Figure 3.44 to be relatively high, compared to DSR's performance 
under other metrics, and even higher than NIACMAN in theversion using the. delayed retransmis-sion 
, scheme. The average delay, reported in Figure 3.43, also decreases as a consequence of the decreasing SAR, and the lower chances of congestion. 
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At higher node speeds, the delayed retransmission sd- ienie degrades DSR's performance, especitally 
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Figure 3.44: The data packet loss ratio achieved by the evaluated protocols without (left) and with (right) the delayed retransmission mechanism versus the average node speed. Tables 3.5 and 3.6 present the. simulation parameters employed for obtaining these results. 0 
tinder the metri(--s exhibited by Figures 3.34,3.39,3.40,3.43 imd 3.44. This is for the previously-stated 
reasons, i. e. when nodes ýixe mobile, rnývny of the reported link failures are genuine, and lience a 
retransmission of packets merely causes unnecessary interference, and a higher (Iiance of congestion. 
Therefore, the benefits of the delayed retransn-ýdssion scheme erode mcs the ratio of correctly-detected 
link failures to incorrectly- detected ones increases. 
3.3.6.3 StAC 
StAC continues to display its low admission ratio in Figure 3.33, for the reasons discussed in conjunction 
with the session arrival rate study. The decrease with respect to -an increasing node speed is for similar 
reasons as the decrease in DSR's SAR, except that StAC's third stage of AC is even more, severely 
affected by link failures than the SREQ/SREP handshaking mechanism. However, the, decrease in 
StAC's SAR is not nearly as severe &s in DSR's. This is largely due to the reliability testing of StAC's 
AC scheme, which means that only the most reliable routes aTe utilised in the first place, which are 
less likely to be affected by an increasing node speed. By contrast, DSR may often utilise unreliable 
routes, which tend to break at higher node speeds, and therefore the SAR is more, drastically affected. 
The number of route failures per , -. -, ession, as shovNm in Fipire 3.36, is mudi greater than for MACNIAN. 
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This is because the same mobility scenario was utilised to evi-duate both protocols, but INIACINIAN 
admitted a much higher number of sessions. StAC's SAR also decreases with respect to the increasing 
node speed more than MACMAN's, which leads to the growing difference in the two curves. Finally, 
in cases where even the absolute number of route failures is higher for StAC, this is for the following 
reasons. Recall that only those route failures that cause an active session to be re-routed are recorded. 
NIACNIAN may only re-route sessions to a pre-tested route, whereas StAC takes risks, when re-routing 
sessions. This means that there is a higher chance of congestion being cause by the StAC's route 
choices than NIACNIAN's. Hoivever, as the useful throughput curves of Figure 3.40 indicate, this 
strategy pays off. The reason is the theory stipulated in Section 3.2.3.5. This stated that, because all 
possible route-finding mechanisms are utilised, and all known routing information is utilised, even if 
congestion is caused by using a route based on stale available capacity information, even if a single re- 
route triggers others, eventually the situation would stabilise as routes are found for all affected sessions 
quickly. Even ignoring session completion ratios, the aggregate throughput of StAC is not significantly 
lower than that of MACINIAN, shown in Figure 3.39. NIACNIAN only outperforms StAC significantly 
in terms of the aggregate throughput when the delayed retnimsinission scheme. is introduced. This is 
because NIACINIAN suffers the least from the useless delayed retransmission of packets when it route 
has actually failed, as shown by the PLR trends in Figure 3.44, and therefore its performance relative 
to StAC's improves. 
Careful adinission and fast re-routing also allow StAC to maintain the relatively low end-to-end delay 
of Figure 3.43 and PLR of Figure 3.44, despite many route failurc-s per session. On the other hand, 
the low SAR results in a relatively high NPO, as displayed in Figure 3.45, and the, low NTE compared 
to DSR shown in Figure 3.46. StAC still manages to maintain a lower normalised overhead and higher 
NTE than NIACNIAN due to the fact that many flooding-based route searches are avoided by the us-e. 
of opportunistically-discovered routing information. The low collision ratios of Figures 3.41 and 3.42 
also help to improve StAC's NTE. 
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Figure 3.46: The normalised transmission efficiency achieved by the evaluated protocols without (left) 
and with (right) the delayed retransmission med- ianism versus the average node speed. Tables 3.5 and 3.6 present the simulation parmneters employed for obtaining these results. 
3.3.7 Source Data Rate 
The study of the effects of varying the data rate of sessions is intended to expose any inaccuracies in 
the admission decisions when dealing with various capacity requirements and any vulnerabilities in the 
fast re-routing of sessions to non-recently-tested routes after route failures. Note that from this point 
onwards, only StAC is studied, since there is little to gain by discussing every single protocol in the 
same level of detail as our own. 
First of all, Figure 3.47 confirms the logical expectation that the SAR will decre-a-se as- the throughput 
requirement of individual sessions increases. However, this does not lead to a drop in the level of 
admitted traffic. In fact, while the offered load per source increases 16-fold from 12.5kbps to 200kl)l)s, 
the SAR decreases from 52% only to 10%, to approximately a fifth. Ind(T.. d, this is reflected in the, 
aggregate throughput graph, also presented in Figure 3.47. This implies that the capacity utilisation 
efficiency in the network increases, and this matches expectations, since mu(Ii of the protocol overhewl 
is incurred on a per-session basis. In other words, fewer sessions mean less overliewl in terms of route, 
discoveries and cs-neighbourhood available capacity querying. However, another factor is that the 
higher-data-rate sessions are admitted on shorter routes on average, as shown by Figure 3.49. This 
also means that they consume less network capacity, while at the lower source, rates, it is muc i more. 
likely that even sessions requesting ad mission on long routes, with a high level of intra-route contention, 
may be admitted. 
The expectation of lower NPO, due to the overhead per session being approximately conslant, is, 
verified by the NPO curve in Figure 3.49. The overhead is also reduced because shorter routes require 
fewer AdReqs to test, and smaller scope route discoveries to repair when they break. Less) overhead 
and shorter routes, also decrease the, chance. of collisions, as illustrated by Figure 3.48. Both of these 
factors lead to the increase in the NTE of Figure 3.49. Figure 3.49 also verifies that fewer links per 
route and fewer collisions lead to fewer route Nlure detections. This in turn also contributes to the 
decreasing overhead. 
Moreover, the paclwt delay in Figure 3.48 also decreases with an increasing session data rate, since the 
utilised routes become shorter. On the other hand, after an initial decrease, whiL. 11 can be explained by the above improvements under the aforementioned metrics, the PLR in Figure 3.48 is- shown to 
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increase with the increasing source rate. Even though the number route failures per session decrea. ses, 
as shown in Figure 3.49, it does not decrease in proportion to the increase in source rate. For example, 
from the lowest to the highest source rate, the route failures per session metric's value decreases by 
a factor of three. At the same time, the source rate increases by a factor of 16. What this means is 
that, in case a session must initiate a route search after a route failure, there tiTe likely to be far more 
packets being buffered. The decrease in overall packet delay is still understandable because the overall 
chances of congestion in the network are lower. Moreover, the final increase in the PLR indicates that 
most delayed packets were eventually dropped, hence the reason for them not leading to,, rui increasing 
end-to-end delay at the highest session data rate. However, after route failures, a much higher number 
of packets request transmission in the space of a fixed amount of time. This leads to timeouts and buffer overflows, explaining the final increase in the PLR. 
In turn, the increasing PLR partially explains the decreasing SCR of Figure 3.47, and lience the. useful throughput curve in the same figure. The histogram in Figure 3.50 provides further insight. It shows that the samples exhibiting a low PLR actually increase in frequency w; the source rate increases. However, there are also more samples exhibiting PLIL9 of 50% or greater, and this explains the overall decrease in the average PLR. These samples are due to the bursts of packet losses when a route cannot immediately be re-discovered. 
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In fact, the decrease in SCR was expected, as explained in the opening statement of this tswction: since 
some routes are not fully tested before a session is re-routed to use them, there. may be a greater chimce 
of congestion developing per session. The other factor is that, as mentioned above, ea(fi route failure 
affects a larger fraction of packets. The reason that it is not reflected fully in the average delay and PLR 
curves of Figure 3.48 is that the worst-affected sessions are quickly dropped, while the sessions that 
are not affected keep transmitting more packets and therefore have a greater influence on the average 
statistics. The conclusion, then, is that, with higher source rates, the. packets that experience greater 
delays may be less statistically significtmt but they tire spretul among a larger number of sessions, hence 
the lower SAR. 
3.3.8 Transmission Range 
When varying the transmission range, we ensured that the lowest studied range still provided enoxigh 
connectivity to allow at least 95% of node pairs to communicate with each other via a multi-hop route. 
This provides the basis for the minimum studied range of 200m. Meanwhile, the, maximum studied 
range was set to 800m, which is, admittedly, rather unrealistic for 802.11. The reason for studying up 
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to this particular value is that, in this case, the cs-range being twice the transmission range implies 
that the 1600m cs-range allows most nodes' es mechanisms to cover almost the entire 1660m x 1660m, 
simulated area, and therefore the spatial reuse is near its minimum %ralue already, thereby leaving no 
reason to increase the transmission and cs-ranges further. Secondly, these large ranges allows us to 0 
-study the theoretical behaviour of the network in tui extreme cttse. 
With the varying transmission range, two opposing effects are expected to come into play. Firstly, at 
the lower transmission ranges, many hops are required to connect communicating node pairs, resulting 
in long routes being utilised and more intra-route contention. This may also reduce the. achievable 
end-to-end throughput. On the other hand, because of the "cs-range=2x transmission range! ' model, 
the aggregate network capacity is expected to be higher due to more concurrent transmissions being 
allowed in the network. At the higher ranges, the shorter routes mean that fewer retransmissions of a 
packet are required to reach its destination, and therefore the capacity utilisation efficiency is higher. 
However, the absolute transmission capacity of the network is lower because the cs-range. is higher, 
allowing fewer concurrent transmissions. 
The effects of the transmission range/node density on the SARand SCR are shown on the left-hand 
side of Figure 3.51. The initial increase in the SAR with respect to the tr-aii,,. -, mi. ssion/(. -s-rtiiigLý is due 
to the improved chances of connectivity in the network. This also leads to the higher throughput 
. shown on the right-hand side of Figure 3.51. The SCR also exhibits an initial increase, since a higher 
transmission range results in a higher average node degree, meaning that there are more alternative 
routes to a destination to help in case one breaks. This in turn explains the, increwse in the useful 
aggregate throughput of Figure 3.51 as well. 
As shown by FiMire 3.52, and as anticipated, the average utilised route length decreases with an 
increasing transmission range, since fewer hops are required to reach destinations. This initially reduces 
the average end-to-end delay, again, as may be expected and as illustrated by Figure 3.53. The NPO of 
Figure 3.54 is also, initially reduced bec-ause fewer retransmissions of flooded RReq packets take place. 
This outweighs the effects of AdReqs reaching more neighbours, since they are only retransmitted once 
in contrast to the RReqs. 
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As anticipated, the SAR of Figure 3.51 eventually begins to decrewse with an increwsing tx-/cs-range, 
due to the reduced capacity of the network, despite the. decreasing avvrage route length. The increasing 
es-range also initially increases the RTS collision ratio of Figure 3.53. However, eventually, the lower 
SAR, meaning less congestion, lowers it again. Interestingly, the da-ta frame collision ratio does not 
increase despite the growing cs-range. This showss that the traffic at hidden nodes, does not increase 
-significantly. The main cause of this is the fewer retransmissions required per packet, owing to the 
declining route lengths. In fact, at the highest c--. s-ranges, the data frame collision ratio actually begins 
to decrease, as a result of the low SAR, and the lower number of hops travelled by data packets. 
At the highest transmission and cs-ranges, the average delay of Figure 3.53 increases' Signiffi-witlY 
due to the increased level of inter-node contention for channel arc(s5s. The high number of channel 
contenders causes increases in the 802.11 back-off periods prior to transmission, which in turn causes 
pac1cet queues to build up. This accounts for the high delay. nirthermore, the increase in the PLR cali 
also be explained by the dropping of buffered p-ackets due to timeout and buffer overflow. In turn, the 
dropping of packets and the high delay explain the decrease in SCR shown in Figure 3.51. Due to our 
strict session completion conditions, significant packet delays near the end of a throughput monitoring 
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Figure 3.54: The normalised protocol overhead and the normalised transmission efficiency of StAC 
versus the average node transmission range. Note that the cs-range wa. -i twice the transmission range. Tables, 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 0 
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Figure 3.55: The session Mmission and the session completion ratios (left), as well as the aggregate 
througliput and useful throughput (right) achieved by StACversus the utilised data pacRet size. Tables 3.5 md 3.6 present the simulation parm-neters employed for obtaining the-se results. 
window can cause the average throughput to (Irop below the session's requirements Al,. -,, o, relatively 
few packet losses can also have a detrimental effect on the SCR. 
3.3.9 Data Packet Size 
Varying the data packet size produces two main effects, that can be traded off against eacii other. 
Firstly, since many parts of packet headers are of a fixed size, larger payloads per packet yield a better 
network capacity utilisation. However, longer packets tire more likely to suffer collisions, and require 
retransmission. This would increase the overhead again. Therefore, in theory, an optimal data packet 
size exists for each scenario. 
Figure 3.55 shows that, as the data pack-et size was increased, the SAR increased rapidly. This is a 
direct consequence of the overhead per data byte being lower. This means that the capacity requirement 
of sessions, calculated using (3.3), decreases, allowing more sessions to be admitted. The gradient of 
the SAR curve gradually decreases as the significance of the overhead corresponding to each packet 
transmission also decreazes. 
As also shown in Figure 3.55, StAC's SCR trend is actually a decrewsing one with respect to the packet 
size, as opposed to the SAR. Although a larger payload per pa(I-et means, less relative overhead, which 
50% 10ýj lzel5RO 2000 ata pac et s 
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Figure 3.56: The data packet loss ratio and the average end-to-end data packet delay (s) (left), as well 
as the RTS and data frame collision ratios (right) experienced by StAC versus the utilised data packet 
size. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
is shown in Figure 3.57, and means that more traffic can be admitted, once this happens, there is a 
higher chance of the inaccuracies in AC causing collisions with the longer packets. This is verified in 
Figure 3.56 and leads to a decreasing SCR. Another important point to note here is that, in order to 
make a fair comparison, the session dropping condition was made the same for all packet sizes. In 
Section 3.3.1, we stated that a session is dropped if its average throughput measured over 10 samples, is, 
less than the desired throughput by more than one packet size. However, this rule would favour larger 
packet sizes, and therefore, for this study, the rule was redefined such that 512 bytes is used for all 
simulations as the maximum tolerable shortfall of the actual througrliput from the desired throughput. 
This implies that, while packet delays are not a problem, since we average over 10 samples, packet 
losses may have a more detrimental effect on the average throughput. This is also partly to blame for 
the decreasing SCR, since, with larger packets, a single packet loss results in a proportionately greater 
drop in throughput. Thus, the increasing PLR trend of Figure 3.56, alds in explaining the SCR trend. 
Returning to the collision ratio curves in Figure 3.56, the RTS collision ratio increases both due to 
the increased SAR, hence traffic load, and owing to the increasing average route length of Figure 3.58. 
The route length itself grows because of the decreasing capacity requirement of each session as the 
data packet size increase-s. This leads to longer routes, with a higher level of intra-route contention, 
qualifying for use more often than when they might not have sufficient capacity due to a high overhead 
factor. As previously stated the data frame collision ratio increases again due to the higher traffic load, 
but mostly due to the longer period of time each packet takes to transfer over the channel. 
In turn, the increasing collision ratio may cause more link failures to be detected, as indicated by 
Figure 3.57. This may contribute slightly to the decreasing SCR., but as was alsoshovm in Figure 3.57, 
the NPO is dominated by the effect of the pac: ket size, and therefore the increase in route failures is 
not a dominant factor. Unsurprisingly, the NTE trend is also dominated by the packet size. 
The increasing average delay of Figure 3.56 may also be explained by the increasing collision ratios, as 
well as the growing utilised route length, both of whidi affect this metric. The larger number of link 
failures and collisions and the greater delay also provide reasons for the increasing PLR trend in the 
same figure. These two metrics again provide insight into the reasons for the decreasing SCR. Finally, 
as a consequence of the SCR and SAR, the theory that an optimal packet size exists is proven by the 
useful throughput curve in Figure 3.55. This shows that the best of combination of network capacity 
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Figure 3.57: The route failures for active sessions per number of sessions admitted (left) and the 
normalised protocol overhead and the normalised, transmission efficiency (right) of StAC versus the 
utilised data packet size. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
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Figure 3.58: The average utilised route length (left) and its histogram (right) for StAC versus the 
utilised data packet size. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
iltilisation and throughput reliability is with a data pacItet size approximately between 500 and 1500 
bytes. This may (Iiange if the absolute network capacity is increased. 
3.3.10 Number of Traffic Sources 
As shown in Table 3.6, the number of offered sessions was kept constant at 500 and the session request 
arrivals were spread among a varying number of source nodes. At the lowest level of load spread, all 0 
sessions are routed from a single source to a single destination. In this case, only a small portion of 
the network capacity can be utilised, since sessions are geographically concentrated and spatial reuse is 
limited. Therefore the SAR is expected to be low. At the other extreme, all nodes are traffic sources, 
and consequently, spatial reuse is maximised and the SAR is expected to be higher. 
Figure 3.59 confirms our expectations about the SAR. However, except when switching from one source 
to five sources, it exhibits little variation. The only change after this point is a slight decrease, which 
is due to the increasing overhead incurred in searchingr for and testing routes throughout the whole 0 network. The increasing overhead beyond using five sources is confirmed by Figure 3.60. 
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Figure 3.59: The session admission and the session completion ratios (left), as well as, the aggregate 
throughput and useful throughput (right) achieved by StAC versus the number of traffic sources. Tables 3.5 and 3.6 present the . simulation parameters employed for obtaining these results. 
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Figure 3.60: The route failures for active sessions per number of sessions admitted (left) and the 
normalised protocol overhead and the normalised, transmission efficiency (right) of StAC versus, the 
number of traffic sources. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
The SAR, with a single source is very low, as anticipated; the route(s) between the single communicating 
pair quickly become saturated and no further sessions can be admitted. The normalised overhead is, 
also highest at this point because many sessions attempt admission, triggering route searches and 
sending AdReqs, while the SAR is low and the overhead is therefore normalised by relatively few data 
packets. The low throughput achieved by a single traffic source, characterised by Figure 3.59, confirms' 
that relatively few data packets are delivered. Due to the traffic being geographically confined, this also 
creates much inter-node contention, causing the relatively high delays and packet losses due to buffer 
timeouts, as shown by Figure 3.62. The high delays and packet losses, as well the high normalised 
overhead, have a severe effect on the SCR, as shown in Figure 3.59. 
Since most of the packet delays axe due to buffering and the packet losses are due to buffer timeouts 
while attempting to re-discover a route with adequate available capacity, those results do not imply 
a high collision ratio, as, verified by Figure 3.62. Instead, the fact that the traffic is geographically 
confined means that there are less hidden transmitters affecting the traffic, and thus fewer chances for 
collision. As the traffic spread increases, the potential number of hidden transmitters from any node's 
point of view increases, thus explaining the rising collision ratios of Figure 3.62. 
1) 20 40 60 80 10 
However, the effect of the collisions is not severe enough to counter-act the benefit of spreading traffic 
out in the network, as indicated by the rising SCR in Figure 3.59. In fact, this shows that StAC's 
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Figure 3.61: The average utilised route length (left) and the average number of active route failures per 
session (right) for StAC versus the number of traffic sources. Tables 3.5 and 3.6 present the simulation 
parameters employed for obtaining these results. 
operation scales well to an increasing number of users. Again, this is owed to its use of aggres- 0 
sive route caching, its ability to operate decoupled from the routing protocol and the ability to use 
opportunistically-discovered routing information, which aids its scalability. Therefore, despite the over- 
head and the collision ratios growing as the number of traffic sources increases, StAC maintain,. -,, an 
almost constant, only slightly decreasing trýansrnission efficiency, as illustrated by Figure 3.60. 
As can be seen in Figure 3.61, with a single source, the average utilised route length is relatively high. 
This is because the average utilised route length is determined only by the placement of the source and 
destination nodes. By contrast, when there are many traffic sources, the AC protocol is more likely 
to admit traffic on shorter routes and therefore the utilised route length is also determined by the AC 
protocol. This explains the initial decrease in the utilised route length. The route length begins to rise 
again after more traffic sources are added, because there is a possibility that some parts of the network 
that have ample available capacity can only be used by certain node pairs which are connected by 
slightly longer routes. Interestingly, despite the added diance of congestion when using a single source, 
the number of route failures per session is the lowest at this point, as depicted in Figure 3.60. On a 
second look at the collision ratio statistics of Figure 3.62, this is easily understood, since at the low 
level of node mobility utilised in this study, the chief cause of route failure detections are collisions. 
3.3.11 Reserved Capacity 
What can intuitively be expected from this study is that, as the portion of capacity reserved for 
routing packets and unexpected interference, and which is thus unavailable to data sessions, increases, 00 
the SAR will decrease. This should lead to a lower chance of collisions and congestion at any point in 
the network and thus a better QoS for admitted sessions. 
The SAR trend, shown in Figure 3.63, largely follows expectations. However, the effect of the studied 
Parameter is perhaps more mild than anticipated. More specifically, while the fraction of reserved 
capacity is increased tenfold (0.05 to 0-5), the SAR decreases from around 39% only to 24%. The fact 
that not so many more sessions are blocked when much less capacity is available shows that it is often 
just a few nodes, or a single node, that does not have enough residual capacity, which causes a session 
to be blocked. This explains why a large increase in reserved capacity causes only a relatively small 
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Figure 3.62: The data pa& -et loss ratio and the average end-to-end data packet delay (s) (left), as well 
ass the RTS and data frame collision ratios (right) experienced by StAC versus the number of traffic 
sources. Tables, 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
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Figure 3.63: The session admission and the session completion ratios (left), as well as the aggregate throughput and useful throughput (right) achieved by StAC versus the portion of c-apm-ity held back from use by application data. Tables 3.5 and 3.6 present the simulation parameters employed for 
obtaining these results. 
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Figure 3.64: The data packet loss ratio and the average end-to-end data packet delay (s) (left), as well as the RTS and data frame collision ratios (right) experienced by StAC versus the portion of the 
network capacity held back from use by application data. Tables, 3.5 and 3.6 pre-sent the simulation parameters employed for obtaining these results. 
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Figure 3.65: The route failures for active sessions per number of sessions admitted (left) and the 
normalised protocol overhead and the normalised transmission efficiency (right) of StAC versus the 
portion of the network capacity held back from use by application data. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
increase in the session blocking ratio: most sessions that would be blocked were blocked by the few 
nodes that had much less than the average residual capacity anyway. 
Most of the other metrics follow the trends that may be expected after seeing the SAR curve. Firstly, 
the lower SAR leads to a lower chance of collisions, ws shown in Figure 3.64. This also decreases the 
chances of incorrectly-detected route failures, as verified by Figure 3.65. This, together with the lower 
levels of channel contention explains the decreasing delay and PLR of Figure 3.64. The decreasing 
number of route failures per session, as well as the decreasing average route length of Figure 3.66 also 
allow the protocol to use less overhead, as illustrated by the right-hand plot of Figure 3.65. The average 
utilised route length decrease,, g for reasons discussed previously, i. e. the higher cliance of admission on 
shorter routes as the available capacity declines. 
Given the reductions in route length, PLR, normalised overhewl and collision ratios, one might expect 
a greater increase in the NTE of Figure 3.65. However, the lower SAR leads to a significantly lower 
throughput, a-9 illustrated in Figure 3.63. This stifles the growth in transmission efficiency, since 
rejected sessions might still use overhead to search for routes and test cs-neighbours prior to their 
rejection, while not contributing to the number of useful bytes transmitted. Indeed, the highest level 
of useful aggregate throughput is achieved with 5% of the capacity being reserved. Our standard 
reserved capacity portion of 10% seems to be the second best in terms of this metric, at least for the 
studied low-mobility scenario. 
3.3.12 Summary and Conclusions 
Given the highly dynamic nature of nodes' available capacity and the stringent session completion 
conditions that were employed, StAC satisfies its design goals of upholding strict throughput guarantees, 
in a MANET fairly well. It has been shown that StAC can cope with an increased session arrival rate 
without incurring a boundless session dropping ratio. In our studies, the lower bound of the SCR 
versus the session arrival rate with an average node speed of 0.62m/s was around 80%. Our results 
also showed that the advanced rival protocols in the field perform worse in terms of the SCR for 
three main reasons. Firstly, they do not consider unpredictable conditions, such as the increase in 
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Figure 3.66: The average utilised route length (left) and its histogram (right) for StAC versus the 
portion of the network capacity held back from use by application data. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 0 
collision probability and route instability prior to session admission. Secondly, they may pause source 
pacl(et generation, which helps to reduce congestion, but causes throughput degradations. Thirdly, 
their admission procedures axe intrinsically coupled with the route discovery process and/or they must 
always discover routes end-to-end after a route failure. With the exception of NIACNIAN, they may 
only store a single route to a destination at a time and incur delays when re-routing, resulting in 
throughput degradations and increased packet losses due to timeouts. 
Results presented above showed also that, in the case where the throughput requirements of individual 
sessions are small compared to the network capacity, it is often better to re-route sessions- immediately, 
using any known routing information, rather than waiting while they are re-discovered end-to-end and 
their resources are tested. At low loads, this feature allowed DSR, which does not test the available 
capacity, to uphold throughput guarantees more reliably than TMACTMAN, AAC or CACP through the 
use of a very crude AC mechanism: a simple two-way handshake with session establishment packets. 
This simple mechanism reduces the chance of admitting sessions on congested routes compared to the 
other protocols which utilise a highly-reliable flooding approach to discover routes and admit sessions. 
In turn, a lower SAR inadvertently allowed DSR to avoid congestion, in some cases, better than the 
protocols specifically designed to do tlds. 
The introduction of a delayed retransmission mechanism for packets that could not be delivered to the 
next hop by theNIAC protocol improved the performance of the rival AC protocols. This is because 
it reduced the chances of incorrectly detecting a link and hence route failure. However, at higher node 
speeds, this scheme reduces, the SCR of StAC because many of the detected link failures are genuine, 
while the delayed retransmission schemes assumes they are not and doggedly re-attemptS to use the 
broken link. The results versus an increasing average node speed also showed that StAC's performance 00 degrades relatively gracefully compared to other protocols. 
As anticipated, increasing the capacity requirements of individual sessions hampers StAC's operation 
for several reasons. Firstly, as for all protocols, it becomes more difficult to re-route a session, since tile 
number of suitable routes is likely to be lower. Secondly, re-routing based on possibly stale wailable 
capacity information is more risky if the data rate is higher. However, once again, the SCR of StAC 
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degrades rather gracefully, reducing by approximately 20% a. -3 the sessions' throughput requirement is 
increased by a factor of eight. StAC can also cope well with a wide variety of effective node densities 
and transmission ranges, albeit its performance degrades at very high transmission ranges. This is' 
expected to be the same for all protocols, since the cs-range is also increased, encompassing most 0 
nodes, and therefore increasing the level of contention for channel access. 4M 
A variety of data packet sizes are also handled well by StAC, although it is the easiest to uphold 
throughput guarantees with small data packets. With longer data payloads, frames are more likely 
to collide, and the loss of a single packet has a much larger impact on the achieved throughput. 
Nevertheless, up to around 1000 bytes in terms of the data packet size, StAC's useful aggregate 
throughput continues to increas-e, before dropping again with higher packet sizes. Unless most of the 
network load is concentrated on very few traffic sources, StAC's performance is not affected significantly 
by varying the number of traffic sources in the network. 
Finally, as expected, holding badý more of the network's capacity from data sessions, in order to avoid 
congestion and allow for control packets, increases the reliability of StAC'-s throughput guarantees. 
However, a larger portion of the capacity must be sacrificed for a small improvement, and thus the 
highest level of useful aggregate throughput is obtained with a small capacity reservation. This result 
could change if a higher session data rate or average node speed was used, but there is insufficient time 
to study every combination of possible parameter values. 
3.4 The Backup Route-Aided Staggered Admission Control Protocol 
In this section, extensions to the StAC protocol described above are proposed, which enable it to 
cope better with the problems caused by node mobility. In order to deal with route failures, it is, 
advantageous for a node to proactively maintain multiple routes to the destination of an active session. 
This then allows a session whose route falls to be seamle,, -,, sly redirected onto the alternative route. This idea has been utilised in a few existing routing and AC protocols, such a: s NIACNIAN [1141 
and DACNIE [851, which were described in Sections 2.10.4 and 2.9.1 respectively. However, simulation 
results presented in the previous sectionshowed that INIACTMAN may suffer from a lack of accuracy and 
not being able to re-route sessions immediately, despite the attempt to establish backup routes, for all 
active sessions. DAGNME wmnot evaluated, but it does not test the available capacity of cs-neighbours 
prior to session admission, hence it sacrifices accuracy in order to have low overhead. nirthermore, 
MACIMAN requires periodic overhead to test all back-up routes, whicli our proposal eliminates. 
The extended version of StAC, which uses backup routes and will be described in this section sliall be 
referred to as- StAC-Barkup. The version of StAC-Backup described here is an improved relative of the 
protocol described briefly in our work in [13]. The studies in that work [13] showed that maintaining 
bacicup routes and periodically testing their cs-neighbours for the availability of adequate capacity to 0 support the needs of requesting sessions may require an excessive overhead that is counter-productive 
to the maintenance of throughput-QoS guarantees. This was shown in the case where the fixed node 
transmission rate wa. -3 relatively low, at 2, NIbps. However, the overhead that is introduced for capacity 
testing per data session is fixed for a given network -size. Thus, it wass also shown [131 that, when 
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the node transmission rate is increased, the effect of the overhead diminishes proportionately, and the 
maintenance of backup routes may greatly increase the throughput-QoS requirement satisfaction ratio 
in the face of high levels of node mobility. The new version of StAC-Backup, to be described below, 
builds upon StAC [101, the work in [131 and two other ideass from [114,1151 to improve the attainable 
performance further. 
3.4.1 Backup Route Discovery 
Once a session being admitted by StAC has found a suitable route (stage 1, refer back to Section 
3.2.3.2) and its cs-neighbours have been tested during the SREQ/SREP exchange (stage 2, consult 
Section 3.2.3.3), a backup route for the session must be found. There axe two possible cases,. Either 
more than one route to the destination of the session is already known, or a backup route must be 
discovered. MACMAN [114] requires the backup and primary routes of a session to be completely link- 
disjoint. While this minimises the probability of them both failing at the same time, it also makes it 
less likely that a backup route is found. In StAC-Backup, a trade-off is struck in that the backup route 
is considered "sufficiently disjoint" if it includes no more than half of the links in the current /primary 
route i. e. we have I Riprim n Rib,,, k 1 :: 5 1 Riprim 1 /2, where Rlpri,,, and Riback represent the set of links in 
the primary and backup routes, respectively. 
If a new backup route must be discovered, the search packet, referred to as a RReq-backup, carries a 
copy of the session's primary route. To avoid fully flooding the network with the RReq-backup, once 
it has travelled at least half of the length of the primary route, the disjointness condition is enforced 
and the packet is dropped if the partially discovered route does not comply. Also, the RReq-backup 
time to live (TTL) is only one greater than the primary route length, again, in order to reduce the. 
extent to which the network is flooded. 
The rebroadcasting of the RReq-backup is also conditional upon satisfying the same residual capacity 
tests, at each node, as for a primary route search in StAC. However, since the session is in progress 
on the primary route, some capacity may already be in use (through interference) by the session at 
the backup route's nodes. This capacity does not have to be free -at the time of the backup route 
search since it will be freed if the session is re-routed. Thus, as in the MACMAN protocol [1141, 
the contention difference metric cdiff = IN., n RbackI - IN,, n R, i,,, I, where Rprim and Rlxzck are the 
set of transmitters in the primary and backup routes, respectively, is used to calculate the required 
residual capacity. Briefly, cdif f is substituted for cc,,,, t in the expression Br, q = breqwreqccont i which was discussed above. Unlike inMACNIAN [114], no beacons are required for establishing the cs-neighbour 
s set N,,, since all overheard routing information is cached and this set is easily built up via locally- 0 flooded admission request (AdReq) packets during the initial session admission process and via other broadcast packets in a busy network. The above capacity tests are also performed during the RRep 
stage, except then with accurate knowledge of cdiff. 
In case a back-up route was already known by a source node, due to earlier route discoveries or op- 
portunistically discovered routing information, a capacity-testing feature, that is decoupled from route 
discovery, is also required. This is utilised immediately after a backup route is discovered, or when 
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" new untested one is selected from the route cache. The scheme operates in a similar manner to 
" back-up route discovery, except that an SREQ-back-up packet is unicast along the route. Also, at 
each node, instead of broadcasting AdReq packets to query the cs-neighbourhood's capacity (as for 00 
the initial session AC), a method akin to CACP-CS [201 (see Section 2.6.3) is utilised, whereby a 
lower monitoring threshold is employed for measuring the average CITR in Is periods and hence for 
estimating the residual capacity at cs-neighbourss. C5 0 
To reduce the potential drawbacks of this method, owing to which the available capacity may be 
underestimated, as discussed in Section 2.6.3, an idea from [1151, mentioned in Section 2.10.4, is 
adopted. In CACP-CS, the residual channel time is 1- Tncs , where T"-' is the fraction of time busy) busy 
the channel is deemed to be busy, when using the nes-threshold. When adding the consideration of the 
fraction of the channel time Tt.., required for a new session's potential transmissions at the current node, 
which overlap in time with transmissions of nodes outside the cs-range, the available channel time's 
estimate becomes: 1- 7'b1,1,1,1y + Tt., (Tgf. 'y - Tbcusu) [1151. Furthermore, in StAC-Back-up, the chance of a 
backup route being incorrectly rejected due to a low available capacity estimate is minimised because. 
the multiplier of Beq, discussed above, is czif f, which is typically much smaller than c.,. t. 
If any node does, determine that it would have insufficient capacity to re-route the session onto the 
bacImp route that is being tested, an admission denied (AdDen) message is sent bacit to the source. 
node, which marks the back-up route as unusable for a certain period of time. Otherwise, the destination 
returns an SREP-Backup packet to the source node, which stores the newly-tested route as the session's 
backup route. 
Optionally, if a source node ha. -3 more than one session currently active, and wishes to select the same 
backup route for both of them, it can attach multiple back-up route requests to a single RReq-Backup or 
SREQ-Bacl(up packet. In this case, nodes behave as described above, except that they iterate through 
all requests, performing the capacity tests. The search/test packet is only dropped if all session requests 
are rejected. If only some of them are, those requests are removed from the packet header. 
3.4.2 Backup Route Maintenance 
Recall that NIACNIAN utilises periodic residual capacity query messages to re-test backup routes [114] 
and to ensure that they have sufficient capacity to support the corresponding data session. This' incurs 
extra overhead. By contrast, StAC-Backup avoids this overhead in the following manner: 
The lists of nodes comprising a session's primary and backup routes are delivered to 
the backup route's nodes via the SREP-backup packet; 
Each backup route node continually monitors its cs-neighbourhood capacity using the 
aforementioned lower ncs-monitoring threshold. Once per second, in the same manner 
as for the original SREQ-backup-driverL route test, each node tests if its residual 
capacity could still support the session if it was re-routed to the backup route; 
If not, a reject message is sent to the source node, containing the rejected route. 
This message is only forwarded by any node that has knowledge of the sessions provided 
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furthermore that the rejected backup route matches the record of the backup route 
stored for the session. If the source node still has the rejected route stored as a 
backup route, it erases the corresponding record from the session state information 
table (but not from the route cache, as it is still valid routing information), marks 
the route as "unusable" (by that session) for a timeout period, and attempts to find a 
new backup route. 
No periodic residual capacity query packets are needed, since the status of backup routes can be 
kept up-to-date as follows. If a node receives a rejection packet, as discussed in step 3 above, while 
promiscuously processing all received packets, and the node is part of the rejected backup route, it 
erases the backup route record from its sessions table, and stops the periodic tests of step 2 above. If 
the session's primary route fails, the backup route will come into use anyway and its constituent nodes 
will learn of this through the first data packet's header, and then, again, the backup route testing will 
stop. By contrast, if the backup route is rejected and a node does not receive the rejection message, 
it will continue passively monitoring the cs-neighbourhood's residual capacity, but this monitoring is 
overhead-free. In this case, it might still reject the route, but the packet delivering the 'reject'command 
will have no effect, as it will be dropped at the first node that did learn of the backup route's prior 
rejection. Even if a redundant rejecting packet reaches a session's source node, it will not confuse the 
protocol because the rejected route will not match the record of the session's current backup route in 
the sessions table entry. 
With all of the protocols discussed in Section 2.10, when the MAC protocol's re-transmission count 
limit is exceeded, a broken link is reported. The routing protocol reports this to the affected source 
nodes. However, in StAC-Backup, a local route repair feature is added to be invoked after sending a 
broken link notification. This simply extends DSR's salvage feature, whereby a node that is aware of an 
alternative route to the session's destination can use that route to save the pac1cet from being dropped. 
If no alternative route to the destination is known, the proposed protocol extension checks the route 
cache for an alternative route to the lost next hop node instead. If it finds one, it follows the session's 
current route stored in the sessions table entry up to the broken link and constructs a new route using 
the alternative sequence of hops to the lost node. It then adds the, part of the session's original route 
that is after the lost node and is still believe to be intact, onto the end of the newly- const ruct ed route. 
Finally, the scheme then sends a gratuitous RRep to the packet's source node to relieve it from having 
to initiate a new flooding-based route discovery in case no back-up route is known. If a back-up route is 
known, the source node will have to switch the session to it anyway, and in this case, this mechanism 
avoids the need to search for a new backup route. 
In summary, the above schemes attempt to ensure that, in case a session's primary route fails, there 
is a pre-tested backup route to re-route to immediately. If a DSR route error notification is received 
regarding the backup route, a new sufficiently disjoint backup route is selected from the route cache 
and tested. If there is no such route in the cache, a new backup route search is initiated, a: de. scribed 
above. If no backup route is known when the primary route falls, since the throughput requirements 
are assumed to be inflexible, StAC-backup resorts to StAC's methods of dealing with route failure. However owing to DSR's aggressive route caching, it is likely that an intermediate node will already 70 
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know an alternative route to the session, and therefore an alternative route can be quickly found by a 
RReq with a small TTL. 
It is important to note here that StAC-Backup relies on its ability to find backup routes and, in order 
to reduce overhead, it eliminates the available capacity information update packets utilised by StAC. 
This also means it can eliminate the CITR information and sequence numbers carried in data packet 
headers. On the down-side, if no backup route is known when a primary route fails, the available 
capacity information in the route cache is likely to be more stale than with StAC. 
3.4.3 Qualitative Comparison 
Compared to StAC (Section 3.2), the protocol extension described above does its best to ensure that a 
capacity-tested backup route is available for each session at all times. This potentially ensures that no 
drop in throughput occurs after a primary route failure, as opposed to the case when no backup route 
is established. The elimination of capacity information update packets and packet headers reduces 
the overall protocol overhead. Since StAC's meclianism could not maintain information about all of 
the node--,, such as a route's cs-neighbours, that would be affected by a cache-based re-routing, StAC- 
Backup additionally reduces the risk of excessive interference being imposed on the routes of other 
sessions when a backup route is known. 
The careful, on-demand cs--neighbour capacity querying method of StAC is invoked for initial session 
admission. However, for backup route testing, a passive, low-overhead, low-latency capacity testing 
method is employed. Our design goal is to have a higher chance of finding a single backup route 
than MACMAN's scheme due to a lower route-disjointness requirement. Also, due to the use of 
opportunistically discovered routing information, and route replies from intermediate nodes' route 
caches, the establishment of backup routes may occur more quickly and with less overhead than under 
MACNIAN. Furthermore, the backup route status maintenance overhead is also theoretically much 
lower, since only one backup route is tested, and this only introduces overhead once, when it is first 
established, in contrast to the periodic testing of all backup routes by MACNIAN. StAC-Backup also 
maintains all of StAC's other advantages compared to other state-of-the-art protocols, as was discussed 
in Section 3.2.4. 
3.4.4 Performance Evaluation 
The simulation model of Section 3.3 was employed again in order to evaluate the performance of StAC- 
Backup. Once again, the simulation parameters of Mables 3.1 and 3.5 apply. Additionally, the same 
performance metrics are employed, as described in Section 3.3.4. In fact, since the simulation scenarios 
are also the same as employed above, StAC's results from that section are compared directly to the 
results achieved by StAC-Backup running in the same environment with the same network topologies 
and traffic scenarios. However, only the effects of the two most important input parameters are studied. 
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Figure 3.67: The session admission (left) and session completion (right) ratios achieved by StAC and StAC-Backup versus the session arrival rate. Tables 3.5 and 3.6 present the simulation parameters 
employed for obtaining these results. 
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Figure 3.68: The normalised protocol overhead (left) and the normalised transmis'sion efficiency (right) 
achieved by StAC and StAC-Backup, versus the session arrival rate. Tables, 3.5 and 3.6 present the 
simulation parameters employed for obtaining these results. 
3.4.4.1 Session Arrival Rate 
This study evaluates the performance of StAC-Backup varying the same parameter in the saine nianner 
as in Section 3.3.5. The results are cornpýixed to the results obtained for StAC in the sarne section. 
Since the remons behind StAC's performance have already been discussed above, this section 
only on explaining any differences between it and StAC-Backup. 
While StAC-Backup dispenses with the overhead incurred by sending available capacity update pacIcets, 
it often introduces extra overhead in terms of the route discovery packets required for finding backup 
routes. Since this usually occurs after StAC's second stage of admission, unless more than one route 
to the destination is already kno-%Nil, the incurred overhead can affect the throughput of the session 
during the third stage of AC. This leads to the slightly lower SAR of StAC-Ba-ckup compared to StAC 
exhibited by Figure 3.67. However, overall, the effect of StAC-Backup on the overhead is a -significant 
reduction, as shown by Figure 3.68. 
The primary advantage of explicitly attempting to ensure that a baelcup route for each session is 0 available is shown by the PLR curves of Figure 3.69. Clearly, StAC-Backup approximately halves 
the PLR at the higher session arrival rates. This is attributed to the fact that timeouts and buffer 
overflows can often be avoided by re-routing a session to the pro-actively discovered and tested backup 
route, instead of searching for a new route after a route failure. Moreover, if the session is re-routed to 
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Figure 3.69: The average end-to-end data packet delay (left) and the packet loss ratio (right) achieved by StAC and StAC-Backup versus the session arrival rate. Tables 3.5 and 3.6 present the simulation 
parameters employed for obtaining these results. 
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Figure 3.70: The RTS frame (left) and data frame (right) collision ratios achieved by StAC and StAC- Ba&up versus the session arrival rate. Tables 3.5 and 3.6 present the simulation parameters employed for obtainina these results. 0 
a pre-tested backup route, there is a smaller chance that the session will cause intolerable, interference 
to the new route's cs-neighbourss. The trend of the PLR itself is, different as well. Instewl of the 
increase exhibited by StAC, StAC-Backup's PLR initially decreases with an increasing session arrival 
rate. This can be attributed to the fact that every session will pro-actively trigger a route search if 
only one route to its destination is known. All nodes overhearing -a copy of the RReq or one of the 
RReps will learn the routing information therein. This means that there is generally a much higher 
chance of avoiding buffer timeouts while waiting for routes to be discovered, and the higher the session 
arrival rate, the more sessions may benefit from the same routing information. At the higher arrival 
rates, the PLR begins to increase again as the collision ratios of Figure 3.70 and the route failures per 
session of Figure 3.711 increase, counter-balancing this effect. 
The increasing delay of Figure 3.69 may also play a part in the increase in the PLR, since packet 
timeouts become more likely. The delay curve shows that there is only a minor reduction compared to 
StAC, and in some cases, no reduction in the delay. In fact, despite the higher chance that packets do 
not have to wait to be re-routed, the higher average route length exhibited by StAC-Backup in Figure 
3.71 somewhat counter-balances this effect, explaining the lack of a significant reduction in the average 
delay. 
-StAC OStAC-Backupi 
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Figure 3.71: The average number of hops travelled by -successfully- delivered data packets (left) and 
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Figure 3.72: The aggregate network throughput (left) and the aggregate useful throughput (right) 
achieved by StAC and StAC-Backup versus the session arrival rate. Tables 3.5 and 3.6 present the 
simulation parameters employed for obtaining these results. 
a protocol that also attempts to establish back-up routes. To recap, the bacl-up routes are likely to be 
longer than the primary route, due to disjointness requirements, and since, the shortest route is likely 0 
to be selected as a session's primary route. Therefore, packets being re-routed to a backup route are 
likely to travel more hops than if the new shortest route is discovered after a route failure. 
Due to StAC-Backup's lower SAR, its aggregate throughput and the useful throughput, shown in Figure 
3.72, do not differ significantly to StAC's, despite the better SCR of Figure 3.67. As implied above, 
StAC-Backup's better SCR can be attributed to its lower PLR, which was previously explained. In 
our studies, the best improvement acIiieved was at medium session arrival rates, where StAC-Backup's 
SCR was higrher than StAC's by approximately 10%. The results also verify that the above-described 
new version of StAC-Backup outperforms StAC even in a low-capacity network, as opposed to the 
version studied in [131. 
Given the above results and discussion, as weU as our findings reported in [13], it was hypothesi-sed 
that StAC-Backup could outperform StAC in terms of the SCR by an even greater margin if the 
network capacity was increased. This'would mean that the, at times, extra overhead that is incurred 
by searching for back-up routes, which might not ever come into use before they breal-I consumes a 
much less significant portion of the network's resources. 
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Figure 3.74: The aggregate useful throughput (left) and the normalised transmission efficiency (right) 
achieved by StAC and StAC-Backup versus the session arrival rate when a GMbps node transmission 
rate was a. 9sumed. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these 
results. 
To test this hypothesis, we increased the 2NIfts, basic transmission rate to GMbps and conducted the 
same simulation studies as reported above. This time, to avoid redundancy, we do not show the results 
for all metrics. 
As may be expected, and as shown by Figure 3.73, both protocols admit a larger portion of riessions due 
to the increased network capacity. Again, the initial increase is due to the better capacity exploitation 
owing to the increase in session arrival rate allowing more sessions to exploit capacity at previously 
tinder-loaded times in the network. At lower offered loads, the SAR of StAC-Backup improves compared 
to StAC's as opposed to the case in Figure 3.67. As planned, this is due to the less-signifi cant impact 
of the baclcup route-discovery overhead. Again, at higher axrival rates, the impact of the overhead 
during the third stage of AC is still somewhat significant. However, the SCR is improved further 
compared to StAC at the highest offered load, as shown again by Figure 3.73. This indicates that 
reducing the impact of the overhead can lead StAC-Backup's features to provide even greater benefits, 
and corroborates the results for the earlier variant of the protocol reported for a high-capacity network in [131. 
The improved SCR and SAR enable StAC-Back-up to increase its useful throughput compared to StAC, 
as shown in Figure 3.74. The lower impact of the overhead allows the relative average delay to be improved, and the better PLR to be maintained, as illustrated by Figure 3.715. The transmission 
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Figure 3.75: The average end-to-end data pa dxet delay (left) and the data packet loss ratio (right) 
achieved by StAC and StAC-Backup versus the session arrival rate when a 6'. L%Ibps node transmission 
rate was assumed. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
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speed. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
efficienq of Figure 3.74 is slightly higher for both protocols compared to the case in Figure 3.68, as 
may be expected given the less significant impact of overhead. However, the relative performance of 
StAC-Backup compared to StAC remains approximately the same. 
3.4.4.2 Node Speed 
The other major influence on the protocol performance is the level of node mobility. Therefore, this, 
study evaluates the performance of StAC-Baclcup when varying this parameter in the same manner as 
in Section 3.3.6. In order to save space and avoid unnecessary repetition, since the influence of the node 
speed has already been evaluated above, and some detailed results on the performance of StAC-Backup 
have been presented, we provide only the high-level, most important output parameter curves here. 
Again, we investigate the 2. NLlbps transmission rate-utilising network, and one with -a higher capacity 
channel, 6Mbps. 
Again, in the case of a 2N. . not mpr ve c mp ed Ibps transmission rate, the SAR of StAC-Back-up doe", i00 ar to StAC, ass shown in Figure 3.76. The exception is at the highest node speed when it is most likely that 
asession's route will fail during the third stage of AC, and therefore that a back-up route can help. The 
metric in Figure 3.77 depicts what fraction of an active session's primary route failures were recovered 
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transmission rate (right) wa. 9 assumed, versus the average node speed. Tables 3.5 and 3.6 present the 
simulation parameters employed for obtaining these results. 
from by the use of a pre-tested back-up route. This portion decreases significantly as the node speed 
increase, since then, even the backup routes may break before coming into use. However, statistics 
collected after a session's admission are likely to have far more significance than those collected during 
its admission in the first 5s of data-sending. Therefore, the decreasing usage of pre-tested backup 
routes in general does not mean that back-up routes are not useful during session admission at the 
highest node speed. Their use in fact helps to explain the higher SAR of StAC-Backup at that point. 
Looking at the SAR for G'Mbps, also in Figure 3.76, aids in visualising the significance of the part 
played by the available capacity and of the reliability of links during session admission. For example, 
at low node speeds, it is clear that the available capacity plays a significant role since the SAR is almost 
twice what it is in the lower-capacity network. By contrast, at the highest node speed, the difference 
between the left-hand and right-hand sub-figures is much less significant, showing that the link failure 
rate has an increased influence. The improvement of StAC-Mwkup compared to StAC is greater in 
the higher capacity network because, as discussed above, the role of the, overhead in causing collisions 
and blocking sessions, is less significant. 
Moreover, despite the decrea2sing chance of using a pre-tested backup route shown by Figure 3.77, 
all results suggest that StAC-Backup provides an equal or greater improvement over StAC at higher 
node speeds compared to the cases with lower node speeds. This is likely to be because the statistics 
of Figure 3.77 show only the uses of a pre-tested and designated backup route after a primary route 
failure. They do not show the number of uses of routes from the route cache, which are not designated 
backup routes for affected sessions. However, the very fact that a backup route search is triggered, if 
only one route to a session's destination is known, can lead to there being at least some known "bacicup" 
routing information. By contrast, StAC only ha2s this information if it is lucky enough to discover it 
during the initial route search or through overhearing a packet carrying the routing information. Often, 
such routing information is utilised before there is a chance to test it and establish it ws a designated 
backup route, even thougrh, after testing, it would turn out to have adequate capacity to support the 
session. 
When the network capacity is increased, the transmission efficiency of StAC-Backup relative to StAC 
is decreased, as sho,, N-n in Figure 3.78. This is likely to be due to the higher number of sessions being 
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Figure 3.79: The session completion ratios ac-Iiieved by StAC and StAC-Back-up when a 21NIbps trans- 
mission rate (left) and when a 6Mbps transmission rate (right) was assumed versus the average node 
speed. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these results. 
admitted and all searching for backup routes. At the lowest and highest speeds, however, StAC-Backup 
exhibits a higher efficiency, even at 6N. lbps. The likely cause is that, at the lowest speed, pre-tested 
back-up routes are still often used, as shown by Figure 3.77. On the other hand, at the, highest speed, the 
back-up routes become less useful, but the SAR is also much lower compared to the network capacity. 
This means that there is more spare capacity to conduct route searclies without causing collisions 
and triggering further route searches. These effects counter-balance each other to different degrees 
depending on the node speed. 
The end result is summarised by the SCR and useful throughput curves in Figures 3.79 and 3.80, 
respectively. In summary, due to the reasons discussed above, StAC-Backup is able to improve on 
StAC to a greater extent when the network capacity is higher in terms of both the useful throughput 
and the SCR. Again, this is owed both to the use of pre-tested backup routes, and failing that, the 
proactive establishment of untested alternative routes to the destination of each session. 
3.5 Chapter Conclusions 
This chapter presented the operation and evaluation of the StAC protocol which alms to provide 
throughput assurances to NIANET applications through QoS-a,, vare routing and admission control. 00 
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Figure 3.80: The useful aggregate network throughput achieved by StAC and StAC-Backup when a 
2'. Nlbps transmission rate (left) and when a 6. NIbps transmission rate (right) was assumed, versus the 
average node speed. Tables 3.5 and 3.6 present the simulation parameters employed for obtaining these 
results. 
Simulation results have indicated that its AC process is, much more caxeful than those of existing 
protocols, several of which were modelled based on the literature and evaluated as well. This results 
in a low session admission ratio, although StAC exhibits a much higher reliability in terms of the 
throughput guarantees made to admitted sessions,. The. better throughput-QoS can be attributed 
chiefly to three of StAC's features. Firstly, the novel idea of gTadually admitting a session's traffic, 
throil, gh the use of various application coding rates, or packet buffering, and testing its achievable QOS 
and the effect it has on other nodes in the mean time. This enables sessions to be rejected if unexpected 
phenomena result in the desired throughput not being achie, %-able or if nodes surrounding the route are 
severely affected, even if adequate capacity was deemed to be available by the previous stages of the 
admission process. Secondly, the achieved QoS reliability is also due to the partial decoupling of the 
admission process from the route discovery proct-sis, allowing previously or opportunistically- discovered 
routing information to be utilised, thereby avoiding many flooding-based route searches. Thirdly, tui 
available capacity information updating scheme, and cached routing information, also enable affected 
sessions to be quickly re. -routed after a route failure. 
Several shortcomings in the design of existing protocols were highlighted by the presented results. 
Firstly, it is not beneficial to throughput guarantee reliability to pause session packet generation too 
readily. For example, pausing it just because a session is not getting its adequate patAlet .; ending rate 
has been shown to be an overly-drastic course of action, whereas re-routing might have been better. 
However, requiring that routes always be discovered end-to-end prior to their use may result in high 
re-routing delays, especially if route replies, are lost en-route. If packets continue to be generated, this 
results in congestion at the source node. The results of DSR and StAC showed that is better to be 
careful on initial admission but then to incur some risk in order to allow sessions to be re-routed quickly 
after a route failure. Even if this causes undue interference and negatively affects the, throughput of 
other sessions, the total load in the network is not increased upon re-routing, and, if all possible route 
discovery mechanisms are utilised, all sessions may quickly find new routes. The benefit of this slightly 
risky strategy has been shown in terms of upholding throughput guarantees for entire data sessions. 
Even if an attempt to establish "barkup" routes is made, this may not be as beneficial as possible if 
the initial admission process is not sufficiently accurate and if back-up routes still need to be, discovered 
end-to-end every time they fail. 
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An enhanced relative of the StAC protocol, called StAC-Backup, was also proposed and evaluated. 
This protocol attempts to discover an extra "backup7' route to each active session's destination in 
a more efficient manner than NIACMAN, the previously-proposed protocol that uses backup routes. 
A novel overhead-free method is employed to automatically reject a back-up route at any time if its 
available capacity changes such that it is no longer adequate for supporting the session that established 
it as its backup route. This ensures that a session's backup route always has adequate capacity for 
supporting the session's desired throughput in case it needs to be re-routed. The proactive pre-testing 
of backup routes reduces the risk imposed on other sessions by StAC when it re-routes sessions to 
non-recently-tested routes. 
Consequently, StAC-Backup was shown to improve the reliability of throughput assurances even further 
compared to StAC and the other evaluated protocols. The level of the improvement increases as 
the network capacity increases. This is because then the extra overhead incurred in the pro-active 
establishment of batIcup routes (not in their maintenance) which might not come into use, requires a 
much less significant portion of the total network capacity. 
lChapter4 
Multi-Rate-Aware Admission Control and 
Routing in a Sh adow- Fading- Afflicted 
Environment 
As discussed in Section 2.13, QAR and AC protocols proposed in the open literature were typically 
evaluated with idealised lower layer models. This means that deterministic transmission ranges were 
assumed and only path loss (according to the two-ray ground model) was assumed to affect received 
signal powers. This model was also adopted for our work in Chapter 3. Such a model can be realistic 
for simulations of an open field environment [351, but in a suburban or urban setting, shadowing, 
caused by buildings, cars and people can have a significant effect on the received signal strength 
[351. As the obstacles causing shadowing in a receiver's environment move, or the communicating 
nodes themselves move, the received signal strength fluctuates. These variations around the, local 
mean caused by shadowing are modelled as a log-norma-I random variable, which matches well with 
real-world measurements [29]. 
In Chapter 3, the CACP [201, MACIMAN [1141, and AAC [69] protocols were highlighted a. 9 being 
some of the most advanced and feature-rich protocols described in the open literature, whi(, -11 were 
also designed with the same goal in mind as StAC: the provision of a guaranteed throughput service. 
However, none of those protocols, or indeed any of the ones reviewed in Chapter 2, were designed to deal 
with link qualityl fluctuations caused, for example, by shadow fading. While PAC [1131 and SoftNIAC- 
AC [571 have been tested on real test-beds, these were on small-scale and stationary networks with a few 
QoS-sensitive data sessions only. Link quality fluctuations would not have, been a significant issue in 
sucii circumstances. nirthermore, the reviewed protocols all test the network's residucal resources and 
then assume that the session being admitted will be able to use those resources to achieve its desired 
QoS. There is no attempt to test whether other factors, such as collisions or link quality fluctuations, 
may actually make it difficult to achieve the desired QoS even if sufficient resources are available. In 
theory, StAC's third stagre of AC can test link reliability mid thereby conduct more accurate AC. 
'In this work, "link quality" typically refers to the achie, %-able SLNR between a communicating node pair. 
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The next section in this (diapter, Section 4.1, evaluates the validity of the above theories by pres'enting 
the results from a comparative simulation study of the performance of StAC and, once again, CACP, 
AAC and NIACMAN, in an environment subjected to shadowing-induced signal power fluctuations. 
Following this, Section 4.2 extends the StAC protocol model to a multi-rate case and proposes further 
protocol enhancements that co-operate with a rate-adapting NIAC to counteract the signal strength 
fluctuations. This method is also combined -, -, rith StAC-Backup, proposed in Section 3.4, and the 
enhanced versions of StAC are then compared to eýuli other via simulations. The results of this study 
are presented in Section 4.3. Finally, Section 4.4 draws together the lessons learnt from the work in 
this chapter and uses them to propose design guidelines for further-enhanced QAR and AC protocols 
that are designed for MANEýN. operating over channels experiencing time-variant shadow fading. 0 
4.1 Comparative Study of Protocols in a Shadow Fading-Afflicted 
Environment 
Recall that a further basis for the selection of the studied protocols was to include one reprN- enting 
ea, ch category of approaches to cs-neighbourhood available capacity estimation. More specifically, 
CACP employs on-demand resource discovery [201, NIAGINIAN uses passive monitoring-based resource 
discovery [1141 and AAC uses proactive, beacon-based resource discovery [G91. They are again compared 
to the StAC protocol, described in Chapter 3, as well ass to the DSR model also utilised in the previous 
chapter. 
4.1.1 Simulation Model 
The nature of the simulations undertaken in this chapter is very similar to those conducted in Chapter 
3. However, there are some notable differences in the models employed, whic i will be detailed in this 
section. 
4.1.1.1 Physical and MAC layers 
The PHY and MAC layer models employed for the work in this chapter were new to ns-2 in March 
2008 and are described in [13312. In the related literature, the legacy irs-2 PHY and MAC models were 
employed for evaluating most protocols discussed in Chapter 2, as well as for our own work in Chapter 
3. The notable differences of the new models compared to the legacy ones are as follows. Firstly, an 
802-11 clause 19 [71 ERP-OFDM PHY, which inherits much from the Clause 17 PJJY, and operates 
in the 2.4GHz band, is now assumed for the remainder of this chapter. Unless stated otherwise, all 
default PHY and NMAC parameters are assumed to be as specified in the standard, for example in 
Table 17-15 [71 and others. The first major difference is that the basic transmission rate is assumed to 
be G. Nlbps, instead of the legacy 2NIbps rate employed in earlier chapters. Secondly, as opposed to only 
the single strongest source of interference being considered in the calculation of the received SINR, 
2 As opposed to the models employed in the previous chapter, in this chapter, we improve the realism by considering all interference sources as well as, the effects of shadow fading in the calculation of the SM during packet reception. 
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Figure 4.1: Sub-figures a) and b) show traces of the attenuation due to shadowing relative to the local mean received power produced by a) the ns-2 shadowing model and b) our shadowing model 
when simulating the same stream of data packets over a small period of time over a single link. Each circle represents the shadowing-induced power attenuation for one data packet. The shadowing 
standard deviation a was set to 4dB. Sub-figures c) and d) show the histograms of the silicadowing 
attenuation samples for the ns-2 and our models respectively, against the backdrop of the PDF of a 
normal distribution verifying that they both produce zero mean symmetrically log-normally distributed 
shadowing samples. 
the new model considers the additive interference power aggregated from call concurrently transmitting 
nodes. This makes the simulation more computationally expensive but also more realistic. 
In the ns-2 802.11 code [1331, a transmitted pack-et's reception is conditional upon the SINR being 
higher than the threshold for the particular modulation sc ieme that the packet was transmitted with. 
However, both the standard, as well as commercial WLAN cards (see [311 for example) also require the 
absolute signal power to be above a modulation-mode-specific threshold for reliable signal reception. 
We modified the code to include this condition. 
While the ns-2 package includes a shadowing model, this produces completely uncorrelated shadowing, 
varying instantaneously in time, as shown in Figure 4.1. This is unrealistic, since objects in the 
real world causing shadowing travel at a finite velocity through space, if they travel -at all. Thus, in 
this work, we utilise a shadowing model exhibiting realistic temporal correlation. The Jak-es' sum-of- 
sinusoids-based method [1341 is used to generate correlated log-normal random variables to simulate 
the shadowing envelope's variation in time3. An example trace of the signal power fluctuations versus 
time, produced by our model, is shown in Figure 4.1. 0 
The shadowing-induced attenuation imposed on two different signal paths may be wSsumed to be 3This author would like to thank Jiayi Zhang and Tim, Stevens of the University of Southampton (UK) for pro-viding the code to generate temporally-correlated Gaussian-distributed shadowing attenuation saxnples using Jakes' surn-of- sinusoids method. The code was then built into the ns-2 framework by this author. 
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Table 4.1: Simulation parameters employed for the studies of AC and QoS-a%vare routing protocols in Chapter 4. 
Parameter I Value 11 Parameter I Value 
Simulation area size 1660m x 160m Trafric source type Constant bit-rate (CBn) 
No. of nodes 100 Propagation model Constant path loss + 
shadowing 
Node spatial distribution Random (uniform Path loss exponent 2.7 
when stationary distribution) 
Node speed when mobile 1-16m/s Shadowing fluctuation IM 
frequency 
Node pause- time los Transmission power 1OOMNV 
No. of traffic sources 50 Channel capacity 6hibps (assuming BPSK 
modulation) 
Offered load 10 data sessions/source Recei, %v Threshold -85.3dBrn 
Session arrival rate in 0.68/s Receive SINR Threshold 4dB (for BPSK) 
network 
Session desired 75kbjxq Average transmission 250in, 
throughput range 
Session duration 60S Average carrier-sensing 500m I range 
Simulation time SON, Reserved capacity 10% 
Results averaged over 10 runs MAC protocol 802.11 DCF 11331 r-Data packet size 1024 bytes. ., Transport protocol 
UDP 
largely uncorrelated [1351, provided that at least some parts of the propagation paths differ. This 
may be wssumed. here in theNIANETs we simulate, where nodes are unlikely to be located very close 
together. The average power Pj received at a distance d from the transmitter is predict(A by the 
typical formula: 
Pd = Po (do/d)^I, 
where d,, is the reference distance (1m, in our case), -y is the path loss exponent and PO is the received 
power at the reference distance after considering free space loss. The shadowing effects, are imposed 
on Pd when expressed in dB. Further important simulation parameters cue presented in Table 4.1. 
From a topology point of view, the major effect of shadowing variation is that the effective transmission 
range may be deemed to fluctuate significantly. Take our assumed mean transsinission range of 250m. 
With shadowing-induced signal power fluctuations, this becomes the range at which 50% of packets 
arrive with sufficient power to be correctly decoded, since our shadowing attenuation model exhibits a 
symmetrical log-normal PDF, as illustrated by Figure 4.1. Assuming a shadowing standard deviation 
of 6dB, this means that 95% of the time the shadowing attenuation falls within 12dB of the mean, 
which translates to instantaneous transmission ranges between 90m and 695m, using the parameters 
of Table 4.1. 
4.1. Comparative Study of Protocols in a Shadow Fading-AfRicted Environment 178 
0. ý 
. 06 E 'a O. J 
0 
( "'0. " 0) 0 (f) 
.............. ... . ............ LA 
........ . ......... 
F--StA(ZIDSR-X-CACPý&AAO*MACMAN- b24 
bnaaowing variation sic. cev. (au) 
. 00 rn 
-0 C) 
a) (0 
I-StACBDSRýCACPaAAC*MACMAt4 
- 13 9. u ......... - 
t 5 
2 
24 
, -)naaowing vanauon sia. aev. tuo) 
Figure 4.2: The session admission ratios in a network of static (left) and mobile (right) nodes versus 
the shadowing variation standard deviation. Simulation parameters employed are summarised in Table 4.1. 
Mobility 
Two different scenarios are studied: one with mobile nodes and one with static nodes. The shadowing 
. -standard deviation is varied in both cases. When the nodes themselves are not moving, and hence their 
relative topology is constant, the shadowing attenuation is still assumed to %,, ary due to cars and buses 
moving around them. The static case with OdB shadowing standard deviation (constant path loss, 
deterministic transmission range) shows the bast possible performance for the given topology. The 
nodes are positioned randomly according to a uniform geographic distribution. In the mobile case, the 
steady-state random way-point mobility model (SSRWPNINI) [129] is employed to ensure that node 
positions are immediately selected from their steady-state distributions. Node speeds are randomly 
selected for each period of movement between lin/s and 16m/s, as shown in 11able 4.1, whic i again 
lists further parameters as well. 
4.1.1.3 Application Layer and Network Layer Protocol Models 
The CACP, MACMAN and AAC protocol models were previously described in Sections 3.2.6.1 and 
3.3.2 respectively. No modifications are made for this chapter. Addition ally, the application layer 
models and data session setup procedures were discussed in Section 3.3.1, and apply here as well. 
4.1.2 Evaluation Metrics 
The primaxy concern is still how well the promised throughput-QoS guarantees are upheld. Due to the link quality fluctuations introduced by shadowing, it is expected that it will be difficult to perfectly 0 uphold throughput guarantees throughout the sessions' entire duration. Therefore, in this chapter, we do not study the session completion ratio. Instead, session dropping is disabled, and the throughput 
satisfaction ratio (TSR) and the throughput difference per session (TDPS), axe employed, as defined in Section 3.3.5.6. The other utilised metrics have all also been previously defined in Section 3.3-4. 
Note finally that, again, the events and statistics of the first and last 100s of ea(li simulation were not incorporated into the results, since, statistically, a relatively low number of sessions would be active at the start and end of simulations. 
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Figure 4.3: The average number of hops travelled by successfully-delivered data packets in a network 
of static (left) and mobile (right) nodes versus the shadowing variation standard deviation. Simulation 
parameters employed are summarhsed in Table 4.1. 
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Figure 4.4: The average munber of times eac i session's packet generation was paused by the protocol 
per second in a network of static (left) and mobile (right) nodes versus, the shadowing variation standard deviation. Simulation parameters employed are summarised in Table 4.1. 
4.1.3 Results and Discussion 
The main results are shown in Figures 4.2- 4.14. Each protocol's behaviour will be considered in turn, 
after the general trends have been discussed. As anticipated, in most cases, and under most metrics, 
protocol performance degrades significantly as the shadowingvariance increases. This is attributed to 
the corresponding increase in the severity of the interference and received signal power's fluctuations-. 
When the 802.11 retransmission count limit is exceeded due to collisions or low signal quality, a broken 
link is reported. The routing protocol then assumes that the part of the route beginning at the broken 
point must be discarded and notifies any affectedsource nodes. When routes fail, CACP and AAC must 
always search for a new route, as explained previously. If one is not discovered immediately, the route 
request storm avoidance mechanism (RReq back-off) delays a second search, resulting in reductions in 
throughput. More frequent route searches also increase the overhead and collision probability in the 
network. This explains the general drop in performance. As the shadowing variance increases,, longer 
routes are also less likely to remain intact, lea(ling to the decreasing average utili-sed route length of 
Figure 4.3. 
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Figure 4.5: The aggregate data throughput (ignoring QoS constraints) in a network of static (left) 
and mobile (right) nodes versus the shadowing variation standaxd deviation. Simulation parameters 
employed are summarised in Table 4.1. 
CACP 
As Figure 4.2 illustrates, the SAR of CACP is generally not affected severely by either mobility or 
shadowing fluctuations. This is partly due to the fact that admission is based only on the success of 
a route discovery process, which potentially involves many redundant transmissions, as discussed in 
Section 3.3-5, and does not test route reliability. At least one of the searched routes is likely to be 
reliable enough to exchange RReq and RRep packets between the source and destination nodes. Of 
course, with increasing shadowing variance and static nodes, there is some. initial drop in the SAR., 
due to the less reliable links over which the imicast RRep might be lost. However, a. % the shadowing 
standard deviation increases to 6dB, this effect is partially counter-balanced by two phenomena. Firstly, 
by the large signal power fluctuations, which allow a much higher number of nodes to be rem-led at 
vaxious points in time. Secondly, with mobile nodes, since the random waypoint mobility model was 
utilised, this leads to a higher average node degree., as discussed in Section 3.3.6 and will be investigated 
in Chapter 5. This provides more possibilities for finding end-to-end routes, despite the shadowing- 
induced power fluctuations, leading to a generally slightly higher SAR thwi with static nodes,. 
The other major reason that the SAR does not decrease significantly with an increased shadowing 
variance is that sessions are often deliberately paused, as shown by Figure 4.4. If the pause is for 
longer periods, which is often, -cis may be implied from the relatively low aggregate, throughput of 
Figure 4.5, capacity reservations time out and new sessions are admitted to use the capacity previously 
used by the paused sessions. The discussed effects evidently counter-balance any increased difficulty in finding end-to-end routes that is introduced by shadowing fluctuations. 
The reason that CACP's SAR dips below that of AAC and NIACMAN with static nodes, despite them 
all employing a purely route discovery-based admission process, is most likely to be due, to its on- demand AdReq-based testing of the cs-neighbourhood's available capacity. Looking at the left-hand 
sub-figure of Figure 4.2, with moderate shadowing variance, each time an AdReq is broadcast, it is re- broadcast by each neighbour, creating a small, local broadcast storm. This may lead to collisions with the RReps and RReqs of other sessions, resulting in the failure of the route discovery process. This, does not occur with AAC's HELLO packets, since each node broadcasts its packet at a random time 
every second, and this is not re-broadcast immediately, and thus there is no broadcast storm. Under 
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Figure 4.6: The average number of useful data bytes as a fraction of the total bytes transmitted in a 
network of static (left) and mobile (right) nodes versus the shadowing variation standard deviation. Simulation parameters employed are summarised in Table 4.1. 
IMACNIAN, there are no neighbourhood resource-discovery packets at all. Also, with mobile nodes, 
the dip in CACP's SAR is less severe, probably for the previously stated reasons: a larger number of 
neighbour nodes, and a higher chance of sessions being paused and new sessions being admitted to use 
the freed capacity. 
As illustrated by Figure 4.4, with a greater shadowing variance, CACP is much more likely to pause 
sessions than any other protocol. This is because, session pausing is triggered if a node cannot transmit 
packets at a rate that is high enough to utilise the session's capacity reservation. Clearly, link quality 
fluctuations lead to a higher chance of this occurring. Figure 4.5 shows that the frequent session 
pausing leads to an aggregate network throughput that is lower than every other protocol's, except 
StAC's. The achieved NTE of Figure 4.6 is also low, since routes are often discarded, necessitating 
many flooding-based route searches, ass also implied by the relatively high normalised overhead of 
Figure 4.9. It is also low compared to all of the other protocols because of the lower number of data 
packet transmissions owing to session pausing, while the relatively high number of admitted sessions 
still necessitate a corresponding high number of route searches. However, the average number of route 
failures recorded, shown in Figure 4.8, is relatively low compared to most protocols, clue to the. high 
session pausing rate; if fewer packets are being transmitted, then there is less chance of detecting link failures. Finally, Figures 4.13 and 4.14 confirm that, as may consequently be expected, CACP also 
achieves the lowest reliability in terins of upholding throughput guarantees. 
On the positive side, the frequent pausing of sessions allows CACP to avoid congestion and buffer 
overflow, leading to the relatively low data frame collision ratio, paticet loss ratio, and APD of Figures 
4.10,4.11 and 4.12, respectively. CACP also utilises relatively short routes on average, as shown in 
Figure 4.3, because it re-discovers routes so often, and during every search the shortest route is most 
likely to be found and put to use. 
4.1.3.2 AAC 
Recall that the main differences of AAC compared to CACP are its session pausing policy, and its 
method of cs-neighbourhood residual capacity estimation through the use of IIELLO packetts. Again, i 
AAC'S SAR, displayed in Figure 4.2, does not vary notably with increasing shadowing wariance, for 
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Figure 4.7: The average number of link failures detected per admitted session in a network of static (left) and mobile (right) nodes versus the shadowing variation standard deviation. Note that a link 0 failure is detected every time the 802.11 long or short retransmission count limit is reached. Simulation 
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Figure 4.8: The average number of active route failures detected per admitted session in a network of 
static (left) and mobile (right) nodes versus the shadowing variation stc-andard deviation. Simulation 
parameters employed are summarised in Table 4.1. 
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Figure 4.11: The average data packet loss ratio experienced in a network of static (left) and mobile (right) nodes versus the shadowing variation standard deviation. Simulation parameters employed are 
summarised in Table 4.1. 
the same reasons as with CAM Fipire 4.4 shows that AAC rarely deliberately pauses sesisions in 
practice. However, packets often cannot be transmitted due to route failures, which is evident from 
the results, as discussed below. This again allows new sessions to be admitted in the place of such 
t(paused' ones, as discussed previously. 
AAC's SAR is lower than CACP's when there is no significant shadowing variance, partly due to its 
HELLO packets, as explained in Section 3.3.5.2. The HELLO packets again explain why the overheml 
in Figure 4.9 is even higher than for CACP, which also conducts many route searclies. 
As stated, AAC is much less likely to pause sessions than either CACP or NIACNIAN, albeit it still 
requires that a route is rediscovered end-to-end after a breakage. Also, its periodic beacons, in combi- 
nation with the fluctuating signal powers, may raise the collision probability compared to all protocols 
apart from MACTNIAN, as illustrated by Figure 4.10. This makes it more diffiLlilt to re-discover routes, 
since the RReps are treated as unicast data frames by the MAC protocol, and may collide and be lost 
en-route. The result is that it is at least as likely, if not more likely than in CACP, that an AAC source 
node finds its active sessions without an intact route. The difference is that AAC nodes often continue 
to generate data packets even in this case. These packets are buffered while a route is discovered, or for 
much longer periods when waiting for a RR, eq back-off timeout. This produces the significant latency 0 
exhibited by Figure 4.12. For the same reason ass discussed in Section 3.3.5.2, we can conclude that 
packet timeouts, while waiting for routes to be re-discovered, were the main cause of the high PLR of 
Shadowing variation std. dev. (dB) 
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Figure 4.12: The average end-to-end delay experienced by successfullY-delivered data packets in a 
network of static (left) and mobile (right) nodes versus the shadowing variation standard deviation. Simulation parameters employed are summarised in Table 4.1. 
Figure 4.11. Consequently, this also supports the theory that, on average, routes took a long time to 
be re-discovered. 
Like CACP, AAC also exhibits, in Figure 4.8, a relatively low route failure rate compared to the other 0 
protocols. 'I'MACTMAN and StAC experience a higher route failure rate, partly because they reroute 
sessions much more quickly, and therefore, more packets are transmitted, leading to more chances to 
deem links broken. However, with a high shadowing variance, under AAC, routes may still fidl up to 
38 times per session! 
The resultant high route discovery overhead also further explains, the high collision ratio in Figure 
4.10. On the other hand, the relatively high SAR (Figilre 4.2), combined with a low cliance of ses'sions 
being paused, allows AAC to achieve a relatively high aggregate throughput at the higher end of the 
shadowing variance scale, as illustrated in Figure 4.5. It also upholds throughput guarantees, more 
reliably than CACP, as verified by Figures 4.13 and 4.14. Again, this is due to the lower chance of 
session-pausing compared to CAM The higher number of data frame transmissions also explains AAC 
performing better than CACP in terms of the NTE, displayed in Figure 4.6. 
4.1.3.3 MACMAN 
As discussed in Section 2.10.4 and [111, NMACINIAN's available capacity estimation scheme may be more- 
conservative than other schemes. This is evident from Figures 4.2 and 4.3 in the. case of static nodes and 
no shadowing fluctuations. It is shown by the fact that MACNIAN has the lowest SAR, except for StAC 
which ha. -3 a much more sensitive AC scheme, and the lowest average route length. Sessions on shorter 
routes consume less network capacity, and the fact that MACIMAN utilised more shorter routes showed 
that it allowed less network, capacity to be utilised, due to its more conservative capacity estimate. 
However, this phenomenon disappears as the shadowing variance increases, and NJACNIAN displays 
a relatively high SAR and the highest average utilised route length. The high packet travel distance 
can be explained by MACMAN's backup routes. Since backup routes are required to be disjoint from 
the session's current route, they are likely to take a longer course to the destination. While, the other 
protocols tend to discover the new shortest route, or utilise the shortest known alternative route after 
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Figure 4.13: The average fraction of time data sessions' throughput requirements were upheld in a 
network of static (left) and mobile (right) nodes versus the shadowing variation standard deviation. Simulation parameters employed are summarised, in Table 4.1. 
a route failure, MACNIAN often re-routes the affected sessions to the previously-discovered, relatively 
long backup routes. 
As illustrated by Figure 4.8, TMACTMAN also experiences a relatively high route failure rate. As 
mentioned briefly above, this can be attributed to the fact that its back-up routes allow it to re-route 
sessions more promptly than either AAC or CAM In turn, this leads to more packet transmissions, 
mid hence potentially more frequent transmission failures resulting in more link failure detections. 
In the DSR-based routing protocol that all protocol models are based upon in this study, a failure- 
detecting node notifies the source nodes of any packets that are destined to be transmitted over the 
broken link. These source nodes then discard the portion of any caclied routes that starts with the 
newly-broken link. 
The fact that MACINIAN is required to maintain at least N)o routes to each active destination lead 8 to 
a high route discovery overhead in a dynamic environment, as discussed in Section 3.3.5.3. MACNIAN 
also periodically tests all backup routes, which leads to more overhead and collision possibilities. As the, 
shadowing variance increases, link failures are likely to trigger the discarding of more routes, and hence 
more route searches, leading to the relatively high level of overhead shown in Figure 4.9, compared to 
all protocols except AAC with its HELLO packets. The high collision ratio exhibited by Figure 4.10 can 
also be explained by the large number of flooded broadcast packets. These two phenomena combined 
are the likeliest cause of INIAGIMAN's decreasing SAR compared to CACP and AAC, especially with 
mobile nodes, because those protocols do not flood the network with so many propagating RReqs'- 
Despite MACNIAN's high overhead, its SAR does not decrease significantly due, once again, to the 
forced pausing of sessions when routes are lost. However, NIACNIAN's available capacity estimation 
method is likely to be more sensitive than that of other protocols for two reasons. Primarily, it is 
because NIAGNIAN utilises a relatively very low interference monitoring threshold to estimate the CITR in the cs-neighbourhood [114]. This means that transmissions occurring in a much larger area 
affect the available capacity estimate. Therefore, if sessions are paused, it is much more likely that MACNIAN detects an increase in available capacity and admits new sessions than it is that CACP 
or AAC does the same. The second rea-son is recalled from Section 3.3.5.3, where NIACNIAN's, use of 
a relatively short CITR averaging window of 250ms was discussed. These factors partially counter- balance the effect that the increased number of route discoveries and collisions have on NIACINIAN's 
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Figure 4.14: The percentage difference between the actual and desired average session throughputs in 
a network of static (left) and mobile (right) nodes versus the shadowing vaxiation standard deviation. Simulation parameters employed are summarised in Table 4.1. 
SAR. 
MACNIAN's advantages are its aggregate network throughput, shown in Figure 4.5, and the reliability 0 
of its throughput guarantees, exhibited by Figures 4.13 and 4.14, compared to those other protocols, 
which, similarly, are not allowed to use opportunistically-discovered routing information. These can 
be explained by the combination of a high SAR. and the, use of back-up routes. 
4.1.3.4 DSR 
DSR unsurprisingly admits the most sessions when link failure. 9 are unlikely, as shown by Figure 4.2 
(left-hand sul. )-figure, OdB standard deviation). This is due to its lack of available capacity testing. 
With static nodes and no shadowing fluctuations, DSR also exhibits the highest average route length 
in Figure 4.3, which partially explains its high APD (Figure 4.12) in this environment. The high SAR 
also leads to a relatively poor TSR, shown in Figure 4.13, albeit the aggregate throughput of Figure 
4.5 is high for the reasons discussed previously in Section 3.3.5.4. Recall also that the high aggregate 
throughput aids in achieving a high NIAC efficiency, as verified in this study as well by Figure 4.6. 
However, DSR's SAR drops significantly with increasing node mobility or shadowing variance. Again, 
as discussed in Section 3.3.5.4, this is because, compared to MACTNIAN, CACP and AAC, our DSR 
model's SREQ/SREP-based handshaking scheme also implements a crude tust of route reliability. All 
three of the RRep, SREQ and SREP packets are unicwst, and may not be Ytlvaged if their initial 
route fails. Given an increasing shadowing standard deviation, the failure of the handshaking scheme 
is, even more likely than in the studies in Section 3.3. The MAC protocol's retransmission s(lierne 
and hand-shaking do not help when link quality is low due, to shadowing and is not likely to improve 
between retransmissions. 
With mobile nodes, the effect of the shadowingvariance on the SAR is less significant. This is because 0 the most fragile routes are already eliminated by the node mobility. The remaining routes are likely 
to be those that consist of relatively few hops, or which have relatively short inter-node distances and 
hence are less severely affected by shadowing fluctuations. This theory is verified by the average packet 
travel distance trends of Figure 4.3. 
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Thanks to its reduced SAR as a consequence of shadowing fluctuations, DSR ac iieves a lower collision 
ratio than either INMACNIAN or AAC, as shown by Figure 4.10. With a moderate shadowing variance, 
DSR performs well compared to most protocols in terms of the APD, the aggregate throughput, the 
TSR and the TDPS, as shown by Figures 4.12,4.5,4.13 and 4.14 respectively. This is attributed 
to its indiscriminate use of any available routing information. When re-routing after a route fail- 
tire, DSR does not perform any capacity tests and benefits from features such as route snooping, 
packet salvaging and gratuitous route shortening messages [861. Since DSR's SAR is relatively low, the 
throughput performance is unlikely to be limited by the available capacity and DSR's indiscriminate 
use of opportunistically-discovered routing information gives it a great advantage compared to CACP, 
MACTMAN and AAC. In other words, most route discovery latencies experienced by those three proto- 
cols are eliminated by DSR, explaining the better TSR and TDPS exhibited by Figures 4.13 and 4.14 
respectively. However, due to the fact that no testing of available capacity is performed, and because 
sessions may simply be re-routed to any known route after failure, Figure 4.11 illustrates that there is 
a higher chance of buffer overflow and timeouts and hence packet dropping than for CACP and StAC. 
Once again, as already stipulated in Section 3.3.5.4, DSR-'s reduction in the required number of propa- 
gating R, Reqs also aids in the achievement of its high transmission efficiency, shown in Figure 4.6. The 
exception is with mobile nodes and severe shadowing fluctuations when the link failure rate increases 
drastically, as shown by Figure 4.7. This in turn causes many route failures which necessitate rerouting, 
incurring extra overhead, which is verified by the dramatic increase in the NPO of Figure 4.9. The 
fact that longer routes do not remain intact under these conditions is also shown by the low average 
route length in Figure 4.3. The reasons for the -severity of the increase in the. link failure rate itself are 
two-fold. Notice again that in Figure 4.9 , the extreme increase in overhead occurs only in the case of 
mobile nodes. Firstly, as will be shown in Chapter 5, the average node degree is typically higher with 
mobile nodes governed by the random waypoint mobility model, due to the increased chance of nodes 
being found nearer the centre of the simulated area, which wass shown in [1361. This provides a higher 
chance of establishing links, beginning to use them, and then finding that they fail, resulting in extra 
link failures. 
Moreover, the fact that the "tipping point" in terms of overhead is between 4dB and GdB, is due to the 
variation in the effective transmission range. Consider again that, given the symmetrically Gaussian- 
distributed shadowing attenuation samples produced by our shadowing model, 95% of the samples 
will fall within two standard deviations of the mean. Using the parameters of Table 4.1 to c, -Oculate 
the minimum transmission range as that whic i results from a received power that is, two shadowing 
standard deviations below the local mean, yields, %ralues of approximately 125m and 90m for the cases 
of 4dB and 6dB shadowing standard deviation respectively. As can be calculated using a method 
that will be presented in Section 5.3, the probability that a node h., rvs no neighbours (temporarily due to shadowing fluctuations), is significantly higher with a 90m transmission range than with a 125m 
transmission range, given the size of the simulated -area in this study (1660m x 1GGOm). it is, also shown in the next chapter that the node isolation probability increases very rapidly at low transmission ranges, 
as the transmission range decreases. This means that the increase in the node isolation probability is 
more significant when the shadowing standard deviation is increased from 4dB to GdB than when it is- increased from 2dB to 4dB. By contrast, it is completely insignificant at lower values of the standard 
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deviation due to our selection of the node density, which ensures high connectivity using the mean 
transmission range. Consequently, with a shadowing standard deviation of GdB, there are much more 
likely to be periods when all of a node's links have. failed. This also makes it more difficult to rediscover 
routes, and the protocol will keep trying, incurring more overhead. Finally, notice the relatively large 0 increase (doubling) of the data frame collision ratio in the right-hand DSR curve of Figure 4.10. This 
also contributes to the large increase in the link failure rate. 
The above explains the sudden increase in DSR's overhead when moving tip to GdB shadowing stan- 
dard deviation. The other protocols do not suffer the same, because they test routes and take route 
resources into consideration before rerouting to them, thereby lowering the chance of using stale routing 
information. 
4.1.3.5 StAC 
Figure 4.2 tells us that, for reasons related to its careful AC, already detailed in Section 3.3.5.5, StAC 
generally admits the fewest sessions. Due to the poor reliability of the links when the shadowing 
variance is high, relatively few sessions are admitted by the third stage of AC. StAC -also utilises the 
"villnerabh? " SREQ/SREP exchange which cau,, sess our DSR inodel's SAR to drop. However, the careful 
AC pays dividends in two ways. Firstly, the chance of congestion is minimised, and this results in the 
collision ratio of Figure 4.10, the PLR of Figure 4.11, and the APD of Figure 4.12 all being relatively 
low. 
Figure 4.8 tells us that StAC also experiences the highest per-session route failure rate. However, it 
does not suffer the highest absolute number of route failures, and the high per-session rate is partly due 
to its low SAR. The other main reason is the same as for MACMAN, i. e. that nodes are transmitting 
packets in a higher percentage of time than for either CACP or AAC. StAC may additionally quickly 
re-route sessions more often than IMACTNIMAN, since it can do this with tiny known routing information. In fact, with severe shadowing, the number of route failures, per session is so high that the QoS would 
be extremely poor if StAC was not allowed to use any available route information, and (lid not u. se. DSR's route scavenging features. 
Due to its low SAR, StAC also exhibits a low aggregate throughput in Figure 4.5, but the reliability of 
the throughput guarantees made to individual data sessions is significantly higher than for any other 
protocol. This is shown by Figures 4.13 and 4.14. Its previously-discussed advantages compared to CACP, AAC and I'MACIMAN also aid it in the face of shadow-fading. Firstly, the least reliable routes, 
are not utilised to begin with. Secondly, links and routes are still deemed to 'break' very often, but the DSR route cache enables StAC to recover quickly from -. such incidents. Thirdly, even when no 
alternative routes are known by a source node, neighbour nodes, can aid in fast recovery from route failure. Therefore, the low NPO of Figure 4.9 minimises the level of interference and the effect of 
collisions on data packets. StAC's low collision ratio and the avoidance of many network-wide route 
searches also result in its relatively high NTE, exhibited by Figure 4.6. 
The reasons that StAC achieves a better TSR and TDPS than DSR are three-fold. Firstlyl StAC only 
admits sessions to use routes that are deemed to have sufficient, capacity mid its admission process 
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tests the reliability of routes much more vigorously than the simple SREQ/SREP hand-shaking-based 
test that we introduced for DSR. Secondly, StAC's even lower SAR reduces the chance of congestion 
developing. Thirdly, StAC does not simply select the shortest route to re-route a session after route 
failure. Instead, StAC source nodes re-route sessions to the routes that are believed to have the highest 
bottleneck achievable throughput. This gives StAC a chance to avoid low-capacity nodes and hence 
congestion, while benefiting from the readily available routing information of DSR. 0 
4.1.4 Summary of Findings 
The results verify that existing protocols, other than StAC, are not designed for environments, where 
the link quality significantly varies over time. This statement can cover most previously proposed 
protocols given the extensive review of the literature carried out in Sections 2.9 and 2.10 and in 
[11]. The truth of the statement is shown by the fact that, in previously-proposed protocols, session 
admission is conditional only upon the success of a flooding-based available capacity-const rained route 
search, and no attempt is made to ensure that discovered routes are also reliable enough to support the 
applications' desired QoS. The SAR of such protocols is likely to be less affected by shaklowing-induced 
link SINR fluctuations, due to the large number of routes searched. By contrast, a protocol that also 
tests the reliability of the throughput that is projected to be supported based on the, available capacity 
may experience a significantly reduced SAR, as shown by StAC's performance. This is because. only 
those routes are utilised that can reliably support session,.,, ' throughput requirement.,, whicli also results 
in much of the network's capacity being unexploited. On the other hand, this creates other possibilities 
for re-routing after route failures, &% detailed below. 
It was also shown that most protocols do not react well to route failures, and QoS constraint violations. 
In a. MANET operating in an environment with shadow fading, such failures can be caused by eitlier 
mobility or can be detected due to link quality fluctuations. In case congestion-related conditions are 
detected by any of the med- ianisms exemplified by the studied protocols, sessions are often paused to 
avoid exacerbating the congestion, and to avoid wasting network resources. However, a paused session 
must be properly re-admitted into the network, and most advanced protocols, such ms CACP, MAC- 
TMAN and AAC have their admission process intrinsically coupled with the route, discovery process. Indeed, intolerable reductions in usable route resources are usually treated as a route fallure from 
the QoS-sensitive sessions' point of view. This may result in sessions often being paused and many 
flooding-based route discoveries being triggered, and to re-admit a session on a new route, the route 
must be rediscovered end-to-end. A new route may not be discovered immediately due to the, loss of 
unicast RRep packets for example, which results in wi even greater reduction in throughput. 
When sessions are deliberately paused, or nodes cannot transmit packets while waiting for a suitable 
new route to be found, depending on the resource reservation procedure and timeout lengths, new 
-sessions may be admitted on the newly-freed capacity even though they cannot be supported in addition 
to the paused ones. This also helps to explain the high SAR, which does- not decrease significantly 
with increasing shadowing variance, that is exhibited in Figure 4.2 by all of the purely route discovery- 
coupled AC protocols (CACP, AAC, 11MACTNIAN). 
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Aside from StAC, IMACMAN [1141 is the only advanced protocol that attempts to avoid having to 
search for new routes and to stop packet transmissions after route failures. However, in an environment 
with fluctuating link quality, MACMAN often finds that its backup routes also break before they can be 0 
used, necessitating many route searclies. Also, it relies on each source periodically testing the capacity 0 
of every single alternative route it has found [1141. 
In most circumstances, the StAC and DSR protocols allow sessions to be re-routed imich more quickly 
than other protocols do, owing to their use of opp ortunistically- discovered routing information and 
allowing intermediate nodes to reply to RReqs using their route caches. Due to the iinreliable nature 
of the links, which, in this work, is tested to some extent by both of these protocols, there is likely 
to be miich unexploited channel time in the network, since nodes cannot transmit as often as desired. 
This reduces the risk introduced by re. -routing to nodes that have not had their L-s-neighbourhood's 
available capacity recently tested. In other words, the testing of the links' reliability during initial 
session admissions is likely to improve the reliability of the utilised routes, but to reduce the SAR. 
This frees up some capacity, which aids further in improving the reliability of throughput guarantees 
made to the admitted sessions. Protocols that do not test link reliability prior to admission may not 
leave spare capacity, and will thus have to rely on more careful, find hence slower re-routing schemes-. 
Additionally, even though such protocols exploit more of the network's capacity, this is often not 
usefully utilised, as shown in Figure. 4.6. 
In some networks, non-QoS-sensitive background traffic may be able to exploit some of the, capacity 
that throughput- or delay-sensitive traffic cannot. However, such traffic would still not be allowed 
to reduce the channel access time of transmitters carrying QoS-sensitive traffic, and therefore, the 
node with the minimum available capacity woidd still determine the limit on the admissible traffic. 
Additionally, again, some c lannel, time will remain unused due, to link quality fluctuations. 
4.2 Multi-Rate-Aware Admission Control and Routing Scheme 
The results discussed above indicate that methods of better utilising periods of good link quality, &s 
well as allowing more channel time to be used in general, could be beneficial to QAR and AC protocol 
performance. Thus, for example, a further enhancement of both the achierable protocol performance 
and of the grade of realism may be achieved by employing adaptive modulation, since, it is unrealistic to expect that a fixed-throughput modem maintains a near-constant bit error rate (BER), especially 
in the presence of shadow fading and in the absence of power control. Naturally, adaptive modulation imposes new challenges on the upper layers. This section describes the combination of a rate-switching 
mechanism with a multi-rate 802.11 model and proposes a new multi-rate-aware version of StAC called StAC-Nlultirate. 
4.2.1 Rate-Switching Mechanism 
The 802.11 standard [71 specifies several transmission rates supported by an ERP-OFDINI PHY. These 
are achieved by employing a %-ariety of modulation scheme and error-correction coding rate combi- 0 nations. However, for the sake of simplicity and because it more than adequately demonstrates the 
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Table 4.2: Receiver sensitivities and SINR thresholds elnDloved in our simulations. 
Assumed 
Rate Index Modulation Rx. Thresh. SINR 
Scheme Thresh. 
6Mbps 0 BPSK -85.3dBni 4dB 
12Mbps 1 QPSK -85.3dBm 7dB 
24Mbps 2 16-QAM -83dBm 12dB 
Mbps 3 64-QAM -70dBm 20dB 
protocol's operation, this work assumes fixed coding rates and that each modulation scheme corre- 
sponds to one particular transmission rate. The rates utilised were a selection of those from Table 
17-3 [71 with a 20NIHz channel spacing. Furthermore, each modulation scheme has a particular re- 
ceiving threshold and SINR threshold for reliable reception. These threshold values were selected to 
fall between the minimum requirements in the standard, in Table 17-13 [71, and the specifications of a 
commercial device, a Cisco WLAN adaptor [311. The exact threshold values were selected to provide 
average transmission ranges that were convenient, to work with. The adopted rates and thresholds are 
presented in Table 4.2. 
N7 Ne implemented a rate-switching mechanism inspired by the hybrid auto-rate fallback (IIARF) scheme 
proposed in [137] to adapt the transmission rate based on the channel's condition. Our scheme inherits 
HARF's main mechanisms. These include firstly that the transmission rate is increased if a given 
number of ACK frames acknowledging data frames are successfully received in a row. By contrast, 
the rate is decreased if a given number of ACK timeouts occur in a row (ACK misses). nirthermore, 
the rate is not only increased or decreased by one level, but the received signal strength indicator 
(RSSI) corresponding to the last received packet is, used to determine whether to keep increasing or 
decreasing the rate. In our scheme, as, oppom, 1 to IIARF, which splits the RSSI value range into 
arbitrary intervals for matching to transmission rates, the last received pac-et's power is compared to 
the receive thresholds stipulated for the vaxious rates, given in Table 4.2. In the case of rate increase, 
the rate continues to be increased, while the received power is higher than the threshold to be exceeded 
for switching to the next highest rate. A similar scheme is used for decreasing the rate, until it has been 
reduced to a value that has a lower receive threshold than the last received packet's signal strength. 
This enables fast adaptation to the varying received signal strength resulting froin shadowing. 
As an extension to HARF's a-bove-mentioned behaviour, we also use missed RTS frames to increase the 
so-called ACKs - missed count. This ensures that the rate can still be adapted even if no data fr. -runes. are transmitted due to a failed RTS-CTS handshake. 
In our implementation, each node stores the rate that was last used for trans S- mission to each of its 
neighbours with which it hass communicated, a-swell as the numbers of contiguous missed or received ACKs. Figure 4.15 shows a trace of the rate on a single link being adapted in response to the received 
signal strength fluctuation caused by our shadowing model according to the above-described rate- 
control algorithm. 
Since the transmission rate is likely to change multiple. times per second, following the fluctuations due 
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Figure 4.15: Trace of shadowing variation relative to the local mean superimposed on the trace of 
the rate index of the transmitter in response to the ACKs. received/missed. The rate indices were 
summarised in Table 4.2. Also, the shadowing standard deviation was 4dB. A high packet-sending rate 
was utilised and the shadowing attenuation was traced regardless of the success of packet reception. The. rates were only traced for transmitted packets, resulting in the observed diagonal transitions when low link quality resulted in a gap between data packet transmissions. 
to shadowing, it is impractical to report every change to the network layer protocols. Instead, the rate 
in use by each packet is recorded, and the average rate is calculated in a 1-second sliding window. This 
average rate is rounded off to the nearest supported rate, which is reported to the routing protocol 
when it queries that particular link rate. Note that, despite the different transmission ranges achieved 
by the different modulation schemes, the optimal cs-range does not vary [1381. Therefore, a fixed 
cs-range is maintained for simulations in this work, unless otherwise stated. 
4.2.2 Calculating a Session's Capacity Requirement 
Section 9.6 of the 802.11 standard 171 states that, in most cases, MAC control franies and headers 
are transmitted at one of the rates in the BSS-BasicRateSet, which is the set of rates supported by 
all nodes. In this chapter, we assume that there is one agreed basic rate, GMbps. However, the data 
portion of a frame, and any routing protocol or higher-1-ayer overheakl, may be transmitted fit any of 
the higher rates in Table 4.2. This somewhat complicates the calculation of the capacity requireinent 
of a session, since this will be link-specific. 
Equation (3.3) is still employed for calculating the overhead factor. However, only the tvmsmisssion 
times for the data, IP header and SR header portions of the packet are calculated using the current 
data transmission rate of the current link; the other parts use the basic rate. The calculation of the 
effect of intra-route contention due to a session is also further complicated because having differing 
link rates may mean that the session's packets occupy a different amount of channel time during 
each retransmission. This phenomenon %vas previously highlighted in [1151. For each cs-neighbour of 
the current node on the route, the d-iannel time occupied by the NIAClayer overhead must first be 
calculated assuming the basic rate and the standard expression of c,,,, t = INcs n RI for the contention 
count, where R is the set of transmitters on the route, being tested. Then, the channel occupation 
time of the higher-layer data portion of a session's traffic must be calculated using the current link 
rate for that hop. In our proposed method, we arranged for this effect to modify the contention count. 
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The contention count thus becomes a non-integer multiplier of the session's capacity requirement at a 
particular node, as follows: 
IN,, nRl f3o C-cont == E-, Vi E Ncs n R, 
j=o Pi 
(4.2) 
where 00 represents the basic rate, and 3j denotes the rate of link j whidi is being considered. Links j 0 
include all links originating at transmitters that are in both N,, and R. This formula reflects the fact 
that the effective contention count applied to data payloads will be reduced by the ratio of the link 
rate to the basic rate, since the amount of channel time they will occupy is reduced by that proportion. 
Therefore, the full expression for the session's capacity requirement on a link j becomes: 
Breq breqT' Phdr+TQoShdr+TSRhdr+TDnta (,: IN,.. nRl TDats j=O 
+ breq 
TAIAChdr+TD I FS +TRTS +TCTS +TA ck+3TS LFS +Tom ckc,. f fI Arr. 9 nR (4.3) TData 
which includes a modified version of (3.3), and each T is first calculated using the basic transmission 
rate. More specifically, the first term in the above two-part sum represents the fact that the network 
and higher layer overhead and data may be transmitted with a higher transmission rate than the ba-Sic 
rate, depending on the channel conditions. Therefore, the contention count for those components is, 
calculated according to (4.2). Xleanwhile, the NIAC layer control frames are transmitted at the. basic 
rate, and therefore their contention count is expressed using the single. -rate contention count formula 
given in (3.6). 
4.2.3 Route Discovery 
The route discovery procedure is similax to StAC's, albeit with a few not-able differences: aside froin 
each node's free capacity, the RReq/RRep packets carry a 3-bit value for eacli IP address in the source 
route, representing the index of the link rate currently in use to the next hop. 
At the time of the route discovery, there may not be any information about the. link rate average over 
the aforementioned ls interval, and hence the RReq/RRep packets' received signal strengths are used 
to select the appropriate rate. Symmetric rates in both directions on a link are initially assumed, until 
it is found otherwise. Link rate information collected during route discoveries occurring in the course 
of normal network operation (after network warm-up) will typically be more reliable. 
If multiple routes are stored in the cache, the "fewest hops" metric utilised by StAC for dioos"ing 
between them, when admitting a new session, may no longer be optimal. Therefore, StAC-Multirate 
selects the route that minimises the channel time utilisation of the session in the network, which is 
proportional to JR1 IOR, where 13R is the average link rate used by the transmitters on the. route R. 
This metric thus encourages the selection of short routes with high average link rates. A high OR 
also implies a higher chance of shorter and more reliable hops, compared to a route having the same 
number of hops with a lower OR. Therefore, the aim is to strike a balance between the number of hops 
and the inter-node distances. 
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Figure 4.16: Simplified flowchart of the process for handling a packet that is returned by the MAC 
protocol as "undeliverable! ' under the local relaying scheme. 
4.2.4 Resource State Maintenance 
As discussed in Section 3.2.3.5, StAC uses a source route header extension to carry a source node's 
view of the available residual capacity at the nodes on a session's route. If, upon forwarding a data 
packet, a node detects that the source's view differs from its own estimate of the residual capacity by a 
given amount, and no update has been sent to that source node recently, an update packet is sent. All 
nodes forwarding the update packets add their own updates, if required, in order to avoid having to 
send separate update packets. This means that a given node always has up-to-date information about 
the residual capacity of all nodes that lie along any active routes passing through it. This aids StAC 
in its re-routing procedure, since the delivery of a single data packet on a route is enough to trigger an 
update. In StAC-IMultirate, this behaviour is merely extended to enable updates to be triggered by a 
change in a link rate. Recall from Section 4.2.1 that link rates, are averaged over ls and hence averaps 00 
are unlikely to change due to the 1Hz (or faster) shadowing fluctuations we model. Instead, they are 
likely to change only due to mobility, which alters the inter-node distance and hence the, mean path 
loss'. As such, overly-frequent updates are avoided. 
4.2.5 Routing Around Temporarily Low Quality Links 
All protocols evaluated so far report a broken link if the MAC protocol cannot deliver a packet to 
the next node after several attempts. Moreover, when experiencing shadowing-induced link quality 
fluctuations, this can result in highly inefficient behaviour due to more route searclies being triggered. 
If operating at a higher rate, switching down can help in this situation but only if both the received 
power and the SINR remain above the basic rate's requirements. Otherwise, if the SINR is reduced to 
an unusable level only for a small fraction of the link's quality cycle, it seems more efficient to deem 
the link intact but temporarily route packets around it. There is also more sense in waiting for the link 
quality to improve than in attempting further re-transmissions, which cause additional interference. 
For this purpose, a Obps transmission mode is introduced for short periods of low link quality. If three 
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ACKs are missed in a row in BPSK mode, the rate is switched to Obps. The rate is only increased again 
when a timeout period has passed. This timeout period should be based on the shadowing fluctuation 
frequency, which can be estimated by a simple level-crossing test, or by monitoring the average time 
between periods of receiving many contiguous ACKs and periods of missing many ACKs in a row. 
For this work, we statically set the Obps mode timeout period to 0.1s, noting that a longer period 
causes less needless interference if the channel quality hass not yet improved, but wastes transmission 
opportunities during relatively short fades, and vice-versa. 
The average amount of time a link spends in the Obps transmission mode per second is recorded and 
reported to the routing protocol. This is used to estimate the "channel's usable time rati(; ' (CUTR), 
i. e. the percentage of time that particular link can be used. A link is reported broken if the usable 
time is below 70% (a tunable parameter). A node's CITR is multiplied by the next hop link's rate 
and the CUTR to yield an estimate of the link's usable free, capacity. During StAC's rate ramp-up 
stage of admission, an unsupportable session is more promptly rejected, because aside from monitoring 
the session's throughput, the amount of capacity required on the next hop is also compared to the 
link's usable capacity. This mechanism can additionally be employed during the periodic, testing of the 
backup route nodes' capacity, when StAC-Backup and StAC-'Multirate are combined. In most cases, 
the network will have been operating for some time and thus both the average link rates and usable 
time ratios will already be known. 
While the transmission rate is set to Obps, we do not wish to report a broken link. 
However, the buffering of packets would simply impose high latency, and buffers may 0 
also become full. Instead, we propose a mechanism which attempts to find an interinedi- 
ate relay node to the next hop. For this purpose, the DSR route cache is used, which, ws 
previously stated, stores all overheaxd routing information. A brief description of the algorithm follows. 
A packet is returned to the routing protocol by the MAC protocol as "undeliverable" 
due to the retransmission count limit being exceeded, or because the transmission rate 
of Obps is currently selected; 
If this is the first time this particular packet (identified by its packet ID) has 
been returned to this node by the MAC protocol, a record of its original next hop (the 
unreachable) node's address is made; 
3. An alternative route to the unreachable node is sought in the route cache. This will 
usually be two hops long, adding one extra relay node. This relay node is appended 
to a list of alternative next hops tested. The packet's source route header is 
modified to include the new relay node and it is sent down to the MAC protocol to 
be re-transmitted. If the same packet is returned once again by the MAC protocols 
meaning that the channel between the current node and the alternative next hop is 
currently also bad, a third alternative is sought, avoiding previously attempted next 
hops. Before each new attempt, the packet's original source route is reconstructed, 
to avoid the route length growing by more than one hop at each forwarding node; 
4. This process continues from step 1. until the packet is either successfully delivered 
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Figure 4.17: The session admission ratios in a network of static (left) and mobile (right) nodesversug. 
the shadowing variation standard deviation. Simulation parameters employed are summarised in Table 4.1. 
to the new next hop, or no further routes to the unreachable node are known. In the 
latter case, the protocol reverts to the default operation of reporting a broken link. 
A simplified flow chart of the above is shown in Figure 4.16. This scheme utilises a form of link diversity, 
following on from the assumption that transmissions to different neighbours will stiffer independent 
shadowing (see Section 4.1.1.1) and there is a good chance that the signal paths to two different 
neighbours are not both unusable at the same time. An alternative scheme for selecting relay nodes 
during periods of bad link quality was previously suggested in [1391. However, that scheme relied on 
node location information and signal quality measurements to select the relay node. Ourscheme does 
not rely on location information, and is thus, cheaper to implement and simpler, and uses, the existing 
information in the DSR route cache combined with the Obps transmission mode. 
4.3 Evaluation of Proposed Protocols 
In this section, the original version of StAC (Sex. -tion 3.2) is compared to both StAC-BacImp (Section 
3.4) and StAC-11Nfultirate, as well as to the combination of both protocols into a single protocol: StAC- 
Multirate-Backup. Note that StAC and StAC-Back-up are not multi-rate-, aware and lience a fixed 
6'. L%Ibps BPSK mode transmission rate is assumed. Simulations of StAC-Multirate -and St AC-Mult irate- 
Backup employ the multi-rate IMAC model described above. Although the proposahq in [57,115] 
consider AC with heterogeneous link rates, they do not improve the ability of the protocols- evaluated in Section 4.1 to deal with node mobility or fluctuating link quality, hence. they are not exraluated here. In terms of upholding throughput guarantees, StAC was already shown to out-perforin the most 
advanced single-rate rival protocols that have similar design goals and thus only the proposed protocols 
are studied here. 
As in the previous study in this chapter, the main input parameter is again the standard deviation 
or variance of the shadowing fluctuations. We also evaluate the performance of the newly-proposed 
protocols, as the session arrival rate is varied. The evaluation includes the StAC and StAC-Backup 
protocols once again, both for comparative purposes, as well as to see how much difference the new PHY and NIAC layer models make to the behavioural trends. The employed simulation model has 
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Figure 4.18: The average number of hops travelled by succussfully-delivered data packets in a network 
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Figure 4.19: The average number of active route failures per admitted session in a network of static (left) 
and mobile (right) nodes versus the shadowing variation standard deviation. Simulation parameters employed are summarised in Table 4.1. 
already been described in Section 4.1.1, and the utilised parameters are summarised in 'Pables 4.1 and 
4.2. 
4.3.1 Shadowing Standard Deviation 
Figure 4.17 shows the achieved SAR with various degrees of shadowing for both static find inobile 
nodes for the four versions of StAC listed above. As for basic StAC, all advanced versions also decrease 
their SAR with an increasing shadowing variance, since they all incorporate the staggered admission 
and throughput-testing mechanism. The SAR becomes similar for all protocols when the shadowing fluctuation is more severe. This is because, then, only those sessions which tire on shorter wid more 
reliable routes are admitted, and hence admission does not depend so significantly on the protocol 
employed. This is verified by the decreasing average route length in Figure 4.18. The, multi-rate versions 
of StAC exhibit the highest average route length, and the difference increases with the shadowing 
variance, due to the local relaying scheme that adds extra hops to routes. In the case of mobile 
nodes, this also prevents the average route length decreasing significantly with an increasingshadowing 
vaxiance, since the most unstable routes are already broken by mobility, and the length decrease is- 
counter-balanced by the local lengthening of routes. StAC and StAC-Back-up lack this, feature, -and hence their average utilised route length decreases. 
Shadowing vanation std. dev. (dB) 
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Figure 4.21: The normalised protocol overhead experienced in a network of static (left) and mobile (right) nodes versus the shadowing variation stand.,, ird deviation. Simulation parameters employed tire 
summarised in Table 4.1. 
Observe in Figure 4.17 that, in the case of static nodes, the advantage of a higher SAR with the rate- 
switching-employing and multi-rate- aware AC becomes more apparent, since mobility does not add 
to the route failure probability during the third stage of StAC's AC process. The inulti-rate versions 
of StAC are also able to admit more sessions, since they are more likely to maintain the throughput 
requirements during the third stage of AC due to routing around and switching to Obps mode for 
temporarily low quality links. 
Notice in Figure 4.19 that the local relaying feature in StAC-Niultirate and StAC-Multirate-Backup 
also helps to reduce the number of route failure detections. This is a direct consequence of attempting 
multiple next hops before giving up and concluding that the next hop link has failed. However, initially 
surprisingly, the normalised overhead is higher for the multirate protocols despite, this, wq depicted in 
Figure 4.21. 
In the case of StAC-TI-Multirate, firstly, the fact that update packets may be triggered by a change in a 
link's average transmission rate can explain it's greater overhead compared to StAC and StAC-Barkup- 
For both multi-rate protocols, another rea-son for the higher overhead lies in the calculation of the NPO 
metric: the overheaki is counted per transmission, but it is normalised only by data delivered to its final 
destination. Therefore, when data packets are transmitted on the longer routes of S tAC- Nfult irate (- Backup), which may be recalled from Figure 4.18, the NLIAC control frames and packet headers are 
4.3. Evaluation of Proposed Protocols 199 
0 
Ch 0 
0. 
rp 
0.2 
. 15 -StAC 2StAC Backup StAC-Mulfirate 
+StAC-Multrate-Backup 0.1 
1.05 
24 ShadovAng vadation std. dev. (dB) 
0.1 CO) 44 0 
(0 CL 
gox (0 0 
uz46 Shadowing variation std. dev. (dB) 
Figure 4.22: The average data packet loss ratio experienced in a network of static (left) and mobile (right) nodes versus the shadowing variation standard deviation. Simulation parameters employed are 
summarised in Table 4.1. 
counted as part of the overhead many times, even if the data packet is not eventually delivered to its 
destination. 
With a high shadowing variance, and especially with mobile nodes, StAC-Multirate exhibits asignifi- 
cantly greater NPO than StAC-Multirate-Back-up. This can be explained partly by its greater average 
utilised route length, as well as its higher PLR, shown by Figure 4.22. Link rate updates -are also 
more likely to be triggered at a higher shadowing standard deviation. Again, as was the case with 
DSR, discussed in Section 4.1.3.4, the drastic increase in the link failure rate between 4dB and GdB 
shadowing standard deviation experienced under StAC-Multirate, depicted in Figure 4.20, explains the 
severity of the increase in overhead. While StAC-Multirate-Backup also suffers a greater link failure 
rate, the increase in overhead is less significant since some link failures are recovered from by employing 
pre-tested backup routes. The fact that StAC-INIultirate-BacItup eliminates update packets also helps 
it to incur less overhead in this case. With a shadowing standard deviation of GdB, and when the 
nodes are mobile, the average link transmission rate is far more likely to d iange than in any other of 
the studied scenarios, forcing StAC-Multirate to send a relatively larger number of link rate update 
packets, which also increase the NPO. StAC and StAC_, Back-up do not incur such a severe increa-se in 
the number of link failures per session due to the lack of continued attempts to relay and retransmit 
packets, as well as to their much lower average utilised route lengths, depicted in Figure 4.18, which 
naturally means that there axe fewer links per route to fail in the first place. 
By contrast, for medium values of the shadowing standard deviation, StAC-Multirate-Backup exhibits 
the greatest NPO, despite the above fartors. This implies that the bacIcup route discovery overhead, 
due to many link failures, is the most sigrnificant factor for this level of shadowing. The relatively high 
overhead of the multi-rate. -a-vvare protocols also aids in explaining their lower transmission efficiency 
exhibited by Figure 4.27. 
In terms of the PLR shown in Figure 4.22, the difference between the protocols is not significant when 
the shadowing fluctuation is mild, especially for static nodes. This is due to the relative scarcity of link failures. In general, all of the advanced versions of StAC perform better than the original version 
as a benefit of backup routes or the ability to route around bad links. The results also indicate that 
the use of end-to-end route redundancy (StAC-Baclcup and StAC-Multirate-Backup) is more effective 
with high shadowing variance, than the use of adaptive modulation and local re-routing alone. This 
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is most likely due to the greater average route length resulting from the algorithm that adds extra 
relay nodes to routes. A longer route, with more retransmissions of each packet, inherently causes 
more collisions, especially when, due to shadowing, interference may peak at very high levels and the 
troughs in received signal power may be very low. 
The higher collision ratios experienced by the local relaying-utilising protocols is confirmed by Figure 
4.23. The same arguments may be applied to explain why StAC-Baclup, using a single-rate MAC, 
achieves the lowest APD, as shown in Figure 4.24. Returning our attention briefly to Figure 4.23, it 
is, observed that the collision ratio curves are indeed somewhat correlated with the. average, utilised 
route length of Figure 4.18. As the route lengths and the SAR of Figure 4.17 decrewse, so does the 
collision ratio. By contrast, a. -3 the shadowing variance increases, there is, once again, an increwsing 
chance of collisions. These phenomena counter-balance each other to various degrees, explaining the 
initial decrease then subsequent increase in the collision ratios. 
Figures 4.25 and 4.26 confirm that the advanced protocols proposed in this chapter are, in general, 
able to uphold throughput guarantees more reliably without lowering the SAR characterised in Figure 4.17. As anticipated, the benefit of end-to-end backup routes and local re-routing is more, pronounced 
when nodes are mobile, since there are more chances for original StAC to drop sessions' throughput, 
and more opportunities for the new features of StAC-BacImp and StAC-Multirate to come into play. 
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Figure 4.25: The average fraction of time data sessions' throughput requirements were upheld in a 0 network of static (left) and mobile (right) nodes versus the shadowing variation standard deviation. Simulation parameters employed are summarised. in Table 4.1. 
In the case where there are no additional relay nodes for routing around a bad link, buffered packets 
may also be delivered more promptly by the rate-adapting MAC, once the link quality improves again. 
Still considering Figures 4.25 and 4.26, the throughput assurance reliability improvement achieved for 
static nodes by the most advanced protocol (StAC-IMultirate-Backup) increases with the shadowing 
variance. In this environment, the average TSR shown in Figure 4.25 (left) is 11% higher for a 
6dB shadowing standard deviation than with the other versions of StAC. At this point, the TDPS 
displayed in Figure 4.26 is only -8% compared to StAC's -12%. In the case of mobile nodes, the 
greatest improvement is for a moderate shadowing standard deviation of 4dB. Here, the TDPS value 
may be improved from -13% to -7% and the TSR improves from 59% to 73%, when comparing StAC to 
StAC-Multirate-Backup. Interestingly, the performance of StAC-Multirate becomes similar to that of 
StAC for 6dB shadowing standard deviation in tile case of inobile nodes. Again, as for tile. previously- 
discussed metrics, this can be attributed to the routes becoming longer, but this not being useful owing 
to the severity of the shadowing fluctuations. Wien end-to-end backup routes are also available, this 
disadvantage is partly count er-balanced. 
The cost of the improvements is partially illustrated by the INIAC layer efficiency curves shown in 
Figure 4.27. The multi-rate versions using the local re-routing feature are the most inefficient, due, to 
their earlier- discussed overhead, as well as their higher SAR and longer utilised routes resulting in a 
higher collision probability. 
4.3.2 Session Arrival Rate/Offered Load 
In this section, we study the effects of the session arrival rate and the offered load once again, as was done in Section 3.3.5. However, this time, only the most advanced protocol proposed in this chapter, StAC-Niultirate-Back-up, is studied, and compared to StAC. Also, the. difference is that now the basic 
transmission rate is GMbps instead of 21%lbps, and the more advanced PHY and MAC layer models are 
in use, as for the previous study, presented above. This allows, us to identify the impact of the model, if any, on the protocol performance. 
Figure 4.28 shows that, as expected, StAC-INfultirate-Badimp maintains a higher SAR than StAC, 
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regardless of the offered load, when there are no signal power fluctuations. However, as shown also by 
the previous study, with shadowing fluctuations, the determining factor in the SAR. is not the available 
capacity. Therefore, the higher link rates do not help to improve the SAR much at till. The only 
sessions that are admitted are those that axe onshorter, more reliable routes, as verified by Figure 4.29 
which illustrates the shorter average route length under both protocols when shadowing variations are 
introduced. As previously discussed, StAC-Mult irate- B ackup exhibits a longer average route length 
because it often adds relay nodes to routes. With shadowing, the average utilised route length does 
not decreaseurith an increasing session arrival rate, partly because the network capacity is not limited, 
and therefore it is not necessary to admit sessions on shorter routes, and partly because, routes could 
not get much shorter, while still providing connectivity, anyway. 0 
The continued re-attempts at packet transinission, again, lower the route failure rate, as verified by 
Figure 4.29. On the other hand, Figure 4.30 shows that this does not lower the NPO when shadowing fluctuations occur. Again, this is explained by the higher number of data pa d--et header transmissions 
per packet delivered. This leads to the lower NTE of StAC-Multirate-Backup, also depicted in Figure 
4.30. 
On the positive side, the lower route failure rate of StAC-Nitiltirat , e enables it to achieve a IoNver PLR 
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Figure 4.31: The average end-to-end data padcet delay (left) and the data packet loss ratio (right) 
achieved by StAC and StAC-Multirate-Backup with and without shadowing fluctuations versus the 
session arrival rate. Simulation parameters employed are summarised in Table 4.1 
than StAC, especially at higher session arrival rates, a. -s displayed by Figure 4.31. Without shadowing 
fluctuations, the average delay is also less than StAC's, since the higher possible link rates and local 
re-attempts at transmission may all help deliver packets faster. On the other hand, when shadowing 
fluctuations occur, the relaying is triggered much more often, leading to the higher average route length, 
counter-balancing StAC-Multirate-Backup's advantages. 
Due to the relatively high network capacity compaxed to the studies in Section 3.3, in -a shadowing-free 
environment, protocol overhead has a much less significant negative impact on the achieved QoS. This 
is shown by the hig, 11 TSR and low TDPS exhibited by Figure 4.32. In this case, StAC-Multirate- 
Back-up only makes a slight improvement over StAC at the higher offered loads. Again, as in the 
shadowing standard deviation study, the real ad%-antage of the more advanced protocol is seen with 
shadowing fluctuations. It improves on StAC significantly at the higher session arrival rates. This is 
partly because there is a higher number of sessions to choose from when it conies to selecting which ones 
to admit. Both protocols are likely to admit sessions on shorter and more stable routes-, as previously 
stated, and StAC-Multirate-Backup's new/additional features, are all more likely to be useful ontshorter 
routes. 
Note that the performance of StAC-N. Multirate-Ba-ckup as a function of other input parameters, wi 
studied in Section 3.3, was also evaluated. The major advantages of that protocol conipared to StAC 
are its better throughput guarantee reliability in the face of shadowing fluctuations, and its ability to 
achieve a higher SAR without lowering the QoS of admitted sessions when shadowing fluctuations are 
not a concern. These benefits have been demonstrated already, and therefore, to s; ave space, further 
results are not shown or discussed. 
4.4 Conclusions and Design Guidelines for QAR and AC Protocols 
Operating in Shadowing-Afflicted MANET 
This section draws together the lessons learnt from the studies in this chapter and suggesits how future 0 
work may be able to further improve protocol performance in such an environment. 
In general, designs of QAR and AC protocols for MANER have been bused on a "path-loss only" 
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Figure 4.32: The average fraction of time throughput guarantees were upheld (left) and the percent- 
age of the throughput requirement by which the actual throughput fell short when guarantees were 
not upheld (right) under StAC and StAC-INfultirate-Backup with and without shadowing fluctuations 0 versus the session arrival rate. Simulation parameters employed are summarised in Table 4.1 
model of the physical layer [111. However, the results of Section 4.1 showed that different approaches 
are required for designing protocols when the quality of links and the effective transmission range may 
vary significantly within a short space of time. Based on the discussions and implications of the results 
presented above, we now propose a set of considerations and guidelines for designing 802.11-based 
amalgamated QAR and AC protocols for multi-hop XIANETIs operating in an environment subjected 
to shadow fading-induced interference and received signal power fluctuations. While many physical 
layer techniques have been studied in the open literature [29] for combating link quality fluctuations, 
such as power control, adaptive modulation and diversity exploitation, this work focuses only on the 
functions of QAR and AC protocols. 
Locally-aNrailable capacity estimation: as long as a silitable-length averaging window is employed, 
the. CITR could still be used to make a sufficiently-accurate estimate of a node's potential transmission 
time. The window length should be adjusted to average out the expected short-term interference power 
fluctuations caused by shadowing, while still remaining short enough to react to longer-term dianges 
in interference power due to mobility and sessions ending/being admitted. The shadowing fluctuation 
frequency can be implied from the expected speed of nodes or that of cars, buses tuid other obstacles 
in the intended deployment environment. Alternatively, it can be tuned at protocol run-titne, u-sing 
signal power level-crossing tests. 
Link quality: When link qiiality may fluctilate, it is not sufficient to estimate the, link C. -apacity by the minimiim of the CITRs of its end-nodes. Either the achievable QoS sholild be tested prior 
to admission, as in the StAC protocol disciissed above, or some signal level-crossing test shoffld be 
performed to establish the link's usable time ratio. Another alternative wt-L9 demonstrated in the 
context of StAC-Nliiltirate, which employed the Obps transmission rate and periodic re-testing of finks 
to establish a link's iisable time ratio. Care slioiild be taken to avold links that exhibit a lower SINR 
than is reqiiired for reliable commilnications for a sitopificant portion of a given monitoring period. If 
this is not done, the TSR and TDPS suffer, as, shown in Figures 4.13 and 4.14. 
Carrier-sensing neighbourIlood capacity estimation: As demonstrated in the case of NIACNIANI 
a passive es-neighbourhood capacity estimation scheme relies on a low interference power monitoring 
threshold. This is highly-sensitive to the changes in the aggregate interference level. Also, as discussed 
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above, a Iong averaging period can result in an overly-conservative residual capacity estimation. Mean- 00 
while, a short averaging window can result in the capacity estimate fluctuating between consecutive 
samples due to the shadowing variance. When combined with the pausing of sessions, the freed capac- 
ity has a greater impact on a low CITR monitoring threshold, allouring new sessions to be a(huitted, 
even though they cannot be supported in addition to the paused sessions. 
Other methods of cs-neighbourhood capacity estimation, such as the flooding of a short-range query 
packet, may experience reduced accuracy due to the fluctuating link quality. This is because packets 
may not reach some cs-neighbours during a short period of poor link quality, or may reach noden whose 
available capacity is only affected by the querying node some of the time. Signal power fluctuations 
can also lead to a burst of collisions when admission requests are locally flooded. 
It is difficult to predict the exact impact the m1mission of a new session would have in terms of 
interference on each node before the session is admitted. This is because each node that is in the mean 
cs-range of a transmitter would have to determine what fraction of the time the admitting node's 
transmissions are sensed with a high enough power to reduce the CITR. Instead, our proposal is to us-e 
existing AC methods, such as the checking of residual capat. -ity based on the CITR, to quickly eliminate 
definitely unsuitable nodes and/or inadmissible sessions. Then, a method similar to StAC's should be 
employed, whereby a small portion of the intended traffic load is admitted, the impact is determined, 
and then more traffic is admitted, and so on. The other alternative is to periodically transmit beacons 
with a high enough power to reach all potent ially-affected nodes and with a high enough frequency to 
be able to use their loss rate to estimate the fraction of time each transmitter would have an impact 
on each receiver. However, this is highly costly in terms of power and overhead. 
Route discovery: Results presented in this chapter indicated that, in a sufficiently dense network, 
routes are likely to be found regardless of link quality fluctuat ions. However, such discovered routes 
may be far from optimal. Admission control, as well a. 9 the upholding of the users' QoS requirements 
may be more successful if the aforementioned link quality fluctuations are taken into itccount. For 
example, there is a chance that the most reliable link is of low quality only for a short portion of 
its quality cycle, but this happens to be when the RReq is transmitted. In this case, that link is not 
discovered. This kind of inaccuracy can be mitigated by allowing route discovery packets to he buffere'd 
and making them subject to acknowledgement in the same manner as unicast friunes. For example, a 
reliable neighbour-discovery scheme could be implemented, =1 then RReqs could be unia-rist to eacii 
nei, r; hbour, except the one from which it was received. This adds overhead and latency, but increases 
the chance of finding routes that axe optimal in terms of matcliing the users' QoS requirements. For 
the same reason, protocols that allow multiple routes to be discovered and then separately tested by 
the AC module are likely to be more reliable. This was seen in the cases of StAC and MACNIAN when 
compared to CACP and AAC in Ficm, ires 4.13 and 4.14. 
Link failure detection and neighbour discovery: Care must be taken to make correct link statuss decisions. Using a high HELLO packet loss ratio, or the MAC protocol's retnuisinission limit being 
exceeded to imply that a neighbour node is no longer within communications range is not accurate 
enough when link quality may fluctuate due to shadowing, Judging that a link has failed by either of the 
two aforementioned mechanisms may lead to many incorrect conclusions of route failure. In protocols- 
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based on DSR [861 for example, all nodes forwarding the broken link notification discard any routes, 00 
or parts of routes that utilise the affected link. In the case of MACTNIAN [1141 and StAC-Backup, this, 
also affects their backup routes. The result is the extremely high link failure rates exhibited by Figures 
4.8 and 4.19. 
This in turn necessitates many route discoveries, which often rely on packet flooding, and hence waste 
network resources. Instead, a. 9 stated above, the link's quality cycle duration should be estimated. The 
link should only be deemed to have failed if the desired SINR. cannot be maintained for higher than 
the portion of time required for upholding any given throughput or delay constraints. The high link 
failure detection rate, combined with a lack of fast re-routing is the main cause of the low TSR and 
high TDPS experienced by CACP, 'MACTMAN and AAC shown in Figures 4.13 and 4.14. 0 
Congestion detection: Various methods of congestion detection have been employed by AC protocols 
found in the literature, as exemplified by CACP, AAC and TMAGNIAN in this work. Typically, the 
reason assumed for the detected conditions is mobility, meaning that another transmitting node has 
moved into the cs-range and imposed extra interference on the transmitter being considered. However, 
with shadowed links, a lower-than-expected packet transmission rate can also be caused by link quality 
fluctuations. Also, if the pa&et buffer is filling up, it is not immediately clear whether this is caused 
by poor link quality to a session's next hop, or due to increased interference from tiny number of 
transmitters moving into range. Nfore sophisticated methods, such as link quality predictor schemes, 
or comparison of the recently-measured CITR to the desired packet sending rate could be used to 
determine the cause of the congestion-like phenomena, and hence the best course of action. 
Reaction to congestion and/or route failures: Rirther to the previous issue, ass'liming that 
congestion has actually occurred due to increased interference,, the next concern is how to react to this 
event. There are already many proposals for dealing with congestion in MANED [140] using transport, 
routing or MAC protocol modifications. However, here, the. focus is on the reaction of QAR and AC 
protocols. A reduction in the achievable QoS on a route, whether it is due to congestion or not, is 
typically treated the same as a physical route failure. by the vast majority of QoS-aware protocols in 
the literature [8,111. Indeed, in the case where throughput requirements are stringent, the only option 
is to re-route an affected session, since its rate cannot be reduced, and this should help to ease the 
congestion. 
Instructing the source to stop sending packets has been shown to be an ineffective strategy when it 
comes to meeting throughput constraints. However, this technique would be useful for non-real-time 
data transfer applications for example, which can tolerate low throughput and high delay, but require 
the PLR to be zero. It has also been shown that, in order to avoid a drop in QoS, re-routing should 
take place &9 quickly as possible, even if it means imposing a risk on other sessions by relying on 
stale resource state information. Therefore, a combination of maintaining inultiple routes to active 
destinations, as well as allowing the use of opp ort tin istically-discovered routing information seems to 
be a promising approach. For example, the route discovery-coupled AC processes of protocols like CACP could be combined with the immediate re-routing scheme of StAC and/or the býui-up route 
maintenance scheme of StAC-Backup to provide a fully robust scheme that cmi handle, most conditions. 
Furthermore, allowing any node that knows of a route to the sought destination to reply to a RReq ha-s 
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also proven to be a worthwhile strategy. This is obvious in best-effort routing protocols, as highlighted 
over 10 years ago in the case of DSR [861, but the vast majority of AC protocols are coupled with the 
routing process and hence must always (re-)discover routes end-to-end in order to test their resources, 
as discussed throughout the course of this work. Instead, our findings imply that partially decoupling 
the AC process from the routing process is advisable. The above techniques also help to reduce 
overhead by avoiding flooding the network with route discovery packets. Various, methods can be used 
to ensure that the utilisation of non-fully or non-recently- tested routing information does not lead to 
further QoS assurance disruptions,. 
In many cases, it may be best to forward the traffic of a session on an untested route for a short 
period of time only, before a properly-tested route can come into use. Nilost protocols already reserve a 
portion of the network capacity to help avoid congestion, and this technique can also be employed for 
mitigating the effects of using routes about which the source node's resource state information is stale. 
As discussed in Section 4.1.4, even with non-QoS-sensitive background traffic in the network, there is 
likely to be some spare capacity because link quality fluctuations may mean that nodes are unable to 
transmit often enough to saturate the channel. 
In brief, the best reaction to the possibility of congestion and route failures is a preemptive one: 
discover as much redundant routing information as possible (weighing up tiny overhead costs), and 
if necessary, re. -route sessions as soon as problems arise. Rely on pre-tested and maintained ba(Imp 
routes, pre-reserved network capacity, or short-term use of untested links and routes while alternative 
routes are discovered and/or tested. 
Handling of PLR constraints: To reduce the chance of packet lossas due to buffer overflow and 
timeouts when the next hop link is unusable, it is again advisable to allow alternative routing infor- 
mation to be utilised. For example, utilising link diversity, i. e. another suitable next hop may be 
currently reachable. However, protocols that store only the next hop node towards a destination may 
not be suitable for implementing such a mechanism. On the other hand, a protocol like DSR, which 
stores full routes,, would be more suitable, as shown in the case of StjkC-Nfult irate, based thereon. 
Handling of delay and delay jitter constraints: Maintenance of the delay aund jitter below specific. 
bounds may be achieved again by collecting and utilising more redundant routing information. The 
aim is to ensure that there is always a path for the data to take towards the destination, regardless of 
the temporarily unusable links on a session's primary route(s). As discussed above, the utilisation of 
a combination of immediately- available or quick-ly-discovered untested routing information and more 
slowly-discovered admission control-tested routing information seenis. to be a promising approac i. 
Resource Reservations: Due to the possibility that different links may have to be used to route. 
through certain parts of the network at different times as link quality fluctuates, it is more difficult 
to implement an effective resource reservation strategy. For example, the percentage of time that 
each relaying node is used by a session may have to be estimated in order to determine the amount 
of capacity to reserve. Alternatively, adaptation of the CITR averaging window, ws discuss(A above, 
could average out any capacity usage fluctuations caused by the above phenomena. In this case, the 
necessary capacity is implicitly reserved by not reporting any short-term increases or decreases in its 
use. Another alternative is the approach of PAC [112] and NIACNIAN [1141, wherein no resource 
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reservations axe utilised because a passive cs-neighbourhood capacity-monitoring scheme is employed 
and the available capacity estimation is continually updated. However, this can result in too many 
new sessions being admitted if packets cannot be transmitted for any reason and thus stop using their 0 
allocated capacity. 
I 
hapter5 
Connectivity- and Contention- Related 
Properties of MANETs 
The simulation studies that were undertaken as part of this research work have till employed the 
random waypoint mobility model (11WRIMM) [861 for modelling node movements. In fact, a significtuit 
portion of MANET simulation studies in the last 10 years have employed the RNNIP'NIM [1411. Another 
popular model, various forms of which have been in use for decades in many fields, is the randoin walk 
mobility model (RNMIMNI) [1411. This chapter studies the, connectivity mid contention-related network 
properties produced by these two models, in order to aid in the establishment of varions bounds on 
and predictions of aspects of protocol and network performance. For this purpose, aside from the 
RNNTPINIBI, we focus on a particular form of the RNMENI: the random , \, alk with reflection mobility 
model (MV111ABI) [1421. These two models were selected for study both due to their widespread 
application, as well as to the fact that their steady-state node spatial distributions (SSNSD)s nre. 
known, but different to each other. 
In the next section, the most pertinent related works on the study of the RNVP. MM are overviewed. 
Following this, Section 5.2 recaps more specifically the findings reported in the literature on the connee- 
tivity probability produced by the aforementioned mobility models. Section 5.3 demonstrates several 
new applications of these findings and validates their use in simulation. Next, a modd for fin xipp(! r 
bound on the per-node achievable transmission rate in a contention-based MANET is proposed in 
Section 5.4 and is extended to the case of a multi-rate network in Section 5.5. Filudly, in Section 5.6, 
the transmission rate bound models are employed further for the. evaluation of the capacity utilisation 
efficiency achieved by the protocols studied in the previous chapters of this thesis. Note that parts of 
the work covered in this chapter were published in [161 and [141. 
5.1 Background and Related Work 
Both the RNVPMM and the RNNIRMIM initially position nodes randoinly according to a unifonn. distri- bution in a bordered simulation area of fixed size, most often a square or a rectangle. III this work we 
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focus on square-shaped areas, which were also utilised in the simulation studies presented earlier. The 
RNVkRN1'i%l assigns each node a random uniformly distributed speed in the range [Vinint Vinaxlm/s and 
a random travel time and direction. Upon travelling for the selected length of time, a node may pause 
for a random amount of time. It then chooses a new direction, speed and travel time. The RM11MIN't 
differs from the basic RNWIMM, in that, on reaching the edcre of the square or rectangular simulation 
area, a node is reflected much like a ball bouncing off a wall. This model produces a uniform SSNSD 
regaýrdless of the average node speed [142]. 
By contrast to the RNV, *kMN1, under the RNN7PN1`; %1, each node selects a random uniformly distributed 
destination point, instead of a direction. Node speeds may be selected from a uniform distribution 
in the range Mmint Vinaxlm/si or a normal distribution. One complication of the MPINIM is that, 
despite the initial uniform distribution of the nodes, it produces a non-uniform SSNSD when the nodes 
are mobile [1321. In fact, since each node's destination point is uniformly distributed, if all nodes are 
allowed to reach their destinations before any node moves again, the uniform distribution is re-attained. 
However, since each node is likely to select a destination on the opposite side of the simulation area, 
during mobile periods, most nodes are more likely to be found near the centre of the area. 
This interesting SSNSD, together with the widespread use of this model for ad hoc network-layer 
research, prompted analysis of the MPTNIM. Expressions for the steady-state probability density 
function (PDF) of the node positions have been derived for both square and circular simulation areas 
[1321. The steady-state distributions of node location, speed and pause time, derived in [1291, allowed 
the authors to develop a RNV PIMM implementation which ensures that node positions and movement 
speeds are swnpled from the steady-state distributions immediately. This version is termed its tile 
steady-state RNV PMN1 (SSRNVPNR\111). 
Expressions have also been derived for the critical transmission range required for it RNMNIM-governed 
network to be 1-connected, where each node has at. least one neighbour [1431, and k-connected 114-11. 
The average period of maintaining connectivity was also studied [1441. Furthermore, the expected 
number of neighbours of a node, i. e. tile node degree of a network in a circular simulation area Imus 
been derived in [1451. The PDF of the distance moved by a node and of the time of travel before 
changing direction, as well as the distribution of the angle of movement have been an-Mysed in [1311. 
Finally, the diance of any pair of nodes to be within transmission range of each other was analysed in 
[1461. 
Some of the connectivity-related properties of uniformly distributed nodus have also been studie. d (see 
[1461 and references therein). However, to this day, many researchers continue to einploy the., simple 
and intilitive disk-covering approach for calculating connectivity-related properties (e. g. [147]). In this 
model, the chance that a node is a neighbour of another is Simply 7rr2/A, where i- is the trimsmission 
range and A is the simulated area's size. Indeed, as our results for it squaresimidation area will show, this model is accurate if the transmission range is relatively small (approximately less than VA-15 in 
our simulations). As the transmission range increases, the accuracy of this model decreases drastically. 
It was only relatively recently that a more accurate formula for the node pair connectivity probability 
was published [1461. 
These analytical results have deepened understanding of the effect of the. considered mobility modds 
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on the nature and degree of node mobility, a. -s well as the resulting network connectivity properties. 
However, as we show in this work, further applications of the results are possible. Furthermore, with 
models such as the RINTPINW, where the resulting node spatial distribution differs depending on the 
fraction of time nodes spend paused, it is not always clear which analytical model should be applied 
for predicting network properties. 
Analysis of the connectivity-rel -cited properties produced by the considered mobility models is important 
for several reasons. For example, simulation results can be verified by comparison to the expected 
results. Where an analytical model is available, time spent on simulations may be used elsewhere. 
Even if simulation is necessary, time may be saved by discarding paxameter combinations that would 
not produce protocol performance in the useful region. 
5.2 Node Pair Connectivity 
With the RNVENIM, the distance moved by a node between two destination points is often called the 
transition length [1311. As mentioned above, the coordinates, of each new node destination point are 
random vaxiables with values uniformly distributed over the simulated area. Thus, the same probability 
distribution applies to each destination point of each node. It thus follows that, once the nodes have 
stopped moving, the expected transition length is equivalent to the expected distance between two 
nodes. In a network with 'a mixture of paused and mobile nodes, the overall node spatial distribution is thus, a mixture of a uniform one and the non-uniform one given in [1321. 
The joint probability density function (PDF) of the two dimensions of the transition length for a 
square area was reported in [131]. This then equates to the PDF of the distwice between two paused 
nodes. The work in [1611 showed an alternative method to the one in [146], based on the PDF of the 
transition length, for calculating the chance for any two nodes to be connected. This probability, 1), 
or p,,,,, that the distance d between any two nodes is less than or equal to the transinission riange. r in 
a square-shaped simulation area of size S2,, sq. m, is obtained from the cumulative distribution function 
(CDF) of the inter-node distance as [1461: 
(r)2 8 (r)3 + (1)4 Fd,,, (r) = Pr (d < r) = Pru = 7r s3s 
for the RNVP. '%I'i%l when nodes are paused, and for the RNVkRXjj\1 at all times (i. e. for a uniform node 
spatial distribution), and as [146]: 
Pr(d < r) 1 (!: )12 _6(!: )10 + 256 S. SGA (!: )? +3(!: )8 FS a Ma -; TFj- 818 
192 (!: )S + 37r (1: )6 _ 12G7r (1: )4 + : 167r (!: )2 + 25 ss -5"j, 8 75 a (5.2) 
'The specific derivation of (5.1) outlined in 1161 wass performed by the second author, S. M. Nlo-stafavi. However, discovering and demonstrating the applications of the two forms of p, for the two mobility models, fLq discimsed in this chapter, are contributions of this author, hence their discus-dion here. All other parts of this chapter are also contributions of the author of this thesis. 
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for the RNVP. NINI when all nodes are mobile. For brevity, we define: 
p,. if uniform SSNSD Pr =Ip, if RNNTIMNII 
Clearly then, the chance that two nodes are out of range and that the link between them is broken is 
1 -p,. Note that the previous, statement adopts the common assumption that if two nodes are within 
a distance of r of each other, the SINR is sufficiently high at the receiver to enable reliable packet 
reception. If the nodes are further than r apart, then no direct communications are deemed possible. 
5.3 Average Node Degree and Node Isolation Probability 
5.3.1 Analysis 
Let us now consider a 'link' between two nodes. A link that is intact may break if either of its nodes 
moves out of the range of the other. Since the rules governing each node's movements are the sfune, 
statistically speaking, it does not matter which end-node of the link causes it to fadl. The chance of 
link failure is the same whichever node is considexed to be the one making the link-breaking movement. 
Therefore, for each node, we can assume that the blame for any of its links not being intact can be put 
onto the node at the other end of the link. This means that, since nodes move independently, for any 
given node, the failure events of its links aTe also independent. By this wssumption, which is validated 
later, the probability p,,,, b, of a node having no neighbours in ; in n-node network is sirnply: 
Pnonbr : -- (1 _ Pr)n-I , (5.3) 
i. e. all of its potential links a-re broken. A similar argument can also be applied for expressing the 
expected number of neiarlibours E [71, nbl of each node: 
p, (n - 1). 
5.3.2 Validation 
(5.4) 
In order to validate the results presented in the previous section, we employed ns-2 agnin, ws for 
previous simulation studies. The SSRNVP'. NINI [1291 (implemented a-s set(lest version 2 in ns-2) was 
employed in all RATPININ. 11-employing mobile scenaxios, in order to ensure that node positions and 
speeds were sampled from the steady-state distributions iinmediately. 'Rvo speed rfuiges were. studied, 
1-2m/s corresponding to pedestrian speeds, and 5-15m/s corresponding approximately to urban vehicle 
speeds. Table 5.1 surnmaxises the main simulation par. -cuneters. 
Each node's position was traced every second. From this, the number of node pairs in range of eitch 
other and the number of isolated nodes were calculated for various values of the, trfuisinission range, 
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'Pable 5.1: Simulation parameters eniploye. d for evaluating network connectivity properties 
Parameter Value Parameter Value 
Simulation area 500mx5OOrn 12,15)m/s 
Simulation time 500S M min _ 11,5)tn/s 
Number of nodes 50 Týansmission range 10m-500m 
RNNIRMM node travel time I 25s 
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Figure 5.1: The left-hand sub-figure shows the normalised (with respect to the number of nodes, 50) 
expected number of neighbours of each node i. e. node degree versus the. normalised (with respect to 
the 500m simulated area's length) common node transmission range. The curves with labels ending in "-an-" represent the various analytical results yielded by (5.4) employed with (5.1), (5.2) and 
the disk-covering approach n7rr2/A, respectively. Also respectively, RNVP and RNVk stand for the 
random waypoint and random walk with reflection mobility models. Rirther terms in the labels appear in the form "V .. j,, - V,,,,, s, jpause time}p". The right-hand sub-figure displays the, node, isolation probability versus the normalised transmission range. The simulation parameters that were employed 
are summarised in Table 5.1. 
for each simulated second. Finally, these Nralues were averaged over the, simulation thne, wid then over 
all simulation runs. This yielded the chance for a link to be intact/broken, the expected number of 
neighbours (node degree) and the node isolation probability. Each simulation was run with 50 different 
mobility scenarios (specifying initial node positions, wid the sequence of node movements). 
The results for the predicted and simulated node degrees tire shown in Figure 5.1. Note that, (hie. to the 
direct relationship between the node pair councr. tion probabilities of (5.1) tuid (5.2) and the. expected 
node degree (5.4), the level of accuracy of (5.4) directly reflects that of (5.1) tuid (5.2). Therefore, 
there is no need to show both graphs. 
Let us now examine Figure 5.1. Clearly, for the RNVkRNINI, even when the nodes, are continuously 
mobile, (5.4) with (5.1) exactly predicts a node's average number of neighbours. This is also true, as 
expected, for the RAWNIM for any period where all nodes are allowed to pause after moving, as shown 
by the data points labelled "MVP-Paused". It is also clear that the simple disk-covering approndi 
becomes less appropriate as the transmission range increases past approximately ;I fifth of the length 
of the simulated area. This is because, as r increases, a decreasing portion of nodes' transmission riulge 
coverage areas fit completely inside the simulated area. 
The remaining four data sets verify the expectation that, for the. RNMIM, the, accuracy of (5.4) in (5.1) decreases when the fraction of time the nodes spend moving incre; rwses. At the, ,. -, ame thne., 
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as anticipated, the prediction using (5-4) with (5.2) becomes more accurate. The scenario using the 
RNVPININI with 20s pause time and 5-15m/s node speed produces, an average node degree that is very 
close to half-way between the two predictions. This indicates that, -*Ath these mobility parameters, 
on average, approximately half of the nodes are mid-transition, and the other half are paused at any 
given time. Therefore, in order to select the correct model for predicting the steady-state expected 
node degree when employing the RNVPNIM, it is necessary to have at least an approximate idea of the 
percentage of time a node will spend moving. 
Figure 5.1 additionally verifies that node pair connection probabilities are independent of each other, 
and thus, the underlying assumptions of (0.4) are valid. 
The right-hand side of Figure 5.1 presents the analytical and simulation results for the, node isolation 
probability. As with the expected node degree, the simulated results fall between the predictions made 
by (5.3) with (5.1) and (5.2). This time, the approximation provided by the disk-covering model is 
sufficiently accurate up to the transmission range where it predicts p, to exceed 1, which cannot be 
seen on the considered plot. This accuracy is thanks to the fact that the region of interest for node 
isolation probability is in the accurate region for the disk-covering model, as shown by the aver-age 
node degree plot on the left-hand side of Figure 5.1. However, in the case of the paused RNVP and 
RNVkR mobility models, above a normalised transmission range of 0.1, the disk-covering method is still 
slightly less accurate than the prediction of (5.3) that uses (5.1). 
00 5.3.3 Overhead Prediction 
Given knowledge of the average number of neighbours, calculated as described above, it is possible to 
predict various parts, of StAC's overhead. For example, when a session is undergoing the admission 
process, the AdReqs, employed for querying the cs-neighbourhood's available capacity have, a thne-to- 
live of two hops. This means that, barring collisions, and unless a node lifts insufficient capacity to 
support the requesting session, each neighbour of the AdReq originator will receive and forward the 
AdReq packet. Therefore, the number of AdReq transmissions per hop on the. route is one (the node 
on the route) plus the number of neighbours nnb7 predicted by (5.4). However, an SREQ packet, which 
triggers AdReq sending, may not travel along the whole route if it is rejected somewhere along the way. 
For simplicity's sake, we assume that the SREQ is equally likely to be rejected/dropped tit any stage 
on the route. Therefore, in order to predict the average number of AdReqs, we woifld have to multiply 
nnb by half of the average route length. On the other hand, in our simulations of StAC presented 
so far, the SREQ-sending interval was set such that there was only time for two SREQs to be sent before the session blocking timer expired. Such a setting means that each session may trigger up to 
two route tests before it is accepted or blocked. A source node is often likely to know it route already by the time a session admission request arrives, thereby bypassing StAC's first stage of AC. Therefore, due to our simplifying assumption, there are likely to be two SREQs travelling, on average, half the 
average route length. The factor of two cancels out the factor of a half introduced for the ronte length. Consequently, the expected number of AdReq transmissions per second Aarq is: 
Aarq ý Ae. sIRI (nnb + 1), (5.5) 
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Figure 5.2: The left-hand sub-figure shows the average AdReq transmission rate predicted by (5-5) 
and found by simulation. Note that the prediction based on the utilised route length uses the results 
presented in Figure 3.52. The number of AdReq transmissions is also taken from the result set discussed in Section 3.3-8. The right-hand sub-figure shows the ratio of the average route length between till 
node pairs to the average utilised route length found in our simulations of StAC. 
where I RI is the cardinality of the set of nodes on the route R of average length, and A... is the session 
arrival rate in the network. Two types of \,,, q predictions are made, in the first of whic i the average 
route length is taken to be the average number of hops among all routes between all node pairs in the 
network. This is calculated by a script that analyses the ns-2 mobility files. In the second prtxli(. -tion, 
the average route length is taken as the average data pwl-et travel distance found during simulation. 
Figure 5.2 shows the predicted and simulated number of AdReq pa, (i-ets versus the node transmission 
range. The necessary simulation results are taken from the study reported in Section 3.3.8. At low 
transmission rancres the averacre utilised route length appears to be lower than the average route length tip II10 C31 in the network. This is shown by the prediction using the former number being lower, and it is also 
verified by the rigy-lit-hand sub-figure of Figure 5.2. At these transmission ranges, the iwtual overhead 
experienced in simulation is between the two predictions, as may be expected. Not till routes that 
are tested wiU come into use and not all routes that are discovered will be tested, for example, if the 
requesting session is blocked before the SREQ stage. 
However, as the transmission range increases, the actual AdReq transmhýsion rate increases mlative 
to both of the predictions. The likely explanation is that the low levels of intra-route contention at 
the high transmission ranges allow sessions to reach the AdReq-utilising stage of admission even on 
longer-than-averacre routes. However, these are usually not since the. low level of spatial rellse 0 
causes many sessions to be blocked, as shown by Figure 3.51. The result is that number of AdReq 
transmissions is hig gher than the theoretical expected value. 
Figure 5.3 shows the predicted and simulated AdReq transmission rates as functions of the session 
arrival rate and the average node speed. Again, the simulation results are, taken from the relevant 
parts of Section 3.3. The prediction is accurate at lower loads, since many sessions, are able to reach 
the second AC stage where AdReqs axe transmitted. However, at higher loads, se. -s-sions., are more likely 
to be rejected at the source node, resulting in the simulated AdReq trwismission rate being inucli lower 
than predicted. 
In general, vve do not expect the average node --speed to affect the AdReq transmission rate. The 
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Figure 5.3: The average AdReq transmission rate predicted by (5.5) and found by simulation. As in Figure 5.2, two measure-9 of the average route length are used to make the prediction. The utilised 
average route length and the number of AdReq transmissions are taken from the results discussed in Sections 3.3.5 and 3.3.6. 
exception is, at the lowest speed, when most nodes are stationary, and therefore, the tiniform 110(le 
spatial distribution applies, and (5.5) uses (5.1) to calculate 71, nb. At the higher average speeds, nodes 
are mostly mobile and therefore, (5.2) is employed for calculating the expected number of neighbours. 
Figiire 5.3 shows that the prediction using the average route length calculated over all node pairs 
is much more accurate. This result implies that many longer routes are tested, but are eventually 
not used, probably due to route failures during the third stage of AC. As expected, the prediction is 
approximately correct. Also, given that most nodes are mobile, and hence that the steady-state node 
spatial distribution does not ciange, the average node speed does not significantly affect the wimber 
of AdReq transmissions. 
The other main sources of protocol overhead in StAC are route searches, route replies, route errors 
and available capacity update pacl(ets. The number of RReq transmissions is more difficult to predict 
for two reasons. Firstly because routing information might already be available, and therefore, not all 
sessions will trigger a route search. Secondly, the expected overlap between the broadcwst regions for 
each node would have to be predicted, since nodes may be neighbours of more than one RReq forwarder 
but will still only forward the RReq once. This means that using the number of iieighbours to predict 
the number of RReq transmissions would instead provide an upper bound. Fintidly, the update packets. 
are only sent when the available capacity has, changed by a threshold value. This means that, again, 
using the average route length and minimum inter-update period, one can simply ca. 1culate iul upper 0 bound on the expected level of overhead due to update packets. 
5.3.4 Summary 
This section showed some new applications of previously- derived formulae for the probability p, of two 
nodes to be within a given range when their steady-state spatial distribution is known. Xlethods of 
calculating the expected node degree and the node isolation probability were, present(KI and verified 
via simulations. In fact, as long as the formula for p, can be derived, these methods can be applied for calculating these connectivity-related properties produced by any mobility model. 
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The accuracy of the methods for the particular mobility models that were studied was shown by the 
simulation results. In fact, the accuracy is near-perfect when all node positions are drawn from a 
uniform distribution. This is true for the RNVPNI'. Nl when all nodes are paused, and for any mobility 
model which produces a uniform steady state node spatial distribution (SSNSD). Examples of the latter 
are the random walk with reflection and random walk with wrap-around mobility models (RNVkRNI'. \i 
and RNNNVANINTI) [1421. For the RNVENIM, it is not always clear which node distribution applies since 
some nodes may be mobile while others are stationary. This produces a mixed node spatial distribution. 
Figure 5.1 showed an estimate of the crossing point in terms of mobility where (5.2) becomes more 
accurate than (5.1) for the particular studied scenario. 
However, in most cases, the presented methods are still more accurate than the predictions offerml by 
the simple 7rr 2 1A (disk-covering) model. Recall that this model is still often employed by researchers- 
(e. g. [61,1471) to estimate the chance of a node to be within another's transmission range i- in an area 
A, and hence to predict other connectivity-related properties. 
The predictions of the average node degree and the node isolation probability have various applications. 
Although in real networks the accuracy would depend completely on how well the node mobility pattern 
can be predicted, their true -strength lies in aiding simulations. The average node degree provides 
an indication of the robustness of a node against link failure and the number of routes it is likely to 
participate in. It can also be used to predict the overheakI incurred by broadcast-bi-tsed communicat ions, 
as demonstrated above in the case of our StAC protocol. This allows the impact of the, overhead to be 
easily predicted for a given assumed node transmission range and session arrival rate. 
The node isolation probability reflects the overall connectivity of a network topology, and hence. its 
value for evaluating protocol performance, since even good protocols may perform biully in it poorly- 
connected network. In summary, such connectivity-predicting methods can be used in some. ewses to 
verify simulation results or topology generation tools, to predict the suitability of vnrious simulation 
scenarios for their intended purposes, and to save simulation or scenario-generation time by avolding 
non-usefill scenario configurations. 
5.4 Per-Node Achievable Transmission Rate of a Single-Rate 
CSMA/CA-Based Network 
As was previously stated, overly careful AC may result in a capacity utilisation that is below the 
network's supported level. TI-ds may manifest itself as a relatively low SAR and reduces the proportion 
of service- requesting users served, and hence the utility of the. network. However, quantifying the 
percentage of the network's capacity that is efficiently utilised is not ws simple as mewsuring the 
reliability of throughput constraints. Some notion of the maximum u-sable capacity must first be 
established. 
The work in [281 established some general bounds on the capacity of wireless networks, and was built 
upon by several later articles. However, works such as [281, and others on axI hoc network capacity 
typically study the general bounds on capacity based on an idealised system model. By contra-st, 
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this work assumes that the PHY layer's maximum achievable throughput is already determined by 
the 802.11 standard's transmission rates, and proposes instead a MAC-layer notion of the capacity 
of CSMA/CA-based networks. At the TMAC layer, each node can use a certain part of the channel 
capacity, which is shared with its cs-neighbours. Assuming that each node wishes to transmit, but 
may only do so when the 802.11 IMAC scheme senses the channel as idle, this MAC-1-ayer capacity 
allowance is a basic spatial reuse-limited bound on a node's achievable average transmission rate. It 
thus gravely affects the usable capacity of the network at the MAC layer. By looking at what fraction 
of its allowance each node uses successfully, an estimate of the capacity utilisation efficiency achieved 
by a QAR and AC protocol can be obtained, as will be demonstrated later in this chapter. 
5.4.1 Analysis 
As, discussed in Section 2.4, under CSMA/CA-based schemes, such as the 802.11 DCF, the ainount of 
channel time available to a node depends on the traffic at all of the nodes in its cs-range. The reciprocal 
of the fraction of the area covered by a node's cs-range yields an estimation for the spatial reuse factor 
(SRF) of the network. The SRF represents the number of simultaneous transmissions that may occur 
within a CSTNIIA/CA-based network (see, for example, [611). Again, the disk-covering approach is often 
adopted, as in [611, for calculating the SRF when the node spatial distribution is- uniform. 0 
In communications protocols for multi-hop MANETs, the cs-range is often assumed to be twice the 
transmission range, as discussed in Section 2.4. Employing the same model, (5.1) can be u. sed to 
calculate the probability p, of a node being in another's cs-range. The ratio of the climice for the 
node to be in the network (i. e. 1), to p.. also yields tin estimate for the SRF wsnF tus: 
WSRF Pcsr (5.6) 
using (5.1) or (5.2) to calculate p,,,,,. Note that the SRF may also be thought of ws the ratio of the total 
number of nodes to those within the es-range ncsnbi i. e. WSRF n here n,, nb i'-' obtained using neonb 1W (5.4) with pc,,,. The MAC-layer capacity of the network C, in terins of the nggregate number of bits 
it can transmit per second, termed here as the transmission capacity, and the per-node transmission 
capacity Cn are then 'S imply 3' UISRF and 
CII = 
(OWSRF) 
n (5.7) 
respectively, where 0 is the channel capacity or node transmission rate. For networks of multi-rate- 
capable nodes, under this model, the SRF can just be us ,f 11, (1 , ed to provide an estimat(% ote aver, ge fraction of channel time available to a node, instead. A study of C for multi-rate networks will be 
presented in Section 5.5. 
5.4.2 Model Validation 
The work in 1611 is an example of the disk-covering approach being used with RNNT. M. M. governed 
nodes to predict the SRF and hence the network capacity. We compaTe this approach, for uniformly 
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Figure 5.4: The per-node transmission capacity predicted by our formula and by the disk-covering 
approach employed in many papers, and achieved by stationary nodes in our simulations witli various 
network loads and transmission and carrier-sensing ranges. The cs-rangevalues are normalised to the 500m simulation area length. The simulations employed 50 nodes in a 500m x 500m area. 
distributed nodes (as produced by the paused RNVP. NINI or the RMRININI), to the method of predicting 
the per-node transmission capacity using (5.7) with (5.1). 
As in Section 5.3.2, we employed simulations of 50-node networks in a 500mx5OOm area for verifying 
(5.7). Additionally, the PHY and MAC layer models employed in Chapter 3 are employed again. Each 
node was a traffic source. We utilised the two-ray ground propagation model, although introducing 
fading would theoretically still produce the same average transmission range over a period of tinie. 
Also, we set 2Mbps as the fixed transmission rate 3. Using the above method for calculating the 
network transmission capacity as 0, WSRF, we then divided this by the average route length (its in 
[611), to yield an estimate of the achievable end-to-end throughput in the network. Agaiin, the average 
route length was calculated from the mobility files, as described in Section 5.3.3. The end-to-end 
transmission caparity estimate lay between 700kbps and 850kbps, depending on the t ransini'ss, ion /cs- 
range. It was used as a guide on the network traffic load to offer. Simulations were run with 700kbpi, 
8OOkbps, 10OOkbps and 1500kbps of total traffic load, which was, split equally between the 50 source 
nodes. The sources began transmitting, one after the other, at two-tsecond intervals. Once they were iOl 
transmitting, the measuring of per-node transmission caparity began. We counted Fill bits transmitted 
by a node, including in data frames, packet headers and MAC control frames, since all transmission 
exchanges contribute to a node's capacity usage and are , subject to sensing thet d- itannel idle, lience in 
theory they axe limited by the cs-thresh. The average transmission rate was ineasured over a 50-second 
period. 
The transmission range and the cs-range were also varied (via the receiving- and es-thresholds), with 
the latter being twice the former. Nodes remained stationary with a uniform spatial distribution to 
ensure that route failures did not prevent the network from operating near its capacity, and that (5-6) 
and (0.7) could be applied with hope of accuracy. Ea(: h simulation was run ten times with different 
node positions, and the average results were collected. 
Figure 53.4 shows the simulation results of the achieved per-node transmission rates compared to the, 
upper bounds predicted by our model and by the disk-covering model. As observed in Figure 5.4, at 
an approximate normalised cs-range of 0.55, thexe is a cift-off point in the disk-covering model's curve. 
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This was inserted because, at this point, the model predicts that the SRF is 1, and since at least one 
transmission is alwkys possible, the SRF cannot be allowed to drop below 1. 
The simulation results are shown for normalised cs-ranges between 0.5 and 1, corresponding to assumed 
cs-ranges between 250m and 500m and hence transmission ranges between 125m and 250m. The reason 
for choosing this spe-trum to study was that, with this node densit , network partitioning is very likely 0y below 125m transmission range. Also, above a cs-range of 500m, the SRF does not cliange significantly 
in the 500x5OOm area studied. 
As may be anticipated after seeing Figure 5.1, the studied transmission/cs-range region, while being a 
useful region to study, is not in the accurate region for prediction using the disk-covering inodel. On 
the other hand, the prediction using (5.6) and (5.7) seems to yield an accurate upper bound on the per- 
node transmission capacity. The tipper bound cannot be reac ied by the 802.11 XIAC protocol because 
of back-off period increases due to collisions. At the lowest simulated load, 700kbps, the average 
per-node transmission rate was between 65kbps and 32kbps, depending on the cs-rcange. As the lowl 
was increased, the achieved transmission rate crept towards the predicted tipper bound. When the 
load v., as more than doubled to 1500kbps, the aciiieved per-node transmission rate chmbed to between 
7'1"kbps and 38kbps. This is a small percentage increase (20%) compared to the increase in load (114%), 
indicating that the predicted curve does indeed represent an tipper bound on the per-node trimsmission 
capacity. Notice that at the highest cs-range, the greatest load results in a per-node trwismission rate 
that is barely higher than that for the significantly lower loads. This is due to the buffer overflows 
and timeouts owing to detected route failures after collisions, wq well as due to the incre; tsing of the 
802.11 contention window sizes. Consequently, as may be expected, a high percentage of packets were 
lost, which also indicates that it is very difficult to achieve a higher end-to-end throughput than that 
experienced. 
When using the RM-RNTINI, the predicted upper bound would hold since the uniform SSNSD is upheld 
at all times,. However, for mobile nodes, the expected achieved transmission rate might be further below 
the bound due to pauses in transmissions caused by route failures. For the RWPINIM, this predicted 
bound would be relatively accurate for high pause times and relatively high node speeds, as indicated 
by Figure 5.1. At lower speeds and pause times, RNNIPININI-governed nodes would experience it higher 
node degree (Figure 55.1), and hence achieve an even lower per-node transmission rate. Therefore', 
again, the predicted upper bound would hold, albeit less closely. A more accurate bound may be 
calculated for this case by using (5.2) in (5.6) and (5.71). 
5.5 Per-Node Achievable Transmission Rate of a Multi-Rate MANET 
5.5.1 Analysis 
en the raw link capacity 8 may vary, it becomes necessary to predict the avertige link rate in order 
to quantify the specific transmission capacity of the network. For this section, the newer PHY and MAC models, that were also employed in Chapter 4, axe assumed. The instwitaneous value of the highest transmission rate that can be supported depends on the distance to the rfx-eiver, on the path 
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loss exponent and on the level of interference i. e. on the SINR. In the case of shadowing fluctuations, 
the effective instantaneous transmission and c-s-ranges may vary about the long-term mean. However, 
for capacity analysis, the long-term mean ranges, are the values of interest. 
In the following analysis, two capacity bounds will be considered; the simplified case, where the SINR 
requirements and the interference are ignored, and the more realistic case, where they are considered. It 
is assumed that, on a long-term time scale, a particular node may transmit to each of its neighbours with 
equal probability. Considering the int erference- free case, the average link rate in use will thus depend 
only on the average distance to its neighbours, given a certain receive power threshold (rxthresh) for 
a particular modulation scheme. Re-arranging t 
1, the maximum transmission range r"t is I 
corresponding rxthresh -Trix, as follows: 
rmax 
where rLx replaces the distanced. 
For tile hiterference-limited case, the determim 
the 'worst-case interference model sugge-sted in 
interference at a receiver can be modelled by ws. - 
interest. Tlie,, -,, e nodes must be separated by at le. 
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We thus arrive at the maximum ranges rtinax for each modulation scheine (rate) i for both the 
interference-free and the worst-case interference. -infested cases. Now, differentiating the CDF in (5.1) 
with respect to r yields the link length or node separation distance distribution as: 
dFd,, (r) f (r) 2,7rr 8r2 + 2r3 dr = T2 S3 S4 
When a receiver is separated from the transmitter by a distance ranging from Om to the maximum 
transmission range for 64-QAM, the highest rate may be used. Between the maximum range for 64- 
QAM and that for 16-QXM, the second-highest rate may be used, and so on, for all four rates in 
our system. Integrating the link length distribution between the limits set by these ranges for each 
modulation scheme produces the probabilities pi of nodes being within the mean usable range for eirvAi 
rate i listed in Table 4.2: 
pi f (r) dr, rt4nax = O, Vi, 0<i<3. 
Finally, all values are divided by the probability p, to be within the range of any type of commufflea- 
tions, given by (5.1). This expresses, the probabilities of using each rate, given that a receiver node is 
in communications range. The average link rate ý[ in the network, assuming that node-9 will transmit 
with equal probability to all neighbours in the long run, is, then yielded, for our four transmission rates 0 
as: 
3 (P, o 
i=o Pr 
(5.13) 
where fli is the transmission rate corresponding to modulation sdieme i. This t4lows the network's 
MAC layer capacity C, in terms of the aggregate number of transiniffixI bps, to be expressed simply 
as: 
13 
Pcsr (5.1,1) 
since, again, llp,,,, equates to the SRF of the network. The network and per-node MAC layer ca- 
pacities may then be calculated for the interference-free -rmd interference-infe-st(A cases by xv-sing the 
corresponding ralues of 
The above discussion was presented using (5.1) for p,, which applies to uniformly distributed no(les. Thus it applies to stationary networks, or networks of nodes, moving according to a niodel that produces 
a random uniform steady-state node spatial distribution (SSNSD), such a. 9 the "riuidom walk with 
reflection model" [142] described in Section 5.1. However, as long as the SSNSD is known, and thus 0 
an analytically tractable equation for p, can be derived, this capacity model caui be applied to any 
mobility model or stationary node distribution. 
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5.5.2 Model Validation 
In order to simulate different environments and mean transmission and cs-ranges, as well as to verify 
the capacity model proposed above, the path-loss exponent was varied. For each desired transmission 
range, the necessary path loss exponent was then used to calculate a cs-thresh that would create 
a mean (--., -range that was twice the transmission range. For each value of the path-loss exponent 
considered, the maximilm usable ranges of each transmission rate, and thus the resultant average 
link rate and the per-node capacity bound were calculated for the interference-free and worst-case 
interference-contaminated cases described in the previous sub-section. Note that the capacity 'wasted' 
by the 802.11 TNIAC scheme, in the form of inter-frame spaces before and after each data pael(et, wows 
deducted from the per-node capacity, assuming the knowledge of the average data packet size. 
The simulation results of Section 5.4 implied that the network must be significantly over-loatled to en- 
sure that the 802.11 NIAC scheme transmits pack-ets often enough to approach the transmission capacity 
bound predicted by our model. However, as was discussed, this results in congestion, contention win- 
dow size increases and in many packets being lost. At the higher cs-ranges, this, is counter-productive, 
as shown in Figure 5.4 by the fact that the greatest load resulted in a per-node transmission rate barely 
above that produced by the much lower network loads. 
Therefore, in order to avoid unnecessary pa(I-et losses, when validating the multi-raste transmission 
capacity model, as opposed to in the previous section, we simulated an"artificial" 4saturated condition 
to help demonstrate that the expression derived above does indeed represent an upper bound of the 
spatial reilse- and link data rate-limited per-node transmission rate. This, means that each node 
generated a pew packet to be sent to a randomly selected neighbour if and only if there was only 
one packet remaining in its transmission buffer. Thus,, ea(ii node was continually contending for the: 
channel and any available transmission opportunity was utilised to the best of the MAC protocol's 
ability, while buffer overflows and packet timeouts were mostly avoided. 
In order to verify that the underlying SRF model applies to other network sizes as well, for this 
validation, the 100-node 1660m x 1660m network of previous chapters was employed, as opposed to 
the 50-node 500m x 500m, network of the previons, section. The studied tx and es-ranges were then 
selected on the following basis. The lowest mean range studied was 200m, below which the ltwel of 
network partitioning increased rapidly. If the network is more than minimally partitioned, there is 
no way it could operate near capacity, which in this case, is required for model verification. At the 
other end of the scale, we assumed having tx-range=800m, and cs-range=1600m, above whid. 1 the 
SRF does not change significantly in the studied network size, because nearly all nodes can sense each 
other's transmissions and therefore only one transmission can occur at once. Note that all ranges used 
represent the mean rancre-s, in the case of shadowing-induced signal power fluctuations, which in our 
model, translate to a 50% packet reception probability at the specified range. Unless stated otherwise, 
the remainder of the simulation parameters were again as in Table 4.1, and the modulation sdierne 
parameters as in Table 4.2. Again, all transmitted bits were counted. 
The averagre transmission rate results, plotted together with the two bounds for the interference- free. 0 and interference-contaminated cases, are shown in Figure 5.5. The results indicate that (5.14), divided 
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Figure 5.6: The offered load per unit capacity for the 2. NLlbps, G'I%Ibps and multi-rate MAC models,. Recall that 25kbps sessions were assumed for the 21Mbps network, and 75kbps sessions otherwise. 
by the number of nodes, can indeed predict a specific, fairly accurate upper bound on the per-node 
capacity of a multiple-rate network of randomly uniformly distributed nodes. As expected, tmd as in the 
single-rate network of Section 5.4, the bound cannot quite be reached, mitinly for two reasons. Firstly, 
again because of the 802.11 transmission back-off mechanism, which means that not all channel time 
is efficiently utilised. Secondly, it is becausse., some amount of interference always limits the modulation 
mode and hence the usable rate. The two reason: together explain why the achieved transmission rate 
is typically below even the worst-case interference-bws-ed bound, or falls between the two bounds. 
With shadowing fluctuations,, the per-node transmission rate is somewhat lower, as may be expected. 0 This is because of the exacerbation of the above two causes of inefficiency, when the fluctuating levels 
of interference may cause more collisions or periods of unexpected inadequate channel quality. This 
may lead to lower rates being utilised slightly more often, as well as to the extension of the contention 
window size and the prolonged periods of links being unusable. In conclusion, the proposed upper 
bound still holds for scenarios with shadow fading, albeit its accuracy erodes. 
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5.6 Evaluation of AC Protocol Capacity Exploitation 
Recall the earlier statement that an AC protocol's job is a balancing act between exploiting as much 
of the network's capacity as possible, in order to serve as many users as possible, and over-promising 
available resources, leading to the admission of traffic whose QoS constraints cannot be supported. In 
this section, two measures of capacity utilisation are introduced in order to aid in the evaluation of 
this aspect of AC protocols' performance. 
However, first, the proposed capacity models axe used to evaluate what fraction of the network's 
estimated capacity the offered loads utilised in the previous d-iapters actually amount to. For this 
endeavour, all three previously-utilised PHY/INIAC layer models are considered. First, the 2-Mbps 
transmission rate-utilising legacy PHY/NIAC model that was employed in Chapter 3. Second, the 
model with the 6. %Ibps transmission rate that was used to evaluate the single-rate protocols in Chapter 
4, and finally, the multi-rate version of the new MAC/PHY model, also described in Chapter 4. Clearly, 
the offered loads would represent a different fraction of the network's capacity for each of the three 
models. Recall that 25kbps data sessions were employed for the 2, Nlbps case, and 75kbps sessions for 
the 6Mbps and inulti-rate cases. Also, some nodes were allowed to move slowly in chapter 3, while 
a completely static scenario was also studied in Chapter 4. These produce different average route 
lengths. The average route length IRI in each network was calculated by using Dijkstra's algorithm to 
find the shortest route between each pair of nodes and then averaging over all routes and all mobility 
scenarios (recall that each result was an average of 10 runs, with different node positions/movements). 
Finally, the effective offered load Bqf ... d may be calculated as: 
Boffe-red : -- XsesT9csbrvqWRvqjRjj (5.15) 
where A.. is the , -,, ession arrival rate, T,,. is the session duration when session dropping is disabled, b,,, is, as before, the common or average session throughput requirement, and Wrcq is the overhead 
weighting factor defined in (3.3). The offered load per unit capacity, Bq feredlC is plotted versus, the 
session arrival rate for the various NIAC/PHY model combinations in Figure 5.6 . Note that the MAC layer capacity C is calculated using (5.14) where the assurned transmission rate may be the average link 
rate in a multi-rate network, or the basic rate in a single-rate network. For the multi-rate networks, 
the worst-case interference-contarninated bound is employed. 
Figure 5.6 verifies that the offered loads that were utilised in our studies up to this point in the thesis 
have offered a good test of the AC protocol's operation. This is because the range of offered loads, ha-s covered both those that are less than the supported capacity and those that are up to several 
times greater. Even in the multi-rate case, the highest session arrival rate ensures that the network is 
offered more load than it can support, thereby ensuring that the. AC mechanism is tested sufficiently 
rigorously. 
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5.6.1 Admitted Load per Unit Capacity 
The first measure of capacity utilisation that is introduced is termed the admitted load per unit capacity 
(ALPUC) BjoadlCi where the admitted load Bload is calculated as: 
Bload ? 7AsesTscsbreqWReqjRujq (5.16) 
and where tj is used to denote the session admission ratio, and JR,, l is the average utilised route length, 
measured in simulation. Note the difference between JR,, l and IRI: the former is the average route 
lenath utilised by successfully-delivered data packets, and the latter is the average of the shortest route 
lengths between all node pairs in the network. The value BloadIC provides a measure of the fraction 
of the network's capacity that an AC protocol can potentially utilise, and hence partially reflects the 
protocol's accuracy. Note, however, that it is not only the available capacity that has an effect on the 
achievable throughput-QoS, as has been discussed, and will be discussed further in the current context 
below. Naturally, no AC protocol is expected to be able to fully utilise the network anyway, since it 
is the minimum available capacity in each node's cs-neighbourhood which determines whether or not 
it can admit a session. Therefore, unless the load is perfectly balanced across all nodes, which is, an 
unrealistic assumption, some capacity will always remain unexploited. 
The ALPUC achieved by the various, protocols evaluated in earlier chapters with respect to some of 
the previously-studied input parameters is shown in Figures 5.7-5.10. In fact, no new simulations 
were conducted for this section, since (5.16) can be evaluated using the existing results. The ALPUC 
metric's value is only meaningful if session dropping is disabled, since otherwise, the value of T.. is 
inaccurate and new sessions may be admitted to replace dropped ones. Therefore, the results are only 
shown for the studies in which session dropping was disabled. These are sufficient to illustrate the use 
of the metric and the corresponding performance of the protocols, eliminating the need to investigate 
the effect of every parameter that was studied in Section 3.3. 
Firstly, Figure 5.7 displays the ALPUC for the single-rate networks utilising 21MI)ps and G. Mbps trwis- 
mission rates, using results from Sections 3.3.5.6 and 4.3 respectively. In the 2NIbps case, recall from 
Section 3.3.5 that, five protocols were compared. Unsurprisingly, the protocol raliking according to the 0 ALPUC follows their ranking in terms of the SAR in Figure 3.25. The new insight provided by the 
ALPUC metric consists of both the more exact measure of the potential capacity exploitation, as well 
as the insight into how the SAR translates to the ALPUC. 
Again, it is, unsurprising that all protocols increase their ALPUC as the session arriv-al rate increases, 
despite their decreasing SAR. This is because the SAR. does not dtx. -rea., -:, e in proportion to the increase in the offered load. As the session arrival rate increases, and ass discussed previously, new sessions 
can fill in gaps in capacity usage which remained unexploited tit lower offered loads. CACP shows 
the most potential for capacity utilisation, since at the highest arrival rate, admitted traffic represents 
almost 70% of the estimated network transmission capacity. The other protocols admit less for the 
mmiy reasons already discussed in Section 3-3. As anticipated, StAC shows the lowest potential for 
capacity utilisation, because it also considers rising collision rates and other unexpected phenomena 
prior to session admission. However, it too may utilise up to 35% of the network capacity. Given that, 
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as stated, it is highly. unlikely that it would be possible to allocate traffic completely evenly across all 
nodes anyway, these results are not as bad as they first seem. Note also that, even with perfect AC 
and routing schemes, the topology might not be appropriate, meaning that the layout of the routes 
between nodes, that wish to communicate may not be suitable for higher network capacity exploitation. 
Still considering Figure 5.7, we move onto the G. Nlbps case that employed the newer PHY and INIAC 
models. In this case, only StAC is evaluated. Firstly notice that a higher ALPUC is achieved. This is 
partly because of the higher packet size (1024 bytes compared to 512 bytes in the other case) utilised 
in this scenario, and also because of the higher network capacity, which both meant that the impact 
of the overhead was less significant. However, when moderate shadowing fluctuations are introduced, 
the ALPUC degrades significantly, as was, implied by results in the previous, chapter. Even at the 
highest studied load, only 10% of the capacity can potentially be exploited by StAC when all traffic is, 
throughpilt-sensitive. Again, this, is due to the fact that StAC often deems that throughput guarantees, 
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cannot be granted due to the link SINR/quality fluctuations. This helps to further explain why fast 
re-routing is an acceptable strategy with such traffic in this environment: there is plenty of spare 
capacity in the network. 
Figure 5.8 illustrates the multi-rate case with the results for StAC-Multirate-Backup. The ALPUC 
without shadowing fluctuations seems to return to the levels exhibited in the 2. Mbps ease with the 
legacy ns-2 PHY and XIAC models in Figure 5.7. This is because it is more difficult to utilise the 
higher network capacity which is predicted by the multi-rate capacity model, since all it takes is 
one relatively low-rate link on a route for that route's usable capacity to be limited. Therefore, it 
is no longer just the low residual capacity of a few nodes that limits the admission of traffic. For 
similar reasons, StAC-Niultirate-Backup cannot improve on the ALPUC in the case with shadowing fluctuations either. Additionally, Figure 5.5 indicated that, with shadowing fluctuations, the predicted 
capacity bounds cannot be reached even when the network is saturated with traffic. 
Next, the ALPUC performance versus the averacre node speed is studied. Although these results were 0 not presented in the previous d-iapter, the performance study without session dropping versus node 
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speed was conducted for two of the'XIAC models and for two of the protocols, as shown in Figure 5.9. 
The initial drop in the ALPUC without shadowing fluctuations is due to the change in the node spatial 
distribution when transitioning from a largely stationary to a laxgely mobile set of nodes. Beyond that 
point, there is a slight decrease with respect to the average node speed, as might be expected based on 
the SAR of Figure 3.33. As versus the session arrival rate, StAC-Multirate-Backup admits less traffic 
per unit capacity in the multi-rate network, for similar reasons. However, with shadowing fluctuations,, 
a slight increase in the ALPUC is observed due to the higher nodal diversity that may be utilised. 
This is useful in the case of shadowing fluctuations, as it offers the possibility for using more/different 
relay nodes. 
Finally, for the study of the variation of the shadowing standard deviation, results for all studied 
protocols are available to us, as presented in the previous chapter and illustrated by Figure 5.10. The 
multi-rate-aw, axe protocols are shown separately, and, as before, evaluated using the multi-rate network 
capacity estimation. Again, the ALPUC results follow the general trends of the SAR curves in Figures 
4.2 and 4.1 's. For the StAC-based protocols, by the time the shadowing standard deviation reaches 
2dBj it is clear that most unstable routes have been eliminated, since the gradient of the ALPUC 
curve approaches zero. This underlines the finding that, in a busy urban area with frequent shadowing 
fluctuations, it is rare that a reliable level of throughput is achievable on a route consisting of many 
hops, in a peer-to-peer network. 
5.6.2 Per-Node Capacity Utilisation Efficiency 
The second proposed measure of capacity utilisation actually quantifies the efficiency with which each 
node exploits the capacity available to it for succes,, -,, fully sending application data. While the ALPUC 
metric only indicated the potential capacity utilisation, the capacity utilisation efficiency (CUE) metric 
quantifies how the ALPUC translates to mseful data transmissions. The CUE Cff is calculated as 
follows: 
Cef f= 
BtxdW (5.17) (Cn - Cres) /U7req' 
where Bt., d is the average number of bits transmitted by each node per second, w is used to denote the 
normalised transmission efficiency (NTE), which was defined in Section 3.3.4, and C,, and C,,. are the 
per-node capacity (transmission rate upper bound) and the reserved portion of capacity (10%), respec- 
tively, as defined before. The raw capacity bound is divided by u?,,, in order to estimate the bound 
on the useful per-node transmission rate by eliminating the fraction of the capacity that definitely 
cannot be used for application data traffic. The raw per-node transmission rate Bt., d was recorded in 
all of the protocol performance simulations conducted in this thesis. This is multiplied by the NTE 
to determine what fraction of the transmissions were potentially useful to application data sessions. Once again, recall that the NTE does not take session completion ratios or the success, of end-to-end delivery of application data into account, therefore a packet that is counted as a useful transmission 
at one node may still be lost later on the route before readiing its destination. 
The same sets of results are employed as in the previous section. Therefore, Figure 5.11 shows' the 
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CUE corresponding to the ALPUC values of Figure 5.7, and so on. Figure 5.11 tells us that, at low 
session arrival rates, the CUE largely follows the ALPUC in the aforementioned corresponding figure. 
However, at the higher arrival rates, DSR emerges as the most efficient protocol, utilising up to 55% of 
the estimated useful'XIAC-layer capacity. This is due to its relatively low overhead and fast re-routing 
ability. StAC improves its ranking, efficiently utilising up to 36% of the network's useful capacity. 
Despite its low SAR., its reliable AC, fast re-routing and lack of session pausing help it to adiieve this 
relative improvement compared to the other protocols achieving a higher ALPUC. AAC is the worst 
in terms of this metric, since it re-routes sessions slowly, but keeps generating packets, and exhibits 
high frame collision ratios, as was shown in Figure 3.271. 
In the 6'. %, Ibps network, StAC improves its CUE up to around 0.5, for similar reasons as its improved 
ALPUC in this environment. Again, with shadowing fluctuations, the performance, and reasoning is, 
-similar to the case of the ALPUC metric. 
Figure 5.12 depicts the CUE for StAC-Multirate-Backup versus both the session arrival rate and the 
node speed. Once again, the CUE trend versus the session arrival rate matches that of the ALPUC in 
Figure 5.8. In fact, in the case of StAC, as indicated by its high throughput guarantee reliability, its 
CUE efficiency is also largely dependent on its ALPUC. Therefore, there is no need to go into in-depth 
explanation of the following graphs, since the ALPUC translates fairly well to the CUE. 0 
In the 2Mbps case, shown in Figure 5.13, with the higher node speeds, INIACTMAN achieves the highest CUE, due to its relatively high SAR and use of pre-tested backup routes. Recall that it incurred fewer 
route failures per session than StAC, as shown in Figure 3.36, which also aid in this improved efficiency. 
In the G. '%Ibps case, TMACMAN was not evaluated, while StAC achieves a CUE similar to what may be 
expected from the ALPUC in Figure 5.9. Howe'ver, the CUE decreases with respect to the node speed 
more gradually than the ALPUC does, indicating its increased dependence on the route failure rates, 
rather than on the node spatial distribution, which was the main underlying factor in the ALPUC 
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values. 
When considering the performance versus the shadowing standard deviation in Figure 5.14, NIACMAN 
is the only protocol that improves its CUE ranking compared to its ALPUC ranking in Figure 5.10. 
Again, this is largely due to the reasons it cm-hieves a better TSR and TDPS than CACP and AAC, as 
was shown in Figures 4.13 and 4.14, respectively. 
5.6.3 Summary 
It is clear from the ALPUC and CUE results that no protocol is able to get close to their corresponding 
capacity utilisation bounds. In the 2Mbps or multi-rate network, the various versions of StAC achieve, 
at best, a CUE that is just over a third of the theoretia-ril maximum. In the single-rate 6. Ntbp,., 5 network, this rises to around 50%. However, the relatively low capacity utilisation was expected, since even a 
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single node having inadequate capacity, or even a single link being unreliable on a route may cause 
sessions to be rejected. Thus, when all traffic is QoS-sensitive, as in our case, it is impossible to exploit 
the network's full capacity, while upholding delay, PLR or throughput QoS guarantees. NVe observe also 
that, with a high shadowing variance, the main limitation is not the protocol's overhead or the collision 
ratio, but the reliability of links, which prevents the admission of adequate throughput-sensitive traffic 
to exploit the network's capacity. 
5.7 Chapter Summary and Conclusions 
This chapter was motivated by the study of the impact of the node spatial distribution on the network's 
connectivity and contention-related properties. These in turn have a profound impact on the achierable 
QoS in the network. In particular, the focus, was on two steady state node spatial distributions 
(SSNSD): the uniform one and the MPTNUM-produced one. The former is interesting because it is a 
very common and fundamental assumption that nodes have an equal chance of being at any particular 
position in the network. On the other hand, the RNN'PINIM is an algorithmically simple model, but has 
nonetheless been employed widely in simulation-based MANET wialy. sts,. 
The expected distance between two nodes under the two spatial distributions was studied in previous 
works found in the literature. However, the applications of these formulae were not previously studied 
in detail, and they were not verified by simulation. In the first part of this chapter, it was shown 
that expected distances between node pairs, and hence the lengths of potential communication links) 
between them, may be considered independently of eatli other. This allows the calculation of the 
average node degree, or expected number of neighbours for a given mean transmission range. The 
node isolation probability can also be determined. Moreover, the application of these values to the 
prediction of a certain type of protocol overhead was denionstrated. 
It was next concluded that, if the average number of neighbours can be accurately predicted, the average 
number of carrier-sensing neighbours could be also. This meant that the number of neighbours that 0 
each node contended for channel access with could be estimated. In turn, this lead to the establishment 
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of a spatial reuse-limited bound on the achievable average per-node transmission rate in the network. 
Using knowledge of the SINR and receive thres. holds for reliable packet reception utilising various 
modulation schemes, the model's application -was, extended to the multi-rate case. The models were 
verified by simulation and employed for the quantification of the capacity utilisation efficiency achieved 
by StAC and various other QAR and AC protocols. 
To the best of our knowledge, the capacity utilisation metrics that were introduced were the first 
to offer a simple, yet specific, easily-applied and fairly accurate quantification of this aspect of AC 
protocols' performance. In the past, only indirect metrics, such as, the aggregate network throughput, 
were available for gaining insight into the level of capacity exploitation achieved. In turn, these metrics 
have led to some bold conclu. sions. 
Firstly, they indicated that a relatively high portion of a network's estimated capacity, up to approxi- 
mately 70% may be utilised, given a sufficiently high session arrival rate, and the lack of significmit node 
mobility, or fading-induced link failures. However, as the shadowing fluctuation increases, even when 
end-to-end QoS is ignored, the portion of the capacity that is exploited to the benefit of the application 
layer over single hops is reduced to 20% or less, depending on the protocol employed. Furthermore, 
the capacity utilisation efficiency is very difficult to improve when all traffic is QoS-sensitive. This is 
because a sufficiently intelligent protocol rejects any sessions requesting admission on unstable routes, 
while a less stringent protocol may admit more sessions at the cost of using unstable routes, resulting 
in a worse end-to-end QoS reliability. As discussed in terms of the design guidelines at the end of the 
previous chapter, it is likely that this limitation can only be mitigated when multiple classes of traffic 
are admitted into the network. However, again, shadowing fluctuations are still likely to reduce the 
ac lievable capacity exploitation, regardless of the leniency of an application's QoS requirements. 
The results also aided in further highlighting the level of under-utilisation of the network's resources 
ac lieved specifically by our proposed protocols, StAC, StAC-Backup, StAC-Multirate and StAC- 
Multirate-Back-up. Their selectivity in terms of session admission was partly the cost at which their 
greatly- enhanced QoS guarantee reliability wa. 9 achieved. This in turn implies that, aside from the 
admission of traffic without QoS constraints, other measures may be required to improve the capacity 
utilisation without sacrificing the end-to-end QoS of admitted sessions. Some possible methods for 
achieving this were discussed within the conclusions for the previous chapter. 
In summary, this chapter proposed, verified, and demonstrated the use of several tools for MANET 
research. Their immediate application is in simulation, because that is the environment in which 
the SSNSD may be arcurately determined. In simulation, the proposed tools can be used to save 
time by avoiding non-u, ý. efiil parameter settings, tvs well -as to quantify and verify many aspects of 
protocol performance. For example, if the theoretical results match the simulation-based ones, this 
lends a greater level of confidence to both sets of results. Furthermore, although the use of the tools 
was exemplified with particular mobility models and SSNSDs, the tools may be seen -, Is more general 
frameworks for methods to evaluate the studied network properties. For example, other SSNSDss may 
be studied with the same methods that were proposed. 
On the other hand, due to the exact knowledge of the stochastic node mobility properties that is 
required to apply the tools, their real-life applications may tit first seem limited. Despite this, it may 
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be possible to derive accurate mobility models for real-life scenarios, which would enable the use of 
the proposed tools in real networks. As far as the transmission capacity models are concerned, the 
nature of the interference and channel contention may be somewhat simplified in the. simulation models. 
However, the same channel access principles do apply to real 802.11 hardware, and therefore there is 
again potential to use similar methods in real networks. 
IChapter6 
Conclusions and Future Work 
6.1 Conclusions and Implications 
In writing conclusions, our -aim is not to reiterate the original contributions of this work, which were 
covered in Chapter 1. Instead, the goal is to expose the wider-reaching implications of the studies 
that were carried out. The proposed StAC protocol represents something of a new direction in joint 
QAR and AC. It embodies a departure from some of the ways of thinking that were embedded in the 
design of such protocols in the last five years. The success, of StAC in terms of upholding throughput 
guarantees matle to admitted sessions can be essentially attributed to two reasons: its testing of the 
effects of unpredictable network conditions, on the achievable QoS prior to session admission, and its 
fast recovery from route failures. 
Section 3.2.5 discussed the many types of applications which StAC can support either directly, or 
through small extensions to test end-to-end delay prior to session admission, for example. In any case, 
it is clear that till applications either require a minimum level of throughput to operate or wish to 
use as much of the available capacity as possible. In the former case, StAC can be used to determine 
if the throughput requirements can be supported in a MANET. In the latter case, StAC ct"m be 
employed for determining how much capacity a new session may use without degrading the QoS of 
other, throughput-sensitive sessions. 
Chapter 2 showed that previously proposed AC protocols are generally either completely decoupled 
from, or intrinsically coupled with the route discovery process. The one exception wils IMACMAN [1141 with its backup routes, which could be tested for the availability of adequate capacity without 
restarting the route discovery process. StAC took this a step further by allowing several possible 
ways of discovering routing information to be utilised, and providing other mechanisms to estimate 
the achievable throughput on such routes. Several important lessons were learnt through the study of 
StAC and the other state-of-the-art QAR and AC protocols: 
Simulation results suggest that having the session admission process completely coupled with the 
route discovery process may be counter-productive, especially when the 802.11 retransmission 
count limit being exceeded is used to detect route failure. This approach means that the only 
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way to test a route for adequate supportable QoS is to perform a route discovery. iNfeanwhile, 
in IMANETs, route discoveries almost always consist of the flooding of a route request packet; 
an operation which incurs significant overhead. This also exposes the protocol to delays in re- 
routing, often because the unicast route reply is, lost en-route, and the RReq storm avoidance 
mechanism prevents immediate consecutive route searches. This ultimately results in a drop in 
throughput and hence in the violation of throughput guarantees. On the other hand, completely 
decoupling the AC process from the route discovery process results in the discovery of many 
routes that cannot serve any service-requesting data sessions, which means that the discovery of 
those routes was wasteful. 
Results for the basic DSR protocol, as exemplified by Figure 3.34, indicated that fast re-routing 00 is very important for upholding throughput guarantees. In the cases where the network wa's 
not severely over-loaded, this allowed DSR to out-perforni the AC protocols studied, other than 
StAC, despite DSR dispensing with the testing of nodes' available capacity. 
Simulation results, such ass those of Figures 3.13 and 3.15, also showed that pausing sessions' 
packet sending at source nodes too readily is counter-productive. This is because, in many cases, 
packets could instead be buffered and then delivered when a suitable new route is found to help 
alleviate congestion. The conclusion is that session pausing is only useful in small or limited- 
connectivity networks, where there are no alternative routes and the QoS of one session must 
definitely be sacrificed for the sake of another. On the other hand, not providing fast re. -routing 
mechanisms, while also not pausing sessions leads to long packet delays and a high packet loss 
ratio due to timeouts, as shown by the performance of the AAC protocol, in Figures 3.29 and 
3.32 for example. 
Another problem with pausing sessions is that, if there are no resource reservations, a. 9 in NIAC- 
MAN, or the pause is for longer than the time required for a single route search, allowing reserva- 
tions to expire, then capacity is prematurely released. This allows new sessions, to be admitted, 
which often cannot be supported in addition to the paused sessions, thereby leading to an even 
longer period of QoS degradation for a paused session, which is then difficult to re-, admit. This 
was evidenced by the performance of CACP in Figures 3.12,3.15 and 3.13. In StAC, sessions 
are never paused, making it less likely that new sessions are admitted when they should not be. 
As far as possible, sessions implicitly maintain their resource reservations through a &rtmpened 
reaction to freed capacity and by continuing to use the channel. The cost of this approach is a 
slightly slower reaction to capacity being genuinely freed when sessions end. 
While. studying the performance of protocols that base their admission decision purely on the 
success of a capacity-constrained route search, it became clear that such a method is only fully 
effective in largely static networks. This is because, given a network with a sufficient node 
density, as in the cases that were studied in this thesis, a flooding-based route search is likely to 
find a route, even if no sufficiently reliable end-to-end connection can be made. There are many 
possible alternative links to bridge the gap to the destination if some are temporaxily unusable, 
or are not discovered due to collisions. This means that the session admission ratio of sudi 
protocols remains high, even with an increasing level of node mobility or shadowing standard 
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deviation. However, such an AC process verifies only that each node on the discovered route 
has adequate transmission opportunities and does not necessarily mean that the route will be 
able to support the requesting session's QoS requirements. The fact that our DSR model tested 
route reliability is one of the reasons that it performed relatively well at low-to-moderate session 
arrix-al rates, despite the. reliability testing being very crude and nodes' available capacity not 
being tested. The testing of route reliability is also part of the reason for the high reliability of 
StAC's throughput guarantees. 
Overall, it became clear that many previously-proposed protocols adopted a very careful approach to 
upholding QoS guarantees in IMANETs. This is shown by the adopted strategies, such as the one of 
always fully testing the available capacity of a route prior to its activation, and of pausing sessions to 
help alleviate congestion. B contrast, the parametric study results of Section 3.3 suggested that it is 0y C50 
only worth being so careful in the context of initial session admission in order to avoid admitting too 
much traffic, especially on unstable routes. Once sessions are admitted, it is better simply to almost 
embrace the highly dynamic characteristics of the MANET environment. StAC exhibited a relatively 
high route failure rate per session, but was still able to uphold throughput guarantees reliably by 
taking some risks when re-routing the admitted traffic. This risk was acceptable since no extra load 
was imposed on the network. This approach became less effective with an increased session packet 
rate, but the same is true for other protocols as well. Additionally, StAC's session completion ratio 
degrades only slowly with increasing session packet rates, given that the latter are already fairly high 
compared to the network capacity. Other conclusions based on the parametric study are: 
As expected, and also evidenced by Figure 3.51, it is not effective for the mean transmission 
range to be very low or very high compared to the node density. If it is very low, connectivity 
is, naturally poor. If it is too high, this necessitates a sensitive carrier-sensing mechanism to 0 
avoid collisions, which limits the caparity of the. network, and results in gTeater levels of channel 
contention, increming packet delays. 
A similar optimilm, exists for the data packet size: observe in Figures 3.56 and 3.57 that if the 
packets are too long, collision rates increase and if the are short, then the protocol becomes 0y inefficient dile to the increased significance of any per-pat: ket overhead. 
StAC is affected less significantly by the number of traffic sources, but this can be largely at- 
tributed to its aggressive route information caching and usage, leading to relatively high efficiency. 
Figure 3.63 suggests that it is not worth reserving more than 10-20% of the network capacity for 
avoiding unexpected interference. This is because the session admission ratio decreasm signifi- 
cantly, while the reliability of QoS guarantees only improves, modestly when an increa-sing portion 
of the channel time is reserved. Again, this is likely to be true only when fast re-routing features 
are available. The basis, of the previous statement is that protocols which always rediscover 
routes end-to-end are likely to be affected much more severely by the route failure rate, which is 
affected significantly by the collision ratio, which itself depends on how close the network is to 
saturation. The conclusion is that such a 'protocol may benefit more from a higher portion of the 
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capacity being reserved, since this helps to reduce the number of link failures detected, whether 
correctly or not. 
The StAC-Backup protocol was shown to increase the reliability of throughput guarantees, as may 
be expected, through the use of pre-tested back-up routes. However, in low-capacity networks, its 
benefits are limited by the significance of the extra route discovery overhead imposed. This is shown in 
Figure 3.67 by the fact that StAC-Baclaip admits less traffic, even though it uses the same admission 
process as StAC. If the network capacity is increased, the SAR of StAC-Back-up suffers less compared 
to StAC's., and at many loads, may exceed it, while the improvement in the throughput satisfaction 
ratio is even greater. The benefit of back-up routes also increases with an increased average node speed. 
The study of several QAR and AC protocols with a shadow fading channel showed the effect of 
introducing even more dynamic factors into the already erratic mANET environment. Again, as 
observed in Figures 4.13 and 4.14, protocols that do not allow fast re-routing suffered the worst. This 
is especially true, since it is difficult to exploit the channel's free air time when link quality (SINR) 
often dips below the level required for reliably communicating with neighbours. This means that there 
is plenty of unused capacity/channel time in the network, which mitigates the risk of re-routing based 
on stale available capacity state information. Other conclusions from and implications of the study mi 
Chapter 4 are: 
As expected, and exhibited by Figure 4.17, a rate switelling ineclianism that provides access to C) higher transmission rates, and an AC protocol that is aware of this, can improve the SAR, but 
only when low link reliability does not prevent session admission. However, the improvement in 
the SAR is much less significant than the increase in the average transmission rate, because a 
route's admissible traffic load is limited by its lowest-rate link. For this. reason, as expected, the 
improvement in the SAR in Figure 4.17 is the greatest when node mobility and the sbadowing, 
standard deviation are at their lowest. 
As seen in Figures 4.25 mid 4.26, end-to-end backup routes can still improve the experienced 
QoS, even when route failures are very frequent due to link quality fluctuations. This is because 
they simply provide an extra layer of 'protection' before a new route search must be conducted. 
The overhead incurred by the extra route discovery operations is not that significant for the 
higher network capacities studied, and with the spare available capacity. 
Attempting to use extra relay nodes to route packets axound temporarily bad quality links is 
an effective strategy for lowering the reported link-, and hence route, failure rate, as, evidenced 
by Figure 4.19. This improves the throughput assurance reliability for moderate levels of node 
mobility and shadowing-induced link quality fluctuations. However, as was seen in the various 
figures in Section 4.3, this strategy can increase the average route length, which leads to a higher 
chance of collisions, longer delays, and the nullification of any improvement in the PLR and the 
throughput guarantee reliability when shadowing fluctuations are severe. This nullification of 
the benefits can again be coimter-balanced by end-to-end backup routes, showing that multiple 
layers, of protection against route failures are required in such a highly dynamic environment. 
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Finally, Chapter 5 aimftl to analyse the effect of x-arious network connectivity properties on aspects of 
QAR and AC protocol performance. Conclusions from that chapter are as follows: 
It wass observed in Figure 5.1 that the often-employed disk-covering approach for estimating the 
average number neighbours (node degree) is only accurate when the transmission range is low 
compared to the simulated area's dimensions, up to approximately 1/5 of the area length in our 
studies. Beyond that value, using the node separation distance distribution is a more accurate 
method for determining the expected number of nodes that are within the mean transmission 
range. The same arguments apply to the probability for a node to have no neighbours. The 
average node degree can be used to accurately predict the overhead associated with local flooding- 
bwed querying of t--; -neighbours' a%-ailable re-sources.. 
The ratio of the number of nodes to the avexage number of cs-neighbours actually provides, a fairly 
accurate estimation of the number of concurrently possible transmissions in a network operating 
with the aid of a contention-based MAC scheme. Figure 5.4 verified that an estimation of the 
tipper bound of the average per-node trazisinission rate based on this is fairly accurate, because 
nodes that have fewer contenders for channel access receive more transmission opportunities, but 
this is counter-balanced by the achievable transmission rate of those that have more contenders. 
The only exception to the model working would be for example where a single node has a 
much lower number of contenders than average and can dominate the channel. This was not a 
problem in the networks we studied. Based on the average transmission ranges produced by a 
known transmission power and minimum thresholds for the received SINR and signal power it 
is possible to also predict the average utilised link rate in a multi-rate network. Combined with 
the previously mentioned model, this can predict an tipper bound on the transmission capacity 
of a multi-rate network with a random topology. Previously proposed capacity models could 
typically only be applied to a particular topology or provided very general bounds or scaling 
rifles. The model proposed herein is theoretically applicable to any network topology for which 
a closed form expression for the steady-state node spatial distribution can be determined and 
which employs a contention-based NIAC protocol. The predicted transmission capacity is also 
specifically quantified for a given set of selectable NIAC protocol transmission rates, given mean 
transmission and cs-ranges, known area size, and a set number of nodes in the network. The 
upper bound also holds for the case with shadow fading, albeit further analysis, with the added 
consideration of the shadowing fluctuations, is required to improve its accuracy. 
The capacity models mentioned in the previous bullet point were employed for analysing the 
capacity utilisation efficiency of the AC protocols studied earher in the thesis. To closely ap- 
proach the predicted upper bound on the transmission rate, a network must be fully loaded, 
thereby ensuring that every transmission opportunity is exploited. This leads to congestion and 
potentially excessive packet losses. Therefore, the full capacity of the network cannot be utilised 
while upholding most types of QoS guarantees. In fact, as suggested by Figures 5.7 and 0.11, 
any-thing above an approximately 70% utilisation of the available channel time is very difficult 
to achieve., even with AC protocols that only rely on a route discovery to be successful in order 
to admit sessions. This is because each route's admissible traffic load depends on the node with 
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the minimum available capacity in its es-neighbourhood. As expected, a higher absolute network 
capacity allows more of the capacity to be used efficiently for the benefit of application layer 
data, since the impact of any overhead is less significant. With carefiil AC like StAC's-, and 
when all traffic is througliput-sensitive, it is only possible to litilise up to approximately 40% 
of the estimated per-node available channel time. However, even without attempting to uphold 
QoS guarantees, the transmission rate upper bound cannot be readied due to the 802.11 MAC 
scheme's back-off and collision avoidance mechanisms. 
6.2 Riture Work 
6.2.1 Short-Term 
It is immediately clear that StAC's development (and that of its related proposed protocols) may be 
continued in useful directions. 
First of all, it has been argued that pro-tiding adequate transmission opportunities, is key to 
upholding not just throughput guarantees, but also packet delay and packet loss ratio constraints. 0 Therefore, StAC provides a useful framework for a multi-constraint QAR and AC protocol, which 
could be developed from the existing code. 
Currently, after sessions end StAC releases capacity somewhat slowly due to the Is CITR aver- 
aging period and the exponentially weighted moving averaging of the CITR samples. This is not ell 0 a major problem with low data-rate sessions. However, a fast capacity-release mechanism may 
improve StACs SAR and is thus a worthwhile area of possible development. Such a mechanism 
would be similar to stage 2 of the admission process, except that, instead of propagating admis- 
sion request packets, each node on the session's route and each of their cs-neighbours -, voiild be 
notified of the session ending. The oricrinaUy-reserved amount of capacity is stored in the sessions n table entries, and would be explicitly added on to the CITR for a short period of time until the 
'value is naturally updated. Hovvever, this may only be useful in some circumstances, since the 
overhead could be counter-productive. 
StAC-Backup demonstrated a method of maintaining backup routes with adequate capacity 
without incurring constant testing overhead. However, adding intelligence to time the level of 
disjointness required between backup and primary routes could improve performance further. 
Such a mechanism could lower the disjointness requirement if no sufficiently disjoint backup 
route has been found after one attempt. Conversely, it could increase the level of disjointness 
requirement if the route failure rate was high, or if there w&9 already one backup route available. 
Combination of the various versions of StAC with QoS-aivare XIAC schemes, suc i as the EDCAF 
(see Section 2.2.1) would also be an interesting area of study in order to see what level of 
performance improvements are possible, if any. This may require StAC to be made aware of 
multiple priorities and classes of traffic. 
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In the design of StAC, we have attempted to avoid relying on extra systems suc i as GPS for 0 location awareness. However, location awareness could be used to guide route discoveries, as well 
a-s to help determine which nodes are in cs-range, to enable more accurate AC. On the other 0 hand, location information cannot predict the effect of phenomena such as shadowing on the 
effective transmission and cs-ranges. 
As far as the shadowing-amrare versions of StAC are concerned, it would be interesting to see how 
they performed when StACNlultirate's relaying scheme was also modified to be location- aware, 0 
akin to some methods in the literature [1391. Such a modification would increase the system cost 
and complexity, but may enable a better dioice of an alternative next hop. 
Various aspects of the models, employed for protocol evaluation may also benefit from improvements. - 
* All protocols in this thesis have been maluated with constant bit-rate traffic.. This NN, &g done 
on the basis that, for AC purposes, it is the average load that is important. Alany multimedia 
applications produce variable bit-rate (VBR) traffic, or exhibit bursty behaviour. However, 
since the available capacity estimates are based on averaging the channel idle time ratio over 
periods of a second or longer, split-second variations in the packet generation rate would not 
have a great impact at this macroscopic iscale. On the other hand, it may affect the pattern of 
transmission failures at the MAC layer [1481. This in turn affects the link failure probability and 
hence the protocol overhead. Again, we argue that this would not alter the behaviour of StAC 
significantly based on the fact that StAC-Backup and StAC-Multirate-Backup exhibited, in some 
cases, significantly different overhead levels and patterns to StAC, without affecting the shapes 
of the performance curves significantly. Nevertheless, a study of the various proposed protocols 
with different traffic models, as, well as with real audio and video codec-generated traffic would 
provide interesting insight. 
Applications in this thesis have been assumed to use UDP as the transport layer protocol. On 
the other hand, StAC's operation in conjunction with TCP, which may control applications' 
packet sending rates, could also be studied. This would reveal mucli about the scope of StAC's 0 
applicability, as well as shed light on its performance with a wider range of traffic patterns, in a 0 
similar manner to the work discussed in the previous bullet point. 
Another aspect of modelling that may be investigated is that of mobility. In this thesis, the 
steady-state random wa3Toint mobility model [1291 was employed for all mobile scenarios, and 
nodes were uniformly distributed in static scenarios. Chapter 5 demonstrated that the different 
node spatial distributions produced by these models affect the network connectivity properties. 
It is thus logical that they also impact the protocol overhead, network capacity and the level 
of capacity exploitation. Therefore, other mobility models are also expected to affect these 
properties, and possibly to an -even greater extent. For example, when applying the NMANET 
paradigm to vehicular ad hoe networks, nodes will be restricted to moving on roads, and therefore, 
topologies will often be in the form of long chains, possibly only one or two hops wide. On the 
other hand, the purpose of the mobility modelling in this thesis was to demonstrate the effect of 
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a highly dynamic topology, causing link failures and unexpected interference, on the protocols' 
behaviour. Therefore, the utilised models more than adequately served their purpose. Secondly, 
from a protocol's point of view, it does not matter why a link fails; it may be because of fading or 
because of a node moving away, lowering the SINR. Once a link is definitely deemed to be broken, 
beyond the short-term quality fluctuations, the reaction is the same in any case. Therefore, the 
basic protocol operation would not be affected by a change in mobility patterns. Any possible 
change would instead affect the network properties as detailed above, which the protocol should 
theoretically be able to cope with. Nevertheless, a study of the performance of the proposed 
protocols, if only to see the achievable QoS, using more realistic mobility models geared towards 
specific applications and types of INIANM,, would again be useful. 
The performance of the proposed protocols has been evaluated with a channel model including 
time-variant shad ow-fading. It was assumed that, generally, fast-fading produces signal power 
fluctuations that, are too frequent for any network layer protocol to react to them, and that 
appropriate physical layer techniques [1491 would be used to miticrate them to the greatest extent 
possible. However, in some cases, the MAC protocol's rate-switching mechanism may be able to 
react quickly enough, for example, in networks of nodes moving at pedestrian speeds. Also, as, 
long as the routing protocol did not assume a link failure too readily, overly-frequent route failure 
detections could be avoided, and StAC's operation would not N-ary that much from the case with 
time-variant shadow fading. A likely effect is that more retransmissions would be required per 
packet, as the link quality varies more quickly, and more relay noden may have to be exploited. 
This may degrade the performance further, but is not expected to change the fundamental 
behavioural trends of StAC. A study of the performance of StAC and StAC-Multirate-Back-up 
in an en-vironment with fa., -A-fading both with and without appropriate PHY layer mitigating 
techniques would be useful. As a first step, the adopted shadowing model could be used with a 
higher shadowing fluctuation frequency to produce an effect that is similar to fast fading as far 0 
as the network layer protocols are concerned. 
6.2.2 Long-Term 
As with most protocols, a logical next step beyond analytical and simulation studies is a test- 
bed implementation. Studies to show the effectiveness of thestatraered admission and re-routing rx*13 
mechanisms in real TNIANETb, would provide great insight. 
While StAC has been shown to achieve relatively high throughput assurance reliability in most 
simulated environments, this comes at a cost of a relatively low SAR. It has been previously 
suggested in this thesis that non-real-tinie traffic could exploit network capacity that is left 
unused by throughput-sensitive sessions due to StAC's admission process. On the other hand, 
other AC protocols, which admit sessions if the available capacity-aware flooding-based route 
discovery is successful, achieve a higher SAR. Therefore, it would be interesting to make StAC's 
admission process more intelligent and adaptive and to apply it to different classes of traffic. For 0 
example, an AC process that is more likely to admit a session but is less stringent, . sucli as that 
of MAGNIAN [1141, could be used for traffic with more elastic QoS requirements,. This could be 
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traffic that requires only the average throug1hput measured over a longer period to be of a certain 
level, or traffic for which only the PLR is critical. Meanwhile, the rigorous AC process of StAC 
could still be applied to the most throughput-, or indeed, delay-sensitive sessions. If best-effort 
traffic is also introduced, StAC would need to be modified slightly to operate in conjunction with 
a similarly capacity-aware rate control mechanism. 
QAR and AC have been shown to be vital components of a system for providing QoS assurances. 
Another method of improving QoS reliability, possibly in conjunction with StAC's operation, 
would be the combination of multi-path routing with fountain coding schemes such as Luby 
transform codes [1501. Stich a scheme would enable the information in application data packets 
to be distributed among many IP padIets, which would be sent on various routes. We have 
previously mentioned the problem of calculating the effects of inter-route interference in such 
a scenario. However, if that problem is solved, and especially with time-, vrariant link quality, 
application data carried in pa&-ets spread over more than one route would theoretically allow 
a higher chance of data recovery at the destination node. This could somewhat mitigate the 
problems of packet losses due to buffer timeout when link and route failures occur, which we 
observed in the results of Chapter 4. 
Due to the nature of StAC's, StAC-Backup's, StAC-Multirate's, and StAC-Multirate-Back-up's func- 
tions, this protocol set is suitable for implementation in other types of wireless networks as well. 
Wireless mesh networks [31 are a close relative of TNIANETs, which consist partly of mobile nodes 
and partly of fixed nodes that are more reliable and often more capable. StAC is built on the 
assumption that all nodes axe mobile and all links are unreliable, and therefore the mesh network 
operating environment would be less taxing for it. Since all route and available capacity discovery 
operations are performed on-demand, the--; e can be easily adapted for efficient operation in the 
less dynamic topology of a mesh network. IMeanwhile, StAC-Niultirate is well-suited towards discovering and favouring the possibly higher data rate and more reliable links to and from fixed 
nodes. 
As, discussed in Chapter 2, use of directional antenna arrays is, in some ways, a promising 
paradigm, for improving spatial reuse in wireless networks. However, the nature of the tests 
performed by an AC protocol would need to be different than for networks of nodes with omni- 
directional antennas. For example, a different set of nodes would need to be tested for adequate 
capacity prior to session admission. A framev%rork for AC in such an environment has already 
been published in [1511. It would be interesting to adapt StAC to operate in conjunction with a 
directional antenna-aware NIAC protocol and to see how QoS assurances could be made reliable 
in this case. 
"Vehicular ad hoe networks (VANETs) promise a different set of applications and impose a unique 
set of requirements on communications protocols [1521. Currently, most of their applications are 
not envisaged to involve multimedia traffic which would require a protocol such a-s StAC [1521. 
However, if and when their market penetration increases, multi-hop inter-vehicle entertainment 
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systems could become widespread. For such a case, studies of the operation of StAC with the 
particular PHY and MAC schemes, topologies and traffic and mobility patterns of VANEýEs 
would be raluable work. 
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0 AQpe. n ix 
Suggested Packet Formats for the Staggered 
Admission Control Protocol 
This appendix suggests possible formats for implementing the control packets required by the proposed 
staggered admission control protocol. In fact, not every packet's forinat is explicitly illustrated, due 
to the similarity between the sets of information carried, and hence the inherent redundancy involved 
in depictinc; them multiple times. Firstly, Figure 1 displays suggested formats for the session request (SREQ) and admission request (AdReq) packets. Recall that an SREQ is used to trigger testing of the 
available capacity on session's potential route and an AdReq is locally flooded to query the available 
Capacity of cs-neighbours of the nodes on the route. Also, recall that the total overhead associated 
with the transmission of each packet is much greater than shown here. This is because each packet 
will also have UDP, source route, IP and NLIAC layer headers, as well ass a physical layer preamble and 
PLCP header. Note additionally that IP addresses are assumed to be 32 bits in length, as specified by 
lPv4, although this would grow to 128 bits for IPA. 
Secondly, Figilre 2 shows a suggested format for the channel idle time ratio update packet. The 
format of the SREP packet is very similar to the SREQ packet and hence is not explicitly shown. Also, the AdDen packet carries only its type and the session ID, hence its format, is very simple. The SREJ is similar to the AdReq, except omitting the packet size and throughput requirement fields. 
The route it carries is the route that is being rejected. The remaining packet types, such as ", session dropped" messages also require only the bare minimum of content, specifying the message and the 
session they are delivering it to. Note that packets being delivered to the application agent (and not just the network layer routing agent) will also need to specify the correct port for demilltiplexing at 
the receiving node, although this is typically part of the transport protocol's header. 
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0 .., Message Type (8) 
Message Týpe (8) 31 
Session Duration (16)(opýtinal) 
Session ID 0 6) 1- Packet Size (16) 
Throughput Requirement (32) b) 
31 
Session Duration (16)(opti 1) 
Session ID (16) Packet Size (16) 
I Throughput Requirement (32) 1 
Route that session is being admitted on (32*lcngth) 
Figure 1: Suggested formats for (a) the session request and (b) admission request packets. The numbers in brackets represent bit counts. In IP the total packet length is specified in bytes, hence any overheads must be specified in multiples of 8 bits. The "Message type" field identifies the type of StAC packet to 
enable correct interpretation of the remaining fields. The "session IM field's length may be specified CIO differently depending on the typical session arri-v-al mid holding times, since these determine how many 40 0 unique IDs must be available. The "packet siz&' field specifies the (average) size of the data packets used by this session for capacity requirement calculation purposes. Again, if the arceptable values are discretised, then the field may possibly be represented by fewer bits. The "throughput requirement" field accurately specifies the application's minimum throughput constraint, although once again, a lower level of accuracy, hence shorter field length, may also suffice. The size of the AdReq packet is variable, depending on the length of the session's potential route, whic i is being tested. 
Message Type (8) No. of updates (4) 
0 31 
J 
Reserved or Padding (4) Address index (4) 
Sequence no. (16) 
Channel idle time ratio (32) 
Figure 2: Suggested format for the "resource state information update" packet. Similar arguments apply as to the formats of other packets, discussed in the caption of Figure 1. Previously given field descriptions are not repeated from that caption. The "No. of updates"' field informs a processing node of the expected length of the packet. Since, in this work, the maximum route length is assumed to be 16, no more than 16 updates will be carried. The "Reserved or Padding" fields may in the future be used to specify various options. Otherwise, they are merely padding to ensure that the packet length is a multiple of 8 bits. The following fields are repeated for each update. The "Address index" field denotes which IP address in the packet's source route header the update information corresponds to. Due to the route length limitation, 4 bits are sufficient to represent this information. The "Sequence no. " field represents the freshness of the update information. Again, depending on the frequency of updates, and methods of rolling over the sequence niunber back to 0, the size oof the field may be set smaller. The "channel idle time ratio", field is used to update a source node's view of the corresponding node's available transmission opportunities. Again, we have allowed for high accuracy with 32 bits, which may be more than required. The packet length may need to extended to allow more than one QoS-related state to be updated. 
Index 
802.11,12 
AAC, Adaptive Admission Control, G1 
Ad hoc On-Demand Distance Vector Routing, 
18 
admitted load per unit capacity, 227 
backup route-aided staggered admission 
control, 160 
CACP, Contention-a'waxe Admission Control 
Protocol, 50 
capacity utilisation efficiency, 230 
capacity, estimating locally available, 93 
carrier-sense range, 21 
carrier- sensing multiple access with collision 
avoidance (CSMA/CA), 12 
carrier- sensing threshold, 20 
channel busy time ratio, CBTR, 86 
channel idle time ratio, 23 
classification of AC protocols, 71 
clear-to-send, CTS, 13 
collisions, 87 
connection probability, 212 
contention count, 21 
cs-neighbourhood, 20 
es-range, 20 
delay, 19,24,127,13 7,145,148,151,153,157, 
166,169,204 
Destination Sequenced Distance Vector Rout- 
ing, 16 
disk-covering approach, 211 
Distributed Coordination Function, 13 
Dynairdc Source Routing, 17 
Enhanced Distributed Channel Access 
Function, 13 
hybrid ailto-rate fallback (HARF), 191 
link metrics, 22 
link quality, 194,205 
MACNIAN, Multipath Admission Control for 
INIobile Ad hoc Networks, 67 
metrias for protocol evaluation, 36 
mobility models, 210 
network resources, 20 
node degree, 213 
node states, 22 
normalised protocol overhead (NPO), 37,123 
normalised transmission efficiency, 230 
normalised transmission efficiency (NTE), 37, 
123 
offered load per unit capacity, 226 
Optimised. Link State Routing, 16 
OSI model, 4 
overhead prediction, 215 
overhead weighting factor, 94 
packet loss ratio, 19,24,128,137,145,148,151, 
153,157,166,169,183,199,204 
QoS Requirements, 19 
random walk mobility model, 210 
random waypoint mobility model, 210 
rate adaptation, 190 
260 
INDEX 261 
request-to-send, RTS, 13 
resource state information Oiscovery, 25 
route error (RErr), 106,124,130 
Route Reply (RRep), 117,98 
Route Request (RReq), 1 "1,95 
Session admission ratio (SAR), 38,124,134, 
140,148,150,152,155,157,165,168, 
169,1 718,196,202 
Session completion ratio (SCR), 39,125,140, 
148,150,152,155,157,165,168,171 
Session Reply (SREP), 102,119 
session request (SREQ), 94,95,99 
shadowing, 176 
spatial reuse, 20 
Staggered Admission Control Protocol, 92 
stateless protocols, 34,39 
Throughput difference per session (TDPS), 134, 
1391186,202 
Throughput satisfaction ratio (TSR), 134,185, 
201 
time division multiple access (TUNIA), 11 
trade-offs in protocol design, 31 
transmission rate bound prediction, 218,221 
19M 
