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1. Introduction
The competitive Lotka–Volterra system is an important population model
and has been considered by many authors [1–9]. The two-species autonomous
competitive system is
x˙i(t)= xi(t)
(
bi −
2∑
j=1
aij xj (t)
)
, i = 1,2, (1)
where xi(t) denotes the density of ith species at time t ; bi, aij > 0 for all
i, j = 1,2. x˙i(t) denotes dxi(t)/dt . For system (1), the following three well-
known results had been proved.
Theorem 1.1. Under the conditions
a11
a21
>
b1
b2
>
a12
a22
, (H1)
system (1) has a unique positive equilibrium which is globally asymptotically
stable for all solutions of (1) with positive initial values.
Theorem 1.2. Under the assumptions
b1
b2
>
a11
a21
and
b1
b2
>
a12
a22
, (H2)
all solutions of (1) with positive initial values will be globally attracted to the
equilibria (b1/a11,0).
Theorem 1.3. Under the assumptions
b1
b2
<
a11
a21
and
b1
b2
<
a12
a22
, (H3)
the equilibrium (0, b2/a22) will be globally attractive for all solutions of (1) with
positive initial values.
For system (1), it is assumed that during the whole life histories each individual
admits the same density-dependent rate as well as the identical ability to bear
and to compete with other species, which clearly is unrealistic. Because for many
animals, whose babies are raised by their parents or are dependent on the nutrition
from the eggs they stay in, the babies are much weaker than the mature, their
competition with other individuals of the community can be ignored, so can their
ability to produce babies. Therefore it is practical to introduce the stage structure
into the competitive model.
There has been much work on modeling and considering stage-structured
population models with various life stages [10–18]. In [10] a time-delay model
of single species growth with stage structure is proposed as
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{
x˙i(t)= αxm(t)− γ xi(t)− αe−γ τ xm(t − τ ),
x˙m(t)= αe−γ τ xm(t − τ )− βx2m(t), t > τ, (2)
where the single species is divided into the mature and the immature, whose
densities are denoted by xi(t) and xm(t), respectively. τ is the time length between
the immature’s birth and its maturity; γ is the death rate in immature stage and α
denotes the birth rate of the mature. For this model, it is shown that there exists
an asymptotically stable positive equilibrium (x∗i , x∗m), and
Theorem 1.4 [10, Theorem 2]. Let xm(0) > 0, xi(t) > 0 on −τ  t  0. Then
lim
t→∞
[
xi(t), xm(t)
]= (x∗i , x∗m).
It is shown in [10] that the introduction of stage structure does not affect the
permanence of the species, but under some hypotheses it may maximize the total
carrying capacity of the population.
In [11], model (2) is modified to account for the dependence of τ on the
population density xi(t)+ xm(t). Equilibrium analysis and eventual lower bound
and eventual upper bound of positive solutions for that model are given. To ensure
the uniqueness and the stability of equilibria, it is required that the length of time
to maturity cannot change too rapidly as the population density changes.
In [12], a stage-structured predator–prey model with a constant time delay
is developed and studied. Using Liapunov function, conditions for globally
asymptotic stability of positive equilibrium are given. It was shown that stage
structure might be a cause of periodic oscillation of populations, which makes the
behaviors of population models more complex.
Now, as put forward in [10], a problem is left unsolved: How will stage
structure affect the asymptotic behaviors of the competitive models?
In this paper, to solve the above problems, we will combine system (1) and
system (2) into the competitive two-species model with stage structure, which
means each population has its distinctive stage structure. We will study how the
stage structure affects the permanence and extinction of species, and we will
generalize and unify Theorems 1.1–1.3 and Theorem 1.4. Further, we will find
out the effect of stage structure on the asymptotic behavior of populations.
This paper is organized of as follows.
In Section 2, the two-species competitive model with stage structure is con-
structed and in the next section main results are given. Then we study the local
asymptotic stability of the equilibria in Section 3 and in Section 4 we give three
lemmas and a corollary which are essential to our proofs for the main results.
Main theorems are proved in Section 5, and in the next section effect of stage
structure on the asymptotic behavior of populations is studied and estimated; in
the last section some open questions are pointed out.
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2. The model
Now, to solve the problem in Section 1, we suppose that the system is occupied
by two competitive species denoted as species 1 and species 2. The life histories
of both species are divided into two stages: the immature and the mature. Let
xi(t) and yi(t) (i = 1,2) be the density of the mature and the immature of the
ith species, respectively. Denote by τi is the time length of its immature stage. To
construct our model, we make the following assumptions:
(A1) The birth rate in the immature population of ith species is proportional to
the living mature population with proportionality constant bi > 0.
(A2) The two species compete each other for the common resource, but this
competition only happens between the mature of each species, it does not
involve the immature.
(A3) For each species, its immature cannot give birth to babies. The death rate of
the ith immature is proportional to the existing immature population with
proportionality constants di > 0.
(A4) Its maturity is a constant denoted by τi  0.
(A5) Those immature individuals of ith species born at time t − τi and surviving
to the time t leave the immature stage and enter into the mature population.
Based on the above assumptions, we extend systems (1) and (2) and develop
the following new model for the growth of the two-species competitive population
with stage structure:


x˙1(t)= b1e−d1τ1x1(t − τ1)− a11x21(t)− a12x1(t)x2(t),
y˙1(t)= b1x1(t)− d1y1(t)− b1e−d1τ1x1(t − τ1),
x˙2(t)= b2e−d2τ2x2(t − τ2)− a21x1(t)x2(t)− a22x22 (t),
y˙2(t)= b2x2(t)− d2y2(t)− b2e−d2τ2x2(t − τ2) (t  0),
x1(t)= ϕ1(t), x2(t)= ϕ2(t), y1(t)= ξ1(t), y2 = ξ2(t),
(−τi  t  0, i = 1,2).
(3)
Moreover, for the continuity of initial conditions, we require yi(0)=
∫ 0
−τi ξi (s)×
edis ds (i = 1,2). And we refer to yi(0) > 0, ϕi(t) > 0 (−τi  t  0, i = 1,2) as
the positive initial conditions of system (3). Throughout our paper, we assume all
the solutions for system (3) satisfy positive initial conditions.
Definition. In this paper we denote ζi = diτi (i = 1,2) and call ζi the degree of
the stage structure for the ith species; here i = 1,2.
Remark. Model (3) unifies models (1) and (2).
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Note that in the system (3) the equations for the variable y1 and y2 have a
particular forms
y˙i =−diyi + fi
(
xi(t), xi(t − τi)
)
, i = 1,2,
where fi(xi(t), xi(t−τi))= bixi(t)−bie−ζi xi(t−τi). By the well-known theory
of ODE, if xi(t) is bounded then yi(t) is bounded, and if xi(t)→ x∗i as t →∞,
then yi(t)→ f (x∗i , x∗i )/di as t →∞; that is, the asymptotic behavior of yi(t)
is depended on that of xi(t). Therefore, in this paper we just need to study the
asymptotic behavior for the subsystem of system (3){
x˙1(t)= b1e−d1τ1x1(t − τ1)− a11x21(t)− a12x1(t)x2(t),
x˙2(t)= b2e−d2τ2x2(t − τ2)− a21x1(t)x2(t)− a22x22 (t).
(3′)
3. Asymptotic behaviors of equilibria
For system (3′), let x˙1 = x˙2 = 0; solving results{
b1e−ζ1x1 − a12x1x2 − a11x21 = 0,
b2e−ζ2x2 − a21x1x2 − a22x22 = 0,
we can get the following three nonnegative equilibria of x = (x1, x2):
E0 = (0,0), E1 =
(
b1e−ζ1
a11
,0
)
, E2 =
(
0,
b2e−ζ2
a22
)
.
Further, if system (3′) satisfies
a12
a22
>
b1e−ζ1
b2e−ζ2
>
a11
a21
, (H4)
or
a12
a22
<
b1e−ζ1
b2e−ζ2
<
a11
a21
, (H5)
it will have a unique positive equilibrium E = (x∗1 , x∗2 ), where
x∗1 =
a22b1e
−ζ1 − a12b2e−ζ2
a11a22 − a12a21 , x
∗
2 =
a11b2e
−ζ2 − a21b1e−ζ1
a11a22 − a12a21 .
Now, we consider the local stability of these equilibria.
The characteristic equation about E0 is(
λ− b1e−ζ1−λτ1
)(
λ− b1e−ζ2−λτ2
)= 0.
Since λ−b1e−ζ1−λτ1 = 0 and λ−e−ζ2−λτ2 = 0 always have a positive eigenvalue,
thus E0 is an unstable equilibrium point.
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As for E, its characteristic equation is(
λ− b1e−ζ1−λτ1 + 2a11x∗1 + a12x∗2
)(
λ− b2e−ζ2−λτ2 + 2a22x∗2 + a21x∗1
)
− a12a21x∗1x∗2 = 0.
To show it is asymptotically stable under assumption (H5), we just need to prove
the solutions of C(λ) = 0 must have negative real parts. Let λ = u+ iv, where
u,v are real numbers. Denote
A1 = v + b1e−ζ1−uτ1 sin(vτ1),
B1 = u+ 2a11x∗1 + a12x∗2 − b1e−ζ1−uτ1 cos(vτ1),
A2 = v + b2e−ζ2−uτ2 sin(vτ2),
B2 = u+ 2a22x∗2 + a21x∗1 − b2e−ζ2−uτ2 cos(vτ2).
Substituting λ by u+ iv into the above equation we get
−A1A2 +B1B2 = a12a21x∗1x∗2 and A1B2 +A2B1 = 0.
Then (
a12a21x
∗
1x
∗
2
)2 = (−A1A2 +B1B2)2
= (A1A2)2 + (B1B2)2 − 2A1A2B1B2.
Since A1B2 =−A2B1, −A1A2B1B2 = (A1B2)2 = (A2B1)2. Hence
(A1A2)
2 + (B1B2)2 + (A2B1)2 + (A1B2)2 =
(
a21a12x
∗
1x
∗
2
)2
.
If u  0, B1  −b1e−ζ1 + 2a11x∗1 + a12x∗2 = a11x∗1 > 0. Similarly B2  a22x∗2
> 0. And so B1B2 > a11a22x∗1x∗2 . Hence(
a12a21x
∗
1x
∗
2
)2  (B1B2)2 > (a11a22x∗1x∗2)2.
By (H5), which is a contradiction, u < 0, which means λ must have negative real
part. Therefore we have
Proposition 1. E is asymptotically stable assume (H5) holds.
However, assume (H4) holds, the stability of E will vary. Consider
F(λ)= (λ− b1e−ζ1−λτ1 + 2a11x∗1 + a12x∗2)
× (λ− b2e−ζ2−λτ2 + 2a22x∗2 + a21x∗1 )− a12a21x∗1x∗2 .
Then we have
F(0)= (−b1e−ζ1 + 2a11x∗1 + a12x∗2 )(−b2e−ζ2 + 2a22x∗2 + a21x∗1 )
− a12a21x∗1x∗2
= (a11a22 − a12a21)x∗1x∗2 < 0.
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But F(λ) > 0 for sufficiently large λ > 0; hence the equation F(λ)= 0 admits at
least a positive root, which suggests the characteristic equation of E has at least a
positive real root assume (H4) holds true. Therefore we have:
Proposition 2. E is unstable provided (H4).
In analogous way it can be shown that E1, E2 are both asymptotically stable
assume (H4) holds. Further, we have
Proposition 3. E1 is asymptotically stable assume
b1e−ζ1
b2e−ζ2
>
a11
a21
and
b1e−ζ1
b2e−ζ2
>
a12
a22
. (H6)
Proposition 4. E2 is asymptotically stable assume
b1e−ζ1
b2e−ζ2
<
a11
a21
and
b1e−ζ1
b2e−ζ2
<
a12
a22
. (H7)
Now, we present out our main results for system (3′):
Theorem 3.1. If system (3′) satisfies (H5), then its positive equilibrium E =
(x∗1 , x∗2 ) is globally asymptotically stable.
Theorem 3.2. E1 is globally asymptotically stable provided (H6).
Theorem 3.3. E2 is globally asymptotically stable assume (H7) holds true.
Remark 1. By Theorems 3.1–3.3 we obtain the results on the asymptotic behav-
iors in system (3′); however, since the asymptotic behaviors of yi is dependent on
that of xi , i = 1,2, then by these three theorems we can also find the asymptotic
behaviors of system (3): When (H5) holds true, xi, yi will converge to the positive
constants; that is, the unique equilibrium of system (3) will be globally asymptot-
ical stable. Assume (H6) holds for system (3); then x2, y2 will go extinct while
x1, y1 will converge to the corresponding positive constants; i.e., species 2 will go
extinct while the mature and the immature of species 1 will be globally attracted
to the relative positive constants. If (H7) holds true, then we get the reverse result
to that for (H6): species 1 will go extinct while the mature and the immature of
species 2 will converge to the relevant positive constants.
Remark 2. Note that when τ1 = τ2 = 0, system (3) becomes system (1), and at the
same time (H5), (H6), (H7) are changed into (H1), (H2) and (H3), respectively.
Therefore Theorem 1.1–1.3 are the corresponding corollaries of Theorem 3.1–3.3.
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4. Preliminaries
Lemma 1. Given system (3′). Then:
(1) System (3′) with initial conditions xi(t) (i = 1,2, −τ  t  0) has strictly
positive solutions for all t > 0.
(2) Solutions of system (3′) are bounded.
Proof. (1) First we show x1(t) > 0 for all t > 0. If it is false, then there exists
a t ′ > 0 such that x1(t ′) = 0. Denote t0 = inf{t > 0 | x1(t) = 0}; then t0 > 0 and
from the first equation of (3′) we get
x˙1(t0)=
{
b1e−ζ1ϕ1(t0 − τ1) > 0 (0 t0  τ1),
b1e−ζ1x1(t0 − τ1) > 0 (t0 > τ1).
Thus x˙1(t0) > 0, but by the definition of t0, x˙1(t0) 0; a contradiction. Hence
x1(t) > 0 for all t > 0. Similarly we can get x2(t) > 0 for all t > 0.
(2) Since x1(t), x2(t) > 0 for all t  0, by the first equation of system (3′)
there is x˙1(t)  b1e−ζ1x1(t − τ1)− a11x21(t). Let u(t) be the solution of u˙(t) =
b1e−ζ1u(t − τ1)− a11u2(t) with u(t) = ϕ1(t) (−τ1  t  0). Then u(t)  x1(t)
> 0 (t  0). By Theorem 2 in [10], u(t) is eventually bounded which implies
x1(t) is eventually bounded, too. That is, there exist positive constants M and T
(T > τ) such that x1(t) < M for all t  T − τ . Similarly x2(t) are ultimately
bounded. This proves Lemma 1. ✷
Lemma 2. For equation
x˙(t)= bx(t − τ )− a1x(t)− a2x2(t)
(a1  0, a2, b, τ > 0 and x(t) > 0 for all −τ  t  0),
we have:
(i) If b > a1, then limt→+∞ x(t)= (b− a1)/a2.
(ii) If b < a1, then limt→+∞ x(t)= 0.
Proof. (i) Let ε > 0 sufficiently small and L> 0 sufficiently large such that
ε  x(t) L, t ∈ [−τ,0],
and
bε− a1ε− a2ε2 > 0, bL− a1L− a2L2 < 0.
Let xε(t) and xL(t) be the solutions of the equation with xε(t)= ε and xL(t)= L
for t ∈ [−τ,0]. From the monotone property of the equation (see [19]), the
function xε(t) is increasing and xL(t) is decreasing for t  0 and
xε(t) x(t) xL(t), t  0.
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It therefore follows that
b− a1
a2
= lim
t→∞x(t) limt→∞xL(t)=
b− a1
a2
because the only equilibrium of the equation between ε and L is (b− a1)/a2.
(ii) Let M > 0 sufficiently large such that
0 x(t)M, t ∈ [−τ,0],
and
bM − a1M − a2M2 < 0.
Let xM(t) be the solutions of the equation with xM(t)=M for t ∈ [−τ,0]. Hence,
also by the monotone property of the equation (see [19]), the function xM(t) is
decreasing for t  0 and
0 x(t) xM(t), t  0.
It therefore follows that 0  limt→∞ x(t)  limt→∞ xM(t) = 0 because 0 is the
only equilibrium of the equation between 0 and M . This proves Lemma 2. ✷
Lemma 3. Given b, τ > 0, a1, a2, c 0 and the following two equations:
x˙(t)= bx(t − τ )− a1x(t)− a2x2(t), x(t)= φ(t) > 0
(−τ  t  0), (E1)
u˙(t)= bu(t − τ )− cu(t)− a2u2(t), u(t)= φ(t) > 0
(−τ  t  0). (E2)
Then x(t) < u(t) if a1 > c and x(t) > u(t) if a1 < c for all t > 0.
Proof. Note x(t), u(t) > 0 for all t > 0. Suppose a1 > c and denote V (t) =
u(t) − x(t) (t  −τ ). Then by the above two equations we get the following
system:
V˙ (t)= bV (t − τ )− cV (t)− a2V (t)
(
x(t)+ u(t))+ (a1 − c)x(t),
V (t)= 0 (−τ  t  0).
By the similar way to that in Lemma 1, we get V (t) > 0 for all t > 0 which
proves u(t) > x(t) as t > 0. Similarly we have u(t) < x(t) (t > 0) if a1 < c. This
completes Lemma 3. ✷
By Lemmas 1–3, for the two equations (E1) and (E2) it is easy to get the
following conclusion:
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Corollary 4.1. For the two equations (E1) and (E2), if a1 > c and b > a1, for the
enough small positive constant ε > 0 there exists a positive constant T such that
u(t) > (b− a1)/a2 − ε for all t  T .
On the other hand, if a1 < c and b > a1, then for the enough small positive
constant ε > 0 there exists a positive constant T such that u(t) < (b− a1)/a2 + ε
for all t  T ; while if a1 < c and b < a1, there is limt→+∞ u(t)= 0.
5. Proof of the main results
Proof of Theorem 3.1. By (3′) and Corollary 4.1, for arbitrary positive constant
ε and
ε < min
{
a22b1e−ζ1 − a12b2e−ζ2
2a11a22 + 2a12a22 ,
−a21b1e−ζ1 + a11b2e−ζ2
2a21a11 + 2a11a22
}
there exists sufficiently large T1 > max{τ1, τ2} such that
x1(t) < x
ε
1 =
b1e−ζ1
a11
+ ε, x2(t) < xε2 =
b2e−ζ2
a22
+ ε, t  T1. (4)
Substituting (4) into system (3′), we have

x˙1(t) > b1e
−ζ1x1(t − τ1)− a12
(
b2e
−ζ2
a22
+ ε)x1(t)− a11x21(t),
x˙2(t) > b2e−ζ2x2(t − τ2)− a21
(
b1e
−ζ1
a11
+ ε)x2(t)− a22x22(t),
t  T1.
(5)
By (H5) and Corollary 4.1, for the ε there exists a sufficiently T2  T1 such that
x1(t) > x1ε, x2(t) > x2ε, t  T2,
where
x1ε =
[
b1e
−ζ1 − a12
(
b2e−ζ2
a22
+ ε
)]/
a11 − ε > 0,
x2ε =
[(
b2e
−ζ2 − a21 b1e
−ζ1
a11
+ ε
)]/
a22 − ε > 0.
Let x ′(t) = (x ′1(t), x ′2(t)) and x ′′(t) = (x ′′1 (t), x ′′2 (t)) be the solutions of system
(3′) with x ′(t) = (x1ε, xε2) and x ′′(t) = (xε1, x2ε) for t ∈ [T2, T2 + max{τ1, τ2}].
We thus get
0 < x1ε  x1(t) xε1, 0 < x2ε  x2(t) xε2,
t ∈ [T2, T2 +max{τ1, τ2}].
By (H5), we have
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x˙1|x(t)=(x1ε,xε2) = b1e−ζ1x1ε − a11(x1ε)2 − a12x1εxε2 > 0,
x˙2|x(t)=(x1ε,xε2) = b2e−ζ2xε2 − a21x1εxε2 − a22
(
xε2
)2
< 0,
x˙1|x(t)=(xε1,x2ε) = b1e−ζ1xε1 − a11
(
xε1
)2 − a12xε1x2ε < 0,
x˙2|x(t)=(xε1,x2ε) = b2e−ζ2x2ε − a21xε1x2ε − a22(x2ε)2 > 0.
Hence, by [19], from the monotone property of system (3′) it follows that x ′1(t)
is increasing and x ′2(t) is decreasing while x ′′1 (t) is decreasing and x ′′2 (t) is
increasing, and
x1ε  x ′1(t) x1(t) x ′′1 (t), x ′2(t) x2(t) x ′′2 (t) x2ε,
t  T2. (6)
Note that (x∗1 , x∗2 ) is the only equilibrium of system (3′) that satisfies (6); hence
x∗1 = limt→∞x
′
1(t) limt→∞x1(t) limt→∞x
′′
1 (t)= x∗1 ,
x∗2 = limt→∞x
′
2(t) limt→∞x2(t) limt→∞x
′′
2 (t)= x∗2 .
Using Proposition 1, we prove Theorem 3.1. ✷
Proof of Theorem 3.2. Let ε is an arbitrary positive constant and
ε < min
{
b1a22e−ζ1 − b2a12e−ζ2
2(a11a22 + a12a22) ,
b1a21e−ζ1 − b2a11e−ζ2
2(a11a22 + a11a21)
}
.
By (3′), Corollary 4.1 and the similar arguments to Theorem 3.1, for this ε > 0
there exists a T ′1 > max{τ1, τ2} such that
x1(t) < x
ε
1 =
b1e−ζ1
a11
+ ε, x2(t) < xε2 =
b2e−ζ2
a22
+ ε, t  T ′1.
Substituting it into the first equation of (3′) we have
x˙1(t) > b1e
−ζ1x1(t − τ1)− a12
(
b2e−ζ2
a22
+ ε
)
x1(t)− a11x21 (t), t  T ′1.
Hence, for the ε > 0 there exists T ′2  T ′1 such that x1(t) > x1ε, t  T ′2, where
x1ε =
[
b1e
−ζ1 − a12
(
b2e−ζ2
a22
+ ε
)]/
a11 − ε.
By (H6) and the definition of ε, we have x1ε > 0.
Let x ′(t) = (x ′1(t), x ′2(t)) be the solution of system (3′) with x ′1(t) = x1ε and
x ′2(t)= xε2 for t ∈ [T ′1, T ′1 +max{τ1, τ2}]. Then
x1(t) > x
′
1(t), x2(t) < x
′
2(t), t ∈
[
T ′1, T ′1 +max{τ1, τ2}
]
.
By (H6) and the definition of ε, we have
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x˙1(t)|x(t)=(x1ε,xε2) = b1e−ζ1x1ε − a11(x1ε)2 − a12x1εxε2 > 0,
x˙2(t)|x(t)=(x1ε,xε2) = b2e−ζ2xε2 − a21x1εxε2 − a22
(
xε2
)2
< 0.
Then the monotone property of the system (3′) suggests that the function x ′1(t) is
increasing and x ′2(t) is decreasing for t  T ′1 and
x1(t) > x
′
1(t) x1ε, x2(t) < x ′2(t) < xε2, t  T ′1. (7)
By Lemma 1,E1 is the only equilibrium of system (3) that satisfies (7); it therefore
follows that
b1e−ζ1
a11
= lim
t→∞x
′
1(t) limt→∞x1(t)
b1e−ζ1
a11
+ ε,
0 lim
t→∞x2(t) limt→∞x
′
2(t)= 0.
Using Proposition 3, we complete the proof of Theorem 3.2. ✷
We omit the proof of Theorem 3.3 since it is very similar to that of Theo-
rem 3.2.
6. Effects of stage structure
To find out how the stage structure affects the global behaviors of competitive
system, we let the τ2 in (3) equal to zero, which means species 2 has only one
stage. Then (3) takes the form

x˙1(t)= b1e−ζ1x1(t − τ1)− a11x21 (t)− a12x1(t)x2(t),
y˙1(t)= b1x1(t)− d1y1(t)− b1e−ζ1x1(t − τ1),
x˙2(t)= b2x2(t)− a21x1(t)x2(t)− a22x22(t),
x1(t)= ϕ1(t), y1(t)= ξ1(t), −τ1  t  0,
(8)
where its initial conditions are ξ1(0) > 0, x2(0) > 0 and ϕ1(t) > 0 (0 t −τ1),
y1(0)=
∫ 0
−τ1 ξ1(s)e
ds ds.
Since (8) is a special form of (3) in case τ2 = 0, by Theorems 3.1–3.3, we have
the following corollaries.
Corollary 6.1. Assume
a12
a22
<
b1
b2e−ζ2
<
a11
a21
; (H10)
then (8) has a unique positive equilibrium which is globally asymptotically stable.
Corollary 6.2. Suppose (8) satisfies
b1
b2e−ζ2
>
a12
a22
and
b1
b2e−ζ2
>
a11
a21
; (H11)
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then its equilibrium (b1e−ζ1/a11, b21(1 − e−ζ1)e−ζ1/a11d1,0) is globally asymp-
totically stable.
Corollary 6.3. Suppose
b1
b2e−ζ2
<
a12
a22
and
b1
b2e−ζ2
<
a11
a21
; (H12)
then the equilibrium (0, b2e−ζ2/a22, b22(1 − e−ζ2)e−ζ2/a22d2) is globally asymp-
totically stable.
Now, we consider the effect of the stage structure on the permanence of one
species. Let us compare the conditions of (H11) to (H2). Since b1e−ζ1 < b1, then
for species 1 to make (H11) hold true, smaller birth rate is required than that
in (H2); that is, with the introduction of stage structure in its competitor, it is
easier for species 1 to drive species 2 into extinction. Notice the birth rate of
species 1 needed in (H11) is e−ζ2 times of that in (H2). By Theorem 1.3 and
Corollary 6.3, however, the birth rate of species 2 needed in (H12) is harder to
reach than that in (H3) and the later is rightly eζ2 times of the former. Therefore
the introduction of stage structure to species 2 makes it eζ2 times difficult for it
to drive its competitor into elimination while eζ2 times easier for itself to loss the
competition—go extinction. Therefore we have
Conclusion 1. In the stage-structured competitive community, stage structure
brings negative effect on permanence of one species as well as contribution to
its extinction. The degree of such effect (or contribution) can be estimated by eζ ,
where ζ is its degree of stage structure.
For system (3), where both species have two life history stages, how does the
stage structure affect their asymptotic behaviors?
Assume (H6) holds; then the immature and the mature of species 1 will con-
verge to some positive constants but species 2 goes extinct. Fix a11, a12, a21, a22,
b1, b2, ζ2 but enlarge ζ1 gradually; then b1e−ζ1/b2e−ζ2 will decline respectively
until finally it is smaller than min{a11/a22, a11/a21} as ζ1 is enough large. Using
Theorem 3.3, inverse results come out: species 2 goes permanent but species 1
extinct. That is, one species may go extinction just because the adequate increase
of its degree of staged structure. Hence
Conclusion 2. Just the adequate increase of species’ degree of stage structure can
not only drive it into elimination but also ensure its competitor permanent.
When one species is faced the extinct future, what will happen when lessening
its stage structured degree gradually and keeping other coefficients unchanged?
Let us fix a11, a12, a21, a22, b1, b2, ζ2 and lessen ζ1 gradually. We divide it into
two cases.
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Case (i). Suppose (H7) and (H12) hold; it is easy to know even the decrease of
ζ1 to 0 cannot change the extinct fate of species 1.
Case (ii). Assume (H7) and (H10) hold; then a sufficient decrease of ζ1 can
make (H5) hold. Namely, under this case, species 1 may avoid elimination by
the sufficient decrease of its degree of stage structure. Similar case happens when
beginning with (H7) and (H11) and lessening ζ1 gradually. Therefore we have
Conclusion 3. Sometimes just decrease of the degree of stage structure of a
species can do nothing to change its extinct future though it may do in other
times.
7. Discussion
In this paper we combine the single-species stage-structured system and the
competitive system into the two-species time-delayed competitive systems with
stage structure, we get the results about extinction and permanence of the model.
Our results generalize and unify the previous Theorems 1.1–1.3, which suggests
that good continuity exists between the competitive system and its corresponding
stage-structured system.
We have proved the introduction of stage structure brings negative effect on
permanence of one species and we estimate such effect. As we have verified in
Section 6, the enough increase of the degree of stage structure of a species can
directly send it towards extinction as well as pull its competitor out of elimination.
Biologically, to help the species in imminent danger, it can be always effective by
enlarging the stage structured degree of its competitor, which can be realized by
the enlarge of its immature death rate and stage length.
Further, we find that sometimes just the decrease of the degree of stage
structure of a species is unable to help the extinct species get permanent though
other times it may do. That is to say just the decrease of the species’ degree of
stage structure cannot avoid its extermination all the time.
Based on above conclusions, the stage structure in a competitive community
is one of the important causes for the extinction and permanence of populations,
which had seldom been mentioned in previous work.
There are some problems left unsolved in our work. Can we extend system (3)
into the n-species competitive system with staged structure? Can the model (3)
be generalized to the nonautonomous case and will this affect stability? We leave
these to our future work.
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