For a given computational complexity, the Viterbi algorithm applied on the discrete representation of the state space provided by a standard particle filtering, outperfoms the particle filtering. However, the computational complexity of the Viterhi algorithm is still high. In this paper, we propose to use the M and T algorithms in order to reduce the computational complexity of the Viterbi algorithm and we show that these algorithms enable a reduction of the number of particles up to 20%, practically without loss of performance with respect to the Viterbi algorithm.
INTRODUCTION
Many real systems of data analysis require the estimation of unknown quantities from measures provided by sensors. In general, the physical phenomenon can be represented by a mathematical model, which describes the time evolution of the unknown quantities called hidden state and their interactions with the observations. Often, the observations arrive sequentially in time and it is of interest to update at each instant the estimation of the hidden state. Except in a few special cases, including linear Gaussian state space models and hidden finite-state space Markov chains, it is impossible to derive an exact analytical solution to the problem of sequential estimation of the hidden state. For over thirty years, many approximation schemes have been proposed to solve this problem and recently, the approach which receives the major interest is based on the particle filtering techniques [I] . These methods allow to approximate iteratively the posterior distribution of the hidden state given the observations by weighted points or particles which evolve in the state space. Therefore, the particle filtering gives a discrete approximation of the state space of a continuous state space model.
In 121, the estimation of the hidden state using a standard particle filtering is compared to the estimation done by the Viterhi Algorithm (VA) [3]-[4], where the trellis is built from the discrete representation of the state space provided by the particle filtering. For a given computational complexity, the VA outperfoms the standard particle filtering. However, the computational complexity of this solution is still high since the VA analyzes all the possible paths arriving to each particle.
In this paper, we propose to apply the M algorithm [5] and the T algorithm [6] in order to reduce the computational complexity of the VA built on the particle states. This paper is organized as follows. In Section IT the system model is presented. The structure of the standard particle filtering is introduced in Section 111. Section IV describes the VA, the M and the T algorithms built on the particle states. Finally, simulation results are given in Section IV.
THE STATE SPACE MODEL
The standard Markovian state space model is represented by the following expressions:
where k 2 1 is a discrete time index, IUL and v k are independent white noises. The functions f and h can involve nonlinearity and the noises wk and vic can be non Gaussian. The first equation describes the time evolution of the hidden state X k and the second equation shows the interactions between the observation yk and the hidden state. In this paper, we consider the filtering problem yielding the estimation of the hidden state xt at a time t from the observations = {yl,. . . , yt}. The estimation of the hidden state can be obtained by the Minimum Mean Square Error (MMSE) method or by the Maximum A Posteriori (MAP) method. The MMSE solution is given by the following expectation:
The calculation of (2) involves the knowledge of the filtering distribution p(xtlyl:t). When this distribution is multimodal, the MMSE estimate is located between the modes and is far from the true value of the hidden state. In this case, it is preferable to use the MAP method, which provides the estimate of the hidden state sequencezl:, = { X I , . -. ,xt}:
The calculation of (3) requires the knowledge of the posterior distribution p(x,:tly~:t).
THE STANDARD PARTICLE FILTERING
The aim of the standard particle filtering is to approximate recursively in time the posterior distributionp(x1:tlyl:t) with weighted particles:
where N is the number of particles, 6 1 is the normalized weight associated with the particle i and 6(zk -z; ) denotes the Dirac delta centered in xk = x; f o r k = 1,. . . , t. The iteration is achieved by evolving the particles from time 1 to timet, using the Sequential Importance Sampling and Resampling (SISR) methods [7] . In This algorithm presents a degeneracy phenomenon. After a few iterations of the algorithm, only a particle has a normalired weight almost equal to I and the other weights are very close to zero. This problem of the SIS method can be eliminated with a resampling of the particles. A measure of the degeneracy is the effective sample
size N e t t [9] -[10], estimated by:
When f i e f , is below a fixed threshold NLhrear the particles are resampled according the weight distribution [7] . After each resampling task, the normalized weights are initialized to l/N. The optimal importance function, which minimizes the degeneracy of the SIS algorithm, is given by:
T(ZklZOk-1,Yl:k) = P(Zk1Zk-1, Yk).
In the general case of nonlinear non Gaussian state space model, 
however, this method can be inefficient since the state space is explored a priori without taking account of the observations. Using the SISR methods, we can provide a MMSE of the hidden state at each time k : we observe that the posterior distribution in (3) associated at each particle can he processed iteratively:
where we have omitted the normalization term identical for each particle and A; denotes the metric of the particle i at time k . At timet, the MAP estimate coincides with the path in the state space of the particle with maximum Al. ample of a particle trellis is represented in Fig. 1 . We consider the generic transition from time k ~ 1 to time k. At time IC, the VA analyzes all the possible paths which reach the arrival particle p,, for p , = 1 I . . . , N . The metric associated with a possible path in the particle trellis from a departure particle pd at time k ~ 1 top, is given by:
COMPLEXITY REDUCTION OF THE VITERBI ALGORITHM
b~l + l n p ( y k / x~) + I n p ( z~~z~, ) .
Among these paths from all the p d to pa, only the path with the maximum metric is kept. At the final instant t , the MAP estimate of the hidden state sequence coincides with the path of the particle with maximum metric. If the computational complexity of the SISR algorithm is proportional to the number N of particles, the computational complexity of the VA is proportional to NZ. In
[Z], the authors have shown that the VA processed on a trellis of N particles outperforms a SISR algorithm with N 2 particles. The problem is that N 2 can assume very high values. In this paper, we propose to reduce the computational complexity of the VA using the M and T algorithms, while keeping the same performance.
The M algorithm retains the M best paths, with M less than the total number of states, from one iteration to the next one. In the other hand, the T algorithm keeps variable number of paths Let's consider now the T algorithm. At time 1, we perform the VA. Then, among the arrival particles we determine the particle with the maximum metric. We calculate the difference between the maximum metric and metrics of the other arrival panicles. When this difference is greater than a given threshold T, the panicle is discarded. At the next time 2, the departure particles are NI 5 N and the arrival particles are N. As the consequence, only consider N I N paths from p d top,. At time 2, we retain the N , particles which have survived the threshold test and go through the trellis in this way up to the final time t . The path of the particle with maximum metric at timet represents the MAP estimate of the hidden state sequence, as in the VA. This T algorithm has a mean computational complexity proportional to FN, where m is the mean number of survivor particles at edch instant. An example is given in Fig. 3 .
SIMULATION RESULTS
In order to compare the simulation results of the standard SISR, where aZrr(n) is the variance ofthe absolute value of the error filtering for the realiration n. For the standard particle filtering, we use a SlSR algorithm with an importance function calculated by linearizing the observation model (14) and a resampling threshold Nthres = N / 5 . We consider only the MAP estimate which i n this case gives the better performance because the filtering distribution Table 2 . Performance of the M algorithm.
can be bimodal. The obtained results are shown in Tables I, 2 and 3. In Table I , the SISR algorithm and the VA have the same computational complexity proportional to N 2 , since the first one uses N Z particles. We notice that for a given computational complexity, the VA outperforms the standard panicle filtering. In Table 2 , the computational complexity of the M algorithm is proportional to M N . If M is less than N by 10%. we have almost the same performance than the VA. Nevertheless, if we reduce the number of panicles by 20%. the performance degrades. In Table 3 , the mean computational complexity of the T algorithm is proportional to T N . We observe that the T algorithm presents better performance than the one of the M algorithm. Applying the T algorithm, we can reduce the number of panicles up to nearly 20% practically without loss of performance with regard to the VA.
CONCLUSION
In this paper, we have analyzed the problem of the estimation of a nonlinear non Gaussian hidden state, solved generally with the SISR algorithm. The particles of the SISR algorithm provide a discrete representation ofthe state space. If we see the particles as the states of a trellis, we can search for the most likely sequence using the VA. We have shown that for a given complexity, the VA outperforms the SISR algorithm. However, the computational complexity of this solution is still high. As the consequence, we have proposed the M and the T algorithms in order to reduce the computational complexity of the VA. We can conclude that these algorithms enable a reduction of the number of particles up to 20%. practically without loss of performance with regard to the VA.
