The question of how to test if collected data for a case-control study are misclassified was investigated. A mixed approach was employed to calculate the Bayes factor to assess the validity of the null hypothesis of no-misclassification. A real-world data set on the association between lung cancer and smoking status was used as an example to illustrate the proposed method.
Introduction
Misclassification is a ubiquitous problem in epidemiologic studies. Particularly, it often occurs if the data are obtained from the proxy or surrogate (Nelson, Longstreth, Koesell, and van Belle 1990) . Methods for dealing with misclassified data from case-control studies have been widely studied. See, for example, Kleinbaum, Kupper & Morgenstern (1982) , Fleiss, Levin & Paik (2003) , and Rothman, Greenland & Lash (2008) . Almost all studies make an assumption in the beginning that the collected data are misclassified. Yet how to test the validity of this assumption has not been addressed.
These issues can also be considered from a Bayesian perspective. First, the misclassification probabilities are included in both the null and alternative hypothesis. Second, bias-adjusted estimators for the proportion of exposure in cases or controls are presented. Third, the uniform and the Beta distributions are adopted respectively as the prior distribution for the misclassification probability and population proportion parameter in cases or controls. Finally, the lower-bound for the Bayes factor is calculated. A real-world data set was used as an example to illustrate the proposed method. A comparison between the p-value and the Bayes factor is made.
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Methodology
Consider the data for case-control studies given in Table 1 . The random variable E * denotes the classified surrogate for the true exposure variable E, while the variable D indicates the disease status of the subjects with D = 1 and D = 0 representing cases and controls respectively. Suppose that E * is misclassified, but D is not misclassified. Table 1 . Case-control studies with misclassified data
Classified exposure status
Group of subjects D = 1 (cases) D = 0 (controls)
It is well known that the traditional sample proportion estimator of the exposed group given by
In terms of the sensitivity and specificity defined by
Equations 6 and 7 are called the bias-adjusted proportion (BAP) estimators of p i and q i . The BAP estimators are said to be admissible if they are greater than zero but less than one plus their sum equals to one. Evidently, the following constraints are required to be imposed on the sensitivity and specificity in order for Equations 6 and 7 to be admissible (Lee, 2009) 
A concern is aimed at testing whether the given data in Table 1 are misclassified -whether the exposure rates for cases and control are the same. This can be tested through the hypothesis testing which is formulated as follows: 
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To test the hypotheses of Equation 11, a mixed Bayesian approach is taken to tackle this problem (Kass & Raftery, 1995) .
It can be shown 
The details of calculating Equation 18 are given in the Appendix.
Example
Although there is some evidence of a greater than average risk in some occupations to have the lung cancer, these occupations could not account for the general increase in pulmonary cancer. It is thought of interest to select a particular population group, homogeneous economically, with little occupational exposure to respiratory irritants and with equal access to diagnostic facilities. Physicians are believed to represent such a group. Wynder and Cornfield (1953) reported a study on the exposure to tobacco and other possible respiratory irritants of 63 physicians with lung cancer and 133 physicians with cancers in areas where respiratory irritants are not believed to play a part. Among these 133 physicians, 43 cases were cancer of stomach and kidney, 45 cases cancer of colon and lymphoma, and 45 cases cancer of bladder, leukemia and sarcoma. The data in Table 2 is taken from Cornfield (1956) who only used 43 cases from cancer of stomach and kidney as a control group. The non-smoker is defined to be those who smoked the equivalent of less than 1 cigarette a day. Here it is of interest to test whether the data concerning the smoking status in Table 2 for both cases and controls are misclassified. Before calculating the Bayes factor, the data in Table 2 
and (Equation 11 ) by at most a factor of "3.3 × 10 5 to 1". Hence the data in Table 2 are likely to be misclassified.
Discussion
Although both the p-value and the Bayes factor rejected the null hypothesis H 0 with respect to the data in Table 2 , the p-value seemed much inclined to reject the null hypothesis H 0 in Equation 10 rather than that in Equation 11. In other words, the p-value is inadequate to reject the null hypothesis in Equation 11. This study provides another example to corroborate the p-value fallacy (Goodman 1999a, Goodman 1999b). Because the Beta distribution which is the conjugate family of the binomial distribution was used as the prior distributions, the Bayes factor could of course change accordingly if other family of distributions is used as the prior distribution (Delampady & Berger, 1990) .
The derivation of the formula provided in the Appendix was based on the 
where 1 ii aa  , and 
