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Gale transforms and Voronoi diagrams for finite point sets in IRd are two structures well 
known in discrete and computational geometry. It is shown that they are related in the sense that 
Gale transforms of a point set can be computed from (generalizations of) its Voronoi diagram. 
1. Introduction; Gale transforms 
Let S denote a finite set of points in the d-dimensional Euclidean space IRd. A 
Gale transform of S is an algebraic structure that assigns to each point p E S a vector 
~5 in a (usually higher dimensional) space Pn so that the resulting set of vectors 
reflects all affinely invariant properties of S. First utilized by Gale [9] in the 195Os, 
Gale transforms have been recognized as a powerful tool in combinatorial and com- 
putational geometry. 
Another structure that can be defined for S (and, as many authors believe, one 
of the most fundamental) is the Voronoi diagram of S. It assigns to each p E S the 
domain of IRd closer to p than to any other point in S (under the Euclidean distance 
function). Voronoi diagrams have been (re)discovered and used in various areas of 
science since a long time and consequently are known under different names: 
Dirichlet tesselation, Thiessen polygons, Blum’s medial axis transform, 
Wigner-Seitz zones, and others. 
The purpose of this paper is to point out a relationship between Gale transforms 
and Voronoi diagrams. It is shown that Gale transforms of S can be computed from 
(generalizations of) the Voronoi diagram of S. The next section gives a formal 
definition of Voronoi diagrams and describes their properties relevant to Sections 
3 and 4, where the above-mentioned relationship is established. The remainder of 
this section is devoted to an algebraic definition of Gale transforms following [I 11. 
Suppose that the set S= {p,, . . . . p,} of points affinely spans [Rd. (That is, lRd is 
the affine hull of S which particularly implies nzd+ 1.) A vector 
a=(al,..., a,) E IR” is called an affine dependence of S if 
,5F5noiPi=0 and ,5F5,i~;=0. 
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The set of all affine dependences of S form a linear subspace of 
dimension is m = n -d- 1. Let now at, . . . , a, be a basis of this vector 
consider the m by n matrix: 
R” whose 
space and 
The n-tupel (pt, . . . , Ij,) 5 R” is called a Gale transform of S. It contains one 
vector Bi for each point pi E S, but needs not consist of n different vectors. It is ob- 
vious that a Gale transform, in general, is not unique since it depends on the par- 
ticular choice of the basis a,, . . . , a,. However, many geometric properties of S 
have their counterparts in the dual space of any Gale transform of S; see, for exam- 
ple, [l 11. Hence Gale transforms provide two ways of viewing the same problem and 
yield insights that possibly would not have been observed, otherwise. Most of their 
applications concern the combinatorial structure of convex polytopes. Beside the 
seminal paper by Gale [9], we refer to [10,16,14,13] (just to name a few) and, for 
related concepts, to [15,17,19,8]. Only recently, the computational usefulness of 
Gale transforms has been observed. Among others, they have been applied to the 
construction of high-dimensional convex hulls [5] and to the triangulation of 
polytopes [ 121. 
2. Voronoi diagrams 
For a point set S= {p,, . . . . p,> in Rd, the associated Voronoi diagram subdivides 
R” into maximal domains such that any point within a fixed domain has the same 
closest point in S. More formally, the diagram contains, for each pin S, the 
domain 
cell(p,) = {XE Rd / S(X,pj)<G(X,pj), j # i} 
where 6 denotes the Euclidean distance function. The set of all XE Rd fulfilling 
S(x,p;) =S(X,pj) is the symmetry-hyperplane of pi and Pj, so that cell(p;) is the 
intersection of n - 1 open halfspaces of Rd. That is, cell(p,) is an open and convex, 
but possibly unbounded polyhedron in Rd. These polyhedra, together with their 
boundary faces, induce a face-to-face partition or a so-called cell complex of Rd. 
Interest in Voronoi diagrams at least dates back to Dirichlet [7] 1850, and 
Voronoi [20] 1908. Nowadays, Voronoi diagrams receive attention in a variety of 
scientific disciplines whose enumeration exceeds the scope of this paper. The reader 
may consult, e.g., [2] or [6] for considerable sources of relevant references. 
Our interest here is in a type of diagram somewhat more general than the classical 
Voronoi diagram. Each point pi in the given set S is assigned a particular real 
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number wi termed its weight, and the power function 
POw(X,Pi) = J(xvPi)2- wi 
is substituted for the Euclidean distance function 6(x,pi) in the definition of 
cell(pj). The points x of equal power with respect to two weighted points lie in a 
hyperplane parallel to their symmetry hyperplane, so that the resulting domains 
(now termed power domains) again define a cell complex in II?, known as the 
power diagram, PD(S), of the (weighted) point set S (see Fig. 1). Clearly, PD(S) 
may vary with the individual weighting of S. As a special case, PD(S) coincides with 
the Voronoi diagram of S if the weights of all points are the same. For an account 
of properties of power diagrams consult e.g. [3]. 
To establish the connection between power diagrams and Gale transforms of S 
we need a special property of power domains proved in [18,4]. Assume that the 
weighting of S allows a particular power domain cell(p,) of PD(S) to be bounded 
and nonempty. For each Pj~ S with j#i we consider the (possibly empty) sub- 
domain Cij of all points x of cell(pj) for which pow(x,pj) is minimal among the 
points in S- {pi}. That is, 
Cij = {XECCll(pi) 1 pOw(X~pj)<pOW(X~p~)~ k # i, j}. 
With p denoting the standard Lebesgue measure on IRd, the following holds. 
Property 2.1 [18,4]. 
With ~ij=~(C;j)/~(cell(p;)), the equation can be rewritten as 
pi = C rr”p’ 
U J’ 
TCijZO. 
jti 
Moreover, since the subdomains C,j partition cell(p;) up to a set of Lebesgue 
measure zero, we have 
In other words, Property 2.1 enables us to express the point pi ES as a convex com- 
bination of the points in S- {pi}. It is therefore necessary for pi to lie within the 
convex hull of S. This again is necessary and sufficient for cell(p,) to be bounded 
(regardless of the current weighting of S), as required in Property 2.1. 
3. Power matrices of finite sets 
This section draws the connection between power diagrams and Gale transforms 
that is already revealed in our investigations so far. Loosely speaking, we first 
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Fig. I. Planar power diagram with 5 domains, two of which are carved into subdomains. 
choose a suitable weighting for the point set S under consideration, then infer 
certain affine dependences of S from the induced power diagram PD(S), and finally 
show that these dependences constitute a basis of the underlying vector space. This 
suffices to specify a Gale transform of S if we recall its definition in Section 1. 
Let S= (p,, . . . ,P,~} affinely span lRd. We call S simplex-extreme if exactly d + 1 
points in S are extreme (the minimum possible). Equivalently, the convex hull of S 
is a d-simplex whose boundary contains only its defining d + 1 points of S. We need 
to restrict attention to simplex-extreme point sets first and will return to the general 
case in Section 4. Without loss of generality, let p,+ 1, . . . ,p,, be the extreme points 
of S, for m = n -d- 1. This implies that the power domains cell(pj) are bounded 
for 1 li5m, since pl, . . . . pm are interior to the convex hull of S. Let now S be 
weighted such that cell( pi) # 0 for 1 i i c: m. Then Property 2.1 applies and, in par- 
ticular, the coefficients ~;j are defined for 1 <i~rn and 1 <jsn, j#i. Arranging 
these coefficients into an m by n matrix with diagonal entries xii = - 1, for 1 I is m, 
yields the power matrix 
7Tll . . . Xl, 
M(S) = i 
r :I n,, . . . =m 
of the simplex-extreme and weighted point set S. 
Our goal is to show that the n columns of M(S) represent a Gale transform of 
S. This is trivially true in the case n = d + 1. To verify the claim for n 2 d + 2, we start 
by proving the auxiliary lemma below. 
Lemma 3.1. M(S) satisfies the following four properties. 
(1) nijeO, for j+i. 
(2) nij = 0 if and only if Ttj;= 0. 
(3) Clsjsn TCijpj’O, for 1 licrn. 
(4) Clsj5n qj=o, fOF lsisrn. 
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Proof. (l), (3), and (4) are immediate consequences of Property 2.1. Also (2) is ob- 
vious: rcti = 0 holds if and only if cell(pi) and cell(pj) are not adjacent (that is, have 
no boundary face of dimension d - 1 in common) which again means nji = 0. I? 
Let rl, . . . . r,,, denote the m = n -d- 1 rows of M(S). From Lemma 3.1(3) and (4) 
it is evident that each Fi, 1 lilm, is an affine dependence of S. It remains to be 
shown that rl, . . . , r, actually constitute a basis of the vector space of all affine 
dependences of S. This vector space has dimension m, so rl, . . . , r, need to be 
linearly independent. This is the case if the rank of M(S) is equal to m, that is, if 
for example det M’ # 0 holds for the determinant of the m by m submatrix 
M’= 
of M(S). 
-1 7r]2 . . . Zlm 
n*1 -1 . . . =2m 
*W71 71,2 . . . -1 
Let us take a closer look at M’. Obviously, the conditions (1) and (2) of Lemma 
3.1 still hold for M’, but (4), for example, changes to 
(5) Cl<j<m nij’0, for 1 5 ic m, and strict inequality holds for at least one i. 
The above sum does not exceed zero because only entries rcij with j> i are removed 
from M(S), which are nonnegative due to (1). To see that strict inequality holds for 
at least one i, assume the contrary. Then rrij= 0, for m + 1 I jrn and 1 I irm, 
which means that none of the domains cell(p,+ i), . . . , cell(p,) is adjacent to any of 
the domains cell(p,), . . . , cell(p,), a contradiction to the fact that the power 
diagram PD(S) is a cell complex in Rd. 
Still more can be said about M’. Call a submatrix of M’proper if it can be obtain- 
ed from M’ by deleting the ith row and the ith column, for tz0 indices i. In par- 
ticular, M’ and (rcr,) = (- 1) are proper submatrices of M’ for t = 0 and t = m - 1, 
respectively. The following holds. 
(6) For each proper submatrix U, no row sum of U exceeds zero, and at least one 
row sum is negative. 
This is obvious in the two special cases U=M’ (see (5)) and U=(-1). To cover 
the general case, let us recall the geometrical meaning of M’. Deleting the ith row 
and the ith column of M’ corresponds to disregarding the domain cell(p,) of 
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PD(S), 1 s is m. If we take the power domains in a suitable ordering, there always 
exists some cell(pk), 15 k 5 m, which is adjacent to cell(p,) and which has not been 
disregarded so far. That is, the ith row contains at least one entry n,>O. Hence 
rckr>O due to (2), so that deletion of the ith column actually decreases the sum of 
the kth row. The sums of the remaining rows either decrease or remain constant 
according to (1) so that property (6) holds for the new proper submatrix again. 
The following general assertion on matrices now implies that det M’ # 0. 
Lemma 3.2. Let A = (aij) be an m by rn matrix satisfying (1) and (6). Then det A < 0 
for m odd and det A > 0 for m even. 
Proof. By induction. For m = 1, we have A = (aI ]), det A = all, and aI i < 0 because 
of (6). Thus the lemma holds and we inductively assume det A < 0 for odd m. 
Let now m be even. Developing det A by the ith row ri, for some i, yields 
detA = aiidetAi+R, 
where Ai is the m - 1 by m - 1 matrix that comes from deleting ri and the ith col- 
umn in A, and where R is the remainder of the Laplace development. Let us first 
concentrate on A;. A, obviously fulfils (1) and, since A; is a proper submatrix of 
A, it also fulfils (6). The induction assumption thus implies det A,<0 as m - 1 is 
odd. Now observe that, when ajj is increased then a,;det A, decreases as does det A 
since ajj does not appear in R. Observe further that this relation holds for any i be- 
tween 1 and m. So when we let a;i grow in each row r, of A with negative row sum 
(such an r, exists due to (6)) until the sum vanishes, this process will indeed 
decrease det A. Obviously, the process ends up with a matrix whose determinant 
value is zero, and we conclude det A > 0. 
c -1 .3 .23 .51 .26 0 .08 .12 .5 1 
Fig. 2. Power matrix and resulting Gale transform for the weighted point set in Fig. 1. 
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Similar arguments hold if m is supposed to be odd. By the induction assumption, 
det Ai>0 so that det A grows in the above process. Hence det A <0 in this 
case. 0 
We conclude the main result of this paper. 
Theorem 3.3. Let S be a simplex-extreme s t of points in Rd whose weighting im- 
plies cell(p) +0 for all p E S. The columns of the power matrix M(S) represent a 
Gale transform of S (see Fig. 2). 
4. Some consequences of Theorem 3.3 
Let us discuss some implications of the preceding theorem. First of all, it is 
desirable to extend the result to the case where the underlying set S of points in Rd 
is not required to be simplex-extreme. Indeed, it is possible to derive Gale 
transforms of S from power matrices also in the general case. 
As a first step, S={p,,..., p,} is extended to a simplex-extreme point set St by 
adding d+ 1 points p n+ , . . ..p.,+d+] so that S is contained in the convex hull of 1
{Pn+,,**.r p,,+d+l}. Then the power matrix M(S+) is well defined provided S+ is 
weighted appropriately. M(S’) realizes n rows and n‘+d+ 1 columns that, when 
interpreted as a tuple (J?,, . . . ,@,,+d+ r) of vectors in R”, constitute a Gale transform 
of s+. Now a basic result on Gale transforms (see [l 11) applies as follows. 
Lemma 4.1. Let h, denote the (n -d- 1)-dimensional linear subspace of fR” that is 
orthogonal to the affine hull of { @,, + ,, . . . , $,, +d+ ,}, Let q; be the orthogonal pro- 
jection of p, onto h,, for 15 i 5 n. Then (q,, . . . , qn) is a Gale transform of S. 
Lemma 4.1 enables us to construct Gale transforms via power matrices for any 
finite point set S that affinely spans Rd. The construction clearly is not unique 
since, in general, it depends on the choice of both the extension S+ of S and the 
weighting of S. As long as no power domain of PD(S+) is forced to be empty, any 
weighting of St will give rise to some Gale transform (fir, . . . ,fi,) of S. In par- 
ticular, weighting the points in S+ equally yields the classical Voronoi diagram 
whose domains all are nonempty. In any case, the transform constructed obeys the 
following nice property. Let m = n - d- 1 and let R” be spanned by the coordinate 
axes xl, . . ..x.. 
Property 4.2. Bi is contained, for 1 iism, in the (m - 1)-dimensional hypercube 
n (Orxj<l)n(x;= -l), 
lsjsm,j#i 
and, for m + 15 is n, in the m-dimensional hypercube 
n (05x, < 1). 
I<i5rn 
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In case that S is simplex-extreme, validity is evident from the properties of a 
power matrix; compare Lemma 3.1. For the general case, note that orthogonal pro- 
jection onto some subspace (as is required in Lemma 4.1) cannot increase the 
magnitude of a vector’s coefficients. 
Concerning the computational aspects of the construction, the instance d=2 is 
of particular interest. PD(S) can be computed in O(n log n) time and O(n) space [3] 
and can be extended to PD(S+) in O(n) time by insertion of three power domains. 
Linear time now suffices for computing the entries of M(S’): For each p E S, the 
portion of PD(S+ - {p}) in the interior of cell(p) is constructed in time propor- 
tional to the number of edges of cell(p) by the algorithm in [l]. As easily seen, just 
that portion splits cell(p) into the subdomains considered in Property 2.1. 
Calculating the respective entries of M(S+) by determining the areas of the sub- 
domains is now an easy task. Once M(S+) is available, M(S) (and thus a Gale 
transform of S) can be computed in O(n) time following the lines of Lemma 4.1. 
Note that the number of edges of PD(S’), which is in O(n), is an upper bound for 
the number of nonzero entries of M(S). In conclusion, a Gale transform of a set 
of n points in the plane can be computed in O(n log n) time and O(n) space by means 
of power diagrams. 
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