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 
Abstract—Compressed sensing magnetic resonance 
imaging (CS-MRI) is a theoretical framework that can 
accurately reconstruct images from undersampled k-space 
data with a much lower sampling rate than the one set by 
the classical Nyquist-Shannon sampling theorem. Therefore, 
CS-MRI can efficiently accelerate acquisition time and 
relieve the psychological burden on patients while 
maintaining high imaging quality. The problems with 
traditional CS-MRI reconstruction are solved by iterative 
numerical solvers, which usually suffer from expensive 
computational cost and the lack of accurate handcrafted 
priori. In this paper, inspired by deep learning’s (DL’s) fast 
inference and excellent end-to-end performance, we 
propose a novel cascaded convolutional neural network 
called MD-Recon-Net to facilitate fast and accurate MRI 
reconstruction. Especially, different from existing DL-
based methods, which operate on single domain data or 
both domains in a certain order, our proposed MD-Recon-
Net contains two parallel and interactive branches that 
simultaneously perform on k-space and spatial-domain data, 
exploring the latent relationship between k-space and the 
spatial domain. The simulated experimental results show 
that the proposed method not only achieves competitive 
visual effects to several state-of-the-art methods, but also 
outperforms other DL-based methods in terms of model 
scale and computational cost. 
 
Index Terms—Magnetic resonance imaging (MRI), compressed 
sensing, MRI reconstruction, information fusion, convolutional 
neural network 
 
I. INTRODUCTION 
agnetic resonance imaging (MRI) is a mainstream 
medical imaging technology that can reveal both internal 
anatomical structures and physiological functions 
 
 
noninvasively. Although MRI is superior to other medical 
imaging modalities in terms of both soft-tissue contrast and 
resolution, MRI’s sampling process in k-space suffers from 
prolonged acquisition time due to physiological and hardware 
constraints. Even worse, such long sampling time causes 
patients discomfort and potentially leads to motion artifacts. 
These limitations make MRI unsuitable for time-critical 
diagnostics such as stroke. Meanwhile, hybrid PET/MR 
imaging is growing in several clinical applications, such as 
early diagnosis for tumors and cardio-cerebral diseases [1-3]. 
Since the PET scan is much faster than MR, the imaging speed 
of PET/MR is dominated by the MR scan. As a result, efficient 
reconstruction algorithms that accelerate MRI are in high 
demand.  
 Over the past few years, various efforts have been made to 
develop advanced reconstruction algorithms to reduce the 
acquisition time in MRI. These methods fall into two categories: 
the first one is hardware-based parallel MRI (pMRI) [4], which 
uses phased array coils containing multiple independent 
receiver channels [5]. Each coil has sensitivity to measure raw 
data from an individual tissue type, which requires specific 
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pMRI reconstruction algorithms. These pMRI reconstruction 
methods can be classified into three groups: (a) image domain 
based methods, such as SENSE [6, 7] and its variants [8-11]; (b) 
k-space based methods, such as SMASH [12-14] and GRAPPA 
[15]; and (c) combinations of the previous two kinds of methods, 
such as SPACE-RIP [16] and SPIRiT [17]. Despite wide 
clinical application, pMRI still has modest acceleration rates. 
The second acceleration strategy is based on the theory of 
compressed sensing (CS) [18], called compressed sensing 
magnetic resonance imaging (CS-MRI) [8, 19]. Because the 
acceleration rate is proportional to the sampling ratio, CS-MRI 
tries to accelerate reconstruction with undersampled k-space 
data at a rate much lower than the one set by the classical 
Nyquist-Shannon sampling theorem. In the sense of CS-MRI, 
the image to reconstruct is assumed to be sparse after 
application of a certain sparsifying transform. Typical 
transforms include Fourier transform (FT), wavelet, total 
variation (TV), and low-rank[8, 18-20]. Recently, two data-
driven based CS methods, dictionary learning and transform 
learning, have been introduced to improve the performance of 
CS-MRI [21-23]. Although these methods have achieved 
considerable success, several critical drawbacks still hamper 
the clinical practice of CS-MRI: (i) the iterative procedure is 
time consuming. A complex regularization term would even 
further aggravate the cost; (ii) parametric adjustment is 
exhausting for users; and (iii) the handcrafted regularization 
terms cannot ensure consistently superior performance for all 
scanning protocols and patients because of the lack of accurate 
prior information. 
 In recent years, the success of deep learning (DL) has 
suggested a new orientation in fast MRI reconstruction. DL-
based fast MRI has gained much attention, and many new 
methods have emerged. These methods can be roughly divided 
into five groups according to data processing and specific 
pipeline. The basic flowcharts are illustrated in Fig. 1. The first 
group as shown in Fig. 1(a) is post-processing algorithms that 
use the inverse Fourier transform (IFT) to obtain an initial 
image as the first input to the network. In this group, the 
network model acts a role of an image-to-image mapping 
function [24-28]. For examples, [25, 28] are the earliest works 
to introduce generative adversarial network (GAN) into post-
processing based fast MRI reconstruction. [28] added a data 
consistency layer to ensure the points on the realistic data 
manifold. [24] used a deeper generator and discriminator 
networks with cyclic data consistency loss to further enhance 
the imaging quality. This kind of method is the mainstream of 
current DL-based models, as it is convenient to insert into the 
current workflow of commercial scanners. In contrast, the 
second class as shown in Fig. 1(b) directly deals with the 
undersampled k-space data using a neural network, and after 
that, IFT is applied to obtain the final results [29]. Because any 
artifacts introduced by the network may spread to the whole 
reconstructed image, this kind of method has not been widely 
studied yet. The third branch in Fig. 1(c) comprises the iteration 
unrolling methods [30-34]. Specifically, in [34], the data 
consistency lay was embedded into the unrolling iteration 
network and the same group improved the former network by 
introducing dilated convolution and stochastic architecture [33]. 
In these methods, different iterative numerical solvers are 
treated as different recurrent networks, and the learned 
regularization terms constrain the image in terms of each 
intermediate reconstructed result. Fig. 1(d) includes methods 
that directly learn the image from the undersampled k-space 
data [35]. Fully connected layers are usually needed for this 
kind of model, and the network scale is generally huge. Until 
now, all the methods mentioned above have all performed in a 
single domain and have not fully explored the latent 
relationship between k-space and the spatial domain. The last 
pipeline illustrated in Fig. 1(e) has gained much attention very 
recently. This type of method attempts to explore the 
information in both k-space and the spatial domain [36-38]. It 
usually adopts two cascaded networks performing on k-space 
and spatial-domain data, with IFT employed to build the bridge 
between the two networks. Currently, state-of-the-art 
performance is achieved using such dual-domain based 
methods. However, existing dual-domain methods [36-38] 
process the k-space and spatial-domain data sequentially, which 
implicitly adds a certain priority priori into the reconstruction 
and may ignore the internal interplay between both domains. In 
this paper, to essentially address the intrinsic relation between 
the k-space and spatial domains, we propose a novel MRI Dual-
domain Reconstruction Network (MD-Recon-Net) to 
accelerate magnetic resonance imaging. Different from current 
methods, the proposed MD-Recon-Net contains two parallel 
and interactive branches that simultaneously operate on k-space 
and spatial-domain data. Data consistency layers are included 
to improve performance further. At the end, dual-domain fusion 
layers combine the results from the two branches.  
 The rest of this paper is organized as follows. Related works 
and the proposed network are described in Section 2. The 
experiments and evaluation are presented in Section 3. The final 
section concludes this paper. 
 
II. METHODS 
A. Notations 
We denote the fully sampled k-space data as 𝑦𝑓 ∈ ℂ
𝑚×𝑛 and 
the corresponding undersampled measurements as 𝑦 ∈ ℂ𝑚×𝑛, 
where 𝑚  and 𝑛  are the image size. The zero-filling solution 
reconstructed from 𝑦  is denoted by 𝑥𝑢 ∈ ℂ
𝑚×𝑛 , and the 
reconstructed image from 𝑦𝑓 is 𝑥 ∈ ℂ
𝑚×𝑛.  In general, the 
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Fig.2 Relationship among different forms of measurements. The red arrows 
denote the accelerated MRI algorithms. 𝐹 and 𝐹−1 denote the 2D IFT and IFT 
respectively. 
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problem of image reconstruction can be approximately treated 
as solving a linear system formulated as: 
 
 𝑦 = 𝑈 ⊙ 𝑦𝑓 + 𝜖 = 𝑈 ⊙ 𝐹𝑥 + 𝜖 = 𝐹𝑢𝑥 + 𝜖 （1） 
 
where 𝐹 denotes the 2D FT operator, 𝑈 ∈ 𝑅𝑚×𝑛 represents the 
binary undersampling mask, 𝐹𝑢 = 𝑈 ⊙ 𝐹  denotes the 
undersampling Fourier encoding operator, ⊙ is element-wise 
multiplication, and ϵ is acquisition noise. Fig. 2 illustrates the 
relationships among different data forms, and the red arrows 
indicate the accelerated MRI algorithms on which we focus 
here. 
 
B. CS-MRI 
To solve the ill-posed problem in (1), classic model-based 
CS-MRI [18, 19] constrains the solution space by exploiting 
some prior knowledge, and the associated optimization problem 
can be expressed as the following variational minimization: 
 
min
𝑥
1
2
‖𝐹𝑢𝑥 − 𝑦‖2
2 + 𝜆ℜ(𝑥) （2） 
where the first term represents data fidelity, which guarantees 
consistency between the reconstruction result and the original 
undersampled k-space data, ℜ(𝑥)  denotes the regularization 
term that constrains the least squares data fidelity term, and λ ≥
0 is a balancing parameter that controls the tradeoff between the 
two terms. Especially, ℜ(𝑥) is usually an 𝑙0 norm or 𝑙1 norm in 
a certain sparsifying transform field, and some typical 
regularizers include FT, wavelet, total variation (TV), and low-
rank[8, 18-20]. 
 DL-based CS-MRI combines the deep learning with CS-MRI 
[24-27, 29, 34, 38-40], which makes the reconstructed image 
and the corresponding fully sampled image as close as possible 
by optimizing the parameter set 𝜃 of the neural network. This 
method can be represented as: 
 
𝑚𝑖𝑛
𝑥
𝜆‖𝑓𝑛𝑛(𝑧|𝜃) − 𝑥‖
2 +
1
2
‖𝐹𝑢𝑥 − 𝑦‖2
2 （3） 
where 𝑓𝑛𝑛 is the network model with parameter set 𝜃, 𝑧 is the 
input of the model, either 𝑦 or 𝑥𝑢, and 𝑓𝑛𝑛(𝑧|𝜃) is the output of 
𝑦 
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Fig. 3 The structure of the proposed method. (a) Overall architecture of the proposed network, (b) the details of the first four processing blocks, (c) the details 
of the last processing blocks, (d) the details of CNN in each block. CNN: convolutional neural network, KDC: k-space data consistency, SDC: spatial data 
consistency, FT: Fourier Transform, IFT: Inverse Fourier Transform, KF: k-space data fusion layer, SF: spatial data fusion layer. 
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the model, which denotes the predicted reconstruction result. 
The critical part is how to design the architecture of network in  
(3) as in [40] or even replace the energy minimization process 
with the training process of a neural network, as in [24, 25, 36]. 
In this paper, we focus on the second strategy. 
 
C. Proposed Method 
In this section, we elaborate on the details of the proposed 
MD-Recon-Net and introduce the network’s key components. 
1) Network Architecture 
The detailed architecture of the proposed MD-Recon-Net is 
illustrated in Fig. 3(a). It consists of five basic blocks, and all 
blocks share the same structure except for the last block. The 
network takes both undersampled k-space data 𝑦  and zero-
filling reconstruction 𝑥𝑢 as input and predicts the full-sampling 
reconstruction 𝑥. The proposed network contains two branches 
to process the k-space and spatial data separately.  
The overall structures of the basic processing blocks are 
illustrated in Fig. 3(b) and (c). The block structure is key to the 
proposed method and is the main contribution of this paper. The 
first four blocks share the same structure, which is shown in Fig. 
3(b). This block contains the following components: CNN, FT, 
IFT, k-space data consistency (KDC), spatial data consistency 
(SDC), k-space fusion (KF), and spatial fusion (SF) layers. 
Each block accepts two inputs, k-space and spatial data, and 
contains two CNN modules, which are used to extract and 
recover the features in both domains. The details of the CNN 
are shown in Fig. 3(d). It consists of 5 convolutional layers with 
32, 32, 32, 32, and 2 filters, respectively. Residual connection 
[41] is introduced to accelerate the training procedure and 
preserve more detail. Because MR data are complex valued, 
two channels are used to represent the real and imaginary parts, 
respectively. The input of the first convolutional layer contains 
two channels, and the last convolutional layer only contains two 
filters. All kernels are set to 3 × 3  and are followed by a 
LeakyReLU unit with negative slope 1𝑒−2. The stride is set to 
1, and we set 𝑝𝑎𝑑𝑑𝑖𝑛𝑔 = 1 to keep the dimensions of the input 
and output consistent. 
The outputs of the two CNN modules are fed into two 
different data consistency modules, KDC and SDC, to impose 
data constraints on the intermediate results in both domains. 
The details of KDC and SDC are given in section II.C.2. After 
that, to fuse the results from different domains, FT and IFT are 
applied to the spatial and k-space data, respectively. Then, the 
outputs of KDC and FT are fed into the KF module, and the 
outputs of SDC and IFT are fed into the SF module. The details 
of KF and SF are elaborated in section II.C.3. Finally, the KF 
and SF modules output the intermediate reconstructed results. 
The last block, shown in Fig. 3(c), is similar to the previous 
ones in Fig. 3(b), with the only difference occurring after the 
data consistency layers. Because this block exports the final 
reconstructed images instead of the dual-domain results, the FT 
and KF modules are removed, and the final result is obtained 
after spatial fusion. 
For simplicity, mean square error (MSE) is adopted as the 
proposed network’s loss function, and it is defined as: 
 
𝐿 =
1
𝑁
∑‖𝑥𝑖 − ?̂?𝑖‖2
2
𝑁
𝑖=1
 （4） 
where ?̂?  is the predicted MR image of the network, and 𝑁 
denotes the total number of samples. 
2) Data Consistency Module 
A data consistency layer is used to impose the constraints 
from the original measurements. We follow the idea of [34] to 
incorporate the data fidelity into the neural network, and we 
adopt a formula for KDC according to the closed-form solution 
of  (3), as follows: 
 
𝑠𝑟𝑒𝑐(𝑗) = {
?̂?(𝑗)         𝑖𝑓 𝑗 ∉ 𝛺
?̂? + 𝛾𝑦(𝑗)
1 + 𝛾
        𝑖𝑓 𝑗 ∈ 𝛺  
 （5） 
where 𝑗 represents the index of the vectorized representation of 
k-space data, ?̂?  denotes the predicted k-space data from the 
previous CNN module, 𝑦  denotes the undersampled k-space 
data, 𝛺 is the sampling index set, and 𝛾 is a hyperparameter.  
 In (5), if the k-space coefficients are not sampled (𝑗 ∉ 𝛺), the 
value predicted by the CNN module is used; for the sampled 
entries, this is a linear weighted summation between the CNN 
predicted and original sampled data. SDC plays a similar role 
to KDC but performs in spatial domain. It can be implemented 
easily by adding FT and IFT before and after SDC. Because of 
their simple expressions, the forward and backward passes of 
KDC and SDC can be easily derived. Please refer to [34] for 
more details. 
3) Data Fusion Module 
According to the previous study [38] and our experiments, it 
can be noticed that although spatial domain network generally 
has better performance than k-space domain network, some 
details can only be recovered by k-space domain network. 
Based on this observation, the proposed MD-Recon-Net tries to 
take advantage of the merits in dual domains and a parallel 
interactive architecture with two branches is used. One of the 
main contributions in this paper is that the data from both 
domains are not separate, but interactive via the fusion modules. 
In Fig.3, two types of fusion modules, KF and SF, are used. 
The formulae of two modules are same and the difference lies 
in the used data forms. KF and SF modules respectively deal 
with the k-space and spatial data. KF module takes the outputs 
of previous KDC and FT as inputs and SF module takes the 
outputs of previous SDC and IFT as inputs. The computations 
of KF and SF are unified with a linear combination between two 
inputs and can be formulated as: 
 
𝐴 =
1
1 + 𝜇
𝐴1 +
𝜇
1 + 𝜇
𝐴2 （6） 
where 𝐴  is the output of fusion module, 𝐴1  and 𝐴2  are the 
inputs, 𝜇 is the balancing factor. 
(a) (b) 
 
(c) 
 Fig. 4 Examples of three types of under-sampling masks. (a) Pseudo radial 
sampling mask, (b) Cartesian sampling mask, (c) Gaussian random sampling 
mask. 
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III. EXPERIMENTAL DESIGN AND REPRESENTATIVE RESULTS 
A. Experimental Simulation Configuration 
The public brain MR raw data set—the Calgary-Campinas 
dataset1, which comes from a clinical MR scanner (Discovery 
MR750; GE Healthcare, Waukesha, WI)—was used to train 
and test our proposed model. In total, 4,524 slices from 25 
subjects were randomly selected to form the training set, and 
the testing set was composed of 1,700 slices from 10 other 
subjects. The size of the acquisition matrix is 256 × 256.  
Raw MR data are complex valued, but CNNs can only handle 
real numbers. There are two common strategies to enable CNNs 
to process complex numbers [25]: (a) using two separate 
channels to represent the real and imaginary parts, and (b) using 
the magnitude of the complex number as the network input. In 
this paper, the first strategy was adopted.  
The Adam optimizer [42] was used to optimize the network,
 and its parameters were set as 𝛼 = 5𝑒−5, 𝛽1 = 0.9, 𝛽2 = 0.999.
 The initial learning rate was 5𝑒−5. The parameters 𝛾 in (5) an
d 𝜇 in (6) were trained as network parameters. The PyTorch fr
amework was used for model implementation, and the training
 was performed on a graphics processing unit (GTX 1080 Ti). 
Our codes for this work are available on https://github.com/De
ep-Imaging-Group/MD-Recon-Net. 
For undersampling strategies, three different types of 
simulated masks were tested: pseudo radial sampling, Cartesian 
sampling, and 2D random sampling (see Fig. 4). For pseudo 
radial sampling, 10%, 20%, and 25% sampling rates were tested, 
and only a 20% sampling rate was used for the other two types. 
To evaluate the performance of the proposed MD-Recon-Net, 
its performance was compared with that of five state-of-the-art 
methods: DLMRI [21], PANO [43], ADMM-CSNet [30], 
DIMENSION [36] and DAGAN [25]. DLMRI2 and PANO3 are 
two typical CS-MRI methods based on dictionary learning and 
nonlocal means, respectively. ADMM-CSNet 4  is a recently 
proposed iteration unrolling method. DAGAN 5  and 
DIMENSION are two post-processing network models that 
perform on the spatial and dual domains, respectively. All codes 
of the compared methods were downloaded from the authors’ 
websites or implemented strictly according to the original 
papers. 
To quantitatively evaluate the performance of different 
methods, two metrics, peak signal to noise ratio (PSNR) and 
structural similarity index measure (SSIM), were employed, 
with the following definitions
 
     
 
 
    
Fig.5 Representative visual results of MD-Recon-Net and its variants. (a) Full-sampling image; (b) zero-filling image (PSNR=27.1055, SSIM=0.7298); (c) MD-Re
con-Net-k (PSNR=31.0347, SSIM=0.8608); (d) MD-Recon-Net-s (PSNR=36.9282, SSIM=0.9565); (e) MD-Recon-Net(PSNR=37.9117, SSIM=0.9625); (f) error 
map of zero-filling, (g) error map of MD-Recon-Net-k; (h) error map of MD-Recon-Net-s; (i) error map of MD-Recon-Net; 
 
 
Table I 
Statistical quantitative results (PSNR and SSIM) of MD-Recon-Net and its variations for the test set 
  Cartesian  Random  Radial  
  20%  20%  10% 20% 25%  
Zero-filling  
24.62±1.35 
0.69±0.06 
 
25.57±0.86 
0.67±0.04 
 
24.18 ±1.43 
0.61±0.05 
27.56±1.55 
0.75±0.04 
28.84±1.59 
0.79±0.03 
 
MD-Recon-Net-k  
26.38±0.88 
0.74±0.03 
 
29.33±0.82 
0.79±0.01 
 
27.33±0.94 
0.74±0.02 
31.66±0.97 
0.87±0.01 
33.25±0.94 
0.90±0.01 
 
MD-Recon-Net-s  
31.22±1.46 
0.88±0.02 
 
37.50±1.66 
0.95±𝟎. 𝟎𝟏 
 
32.37±1.62 
0.90±0.02 
37.42±1.42 
0.95±0.01 
39.85±1.35 
0.97±0.00 
 
MD-Recon-Net  
32.00±1.38 
0.90±0.02 
 
38.11±1.59 
0.95±0.01 
 
32.92±1.50 
0.91±0.02 
38.26±1.35 
0.96±0.01 
39.85±1.18 
0.97±0.01 
 
 
1 https://sites.google.com/view/calgary-campinas-dataset/home/mr-reconstruct
ion-challenge 
2 http://www.ifp.illinois.edu/~yoram/DLMRI-Lab/DLMRI.html 
3 http://csrc.xmu.edu.cn/project/CS_MRI_PANO/Codes_for_PANO.rar 
4 https://github.com/yangyan92/ADMM-CSNet 
5 https://github.com/nebulaV/DAGAN 
(a) (b) (c) 
 
(d) (e) 
(f) (g) (h) (i) 
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Table II  
Statistical quantitative results (PSNR, SSIM and OQ) of different methods for the test set 
  Cartesian  Random  Radial Average 
Execution Time(s)   20%  20%  10% 20% 25% 
Zero-filling  
24.62±1.35 
0.69±0.06 
1.03±0.03 
 
25.57±0.86 
0.67±0.04 
1.10±0.09 
 
24.18 ±1.43 
0.61±0.05 
1.07±0.06 
27.56±1.55 
0.75±0.04 
1.13±0.12 
28.84±1.59 
0.79±0.03 
1.17±0.14 
 
PANO  
28.71±1.62 
0.81±0.04 
2.77±0.38 
 
34.78±2.13 
0.92±0.02 
3.03±0.37 
 
30.46±2.11 
0.85±0.04 
2.96±0.53 
35.67±1.75 
0.94±0.01 
3.24±0.67 
37.69±1.63 
0.96±0.01 
3.56±0.58 
43.7738 
DLMRI  
27.26±1.68 
0.78±0.05 
2.68±0.46 
 
30.98±1.65 
0.85±0.03 
2.97±0.67 
 
28.29±1.90 
0.79±0.05 
2.81±0.78 
32.16±1.59 
0.88±0.02 
3.01±0.85 
33.57±1.51 
0.91±0.01 
3.18±0.45 
253.3191 
ADMM-CSNet  
30.25±1.61 
0.86±0.03 
3.01±0.77 
 
35.74±1.91 
0.93±0.01 
3.34±0.46 
 
31.32±1.90 
0.88±0.03 
3.10±0.78 
35.44±1.71 
0.94±0.01 
3.37±0.53 
39.28±1.49 
0.97±0.00 
3.94±1.03 
1.2643 
DAGAN  
28.89±1.33 
0.83±0.03 
2.77±0.78 
 
28.89±1.77 
0.80±0.04 
2.90±0.81 
 
27.97±1.62 
0.78±0.03 
2.79±0.88 
32.08±1.89 
0.89±0.02 
3.07±0.97 
33.34±1.88 
0.91±0.02 
3.21±0.86 
0.0400 
DIMENSION  
31.38±1.74 
0.89±0.03 
3.34±0.67 
 
35.86±2.30 
0.95±0.01 
3.47±0.89 
 
32.13±1.86 
0.90±0.02 
3.40±1.01 
36.21±2.26 
0.96±0.01 
3.78±0.78 
37.59±2.68 
0.97±0.01 
3.97±0.97 
0.1835 
MD-Recon-Net  
32.00±1.38 
0.90±0.02 
3.56±0.77 
 
38.11±1.59 
0.95±0.01 
3.83±0.45 
 
32.92±1.50 
0.91±0.02 
3.56±0.89 
38.26±1.35 
0.96±0.01 
3.93±0.67 
39.85±1.18 
0.97±0.01 
3.99±0.78 
0.0116 
 
 
    
 
 
    
 
  
   
 
 
    
Fig. 6 Representative visual results with 10% radial sampling rates of (a)full-sampling, (b) zero-filling, (c) PANO (d) DLMRI, (e) ADMM-CSNet, (f) DAGAN, 
(g) DIMENSION, (h) MD-Recon-Net , and the corresponding error maps of (i) zero-filling, (j) PANO (k) DLMRI, (l) ADMM-CSNet, (m) DAGAN, (n) 
DIMENSION, (o) MD-Recon-Net. 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) (k) 
(l) (m) (n) (o) 
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Fig. 7 Representative visual results with 20% radial sampling rates of (a)full-sampling, (b) zero-filling, (c) PANO (d) DLMRI, (e) ADMM-CSNet, (f) DAGAN, 
(g) DIMENSION, (h) MD-Recon-Net , and the corresponding error maps of (i) zero-filling, (j) PANO (k) DLMRI, (l) ADMM-CSNet, (m) DAGAN, (n) DIMEN
SION, (o) MD-Recon-Net. 
 
Table III 
Quantitative results associated with different methods’ outputs in Figs. 6-8 
  10%  20%  25% 
  PSNR SSIM  PSNR SSIM  PSNR SSIM 
Zero-filling 23.4653 0.5674  26.776 0.7136  28.7171 0.7898 
PANO 29.0157 0.8177  34.7382 0.9365  36.0017 0.9458 
DLMRI 29.5289 0.8287  31.2278 0.8754  32.5061 0.8935 
ADMM-CSNet 29.9708 0.8651  34.5634 0.9360  37.5748 0.9606 
DAGAN 26.8826 0.7584  30.8382 0.8714  31.9847 0.8877 
DIMENSION 30.2237 0.8939  36.1309 0.9595  37.757 0.9659 
MD-Recon-Net 31.9461 0.9028  37.854 0.9638  38.7059 0.9673 
 
Table IV 
Quantitative results associated with different methods’ outputs in Figs. 9-11 
  Transverse  Sagittal  Coronal 
  PSNR SSIM  PSNR SSIM  PSNR SSIM 
Zero-filling 27.8661 0.8339  27.6309 0.7391  26.3105 0.8153 
PANO 37.4555 0.9646  35.9548 0.485  35.4816 0.9668 
DLMRI 32.8510 0.9302  32.1459 0.8922  31.2803 0.9270 
ADMM-CSNet 36.9955 0.9594  35.5754 0.9454  35.1899 0.9649 
DAGAN 32.6258 0.9184  31.6453 0.8821  30.7876 0.9782 
DIMENSION 39.7598 0.9753  38.0180 0.9652  38.0626 0.9782 
MD-Recon-Net 40.3056 0.9770  38.8691 0.9692  38.8463 0.9802 
 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) (k) 
(l) (m) (n) (o) 
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Fig. 8 Representative visual results with 25% radial sampling rates of (a)full-sampling, (b) zero-filling, (c) PANO (d) DLMRI, (e) ADMM-CSNet, (f) DAGAN, 
(g) DIMENSION, (h) MD-Recon-Net , and the corresponding error maps of (i) zero-filling, (j) PANO (k) DLMRI, (l) ADMM-CSNet, (m) DAGAN, (n) 
DIMENSION, (o) MD-Recon-Net. 
 
 
 
PSNR = 20 𝑙𝑜𝑔10
255
√ 1
𝑚𝑛
∑ ∑ [𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)]2𝑛−1𝑗=0
𝑚−1
𝑖=0
 
(7) 
 
SSIM =
(2𝜇𝑥𝜇?̂? + 𝑐1)(2𝜎𝑥𝑥 + 𝑐2)
(𝜇𝑥2 + 𝜇?̂?
2 + 𝑐1)(𝜎𝑥2 + 𝜎?̂?
2 + 𝑐2)
 (8) 
To qualitatively evaluate the results, reader studies similar to 
the qualitative metric in [44] was performed by two radiologists 
with 6 and 8 years of clinical experience respectively. They 
assessed these images independently and blindly to provide 
their scores. The ground truth images were treated as the golden 
standard. For each testing set of images, 30 slices were 
randomly selected and the scores were reported as means ± SDs 
(average scores of two radiologists ± standard deviations). 
Overall quality (OQ) was adopted as subjective metric on the 
five-point scale (1 = unacceptable and 5 = excellent).  
B. Single vs Dual Domain 
First, we evaluated the effectiveness of the dual-domain 
method by comparing the proposed MD-Recon-Net with its two 
variants, MD-Recon-Net-k and MD-Recon-Net-s. The 
architectures of the two variants are similar to that of MD-
Recon-Net, but the processed data vary. MD-Recon-Net-k only 
deals with the undersampled k-space data, so only KDC 
modules are maintained, and only one IFT module is used at the 
end of the network. In contrast to MD-Recon-Net-k, MD-
Recon-Net-s only operates on the spatial data, so only the SDC 
module is preserved, and the IFT module is used at the 
beginning of the model.  
Table I summarizes the statistical quantitative results of the 
three methods with different sampling rates and strategies. MD-
Recon-Net and MD-Recon-Net-s significantly outperform MD-
Recon-Net-k in all cases, leading to a consistent conclusion 
with [38] that k-space based methods usually have limited 
performance because of the complex relationship between k-
space data with reconstructed images. MD-Recon-Net achieves 
better scores than MD-Recon-Net-s, and when the sampling 
rate is lower in the radial sampling case, the improvement is 
more obvious. Fig. 5. depicts one representative slice 
reconstructed by three different models, and the radial sampling 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) (k) 
(l) (m) (n) (o) 
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Fig. 9 Representative visual results along traverse direction with 20% radial sampling mask of (a)full-sampling, (b) zero-filling, (c) PANO (d) DLMRI, (e) 
ADMM-CSNet, (f) DAGAN, (g) DIMENSION, (h) MD-Recon-Net , and the corresponding error maps of (i) zero-filling, (j) PANO (k) DLMRI, (l) ADMM-
CSNet, (m) DAGAN, (n) DIMENSION, (o) MD-Recon-Net. 
mask was employed with a 20% sampling rate. The visual 
effects in Fig. 5 are coherent with the quantitative results that 
the MD-Recon-Net and MD-Recon-Net-s methods obtained 
better results than MD-Recon-Net-k. The error maps show that 
MD-Recon-Net is able to suppress artifacts better and preserve 
more details than MD-Recon-Net-s. In summary, our proposed 
method achieves the best quantitative scores and visual effects, 
which can be treated as powerful evidence that dual-domain 
reconstruction is superior to single-domain reconstruction. 
C. Comparison with Other State-of-the-art Methods 
In this section, to demonstrate the performance of the 
proposed MD-Recon-Net, five state-of-the-art CS-MRI 
methods that belong to different groups (PANO [43], DLMRI 
[21], ADMM-CSNet [30], DAGAN [25], and DIMENSION 
[36]) were compared. Table II shows the statistical quantitative 
results of different methods with different sampling rates and 
strategies on the test set. The best results for each measurement 
are bolded. Generally, DL-based methods had better 
performance than traditional CS-based methods in terms of 
both metrics (except DAGAN). A possible reason is that 
DAGAN contains downsampling operations, which may lead 
to loss of detail. Unfortunately, some streak-like artifacts have 
been proven difficult to remove efficiently by post-processing 
methods [45]. We also observed that dual-domain methods 
(DIMENSION and MD-Recon-Net) outperformed single-
domain methods (ADMM-CSNet and DAGAN). The 
introduction of the k-space data constraint gave ADMM-CSNet 
better performance than DAGAN. Our method obtained the 
best scores in both metrics and had the smallest variations in all 
cases. Meanwhile, the reader study confirmed the visual and 
quantitative results that our method gained the highest means 
and relatively small variation in each case. Further, once the 
networks are trained, the running times for DL-based methods 
are much shorter than those of CS-based methods. Table II 
shows the average execution times of different methods and 
MD-Recon-Net obtained the fastest execution speed, which 
implicitly proves the smaller scale of model size.
(e) (f) (h) 
(i) (j) 
(g) 
(k) 
(l) (m) (n) (o) 
(a) (b) (c) (d) 
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Fig. 10 Representative visual results along sagittal direction with 20% radial sampling mask of (a)full-sampling, (b) zero-filling, (c) PANO (d) DLMRI, (e) 
ADMM-CSNet, (f) DAGAN, (g) DIMENSION, (h) MD-Recon-Net , and the corresponding error maps of (i) zero-filling, (j) PANO (k) DLMRI, (l) ADMM-
CSNet, (m) DAGAN, (n) DIMENSION, (o) MD-Recon-Net. 
 
 
1) Different Sampling Rates 
Representative visual results reconstructed by different 
methods with different radial sampling rates (10%, 20%, and 
25%) are shown in Figs. 6-8. Figs. 6-8 demonstrate the results 
at 10%, 20%, and 25% sampling rates, respectively. For each 
sampling rate, the first row contains the reconstructed images 
(ground truth, zero-filling, and different reconstruction 
methods), and the second row shows the corresponding error 
maps compared with the ground truth. Figs. 6-8 shows that all 
methods are able to suppress artifacts to varying degrees. When 
the sampling rate is high, the visual differences among different 
results are inconspicuous. Some differences can be recognized 
by the error maps: PANO, ADMM-CSNet, DIMENSION, and 
MD-Recon-Net had less error than the other two methods. At 
lower sampling rates, the merits of dual-domain methods 
become noticeable. For the 10% sampling rate case, some 
details near the parietooccipital sulcus are blurred, except on the 
DIMENSION and MD-Recon-Net results. The details appear 
more clearly in the MD-Recon-Net results, and the error maps 
also support this observation. Table III gives the quantitative 
results associated with the reconstructed images in Figs. 6-8, 
which are consistent with the visual effects. In the magnified 
parts in Fig. 6-8, it is clear that the DL-based methods can yield 
more details and the outputs of the classical methods are 
oversmooth. From the area marked by the red arrows, the 
performances of MD-Recon-Net can be better demonstrated 
than the other methods. 
 Figs. 9-11 shows the reconstructed results along traverse 
sagittal and coronal directions with 20% radial sampling 
respectively. For the results of DL-based methods in Figs. 9-11, 
only one network was trained with the undersampled sagittal 
data instead of training three different models for three different 
panels. All the methods were applied on the sagittal data. After 
that, we stacked all the results of sagittal planes to a complete 
volume. Then the results of other two planes can be simply 
obtained along traverse and coronal directions from the 3D 
volume data. Meanwhile, some regions, which can visually 
differentiate the ability of detail recovery of different methods, 
are magnified and some noticeable structures or details were 
indicate by red arrows. Table IV gives the associated 
quantitative results. The results in Figs. 9-11 demonstrate a 
similar trend to that in Figs. 6-8: two dual-domain methods 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) (k) 
(l) (m) (n) (o) 
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Fig. 11 Representative visual results along coronal direction with 20% radial sampling mask of (a)full-sampling, (b) zero-filling, (c) PANO (d) DLMRI, (e) 
ADMM-CSNet, (f) DAGAN, (g) DIMENSION, (h) MD-Recon-Net , and the corresponding error maps of (i) zero-filling, (j) PANO (k) DLMRI, (l) ADMM-
CSNet, (m) DAGAN, (n) DIMENSION, (o) MD-Recon-Net. 
 
 
Table V 
Quantitative results associated with different methods’ outputs in Figs. 12-14 
  Radial  Cartesian  Random 
  PSNR SSIM  PSNR SSIM  PSNR SSIM 
Zero-filling  27.9772 0.7444  25.1022 0.6385  25.3382 0.6474 
DLMRI  31.5036 0.8613  27.2289 0.7214  30.1008 0.8250 
PANO  34.5600 0.9251  28.3465 0.7548  33.8246 0.9088 
ADMM-CSNet  34.3513 0.9239  29.3620 0.7952  34.7296 0.9282 
DAGAN  31.4096 0.8637  29.0897 0.7837  28.2628 0.7908 
DIMENSION  35.9473 0.9508  30.0727 0.8282  36.0129 0.9466 
MD-Recon-Net  37.3059 0.9548  30.4447 0.8333  37.6436 0.9566 
Table VI 
Statistical quantitative results (PSNR, SSIM and OQ) of different methods for 
the knee test set 
  PSNR SSIM OQ 
Zero-filling  29.14±1.59 0.72±0.05 1.13±0.16 
PANO  30.48±1.60 0.75±0.04 2.95±0.52 
DLMRI  30.43±1.49 0.75±0.04 2.93±0.88 
ADMM-CSNet  30.58±1.63 0.75±0.04 3.11±0.56 
DAGAN  30.39±1.55 0.76±0.04 2.47±0.33 
DIMENSION  30.43±1.73 0.74±0.04 3.22±0.47 
MD-Recon-Net  30.81±1.70 0.76±0.04 3.35±0.52 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) (k) 
(l) (m) (n) (o) 
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Fig. 12 Representative visual results with 20% radial sampling rate of (a)full-sampling, (b) zero-filling, (c) PANO (d) DLMRI, (e) ADMM-CSNet, (f) DAGAN, 
(g) DIMENSION, (h) MD-Recon-Net , and the corresponding error maps of (i) zero-filling, (j) PANO (k) DLMRI, (l) ADMM-CSNet, (m) DAGAN, (n) 
DIMENSION, (o) MD-Recon-Net. 
 
show better performance in both qualitative and quantitative 
aspects than other methods. 
 
2) Different Sampling Strategies 
In this subsection, different sampling strategies including 
radial, Cartesian, and Gaussian random sampling masks were 
considered to validate the performance of the proposed MD-
Recon-Net. The sampling rates of all sampling methods were 
uniformly set to 20%. Figs. 12-14 shows the reconstructed 
results of different methods with different sampling masks. Figs. 
12-14 shows that all methods can eliminate most of the aliasing 
artifacts, and MD-Recon-Net demonstrates competitive 
abilities in both artifact removal and detail preservation. In all 
cases, MD-Recon-Net obtained the best resolution and details, 
and the magnified regions and error maps also confirm this 
observation. Especially, the results for Cartesian sampling were 
worse than those of other sampling strategies. Because the low 
frequency of the centered Fourier spectrum (k-space) contains 
the major content of the spectrum, the Cartesian sampling  
 
 
6 http://mridata.org/ 
 
strategy collects less information from this part and produces 
more severe artifacts. The PANO and DLMRI results still 
contain some artifacts, and the structural details are blurred 
heavily. ADMM-CSNet and DAGAN suppress the artifacts 
better, but some sulcus structures are blurred. DIMENSION 
and MD-Recon-Net achieved similar performance in this regard 
and maintained more details than other methods. Table V 
provides the quantitative results for the images in Figs. 12-14, 
and the proposed MD-Recon-Net outperforms all the other 
methods in terms of both metrics. 
 
D. Other Issues 
1) Robustness 
To verify the generalizability of our proposed method, we 
also tested our model using the knee dataset6. The raw data were 
acquired using the 3D fast-spin-echo (FSE) sequence with 
proton density weighting including fat saturation comparison 
on a 3.0T whole body MR system (Discovery MR 750, DV22.0, 
(b) (c) 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) (k) 
(l) (m) (n) (o) 
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Fig. 13 Representative visual results with 20% cartesian sampling rate of (a)full-sampling, (b) zero-filling, (c) PANO (d) DLMRI, (e) ADMM-CSNet, (f) 
DAGAN, (g) DIMENSION, (h) MD-Recon-Net , and the corresponding error maps of (i) zero-filling, (j) PANO (k) DLMRI, (l) ADMM-CSNet, (m) DAGAN, 
(n) DIMENSION, (o) MD-Recon-Net. 
 
GE Healthcare, Milwaukee, WI, USA). The repetition time and 
echo time were 1,550 ms and 25 ms, respectively. There were 
256 slices in total, and each slice’s thickness was 0.6 mm. The 
field of view (FOV) was defined as 160×160 mm2, and the size 
of acquisition matrix was 320×320. The voxel size was 0.5 mm, 
and the number of coils was 8. However, our proposed method 
is based on single coil data, so we used a coil compression 
algorithm7 to produce single coil k-space data. Table VI shows 
the statistical quantitative results of different methods with 20% 
sampling rate, and with Cartesian sampling strategy on the 
whole set. It can be seen that our MD-Recon-Net obtained the 
best scores in both metrics. The results of reader study in Table 
VI are coherent with the quantitative results that although the 
differences among different methods are smaller than the ones 
in previous dataset, the proposed MD-Recon-Net still 
performed best in all cases. Fig. 15 shows a representative slice 
reconstructed by different methods. DIMENSION and MD-
Recon-Net had the best visual effects. The results from other  
 
7 http://mrsrl.stanford.edu/~tao/software.html 
 
Table VII 
Complexity evaluation of different network models 
 Parameters FLOPs(M) 
DAGAN 98600449 2001 
DIMENSION 848010 34577 
MD-Recon-Net 289319 2106 
 
methods appear slightly blurred, even if the quantitative scores 
are close. 
2) Model Scale and FLOPs 
The complexity of the network model is an important factor 
to evaluate the practicability of networks, because it has an 
important impact on training difficulty and memory 
requirements. Thus, to be fair, we need to compare model 
complexity between the available options. In general, the 
complexity of deep learning is measured by two metrics: the 
amount of parameters (model scale) and floating point 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) (k) 
(l) (m) (n) (o) 
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Fig. 14 Representative visual results with 20% gaussian random sampling rate of (a)full-sampling, (b) zero-filling, (c) PANO (d) DLMRI, (e) ADMM-CSNet, (f) 
DAGAN, (g) DIMENSION, (h) MD-Recon-Net , and the corresponding error maps of (i) zero-filling, (j) PANO (k) DLMRI, (l) ADMM-CSNet, (m) DAGAN, 
(n) DIMENSION, (o) MD-Recon-Net. 
operations(FLOPs). The three DL-based methods (DAGAN, 
DIMENSION, and MD-Recon-Net) were compared and the 
results are shown in Table VII, which shows that the amount of 
parameters in MD-Recon-Net is much smaller than that of the 
other methods. In detail, the parameter amount of DIMENSION 
is 2.93 times that of MD-Recon-Net, and DAGAN has 340.8 
times that of MD-Recon-Net. In terms of FLOPs, DAGAN 
achieved the best score, but MD-Recon-Net’s score was very 
close. This result is not surprising, as DAGAN contains some 
large-scale convolutional kernels (e.g., 4×4), and the numbers 
of filters in some layers are relatively large (e.g., 512 and 1,024). 
The parameter quantity of DAGAN is very large, but 
downsampling operations (from 256×256 to 1×1) also exist in 
DAGAN, which make its number of FLOPs drop sharply. 
DIMENSION’s number of FLOPs is mainly caused by its usage 
of 3-D complex convolution [36, 46], which consists of a 3-D 
convolution operation. In general, our proposed MD-Recon-
Net has lower model complexity than the other two methods 
have. 
IV. CONCLUSION 
In this paper, we proposed a novel cascaded dual-domain 
CNN for fast MRI. Different from existing dual-domain 
methods, our proposed MD-Recon-Net deals with the k-space 
and spatial data simultaneously. In addition, data fusion 
modules exchange the intermediate results from different 
domains. Meanwhile, data consistency modules in both k-space 
and the spatial domain can further improve performance. 
 The experimental results demonstrate that using dual-domain 
information improves both the proposed network’s qualitative 
and quantitative aspects. Compared with several state-of-the-art 
methods (PANO, DLMRI, ADMM-CSNet, DAGAN, and 
DIMENSION), our proposed MD-Recon-Net can effectively 
remove artifacts while preserving more detail at different 
sampling rates (10%, 20%, and 25%) with different sampling 
strategies (radial, Cartesian, and Gaussian random sampling). 
The proposed model’s complexity was also analyzed, and the 
proposed MD-Recon-Net has low model scale and competitive 
FLOPS, which means that our method not only has competitive 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) (k) 
(l) (m) (n) (o) 
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Fig. 15 Representative visual results on knee data with 20% Cartesian sampling rate of (a)full-sampling, (b) zero-filling, (c) PANO (d) DLMRI, (e) ADMM-
CSNet, (f) DAGAN, (g) DIMENSION, (h) MD-Recon-Net , and the corresponding error maps of (i) zero-filling, (j) PANO (k) DLMRI, (l) ADMM-CSNet, (m) 
DAGAN, (n) DIMENSION, (o) MD-Recon-Net. 
performance compared with the state-of-the-art methods, but 
also requires less computational resources for training and 
testing. 
It also must be mentioned that although our experiments 
used real data, the sampling patterns we used were simulated, 
which may be different from the realistic scans. The possible 
solution is that we can train a network for a specific scanner 
with its specific sampling pattern. Meanwhile, parallel imaging 
has been widely used to accelerate MRI scan. The technique 
requires the utilization of multiple physical receiver coils to 
simultaneously record different views of the object being 
imaged. Parallel imaging is the default option for many scan 
protocols and it is supported by almost all modern clinical MRI 
scanners. Our proposed model cannot be applied directly for the 
parallel imaging, but some tricks may help. For examples, coil 
compression algorithms can be used at first to combine the 
multiple coil k-space data or a coil data fusion layer can be 
added to current network.  
In our future work, we will try to solve the issues 
mentioned above and more datasets and sampling strategies 
will be included for validation. In addition, some advanced 
techniques such as attention mechanisms and more complex 
loss functions will be considered. 
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