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ABSTRACT 
In this paper we deal with directed hypergraphs. a generalization of directed graphs previously 
introduced in the literature. In parucular, we investigate the problem of maintaining efficiently 
infonnation about minimal hyperpaLhs while new hyperarcs are inserted. We consider several definitions 
of minimal hyperpaLh and we prove that accordingly !O some of such definitions the problem of finding 
the minimal hyperpath is /'.'P·complete. while hyperpaths with minimal GAP and minimal RA.'lK can 
be found in polynomial time. We deal with this problem in an online fashion, by allowing insenions 
of hyperarcs in the hypergraphs. \Ve present data structures and algorithms which allow to rerum :1 
hyperpath with minimal GAP or RANK between an arbitrarily given pair of nodes in a time which IS 
linear in its size. The total time required to maintain the data structure during the insertion of new 
hyperarcs is (9(m n2) for min-GAP and (9(m n2 log n) for min·RANK (where m is the total size of the 
description of the hyperarcs and n is the number of nodes). These results are useful in application! 
where directed hypergraphs are known to be a suitable model (e.g. transition networKS, rewriting 
systems. database schemes. logiC programming and problem solving). 
1 . INTRODUCTIO~ 
Various kinds of hypergraphs have been extensively used in computer science as 
a mathematical model to represent concepts and structures from different areas. 
transition networks. re\.1,TIting systems, databases, logic programming. problem 
solving. In all cases hypergraphs generalize the concept of graph in the sense that they 
consist of a set of nodes and a set of hyperedges (or hyperarcs) defined over the nodes. 
A model that has been used in several applications consists of directed hypergraphs . In 
a directed hypergraph a hyperarc is defined by a pair (X.i) where X is an arbitrary 
nonempty set of nodes and i is a node. Dtrected hypergraphs have a wide range of 
applications in computer science [B 77. G~1~1 81, Y 82, ADS 83. AI 87]. 
A fIrst application anses in database theory, where directed hypergraphs rna:. 
provide a narural represemation for functional dependency [ADS 83, ADS 85]. Anoth~r 
area in which hypergraphs provide a valuable represent:ltion is problem solving 
Directed hypergraphs may be interpreted in problem solving as Llnd·or graphs. to 
describe the relationship e:'<.isting among a gIven problem P J.nd the set of problems 
whose solution is required [0 solve P [G ~L\l 81. S 82]. A nother interesting application 
of directed hypergraphs anses in the represenution and manipubtion of Hornfonnul,:~ 
Among various classes or logIcal formulae. Hom fonnulae are particularly interesting I~ 
view of the fact that In Knowledge Based Systems [K 79] knowledge is o[(e:-: 
represented by means of If ... lhen ... clausal rules. Also In the case of propositionJ. 
Hom formulae. the use of directed hypergraphs is quite natural. In particular, eae ~ 
Hom clause corresponds to a hyperarc and testing the implication between proposition:1. 
variables corresponds to check.lng the existence of a hyperpath between twO nodes .. -\ 
panicularly interesting Clse is when. in the process of building a Hom formula Whl(~ 
represents our knowledge on J given domain by progressively adding new clauses ...... (' 
want to check online the e'<lstence of a hyperpath from T to F (twO special nod(', 
(1) P3Itially supported by SSF grJnLS CCR-86-05353. CCR-88·1~977 and by an IBM Gradu.)l(, 
Fellowship. 
(2) Panially supported by SELE:'·IIA S.p.A. and by M.P.1. Nallonal Project on "Algoritm, (' 
Strutture di Calcolo". 
corresponding to the truth values true andjaLse). because such a hyperpath would imply 
the unsatisfiability of the \\'hok fotT:1u!} rOG S4. AI xiI. Fin:ll!y. an interesting area '.l.C 
are going to investigate for possible applicatIOns of our Ideas are Petri nets [P 66] or, 
more in general. the tfJnsition networks or parallel computation. Here directed 
hypergraphs are supposed to be a suitable model for the static properties of the 
networks, 
In this paper, we focus on the online mainten:l.nce of minimal hyperpaths. In the 
case of simple directed gnphs there exists a unique natural definition of minimal path, 
and the offline version of this problem have been extensively studied in the literature. 
The dynamic problem is considered for example in [R 85]. We investigate the problem 
of maintaining efficiently information about minimal hyperpaths while new hyperarcs 
are inserted, In the CJse of directed hypergraphs. there are several definition of 
minimality for hyperpaths. We prove that accordingly to some of such definitions the 
problem of finding the minImal hyperpath between a pair of nodes is NP-complete. 
while others are tractable and we give efficient online algorithms. Our solution is 
efficient in terms of amorri:ed time [T 851. In other words a single insertion might be 
expensive, but the overall time for the whole input sequence is efficient. We consider a 
dynamic environment in which we are given a static set of nodes N and an initially 
empty set H of hyperarcs, and we are allowed to perform an arbitrary sequence of 
operations of the following kinds: 
(a) inserting a new hyperarc <.X,y> in H: 
(b) asking for the value of m.inimal gap (rank) from a single node x to a node y; 
(c) asking for a hyperpath from x to y with minimal gap (rank). 
We will also conSIder the more general case where (b) and (c) may start from a 
generic source set. 
We present data structures and algorithms which allow to return a hyperpath with 
minimal GAP or RA:-"'X between an arbitrarily given pair of nodes in a time which is 
linear in its size. The totJI time required to maintain the data structure during the 
insenion of new hyperarcs is t!l(m n2) for m.in-GAP and t!l(m n2 log n) for min-RANK 
(where m is the total size of the description of the hyperarcs and n is the number of 
nodes), This means that the amortized cost is (9(n2 ) or t!l(n 2 log n) per insenion 
respectively in the case of mJintenance of minimal GAP or RANK. To correctly 
evaluate these performances. we remind that in the case of directed hypergraphs mean 
be exponential in n. 
2 - BASIC DEFINITIO~S A~D REPRESE~TA TION OF DIRECTED 
HYPERGRAPHS 
A directed hypergnph (from now on referred to as dhg) is ;1 generalization of the 
concept of directed graph. Given a set ~ of nodes, we ..... III der,ote :lS P(~ the power 
set of N. 
Definition 2.1 A direcred hvpergraph H is a pal[ <~.H> where ~ IS a set of nodes 
and H is a set of hyperrJrL'S E.lch hyper:lrc is In ordered PJir <S,i> from an arbitrary 
nonempty set Se P(t-.") (SOt,ree sen to a single node IE ~ (farger node). 
The basic parameters ..... hlch will be taken into account in order to discuss the 
complexity of algorithms on Cl;ected hypergrJphs are: the number of nodes (ns), the 
number of hyperarcs (h), the number of source sets (nc ). the souree area, that is the 
sum of cardinalities of all soun:e sets (aj, and the overall length of the description of the 
hypergraph (m=I:HI). If ',.I,e ~eiJresent J cirected hypergrJph by means of adjacency lists 
we have that m = a + h ,\,,'cordIng to the same represenr:ltlon the number of source 
sets is the same as the nurr.~r of .lJj:lcency lists. 
Definition 2.2 Given J h ~1'ergrJph H=<N.H>, a nonempty subset of nodes XC ~ 
and a node ye N. a hyp~r,"",::n hpX.v from X to y IS defined to be J (minimal) set of 
hyperarcs such that one \)! :'1e :-nilowlng conditions holds: 
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- yE X and hPX,y is empty (extended re17exiviry); 
- there is a hyperarc <..Y.y>e hPX,y ;lI1d. for ea-:!1 noe::: XE X', there is a hyperp:ilh 
hpX,x' with hPX,x,ChPX.y (extended transitiviry). 
In figure 1 a dhg is shown, where any MfOW, corresponding to a hyperarc, cm 
have a single or multiple source set. In figure 2 a hyperpath hPA,G is shown (we will 
often use this simpler notation lnste3.d of hp (A J ,G)' 
G 
A 
Fi gu re 1: a di reeted hypergraph 
G 
A 
Figure 2: a hyperpath from {A} to G 
In order to design efficient algorithms for the manipulation of directed 
hypergraphs, a data structure has been introduced for representing a dhg [ADS R3]. 
which essentially is a simple graph with tv.·o k.lnds of nodes and two kinds of arcs. 
Definition 2.3 Given a hypergraph }{=<~.H>. let SH be the set of non singleton 
source set, i.e. SH = (X I there exists a hyper.m: (X.I)E H and I X I > l). The FD-graph 
ofH. is the labelled gr3.ph G(}{)=<:\H.Af"~d>. v.he~e: 
Nc is a new set of nodes called compound nodes which is in bijective 
relationship with SH (',I,'e will denote JS X both the source set XC\f and 
the corresponding compound node X.:: -":c L Each simple node j in the 
source set X "",,11 be c:lUed a component node of the compound node X. 
~H = NUNc is the set of nodes where ~ is called the set of simple nodes.: 
Af C NH x N = {(X,i) I there exists J. hypenrc (X.I) In }{ I is the set of arcs referred 
to as/ull urcs; 
Ad C Nc x N = {(X,j) I X E ~c andj E XI IS the set of arcs referred as doued arcs. 
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Figure 3: the FD-graph corresponding to the hypergraph in figure 1 
Definition 2.4 Given an FD-graph G(J-l)=<NH,Af,Ad>, a nonempry subset of nodes 
XC NH and a node iE NH, an FD-pach from X to i is a graph G'(Ji)=<N'H,A'f,A'd> 
which is a minimal subgnph of G(H) and such that: 
(i) (X,i) E A'f U A'd ' 
or 
(li) there is a simple node j, a full arc (j,i)E A'f and an FD-path from X to j in G'(H), 
or 
(iii) there exists a compound node Ye N'H' a full arc (Y,i)E A'f and, for each node 
jEY, we have (Y,j)EA'd and there exists a FD-path from X toj in G'(Ji). 
3 . MINIMAL HYPERPATHc 
We now introduce some pa.r:uneters to characterize a hyperpath. While in the case 
of graphs the only way to characterize a path is to provide its length, in the case of 
hypergraphs, hyperpaths have a much more complex structure and different concepts 
can be provided to capture their size. We introduce the following terminology, some of 
which borrowed from [ADS 86]. 
Definition 3.1 The gap g(hPX,y) of a hyperpath hPX,y is inductively defined J.S 
follows: 
- if hPX,y is deflned by extended reflexivity then 
g(hPX,y)=O 
else, if hPX,y is defined by extended transitivity, I.e. there is a hyperJr..: 
<X',y>E hPX,y , then 
g(hPX.yJ = I'" minXEX·/g(hPX.x l \ 
Definition 3.2 The rank rthPX,y) of a hyperpath hPX.y IS Inductlvely defined .1, 
follows: 
- if hPX,y is deflned by extended reflexivity then 
r( hPX,y)=O 
else, if hPX,y is defined by extended transitivity. I.e. there is a hyperJr~' 
<X',Y>E hPX.y , then 
nh?x.,) = I +ma'xxeX·/nhpx.xJ) 
Definition 3.3 The number 4 hyperarcs n(hpx,y) of J hyperpath hPX.y is simpl:-
defined to be the cardinality at' hPX.y' 
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Definition 304 The !lumber vf svurr.:e :)c:s SSt hpX.v J of j lyperpath hPX.v is Gc;ir.ed 
as the cardinality of the set of source sets in hpX. v or. more formal I y: ' 
ss(hPX.y) = I (S I <S.j>~ hPX.y for some jJ I 
Definition 3.5 The source area athpx.v) of a hyperpath hPX.v is defined as the 
cardinality of the set of nodes which are in a source set of some hyperarc in hPX,v or, 
more formally: . 
a(hpx.y) = I (x I XE Sand <S.j>E hPX.y for some j} I 
or 
a(hpX y) = I u <So J'>E hpX Si I 
'.. It ,y 
Definition 3.6 The si:e s(hPX.y) of a hyperpath hPX.y is defined as: 
s(hPX.y) = a(hpx.y) +n(hpx.y) 
The size corresponds to the overall length of the description of hPX.y' 
Given a hypergraph H. J set of nodes X, and a single node y. we are interested to 
investigate the problem of finding a minimal hyperpath from X to y according to any of 
the previous definitions. In parallel computation. for example. the minimal GAP of a 
hyperpath may be interpreted as [he minimum number of subsequent transitions 
required for a parcial result. while. perhaps more significantly. the minimal RA~K may 
be interpreted as the m.1.:'(imum number of required transitions. An efficient solution for 
the dynamic problem allows to study some properties of the networks in real time. i.e. 
while mcxlifications to the netv.·ork are performed. 
As far as finding hyperpaths with minimum number of hyperarcs. number of 
source sets. source are:!, Jnd size, the concerned problems are shown to be :--':P-
complete. 
Theorem 3.1 Let H=<~.H> be a directed hypergraph. x and y be two nodes in :--.:. 
and n,ss.a.s be positive integers. The follOWIng four problems are \1>-complete. 
finding whether there exists a hyperpath hpx.v WIth n hypenrcs or less: 
- finding whether there eXIsts a hyperpath hpx:v wuh ss source sets or less: 
finding whether there e:usts a hyperpath hpx.~ with source area a or less: 
finding whether there eXIStS a hyperparh hp'(:y with sIze s or less. 
Sketch of the proof: (by reducuon to ~tJnlmum Coven. it IS t!asy to .:hecl< :.he membership In :--.7 :,., 
all the above problems. Let .-\= {J I .J2 ... ·..1m) be a set oi demenl~ Jnd 5 = 15 I .5 ~ ..... 5 \1) be a fJmll, 
of subselS of A such that U I= 1.2 .... \H5 1)=A. The problem \1C1 A.5.k) IS or ,.k;:.dlng whcther there 
exists a subfamily S' of 5 S.J~' tJ'\Jl 5' $1<.:lIld U5
1
E S' 5,'='-\ This problcm IS known to be '." 
complete [GJ 79]. We can ,!\",XIJtc to the problem \lC L"C hYrergnrh H=<~.H> such th3t eJ,~ 
element ajE A and each sub'><!t Sit Shave J corresponillng node (· ... hlch Will be denoted an the '::J~: 
way) belonging to N: N = A U 5 U I p.q). See figure ~ below 
Besides,the SCt H of h\'~>cnrcs H = HI U H2 U H3 'S ~uch th3t: 
HI = (<p.Sj> I SIt S i. H2 = [<SI..1» ISlE Sand a)E SI!' and H3 = [<A.q». 
We remark that }{ docs (onUIn a hyperpath from p to q L.:t uS conSider :lIly hyperpalh hp·p.q -. 
}{ from p to q: it must consist of J -;ct hp·;>.qCH of h~"pcrJICS · ... hlch can be p:miuoncd anto t:-,r:~ 
proper subselS H·I. H·2. 3nd H' 1 ... ~.:re 
H[e HI. H·~H2. J..'ld H'3~ H3· 
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Figure ~: the hypergraph associated to an instance of the set 
covering problem (any arc is oriented toward the right) 
For each ajE A. !.here exisLS SjE S' such !.hat <Sj.aj>E H':!. and <P.Si>E H·I. Funhermore we 
remark thaI, for each possible hyperpa!.h from p to q. exactly n arcs must belong to H·2. accordingly [0 
!.he requirement of minimalilY in !.he deiinitio:1 of hyperpa!.h. The source area of such a hyperpa!.h can 
be computed as: 
a(hp·p.q) = 1+ 15'1 + I A I = I+k+m 
The set of nodes S' individuated by the hyperpa!.h hp·p.q provides a feasible solution to !.he 
problem MCCA.S.k) and. vice versa. given a feasible solution wi!.h size ~ for !.he problem Me. thal is 
a subfamily S·=(S·I.S·2 ..... S·klc 5 such !.hat Ui=I.2 ..... k(S·i)=A. we can easily find a hyperpath 
hp'p,q wi!.h source area S a = I +k+m. Therefore, !.he problem of finding a solution for the problem 
MCCA.S.k) can be solved if and only if we are able to find a hyperpa!.h with source area $ a = 1 +k+m 
in !.he hypergraph lLThe same example provides a proof of the equivalence between MC(A.S.k) and any 
of !.he o!.her considered problems. i.e. finding a hyperpath in }{ With: 
Q.E.D. 
nwnher of hyperarcs $ n = k+m+ 1 
number of source seLS ~ ss = 2+k 
size S s = 2+2k+2m. 
As far as hyperpaths with minimal gap or rank are concerned. the problem can be 
shown to be polynomially solvable and an offline algonthm to get a hyperpalh from 3 
generic source set X to a node y requires (9(m I X I )~<9(mns) time where m is the size 
of the description of H. 
~ - ONLINE MAINTE~A~CE OF \tI:\I\lAL HYPERP..\ THS 
In this section we show how to perfonn an arbitrary sequence of operations of tr.e 
following kinds: 
(a) insert a new hypemc <X.y>; 
(b) ask for the value of mlI1imJJ gap (rank) from a single node x to a node y; 
(c) ask for a hyperpalh from x to y with mintmal gap (rank). 
In this case we might apply one of the following naive strategies: 
(1) - In order to speed up answers to requests (b) and (c) we might use the 
offline algorithm to recompute the hyperpaths wah mlnlmal gap (rank) any time J:1 
operation of type (a) is performed. This could require (9 (mn) time per hyperJrc 
insertion. 
(2) - Apply the <9.(m) JJgorirhm for each request of rype (b) Jnd (c). 
An arbitrary sequence of <9 (m) operations could produce. in the worst case. 
(9(m2n) time with the strategy (I) and 0(m2) with the strategy (2). In the following \I.e 




. ~ . 
'.vorst case total time complexity of ~(mn2) for minimal pp. 3nd of ~(mn2 log nl ;-N 
"\ "\ 
mini:naJ rank. corresro~"::ng to an a::~or.:ze,: tll:lt' .;,l[;l?k,,::y "r 0
'
:1-) and 0(:-1- i,.; ';1 
respectively per insenion. As far as the operations of type (b) we get answers In 
constant time. and for type (c) we get answers in linear time with the size of the ourput 
(i.e .. optimal). 
Note that in order to maintain eftlcientl v dhg's in an online fashion, we need a 
representation of FD-graphs such that new compo'Und nodes can be inserted. In fact, 
while in the case of the static problem we know all the simple and compound nodes of 
the hypergraph, when dynamic dhg's are considered also new compound nodes might 
be insened in the data structure for each hyperarc insenion. We suppose that the set of 
simple nodes is given, but the number of new compound nodes is not known a priori 
and the order of insenions of hyperarcs in the structure is arbirrary. In such a situation 
an efficient dynamic data structure for compound nodes has to be maintained. The idea 
underlying the data struc:ure is to maintain the FD-graph corresponding to the original 
directed hypergraph. In such a representation, a simple node can be accessed by means 
of full arcs only, while compound nodes are accessed by means of dotted arcs. In what 
follows, we shall deal only with FD-graphs and FD-paths, but every result may be 
directly formalized in terms of directed hypergraphs and directed hyperpaths. When no 
danger of confusion arises, the two formalisms will be used interchangeably. 
We now present algorithms and data structures to maintain hyperpaths with 
minimal GAP from any simple node to any other (simple or compound) node. This IS 
done for the sake of clarity but any resuit can be properly extended. with a slight 
modification, to the case in which we maintain minImal hyperpathsJrom any compound 
node and/or any arbitrary set of simple nodes specitled at any time during the insertions. 
The overall time and space complexity of such a problem can be expressed in terms of 
the number of source sets (being compound nodes in the FD-graph or not) we want to 
maintain. 
The Data Srructures 
In order to deal WIth the first simpler problem (hyperpaths with minimal GAP 
from any simple node), we maintain the follOWing data srructures. FD-graphs are 
implemented by maintaining adjacency lists for each (simple or compound) node. In 
more detail, all the full [dottedJ arcs leaving a node x are organized in the lists Lfi '( I 
[Ld(x)]. Obviously Ld(x) will be empty for any compound node x. FD-paths v.1:h 
minimal gap are retrieved using an ns"ns array LAST. containing the collec!lon of 
backward pointers, defined as follows. LAST[i.jj pOints to the last (simpie or 
compound) node (except j) in the minimal FD-path from the simple node i to the :mr.;:::c 
node j. If no such FD-p:Hh exists. then LAST[i.Jj has :l -;pe,,::11 value nt!. \Vllh th;\ 
additional information, the existence of an FD-path from J SIn~~:c r.oce I [0 a s!IT:p:e 
nodej can be checked in constant time by examimng the !1.Jj·L'1 entry ,'I t:'e arr:J.Y LAST 
If LAST[ij] is null, then there IS no FD-path from node I to noJe J. other-Vise a mlnlrT..J. 
FD-path can be traced out by startIng from j and proceeding In J depth first baLb . ..l:~ 
fashion as shown for inst.:1nce In [AL'-: 89J. ~o!lce that there I'> no need ro srore the n~c 
which has to be followed stamng fror.l a compound node dunng thiS backward seare; 
since in this case, in order to tr:J.ce an FD-path. we are forced ;0 go back to all the Slmp.e 
nodes contained in the corresponding source set. 
To properly update the Information contained in the a.rny L\ST. we introduce n~ 
arrays GAP of size ns (one for each Simple node) whIch have :he follOWIng property 
GAPy[x] = k , if there IS an FD-path of minimal gap \r.. from the simple node '( :0 
the Simple node y. 
GAPy[x] = +00, if there IS no FD-p:llh from the simple node x to [he simple node )-
Analogously. for each compound node w, we ina-oduce an array of size ns called 
GAPw for which the follov.lng Inv3.I1ant is maintained: 
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GAPw[x] = min [ ~oo. min {G.-\P.,.[x] I y'= '.\\1. f(lr each simple node x. 
With this invariant. GAPw[x] is equal to +00 if the compound node w is not 
reachable from x. Otherwise. it gives the minimal gap of an FD-path from x to w. 
We now describe how to maintain the information in the array LAST during the 
insertion of new hyperarcs in the original directed hypergraph. In order to accomplish 
this task. we associate an array [ l .. nJ referred to as REACHy to each simple node y in 
Ns. In the course of the update algorithms, the following invariant is maintained: 
REACHy[x] = 0 , if there is an FD-path in the FD-graph from the simple node x 
to the simple node y. 
REACHy[x] = 1 , other-vise. 
The array REACH of size ns is defined also for compound nodes and the 
following invariant is maintained for each compound node x (with componenrs 
x 1.X2, ... ,Xq) and for each sImple node i: 
REACHx[i] = L(k=l. ... q)(REACHx\c[i]). 
That is, the entry REACHx[i] is equal to the number of simple nodes in X which 
are not reachable from the simple node i. Any array REACHx is initialized when the 
compound node x and the array itself are created: this happens the first time we insen a 
hyperarc with source set X. ~ote that the data structures for simple nodes are redundant. 
since REACHj[i]= 1 if and only if LAST[i,j]=nil. This is done for the sake of Clarity and 
for a more umform presentation of the algorithms. On the other side this increases rhe 
space by no more than a constant factor and could be easily avoided in the 
imp lementation. 
While dealing with dynamic hypergraphs we are allowed to introduce hyperarcs 
with arbitrary source sets. As a consequence we might have several hyperarcs with the 
same source set X. The compound nodes will be maintained in a A VL tree [A VL 6~ I 
referred to as Tc. while ~c denotes the set of compound nodes. This will allow to 
efficiently check whether the source set of the hyperarc to be introduced corresponds to 
a compound node already existent in the FD-graph. With this technique. only t!1c: 
necessary compound nodes WIll be inrroduced. thus making our representation nor. 
redundant. 
In the following procedures we will use a funcrion Compound which. given a:-: 
arbitrary source set X. searches in the balanced rree Tc Jnd re:ums the correspondlr.~ 
compound node x if it already exists. otherWIse It IS created Jnd inserted in T.: 
perfonning any necessary inttialization. 
The Algorithms 
We now show how hyperpJths ~ith minimal GAP stming from simple nodes (,J~ 
be maintained during the InsertIOn of new hyperarcs tn the hypergraph. The procedur~ 
insert provides the reqUIred updates to the data srructures while inserting a hyperar_ 
from a source set X to a target node y: 
procedure insert (X ~t of simple_node. y: SImple_node); 
var x: node; i: Simple _node: 
begin 
if Ix 1= 1 
then x:= the e!erT'lc=nt of X 
else x:= compound(X): 
insen y into L!, '( J. 
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for each (simple_node) i in ~s do 
if REACH x [i] = 0 
end: 




The aim of recursive procedures closure -,each and closure _last is respectively to 
update the arrays REACH and LAST after the insenion of the hyperarc <X.y>. This 
will be accomplished separately for each source node i from which y is reachable. In 
particular, each call to closure_reach(i,j) propagates to j the reachability from the node i. 
possibly updating the value of REACHj[i]. while each call to closure_last(i,k.j) tries to 
find out whether the insened hyperarc has inrroduced a new minimal hyperpath from the 
simple node i to the node j finishing with the arc <.k.j>. If this is the case, the value of 
LAST[i.j] will be set to k and it will tried to propagate the new minimal hyperpath. More 
details are given in the following pseudo-code. 
end: 
procedure closure_reach(i : simple_node; j : node); 
var w: node: 
begin 
if REACHj[i] <> 0 ( there is no hyperpath from i to j) 
then begin 
REACH'[i] := REACHj[i] - 1: 
if REA2H'[iJ = 0 { a hyperpath from i to j has been just introduced} 
then (or each w in Lrj) union Ld(j) do closure_reach(i,w) 
end 
The second procedure. closure_last. perfonns a second scanning in the FD-graph 
in order to update the arrays LAST and GAP: 
procedure closure_last(i: simplcnode: k: node: j: simple_node): 
var s: simple_node: C: compound_node: 
begin 
if GAPj[i] > GAPk[i] + 1 (a new minimal hyperpath hpi,j has been found) 
then begi n 
end; 
GAP;[i] := GAPk[ij + I; 
LASf(i.JI := k; 
for each (simple node) sin Lf(J) do closureJast(i.j.s): 
for each I compound node) C tn LdU) do 
end 
if REACHc[iJ = 0 and GAPc[i] > GAPj[i] 
then begin 
GAPd i] := GAPJ(i]: 
for each simple node s in Lti C) do 
c 10sure_last(i.C .s) 
end 
Note that LAST[i.y]IS ..:omputed only when y IS a ,\Imple node as should be done 
for the definition of LAST The correctness of thiS approach hinges on the following 
invariants. 
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Lemma 4.1 After the insenion of any hyperarc. a node j is reachable from a simple 
node i if:lI1d only if REACHj[i]=O. 
Lemma 4.2 After the insertion of a:1Y hyperarc. for any simple node i and any 
compound node C, REACHC[i] equals the number of simple nodes in the source set of 
C which are not reachable from i. 
Sketch of the proofs The arrays REACHj has LO be updated by the procedure closure_reach. We remark 
that a call 10 closure_reach(iJ) (propagating 10 j the closure of the node i) is performed visiting an arc 
<xJ> as soon as the node x has become reachable from i. due to the insertion of some hyperarc in the 
data strucrure.The lemmata 4.1 and 4.2 can be proved proceeding by induction on the number of (full or 
doned) arcs examined during the execution of the procedure closure_reach during the insertion of new 
~mr)arcs. 
Lemma 4.3 After the insenion of any hyperarc. for any pair of simple nodes i and j, 
LAST[i,j] points to the last node of a minimal-gap FD-path from i to j, if there exists 
such a hyperpath. 
Sketch of the proof By induction on the number of hyperarcs inserted. The base of the induction is 
easily proved since at the beginnlIlg. when no hyperarc has been yet introduced. for each simple node i 
GAPi[il = 0, while the other entries are initialized to +00. Hence. the theorem aivially holds. Suppose 
now that the theorem hold before Inserting a hyperarc from a source set X to a simple node i. During 
the flrst scan performed by the recursive calls Df procedure closure_reach, all the entries of the arrays 
REACH are correctly computed as proved in lemmata 4.1 and 4.2. The second scanning performed by 
procedure closureJast is in charge of updating the arrays GAP and the backward pointers in the array 
LAST. Let us call gap(iJ) the the mtnimal gap of a hyperpath (if any) from node i to node j. We will 
prove that after the insertion of the hyperarc from X 10 y. GAPJ[iJ=gap(ij) for each pair of simple 
nodes for which there is a hyperpath from i to j, and GAPj[i]=+OO otherwise. Let us call gap' and GAP' 
the values of gap and GAP after the insertion of the hyperarc <X.y>. It is easy to see that procedure 
closure_reach(i,*,-) can access a node j only if there exist a (simple or compound) node k for which 
REACHk[iJ=O (and thus by either Lemma 4.1 or Lemma 4.2 reachable from i). and a full arc from k to 
j. As a consequence, a node j Will be sub5e{J,uently examined during the same call of c1osure_reach(i.- ,-) 
only if there is a hyperpath from i to j. Since procedure closure_las! is the only one which can update 
the arrays GAP after their initializaoon. this argument assures that If there is no hyperpath from i to j, 
then GAPj[i] remains unchanged 10 +00 also after the insertion of the hyperarc (X.y). Assume now that 
there is a hyperpath from i to j. Due to how the entries of the arrays GAP are updated. GAP'jfil= 
min (G APj[i], GAP'k(ij + 1) = gap·(x.y), as can be proved by induction on the hyperarcs vislled by 
cJosure_last(i, * . *). 
QED 
Lemma 4.1 and Lemma 4.2 assure that the closures of the simple nodes are 
correctly updated during the insertions of new hyperarcs. while Lemma 4.3 guarantees 
that the entries of the a.rny LAST allow to trace correctly a minimal-gap FD-path from 
any simple node i to any other (simple or compound) node. The following theorem 
summarizes the behavior of the data strJcmre under the insertion of new hyperarcs and 
provides an analysis of the Involved costs. 
Theorem 4.1 Given an FD-gr:1ph H, with n (simple or compound) nodes and m (ful! 
or dotted) arcs in which hypenrcs are to be inserted in an online fashion, there exists J 
data soucture which allows: 
(i) to check whether there is an FD-path between any pair of simple nodes in 
constant time: 
(li) to return a FD-path wlth minimal GAP (if one exists) between any pair of simple 
nodes in rime which IS linear in the length of the description of such an FD-path. 
The total time involved In maintaining the data structure while new hyperarcs are 
insened is C9(rnn2). The space requlfed is (9(m + n2). 
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Ske:.:h '-1 the pro,)fThc r· .~I:"" ,! I :l!1lJ I ~l' J.f.j Llc! :-'r'J(~ bounli ..1ft.! J ~'.'r"'"·~1Ll~.·;1 ... ·(" ,\l thr! .j~::ni:!I'n J'~-' 
G.lU structures. As tir Lh.:: :Hlle bounJ IS :or.(;o:rn::l1. ' .... e remJIk L'1;lt lor ::Jch simple node I a fui! ;lL 
<lcj> is scanned by a calllO closureJast (i.kj) as soon GAP~Jil decreases. This can happen at most n 
times (because GAPk(i]$n.!) Hence the theorem follows. 
QED 
We can extend algorithms :lr:d data structures to deal with the more general 
problem of maintaining hyperpaths with minimal GAP from any arbitrary set of simple 
nodes: this does not require a significant modification. In order to maintain the 
hyperpaths with minimal RANK. we have to modify the data structure. For each 
compound node Y and for each simple node x we maintain a heap of the components of 
Y reachable from x to allow the following operations: 
- select the component Yi of Y with maximum RA:--"fJ«x,Yi): when REACH(x.Y);;() 
this is equal to RA:--"1C(x. Y); 
- modify RANK( x.Yi) In the heap: this is required if we have added some arc 
reducing such a rank. 
Since both these oper:ltions C:ln be performed in (9 (log n) we can easily modify 
the previous algorithms to perform online the updating of hyperpaths with minimal 
RAl~1( with an overall complexiry which is stated by the following theorem. 
Theorem 4.2 Given an FD-gr:lph H. with n (simple or compound) nodes and m (full 
or dotted) arcs in which hyperarcs are to be insened in an online fashion. there exists a 
data structure which allows: 
0) to check whether there is an FD-path berween any pair of simple nodes in constant 
time; 
(li) to return a FD-path v.;th minimal RANK (if one exists) between any pair of simple 
nodes in time which is linear in the length of the description of such an FD-path. 
The total time involved in maintaining the data structure while new hyperarcs are 
insened is (9(m n2 log n). The sp:lce required is 0(m + n2). 
5 - CONCLUSIONS 
In this paper we have considered the problem of maintaining online minimal 
hyperpaths in a directed hypergraph. We have taken into account several definitions or 
minimality for hyperpaths and we have shown tthat some of them lead to :\P-comple:e 
problems. Funhennore. we have presented algonthms and data srructures to deal WI::1 
the maintenance of hyperpaths with minimal GAP and minimal RA:--JK while ne·.~ 
hyperarcs are insened. \Ve have shown how these data 5truCtu~~~ 31low us to an<;we~ 
queries in linear time With L'1e stze of the output (I.e., In opuma.! time:. 
Finally, we have proposed d3ta SrnJcrures and algonthms for thl~ problem wh:.::-: 
allow us to achieve a worst C3se total time complexity of ~(mn2) for minimal gap. In.; 
of ~(rnn2 log n) for mlnlm.1l r3nk. corresponding to an Jmonized time complexlt!' l': 
(9(n2) and (9(n2 10g n) per Insemon respectively. 
The following problems seem worthy of funher investig:ltion. Are the~~ 
significant classes of hypergnphs such that min-size and other problems can be solve~ 
in polynomial time? ~toreover. IS there any efficient dJ.tJ. structure for the fully dynaml_ 
maintenance of minimal hyperpaths (I.e .. consldenng also deletlon of hyperarcs, . 
Anmher interesting problem IS studying the trJde-off between the complexity of que;:. 
and update operations. tholt IS Investlganng whether removing the optimality for 
reporting hyperpaths can Improve the oounds for updating l suitable d:lta srrucrure. 
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