The causal relationship between money and income (output) has been an important topic that has been extensively studied. However, those empirical studies are almost entirely on Grangercausality in the conditional mean. Compared to conditional mean, conditional quantiles give a broader picture of a variable in various scenarios. In addition, under some asymmetric loss functions, conditional quantiles (rather than conditional mean) may be optimal forecasts. In this paper, we explore whether forecasting the conditional quantile of output growth may be improved using money. We compare the check (tick) loss functions of the quantile forecasts of output growth with and without using the past information on money growth, and assess the statistical significance of the loss-differential of the unconditional and conditional predictive abilities. As conditional quantiles can be inverted to the conditional distribution, we also test for Granger-causality in the conditional distribution (via using a nonparametric copula function). Using U.S. monthly series of real personal income and industrial production for income, and M1 and M2 for money, for 1959-2001, we find that out-of-sample quantile forecasting for output growth, particularly in tails, is significantly improved by accounting for money. On the other hand, money-income Grangercausality in the conditional mean is quite weak and unstable. These empirical findings in this paper have never seen in the money-income literature. The new results have an important implication on monetary policy, showing that the effectiveness of monetary policy has been underestimated by merely testing Granger-causality in mean. Money does Granger-cause income more strongly than it has been known and therefore the information on money growth can (and should) be more utilized in implementing monetary policy.
Introduction
Granger-causality (GC), introduced by Granger (1969 Granger ( , 1980 Granger ( , 1988 , is one of the important issue that has been much studied in empirical macroeconomics and empirical finance. Particularly the study on money and income is one of the most studied subject in economics. In this paper, we extend the literature in two ways. The literature on money-income causality is studies for the conditional mean and most papers have used the in-sample significance of money variable in the output growth equation. (In this paper, the terms, income and output, will be used interchangeably.) First, we go beyond the conditional mean, and examine the conditional distribution and conditional quantiles.
Second, we examine the out-of-sample predictive contents of money variable for forecasting output growth.
While GC is naturally defined in terms of the conditional distribution (see Granger and Newbold 1986) , almost all the papers in this literature have focused on GC in mean (GCM). The GC in distribution (GCD) has been less studied empirically perhaps because it is in fact about independence and so it may be too broad to be useful for its policy implication. More useful may be the particular quantiles of the conditional distribution as inverting the conditional distribution we obtain the conditional quantile. Hence, we may examine directly the GC in distribution, or indirectly via GC in conditional quantiles (GCQ). Granger (2003) notes that the study of the time series of quantiles is relevant as the predictive distribution can be expressed in terms of the CDF, the density, the characteristic function, or quantiles.
Vast empirical literature on the money-income causality has very mixed results on GCMusually quite unstable and sensitive to the sample periods, data sets and choice of variables (e.g., M1 or M2 for money, personal income (PI) or industrial production (IP) for income, with or without including some other variables such as interest rates and business cycle indicators in the regression, different countries, etc.). Different countries, sample periods and variables are analyzed in those empirical studies, but no consensus has been reached. The results in this paper for GCD and GCQ are much more stable and stronger.
The aim of this paper is to study the GC beyond the conditional mean between money and income, which is in line with the suggested directions of Granger (2003 Granger ( , 2005 Granger ( , 2006 . 1 Forecasting conditional quantiles is important in economic policy when a concern is a particular scenario of the economy. For instance, in asset valuation, different scenarios of output growth are extremely useful in sensitivity analysis, scenario analysis, and risk management. For industries greatly influenced by overall macroeconomic conditions, forecasting output growth helps to evaluate the industry exposure in different scenarios. The fan chart of Bank of England for different quantile forecasts of inflation rate is another example.
Although it is not stable in the U.S. data whether money growth helps to improve forecasting of the conditional mean of output growth, we find that there is much stronger evidence whether it helps to improve forecasting of its conditional quantiles. Forecasting the conditional quantiles of output growth depends on its conditional distribution, so we also GCD, for which we extend Hong and Li (2005) and Egorov, Hong, and Li (2006) , by using a nonparametric copula function to test for independent copula. Hong and Li's (2005) test evaluates a model by testing whether the out-of-sample probability integral transforms (PIT) of forecasts follow an i.i.d. U[0, 1] distribution.
GCD implies GCQ in some quantiles, although GCD does not necessarily imply GCQ in each quantile. GCQ in a specific quantile exists if the lagged money variables helps to improve forecasting the output growth at that quantile. Two quantile regression models for output growth with and without money growth information are estimated and the out-of-sample average of the "check" loss values of the two quantile models are compared. Because these two quantile forecasting models are nested, the unconditional predictive ability test proposed by Diebold and Mariano (1995) and West (1996) fails in that its asymptotic distribution degenerates. We therefore utilize the conditional predictive ability test proposed by Giacomini and White (2005) .
Our empirical study using several different data sets over various sample periods find the following results. First, for the causality in the conditional mean, differently from Chao, Corradi and Swanson (2001) who test out-of-sample Granger-causality in mean using moment conditions, we compare the squared forecast error loss values of the two conditional mean forecasts of output growth with and without money. The result is very weak for the GCM (as expected from the existing literature). We find that the predictive ability of a model with including money as a predictor for the conditional mean of output growth may be even worse than a model without money, and the result varies sensitively over time as pointed out by Eichenbaum and Singleton (1986) , Stock and Watson (1996) , Swanson (1998) and Thoma (1994) . Second, for the money-income GC in the conditional distribution, we use a nonparametric copula function, and find a more stable and significant result for GCD in many subsamples even when there exists no significant GCM. Third, for the GCQ, two quantile regression models with and without money are estimated and their quantile forecasts are compared for their out-of-sample check loss values. We find that GCQ is significant in tail quantiles in most subsamples and most data sets, while it is not significant in the center of the distribution. Forth, comparing results across different data sets (which consist of different variables for money and income), it seems that GCQ between money and industrial production (IP) is more significant that between money and real personal income (PI).
The structure of this paper is as follows. In Section 2, we discuss GC in mean, GC in distribution, and GC in quantiles. Section 3 reports the empirical findings. Section 4 concludes.
Granger-causality
We use the following notation. Let R denote the sample size for estimation (for which we use a rolling scheme), P the size of the out-of-sample period for forecast evaluation, and T = R + P . Let x be money growth and y the output growth. Consider the distribution functions conditional on the information set F t as F t+1 (x|F t ) = Pr(x t+1 < x|F t ), G t+1 (y|F t ) = Pr(y t+1 < y|F t ), and H t+1 (x, y|F t ) = Pr(x t+1 < x and y t+1 < y|F t ). Let f t+1 (x|F t ), g t+1 (y|F t ), and h t+1 (x, y|F t ) be the corresponding densities. Let u = F t+1 (x|F t ) and v = G t+1 (y|F t ). Let C t+1 (u, v|F t ) and c t+1 (u, v|F t ) be the conditional copula function and the conditional copula density function respectively. See Appendix for a brief introduction on the copula theory. Let the conditional mean of y t+1 be denoted E(y t+1 |F t ). Let X t = (x t , . . . , x t+1−q ) 0 and G t be the information set excluding X t , i.e.,
Money-Income Granger-causality in Mean
Starting with Friedman (1956 ) the debate about role of money on income attract attention of a lot of economists. Numerous studies have been devoted to the interaction between money and income.
To entangle this interaction, theoretical models are constructed to explore the roles of aggregate demand fluctuation and money demand fluctuation, such as in Kaldor (1970) , Modigliani (1977) , Meltzer (1963) , among others. Along with the theoretical development, many empirical studies have been made following the seminal research of Sims (1972 Sims ( , 1980 . Sims (1972) shows money Granger-causes income, but his result was criticized due to the bias caused by hidden factors. Sims (1980) applies a VAR model to handle a vector of variables and reports that money does not Granger cause income after the World War II. After Sims, Granger-causality and VAR models become the generally accepted instruments for studying the money and income relationship. Stock and Watson (1989) contend that the deterministic trend plays important roles and uses detrended money in the analysis. They find more significant money-income causality with the detrended money growth rate. Friedman and Kuttner (1992, 1993) and Thoma (1994) also report limited evidence for the money-income causality, however, they find out varying money-income causality with regard different sample period or with regard to different variables. 2 Swanson (1998) tests money-income Granger-causality in an error-correction model. Dufour and Renault (1998) and Dufour et al. (2002) test the long horizon causality. Definition 1. (Non Granger-causality in mean, NGCM): X t does not Granger-cause y t+1 in mean if and only if E(y t+1 |X t , G t ) = E(y t+1 |G t ) almost surely (a.s.).
To test for Granger-causality in mean (GCM), we can utilize either an in-sample test or an out-of-sample test. In the literature, most tests of money-income causality focus on in-sample conditional mean in a Vector Autoregressive (VAR) model. The in-sample Granger-causality test is to test the joint hypothesis that coefficients of money are all insignificant in the output equation.
A Wald-type test is often used in an in-sample test of GCM. Following Ashley, Granger, and Schmalensee (1980) , we conduct an out-of-sample test for Granger-causality. An out-of-sample test for GCM is based on two nested models. The first model does not account for money-income GCM (referred as Model 1 or "NGCM") and the second does (referred as Model 2 or "GCM"):
Model 1 (NGCM) :
Model 2 (GCM) :
where V t ∈ G t and W t = (X 0 t V 0 t ) are vectors of regressors. V t includes a constant term. The parameters θ i are estimated by minimizing the squared error loss using the rolling sample of the most recent R observations at time t (t = R, . . . , T − 1) :
Denoteŷ 1,t+1 (θ 1,t ) = V 0 tθ 1,t andŷ 2,t+1 (θ 2,t ) = W 0 tθ 2,t , the forecasts of y t+1 from Model 1 and Model 2 respectively, and letε i,t+1 (θ i,t ) = y t+1 −ŷ i,t+1 (θ i,t ) for the forecast error of Model i. In Section 3 for the empirical analysis, we choose X t = (x t , . . . , x t+1−q ) 0 and V t = (Y 0 t , I t , B t ) 0 where Y t = (y t , . . . , y t+1−q ) 0 , q = 12, I t is the 3 month T-bill interest rate, and B t is the business cycle coincident index. See Table 1 , Panel A.
As the models are nested, we may not use the tests of Diebold and Mariano (1995) and West (1996) . A test for Granger-causality is to compare the loss functions of forecasts conditional on two information sets, G t and F t . As we are interested in comparing the loss of forecasting output growth y t+1 without and with using the information on past money growth X t , we use the conditional predictive ability test of Giacomini and White (GW, 2005) as follows. Let L t+1 (·) be a loss function.
The null hypothesis of NGCM is therefore
Under the
) is a martingale difference sequence (MDS), which implies E(h t ∆L t+1 ) = 0 for any h t that is F t -measurable. Denoting
. Under some regularity conditions, GW R,P → d χ 2 q as P → ∞ under H 0 (GW 2005, Theorem 1). 3 We choose the "test" function, h t , such that it is F t -measurable but not G t -measurable. For simplicity, we choose h t = X t = (x t , . . . , x t+1−q ) 0 . 4 We choose the loss function, L t+1 (y t+1 ,ŷ i,t+1 ) =ε 2 i,t+1 (i = 1, 2), the squared error loss, to test money-income Granger-causality in mean, for the out-of-sample forecast evaluation because the conditional mean is the optimal forecast under the squared error loss. We also minimize the same loss for in-sample parameter estimation as shown in (3) and (4). Therefore, Z t+1 = h t ∆L t+1 = h t (ε 2 1,t+1 −ε 2 2,t+1 ). To be consistent with the literature using monthly series, we choose h t using 12 lags of money growth rate, i.e., h t = X t = (x t . . . x t−11 ) 0 with q = 12.
3 Chao, Corradi and Swanson (2003) propose an out-of-sample test using following test statistic
which follows zero-mean normal distribution asymptotically with its asymptotic variance affected by estimation error. 4 Two possible ways to improve the power of the test are (i) to choose q in a way to maximize the test power and (ii) to choose h t from transforms of X t as suggested in Bierens (1990) , Stinchcombe and White (1998), or Hong (1999) . We do not consider these extensions in this paper for simplicity and also to match the choice of ht with the vast literature on GCM. Following Lee et al. (1993) and Stinchcombe and White (1998) , h t will be called a test function.
Because the GW statistic is for equal conditional predictive ability, the rejection of the null hypothesis only implies that the two models are not equal in conditional predictive ability. To choose one model over the other, we follow the decision rule suggested by GW (2005) to construct a statistic as
where 1(·) is the indicator function andα P is the coefficient of h t by regressing ∆L t+1 on h t (t = R, . . . , T − 1). As the rejection of H 0 occurs when the test function h t can predict the loss difference ∆L t+1 in out-of-sample,α 0 P h t ≈ E(∆L t+1 |F t ) will be the out-of-sample predicted loss differences. If I P is greater than 0.5, Model 1 (NGCM) will be selected; otherwise Model 2 (GCM) will be selected.
Asymmetric GCM vs GCQ
Hayo (1998) nicely summarizes five stylized facts found in the empirical literature on the existence and strength of GCM between money and output using U.S. data: (a) In a model with only two variables, money Granger-causes output (Sims 1972) . (b) The statistical significance of the effect of money on output will be lower when including other variables in a multivariate test such as prices and interest rates (Sims 1980) . (c) The use of narrow money is less likely to support GC from money to output than broad money (King and Plosser 1984) . (d) Assuming that variables are trend stationary and modelling them in (log-) levels with a deterministic trend is more likely to lead to significant test results than assuming difference stationary and employing growth rates (Christiano and Ljungquist 1988 , Stock and Watson 1989 , Hafer and Kutan 1997 . (e) Allowing asymmetric effects of money on output growth and including the business cycle greatly influences results and strengthens the causal effect of money (Cover 1992 , Thoma 1994 , Weise 1999 , Lo and Piger 2005 , Psaradakis, Ravn, and Sola 2005 .
Hayo (1998) revisited the above U.S. stylized facts using a broad data base of 14 EU-countries plus Canada and Japan. It is found that very few of the above, particularly (b) and (d), can be sustained. Also found in the literature is that GCM is unstable, change with the sample periods, data to use (variables and frequency), and countries. Psaradakis, Ravn, and Sola (2004, pp. 666-667) provide some summary on this instability evidence from the literature. Davis and Tanner (1997) finds the instability of the GCM across countries.
What appears to be robust is (e). Thoma (1994) shows for monthly data on M1 that the state of business cycle has considerable influence on the results and strengthens the GCM of money.
When real activity declines the effect of money on output becomes stronger, while the opposite takes place during a recovery. Numerous papers in the literature have found that the evidence for the GCM becomes more evident when some asymmetry has been introduced. Weise (1999) and Lo and Piger (2005) classify the three forms of asymmetry studies in a large body of empirical literature on money-income causality.
A1 (sign asymmetry): asymmetry related to the direction of the monetary policy action (Cover 1992 , Dolado et al 2004 A2 (size asymmetry): asymmetry related to the size of the policy action. Sola 2004, Dolado et al 2004) A3 (business cycle asymmetry): asymmetry related to the existing business cycle business cycle phase (Thoma 1994 , Weise 1999 , Lo and Piger 2005 , Garcia and Schaller 2002 Weise (1999) find no evidence for A1, some evidence for A2, and strong evidence for A3. Bernanke and Gertler (1995) and Galbraith (1996) explains A3 via credit rationing and its threshold effects in the relationship between money and output. Lo and Piger (2005) examine A3 using a regime switching model in the response of U.S. output to monetary policy and find that policy actions during recessions have larger output effects than those taken during expansions. To deal with the instability and the asymmetry in GCM between money and income, many researchers have used split subsamples or rolling samples or nonlinear models such as regime switching models and threshold models.
The objective of this paper is to study GCQ, which is useful for scenario analysis in implementing monetary policy. Our empirical results (in Section 3) for GCQ is "symmetric", in that GCQ is insignificant in or near the center of the predicted distribution of the output growth while it is strongly significant in both tails. (The results of Section 3 shows that GCQ is strong in both tails.)
The difference between the asymmetric GCM and GCQ is that the former refers to the empirical fact that the predictive power of past money growth to predict the mean of output growth is stronger when the past output growth is negative (in recession), while the (symmetric) GCQ refers to the fact the predictive power of past money growth to predict the quantiles of output growth is stronger when the scenario of our interest is the future output growth in tails of its predicted distribution.
Hence, the asymmetric GCM prescribes a monetary policy based on the past information, while the GCQ enables a monetary policy to be based on the forward looking scenarios of output growth.
The GCQ can indicate how/whether the past and current money growth affects the various future states (i.e., quantiles) of the output growth. Now we turn to GCD and GCQ in the next two subsections.
Money-Income Granger-causality in Distribution
Most empirical studies on money-income causality focus on Granger-causality in mean. As discussed above, in many cases, one may care about conditional distribution of output growth. Even without significant Granger-causality in mean, Granger-causality in distribution (GCD) may be significant. Definition 2. (Non Granger-causality in distribution, NGCD): X t does not Granger-cause y t+1 in distribution if and only if Pr(y t+1 < y|X t , G t ) = Pr(y t+1 < y|G t ) a.s. for all y.
Remark: Note that we can write for y ∈ R,
where z t+1 = 1(y t+1 < y). Therefore, Definition 2 is equivalent to
Hong, Liu, and Wang (2005) use this to test for Granger-causality in risk for a fixed value of y between two financial markets (X t and y t+1 ). The GCD between X t and y t+1 can be viewed as GCM between X t and z t+1 . ¤ There is GCD if Pr(y t+1 < y|X t , G t ) 6 = Pr(y t+1 < y|G t ) for some y. X t does not Granger-cause
We use the latter in density form to test for GCD by testing the null hypothesis that
The null hypothesis H 0 in (11) that X t = (x t , . . . , x t+1−q ) 0 does not Granger-cause y t+1 in distribution implies the following q hypotheses:
Denote
t+1 (x, y|G t ) be the corresponding densities. Denote the PITs as u
t+1 (u (l) , v|G t ) be the conditional copula function and the conditional copula density function respectively. Then, from equation (31) in Appendix,
Hence, H (l) 0 can be written as
Hence, a test of GCD is equivalent to a test of whether this copula density function is an independent copula for l = 1, . . . , q. To test for this, we extend Hong and Li (2005) to testing for independence between one variable y t+1 and a set of variables X t . In our test of money-income Granger-causality
0 is based on the independence between PIT value of y t+1 and PIT value of
0 using a nonparametric copula densityĉ
where K(·) is the kernel function in the product kernel, and
are the out-of-sample PIT values for x t+1−l and y t+1 respectively calculated with respect to the marginal empirical distribution functions (EDF) that have been estimated using the rolling samples of the most recent R observations at each time t (t = R, . . . , T − 1). To circumvent the boundary problem (as the PITs are bounded on [0 1]), we apply the boundary-modified kernel used by Hong and Li (2005):
where k(·) is a symmetric kernel function and h is the bandwidth. For the null hypothesis H
0 , the test statistic is based on a quadratic form 5
The test statisticQ P (l) is centered and scaled based onM P (l), i.e.,
where A 0 h is the nonstochastic centering factor and V 0 is the nonstochastic scale factor. Specifically, Hong and Li (2005) show, under some regularity conditions, Q P (l) follows the standard normal distribution asymptotically as P → ∞ under H (l) 0 . As in Hong and Li (2005) and Egorov et al. (2006) , we also compute the test statistic W P = q −1/2 P q l=1Q P (l), which follows the standard normal distribution asymptotically as P → ∞ under H 0 , for any fixed q. For the empirical analysis in Section 3,Q P (l) (l = 1, . . . , q) and W P are reported with q = 12 in Table 3 .
Money-Income Granger-causality in Quantile
Let the conditional quantile of y t+1 be denoted
The conditional quantile q α (y t+1 |X t , G t ) can be obtained by inverting the conditional distribution G t+1 (y|F t ) = α. Recall that G t is the information set excluding X t , i.e., G t = F t /{X t }. We now define GC in conditional quantile (GCQ).
Definition 3. (Non Granger-causality in quantile): X t does not Granger-cause y t+1 in α-quantile if and only if q α (y t+1 |X t , G t ) = q α (y t+1 |G t ) a.s.
GC in conditional quantile refers to the case that
Therefore, non-Granger-causality in distribution implies non-Granger-causality in conditional quantile. GC in distribution does not necessarily imply GC in each quantile, while significant GC in any conditional quantile implies significant GC in distribution. For some quantiles, X t may Grangercause y t+1 , while for other quantiles it may not. Granger (2003, p. 700) notes that some quantiles may differ from other quantiles in time series behavior (such as long memory and stationarity). For example, different parts of the distribution can have different time series properties; one tail could be stationary and the other tail may have a unit root.
While the quantile forecast q α (y t+1 |X t , G t ) can be derived from inverting the density forecast, in this paper we use a linear quantile regression. An out-of-sample test for GCQ is based on two nested linear models. The first model does not account for money-income GC in α-quantile (referred as Model 1 or "NGCQ") and the second does (referred as Model 2 or "GCQ"):
Model 1 :
Model 2 :
where V t ∈ G t and W t = (X 0 t V 0 t ) are vectors of regressors and V t includes a constant term. The parameters θ i (α) are estimated by minimizing the "check" function discussed in Koenker and Bassett (1978) using the rolling sample of the most recent R observations at time t (t = R, . . . , T − 1) :θ 1,t (α) = arg min
for the α-quantile forecasts of y t+1 from Model 1 and Model 2 respectively, and letê i,t+1 (θ i,t (α)) = y t+1 −q i α,t+1 (θ i,t (α)). A test for Granger-causality is to compare the check-loss functions of forecasts conditional on two information sets, G t and F t . We again use the conditional predictive ability test of GW (2005).
Let L t+1 (y t+1 ,ŷ i,t+1 ) = ρ α (ê i,t+1 (θ i,t (α))) be the check-loss function. The null hypothesis of NGCQ is therefore
Under the H 0 the loss differential
the GW (2005) statistic is of the same form as in (6) withZ 0
. Under some regularity conditions, GW R,P → d χ 2 q as P → ∞ under H 0 . We choose the same test function h t = X t = (x t , . . . , x t+1−q ) 0 as before with q = 12. When the null hypothesis of the equal conditional predictive ability is rejected, the forecast model selection rule is the same as in (7) in Section 2.1.
In Section 3 for the empirical analysis, we choose X t = (x t , . . . , x t+1−q ) 0 and Y t = (y t , . . . , y t+1−q ) 0 with q = 12, and let G t = σ(V t ) be the σ-field generated by V t = (Y 0 t , I t , B t ) 0 where I t denotes the 3 month T-bill interest rate and B t denotes the business cycle coincident index. See Table 1 , Panel A.
Empirical Analysis
In the literature, empirical studies of Granger-causality in mean commonly apply VAR models with exogenous variables. Different exogenous variables, such as treasury bill rates, federal funds rates, commercial paper rates and business cycle indicators are used. Industry production or disposable personal income is used as the proxy for income, while M2 or M1 is used as the proxy for money stock. The estimation relies on a recursive method or a rolling window method. Results for Grangercausality test vary greatly in the literature with different choice of variables and sample periods.
We examine the money-income causality in mean with four data sets using an out-of-sample test.
We use monthly data of real personal income, industrial production index, M1 money stock, For all out-of-sample tests and quantile forecasting, in each subsample we set T = 360 (30 years), with R = 240 (20 years) and P = 120 (10 years). Forecasting horizon is 1, and a recursive method is used in each subsample. We also shift the subsample by one year each time. There are 12 subsamples used. We also construct Subsample 13 to 16 with whole sample (T = 500), but with a different combination of R and P . A description of those subsamples is listed in Panel B of Table   1 .
Money-Income Granger-causality in Mean
In the forecasting setting, as discussed in Section 2, an out-of-sample Granger-causality test is more appropriate. Therefore, we estimate two nested models. Model 1 is the model without money-income Granger-causality in mean, while Model 2 is the model with money-income Grangercausality in mean:
The unconditional out-of-sample mean quadratic losses of these two models for all 16 subsamples and 4 data sets are reported in indicate that the null hypothesis of the equal conditional predictive ability can not be rejected for all subsamples and for all four data sets.
Comparing Data Sets 1,2 to Data Sets 3, 4, GCM remains insignificant whether real personal income or industrial production is used. Similarly GCM is not significant with M1 or M2. The results of the different sample periods (Subsample 1 to 12) are very robust, which show that with the shift of the sample window, money-income causality in mean remains insignificant across all the data sets. With the increase of ratio of P/R form Subsamples 13 to 16, GCM still remains insignificant.
In a forecasting model, using so many lagged money variables in Model 2 may cause the "over-fit" of the model and damage the forecasting performance. Therefore, in order to reduce the number of parameters in the large model, we also check the robustness of our GCM results by using a weighed moving average of (x t , . . . , x t+1−q ) for estimation and forecasting, e.g., P q l=1 w l x t+1−l with weights w l such that P q l=1 w l = 1. We use three such different weight functions, namely a linear declining weight, a equal weight (w l = q −1 ), and a beta polynomial function which creates flexible nonlinear declining weights as introduced in Ghysels et al. (2006) . We use these weighted moving average (a scalar) in place of the q-vector X t in estimation, forecasting, and testing. It is found that Model 2 (GCM) is still no better than Model 1 (NGCM) in terms of predictive ability. Hence, we find that out-of-sample GCM is not significant. Adding the information on lagged money growth rate is not very useful to improve the conditional mean forecasting of U.S. output growth over the various sample periods and different choices of the variables.
Money-Income Granger-Causality in Distribution
We conduct an out-of-sample nonparametric test based on Hong and Li (2005) for money-income Granger-causality in distribution as discussed in Section 2. Given a specific l, a nonparametric copula function is estimated for the paired PITs values {û
t=R . For the boundary-modified kernel in (19), we use a quartic kernel k(u) = 15 16 (1 − u 2 ) 2 1(|u| ≤ 1). For simplicity, bandwidths for u and v are assumed to be the same. Following Hong and Li (2005) , we set h =σ u P −1/6 , wherê σ u is the standard error ofû
In Table 3 , we report test statisticsQ P (l) (l = 1, . . . , q) and W P for different data sets and different sample periods with q = 12. The results indicate significant Granger-causality in distribution for all data sets and most sub-samples. Although we do not find significant GCM in all subsamples, we find strong GCD in most subsamples in the four data sets. From Subsamples 1 to 12, however, we find that GCD between different lags of money and output changes over time. The results also indicate that the money-income GCD varies with sub-samples.
Money-Income Granger-Causality in Quantile
As discussed in Section 2, significant GCD does not imply GCQ in each conditional quantile.
Therefore, in our empirical study, we choose α = 0.05, 0.1, 0.2, 0.3, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95. We check the GCQ in these different quantiles of the conditional distribution of output growth.
We use the check loss function to compare the unconditional and conditional predictive ability of the GCQ and the NGCQ models. 6 The unconditional mean forecast check loss values for the GCQ and the NGCQ models at the above quantiles are reported in Table 4 . The unconditional mean forecast loss ratios of GCQ to NGCQ model are depicted in Figures 1 and 2 . The ratio less than 1 indicates the money-income Granger-causality in quantile. To compare the conditional check loss values the p-values of GW R,P and I P statistics are reported in Table 5 .
In terms of check losses and loss ratios, the GCQ model performs better than the NGCQ model in almost all subsamples of four data sets in the tails . In the central region, however, the GCQ model has lower check losses than the NGCQ model only in a few subsamples. We find the same pattern in the rolling subsamples (Subsample 1 to 12). This implies that GCQ is stable across the data sets. In the whole data subsamples (Subsample 13 to 16), we find more significant GCQ with the increase of P .
According to the p-values of GW R,P and I P for the conditional predictive ability test, the GCQ model is significantly better to the NGCQ model in the tails of Data Set 1, 3 and 4, but not in Data Set 2. After accounting for money-income Granger-causality, quantile forecasting of output is improved at tails. The Granger-causality in quantile seems to be more significant between money and industrial production (Data Set 3 and 4) than that between money and personal income (Data Set 1 and 2). Comparing results of Data Set 1 and 2, we find M2 more significantly Granger-causes real personal income than M1 does. Causality between M2 and industrial production and that between M1 and industrial production are comparable to each other. Money does not improve forecasting of the output growth in conditional mean and the conditional quantiles close to median.
However, in tails, money does significantly improve the forecasting of output tail quantiles.
Conclusions
The relationship between money and income is a much-studied but controversial topic in the literature. This paper follows a VAR framework and applies an out-of-sample test for money-income Granger-causality. We find that money-income Granger-causality in mean is not significant for all data sets and all subsample periods.
We test the money-income Granger-causality in distribution by a nonparametric copula. We find more significant Granger-causality in distribution in all data sets. We define Granger-causality in quantile and compare two quantile forecasts with or without money-income Granger-causality in quantile. Empirical results show the potential of improving quantile forecasting of output growth rate by incorporating information on money-income causality in quantile, especially in the tails.
Causality between money and industrial production seems to more significant than that between money and real personal income, while M2 has stronger causality in quantiles to real personal income than M1 does. However, money is not very useful for forecasting near the center quantiles of the conditional distribution of output growth.
These empirical findings in this paper have never seen in the money-income literature. The new results on GCQ have an important implication on monetary policy, showing that the effectiveness of monetary policy has been underestimated by merely testing Granger-causality in mean. Money does Granger-cause income more strongly than it has been known and therefore the information on money growth can (and should) be more utilized in implementing monetary policy.
Appendix: Copula
As in Granger (2003, p. 694 ) and Patton (2006) , we define the conditional copula as follows.
Sklar's Theorem for Conditional Copula: Let H t+1 (x, y) be a bivariate conditional distribution function with conditional margin distributions F t+1 (x) and G t+1 (y). Then there exists a conditional copula function C such that for all x, y
where
There are two important corollaries to this theorem:
Representation of Conditional Copula functions:
The bivariate conditional copula function can be obtained from the bivariate conditional joint distribution function H t (x, y) by the following:
where u = F t+1 (x) and v = G t+1 (y).
Decomposition of Bivariate Density
, and
where c(u, v) =
is the conditional copula density function.
A copula function is called the independent copula if C t+1 (u, v) = uv and c t+1 (u, v) = 1. Giacomini and White (2005) . We choose a linear test function which contains 12 lags of money growth rate. The asymptotic p-values of the Giacomini and White statistics are obtained from a chi-square distribution with 12 degrees of freedom. I GW refers to the I P statistic in Giacomini and White (2005) . See Section 2.1. At 10% level, if P GW < 0.10 and I GW < 0.5, we may prefer Model 2 (GCM) over the Model 1 (NGCM); if P GW < 0.10 and I GW > 0.5, we may prefer Model 1 to Model 2. None of the cases satisfies (P GW < 0.10 and I GW < 0.5) or (P GW < 0.10 and I GW >0.5). In fact all p-values are very large. (l) and W P are asymptotically N(0,1) as P goes to infinity. They are one-sided test with the upper tailed 5% N(0,1) critical value of 1.645. Shaded are the statistics significant at 5% level. Note: (1) The numbers in the first column is referring to the 16 subsamples. See Table 1 , Panel B.
(2) "NGCQ" refers to Model 1, the quantile forecasting model without money-income Granger-causality in quantile, i.e, not including the lagged money growth rate as independent variables. (3) "GCQ" refers to Model 2, the quantile forecasting model with money-income Granger-causality in quantile, i.e, including the lagged money growth rate as independent variables. (4) A check loss function proposed by Koenker and Bassett (1978) is used to evaluate the out-of-sample performance of the two quantile forecasting models.
The out-of-sample average of the loss values are reported in this indicates money-income Granger-causality in quantile. "GCQ" denotes Granger-causality in quantile and "NGCQ" denotes non-Granger-causality in quantile. Two lines denote the loss ratio for Data Set 3 (solid line, industrial production and M2) and Data Set 4 (dashed line, industrial production and M1).
