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Abstract
We study exit times from a set for a family of multivariate autore-
gressive processes with normally distributed noise. By using the large
deviation principle, and other methods, we show that the asymptotic
behavior of the exit time depends only on the set itself and on the
covariance matrix of the stationary distribution of the process. The
results are extended to exit times from intervals for the univariate
autoregressive process of order n, where the exit time is of the same
order of magnitude as the exponential of the inverse of the variance
of the stationary distribution.
1 Introduction
We consider a multivariate autoregressive process with normally distributed
noise, defined through
Xεt = AX
ε
t−1 + εξt, t ≥ 1, X
ε
0 = x0,
where Xεt ∈ R
d, A is a real d × d matrix , ε is a small positive parameter
and {ξt}t≥1 is an i.i.d. sequence of multivariate standard normal random
variables. We will study the time until the process exits from a set of the
type {x ∈ Rd : |cTx| < 1} for some vector c ∈ Rd. Subject to some conditions,
we show that the expectation of this exit time is of the order of magnitude
exp(1/(ε2cTΣ∞c)) for small values of ε, where ε
2Σ∞ is the covariance matrix
of the stationary distribution of the process.
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The corresponding univariate case, where Xεt ∈ R ∀t ≥ 0 has been inves-
tigated before, by Klebaner and Liptser in [2] and by Ruths in [4]. In [2],
the authors proved a large deviation principle (LDP) for a class of past-
dependent models. As an example, they used the univariate autoregressive
process {Xεt }t≥0, where
Xεt = aX
ε
t−1 + εξt, X
ε
0 = x0,
where Xεt ∈ R ∀t, |a| < 1, ε is a positive parameter and {ξt}t≥1 is an i.i.d.
sequence of standard normal random variables. This process has a stationary
distribution which is normal with mean 0 and variance 1/(1− a2). Klebaner
and Liptser showed that the family of processes {Xεt }t≥0 obeys an LDP with
rate of speed ε2 and rate function
I(u¯) =
{
1
2
∑∞
t=1(ut − aut−1)
2, u0 = x0,
∞, otherwise,
where u¯ = (u0, u1, . . .), and that this implies that
lim sup
ε→0
ε2 logEτ ε ≤
1
2
(1− a2), (1)
when τ ε := min{t ≥ 1 : |Xεt | ≥ 1}. This upper bound is sharp, considering
[4], where the corresponding lower bound was proven with another method.
We also note the correspondence between this bound and the variance of the
stationary distribution.
In section 2 of this paper, we establish the corresponding large deviation
principle for a family of multivariate processes. We also present a method
to get a lower bound for the exit time of normally distributed processes.
In section 3 we prove the asymptotics of the exit time of the multivariate
autoregressive process. In section 4, we apply the same methods to get a
result for the exit time from an interval for the univariate autoregressive
process of order n, where
Xεt = a1X
ε
t−1 + . . .+ anX
ε
t−n + εξt, t ≥ n, X
ε
0 = x0, . . . , X
ε
n−1 = xn−1,
where a1, . . . , an are real parameters and {ξt}t≥n is a sequence of univariate
standard normal random variables.
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2 Methods for upper and lower bounds
In the first two parts of this section, we consider how to use the large deviation
principle to get an upper bound of the asymptotics of an exit time from a set
for a process. In the third part of the section, we consider another method for
the corresponding lower bound, when the process has a normal distribution.
2.1 The large deviation principle
The following definition of the large deviation principle is taken from Varad-
han ([5]), with the slight difference that we let the rate of speed be a function
of ε and call it q(ε), as Klebaner and Liptser also did ([2]). The large de-
viation principle (LDP) is then defined in the following way: Let {Pε} be a
family of probability measures on the Borel subsets of a complete separable
metric space Z. We say that {Pε} satisfies the large deviation principle with
a rate function I(·) if there exists a function I from Z into [0,∞] satisfying
the following conditions: 0 ≤ I(z) ≤ ∞ ∀z ∈ Z, I is lower semicontinuous,
the set {z : I(z) ≤ l} is a compact set in Z for all l <∞ and
lim sup
ε→0
q(ε) logPε(C) ≤ − inf
z∈C
I(z) for every closed set C ⊂ Z and
lim inf
ε→0
q(ε) logPε(G) ≥ − inf
z∈G
I(z) for every open set G ⊂ Z.
We will consider a family of processes {Xεt }t≥0, where X
ε
t ∈ R
d ∀t ≥ 0 and
Xεt = f(X
ε
t−1, . . . , X
ε
t−n, εξt) for t ≥ n, (2)
where f : (Rd)n+1 7→ Rd is a continuous function, {ξt}t≥n is an i.i.d. sequence
of random variables in Rd, ε is a positive parameter and the starting values
are Xε0 = x0, . . . , X
ε
n−1 = xn−1. We will prove a large deviation principle
for the family of probability measures induced by {Xεt }t≥0, assuming that a
large deviation principle for the family of probability measures induced by
{εξn} holds.
Theorem 2.1. Assume that the family of probability measures induced by
{εξ}, where ξ is a copy of ξn, satisfies a large deviation principle with rate
function Iεξ(z) and rate of speed q(ε). Then the large deviation principle holds
for the family of probability measures induced by {Xεt }t≥0 with the same rate
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of speed and the rate function
I(y0, y1, y2, . . .) = inf
zt∈Rd ∀t≥n
yt=f(yt−1,...,yt−n,zt),t≥n
y0=x0,...,yn−1=xn−1
∞∑
t=n
Iεξ(zt).
Proof: We have assumed that an LDP holds for the family of probability
measures induced by the family {εξ}, with the rate function Iεξ(z) and the
rate of speed q(ε). By [3], the LDP then holds for the family of probability
measures induced by the family of vectors {εξt}
N
t=n with the same rate of
speed and the rate function
I{εξt}Nt=n(zn, . . . , zN) =
N∑
t=n
Iεξ(zt),
where N is finite. By the Dawson-Ga¨rtner theorem (see for example [1]), it
follows that the LDP holds for the family of probability measures induced
by {εξt}t≥n with rate of speed q(ε) and rate function
I{εξt}t≥n(zn, zn+1, . . .) =
∞∑
t=n
Iεξt(zt).
Now, since f is continuous, the mapping {εξt}t≥n 7→ {X
ε
t }t≥0 is continuous
in the space (Rd)∞ with the metric ρ(x, y) =
∑
j≥1 2
−j ||xj−yj ||
1+||xj−yj ||
, where || · ||
denotes the Euclidian norm on Rd. Thus, we can use the contraction principle
(see for example [1]). It implies that the LDP for the family of probability
measures associated with the family {Xεt }t≥0 holds with rate of speed q(ε)
and rate function
I(y0, y1, y2, . . .) = inf
(zn,zn+1,...)∈(Rd)∞
yt=f(yt−1,...,yt−n,zt),t≥n
y0=x0,...,yn−1=xn−1
I{εξt}t≥n(zn, zn+1, . . .),
where the infimum over the empty set is taken as ∞. We can write this rate
function as
I(y0, y1, y2, . . .) = inf
zt∈Rd ∀t≥n
yt=f(yt−1,...,yt−n,zt),t≥n
y0=x0,...,yn−1=xn−1
∞∑
t=n
Iεξ(zt)
and the proof is finished.
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2.2 Exit times with the large deviation principle
We will later use the large deviation principle to get a bound for the exit
time from a set for a certain process. To see how this will be done, let us for
the moment define the exit time as
τ := min{t ≥ n : Xεt /∈ Ω}, (3)
where Xεt is defined as in equation 2 and Ω is a set in R
d. Assume that the
starting points x0, . . . , xn−1 of the process belong to Ω. For the expectation
of the exit time, we have the following, where M is any integer greater than
or equal to n:
Ex0,...,xn−1(τ) ≤ M + P (τ > M − 1)Ex0,...,xn−1(τ |τ > M − 1)
≤ M + P (τ > M − 1)[MP (τ =M |τ > M − 1)
+(M + sup
x0,...,xn−1∈Ω
Ex0,...,xn−1(τ))P (τ > M |τ > M − 1)]
≤ 2M + sup
x0,...,xn−1∈Ω
Ex0,...,xn−1(τ) · sup
x0,...,xn−1∈Ω
Px0,...,xn−1(τ > M).
Thus, it holds that
sup
x0,...,xn−1∈Ω
Ex0,...,xn−1(τ) ≤
2M
infx0,...,xn−1∈Ω Px0,...,xn−1(τ ≤M)
,
or simply that
Ex0,...,xn−1(τ) ≤
2M
infx0,...,xn−1∈Ω Px0,...,xn−1(τ ≤M)
(4)
for any set of starting points x0, . . . , xn−1 ∈ Ω and any integer M ≥ n. If the
infimum in the denominator is attained for the starting points x∗0, . . . , x
∗
n−1 ∈
Ω, the inequality above implies that
lim sup
ε→0
q(ε) logEx0,...,xn−1(τ) ≤ − lim
ε→0
q(ε) logPx∗
0
,...,x∗n−1
(τ ≤ M), (5)
if the right hand side limit exists. Since
Px∗
0
,...,x∗n−1
(τ ≤M) = Px∗
0
,...,x∗n−1
(Xεt /∈ Ω for some t ∈ {n, . . . ,M}),
the limit may be calculated if we have a large deviation principle for the
family of probability measures induced by {Xεt }t≥0 and if the function f and
the set Ω are suitable.
In sections 3 and 4 we will use this method to get upper bounds for exit
times for multivariate autoregressive processes and univariate processes of
order n, respectively.
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2.3 A lower bound for the exit time of normally dis-
tributed variables
We now leave the large deviation principle for a moment, and consider a
method to get a lower bound for an exit time. The following theorem gives
a lower bound for the asymptotics of the mean exit time from a symmetric
interval for a sequence of univariate normally distributed random variables
{Y εt }t≥1, with mean zero and bounded variance. Thus, in this section we
consider the exit time
τ(−1,1) := min{t ≥ 1 : |Y
ε
t | ≥ 1}.
Theorem 2.2. Assume that {Y εt }t≥1 is a sequence of normally distributed
random variables, all with mean 0, and that
Var(Y εt ) ≤ q(ε)σ
2 ∀t ≥ 1,
for some σ2 > 0 and some positive function q(ε) where limε→0 q(ε) = 0. Then
lim inf
ε→0
q(ε) logEτ(−1,1) ≥
1
2σ2
.
Proof: Since Y εt has a normal distribution with mean zero and variance
bounded by q(ε)σ2, E(eλY
ε
t ) ≤ exp(1
2
λ2q(ε)σ2) ∀t ≥ 1, which implies that
also
E(cosh(λY εt )) ≤ e
1
2
λ2q(ε)σ2 ∀t ≥ 1.
For any N ≥ 1, we have the following Chernoff-type bound of the probability
that the exit time is smaller than or equal to N :
P (τ(−1,1) ≤ N) = P ( max
1≤t≤[N ]
|Y εt | ≥ 1) = P (cosh(λ max
1≤t≤[N ]
|Y εt |) ≥ coshλ)
≤ (coshλ)−1E(cosh(λ max
1≤t≤[N ]
|Y εt |)),
which holds for any positive λ. (Of course, the bound holds for any λ ∈ R.)
Since
cosh(λ max
1≤t≤[N ]
|Y εt |) = max
1≤t≤[N ]
cosh(λY εt ) ≤
[N ]∑
t=1
cosh(λY εt ),
it follows that
E(cosh(λ max
1≤t≤[N ]
|Y εt |)) ≤ [N ]e
1
2
λ2q(ε)σ2 ≤ Ne
1
2
λ2q(ε)σ2 .
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Thus, we have the bound
P (τ(−1,1) ≤ N) ≤ (cosh λ)
−1Ne
1
2
λ2q(ε)σ2 ≤ 2e−λNe
1
2
λ2q(ε)σ2 ,
for any λ > 0. By choosing λ in the optimal way, that is, as λ = 1/(q(ε)σ2),
we get the bound
P (τ(−1,1) ≤ N) ≤ 2N exp(−
1
2q(ε)σ2
).
Now, let δ be a small positive number and choose N = exp( 1
2q(ε)σ2
− δ
q(ε)
).
Then P (τ(−1,1) > N) > 1− 2 exp(−
δ
q(ε)
), which implies that
Eτ(−1,1) ≥ NP (τ(−1,1) > N) ≥ exp(
1
2q(ε)σ2
−
δ
q(ε)
)(1− 2 exp(−
δ
q(ε)
)),
and thus
lim inf
ε→0
q(ε) logEτ(−1,1) ≥
1
2σ2
− δ.
Since this holds for any δ > 0, we get the lower bound
lim inf
ε→0
q(ε) logEτ(−1,1) ≥
1
2σ2
,
and the proof is finished.
Remark: If we wanted to consider a one-sided exit time, for example the
time until Y εt > 1, we could simply use the exponential function instead of
the hyperbolic cosine in the argument above. The resulting lower bound
would be the same.
3 Exit times for a multivariate autoregressive
process
In this section, we use the methods described in section 2 to show that the
expectation of the exit time from a set {x ∈ Rd : |cTx| < 1} for a vector
c ∈ Rd (that is not the zero vector) for a multivariate autoregressive process
is of the order of magnitude exp(1/(ε2cTΣ∞c)), where ε
2Σ∞ is the covariance
matrix of the stationary distribution of the process.
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3.1 A multivariate autoregressive process
By a multivariate autoregressive process, we mean a process {Xεt }t≥0, such
that
Xεt = AX
ε
t−1 + εξt, X
ε
0 = x0, (6)
where Xεt ∈ R
d ∀t, A is a real d × d matrix, ε is a positive parameter and
{ξt}t≥1 is an i.i.d. sequence of multivariate normal random variables in R
d,
with mean zero and covariance matrix I (the unit matrix). For any t ≥ 1,
Xεt has a multivariate normal distribution with mean EX
ε
t = A
tx0, where x0
is the starting point, and covariance matrix ε2Σt, where
Σt = AΣt−1A
T + I, t ≥ 2, (7)
and Σ1 = I. The matrix Σt can also be written as the sum
Σt =
t−1∑
i=0
Ai(AT )i, t ≥ 1. (8)
Throughout, we will assume that all eigenvalues of A have absolute values
less than one. The process {Xεt }t≥0 then has a stationary distribution, which
is multivariate normal with mean (0, 0, . . . , 0)T and covariance matrix ε2Σ∞,
where Σ∞ satisfies
Σ∞ = AΣ∞A
T + I. (9)
Of course, the matrix Σ∞ can also be expressed as the sum
Σ∞ =
∞∑
i=0
Ai(AT )i. (10)
3.2 Exit times for the multivariate autoregressive pro-
cess
For the multivariate autoregressive process {Xεt }t≥0, we will consider the exit
time
τ := min{t ≥ 1 : |cTXεt | ≥ 1}, (11)
where c is a vector in Rd, c 6= (0, . . . , 0)T . We will find the limit of ε2 logEτ
as ε→ 0, by using the methods described in section 2. For the upper bound,
we will use the large deviation principle, so we need the following corollary.
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Corollary 3.1. The family of probability measures induced by {Xεt }t≥0, where
Xεt is defined as in equation 6, satisfies the large deviation principle with rate
of speed q(ε) = ε2 and rate function
I(y0, y1, . . .) =
1
2
∞∑
t=1
(yt − Ayt−1)
T (yt − Ayt−1),
where y0 = x0.
Proof: By using Crame´r’s theorem (see for example [1]), one can show that
the family of probability measures induced by the family {εξ}, where ξ is
multivariate normal with mean zero and covariance matrix I, satisfies the
LDP with rate of speed ε2 and rate function
Iεξ(z) =
1
2
zT z, z ∈ Rd.
By using Theorem 2.1, we can deduce that the family of probability measures
induced by {Xεt }t≥0 satisfies the LDP with the same rate of speed ε
2 and rate
function
I(y0, y1, . . .) = inf
zt∈Rd
yt=Ayt−1+zt
y0=x0
∞∑
t=1
1
2
zTt zt
=
1
2
∞∑
t=1
(yt − Ayt−1)
T (yt −Ayt−1),
where y0 = x0.
For the exit time of a multivariate autoregressive process, starting at the
origin, we will prove the following theorem:
Theorem 3.2. For the exit time τ = min{t ≥ 1 : |cTXεt | ≥ 1}, where
{Xεt }t≥0 is the multivariate autoregressive process defined in equation 6, and
x0 = (0, . . . , 0)
T ,
lim
ε→0
ε2 logEτ =
1
2cTΣ∞c
,
where ε2Σ∞ is the covariance matrix of the stationary distribution of the
process.
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Proof: The theorem follows from lemmas 3.3 and 3.4 below.
Lemma 3.3. For {Xεt }t≥0 and τ as in Theorem 3.2, we have
lim sup
ε→0
ε2 logEx0τ ≤
1
2cTΣ∞c
,
for any x0 such that |c
Tx0| < 1.
Proof: Consider the exit time τ = min{t ≥ 1 : |cTXεt | ≥ 1}. This means that
we consider exits from the set Ω := {x ∈ Rd : |cTx| < 1}. For this set Ω,
infx0∈Ω Px0(τ ≤ M) = P(0,...,0)T (τ ≤ M), since X
ε
t has a normal distribution
with mean Atx0. Thus, inequality 5 in section 2.2 implies that
lim sup
ε→0
ε2 logEx0τ ≤ − lim
ε→0
ε2 logP(0,...,0)T (τ ≤ M),
where the right hand side limit can be calculated with the LDP that was
proven in corollary 3.1. Since
{τ ≤M} = { max
1≤t≤M
|cTXεt | ≥ 1},
we have
lim
ε→0
ε2 logP(0,...,0)T (τ ≤ M) = − inf
max1≤t≤M |c
T yt|≥1,
y0=(0,...,0)T
1
2
∞∑
t=1
(yt−Ayt−1)
T (yt−Ayt−1).
Consider this infimum. The following holds:
inf
max1≤t≤M |c
T yt|≥1
y0=(0,...,0)T
1
2
∞∑
t=1
(yt − Ayt−1)
T (yt − Ayt−1)
= inf
1≤N≤M

 inf
|cT yN |≥1
y0=(0,...,0)T
1
2
∞∑
t=1
(yt − Ayt−1)
T (yt −Ayt−1)


= inf
1≤N≤M

 inf
|cT yN |≥1
y0=(0,...,0)T
1
2
N∑
t=1
(yt − Ayt−1)
T (yt −Ayt−1)

 ,
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where the last equality holds because we can choose yt = Ayt−1 for t > N .
We can write yN as the telescoping sum
∑N
t=1A
N−t(yt − Ayt−1), when y0 =
(0, . . . , 0)T . By using the Cauchy-Schwarz inequality, we get(
N∑
t=1
(yt −Ayt−1)
T (yt − Ayt−1)
)
·
(
N∑
t=1
cTAN−t(AN−t)T c
)
≥
(
N∑
t=1
cTAN−t(yt − Ayt−1)
)2
= (cTyN)
2.
Equality in the Cauchy-Schwarz inequality is attained when yt − Ayt−1 =
K(AN−t)T c, t = 1, . . . , N , for any constant K ∈ R. This holds when
yt = K
(
t−1∑
i=0
Ai(AT )i
)
(AN−t)T c = KΣt(A
N−t)T c, for t = 1, . . . , N,
where Σt is defined as in section 3.1. By choosing K = 1/(|c
TΣNc|), we get
|cTyN | = 1. Thus, we have now shown that
inf
|cT yN |≥1,
y0=(0,...,0)T
1
2
N∑
t=1
(yt − Ayt−1)
T (yt −Ayt−1) =
1
2
∑N
t=1 c
TAN−t(AT )N−tc
=
1
2cTΣNc
.
Since Σt =
∑t−1
i=0A
i(AT )i and
cTΣtc = c
TΣt−1c+ c
TAt−1(At−1)T c ≥ cTΣt−1c ∀t = 2, . . . ,M,
{cTΣtc}t≥1 is a positive and increasing sequence. It follows, that
inf
1≤N≤M
1
2cTΣNc
=
1
2cTΣMc
,
and we have shown that
lim sup
ε→0
ε2 logEx0τ ≤
1
2cTΣMc
.
Since this inequality holds for any integer M ≥ 1, we actually have
lim sup
ε→0
ε2 logEx0τ ≤
1
2cTΣ∞c
, (12)
and the proof is finished.
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Lemma 3.4. For {Xεt }t≥0 and τ as in Theorem 3.2, we have
lim inf
ε→0
ε2 logE(0,...,0)T (τ) ≥
1
2cTΣ∞c
,
where E(0...,0)T denotes that the starting point of the process is x0 = (0, . . . , 0)
T .
Proof: For each t ≥ 1, cTXεt has a univariate normal distribution with
mean zero (since x0 is now chosen to be the zero vector) and variance
Var(cTXεt ) = ε
2cTΣtc. In the proof of lemma 3.3, we showed that {c
TΣtc}t≥1
is an increasing sequence, and thus we have
Var(cTXεt ) ≤ ε
2cTΣ∞c ∀t ≥ 1.
The statement of the lemma then follows immediately from theorem 2.2.
We illustrate the result in theorem 3.2 by simulating a bivariate process
{Xεt }t≥0, where
Xεt = AX
ε
t−1 + εξt,
where Xεt = (X
ε
t,1, X
ε
t,2)
T ∈ R2 ∀t ≥ 1, X0 = (0, 0)
T , {ξt}t≥1 is an i.i.d. se-
quence of bivariate standard normal random variables andA =
(
0.8 1
0 0.5
)
.
Since the eigenvalues of A (0.8 and 0.5) are less than one in absolute value,
the process has a stationary distribution. Let c = (1, 1)T and consider the
exit time τ = min{t ≥ 1 : |Xεt,1 + X
ε
t,2| ≥ 1}. The matrix Σ∞ is calculated
from equality 9. We get
Σ∞ =
(
925
81
10
9
10
9
12
9
)
.
Theorem 3.2 says that limε→0 ε
2 logEτ = 1/(2cTΣ∞c) = 81/2426 ≈ 0.03339.
We use the statistical programming package R to simulate paths of the pro-
cess for a few values of ε. For each value of ε, 100 paths are simulated and
the mean exit time is calculated. The results are shown in table 1. For
ε = 0.12, the mean exit time is around 84, while it is around 6 000 000 for
ε = 0.05. Naturally, the simulations become more and more time-consuming
as ε decreases and the mean exit time increases.
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ε 0.12 0.10 0.08 0.07 0.06 0.05
ε2 logEτ 0.0639 0.0554 0.0473 0.0434 0.0415 0.0389
Table 1: Simulation of a bivariate autoregressive process
4 Exit times for the autoregressive process of
order n
We will now use the methods in section 2 for the univariate autoregressive
process of order n with normally distributed noise.
4.1 The autoregressive process of order n
The autoregressive process of order n is defined as the process {Xεt }t≥0, where
Xεt = b1X
ε
t−1 + . . .+ bnX
ε
t−n + εξt, X
ε
0 = x0, . . . , X
ε
n−1 = xn−1. (13)
Here Xεt ∈ R ∀t ≥ 0, b1, . . . , bn are real parameters, ε is a positive parameter
and {ξt}t≥n is an i.i.d. sequence of standard normal (univariate) random
variables. We consider the exit time from the interval (−1, 1), that is,
τ(−1,1) = min{t ≥ n : |X
ε
t | ≥ 1}. (14)
The process can actually be seen as a multivariate process. Let Y εt :=
(Xεt , . . . , X
ε
t−n+1)
T ∀t ≥ n − 1. Then {Y εt }t≥n is a multivariate process that
satisfies
Y εt = BY
ε
t−1 + ε(ξt, 0, . . . , 0)
T for t ≥ n, Y εn−1 = (xn−1, . . . , x0)
T ,
where
B =


b1 b2 · · · bn
1 0 · · · 0
0
. . . 0 0
0 · · · 1 0

 .
This process is similar to but not exactly like the multivariate autoregressive
process that we considered in section 3. For each t ≥ n, Y εt has a multivariate
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normal distribution with mean EY εt = B
t−n+1(xn−1, . . . , x0)
T and covariance
matrix ε2Σt, where Σt is given by
Σt = BΣt−1B
T + (1, 0, . . . , 0)T (1, 0, . . . , 0) for t ≥ n + 1,
Σn = (1, 0, . . . , 0)
T (1, 0, . . . , 0),
or by the sum
Σt =
t−n∑
k=0
Bk(1, 0, . . . , 0)T (1, 0, . . . , 0)(BT )k.
Throughout this section, we make the assumption that b1, . . . , bn are such
that all eigenvalues of the matrix B have absolute values less than one. Then
the process {Y εt }t≥n−1 has a stationary distribution which is normal with the
zero vector as mean and covariance matrix ε2Σ∞, where
Σ∞ = BΣ∞B
T + (1, 0, . . . , 0)T (1, 0, . . . , 0), or
Σ∞ =
∞∑
k=0
Bk(1, 0, . . . , 0)T (1, 0, . . . , 0)(BT )k.
This implies that the original univariate process {Xεt }t≥0 has a stationary
distribution which is normal with mean zero and variance ε2σ2, where σ2 is
given by
σ2 =
∞∑
k=0
(Bk11)
2, (15)
where Bk11 denotes the element at the first row and the first column of the
matrix Bk.
4.2 Exit times from an interval
Under the assumption that the starting points x0, . . . , xn−1 are zeroes, we
have the following result for the exit time τ(−1,1):
Theorem 4.1. For the autoregressive process {Xεt }t≥0 of order n, and the
exit time τ(−1,1),
lim
ε→0
ε2 logE(0,...,0)τ(−1,1) =
1
2σ2
,
assuming that all eigenvalues of B are less than one in absolute value, and
that x0 = . . . = xn−1 = 0.
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Proof: We use the large deviation principle to get an upper bound of the
limit. The logarithmic moment generating function of (ξ, 0, . . . , 0)T , where ξ
is a standard normal random variable, is
Λ(λ) = logE(eλ1ξ) =
λ21
2
,
where λ = (λ1, . . . , λn)
T . Thus, the Fenchel-Legendre transform of Λ(λ) is
Λ∗(z) = sup
λ∈Rn
(λT z − Λ(λ)) =
{
z21
2
, if z2 = . . . = zn = 0
∞, otherwise.
,
where z = (z1, . . . , zn)
T ∈ Rn. Crame´r’s theorem (see for example [1])
now gives us that the family of probability measures induced by the fam-
ily {ε(ξ, 0, . . . , 0)T} satisfies the large deviation principle with rate of speed
ε2 and rate function Iε(ξ,0,...,0)T (z) = Λ
∗(z), z ∈ Rn. By theorem 2.1, the large
deviation principle then holds for the family of probability measures induced
by {Y εt }t≥n−1 with rate of speed ε
2 and rate function
I(yn−1, yn, . . .) = inf
zt∈Rn
yt=Byt−1+zt, t≥n
yn−1=(xn−1,...,x0)T
∞∑
t=n
Iε(ξ,0,...,0)T (zt)
=


1
2
∑∞
t=n((yt − Byt−1)1)
2 if (yt − Byt−1)k = 0
∀k = 2, . . . , n, ∀t ≥ n
and yn−1 = (xn−1, . . . , x0)
T
∞, otherwise,
where yn−1, yn, . . . ∈ R
n and (yt − Byt−1)k denotes the k:th element of the
vector yt − Byt−1. We now proceed as in the multivariate autoregressive
case. This time, we consider exits from the set Ω = {x ∈ Rd : |cTx| < 1}
for the vector c = (1, 0, . . . , 0)T . For this Ω, infyn−1∈Ω Pyn−1(τ(−1,1) ≤ M) =
P(0,...,0)T (τ(−1,1) ≤M) and
lim
ε→0
ε2 logP(0,...,0)T (τ(−1,1) ≤M) = − inf
maxn≤t≤M |c
T yt|≥1
yn−1=(0,...0)T
I(yn−1, yn, . . .)
= − inf
n≤N≤M
( inf
|cT yN |≥1
yn−1=(0,...,0)T
I(yn−1, yn, . . .)),
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where
inf
|cT yN |≥1
yn−1=(0,...,0)T
I(yn−1, yn, . . .) = inf
|cT yN |≥1
yn−1=(0,...,0)T
(yt−Byt−1)k=0, 2≤k≤n,∀t≥n
1
2
N∑
t=n
(yt − Byt−1)
T (yt − Byt−1).
(16)
As in the multivariate autoregressive case, one can use the Cauchy-Schwarz
inequality to show that the sum on the right hand side in equality 16 is
larger than or equal to 1/(2cTΣNc), where ΣN is defined as in section 4.1.
Equality is achieved for yt = KΣt(B
N−t)T c, t = n, . . . , N where the choice
of K = 1/(|cTΣNc|) gives |c
TyN | = 1. It is easy to check that this sequence
{yt}
N
t=n indeed satisfies (yt − Byt−1)k = 0 for k = 2, . . . , n and t = n, . . .N .
Thus, we get
inf
|cT yN |≥1
yn−1=(0,...,0)T
(yt−Byt−1)k=0, 2≤k≤n,∀t≥n
1
2
N∑
t=n
(yt − Byt−1)
T (yt −Byt−1) =
1
2cTΣNc
,
which implies that
lim
ε→0
ε2 logP(0,...,0)T (τ(−1,1) ≤M) = −
1
2cTΣMc
.
Inequality 5 now gives us that lim supε→0 ε
2 logE(x0,...,xn−1)τ(−1,1) ≤ 1/(2c
TΣMc),
and since this holds for any M ≥ n, we may substitute Σ∞ for ΣM . Since
c = (1, 0, . . . , 0)T , cTΣ∞c = σ
2, and we have
lim sup
ε→0
ε2 logE(x0,...,xn−1)τ(−1,1) ≤
1
2σ2
. (17)
Thus, we have the desired upper bound for any starting points x0, . . . , xn−1 ∈
(−1, 1). For the corresponding lower bound, we make the additional assump-
tion that x0 = . . . = xn−1 = 0. Then X
ε
t has a normal distribution with mean
zero and variance
σ2t =
t−n∑
k=0
(Bk11)
2 ≤ σ2.
Theorem 2.2 then immediately gives us
lim inf
ε→0
ε2 logE(0,...,0)τ(−1,1) ≥
1
2σ2
. (18)
16
The upper and lower bounds in inequalities 17 and 18 together imply that
lim
ε→0
ε2 logE(0,...,0)τ(−1,1) =
1
2σ2
, (19)
and the proof is finished.
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