Abstract: A large class of strongly nonlinear conservative oscillators subject to a delayed feedback are modeled mathematically by second-order delay differential equations. Recent applications include the control of crane oscillations and lasers subject to optoelectronic feedback. We apply the method of averaging in the case of weak damping and weak feedback and determine the bifurcation diagram of the limit-cycle solutions. We find that the coexistence of a stable equilibrium with one or several stable periodic solutions is unavoidable if the delay is sufficiently large.
INTRODUCTION
Many problems of physical interest are concerned with the motion of strongly nonlinear conservative oscillators. Subject to a small external perturbation, the amplitude of the oscillator and the frequency of the oscillations may change appreciably over a long time. Through the years, a number of specialized techniques have evolved to analyze these oscillatory problems (Kevorkian and Cole, 19811 Drazin, 19921 Verhulst, 2005) . Applications include the weakly damped pendulum, satellite motion, the restricted three body problems in celestial mechanics Cole, 1981, 1996) , and the laser relaxation oscillations (Weiss, 19911 Erneux, 2000) . Mathematically, we are confronted with second-order nonlinear differential equations of the form y 11 2 f 1y2 2 3g1y4 y 1 2 3 04
where prime means differentiation with respect to time. The nonlinear function f 1y2 verifies the condition f 1y2 3 dV5dy where the potential V 1y2 admits periodic solutions. The term 3g is an arbitrary perturbation that represents weak damping. Averaging techniques valid in the limit 3 small have been developed for the class of problems described by equation 1 and equations have been derived that accurately describe the change of energy and phaseangle over time (Bourland and Haberman, 19881 Bourland et al., 1991) . In this paper, we are concerned about the additional effect of a weak delayed feedback. Instead of equation 1, we now consider the following second-order delay differential equation (DDE)
where k measures the feedback strength, y 6 5 y1t 6 6 24 and y 1 6 5 y 1 1t 6 6 27 If 3 3 04 k is considered as a small parameter. If 3 7 3 04 we scale k as k 3 3k 1 where k 1 3 O112 and investigate the limit of 3 small. The feedback is weak but the delay 6 can take any value. Such problems have appeared in the recent literature and model container cranes and lasers. Their bifurcations have been studied analytically and numerically for specific cases (Pieroux et al., 19941 Pieroux and Erneux, 19961 Erneux and Kalmár-Nagy, 2007) and have led to two main observations. First, a linearly stable equilibrium solution does not prevent the coexistence with a stable time-periodic attractor. Second, the number of coexisting branches of time-periodic solutions increases as the delay 6 increases. The first point implies that a nonlinear stability analysis of the equilibrium solution is needed if our goal is to design a safe control. The second point suggests that several stable time-periodic states may coexist for sufficiently high delay and could be available for applications requiring pulsating sources with different frequencies.
The main objective of this paper is to demonstrate that the period of the oscillations of the free conservative oscillator satisfying
determines the branching properties of the limit-cycle solutions of equation 2 as k 8 0 or 3 8 0 1k 3 3k 1 2. Two recent applications described by the DDE 2 have raised considerable interest and motivate our mathematical analysis. The first application emerged in the mechanical engineering community where a delayed control is designed for container cranes. The second application concentrates on semiconductor lasers controlled by a delayed feedback. These applications are briefly described below. Gantry cranes are used for moving objects within shipyards, ports, railyards, factories, and warehouses. It is important for the crane to move payloads rapidly and smoothly but if the gantry moves too fast the payload may start to sway. During the last four decades, different strategies of controlling payload oscillations without including the operator in the control loop have been investigated. A control strategy based on a time-delayed position feedback of the payload cable angles has recently been developed (Henry et al., 20011 Masoud et al., 2003 , 2005 . The efficiency of this technique was investigated by either numerical simulations of detailed mathematical models or by experiments in the laboratory (Henry et al., 20011 Nayfeh et al., 2005) . In (Erneux and Kalmár-Nagy, 2007), we have analyzed the possible bifurcations of a crane-payload system subject to a delayed control. The payload oscillations were described by a simple pendulum model with angle y. We assumed that the cable is inextensible or its length is slowly varying compared to the time scale of the payload oscillations. Using the Lagrangian approach with Rayleigh dissipation we derived the following equations of motion:
1 tan1y2 2 8 y 12 sin1y2 2 k1y1t 6 6 2 6 12 2 3 04 (4) where 3 is the dimensionless friction coefficient and 8 5 m5M is the ratio of the payload and trolley masses. The main objective of the analysis of equation 4 was to determine the linear and nonlinear stability properties of y 3 0 in terms of k and 6 . If 8 8 04 we recover the classical pendulum equation with a delayed feedback. The simplest lasers subject to a delayed feedback are those where the phase of the laser field only plays a passive role. The intensity of the laser field and the carrier density then become the only dependent variables. Such a feedback system can be realized if the intensity of the laser field is detected electronically, amplified, and then reinjected into the pumping current of the laser (Xia et al., 2007) . The laser equations can then be reformulated as a second-order differential equation for y 3 ln1I 5P2 where I represents the intensity of the laser field and P 9 0 is the pumping current above threshold (Pieroux et al., 19941 Pieroux and Erneux, 19961 Pieroux et al., 2000) . This equation is given by y 11 6 1 2 exp1y2 2 3y
The first three terms in equation 5 describe the laser conservative oscillations called the "laser relaxation oscillations". The term multiplying 3 and the last term describe the natural damping of the relaxation oscillations and the delayed feedback, respectively. For typical values of the original laser parameters 3 9 0702 and 6 9 45, meaning weak damping but a relatively large delay. The plan of the paper is as follows. Sections 2 and 3 are devoted to the bifurcation analysis of equation 2 for the cases 3 3 04 k 8 0 and k 3 O1324 3 8 04 respectively. In Section 4, we discuss the engineering relevance of our results and the averaging technique that we have used.
BIFURCATION ANALYSIS (3 3 02
Without loss of generality, the dependent variable y is defined so that f 1y2 3 y as y 8 0. We denote by y 3 y 0 1t2 the P-periodic solution of the conservative equation 3. In order to determine the effect of the small dissipative terms in equation 2, we apply averaging methods Cole, 1981, 1996) . To this end, we formulate the equation for the energy E 5 1 2 y 12 2 V 1y2 where V 1y2 is the potential verifying dV5dy 3 f 1y27 After differentiating E with respect to time t and using equation 2, we find the following equation for E:
In this section, we consider the case 3 3 0 (no damping) and analyze the limit k 8 0 (weak feedback)7 In this limit, a bounded solution for E requires the averaging condition (solvability condition) This condition implies a specific relation between the period P of y 0 1t2 and the delay 6 7 Since the period continuously changes with the amplitude of y 0 1t2 (see Figure 1) , equation 7 is a bifurcation equation that relates amplitude and the bifurcation parameter 6 .
We may further progress analytically if we specify the parity of the function h with respect to y, y 6 and y 1 6 7 If h is the Pyragas delayed feedback (Pyragas, 1992) defined by h 5 y 6 6 y4 (8) the integral condition 7 admits the simple solution 6 3 n P52 1n 3 04 14 24 77727
This can be explained as follows. First, we note that the integral 4 P 0 y 0 y 1 0 dt 3 4 y 0 dy 0 3 07 Second, we may redefine time t such that y 1 0 1t2 is an odd function of t (see Figure 2) . If y 1 0 1t2 is an odd function of t, y 0 1t2 is an even function of t on the interval 6P52 t P52. Because y 0 1t 6 n P522 is also an even function of t, the integral 4 P 0 y 0 1t 6 n P522y 1 0 dt is an integral of an odd periodic function over one period and is equal to zero.
If n 3 0, equation 9 implies 6 3 0 for all amplitudes (the Hopf bifurcation is said to be "vertical") and the effect of damping (3 7 3 0) needs to be analyzed since it may modify the Hopf branch in an 6 3 O132 layer. However, if k is restricted to be small, the equilibrium solution is always stable (see the Appendix). If n 7 3 04 equation 9 provides the leading approximation of the amplitude of the periodic solutions as a function of 6 7 If P is a monotonic increasing function of the amplitude of y 0 as in Figure 1 , we deduce from equation 9 that the bifurcating periodic solutions only exist for 6 9 6 n where 6 n 5 n 1n 3 04 14 24 7772 (10)
are Hopf bifurcation points with period P 3 27 In Figure 3 , we show the successive branches of periodic solutions satisfying condition 9. Their stability properties (broken and full lines) are anticipated from the stability of y 3 0 (see the Appendix) and ignore higher order bifurcation points.
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From equation 6, the condition for bounded energy now leads to a relation between k and 3 of the form 
We recognize the left-hand side of equation 7 in the denominator of equation 11. Condition 7 implies that this denominator can be zero at specific amplitudes where the period P and the fixed delay 6 exactly satisfies equation 7. Since we know that several solutions with different periods may coexist for the same value of 6 (see Figure 3) , we expect that the bifurcation diagram y M as a function of k will exhibit several horizontal asymptotes. This then means that isolated branches of periodic solutions may coexist with the Hopf bifurcation branch. shown in Figure 4 correspond to (1) P 3 26 4 (2) P 3 6 4 and (3) P 3 26 53. Using the fact that P 3 4K 1m2 where K 1m2 is the complete elliptic integral of the first kind and m 5 sin 2 1y M 522 (Abramowitz and Stegun, 1972) , we find (1) y M 9 4 (2) y M 9 27724 and (3) y M 9 17897 These values agree with the values of y M corresponding to 6 3 12 in Figure  3 . The bifurcation diagram indicates that the equilibrium solution is stable and unique only in a small neighborhood of k 3 0.
DISCUSSION
The bifurcation equations 7 and 11 are the main results of this paper. They provide the bifurcation diagrams of the time-periodic solutions of the class of DDEs formulated by equation 2 in the limit of weak damping and weak feedback. Equation 7 (no damping) indicates that the period of the conservative oscillator and its dependence with respect to the amplitude of the oscillations determines the branching properties of the limit-cycle solutions. Equation 11 shows that several branches of periodic solutions may coexist through either bifurcating or isolated branches of solutions. Equation 11 combines the averaged effects of damping and feedback. From this equation, we could design the control function h in order to obtain a desired bifurcation diagram. This can be realized by solving the integrals in equation 11 numerically with different h.
The application of the averaging technique was straightforward because we have limited our analysis to first order. Our results do not provide information on the basins of attraction of the stable periodic states. However, the method of averaging may solve the initial value problem by deriving equations for the slow change of energy and phase angle. This method requires a reformulation of equation 2 in standard form as well as a higher order analysis (Bourland et al., 1991) . Multiple-time scale methods appropriate for small-amplitude solutions could also be used to investigate the small-amplitude solution. These techniques have proven to be very useful if the delay is large (i.e. 36 3 O112 or larger) (Pieroux et al., 2000) . 
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APPENDIX. STABILITY OF THE ZERO SOLUTION
From the real part of equation A3, we conclude that the equilibrium solution y 3 0 is stable (unstable) if k sin16 2 0 (k sin16 2 9 027 (A4)
The critical points 6 3 6 n 5 n 1n 3 04 14 24 772 denote Hopf bifurcation points. If 3 7 3 0 and k 3 3k 1 4 we seek a solution of equation A1 of the form
and obtain 3 i 5 1 2 3k 1 2 1cos16 2 6 12 6 2 3 2 1k 1 sin16 2 6 12 2 O13 2 27 (A6)
From the real part of equation A6, we conclude that the equilibrium solution is stable (unstable) if k 1 sin16 2 6 1 0 1k 1 sin16 2 6 1 9 027 (A7)
Note that if 6 3 O132 the equilibrium solution is always stable.
