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The description of almost periodic or quasiperiodic structures has a
long tradition in mathematical physics, in particular since the dis-
covery of quasicrystals in the early 80’s. Frequently, the modelling
of such structures leads to different types of dynamical systems
which include, depending on the concept of quasiperiodicity being
considered, skew products over quasiperiodic or almost periodic
base ﬂows, mathematical quasicrystals or maps of the real line
with almost periodic displacement. An important problem in this
context is to know whether the considered system is semicon-
jugate to a rigid translation. We solve this question in a general
setting that includes all the above-mentioned examples and also
allows the treatment of scalar differential equations that are al-
most periodic both in space and time. To that end, we study a
certain class of ﬂows that preserve a one-dimensional foliation and
show that a semiconjugacy to a minimal translation ﬂow exists if
and only if a boundedness condition, concerning the distance of
orbits of the ﬂow to those of the translation, holds.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
A classical topic in the theory of dynamical systems is the study of cohomological equations. For
minimal base transformations, the well-known Gottschalk–Hedlund Theorem states that the existence
of continuous solutions is equivalent to the boundedness of the associated cocycle.
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(t, x) → Φt(x) is a minimal ﬂow with time T = Z or R, ρ ∈ R and α :T × Ω → R, (t, x) → αt(x) is a
continuous cocycle over Φ , that is,
αs+t(x) = αs
(
Φt(x)
)+ αt(x). (1.1)
Then the cohomological equation
αt = γ − γ ◦Φt + tρ ∀t ∈ T (1.2)
has a continuous solution γ :Ω → R if and only if there exists x ∈ Ω such that supt∈T |αt(x) − tρ| < ∞.
Moreover, in this case γ can be deﬁned by
γ (x) = limsup
t→∞
αt(x)− tρ. (1.3)
If Φ is not minimal, then (1.3) yields at least a bounded solution of (1.1).
A closely related question is that of the existence of a semiconjugacy, also called a factor map,
from a given map to a rigid translation. For example, suppose f is an orientation-preserving home-
omorphism of the circle S1 = R/Z with lift F :R→ R, and ρ = limn→∞(Fn(x) − x)/n is the rotation
number of f . We say a continuous onto map h :T1 → T1 is a semiconjugacy from f to the rotation Rρ
with angle ρ if there holds h ◦ f = Rρ ◦h. Writing h(x) = x+ γ (x)mod1 with continuous γ :T1 →R,
it is easy to see that h is a semiconjugacy if γ is a solution of the cohomological equation (1.2) with
Φn(x) = Fn(x) and αn(x) = Fn(x) − x. In comparison to the Gottschalk–Hedlund Theorem, it is note-
worthy that this equation always has a continuous solution provided that ρ is irrational, so that Rρ is
minimal, independent of any minimality assumption on f . This is the main content of the celebrated
Poincaré Classiﬁcation Theorem.
Theorem 1.2 (Poincaré). Suppose f is an orientation-preserving homeomorphism of the circle with lift
F :R → R. Then the limit ρ(F ) = limn→∞(Fn(x) − x)/n exists and is independent of x ∈ R. Furthermore,
there holds:
(i) ρ(F ) is rational if and only if f has a periodic orbit.
(ii) ρ(F ) is irrational if and only if f is semiconjugate to the irrational rotation Rρ(F ) .
The core part of this result is the existence of a semiconjugacy to an irrational rotation in (ii).
In general, we call the task of ﬁnding equivalent conditions for the existence of a semiconjugacy to
a given minimal translation the semiconjugacy problem. (Here ‘translation’ will be understood in a
broad sense, made precise below.) Recently, the authors have independently made some progress on
this question. In [9], a Poincaré-like classiﬁcation is given for skew products on the two-torus over
irrational rotations (so-called quasiperiodically forced circle homeomorphisms). For maps on mathe-
matical quasicrystals, a similar classiﬁcation was obtained in [1]. While in both situations strong use
is made of the order-preserving properties of the considered systems, corresponding to the existence
of a one-dimensional foliation that is preserved by the dynamics, the methods employed are quite
different.
In order to obtain a uniﬁed proof of these results, we introduce a general setting below that also
allows to treat a number of other system classes, including minimally forced circle homeomorphisms,
increasing maps on the real line with almost periodic displacement (see [12]) and scalar differential
equations with almost periodicity both in space and time. All these different types of systems have
been studied rather independently in the literature so far. The proposed framework should allow their
study from a more global point of view and to identify similarities and differences between them. To
that end, we provide some structure results for our general class of ﬂows, which identify important
subcases to which some of the above examples can be associated.
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on Ω and ω :T×Ω → Ω , (t, x) → ωt(x) is a ﬂow with discrete or continuous time (that is, T= Z or
T=R) which commutes with ϕ , that is,
ωs(x	 t) = ωs(x)	 t. (1.4)
We say ρ ∈R is (ϕ,ω)-irrational if the translation ﬂow
T ρ : (t, x) → T ρt (x) = ωt(x)	 tρ (1.5)
is minimal. Otherwise we say that ρ is (ϕ,ω)-rational. Now, assume that τ :T× Ω → R is a contin-
uous function that satisﬁes
τs+t(x) = τs
(
ωt(x)	 τt(x)
)+ τt(x), (1.6)
so that
Φ = Φϕ,ω,τ :T×Ω → Ω, (t, x) → Φt(x) = ωt(x)	 τt(x) (1.7)
deﬁnes a ﬂow with time T on Ω . We call ω transversal action and τ translation function of Φ .
An interpretation of the structure of (1.7) is that there is a one-dimensional foliation on Ω given by
the orbits of ϕ , and the ﬂow Φ preserves this foliation in the sense that leaves ϕR(x) = {ϕt(x) | t ∈R}
are send to leaves ϕR(ωt(x)) by Φt . We will further require Φ preserves the order on these leaves,
which amounts to say that
s + τt(x	 s)  τt(x) ∀x ∈ Ω, t ∈R, s 0. (1.8)
(See Remark 1.5 below.) If the limit
ρ(Φ) = lim
t→∞τt(x)/t (1.9)
exists and is independent of x ∈ Ω , we call it the translation number of Φ . Further, we say Φ has
bounded mean motion if there exists a constant C > 0 such that
∣∣τt(x)− tρ(Φ)∣∣ C ∀x ∈ Ω, t ∈ T. (1.10)
Theorem 1.3. Suppose ρ(Φ) is (ϕ,ω)-irrational. Then the cohomological equation
τt(x) = γ (x)− γ ◦Φt(x)+ tρ(Φ) (1.11)
has a continuous solution γ :Ω →R if and only if Φ has bounded mean motion. In this case, the map
h(x) = x	 γ (x) (1.12)
provides a semiconjugacy from Φ to the translation ﬂow T ρ(Φ) , that is, h ◦ Φt = T ρ(Φ)t ◦ h for all t ∈ T.
Moreover, h can be chosen to be order-preserving on the leaves ϕR(x), x ∈ Ω , that is, (1.8) holds with τ = γ .
A further immediate consequence we obtain from the proof in Section 2 is the following.
Corollary 1.4. Under the assertions of Theorem 1.3 the ﬂow Φ has a unique minimal set.
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detail in Section 4. We close the introduction with a remark on (1.8) and the order-preservation on
the leaves.
Remark 1.5. We call ϕR(x) the leaf of x and say the leaf is periodic if there exists t0 > 0 with
ϕt0 (x) = x. The natural order on R, respectively R/t0Z, induces a canonical order on ϕR(x). If the leaf
is aperiodic, that is, ϕt(x) 
= x for all t 
= 0, then this order is linear and given by x y: ⇔y = x 	 t
for some t  0. When the leaf is periodic with period t0, then the order is circular and is declared
by x y  z being equivalent to the existence of 0 s  t  t0 with y = x 	 s and z = x 	 t (y lies
between x and z in positive direction). In both cases, (1.8) implies that the ﬂow Φ preserves the order
on the leaves, that is, x y  z implies Φt(x)Φt(y)Φt(z) for all t ∈ T.
Given y ∈ ϕR(x), we write [x, z] = {y ∈ ϕR(x) | x  y  z} to denote intervals in the leaves with
respect to the canonical ordering.
2. Proof of Theorem 1.3
Due to (1.6) the function τ is a cocycle over the ﬂow Φ , that is,
τs+t(x) = τs
(
Φt(x)
)+ τt(x). (2.1)
By (1.10) and the Gottschalk–Hedlund Theorem
γ (x) = limsup
t→∞
(
τt(x)− tρ
)
(2.2)
deﬁnes a bounded solution γ :Ω →R of the cohomological equation (1.11), such that the restriction
of γ to every minimal set is continuous. As a consequence, the map h(x) = x	 γ (x) satisﬁes
h ◦Φt = T ρ(Φ)t ◦ h ∀t ∈ T. (2.3)
Moreover, (2.2) and (1.8) imply that
γ (x	 s) = limsup
t→∞
(
τt(x	 s)− tρ
)
 limsup
t→∞
(
τt(x)− tρ
)− s γ (x)− s, s 0, (2.4)
which means that h also preserves the order on leaves (see Remark 1.5). It remains to show that γ is
continuous on all of Ω .
In order to do so, ﬁx any minimal set M and let ρ = ρ(Φ). Since γ|M is continuous, h|M is con-
tinuous as well. Due to (2.3) the set h(M) is T ρ -invariant, so that by (ϕ,ω)-irrationality of ρ we
have h(M) = Ω . Given x ∈ Ω , we let RM(x) = {t ∈ R | x 	 t ∈ M}. Since γ is bounded and h maps
x 	 R ∩ M onto x 	 R, the set RM(x) is relatively dense and the size of its maximal gap is at most
2 supx∈Ω |γ (x)|. Given x ∈ M , deﬁne
t+(x) = inf{t  0 | x	 t ∈ M}, t−(x) = sup{t  0 | x	 t ∈ M}, (2.5)
x+ = x	 t+(x) and x− = x	 t−(x). (2.6)
Then t+ and t− are bounded and due to the compactness of M the function t+ is lower semi-
continuous and t− is upper semi-continuous. Furthermore, since h preserves the order on the leaves
and maps x	R∩ M onto x	R, it must be constant on the interval [x−, x+], that is,
h
(
x−
)= h(x+)= h(x) = h(x′) ∀x′ ∈ [x−, x+]. (2.7)
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γ (x) = γ (x±)+ t±(x). (2.8)
Fix x ∈ Ω and suppose x′n is a sequence in Ω converging to x. Let xn be a subsequence of x′n such that
γ (xn) converges. Let t+n = t+(xn) and t−n = t−(xn). Taking a subsequence again if necessary, we may
assume that t+n → s+ , t−n → s− , x+n → y+ and x−n → y− as n → ∞. We have y+ = x	 s+ , y− = x	 s−
and, since x±n ∈ M , the points y+ and y− also belong to M . By deﬁnition of t± , we therefore have
s+  t+ and s−  t− . Further
lim
n→∞γ (xn)
(2.8)= lim
n→∞γ
(
x+n
)+ t+n = γ (y+)+ s+ = γ (x	 s+)+ s+  γ (x), (2.9)
where the last inequality is due to s+  t+ , (2.4) and (2.8). In the same way, we get limn→∞ γ (xn) =
γ (y−) + s−  γ (x), which implies limn→∞ γ (xn) = γ (x). This argument shows that any convergent
subsequence of γ (x′n) has limit γ (x), and since γ is bounded, we get limn→∞ γ (x′n) = γ (x). Since x
and x′n were arbitrary, this shows the continuity of γ .
Proof of Corollary 1.4. Suppose for a contradiction that M1 and M2 are two different minimal sets
of Φ . Then M1 ∩ M2 = ∅ by minimality, so that M2 ⊆ Mc1. Since M1 is compact, the set ϕR(x) ∩
Mc1 consists of an at most countable union of open segments in ϕR(x), each of which is mapped
to a single point by h (see (2.7)). However, this means that h(ϕR(x) ∩ M2) is at most countable,
contradicting the fact that h(ϕR(x)∩ M2) = ϕR(x) since h(M2) = Ω . 
3. Two structure results
In this section, we study the structure of the joint action of ϕ and ω and the implications for Φ .
In particular, we concentrate on some situations where the general setting introduced above reduces
to a simpler one. As a standing assumption, we assume the minimality of the joint R×T-action of ϕ
and ω. Note that otherwise no (ϕ,ω)-irrational numbers can exist.
Given an ω-minimal set W , a skew product circle ﬂow on W × T1 over ω is a ﬂow F :T× W ×
T
1 → W ×T1 of the form (see also Section 4.1)
Ft(x, θ) =
(
ωt(x), f
x
t (θ)
)
.
Our aim is to show that if ϕ has a periodic leaf, then Φ ‘almost’ reduces to a skew product circle
ﬂow.
Proposition 3.1. Suppose that the joint action of ϕ andω is minimal, and that ϕ has a periodic leaf. Then there
exist an ω-minimal set W and a skew product ﬂow Ψ on W ×T1 over ω which is a ﬁnite-to-one extension of
the ﬂow Φ deﬁned in (1.7).
Further, there exists a continuous lift Ψˆ :T × W × R → W × R of Ψ whose displacement function
τ˜t(x, s) = π2(Ψˆt(x, s))− s is a scalar multiple of τ ◦ g ◦ p, where g :W ×T1 → Ω is the ﬁnite-to-one factor
map and p :W ×R→ W ×T1 is the canonical projection.
Note that the second part of the statement implies that for all questions related to the translation
number, one may equivalently consider Ψ instead of Φ .
In order to prove the above statement, we start with some general considerations. First, given any
closed set W , we deﬁne its invariant group HW as
HW := {ρ ∈R | W 	 ρ = W }.
From the continuity of ϕ , it is clear that HW is a closed subgroup of R. This means that HW is either
trivial, R, or a lattice in R.
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of R such that HW = H for all (non-empty) ω-minimal sets W .
Proof. Fix a (non-empty) ω-minimal set W and set H = HW . We deal with the three possible cases
for H separately.
First, suppose that H = R. Then W is invariant for the joint action. Since this action is minimal,
it follows that W = X and therefore there is only one non-empty ω-minimal set, from which the
conclusion is direct.
Second, suppose H is a lattice, that is, H = s0Z for some s0 > 0. On one hand, due to the continuity
of ϕ we have that
Y =
⋃
t∈[0,s0)
W 	 t
is closed. Since it is also invariant for the joint action, it follows that Y = X . On the other hand, it is
easy to see that W 	 t is an ω-minimal set for every t ∈ R. This implies that t − s ∈ s0Z whenever
W 	 t ∩ W 	 s is not empty. It follows that {W 	 t: t ∈ [0, s0)} is a partition of X into ω-minimal
sets. In particular, HW = s0Z for all ω-minimal sets W .
Finally, if HW = {0}, then for every ω-minimal set W ′ we have HW ′ = {0}. Indeed, if we suppose
otherwise, then by the above HW is either R or a lattice, which is absurd. 
We now focus on the case where H is a lattice, that is, H = s0Z. In this case, it turns out that ϕ is
conjugate to a suspension ﬂow, which we deﬁne as follows. Let σ :W → W , x → x	 s0. Note that σ
is continuous and commutes with ω|W . Let ∼σ be the smallest equivalence relation on W ×R that
satisﬁes (x, s+ks0) ∼σ (σ k(x), s) ∀(x, s) ∈ W ×R, k ∈ Z. We denote by [x, s]σ the equivalence class of
(x, s) ∈ W ×R with respect to ∼σ and let Wσ = W ×R/ ∼σ be the suspension space. Then we deﬁne
the suspension ﬂow ϕW ,σ on Wσ by ϕ
W ,σ
t [x, s]σ = [x, s + t]σ .
Now, it is easy to check that the map h :Wσ → Ω , h([x, s]σ ) = x	 s is a homeomorphism. Further,
we have h ◦ϕW ,σt ([x, s]σ ) = x	 (s+ t) = h([x, s]σ )	 t = ϕt ◦h([x, s]σ ), which means that h conjugates
ϕW ,σ and ϕ . We have thus obtained the following statement.
Corollary 3.3. If H is a lattice then, for every ω-minimal set W , the ﬂow ϕ is conjugate to the suspension ﬂow
ϕW ,σ deﬁned above.
As a consequence, we can also view the ﬂow Φ as a ﬂow on the suspension space Wσ . Namely,
let Φ˜ :Wσ × R → Wσ , Φ˜t([x, s]σ ) = [ω(x), s + τt(x 	 s)]σ . Then it is easy to check that h deﬁned
above conjugates Φ˜ and Φ .
Corollary 3.4. If H is a lattice, then the ﬂow Φ from (1.7) is conjugate to the ﬂow Φ˜ on the suspension
space Wσ .
We now turn to the situation where ϕ has a periodic leaf. In this case, all leaves are periodic.
Lemma 3.5. Suppose that the joint action of ϕ and ω is minimal and ϕ has a periodic leaf. Then all the leaves
of ϕ are periodic with the same period.
Proof. Suppose t is the period of a leaf ϕR(x), such that x 	 t = x. Since ω commutes with ϕ , it is
clear that ωs(x) 	 t = ωs(x). Hence, ω sends periodic leaves to periodic leaves. Fix any y ∈ X . Due to
the minimality of the joint action of ϕ and ω there exist sequences (tk)k∈N and (sk)k∈N in T such that
yk = ωtk (x) 	 sk converges to y. Since all yk are t-periodic, it follows that y 	 t = limk→∞ yk 	 t =
limk→∞ yk = y. From this, we easily obtain that all leaves have the same period. 
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all the orbits of ϕ are periodic with period t0. In particular we have W 	 t0 = W , which means that
HW is the lattice s0Z and t0 = ks0 for some k ∈ Z. Consequently, σ k is the identity map on W .
Now we deﬁne a ﬂow Ψˆ on W ×R by Ψˆt(x, s) = (ωt(x), s+ t−10 τt(x	 t0s)). Further, we let gˆ :W ×
R→ Ω be given by g(x, s) = x	 t0s. Then
gˆ ◦ Ψˆt(x, s) = ωt(x)	
(
t0s + τt(x	 t0s)
)
= ωt(x	 t0s)	 τt(x	 t0s) = Φt(x	 t0s) = Φt ◦ gˆ(x, s).
Hence, gˆ is a semiconjugacy from Ψˆ to Φ . Furthermore, Ψˆ projects to a skew product circle ﬂow
Ψ on W × T1 and gˆ factors to a map g : W × T1 → Ω . It is easy to check that this map g is a
ﬁnite-to-one factor map (or semiconjugacy) from Ψ to Φ . The fact that the displacement function of
the lift Ψˆ has the required form follows immediately from the above deﬁnition. 
Example 3.6. We exhibit a simple example where the factor map g in Proposition 3.1 is 2-to-1.
Consider Ω = T2, ρ an irrational number, ω(x, y) = (x+ ρ, y) and ϕt(x, y) = (x+ t/2, y + t). Then Φ
has the form
Φ(x, y) = (x+ ρ + τ (x, y)/2, y + τ (x, y)).
Clearly, the smallest period of ϕ is 2, but if we choose τ such that τ (x,0) = 0 for all x ∈ T1, then
W = T1 × {0} is ω-minimal due to the irrationality of ρ . On the other hand, it is easy to see that
HW = Z, which means that t0 = 2 and s0 = 1 and hence from the proof of Proposition 3.1 we have
that g is 2-to-1. Of course, it can be checked directly that the skew product
Ψ : (x, y) → (x+ ρ, y + τ (x, y)/2)
is a 2-to-1 extension of Φ with the semiconjugacy being:
π : (x, y) → (x+ y,2y).
A second situation in which the general setting simpliﬁes is when there exists an invariant leaf.
Proposition 3.7. Suppose that the joint action of ϕ and ω is minimal and that there is a ϕ-orbit that is
invariant by ω. Then there exists ρ ∈R such that ωt(x) = x	 tρ for all x ∈ X and t ∈ T.
Proof. Suppose ϕR(x) is ω-invariant. Given t ∈ T there exists ρ(t) ∈R such that ωt(x) = x	tρ(t). Due
the minimality of the joint action, for every y ∈ X we can ﬁnd sequences (tk)k∈N ⊂R and (sk)k∈N ⊂ Z
such that the sequence (yk)k∈N deﬁned by yk := ωtk (x) 	 sk converges to y. It follows from the
continuity of ω that ωt(yk) converges to ωt(y). Since the actions of ω and ϕ commute, we deduce
that
ωt(y) = lim
k→∞
ωt(yk)
= lim
k→∞
ωtk
(
ωt(x)
)	 sk = lim
k→∞
(
ωtk (x)	 tρ(t)
)	 sk
= lim
k→∞
(
ωtk (x)	 sk
)	 tρ(t) = y 	 tρ(t)
for all y ∈ Ω and t ∈ T, such that for all t ∈ T there exists a unique ρ(t) with ωt(y) = y 	 tρ(t)
∀y ∈ Ω . A simple compatibility check yields that ρ(t) is the same for all rational (or integer) t ∈ T. If
T= Z this completes the proof, otherwise the statement follows from the continuity of ω. 
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Before we turn to more sophisticated applications, let us indicate how the two classical exam-
ples mentioned in the introduction ﬁt into this framework. For the Gottschalk–Hedlund Theorem, we
choose T= Z and ϕt = IdΩ ∀t ∈ T. Thus Φ = ω, and in particular Φ is independent of τ . This implies
that every ρ ∈ R is (ϕ,ω)-irrational provided that ω is minimal. Hence, in this particular case, we
see that Theorem 1.3 is equivalent to Gottschalk–Hedlund Theorem.
In order to obtain part (ii) of the Poincaré Classiﬁcation Theorem we let Ω = T1, ϕt(x) =
x + tmod1 and choose ω to be trivial, that is, ωt = IdΩ ∀t ∈ T = Z. Further, given t ∈ Z we choose
τt(x) = F t(x) − x, where F :R → R is a lift of the orientation-preserving circle homeomorphism f .
Then Φ and T ρ with ρ = ρ(Φ) = ρ(F ) are given by their time-one maps Φ1 = f and T ρ1 = Rρ . Fur-
ther, |F t(x)− x− tρ| 1 ∀x ∈R, t ∈ Z (see, for example, [10]). Hence, when ρ is irrational, such that
T ρ is minimal, then Theorem 1.3 provides the required semiconjugacy from f to Rρ .
We now want to apply Theorem 1.3 to some important classes of examples. The skew products in
Section 4.1 correspond to the case of periodic leafs described in Proposition 3.1. The examples from
Section 4.2 all have in common that the transversal ﬂow ω is trivial, such that all leaves are preserved
one-by-one as in Proposition 3.7. Only in Section 4.3 we then make full use of the generality of (1.7),
by considering systems that have both non-trivial transversal action and non-periodic leafs.
4.1. Skew products circle ﬂows over a minimal base
Suppose Ω0 is a compact metric space and ω˜ :T × Ω0 → Ω0 a minimal ﬂow with time T = Z
or R. Let Ω = Ω0 ×T1 and write x = (x0, x′) ∈ Ω . We consider skew product ﬂows
Φ :T×Ω → Ω, Φt
(
x0, x
′)= (ω˜t(x0),Φx0t (x′)) (4.1)
over a base ﬂow ω. We say Φˆ is a lift of Φ if it is a continuous map
Φˆ : T×Ω0 ×R→ Ω0 ×R,
(
t, x0, x
′) → (ω˜t(x0), Φˆx0t (x′)), (4.2)
that satisﬁes Φˆx0t (x
′)mod1 = Φx0t (x′ mod1).
Corollary 4.1. Suppose Φ is a skew product ﬂow of the form (4.1) with lift Φˆ and the product ﬂow
T ρ : (t, x0, x′) → (ω˜t(x0), x′ + tρmod1) is minimal. Then Φ is semiconjugate to T ρ if and only if
sup
t∈T, x∈Ω
∣∣Φˆx0t (x′)− x′ − tρ∣∣∞. (4.3)
Proof. It suﬃces to note that Φ is of the form (1.7) with ϕt(x0, x′) = (x0, x′ + tmod1), ωt(x0, x′) =
(ω˜t(x0), x′) and τt(x0, x′) = Φˆx0t (x′)− x′ . 
We note that so far the result was only known in the case where ω0 is an irrational rotation of
the circle [9]. The proof given in [9] can be extended to irrational rotations of higher-dimensional tori,
but does not carry over to the general situation described here.
Corollary 1.4 further implies that under the hypotheses of Corollary 4.1 there is a unique minimal
sets. However, in this case a result by Huang and Yi yields the uniqueness of the minimal set also
when mean motion is unbounded, that is, when (4.3) fails [7, Theorem 7]. This leads to the following
Corollary 4.2. Suppose Φ is a skew product ﬂow of the form (4.1) and the product ﬂow T ρ : (t, x0, x′) →
(ω˜t(x0), x′ + tρmod1) is minimal almost periodic. Then Φ has a unique minimal set.
Finally, we note that the uniqueness of the rotation number of skew product ﬂows depends on the
unique ergodicity of the base ﬂow.
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uniquely ergodic. Then the limit
ρ(Φˆ) = lim
t→∞Φ
x0
t
(
x′
)
/t
exists and does not depend on x0 ∈ Ω0 or x′ ∈R.
4.2. Aperiodic order on the real line
Let f :R → R be a continuous non-decreasing map. The translation number of f at x is deﬁned
by
ρ( f , t) := lim
n→∞
f n(t)− t
n
provided the limit exists. As pointed out in the introduction, in the case that f is the lift of an
orientation-preserving homeomorphism of the circle, the translation number of f at x exists for every
x ∈R and does not depend on x. Notice that in this case the displacement function, which is deﬁned
as φ := f − id is 1-periodic. In this section, we are interested in the case when φ is no longer periodic
but has some sort of “quasiperiodicity”.
4.2.1. Almost periodic displacements
We ﬁrst deal with the case where φ is almost periodic. Recall that a function φ is almost periodic
(in the sense of Bohr), if the family {φ(· + τ ): τ ∈R} has compact closure in C(R) endowed with the
topology of uniform convergence. We write Xφ for the closure and ξt = φ(· + t) for all t ∈R. There is
a natural multiplication deﬁned on Xφ . Namely if ξ = limn ξtn and ξ ′ = limn ξsn belong to Xφ , then
ξ · ξ ′ := lim
n
ξtn+sn
is well-deﬁned and (Xφ, ·) is a compact Abelian group (see, for instance, [3] for details) with iden-
tity ξ0. Note that ξ · ξt(.) = ξ(. + t), and this deﬁnes a natural ﬂow φ : (t, ξ) → ξ · ξt =: ξ 	 t on Xφ .
The map f :R → R given by f (x) = x + φ(x) can now be studied as follows. We let τ : Xφ → R,
ξ → ξ(0) and deﬁne F : Xφ → Xφ by
F (ξ) = ξ 	 τ (ξ). (4.4)
Then F (ξt) = ξt 	 ξt(0) = ξt 	 φ(t) = ξ f (t) . Consequently h :R→ Xφ , t → ξt satisﬁes h ◦ f (t) = ξ f (t) =
F (ξt) = F ◦h(t), such that f can be identiﬁed with F |{ξt |t∈R} . In this setting, uniqueness of the rotation
number was shown by Kwapisz.
Theorem 4.4. (See [12].) If f is orientation-preserving and φ is bounded away from zero, then F has a unique
translation number
ρ(F ) = lim
n→∞
1
n
n−1∑
i=0
τ ◦ F i(ξ) = lim
n→∞
1
n
n−1∑
i=0
τ ◦ f i(t),
meaning that the limits exist and are independent of ξ ∈ Xφ and t ∈R.
Note that the system obtained in (4.4) can be written in the general form (1.7) with time T = Z
and trivial transversal action ω = Id. It follows that Theorem 1.1 can be applied to give a solution to
the semiconjugacy problem for maps of this type, which was explicitly raised in [12]. However, before
stating the result, we ﬁrst want to understand which numbers are (ϕ,ω)-rational.
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M(q) = lim
N→+∞
1
N
N∫
−N
q(t)dt.
The frequency module of φ is deﬁned to be the set
M=
{∑
v
jvλv , jv ∈ Z
}
,
where the λv ∈ R are the (countably many) values of λ for which M(φe−iλx) 
= 0. We say t ∈ R is
rationally independent of M if kt ∈M with k ∈ Z implies k = 0. Further, we call λ ∈ R a continuous
eigenvalue of the ﬂow (Xφ,R) if there exists a continuous map g : Xφ →R which satisﬁes g(ξ 	 t) =
eiλt g(ξ) for all ξ ∈ Xφ and t ∈R.
Proposition 4.5. (See [13].) The frequency module of f coincides with the group of continuous eigenvalues of
(Xφ,R).
Lemma 4.6. (See [5, 4.24.1].) Let (X, {Tt}t∈R) be a minimal compact ﬂow. Then for every t ∈ R \ {0}, the
system (X, Tt) is not minimal if and only if there is a continuous eigenvalue λ of (X, {Tt}t∈R) such that tλ is
an integer.
This allows the characterisation of the (ϕ,ω)-irrational times.
Proposition 4.7. Suppose the ﬂow Φ in (1.7) is of the form given by (4.4). Then ρ is (ϕ,ω)-irrational if and
only if ρ−1 is rationally independent ofM.
Proof. By deﬁnition, ρ is (ϕ,ω)-irrational iff the multiplication by ξρ is minimal. By Lemma 4.6, this
happens iff for every continuous eigenvalue λ the quantity λρ is not an integer. By Proposition 4.5,
this is equivalent to the fact that kρ−1 is not a frequency in M for all k ∈ Z \ {0}, which means that
ρ−1 is rationally independent of M. 
Corollary 4.8. Suppose that the hypotheses of Theorem 4.4 are satisﬁed. Further, assume that ρ(F )−1 is ratio-
nally independent ofM and that
sup
n,x
∣∣Fn(x)− x− nρ(x)∣∣< ∞. (4.5)
Then F is semiconjugate to the multiplication by ξρ(F ) .
4.2.2. Pattern-equivariant displacements with respect to quasicrystals
We now show how Theorem 1.1 can be applied to the case where the displacement φ is pattern-
equivariant with respect to a mathematical quasicrystal of the real line. We keep the exposition brief,
for more details see [1]. Recall that a Delone set in R is an increasing sequence X = (θn)n∈Z of
points in R such that 0 < infn |θn − θn−1| and supn |θn − θn−1| < +∞. If the set {θn − θn−1}n∈Z is
ﬁnite, we say that X has ﬁnite local complexity. Given x ∈ X and R > 0, the R-patch of X centred
at x is deﬁned as P (x, R) = X ∩ [x − R, x + R]. Two patches P (x, R) and P (y, R) are equivalent if
P (x, R) − x = P (y, R) − y. We say that X is repetitive if for every patch P = P (x, R), there exists
M > 0 such that every interval of length M contains the centre of a patch equivalent to P . Given a
patch P (x, R), t ∈R and N > 0, let
n(P ,N, t) := #{y ∈ [t − N, t + N] ∣∣ y ∈ X and P (y, R) ∼ P (x, R)}
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denote the number of patches of X that are equivalent to P and whose centre is included in the
interval [t−N, t+N]. We say that X has uniform patch frequencies if n(P ,N, t)/2N converges uniformly
in t to a limit ν(P ), which is independent of t , when N → +∞. Finally, we say that X is a quasicrystal
if X is non-periodic, repetitive and has uniform patch frequencies. A function φ :R → R is strongly
X-equivariant if there exists R > 0 such that X − x∩ [−R, R] = X − y ∩ [−R, R] implies that
φ(x) = φ(y).
A continuous function φ :R→ R is X-equivariant if it is the uniform limit of a sequence of strongly
X-equivariant continuous functions. A continuous function φ is pattern-equivariant if there exists a
quasicrystal X such that φ is X-equivariant. The most well-known example for a quasicrystal of the
real line is given by the Fibonacci tiling, which can be constructed by iterating the substitution
L → LS,
S → L
starting with the sequence L.L as depicted in Fig. 1 and then replacing the inﬁnite sequence thus
obtained by a tiling in which each L is replaced by an interval of length τ , where τ is the golden
mean number, and each S by a unit-interval.
Suppose that the displacement φ is X-equivariant for some quasicrystal X . Then, similar to al-
most periodic functions, there exists a compact metric space Ω , called the hull of X , which is the
completion of the set
{X − t | t ∈R}
endowed with an appropriate metric (we omit the precise deﬁnition of this metric here, see [1] for
details). The elements of Ω are all Delone sets, and there is a continuous action Γ on Ω given by
translations Γt Y = Y − t for all t ∈R and Y ∈ Ω . The repetitivity of X is equivalent to the minimality
of Γ and the uniform pattern frequencies property is equivalent to the unique ergodicity of Γ (see [1]
and references therein for details). Moreover, there is a unique continuous function τ :Ω → R such
that τ (X − t) = φ(t) for all t ∈R, and thus a continuous map F :Ω → Ω deﬁned by
F (Y ) = Y − τ (Y ), Y ∈ Ω. (4.6)
The map F is related to f by the relation F (X − t) = X − f (t) for all t ∈R.
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unique translation number ρ(F ), deﬁned as
ρ(F ) := lim
n→∞
1
n
n−1∑
k=0
τ
(
Fk(X)
)
.
The following result (which already appears in [1]) is again a direct consequence of Theorem 1.1.
Corollary 4.10. Suppose that Γρ(F ) is minimal, and that supn |
∑n−1
k=0 τ (Fk(X)) − nρ(F )| < ∞. Then F is
semiconjugate to Γρ(F ) .
4.2.3. Special ﬂows
Let us end this section by noticing that both of the above hull constructions, for functions with
almost periodic and pattern-equivariant displacements, lead to examples of special ﬂows. Recall the
deﬁnition of a special ﬂow. Let X˜ be a compact metric space, σ : X → X a minimal transformation and
h : X˜ → R+ a continuous function. Let X = X˜ × R/ ∼, where ∼ is the smallest equivalence relation
such that (x˜,h(x˜)) ∼ (σ˜ (x),0) for all x˜ ∈ X˜ . It is well known that the natural ﬂow over X˜ × R/ ∼
descends to a well-deﬁned ﬂow over X , which satisﬁes ϕt[(x˜, s)] = [(x˜, s+t)] for all x˜ ∈ X and t, s ∈R,
where [(x, s)] denotes the equivalence class of (x, t). The dynamical system (X,ϕ) is known as the
special ﬂow over σ with roof function h.
In the case of almost periodic functions, the map σ can be chosen as the ﬁrst return map to Xφ,s
for s > 0, where Xφ,s is the closure of {ξns | n ∈ Z} in the uniform topology. In the case of quasicrystals,
σ is given by the ﬁrst return map to the canonical transversal Ω0 = {Ω ∈ X | 0 ∈ Ω}.
4.3. Scalar differential equations almost periodic in time and space
The study of differential equations with almost periodic right side was already initiated by Favard
[4] in 1928 and has a long tradition since. [14] gives a good overview and more recent references. We
ﬁrst recall some basic facts. Given f :R×Rd , (t, x) → f (t, x) we deﬁne ft :R×Rd →R by ft(s, x) =
f (s + t, x). Then, similar to the above, f is called uniformly almost periodic in t if { ft | t ∈ R} has
compact closure in C0(R×Rd,Rd) in the topology of uniform convergence. In this case
H( f ) := { ft | t ∈R}
is called the hull of f and the ﬂow
ω :R×H( f ) →H( f ), (t, g) → (t, gt)
is uniformly almost periodic [3] and minimal. An almost periodic scalar differential equation is of the
form
x′ = f (t, x) (4.7)
with f :R×R→R uniformly almost periodic in t . It gives rise to a skew product ﬂow of the form
Φˆ :R×H( f )×R→H( f )×R, (t, g, x) → (gt, ξ(t, g, x)),
where t → ξ(t, g, x) is the solution of the scalar differential equation x′ = g(t, x) with initial values
t0 = 0 and x0 = x. (Here, we make the usual assumptions of Lipschitz-continuity in x in order to
guarantee the existence and uniqueness of solutions.) It suﬃces to make these assumptions on f ,
since they carry over to the hull [14, Theorem 3.1 in Part 1].
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mostly restricted to the description of bounded solutions and their orbit closures [8]. Much more can
be said when f is periodic in x and therefore factors to a function on R×T1. In this case Φˆ projects
to a skew product circle ﬂow Φ over the minimal base (H( f ),ω), and an extensive theory exists
to describe the dynamical behaviour [7]. As mentioned above, in this situation the rotation number
is unique by Theorem 4.3 and Corollary 4.1 provides an equivalent condition for the existence of a
semiconjugacy to the translation ﬂow (t, g, x) → (gt , x+ tρmod1).
However, the main interest of the general setting introduced in Section 1 in this context comes
from the fact that it can also be applied when f is only almost periodic in x. Given f :R2 → R we
deﬁne ft,x :R2 →R by ft,x(s, y) = f (s + t, y + x) and say that f is uniformly almost periodic in t and x
if { ft,x | (t, x) ∈R2} has compact closure in C0(R2,R). Further we let
Ω( f ) := { ft,x ∣∣ (t, x) ∈R2}.
Then (4.7) induces a ﬂow
Φ :R×Ω( f ) → Ω( f ), (t, g) → gt,ξ(t,g), (4.8)
where t → ξ(t, g) is the solution of x′ = g(t, x) with initial values t0 = x0 = 0. Again, Theorem 1.3 can
be applied (with ωt(g) = gt,0, ϕt(g) = g0,t and τt(g) = ξ(t, g)) to determine whether Φ is semicon-
jugate to the translation ﬂow (t, g) → gt,tρ on Ω( f ).
Corollary 4.11. Suppose that the translation ﬂow T ρ : (t, g) → gt,tρ on Ω is minimal. Then the ﬂow Φ given
by (4.8) is semiconjugate to T ρ if and only if the solution t → ξ(t, f ) of x′ = f (t, x) satisﬁes
sup
t∈R
∣∣ξ(t, f )∣∣< ∞. (4.9)
Note that by continuity (4.9) implies supt∈R, g∈Ω( f ) |ξ(t, g)| < ∞.
In order to give a somewhat more explicit example, suppose F :R4 → R is periodic with least
period 1 in all coordinates, such that it projects to a function on the four-torus T4 = R4/Z4. Fix a
totally irrational vector (α,β) ∈ R4, α,β ∈ R2, and let f (t, x) = F (t · α, x · β). Then the hull Ω( f ) is
homeomorphic to T4, and the skew product ﬂow Φ is of the form
Φ :R×T4 → T4, (t, z) → (u + tα, v + τt(z)β),
where z = (u, v) and τ :R×T4 →R satisﬁes (1.6). Assuming that α = (1,α1), the Poincaré section of
this ﬂow in {0} ×T3 gives rise to a skew product map of the form
Ψ :T3 → T3, ζ → (θ + α1, ξ + τ1(0, ξ)β), (4.10)
where ζ = (θ, ξ) with θ ∈ T1 and ζ ∈ T2. One may say that this is the simplest type of dynamical
systems that exhibits quasiperiodicity in both variables. Note that (the discrete-time ﬂow generated
by) Ψ can be written in the general form of (1.7) with ωt(ζ ) = ζ + t · (α1,0,0), ϕt(ζ ) = ζ + t · (0, β)
and τt(ζ ) = τt(0, ζ ), t ∈ Z.
We believe that maps of this type are a good starting point for studying further questions con-
cerning the type of ﬂows introduced in Section 2, reﬂecting the full generality of the setting while
at the same time having a rather simple structure. Hence, we end by pointing out the following still
open problems.
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(a) Does Ψ always have a unique rotation number whenever 0 is not contained in the rotation inter-
val? We observe that this question already appeared in [11].
(b) Suppose Ψ is semiconjugate to a minimal rotation on T3. Does this imply that Ψ is uniquely
ergodic?
(c) Suppose ρ(Φ) is (ϕ,ω)-irrational and let
Φεt (z) =
(
u + tα, v + (τt(z)+ ε)β).
Then, is the map ε → ρ(Φε) strictly increasing in ε = 0? (Absence of mode-locking.)
For skew product circle ﬂows, the answer is positive [2].
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