Abstract-State observability and observer designs are investigated for linear-time-invariant systems in continuous time when the outputs are measured only at a set of irregular sampling time sequences. The problem is primarily motivated by systems with limited sensor information in which sensor switching generates irregular sampling sequences. State observability may be lost and the traditional observers may fail in general, even if the system has a full-rank observability matrix. It demonstrates that if the original system is observable, the irregularly sampled system will be observable if the sampling density is higher than some critical frequency, independent of the actual time sequences. This result extends Shannon's sampling theorem for signal reconstruction under periodic sampling to system observability under arbitrary sampling sequences. State observers and recursive algorithms are developed whose convergence properties are derived under potentially dependent measurement noises. Persistent excitation conditions are validated by designing sampling time sequences. By generating suitable switching time sequences, the designed state observers are shown to be convergent in mean square, with probability one, and with exponential convergence rates. Schemes for generating desired sampling sequences are summarized.
values are corrupted by possibly dependent noises. State observability may be lost and the traditional observers may fail in general, even if the system has a full-rank observability matrix. This paper contributes to this problem in several related aspects: 1) Observability of systems under arbitrary sampling time sequences is established. 2) An observer design procedure is introduced and recursive algorithms are developed.
3) The critical issue of persistent excitation conditions for convergence of state estimation under irregular sampling is resolved. 4) Convergence properties and convergence rates of the designed state observers are derived.
Irregular sampling time sequences may be generated passively due to event-triggered sampling or low-resolution signal quantization, or actively by input control or threshold adaptation under binary-valued sensors. While synchronized periodic sampling has been extensively studied, non-uniform sampling has emerged from many applications. Studies on fundamental properties of non-uniform sampling remain an active area of research, see [9] and the references therein for some recent work in this area. Our problem here was initially investigated in [35] . The current paper demonstrates that if the continuous-time system is observable, then within any finite time interval, there exists a critical frequency such that as long as the density of sampling points exceeds the frequency, the initial state can be uniquely reconstructed, regardless the actual sampling time sequences. In this sense, it resolves completely the issue of observability of sampled systems with arbitrary sampling times. The result can be compared to the Nyquist frequency of a signal in Shannon's sampling theorem under synchronized sampling for signal reconstruction.
Binary sensors are used in many practical systems and systems involving communication channels. Due to sensor nonlinearity, the state estimation becomes a nonlinear filtering problem. The added difficulty is that the nonlinearity is non-smooth and has only two output values. As a result, methodologies that rely on local linearization or small perturbation analysis such as extended Kalman filters are not applicable. Also, under irregular sampling, the sampled systems are time varying, and cannot be lifted to become linear-time invariant systems. Observer design methods for linear-time-invariant systems such as deadbeat design, pole placement, filtering [6] , [8] , [16] , [28] , etc., cannot be directly applied. Early work on optimal nonlinear filtering can be traced back to Stratonovich [30] . The first rigorous derivation was given by Kushner in his seminal paper [19] ; see also [20] . Such equations are referred to as Kushner's equations. Subsequently, the conditional law of the filter was further developed by Zakai [39] , later referred to as Zakai's equations. Nowadays, one 0018-9286/$26.00 © 2011 IEEE of the well-known stochastic PDEs for nonlinear filters is the so-called Duncan-Mortensen-Zakai equation. One main challenge faced by nonlinear filtering problems is that the filters are generally infinite dimensional. Much effort has been devoted to finding finite dimensional filters. However, to date, there are only a handful of finite dimensional nonlinear filters known in existence, including the Wonham filter, Benes filter, etc.
To deal with nonlinear and time-varying systems and random noises, we use a time domain formulation in a stochastic framework. The main challenges in these problems include: (1) When will the sampled system be observable under irregular sampling sequences? (2) How can the states be estimated on the basis of irregular sampling points? (3) How should the set of sampling times be selected to ensure that persistent excitation conditions for state estimation are validated? (4) What convergence properties can be derived for the state estimates? This paper focuses on resolving these issues. Since this paper deals with convergence analysis in stochastic systems, it is related to many classical treatments of similar topics. We cite [12] , [13] , [15] , [21] , [29] for their relevance to this paper, but emphasize that state observability under irregular sampling, state estimation with binary sensors, active observer design, convergence under mixing-type sampling disturbances, and convergence rates of state observers under irregular sampling schemes mark departure of our results from traditional ones.
The rest of the paper is organized as follows. Section II formulates the state observation problems pursued in this paper. Section III focuses on observability of systems under arbitrary sampling times. The main result (Theorem 1) resolves this issue completely. The observer design is studied in Section IV. An observer structure is introduced first, which includes a discrete state estimator and a continuous-time state observer with updating schemes. It is shown that if the original system is observable, then the observer can be constructed and implemented. Recursive algorithms are derived. After certain normalization steps in expressing estimation errors, Section V investigates conditions on sampling time sequences that will validate persistent excitation conditions for convergence of state estimation. Section VI is devoted to convergence analysis. Section VI-A establishes convergence properties of the state observer in a finite horizon. Mean-squares (MS) convergence and strong (with probability one) convergence are established. Section VI-B deals with convergence analysis of the state observer over an infinite horizon. By generating suitable switching time sequences, we show that not only MS and strong convergence properties can be guaranteed, but also the convergence is exponentially fast. Generation of irregular sampling-time sequences is discussed in Section VII, including passive types of signal quantization and event-triggered sampling, and strategies of binary-valued sensors with active input control or threshold adaptation. An illustrative example is provided in Section VIII. Finally, some concluding remarks are given in Section IX.
Some related results on identification, state estimation, and fault detection using binary or quantized outputs can be found in [17] , [31] , [33] [34] [35] [36] . In relation to the existing knowledge on observability of sampled systems, we refer the reader to standard textbooks on digital control systems; see, e.g., [7] , [18] , [24] for classical synchronized sampling schemes on linear systems, and [1] , [11] on nonlinear systems. Shannon's sampling theorem is a fundamental result on digital signal processing, see [25] . References [26] , [31] contain more recent studies on observability of sampled systems. Irregular sampling may occur due to event triggered sampling [3] , [23] or communication uncertainty and interruptions [12] . Some preliminary results of this paper were reported in [37] , [38] .
II. PROBLEM FORMULATION
Consider an MISO (multi-input-single-output) linear time-invariant system (1) where , , and for , is the control input, is the state, and is the system output. The initial state is unknown. We are interested in estimation , from some limited observations on . Here, we limit our studies to MISO systems for notational simplicity, although technically inclusion of MIMO cases is quite straightforward. An MIMO system provides more measurement information than MISO systems. Consequently, if one output is sufficient for state estimation, so will be its MIMO counterpart.
In our setup, the output is only measured at a sequence of sampling time instants with measured values (using the notation is non standard, but consistent with the interpretation that it is the threshold value of a binary sensor) and noise (2) We would like to estimate the state from information on , and . In general, the sampling-time sequence is irregular and non-periodic. In this paper, the switching time sequence will be deterministic. Generation of such irregular sampling-time sequences may be passive as in event-triggered sampling and low-resolution signal quantization. Here, we are mostly motivated by state estimation problems with binary-valued observations. Active control of inputs or thresholds causes system outputs to cross sensor thresholds and the sensor outputs to switch values, generating an irregular sampling-time sequence. As a result, the sequence will be interchangeably called "sampling-time sequence" or "switching-time sequence." Generation of such sequences will be discussed in Section VII.
It is obvious that state estimation will not be possible if the system is not observable. Also, in this paper, is allowed to be dependent. These are stated in the following assumptions. driven by a 'white noise' is also a -mixing process, where the covariance becomes 0 for any time lag larger than . Likewise, if is a discrete-time Markov chain that is irreducible and aperiodic with a finite state space, then it is also a -mixing process. Here the covariance decays exponentially fast. In addition, -mixing also includes Markov chains with countable spaces satisfying certain conditions, as well as many other infinitely correlated noises as long as their correlations decay sufficiently fast. We should emphasize that our results show that the same convergence properties and convergence rates for i.i.d. noises continue to hold under mixing processes, as such they are not more conservative. For the problems of this paper, practical importance of mixing processes stems from the fact that if an i.i.d. noise passes through a communication channel with finite memory, or infinite but stable decaying memory, the received signal will be corrupted by mixing noises.
To simplify notation, in some proofs we adopt the convention of using a generic positive constant to represent unspecified positive constants. Hence, for any , . This simplifies expressions where actual values of some positive constants are irrelevant to the conclusions.
III. OBSERVABILITY OF IRREGULARLY SAMPLED SYSTEMS
We start with the system in (1) with noise-free observations (so, in this section). The initial state is unknown. Suppose that the output of the system is sampled at a set of time instances , generating the set of observations . Observability of the sampled system deals with reconstruction of the state from output observations . Since the system contains no uncertainty and the input is known, this is equivalent to reconstruction of the initial state from . Definition 1: (i) System (1) is said to be observable if can be uniquely determined from any observations on .
(ii) For a given time interval and an integer , the system is said to be -sample observable if the system is observable for any with , . We use some examples from [7] , [27] to illustrate the key issues involved in observability of the irregularly sampled system. Suppose the system contains complex eigenvalues. Then for some non-zero initial state , the output will be zero infinitely often, say, at , . If these are the actual sampling times, the output samples will be zeros and provide no information about , rendering the sampled system unobservable with respect to such observation sets. On the other hand, it is well understood that for any given -dimensional observable system, there exists a sufficiently small time interval such that if sampling times , then the system is always observable. In other words, the system is -sample observable. However, this is not the case when is not small. The main goal of this section is to establish a general result that resolves the issues illustrated in these examples.
The main result of this section is the following theorem. Suppose the matrix in (1) , regardless the actual sampling times. In some sense, the condition on sampling in Theorem 1 is the weakest restriction on a sampling scheme to reconstruct . Asymptotically for large , , which is independent of the system order . One may compare this with the Nyquist frequency of Shannon's sampling theorem for signals. Suppose the largest imaginary part of the eigenvalues of is . Then, and is precisely the Nyquist frequency in Hz, if one interprets as the bandwidth of the system. The result here is more general since it does not require the sampling scheme to be periodic. In the special case of synchronized sampling and pure imaginary eigenvalues, the sampled values may be all zeros if the sampling frequency is below (see [27] for details), implying that the observability is lost. In other words, is an asymptotically tight bound for large . The remainder of this section is devoted to proving Theorem 1. Without loss of generality, we may focus only on the zero-input relationship . Under sampling times , we have with , , which can be written as , where
Consequently, the system is observable if and only if is full rank.
We express in terms of the matrices , , where can be solved by the Lagrange-Hermite interpolation (when the eigenvalues of are all distinct, the method is called the Sylvester interpolation) [14] . Suppose has distinct eigenvalues , of multiplicity , respectively. Here, . Define the modes of the matrix by (5) It is noted that although in engineering, it is customary to use real-valued expressions for the modes of matrix such as in place of , development of our results in this section is simplified when the original eigenvalues (possibly complex) are used.
Then, for any given , the characteristic polynomial of is . By [14, Section 6.1.14, pp. 390], there is a polynomial , which satisfies the interpolation conditions: for and (6) The coefficients , , depending on , are uniquely determined by (6) .
is said to interpolate and its derivatives at the roots of . Let , . Then, (6) can be rewritten as (7) where the matrix depends on , and their multiplicities and is invertible due to the uniqueness of solutions of (6) (see [14, pp. 390] (8) It should be pointed out that although determination of from (6) is unique, there may be other that satisfies (8) but not (6) . In fact, in the proof of Theorem 6.2.9(a) of [14] , is selected from interpolation of and its derivatives at the roots of the minimal polynomial of . However, here interpolates and its derivatives at the roots of , which still leads to by the same argument as in [14, pp. 387 ]. This indicates that by choosing different polynomials that annihilate , one may obtain different expressions of in the form of (8) . Here we use the particular expression (7), where is invertible.
For any given , is a linear combination of the modes of . As a result, it belongs to the class of exponential polynomials: for any and , let (9) where , are the distinct eigenvalues of with multiplicity and . Recall that a nonlinear function is said to be non-trivial if . In reference to , . Since the elements of are linearly independent, for any , is non-trivial. The following key lemma on the number of zeros of exponential polynomials can be derived from [5, Theorem 3.2.47]. Let be defined as in (3) .
Lemma 1: The number of zeros in of a non-trivial exponential polynomial defined in (9) 
Then (12) Since is full rank, we only need to show that is full rank. However, by (7), , which implies (13) where
Now, by the previous argument, is full rank. 
Then, (15) can be written as (17) Suppose that is full rank, which will be established in later sections. Then, a least-squares (LS) estimate of is given by (18) with estimation error The proof is thus concluded.
V. ESTIMATION ERRORS AND PERSISTENT EXCITATION CONDITIONS

A. Estimation Error Representation and Normalization
From (17) and (18), the estimation error for at is (20) for any . We note that this expression is valid for any . However, for convergence of , is usually required. The boundedness of can be established usually for only. From the expression given in (16), we define the (negative) time difference , . A typical row of is . By the Cayley-Hamilton Theorem [22] , the matrix exponential can be expressed by a polynomial function of of order at most .
where the time functions can be derived by the LagrangeHermite interpolation method, see [14] , [22] 
The elements of are uniformly bounded. This leads to, for any , 
B. Persistent Excitation Conditions and Sampling Time Sequences
With normalization, will be bounded and the remaining key issue is the following persistent excitation condition.
PE Condition: For some ,
where is the smallest eigenvalue of for a suitable symmetric matrix .
In a typical parameter estimation problem, the PE condition is imposed on the input, leading to a condition for identification input design. However, in our problems, is determined by the matrix and the sampling sequence only. Hence, the PE condition is a condition on and the switching time sequence . The PE condition means that (a) is full rank and (b) the smallest eigenvalues of grow at least as fast as . These are non-trivial conditions. They depend on , , and the time sequence. First, (26) is always satisfied under the following conditions. A switching time sequence in is said to be uniformly spread in if (27) The simplest example is when the switching time sequence is equally spaced in , for which the limit follows from the Riemann integration. But, there are many other time sequences that also satisfy (27) .
Proposition 1: If the system is observable and for a fixed , the time sequence is uniformly spread in , then for sufficiently large , (26) Example 4: Consider the same system as in Example 3. Suppose that is sequentially generated and approaches . In this case, if we choose the sequence to approach sufficiently fast, the smallest eigenvalues of become bounded. This implies that , violating (26) . This example shows that even in finite horizon scenarios, one needs to choose the time sequence carefully.
We now establish conditions on sampling time sequences that will validate (26 (26) .
We now present a rigorously established sampling time sequence for the PE condition. Suppose that the outputs of the system (1) are sampled at some times with and for some constant (28) The following lemma shows that the PE condition is indeed satisfied if the outputs are measured at the sampling times defined in (28) .
Theorem 3: Under Assumption 1(a) and (28) , there is a constant such that (29) This theorem implies that under this sampling time sequence, for any , the PE condition (26) is satisfied. The proof of this theorem, which contains some interesting technical results on function zeros and an improved Lojasiewicz inequality, is highly involved and is postponed to Appendix.
The above examples and theorem indicate a practical guideline in sampling time sequence selections, which will be called Principle of Logarithmic Time Sequences: To satisfy the PE condition (26) , the sampling time sequence should take the form of for some positive constants and that depend on the system matrix .
VI. CONVERGENCE ANALYSIS
A. Convergence Analysis in Finite Horizon
In convergence analysis over a finite horizon, we should fix a time interval . The case of infinite horizon cases will be discussed in Section VII. For implementation, time sequences in a finite time interval must be generated causally (no future information is used in selecting the current ) and sequentially . In this case, since is monotone and bounded, always approaches a limit. As a result, we have and . However, we also allow the case of pre-determined finite sampling points. In the later case the statement with a limit " " should be understood in the following sense: For any desired , a sampling scheme can be performed such that at least sampling times occur in this time interval. This problem will become immaterial for infinite horizon cases in which we always assume that the time sequence is generated causally and sequentially.
To proceed, we first establish a rate-of-convergence result regarding the noise. The following result on strong convergence of triangularly weighted sums of -mixing variables is essential for this convergence analysis. 
where is defined by (24) . Proof: To prove the assertion, it suffices to look at the th component of . By the transformation in (24) 
B. Convergence Analysis Over Infinite Horizons
The convergence properties of the previous section are established over a finite time interval. For stability analysis of the closed-loop system, infinite time horizon must be considered. We now investigate observation errors under certain unbounded switching time sequences. In this section, time sequences will always be causally and sequentially generated. It follows that , which implies . Remark 4: Although the generated sampling time sequences are unbounded (i.e., ), the sampling intervals become progressively smaller. For practical implementation, when the switching sensor has accuracy limit, time delay, sensor noise, there is a limitation on the sampling interval. We can easily accommodate such a limitation by stopping reduction of sampling intervals when they fall below precision levels of the sensors or the control actuators. This stopping rule will result in a small residual and irreducible error. This is not a new phenomenon. For any convergence or stability analysis, measurement precision will impose a limitation. Consider an open-loop system , the feedback control achieves a closed-loop system which is exponentially stable. However, if measurement or actuator implementation has limited accuracy, the true feedback will become with a bounded error from measurement. Then the closed-loop system becomes . will converge exponentially to a bounded set, but not to 0. Our theoretical development will always be subject to such implementation constraints which will not be discussed further. 
VII. GENERATION OF SWITCHING TIME SEQUENCES
Estimation of the state utilizes the information from the sampling-time/switching-time sequence and the corresponding values . Consequently, it is essential to generate such a sequence. In practical systems, the irregular sampling sequences can be generated via different means, depending on system settings. We list some of these sampling-time generating mechanisms for which the results of this paper may be applied.
A. Directly Controlled Sampling
Multi-rate sampled systems are a classical topic. Such sampling schemes implicitly assume that sampling times can be designed. We refer the reader to some standard textbooks and monographs [4] , [7] , [24] for sampled systems with uniform or non-uniform sampling intervals. Classical treatment of this topic is mostly limited to multi-rate sampling and does not seek active utility of such a capability in state estimation. Advanced analog-to-digital conversion units (A-D) allow selection of sampling times beyond periodic sampling schemes. In these cases, the sampling times can be directly controlled. The results of this paper provide some insights and methodologies on how such advanced capabilities might be utilized to achieve fast convergence of state estimation.
B. Event-Triggered Sampling and Signal Quantization
Departing from traditional sampling mechanisms, sampling times may be event triggered. Typically, if a binary-valued or quantized sensor is used in signal measurement, a sampled value is generated only when the output of such sensors switches values. Each switching of the sensor output represents an event that provides a sampled value of the system output at the switching time. Event-based sampling usually involves fixed thresholds, open-loop stable systems or just a class of bounded signals [3] , [23] . For example, photoelectric sensors for positions of robot movements, Hall-effect sensors for speed and acceleration in electrical machines, EGO oxygen sensors in automotive emission control will provide meaningful values of the system outputs only at the time of sensor switching. In a distributed sensor network, a grid of location sensors are allocated in an area, creating a network of checkpoints. When a mobile agent, such as a vehicle, a robot, a soldier, or an airplane, passes through a sensor checkpoint, the event will generate a position signal at that time instant. The set of the time instants forms an irregular sampling-time sequence.
C. Binary-Valued Sensors With Input Control
Suppose that the output of the system (1) is measured by a sensor whose output is binary-valued with a fixed threshold . The sensor can be represented by
At a switching time , the sensor threshold value is an approximation of in that , which will be used to estimate the state. Since a binary sensor provides information about only when it switches, one may actively control the input to cause to pass the sensor threshold . In [35] , sampling times are generated by controlling the input so that the sensor output will switch values within a designated time interval, under assumption that the system is state controllable.
Assumption 3:
1) The prior information on the initial state is given by a compact set , namely, . 2) System (1) 
D. Binary-Valued Sensors With Threshold Control
Another approach of controlled generation of sampling-time sequences is to control the sensor threshold. Suppose that the output of the system (1) is measured by a sensor whose output is binary-valued with a possibly time-varying threshold . The sensor can be represented by
One possible scheme of threshold control is illustrated in control problem for a power system shown in Fig. 1 . The voltage is the output of a system whose states are to be estimated. The reference voltage is generated by a circuit whose value can be adjusted. This can be easily realized by operational amplifiers, DC-DC converters, etc. The binary sensor is a simple sign detector. When the sign detector switches its value at , it triggers the reference value to be coarsely quantized to and hence is subject to errors, and sent over the noise-corrupted network to the receiver. The receiver receives as a noise corrupted observation on at the switching time, and has a clock so the time is also recorded. The switching time and the received value constitute the information for observer design and feedback.
Let be a vector norm. Assumption 4: At , the information on the state is given by a bounded set . 
VIII. AN ILLUSTRATIVE EXAMPLE
We provide an example to demonstrate how the methods of this paper may be used. In the example, the time-varying sensor threshold is compared to the noise-corrupted plant output by using a binary comparisor, representing the binary sensor. When its output switches values, the threshold value at that time instant is used as the measured value of the output.
Example 8: Consider now an unstable system , with , ,
The unknown initial state is . We first run the system open-loop for a short period of time with a constant control input . The threshold is controlled to increase or decrease on the basis of sensor output switching, using the threshold control algorithms. To take into consideration of the threshold control and time measurement constraints, we impose a bound on the maximum slope of threshold changes at 45 per second. Simulation is performed and the collected data on the binary sequences are used to estimate . Fig. 3 depicts the signal trajectories, including the states, the output, the threshold control, and the sensor output. Fig. 4 shows state estimation errors as a function of data points.
IX. CONCLUSIONS
This paper has resolved the observability issue: If the density of the sampling times exceeds a critical threshold, the sampled system is always observable, independent of the actual times. This finding provides a foundation for state estimation, output feedback, and other control activities that involve irregular sampling due to, for example, communication channel interruptions, event-triggered sampling, or other system constraints.
This paper also introduces a method of designing observers for linear time invariant systems with irregular sampling-time sequences, which can be generated either passively in eventtriggered sampling or by actively controlling the system input or sensor threshold when the sensor is binary-valued. By selecting the sampling-time/switching-time appropriately, the persistent excitation condition is validated and convergent state observers can be developed. It is shown that convergence in mean square, with probability one, as well as almost sure exponential rates can be guaranteed when the switching time sequence is suitably generated. The results of this paper can be used in feedback design for stability and performance on the basis of state estimation.
APPENDIX PROOF OF THEOREM 3
The proof of Theorem 3 relies on several technical results, which are of interests by themselves and will be presented first.
Improved Lojasiewicz Inequality: The smallest eigenvalue of relies on some lower bounds on modulus of exponential polynomials in the form of (9) , where can be viewed as a confinement of a complex exponential polynomial on the real axis. The global Lojasiewicz inequality (see [5, p. 210] ) provides a lower bound on the module of an analytic function. It will be extended here to estimate the lower bound in (29) . In this subsection, we will derive a key inequality which is essential to estimate the smallest eigenvalue of matrix. First, we need some preliminary knowledge on exponential polynomial. In this proposition, the leading term is replaced by . The tradeoff is that cannot be explicitly derived, which is a known fact for in Grudzinski's inequality [5, pp. 211-214] . Fortunately, although cannot be explicitly estimated, from the proof of Proposition 2 and the argument of Grudzinski, can be determined by and , and the vector space of all exponential polynomials with .
Numbers of Zeros:
The next lemma on the number of zeros of exponential polynomial is also needed in the proof of Theorem 3. It can be obtained from [5, Theorem 3.2.47] .
Lemma 6: Let be the square and be the number of zeros of the nontrivial exponential polynomial defined by (48) in . Furthermore, let , . Then, .
Proof of Theorem 3:
The proof is prefaced with some technical lemmas. Let be a fixed integer and denote . The following lemma shows that given , there is a set such that for any , the distance between and less than 1 is for some , where is defined in Lemma 5. It also implies that the ratio of cardinality of and is bounded, whose bound is independent of and . 
