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La industria textil posee configuración productiva flow shop híbrido flexible, 
además de una serie de particularidades que hacen que los modelos estándares de 
programación de producción no sean aplicables. Se ha demostrado la naturaleza 
N-P completo del problema, por lo que el uso de meta heurísticas está bien 
justificado. Considerando la importancia de la reducción de los costos de 
fabricación en la industria textil colombiana, se propone una nueva metodología 
de programación de producción basada en algoritmos genéticos, que tiene 
presente algunas de las complejidades de la industria textil (tiempos de montaje 
dependientes de la secuencia, máquinas paralelas no relacionadas, cumplimiento 
de fechas de entrega) y permite la reducción de sus costos de producción. Al 
aplicarla a un problema basado en la industria textil colombiana se obtuvo una 
mejora promedio del 22,39% y 22,36% con respecto al método SPT y a un método 
aleatorio, respectivamente. Asimismo se reduce casi en un 100% el incumplimiento 
de fechas de entrega. Se concluye que la metodología es efectiva y que puede 
extenderse su aplicación a otros sectores industriales con configuración flow shop 
híbrido flexible. Futuros trabajos podrían considerar otras complejidades como los 
lotes de transferencia variables, la entrada dinámica y la maleabilidad, o aplicar la 
metodología a otro tipo de industrias con esta configuración productiva. 
Palabras clave: Programación de producción, Flow Shop Híbrido Flexible, Meta 
heurísticas, Algoritmos genéticos, Industria textil. 
 
ABSTRACT 
Textile industry can be described by the productive configuration denominated 
Hybrid Flow Shop, and has a number of characteristics that make the standard 
scheduling models not applicable. It has been proved the NP-complete nature of 
the problem, so that the use of meta-heuristics is well justified. Considering the 
importance of reducing manufacturing costs in Colombian textile industry, a new 
production scheduling methodology based on genetic algorithms is proposed, 
which take into account some of the complexities presented in the textile industry 
(sequence dependent setup times, unrelated parallel machines, compliance with 
due dates) and allows the reduction of production costs. When the methodology 
was applied to a Colombian textile industry-based problem, an average 
improvement of 22.39% and 22.36% in comparison with the SPT method and 
random method, respectively, were obtained. It was also reduced almost in 100% 
the failure to due dates. It is concluded that the methodology is effective and can 
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extend its application to other industries with a hybrid flow shop configuration. 
Future work could consider other complexities such as variable transfer batches, 
dynamic input and malleability, or apply the methodology to other industries in 
this productive configuration. 
 
Keywords: Production Scheduling, Flexible Hybrid Flow Shop, Meta heuristics, 
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Un Flow Shop Hibrido (HFS, por sus siglas en inglés) es un ambiente de 
manufactura en el cual un conjunto de n trabajos es procesado en una serie de m 
etapas secuenciales, donde existen por lo menos dos máquinas paralelas en al 
menos una de las etapas. Se le considera además flexible cuando algunos de los 
trabajos pueden omitir uno o varios de los procesos productivos [1,2]. Sin 
embargo, como esta no es una denominación generalizada por parte de todos los 
autores, trataremos los dos términos especificando en caso tal de ser necesario si se 
saltan o no etapas del proceso.  
A pesar de que la programación de producción en este tipo de ambiente ha sido 
ampliamente estudiada, las propuestas existentes generalizan demasiado el 
problema, alejándolo de la realidad y haciendo imposible su aplicación en la 
industria. Adicionalmente, las complejidades propias de la industria textil, 
aumentan mucho más la brecha existente entre la teoría y la práctica.  
Muchos sectores industriales, incluyendo la industria textil se pueden representar 
mediante esta configuración productiva. Considerando la importancia que tienen 
los costos de producción en las organizaciones, y que una de las grandes 
debilidades existentes en el sector textil colombiano son sus altos costos de 
producción [3], el objetivo del presente trabajo es desarrollar una metodología de 
programación de producción que permita reducir dichos costos en un Flow Shop 
Híbrido Flexible (HFFS, por sus siglas en inglés) y que considere además las 
complejidades propias de la industria textil. Dado la naturaleza N-P completo del 
problema, donde el uso de meta heurísticas está bien justificado, se propone una 
metodología basada en algoritmos genéticos. 
En el capítulo I se presenta una revisión de los trabajos realizados por diversos 
autores acerca del tema de estudio y se afianzan los conceptos teóricos necesarios 
para la investigación, comenzando por todos los aspectos referentes a la 
programación de producción, prestando mayor atención a la programación de 
producción en ambientes HFS, los costos derivados de esta programación, y las 
técnicas existentes para solucionar el problema de investigación, enfatizando en los 
algoritmos genéticos. A continuación se desarrollan los conceptos referentes al 
proceso de producción y las características y complejidades de la industria textil 
con el fin de considerarlas en el desarrollo de la metodología. 
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En el segundo capítulo se analizan los requerimientos para diseñar la metodología 
de programación de producción en ambientes HFS, se selecciona el software a 
emplear para desarrollarla, y finalmente se explica su funcionamiento. Igualmente, 
se presenta un método aleatorio desarrollado por los autores, que considera todas 
las complejidades tenidas en cuenta en el método propuesto; y se explica también 
el método “tiempo más corto de proceso” (SPT, por sus siglas en inglés), 
tradicionalmente usado por los jefes de producción en industrias flow shop 
híbrido. 
Finalmente, en el tercer capítulo se muestra la experimentación y los resultados 
obtenidos, para los cuales se tomó como caso de estudio la industria textil, 
considerando las complejidades existentes en la misma. Al comparar la 
metodología propuesta con el método “tiempo más corto de proceso” y con el 
método aleatorio desarrollado, se obtuvo una mejora promedio del 22,39% y 
22,36%, respectivamente. Asimismo se observa que la metodología reduce casi por 
completo el incumplimiento de fechas de entrega, obteniendo una mejora del 
99,27% y 98,32% con respecto al método aleatorio y SPT, respectivamente. Se 
concluye que la metodología es efectiva y que puede extenderse su aplicación a 
otros sectores industriales con configuración HFS y HFFS. 
Futuros trabajos podrían considerar otras complejidades existentes en la 
programación de HFS y HFFS, tales como los lotes de transferencia variables, la 
entrada dinámica y la maleabilidad. De igual manera se podría aplicar la 
metodología a otro tipo de industria con esta configuración, como la industria 
cerámica, de semiconductores etc. También sería de gran utilidad desarrollar otras 
técnicas de solución al problema que consideren los mismos parámetros, con el fin 




DESCRIPCIÓN DEL PROBLEMA 
La programación de producción tiene como objetivo aumentar la productividad 
haciendo el mejor uso de los recursos disponibles, para lo cual se debe decidir 
sobre la asignación de recursos a las tareas y la secuenciación de las mismas, con el 
fin de obtener la mayor eficiencia operacional [4,5,6]. Una buena programación 
puede reducir significativamente los costos de producción y los tiempos de 
proceso [7]. Sin embargo, la dificultad de encontrar la programación óptima 
depende en gran medida del tipo de configuración productiva y de sus 
características particulares [4]. 
La industria textil se caracteriza por poseer una configuración productiva 
denominada flow shop híbrido flexible. Ésta es una generalización del flow shop 
tradicional, en la cual pueden existir máquinas paralelas, y donde algunas de las 
piezas que son procesadas pueden saltar etapas de la línea de producción, lo cual 
hace que la programación de producción se vuelva mucho más compleja [8,9,10].  
El problema de programación en un flow shop híbrido (HFSP, por sus siglas en 
inglés), ha sido estudiado por diversos autores que han planteado múltiples 
técnicas de solución al problema. Sin embargo, son pocos los trabajos que 
muestran experiencias del mundo real [11,12], ya que en su mayoría generalizan en 
gran medida el problema, y hacen suposiciones que crean una gran brecha entre la 
teoría y la práctica industrial [13,12,14], tales como: cada máquina puede procesar 
solo una tarea por vez y cada trabajo solo puede ser procesado por una máquina a 
la vez, los tiempos de preparación de las máquinas están incluidos en los tiempos 
de procesamiento [15,16,17], los tiempos de procesamiento de las tareas en cada 
una de las máquinas son determinados y fijos [18], las tareas tienen la misma 
opción de ser programadas, las operaciones no deben ser interrumpidas una vez se 
inician las máquinas, cada máquina está disponible continuamente y sin 
interrupciones [16,17], todos los trabajos y máquinas están disponibles en el tiempo 
cero, las máquinas en una etapa son idénticas, la capacidad de los 
almacenamientos intermedios es ilimitada, y no se permite la preempción [15]. 
Otra de las suposiciones frecuentemente encontradas es que el ambiente es estático 
y sin incertidumbre [13], es decir, todos los datos del problema son determinísticos 
y se conocen con anticipación [15], tales como los tiempos de proceso, las 
restricciones tecnológicas y las fechas de entrega [17]. Finalmente, también se 
puede incluir en este grupo la omisión del efecto de aprendizaje, el cual dicta que 
las máquinas y trabajadores pueden tener un aprendizaje a lo largo del tiempo, que 
hace que el tiempo de proceso requerido para realizar una actividad varíe y se 
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vaya acortando conforme se realiza el aprendizaje [19,18]. Sin embargo, como se 
mencionó anteriormente, estas hipótesis no son válidas para la mayoría de los 
problemas industriales reales, por lo que han aparecido modelos y procedimientos 
que relajan una o varias de estas suposiciones [17]. 
El tratamiento del HFSP en la literatura es más bien simplista y abstracto, haciendo 
caso omiso a muchas de las restricciones que deben considerarse para su aplicación 
en el mundo real, y que complican el problema más allá de las capacidades de las 
metodologías estándar de investigación y operaciones [12,20]. Esta brecha existente 
entre la teoría y la práctica, sumada a las complejidades de la programación de 
producción de la industria textil, como la existencia de máquinas paralelas no 
relacionadas, los tiempos de montaje dependientes de la secuencia, los lotes de 
transferencia variables, la entrada dinámica y la maleabilidad, hacen imposible la 
aplicación de los métodos propuestos en las empresas del sector [21,8]. Dentro de 
estas complejidades, cabe la pena resaltar, que a pesar de que muchos autores han 
trabajado el tema de las máquinas paralelas en la programación, pocos se han 
adentrado en las máquinas paralelas no relacionadas y los tiempos de preparación 
dependientes de la secuencia [22]. 
Por otro lado, una de las grandes debilidades que presenta el sector textil 
colombiano son sus altos costos de producción, los cuales impiden que ésta sea 
competitiva a nivel internacional, razón por la cual se hace necesario implementar 
estrategias que permitan reducir estos costos y aumentar su productividad [3]; más 
aún cuando este tipo de industria posee una configuración productiva tipo flow 
shop híbrido flexible, donde la minimización de los costos de fabricación es uno de 
los objetivos más importantes [23]. Sin embargo, los modelos desarrollados se 
enfocan en objetivos tales como la reducción de tiempo total requerido para 
completar los trabajos (makespan), de los tiempos de flujo, de retraso, de tardanza 
y de precocidad, y el número de trabajos tardíos, dejando a un lado la 
minimización de los costos [15] la cual es el objetivo del presente trabajo, debido a 
su gran importancia en la industria textil colombiana. Esta función objetivo ha sido 
objeto de estudio de pocos autores entre los que se encuentran [24], los cuales 
tienen en cuenta los costos relacionados con el almacenamiento de productos en el 
curso de la producción y las sanciones por no cumplir con los plazos establecidos en el 
contrato con el cliente; [25] que consideran los costos de asignación y el costo de 
inicialización de las máquinas, e incluyen fechas de entrega y tiempos de montaje, 
pero estos no son dependientes de la secuencia; [26] que pretenden  minimizar la 
suma de los costos de lanzamiento y mantenimiento de inventario por unidad de tiempo, sin 
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ningún tipo de desabastecimiento; y más recientemente [27] buscan minimizar el 
makespan y el costo de asignación de los procesadores a las etapas. 
Finalmente, las técnicas existentes para tratar de solucionar el problema del Flow 
Shop Hibrido Flexible, son en su mayoría estáticas y presentan inconvenientes 
cuando el número de trabajos (N) y máquinas (M), cambia considerablemente, 
pudiéndose decir que no existe ninguna técnica de solución general; incluso las 
técnicas de simulación informatizadas, son de difícil aplicación debido al altísimo 
número de posibles soluciones del problema N! exp (M) [28]. En estos casos de alta 
complejidad, el gran dinamismo de las técnicas de inteligencia artificial hace que 
estas surjan como una alternativa a este problema, dado que establecen nuevas y 
mejores soluciones a partir de soluciones ya existentes, y lo hacen en un menor 
tiempo que otras técnicas existentes, lo que permite una gran versatilidad en la 
solución de esta clase de problemas [28,29,30]. Como el problema del flow shop 
híbrido se deriva del problema del flow shop, se puede decir con certeza que es de 
naturaleza N-P completo [31], por lo tanto el uso de algoritmos genéticos surge 
como una buena alternativa de solución al problema de programación de 
producción en un flow shop híbrido flexible [32]. 
Después de haber planteado el problema, se presenta la siguiente pregunta que es 
el centro del presente trabajo: 
¿Cómo diseñar una metodología de programación de producción, basada en 
algoritmos genéticos, aplicados a la industria textil, que permita reducir los 
costos de producción en sistemas Flow Shop, Híbrido Flexible, teniendo 





La programación de producción en ambientes FSH ha sido estudiada por diversos 
autores, los cuales han planteado múltiples técnicas de solución al problema, que si 
bien pueden proporcionar una solución óptima, generalizan en gran medida el 
problema, haciéndolo menos cercano a la realidad [11,15,12,17,13,14]. Asimismo, el 
uso de los algoritmos genéticos en la solución de problemas de este tipo ha tenido 
gran interés; sin embargo, se resalta que en la región, especialmente en la industria 
textil, este problema no ha sido abordado como tal, encontrándose muy pocos 
trabajos al respecto [11,14]. De esta forma, los algoritmos genéticos y la 
configuración productiva flow shop híbrido flexible, así como su aplicación en la 
industria textil se convierten en un tema de interés para los profesionales en 
ingeniería, los gremios, los directivos empresariales y para toda la comunidad 
académica y empresarial. 
La novedad del trabajo de investigación radica en el diseño de una metodología de 
programación de producción que considere las características propias de la 
industria textil y de su configuración tipo flow shop híbrido flexible, con el fin de 
romper la brecha existente entre la teoría y la práctica. En la metodología 
propuesta se consideran los tiempos de preparación dependientes de la secuencia 
y las máquinas paralelas no relacionadas, los cuales han sido abordados por pocos 
autores al tratar el problema de la programación de producción [22]. Asimismo se 
pretende encontrar soluciones que permitan de forma paralela obtener el mayor 
cumplimiento de fechas de entrega posible, lo cual resulta fundamental, ya que 
este se convierte en una tarea vital en muchas industrias [33] debido a la 
importancia que tiene para las empresas la satisfacción del cliente [34]. 
Adicionalmente, después de observar que uno de los objetivos principales de la 
industria es lograr los costos y tiempos más efectivos que le permitan obtener una 
mayor productividad, y que  la industria textil colombiana se caracteriza por sus 
altos costos y la falta de oportunidad en los tiempos de entrega [35,3], se determinó 
que el objetivo principal de la metodología sería la reducción de los costos de 
fabricación, lo cual constituye un factor adicional de novedad, ya que la mayoría 
de los modelos establecidos, tienen como función objetivo la reducción de tiempos, 
especialmente del tiempo total de proceso [11,15]. 
Este trabajo es de gran importancia económica si se tiene en cuenta que la industria 
textil es una de las más significativas en la economía colombiana, la cual participa 
con un 11% de la producción manufacturera y un 3% del producto interno bruto 
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[36]. Adicionalmente, si partimos de la cifra de ventas de $ 5.000 millones de 
dólares al año según datos del 2009 [36] (equivalente a aproximadamente 9 billones 
de pesos colombianos al año), suponiendo un margen de utilidad del 20% y una 
estructura de costos donde las materias primas y otros costos no susceptibles de 
ser impactados por mejoras en la programación representan un 60% del costo total, 
una mejora del 1% en los costos de fabricación tendría un impacto anual de 
aproximadamente $28.500 millones de pesos colombianos. En experiencias 
similares en otras industrias en otros países, mejoras en la programación de 
producción han representado incrementos del 10% al 15% en la productividad y 
disminuciones similares en los costos [17]. Suponiendo una mejora de sólo el 5% en 
los costos, estaríamos hablando de un impacto de más de 140.000 millones al año 
para la industria textil colombiana. 
Asimismo, se observa su importancia a nivel social, ya que el sector textil tiene un 
alto impacto en la generación de empleo, por lo que sus resultados económicos 
redundan necesariamente en el bienestar social del país al poder generar más y 
mejores empleos a la comunidad [37]. Es también importante para la comunidad 
académica y empresarial porque brindará una nueva herramienta para la solución 
de problemas y romperá la amplia brecha existente entre la teoría y la realidad. 
Además, el proyecto es interesante ya que demuestra cómo los conocimientos 
adquiridos en la Maestría de Profundización en Ingeniería Industrial, pueden ser 
usados para resolver problemas concretos en las empresas. 
El presente trabajo es de gran utilidad para la industria textil colombiana, ya que al 
contar con una nueva herramienta de programación que considere sus 
complejidades particulares y que le permita la reducción de sus costos de 
producción, podrá aumentar su productividad y su rentabilidad; asimismo será de 
gran utilidad para los profesionales y directivos empresariales, quienes tendrán a 
la mano una nueva herramienta que les permita programar de manera más 
eficiente sus operaciones. Adicionalmente, será útil para la comunidad académica, 
ya que brindará un aporte a la investigación en el tema de estudio, que aunque no 
es del todo nuevo, si es de gran interés debido a su importancia para el sector, la 
región y la comunidad. Además conformará parte de la base de datos de la 
Universidad Nacional de Colombia - Sede Manizales, sirviendo como fuente de 
consulta para los estudiantes de pregrado y posgrado de la misma, y siendo medio 
de transmisión de conocimiento a la comunidad. 
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Finalmente, se debe resaltar que la metodología usada en el presente trabajo podría 
ser aplicada en otros sectores de la industria, con el fin de reducir sus costos de 






Diseñar una metodología de programación de producción, aplicada a la industria 
textil, teniendo presente las complejidades de su entorno, y basada en el uso de 
algoritmos genéticos, con el fin de reducir los costos de producción en un flow 
shop híbrido flexible. 
OBJETIVOS ESPECÍFICOS 
1. Explorar a través de una revisión bibliográfica, el estado del arte del 
problema de programación en un flow shop híbrido flexible, con el fin de 
determinar las técnicas de solución existentes, así como las complejidades 
presentes en la programación de producción de la industria textil. 
2. Construir una metodología, basada en algoritmos genéticos, que considere 
las complejidades de la industria textil, con el fin de mejorar los costos de 
producción en un flow shop híbrido flexible. 
3. Aplicar la metodología en un problema hipotético, de un entorno real, 
tomando como objeto de estudio la industria textil colombiana, con el fin de 
demostrar la aplicación práctica de la metodología propuesta. 
HIPÓTESIS DE INVESTIGACIÓN 
La aplicación de una metodología de programación de producción a la industria 
textil, que esté basada en el uso de algoritmos genéticos, y que tenga presente las 
complejidades del sector objeto de estudio, permitirá reducir los costos de 




CAPÍTULO I: MARCO TEÓRICO 
A continuación se exponen los conceptos teóricos relacionados con el tema objeto 
de estudio del presente trabajo siguiendo un enfoque que va de lo general a lo 
particular. 
Inicialmente se hace una corta revisión de la literatura con la que se pretende 
contextualizar al lector acerca del problema de la programación en un flow shop 
híbrido flexible, y los avances que se han hecho en el tema de investigación a lo 
largo del tiempo. Esta también tiene como objetivo demostrar la vigencia del 
problema de investigación tratado en el presente trabajo, ya que no presenta 
solución por ninguno de los demás autores, haciendo válida la investigación 
desarrollada. 
Posteriormente se analizan los aspectos referentes a la gestión la producción, 
haciendo énfasis en la programación de producción, y al finalizar se muestran los 
conceptos relacionados con la industria textil. Cabe resaltar que en paralelo al 
desarrollo de los conceptos se ahondará en la revisión de la literatura, mostrando 
los autores que han desarrollado avances relacionados con cada tópico en 
particular. 
1. Revisión de la literatura 
El problema del Flow Shop Híbrido fue estudiado por primera vez por Johnson 
[38], quien en 1954 resuelve un problema con dos y tres etapas, donde cada etapa 
está compuesta por un conjunto de máquinas paralelas idénticas. Desde ese 
entonces este problema ha recibido gran atención por parte de los investigadores, 
muchos de los cuales han realizado una profunda revisión de la literatura existente 
acerca del tema de estudio. [12,39] realizan una revisión del estado del arte del 
problema del Flow Shop Hibrido en el año 1999; [40] clasifica los artículos de 
acuerdo al procedimiento de solución adoptado (óptimos, heurísticas e inteligencia 
artificial); [11] estudian los artículos publicados sobre el tema a partir de 1995 y los 
clasifican de acuerdo a las características del sistema de producción (máquinas 
paralelas idénticas, uniformes y no relacionadas) y de acuerdo a las técnicas de 
solución (procedimientos exactos y heurísticas); finalmente [15] realizan una 
revisión de la literatura de los métodos exactos, heurísticos y meta heurísticos 
usados para resolver el problema, a partir de un estudio de más de 200 artículos 
publicados entre los años 1970 y 2009. Se refiere al lector a estos artículos para 
hacer una revisión más profunda del problema, ya que el presente trabajo se centra 
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en aquellos documentos que tengan como función objetivo la reducción de costos, 
que tengan en cuenta las complejidades del FSH, que usen como técnica de 
solución los algoritmos genéticos, o que estén relacionados con la programación de 
producción en la industria textil, aspectos relevantes para la presente 
investigación. 
El flow shop híbrido es muy común en la práctica [41] y tiene muchas aplicaciones 
industriales [42], es decir, puede representar a muchos sistemas productivos como 
la industria de automóviles, del acero, de los semiconductores [13], el concreto, la 
manufactura de filmes fotográficos [15], de la electrónica, el papel, y por supuesto, 
la industria textil [41]; [8] fueron quienes determinaron que la industria textil posee 
configuración productiva de tipo flow shop híbrido flexible. Múltiples autores han 
demostrado la naturaleza NP-Completo de este problema, lo cual hace más 
apropiado que en vez de métodos exactos, se utilicen algoritmos y heurísticas que 
permitan encontrar buenas soluciones (cercanas al óptimo) a un costo 
computacional razonable [12,43,44]. Por esta razón, un gran número de heurísticas 
y algoritmos de aproximación han sido propuestos para resolver el problema 
[11,45]). Algunas de las propuestas realizadas se observarán en las siguientes 
secciones de este capítulo. Dentro de los métodos utilizados los algoritmos 
genéticos han obtenido buenos resultados [46]. Algunos de los autores que los han 
utilizado dentro de sus propuestas son [46,47,48,49,14]. 
Dentro de las funciones objetivo más estudiadas están aquellas relacionadas con el 
tiempo para completar los trabajos, los tiempos de flujo, de retraso, de tardanza y 
de precocidad, y el número de trabajos tardíos [15]. Mientras que muy pocos 
autores han usado un criterio relacionado con los costos de producción para 
resolver el problema, el criterio de programación de producción más empleado ha 
sido el tiempo máximo requerido para completar los trabajos, también 
denominado Makespan [24,15]. 
Entre los autores que tienen en cuenta el criterio de minimización de costos, la 
mayoría se han enfocado en los costos o tiempos de partida o de preparación. En [50,51] 
se puede encontrar un análisis y clasificación de artículos relacionados con 
problemas de programación con tiempos o costos de partida, entre los que 
incluyen algunos con configuración Flow Shop Hibrido [52,53,46,54,55,1]. Por otro 
lado, [24] proponen tres algoritmos constructivos y tres meta heurísticas para 
reducir los costos del almacenamiento de productos en el curso de la producción y de las 
sanciones por no cumplir con los plazos establecidos en el contrato con el cliente. Ese 
mismo año [26] estudian el problema del dimensionamiento de lote económico, y 
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de la programación en flow shop híbridos con máquinas paralelas no relacionadas en 
un horizonte de planificación finita; proponen una programación matemática no lineal 
mixta cero-uno con dos métodos diferentes de solución: un algoritmo genético 
híbrido y un recocido simulado, así como dos algoritmos heurísticos constructivos 
que proporcionan las soluciones iniciales de los algoritmos, y una búsqueda local 
para mejorar la calidad de sus soluciones, con el fin de establecer un calendario 
cíclico que minimice la suma de los costos de lanzamiento y mantenimiento de inventario 
por unidad de tiempo, sin ningún tipo de desabastecimiento. Más recientemente, [27] 
proponen un modelo matemático que minimiza el makespan y el costo de asignación 
de los procesadores a las etapas en un FSH con M procesadores paralelos idénticos, 
que pueden ser asignados a cualquiera de las etapas; desarrollan una heurística 
para computar/calcular el makespan, el cual será incluido en el algoritmo genético 
propuesto, con el objetivo de determinar la secuencia inicial de los trabajos y la 
asignación de los procesadores a las etapas. 
En la literatura existente son escasos los trabajos que incluyen aplicaciones del 
mundo real y abundan las simplificaciones del modelo que hacen inaplicables sus 
soluciones en las empresas [11,12,17,14]. Sin embargo, en los últimos años la 
investigación en el área se ha enfocado hacia problemas más realistas que incluyen 
tiempos de preparación de las máquinas dependientes de la secuencia, elegibilidad 
de las máquinas, demoras en las operaciones, restricciones de precedencia en los 
trabajos, etc. con el fin de romper la brecha existente entre la teoría y la práctica 
[11]. 
Entre los trabajos realizados recientemente se destacan los siguientes: [49] estudian 
un FSH con tiempos de preparación dependientes de la secuencia y máquinas con fallas 
aleatorias; [56] estudian un FSH reentrante de dos etapas, en el que los trabajos 
pueden visitar muchas veces una misma etapa. Proponen dos tipos de algoritmos 
(branch and bound y algoritmos heurísticos) con el fin de minimizar el makespan, 
respetando las fechas límites máximas permitidas para entregar los trabajos; [57] 
desarrollan una heurística que secuencia los trabajos con el fin de minimizar el 
makespan en un FSH de dos etapas con máquinas dedicadas. [58] usan heurísticas 
constructivas y reglas de despacho para minimizar el makespan y el número de 
trabajos tardíos en un FSH con maquinas no relacionadas y tiempos de preparación 
dependientes de la secuencia y de las maquinas; [59] proponen un algoritmo de flujo de 
agua inspirado en el ciclo hidrológico y en el fenómeno de erosión en la naturaleza, 
con el fin de minimizar el makespan, el total ponderado del tiempo de flujo de 
trabajos, y el total ponderado del tiempo de tardanza de los trabajos en un FSH con 
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amortiguamientos intermedios limitados y no limitados. [60] estudian el problema de 
programación en un Flow Shop con lotes de transferencia y tiempos de preparación 
dependientes de la secuencia; [45] investigan un Flow Shop Híbrido de dos etapas con 
entrada dinámica de los trabajos, donde una máquina discreta es seguida por una 
máquina de lotes; [61] plantean un modelo bi-objetivo que intenta minimizar el 
makespan y la suma de la tardanza de los trabajos en un FSH con tiempos de 
preparación dependientes de la secuencia y buffers limitados, es decir, no hay suficiente 
espacio para las colas de trabajos en proceso entre etapas; [62] resuelven el 
problema del FSH en un sistema de producción por lotes y consideran en su 
problema la unión y separación de lotes, los trabajos que saltan etapas de la línea de 
producción y los ciclos de producción alternativos; [4] proponen un método de 
decodificación para minimizar el makespan de un FSH en el que los trabajos pueden  
ser procesados en más de una máquina al mismo tiempo; [63] tienen como objetivo 
minimizar el makespan en un FSH de dos etapas con trabajos en serie en la 
primera etapa y lotes paralelos en la segunda. En su propuesta tienen en cuenta las 
restricciones de los lotes paralelos, el tiempo de liberación y la elegibilidad de las 
máquinas; [64] proponen unas reglas de secuenciación y una heurística para 
minimizar el tiempo total del proceso de un FSH de dos etapas, en el cual las 
máquinas tienen una probabilidad de falla que depende del trabajo previamente 
procesado en las mismas; [65] usan una regla de dominancia para minimizar el 
makespan en un FSH de dos etapas, con una máquina en la primera etapa y 
máquinas dedicadas en la segunda, es decir, existen k tipos de trabajo, y cada una de 
las máquinas de la segunda etapa, se utiliza exclusivamente para uno de los k tipos 
de trabajo; [66] proponen un modelo matemático para minimizar el makespan en 
un sistema productivo de dos etapas, donde la primera corresponde a un FSH en el 
que las máquinas producen las partes a ensamblar, y la segunda contiene una sola 
máquina ensambladora o un solo equipo de ensambladores; [67] estudia un FSH 
con tiempos de retraso reducidos ente etapas. Utilizan un algoritmo genético para 
maximizar la ganancia total de los trabajos programados mediante la 
maximización del número de trabajos completados y la minimización de la 
desviación de la fecha límite de los mismos; [14] usan un algoritmo genético para 
minimizar el makespan en un flow shop híbrido con tiempos de montaje dependientes 
de la secuencia, máquinas paralelas no relacionadas y entrada dinámica de los trabajos; [68] 
usan dos métodos exactos para minimizar el makespan en un flow shop híbrido 
con restricciones de disponibilidad de las máquinas, considerando las actividades de 
mantenimiento; [13] proponen un enfoque holonico para minimizar el makespan 
en un FSH con tiempos de procesamiento estocásticos, considerando la incertidumbre 
existente en los tiempos de procesamiento debido a problemas de calidad, paros en 
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las máquinas, desgaste de las herramientas o disponibilidad de los operadores; 
Finalmente, [69] proponen un algoritmo branch & bound para reducir el makespan 
en un FSH con tiempo de preparación y operaciones de ensamble, en el cual primero se 
producen las partes en un FSH y luego se ensamblan en una etapa posterior para 
producir los productos. 
Como se puede observar, en la literatura revisada no existe un documento que 
combine el obtetivo de la minimización de los costos de producción, el uso de 
algorítmos genéticos, y su aplicación en la industria textil teniendo en cuenta todas 
las complejidades existentes en la misma, por lo que el presente trabajo brindará 
un gran aporte a la comunidad académica y empresarial. 
2. Gestión de la Producción 
La función de producción en las organizaciones se encarga de utilizar recursos 
para transformar un conjunto de entradas (materia prima, energía, información, 
recursos humanos, etc.) en alguna salida deseada (bienes o servicios), a través de 
un proceso de transformación que da un valor agregado o añadido al cliente final 
[70,71]. 
La producción involucra tres niveles de decisión [72]:  
 Decisiones estratégicas: son decisiones a largo plazo, por lo general de 
varios años o más. Se responde a preguntas como ¿cómo se va a fabricar el 
producto?, ¿en dónde se van a ubicar las instalaciones?, ¿cuánta capacidad 
se necesita?, ¿cuándo se debe añadir más capacidad? [71] 
 Decisiones tácticas: son decisiones a mediano plazo que buscan cómo 
programar de manera eficiente recursos como material y mano de obra 
considerando las restricciones impuestas en el nivel estratégico. Se responde 
a preguntas como ¿cuántos trabajadores se necesitan?, ¿Cuándo se 
necesitan?, ¿se deben programar horas extras o trabajar un segundo turno?, 
¿cuándo se debe entregar el material?, ¿hay que tener un inventario de 
producto terminado? [71] 
 Decisiones operativas: son decisiones a corto plazo de planeación y control 
operacional, que consideran las restricciones impuestas en el nivel táctico. 
Se responde a preguntas como ¿en qué tareas se debe trabajar hoy o esta 




La Figura 1 muestra las principales actividades desarrolladas en cada uno de los 
niveles.  
 
Figura 1. Estructura de un sistema jerárquico de planificación y control de la producción 
Fuente: Adaptado a partir de [70] 
2.1. Programación de producción u operaciones 
Como se puede observar en la figura 1, la programación de producción u 
operaciones (Scheduling en inglés) pertenece al nivel operativo en la toma de 
decisiones. Esta es un problema importante en el día a día de los sistemas de 
manufactura y servicios [73], ya que constituye uno de los factores críticos en la 
planeación y administración de los procesos de producción, cuyo objetivo 
principal es incrementar la eficiencia operacional procesando los trabajos en el 
tiempo mínimo posible y con la mayor calidad [4,5]. Además de obtener un alto 
nivel de eficiencia, otros de los objetivos de la programación son tener bajos 
inventarios y un buen servicio al cliente; sin embargo, como estos objetivos 
permanecen en conflicto, es necesario tomar decisiones de compensación entre 
ellos [74]. 
La programación es un proceso de toma de decisión en el cual se asignan o 
distribuyen recursos finitos de manufactura, como mano de obra, equipos y 
herramientas, para realizar una colección de tareas [13] en cierto periodo de 
tiempo, y sujeto a una serie de restricciones [75], mientras se optimiza uno o varios 
NIVEL OPERATIVO
Gestión de planta de producción Programación de producción detallada
NIVEL TÁCTICO
Programa maestro de producción





Plan estratégico empresarial Plan agregado de producción
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objetivos [13]; en ella no solo se debe decidir sobre la asignación de los recursos a 
las tareas, sino también sobre la secuencia de las mismas, con el fin de optimizar 
los objetivos en el corto plazo [6].  
La función de programación se limita a un horizonte de planeación de unos pocos 
meses, semanas u horas, y da como resultado un plan programado sobre el tiempo 
o un programa de actividades que indica lo que debe hacerse, cuándo, quién y con 
qué equipos o herramientas [74]. Esta establece qué operaciones se van a 
desarrollar sobre los distintos trabajos en cada momento del horizonte de 
planeación, para que de acuerdo con la capacidad existente en cada centro de 
trabajo, se cumplan las fechas de entrega, utilizando la menor cantidad de recursos 
e inventarios posible [70,76] 
Una buena programación puede conducir a la mejora en el rendimiento 
(throughput), la satisfacción del cliente, los costos de inventario, la utilización de 
recursos cuellos de botella y de otras medidas de desempeño [77]. Adicionalmente, 
puede reducir significativamente los costos de producción, los costos totales y los 
tiempos de proceso permitiendo cumplir con los tiempos de entrega prometidos 
[7,68]. Por esto es necesario desarrollar tecnologías, enfoques y herramientas para 
la programación y la producción que sean eficientes y efectivas [73]. Sin embargo, 
la dificultad de encontrar la programación óptima depende de la configuración 
productiva, las restricciones del proceso y el indicador de realización [4]; además, 
hay que tener en cuenta que para programar, la necesidad primaria es definir la 
función objetivo para la cual se desea la programación óptima [5]. 
Las técnicas a emplear en la programación varían de acuerdo a la configuración 
productiva [76,70]: En una producción continua la programación es sencilla, y las 
actividades a programar son aquellas que ajustan el ritmo de producción en caso 
tal de que se presente una variación, así como el número de horas de 
funcionamiento, en caso tal que la actividad se interrumpa al final de la jornada. 
En una configuración por lotes que use una distribución en línea para fabricar pocos 
productos en lotes homogéneos de gran tamaño (flow shop), la programación se 
encarga de definir el orden de entrada de los pedidos en la primera máquina, ya 
que se considera que los productos tienen la misma secuencia de paso a través de 
las máquinas que conforman un centro de trabajo; esta secuencia será indicada por 
unas prioridades determinadas y de ella dependerá el número de pedidos 
completados a tiempo, los costos de preparación, la cantidad de inventario, el valor 
de los tiempos de suministro, etc. Por el contrario, en una distribución por funciones 
(Job-shop) se presentan las siguientes características: hay lotes pequeños de una 
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gran variedad de productos, las máquinas se agrupan en los centros de trabajo de 
acuerdo a la función que desarrollan, los lotes de productos van de un centro de 
trabajo a otro, puede ser distinta la secuencia de cada lote por los centros de 
trabajo; en este caso se deben realizar actividades de carga de talleres (asignación 
de trabajos a las máquinas o centros de trabajo, indicando qué operaciones se 
realizan en cada uno de ellos), secuenciación (determinación de las prioridades de 
paso de los pedidos en los centros de trabajo, para cumplir fechas de entrega con la 
menor cantidad de inventario y recursos) y programación detallada 
(determinación de los momentos de inicio y fin de las operaciones en cada centro 
de trabajo, así como de las operaciones de cada pedido). 
Debido a que el flow shop híbrido flexible pertenece a la configuración productiva 
por proceso (talleres), como veremos más adelante, se profundiza a continuación 
acerca de la programación en este tipo de ambientes. 
2.1.1. Programación de trabajos por taller (configuración por proceso) 
Un taller es un ambiente de manufactura que se conforma por máquinas y las 
personas que las operan. En este, los trabajos pueden llegar todos a la vez o de 
manera aleatoria en un día laboral, y cada trabajo requiere ser procesado en 
máquinas diferentes y posiblemente con personal diferente. El problema de 
programación en un taller busca determinar la secuencia de programación de los 
trabajos con el fin de lograr el mejor aprovechamiento de los recursos disponibles 
[23]. 
Los talleres tienen la flexibilidad y capacidad para adaptarse a una gran variedad 
de productos que requieren distintas operaciones en secuencias diferentes; el 
gerente de producción puede intentar agrupar centros de trabajo o maquinaria de 
acuerdo a las funciones o procesos, pero la programación en estos sistemas de 
producción bajo pedido puede llegar a ser muy difícil [78]. 
Existen dos tipos de talleres: El taller de flujo, también conocido como flow shop, 
en el cual n trabajos son procesados en el mismo orden a través de una serie de m 
máquinas; y el taller o Job shop, en el cual no todos los trabajos necesitan m 
operaciones, algunos trabajos pueden requerir ser procesados varias veces en la 
misma máquina, y cada trabajo puede tener una secuencia de procesamiento 
diferente. Sea cual sea el tipo de taller, el problema de programación consiste en 
procesar n trabajos a través de m máquinas, y su complejidad depende de las 
secuencias de trabajo permisibles, y los criterios de optimización escogidos [23]. 
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Según [23] los objetivos de la programación en un taller son: 
 Cumplir con las fechas de entrega. 
 Minimizar el inventario de producto en proceso (WIP, por sus siglas en 
inglés). 
 Minimizar el tiempo promedio de flujo a través del sistema 
 Lograr un elevado tiempo de uso de máquina/trabajador, es decir, 
minimizar su tiempo muerto. 
 Dar información exacta del estado de los trabajos. 
 Reducir los tiempos de preparación o de montaje. 
 Minimizar los costos de producción (objetivo del presente trabajo) y de los 
trabajadores. 
Por su parte, [71] enuncian los siguientes objetivos de la programación de los 
centros de trabajo: 
 Cumplir con las fechas de vencimiento 
 Reducir al mínimo los tiempos de entrega 
 Reducir al mínimo el tiempo o el costo de la preparación de las máquinas 
 Reducir al mínimo el inventario de productos en proceso 
 Maximizar la utilización de las máquinas o la mano de obra, aunque 
advierten que en ciertos casos esta puede no ser la forma más eficaz de 
administrar el flujo a lo largo del proceso. 
Asimismo, sugieren que dentro de las funciones de la programación y el control en 
un taller se destacan las siguientes [71]: 
 Realizar la asignación de los pedidos, equipo y mano de obra a los centros 
de trabajo (planeación de la capacidad al corto clase). 
 Determinar el orden de prioridad de los pedidos, que determina la 
secuencia en que serán realizados (secuenciación). 
 Expeditar los pedidos, es decir, iniciar o lanzar los trabajos. 
 Controlar las actividades de producción, revisando el avance de los 
pedidos, y acelerando los pedidos atrasados o críticos. 
Como se ha mencionado anteriormente, los dos elementos principales de la 
programación en talleres son la programación de carga y la secuenciación, en los 
cuales se profundizará a continuación. 
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2.1.1.1. Asignación de carga a talleres 
Cuando una operación puede ser realizada en distintas máquinas o centros de 
trabajo, los tiempos de procesamiento varían de acuerdo a la máquina o centro de 
trabajo empleado para realizar la operación; por esta razón la asignación de 
trabajos suele hacerse de forma que el tiempo total empleado sea el mínimo 
posible, ya que se asume que es lo que traerá menor costo [76]. Dentro de las 
técnicas para realizar la asignación de carga se encuentran [76]: 
Gráficos de Carga: En estos gráficos las abscisas suelen representar el tiempo, y las 
ordenadas los centros de trabajo. También se les conoce como aproximaciones de 
prueba y error, ya que en ellos se van probando distintas soluciones evaluando los 
costos generados y la capacidad requerida, intentando llegar a la solución factible 
que genere el menor costo o el menor tiempo. Una posible actuación podría ser 
asignar los trabajos al centro que genere menor costo o tiempo para su elaboración 
(dependiendo del objetivo a optimizar), la cual sería la solución óptima en caso tal 
de resultar factible. Después se evalúa la carga de cada centro de trabajo y se 
compara son su capacidad, determinando las subcargas y sobrecargas; 
posteriormente, se reasignan las actividades de los centros de trabajo con 
sobrecargas, a aquellos que tienen tiempo o capacidad ociosa, moviendo siempre el 
que genere un menor incremento de tiempo o costo. 
Este procedimientos se vuelve más difícil si existe un gran número de centros de 
trabajo, operaciones y pedidos, más aún cuando estos últimos pueden partirse y 
asignarse a varios centros de trabajo. Además nunca se va a tener certeza de qué 
tan cerca se encuentra la solución de la óptima. Sin embargo, son ampliamente 
utilizados por su sencillez y por la claridad con que reflejan la carga resultante de 
la asignación o secuenciación realizada [76]. 
Métodos Optimizadores: Cuando es posible, se suelen utilizar modelos basados en 
programación matemática para encontrar soluciones teóricamente óptimas al 
problema. Uno de los más utilizados es el algoritmo de asignación de Kuhn, que 
parte de una matriz formada por los costos de realizar cada pedido en cada centro 
de trabajo; sin embargo, este presenta grandes inconvenientes, ya que solo un 
trabajo puede ser asignado a cada centro de trabajo, lo que implica desperdiciar las 
instalaciones más eficientes si a ellas se asigna un pedido corto; además si hay más 
trabajos que centros de trabajo, éstos se asignarán a centros de trabajo ficticio, a 
pesar de que la capacidad de los centros de trabajo no se haya copado; asimismo, 
no se pueden subdividir los trabajos, en caso tal de que el proceso lo permita. Para 
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algunos casos, esto se puede solucionar usando el método del transporte o de 
modelos particulares de programación lineal. [76]. 
Soluciones Heurísticas: Los métodos heurísticos no garantizan soluciones óptimas 
pero si satisfactorias, y en muchos casos cercanas al óptimo. Dentro de estos, uno 
de los más empleados es el método de los índices, que consiste en una 
formalización de los criterios que antes se explicaron en el gráfico de carga. Se 
establece una solución óptima inicial sin considerar la capacidad, a partir de la cual 
se van eliminando las sobrecargas a través de un tiempo o coste de oportunidad, 
llegando a la solución cuando no haya centros de trabajo sobrecargados [76]. 
2.1.1.2. Secuenciación 
Reglas de secuenciación 
Las reglas de prioridad o reglas de secuenciación son criterios que se utilizan para 
obtener una secuencia de trabajo [78]. Estas sirven para determinar la secuencia de 
los pedidos en el proceso productivo, estableciendo qué trabajo se va a realizar 
primero en una máquina o centro de trabajo [71]. Para evaluar la efectividad de las 
reglas de prioridad se evalúan: el cumplimiento de las fechas de entrega, la 
reducción del tiempo de flujo o tiempo que pasa un trabajo en el proceso, la 
reducción del inventario de producto en proceso, y la reducción del tiempo muerto 
de las máquinas y trabajadores [71]. 
A continuación se presentan las reglas de prioridad más utilizadas: 
 Primeras llegadas, primeras salidas (FCFS, por sus siglas en inglés), donde 
los trabajos se realizan de acuerdo al orden con el que entraron al taller [23]. 
Se recomienda esta regla cuando se opera en niveles de baja capacidad, lo 
que le permite al taller trabajar prácticamente sin secuenciar los trabajos. Si 
la carga de trabajo de un taller es baja, cualquier regla de secuenciación 
servirá, y esta es la más fácil de implementar [79]. 
 Tiempo de procesamiento más corto primero (SPT, por sus siglas en inglés), 
donde los trabajos se ordenan en forma ascendente según el tiempo de 
procesamiento, y se realiza en primer lugar aquel con el menor tiempo de 
procesamiento [23], es decir, aquella que tarda menos tiempo en ser 
terminada. También se le conoce como tiempo más breve de operación 
(SOT, por sus siglas en inglés), y se suele combinar con la regla de la 
demora, para que los trabajos que requieren más tiempo no se retrasen 
demasiado [71]. La regla SPT se recomienda cuando el taller está altamente 
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congestionado, ya que tiende a minimizar el tiempo de flujo promedio, el 
número de trabajos promedio en el sistema (por ende el inventario de 
producto en proceso), y el porcentaje de trabajos tardíos. Esta regla parte del 
principio de que al completar más trabajos más rápidamente se satisface a 
un mayor número de clientes que con las otras reglas; sin embargo, algunos 
trabajos muy largos pueden terminarse muy tarde, produciendo una 
pequeña cantidad de clientes insatisfechos. Por esta razón es necesario que 
en la práctica, si un trabajo lleva mucho tiempo esperando o se acerca su 
fecha de entrega, se pare la regla [79]. 
 Tiempo de procesamiento más largo primero (LPT, por sus siglas en inglés) 
donde los trabajos se ordenan en forma descendente según el tiempo de 
procesamiento, y se realiza en primer lugar aquel con el mayor tiempo de 
procesamiento. Se recomienda usarla cuando se prevé subcontratar, por lo 
que los trabajos grandes se hacen en la empresa, y los más pequeños se 
mandan a hacer cerca de su fecha de entrega [79]. 
 Primera fecha de entrega (EDD, por sus siglas en inglés), donde los trabajos 
se ordenan en forma ascendente según sus fechas de entrega, y se realiza en 
primer lugar el trabajo con la fecha de entrega más próxima [23]. Algunos 
autores se refieren a la fecha de entrega como fecha de vencimiento [71]. 
Esta regla se recomienda cuando solo son aceptables pequeños valores de 
tardanza, ya que minimiza la media de la misma; y aunque más trabajos 
estarán retrasados con esta regla en comparación con SPT, el grado de 
tardanza será menor [79]. 
 Programación basada en la razón crítica (CR, por sus siglas en inglés). Para 
algunos autores la razón crítica se halla dividiendo el tiempo de 
procesamiento del trabajo por el tiempo restante hasta la fecha de entrega; y 
el primer trabajo a programar es aquel con mayor razón crítica [23]. Para 
otros, se calcula como la diferencia entre la fecha de entrega y la fecha 
corriente, dividida entre la cantidad de jornadas laborales restantes; en este 
caso se procesa primero los trabajos con proporción crítica más baja [71]. 
Asimismo, [78] la definen como la diferencia entre la fecha comprometida y 
la fecha actual dividida por el trabajo restante; donde también se procesan 
primero los trabajos con menor CR. 
 Margen de tiempo restante (STR, por sus siglas en inglés). Este se calcula 
como el tiempo que resta antes de la fecha de entrega menos el tiempo que 
resta para el procesamiento. En este caso se realizan primero los pedidos 
con menor margen de tiempo restante [71]. También se le llama tiempo de 
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holgura restante [78]. Esta regla se recomienda en periodos de actividad 
normal, donde la capacidad no es restringida, ya que al considerar la fecha 
de entrega y el tiempo de proceso generará buenos resultados [79]. 
 Margen de tiempo restante por operación (STR/OP, por sus siglas en 
inglés). Se procesan primero los trabajos con menos margen de trabajo 
restante por cantidad de operaciones. Se calcula dividiendo el margen de 
tiempo restante entre el número de operaciones restantes [71]. También se le 
llama tiempo de holgura restante por operación [78]. 
 Último en llegar, primero en salir (LIFO, por sus siglas en inglés). Es una 
regla que ocurre por defecto en múltiples ocasiones, ya que cuando entran 
los pedidos estos se van acumulando en la cima de un montón, y el 
operador toma normalmente el pedido de arriba del montón para 
procesarlo [71]. 
 Fecha de inicio (SD, por sus siglas en inglés). Corresponde a la fecha 
comprometida menos el tiempo de ejecución habitual, y se realiza primero 
el trabajo con fecha de inicio más temprana. 
 Ratio de espera (QR, por sus siglas en inglés). Se obtiene dividiendo el 
tiempo de holgura restante en el programa entre el tiempo de cola 
planificado restante [78]. 
 Orden aleatorio, al azar o capricho (RO, por sus siglas en inglés). Esto 
sucede cuando los supervisores u operarios escogen a su gusto el trabajo 
que se va a procesar a continuación [71] sobre la marcha, y normalmente se 
selecciona cualquiera de los trabajos [78]. 
Finalmente, [79] recomiendan que no se use la regla SPT para secuenciar trabajos 
que posteriormente necesitan ser ensamblados con otros trabajos. En casos como 
este, una regla como EDD de ensamble puede producir una mejor programación. 
2.1.1.3. Diagramas de Gantt 
Las graficas de Gantt son una herramienta de programación propuesta por Henry 
L. Gantt en 1917 [74], de quien además reciben su nombre; Henry obtuvo una 
mención presidencial por la aplicación de este tipo de grafica en la construcción de 
barcos durante la primera guerra mundial [71]. 
También son conocidas como gráficas de barras, ya que son un tipo de gráfico que 
barras que representa las tareas en relación con el tiempo; por lo tanto muestra la 
cantidad de tiempo involucrado y la secuencia en la cual pueden desempeñarse las 
actividades [71]. En la gráfica de Gantt, el tiempo se ubica a lo largo del eje 
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horizontal, y los recursos escasos o finitos como las máquinas, personas u horas 
máquinas se ubican en el eje vertical [74]. Los diagramas de Gantt también se usan 
para mostrar las actividades planeadas y completadas en una escala de tiempo 
[79]; también se suele usar una línea punteada vertical para controlar el avance del 
proyecto, la cual representa el día en curso, en el cual se está haciendo la revisión. 
Una de las grandes ventajas que presenta realizar estos gráficos es que al trabajar 
con imágenes, su presentación visual permite que la información se comprenda 
con facilidad [71]. 
A pesar de su antigüedad, hoy en día los diagramas de Gantt se siguen usando 
como uno de los métodos más efectivos para programar talleres o proyectos [74]. 
Son empleados por fábricas pequeñas y por departamentos individuales de 
grandes empresas para planear y rastrear los trabajos, así como para planear 
proyectos y coordinar las actividades planeadas [71]. 
Con base en los diagramas de Gantt se pueden monitorear el progreso de los 
trabajos de acuerdo al plan [79], además de analizar diferentes factores como el 
tiempo de fabricación de los trabajos, la utilización de las máquinas o el 
cumplimiento de fechas de entrega [74]. Adicionalmente, como se pueden crear y 
mantener tanto a mano como en computadora [79], los programas de computadora 
permiten generar rápidamente este tipo de gráficas, lo que resulta en una gran 
ventaja para muchas empresas [71]. 
2.2. Configuraciones productivas 
Para realizar la programación de producción, se debe considerar la configuración 
productiva del sistema a programar, ya que de esta dependerán los factores a 
considerar y las herramientas a utilizar. Las configuraciones más recurrentes en los 
procesos de producción pueden ser de tres tipos: por proyectos, por proceso y por 
producto; sin embargo, también existen configuraciones híbridas, como la 
configuración celular o células de manufactura, que buscan alcanzar altos niveles 
de velocidad y eficiencia, a la vez que se mejoran los niveles de flexibilidad [70]. La 




Figura 2. Clasificación general de las configuraciones productivas 
Fuente: Adaptado a partir de [70] y [51] 
2.2.1. Configuraciones productivas por proyecto 
Esta configuración aparece cuando se producen bienes o servicios únicos y de alta 
complejidad. Dado su carácter único, cada vez que se producen sus actividades 
pueden variar, por lo que se controlan por un equipo de coordinación poniendo 
especial atención en la duración total del proyecto, pero considerando además las 
relaciones de precedencia de las actividades a desarrollar, el costo de las distintas 
duraciones parciales, los costos de los retrasos, entre otros. También es el equipo 
de coordinación quien se encarga de asignar y reasignar los recursos a lo largo de 
la ejecución del proyecto. Por esta razón, la programación de un proyecto 
involucra la coordinación de las actividades y recursos, para que se satisfagan las 
necesidades del cliente mientras al mismo tiempo se minimiza el costo de los 
recursos empleados para su ejecución [72]. 
2.2.2. Configuraciones productivas por producto  
También son llamadas configuraciones continuas [72], líneas de ensamble o 
cadenas de montaje. En estas se producen partes separadas que se mueven entre 
las estaciones de trabajo a un ritmo controlado, siguiendo la secuencia requerida 






















otros procesos en línea junto con el ensamble, y se denomina de flujo continuo 
cuando se habla del procesamiento de productos que siguen una secuencia de 
operaciones determinada pero su flujo es continuo por las características del 
proceso o la materia prima. Es el caso de la producción de petróleo o cerveza [71]. 
En esta configuración se eliminan los tiempos ociosos y de espera, por lo que 
siempre se realizan las mismas operaciones, en las mismas máquinas para obtener 
el mismo producto. De igual manera, los operarios siempre realizan la misma tarea 
para el mismo producto. Además, debido a la homogeneidad del proceso y la alta 
repetitividad de las operaciones, no se suele incurrir en paradas de producción, e 
incluso en algunos casos podría afectar a la maquinaria el hacerlo. Asimismo un 
producto no tiene que esperar a que se procese la totalidad del lote para pasar a la 
etapa siguiente de su producción [72]. 
El principal objetivo consiste en mejorar el flujo de materiales y trabajos (para esto 
se busca que las operaciones tengan la misma duración), además de la 
especialización de los conocimientos y destrezas de los operarios y una rápida 
realización de los productos y generación del valor añadido [72]. 
2.2.3. Configuraciones productivas por lotes o por proceso 
En estos ambientes productivos utilizan las mismas instalaciones para la obtención 
de diferentes productos, por lo que cuando se acaba de producir la cantidad 
requerida de uno de ellos, se ajusta la maquinaria e instalaciones necesarias y se 
procesa otro lote de un producto diferente [72]. Según el tamaño de los lotes, la 
variedad y homogeneidad de los productos se pueden clasificar así: 
2.2.3.1. Job Shop  
Un Job Shop es un ambiente de manufactura, en el cual los centros de trabajo se 
organizan alrededor de procesos particulares que consisten en tipos concretos de 
equipamiento, maquinaria, u operaciones [78]. Es decir, en esta configuración 
productiva se utilizan equipos o maquinaria versátiles y de escasa especialización, 
que suelen agruparse en centros de trabajo de acuerdo a la función que 
desarrollan, y que permiten ejecutar diversas operaciones para hacer una gran 
variedad de productos [72]. 
En este ambiente de manufactura se procesan lotes pequeños de un gran número 
de productos (lo que implica poca o nula estandarización [72]), los cuales requieren 
una secuencia diferente de operaciones [71]. Es decir, los trabajos no pasan en el 
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mismo orden a través de los centros de trabajo. Además, el producto o servicio 
producido se basa en una orden de producción individual para un cliente 
específico [78]. Son trabajos hechos a la medida o con muchas opciones 
personalizadas [72]. Se pueden distinguir dos tipos de Job Shop: 
Configuraciones a la medida o de talleres: El proceso para realizar el producto o 
servicio requiere de pocas operaciones poco especializadas, las cuales son 
realizadas por el mismo trabajador o un grupo de trabajadores, los cuales emplean 
los diferentes centros de trabajo para desarrollar las actividades. Adicionalmente, 
los lotes son de pocas unidades y hechos según las especificaciones de cada cliente, 
por lo que la variedad de productos puede ser infinita. Por esto es necesario que 
los operarios dominen todas las actividades requeridas para realizar cada uno de 
los productos o servicios. [72] 
Configuraciones en batch: El proceso requiere de un número mayor de operaciones 
más especializadas, por lo que un mismo operario no puede dominar todas ellas a 
la perfección, y en cambio se dedica al funcionamiento de uno o varios centros de 
trabajo. Los centros de trabajo tienen maquinaria más sofisticada y enfocada a 
cierto tipo de operaciones, sin embargo, la automatización sigue siendo baja y se 
mantiene la flexibilidad. El lote pasa entonces de un centro de trabajo al siguiente 
una vez se ha completado la operación en cada una de sus unidades, y en caso tal 
de estar ocupado, pasa a un almacenamiento temporal. Los productos ya no son a 
la medida del cliente, sino que se le ofrecen muchas versiones de un producto 
entre las cuales puede escoger; esto le da un grado de estandarización al proceso a 
pesar de que sigue habiendo una baja repetitividad en las operaciones. El objetivo 
es concentrar las destrezas y conocimientos y aumentar la utilización de los 
equipos [72]. 
Sea cual sea el tipo de Job Shop, la programación busca reducir las esperas entre 
operaciones y los tiempos ociosos de los recursos, cumpliendo además con las 
prioridades de los pedidos, y las fechas de entrega prometidas al cliente. Para 
lograrlo se utiliza en ambos casos las mismas técnicas de carga o secuenciación. 
[72] 
2.2.3.2. Flow Shop 
Un flow shop se puede describir como un taller de trabajo o job shop que está 
estandarizado hasta cierto punto, ya que la línea de producción se mantiene 
relativamente estable [71]. En este tipo de empresas se producen grandes lotes de 
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pocos productos diferentes, pero homogéneos [72], bien sea bajo pedido o para 
mantener inventario; y estos productos siguen un mismo flujo de producción a lo 
largo de la planta [71]. 
Los productos a realizar en un flow shop requieren una secuencia similar de 
operaciones (así salten algunas de ellas), razón por la cual las máquinas se 
disponen en línea, una tras otra, y cuando se acaba de fabricar un lote de 
producción de cierto producto, se ajustan las máquinas para realizar un producto 
diferente [72]. Asimismo, la maquinaria es más especializada brindando una 
mayor automatización y homogeneidad en los procesos; sin embargo, como 
desarrollan operaciones muy similares pero no iguales, el equipo sigue siendo más 
versátil que en la configuración continua. Finalmente, la especialización de los 
trabajadores es mucho mayor y su establecimiento implica un mayor costo, lo que 
lleva a producir para inventario; más aún porque el tipo de maquinaria empleada 
da lugar a altos costos de montaje entre los trabajos [72]. 
El flow shop clásico se puede definir como una configuración productiva en la cual 
un conjunto de trabajos es procesado de manera secuencial [80,81], siguiendo una 
ruta constante [13] a través de varias etapas ubicadas en serie, que se componen de 
una sola máquina [11,51,82].  
En el problema del programación de un flow shop, n trabajos son procesados en m 
máquinas [83]. Cada trabajo j (para j=1:n) pasa a través de las m máquinas en un 
mismo orden y requiere un tiempo de procesamiento pij en la máquina i (para 
i=1:m) [80]. El objetivo consiste en encontrar una secuencia de procesamiento para 
los n trabajos en las m máquinas, con el fin de optimizar un criterio de desempeño 
dado [84]. En un flow shop tradicional, los trabajos deben ser procesados en cada 
una de las etapas, lo que quiere decir que no se permite saltar pasos en la 
producción [85]. 
[51] Proponen la siguiente clasificación para el flow shop:  
 Flow shop: Hay una sola máquina en cada etapa. 
 Flow shop sin espera: La operación siguiente comienza inmediatamente 
después de que la operación anterior termine. Esta restricción fue motivada 
por procesos productivos con limitación del espacio físico, o programación 
de productos con tasa de descomposición [41]. 
 Flow shop de montaje: cada trabajo consiste de m-1 operaciones específicas, 
donde cada una de ellas tiene que ser realizada en una máquina 
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predeterminada de la primera etapa, y posteriormente se realiza una 
operación de montaje en la máquina de la segunda etapa. 
 Flow shop híbrido o flexible: Existe más de una máquina en al menos una 
etapa. En esta configuración pueden haber tiempos muertos entre 
operaciones del mismo trabajo; si no los hay se denomina flow shop híbrido 
sin espera [86]. 
 [87] agregan a esta clasificación el flow shop re-entrante, en el cual además 
de que todos los trabajos siguen la misma ruta a través de las máquinas, esta 
ruta puede ser seguida varias veces para completar los trabajos. Es decir, los 
trabajos pueden visitar muchas veces una misma etapa del proceso [56]. 
 Diversos autores también estudian el flow shop proporcionado, en el cual 
los tiempos de procesamiento son iguales para cada una de las etapas [88]. 
 Finalmente, está el flow shop de permutación. Normalmente en un flow 
shop existen (n!)m secuencias posibles. Cuando el problema se simplifica no 
permitiendo que un trabajo pase a otro (job passing), es decir, cuando la 
secuencia inicial de los trabajos se mantiene para todas las máquinas, hace 
que solo existan n! secuencias posibles; esto es lo que se conoce como flow 
shop de permutación [89]. 
2.3. Flow Shop Hibrido Flexible 
El flow shop híbrido es un sistema de producción derivado del flow shop clásico 
[90], que surge como respuesta a las necesidades de la industria, la cual ha debido 
incluir más máquinas en algunas de las etapas de producción con el fin de 
aumentar la capacidad [51,11,32,56,58] o balancear las capacidades de las etapas 
[11,58], eliminar cuellos de botella cuando algunas operaciones son muy largas 
[32,58], aumentar la flexibilidad [32,41], aumentar la productividad [56], o bien, 
para producir nuevos productos que requieren de máquinas dedicadas 
especialmente a ellos [11]. Este sistema ha sido considerado como fundamental 
para modelar las líneas de manufactura automatizadas reales [31] ya que permite 
una afinidad entre la forma en que se representa el problema de manera teórica y 
las necesidades reales de la industria en la práctica [2]. 
Algunos autores se refieren al flow shop híbrido como flow shop con múltiples 
máquinas o procesadores, flow shop flexible, flow shop de multiprocesadores o 
flow shop con máquinas paralelas [11,32]. Existen múltiples definiciones del flow 




i. Un conjunto de n trabajos es procesado en m etapas. 
ii. El número de m etapas de procesamiento es al menos 2. 
iii. Cada etapa k tiene M(k)>=1 máquinas paralelas. Es decir, en cada etapa 
puede haber más de una máquina en paralelo [51]. 
iv. En al menos una de las etapas M(k)>1. Es decir, existen por lo menos dos 
máquinas en paralelo en al menos una de las etapas [12,92,93,82]. 
v. Las etapas de procesamiento son secuenciales, es decir, todos los trabajos 
deben seguir el mismo flujo de producción (la misma ruta de máquinas 
[51]). 
vi. No todos los trabajos necesitan pasar por todas las etapas [51], es decir, un 
trabajo puede saltar cualquier número de etapas, siempre y cuando se 
procese en al menos una de ellas. Si bien es cierto que esta es una de las 
características que identifican múltiples autores como perteneciente al flow 
shop híbrido, otros autores se refieren a este como un problema diferente al 
que denominan flow shop híbrido flexible o línea de flujo hibrida flexible 
[2,1], que es la que tratamos en este trabajo. 
vii. Cada trabajo j requiere un tiempo de procesamiento Pjk en la etapa k [69]. 
viii. Se pretende encontrar una programación que optimice una función objetivo 
dada. 
Sin embargo, en la literatura se pueden encontrar también las siguientes 
particularidades en las definiciones, las cuales en algunas ocasiones, dependen del 
sistema que se está modelando: 
ix. El flujo de los trabajos es unidireccional [12,93]. 
x. Las etapas pueden estar separadas por almacenamientos finitos temporales 
(buffers). 
xi. Las máquinas existentes en cada una de las etapas pueden ser idénticas, 
uniformes o no relacionadas [12,93,41]. 
xii. Las máquinas de una etapa son idénticas [13,77], por lo que una operación 
puede ser ejecutada por cualquiera de las máquinas existentes en cada etapa 
[93]. 
xiii. Las máquinas paralelas pueden procesar las mismas operaciones [13,93]. 
xiv. Una máquina puede procesar como máximo un trabajo a la vez [10]. 
xv. Un trabajo puede ser procesado como máximo por una máquina a la vez 
[10,82]. 
xvi. Todos los trabajos tienen que visitar todas las etapas [13,77,92]. 
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En un sistema de producción, la palabra flexibilidad se refiere a la capacidad de 
responder efectiva y rápidamente a las necesidades y requerimientos de 
producción [13]. En el contexto del Flow Shop Híbrido, otros se refieren a ella 
como la habilidad de varias máquinas para realizar la misma operación, o a la 
habilidad de una máquina para realizar diferentes operaciones [13]. En este trabajo 
vamos a tomar la palabra flexible, como la capacidad que tienen los trabajos para 
saltar etapas de producción. Este mismo concepto es el utilizado por [94] en este 
tipo de ambientes. 
La Figura 3, ilustra el ambiente Flow Shop Híbrido Flexible con S etapas, cada una 
de las cuales tiene un número diferente de máquinas. 
 
Figura 3. Ambiente Flow Shop Híbrido Flexible 
Fuente: Traducido al español a partir de [13] 
2.3.1. Programación de Producción en un Flow Shop Hibrido Flexible 
Una de las tareas más importantes en los sistemas de manufactura y de servicios 
consiste en cómo programar los trabajos con el fin de satisfacer algún criterio [69]. 
Una programación eficiente puede reducir eficientemente los costos totales en una 
organización [68]. Sin embargo, la dificultad de encontrar la mejor programación 
depende del ambiente de producción, las restricciones del proceso y el indicador 
de desempeño [95]. 
El problema de programación en un flow shop híbrido (HFSP por sus siglas en 
inglés) se evidencia en muchas situaciones prácticas [96] ya que este tipo de 
configuración es muy común en los sistemas productivos [97]. Este puede verse 
como una combinación de dos tipos de problemas de programación: el de las 
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máquinas paralelas, cuyo factor clave es la asignación de los trabajos a las 
máquinas (también conocido como problema de carga [69]), y el de un flow Shop, 
cuyo objetivo fundamental es la secuenciación de los trabajos a través del taller 
[11,98]. Adicionalmente, el procesamiento por lotes se puede considerar como un 
tercer sub problema en el HFSP; el cual solo ocurre cuando los tiempos de 
preparación no son despreciables y se deben producir varios trabajos de un mismo 
tipo de producto [69]. En este caso podría ser ventajoso producir estos trabajos en 
conjunto como un lote para reducir el tiempo de preparación [99]. 
Se puede concluir que las decisiones principales para la programación de un Flow 
Shop Hibrido Flexible son la asignación de los trabajos a las máquinas en cada 
etapa, y la secuenciación de los mismos en las diferentes máquinas de acuerdo a 
uno o varios criterios dados; y su propósito es encontrar una programación que 
optimice una función objetivo dada [58,11,17,15,100,83,92]. 
El problema de programación en un flow shop híbrido flexible es conocido como 
NP-complejo (NP-hard). Gupta demostró que un HFSP de dos etapas de 
procesamiento, donde la primera contiene dos máquinas, y la segunda una sola 
máquina es NP-complejo [15,69]; por lo tanto, se puede inferir que el problema 
considerado en este trabajo, que tiene una estructura mucho más compleja, es en 
mayor medida NP-complejo. 
2.3.2. Costos de Programación en un Flow Shop Hibrido Flexible 
El éxito de un producto o servicio depende en gran medida del costo incurrido en 
su proceso de producción [68]. El costo es el valor monetario de los bienes y 
servicios  totales consumidos por la empresa en el desarrollo de su actividad. Es 
innegable la importancia que tiene la reducción de costos como arma competitiva, 
debido a que es uno de los condicionantes del precio del producto o servicio que 
ofrece la empresa, y a que la disminución del mismo aumenta el beneficio 
empresarial. Por estas razones la reducción de costos siempre será una meta 
fundamental para cualquier organización [72]. 
Para lograr reducir los costos en una organización, sin obtener déficits en la 
calidad, existen dos soluciones: la mejora del aprovechamiento de los recursos 
existentes sin realizar inversiones (disminuyendo costos de mano de obra, 
inventatio, desechos, materiales) y la realización de inversiones que mejoren la 
recnología empleada, aprovechando los beneficios de las economías de escala; 
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donde en ambos casos se logra el objetivo a través de la eficiencia y la 
productividad [72]. 
Si lo que se pretende es reducir los costos de programación en un Flow Shop 
Hibrido Flexible es indispensable hacer una asignación óptima de los recursos 
disponibles, obedeciendo a la primera de las soluciones mencionadas 
anteriormente. La idea es generar un programa de producción para un periodo de 
tiempo, que permita minimizar los costos aumentando las ganancias. Por esta 
razón es necesario saber cuánto cuesta determinada orden de producción, qué 
recursos se necesitan, qué asignación de recursos puede garantizar el tiempo 
necesario para completar los trabajos, etc [101]. 
Dentro de los costos asociados a la programación, [12] identifican los costos fijos 
asociados a la producción, el costo del tiempo extra y el costo de mantener 
inventario. Por su parte, [102] afirman que los mayores costos asociados con cada 
trabajo son los costos de producción, de transporte, de inventario y los costos de 
preparación. 
Los costos o tiempos de preparación se refieren al costo monetario o al tiempo 
invertido en ajustar los recursos para pasar de realizar un trabajo a otro diferente, 
los cuales son dados por el costo de oportunidad debido al tiempo que la máquina 
no está funcionando [17], y han sido fuente de estudio de diversos autores en los 
últimos años. [51] afirman que hay grandes ahorros cuando los tiempos o costos de 
preparación se incorporan explicitamente en las decisiones de programación. 
Asimismo [103]los consideran muy importantes para la industria textil y sostienen 
que estos deben ser considerados por separado. Una de las razones que brindan los 
autores es que cuando se cambia el tipo de tela en un telar se debe cambiar la 
cadena de abrigo, y el tiempo que toma realizar este cambio depende de la tela 
anterior y la tela siguiente. 
Finalmente, están los costos administrativos de la programación, los cuales surgen 
porque ésta se realiza de forma manual por un operario, así como los costos 
derivados de los desfaces ocasionados por las aproximaciones que el operario hace 
al no realizar esta función de forma sistematizada en un ordenador. 
Dentro de los autores que buscan la minimización de los costos en un flow shop 
híbrido se encuentran los siguientes: [24] proponen un criterio de programación 
que consiste de tres partes (la precocidad total, la tardanza total, y el tiempo de 
espera total), y que tiene en cuenta los costos del almacenamiento de productos en el 
curso de la producción y de las sanciones por no cumplir con los plazos establecidos en el 
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contrato con el cliente. Estos, proponen el uso de tres algoritmos constrictivos y tres 
meta heurísticas basadas en la búsqueda tabú y en el recocido simulado para 
resolver el problema; [26] estudian el problema del dimensionamiento de lote 
económico, y de la programación en flow shop híbridos con máquinas paralelas no 
relacionadas en un horizonte de planificación finita. Buscan establecer un calendario 
cíclico que minimice la suma de los costos de lanzamiento y mantenimiento de inventario 
por unidad de tiempo, sin ningún tipo de desabastecimiento. Para resolver el problema 
proponen una programación matemática no lineal mixta cero-uno, con dos 
métodos diferentes de solución: un algoritmo genético híbrido y un recocido 
simulado; así como dos algoritmos heurísticos constructivos que proporcionan las 
soluciones iniciales de los algoritmos, y una búsqueda local para mejorar la calidad 
de sus soluciones. Después de comparar 180 problemas, los resultados demuestran 
que la calidad de las soluciones es mejor en el algoritmo genético híbrido, pero los 
tiempos computacionales son mejores con el recocido simulado; [27] proponen un 
modelo matemático que minimiza el makespan y el costo de asignación de los 
procesadores a las etapas en un FSH con M procesadores paralelos idénticos, que 
pueden ser asignados a cualquiera de las etapas. Desarrollan una heurística para 
computar/calcular el makespan, el cual será incluido en el algoritmo genético 
propuesto, con el objetivo de determinar la secuencia inicial de los trabajos y la 
asignación de los procesadores a las etapas. 
2.4. Técnicas de Programación de un Flow Shop Hibrido Flexible 
La mayoría de problemas de programación son de naturaleza N-P Completo [104]. 
Así mismo, se ha demostrado que el problema del Flow Shop Híbrido Flexible 
también posee dicha naturaleza, es decir, no es posible encontrar la solución 
óptima para grandes instancias del problema en un tiempo de cálculo razonable, 
ya que no existe un algoritmo capaz de solucionar el problema en una cantidad de 
tiempo acotada por una función polinomial del tamaño de los datos 
[105,106,12,43,89]. Por esta razón es necesario desarrollar estrategias para encontrar 
soluciones buenas a un costo computacional razonable [43]. 
Entre las técnicas utilizadas para resolver el problema de programación del Flow 
Shop Hibrido Flexible se encuentran los algoritmos exactos, las heurísticas y las 
meta heurísticas [15]. 
2.4.1. Algoritmos Exactos  
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Estos algoritmos encuentran la solución óptima al problema, pero implican un 
costo computacional en ocasiones tan elevado que hacen que se descarten como 
método de solución para el mismo [43]. Dentro de ellos se encuentran el método de 
ramificación y acotamiento (B&B, por sus siglas en inglés), los modelos de 
programación matemática, y la programación dinámica, siendo el primero la 
técnica preferida para resolver de manera óptima el problema del Flow Shop 
Híbrido [15,43]. 
Branch and Bound 
El algoritmo de ramificación o acotamiento es un algoritmo general para encontrar 
soluciones óptimas que consiste en una enumeración sistemática de todas las 
soluciones candidatas, donde grandes subconjuntos de candidatos infructuosos se 
descartan en masa mediante el uso de los límites superior e inferior estimados de 
la cantidad que se está optimizando. Dentro de los autores que usan este método 
para resolver el problema, [69] lo emplean para minimizar el makespan en un flow 
shop híbrido con tiempos de preparación y operaciones de ensamble, en el cual 
primero se producen las partes en un FSH y luego se ensamblan en una etapa 
posterior para producir los productos. 
A pesar del éxito relativo de los algoritmos exactos, estos son todavía incapaces de 
resolver problemas medianos y grandes y se hace muy complejo usarlos para 
representar efectivamente los problemas del mundo real; asimismo, como 
requieren un número exponencial de operaciones para resolver problemas de alta 
complejidad o de gran tamaño, esto implica un costo computacional en ocasiones 
tan elevado, que hace que se descarden como alternativa de solución; por estas 
razones, se prefiere el uso de técnicas no exactas pero eficientes como las 
heurísticas o meta heurísticas para resolver el problema de programación en 
ambientes tan complejos [15,43,107]. Es válido usar algoritmos exactos cuando se 
trata de problemas de tipo P, es decir, para los cuales existen algoritmos con 
esfuerzo computacional de tipo polinomial que encuentre la solución óptima [108]. 
2.4.2. Heurísticas  
Las heurísticas son algoritmos que encuentran soluciones de buena calidad para 
problemas complejos de tipo NP (para los cuales no se conocen algoritmos con 
esfuerzo computacional de tipo polinomial que encuentren su solución óptima) 
[108] y NP-complejo (NP-Hard) [109]. Estos son por lo tanto un conjunto de 
procedimientos simples, muchas veces basados en el sentido común, que 
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encuentran soluciones no óptimas (por lo que se les suele llamar técnicas inexactas 
o incompletas), pero de buena calidad, de manera simple y rápida [108,107]. 
El tipo más simple de heurística son las reglas de programación, también 
conocidas como políticas de programación o listas de algoritmos de programación. 
Estas son simples reglas de oro para la priorización y asignación de los trabajos en 
las máquinas, y son particularmente adecuadas para lidiar con ambientes 
complejos, dinámicos e impredecibles, razón por la cual son muy populares en la 
práctica [15]. Las heurísticas sofisticadas suelen usar una estrategia de divide y 
vencerás, en la que el problema se divide en pequeños sub-problemas que se 
resuelven uno a la vez y sus soluciones se integran en una solución completa al 
problema original [15]. A pesar de que las heurísticas suelen ser 
computacionalmente eficientes, su mayor desventaja es la posibilidad de terminar 
en un óptimo local muy distante del óptimo global [110]. 
Las heurísticas pueden ser clasificadas en [108]: 
Algoritmos constructivos: Estos también se denominan paso a paso, ya que van 
adicionando uno a uno componentes individuales de la solución hasta encontrar 
una solución factible.  
Algoritmos de descomposición y división: Los algoritmos de descomposición 
separan el problema en varios problemas menores con el fin de hacer más fácil el 
proceso de solución, y el proceso de descomposición se debe resolver en forma 
integrada. Los algoritmos de división, separan el problema en varios sub-
problemas independientes, y la solución al problema inicial se halla uniendo las 
soluciones de los sub-problemas. 
Algoritmos de reducción: Estos algoritmos intentan reducir el tamaño del problema 
identificando características específicas de sus variables, por lo que si bien 
comparte características con el método de descomposición, permite encontrar 
características específicas de correlación entre las variables del problema. 
Algoritmos de manipulación del modelo: Estos usan modelos relajados del modelo 
ideal y usan la solución del modelo relajado para ayudar a encontrar una buena 
solución del modelo ideal. La relajación consiste en linealizar restricciones no 
lineales, permitir que variables enteras tomen valores continuos de forma 
temporal, eliminar o adicionar restricciones, entre otros. 
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Algoritmos de búsqueda a través de vecindad: Algunos autores [108] no toman las 
meta heurísticas por separado, por lo que las incluyen dentro del grupo de las 
heurísticas. En estos algoritmos se parte de una solución inicial que puede ser 
factible o infactible, y a través de un método de transición pasa a una solución 
vecina de la solución actual. Se repite este procedimiento según la lógica del 
algoritmo hasta que se cumpla un criterio de parada. En estas transiciones o 
iteraciones, existe la solución actual, pero también se almacena la mejor solución 
encontrada; esta solución es llamada incumbente y es la respuesta del algoritmo al 
terminar el proceso de búsqueda. 
Son muchos los autores que usan heurísticas simples o híbridas para resolver el 
problema de programación en un flow shop híbrido. Dentro de ellos, [111] utilizan 
una heurística basada en el B&B para minimizar el makespan en un flow shop 
híbrido de dos etapas con máquinas dedicadas. 
2.4.3. Meta heurísticas  
En los últimos años se han desarrollado exitosas estrategias genéricas para mejorar 
el desempeño de las simples heurísticas deterministas y para resolver problemas 
en los que éstas no son efectivas [43,15]. Estas estrategias, conocidas como meta 
heurísticas, agregan un elemento de aleatoriedad en la heurística determinista con 
la idea de que su uso repetido puede conducir a mejores soluciones que los 
generados de manera determinista [15]. Dentro de las meta heurísticas más 
utilizadas se encuentran el recocido simulado (Simulated Annealing-SA), la 
búsqueda tabú, los algoritmos genéticos, la optimización de colonias de hormigas, 
los sistemas inmunológicos artificiales, las redes neuronales, la búsqueda local 
iterativa, y la computación evolutiva, etc., siendo las tres primeras las más 
empleadas. 
2.4.3.1. Recocido Simulado 
Este método se basa en la simulación del proceso físico de recocido, en el cual se 
realiza el calentamiento de un sólido, seguido por un enfriamiento, hasta lograr 
una estructura cristalina perfecta [108], ya que al bajar lentamente la temperatura 
se disminuyen los defectos minimizando el sistema de energía [112]. La analogía 
que se hace entre el proceso físico y el problema de optimización es la siguiente: la 
configuración física o estado de las moléculas corresponden a la solución de 
optimización, la energía de las moléculas corresponde a la función objetivo o de 
costos, el estado de baja energía corresponde a una solución óptima, y la tasa de 
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enfriamiento corresponde al parámetro de control que afecta la probabilidad de 
aceptación [113]. 
En esta meta heurística se combina el mecanismo de generación de alternativas y el 
criterio de aceptación, en el cual Tk representa al parámetro de control 
(temperatura) y Nk al número de alternativas generadas en la k-ésima iteración del 
algoritmo. Cuando T es grande se aceptan empeoramientos grandes de la función 
objetivo, cuando decrece se aceptan pequeños deterioros, y cuando tiende a cero 
solo se aceptan mejoramientos de la función objetivo; esto es lo que diferencia al 
recocido simulado de los algoritmos de búsqueda local. Finalmente, a partir de un 
estado i con costo f(i) se genera un estado j con costo f(j) y el criterio de aceptación 
para el problema de minimización determina si el nuevo estado es aceptado, a 







     𝑠𝑖 ↔ 𝑓(𝑗) ≤ 𝑓(𝑖)
     𝑠𝑖 ↔ 𝑓(𝑗) > 𝑓(𝑖)
 
A pesar de que este método puede ser aplicable en muchos campos de la 
investigación operativa, su principal desventaja es que requiere de un gran 
esfuerzo computacional para generar soluciones de alta calidad [108]. 
Dentro de los autores que utilizan el recocido simulado para resolver el problema 
se encuentran: [113] quienes proponen tres métodos bi-objetivo basados en S.A. a 
los que denominan CWSA, NWSA and FSA, con el fin de minimizar el makespan y 
la tardanza de los trabajos en un flow shop híbrido sin espera de dos etapas. Los 
métodos solo se diferencian en la función objetivo que utilizan, y los autores 
encuentran que de los tres métodos propuestos los dos últimos son los que 
resuelven mejor el problema en estos ambientes; [82], que proponen un algoritmo 
de recocido simulado que usa tres métodos de decodificación (programación de 
lista, programación de permutación, y método de primer ajuste) para minimizar el 
makespan en un flow shop híbrido; asimismo combinan un mecanismo de 
vecindario para generar soluciones del vecindario. Comparan su algoritmo con un 
algoritmo genético [114], un sistema de colonias de hormigas [115], una 
optimización de enjambre de partículas [116] y un algoritmo memético [48], 
obteniendo mejores resultados; y [9], que usan el recocido simulado para 
minimizar el makespan en un flow shop híbrido con tiempos de montaje 
dependientes de la secuencia y máquinas paralelas idénticas; al compararlos con 
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un algoritmo genético de clave aleatoria y un algoritmo inmune propuestos 
previamente, obtienen mejores resultados en un tiempo de cómputo aceptable. 
2.4.3.2. Búsqueda Tabú 
Esta técnica toma como referencia dos estrategias: una basada en diversificación, 
que modifica la solución por medio de reglas que le permitan elegir entre regiones 
con soluciones activas; y otra en intensificación, que revisa en un nivel macro las 
zonas no visitadas, y genera soluciones diferentes a las ya establecidas [117]. Esta 
mejora el rendimiento de un método de búsqueda local al usar estructuras de 
memoria que prohíben las soluciones ya visitadas durante cierto tiempo del 
proceso de búsqueda [118]. 
En la búsqueda Tabú se realizan los siguientes pasos [117]: i) selección de una 
solución Xo, ii) elección de un entorno y generación de una nueva solución V(Xo), 
iii) evaluación de la función objetivo, iv) actualización de la mejor solución y de la 
mejor de las soluciones, y v) criterio de finalización [70]. 
Sin embargo, el problema que presenta el mismo, es que como se parte de una 
solución que es reemplazada si se encuentra una mejor solución, y a partir de esta 
nueva mejor solución encontrada se realiza continúa la búsqueda, esto puede 
conllevar a que si no se encuentra una mejor solución en el vecindario se genere un 
óptimo local [117,119]. Una posible solución a este problema es propuesta por 
[120], quienes a partir de un método local propuesto para la búsqueda tabú, 
emplean una técnica de búsqueda tabú, así cuando el algoritmo se estanca en un 
óptimo local, esa solución se convierte en punto de partida para las siguientes 
soluciones.  
Dentro de los autores que consideran el uso de la búsqueda tabú como solución al 
problema se encuentran [31], que proponen dos versiones de búsqueda tabú (una 
secuencial y una paralizada) con el objetivo de minimizar el makespan en un flow 
shop híbrido de máquinas paralelas idénticas; y diseñan propiedades del problema 
que hacen posible obtener buenos y rápidos resultados. Afirman que la alta 
eficiencia del método de búsqueda tabú  propuesto se debe a que trabaja con un 
vecindario reducido.  
2.4.3.3. Algoritmos Genéticos  
Los Algoritmos genéticos fueron desarrollados por Holland en la década de 1960 
[121]. Estos son algoritmos de búsqueda inspirados en los principios de evolución 
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natural de las especies (apareamiento, recombinación, mutación genética, 
adaptación, selección natural [122]) [123,124,125,126] y en la genética de la 
población [123], los cuales sugieren que se pueden encontrar soluciones 
aproximadas a problemas de gran complejidad computacional mediante un 
procedimiento de evolución simulada matemáticamente en un ordenador [17]. 
Los Algoritmos genéticos han sido usados para resolver muchos problemas 
difíciles de la ingeniería [127] y han llegado a ser una metodología poderosa y 
exitosa para la resolución de problemas, demostrando el poder de los principios 
evolutivos [128]. En la actualidad, son la meta heurística más usada en la 
programación de Flow Shop Híbridos, y probablemente en la programación en 
general, debido a su alta velocidad computacional y a que se obtienen mejores 
solución es con respecto a otras técnicas [15,11]. El algoritmo genético como 
algoritmo evolutivo tiene las ventajas de ser fácil, rápido, tolerante a las fallas y con 
una ventaja única en criptoanálisis [129]. Es una buena técnica para resolver 
problemas complejos de optimización, pero para evitar su convergencia prematura 
se debe seleccionar con cuidado la función objetivo, tamaño de la población, 
probabilidad de cruce y mutación y el número de iteraciones; un gran tamaño de 
población y un gran número de iteraciones incrementan la probabilidad de obtener 
una solución global en vez de óptimos locales, pero incrementa también el tiempo 
de procesamiento [130]. 
Un algoritmo genético consta de cuatro fases principales: 
Generación de la población: Una posible solución de un algoritmo genético se 
llama cromosoma [131] o genotipo, la cual constituye una alternativa de tiempo o 
costo para cada actividad, y se representa por medio de una serie de números 
enteros llamados genes [132,124,43,121,85]. Con el fin de resolver diferentes 
problemas de optimización, los genes pueden obedecer a una codificación real o a 
una codificación en cadenas de bits [133]. La representación de las soluciones es el 
factor más importante y crítico para la construcción de un algoritmo genético 
eficiente, por lo que debe ser definida adecuadamente [4,134].  
Una de las decisiones más importantes en los algoritmos genéticos es crear la 
población inicial [92]; en este primer paso de la evolución se genera una población 
de individuos, que está formada por un conjunto de soluciones al problema, las 
cuales pueden ser creadas de manera aleatoria o mediante alguna heurística 
conocida [17,132,121]. Existen múltiples procedimientos para generar soluciones 
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iniciales, pero se suelen descartar todos aquellos que impliquen un elevado coste 
computacional [17].  
Selección: La fase de selección es la responsable de escoger los individuos para la 
reproducción [4]. En esta se seleccionan los individuos “padres” donde una o más 
soluciones son escogidas mediante algún procedimiento basado en mayor o menor 
medida en el azar, pero teniendo en cuenta el valor de la función de bondad 
Fitness [17].  
La función de bondad se define con el fin de determinar la calidad de los 
individuos. Esta se evalúa en cada generación, midiendo el grado de adaptación 
del individuo a su entorno y por lo general depende de la función objetivo a 
optimizar [4,17,132,121].De esta manera se seleccionan las mejores soluciones 
encontradas entre el conjunto de soluciones iniciales y las nuevas soluciones, para 
que continúen el proceso genético de evolución [122]. 
La mayoría de las estrategias de selección adoptan el método donde la 
probabilidad de seleccionar un individuo es proporcional a su valor de la función 
de bondad, es decir, cuanto mayor sea la función de bondad de un cromosoma, 
mayor es su probabilidad de supervivencia. Esto significa que antes de la selección 
se realiza una evaluación de los individuos, y también que el proceso de selección 
utiliza el valor de bondad para favorecer la probabilidad de elegir individuos 
“buenos” en términos de la función objetivo [17]. [134] confirman lo anterior, y 
afirman que la selección se produce a través del operador genético de 
reproducción, el cual favorece las mejores soluciones mediante la réplica de las 
soliciones buenas y la eliminación de las malas soluciones; por lo que después del 
proceso de selección, en la población predominan las soluciones buenas. 
Operación genética: Esta fase consiste en generar la siguiente población, para lo 
cual se aplica a los individuos elegidos algún operador genético [17,132,121]. Los 
operadores más usados son el cruce y la mutación, los cuales se aplican en cada 
generación con un cierto grado de aleatoriedad [17,92,121]. 
El operador de cruce es usado para transmitir las buenas propiedades de la 
población a su descendencia [133]. Este tiene como objetivo obtener mejores 
soluciones haciendo uso de la información de los individuos padres; este explora 
en el espacio de soluciones permitiendo la creación de nuevos individuos a partir 
de la combinación de un par de soluciones existentes en la población, las cuales son 
seleccionadas en un número determinado por una tasa de cruce dada [92,17,4]. 
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El operador de mutación aplica cambios aleatorios a los individuos padres en el 
momento de formar el hijo [112]; de esta manera produce nuevos individuos para 
aumentar la diversidad de la población, manteniendo un nivel razonable de 
población, y provee un bien mecanismo para escapar del optimo local [4,92,133]. 
De esta manera, de acuerdo con una tasa de mutación dada se cambia de forma 
aleatoria la estructura de algunos individuos existentes en la población obteniendo 
una descendencia, cuya aceptación depende exclusivamente de si mejora o no el 
valor de la función objetivo de la solución inicial; esta modificación se hace 
mediante una operación que normalmente suele ser sencilla, por ejemplo, 
mediante la modificación de un gen [92,92,17,4,16].  
El objetivo que se persigue con la aplicación de este tipo de operadores es evitar 
una rápida convergencia de la población provocando alteraciones genéticas que 
impidan que los individuos se asemejen entre sí rápidamente [17].  
Actualización de la población: El último paso de un Algoritmo Genético es la 
evaluación de la bondad de las nuevas soluciones generadas (individuos hijos), y 
la modificación de la población en función de algún criterio previamente 
establecido [17]. La nueva población es usada en la nueva iteración del algoritmo, y 
el procedimiento descrito se repetirá en múltiples ocasiones hasta que se alcance 
una condición de finalización, como por ejemplo cuando se alcance un número 
máximo de generaciones, un tiempo límite, cierto valor para la función de bondad 
Fitness, o cuando la mejor solución siga siendo la misma después de cierto número 
de iteraciones [17,132,121]. 
Dentro de los autores que han empleado los algoritmos genéticos para la solución 
del problema del flow shop híbrido se encuentran los siguientes: [46] 
experimentaron con cuatro heurísticas para resolver el problema del Flow Shop 
Hibrido con tiempos de partida, siendo los algoritmos genéticos quienes 
obtuvieron los mejores resultados; [47] tienen como objetivo la minimización del 
tiempo total de proceso en el Flow Shop Hibrido, y proponen un algoritmo 
genético paralelo con migración, en el cual se divide la población en sub-
poblaciones entre las cuales se permite intercambiar individuos; [48] proponen un 
algoritmo mimético para minimizar el makespan en un FSH con tareas 
multiprocesadas. Combinan un algoritmo exacto con un algoritmo genético 
mediante la inclusión de una restricción de programación basada en el algoritmo 
Branch and Bound, que realiza la búsqueda local en la población de soluciones en 
el algoritmo genético; [49] incorporan la simulación en un algoritmo genético con 
el objetivo de minimizar el makespan en un FSH con tiempos de preparación 
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dependientes de la secuencia y máquinas con fallas aleatorias; [14] proponen un 
algoritmo genético para minimizar el makespan en un flow shop híbrido con 
tiempos de preparación dependientes de la secuencia, máquinas paralelas no 
relacionadas y entrada dinámica de los trabajos. Dentro de su algoritmo realizan 
primero el proceso de asignación a las máquinas, y posteriormente el proceso de 
secuenciación, y obtienen buenas soluciones en un corto tiempo de procesamiento 
para problemas de gran tamaño. 
2.4.3.4. Otras meta heurísticas 
Algoritmo memético 
Un algoritmo memético (MA, por sus siglas en inglés), es un algoritmo que usa un 
procedimiento de búsqueda local dentro de un algoritmo genético [135]; [48] usan 
este método para resolver el problema del flow shop híbrido. 
Redes Neuronales 
Las redes neuronales fueron propuestas por McCulloc y Pitts en el año 1943, y 
desde entonces han sido aplicadas a diferentes áreas [136]. Estas intentan 
reproducir el funcionamiento del cerebro humano; la información procesada por 
una red neuronal se encuentra dispersa entre todas sus interconexiones, donde 
cada red se conecta para realizar una labor específica [117]. 
En este procedimiento consiste en sets de neuronas o nodos y las interconexiones 
existentes entre ellos, y a cada conexión se le asigna un peso que muestra la fuerza 
de la misma [137]. De esta manera, las entradas que llegan de otras neuronas se 
multiplican por ciertos pesos, los cuales son sumados posteriormente; esta suma se 
compara con un nivel de umbral, donde si está por encima del mismo la salida es 
uno, y si está por debajo, la salida es cero [117]. Un algoritmo basado en redes 
neuronales fue propuesto por [138] para resolver el problema de un flow shop 
híbrido en un ambiente dinámico. 
Colonias de Hormigas 
Esta meta heurística constituye un agente inteligente que se basa en el 
comportamiento de hormigas de diferentes especies, las cuales buscan el camino 
más corto entre las fuentes de comida y el hormiguero [117]. Cuando las hormigas 
de mueven para buscar comida van dejando feromonas en su camino, y las que 
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encuentran el camino más corto regresan dejando más concentración de feromonas 
en ese camino. Las hormigas que van a buscar comida más tarde siguen el mismo 
camino, incrementando aún más la concentración de feromonas, lo cual puede 
llevar al camino más corto seguido por todas las hormigas. Este mismo principio es 
el que se aplica en este algoritmo para encontrar la mejor solución [130]. Dentro de 
los autores que usan este método para resolver el problema del flow shop híbrido 
se encuentran [139] y [140]. 
Algoritmo GRASP 
La palabra GRASP es el acrónimo para Greedy Randomized Adaptative Seach 
Procedures, que traducido al español sería procedimiento de búsqueda goloso, 
aleatorio y adaptativo. Consiste en una técnica de búsqueda de vecindad aleatoria 
y adaptativa compuesta de tres fases: pre-procesamiento, fase de construcción y 
fase de búsqueda [108], aunque algunos autores identifican solo la fase de 
construcción y búsqueda local [42]. GRASP se basa en la premisa de que soluciones 
iniciales diversas y de buena calidad son esenciales para el éxito de los métodos de 
búsqueda local; por lo tanto, en cada iteración se parte de una solución inicial 
obtenida por otro método o por conocimiento experto (en la cual se intentan 
identificar atributos presentes en la solución óptima), y a partir de esta se 
construye una buena solución (factible y de buena calidad) mediante indicadores 
de sensibilidad y componentes aleatorios, y cuando se ha encontrado se finaliza 
con un procedimiento de búsqueda que usa la solución construida como punto 
inicial de la búsqueda local [108]. La mayor debilidad de este algoritmo es que no 
posee memoria en su ciclo interno, por lo que finalizadas las iteraciones se puede 
aplicar un re-encadenamiento de trayectorias de las soluciones encontradas como 
mecanismo de memoria e intensificación [108]. 
Unos de los autores que han usado el algoritmo GRASP para resolver el problema 
de programación en un flow shop híbrido son [42], quienes estudian un flow shop 
híbrido con máquinas paralelas idénticas, en el cual cada trabajo tiene una fecha de 
lanzamiento diferente, y los tiempos de proceso pueden variar entre un mínimo y 
un máximo en algunos centros de máquinas. Consideran un criterio basado en las 
fechas de entrega que pueden ser asignadas por un tomador de decisiones, y su 
función objetivo a minimizar se basa en la fecha asignada considerando además la 
precocidad, tardanza y tiempo requerido para completar cada trabajo. 
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3. Industria Textil 
3.1. Proceso de Producción 
Los textiles son el material básico de la industria de prendas de vestir. Los procesos 
de producción textil implican transformar las materias primas como las fibras en 
productos textiles terminados, como hilos y telas [141]. Estos pueden ser 
clasificados en los siguientes tres grupos o etapas: (i) Fabricación de hilos: Incluye 
procesos como el cardado, estirado, peinado, hilado y enconado; (ii) Fabricación de 
tejidos: Se encuentran en este grupo el urdido y el tejido; y (iii) Acabado: Se 
realizan los procesos de pre-tratamiento (lavado, descrude, etc.), blanqueo, teñido, 
estampado, fijado, post-tratamiento (aprestado, secado, planchado) [142]. Sin 
embargo, es necesario aclarar que una empresa textil puede comprender hasta dos 
o tres de estas fases, es decir, una organización podría comprender la fabricación 
de hilos y tejidos, o bien, dedicarse solamente a la fabricación de tejidos. 
En la figura 4 se puede observar el proceso general de producción de la industria 
textil, el cual se describirá a continuación. 
 
Figura 4. Proceso de Producción en la Industria Textil 
Fuente: Creación propia a partir de [142] 
I. Fabricación de Hilos: También conocidos como “de fibra a hilos”, incluye 
como su nombre lo dice, los procesos  de convertir las fibras en hilos a través 
de máquinas hiladoras (spinners en inglés) y texturizantes (texturizers en 
inglés) [141]. Incluye los siguientes sub-procesos: 
a. Preparación: Inicialmente la materia prima (fibra de algodón o sintética) 
es introducida en las maquinas pick-up (abridoras) para ser limpiada y 
desmenuzada; posteriormente se introduce en los batanes donde se 
mezcla para formar rollos. 
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b. Cardado: Las fibras textiles se transforman en mechas de 
aproximadamente cuatro centímetros de diámetro, las cuales se enrollan 
hasta una longitud de cinco mil metros. 
c. Estirado: En este proceso se separan las mechas largas de aquellas cortas 
o rotas. 
d. Peinado: Se presionan y limpian las mechas (ahora con un menor 
diámetro), se estiran nuevamente, se unen y se tuercen entre sí, 
formando una mecha a partir de cuatro. 
e. Hilado: Las mechas siguen el proceso de tensión y torsión 
convirtiéndose en pabilo, el cual posteriormente vuelve a someterse a 
este proceso hasta obtener el hilo. 
f. Enconado: El hilo es enrollado en canillas y se eliminan sus impurezas 
(hilos gruesos, sucios, cortos, rotos) 
II. Fabricación de Tejidos: También conocidos como “de hilo a tela”, como su 
nombre lo indica, se transforman los hilos en telas a través del tejido (weaving 
en inglés), el tejido de punto (knitting en inglés) y otras formas de no tejido 
[141]. Incluye los siguientes sub-procesos: 
a. Urdido: En este proceso los carretes de hilo se pasan a otros carretes 
para el tejido, con el fin de reunir en un carrete, una longitud y número 
de hilos determinados [142]. Para lograr este objetivo “se colocan los 
hilos de urdimbre arrollados sobre un plegador, partiendo de cierto 
número de bobinas colocadas en una fileta; este conjunto de hilos 
ordenados son plegados en forma paralela en número y con una 
longitud preestablecida en un carrete llamado plegador de urdido” 
[143]. Se debe identificar el rollo o bobina a obtener, para así determinar 
el número de vueltas y la tensión de trabajo requeridas para poder 
completar la orden de trabajo [142]. 
b. Tejido:“En el tejido se enlazan los hilos de la urdimbre y se traman 
con otros para convertirlos en telas” [142]. 
III. Acabado: También conocidos como “colorido y acabado”, son procesos 
adicionales que se aplican para crear efectos especiales de tipo visual o táctil 
en los productos textiles [141]. Se realizan los siguientes sub-procesos: 
a. Limpieza (Pre-tratamiento): Este proceso prepara el material para el 
blanqueo, teñido y acabado, y tiene el objetivo de remover los 
materiales desconocidos de las fibras. El proceso a llevar a cabo 
dependerá del material a tratar, y puede ir desde un simple lavado a 




b. Blanqueo: Se usa principalmente para tejidos crudos, y pretende 
remover la suciedad que no fue desprendida en los procesos de 
limpieza. 
c. Teñido: En este proceso se añade colorante al material, para darle un 
color diferente al original. 
d. Acabado (Post-Tratamiento): Incluye los procesos de fijado, 
estampado, aprestado, secado, planchado, afelpado, aterciopelado, y 
otras operaciones dependiendo del terminado que se le necesite dar 
al material. 
3.2. Programación de Producción en la industria textil 
La industria textil impone ciertas restricciones para la programación de producción 
como se describe a continuación: 
 Una unidad de producción textil se caracteriza por poseer un proceso de 
fabricación con múltiples fases y múltiples unidades de producción por fase, es 
decir, máquinas paralelas, teniendo así un carácter mixto entre Job Shop y Flow 
Shop, denominado Flow Shop Hibrido Flexible, el cual hace que la gestión de 
producción se vuelva muy compleja [8,9,10]. 
 Existen distintos horizontes de planificación y características de producción 
diferentes para cada fase. Por ejemplo, el proceso de tejido se caracteriza por 
poseer largos horizontes de planificación, una velocidad relativamente lenta de 
máquinas, tiempos de preparación muy largos, lotes de producción muy 
grandes, órdenes mixtas y producción para almacenamiento. Por el contrario, el 
proceso de urdimbre se caracteriza por cortos horizontes de planificación, alta 
velocidad de las máquinas, tiempos cortos de preparación, lotes pequeños de 
producción, y producción por pedidos [8]. 
 La mayoría de las compañías textiles envejecen mientras la tecnología cambia 
rápidamente, por lo que poseen maquinaria de diferente edad y diferentes 
características de producción como velocidad de procesamiento, o posibiliad y 
facilidad de cambios [8]. 
 La industria textil se caracteriza por tener Maquinas paralelas no relacionadas 
en una o varias de sus etapas de producción. El término máquinas paralelas se 
refiere a un conjunto de máquinas localizadas en una etapa, dónde el trabajo 
que es procesado debe pasar sólo por una de las máquinas, mientras el carácter 
no relacionado de las mismas indica que las máquinas son diferentes, y no 
poseen las mismas tasas de producción y tiempos de alistamiento. Este es el caso 
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más común de la vida real ya que en muchas de las empresas se puede 
encontrar máquinas nuevas y modernas al lado de máquinas viejas y menos 
eficientes debido al alto costo que implicaría su cambio; esto ocasiona que 
aunque ambas máquinas realicen igual de bien el trabajo, las máquinas más 
viejas se demoren un mayor tiempo [58,14].  
En un Flow Shop Híbrido con máquinas paralelas no relacionadas, los tiempos 
de procesamiento de un trabajo en una etapa dependen de la máquina específica 
en la que sean procesados; esto se debe a las diferencias entre las máquinas, a 
que cierto tipo de máquina es mejor para un trabajo específico, o porque los 
trabajos tienen características particulares y solo pueden ser asignados a 
máquinas cercanas a ellos [11]. Estos tiempos también pueden variar debido a 
las diferencias tecnológicas, los requerimientos de energía o mano de obra, el 
uso de herramientas y la tasa de fallas [22]. Finalmente, cabe la pena resaltar, 
que a pesar de que muchos autores han trabajado el tema de las máquinas 
paralelas en la programación, pocos se han adentrado en las máquinas paralelas 
no relacionadas [22]. 
 Las empresas textiles poseen además tiempos de preparación dependientes de la 
secuencia, los cuales resultan muy significativos para las mismas y por ende no 
pueden ser ignorados [9,8,103]. Se considera que el tiempo de preparación es 
dependiente de la secuencia cuando la operación de limpieza, montaje, cambio 
de herramientas, o cambio de un trabajo a otro en una máquina o en un proceso, 
varía dependiendo del trabajo que recién fue terminado y del que va a ser 
procesado a continuación [50,144,145]. De esta manera, trabajos similares 
tendrán un tiempo de preparación hasta cuatro veces menor que el que se tarda 
un trabajo con especificaciones diferentes [14]. En la industria textil esto sucede 
en el proceso de tejeduría, donde si el trabajo que se va a procesar es similar al 
anterior, basta con hacer un anudado que puede durar solo una cuarta parte del 
tiempo que tomaría el montaje de un trabajo completamente diferente al que 
acaba de ser procesado. También en procesos como la tintorería, los tiempos de 
lavado entre una partida de tintura y otra varían según la diferencia que pueda 
existir entre el color del baño que terminó y el baño que está por iniciar. 
Finalmente, cabe la pena resaltar que pocos autores han empleado el uso de 
tiempos de preparación dependientes de la secuencia dentro de sus propuestas 
[22]. 
 Los lotes de transferencia variables son otra característica que se presenta en 
casi todas las etapas del proceso textil. Esto se refiere a que los lotes que salen de 
una máquina o proceso productivo para alimentar el proceso siguiente, pueden 
ser subdivididos en lotes más pequeños para permitir el procesamiento paralelo 
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en varias máquinas, por lo que las entradas parciales al siguiente proceso tienen 
lotes de transferencia no uniformes [60]. Por lo tanto, el tamaño de estos lotes 
dependerá entonces de las capacidades individuales de las máquinas y no de las 
órdenes de producción. 
 Los trabajos procesados en la industria textil poseen la característica 
denominada maleabilidad, esto significa que pueden ser divididos en varios 
trabajos u órdenes de producción para permitir su procesamiento simultáneo en 
varias máquinas paralelas. También se denomina maleables a los trabajos que 
pueden integrarse con otros en un solo lote para permitir el procesamiento 
simultáneo de dos o más trabajos en la misma máquina. En general, se dice que 
hay maleabilidad cuando se puede modificar la subdivisión de un lote a lo largo 
del proceso de producción [146]. 
 La entrada dinámica es otra característica existente en la programación de 
producción de la industria textil. En una programación con entrada dinámica se 
agregan continuamente tareas al sistema, por lo que al momento de hacer la 
misma, la producción ya está en marcha, y por ende los recursos pueden estar 
ocupados con trabajos que fueron programados con anterioridad [147]. También 
se considera que hay entrada dinámica cuando las órdenes de producción 
entran al proceso a medida que son generadas por los clientes, añadiéndose a la 
programación elaborada previamente. 
 Finalmente, existe incertidumbre en la programación de producción de las 
empresas textiles. Esto significa que hay factores que pueden afectar el 
cumplimiento y los resultados de la programación, haciendo que estos sean 
diferentes a lo planeado inicialmente, bien sea en cuanto a cantidades o recursos 
a utilizar. Entre las fuentes de variación que incrementan la incertidumbre en 
una programación de producción se encuentran: modificaciones en los pedidos 
(tiempos de entrega, referencias, cantidades), llegada de nuevos pedidos, 
disponibilidad de recursos (averías en las máquinas, cambios en el personal, 
retrasos en la llegada de materiales, inventarios insuficientes de materias 
primas), problemas de calidad (reprocesos, rechazos, defectos de fabricación), 
problemas de eficiencia (diferencia entre la eficiencia presupuestada de un 
recurso y la eficiencia real) [17,148]. 
 
Como se puede observar, la industria textil presenta complejidades en sus procesos 
que se deben considerar para realizar su programación de producción, lo cual hace 
que las soluciones estándar presentadas para otro tipo de industrias no sean 
aplicables [8,21]. Asimismo, debido a la importancia que tiene para las empresas la 
satisfacción del cliente [34], el cumplimiento de las fechas de entrega es una tarea 
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vital en muchas industrias [33], incluyendo entre ellas a la industria textil; aunque 
la mayoría de los problemas de programación que involucran el objetivo de fechas 
de entrega se basan en una sola máquina [18]. Por las razones expresadas, el diseño 
de una nueva metodología de programación de producción que considere estas 
complejidades, y que permita además un mayor cumplimiento en las fechas de 
entrega será de gran utilidad para las empresas del sector textil. Adicionalmente, 
se debe tener en cuenta que los procesos de tejido y urdido son los más difíciles de 
programar en la industria textil, por lo que hay que brindarles especial atención en 




CAPÍTULO II: DESARROLLO METODOLÓGICO 
Para dar respuesta a los objetivos planteados se propone el desarrollo de un 
software que genera como resultado un diagrama de Gantt con la programación de 
los trabajos en las máquinas y su respectivo costo de producción. El software se 
basa en algoritmos genéticos que permiten mejorar el costo conforme pasan las 
iteraciones. 
Para el diseño de la metodología se tuvieron en cuenta los siguientes 
requerimientos: 
Una metodología de programación de producción en ambientes Flow Shop 
Híbrido debe realizar las siguientes funciones: 
 Secuenciación de los trabajos: Determinar el orden de procesamiento que 
siguen los trabajos a través de las etapas. 
 Asignación de los trabajos: Determinar la máquina que va a realizar el 
trabajo en cada una de las etapas. 
Adicionalmente la metodología debe permitir modelar las siguientes situaciones 
características de algunos sectores industriales con este tipo de configuración 
productiva como lo es la industria textil: 
 Algunos trabajos no pasan por todas las etapas de procesamiento, es decir, 
pueden saltar etapas de la línea de producción. 
 Algunos trabajos deben ser realizados por alguna máquina específica o tipo 
de máquina específico, dentro de una etapa. Es decir, un trabajo no puede 
ser realizado por cualquiera de las máquinas en una etapa. 
 Pueden existir máquinas paralelas no relacionadas en las etapas, es decir, no 
tienen los mismos tiempos de montaje ni de procesamiento. 
 Los tiempos de montaje pueden ser dependientes de la secuencia, es decir, 
dependerán del trabajo que recién se acaba de hacer en la máquina, y del 
trabajo que se procesará a continuación. 
 Se debe pretender encontrar soluciones que mantengan el mayor 
cumplimiento de entregas posible. 
Se espera que el resultado de la metodología muestre la programación sugerida 
con su costo respectivo, para lo cual se pretende que el software genere un 
diagrama de Gantt con los resultados. 
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Finalmente, debido a que el método de solución escogido para resolver el 
problema son los algoritmos genéticos, la metodología debe estar basada en los 
mismos. 
Para desarrollar el software se seleccionó el programa MATLAB [149] por las 
siguientes razones: 
 Su lenguaje de programación es de fácil aprendizaje, por lo que cualquier 
modificación que quiera hacer el usuario será igualmente fácil de hacer, y de 
esta forma se podrá adaptar a los requerimientos específicos de la industria. 
 Permite importar archivos de Microsoft Excel, facilitando el ingreso de la 
información inicial, ya que la mayoría de las organizaciones contienen su 
información en archivos de este tipo. 
 Su interfaz gráfica permite al usuario usar de forma simple e intuitiva el 
programa. 
 Su diseño matricial permite realizar de forma sencilla el diagrama de Gantt 
que se espera como resultado del programa. 
A continuación se presentan el modelo matemático del problema a desarrollar; la 
metodología propuesta, basada en algoritmos genéticos; un método aleatorio 
desarrollado que involucra las mismas complejidades; y la metodología Shortest 
Processing Time (SPT), tradicionalmente usada por los gerentes de producción en 
este tipo de industrias. Estas últimas servirán para comparar posteriormente la 
metodología propuesta y evaluar la efectividad de los resultados obtenidos. 
1. Modelo Matemático 
Este modelo matemático es el punto de partida para la programación que se realiza 
en el software Matlab. Algunas de las características a modelar, mencionadas en la 
introducción del presente capítulo no se encuentran en este modelo, ya que se 
incluyen desde la información de entrada al programa, como se puede observar en 
la siguiente sección donde se explica la metodología desarrollada. 
1.1. Función objetivo 
Como el objetivo es la minimización de los costos de producción, la función 
objetivo (1) está dada por la sumatoria de los costos de programación del trabajo i, 




(1) Min ∑ Cijkl ∗ Xijkl 
Dónde: 
i= Trabajos, 1-n 
j= Etapa, 1-t 
kj= Máquina, 1-mj 
l= Secuencia, 1-pkj 
Xijkl= 1 si se programa el trabajo i, en la etapa j, en la máquina k y en la secuencia l; 
y 0 si no se programa. 
Cijkl está dada por la siguiente función de costos 
(2)𝐶𝑜𝑠𝑡𝑜𝑇𝑜𝑡𝑎𝑙 = 𝐶𝑚𝑎𝑞 + 𝐶𝑚𝑜𝑛 + 𝐶𝑚𝑜 + 𝑃𝑒𝑛𝑎𝑙𝑖𝑧𝑎𝑐𝑖ó𝑛 
(2.1)C𝑚𝑎𝑞 = ∑ 𝐶𝑘 ∗ 𝑇𝑘
𝑚
𝑘=1   
(2.2)𝐶𝑚𝑜𝑛 = ∑ 𝐶𝑚𝑘 ∗ 𝑇𝑚𝑘
𝑚
𝑘=1  
(2.3)𝐶𝑚𝑜 = 𝑇𝑇𝑃 ∗ 𝑚𝑜 ∗ 𝐶𝑚𝑜 




Cmaq=Costo de Operar Maquinaria 
Cmon=Costo de Montaje 
Cmo=Costo de Mano de Obra 
Ck= costo de operar máquina k 
Tk=Tiempo que se operó la máquina k 
Cmk= costo de preparación de la máquina k 
Tmk=Tiempo que se montó la máquina k 
TTP= tiempo total de proceso 
mo=número de operarios por todas las máquinas 
Cmo=Costo de un operario por hora 
Tri=Tiempo de retraso del trabajo i en la fecha de entrega prometida 
Cr=Costo por hora de retraso en la fecha de entrega 
1.2. Restricciones 
Este modelo está sujeto a las siguientes restricciones 
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1.2.1. Restricciones de validez del modelo 
La restricción (3) indica que cada trabajo i solo es procesado en una de las k 








= 𝟏 , Para j= 1-t 
La restricción (4) asegura que cada máquina k solo procese un trabajo i a la vez. 





= 𝟏 , Para i=1-n, y k=1-m 
1.2.2. Restricción de precedencia 
Esta restricción asegura que un trabajo empiece a ser procesado una vez se termine 
el trabajo anterior. 
(5) 𝐓𝐢𝐞𝐦𝐩𝐨𝐢𝐧𝐢𝐜𝐢𝐚𝐥𝐗𝐢𝐣 ≥ 𝐓𝐢𝐞𝐦𝐩𝐨𝐟𝐢𝐧𝐚𝐥𝐗𝐢𝐣−𝟏 
1.2.3. Restricción de cumplimiento 
Esta restricción asegura que se entregue a tiempo los pedidos a los clientes. 
(6) Fhoy +  Tfijkl ∗ Xijkl ≤ Di , Para j=t, y k=m 
Fhoy = fecha de hoy 
Di = fecha de entrega del trabajo i 
Tfijkl= Tiempo de finalización del trabajo i en la máquina k de la etapa j, siguiendo 
la secuencia l 
Gracias al parámetro Penalización, incluido en la función de costos (2), en la 
metodología se permite que esta restricción se incumpla en cierto grado, pero se da 
preferencia a las soluciones que permiten el cumplimiento de las fechas de entrega 
pactadas. 
2. Metodología basada en Algoritmos Genéticos (Propuesta) 
La metodología propuesta constituye un algoritmo genético, que funciona de la 
siguiente manera y se ilustra en la Figura 5. El proceso de secuenciación y 
asignación se detalla en la Figura 6. 
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Para ayudar a comprender mejor el funcionamiento del algoritmo, la Figura 7, 
muestra el seudocódigo del programa desarrollado en Matlab. 
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Figura 5. Algoritmo genético 




Figura 6. Proceso de secuenciación y 
asignación 
 Fuente: Elaboración Propia 
Paso 1. Ingresar Información Base. La información con la cual se alimenta el 
programa corresponde a: 
1. Una matriz de tiempos de proceso, en la que la fila corresponde a las 
máquinas, la columna a los trabajos, y sus intersecciones al tiempo de 
proceso del trabajo en la máquina.  En esta matriz, si los trabajos no pasan 
por una etapa, el tiempo de procesamiento en la misma es cero. Asimismo 
se puede observar en ella la característica de las máquinas paralelas no 
relacionadas ya que se considera el tiempo de procesamiento independiente 
para cada una de las máquinas de las etapas. 
2. Una matriz de tiempos de montaje, donde las filas y las columnas 
corresponden al número de pedidos, y su intersección muestra el tiempo de 
montaje requerido de un pedido a otro. El número de columnas de la matriz 
corresponde al número de pedidos por el número de máquinas, ya que los 
tiempos de montaje de pedido a pedido varían para cada una de las 
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máquinas. En esta matriz se consideran los tiempos de montaje 
dependientes de la secuencia, teniendo en cuenta el tiempo de trabajo 
requerido para cambiar de un trabajo al siguiente. 
 
Figura 7. Seudocódigo Algoritmo Genético 
Fuente: Elaboración Propia 
1. Una matriz de posibilidad de asignación de máquinas, donde las filas 
corresponden a las máquinas y las columnas a los pedidos. Cuando la 
intersección es  un 1 significa que la máquina puede procesar el pedido, por 
el contrario, si es un 0, no lo puede procesar. Esta matriz permite simular 
casos donde los trabajos deben ser realizados por alguna máquina específica 
INICIO /*Algoritmo genético*/
Generar Aleatoriamente la Población inicial
Computar la función de evaluación de cada individuo
for i=1 hasta iteraciones
Selección aleatoria de dos padres dentro de la población
Operación de cruce
mutar=(iteraciones*tasamutacion)/100
if iteración es múltiplo de mutar
Operación de mutación
end-if
for j=1 hasta pedidos
for e=1 hasta etapas
for m=1 hasta máquinas
if pedido j se puede hacer en máquina m de la etapa e
Calcular tiempo de proceso acumulado considerando los tiempos de proceso y montaje





Calcular tiempo total de proceso











if Costo total<=Peor costo de los individuos en la población
Reemplazar peor individuo de la población
end-if





o tipo de máquina específico, dentro de una etapa. Es decir, cuando el 
trabajo no puede ser realizado por cualquiera de las máquinas en alguna de 
las etapas. 
2. Un vector de costos de operación de las máquinas, donde cada elemento 
corresponde al costo incurrido por activar una máquina determinada una 
hora de trabajo. Este vector tiene tantos elementos como máquinas 
disponibles. 
3. Un vector de costos de montaje, donde cada elemento corresponde al costo 
incurrido por una hora de montaje en una máquina determinada. Este 
vector tiene tantos elementos como máquinas disponibles. 
4. Un vector de fechas de entrega de pedidos, donde cada elemento 
corresponde a la diferencia entre la fecha de entrega y el día del comienzo 
de la programación, expresada en horas. 
5. El número de trabajos a programar. 
6. El número de máquinas de cada etapa. 
7. El costo de un operario por hora.  
8. El factor de penalización por día de retraso en la fecha de entrega: Este es un 
valor que escoge el usuario, y representa un costo adicional que se agrega a 
la función objetivo, en forma proporcional al número de horas o días de 
retraso en la fecha de entrega, con el fin de que las soluciones que no 
incumplen fechas de entrega tengan más probabilidad de sobrevivir en la 
población. 
9. La tasa de mutación: Este porcentaje seleccionado por el usuario, indica 
cada cuántas iteraciones se realiza la operación de mutación. 
10. El tamaño de la población 
11. El número de iteraciones 
Paso 2. Generación de la población inicial. Según el tamaño de población 
escogido por el usuario se crean n vectores de forma aleatoria, que indican la 
secuencia en que los trabajos son procesados en cada una de las etapas. Una vez 
creada la población inicial, se evalúa la función objetivo en cada uno de sus 
individuos. De la literatura revisada, se recomienda utilizar tamaños de población 
grandes para evitar que el algoritmo genético converja en un óptimo local. 
Paso 3. Selección de padres. Se escogen de forma aleatoria dos individuos de la 
población. A pesar de que la mayoría de las propuestas realizan el procedimiento 
por medio del método de la ruleta proporcional, al manejar este procedimiento de 
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forma aleatoria se está dando posibilidad a las peores soluciones de ser escogidas, 
habiendo menos posibilidad de que el algoritmo termine en un óptimo local. 
Paso 4. Cruce. Se selecciona un punto de cruce aleatorio entre 1 y el número de 
pedidos menos 1. El descendiente se conforma por la primera mitad del primer 
padre hasta el punto de cruce, y se completa con los elementos faltantes según el 
orden que tengan en el segundo padre. 
Paso 5. Mutación. La mutación se realiza según la tasa de mutación escogida por el 
usuario, y consiste en el intercambio de dos posiciones (trabajos) en el vector, las 
cuales son seleccionadas aleatoriamente. 
Paso 6. Asignación de la máquina y programación del tiempo de montaje. Los 
pedidos se secuencian según el orden del vector generado. Para cada uno de ellos, 
con ayuda de las matrices de tiempo de proceso, de montaje y de posibilidad de 
asignación de máquinas, se verifica el tiempo de proceso acumulado al asignar el 
trabajo en cada una de las máquinas en las cuales es posible secuenciarlo, y se 
asigna el trabajo a aquella que genere un menor tiempo. Para extraer el tiempo de 
montaje de la matriz, se consideran el trabajo que se va a secuenciar, el trabajo 
previamente realizado en la máquina, y el siguiente trabajo a procesar. 
Para ilustrar el funcionamiento del programa en este aspecto, en la Figura 8 se 
observa parte de un problema desarrollado en el programa, en el cual ya se han 
secuenciado los primeros 4 pedidos en la etapa 1 (en color azul). Se debe 
secuenciar el pedido 16 y se debe elegir entre las máquinas 1 a la 4. Los ceros 
representan el tiempo de montaje para cada máquina teniendo en cuenta el trabajo 
anterior, y posteriormente se representa con el número del pedido el tiempo de 
proceso en cada máquina. Estos datos se obtienen de la matriz de tiempos de 
proceso y de tiempos de montaje considerando solo las máquinas en las cuales se 
puede secuenciar, que en este caso son todas.  
 
Figura 8. Asignación de Máquinas 
Fuente: Elaboración Propia 
1 10 10 0 16 16 16
2 2 2 0 16 16
3 6 6 0 16 16 16
4 4 4 4 0 0 16 16






Tiempo de proceso (Horas)
Figura 8. Asignación de Máquinas
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Como se puede observar, el menor tiempo de proceso acumulado se obtiene con la 
máquina 2, por lo que se elige esta. Asimismo, el tiempo de montaje entre los 
pedidos 2 y 16 corresponde a una hora, la cual se debe poner entre ambos pedidos. 
Paso 7. Evaluación de la función objetivo. La función de adaptación (fitness) se 
evalúa con la función de costos (2) que se encuentra en el numeral 1.1 del presente 
capítulo. Posteriormente, se compara el resultado obtenido con el peor resultado 
de los individuos existentes en la población, y en caso tal de ser mejor, este entra a 
ocupar su lugar para la generación siguiente.  
Paso 8. Criterio de parada. Consiste en un número determinado de iteraciones 
fijado por el usuario al iniciar el programa, el cual para mayor precisión se 
recomienda que sea calculado para cada problema. Para hacerlo, se corre el 
problema y se va incrementando el número de iteraciones hasta que no haya una 
mejora significativa en los resultados. A un mayor número de iteraciones se evita 
la posibilidad de terminar en un óptimo local, pero asimismo se incrementa el 
tiempo de cómputo requerido. 
Paso 9. Análisis estadístico. 
Las salidas que genera el programa en su interfaz gráfica son las siguientes: 
 Diagrama de Gantt para el mejor resultado y su costo relacionado. Este 
costo no incluye la penalización por incumplimiento en fechas de entrega. 
 Diagrama de Gantt para el mejor resultado que no incumpla fechas de 
entrega y su costo relacionado. 
Adicionalmente, mediante el comando load all, o load “nombre de la variable” se 
puede tener acceso a las siguientes variables de análisis, entre otras. Para mayor 
información consulte el manual de usuario del programa (ver Anexo 6). 
 Tiempo transcurrido para encontrar la mejor solución. 
 Tiempo transcurrido para encontrar la mejor solución sin incumplir fechas 
de entrega. 
 Número de iteración en que se encontró el mejor resultado. 
 Número de iteración en que se encontró el mejor resultado sin incumplir 
fechas de entrega. 
 Número de horas de incumplimiento o retraso en las fechas de entrega. 
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 Vector de los costos generados en cada iteración, incluyendo la penalización 
por incumplimientos en la fecha de entrega. Este es el resultado de la 
función objetivo para cada iteración. 
 Vector de los costos generados en cada iteración. Este es el valor de los 
costos sin la penalización por el incumplimiento en las fechas de entrega. 
 Vector de los tiempos totales de proceso en cada iteración. 
 Vector de las horas de incumplimiento generadas en cada iteración. 
Después de correr el programa un número determinado de veces se genera una 
tabla comparativa de los resultados obtenidos con las metodologías 
tradicionalmente usadas. También se analiza el valor para la función objetivo, el 
tiempo total de proceso asociado, el número de horas de incumplimiento o retraso 
en la fecha de entrega, el número de iteraciones y el tiempo de cómputo requeridos 
para hallar la mejor solución. Para realizar este análisis se pueden variar los 
parámetros que fija el usuario para obtener mejores resultados o analizar su 
comportamiento; entre estos están: número de iteraciones, tasa de mutación, 
tamaño de la población, factor de penalización. 
3. Método Aleatorio 
Este método aleatorio fue desarrollado por los autores y considera las mismas 
complejidades que la metodología propuesta. Su funcionamiento se ilustra en la 
Figura 9 y se describe a continuación: 
Paso 1. Ingresar Información Base. La información con la cual se alimenta el 
programa es la misma que se introduce en la metodología basada en algoritmos 
genéticos, exceptuando algunos datos propios del algoritmo genético. Incluye: Una 
matriz de tiempos de proceso, una matriz de tiempos de montaje, una matriz de 
posibilidad de asignación de máquinas, un vector de costos de operación de las 
máquinas, un vector de costos de montaje, un vector de fechas de entrega de 
pedidos, el número de trabajos a programar, el número de máquinas de cada 
etapa, el costo de un operario por hora y el número de iteraciones.  
Paso 2. Generación Aleatoria del Vector. De manera aleatoria, se genera un vector 
que indica la secuencia que seguirán los trabajos a través de las etapas de 
producción. 
Paso 3. Asignación de la máquina y programación del tiempo de montaje. Esta se 
realiza de la misma manera que en la metodología propuesta. Los pedidos se 
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secuencian según el orden del vector generado, y con ayuda de las matrices de 
tiempo de proceso, de montaje y de posibilidad de asignación de máquinas, se 
verifica el tiempo de proceso acumulado al asignar el trabajo en cada una de las 
máquinas en las cuales es posible secuenciarlo, y se asigna el trabajo a aquella que 
genere un menor tiempo. Para recordar cómo se realiza este proceso, diríjase a la 
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Figura 9. Método Aleatorio 
Fuente: Elaboración Propia 
Paso 4. Evaluación de la función objetivo. La función de adaptación (fitness) se 
evalúa con la función de costos (2) que se encuentra en el numeral 1.1 del presente 
capítulo, sin sumar la variable Penalización o haciéndola igual a cero. Si el resultado 
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es el mejor o el peor de los obtenidos hasta el momento, se guarda su costo de 
producción, y el Gantt asociado.  
Paso 5. Criterio de parada. Este corresponde a un número determinado de 
iteraciones para cada problema, fijado por el usuario al iniciar la corrida. 
Paso 6. Análisis estadístico. 
El programa genera las mismas salidas que la metodología propuesta: Diagrama 
de Gantt para el mejor resultado y su costo relacionado, el cual no incluye la 
penalización por incumplimiento en fechas de entrega; y Diagrama de Gantt para 
el mejor resultado que no incumpla fechas de entrega y su costo relacionado. 
Igualmente, mediante el comando load all, o load “nombre de la variable” se puede 
tener acceso a las variables de análisis: tiempo transcurrido para encontrar la mejor 
solución, tiempo transcurrido para encontrar la mejor solución sin incumplir 
fechas de entrega, número de iteración en que se encontró el mejor resultado, 
número de iteración en que se encontró el mejor resultado sin incumplir fechas de 
entrega, número de horas de incumplimiento o retraso en las fechas de entrega, 
vector de los costos generados en cada iteración, vector de los tiempos totales de 
proceso en cada iteración. 
Estos datos sirven de base para comparar con la metodología propuesta y otras 
metodologías empleadas. 
4. Método SPT 
El método “Tiempo más corto de Proceso”, SPT por sus siglas en inglés, dice que se 
deben realizar primero los trabajos con un tiempo de procesamiento más corto 
[23]. Los pasos a seguir son los siguientes: 
Paso 1. Información Base. Los datos requeridos para emplear el método son: una 
matriz de tiempos de proceso, una matriz de tiempos de montaje, una matriz de 
posibilidad de asignación de máquinas, un vector de costos de operación de las 
máquinas, un vector de costos de montaje, un vector de fechas de entrega, el 
número de trabajos a programar, el número de operarios por todas las máquinas y 
el costo de un operario por hora.  
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Paso 2. Seleccionar la etapa crítica o cuello de botella. Como el tiempo de proceso 
es cambiante debido a la existencia de máquinas paralelas, este se toma 
considerando la etapa crítica, que para el caso de estudio es la etapa de tejeduría. 
Paso 3. Secuenciación y Asignación de Máquinas para la etapa crítica. En la 
matriz de tiempos de proceso se busca el menor tiempo de proceso en la sección de 
tejeduría y se verifica a qué trabajo y máquina está asociado, buscando siempre 
entre las máquinas que pueden realizar el trabajo, según la matriz de posibilidad 
de asignación de máquinas. Se secuencia el trabajo como el primer trabajo y se 
asigna a dicha máquina. Para secuenciar el trabajo siguiente, se elimina la fila 
correspondiente a la máquina ya asignada, y se sigue el procedimiento hasta que 
todas las máquinas tengan un trabajo asignado o hasta que ya no haya más 
trabajos a secuenciar. En ese momento se vuelven a considerar todas las máquinas 
como opcionales, y se continúa el procedimiento hasta finalizar la secuenciación de 
los trabajos. 
Paso 4. Generación del Gantt. En cada una de las etapas, teniendo en cuenta la 
secuencia asignada, se toma el pedido y se verifica en cuál de las máquinas 
disponibles y que pueden realizar el trabajo, tiene  el menor tiempo de proceso y se 
asigna a dicha máquina. Para el pedido siguiente se sigue el mismo procedimiento 
sin considerar las máquinas ya ocupadas, hasta que todas las máquinas ya tengan 
un pedido o se hayan finalizado los trabajos. Entonces, se vuelven a considerar 
todas las máquinas para asignar el pedido siguiente y se sigue el procedimiento 
hasta haber asignado a todos los trabajos en cada una de las etapas.  En este 
momento también se ubica en el Diagrama de Gantt el tiempo de montaje 
dependiendo del trabajo previo y el trabajo a asignar. En caso tal de que un trabajo 
pueda ser realizado en el tiempo ocioso de la máquina antes de lo previsto, este 
puede realizarse en dicho momento, siempre y cuando se consideren los tiempos 
de montaje y no se afecte la programación ya realizada. 
En este paso hay que considerar que para la etapa crítica ya se tiene la asignación 
realizada desde el principio por lo que solo es necesario ubicar los pedidos en las 
máquinas ya seleccionadas. 
Paso 5. Cálculo del costo asociado. Con base en el Diagrama de Gantt y la función 
de costos (2) que se encuentra en el numeral 1.1 del presente capítulo, sin sumar la 
variable Penalización o haciéndola igual a cero. 
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Paso 6. Verificación de cumplimiento de fechas de entrega. Con base en el vector 
de fechas de entrega, se verifica el tiempo de terminación de cada uno de los 
pedidos y se cuenta el número de horas totales de incumplimiento o retraso en la 
fecha de entrega prometida al cliente. 
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CAPÍTULO III: EXPERIMENTACIÓN Y RESULTADOS 
A continuación se presenta un problema empleado para validar el funcionamiento 
de la metodología propuesta, así como para comparar su desempeño con otras 
metodologías existentes. En este se consideran pedidos con distintas características, 
tales como existencia de trabajos de igual o distinta referencia y etapas de 
producción por las que pasan los mismos, con el fin de modelar los distintos casos 
existentes en la industria con configuración Flow Shop Híbrido. Igualmente, para 
que el modelado sea lo más cercano posible a la realidad, se emplean datos 
basados en la situación real de una empresa particular, así como la mayor cantidad 
de información posible, incluyendo referencias, pedidos realizados, características 
técnicas de las máquinas, tiempos de procesamiento, etc. 
Se muestra como caso de estudio una empresa dedicada a la producción de tejidos 
técnicos, donde se pretende programar n trabajos, en m máquinas, distribuidas en 
cinco etapas (hilandería, urdimbre, remetido, tejeduría, acabado). En esta 
organización productiva el proceso de tejeduría es la operación crítica ya que 
además de tener los tiempos de procesamiento más largos, presenta los mayores 
tiempos de montaje, los cuales además varían significativamente dependiendo si el 
trabajo a realizar es diferente o igual al anterior. 
Al mostrar la experimentación, en algunos de los pasos de la metodología se 
muestra solo para una de las iteraciones, ya que es imposible mostrar gráficamente 
cada uno de los pasos en cada una de las iteraciones. Esto se realiza solamente de 
manera explicativa para que el lector entienda con mayor facilidad el 
funcionamiento de los algoritmos. De igual manera sucede con las metodologías 
que se usarán para comparar la metodología propuesta, de las cuales se ha hecho 
ya una descripción de su funcionamiento en el capítulo anterior, por lo que no se 
ahondará en este capítulo en el paso a paso de las mismas, pero si se mostrará el 
diagrama de Gantt generado con ellas y el análisis estadístico, que son los 




1. Descripción del Problema 
Número de trabajos: 25 
Número de máquinas: 14 (2 hilandería, 1 urdimbre, 2 remetido, 8 tejeduría, 1 
acabado) 
2. Método Algoritmos genéticos 
Paso 1. Ingresar Información Base.  
Como el objetivo de este problema es mostrar con la mayor exactitud posible el 
caso de la industria textil colombiana, se explicará con detalle de dónde proceden 
los datos iniciales o matrices que se ingresan al programa. 
De la información hay un documento en Excel con los siguientes datos: 
Una tabla que relaciona las referencias que se hacen en la empresa, y su posibilidad 
de realizarse en cada una de las máquinas existentes (Tabla 1). En esta, si existe un 
1, la referencia se puede hacer en la máquina, si por el contrario es un 0, no puede 
realizarse allí. 
 
1 se puede - 0 no se puede en esa máquina 
Referencias 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
A 1 1 1 1 1 0 0 0 0 1 1 1 1 1 
B 1 1 1 1 1 1 1 1 1 0 0 0 0 1 
C 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
D 1 1 1 1 1 1 1 1 0 0 0 0 0 1 
E 1 1 1 1 1 0 0 0 0 1 1 0 0 1 
F 1 1 1 1 1 0 0 0 0 0 0 1 1 1 
G 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
H 1 1 1 1 1 1 1 1 1 0 0 0 0 1 
I 1 1 1 1 1 1 1 1 1 0 0 0 0 1 
J 1 1 1 1 1 0 0 1 0 0 1 1 1 1 
K 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
L 1 1 1 1 1 1 0 0 0 1 0 1 1 1 
M 1 1 1 1 1 0 0 0 0 0 0 1 1 1 
N 1 1 1 1 1 0 0 0 0 0 0 1 1 1 
O 1 1 1 1 1 0 0 0 1 1 1 1 1 1 
P 1 1 1 1 1 0 0 0 0 0 0 0 1 1 
Q 1 1 1 1 1 0 0 0 0 0 0 1 1 1 
R 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
S 1 1 1 1 1 1 1 1 1 0 0 0 0 1 
T 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
U 1 1 1 1 1 0 0 0 0 0 0 1 1 1 
V 1 1 1 1 1 1 0 1 1 0 1 0 0 1 
W 1 1 1 1 1 1 1 1 1 0 0 0 0 1 
X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Y 1 1 1 1 1 0 0 0 1 1 1 0 0 1 
 
Tabla 1.Posibilidad de realizar referencias en máquinas 
Fuente: Elaboración propia a partir de datos de la empresa 
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Una tabla con características técnicas de las referencias (Tabla 2), como porcentajes 
de cada materia prima, tramas por centímetro, kilogramos por centímetro, el 
porcentaje de eficiencia en las máquinas de hilado y los telares, la velocidad en la 
máquina de acabado para dicha referencia; y otra tabla (Tabla 3) con la eficiencia 
para la máquina de urdizaje y acabado y de los pasadores, la capacidad en 
kilogramos por día y por minuto de las máquinas de hilado y la velocidad en 
revoluciones por minuto de los telares. 
REFERENCIAS Vel maq acab 
Código Tramas/cm Kg/cm Mat Pr 1 Mat Pr 2 Mat Pr 3 Mat Pr 4 Eficic telar (cm/min) 
A 5 0,0035 100% 0% 0% 0% 70% 0 
B 13 0,003 30% 40% 30% 0% 60% 1000 
C 8 0,0012 25% 25% 25% 25% 75% 1000 
D 7 0,004 30% 0% 20% 50% 60% 2000 
E 20 0,003 75% 0% 25% 0% 70% 0 
F 12 0,0022 0% 100% 0% 0% 80% 2000 
G 17 0,0018 50% 50% 0% 0% 65% 2000 
H 11 0,0025 40% 10% 30% 20% 60% 0 
I 12 0,003 40% 40% 20% 0% 70% 2000 
J 7 0,0035 60% 20% 10% 10% 75% 1000 
K 12 0,003 100% 0% 0% 0% 55% 1000 
L 10 0,0012 0% 100% 0% 0% 70% 0 
M 20 0,004 30% 40% 30% 0% 60% 0 
N 8 0,003 50% 20% 30% 0% 75% 2000 
O 17 0,0022 0% 60% 20% 20% 60% 2000 
P 14 0,0018 100% 0% 0% 0% 70% 2000 
Q 6 0,0025 30% 20% 30% 20% 80% 0 
R 19 0,003 75% 25% 0% 0% 65% 2000 
S 11 0,0035 50% 50% 0% 0% 60% 1000 
T 7 0,003 80% 0% 20% 0% 70% 1000 
U 9 0,0012 60% 0% 0% 40% 75% 0 
V 14 0,004 40% 60% 0% 0% 70% 2000 
W 5 0,003 30% 40% 30% 0% 55% 1000 
X 20 0,0022 20% 40% 20% 20% 60% 0 
Y 10 0,0018 100% 0% 0% 0% 75% 0 
  
Efic. Hiland 80% 70% 90% 90% 
   
Tabla 2.Características técnicas de las referencias 






Código Proceso Capac. (Kg/día) Velocidad (rpm) Eficiencia Kg/min 
1 Hilandería 1 500     0,6 
2 Hilandería 2 300     0,6 
3 Urdizaje 1     90% 
 4 Pasador 1     90% 
 5 Pasador 2     90% 
 6 Telares 1   300   
 7 Telares 2   300   
 8 Telares 3   300   
 9 Telares 4   430   
 10 Telares 5   430   
 11 Telares 6   430   
 12 Telares 7   430   
 13 Telares 8   240   
 14 Acabados     95% 
  
Tabla 3.Características técnicas de las máquinas 
Fuente: Elaboración propia a partir de datos de la empresa 
Finalmente, una tabla con el tiempo de alistamiento requerido para pasar de una 
referencia a otra en los telares (Tabla 4). 
T. ALIS. TELAR Trabajo entra 
Trabajo sale A B C D E F G H I J K L M N O P Q R S T U V W X Y 
A 2 10 7 11 8 9 7 10 9 7 8 11 9 11 8 8 7 9 10 11 7 10 11 7 8 
B 10 2 11 10 8 8 7 11 8 8 7 9 11 11 7 11 10 11 10 9 10 11 11 11 7 
C 7 11 3 10 7 9 11 9 9 9 11 7 11 7 11 9 7 7 11 7 11 8 9 10 7 
D 11 8 11 2 11 11 10 10 9 7 8 11 11 10 8 8 8 11 11 9 10 11 8 11 7 
E 7 10 11 11 3 7 10 7 11 11 7 7 8 7 10 7 10 11 8 7 7 10 7 10 7 
F 9 11 7 10 7 2 8 10 8 9 11 11 11 9 7 9 11 11 10 7 11 7 10 8 10 
G 11 9 8 9 7 9 2 10 10 7 7 7 11 8 9 11 11 11 7 11 9 9 10 7 8 
H 7 7 11 7 8 11 8 2 11 8 9 8 9 8 11 8 11 7 9 8 9 7 10 10 9 
I 10 11 11 10 9 9 8 10 3 7 10 10 8 9 9 8 10 10 9 7 10 10 11 10 8 
J 11 7 11 11 9 8 7 10 10 2 11 9 7 10 11 9 7 9 10 10 9 9 10 10 9 
K 8 9 8 11 11 8 10 9 8 7 2 8 11 10 8 7 8 7 11 7 9 10 11 7 9 
L 8 11 9 10 8 7 11 10 10 8 10 3 7 10 9 9 7 8 7 9 11 10 11 8 9 
M 9 9 10 10 8 7 10 10 9 9 10 10 2 7 9 10 11 9 11 11 8 7 11 11 11 
N 8 10 7 7 10 10 9 10 8 7 7 9 11 2 9 7 7 7 11 10 11 10 8 8 8 
O 9 10 9 7 9 11 9 11 10 9 9 9 7 11 3 11 8 11 7 9 8 7 11 7 11 
P 9 11 9 10 7 9 10 11 10 9 10 11 10 7 10 2 7 7 8 10 9 8 7 8 9 
Q 10 11 9 8 11 11 8 10 8 7 7 10 11 7 11 8 3 11 7 8 8 7 8 7 11 
R 10 7 7 11 10 11 8 7 11 9 7 9 10 11 11 8 10 2 8 10 8 10 11 9 11 
S 10 8 11 9 9 8 11 8 8 7 9 7 11 11 11 8 10 8 2 11 11 11 7 9 10 
T 11 9 11 11 9 9 8 10 9 10 10 10 11 10 7 10 10 11 11 2 10 8 9 10 11 
U 8 9 10 11 10 11 10 7 9 7 11 11 9 9 7 7 8 8 11 10 3 7 10 7 9 
V 8 7 11 9 10 9 10 9 9 7 10 8 8 7 7 7 10 7 11 10 11 2 7 10 11 
W 9 7 10 7 8 9 9 11 9 8 9 10 11 11 11 7 10 10 10 11 9 9 3 9 10 
X 7 10 8 9 11 11 7 8 8 8 7 10 11 11 10 7 10 10 9 9 8 7 10 2 10 
Y 10 7 9 11 11 8 11 9 9 9 9 7 8 8 11 11 9 7 9 7 7 9 8 8 2 
 
Tabla 4.Tiempos de alistamiento de las referencias 
Fuente: Elaboración propia a partir de datos de la empresa 
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Con estas tablas y los trabajos requeridos, se obtienen las matrices de tiempo de 
proceso y tiempo de montaje que se ingresan al programa. Para hallar la matriz de 
tiempos de proceso, dependiendo del tipo de proceso cambia el tipo de cálculo: En 
Hilandería, se toman los porcentajes de cada materia prima, se ponderan y se 
dividen por su eficiencia multiplicada por la velocidad de la máquina. En urdizaje 
se asume una formula lineal tiempo = 300+0,05*kilos, luego se divide por la 
eficiencia. En Pasadores se asume un tiempo fijo de 8 horas, dividido por la 
eficiencia. En telares se multiplican los kilos por las tramas por cm de la tela, y ese 
producto se divide por la eficiencia, la velocidad y el peso en kg por cm. En 
acabados se dividen los kilos por el peso en kg por cm para pasar a longitud y 
luego se divide por la eficiencia y por la velocidad de la máquina.  
En la Tabla 5 se presentan los datos de los pedidos a procesar, incluyendo el 
número de trabajos, la referencia y la cantidad a realizar en kilogramos. Además se 
muestran los resultados de los cálculos mencionados anteriormente, que 























TIEMPOS DE PROCESAMIENTO EN MÁQUINAS (MINUTOS) 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1 X 500 375 375 361 533 533 25.253 25.253 25.253 17.618 17.618 17.618 17.618 31.566 - 
2 C 200 145 145 344 533 533 5.926 5.926 5.926 4.134 4.134 4.134 4.134 7.407 175 
3 Q 650 470 470 369 533 533 - - - - - - 4.535 8.125 - 
4 R 200 155 155 344 533 533 6.496 6.496 6.496 4.532 4.532 4.532 4.532 8.120 35 
5 A 500 375 375 361 533 533 - - - - 2.373 2.373 2.373 4.252 - 
6 B 100 76 76 339 533 533 2.407 2.407 2.407 1.680 - - - - 35 
7 H 650 464 464 369 533 533 15.889 15.889 15.889 11.085 - - - - - 
8 W 200 152 152 344 533 533 2.020 2.020 2.020 1.409 - - - - 70 
9 G 650 520 520 369 533 533 31.481 31.481 31.481 21.964 21.964 21.964 21.964 39.352 190 
10 V 200 162 162 344 533 533 3.333 - 3.333 2.326 - 2.326 - - 26 
11 R 500 387 387 361 533 533 16.239 16.239 16.239 11.330 11.330 11.330 11.330 20.299 88 
12 P 200 150 150 344 533 533 - - - - - - - 9.259 58 
13 Q 300 217 217 350 533 533 - - - - - - 2.093 3.750 - 
14 I 250 192 192 347 533 533 4.762 4.762 4.762 3.322 - - - - 44 
15 L 200 171 171 344 533 533 7.937 - - - 5.537 - 5.537 9.921 - 
16 O 250 192 192 347 533 533 - - - 7.488 7.488 7.488 7.488 13.415 60 
17 F 250 214 214 347 533 533 - - - - - - 3.964 7.102 60 
18 R 250 194 194 347 533 533 8.120 8.120 8.120 5.665 5.665 5.665 5.665 10.150 44 
19 J 750 563 563 375 533 533 - - 6.667 - - 4.651 4.651 8.333 226 
20 T 300 220 220 350 533 533 3.333 3.333 3.333 2.326 2.326 2.326 2.326 4.167 105 
21 C 250 182 182 347 533 533 7.407 7.407 7.407 5.168 5.168 5.168 5.168 9.259 219 
22 S 150 120 120 342 533 533 2.619 2.619 2.619 1.827 - - - - 45 
23 N 200 148 148 344 533 533 - - - - - - 1.654 2.963 35 
24 E 300 218 218 350 533 533 - - - - 6.645 6.645 - - - 
25 E 200 145 145 344 533 533 - - - - 4.430 4.430 - - - 
 
Tabla 5. Pedidos a realizar 
Fuente: Elaboración propia a partir de datos de la empresa 
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Para hallar la matriz de tiempos de proceso empleada en el problema se dividieron 
los datos entre 60, para que quedaran en horas. Por su parte, la matriz de tiempos 
de montaje aplica para los telares y basta con mirar las referencias de cada trabajo 
en la Tabla 5, y construirla con base a la información de la Tabla 4. 
La matriz de tiempos de proceso se puede observar en la Figura 10. Esta es de 
tamaño 14x25 (máquinas x trabajos), y contiene los tiempos de proceso de los 
trabajos en las máquinas. Por ejemplo, el tiempo de proceso del trabajo 3 en la 
máquina 2 es de 8 horas.  
 
Figura 10.Tiempos de Proceso 
Fuente: Elaboración propia 
La matriz de tiempos de montaje es de tamaño 25x350 (pedidos x (pedidos x 
máquinas)), y contiene los tiempos de preparación requeridos para cambiar de un 
pedido a otro. Para las etapas 1, 2, 3 y 5, estos valen cero, ya que son tan pequeños 
que pueden ser incluidos en el tiempo de proceso. Sin embargo, para la etapa 3 
(tejeduría) si deben ser considerados. En la Figura 11 se observa el tiempo de 
montaje para los pedidos de esta etapa. Por ejemplo, el tiempo de montaje del 
trabajo 3 al trabajo 6 en la máquina 11, perteneciente a la etapa 4, es de 11 horas.   
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1 6 2 8 3 6 1 8 3 9 3 6 3 4 3 3 3 4 3 9 4 3 2 2 4 2
2 6 2 8 3 6 1 8 3 9 3 6 3 4 3 3 3 4 3 9 4 3 2 2 4 2
3 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
4 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
5 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
6 421 99 0 108 0 40 265 34 525 56 271 0 0 79 132 0 0 135 0 56 123 44 0 0 0
7 421 99 0 108 0 40 265 34 525 0 271 0 0 79 0 0 0 135 0 56 123 44 0 0 0
8 421 99 0 108 0 40 265 34 525 56 271 0 0 79 0 0 0 135 111 56 123 44 0 0 0
9 294 69 0 76 0 28 185 23 366 39 189 0 0 55 0 125 0 94 0 39 86 30 0 0 0
10 294 69 0 76 40 0 0 0 366 0 189 0 0 0 92 125 0 94 0 39 86 0 0 111 74
11 294 69 0 76 40 0 0 0 366 39 189 0 0 0 0 125 0 94 78 39 86 0 0 111 74
12 294 69 76 76 40 0 0 0 366 0 189 0 35 0 92 125 66 94 78 39 86 0 28 0 0
13 526 123 135 135 71 0 0 0 656 0 338 154 63 0 165 224 118 169 139 69 154 0 49 0 0










Figura 11.Tiempos de montaje máquinas 6-13 
Fuente: Elaboración propia 
La matriz de posibilidad de asignación de máquinas se encuentra en la Figura 12. 
Cuando la intersección de los pedidos y las máquinas es 1, el pedido puede 
asignarse a la máquina, de lo contrario debe asignarse en otra máquina.  
 
Figura 12. Posibilidad de asignación de máquinas 
Fuente: Elaboración propia 
Los vectores de costo de proceso y de costo de montaje se muestran en la Figura 13 
y el vector de fechas de entrega en la Figura 14. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1 2 8 10 10 7 10 8 10 7 7 10 7 10 8 10 10 11 10 8 9 8 9 11 11 11
2 10 3 7 7 7 11 9 9 11 8 7 9 7 9 7 11 9 7 9 7 3 11 7 7 7
3 7 9 3 11 10 11 10 8 8 7 11 8 3 8 10 11 11 11 7 8 9 7 7 11 11
4 9 7 10 2 10 7 7 11 8 10 2 8 10 11 9 11 11 2 9 10 7 8 11 10 10
5 7 7 7 9 2 10 10 11 7 10 9 8 7 9 11 8 9 9 7 11 7 10 11 8 8
6 11 11 10 11 10 2 11 11 7 11 11 11 10 8 9 7 8 11 8 9 11 10 11 8 8
7 10 11 11 7 7 7 2 10 8 7 7 8 11 11 8 11 11 7 8 8 11 9 8 8 8
8 9 10 10 10 9 7 11 3 9 9 10 7 10 9 10 11 9 10 8 11 10 10 11 8 8
9 7 8 11 11 11 9 10 10 2 9 11 11 11 10 7 9 9 11 7 11 8 7 8 7 7
10 10 11 10 7 8 7 9 7 10 2 7 7 10 9 8 7 9 7 7 10 11 11 7 10 10
11 9 7 10 2 10 7 7 11 8 10 2 8 10 11 9 11 11 2 9 10 7 8 11 10 10
12 8 9 7 7 9 11 11 7 10 8 7 2 7 10 11 10 9 7 9 10 9 8 7 7 7
13 7 9 3 11 10 11 10 8 8 7 11 8 3 8 10 11 11 11 7 8 9 7 7 11 11
14 10 11 10 10 10 11 10 11 8 10 10 8 10 3 10 9 9 10 7 7 11 9 9 9 9
15 8 9 7 8 8 11 10 11 11 10 8 9 7 10 3 9 7 8 8 9 9 7 10 8 8
16 7 9 8 11 9 10 11 11 9 7 11 11 8 10 9 3 11 11 9 9 9 7 11 9 9
17 8 7 11 11 9 11 10 10 8 7 11 9 11 8 11 7 2 11 9 7 7 10 9 7 7
18 9 7 10 2 10 7 7 11 8 10 2 8 10 11 9 11 11 2 9 10 7 8 11 10 10
19 10 11 7 9 11 7 10 10 7 9 9 9 7 10 9 11 8 9 2 10 11 10 10 9 9
20 10 11 10 11 11 9 10 9 8 8 11 10 10 9 10 7 9 11 10 2 11 11 10 9 9
21 10 3 7 7 7 11 9 9 11 8 7 9 7 9 7 11 9 7 9 7 3 11 7 7 7
22 9 11 10 8 10 8 8 7 11 11 8 8 10 8 7 11 8 8 7 11 11 2 11 9 9
23 8 7 7 7 8 10 10 8 9 10 7 7 7 8 9 9 10 7 7 10 7 11 2 10 10
24 10 11 10 11 7 10 7 7 10 10 11 7 10 11 7 10 7 11 11 7 11 8 7 3 3








1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
6 1 1 0 1 0 1 1 1 1 1 1 0 0 1 1 0 0 1 0 1 1 1 0 0 0
7 1 1 0 1 0 1 1 1 1 0 1 0 0 1 0 0 0 1 0 1 1 1 0 0 0
8 1 1 0 1 0 1 1 1 1 1 1 0 0 1 0 0 0 1 1 1 1 1 0 0 0
9 1 1 0 1 0 1 1 1 1 1 1 0 0 1 0 1 0 1 0 1 1 1 0 0 0
10 1 1 0 1 1 0 0 0 1 0 1 0 0 0 1 1 0 1 0 1 1 0 0 1 1
11 1 1 0 1 1 0 0 0 1 1 1 0 0 0 0 1 0 1 1 1 1 0 0 1 1
12 1 1 1 1 1 0 0 0 1 0 1 0 1 0 1 1 1 1 1 1 1 0 1 0 0
13 1 1 1 1 1 0 0 0 1 0 1 1 1 0 1 1 1 1 1 1 1 0 1 0 0










Figura 13.Vectores de costo de proceso y montaje 
Fuente: Elaboración propia 
El número de trabajos es 25, el costo de mano de obra es de 5 unidades monetarias 
por hora por trabajador, el factor de penalización es de 500 unidades monetarias 
por día, la tasa de mutación es del 1% y el tamaño de la población es de 50 
individuos. Los números de máquina por cada etapa son 2, 1, 2, 8 y 1 






1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
393 364 340 472 660 673 440 353 591 523 312 654 686 692 650 345 240 300 289 280 447 714 250 664 353 
 
Figura 14.Vector de fechas de entrega 
Fuente: Elaboración propia 
Paso 2. Generación de la población inicial. En la Figura 15 se muestra una población 
inicial ejemplo generada por el programa, con un tamaño de 50 individuos. A su 
lado se encuentra el costo para la función objetivo, el costo real (sin penalización) y 
el número de horas de retraso o incumplimiento. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14
Costo Hora Proceso (u.m.) 1 1 1 1 1 1 1 1 1 1 1 1 1 3





Figura 15.Población inicial 
Fuente: Elaboración propia 
Paso 3. Selección de padres. Se escogen de forma aleatoria el padre 10 y el padre 46. 
Paso 4. Cruce. Se selecciona aleatoriamente el punto de cruce 6. En la Figura 16 se 







Padre 1 25 8 19 24 6 14 2 11 17 1 20 5 23 4 3 12 16 18 22 15 13 9 10 7 21 41395 31520 158
Padre 2 11 9 24 14 25 3 1 22 21 19 6 5 18 15 2 16 7 13 17 8 12 23 10 20 4 74068 29443 714
Padre 3 3 16 19 23 6 7 8 15 22 10 4 20 12 18 1 9 11 5 21 25 13 2 17 14 24 66006 30631 566
Padre 4 17 15 25 19 16 1 3 18 14 5 24 10 2 20 11 9 22 4 12 13 23 6 7 21 8 48823 29073 316
Padre 5 19 13 17 5 8 20 25 22 23 2 3 24 18 10 12 21 16 1 9 15 7 6 4 11 14 51048,5 28736 357
Padre 6 10 20 16 25 12 13 4 14 22 24 5 3 9 15 8 18 11 6 21 23 17 7 1 2 19 60930 27305 538
Padre 7 4 17 1 14 6 7 23 22 2 25 10 18 19 15 9 8 20 3 5 21 13 16 24 12 11 47758,5 29321 295
Padre 8 6 10 16 1 21 12 9 8 15 4 22 17 11 18 19 3 5 24 23 25 7 2 14 20 13 65362 25237 642
Padre 9 2 3 22 21 19 12 4 13 20 17 7 18 14 5 23 24 10 15 8 16 6 11 1 9 25 65463 30463 560
Padre 10 10 6 23 20 1 15 9 8 18 17 24 11 21 4 14 12 16 7 25 3 22 2 5 13 19 52424,5 24862 441
Padre 11 15 20 25 23 6 17 3 13 10 24 19 18 7 9 4 5 21 8 12 1 16 11 22 14 2 50735,5 25923 397
Padre 12 17 10 14 15 13 6 25 7 8 1 18 19 20 24 16 4 22 11 5 23 21 9 3 12 2 59512,5 29950 473
Padre 13 10 14 22 2 16 17 5 9 15 20 7 12 19 23 1 11 3 8 4 6 24 25 18 13 21 47905 24530 374
Padre 14 3 5 25 15 8 19 2 21 7 20 23 14 16 11 24 1 10 6 9 17 18 13 12 22 4 49620 29745 318
Padre 15 23 17 18 13 7 11 5 24 20 22 21 15 14 9 6 4 8 10 2 1 25 12 19 3 16 51302,5 27490 381
Padre 16 12 2 3 14 24 7 19 11 21 1 22 10 5 6 13 4 16 9 23 17 8 20 15 25 18 69732 30982 620
Padre 17 4 20 13 6 9 5 18 3 1 8 19 10 24 25 11 21 22 2 7 17 23 14 16 12 15 54747,5 26810 447
Padre 18 11 5 20 24 16 6 2 15 12 17 8 9 10 21 14 3 23 13 19 18 7 4 22 25 1 60680,5 31618 465
Padre 19 19 22 16 9 11 25 4 6 2 8 14 3 18 15 12 17 7 1 13 10 24 21 23 5 20 65510,5 25448 641
Padre 20 10 6 4 20 12 8 2 24 5 21 13 22 9 3 23 17 18 11 7 1 16 19 14 15 25 66839 28089 620
Padre 21 11 16 2 18 3 23 4 19 6 9 24 22 20 1 5 10 15 21 7 14 17 12 25 13 8 46117 27242 302
Padre 22 3 2 13 18 1 6 15 4 9 25 7 10 11 8 14 12 21 19 20 17 16 22 5 23 24 75804,5 25492 805
Padre 23 18 23 20 7 22 2 8 6 21 25 5 16 11 3 9 19 15 14 10 12 1 4 24 13 17 62943 29193 540
Padre 24 16 4 14 3 21 6 10 25 18 23 11 9 24 19 22 15 20 13 12 1 17 2 7 8 5 60364 27489 526
Padre 25 15 4 25 2 5 13 16 1 21 19 12 10 7 14 6 24 3 20 23 17 18 9 8 11 22 66532 30157 582
Padre 26 19 23 9 4 12 3 15 10 11 7 2 25 24 22 6 8 17 14 16 21 5 20 18 1 13 57981 30356 442
Padre 27 23 9 6 7 12 2 15 21 11 10 18 1 19 14 13 20 22 17 24 25 4 16 8 3 5 56311 25311 496
Padre 28 1 8 14 18 9 3 22 16 15 17 21 24 11 7 25 23 12 6 4 19 2 5 20 13 10 50866 24491 422
Padre 29 16 24 3 15 13 20 11 18 8 22 14 2 4 19 9 23 7 1 6 25 12 10 21 5 17 66174 28799 598
Padre 30 23 20 15 13 25 1 12 8 5 18 4 22 6 7 19 21 14 17 2 24 3 11 9 10 16 54535,5 30973 377
Padre 31 16 18 13 10 3 6 20 17 19 14 21 7 22 8 5 11 4 23 24 9 15 1 25 12 2 50099,5 29037 337
Padre 32 5 25 18 16 17 7 20 6 2 22 3 14 13 9 21 8 19 4 1 12 11 23 24 10 15 59518,5 28706 493
Padre 33 15 19 24 3 12 25 21 1 16 2 7 13 23 9 18 4 20 22 17 6 11 5 14 10 8 58494 27744 492
Padre 34 3 19 2 16 14 20 18 1 12 25 10 21 5 7 8 9 24 6 13 22 23 4 15 11 17 64116,5 27554 585
Padre 35 2 7 6 10 21 19 15 3 1 23 8 25 24 20 22 14 12 13 16 17 18 9 5 4 11 61544,5 30607 495
Padre 36 23 8 1 21 16 13 22 18 11 19 2 25 4 14 20 3 6 7 9 10 12 5 15 17 24 54219 30094 386
Padre 37 9 11 19 7 10 1 24 3 14 23 18 16 22 2 5 25 17 15 20 12 6 13 4 21 8 47022,5 27085 319
Padre 38 1 12 20 18 8 14 23 2 19 11 17 4 24 5 9 3 21 16 6 22 15 10 13 7 25 50760 29260 344
Padre 39 25 8 24 14 5 20 7 19 17 1 4 11 10 3 16 13 23 22 9 6 2 18 15 12 21 49781 31531 292
Padre 40 16 21 3 17 25 11 1 23 13 19 22 2 18 15 7 12 5 4 24 20 8 9 6 14 10 39241 31616 122
Padre 41 14 22 23 19 9 11 4 20 8 13 2 7 5 3 12 15 10 18 17 1 21 16 25 24 6 56166 28166 448
Padre 42 12 10 13 7 2 20 22 16 14 11 8 4 17 3 24 19 9 1 21 15 25 18 5 23 6 60651,5 30089 489
Padre 43 5 12 19 7 13 21 9 22 10 23 11 16 14 1 15 25 2 8 24 18 17 6 3 4 20 66097,5 26410 635
Padre 44 7 25 3 20 9 4 19 15 23 22 5 11 24 16 10 6 8 18 17 2 14 21 1 12 13 58768 29393 470
Padre 45 12 13 5 18 10 14 24 9 1 8 3 19 2 7 22 4 17 15 21 25 11 20 23 16 6 76139,5 24327 829
Padre 46 21 5 23 20 24 9 3 4 8 13 10 1 18 25 6 7 17 15 22 2 14 12 16 19 11 63425,5 26988 583
Padre 47 22 15 9 12 21 10 19 17 11 24 1 23 8 16 14 7 5 20 3 18 2 4 13 6 25 49176 25051 386
Padre 48 10 2 11 14 16 25 3 1 23 13 5 9 19 6 12 8 7 22 4 15 21 17 18 24 20 53295,5 28608 395
Padre 49 22 19 16 23 20 24 12 18 5 11 21 13 25 8 7 2 17 4 6 1 3 10 9 14 15 53435 31185 356




Figura 16. Cruce 
Fuente: Elaboración propia 
Paso 5. Mutación. Suponiendo que el descendiente generado necesita mutación, y se 
seleccionan aleatoriamente las posiciones 5 y 17, el vector resultante se muestra en 
la Figura 17. 
 
Figura 17. Mutación 
Fuente: Elaboración propia 
Paso 6. Asignación de la máquina y programación del tiempo de montaje. Se selecciona la 
máquina con menor tiempo de proceso acumulado y los tiempos de montaje se 
ponen teniendo en cuenta la matriz de tiempos de montaje, según el ejemplo 
ilustrado en la descripción de la metodología.  
Paso 4. Evaluación de la Función Objetivo. Para evaluar la función de adaptación se 
usó la Ecuación (2) del numeral 1.1 del capítulo anterior, obteniendo un costo de 
56579,5 unidades monetarias, como se muestra a continuación: 
(2) 𝐶𝑜𝑠𝑡𝑜𝑇𝑜𝑡𝑎𝑙 = 𝐶𝑚𝑎𝑞 + 𝐶𝑚𝑜𝑛 + 𝐶𝑚𝑜 + 𝑃𝑒𝑛𝑎𝑙𝑖𝑧𝑎𝑐𝑖ó𝑛 
𝐶𝑜𝑠𝑡𝑜𝑡𝑜𝑡𝑎𝑙 = 3342 + 4240 + 18935 +  3062,5 = 56579,5 unidades monetarias 
El costo de maquinaria se halló multiplicando el número de horas que estuvo 
ocupada cada máquina por el costo de operar una hora cada máquina (del vector 
de costos de máquina). El costo de montaje se calculó de la misma manera pero 
contando el número de horas de montaje y con los costos de montaje en cada 
máquina (vector de costos de montaje); y el costo de mano de obra se halló 
multiplicando el tiempo total de proceso (541 horas) por el costo por hora de mano 
de obra (5 unidades monetarias) por el número de máquinas que requieren de un 
operario (7), asumiendo que hay un operario por máquina, excepto en los telares, 
que hay uno por todas las máquinas.  La penalización se calculo con el número de 
Padre 10 10 6 23 20 1 15 9 8 18 17 24 11 21 4 14 12 16 7 25 3 22 2 5 13 19
I I I I I I
Decendiente 10 6 23 20 1 15 21 5 24 9 3 4 8 13 18 25 7 17 22 2 14 12 16 19 11
I I I I I I I
Padre 46 21 5 23 20 24 9 3 4 8 13 10 1 18 25 6 7 17 15 22 2 14 12 16 19 11
Descendiente antes de mutación 10 6 23 20 1 15 21 5 24 9 3 4 8 13 18 25 7 17 22 2 14 12 16 19 11
10 6 23 20 7 15 21 5 24 9 3 4 8 13 18 25 1 17 22 2 14 12 16 19 11Descendiente después de mutación
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horas de incumplimiento (481) por el factor de penalización por hora, asumiendo 
que el turno de trabajo por día es de 8 horas (62,5). 
Como el resultado obtenido es mejor que el peor de los padres (padre 45) con 
76139,5 u.m., el descendiente ocupa el lugar del padre 45 para la siguiente 
generación. 
Paso 8. Criterio de parada. Para este caso, la condición de parada del algoritmo se da 
cuando se cumplen 5000 iteraciones. Este número de iteraciones se halló después 
de experimentar con diferentes valores, comparando cada mil iteraciones la 
diferencia porcentual en el valor de la función objetivo, y como tanto para 4000 
como 5000 iteraciones la diferencia es muy pequeña se escogió este valor, ya que 
quiere decir que más adelante si se continúa haciendo más iteraciones, el valor de 
la función objetivo no va a mejorar significativamente. 
Resultados 
Como se mencionó anteriormente, la programación del software que modela el 
algoritmo genético de la metodología desarrollada se hizo con la implementación 
del software MATLAB en su versión R2009a, y se corrió en un mini computador 
personal Hewlett-Packard con un procesador Intel Atom CPU N455 de 1,67 GHz y 
una capacidad de memoria RAM de 2 GB. 
Diagrama de Gantt 
Para realizar el análisis estadístico se realizaron diez corridas del programa, 
considerando variación en los dos parámetros del algoritmo genético: tamaño de la 
población y tasa de mutación. En los Diagramas de Gantt generados por el 
programa se puede observar que el método reduce en gran medida los tiempos 
muertos al buscar la mejor secuenciación y asignación de los pedidos a las 
máquinas. 
En la Figura 18 aparece el resultado de una de las corridas para uno de los casos 
(tamaño de población=50 individuos y tasa de mutación=1%), el cual corresponde 
a una matriz que contiene el Diagrama de Gantt para la asignación de los trabajos 
en las máquinas, así como el tiempo de montaje y el tiempo ocioso generados. 
Cada color representa un pedido diferente, y en color fucsia se encuentran los 
tiempos de montaje. El costo resultante con esta programación es de 22750 
unidades monetarias, y el tiempo total de proceso son 441 horas. Este fue el mejor 
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resultado encontrado en todas las corridas realizadas con el programa, y que 
además cumplía con todas las fechas de entrega. 
 
Figura 18. Diagrama de Gantt-Método algoritmo genético 
Fuente: Elaboración propia 
Resultados de las corridas del algoritmo genético 
De la variación de los parámetros del algoritmo genético, resultaron cuatro casos. 
A continuación, en las Tablas 6 a 9, se presentan los resultados obtenidos para cada 
uno de ellos, incluyendo el valor para la función objetivo, el costo de producción 
real (sin penalización), el tiempo de proceso requerido para realizar la 
programación, el número de iteraciones requeridas para encontrar el mejor valor, y 
el número de horas de retraso en la fecha de entrega para la programación, si es 
que las hay. Este último valor corresponde a la sumatoria de las horas de retraso 
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1 24155 24155 484 3959 0 2877 
2 23631 23381 464 4982 4 3749 
3 25604 25604 527 4611 0 3249 
4 22961 22961 452 4795 0 3436 
5 25213 24463 490 4937 12 4327 
6 23649 23649 475 4994 0 3798 
7 23677 23677 485 4480 0 4133 
8 24131 24068 492 4376 1 3582 
9 24726 24726 505 4649 0 3636 
10 24398 24398 492 4789 0 3632 
Mínimo 22961 22961 452 3959 0 2877 
Promedio 24214 24108 487 4667 2 3642 
Máximo 25604 25604 527 4994 12 4327 
Desviación 
Estándar 
759 712 20 307 4 391 
Coeficiente de 
Variación 
0,03 0,03 0,04 0,07 2,14 0,11 
Tabla 6. Resultados para caso 1: población=50 y tasa de mutación=0.03 



















1 24107 24107 491 4172 0 3076 
2 23225 23225 453 4525 0 4434 
3 23294 23169 456 4631 2 4198 
4 23473 23035 448 4823 7 5047 
5 24237 23987 485 4433 4 5036 
6 24796 24796 505 4525 0 3642 
7 23186 22936 452 4972 4 3684 
8 23022 23022 456 4809 0 4130 
9 23606 23356 457 4480 4 3676 
10 22750 22750 441 4967 0 4031 
Mínimo 22750 22750 441 4172 0 3076 
Promedio 23570 23438 464 4634 2 4095 
Máximo 24796 24796 505 4972 7 5047 
Desviación 
Estándar 
597 615 20 243 2 593 
Coeficiente de 
variación 
0,03 0,03 0,04 0,05 1,14 0,14 
Tabla 7. Resultados para caso 2: población=50 y tasa de mutación=0.01 






















1 23937 23937 478 4756 0 3959 
2 24690 24690 497 4284 0 3158 
3 24046 23671 473 4893 6 3737 
4 24188 24188 488 4826 0 3752 
5 24593 24343 489 3744 4 3093 
6 24075 24075 491 3817 0 3459 
7 24109 24109 486 4928 0 3707 
8 23350 23350 457 4864 0 3668 
9 24134 24134 484 3959 0 3019 
10 24705 24705 505 4853 0 4029 
Mínimo 23350 23350 457 3744 0 3019 
Promedio 24183 24120 485 4492 1 3558 
Máximo 24705 24705 505 4928 6 4029 
Desviación 
Estándar 
386 394 13 463 2 341 
Coeficiente de 
Variación 
0,02 0,02 0,03 0,10 2,05 0,10 
 
Tabla 8. Resultados para caso 3: población=100 y tasa de mutación=0.03 



















1 25297 24797 491 4540 8 3799 
2 23568 23568 473 4965 0 3546 
3 24089 24089 477 3625 0 3572 
4 23110 23110 458 3969 0 2675 
5 24488 24488 476 4496 0 3526 
6 23744 23744 468 4319 0 3093 
7 24209 24209 487 3956 0 3169 
8 24824 24199 493 4836 10 3819 
9 23789 23664 463 4546 2 3697 
10 25376 25376 528 3215 0 2827 
Mínimo 23110 23110 458 3215 0 2675 
Promedio 24249 24124 481 4247 2 3372 
Máximo 25376 25376 528 4965 10 3819 
Desviación 
Estándar 
708 621 19 521 4 385 
Coeficiente de 
Variación 
0,03 0,03 0,04 0,12 1,79 0,11 
Tabla 9. Resultados para caso 4: población=100 y tasa de mutación=0.01 
Fuente: Elaboración propia 
Validación de los datos y del algoritmo 
A continuación, de las figuras 19 a la 22, se muestra el diagrama de la evolución 
del algoritmo genético a lo largo de las iteraciones para cada uno de los casos. 
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Como se puede observar, al alcanzar las 5000 iteraciones la variación del valor de 
la función objetivo es muy pequeña, por lo que este número de iteraciones es 
apropiado para la resolución del problema. Esto se puede ver también en las tablas 
10 a la 13 que muestran el valor de la función objetivo en iteraciones puntuales, 
donde se aprecia que a las 4000 y 5000 iteraciones, la mejora de la solución es en 
promedio del 1%, por lo que el programa también se podría correr solo hasta la 
iteración 4000 obteniendo resultados similares, ya que las diferencias significativas 
se dan entre la iteración número 1 y número 1000, y posteriormente, en una 
medida un poco menor, entre las iteraciones 1000 y 3000. 
También se puede observar en las figuras 19 a la 22 que sin importar la variación 
de los parámetros, el algoritmo tiene el mismo comportamiento en todos los casos, 
por lo que podemos afirmar que el algoritmo genético está funcionando en buenas 
condiciones. Esto también se puede ver en las tablas 6 a la 9, donde se aprecia que 
el coeficiente de variación de la función objetivo para todos los casos es de un 
máximo del 3%, lo que quiere decir que a lo largo de las corridas se están 
obteniendo resultados similares, lo que confirma la validez del funcionamiento del 
algoritmo. 
 
Figura 19. Evolución del algoritmo genético para población=50 y tasa de mutación=0.03 














































Valores para la función objetivo Mejora Porcentual 
Iteraciones 1 1000 2000 3000 4000 5000 1000 2000 3000 4000 5000 
Corrida 1 33371 25902 24604 24175 24155 24155 22,4% 5,0% 1,7% 0,1% 0,0% 
Corrida 2 82329 26399 24724 23756 23656 23631 67,9% 6,3% 3,9% 0,4% 0,1% 
Corrida 3 73133 26621 26361 26014 25884 25604 63,6% 1,0% 1,3% 0,5% 1,1% 
Corrida 4 65751 27278 25722 25173 23896 22961 58,5% 5,7% 2,1% 5,1% 3,9% 
Corrida 5 56412 26901 25838 25457 25276 25213 52,3% 4,0% 1,5% 0,7% 0,2% 
Corrida 6 67453 25243 25119 24251 23752 23649 62,6% 0,5% 3,5% 2,1% 0,4% 
Corrida 7 68330 26200 24508 23897 23897 23677 61,7% 6,5% 2,5% 0,0% 0,9% 
Corrida 8 53354 26100 25803 24583 24335 24131 51,1% 1,1% 4,7% 1,0% 0,8% 
Corrida 9 52650 27246 25249 24991 24783 24726 48,3% 7,3% 1,0% 0,8% 0,2% 
Corrida 10 76589 26548 26365 24940 24789 24398 65,3% 0,7% 5,4% 0,6% 1,6% 
     
Promedio 55% 4% 3% 1% 1% 
Tabla 10. Mejora porcentual a lo largo de las iteraciones para población=50 y tasa de 
mutación=0.03 
Fuente: Elaboración propia 
 
Figura 20.Evolución del algoritmo genético para población=100 y tasa de mutación=0.03 














































Valores para la función objetivo Mejora Porcentual 
Iteraciones 1 1000 2000 3000 4000 5000 1000 2000 3000 4000 5000 
Corrida 1 57527 25598 24771 24205 23984 23937 55,5% 3,2% 2,3% 0,9% 0,2% 
Corrida 2 74684 27170 26560 25077 24717 24690 63,6% 2,2% 5,6% 1,4% 0,1% 
Corrida 3 62509 27192 25638 24934 24511 24046 56,5% 5,7% 2,7% 1,7% 1,9% 
Corrida 4 64085 25953 24288 24288 24208 24188 59,5% 6,4% 0,0% 0,3% 0,1% 
Corrida 5 45044 26355 25650 24951 24593 24593 41,5% 2,7% 2,7% 1,4% 0,0% 
Corrida 6 43848 25320 24616 24330 24075 24075 42,3% 2,8% 1,2% 1,0% 0,0% 
Corrida 7 74606 26466 25721 24362 24169 24109 64,5% 2,8% 5,3% 0,8% 0,2% 
Corrida 8 48882 25590 24188 23585 23555 23350 47,6% 5,5% 2,5% 0,1% 0,9% 
Corrida 9 39992 26492 24958 24751 24134 24134 33,8% 5,8% 0,8% 2,5% 0,0% 
Corrida 10 59169 28821 27132 25531 25068 24705 51,3% 5,9% 5,9% 1,8% 1,4% 
     
Promedio 52% 4% 3% 1% 0,5% 
Tabla 11. Mejora porcentual a lo largo de las iteraciones para población=100 y tasa de mutación=0.03 
Fuente: Elaboración propia 
 
Figura 21. Evolución del algoritmo genético para población=50 y tasa de mutación=0.01 












































Valores para la función objetivo Mejora Porcentual 
Iteraciones 1 1000 2000 3000 4000 5000 1000 2000 3000 4000 5000 
Corrida 1 54198 25464 24875 24823 24823 24796 53,0% 2,3% 0,2% 0,0% 0,1% 
Corrida 2 53735 26334 23776 23426 23266 23186 51,0% 9,7% 1,5% 0,7% 0,3% 
Corrida 3 45308 25215 24080 23824 23744 23022 44,3% 4,5% 1,1% 0,3% 3,0% 
Corrida 4 52247 25731 24015 23802 23682 23606 50,8% 6,7% 0,9% 0,5% 0,3% 
Corrida 5 52137 24677 23974 22985 22955 22750 52,7% 2,8% 4,1% 0,1% 0,9% 
Corrida 6 54198 25464 24875 24823 24823 24796 53,0% 2,3% 0,2% 0,0% 0,1% 
Corrida 7 53735 26334 23776 23426 23266 23186 51,0% 9,7% 1,5% 0,7% 0,3% 
Corrida 8 45308 25215 24080 23824 23744 23022 44,3% 4,5% 1,1% 0,3% 3,0% 
Corrida 9 52247 25731 24015 23802 23682 23606 50,8% 6,7% 0,9% 0,5% 0,3% 
Corrida 10 52137 24677 23974 22985 22955 22750 52,7% 2,8% 4,1% 0,1% 0,9% 
     
Promedio 50% 5% 2% 0,3% 1% 
Tabla 12. Mejora porcentual a lo largo de las iteraciones para población=50 y tasa de mutación=0.01 
Fuente: Elaboración propia 
 
Figura 22.Evolución del algoritmo genético para población=100 y tasa de mutación=0.01 














































Valores para la función objetivo Mejora Porcentual 
Iteraciones 1 1000 2000 3000 4000 5000 1000 2000 3000 4000 5000 
Corrida 1 45892 27399 26362 25611 25611 25297 40,3% 3,8% 2,8% 0,0% 1,2% 
Corrida 2 60824 25001 24283 23994 23789 23568 58,9% 2,9% 1,2% 0,9% 0,9% 
Corrida 3 60208 26944 24354 24152 24089 24089 55,2% 9,6% 0,8% 0,3% 0,0% 
Corrida 4 67637 24560 23467 23427 23110 23110 63,7% 4,5% 0,2% 1,4% 0,0% 
Corrida 5 57794 26732 26237 25012 24653 24488 53,7% 1,9% 4,7% 1,4% 0,7% 
Corrida 6 61736 27159 24730 24065 23807 23744 56,0% 8,9% 2,7% 1,1% 0,3% 
Corrida 7 50235 27056 25455 24459 24209 24209 46,1% 5,9% 3,9% 1,0% 0,0% 
Corrida 8 62094 27562 26439 25509 25021 24824 55,6% 4,1% 3,5% 1,9% 0,8% 
Corrida 9 64848 27546 24758 24161 24121 23789 57,5% 10,1% 2,4% 0,2% 1,4% 
Corrida 10 49763 25771 25539 25439 25376 25376 48,2% 0,9% 0,4% 0,2% 0,0% 
     
Promedio 54% 5% 2% 1% 1% 
Tabla 13. Mejora porcentual a lo largo de las iteraciones para población=100 y tasa de mutación=0.01 
Fuente: Elaboración propia 
 
Figura 23. Relación tiempo de proceso y costo de producción 
Fuente: Elaboración propia 
En la figura 23 se muestra la relación existente entre el tiempo de proceso y el costo 
de producción para cada uno de los cuatro casos realizados. Como se puede 
observar, a pesar de que existe la tendencia de que a mayor tiempo de proceso hay 
un mayor costo de producción, esto no siempre se cumple ya que los diferentes 

























Tiempo de Proceso Vs Costo
Caso 1: P=50 m=0,03
Caso 2: P=50 m=0,03
Caso 3: P=50 m=0,01
Caso 4: P=100 m=0,01
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Asimismo, a un mismo tiempo de proceso pueden corresponder diferentes costos 
de producción, dado el gran número de variables involucradas en el problema, y el 
gran numero de soluciones posibles. Esto le da mayor validez a la función objetivo 
objeto de estudio de la investigación, ya que permite mejorar los resultados en 
comparación a si solo se considerara el tiempo de procesamiento. 
Paso 9. Análisis estadístico. Este paso se realiza en el apartado 5 del capítulo, donde 




3. Método Aleatorio 
Para desarrollar este método se ingresó la misma información de entrada, y se 
siguió el procedimiento descrito en el capítulo anterior. En la Figura 24 se muestra 
el mejor de los diagramas de Gantt generados por el programa después de realizar 
diez corridas del mismo. Cada color representa un pedido diferente, y en color 
fucsia se encuentran los tiempos de montaje.  
 
Figura 24. Diagrama de Gantt-Método aleatorio 
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𝐶𝑜𝑠𝑡𝑜𝑡𝑜𝑡𝑎𝑙 = 3259 + 4100 + 22365 = 29724 unidades monetarias 
El costo resultante con esta programación es de 29724 unidades monetarias, el 
tiempo de proceso asociado al mismo es de 639 horas, y el número de horas de 
incumplimiento en la fecha de entrega es de 330. 
Para realizar el análisis estadístico comparativo con el algoritmo genético 
propuesto, se realizaron diez corridas con el método aleatorio que considera las 
mismas características, con el fin de realizar una comparación objetiva del método 
propuesto con un método alternativo. En la Tabla 14, se presentan los resultados 
obtenidos para cada uno de ellas, incluyendo el valor para la función objetivo, el 
costo de producción (real y con penalización por incumplimiento en las fechas de 
entrega), el tiempo de proceso requerido para realizar la programación, el número 
de iteraciones requeridas para encontrar el mejor valor, y el número de horas de 
retraso en la fecha de entrega para la programación, si es que las hay. Este último 














de entrega (Horas) 
1 30094 39000 647 181 390 
2 33531 40300 749 1948 403 
3 30225 42100 613 2936 421 
4 30075 42900 647 4285 429 
5 30882 33800 666 73 338 
6 29724 33000 639 4417 330 
7 30094 39000 647 181 390 
8 33531 40300 749 1948 403 
9 30225 42100 651 2936 421 
10 30075 42900 647 4285 429 
Mínimo 29724 33000 613 73 330 
Promedio 30846 39540 665,5 2319 395,4 
Máximo 33531 42900 749 4417 429 
Desviación 
Estándar 
1370 3364 44 1654 34 
Coeficiente de 
Variación 
0,04 0,09 0,07 0,71 0,09 
Tabla 14. Resultados método aleatorio 
Fuente: Elaboración propia 




4. Método SPT 
Para desarrollar este método se utilizó la misma información de los métodos 
anteriores, y se siguió el procedimiento descrito en el capítulo anterior. A 
continuación, en la Figura 25 se muestra el diagrama de Gantt generado con este 
método. Cada color representa un pedido diferente, y en color fucsia se encuentran 
los tiempos de montaje.  
 
Figura 25. Diagrama de Gantt-Método SPT 
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𝐶𝑜𝑠𝑡𝑜𝑡𝑜𝑡𝑎𝑙 = 3387 + 3880 + 23590 = 30857 unidades monetarias 
El costo resultante con esta programación es de 30857 unidades monetarias, el 
tiempo de proceso asociado al mismo es de 674 horas, y el número de horas de 
incumplimiento en la fecha de entrega es de 171. Si se aplica la penalización por 
incumplimiento en la fecha de entrega, el costo resultante es de 10687.5 unidades 
monetarias. 
5. Análisis Estadístico 
En la tabla 15 se presenta un cuadro resumen de los resultados obtenidos con la 
metodología propuesta en comparación con el método aleatorio construido por los 
autores, y con la metodología SPT, tradicionalmente usada en la industria textil por 















fechas de entrega 
(Horas) 
Algoritmo genético Caso 1 24214 24108 487 4211 2 
Algoritmo genético Caso 2 24183 24120 485 4492 1 
Algoritmo genético Caso 3 23570 23438 464 4634 2 
Algoritmo genético Caso 4 24249 24124 481 4247 7 
Promedio Algoritmo genético 24054 23948 479 4396 3 
Método Aleatorio 39540 30846 666 2319 395 
SPT 10688 30857 674 NA 171 
Tabla 15. Tabla comparativa de resultados 
Fuente: Elaboración propia 
En la tabla 16 se muestra el porcentaje de mejora de la metodología propuesta con 
respecto al método aleatorio y el método SPT, en los parámetros costo de 
producción e incumplimiento de fechas de entrega. 
 
% Mejora del costo de producción % Mejora del Incumplimiento 
 
Método Aleatorio Método SPT Método Aleatorio Método SPT 
Algoritmo genético Caso 1 21,84% 21,87% 99,57% 99,01% 
Algoritmo genético Caso 2 21,80% 21,83% 99,75% 99,42% 
Algoritmo genético Caso 3 24,01% 24,04% 99,47% 98,77% 
Algoritmo genético Caso 4 21,79% 21,82% 98,31% 96,10% 
Promedio Algoritmo genético 22,36% 22,39% 99,27% 98,32% 
Tabla 16. Porcentajes de mejora 
Fuente: Elaboración propia 
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Como se puede observar en la tabla 16, para el criterio de costo de producción, el 
algoritmo genético brinda una mejora promedio del 22,36% con respecto al método 
aleatorio, y del 22,39% con respecto al método SPT, por lo que demuestra ser un 
método efectivo para resolver el problema que cumple con los objetivos 
propuestos en el presente trabajo. Asimismo, en el criterio de cumplimiento en las 
fechas de entrega se obtiene una mejora del 99,27% y del 98,32%, con respecto a los 
métodos aleatorio y SPT respectivamente. Esto quiere decir que además de reducir 
los costos de producción, el método propuesto brinda soluciones que permiten 
cumplir con las fechas de entrega programada casi en un 100%. Como se puede 
observar en la tabla 15, el método propuesto genera tan solo tres horas de retraso 
en promedio totales, que lo más probable es que correspondan a un solo pedido de 
la compañía; tomando como base el promedio de 479 horas en las cuales se 
realizan los pedidos, esta cifra corresponde al 0,6% del tiempo de programación 
total. 
En la tabla 15 también se evidencia que el número de iteraciones promedio para 
llegar al mejor resultado es menor para el método aleatorio que para el algoritmo 
genético. Esto sucede porque en el algoritmo genético, el método busca mejorar su 
resultado conforme pasan las iteraciones; sin embargo, el método aleatorio se 
dedica simplemente a buscar resultados aleatorios, por lo que sus datos son muy 
variables en comparación con el método propuesto, que si genera una tendencia 
conforme pasan las iteraciones. Esto se puede comprobar en la tabla 14, donde se 
observa que el coeficiente de variación para las iteraciones es de 0,71, el cual indica 
una alta variación entre los datos, así como el coeficiente de variación del costo es 
de 0,09. Por el contrario, en las tablas 6 a la 9 se observa que el coeficiente de 
variación máximo del algoritmo genético está entre 0,02 y 0,03 para la variación del 
costo, y entre 0,07 y 0,12 para las iteraciones, lo cual indica que los datos tienen una 
variación baja. Adicionalmente, independientemente de la variación de los datos, a 
pesar de que el promedio de las iteraciones sea menor, los resultados que se 
obtienen no son lo suficientemente buenos con respecto al algoritmo genético como 
para preferir este método. 
A continuación se muestra un análisis de varianza de un factor para cada uno de 
los casos empleados en el método basado en algoritmos genéticos en comparación 
con el método aleatorio, y el método SPT, con el fin de evaluar si existe diferencia 
significativa entre los métodos empleados. Asimismo se analizan los errores 
generados entre los grupos y dentro de los grupos los cuales se calculan de la 
siguiente manera: Se2 corresponde al promedio de los cuadrados dentro de los 
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grupos, St2 se calcula como el promedio de los cuadrados entre los grupos menos el 
promedio de los cuadrados dentro de los grupos, dividido el número de 
observaciones de cada grupo (cuenta). 
La tabla 17 muestra el análisis de varianza de un factor para comparar los métodos 
SPT y aleatorio, con respecto al método basado en algoritmos genéticos, con un 
tamaño de población de 50 y una tasa de mutación del 3%. En esta se observa que 
el valor de F (171,62) es mayor que el valor crítico para F (3,35), lo que indica que 
hay una diferencia significativa entre los tres métodos utilizados. Asimismo, el 
análisis de los errores muestra que el 94,46 % de la varianza se atribuye a 
diferencias entre los grupos o métodos empleados, y solo el 5,54% de ella se 
atribuye a errores dentro de los grupos o métodos. 
RESUMEN             
Grupos Cuenta Suma Promedio Varianza 
 
  
Algoritmo genético caso 1 10 241082 24108,2 563828 
 
  
Método Aleatorio 10 308456 30845,6 2085533 
 
  
Método SPT 10 308570 30857 0 
 
  
ANÁLISIS DE VARIANZA 
     
  











Entre grupos 303129967 2 151564983,6 171,624 4,454E-16 3,35413083 
Dentro de los grupos 23844254 27 883120,5185       
Total 326974221 29         
ANÁLISIS DE LOS ERRORES       
 
  
Se2 883120,52 0,055364 5,54% 
  
  
St2 15068186 0,944636 94,46% 
  
  
Stotal2 15951307           
Tabla 17. Análisis de varianza de un factor para el caso 1 
Fuente: Elaboración propia 
La tabla 18 muestra el análisis de varianza de un factor para comparar los métodos 
SPT y aleatorio, con respecto al método basado en algoritmos genéticos, con un 
tamaño de población de 50 y una tasa de mutación del 1%. En esta se observa que 
el valor de F (219,34) es mayor que el valor crítico para F (3,35), lo que indica que 
hay una diferencia significativa entre los tres métodos utilizados. Asimismo, el 
análisis de los errores muestra que el 95,62% de la varianza se atribuye a 
diferencias entre los grupos o métodos empleados, y solo el 4,38% de ella se 
atribuye a errores dentro de los grupos o métodos. 
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RESUMEN             
Grupos Cuenta Suma Promedio Varianza 
 
  
Algoritmo genético caso 2 10 234383 23438,3 419821 
 
  
Método Aleatorio 10 308456 30845,6 2085533 
 
  
Método SPT 10 308570 30857 0 
 
  
ANÁLISIS DE VARIANZA 
     
  











Entre grupos 366351110 2 183175554,9 219,341 2,01E-17 3,35413083 
Dentro de los grupos 22548193 27 835118,2407       
Total 388899302 29         
ANÁLISIS DE LOS ERRORES       
 
  
Se2 835118,24 0,043794 4,38% 
  
  
St2 18234044 0,956206 95,62% 
  
  
Stotal2 19069162           
Tabla 18. Análisis de varianza de un factor para el caso 2 
Fuente: Elaboración propia 
La tabla 19 muestra el análisis de varianza de un factor para comparar los métodos 
SPT y aleatorio, con respecto al método basado en algoritmos genéticos, con un 
tamaño de población de 100 y una tasa de mutación del 3%. En esta se observa que 
el valor de F (200,66) es mayor que el valor crítico para F (3,35), lo que indica que 
hay una diferencia significativa entre los tres métodos utilizados. Asimismo, el 
análisis de los errores muestra que el 95,23% de la varianza se atribuye a 
diferencias entre los grupos o métodos empleados, y solo el 4,77% de ella se 
atribuye a errores dentro de los grupos o métodos. 
La tabla 20 muestra el análisis de varianza de un factor para comparar los métodos 
SPT y aleatorio, con respecto al método basado en algoritmos genéticos, con un 
tamaño de población de 100 y una tasa de mutación del 1%. En esta se observa que 
el valor de F (179,96) es mayor que el valor crítico para F (3,35), lo que indica que 
hay una diferencia significativa entre los tres métodos utilizados. Asimismo, el 
análisis de los errores muestra que el 94,71% de la varianza se atribuye a 
diferencias entre los grupos o métodos empleados, y solo el 5,29% de ella se 




RESUMEN             
Grupos Cuenta Suma Promedio Varianza 
 
  
Algoritmo genético caso 3 10 241202 24120,2 172423 
 
  
Método Aleatorio 10 308456 30845,6 2085533 
 
  
Método SPT 10 308570 30857 0 
 
  
ANÁLISIS DE VARIANZA 
     
  











Entre grupos 302052031 2 151026015,6 200,658 6,23E-17 3,35413083 
Dentro de los grupos 20321610 27 752652,2222       
Total 322373641 29         
ANÁLISIS DE LOS ERRORES       
 
  
Se2 752652,22 0,047697 4,77% 
  
  
St2 15027336 0,952303 95,23% 
  
  
Stotal2 15779989           
Tabla 19. Análisis de varianza de un factor para el caso 3 
Fuente: Elaboración propia 
RESUMEN             
Grupos Cuenta Suma Promedio Varianza 
 
  
Algoritmo genético caso 4 10 241244 24124,4 428926 
 
  
Método Aleatorio 10 308456 30845,6 2085533 
 
  
Método SPT 10 308570 30857 0 
 
  
ANÁLISIS DE VARIANZA 
     
  











Entre grupos 301675207 2 150837603,6 179,964 2,46E-16 3,35413083 
Dentro de los grupos 22630135 27 838153,1407       
Total 324305342 29         
ANÁLISIS DE LOS ERRORES       
 
  
Se2 838153,14 0,05292 5,29% 
  
  
St2 14999945 0,94708 94,71% 
  
  
Stotal2 15838098           
Tabla 20. Análisis de varianza de un factor para el caso 4 
Fuente: Elaboración propia 
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Como se puede observar en las tablas 17 a la 20, si existe una diferencia 
significativa entre el método basado en algoritmos genéticos, el método aleatorio y 
el método SPT, lo que se recalca con el hecho de que en todos los casos 
aproximadamente el 95% de las fuentes de variación se debían a esas diferencias. 
Finalmente, en la tabla 21 se presenta un análisis de varianza de un factor que 
compara los cuatro casos empleados en el método basado en algoritmos genéticos. 
RESUMEN             
Grupos Cuenta Suma Promedio Varianza 
 
  
Algoritmo genético caso 1 10 241082 24108,2 563828,2 
 
  
Algoritmo genético caso 2 10 234383 23438,3 419821,3 
 
  
Algoritmo genético caso 3 10 241202 24120,2 172423,3 
 
  
Algoritmo genético caso 4 10 241244 24124,4 428926 
 
  
ANÁLISIS DE VARIANZA 
     
  











Entre grupos 3462277 3 1154092,425 2,912538 0,047521535 2,86626556 
Dentro de los grupos 14264990 36 396249,7139       
Total 17727267 39         
Tabla 21. Análisis de varianza de un factor para los diferentes casos del algoritmo genético 
Fuente: Elaboración propia 
Como se puede observar, el valor de F (2,91) es menor que el F crítico (2,86), lo que 
indica que no hay una diferencia significativa entre los diferentes casos para el 
método basado en algoritmos genéticos. Esto muestra que independientemente del 
tamaño de población y la tasa de mutación, el algoritmo genético va a seguir 
presentando resultados similares para el problema, lo que confirma además que el 






En esta sección, se van a comparar los resultados obtenidos con el método 
propuesto, en contraste con publicaciones encontradas en la revisión de la 
literatura, que comparten características similares en el planteamiento del 
problema, y por ende servirán para el análisis de las fortalezas y debilidades del 
método propuesto. 
Como se ha mencionado anteriormente, son pocos los autores que tienen como 
función objetivo el costo de producción. Entre ellos [102] tratan el problema de la 
programación en un flow shop paralelo con el fin de minimizar el costo de la 
programación, para lo cual desarrollan diferentes funciones de costos y un modelo 
matemático que transforman en un problema del agente viajero con restricciones, 
obteniendo buenos resultados con hasta cien trabajos. 
Como se puede observar, no es el mismo tipo de problema de programación ya 
que se presenta en ambientes diferentes. Sin embargo, vale la pena resaltar el 
enfoque que le dan a la minimización de costos dentro de la programación, ya que 
no se enfocan solo a los costos de producción, sino a todos los derivados de la 
programación. Los autores incluyen dentro de su modelamiento cuatro tipos de 
costos de programación: los costos de producción, preparación, transporte e 
inventario, en contraste con el modelo propuesto en el presente trabajo que solo 
considera los dos primeros y los denomina a todos costos de producción.  
Aunque [102] dicen que los tipos de costos y restricciones a incluir dependen de la 
aplicación específica, y en el trabajo propuesto se tuvieron en cuenta los costos que 
se creían necesarios para resolver el problema, se podría pensar en trabajos futuros 
no solo tener en cuenta los costos de producción, sino todos los costos derivados 
de la programación como los propuestos por los autores, lo cual rompería aún más 
la brecha existente entre la teoría y la práctica.  
Asimismo, [25] buscan minimizar los costos de asignación y el costo de 
inicialización de las máquinas, e incluyen fechas de entrega y tiempos de montaje, 
pero estos no son dependientes de la secuencia, sino que dependen solo de la 
máquina en la que se procesan los trabajos. Ellos generan un método para 
encontrar la solución óptima resolviendo primero el problema de la carga a través 
de programación entera mixta, y consecutivamente el de la secuenciación, 
mediante un procedimiento de programación de restricciones, que iterativamente 
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agrega cortes al problema de carga, hasta encontrar la solución óptima. Aunque el 
procedimiento propuesto funciona bien para problemas de una sola etapa, en la 
experimentación con múltiples etapas o flow shop híbrido, los autores trabajan con 
problemas de poca complejidad con un máximo de tres etapas de procesamiento, y 
doce trabajos a programar, y encuentran que los cortes que se realizan no son 
rigurosos pero encuentran la solución correcta a la mayoría de los problemas, por 
lo que proponen mejorar la rigurosidad de los cortes así como el proceso de 
secuenciación para trabajos futuros. 
En [24] también se considera la minimización de costos a través de tres criterios: la 
precocidad total ponderado, que representa los costos por el almacenamiento de 
productos ya fabricados; la tardanza total ponderada, que representa el costo por 
incumplir las fechas de entrega a los clientes, y el tiempo total de espera 
ponderada, que representa el costo del almacenamiento de productos en proceso. 
Con el fin de resolver el problema en un flow shop híbrido con máquinas paralelas 
idénticas, implementan tres algoritmos en C++, uno con recocido simulado, otro 
con búsqueda tabú, y un algoritmo híbrido. Dicen los autores que las soluciones 
obtenidas por el algoritmo con recocido simulado son pobres, y que las mejores 
soluciones se encuentran con el algoritmo híbrido, aunque es una pequeña 
diferencia en comparación con el algoritmo basado den búsqueda tabú. La mayor 
ventaja presentada en su trabajo es la rapidez del algoritmo, que solo se demora 3, 
12 y 8 milisegundos por iteración, respectivamente, para un problema de 20 
trabajos 5 etapas, en comparación con el algoritmo propuesto en este trabajo que 
para 25 trabajos y 50 etapas tarda un promedio de 800 milisegundos por iteración. 
Sin embargo, su trabajo sigue aún considerando suposiciones no aplicables al 
mundo real como las máquinas paralelas idénticas, y la omisión de los tiempos de 
montaje. 
Otros autores que consideran los costos en su función objetivo, y que presentan el 
problema y la técnica de solución lo más parecido posible a la metodología 
propuesta son [26], quienes pretenden reducir los costos en un flow shop híbrido 
con máquinas paralelas no relacionadas. Su función de costos tiene en cuenta 
variables como el costo de lanzamiento y mantenimiento del inventario de 
producto en proceso y producto final, y busca minimizar la suma de los costos por 
unidad de tiempo sin que haya desabastecimiento de producto. Proponen dos 
métodos desarrollados en Matlab: un algoritmo genético híbrido y un recocido 
simulado, cuyas soluciones iniciales se crean a partir de dos algoritmos heurísticos 
constructivos, y finalmente se realiza una búsqueda local para mejorar la calidad 
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de las soluciones. Después de comparar 180 problemas variando el número de 
trabajos y de etapas, los resultados mostraron que la calidad de las soluciones era 
mejor en el algoritmo genético híbrido, pero los tiempos computacionales son 
mejores con el recocido simulado. Por ejemplo, para un problema de 10 pedidos y 
5 etapas, el algoritmo genético híbrido tarda 1680,36 segundos, mientras el 
recocido simulado tarda 1282,96 segundos. Al pasar a un problema de 10 pedidos 
y 10 etapas se obtienen tiempos de 5202,9 y 4256,35 segundos respectivamente. Al 
comparar estos resultados con los obtenidos por el método propuesto, donde se 
trabaja un problema de 25 trabajos y 5 etapas, obteniendo un tiempo de cómputo 
promedio de 3667 segundos, se observa que el método propuesto brinda solución 
en un menor tiempo a un problema de mayor complejidad, puesto que aparte de 
generar un mayor número de combinaciones, no solo considera máquinas 
paralelas no relacionadas, sino también tiempos de montaje dependientes de la 
secuencia, y cumplimiento de las fechas de entrega. 
Al hacer una comparación de las publicaciones encontradas en la literatura con la 
metodología basada en algoritmos genéticos que se propone en este proyecto, se 
puede rectificar que el problema no ha sido considerado con el mismo detalle del 
presente trabajo y que no hay ningún estudio que considere la misma función 
objetivo, restricciones y método de resolución, además de la aplicación a la 
industria textil. En este trabajo no solo se consideran aspectos clásicos como la 
cantidad de máquinas y etapas, sino también las condiciones del entorno real de 
manufactura, como los tiempos de preparación dependientes de la secuencia, las 
máquinas paralelas no relacionadas y las fechas de entrega previstas. 
A causa de la poca cantidad de trabajos que consideran la función objetivo de 
costos, y a que todos ellos utilizan métodos distintos para la valoración del mismo, 
así como ambientes de manufactura con valores distintos para sus variables, las 
cuales también son diferentes, y además proponen distintos métodos de solución 
al problema, la comparación entre los valores de la función objetivo por parte del 
método planteado y los métodos existentes en la literatura no es relevante y no se 
considera una comparación objetiva, ya que las condiciones de producción para 
todos los casos son completamente diferentes, y que la mayoría de las propuestas 
encontradas no representan de manera efectiva las condiciones reales del proceso 
productivo. 
Por los aspectos mencionados anteriormente, y debido a las complejidades que se 
consideraron simultáneamente en este trabajo, no es posible hacer una 
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comparación uno a uno con otros trabajos, pero se puede observar que el algoritmo 
es eficiente, ya que brinda una muy buena solución en un tiempo más corto, 
logrando mejoras significativas con respecto a la técnica tradicionalmente usada en 
la industria, denominada SPT, y en comparación con un método aleatorio que 
contempla los mismos parámetros que el algoritmo genético desarrollado. Si se 
realiza el mismo ejercicio de programación de manera empírica en una industria 
textil, se puede demorar entre cuatro y ocho horas de trabajo semanal, llegando a 
resultados mucho menos satisfactorios. 
Se puede decir entonces, que la dimensión del problema de programación 
planteado y el método de solución propuesto tienen el mismo nivel de complejidad 
que muchos de los trabajos publicados recientemente, donde se logra romper un 
poco la brecha existente entre la teoría y la práctica, y se tienen buenos resultados 
en un tiempo de procesamiento aceptable. 
Finalmente, otra de las ventajas que tiene la metodología, es que como los costos 
son variables dependientes del tiempo, bastan  simples cambios en el software 
para que pase de minimizar el costo de producción a minimizar el tiempo total de 
proceso de todos los trabajos en un solo paso (al omitirlos o hacerlos iguales a uno) 
siendo una metodología dos en uno, e igualmente se seguiría considerando el 
cumplimiento de las fechas de entrega. Asimismo, para que la metodología 
minimice el makespan solo basta obviar la función de costos y hacer cambios 




 Objetivo general: Se concluye que la metodología de programación de 
producción propuesta, que fue diseñada teniendo presente las 
complejidades de su entorno, basada en el uso de algoritmos genéticos, y 
aplicada a la industria textil, reduce los costos de producción en un flow 
shop hibrido flexible. 
 Objetivo específico 1: Se concluye que: 
1. la revisión del estado del arte del problema de programación de 
producción en un flow shop híbrido flexible ayudó a determinar las 
técnicas de solución aplicables, así como las complejidades existentes 
en la programación de la producción en la industria textil. 
2. Esta revisión bibliográfica brindó los soportes necesarios y sirvió de 
base para la construcción de la metodología propuesta, considerando 
los aspectos relevantes de la programación de producción en 
ambientes flow shop híbrido, del objetivo de minimización de costos, 
de las características de la industria textil y sus complejidades a la 
hora de programar, y de los posibles métodos de solución al 
problema de la programación en este tipo de ambientes. 
3. Este proceso también ayudó a describir mejor el problema de estudio, 
y a mostrar que continúa vigente, evaluando las propuestas 
realizadas hasta el momento y encontrando que ninguna de ellas le 
brinda una solución que considere las mismas características o 
restricciones usadas en el presente trabajo. 
 Objetivo específico 2: Se concluye que: 
1. El modelo matemático desarrollado facilitó el diseño de la 
metodología, sirviendo de base para el funcionamiento del algoritmo 
genético propuesto. Asimismo ayudó a identificar los aspectos a 
incluir dentro del algoritmo, y como información de entrada al 
software desarrollado, considerando la inclusión de las 
complejidades del entorno de producción y de las restricciones a 
implementar. 
2. Para el desarrollo de la metodología se elaboró un algoritmo genético 
en Matlab y se creó una interfaz de usuario para la entrada de datos y 
generación de resultados, que en conjunto forman un software para 




3. La metodología propuesta es de fácil uso, ya que consiste en la 
entrada de datos por medio de matrices en Excel. 
4. El software desarrollado permite al usuario modelar ambientes flow 
shop híbrido variando una gran cantidad de parámetros, tanto del 
algoritmo (tasa de mutación, tamaño de población, número de 
iteraciones) como del proceso (número de trabajos, número de 
máquinas por etapa, tiempos de proceso, tiempos de montaje, fechas 
de entrega, máquinas que pueden realizar los trabajos, entre otros). 
Esto hace que la metodología y el software generados sean de gran 
utilidad, ya que no se enfocan en un problema específico, sino que se 
pueden emplear para una infinidad de problemas diferentes. 
5. La metodología propuesta considera las complejidades de la 
programación de producción tales como: los tiempos de montaje 
dependientes de la secuencia, las máquinas paralelas no relacionadas, 
y la importancia del cumplimiento de las fechas de entrega. 
6. Para incluir en la metodología la importancia que tiene para la 
industria el cumplimiento de las fechas de entrega, se incluyó un 
factor de penalizaciones dentro del algoritmo, que favoreciera las 
soluciones que no incumplen las fechas de entrega de los pedidos. 
7. La metodología permite mejorar los costos de producción en 
ambientes flow shop híbrido flexible.  
8. La metodología se puede adaptar fácilmente para cambiar la función 
objetivo de costos a makespan y solucionar un problema diferente. 
De igual manera, al no incluir los costos o hacerlos iguales a uno, la 
metodología minimiza el tiempo total de procesamiento de todos los 
trabajos. 
 Objetivo específico 3: Se concluye que:  
1. Al variar los parámetros del algoritmo genético, generando cuatro 
casos diferentes, y aplicarlo al problema, se concluyó que el 
algoritmo tiene el mismo comportamiento para los cuatro casos 
estudiados, lo que indica que el algoritmo funciona en buenas 
condiciones. Esto se evidencia aún más analizando el coeficiente de 
variación de los resultados en las corridas, donde es máximo del 3%, 
lo que indica que a lo largo de las diferentes corridas se tienen 
resultados similares, validando aún más el funcionamiento del 
algoritmo genético. 
2. De las corridas generadas con los cuatro casos propuestos también se 
concluye a través del análisis de varianza que no hay diferencia 
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significativa entre ellos, lo que evidencia que indiferentemente del 
valor de los parámetros se obtienen resultaos similares. 
3. Al aplicar la metodología propuesta en un problema hipotético 
basado en datos reales de una industria textil colombiana, se 
obtuvieron resultados positivos en contraste con técnicas de 
secuenciación tradicionales como SPT y con un método aleatorio 
desarrollado por los autores, que considera los mismos parámetros 
de la metodología desarrollada. En contraste con estos métodos, se 
logró una mejora en el costo de producción del 22,39 y 22,36% 
respectivamente. 
4. Al analizar por medio de análisis de varianzas los costos obtenidos 
con cada método para los cuatro casos, se concluyó que existe una 
diferencia significativa entre los métodos empleados para resolver el 
problema. Esto confirma que el aporte que presenta el método 
propuesto es también significativo. 
5. En el caso de estudio también se obtuvo una mejora en el criterio de 
cumplimiento de entrega en comparación con los métodos aleatorio y 
SPT, con un porcentaje de 99,27% y 98,32%. Esto indica que la 
metodología además de reducir los costos de producción, permite 
también el cumplimiento de casi el 100% de las fechas de entrega 
programada. En el caso estudiado, el porcentaje de incumplimiento 
obtenido con el algoritmo genético fue aproximadamente del 0,6% 
del tiempo de programación total. 
6. Los tiempos de montaje dependientes de la secuencia y los tiempos 
de procesamiento diferentes para cada máquina, influyen 
directamente en los resultados del proceso, ya que según la 
asignación y secuenciación que se realice puede resultar un tiempo 
total de proceso mayor, y por ende un mayor costo de producción. 
7. La técnica propuesta permite una reducción significativa del costo de 
producción y del tiempo total de proceso mediante el ejercicio de 
programación, al considerar los efectos que tienen los tiempos de 
montaje dependientes de la secuencia y la existencia de máquinas 
paralelas no relacionadas. Esto se puede observar en los diagramas 
de Gantt generados por el software, en comparación con los 
pertenecientes a las otras metodologías. 
8. La metodología empleada resulta en una reducción significativa del 
tiempo requerido para realizar la programación de producción en 
ambientes Flow Shop Híbrido, ya que si se realiza el mismo ejercicio 
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de programación de manera empírica en una industria textil, se 
puede demorar entre cuatro y ocho horas de trabajo semanal, 
llegando a resultados mucho menos satisfactorios. 
 Se evidencia que a pesar de que la relación existente entre el tiempo de 
proceso y el costo de producción tiene una tendencia de que a mayor tiempo 
de proceso, mayor costo de producción, esto no siempre sucede debido a los 
diferentes parámetros de la función de costos, los cuales originan dichas 
variaciones. Asimismo, a un mismo tiempo de proceso pueden 
corresponder diferentes costos de producción por el gran número de 
variables involucradas y el gran número de soluciones posibles para cada 
problema. Por esta razón se concluye que la función objetivo a minimizar en 
este trabajo cobra gran importancia y le da mayor validez que si se 
consideraran solo los tiempos de proceso, ya que al encontrar el mejor 
tiempo de proceso no necesariamente se halla la programación con el mejor 
costo. 
 La técnica propuesta puede ser extendida a diversos tipos de industrias con 
configuración productiva FSH. 
FUTURAS LÍNEAS 
Futuros trabajos podrían considerar otras complejidades existentes en la 
programación de Flow Shop Híbrido, tales como los lotes de transferencia 
variables, la entrada dinámica y la maleabilidad. De igual manera se podría aplicar 
la metodología a otro tipo de industria con esta configuración, como la industria 
cerámica, de semiconductores etc. También sería de gran utilidad desarrollar otras 
técnicas de solución al problema que consideren los mismos parámetros, con el fin 
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1. Ponencia presentada en ELAVIO 2013 
1.1. Resumen 
Un algoritmo genético para la secuenciación de un Flow Shop Híbrido con 
tiempos de montaje dependientes de la secuencia y máquinas paralelas no 
relacionadas 
En un Flow Shop tradicional, n trabajos son procesados en un mismo orden, a 
través de una serie de etapas, compuestas cada una por una sola máquina. Por el 
contrario, en un Flow Shop Híbrido existen máquinas paralelas en una o varias de 
las etapas, y algunos de los trabajos pueden saltar pasos de la producción. Esta 
configuración productiva se encuentra en un gran número de sectores industriales, 
incluyendo la industria textil, cerámica, farmacéutica, química, metalúrgica, del 
papel, del aceite, del tabaco y de semiconductores. 
Se han planteado diversas técnicas de solución al problema de programación en 
este tipo de ambientes. Sin embargo, estas propuestas no consideran muchas de las 
complejidades existentes, y usan supuestos que generalizan en gran medida el 
problema haciéndolo menos cercano a la realidad y volviendo imposible su 
aplicación.  
El objetivo de la investigación es desarrollar una metodología de programación de 
producción que tenga presente las complejidades existentes en este tipo de 
industrias y que permita reducir el tiempo total de proceso. En este trabajo se 
consideran además de los problemas de asignación y secuenciación característicos 
del Flow Shop Híbrido, los tiempos de montaje dependientes de la secuencia (el 
tiempo de montaje varía dependiendo del trabajo que recién fue terminado y del 
que va a ser procesado a continuación) y la existencia de máquinas paralelas no 
relacionadas (no poseen las mismas tasas de producción y tiempos de 
alistamiento). 
Para lograr dicho objetivo se desarrolló un algoritmo genético en el programa 
MATLAB [149], y se verificó mediante un problema hipotético, basado en datos 
reales de una industria textil colombiana. El algoritmo propuesto funciona de la 
siguiente manera: 
La información base ingresada al programa consiste en el número de operaciones o 
etapas de procesamiento, una matriz de tiempos de proceso, donde la fila 
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corresponde a las máquinas, la columna a los trabajos, y sus intersecciones al 
tiempo de proceso del trabajo en la máquina; y una segunda matriz de tiempo de 
montajes, donde las filas y las columnas corresponden al número de pedidos, y su 
intersección muestra el tiempo de montaje requerido de un pedido a otro. El 
número de columnas de la matriz corresponde al número de pedidos por el 
número de máquinas, ya que los tiempos de montaje de pedido a pedido varían 
para cada una de las máquinas.  
Los individuos son generados aleatoriamente, y cada uno de ellos corresponde a 
un vector que indica la secuencia que deben seguir los trabajos en cada una de las 
etapas.  Se genera una población igual al doble de las etapas de procesamiento. En 
cada generación se seleccionan aleatoriamente dos padres de la población. Los dos 
padres se someten a un operador de cruce con un punto de cruce aleatorio, 
asegurándose de que el hijo sea diferente de los padres; el hijo se conformará por la 
primera mitad del padre uno hasta el punto de cruce, y la segunda mitad desde el 
punto de cruce se completará con los elementos faltantes según el orden que 
tengan en el padre dos. La mutación se genera el tres por ciento de las veces, para 
lo cual se determinan de forma aleatoria dos posiciones a intercambiar dentro del 
vector; de esta manera, la mutación corresponde al intercambio del orden de dos 
trabajos. La máquina en la que se va a procesar el pedido en cada una de las etapas 
es aquella que se encuentre disponible lo antes posible, y los tiempos de montaje se 
incluyen teniendo en cuenta el trabajo que se acaba de realizar en la máquina, el 
trabajo que se va a secuenciar, y el siguiente trabajo a procesar, en el caso de que ya 
esté programado. Después de evaluar la función de adaptación (fitness) para del 
descendiente, se verifica si el resultado es mejor que el peor de los resultados 
obtenidos de la población, y de ser así reemplaza al peor individuo de la misma 
para la siguiente generación. La condición de parada del algoritmo consiste en un 
número determinado de iteraciones, el cual se determina según el problema a 
desarrollar encontrando el punto en el que ya las soluciones no mejoran 
significativamente. 
Un problema empleado para verificar el programa, considera veintisiete máquinas 
distribuidas en cinco etapas (hilandería (6), urdimbre (2), remetido (3), tejeduría 
(15), acabado (1)), donde la operación crítica es el proceso de tejeduría, ya que 
además de tener los tiempos de procesamiento más largos, presenta los mayores 
tiempos de montaje, los cuales además varían significativamente dependiendo si el 
trabajo a realizar es diferente o igual al anterior. Para el caso de estudio se tuvieron 
en cuenta veinte trabajos, entre los cuales había trabajos iguales y diferentes, que 
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saltaban etapas de la producción o que pasaban por todas ellas. Esto con el fin de 
ilustrar el problema de la manera más cercana a lo que sucede en la realidad.  
Al comparar los resultados obtenidos con el algoritmo planteado, con respecto a 
técnicas de secuenciación tradicionales usadas frecuentemente en la industria, tales 
como SPT (tiempo más corto de procesamiento), LPT (tiempo más largo de 
procesamiento) y FIFO (primeros en entrar, primeros en ser atendidos), se observa 
una mejora del nueve, veinte y doce por ciento respectivamente. 
Se concluye que el algoritmo propuesto ayuda a mejorar significativamente el 
tiempo de proceso en un Flow Shop Híbrido con tiempos de montaje dependientes 
de la secuencia y máquinas paralelas no relacionadas. Además, debido al gran 
número de combinaciones que pueden resultar en este tipo de ambientes, el 
programa resulta muy útil, ya que genera muy buenas soluciones en un corto 
periodo de tiempo, que de otra forma serían muy difíciles de hallar. 
Entre los futuros ámbitos de investigación se podrían considerar otras 
complejidades, tales como la entrada dinámica, los lotes de transferencia variables 







2. Ponencia presentada en SEIO 
2.1. Resumen 
Programación de un Flow Shop Híbrido con tiempos de montaje dependientes 
de la secuencia y máquinas paralelas no relacionadas usando métodos aleatorios 
Un Flow Shop Hibrido es un ambiente de manufactura en el cual un conjunto de n 
trabajos es procesado en una serie de m etapas secuenciales, donde existen por lo 
menos dos máquinas en paralelo en al menos una de las etapas y algunos de los 
trabajos pueden omitir uno o varios de los procesos productivos. Un gran número 
de industrias pueden ser representadas por esta configuración productiva, tales 
como la industria textil, cerámica, farmacéutica, química, metalúrgica, del papel, 
del aceite, del tabaco y de semiconductores. 
La programación en un Flow Shop Híbrido es una combinación de dos tipos de 
problemas: la asignación de trabajos a las máquinas y la secuenciación de los 
mismos a través de las etapas de procesamiento. A pesar de que se han formulado 
diversas propuestas de programación en ambientes Flow Shop Híbrido, estas no 
consideran muchas de las complejidades existentes y usan supuestos que 
generalizan en gran medida el problema haciéndolo menos cercano a la realidad y 
volviendo imposible su aplicación. 
La metodología propuesta en el presente trabajo pretende reducir el tiempo total 
de proceso y al mismo tiempo considerar las complejidades existentes en este tipo 
de ambientes, tales como la existencia de máquinas paralelas no relacionadas, es 
decir, que no poseen los mismos tiempos de preparación y las mismas tasas de 
producción; y los tiempos de montaje dependientes de la secuencia, los cuales 
varían dependiendo de la similitud del trabajo recién terminado y el que va a ser 
procesado a continuación. 
El método aleatorio propuesto para resolver el problema, se desarrolló en el 
programa MATLAB y se verificó con un problema hipotético basado en datos 
reales de una industria textil colombiana. Este funciona de la siguiente manera: 
Al programa se ingresa el número de operaciones o etapas de procesamiento, una 
matriz de tiempos de proceso, donde la fila corresponde a las máquinas, la 
columna a los trabajos, y sus intersecciones al tiempo de proceso del trabajo en la 
máquina; y una segunda matriz de tiempo de montajes, donde las filas y las 
columnas corresponden al número de pedidos, y su intersección muestra el tiempo 
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de montaje requerido de un pedido a otro. El número de columnas de la matriz 
corresponde al número de pedidos por el número de máquinas, ya que los tiempos 
de montaje de pedido a pedido varían para cada una de las máquinas.  
Al correr el programa se genera de forma aleatoria una matriz, donde las filas 
corresponden a las etapas, y las columnas indican la secuencia que deben seguir 
los trabajos en cada una de las etapas. Con base a esta información, y siguiendo el 
criterio de asignación en el que la máquina que procesa el pedido en cada etapa es 
aquella que esté disponible tan pronto como sea posible, se genera un diagrama de 
Gantt y se calcula el tiempo total de proceso. Estos pasos se repiten un número 
determinado de iteraciones en cada una de las cuales se guardan los datos 
referentes al menor y al peor tiempo de proceso encontrados. 
Para verificar el programa se consideró un problema para programar dieciocho 
máquinas distribuidas en cinco etapas (hilandería (5), urdimbre (3), remetido (3), 
tejeduría (5), acabado (2)), donde el proceso de tejeduría es la operación crítica, ya 
que además de tener los tiempos de procesamiento más largos, presenta los 
mayores tiempos de montaje, los cuales además varían significativamente 
dependiendo si el trabajo a realizar es diferente o igual al anterior. Para el caso de 
estudio se tuvieron en cuenta treinta trabajos, entre los cuales había trabajos 
iguales y diferentes, que saltaban etapas de la producción o que pasaban por todas 
ellas. Esto con el fin de ilustrar el problema de la manera más cercana a lo que 
sucede en la realidad.  
Los resultados del método propuesto generan una mejora del trece y el dieciséis 
por ciento, al compararlos con técnicas de secuenciación tradicionales como FIFO 
(primeras en entrar, primeras en ser atendidas) y LIFO (últimas en entrar, primeras 
en ser atendidas), respectivamente. Por ende, se concluye que la metodología 
reduce el tiempo total de proceso en un Flow Shop Híbrido con tiempos de 
montaje dependientes de la secuencia y máquinas paralelas no relacionadas. 
Además, debido al gran número de combinaciones que pueden resultar en este 
tipo de ambientes, el programa resulta muy útil, ya que genera muy buenas 
soluciones en un corto periodo de tiempo, que de otra forma serían muy difíciles 
de hallar. 
Entre los futuros ámbitos de investigación se podrían considerar otras 
complejidades, tales como la entrada dinámica, los lotes de transferencia variables 
y la maleabilidad. También se podrían usar meta-heurísticas para la solución de 
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Resumen 
A pesar de que existen numerosos trabajos relacionados con la programación en un flow shop híbrido, la 
mayoría de ellos realizan suposiciones y generalizan en gran medida el problema haciendo imposible su 
aplicación práctica. Asimismo, se evidencia la importancia de los costos de producción en la industria textil 
para aumentar su competitividad. Este estudio presenta una metodología de programación de producción que 
por medio de un algoritmo genético, permite reducir efectivamente los costos de producción en un flow shop 
híbrido con tiempos de montaje dependientes de la secuencia y máquinas paralelas no relacionadas, con el fin 
de romper la brecha entre la teoría y la práctica. Los trabajos se asignan a la máquina que considerando los 
tiempos de proceso y de montaje, genere un menor tiempo de proceso acumulado. Después de aplicar el 
algoritmo a un problema basado en una industria textil colombiana, se concluye que el algoritmo proporciona 
mejores soluciones que las reglas de secuenciación tradicionales, obteniendo una mejora del 23 % con 
respecto a la metodología tiempo más corto de proceso, y un 38% con respecto a la regla primeros en entrar, 
primeros en ser atendidos. También se obtuvo un 7% de mejora al compararlo con un método aleatorio 
desarrollado por los autores. Futuros trabajos podrían considerar otras complejidades como los lotes de 
transferencia variables, la entrada dinámica y la maleabilidad. 
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Abstract 
Although there are numerous papers related to programming in a hybrid flow shop, most of them make 
assumptions and largely generalize the problem, making impossible its practical application. Also, the 
importance of production costs in the textile industry to increase its competitiveness is evident. This paper 
introduces a production scheduling methodology using a genetic algorithm to effectively reduce production 
costs in a hybrid flow shop with sequence dependent setup times and unrelated parallel machines in order to 
break the gap between theory and practice. Jobs are assigned to machines with cumulative shorter times 
regarding assembly and processes. The algorithm is applied to a problem based on a Colombian textile 
industry and it is concluded that the genetic algorithm provides better solutions than traditional sequencing 
rules, thus obtaining an improvement of 23% with respect to the methodology shortest processing time, and 
38 % with respect to the rule first in, first out. There was also a 7% improvement when comparing the genetic 
algorithm to a random method developed by the authors. Future work could consider other complexities such 
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Aspectos relevantes 
 La metodología desarrollada consiste en un algoritmo genético. 
 La metodología rompe la brecha entre la teoría y la práctica, a través del manejo de complejidades 
presentes en la industria real como los tiempos de montaje dependientes de la secuencia y las 
máquinas paralelas no relacionadas. 
 La metodología logra una mejora en el costo del 23% y 38% con respecto a técnicas tradicionales 
(tiempo más corto de proceso y primeros en entrar, primeros en ser atendidos, respectivamente); y 
del 7% en contraste con un método aleatorio que considera las mismas complejidades. 
Introducción 
UnFlow Shop Hibrido (HFS, por sus siglas en inglés)es una generalización del flowshop tradicional, donde n 
trabajos son procesados en m etapas secuenciales, en las cuales pueden existir máquinas paralelas idénticas, 
uniformes o no relacionadas, y donde algunas de las piezas que son procesadas pueden saltar etapas de la 
línea de producción [1,2,3,4,5,6,7,8,9,10]. El problema de programación en un flow shop híbrido (HFSP, por 
sus siglas en inglés) combina dos problemas: el de las máquinas paralelas, relacionado con la asignación de 
trabajos a las máquinas en cada etapa, y el del flow shop, concerniente a la secuenciación de los mismos, 
considerando uno o varios criterios, con el objetivo de encontrar una programación que optimice una función 
objetivo dada [11,12,13,14,15,16,17,18]. 
El primero en estudiar el HFSP fue Johnson [19], quien resuelve un problema con dos y tres etapas y 
máquinas paralelas idénticas, y desde entonces, este problema ha tenido gran acogida por parte de los 
investigadores. Muchos de ellos han realizado revisiones del estado del arte del problema [20,21], así como 
clasificaciones y revisiones de los artículos, según los métodos y procedimientos de solución adoptados, 
ysegún las características del sistema de producción[22,14,15].Asimismo, se han propuesto múltiples técnicas 
de solución al HFSP. Sin embargo, son pocos los trabajos que muestran experiencias del mundo real [14,21], 
ya que en su mayoría generalizan en gran medida el problema, y hacen suposiciones que crean una gran 
brecha entre la teoría y la práctica industrial [23,21,24]. Entre los supuestos, algunos autores consideran 
máquinas paralelas idénticas [25,16,26,27,28], o afirman que los tiempos de montaje pueden ser ignorados o 
incluidos en el tiempo de proceso. Sin embargo, frecuentemente se encuentran en las empresas máquinas 
paralelas no relacionadas, que permiten adaptar las máquinas a distintos tipos de productos, o que son el 
resultado de la adquisición de las mismas a lo largo del tiempo [29]. Igualmente, en muchos tipos de 
industrias HFS, como la industria textil, los tiempos de montaje son muy significativos y deben considerarse 
[30,31,32]. Estos muchas veces varían dependiendo del trabajo que recién fue terminado y del que va a ser 
procesado a continuación [33,34,35]. A pesar de que muchos autores han trabajado el tema de las máquinas 
paralelas en la programación, pocos se han adentrado en las máquinas paralelas no relacionadas y los tiempos 
de preparación dependientes de la secuencia [36]. Dentro de ellos, [11] usan heurísticas constructivas y reglas 
de despacho para minimizar el makespan y el número de trabajos tardíos en un HFS con máquinas no 
relacionadas y tiempos de preparación dependientes de la secuencia y de las maquinas; y [24] proponen un 
algoritmo genético para minimizar el makespan en un flow shop híbrido con tiempos de montajes 
dependientes de la secuencia, máquinas paralelas no relacionadas y entrada dinámica de los trabajos, el cual 
a diferencia del método propuesto en este trabajo realiza primero el proceso de asignación y posteriormente el 
proceso de secuenciación. Más recientemente, artículos como [37,38,39,40] han estudiado la problemática del 
HFS considerando los tiempos de montaje dependientes de la secuencia. 
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Como el HFSP se deriva del problema del flow shop, se puede decir con certeza que es de naturaleza N-P 
completo [41]. En estos casos de alta complejidad, el gran dinamismo de las técnicas de inteligencia artificial 
hace que estas surjan como una alternativa a este problema, dado que establecen nuevas y mejores soluciones 
a partir de soluciones ya existentes, y lo hacen en un menor tiempo que otras técnicas existentes, lo que 
permite una gran versatilidad en la solución de esta clase de problemas [42,43,44]. 
El HFS puede representar a muchos tipos de industria, incluyendo la cerámica, farmacéutica, química, 
metalúrgica, del papel, del aceite, del tabaco y de semiconductores [37,38,45]. La industria textil es aquella 
que se dedica a la obtención de tejidos a través del cruzamiento y enlace de dos series de hilos [46]. Esta 
también posee configuración productivaHFS, y presenta además otras complejidades, como la existencia de 
máquinas paralelas no relacionadas, los tiempos de montaje dependientes de la secuencia, los lotes de 
transferencia variables, la entrada dinámica y la maleabilidad, que hacen de la programación de producción 
una tarea más ardua. Por esta razón, los modelos existentes para resolver el problema del HFS, hacen 
imposible su aplicación en este tipo de industria ya que no son capaces de representar la realidad del problema 
debido a la gran cantidad de supuestos que utilizan. 
La aplicación de la inteligencia artificial y de la tecnología computacional a los problemas de la industria 
textil ha aumentado en los últimos años [47,48]. Dentro de esta rama, los algoritmos genéticos, desarrollados 
por Holland en 1975, son algoritmos de búsqueda que buscan aplicar principios biológicos simulando el 
proceso de selección natural a través de sus operadores, con el fin de resolver problemas técnicos 
[49,50,51,52];Estos han sido ampliamente utilizados para optimizar procesos de planeación y programación 
de la producción, brindando resultados favorables[53]. En [24] se demuestra que un método basado en 
algoritmos genéticos resulta efectivo para reducir el makespan en un HFS, por lo que también podría resultar 
una buena herramienta al intentar reducir sus costos de producción en la industria textil. 
Finalmente, una de las grandes debilidades que presenta el sector textil colombiano son sus altos costos de 
producción, los cuales impiden que ésta sea competitiva a nivel internacional, razón por la cual se hace 
necesario implementar estrategias que permitan reducir estos costos y aumentar su productividad [54]. Si 
partimos de la cifra de ventas de la industria textil de $5.000 millones de dólares al año según datos del 2009 
[55] (equivalente a aproximadamente 9 billones de pesos colombianos al año), y suponiendo un margen de 
utilidad del 20% y una estructura de costos donde las materias primas y otros costos no susceptibles de ser 
impactados por mejoras en la programación representan un 60% del costo total, una mejora del 1% en los 
costos de fabricación tendría un impacto anual de aproximadamente $28.500 millones de pesos colombianos. 
En experiencias similares en otras industrias en otros países, mejoras en la programación de producción han 
representado incrementos del 10% al 15% en la productividad y disminuciones similares en los costos [12]. 
Suponiendo una mejora de sólo el 5% en los costos, estaríamos hablando de un impacto de más de 140.000 
millones al año para la industria textil colombiana. Sin embargo, la mayoría de los autores que han trabajado 
el HFSP se enfocan en la optimización del tiempo total de proceso (Makespan) [15,14], dejando a un lado la 
minimización de costos, la cual es el objetivo del presente trabajo, debido a su gran importancia en la 
industria textil colombiana. Dentro de los autores que consideran la reducción de costos como función 
objetivo están [56] los cuales buscan minimizar los costos de asignación y el costo de inicialización de las 
máquinas, e incluyen fechas de entrega y tiempos de montaje, pero estos no son dependientes de la secuencia; 
generan un método exacto resolviendo primero el problema de la carga a través de programación entera 
mixta, y consecutivamente el de la secuenciación, mediante un procedimiento de programación de 
restricciones, que iterativamente agrega cortes al problema de carga, hasta encontrar la solución óptima. 
Aunque encuentran buenas soluciones a problemas de una sola etapa, en múltiples etapas (FSH) trabajan con 
problemas de poca complejidad hasta tres etapas y doce trabajos, y concluyen que los cortes que se realizan 
no son rigurosos pero encuentran la solución correcta a la mayoría de los problemas; por otro lado[57] 
proponen tres algoritmos constructivos y tres metaheurísticas para reducir los costos del almacenamiento de 
productos en el curso de la producción y de las sanciones por no cumplir con los plazos establecidos en el 
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contrato con el cliente; [58] que estudian el problema del dimensionamiento de lote económico, y de la 
programación en un FSH con máquinas paralelas no relacionadas en un horizonte de planificación finita y 
proponen una programación matemática no lineal mixta cero-uno con dos métodos diferentes de solución: un 
algoritmo genético híbrido y un recocido simulado, así como dos algoritmos heurísticos constructivos que 
proporcionan las soluciones iniciales de los algoritmos, y una búsqueda local para mejorar la calidad de sus 
soluciones, con el fin de establecer un calendario cíclico que minimice la suma de los costos de lanzamiento y 
mantenimiento de inventario por unidad de tiempo, sin ningún tipo de desabastecimiento; y más 
recientemente [59] proponen un modelo matemático que minimiza el makespan y el costo de asignación de 
los procesadores a las etapas en un FSH con máquinas paralelas idénticas. 
Este trabajo propone una alternativa de solución al problema de programación de trabajos en un flow shop 
híbrido con máquinas paralelas no relacionadas en una o varias de sus etapas y tiempos de montaje 
dependientes de la secuencia, mediante el uso de un algoritmo genético. La función objetivo a minimizar es el 
costo total de producción calculado a partir de una función de costos que considera los ítems mencionados 
anteriormente. El tiempo de preparación entre dos trabajos depende de la similitud que haya entre ellos. Si los 
trabajos son iguales o similares el tiempo de montaje puede ser hasta cuatro veces menor que el requerido si 
los dos trabajos son totalmente diferentes. 
Metodología 
La metodología propuesta constituye un algoritmo genético, que funciona de la siguiente manera y se ilustra 
en laFigura 1. El proceso de secuenciación y asignación se detalla en la Figura 2. 
Paso 1. Ingresar Información Base.La información con la cual se alimenta el programa corresponde a: (1) 
Una matriz de tiempos de proceso, en la quela fila corresponde a las máquinas, la columna a los trabajos, y 
sus intersecciones al tiempo de proceso del trabajo en la máquina; (2) Una matriz de tiempos de montaje, 
donde las filas y las columnas corresponden al número de pedidos, y su intersección muestra el tiempo de 
montaje requerido de un pedido a otro. El número de columnas de la matriz corresponde al número de pedidos 
por el número de máquinas, ya que los tiempos de montaje de pedido a pedido varían para cada una de las 
máquinas; (3) Una matriz de posibilidad de asignación de máquinas, donde las filas corresponden a las 
máquinas y las columnas a los pedidos. Cuando la intersección es  un 1 significa que la máquina puede 
procesar el pedido, por el contrario, si es un 0, no lo puede procesar; (4) Un vector de costos de operación de 
las máquinas, donde cada elemento corresponde al costo incurrido por activar una máquina determinada una 
hora de trabajo. Este vector tiene tantos elementos como máquinas disponibles; (5) Un vector de costos de 
montaje, donde cada elemento corresponde al costo incurrido por una hora de montaje en una máquina 
determinada. Este vector tiene tantos elementos como máquinas disponibles; (6) El número de operaciones o 
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  Figura 1. Algoritmo Genético   Figura 2. Proceso de secuenciación y 
        asignación 
    Fuente: Elaboración Propia             Fuente: Elaboración Propia 
Paso 2. Generación de la población inicial.Esta se compone de un número de individuos igual al doble de las 
etapas. Las soluciones son vectores creados de forma aleatoria, que indican la secuencia en que los trabajos 
son procesados en cada una de las etapas. Una vez creada la población inicial, se evalúa la función objetivo en 
cada uno de sus individuos. 
Paso 3. Selección de padres.Se escogen de forma aleatoria dos individuos de la población. 
Paso 4. Cruce.Se selecciona un punto de cruce aleatorio entre 1 y el número de pedidos menos 1. El 
descendiente se conforma por la primera mitad del primer padre hasta el punto de cruce, y se completa con los 
elementos faltantes según el orden que tengan en el segundo padre. 
Paso 5. Mutación.La mutación se realiza el 3% de las veces, y consiste en el intercambio de dos posiciones 
(trabajos) en el vector, las cuales son seleccionadas aleatoriamente. 
Paso 6. Asignación de la máquina y programación del tiempo de montaje.Los pedidos se secuencian según el 
orden del vector generado. Para cada uno de ellos, con ayuda de las matrices de tiempo de proceso, de 
montaje y de posibilidad de asignación de máquinas, se verifica el tiempo de proceso acumulado al asignar el 
trabajo en cada una de las máquinas en las cuales es posible secuenciarlo, y se asigna el trabajo a aquella que 
genere un menor tiempo.Para extraer el tiempo de montaje de la matriz, se consideran el trabajo que se va a 
secuenciar, el trabajo previamente realizado en la máquina, y el siguiente trabajo a procesar. 
Paso 7. Evaluación de la función objetivo. La función de adaptación (fitness) se evalúa con la función de 
costos Equation 1. Posteriormente, se compara el resultado obtenido con el peor resultado de los individuos 
existentes en la población, y en caso tal de ser mejor, este entra a ocupar su lugar para la generación siguiente.  
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𝐶𝑜𝑠𝑡𝑜𝑇𝑜𝑡𝑎𝑙 = 𝐶𝑀𝐴𝑄 + 𝐶𝑀𝑂𝑁 + 𝐶𝑀𝑂(1) 
C𝑀𝐴𝑄 = ∑ 𝐶𝑚 ∗ 𝑇𝑚𝑚𝑖     (1.1) 
𝐶𝑀𝑂𝑁 = ∑ 𝐶𝑃𝑚 ∗ 𝑇𝑃𝑚𝑚𝑖     (1.2) 
𝐶𝑀𝑂 = 𝑇𝑇𝑃 ∗ 𝑚 ∗ 𝐶𝑚𝑜    (1.3) 
Dónde: CMAQ=Costo de Operar Maquinaria, CMON=Costo de Montaje, CMO=Costo de Mano de Obra, 
m=número de operarios por todas las máquinas, Cm= costo de operar máquina m, Tm=Tiempo que se operó 
la máquina m, CPm= costo de preparación de la máquina m, TPm=Tiempo que se montó la máquina m, TTP= 
tiempo total de proceso, Cmo=Costo de un operario por hora 
Paso 8. Criterio de parada.Consiste en un número determinado de iteraciones, el cual para mayor precisión 
debe ser calculado para cada problema. 
Paso 9. Análisis estadístico.Después de correr el programa un número determinado de veces, se genera una 
tabla comparativa de los resultados obtenidos con las metodologías tradicionalmente usadas. También se 
analiza el valor para la función objetivo, el número de iteraciones requeridas,y el tiempo total de proceso 
asociado. 
Resultados y discusión 
 
Seplanteó un problema para programar veinticinco trabajos en catorce máquinas distribuidas en cinco etapas: 
hilandería (2), urdimbre (1), remetido (2), tejeduría (8), y acabado (1); donde el proceso de tejeduría es la 
operación crítica, ya tiene los mayores tiempos de procesamiento y de montaje, y estos últimos varían 
significativamente dependiendo si el trabajo es diferente o igual al anterior. Se tuvieron en cuenta veinticinco 
trabajos.  
Paso 1. Ingresar Información Base.La matriz de tiempos de proceso se puede observar en la Figura 3. Esta es 
de tamaño 14x25 (máquinas x trabajos), y contiene los tiempos de proceso de los trabajos en las máquinas. 
Por ejemplo, el tiempo de proceso del trabajo 3 en la máquina 2 es de 8 horas. La matriz de tiempos de 
montaje es de tamaño 25x350 (pedidos x (pedidos x máquinas)), y contiene los tiempos de preparación 
requeridos para cambiar de un pedido a otro. Para las etapas 1, 2, 3 y 5, estos valen cero, ya que son tan 
pequeños que pueden ser incluidos en el tiempo de proceso. Sin embargo, para la etapa 3 (tejeduría) si deben 
ser considerados. En la Figura 4 se observa el tiempo de montaje para los pedidos de esta etapa. Por ejemplo, 
el tiempo de montaje del trabajo 3 al trabajo 6 en la máquina 11, perteneciente a la etapa 4, es de 11 horas.  La 
matriz de posibilidad de asignación de máquinas se encuentra en la Figura 5. Cuando la intersección de los 
pedidos y las máquinas es 1, el pedido puede asignarse a la máquina, de lo contrario debe asignarse en otra 
máquina. El número de operaciones o etapas de procesamiento es 5, y el costo de mano de obra es de 1,5 
unidades monetarias por hora por trabajador. Estos datos se digitan manualmente cuando el programa lo 




Figura 3. Tiempos de Proceso 
Fuente: Elaboración Propia 
 
Figura 4. Tiempos de Montaje máquinas 6-13 
Fuente: Elaboración Propia 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1 6 2 8 3 6 1 8 3 9 3 6 3 4 3 3 3 4 3 9 4 3 2 2 4 2
2 6 2 8 3 6 1 8 3 9 3 6 3 4 3 3 3 4 3 9 4 3 2 2 4 2
3 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
4 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
5 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
6 421 99 0 108 0 40 265 34 525 56 271 0 0 79 132 0 0 135 0 56 123 44 0 0 0
7 421 99 0 108 0 40 265 34 525 0 271 0 0 79 0 0 0 135 0 56 123 44 0 0 0
8 421 99 0 108 0 40 265 34 525 56 271 0 0 79 0 0 0 135 111 56 123 44 0 0 0
9 294 69 0 76 0 28 185 23 366 39 189 0 0 55 0 125 0 94 0 39 86 30 0 0 0
10 294 69 0 76 40 0 0 0 366 0 189 0 0 0 92 125 0 94 0 39 86 0 0 111 74
11 294 69 0 76 40 0 0 0 366 39 189 0 0 0 0 125 0 94 78 39 86 0 0 111 74
12 294 69 76 76 40 0 0 0 366 0 189 0 35 0 92 125 66 94 78 39 86 0 28 0 0
13 526 123 135 135 71 0 0 0 656 0 338 154 63 0 165 224 118 169 139 69 154 0 49 0 0







1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1 2 8 10 10 7 10 8 10 7 7 10 7 10 8 10 10 11 10 8 9 8 9 11 11 11
2 10 3 7 7 7 11 9 9 11 8 7 9 7 9 7 11 9 7 9 7 3 11 7 7 7
3 7 9 3 11 10 11 10 8 8 7 11 8 3 8 10 11 11 11 7 8 9 7 7 11 11
4 9 7 10 2 10 7 7 11 8 10 2 8 10 11 9 11 11 2 9 10 7 8 11 10 10
5 7 7 7 9 2 10 10 11 7 10 9 8 7 9 11 8 9 9 7 11 7 10 11 8 8
6 11 11 10 11 10 2 11 11 7 11 11 11 10 8 9 7 8 11 8 9 11 10 11 8 8
7 10 11 11 7 7 7 2 10 8 7 7 8 11 11 8 11 11 7 8 8 11 9 8 8 8
8 9 10 10 10 9 7 11 3 9 9 10 7 10 9 10 11 9 10 8 11 10 10 11 8 8
9 7 8 11 11 11 9 10 10 2 9 11 11 11 10 7 9 9 11 7 11 8 7 8 7 7
10 10 11 10 7 8 7 9 7 10 2 7 7 10 9 8 7 9 7 7 10 11 11 7 10 10
11 9 7 10 2 10 7 7 11 8 10 2 8 10 11 9 11 11 2 9 10 7 8 11 10 10
12 8 9 7 7 9 11 11 7 10 8 7 2 7 10 11 10 9 7 9 10 9 8 7 7 7
13 7 9 3 11 10 11 10 8 8 7 11 8 3 8 10 11 11 11 7 8 9 7 7 11 11
14 10 11 10 10 10 11 10 11 8 10 10 8 10 3 10 9 9 10 7 7 11 9 9 9 9
15 8 9 7 8 8 11 10 11 11 10 8 9 7 10 3 9 7 8 8 9 9 7 10 8 8
16 7 9 8 11 9 10 11 11 9 7 11 11 8 10 9 3 11 11 9 9 9 7 11 9 9
17 8 7 11 11 9 11 10 10 8 7 11 9 11 8 11 7 2 11 9 7 7 10 9 7 7
18 9 7 10 2 10 7 7 11 8 10 2 8 10 11 9 11 11 2 9 10 7 8 11 10 10
19 10 11 7 9 11 7 10 10 7 9 9 9 7 10 9 11 8 9 2 10 11 10 10 9 9
20 10 11 10 11 11 9 10 9 8 8 11 10 10 9 10 7 9 11 10 2 11 11 10 9 9
21 10 3 7 7 7 11 9 9 11 8 7 9 7 9 7 11 9 7 9 7 3 11 7 7 7
22 9 11 10 8 10 8 8 7 11 11 8 8 10 8 7 11 8 8 7 11 11 2 11 9 9
23 8 7 7 7 8 10 10 8 9 10 7 7 7 8 9 9 10 7 7 10 7 11 2 10 10
24 10 11 10 11 7 10 7 7 10 10 11 7 10 11 7 10 7 11 11 7 11 8 7 3 3








1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
6 1 1 0 1 0 1 1 1 1 1 1 0 0 1 1 0 0 1 0 1 1 1 0 0 0
7 1 1 0 1 0 1 1 1 1 0 1 0 0 1 0 0 0 1 0 1 1 1 0 0 0
8 1 1 0 1 0 1 1 1 1 1 1 0 0 1 0 0 0 1 1 1 1 1 0 0 0
9 1 1 0 1 0 1 1 1 1 1 1 0 0 1 0 1 0 1 0 1 1 1 0 0 0
10 1 1 0 1 1 0 0 0 1 0 1 0 0 0 1 1 0 1 0 1 1 0 0 1 1
11 1 1 0 1 1 0 0 0 1 1 1 0 0 0 0 1 0 1 1 1 1 0 0 1 1
12 1 1 1 1 1 0 0 0 1 0 1 0 1 0 1 1 1 1 1 1 1 0 1 0 0
13 1 1 1 1 1 0 0 0 1 0 1 1 1 0 1 1 1 1 1 1 1 0 1 0 0









Figura 5. Posibilidad de Asignación de Máquinas 
Fuente: Elaboración Propia 
 
Figura 6. Vectores de costo de proceso y montaje 
Fuente: Elaboración Propia 
Paso 2. Generación de la población inicial. En la Figura 7 se muestra una población inicial ejemplo generada 
por el programa. Como son 5 etapas, se generan 10 soluciones. 
 
Figura 7. Población Inicial 
Fuente: Elaboración Propia 
Paso 3. Selección de padres. Se escogen de forma aleatoria el padre 10 y el padre 6. 
Paso 4. Cruce. Se selecciona aleatoriamente el punto de cruce 14. En la Figura 8 se muestra el descendiente 
generado. 
 
Figura 8. Cruce 
Fuente: Elaboración Propia 
Paso 5. Mutación. Suponiendo que el descendiente generado necesita mutación, y se seleccionan 
aleatoriamente las posiciones 5 y 17, el vector resultante se muestra en la Figura 9. 
 
Figura 9. Mutación 
1 2 3 4 5 6 7 8 9 10 11 12 13 14
Costo Hora Proceso (u.m.) 1 1 1 1 1 1 1 1 1 1 1 1 1 3
Costo Hora Montaje (u.m.) 0 0 0 0 0 20 20 20 20 20 20 20 20 0
Máquinas
Costo
Padre 1 22 6 3 16 11 7 17 14 8 5 21 25 19 15 1 23 2 4 18 24 13 9 20 10 12 31881
Padre 2 7 15 9 10 5 20 8 13 17 3 16 22 21 23 4 12 6 24 2 25 1 18 19 11 14 29285
Padre 3 5 18 19 4 10 24 22 12 20 1 8 6 13 17 9 3 2 14 11 23 21 15 25 16 7 27176
Padre 4 24 17 16 21 2 3 11 25 1 6 14 23 5 18 9 15 22 8 4 13 12 19 7 10 20 29755
Padre 5 23 19 12 21 15 1 5 13 7 3 20 11 4 17 6 8 9 10 24 2 25 16 14 22 18 28170
Padre 6 21 2 23 11 15 10 8 24 22 25 4 9 18 3 20 6 19 14 13 17 5 16 1 12 7 31524
Padre 7 24 25 2 20 15 10 16 21 13 7 22 9 12 14 1 6 5 19 11 23 8 3 17 4 18 29449
Padre 8 15 1 11 9 7 21 12 19 20 5 18 22 23 6 13 4 2 10 3 8 17 14 25 24 16 28230
Padre 9 18 24 16 11 17 19 14 12 21 5 2 23 20 13 4 8 10 9 1 3 15 7 25 22 6 30693
Padre 10 19 16 3 11 10 24 4 7 17 12 13 5 14 2 25 22 15 23 6 8 9 21 18 20 1 31371
Padre 1 19 16 3 11 10 24 4 7 17 12 13 5 14 2 25 22 15 23 6 8 9 21 18 20 1
I I I I I I I I I I I I I I
Descendiente 19 16 3 11 10 24 4 7 17 12 13 5 14 2 21 23 15 8 22 25 9 18 20 6 1
Padre 2 21 2 23 11 15 10 8 24 22 25 4 9 18 3 20 6 19 14 13 17 5 16 1 12 7
Descendiente 19 16 3 11 10 24 4 7 17 12 13 5 14 2 21 23 15 8 22 25 9 18 20 6 1
Descendiente después de mutación 19 16 3 11 10 24 4 7 17 12 13 5 14 2 15 23 21 8 22 25 9 18 20 6 1
144 
 
Fuente: Elaboración Propia 
Paso 6. Asignación de la máquina y programación del tiempo de montaje.Se selecciona la máquina con 
menor tiempo de proceso acumulado y los tiempos de montaje se ponen de acuerdo al trabajo que se acaba de 
realizar. Para ilustrar su funcionamiento, en la Figura 10se observa parte de otro problema desarrollado en el 
programa, en el cual ya se han secuenciado los primeros 4 pedidos en la etapa 1 (en color azul). Se debe 
secuenciar el pedido 16 y se debe elegir entre las máquinas 1 a la 4. Los ceros representan el tiempo de 
montaje para cada máquina teniendo en cuenta el trabajo anterior, y posteriormente se representa con el 
número del pedido el tiempo de proceso en cada máquina. Estos datos se obtienen de la matriz de tiempos de 
proceso y de tiempos de montaje considerando solo las máquinas en las cuales se puede secuenciar, que en 
este caso son todas. Como se puede observar, el menor tiempo de proceso acumuladose obtiene con la 
máquina 2, por lo que se elige esta. Asimismo, el tiempo de montaje entre los pedidos 2 y 16 corresponde a 
una hora, la cual se debe poner entre ambos pedidos. 
 
Figura 10. Asignación de Máquinas 
Fuente: Elaboración Propia 
Paso 4. Evaluación de la Función Objetivo.Para evaluar la función de adaptación se usó la Equation (1) 
obteniendo un costo de 31038unidades monetarias, como se muestra a continuación: 
𝐶𝑜𝑠𝑡𝑜𝑡𝑜𝑡𝑎𝑙 = 22995 + 3263 + 4780 = 31038 unidades monetarias 
El costo de maquinaria se halló multiplicando el número de horas que estuvo ocupada cada máquina por el 
costo de operar una hora cada máquina (del vector de costos de máquina). El costo de montaje se calculó de la 
misma manera pero contando el número de horas de montaje y con los costos de montaje en cada máquina 
(vector de costos de montaje); y el costo de mano de obra se halló multiplicando el tiempo total de proceso 
(763 horas) por el costo por hora de mano de obra (1.5 unidades monetarias) por el número de máquinas que 
requieren de un operario (7), asumiendo que hay un operario por máquina, excepto en los telares, que hay uno 
por todas las máquinas. Como el resultado obtenido es mejor que el peor de los padres (padre 1) con 
31881u.m., el descendiente ocupa el lugar del padre 1 para la siguiente generación. 
Paso 8. Criterio de parada.Para este caso, la condición de parada del algoritmo se da cuando se cumplen 
10000 iteraciones. Este número de iteraciones se halló después de experimentar con hasta 20000 iteraciones, 
donde el mejor resultado siempre se alcanzaba antes de las 10000 iteraciones. 
Paso 9. Análisis estadístico. Para realizar el análisis estadístico se realizaron diez corridas del programa, 
cuyos resultados se observan en la Tabla 1. En la Figura 11 aparece el resultado de una de ellas, el cual 
corresponde a una matriz que contiene el Diagrama de Gantt para la asignación de los trabajos en las 
máquinas, así como el tiempo de montaje y el tiempo ocioso generados. Cada color representa un pedido 
diferente, y en color fucsia se encuentran los tiempos de montaje. El costo resultante con esta programación es 
de 23434 unidades monetarias. 
1 10 10 0 16 16 16
2 2 2 0 16 16
3 6 6 0 16 16 16
4 4 4 4 0 0 16 16






Tiempo de proceso (Horas)




Figura 11. Diagrama de Gantt 
Fuente: Elaboración Propia 
En la Tabla 1 se observa un resumen de los valores obtenidos para la función objetivo, así como el tiempo de 















MÍNIMO 23434 1529 443 
PROMEDIO 23866,3 5998 463 
MÁXIMO 24433 9409 485 
DESVIACIÓN ESTÁNDAR 347,92 2583 13 
VALORES PARA EL MEJOR RESULTADO 23434 5597 460 
Tabla 1.Resultados 
Fuente: Elaboración Propia 
En la Tabla 2 se muestran los costos obtenidos y los tiempos deproceso asociados a cada costo, y en la Tabla 
3 se hace un comparativo de los resultados obtenidos con la metodología propuesta en comparación con 
técnicas de secuenciación tradicionales como tiempo más corto de proceso (SPT), primeras en entrar, 
primeras en ser atendidas, (FIFO) y un método aleatorio desarrollado por los autores que considera las 
mismas complejidades, obteniendo una mejora promedio del 23%, 38% y 7% respectivamente. Finalmente la 
Tabla 4 presenta un análisis ANOVA, donde se observa que existe una diferencia significativa entre los 
métodos empleados para resolver el problema. 
Corridas 1 2 3 4 5 6 7 8 9 10 Promedio 
Costo Método Aleatorio 23733 23533 23434 23558 24433 24218 23884 23782 24421 23667 23866 
Tempo Asociado 445 454 460 443 485 469 473 470 479 455 463 
Tabla 2.Resultados Corridas 
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Metodología Costo Metodología %Mejora Promedio Metodología 
Tiempo 
Metodología %Mejora Promedio 
Algoritmo Genético 23866 
 
Algoritmo Genético 463 
 SPT 30857 23% SPT 649 29% 
FIFO 38768 38% FIFO 891 48% 
Método Aleatorio 25746 7% Método Aleatorio 476 3% 
 
Tabla 3.Comparación de Metodologías 
Fuente: Elaboración Propia 
Análisis de varianza de un factor 
RESUMEN 
     
  
Grupos Cuenta Suma Promedio Varianza 
 
  
Genético 10 238663 23866,3 134496,011 
 
  
SPT 10 308570 30857 0 
 
  
LIFO 10 387680 38768 0 
 
  
Aleatorio 10 257462 25746,2 185499,956 
 
  
ANÁLISIS DE VARIANZA 
    
  






los cuadrados F Probabilidad 
Valor crítico 
para F 
Entre grupos 1331840116 3 443946705 5549,40376 5,01734E-48 2,86626556 
Dentro de los grupos 2879963,7 36 79998,9917 
  
  
Total 1334720079 39         
Tabla 3.Análisis de Varianza de un factor para las Metodologías 
Fuente: Elaboración Propia 
Los resultados demuestran que el método reduce en gran medida los tiempos muertos, al buscar la mejor 
secuenciación y asignación de los pedidos a las máquinas.Igualmente se puede observar que existe una 
relación directa entre el costo de producción y el tiempo total de proceso, ya que a mayor tiempo de proceso 
hay un mayor costo. Sin embargo, a iguales tiempos de proceso corresponden diferentes costos de 
producción, lo que le proporciona mayor validez a la función objetivo utilizada en la investigación, ya que 
permite mejorar los resultados en comparación a si solo se considerara el tiempo de procesamiento. Las 
diferencias entre los resultados se dan porque las máquinas paralelas no relacionadas poseen diferentes costos 
de montaje y de funcionamiento. 
Debido a las complejidades que se consideraron simultáneamente, no es posible hacer una comparación uno a 
uno con otros trabajos, pero se puede observar que el algoritmo es eficiente, ya que brinda una muy buena 
solución en un corto tiempo de procesamiento, logrando mejoras significativas con respecto a técnicas de 
secuenciación tradicionales como SPT y FIFO, y en comparación con un método aleatorio, el cual contempla 
los mismos parámetros que el algoritmo genético desarrollado. Adicionalmente, si se realiza el mismo 
ejercicio de programación de manera empírica en una industria textil, se puede demorar entre cuatro y ocho 
horas de trabajo semanal, llegando a resultados mucho menos satisfactorios. 
Conclusiones 
De los resultados obtenidos y de su análisis se puede concluir que: (1) La metodología propuesta es de fácil 
uso, ya que consiste en la entrada de datos por medio de matrices en Excel. (2) Los tiempos de montaje 
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dependientes de la secuencia y los tiempos de procesamiento diferentes para cada máquina, influyen 
directamente en los resultados del proceso, ya que según la asignación y secuenciación que se realice puede 
resultar un tiempo total de proceso mayor, y por ende un mayor costo de producción. (3) La técnica propuesta 
permite una reducción significativa del costo de producción y del tiempo total de proceso mediante el 
ejercicio de programación, al considerar los efectos que tienen los tiempos de montaje dependientes de la 
secuencia y la existencia de máquinas paralelas no relacionadas. (4) La metodología empleada resulta en una 
reducción significativa del tiempo requerido para realizar la programación de producción en ambientes Flow 
Shop Híbrido, generando además menores costos de producción. (5) La aplicación del modelo en un problema 
hipotético basado en datos de la industria textil colombiana, ha arrojado resultados positivos en contraste con 
técnicas de secuenciación tradicionales como SPT y FIFO, y con un método aleatorio que considera los 
mismos parámetros. (6) La técnica propuesta puede ser extendida a diversos tipos de industrias con 
configuración productiva HFS. (7) Futuros trabajos podrían considerar otras complejidades existentes en la 
programación de HFS, tales como los lotes de transferencia variables, la entrada dinámica y la maleabilidad. 
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UN ALGORITMO GENÉTICO PARA LA REDUCCIÓN DE COSTOS EN UN FLOW 
SHOP HÍBRIDO  
Ángela González, Omar Danilo Castrillón y Jaime Antero Arango 
RESUMEN 
En un flow shop híbrido un conjunto de trabajos es procesado en una serie de etapas secuenciales, 
donde existe al menos dos máquinas paralelas en al menos una de ellas. Este artículo presenta una 
propuesta de programación de trabajos para reducir los costos de producción en un flow shop 
híbrido con tiempos de montaje dependientes de la secuencia y máquinas paralelas no relacionadas. 
Se propone un algoritmo genético con codificación entera y con generación de la población inicial, 
selección, cruzamiento y mutación aleatorios. En cada etapa los trabajos se asignan en  la máquina 
que de acuerdo a los tiempos de proceso y montaje, genere el menor tiempo de proceso acumulado. 
Se obtienen mejores soluciones con respecto a las técnicas tradicionalmente usadas en la industria, 
con un 10% y 19% de mejora con respecto a las metodologías FIFO y LIFO, respectivamente. 
Palabras Clave: Algoritmos genéticos, Costos de producción, Flow Shop Híbrido, Metaheurísticas, 
Programación. 
A GENETIC ALGORITHM TO REDUCE COSTS IN A HYBRID FLOW SHOP 
ABSTRACT 
In a hybrid flow shop a set of jobs is processed in a series of sequential stages, where there are at 
least two parallel machines in at least one of them. This paper presents a proposal for scheduling 
jobs in order to reduce production costs in a hybrid flow shop with sequence dependent setup times 
and unrelated parallel machines. A genetic algorithm with entire coding and random generation of 
the initial population, selection, crossover and mutation is proposed. At each stage jobs are assigned 
on the machine that according to the processing and setup times generates the shortest cumulative 
process time. Better solutions in comparison with techniques traditionally used in the industry are 
obtained, with 10% and 19% improvement in comparison to the FIFO and LIFO methodologies 
respectively. 
En un flow shop hibrido (FSH) (i) n trabajos son procesados en una serie de m etapas, (ii) hay por lo 
menos dos etapas de procesamiento, las cuales son secuenciales y pueden estar separadas por 
almacenamientos finitos temporales, (iii) existen por lo menos dos máquinas en paralelo en al 
menos una de las etapas, las cuales pueden ser idénticas, uniformes o no relacionadas, (vi) la 
operación puede ser ejecutada por cualquiera de las máquinas idénticas de una etapa, y (v) un 
trabajo puede omitir una o varias de las etapas, siempre y cuando se procese en al menos una de 
ellas [1,2,3,4,5,6,7,8,9,10,11]. El FSH surge como respuesta a las necesidades de la industria, la 
cual ha debido incluir más máquinas en algunas de las etapas para aumentar la capacidad o 
flexibilidad, eliminar cuellos de botella, o producir nuevos productos que requieren de máquinas 
dedicadas a ellos [2,12,13,14,15]. Un gran número de sectores productivos pueden ser representadas 
con este tipo de configuración, incluyendo la industria textil, cerámica, farmacéutica, química, 
metalúrgica, del papel, del aceite, del tabaco y de semiconductores [16,17,18]. 
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El FSH involucra dos problemas de programación: el de las máquinas paralelas, cuyo factor clave 
es la asignación de trabajos a las máquinas en cada etapa, y el del flow shop, cuyo objetivo es la 
secuenciación de los trabajos a través del taller de acuerdo a uno o varios criterios dados, todo esto 
con el fin de encontrar una programación que optimice una función objetivo dada 
[19,20,21,15,22,20,9,23]. Esta problemática fue estudiada por primera vez por Johnson [24], quien 
resuelve un problema con dos y tres etapas y máquinas paralelas idénticas, y desde ese entonces el 
problema ha recibido gran atención por parte de los investigadores, muchos de los cuales han 
realizado una profunda revisión de la literatura existente acerca del tema de estudio. Algunos 
autores han realizado revisiones del estado del arte del problema [1,25], otros han realizado 
clasificaciones de  los artículos de acuerdo al procedimiento de solución adoptado [26] o de acuerdo 
a las características del sistema de producción y  las técnicas y métodos utilizados para resolver el 
problema [15,22].  
Se han planteado múltiples técnicas de programación en ambientes FSH. Sin embargo, son pocos 
los trabajos que muestran experiencias del mundo real [27], y en su usan supuestos, y generalizan 
en gran medida el problema haciéndolo menos cercano a la realidad y haciendo imposible su 
aplicación [1,28,15,22,29]. Por ejemplo, muchos autores consideran máquinas paralelas idénticas 
[30,31,32,23,33], lo cual no sucede en la mayoría de las empresas donde es frecuente encontrar 
máquinas paralelas no relacionadas, bien sea porque se han adquirido equipos de diferente 
tecnología a lo largo del tiempo, o por decisión de la compañía para adaptar los equipos a diferentes 
tipos de productos. También se supone que los tiempos de montaje pueden ser ignorados o incluidos 
en el tiempo de procesamiento, pero en muchos tipos de industrias FSH, como la industria textil, 
estos son muy significativos y deben considerarse [34,35,36]. Muchas veces, estos tiempos varían 
dependiendo del trabajo que recién fue terminado y del que va a ser procesado a continuación 
[37,38,4], es decir, son dependientes de la secuencia.  
Múltiples autores han demostrado la naturaleza NP-Completo del problema de programación en un 
FSH [39], lo cual hace más apropiado que en vez de métodos exactos, se utilicen algoritmos, 
heurísticas, metaheurísticas, computación evolutiva, entre otras técnicas que permitan encontrar 
buenas soluciones, cercanas al óptimo a un costo computacional menor [1,40,41,42]. Por esta razón, 
un gran número de heurísticas y algoritmos de aproximación han sido propuestos para resolver el 
problema [15,43]. Entre ellos, los algoritmos genéticos, son algoritmos de búsqueda inspirados en 
los principios de de la evolución natural de las especie, los cuales han sido usados para resolver 
muchos problemas difíciles de la ingeniería [44] y han llegado a ser una metodología poderosa y 
exitosa para la resolución de problemas demostrando el poder de los principios evolutivos [45]. 
Asimismo son ampliamente utilizados para optimizar procesos de planeación y programación de la 
producción, obteniendo resultados favorables [46]. 
Aunque son escasos los trabajos que incluyen aplicaciones del mundo real, en los últimos años la 
investigación se ha enfocado hacia problemas más realistas con el fin de romper la brecha existente 
entre la teoría y la práctica [1,28,15], los cuales incluyen tiempos de preparación de las máquinas 
dependientes de la secuencia, elegibilidad de las máquinas [47], máquinas dedicadas [48,49], 
probabilidades de falla de las máquinas [50], entrada dinámica de los trabajos [43,27], demoras en 
las operaciones, restricciones de precedencia en los trabajos, respeto de las fechas límites de entrega 
[17], unión y separación de lotes [51], trabajos que saltan etapas de la línea de producción [51] o 
que pueden ser procesados en más de una máquina al mismo tiempo [47], ciclos de producción 
alternativos [51], operaciones reentrantes [13], FSH con amortiguamientos intermedios limitados y 
no limitados [52], etc. Entre los trabajos realizados recientemente y que contemplan algunas de las 
problemáticas estudiadas en la presente investigación, se destacan los siguientes que tratan los 
tiempos de preparación dependientes de la secuencia, [16] [18] [53], y los que además estudian las 
máquinas paralelas no relacionadas como [19] que tienen como criterio de minimización el 
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makespan y número de trabajos tardíos a través de heurísticas constructivas y reglas de despacho, y 
[27] que proponen un algoritmo genético para minimizar el makespan, pero a diferencia del método 
propuesto en este trabajo, los autores realizan primero el proceso de asignación y después el proceso 
de secuenciación. 
Este artículo presenta una alternativa de solución al problema de programación de trabajos en un 
proceso de producción con máquinas paralelas no relacionadas en una o varias de sus etapas y 
tiempos de montaje dependientes de la secuencia, mediante el uso de algoritmos genéticos. La 
función objetivo a minimizar es el costo total de producción calculado a partir de una función de 
costos que considera los ítems mencionados anteriormente. El tiempo de preparación entre dos 
trabajos depende de la similitud que haya entre ellos. Si los trabajos son iguales o similares el 
tiempo de montaje puede ser hasta cuatro veces menor que el requerido si los dos trabajos son 
totalmente diferentes. 
METODOLOGÍA 
La metodología propuesta constituye un algoritmo genético, que funciona de la siguiente manera y 
se ilustra en las Figuras 1 y 2: 
 
     Figura 1. Algoritmo Genético    Figura 2. Cálculo del tiempo total de proceso 
               Fuente: Elaboración Propia           Fuente: Elaboración Propia 
Paso 1. Ingresar Información Inicial: Esta se compone de: (i) Una matriz de tiempos de proceso, 
donde la fila corresponde a las máquinas, la columna a los trabajos, y sus intersecciones al tiempo 
de proceso del trabajo en la máquina; (ii) Una matriz de tiempos de montaje, donde las filas y las 
columnas corresponden al número de pedidos, y su intersección muestra el tiempo de montaje 
requerido de un pedido a otro. El número de columnas de la matriz corresponde al número de 
156 
 
pedidos por el número de máquinas, ya que los tiempos de montaje de pedido a pedido varían para 
cada una de las máquinas; (iii) Un vector de costos de operación de las máquinas, donde cada 
elemento corresponde al costo incurrido por activar una máquina determinada una hora de trabajo. 
Este vector tiene tantos elementos como máquinas disponibles; (iv) Un vector de costos de montaje, 
donde cada elemento corresponde al costo incurrido por una hora de montaje en una máquina 
determinada. Este vector tiene tantos elementos como máquinas disponibles; (v) El número de 
operaciones o etapas de procesamiento; y (vi) El costo de un operario por hora. 
Paso 2. Generación de la población: La población inicial se conforma por un número de vectores 
solución igual al doble de las etapas. Los cromosomas se generan aleatoriamente, formando un 
vector donde cada elemento corresponde a un trabajo, y en conjunto indican la secuencia en que los 
mismos son procesados en cada una de las etapas. Finalmente se evalúa la función objetivo en cada 
uno de los elementos de la población. 
Paso 3. Selección de padres: Se eligen de forma aleatoria dos integrantes de la población. 
Paso 4. Cruce: Los padres se someten a un operador de cruce con un punto de cruce aleatorio entre 
1 y el número de pedidos menos 1. El descendiente se conforma por la primera mitad del padre uno 
hasta el punto de cruce, y la segunda mitad desde el punto de cruce se completa con los elementos 
faltantes según el orden que tengan en el padre dos. 
Paso 5. Mutación: Esta se genera el 3% de las veces, y corresponde al intercambio de dos 
posiciones (trabajos) en el vector, las cuales son seleccionadas aleatoriamente. 
Paso 6. Asignación de la máquina y programación del tiempo de montaje: Para seleccionar la 
máquina en la cual se va a realizar el pedido en cada una de las etapas, se verifica el tiempo de 
proceso acumulado considerando los tiempos de procesamiento y de montaje requeridos en cada 
máquina, y se asigna el trabajo a aquella que genere un menor tiempo. Los tiempos de montaje se 
incluyen teniendo en cuenta el trabajo que se acaba de realizar en la máquina, el trabajo que se va a 
secuenciar, y el siguiente trabajo a procesar. 
Paso 7. Actualización de la población: Se evalúa la función de adaptación (fitness) teniendo en 
cuenta la función de costos Ec. (1). Se compara el costo obtenido con el peor resultado de los 
individuos existentes en la población, y en caso tal de ser mejor, este entra a ocupar su lugar para la 
generación siguiente.  
𝐶𝑜𝑠𝑡𝑜𝑇𝑜𝑡𝑎𝑙 = 𝐶𝑀𝐴𝑄 + 𝐶𝑀𝑂𝑁 + 𝐶𝑀𝑂                                       (1) 
C𝑀𝐴𝑄 = ∑ 𝐶𝑚 ∗ 𝑇𝑚𝑚𝑖     (1.1) 
𝐶𝑀𝑂𝑁 = ∑ 𝐶𝑃𝑚 ∗ 𝑇𝑃𝑚𝑚𝑖     (1.2) 
𝐶𝑀𝑂 = 𝑇𝑇𝑃 ∗ 𝑚 ∗ 𝐶𝑚𝑜    (1.3) 
Dónde: CMAQ=Costo de Operar Maquinaria, CMON=Costo de Montaje, CMO=Costo de Mano de 
Obra, m=número de máquinas, Cm= costo de operar máquina m, Tm=Tiempo que se operó la 
máquina m, CPm= costo de preparación de la máquina m, TPm=Tiempo que se montó la máquina 
m, TTP= tiempo total de proceso, Cmo=Costo de un operario por hora. 
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Paso 8. Criterio de parada: Consiste en un número determinado de iteraciones. 
Paso 9. Análisis estadístico: Se corre el programa un número determinado de veces y se genera una 
tabla comparativa de los resultados obtenidos con las metodologías tradicionalmente usadas. 
También se analiza el valor para la función objetivo, el número de iteraciones requeridas, el tiempo 
de cómputo y el tiempo total de proceso asociado. 
RESULTADOS Y DISCUSIÓN 
Se consideró un problema para programar diecisiete máquinas distribuidas en cinco etapas, con 4, 3, 
3, 5 y 2 máquinas respectivamente, donde la etapa 4 es la operación crítica, ya tiene los mayores 
tiempos de procesamiento y de montaje, y estos últimos varían significativamente dependiendo si el 
trabajo es diferente o igual al anterior. Se tuvieron en cuenta treinta trabajos, entre los cuales había 
trabajos iguales (los grupos de trabajo {1, 12, 27, 6}, {4, 2, 22, 14, 9} y {13, 15} eran iguales) y 
diferentes, que saltaban etapas de la producción (los trabajos 7, 17, 21 y 30 no pasaban por la etapa 
de 1, y los trabajos 3, 13, 15, y 29 no pasaban por la última etapa) o que pasaban por todas ellas. 
Esto con el fin de ilustrar el problema de la manera más cercana a lo que sucede en la realidad.  
Paso 1. Ingresar Información Inicial: La matriz de tiempos de proceso es de tamaño 17x30 
(máquinas x trabajos), y contiene los tiempos de proceso de los trabajos en las máquinas. Estos son 
aleatorios entre 2 y 3 para la etapa uno, entre 1 y 2 para las etapas de dos, tres y cinco, y entre 10 y 
15 para la etapa cuatro. Si el valor es cero, significa que el trabajo no pasa por esa etapa de 
procesamiento. En la Figura 3 se observa una fracción de la matriz de procesos. Por ejemplo, el 
tiempo de proceso del trabajo 3 en la máquina 2 es de 3 horas. 
 
         Figura 3. Tiempos de Proceso    Figura 4. Tiempos de Montaje 
           Fuente: Elaboración Propia     Fuente: Elaboración Propia 
La matriz de tiempos de montaje es de tamaño 30x510 (pedidos x (pedidos x máquinas)), y contiene 
los tiempos de preparación requeridos para cambiar de un pedido a otro. Estos son aleatorios entre 8 
y 13 horas para la etapa cuatro, de 1 hora para la etapa de cinco, y entre 1 y 2 horas para las etapas 
restantes. En la etapa cuatro el tiempo de montaje requerido entre dos trabajos iguales es de 3 horas. 
En la Figura 4 se observa una fracción de la matriz de montajes. Por ejemplo, el tiempo de montaje 
del trabajo 4 al trabajo 3 en la máquina 11 es de 10 horas. El número de operaciones o etapas de 
procesamiento es 5, y el costo de mano de obra es de 1,5 unidades monetarias por hora por 
trabajador. Por último, se muestra a continuación en la Figura 5 el vector de costos de operación de 
las máquinas y el vector de costos de montaje: 
 
 
1 2 3 4 5 6 7
1 2 3 2 2 3 3 0
2 2 2 3 2 3 2 0
3 2 3 2 3 2 2 0
4 3 2 2 3 2 2 0
5 2 1 2 2 2 2 2
6 2 1 1 1 1 1 1









Figura 3. Tiempos de Proceso
25 26 27 28 29 30 1 2 3 4 5
1 1 2 2 2 1 2 3 10 12 12 11
2 2 1 2 2 1 1 12 3 8 3 13
3 2 2 2 2 2 1 13 10 3 9 10
4 1 1 1 2 2 2 12 3 10 3 8
5 2 2 2 1 1 2 8 9 9 13 3
6 1 2 2 1 2 2 3 8 8 10 13
7 1 1 2 2 2 1 9 9 10 13 9
8 2 1 2 2 2 1 13 11 10 10 10
9 1 2 2 1 2 2 13 3 8 3 12








MÁQUINA 10 MÁQUINA 11







1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
COSTO OPERACIÓN (HORA) 2 3 1 3 3 2 3 3 1 2 2 2 2 3 3 1 1 
COSTO MONTAJE (HORA) 1 1 2 1 3 1 1 2 1 1 3 3 3 2 1 1 2 
Figura 5. Vectores de costo de operación de máquinas y de costo de montaje 
 Fuente: Elaboración Propia 
Paso 2. Generación de la población: En la Figura 6 se muestra la población inicial generada con su 
respectivo valor para la función objetivo. 
 
Figura 6. Población Inicial 
 Fuente: Elaboración Propia 
Paso 3. Selección de padres: Se seleccionaron aleatoriamente el padre 2 y el padre 7. 
Paso 4. Cruce: El punto de cruce aleatorio (entre 1 y 29) fue 2, por lo que el descendiente se forma 
con los dos primeros elementos del padre 2 y los demás elementos en el orden que tienen en el 
padre 7, como se muestra en la Figura 7. 
 
 Figura 7. Población Inicial 
Fuente: Elaboración Propia 
Paso 5. Mutación: Para que se produzca el 3% de las veces, como se están haciendo 1000 
iteraciones, si la iteración es divisible por 33 se genera mutación. Se seleccionan dos posiciones 
aleatorias a intercambiar. Por ejemplo, si hay mutación, se seleccionan las posiciones 5 y 18, y se 
intercambian dichos trabajos como se muestra en la Figura 8. 
Paso 6. Asignación de la máquina y programación del tiempo de montaje: Se selecciona la máquina 
con menor tiempo de proceso acumulado y los tiempos de montaje se ponen de acuerdo al trabajo 




Figura 8. Mutación 
Fuente: Elaboración Propia 
Por ejemplo, en la Figura 9 ya se han secuenciado los primeros 4 pedidos en la etapa 1 (en color 
azul). Se debe secuenciar el pedido 16 y se debe elegir entre las máquinas 1 a la 4. Los ceros 
representan el tiempo de montaje para cada máquina teniendo en cuenta el trabajo anterior, y 
posteriormente se representa con el número del pedido el tiempo de proceso en cada máquina. Estos 
datos se obtienen de la matriz de tiempos de proceso y de tiempos de montaje. Como se puede ver, 
el menor tiempo de proceso acumulado se obtiene con la máquina 2, por lo que se elige esta. 
Asimismo, el tiempo de montaje entre los pedidos 2 y 16 corresponde a una hora, la cual se debe 
poner entre ambos pedidos. 
 
Figura 9. Asignación de Máquinas. Fuente: Elaboración Propia 
Paso 7. Actualización de la población: Para evaluar la función de adaptación se usó la Ec. (1) 
obteniendo un costo de 5911.5 unidades monetarias, como se muestra a continuación: 
𝐶𝑜𝑠𝑡𝑜𝑡𝑜𝑡𝑎𝑙 = 1126 + 886 + 3799.5 = 5911.5 unidadesmonetarias 
El costo de maquinaria se halló multiplicando el número de horas que estuvo ocupada cada máquina 
por el costo de operar una hora cada máquina (del vector de costos de máquina). El costo de 
montaje se calculó de la misma manera pero contando el número de horas de montaje y con los 
costos de montaje en cada máquina (vector de costos de montaje); y el costo de mano de obra se 
halló multiplicando el tiempo total de proceso (149 horas) por el costo por hora de mano de obra 
(1.5 unidades monetarias) por el número de máquinas (17), asumiendo que hay un operario por 
máquina. 
Al comparar el costo obtenido con el peor resultado de los individuos existentes en la población 
(Padre 9 con un costo de 6018), se observa que el costo del descendiente es menor, por lo que este 
entra a ocupar el lugar del padre 10 para la generación siguiente. 
Paso 8. Criterio de parada: Para este caso, la condición de parada del algoritmo se da cuando se 
cumplen 1000 iteraciones. 
 
1 10 10 0 16 16 16
2 2 2 0 16 16
3 6 6 0 16 16 16
4 4 4 4 0 0 16 16






Tiempo de proceso (Horas)




Figura 10. Diagrama de Gantt. Fuente: Elaboración Propia 
Paso 9. Análisis estadístico: Para realizar el análisis estadístico se realizaron diez corridas 
del programa. En la Figura 10 aparece el resultado de una de ellas, el cual corresponde a 
una matriz que contiene el Diagrama de Gantt para la asignación de los trabajos en las 
máquinas, así como el tiempo de montaje y el tiempo ocioso generados. En color azul y 
numerados, se encuentran los pedidos asignados a cada máquina en cada etapa; en verde 
con un cero se encuentra el tiempo de montaje, y en blanco se encuentra el tiempo ocioso 























MINIMO 5172,5 515 491 126 
PROMDEDIO 5256,9 812 709 130 
MAXIMO 5385,5 978 862 133 
DESVIACIÓN 
ESTÁNDAR 62,48 154 122 2 
VALORES PARA EL 
MEJOR RESULTADO 5172,5 978 812,278 126 
En la Tabla 1 se observa un resumen de los valores obtenidos para la función objetivo, así como el 
tiempo de proceso asociado, el número de iteraciones y el tiempo de cómputo requeridos para hallar 
el mejor valor. 
En la Tabla 2 se muestran los costos obtenidos y los tiempos de proceso asociados a cada costo. 
Asimismo se hace un comparativo de los resultados obtenidos con la metodología propuesta en 
comparación con técnicas de secuenciación tradicionales como FIFO (primeros en entrar, primeros 
en salir) y LIFO (últimos en entrar, primeros en salir), obteniendo una mejora promedio del 10% y 
19% respectivamente. Finalmente la Tabla 3 presenta un análisis ANOVA, donde se observa que 
existe una diferencia significativa entre los métodos empleados para resolver el problema. 
Tabla 2.Comparación de Metodologías. Fuente: Elaboración Propia 
Costo Genético 5206 5288 5216 5329 5244 5386 5173 5190 5266 5273 5257 Promedio 
Tiempo 
Asociado 
128 131 128 132 130 133 126 128 131 130 129,7 
Promedio 
Costo FIFO 5818 10% 
%Mejora 
Promedio 
Costo LIFO 6508 19% 
%Mejora 
Promedio 
Tabla 3.Análisis de Varianza de un factor para las Metodologías 
 Fuente: Elaboración Propia 
RESUMEN 
     
  
Grupos Cuenta Suma Promedio Varianza 
 
  
Genético 10 52569 5256,9 4337,21111 
 
  
FIFO 10 58180 5818 0 
 
  
LIFO 10 65080 6508 0 
 
  
ANÁLISIS DE VARIANZA 
    
  












Entre grupos 7853948,07 2 3926974,03 2716,24364 7,44493E-32 3,35413083 
Dentro de los grupos 39034,9 27 1445,73704 
  
  
Total 7892982,97 29       
En los resultados se observa que el modelo le da la importancia requerida a los tiempos de montaje 
dependientes de la secuencia, ya que productos similares son programados de manera consecutiva 
en la misma máquina, originando así menores tiempos de preparación. De igual manera se puede 
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ver que el algoritmo reduce en gran medida los tiempos muertos, buscando la mejor secuenciación y 
asignación de los pedidos a las máquinas. También se puede observar que existe una relación 
directa entre el tiempo total de proceso y el costo de producción, ya que a mayor tiempo de proceso 
hay un mayor costo. Sin embargo, a iguales tiempos de proceso corresponden diferentes costos de 
producción. Esto se debe a las máquinas paralelas no relacionadas y a los costos referentes a cada 
una de ellas. Por esta razón es importante la función objetivo que se tuvo en cuenta en el presente 
trabajo, ya que permite mejorar los resultados, en comparación de si solo se tuviera en cuenta el 
tiempo total de proceso. 
Aunque dadas las complejidades que se consideraron simultáneamente no es posible hacer una 
comparación uno a uno con otros trabajos, se puede observar que el algoritmo es eficiente, ya que 
brinda una muy buena solución en un corto tiempo de procesamiento, logrando mejoras 
significativas con respecto a técnicas de secuenciación tradicionales. Al considerar que realizar el 
mismo ejercicio de programación de manera empírica en una industria textil puede tomar entre 
cuatro y ocho horas de trabajo semanal, llegando a resultados mucho menos satisfactorios, el 
algoritmo genético resulta una muy buena alternativa de solución a un costo computacional 
razonable, ya que genera una muy buena solución en tan solo 709 segundos en promedio a un 
problema de 30 pedidos y 17 máquinas, donde existen (30!)17 combinaciones. El trabajo [54], que 
resuelve un problema con tiempos de montaje dependientes de la secuencia y máquinas paralelas no 
relacionadas con recocido simulado, presenta un tiempo de 840,91 segundos para un problema de 
60 pedidos y 5 máquinas, donde existen (60!)5combinaciones. 
CONCLUSIONES 
De los resultados mostrados, de su análisis y discusión se puede concluir lo siguiente: (i) La 
metodología es fácil de usar, ya que consiste en la entrada de datos por medio de matrices en Excel. 
(ii) Los tiempos de montaje dependientes de la secuencia y los tiempos de procesamiento diferentes 
para cada máquina, influyen directamente en los resultados del proceso, ya que según la asignación 
y secuenciación que se realice puede resultar un tiempo total de proceso mayor, y por ende un 
mayor costo de producción. (iii) La técnica propuesta permite una reducción significativa del costo 
de producción y del tiempo total de proceso mediante el ejercicio de programación, al considerar los 
efectos que tienen los tiempos de montaje dependientes de la secuencia y la existencia de máquinas 
paralelas no relacionadas. (iv) La metodología empleada resulta en una reducción significativa del 
tiempo requerido para realizar la programación de producción en ambientes Flow Shop Híbrido, 
generando además menores costos de producción. (v) La aplicación del modelo en un problema 
hipotético basado en datos reales, ha arrojado resultados positivos en contraste con técnicas de 
secuenciación tradicionales como FIFO y LIFO. (vi) La técnica propuesta puede ser extendida a 
diversos tipos de industrias con configuración productiva FSH. (vii) Futuros trabajos podrían 
considerar otras complejidades existentes en la programación de FSH, tales como los lotes de 
transferencia variables, la entrada dinámica y la maleabilidad. 
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