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Der computerunterstützte Sprachunterricht in der Sackgasse? 
Nach der Euphorie der «Gründerjahre" des computerunterstützten 
Sprachunterrichts ist Ernüchterung eingetreten. YOUNG 1988, 65) charakte-
risiert die gegenwärtige Situation durchaus zutreffend, wenn er schreibt, 
der anfängliche Enthusiasmus für Mikrocomputer als motivierende Hilfen 
für das Lehren einer Fremdsprache sei wegen der begrenzten Formen von 
Software, die bisher für das Sprachenlernen zu bekommen sind, weitest-
gehend verlorengegangen. Einer der führenden Vertreter der Sprachlehr-
forschung in den USA, St. KRASHEN (1985), schlägt den Lehrern sogar vor, 
sie sollten all ihre Sprachsoftwaredisketten löschen und sie stattdessen für 
die Textverarbeitung nutzen. Diese Empfehlung ist zweifellos nicht ganz 
so ernst gemeint, aber sie enthält durchaus einen rationellen Kern: Die 
kaum noch überschaubare Masse der von Hobbyinformatikern und 
-pädagogen produzierten und auf den Markt bzw. in Umlauf gebrachten 
Computer-Sprachprogramme ist eher geeignet, den Unterricht zu verän-
dern, als ihn zu verbessern; denn diese Programme entsprechen entweder 
programm technisch nicht dem der fortgeschrittenen Hardware adäquaten 
Standard, oder/und sie basieren auf methodisch und psychologisch über-
holten Positionen: vornehmlich der grammatikalisierenden Übersetzungs-
methode und dem Reiz-Reaktions-Schema des Behaviorismus. Da der 
Computer einseitig als Instrument der linearen Informationsvermittlung 
begriffen wird, stehen die lineare tutorielle Einführung lexikalischer, gram-
matischer etc. Kenntnisse, die Festigung derselben in Gestalt von Drill-
übungen, Tests und Leseübungen rriit relativ anspruchslosen Rückmeldun-
gen im Vordergrund. Es wird nicht erkannt, dass die spezifischen Potenzen 
des Computers «eher in der Manipulation von komplexen Relationen 
(liegen), die für das menschliche Hirn zu komplex sind, z.B. der Simulation 
theoretischer Modelle» bzw. dort, wO es darum geht, <<nach Informationen 
zu suchen, Daten zu sortieren, logische und statistische Relationen und 
Selektionen von Daten zu bilden und bestimmte inhaltliche Konzepte 
durch die Verknüpfung von Daten überprüfen zu lassen ... »; derart orga-
nisierte, dem Lerner aus seiner täglichen Praxis bekannte Lernwege gestat-
ten es, «mit Wissen in einer ,natürlichen' Weise zu experimentieren: Fragen 
zu stellen, Zusammenhänge herzustellen, zu suchen, beim Suchen zu 
,springen', also sich ähnlich zu verhalten, als würde man mit mehreren 
Büchern und Karteien gleichzeitig hantieren>' (SCHULMEISTER, 1989, 19). 
Die Forderung nach einem solcherart gestalteten Lernprozess wird gegen-
wärtig mit Nachdruck gleichermassen von der kognitiven und der Gestalt-
psychologie gestellt. Mit ihrer Erfüllung wäre eine Zurückdrängung der 
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die Weiterentwicklung der Teachware behindernden behavioristischen Lö-
sungen verbunden, die in der Regel die Eigenaktivitäten der Lerner redu-
zieren sowie den Transfer des Erworbenen auf neue Probleme oder unter 
geänderten Bedingungen erschweren (vgl. SPADA/OPWIS, 1985, I3ff.) Dass 
Programme dieser Art, zumal wenn sie in Gestalt von Autorenprogramme~ 
angeboten werden (ausführlicher dazu s. WAZEL, 19.88) dennoch a~ch bel 
Hochschullehrern sehr beliebt sind, liegt an ihrer leIchten Mampuherbar-
keit. Ihre Benutzung setzt kaum System- und Programmier kenntnisse vor-
aus.' Der Unterrichtendende braucht nur den zu vermittelnden Stoff in rela-
tiv kleine Portionen zu unterteilen, die einzelnen Programmschritte folge-
richtig nacheinander anzuordnen, Fragen bzw. Aufgaben zU formulieren, 
Hilfen für die Aufgabeniösungen vorzugeben, ein Wörterbuch einzugeben, 
richtige bzw. falsche Antworten zu antizipieren und. das entsprechen~e 
Feedback dazu anzugeben, evtl. Wortwurzeln für emen OrthographIe-
checker zu benennen, und die Autorensoftware produziert daraus ein.Lern-
programm - oft einschliesslich eines Bewertungsteils für die Lernerlel~tung 
_ das dann vom Lerner selbständig abgearbeitet werden kann. DIe ge-
ringen Schwierigkeiten bei der Programmherstellung müssen indessen, wie 
bereits erwähnt, mit einer doch beträchtlich restringierten didaktischen 
Konzeption erkauft werden. Diese Einschätzung gilt auch dann noch, 
wenn, wie neuerdings verschiedentlich zu beobachten, Simulationen und 
Problemlösungen ermöglichende Unterprogramme einbezogen werden. 
Wenn die derzeitige Krise in der Programmproduktion überwunden wer-
den, all die anspruchslosen Grammatik- und Lexikprogramme, die 
Storyboard-, Choicemaster-, Textmaster-, Gapmaster-, Matchmaster-, 
Wordstore- und sonstigen inzwischen traditionellen Computer programme 
durch bessere Programme abgelöst werden sollen, ist ein konsequenter Pa-
radigmawechsel notwendig: hin zu offenen Progr~m~en mit relativ gros-
sen Freiheitsgraden, die die Lerner zu einem plurahstlschen, mcht-hnearen 
Denken führen. 
Wenn dieses entdeckende Lernen erreicht werden soll, sind indessen bei 
der Programmgestaltung bestimmte Grundsätze zu beachten, etwa die bei 
MANDL/HuBER (1978, 65) genannten: 
_ vorgefertigte Lösungen sollen bewusst fehlen, 
_ es sollen offene Lernsituationen geboten werden, 
_ der Lerner muss die Chance bekommen, seinen Lernweg selbst zu be-
stimmen, 
die Problemlösungsprozesse, nicht die Resultate sollten bewertet werden. 
Wir glauben, dass einige im Entstehen begriffene bzw. bereits in ersten Fas-
sungen vorliegende maschinelle Verfahren und Softwaretypen gute Chan-
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cen dafür eröffnen, eine diesen und unseren an anderer Stelle publizierten 
Prämissen (vgl. WAZEL 1987, 22ff.) entsprechende Sprachsoftware herstel-
len zu können. 
PARSER 
Dazu gehören zunächst meist direkt für Sprachanwendungen (Sprach-
unterricht, Textverarbeitung, Bibliotheksrecherchen, Mensch-Maschine-
Dialog, automatische übersetzung) gedachte Analyseverfahren, wie di-
verse PARSER (ausführlicher dazu s. KINDERMANN, 1987, 1ff.; COOK, 
1988, SOff.; MURRAY/MoRGENSTERN/FuRSTENBERG, 1989, 102ff.; HELL-
WIG, 1987, 49ff.; SANDERS, 1987, 77ff.; LoRITz, 1987, 51ff.; SANDERS, 1989, 
I3ff.), worunter wir in Anlehnung an HANDKE (1989, 25) Prozeduren ver-
stehen wollen, bei denen Spracheingaben in ihre funktionalen Einheiten 
zerlegt werden, wobei ein Lexikon, morphologische Algorithmen sowie ein 
syntaktisches Regelwerk interagieren. Das Ergebnis der maschinellen Ana-
lyse ist eine (graphische oder lineare) Strukturbeschreibung der Sprachein-
gabe (z.B. eines Satzes), die den Ausgangspunkt für den weiteren maschi-
nellen Umgang mit der menschlichen Sprache bildet, d.h. vor allem: die 
sodannmittels Recognizer zur Entscheidungsfindung darüber genutzt wer-
den kann, ob die betreffende Eingabe grammatisch und/oder semantisch 
korrekt ist. Die seit etwa einem Jahrzehnt sukzessive ins Blickfeld der lin-
guistischen bzw. informationstheoretischen Forschung gekommenen 
meist in den höheren Programmiersprachen LISP oder PROLOG geschrie: 
benen Parser und die Recognizer werden, sobald sie ausgereift sind, die 
derzeit noch üblichen, umständlichen Listenvergleichsalgorithmen erset-
zen, d.h., der Computer braucht dann nicht mehr die Eingabe des Lerners 
mit einer oftmals fast unendlichen Anzahl antizipierter Richtig- oder 
Falschantworten zu vergleichen, sondern er setzt die Lernerantwort zu den 
Regeln seiner internen Grammatik bzw. seines Lexikons ins Verhältnis und 
ermöglicht so Entscheidungen über die Akzeptabilität der Lernereingabe. 
HYPERMEDIA 
Relativ hohe Hardwareanforderungen (zumindest einen 640-KB- bzw. 
l-MB-Arbeitsspeicher und eine Festplatte) stellt in der Regel auch ein Soft-
waretyp, der als persönliches Werkzeug zu Verwaltung und Verarbeitung 
von jeglicher Art Information schlechthin gedacht ist, aber u.E. künftig 
ausgezeichnet für Sprachlehrzwecke nutzbar gemacht werden kann. Er 
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wurde wie seine Nachfolger, etwa SuperCard, Course of Action usw., zuerst 
vor allem für Macintosh-II-Computer unter dem Namen «HyperCard» 
(HARVEY, 1988) entwickelt und liegt nun in ersten Versionen auch für IBM 
und Kompatible unter den Bezeichnungen «Guide» und «LinkWay» vor. 
«HyperCard», «Quide», und «LinkWay» usw. sind auf Theodor NELSONS 
in den frühen 60er Jahren entwickelten Programmtyp «Hypertext» zurück-
zuführen. Unter diesem Begriff ist in erster Linie eine mausgesteuerte Text-
Bilddatenbank zu verstehen, deren Texte und Bilder mittels indizierter Fel-
der in beliebigen Relationen miteinander zu kombinieren sind. «Hyper-
text» bedeutet eigentlich ursprünglich <<nicht-sequentielles Schreibem>. Be-
sonders die neueren Anwendungen gehen indessen weit über dieses Ziel 
hinaus; denn bereits bei dem Prototyp handelt es sich im Idealfalle um 
ein komplexes, schnell operierendes, assoziativ verbundenes Netzwerk, das 
mehrere Anwenderprogramme in sich vereinigt: eine Datenbank, ein Thxt-
verarbeitungs- und Zeichenprogramm sowie eine vergleichsweise leicht zu 
erlernende, gut lesbare, spezifische, objektorientierte, durch externe - etwa 
in PASCAL, C oder Assembler geschriebene - Befehle zu erweiternde Pro-
grammiersprache (bei HyperCard «HypefTh.lk» genannt). In dieses mit 
Pull-Down-Menüs, sog. Browsern (Mittel zur schnellen Informations-
suche), detailunterdrückenden Filtern, Scrollfunktionen und anderen 
Tools operierende System können ferner problemlos externe Programme 
(auf CD-ROMs, Bildplatte, Videorecorderusw.) eingebunden werden. 
Schliesslich lässt es die Kommunikation mit externen Netzwerken bzw. Da-
tenbanken zu. Man bezeichnet es daher in dieser Erweiterung neuerdings 
nicht zu Unrecht auch als «Hypermedio» (CHIGNELL/LACY, 1988, 17; UN-
DERWOOD, 1989, 10); denn es eröffnet dem Leser, wenn man so will, Fenster 
in die Aussenwelt. «Hypermedia» ist nicht zu verwechseln mit «Multi-
media», das lediglich den Verbund differenter Medien darstellt. «Hyper-
media» hingegen bedeutet eine hochgradig integrierte elektronische Umge-
bung, die es einem Nutzer ermöglicht, ein grosses Ensemble elektronisch 
verknüpfter Informationen zu kontrollieren bzw. zu nutzen, die in differen-
ten Formen auftreten: als Videosequenzen, Ton, Text und elektronisch zu 
ermittelnde Daten (vgl. JAFFE/LYNCH, 1989, 10). Hypertextprogramme 
sind inzwischen vorrangig für elektronisches Publizieren, Projektmanage-
ment, Systemanalysen, Softwareentwicklung, CAD, die Dokumentation, 
besonders On-Line-Bibliotheken, öffentliche Informationssysteme, Auto-
rensysteme, kooperative Netzwerk-Arbeitssysteme, Telekonferenzen usw. 
adaptiert worden (vgl. FIDERlo, 1988, 237f.). Die Zahl der anspruchsvolle-
ren Hypertext-Sprachprogramme ist noch relativ gering (vgl. NAJIMA, 1988, 
75ff.). 
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Hypertext bzw. -media arbeitet auf der Basis der Fenstertechnik (bei dem 
P.rototyp «Guide» müssen die Microsoft-Windows vorher geladen werden); 
dIe Fenster bzw. Felder können durch das Anklieken sog. Ikonen (icons) 
und Knöpfe (buttons) direkt manipuliert bzw. vielfältig miteinander kom-
biniert werden (sequentiell, taxonomisch und netzförmig). Nach unseren 
ersten Einsichten eignet sich dieser flexible Prototyp betreffs des Fremd-
sprachenlernens in erster Linie zur Entwicklung des stillen Lesens und im 
Zusammenhang damit zur selbständigen Erarbeitung landeskundlicher 
Kenntnisse durch den Lerner; denn mittels der neuen Thchnik ist es bei-
spielsweise möglich, Thxte und Bilder in all ihren Dimensionen zu erschlies-
sen, d.h., der Lerner kann den Thxt und das Bild nicht nur sequentiell, son-
dern an jeder vom Programmierer «aktiviertem> Stelle tief hinterfragen 
Le. Relationen ergründen, Hintergrundinformationen abrufen, hinter de: 
nen u.v. wiederum Informationen, auch in Gestalt von interaktiven Gra-
phiken, Musik, Bildern, Animationen, Videosequenzen usw., stehen. Da, 
wie bereits erwähnt, ganz leicht extern erstellte Software zu integrieren ist, 
können dazwischen übungs programme abgearbeitet, Expertensysteme be-
fragt werden usw. 
Ein einfaches Beispiel soll das Gesagte verdeutlichen: Bei der Lektüre 
eines Werbeprospektes für Studien an der Friedrich-Schiller-Universität 
Jena erfährt der Schweizer Deutschlehrer aus dem Kanton Neuchätel oder 
Jura, der zum inzwischen schon traditionell gewordenen Weiterbildungs-
kurs nach Thürigen fahren soll, dass in dieser «Stapelstadt des Wissens 
und der Wissenschaft» neben Schiller und Goethe auch andere grosse Phi-
losophen, wie Fichte, Hegel und Schelling; Dichter, wie Johann Christian 
Günther, Ludwig Tieck, Clemens Btentano, Fritz Reuter, der Slowake Jan 
Kollar, Gerhart Hauptmann; Naturwissenschaftler, wie Alexander und 
Wilhelm von Humboldt, Hufeland, Döbereiner und Oken hier lebten und 
wirkten und Musiker, wie Robert Schumann, Giacomo Meyerbeer, Max 
Reger, zu Ehrendoktoren der Universität ernannt wurden. 
Mit ziemlicher Sicherheit wird der Leser einige der Namen nicht kennen. 
Er muss, wenn er seine Neugierde befriedigen will, nach einem Lexikon 
greifen. Falls ihm die dort zu findenden Informationen nicht ausreichen 
wird er sich in ei~er Bibl~othek oder Buchhandlung um eine Universitätsge: 
schIchte oder bIographIsche Darstellungen kümmern müssen. Vielleicht 
interessiert ihn auch die geographische Lage Jenas, das dortige Klima Se-
henswürdigkeiten, die dort gesprochene Umgangssprache, möglicher~eise 
möchte er ein Werk der genannten Musiker zu Gehör bekommen. Dazu 
müsste er sich eventuell eine Landkarte, einen Reiseführer, ein Video, eine 
Schallplatte organisieren. 
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Bei der Nutzung von Hypertext können aB die genannten Wünsche be-
friedigt werden, ohne dass sich der Leser vom Computer entfernen muss. 
Er braucht nur mit der Maus das entsprechende Wort anzuklicken bzw. 
es einzugeben, und schon kann er die gewünschte Detailinformation erhal-
ten, die Landkarte, interaktive stilisierte Graphiken, anschauliche Anima-
tionen, einprägsame Bilder aus Vergangenheit und Gegenwart, Sprach- und 
Musikproben präsentiert bekommen, sofern der Hypertextautor derlei 
Wünsche antizipiert, die Daten eingegeben und ihre Verbindung durch sog. 
«Links» gesichert hat. Mitunter bewerkstelligt dies das jeweilige System 
auch von selbst, was häufig bei grossen Text-Datenbanken mit Kreuzund-
querverbindungen der Fall ist. Einschränkend soll aber darauf verwiesen 
werden, dass die derzeitigen Systeme aufgrund der Notwendigkeit, die In-
formationen in getrennte, relativ abgeschlossene «Nodes», d.h. etwa: In-
formations portionen, zu unterteilen, die Arbeit an grösseren, zusammen-
hängenden Texten kompliziert gestalten. Sie erfordert vom Anwender eine 
weitsichtige Grob- und Detailplanung, d.h., sie stellt hohe Ansprüche an 
seine Fähigkeit zur Antizipation. Werden die Datenfelder nicht nachvoll-
ziehbar logisch und übersichtlich verknüpft, kann dies wie bei der Pro-
grammiersprache BASIC leicht zu einem Wirrwarr bzw. «Spaghetti-Code» 
führen. Abgesehen davon macht die komplexe, vernetzte Struktur von 
Hypermedia-Programmen, wenn sie dem natürlichen menschlichen ler-
nen nahe kommende Lernprozesse ermöglichen soll, ohnehin generell einen 
beträchtlichen Planungsaufwand erforderlich. Wenn in den einschlägigen 
Hypertext-Werbeprospekten von der Unkompliziertheit der Programmie-
rung gesprochen wird, dann trifft dies folglich nur insofern zu, dass keine 
tiefergehenden EDV-Kenntnisse vonnöten, die einzelnen Programmele-
mente isoliert sind und damit nicht nur vom Originalprogrammierer, son-
dern auch von anderen potentiellen Autoren modifiziert werden können, 
mithin auch eine dynamische, evolutionäre Teamprogrammierung leicht 
zu bewerkstelligen ist; die Schwierigkeiten liegen auf einer anderen Ebene. 
Weil in Hypermedia grosse Informationsmengen, Wörterbücher, und 
Lexika eingeschlossen, mit leichtem Zugriff gespeichert werden können, 
bietet es auch enorme Möglichkeiten für die Lösung von Problemaufgaben, 
das Schreiben von Aufsätzen und Gebrauchsformen des wissenschaft-
lichen Arbeitens, Übersetzungen etc. eingeschlossen. Das Programmsy-
stem dient ergo in diesem Falle als eine dynamische Datenquelle, die vom 
Lerner je nach Bedarf in verschiedenen Richtungen zu konsultieren ist und 
die «sowohl willkürliche, assoziativ gewählte Wege, aber auch logische, 
sachlich-inhaltlich begründete und durch Hypothesen geleitete Pfade 
durch das Informationsmaterial» ermöglicht (SCHULMEISTER, 1989, 53). 
Hypermedia fungiert folglich bei entsprechender Konzipierung letztlich 
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sowohl als Lehr- als auch als Forschungsinstrument, das die oft überdimen-
sionale Recherchezeit zugunsten des Forschens bzw. Lernens verringert. 
Letztlich hebt Hypermedia die rigide Abgrenzung zwischen Entwicklungs-
software und anwendungsspezifischen Programmen, Programmierer und 
Anwender auf (vgl. MEYER, 1988,88); man könnte es auch als eine höhere 
Stufe eines Autorenprogramms bzw. -systems bezeichnen, das mit Stapeln 
leerer Karten arbeitet. Diese können vom Anwender je nach Bedarf be-
schrieben werden. Mit seiner anschaulichen ikonischen Präsentationsweise 
nähert sich Hypertext der Schaffung des von Laien immer dringlicher ge-
forderten plastischen «Human Interfaces», das zur Emanzipation des An-
~ende~s von den Computerhändlern und Fachinformatikern beiträgt. Von 
Ihnen ISt er heute noch oftmals in einem hohen Masse abhängig, bzw. er 
wird bewusst in dieser Abhängigkeit gehalten. Häufig wird die u.E. indis-
kutable Auffassung vertreten, mit «dem Computer arbeiten heisse, die 
Kommandosprache eines Betriebssystems zu beherrschen, in mindestens 
emer höheren Programmiersprache programmieren zu können und sich die 
total andere Denkweise einer binären Maschine überstülpen zu lassem> 
(SCHULMEISTER, 1989,6). Wenn jedoch der Computer ein die wissenschaft-
liche Lerntätigkeit effektivierendes Hilfsmittel sein soll, dann müssen die 
Programme so bedienerfreundlich sein, dass sich der Anwender auf sein 
fachliches Problem, d.h. den Inhalt, den logischen Ablauf etc., konzentrie-
ren kann und sich nicht als Dilettant im Dschungel einer komplizierten 
Technologie bewähren muss, die er nicht studiert hat und demnach auch 
nicht auf dem erforderlichen Niveau beherrschen kann. 
Eine erste Vorstellung davon, wie ein entsprechendes Sprachlernpro_ 
gramm aussehen kann, gibt das' Japanischprogramm «Kanji City». Es 
nutzt die Potenzen von HyperCard zur Integration von Thxt mit digitalisier-
tem und synthetisiertem Ton, interaktiven Graphiken und Animationen. 
Ferner demonstriert das Programm, wie Hypermedia das induktive Lernen 
durch Versuch-Irrtum-Erforschung einer Simuhtion von Alltagssituatio-
nen entWickeln und kontextualisierte Sprachverwendung befördern kann. 
«Kanji City» ist auch als Modell für die Einbeziehung extern erstellter lern-
programme, z.T. in Gestalt sog. Shells, d.h. VOm Nutzer bzw. Lehrer mit 
eigenem Material zu füllender Rahmenprogramme, anzusehen. 
In «Kanji City» bewegt sich der Lerner durch eine städtische Umge-
bung - Im konkreten Falle Tokio -, indem er auftretende sprachliche Zei-
chen liest und entsprechend darauf reagiert. Diese Zeichen treten dem 
Japanisch-Anfänger sinnvollerweise zunächst in Gestalt von Schildern 
Listen, Namen und anderen schriftlichen Formen entgegen, die normaler: 
weise nicht in zusammenhängenden Thxten vorkommen. Daneben wird mit 
Gebrauchsformen, wie Ankündigungen und Anzeigen, gearbeitet. Auch 
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die konventionellen, auf der Basis von Häufigkeiten zusammengestellten 
Texte sind so weit wie möglich mittels verschiedener graphischer etc. Mittel 
multipel kontextualisiert. 
Der Lerner wird mit den unterschiedlichsten Themenbereichen vertraut 
gemacht: Er hat Speisekarten in Restaurants, Schilder in Kaufhallen, Preis-
aufstellungen und Geschäftskarten zu lesen und je nach Situation darauf 
zu reagieren. Er wird in eine Diskothek, in Mathematik- und Orthographie-
stunden, in eine Bank sowie in ein Casino versetzt, kann einen Traumurlaub 
in Hawaii erleben und hat eine Reihe exakt determinierter sozialer Bewäh-
rungssituationen nachzuvollziehen, in denen er sich adäquat zu verhalten 
hat, wobei ihm Konsequenzen eventuellen Fehlverhaltens vorgeführt wer-
den. Er ist angehalten, den richtigen Zug zu nehmen, die entsprechenden 
Fahrkarten zu kaufen, an der richtigen Station auszusteigen und mit einer 
bestimmten Summe Geldes hauszuhalten, sofern er sie nicht beim Sprach-
spiel im Casino oder bei Unterrichtstests im Programm aufbessern kann. 
Falls er sprachliche Hilfen, etwa in Form von Übersetzungen ins Englische 
oder Transkriptionen, in Anspruch nimmt, muss er dafür bezahlen, und 
die erwähnte Summe verbraucht sich dadurch schneller (ausführlichere Be-
schreibung s. ASHwoRTH/STEWVSKY, 1989, 28ff.). 
Die Entwicklung von Hypermedia steht trotz der bereits in den Proto-
typen vorhandenen erstaunlichen Möglichkeiten noch am Anfang, und die 
nun einsetzenden Anwendungen und Forschungen (etwa betreffs emer 
Translate-Funktion, die das Übersetzen der Hypertext-Programmier-
sprache in diverse Landessprachen besorgt) - nebenbei soll nur erwähnt 
werden, dass unter der Leitung von J. UNDERWOOD (Western Washington 
University) in Zusammenarbeit mit CALICO 1989 eine «Hypermedia 
special interest group» zur gezielten Erforschung und Anwendung von 
Hypermedia gegründet wurde (OTTO, 1989,3) - werden zu Verbesserungen, 
zur Beseitigung von Schwächen, vor allem doch noch vieler Bedienungs-
schwierigkeiten, und zu weiteren Innovationen führen, die nach unserer 
Einschätzung in Verbindung mit den Ergebnissen bei der Sprachsynthese-
und Parserforschung, der Entwicklung von Expertensystemen und last not 
least der des Interaktiven Videos (vgl. UNDERWOOD, 1989, 7ff.; 1989, 23ff.) 
den Sprachunterricht wesentlich in Richtung grösserer Kreativität bzw. Ak-
tivität des Lerners mitprägen werden. Gerade der dynamische Verbund des 
mit Hypermedia arbeitenden Computers und des Videorecorders mit selbst 
beschreibbarer Bildplatte wird sich revolutionierend auf den computerun-
terstützten Fremdsprachenunterricht auswirken, u.a weil nun ohne die bis-
herigen Einschränkungen des Bild-Ton-Trägers (etwa langsamer Zugriff 
beim Einsatz von Videorecordern oder übermässig teure Software bei den 
nicht selbst beschreib- bzw. löschbaren Bildplatten - vgl. z.B. WEST, 1989, 
16 
52; UNDERWOOD, 1989, 8) eine Präsentationsweise des Lehrstoffs möglich 
wird, die auch die Entwicklung bisher bei Computeranwendungen ver-
nachlässigter Zieltätigkeiten, wie des interaktiven Hör-Seh-Verstehens (vgl. 
FROMMER, 1989, 52) gestattet, und die Schaffung anspruchsvollerer Pro-
grammtypen, z.B. zum Schlussfolgern, Bewerten, Problemlösen, zur Eva-
luation, Simulation usw., befördert. 
EXPERTENSYSTEME 
Neben Hypermedia verdient u.E. ein weiterer Softwaretyp Beachtung: die 
sog. Expertensysteme, die wie die Schachprogramme eng mit der Entwick-
lung der Künstlichen Intelligenz verbunden sind. Sie werden mitunter als 
elektronisChe Handbücher beschrieben, in denen nicht nur umfangreiches 
und z.T. sehr spezifisches Faktenwissen über einen bestimmten Gegen-
standsbereich (Domäne) gespeichert ist, sondern ~lie auch Regeln darüber 
enthalten, wie dieses Wissen auf Fakten angewendet werden kann. Anders 
ausgedrückt: Expertensysteme sind Computerprogramme, die Probleme 
lösen, indem sie gespeicherte Regeln und Fakten benutzen. «Mit ihrer Hilfe 
lassen sich z.B. InfektionSkrankheiten (MYCIN) oder Erkrankungen der 
Atemwege (PUFF) diagnostizieren, sie erleichtern das Finden von Boden-
schätzen oder die Suche nach dem Defekt in einer Maschine oder einem 
Computer. Nachdem das Programm den Benutzer durch eine Vielzahl ver-
netzter Fragen über Symptome des zu ermittelnden Gegenstandes oder 
über die Restriktionen des aktuellen Handlungsrahmens geleitet hat, stellt 
es auf der Basis der so ermittelten Problembeschreibung durch Rückgriff 
auf entsprechende Fakten in seiner Wissensbasis eine Diagnose bzw. unter-
breitet gegebenenfalls einen Handlungsvorschlag. Expertensysteme sind in 
den meisten Fällen in PROLOG oder LlSP programmiert, und sie beste-
hen, grob gesagt, aus drei Bestandteilen: der Wissensbasis, die das Problem 
«erkennt», dem Inferenzprogramm, das entscheidet, wie das Problem zu 
lösen ist, und dem Nutzerinterface, das Fragen stellt und die Antworten 
gibt. Die Erstellung eines Expertensystems geschieht in zwei, jeweils noch 
v!elfach untergliederten Stufen. «Zunächst wird eine sog. ,shell' erstellt, 
em Programm, welches Ressourcen zur Erhebung von Wissen über Fakten 
und Regeln zur Verfügung stellt. In einem zweiten Schritt wird es mit Exper-
tenwissen über eine bestimmte Domäne gespeist.» (BIRKHAN, 1989, 158f.) 
Viele Expertensysteme sind so angelegt, dass der Fachmann nach dem 
vorgegebenen Muster ein Expertensystem für sein spezielles Gebiet schaf-
fen kann, das einem Lerner, allgemein gesagt: einem Benutzer eine schnelle, 
selbständige Orientierung und Problemfindung ermöglicht. Bei der Arbeit 
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mit dem von W. Hapgood (WAYLAND, MA) entwickelten, in PASCAL und 
Assembler geschriebenen, auf einer 5 Y.-Zoll-Diskette gespeicherten Ex-
pertensystem Ist-Class (256 KRAM notwendig) hat er z.B. folgendermas-
sen vorzugehen: 
_ Er definiert die Begriffe der möglichen Resultate und der diese Resultate 
bestimmenden Begriffe; 
danach gibt er einige Beispiele in ein Spreadsheet (bildschirmorientier-
tes, interaktives Programm) ein; 
_ wählt eine Methode zum Aufbau einer Regel aus, 
_ inspiziert die graphisch dargestellte Regel und korrigiert sie gegebenen-
falls; 
_ schliesslich aktiviert er den sog. Adviser (Ratgeber) des Programms, der 
dem Nutzer die Abarbeitung des Programms ermöglicht, indem er ihm 
Fragen stellt. Nachdem der Adviser genug Informationen für ~eine Ent-
scheidung erhalten hat, teilt er diese dem Benutzer (oftmals 10 Gestalt 
einer Empfehlung) mit. In den Beispielprogrammen von Ist Class wird 
ihm der zum Essen passende Wein, die für ein bestimmtes Wetter ange-
messene Jacke empfohlen, er erhält Steuertips, Hinweise auf sein ln-
farktrisiko bei bestimmten Verhaltensweisen, auf eine eventuelle Dis-
funktion seiner Nieren auf die beste Methode eines Gütertransports per 
Schiff für die Benutz~ng von Computern, die Kreditnahme, ein opti-
male,'Marketing, die Einschätzung und Auswahl geeigneten Personals 
usw. First Class akzeptiert als Eingabe auch graphisch gestaltete Regel-
bäume es kann mehrere Wissensbasen zusammenfügen, andere 10 
ASCn:Files geschriebene Programme aufrufen, in andere Soft,,:ar~sy­
sterne integriert werden, und es nutzt statistische Mittel (Wahrsche.mhch-
keiten), wenn zwischen Alternativen unterschieden werden soll. Em Mo-
dul kann 32 Faktoren, 32 Ergebnisse und 255 Beispiele enthalten. 
Weitere bekannte Expertensysteme für IBM-kompatible Rechner sind der 
<NP-Expert» (WANO/MuELLER, 1989; SAWYER, 1987), ESTA (MALMOREN-
HANSEN, 1988) und diverse Programme von <<I'hinking Software, Inc.» 
(1987) namens TURBO EXPERT TOOLKIT, ESIE, INFERENCE, EX-
PERT, dANIMAL, XXXPERT, RULEMAKER und IMPSHELL. . 
Auch für Macintosh·Computer liegen Expertensysteme bzw. Shells 10 
grosser Zahl vor, etwa die Dortmunder Systeme zur che.?,ischen Prozess-
synthese (WELKER, 1989, 111) mit Bezeichnungen, wie «Azeop~rt» (Azeo-
tropic Separation Expert System), «Heatpert» (Heat Integrauon Expert 
System) oder die Expertensystem-Entwicklungsumgebung «Baby'lon.» 
(1989, 113) aus Sankt Augustin, die ein hybrides Werkzeugsystem fur d'.e 
Implementierung und den Betrieb von Expertensystemen darstellt und fur 
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den Einsatz an Hochschulen in Vorlesung, Seminar und Praktikum vorge-
sehen ist. Sie benötigt allerdings bereits mindestens 4-8 MB Hauptspeicher. 
Weshalb Expertensysteme heutzutage ein dringendes praktisches Erfor-
dernis sind, wird aus einer Beschreibung von biomedizinischen Experten-
systemen deutlich, die an der Universität Bielefeld entwickelt werden: «Bei 
den medizinischen Expertensystemen geht es um wissensbasierte Compu-
terverfahren, die den Arzt bei komplexen Diagnose- und Therapieentschei-
dungen unterstützen ... Die Kluft zwischen dem Stand medizinischer For-
schungserkenntnisse und dem Umfang ihrer Anwendung beim Einsatz in 
der Patientenversorgung gründet sich hauptsächlich auf die Thtsache, dass 
praktizierende Ärzte häufig nicht über die jüngsten Daten der Forschung 
verfügen und zudem Entscheidungen unter beschränkten zeitlichen Res-
sourcen treffen müssen. Eine Chance für die Anwendungsmöglichkeiten 
der Künstlichen Intelligenz läge darin, die Expertise und den Informations-
stand von Ärzten durch künstliche Systeme zu ergänzen.» (Bielefeld 
1990, I) 
All diese Expertensysteme sind, wie deutlich geworden sein dürfte, nicht 
im Hinblick auf ihre Nutzung für das Sprachenlemen geschrieben bzw. 
untersucht worden; sie zielen fast ausschliesslich auf technische/technolo-
gische, ökonomische, naturwissenschaftliche Bereiche oder auf die Medi-
zin und den Alltagsbereich. Gerade beim Erwerb sprachlichen und landes-
kundlichen Wissens und Könnens können sie jedoch unserer Auffassung 
hilfreich sein. Besonders erfolgversprechend scheint uns ihre Einbindung 
in Hypertextprogramme bzw. ihre Fusion mit Hypertext, wie dies bei 
KnowledgePro (1'HOMPSON, 1987) versucht wird. 
Die Designer dieses Systems vepfolgen die Absicht, die Schwächen typi-
scher Expertensysteme zu vermeiden. Diese bestehen vor allem in der 
rigiden, eingeschränkt kommunikativen Frage-Antwort-Struktur. Die 
feste Vorstrukturierung verhindert die volle Kontrolle des Anwenders über 
das System. So kann er beispielsweise keine zusätzlichen Informationen 
zur Beantwortung einer Frage, Worterklärungen usw. erhalten. 
Nutzt man bei der Erarbeitung des Systems Hypertext, sind derartige 
Hilfen per Aktivierung der bereits erwähnten Buttons zu gewährleisten. 
Wenn diese Buttons mit der zentralen Topicstruktur verknüpft werden, 
kann der Benutzer den Programmablauf wesentlich mitgestalten. Die 
Kombination beider Techniken führt zu einer Angleichung des Mensch-
Maschine-Dialogs an die natürliche Kommunikation, die je nach indivi-
dueller Disposition von Anwender zu Anwender unterschiedlich verläuft. 
KnowledgePro macht es dem Fachmann relativ leicht, eine Version des 
Systems auf seinem speziellen Gebiet zu schaffen, d.h. seine eigene Wis-
sensbasis einzugeben und damit verbundene Probleme lösen zu lassen. Er 
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braucht über keine wesentliche Programmiererfahrung zu verfügen, son-
dern kann bereits nach der Beherrschung von sechs einfachen Kommandos 
mit der Erstellung seiner eigenen Version beginnen: 
- say 
- ask 
- if ... then 
- #m 
- window 
- elose window 
bedeutet: eine Mitteilung machen, 
eine Frage stellen, 
eine Entscheidung treffen, 
ein Hypertext-Konzept markieren, 
ein Fenster öffnen, 
ein Fenster schliessen. 
Das System wird auf zwei 5!4 -Zoll-Disketten mit je 360 K geliefert und 
läuft auf IBM PC, XT, AT und PS2-kompatiblen Rechnern mit 640 KRAM 
und einer Festplatte. 
Schliesslich halten wir es für empfehlenswert, die Expertensysteme für 
die Weiterentwicklung VOn Autorenprogrammen zu nutzen: denn sie sind 
in der Lage, freiere Antworten mit freieren Evaluationsverfahren zu analy-
sieren und auf der Grundlage der ihnen inhärenten Regelsysteme mit kom-
plexen Verzweigungs- und Beratungsstrategien zu reagieren (vgl. SCHUL-
MEISTER, 1989, 46). 
Man sollte sich dabei nicht von den meist schwachen Demonstrations-
programmen, die den Expertensystemen oftmals angefügt sind, täuschen 
lassen. Ähnlich wie bei vielen Autorenprogrammen und -systemen wurden 
sie offenbar von den die Expertensysteme verfassenden EDV-Spezialisten, 
die weder Fachleute auf dem jeweiligen ökonomischen, medizinischen ete. 
Gebiet noch ausgebildete Pädagogen sind, gleich mitgeliefert, so daß ein 
deutlicher Bruch zwischen der meist unzweifelhaften Professionalität im 
programmiertechnischen Bereich und einem teilweise peinlichen Dilettan-
tismus in den Anwendungsbereichen zustande kam. Letzterer wird auch 
häufig bei der Gestaltung der Bedienungsoberfläche deutlich, die gegen 
die Gesetze der Ergonomie verstösst. Infolgedessen wäre die Schaffung 
eigener Expertensysteme in Zusammenarbeit von Informatikern, Lingui-
sten/Landeskundlern, Pädagogen und Psychologen unter Nutzung der bis-
her angebotenen Varianten natürlich der beste Weg für die künftige Einbe-
ziehung dieser intelligenten Nebenprodukte der Forschung zur Künstlichen 
Intelligenz in das Sprachenlehren und -lernen. Diese könnten, wie gesagt, 
in der Verbindung mit Hypertext und Parsern die Produktion einer neuen 
Generation von Spracherwerbsprogrammen wesentlich mitbestimmen, die 
dem natürlichen Lernprozess besser entsprechen als die Masse der gegen-
wärtig angebotenen Computerprogramme und den Lerner somit effektiver 
auf die sprachlichen Praxisanforderungen, auf natürliches Sprachhandeln 
vorbereiten, damit es dem Sprecher nicht wie jenem Studenten mit seinem 
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Verstand geht, von dem Lichtenberg schreibt: «Wenn er seinen Verstand 
gebrauchen sollte, so war es ihm, als wenn jemand, der beständig seine 
rechte Hand gebraucht hat, etwas mit der linken tun soll.» 
Friedrich-Schiller-Universität Jena 
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