Depth Camera Based Particle Filter for Robotic Osteotomy Navigation by Übelhör, Tim et al.
Depth Camera Based Particle Filter for Robotic Osteotomy Navigation
Tim U¨belho¨r1, Jonas Gesenhues1, Nassim Ayoub2, Ali Modabber2 and Dirk Abel1
Abstract— Active surgical robots lack acceptance in clinical
practice, because they do not offer the flexibility and usability
required for a versatile usage: the systems require a large
installation space or a complicated registration step, where the
preoperative plan is aligned to the patient and transformed to
the base frame of the robot. In this paper, a navigation system
for robotic osteotomies is designed, which uses the raw depth
images from a camera mounted on the flange of a lightweight
robot arm. Consequently, the system does not require any rigid
attachment of the robot or fiducials to the bone and the time-
consuming registration step is eliminated. Instead, only a coarse
initialization is required which improves the usability in surgery.
The full six dimensional pose of the iliac crest bone is estimated
with a particle filter at a maximum rate of 90 Hz. The presented
method is robust against changing lighting conditions, blood or
tissue on the bone surface and partial occlusions caused by
the surgeons. Proof of the usability in a clinical environment is
successfully provided in a corpse study, where surgeons used
an augmented reality osteotomy template, which was aligned
to bone via the particle filters pose estimates for the resection
of transplants from the iliac crest.
I. INTRODUCTION
To reconstruct defect jaw bones, transplants from the iliac
crest can be resected. State of the art is to use 3D printed
osteotomy templates as guides to cut out matching pieces
from the pelvis. These templates have the disadvantages of
being fragile, not being customizable during the intervention
and inflicting additional damage to the pelvis through the rigid
attachment with screws [1]. Robotic surgical systems have
the potential to execute surgeries with a high accuracy and
reduce the operative time after the setup has been completed
[2], [3]. One possibility to eliminate the additional damage
and to offer a higher flexibility is to guide a robot directly
via the image data from a camera which is mounted on the
flange of the robot.
To enable the autonomous transplant dissection, the robotic
setup has to be able to track the pose of the iliac crest reliably
to calculate the appropriate cutting trajectories. In this paper, a
depth camera based particle filter for the navigation in robotic
osteotomies via augmented reality projection is developed,
to confirm that a depth camera based navigation system is
generally capable of guiding a robot during an osteotomy.
Currently, the practical applications of robots in surgery are
mostly limited to tele-operated soft tissue surgeries, the best
known example being the da Vinci robot (Intuitive Surgical,
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Sunnyvale, CA, USA). In this case the control loop of the
robot is closed by the visual feedback to the surgeon and his
reaction to movements of the tissue [4], [5]. Autonomously
acting surgical robotic platforms for osteotomies are still
topic of research and mostly serve as surgical assistants
or are restricted to specific applications like craniotomies,
stereotaxies or arthroplasties [6], [7]. Only a few systems
were launched to the market: for example the NeuroMate
(Renishaw plc, New Mills, UK) aligns electrodes precisely for
stereotactic surgeries and the more recent CARLO (AOT AG,
Basel CH) uses a cold ablation laser to perform craniotomies
autonomously. Both systems are used in conjunction with
preoperative CAD/CAM systems to perform the preoperative
planning and subsequently require the registration of the
patient to the robots base frame [7]–[9]. During the surgical
procedure the patient and robot either have to be fixed
statically or their relative poses have to be tracked via dynamic
reference frames (DRFs) attached to the patient and the robot
[6], [7], [10], [11]. However, these systems introduce an
additional reduction of the available operation room because
an additional line of sight between the DRFs and the tracking
camera has to be established [8], [12], [13].
A setup consisting of a stereo camera and a mobile
projector, both mounted directly on a robot arm, does
not require this second line of sight or the attachment of
fiducial markers, so the required registration step could be
omitted by navigating directly on the basis of the image
data. This approach introduces several challenges: unreliable
lighting conditions and textures cause classical object pose
estimation algorithms to fail as they require the extraction and
matching of keypoints or templates [14], [15]. Additionally,
the iliac crest is located in a cluttered environment with
partial occlusions caused by the surrounding tissue and
the operating surgeons. More recent convolutional neural
network (CNN) based methods promise to obtain better
results in such challenging environments but require a large
amount of annotated data which is not available prior to
the operation [16]–[18]. Moreover, a high update rate and
temporal consistency are required to navigate a robot.
In this paper, these problems are solved by employing a
particle filter (PF) approach to track the pose of the iliac
crest over time. The presented algorithm only relies on the
depth data of a RGBD-camera, the robots joint encoder
measurements and a 3D model of the iliac crest. In summary,
the main contributions of this work are:
• A PF operating on the raw depth images of a RGBD
camera to track the pose of the iliac crest is presented.
• Practical issues are solved: Gimbal locks are prevented by
using a quaternion representation and numerical issues
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are solved by formulating the PF in the logarithmic
domain.
• The system was validated under clinical conditions in
a corpse study during the resection of transplants from
the iliac crest.
II. RELATED WORK
Computer vision, especially pose estimation and tracking
is a major research field in robotics as it enables robots
to interact with a dynamic environment. Classical computer
vision relies on hand crafted features like SIFT [14] for color
or CVFH [19] for depth data. These features can be used
to match keypoints of a CAD model to the captured image
and estimate the pose of the target object by solving the
perspective-n-point problem. More recent approaches learn
the feature representations, for example Brachmann et al.
train random forests to predict an intermediate representation
called object coordinates densely for each pixel. After the
prediction, an energy function, which can be calculated by a
CNN [20], is minimized to regress an objects pose [17]. The
PoseCNN presented by Xiang et al. learns to regress poses
from RGB images without an intermediate representation
[18]. Pose estimates are commonly refined to achieve higher
accuracies, for example by using the iterative closest point
algorithm or iteratively applying a dedicated refinement CNNs
[16], [21]. Recently it has been shown that CNNs tend to
rely more on textures than shapes, which makes their usage
in surgical environments more difficult [22].
Compared to the pose estimation of an object from a single
image, pose tracking algorithms can exploit the temporal
relationship between multiple images to improve the estimates.
Tan et al. propose to use random forests to correct the
error between the pose estimate from the last and the
newly captured image [23]. A CNN is used by Garon et
al. to calculate the pose difference between a synthetically
rendered pose and a captured image [24]. As opposed to the
learning based approaches, PFs are a model based approach
to probabilistically track the pose of an object with a depth
camera and a known CAD model [25], [26].
In clinical applications, the application of recent devel-
opments in sensor technology and computer vision is the
subject of research. For instance, Zhu et al. execute the
registration by inserting titanium screws as fiducial markers
and match them to the corresponding points in the CT data
[11]. Attaching a combination of augmented reality (AR)
markers and inertial measurement units rigidly to the bone,
can enable robust tracking under occlusions while preventing
drifting issues [27]–[29]. A non invasive alternative is a point-
wise registration of anatomical landmarks using a hand-held
pointer probe or custom registration devices [10], [27].
Recent research has focused on improving the usability
of surgical navigation systems and reducing the invasiveness
[4], [7]. For example Zhang et al. use a RGBD camera in
conjunction with the Kinect SDK to track a face without any
fiducials or the selection of anatomical landmarks [30]. For
this purpose, they employ the coherent point drift and iterative
rt−1 rt Θt
xt−1 xt zt
Fig. 1. The Bayesian network describing the latent states of the robot
rt and the bone xt at the time t. The robot outputs the measurements Θt
from the joint encoders. The camera which is mounted on the robots flange
observes the depth image zt .
closest point algorithms to precisely match the surface of
preoperative images to the captured images.
Ma et al. propose to use the PF implementation from the
point cloud library to track a patients movements and adjust
the renderings of an AR overlay device. The system requires
an exact initialization, runs at 10 Hz and tracks a template
captured from a single view, so the tracking only works for
similar views [31].
III. METHOD
Due to the aforementioned advantages, in this paper a
PF is designed to operate on raw depth images to estimate
the pose of an iliac crest with a given CAD model. The
PF is a nonparametric Bayesian filter which recursively
approximates the probability distribution of the current state,
denoted as belief, by a set of particles. For every time
step a new belief of the bone pose is predicted via a
transition model and updated by incorporating the cameras
measurements via an observation model. The nonparametric
representation is particularly necessary to model the non-
Gaussian observations of the depth camera and the resulting
multi-modal belief. In the next sections the filter equations,
the transition model, observation model and a logarithmic
formulation of a sequential importance resampling PF are
derived to probabilistically track the pose of an iliac crest.
A. Filter Equations
The goal of the filtering problem is to estimate the latent
state of the bone xt at the time t from a sequence of
observations from the robots joint encoders Θ1:t and the depth
camera z1:t . Additionally the cameras observations depend
on the latent state of the robot rt , because it is mounted on
the flange of the robot. The full posterior of the system, i.e.
the probability distribution over the states given a sequence
of observations, can be separated into an estimation of the
bones and the robots posterior. With the assumption of xt
being conditionally independent of Θt given rt (see Fig. 1)
follows:
p(rt, xt |Θ1:t, z1:t ) = p(rt |Θ1:t, z1:t )p(xt |rt, z1:t ) (1)
For the following equations the posteriors are abbreviated as
the updated belief:
bel(rt ) = p(rt |Θ1:t, z1:t )
bel(xt ) = p(xt |rt, z1:t )
Applying Bayes law and the Markov assumption to eq. (1)
leads to the filter equations with the normalization factors ηr
and ηx :
bel(rt ) = (2)
ηr p(Θt |rt )p(zt |rt )
∫
p(rt |rt−1)bel(rt−1) drt−1
bel(xt ) = (3)
ηx
p(zt |rt, xt )
p(zt |rt )
∫
p(xt |xt−1)bel(xt−1) dxt−1
The equations above resemble prediction and the update
step of a Bayesian filter: the integral terms predict the new
belief via the transition model from the old belief and the
terms in front of the integrals update the predicted beliefs
via the observation model. The observation of the camera zt
is the effect of the two causes: rt and xt . Consequently, the
likelihood p(zt |rt ) of measuring a particular depth image
given the robots pose appears in both eq. (2) and (3).
Intuitively p(zt |rt ) weights bel(xt ) and bel(rt ): A high
confidence that an observation is caused by a certain robot
pose rt reduces the probability of the observation being caused
by a certain bone pose xt .
To simplify the problem, the robots joint encoders are
assumed to be highly accurate so the robots true state
approximately matches the measured state:
rt ≈ Θt (4)
Additionally, the position of robots base is assumed to be
quasi-static during the operation, which implies p(zt |rt ) ≈ 1
so the belief of the bones state from eq. (3) becomes:
bel(xt ) = ηxp(zt |Θt, xt )
∫
p(xt |xt−1)p(xt−1)dxt−1 (5)
While eq. (5) does not explicitly account for movements of
the robots base or offsets in the robots joint encoders, these
effects are corrected implicitly as the estimated bone pose xt
is corrected by the camera measurements zt .
B. Transition Model
The transition model predicts the movement of the bone,
which, for example, is caused by surgeons repositioning the
patient. Therefore, the bones dynamics are described by a
decaying velocity model which is perturbed by white noise
accelerations wt . If no force is continuously applied to the
bone, it looses energy due to friction over time. The state
xt of the bone is described by the vector (pt, vt, qt,ωt ): the
three dimensional cartesian position and velocity as well
as the orientation represented as quaternion and the three
dimensional angular rate. The cartesian position and velocity
are described by a time-discrete linear state space model:(
pt
vt
)
=
(
I ∆T I
0 λv I
) (
pt−1
vt−1
)
+
(
∆T 2
2 I
∆T I
)
wt,p (6)
In the equation above ∆T is the sample time of the algorithm,
I the identity matrix and λv ∈ [0, 1] the velocity decay factor.
The perturbations wt,p are normally distributed, for example
with a standard deviation of 5 m/s2. If the scene is expected
to be quasi-static and the tracked object to be occluded
frequently, λv = 0 is a reasonable choice because errors
in the velocity estimates are not integrated into the state and
the estimated pose drifts more slowly. However, a lambda
of zero leads to only a small region around the current pose
being covered by the predicted particles because the current
velocity is ignored. Therefore a non-zero lambda, for example
λv = 0.95, is required to enable a stable tracking of fast
motions. In this case the integration causes the uncertainty
to grow quickly with large sample times ∆T . To improve the
tracking stability, a small sample time and therefore a high
tracking rate is beneficial.
Quaternions are used to represent the orientation qt of
the bone, because they do not suffer from gimbal locks
and are computationally more efficient than Euler angles
or rotation matrices. However, angular rates ωt can not be
directly represented as quaternions. To derive a transition
model which contains both, quaternions and angular rates,
consider the time-derivative of a quaternion:
Ûq(t) = 1
2
q(t) ⊗ ω(t) (7)
The symbol ⊗ in the equation above denotes the quaternion
product. Approximating qt with a Taylor series leads to the
discrete backward integration rule [32]:
qt = qt−1 ⊗ e
∆T
2 ωt (8)
The quaternion representation of the incremental rotation
∆Tωt can be calculated with the following equation:
e
∆T
2 ωt =
(
cos
∆T
2 ωt

ωt
‖ωt ‖ sin
∆T
2 ωt
) (9)
Since the incremental rotation ∆Tωt is a linear approximation,
a linear prediction model similar to eq. (6) can be used [33]:(
∆Tωt
ωt
)
=
(
∆T I
λv I
)
ωt−1 +
(
∆T 2
2 I
∆T I
)
wt,ω (10)
The parameters ∆T and λv are the same as in eq. (6). The
perturbations wt,ω are normally distributed, for example with
a standard deviation of 50 rad/s2. The result of combining
eq. (10) with (9) and (8) is a non-linear transition model for
the orientation, which is natively supported by the PF.
C. Observation Model
A beam model similar to [26] is used, which interprets
each pixel i as a beam hitting an object at the distance zi . The
likelihood of measuring a depth of zi given an expected depth
of z∗i is visualized in Fig. 2 and modeled by the following
equation:
p
(
zi |z∗i
)
= wupu + wepe
(
zi |z∗i
)
+ wnpn
(
zi |z∗i
)
(11)
The model is a superposition of three probability den-
sity functions: a uniform distribution pu , an exponential
distribution pe and a normal distribution pn. As stated by
Wu¨thrich et al. [34], the algorithm is insensitive to the
selection of the weight parameters wu,we and wn. As long
as all of the weights are non-zero, the tracking is stable. First,
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Fig. 2. Qualitative observation model for a single depth pixel. The model
is a superposition of an exponential, a normal and a uniform distribution.
the uniform distribution handles random measurements like
invalid depth values or outliers. It is parametrized by the
maximum measuring distance of the camera:
pu =
1
zmax
(12)
Note that pu is theoretically constrained to the maximum
measuring distance zmax but as outliers might occur out of this
range the same probability is assigned to values exceeding the
maximum (see Fig. 2). Second, the probability of occlusions
is formulated implicitly like proposed by Thrun et al. to save
computation resources and enable higher tracking rates [35].
The probability of observing a random object which occludes
the bone decreases exponentially with the depth zi:
pe
(
zi |z∗i
)
=
{
λee
−λe zi
1−e−λe z∗i
0 < zi < z∗i
0 otherwise
(13)
The exponential decay constant λe is chosen so that the
probability of observing an occluding object is halved every
meter. Since an occlusion can only occur in front of the
bone, the exponential distribution is limited and normalized
to the interval [0; z∗i ]. Third, a normal distribution with the
expected depth z∗i as mean is used to model the probability
of observing the bone:
pn
(
zi |z∗i
)
=
{
ηN
(
zi; z∗i ,
(
σ(z∗i )
)2) 0 < zi < z∗i
0 otherwise
(14)
It can be shown that the standard deviation σ(zi) of depth
measurements from stereo cameras grows quadratically with
the distance [36]. Additionally some base noise is added since
overestimating the noise is beneficial for robust filtering [35]:
σ
(
z∗i
)
= k
(
z∗i
)2
+ σbase (15)
The standard deviation σ
(
z∗i
)
is in the order of a few
millimeters and very small compared to the interval [0; z∗i ].
Therefore, the normalization constant η from eq. (14) can be
approximated as one to save computation power.
Finally, the likelihood of a pose hypothesis has to be
estimated not only for a single pixel but for the whole image.
For every pixel of the measured image zt the likelihood is
Fig. 3. A measured depth image zt and a rendered depth image z∗t for the
pose hypothesis xt overlayed in blue. In this picture a 3D printed model of
an iliac is placed in a cluttered scene and partially occluded by a calculator
and a cup.
computed via eq. (11), by using the expected depth from
a rendered depth image z∗t for the pose hypothesis xt . To
render an accurate depth image, a calibration of the cameras
extrinsics and intrinsics has to be executed, for example via
OpenCV and a ChArUco board [37]. Assuming that each
pixel is an independent measurement, the likelihood of the
image is the product of all pixel likelihoods:
p (zt |Θt, xt ) = p
(
zt |z∗t
)
=
Np∏
i=1
p(zi,t |z∗i,t ) (16)
Two problems arise from this formulation: First, many of the
rendered pixels have a depth of zero since the CAD model
only covers a small region of the image (compare Fig. 3).
The solution is to assign a likelihood of one to pixels with
an expected depth of zero, as any measurement is good for
these pixels. Second, many pixel likelihoods are much smaller
than one and the multiplication of many small values results
in a cumulative likelihood of zero because of the limited
precision of the computer. This numerical issue can be solved
by calculating the log-likelihoods instead. Consequently the
values are scaled and the product from eq. (16) becomes a
sum:
ln (p (zt |Θt, xt )) =
Np∑
i=1
ln
(
p(zi,t |z∗i,t )
)
(17)
To enable a high tracking rate, the calculation of the log-
likelihoods is carried out highly parallelized on a GPU.
Similar to [26], all of the pose hypotheses are rendered into
one large texture with different viewports via OpenGL, which
automatically handles self occlusions in the depth buffer. The
calculation of the likelihoods is executed in a compute shader:
one work group is dispatched for every rendered pose and 128
threads are launched locally in each work group to calculate
the pixels log-likelihoods.
D. Logarithmic Particle Filter
Numerical issues do not only result from the high dimen-
sional observations but also from the high dimensional state
space. This leads to many particles having a weight close to
Algorithm 1: Systematic Resampling in Log-Domain.
Result: resampled particle states xˆ and logarithmic
weights wˆ
Input: particle states x and logarithmic weights w¯
c← w¯[ 0 ]; // cumulative log-weight
r ← random(0, 1/Np); // starting point
i ← 1; // current sample
for n← 0 to Ns do
// sample from position U
U ← ln (r + n/Np );
while U > c do
i ← i + 1;
// Jacobian logarithm
c← max (c, w¯[ i ] ) + ln (1 + exp(−| c − w¯[ i ] | ));
end
xˆ[ n ]← x[ i ];
ˆˆw[ n ]← 1/Np;
end
zero and causes problems during the weight normalization and
resampling step of the PF. Using logarithmic weights instead
leads to a higher numerical stability of the PF algorithm.
Thus, a modified version of the log-PF, proposed by Gentner
et al. [38], is used. In this formulation the weights are stored
logarithmically as w¯j,t = ln(wj,t ) and the weight update and
resampling steps are carried out in logarithmic space.
Given a set of Np particles with the states xj,t and
logarithmic weights w¯j,t−1, the update from eq. (5) is divided
into a weight update and a normalization step. The weight
update in logarithmic domain turns the product into a sum:
w¯j,t = ln
(
wj,t−1 p(zt |Θt, xt )
)
= w¯j,t−1 + ln (p(zt |Θt, xt )) (18)
The weight normalization requires calculating the sum of the
weights, which is commonly approximated by the log-sum-
exp (LSE) function to avoid underflows:
w¯j,t ← ln
(
wj,t∑Nw
j=1 wj,t
)
≈ w¯j,t − LSE
(
w¯1,t , . . . , w¯Nw,t
)
(19)
Finally, the high dimensionality of the state space causes
the particles to degenerate quickly so they have to be
resampled frequently. The resampling step is carried out
with a systematic resampling scheme in the logarithmic
domain, see Alg. 1. By selecting a random starting point
in the interval [0; N−1p ] and systematically iterating over the
weights, the sampling variance and computational complexity
can be minimized [35].
IV. EXPERIMENTAL SETUP
Experiments were conducted to validate that the developed
PF is generally capable of reliably tracking the pose of an iliac
crest during an osteotomy. As a preliminary step of guiding
an actively cutting robot, an AR template was projected on
Fig. 4. Resection of the hockey (left) and box (right) AR templates projected
on the iliac crest of a corpse. Note that the box transplant has already been
removed and the projection of the hockey remains stable.
the iliac crest by the pose estimates of the presented PF. This
AR template was used by surgeons from the department of
oral and maxillofacial surgery, Aachen university hospital, to
manually resect transplants for the mandibular reconstruction
(see Fig. 4). For this purpose, a portable Optoma ML750ST
projector was mounted above an Intel Realsense D415 camera
on the flange of a KUKA LRB iiwa R820.
The experiments were prepared by performing a CT scan
of the pelvis, cleaning the data and transferring it into a
planning software. In the planning software, a 3D model of
the iliac crest was extracted together with a 3D model of
the planned transplant which served as model for the AR
projection. An additional model had to be constructed via
CAD to serve as conventional physical template and was then
manufactured with a 3D printer. The AR templates were used
in one half of the experiments, the other half was executed
with conventional 3D printed templates which were screwed
to the bones.
In the first series of experiments, iliac crest models were
3D printed from the CT scans of the pelvis from five real
patients. For the left and the right iliac crest, a hockey and a
box shaped template was planned. Consequently 20 different
transplants were cut out via the AR and the conventional
template respectively. During the plastic bone experiments,
the PF was executed on the CPU with 200 particles on
downsampled images with a size of 80x60 px.
In the second series of experiments, the transplants were cut
out from five corpses. Opposed to the first series, where only
one transplant was resected per iliac crest, two transplants
were resected from each iliac crest of a corpse. For every
patient one of the iliac crests was resected via the AR
templates and the other one via the conventional templates. In
total, ten transplants were cut out via the AR templates and
ten transplants were cut out via the conventional templates.
For both template types, the time required from aligning
the template until successfully removing the transplant was
measured. To ensure equivalent starting conditions, the
dissection of the bones was executed before starting the time
measurements. Procedure specific preparations are included
in the time measurements. The AR template experiments
AR box AR hockey Con. box Con. hockey
[s] [s] [s] [s]
min 136 66 105 137
mean 232.2 132 144.5 166.8
max 377 208 234 188
TABLE I
TIME MEASUREMENTS FOR CORPS STUDY VIA AR TEMPLATES AND
CONVENTIONAL TEMPLATES. FOR EACH TEMPLATE TYPE, BOX AND
HOCKEY SHAPED TRANSPLANTS WERE CUT OUT.
include a manual initialization step using ROS interactive
markers which are coarsely aligned to the measured point
cloud. The conventional templates require pre-drilling of holes
and the attachment with screws. For the corpse study a GPU
implementation was added and the PF ran with 1500 particles
on depth images of 160x120 px at 30Hz.
The PF, the rendering of the AR template and data
recording were executed on a notebook with an Intel Core i7-
7700HQ CPU, 16GB of RAM and a Nvidia GeForce 940MX
GPU.
V. RESULTS AND DISCUSSION
During the plastic bone experiments 20 transplants were
successfully cut out using the AR templates and 20 using the
conventional templates. The PF had proven to be generally
capable of tracking the pose of an iliac crest during the
resection, with partial occlusions (see Fig. 3 and Fig. 4).
However, in these preliminary experiments one major issues
became apparent: the particle filter failed frequently when
the bones were reorientated and the PF had to be reinitialized
manually. One possible explanation of the failures is that the
predicted particle cloud was too small to track larger pose
offsets between two camera images. However, increasing the
perturbations of the transition model in eq. (6) and (10) made
the tracking unstable in static scenes. This behavior could be
explained by the fact that the cloud of 200 particles became
to sparse to estimate the true pose. As a consequence, a GPU
implementation was developed to allow larger particle clouds
by increasing the number of particles.
The GPU implementation was used in the corpse study
and has proven to be more stable with only a few tracking
failures during the resection of the bones. Even though the
GPU implementation of the PF can run at 90Hz with 700
particles on images with a size of 100x75 px, a lower frame
rate of 30Hz had to be used during the experiments as the data
recorder caused a bottleneck. Nevertheless, ten transplants
were successfully lifted from five iliac crests using the AR
templates and another ten using the conventional templates.
As illustrated in Fig. 4, the tracking remained stable even after
the first transplant had been removed and partial occlusions
caused by the surrounding tissue and the surgeon. These
observations reinforce the assumption that all three probability
distributions from eq. (11) are required to enable a stable
tracking: the exponential distribution covers occlusions, the
normal distribution the expected depths and the uniform
distribution outliers like the removed piec.
The results of the time measurements of the procedures
show that transplants can be cut out as quickly as with the
conventional templates (see Table I). However, some of the
PF based procedures have taken significantly longer due to
the manual initialization of the algorithm. Even though only
a coarse initialization is required, as the PF converges over
time, it can be difficult to distinguish the bone from the
surrounding tissue in the point cloud. A possible solution
could be, to initialize the system by coarsely aligning the
projected template to the physical bone using the impedance
control of the KUKA LBR iiwa.
In terms of usability, the real benefit of the developed
system becomes apparent when the preparation time spent
on the CAD construction of the templates is considered. The
preparation of the AR templates is finished after specifying
the osteotomy planes, cutting the 3D model with these
planes and exporting the transplant as 3D model. After this
step the conventional templates require up to two hours of
construction work. Additional time is required for 3D printing
and delivering the sterile templates. In contrast the PF in
conjunction with AR templates enables rapid adjustments of
the planned geometries.
VI. CONCLUSION
The depth camera based particle filter (PF) has proven to
be a suitable solution for the navigation in osteotomies. As
the depth images offer sufficient geometrical information,
no fiducial markers are required which inflict additional
damage to the bone and require an additional registration step.
Moreover, the PF seamlessly integrates into the workflow of
the surgeons, as the required 3D model is easily exported
from the planning tool and no physical templates need to
be manufactured. The presented work has shown, that the
usability of the PF in conjunction with an projected AR
template is equal to the usability of conventional 3D printed
templates. The PF allows a temporal consistent tracking of a
bones pose at a rate of 90Hz which could allow to control
an actively cutting robot in future works. Topics of future
research include the automatic initializations using a pose
estimation algorithm [16], [18] to replace the error-prone
manual initialization step and further improve the usability
and reduce the operative time. Additionally failures of the
pose tracking have to be detected automatically to guarantee
the safe usage of an actively cutting robot.
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