Given an integer ≥ 1, a (1, ≤ )-identifying code in a digraph is a dominating subset C of vertices such that all distinct subsets of vertices of cardinality at most have distinct closed in-neighbourhood within C. In this paper, we prove that every k-iterated line digraph of minimum in-degree at least 2 and k ≥ 2, or minimum indegree at least 3 and k ≥ 1, admits a (1, ≤ )-identifying code with ≤ 2, and in any case it does not admit a (1, ≤ )-identifying code for ≥ 3. Moreover, we find that the identifying number of a line digraph is lower bounded by the size of the original digraph minus its order. Furthermore, this lower bound is attained for oriented graphs of minimum in-degree at least 2.
Introduction
In this paper we study the concept of (1, ≤ )-identifying codes in line digraphs, where ≥ 1 is an integer. In [2] , the authors studied the (1, ≤ )-identifying codes in digraphs, and gave some sufficient conditions for a digraph of minimum in-degree δ − ≥ 1 to admit a (1, ≤ )-identifying code for = δ − , δ − + 1. Regarding line graphs, Foucaud, Gravier, Naserasr, Parreau, and Valicov [6] studied (1, ≤ 1)-identifying codes and Junnila and Laihonen [9] studied (1, ≤ )-identifying codes for ≥ 2.
We consider simple digraphs without loops or multiple edges. Unless otherwise stated, we follow the book by Bang-Jensen and Gutin [3] for terminology and definitions. For a given integer ≥ 1, a vertex subset C ⊂ V (D) is a (1, ≤ )-identifying code in D if it is a dominating set and for all distinct subsets X, Y ⊂ V (D), with 1 ≤ |X|, |Y | ≤ , we have
The definition of a (1, ≤ )-identifying code for graphs was introduced by Karpovsky, Chakrabarty and Levitin [10] , and its definition can be obtained from (1) by omitting the superscript signs minus. Thus, the definition for digraphs is a natural extension of the concept of (1, ≤ )-identifying codes in graphs. A (1, ≤ 1)-identifying code is known as an identifying code. Thus, an identifying code of a graph is a dominating set, such that any two vertices of the graph have distinct closed neighborhoods within this set. Identifying codes model fault-diagnosis in multiprocessor systems, and these are used in other applications, such as the design of emergency sensor networks. For more information on these applications, see Karpovsky, Chakrabarty, and Levitin [10] and Laifenfeld, Trachtenberg, Cohen and Starobinski [11] .
Note that if C is a (1, ≤ )-identifying code in a digraph D, then the whole set of vertices V (D) also is. Thus, a digraph D admits some (1, ≤ )-identifying code if and only 
We recall that a transitive tournament of 3 vertices is denoted by T T 3 , as shown in Figure 1 .
Identifying codes in line digraphs
In the line digraph LD of a digraph D, each vertex represents an arc of D. Thus, V (LD) = {uv : (u, v) ∈ A(D)}; and a vertex uv is adjacent to a vertex wz if and only if v = w, that is, when the arc (u, v) is adjacent to the arc (w, z) in D. For any integer k ≥ 1, the
From the definition, it is evident that the order of LD equals the size of D, that is, |V (LD)| = |A(D)|. Due to the bijection between the set of arcs in the digraph D and the set of vertices in the digraph LD, when it is clear from the context, we use uv to denote both the arc in A(D) and the vertex in V (LD). Hence, for each vertex v ∈ V (D), the set of arcs ω + (v) in D corresponds to a set of vertices in LD. If D is a strongly connected digraph different from a directed cycle with minimum degree δ, then the iterated line digraph
Yebra, and Alegre [5] , and Reddy, Kuhl, Hosseini, and Lee [12] .
A large known family of digraphs obtained with the line digraph technique is the family of Kautz digraphs. The Kautz digraph of degree d and diameter k is defined as the (k − 1)-iterated line digraph of the symmetric complete digraph of Figure 2 , is the line digraph of the symmetric complete digraph on three vertices. The semigirth γ was defined by Fàbrega and Fiol [4] as follows.
, be the greatest integer such that, for any x, y ∈ V (G):
1. if dist (x, y) < γ, the shortest x → y path is unique and there are no paths of length dist (x, y) + 1;
2. if dist (x, y) = γ, there is only one shortest x → y path.
Note that, as D has no loops, γ ≥ 1. In [4] it was also proved that, if D is a strongly connected digraph without loops and different from a directed cycle, then γ(L k D) = γ +k.
From now on we are going to consider strongly connected digraphs.
(ii) the paths of length two are unique.
Observe that for any line digraph LD different from a directed cycle, γ(LD) ≥ 2, therefore by Remark 2.1, any line digraph is T T 3 -free. As a consequence, we can write the following result.
Proposition 2.1. The line digraph of a strongly connected digraph of order at least 3 admits a (1, ≤ 1)-identifying code.
The following result is a direct consequence of Remark 2.1 (ii) and the definition of line digraph.
Lemma 2.1. Let LD be a line digraph. (ii) There are no two digons incident with the same vertex.
In [2] , the authors proved that if D is a digraph of minimum in-degree δ − admitting a (1, ≤ δ − + 1)-identifying code, then the vertices of minimum in-degree does not lay on a digon. In the following theorem, we give sufficient and necessary conditions for a line digraph to admit a (1, ≤ 2)-identifying code. Proof. Let LD be a line digraph satisfying the hypothesis of the theorem. First, suppose that LD does not satisfy (i). Hence, let (z, y, x, z) be a 3-cycle such that
, implying that LD does not admit an identifying code. Second, suppose that LD does not satisfy (ii). Let X = {x, x } and Y = {y, y }, where x, x , y, y are four different vertices of LD such that Figure 3 (b)). Hence, by the Heuchenne's condition N − (x ) = N − (y), it follows that
Therefore, LD does not admit a (1, ≤ 2)-identifying code. Now, suppose that LD does not satisfy (iii). Let X = {x, x } and Y = {y, y }, where N − (x) = {y, y }, N − (y) = {x, x }, and N − (x ) ∩ N − (y ) = ∅ (see Figure 3 (c) ). Since, by the Heuchenne's condition N − (x ) = N − (y ), it follows that
Therefore, LD does not admit a (1, ≤ 2)-identifying code.
For the converse, let X, Y ⊂ V (LD) be two different subsets such that 1 ≤ |X| ≤ |Y | ≤ 2 and
, there is at least one vertex z ∈ N − (y) ∩ N − (x) because there are no vertices of in-degree 1 laying on a digon, and clearly the same happens if d − (y) ≥ 2, reaching a contradiction to Remark 2.1 (i). Hence, |X| = 2, and there are two cases to be considered. First, let us suppose that X ∩ Y = ∅. Let X = {x, z} and Y = {y, z}. If there is an arc between x and y, say yx ∈ A(LD), then by Remark 2.
. Therefore, (x, z, y, x) is a 3-cycle of LD with two vertices of in-degree 1, implying that LD does not satisfy (i). Now, suppose that there are no arcs between x and y. Since x ∈ N − [Y ] and y ∈ N − [X], it follows that x, y ∈ N − (z). Hence, by Remark 2.1 (i) and 
∈ N − (y), implying that y ∈ N − (y). Then, by Lemma 2.1 (ii) and Remark 2.1 (i), x, y / ∈ N − (x )∪N − (y ), implying that there is a vertex u ∈ (N − (x ) ∩ N − (y )) \ (X ∪ Y ). Therefore, LD does not satisfy (iii). If x ∈ N − (y), then y / ∈ N − (y), implying that y ∈ N − (x). Then, by Lemma 2.1 (ii) and Remark 2.1 (i),
, there are two cases to be considered. If x ∈ N − (y), then N − (x ) ∩ (N − (y) ∪ N − (y )), and by Lemma 2.1 (ii) and since LD is T T 3 -free, N − (x) = {y }, implying that d − (y) = d − (y ) = 1. Hence, LD would be a 4-cycle, since LD is a strongly connected digraph, a contradiction. Therefore,
∈ N − (y) and y / ∈ N − (x ). Then, there is u ∈ N − (x ) \ (X ∪ Y ), implying that u ∈ N − (y) and, hence, LD does not satisfy (iii). Thus, this completes the proof.
Notice that, according to the above theorem, if a line digraph with minimum indegree δ − ≥ 2 does not admit a (1, ≤ 2)-identifying code, then δ − = 2. Note that γ(L k D) = k + 1 ≥ 3 if k ≥ 2, which implies by Definition 2.1 that L k D does not contain two vertices satisfying the hypothesis of Theorem 2.1. Therefore, we have the following result.
Corollary 2.1. Let L k D be a line digraph with minimum in-degree δ − ≥ 2.
(ii) If k = 1 and δ − ≥ 3, then LD admits a (1, ≤ 2)-identifying code. Corollary 2.2. For each n ≥ 3, the Kautz digraph K(n, 2) = LK n+1 admits a (1, ≤ 2)-identifying code.
By Corollary 2.1 (iii), the Kautz digraph K(2, 2) = LK 3 (see Figure 2 ) does not admit a (1, ≤ 2)-identifying code. Then, the condition k ≥ 2 in Corollary 2.1 (i) is necessary. Remark 2.2. Let D be a digraph with minimum in-degree δ − ≥ 2. Then, there exists a vertex u ∈ V (D) such that d + (u) ≥ 2. It is enough to observe that if d + (u) < 2 for all u ∈ V (D), then we would reach the contradiction:
Consequently, any line digraph LD with minimum in-degree δ − ≥ 2 contains at least two vertices with the same in-neighborhood by the Heuchenne's condition. 
The identifying number of a line digraph
Foucaud, Naserasr, et al. [6] characterized the digraphs that only admit as identifying code the whole set of vertices. Let us introduce the terminology used for this characterization. Proof. Let w ∈ V (LD) and
• an arc-dominating set of D, that is, for each arc uv ∈ A(D), ({uv} ∪ ω − [u]) ∩ C = ∅, and
• an arc-separating set of D, that is, for each pair uv, wz ∈ A(D) (uv = wz),
Hence, a line digraph LD admits a (1, ≤ )-identifying code if and only if D admits a (1, ≤ )-arc-identifying code. As a consequence, the minimum size of an identifying code of a digraph D, − → γ ID (LD), is equivalent to the minimum size of an arc-identifying code of its line digraph LD.
Proof. By Remark 2.1 (i), LD admits an identifying code. Let C be an arc-identifying code of D. Then, by Lemma 3.1, 
Proof. First suppose that C is an arc-identifying code of D. The first part of (i) follows directly from Lemma 3.1. For the second one, let v ∈ V (D) be such that |ω + (v) \ C| = 1 and let vx ∈ ω + (v)\C. Hence, ({vx}∪ω − (v))∩C = ω − (v)∩C. Since C is an arc-identifying code, ({vx} ∪ ω − (v)) ∩ C = ∅, hence C satisfies (i). To prove (ii), let uv ∈ C be such that
Now, suppose that C is a set of arcs of D satisfying (i) and (ii), and let us show that C is an arc-identifying code. Let us show that C is an arc-dominating set of
Therefore, C is an arc-dominating set of D. Next, let us prove that C is an arc-separating set of D. On the contrary, suppose that there are two different arcs ab and cd, such that ({ab} ∪ ω − (a)) ∩ C = ({cd} ∪ ω − (c)) ∩ C. First, let us assume that ab, cd / ∈ C. If we take an arc uv
∩C, a contradiction. Therefore, C is an arc-separating set. This completes the proof. Now we present an algorithm for constructing an arc-identifying code of a given strongly connected oriented graph with minimum in-degree δ − ≥ 2. 
satisfying the requirements of Theorem 3.2.
Proof. By construction, given Algorithm 3.1, we can check that for every
Since the algorithm finishes when the set Y is equal to V (D), it follows that v ∈ Y at a certain step of the algorithm. Then, v ∈ N + (t) \ {z} for a certain t and z in the algorithm, which implies that tv ∈ ω + (t) \ {tz} ⊂ C. Then, ω − (v) ∩ C = ∅ and Theorem 3.2 (i) holds. Finally, since D is oriented, for all uv ∈ C, clearly vu ∈ A(D), and we have
Hence, Theorem 3.2 (ii) also holds. Therefore, C is an arc-identifying code of D and
As a consequence of Theorems 3.1 and 3.3, we can conclude the following corollary.
Corollary 3.1. Let D be a strongly connected oriented graph with minimum in-degree δ − ≥ 2. Then, the following assertions hold.
Next, we also present a result for all Hamiltonian digraphs of minimum degree at least two, not necessarily oriented. To extend the Corollary 3.2 to K(2, k) we need the 1-factorization of Kautz digraphs obtained by Tvrdík [13] . This 1-factorization uses the following operation. Proof. It is easy to check in Figure 2 that C = {uv, vw, wu} is an identifying code of K(2, 2), then γ ID (K(2, 2)) = 3 and the theorem holds for k = 2. Suppose that k ≥ 3 and let us study the Kautz digraph K(2, k − 1). By Theorem 3.5, we can consider a partition of the arcs of K(2, k − 1) into two 1-factors F 0 and F 1 , such that the cycles of F i are closed under the operation called σ +i 1 , given in Definition 3.3. It is not difficult to see that the relation σ +0 1 preserves digons, implying that all the digons of K(2, k − 1) belong to the family F 0 . Hence, since F 1 is a 1-factor of K(2, k − 1), it is clear that the set of arcs in F 1 , say A 1 , satisfies the conditions of Theorem 3.2. Therefore, A 1 is an arc-identifying code of K(2, k − 1), that is, an identifying code of K(2, k). Therefore, γ ID (K(2, k)) = |A 1 | = |V (K(2, k−1)| = 3·2 k−2 = 2 k −2 k−2 , and the proof is complete.
