Recognizing partially occluded objects requires off-line modeling and planning, and runtime recognition. After deriving a customized method, we can compare recognition with and without off-line planning.
R ecognizing partially occluded parts has great interest for automating batch manufacturing and thus has been an active research topic for the last decade. Initial work in the domain of object recognition has concentrated on solving simple situations such as isolated parts lying on a planar surface: The parts can be recognized using binary images from which silhouettes are extracted and global features measured. A part is said to be recognized whenever a set of measured features matches a set of prestored features that best describes the part. This strategy supposes that the objects have been previously separated by mechanical devices such as shakers, bowlfeeders, conveyors, or other specialpurpose arrangements.
A universal solution to the problem of object separation based on a purely mechanical system does not seem to exist. Moreover, it would be economically expensive because every object requires the design of a specific mechanical configuration, and ill-adapted whenever an object needs to be manipulated with care. Therefore, a vision system capable of recognizing parts when they touch or partially overlap each other could be very useful for achieving flexible automation. When parts overlap, image analysis becomes a much more complex process.
Since global features are not available from a partial view, we must consider local features. The identification of an object depends in general on some prominent features characterizing it. The absence from the image of one or more of these features due to occlusion or noisy data increases the difficulty of correct recognition, since hidden components cannot guide the analysis. We must find alternative solutions. Finally, there is no one-to-one correspondence between image and object features. We must build and search an interpretation space for possible solutions: image-toobject matches.
Several object recognition systems coping with partially hidden objects have already been developed. The best performing ones are model-based: they match observed local features to stored models. The basic differences between these systems are the type of object representations they employ and the matching strategies they apply.
A first approach consists of describing the shape of Whole circles are more reliable than short circular arcs. Convex edges are more likely to be detected than concave ones. * Discriminating power: Circular arcs have one more intrinsic parameter than lines-their radius. In theory, the radius of an image arc is independent of how much of the arc is actually seen. In practice, longer arcs are more reliable than short ones because the reliability of the least squares criterion used for approximating a set of edge points increases with the number of approximated data points.
The runtime system
The runtime system comprises two processes: image segmentation and imageto-object matching. We use standard methods for performing edge detection, linking, and segmentation. The straight lines and circular arcs thus detected are further classified according to their expected utility. The criteria used for this runtime classification are the same as the ones used for off-line planning. where mi is the length (the arc length for a circular arc) of a model feature, 1i is the length of the image feature assigned to the model feature within a match, and n is the size of the clique (the number of nodes in the match).
The heuristic for accepting a match requires that n is greater than or equal to M and that the error measure is less than an allowed tolerance. The heuristic for rejecting a match follows: If, at any stage of the search, the number of nodes in the current match (n) augmented by the number of model features that remain to be verified is smaller than M, the search is abandoned.
Experimental results
The recognition strategy described above has been applied to the image of Figure Table 2 compares the global results of recognizing the objects of Figure 3 in the presence of off-line planning with the results obtained with the same runtime strategy omitting the planning process. In this case, the planning increases the speed of the recognition by a factor of 2.5.
The recognition strategy has been tested on many different objects. Figure 4a shows three overlapping parts and Figure  4b shows the result of recognition. In this case, the global results are almost the same with or without planning (see Table 3 ). This is explained by the fact that the features allowing one face to be distinguished from the other are less likely to be seen in the image than the features that are identical for both faces.
The results obtained with the last example (Figure 4c and 4d) are shown in Table  4 . Here again the planning procedure increases the speed of recognition by a factor of 2.
In this last example, the algorithm correctly found two objects and misinterpreted the third one: the locational parameters are correct, but the stable position is not. This occurs because, first, the two stable positions exhibit almost the same feature configurations and, second, the recognition process is a trade-off between the ability to make a quick decision and the correctness of this decision. In the case of an exhaustive search, correctness is maximal, but the computation time lies well beyond acceptable limits. A ny model-based vision system confronts the combinatorial explosion of its search space. This is an inherent problem with this approach. We believe that "image feature grouping" is the key to an efficient reduction of the search space, and we plan to investigate general-purpose feature grouping techniques.
In the future we plan to implement models of more objects and to evaluate our system more deeply. However, we do not believe that a single technique will be general enough to recognize a large class of objects efficiently. 
