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R E S U M O 
.- -
_ 
Um algoritmo computacional para a determinação de 
parâmetros de controladores ê apresentado. São considerados pro- 
cessos que possam ser representados por modelos lineares e cujos 
controladores possuam estrutura linear prë~fixada. ` ld' 
. O algoritmo busca posicionar os polos do sistema em 
uma região de estabilidade através de modificações mínimas nos va 
lores nominais dos parâmetros. A solução do problema ë obtidaêﬁxa 
vês da resolução de uma sequência de sub-problemas usando Progra- 
~ ~ - ~ maçao Linear. Nestes sub-prob1emas¡ as funçoes objetivas sao as 
somas dos desvios dos parâmetros de seus valores presentes,enquan 
to que as restrições incorporam as sensibilidades dos Vauto-valg 
res. ' ` ' - 
Úm sistema real de duas máquinas interligadas entre 
si e com o equivalente do resto do sistema ê apresentado comoemem 
plo-teste.
A B S T R A C T ' 
. 
" A computational algorithm for the`determination of 
the parameters of controllers is presented. The process and Vthe 
controller are assumed linear. The structure of the controller 
is prespecified. The algorithm consists in positioning the poles 
of the composite system formed of the process and the controller 
by minimal modifications of the parameters of the controller in 
relation to their nominal values. The problem is solved by resol 
ving a sequence of-subproblems using Linear programming. The per- 
formance indices of the subproblems are the sum of parameters 
desviations from their nominal values and the constraint set in 
corporates the eigen-values sensitivity matrix. An exemple of 
determination of the parameters of the regulators and stabilyes 
of two-machine'interconnected power system is presented.
\
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C A P I T U L O I 
__‹ 
INTRODUÇÃO 
Existem duas formas de abordagem para o projeto de 
controladores lineares para processos lineares [l]. Na primeira de 
las a estrutura do controlador ê livre, e o projetista pode deter 
miná~la levando em conta os requisitos de estabilidade e os obje 
tivos a serem atendidos pelo processoz Na outra forma de abordagem 
a estrutura do controlador já ë determinada, e ao projetista_resta 
a liberdade para manipular os parâmetros visando obter a estabili 
dade e um bom comportamento transitório para 0 sistema. 





No caso desse tipo de abordagem, tanto a estrutura 
A ` ~ do controlador como os seus parametros sao obtidos de forma direta 
através da aplicação da Teoria do Controle Ótimo [2] ou da Teoria
~ do Controle Moderno [31. As soluçoes obtidas envolvem estruturas 
onde o número de parâmetros disponíveis para ajuste ê igual â or 
dem do sistema processo + controlador, o que possibilita a estabi 
~ ~ 4 ~ lizaçao do sistema total em malha fechada e tambem a obtençao de 
qualquer amortecimento desejado, desde que não haja restrições sg 
bre os valores dos parâmetros. Em contrapartida, muitas vezes es
~ sas estruturas sao de ordem elevada, o que contribui para o cresci 
mento da ordem do sistema, âs vezes muito além do necessário, pa 
,__,_ . Ã. . r., _ . . ,r ,_ ._ N.. - .› --..-.«....».....-....-»..¬ «,¬.»........-....z.,..,_,.r,.,,...¬‹...'.-mz;-«-««›..«¬..‹¬_.«.-,» ~›z»‹› e
 
_z_
~ ra a obtençao de sua estabilidade e de.um comportamento .dinâmico 
que, embora represente uma alternativa de compromisso, seja porém 
satisfatório. ' 
i Dentre as estruturas que se obtêm quando o enfoque 
do problema requer esse tipo de abordagem, uma das mais simplescon 




FÍ9.I.II Estrutura de conirole usando realimentóção da 
2 agudos. Nash; caso,!odos os estada: do sistema ` sao_ mensurovaw 
'~ . '‹ ‹.. '.¢ *"'-V-vmzz.. - .‹, ' ' "` 4 `›<~'.À-.l. 
A grande vantagem dessa estrutura ë que a ordem do sistema não é 
aumentada, porque não são incluidos elementos dinâmicos no contrg 
lador, mas ainda assim pode-se posicionar os polos do sistema em 
qualquer região do plano complexo, desde que não haja restrições 
sobre os ganhos de realimentação. A dificuldade para a aplicação 
dessa estratégia ê a necessidade de que todos os estados do siste
~ ma sejam mensuráveis, o que na prática em geral nao acontece.
\
A ~ Para superar este problema uma soluçao ë usar obser
~ vadores de estados [5] para estimar os estados nao mensuráveis do 






O observador ê uma estrutura que.ê dirigida pelo sinal de erro en 
tre as saídas do sistema e do observador, além da entrada do _ pré 
prio sistema (ver Fig. 1.2). Para que^os_estados_estimado§¿” sejam _ 
realmente os estados nao mensuráveis do sistema, ê necessário que 
a estrutura do observador seja uma réplica exata do sistema. Nes 
te ponto surge uma questão de confiabilidade, uma vez que não se 
pode garantir que dois sistemas tenham exatamente a mesma estrutg 
ra. : g _ _z__ 
..,. _ . .-¿ ._ . ., . __ ›
- 
PROCESSO 
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Uma estrutura alternativa para o controlador ê a que 
resulta do uso de compensadores dinâmicos fõš (ver Fig. 1.3). Para 
o projeto desses compensadores consideram4se apenas os estados 
mensuráveis do sistema, mas com a sua inclusao a ordem do sistema' 
fica aumentada de um fator que ê relacionado com o índice de obser 
vabilidade do processo. O número de parâmetros disponíveis para 5 
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- Fíg.|.3I Esfrufura de controle usando ccmpensador dinâmica. A ordem do compensodor É 
fgmzíonqdg com índice de observobmçiqda do mstema sob controle 
° .¬.
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1.2. Abordagem para Controladores com Estrutura Prê~ 
Fixada ~ ` ._.._._...¬__... 
Neste tipo.de abordagem a estrutura do controlador 
ê determinada,e em geral o número de parâmetros disponíveis \_l. QM 
para ajuste ê menor do que a ordem do sistema. Por outro lado, cg 
mo os parâmetros em questão muitas vezes são elementos de uma es 
LJ. QM trutura~ existente, eles apresentam limitaçoes de natureza_ físi 
ca que restringem a escolha de seus valores dentro de intervalos
\ 
compreendidos entre limites inferiores e superiores. A combinação 
desses dois fatores acarreta o confinamento dos polos do sistema 
-.z no interior de uma regiao limitada do plano complexo. Dentro. des 
sa região busca-se posicionar os polos do sistema ã esquerda do ei
_5_.' 
xo imaginário para que ele seja estável. Para que a margem de esta 
bilidade seja tanto maior, busca-se esse posicionamento tanto ã es 
querda quanto possível [7j. 
O problema da determinação de parâmetros para contrg 
ladores com estrutura pré-fixada, em geral é abordado com auxílio
z 
de processos gráficos que envolvem as técnicas do Controle Clássi 
co (root-locus e abordagens de Nyquist e Bode), onde sao escolhi 
dos os parâmetros, e a seguir usa-se simulaçao para analisar a via 
bilidade da escolha. Com essas técnicas cada parâmetro é ajustado 
individualmente. Em sistemas de ordem elevada esse procedimento 
não é viável devido ao grande número de parâmetros envolvidos e 
também ã ordem do sistema. Neste caso, a soluçâo_mais imediata que 
surge é a representaçao desses sistemas por modelos de ordem, redu 
zida e com menor número de parâmetros [8]. No entanto, o recurso 
a este tipo de simplificação pode afetar negativamente a represen 
tatividade do modelo, e dessa maneira os resultados obtidos para 
~ ~ 4 ~ 4 os parâmetros ás vezes nao sao aproveitaveis. A outra soluçao - e 
usar o próprio modelo não-reduzido com maior número de parâmetros, 
porém mais representativo do sistema, e substituir 0 procedimento 
gráfico por um outro que seja mais sistemático, isto é, que cami 
nhe para uma soluçao de maneira progressiva e possa manipular ' tg 
dos os parâmetros simultaneamente [9]. ' d 
A contribuição deste trabalho consiste na elaboração 
e implementação em computador de um algoritmo em que, a cada itera
\ 
ção, os parâmetros do controlador sejam modificados segundo crité 
rios que levem os auto-valores do sistema a se posicionarem cada 
vez mais ã esquerda no plano complexo. As modificaçoes dos parâme 
_. tros sao feitas de tal modo que os desvios dos parâmetros de seus
...6.; 
valores presentes sejam mínimos. Usa-se Programação Linear Onde 
a função objetiva ë a somatória desses desvios,e as restrições- ig 
corporam as sensibilidades dos auto-valores e os limites inferior 
~ .. e superior que delimitam o intervalo de variaçao de cada parametro. 
Opcionalmente pode~se obter como sub-produto do algg 
ritmo as sensibilidades dos auto-valores em relação aos parâmetros 
do processo. Essas sensibilidades são úteis como elementos de anš 
lise do sistema. 
Para os casos em que o sistema pode ser colocado na 
forma descentralizada E sugerida a aplicação do algoritmo .em Í-' O L_._.I (D\ 
etapas de uma rotina processual mais ampla, que garanta um certo 
nível de hierarquização na estabilização de cada sub-sistema. 
p .O conteudo desse trabalho está dividido em _ alguns 
capítulos. No Capítulo II ë apresentada a formulaçao matemática do 
problema que busca a determinação dos parâmetros de controladores
~ com estrutura pré-fixada e o algoritmo que proporciona a soluçao
~ desse problema. No Capítulo III sao apresentadas as rotinas numëri
~ cas usadas na implementaçao do algoritmo em computador. No. capítg 
lo IV sao apresentados resultados obtidos para sistemas elétricos 





c A P Í T U L o I :_ 
DETERMINAÇÃO DE PARÂMETROS DE.CONTROLADORES LINEARES COM ESTRUÍQ 
RA PRÉ-FIXADA PARA PROCESSOS LINEÀRES 
2.1. Introdução 
. 'Além da falta de liberdade para a escolha da estru- 
tura do sistema, o projeto de controladores lineares com estrutu 
ra pré-fixada apresenta uma outra restrição que ë a limitação da 
faixa de valores que os seus parâmetros podem assumir. A combina 
ção dessas duas restrições resulta, em termos práticos, no surgi- 







-a -,~~ ze .sa V'
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F|g.2.í- Exemplo Hustratwo daç Reqaío de Confmcmento dos 'Polos de 
um Sistema 'Linear com Estrufuro Pre'-fnxada
_8_ 
os auto-valores do sistema podem ser posicionados. 
No caso de sistemas lineares este posicionamento ë 
muito importante porque ele ë o fator determinante das estabilida 
de do sistema. Daí porque, dentro dessa região que está ilustrada 
na Figura 2.1., busca-se posicionar os auto-valores do sistema em 
regioes tais que seja garantida uma maior margem de estabilidade 
para o sistema, o que corresponde a colocã-lo cada vez mais do la 
do da segurança. ” ~
p 
Depois de obtida a estabilidade com a margem deseja 
da, eventualmente também busca~se a obtenção de um comportamento 
adequado para as variáveis do sistema. ` 
Este capitulo apresenta a formulação matemática des 
se problema e o algoritmo elaborado para a busca de sua solução. 
2.2. Formulação Matemática e Objetivo 
.V _ 
Supondo~se um modelo linearizado em torno de um pen 
to de operação, qualquer sistema pode ser representado matematica 
mente na forma autônoma de espaço de estado por
O X = A(‹x)x. 
. (2.l) 
Esse modelo descreve o processo sob controle, os seus reguladores 
e/ou estabilizadores, transdutores, filtros, etc. O vetor x ê de 
ordem n,e as suas componentes são os estados que descrevem o sis-
R 
tema. O vetor a ë de ordem p,e os seus elementos são os parâmg 
tros ajustãveis dos reguladores e/ou estabilizadores cujas estru- 
turas consideram-se prêáixadas. A matriz A ë de ordem n x'n, e os
I'
-9_ 
~ ~ seus elementos sao os coeficientes das n equaçoes diferenciais de 
primeira ordem que descrevem o comportamento dinâmico do sistema. 
` Se a matriz A(d) possui auto-valores distintos, a 
solução da equação 2.1. pode ser escrita na forma_[ll] 
- À t À t 
'x(t) = c1V1e 1 + ... + cnvne n (2.2) 
onde Ai e Vi sao.respectivamente os auto-valores e. auto-vetores 
associados da matriz A,e ci, i = l,...,n, são constantes determi 
nadas a partir das condiçoes iniciais. 
A estabilidade do sistema ê analisada através da 
inspeção dos sinais de À Se todos tiverem parte real negativa, 
}z-I.
n 
o sistema ë estável. Se pelo menos um deles tiver parte real posi 
tiva, o sistema ê instável [Í].' 
` 
' Neste trabalho o objetivo ê a determinaçao dos pará 
metrps dj, j =-l,..., p, de tal maneira que todos os lí tenham 
parte real negativa e fiquem a uma distância especificada do ei- 
xo imaginãrio;
A 
z r `Nao obstante os parâmetros dj serem ajustãveis, ea 
da um deles sõ pode assumir valores dentro de um intervalo delimi 
tado por um limite inferior gi e um limite superior äj. Esses li 
mites sao especificados pelos fabricantes juntamente com os ivalo 
¬-. 0 ~ res tipicos dj de cada dj. Para que nao ocorra a possibilidade de 
um dj sair do seu intervalo de variação, deve-se cuidar para que 
` 
. O ‹~ . . os desvios Iaj - aäl de dj de cada parametro sejam mínimos. Em ng




P min Z Id. - a?| 
1:1 J J
f 
tal que ' 
R¿{ài|z›.<óz›í}<â<oi 1'=1,...,«z
8 
.é.<'. '=1... , GJ Q] GJ 3 z 1 P 
O valor de š ê especificado. 
2.3. èiqoritmo 
A solução analítica do Problema I ë difícil de ser 
obtida devido às características das funções Àí: 
` ' 
l. são desconhecidas; 
2. nao sao explícitas; 
3. são fortemente não-lineares. 
No entanto, essas dificuldades podem ser contornadas a partir do 
instante em que se recorra a um esquema de solução através de um 
procedimento iterativo que envolva aproximações sucessivas das 
funções li. Isto pode ser feito através da decomposição do Proble 
u,_ . ma I em uma sequencia de sub problemas lineares de tal modo que, 
a partir de um determinado sub-problema dessa seqüência, a sua so
_11_ 
lução seja também solução do Problema I original. A conseqüência 
dessas aproximações é que, pelo fato delas sE›serem válidas autor 
no de pequenas vizinhanças, deixa-se de ter relações entre as va~ 
riãveis À e a e passa~se a ter relações entre acréscimos dessas 
variáveis, o que caracteriza claramente um processo iterativo. 
Seja d(k) o vetor dos parâmetros dškä j = l,..., p, 
onde kié um numero inteiro. As funções ÀiEA(d{], i = l,...,n, são 
linearizadas em torno de uma vizinhança 6 de á(kl Assim, dentro 
dessa vizinhança, a variação AX§k) de Ašk) e a variação Aa(k) _de 
a(k) podem ser relacionadas explicitamente através da relaçäo «li 
nêâr 
Mífk) T- sf) Aoﬁk), (2.3)
) onde Akšk é o deslocamento que o auto-valor Ài sofre quando o vg 
tor dos parâmetros a(k) é corrigido por um acréscimo Ad(k) dentro 
da vizinhança 6, e Sšk) é um vetor linha de ordem p cujas compo~ 
~ ~ nentes sao as taxas de variaçao, ou sensibilidades, do auto valor 
Ài em relação aos parâmetros dj, j = l ,..., p. 
` A solução do Problema I pode ser obtida de maneira 
recursiva através da fõrmula de recorrência 
-<#§k.+_1? =,a§k)+___Aa§k)p ,. j 4"-ul zn..-. 1°, ‹2.4› 
onde a determinação dos Aašk) constitui a seqüência de sub-proble
~ mas em que ele foi dividido. Esses sub-problemas sao problemas de
~ Programaçao Linear da forma: _ _ ‹
...l2.. 
Problema II 
P . __ min ›: ]A0z.(k)| 
J 1 J 
S.8.. 
Asfk) s Aoâšmé Ef) ij '= P. 
1< 1<._ uk. - 
gi 
- dj() 5 Adš Q:aj - aj() 3 = l ,..., p. 
A matriz Re[S(©] ê de ordem n x_p e ela ê obtida quando se tomam 
as partes reais de todos os elementos da matriz S(w formada pelos 
n vetores linha Sí(w associados a Adíog na equação (2.3). O ve- 




to-valores dominantes devem ter valores negativos, os quais repre 
sentam os passos mínimos que esses auto-valores devem caminhar no 
. . ~ k sentido da esquerda na iteraçao k. As outras componentes de AE() 
podem ter valores positivos, os quais representam uma folga ne-
~ cessãria para a variaçao de a,pois, em caso contrário, o conjunto 
de soluçoes viáveis para o Problema II será vazio. Os vetores Adj 
e Ããj delimitam a vizinhança 6 onde ê válida a relação (2.3).' 
' ~ A soluçao do Problema II ê aplicada em (2.4) para a 
correçao dos parâmetros. Depois, determinam-secs auto-valores do
1 
,\__v¡
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sistema e verifica-se se eles satisfazem as restrições do Proble 
ma I. Caso positivo, o problema está resolvido. Em caso contrá- 
rio, resolve-se o Problema II. Essèmprõcedimento ê*ãd6Eãd5'repetiM 
das vezes, atê que se obtenha uma solução. A Figura 2.2. mostra o 
fluxograma geral para este algoritmo. 
2.4; Extensão para o Caso Complexo 
Quando um sistema linear representado na forma
O x = A(a)x (2.l) 
. + _ possui um par complexo de auto-valores 0 - jw, e todos os autofva 
lores reais são distintos, a sua resposta que ê dada pela equação 
(2.2) também pode ser escrita na forma ` 
À t ' X X(t) = cle 1 + ... + c Ze n`2t (2-5) "__
0 + e_(c coswt + c senwt). n-1 n 
Esta equação mostra que as saídas do sistema apresentam oscila- 
~ , ~ çoes cujas amplitudes sao amortecidas segundo o valor negativo da 
parte real do auto-valor complexo (õ). O surgimento dessas oscila 
çoes nao pode ser evitado na prática, porque elas sao naturais do 
próprio sistema. Em todo caso, as suas permanências prolongadas 
ou até mesmo indefinidas podem ser evitadas através da previsãode 
- _ ›
_l5_ 
um amortecimento que deve ser tanto mais rápido quanto maior for 
I "^ . z ~ « ~ a frequencia natural das oscilaçoes do sistema. Para a consecuçao 
desse amortecimento, o procedimento normalmente adotado ë a busca 
do posicionamento dos polos do sistema em uma região como a que 
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Figura 2.3. Região para o posicionanento dos polos visando a estabilidade do 
sistema e o amortecrmento de suas oscilações naturais. 
Tendo em vista as restrições sobre as partes imagi- 
nárias dos auto-valores do sistema para a previsão do amortecimen 
to das oscilações de suas saídas, o Problema I pode ser reformula 
do da seguinte maneira. 
Problema I-A
\ 
p . . 
min Z ld. - a?] 
V 3:1 J J
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tal que 
dj < dj á dj ,.“mr__i3 = 1_,,_,,_p,i
e 
vR¿{Ài[:A(‹›z)]} + |Im{Ài[A(oz)]}| 5 g < 0. 
ASconstantesY e 5 são especificadas. A primeira delas define a 
~ ' inclinaçao das retas que limitam os valores das partes imaginá- 
rias dos auto-valores do sistema e o seu valor ë dado pela tangen 
te do ângulo 6 mostrado na Figura 2.3. A outra constante define a 
margem de estabilidade desejada para o sistema. 
2Ç5. Determinação da Matriz S 
` 
. A determinação dos elementos síj da matriz S ê fei- 
ta de maneira semelhante â apresentada em flíl. Essa determinação 
leva em conta que: ` 
Í. Uma matriz A de ordem n x n apresenta os auto- 
valores ki, i = l ,..., n; ~ 
2. A matriz transposta de A, AT¡ possui os mesmos 
. auto~valores de A; 
' 3. Os auto~vetores Vi de A e Wi de AT, associados
~ ao mesmo auto-valor, sao diferentes. 
Por definição tem-se 
Av. = À.v. (2.6) 
. 1 1 1
. av ax av 
w? _Êë v. + WTA -í = w? -i v. + WÊA -í. (2.11› 
_l7_
e 
ATW. = x.w. 
p 
‹z.7› 1 1 1_,_.____ ____;___.__,___ .__
z 
Tomando-se as derivadas parciais em relação a dj de ambos os mem~ 
bros da equação (2.6), esta resulta em 
Êë- v + À Íyi - iii v + À Êyi ‹z e› Bd. i 
, 
Bd. _ Bd. i í 8a.' ' 
J 
i 
J J J 
Todos os elementos de (2.8) sao vetores coluna de ordem n, e as~ 
sim, eles podem ser prë~multipliCados por Wi que ê um vetor linha 
também de ordem n. Este produto resulta em . 
` GV. ÊÀ. ÊV. 
i “Í íâë Vi + WÍ A ía* = WÍ ãõi V1 + Wílí ãai' (2-9) 
J J j j
' 
Transpondo-se ambos os membros de (2.7), essa equação resulta em 
WÊA = w?x.. (2.1o> 
1. 1.1. 
Substituindo-se o resultado de (2.10)no último termo de (2.9), 
obtêm-se 
1 Ba. 1 1 Bd. 1 Ba. 1 1 Bd. 
J J J J '
...l8._ 
Os últimos termos de cada membro de (2.ll) são iguais e se cance- 
lam; Como Sli/ädj ë um escalar, o resultado final fica igual a 
'WTÂÃ V 
_ 
8 Ai í.8dj i 
.\S- . = --- = ----:----. (_2.l2) 
~ 13 3OLj Wi Vi 
A equação (2:l2) determina a taxa de variação, ou sensibilidade, 
do auto-valor li em relação ao parâmetro dj. Tomando~se i=lH..,ne 
j = l ,...,p, surge uma matriz S de ordem n x p. Essa matrizê.cha 
mada de matriz das sensibilidades., 
No caso de auto~valores complexos aos pares, pode- 
se demonstrar facilmente que suas sensibilidades em relação a um 
mesmo parâmetro são iguais. Essa propriedade pode ser usada para 
a redução do tempo de processamento gasto no cálculo computacio~ 
nal da matriz S. .
o ~ 2.6. Qelimitaçao da Vizinhança Õ 
,Uma das questões críticas que envolve a aplicação 
~ ._ ~ do algoritmo da Seçao (2.2) esta relacionada com a delimitaçao 
~ ¡ ~ das vizinhanças ôonde mx›validas as aproximaçoes lineares das fun 
ções À Tendo em vista as características anteriormente citadas Hà U 
dessas funçoes, fica praticamente impossivel o estabelecimento de 
um critério com rigor matemático que faça essa delimitação corre- 
tamente. Diante dessa situação, o procedimento mais simples e o
~ normalmente usado ê a aplicaçao de uma taxa percentual sobre os 
valores presentes de cada um dos parâmetros. Feito isso, .conside 
ra-se a região linear como sendo aquela compreendida pelas 'vizi~
_19i 
nhanças com raios iguais a estes valores percentuais,en1torno dos 
valores presentes de cada parâmetro. " 
~ ' ~ Outra questao tambêm crítica ê a atribuiçao de-valg 
GO . ~ res para as componentes do vetor Ai na iteração k. Por razoes
I 
mais ou menos semelhantes aquelas envolvidas com a delimitaçao
~ das vizinhanças 6, estes valores também sao estabelecidos através
~ de critérios percentuais que sao aplicados sobre os valores pre- 
sentes dos auto-valores. Neste caso, as condicionantes que nor
~ teiam o estabelecimento dessa taxa percentual sao as seguintes:
\
| 
l. Para as componentes negativas de A§(kX 
eäaó não devem óaa muito gäandeó. Quando isto 
não ê verdadeiro, as restrições para o Proble-
~ ma_II sao muito fortes e a resposta provável 
do algoritmo ë a emissão de mensagem informan 
doque nãoendste solução viável para o proble 
ma porque o conjunto de soluções viáveis ë va- 
zio. Outra possibilidade ê o algoritmo seguir 
para uma solução errada por violar a fronteira 
da região de linearidade. Ambos os casos são 
indesejáveis. 
eﬁaó não devem óeä muiio pequenaó. Em caso con 
trârio, o número de iterações necessárias para 
a solução do Problema I original tende o cres 
cer, embora o problema fique bem linear. 
2. Para as componentes positivas. 
eiaó näo.devem óem muito pequenaó. “ Com isso 




veis para o Problema II possibilitando assim,
N uma maior flexibilidade para a variaçao dos 
parâmetros. 
Em notação matemática, as considerações anteriores 









-PE * ¡Àí| , ii > g 
Aššw = 
V 
i = l ,..., n, 
` 
i PD * |Ài| , ÀíV< 5 _ 
ë a taxa percentual aplicada sobre o valor presente 
de a para a delimitação da vizinhança õ na iteração k; 
ê a taxa percentual aplicada sobre o mõdulo dos auto~ 
valores presentes que ainda estão situados â direita 
do limiar E (que define a margem de estabilidade dese 
jada) para a definição dos passos mínimos que esses 
auto-valores devem caminhar para a esquerda na‹ itera
~ cao k; ' 
ë a taxa percentual aplicada sobre o mõdulo dos auto- 
valores presentes que jâ estão situados ã esquerda do
~ limiar E para a definicao dos passos máximos que es-
_ _ z 7% az ía +7 «ff Í 
-21~ 
ses auto-valores podem caminhar no sentido da direi~ 
ta.
' 
Os valores das porcentagens PALFA, PE e PD são ok 
tidos experimentalmente, através de sucessivas execuções do algo 
ritmo. Os critérios para a escolha desses valores sao os seguin 
tes: 
l. Os resultados para Aa e AÀ devem satisfazer a:nﬂação(2.3); 
2. o valor de PD deve ser ajustável, de tal forma que os au 
to-valores situados 5 esquerda de Ç sejam impedidos de ul 
trapassar para a direita deste valor; 
3. O valor de PE tambem deve ser ajustável, de tal forma que 
os auto~valores situados no semi-plano direito do plano 
complexo possam ultrapassar o eixo imaginário. `
O 
DE ,s zoosz 
_ 
sl-./' 
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A figura 2.4 mostra o gráfico para a variaçao de 
PD e PE, segundo a localização dos auto-valores, com a indicaçao 
dos melhores valores obtidos para essas percentagens. Para PALFA 
o melhor valor obtido foi 80%. 
2.7. Procedimento Geral com Hierarquizaçáo 
Devido às vantagensque o algoritmo da Seção (2.2) 
apresenta, a_sua aplicação ê bastante interessante para a determi 
nação de parâmetros de sistemas de ordem elevada. Entre esses ti- 
pos de sistemas, alguns deles são susceptíveis de ser divididos 
em vários sub~sistemas através do agrupamento criterioso de suas 
variáveis. Esses sub-sistemas podem, por sua vez, ser constitui 
dos por várias malhas (estruturas) que se complementam, Exemplos 
típicos com essas características sao os sistemas elétricos de pg 
tência com múltiplas máquinas que, devido às distâncias geográfi 
cas que separam cada uma delas das demais,e â semelhança fisica 
de suas principais variáveis, são divididos por sub-sistemas com 
várias malhas.
_ 
Não obstante as considerações anteriores, a aplica
~ çao direta daquele algoritmo para um sistema de potência com múl- 
tiplas máquinas pode acarretar alguns problemas se ela visar a de
~ terminaçao simultânea de todos os parâmetros de todas as máquinas 
do sistema. Essa possibilidade decorre do fato de que, sendo os 
parâmetros de várias máquinas manipuladas concomitantemente, os 
seus valores convergem para um conjunto de valores que garante' a 
estabilidade para o sistema global com a exata configuraçao que 
foi apresentada para o algoritmo. Fora isso, se a configuração do
~ sistema for modificada, por exemplo, pela remoçao de uma ou vã~
...23_ 
rias de suas máquinas, pode ser que ele fique instável com os pa~ 
râmetros determinados para o sistema antes da modificação de- sua 
configuração. 
Esse problema pode ser contornado, embora não haja
~ demonstraçao formal de que isso ocorre necessariamente, pela apli 
cação daquele algoritmo em diversas etapas de uma rotina proces- 
sual ampla que garanta um certo nível de hierarquisaçáo na estabi 
~ _ ~ lizaçao de cada máquina do sistema global. Essa hierarquizaçao ë 
feita basicamente em dois níveis. No primeiro deles, determinmwse 
A ' ~ os parametros do regulador de tensao (RT) de cada máquina conside 
rando-se cada uma delas individualmente ligada contra uma barra 
infinita. No segundo nivel, apõs fixados os parâmetros dos regula 
dores de tensão, determinaﬂraaos parâmetros dos estabilizadores 
(ESP). Dessa maneira, nenhuma máquina ficará instável quando, por 
qualquer razao, for removido o seu estabilizador. Nessas duas eta 
pas as máquinas podem ser representadas pelo modelo linear de 
Heffron~Phillips [14] de terceira ordem com vantagem na economia 
de memõria e de tempo de processamento. De resto, aposta-se na 
confirmação da expectativa de que, quando as máquinas forem in-
~ terligadas, o sistema total fique estável. Se isto nao acontecer, 
os parâmetros devem ser reajustados usando-se modelos mais comple 
tos para as máquinas. Basicamente, a rotina processual a ser se- 
guida ë esta; ' 
l. Achar o modelo linear de Heffron-Phillips para
\ 
_ cada máquina ligada contra uma barra infinita. 
2. Determinar os parâmetros do regulador de tensão 
para que o sistema máquina + RT fique estável.
U
...24.; 
3. Introduzir o estabilizador e determinar os seus 
parâmetros para que o sistema máquina + RT + ESP 
fique com a margem de estabilidade desejada. 
4. Interligar as máquinas do sistema usando o mode- 
lo E" (sub-transitório) [15] e testar se ele ê
» 
estável. Caso positivo, o ajuste dos parâmetros 
termina aqui.
V 
5. Se o sistema não for estável, reajustar os parâ- 
metros de cada mäquina usando como modelo a ma 
triz do sub-sistema correspondente, representado 
pelo modelo E". ' ` 
2.8. Programação Linear - 
Durante o processo iterativo para a-determinação de 
um conjunto de parâmetrosd que solucione_o Problema I, a cada ite 
ração ê resolvido um problema de Programação Linear com a forma 
do Problema II, onde se determina o valor da correção Aa que se 
deve aplicar no valor presente de d. De maneira geral, estas cor« 
reções podem ser positivas ou negativas, mas os algoritmos para 
~ ,. ~ Programacao Linear consideram apenas variaveis nao~negativas. Por 
~ , ~ Outro lado, a funçao objetiva do Problema II e nao~linear porque 
envolve a soma dos mõdulos das variáveis. Estes dois problemas pg 
dem ser contornados através do desdobramento de cada variável em 
outras duas da seguinte forma: 
'A.=.-. '=1... 2.13 <×J X3 YJ J . ,rm .( > 
_ _.....____... _ ._..
_z5_ 
- xj_>,o j=1,a...,p,` (2.14› 
yj O 
- 
J _' l¡ zoa] po 
Com este artifício, a função objetiva passa a ser 
linear ao mesmo tempo em que torna-se possível a obtenção de ajuã 
tes negativos para serem aplicadas no valor presente de d. Aplicâ 
das essas modificações, o Problema II passa aser formulado da' se
A 
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C À P I T U L O III 
MÉTODOS NUMÉRICOS PARA IMPLEMENTAÇÃO DO ALGORITMO
‹ 
3.1. Introdução 
-Para se conseguir sucesso na aplicação de .qualquer 
algoritmo, ë necessário que exista para cada uma de suas etapas 
uma rotina eficiente para realizá-la. Por rotinas eficientes enten 
dawse aquelas que apresentam resultados corretos independentemente 
~ ~ ' da dimensao do problema, e queobtenham aäms resultados tao rap; 
damente quanto possível. As vezes alguns algoritmos teoricamente ' 
corretos deixam de ser viáveis na prática porque, quando implemen 
tados em computador, apresentam resultados incorretos fl6]. Mui 
tas vezes isso ocorre quando se trabalha com ordens elevadas onde 
o número de cálculos computacionais ê grande, permitindo que os 
erros de arredondamento se propagem em maior escala. Nestes casos, 
o algoritmo não fica invalidado, mas a sua aplicação fica restrita 
para pequenas dimensões. - 
A implementação computacional do algoritmo apresenta 
~ ` do no Capitulo II ê um caso típico em que sao requeridas rotinas 
alto grau de eficiência sob pena-dos resultados finais não se com 
rem aproveitáveis. As rotinas necessárias são: para a determinação 
dos 
ção 
auto-valores de uma matriz quadrada qualquer; para a determina 
~ - dos auto~vetores associados que sao necessários para a determi 
naçao das sensibilidades de cada auto-valor; e uma rotina para a 
~ ~ _, soluçao de problemas de programaçao linear, para a determinaçao
~-27~
~ dos ajustes dos parâmetros a cada iteraçao. Dessas três rotinas, 
as_duas primeiras que foram usadas para a implementação do algorit 
~ _ ~ mo sao descritas nas seçoes seguintes deste capitulo, assim como 
a forma em que elas foram interligadas no computador BDP~ll40. 
3.2. Determinação de Auto-valores 
q 
A experiência de um grande número de pesquisadores 
indica o método da transformação QRfl7] como o mais efetivo método 
para a determinaçao dos auto-valores de uma matriz quadrada A qual 
quer. A filosofia que fundamenta esse método é a de que a matriz 
A pode ser reduzida a uma forma triangular através da aplicação de 
uma série de transformações de similaridade [l8]. Uma vez que os 
auto~valores de uma matriz são invariantes quando ela é submetida 
a esse tipo de transformação, então os elementos diagonais da ma 
triz triangular resultante são os prõprios auto-valores da matriz
~ primitiva. Uma transformaçao de similaridade é sempre da forma 
T= 1>'1AP . (_3.1) 
ei 
. Antes da aplicação da transformação QR, a matriz 
A é colocada na forma de Hessenberg. Nessa forma, todos os elemen 
tos abaixo da primeira sub-diagonal são nulos: 
h¿j= 0 5 z 1 + 2 '(3.2) 
Os seus auto-valores sao os mesmos da matriz A porque também se 
lüilizan transformações de similaridade para a sua obtenção, que pg 
de ser feita pelo método de Givens fl9], que esta apresentado de
...28.. 
maneira detalhada e simples em [20]. A pré-colocação da matriz A
. 
na forma de Hessenberg nao ê necessariamente obrigatória, mas ela 
apresenta-algumas vantagens, entre elas a de reduzir' substancial 
mente o número de cálculos computacionais feitos em cada iteração 
da transformação QR, tornando~o proporcional a nz ao invés de n3.
_ A transformaçao QR consiste em um processo iterati 
vo em que, a cada iteração, a matriz A presente ë decomposta no 
produto de uma matriz unitária Q e uma matriz triangular superior 
R. A matriz A'na iteração seguinte resulta do produto das matri 
zes Q e R na ordem reversa. Em notação matricial, tem-se: 
A<1‹›= Q‹1<.›.R<1zz (3 _ 3) 
A(*k“)= R0“)QG°) 
. (3 . 4) 
Pode-se mostrar que esse tipo de transformação equivale a uma sê 
rie de transformações de similaridade aplicadas sobre a matriz A 
primitiva. ' 
Seja 
A= 1§1*)= Q(”R<s1), ‹3.5› 
donde resulta 
' V R(1?= [Q('l)]`1A('1) . (3.6) 
Yor definição tem=se “" ` 
.-\ 
A(2) __: R(.1) Q(.1) _ (3_.¡) 
. ›;§,,_
' 
Substituindo-se (3.6) em (3.7Q chega~se em 
- 
- 
. . zxmâz- -_ 
- '*"‹`‹3f~ë.§**"` ' 




A(2) = [Q(-1)]"1A(.1)Q(.1) (3_8› 
"`que ë semelhante ã (3.l) e portanto representa uma transformação 
de similaridade. ' ' 
- A sequência de procedimentos acima pode ser feita 
repetidas vezes e a sua generalização resulta em 
1 . A(k*1)= [QM] [Qm] IAWQU) .-....Q(k). (v3.9) 
Essa expressao assegura que os auto-valores da matriz A primitiva 
nao se modificam. 
~ .V ` z A decomposição de A no produto QR é sempre possível 
z e ela ê garantida pelo seguinte teoremaaia , 
Teorema l [17] 
"Para qualquer matriz quadrada A existe uma matriz unitária 
Q, tal que A== QR, onde R ê uma matriz triangular^ superior 
que possui elementos diagonais reais não~negativos. Ainda 
mais, Q ê única se A ë não-singular". ` 
O comportamento da matriz A, quando submetida ã transformação QR ê 
descrito pelo seguinte teorema: 
Teorema 2 [11] 
"Para qualquer matriz não singular A que apresente auto-valg 
res com módulos distintos, quando submetida â transformação 
` -_...-.._..._..¬ ...__
...30_; 
QR, os seus elementos abaixo da diagonal principal tendem pa 
ra zero, os módulos dos elementos acima da diagonal princi 
pal tendem para valores fixos e os elementos da diagonal 
principal tendem para os auto-valores de A". 
No caso de auto-valores complexos aos pares, portanto com módulos 
~ ~ iguais, durante o processo de transformaçao QR sao formados blocos 
matriciais de segunda ordem sobre a diagonal principal. Cada bloco 
indica um par complexo de auto-valores da matriz A.
~ 3.3. Determinaçao de Auto-Vetores 
O auto-vetor Vi associado ao auto-valor ki de uma ma 
triz A de ordem nx n ë obtido através da resolução do sistema li 
near ' 
[A - xi-1]ví = 0 . ‹3.1o) 
Como a matriz [A-5 kill ë singular, este sistema apresenta uma in 
finidade de soluçoes. Uma delas pode ser obtida atribuindo-se o va 
lor um para o n-êsimo elemento do vetor Vi e resolvendo-se o siste 
~ ,., ma de (n-l) equaçoes resultante que apresenta uma única soluçao. 
Esse procedimento leva em conta que Àí seja determinado com preci 
são absoluta, o que nem sempre acontece, não obstante a eficiência 
do método da transformação QR. 
" A Para o caso em que o auto~valor ki seja determinado 
por um valor aproximado Q, existe um procedimento para a obtenção 
do seu auto-vetor associado que ë relativamente insensível ã pre
~ cisao de p. Trata-se do método iterativo inverso, de Wilkinson|l9
_31_ 
O esquema básico deste método pode ser descrito pelas equações 
[Ap-_pI] y(k“)= vw _ (3.ll) 
e _ _ 
V(1<+1)= Y(k"1) --*--- (3.l2) 
k+1)| mãXly( 
onde p é o valor aproximado de Ãi'e V(0) é o valor inicial do ve 
tor V que, sem perda de generalidade, pode ser igual ao vetor uni 
tário. Partindo-se de V(o), resolve-se (3.ll) e determina-se Y(1) 
que é normalizado segundo (3.l2) e depois passa a ser o novo valor 
do vetor V. O processo é repetido sucessivamente até que o módulo 
. . k . . da diferença entre as normas de dois VÇ ) sucessivos seja menor do 
que uma tolerância especificada. 
3.3.1. Betina para Auto-Vetores Reais 
V 
' Para o caso de um auto-valor real, a solução da equa 
ção (3.ll) pode ser obtida através da decomposição LU com pivota 
mento da matriz [A- pl] seguida por um processo de substituição 
direta e um outro de substituição inversa. A matriz L é triangular 
inferior com todos os seus elementos diagonais iguais a um, e U 
é uma matriz triangular superior onde o último elemento diagonal é 
normalmente muito pequeno ou até mesmo igual a zero, quando o au 
to~valor é exato. A decomposição LU da matriz [A-Q I] é um bom
~ procedimento porque as matrizes L e U sao aproveitadas posterior 
mente para a determinação do auto-vetor da matriz transposta, AI`, 
associado com o mesmo auto-valor. _- '
_3z_ 
Depois da decomposição LU de LA-pI}, a equação (3. 
ll) resulta em 
OU. 
-1 (k+1). (k) _ V . w~ z» P LUY = V , (3.l3)
L UY(k“)= pvm , ` ‹3.14.› `
~ onde P representa as modificaçoes feitas na ordem das linhas. . de 
EA-pI]'durante'o processo de decomposição LIJ. Tomando-se “ comov 
z... exemplo um sistema de quarta ordem, a-equaçao (3.l4),-pronta paravÊ” 
resolução, pode ser desdobrada em 





2 1_ _ bz vz
` 
= P ‹3.l5) 
«Z Z 1 bz; V3
y 
2 41 xa 1» bl, VL, 
_ 
u u 'u vu yl bl 
2 = (3.1õ) 
. u u y3 b3 _ 
6 _ Yu bu 
` Se e for diferente de zero, os seguintes passos de 
terminam o auto-vetor Vi 
1. Igualar a um todos os elementos de V. 
2. Reordenar os elementos do vetor V da mesma maneira que 
as linhas da matriz [A - 911] foram reordenadas duran
....33.. 
te o processo de decomposição LU. 
Resolver (3.l5) por substituição direta para a determi 
nação do vetor B. 
Resolver (3.l6) por substituição inversa para a deter 
minação do vetor Y. 
Normalizar o vetor Y segundo (3.l2) para se obter o ng 
vo vetor Vl 
Comparar o novo valor de V com o valor anterior. Se o 
módulo da diferença entre suas normas for menor do que 
uma tolerância especificada, então o valor atual de V 
ë o auto-vetor procurado. Em caso contrário, repetir 
os passos de 2 até 6 tantas vezes quantas forem neceg 
sârias. - ~ 
~ ø 4 - Se e for igual a zero, nenhuma iteraçao eanecessaria. 
Igualam~seê1zero todos os elementos de B, assume-se o n-êsimo ele
~ mento de Y igual a um e completa-se o processo de substituiçao in 
versa de (3 16) para se obter o auto-vetor procurado. ~ 
'Para o caso do auto-vetor da matriz transposta, AT , 
a equaçao básica ê 
[AT - pI]wí = 0 (3.1,7) 
que equivale a 
[A - pI]Tw¿= 0 . - (3.18) 
Usando~se o método iterativo inverso, obtêm-se 




UTLT‹P"1)Tz(k“) = w(k). ‹3.20) 
Tomando~se novamente como exemplo um sistema de quarta ordem, a 
equação (3.l9), pronta para resolução, pode ser desdobrada em 
'
. 
u dl wl 
u u dz - wz 
t 
= (3.2l) 
u u_ u dg w3 
u u u e dq l Wu
V 
.l K £ Â z1_ 
' 
dl 
. l Z £ _ z d 
“` 




. l Z¡_¿ V du 
. 
q 
~ Se e for diferente de zero, os seguintes passos de 
terminam o auto~vetor Wi: ' 
l. Igualar a um todos os elementos de W. 
2. Resolver (3.2l) por substituição direta para a determi 
~ . naçao do vetor D. 
3. Resolver (3.22) por substituiçao inversa para a deter 
minação do vetor (PT)_1Z. » ` 
4. Reordenar os elementos do vetor (PT) IZ da maneira in 
versa àquela que as linhas da matriz [A-pl] foram rg 
ordenadas durante o processo de decomposição LU. O re- 





5. Normalizar o vetor Z segundo (3.l2) para se obter o ng 
vo vetor W. V - 
6. Comparar o novo valor de W com o anterior. Se o módulo 
da diferença entre as suas normas for menor do que uma 
tolerância especificada, então o valor atual de W é o 
auto-vetor procurado. Em caso contrário, repetir os 
passos de 2 até 6 tantas vezes quantas forem necessä 
rias. 
w Se e for igual a zero, nenhuma iteraçao é -~ necessë 
ria. Assume~se o n-ésimo elemento de D igual.a um, igualam¬se a ze
~ ro todos os demais elementos e resolve~se (3.22) por substituiçao 
. T ~ . inversa para se obter o vetor (P ) lZ. A seguir, reordenam-se os Ê 
- lementos deste vetor segundo a ordem inversa em que as linhas da 
u . matriz [A - pI:] foram reordenadas durante o processo de decompg
~ siçao LIJ, para se obter o auto~vetor procurado.
. 
3.3.2. Rotina para Auto-Vetores Complexos 
~ Quando os auto-valores são complexos, também pode-se
~ usar o método iterativo inverso, através das equaçoes (3.ll) e (3. 
12), para a determinação de seus auto-vetores associados. Neste ca 
so, as necessidades de armazenamento ficam dobradas por causa dos 
números complexos, e›o tempo de processamento aumenta substancial¬ 
mente devido às operações envolvendo esses números. Para superar 
essas adversidades, um bom procedimento é isolar as partes real e 
.imaginária e trabalhar separadamente para as suas determinaçoes. 
Considerando~se na equação (3.l0) O = d-+jB, V=%Q+jR
_3Q_ 
e Y== M + jN e igualando~se as partes reais e imaginárias de am 
bos os membros, chega-se ao sistema 
(A'- ‹>zI)M(~k"1)+'5N(k+1)= Qck) ' ('3.23) 




~ k+1 (k+1 ~ onde as variaveis a determinar sao M( ) e N ). A soluçao para 
' ~ essas variáveis pode ser obtida através das equaçoes 
[(A_cmz .+ BzI]N(1<+1)= SQ(_1<) + (_A_oLI)R(k) (3,_25)..
E 
6 r«1'(k“) à [(A -aI)N(k“)- RW] 1 (3.26)
_ 
. De maneira análoga ao caso real, a soluçao da equa 
ção (3.25) pode ser obtida através da decomposição LIJ com pivotg 
‹ 2 2 mento da matriz [(A¬-aI) + B I]. Neste caso, também as matrizes L 
~ ' ~ e U sao aproveitadas posteriormente para a determinaçao do auto- 
. T . vetor da matriz transposta, A , associado com o mesmo auto-valor . 
A matriz L é triangular inferior com todos os elementos diagonais 
iguais a um, e U é uma matriz triangular superior onde os dois ül
~ timos elementos diagonais normalmente sao muito pequenos ou atérmê 
mo iguais a zero, quando o auto-valor p é exato. 





Depois da decomposiçao LIJ de [(A-aI) + BI], a equa 
ção (3.25) resulta em 





LUNQW) = 1>[çsQ(k) J- (A- ‹×I)R(k)] _(3.28› 




~ ~ [(A-aI) + B I] durante o processo de decomposiçao LU. As equaçoes 
finais que definem o processo iterativo para a determinaçao dos 
auto-vetores complexos derivam das equações (3.l2), (3.26)e (3.28) 
e elas são as seguintes: a . 
L sz p'[5Q(~k> + (A ~a1:.›R(tk>] (3.29) 
UN<k"1)== B. (3.30) 
M(k‹|-1): Â¿_[(A-OLI)N(k+1)-' Roo] (3_3l) 
. (k+1)
_ `K2+jR“kH)= -tQä;E¶L¬Í“”“ (3.32) maxl(m»+jnfK'1)l 
Se os dois últimos elementos diagonais de U forem diferentes de ze 
~ ~ ro, os passos para a aplicaçao dessas equaçoes que determinam o au 
to~vetor são os seguintes: i
_ 
l. Igualar a um todos os elementos dos'vetores Q e R. 
2. Calcular o vetor do lado direito de (3.29) e a seguir 
reordenar os seus elementos segundo a mesma maneira<nm
2 
as linhas da matriz [(A-ul) + BZI] foram. reordenadas 
Ó 
durante o processo de decomposição LIL '
_38_ 
3. Resolver (3.29) por substituição direta para a determi 
nação do vetor B.
_ 
4. Resolver (3.30) por substituição inversa para a deter 




5. Substituir N(kH) em (3.3l) para a determinação do VÊ 
tor M (M1) . 
'6. Normalizar-o vetor (M-+jN) segundo (3.32) para se og 
ter o novo vetor (Q-+j R). 
"~"7. Comparar o novo valor de (Q +j R) com o valor anterior. 
Se o mõdulo da diferença entre as suas normas for me 
.` ~ ¬ » nor do que uma tolerancia especificada, entao o valor 
atual de (Q +j R) ê o auto-valor procurado. Em caso 
contrário, repetir os passos de 2 até 7 tantas vezes 
quantas forem necessárias. 
Se os dois últimos elementos diagonais de U forem
0 
iguais a zero, nenhuma iteraçao ë necessária. Igualam-se a zero tg 
dos os elementos de B, assumem-se<x;dois ütimos ekmenüxsdelﬂiguais 
a um e completa~se o processo de substituição inversa de (3.30) . 
Depois calcula-se M através de (3.3l) e formaëse o vetor complexo 
Y== M-+jIQ que é o auto-vetor procurado. 
Para o caso do auto-vetor da matriz transposta, AT , 
considerando~se na equação (3.ll) p = d+ j8, V== G-+jIí e Y= S+j¶h 
. . T . . . . » substituindo-se A por A ; e igualando-se as partes reais e imagina 
rias de ambos os membros, chega-se ao sistema:
_39- 
(A -<zz1›T s“*“>+ e f1~“*"` )= em 43.33) 
(A-‹>z1›T'r(k“) - Bs(k"1) = HW) (3'34) 
_- _ ¬ . ~ _k+1 k+1 onde as variaveis a determinar sao S( ) e T( ). Usando-se um pro 
cesso dedutivo semelhante ao usado no caso dos auto-vetores-complg
. xos da matriz normal, chega-se às seguintes equaçoes que descrevem 
o processo iterativo para a determinaçao dos auto~Vetores complg 
xos da matriz transposta: ~
o 
UTD= sem + (A-‹>zI)TH(k) (3.35) 
LT[(.PT›'1T(k*“)] = D ‹3.36)
¬ 
S(1<+1)= _Ê_[(A-aI)TT(k"1)- Hmj (337) 
_."_ - (k+1) 
‹<;+ jHâ'“{+'1) = ~Ú ‹3.38) ` maxl(s-+jt) 
I 
A ` 
VSe os dois últimos elementos diagonais de U forem di 
ferentes de zero, os passos para a aplicação dessas equações que 
determinam os auto-vetores complexos da matriz transposta sao. os 
seguintes: ' ' 
l. Igualar a um todos os elementos dos vetor G e H.
~ 2. Calcular o vetor do lado direito de (3.35) e entao rg 
solver esta equação por substituição direta para a de 




3. Resolver (3.36) por substituiçao inversa para a deter 
g 
minação do vetor (PT)-1Txk+1). . 
4. Reordenar o vetor encontrado no passo anterior“segundo“' "' 
a ordem inversa em que as linhas da matriz' 
`2 2 
[(A.- al) + B I] foram reordenadas durante o processo
~ de decomposiçao LU. . ` 




6. Normalizar o vetor (S +j T) segundo (3.38) para_se~ oQ:¬¬ 
ter o novo Vetor (G-+j HL 
7. Comparar o novo valor de (G-+j H) com o valor anterior 
Se o_mõdulo da diferença entre as suas normas for me 
nor do que uma tolerância especificada, então o valor. . 
atual de (G +j H) ê.o auto~vetor procurado. Em caso 
contrário, repetir os passos de 2 até 7 tantas vezes ‹ 
quantas forem necessárias. . 
. Se os dois últimos elementos diagonais de U forem 
iguais a zero, nenhuma iteração ê necessária. Assume-se o n-êsimo 
termo de D igual e um, igualanrse a zero todos os demais termos «e 
resolve~se (3.36) por substituição inversa para se obter o vetor
_ 
T 1 . (P ) T. A seguir, reordenam~secs seus elementos da maneira inver 
_ 2 2 sa aquela que as linhas da matriz [(A-al) + 3 I] foram ordenadas 
e calcula-se S através (3.37). Finalmente forma-se o vetor comple 
. n
\ 
xo Y = S~+j'P que ë auto-vetor procurado.
.....4l.. 
3.4. implementação no PDP-ll4Q V 
O algoritmo apresentado no Capítulo TI~foi“implemen“ 
tado computacionalmente no.mini-sistema do Departamento de Enge- 
nharia Elétrica da Universidade Federal de Santa Catarina. A con 
figuraçao deste sistema é constituída por uma Unidade Central de 
processamento com duas unidades de disco, uma impressora do tipo 
teletipo para entrada e saída de dados, e uma impressora rápida 
para.a emissão de relatórios. A capacidade de memória atualmente 
instalada é da2OK bytes,a1npossibilidadesde,expansãoêüé Smšbytes. 
Para deixâ-lo hábil a processar sistemas até a SOÊ 
ordem, e considerando a limitaçao da capacidade de memória da con 
figuração atualmente existente, a implementação do algoritmo foi 
desdobrado em uma sequência de três programas principais e dois 
outros programas auxiliares. Estes programas são: 
PRGMl ~ Programa auxiliar para a geração em disco do arqui~ 
vo ALFA. Os dados de entrada são a ordem n do siste 
' ma e o conjunto de valores iniciais dos parâmetros 
_ 
dj, j = l,..., p. A saída do programa.é o arquivo 
ALFA gravado em disco. 
PRGM5 ~ Programa principal para a determinaçao dos auto -va 
lores de uma matriz A(d). A entrada para o programa 
é o arquivo ALFA gravado em disco. A saída do pro- 
- grama é o arquivo AUTOV, também gravado em disco, 
que contém os auto~valores calculados. 
SENSIL - Programa principal para a determinação das sensibi- 
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ção aos parâmetros dj, j = l,..., p. O programa lê 
os arquivos ALFA e AUTOV, e gera em disco o arqui 
vo SENSIB com as sensibilidades determinadas. 
Programa auxiliar para a geração em disco, do ar~ 
quivo REST que contêm as restrições para o` Proble 
ma II que será resolvido na próxima etapa. Essas 
~ ~ restriçoes sao obtidas a partir dos valores dos pa 
râmetros dj e dos auto~valores di que são lidos a 
partir dos arquivos ALFA e AUTOV, respectivamente. 
Programa principal que utiliza o método SIMPLEX,pa 
ra a resolução de problemas de Programação linear, 
com a forma do Problema II da Seção 2.3, que deter
~ ¡mina as correçoes que devem ser aplicadas sobre os 
valores presentes dos parâmetros dj, j = l,..., p.
~ As entradas do programa sao os arquivos ALFA,Sﬂ%EB 
e REST. A saída gerada pelo programa ë o arquivo 
ALFA atualizado. - - 
||_ 
_ 
_ ___ O fluxograma que apresenta a sequencia para execuçao destes pro 








Este capítulo apresenta os resultados obtidos para
~ 
os parâmetros.dos reguladores de tensao e estabilizadorescke duas 
principais unidades geradoras do SistemarSul.do Brasil. Eles fo- 
ram obtidos atravês da aplicação do algoritmo apresentado no Capí 
tulo II e implementado computacionalmente com as técnicas -numëri 
cas do Capítulo III dessa dissertação. 
A
` 
- O Sistema Sul ê representado por duas barras de ge- 
ração, que são as unidades de Salto Osório e Salto Santiago,' e 
por uma barra infinita que representa o resto do sistema. As es 
truturas dos seus reguladores de tensão e dos seus estabilizado- 
~ ._ ~ res sao pre-fixados e elas incluem nao-linearidades do tipo satu 
ração,que no entanto não são consideradas na aplicação do algorit 
~ ~ mo, mas apenas na simulação para a Verificaçao dos resultados. 
' Os modelos das máquinas são linearizados e eles in 
cluem representações detalhadas dos reguladores de tensão e dos 
4* 1 "Â n "' 'V "' transdutores de potencia, frequencia e tensao. As equaçoes sao 
formuladas na forma_de espaço de estado, e para a determinação 
dos parâmetros que são procurados ê obedecida a sequência de pro- 
cedimentos da Seção 2.7. _
_45_ 
' 4.2. Resultados_para Salto Osório Ligada Contra Qma 
Barra Infinita ` 
O diagrama de blocos da unidade de Salto Osório li- 
gada contra uma barra infinita estã mostrado na Figura 4.1. Além 
da máquina em si, neste diagrama também estão incluídos o regula~ 
dor de tensão (RT), o estabilizador de sistema de potência (ESP) 
e um filtro cuja finalidade ë evitar a injeção na entrada do esta 
bilizador, de oscilação de potência elétrica causadas por oscila 
ções hidráulicas. 
' A máquina ê representada pelo modelo linear de Heff 
ron~Phillips de terceira ordem, e os seus parâmetros foram obti 
dos em [21] com os seguintes valores: ` 
H = 4.75 - constante de inércia da unidade 
Tho = 8.803' ~ constante de tempo em circuito 
- 
' aberto ' 
D = 3. - coeficiente de amortecimento(tur 
> bina + enrolamento). ' 
K1 _= 1.755' 
K2 = 1.456 
K3 i= 0.371
_ - constantes do modelo linear 
Ku = l.0l 
' 
K5 -=~0.035' 
3 K6 = 0.213 
. O regulador de tensão ê um sistema com estrutura 








































































































































































































































































































































































































obtido experimentalmente Í221 com os seguintes parâmetros: 
KA = ? - ganho do Voltage Error Detector 
(VED)
' 
TA = 0.025 ~ constante de tempo do VED 
KF = ? - ganho de realimentaçao temporária 
TF = ? , - constante de tempo da realimenta- 
ção temporária; 
O sinal de erro que atua sobre o RT ê a diferença 
A ~ ~ entre o valor da referencia de tensao (VREF) e o valor da tensao 
medida na saída do gerador. Este último valor ê obtido através de 
um transdutor cujos parâmetros são: ' 
KR = 9.19/3. - ganho do transdutor de tensão» 
TR = 0.01/3. - constante de tempo do transdutor 
»... 
_w de tensao. 
. O sistema máquina + RT ë de oitava ordem e o número 
de parâmetros a determinar no RT ë igual a 3: KA, KF, TF. Os re- 
sultados obtidos para estes parâmetros estão mostrados na tabela 
4.1.
` 
A estrutura do estabilizador de sistema de potência 
ê pré-fixada e ela ê constituída por cicuitos de reset e retardo, 
cujos parâmetros são ganhos e constantes de tempo a determinar:
\ 
KB = ? - ganho do ESP _ 
- constante de tempo do reset T2 = ? 
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. Figura 4.2: Comportamento da frequencia da unidade de Sai 
to Osorio apõs a ocorrência de uma perturba- 
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Figura 4.3: Comportamento da tensão terminal da unida i 
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de de Salto Osório apõs a ocorrência de 
uma perturbação de 0,1 pu de potência me- 
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Comportamento da potência elétrica da unida 
de de Salto Osório apõs a ocorrência de uma 
perturbação de 0,1 pu de potência mecânica 
durante 200 ms. I
...53... 
T6 = ? ~ constante de tempo do lag-2. 
4 O ESP utiliza informação de potência elétrica medi~ 
da nos terminais do gerador, mas antes este sinal passa através 
II^ de um filtro corta-faixa sintonizado na frequencia de 0,5 Hz. . 
O sistema máquina + RT + ESP é de l3Ê ordem. Depois 
de determinados os parâmetros do RT, o número de parâmetros a de- 
terminar no ESP ê igual a 4: KB, T2, Tu, T6. Os resultados obti
~ dos para estes parâmetros estao mostrados na Tabela 4.2. 
' Com os valores obtidos para os parâmetros ajustá- 
veis do RT e do ESP, foi feita a simulação do sistema que apresen 
tou as curvas mostradas nas Figuras 4.2, 4.3 e 4.4 como resulta 
¬ 
A 
nz. _ ~ _ -. _ .- , aos para a frequencia, a tensao terminal e a potencia eletrica, 
respectivamente.-Em todos os casos foi aplicada uma perturbação 
de OJ_pu de potência durante um intervalo de 200 mili-segundos. 
4.3. Resultados para Salto Santiago Ligada Contra 
2 
Uma Barra Infinita ' 
O diagrama de blocos da unidade de Salto Santiago 
ligada contra uma barra infinita está mostrado na Figura 4.5.Alêm 
da máquina em si, neste diagrama também estão incluídos o regula 
dor de tensao e o estabilizador. ' 
' 
4 Os modelos da máquina, do regulador de tensão e do 
~ ~ transdutor de tensao sao semelhantes aos modelos usados _para a 
unidade de Salto Osõrio, a menos de uma,simplificação no RT que 
consiste na injeção da saída do VED diretamente na máquina. Os pa 
râmetros do sistema máquina + RT foram obtidos junto ao Departa- 
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K1 = 1.5924 
K `= 0.4666 ,2 
K3 É 0.8351 














O sistema máquina + RT ê de sexta ordem e o número 
de parâmetros a determinar no RT ë igual o 3: KA, KE, TF. Os re» 
sultados obtidos para estes parâmetros estão mostrados na Tabela 
4.3. ~ 
› A estrutura do estabilizador ê pré-fixada e ela ê 
constituída por circuitos de retardo e avanço, cujos parâmetros 
são ganhos e constantes de tempo a determinar. 
T1 = ? Constante de avanço do lag-l 
T2 = ? » Constante de atraso do lag~l 
_ T§ = ? Constante de avanço do lag-2 
T4 = ? Constante de atraso do lag-2 
_ 
T = ? . Constante de tempo do rest 
- KD = ? K Ganho do rest ~ - ~ 
O ESP utiliza sinal de freqüência que ê medida atra 
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Figura 4.6: Comportamento.da frequência da unidade de 
Salto Santiago após a ocorrência de umapeg 
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gura 4.7: Comportamento da tensão terminal da unidade 
de Salto Santiago apõs a ocorrência de uma 
'perturbação de 0,1 pu de potência mecânica 
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c3 ~-¬ ------- ~- 
03 -~f--- 
c4 ~~¬ --------------------- -- 
cê --- ----- -- 
C4 ---------- -f--- 
C4 ' ~'--'~›*'^^""*""".-"*f--""°'^". ~~~~~~ -'I' 
cs ------------------------ -~ 
G4 ------- -~-¬ ---------- -:-~--
_ 
cê ------------------- ~~ 
cê ----------------------- -~ 
Figura 4.8: Comportamento da potência elétrica da uni- 
dade de Salto Santiago apõs a ocorrênciade 
uma perturbação de O;l pu de potência ﬁecâ 
nica durante 200 ms. 
_.¢..¬___._ _
..6lJ. 
KZ = 1.' - ganho do transdutor de freqüência 
TZ = 0.3 “- constante de tempo de transdutor 
de freqüência. V . 
O sistema máquina + RT + ESP ë de l0ë ordem. Depois 
de determinados os parâmetros do RT, o número de parâmetros a 'dg 
terminar no ESP ë igual a 6:_T¡, T2, T3, Tu, T,KD. Os resultados 
obtidos para estes parâmetros estão mostrados na Tabela 4.4._i¿z. 
_ 
Com os valores obtidos para os parâmetros ajustë 
veis do~RT e»do“ESP, foi feita a simulaçãoﬁdo sistema que -aprefa 
sentou as curvas mostradas nas Figuras 4.6, 4.7 e 4.8 como resul 
tados para a freqüência, tensão terminal e potência elétrica, res
~ pectivamente. Em todos os casos foi aplicadaiuma perturbaçao ande' 
0,1 pu de potência durante um intervalozdez2OQ mili-segundos.iia 
4.4. gesultados para o Sistema Total Interligado 
~ 
_ 
Os resultados apresentados nas duas seções anterig 
res deste capítulo correspondem ãs três etapas iniciais da sequêg 
cia de procedimentos proposta.na Seção 2.7. A etapa seguinte ê ve 
rificar se estes resultados, obtidos para cada máquina individual
~ mente ligada contra uma barra infinita, sao adequados com vista â 
preservação da estabilidade, para quando elas forem interligadas 
entre si e com o_resto do sistema. 
' O diagrama que mostra o esquema de interligação das 
barras para o sistema~teste está mostrado na Figura 4.9. Neste 
diagrama estão indicados os valores das impedâncias das linhas e 
























































































cia, obtidos através de um load-flow com base de potência igual 
a 100 MVÀ. A partir destas informações, o sistema ë equacionado 
através do modelo E" (ou sub-transitório) il5 . Aswequaçães __de_ 
estado encontradas para este sistema são as seguintes 
*750 01 = - 100 wl » 0.942 :ql A‹4.1) 
š,2= 377‹w, - 02) ‹4.2› 
66.5 02 = 7,0 - Paz ‹4.3› 
8.dO8 Eqz = EFD2 ~ 12.88 Eëz + ll.88 AD2 (4.4) 
0.049 Ã = E' - A + 0.012 1 ‹4.5 D2 Q2 D2 dz ) 
0.071 É" = - E" ~ 0.048 1 . 4.6 d2 d2 (12 ( ) 
3,3 = 377‹w1 - 03) ‹4.7› 
28.4 03 = 3.33 ~ PQ3 ‹4;s› 
10 É* '= E ~ 4.62 E' 0.101 3.62 A 4.9 qg FDa Q3+ Ids+ Ds ( ) 
0 04 Â = E' -- A + 0.027 1 4.10 ' Ds Q3 Ds da ( ) 
0,13 Eãa = - Eäs - 0,108 Iqa . (4.ll) 
Os índices 1,2 e 3 são usados para indicar as variáveis do siste 
ma, as variáveis da unidade de Salto Osõrio, e as variáveis da E 
nidade de Salto Santiago, respectivamente. Estas equações descrg 
vem o comportamento das seguintes grandezas:
' -64- 
wí - freqüência angular da barra i
~ 
ôlj - ângulo de potência da barra j em relaçao ã barra 
de referência ` 
Eh - tensão interna no eixo q da máquina ligada ã bar
í 
ra í, proporcional ao fluxo no campo ~ 
AD - fluxo no eixo d do rotor 
í 
' -_ 
EE - tensão atrás da reatância sub-transitório 
1 . 
As variáveis Pei , i = 2,3, representam as potên 
cias elétricas geradas nas barras 2 e 3, e os seus valores variam
~ segundo as equaçoes - ` 
H Pez = 5.275 E" ~ 5.256 E" + 1.075 I - 0.253 I 
_ qz V dz qz dz 
,~ - ' (4.l2)
G 
Peg = 2.482 E" 4 2.505 E" + 1.071 1 - 0;268 1 . ¬~- Q3 d3 Q3 'd3 
` (4.l3) 
Nestas equações E; , i =2,3, representam as tensões atrás das
1 
reatâncias sub~transitÕrias das barras 2 e 3, e os seus 0 valores





E" = A (4.l4) 
qz . D2 _ 
e - ‹ 
E" = 0.560 E' + 0.440 A . (4-15) 
Q3 03 Da
~65€ 
As variáveis EFD , í = 2,3, representam as tensõesi 
de campo das máquinas 2 e 3,`e os seus valores se comportam segun
~ do as funçoes ' 
e . 
EFD3 = f3(vt3, VREF3, Pe3› (4.17› 
9 _ 
~ ~ onde fz e f3 sao dadas pelas mesmas equaçoes dos reguladores de 
tensão e dos estabilizadores das respectivas máquinas. 
\ As variáveis Vc , i = 2,3, representam as _tensões
i 
terminais nas barras 2 e 3, e os seus~valores são dados pelasâ ~Ê
~ quaçoes ¬ 




v" = 0.439 v + o.s9a v ‹4.19› C3 (13 (13 
onde Vd e Vq , i = 2,3, representam as tensões terminais nos ei 
í i 
xos d e q do estator. Estas grandezas são obtidas através das rg 
~ ' laçoes 
v = -0.032 I + E" ‹4.2o› 
x 
dz (12 (12 
v = o.o32 1 + E" ' ‹4.21› 
qz dz qz
› 
v = 40.069 I E" 4.22 da qa + da ( › 
' ._...¬_....i_ _. ,.,.
G . 
_65- 
v = 0.0691 +E" . 4,23 'qa da da ( ) 
As variáveis 
correntes segundo os eixos 
do equivalente do resto do 
tidos da relação matricial “ 
`1q1` W'-16.34 -17.24 ~õ.73 -5.98. 22.67 
Idl f '17.24 -16.34 z .5.98 - 6.73yr l3@20.. 









= -56.602 0.0 1.596 - 0.14 15.67 -0.281 













I e I , í = 1,3, representam d. q. 1 1. 
d e q nos estatores das máquinas 










O agrupamento das variáveis das equações (4.l) até
~ (4.Il), com as variáveis dos reguladores de tensao e estabiliza 
dores das máquinas ligadas nas barras 2 e 3, resulta em um vetor 
~ ~ de estados de dimensao 28. O conjunto de equaçoes para essas- va- 
riáveis pode ser colocado na forma da equação 
>'< = A(0.)× ‹2.1› 
e nesta situação a verificação da estabilidade do sistema total 
pode ser feita através da inspeção dos sinais dos auto-valores 
da matriz A(d). Esta verificação foi feita para as seguintes` si- 
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Tabela 4.5: Resultados para os auto-valores do 
sistema total quando ESP2 e ESP3 
estão conectados às suas Vrespectg 
vas máquinas. 
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~Resultados para os auto-valores do 
sistema total quando ESP2 está cg 







l. máquina _2 com ESP e máquina 3 com ESP 
' 2. máquina 2 sem ESP e máquina 3 com ESP 
'3. máquina 2 com ESP e máquina 3 sem ESP 
4. máquina 2 sem ESP e máquina 3 sem ESP. 
Os resultados para os auto-valores do sistema total para estas si 




c A P Í T U L o 5 
COMENTÃRIOS E coNcLUsõEs 
Tendo em vista tudo que foi apresentado nos capítu 
los anteriores, pode-se fazer os seguintes comentários: ~ 
1 Sobre a parte computacional 
O uso do modelo de Heffron-Phillipp numa etapa prelimi- 
nar ê um bom procedimento porque apresenta vantagens na 
economia de memõria e no tempo de processamento. 
As rotinas numéricas usadas no desenvolvimento do algo- 
ritmo são eficientes e não apresentam problemas de di 
vergência. 
~ ' O programa nao prevê a possibilidade da ocorrência de 
auto-valores repetidos, situação em que torna-se neces 
sãrio o cálculo de auto-vetores generalizados. Neste ca 
so, o procedimento a ser adotado ë provocar uma modifi 
cação nos valores dos parâmetros, esperando com isso 
que os auto-valores repetidosgtornem-se distintos.
_ 
2 Sobre os resultados obtidos 
Os valores obtidos para os ganhos dos VED (KA) sao mui- 
to pequenos, e na prática o uso desses valores pode acar 
retar o crescimento do valor do erro em regime da ten- 
,_, - ~ sao terminal no caso de ocorrer uma perturbaçao perma I 
_ __
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nente. No entanto, estes resultados poderiam ser evita 
dos se durante a aplicação do algoritmo houvesse sido 
consideradas restrições impondo valores mínimos para es 
Q ~ tes parametros, o que nao foi levado em conta nestaapli 
cação. 
Todos os valores obtidos para os demais parâmetros es- 
tãõ dentro da faixa de valores característicos.
~ A comparaçao dos auto-valores obtidos para o sistema in 
terligado nas quatro situaçoes analisadas, indica que o 
melhor resultado ocorre para o caso em que os estabili- 
zadores das duas unidades estão conectados ao sistema. 
3. Sobre o algoritmo 
A grande vantagem do algoritmo ê a sua condição sistemš 
tica, que supera com vantagem os procedimentos de tenta 
tiva~erro, além da sua capacidade para manipular todos 
a. os parametros simultaneamente.
~ Outra vantagem ê que a soluçao obtida pelo algoritmosem 
pre ë possível de ser implementada na prãtica,` porque 
ele considera as restrições impostas sobre os valores 
dos parâmetros. «v-
_ 
A aplicação da rotina de procedimentos com hierarquiza-
~ çao ê muito importante para garantir a estabilidade 'do 
sistema, quando este se defronta com necessidades de mg 
dificações em sua estrutura. A não observância dessa rg 
tina tem acarretado problemas de instabilidade no siste 
ma da ELETROSUL, quando sao removidos os estabilizado-
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res.de certas unidades. 
A aplicabilidade prática dos resultados obtidos pelo al 
goritmo sempre depende da representatividade dos mode- 
los usados para a representação dos sistemas. 
A escolha da margem de estabilidade E desejada deve le
~ var em conta certos compromissos. Ela nao pode ser' mui 
to grande, porque neste caso haverá um forte over-shoot. 
Por isso, ë conveniente que a cada iteração o algoritmo 
imprima o conjunto de valores para os parâmetros e os 
seus correspondentes auto+valores. Assim, se o resulta 
do final obtido para a margem E especificada causar for 
te over-shoot, pode-se testar outros conjuntos de parâ- 
metros obtidos em iteraçoes anteriores ã final, o que 
representa um alívio na margem de estabilidade exigida 
para o sistema. ' 
Tendo em vista os resultados obtidos, e consideran- 
do~se os comentários feitos acima, pode-se concluir que o.algoriÊ
~ mo apresentado ê eficiente para a determinaçao de parâmetros de 
~ ~ reguladores de tensao e estabilizadores, e a sua aplicaçao pode 
ser generalizada para qualquer outro tipo de sistema de controle 
com estrutura pré-fixada. _
\
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