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Abstract
We present a new family of linear discrete polynomial operators giving a Timan type approximation
theorem for functions of arbitrary smoothness. Using this we construct two families of operators of this
kind to extend Freud type approximation results to functions of higher smoothness.
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0. Introduction
A linear operator L : C[a, b] → Pm where the range is the space of polynomials of degree n
is said to be discrete if it has a form
L f (x) =
n
k=0
f (xk)lk(x); (1)
here {xk} ⊂ [a, b] is the set of nodes and {lk} ⊂ Pm is the set of fundamental polynomials for L .
The first family of such operators was introduced by Bernstein in the very beginning of 20th
century, but had been attracted attention of researchers until now. This longevity is caused by
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many of their remarkable properties such as simultaneous approximation, shape preservation and
easy computer realization, to name but a few. However, Bernstein polynomials and their modern
modifications and generalizations have a rather restricted order of approximations, e.g., none
of them can provide Jackson or Jackson–Timan type theorems. Moreover, they do not possess
the essential for numerical applications interpolation property meaning that an approximated
function may be restored from the approximation operator on a sufficiently large discrete set.
The first discrete operator without these drawbacks was constructed by Freud [7]. His result
was then improved by Freud and Ve´rtesi [8] to provide the following Timan type theorem.
Theorem A. There exists a discrete linear operator Jn : C[−1, 1] → P4n−2 such that Jn f
interpolates f at points {cos( (2k−1)2n )}nk=1 and satisfies
| f (x)− Jn f (x)| ≤ cω( f ;Dn(x)), (2)
where c > 0 is a numerical constant1 and
∆n(x) :=
√
1− x2
n
+ 1
n2
.
The subsequent generalizations and ramifications of this result were done in the series of
papers discussed in details in the survey [16] by Szabados. We present only the final result proved
by Kis and Szabados [12] which matters for our paper.
Theorem B. . Let ϵ > 0 and a natural number n ≥ 20/ϵ2 be given. There exists linear discrete
operator J ∗n : C[−1, 1] → P[(1+ϵ)n] such that J ∗n f interpolates f at n points and satisfies
| f (x)− J ∗n f (x)| ≤
c
ϵ2
ω

f ;
√
1− x2
n

(3)
(here [x] stands for the integer part of x).
All the cited results were proved by using saturated approximation processes; e.g., none of
them gives the order of approximation better than O( 1n ).
The aim of the present paper is to prove the generalization of the discussed results for
functions of higher smoothness. The basic ingredient in the construction of the corresponding
discrete operators is a presented now family Tn : C[−1, 1] → Pn, n ∈ N, interesting in its own
right.
1. Operators Tn: definition and properties
Let a test function ϕ ∈ C ı0 satisfies for a fixed q ∈ (0, 1):
(a) ϕis even;
(b) supp ϕ ⊂ [−1, 1];
(c) ϕ = 1 on [−q, q].
We define an even trigonometric polynomial Kn of degree n by setting
Kn(t) := 1
π

1
2
+
n
ν=1
ϕ

ν
n + 1

cos νt

= 1
2π
n
ν=−n
ϕ

ν
n + 1

eiνt . (1.1)
1 Throughout the paper c stands for a positive constant and c(ν, p, . . .) for a positive constant, depending on the
parameters in the brackets.
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Using this we then define the family of fundamental polynomials {Pnj }0≤ j≤n ⊂ Pn for the
operator Tn by setting
Pn, j (x) := 12 {Kn(t − jhn)+ Kn(t + jhn)} (1.2)
with hn := 2π2n+1 and t := arccos x .
So, we may write
Pn, j (x) = 1
π

1
2
+
n
ν=1
ϕ

ν
n + 1

cos(ν jhn) · τν(x)

,
where τν(x) := cos(ν arccos x) is the νth Chebyshev polynomial.
Now the desired linear discrete operator Tn : C[−1, 1] → Pn is given by
Tn f := hn
n
j=0
f (xn, j )Pn, j , (1.3)
where the set of nodes Cn := {xn, j }0≤ j≤n is given by
xn, j := cos( jhn), 0 ≤ j ≤ n. (1.4)
The main properties of Tn are presented in
Proposition 1. (a) The norm of Tn as of an operator into C[−1, 1] satisfies for some c > 0 and
all n ≥ 0
∥Tn∥ ≤ c. (1.5)
(b) For every polynomial p ∈ Pm of degree m ≤ [q(n + 1)]
Tn p = p. (1.6)
2. Formulation of the main results
Let r ∈ N be given and T rn denote the operator Tn with the parameter q chosen by
q := max

1− 1
r
,
1
2

. (2.1)
We use below the r th modulus of continuity which is recalled to be defined by
ωr ( f ; t) := sup
0<h≤t
sup
x∈[−1,1−rh]
 r
k=0
(−1)r−k
r
k

f (x + kh)
 .
For the properties of ωr ( f, h), see, e.g., in [19], Ch 2.
Theorem 1. For every integers r ∈ N and n ≥ r − 1 the operator T rn is discrete with the set of
nodes (1.4) satisfying for |x | ≤ 1 the inequality
| f (x)− T rn f (x)| ≤ c(r)ωr ( f ;∆n(x)); (2.2)
as above ∆n(x) =
√
1−x2
n + 1n2 .
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This result is the base for the next two theorems generalizing the afore-formulated Theorems A
and B of the Introduction. In their formulations, number ϵ and integers n, r satisfy
ϵ ∈ (0, 1], r ∈ N and n ≥ r − 1. (2.3)
Theorem 2. There exists a family of linear discrete operators {Frn }n≥r−1 such that
(a) Frn maps C[−1, 1] into PN ; here and below
N := [(1+ ϵ)n]. (2.4)
Moreover, Frn has the set of nodes Cn and Frn f interpolates f at these points.
(b) For every |x | ≤ 1
| f (x)− Frn f (x)| ≤
c(r)
ϵr+1
log(2/ϵ) ωr ( f ;∆N (x)). (2.5)
Remark 1. For n ≥ r+1
ϵ
the log- factor in (2.5) can be omitted (see (5.10)).
Theorem 3. There exists a family of linear discrete operators {Grn}n≥r−1 such that
(a) Grn maps C[−1, 1] into PN and its set of nodes is Cn := Cn {−1}. Moreover, Grn f
interpolates f at the points of Cn .
(b) For every |x | ≤ 1 and r ∈ {1, 2}
| f (x)− Grn f (x)| ≤
c(r)
ϵr+1
log(2/ϵ) ωr

f ;
√
1− x2
N

. (2.6)
Using the known properties of modulus of continuity we immediately obtain the corre-
sponding results for differentiable functions. For example, we have the following corollary of
Theorem 1.
Corollary 1. Let f ∈ Cs[−1, 1]. Then for every integers r ∈ N and n ≥ r + s − 1 the operator
T r+sn satisfies for |x | ≤ 1 the inequality
| f (x)− T r+sn f (x)| ≤ c(r + s) ωr ( f (s);∆n(x)).
Remark 2. Inequality (2.6) is not true for r ≥ 3; see Yu [21]. However, there exists a family of
linear operators (non-discrete) G r, sn : Cs[−1, 1] → Pn , n ≥ 3s + 3 and r ∈ {1, . . . , s + 1} such
that for f ∈ Cs[−1, 1]
| f (x)− G r, sn f (x)| ≤ c(r + s)
√
1− x2
n
s
ωr

f (s);
√
1− x2
n

.
The basic results in this direction have been given by Gopengauz [10] and Telyakowskii [18]
(s ∈ Z+, r = 1), DeVore [6] (s = 0, r = 2) and Hinnemann and Gonska [11] (s ∈ N, r = 2).
A generalization to simultaneous approximation is due to Gonska and Hinnemann [9] and, in the
final form, to Dalhaus [5] who extended the method of the previous paper; independently, the
latter result proved by Brudnyi [1] (announced in [2]) by combining the Gopengauz method with
some polynomial inequalities.
It is unclear, whether the result of this type may be attained by discrete linear polynomials with
the set of nodes Cn (we guess the answer is negative). Nevertheless, the same result can be ob-
tained by generalized discrete linear polynomial operators whose definition for a given n includes
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along with the values of f at the points ofCn also those of derivatives f (k), k = 1, . . . , s, at
points ±1. The proof combines the arguments of Theorem 3 from [1] with that of Theorem 3
presented here.
Remark 3. Let us now compare the processes introduced with two known approximation
families of discrete operators that allow to prove Theorem 1. The first, due to Brudnyi (see [3] and
reference therein) was introduced for the initial proof of this result. The second was introduced
by Kopotun [13] for an unified approach to several basic results of the area; his construction
uses an intermediate spline approximation by Lagrange–Hermite polynomials. Therefore, the
resulting (very involved) approximation operator family is a generalized discrete ones (involving
also values of derivatives at nodes). However, none of these possess property (1.6) of the family
{Tn} that is essential in proofs of Theorems 1–3.
Remark 4. In connection with Theorem 2, we indicate another type of approximation family
introduced by Trigub [20]. The operators of the family are not discrete but give different theorems
of Timan’s type (including those with integer coefficients for approximation polynomials) and,
besides, interpolate an approximate function and some of its derivatives in a fixed set of nodes.
3. Properties of operators Tn, proof
To prove Proposition 1 we need some auxiliary results. To their formulations we let ϕn be the
Fourier transform of the function ϕ( tn+1 ), t ∈ R, i.e.
ϕn(t) := 12π

R
ϕ

τ
n + 1

e−i tτdτ = n + 1
2π
 1
−1
ϕ(τ)e−i t (n+1)τdτ
= (n + 1)ϕ((n + 1)t).
Lemma 1. For every p ∈ N and t ∈ R
|ϕn(t)| ≤ C(p)(n + 1)1+ (n + 1)p|t |p . (3.1)
Proof. Integrating by parts p times we get for t ≠ 0
ϕn(t) = n + 12π i(n + 1)pt p
 1
−1
ϕ(p)(τ )e−i(n+1)tτdτ.
Since |ϕn| ≤ n+12π and |ϕn| ≤ n+12π ∥ϕ
(p)∥
(n+1)p |t |p , we have
|ϕn| ≤ n + 12π min

1,
∥ϕ(p)∥
(n + 1)p|t |p

≤ C(p)(n + 1)
1+ (n + 1)p|t |p . 
Lemma 2. The identity
Kn(t) =

j∈Z
ϕn(t + 2 jπ) (3.2)
holds uniformly in t ∈ R.
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Proof. By the Poisson summation formula
j∈Z
ϕn(t + 2 jπ) = 12π

ν∈Z
ϕn(ν)eiνt , (3.3)
where the right-hand side is uniformly convergent due to Lemma 1 with p = 2. Since by the
Fourier inversion formula ϕn(ν) = ϕ( νn+1 ) and this equals zero for |ν| ≥ n + 1, the right-hand
side of (3.2) equals
1
2π
n
ν=−n
ϕ

ν
n + 1

eiνt = Kn(t). 
Proof of Proposition 1.
(a) By the definition of Tn
Tn f (cos t) = hn
n
j=0
f (xn, j )
1
2
(Kn(t − jhn)+ Kn(t + jhn))
and therefore its norm in C[−1, 1] satisfies
∥Tn∥ ≤ 2π2n + 1 maxt

n
j=−n
|Kn(t + jhn)|

. (3.4)
Implying identity (3.2), inequality (3.1) with p = 2 and setting s := 2n+12π t we bound the
sum in the right-hand side by
c · (n + 1)

ν∈Z
n
j=−n
1
1+ (n + 1)2 |t + 2πν + jhn|2
≤ c · (n + 1)

ν∈Z

i∈ Iν
1
1+ |s + i |2 ,
where Iν := { j + ν(2n + 1)}nj=−n . Since Iν

Iν+1 = ∅ andν∈Z Iν = Z, we finally obtain
from inequality (3.4)
∥Tn∥ ≤ c ·max
s

i∈Z
1
1+ |s + i |2

.
As the function Φ(s) :=i∈Z 11+|s+i |2 is even, positive and has period 1,
max
s
Φ(s) = max
0≤ s ≤ 12
Φ(s) < 1+ 4
5
+ 2
∞
i=1
1
1+

i + 12
2
<
9
5
+ 2

π
2
− arctan 3
2

< 3
and the proof of (a) has done.
(b) Due to the definition of Tn we should prove that for every trigonometric polynomials Θm of
degree m ≤ [q(n + 1)]
hn
n
j=−n
Θm( jhn)Kn(t ∓ jhn) = Θm(±t). (3.5)
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Since this equality is shift-invariant, it suffices to prove it for t = 0 and Θk(t) = eikt with
k ∈ Z, |k| ≤ [q(n + 1)].
Now we write the left-hand site of (3.5) for these Θm and t as
1
2n + 1
n
j=−n
ei jkhn
n
ν=−n
ϕ

ν
n + 1

ei jνhn = 1
2n + 1
n
ν=−n
ϕ

ν
n + 1
 n
j=−n
ei j (k+ν)hn .
Since |ν + k| < 2n + 1 and hn := 2π2n+1 , the sum of the geometric progression in the inner sum
equals 2n+1 if ν+k = 0, and equals 0 for ν+k ≠ 0. Since |k|n+1 ≤ q and ϕ = 1 on [−q, q] the
left-hand side of (3.5) equals ϕ( − kn+1 ) = 1 = ei kt |t=0. 
4. Proof of Theorem 1
By definition T rn is discrete with the set of nodes Cn . To prove (2.2) we set m := [q(n + 1)].
Due to the choice of q (see (2.1)) and the condition n ≥ r − 1 we have m ≥ [qr ] ≥ r − 1.
For these m the Brudnyi theorem (see, e.g. [3]) asserts that there exists a polynomial pm of
degree m such that for |x | ≤ 1
| f (x)− pm(x)| ≤ c(r)ωr ( f ;∆m(x)). (4.1)
By the interpolation formula (1.6) from Proposition 1 we can present pm(x) = pm(cos t) as
hn ·

χ=±1
n
ν=−n
pm(cos(νhn))Kn(t + χνhn) :=

χ=±1
p χm (t).
On the other hand, by definition
T rn f (cos t) =
1
2
hn ·

χ=±1
n
ν=−n
f (cos(νhn))Kn(t + χνhn) :=

χ=±1
φ χ (t).
This implies
|pm(cos t)− T rn f (cos t)| ≤

χ=±1
|φ χ (t)− p χm (t)|. (4.2)
Lemma 2 gives
φ χ (t)− p χm (t) =
1
2
hn
n
ν=−n
( f (cos(νhn))− pm(cos(νhn)))

j∈Z
ϕn(t + χνhn + 2π j)
= 1
2
hn

j∈Z

k∈I j
( f (cos(khn))− pm(cos(khn)))ϕn(t + χkhn),
where the sets I j are given by I j := {ν + (2n + 1) j}nν=−n, j ∈ Z. Since I j

I j+1 = ∅ and
j∈Z I j = Z, the right-hand side there equals
1
2
hn

k∈Z
( f (cos(khn))− pm(cos(khn)))ϕn(t + χkhn).
Combining this with (4.1) we obtain
|φ χ (t)− p χm (t)| ≤
c(ν)
2n + 1

k∈Z
ωr ( f ;∆m(khn)) |ϕn(t + χkhn)|.
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Now we divide this sum into two denoted by

1 and

2 where the first (second) consists of
terms with indices satisfying
|k| ≤ (2n + 1)|t |
π

|k| > (2n + 1)|t |
π

.
In the first case,
∆m(cos(khn)) = | sin(khn)|m +
1
m2
≤ 2| sin t |
m
+ 1
m2
≤ 2∆m(cos t).
Together with Lemma 2 with p = 2 this yields
1
≤ c(r)
2n + 12
rωr ( f ;∆m(cos t))

k∈Z
n + 1
1+ (n + 1)2(t + khn)2
≤ c(r)

k∈Z
1
1+ ((2n + 1)t + 2πk)2 · ωr ( f ;∆m(cos t)).
Since the sum here is bounded by a numerical constant and m = [q(n + 1)], we therefore
have 
1
≤ c(r)ωr ( f ;∆n(cos t)). (4.3)
Let now |k| > (2n+1)|t |
π
. For tk := t + χkhn this inequality implies
1
2
|k|hn < |tk | < 32 |k|hn . (4.4)
This, in turn, yields
∆m(cos(khn)) = | sin(t − tk)|m +
1
m2
≤ | sin t | + | sin tk |
m
+ 1
m2
≤ (m| sin tk | + 1)
 | sin t |
m
+ 1
m2

≤

q(n + 1) · 3
2
|k|hn + 1

∆m(cos t) ≤ c(r)|k|∆n(cos t).
Since ωr ( f ; λt) ≤ (λ+ 1)rωr ( f ; t) for λ ≥ 0,
2
≤ c(r)
2n + 1 ωr ( f ;∆n(cos t))

k∈Z
|k|r |ϕn(tk)|.
To estimate this sum in the right-hand side we again apply Lemma 2 with p = r + 2 besides
with the left inequality in (4.4). This leads to the bound
k∈Z
|k|r n + 1
1+ ((n + 1)|tk |)r+2 ≤ c(r)(n + 1)

k∈Z
|k|r
1+ |k|r+2 ≤ c(r)(n + 1).
Implementing this in the previous inequality we get
2
≤ c(r)ωr ( f ;∆n(cos t)). (4.5)
Combining (4.2) with (4.3) and (4.5) we immediately obtain inequality (2.2). 
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5. Proof of Theorem 2
We should define the linear discrete operator Frn : C[−1, 1] → P[(1+ϵ)n] with the set of
nodes Cn such that Frn f agrees with f on Cn and satisfies inequality (2.5). To this aim we
modify the operator T rn of Theorem 1 using a family of polynomials defined below; cf. Szabados
[16], p. 57.
Let dn be the normalized Dirichlet kernel, i.e.,
dn(t) := 22n + 1

1
2
+ cos t + · · · + cos nt

=
sin

n + 12

t
(2n + 1) sin t2
.
Let further r,m ∈ N, m ≤ n. We then set for ν = 0
Dn, 0(cos t) := dn(t)(dm(t))r+1 (5.1)
and for ν ∈ {1, . . . , n}
Dn,ν(cos t) := Dn, 0(cos(t − νhn))+ Dn, 0(cos(t + νhn)). (5.2)
Since the right-hand sides of (5.1) and (5.2) are even trigonometric polynomials, every Dn,ν is
the algebraic polynomial of degree N := n + (r + 1)m in x := cos t .
Proposition 2. (a) For every ν, ν′ ∈ {0, 1, . . . , n}
Dn,ν(cos(ν′hn)) =

1 if ν = ν′
0 otherwise.
(5.3)
(b) For 0 ≤ t ≤ π
|Dn,ν(cos t)| ≤ 8π
r+2
(1+ (2n + 1)|t − νhn|)(1+ (2m + 1)r+1|t − νhn|r+1) . (5.4)
Proof. (a) Since
dn(νhn) =

1 if ν ≡ 0 (mod 2n + 1)
0 if ν ≢ 0 (mod 2n + 1),
the result immediately follows.
(b) Since | sin t/2| ≥ |t |
π
for 0 ≤ t ≤ π and min{1, 1x } ≤ 21+x for x > 0, we get
|dn(t)| ≤ min

1,
π
(2n + 1)|t |

≤ π min

1,
1
(2n + 1)|t |

≤ 2π
1+ (2n + 1)|t |
and |dm(t)|r+1 ≤ min

1,

π
(2m + 1)|t |
r+1
≤ 2π
r+1
1+ ((2n + 1)|t |)r+1 .
Applying last estimates to (5.2), we obtain (5.4). 
The required family of operators {Frn }n≥r−1, r ∈ Z, is first defined for
r − 1 ≤ n < r + 1
ϵ
. (5.5)
Namely, for n satisfying (5.5) we define Frn to be the Lagrange interpolation operator with the
set of nodes Cn := {cos(νhn)}nν=0.
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For n satisfying
n ≥ r + 1
ϵ
(5.6)
we then define Frn by setting
Frn f := T rn f +
n
ν=0
( f (cos(nhn))− T rn f (cos(nhn)))Dn, ν, (5.7)
where the integer m in (5.2) is given by
m :=

ϵ
r + 1n

.
Hence, Frn f is an algebraic polynomial of degree
N := n + (r + 1)m ≤ (1+ ϵ)n.
Clearly, assertion (a) of Theorem 2 is then the matter of definition.
We first prove (b) for n ≥ r+1
ϵ
. Due to definition of Frn and Theorem 1 we get
| f (x)− Frn f (x)| ≤ c(r)

ωr ( f ;∆n(x))+
n
ν=0
ωr ( f ;∆n(cos(νhn)) )|Dn,ν(x)|

. (5.8)
Using then (5.4) with cos t = x we bound the last sum by
c(r)
n
ν=0
ωr ( f ;∆n(cos(νhn)) )
(1+ (2n + 1)|t − νhn|) (1+ (2m + 1)r+1|t − νhn|r+1)
≤ c(r)
n
ν=0
ωr ( f ;∆n(cos(νhn)) ) · 2r
(1+ (2n + 1)|t − νhn|) (1+ (2m + 1)|t − νhn|)r+1
≤ c(r)

2n + 1
2m + 1
r+1 n
ν=0
ωr ( f ;∆n(cos(νhn)) )
(1+ (2n + 1)|t − νhn|)r+2
≤ c(r)
ϵr+1
n
ν=0
ωr ( f ;∆n(cos(νhn)) )
(1+ (2n + 1)|t − νhn|)r+2 .
In the last inequality, we take into account that 1 ≤ nϵr+1 . So that
2m + 1 = 2

ϵn
r + 1

+ 1 ≥ 2nϵ
r + 1 − 1 ≥
nϵ
r + 1 ≥
1
3
(2n + 1) ϵ
r + 1 .
Hence we have
n
ν=0
ωr ( f ;∆n(cos(νhn)) ) |Dn,ν(x)| ≤ c(r)
ϵr+1
n
ν=0
ωr ( f ;∆n(cos(νhn)) )
(1+ (2n + 1)|t − νhn|)r+2 . (5.9)
Following the argument of the proof of Theorem 1 we now present the above sum as

1 +

2
where indices in

1 (respectively,

2) run over all ν ∈ {0, 1, . . . , n} satisfying
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ν ≤ (2n + 1)t
π
:= 2t
hn

ν >
2t
hn

;
here 0 ≤ t ≤ π .
Using in the subsequent derivation the argument of Theorem 1 with inequality (5.4) instead
of that in Lemma 1 we get for

1 the next bound
c(r)
ϵr+1
∞
ν=0
ωr ( f ; 2∆n(x))
1+ 2π | thn − ν|
r+2 ≤ c(r)ϵr+1

2+ 2
∞
ν=1
1
(2πν)2

2rωr ( f ;∆n(x)).
So we obtain

1 ≤ c(r)ϵr+1ωr ( f ;∆n(x)).
Similarly, we use the inequality thn ≤ ν2 , (5.9) and the argument of Theorem 1 to estimate
2 by
c(r)
ϵr+1
·

ν≥ 2thn
1
ν − thn
r+2 ωr ( f ; ν∆n(x)) ≤ c(r)ϵr+1 · 
ν≥ 2thn
νr
ν
2
r+2 ωr ( f ;∆n(x)).
Hence, we get for sum (5.9) the bound c(r)
ϵr+1 ωr ( f ;∆n(x)).
Combining the inequalities so obtained and (5.8) we then obtain
| f (x)− Frn f (x)| ≤
c(r)
ϵr+1
ωr ( f ;∆n(x)).
Since N ≤ (1+ ϵ)n ≤ 2n and, consequently, ∆n(x) ≤ 4∆N (x), we have
ωr ( f ;∆n(x)) ≤ 4rωr ( f ;∆N (x)).
Therefore we obtain
| f (x)− Frn (x)| ≤
c(r)
ϵr+1
ωr ( f ;∆N (x)). (5.10)
Because of the obvious inequalities 1 ≤ ϵ−2r , 1 ≤ 1log 2 log(2/ϵ), ∆N (x) < 2N we have finally
obtained from here result (2.5) for n ≥ r+1
ϵ
.
Now let r − 1 ≤ n < r+1
ϵ
. Denoting by Ln the Lagrange operator with the set of nodes
Cn we first apply the Lebesgue inequality
∥ f − Ln f ∥ ≤ (1+ ∥Ln∥) En( f )
and then the estimation ∥Ln∥C[−1,1] ≤ c log(n + 1); see, e.g., [14], Vol 3, Ch 1, Section 2. This
gives
∥ f − Frn f ∥C[−1,1] ≤ c log(n + 1)En( f )
where En( f ) is the best approximation of f by Pn in the uniform norm.
Due to the Brudnyi result [3], we have for n ≥ r − 1
En( f ) ≤ c(r) ωr

f ; 1
n

.
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Combining these two inequalities we obtain
∥ f − Frn f ∥ ≤ c(r) log(n + 1) ωr

f ; 1
n

.
Since n < r+1
ϵ
, we have n + 1 < r+2
ϵ
< 2
2r
ϵ
≤ ( 2
ϵ
)2r and therefore
∥ f − Frn f ∥ ≤ c(r) log(2/ϵ) ωr

f ; 1
n

. (5.11)
Further, we write for n < r+1
ϵ
ωr

f ; 1
n

≤ nrω

f ; 1
n2

≤

r + 1
ϵ
r
ωr ( f ;∆n(x))
≤ 4r

r + 1
ϵ
r+1
ωr ( f ;∆N (x)) (5.12)
and derive from (5.11) and (5.12) the required result (2.5) for r − 1 ≤ n < r+1
ϵ
. 
6. Proof of Theorem 3
To define the desired family {Grn}n≥r−1 we need a slight modification of the operator Frn given
by
Frn f := T rn f + n+1
ν=0
( f (xn,ν)− T rn f (xn,ν))Dn,ν, (6.1)
where xn,ν := cos νhn for 0 ≤ ν ≤ n and xn,n+1 := cosπ = −1 while Dn,ν are introduced as
follows. We set for ν = 0
Dn, 0(cos t) := Dn, 0(cos t)1+ cos t2 ,
for ν ∈ {1, . . . , n}Dn, ν(cos t) := Dn, 0(cos(t − νhn))+ Dn, 0(cos(t + νhn))
and, at last, for ν = n + 1
Dn,n+1(cos t) = 12 (Dn, 0(cos(t − π))+ Dn, 0(cos(t + π))).
Hence, Frn is a polynomial of degree n + (r + 1)m + 1 coinciding with f at the set of nodesCn := {xn,ν}n+1ν=0; in particular, Frn f (±1) = f (±1).
Further, |Dn,ν(cos t)| ≤ |Dn, 0(cos(t − νhn))| + |Dn, 0(cos(t + νhn))| for 0 ≤ ν ≤ n and
|Dn,n+1(cos t)| ≤ |Dn, 0(cos(t−π))|+|Dn, 0(cos(t+π))|. Therefore, the argument of Theorem 2
applied to this case gives for n ≥ r+1
ϵ
the inequality
| f (x)− Frn f (x)| ≤ c(r)
ϵr+1
ωr ( f ;∆N (x)) (6.2)
with N := n + (r + 1)m + 1, m := [nϵ] − 1 and ϵ ∈ (0, 1].
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We now define the required family of operators by setting
Grn f (x) :=

1+ x
2
Frn f (x)+
1− x
2
Frn f (x) if n ≥ r + 1ϵ
Ln f (x) if r − 1 ≤ n < r + 1
ϵ
.
Here Ln is the Lagrange interpolation operator with the set of nodes Cn .
Due to this definition Grn is a discrete linear operator with the set of nodes Cn acting from
C[−1, 1] into Pn where N ≤ (1 + ϵ)n. Moreover, Frn = Frn f = f at the points of Cn andFrn (−1) = f (−1). Therefore, Grn f interpolates f at the points of Cn .
Hence, assertion (a) of Theorem 3 holds for Grn (in particular, for r ∈ {1, 2}) and it remains
to prove (b), i.e., inequality (2.6) for these r . We do this for r = 2 remaining the case r = 1 to
the reader. It is to say, we should prove that for n ≥ r − 1 = 1 and |x | ≤ 1
| f (x)− G2n f (x)| ≤
c
ϵ3
log(2/ϵ)ω2

f ;
√
1− x2
N

. (6.3)
To this end, we first note that the weaker version of (6.3) with ∆n(x), instead of
√
1−x2
N , has yet
proved for n ≥ r+1
ϵ
(see (6.2)). Since G2n for 1 ≤ n < 3ϵ is a Lagrange interpolation operator
different from F2n by only one additional node −1, the inequality with ∆n(x) is also true for
these n (see (5.11) and (5.12)). Hence, for n ≥ 1 and |x | ≤ 1 we have
| f (x)− G2n(x)| ≤
c
ϵ3
log(2/ϵ)ω2( f ;∆n(x)). (6.4)
Using this we prove (6.3). For this end we present the difference in its left-hand site as
f − G2n f =

j∈Z+
R2 j n (6.5)
where for k ∈ Z+
Rk := G22k f − G2k f,
and prove that
|Rk(x)| ≤ c
√
1− x2
k
2
∥ f ′′∥ (6.6)
for f ∈ C2[−1, 1].
We postpone this proof to the final part while now derive from here the required inequality
(6.3).
Estimating every term in (6.5) by (6.6) and summing we obtain for f ∈ C2[−1, 1],
| f (x)− G2n f (x)| ≤ c
√
1− x2
n
2
∥ f ′′∥.
Moreover, it also follows from (6.4) that for f ∈ C[−1, 1]
∥ f − G2n f ∥ ≤
c
ϵ3
log(2/ϵ)∥ f ∥.
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Presenting f ∈ C[−1, 1] as a sum f0 + f1 with f0 ∈ C[−1, 1] and f1 ∈ C2[−1, 1] we
derive from the two previous inequalities
| f (x)− G2n f (x)| ≤
c
ϵ3
log(e/ϵ)
∥ f0∥ + √1− x2n
2
∥ f ′′1 ∥
 .
Now we use the well-known result (see, e,g., [4, p. 483]) asserting that
inf
f= f0+ f1
{∥ f0∥ + t2∥ f ′′1 ∥} ≤ cω2( f ; t).
Combining this with the previous we obtain the required inequality (6.3).
It remains to prove (6.6). Applying (6.4) with f ∈ C2[−1, 1] and noting that ω2( f ; t) ≤
t2∥ f ′′∥ we get in this case
|Rk(x)| ≤ c
ϵ3
log(2/ϵ)(∆k(x))2∥ f ′′∥. (6.7)
This implies inequality (6.6) for k
√
1− x2 ≥ 1, since ∆k(x) ≤ 2
√
1−x2
k for such k and x .
Let now
k

1− x2 ≤ 1. (6.8)
Differentiating Rk(x) and using (6.6) and Dzyadik’s inequality (see, e.g., par [19], Sec 1.8.72)
we then have for p ∈ {1, 2}
|R(p)(x)| ≤ c |Rk(x)|
(∆k(x))p
≤ c (∆k(x))2−p ∥ f ′′∥. (6.9)
Further, since G2k f (±1) = f (±1), the polynomial Rn has roots at points ±1. Therefore |Rk(x)|
≤ 1−|x |2! max|x |≤|y|≤1 |R′k(y)| and together with (6.9) where p = 1 yields
|Rk(x)| ≤ c (1− x2) ∆k(x) ∥ f ′′∥.
But for x and k satisfying (6.8)∆k(x) ≤ 2/k2 and therefore the right-hand side here is bounded
by c ( 1−x2k )
2 ∥ f ′′∥.
This proves (6.6) and the theorem. 
7. Open problems
Since polynomials of degree n interpolating a function f ∈ C[0, 1] at points νn , ν =
0, 1, . . . , n, may have exponential growth in n, the analog of Theorems 1–3 cannot be true for
the uniformly distributed sets of nodes. However, the Jackson type result holds for function of
smoothness at most one, if the fundamental polynomials in (1) are replaced by rational functions
of degree 8n (see Szabados [17]) where the corresponding results were proved by using the
Shepard type approximation [15]. This motivates the following problem.
Problem 1. Does there exists a family of discrete linear operators of the form
Srn f :=
n
ν=0
f
ν
n

sν,n
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where sν,n are rational functions of degree about n such that for every f ∈ C[0, 1]
∥ f − Srn f ∥ ≤ c(r)ωr

f ; 1
n

?
Another generalization of (1) concerns simultaneous approximation of C s functions and their
derivatives.
Problem 2. Does there exists a family {L(r, s)n }n≥r+s−1 of discrete approximation operators such
that for 0 ≤ j ≤ s
∥( f − L(r, s)n )( j)∥ ≤
c(r + s)
ns− j
ωr

f ( j); 1
n

?
Problem 3. Does there exists a family {L(r, s)n }n≥r+s−1 of this kind giving simultaneous
pointwise approximation of Timan’s type?
Problem 4. For the same question for the Gopengauz–Telyakovskii type approximation, see
Remark 2.
As a model case for the results of this type one may indicate the simultaneous approximation
theorem for Bernstein polynomials. Solutions to the problems may be simplified if one uses
generalized discrete operators of the form
Ln f :=
n
ν=0

s
j=0
f ( j)(xn,ν)l
j
n,ν

.
Apparently the above mentioned Kopotun operators (see Remark 3) may be used for this goal.
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