Abstract-Tracking generic human motion is highly challenging due to its high-dimensional state space and the various motion types involved. In order to deal with these challenges, a fusion formulation which integrates low-and high-dimensional tracking approaches into one framework is proposed. The low-dimensional approach successfully overcomes the highdimensional problem of tracking the motions with available training data by learning motion models, but it only works with specific motion types. On the other hand, although the high-dimensional approach may recover the motions without learned models by sampling directly in the pose space, it lacks robustness and efficiency. Within the framework, the two parallel approaches, low-and high-dimensional, are fused via a probabilistic approach at each time step. This probabilistic fusion approach ensures that the overall performance of the system is improved by concentrating on the respective advantages of the two approaches and resolving their weak points. The experimental results, after qualitative and quantitative comparisons, demonstrate the effectiveness of the proposed approach in tracking generic human motion.
I. INTRODUCTION
Video-based 3-D human motion tracking and pose estimation are important topics in computer vision and have received much attention in recent years due to their potential applications in smart surveillance systems, advanced human-computer interfaces and markless motion capture. Tracking 3-D human motion is highly challenging due to its high-dimensional state space as well as the various motion types and styles involved, issues for which many approaches have been proposed. One type of low-dimensional approach which learns motion models by dimensionality reduction is able to successfully resolve the high-dimensional problems, but the method is only applicable to specific motion types. Other approaches which employ smart sampling on high-dimensional pose space are not limited in this respect, but they are not robust and require high computational costs.
In order to resolve the two aforementioned problems simultaneously, the authors' previous work is extended [1] , and a probabilistic fusion formulation which integrates the two types of approaches into one framework is proposed. Different from the authors' previous fusion approach, which is based on deterministic criteria, the fusion approach proposed in this paper is based on probability, and the system involved selects one of two trackers with a probability which corresponds to its tracking performance. Within the framework, two independent trackers with different algorithms proceed in parallel in different state spaces, and at each time step, the fusion algorithm generates the output state and updates the state of the parallel trackers using a probabilistic approach. This fusion allows the two trackers to cooperate and complement each other in order to resolve the various problems which occur in generic motion tracking. The flowchart of the probabilistic fusion framework is shown in Fig. 1 . The main contribution of this paper is the resolution of the two following issues which occur during the fusion procedure: 1) The system adapts the two algorithms automatically according to a set of probabilistic fusion criteria. The two trackers choose to retain their own states with a probability, thus the tracker with the higher performance will be more likely to retain its own state. This causes the system to select the tracker with the stronger performance as the final output.
2) The two algorithms complement each other through interaction. In this step, one tracker updates its state with the state of the other with a probability. Therefore, the state of the tracker with the weaker performance is more likely to be updated by the stronger one. After the interaction step, the overall tracking performance is improved. It is expected that the fusion of the two approaches allows this tracking system to outperform other systems using a single approach.
The remainder of this paper is organized as follows: in the next section, related work is briefly reviewed and discussed. Section III gives a brief introduction to the fusion framework. Sections IV and V introduce the high-dimensional and low-dimensional tracking approaches. In Section VI, details of the proposed probabilistic fusion framework are provided. Experimental results are presented in Section VII, and the study is summarized in Section VIII.
II. RELATED WORK
The related work described in this section falls into three categories. The first category of approaches directly employs sampling-based tracking techniques in the high-dimensional pose space, e.g., particle filtering [2] , partition sampling [3] , annealed particle filtering (APF) [4] , [5] and shape-texture optimization [6] , [7] . This type of approach may recover 3-D human poses without any restriction on motion types, but it requires a large number of particles to search for the optimal mode in the pose space and easily fails under the conditions of a loose-fitting body model or noisy background which lacks rich observations [8] .
The second category of methods employs motion models to guide human tracking. For this type of approach, a low-dimensional space is learned by applying dimensionality reduction on the Mocap training data, and the human poses are recovered by searching the lowdimensional space. A variety of existing dimensional reduction algorithms are considered, such as principal component analysis [9] , locally linear embedding [10] , Gaussian process latent variable model (GPLVM) [11] , Gaussian process dynamical model (GPDM) [12] , dynamical binary latent variable model [13] , dual gait generative models [14] , and hierarchical GPLVM [15] , [16] . Tracking with learned motion models may successfully recover 3-D human poses, but the drawback is that it cannot be generalized outside of the training data set. Moreover, in order to address the problem of switching among different motion models, several methods have been proposed, such as mixed-state CONDENSATION [17] .
The third approach, described in [18] combines low-and highdimensional motion models to track human poses. In their framework, 2168-2216/$31.00 © 2013 IEEE Fig. 1 . Flowchart of the probabilistic fusion framework. We integrate the two parallel trackers (i.e., the GPDM-APF and the standard APF) and make them complement each other by the probabilistic fusion criteria. There are two stages in the probabilistic fusion criteria: parallel and interaction. At the parallel stage, the tracker chooses to keep its own states, while at the interaction stage, the tracker updates its states with the other tracker. In each time step, which stage to choose is dependent on probability ψ. The flowchart shows the tracking results on HumanEva-II S2 Combo motion sequences. In this balancing task example, no data is available for training motion models. Hence, standard APF outperforms GPDM-APF in this activity. As a result, standard APF stays on the parallel stage with a larger probability, while GPDM-APF stays on the interaction stage with a larger probability, and updates its states from APF. a low-dimensional joint-activity space is learned using the training data, while the other "unknown" motion types which do not poses training data are modeled in a high-dimensional space. Variable particle numbers are allocated for each motion model, and APF is employed to search for the optimal mode. This work is capable of obtaining strong performance when tracking generic motion sequences. However, the dimensionality of the joint-activity space will increase and the computational costs will increase with the increasing number of "known" activities. Moreover, there is no re-initialization mechanism to guarantee that the particles in the joint space are in the proper positions when the pose transfers from the high-dimensional model of an "unknown" activity to the low-dimensional model of a "known" one.
Different from [18] , which defined three activity models (i.e., unknown activities, known activities, and known activity transitions), and which gave equal consideration to the prediction of each model, the framework introduced in this paper utilizes a tracker choosing mechanism to evaluate the performance of each tracker and utilizes the output of the tracker which achieves a higher performance. Moreover, in regard to the issue of re-initialization, a mechanism which integrates the two trackers into one compound tracker with state interactions between one another is adopted.
III. FUSION FRAMEWORK OVERVIEW
In the framework of the proposed model, two independent trackers (i.e., the GPDM-APF and the standard APF) run in parallel, and the states of both trackers communicate with one another interactively via a probabilistic method. The first tracker (denoted as GPDM-APF) employs the learned motion models to track human motions. A smaller number of particles are allocated for it due to the fact that the latent state space is low dimensional. The second tracker uses the standard APF algorithm to recover human poses in the high-dimensional pose space, with a larger number of particles. After each time step, it is possible to generate the output state and update the state of the parallel trackers with a probability. Therefore, if the person being observed performs a trained activity, the system is more likely to track using the learned motion models and, at the same time, update the state of the standard APF with a certain probability. When the person performs un-trained motions, the standard APF will assume control over the tracking with a high probability and supplement the tracker with learned motion models.
IV. TRACKING IN THE HIGH-DIMENSIONAL POSE SPACE

A. Particle Filter
The particle filter algorithm provides a robust Bayesian framework for human motion capture. A sampling method is used in the algorithm to approximate the posterior distribution of the pose state with its temporal structure.
Let X t be a pose state, y t be an observation at time t, and Y t be the history of the observation. The algorithm builds the approximation of the posterior distribution p(X t |Y t ) with N samples (particles)
In each time step, the particle set is propagated by the dynamical model p(x t |x t−1 ), and the weights are updated by the likelihood model p(y t |x t ). After the propagation and updating step, an estimate of the state χ t at each time step t may be estimated by the sample mean of the posterior density
(1)
B. Annealed Particle Filter
Due to the high dimensionality of the space of human poses, the number of samples needed will increase rapidly. APF [4] , [5] overcomes this problem by employing simulated annealing to gradually concentrate the search effort on good areas of the pose space. The APF employs a set of N weighted particles,
} to approximate the target distribution over the full 3-D pose space. For each time step, the APF attempts to locate the optimal mode by determining a broad target distribution, then gradually becomes narrower through a number of successive resampling iterations (or layers).
At each layer m = M, M − 1, . . . , 1, the particles are dispersed by a dynamical model p(x t |x t−1 ) and evaluated against the observation y by a weighting function w m (x, y), where
A large β m produces a peaked weighting function w m , resulting in a high rate of annealing. A small value of β m has the opposite effect. The entire effect is to gradually concentrate particles into the globally optimal mode of the target distribution.
The standard APF often uses the addition of Gaussian noise to approximate the dynamical model p(x t |x t−1 ). Due to the fact that the state space is large and high-dimensional and the search range permitted is quite small, if the standard APF falls into an incorrect mode, it is likely that the tracking will fail and never recover [19] .
V. TRACKING IN THE LOW-DIMENSIONAL LATENT SPACE
Reducing the dimensionality of the state space has been shown to be a successful approach to dealing with the high-dimensional issues of human motion tracking. This concept is based on the following facts: The space of possible human motions is intrinsically low dimensional [20] , [21] , and the set of typical human poses is much smaller than the set of the kinematically possible ones [22] .
A. Tracking Specific Activities by Learning Motion Models
In order to track a specific human motion successfully, the learned models must contain rich prior knowledge of the high-dimensional poses and dynamics. One of the most effective approaches is the GPDM [23] , [24] due to the fact that it possesses a smooth latent embedding and generalizes gracefully to motions outside the training data set [12] .
The motion model learned by the GPDM [23] , [24] contains a temporal dynamics in the latent variable space
and a static mapping for the high-dimensional pose recovery from the latent variable space
where z represents the position in the latent space and x represents the corresponding high-dimensional pose. In the tracking step, a similar framework as the GP-APF [25] is used. This framework contains two stages: in the first stage, particles are generated in the latent space, and in the second stage, they are transformed into the data space by using the learned mapping function (4), and rotation and translation parameters are added to obtain valid poses, then the poses are projected on the observed image to update the weights of the particles. In order to track in the latent space, a set of N weighted particles (
is used to approximate the posterior distribution over the latent pose positions. The proposal distribution of the temporal dynamics is defined as follows:
where Δ T is the time interval which controls the prediction step in the motion model, α is a random variable which satisfies the Gaussian distribution, and σ dyn is the standard deviation of the prediction errors, which is computed by the GPDM dynamics. After the dynamical prediction, the posed hypotheses are recovered via the GPDM static mapping of (4), then evaluated by the weighting function.
In order to provide an estimation which is as approximate as possible to the actual pose, an additional annealing layer is added at the last step to optimize the poses in the original pose space [25] . Due to the fact that the models learned by the GPDM provide rich motion prior and the search space is relatively low dimensional, a small number of particles may achieve satisfactory tracking performance.
B. Switching Multiple Motion Models by Mixed-State CONDENSATION
To track motion sequences containing several activities, the respective motion models for each activity performed by the GPDM are learned. A mechanism to support multi-model switching is required when the motion transfers from one activity to another, because each motion model possess its own distinct latent variable space. As a possible solution, the mixed-state CONDENSATION [17] method provides an effective approach to track using multiple dynamical models.
For the first step, the transition mappings between any two motion models are learned. For any two activities, e.g., walking and jogging, two distinct models are learned, f
)) are learned using relevant vector machine. The similarity between two poses is defined as proportional to the cosine similarity of the pose vectors and inversely proportional to the Euclidean distance of the pose vectors. When computing the similarity in practice, it has been observed that more ideal matching result is achieved if only the angles of key joints are considered, with the leaf joints removed from the original pose vector.
The mixed-state space is defined as [z, a], where z denotes the latent position and a denotes the activity label. The dynamical propagation is decomposed as follows:
where the T ij is the transition probability from activity i to activity j. For computational convenience, it is assumed that T ij is independent of the pose, so that the transition matrix is invariant and may be determined by statistical estimation at the beginning of the tracking. For each tracking step, the activity label is determined by sampling from the transition matrix. If any particle changes its activity label, the latent position is reset in the new motion space by the transition mappings. Then, the dynamical propagation in the latent space is proceeded in the same process as tracking with the single motion model. The mixed-state CONDENSATION may adapt the number of particles belonging to each motion model by weighting and resampling.
VI. PROBABILISTIC FUSION OF LOW-AND HIGH-DIMENSIONAL APPROACHES
A. Probabilistic Fusion Algorithm
For a video sequence which contains poses of different activities, the two parallel trackers, i.e., standard APF and GPDM-APF, showed different performances: for the cases of pre-trained specific action, the low-dimensional method was able to perform stable tracking for a long period of time; however, when activities were not covered by the trained motion models, the high-dimensional method could handle the poses without restraining to any motion type, and this model achieved strong performance in this situation.
It was expected that the proposed fusion approach would not only incorporates the respective advantages of the two approaches, but also overcomes their weaknesses. In the fusion algorithm, a probabilistic approach to generating the output state and updating the parallel trackers' states at each time step is adopted. The fusion algorithm is similar to the IMCMC [26] , in which basic trackers are integrated into one compound tracker and the basic trackers are able to communicate with one another interactively while being run in parallel. In this paper, each tracker is treated as a time series graphical model, and in each frame for tracking, the particle sets of the two trackers are evaluated, {(
} for tracker T low with likelihood function, then the trackers are compared by their average weight:
where ω j is the weight of j-th particle in tracker T i , and N i is the number of particles.
After normalization, which is expressed as i (ψ i ) = 1, the term ψ i is the weight coefficient of the tracker T i in the current frame, which reflects the importance of the contribution it had to the system output. Thus, the output state X f of the system may be represented as follows
where p(X i ) represents the output state of tracker T i , ψ i decides the probability for tracker T i to reserve its original state. The state of tracker T i accepts the state of the other one T j as its own state with the probability 1 − ψ i . In implementation, after resampling of the state, updating of the tracker state is reflected by the update of each particle in the particle set which is attained from the resampling process. The details of the algorithm are stated as follows Due to the different dimensions in the two trackers' respective state spaces, the process of state updating is always related to the correspondence between the low-and high-dimension states, which are presented in the next section.
Algorithm 1 Probabilistic Fusion Algorithm
Input
B. Correspondence Between Low-and High-Dimensional Spaces
Due to the fact that low and high trackers possess different dimensional state spaces, in the process of fusion, a corresponding relationship between the low-and high-dimensional state spaces is required, which is established as follows:
1) Low-Dimensional State Resets the High-Dimensional State:
When it is necessary to update the state of the high tracker, according to the trained motion models, it is possible to obtain the one-to-one mapping from the low-dimensional state space to the high-dimensional state space, as shown in (4) . Supposing the output of the lowdimensional method is z mean , and the corresponding state in the highdimensional state space is x mean , when the state of the high tracker requires updating, x mean may be used to update it directly.
2) High-Dimensional State Resets the Low-Dimensional State: When the state of the low tracker requires updating by the state of high tracker, due to the limitation of the training data, there is no trained motion model to require the one-to-one mapping from the high-dimensional state space to the low-dimensional state space. It is necessary to determine the low-dimensional state which corresponds to the state in the high-dimensional space. Supposing that the output of the high-dimensional method is x mean , the k nearest neighborhood of the x mean is determined from the trained motion models. From these, the corresponding state in the low-dimensional space may be obtained. A weight for each low-dimensional state is also obtained. Each weight measures the similarity of the corresponding high-dimensional state and the x mean which may be computed by (10)
where |x 1 − x 2 | is the Euclidean distance of the two states in the highdimensional space, and the cos(x 1 , x 2 ) is their included angle cosine. The set of low-dimensional states with their weights is used to update the state of the low tracker.
C. Likelihood Function
The likelihood function is used for the comparison of pose hypotheses with image observations. The particle weights w are also calculated by exponentiation on the values of the likelihood function. The definition of the likelihood function is obtained from the symmetrical silhouette likelihood described by Sigal [27] , which penalizes non-overlapping regions for both silhouettes of foreground and pose projection.
Let F (p) represent the observation foreground and M (p) represent the silhouette map of the projection model. The likelihood is computed as follows,
where N is the number of camera views.
VII. EXPERIMENTS
In order to investigate the performance of this fusion approach in generic motion tracking, three experiments to track the HumanEva-II Combo sequences were designed [27] . Three algorithms (i.e., standard APF, GPDM-APF, and our fusion algorithm) were implemented with Matlab on the two sequences in the HumanEva-II data set, and quantitative comparisons of them were made. In the second experiment, the robustness of the algorithm was tested by applying it to different numbers of camera views. In the third experiment, a comparison of the probabilistic fusion and previous deterministic fusion algorithm was made, and the results are shown in Section C. The results were evaluated by the online evaluation system which uses the 3-D absolute error as defined in [27] . Fig. 2 . Weight coefficient ψ i of (a) the two parallel trackers and (b) performance comparison of the three methods in the tracking of S2. We choose the tracker i with a probability which π i at each frame, and update the state of the other one. Note that in (a), the GPDM-APF has a higher value during the walking and jogging phase. It means that the GPDM-APF contributes a lot to the system in these activities. While in the balancing phase, the standard APF shows its advantage. In (b), we can see that our algorithm has a lower tracking error than the other two methods. Fig. 3 . Weight coefficient ψ i of (a) the two parallel trackers and (b) performance comparison of the three methods in the tracking of S4. Since the motion styles of the learned model are different from subject S4, the averaging gap between the weight coefficient of the two trackers in the walking and jogging phases is smaller than that in Fig. 2 . At the end of the sequence, the weight coefficient of the GPDM-APF tracker is close to the other one. That is reasonable because the subject stops balancing and starts walking out of the scene. Performance comparison (b) shows that our approach outperforms the system that uses a single approach. 
A. Comparison Among Different Algorithms 1) Basic Test on Generic Motion Sequences:
The fusion approach was tested on the HumanEva-II S2 Combo motion sequences, which contain three activities: walking, jogging, and balancing. For the first two activities, the training data of HumanEva-I S2 was used to learn the motion models. However, no training data were made available for the balancing motion.
A total of 120 particles with five annealing layers were assigned for the GPDM-APF and 120 particles with five layers for the standard APF. The time interval Δ T in the GPDM-APF was set to 1, and the distribution of α satisfies a Gaussian distribution with a mean of 1 and either variance or standard deviation of 0.3, i.e. , N (1, 0.3) . The sampling covariance of the standard APF was learned using the HumanEva-I training data. In order to test the robustness of the approach, different numbers of camera views were used for computing the likelihood.
Different from previous works of the authors [1] , the weight coefficient ψ i was used instead of the cost value to evaluate the performance of the tracker. By using ψ i , it is possible to clearly identify how important each tracker is in each time step, and how much it contributes to the system output.
In Fig. 2(a) , the weight coefficients ψ i of the two parallel trackers on S2 are shown. During walking and jogging, the GPDM-APF contributes more to the system due to its higher ψ i value. For balancing, due to the fact that no trained motion model is available, the standard APF takes charge of the tracking. The quantitative comparison of our method with the other two methods (standard APF and GPDM-APF) with four cameras is shown in Fig. 2(b) . In Fig. 2(b) , it may be seen that the proposed fusion algorithm operates better than only using [27] , and the tracking can easily fail and never recover if it falls into an incorrect mode [19] . However, GPDM-APF could keep a stable tracking due to the use of strong prior motion models. Also, we can see that even when the fusion error is larger than the GDPM-AFP only, this state does not last long. the standard APF or GPDM-APF, particularly when tracking on the activity without trained models. The output poses are shown on the images of the HumanEva-II S2 camera C1 in Fig. 4 (S2) . As the results demonstrate, the proposed method is able to operate properly on the motion sequences partly with the trained models. Moreover, the quantitative comparison of the three methods with two cameras is shown in Fig. 5(a) .
2) Extended Test on Generic Motions With Various Styles:
In the second experiment, the extensibility of the proposed fusion formulation in tracking motions with various styles was considered. The test sequence is HumanEva-II S4 Combo, which contains the activities of walking, jogging, and balancing. However, no training data is available for subject S4. Instead, the learned walking and jogging models of subject S2 were used. Note that the activity styles of S4 differ significantly from those of S2.
This experiment was conducted under the same parameters as the first one. The weight coefficient ψ i of the two parallel trackers in the tracking are shown in Fig. 3(a) . The performance of the GPDM-APF was lower than the standard APF, due to the fact that there was no training data available for subject S4. As a result, the standard APF showed a stronger tracking performance and contributed more to the system output. The quantitative comparisons among the various approaches are shown in Fig. 3(b) , and the output poses are visualized on the images of the HumanEva-II S4 camera C1 in Fig. 4 (S4) . Furthermore, the proposed algorithm was tested on subject S4 with two camera views, and the quantitative comparisons are illustrated in Fig. 5(b) .
Finally, Fig. 6 compares the average error and standard deviation of the testing sequences produced by the proposed fusion approach and the other two methods.
B. Comparison Among the Fusion Algorithms on Different Camera Views
In order to test the robustness of the proposed algorithm, its performance on different numbers of camera views was compared. In Fig. 7(a) , the quantitative comparison of the fusion algorithm with two and four views is shown, and the average error and standard deviation is listed in Fig. 6 . As may be seen from these figures, the proposed algorithm is capable of performing robustly when tracking with different camera views. The error difference between the results of the algorithm with four and two views is relatively low.
C. Comparison With [1]
The quantitative comparison with [1] are shown in Fig. 7(b) , and the average error and standard deviation is shown in Fig. 6 . It may be seen that the system is capable of improving the performance with probabilistic fusion and state interaction.
VIII. CONCLUSION
In this paper, a novel probabilistic fusion formulation to integrate low-and high-dimensional approaches into one framework is presented. The proposed formulation not only incorporates the respective advantages of the two approaches, but also overcomes their weaknesses. The experimental results demonstrate that the proposed approach is capable of effectively tracking generic human motion of various types and styles.
Two stages are adopted in the integration process: parallel and interaction. In the parallel stage, the tracker chooses to keep its own state, while in the interaction stage, the tracker updates its state with the other one. In each time step, the tracker chooses the stage with probability. This not only produces smooth pose output, but also causes the two trackers to complement one another.
