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1. Introduction     
Depth perception is one of the most active research areas in computer vision. Passive stereo 
vision is a well known technique for obtaining 3-D depth information of objects seen by two 
or more video cameras from different viewpoints (Hartley & Zisserman, 2000|Brown et al., 
2003). The difference of the viewpoint positions causes a relative displacement of the 
corresponding features in the stereo images. Such relative displacement, called disparity, 
encodes the depth information, which is lost when the three dimensional scene is projected 
on an image. The key problem, which is difficult to solve and computationally expensive 
(Barnard & Fisher, 1982), is hence to compare each feature extracted from one image with a 
number, generally large, of features extracted from the other image in order to find the 
corresponding one, if any. Once the matching process is established and the stereo vision 
system parameters are known, the depth computation is reduced to a simple triangulation 
(Jane & Haubecker, 2000|Dooze, 2001). 
This chapter presents some recent research works proposed to solve the stereo matching 
problem. The presented methods are based on a global approach, which can be viewed as a 
constraint satisfaction problem where the objective is to highlight a solution for which the 
matches are as compatible as possible with respect to specific constraints. These methods are 
tested and evaluated for real-time obstacle detection in front of a vehicle using linear stereo 
vision.  
2. Related Works 
Many approaches have been proposed to solve the stereo matching problem. According to 
the considered application, the existing techniques are roughly grouped into two categories: 
area-based and feature-based (Haralick & Shapiro, 1992). Area-based methods use 
correlation between brightness patterns in the local neighbourhood of a pixel in one image 
with brightness patterns in the local neighbourhood of the other image (Scharstein & 
Szeliski, 2002|Saito & Mori, 1995|Han et al., 2001|Tang et al., 2002). These methods, which 
lead to a dense depth map, are generally used for 3D scene reconstruction applications. 
Feature-based methods use zero-crossing points, edges, line segments, etc. and compare 
their attributes to find the corresponding features (Lee & Leou, 1994|Lee & Lee, 
2004|Nasrabadi, 1992|Tien, 2004|Pajares & de la Cruz, 2004|Candocia & Adjouadi, 
1997|Starink & Backer, 1995). These methods, which lead to a sparse depth map, are 
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generally used to ensure environment perception, as for obstacle detection. Feature-based 
methods can be used also for 3D scene reconstruction by interpolating the sparse depth 
map. To resolve matching ambiguities, feature-based and area-based methods use some 
constraints like epipolar, uniqueness, smoothness and ordering (Wang & Hsiao, 
1999|Zhang et al., 2004). 
In the robot vision domain, the stereo matching problem is generally simplified by making 
hypotheses about the type of objects being observed and their visual environment so that 
structural features, such as corners or vertical straight lines, can be more or less easily 
extracted (Kriegman et al., 1989). Indoor scenes, including a few rigid objects scattered 
without occlusions against a featureless background, are much easier to analyze than 
natural outdoor scenes of the real world (Nitzan, 1988). With such restrictive assumptions, 
the number of candidate features for matching is substantially reduced so that computing 
times become acceptable for real-time processing without an important loss of useful 
information. Unfortunately, none of these hypotheses can be used in outdoor scenes, such as 
road environments, for detecting and localizing obstacles in front of a moving vehicle, 
because the features are too numerous to allow a reliable matching within an acceptable 
computer time (Bruyelle & Postaire, 1993). 
Considering these difficulties, some authors have proposed to use linear cameras instead of 
matrix ones (Bruyelle & Postaire, 1993|Inigo & Tkacik, 1987|Colle, 1990). With these 
cameras, the information to be processed is drastically reduced since their sensor contains 
only one video line, typically 2 500 pixels, instead of, at least, 250 000 pixels with standard 
raster-scan cameras. Furthermore, they have a better horizontal resolution than video 
cameras. This characteristic is very important for an accurate perception of the scene in front 
of a vehicle. 
To solve the problem of matching edges extracted from stereo linear images, a classical 
approach is to use correlation techniques (Bruyelle & Postaire, 1993). In order to improve 
this basic approach, it has been proposed to explore the edges of the two linear images 
sequentially, from one end to the other. A majority of candidate edges can be matched 
without ambiguities by means of this scheme, performed forward and backward (Burie et 
al., 1995). However, this sequential procedure can leave some unmatched edges, and may 
lead to false matches, which are difficult to identify. 
This chapter is concerned with the stereo matching problem for obstacle detection using 
linear cameras. The proposed approach is based on a global formulation of the stereo 
matching problem. Considering only possible matches that respect local constraints, the 
principle of this approach consists in searching a solution for which the matches are as 
compatible as possible with respect to global constraints. Thus, the stereo matching problem 
can be viewed as a constraint satisfaction problem. This approach is turned in different 
methods, which are evaluated and compared for obstacle detection using linear stereo 
vision. 
3. Linear Stereo Vision 
3.1 How to Build a Linear Stereo Vision Set-up 
A linear stereo set-up is built with two line-scan cameras, so that their optical axes are 
parallel and separated by a distance E (see Figure 1). Their lenses have identical focal 
lengths f. The fields of view of the two cameras are merged in one single plane, called the 
optical plane, so that the cameras shoot the same line in the scene. A specific calibration 
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method has been developed to adjust the parallelism of the two optical axes in the common 
plane of view attached to the two cameras (Bruyelle, 1994). This calibration technique 
necessitates a specific planar calibration chart (see Figure 2), which bears two horizontal and 
two vertical calibration marks. The stereo set-up is calibrated when the vertical calibration 
marks are seen by the two cameras and when the horizontal calibration marks are at the 
centre of the two linear images. A set of oblique lines is provided so that the user knows if 
he is adjusting the positions of the cameras in the right direction. 
Stereoscopic axis 
Optical plane 
f
E
Optical axis of the left camera 
Optical axis of the right camera 
Planar field 
of the left 
camera 
Stereo vision 
sector 
Planar field 
of the right 
camera 
Figure 1. Geometry of the cameras 
Oblique guide lines: coarse
Vertical calibration marks
Horizontal calibration marks
Oblique guide lines: fine
Figure 2. Calibration chart of the linear stereo set-up 
If any object intersects the stereo vision sector, which is the common part of the two fields of 
view in the optical plane, it produces a disparity between the two linear images and, as a 
consequence, can be localized by means of triangulation. 
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Let the base-line joining the perspective centers Ol and Or be the X-axis, and let the Z-axis lie 
in the optical plane, parallel to the optical axes of the cameras, so that the origin of the {X,Z}
coordinate system stands midway between the lens centers (see Figure 3). Let us consider a 
point P(Xp,Zp) of coordinates Xp and Zp in the optical plane. The image coordinates xl and xr
represent the projections of the point P in the left and right imaging sensors, respectively. 
This pair of points is referred to as a corresponding pair. Using the pin-hole lens model, the 
coordinates of the point P in the optical plane can be found as follows: 
d
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where f is the focal length of the lenses, E is the base-line width and d = |xl - xr| is the 
disparity between the left and right projections of the point P on the two sensors. 
f
Z
X
xrxl
OrOl O
zP
E
P(xP,zP)
xP
Left sensor Right sensor 
Figure 3. Pin-hole lens model 
3.2 Feature Extraction 
The low-level processing of a couple of two stereo linear images yields the features required 
in the correspondence phase. Edges appearing in these simple images, which are one-
dimensional signals, are valuable candidates for matching because large local variations in 
the gray-level function correspond to the boundaries of objects being observed in a scene. 
Edge detection is performed by means of the Deriche’s operator (Deriche, 1990). After 
derivation, the pertinent local extrema are selected by splitting the gradient magnitude 
signal into adjacent intervals where the sign of the response remains constant (Burie et al., 
1995) (see Figure 4). In each interval of constant sign, the maximum amplitude indicates the 
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position of a unique edge associated to this interval when, and only when, this amplitude is 
greater than a low threshold value t. The application of this thresholding procedure allows 
to remove non significant responses of the differential operator lying in the range [-t,+t]. The 
adjustment of t is not crucial. Good results have been obtained with t adjusted at 10% of the 
greatest amplitude of the response of the differential operator. 
Profile of a linear image
Local extrema selected
+ + + + ++
- - - -
-t
Insignificant extrema
t
Figure 4. Edge extraction 
Applied to the left and right linear images, this edge extraction procedure yields two lists of 
edges. Each edge is characterized by its position in the image, the amplitude and the sign of 
the response of the Deriche's operator.
4. Hopfield Neural Network Based Stereo Matching 
4.1 Problem formulation 
Let L and R be the left and right lists of the edges, respectively. The matching between L and 
R is first formulated as an optimization problem where an objective function, which 
represents the constraints on the solution, is to be minimized. The objective function, 
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defined such that the best matches correspond to its minimum value, is then mapped onto a 
Hopfield neural network for minimization. 
The objective function is defined from three global constraints. The first one is the 
uniqueness constraint, which assumes that one edge in L matches only one edge in R (and 
vice-versa). The second global constraint is the ordering constraint, which is used to 
preserve the order, in the images, between the matched edges. This means that if an edge l
in L is matched with an edge r in R, then it is impossible for an edge l’ in L, such that xl’ < xl,
to be matched with and edge r’ in R for which xr’ > xr, where x denotes the position of the 
edge in the image. The third constraint is the smoothness constraint, which assumes that 
neighboring edges have similar disparities. 
Combining the three global constraints, the objective function, representing the stereo 
correspondence problem, is defined so that its minimum value corresponds to the best 
solution. It can be expressed as: 
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where Ku, Ko, and Ks are weighting positive constants, which are set experimentally to 5, 1
and 1, respectively. Elr represents the matching state between the edge l in L and the edge r
in R: if Elr = 1, then the edges l and r are matched; otherwise they are not matched. Ω is the 
set of all possible matches between the edges in L and those in R, i.e. the set of all pairs of 
edges (l,r) that satisfy the two following local constraints. Resulting from the sensor 
geometry, the first one is the geometric constraint, which assumes that a couple of edges l
and r appearing in L and R, respectively, represents a possible match only if the constraint xl
> xr is satisfied. The second local constraint is the slope constraint, which means that only 
edges with the same sign of the gradient are considered for a possible matching. 
{ }sconstraintlocalthesatisfy),(/),( rlRLrl ×∈=Ω  (4) 
The two first terms of the objective function correspond to the uniqueness constraint. It can 
be seen that these terms tend to increase when multiple matches occur (i.e. when an edge in 
L (respectively R) has more than one corresponding edge in R (respectively L)). The first 
term (respectively second term) tends to a minimum value when the sum of the matching 
states of all possible matches of an edge in L (respectively R) is equal to 1.
The third term allows the ordering constraint to be respected. The coefficient Olrl’r' indicates 
whether the order between the two pairs (l,r) and (l’,r’) is respected: 
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The fourth term of the objective function is used to enforce the smoothness constraint. The 
coefficient Slrl’r’ indicates how compatible the two pairs (l,r) and (l’,r’) are: 
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where Xlrl’r’ is the absolute value of the difference of disparities of the pairs (l,r) and (l’,r’).
The nonlinear function S(X) scales the compatibility measure smoothly between -1 and 1.
The parameter ω is adjusted so as to allow some tolerance with respect to noise and 
distortion. It is chosen such that a high compatibility is reached for a good match when X is 
close to 0, while a low compatibility corresponds to a bad match when X is very large. A 
satisfying value of this parameter is experimentally selected as ω = 20. The parameter α
controls the slope of the function S(X) when X = ω. This parameter is set experimentally to 
0.1.
4.2 Objective Function Mapping onto a Hopfield Neural Network 
After the mathematic formulation of the stereo correspondence problem as an optimization 
task, the next step is to map the objective function onto a Hopfield neural network for 
minimization. The neural network consists of a set of neurons mutually interconnected: each 
neuron is connected to all the other ones, except itself (Hopfield & Tank, 1985). A neuron nlr
of the network represents a possible match between the edges l and r appearing in L and R,
respectively (see Figure 5). Note that only the pairs satisfying the local constraints are 
represented in the Hopfield neural network. The output of the neuron nlr corresponds to the 
matching state Elr.
nl'r'
 nlr
Wlrl'r'
Ilr
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l
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right linear image
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Figure 5. Hopfield neural network architecture. The white circles correspond to the neurons 
representing possible matches whereas the black ones correspond to the neurons 
representing impossible matches with respect to the local constraints 
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To determine the connection weights {Wlrl’r’} between the neurons and the external inputs 
{Ilr}, the objective function is rearranged in the form of the energy function of the Hopfield 
neural network: 
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Once the objective function has been mapped onto the Hopfield neural network, the 
minimization process is achieved by letting the so-defined network evolve so that it reaches 
a stable state (i.e. when no change occurs in the state of its neurons during the updating 
procedure). For the neural network relaxation, we have chosen a continuous dynamic 
evolution in which the output of the neurons is allowed to vary continuously between 0 and 
1. It has been shown that continuous Hopfield neural networks perform better than discrete 
ones in which the neuron outputs are restricted to the binary values 0 and 1. With a 
continuous Hopfield network, the output of a neuron can be interpreted as a matching 
probability or quality, which is quantified continuously from 1 for a correct match to 0 for a 
wrong match. To start the network evolution, the neural states are set to 0.5, i.e. all the 
possible matches are considered with the same probability. During the network evolution, 
the state of neurons representing good matches converges toward 1 and the state of neurons 
representing bad matches converges toward 0.
The equation describing the time evolution of a neuron nlr in a continuous Hopfield neural 
network is: 
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where ulr is the internal input of the neuron nlr and τ is a time constant, which is set to 10.
The internal input ulr and the output Elr of the neuron nlr are coupled as: 
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where ǌ is a parameter, which determines how close the final state of the neurons is to the 
binary values 0 and 1. This parameter is set experimentally to 0.01.
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To extract the pairs of corresponding edges from the final state of the network, a procedure 
is designed to select the neurons for which the output is maximum in each row and each 
column of the network. This is achieved by selecting, in each row of the network, the neuron 
with the largest response. However, this procedure can select more than one neuron in a 
same column. To discard this configuration, which corresponds to multiple matches, the 
same procedure is applied to each column of the network. The neurons selected by this two-
step procedure indicate the correct matches. 
4.3 Application to Obstacle Detection 
A linear stereo set-up is installed on top of a car, 1.5 m above the level of the road, for 
periodically acquiring stereo pairs of linear images as the car travels (see Figure 6). The tilt 
angle is adjusted so that the optical plane intersects the pavement at a distance Dmax = 50 m 
in front of the car. This configuration ensures that every object that lies on the road in front 
of the vehicle is seen by the two cameras, even if its height is very small. 
O ptical plane
Planar field
of left cam era
Planar field
of right cam era
Stereo vision sector
E
(a)
(b)
Figure 6. Stereo set-up configuration. (a) Top view. (b) Side view  
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One of the sequences shot in field conditions by this set-up is shown in Figure 7. In these 
pictures, the linear images are represented as horizontal lines, time running from top to 
bottom. In this example, the left and right sequences are composed by 200 linear images 
each. In this sequence, a pedestrian travels in front of the car according the trajectory shown 
in Figure 8. On the images of the sequence, we can clearly see the white lines of the 
pavement. The shadow of a car, located out of the vision plane of the stereoscope, is visible 
on the right of the images as a black area. 
    
Figure 7. Stereo sequence. (a) Left sequence. (b) Right sequence  
The neural processing of this stereo sequence allows determining the matched edge pairs. 
The disparities of all matched edges are used to compute the horizontal positions and 
distances of the object edges seen in the stereo vision sector. The results are shown in Figure 
9 in which the horizontal positions are represented along the horizontal axis and the 
distances are represented by color levels, from the red, which corresponds to the farther 
distance, to the blue, which corresponds to the closer distance. As in Figure 7, time runs 
from top to bottom. The edges of the two white lines have been correctly matched and their 
detection is stable along the sequence. Indeed, the positions and distances remain constant 
from line to line. The pedestrian is well detected as he comes closer and closer to the car. The 
transition between the pavement and the area of shadow is also well detected. The presence 
of a few bad matches is noticed when occlusions occur (i.e. when the pedestrian hides one of 
the white lines to the left or right camera). These errors are caused by matching the edges of 
the white line, seen by one of the cameras, with those representing the pedestrian. Using an 
AMD Athlon XP 2800+ PC with 1.67 GHz and 512 Mo RAM, the processing rate is about 90
pairs of stereo linear images per second. 
Intersection between the optical 
plane and the pavement 
B
A
C
D
E
Figure 8. Trajectory of the pedestrian during the sequence 
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Figure 9. Neural stereo reconstruction 
5. Genetic Algorithm Based Stereo Matching 
It is known that Hopfield neural networks can perform only a local optimization process, 
and thus, they do not always guarantee to reach the global optimum, which corresponds to 
the best matching solution. 
Genetic Algorithms (GAs) are randomized searching and optimization techniques guided 
by the principles of evolution and natural genetics (Goldberg, 1989). They are efficient, 
adaptive and robust search processes, and they are not affected by the presence of spurious 
local optimum in the solution space. Indeed, GAs span the solution space and can 
concentrate on a set of promising solutions that reach the global optimum or converge near 
the optimal solution. GAs have been applied successfully in many fields such as image 
processing, pattern recognition, machine learning, etc. (Goldberg, 1989). 
5.1 Integer Encoding Scheme 
To solve the stereo correspondence problem by means of a genetic algorithm, one must find 
a chromosome representation in order to code the solution of the problem. Let L and R be 
the lists of the edges extracted from the left and right linear images, respectively. Let NL and 
NR be the numbers of edges in L and R, respectively. A classical encoding scheme is to 
encode all the possible matches that meet the local constraints as a binary string B (see 
Figure 10). Each element Bk of this binary string contains two records. The first one, which is 
static, represents a possible match between an edge i in the left image and an edge j in the 
right one. The second record, which takes binary values, indicates if the hypothesis that the 
edge i is matched with the edge j is valid or not. If this record is set to 1, then the edges i and 
j are matched; otherwise they are not matched. This encoding scheme is referred hereafter to 
as a binary encoding scheme since it allows manipulating binary chromosomes. Note that a 
binary chromosome can be represented as a NLxNR array M in which each element Mij
validates or not the hypothesis that the edge i in the left image matches the edge j in the 
right image (see Figure 11). If Mij = 1, then the edges are matched; otherwise, they are not 
matched. Note that only the possible matches, which respect the local constraints, are 
represented in this array. Figure 11 shows an example of a binary chromosome represented 
by an array. NbPix is the number of pixels in the linear images. 
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1
   (i,j)
Binary 
value 
k
 ……….  ………. 
2
Bk
B
size of the 
chromosome 
Figure 10. Binary chromosome 
As we can see in Figure 11, the binary encoding scheme may produce chromosomes with 
many ambiguities when multiple possible matches appear simultaneously on the lines and 
columns of their corresponding arrays. Therefore, a genetic algorithm based on this 
encoding scheme will not explore efficiently the solution space and, as a consequence, it will 
be necessary to perform a great number of iterations to reach an acceptable solution. 
Furthermore, handling binary chromosomes, which are large-sized chromosomes, requires 
an important computing effort. To overcome the limitations that appear when handling 
classical binary chromosomes, we propose a new encoding scheme, which produces 
compact chromosomes with less matching ambiguities. 
j
i
NbPix
NbPix
L
R
1
Mij
Figure 11. Array representation of a binary chromosome 
Let Tmax = {1,2,…,Nmax} and Tmin = {1,2,…,Nmin} be the edge lists to be matched, where 
Nmax = max (NL,NR) and Nmin = min (NL,NR) are the sizes of Tmax and Tmin, respectively. This 
means that if Nmax = NL, then Tmax = L and Tmin = R (and vice-versa). The new encoding 
scheme, referred hereafter to as an integer encoding scheme, consists in representing a 
solution as a chain C indexed by the elements of the list Tmax and which takes its values in 
the list {0}∪Tmin. The interpretation of the new encoding scheme is as follows. If Ci = 0, then 
the edge i in Tmax has no corresponding edge; otherwise, the edges i in Tmax and Ci in Tmin are 
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matched. As for binary chromosomes, the integer ones encode only possible matches, which 
respect the local constraints. Figure 12 gives an example of an integer chromosome, which 
represents a matching possibility between the edge lists L and R of Figure 11. In this 
example, Nmax = NR = 17 and Nmin = NL = 15, thus Tmax = R and Tmin = L.
1 2 4 3 3 5 5 13 13 12 12 13 12 12 12 0 15
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17i =
Ci =
Figure 12. Chromosome based on the integer encoding scheme 
Note that it is easy to represent an integer chromosome C as a NLxNR array M’. For i ∈ Tmax
and j ∈ Tmin, 1
'
=ijM  if Ci = j; otherwise 0
'
=ijM . Figure 13 illustrates the array 
representation of the integer chromosome of Figure 12. We can see in this figure that there 
are no ambiguities in the columns of this array. In general, if Tmax = L, then the integer 
encoding scheme produces chromosomes with no ambiguities in the lines of their 
corresponding arrays. In the opposite case, i.e., if Tmax = R, as in Figure 13, the integer 
encoding scheme produces chromosomes with no ambiguities in the columns of their 
corresponding arrays. 
15
1
171
NbPix
NbPix
Tmin
Tmax
1
Figure 13. Array representation of the integer chromosome of Figure 12 
The integer encoding scheme will therefore allow a genetic algorithm to explore more 
efficiently the solution space and, thus, to converge toward a better solution within a lower 
number of generations than when using the binary encoding scheme. Furthermore, the 
integer chromosomes, which are smaller than the binary ones, will require less computing 
time for their mutation and evaluation. In the examples given above, the integer 
chromosomes are 17-sized whereas the binary ones are 84-sized. 
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5.2 Integer Chromosome Evaluation 
A genetic algorithm needs a fitness function for evaluating the chromosomes. The fitness 
function is defined from the global constraints so that the best matches correspond to its 
minimum: 
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where C is the integer chromosome to be evaluated. Ku, Km, Ko and Ks are weighting positive 
constants, which are experimentally set to 5, 5, 5 and 1, respectively. 
The first term of the fitness function corresponds to the uniqueness constraint, where the 
quantity U(Ci,Ck) represents a penalty when the constraint is not respected, i.e., when the 
two edges i and k have a same corresponding one. This penalty is computed as follows: 
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The second term allows promoting chromosomes with an important number of matches. 
This term tends to a minimum when the number of matches is equal to Nmin. The quantity 
Z(Ci) is computed as follows: 
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The third term is used to respect the ordering constraint. The quantity O(Ci,Ck) represents a 
penalty when the order between the two pairs of edges (i,Ci) and (k,Ck) is not respected: 
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The fourth term supports the smoothness constraint. The quantity S(Ci,Ck) indicates how 
compatible are the two pairs of edges (i,Ci) and (k,Ck) with respect to the smoothness 
constraint. This compatibility measure is computed as follows: 
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where
kiCC
X is the absolute value of the difference between the disparities of the pairs of 
edges (i,Ci) and (k,Ck), expressed in pixels. The non-linear function Q is identical to the one 
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described in section 4.1 (see Equation 7). The parameters α and ω are experimentally set to 1
and 20.
5.3 Genetic Stereo Matching Algorithm  
The genetic algorithm for the edge stereo correspondence problem consists first in 
generating randomly an initial population of chromosomes representing possible matches 
that satisfy the local stereo constraints. The evolution process is then performed during 
some generations thanks to reproduction and selection operations in order to highlight the 
best chromosome, which minimizes the fitness function. 
Starting from a current population in which each chromosome is evaluated, particular 
chromosomes are chosen with a selection probability proportional to the fitness value. These 
selected chromosomes are first reproduced using a single point crossover operation, i.e., two 
chromosomes are divided at a random position, and a portion of each chromosome is 
swapped with each other. The offspring chromosomes that are the result of the crossover 
operation are then submitted to a mutation procedure, which is randomly performed for 
each gene. The mutation of a gene number i of an integer chromosome C is performed by 
replacing its value by a new one chosen randomly in {0}∪Tmin–{Ci} (see section 5.1). 
After the crossover and mutation phases, a new population is obtained by means of two 
selection procedures: a deterministic selection and a stochastic one. These two selection 
procedures are applied to the set containing the chromosomes of the current population and 
those produced by the crossover and mutation operations. Based on an elitist strategy, the 
deterministic procedure is applied to select the best chromosomes, which represent 10% of 
the population. The remainder of the new population is obtained thanks to the stochastic 
selection, which is based on the same principle used to select chromosomes to be 
reproduced, i.e., with a selection probability proportional to the fitness value. 
The algorithm is iterated until a pre-specified number of generations is reached. Once the 
evolution process is completed, the optimal chromosome, which corresponds to the 
minimum value of the fitness function, indicates the pairs of matched edges. 
5.4 Genetic Parameter Setting 
It is known that the convergence time of a genetic algorithm depends generally on the size 
of the population and the number of generations. To obtain good matching results, the 
values of these two parameters are chosen by taking into account the complexity of the 
problem, i.e., the sizes of the stereo edge lists to be matched. Thus, if the complexity of the 
problem is important, it is necessary to set these parameters to large values in order to reach 
a good solution. Furthermore, our experiment tests show that when there is a large 
difference between the sizes of the stereo edge lists, large values are required for these two 
parameters to converge toward a good solution. Considering these two observations, we 
propose the following empirical expressions for setting the size of the population SizePop
and the number of generations Ngen:
RLRL NNWNNWSizePop −⋅++⋅= 21 )(  (18) 
SizePopWNgen ⋅= 3  (19) 
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where NL and NR are the total numbers of edges in the left and right images, respectively. 
W1, W2 and W3 are weighting positive constants, which are experimentally set to 5, 2 and 1,
respectively. Concerning the other genetic parameters, the crossover probability is set to 0.6
and the mutation probability is equal to the inverse of the number of genes in a 
chromosome. 
5.5 Performance Analysis of the Integer Encoding Scheme 
To compare the performances of the integer and binary encoding schemes, two genetic 
algorithms are run separately. The first one, named integer genetic algorithm (IGA), uses 
integer chromosomes. The second one, named binary genetic algorithm (BGA), manipulates 
binary chromosomes. The chromosome evaluation is performed using a common fitness 
function, which is adapted to the array representation (see section 5.1). This fitness function 
allows evaluating both integer and binary chromosomes. It is constructed from the global 
constraints so that the best matches correspond to its minimum: 
¦ ¦
¦ ¦
¦
¦ ¦
¦ ¦
Ω∈ Ω∈
Ω∈ Ω∈
Ω∈
∈ Ω∈∈
∈ Ω∈∈
−
+
¸
¸
¹
·
¨
¨
©
§
−+
¸
¸
¹
·
¨
¨
©
§
−+
¸
¸
¹
·
¨
¨
©
§
−=
),( ),(
),( ),(
2
),(
min
2
),/(
2
),/(
1
1)(
ji lk
klijijkls
ji lk
klijijklo
ji
ijm
Rj jiLi
iju
Li jiRj
ijuarray
MMSK
MMOK
MNK
MK
MKMF
 (20) 
where M is the array representation of the integer or binary chromosome to be evaluated. 
Ku, Km, Ko and Ks are weighting positive constants. Ω is the set of all possible matches 
between the edges in the lists L and R, i.e., the set of all pairs of edges (i,j) that satisfy the 
local constraints (see Equation 4). 
The two first terms of the fitness function correspond to the uniqueness constraint. These 
terms tend to a minimum when the sum of the elements lying in each line and each column 
of the array is equal to 1. The third term is used to enforce an important number of matches 
in the array. This term tends to a minimum when the number of matches is equal to Nmin = 
min(NL,NR). The fourth term is introduced to respect the ordering constraint. The coefficient 
Oijkl indicates if the order between the pairs of edges (i,j) and (k,l) is respected (see Equation 
5). The last term is used to support the smoothness constraint. The quantity Sijkl indicates 
how compatible are the two pairs of edges (i,j) and (k,l) with respect to the smoothness 
constraint (see Equation 7). 
The two genetic algorithms, i.e., the binary chromosome-based algorithm (BGA) and the 
integer chromosome-based algorithm (IGA), are applied to a couple of stereo linear images. 
There are 27 and 21 edges in the left and right linear images, respectively. Let us recall that 
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during their evolution, the two algorithms evaluate the chromosomes by using the fitness 
function Farray, associated with the array representation of the chromosomes (see Equation 
20).
Figure 14 illustrates the evolution of the fitness function Farray using the integer genetic 
algorithm. Figure 15 and 16 show the evolution of the fitness function Farray using the binary 
genetic algorithm, with different values for the population size and the number of 
generations. Table 1 gives the fitness function values corresponding to the best chromosome 
obtained by the integer (IGA) and binary (BGA) genetic algorithms. With a population of 
100 chromosomes, the fitness function reaches a minimum of -128 after 300 generations 
using the integer genetic algorithm. Using the same values for the population size and the 
number of generations, the fitness function reaches a minimum of 112 when applying the 
binary genetic algorithm. By increasing the population size and the number of generations 
to 300 and 600, respectively, the binary genetic algorithm leads the fitness function to a 
minimum value of -99 . 
As a conclusion to this discussion, the integer encoding scheme allows the genetic algorithm 
to explore more efficiently the solution space and, thus, to converge toward a better solution 
within a lower population size and a lower number of generations than when using the 
binary encoding scheme. 
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Figure 14. Evolution of the fitness function using the integer genetic algorithm 
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Figure 15. Evolution of the fitness function using the binary genetic algorithm, with a 
population of 100 chromosomes and 300 generations 
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Figure 16. Evolution of the fitness function using the binary genetic algorithm, with a 
population of 300 chromosomes and 600 generations 
Algorithm Population size and number of generations Fitness value 
100 chromosomes and 300 generations 112 
BGA 
300 chromosomes and 600 generations -99 
IGA 100 chromosomes and 300 generations -128 
Table 1.  Performance comparison between the integer and binary encoding schemes 
5.6 Genetic Stereo Matching Result 
The integer genetic processing of the stereo sequence of Figure 7 provides the reconstructed 
scene represented in Figure 17. When compared to the binary genetic algorithm, the integer 
genetic algorithm allows reducing significantly the computing time. Indeed, the processing 
rate is about 2.7 stereo linear images per second instead of 0.1 stereo linear images per 
second (see Table 2). 
The stereo matching results are comparable with those obtained by the neural stereo 
matching procedure (see Figures 9 and 17). However, the processing rate of the genetic 
stereo matching procedure is much lower when compared to the processing rate of the 
neural stereo matching algorithm (see Table 2).    
Figure 17. Integer genetic stereo reconstruction 
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Algorithm Processing rate 
BGA 0.1 pairs per second 
IGA 2.7 pairs per second 
Neural algorithm 90 pairs per second 
Table 2. Processing rate comparison between the neural algorithm, integer genetic algorithm 
and binary genetic algorithm 
6. Stereo Matching using a Multilevel Searching Strategy  
Stereo matching is a combinatorial problem. To reduce the combinatory (resulting from the 
number of the edges considered in the stereo images) we propose a multilevel searching 
strategy, which decomposes hierarchically the problem into sub-problems with reduced 
complexities. The hierarchical decomposition performs edge stereo matching at different 
levels, from the most significant edges to the less significant ones. At each level, the process 
starts by selecting the edges with the larger gradient magnitudes. These edges are then 
matched and the obtained pairs are used as reference pairs for matching the most significant 
edges in the next level. 
The multilevel searching strategy starts from level 1 in which all the left and right edges are 
considered. Let LL =01  and RR =
0
1  be the lists of the edges extracted from the left and right 
images, respectively. We define from 01L  and 
0
1R  a 
0
1NL x
0
1NR  array 
0
1MA  in which are 
represented all the possible matches that satisfy the local constraints (see Figure 18). 01NL
and 01NR  are the total numbers of edges in 
0
1L  and 
0
1R , respectively. 
j
i
NbPix
NbPix
1
LL 0
1
=
RR 0
1
=
Figure 18. Array representation taking into account all the edges in the left and right images 
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The first step of the multilevel searching strategy consists of selecting, from 01L  and 
0
1R ,
the edges with significant gradient magnitudes (see Figure 19). These selected edges are 
then matched and the obtained pairs, called reference pairs, define new sub-arrays, which 
are processed with the same searching strategy to match the most significant edges in level 2 
(see Figure 20). In the example of Figure 20, four reference pairs are obtained from the first 
level. Thus, five sub-arrays, namely 02MA ,
1
2MA ,
2
2MA ,
3
2MA and 
4
2MA , are considered 
in the second level. 
Left selected 
edges 
Right selected 
edges 
Figure 19. Level 1 of the multilevel searching strategy 
3
2MA
Matched pairs in the level 1  
0
2MA
2
2MA
1
2MA
4
2MA
Figure 20. Level 2 of the multilevel searching strategy 
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Let
q
nMA  be the sub-array number q in the level n. Let 
q
nL  and 
q
nR  be the left and right 
edge lists from which the sub-array 
q
nMA  is defined. The significant edges considered for 
the matching in the level n are selected in 
q
nL  and 
q
nR  such that their gradient magnitudes 
satisfy the following conditions: 
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where minl and maxl (respectively minr and maxr) are the smallest and largest gradient 
magnitudes of the edges extracted from the left (respectively right) image. mgi and mgj are 
the gradient magnitudes of the left edge i and right edge j, respectively. 
Let
q
nK  be the number of the matched pairs obtained from the matching of the selected 
edges in 
q
nL  and 
q
nR . These pairs, called reference pairs, define new sub-arrays 
0
1+nMA ,
1
1+nMA ,…,
q
nK
nMA 1+ , which are processed in the level n+1 using the same principle for 
matching the most significant edges in this level. In order to optimize its running, the 
multilevel searching strategy is implemented recursively. 
The performance of the multilevel searching strategy is analyzed using the integer genetic 
algorithm, described in section 5. The using of the integer genetic algorithm with the 
multilevel searching strategy is referred hereafter to as a multilevel genetic algorithm 
(MiGA). On the other hand, the integer genetic algorithm performing stereo matching 
without the multilevel searching strategy, i.e., applied to all the edges extracted from the left 
and right linear images, is referred hereafter to as a basic genetic algorithm (BiGA). 
Applied to the stereo sequence of Figure 7 (see section 4.3), the multilevel genetic algorithm 
provides the reconstructed scene shown in Figure 21. When we compare the reconstructed 
scenes obtained from BiGA (see Figure 17) and MiGA (see Figure 21), we can see that the 
matching results are globally similar. To evaluate quantitatively the performances of these 
two algorithms, we compare the matching solutions by means of an objective function 
constructed from the three terms corresponding to the uniqueness, ordering and 
smoothness constraints in the fitness function, which is defined by Equation 13 (see section 
5.2). Figure 22 shows, for each genetic matching algorithm (BiGA and MiGA), the objective 
function values corresponding to the solutions obtained for each stereo pair of linear images 
of the sequence of Figure 7 (see section 4.3). We can see that the two algorithms behave 
almost identically except for the stereo pairs in the range [105,145] for which the multilevel 
scheme is less robust than the basic one. As we can see in Figure 7, some occlusions appear 
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in these stereo pairs (i.e. when the pedestrian hides one of the white lines to the left or right 
camera). The partial fail of the multilevel scheme is due probably to the edge selection 
procedure, which is performed before stereo matching at each level. Indeed, the selection 
procedure can select an edge from the left image while the corresponding one is not selected 
from the right image (and vice-versa). This situation occurs frequently in presence of 
occlusions. 
Figure 21. The reconstructed scene using the multilevel genetic algorithm 
Figure 22. Quantitative analysis between the basic and multilevel genetic algorithms 
This minor loss of robustness is the cost of the improvement in terms of processing time (see 
Table 3). With the multilevel searching strategy, the processing rate becomes 83 stereo pairs 
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per second, while it was only equal to 2.7 stereo pairs per second with the basic scheme. The 
same observations are noted when the multilevel searching strategy is associated with the 
neural stereo processing (see Figure 23 and Table 3). 
 Processing rate 
Method
Without the multilevel 
searching strategy 
With the multilevel 
searching strategy 
Genetic algorithm 2.7 stereo pairs per second 83 stereo pairs per second 
Neural algorithm 90 stereo pairs per second 260 stereo pairs per second 
Table 3. Processing rate comparison between the basic and multilevel schemes 
Figure 23. Quantitative analysis between the basic and multilevel neural algorithms 
7. Voting Method Based Stereo Matching 
The multilevel searching strategy allows improving significantly the stereo processing time. 
However, it may cause some difficulties because of the selection procedure applied at each 
level. Indeed, this procedure may select an edge from an image while the true 
corresponding one is not selected from the other image. Considering these difficulties, we 
propose an alternative stereo matching approach, which is based on a voting strategy. 
7.1 Problem Mapping 
Let L and R be the lists of the edges extracted from the left and right linear images, 
respectively. Let NL and NR be the numbers of edges in L and R, respectively. The edge 
stereo matching problem is mapped onto a NLxNR array M, called matching array, in which 
an element Mlr explores the hypothesis that the edge l in the left image matches or not the 
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edge r in the right image (see Figure 24). We consider only the elements representing the 
possible matches that met the position and slope constraints. For each element Mlr
representing a possible match (l,r), we associate a score SMlr, which is set initially to zero. 
l
r
Right linear image
L
le
f
t
l
i
n
e
a
r
i
m
a
g
e
 Mlr
Figure 24. Matching array. The white circles represent the possible matches that met the 
position and slope constraints. The black circles represent the impossible matches that do 
not respect the position and slope constraints 
7.2 Score Based Stereo Matching 
The stereo matching process is performed thanks to a score-based procedure, which is based 
on the global constraints. The procedure is applied to all the possible matches that meet the 
local constraints, i.e., the position and slope constraints. This procedure consists in assigning 
for each possible match a score, which represents a quality measure of the matching 
regarding the global constraints. Let Mlr be an element of the matching array, representing a 
possible match between the edges l and r in the left and right images, respectively. The 
stereo matching procedure starts by determining among the other possible matches those 
that are authorized to contribute to the score SMlr of the possible match Mlr. The contributor 
elements are obtained by using the uniqueness and ordering constraints: an element Ml’r’ is 
considered as a contributor to the score of the element Mlr if the possible matches (l,r) and 
(l’,r’) verify the uniqueness and ordering constraints (see Figure 25). The contribution of the 
contributors to the score of the element Mlr is then performed by means of the smoothness 
constraint. For each contributor Ml’r’, the score updating rule is defined as follows: 
)()()( ''rlrllrlr XGpreviousSMnewSM +=  (23) 
where Xlrl’r’ is the absolute value of the difference between the disparities of the pairs (l,r)
and (l’,r’), expressed in pixels. G is a non linear function, which calculates the contribution of 
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concentrate on a set of promising solutions that reach the global optimum or converge near 
the optimal solution. A specific encoding scheme is presented and the analysis shows its 
efficiency to explore the solution space. However, the genetic technique necessitates a lot of 
time computation, and thus, it cannot be exploited for real-time applications such as 
obstacle detection in front of a moving vehicle. In order to improve the time computation, 
we proposed a multilevel searching strategy, which decomposes the stereo matching 
problem into sub-problems with reduced complexities. This searching strategy performs 
stereo matching from the most significant edges to the less significant ones. In each level, the 
procedure starts by selecting significant edges, using their gradient magnitude. The selected 
edges are then matched and the obtained pairs are used as reference pairs for matching the 
remaining edges according the same principle. The multilevel searching strategy allows 
improving significantly the stereo processing time. However, the limitation is that, in each 
level, the selection procedure may select an edge from an image while the true 
corresponding one is not selected from the other image. Considering this difficulty, we 
proposed a voting stereo matching technique, which consists to determine for each possible 
match a score based on the combination of the global constraints. This technique provides 
very similar stereo matching results with a high speed processing, compatible with real-time 
obstacle detection. Furthermore, unlike the neural and genetic stereo methods, the voting 
technique does not use any parameter, and hence, does not need any adjustment. 
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