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Abstract
We study classical and quantum (at large-N) field equations of bosonic tensor models with
quartic interactions and O(N)3 symmetry. Among various possible patterns of spontaneous
symmetry breaking we highlight an SO(3) invariant solution, with the tensor field expressed
in terms of the Wigner 3jm symbol. We argue that such solution has a special role in the
large-N limit, as in particular its scaling in N can provide an on-shell justification for the
melonic large-N limit of the two-particle irreducible effective action in a broken phase.
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1 Introduction
Spontaneous symmetry breaking is an extensively studied subject in statistical and quantum
field theory, as it is a paradigm of phase transitions, and it offers the basis for many theoretical
developments and phenomenological models. Scalar field theories provide the easiest case study,
and in particular, the case of N scalar fields with an O(N )-invariant action represents the
standard example for introducing Goldstone bosons. A non-zero vacuum expectation value for
any of the N fields breaks the O(N ) invariance, leaving only a stabilizer subgroup O(N − 1)
intact, thus giving rise toN−1 Goldstone bosons that take value in the quotient O(N )/O(N−1).
Many other patterns of symmetry breaking can be constructed from the same field content if
some of the O(N ) symmetry is explicitly broken by the potential. If the latter is only invariant
under a group G ⊂ O(N ), different non-trivial vacua with different stabilizer subgroups can
exist. We will consider a very concrete example in this paper: we will take N = N3, and we
will choose a potential with O(N)3 symmetry, which is of course much smaller than O(N3):
the number of generators of O(N)3 is 3N(N − 1)/2, which also acts as an upper bound on
the number of Goldstone bosons, well below their number in the O(N3) case. A model of this
type is naturally interpreted as a rank-3 tensor model, since the N3 fields can be viewed as a
tri-fundamental representation of O(N)3, and written as φabc(x), with a, b, c = 1, . . . , N and
x ∈ Rd.
Various versions of rank-r tensor models have been studied for some years for several reasons.
For d = 0 they can be viewed as models of random r-dimensional geometries, or Euclidean
quantum gravity [1–5], in a similar fashion as matrix models provide a model of two-dimensional
quantum gravity [6]. For d = 1, with Grassmann rather than bosonic fields, they provide an
alternative to the SYK model, without the need of quenched disorder [7–10]. Lastly, for d ≥ 2,
they represent a novel class of quantum field theories for which we can hope to control non-
perturbative aspects via the large-N limit, and in particular discover new interacting conformal
field theories [11–18].
It is mainly their applications for d ≥ 1 that motivate our study of spontaneous symmetry
breaking (SSB) in tensor models. More precisely, there are two precise question to which we
hope to contribute by improving our understanding of possible broken phases in these models.
First, as already mentioned, SSB is typically associated to a phase transition. The latter,
in turn, is typically characterized by a universal critical behavior associated to the properties
of a renormalization group fixed point lying on the boundary between two or more phases. As
new classes of fixed points are being identified in tensor models in d ≥ 1 [11–17], it is natural
to ask if they are associated to a phase transition, and in case of what kind. Understanding
SSB in tensor models is a first step in order to address that. Notice that on one hand fixed
points of multi-field scalar theories with symmetry group smaller than O(N ) have been studied
to some extent (see for example Ref. [19] for a review), but the ones arising in tensor models
are relatively new, and for the moment tightly associated to the large-N limit. On the other
hand, SSB in tensor models has been mostly unexplored, with the only exception being the
work of Diaz and Rosabal [20], which however, as we will argue in the following, did not provide
interesting symmetry breaking solutions from the point of view of the large-N limit.
Our second motivation derives from the development of the two-particle irreducible (2PI)
formalism for tensor models. The important role played by a bilocal action formulation for the
SYK model, acted as an incentive to the introduction of the 2PI formalism for tensor models
in Ref. [21], leading to similar results at the first few orders of the 1/N expansion. However,
the symmetric phase was assumed from the outset in Ref. [21], thus restricting to a zero one-
2
point function and a diagonal two-point function. Here, we wish to make a first step towards
extending the 2PI construction to the broken phase, so to build a full effective action depending
not only on the two-point function G, but also on the one-point function φ. We will argue that
knowledge of possible non-trivial solutions of the field equations can provide a guiding principle
for the large-N expansion of the full 2PI effective action.
The main result of our paper is the finding of an SO(3)-invariant solution of the classical
field equations of the O(N)3 model with quartic interactions, a model first introduced in zero
dimensions in Ref. [22] and later in one and higher dimensions in Ref. [8, 11,16]. After discrete
Fourier transform, the solution is proportional to a Wigner 3jm symbol, and it highlights
an intriguing link between tensor models and SO(3) recoupling theory.1 The derivation and
analysis of such a solution will be presented in Sec. 2, while in Sec. 3 we will argue that the
same type of solution is in principle possible also in the full 2PI quantum effective action. The
on-shell evaluation of the latter then leads us to dealing with 3nj symbols, and on the basis of
an old conjecture on their general asymptotics due to Amit and Roginsky [26], we conclude that
melonic diagrams remain dominant.
In App. A we collect useful formulas and notations, while in App. B we discuss other solutions
of the classical field equations, which however are less interesting from the large-N point of view,
as they either become trivial or they are only sensitive to one of the three interaction terms.
2 Spontaneous symmetry breaking at the classical level
We consider a real rank-3 tensor field, φabc(x), with a, b, c = 1, . . . , N , transforming in the tri-
fundamental representation of O(N)3. Notice that no symmetries under permutations of the
indices are assumed. The classical action of the model we consider is:2
S[φ] =
∫
ddx
1
2
φabc(−∂µ∂µ)ζφabc + Sint[φ] , (1)
Sint[φ] =
∫
ddx
(
1
2
λ2φabcφabc +
λd
4N3
Id +
λp
4N2
Ip +
λt
4N3/2
It
)
, (2)
where ζ > 0 is a free parameter (but we have in mind either ζ = 1, as in Ref. [8,11], or ζ = d/4,
as in Ref. [16, 17]). Id, Ip and It are the double-trace, pillow, and tetrahedron interactions,
respectively:
Id = (φabcφabc)
2 , (3)
Ip = α1 φabcφab′c′φa′b′c′φa′bc + α2 φabcφa′bc′φa′b′c′φab′c + α3 φabcφa′b′cφa′b′c′φabc′ , (4)
It = φabcφab′c′φa′bc′φa′b′c . (5)
We could of course absorb one of the αi parameters of Ip in the coupling λp, but we choose not
to do so, in order to keep the freedom to set any of them to zero.
1Similar solutions of models with tensorial type of interactions have appeared in Ref. [23,24] and [25]. However,
in both cases the SO(3) (or SU(2)) group was built in from the outset, while in our model we start with a much
bigger symmetry group, namely O(N)3, and the main point is the appearance of the symmetry reduced solution.
At a technical level, as we will see in Sec. 2, we will need to go through a discrete Fourier transform on the tensor
indices in order to uncover contraction patterns that are reminiscent (although more general) of SO(3) recoupling
theory.
2We will work in Euclidean signature for simplicity. Repeated indices are summed over. We will in general
omit the x-dependence of φ, unless fields at different points appear in the same expression.
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It is convenient to introduce a graphical representation of the O(N)3 invariants, which also
justifies the names of the different contraction patterns. We represent every tensor as a vertex
and every contraction of two indices as an edge. We assign to each edge a label (also called
color) 1, 2, or 3, corresponding to the position of the three indices in the tensor. The resulting
graphs are then 3-colored graphs [27]. In fact, for our model the labeling will only matter for
the pillow interaction, the others being invariant under permutations of the labels, hence we
will omit colors, and only add a label when needed. The interacting part of the action, Eq. (2),
can then be represented as:
Sint[φ] =
∫
ddx
1
2
λ2 +
λd
4N3
+
λp
4N2
∑
i=1,2,3
αi i i +
λt
4N3/2
 .
(6)
The scaling in N of the couplings is chosen in such a way that the Feynman diagrams of
the theory have a non-trivial large-N limit (in the sense that it exists and that it contains an
infinite family of graphs) [22]. As Id and Ip are positive definite (for positive αi at least, as we
assume), we will assume from now on that λd and λp are positive. On the contrary, the invariant
It has indefinite sign and is unbounded, therefore the sign of its coupling cannot be fixed by
stability requirements. In fact it could even be taken purely imaginary [16,17], similarly to the
ϕ3 interaction in the Lee-Yang model [28, 29]. In this paper we will mostly assume λt ∈ R,
because we are interested in real solutions of the equations of motion, and we will assume that
the theory makes sense in the large-N limit.3
The action is invariant under two types of symmetries: spacetime and internal symmetries.
The first correspond to invariance under the Euclidean group of transformations ISO(d). The
second are given by O(N)3 transformations (in the tri-fundamental representation):4
φabc → φ′abc = R(1)aa′R(2)bb′R(3)cc′φa′b′c′ , R(i) ∈ O(N) . (7)
In addition, for α1 = α2 = α3 the model is also invariant under permutations of the indices, a
symmetry known in the literature as color symmetry, because it is equivalent to a permutation
of the colors in the 3-colored graphs. The interacting action we wrote is the most general
derivative-free action with such symmetries and at most quartic in the fields.
The field equations are obtained by imposing that the first functional variation with respect
3In matrix models unstable potentials are very common, with large-N critical points typically located well
within the unstable region [6]. In tensor models in zero dimension a similar situation is very common [3,5].
4It is important to stress the difference between the tri-fundamental representation of O(N)3 and the repre-
sentation of O(N) constructed as a product of fundamentals. In the former case the three rotation matrices in
Eq. (7) are in general different, while in the latter they would be the same. Tensor models with O(N) symmetry
are more complicated to analyze, and they have a well-defined large-N limit only if one restricts to one of the
irreducible components of the product of representations, as shown in Ref. [30,31] following a conjecture made in
Ref. [32].
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to φabc is zero:
0 =
(
(−∂µ∂µ)ζ + λ2 + λd
N3
(φa′b′c′φa′b′c′)
)
φabc
+
λp
N2
(α1 φab′c′φa′b′c′φa′bc + α2 φa′bc′φa′b′c′φab′c + α3 φa′b′cφa′b′c′φabc′)
+
λt
N3/2
φab′c′φa′bc′φa′b′c .
(8)
We will only consider solutions that do not break Euclidean invariance, that is, we will
consider the case of constant field configurations, for which the Laplacian on the first line drops
out. In this respect, the spacetime dimension plays no role, and we could have taken d = 0 from
the beginning. However, the spacetime dimension plays a role at the quantum or statistical
level in determining whether spontaneous symmetry breaking actually occurs: by the Coleman-
Mermin-Wagner theorem [33,34] we do not expect spontaneous symmetry breaking of continuous
symmetries for d ≤ 2 (for ζ = 1).
Discarding the derivative term, we have the following graphical representation of the field
equations:
0 = λ2 +
λd
N3
+
λp
N2
∑
i=1,2,3
αi
i
+
λt
N3/2
, (9)
where the open half-edges represent the free indices.
An obvious solution of the field equations is φabc = 0, which of course is compatible with all
the symmetries of the model. However, we are interested in studying non-zero solutions, which
generally are possible when λ2 < 0.
Any non-zero solutions will necessarily break the O(N)3 symmetry, because the three copies
of O(N) act independently on each index, and because there exists no non-trivial vector which is
invariant under the action of O(N). How much of the symmetry group will be broken depends
on the specific solution. For an N -component vector, the subgroup of O(N) that leaves the
vector invariant (i.e. the stabilizer) is clearly O(N − 1) because it corresponds to rotations in
the hyperplane orthogonal to the vector. However, for tensors O(N − 1)3 is not in general
the stabilizer of a solution, and there exist in principle many possible patterns of symmetry
breaking.
We would like to identify solutions such that the on-shell action scales homogeneously in N .
Such solutions must have a non-trivial scaling in N , because all the quartic invariants have the
same power of the field and the same number of summations, but different powers of N in front.
In particular, for such a solution, each term in the field equations (8) should be proportional
to φabc, with proportionality factor of order N
0, as in the mass term. If any term would have
a scaling as Nα, with α 6= 0, it would either not contribute in the large-N limit (α < 0), or
dominate and lead to a trivial equation (α > 0). Therefore, the solutions with good large-N
behavior should satisfy:
φa′b′c′φa′b′c′ ∼ N3 , (10)
φab′c′φa′b′c′ ∼ N2δaa′ , (11)
φab′c′φa′bc′φa′b′c ∼ N3/2φabc , (12)
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plus two other equations similar to the second above, but with free indices in second or third
position, if αi 6= 0, ∀i.
We will now present a solution with the above properties, while in App. B we will discuss
solutions that do not have a good scaling in N , as well as others which do, but exist only for
special restrictions of our model (with some couplings set to zero).
2.1 SO(3)-invariant solution
We will restrict from now on to odd N , and we will set N = 2j + 1. In order to uncover
a non-trivial solution of the field equations (8), it is convenient to perform a discrete Fourier
transform in index space. More precisely, let5
φabc =
j∑
m1=−j
j∑
m2=−j
j∑
m3=−j
φ˜m1m2m3 i
3j−|m1|−|m2|−|m3| e−
2pi i
N
(am1+bm2+cm3) , (13)
where we have rescaled the Fourier transformed field by a factor i3j−|m1|−|m2|−|m3| for later
convenience. Similarly we can transform the rotation matrices R ∈ O(N):
Rab =
j∑
m1=−j
j∑
m2=−j
R˜m1m2 i
2j−|m1|−|m2| e−
2pi i
N
(am1+bm2) . (14)
It is also convenient to introduce the matrix
gmm′ = g
mm′ ≡ (−1)j−mδm−m′ , (15)
which can be recognized to be the SU(2)-invariant metric; unlike in App. A, Eq. (84), we omit
here the subscript j, as we do not need to mix different j’s. We will use the matrix (15) to raise
or lower indices (notice that
∑
m′′ gmm′′g
m′′m′ = δm
′
m ).
The reality of φabc and Rab implies the reality conditions
φ˜∗m1m2m3 = φ˜−m1−m2−m3(−1)3j−|m1|−|m2|−|m3| ≡ φ˜m1m2m3 , (16)
R˜∗m1m2 = R˜−m1−m2(−1)2j−|m1|−|m2| ≡ R˜m1m2 . (17)
Using the identity ∑
a=1,...,N
e−
2pi i
N
a(m+m′) = Nδm−m′ , (18)
it is easily checked that the transform (13) has two effects on the action (2):
1. it trades every contraction of two indices in direct space for a contraction of two indices
in Fourier space, but with a relative sign in the latter case (i.e. an index m is contracted
with an index −m);
2. for every sum over an index m, it introduces a multiplicative factor (−1)j−|m| = (−1)j−m,
where we use the fact that j, and hence m, is an integer.
5In Fourier space we do not use Einstein’s convention, i.e. repeated indices are not automatically summed
over.
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In other words, index contractions in Fourier space are done by means of the metric (15).
Although we will not need it, the relative signs in the contraction of two indices can be accounted
for in the graphical representation by the addition of an arrow on every edge, with the following
convention: an arrow directed away from (towards) a vertex indicates a positive (negative) sign
of the corresponding index m of the tensor represented by the vertex.
Furthermore, the transformed rotation matrices satisfy:∑
m
R˜m1mR˜m2
m =
gm1m2
N2
, (19)
and the transformed action is invariant under
φ˜m1m2m3 → φ˜′m1m2m3 =
∑
m′1,m
′
2,m
′
3
R˜(1)m1
m′1R˜(2)m2
m′2R˜(3)m3
m′3 φ˜m′1m′2m′3 . (20)
The new contraction rules, as well as the graphical representation, will probably ring a
bell to the reader familiar with the theory of angular momentum, and in particular with the
composition of Wigner coefficients (e.g. [35–37]).6 We are in fact ready to prove the following:
Proposition. The field equations (8) admit, for N = 2j + 1 and j ∈ N, a solution in the form
of Eq. (13), with the transformed field given by:
φ˜m1m2m3 = Φm1m2m3 ≡ γ
(
j j j
m1 m2 m3
)
, (21)
and with
γ = ±
√√√√√− λ2(
λd + λp(α1 + α2 + α3) + λtN3/2
{
j j j
j j j
}) , (22)
where
(
j j j
m1 m2 m3
)
and
{
j j j
j j j
}
are the Wigner 3jm and 6j symbols, respectively.
Proof. By the transformation (13), the field equations (8) become:
0 =
1
N3
δS
δφ˜m1m2m3
=(−∂µ∂µ + λ2)φ˜m1m2m3
+
∑
m′1,m
′
2,m
′
3
(
λd(φ˜m′1m′2m′3 φ˜
m′1m
′
2m
′
3))φ˜m1m2m3
+ λpN(α1 φ˜m1m′2m′3 φ˜
m′1m
′
2m
′
3 φ˜m′1m2m3 + α2 φ˜m′1m2m′3 φ˜
m′1m
′
2m
′
3 φ˜m1m′2m3
+ α3 φ˜m′1m′2m3 φ˜
m′1m
′
2m
′
3 φ˜m1m2m′3)
+λtN
3/2φ˜m1m′2
m′3 φ˜m
′
1
m2m′3 φ˜m′1
m′2m3
)
.
(23)
6In the theory of angular momentum, graphs have also an assignment of cyclic order at each vertex, but
at this stage we do not need to introduce orientations, as the tensor has no symmetries under permutations of
the indices, and the O(N)3 symmetry implies that a first index can only be contracted with a first index, etc.
Correspondingly, we have instead color labels for the edges.
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In order to check that Eq. (21) solves the field equations, we need to use two identities
(e.g. [35–37]). The first is a special case of the orthogonality relation of 3jm-symbols, Eq. (85):∑
m′2,m
′
3
(−1)2j−m′2−m′3
(
j j j
m1 m
′
2 m
′
3
)(
j j j
−m′1 −m′2 −m′3
)
=
1
N
gm1m
′
1 , (24)
which translates into ∑
m′2,m
′
3
Φm1m′2m′3Φ
m′1m
′
2m
′
3 =
γ2
N
δ
m′1
m1 , (25)
and therefore, also ∑
m′1,m
′
2,m
′
3
Φm′1m′2m′3Φ
m′1m
′
2m
′
3 = γ2 . (26)
The second is a special case of the identity (97). Adapted to our case with equal j’s, and using
the invariance of the 3jm symbol under even permutations of the columns, we obtain:∑
m′1,m
′
2,m
′
3
Φm1m′2
m′3Φm
′
1
m2m′3Φm′1
m′2m3 = γ
2
{
j j j
j j j
}
Φm1m2m3 . (27)
Notice that the relative minus signs of the contracted indices in Eq. (97) is the crucial reason
why we need to go through a Fourier transform before using such formula.7
Using Eq. (25), (26), and (27), we find that all the terms in Eq. (23) are proportional to
Φm1m2m3 , hence the field equations reduce to an equation for γ. For constant γ, this reads:
0 = λ2 +
(
λd + λp(α1 + α2 + α3) + λtN
3/2
{
j j j
j j j
})
γ2 , (29)
and its solution is Eq. (22).
Notice that for even N (half-integer j) we have no solutions of this sort, because the 3jm
symbol with three identical j’s is identically zero in such case. We now proceed to discuss some
properties of the solution.
Large-N . The equations (25-27), when rewritten for the original field φabc, take precisely the
form of Eq. (10-12). The first two are straightforward. The last one holds in the large-N limit.
In fact, the asymptotic behavior of the 6j symbol is (e.g. [38]){
j j j
j j j
}
=
25/4√
piN3
cos
(
3N arccos
(
−1
3
)
+
pi
4
)(
1 +O
(
1
N
))
, (30)
7In fact, for λt = 0, the field equations admit the following solution in direct space:
φabc = γ0N
3/2
(
j j j
a− N+1
2
b− N+1
2
c− N+1
2
)
, (28)
with γ0 equal to γ at λt = 0. The magnetic indices of the 3jm symbol have been translated in order to take into
account the fact that our tensor indices are defined to take values between 1 and N , rather than between −j and
j. Although we couldn’t find a mapping between the two, and therefore we believe they are distinct solutions,
the properties (such as stability, large-N , and so on) of this solution are the same as those of Eq. (21) at λt = 0.
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with a 1/N3/2 behavior that exactly compensates the N3/2 in the equation (23). Furthermore,
the cosine is zero only for
N = pi
4n+ 1
12 arccos
(−13) , (31)
with integer n, but since in such case N is not an integer, we conclude that λt always contributes
in such limit. Hence, all the terms in the field equations are of the same order in N , as desired.
Similarly they all contribute at the same order to the on-shell action, which is of order N3.
Reality of the solution and sign of the on-shell action. It is easy to check that the
reality condition (16) is satisfied by the solution (21) for real γ. First, notice that since the 3jm
symbol is non-zero only for m1 +m2 +m3 = 0, we have
(−1)|m1|+|m2|+|m3| = (−1)m1+m2+m3 = 1 . (32)
Next, we use the time-reversal property of 3jm symbols, Eq. (83). Since furthermore the 3jm
symbols are real, we straightforwardly find that Eq. (16) is equivalent to γ = γ∗. Hence the
solution is real for
λ2(
λd + λp(α1 + α2 + α3) + λtN3/2
{
j j j
j j j
}) < 0 . (33)
However, the on-shell action will be negative (and thus below the value at the trivial solution)
only when the denominator is positive and λ2 < 0. To that end, we need |λt| < pi1/22−5/4(λd +
λp(α1 + α2 + α3)).
Symmetry of the solution. As recalled in App. A, Eq. (80), the 3jm symbol with three
identical j is an invariant tensor under SO(3) rotations in the spin-j representation. It is thus
clear that SO(3) is the stability group of our solution φ˜m1m2m3 = Φm1m2m3 . In direct space,
such invariance becomes
φabc = Raa′Rbb′Rcc′φa′b′c′ , (34)
with
R˜m1
m2 =
1
N
Djm1m2(g) , (35)
and g ∈ SO(3). Notice that the properties (92) and (90) of the Wigner D-matrices imply that
R˜m1m2 satisfies the reality condition (17) and the orthogonality relation (19). Hence equations
(14) and (35) define an N -dimensional orthogonal representation of SO(3).8 Therefore, we
expect to find 32N(N − 1)− 3 Goldstone modes.
Notice also that the constraint m1 +m2 +m3 = 0 implies that
Φabc = Φa+k b+k c+k , (36)
that is, the solution is a tensor invariant under simultaneous translation of all its indices.
8Such non-standard representation of SO(3) (or in fact of SU(2)) is close to a general class of nonstandard
representations introduced in Ref. [39–41].
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Stability. One can verify the stability of the solution by studying the Hessian.9 The generic
form of the Hessian H in direct space is given in App. B. Similarly to the field transform (13),
we can transform it in the following way:
Habc,a′b′c′ =
∑
{mi,m′i}
H˜m1m2m3,m′1m′2m′3 i6j−
∑
i |mi|−
∑
i |m′i| e−
2pi i
N
(am1+bm2+cm3+a′m′1+b
′m′2+c
′m′3) ,
(37)
which is equivalent to
H˜m1m2m3,m′1m′2m′3(x) =
1
N6
∫
x′
δ2Sint
δφ˜m1m2m3(x)δφ˜m
′
1m
′
2m
′
3(x′)
. (38)
Evaluating it on shell, we find:
H˜m1m2m3,m′1m′2m′3 =−
γ2λt
N3/2
{
j j j
j j j
}
gm1m′1gm2m′2gm3m′3
+
2λd
N3
Φm1m2m3Φm′1m′2m′3
+
λp
N2
(
α1Φm′1m2m3Φm1m′2m′3 + α2Φm1m′2m3Φm′1m2m′3
+ α3Φm1m2m′3Φm′1m′2m3
)
+
λp
N2
(
α1
∑
m′′1
Φm′′1m2m3Φ
m′′1
m′2m
′
3
gm1m′1
+ α2
∑
m′′2
Φm1m′′2m3Φm′1
m′′2
m′3gm2m′2
+ α3
∑
m′′3
Φm1m2m′′3Φm′1m′2
m′′3 gm3m′3
)
+
λt
N3/2
(∑
m′′1
Φm′′1m′2m3Φ
m′′1
m2m′3gm1m′1
+
∑
m′′2
Φm′1m′′2m3Φm1
m′′2
m′3gm2m′2 +
∑
m′′3
Φm1m′2m′′3Φm′1m2
m′′3 gm3m′3
)
.
(39)
In graphical representation we have
1
γ2
H˜m1m2m3,m′1m′2m′3 = −
λt
N3/2
+
2λd
N3
+
λp
N2
∑
i=1,2,3
αi
 i
i
+
i

+
λt
N3/2
∑
i=1,2,3 i
,
(40)
9For λt 6= 0, at best we expect a local stability, as we know that the tetrahedron interaction is unbounded from
below. At large N , local stability is typically enough, as tunneling towards the unstable region is exponentially
suppressed in N (e.g. [6]).
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where now the vertices represent 3jm symbols, and horizontal lines without vertices represent
the invariant metrics. The graphical representation here is intended only as a rough guidance:
in order to be used for actual computations, one should be careful about labels, and about the
orientation of the vertices, which matters once we go on shell, due to the symmetry properties
of the 3jm symbol.
For the stability analysis we expand the field, φ˜m1m2m3 = Φm1m2m3 + δφ˜m1m2m3 , and we
need to establish the positive definiteness of the quadratic form∑
{mi,m′i}
δφ˜m1m2m3H˜m1m2m3m′1m′2m′3δφ˜m
′
1m
′
2m
′
3 .
(41)
We thus need to solve the eigenvalue problem∑
{m′i}
H˜m1m2m3m′1m′2m′3χm
′
1m
′
2m
′
3 = θχm1m2m3 , (42)
with the reality constraint
χ∗m1m2m3 = χ
m1m2m3 , (43)
so that writing δφ˜m1m2m3 =
∑
ν cνχ
(ν)m1m2m3 , with real coefficients cν , the quadratic form
reduces to ∑
ν
θνc
2
ν
∑
{mi}
χ(ν)m1m2m3χ
(ν)m1m2m3 =
∑
ν
θνc
2
ν
∑
{mi}
χ(ν)m1m2m3χ
(ν) ∗
m1m2m3 . (44)
The solution is linearly stable if and only if θν ≥ 0. The zero eigenvalues correspond to either
exactly flat directions, such as those associated to Goldstone modes, or to directions that are
flat only at linear order and which might be either stable or unstable beyond the linear order.
We will sometimes use the condensed notation H{m},{m′} ≡ Hm1m2m3,m′1m′2m′3 whenever we
want to emphasize that we think of a triplet of indices as of a single label for a vector or
matrix component. The matrix H{m},{m′} is real and symmetric, and it commutes with the
matrix ∆{m},{m′} ≡ gm1m′1gm2m′2gm3m′3 (thanks to properties (79) and (83)). Therefore, it has
real eigenvalues, and its (real) eigenvectors can be chosen to be also eigenvectors of ∆{m},{m′}.
Since the latter has eigenvalues ±1, the eigenvectors can be divided in two sets, a “plus” set
corresponding to the +1 eigenvalues of ∆{m},{m′}, and a “minus” set corresponding to the −1
eigenvalues. The eigenvectors satisfying Eq. (42) and the reality constraint (43) are given by
the common eigenvectors of H{m},{m′} and ∆{m},{m′}, with the eigenvectors in the minus set
being multiplied by i.
The exact diagonalization in the general case turns out to be too complicated, but we will
be able to perform it completely for λt = 0, and achieve a block-diagonal form otherwise.
In order to construct the eigenvectors of the Hessian, we begin by defining a basis for rank-3
tensors in terms of 3jm symbols, or rather 4jm symbols. That is, we define:
em1m2m3(L, J, µ) ≡
∑
k
(−1)L−k
(
j j L
m1 m2 k
)(
L J j
−k µ m3
)
≡
(
j j j J
m1 m2 m3 µ
)((1+2)+3)
L
,
(45)
where in the last line we have adopted the notation of Ref. [35] in order to point out that
such objects are a particular generalized Wigner coefficient, corresponding to the addition of
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three angular momenta according to the rule ((1 + 2) + 3). Here, L, J and µ are treated as
free parameters, labelling the different eigenvectors. They must satisfy the relevant triangular
inequalities, hence they take values in the ranges
L = 0, . . . , 2j , J = |j − L|, . . . , j + L , µ = −J, . . . ,+J , (46)
or, equivalently,
J = 0, . . . , 3j , L = |j − J |, . . . ,min{2j, j + J} , µ = −J, . . . ,+J . (47)
As a consequence, we have precisely (2j + 1)3 = N3 eigenvectors. Notice that the vectors
e{m}(L, J, µ) are orthogonal, but not normalized, i.e. they satisfy∑
{m}
em1m2m3(L, J, µ)em1m2m3(L
′, J ′, µ′) =
1
(2J + 1)(2L+ 1)
δLL′δJJ ′δµµ′ . (48)
By direct inspection, we find that on such basis the Hessian is block diagonal, as the labels
J and µ are unaffected by its action. The reality condition is also easily taken into account,
because of the following identity
em1m2m3(L, J, µ) = (−1)J−µem1m2m3(L, J,−µ) . (49)
We introduce the new basis
eηm1m2m3(L, J, µ) =
√
η(−1)J−µ
2
(2L+ 1)(2J + 1) (em1m2m3(K,J, µ) + η em1m2m3(K,J,−µ)) ,
(50)
where η = ±1, such that it is orthonormal, and satisfies the reality condition (43).
In order to further diagonalize the blocks, we seek a basis of eigenvectors in the form
Eηm1m2m3(L, J, µ) =
∑
K
αKLJ e
η
m1m2m3(K,J, µ) . (51)
For λt = 0, we find only three sets of eigenvectors that for even J have non-zero, and positive,
eigenvalues. The first is:10
Eη,1m1m2m3(j, J, µ) = e
η
m1m2m3(j, J, µ) + e
η
m2m3m1(j, J, µ) + e
η
m3m1m2(j, J, µ) , (53)
with 0 ≤ J ≤ 2j for j > 1, and 0 ≤ J ≤ 1 for j = 1 (the latter being special because
Eη,1m1m2m3(1, 2, µ) is identically zero). The corresponding eigenvalues are
θ1(J) =
2λd
N3
δ0J +
λp
N2
(1 + (−1)J)
(
1
N
+ 2(−1)j
{
j j j
j j J
})
, (54)
of multiplicity 2J + 1. The second and third sets of eigenvectors are
Eη,2m1m2m3(j, J, µ) = e
η
m1m2m3(j, J, µ)− 2eηm2m3m1(j, J, µ) + eηm3m1m2(j, J, µ) , (55)
10Notice that this can be written in the form (51), because
eηm2m3m1(j, J, µ) = η(−1)J−µ+jN
∑
K
{
j j K
J j j
}
eηm1m2m3(K,J, µ) , (52)
and similar for the other permutation of the indices.
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and
Eη,3m1m2m3(j, J, µ) = e
η
m1m2m3(j, J, µ) + e
η
m2m3m1(j, J, µ)− 2eηm3m1m2(j, J, µ) , (56)
with 1 ≤ J ≤ 2j for all j, and with equal eigenvalues
θ2(J) = θ3(J) =
λp
N2
(1 + (−1)J)
(
1
N
− (−1)j
{
j j j
j j J
})
, (57)
of multiplicity 2J + 1 each.
Notice that Eη,1m1m2m3(j, J, µ) is a completely symmetric or antisymmetric tensor for j even
or odd, respectively, while Eη,2m1m2m3(j, J, µ) and E
η,3
m1m2m3(j, J, µ) correspond to tensors of mixed
symmetry in the decomposition in irreducible representations of O(N). Tensors with symmetry
given by the remaining Young tableau have zero eigenvalue for λt = 0, likewise all the other
tensors orthogonal to the ones above, within their same symmetry class.
We find in total N3 − 32N(N + 1) + 2 zeros for N ≥ 5. The N = 3 case is special because of
the different restriction on J in the first set of eigenvectors, and in this case we find 16 zeros.
Surprisingly we have always many more zeros than we would expect from just the symmetry
breaking, that is, 32N(N − 1) − 3 Goldstone modes. The difference is due in large part to the
symmetries of the 3jm symbol: for λt = 0, two of the m
′
i indices of the Hessian belong always
to the same 3jm, hence acting on a tensor with opposed symmetry leads to a null result.
Since the non-zero eigenvalues are positive, we conclude that for λt = 0 the SO(3)-invariant
solution is linearly stable, but one should go beyond the linear order in order to asses the fate
of the non-Goldstone flat directions.
Turning on λt there is a non trivial mixing of the basis vectors, and we have not been able to
find the eigenvectors. We have however done some numerical checks for small N , and we found
that the extra zero modes disappear, leaving us with the expected number of (Goldstone) zero
modes.11 However, some of the new eigenvalues are in general negative, except for specific values
of N and limited ranges of λt. For example, for N = 5 we have found that for 0 ≤ λt ≤ 59λp13√5
the eigenvalues are all non-negative.
3 Broken phase in the large-N 2PI effective action
We begin with a brief reminder of the 2PI formalism (for further details and references, see
Ref. [21]). The full 2PI effective action writes
Γ[φ,G] = S[φ] +
1
2
Tr
[
G−10 ∗G
]
+
1
2
Tr[lnG−1] + Γ2[φ,G] , (58)
where
Γ2[φ,G] = − ln
∫
2PI
dµG[ϕ] e
−S˜int[φ,ϕ] , (59)
and in the functional integral, dµG[ϕ] is a normalized Gaussian measure with covarianceGabc,a′b′c′ ,
and the subscript 2PI reminds us that in the perturbative expansion we only retain two-particle
irreducible (2PI) diagrams. The free covariance G0, in the presence of the background field φ,
11Except for N = 7, where we find 49 zero modes instead of the expected 60. This should be due to an
accidental larger symmetry of the solution, which however we could not identify.
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is defined as
(G−10 )abc,a′b′c′(x, x
′) ≡ δ
2S
δϕabc(x)δϕa′b′c′(x′)
[φ]
= C−1(x, x′)δaa′δbb′δcc′ +Habc,a′b′c′(x)δ(x− x′) ,
(60)
where C−1(x, x′) is the inverse free covariance, i.e. integral kernel of the kinetic operator
(−∂µ∂µ)ζ , and the Hessian is defined in Eq. (102). Traces and ∗ products are in the ma-
trix sense, with a matrix index collectively corresponding to an O(N)3 triplet of indices and a
spacetime point. For example,
Tr
[
G−10 ∗G
] ≡ ∑
abc,a′b′c′
∫
x,y
(G−10 )abc,a′b′c′(x, y)Ga′b′c′,abc(y, x) . (61)
Lastly, the new interacting action is obtained by expanding the original action around the
background φ, and keeping only terms which are cubic or higher in the fluctuation field ϕ:
S˜int[φ, ϕ] ≡
∑
n≥3
1
n!
∫
x1,...,xn
δnS
δϕa1b1c1(x1) · · · δϕanbncn(xn)
[φ]ϕa1b1c1(x1) · · ·ϕanbncn(xn) . (62)
In our case, S˜int[0, ϕ] coincides with the quartic part of Eq. (2), while for φ 6= 0, S˜int[φ, ϕ]
contains also some cubic terms. The latter have the same graphical representation of the quartic
invariants in Eq. (6), but with one distinguished vertex, corresponding to the background field,
and their couplings are multiplied by a factor 4 with respect to those of the corresponding
interactions without background field. We represent the background field with a small disk at
a vertex, as before, while we use a vertex without any marker for the fluctuation field. The
Wick contraction of two quantum fields is represented by a dotted line, also referred to as “color
0” line, and thus after performing all the contractions we end up with 4-colored graphs. We
adopt the following terminology: we use the term “Feynman diagram” (or just diagram) in the
usual sense, i.e. to represent Wick contractions between local interactions in the perturbative
expansion of the functional integral (in other words, edges of color 1, 2, and 3 are shrunk to a
point, leaving us only with color-0 edges); hence a Feynman diagram only keeps track of the
propagators between spacetime points, and the order of the interaction at a given point. For
the 4-colored graps, with the contraction pattern of the interactions still explicit, we use instead
the term “combinatorial graph” of a Feynman diagram, or just graph. Figures 1 and 2 show
two examples of combinatorial graphs and respective Feynman diagrams, with two interactions
having a background field each. The distinction between graphs and diagrams allows us to
unambiguously fix the meaning of melonic: melonic diagrams are melonic in spacetime, as used
in the SYK literature [8]; melonic graphs are melonic in their combinatorial structure, as used
in earlier tensor model literature [5]. Notice that our vacuum Feynman diagrams necessarily
contain an even number of background fields, because they always come together with three
fluctuation fields, and we need an even number of the latter in a vacuum diagram.
Our goal is to show that in the large-N limit Γ2[φ,G] is determined by a finite number of
diagrams. In order to achieve that, we need a self-consistent ansatz specifying how φ and G
contribute to the powers of N in a generic diagram appearing in Eq. (59). We will base our
ansatz on the on-shell behavior, i.e. on the solutions of the field equations for φ and G, which
we will partially fix in a self-consistent approach, taking inspiration from the classical solutions.
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Figure 1: Example of a two-loop graph (left) with two background fields, and its
Feynman diagram (right). In this case we talk of a melonic Feynman diagram.
Figure 2: Example of a two-loop (one-particle reducible) graph (left) with two back-
ground fields, and its Feynman diagram (right). In this case we talk of a melonic
graph, and tadpole diagram.
The one- and two-point functions of the theory are determined by the solution of the field
equations
0 =
δΓ
δφabc
=
δS
δφabc
+
1
2
Tr
[
δH
δφabc
G
]
+
δΓ2
δφabc
, (63)
0 =
δΓ
δGabc,a′b′c′
= −(G−1)abc,a′b′c′ + (G−10 )abc,a′b′c′ + 2
δΓ2
δGabc,a′b′c′
. (64)
The second equation is nothing but the usual Schwinger-Dyson equation, G−1 = G−10 −Σ, with
the self-energy Σ = −2 δΓ2δG .
The coupled system of equations (63)-(64) has been considered in the symmetric phase
before [21]: the only O(N)3 symmetric solution is φabc = 0 and Gabc,a′b′c′ ∝ δaa′δbb′δcc′ . However,
it is too complicated to be solved in the broken phase. We will thus limit ourselves to argue
that an SO(3) invariant solution is possible.
First of all, we should transform to discrete Fourier space, as in Sec. 2.1. Next, we assume
that a solution for the transformed φabc and Gabc,a′b′c′ is invariant under the SO(3) subgroup of
(20) (i.e. for rotation matrices (35), with the same g ∈ SO(3) for i = 1, 2, 3). Then, the on-shell
φ˜m1m2m3 must be proportional to a 3jm symbol,
φ˜m1m2m3 = Φˆm1m2m3 ≡ γˆ
(
j j j
m1 m2 m3
)
, (65)
and so must be also the equation of motion, because of the following identity [35,36]:
= , (66)
where the left-hand side represent an arbitrary SO(3) invariant with three free spins (i.e. non
contracted). Any such invariant is proportional to a 3jm symbol, with proportionality constant
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given by its contraction with the 3jm symbol itself. Hence, the equations of motion reduce to
a scalar equation for the proportionality coefficient γˆ:
0 =
∑
{mi}
(
j j j
m1 m2 m3
)
δΓ
δφ˜m1m2m3
∣∣∣
φ˜=Φˆ
= f(γˆ; j;λ2, λd, λp, λt) . (67)
If for some range of couplings f(γˆ; j;λ2, λd, λp, λt) has real roots in γˆ, then our assumption is
consistent, and an SO(3)-invariant solution exists.
The most challenging part is to solve for Gabc,a′b′c′ , as already at the classical level its
expression (60) is non-trivial, and we do not a priori know the full 2PI effective action. In order
to make progress, we will assume that the correct scaling behavior in N at leading order is
determined by the diagonal part of the two-point function, i.e. for the purpose of determining
the large-N scaling we will replace
Gabc,a′b′c′ → δaa′δbb′δcc′ . (68)
Graphically this amounts to the replacement
→ , (69)
inside a generic combinatorial graph of a Feynman diagram. We will use this assumption in
order to find the leading-order 2PI effective action.
In a given connected vacuum graph, in the presence of 2n background fields φ, the re-
placement (69) leads to a graph with only background vertices, i.e. a fully contracted graph of
recoupling theory, also known as 3nj symbol, with 2n vertices and 3n lines.12 The overall scaling
in N of such a graph is a product of three factors: a first factor comes from the explicit scaling of
the couplings in the action (2); a second factor comes from the faces of color 0i, with i ∈ (1, 2, 3),
that form after the replacement (69), each face carrying a trace of the identity matrix, i.e. a
factor N ; and a third factor comes from the asymptotics of the 3nj symbol. The second fac-
tor is relatively well understood: it corresponds to the scaling factor of a 2n-point function in
the symmetric phase, where the external legs are here contracted with the background fields.
Schematically, the (zero-dimensional) amplitude of a graph G2n,n′ with 2n interaction bubbles
containing a background field, and n′ without, is
A(G2n,n′) ∼ N−
3
2
nt−2np−3nd
( ∏
i=1...2n
φaibici
)〈( ∏
i=1...2n
ϕaibici
)〉
G2n,n′
∼ N− 32nt−2np−3nd+3n+F (G2n,n′ )
( ∏
i=1...2n
φ˜mi1mi2mi3
) ∏
e∈∂(G2n,n′ )
gmem
′
e
≤ N− 32nt−2np−3nd+3n+F (G2n,n′ )−α(∂(G2n,n′ )) ,
(70)
12Our definition of 3nj symbol is actually more relaxed than the standard one: generally only 3PI graphs are
called 3nj symbols, that is, those graphs which are separable in a nontrivial way (i.e. into graphs with more
than one vertex each) only by cutting more than three lines. This is because otherwise they can be reduced to
products of smaller graphs by some standard factorization formulas (namely, Eq. (74) and a similar one for a
3-edge-cut [35, 36]). We instead call 3nj any graph that we obtain as described above, before its reduction by
factorization formulas.
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where nt, np, and nd (with nt + np + nd = 2n+ n
′) are the number of tetrahedron, pillow, and
double-trace interactions, respectively, here all taken without background field, which we have
instead moved to the external legs. 〈. . .〉G2n,n′ is the contribution of G2n,n′ to the amputated 2n-
point function, F (G2n,n′) is the number of closed faces in G2n,n′ , and ∂(G2n,n′) is the boundary
graph of G2n,n′ , i.e. the graph formed by the external fields after Wick contractions, and it
corresponds to the 3nj symbol. Each edge e ∈ ∂(G2n,n′) ends on two external fields, with
magnetic quantum numbers me,m
′
e ∈ {mi1,mi2,mi3}i=1...2n, which are contracted by an invariant
SO(3) metric, each carrying an extra factor of N , due to Eq. (18), for a total factor of N3n.
Lastly, α(∂(G2n,n′)) is the asymptotic scaling factor of the 3nj symbol associated to the boundary
graph.
For vacuum graphs without background fields, it is well known [22] that the amplitudes are
proportional to N3−ω, with ω ≥ 0, and ω = 0 for melon-tadpole diagrams. For combinatorial
purposes we can actually forget about pillow and double-trace interactions, as these can be
viewed as boundary graphs of graphs with only tetrahedron interactions (e.g. [16]), hence we
can consider purely melonic diagrams. The leading-order graphs for the 2n point functions
are obtained by cutting open n propagators of leading-order vacuum graphs (corresponding to
melonic diagrams), without disconnecting them. In such process we loose a number FL(G2n,n′)
of faces, and hence we loose FL(G2n,n′) factors of N . Therefore, we have
− 3
2
nt − 2np − 3nd + F (G2n,n′) = 3− ω − FL(G2n,n′) . (71)
Furthermore, for 2n-point functions obtained from melonic vacuum graphs we have
FL(Gmelonic2n,n′ ) = 2n+ c(∂(Gmelonic2n,n′ )) , (72)
where c(∂(G2n,n′)) is the number of connected components of the boundary graph of G2n,n′ .
Therefore, we have
A(Gmelonic2n,n′ ) ∼ N3−(2n+c(∂(G
melonic
2n,n′ )))+3n−α(∂(Gmelonic2n,n′ )) . (73)
At this stage we use the fact that a connected melonic 3nj symbol is equal to N−n+1 [26]. This
can be easily proven by repeated use of the following identity:
=
1
N
. (74)
For a G2n,n′ obtained from a melonic vacuum graph, we thus have α(∂(Gmelonic2n,n′ )) = n −
c(∂(Gmelonic2n,n′ )), and we obtain
A(Gmelonic2n,n′ ) ∼ N3 . (75)
To the best of our knowledge, the general asymptotic behavior of 3nj symbols is an open
problem,13 but in Ref. [26] it was also argued (by a mix of analytical and numerical arguments)
that non-melonic 3nj symbols are subleading: |(3nj)non−melonic| ≤ N−n+1−α′ for N = (2j+1)→
∞, with α′ > 0.
We conclude that leading-order graphs are obtained by cutting propagators of graphs cor-
responding to melonic diagrams, without disconnecting them, and placing background fields on
the endpoints of removed propagators. The resulting boundary graph defines a melonic 3nj
13See for example Ref. [42–44] and references therein.
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symbol. Combining this with the 2PI condition on the diagrams contributing to Eq. (59), we
infer that, besides the graphs without background fields already discussed in Ref. [16, 21], we
have only one new graph, the one in Fig. 1.
At last, under the hypotheses that we have made above, the resulting 2PI effective action is:
Γ2[φ,G] =
λd
4N3
∫
x
(Ga1a2a3,a1a2a3(x, x))
2
+
λp
4N3
∑
i
αiδaia′iδbib′i(
∏
j 6=i
δajbjδa′jb′j )
∫
x
Ga1a2a3,b1b2b3(x, x)Ga′1a′2a′3,b′1b′2b′3(x, x)
− λ
2
t
8N3
∫
x,y
Ga1a2a3,b1b2b3(x, y)Ga1a′2a′3,b1b′2b′3(x, y)Ga′1a2a′3,b′1b2b′3(x, y)Ga′1a′2a3,b′1b′2b3(x, y)
− λ
2
t
2N3
∫
x,y
φa1a2a3(x)φb1b2b3(y)Ga1a′2a′3,b1b′2b′3(x, y)Ga′1a2a′3,b′1b2b′3(x, y)Ga′1a′2a3,b′1b′2b3(x, y) .
(76)
Ideally, we should check the consistency of our hypotheses by solving the field equations, and
showing that indeed the leading-order scaling in N is captured by the diagonal part of G.
Unfortunately, solving the equations of motion is very hard. What we can straightforwardly do
is to check that with the assumptions (65) and (65) all the terms in the 2PI effective action,
including the last term in Eq. (76), are indeed of order N3.
4 Conclusions
In this paper we have identified an SO(3)-invariant solution to the field equations of the bosonic
O(N)3-invariant tensor model with quartic interactions. We have highlighted the similarity
between the graphical representation of tensor invariants and that of SU(2) recoupling theory,
after a discrete Fourier transform on the tensor indices, making the appearance of such solution
natural even at a quantum or statistical level, that is, in the full quantum effective action. For
the latter, we have employed the 2PI version, which is well suited to the large-N limit of vector
and tensor models [21], but which is of course equivalent to the more usual 1PI effective action,
once the Schwinger-Dyson equations for the two-point function are used.
An interesting feature of the SO(3)-invariant solution is that it satisfies the scaling relations
in equations (10-12), implying that all three quartic interactions contribute at the same order
in N to the action and the field equations. In order to fully appreciate this point, we study
in App. B other possible solutions, which however either do not satisfy such scalings, and are
unstable, or are possible only for a reduced set of interactions. The scalings in Eq. (10-12) play
an essential role in determining the large-N form of the 2PI effective action in Eq. (76), therefore
we believe that the SO(3)-invariant solution plays an important role in these models.
In this respect, we make the following observation on the relation between the Amit-Roginsky
model and the SYK model. The Amit-Roginsky model, introduced in Ref. [26], is a bosonic
model of fields in an irreducible representation of SO(3), and with a cubic interaction mediated
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by a 3jm symbol. The action reads:
SAR =
∫
ddx
(∑
m
(∂ν φ¯m∂
νφm + µ2φ¯mφ
m)
+
∑
m1,m2,m3
g
3!
√
2j + 1
(
j j j
m1 m2 m3
)
(φm1φm2φm3 + φ¯m1 φ¯m2 φ¯m3)
)
,
(77)
where indices are raised by the invariant metric, as in Sec. 2.1. The model is solvable in the
large-j limit, as it leads to melonic dominance (on the basis of the conjecture we discussed
in Sec. 3). We then observe that in the light of our results, we could view the Amit-Roginsky
model as an on-shell version (or saddle-point approximation) of a bosonic SYK-style model with
quenched disorder [45–48], i.e. with a randomly distributed rank-3 tensor coupling in place of
the 3jm symbol. The distribution would need to be non-Gaussian, and with at least a pillow
or tetrahedron quartic term and a negative coupling for the quadratic term, in order to allow a
non-trivial solution, but that does not lead to crucial differences with respect to the Gaussian
case, as shown in Ref. [49].
Several possible generalizations of our results are conceivable. A first obvious one is the ex-
tension of our solution to higher-order potentials, as for example the sextic potentials considered
in Ref. [14,18]. Based on the discussion in Sec. 3, it seems evident that a similar solution could
be possible for much more general potentials. A second generalization would be to investigate
the possibility of having SO(n)-invariant solutions with 3 < n < N .14 In fact, 3mj symbols can
be constructed also for larger groups [51], and they can probably be used to construct solutions
at least for λt = 0, as in such case we only need the orthogonality relations in Eq. (10), which
are generically satisfied by 3mj symbols. An explicit example could be constructed with SO(4),
for which one can use the fact that it is isomorphic to SU(2) × SU(2) [52]. However, for non-
simply-reducible groups additional labels are required, and at the moment it is not clear to us
how that would affect our construction.
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A 3jm and 6j symbols: some formulas and conventions
We mostly follow the notation and conventions of Ref. [35] (see also Ref. [36, 37]).
3jm symbol. Wigner’s 3jm symbol is defined in terms of the Clebsch-Gordan coefficients:(
j1 j2 j3
m1 m2 m3
)
=
(−1)j1−j2+j3√
2j3 + 1
(−1)j3−m3〈j3 −m3|j1m1, j2m3〉 . (78)
The 3jm symbol is non-zero only if the angular momenta (or spin) j1, j2, and j3 satisfy the
triangular inequality |j1− j2| ≤ j3 ≤ j1 + j2 and their sum is an integer, and if their projections
(or magnetic quantum numbers) sum up to zero:
m1 +m2 +m3 = 0 . (79)
In this paper we are mostly interested in the case j1 = j2 = j3 = j (and thus integer j), for which
the conditions on the angular momenta are obviously satisfied, but we also use 3jm symbols
with different spins for the analysis of the Hessian in Sec. 2.1. Sometimes the 3jm symbols are
called simply 3j, but we reserve this name for the triangular inequality symbol, that is, we define
a 3j symbol {j1j2j3} as being equal to one if j1, j2, and j3 satisfy the triangular inequality, and
zero otherwise.
The 3jm symbols have the following symmetries:
1. SU(2) invariance:(
j1 j2 j3
m1 m2 m3
)
=
∑
m′1,m
′
2,m
′
3
(
j1 j2 j3
m′1 m′2 m′3
)
Dj1
m1m′1
(g)Dj2
m2m′2
(g)Dj3
m3m′3
(g) , (80)
where Djmm′(g) is a Wigner’s D-matrix, i.e. the matrix corresponding to g ∈ SU(2) in the
representation labelled by j. For integer j, these are representations of SO(3), hence the
3jm of our interest is an SO(3) invariant.
2. Permutation symmetries:(
j1 j2 j3
m1 m2 m3
)
=
(
j2 j3 j1
m2 m3 m1
)
=
(
j3 j1 j2
m3 m1 m2
)
, (81)
(
j1 j2 j3
m1 m2 m3
)
= (−1)j1+j2+j3
(
j2 j1 j3
m2 m1 m3
)
= (−1)j1+j2+j3
(
j1 j3 j2
m1 m3 m2
)
.
(82)
3. Time-reversal: (
j1 j2 j3
m1 m2 m3
)
= (−1)j1+j2+j3
(
j1 j2 j3
−m1 −m2 −m3
)
. (83)
4. Regge symmetries, which we do not need here.
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Notice that in the case j1 = j2 = j3 = j, the 3jm symbol is fully symmetric (antisymmetric)
under permutations and time-reversal if j is even (odd).
We introduce also the invariant metric gmm
′
j , defined as:
gmm
′
j = g
j
mm′ ≡
√
2j + 1
(
j j 0
m m′ 0
)
= (−1)j−mδm−m′ , (84)
which is also its own inverse, i.e.
∑
m′′ g
j
mm′′g
m′′m′
j = δ
m′
m .
A graphical calculus is introduced by representing the 3jm symbol as a three-valent vertex.
Edges joining pairs of vertices denote a contraction, i.e. a summation over pairs of magnetic
quantum numbers mi associated to equal spins ji, with a weight (−1)ji−mi and with the two
magnetic quantum numbers appearing with opposite signs. In other words, the contraction is
performed with the invariant metric (84), which we represent by a line without vertices whenever
it appears explicitly. By taking products of 3jm symbols and contracting them in different ways,
we obtain new objects that depend on the free spins and their projections, as well as on the
contracted spins (whose projections are summed over). Such objects are called jm coefficients.
In the special case in which the number of contracted spins, for a given number of free spins, is
minimized, they are also called generalized Wigner coefficients. From a graphical point of view,
generalized Wigner coefficients correspond to tree diagrams.
Among other formulas of importance to us is the orthogonality relation:∑
m2,m3
(
j1 j2 j3
m1 m2 m3
)(
j′1 j2 j3
m′1 m2 m3
)
=
1
2j1 + 1
δj1j′1δm1m′1{j1j2j3} , (85)
which, using Eq. (83) and (79), can also be written as∑
m2,m3
(−1)j2−m2+j3−m3
(
j1 j2 j3
m1 m2 m3
)(
j′1 j2 j3
−m′1 −m2 −m3
)
=
(−1)j1−m1
2j1 + 1
δj1j′1δm1m′1{j1j2j3} ,
(86)
and represented as15
j1 j
′
1 =
δj1j′1
2j1 + 1
,
where on the right-hand side we have introduced also the melon graph corresponding to the
identity ∑
m1,m2,m3
(−1)
∑
i=1...3(ji−mi)
(
j1 j2 j3
m1 m2 m3
)(
j1 j2 j3
−m′1 −m2 −m3
)
= {j1j2j3} . (87)
If instead we sum over only one magnetic number, but also on the respective spin, we have
the equality∑
J,m
(−1)J−m(2J + 1)
(
j1 j2 J
m1 m2 m
)(
j1 j2 J
m′1 m′2 −m
)
= g
m1m′1
j1
g
m2m′2
j2
, (88)
15In order to not overburden the drawings, we generally omit (some of) the labels in the graphical represen-
tations, as well as the orientations of the vertices, if they are obvious or deducible from the explicit formula
which we provide with them. In fact, as in the main body of the paper, our graphs are only meant for a better
visualization of the formulas.
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which is represented as ∑
J
(2J + 1)
J
= . (89)
Notice that the relation stating the invariance of the metric,∑
m1,m2
gm1m2j D
j
mm1(g)D
j
m′m2(g) = g
mm′
j , (90)
is as close as we get to orthogonality of the D-matrices, which, for integer j, form a unitary
representation of SO(3): ∑
m1
Djmm1(g)D
j
m′m1(g)
∗ = δmm′ . (91)
Equations (90) and (91) are related by the the identity
Djmm′(g)
∗ = (−1)2j−m−m′Dj−m−m′(g) . (92)
In view of the definition (84), we have as a special case of Eq. (85) the following tracelessness
condition for the 3jm symbol with equal angular momenta (for j 6= 0):
∑
m2,m3
(
j j j
m1 m2 m3
)
gm2m3j = 0 . (93)
6j symbol. The 6j symbol can be defined in terms of 3jm symbols via the relation{
j1 j2 j3
j′1 j′2 j′3
}
=
∑
{m},{m′}
(−1)
∑
i=1...3(j
′
i−m′i+ji−mi)
(
j′1 j′2 j3
m′1 −m′2 m3
)
×
(
j′2 j′3 j1
m′2 −m′3 m1
)(
j′3 j′1 j2
m′3 −m′1 m2
)(
j1 j2 j3
m1 m2 m3
)
= ,
(94)
and it is invariant under permutations of its columns or under interchange of the upper and
lower spins in each of any two columns. We have omitted the spin labels in the graphical
representation, but it can be easily reconstructed by the following rule: the spins in the first
row of the 6j symbol share the same vertex, and spins in the same column do not share any
vertex.
There are three formulas relating products of 3jm symbols to 6j symbols that are particularly
useful for us. The first involves a product of two 3jm symbols:∑
m3
(−1)j3−m3
(
j1 j2 j3
m1 m2 m3
)(
j′1 j′2 j3
m′1 m′2 −m3
)
=
∑
J,m
(−1)J−m(2J + 1)
(
j1 j
′
2 J
m1 m
′
2 m
)(
j′1 j2 J
m′1 m2 −m
){
j2 j
′
1 J
j′2 j1 j3
}
,
(95)
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or
j
3
j
j
j'
j'
1
2
2
1
=
∑
J
(2J + 1) J
j
1
j
2
j'
2
j'
1
J
j
3
j'
1j
2
j'
2
j
1
. (96)
The second applies to a product of three 3jm symbols:∑
m′1,m
′
2,m
′
3
(−1)
∑
i=1...3(j
′
i−m′i)
(
j′1 j′2 j3
m′1 −m′2 m3
)(
j′2 j′3 j1
m′2 −m′3 m1
)(
j′3 j′1 j2
m′3 −m′1 m2
)
=
(
j1 j2 j3
m1 m2 m3
){
j1 j2 j3
j′1 j′2 j′3
}
,
(97)
or
= , (98)
which is a special case of Eq. (66).
And the last one to a product of four 3jm symbols:∑
m′1,m
′
2,m
′
3
(−1)
∑
i=1...4(j
′
i−m′i)
(
j′1 j1 j′2
m′1 m1 −m′2
)(
j′2 j2 j′3
m′2 m2 −m′3
)
×
(
j′3 j3 j′4
m′3 m3 −m′4
)(
j′4 j4 j′1
m′4 m4 −m′1
)
= (−1)j′4−j1−j4−j′2
∑
J,m
(−1)J−m(2J + 1)
(
j1 J j4
m1 m m4
)(
j2 J j3
m2 −m m3
)
×
{
j1 J j4
j′4 j′1 j′2
}{
j2 J j3
j′4 j′3 j′2
}
,
(99)
or
=
∑
J
(2J + 1)
J
. (100)
Lastly, another useful formula for us is [36]:
∑
K
(2K + 1)
{
j1 j2 K
j3 j4 L
}{
j1 j2 K
j3 j4 L
′
}
=
δLL′
(2L+ 1)
{j1j4L}{j2j3L} . (101)
B Other solutions and their stability
We will now consider a few different possible patterns of symmetry breaking and we will verify
if each of the solutions is a minimum for the action or not by studying the eigenvalues of the
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Hessian. The latter is given by:
Habc,a′b′c′(x) ≡
∫
x′
δ2Sint
δφabc(x)δφa′b′c′(x′)
=λ2δaa′δbb′δcc′ +
λd
N3
(2φabcφa′b′c′ + φa′′b′′c′′φa′′b′′c′′δaa′δbb′δcc′)
+
λp
N2
[α1(δaa′φa′′bcφa′′b′c′ + φa′bcφab′c′ + φa′b′′c′′φab′′c′′δbb′δcc′)
+ α2(φab′′cφa′b′′c′δbb′ + φab′cφa′bc′ + φa′′b′c′′φa′′bc′′δaa′δbb′)
+ α3(φabc′′φa′b′c′′δcc′ + φabc′φa′b′c + φa′′b′′cφa′′b′′c′δaa′δbb′)]
+
λt
N3/2
(φa′′b′cφa′′bc′δaa′ + φa′b′′cφab′′c′δbb′ + φa′bc′′φab′c′′δcc′) ,
(102)
where we have integrated over x′ in order to get rid of an overall delta function. In the following
we will omit the x-dependence of H, as we are interested in the constant solutions. The Hessian
has the following graphical representation:
Habc,a′b′c′ =λ2 + λd
N3
(
2 +
)
+
λp
N2
∑
i=1,2,3
αi

i
+
i
+
i
i

+
λt
N3/2
∑
i=1,2,3 i
,
(103)
where open half-edges on the left (right) correspond to the unprimed (primed) free indices, and
the index label is indicated only where necessary.
B.1 O(N3 − 1)-invariant solutions for λp = λt = 0
For λp = λt = 0, the internal symmetry of the model is enhanced to O(N
3). In this case,
the model is indeed a vector model in disguise, as it is easily recognized by a collective index
notation such as abc → a = 1, . . . , N3. It follows that for λ2 < 0 we find the usual symmetry
breaking solutions as in an O(N3)-invariant vector model, with stabilizer given by the subgroup
of rotations in the hyperplane orthogonal to the non-zero vector solution. Notice that such a
solution will necessarily be such that φabcφabc ∼ N3, which is rather natural for a vector with
N3 components of order one, and it implies that the action evaluated on-shell scales like N3.
Furthermore, it is easily checked that for such solution the on-shell action is negative, and hence
such stationary point is the absolute minimum (the action is bounded from below, it grows at
infinity, and the φabc = 0 stationary point has zero action).
B.2 O(N − 1)3-invariant solutions
Let us suppose that the solution of Eq. (8) can be written as:
φabc = uavbwc , (104)
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for three independent vectors u, v, and w (color symmetry would impose u = v = w). In such
case, O(N − 1)3 is clearly the stabilizer. Upon substitution of Eq. (104) in Eq. (8) we obtain
the equation
0 = λ2 + (
λd
N3
+
λp(α1 + α2 + α3)
N2
+
λt
N3/2
)u2v2w2 , (105)
which admits real solutions for positive couplings if λ2 < 0, as anticipated:
u2v2w2 = − λ2N
3
λd + λpN(α1 + α2 + α3) +N3/2λt
. (106)
Solutions are also possible for λ2 > 0, if the combination of couplings appearing in the denomi-
nator is negative.
Such type of solution is problematic in the large-N limit, because the three types of interac-
tions scale identically with N , but due to the different rescaling of their couplings which we have
chosen in Eq. (1), we end with a non-homogeneous equation, as in Eq. (105). In order to take the
large-N limit in the field equations we could scale the vectors such that u2v2w2 ∼ N3/2, so that
the limit is finite (and the solution non-trivial), but then only λt will contribute; alternatively,
we could rescale the couplings so that each interaction comes with the same power of N in front.
On the other hand, the scaling of the couplings in Eq. (1) was chose because it is the unique
one that leads to all three interactions contributing at the same leading order in the Feynman
diagrams of the model, and we wish to understand classical solutions that might play a role in
that context.
Notice that the action evaluated on-shell (with the scaling that allows a non-trivial large-N
limit of the field equations) scales like N3/2. Furthermore, for λ2 < 0 and λt > 0, the action is
negative, as in the vector case. On the other hand, for λ2 > 0 and λt < 0, the action is positive,
hence such non-trivial solution is subdominant with respect to the trivial one.
If we substitute Eq. (104) in Eq. (102), we obtain:
Habca′b′c′ =
(
λ2 − λ2λd
λd + λpN(α1 + α2 + α3) +N3/2λt
)
δaa′δbb′δcc′
+
[
2λd
N3
+
λp
N2
(α1 + α2 + α3)
]
uaua′vbvb′wcwc′
+
(
α1 λp
N2
+
λt
N3/2
)
u2δaa′vbvb′wcwc′
+
(
α2 λp
N2
+
λt
N3/2
)
v2uaua′δbb′wcwc′
+
(
α2 λp
N2
+
λt
N3/2
)
w2uaua′vbvb′δcc′
+
λp
N2
(α1v
2w2uaua′δbb′δcc′ + α2u
2w2δaa′vbvb′δcc′ + α3u
2v2δaa′δbb′wcwc′).
(107)
To find the eigenvectors, and then the eigenvalues of this Hessian we can first of all notice that
Eq. (107) has the following form:
Habca′b′c′ =
∑
i
M1iaa′M
2i
bb′M
3i
cc′ , with M
1i
aa′ = A
1iδaa′ +B
1iuaua′ . (108)
This implies that the eigenvectors of H are given by products of the eigenvectors of each matrix
M . The latter are given by the set composed by the vectors with which we have decomposed
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φabc and the ones orthogonal to them. For example, the eigenvectors of each matrix M
1i are
given by the set (u, u⊥) and since u identifies a direction in vector space RN , we can find N − 1
eigenvectors of the type u⊥.
The possible eigenvectors of the Hessian are then of the form:
uvw uv⊥w uv⊥w⊥ uvw⊥ u⊥v⊥w⊥ u⊥v⊥w u⊥vw⊥ u⊥vw. (109)
These are a total of N3 orthogonal tensors, as they should in order to form a basis. One can
then compute the eigenvalues easily and find:
Habca′b′c′(ua′vb′wc′) = −λ2
(
2λd + λpN(α1 + α2 + α3) + 2λtN
3/2
λd + λpN(α1 + α2 + α3) + λtN3/2
)
uavbwc ,
Habca′b′c′(ua′v⊥b′wc′) = 0 ,
Habca′b′c′(u⊥a′vb′wc′) = 0 ,
Habca′b′c′(ua′vb′w⊥c′ ) = 0 ,
Habca′b′c′(ua′v⊥b′w⊥c′ ) = λ2
(
λpN(α2 + α3) + λtN
3/2
λd + λpN(α1 + α2 + α3) + λtN3/2
)
uav
⊥
b w
⊥
c ,
Habca′b′c′(u⊥a′vb′w⊥c′ ) = λ2
(
λpN(α1 + α3) + λtN
3/2
λd + λpN(α1 + α2 + α3) + λtN3/2
)
u⊥a vbw
⊥
c ,
Habca′b′c′(u⊥a′v⊥b′wc′) = λ2
(
λpN(α1 + α2) + λtN
3/2
λd + λpN(α1 + α2 + α3) + λtN3/2
)
u⊥a v
⊥
b wc ,
Habca′b′c′(u⊥a′v⊥b′w⊥c′ ) = λ2
(
λpN(α1 + α2 + α3) + λtN
3/2
λd + λpN(α1 + α2 + α3) + λtN3/2
)
u⊥a v
⊥
b w
⊥
c .
(110)
We see that for λt > 0 and λ2 < 0 the obtained eigenvalues have mixed signs and that eigenvec-
tors of the type uv⊥w have null eigenvalues. The presence of negative eigenvalues indicates that
this stationary point is unstable. We can show that the null mass eigenvalues are Goldstone’s
modes by making an infinitesimal rotation of the tensor ϕabc:
φabc → φ˜abc ' φabc + θαLαaa′φa′bc + ταLαbb′φab′c +ωαLαcc′φabc′ , withα = 1, . . . ,
N(N − 1)
2
. (111)
From Goldstone’s theorem we know that symmetry transformations under which the field is not
invariant are associated with null mass fields. In our case this particular group of transformations
is associated to the quotient space O(N)3/O(N − 1)3, which has dimension 3(N − 1). If φabc =
uavbwc, we can then see from Eq. (111) that Goldstone’s bosons are indeed of the form u
i⊥
a vbwc,
uav
i⊥
b wc and uavbw
i⊥
c with i = 1, . . . , N − 1.
B.3 O(N − 1)×O(N)-invariant solutions
Another possible solution, considered by Diaz and Rosabal in Ref. [20], is
φabc = uaδbc + vbδac + wcδab , (112)
which again breaks color symmetry unless u = v = w.
Let us consider for simplicity the case v = w = 0, whose stabilizer is O(N − 1) × O(N) (or
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O(N − 1)×Diag[O(N)×O(N)]). The field equations then become:
0 = λ2 +
(
λd
N2
+ λp
(
α1
N
+
α2 + α3
N2
)
+
λt
N3/2
)
u2 , (113)
and we see that again the scaling with N is not homogeneous, and for u2 ∼ N only λp contributes
to the large-N limit. The solution is given by:
u2 =
−λ2N2
λd + λp(Nα1 + α2 + α3) + λtN1/2
. (114)
Notice that the action evaluated on-shell scales like N2, and it is negative for λ2 < 0.
For this solution, the Hessian is
Habca′b′c′ = λ2δaa′δbb′δcc′ + λd
N3
(2uaua′δbcδb′c′ + u
2Nδaa′δbb′δcc′)
+
λp
N2
[α1(u
2δaa′δbcδb′c′ + uaua′δbcδb′c′ +Nuaua′δbb′δcc′)
+ α2(uaua′δb′′cδb′′c′δbb′ + uaua′δb′cδbc′ + u
2δb′c′′δbc′′δaa′δcc′)
+ α3(uaua′δbc′′δb′c′′δcc′ + uaua′δbc′δb′c + u
2δb′′cδb′′c′δaa′δbb′)]
+
λt
N3/2
(u2δaa′δb′cδbc′ + uaua′δb′′cδb′′c′δbb′ + uaua′δbc′′δb′c′′δcc′).
(115)
We thus have to find the eigenvectors and the corresponding eigenvalues of this case. Let us
suppose that a possible eigenvector could be written in the following way:
φabc = VaMbc, (116)
where Mab is a N ×N matrix whose form we have to determine. To do that, we can decompose
Mab in its antisymmetric, symmetric traceless and trace components:
Mbc = M
Tr
bc +M
S
bc +M
A
bc . (117)
By rewriting the Hessian in a proper way, we can easily show that the complete basis of
eigenvectors is given by:
uMTr, uMS , uMA, u⊥MTr, u⊥MS , u⊥MA . (118)
In order to do that, let us define:
Abcb′c′ =
1
2
(δbb′δcc′ − δbc′δb′c) ,
Sbcb′c′ =
1
2
(δbb′δcc′ + δbc′δb′c − 2
N
δbcδb′c′) ,
Tbcb′c′ =
1
N
δbcδb′c′ .
(119)
These are the projectors on the antisymmetric, symmetric traceless and trace subspaces. They
satisfy the following identities:
δbb′δcc′ = Sbcb′c′ + Tbcb′c′ +Abcb′c′
δbc′δb′c = Sbcb′c′ + Tbcb′c′ −Abcb′c′
δbcδb′c′ = N Tbcb′c′ .
(120)
27
By looking at the form of Eq. (115), we can then rewrite:
Habca′b′c′ = α1λ2Nλp + 2λ2
√
Nλt
λd + λp(α2 + α3 + α1N) +
√
Nλt
δaa′Abcb′c′
+
α1λ2Nλp
λd + λp(α2 + α3 + α1N) +
√
Nλt
δaa′Sbcb′c′
+ (
2λt
N3/2
+
α1λp
N
)uaua′Abcb′c′
+
[
(2(α2 + α3) + α1N)λp + 2
√
Nλt
N2
]
uaua′Sbcb′c′
+ 2
[
λd + (α2 + α3 + α1N)λp +
√
Nλt
N3
]
uaua′Tbcb′c′ .
(121)
The eigenvalues of each eigenvector from Eq. (118) are then:
Habca′b′c′(ua′MAb′c′) = 0;
Habca′b′c′(ua′MSb′c′) = −
2λ2
(√
Nλt + (α2 + α3)λp
)
λd + λp(α2 + α3 + α1N) +
√
Nλt
uaM
S
bc;
Habca′b′c′(ua′MTrb′c′) = −
2λ2
N
uaM
Tr
bc ;
Habca′b′c′(u⊥a′MAb′c′) =
α1λ2Nλp + 2λ2
√
Nλt
λd + λp(α2 + α3 + α1N) +
√
Nλt
u⊥aM
A
bc;
Habca′b′c′(u⊥a′MSb′c′) =
α1λ2Nλp
λd + λp(α2 + α3 + α1N) +
√
Nλt
u⊥aM
S
bc;
Habca′b′c′(u⊥a′MTrb′c′) = 0.
(122)
The Goldstone’s modes are uMA and u⊥MTr. Furthermore, we can again observe the presence
of negative eigenvalues that indicate the instability of the solution.
B.4 O(N2 −N)-invariant solutions at α2 = α3 = λt = 0
The model with α2 = α3 = λt = 0 has enhanced symmetry O(N)×O(N2). It is straightforward
to find a symmetry breaking solution: it suffices to find N orthonormal vectors in RN2 . In fact,
let φabc = vaA, with for example A = b+N(c− 1) = 1 . . . N2, such that
vaAva′A = N
2δaa′v
2 . (123)
Then, the equations of motion reduce to
0 = λ2 + (λd + λpα1)v
2 , (124)
which have a real solution for (λd + λpα1)/λ2 < 0. Any given solution of this type is clearly
invariant under the group of orthogonal transformations in the space orthogonal to the N
vectors, i.e. O(N2 − N). Furthermore, it is also invariant under simultaneous O(N) rotations
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acting on the vector components and on the vector labels. In other words, the stability group
is O(N)×O(N2 −N).
For this solution, the Hessian has the form:
HaAa′A′ = 2λd
N3
vaAva′A′ +
λpα1
N2
va′AvaA′ +
λpα1
N2
δaa′va′′Ava′′A′ . (125)
Given the pattern of symmetry breaking, the number of Goldstone’s bosons is given by the
number of generators of O(N2) minus the number of generators of O(N2 −N), i.e.:
N2(N2 − 1)
2
− (N
2 −N)(N2 −N − 1)
2
= N3 − N(N + 1)
2
. (126)
As a basis for the Goldstone’s bosons we can choose the tensors rIaA defined by:
rIaA = L
I
AA′vaA′ , I = 1, . . . , N
3 − N(N + 1)
2
, (127)
where LI are the generators of orthogonal transformations in the space orthogonal to the N
vectors, i.e. O(N2 − N). Regarding the other eigenvectors, one can show that the tensors,
together with vaA, defined by:
uaA ≡ Sαaa′va′A α = 1, . . . ,
N(N + 1)
2
− 1 , (128)
where Sα are symmetric traceless matrices, are eigenvectors of the Hessian with eigenvalues:
HaAa′A′va′A′ = −2λ2vaA;
HaAa′A′ua′A′ = −2λ2 λpα1
λpα1 + λd
uaA .
(129)
Therefore, for λ2 < 0 the solution is stable.
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