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Abstract
This dissertation deals with the growth and the characterization of silicon
and germanium nanowhiskers, also called nanorods or nanowires.
The investigation of these structures is of great interest as they represent
promising building blocks for future electronic devices. With regard to a
possible application, the knowledge of size, crystallographic orientation and
position of the nanowhiskers is essential.
The purpose of this work was, therefore, to investigate the growth of Si and
Ge nanowhiskers with regard to their size, orientation and position.
The nanowhiskers were grown via physical vapor deposition (PVD) in ultra-
high vacuum using the vapor-liquid-solid (VLS) mechanism which is based
on growth from solution droplets.
The size of the nanowhiskers could be reproducibly determined by the ex-
perimental parameters in the case of Si nanowhiskers on Si(111) with gold as
the solvent. A higher gold coverage as well as a higher substrate temperature
led to larger droplet diameters and thus to thicker whiskers. A longer silicon
evaporation time and a higher silicon rate led to longer whiskers. Thinner
whiskers grew faster than thicker ones.
A second material used as the solvent was indium as it is more suitable for
electronic application compared to gold. Based on results of droplet forma-
tion of the two solvents on silicon, the better results of whisker growth using
gold could be explained.
Ge nanowhiskers grown from gold droplets on Ge(111) did not show the [111]
orientation of the substrate as in the case of Si nanowhiskers on Si(111) but
a <110> orientation. By calculating nucleation energies on different crystal
facets, the experimental findings could be explained.
To position nanodroplets of the solvent material and thus to obtain a regular
arrangement of nanowhiskers, substrates were pre-structured with nanopores
by focused ion beams (FIB). Silicon and germanium nanowhiskers could be
epitaxially grown from ordered arrays of gold droplets.
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silicon and germanium nanowhiskers, vapor-liquid-solid (VLS) mechanism,
physical vapor deposition (PVD), focused ion beams (FIB)
Zusammenfassung
Die vorliegende Dissertation befasst sich mit dem Wachstum und der Cha-
rakterisierung von Silizium- und Germanium-Nanodrähten.
Diese Strukturen gelten als aussichtsreiche Komponenten für zukünftige Bau-
elemente. Für die Anwendung ist die genaue Kenntnis der Größe, der kris-
tallographischen Orientierung und der Position der Nanodrähte erforderlich.
Ziel dieser Arbeit war daher die Untersuchung von Si- und Ge-Nanodrähten
im Hinblick auf ihre Größe, Orientierung und Position.
Die Herstellung erfolgte durch Physikalische Gasphasenabscheidung (PVD)
im Ultrahochvakuum nach dem Vapor-Liquid-Solid (VLS)-Verfahren, das auf
dem Wachstum aus Lösungsmitteltröpfchen basiert.
Die Größe der Nanodrähte konnte im Falle von Silizium auf Si(111) mit
Gold als Lösungsmittel durch die Parameter des Experiments reproduzier-
bar bestimmt werden. Höhere Goldbedeckung und höhere Substrattempera-
turen führten zu Tröpfchen mit größerem Duchmesser und somit zu dickeren
Drähten. Längere Si-Verdampfungszeiten und höhere Si-Verdampfungsraten
führten zu längeren Drähten. Dünnere Drähte wuchsen schneller als dickere.
Als zweites Lösungsmittel wurde Indium untersucht, da es sich im Vergleich
zu Gold nicht nachteilig auf die elektronischen Eigenschaften von Silizium
auswirkt. Basierend auf den Ergebnissen zur Tröpfchenbildung konnten die
besseren Wachstumsresultate mit Gold erklärt werden.
Germanium-Nanodrähte, die aus Goldtröpfchen auf Ge(111) gezüchtet wur-
den, zeigten im Gegensatz zu den Si-Nanodrähten nicht die kristallographi-
sche [111]-Orientierung des Substrates, sondern eine <110>-Orientierung,
was durch Berechnungen von Keimbildungsenergien auf verschiedenen Kris-
tallflächen erklärt werden konnte.
Zur Anordnung von Metalltröpfchen und damit von Nanodrähten wurden
Substrate mithilfe von fokussierten Ionenstrahlen (FIB) vorstrukturiert, um
die Tröpfchenbildung an bestimmten Stellen zu begünstigen. Es gelang, aus
angeordneten Goldtröpfchen epitaktisch gewachsene Si- und Ge-Nanodrähte
zu züchten.
Schlagwörter:
Silizium- und Germanium-Nanodrähte, Vapor-Liquid-Solid (VLS) -
Mechanismus, Physikalische Gasphasenabscheidung (PVD), Fokussierte
Ionenstrahlen (FIB)
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Introduction
Silicon and germanium nanowhiskers, also called nanowires or nanorods, are
of great interest in the field of nanoelectronics as they represent promising
building blocks in the bottom-up approach, i.e. the atom-by-atom fabrica-
tion of further miniaturized nanodevices. Until now, the top-down technique
is most widely applied, consisting of producing ordered nanocomponents by
etching or lithographing bulk crystals. Their interface roughness results, how-
ever, in scattering of charge carriers which impedes the achievement of the-
oretically predicted mobilities. The bottom-up technique could avoid these
scattering effects [1] and has other advantages as, for example, the possibility
of growing radial heterostructures [2].
Si-based electronic devices have dominated integrated circuit technology for
many decades. Recently however, germanium has regained importance for
electronic applications because of its higher charge carrier mobility compared
to silicon. A further advantage of germanium is the larger excitonic Bohr
radius (24.3 nm compared to 4.9 nm of silicon) resulting in quantum confine-
ment in larger structures [3]. Yet another advantage is the fact that lower
growth temperatures can be applied for germanium [4].
Field effect transistors with good device properties have been produced from
single silicon and germanium nanowhiskers [5, 3] as well as from heterostruc-
tures of Si/Ge nanowhiskers [6]. However, for the integration of silicon and
germanium nanowhiskers in electronic devices, it is essential to reproduce
their size and position exactly. Furthermore, most electronic devices are
built on (001) substrates, thus it is necessary to induce nanowhisker growth
in certain crystal directions, preferably the [001] direction [2].
The purpose of this thesis is, therefore, to investigate the growth of silicon
and germanium nanowhiskers with regard to their size, orientation and po-
sition.
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2The growth method, the so-called vapor-liquid-solid mechanism, and the
thermodynamic basics related to it will be discussed in chapter 1, as well as
the question whether bulk thermodynamics are valid for the nanostructures
discussed in this thesis.
The growth is performed by physical vapor deposition in ultra-high vacuum.
Chapter 2 presents the experimental setup, which was put into operation
during this work, the determination and adjustment of growth parameters
and the growth procedure.
As we are interested in controlling the position of nanowhiskers, chapter 3
deals with the influence of focused ion beams applied to different materials.
A method is presented as how to provide favored nucleation sites for solution
droplets during the vapor-liquid-solid mechanism and thus for the arrange-
ment of nanowhiskers by pre-structuring substrates.
Chapter 4 deals with the characterization methods used for the investigation
of the structures grown.
The results of the experiments are presented and discussed in chapter 5.
As the formation of solvent droplets plays an important role in the vapor-
liquid-solid mechanism and is highly dependent on the solvent material, the
first part of chapter 5 deals with gold and indium droplet formation on sili-
con. The influence of droplet formation on the outcome of the whisker growth
experiment will be discussed as well.
The results of silicon and germanium nanowhisker growth are shown and dis-
cussed with regard to their differences. In particular the different directions
of growth are considered. A model based on the calculation of nucleation
energies will be proposed to explain the directions of growth for silicon and
germanium nanowhiskers.
In the last sections of chapter 5, results of SiGe heterostructures and of the
arrangement of nanowhiskers will be presented and discussed.
Chapter 1
Vapor-liquid-solid mechanism
and thermodynamic basics
As all experiments performed in the course of this work are based on the
so-called vapor-liquid-solid (VLS) mechanism, the first part of this chapter
discusses its basic principles and its applications.
The second part presents some thermodynamic fundamentals for the descrip-
tion of nanowhisker growth by VLS mechanism.
1.1 The vapor-liquid-solid process
The VLS process was first described for silicon microwhisker growth by Wag-
ner and Ellis [7] in 1964. Some fundamental kinetic aspects of the VLS mech-
anism were published by Givargizov [8] in 1975. From that time on, many
approaches have been undertaken in order to understand and describe this
process for the growth of crystalline wires. They vary in the growth method
as well as in the materials used, e.g. growth of GaN nanowhiskers by chem-
ical vapor deposition (CVD) [9], growth of InGaAs nanowhiskers by metal-
organic vapor phase epitaxy (MOVPE) [10] and growth of Si nanowhiskers
by molecular beam epitaxy (MBE) [11], to name just a few. This mechanism
is used in other fields of research as well, e.g. for depositing polycrystalline
silicon on glass to develop a method for the fabrication of more cost-effective
solar cells [12].
According to Wagner and Ellis, the VLS mechanism can be divided into two
phases, cf. fig. 1.1, hence the name of the process. During the first phase,
a solvent, e.g. gold, forms a liquid (L) solution droplet with the atoms of
the substrate, e.g. silicon, at a temperature higher than the eutectic tem-
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Figure 1.1: The two phases of whisker growth, taken from [7].
perature1 of the system solvent-substrate. This droplet is a preferred site
for atomic deposition out of a supplied vapor (V). Consequently, the liquid
solution becomes supersaturated. During the second phase, the droplet (L)
precipitates atoms which grow epitaxially on the substrate and by-and-by
build a whisker (S).
Although this process seems simple and was discovered more than 40 years
ago, many questions remain regarding a detailed description. Especially the
application of the VLS mechanism for preparation of nanowhiskers instead of
microwhiskers requires a detailed consideration of the thermodynamics in the
nanoregime. The second part of this chapter deals with the question whether
bulk phase diagrams, which are based on the collective properties of many
particles, are still a valid description for the smaller systems. In particular
surface effects will play a more important role than in larger systems, see e.g.
[13].
Another basic point to consider is the method used to grow the nanowhiskers
as it has a strong influence on their shape and especially on the surface state
in the space between the whiskers. All experiments described in this thesis
were performed by physical vapor deposition (PVD). The particles arriving
at the substrate surface are atoms so that processes at the droplet surface
can be understood more easily compared to CVD during which a chemical
reaction, namely the cracking of a precursor gas, takes place at the droplet
surface. On the other hand, in the case of PVD, growth occurs on the whole
1Eutectic temperature: Lowest possible temperature at which a eutectic reaction, i.e.
a simultaneous crystallization of all constituents at a certain ratio of components takes
place.
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surface and not only at places at which the precursor gas is cracked. Con-
sequently, in addition to the nanowhiskers, a layer is obtained and whisker
growth proceeds more slowly. Apart from that, it is assumed that the atoms
which are incorporated into the whisker do not only reach the droplet from
the vapor phase but consist also of adatoms which diffuse from the substrate
surface and along the whisker sides to the droplet. The role of surface diffu-
sion of adatoms in the PVD case of whisker growth is treated in the second
part of this chapter.
A still controversially discussed issue regarding the mechanism of growing
whiskers is the aggregation state of the droplet. According to Wagner and
Ellis, it is liquid during the whole process. Meanwhile, there are also re-
ports in the literature that for some material systems, growth is based on a
solid-phase diffusion mechanism, e.g. gallium arsenide nanowhiskers grown
by chemical beam epitaxy [14]. According to these results, a vapor-solid-solid
(VSS) process has been proposed which was already named by Bootsma and
Gassen in 1971 [15]. There are even reports referring that growth does not
occur at all when the particle is liquid. This is e.g. the case for Au-assisted
growth of InAs nanowires by MOVPE [16]. Apart from these reports con-
cerning the growth of III-V nanowhiskers, there are also publications which
report the growth of silicon nanowhiskers well below the eutectic point of the
system with titanium [17] or aluminum as the catalyst [18].
Catalyst-free or self-catalytic nanowhisker growth in order to avoid unwanted
incorporation of the catalyst atoms into the wire has been reported, see e.g.
[19], but not for silicon whisker growth yet.
In this thesis, all experiments described were performed with a metal parti-
cle at temperatures higher than the eutectic temperature of the respective
system, thus we assume to grow the nanowhiskers via VLS mechanism.
The next section deals with the thermodynamic fundamentals of the growth
process.
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1.2 Thermodynamic basics
In the following, some thermodynamical principles [20, 21, 22] necessary for
the description of nanowhisker growth will be presented. Most of the whiskers
grown during this work have diameters of about 100 nm as will be seen in
chapter 5. Thus, the volume of the solution droplet – assuming it to be
hemispherical – is V = 23pir
3 ≈ 261800 nm3, i.e. the number of atoms in
the droplets is in the range of 1 million. The ratio of the number of surface
atoms NS to the number of volume atoms NV can be estimated by
NS
NV
= 2pir
2 · tS
2
3pir
3 − 2pir2 · tS (1.1)
with tS being the "thickness" of the surface layer of the solution droplet. This
ratio will be small for r in the range of 50-100 nm and tS in the range of
some Å. This is the reason why we expect bulk thermodynamics to be still
valid for our structures.
1.2.1 Material transport and supersaturation
Material transport during the VLS process – as in any other thermodynam-
ical process – is caused by differences between the chemical potentials of
different phases.
The chemical potential µ is defined as the derivative of the Gibbs free energy
G with respect to the number of particles N at constant pressure p and con-
stant temperature T . U is the internal energy of the system, S the entropy
and V the volume:
G = U + p · V − T · S (1.2)
dU = TdS − pdV + µdN (1.3)
µ =
(
δG
δN
)
T,p=const.
(1.4)
Material transport occurs from domains with higher chemical potential to
those with lower chemical potential as the whole system tends to be in a
state of minimum Gibbs free energy. A material transport according to the
VLS mechanism is therefore only possible if
µv > µl > µs
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The subscripts indicate the vapor, liquid or solid phase. The difference of
chemical potentials at the phase transition depends on the shape of the in-
terface. The solid-liquid interface is always flat in the VLS mechanism. By
contrast, the geometry of the liquid-vapor interface depends on the surface
tension of the applied solvent.
Considering the first phase of the VLS mechanism, the formation of a liquid
droplet on the substrate, the difference in chemical potentials ∆µV L of a
particle before and after being incorporated into the droplet can be derived.
For the volume of the vapor, the following is valid:(
δG
δp
)
T,N=const.
= Vv (1.5)
Assuming an ideal gas results in:(
δG
δp
)
T,N=const.
= NkT
p
(1.6)
with k being the Boltzmann constant. Integration from equilibrium vapor
pressure p0 to the pressure p yields:
∆G = Gv −Gl = NkT · ln p
p0
(1.7)
Thus, for ∆µV L the following expression is valid:
∆µV L = µv − µl = kT · ln p
p0
(1.8)
The curvature of the droplet is neglected in eq. 1.8. However, according to
the Gibbs-Thomson effect [23], the vapor pressure of a liquid increases with
decreasing radius. The slower growth of thinner whiskers in the case of CVD
was explained by this fact, cf. [8], as the higher vapor pressure above the
droplet leads to less solvent material incorporated into the droplet. However,
we will see that for PVD growth and radii in the range of 50-100 nm, the
opposite is the case: thinner whiskers grow faster than thicker ones.
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With the simplifying assumption of an ideal solution, the difference in chemi-
cal potentials of a particle before and after being incorporated into the crystal
during whisker growth can be calculated in an analogous manner to eq. 1.8:
∆µLS = µl − µs = kT · ln x
x0
(1.9)
with x being the concentration of the solute in the solvent and x0 being
the equilibrium concentration. x
x0
is called supersaturation which can be
experimentally achieved by decreasing the temperature (supercooling) or by
increasing the material amount in a solvent above equilibrium.
1.2.2 Nucleation
During the VLS mechanism, two heterogeneous nucleation processes take
place. Heterogeneous nucleation is understood as the formation of nuclei at
existing surfaces. This is energetically favored compared to homogeneous
nucleation during which particles form nuclei in their mother phase without
any existing surfaces, see [24]. The first nucleation process is the formation
of a liquid droplet from a metal vapor on the substrate. The second occurs
inside the droplet on the substrate when the solution is supersaturated and
whiskers start growing.
Formation of a liquid droplet on the substrate
Droplet formation plays an essential role in the VLS process and is highly
dependent on the solvent and its wetting behavior.
Initially, i particles of the metal vapor are accumulated to a cluster. Let Gi
be the Gibbs free energy of this cluster. To determine the nucleation energy
∆Gi of this process, the energy of the system before nucleation has to be
subtracted from Gi:
∆Gi = Gi − iµv − Aslσsv (1.10)
µv is the chemical potential of a particle in the vapor phase. Asl is the area
where the droplet sits on the substrate and σsv the energy of the interface
solid-vapor. When nucleation takes place, the interface energy solid-vapor is
reduced by Aslσsv. Gi can be written as:
Gi = iµl + Alvσlv + Aslσsl (1.11)
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The first term is the volume contribution, the second and third are surface
terms.
Inserting equation 1.11 into 1.10 and applying 1.8 yields:
∆Gi = Alvσlv − Asl (σsv − σsl)− ikT · ln p
p0
(1.12)
The contribution of the Gibbs-Thomson effect is neglected.
The interface energies and the wetting angle are connected by Young’s equa-
tion, cf. fig. 1.2[25]:
σsv = σsl + σlv · cosϕ (1.13)
ϕ
svσ
lvσ
h
3-phase line
R
slσ <             r               >
Figure 1.2: Variables used in Young’s equation: σsl, σlv and σsv are the
different interface energies, ϕ is the wetting angle. h is the height and R the
radius of the spherical cap, r the radius of the circular liquid-solid interface.
Young’s equation can be derived by considering the surface tension to be
forces acting on the 3-phase line [26]. The sum of their horizontal components
has to be zero in equilibrium. The following considerations are valid both
for the wetting angle being an acute (= good wettability) or an obtuse one
(= poor wettability). Inserting 1.13 into 1.12 yields:
∆Gi = σlv (Alv − Asl · cosϕ)− ikT · ln p
p0
(1.14)
Alv and Asl can be expressed as follows:
Alv = 2piR2 (1− cosϕ) (1.15)
The surface of a spherical cap of height h is 2piRh. h can be substituted by
R (1− cosϕ) and eq. 1.15 is obtained. The radius of the circular liquid-solid
interface r can be substituted by R sinϕ:
Asl = piR2
(
1− cos2 ϕ
)
(1.16)
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The volume of the liquid spherical cap Vl can be calculated by carrying out
the following integration and substituting h by R(1− cosϕ):
Vl =
∫ h
0
pir(t)2dt (1.17)
Some geometrical considerations show:
r(t)2 = R2 − (R− t)2 (1.18)
Thus follows:
Vl =
piR3
3
(
2− 3 cosϕ+ cos3 ϕ
)
(1.19)
If nl is the particle density in the liquid, then i = nl · Vl. The derivative of
∆Gi with respect to R is equated to zero to identify the maximum of the
function. For ϕ = pi2 one obtains the following critical nucleation radius R
∗:
R∗ = 2σlv
nlkT · ln pp0
(1.20)
Formula 1.20 is called the Kelvin equation. For every R < R∗ the decompo-
sition of the nucleus is energetically favored whereas for R > R∗ the growth
of the nucleus is energetically preferred. Fig. 1.3 shows the nucleation energy
versus the radius of the nucleus.
Figure 1.3: Nucleation energy, consisting of a surface and a volume contri-
bution, versus radius of the nucleus.
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Heterogeneous nucleation inside the liquid droplet on
the substrate
In analogy to the derivation above, one can obtain a critical radius R∗s for a
nucleus on the substrate within the droplet during whisker growth. ∆Gi is
in this case:
∆Gi = i(µs − µl)− Assσsl + Aslσsl (1.21)
The nucleus is assumed to have cylindrical shape with a height of a monoatomic
layer. On that condition, R∗s is found to be:
R∗s =
σsl
nskT · ln pp0
(1.22)
with ns being the particle density in the solid.
1.2.3 Phase diagrams
For solution growth of crystals, as occurring in the VLS process, binary phase
diagrams play an important role. In such phase diagrams, the temperature
is plotted against the relative concentrations of the solvent and the material
in solution. The solidus line – below which the solid phase is stable – and
the liquidus line – above which the liquid phase is stable – are the lines of
the phase transitions. Some phase diagrams exhibit a eutectic point at the
composition with the lowest melting point at which the solution components
solidify simultaneously. Fig. 1.4 shows the binary phase diagram of silicon
and gold.
mole Si/(Si+Au)
T in °C
1064°C
1414°C
1 2 3
L + Au(s)
L
L + Si(s)
363°C
Figure 1.4: Binary phase diagram of silicon and gold.
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In order to describe the VLS growth process, it is essential to know how
much of the whisker material is dissolved in the metal droplet. For this rea-
son, binary phase diagrams are consulted. However, they are only applicable
at equilibrium conditions. Supersaturation is not considered in phase dia-
grams but growth can only occur if the solution is supersaturated. When
growing silicon whiskers from gold droplets, at first gold is evaporated onto
the hot silicon substrate (the dashed line in fig. 1.4 indicates our mostly
used growth temperature of 550 ◦C) and gold starts to dissolve silicon atoms
which corresponds to region 1© in fig. 1.4. Then silicon is evaporated, gold
dissolves more silicon and the liquidus line is crossed, i.e. all available gold is
liquid. Gold can dissolve silicon until the transition from region 2© to region
3©. Then the gold droplet is supersaturated and precipitates silicon atoms.
Phase diagrams are valid for systems with sizes at least in the micrometer
range. For systems in the nanometer range (1-100 nm), the surface-to-volume
ratio has to be considered. If it is not small enough, those systems behave
differently than larger systems. Phase diagrams of nanoparticles [27] and
nanowires [28] have been treated theoretically in the literature. Adhikari
et al. [29] constructed a binary phase diagram valid at the nanoscale and
showed a decrease of the eutectic point for 10 to 40 nm diameter gold colloids
on germanium. However, we did not find any hint in the literature that bulk
phase diagrams are not valid for nanoparticles with diameters around 100
nm.
1.2.4 Influence of diffusion on the growth process
There are basically two different experimental approaches to nanowhisker
growth. The first one is accomplished by means of a chemical reaction. In
the case of silicon whisker growth, a silane precursor (SiH4) is commonly
used. In this method, the precursor is cracked at the surface of the metal
droplet and silicon atoms are obtained and incorporated. Thus, diffusion of
atoms on the surface of the wafer does not play an essential role. In the PVD
method, atoms are deposited directly from the vapor and are distributed on
the whole surface where they diffuse and build a layer. This layer has again
an influence on the diffusion which is dependent on the character of the sur-
face. If it is for example oxidized, the diffusion coefficient is different than in
case of a pure silicon surface. This will be shown in chapter 5 in which the
diffusion of different solvent materials on oxidized and bare Si(111) will be
discussed.
The growth of nanowhiskers can be diffusion-limited, i.e. not enough atoms
reach the growth interface, or kinetically limited, i.e. limited by the integra-
tion of atoms into the whisker.
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The influence of diffusion will be presented in the following based on a pub-
lication of Dubrovskii et al. [30]. Fig. 1.5 shows their growth model.
Figure 1.5: Growth model and the basic kinetic processes at the surface
according to [30].
The model involves the following processes:
• Adsorption at the droplet surface with intensity J = VΩ with V being
the deposition rate and Ω the atomic volume in the solid.
• Desorption from the droplet surface with the probability 1
τl
, from the
sidewalls with the probability 1
τf
and from the layer with the probability
1
τs
.
• Layer growth with rate Vs.
• Diffusion flux jdiff of adatoms to the top of the whisker.
Diffusion equations are formed for ns and nf which are the adatom concen-
trations at the substrate surface and the side surface of the whisker:
Df
d2nf
dz2
+ Jsinα− nf
τf
= 0 (1.23)
Ds∆ns + J − ns
τs
= 0 (1.24)
with Ds and Df being the diffusion constants. z is the axis orthogonal to the
surface. The general solution depends on the diffusion lengths λs =
√
Dsτs
and λf =
√
Dfτf . The boundary conditions are the following:
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• The flux of adatoms is zero at the boundary of the feeding zone with
radius Rw: dnsdr |r=Rw = 0. r is the distance from the nanowhisker center.
• Fluxes of adatoms to and from the boundary substrate–nanowhisker
are equal: Ds dnsdr |r=R = −Df dnfdr |z=0.
• The chemical potentials at the boundary substrate–nanowhisker are
equal: µs(R) = µf (0).
• Concentration of adatoms at the boundary with the droplet ist zero:
nf (L) = 0.
The exact solution for the adatom concentration on sidewalls and substrate
surface is obtained from the differential equations and the boundary con-
ditions. The diffusion flux to the nanowhisker top jdiff (L) can be written
as:
jdiff (L) = −Df2piR · dnf
dz
|z=L (1.25)
The solution of eq. 1.25 is then inserted into the material balance at the top
of the nanowhisker to get the growth rate. As a result, the authors present
the following dimensionless equation:
dL
dH
= − γ +
R∗( R
λs
, Rw
λs
, L
λf
)
R
(1.26)
 = 1 − Vs
V
accounts for the growth of the substrate. γ = 2xeqh
V τl
, with xeq
being the equilibrium concentration of the atoms in the droplet and h a
monolayer, describes desorption from the droplet surface. R∗ – called the
effective radius – has the dimensionality of length and depends on three pa-
rameters. Different limits of equation 1.26 are discussed by Dubrovskii et
al. For relatively thick nanowhiskers with a small areal density, R∗ can be
considered constant. For thinner nanowhiskers, R∗ increases. At an increas-
ing density of nanowhiskers, the competition of neighboring nanowhiskers in
trapping adatoms plays an important role, and as a result, the length of the
nanowhiskers decreases. The authors derive asymptotic behaviors for long
( L
λf
1) and for short ( L
λf
1) whiskers. They distinguish for the latter also
the cases of large or small diffusion lengths ( R
λs
1 or R
λs
1) combined with
large or small average spacing between the whiskers (Rw
λs
1 or Rw
λs
1).
In chapter 5, this will be discussed with regard to our results.
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After having given an introduction into the growth mechanism for nano-
whiskers and some thermodynamic basics to describe it, the next chapter
will present the experimental setup.
Chapter 2
Experimental setup and growth
procedure
In the literature, various approaches to nanowhisker growth using various
materials and growth methods can be found, cf. chapter 1. In this thesis, the
growth of silicon and germanium nanowhiskers via PVD method is discussed.
This chapter deals with the experimental setup and the growth procedure.
2.1 Experimental setup
All experiments have been performed in an ultra-high vacuum (UHV) cham-
ber (fig. 2.1) at a base vacuum of about 2.5 x 10−9 mbar. The substrate is
inserted upside down into the chamber. It is possible to anneal the sample
up to temperatures of about 850 ◦C. The substrate heater is made of niobium
and is placed about 10 mm from the back side of the sample. To measure the
substrate temperature, a type K (Chromel/Alumel) thermo couple located
between the sample and the heater is used. Thus, the temperature of the
sample is not known exactly but after comparison of our results with data
from the literature we can assume that the measured temperature is a quite
good approximation.
The chamber is equipped with standard effusion cells for indium and gold
and with a high temperature effusion source for germanium. Silicon is de-
posited via electron beam evaporation. Electrons are therefore emitted from
a tungsten filament and subsequently bent by a magnetic field and directed
to a silicon target where silicon is evaporated.
All evaporation sources have been supplied by Dr. Eberl MBE-Komponenten
GmbH.
The composition of the residual gas in the chamber can be in situ monitored
16
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by a quadrupole mass spectrometer (Balzers QMG 421).
Electron beam evaporator for Si
Effusion cells  
for Ge, In, Au
Heater
Substrate 
holder
Shutter
Figure 2.1: The experimental setup.
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2.2.1 Substrate preparation
Silicon
For our experiments, silicon substrates supplied by CrysTec GmbH Berlin
are used. Their dimensions are 25 mm x 25 mm x 0.6 mm and their miscut
is less than 0.1◦. Both p- and n-doped wafers have been used. Any influence
of doping on the outcome of the experiments has not been detected.
Before processing the wafers in UHV, the following cleaning procedure is
applied:
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Ultrasonic treatment in acetone
The substrates are cleaned for ten minutes by ultrasonic treatment in acetone.
Thus, residual particles from substrate machining are removed.
RCA standard clean 1
To remove organic impurities like grease or dust from the surface, the first
part of an RCA standard clean process is applied, cf. [31]. For this pur-
pose, an H2O(deionized) – H2O2 – NH3 solution at a ratio of 5 : 1 : 1 is
used (H2O2: 31% w/v, NH3: 28% w/v) to clean the substrate at 80 ◦C for
ten minutes. Ammonia removes organic contaminations, hydrogen peroxide
provides a well-defined oxidation of the surface.
HF-dip
After the RCA cleaning procedure, the substrate is dipped into an HF(40%
w/v) – H2O (deionized) solution at a ratio of 1 : 5. Thereby, the oxide is
removed and the surface is terminated by atomic hydrogen. As this complete
hydrogen termination only lasts for several minutes [32], it is very important
to minimize the time between the HF-dip and the insertion of the sample
into the UHV chamber.
Germanium
All germanium substrates are cut from crystals grown at IKZ. Their dimen-
sions are 25 mm x 25 mm with various thicknesses. As described by Akane et
al. [33], a complete etching of the native oxide can be achieved by dipping the
sample into aqueous ammonia (28 % NH4OH : deionized water = 1 : 4) for
at least 120 seconds. The time between etching the substrate and inserting
it into the chamber is kept in the range of minutes to avoid oxidation.
2.2.2 Growth parameters and processes in the UHV
chamber
Heating
For silicon samples, an oxide desorption step at 850 ◦C is applied to remove
residual oxide which forms in spite of the preceding HF-dip during insertion
of the sample into the UHV chamber. For germanium samples, we use a
desorption temperature of about 750 ◦C. In both cases, we achieve clean
substrate surfaces whereon epitaxial growth is possible.
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Silicon evaporation
The rate of silicon evaporation is related to the current of the electrons
emitted in the electron beam evaporator. To determine the dependence of
the evaporation rate on the emission current, silicon was deposited with three
different currents on a silicon substrate. The thickness of the silicon layers
has been determined by x-ray reflectometry, cf. chapter 4. The ratio of
layer thickness and evaporation time is the evaporation rate. Fig. 2.2 shows
the three calculated rates and a linear fit curve as function of the emission
current. The rate is not absolutely stable and there are small errors in time
measurement and thickness determination by x-ray reflectometry, but fig.
2.2 can be used as an approximation for the rate dependence on the emission
current. The fit indicates a rate error of about 0.03 Å/s.
Figure 2.2: Silicon evaporation rate as a function of the emission current.
Germanium evaporation
In order to determine the germanium rate dependence on the temperature of
the germanium effusion cell, three layers with different thickness have been
deposited on a silicon substrate by evaporating germanium at different source
temperatures. The thickness of the germanium layers has been determined
by x-ray reflectometry. Fig. 2.3 shows the calculated rate as a function
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of temperature. In fig. 2.4, the vapor pressure curve of germanium, and
three values corresponding to the experimentally obtained data in fig. 2.3,
can be seen. Vapor pressure values were taken from [34]. As expected, the
evaporation rate corresponds exactly to the vapor pressure graph.
Figure 2.3: Germanium rate as a function of the temperature.
Figure 2.4: Vapor pressure curve of germanium with three experimentally
determined data points.
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Metal evaporation
The metal evaporation rates are controlled via the source temperatures.
For metals, measurements by x-ray recflectometry cannot be performed as
they do not form flat layers, even on substrates at room temperature.
Indium for example behaves as shown on
the right when deposited at room tempera-
ture. For gold, the vapor pressure curve is al-
most identical to the one of germanium. The
dependence of the rate on the vapor pres-
sure can be calculated by the Hertz-Knudsen
equation [35]:
1 µm
J = α p
∗ − p√
2pimkT
(2.1)
α is a correction factor dependent on the effusion cell, J the number of
particles leaving the cell per time and area unit, p∗ the vapor pressure of
the evaporated material at temperature T and p the pressure in the vacuum
chamber. The atomic masses of gold and germanium are 197 amu and 73
amu. Multiplying eq. 2.1 by m yields the mass of the deposited material per
time and area unit. Consequently, at the same temperature of the effusion
cell, the mass of evaporated gold exceeds the one of germanium by a factor of
1.6. Furthermore, the density of gold (19.3 g/cm3), calculating with values
at room temperature, exceeds the one of germanium (5.3 g/cm3) by a factor
of 3.6. Thus, the volume of deposited gold per time unit is less than half of
the volume of germanium. Consequently, the gold rate in length per time
unit is about 80 % of the germanium rate.
The indium rate has been determined by weighing samples before and after
deposition at three different temperatures. From the sample area and the
indium volume, the layer thickness can be calculated and thus the rate. The
scales used were Mettler AT20 with an accuracy of 1 µg. The root mean
square deviation of 10 measurements was found to be 5-10 µg. The error for
the rate is therefore about 0.004-0.008 Å/sec. Fig. 2.5 shows the indium rate
against temperature. These data points have been compared with the vapor
pressure curve of indium shown in fig. 2.6.
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Figure 2.5: Indium rate as a function of the temperature.
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Figure 2.6: Vapor pressure curve of indium with three experimentally deter-
mined data points.
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The techniques used and the procedures performed in order to grow nano-
whiskers have been presented in this chapter. The next chapter will discuss
pre-structuring of substrates for the arrangement of droplets and whiskers.
Chapter 3
Structuring of substrates by
focused ion beams
With regard to any practical application of nanowhiskers, it is essential to
have the possibility to place them in a desired position. A method to pre-
structure substrates and to provide preferred nucleation sites on a sample is
presented in this chapter.
3.1 The Focused Ion Beam (FIB) system
We use an FEI Nova 600 NanoLab dual beam system for substrate structur-
ing. This system allows structuring by focused Ga+ ions and simultaneous
analyzing of the structure by scanning electron microscopy. The advantage
of FIB over other lithography processes is the possibility to structure in the
sub-micrometer range without application of any resist. On the other hand,
FIB is not useful for large area processing as it is a slow serial process. In
the course of this work, FIB has been used to structure substrates before
processing them in order to find out if and how this structure influences the
growth of nanowhiskers. The following considerations deal with interaction
of ions with matter and the setup of the FIB system. They are based on [36].
Interaction of ions with matter
An incident ion is deflected from its path due to collisions with the atoms in
the solid material. The ions penetrate to an average depth Rp. A Gaussian
fit to the distribution around the depth Z can be written as:
G (Z) = exp
(− (Z −Rp)
2 (∆Rp)2
)
(3.1)
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The collisions with atoms cause an uncertainty of the ion position in hori-
zontal direction. Light ions reach a larger average depth than heavier ones
and scatter more.
An incident ion causes several interactions with matter which can be seen
schematically in fig. 3.1.
Incident
ion
Backscattered
ions
Sputtered neutral atoms
Electrons
From their lattice sites 
displaced atoms
Phonons
(heat)
Figure 3.1: Interactions of incident ions in a solid material.
Interactions of incident ions with the solid are summarized in the following:
• Incident ions cause displacement of atoms from their lattice sites. If
the ions are heavy enough, an amorphous layer forms.
• Atoms and ions are emitted from the sample. The number of atoms
and ions sputtered per incident ion is proportional to the energy of the
ion until 100 keV. At higher energies, it is again decreasing. Typical
values are 1 to 10 atoms or ions per incident ion, which leave the surface
with energies of some eV.
• As well as atoms and ions, electrons are emitted, about 1 to 10 per ion,
with energies of some eV.
• Emission of phonons is stimulated and leads to heat generation.
The last point should be considered in more detail because phonon emission
occurs especially when treating a sample by focused ion beams whereas all
the other effects also take place during any bombardment of a sample with
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ions. The heat which is generated in the sample during bombardment by
an ion beam is Ptot = U · J · A, U being the beam voltage, J the current
density and A the cross section of the beam. At equilibrium conditions,
the heat which is generated in the substrate by the ion beam is equal to
the heat which is flowing out of a certain area by heat conduction. Let
us consider a hemisphere with radius ρ under the surface of the substrate.
The heat conducted per time unit through the area of this hemisphere is
Q = −K · 2piρ2 · dT
dρ
. K is the thermal conductivity of the substrate, T the
temperature. Equalizing Q and Ptot and integrating over ρ, yields:
T (ρ)− T (∞) = U · J · r
2
2 ·K · ρ (3.2)
T (∞) is the background temperature and r is the beam radius. If this
macroscopic formula is equally valid for microscopic areas, the temperature
increase during FIB treatment along ρ can be calculated.
Setup of the FIB system
A FIB system consists of an ion source and an optics column which will be
described in more detail in the following.
(a) The ion source
Ideally, the ion source should emit ions from a single point into a limited solid
angle. This can be understood easily in analogy to optics, in which a bright
source and lenses are needed to focus on a small point. The "brightness" B
of an ion source is defined as B = IS
ASΩS . IS is the current emitted by an area
AS of the source into the solid angle ΩS.
Most of the FIB systems are equipped with liquid metal field ionization
sources. These sources consist of a tungsten needle whose tip is wetted by
liquid metal. An electrical field is applied between the tip and an aperture
below it. The geometrical shape of the liquid metal changes and its radius
becomes smaller. Because of the high electrical field, ions are finally emitted
from the tip.
The ions leave the liquid metal which has a diameter of about 100 Å, but
the emission seems to be generated at a virtual tip of 500-1000 Å. This is
caused by the electrical field of neighbor ions overlapping the outer electrical
field. It results in velocity components of the ions in every direction. But
not only the virtual diameter of the emission tip is larger but also the energy
distribution of the ions is broader. A limiting of the ion current can reduce
these effects.
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(b) The optics column
1. The lens system
In contrast to electrons which are focused by electromagnetic fields, lenses
for ions are electrostatic fields due to the higher mass of ions. The lenses
consist of concentric electrodes. The beam passes through and is deflected
and accelerated by the electric fields.
Similar to the chromatic aberration for optical lenses, the focal length of an
electrostatic lens is not constant but depends on the energy of the ions. This
chromatic aberration causes a contribution to the beam diameter of dc:
dc = Ccα
(
∆E
E
)
(3.3)
Cc is the chromatic aberration coefficient, α is the half-angle of the beam
arriving at the focal spot, ∆E is the energy width and E the total energy
of the ions. The reason for the energy width is the mutual repulsion of the
ions, as already described.
Another reason for the increase of the beam diameter is spherical aberration
caused by the not perfectly radial focusing fields of the lens, i.e. the focal
length is depending on how far from the axis an ion passes the lens. The
contribution of this effect to the beam diameter is:
ds =
(1
2
)
Csα
3 (3.4)
Cs is the spherical aberration coefficient. For small angles, which is mostly
the case, this contribution is negligible.
The total diameter of the beam spot d can be calculated as follows:
d =
(
d20M
2 + d2c + d2s
) 1
2 (3.5)
d0 is the virtual source diameter andM the magnification of the lens system.
By reducing the diameter of the aperture, α is reduced, and thus dc and ds.
dc can be also decreased by increasing E.
Yet another lens error is astigmatism which is caused by asymmetry in the
focusing field. It results in elliptic images of circular structures.
2. The mass separator
If materials with a high melting point are desired to serve as ion source,
they are often incorporated into alloys. In this case, different ions are emit-
ted simultaneously from the source. To separate them, mass separators, i.e.
electric and magnetic fields, are used. This is mentioned here for the sake of
28 Structuring of substrates by focused ion beams
completeness, but as we have a simple Ga source in our system, this tech-
nique will not be explained in detail.
3. Beam blanking and deflection
For irradiating only certain points on a sample, it is important to have the
possibility of turning the beam off. This is achieved by applying an electrical
field which by deflecting the beam keeps it from passing through the aper-
ture. There is always a finite time until the blanking effect is established. At
high writing speed, this results in a blur of the structure.
In this section, the focused ion beam system has been described. In the next
one, its application with regard to our samples will be presented.
3.2 Pre-structuring of substrates 29
3.2 Pre-structuring of substrates
For our experiments regarding the arrangement of nanowhiskers, silicon or
germanium substrates have been pre-structured with nanopores by FIB treat-
ment. In this procedure, depth, distance and width of the nanopores can be
chosen within certain limits which will be explained in more detail in this
section.
3.2.1 III-V materials
Although we are mostly interested in structuring silicon and germanium, we
also performed several experiments with III-V materials as they are very ap-
propriate in order to study the influence of FIB treatment. Above a certain
temperature, called the incongruent evaporation temperature, the V compo-
nent is evaporated and a droplet of the III component is left on the substrate
surface. This is well-known for annealed bulk material [37] but it can also
be achieved by ion bombardment of the sample surface.
Gallium arsenide
Experiment 1
For the first experiment, the pattern shown in fig. 3.2 with squares of 10 x 10
µm2 was chosen for structuring GaAs. If the ion current I, the acceleration
voltage U and the depth value Z(Si) are given, the device determines the
energy E necessary to cause the depth Z(Si) in silicon on the given conditions
in the chosen area. I determines the diameter of the ion beam. The values
of the beam diameter relative to the beam current are shown in table 3.1
for our system. These values are a result of the information about the pitch
width of two points which are structured one after the other if their overlap
is zero. The pitch width determines the number of structured points in the
squares. The energy introduced into the sample per point is I ·U ·D, where
D is the dwell time of the ion beam per point. The number of cycles is a
result of this value if the total energy necessary to cause the depth Z(Si)
is known assuming that there is an overlap of zero between two structured
points.
30 Structuring of substrates by focused ion beams
Z(Si)=1pm
Z(Si)=10pm
Z(Si)=100pm
Z(Si)=1nm
Z(Si)=10nm
Z(Si)=100nm
Figure 3.2: Pattern to be structured in experiment 1.
I Beam diameter
5 nA 110 nm
1 nA 50 nm
100 pA 23 nm
10 pA 12 nm
1 pA 7 nm
Table 3.1: Beam diameter relative to the ion current.
The pattern in fig. 3.2 was structured by 5 different ion currents: I1=1 pA,
I2=10 pA, I3=100 pA, I4=1 nA and I5=5 nA. For all currents, the accelera-
tion voltage U was 30 kV , the pitch width PW 50 nm and the dwell time per
point of the ion beam D 1 µs. By choosing one pitch width for all currents,
the energy input is changed, because the number of cycles of the ion beam is
only determined by the beam radius, i.e. the current, and by the voltage and
the dwell time as described above. The fixed pitch width results in an over-
lap of two structured points different from zero but the number of cycles of
the ion beam remains constant. Consequently, less energy is introduced into
the structure at a negative overlap and more at a positive overlap, cf. fig. 3.3.
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Figure 3.3: Overlap of ion milling: top 0 %, middle 50 %, bottom -50 %
Fig. 3.4 shows the results of experiment 1 which were obtained by atomic
force microscopy (AFM) measurements.
Figure 3.4: AFM images of the structured substrate, with increasing ion
current from top left to bottom right.
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Some of the squares were not visible by AFM. At currents higher than 100
pA and depths larger than 100 nm, droplets formed, see fig. 3.5. This was
probably the point at which the above mentioned incongruent As evaporation
began.
Figure 3.5: AFM image: structure milled at a current of 5 nA and Z(Si)=100
nm.
According to equation 3.2, the increase of temperature by focused ion beam
treatment on the area of a hemisphere with radius R (R ≥ radius of the
beam r) under the sample surface can be calculated as follows:
T (R)− T (∞) = U · J · r
2
2 ·K ·R
J = I
pir2 , thus:
∆T (R) = U · I2 · pi ·K ·R (3.6)
Table 3.2 shows the dependence of ∆T on the current I, which determines
the beam radius r. K is 0.5 Wcm·K for GaAs.
I ∆T (r)
5 nA 8.7 K
1 nA 3.8 K
100 pA 0.83 K
10 pA 0.16 K
1 pA 0.03 K
Table 3.2: The dependence of ∆T on the current I.
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Equation 3.6 is time-independent because it results from equating two terms
of power: one is the energy input per time unit introduced into the sample by
the ion beam and the other one is the heat conducted per time unit through
the surface of a hemisphere of radius r. Consequently, ∆T is independent of
the irradiation time. With the largest value for I, i.e. 5 nA, ∆T is about
9 K on a hemisphere with radius r below the sample surface, nowhere near
being the temperature of incongruent evaporation which is for GaAs about
630 ◦C [38]. Thus, equation 3.6 cannot account for the experimental results.
Table 3.3 shows the different doses for experiment 1. In comparison to the
AFM images in fig. 3.4, one can see that droplets form above a certain dose.
The doses, which led to droplet formation are colored red. The hyphens in
the table 3.3 indicate that the time t was too short to be specified by the
device.
Z1 Z2 Z3 Z4 Z5 Z6
I1 - 0.01 0.06 0.81 8.13 81.25
I2 - 0.03 0.25 2.5 25 242
I3 - - 1 6.25 88 880
I4 - - 5 43 440 4300
I5 - - - 38 310 4100
Table 3.3: Dose I·t
A·e in 10
14 cm−2, dependent on depth Z and ion current I,
with t time for structuring the square, A: area of the square, e: elementary
charge.
Experiment 2
To find out if there is a threshold current below which droplet formation does
not occur, the dose was kept constant at 800 x 1014 cm−2 for the currents 1
pA, 10 pA, 100 pA and 1 nA in experiment 2. The pitch width was again
50 nm during the whole experiment. Fig. 3.6 shows that droplets form at
any of the chosen currents. The critical value for droplet formation is - as
already supposed above - the ion dose.
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Figure 3.6: SEM images of experiment 2 with increasing ion current from
top left to bottom right.
Experiment 3
Experiment 3 was carried out in order to find the lowest dose at which droplet
formation occurs. The ion current for this experiment was 1 pA, the depth
and thus the structuring time was varied. The lowest dose resulting in droplet
formation was found to be about 125 x 1014 cm−2.
GaP, InP, InAs
Experiments 1 and 3 were repeated with gallium phosphide, indium phos-
phide and indium arsenide. The temperatures of incongruent evaporation
for the three materials are 780 ◦C (GaP) [39], 355 ◦C (InP) [40] and 500 ◦C
(InAs) [41]. The lowest doses for droplet formation were found to be about
250 x 1014 cm−2, 40 x 1014 cm−2 and 80 x 1014 cm−2, respectively.
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Discussion of results
As already observed above, the temperature rise needed for incongruent evap-
oration cannot be explained by a simple calculation of energy input and heat
conduction. It has been shown that droplet formation depends on the ion
dose. The energy needed for incongruent evaporation seems to be accumu-
lated during irradiation due to irreversible interactions. The experiments
were performed at room temperature, i.e. the energy input by the ion beam
corresponds to the difference between temperature of incongruent evapora-
tion and room temperature. This is shown in fig. 3.7 for the four investigated
materials versus the determined lowest dose for droplet formation.
Figure 3.7: Temperature of incongruent evaporation versus the determined
lowest dose.
There is obviously no linear dependence between ion input and the temper-
ature of incongruent evaporation but an exponential one. Thus, at a higher
equivalent temperature, a higher ion dose is necessary in order to have the
same effect on the material. It seems that at a certain dose, a saturation
effect is occurring.
Even though the processes have not been investigated in detail, an unambigu-
ous correlation has been found between ion irradiation and the temperature
of incongruent evaporation.
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3.2.2 Silicon
For the investigation of structuring silicon and germanium, the pattern shown
in fig. 3.8 was chosen.
Z(Si)=100nm Z(Si)=10nm Z(Si)=1nm Z(Si)=100pm Z(Si)=10pm Z(Si)=1pm
Figure 3.8: Pattern chosen for structuring silicon and germanium with five
different currents.
The pitch width PW was set to 50 nm for each current, the acceleration
voltage U was 30 kV and the dwell time per point of the ion beam D 1 µs.
Fig. 3.9 shows the results of structuring measured by AFM.
I=1pA
I=1nAI=100pA
I=10pA
I=5nA
Figure 3.9: AFM measurements and line scans of the structured patterns in
silicon.
In fig. 3.10 AFM images are shown with determined roughness values Ra =
1
N
∑N
i=1 |Zi− Z¯| and RMS =
√
1
N−1
∑N
i=1(Zi − Z¯)2 of patterns with Z(Si) =
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100 nm for different currents and Z(GaAs) = 100 nm which is the nominal
depth in gallium arsenide, for I = 5 nA. Note also the depths Z(AFM)
measured by AFM. They are not equal to Z(Si) as the pitch width was
again kept constant for the various currents resulting in a deviation of the
real depth from the nominal one, cf. section 3.2.1.
Z(AFM)=-6nm
Z(Si)=100nm, I=1pA
Ra=5,5nm, RMS=6,9nm
Z(GaAs)=100nm, I=5nA
Ra=0,9nm, RMS=1,1nm
Z(AFM)=47nm
Z(Si)=100nm, I=5nA
Ra=5,7nm, RMS=7,2nm
Z(AFM)=240nm
Z(AFM)=45nm
Z(Si)=100nm, I=100pA
Ra=2,2nm, RMS=2,8nm
Z(AFM)=-3nm
Z(Si)=100nm, I=10pA
Ra=1,2nm, RMS=1,5nm
Z(Si)=100nm, I=1nA
Ra=6,8nm, RMS=8,3nm
Z(AFM)=250nm
Figure 3.10: AFM measurements: depth and roughness values for structured
patterns in silicon.
The roughness values were measured in an area of about 7 x 7 µm2. They
are larger for higher ion doses, except for the lowest dose at an ion current
of 1 pA which is probably a measurement artefact.
It can be seen from fig. 3.9 that a minimum dose is necessary to create holes
instead of hills. The reason is that the ions expand a material, before milling
it. The dose for rendering the interaction zone amorphous is reported to be
about 1014 cm−2, the minimal dose for getting holes in silicon with 30 keV
Au+ ions to be about 26 x 1014 cm−2 [42]. Amorphous material always has
a smaller density than the corresponding crystalline one which is the reason
why the interaction zone expands. The reported minimal dose for milling
silicon is lower than what was found out in the course of this work using
Ga+ ions. For I = 100 pA and Z(Si) = 100 nm, which corresponds to a
dose of 880 x 1014 cm−2, a clear milling effect can be seen from the AFM
measurement, while for I = 1 nA and Z(Si) = 10 nm, which corresponds to
a dose of 440 x 1014 cm−2, a milling effect is not yet visible.
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Fig. 3.11 shows the measured depth of structures against the applied dose.
The depth was measured for the structures in fig. 3.10. For comparison, also
the results of [42] with Au+ ions are shown.
Figure 3.11: Depth of structures in silicon versus the applied dose.
The aim of structuring silicon was actually to arrange metal droplets in
nanopores and to grow whiskers out of them. Fig. 3.12 shows several patterns
before and after the evaporation of gold. The gold rate was 0.1 Å/s and the
evaporation time 10 min at a substrate temperature of 550 ◦C. All patterns
were structured with a dwell time of 30 µs per point and with an ion current
of 30 pA.
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Z(Si)=200nm
PW=100nm
Z(Si)=200nm
PW=200nm
Z(Si)=100nm
PW=500nm
Z(Si)=500nm
PW=500nm
1 µm
Figure 3.12: Structured areas on silicon. Top: before gold evaporation, mid-
dle: after gold evaporation, bottom: gold distribution on a non-structured
area of the sample.
It can be seen that the critical parameter for ordering metal droplets is not
the depth or the exact circular form of the holes but the pitch width which
should correspond more or less to the natural distance of the droplets. This
distance can be influenced by the substrate temperature and gold rate during
evaporation which will be shown in detail in chapter 5.
Si(111) with a 5 nm AlN layer
Si(111) covered by a 5 nm AlN layer was structured with holes as described
in the previous section and with a mesh of perpendicular lines to obtain
islands of AlN on Si(111). This was done in the course of a cooperation with
Forschungszentrum Jülich where we got the samples from. The aim was the
growth of ordered arrays of gallium nitride nanowhiskers. The growth was
also performed in Jülich. The growth results will be described in chapter 5.
Fig. 3.13 shows the mesh structuring result. The distance between the single
lines was 1 µm and the nominal depth Z(Si) in silicon 200 nm.
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5 µm
Figure 3.13: Mesh structure on Si(111) with a 5 nm AlN layer.
Si(111) with a 20 nm AlN layer and a 5 nm Si layer
For the same cooperation, a Si(111) substrate with a 20 nm AlN layer and a
5 nm Si layer on top was structured as well, shown in fig. 3.14. The distance
between the single lines was 1 µm and the nominal depth in silicon for one
pattern 10 nm, and for a second one 20 nm.
5 µm
Figure 3.14: Mesh structure on Si(111) with a 20 nm AlN layer and a 5 nm
Si layer.
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3.2.3 Germanium
The experiments to structure germanium were the same as for silicon. Fig.
3.15 corresponds to fig. 3.9 and shows AFM measurements of structured
germanium.
I=1pA
I=1nAI=100pA
I=10pA
I=5nA
Figure 3.15: AFM measurements and line scans of the structured patterns
in germanium.
Fig. 3.16 corresponds to fig. 3.10 and shows depth and roughness values for
structured patterns in germanium.
Z(AFM)=-5nm
Z(Si)=100nm, I=1pA
Ra=2,1nm, RMS=3,0nm
Z(GaAs)=100nm, I=5nA
Ra=34,1nm, RMS=43,0nm
Z(AFM)=-200nm
Z(Si)=100nm, I=5nA
Ra=39,7nm, RMS=49,0nm
Z(AFM)=310nm
Z(AFM)=-110nm
Z(Si)=100nm, I=100pA
Ra=20,5nm, RMS=25,6 nm
Z(AFM)=-80nm
Z(Si)=100nm, I=10pA
Ra=5,8nm, RMS=17,3nm
Z(Si)=100nm, I=1nA
Ra=41,0nm, RMS=51,0nm
Z(AFM)=325nm
Figure 3.16: AFM measurements: depth and roughness values for structured
patterns in germanium.
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Higher doses lead – as in the case of silicon – to larger roughness values.
It is striking that all roughness values are larger than in the case of silicon.
Yanagisawa et al. [43] report about nanoporous structure formations on
germanium surfaces by focused ion beam irradiations. No such reports can
be found for silicon. But also the depth dependence on the ion dose looks
completely different from the one for silicon. This is shown in fig. 3.17 on
which the measured values of figs. 3.15 and 3.16 are plotted.
Figure 3.17: Depth of structures in germanium versus the applied dose.
It is assumed that in the case of germanium a larger depth range can be
examined using the same doses compared to silicon. Thus, at low doses, only
a small part is amorphous, than a larger one before material is milled. At
higher doses, a linear correlation is found between dose and depth similar
to the behavior on silicon. At very high doses, a saturation effect seems to
occur, cf. fig. 3.7.
In germanium as well, patterns were created to enable an arrangement of
metal droplets in nanopores. This is shown in fig. 3.18, analog to fig. 3.12
for silicon.
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Z(Si)=300nm
PW=500nm
Z(Si)=500nm
PW=500nm
Z(Si)=500nm
PW=200nm
Z(Si)=500nm
PW=300nm
1 µm
Figure 3.18: Structured areas on germanium. Top: before gold evapora-
tion, middle: after gold evaporation, bottom: gold distribution on a non-
structured area of the sample.
As for silicon, the critical parameter for ordering droplets was found to be
the distance of the nanopores.
After having presented the equipment and the methods for substrate struc-
turing here, the following chapter will deal with the characterization tech-
niques used in this work.
Chapter 4
Characterization methods
In this chapter, the characterization methods of electron microscopy, atomic
force microscopy and x-ray reflectometry used for sample characterization
will be presented.
4.1 Electron microscopy
4.1.1 Scanning electron microscopy
Scanning electron microscopy (SEM) is a method to examine sample surfaces.
All samples for this thesis were measured by an FEI Nova 600 NanoLab dual
beam system, cf. chapter 3. A typical SEM setup is shown in fig. 4.1. In a
microscope, the wavelength limits the resolution. De Broglie postulated the
following wavelength for matter particles [44]:
λ = h
p
= h
mv
(4.1)
with h being Planck’s constant, p the momentum, v the velocity and m the
mass of the particle. Thus, the wavelength of 10 keV electrons is 0.12 Å.
However, this limit is not reached in an electron microscope because of the
various lens errors.
In an SEM, electrons are emitted from an electron source which can either
be a hot cathode, i.e. a heated wire, or a field emission gun in which a
high electrical field causes the emission of electrons from a tungsten tip, cf.
the emission of ions for FIB in chapter 3. The acceleration voltage of the
electrons is in the range of 2-30 kV. The beam is focused on the sample surface
by several electromagnetic lenses, instead of the electrostatic lenses used in
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Electron source
Condenser lenses
Objective lens
Scan coils
Sample holder with sample
Secondary electron 
detector
X-ray 
detector
Figure 4.1: Sketch of an SEM setup.
the case of ions. Electrostatic lenses change the velocity of the electrons and
have a very small refractive power.
The condenser lenses in an SEM form the beam and their apertures constrict
it by eliminating high-angle electrons.
The scan coils deflect the beam and make it scan over a rectangular area of
the sample.
The objective lens focuses the beam onto the region of interest.
As for ions, cf. chapter 3, spherical and chromatic aberration as well as
astigmatism are lens errors limiting the resolution of the SEM.
The interaction volume of the electron beam in the sample has a pear-like
shape, see fig. 4.2 bottom. The higher the energy of the electrons and the
lower the atomic number of the investigated material, the larger the size of
the interaction volume. The electrons interact with the sample in various
ways which can be seen in fig. 4.2 at the top.
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Absorbed electrons
Backscattered 
electrons
Secondary 
electrons
Characteristic x-rays
Primary electrons
SAMPLE
Primary electrons
Primary electrons
A large amount 
of secondary electrons
leave the sample
A small amount 
of secondary electrons
leave the sample
Figure 4.2: Top: The most important interactions of incident electrons with
a sample surface. Bottom: Behavior of secondary electrons at different mor-
phologies, taken from [45].
These interactions are detected in different ways. The most widely used
mode is secondary electron (SE) detection. Secondary electrons are emitted
from the sample surface by energy absorption from the incident primary elec-
trons. Because of their relative small energy in the range of some eVs, they
are only able to leave the upper zone of the interaction volume. The amount
of secondary detected electrons at a certain point of the scanned rectangle
determines the gray scale value corresponding to that point in the created
image. This value depends on the angle of the incident beam. Edges are
brighter due to the larger amount of emitted secondary electrons.
In contrast to secondary electrons, backscattered electrons have higher ener-
gies in the range of some keVs. A second detector is thus necessary with a
larger solid angle of collection. The backscattered electron contrast is used to
detect different materials because it is highly dependent on the atomic num-
ber of the investigated material. The brightness increases with the atomic
number.
Characteristic x-rays which leave the sample due to the electron bombard-
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ment are detected by a silicon crystal doped with lithium. The photons
generate electron-hole pairs in the crystal which correspond to their energy.
Thus, the energy distribution of the x-rays can be measured. The spatial
resolution for energy dispersive x-ray analysis (EDX) amounts to about 1
micron because of the high photon energy.
More details about SEM can be found in [46] and [47].
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4.1.2 Transmission electron microscopy
Transmission electron microscopy (TEM) is analog to classical microscopy
with electron beams instead of light. The electron source is the same as
for SEM but now the source is used to illuminate the whole area of interest
instead of scanning the area point by point. The acceleration voltage for the
electrons ranges from some tens of kV up to over 1 MV. The transilluminated
sample is imaged with an electromagnetic lens system analog to a light optics
lens system. Detectors are either phosphorous or photographic screens or
CCDs. The sample has to be very thin so that multiple scattering cannot
occur. The resolution g is about 0.2 nm. This can be calculated using Abbe’s
formula [48]:
g = λ2n · sinα (4.2)
n is the refraction index of the medium, for the vacuum in the TEM, this
is about 1, and α is half of the aperture angle of the lens. Although the
wavelengths of light and electrons in a TEM (cf. equation 4.1) differ by a
factor of at least 50000, the resolution increases for electrons only by a factor
of 1000 because of lens errors, as already mentioned above.
Different contrast modes
There are several interactions between beam and sample which contribute to
the image in the TEM. The sample should be so thin that it is transparent
for the electron beam. For imaging, elastically scattered electrons are used.
The most important contrast is the diffraction contrast. For crystalline sam-
ples, there are certain directions in which the electrons are diffracted. They
are determined by Bragg’s equation:
n · λ = 2d · sin θ (4.3)
n is a natural number, d is the lattice spacing of the crystal and θ the
diffraction angle. A sketch for deriving this equation is given in fig. 4.3.
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θ
θ
θ
d
x
θ
sin θ =  x/d
2x   = 2d sin θ
nλ = 2d sin θ
Figure 4.3: Sketch for the derivation of Bragg’s equation.
The crystal structure can be deduced from the diffraction contrast.
A second mode is bright and dark field imaging. In the bright field mode, an
aperture allows only the direct beam to pass and all points at which the beam
is diffracted are dark in the image. In the dark field mode, one diffracted
beam is selected which leads to an image on which only the points in this
special direction are bright.
A third contrast is the phase contrast on which high-resolution TEM is based.
In this mode of operation, diffracted beams are interfered in the image plane
resulting in a contrast pattern correlated to the crystal lattice.
The amplitude contrast gives information about the composition of the sam-
ple as electrons are scattered more at parts of sample with higher atomic
number.
All measurements for this thesis have been performed using a JEOL JEM-
2200FS TEM.
The cross sections have been prepared according to the common procedure
found in [49].
More detailed description of TEM can be found in [47] and [50].
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4.2 Atomic force microscopy
Atomic force microscopy (AFM) means scanning a surface with an atomically
thin tip. The setup of the AFM is shown in fig. 4.4.
1
2
3
4
5
6
7
8
Figure 4.4: Setup of the AFM
The following components are shown:
1: Laser
2: Mirror
3: Photo diodes
4: Amplifier
5: Control unit with piezo crystal
6: Sample
7: Tip
8: Cantilever
The tip atoms feel the effect of a force induced by the atoms of the sample,
cf. fig. 4.5. At small distances, these forces are repulsive, at larger ones they
are attractive.
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Force
Distance between 
tip and sample
repulsion
attraction
Figure 4.5: Force-distance-curve.
To determine the deflection of the tip caused by the force, a laser beam is
bent to a cantilever to which the tip is attached. The beam is then reflected
onto a mirror from where it is directed to an array of photo diodes. Their
signals are proportional to the force felt by the tip. This information is then
transferred to a piezo sensor which in the used most constant force mode
subsequently adjusts the distance between the tip and the sample so that
the force between the atoms is always constant. Thus, from the movements
induced by the piezo sensor, information is received about the topography of
the sample.
All AFM measurements for this theses have been performed using a Topo-
metrix SPM device. The data analysis has been carried out using the SPM-
Lab V 3.06.06 software.
Dependence of the picture quality on the tip shape
Fig. 4.6 shows micrographs of silicon germanium structures measured once
with a new tip and once with an old one and SEM images of the corresponding
tips.
5 µm 2 µm 2 µm 2.5 µm
Figure 4.6: SEM images of a broken (top) and a new tip (bottom) as well as
a sample measured by them.
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The reason why the tip plays such an important role in image quality is
intuitively clear but can also be shown mathematically.
Fourier transformation is used for developing a function in a complete system
of orthogonal functions. It is defined as follows:
F (k) = 12pi
∫ +∞
−∞
f (x) exp (−ikx)dx (4.4)
F (k) is called the Fourier transform of f(x).
For image editing, Fourier analysis is also applied. Instead of displaying the
gray value of each point of the picture, the whole image is described by a
superposition of gray value fluctuations. To obtain the Fourier transform of
the image, the Fourier transform of the sample surface has to be multiplied
by the one of the tip.
Multiplication of two Fourier transforms F (k) and G (k) in k-space means
a convolution of the two functions f (x) and g (x) in position space. This is
defined as follows:
(f ∗ g) (x) =
∫
f (ξ) · g (x− ξ) dξ (4.5)
The image obtained by an AFM measurement can be expressed as follows:
ImageAFM (x, y) = (S ∗ T ) (x, y) =
∫ ∫
S (ξ, η)·T (x− ξ, y − η) dξdη (4.6)
S (x, y) is the surface function of the sample und T (x, y) the function of the
tip. The ideal function for the tip is thus a delta function:
ImageAFM (x, y) =
∫ ∫
S (ξ, η) · δ (x− ξ, y − η) dξdη = S (x, y) (4.7)
In such a case, the AFM image would correspond exactly at each point (x, y)
to the surface of the sample.
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4.3 X-ray reflectometry
To determine the layer thickness of a material deposited on a substrate, x-
ray reflectometry can be applied. The basic principle of this method is the
reflection of x-rays at low incident angles. It can be applied to layers of 2-500
nm with a typical accuracy of better than 1 nm.
Theoretical basics
X-rays at an incident angle α at the interface of two materials with refractive
indices n1 und n2 are partly reflected and partly transmitted, cf. fig. 4.7.
1k
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Figure 4.7: Reflection and transmission of an electromagnetic wave with
wave vector ~k1 incident at the interface layer of two materials with refractive
indices n1 and n2.
Reflection and transmission coefficients are expressed by the Fresnel equa-
tions (see e.g. [51]) as functions of the refractive indices of the concerned
materials and the incident angle α.
To determine the dependence of the refractive index on various material prop-
erties, the approach is made that radiation in interaction with a medium ex-
cites forced damped oscillations of the electrons in the solid which results in
electromagnetic radiation of the accelerated charges. This so-called oscillator
model [52] results in the following formula for the refractive index:
n = 1− δ + iβ (4.8)
δ describes the refraction, β the absorption. In good approximation (far from
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absorption edges) δ can be written as:
δ = r0
λ2
2piρ(
−→r ) (4.9)
with r0 being the classical electron radius (≈ 2.8 x 10−15 m), λ the wavelength
of the used x-rays and ρ(−→r ) the electron density. Thus, reflectivity is a
function of the electron density and consequently also of the mass density.
At angles smaller than αc, according to Snell’s law, total internal reflection
occurs:
1− δ = cosαc ≈ 1− α
2
c
2 (4.10)
Thus, αc is approximately
√
2δ. As the values of δ are typically in the range
of 10−6–10−5 in the x-ray regime, reflection from a surface occurs only at
rather small incidence angles.
The thickness t of a measured layer is obtained by the interference of the
reflected x-rays at the surface of the layer and the interface between substrate
and layer. For a single layer, intensity oscillations are obtained which in good
approximation are separated by:
∆α = λ2t (4.11)
Surface and interface roughness have an influence on the reflectivity as well,
which is described by a parameter σ, which is the root mean square deviation
from a medium location of the interface.
For several layers, there is a recursion formula for the reflectivity, introduced
by Parratt in 1954 [53].
More detailed description can be found in chapter 3 of [54].
Measurements
The measurements were performed at a commercial high-resolution x-ray
diffractometer (GE Inspection technology). The characteristic Kα1 x-ray
radiation of copper with a wavelength of 0.154 nm is used. Depending on
the sample, typical entrance and detector slits of 0.2 mm are applied leading
to an angular resolution at the detector of r(2α)=5·10−4 rad = 0.03◦ which
is sufficient for analyzing layer structures with thicknesses smaller than 300
nm (eq. 4.11).
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Analysis of spectra
For spectrum analyzing, the program “Parratt 32“ is used [55]. In this pro-
gram, a model which describes the spectrum best is detected by varying
the different influences on the spectrum. Fig. 4.8 shows an example of a
spectrum with simulation curve.
Figure 4.8: Typical reflectometry spectrum against the incident angle α and
the simulation with the results for thickness and roughnesses.
The Parratt model gives information about the layer thickness, the number
of layers, the density of the layer material and the interface and surface
roughness.
After having presented the characterization methods in this chapter, the
following chapter presents the experimental results of nanowhisker growth
and the discussion.
Chapter 5
Experimental results and
discussion
This chapter presents the results of our experiments and discusses them based
on the thermodynamics considered in chapter 1.
As the whiskers are grown by the VLS mechanism, cf. chapter 1, it is es-
sential to investigate droplet formation in detail. Especially the differences
when applying different solvents will be considered. The first part of this
chapter deals, therefore, with the results of droplet formation of gold and
indium on silicon substrates.
The second part presents the results of silicon and germanium nanowhisker
growth. Silicon nanowhiskers are mostly grown from gold droplets. No other
solvent for the growth of nanowhiskers has been investigated more thor-
oughly. That is the reason why gold is very suitable for fundamental research
if practical application is not the most important aim. But how gold is incor-
porated into the whisker and thus its influence on the electronic properties of
the whisker is still a matter of discussion in the literature [56, 57, 58]. Gold is
a deep-level defect in bulk silicon [59] and if this is also true for nanowhiskers
grown from gold droplets, an alternative metal for the growth would be nec-
essary. For this reason, apart from gold we also applied indium as a solvent
for the growth. Indium has already been used in silicon technology, see e.g.
[60], and would therefore be a good alternative in comparison to gold.
Germanium was chosen as a second nanowhisker material because of its simi-
larities to silicon in many aspects. It is therefore suitable for a comparison to
silicon. Some fundamentals regarding the growth of nanowhiskers, especially
the growth direction, can be deduced from this comparison. The experiments
on germanium have been performed with gold as the solvent.
In the last sections of this chapter, the results of growth of SiGe heterostruc-
tures and of the arrangement of nanowhiskers will be presented and discussed.
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5.1 Droplet formation on Si(111)
Gold droplets on Si(111)
The following figures show the influence of the experimental parameters of
evaporation rate R, evaporation time t, substrate temperature T , desorption
and annealing on the size and distribution of gold droplets. Desorption means
an annealing step of about 10 min at 850 ◦C before substrate processing with
the objective of cleaning the sample of a thin oxide layer. This oxide layer
can form during handling the sample in spite of the preceding hydrogen-
termination, cf. chapter 2.
These results will be discussed in more detail after having presented the
results of indium droplets on silicon as well for having the possibility of
drawing a comparison.
Rate:
5 µm
R = 0.4 Å/s R = 0.2 Å/s R = 0.1 Å/s
T = 550 °C, t = 5 min
Figure 5.1: Gold droplets on silicon. Influence of evaporation rate.
A higher rate results in smaller distances between the arriving gold particles
and in coalescence of the gold droplets forming larger ones.
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Evaporation time:
5 µm
T=550 °C, R=0.4 Å/s
t=5 min t=2 min
Figure 5.2: Gold droplets on silicon. Influence of evaporation time.
A longer evaporation time has the same effect on droplet formation as a
higher rate and leads to coalescence of the gold droplets.
Substrate temperature:
5 µm
T=550 °C T=700 °C
t=5 min, R=0.4 Å/s
Figure 5.3: Gold droplets on silicon. Influence of substrate temperature.
Larger droplets form at a higher substrate temperature. Their distribution
is more homogenous.
5.1 Droplet formation on Si(111) 59
Oxide desorption step:
5 µm
t=2 min, R=0.4 Å/s, T= 550 °C
Without preceding desorption step With preceding desorption step
Figure 5.4: Gold droplets on silicon. Influence of preliminary oxide desorp-
tion.
A preceding oxide desorption step has no significant influence on the forma-
tion of gold droplets on the silicon substrate.
Annealing:
5 µm
t=5 min, R=0.4 Å/s
Tdeposition= 550°C,
no subsequent annealing
Tdeposition= 550°C,
subsequent annealing at
T= 550 °C for 20 min
Tdeposition= Troom,
subsequent annealing at
T= 550 °C for 5 min
Figure 5.5: Gold droplets on silicon. Influence of temperature during evap-
oration and annealing.
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Annealing at the same temperature at which the deposition has taken place
has no influence on droplet formation. However, deposition at room temper-
ature and subsequent tempering at 550 ◦C leads to large droplets with large
distances in-between.
Indium droplets on Si(111)
The above described experiments for gold were also performed with indium.
The influence of the experimental parameters are shown in the following
before discussing the difference behavior of gold and indium on a silicon
substrate.
Rate:
5 µm
T=550 °C, t =5 min
R=0.5 Å/s R=0.15 Å/s R=0.02 Å/s
Figure 5.6: Indium droplets on silicon. Influence of evaporation rate.
A higher evaporation rate leads in the case of indium to a smaller distance
between the droplets.
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Evaporation time:
5 µm
T=550 °C, R =0.02 Å/s
t=5 min t=2 min
Figure 5.7: Indium droplets on silicon. Influence of evaporation time.
A longer evaporation time leads to larger droplets with the same distribution
on the substrate.
Substrate temperature:
1 µm
t=5 min, R=0.5 Å/s
T=250 °C T=550 °C
Figure 5.8: Indium droplets on silicon. Influence of substrate temperature.
Larger droplets with larger distances in-between form at a higher substrate
temperature.
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Oxide desorption step:
5 µm
t=10 s, R=1.3 Å/s, T= 550 °C
Without preceding desorption step With preceding desorption step
Figure 5.9: Indium droplets on silicon. Influence of preliminary oxide des-
orption.
A preceding oxide desorption step has a significant influence in the case of
indium and leads to larger indium droplets with large distances in-between.
Annealing:
5 µm
t=5 min, R=0.5 Å/s
Tdeposition= 550°C,
no subsequent annealing
Tdeposition= 550°C,
subsequent annealing at
T= 550 °C for 20 min
Tdeposition= Troom,
subsequent annealing at
T= 550 °C for 5 min
Figure 5.10: Indium droplets on silicon. Influence of temperature during
evaporation and annealing.
As in the case of gold, annealing at the same temperature at which the
deposition has taken place has no influence on droplet formation. Deposition
at room temperature and subsequent tempering at 550 ◦C, however, leads to
a few large indium deposits.
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Discussion of the results of gold and indium droplet
formation on Si(111)
The behavior of gold and indium on a silicon substrate has been investigated
with regard to the influence of metal evaporation rate, evaporation time,
substrate temperature, substrate pre-processing and tempering.
In contrast to indium, gold seems to form a wetting layer on the "non-
desorbed" substrate, i.e. it interacts strongly with the substrate. This is
also expected from the phase diagrams Au-Si and In-Si in figs. 1.4 and 5.11
which show that the solubility of silicon in gold at our deposition temper-
atures is about 20 mole% whereas the solubility of silicon in indium is less
than 1 mole%.
mole Si/(Si+In)
T in °C
1414°C
157°C
L
S
L+Si(s)
Figure 5.11: Phase diagram In-Si.
The interaction between gold and the silicon substrate can also be clearly seen
in fig. 5.12 in which gold droplets and indium droplets on silicon are shown.
The surface of the gold droplets after cooling down contains silicon whereas
the indium droplets do not show any traces of silicon. The wetting angle of
the gold droplets is much smaller than the one of the indium droplets. The
gold rate amounted to 0.4 Å/sec, the indium rate to 0.5 Å/sec, the substrate
temperature was 550 ◦C in both cases and the evaporation time 10 min. The
samples were annealed for 20 min after metal deposition.
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2 µm
Figure 5.12: Tilted view of droplets on silicon. Left: gold droplets with dis-
solved silicon from the substrate, right: indium droplets without any silicon
traces.
TEM measurements confirmed the existence of a wetting layer in the case of
gold, cf. fig. 5.13.
25 nm
Figure 5.13: TEM image of a sample with gold droplets. The black arrow
indicates a small droplet, the red one a part of which is interpreted as the
wetting layer.
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Considering the influence of rate, evaporation time and substrate tempera-
ture, the differences between gold and indium are clearly visible: A higher
rate leads to a smaller distance between the arriving atoms because they
have not enough time to diffuse and to coalesce before another atom arrives
nearby. This can be seen very clearly in the case of indium. The gold atoms
are in some way connected to each other because of the wetting layer and
consequently one atom arriving nearby is incorporated into an already ex-
isting droplet. The same happens if the evaporation time is longer. Using
indium, this results in larger droplets with the same distribution as the dif-
fusion remains the same. At higher substrate temperatures, the diffusion is
enhanced, and that means for indium larger droplets and a larger distance
between them. For gold, the droplets become larger as well and in the space
between them, the smaller ones disappear due to the higher mobility. Tem-
pering at the same temperature at which the deposition has taken place has
no influence either in the case of gold or in the case of indium. But deposit-
ing at room temperature and subsequent tempering at 550 ◦C leads in the
case of gold to large droplets with quite large distances and in the case of
indium to huge deposits of some tens of microns with distances of over 500
microns. It is probable that in both cases the small droplets which form at
room temperature evaporate during heating because of the Gibbs-Thomson
effect. For indium, this effect should be stronger because the single droplets
are not connected by a wetting layer. The deposits of indium probably form
only sporadically because of some anomalies of the surface. The biggest dif-
ference between gold and indium has been observed in connection with the
oxide desorption step: The gold droplet distribution was seen to be the same
with or without desorption whereas the indium droplet distribution was to-
tally different after performing this step. To explain differences in droplet
formation between indium and gold, the effects of different diffusion coeffi-
cients of gold and indium on silicon, the solubility of substrate atoms in the
two metals, the surface tension of gold and indium and the surface energy
of silicon and silicon oxide will be considered. The diffusion coefficients at
temperatures around 550 ◦C for indium and gold on a clean Si(111) surface
are 0.30 and 0.12 m2/s, respectively [61, 62]. They are of the same order
of magnitude and thus cannot account for the very different experimental
results on a clean Si(111) substrate, i.e. after the desorption step.
In spite of the preceding HF-dip, a thin oxide layer probably forms during
insertion of the sample into the UHV chamber . There are hints in the lit-
erature [63] that the deposition of gold onto a thin layer of SiO2 on the top
of Si(111) favors the decomposition of SiO2, i.e. that gold contributes to
cleaning the surface. This could explain why the gold distribution is similar
with or without the desorption step. Unfortunately, no literature data about
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the enhancement of dissolution of a silicon oxide layer by indium were found.
From the phase diagrams In−Si and Au−Si, it can be seen that the solubil-
ities of silicon in gold and indium at the applied growth temperatures are as
already mentioned about 20 and less than 1 mole%, respectively. It can be
argued that also the solubilities of SiOx in gold and indium are significantly
different, and thus that indium does not enhance the decomposition of an
oxide layer. If this is actually the case, the indium distribution will then
depend on whether a desorption step has been applied or not.
Now the role of surface tension and surface energy of the different components
of the experiment will be discussed. From the phase diagram Au−Si, a liquid
Au−Si alloy with a silicon concentration of about 20 mole% can be expected
at the applied growth temperatures. For this concentration, Naidich et al.
[64] found a surface tension of about 1.0 J/m2 at 1500 ◦C. No data could
be found in the literature for the surface tension of indium−silicon alloys.
However, as the solubility of silicon in indium at our growth temperature is
less than 1 mole%, the surface tension of pure indium is taken as an approx-
imation which is 0.6 J/m2 at its melting point (157 ◦C) [65]. As the surface
tension of most liquids decreases linearly with increasing temperature [66],
there is a wide difference between the surface tension of the Au−Si alloy and
the In−Si alloy at the applied growth temperatures. Since the state of the
substrate surface after desorption and the vacuum conditions are the same
during evaporation of gold and indium, the different liquid−solid−vapor in-
terface dynamics can be ascribed to the surface tension of the solvent. Liquids
with high surface tension tend to form droplets with a small contact area with
the underlying substrate whereas liquids with lower surface tension tend to
wet the substrate. This could explain the formation of smaller droplets in
the case of gold than in the case of indium on a bare silicon surface, i.e. after
the desorption step.
Without desorption step, indium forms smaller droplets which can be ex-
plained by the different surface energies of silicon and silicon oxide. The
surface energy of silicon at its melting temperature (1410 ◦C) is 0.9 J/m2,
and it decreases in a linearly with increasing temperature [65], i.e. it is higher
than 0.9 J/m2 at our growth temperatures. As the exact composition of the
surface after inserting the sample into the growth chamber is not known,
data of similar surfaces from the literature are taken as an approximation.
Asay and Kim [67] expect the surface energy of a not exactly specified silicon
oxide surface to be higher than 0.1 J/m2 at room temperature. Janczuk and
Zdziennicka [68] determined the surface energy of quartz in the temperature
range from 200 to 1000 ◦C and found out that it changed only slightly from
0.19 to 0.18 J/m2. This indicates that the surface energy of silicon oxide is
lower than the surface energy of silicon. This is not surprising if one considers
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a crystalline silicon surface and an amorphous oxide surface. This explains
why the bare silicon tends to minimize the free surface by maximizing the
contact area between indium and silicon. This leads to larger droplets com-
pared to those on the silicon oxide surface.
The size and distribution of gold and indium droplets obtained on the silicon
surface may therefore be reasonably explained considering the influence of
solubilities and surface energies on the mechanism of formation of droplets
with or without the desorption step.
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5.2 Silicon nanowhisker growth
Having examined the influence of the experimental parameters on droplet
formation, this section deals with the results of silicon nanowhisker growth
on Si(111).
Gold as the solvent
Very regular nanowhiskers in the [111] direction (fig. 5.14) were obtained on
the samples on which gold was used as the solvent.
500 nm
Figure 5.14: TEM image of a whisker grown from a gold droplet on Si(111).
The following results show unambiguous correlations between the experimen-
tal parameters and the whiskers grown. The experiments with gold as the
solvent were well reproducible.
The first experiment was performed in order to determine the correlation
between droplet and whisker distribution. For this reason, fig. 5.15 shows two
samples with gold evaporated at a rate of 0.4 Å/s for 10 s on the substrates
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at 550 ◦C after a desorption step at 850 ◦C. On one of the samples, silicon
was evaporated for 150 min at a nominal rate of 0.5 Å/s thereafter.
2 µm
Figure 5.15: Left: gold droplets on silicon, right: silicon nanowhiskers on
silicon.
The number of nanowhiskers is obviously smaller than the number of the gold
droplets. The diameters of the whiskers is larger than the one of the droplets.
In the following, the influence of different parameters on the outcome of the
experiment will be shown.
Silicon rate:
500 nm
Preceding desorption, T=550 °C, RAu=0.4 Å/s, tAu=10 s, tSi=150 min 
Rsi=0.3 Å/s Rsi=0.5 Å/s
Figure 5.16: Silicon nanowhiskers on silicon. Influence of evaporation rate.
A higher silicon evaporation rate leads to longer nanowhiskers and a higher
density.
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Evaporation time:
1 µm
Preceding desorption, T=550 °C, RAu=0.4 Å/s, tAu=10 s, RSi=0.5 Å/s
tsi=150 min tsi=300 min
Figure 5.17: Silicon nanowhiskers on silicon. Influence of evaporation time.
A higher evaporation time leads to longer nanowhiskers as well. However,
the density remains the same in this case.
Substrate temperature:
1 µm
Preceding desorption, RAu=0.4 Å/s, tAu=10 s, RSi=0.5 Å/s, tSi=150 min
T=550 °C T=850 °C
Figure 5.18: Silicon nanowhiskers on silicon. Influence of substrate temper-
ature.
Thicker nanowhiskers are obtained at a higher substrate temperature.
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Oxide desorption step:
1 µm
T=550 °C, RAu=0.4 Å/s, tAu=10 s, RSi=0.5 Å/s, tSi=150 min
Without preceding desorption With preceding desorption
Figure 5.19: Silicon nanowhiskers on silicon. Left: without preceding des-
orption step, right: with preceding desorption step.
Nanowhisker growth is possible without oxide desorption step as well. How-
ever, better results are obtained when performing it.
As already mentioned in chapter 1, in addition to the whiskers, a silicon layer
is always obtained on the whole substrate when applying PVD. The length
of the whiskers and the thickness of the layer were investigated for different
samples by imaging cross sections in the SEM. One example of such an image
can be seen in fig. 5.20.
500 nm
Boundary substrate-layer
Figure 5.20: Cross section image of silicon nanowhiskers on silicon with a
clearly visible boundary between substrate and layer.
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Table 5.1 lists the results of those measurements, indicating the parameters
of the different samples as well.
T RAu tAu RSi tSi lwhiskers ρwhiskers dlayer
in ◦C in Å/s in s in Å/s in min in nm in 1
µm2 in nm
550 0.4 10 0.3 150 35 0.70 140
550 0.4 10 0.5 150 130 1.19 200
550 0.4 10 0.5 300 270 1.10 350
850 0.4 10 0.5 150 470 0.04 225
Table 5.1: Length lwhiskers and density ρwhiskers of whiskers and thickness of
the layer dlayer as a function of the parameters of the experiment.
The density of whiskers was always homogeneous. Thus, it could be deter-
mined by counting the whiskers of an SEM image with low magnification.
When describing the VLS mechanism, one usually simplifies the explanation
and suggests that a whisker emerges from every metal droplet. However, in
the first experiment with gold as the solvent, in which droplet distribution
and whisker distribution were compared, more and smaller gold droplets be-
fore silicon evaporation were counted than whiskers thereafter. The whisker
density on the sample is lower and the droplets on their tops are larger com-
pared to the original ones. One explanation could again be the fact that gold
diffusion is quite high in silicon at our growth temperatures [69] and that
silicon has a high solubility in gold as already described above.
It was shown that also without preceding desorption, whisker growth is pos-
sible for gold. This supports the theory that the behavior of gold on silicon
is not affected by a thin oxide layer.
In the following, the results concerning length and density of whiskers as well
as thickness of the layer, as summarized in table 5.1, will be discussed:
It is striking that a lower whisker density is obtained at a lower silicon rate
although the gold droplet distribution had been the same as for the higher
rate. As can be seen in fig. 5.21, some whiskers seem to have stopped growing
at an early stage.
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3 µm
Figure 5.21: SEM image of not completely developed whiskers, indicated by
white arrows.
It is plausible to assume that whisker growth from some droplets did not oc-
cur at all. The higher the rate, the higher the whisker density as the supply
of silicon atoms reaches more gold droplets before growing on the substrate
between them and building a layer. This is also reflected in the whisker
lengths: At a rate increase by a factor of about 1.5, the thickness of the
layer between the whiskers changes by a factor of about 1.4 but the length
of the whiskers by a factor of 3.7. At double evaporation time, the density
of whiskers is somewhat less and the length/layer ratio larger. But as the
parameters are never completely stable, it can be assumed that at double
evaporation time, layer and whiskers have double thickness and length, re-
spectively. At higher substrate temperature, the mobility of the atoms is
enhanced and the whiskers are longer than the thickness of the layer. The
density of the whiskers is lower at higher temperatures which has already
been seen in relation to the droplet formation.
It can be easily derived from the values in table 5.1 that the nominal silicon
rate RSi(nom), determined at the beginning of this work (cf. chapter 2), was
not reached during those experiments. Table 5.2 shows again a part of table
5.1 and the real reached rate which was calculated by considering the volume
of the whiskers and of the layer as well as the silicon evaporation time:
RSi(calc) =
pir2whiskers · lwhiskers · ρwhiskers · A+ dlayer · A
A · tSi (5.1)
A, the area of the sample, can be canceled.
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RSi(nom) tSi lwhiskers rwhiskers ρwhiskers dlayer RSi(calc)
in Å/s in min in nm in nm in 1
µm2 in nm in Å/s
0.34 ± 0.03 150 35 75 0.70 140 0.16
0.47 ± 0.03 150 130 75 1.19 200 0.22
0.47 ± 0.03 300 270 75 1.10 350 0.20
0.47 ± 0.03 150 470 225 0.04 225 0.25
Table 5.2: RSi calculated for the experiments presented in table 5.1
It can be clearly seen that the rate is not the one expected. One reason is
certainly that RSi(nom) was determined by x-ray reflectometry of a layer
which was deposited at room temperature and thus did not grow crystalline
on the substrate. The average density of those layers was found to be 80 %
of the density of silicon. Thus, layers deposited at high temperature which
are crystalline should have 92 % of the thickness of layers deposited at room
temperature. This could explain the result of a lower rate when depositing
at high temperature. But this error is too small to account for the differences
between real and nominal rate.
Another reason could be a decrease of rate with time. The x-ray reflecto-
metry measurements for determining the rate were performed before starting
any experiment, i.e. with a completely new electron beam evaporator. The
data in table 5.2 was obtained from experiments performed after the evapora-
tor had been used about 45 times except the data in the third row which was
obtained after about 80 experiments. After 110 experiments using electron
beam evaporation, another reflectometry measurement was completed in or-
der to determine the actual rate. It was found to be 0.09 Å/s at an emission
current of 130 mA. Fig. 5.22 shows the decrease of rate with time, the rates
obtained by x-ray reflectometry at room temperature were decreased to 92
%.
Figure 5.22: Change of silicon rate with time.
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The straight line does not fit exactly. The reason is that the number of
experiments does not always correlate with the amount of evaporated silicon.
But it is obvious that the rate decreases with time. This can be due to the
fact that after a certain length of operation, the silicon block has a hole at
the place where silicon is evaporated by the electron beam. Then shadowing
effects occur. We have seen that higher silicon rates and higher temperatures
improve the whisker/layer ratio but neither the rate nor the temperature
could be further increased in our equipment.
Another important point which is not included in table 5.2 – the lengths being
average values – is that thinner whiskers are longer, i.e. growing faster than
thicker ones. The model of Dubrovskii et al. which was already described in
section 1.2.4, explains in detail the role of diffusion on whisker growth by PVD
and derives also growth velocities for different radii and lengths of whiskers
as well as for different distances between them. As most of the whiskers are
smaller than 1 µm and the diffusion length λf on the whisker sides is probably
very high as the whiskers do not grow laterally, the assumption L
λf
1 seems
to be reasonable. λs, the diffusion length on the surface of the substrate,
is the adjustable parameter of the model as the active nucleation of islands
and their growth on the substrate surface tend to decrease its value. It can
be determined by comparing theory and experiment. In our case, we assume
Rw
λs
1 because for nanowhiskers which have more or less the same radius,
Rw is half of the average spacing between them, which is in our case always
larger than 800 nm. On the other hand, λs seems to be very small because we
always get a quite thick layer, i.e. the adatoms have a small diffusion length
before growing on the sample. For this case, Dubrovskii et al. calculated
formulas for the limits R
λs
1
L
H
= − γ + 2λs
R
(5.2)
and R
λs
1
L
H
= − γ + 2λ
2
s
R2lnλs
R
(5.3)
The second case differs radically from the classical diffusion dependence
L(R) ∝ 1
R
.
To find out if eq. 5.2 or eq. 5.3 is valid for our results, whiskers of the sample
shown in fig. 5.23 have been evaluated.
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Figure 5.23: Sample used to find out the L-R dependence.
The overall thickness of the deposited material of the investigated sample
was 360 nm which corresponds to H in formulas 5.2 and 5.3.  = 1 − Vs
V
=
1− Hs
H
, with Hs being the thickness of the layer between the whiskers, in the
considered case 350 nm, i.e.  = 0.03. γ, accounting for the desorption of
atoms from the droplet surface, is not known and thus like λs variable in the
fit process. Fig. 5.24 shows whisker lengths against whisker radius, a linear
fit and a fit according to equation 5.2.
Figure 5.24: Whisker length dependence on whisker radius.
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For the second case R  λs  Rw considered by Dubrovskii and described
in equation 5.3, there was no fit possible. Our data values are widely dis-
persed, thus it is not clear if the diffusion behavior in our experiments can
be described by eq. 5.2 or by a linear function. λs ≈ 20 nm, assuming the
diffusion behavior can be described by eq. 5.2. To compare this value to our
experimental results, fig. 5.25 is considered in which the whisker diameter
is about 150 nm. The extension of the depleted zone around the whisker is
about 50 nm and has the same order of magnitude as the fitting parameter
λs.
Figure 5.25: Whisker with depleted zone around.
Our results showing that thinner whiskers grow faster than thicker ones are
in good agreement with the results of Schubert et al. [70] for MBE growth of
whiskers under similar conditions. From their data, they concluded that the
whisker length is inversely proportional to its diameter. The Gibbs-Thomson
effect, cf. chapter 1, does not seem to play a role for whiskers with diameters
of about 100 nm or more.
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Indium as the solvent
As expected from the results of droplet formation, the behavior of indium as
solvent material for nanowhisker growth is completely different than the one
of gold.
The first significant difference is the fact that it was not at all possible to
grow nanowhiskers from indium when the oxide desorption step had not been
performed.
When it had been performed, whisker growth occurred only sporadically in
the not completely closed silicon layer between the large droplets, which is
shown in fig. 5.26.
5 µm 1 µm
500 nm 500 nm
Figure 5.26: Nanowhiskers on silicon with indium applied as solvent. After
desorption, indium was evaporated for 5 min at T=590 ◦C and R=0.5 Å/s,
afterwards silicon for 60 min at T=590 ◦C and R=0.5 Å/s.
The growth of nanowhiskers from indium was insensitive to a change of sub-
strate temperature, rate and evaporation time of metal and silicon evapora-
tion. Furthermore, a droplet on top of the whiskers could not be found.
The difficulties with growing nanowhiskers using indium as the solvent will
be discussed in the following.
Growth of nanowhiskers could not be performed at all without the oxide
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desorption step. The whiskers which appeared sporadically were very thin.
By EDX measurement, shown in fig. 5.27, it could be confirmed that they
were made of silicon.
C
O
Al
Si W
In
Pt
C
O Al
Si
Pt
Figure 5.27: EDX measurement of a whisker grown from indium.
The left inset in fig. 5.27 shows the secondary electron image of the whisker
investigated. It had a diameter of about 50 nm and was torn out of the sam-
ple by a micromanipulator to measure EDX without any disturbance from
the surroundings. The micromanipulator is a tungsten needle, whereon the
orange rectangle is drawn in the image. The whisker is glued to the needle by
platinum (magenta rectangle). Indium, accidently picked up from the sam-
ple, was detected from the measurements in the area of the black rectangle.
The colors correspond to the curves in the diagram. The right inset shows
only the measured curve of the whisker. Carbon and oxygen are always on
the sample, and the aluminum and platinum peak are results of the presence
of parts of the micromanipulator. Thus, the whisker is made of silicon.
There are no literature reports about silicon nanowhiskers grown from indium
droplets by PVD. There are only few published reports about the growth of
silicon whiskers from indium droplets by CVD. Givargizov and Sheftal [71]
show in a 1971 publication whiskers grown from gallium by CVD. They
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report that the results of whiskers grown from indium are similar but do not
show any images. Bootsma and Gassen [15] also tried to grow silicon and
germanium whiskers from indium deposits by CVD and failed. They argue
that the slope of the liquidus in systems with indium, tin or bismuth could
be too high or that the catalytic activity of these metals could be too low.
However, Iacopi et al. [72] succeeded in growing nanowhiskers using indium
as a solvent. They used plasma-enhanced CVD, i.e. silicon was already
supplied in dissociated species to the substrate. In their case, indium was
electrodeposited from an aqueous solution after cleaning the substrate by
HF. Before further processing, samples were treated by H2 plasma to remove
surface oxides. The growth rate of the whiskers amounted to 1 micron per
min. The difference between their equipment and ours is that it was possible
for them to provide a large silicon rate and probably to clean the surfaces
better.
An interesting theoretical approach can be found in a publication of Nebol’sin
and Shchetinin [73]. They consider the role of surface energies in the vapor-
liquid-solid growth of silicon and thus also the role of different solvents. With
their model, they predict very good growth amongst others from gold droplets
and very poor growth from indium. The model will be presented and dis-
cussed here.
They consider the general case of a tapered whisker, as can be seen in fig.
5.28.
R
r
Lσ
SσSLσ
ϕ
δ
Figure 5.28: Conical whisker; R: droplet radius, r: radius of the whisker at
its top, ϕ: wetting angle, δ: tapering angle, σSL: interface energy solid-liquid,
σL: interface energy liquid-vapor, σS: interface energy solid-vapor.
5.2 Silicon nanowhisker growth 81
They cite Voronkov [74] who calculated the change of energy during displace-
ment of the 3-phase line for bulk growth from the melt. Applied to whisker
growth, this looks as shown in fig. 5.29.
ϕ
δ
h
lSL
lS
lL
Figure 5.29: Displacement of the 3-phase line during conical whisker growth
of a monolayer h.
For the angles, the following is valid:
cos δ = h
lS
sin δ = lSL
lS
cos(ϕ+ δ) = lL
lS
(5.4)
The total change of surface energy γ per h adds up to:
γ = 1
h
(σS · lS − σSL · lSL − σL · ll)
= 1
h
(
σS · hcos δ − σSL ·
h
cos δ sin δ − σL ·
h
cos δ cos (ϕ+ δ)
)
(5.5)
Equating the derivative of γ with respect to δ to zero yields:
γ (ϕ) =
√
σ2S − (σSL − σL sinϕ)2 − σL cosϕ (5.6)
The following condition being valid for the equilibrium of surface energies,
cf. equation 1.13, has been applied to receive eq. 5.6:
sinϕ = σSL − σS sin δ
σL
(5.7)
γ in equation 5.6 is the minimum increase of the surface Gibbs energy. The
authors argue that it includes the reduction in the liquid-vapor interfacial
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energy upon a displacement of the droplet by distance h and the solid-vapor
interfacial energy increment and that γ (ϕ) should be equated less than σSL
so that the total energy change is negative. This is not understandable
because equation 5.6 includes contrary to their statement the reduction in
the solid-liquid interfacial energy as well. This can be seen in the deduction
of Voronkov . However, the idea of assessing the feasibility of whisker growth
according to the surface tension of the solvent is in principle a good one. The
energy change during a displacement of the 3-phase line expressed in equation
5.6 is different for different solvent materials. Thus, for some solvents less
energy is necessary to promote growth than for others. But the driving force
for growth as described in section 1.2.1 is always supersaturation. Assuming
δ = 0 and ϕ = 90◦, γ (ϕ) is larger for indium than for gold, because σL
is smaller than for gold, cf. section 5.1. However, supersaturation should
be more easily achieved than in the case of gold because indium is already
supersaturated at less than 1 % silicon content. Thus, surface tension cannot
be the only reason that growth is either enhanced or impeded. The question
is also how effectively silicon can get into a solvent droplet. Here, probably
the rate and the absence of oxide on the droplet surface play an important
role and may be the reason for the success of Iacopi et al. [72] in whisker
growth from indium.
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5.3 Germanium nanowhisker growth
To analyze the principles of whisker growth further, another material system
was investigated for comparison. Germanium was chosen because of its affin-
ity to silicon and its promising possibilities for application. Gold was again
taken as the solvent.
Growth on Ge(111)
As for silicon, the first experiment, shown in fig. 5.30, was carried out to
compare droplet distribution and whisker distribution. After desorption,
gold was evaporated on both samples at a rate of 0.4 Å/s for 10 s and at a
temperature of 430 ◦C. The best growth temperature for PVD is related to
the melting point of the material [75], thus a lower temperature was chosen
for germanium nanowhisker growth than for silicon. On one of the samples,
germanium has been evaporated for 150 min at a rate of 0.5 Å/s afterwards.
3 µm
Figure 5.30: Left: gold droplets on germanium, right: germanium
nanowhiskers on germanium.
As in the case of silicon, it is clearly visible that droplet distribution differs
from the obtained whisker distribution.
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In the following, the influence of the experimental parameters on the growth
of germanium nanowhiskers will be shown.
Germanium rate:
3 µm
Preceding desorption, T=430 °C, RAu=0.4 Å/s, tAu=10 s, tGe=150 min 
RGe=0.25 Å/s RGe=0.5 Å/s
Figure 5.31: Germanium nanowhiskers on germanium. Influence of evapora-
tion rate.
A higher rate seems to lead to a lower density of whiskers but those results
are not as easily to interpret as the ones on silicon.
Evaporation time:
3 µm
Preceding desorption, T=430 °C, RAu=0.4 Å/s, tAu=10 s, RGe=0.25 Å/s
tsi=150 min tsi=300 min
Figure 5.32: Germanium nanowhiskers on germanium. Influence of evapora-
tion time.
As on silicon, a longer evaporation time leads to longer nanowhiskers.
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Substrate temperature:
Preceding desorption, RAu=0.4 Å/s, tAu=10 s, RGe=0.5 Å/s, tGe=150 min
3 µm
T=430 °C T=550 °C
Figure 5.33: Germanium nanowhiskers on germanium. Influence of substrate
temperature.
Above a certain temperature, whiskers do not grow any more. Instead, a
layer forms on the whole substrate.
Oxide desorption step:
T=550 °C, RAu=0.4 Å/s, tAu=10 s, RGe=0.5 Å/s, tGe=150 min
Without preceding desorption With preceding desorption
3 µm
Figure 5.34: Germanium nanowhiskers on germanium. Left: without pre-
ceding desorption step, right: with preceding desorption step.
The oxide desorption step does not influence the outcome of the experiment
significantly.
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Germanium behaves very differently from silicon. The most striking fact is
the whiskers’ direction of growth which is not always [111] as on silicon. In
order to find out the direction, the sample was tilted in the SEM until the
whisker of interest was seen from above. As shown in fig. 5.35, this was the
case at a tilt angle of 35◦, e.g. the angle between whisker and substrate was
55◦.
Tilt angle:      0°                                                 15°                                                   25°                                                        35°
35° 55°
Sample
Whisker
Figure 5.35: Determination of the angle between germanium substrate and
whisker.
By TEM measurements, this growth direction was verified as can be seen in
fig. 5.36. It was also seen that whisker growth began in [111] direction before
kinking.
5 nm
Figure 5.36: TEM image of a Ge whisker on Ge(111).
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Growth on germanium substrates with other orienta-
tions
To get more information about directions of growth of germanium whiskers
on germanium, several experiments on differently oriented substrates were
performed.
In fig. 5.37, the typical outcome of an experiment on a Ge(100) substrate can
be seen. This did not change to any large extent if substrate temperature or
evaporation rate were changed. The structures were mostly pyramids, some
individual whiskers at an angle of 45◦ to the substrate could also be seen.
3 µm
Preceding desorption, T=430 °C, RAu=0.4 Å/s, tAu=30 s, RGe=0.5 Å/s, tGe=150 min
Figure 5.37: Non-tilted and tilted view of a growth experiment on Ge(100).
Fig. 5.38 shows a typical result of an experiment performed on a Ge(110)
substrate.
3 µm
100 nm
110°
Preceding desorption, T=430 °C, RAu=0.4 Å/s, tAu=30 s, RGe=0.5 Å/s, tGe=150 min
Figure 5.38: Non-tilted and tilted view of a growth experiment on Ge(110).
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In this case as well, the roof-like structure appeared independently of the
experimental parameters, even on a substrate which was only annealed with
gold, as shown in fig. 5.39.
1 µm
Preceding desorption, T=430 °C, RAu=0.4 Å/s, 
tAu=30 s, annealing for 150 min
Figure 5.39: Ge(110) annealed with gold.
Discussion of the growth results on germanium
As on silicon, the first experiment was performed to compare droplet dis-
tribution and whisker distribution and again it turned out that the whisker
density was smaller than the original droplet density.
The interpretation of the results on germanium is not straightforward com-
pared to silicon. The orientation of the whiskers is most striking and it seems
to change to [111] in the case of higher rates and higher temperatures. The
desorption step does not improve the results. A longer evaporation time
seems to result in longer whiskers as in the case of silicon.
In order to understand the results, the crystallographic structure of silicon
and germanium as well as nucleation energies on different surfaces will be
considered. Both materials crystallize in diamond structure which is shown
in fig. 5.40. The diamond lattice consists of two face centered cubic (FCC)
lattices, placed next to one another along the body diagonal of the cubic cell
and separated by one quarter of its length.
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Figure 5.40: The diamond crystal lattice, taken from [76].
Fig. 5.41 shows the angles between different facets of the silicon and germa-
nium crystal.
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Figure 5.41: Angles between different facets of the diamond lattice.
Thus, the whiskers on germanium which could be seen from above in the
SEM after having tilted the (111) substrate by 35◦ grew in <110> direction.
Also the few whiskers on the (100) substrates, at an angle of 45◦ to the sub-
strate, grew in <110> direction.
Fig. 5.42 shows the main difference between silicon and germanium nanowhis-
ker growth.
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111
Si wires in [111] direction on Si(111).  Ge wires in [110] direction on Ge(111).  Scale bars: 500 nm
Figure 5.42: Left: Si whiskers on Si(111). Right: Ge whiskers on Ge(111).
Middle: Projection of the [111] and <110> directions on a (111) surface.
To answer the question why germanium behaves in such a manner, nucleation
energies on different crystal facets are considered.
Grzegory et al. [77] calculated the change in Gibbs
free energy related to the formation of 2D nuclei
on different surfaces of GaN and we followed their
idea for our materials. We also assume a flat inter-
face between droplet and whisker and thus growth
by 2D nucleation, cf. the sketch on the right side.
This assumption is reasonable because it has been
shown by TEM for heterostructures in semicon-
ductor nanowhiskers that the junctions are atom-
ically sharp [78].
The critical nucleation energy, i.e. the energy which is necessary to form a
critical nucleus as described in section 1.2.2, depends on the orientation of
the surface. The surface orientation determines the form of the nucleus as
well as the number of the resulting additional unsaturated bonds created.
On the basis of the lattice geometry, the nuclei on the three main surfaces
are expected as shown in fig. 5.43.
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Figure 5.43: Expected shape of nuclei on the (111), (110) and (100) surface
of a crystal with diamond lattice.
Atoms beneath are shown smaller. The size of the nuclei is parameterized
by m, which is the number of atoms along one side of the nucleus. The total
number of atoms n as well as the number of additional unsaturated bonds
q are functions of m. The small red numbers correspond to the additional
unsaturated bonds for the number of atoms shown in fig. 5.43. The validity
of the functions in fig. 5.43 can be easily shown by mathematical induction.
This is exemplified by the nucleus on a (111) surface:
If m=1, the nucleus appears as shown on the right. The
atom below has saturated one bound of the surface and
has two remaining unsaturated bonds. The second one
has three remaining unsaturated bonds. There is a total
of four additional unsaturated bonds.
Inserting m = 1 into the formula for the additional unsaturated bonds on
a (111) surface yields four, i.e. the formula is true for m = 1. To show
that the statement holds for m+ 1 as well, provided that it holds for m, the
additional unsaturated bonds for m = 1, 2, 3, 4 are shown in fig. 5.44, which
can be found out by considering the diamond lattice in detail.
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Figure 5.44: Additional unsaturated bonds for m=1-4.
Thus, increasing m by 1 means increasing the number of additional unsatu-
rated bonds by 2 · 2 + 4 · 1. The inductive step can be seen in the following:
qm + 2 · 2 + 4 · 1 = 8m− 4 + 4 + 4 = 8m+ 4 = 8(m+ 1)− 4 = qm+1
In analogy, the formula for the number of atoms in the nucleus can be proven.
For m = 1, n(1) = 6− 6 + 2 = 2. The development of the number of atoms
(only one layer) with increasing m is shown in fig. 5.45.
m=1 m=2 m=3 m=4
Figure 5.45: Number of atoms of one layer for m=1-4.
Increasing m by 1 means increasing the number of atoms by
)2))21()11(()1(2(2 ⋅−++−+++⋅ mmm
Number of layers
m+1-1
m+1-2
Number of rows except the first and last one
Number of additional atoms per row
except the first and last row 
First and last row
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The mth nucleus is shown in red.
The inductive step can be seen in the following:
nm + 2(2(m+ 1) + ((m+ 1− 1) + (m+ 1− 2)) · 2)
= 6m2 − 6m+ 2 + 4m+ 4 + 4m+ 4m− 4
= 6m2 + 6m+ 2
= 6(m+ 1)2 − 6(m+ 1) + 2 = nm+1
In analogy, the formulas for additional unsaturated bonds and number of
atoms on the (110) and the (100) surface can be verified by mathematical
induction as well.
To determine the nucleation energy ∆G, volume and surface contributions
have to be considered, cf. fig. 1.3. The volume term is negative and pro-
portional to the number of atoms in the nucleus: −n(m)∆µ. ∆µ is the
difference in chemical potential of the atoms before and after incorporation
into the nucleus and can be expressed as a function of temperature and su-
persaturation, cf. equation 1.9. The surface term is positive and proportional
to the number of additional unsaturated bonds resulting from building new
surfaces: q(m)Φ. Φ is the energy of an unsaturated bond. Thus, ∆G can be
expressed as:
∆G(m) = −n(m)∆µ+ q(m)Φ (5.8)
To determine m∗, the number of atoms along one side of the critical nucleus,
the derivative of ∆G(m) with respect to m has to be equated to zero. In-
serting m∗ into eq. 5.8 results in ∆G(m∗), the energy necessary to form a
critical nucleus. Like ∆µ, also ∆G(m∗) ≡ ∆G∗ is a function of tempera-
ture and supersaturation. For the three different surfaces, the following is
obtained:
∆G∗(111) = −12kT · ln
x
x0
+ 83
Φ2
kT · ln x
x0
(5.9)
∆G∗(110) = 32
Φ2
kT · ln x
x0
(5.10)
∆G∗(100) = 12
Φ2
kT · ln x
x0
(5.11)
x
x0
is the supersaturation.
This is qualitatively shown for different temperatures in fig. 5.46.
94 Experimental results and discussion
T1 T2
T3 T4
T1>T2 >T3 >T4
Figure 5.46: Nucleation energy versus supersaturation for different temper-
atures on different surfaces of silicon and germanium.
Φ is not known for the growth from solution. But from this qualitative plot,
it can be seen that at lower supersaturation, nucleation on (110) is favored
whereas at higher supersaturation, nucleation on (111) is favored. For a given
orientation, the intersection is for higher temperatures at lower supersatura-
tion. This is valid for both silicon and germanium. As the energy of a Si–Si
bond (3.73 eV) is larger than the one of a Ge–Ge bond (3.56 eV) [79], also Φ
is supposed to be larger for silicon than for germanium. If these assumptions
are correct, it is possible that the first nucleus, which is in the case of a
(111) substrate always (111) orientated, exhibits facets with other orienta-
tions. If then nucleation is favored on another facet than (111), growth can
also proceed in other directions. From the diagrams in fig. 5.46, one can
conclude that growth is favored on (111) surfaces at high temperature and
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high supersaturation. The supersaturation is assumed to be a function of the
germanium rate. Fig. 5.47 shows results at different rates and temperatures
and confirms the applicability of our assumptions.
5 µm
Rate increaseTemperature increase
Figure 5.47: Germanium whiskers on germanium grown at different rates
and temperatures.
However, it is striking that there are no real whiskers in the [111] direction
because their height is minimal. The reason for this fact could be the slower
growth of the (111) facets because they are always the remaining facets with
the lowest surface energy [80]. That they are the most slowly growing facets
can also be seen from the experiments performed on (110) and (100) sub-
strates where in the first case roofs and in the second pyramids are forming
– both with (111) facets.
Why no whiskers grew in a <100> direction is still an open question. In our
model, the critical nucleation energy is lowest on (100) surfaces as can be
seen in fig. 5.46. One reason could be that the (100) facet has the highest
surface energy [81] and thus does perhaps not form during nucleation.
From the results on germanium we concluded that also on silicon it should be
possible to get growth directions of whiskers different from [111]. We tried a
low silicon rate of less than 0.1 Å/s and got indeed some first results showing
whisker growth in <110> direction as can be seen in fig. 5.48.
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1 µm
Figure 5.48: Silicon whiskers on Si(111) grown at a very low silicon rate.
Further investigations, and especially an exactly known silicon rate, are nec-
essary to understand the influence of rate and temperature on the growth
direction on silicon.
5.4 Silicon-germanium heterostructures 97
5.4 Silicon-germanium heterostructures
After having grown silicon nanowhiskers on silicon substrates and germanium
nanowhiskers on germanium substrates, heterostructures of the two materials
were grown as well. Fig. 5.49 shows germanium nanowhiskers grown on a
silicon substrate.
Preceding desorption, T=480 °C, RAu=0.4 Å/s, tAu=10 s, RGe=0.5 Å/s, tGe=150 min
1 µm
Figure 5.49: Germanium nanowhiskers on a silicon substrate.
In analogy to the experiments on silicon, silicon nanowhiskers on germanium
were grown as well, as shown in fig. 5.50.
Preceding desorption, T=435 °C, RAu=0.4 Å/s, tAu=10 s, RSi=0.5 Å/s, tSi=150 min
500 nm
Figure 5.50: Silicon nanowhisker on a germanium substrate.
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On silicon substrates, also SiGe heteronanowhiskers were grown, see fig. 5.51.
They show kinks at the junction of silicon and germanium, because silicon
grows perpendicular to the substrate and germanium subsequently at an
angle of 55◦. The composition of the whiskers was analyzed by EDX.
Preceding desorption, 
TAu, Si=550 °C, TGe=430 °C, 
RAu=0.4 Å/s, tAu=10 s, 
RSi=0.5 Å/s, tSi=150 min, 
RGe=0.5 Å/s, tGe=90 min
500 nm
SE Silicon Germanium Gold
Figure 5.51: SiGe nanowhiskers on a silicon substrate and results of EDX
measurements.
In spite of the 4 % larger lattice constant of germanium in comparison to
silicon, it was possible to grow germanium nanowhiskers on silicon in <110>
direction and silicon nanowhiskers on germanium in the [111] direction of
the substrate. For these cases, eq. 5.8 has to be changed because there is an
additional term caused by the number of "substituted" unsaturated bonds,
i.e. bonds which are broken at the substrate surface and then saturated by
a foreign atom. Then the following is valid
∆G(m) = −n(m)∆µ+ q(m)ΦN + x(m)(ΦN − ΦS) (5.12)
The subscripts N and S refer to the nucleus and the substrate atoms. x(m)
is the number of "substituted" broken bonds, which is in the case of a (111)
and a (110) surface equal to 0.5 x n(m), and in the case of a (100) surface
equal to n(m). In the case of homoepitaxy, i.e. the substrate and nucleus
atoms are the same, eq. 5.12 is identical to eq. 5.8.
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Fig. 5.52 shows the critical nucleation energy against supersaturation for sil-
icon on germanium and for germanium on silicon omitting growth on <100>
surfaces. The curves look qualitatively like in the homoepitaxial case.
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Figure 5.52: Nucleation energy against supersaturation for silicon growth on
germanium and for germanium growth on silicon.
It was assumed that ΦSi > ΦGe and that growth experiments of silicon on
germanium are performed at higher temperatures than in the opposite case.
That means that we have a higher supersaturation in the case of silicon
on germanium which could explain the growth in [111] direction. However,
this vertical growth proceeds very slowly like in the homoepitaxial case of
germanium on germanium.
Silicon-germanium heterostructures on silicon have also been grown, and a
kink can be seen at the interface of the two materials. At first, silicon whisker
growth proceeds normally in [111] direction. Germanium then changes the
direction of the whisker to a <110> direction which can be explained based
on our model.
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5.5 Arrangement of nanowhiskers
Silicon – also with different layers on top – and germanium substrates have
been structured as described in chapter 3 to provide preferential points for
droplet formation and for whisker growth.
Silicon nanowhiskers
Fig. 5.53 shows silicon nanowhiskers grown from an ordered array of gold
droplets.
500nm
1 µm
Figure 5.53: FIB holes, an ordered array of gold droplets and ordered
nanowhiskers.
The first three images in fig. 5.54 show whiskers grown on pre-structured
areas, the forth image shows whiskers grown outside of the structure for
comparison.
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1 µm
Figure 5.54: Silicon nanowhiskers grown from an ordered array of gold
droplets and in the forth image on a non-structured area.
After adjustment of gold rate and substrate temperature during evapora-
tion, perfect arrays of ordered gold droplets on silicon (see chapter 3) were
obtained. Silicon nanowhiskers from an array of gold droplets could be suc-
cessfully grown. However, it was not possible to grow a whisker from every
droplet. Growth seems to be strongly dependent on the surface state. But
in principle it is possible to heal the lattice damaged by FIB during growth
and to array silicon nanowhiskers.
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Germanium nanowhiskers
Germanium whiskers were grown on pre-structured substrates as well. The
result can be seen in fig. 5.55.
4 µm 500 nm
500 nm 500 nm
Figure 5.55: Germanium nanowhiskers grown from an ordered array of gold
droplets.
As on silicon, perfect arrays of ordered gold droplets were obtained on ger-
manium. However, in the case of germanium, it was seen to be much more
difficult to order the whiskers. Our explanation for this fact is again the ten-
dency for germanium whiskers to grow in a different direction in comparison
to silicon whiskers.
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GaN nanowhiskers
As described in chapter 3, silicon substrates with or without different layers
on top have been structured to array GaN nanowhiskers. The growth results
shown in the following were achieved at Forschungszentrum Jülich.
GaN nanowhiskers can be obtained using catalyst-free MBE growth at high
temperature (about 800 ◦C) and N-rich conditions. The growth implies a
nucleation stage at which stable nanocrystals are constructed from Ga and
N adatoms. Some of these nanocrystals with a favorable orientation develop
rapidly into nanowhiskers by a diffusion induced mechanism [82, 83, 84].
The nucleation and the subsequent growth processes are controlled not only
by surface diffusion of the species, but also by adsorption and desorption of
adatoms, especially of Ga which limits the growth rate at N-rich conditions.
At a constant N flux and a controlled Ga flux and deposition temperature,
nucleation and multiplication of nanowhiskers depends on the substrate type
and its roughness. Thus, selective MBE epitaxy of GaN nanowhiskers can be
obtained using FIB patterned substrates, where areas of very small nucleation
and growth rate coexist with areas of fast nanowhisker formation.
Fig. 5.56 shows GaN nanowhiskers grown on Si(111). The bare Si(111)
substrate was pre-structured by focused ion beams with holes in a hexagonal
pattern. In comparison to the rest of the substrate, longer nanowhiskers with
a higher areal density form in the pattern.
10 µm
Figure 5.56: GaN nanowhiskers on structured Si(111).
The result of GaN nanowhisker growth on an area patterned with holes in a
5 nm AlN layer on Si(111) can be seen in fig. 5.57.
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200 nm 2 µm
100 nm200 nm
Figure 5.57: GaN nanowhiskers on structured Si(111) covered with a 5 nm
AlN layer. Left: top view, right: side view.
On the same sample, also a mesh of stripes has been structured (fig. 3.13)
resulting in AlN dots in a uniform array. This area looks like shown in fig.
5.58 after the growth process.
200 nm200 nm
Figure 5.58: GaN nanowhiskers on Si(111) with a 5 nm AlN layer structured
with a mesh of stripes. Left: top view, right: side view.
Using a structured Si substrate with a 20 nm AlN layer and a 5 nm Si layer
(fig. 3.14) results in growth shown in fig. 5.59.
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200 nm 200 nm
1 µm 200 nm
Figure 5.59: GaN nanowhiskers on Si(111) with a 20 nm AlN layer and a 5
nm Si structured with a mesh of stripes. Top: nominal depth of the structure
in Si: 10 nm, bottom: nominal depth of the structure in Si: 20 nm.
On the bare silicon substrate, growth of GaN nanowhiskers was enhanced on
the patterned areas but did also occur on the rest of the sample (fig. 5.56).
The single whiskers were not separated from each other. The reason is prob-
ably that there was not only one nucleation per nanopore. Apart from that,
also the FIB holes are not always perfectly round, astigmatism e.g. leads to
rather elliptic holes, cf. chapter 3. If this occurs, the holes sometimes even
overlap.
On the silicon sample with a 5 nm aluminium nitride layer, the difference
between growth on the patterned area and outside the structure is consider-
able (figs. 5.57 and 5.58). Gallium desorption seems to be enhanced on the
non-patterned area where a low density of GaN nanowhiskers was observed.
In the case of the hexagonal structure with holes, it is not clear if growth
takes place in the holes or in-between the holes but some ordering of GaN
nanowhiskers can be detected in the top view images. In the area of the
mesh structure, growth takes place on the AlN dots.
Better selective growth of GaN nanowhiskers was obtained by pre-structuring
a silicon substrate with a 20 nm AlN layer and a 5 nm Si layer on top (fig.
5.59). GaN nanowhiskers only formed within patterned areas. At a nominal
depth Z(Si) = 10 nm, growth occurs at the intersection points of the mesh
because there we have the double depth and the silicon layer is probably
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milled at these points. At a nominal depth Z(Si) = 20 nm, growth occurs
on the stripes but not at the intersection points of the mesh. This can be
explained by the assumption that in this case, silicon is milled at the stripes
and both the Si and the AlN layer are milled at the intersection points. Ap-
parently, growth occurs more likely on AlN. However, to know exactly the
influence of AlN on the growth, more investigations are still necessary.
Summary
In this work, the growth of silicon and germanium nanowhiskers by vapor-
liquid-solid mechanism via physical vapor deposition in ultra-high vacuum
has been investigated with regard to their size, orientation and position.
The lateral dimension of nanowhiskers could be mainly influenced by the
diameter of the solution droplets they grew from. This was determined by
the parameters of solvent rate and evaporation time, substrate temperature,
preparation and pre-annealing of the sample. Droplets and nanowhiskers
were mainly investigated by scanning electron microscopy. For silicon nano-
whisker growth, two different solvents – gold and indium – were applied.
Droplet formation was influenced by solubilities and surface energies which
led to a very different behavior of gold and indium on silicon. On the basis
of droplet formation, the better feasibility of nanowhisker growth from gold
than from indium was explained.
The length of nanowhiskers could be increased by the parameters of silicon
or germanium evaporation rate and time. For silicon, this was investigated in
detail by cross-section scanning electron microscopy. A higher silicon evap-
oration rate increased the ratio of whisker length and thickness of the layer
in-between the whiskers. A longer evaporation time did not influence this
ratio. It was found that thinner whiskers grow faster than thicker ones. This
fact was discussed based on theoretical calculations from the literature, deal-
ing with the influence of diffusion during the growth process.
By transmission electron microscopy (TEM), the orientation of silicon nano-
whiskers was verified to be (111) like the one of the silicon substrate used.
Germanium nanowhiskers on the other hand grew mainly in a <110> direc-
tion on the (111) germanium substrate. TEM measurements revealed that
they started growing in the [111] direction and then proceeded in a <110>
direction. This could be reproduced by growing SiGe heterostructures on
silicon substrates. Silicon grew in the [111] direction and the subsequently
evaporated germanium in a <110> direction on the silicon whisker forming a
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kink at the interface between silicon and germanium. To explain these facts,
nucleation energies on different facets of the crystal were considered. The
result of these calculations was that at high supersaturation of the solvent
droplet and at high substrate temperature, nucleation should be favored on
(111) facets and at lower supersaturation and temperature on (110). This
could explain the results of our experiments as silicon nanowhiskers were
grown at higher temperatures than germanium nanowhiskers. To change the
conditions for silicon nanowhisker growth keeping the temperature constant,
the rate was decreased. Some first results showed that it was possible to
grow silicon nanowhiskers in <110> direction as well.
A method was developed to position nanodroplets of the solvent material
and thus to obtain a regular arrangement of nanowhiskers. For this purpose,
substrates were pre-structured with nanopores by focused ion beams (FIB).
Gold droplets have been successfully arranged both on silicon and germa-
nium substrates. A regular array of epitaxial silicon nanowhiskers has been
obtained as well. Moreover, the effect of FIB structuring on different sur-
faces has not only been investigated by the subsequent growth experiments –
mainly growth of silicon and germanium whiskers but within the scope of a
cooperation also growth of GaN nanowhiskers – but also by detailed atomic
force microscopy measurements.
In conclusion, in the course of this work, a better understanding of the growth
process of silicon and germanium nanowhiskers was achieved, especially with
regard to their size, orientation and position.
For future investigations, some improvements regarding the experimental
conditions are suggested. An in situ observation during growth by RHEED
(reflection high energy electron diffraction) could be helpful to know exactly
the surface state of a substrate before evaporation and to watch the early
stages of droplet formation. A larger range of stable silicon rates would
answer the question more precisely as to how a very low rate influences the
orientation of the whiskers and how a very high rate influences the ratio of
whisker length and thickness of the layer in-between the whiskers. A better
base vacuum and the possibility of attaining higher substrate temperatures
would assure clean substrate surfaces which could be verified by RHEED.
A good solution would be the combination of the present growth method
with gas source molecular beam epitaxy to attain higher growth rates of the
whiskers and to compare those results to the ones achieved by solid source
physical vapor deposition.
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