Chaos maps and chaotic systems have been proved to be useful and effective for cryptography. In this paper, the two-dimensional logistic map with complicated basin structures and attractors are first used for image encryption. The proposed method adopts the classic framework of the permutation-substitution network in cryptography and thus ensures both confusion and diffusion properties for a secure cipher. The proposed method is able to encrypt an intelligible image into random-like from the statistical point of view and the human visual system point of view. Extensive simulation results using test images from the USC-SIPI image database demonstrate the effectiveness and robustness of the proposed method. Security analysis results of using both the conventional and the most recent tests show that the encryption quality of the proposed method reaches or excels the current state-of-the-arts. Similar encryption ideas can be applied to digital data in other formats, e.g. digital audio and video. We also publish the cipher MATLAB open-source code under the web page
Introduction
Image security attracts extensive concerns from the public and the government in recent years.
Unexpected exposure of private photos and divulged military and governmental classified images emphasizes the importance of the image security again and again. With the fast development of digital storages, computers and the world wide network, a digital image can be easily copied to mobile storage or transferred to the other side of the world within a second. However, such convenience could also be used by malicious/unauthorized users to rapidly spread the image information that it may cause uncountable losses for the owner(s) of images.
Among various image security technologies, the image encryption is a straight-forward one with concerns in encrypting an image to an unrecognized and unintelligent one [1] , where the source image and the encrypted image are called plaintext image and ciphertext image [2] , respectively. One common approach of image encryption is to treat the image data the same as the one-dimensional binary bit stream, which extracts a plaintext image bit by bit and then encrypts this binary bit stream. The advantage of this approach is able to encrypt a digital image using the existing block/stream ciphers designed originally for binary bit streams. These ciphers include the well known ciphers/standards: the Digital Encryption Standard (DES) [3] , the Advanced Encryption Standard (AES) [4] , the TwoFish cipher [5] and the BlowFish cipher [6] . However, the tradeoff of using the one-dimensional bit stream/block based ciphers for image encryption is to sacrifice the two-dimensional nature of the image data [1] . Meanwhile, this type of image encryption is also inefficient in the sense of the extremely long bit stream extracted from the image data, which might be composed of more than a hundred thousand of pixels with 8 or 16 bits representation for each pixel [1] .
Further, the stream/block size of the cipher is relatively small comparing to a common image size and thus the encryption is commonly performed over pixel blocks with high information redundancy. As a result, the encryption quality is poor in some reports [7] .
In the research of image encryption algorithms/ciphers, efforts are found in two groups: optical image encryption, and digital image encryption. The former group adopts optics or optical instruments to build physical systems for image encryption [8, 9, 10, 11, 12] , which commonly relies on optics to randomize frequency components in an image. The later group commonly takes advantages of an digital image and encrypts it either by an encryption algorithm in the form of software or a physical electronic device in the form of hardware.
Among various digital image encryption methods, the chaos-based image encryption method is a family of methods that are believed good for encryption purposes. Because a chaotic system has high sensitivities to its initial values, high sensitivities to its parameter(s), the mixing property and the ergodicity [1, 13, 14] , it is considered as a good candidate for cryptography. Since 1997, Fridrich applied chaos to encryption of digital images for the first time [15] , chaos-based image encryption methods are researched for years [13, 16, 17, 18, 19, 20, 21, 22] . Some of these methods [13, 22] are flawed in treating pixel bytes still in the form of the bit stream and thus inefficient. Some are criticized for the weak keys, the limited key space, the vulnerability to selected plaintext/ciphertext attacks and other issues in [23, 24, 25] .
In this paper, we adopt the two-dimensional Logistic map for image encryption in the first time with careful considerations for the diffusion and confusion properties [26] and possible attacks as well. This chaotic map is researched with respect to its mathematical properties and physical dynamics previously and it has been showed that this coupled logistic map for two dimensions has more complicated chaotic behaviors like basin structures and attractors [27] . We utilize this more complicated chaotic map to generate pseudo random sequences where we propose a key schedule algorithm to translate a binary encryption key to initial values and parameters used in the 2D logistic map. We develop an image encryption algorithm using these pseudo-random sequences under the framework of the permutationsubstitution network [2] , which is proven to be very effective to provide both confusion and diffusion properties in stream ciphers and block ciphers [3, 4] . Simulation results of using the open-accessed USC-SIPI image database support the effectiveness and robustness of the proposed cipher for various images of contents and types. Finally, security analysis of using both the conventional quantitative measurements and the most recent qualitative measurements [7, 28] demonstrate that the proposed cipher is able to generated statistically random-like encrypted images.
The reminder of the paper is organized as follows: Section 2 gives brief background information about the two-dimensional logistic map; Section 3 first gives the flowchart of the cipher and then discusses encryption stages consecutively; Section 4 shows the simulation results and security analysis of the encrypted images using the proposed method; and Section 5 concludes this paper.
The Two-dimensional Logistic Map
The two-dimensional logistic map is researched for its complicated behaviors of the evolution of basins and attractors [27] . It has more complex chaotic behaviors than one-dimensional Logistic map.
Mathematical Definition
Mathematically, this 2D logistic map can be discretely defined as Eq. (1), where r is the system parameter and (x i , y i ) is the pair-wise point at the ith iteration. Fig. 1 shows the scatter plot of 30, 000 points from the trajectory [29] of the 2D logistic map using the parameter r = 1.19 and the initial value (x 0 , y 0 ) at (0.8909, 0.3342). Therefore, the ith point on the trajectory can be determined by knowing (x 0 , y 0 , r, i) as Eq. (2) shows.
2D Logistic map:
   x i+1 = r(3y i + 1)x i (1 − x i ) y i+1 = r(3x i+1 + 1)y i (1 − y i ) (1)   x i = L 2D x (x 0 , y 0 , r, i) y i = L 2D y (x 0 , y 0 , r, i) (2)
Phase Portrait and Chaotic Behaviors
The 2D logistic map defined in Eq. (1) is a complex dynamical system. According to the value of the system parameter r, the map evolves from one kind of dynamics to another.
More specifically, the behaviors of the map can be concluded as follows [27] :
• When r ∈ (−1, 1), the system has one attractive node and two saddle points, and makes both x and y axes being unstable manifolds.
• When r = 1, the attractive focus undergoes a Neimark-Hopf bifurcation [29] . • When r ∈ (1, 1.11), the attractive focus becomes repulsive and oscillations appears.
• When r ∈ [1.11, 1.19] , an alternation between existence of invariant close curve with oscillations, frequency locking, cyclic chaotic behaviors, contact bifurcations with basin boundaries and single chaotic attractor.
• When r > 1.19, the system becomes unstable. Fig. 2 shows the phase portrait [29] of the 2D logistic map when r = 1.19. It is noticeable that this phase portrait matches the mathematical depiction of the 2D logistic map for r = 1.19. Since a (x, y) trajectory with respect to the chaotic behavior is random-like but is completely predictable when r and (x 0 , y 0 ) are both known, it can be used as a pseudo number generator for cryptography.
Complexity
The 2D logistic map defined in Eq. (1) has a higher complexity compared to the conventional logistic map [29] , i.e. 1D logistic map defined in Eq. (3), where r is the parameter controlling the chaotic behaviors. Fig. 3 shows the bifurcation diagram [29] of the 1D logistic map, where horizontal axis denotes the parameter r and vertical axis denotes x and each trajectory of the 1D logistic map about x with a fixed x is plotted as dots on the figure. Figure 3 : The bifurcation diagram of the 1D logistic map.
Quantitatively, the complexities of the 1D and 2D logistic maps and the Henon map [29] (see Eq. (4)) can be measured by using various means. Table 1 shows the complexity comparisons between these chaotic maps using Information Entropy [30] , Lyapunov Exponent [31, 32] , and Lyapunov Dimension [33, 34] with respect to different pairs of initial values.
As seen from this table, the 2D logistic map has a higher information entropy scores than 1D logistic map, which implies that its trajectory is more random-like. Meanwhile, the 2D logistic map also has a larger Lyapunov exponent than the 1D logistic map, which implies that the 2D logistic map is more dynamic. Furthermore, the 2D logistic map even has a greater Lyapunov dimensions than the Henon map, a typical 2D chaotic map.
Henon Map: form the permutation-substitution network [2] . Detailed discussions about these stages are given in the next section. Similar to the encryption procedure, the decryption procedure is nothing but reverse the order of processing using the decryption key as Fig. 5 shows. In short, the encryption process can be written as C = Enc(P, K), and the decryption process is P = Dec(C, K).
Key Schedule and 2D Logistic Sequence Generator
We define our encryption key K as a 256-bit string composed of five parts x 0 , y 0 , r,T , and Fig. 6 , where (x 0 , y 0 ) and r are the initial value and the parameter 1 Information Entropy is measured over the discrete probability density function defined on #Bins on the range of a chaotic map. 
Consequently, x 0 , y 0 , r and T can be found. ) and r to generate a sufficiently long chaotic sequence, whose length equals to the number of pixels in the plaintext image P using Eq.(1). In such a way, we make encryption key K to control the pseudo random sequences from the 2D logistic map for each round.
2D Logistic Permutation
Without loss of generality, assume the size of the plaintext image P is M × N . Therefore, the total number of pixels in P is M N . Consider the initial value used in a round is (x 0 , y 0 ).
A sequence of pair-wise x and y of length M N (exclude the initial value) can be generated via the 2D logistic map using Eq. (1). Let X seq and Y seq be the x coordinate sequence and the y coordinate sequence of the 2D logistic map, respectively, as Eq. (7) shows.
Rearrange elements of X seq and Y seq whose number is M × N in the matrix form and obtain M ×N matrices X and Y , respectively. Then the rth row of X can be used to form a bijective mapping [2] e πx as shown in Eq. (8) . Similarly, there also exists a bijection e πy between the cth column of Y and its sorted version Y sorted .
Consequently, the row permutation matrix U x and the column permutation matrix U y can be obtained via Eqs. (10) and (11), respectively. It can be easily verified that each row in U x is a permutation of the nature number sequence of {1, 2, · · · , N }. In the same manner, each column in U y is a permutation of the nature number sequence of {1, 2, · · · , M }.
Finally, the 2D logistic permutation is defined as Algorithm 1 by using the row permutations and column permutations of Eqs. (10) and (11) . Fig. 7 shows the intermediate results of the 2D logistic permutation described in Algorithm 1. It is noticeable that after the 2D logistic permutation, the pixels in the plaintext image P have been well shuffled and the permutated image C perm is unrecognizable.
Algorithm 1 2D Logistic Permutation Algorithm
Input: 2D plaintext image P , row permutation matrix U x and column permutation matrix U y 
2D Logistic Diffusion
In order achieve good diffusion properties [26] , we apply the logistic diffusion for every S × S image block P b within the plaintext image P over the finite field GF (2 8 ) as shown in Eq.
(12), where S is the block size variable determined by the plaintext image format, and L d is the maximum distance separation matrix [4] found from 4 × 4 random permutation matrices defined in Eq. (14) . In the case that the plaintext image P with a size M × N which is not dividable by S, the processing block size of P b , we then only apply this process with respect to the region S M/S × S N/S and . is the rounding function towards to zero. Since the 2D logistic diffusion process is applied to every S × S image blocks in the plaintext image for each cipher iteration, any one pixel change in plaintext image then causes a change for S × S pixels in each round. Therefore, the least number of cipher rounds to have M × N changing pixels is
After sufficient number of cipher rounds (we set #round = 2#round min ), any slight change in a plaintext image leads to significant changes in ciphertext and thus attains the diffusion
properties. Fig. 8 shows the results of 2D logistic diffusion. It can be seen that after two-rounds of diffusion, the plaintext image P becomes completely unintelligible. 
2D Logistic Transposition
Unlike substitution stages used in conventional substitution-permutation network [2] , the 2D logistic transposition process changes pixels values with respect to the reference image I, which is dependent on the logistic sequence generated from the previous stage.
First, X and Y , which the matrix version of X seq and Y seq by arranging a sequence elements in a matrix, are added together to be Z via Eq. (16) . 
When function f (.) is applied to all 4×4 block within the 2D logistic map associated random- i.e. the ciphertext image of 2D logistic map C is defined as Eq. (22), where F is the number of allowed intensity scales of the plaintext image. For example, F = 256 for a 8-bit grayscale image.
Similarly, we can use Eq. (23) for decryption. Fig. 9 shows the intermediate results of the 2D logistic map. It is worthwhile to note that in order to exclude the 'permutation' effects, the plaintext image P is directly used in Fig. 7 .
Consequently, the randomness of C in Fig. 7 is purely from the 'transposition' processing. 
Simulation Results and Security Analysis
A good image encryption method should resist all kind of known attacks and its encryption quality should not be dependent on the plaintext and the encryption key. Ultimately, a good image encryption method should be able to encrypt any plaintext image into random-like ciphertext, if the encryption key is assumed to be used uniformly [26] . In this section, the proposed image encryption method of using the 2D logistic map is tested by various security analysis.
Our simulation is done in MATLAB R2010a, under the Windows 7 environment with 2.6
Core2 CPU and 3Gb memory. Meanwhile, the selected images from the USC-SIPI image database 1 are used for testing the performance of the proposed cipher with comparisons to recent algorithms and methods [13, 14, 16, 18, 20, 21, 22, 36, 37, 38] . The details of the used USC-SIPI 'Miscellaneous' data set is shown in Fig.10 . 
Key Space Analysis
As discussed in previous sections, it is clear that the encryption key of the proposed image encryption algorithm is composed of five parts, i.e. x 0 , y 0 , r, T and A, where the former four parts are denoted as a fraction part for double precision float number of 52-bit length adheres to the IEEE 754 standard; and the last part A stores six initial coefficients for generating round keys, each of which contains six bits. As a result, an encryption key used in the proposed method is of 52 × 4 + 8 × 6 = 256-bit length. Therefore, the cipher key space is comparable to or better than existing prevailing encryption algorithms and standards [3, 4] , and thus it has a strong resistance to brute-force attacks [2] .
Key Sensitivity Analysis
A secure cipher should be sensitive to the encryption key. Such sensitivity is commonly addressed with respect to two aspects:
• Encryption: how different are two ciphertext image C 1 and C 2 with respect to the same plaintext image using two encryption key K 1 and K 2 , which are different only in one bit.
• Decryption: how different are two decrypted image D 1 and D 2 with respect to the same ciphertext image using two encryption key K 1 and K 2 , which are different only in one bit . 
Histogram Analysis
The ciphertext image histogram analysis is one of the most straight-forward methods of illustrating the image encryption quality. Since a good image encryption method tends to encrypt a plaintext image to random-like, it is desired to see a uniformly-distributed histogram for a ciphertext image. Fig. 12 shows several ciphertext histograms from the encrypted images. It is worthwhile to note that these images covers the format from binary, 8-bit gray, index and RGB images. From these results, it is clear that although some plaintext images are of very tilted histograms, the ciphertext image histograms become very flat after encryption. In other words, the ciphertext images are random-like.
Adjacent Pixel Auto-Correlation Test
The high information redundancy is one nature of the digital image data and thus it is desired to break the high correlation between neighbor pixels. In statistics, the auto-correlation 
K 2 are different only for one bit; K 2 and K 3 are also different only for one bit; and
R a of a signal X describes the correlation between the signal X and its delayed version.
The autocorrelation function R a (.) is defined in Eq. (24), where the variable d is the time difference between the original signal and its delayed version, µ is the mean value defined by Eq. (25) and σ is the standard deviation defined by Eq. (26), the definition of mathematical expectation is given in Eq. (27) . Figure 12 : Histogram analysis on encrypted images
The closer to zero this correlation coefficient is, the weaker relationship between the original signal and its delayed version. In the adjacent pixel auto correlation (APAC) test, X t is then the pixel sequence of the test image and X t+d is a corresponding adjacent pixel sequence, when d = 1. Since image pixel sequence can be extracted with respect to the horizontal, vertical, and diagonal directions, the APAC test scores are also composed of three directional scores.
According to the spatial relation of a pixel and its adjacent pixel, the APAC test can be applied to all three directions, i.e. horizontal, vertical and diagonal. The Lenna image is Comparison results of the APAC test are shown in Table 2 .
The random-selected 1024 pairs of neighbor pixels are plotted in Fig. 13 for both the plaintext and ciphertext of the Lenna image, where in each figure the x axis denotes the intensity of one randomly selected pixel and the y axis denotes the intensity of its corresponding adjacent pixel. It is clear that after encryption the high correlation between adjacent pixels are completely broken in all three directions.
Information Entropy Tests
Although the histogram is very straight-forward to show how uniformly the ciphertext image pixels distribute, one common problem is to tell how good or bad the histogram distribution is. Information entropy is a kind of quantitative measurement of how random a signal source is. In other words, the information entropy can be used to measure the randomness of the image as Eq. (28) shows, where X denotes the test image, x i denotes the ith possible value in X, and Pr(x i ) is the probability of X = x i , i.e. the probability of pulling a random pixel in X and its value is x i . The maximum of H(X) is achieved when X is uniformly distributed as shown in Eq. (29), i.e. X has a complete flat histogram. Again, symbol F denotes the number of allowed intensity scales associated with the image format. These results of information entropy tests are shown in Table 3 . From the table, it is noticeable that the ciphertext images become random-like after encrypting by the proposed image encryption method. Both the means and variances of the conventional entropy scores and the block entropy scores indicate the effectiveness and robustness of the proposed algorithm. The only failure of the block entropy test happens when the significance level α = 0.05, which implies that the possibility of saying an random-like encrypted image not random-like is 5%. However, this failure is in the interval of tolerance because the actual failure rate is 1/28 = 3.6%, which is less than the test significance α = 5%. 
UACI and NPCR tests
The number of changing pixel rate (NPCR) and the unified averaged changed intensity (UACI) are two most common quantities used for evaluating the resistance of differential attacks for an image encryption method/algorithm/cipher.
Mathematically, the NPCR N (C 1 , C 2 )and the UACI U(C 1 , C 2 ) scores between two ciphertext images C 1 and C 2 , whose plaintext images are slightly different, can be defined as Eqs. (30) and (31), respectively. The difference function D(i, j) is defined in Eq. (32) and denotes whether two pixels located at the image grid (i, j) of C 1 and C 2 are equal. The symbols T and L denote the number of pixels in the ciphertext image and the largest allowed pixel intensity, respectively.
It is noticeable that NPCR concentrates on the absolute number of pixels which changes values in differential attacks, while the UACI focuses on the averaged difference between the paired ciphertext images.
Recently, the NPCR and UACI randomness tests are derived and thus these scores can be used for the qualitative test as well [28] . 
In addition, the critical UACI scores associated with the two-side hypothesis test under the α level of significance are shown in Eq. (34) where the mean and variance of the UACI score are shown in Eqs. (35) and (36) respectively. As a result, the UACI test is passed if the actual UACI score falls in the interval of (U * −
According to these theoretical values, the NPCR and UACI tests are applied to the ciphertext images using the proposed image encryption algorithm and the image dataset listed in Fig. 10 . These results are shown in Table 4 . In order to compare, reported NPCR and UACI scores from the recent image encryption methods/algorithms [17, 20, 21, 16, 37, 19, 38, 22] are also listed in the table in the order of the test image size.
From Table 4 , it is noticeable that the proposed method has very excellent NPCR and UACI scores. It outperforms other recent method for either higher NPCR and UACI quantitative or qualitative scores. These scores pass the NPCR and UACI tests and thus demonstrate the ciphertext image encrypted by using the proposed method is very random-like and cannot be discernible from ideally encrypted images.
Conclusion
In this paper, the two-dimensional logistic map [27] is used for image encryption for the first time. Unlike the conventional one-dimensional logistic map [29] , the two-dimensional logistic map has chaotic behaviors in an additional dimension includes a time asymmetric feedback [27] for two dimensions with both basins and attractors in evolution. Consequently, the pseudo number sequences generated from the two-dimensional logistic map for image encryption are more random-like and complicated.
The proposed image encryption method adopts a permutation-substitution network structure with good confusion and diffusion properties, where each cipher round includes the three encryption stages: 2D Logistic Permutatio, 2D Logistic Diffusion and 2D Logistic Transposition, each of which is an image cipher. In such a way, the proposed image encryption 
