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Resumo
A proposta do seguinte trabalho e´ estudar o teorema de Stone-Weierstrass em
espac¸os localmente compactos. Assumimos para tal, que os conceitos de espac¸os
me´tricos estudados em Ana´lise ja´ sa˜o de conhecimento do leitor. Para chegarmos
ao teorema proposto e´ necessa´rio comec¸ar o estudo de espac¸os topolo´gicos. Apo´s
definir va´rios conceitos dentro da Topologia, tais como, espac¸os de Hausdorff,
espac¸os compactos, compactificac¸a˜o de Alexandroff, teremos adquirido apren-
dizado suficiente para alcanc¸armos o objetivo principal, que e´ estudar a versa˜o
do Teorema de Stone-Weierstrass para espac¸os localmente compactos.
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Introduc¸a˜o
O objetivo deste trabalho e´ demonstrar o Teorema de Stone-Weierstrass para
espac¸os localmente compactos. Para tal fac¸anha, e´ necessa´rio mostrar outros
dois teoremas centrais de Ana´lise Matema´tica: (i) o Teorema de Aproximac¸a˜o
de Weierstrass, que foi provado pela primeira vez pelo matema´tico alema˜o Karl
Weierstrass em 1885 e que estabelece que toda func¸a˜o cont´ınua f : [a; b] → R
pode ser uniformemente aproximada por polinoˆmios; (ii) o Teorema de Stone-
Weierstrass, demonstrado pela primeira vez pelo matema´tico estadunidense Mar-
shall H. Stone em 1937, que reconheceu que o intervalo [a; b] da reta poderia ser
substitu´ıdo por espac¸os mais gerais substituindo tambe´m os polinoˆmios por func¸o˜es
adequadas. Mais precisamente, Stone provou que func¸o˜es cont´ınuas definidas em
espac¸os topolo´gicos compactos de Hausdorff podem ser uniformemente aproxi-
madas por func¸o˜es que pertenc¸am a uma suba´lgebra do espac¸o de todas as func¸o˜es
cont´ınuas que separam pontos e conte´m as func¸o˜es constantes.
Para chegar a estes teoremas, assumimos que os resultados sobre de Espac¸os
Me´tricos vistos em Ana´lise ja´ sa˜o de conhecimento do leitor. Entretanto, fizemos
um estudo sobre espac¸os topolo´gicos pois as noc¸o˜es de espac¸o localmente com-
pacto e espac¸o de Hausdorff definidas em espac¸os topolo´gicos, esta˜o presentes na
hipo´tese da versa˜o localmente compacta do teorema de Stone-Weierstrass. Sendo
assim, o presente trabalho esta´ organizado da seguinte forma. No Cap´ıtulo 1, defi-
nimos os conceitos mais ba´sicos em topologia, como espac¸os topolo´gicos, espac¸os
metriza´veis e espac¸os de Hausdorff. Neste mesmo cap´ıtulo, caracterizamos o inte-
rior, a fronteira e a vizinhanc¸a de um subconjunto de um espac¸o topolo´gico, e por
fim, definimos conjuntos fechados, o fecho e o que e´ um ponto de acumulac¸a˜o.
O objetivo do Cap´ıtulo 2 e´ apresentar o conceito limites de sequeˆncias, limites
de func¸o˜es e limites de sequeˆncias de func¸o˜es. Ja´ no terceiro Cap´ıtulo, estudamos
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continuidade de func¸o˜es e o importante conceito de homeomorfismo. No Cap´ıtulo
4, caracterizamos os conjuntos compactos e localmente compactos, seguidos de
algumas propriedades importantes.
O Cap´ıtulo 5 e´ de suma importaˆncia para o presente trabalho. Introduzimos
a compactificac¸a˜o de Alexandroff que consegue “compactificar” um conjunto que
e´ localmente compacto. Neste mesmo cap´ıtulo, fizemos algumas definic¸o˜es que
foram u´teis nas proposic¸o˜es e resultados seguintes. Finalizamos o cap´ıtulo com
uma proposic¸a˜o que ajudou a introduzir o espac¸o me´trico C0(X) com X localmente
compacto Hausdorff.
O sexto, u´ltimo e mais importante cap´ıtulo e´ destinado a`s demonstrac¸o˜es dos
teoremas de Aproximac¸a˜o de Weierstrass, Stone-Weierstrass e Stone-Weierstrass
para espac¸os localmente compactos.
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Cap´ıtulo 1
Espac¸os Topolo´gicos
No estudo de func¸o˜es cont´ınuas em espac¸os me´tricos, podemos encontrar, em
quase todos os livros de Ana´lise, a seguinte proposic¸a˜o:
Proposic¸a˜o 1. Sejam M , N espac¸os me´tricos. Para que a aplicac¸a˜o f : M → N
seja cont´ınua, e´ necessa´rio e suficiente que a imagem inversa f−1(A) de todo
subconjunto aberto A′ ⊂ N seja um subconjunto aberto de M .
Demonstrac¸a˜o. Esta demonstrac¸a˜o pode ser encontrada em [2] [LIMA, E.L. Ele-
mentos de Topologia Geral - p. 60/61]. 
De acordo com esta proposic¸a˜o, o fato de uma aplicac¸a˜o f : M → N ser
cont´ınua na˜o depende dos nu´meros que exprimem as distaˆncias entre pontos desses
espac¸os, mas somente das colec¸o˜es de conjuntos abertos de M e N . Isto motiva
a considerac¸a˜o do conceito mais geral de espac¸o topolo´gico, onde os conjuntos
abertos na˜o sa˜o necessariamente definidos a partir de uma distaˆncia. Com isso,
comec¸amos a estudar alguns “subconjuntos abertos”de um conjunto, definidos de
uma maneira diferente, que podem coincidir com os abertos do espac¸o me´trico (ou
na˜o).
Definic¸a˜o 1. Uma topologia num conjunto X e´ uma colec¸a˜o τ de subconjun-
tos de X, chamados subconjuntos abertos (segundo a topologia τ) satisfazendo as
seguintes condic¸o˜es:
1. X e o subconjunto ∅ sa˜o abertos, ou seja, pertencem a` τ ;
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2. A reunia˜o de uma famı´lia qualquer de subconjuntos abertos e´ um aberto;
3. A intersec¸a˜o de uma famı´lia finita de subconjuntos abertos e´ um subconjunto
aberto.
Observac¸a˜o. E´ equivalente, em vez de 3), afirmar que a intersec¸a˜o de dois abertos
e´ um aberto.
Um espac¸o topolo´gico e´ um par (X, τ) onde X e´ um conjunto e τ e´ uma
topologia X. Frequentemente se diz apenas “o espac¸o topolo´gico X”, mencionando
τ somente quando for necessa´rio para evitar ambiguidades.
Exemplos.
1. Seja X um conjunto qualquer. Definimos a topologia τ0 em X tomando
todos os subconjuntos de X como abertos. τ0 = P (X) e´ chamada topologia
discreta. (X, τ0) e´ um espac¸o topolo´gico.
Note que as condic¸o˜es sa˜o trivialmente cumpridas: X e ∅ pertencem a`
P (X) = τ0. Se Ai ⊂ P (X) para todo i = 1, 2, . . . , n, tem-se que
n⋂
i=1
Ai ∈
P (X). Ainda, se Ai ∈ P (X) para todo i ∈ I, tem-se que
⋃
i∈I
Ai ∈ P (X).
2. Considere a topologia τ1 em X, na qual os u´nicos abertos sa˜o X e o conjunto
vazio ∅. τ1 e´ chamada topologia cao´tica e (X, τ1) e´ um espac¸o topolo´gico.
3. Se M e´ um espac¸o me´trico enta˜o τ = {A ⊂ M ;A e´ aberto (segundo o
conceito de conjunto aberto em espac¸os me´tricos)} e´ uma topologia.
4. Note que se tomarmos τ = X, onde X e´ um conjunto, (X,X) na˜o e´ espac¸o
topolo´gico, pois ∅ 6∈ τ . Pore´m, se tomarmos τ = X ∪ ∅, temos que (X, τ) e´
espac¸o topolo´gico (no caso, a topologia cao´tica).
5. Tome X = {1, 2, 3} e τ = P (X)\{2}. (X, τ) na˜o e´ espac¸o topolo´gico pois,
{1, 2} ∩ {2, 3} = {2} 6∈ τ .
Definic¸a˜o 2 (Espac¸os Metriza´veis). Um espac¸o topolo´gico X diz-se metriza´vel
quando e´ poss´ıvel definir uma me´trica d em X tal que os abertos definidos por d
coincidem com os abertos da topologia X.
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Exemplos.
1. A topologia discreta e´ metriza´vel: basta considerar a me´trica na qual
d(x, y) = 1 para x 6= y quaisquer.
2. A topologia cao´tica na˜o e´ metriza´vel. De fato, se X contiver pelo menos
dois elementos, (X, τ1) na˜o sera´ metriza´vel. Segundo a proposic¸a˜o: Dados
dois pontos distintos a e b num espac¸o me´trico M , existem em M duas bolas
abertas disjuntas com centros em a e b respectivamente, se tomarmos uma
me´trica d qualquer e  = d(a,b)
2
> 0, (a, b ∈ X, a 6= b), as bolas B(a, ) e
B(b, ) sa˜o abertos em (X, d). Pore´m, por outro lado, B(a, ) e B(b, ) na˜o
pertencem a` τ1. Logo na˜o sa˜o abertos segundo esta topologia. Portanto, τ1
na˜o e´ metriza´vel.
3. No plano R2, definamos uma topologia τ declarando abertos todos os conjun-
tos que se podem exprimir como reunia˜o de regio˜es limitadas por quadrados
de lados paralelos aos eixos (exclu´ıdos os lados de cada regia˜o). (R2, τ) e´
espac¸o metriza´vel.
Seus abertos prove´m da me´trica |x − y| = ma´x{|x1 − y1|, |x2 − y2|}, e um
subconjunto A ⊂M (M espac¸o me´trico) e´ aberto em M se, e somente se, A
e´ uma reunia˜o de bolas abertas em M .
Observac¸a˜o. Todo espac¸o metriza´vel e´ topolo´gico, pela definic¸a˜o. Mas nem todo
espac¸o topolo´gico e´ metriza´vel. Um contra-exemplo e´ o pro´prio τ1 (topologia
cao´tica).
Definic¸a˜o 3 (espac¸os de Hausdorff). Um espac¸o topolo´gico X e´ dito um espac¸o
de Hausdorff se para todo x, y ∈ X, com x 6= y, existem abertos U, V ⊂ X com
x ∈ U , y ∈ V e U ∩ V = ∅.
Observac¸a˜o. Um Espac¸o de Hausdorff tambe´m sa˜o chamados de Espac¸o Separado
ou Espac¸o T2.
Note que todo espac¸o topolo´gico cuja topologia prove´m de uma me´trica e´ Haus-
dorff, conforme a seguinte proposic¸a˜o:
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Proposic¸a˜o 2. Todo espac¸o metriza´vel e´ Hausdorff.
Demonstrac¸a˜o. Se x 6= y, tome U = B(x, r) e V = B(y, r) com r = d(x,y)
2
. Enta˜o,
x ∈ U , y ∈ V e U ∩ V = ∅. 
Exemplos.
1. A topologia discreta (τ e´ conjunto das partes de X) e´ metriza´vel, logo e´
Hausdorff.
2. A topologia cao´tica na˜o e´ Hausdorff pois se X conte´m pelo menos dois pontos
na˜o e´ poss´ıvel separa´-los por abertos disjuntos (os u´nicos abertos sa˜o o vazio
e o conjunto todo).
3. Se M e´ espac¸o me´trico e τ = {A ⊂ M ;A e´ aberto em M}, enta˜o M e´
Hausdorff.
4. (Topologia Co-finita)
Seja X um conjunto infinito. Considere a topologia τ = {A ⊆ X;X\A e´
finito} ∪ ∅.
Verificac¸a˜o que e´ topologia:
(i) ∅, X ∈ τ .
(ii) Dados A1, A2 ∈ τ , podemos ter:
Caso 1: Se A1 = ∅ ou A2 = ∅, temos que A1 ∩ A2 = ∅ ∈ τ .
Caso 2: Se X\A1 e X\A2 sa˜o finitos, temos que X\(A1 ∩ A2) =
(X\A1) ∪ (X\A2) ∈ τ .
Logo A1 ∩ A2 ∈ τ .
(iii) Dada uma famı´lia {Ai}i∈I , Ai ∈ τ , podemos ter:
Caso 1: Se Ai = ∅ para todo i, segue que
⋃
i∈I
Ai = ∅ ∈ τ .
Caso 2: Se ao menos um Ai0 6= ∅ donde X\Ai0 e´ finito, temos que
X\(
⋃
i∈I
Ai) ⊂ X\(Ai0). Enta˜o X\
⋃
i∈I
Ai e´ finito.
Logo, de fato τ e´ topologia.
Mas note que na topologia co-finita na˜o existem abertos (na˜o-vazios) disjun-
tos. Portanto na˜o e´ Hausdorff.
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1.1 Interior, Fronteira e Vizinhanc¸a
Agora enunciaremos alguns conceitos e caracterizac¸o˜es de subconjuntos de
espac¸os topolo´gicos.
Definic¸a˜o 4. Seja S um conjunto de um espac¸o topolo´gico X. Um ponto x ∈ S
chama-se um ponto interior de S quando existe um aberto A de X tal que x ∈
A ⊂ S.
O interior de S e´ o conjunto Int(S) formado pelos pontos interiores de S.
Proposic¸a˜o 3. O interior de um conjunto S, num espac¸o topolo´gico X, e´ a re-
unia˜o de todos os subconjuntos abertos de X que esta˜o contidos em S. Em parti-
cular, Int(S) e´ aberto em X.
Demonstrac¸a˜o. Seja A =
⋃
λ∈I
Aλ a reunia˜o de todos os abertos Aλ ⊂ S. Enta˜o, A
e´ aberto em X e A ⊂ S, logo, x ∈ A implica x ∈ Int(S). Assim, A ⊂ Int(S).
Reciprocamente, se x ∈ Int(S) existe um aberto A′ em X tal que x ∈ A′ ⊂ S.
Logo, A′ = Aλ para algum λ e portanto A′ ⊂ A. Isto mostra que x ∈ A, donde
Int(S) ⊂ A.

A proposic¸a˜o acima significa que Int(S) e´ o maior subconjunto aberto de X
contido em S.
Num espac¸o me´trico M , um ponto x pertence ao interior de um subconjunto
S se, e somente se, existe uma bola aberta B(x; r), de centro em x, inteiramente
contida em S.
Corola´rio. Um subconjunto S e´ aberto se, e somente se, S = Int(S).
Exemplos.
1. Seja X um espac¸o me´trico. Considerando os abertos da topologia como sendo
os abertos formados pela unia˜o de bolas abertas em X, temos, pela Ana´lise,
que um ponto x e´ dito isolado em X quando existe uma bola aberta de centro
em x (e raio r > 0) que consiste unicamente no ponto x: B(x; r) = {x}. Um
espac¸o me´trico chama-se discreto quando todos os seus pontos sa˜o isolados).
12
Enta˜o, um (conjunto reduzido a um) ponto x ∈ X tem interior na˜o-vazio
se, e somente se, x e´ um ponto isolado. Todo subconjunto finito do espac¸o
euclidiado Rn tem interior vazio. O conjunto dos nu´meros racionais da reta
(e tambe´m o conjunto dos nu´meros irracionais) tem interior vazio.
2. No espac¸o euclidiano Rn, o interior de uma bola fechada B[a; r] e´ a bola
aberta B(a; r) de mesmo centro e mesmo raio. Num espac¸o me´trico ar-
bitra´rio, pode-se afirmar apenas que B(a; r) ⊂ Int(B[a; r]).
3. No espac¸o M = {(x, y) ∈ R2; y ≤ 1}, o ponto p = (0, 1) e´ interior ao
quadrado {(x, y) ∈M ; |x| ≤ 1, |y| ≤ 1} mas na˜o e´ interior ao disco {(x, y) ∈
M ;x2 + y2 ≤ 1}.
4. Seja X espac¸o me´trico. Se f : X −→ R e´ cont´ınua (no espac¸o me´trico) e
f(x0) > 0 enta˜o x0 e´ um ponto interior ao conjunto {x ∈ X; f(x) ≥ 0}.
Definic¸a˜o 5. Num espac¸o topolo´gico X, diz-se que um conjunto V e´ uma vizi-
nhanc¸a de um ponto x ∈ X quando x ∈ Int(V ). Isto quer dizer, naturalmente,
que V conte´m um aberto que conte´m x.
A seguinte proposic¸a˜o decorre imediatamente das definic¸o˜es.
Proposic¸a˜o 4. Um conjunto A e´ aberto num espac¸o topolo´gico X se, e somente
se, e´ uma vizinhanc¸a de cada um de seus pontos.
Definic¸a˜o 6. A fronteira de um subconjunto S de um espac¸o topolo´gico X e´ o
conjunto fr(S) formado por todos os pontos x ∈ X tais que toda vizinhanc¸a de x
conte´m pontos de S e do seu complementar X − S. Em outras palavras, para que
x ∈ fr(S) e´ necessa´rio e suficiente que x na˜o pertenc¸a nem ao interior de S nem
ao interior de X − S.
Observac¸a˜o. Note que Int(S) = ∅ ⇐⇒ S ⊂ fr(S). Tambe´m, temos que todo
ponto de S que na˜o pertence a Int(S) pertence a fr(S). Ainda, um conjunto S e´
aberto se, e somente se, S ∩ fr(S) = ∅.
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Exemplos.
1. No espac¸o Rn, a fronteira de uma bola (aberta ou fechada) de centro a e raio
r e´ a esfera S(a; r).
2. A fronteira do conjunto Q dos nu´meros racionais e´ toda reta R.
3. Em geral, alguns pontos da fronteira de S pertencem a S, outros na˜o; por
exemplo, se S = {(x, y) ∈ R2;x2 + y2 ≤ 1, y > 0} a fronteira de S no plano
consiste no semic´ırculo x2 + y2 = 1, y > 0 e mais o segmento −1 ≤ x ≤ 1,
y = 0. O semic´ırculo esta´ contido em S, o segmento na˜o.
Assim como a noc¸a˜o de conjunto aberto, os conceitos de interior e de fronteira
de um conjunto sa˜o relativos, isto e´, se S ⊂ X e o espac¸o X e´ um subespac¸o de
um espac¸o topolo´gico maior Y o interior de S em X e a fronteira de S em X na˜o
coincidem com o interior e a fronteira de S em Y . Por exemplo, seja S = [a, b]
um intervalo fechado da reta R. O interior de [a, b] na reta e´ o intervalo aberto
(a, b) e a sua fronteira e´ o conjunto {a, b} formado pelos dois pontos extremos.
Considerando, entretanto, R como o eixo das abcissas no plano R2, o interior de
[a, b] em R2 e´ vazio e sua fronteira e´ (portanto) o pro´prio intervalo [a, b].
1.2 Conjuntos Fechados, Fecho e Pontos de Acu-
mulac¸a˜o
Nesta sec¸a˜o, faremos mais algumas caracterizac¸o˜es importantes de subconjun-
tos em espac¸os topolo´gicos.
Definic¸a˜o 7. Um subconjunto F de um espac¸o topolo´gico X diz-se fechado quando
o seu complementar X − F e´ aberto.
A fim de que F seja um conjunto fechado de X, e´ necessa´rio e suficiente que,
para cada ponto x ∈ X − F exista um aberto Ux, com x ∈ Ux ⊂ X − F , isto e´,
x ∈ Ux e Ux ∩ F = ∅.
Com efeito, esta propriedade significa que X − F = ∪Ux, em que para cada
x ∈ X − F , temos que Ux 3 x e´ um aberto. Com isso, X − F e´ uma reunia˜o
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de abertos, logo, X − F e´ um conjunto aberto. (Item 2 da definic¸a˜o de conjunto
aberto.)
Proposic¸a˜o 5. Os subconjuntos fechados de um espac¸o topolo´gico X gozam das
seguintes propriedades:
1. o conjunto vazio e o espac¸o inteiro X sa˜o fechados;
2. a intersec¸a˜o F = ∩Fλ de uma famı´lia qualquer (Fλ)λ∈L (finita ou infinita)
de subconjuntos fechados Fλ ⊂ X e´ um conjunto fechado de X;
3. a reunia˜o F = F1 ∪ . . . ∪ Fn de um nu´mero finito de subconjuntos fechados
F1, . . ., Fn ⊂ X e´ um subconjunto fechado de X.
Demonstrac¸a˜o.
1. X e ∅ sa˜o complementares dos conjuntos abertos ∅ e X, respectivamente,
logo sa˜o fechados.
2. Seja Aλ = X−Fλ. Cada Aλ e´ aberto em X, logo A = ∪Aλ e´ tambe´m aberto.
Como F = ∩Fλ = ∩(X − Aλ) = X − A, segue-se que F e´ fechado.
3. Novamente, os conjuntos A1 = X −F1, . . ., An = X −Fn sa˜o abertos. Logo,
A1 ∩ . . . ∩ An e´ aberto e F1 ∪ . . . ∪ Fn = (X − A1) ∪ . . . ∪ (X − An) =
X − (A1 ∩ . . . ∩ An) e´ fechado.

Exemplos.
1. Os intervalos fechados (−∞, a] = R − (a,+∞), [b,+∞) = R − (−∞, b) e
[a, b] = R− [(−∞, a)∪ (b,+∞)] sa˜o subconjuntos fechados da reta, pois sa˜o
complementares de conjuntos abertos.
2. Num espac¸o de Hausdorff X, todo ponto x e´ um subconjunto fechado de
X. Com efeito, para cada y ∈ X − {x}, existem abertos, Ay, By tais que
x ∈ Ay, y ∈ By e Ay ∩By = ∅. Em particular, y ∈ By ⊂ X −{x} e portanto
{x} e´ fechado em X. Segue-se que todo subconjunto finito {x1, . . . , xn} ⊂ X
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e´ fechado. A rec´ıproca e´ falsa: o espac¸o definido pela topologia co-finita
num conjunto infinito, como ja´ vimos, na˜o e´ Hausdorff, mas seus pontos sa˜o
subconjuntos fechados.
3. Na linguagem corrente, as palavras aberto e fechado exprimem ideias mu-
tuamente contradito´rias. Mas, num espac¸o topolo´gico X, um subconjunto
pode ser simultaneamente aberto e fechado como, por exemplo, o espac¸o in-
teiro X e o conjunto vazio. Tambe´m, no caso extremo de um espac¸o discreto
X (ou seja, com a topologia discreta), todo subconjunto de X e´ aberto e
fechado. Um exemplo menos trivial e´ o seguinte. Seja M = R− {0} o con-
junto dos reais diferentes de zero, com a me´trica induzida da reta. Enta˜o,
M = (−∞, 0) ∪ (0,+∞). Cada um destes dois intervalos e´ evidentemente
aberto em M . Por outro lado, cada um deles tambe´m e´ fechado, por que
tem o outro (um conjunto aberto) como complementar em M .
Definic¸a˜o 8. Seja S um subconjunto de um espac¸o topolo´gico X. Um ponto
x ∈ X diz-se aderente a S quando toda vizinhanc¸a de x em X conte´m pelo menos
um ponto de S. O conjunto dos pontos de X que sa˜o aderentes a S chama-se o
fecho de S e indica-se com a notac¸a˜o S. Assim, x ∈ S se, e somente se, para todo
aberto A do espac¸o X, x ∈ A implica A ∩ S 6= ∅.
Proposic¸a˜o 6. O fecho de um subconjunto S num espac¸o topolo´gico X e´ a in-
tersec¸a˜o de todos os subconjuntos fechados de X que conteˆm S.
Demonstrac¸a˜o. Seja (Fλ)λ∈L a famı´lia de todos os fechados de X que conteˆm S.
Enta˜o, Aλ = X−Fλ, λ ∈ L, sa˜o todos abertos de X contidos em X−S. A definic¸a˜o
de um ponto aderente significa que x ∈ S se, e somente se, x /∈ Int(X − S). Ora,
Int(X − S) =
⋃
λ∈L
Aλ. Logo,
S = X − Int(X − S) = X − ( ⋃
λ∈L
Aλ
)
=
⋂
λ∈L
(X − Aλ) =
⋂
λ∈L
Fλ
como dev´ıamos demonstrar. 
Corola´rio (1). F ⊂ X e´ fechado se, e somente se, F = F .
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Demonstrac¸a˜o. Com efeito, o fecho de qualquer conjunto e´ um subconjunto
fechado por ser uma intersec¸a˜o de fechados. Logo, se F = F , F e´ fechado. Re-
ciprocamente, se F e´ fechado, enta˜o F pertence a` famı´lia dos fechados de X que
conte´m F e, por conseguinte, a intersec¸a˜o dessa famı´lia e´ F , isto e´, F = F . 
Corola´rio (2). O fecho de um conjunto S num espac¸o topolo´gico X e´ o menor
subconjunto fechado de X que conte´m S. Mais precisamente:
1 S e´ fechado em X;
2 S ⊃ S;
3 se F e´ um subconjunto fechado de X que conte´m S, enta˜o F ⊃ S.
Demonstrac¸a˜o. Basta demonstrar a terceira afirmac¸a˜o. Ora, se F e´ fechado e
F ⊃ S, enta˜o F e´ um dos Fλ e, portanto, F conte´m a intersec¸a˜o dos Fλ, isto e´,
F ⊃ S. 
Exemplos.
1. Num espac¸o discreto, S = S para todo subconjunto S, pois todo subconjunto
e´ fechado. Na reta, se Q e´ o conjunto dos nu´meros racionais, temos que
Q = R pois em todo intervalo da reta (isto e´, em qualquer vizinhanc¸a de
um nu´mero real) existem racionais. Ainda em R, o fecho de um intervalo
aberto (a, b) e´ o intervalo [a, b]. Mais geralmente, no espac¸o Rn (bem como
em qualquer espac¸o vetorial normado), o fecho de uma bola aberta B(a; r)
e´ a bola fechada B[a; r], de mesmo centro e mesmo raio.
2. Num espac¸o me´trico qualquer M , na˜o e´ sempre verdade que o fecho de uma
bola aberta B(a; r) seja a bola fechada B[a; r]. Tem-se sempre B[a; r] ⊃
B(a; r). Mas no espac¸o discreto em que d(x, y) = 1 para x 6= y, toda bola
aberta de raio 1 reduz-se ao seu ponto central e e´, portanto igual a seu fecho,
mas qualquer bola fechada de raio 1 e´ o espac¸o todo.
3. Seja f : R −→ R a func¸a˜o cont´ınua tal que f(x) = 0 se x ≤ 0, f(x) = 1
se x ≥ 1 e f(x) = x se 0 < x < 1. Enta˜o o conjunto dos pontos x tais
que f(x) < 1 e´ o intervalo aberto (−∞, 1) e os pontos x nos quais f(x) ≤ 1
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constituem toda a reta R. Evidentemente, R na˜o e´ o fecho do intervalo
(0, 1). Isto mostra que, dada uma func¸a˜o cont´ınua f : X −→ R, nem sempre
{x ∈ X; f(x) ≤ a} e´ o fecho de {x ∈ X; f(x) < a}.
4. O significado informal da afirmac¸a˜o x ∈ S e´ que x pode ser arbitrariamente
aproximado (no sentido da topologia considerada no caso) por elementos
de S. Por exemplo, seja X = B(M ;N), espac¸o das aplicac¸o˜es limitadas
do espac¸o me´trico M no espac¸o me´trico N . Considere a topologia cujos
abertos (referente a topologia) sa˜o os abertos do espac¸o me´trico B(M ;N)
equipado com me´trica d(f, g) = ‖f − g‖∞ com a norma do supremo ‖.‖∞,
em que ‖f‖∞ = sup{|f(x)| : x ∈ M}. Dado um conjunto de aplicac¸o˜es
S ⊂ B(M ;N), dizemos que uma aplicac¸a˜o limitada f : M −→ N pertence
ao fecho de S significa afirmar que, seja qual for  > 0 dado, e´ poss´ıvel
encontrar g ∈ S tal que d(f(x), g(x)) <  para todo x ∈M .
5. Num espac¸o topolo´gico X, seja x um ponto aderente a um subconjunto
S ⊂ X. Enta˜o todo aberto A de X que conte´m x, conte´m tambe´m algum
ponto de S. Ha´ dois casos distintos a considerar: ou existe um aberto A,
contendo x e formado exclusivamente por pontos de S, ou enta˜o todo aberto
que conte´m x conte´m ao mesmo tempo pontos de S e pontos de X − S. O
primeiro caso ocorre quando x ∈ Int(S) e o segundo, quando x ∈ fr(S).
Por conseguinte S = Int(S) ∪ fr(S), reunia˜o disjunta. Da´ı resulta tambe´m
que S = S ∪ fr(S), reunia˜o na˜o disjunta, a menos que S seja aberto. Desta
u´ltima igualdade segue-se que S e´ fechado se, e somente se, S ⊃ fr(S).
Definic¸a˜o 9. Seja S um subconjunto de um espac¸o topolo´gico X. Um ponto x ∈ X
chama-se ponto de acumulac¸a˜o de S quando toda vizinhanc¸a V de x em X conte´m
algum ponto s ∈ S, distinto do ponto x. O conjunto dos pontos de acumulac¸a˜o de
S chama-se derivado de S e indica-se com a notac¸a˜o S ′.
Exemplo. Seja S o intervalo (0, 1) da reta, enta˜o S ′ e´ o intervalo fechado [0, 1].
Neste caso, S ′ coincide com S. Se P = {1, 1
2
, 1
3
, . . .} ⊂ R enta˜o P ′ consiste somente
no ponto 0. Seja Z ⊂ R o conjunto dos nu´meros inteiros. Tem-se Z′ = ∅, isto e´, Z
na˜o possui pontos de acumulac¸a˜o. Dado o conjunto Q ⊂ R dos nu´meros racionais,
Q′ = R.
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Proposic¸a˜o 7. Seja X um espac¸o topolo´gico. Para todo subconjunto S ⊂ X,
tem-se S = S ∪ S ′.
Demonstrac¸a˜o. Isto e´ praticamente uma tautologia. Os pontos de S sa˜o os pontos
de S mais os pontos x /∈ S tais que toda vizinhanc¸a de x conte´m algum s ∈ S
(necessariamente distinto de x pois x /∈ S). Estes pontos pertencem a S ′. Logo,
S ⊂ S ∪ S ′. Por outro lado, e´ claro que S ⊂ S e S ′ ⊂ S, donde S ∪ S ′ ⊂ S. 
Corola´rio (1). Um conjunto F ⊂ X e´ fechado se, e somente se, conte´m todos os
seus pontos de acumulac¸a˜o.
Demonstrac¸a˜o. Com efeito, F e´ fechado se, e somente se, F = F = F ∪ F ′. Mas
A = A∪B e´ equivalente a A ⊃ B. Logo, F e´ fechado se, e somente se, F ⊃ F ′. 
Corola´rio (2). Se S ⊂ X na˜o possui pontos de acumulac¸a˜o, enta˜o todo subcon-
junto de S e´ fechado em X.
Demonstrac¸a˜o. Com efeito, e´ claro que T ⊂ S implica T ′ ⊂ S ′. Logo, T ′ = ∅ e
portanto T ′ ⊂ T , isto e´, T e´ fechado, qualquer que seja T ⊂ S. 
Proposic¸a˜o 8. Seja X um espac¸o de Hausdorff. Para que um ponto x ∈ X seja
ponto de acumulac¸a˜o de um subconjunto S ⊂ X e´ necessa´rio e suficiente que toda
vizinhanc¸a de x contenha uma infinidade de pontos de S.
Demonstrac¸a˜o. A condic¸a˜o e´ evidentemente suficiente em qualquer espac¸o. Para
demonstrar a necessidade, seja x ∈ S ′, e consideremos uma vizinhanc¸a V de x.
Mostraremos, por induc¸a˜o, que existe um conjunto enumera´vel {s1, s2, . . . , sn, . . .}
de pontos de S na vizinhanc¸a de V .
Como x e´ ponto de acumulac¸a˜o de S, existe s1 ∈ S ∩ V , s1 6= x. Suponhamos
obtidos n pontos distintos s1, s2, . . . , sn pertencentes a S ∩ V e diferentes de x.
Como X e´ um espac¸o de Hausdorff, o conjunto {s1, s2, . . . , sn} e´ fechado (e na˜o
conte´m x). Logo, existe uma vizinhanc¸a U de x em X, a qual na˜o conte´m nenhum
dos pontos s1, s2, . . . , sn. O conjunto U ∩ V e´ uma vizinhanc¸a de x e portanto
conte´m um ponto sn+1 ∈ S, distinto de x. Segue-se que sn+1 e´ diferente dos
demais si e pertence a S ∩ V , o que completa a construc¸a˜o indutiva do conjunto
infinito {s1, s2, . . . , sn, . . .} e demonstra a proposic¸a˜o. 
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Corola´rio. Num espac¸o de Hausdorff, todo conjunto finito tem derivado vazio.
Observac¸a˜o. Na˜o foi usada, na demonstrac¸a˜o acima, toda a hipo´tese de que X e´
um espac¸o de Hausdorff. Bastaria supor que X fosse um “espac¸o T1”, isto e´, um
espac¸o no qual todo ponto e´ um subconjunto fechado. Esta hipo´tese e´ necessa´ria
para a validade da Proposic¸a˜o anterior (e deste corola´rio) pois se existir um ponto
x ∈ X que na˜o e´ subconjunto fechado, existira´ tambe´m um ponto de acumulac¸a˜o
do conjunto {x}, que tem um so´ elemento.
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Cap´ıtulo 2
Limites
No presente cap´ıtulo, estudaremos o conceito de limite. Os limites de
sequeˆncias constituem um instrumento de grande utilidade para o estudo dos
fenoˆmenos topolo´gicos nos espac¸os me´tricos. Ale´m disso, faremos o estudo de
sequeˆncias de func¸o˜es e de limites da forma lim
x→a
f(x).
2.1 Sequeˆncias
As sequeˆncias desempenham um papel fundamental em Ana´lise, pois muitos
dos conceitos topolo´gicos definidos num espac¸o me´trico, podem ser exprimidas
atrave´s do limite de sequeˆncias. Em espac¸os topolo´gicos existe a generalizac¸a˜o de
sequeˆncias atrave´s de filtros e “nets”. Para esta sec¸a˜o, nos limitaremos ao conceito
de sequeˆncias, para estudos mais aprofundados pode-se consultar em [4], pa´ginas
73 a` 82.
Definic¸a˜o 10. Seja X um espac¸o topolo´gico e (xn)n∈N ⊂ X uma sequeˆncia em
X. Dizemos que a ∈ X e´ o limite da sequeˆncia (xn)n∈N (equivalentemente dizemos
que (xn)n∈N converge para a ∈ X e escrevemos xn → a) se para toda vizinhanc¸a
(ou aberto que contenha a) U de a existe n0 ∈ N tal que xn ∈ U , ∀n ≥ n0.
Exemplos.
1. Considere X com a topologia cao´tica. Enta˜o toda (xn)n∈N ⊂ X converge
∀a ∈ X, pois o u´nico aberto em X que conte´m a e´ o pro´prio X, e e´ claro
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que xn ∈ X, ∀n ≥ n0.
2. Se considerarmos X com a topologia discreta, temos que (xn)n∈N ⊂ X con-
verge para a ∈ X se, e somente se, ∃n0 ∈ N tal que xn = a, para todo
n ≥ n0. Basta tomar U = {a} que e´ aberto, segundo esta topologia.
Proposic¸a˜o 9. Num espac¸o topolo´gico X Hausdorff, as sequeˆncias convergentes
admitem um u´nico limite.
Demonstrac¸a˜o. Suponha que (xn)n∈N ⊂ X converge para a ∈ X e para b ∈ X, com
a 6= b. Como X e´ Hausdorff, existem abertos U e V disjuntos com a ∈ U e b ∈ V .
Assim, ∃n0 ∈ N tal que n > n0 ⇒ xn ∈ U , e ∃n1 ∈ N tal que n > n1 ⇒ xn ∈ V .
Tome n∗ ≥ n0 e n∗ ≥ n1. Enta˜o xn∗ ∈ U ∩ V , absurdo. 
2.2 Limite de uma Func¸a˜o
A utilidade da noc¸a˜o de limite reside no fato de que e´ poss´ıvel definir
limx→a f(x) sem que a pertenc¸a necessariamente ao domı´nio de f . Apresentaremos
essa definic¸a˜o em toda sua generalidade.
Definic¸a˜o 11. Sejam A um subconjunto do espac¸o topolo´gico X, f : A −→ Y uma
aplicac¸a˜o definida tomando valores num espac¸o topolo´gico Y e a ∈ A um ponto de
X, aderente ao conjunto A. Diremos que o ponto b ∈ Y e´ o limite de f(x) quando
x tende para a se, para qualquer vizinhanc¸a V de b em Y , existir uma vizinhanc¸a
U de a em X tal que x ∈ U ∩A implica f(x) ∈ V . Escreve-se enta˜o b = lim
x→a
f(x).
Quando o espac¸o Y e´ Hausdorff, verifica-se como na Proposic¸a˜o anterior que
o limite, se existir, e´ u´nico. Para espac¸os me´tricos, a definic¸a˜o de limite pode ser
equivalentemente formulada com ’s e δ’s: E´ tradicional, em Ana´lise, dada uma
func¸a˜o f : S → R, com a ∈ S ⊂ R, usar o s´ımbolo lim
x→a
f(x) para significar o
que chamar´ıamos de lim
x→a
g(x), onde g e´ a restric¸a˜o de f ao subconjunto S − {a}.
Justifica-se, enta˜o, este abuso de notac¸a˜o explicando-se que, ao calcular lim
x→a
f(x),
“na˜o e´ permitido a` varia´vel x assumir o valor a”.
Um exemplo cla´ssico e´ o da func¸a˜o f(x) =
sinx
x
, definida em A = R − {0}.
Tem-se 0 ∈ A e demonstra-se em Ca´lculo que lim
x→0
f(x) = 1.
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2.3 Sequeˆncia de Func¸o˜es
Nesta sec¸a˜o, faremos a definic¸a˜o de convergeˆncia de sequeˆncias de func¸o˜es. Tal
definic¸a˜o sera´ u´til nos pro´ximos cap´ıtulos.
Definic¸a˜o 12. Seja X um conjunto qualquer e M um espac¸o me´trico.
a) Diz-se que uma sequeˆncia de aplicac¸o˜es fn : X → M converge simplesmente
para uma aplicac¸a˜o f : X → M quando para cada x ∈ X, a sequeˆncia
(f1(x), f2(x), . . . , fn(x), . . .), de pontos fn(x) ∈ M , converge para o ponto
f(x) ∈M .
Assim fn → f simplesmente se, e somente se, para cada x ∈ X e cada  > 0
existe um nu´mero inteiro positivo n0 = n0(x, ) (que depende na˜o somente do
 dado, mas tambe´m do ponto x considerado) tal que n ≥ n0(x, ) implica
d(fn(x), f(x)) < .
b) Diz-se que fn → f uniformemente quando, dado  > 0, for poss´ıvel obter
n0 = n0() (dependendo apenas do ) tal que n > n0 implica d(fn(x), f(x)) < ,
seja qual for x ∈ X.
E´ evidente que se fn → f uniformemente, enta˜o, fn → f simplesmente. Mas
a rec´ıproca e´ falsa, como mostra o exemplo que se segue.
Exemplo. Seja X = [0, 1] e, para cada n = 1, 2, 3, . . ., seja fn : [0, 1]→ R definida
por fn(x) = x
n. Para cada x fixo, com 0 ≤ x < 1, temos lim
n→∞
fn(x) = 0. Se
x = 1, temos lim
n→∞
fn(x) = 1. Segue-se que fn converge simplesmente para a
func¸a˜o f : [0, 1] → R definida por f(x) = 0 se 0 ≤ x < 1, e f(1) = 1. Mas essa
convergeˆncia na˜o e´ uniforme. Com efeito, dado , com 0 <  < 1, por maior que
seja n, existira˜o sempre pontos x no intervalo [0, 1] tais que fn(x)−f(x) ≥ . Basta
tomar x de tal modo que 1 > x > n
√
. Enta˜o, |fn(x)− f(x)| = |xn − 0| = xn > .
Por outro lado, dado 1 > δ > 0 arbitra´rio, seja Y = [0, 1−δ] o intervalo fechado
de extremos 0 e 1 − δ. Para cada n = 1, 2, . . ., seja gn : Y → R a restric¸a˜o da
func¸a˜o fn ao intervalo Y . Isto e´, gn(x) = x
n, 0 ≤ x ≤ 1 − δ. A sequeˆncia (gn)
converge uniformemente em Y para a func¸a˜o identicamente nula g : Y → R. Com
efeito, dado  > 0, como 0 < 1 − δ < 1, existe um n0 ∈ N tal que (1 − δ)n < 
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para todo n > n0. Mas se x ∈ Y , enta˜o 0 ≤ xn ≤ (1− δ)n. Logo, n > n0 implica
0 ≤ xn <  qualquer que seja x ∈ Y e portanto xn → 0 uniformemente em Y .
Mostraremos agora como se pode interpretar a convergeˆncia uniforme de
aplicac¸o˜es como convergeˆncia de pontos num espac¸o me´trico conveniente.
Sejam X um conjunto arbitra´rio, M um espac¸o me´trico e (fn)n∈N uma
sequeˆncia de aplicac¸o˜es de X em M . Sejam ainda f : X → M uma aplicac¸a˜o
e Bf (X;M) o espac¸o de todas as aplicac¸o˜es g : X →M que esta˜o a uma distaˆncia
finita de f com relac¸a˜o a me´trica d, onde d(f, g) = sup{d(f(x), g(x));x ∈ X}.
Proposic¸a˜o 10. Se fn → f uniformemente, enta˜o, para todo n suficientemente
grande, fn esta´ a uma distaˆncia finita de f e fn → f no espac¸o Bf (X;M). Re-
ciprocamente, se fn → f em Bf (X;M) enta˜o, fn converge uniformemente para
f .
Demonstrac¸a˜o. Se fn → f uniformemente, tomando  = 1, vemos que existe n1
tal que n > n1 implica d(fn(x), f(x)) < 1 para todo x. Logo, qualquer que seja
n > n1 fixado, d(fn, f) = sup{d(fn(x), f(x));x ∈ X} ≤ 1 e portanto fn esta´ a uma
distaˆncia finita de f . Para mostrar que fn → f em Bf (X;M), tomemos  > 0.
Existe n0 tal que n > n0 implica d(fn(x), f(x)) <

2
para todo x ∈ X e portanto
d(fn, f) = sup{d(fn(x), f(x));x ∈ X} ≤ 2 <  para todo n > n0. A rec´ıproca
e´ imediata: se fn → f em Bf (X;M), dado  > 0 existe n0 ∈ N tal que n > n0
implica d(fn, f) = sup{d(fn(x), f(x));x ∈ X} < . Logo, d(fn(x), f(x)) <  para
todo x ∈ X e portanto fn converge uniformemente para f . 
Corola´rio. O limite de uma sequeˆncia uniformemente convergente de aplicac¸o˜es
limitadas fn : X → M e´ uma aplicac¸a˜o limitada f : X → M . Tem-se fn → f
uniformemente se, e somente se, fn → f como pontos do espac¸o B(X;M) (das
aplicac¸o˜es limitadas de X em M).
Observac¸a˜o. Se fn → f simplesmente, pode-se ter cada fn limitada sem que f
o seja. Por exemplo, para cada n ∈ N seja fn : R → R a func¸a˜o definida assim:
fn(x) = x se −n ≤ x ≤ n, fn(x) = n se x > n e fn(x) = −n se x < −n. Enta˜o (fn)
converge simplesmente para a func¸a˜o f : R → R, f(x) = x. Cada fn e´ limitada
mas f na˜o e´. Isto mostra, em particular, que fn na˜o converge uniformemente para
f em R.
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Introduziremos agora uma noc¸a˜o de convergeˆncia para sequeˆncias de func¸o˜es,
a qual conte´m como casos particulares a convergeˆncia simples e a convergeˆncia
uniforme.
Definic¸a˜o 13. Dados um conjunto X e um espac¸o me´trico M , fixemos uma
colec¸a˜o G de partes de X. Diz-se que uma sequeˆncia de aplicac¸o˜es fn : X → M
converge para uma aplicac¸a˜o f : X → M uniformemente nos conjuntos de G
quando, para cada S ∈ G, a sequeˆncia das restric¸o˜es fn|S : S → M converge
uniformemente para a restric¸a˜o f |S : S → M . Isto significa que, para cada
S ∈ G e cada  > 0, existe um inteiro n0 = n0(S, ) tal que n > n0 implica
d(fn(x), f(x)) <  para todo x ∈ S.
Exemplos.
1. Seja G a colec¸a˜o das partes de X reduzidas a pontos. Enta˜o, fn → f
uniformemente nos conjuntos de G se, e somente se, fn → f simplesmente.
Por outro lado, se G consiste apenas numa parte, X, enta˜o a convergeˆncia
uniforme nos conjuntos de G e´ a convergeˆncia uniforme em X.
2. Seja fn : R → R definida por fn(x) = x se |x| ≤ n e fn(x) = n se x > n e
f(x) = −n se x < −n. Tomando G = colec¸a˜o dos intervalos limitados [a, b],
veˆ-se que (fn)n∈N converge uniformemente nos conjuntos de G para a func¸a˜o
f(x) = x. Com efeito, fixado [a, b], existe um inteiro n0 suficientemente
grande para que [a, b] ⊂ [−n0, n]. Enta˜o, se n > n0, fn(x) = x, seja qual for
x ∈ [a, b].
3. Sejam f : R → R uma func¸a˜o e c um nu´mero real. Diz-se que f tem
limite c no infinito quando, para cada  > 0, existe k > 0 tal que |x| > k
implica |f(x) − c| < . Escreve-se, enta˜o lim
|x|→∞
f(x) = c. Por exemplo,
se f(x) =
1
1 + x2
, tem-se lim
|x|→∞
f(x) = 0 e se g(x) = e
−1
x2 , g(0) = 0, tem-
se lim
|x|→∞
g(x) = 1. Se f tem limite c no infinito, a sequeˆncia de func¸o˜es
fn(x) = f(x− n) converge uniformemente para a func¸a˜o constante f(x) = c
nos intervalos limitados [a, b]. Com efeito, fixado [a, b] e dado  > 0, tome
k > 0 tal que |y| > k implica |f(y) − c| < . Ora, como [a, b] e´ limitado,
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existe n0 ∈ N tal que n > n0 implica |x − n| > k, seja qual for x ∈ [a, b],
e portanto n > n0 implica |f(x − n) − c| <  para todo x em [a, b]. Em
particular, 1
1+(x−n)2 converge uniformemente para 0 nos intervalos limitados
e e
−1
(x−n)2 converge para 1, uniformemente nos intervalos limitados.
Observac¸o˜es.
i Se fn → f uniformemente em cada um dos subconjuntos S1, . . . , Sk ⊂ X,
enta˜o fn → f uniformemente em S = S1 ∪ . . . ∪ Sk. Com efeito, dado  > 0,
existe, para cada i = 1, . . . , k, um inteiro ni > 0 tal que n > n0 implica
d(fn(x), f(x)) <  para todo x ∈ Si. Seja n0 = max{n1, . . . , nk}. Enta˜o,
n > n0 implica d(fn(x), f(x)) <  para todo x ∈ S.
ii Se fn → f uniformemente em S, enta˜o fn → f uniformemente em qualquer
parte de S.
iii Segue-se das duas observac¸o˜es acima que, ao considerar a convergeˆncia uni-
forme numa colec¸a˜o G de partes de um conjunto X, na˜o ha´ perda de ge-
neralidade em supor, sempre que for conveniente, que G goza das seguintes
propriedades: a) Toda reunia˜o finita de conjuntos de G ainda pertence a G.
b) Toda parte de um conjunto de G pertence a G. Com efeito, se G na˜o pos-
sui estas propriedades, podemos tomar a colec¸a˜o G’, formada pelas reunio˜es
finitas S ′1 ∪ . . . ∪ S ′k de partes S ′i ⊂ Si de elementos de G. As convergeˆncias
uniformes nos conjuntos de G e de G’ coincidem, e G’ goza das propriedades
acima estipuladas.
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Cap´ıtulo 3
Continuidade
A noc¸a˜o de func¸a˜o cont´ınua e´ um ponto importante da Topologia. Na˜o dis-
tante dela esta´ um homeomorfismo, que tambe´m sera´ tratado neste cap´ıtulo. Es-
tas definic¸o˜es sera˜o estudadas em seus aspectos mais ba´sicos, como introduc¸a˜o a
uma abordagem mais ampla e como instrumento para ser aplicado nos cap´ıtulos
seguintes.
3.1 Continuidade de Func¸o˜es
Como ja´ vimos no primeiro cap´ıtulo, o conceito de func¸a˜o cont´ınua em espac¸os
me´tricos definido alternativamente por abertos motivou um olhar mais cuidadoso
sobre os conjuntos abertos. Em topologia, definimos func¸a˜o cont´ınua usando con-
juntos abertos.
Definic¸a˜o 14. Dados espac¸os topolo´gicos X e Y e dada uma func¸a˜o f : X −→ Y
dizemos que f e´ cont´ınua num dado x0 ∈ X se, para toda vizinhanc¸a V de f(x0)
existe uma vizinhanc¸a U de x0 tal que f(U) ⊂ V .
Equivalentemente, podemos trocar vizinhanc¸a por abertos na definic¸a˜o.
Proposic¸a˜o 11. Dada uma func¸a˜o f : X → Y sa˜o equivalentes:
1. f e´ cont´ınua em todo ponto de X;
2. Para todo aberto A ⊆ Y tem-se que f−1(A) e´ aberto em X.
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Demonstrac¸a˜o. (1) ⇒ (2) Seja f cont´ınua em todo ponto de X. Seja tambe´m A
aberto em Y . Vamos mostrar que f−1(A) e´ aberto em X. Para isso, provemos a
seguinte afirmac¸a˜o:
Afirmac¸a˜o: Para todo x0 ∈ f−1(A), existe um aberto B ⊂ X que conte´m x0 e
que esta´ contido em f−1(A). De fato, note que A e´ uma vizinhanc¸a (aberta) de
f(x0). Como f e´ cont´ınua em x0, existe uma vizinhanc¸a W ⊂ X de x0 tal que
f(W ) ⊂ A. O que implica que W ⊂ f−1(f(W )) ⊂ f−1(A). Como W e´ vizinhanc¸a
de x0, existe um aberto B ⊂ W tal que x0 ∈ B ⊂ W ⊂ f−1(A). Isto prova
a afirmac¸a˜o. Denotando B por Bx0 temos que f
−1(A) =
⋃
x∈f−1(A)
Bx. Com isso,
f−1(A) e´ uma reunia˜o de abertos, portanto aberto.
(2) ⇒ (1) Seja x0 ∈ X arbitra´rio. Dada V vizinhanc¸a de f(x0), basta tomar
Int(V ) que e´ aberto em Y . Por hipo´tese, f−1(Int(V )) 3 x0 e´ aberto em X. Mas
note que f(f−1(Int(V ))) = Int(V ) ⊂ V . Logo f e´ cont´ınua em x0.

Definic¸a˜o 15. Dizemos que f : X −→ Y e´ cont´ınua se valem as condic¸o˜es equiv-
alentes do resultado anterior.
Proposic¸a˜o 12. Sejam X e Y espac¸os topolo´gicos. Para que uma aplicac¸a˜o f :
X → Y seja cont´ınua, e´ necessa´rio e suficiente que a imagem inversa f−1(F ′) de
todo subconjunto fechado F ′ ⊂ Y seja um subconjunto fechado em X.
Demonstrac¸a˜o. Seja f : X → Y cont´ınua. Dado F ′ ⊂ Y fechado, Y −F ′ e´ aberto.
Pela Proposic¸a˜o 1 (que esta´ enunciada para espac¸os me´tricos, mas tambe´m vale
para espac¸os topolo´gicos), temos que f−1(Y − F ′) = X − F−1(F ′) e´ aberto e
portanto f−1(F ′) e´ fechado em X. Reciprocamente, se a imagem inversa de cada
fechado em Y e´ um fechado em X, dado um aberto A′ ⊂ Y , f−1(Y − A′) =
X − f−1(A′) e´ fechado em X, donde f−1(A′) e´ aberto e, pela Proposic¸a˜o 1, f e´
cont´ınua. 
Proposic¸a˜o 13. Sejam X, Y e W espac¸os topolo´gicos, f : X → Y e g : Y → W
func¸o˜es. Se f e´ cont´ınua num ponto x0 e g e´ cont´ınua em f(x0), enta˜o a func¸a˜o
composta g ◦ f : X → W e´ cont´ınua em x0.
Demonstrac¸a˜o. Sejam x0 ∈ X e W vizinhanc¸a de g ◦ f(x0). Como g e´ cont´ınua
em f(x0), existe uma vizinhanc¸a V de f(x0) tal que g(V ) ⊂ W . Por outro lado,
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pelo fato de f ser cont´ınua em x0, existe U vizinhanc¸a de x0 tal que f(U) ⊂ V .
Logo, g(f(U)) ⊂ g(V ), ou seja, U e´ vizinhanc¸a de x0 e g ◦ f(U) ⊂ W . Assim g ◦ f
e´ cont´ınua em x0. 
Exemplos.
1. Dadas duas topologias τ1 e τ2 num mesmo conjunto X, dizemos que
τ2 e´ mais fina que τ1 se τ2 ⊇ τ1. Nestas condic¸o˜es, a func¸a˜o
identidade (X, τ2)
id−→(X, τ1) e´ cont´ınua. Em um exemplo mais claro,
(X, τdiscreta)
id−→(X, τcaotica) e´ cont´ınua.
2. Se M e´ um conjunto com duas me´tricas d1 e d2, sejam τ1 e τ2 as topologias
associadas, respectivamente. Suponha que ∃k > 0 e d1(x, y) ≥ k.d2(x, y),
para todo x, y ∈ M . Enta˜o, τ1 6⊆ τ2, mais precisamente τ1 ⊃ τ2. Note que,
considerando (M,d2)
id−→(M,d1), temos que d2(f(x), f(y)) ≤ 1k .d1(x, y). Da´ı,
f e´ Lipschitziana, e portanto cont´ınua.
O pro´ximo resultado nos mostra que a convergeˆncia uniforme (de uma
sequeˆncia de func¸o˜es) preserva continuidade.
Proposic¸a˜o 14. Seja (fn)n∈N uma sequ¨eˆncia de func¸o˜es cont´ınuas definidas num
espac¸o me´trico X. Suponha que fn converge uniformemente para uma func¸a˜o f ,
enta˜o f e´ uma func¸a˜o cont´ınua.
A demonstrac¸a˜o de tal proposic¸a˜o pode ser encontrada em [5], na pa´gina 154.
3.2 Homeomorfismo
Faremos nesta sec¸a˜o o estudo de aplicac¸o˜es homeomorfas. Tal conceito e´
tambe´m muito utilizado em espac¸os me´tricos.
Definic¸a˜o 16. Um homeomorfismo h : X → Y de um espac¸o topolo´gico X em
um espac¸o topolo´gico Y e´ uma aplicac¸a˜o cont´ınua e biun´ıvoca de X sobre Y , cuja
inversa h−1 : Y → X tambe´m e´ cont´ınua.
Como em espac¸os me´tricos, uma aplicac¸a˜o f : X → Y , do espac¸o topolo´gico
X num espac¸o topolo´gico Y , diz-se aberta quando para cada aberto A ⊆ X, f(A)
e´ aberto em Y .
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Proposic¸a˜o 15. Uma aplicac¸a˜o biun´ıvoca f : X → Y do espac¸o topolo´gico X
sobre o espac¸o topolo´gico Y , e´ um homeomorfismo se, e somente se, e´ cont´ınua e
aberta.
Demonstrac¸a˜o. (⇒) Basta mostrar que f e´ aberta. Tome A ⊂ X aberto. Enta˜o
como f e´ homeomorfismo, a inversa de f , f−1 := h : Y → X e´ cont´ınua e assim,
pela proposic¸a˜o 11, h−1(A) e´ aberto em Y , ou seja, (f−1)−1(A) = f(A) e´ aberto
em Y . Ou seja, f e´ uma aplicac¸a˜o aberta.
(⇐) Temos de mostrar que a inversa de f , f−1 := h : Y → X e´ cont´ınua.
Tome A ⊂ X aberto. Como f e´ uma aplicac¸a˜o aberta, temos que f(A) e´ aberto
em Y , ou seja, h−1 = (f−1)−1(A) e´ aberto em Y . Pela proposic¸a˜o 11 temos que h
e´ cont´ınua. Logo f e´ homeomorfismo.

Exemplos.
1. Na˜o basta que a func¸a˜o seja cont´ınua e invert´ıvel para ser um homeomor-
fismo: a func¸a˜o f : [0, 2pi) → S1 definida por f(x) = (sinx, cosx) na˜o e´
um homeomorfismo, pois sua inversa na˜o e´ cont´ınua em (1, 0) ⊂ S1. Note
que a topologia considerada no subespac¸o S1 ⊂ R2 e´ a topologia em que os
abertos (segundo a topologia) coincidem com os abertos segundo a me´trica
do espac¸o me´trico R2. O mesmo ocorre com o subespac¸o [0, 2pi) do espac¸o
me´trico R. Para notar a descontinuidade de h = f−1 (inversa de f) no ponto
(1, 0), basta considerarmos qualquer bola aberta V com centro em h(1, 0)
em [0, 2pi) e raio menor que 2pi. Note que V = [0, a) para algum a ∈ (0, 2pi).
Na˜o existe uma sequer bola aberta U que conte´m (1, 0) em S1, tal que h(U)
esta´ inteiramente contida na bola aberta V . Basta notar que para uma bola
aberta U conter o ponto (1, 0), devera´ conter tambe´m algum ponto no c´ırculo
S1, entre (1, 0) e (0,−1) (considerando o caminho no sentido hora´rio). Logo
h na˜o e´ cont´ınua em (1, 0).
2. Grosseiramente falando, podemos dizer que um espac¸o topolo´gico e´ um ob-
jeto geome´trico, e um homeomorfismo e´ um alongamento cont´ınuo e flexa˜o do
objeto numa nova forma, de uma perspectiva topolo´gica eles sa˜o os mesmos.
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Cap´ıtulo 4
Compacidade
Neste cap´ıtulo, faremos o estudo dos espac¸os compactos e veremos algumas pro-
priedades. Nos pro´ximos para´grafos, vamos trabalhar com os espac¸os localmente
compactos.
4.1 Espac¸os Compactos
Nesta sec¸a˜o iniciaremos com a definic¸a˜o de cobertura, que sera´ usada para
definir conjuntos compactos.
Definic¸a˜o 17. Sejam X um espac¸o topolo´gico e S um subconjunto de X. Uma
cobertura de S e´ uma famı´lia C = (Cλ)λ∈L de subconjuntos de X com S ⊂
⋃
λ∈L
Cλ,
isto e´, para cada s ∈ S existe um ı´ndice λ ∈ L tal que s ∈ Cλ.
Equivalentemente, pode-se considerar uma cobertura de S como uma colec¸a˜o
C de subconjuntos de X (sem ı´ndices) tal que, para cada s ∈ S existe um conjunto
C da colec¸a˜o C com s ∈ C.
Diz-se que uma cobertura C e´ aberta, fechada, etc. quando os conjuntos Cλ
que as compo˜em, sa˜o abertos, fechados, etc. Do mesmo modo, diz-se que C e´
uma cobertura finita, ou enumera´vel, ou na˜o-enumera´vel, quando o conjunto L
dos ı´ndices λ e´ finito, ou enumera´vel, ou na˜o-enumera´vel.
Seja C = (Cλ)λ∈L uma cobertura de S. Uma subcobertura de C e´ uma famı´lia
C' = (Cλ′)λ′∈L′ , L′ ⊂ L, que ainda e´ uma cobertura de S, isto e´, continua va´lida a
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propriedade S ⊂
⋃
λ′∈L′
Cλ′ .
Exemplos.
1. Para cada inteiro n ∈ N, seja In = (−n,+n) o intervalo aberto da reta de ex-
tremos −n e +n. A famı´lia C = (In)n∈N e´ uma cobertura aberta enumera´vel
da reta R. Seja L ⊂ N um subconjunto infinito qualquer (por exemplo, o
conjunto dos nu´meros pares, ou o conjunto dos nu´meros primos). A famı´lia
C' = (In)n∈L e´ uma subcobertura de C. Por outro lado, qualquer que seja
o subconjunto finito {n1 < n2 < . . . < nk} de inteiros positivos, temos
In1 ∪ . . . ∪ Ink = Ink , logo, C" = (In1 , . . . , Ink) na˜o e´ uma subcobertura de C.
Em outras palavras, C na˜o possui subcobertura finita.
2. Mais geralmente, seja E um espac¸o vetorial normado de dimensa˜o > 0. As
bolas abertas Bn, de centro 0 e raio n, constituem uma cobertura enumera´vel
(Bn)n∈N do espac¸o E e qualquer subfamı´lia infinita e´ uma subcobertura, mas
nenhuma delas possui uma subcobertura finita.
3. Para este exemplo, usaremos o teorema de Borel-Lebesgue cuja prova
encontra-se em [2], pa´gina 174: Seja (Iλ)λ∈L uma famı´lia de intervalos aber-
tos Iλ tal que todo ponto do intervalo fechado [a, b] pertence a um dos Iλ,
isto e´, [a, b] ⊂
⋃
λ∈L
Iλ. Nestas condic¸o˜es, e´ poss´ıvel escolher um nu´mero
finito de intervalos Iλ de tal forma que [a, b] ⊂ Iλ1 ∪ . . . ∪ Iλn. Seja
S = Q ∩ [0, 1] = {r1, r2, . . . , rn, . . .} o conjunto dos nu´meros racionais con-
tidos no intervalo [0, 1]. Seja (n) uma sequeˆncia de nu´meros reais positivos
tais que
∑
n <
1
2
. Para cada n ∈ N, fac¸amos In = (rn − n, rn + n). A
famı´lia C = (In)n∈N e´ uma cobertura aberta enumera´vel do subconjunto S.
Afirmamos que C na˜o possui subcobertura finita. Com efeito, dada qualquer
subfamı´lia finita (In1 , . . . , Ink), a reunia˜o In1 ∪ . . . ∪ Ink cobre uma parte do
intervalo [0, 1] formada por um nu´mero finito de intervalos disjuntos, cuja
soma dos comprimentos na˜o excede 2n1 + . . . + 2nk < 2
∑
n < 1. Logo, o
complementar de In1 ∪ . . . ∪ Ink em [0, 1] deve conter algum intervalo, den-
tro do qual havera´ certamente algum nu´mero racional. Assim, S na˜o esta´
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contido em In1 ∪ . . . ∪ Ink . Segue-se que C = (In)n∈N na˜o e´ uma cober-
tura do intervalo [0, 1] pois se o fosse, pelo teorema de Borel-Lebesgue, uma
subcobertura finita, a qual, em particular, cobriria o conjunto S.
Definic¸a˜o 18. Um espac¸o topolo´gico X chama-se compacto quando toda cobertura
aberta de X possui uma subcobertura finita.
Diz-se que um subconjunto S de um espac¸o topolo´gico X e´ um subconjunto
compacto quando S, com a topologia induzida de X, e´ um espac¸o compacto.
Isto significa que, se (Uλ)λ∈L e´ uma famı´lia de subconjuntos de S, abertos em
S, com ∪Uλ = S, enta˜o existe uma subfamı´lia finita ((Uλ1 , . . . , Uλn) tal que S =
Uλ1 ∪ . . . ∪ Uλn .
Para que um subconjunto S seja compacto e´ necessa´rio e suficiente que toda
cobertura S ⊂ ∪Vλ de S, por abertos Vλ do espac¸o X, possua uma subcobertura
finita S ⊂ ∪Vλ1 ∪ . . . ∪ Vλn . (Isto resulta imediatamente do fato de que todo
conjunto Uλ, aberto em S, e´ da forma Uλ = Vλ ∩ S com Vλ aberto em X.)
Exemplo.
1. Todo espac¸o topolo´gico finito e´ evidentemente compacto. Um espac¸o discreto
infinito na˜o e´ compacto, por que a cobertura aberta formada por seus pontos
na˜o possui subcobertura finita. Um espac¸o vetorial normado E de dimensa˜o
> 0 na˜o e´ compacto, pois a cobertura formada pelas bolas abertas com
centro na origem na˜o possui subcobertura finita. Tambe´m na˜o e´ compacto o
conjunto dos nu´meros racionais contidos no intervalo [0, 1]. (Vide o u´ltimo
exemplo visto.)
Observac¸a˜o. Todo subconjunto compacto K de um espac¸o me´trico M e´ neces-
sariamente limitado. Com efeito, as bolas abertas de raio 1 e centro nos pontos de
K constituem uma cobertura aberta de K, da qual se pode extrair uma cobertura
finita K ⊂ B(x1; 1) ∪ . . . ∪B(xn; 1).
Para que os conjuntos Uλ, λ ∈ L, formem uma cobertura aberta de um espac¸o
topolo´gico X, e´ necessa´rio e suficiente que os seus complementares Fλ = X − Uλ
constituam uma famı´lia de fechados em X, cuja intersec¸a˜o
⋂
λ∈L
Fλ e´ vazia.
33
Por passagem aos complementares, segue-se enta˜o que um espac¸o topolo´gico X
e´ compacto se, e somente se, toda famı´lia (Fλ)λ∈L de subconjuntos fechados em X,
cuja intersec¸a˜o ∩Fλ e´ vazia, conte´m uma subcobertura finita (Fλ1 , . . . , Fλn) cuja
intersec¸a˜o Fλ1 ∩ . . . ∩ Fλn e´ vazia.
Definic¸a˜o 19. Diz-se que uma famı´lia (Fλ)λ∈L tem a propriedade de intersec¸a˜o
finita quando qualquer subfamı´lia finita (Fλ1 , . . . , Fλn) tem intersec¸a˜o na˜o-vazia
Fλ1 ∩ . . . ∩ Fλn.
Assim, para que um espac¸o topolo´gicoX seja compacto, e´ necessa´rio e suficiente
que a seguinte condic¸a˜o se cumpra:
Se uma famı´lia (Fλ)λ∈L de subconjuntos fechados em X possui a propriedade
da intersec¸a˜o finita, enta˜o a intersec¸a˜o
⋂
λ∈L
Fλ e´ na˜o-vazia.
Exemplos.
1. Seja E um espac¸o vetorial normado de dimensa˜o > 0. Para cada n ∈ N,
seja Fn = E − B(0;n) o complementar da bola aberta de centro 0 e raio n.
Tem-se F1 ⊃ F2 ⊃ . . . ⊃ Fn ⊃ . . .. Assim, se n1 < n2 < . . . < nk, tem-se
Fn1∩Fn2∩ . . .∩Fnk = Fnk e portanto a famı´lia (Fn)n∈N tem a propriedade da
intersec¸a˜o finita. Note-se pore´m que ∩Fn = ∅ e, mais geralmente, qualquer
subfamı´lia infinita de (Fn) tem intersec¸a˜o vazia.
2. Considere Q o conjunto dos nu´meros racionais. Tomemos um nu´mero irra-
cional α e, para cada n ∈ N, ponhamos Fn = conjunto dos nu´meros racionais
r tais que α− 1
n
≤ r ≤ α+ 1
n
. Em outras palavras Fn = Q ∩ [α− 1n , α+ 1n ].
Note que (Fn)n∈N e´ uma famı´lia de subconjuntos fechados de Q com a pro-
priedade de intersec¸a˜o finita. Mas ∩Fn = ∅. Logo, Q na˜o e´ um espac¸o
compacto. (Equivalentemente, os complementares An = Q− Fn constituem
uma cobertura aberta de Q a qual na˜o possui subcobertura finita.)
Proposic¸a˜o 16. Num espac¸o compacto, todo subconjunto infinito possui um ponto
de acumulac¸a˜o.
Demonstrac¸a˜o. Seja X um espac¸o compacto e suponhamos, por absurdo, que um
subconjunto infinito S ⊂ X na˜o tenha ponto de acumulac¸a˜o. Sendo infinito, S
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conte´m um subconjunto enumera´vel F = {x1, x2, . . . , xn, . . .} o qual tambe´m na˜o
possui ponto de acumulac¸a˜o. Segue-se que todo subconjunto de F e´ fechado em
X. (Proposic¸a˜o 7). Para cada n ∈ N, fac¸amos Fn = {xn, xn+1, . . .}, obtendo assim
uma famı´lia (Fn)n∈N de subconjuntos fechados de X, a qual tem a propriedade da
intersec¸a˜o finita, pois se n1 < n2 < . . . < nk, vale Fn1 ∩Fn2 ∩ . . .∩Fnk = Fnk . Mas,
evidentemente ∩Fn = ∅. Logo, X na˜o e´ compacto. 
Observac¸a˜o. A proposic¸a˜o acima diz que todo espac¸o compacto goza da pro-
priedade de Bolzano-Weierstrass. O teorema de Bolzano-Weierstrass nos diz que
todo conjunto infinito e limitado de nu´meros reais possui um ponto de acumulac¸a˜o.
Proposic¸a˜o 17. Todo subconjunto fechado F de um espac¸o compacto X e´ com-
pacto.
Demonstrac¸a˜o. Seja F ⊂
⋃
λ∈L
Uλ uma cobertura de F por abertos Uλ ⊂ X. A
famı´lia que consiste nos Uλ, λ ∈ L, e mais o conjunto U = X−F , e´ uma cobertura
aberta de X. Como X e´ compacto, existe uma cobertura finita X = Uλ1 ∪ . . . ∪
Uλn ∪ U . Como nenhum ponto de F pode pertencer a U , tem-se necessariamente
F ⊂ Uλ1 ∪ . . . ∪ Uλn , o que prova a compacidade de F . 
Proposic¸a˜o 18. Seja X um espac¸o de Hausdorff. Todo subconjunto compacto
K ⊂ X e´ fechado em X.
Demonstrac¸a˜o. Seja x ∈ X−K. Devemos obter um aberto A tal que x ∈ A∩K =
∅. Ora, pela definic¸a˜o de espac¸o de Hausdorff, para cada y ∈ K existem abertos
Ay contendo x, e By contendo y, tais que Ay ∩By = ∅. Obte´m-se deste modo uma
cobertura aberta K ⊂
⋃
y∈K
By, da qual se pode extrair uma subcobertura finita
K ⊂ By1 ∪ . . .∪Byn . Correspondentemente, definimos A = Ay1 ∩ . . .∩Ayn . Veˆ-se
que A e´ aberto contendo x e nenhum ponto de A pode pertencer a K. 
Corola´rio. Suponha que K e´ um subconjunto compacto do espac¸o de Hausdorff
X e suponha que x /∈ K. Enta˜o existem abertos U , V em X tais que K ⊂ U ,
x ∈ V e U ∩ V = ∅.
Demonstrac¸a˜o. Basta tomar U = By1 ∪ . . . ∪ Byn ⊃ K da demonstrac¸a˜o anterior,
e V = A 3 x. Segue que U ∩ V = ∅. 
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Exemplos.
1. Seja (Kλ)λ∈L uma famı´lia arbitra´ria de subconjuntos compactos Kλ de um
espac¸o de Hausdorff X. A intersec¸a˜o K =
⋂
λ∈L
Kλ e´ um subconjunto com-
pacto de X. Com efeito, pela proposic¸a˜o acima, cada Kλ e´ fechado em X,
donde K e´ fechado em X. Em particular, fixando um dos Kλ, K e´ fechado
em Kλ. Como Kλ e´ compacto, segue-se que K e´ compacto (Proposic¸a˜o 17).
2. Os intervalos abertos (a, b) e os intervalos semiabertos [a, b) e (a, b] da reta
na˜o sa˜o compactos, pois na˜o sa˜o subconjuntos fechados de R.
3. Um subconjunto da reta e´ compacto se, e somente se, e´ limitado e fechado. A
ida desta afirmac¸a˜o e´ o Teorema de Borel-Lebesgue que pode ser encontrado
em [2] , 173. A volta resulta da Proposic¸a˜o 18 e da Observac¸a˜o da pa´gina
33.
Definic¸a˜o 20. Sejam K e Y espac¸os topolo´gicos. Uma aplicac¸a˜o f : K → Y e´
dita ser fechada se para todo F ⊂ K subconjunto fechado, tem-se que f(F ) e´ um
subconjunto fechado em Y .
Proposic¸a˜o 19. A imagem de um conjunto compacto por uma aplicac¸a˜o cont´ınua
e´ um conjunto compacto.
Demonstrac¸a˜o. Sejam X, Y espac¸os topolo´gicos e f : X → Y uma aplicac¸a˜o
cont´ınua. Dado um subconjunto compacto K ⊂ X, afirmamos que f(K) e´
compacto. Com efeito, seja f(K) ⊂
⋃
λ∈L
Vλ uma cobertura de f(K) por aber-
tos Vλ ⊂ Y . Sendo f cont´ınua, os conjuntos f−1(Vλ) constituem uma cober-
tura aberta do compacto K, da qual se pode extrair uma subcobertura finita
K ⊂ f−1(Vλ1) ∪ . . . ∪ f−1(Vλn). Segue-se que f(K) ⊂ Vλ1 ∪ . . . ∪ Vλn , o que
estabelece a compacidade de f(K). 
Corola´rio. Toda aplicac¸a˜o cont´ınua f : K → Y de um espac¸o compacto K num
espac¸o de Hausdorff Y e´ fechada.
Demonstrac¸a˜o. Com efeito, seja F um conjunto fechado de K. Pela Proposic¸a˜o
17, F e´ compacto. Pela Proposic¸a˜o 19, f(F ) e´ compacto e, pela Proposic¸a˜o 18,
f(F ) e´ fechado em Y . 
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Assim, quando M e´ um espac¸o me´trico compacto, o espac¸o C(M,N) das
aplicac¸o˜es cont´ınuas de M em N esta´ contido no espac¸o B(M,N) das aplicac¸o˜es
limitadas de M em N , seja qual for o espac¸o me´trico N .
Proposic¸a˜o 20. Toda aplicac¸a˜o f : K → Y , cont´ınua e biun´ıvoca, de um espac¸o
compacto K sobre um espac¸o de Hausdorff Y e´ um homeomorfismo.
Demonstrac¸a˜o. Pelo Corola´rio anterior, f e´ fechada e portanto f−1 : Y → K e´
cont´ınua, de acordo com a Proposic¸a˜o 12. 
A proposic¸a˜o acima simplifica consideravelmente a verificac¸a˜o de que uma
aplicac¸a˜o f : K → Y , definida num espac¸o compacto K e tomando valores num
espac¸o de Hausdorff Y , e´ um homeomorfismo.
Proposic¸a˜o 21. Toda func¸a˜o real cont´ınua f : K → R, definida num espac¸o
compacto K, e´ limitada e atinge os seus extremos. Isto e´, existem pontos x0, x1 ∈
K tais que f(x0) = inf{f(x);x ∈ K} e f(x1) = sup{f(x);x ∈ K}.
Demonstrac¸a˜o. Pela Proposic¸a˜o 19, f(K) e´ um conjunto compacto da reta. Por-
tanto, f(K) e´ limitado e fechado (Exemplo 3 da pa´gina 36). Segue-se que f e´
limitada e que inf f(K) e sup f(K) pertencem a f(K), pois K e´ fechado. Por con-
seguinte, existem pontos x0, x1 ∈ K nos quais f assume seu mı´nimo e seu ma´ximo,
respectivamente: f(x0) = inf{f(K)} e f(x1) = sup{f(K)}. 
4.2 Espac¸os Localmente Compactos
Nesta sec¸a˜o faremos a abordagem aos conjuntos localmente compactos.
Comec¸aremos definindo a base de uma topologia.
Definic¸a˜o 21. Uma base de um espac¸o topolo´gico X e´ uma colec¸a˜o de abertos
que gera todos os abertos, de forma que qualquer aberto e´ uma unia˜o de abertos da
base. Em outras palavras, uma colec¸a˜o de abertos B e´ uma base de uma topologia
τ em um conjunto X se, e somente se para todo A ∈ τ , existe T ⊂ B, tal que
A =
⋃
Aλ⊂T
Aλ.
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Exemplos.
1. Em um espac¸o me´trico X, a topologia induzida pela me´trica tem, como base,
as bolas abertas.
2. Na topologia discreta, a colec¸a˜o dos conjuntos unita´rios e´ uma base.
Definic¸a˜o 22. Um espac¸o topolo´gico X e´ dito ser localmente compacto se existe
uma base B de conjuntos com a seguinte propriedade: dado qualquer subconjunto
aberto U em X e um ponto x ∈ U , existe um conjunto B ∈ B e um compacto K
tal que x ∈ B ⊂ K ⊂ U .
Proposic¸a˜o 22. (1) Se X e´ um espac¸o de Hausdorff as seguintes condic¸o˜es sa˜o
equivalentes:
(i) X e´ localmente compacto;
(ii) Cada ponto de X tem uma vizinhanc¸a aberta cujo fecho e´ compacto.
(2) Se X e´ um espac¸o de Hausdorff localmente compacto, e se A e´ um subconjunto
de X, que e´ aberto ou fechado, enta˜o A, com respeito ao subespac¸o topolo´gico,
e´ localmente compacto.
Demonstrac¸a˜o. (1) (i) ⇒ (ii) : Lembremos que subconjuntos compactos de
espac¸os de Hausdorff sa˜o fechados (Proposic¸a˜o 18) e subconjuntos fecha-
dos de conjuntos compactos sa˜o compactos em qualquer espac¸o topolo´gico
(Proposic¸a˜o 17). Segue-se que se B e´ como na Definic¸a˜o 22, enta˜o o fecho de
todo conjunto em B e´ compacto.
(ii) ⇒ (i) : Seja B a classe de todos os abertos em X cujos fechos sa˜o com-
pactos. Para cada x ∈ X, tomemos a vizinhanc¸a Ux cujo fecho, chamado
Kx, e´ compacto. Suponha agora que U e´ uma vizinhanc¸a (qualquer) aberta
de x. Seja U1 = U ∩ Ux, que tambe´m e´ vizinhanc¸a aberta de x. Assim,
x ∈ U1 ⊂ Ux ⊂ Kx.
Considere Kx como um espac¸o de Hausdorff compacto (com a topologia in-
duzida de X). Nesse espac¸o compacto, vemos que (a) Kx−U1 e´ fechado, e por
isso um subconjunto compacto de Kx, e (b) x /∈ Kx−U1. Assim, pelo corola´rio
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da Proposic¸a˜o 18, podemos encontrar subconjuntos abertos V1, V2 em Kx tais
que x ∈ V1, Kx − U1 ⊂ V2 e V1 ∩ V2 = ∅. Em particular, isto significa que
V1 ⊂ Kx − V2. Seja F = Kx − V2. O conjunto F e´ um subconjunto fechado
do compacto Kx, e e´ consequentemente compacto (em Kx, e por isso tambe´m
e´ compacto em X). Por isso F e´ um conjunto fechado em X (que e´ espac¸o de
Hausdorff), e consequentemente, o fecho, em X, de V1 esta´ contido em F e e´
compacto. Ale´m disso, como V1 e´ aberto em Kx, existe um conjunto aberto
V em X tal que V1 = V ∩ Kx. Mas uma vez que V1 ⊂ V1 ⊂ F ⊂ U1 ⊂ Kx,
percebemos tambe´m que V1 = V ∩Kx ∩ U1 = V ∩ U1, isto e´, V1 e´ aberto em
X.
Assim, mostramos que para qualquer x ∈ X e qualquer vizinhanc¸a aberta U
de x, existe um conjunto aberto V1 ∈ B tal que x ∈ V1 ⊂ V1 ⊂ U , e tal que V1
e´ compacto. Com isso, verificamos a compacidade local de X.
(2) Suponha que A e´ um subconjunto fechado de X. Seja x ∈ A. Enta˜o, por (1),
existem um aberto U em X e um compacto K de X tal que X ∈ U ⊂ K.
Enta˜o x ∈ A∩U ⊂ A∩K. Mas A∩K e´ compacto (em X, pois e´ subconjunto
fechado de um conjunto compacto, e por isso tambe´m e´ compacto em A), e
A∩U e´ um conjunto aberto no subespac¸o topolo´gico A. Enta˜o A e´ localmente
compacto.
Suponha agora que A e´ um conjunto aberto. Enta˜o, pela definic¸a˜o 22, se
x ∈ A, enta˜o existem conjuntos U , K ⊂ A tais que x ∈ U ⊂ K ⊂ A, tais que
U e´ aberto em X e K e´ compacto. Claramente, isto significa que U e´ tambe´m
aberto em A, e podemos concluir de (1) que A e´ de fato, localmente compacto.

Observac¸a˜o. Note que pelo item (1) da proposic¸a˜o 22 podemos dizer que um
espac¸o de HausdorffX e´ localmente compacto apenas verificando se qualquer ponto
x ∈ X possui vizinhanc¸a compacta.
Exemplos.
1. Todo espac¸o compacto e´ localmente compacto pois o espac¸o inteiro e´ uma
vizinhanc¸a compacta de qualquer dos seus pontos. Todo espac¸o discreto e´
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localmente compacto pois cada um dos seus pontos e´ uma vizinhanc¸a com-
pacta de si pro´prio. O espac¸o euclidiano Rn, em particular a reta R, e´
localmente compacto pois toda bola fechada e´ uma vizinhanc¸a compacta do
seu centro. Resulta da´ı que todo espac¸o vetorial normado de dimensa˜o finita
e´ localmente compacto.
2. O conjunto Q dos nu´meros racionais na˜o e´ localmente compacto. Com efeito,
dado x ∈ Q, qualquer vizinhanc¸a V de x em Q conte´m um intervalo da
forma (a, b) ∩ Q com a, b ∈ R, no qual certamente existe uma sequeˆncia
de nu´meros racionais convergindo em R para um nu´mero irracional. De
maneira ana´loga se veˆ que o conjunto dos nu´meros irracionais tambe´m na˜o
e´ um espac¸o localmente compacto.
3. Para que um espac¸o me´trico M seja localmente compacto, e´ necessa´rio e
suficiente que todo ponto x ∈M seja centro de uma bola fechada compacta.
A suficieˆncia e´ o´bvia. Quanto a necessidade, se M e´ localmente compacto,
dado x ∈M qualquer, existe uma vizinhanc¸a compacta V 3 x. Da definic¸a˜o
de vizinhanc¸a segue-se que existe uma bola fechada B[x; ] ⊂ V . Sendo um
subconjunto fechado do compacto V , B[x; ] e´ compacta. Equivalentemente,
M e´ localmente compacto se, e somente se, todo ponto x ∈ M e´ centro de
uma bola aberta B cujo fecho B e´ compacto.
4. A fim de que o espac¸o vetorial normado E seja localmente compacto e´
(necessa´rio, pelo exerc´ıcio anterior, e) suficiente que pelo menos uma bola
fechada B[x; ] seja compacta. Com efeito, basta observar que duas bolas
quaisquer B[x; ] e B[x; η] em E sa˜o sempre homeomorfas. Mais precisa-
mente, o homeomorfismo φ : E → E, definido por φ(z) = y + η

(z − x)
transforma B[x; ] em B[x; η]. Segue-se da´ı que, se um espac¸o vetorial nor-
mado E na˜o for localmente compacto, todo subconjunto compacto de E tem
interior vazio.
5. Considere agora o espac¸o C([0, 1],R) das func¸o˜es cont´ınuas f : [0, 1] → R.
Por se tratar de um espac¸o me´trico, usaremos a noc¸a˜o de sequencialmente
compacto (em que toda sequeˆncia possui uma subsequeˆncia que e´ conver-
gente) vista em Ana´lise (em espac¸os me´tricos esta definic¸a˜o de compacidade
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e´ equivalente a definic¸a˜o por cobertura. Isso na˜o e´ verdade para espac¸os
topolo´gicos em geral). Para demonstrar que tal espac¸o na˜o e´ localmente
compacto, basta mostrar que a bola fechada de raio 1 e centro na origem
(func¸a˜o identicamente nula) na˜o e´ compacta. Para isso, obteremos uma
sequeˆncia de func¸o˜es cont´ınuas fn : [0, 1] → R com |fn| = 1 para todo n
e |fm − fn| = 1 se m 6= n. Poremos fn(x) = 1, para x ≥ 1n , fn(x) = 0,
para x ≤ 1
n+1
e fn linear no intervalo [
1
n+1
, 1
n
]. Note que fn converge para
f : [0, 1]→ R, tal que f(0) = 0 e f(x) = 1 se x 6= 0. Tal f na˜o e´ cont´ınua em
[0, 1], logo, f na˜o pertence a C([0, 1],R). Enta˜o toda subsequeˆncia converge
para f /∈ C([0, 1],R).
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Cap´ıtulo 5
Compactificac¸a˜o de Alexandroff
Consideremos agora o importante conceito de “compactificac¸a˜o” de um espac¸o
topolo´gico.
Intuitivamente, uma compactificac¸a˜o de um espac¸o topolo´gico X e´ um espac¸o
compacto Y que conte´m X. Enta˜o, o fecho X, de X em Y , e´ tambe´m compacto e
portanto na˜o ha´ necessidade de considerar os pontos de Y fora de X. Em outras
palavras, podemos supor que X e´ denso em Y .
Mais precisamente, uma compactificac¸a˜o do espac¸o topolo´gico X e´ uma
aplicac¸a˜o cont´ınua ϕ : X → Y tal que Y e´ compacto, ϕ(X) e´ denso em Y e
ϕ e´ um homeomorfismo de X sobre ϕ(X).
Definic¸a˜o 23. Uma compactificac¸a˜o de Alexandroff de um espac¸o topolo´gico X e´
uma aplicac¸a˜o ϕ : X → X∗, tal que:
1o) X∗ e´ um espac¸o compacto de Hausdorff;
2o) ϕ e´ um homeomorfismo de X sobre ϕ(X);
3o) X∗ = ϕ(X) ∪ ω, ω /∈ ϕ(X).
O ponto ω tal que X∗−ϕ(X) = {ω}, chama-se ponto no infinito da compactificac¸a˜o
ϕ : X → X∗.
Muitas vezes, por simplicidade, diz-se que X∗ e´ a compactificac¸a˜o de Alexan-
droff de X, deixando subentendida a aplicac¸a˜o ϕ.
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Observac¸a˜o. O complementar de um ponto num espac¸o topolo´gico, ou e´ fechado
ou e´ denso (conforme o ponto em questa˜o seja isolado nesse espac¸o ou na˜o). Como
um subconjunto fechado de um espac¸o compacto e´ compacto, segue-se que, ou
ϕ(X) e´ denso em X∗ ou e´ compacto. Por isso, ao definir a compactificac¸a˜o de
Alexandroff, na˜o impusemos a condic¸a˜o de que ϕ(X) fosse denso em X∗. Se tal
condic¸a˜o na˜o for satisfeita, tem-se o caso trivial em que X ja´ e´ compacto e X∗
consiste num espac¸o homeomorfo a X e mais um ponto isolado.
Reciprocamente, se X for compacto, toda compactificac¸a˜o de Alexandroff ϕ :
X → X∗ e´ tal que ϕ(X) e´ um subconjunto compacto (e portanto fechado) do
espac¸o de Hausdorff X∗. Logo ω = X∗−ϕ(X) e´ um ponto isolado e X∗ e´ a unia˜o
de um conjunto ϕ(X), homeomorfo a X, com um ponto isolado.
Teorema 1. Todo espac¸o de Hausdorff X localmente compacto possui uma com-
pactificac¸a˜o de Alexandroff.
Demonstrac¸a˜o. Defina X∗ = X ∪ {∞}, onde ∞ e´ um objeto qualquer que na˜o
pertence aX. Definamos ϕ : X → X∗ como a aplicac¸a˜o de inclusa˜o ϕ(x) = x. Para
introduzir uma topologia em X∗, chamaremos de abertos em X∗ os subconjuntos
abertos de X e mais os conjuntos da forma A ∪ {∞} onde A e´ um aberto em X
tal que X − A e´ compacto (em X).
Vamos primeiro verificar que desta maneira de fato definimos uma topologia em
X∗. E´ claro que ∅ e X∗ sa˜o abertos de acordo com a nossa definic¸a˜o. Em seguida,
suponha que U e V sa˜o abertos em X∗. Existem quatro casos: (i) U , V ⊂ X: nesse
caso U , V e U ∩V sa˜o todos abertos em X; (ii) U e´ um subconjunto aberto de X e
V = X∗−K para algum subconjunto compacto K de X. Nesse caso, uma vez que
X−K e´ aberto em X, temos que U∩V = U∩(X−K) e´ um subconjunto aberto de
X; (iii) O caso em que V e´ um subconjunto aberto de X e U = X∗−K para algum
subconjunto compacto K em X e´ o mesmo que em (ii); (iv) Existem subconjuntos
compactos C, K ⊂ X tais que U = X∗ − C, V = X∗ −K: nesse caso, C ∪K e´
um subconjunto compacto de X e U ∩ V = X∗ − (C ∪K). Temos que em todos
estes quatro casos, U ∩V e´ aberto em X∗. Finalmente, sejam (Aλ) e (Bµ) famı´lias
de abertos em X, em que cada X − Bµ e´ compacto. Enta˜o A = ∪Aλ e B = ∪Bµ
sa˜o abertos em X e X −B = ∩(X −Bµ) sendo uma intersec¸a˜o de fechados, e´ um
subconjunto fechado de X, contido em qualquer dos compactos X − Bµ. Logo,
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X − B e´ compacto e, analogamente, X − (A ∪ B) e´ compacto. Uma reunia˜o de
abertos em X∗ tem uma das seguintes formas ∪Aλ = A, ∪(Bµ ∪{∞}) = B ∪{∞}
ou
⋃
λ,µ
(Aλ ∪ Bµ ∪ {∞}) = (A ∪ B) ∪ {∞}. De qualquer modo, tal reunia˜o e´ um
subconjunto aberto de X∗. Logo, temos de fato uma topologia definida em X∗.
Se A∗ ⊂ X∗ e´ aberto, enta˜o A∗ ∩ X e´ aberto em X. (Basta notar que, dado
A ⊂ X, (A ∪ {∞}) ∩ X = A.) Isto significa que ϕ : X → X∗ e´ cont´ınua. Ale´m
disso, todo conjunto A ⊂ X, aberto em X, e´ aberto em X∗. Logo, ϕ e´ uma
aplicac¸a˜o aberta e, por conseguinte, um homeomorfismo de X sobre ϕ(X).
Vamos mostrar agora que X∗ e´ Hausdorff. Uma vez que subconjuntos abertos
em X sa˜o abertos em X∗ e como X e´ Hausdorff, e´ claro que pontos disjuntos em X
podem ser separados em X∗. Suponha agora que x ∈ X. Enta˜o, pela Proposic¸a˜o
22(1), podemos encontrar U vizinhanc¸a aberta de x em X tal que o fecho (em
X) de U e´ compacto. Chamando de K tal fecho, temos que V = X∗ −K e´ uma
vizinhanc¸a aberta de ∞ tal que U ∩ V = ∅. Logo X∗ e´ de fato um espac¸o de
Hausdorff.
Finalmente, suponha agora que {Ui : i ∈ I} e´ uma subcobertura aberta de
X∗. Enta˜o, tome um Uj tal que ∞ ∈ Uj. Como Uj e´ aberto, a definic¸a˜o de
topologia em X∗ implica que X∗ − Uj = K e´ um subconjunto compacto em X.
Enta˜o podemos encontrar um subconjunto I0 ⊂ I tal que K ⊂ ∪i∈I0Ui. Segue
que {Ui : i ∈ I0 ∪ {j}} e´ uma subcobertura finita de X∗, o que estabelece a
compacidade de X∗. 
Somente um espac¸o de Hausdorff localmente compacto X pode possuir uma
compactificac¸a˜o de Alexandroff ϕ : X → X∗. A prova disto encontra-se em [2],
205.
Exemplos.
1. Uma compactificac¸a˜o de Alexandroff do espac¸o X = {1, 2, 3, . . .} (que e´
localmente compacto e Hausdorff) e´ o espac¸o X∗ = {1, 2, 3, . . .} ∪ {∞} que
e´ homeomorfo ao espac¸o Y = {0} ∪ { 1
n
;n = 1, 2, . . .}. Para verificar tal
homeomorfismo, defina h : X∗ → Y tal que h(n) = 1
n
para n = 1, 2, 3, . . ., e
h(∞) = 0.
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2. Seja A = [0, 1). Enta˜o uma compactificac¸a˜o de Alexandroff de A e´ o espac¸o
A ∪ {∞} que e´ homeomorfo ao conjunto B = [0, 1].
Na proposic¸a˜o 24 sera´ introduzido um importante resultado sobre espac¸os de
func¸o˜es. Nela, ira´ aparecer o conjunto CC(X) e tambe´m o conceito de isomorfismo
isome´trico, que sera˜o definidos no pro´ximo para´grafo.
Definic¸a˜o 24. a) Seja f : X → C uma func¸a˜o definida em um espac¸o topolo´gico
X com imagem em C, definimos o suporte da func¸a˜o f como:
supp(f) = {x ∈ X : f(x) 6= 0}.
Observe que o suporte, por definic¸a˜o, e´ sempre um subconjunto fechado.
b) Uma func¸a˜o e´ dita ter suporte compacto se o suporte for compacto.
c) O conjunto CC(X) denota o conjunto das func¸o˜es cont´ınuas f : X → C com
suporte compacto.
Proposic¸a˜o 23. Seja f : X → C, em que X e´ espac¸o topolo´gico. Sa˜o equivalentes:
1. f tem suporte compacto
2. Existe um K ⊂ X fechado tal que f(x) = 0, para todo x ∈ X −K.
Demonstrac¸a˜o. (1) → (2) Basta tomar K = supp(f). (2) → (1) Seja K ⊂ X
fechado tal que f(x) = 0, para todo x ∈ X − K. Se f(x) 6= 0, enta˜o
x ∈ K. Portanto, {x ∈ X : f(x) 6= 0} ⊂ K. Como K e fechado, supp(f) =
{x ∈ X : f(x) 6= 0} ⊂ K. E assim, supp(f) e´ compacto. 
Definic¸a˜o 25. Sejam A e B espac¸os normados. Dizemos que A e B sa˜o isomor-
fos isometricamente se existe uma func¸a˜o F : A → B tal que F e´ linear, F e´
sobrejetora e F e´ isometria (‖F (x)‖ = ‖x‖, x ∈ A).
Proposic¸a˜o 24. Seja X∗ a compactificac¸a˜o de Alexandroff de um espac¸o de Haus-
dorff localmente compacto X. Seja C(X∗) o espac¸o de todas as func¸o˜es cont´ınuas
em X∗ sobre o corpo dos complexos C, equipada com a norma do supremo ‖.‖∞.
(em que ‖f‖∞ = sup{|f(x)| : x ∈ X}).
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(a) Seja f : X → C. As seguintes condic¸o˜es sa˜o equivalentes:
(i) f e´ o limite uniforme de uma sequeˆncia (fn)n∈N ⊂ Cc(X); isto e´, existe
uma sequeˆncia (fn)n∈N de func¸o˜es cont´ınuas fn : X → C tais que fn se
anula fora de algum subconjunto compacto de X, e a sequeˆncia (fn)n∈N
de func¸o˜es converge uniformemente para f em X;
(ii) f e´ cont´ınua e f se anula no infinito - isto significa que para cada  > 0,
existe um compacto K ⊂ X tal que |f(x)| <  sempre que x /∈ K;
(iii) f estende-se a uma func¸a˜o cont´ınua F : X∗ → C, com F (∞) = 0.
O conjunto de func¸o˜es que satisfazem estas equivaleˆncias e´ denotado por
C0(X).
(b) Seja I = {F ∈ C(X∗) : F (∞) = 0}; enta˜o I e´ um ideal maximal em C(X∗), e
a func¸a˜o I 3 F 7→ F |X define um isomorfismo isome´trico de I em C0(X).
Demonstrac¸a˜o. (a) (i) ⇒ (ii) : Para mostrar que f e´ cont´ınua, basta usarmos o
fato de que cada fn e´ cont´ınua, e assim pela proposic¸a˜o 14 temos o resultado.
Se  > 0, tome n tal que ‖fn(x)− f(x)‖∞ < ; seja K um conjunto compacto
tal que fn(x) = 0, para todo x /∈ K. Enta˜o, claramente |f(x)| < , ∀x /∈ K.
(ii)⇒ (iii) : Defina F : X∗ → C por:
F (x) =
{
f(x) se x ∈ X;
0 se x =∞.
a func¸a˜o F e´ claramente cont´ınua em todos os pontos de X (pois X e´ um
conjunto aberto em X∗). A continuidade de F em ∞ e´ verificada da seguinte
maneira: Seja V uma vizinhanc¸a aberta de f(∞). Enta˜o, o complementar
de V , V C e´ fechado em C. Como f e´ cont´ınua em X e V C ⊂ C e´ fechado,
temos que f−1(V C) e´ fechado em X (pela proposic¸a˜o 12). Assim, f−1(V C)
e´ fechado em X∗, enta˜o, pela proposic¸a˜o 17, f−1(V C) e´ compacto em X∗.
Com isso, f−1(V C) e´ compacto em X. Assim, o complementar de f−1(V C), e´
aberto (em X∗, pois e´ complementar de um compacto) e conte´m ∞, ou seja,
∞ ∈ X∗− f−1(V C) = F−1(V ) e´ aberto em X∗. Portanto F e´ cont´ınua em∞.
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(iii) ⇒ (i) : Fixe n. Sejam An = {x ∈ X∗ : |F (x)| ≥ 1n} e Bn = {x ∈ X∗ :
|F (x)| ≤ 1
2n
}. Note que An e Bn sa˜o subconjuntos fechados e disjuntos de X∗,
e que de fato An ⊂ X (enta˜o, em particular, An e´ um compacto em X, pois
e´ fechado em X∗ e portanto, pela proposic¸a˜o 17 e´ compacto em X∗). Pelo
Teorema de Urysohn (que pode ser encontrado em [1], pa´gina 207, Teorema
A.4.23), podemos encontrar uma func¸a˜o cont´ınua φn : X
∗ → [0, 1] tal que
φn(An) = {1} e φn(Bn) = {0}. Considere a func¸a˜o fn = (Fφn)|X , enta˜o
fn : X → C e´ cont´ınua. Tambe´m, se definirmos Kn = {x ∈ X∗ : |F (x)| ≥ 12n},
enta˜o Kn e´ um subconjunto fechado em X
∗ e portanto compacto de X∗. Por
conseguinte, Kn e´ compacto em X e X − Kn ⊂ Bn, e assim fn(x) = 0,
∀x ∈ X −Kn. Por fim, note que fn se aproxima de f em An, enquanto que se
x ∈ An, temos
|f(x)− fn(x)| ≤ |f(x)|(1 + |φn(x)|) ≤ 2
n
e consequentemente, a sequeˆncia (fn)n∈N converge uniformemente para f .
(b) Temos de mostrar que I = {F ∈ C(X∗) : F (∞) = 0} e´ um ideal maximal em
C(X∗). Seja A um ideal tal que I ( A ⊆ C(X∗). Para mostrar que I e´ ideal
maximal, temos de mostrar que C(X∗) ⊆ A. Para isso, basta provarmos que
1 (func¸a˜o f(x) = 1, ∀x ∈ X∗) pertence a ao ideal A. Como I ( A, ∃f ∈ A
tal que f /∈ I, ou seja f(∞) 6= 0. Mas f pode ser escrita como:
f = f − f(∞).1 + f(∞).1,
Ou seja,
f + f(∞).1− f = f(∞).1 ∈ A.
Como f(∞) 6= 0, temos que
(f + f(∞).1− f). 1
f(∞) = f(∞).
1
f(∞) = 1 ∈ A.
Mostremos agora que I e´ isometricamente isomorfo a C0(X) via a func¸a˜o
G : I → C0(X) tal que G(F ) = F |X . E´ claro que G e´ linear, basta notar que
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G(F + H) = (F + H)|X = F |X + H|X = G(F ) + G(H). Tambe´m, podemos
afirmar que G e´ sobrejetora. De fato, tome f ∈ C0(X). Enta˜o no item (iii) da
parte (a), temos que f pode ser estendida a uma func¸a˜o cont´ınua F : X∗ → C,
em que F (∞) = 0. Ora, F ∈ I e G(F ) = f . Por fim, note que G e´ isometria:
se F ∈ I, temos que ‖G(F )‖ = ‖F‖ ⇐⇒ ‖F |X‖ = ‖F‖, mas F |X = F em
X, e F (∞) = 0. Logo G e´ isomorfismo isome´trico.

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Cap´ıtulo 6
Teorema de Stone-Weierstrass
Neste cap´ıtulo, vamos discutir o Teorema de Stone-Weierstrass. Tal teorema
nos prova que toda func¸a˜o cont´ınua definida num conjunto compacto pode ser
aproximada por polinoˆmios. Antes de sua demonstrac¸a˜o, sera´ necessa´rio conhecer
o Teorema de aproximac¸a˜o de Weierstrass. No final, faremos a sua generalizac¸a˜o
para espac¸os localmente compactos.
Teorema 2 (Aproximac¸a˜o de Weierstrass). Seja f ∈ C([0, 1],R). Enta˜o a
sequeˆncia de polinoˆmios
pn(x) =
n∑
k=0
(
n
k
)
f
(
k
n
)
xk(1− x)n−k,
converge uniformemente para f .
Demonstrac¸a˜o.
Note que (x+ y)n =
n∑
k=0
(
n
k
)
xkyn−k (*) para todo x, y ∈ R.
Derivando (*) em x e multiplicando por x obtemos:
nx(x+ y)n−1 =
n∑
k=0
(
n
k
)
kxkyn−k.(**)
Derivando (*) duas vezes em x e multiplicando por x2 obtemos:
n(n− 1)x2(x+ y)n−2 =
n∑
k=0
(
n
k
)
k(k − 1)xkyn−k.(***)
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Para x+ y = 1, (*), (**) e (***) tornam-se
1 =
n∑
k=0
(
n
k
)
xk(1− x)n−k =
n∑
k=0
rk(x). (1)
nx =
n∑
k=0
k.rk(x). (2)
n(n− 1)x2 =
n∑
k=0
k(k − 1)rk(x). (3)
AFIRMAC¸A˜O:
n∑
k=0
(k − nx)2rk(x) = nx(1− x).
De fato, note que
n∑
k=0
(k − nx)2rk(x) =
n∑
k=0
(k2 − 2knx+ n2x2)rk(x) =
=
n∑
k=0
k2rk(x)− 2nx
n∑
k=0
krk(x) + n
2x2
n∑
k=0
rk(x) = (de (1) e (2))
=
n∑
k=0
k2rk(x)− 2n2x2 + n2x2 = (de (3) e (2))
= n(n− 1)x2 + nx− 2n2x2 + n2x2 = nx(1− x).

Seja f a func¸a˜o do enunciado.
Fixe  > 0 (Ide´ia: mostrar que ‖pn − f‖∞ < , ∀n ≥ n0).
Note que f e´ uniformemente cont´ınua. Enta˜o, ∃δ > 0 tal que se |x − y| < δ
enta˜o |f(x)− f(y)| < .
Vamos estudar |f(x)− pn(x)|.
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|f(x)− pn(x)| =
∣∣∣∣∣1.f(x)−
n∑
k=0
f
(k
n
)
rk(x)
∣∣∣∣∣ =
=
∣∣∣∣∣
n∑
k=0
f(x)rk(x)−
n∑
k=0
f
(k
n
)
rk(x)
∣∣∣∣∣ =
=
∣∣∣∣∣
n∑
k=0
(
f(x)− f
(k
n
))
rk(x)
∣∣∣∣∣ ≤
≤
n∑
k=0
∣∣∣∣f(x)− f(kn)
∣∣∣∣ rk(x)  (rk(x) > 0)
=
∑
k:|x− k
n
|<δ
∣∣∣∣(f(x)− f(kn)
)∣∣∣∣ rk(x) + ∑
k:|x− k
n
|≥δ
∣∣∣∣(f(x)− f(kn)
)∣∣∣∣ rk(x) <
< 
n∑
k=0
rk(x) +
∑
k:|x− k
n
|≥δ
∣∣∣∣(f(x)− f(kn)
)∣∣∣∣ rk(x) =
= .1 +
∑
k:|nx−k|≥nδ
∣∣∣∣(f(x)− f(kn)
)∣∣∣∣ rk(x).N
Como f e´ limitada (cont´ınua), ∃M > 0 tal que |f(z)| < M , ∀z ∈ [0, 1].
Enta˜o:∑
k:|nx−k|≥nδ
∣∣∣∣(f(x)− f(kn)
)∣∣∣∣ rk(x) ≤ 2M ∑
k:|nx−k|≥nδ
rk(x) =
= 2M
∑
k:|nx−k|≥nδ
(nx− k)2
(nx− k)2 rk(x)
afm
≤ 2M
∑
k:|nx−k|≥nδ
(nx− k)2
(nδ)2
rk(x) ≤
≤ 2M 1
(nδ)2
n∑
k=0
(nx− k)2rk(x) afm= 2M
(nδ)2
n x
≤1
(1− x)
≤1
≤
≤ 2M
(nδ)2
.n =
2M
nδ2
.
Enta˜o, |pn(x)− f(x)| ≤ N ≤ + 2M
nδ2
, ∀x ∈ [0, 1].
Tome n0 ∈ N tal que 2M
nδ2
< .
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Enta˜o, ∀n ≥ n0, ∀x ∈ [0, 1], temos que |pn(x)− f(x)| < 2, e portanto seque o
teorema. 
Observac¸a˜o. Note que P (Conjunto dos polinoˆmios) e´ denso em C([0, 1],R).
Corola´rio. P e´ denso em C([a, b],R).
Demonstrac¸a˜o. Seja h : [0, 1] → [a, b] um homeomorfismo linear. Tome f ∈
C([a, b],R). Enta˜o f ◦ h ∈ C([0, 1],R). Pela proposic¸a˜o anterior, dado  > 0,
∃p ∈ C([0, 1]) tal que ‖p− f ◦ h‖∞ < . Segue que ‖p ◦ h−1 − f‖∞ < .(*)
(*) Note que se x ∈ [a, b], enta˜o x = h(t), para algum t ∈ [0, 1].
Assim,
‖p ◦h−1− f‖∞ = sup
x∈[a,b]
|(p ◦h−1)(x)− f(x)| = sup
t∈[0,1]
|(p ◦h−1 ◦h)(t)− f(h(t))| =
sup
t∈[0,1]
|p(t)− (f ◦ h)(t)| = ‖p− f ◦ h‖∞ < .

Exemplo.
Considere a func¸a˜o f(x) = sin(4x) em C([0, 1],R). Note que quando tomamos
pn como no enunciado do teorema e testamos para n = 1, 2, 3, 4, 5 e 6 podemos
observar que realmente os polinoˆmios esta˜o se aproximando de f .
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Procedemos agora com o Teorema de Stone Weierstrass, nas verso˜es real e
complexa.
Teorema 3. (Stone-Weierstrass)
(a) (Versa˜o Real) Seja X um espac¸o topolo´gico de Hausdorff compacto e considere
C(X,R) o conjunto das func¸o˜es cont´ınuas de X em R.
Seja B ⊆ C(X,R) com as seguintes propriedades:
(i) B e´ uma a´lgebra, ou seja, dada f, g ∈ B e α ∈ R, enta˜o f.g, f + g e
αf ∈ B;
(ii) As func¸o˜es constantes esta˜o contidas em B;
(iii) B separa pontos, isto e´, dados x, y ∈ X com x 6= y, enta˜o ∃g ∈ B tal
que g(x) 6= g(y).
Neste caso, B e´ denso em C(X,R), isto e´, B = C(X,R)
(b) (Versa˜o Complexa) Seja X como acima, e suponha que B e´ uma suba´lgebra
auto-adjunta de C(X) = C(X,C) (auto-adjunta significa que se f ∈ B, enta˜o
f ∈ B, onde f e´ o conjugado de f); suponha que B satisfaz as condic¸o˜es (ii)
e (iii) acima. Enta˜o, B e´ denso em C(X).
Demonstrac¸a˜o. (a)
AFIRMAC¸A˜O 1: B e´ uma a´lgebra. Sejam f, g ∈ B. Tome (fn)n∈N ⊆ B,
(gn)n∈N ⊆ B, tais que fn ‖.‖∞−→ f e gn ‖.‖∞−→ g. Enta˜o:
B 3 fn.gn ‖.‖∞−→ f.g.
B 3 fn + gn ‖.‖∞−→ f + g.
B 3 αfn ‖.‖∞−→ αf , ∀α ∈ R.
Logo, f.g, f + g e αf ∈ B.

54
AFIRMAC¸A˜O 2: Se f ∈ B enta˜o |f | ∈ B.
Note que f ∈ C(X,R). Como X e´ compacto, ∃[a, b] tal que f(X) ⊆ [a, b].
Considere g : [a, b] → R com t 7→ |t|. Note que g ∈ C([a, b],R). Dado  > 0,
tome um polinoˆmio (o corola´rio do teorema anterior garante sua existeˆncia)
tal que ‖p − g‖∞ <  (e, portanto, |p(t) − g(t)| <  ∀t ∈ [a, b]). Enta˜o∣∣p(f(x)) − |f(x)|∣∣ < , ∀x ∈ X. Portanto, ‖p ◦ f − |f |‖∞ ≤ . Como p e´
um polinoˆmio e f ∈ B enta˜o p ◦ f ∈ B. De fato, note que p e´ da forma
p(t) =
n∑
n=0
ant
n. Enta˜o, (p ◦ f)(x) =
n∑
n=0
an(f(x))
n. (B e´ a´lgebra). Mostramos
que ‖(p ◦ f)− |f |‖∞ ≤ . Portanto |f | ∈ (B) = B.

AFIRMAC¸A˜O 3: Se f, g ∈ B enta˜o f ∨ g e f ∧ g definidas por (f ∨ g)(x) =
max{f(x), g(x)} e (f ∧ g)(x) = min{f(x), g(x)} esta˜o contidos em B.
Note que f ∨ g = f + g + |f − g|
2
e f ∧ g = f + g − |f − g|
2
.
Pelas AFIRMAC¸O˜ES 1,2 e por B ser a´lgebra, segue o resultado.

Fixe h ∈ C(X,R) e tome  > 0. Vamos construir f ∈ B tal que ‖f − h‖∞ < .
Dados x1, x2 ∈ X, x1 6= x2, tome g ∈ B tal que g(x1) 6= g(x2). Defina:
α =
h(x1)− h(x2)
g(x1)− g(x2) β =
h(x2)g(x1)− h(x1)g(x2)
g(x1)− g(x2)
e fx1x2 = αg + β. Note que
fx1x2(x1) = αg(x1) + β =
(h(x1)− h(x2))
g(x1)− g(x2) .g(x1) +
h(x2)g(x1)− h(x1)g(x2)
g(x1)− g(x2)
=
h(x1)g(x1)− h(x1)g(x2)
g(x1)− g(x2) = h(x1).
Da mesma forma fx1x2(x2) = h(x2). Conclusa˜o: dados pontos u, v ∈ X,
∃fuv ∈ B tal que fuv(u) = h(u) e fuv(v) = h(v).
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Fixe  > 0 e x ∈ X. Para cada y ∈ X, x 6= y, considere fxy como acima,
ou seja, fxy ∈ B, fxy(x) = h(x) e fxy(y) = h(y). Note que dado y ∈ X,
fxy e´ cont´ınua. (conservac¸a˜o do sinal na vizinhanc¸a) Enta˜o existe um aberto
V (y) 3 y tal que ∀z ∈ V (y), fxy(z) ≥ h(z) − . Tome y1, . . . , yn tal que
V (y1), . . . , V (yn) e´ uma cobertura para o conjunto X. Defina fx = fxy1 ∨
fxy2 ∨ . . . ∨ fxyn . Segue pela AFIRMAC¸A˜O 3 que fx ∈ B. Ale´m disso, dado
z ∈ X note que fx(z) ≥ h(z) − . Tambe´m, pela construc¸a˜o, temos que
fx(x) = h(x). Enta˜o, existe um aberto V (x) 3 x tal que ∀z ∈ V (x), fx(z) ≤
h(z) + . Para cada x ∈ X, considere fx e V (x) 3 x como antes. Tome
x1, . . . , xm tal que V (x1) ∪ V (x2) ∪ . . . ∪ V (xm) e´ uma cobertura para X.
Defina f = fx1 ∧ fx2 ∧ . . . ∧ fxm em que f ∈ B pela AFIRMAC¸A˜O 3. Note
que ∀z ∈ X, f(z) ≥ h(z) − . Ale´m disso, se z ∈ X, enta˜o z ∈ V (xi), para
algum i = 1, . . . ,m, e portanto, fxi(z) ≤ h(z) +  e logo f(z) ≤ h(z) + .
Conclusa˜o: ∀z ∈ X, f(z) ≥ h(z)− , f(z) ≤ h(z) + . Enta˜o |f(z)−h(z)| ≤ ,
∀z ∈ X, e portanto ‖f − h‖∞ ≤ .
Logo, segue o resultado.
(b) Seja R o conjunto das partes reais dos elementos f ∈ B. Isto e´,
R := {Re(f) : f ∈ B}
E´ claro queR conte´m (e de fato e´ igual) as partes imagina´rias de cada elemento
de B. Isto pode ser visto, multiplicando cada elemento em B por −i. Podemos
afirmar que R ⊂ B. Com efeito, Re(f) = f+f
2
∈ B pois B e´ a´lgebra auto-
adjunta. Por outro lado, R e´ suba´lgebra de B. De fato, como B e´ a´lgebra,
o produto de dois elementos Re(f) e Re(g) de R e´ um elemento de B. Mas
uma vez que Re(f).Re(g) sa˜o valores reais, o produto deve pertencer a R. O
mesmo acontece com a soma e o produto por um escalar. Note agora que R
separa pontos pois como B separa pontos, para cada x 6= y ∈ X existe uma
func¸a˜o f ∈ B tal que f(x) 6= f(y). Mas isto implica que Re(f(x)) 6= Re(f(y))
ou Im(f(x)) 6= Im(f(y)), ou seja, existe uma func¸a˜o em R que separa pontos.
E´ claro que R conte´m as func¸o˜es constantes. Podemos enta˜o, aplicar a versa˜o
real do Teorema de Stone-Weierstrass e concluir que cada func¸a˜o em X pode
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ser uniformemente aproximada por elementos de R.
Vejamos agora que B e´ denso em C(X). Tome f ∈ C(X). Pelo que acabamos
de observar, ambas Re(f) e Im(f) sa˜o limites uniformes de sequeˆncias (gn) e
(hn) de R. Enta˜o
‖f − (gn + ihn)‖∞ ≤ ‖Re(f)− gn‖∞ + ‖Im(f)− hn‖∞ −→ 0.
E´ claro que a sequeˆncia (gn + ihn) esta´ em B. Portanto, B e´ denso em C(X).

E agora, vamos ao Teorema de Stone-Weierstrass para espac¸os localmente com-
pactos. Para provar o teorema, precisamos de um resultado auxiliar, que sera´ o
seguinte lema:
Lema 1. Se X e´ um espac¸o de Hausdorff localmente compacto e A e´ uma
suba´lgebra auto-adjunta de C(X) que separa pontos, mas se anula num ponto x0
(isto significa que para toda f ∈ A, tem-se f(x0) = 0), enta˜o o fecho de A e´ o
conjunto de todos as f ∈ C(X) com f(x0) = 0.
Demonstrac¸a˜o. E´ o´bvio que o fecho de A esta´ contido no conjunto de todas as
f ∈ C(X) com f(x0) = 0, apenas pela definic¸a˜o de convergeˆncia pontual. A
outra contineˆncia e´ um pouco mais complicada. Seja B o conjunto definido por
B = {f + 1c : f ∈ A, 1 denota a func¸a˜o constante um, e c ∈ C}. E´ claro que B
e´ suba´lgebra de C(X) pelo fato de A ser uma a´lgebra. Tambe´m, A ⊂ B, fazendo
c = 0. Portanto B separa pontos de X e uma vez que a func¸a˜o nula esta´ contida em
A, B tambe´m conte´m as func¸o˜es constantes e a a unidade. Pela versa˜o complexa
do Teorema de Stone-Weierstrass, o fecho de B e´ igual a C(X). Afirmamos que
isso prova o Lema. Para ver isso, seja f ∈ C(X,C) tal que f(x0) = 0. Existe
uma sequeˆncia de func¸o˜es (gn) em B que converge uniformemente para f . Pela
definic¸a˜o de B, gn = fn+1cn para todo n ∈ N, para alguma func¸a˜o f ∈ A e algum
cn ∈ C. Como {gn(x0)} converge para zero e fn(x0) = 0 para todo n, segue que
{1cn} converge uniformemente para zero. Finalmente,
‖fn − f‖∞ = ‖fn + 1cn − f − 1cn‖∞ ≤ ‖fn + 1cn − f‖∞ + ‖1cn‖∞
57
no qual o lado direito e´ precisamente ‖gn− f‖∞+‖1cn‖∞, que converge uniforme-
mente para zero. Assim, fn e´ uma sequeˆncia em A que converge uniformemente
para f . 
Teorema 4. Seja A uma suba´lgebra auto-adjunta de C0(X), no qual X e´ espac¸o
de Hausdorff localmente compacto. Suponha que A satisfaz as seguintes condic¸o˜es:
i. Se x ∈ X, enta˜o existe f ∈ A tal que f(x) 6= 0; e
ii. A separa pontos.
Enta˜o A = C0(X).
Demonstrac¸a˜o. Seja Y uma compactificac¸a˜o de Alexandroff de X, Y = X ∪ {∞}.
Enta˜o Y e´ um espac¸o de Hausdorff compacto. Seja B o conjunto definido por
B = {f ∈ C(Y,C) : f(∞) = 0}.
Enta˜o B e´ uma suba´lgebra de C(Y,C) e, pela proposic¸a˜o 24, C0(X,C) e´ isometri-
camente isomorfo a B via a func¸a˜o φ : C0(X,C)→ B definida por φ(f) = f ∗, onde
f ∗(x) = f(x) para todo x ∈ X e f ∗(∞) = 0. Enta˜o φ(A) pode ser visto como uma
suba´lgebra de C(Y,C) que separa pontos de Y e se anula no ponto ∞. Pelo Lema
1, o fecho de A e´ igual a B. Pelo isomorfismo isome´trico, isto e´ o mesmo que dizer
que o fecho de A e´ igual a C0(X). 
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Conclusa˜o
Comec¸amos este trabalho definindo espac¸os topolo´gicos e assumido as pro-
priedades e conceitos elementares estudados em espac¸os me´tricos como conhecidas.
No avanc¸o dos estudos definimos e provamos os resultados necessa´rios par enunciar
e provar o Teorema de Stone-Weierstrass.
Durante a parte intermedia´ria do texto foi poss´ıvel notar va´rias definic¸o˜es e
estruturas em espac¸os topolo´gicos que sa˜o equivalentes em espac¸os me´tricos (como
por exemplo conjunto fechado, interior e fecho). Tambe´m vimos implicac¸o˜es que
so´ eram verdadeiras em espac¸os me´tricos (como por exemplo ser sequencialmente
compacto implica em ser compacto). Pore´m os espac¸os de func¸o˜es C(X) e C0(X)
(com X compacto e X localmente compacto respectivamente) sa˜o espac¸os norma-
dos, logo me´tricos, e assim, precisamos dos resultados estudados em Ana´lise para
trabalhar com tais espac¸os. Por isso, foi de fundamental importaˆncia ja´ assumir-
mos os resultados de espac¸os me´tricos no comec¸o.
Quando alcanc¸amos o teorema de aproximac¸a˜o de Weierstrass, percebemos
que em linguagem topolo´gica, o corola´rio do Teorema 2 diz que o conjunto dos
polinoˆmios e´ denso em C([a; b];R). Essa observac¸a˜o nos leva diretamente a` busca
de subconjuntos de C(X) (X compacto Hausdorff) formados por func¸o˜es simples,
que sejam densos em C(X). E´ claro que agora na˜o temos mais os polinoˆmios,
pois na˜o faz sentido falar em polinoˆmio definido em um espac¸o topolo´gico. Diante
disto, usamos a soluc¸a˜o que Marshall Stone deu em 1937 para esse problema. A
questa˜o central era identificar as func¸o˜es que fariam o papel dos polinoˆmios neste
contexto mais abstrato. E´ natural buscar func¸o˜es que, de certa forma, reproduzem
o comportamento dos polinoˆmios. Uma propriedade o´bvia dos polinoˆmios e´ que a
soma e o produto de polinoˆmios ainda e´ um polinoˆmio e o produto de um polinoˆmio
por um escalar e´ um polinoˆmio. Isso nos levou a` noc¸a˜o de a´lgebra sobre um corpo.
59
Ja´ nos teoremas finais, notamos que o conjunto das func¸o˜es cont´ınuas definidas
em um compacto com imagem complexa, se comportam de maneira semelhante
a`s suas suba´lgebras que separam pontos e conte´m as func¸o˜es constantes (Teorema
de Stone-Weierstrass). Depois disto, consideramos o espac¸o das func¸o˜es cont´ınuas
que se anulam no infinito com domı´nio num espac¸o localmente compacto e com
imagem nos complexos. Considerando A uma suba´lgebra que e´ auto-adjunta,
separa pontos e, dado qualquer ponto no domı´nio, existe uma func¸a˜o em A que
na˜o se anula nesse ponto, enta˜o A e´ densa em tal espac¸o.
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