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Abstract 
The rates of pseudo-self-exchange electron transfer reactions between 
[(NH3)5Ru
IIL]2+ and [(NH3)5Ru
IIIL’]3+  at reactant concentrations of 1.0 х 10-4 M (where 
L, L’ = substituted pyridines) and the reaction between [(NH3)5Ru
IIPy]2+ and 
[(NH3)5Ru
III3FPy]2+ at different reactant concentrations in the presence of various 
salts added were studied by using the stopped-flow kinetic spectroscopy.  Marcus 
theory rate vs. driving force plots yielded distinct families of lines depending on 
whether a 3- or 4- phenylpyridine ligand was present, and reactions of 4-
phenylpyridine were in all cases the fastest.  Both temperature dependent studies 
(stopped-flow and dynamic NMR measurements) indicate that the origin of the 
phenyl substituent effect is in the enthalpic portion of the free-energy of activation.  
One explanation is that the reorganizational barrier λ might be significantly lower for 
the 3-Phpy and 4-Phpy complexes, or it could be that energetically-favorable - 
stacking interactions (known to be common in compounds bearing the phenyl rings) 
may be helping to enhance bimolecular precursor complex formation. 
 Salt effect studies showed that the apparent catalytic activity of the salts 
muconate, terephthalate and 1,4-DCCH decreased modestly as the reactant ion 
concentrations were increased.  In agreement with prior NMR work (Yinshin,Q.;2011) 
we found that the superexchange ET catalysis by trace MII(CN)6
-4 varied strongly in 
the order Ru < Os < Fe 
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reactants concentration in the presence of added sodium 
acetate.  In the figure experimental data (black circles), 
pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(green circles) are shown. 
 
203 
Figure 3.14   Specfit simulation data for reaction 3.10 at 1 х 10-4 M reactants 
concentration in the presence of added sodium perchlorate.  In 
the figure experimental data (black circles), pathway 2 (red 
diamonds), pathway 3 fitted with ketx = ketx2 (green circles) are 
shown. 
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Figure 3.15   Specfit simulation data for reaction 3.10 at 1 х 10-4 M reactants 
concentration in the presence of added potassium thiocyanide.  
In the figure experimental data (black circles), pathway 2 (red 
diamonds), pathway 3 fitted with ketx = ketx2 (green circles) are 
shown. 
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Figure 3.16   Specfit simulation data for reaction 3.10 at 1 х 10-4 M reactants 
concentration in the presence of added K4Ru(CN)6.  In the 
figure experimental data (black circles), pathway 2 (red 
circles), pathway 3 fitted with ketx = ketx2 (green circles) are 
shown. 
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Figure 3.17   Specfit simulation data for reaction 3.10 at 1.0 х 10-4 M 207 
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reactants concentration in the presence of added K4Os(CN)6.  
In the figure experimental data (black circles), pathway 2 (red 
diamonds), pathway 3 fitted with ketx = ketx2 (green circles) are 
shown. 
 
Figure 3.18   Specfit simulation data for reaction 3.10 at 1.0 х 10-4 M 
reactants concentration in the presence of added K4Fe(CN)6.  
In the figure experimental data (black circles), pathway 2 (red 
diamonds), pathway 3 fitted with ketx = ketx2 (green circles) are 
shown. 
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Figure 3.19   Specfit simulation data for reaction 3.10 at 1.0 х 10-4 M 
reactants concentration in the presence of added sodium1,4- 
DCCH.  In the figure experimental data (black circles), pathway 
2 (red diamonds), pathway 3 fitted with ketx = ketx2 (green 
circles) are shown. 
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Figure 3.20   Specfit simulation data for reaction 3.10 at 2.0 х 10-4 M 
reactants concentration in the presence of added sodium1,4- 
DCCH.  In the figure experimental data (black circles), pathway 
2 (red diamonds), pathway 3 fitted with ketx = ketx2 (green 
circles) are shown. 
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Figure 3.21   Specfit simulation data for reaction 3.10 at 7.5 х 10-5 M 
reactants concentration in the presence of added sodium 
terephthalate.  In the figure experimental data (black circles), 
pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(green circles) are shown. 
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Figure 3.22   Specfit simulation data for reaction 3.10 at 1.0 х 10-4 M 
reactants concentration in the presence of added sodium 
terephthalate.  In the figure experimental data (black circles), 
pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(green circles) are shown. 
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Figure 3.23   Specfit simulation data for reaction 3.10 at 2.0 х 10-4 M 
reactants concentration in the presence of added sodium 
terephthalate.  In the figure experimental data (black circles), 
pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(green circles) are shown. 
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Figure 3.24   Specfit simulation data for reaction 3.10 at 2.5 х 10-4 M 
reactants concentration in the presence of added sodium 
terephthalate.  In the figure experimental data (black circles), 
pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(green circles) are shown. 
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Figure 3.25   Specfit simulation data for reaction 3.10 at 7.5 х 10-5 M 216 
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reactants concentration in the presence of added sodium 
muconate.  In the figure experimental data (black circles), 
pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(blue circles), and pathway 3 fitted by varying ketx2 with the best 
point fit (green circles) are shown. 
 
Figure 3.26   Specfit simulation data for reaction 3.10 at 1.0 х 10-4 M 
reactants concentration in the presence of added sodium 
muconate.  In the figure experimental data (black circles), 
pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(blue circles), and pathway 3 fitted by varying ketx2 with the best 
point fit (green circles) are shown. 
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Figure 3.27   Specfit simulation data for reaction 3.10 at 1.50 х 10-4 M 
reactants concentration in the presence of added sodium 
muconate.  In the figure experimental data (black circles), 
pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(blue circles), and pathway 3 fitted by varying ketx2 with the best 
point fit (green circles) are shown. 
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Figure 3.28   Specfit simulation data for reaction 3.10 at 2.0 х 10-4 M 
reactants concentration in the presence of added sodium 
muconate.  In the figure experimental data (black circles), 
pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(blue circles), and pathway 3 fitted by varying ketx2 with the best 
point fit (green circles) are shown. 
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Figure 3.29   Specfit simulation data for reaction 3.10 at 2.5 х 10-4 M 
reactants concentration in the presence of added sodium 
muconate.  In the figure experimental data (black circles), 
pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(blue circles), and pathway 3 fitted by varying ketx2 with the best 
point fit (green circles) are shown. 
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Figure 3.30   Dependence of ket on concentration of reactants 
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Figure 3.31   Change in the best-fit ketx value with increasing concentration 
of reactants. 
221 
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Chapter 1 
 
1.1   History and Scope of Electron-Transfer Reactions 
 Electron transfer is one of the most basic and important processes to take 
place in natural and artificial chemical systems.  For example, photosynthesis, 
biochemical respiration, battery and fuel-cell technology photography all involve 
critical electron-transfer steps.1-4  Electron transfer plays a fundamental role in 
human body; most of the energy of glucose or fatty acids is extracted through 
oxidation to produce the reduced high-energy electron carriers NADH and FADH.5,6  
In addition to the general chemical and biological examples mentioned above 
electron (and energy) transfer plays a major role in such central research areas of 
modern chemistry as molecular electronics and nanotechnology.  In these nano- or 
molecular-scale systems and devices, charge and energy transfer are the major 
signal transport mechanisms.  Electron-transfer reactions - oxidations and reductions 
- are involved in, among others, a variety of energy conversion processes, analytical 
methods, synthetic strategies, and information processing systems.7  Even 
electroplating, which takes place through an enforced electron-transfer process, is an 
application in corrosion-resistant chemistry which seeks to attenuate destructive 
redox chemistry at properly-treated surfaces.  The control of electron transfer is a 
key element for the realization of artificial photo-synthetic systems and other 
molecular devices that utilize electron transfer.8-10  So, to have understanding and 
control of basics of this fundamental and widespread reaction remains an important 
goal in contemporary research.   
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Figure 1.1  Three important processes involving ET. 
For last 70 years or so, the field of electron-transfer has grown enormously, both in 
chemistry and biology.  Figure 1.2 shows how research on electron-transfer 
reactions has led to connections with other fields and disciplines. 
A factor in the growth of electron-transfer research was the introduction of 
new types of instrumentation and kinetic techniques after World War II which 
permitted the study of the rates of rapid chemical reactions.  Electron-transfer 
reactions are frequently rather fast compared with many types of reactions which 
depend on the breaking of chemical bonds and the forming of new ones. 
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Figure 1.2  Electron-transfer as it relates to various different areas of modern 
research.4 
Thus, detailed kinetic studies of a large body of fast electron-transfer reactions 
became accessible with the introduction of this instrumentation.  One example of this 
instrumentation was the stopped-flow kinetic spectroscopy apparatus, pioneered for 
inorganic electron transfer reactions by N. Sutin.11,12   “Stopped-flow” permitted the 
study of bimolecular reactions in solution on the millisecond time scale (which was a 
fast time scale at the time).  Such studies led to the investigation of what has been 
termed electron transfer “cross reactions,” i.e., electron transfer reactions between 
chemically-different redox systems such that there was an observable color 
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(absorbance ) change as the reaction proceeded (the “pseudo self-exchange” 
reactions to be described later in this thesis fall in this category). 
Many of the early experiments in electron transfer kinetics dealt with isotopic-
exchange (or “scrambling”) reactions ( which necessarily implied ET self-exchange 
reactions) and, later, “cross reactions” as well.13,14   Self-exchange reactions are 
reactions which occur between identical compounds which differ only in their 
oxidation states and if one of the oxidation states can be isotopically “tagged,” then 
isotopic scrambling necessarily occurs at the same rate as ET self-exchange.  See 
equations (1.1) and (1.2) for two examples.  These experiments were made possible 
by the commercial availability after the Second World War of many radioactive 
isotopes which permitted the study of large number of isotopic traces exchange 
processes, including these simple electron-transfer reactions.  
Fe2+ + Fe*3→ Fe3+ + Fe*2+     (1.1) 
Ce3+ + Ce*4→ Ce4+ + Ce*3+     (1.2) 
(these reactions were carried out in aqueous solution,  the asterisk denotes a 
radioactive isotope). 
1.2  Classification of Electron-Transfer Reactions 
Electron-transfer reactions can be classified into two different categories, one 
of them is homogenous electron transfer and heterogeneous electron transfer.  In 
heterogeneous electron transfer,  the electron transfers across two different phases,  
normally a solid electrode and an aqueous (or other solvent) solution phase as in the 
case of electrochemical reactions.15   These reactions can be studied by different 
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electroanalytical techniques like cyclic voltammetry, chronoamperometry and a 
variety of other voltammetric techniques.  On the other hand, in homogenous 
electron-transfer reactions the electron transfers between redox reactants in the 
same phase.  The majority of homogenous reactions studied are in liquid phase but 
there are some examples of gas phase, homogenous reactions available as well.16   
In the research work to be described in this thesis, homogenous ET reactions were 
studied in aqueous solution the liquid phase by using stopped-flow kinetic 
spectroscopy. 
In the 1950’s Henry Taube identified two primary mechanisms of electron- 
transfer reactions. These were the inner-sphere and outer-sphere mechanisms.  
Both of these ET mechanisms are very widespread and thus chemically important.  
The outer-sphere mechanism is important, in-part, because of the useful analogy 
that can be drawn between electron transfer between metal complexes and electron 
transfer in metalloenzymes.6   The inner-sphere mechanism is important because 
atom transfer (bond breaking/formation) is often found to be concomitant with 
electron transfer.  Both are important for photosynthesis.1  In the inner-sphere 
mechanism there is necessarily a bridging ligand involved in the ET step, while there 
is no such direct, covalent link between redox centers in the outer-sphere 
mechanism.  It is sometimes difficult to tell which mechanism is predominating in a 
given electron-transfer reaction.  A discussion of the differences between the two 
mechanisms is given below. 
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1.3  The Inner-sphere Mechanism 
Inner-sphere ET reactions, even though involving more steps than outer-
sphere reactions, can still be very fast.17  Figure 1.3 summarizes the steps necessary 
for such a reaction to occur.  The first two steps of an inner-sphere reaction are the 
formation of a precursor complex (by diffusional encounter with rate constant ka) and 
then the formation of the bridged- binuclear intermediate according to rate constant 
kb.  The final two steps are electron transfer through the bridging ligand to give the 
successor complex (rate constant ket), followed by dissociation to give the products 
(k-b2, kd2).  
 
Figure 1.3  Schematic illustration of the steps involved in the inner-sphere electron-
transfer mechanism.18 
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The rate determining step of the overall reaction may be any one of these processes, 
but the common one is the electron-transfer step itself.  If both metal ions have a 
non-labile electronic configuration after electron transfer, then the break-up of the 
bridged complex is often rate determining.  An example is the reduction of 
[RuCl(NH3)5]
2+ by [Cr(OH2)6]
2+ in which the rate determining step is the dissociation 
of the chloride-bridged product complex [RuCl(NH3)5(μ-Cl)Cr
III(OH2)5]
4+ to form.19  
The numerous reactions in which the electron-transfer step itself is rate-determining 
do not display any broad regularities in rate.  Rates vary over a wide range as metal 
ions and bridging ligands are varied. 
It can be difficult to assign reaction mechanism (inner- or outer-sphere), but in 
some cases, (see above) it is very easy to assign an inner-sphere mechanism when 
the reaction involves clear ligand transfer from an initially non-labile reactant to a 
non-labile product.  With more labile product complexes however, operation of the 
inner-sphere pathway should always be suspected if good bridging groups such as 
Cl-, Br-, I-, N3
-, CN-, SCN-, pyrazine, 4, 4/-bipyridine, are present.  Although all these 
ligands have lone pairs to form a bridge, this may not be an essential requirement.  
For instance, just as the carbon atom of the methyl group can act as a bridge 
between OH- and I- in a hydrolysis of iodomethane, so it can act as a bridge between 
Cr(II) and Co(III) in the reduction of a methylcobalt species by Cr(II).15  The rate 
expression of the inner-sphere mechanism is given by the following, 
  (1.3) 
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     (1.4)20 
where k1 is the rate of formation of the ligand-bridged precursor complex,  k -1 is the 
rate of dissociation of the precursor complex, and k2 is the rate of the electron/ligand 
transfer step within the intermediate (precursor) bridged-complex followed by the 
(presumably very fast) dissociation of the successor complex to form products 
according to k3. 
1.4  The Outer-sphere Mechanism 
 The outer-sphere mechanism is simpler than the inner-sphere mechanism 
because there are no bridging ligand formation steps or [bond-making or breaking 
steps] involved.  The first step in the outer-sphere mechanism is the formation of the 
“precursor complex” without any major changes in the inner-sphere (primary) 
coordination spheres of the reactants.  It is important to note, however, that the 
reactants may have to become significantly “desolvated” in order to form the 
precursor complex, thus the solvation or “second” or “outer” coordination spheres 
may have to rearrange in the associative step. 
A good conceptual starting point for understanding the principles of outer-
sphere electron transfer is the deceptively simple reaction called “electron self-
exchange”.  A typical example is the exchange of an electron between [Fe(OH2)6]
3+ 
and [Fe(OH2)6]
2+ ions in water,15 
 3]
6
)
2
[Fe(OH2]
6
)
2
[Fe(OH2]
6
)
2
[Fe(OH3]
6
)
2
[Fe(OH
    
(1.5) 
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Self-exchange reactions are among the simplest chemical reactions since they 
involve only the movement of an electron from one group to another.  Figure 1.4 
shows the identifiable steps relevant to the outer-sphere ET mechanism, 
 
Figure 1.4  Schematic illustration of the identifiable steps in the outer-sphere ET 
mechanism.15 
To understand the general mechanism of outer-sphere electron transfer, we 
will consider two reactants, one is the electron donor denoted here with D and other 
is the electron acceptor denoted by A. 
     (1.6) 
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     (1.7) 
    (1.8) 
 ka and kd are the rate constants for association and dissociation to form/destroy the 
precursor complex [D, A].  ket and k-et are the rate constants for the reversible 
electron- transfer step inside the complex, and ks is the rate constant for the 
separation of the successor complex [D+, A-] into products. 
The above mechanism can be analyzed using a steady-state kinetic analysis 
in [D, A] to yield equation 1.9  below for the predicted (bimolecular electron transfer 
rate constant) expression,21 
   (1.9) 
Taking ka/kd equal to KA, association equilibrium constant, equation (1.9) can 
be rearranged to equation 1-10, 
  (1.10) 
If ks >> ket then k-et/ks  is also negligible and equation (1.10) simplifies to, 
  (1.11) 
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Similarly, if kd >> ket   then we obtain the particularly simple result, 
kobs = KAket       (1.12) 
This classical result is called the “pre-equilibrium” limit.22   This limit is also said to be 
“activation-controlled”.  The association constant, KA, can be calculated from first 
principles via either the Eigen-Fuoss23,24 equation obtained by a thermodynamic 
approach,  or by a statistical-mechanical approach based on collision theory.25 
However, if the rate of diffusion of reactants together to form the precursor complex 
is slower than the rate of the electron-transfer step itself, kd << ket and ks << k-et then 
the observed rate constant is not dependent on ket and the so-called “diffusion-
controlled” limit is obtained, 
kobs   ka        (1.13)
26 
1.5  Optical vs. Thermal Electron-Transfer 
 In accounting for the rates of electron-transfer reactions,  Libby27 was the first 
to suggest the importance of the Frank-Condon principle.  According to the principle, 
nuclear motions in and around molecules occur on a time scale of about (10-12 sec) 
which is much longer than timescale of electronic “motion” or transition events (<10-15 
sec) thus “transitions” between allowed electronic states of a system necessarily take 
place at ~ constant or “frozen” nuclear co-ordinates.  It is this timescale mismatch 
which gives rise to the electron-transfer “activation” barrier due to the time needed 
for the slower sub-system to rearrange.  Consider, alternatively, a photon-induced 
electron-transfer transition between D and A with each in their equilibrium set of 
nuclear configurations.  The product would be formed in a vibrationally excited state. 
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The suddenly-produced D+ species would have the metal-ligand bond lengths and 
solvation sphere coordinates appropriate to the neutral species D and vice versa for 
A and A-.  This process is often called “optical” electron transfer since it occurs via 
photon absorption (and thus on the timescale of optical frequencies, ~
 
1015 Hz).  
Figure 1.5 below illustrates both thermal- and optical-electron transfer processes as 
they would apply to mixed-valence dimeric molecules.28 
 
Figure 1.5  Schematic illustration of thermal- and optical-electron transfer processes 
in a symmetric binuclear mixed-valence complex.28  The circles represent the sizes 
of the inner-coordination spheres of primary ligands; larger around M than M+. 
 The upper pathway in Figure 1.5 is applicable when the absorption of light 
(h) of the correct frequency supplies the energy required to form the vibrational 
excited state which results from having product’s M+  M electronic distribution 
enforced on the equilibrium nuclear coordinates applicable to M   M+.  Such light 
absorption corresponds to an “intervalence-transfer” (IT) absorption transition (also 
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known as metal-to-metal charge transfer).  On the lower leg of the figure, we can see 
an illustration of “thermal” or “activated” electron-transfer.  Here, relatively slow 
vibrational reorganization of the ligands and surrounding solvent nuclei (not shown 
here, but see Figure 1.7) around D and A proceeds prior to the actual electron 
transfer step itself.  The energetic relations between the corresponding energies 
required for thermal and optical electron-transfer are related by Marcus-Hush theory 
as shown in Figure 1.6 below, 
 
Figure 1.6  Two-dimensional representations of the multi-dimensional potential 
energy surfaces relevant to thermal- and optical-electron transfer.17  
In the thermal electron-transfer process, the system moves from left to right 
(horizontally) along the lower surface and (classically) passes over the barrier of 
height Eth.  The zero-order potential curves split at the intersection by the amount  
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2HAB, where HAB is the “resonance energy” between to the two electronic states 
(D,A) and (D+,A-).   As implied in Figure 1.5, optical electron-transfer takes place 
when light of the correct energy (Eop = λ = h) is absorbed such that the system 
transitions vertically from the lower surface directly to the upper surface without any 
change in nuclear co-ordinates.  The quantity λ is called the reorganizational energy 
and it represents the energetic cost of distorting nuclear coordinates by amount ∆q 
without transferring the electron, or vice-versa as in absorption of energy Eop = λ.   
Provided that Eth = ∆G*th (which is reliably true if the entropy change for the overall 
reaction is small29) and if HAB is very small compared to λ, then the barriers to optical 
and thermal electron-transfer are simply related by a factor of four30,   
   Eop = λ = 4∆G*th      (1.14) 
where “λ” is the total reorganizational energy.  Equations defining and describing “λ” 
at a quantitative level are given in chapter 2. 
The role played by the solvent can be very important to the overall magnitude 
of λ in both optical and thermal electron-transfer as illustrated in Figure 1.7 below, 
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Figure 1.7  Schematic illustration of the solvent reorganization which must occur in 
the thermal electron-transfer self-exchange reaction for FeII/III(OH2)6
2+/3+ .31 
 
In Figure 1.7 the small arrows are represent the solvent dipoles (frequently water) 
surrounding the two reactants Fe(II) and Fe(III) and in equilibrium with a particular 
charge distribution ([FeII, FeIII] or [FeIII, FeII]).  These solvent polarizations must also 
be brought to an intermediate set of coordinates (see lower leg of Figure 1.5) such 
that the surface intersection at ‡ on Figure 1.6 is attained. 
1.6  Adiabaticity vs. Non-Adiabaticity 
Two broad categories of electron-transfer reactions can be distinguished 
according to the magnitude of the electronic coupling energy ABH  between the 
reactant and product states.  Figure 1.8 illustrates the two different cases which are 
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known as adiabatic” and “non-adiabatic” electron-transfer. 
 
Figure 1.8   Potential energy surface diagrams illustrating the idea of (a) adiabatic 
electron transfer (which applies when HAB  ≥  ~ kBT and (b) non-adiabatic electron 
transfer (which applies when HAB  ≤  ~ 1/10 kBT).
32 
The “electronic coupling matrix element” ,HAB , is defined quantum mechanically via, 
   BelAAB ψ HˆψH        (1.15)
33 
where A
o and B
o are the diabetic electronic wave functions appropriate to the 
equilibrium geometries of the reactant and product electronic states, respectively and
elHˆ  is the Born-Oppenheimer (rigid nuclei) electronic Hamiltonian for the system.  
The electron-transfer reaction is said to be adiabatic if HAB is moderately large (on 
the order of kBT or larger), so that the Gibbs energy surfaces interact as shown in 
Figure 1.8.  HAB is thus properly thought of as “resonance energy” associated with 
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partial delocalization of the exchanging electron from one redox center to the other at 
either of the available equilibrium geometries. Taube and Sutton have described a 
refinement in this idea which incorporates the non-Born-Oppenheimer aspect of the 
problem arising from the fact that HAB increases (due to greater quantum mechanical 
mixing) as nuclear oscillations carry the system from the bottom (equilibrium) point in 
a given well towards the intersection region.  Because the surfaces are separated in 
the intersection region, the system remain on the lower surface as it proceeds 
through the transition state and the transition state theory “transmission coefficient” 
el ≈ 1(vide-infra).  In systems where HAB is small, the reactant and product potential 
surfaces no longer interact significantly, and the ET reaction is said to be “non-
adiabatic” and now el << 1(vide-infra).  As indicated in Figure 1.8, the system can 
now remain on the D│A surface as it passes through the intersection region and 
return oscillation will now bring it back to the equilibrium state of the reactants.  The 
point in magnitude of mixing HAB at which a reaction is to be regarded as either 
adiabatic or non-adiabatic varies with the system and conditions (such as the 
magnitude of λ, density and temperature).  In typical transition metal redox reactions, 
the point of demarcation is HAB ≈ 0.025 eV (or 200cm
-1).  HAB  is a sensitive function 
of the   BA ψ ψ  overlap implied in equation (1.15) and thus falls off 
exponentially with distance between D and A.   Adiabatic reactions are generally 
limited to cases in which D and A are relatively close to each other and/or linked by 
unsaturated bridges. 
The rate constant for an intra-molecular (first-order, within an encounter 
complex or mixed-valence dimer) E.T reaction can be expressed quantitatively by,  
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RT
GΔ
elNET eκνk

      (1.16)34-36  
where kET is the rate constant for the electron-transfer step, N is the nuclear 
frequency factor, el is the electronic transmission factor, 
G is the Gibbs free-
energy of activation, T is the temperature and R is the universal gas constant. 
Within the context of Marcus Theory, the Gibbs free-energy of activation can 
be further specified by the formula, 
2
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     (1.17)18,37 
where  is the reorganizational energy mentioned previously and rG
 is the standard 
reaction Gibbs free-energy change (thermodynamic driving force).  Classical Marcus 
theory generally works well for ET reactions where el   1, corresponding to the unit 
probability of electron transfer at the transition state (i.e., most adiabatic ET 
reactions) “working well” here would mean that measured rates are in reasonable 
agreement with predicted rates in cases where λ and rG
 are (or calculable) known 
and that the Marcus “cross reaction” formulism holds.  For reactions where el << 1 
however (non-adiabatic ET reactions), a more explicitly- quantum mechanical 
approach is required.  In adiabatic or nearly-adiabatic cases,  the electron transfer 
event always occurs upon attaining the activational energy corresponding to the 
intersection point between the reactants and products potential energy surfaces 
(thus arriving at the top of barrier via Boltzmann population), then the observed rates 
tend to fall within a modest and reproducible range of values (for a given class of 
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systems)  and exhibit pre-exponential frequency factors N in the general range of 
typical bond vibrations and solvent dipole liberations.22,38   Measurements over a 
broad range of temperature values,  however, show that measured rates can actually 
extend over an extremely large range and often still remain finite at low temperatures 
where no systems should be able to reach the intersection region (EkbT << ∆
≠G).39   
This seemingly anomalous behavior can be explained with the help of quantum 
mechanics by allowing that some form of quantum-mechanical “tunneling” must be 
carrying the reactant to product flux at low T where activational processes are 
forbidden. 
In quantum mechanics, electrons are treated as waves and same is true for 
the nuclei.  At each of the allowed vibrational levels within the reactants and products 
energy wells, the nuclear wave functions do not “end” abruptly at the edge (or 
classical “turning point”) of the potential energy surface.38   The vibrational wave 
functions necessarily extend past the potential energy surface and die off 
exponentially at either side.  This is the basis of so-called “nuclear” or “vibrational” 
tunneling.  This means that nuclear tunneling accompanied by electron tunneling 
from D to A is possible below the intersection point.  Electron transfer may occur in 
many different ways depending on the relative positions of the reactant and product 
well vibrational levels.  Thus tunneling-limited ET depends on the details of both 
electronic and vibrational wavefunction overlap as shown in the Figure 1.9.  
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Figure  1.9  Potential surface energy diagram relevant to quantum mechanical 
tunneling-limited electron transfer.  The vibrational wave functions are shown 
schematically to illustrate high-frequency inner-sphere models and the importance of 
vibrational overlap.  Real reactions necessarily involve a high-dimensional analogue 
of this situation (~ 200-500 individual “modes” which each contribute to the reaction 
coordinate with a broad range of quantum spacings).32 
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With this background we can now see that there will be three identifiable ways for 
electron-transfer to occur in the non-adiabatic regime where el < 1. 
1. Electron tunneling at the transition state:  When the reactant and product 
electronic states have the same nuclear configurations (at the surface 
intersection point) where there is large vibrational wavefunction overlap at 
energy “a” in Figure 1.9.  Even if HAB is small and el is less than one (but 
greater than zero), there will be a finite probability of electron tunneling from 
D to A.  The probability of electron tunneling itself will generally be 
temperature-independent, but the overall reaction rate will still be 
temperature-dependent because of the activation energy required to reach 
the intersection point where the nuclear wavefunction overlap is maximized 
(this could also be referred to maximum Frank-Condon overlap). 
2. Activated nuclear tunneling: Even though the system energy may not be 
enough to bring it to the intersection point, the surfaces can be close enough 
(laterally, in nuclear- configurational space) for nuclear tunneling from the 
reactant to the product surface to take place underneath the barrier.  Such 
tunneling is from a partially-thermally activated state (see the wavefunction at 
energy “b” in Figure 1.9).  The observed reaction rate in such a case will 
again be temperature-dependent, though less-so than in an adiabatic 
reaction or in case (1) above. 
3. Temperature-independent nuclear tunneling:   At very low temperatures, 
all activated processes become very slow and eventually fall to zero when 
kBT << (Eb-Ec) in Figure 1.9 (the energy gap between the two lowest 
vibrational/librational levels in the reactants well).  There may remain, a small 
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measurable.  Temperature-independent electron-transfer rate arising from 
nuclear tunneling from the lowest vibrational state of the reactant state to the 
product surface.  This is a result of the overlapping reactant and product 
wavefunction “tails” at energy “c” in Figure 1.9). 
1.7  Rates of Reactant Association and Dissociation in Bimolecular ET 
Reactions 
In bimolecular electron-transfer reactions the electron transfer can be viewed 
as occurring via three identifiable intermediate steps as was discussed in section 1.4. 
These three intermediate steps are as illustrated in Figure 1.4 and written out in 
equations 1.6-1.8.  If the formation of the encounter complex is diffusion-controlled 
as would be the case in liquids,40  then we can define an equilibrium association 
constant KA = ka/kd and have shown that, 
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   (1.18)25,35 
where N = 6.022 ×1023,  R is the universal gas constant ( 8.314 J K-1mol-1), and T is 
Kelvin.  It is assumed that the associated reactants in the encounter complex are 
separated by a distance r with a range r+r of values, and w(r,µ) is the “work term” 
for association (a free energy quantity) necessary to bring the two reactants together.  
Both reactants are positively charged in our experiments, thus the work needs to be 
done against columbic repulsion as the reactants to diffuse together from infinity to 
the range r+r appropriate to formation of the encounter complex. 
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When the two reactants are spherical and the work required to bring them together is 
predominantly columbic, if we require that r << r (by assuming that reaction takes 
place at the van-der Walls “contact” distance).  The work of association is now, 
μβr
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  (1.19)25 
where z2 and z3 are the charges on the two reactants (+2 and +3 in our case), Ds is 
the static dielectric constant of the medium, (78.54 for water at 25oC), r is the 
distance of closest approach of the two metal centers, (the sum of the van der Walls 
radii (r = a2 + a3) in units of Armstrong, and 2 is the sum of the radii of reactant 2 
and the predominate ion of opposite charge to that reactant ion in the Debye-Huckel 
“ion atmosphere” which forms around the reactant ion (3 has a similar meaning).  β  
is a constant of the theory known as the Debye “inverse length” and has a value of 
0.329 in A-1(M-1)1/2 for water at 298K.  μ is the total ionic strength of the solution ( 
which includes both contributions from the reactants themselves and any added 
salts), e is the unit electron charge (1.602177 × 10-19 C). 
If we assume that the radii of all the ions are equal, then equation 1.19 
transforms to the much simpler form given in equation 1.20, 
)μβσσ(1D
ezz
μ)w(r,
s
2
32

      (1.20)25 
where r = σ  = (a2 +a3), in order to predict ionic strength effects on the rate constant 
for some overall bimolecular ET reaction, a quantitative model such effects on the 
rate constants of the individual association/dissociation steps is important.  
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Smoluchowski and Debye derived an expression to predict the rate of association of 
the reactants to form an encounter complex using a diffusional treatment of charged 
particles and their ion atmospheres.  The expression in SI units is given by, 
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where w(r,) is the work function as described in equations 1.19 and 1.20,  is the 
viscosity of the solvent (8.9 × 10-4 kg/m.s for pure water at 25oC, ra and rb are the 
radii of the approaching molecules in Angstroms, d is the distance of closest 
approach of the two molecules (ra + rb, also in Angstroms) and d is the same 
distance of separation between the two reactants but now expressed in meters. 
The rate constant for the dissociation of the reactant’s encounter (or the product 
“successor”) complex is given by the corresponding Debye-Eigen equation, 
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If we divide equation 1.21 by equation 1.22 we obtain the expected Eigen-Fuoss 
expression for KA the equilibrium constant for the formation of the encounter 
complex. 
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1.8  Temperature Dependence of Electron Transfer (Multiple Contributions KA 
and λ) 
 The Arrhenius equation is often used to express the relationship between the 
rate constant k and temperature T,  
/RTE-
 Ae  k a       (1.23)44  
where k is some measured rate constant, A is the “pre-exponential” or “frequency” 
factor (and A ≈ kBT/h in the classical transition theory).
44   The activation energy, Ea, 
is (the energy input required to reach/surmount) the activation barrier of the 
reaction), and R is the universal gas constant and T is in Kelvins.  Taking the natural 
log of both sides of equation 1.23, we obtain, 
  /RTaE -  (lnA)  kln       (1.24)  
A plot of ln k vs. 1/T yields a slope of -Ea and an intercept of ln A.  Similarly, from 
transition state theory, the rate constant for an electron-transfer reaction can be 
expressed as, 
G/RTΔB
elet e
h
k
κk
      (1.25)45 
(see also equation1.16).  Equation 1.25 simplifies if the electron transfer is adiabatic 
so elκ = 1.  We note that the values of kBT/h (6.2 х 10
12 at 298oK ) and the 
experimentally-obtained N in equation 1.16 are comparable.  It is also known that 
the Gibbs free-energy of activation can be expressed in terms of enthalpic and 
entropic activational barriers via the Gibbs–Helmholtz equation, 
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   STΔHΔGΔ         (1.26)15 
Combining equations 1.25 and 1.26 and setting the value of elκ  at ~ 
1, we obtain, 
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Dividing the equation 1.27 by T and taking the natural log of both sides gives, 
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Equation 1.28 is called the Eyring equation and a plot of experimental kinetic data as
Τ
k
ln et  vs. 1/T is called an “Eyring plot”46  where the enthalpy of activation can be 
calculated from the slope, and the entropy of activation from the intercept.  In this 
thesis the calculations of the enthalpies and entropies of activation derived from 
temperature-dependent ET- rate data recorded in the experiments to be described in 
this thesis. 
For bimolecular electron-transfer reactions, such as the ones studied in this 
work, λ is large enough to ensure that the reactions will fall in the pre-equilibrium limit 
and the  overall kinetic rate constant can be expressed by the equation 1.2943,47   
    etAobs kKk      (1.29) 
where KA is the association constant to form the precursor complex (see equation 
1.18) and ket now is the first-order “intramolecular” ET reaction taking place at van-
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der Walls contact distance between D and A as [ D, A ] (see equations 1.16 and 
1.27).  
Modifying equation 1.27 accordingly, we obtain  
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    (1.30) 
Employing the Eigen-Fuoss treatment23 for calculation of KA (see equation 1.18) we 
find, 
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The work of association term in equation 1.31 (the first exponential) can be 
decomposed into enthalpic and entropic contributions which show up in the observed 
enthalpic and entropic activational barriers derived from temperature-dependent 
kinetic data.  If we absorb those quantities into the standard (TST) quantities ∆≠H 
and ∆≠S and allow the aggregate prefactor to deviate as shown from the formal value 
of kBT/h, then the equation for kobs becomes, 
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   (32) 
where now ∆*H and ∆*S have replaced ∆≠H and ∆≠S (note; we are still carrying along 
an assumed el  1 here as well).  Dividing by T on both sides and taking natural log, 
we now find, 
28 
 
RT
H*Δ
R
S*Δ
ln
1000
3
Nd4
ln
T
ln
h
kk Bobs
 


















 π
  (1.33) 
Thus from a plot of ln(kobs/T) vs. 1/T, the enthalpy of activation ∆*H is obtained from 
the slope and entropy of activation ∆*S from the intercept. 
 The research work described in Chapter Two of this thesis involves pyridyl-
ring substituent effects on low-driving force “pseudo-self-exchange” ET reactions 
between species of pentaammine pyridyl ruthenium complexes where λ    ∆ G (note 
Figure 1.6, 1.8 and equation 1.17).  The observed kinetic and activational parameter 
trends are explained in terms of pi-pi stacking interactions affecting kobs beyond the 
simple driving force effects as predicted by Marcus-Hush theory.34,35,48,49   To gain 
further mechanistic insight into the observed patterns of rate enhancement, 
temperature-dependent rate studies were conducted so as to obtain activational 
parameters. 
In Chapter Three, the rate constant for single pseudo-self-exchange reaction 
was studied in the presence of a broad range of added salts so as to test the 
predictions of the Debye-Huckel theory of ion atmospheres.  Detailed kinetic 
simulations were conducted using Specfit simulation software.  This allowed us to 
extract estimates for ket, the rate of electron transfer inside a presumed ternary-
association complex which allows for an entirely new “kinetic channel” in cases 
where salt concentrations are high enough.  This work builds upon and extends prior 
efforts in this lab performed by Sista.50  
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Studies of Bimolecular Electron-Transfer Rate Effects due to Variations of 
Pyridyl-Ring Substituents in  Ruthenium Pentaammine Pyridyl Complexes in 
Aqueous Solution 
2.1  Introduction 
It is well-established that pyridyl-ring substituents can tune redox potentials, 
spectroscopic energy gaps, and photochemical excited-state properties of 
rutheniumammine complexes.1-4   The work described in this chapter seeks to 
investigate whether such substituents might affect bimolecular pseudo-self-exchange 
ET kinetics in ways which go beyond simple thermodynamics (driving force) 
considerations.  In particular, we are interested in checking for any possible kinetic 
effects which might happen due to frontier orbitals effects or π-π stacking type 
interactions5-7  which might occur in the case of bimolecular ET reactions between 
complexes bearing pyridyl ligands with phenyl ring substituents.  To pursue this 
question, we studied the rates of a series of reactions such as the generic low-driving 
force “pseudo-self-exchange” ET reaction shown as (2.1) below using  stopped-flow 
kinetic spectroscopy in water, 
   (2.1) 
where A is NH3 and L and L’ represent two different pyridyl ligands (the identities of 
which effectively “tune” the redox potentials of the various reactants vide infra).  The 
structures of the different pyridyl ligands studied in this research work are shown in 
Table 2.1.  To map an approximately 0.15V range in driving force for the reaction a 
variety of L and L’ combinations were used. 
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According to the Marcus-Hush theory8-11, the rate of a given reaction ET 
reaction is described by, 
  RT
GΔ
elAex eνκKk N


     (2.2) 
where KA is the association constant for formation of the precursors complex, el is 
the electronic transmission co-efficient (~ 1 for “adiabatic” ET reactions), N is the 
effective nuclear frequency factor (typically kBT/h), ∆
≠G is the free energy of 
activation, R is universal gas constant and T is temperature in Kelvins.  As explained 
in Chapter One, the Gibbs energy of activation for Marcus theory is given by the 
formula,
 
2
r
λ
  GΔ
1
4
λ
GΔ










 
    (2.3)12 
where  is the reorganization energy and rG
 is the standard reaction Gibbs energy 
( obtained from the difference in the standard reduction potentials of the redox 
partners).  The quantity rG
 refers to electron transfer within the association 
complex of the reactants [D,A → D+,A] .  Redox potential measurements on the 
separate redox couples, E1/2(D
+/o) and E1/2(D
-/o), give rG for the overall reaction, D + 
A → D+ + A-, 
rG = -RT∆E1/2 = -RT[E1/2 (A
/-) – E1/2 (D
+/)]    (2.4) 
In order to obtain corresponding values for ∆rG
 within the associated pair, 
corrections for the electrostatic work needed to bring together the reactants and 
products must be made using the following equation, 
    ∆rG
 = ∆rG - wp + wr    (2.5)
13 
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where wp and wr are electrostatic work term for reactants and products as describes 
in Chapter One equation (1.19).  In a charge-symmetric reactions such the pseudo 
self-exchange reactions under discussion here (2+,3+→3+,2+; see equation 2.1), the 
reactant ions are of similar size.  The wr and wp work terms will be nearly equal (see 
also equation (1.19) in Chapter One).  Therefore rG
   rG = -RTln(∆E1/2).  Details 
regarding the calculation of wr and wp are presented in Chapter One (see equations 
1.18-1.22). 
2.2  Reorganizational Energy 
The nuclear reorganizational energy λ introduced in Chapter One (see Figure 
1.6 and equation 1.14) is the energy required to move the nuclei associated with the 
reactants to the positions they adopt in the activated encounter complex immediately 
before the transfer of the electron.  The overall reorganizational energy is often 
decomposed into two identifiable types of reorganizational energies,  
 total    in +  out      (2.6)
14,15 
where the inner-reorganizational energy,  in, is associated with (generally fast) 
changes in the intramolecular (inner-shell) bond distances and angles.  In the 
simplest case, this corresponds to the positions of the n atomic ligands surrounding 
the central metal ions and within the harmonic oscillator approximation; it is given by 
the following relation,    
21
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o21
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      (2.7)14-16 
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where f1 and f2 are the symmetric stretching (breathing) force constants for each of 
the two reactants for each, and ∆do is the difference between the equilibrium metal-
ligand bond distances of the separated reactants in their reduced and oxidized 
forms. 
In cases where there is strong specific solvation and/or solvent/solute 
hydrogen bonding (such as with ruthenium ammine complexes12,17,18), then the 
partitioning implied by equation 2.6 becomes less valid.19  In the absence of such 
complications, the outer-shell reorganizational energy  out is associated with the 
relatively slow changes in the polarization of the surrounding medium (the so-called 
outer-sphere or solvation shell of the precursor complex).  It depends on the solvent 
polarity, the separation between the redox sites, and on the shape of the molecule or 
precursor complex.  The value of  out is given within this “dielectric continuum” 
approximation by the following relation, 
   (2.8)8-11,14,16 
where (∆e) is the charge transferred in the reaction (typically 1) , Dop is the optical or 
high-frequency ( ~1015 Hz) dielectric constant of the medium (equal to the square of 
the refractive index), and Ds is the static dielectric constant of the medium.  
Numerous studies have confirmed the quantitative accuracy of equation 2.8 in cases 
where the limiting approximations apply.8-11  
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2.3  Dependence of ET Rate on Driving Force ∆G  
The rate consequences of changes in ΔG and  depend upon whether the 
reaction is in the “normal” (vide-infra) or the “inverted” driving force regime.20-22   The 
relationship between ΔG and  results in four different situations (see Figures 2.1 
and 2.2).  Four different scenarios or free-energy “regions” for electron transfer are; 
(A) when ΔG = 0 (self-exchange), (B) the normal region where 0 ≤ -ΔG ≤ , (C) the 
barrierless condition where - ΔG = , and (D) the “inverted” region where -ΔG > .  
The “Inverted” region plays an important role in biological systems such as those 
involved in the photosynthesis reactions.22,23   The barrierless situation will exhibit the 
fastest kinetics for a related family of reactions since the ground state of the products 
is already at the transition state16,24 (note the rate maximum in Figure 2.2 and its 
relationship to panel (c) in Figure 2.1).25 
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Figure 2.1  Diagrams showing the intersections of the Gibbs energy surfaces for the 
reactant state (black) and the product state (red) in the cases of, (A) isoergonic 
reactions were ΔG = 0; (B) the “normal” region where 0 ≤ -ΔG ≤ ; (C) the 
barrierless condition where - ΔG = ; and (D) the “inverted” region where -ΔG >  
(see refs. 14,25) 
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Figure 2.2  Diagram illustrating the relationship between driving force (-ΔG) in 
relation to reorganizational energy () and the resulting logarithm of the rate of 
electron transfer (red).  The black curves are imbedded Gibbs free energy surfaces 
from Figure 2.1.14,25,26 
 
If we simplify the Marcus-Hush equation 2.2 in the low-driving force region, where    
0 < -ΔG << ,  then equation 2.2 becomes, 
   
ΔG 19.4 )νκln(Kkln NelAex     (2.9) 
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where driving force 
ΔG is expressed in volts ( ΔG = - nFE ).  If we change the 
natural log to base 10, the above equation becomes, 
ΔG 8.31 )νκlog(Kk log NelAex     (2.10)
 
the intercept contains the pre-exponential factor of the Marcus-Hush equation and el 
describes the adiabaticity of the reaction.   The work here is performed in this low-
driving force limit (which corresponds to the approximately linear, far-left portion of 
the red curve shown in Figure 2.2). 
 
2.4  π-Backbonding 
It is important to understand certain aspects of the bonding which occurs in 
the transition metal complexes such as the rutheniumammine pyridyl species.  One 
important aspect of the bonding in coordination complexes is “π-backbonding”.  This 
type of bonding often occurs alongside the other predominate bonding mode called 
σ-donation which involves a Lewis acid/base type donation of electrons on the 
ligands and their interaction with the eg orbital set on the metal.
27  This π-
backbonding can be synergistic and in some cases, it is observed to be the 
additional interaction which actually keeps the two species (the central metal and 
some particular ligand) bound together (vide infra).  π-bonding occurs when there 
are LUMOs on the ligand which correspond to what would be considered as anti-
bonding π* orbitals of the free ligand.  If these orbitals are close enough in energy to 
the dxy, dxz and dyz orbitals (the so-called “dπ” or t2g orbital set), then the two sets can 
interact with π-symmetry as shown in Figure 2.3 below, 
40 
 
 
 
Figure 2.3  Schematic illustration of a π-backbonding and  donation interaction 
between a dπ orbital on M and an empty π* orbital on ligand L.  
 
The dπ→π* backdonation from metal to ligand is always accompanied by at least 
some σ-donation from the ligand as mentioned above, and there are cases where 
the π accepting orbital on the ligand is an empty d orbital (generally on sulfur or 
phosphorous) rather than a π* molecular orbital.  This bonding situation can be said 
to be synergistic since the greater the π-backbonding, the greater the electron 
density at L, and since this increases the electron-donating capability of the ligand in 
a general way, the σ “forward” bonding can be strengthened too. 
Pyridine is a commonly-used ligand in coordination chemistry, due to the 
synergistic σ and π-back bonding nature of its bonding to transition metal ions.  First 
there is a two electron σ donation of the nitrogen lone pair to the metal d-orbitals of 
eg symmetry it makes the metal more electron rich, as a result a filled metal dπ orbital 
may  interact with the empty π* orbital on the pyridine ligand.  This (π-backbonding 
or π-backdonation) discussed above and shown in Figure 2.3.  The extent of this π-
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backbonding increases with the addition of electron withdrawing substituents on the 
pyridine ring.3  An immediate consequence is that the measured E1/2 values in a 
series, such as the set of [(NH3)5Ru(pyX)]
2+/3+ redox couples studied in this work see 
(Table 2.4), will increase progressively.  The MO basis of the π-backdonation 
described as follows, 
 
 
Figure 2.4  Molecular orbital diagram showing the interaction between the ligand 
,*  orbitals and the d set on the ruthenium pentaammine fragment which gives 
rise to the observed MLCT absorption bands. 
 
The results here we will focus on a large number of stopped-flow 
measurements on various pseudo self-exchange reactions such as the general one 
shown in equation 2.1.  Different combinations of substituted pyridine ligands (L and 
L’) were chosen (see table 2.1) so as to explore the kinetics over a significant range 
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in driving force (∆E1/2 for the reactions spanned from -0.015 volts for the reaction (4-
Phpy/3-Butpy) to 0.134 V for the 4-Phpy/3,5-Cl2py reaction, see table 2.7).  The 
results will be discussed in terms of the Marcus theory prediction for driving force 
effects on rate (see equation 2.2) and will reveal subtle and striking deviations within 
our series of reactions. 
Table 2.1  Structures of various pyridyl ligands used in this study and their 
abbreviations. 
Structure of ligand Name  Abbreviations 
N
 
pyridine py 
N
F 
3-floropyridine 3-Fpy 
N
ClCl  
3,5-dichloropyridine 3,5-Cl2py 
N
CH3H3C  
3,5-dimethylypyridine 3,5-Me2py 
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N
Cl 
3-chloropyridine 3-Clpy 
N
Br 
3-bromoropyridine 3-Brpy 
N
Cl  
4-choloropyridine 4-Clpy 
N
BrBr  
3,5-dibromopyridine 3,5-Br2py 
N
CH3 
3-picoline 3-pic 
N
CH3  
4-picoline 4-pic 
44 
 
N
C2H5 
3-ethylpyridine 3-Etpy 
N
H2C
 
4-benzylpyridine 4-Bnzpy 
N
 
3-phenylpyridine 3-Phpy 
N
 
4-phenylpyridine 4-Phpy 
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N
Br  
4-bromoropyridine 4-Brpy 
N
C4H9 
3-butylpyridine 3-Butpy 
N
CF3 
3-trifloromethylpyridine 3-tfmpy 
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Experimental 
2.5  Materials 
 The RuCl3.3H2O used in the synthesis was purchased from either Fischer 
Scientific or Sigma Aldrich.  The pyridyl ligands (see Table 2.1) were purchased from 
Sigma Aldrich or Fluka and were used without further purification.  Reagent grade 
acetone was from VWR.  The water was distilled, deionized water (stored in plastic) 
and was from EMD Chemicals. 
 
2.6  Syntheses 
Synthesis of the starting material; ruthenium(III)chloropentaamminedichloride 
[RuIII(NH3)5Cl)]Cl2 (FW=292.62g) 
The synthesis was carried out following the literature method28,29 with minor 
modifications.   Approximately 5.0 g of RuIIICl3.3H2O was mixed with 62.5 mL of 
distilled water in a 1000-mL round bottom flask.  Then 62.5 mL of 64% hydrazine 
was added (very carefully and slowly) to the mixture with continuous stirring and 
cooling in an ice bath.  The solution was stirred for at least 4 and up to 12 hours at 
room temperature resulting in a dark purple-red solution.  Note; Hydrazine is very 
corrosive and toxic, so great care should be taken while handling it.  One hundred 
twenty five mL of 12 M HCl was then added very carefully and slowly to the mixture 
while stirring in an ice bath.  The resulting solution was heated at reflux for two hours 
while stirring.  After cooling to room temperature and chilling to ~ 0oC in the freezer, 
the resulting yellow solid precipitate was isolated by filtration and washed with 10 mL 
of 0.1 M HCl followed by 25 mL of reagent grade acetone.  The mustard-yellow 
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product was then dried in a vacuum desiccator.  The mass of product obtained was 
typically in the range of 4.5g to 4.8g.  
Pentaammineruthenium(II) (L) hexafluorophosphate; L=py, 3Clpy, 3Brpy, etc 
Method 1, Direct reaction in water. 
In the case of water-soluble entering pyridyl ligands, the syntheses were 
performed according to the method described by Curtis et al.30  Zinc-mercury 
amalgam reductant was prepared by placing 0.2-0.3g granular zinc (20 mesh, 
Aldrich) in a 25 mL round bottom flask.  About 2 mL of 1.0 M HCl was added to wash 
the surface of zinc followed by addition of approximately 4 mg HgCl2.  After swirling 
and standing for about 3 minutes, the amalgam was washed several times with water 
to get rid of the HCl and any trace of HgCl2.  Five mL of distilled water were then 
added and the mixture was slightly acidified with two puffs of trifluoroacetic acid 
vapor.  Hundred mg of starting material pentaammine ruthenium (III) chloride was 
added and the solution was stirred, sealed from atmosphere, for about 5 minutes.  
Three molar equivalents of pyridyl ligand were then added and the mixture was 
stirred (again protected from air) for about 20 minutes.  The resulting solution of the 
(NH3)5Ru
IIpyX2+ product was then filtered into a small flask containing 3 molar 
equivalents of ammoniumhexafluorophosphate.  The filtration was done under a 
flowing Ar blanket.  The solution now containing the crude (NH3)5Ru
IIpyX(PF6)2 
product was then chilled at 0oC for at least 20 minutes to optimize yield.  The crude 
product was isolated by filtration and dried in a vacuum desiccator after allowing all 
visible draining of the mother liquor to complete.  The product yields obtained were 
typically ~80% based on the moles of ruthenium.  
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It is important that flasks and frits be cleaned straightway after this reaction 
because air quickly reacts with leftover Zn/Hg amalgam to produce difficult-to-
remove insoluble hydroxide/oxide salts. 
Purification Method 1, Acetone-Ether Reprecipitation. 
The crude 
-
6PF  
products isolated using the above described route were then- 
dissolved in a minimum amount of reagent grade acetone, typically 3-7 mL, and 
filtered into a dry, clean 50 mL flask. To this filtrate 3 to 5 volume equivalents of 
diethylether were added in order to precipitate the product.  After filtration the product 
was again dried in a vacuum desiccator.  The purity of the reprecipitated compound 
could be verified by UV-Visible spectroscopy or electrochemical analysis.  The 
reprecipitation procedure can be repeated if necessary in order to obtain highest 
purity. 
Purification Method 2, Water Recrystallization. 
In some cases, if the acetone-ether reprecipitation method did not work well 
to purify the compound, then a water-based recrystallization method was used (this 
was found to be especially helpful in the cases of 3,5 dimethyl pyridine,4-Phpy and 
3-Phpy as entering pyridyl ligands).  All of the impure 
-
6PF  salt (typically about 100 
mg) was dissolved in 50 mL of 0.5 M NH4PF6 solution and this solution was heated 
to about 60oC for ~ 10 minutes.  The solution was then cooled down to 0oC for at 
least two hours or overnight.  The recrystallized product was then isolated by 
filtration and dried in a vacuum desiccator.  Typically recovery was ~ 70%. 
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Method 2.  Synthesis Using The [(NH3)5Ru
II (OH2)](PF6)2 Intermediate. 
This method was used for entering pyridyl ligands which were not water 
soluble, such a 4-Phpy.  The literature method30 was used to first synthesize and 
isolate the [(NH3)5Ru
II(OH2)](PF6)2 as a reactive intermediate.  In a typical 
preparation, 0.15 g of pentaamminerutheniumchloride starting material was reduced 
over Zn/Hg amalgam for about 8-10 minutes in 5 mL of water slightly acidified by two 
puffs of trifluoroacetic acid and protected from air as described above. The pale-
yellow reduced solution of the [(NH3)5Ru
II (OH2)]
+2 (the RuII aqua-complex) was then 
filtered under a flowing Ar blanket into a flask containing 3 molar equivalents of 
NH4PF6.  The mixture was sealed from air and then chilled at 0
oC for 30-60 minutes 
in a freezer. After this, the pale-yellow precipitate was isolated by filtration under a 
flowing Ar blanket.  After allowing time for all of the mother liquor to drain, the damp 
product was then rapidly taken to full dryness in a vacuum desiccator (since 
exposure of the damp product to air leads to the formation of oxo-bridged impurities).  
Typical yields were 85%. 
The dried precipitate was then dissolved in about 20 mL of Ar-degassed 
acetone to which 3 molar equivalents of the pyX entering pyridyl ligand had already 
been added.  The simple substitution reaction (exchange of coordinated OH2 for 
pyX) was allowed to proceed sealed from air and in darkness for 1-3 hours with 
continuous stirring.  The reacted product mixture was then filtered to remove any 
insoluble species, and the product was precipitated out by slowly adding 3-5 volumes 
of ether (based on the volume of the acetone-product solution).  After filtration, the 
product was then dried in a vacuum desiccator.  Typically yields obtained were 90% 
based on the moles of [(NH3)5Ru
II (OH2)](PF6)2 used. 
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Ruthenium(II)L-pentaamminehexafluorophosphate, [(NH3)5Ru
IIL](PF6)2, where 
L=4-Clpy, 4-Brpy 
The syntheses of these complexes were different from the previous 
complexes, as the ligands were purchased as hydrochloride salts; therefore 
neutralization of these ligand salts to the free base form was necessary prior to using 
them.  The ligands were neutralized by mixing 3.5 molar equivalents of the pyridyl 
ligand to be used in a given reaction (based on the quantity of (NH3)5Ru
IIICl3 to be 
reacted, vide infra) with 1.75 molar equivalents of Li2CO3 in a 10 mL flask.  This solid 
mixture was dissolved in a minimum amount (~ 5-10 drops) of distilled water.  After 
3-5 minutes, the solid dissolved to form a two-phase mixture (the upper light-yellow 
organic portion is the free base ligand).   At this point the pH of the lower aqueous 
phase of the water mixture was tested by placing a small droplet onto pH paper; it 
should be slightly acidic at about 6. If the aqueous phase was too basic, then few 
drops of 0.1 M HCl were added to make the aqueous phase just slightly acidic.  It is 
important make sure there are no solid Li2CO3 particles left in the bottom of the 
reaction mixture.  The free-base ligand fraction was carefully removed using a 9 inch 
Pasteur pipette and added to a stirring aqueous mixture of (NH3)5Ru
IIICl3  and Zn/Hg 
amalgam mixture as described in method 1 above. 
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Anion metathesis to form the pentaammineruthenium(II)pyridyl chlorides, 
(NH3)5Ru
IIL(Cl2) 
Approximately 40-50 mg of [RuII(NH3)5(L)](PF6)2 was dissolved in about 10 
mL reagent grade acetone and then filtered if there were any insoluble particles.  To 
this filtrate, 1/8 saturated TEACl (tetraethylammoniumchloride) in very dry 
acetone/methanol (7:3) was added dropwise until the precipitation of the chloride salt 
was approximately 80% to 90% completed and the mother liquor was still moderately 
colored (not deeply-colored, but not completely colorless).  It is very important not to 
add too much TEACl at this step so as to avoid the contamination of the precipitated 
product with excess TEACl.  The chloride salt was then collected by vacuum filtration 
and washed generously with acetone.  Most of the kinetics studies to be described in 
this thesis was done using chloride salts isolated in this way.  The chloride salts of 
the [(NH3)5Ru
II(L)]2+ complexes are not as stable as the parent 
-
6PF  salts.  They 
should be used on the day of preparation in order to obtain reproducible kinetics. 
Synthesis of pentaammineruthenium(III)pyridyl chlorides (NH3)5Ru
IIIL(Cl3) 
Approximately 40-50 mg of well-purified [RuII(NH3)5(L)](PF6)2 was dissolved in 
about 10 mL reagent grade acetone.  To this, 2 mL of distilled H2O was added 
followed by 1 mL of 1.0 M HCl.  The oxidant H2O2 (30-35%) was then added drop-by-
drop until ~0.5 mL had been added or until color change appeared complete.  The 
oxidation takes about 3 to 5 minutes to complete, and it can be judged as complete 
by the change of the color which goes from the dark orange-red of the Ru (II) form to 
the pale-yellow characteristic of the Ru (III) form.  To precipitate the oxidized 
complex, 3-5 volume equivalents of acetone were added, and the product was 
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filtered, washed with pure acetone and dried in a vacuum desiccator.  The RuIII 
chloride salts were stable for a week when stored sealed at 0oC. 
2.7  Purity Assessment of the Ruthenium Pentaammine Complexes 
 A Cary-5 UV-Vis spectrophotometer was used to characterize the UV-Vis 
absorption spectra of the ruthenium complexes.  The purity of the ruthenium 
complexes used in this research must be determined prior to running stopped-flow 
experiments for measurement of kinetic rate constants.  It was important to evaluate 
purity at the initial (NH3)5Ru
IIL(PF6)2 complex, and again at the Ru(II) and Ru(III) 
chloride salts used in the actual kinetics experiments. 
In the case of known complexes, the purity was judged by comparing the λmax 
and εmax values in a given solvent with the known spectral data. Tables 2.4 and 2.5 
list the measured MLCT λmax and εmax values for the (NH3)5Ru
IIL2+ complexes used in 
this work in acetone and water, respectively.  Initial complex purity can also be 
roughly assessed from the shape and position of the differential pulse voltammogram 
vide-infra. A pure compound has a symmetrical voltammogram as shown below in 
Figure 2.5 since only one electroactive specie is present.   
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Figure 2.5  Differential pulse voltammogram of (NH3)5Ru4-Phpy
3+/2+ in 0.1 M TEAPF6  
in acetone (Pt-disk working electrode, Ag/Ag+ non-aqueous reference). Scan rate = 5 
mV/sec.  
 
Lastly, compound identity/purity were proven using CHN microanalytical data 
conducted by Columbia Analytics in Tucson, Arizona. The microanalytical data are 
listed in Table 2.2. 
Table 2.2  Elemental analyses of ruthenium complexes A5Ru
IIL(PF6)2 
No Ligand C% observed 
(theory) 
H% observed 
(theory) 
N% observed 
(theory) 
1 4-pic 12.95 (12.70) 3.24 (3.89) 14.67 (14.80) 
2 3-Etpy 15.62 (14.50) 4.02 (4.14) 13.84 (14.40) 
3 3,5-Me2py 18.00 (18.73) 4.20 (4.72) 12.4 (13.10) 
4 4-Bnzpy 19.18 (20.48) 3.74 (3.73) 12.74 (12.00) 
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5 3-Butpy 17.66 (17.68) 4.55 (4.61) 13.35 (13.75) 
6 3-pic 12.41 (12.30) 3.53 (4.09) 14.48 (14.30) 
7 4-Phpy 21.89 (20.92) 3.64 (3.83) 12.61 (12.61) 
8 py 11.19 (11.82) 3.53 (3.49) 14.83 (15.14) 
9 3-Phpy 20.92 (20.92) 3.17 (3.83) 13.02 (13.31) 
10 4-Clpy 11.00 (10.18) 3.11 (3.24) 13.93 (14.10) 
11 4-Brpy 9.82 (9.43) 2.79 (3.14) 12.98 (13.20) 
12 3-Clpy 10.24 (10.18) 2.42 (3.24) 14.06 (14.10) 
13 3-Fpy 10.80 (10.48) 2.58 (3.34) 14.12 (14.66) 
14 3-Brpy 9.33 (9.43) 3.19 (3.14) 12.77 (13.20) 
15 tfmpy 11.71 (11.55) 3.22 (3.05) 13.07 (13.48) 
16 3,5-Br2py 8.15 (8.20) 2.43 (2.73) 11.55 (11.49) 
17 3,5-Cl2py 9.72 (9.69) 2.72 (2.90) 13.37 (13.46) 
 
To do the stopped-flow kinetic spectroscopy, both the RuII and RuIII reactants 
were required to be 90% pure or better.  The results in Table 2.2 for the Ru (II) PF6- 
salts are in very good agreement with the expected weight percentages of carbon, 
hydrogen and nitrogen.  We could see that the compounds synthesized were pure 
and results obtained from the stopped-flow kinetic spectroscopy were the real. 
The ruthenium (II) forms of the complexes used in this work were deeply colored 
(typically orange-yellow to deep red), while the ruthenium (III) forms were pale-yellow 
or colorless.  In order to measure the purity of a given ruthenium (III) oxidant 
complex, a weighed amount of the Ru (III) form dissolved in solution must be 
quantitatively reduced to Ru (II) using a small quantity of the strong reducing agent 
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hydrazine (H2N-NH2) in-situ.  For example Ru (III) salt under investigation was 
dissolved to make up a solution of a nominal concentration of 1.0 ×10-4 M.  An initial 
absorbance spectrum of the ruthenium (III) solution will show essentially zero 
absorbance in the visible range of the spectrum corresponding to the known position 
of the MLCT band of (NH3)5Ru
IIL2+ species.  After the initial spectrum was recorded, 
the Ru (III) was reduced to Ru (II) by adding a small fraction of a drop of 64% N2H4 to 
the cell and stirring it (a small spatula briefly dipped in the hydrazine solution works 
well for this).  The spectrum was then measured in the known MLCT region of the Ru 
(II) complex.  The hydrazine addition step was repeated until the absorbance either 
stabilizes or just begins to drop (which indicates that complete reduction has been 
achieved and then surpassed).  The purity of the initial Ru(III) salt could be 
calculated by comparing the measured absorbance at the Ru (II) MLCT band λmax 
with that which would be expected from the known MLCT extinction coefficient.  Note 
the λmax and εmax values were solvent –dependent as can be seen by inspecting 
Table 2.4 relevant to acetone as solvent and Table 2.5 for water, so care must be 
taken to remain consistent in this regard.  If the Ru(III) oxidant purity was found to be 
equal to or greater than 90%, then this was considered as acceptable for the 
subsequent stopped-flow experiments.  The εmax of the MLCT band for a ruthenium 
complex with a certain pyridyl ligand was a constant value in a given solvent and 
thus serves as a convenient indicator of purity. 
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2.8  Determination of Redox Reaction Equilibrium Constant  Keq Using 
Electrochemical Potential Data. 
The equilibrium constant Keq for a given stopped-flow reaction (see equation 
2.1) was calculated using the difference between the reduction potentials (∆E1/2) of 
two reacting ruthenium complexes.  An EG&G Princeton Applied Research 
Verstastat Potentiostat using model 270/250 research electrochemical software 
version 4.00 was used for E1/2 determination via differential pulse polarography 
(DPP).  The same values could also have been obtained by cyclic voltammetry or 
square wave voltammetry. The supporting electrolyte was 0.1 M TEAPF6 in acetone 
for all [A5Ru
IIL](PF6)2 values reported.  The electrolyte used for all 
[A5Ru
IIL](Cl)2/[A5Ru
IIIL’](Cl)3 measurements was 0.1 M KCl in water ( it was these 
aqueous values which were used in the Keq calculations relevant to our stopped-flow 
work).  The role of the supporting electrolyte in a voltammetric measurement was to 
provide the necessary ionic conductivity and to suppress migration currents due to 
field effects on the electroactive species.  During each non-aqueous measurement, a 
scan of the ferrocene/ferrocinium reference couple was done to cancel possible 
changes of the state of the Ag/AgCl/AN reference electrode. 
A standard three electrode cell was used with a platinum metal disk working 
electrode, Pt wire as the auxiliary (counter) electrode, and an Ag/AgCl wire in 
acetonitrile/0.1 M TEAPF6 or a saturated calomel (Hg2Cl2) reference electrode.  
Figure 2.6 below shows a schematic diagram of the three-electrode cell configuration 
used. 
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Figure 2.6  Electrode connections of the 3-electrode cell used in electrochemical 
potential measurements. 
 
The PAR Versastat controls the voltage between the working and reference 
electrodes and measures the current flowing between the working and counter 
electrodes.  The differential pulse voltammetric technique was used in our work due 
to its superior peak position precision and signal-to-noise characteristics as 
compared to cyclic voltammetry.31  Also, any electroactive impurities will show up as 
either minor peaks or asymmetry in the main peak which might be easily overlooked 
in a CV measurement.32 
Table 2.3  Typical DPP set up parameters used in the PAR EC 270 
electrochemical software. 
Entry Value 
Pulse height 20mV 
Scan rate 2mV/s 
Scan increment 2.0mV/s 
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Step/Drop time 0.4s 
Initial potential -0.2 
Final potential 0.8V 
Current Range 10µA 
 
The equation used for the determination of Keq for the redox reaction between 
a given reacting pair is derived from the following relationship, 
∆G  = -nF∆E1/2     (2.11)
23 
∆G  = -RTlnKeq           (2.12)
23 
lnKeq =  (nF/RT)∆E

1/2      (2.13)
23 
where, 
n = the number of electrons transferred (always 1 in the simple pseudo-self-
exchange reactions studied here), F = Faraday’s constant, 9.6485 1×104 
coulombs/mole, and ∆E1/2 = The difference between the redox potential E1/2 of the 
“oxidant” A5Ru
IIIL complex as shown in reaction 2.1 and the “reductant” A5Ru
IIL’ 
complex.  As usual, R is universal gas constant, 8.314 J/mol.K, and T is temperature 
in Kelvins (22 oC = 295K) and Keq = equilibrium constant applying now to a specific 
L/L’ combination in reaction 2.1.  The relevant ∆E1/2 and calculated Keq values for the 
reactions studied in this work are listed in Table 2.6. 
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2.9  Stopped-Flow Kinetic Spectroscopy 
Flow techniques have been used to study fast reactions33 since 1925 and 
have been applications especially extensive for the reactions of enzymes, electron-
transfer reactions, acid-base reactions, and inorganic substitution reactions.  The 
stopped-flow technique is a versatile and dynamic one.24  An advantage of the 
stopped-flow technique over the other flow techniques is that the volumes of 
reactants used are very small (typically on the order of 50-1000 µL).  In this 
technique, two reactants solutions are rapidly mixed by being forced through a 
mixing chamber, and the mixed solution then flows through an observation cell and 
into a “stopping syringe” which halts the flow and begins spectroscopic data 
collection by triggering a small switch.  A schematic diagram of the Cantech/TDI 
stopped-flow apparatus is shown in Figure 2.7. 
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Figure 2.7  The design of the stopped-flow apparatus used in the current research 
work (Figure modified from Sista34). 
 
The apparatus consists of two upright 10 mL reservoir syringes (indicated only by 
one for solution A (RuII in our work and other for solution B (RuIII).  There is a three-
way valve beneath each of the reservoir syringes, which connects with the drive 
syringe for each reactant solution.  To fill the reactant solutions into the 10 mL drive 
syringes, the valve was adjusted to the “fill” position and the drive syringes were 
drawn back.  To mix the reactant solutions and drive the mixture into the observation 
cell, the valves were adjusted to “run” position and the plungers were driven forward 
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either by firm and sharp hand pressure on the pressure plate or by actuation of the 
pneumatic piston.  On the exit side of the cell, there is another three way valve.  This 
valve connects the cell to either the stopping syringe (for use during runs) or to the 
waste line which goes to the waste bottle (used to receive the reacted solution from 
the cell as stopping syringe plunger is moved back into the syringe body in 
preparation for another run).  A monochromatic light source (typically a filtered LED) 
is placed perpendicular to cell and shines through to the photo detector opposite.  
When the reaction shot is initiated, the mixed, flowing, reacting “run” solution pushes 
the plunger of the stopping syringe outward until it hits the stopping block and 
simultaneously pushes the trigger switch.  Closing of the trigger switch initiates digital 
recording of the voltage signal from the photodetector.  This signal is routed through 
a Kiethley A/D board and captured by a computer using the EXCELINX software 
plug- in provided by Keithley Corporation (which enables the data to be transferred to 
Microsoft Excel dynamically).  A sample screenshot of the EXCELINX software set-
up page can be seen in Fig. 2.8. 
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Figure 2.8  Snapshot of Excelinx set-up page. 
 
There is a “play” button displayed on the drop down menu tab of the 
EXCELINX software to indicate to the software that the stopped-flow instrument is 
ready for data collection. This play button needs to be pushed so that the A/D board 
will be enabled start collecting data from the detector once the micro switch trigger is 
closed by the stopping syringe plunger.  Once the voltage vs. time data collection 
scan is complete, all the data that are collected will show up in the Microsoft Excel 
worksheet (up to 32,000 data points per screen) on the computer interfaced to 
stopped-flow. 
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The voltage outputs from the detector of the stopped-flow are connected to 
certain pins on the A/D board (which were programmed as channel 1 in this work).  
Hence it can be seen in Figure 2.8 that the channel is selected as channel 1 with a 
voltage range depending on the voltage output from the detector (which depends on 
intensity of the light and the sensitivity of the photodiode detector at that monitoring 
wavelength).  In the example shown in Figure 2.8, the voltage range is set to -1 to +1 
volts (this would correspond to a fairly low detector output; a less narrowly-filtered 
LED at a more sensitive wavelength region of the detector might require a 0-10V 
setting in order to capture the entire dynamic range of the voltage signal). 
The time-resolution performance of a stopped-flow instrument is determined 
to a large extent by its “dead-time”.  This is defined as the minimum elapsed time 
after the reactants have mixed before the flow is stopped and data collection starts.  
The dead-time is essentially the age of the reacting solution as it enters the 
observation cell.  The dead-time of a particular stopped-flow apparatus is determined 
by the distance between the mixer and the cell and the average velocity of the flow 
during the interval between the initiation of flow and when the flow is stopped.  
Another factor which can affect the dead-time is the efficiency of the mixer (which 
needs to achieve complete mixing which imposing the minimum possible flow 
resistance).  Typically, research-grade stopped-flow instruments can achieve dead-
times in the region of a few milliseconds.  Using ultra-small and/or “microfluidic” 
observation cells, dead times of less than 0.5ms can be achieved.  In our case, with 
a longitudinal cell length of 7 mm, the approximate dead time of the instrument has 
been measured to be in the range of 3-10 ms.34  
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Spectroscopic Monitoring Wavelength Determination via ∆ε Plot 
To determine the optimum wavelength at which to measure (or monitor) the 
absorbance change over the course of a given reaction, a ∆ε vs. wavelength plot 
was generated specific to that particular reaction.  In the case of our series of 
reactions having the general form shown in equation (2.1), ∆ε at any given 
wavelength in the visible range is simplified by the fact that the A5Ru
IIIL’3+ oxidant 
and the A5Ru
IIIL3+ oxidized reductant are essentially colorless and ε ~0 for λ > ~ 
380nm.35  This means that in order to know ∆ε due to reaction at any given visible 
wavelength, only absorbance spectra of both reacting species in the (II) oxidation 
state need to be measured using the Cary 5 UV-Vis spectrophotometer.  The full-
wavelength range  spectra of the various A5Ru(II)L complexes in water (see Table 
2.5) were converted to plots of extinction coefficient vs. wavelength using the 
transform utility contained in the SPSS SigmaPlot 10.0 software.  The difference of 
the two plots relevant to a particular reaction, i.e., the difference in the extinction 
coefficients between the A5Ru
IIL2+ reductant and the A5Ru
IIL’2+ reduced oxidant 
product was plotted vs. λ for each reaction.  Figure 2.9 below shows an example of 
such a plot for the specific case of L = py and L’ = 3-Fpy. 
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Figure 2.9  The extinction coefficient plots relevant to reaction 2.1 where L= py (blue 
circles) and L’=3-Fpy (green circles. The change in extinction coefficient which occur 
upon 100% complete reaction is the (green)-(blue) plot shown here by the red 
circles. 
 
From Fig. 2.9 the absorbance change maxima occur at 438 nm and 390 nm.  At 390 
nm, the change in extinction coefficient is negative meaning that the absorption 
would drop as the reaction proceeds, whereas at 438 nm there is an increase.  The 
wavelength at which this reaction could be monitored on the stopped-flow could thus 
be at either 438 nm or 390 nm.  The experimental monitoring wavelength λmon was 
chosen to be 438 nm since the LED/filter light sources used were typically much 
brighter at the longer wavelengths, and the silicon photodiode response function was 
much higher (thus leading to overall improved signal-to noise ratio).  It was not 
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necessary to place λmon exactly at the peak of a given ∆ε vs. λ plot in order to obtain 
good kinetic data on a reaction.  Placement to one side or the other resulted in large, 
low-noise voltage signals.  For this reason a λmon value of 557 nm was used in the 
majority of the reactions studied here. 
 
2.10  Building the Light Source 
Once the ∆ε vs. λ plot was known for a given reaction, a light source was built 
such that the emission profile of the source was close to the wavelength of ∆εmax for 
that reaction.  For this purpose, the emission profiles of a number of light emitting 
diodes (LED) were tested with and without the presence of filter in front.  Based on 
these tests, there were two LED lamps that were used in this research work.  Source 
lamp 1 was a 300 milli-candela blue LED (Radio Shack ) with an Edmund Scientific 
430 nm narrow band filter in front of it.  The emission profile of this LED without filter 
was shown in Figure 2.10 and with the filter the profile is shown in Figure 2.11.  
Source lamp 2, chosen for reactions with longer-wavelength ∆εmax values, was a 
2600 milli-candela blue LED (Radio Shack) with an Edmund Scientific 487 nm broad-
band filter in front of it. The emission profile of this LED without filter is shown in 
Figure 2.12 the filtered combination is shown in Figure 2.13. 
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Figure 2.10  Emission profile of the light source 1 without filter. 
 
 
 
Figure 2.11  Emission profile of the light source 1 with filter. 
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Figure 2.12  Emission profile of the light source 2 without filter. 
 
 
Figure 2.13  Emission profile of the light source 2 with filter. 
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2.11  Preparation of Solutions for the Stopped-flow Experiments 
The concentrations of the reductant and oxidant solutions were kept equal in 
all cases such that simple second-order, reversible kinetic behavior would apply.  
The rate vs. driving force work was all done at reactants concentrations of 1.0×10-
4M.  Initial solutions were made at 2.0×10-4M because upon mixing the reactants, the 
concentration of mixed (and now reacting) solution goes to half. 
The typical volume range used of each reactant solution in a typical stopped-
flow experiment was 3-7 mL.  It was impossible to weigh out the compound each and 
every time for 5 mL of solution.  The mass of the compound required would be less 
than the 3mg lower limit of accurate weighing at the balance.  To overcome this 
difficulty, run solutions were made up to 50-100 mL volume for the rate vs. driving 
force experiments.   The amount of the compounds that need to be weighed (always 
more than 3 mg) for the experiment was then back calculated from the volume of the 
run solution and the concentration of the run solution.  In general, the [A5Ru
IIL]Cl2 
compounds were not rapidly soluble in water and were stirred for 5-10 minutes in 
order to completely dissolve in the water.  All the graduated cylinders and the 
volumetric flasks used for making the solutions were plastic, and the thumb-plunger 
actuated pipettes used for making the necessary dilutions were 1000 µL with 
disposable plastic tips.  This was necessary since it has been shown that the ET rate 
in reactions such as 2.1 speeds up (especially at concentrations of 1.0×10-4 M and 
below) when the ruthenium solutions are exposed to glass surfaces (evidently due to 
some unknown catalytic species formed by reaction with glass).34  
The A5Ru
IIL2+ compounds were found to be light sensitive (in agreement with 
the previously-studies by Ford and Malouf on their photochemical properties3).  To 
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prevent photodecomposition solutions were made up with aluminum foil wrapped 
glassware and placed in a dark cabinet.  The upright plastic reagent reservoir 
stopped-flow syringes were also wrapped and topped with aluminum foil to protect 
these solutions from light. 
2.12  Evaluation of kex From Stopped-flow Data 
Data obtained from stopped-flow are in the form of voltage vs. time as 
collected by the Keithley 1308 A/D board and stored in Excel via ExcelLinx.  After 
data collection, data were imported to SPSS SigmaPlot 10.0 program for subsequent 
analysis and graphing (see Fig. 2.16, vide infra).  A typical plot of voltage vs. time 
obtained at 1.0×10-4 M concentration of each redox reactant for the pair 
[A5Ru
II4Phpy]2+/[A5Ru
III3Phpy]3+ is shown in Figure 2.14 below, 
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Figure 2.14  A sample voltage versus time plot obtained upon reaction of 1.0×10-4 M 
concentrations of A5Ru
II4phpy and A5Ru
III3phpy (monitored at 457 nm, LED/filter 
combo no. 2) 
 
In Figure 2.14 we see that the voltage from the detector starts at about 1.033 
V and changes half way to its final value in about 0.35 seconds.  The trace then 
reaches a constant value of 1.194 at 2 seconds and remains constant throughout the 
rest of the scan.  The half-life of the reaction is the time at which half of the reaction 
is completed.  To crudely identify the half-life of the reaction, the simple change in 
voltage can be used (although for rigorous kinetic analysis, absorbance would have 
to be used, vide infra).  The total change in the photo-voltage is simply the difference 
vi - vf.  The time at which the change in voltage from the initial value is half of vi - vf is 
then the half-life of the voltage signal due to the reaction.  If the half-life of the 
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reaction is not at least five times longer than the dead time of the instrument, then 
some significant fraction of the kinetic relaxation will be lost prior to the beginning of 
data collection by the A/D board (since reaction will be taking place between the time 
of mixing and the instant of flow stopping and switch closing as described earlier).  
For accurate kinetic analysis in such cases, we have to find out how much of the 
kinetic relaxation (and hence initial voltage and its decay) are being lost during the 
“dead time” (it is better to do this by extrapolating in units of absorbance rather than 
T).36  A detailed method which can be used to extrapolate the observable portion of 
the curve so as to determine the lost voltage can be found in the Master’s thesis of 
Han.36   For the pseudo self-exchange reactions reported in this chapter, this 
extrapolation was unnecessary, but for the extremely fast salt- catalyzed reactions it 
was required.   
Before obtaining the reactants voltage versus time plot from a given reaction, 
water versus water kinetic mixing scans must be collected in order to establish a 
reference voltage for use in constructing transmittance-vs.-time decay curves.  An 
example water vs. water mixing scan is shown in Figure 2.15,  
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Figure 2.15   A typical water vs. water shot (also known as a “blank” shot) from 
which the water reference voltage values Vref vs. time can be taken.   
 
We can see that the water voltage vs. time plot gives an essentially flat line with 
about + 1.5 mV noise superimposed on it arising from the photodetector/signal 
amplification circuity. 
For each reaction, three kinetic traces were usually recorded so that these 
could be averaged to improve the signal-to-noise ratio (note the first line of user-
Defined transform box in the Sigmaplot 10.0 spread sheet shown in Fig. 2.16; this 
line places the 3-shot averaged Vt values in column 5- in this case for an LED/filter 
combo which gave a Vref value of 0.753 V).  The average voltage value of the 
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reference (blank) signal, Vref, was taken from the middle of the trace shown above for 
use in later data reduction (note that the downward trend of about 1 mV over the 
course of the water vs. water trace is negligible compared to the ~180 mV reaction 
signal shown in Fig. 2.14).  The voltage values were collected during the reaction 
decay then divided  by this reference voltage to obtain the transmittance versus time 
plot using equation 2.12.32  
 Tt = Vt/Vref = It/Iref      (2.14) 
In the SigmaPlot 10.0 spreadsheet shown in Figure 2.15, we see that the second line 
in the user-Defined Transform places the calculated transmittance values Tt in 
column 6.  The third equation in (2.13) makes explicit our assumption that the 
photovoltage V is directly proportional to the incident light intensity “I” striking the 
photodetector. 
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Fig 2.16   An example snap shot from a SigmaPlot spreadsheet with transform used 
to obtain the required absorbance vs. time data format necessary for kinetic analysis. 
 
In Figure 2.16, column 1 is time and columns 2,3,4 are the voltages for three kinetic 
runs of the reaction as imported from Excel.  Column 5 is the average voltage 
calculated from the three shots, and column 6 is the transmittance calculated above.  
Column 7 is the absorbance At at each time point of the reaction for the reactant pair 
4Ph/3Ph.  This value is computed by the third line in the transform using equation 
(2.14) below, 
At = log Iref / It = - logTt      (2.15) 
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Figure 2.17 below shows the final At vs. time kinetic decay curve which can now be 
analyzed using Beer’s law in order to track how the actual chemical concentrations of 
reactants and products are changing in time.   
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Figure 2.17   A sample graph of absorbance versus time obtained at 1.0×10-4 M for 
reaction of the A5Ru
II4Phpy/A5Ru
III3phpy  pair as monitored at 457nm. 
 
It can be seen from Figure 2.17 that in this case absorbance goes down as the 
reaction proceeds before becoming constant when the reaction attains equilibrium.  
This is the case for the redox pair A5Ru
II4Phpy/A5Ru
IIIPphpy, but if we use the redox 
pair py/3Fpy the absorbance increases as reaction proceeds34 at this same 
wavelength. 
To obtain the kinetic rate constant kex from the absorbance versus time data, 
a non-linear regression was performed using the regression utility of the SigmaPlot 
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10.0 software.  Because all the reactions studied in this work were second-order 
reversible reactions, the applicable rate equation model used was the simple 
second-order “relaxation to equilibrium” model. 37  The regression equation was 
inputted into the “Regression Wizard” of SigmaPlot 10.0 (see Fig 2.18).  The 
constraints and tolerances in the regression dialogue box were fixed at acceptable 
limits based on trial-and-error and our best estimates of uncertainties in the 
experiment such as the errors in concentration and final absorbance.  The regression 
is done by first supplying the software with the required input constants such as Keq, 
the final absorbance (“afnl” in the regression) , the time window length (tf), and the 
[RuII]=[RuIII] reactant concentrations ( “ru0” , typically 1.0×10-4 M in this work).  Then 
initial guesses for the forward rate constant (kf), the absorbance at t=0 (a0) and their 
estimated errors in are entered into the initial parameters box.  Finally, one hits “run” 
to launch the fitting algorithm to optimize the selected parameters (most importantly 
the rate constant) in order to calculate the best fit to the experimental At vs. t curve.  
 
 
78 
 
 
 
Fig 2.18  A snapshot of the “Regression Wizard” screen from SigmaPlot used for 
obtaining kex from At vs. t decay curve. Note; all lines of the full fitting equations used 
do not show in the “Equation” of this snapshot. 
 
Based on the rate constant the software gives out, the guess is improved and all the 
adjustable parameters are optimized until robust convergence and a good fit to the 
data are reached.  Constraints should be “inactive” when a particular rate constant is 
accepted.  If one of the constraints is active, it means that there may be some error 
in the data supplied to the software or that the actual absorbance versus time data 
are not very good (for example, non-exponential in form due to some artifact on a 
particular shot).   
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Figure 2.19  The absorbance versus time graph (experimental data shown in Figure 
2.16) with the regression curve fitting data. 
 
In Figure 2.19 the black line is the fit calculated by the regression program to the 
data shown in Figure 2.17.  It can be seen that the line fits quite well with the actual 
relaxation data. 
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2.13  Results and Discussion 
The effect of varying the substituted pyridine ligand on the electrode potential 
E1/2 of the different reactants was measured by differential pulse voltammetry and the 
data are given in Tables 2.4 and 2.5 for acetone and water as solvent, along with 
extinction coefficient ε and the λmax values for the MLCT band are given.  EMLCT(eV) 
energies are calculated from the λmax values by using relation (E= 1240/ λmax).  To 
see if there is any correlation between the EMLCT(eV) and E1/2 , the EMLCT(eV) and E1/2 
is plotted in Figures 2.20-2.21.  For most of the complexes we see the expected 
inverse correlation (vide infra), but there is anomalous behavior for the 4-Phpy 
complex.  This strong deviation indicates that there is something special about 4-
Phpy complex.   The range of driving forces (∆E1/2) for the different reactant pairs 
explored for reaction 2.1 (calculated form the E1/2 data in table 2.5) spanned from -
0.015V for the 4-Phpy/3-Butpy to 0.134V for the 4-Phpy/3,5Cl2py pair.  Some of the 
electrochemical and spectroscopic data which are described here are also given in 
ref. 27. 
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Table 2.4  Electrochemical and  MLCT spectroscopic data for the various 
A5Ru
IIL(PF6)2 compounds in acetone  
No Ligand(L) E1/2(V)
a vs. 
fc/fc+ 
λmax(nm) ε (M
-1cm-1) Emax(eV) 
1 4-pic -0.206 409 8600 3.03 
2 3-Etpy -0.210 405 7000 3.06 
3 3,5-Me2py -0.187 413 8300 3.00 
4 4-Bnzpy -0.202 417 9000 2.97 
5 3-Butpy -0.145 415 8100 2.99 
6 3-pic -0.145 415 8800 2.99 
7 4-Phpy -0.164 458 12200 2.71 
8 Py -0.147 417b 9000b 2.97 
9 3-Phpy -0.138 429 7500 2.89 
10 4-Clpy -0.099 437 10300 2.84 
11 4-Brpy 0.011 439 10800 2.82 
12 3-Clpy -0.106 440 10500 2.82 
13 3-Fpy -0.079 432c 9800c 2.87 
14 3-Brpy 0.040 441 10600 2.81 
15 tfmpy 0.035 450 9000 2.76 
16 3,5-Br2py 0.095 464 10700 2.67 
17 3,5-Cl2py 0.080  461 11000 2.69 
(a) supporting electrolyte 0.1 M TEAPF6 in acetone.(b) values of 417 nm and 
9000 M-1cm-1 were reported in ref. 29.  (c)  values of 432 nm and 9800 M-1cm-1 
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were reported in ref. 29.
 
Figure 2.20  EMLCT vs. E1/2 in acetone for the different pyridyl ligands.  The 4-Phpy is 
off the line and clearly does not follow the pattern. 
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Table 2.5  Electrochemical and MLCT spectroscopic data for the various 
A5Ru
IIL(Cl)2 compounds in water. 
No Ligand(L) E1/2(V)
a vs. 
SCE 
λmax(nm)  ε (M
-1cm-1) Emax(eV) 
1 4-pic 0.026 399 7000 3.11 
2 3-Etpy 0.032 405 7000 3.06 
3 3,5-Me2py 0.030 401 6300 3.09 
4 4-Bnzpy 0.039 408 6500 3.04 
5 3-Butpy 0.039 405 7100 3.06 
6 3-pic 0.046 404 6900 3.07 
7 4-Phpy 0.054 447 10500 2.77 
8 Py 0.058 407b 6800b 3.05 
9 3-Phpy 0.068 412 6900 3.00 
10 4-Clpy 0.091 425 8300 2.92 
11 4-Brpy 0.097 428 9000 2.89 
12 3-Clpy 0.121 427 8100 2.90 
13 3-Fpy 0.122 421c 7400c 2.94 
14 3-Brpy 0.125 428 7600 2.89 
15 tfmpy 0.143 436 8200 2.84 
16 3,5-Br2py 0.178 449 8500 2.76 
17 3,5-Cl2py 0.188 446 9500 2.78 
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(a)  supporting electrolyte 0.1 M KCl.  (b)  values of 407 nm and 6800 M-1cm-1 
were reported in ref. 29.  (c)  values of 421 nm and 7400 M-1cm-1 were reported in 
ref. 29. 
 
 
Figure 2.21  EMLCT vs. E1/2 in water for the different pyridyl ligands).  The 4-Phpy 
ligand is once again unique and does not follow the line. 
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The thermodynamic driving force ∆E1/2 of the various reactions studied, comes from 
the difference between the E1/2 values for the Ru
II/RuIII reductant/oxidant reactants 
pair was calculated using the E1/2 values from Table 2.5.  The ∆E1/2 values and the 
resulting equilibrium constants Keq at room temperature are given in table 2.6.  The 
4-Phpy(RuII)/3,5-Cl2py(Ru
III) reactant pair have the highest driving force and 4-
Phpy(RuII) /3-Butpy(RuIII)  have the lowest ∆E1/2 value. 
 
Table 2.6  ∆E1/2 and resulting Keq values relevant to the various redox reactions 
studied in this work 
No Reacting Pair 
(RuII/RuIII) a 
∆E1/2(V) 
b Keq 
b,c 
1 4-Phpy/3-Butpy -0.015 0.55 
2 4-Phpy/4-Bnzpy -0.015 0.55 
3 3-Clpy/3-Fpy 0.001 1.04 
4 py/3-Phpy 0.010 1.48 
5 3,5Me2py/4-Bnzpy 0.011 1.54 
6 3,5-Me2py/3-Butpy 0.011 1.54 
7 4-Phpy/3-Phpy 0.014 1.73 
8 3-Phpy/4-Clpy 0.023 2.47 
9 4-Brpy/3-Fpy 0.025 2.67 
10 3,5-Me2py/4-Phpy 0.026 2.78 
11 4-Clpy/3-Fpy 0.031 3.38 
12 4-Phpy/4-Clpy 0.037 4.28 
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13 4-pic/4-Phpy 0.038 4.46 
14 3,5-Me2py/3-Phpy 0.040 4.82 
15 3-Phpy/3-Clpy 0.053 8.04 
16 3-Phpy/3-Fpy 0.054 8.36 
17 4-Phpy/3-Fpy 0.067 13.9 
18 py/3-Fpy 0.069 15.1 
19 4-Bnzpy/3-Fpy 0.083 26.1 
20 3,5-Me2py/3-Fpy 0.094 40.3 
21 4-pic/3-Fpy 0.096 43.6 
22 3-Phpy/3,5-Cl2py 0.120 111 
23 py/3,5-Br2py 0.120 111 
24 4-Phpy/3,5-Br2py 0.124 131 
25 4-Phpy/3,5-Cl2py 0.134 194 
(a) see reaction 2.1 (b) based on the aqueous electroanalytical data from Table 
2.5;presumed accuracy = + 0.005V (c) from Keq = exp(F∆E1/2/RT) 
 
  
The measured rates for the different reactant pairs from in Table 2.6 are shown in 
Table 2.7.  In cases where multiple determinations were made, the individual run 
results are listed separately and the average values with calculated 95% confidence 
intervals are also shown.  
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Table 2.7  Rates of reaction 2.1 with different reactant pairs measured by stopped-
flow kinetic spectroscopy at the reactants concentration of 1.010-4 M  in H2O. 
No Reacting Pair 
(RuII/RuIII) 
∆E1/2(V)
(a) Keq kex log kex
(b) 
1 4-Phpy/3-Butpy -0.015 0.55 2630 
2700 
2800 
 
3.42 
3.43 
3.45 
Avg.  3.43  
2 4-Phpy/4-Bnzpy -0.015 0.55 3090 
3100 
3150 
3.49 
3.49 
3.50 
Avg.  3.49 
3 py/3-Phpy 0.010 1.48  3.48 
3.49 
3.46 
3.45 
3.47 
3.50 
Avg.  3.48  
error + 0.01 
4 3,5-Me2py/4-Bnzpy 0.011 1.54 2137 
2200 
2100 
2150 
3.33 
3.34 
3.32 
3.33 
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2230 
2140 
3.35 
3.33 
Avg.  3.33  
error + 0.01  
5 3,5-Me2py/3-Butpy 0.011 1.54 2344 
2200 
2490 
3.37 
3.34 
3.39 
Avg.  3.37 
6 4-Phpy/3-Phpy 0.014 1.73 10964 
10715 
10232 
11481 
10230 
10750 
11475 
11000 
11220 
4.04 
4.03 
4.01 
4.06 
4.01 
4.03 
4.06 
4.04 
4.05 
Avg.  4.04 
error + 0.02 
7 3-Phpy/4-Clpy 0.023 2.47 4365 
4560 
4260 
4170 
3.64 
3.66 
3.63 
3.62 
Avg.  3.64 
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8 4-Brpy/3-Fpy 0.025 2.67 2570 
2460 
2500 
2630 
2550 
3.41 
3.39 
3.40 
3.42 
3.41 
Avg.  3.41 
error + 0.01 
9 3,5-Me2py/4-Phpy 0.026 2.78 6606 
6800 
6550 
3.82 
3.83 
3.81 
Avg.  3.82 
10 4-Clpy/3-Fpy 0.031 3.38 2290 
2350 
3.36 
3.37 
Avg.  3.36 
11 4-Phpy/4-Clpy 0.037 4.28 8709 3.94 
3.93 
Avg.  3.92 
12 4-pic/4-Phpy 0.038 4.46 7585 
7700 
7300 
3.88 
3.89 
3.86 
Avg.  3.87 
13 3,5-Me2py/3-Phpy 0.040 4.82 4897 
4900 
4799 
3.69 
3.69 
3.68 
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Avg. 3.69 
14 3-Phpy/3-Clpy 0.053 8.04 7585 
7348 
7720 
3.88 
3.87 
3.88 
Avg.  3.88 
15 3-Phpy/3-Fpy 0.054 8.36 7413 
7700 
7268 
3.87 
3.89 
3.86 
Avg.  3.87 
16 4-Phpy/3-Fpy 0.067 13.9 12302 
11900 
4.09 
4.08 
Avg.  4.09 
17 py/3-Fpy 0.069 15.1 4897 
5100 
4400 
4200 
5500 
 
3.69 
3.71 
3.64 
3.62 
3.74 
Avg.  3.68 
error + 0.01 
18 4-Bnz/3-Fpy 0.083 26.1 5011 
5200 
4856 
3.70 
3.72 
3.68 
Avg.  3.70 
19 3,5-Me2py/3-Fpy 0.094 40.3 8511 3.93 
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8700 
8350 
8299 
8422 
3.93 
3.92 
3.92 
3.93 
Avg.  3.93 
error + 0.01 
20 4-pic/3-Fpy 0.096 43.6 7413 
7322 
7515 
3.87 
3.86 
3.88 
Avg.  3.87 
21 3-Phpy/3,5-Cl2py 0.120 111 25118 
26000 
25266 
 
4.40 
4.41 
4.40 
Avg.  4.40 
22 py/3,5-Br2py 0.120 111 21877 
20980 
21500 
4.34 
4.32 
4.33 
Avg. 4.33 
23 4-Phpy/3,5-Br2py 0.124 131 83176 
82009 
83870 
81235 
82229 
4.92 
4.91 
4.92 
4.91 
4.91 
Avg.  4.92 
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error + 0.01 
24 4-Phpy/3,5-Cl2py 0.134 194 56234 
56639 
57057 
55895 
54988 
4.75 
4.75 
4.76 
4.75 
4.74 
Avg.  4.75 
error + 0.01 
(a) Error in ∆E1/2  0.005V (b) experimental errors are calculated at the 95% 
confidence level in cases where four or more measurements are available. 
 
The kinetic data listed in Table 2.7 are presented graphically in Figure 2.22.  This 
is a classic rate vs. driving force plot obtained for all the different reactant pairs 
studied.  According to the Marcus-Hush theory8,10,11 there is a linear relationship 
between the rate constant (log kex ) and driving force in the low driving force region 
where  0 < -ΔG << λ.  We see that the rate constant does indeed increase with 
increasing the driving force as predicted by equation 2.10, but there is clearly 
another level of structure in the data.   
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Figure 2.22  Rates of reaction 2.1 at reactant’s concentration = 1.0×10-4 M in H20.   
Circles represent data from reactions with [(NH3)5Ru
III(3-Fpy)]3+.   Rectangles 
represent data from all reactions involving [(NH3)5Ru
II/III(3-Phpy)]2+/3+.   The stars are 
for reactant pairs excluding complexes of the 3-Fpy, 3-Phpy and 4-Phpy ligands.  
The exceptional point for the [(NH3)5Ru
II(4-Phpy)]2+ / [(NH3)5Ru
III(3-Phpy)]3+ reaction 
is represented by purple cross.  All cases in the figure legend are meant to symbolize 
reaction RuIIL/RuIIIL’. 
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The line in Figure 2.22 is the Marcus slope with a value of 8.3 log (kex)/Volt.  
Instead of one unique line running through all the data points, we see upon closer 
inspection that there are three distinctly different rate vs. driving force plots contained 
in the figure.  This is illustrated in Figure 2.23 where the individual lines are labeled 
A, B, and C.  Line A in Figure 20.23 is formed by reactant pairs which exclude 
complexes of the 3-Phpy and 4-Phpy ligands and which all include the (A5Ru
III) 3-Fpy 
complex as oxidant.  Line B comes from reactions of complexes of the 3-Phpy ligand 
(both as A5Ru
II and A5Ru
III; note figure legend), and line C comes from reactions of 
complexes of the 4-Phpy ligand (again in both redox states).  The point labeled D 
corresponds to the reaction between (A5Ru
II) 4-Phpy and (A5Ru
III) 3-Phpy and is 
unique in that it is the only reactant pair for which both reductant and oxidant have a 
phenyl substituent on the pyridyl ligand.  These three lines have slopes of 7.24 + 
0.91, 8.64 + 0.43 and 9.55 + 0.29 for A, B, and C, respectively.  The intercepts are at 
log (kex) values of 3.18 + 0.07, 3.40 + 0.03 and 3.56 + 0.02.  Thus line B agrees well 
with the predicted Marcus slope of 8.3, and lines A and C nearly agree (and we note 
here that the range along the ∆E1/2 axis mapped by line A is significantly less than for 
B and C).  For the sake of simplicity in Figure 2.23 we have plotted only the data for 
reacting pairs which have 3-Fpy, 3-Phpy and 4-Phpy ligands involved. Importantly, 
we see that the intercepts of the lines are in fact different within experimental error 
and the uniquely-fast reaction between (A5Ru
II)4- Phpy and (A5Ru
II) 3-Phpy denoted 
by point “O” in Figure 2.23 is significantly above even the “fastest” line “C”. 
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Figure 2.23  logkex measured by stopped-flow for ET pseudo self-exchange 
reactions vs. ∆E1/2 for the reactants [A5Ru
IIpyX2+] = [A5Ru
IIIpyX’3+] = 1.0 × 10-4  M 
 
Recently in our lab, kinetic work was done with complexes of from these 
same pyridyl ligands using NMR linebroading measurements of the relevant true 
self-exchange reactions, similar accelerated rate behavior is again observed for the 
3-Phpy and 4-Phpy ligands.38   Figure 20.24 shows the ET self-exchange rate results 
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for complexes of the different pyridyl ligands as measured by 
E1/2 for (NH3)5Ru(L)
2+/3+
 in water vs. SCE
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Figure 20.24  logkex measured by NMR for the ET self-exchange reactions vs. E1/2 
for the individual redox couples (NH3)5Ru(L)
2+/3+ ( 5.0 mM RuII and RuIII in D2O at 23 
C). 
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From the combined NMR and the stopped-flow data reported here, it is clear 
that the ET reactions of the 3-Phpy and 4-Phpy complexes give rise to significant 
rate accelerations  compared to complexes of the other pyridyl ligands.  Furthermore, 
Figures 2.23 and Figure 2.24 show that the acceleration is not related to 
thermodynamic driving force or the simple redox potential and must have its origin in 
some other aspect of the outer-sphere ET mechanistic process.  Possible origins of 
the effect will be discussed later in this thesis. 
 
2.14  Temperature dependent kinetic studies 
In order to obtain further insight into the reaction mechanism, temperature- 
dependent kinetic experiments were conducted.  Temperature-dependent studies 
are also sometimes called “Eyring experiments” since they allow the construction of 
“Eyring plots”  which allow quantitative measurement of the enthalpy and entropy of 
activation associated with the reactive process.37  In this work, the room temperature 
(23 + 2  C) reactions were performed at 1.010-4 M   reactants concentration, and the 
Eyring studies were also done at this concentration.  The typical temperature range 
for the Eyring experiments was between 9  C and 30   C.  This range of temperatures 
was achieved and maintained by a circulating temperature bath (Lab-line instruments 
VWR1165).    The reason for choosing this range was that below 9 C, the reactant 
solutions would start leaking from the drive syringes due to the contraction of the 
metal plungers.  The reason for keeping the temperature to 30 C and below was to 
avoid the decomposition of the reactants at higher temperature. 
 To do the Eying studies, the reactant solutions (in plastic volumetric flasks) 
were allowed to equilibrate for about 3-4 minutes in the external temperature bath 
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before pouring them into the reservoir syringes.  The reason for putting the solutions 
in the external bath is that we cannot allow solutions to stay in the glass drive 
syringes for more than 2-3 minutes (as mentioned earlier, it has been shown that 
rates of these reactions go abruptly high34  with exposure to glass for a longer time 
than this). 
Because Eyring studies involve a change in temperature, the equilibrium 
constant for the reaction also changes with changing the temperature.  The 
equilibrium constant value at each temperature was calculated by using equation 
2.11.   The room-temperature driving forces that were used as the basis for these 
calculations are listed in Table 2.6 (where ∆G◦ is assumed here to be temperature 
independent since the overall S~0 for these reactions39).  Eyring plots of ln(kex/T) 
vs. 1/T (as derived in Chapter One, equation 1.28) were constructed from the 
temperature-dependent rate data.  The selection of the different reactant pairs for 
Eyring analysis was made based on their room-temperature rate values and relative 
positions in Figures 2.22 and 2.23.  The motivation was to see what might be the 
reason for the observed cases of higher rate constants at almost the same driving 
force for different reacting pairs based on different pyridyl ligands.   The total number 
of reactant pairs selected for Eyring analysis was nine.  From the driving force graph 
in Figure 2.23 it can be seen that the rates of reactions involving the complex of 3-
Phpy are consistently higher than those involving the 3-Fpy complex, and rates for 
the 4-Phpy complex are higher than either of these.  The exceptional point for the 4-
Phpy/3-Phpy reaction is significantly higher than all other points at or near the same 
driving force (see Figure 2.23).  Therefore some of the reactant pairs which had 
almost same driving force but different rate constant were selected with the idea 
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being that Eyring analysis might give us insight as to whether a given case of rate 
acceleration was due to variation in the enthalpy of activation or the entropy of 
activation.  The activation parameter results obtained are listed in Table 2.8 and the 
Eyring plots are displayed in Figures 2.25-2.26.  Minor systematic errors in 
temperature and the estimation of the rate constant can lead to significant errors in 
the slope and especially in the intercept and the resulting calculated ∆≠S values (due 
to the long graphical extrapolation involved).   The Eyring experiments were thus 
repeated multiple times in order to arrive at consistent values. 
Table 2.8  Effect of temperature on the rate constant of reaction 2.1 for complexes of 
the various reactant pairs (listed as reductant/oxidant ; (NH3)5Ru
IIL2+/(NH3)5Ru
IIIL’3+. 
Pyridyl 
ligand Pair 
T (K) kex (M
-1S-1) 1/T (K-1) ln (kex/T) 
py/3-Phpy 295.1 3070 + 110 0.003388 2.343 + 0.005 
 303.4 3680 + 130 0.003295 2.497 + 0.006 
 298.3 3300 + 150 0.003351 2.403 + 0.007 
 284.1 2250 + 100 0.003519 2.069 + 0.005 
 289.0 2400 + 140 0.003459 2.117 + 0.004 
 295.1 2800 + 100 0.003388 2.249 + 0.003 
 302.5 3385 + 110 0.003305 2.414 + 0.005 
 298.8 3220 + 130 0.003346 2.377 + 0.006 
 291.9 2560 + 120 0.003425 2.171 + 0.004 
 283.8 2090 + 140 0.003523 1.996 + 0.007 
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 288.7 2400 + 130 0.003463 2.118 + 0.006 
 294.6 3010 + 110 0.003393 2.323 + 0.004 
 295.1 2800 + 120 0.003388 2.249 + 0.005 
 302.5 3385 + 110 0.003305 2.414 + 0.004 
 
Reactant pair T (K) kex (M
-1S-1) 1/T (K-1) ln (kex/T) 
3,5Me2py/4-
Bnzpy 
283.9 1350 + 120 0.003522 1.560 + 0.003 
 288.2 1650 + 117 0.003470 1.748 + 0.004 
 292.1 1890 + 160 0.003424 1.869 + 0.003 
 295.1 2280 + 109 0.003388 2.044 + 0.005 
 295.1 2280 + 180 0.003388 2.044 + 0.005 
 295.1 2280 + 122 0.003388 2.044 + 0.005 
 299.2 2670 + 134 0.003341 2.188 + 0.006 
 302.6 3100 + 129 0.003041 2.326 + 0.007 
 
Reactant Pair T (K) kex (M
-1S-1) 1/T (K-1) ln (kex/T) 
4-Phpy/3-Phpy 283.6 8550 + 120 0.003525 3.406 + 0.002 
 288.6 8950 + 130 0.003464 3.434 + 0.003 
 291.7 9530 + 140 0.003427 3.486 + 0.003 
 294.6 10100 + 140 0.003393 3.538 + 0.004 
 295.1 10600 + 150 0.003388 3.581 + 0.004 
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 295.1 10600 + 150 0.003388 3.581 + 0.006 
 302.5 12850 + 130 0.003305 3.749 + 0.008 
 291.9 9530 + 120 0.003425 3.499 + 0.004 
 283.6 7745 + 110 0.003525 3.307 + 0.003 
 288.2 8265 + 120 0.003469 3.356 + 0.003 
 294.6 10140 + 140 0.003393 3.538 + 0.002 
 294.2 10280 + 140 0.003398 3.553 + 0.004 
 302.1 12480 + 150 0.003309 3.721 + 0.002 
 298.1 11550 + 140 0.003355 3.657 + 0.003 
 291.6 9400 + 100 0.003428 3.472 + 0.004 
 283.8 7790 + 80 0.003523 3.311 + 0.003 
 288.5 8560 + 90 0.003465 3.389 + 0.004 
 
Reactant Pair T (K) kex (M
-1S-1) 1/T (K-1) ln (kex/T) 
4-Brpy/3-Fpy 295.1 2050 + 60 0.003388 1.937 + 0.002 
 302.3 3360 + 70 0.003307 2.408 + 0.003 
 298.6 2505 + 60 0.003348 2.126 + 0.003 
 291.3 1850 + 50 0.003432 1.848 + 0.002 
 283.6 1600 + 40 0.003525 1.731 + 0.001 
 288.4 1700 + 40 0.003466 1.775 + 0.001 
 295.1 2250 + 60 0.003388 2.032 + 0.002 
 295.1 2050 + 60 0.003388 1.937 + 0.002 
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 295.1 2300 + 60 0.003388 2.053 + 0.003 
 302.6 3580 + 80 0.003304 2.471 + 0.002 
 298.7 2900 + 80 0.003347 2.272 + 0.003 
 291.6 2360 + 60 0.003428 2.092 + 0.002 
 283.8 1710 + 50 0.003523 1.794 + 0.003 
  288.6 1920 + 60 0.003464 1.896 + 0.003 
 294.4 2200 + 60 0.003396 2.014 + 0.002 
 295.1 2050 + 60 0.003381 1.937 + 0.003 
 302.3 3360 + 80 0.003307 2.408 + 0.001 
 298.6 2500 + 70 0.003348 2.126 + 0.002 
 291.3 1850 + 50  0.003432 1.848 + 0.002 
 283.6 1600 + 40  0.003525 1.731 + 0.001 
 288.4 1700 + 50 0.003466 1.771 + 0.001 
 295.1 2300 + 80 0.003388 1.937 + 0.002 
 
Reactant Pair T (K) kex (M
-1S-1) 1/T (K-1) ln (kex/T) 
py/3-Fpy 295.1 4350 + 120 0.003388 2.691 + 0.002 
 302.7 5500 + 140 0.003303 2.899 + 0.003 
 298.9 5060 + 120 0.003345 2.828 + 0.004 
 291.7 4020 + 110 0.003427 2.623 + 0.002 
 283.9 3590 + 100 0.003521 2.537 + 0.002 
 288.8 3690 + 100 0.003462 2.547 + 0.001 
 294.6 4190 + 120 0.003393 2.654 + 0.002 
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 297.3 4850 + 140 0.003363 2.791 + 0.001 
 302.6 5400 + 180 0.003304 2.881 + 0.002 
 292.4 3900 + 120 0.003419 2.590 + 0.003 
 283.8 3410 + 110 0.003523 2.486 + 0.002 
 288.1 3580 + 120 0.003471 2.519 + 0.004 
 295.1 4300 + 120 0.003388 2.678 + 0.004 
 302.8 5585 + 110 0.003302 2.914 + 0.004 
 298.5 4940 + 120 0.003349 2.808 + 0.004 
 291.9 4100 + 110 0.003425 2.642 + 0.003 
 284.1 3610 + 100 0.003521 2.542 + 0.003 
  289.1 3800 + 120 0.003459 2.576 + 0.002 
 294.8 4200 + 160 0.003391 2.656 + 0.001 
  295.1 4350 + 160 0.003388 2.690 + 0.002 
 302.7 5500 + 180 0.003303 2.899 + 0.003 
 298.9 5060 + 180 0.003345 2.828 + 0.002 
  291.9 4100 + 120 0.003425 2.623 + 0.003 
 284.1 3610 + 110 0.003520 2.537 + 0.002 
 289.1 3800 + 110 0.003459 2.547 + 0.001 
 294.8 4200 + 140 0.003391 2.654 + 0.003 
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Reactant Pair T (K) kex (M
-1S-1) 1/T (K-1) ln (kex/T) 
3,5Me2py/3Fpy 295.1 7140 + 110 0.003388 3.185 +0.002 
 302.5 8660 + 120 0.003305 3.354 +0.002 
 298.6 8370 + 130 0.003348 3.333 +0.003 
 291.8 7090 + 120 0.003426 3.190 +0.002 
 284.2 5890 + 100 0.003518 3.030+ 0.003 
 288.8 6490 + 120 0.003462 3.112+ 0.002 
 295.1 7450 + 140 0.003388 3.228+ 0.002 
  
Reactant Pair T (K) kex (M
-1S-1) 1/T (K-1) ln (kex/T) 
py/3,5-Br2py 295.1 18650 + 110 0.003388 4.146 + 0.004 
 302.6 22200 + 120  0.003304 4.295 + 0.002 
 298.9 20850 + 120 0.003345 4.244 + 0.003 
 291.5 17580 + 110 0.003429 4.099 + 0.004 
 283.9 15220 + 100 0.003521 3.981 + 0.002 
 288.3 15670 + 100 0.003468 3.995 + 0.001 
 
Reactant Pair T (K) kex (M
-1S-1) 1/T (K-1) ln (kex/T) 
4Phpy/3,5Br2py 295.1 55290 + 120 0.003388 5.232 + 0.002 
 302.1 62650 + 130 0.003309 5.334 + 0.003 
 291.8 52540 + 120  0.003426 5.193 + 0.002 
 284.3 38520 + 100 0.003516 4.907 + 0.003 
 295.1 55290 + 120 0.003388 5.239 + 0.002 
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 295.1 65780 + 140 0.003388 5.406 + 0.004 
 302.5 76200 + 170 0.003305 5.528 + 0.002 
 298.9 70200 + 170 0.003345 5.458 + 0.004 
 290.8 62600 + 160 0.003438 5.371 + 0.003 
 283.8 58390 + 120 0.003523 5.326 + 0.004 
 288.6 55640 + 120 0.003464 5.261 + 0.003 
 
Reactant Pair T (K) kex (M
-1S-1) 1/T (K-1) ln (kex/T) 
4Phpy/3,5Cl2py 295.1 51800 + 120 0.003388 5.167 + 0.002 
 302.6 59050 + 120 0.003304 5.273 + 0.002 
 298.9 56050 + 120 0.003345 5.233 + 0.003 
   291.6 50240 + 110 0.003428 5.149 + 0.004 
 284.2 43690 + 100 0.003518 5.035 + 0.004 
  288.9 45400 + 100 0.003460 5.057 + 0.003 
 295.1 50600 + 120 0.003388 5.144 + 0.004 
 295.1 51800 + 120 0.003388 5.167 + 0.002 
  295.1 39770 + 100 0.003388 4.903 + 0.001 
 302.1 43770 + 110 0.003309 4.975 + 0.002 
 291.8 37100 + 100 0.003426 4.845 + 0.003 
 284.3 28650 + 80 0.003516 4.612 + 0.005 
 295.1 39770 + 100 0.003388 4.903 + 0.003 
N.B: values here are reported in the same order as experiments. 
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Figure 2.25  Eyring plots at 1.0 × 10-4 M reactant concentration for reactions 
between complexes of selected pyridyl ligands (reductant/oxidant).   Blue triangles 
(4-Phpy/3,5-Br2py); dark red triangles (4-Phpy/3,5-Cl2py); green stars (py/3,5-Br2py); 
pink cross (4-Phpy/3-phpy); red circles (3,5-Me2py/3-Fpy); black circles (py/3-Fpy); 
Blue rectangles (py/3-phpy); dark red circles (4-Brpy/3-Fpy); yellow stars (3-
5Me2py/4-Bnzpy).  The error bars on the points are omitted for clarity. 
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Figure 2.26  Expansion plot of the experimental data shown in Figure 2.25.  Blue 
triangles (4-Phpy/3,5-Br2py); dark red triangles (4-Phpy/3,5-Cl2py); green stars 
(py/3,5-Br2py); pink cross (4-Phpy/3-Phpy); red circles (3,5-Me2py/3-Fpy); black 
circles (py/3-Fpy); Blue rectangles (py/3-Phpy); dark red circles (4-Brpy/3-Fpy); 
yellow stars (3,5-Me2py/4-Bnzpy).  The error bars on the points are omitted for 
clarity. 
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Figure 2.26 shows an expansion of the experimental region of the Eyring plots and 
the best-fit regression lines.  The slopes, intercepts and derived activation 
parameters Δ≠H and Δ≠S are given in Table 2.9. 
 
Table 2.9   Activational parameters for the various cases of reaction 2.1 studied (at 
1.0 × 10-4 M reactant concentration). 
Reactants pair ∆E1/2 
vs. 
SCE 
logkex at 
295K
(a)
 
Slope of 
Eyring plot 
Intercept 
of Eyring 
plot 
Δ
≠
H 
(kJ/mol) 
Δ
≠
S 
(J/K.mol) 
∆
≠
G at 
295K 
(kJ/mol) 
py/3Phpy 0.010 3.48 + 0.02 -2000 + 150 9.01 + 0.5 16.6 + 1.1 -122 + 4.0 52.8 + 0.4 
3,5Me2py/4Bnzpy 0.011 3.30 + 0.03 -3500 + 100 13.9 + 0.4 29.1 + 1.0 -82 + 3.5 53.3 + 0.3 
4-Phpy/3-Phpy 0.014 4.04 + 0.01 -2050 + 80 10.4 + 0.3  17.1 + 0.9 -111 + 3.0 49.8 + 0.3 
4-Brpy/3-Fpy 0.025 3.41 + 0.02 -3000 + 300 12.2 + 0.9 24.9 + 2.9 -96.1 + 7.5 53.3 + 0.5 
py/3Fpy 0.069 3.68 + 0.02 -2200 + 100 10.0 + 0.3
 
18.3 + 1.0 -115 + 3.0 51.1 + 0.5 
3,5Me2py/3Fpy   0.094 3.93 + 0.03 -1600 + 150 8.68 + 0.5 13.3 + 1.1 -125 + 4.0 50.3 + 0.6 
py/3,5Br2py 0.120 4.33 + 0.02 -1550 + 150 9.47 + 0.5 12.9+ 1.1 -118 + 4.0 47.9+ 0.6 
4Phpy/3,5Br2py   0.124 4.92 + 0.02 -1430 + 620 10.31+ 2.1 12.0 + 5.2 -111 + 17 45.1+  0.7 
4Phpy/3,5Cl2py 0.134 4.75 + 0.03 -1450 + 720 9.97 + 2.5 12.1 + 6.3 -114 + 20 45.9 + 0.8 
(a) Values taken from the regression lines in Figure 2.25. 
 
The data for the 3,5-Me2py/4-Bnzpy reactant pair (∆E1/2 = 0.011V) exhibited 
the highest experimental slope vs. 1/T and thus had the highest enthalpy of 
activation as well as the slowest rate.  The reactant pair 4-Phpy/3,5-Br2py (∆E1/2 = 
0.124V) had the lowest slope and thus the lowest enthalpy of activation as well as 
the fastest rate.  If we compare the pseudo-self-exchange activational parameters in 
Table 2.9 with those in Table 2.10 for the true-self-exchange reactions measured by 
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NMR,38 we see that the rate accelerations for the 4-Phpy and 3-Phpy complexes true 
self-exchange reactions as well as the 4-Phpy/3-Phpy pseudo-self exchange 
reaction all three appear to be due to lowering the enthalpic component of the free-
energy barrier (note bolded entries in Tables 2.9-2.10).  The overall pattern which 
emerges from the stopped-flow measurements however (see Table 2.9) is more 
complicated (vide infra). 
Table 2.10  Eyring data for true self-exchange reactions of (NH3)5Ru
II/IIIL2+/3+ 
complexes measured using NMR line broading(a). 
[Ru
II
] = Ru
III
] 
= 5 × 10
-3
 M 
E1/2  vs. SCE 
  
log kex 
∆
≠
H (kJ/mol)  ∆
≠
S (J/Kmol)  
 
∆
≠
G (at 295K) 
(kJ/mol)  
4-pic 0.026 4.00+ 0.02 17.7 + 0.83 -105 + 2.78 48.7 + 3.2 
4-Phpy 0.054 5.00 + 0.04 11.7 + 0.70 -103 + 2.47 42.1 + 3.5 
3-Phpy 0.068 4.50 + 0.05 14.8 + 0.77 -106 + 2.55 46.1 + 4.2 
4-Fpy 0.122 4.04 + 0.04 30.8 + 0.94 -64.1 + 3.15 49.9 + 9.9 
tfmpy 0.143 4.15 + 0.04 20.8 + 0.47 -97.2 + 1.58 49.5 + 5.4 
3,5-Cl2py 0.188 4.37 + 0.04 18.6 + 0.73 -98.1 + 2.44 47.5 + 3.6 
(a) D2O as solvent.   Taken from ref. 37. 
Similar to the “Marcus plot” of log kex vs. ∆E1/2 shown in Figure 2.23, it is also 
useful to consider the relationship between the measured enthalpy of activation and 
the driving force for reaction as shown in Figure 2.27 below. 
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Figure 2.27  Enthalpy of activation vs. ∆E1/2 for the various reactant pairs listed in 
Table 2.9. 
 
Here we see that the enthalpy of activation for the reaction clearly decreases with 
increasing the driving force over the series (as would be expected based on how the 
Marcus curves shift; see Fig 2.1) from Chapter Two, but the plot also reveals that the 
points for the 4-Phpy/3-Phpy and py/3-Phpy pairs fall well-below the trend line.  From 
this graph, it is clear that the rate acceleration for these two reactant pairs is primarily 
because of the lowering the enthalpic barrier of the reaction.  The error bars for the 
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two points 4-Phpy/3,5-Br2py and  4-Phpy/3,5-Cl2py is higher because of the 
scattering in Figure 2.26.  To see if there is also any systematic pattern in entropic 
barrier, we also need to consider the analogous plot of ∆≠S vs. ∆E1/2 shown in Figure 
2.28 below.  Here we see that there is actually an opposing trend in that the overall 
entropic barrier increases slightly (becomes more negative) as ∆E1/2 increases, and 
we also see that the entropic barrier is especially high for the same two “outlier” 
reactions from Figure 2.27. 
 
Figure 2.28  Entropy of activation vs. ∆E1/2 for the various reactant pairs listed in 
Table 2.9. 
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Wherever trends in activational parameters are discussed, it is useful to see if 
there is any evidence for existence of the well-known phenomenon of enthalpy and 
entropy compensation.40   A plot of ∆≠H vs. ∆≠S for our reactions is shown in Figure 
2.29.  The plot appears to be approximately linear with a slope of 360 + 10K, an 
intercept of 60.1 + 9.3 (kJ/mol) and a correlation of R2 = 0.751 and no points 
deviating drastically from the line.  The slope value (which has units of temperature 
and is sometimes called the “compensation temperature”) is well-outside the 
experimental temperature range of 283-303 K.  This supports the existence of a true 
(rather than artifactual) classic enthalpy-entropy compensation effect.40   
Furthermore, with the exception of the points for the 3,5-Cl2py complexes as Ru(III) 
oxidizing the (NH3)5Ru
II(4-Phpy)2+ complex, we see that the ranges of variation in 
both ∆≠H and ∆≠S significantly exceed the uncertainties in these quantities, thus we 
conclude (following the ideas discussed by Guo and Liu40) that the compensation 
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shown here does rise to the level of physical significance.
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Figure 2.29  Enthalpy-entropy compensation plot for reaction 2.1 at the reactants 
concentration of 1.0 × 10-4 M for the reactions listed in Table 2.9. 
 
Because the error bars are often large in such plots, detailed analysis is difficult,40 
but it would appear here that the two “outlier” points from Figure 2.27 fall on or near 
the same general trend line as the others in this plot, although the point for py/3-
Phpy (dark blue square) falls a bit further from the line than the 4-Phpy/3-Phpy point 
(magenta х).  Enthalpy-entropy compensation is often observed in aqueous 
reactions, and this is thought to be possibly related to the strength of hydration (as 
114 
 
opposed to general solvation) forces.40   Since a significant part of the 
reorganizational energy  in our ET reactions originates with hydration sphere 
reorganization, it is not surprising that such an effect would be discovered here. 
An additional plot of basic interest is that of ∆≠G vs. ∆E1/2 as shown in Figure 
2.30.  Here we can see that the reactant pair 4-Phpy/3-Phpy is off the line in a 
manner consistent with the closely-related Marcus log (rate) vs. driving force plot 
shown for the larger number of room temperature data compiled in Figure 2.22.  
Here we see once again that even though they have nearly the same thermodynamic 
driving force, the free-energy of activation for the reactant pair 4-Phpy/3-Phpy is 
significantly lower than the py/3-Phpy reactant pair.   
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Figure 2.30  Free energy of activation (∆≠G) vs. ∆E1/2  for the subset of reactions 
listed in Table 2.9 the ∆≠G values here are taken from the regression lines in Figure 
2.26 at T = 22 C). 
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 An alternative way to visualize the compensation effect is to plot ∆≠G vs. ∆≠H 
for our series of reactions, as shown in Figure 2.31 below.


H (kJ/mol)
5 10 15 20 25 30


G
 (
k
J
/m
o
l)
44
46
48
50
52
54
py/3-Phpy
3,5-Me2py/4-Bnzpy
4-Phpy/3-Phpy
4-Brpy/3-Fpy
py/3-Fpy
3,5-Me2py/3-Fpy
py/3,5-Br2py
4-Phpy/3,5-Br2py
4-Phpy/3,5-Cl2py
 
Figure 2.31  Free energy of activation vs. enthalpy of activation for the reactant pairs 
listed in Table 2.9. 
 
From this Figure we see that the range of variation in ∆≠H of 15.5 kJ/mol correlates 
with a range of only 8 kJ/mol in ∆≠G.  This approximate factor of two highlights the 
fact that some kind of compensating change in ∆≠S must be occurring over the series 
(see Figure 2.29), and additionally, the clearly non-linear nature of this plot may 
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indicate that one of the relatively-recent models designed to characterize non-linear 
compensation will be required in order to arrive at a valid molecular interpretation of 
the compensation mechanism.41,42 
Despite the lack of a generally-accepted mechanism for explaining the origin 
of entropy-enthalpy compensation, it is still worthwhile considering possible origins 
and implications in the context of the commonly-used ET rate expressions.  We also 
need to consider what might be the cause of the lowered enthalpic component of the 
reaction for the special points (see Figure 2.27).  For these reasons, it is useful for us 
to specify and consider the quantity KA in the rate equation.  This requires us to 
introduce the work of association wr into the rate expression.
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  (2.16)43 
The work of association term in equation 2.16 (the first exponential) is given in 
Chapter One equation 1.19 and it can be decomposed into enthalpic and entropic 
contributions (arising from the temperature dependence of Ds and (1/n2-1/Ds).
44  Both 
of these sources would be expected to contribute to the observed (measured) 
enthalpic and entropic activational barriers derived from temperature-dependent 
kinetic data.  If we absorb those quantities into the standard (TST) quantities ∆≠H 
and ∆≠S and allow the aggregate prefactor to deviate as shown from the formal value 
of kBT/h, then the equation for kobs becomes, 
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     (2.17) 
where now ∆*H and ∆*S have replaced ∆≠H and ∆≠S.  Now ∆*H contains work done 
against forces as both the electrostatic repulsions from the w(r,µ) term and the ET 
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nuclear reorganization (both inner-sphere and outer-sphere) as discussed in Chapter 
Two (see equations 2.7 and 2.8).  The ∆*S quantity now reflects the statistical barrier 
arising from association and reorganization as well as any reaction non-adiabaticity.  
 The role of solvent-solute interactions is known to be very important in ET 
reactions in general.45,46  In the case of ruthenium ammine complexes such as the 
ones used in this work, it has been shown that this interaction is especially dominate 
in polar solvents (high DS) and in solvents with strong Lewis base (solvents with high 
donor number) properties.14,42  Water would thus be expected to give rise to 
especially strong solvation energies and therefore redox-state-dependent 
reorganizational energies, and the interaction would be even greater on account of 
H-bonding between the water oxygen and the ammine hydrogens.  Liu and Guo40 
discuss at length in their review some of the various ideas which have been 
developed in order to explain why enthalpy-entropy compensation seems to be so 
frequent and so strong in water as solvent (see especially refs 5d,59,63, and 71 of 
their review).  On this basis, we feel confident not only that our observed 
compensation is “real”, but also that the magnitude and form of it may hold useful 
information relevant to the on-going debate in the literature regarding the molecular-
level origin and interpretation of such compensation behavior.  At a very simple level, 
we note that the points on the upper right part of Figure 2.29 (∆≠H vs. ∆≠S) are from 
the lower-driving force reactions (small ∆E1/2) which would have “late” transition 
states as compared to the points in the lower left where ∆E1/2 is higher and which 
from Hammond’s postulate47,48  would have “earlier” transition states (see Figure 
2.32 below). 
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Figure 2.32  Hommond’s postulate showing the earlier transition state. 
 
In the “late” transition state case, the hydration spheres would be more similar 
around the reactant ions and thus the change in densities of states (in the hydration 
spheres) upon ET would be smaller than for the less-symmetrical “early” transition 
state case.  It is known that such changes in densities of states contribute to ∆*S at 
the ET step,47 and this could be relevant to the observed more negative ∆≠S values 
of the higher driving force points on the lower left portion of Figure 2.29.  If this idea 
withstands further analysis, it may explain why -T∆≠S moves in the opposite direction 
of ∆≠H along our closely-related series of complexes.  Favorable π-π stacking 
interactions such as these have been demonstrated in other systems,49-51 and in our 
case might lower the unfavorable work of association wr between the like-charged 
reactants.  There is a reason to expect that favorable π-π stacking interactions might 
lower the unfavorable work of association wr and thus contribute to the observed rate 
acceleration specifically effect for the 3-Phpy/4-Phpy pseudo-self exchanges reaction 
and their respective true self exchanges.   
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Figure 20.32 below shows the hypothesized π-π stacking interactions between the 
pentaammine 3-Phpy and 4-Phpy reactant pairs.  Such π-π stacking interactions are 
known to be important in crystals.49,51  It would not be surprising if we assume these 
interactions are also occurring in liquid solutions, these interactions are very common 
in solutions where large phenyl groups are hydrophobically solvated.51 
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Figure 2.33  Hypothesized π-π stacking interactions between the ruthenium 
pentaammine 3-Phpy and ruthenium pentaammine 4-Phpy reactants. 
 
This type of interaction could, in principle, lead to a reduction in the enthalpic 
component of the work of association and explain the observed dip in ∆≠H.   
An obvious alternative possibility is that the reorganizational barrier λ might 
be significantly lower for the 3-Phpy and 4-Phpy complexes.  This would actually 
change our focus to the inner-sphere aspect of the ET reorganizational barrier, and 
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this is suggested by the set of three lines obtained in Figure 20.23.  Here we see that 
each of the Phpy ligands leads to a general rate increase with the entire set of redox 
partners (note the offsets of lines B and C above line A which involves no Phpy 
complexes).  Taken in additive fashion, these two offsets from line A would predict a 
log(kex) value of 3.9 + 0.05 at point D which is in reasonable agreement with the 
observed value of 4.06 + 0.03.   
Ab-initio computational work is currently in progress52 to explore the 
possibility that the Phpy ligands substantially change i for these complexes (and we 
note that the spectroscopic data presented in Figure 2.21 where we plot EMLCT vs. 
E1/2; the odd position of the point D indicates that there may be something special 
about the electronic structure of the 4-Ph complex).  Preliminary results on gas-
phase systems point towards a relatively-low ring torsional barrier which upon going 
to 0 ◦C allows significantly greater -backbonding and electronic delocalization from 
Ru(II) out onto the ring (as shown in Figure 2.33).52  If verified in (much slower) 
calculations on explicitly –solvated systems, this might imply that not only would i 
decrease in this case, but also that el might be expected to increase (if it were 
initially less than one) and thus lower the overall entropic barrier ∆≠S.  However, our 
observation of a smoothly-varying enthalpic-entropic compensation and the fact that 
the acceleration of the 4-Phpy /3-Phpy pseudo-self exchange appears to be solely 
an enthalpic effect both indicate that variations in reaction adiabaticity are negligible 
over this series.  This would support the prior suggestions that this class of reactions 
is in the adiabatic regime, and would support the idea of an inner-sphere explanation 
for the 3-Phpy and 4-Phpy ET rate effects.53 
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2.15  Conclusions 
 Both true-self exchange and pseudo self-exchange ET reactions of ruthenium 
pentaammine pyridyl complexes are significantly faster if the pyridyl ring bears 
phenyl substituents.  Both temperature dependent studies (stopped-flow and 
dynamic NMR measurements) indicate that the origin of the effect is in the enthalpic 
portion of the free-energy of activation.  We cannot confidently rule out energetically-
favorable - stacking interactions as a contributor, but detailed analysis of Figure 
2.23 (logkex vs. driving force ∆E1/2) strongly implicates decreased values of  for both 
the 3-Phpy and 4-Phpy complexes and thus a strong additive effect for the “special” 
reaction between (A5Ru
II) 4-Phpy and (A5Ru
III) 3-Phpy.  Computational work in-
progress seeks to test this idea from ab initio predications of the relevant ET i 
values. 
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Effects of Reactant and Added-Salt Concentrations on the Rates of 
Bimolecular ET Pseudo Self-Exchange Reactions of Pentaammine Ruthenium 
Pyridyl Complexes in Water  
Introduction 
3.1  The “Ion Atmosphere” and Debye-Hückel Theory 
Electron-transfer reactions necessarily involve reorganization of nuclear 
charges in and around the interacting donor/acceptor sites, and this includes the 
solvent medium surrounding the reactants within the dielectric continuum model.  
The influence of the solvent dielectric on the rates of ET reactions has been shown 
to be described by equation 2.8 as discussed in Chapter Two.  In this chapter we will 
discuss our investigations into how the “ion atmosphere” of non-reactant ions which 
builds up around charged reactants in solution effects ET kinetics (all the reactions 
studied in the work described here were performed in water and the discussion 
section will thus apply to ion-ion interactions in aqueous electrolyte solutions). 
Water, with its dielectric constant of        at      has strong molecular 
dipoles whose alignment plays a significant role in the energetics of the reaction as 
discussed earlier in Chapter One (see especially Figure 1.7).  The dipolar solvation 
of the reactant ions screens them both from each other and from other ions present 
in the solution.  This screening reduces the columbic repulsive forces between ions 
of like charge (either positive or negative) and thus facilitates the formation of the 
precursor complex prior to the electron-transfer event in the course of a bimolecular 
electron-transfer reaction (see Chapter One).  Apart from the favorable energy due to 
ion-dipole on solvation, the solvent dipoles must change their positions and 
orientations based on the movements of charges during the ET reaction (which is the 
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molecular basis of o, the solvent reorganization energy discussed in Chapter One).1  
The solvent reorganization energy has a significant and extensively-investigated 
effect on ET reaction dynamics.2 
Debye and Hückel, in 1923, built a model for the distribution of ions in very 
dilute electrolyte solutions based on electrostatics and statistics.3   When two 
charged reactant ions (say positive charges) are placed in an electrolytic solution, 
the electrolyte ions with opposite charge of that of the reactant ions (in this case the 
electrolyte anions), will replace some fraction of the solvent molecules which would 
normally solvate the reactant cations.  As we move away from the reactant ions, the 
local concentration of these negatively-charged ions starts decreasing and the local 
concentration of positively-charged electrolyte ions starts increasing until at some 
distance away the concentrations become equal to that in the bulk solution.  Thus, a 
local “ion atmosphere” is formed around the cationic reactant ions (and vice versa for 
anionic reactants).4,5   The distribution in this cloud of counter-ions follows Boltzmann 
statistics (the concentration of the excess charge decreases exponentially with the 
distance from the reactant ion)    This “ion atmosphere” theory of Debye and Hückel 
is only quantitatively-valid for very dilute solutions.6   A depiction of the distribution of 
ions in solution according to the Debye-Hückel theory of “ion-atmospheres” is shown 
in Figure 1.7. 
The quantitative magnitude of the ionic atmosphere effect on the 
thermodynamic and chemical properties of a given reactant ion is found to be related 
to the simple solution property known as ionic strength  which is defined as follows, 

i
i
2
i
CZ
2
1
μ
     
(3.1)7 
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where ci is the concentration of ionic species i and zi is the charge on i. 
One way to understand the effect of total ionic strength on the 
thermodynamics and kinetics of reactions in solution is to consider how the reactant 
“activities” vary with ionic strength ().  The relationship between ionic activity 
coefficients and the observed rate constant k for some reactive process between 
ionic reactants has been considered in detail since the 19 0’s and it has been 
proven that the dependence has its roots in the Brønsted equation as shown below, 


AB
BA
γ
γγ
okk
     
(3.2)8 
where Aγ and Bγ  are the “activity coefficients” of ionic reactants A and B.  The 
activity coefficient  

ABγ  refers to the presumed transition state species, and ko is the 
value of the kinetic rate constant for the A + B reaction at the reference state (high 
dilution) where A and B have unit activity coefficients.  The rate of a given reaction 
can be studied as a function of ionic strength by adding varying concentrations of an 
inert electrolyte   Any variation in the rate is called a “salt effect”,  and if this effect 
happens due to the changes in the activity coefficients of the reactant ions (or the 
ratio expressed in equation 3.2 above), it is then known as a “primary salt effect” 9  If, 
however, the rate of the reaction depends more directly on the molar concentration 
of some species involved in some pre-equilibrium step or if the equilibrium constant 
for the pre-equilibrium step is a function of ionic strength, then the measured ionic 
strength effect is called a “secondary salt effect”  9  Debye and Brønsted suggested 
that with increasing salt concentration, the rate constants for reactions between like-
charged ions would thus increase and those of unlike-charged ions would decrease.9 
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 To quantitatively-predict how the activity coefficients affect kinetic processes 
in very dilute solutions, Brønsted used the Debye-Hückel limiting equation for the 
activity coefficient of ionic species i, 
1/22
DH μi
zi γlog 
      (3.3)9
 
 
2/3][2/1)1πNρ2(
Τk π4
e
2.303
1
B

rel

   (3.4) 
where iγ  is the activity coefficient of specie i  N is the Avogadro’s number  e is the 
elementary charge (1 60  х 10-19C), 1ρ is the density of the solvent in kg/m
3 (997 for 
H2O at 25 
oC), rel is the relative permittivity (to electric fields; same as “dielectric 
constant”  or Ds), o is the permittivity of vacuum (     х 10
-12 C2N-1m-2), kB is the 
Boltzmann’s constant  and T is the temperature in Kelvins   From these constants   
the value of  is found to be 0.059 for water at 298K.8,10  If we combine the Brønsted 
equation (3.2) and the Debye- Hückel equation (3.3), we obtain the Debye-Hückel 
“limiting” equation  
μαZ2Zk logk log DHBA 
    (3.5) 
where ZA is the ionic charge on reactant A, ZB is the ionic charge on reactant B,  and 
ko is the rate constant at the zero ionic strength and infinite dilution (where no ion 
atmosphere can form).9    From equation (3.5), we can see that the slope of a plot of 
measured log k vs  √µ would approximate the charge product ZAZB of the reactant 
ions A and B.  This equation is known to be valid only for very dilute solutions with 
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ionic strength µ lower than ~ 0.01 M.11   In cases of more concentrated solutions 
where ionic strength is above 0.01 M  the “extended” Debye-Hückel equation below 
can be used rather than the limiting equation,  
μβd1
μzα
i γlog
2
i



      (3.6) 










μβd1
μ
αZ2Zk logk log DHBA
   (3.7) 
Equation (3.7) is known as the extended Debye-Hückel Brønsted equation, where d 
is now taken to be the average effective diameter of the ions.11  Guggenheim12 
modified the equation by noting that βd  1 in many cases, and then equation 3.7 
becomes,13 










μ1
μ
αZ2Zk logk log DHBA
   (3.8) 
In this equation the new ionic strength function is sometimes called the “Guggenheim 
parameter” and it will be abbreviated in this chapter simply as “GP”   We can thus 
write the equation as follows, 
 GPαZ2Zk logk log DHBA      
(3.9) 
Equation (3 9) is also called the “Guggenheim equation” and it predicts a linear 
dependence of log k on GP.  There are known deviations from linearity, however, for 
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some reaction rate constants at higher ionic strengths10,13  because of specific ion-
ion interactions such as ion-pairing which become important at high GP.14,15 
Ion-pair formation was first quantitatively introduced by the Bjerrum.16  He 
suggested that the electrostatic interactions between oppositely charged ions could 
overcome the thermal energy which randomizes and separates hydrated ions in 
aqueous solutions.  In a related observation, salt-induced variations in the rate 
constants for various reactions between ions were also noted by Olson and 
Simonson.17   They found that for reactions of like-charged species the rate in some 
cases does not depend on the expected “GP” function of ionic strength as shown in 
equation (3.8), but rather on the simple molar concentration of the predominate ion of 
opposite charge to the reactant ions.  They also noted that divalent counter ions 
tended to have a stronger accelerating effect on the rate than the univalent ones.  
These observations supported the Bjerrum idea that ion-pairing equilibria were 
important in any deep understanding of kinetic processes in electrolyte solutions In 
this chapter we will describe experimental measurements of added electrolyte effects 
on log kex for the ET reaction shown in equation 3.10 (vide infra).  Analysis of the 
data in the context of equation (3.9) as well as ion-pairing events and superexchange 
mediation in ternary assemblies will be presented. 
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3.2  Super-exchange Theory 
 Mc onnell was first to identify quantum “super-exchange” coupling as an 
operative factor in chemical reaction mechanisms.18   He extrapolated findings in the 
mechanism of antiferromagnetic coupling to the context of intramolecular electron- 
transfer reactions (in intramolecular electron-transfer the electron-transfer happens 
between donor and acceptor sites in the same molecule separated by a ligand bridge 
or some other intervening medium).  This theory states that virtual population of 
states involving either or both the LUMO (lowest unoccupied molecular orbital) and 
the HOMO (highest occupied molecular orbital) of the bridging medium can enhance 
the electronic coupling between the interacting redox sites and thus contribute to the 
electronic interaction energy HAB.  This involvement of the orbitals of intervening 
medium along the path between the donor and the acceptor groups thus provides a 
relatively low-energy “electron-tunneling pathway”.19   Such pathways allow electron-
transfer reactions over large distances (such as in ET enzymes) to occur at 
significant rates due to mediation by intervening medium species such as bridging 
ligands, amino acid side chains or even solvent molecules.20,21 
There are two identifiable pathways by which an electron-transfer-
superexchange can occur   The “electron transfer” super-exchange mechanism 
involves virtual population of the LUMO level of the intervening medium or bridge if it 
is low enough in energy to be capable of accepting an electron from the donor side 
(in our case RuII) and passing it on the acceptor side (RuIII).  In this case the virtual 
state corresponds to a low lying donor-to-bridge charge-transfer state (or to an MLCT 
state if the donor group is a metal complex)   onversely  in “hole transfer” 
superexchange, the virtual excited state involves transfer of an electron from the 
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HOMO level of the intervening medium or bridge to the acceptor side (RuIII in the 
cases we will be considering) with simultaneous creation of a hole on the bridge 
which can be filled by an electron from the donor side.22,23  This would then 
correspond to an LMCT-type transition if metal complexes were involved.  Endicott in 
his analysis of the reactions of certain cobalt complexes identified that the 
superexchange via the “hole” transfer mechanism was the dominant pathway 24   
Figure 3.1 illustrates the basic idea of the super-exchange mechanism.  From the 
figure we can see how the virtual states involving the HOMO and LUMO levels 
facilitate the super-exchange mechanism.  An important point is that these represent 
“virtual” states only  and the energies required to reach them thus determine the 
heights of the effective tunneling barriers along the pathways; actual occupation of 
these states is not necessary or implied. 
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Figure 3.1  Schematic illustration of “electron” and “hole” transfer super-exchange 
coupling mechanisms.25   
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3.3  Prior Work  
The bulk of work to be described in this chapter concerns detailed kinetic 
investigations of salt effects, including “simple” salts such as NaF  K l, and KBr, the 
“dicarboxylate dianions” muconate  adipate  terephthalate and cyclohexane 
dicarboxylate (see the structures in Figure 3.2) and finally the M(CN)6
-4 hexacyano 
ions with M = Ru, Os and Fe.   Early work done in our lab25-29  with the dicarboxylate 
anions showed that the muconate dianion accelerates the rate of reactions such as 
in equation 3.10 much more than the other dianions salts.  Pan26  in our lab observed 
that the muconate effect decreases at higher total GP values (due to either an 
increase in the concentrations of the reactants themselves or due to added “inert” 
salts).  Confirming observations were made by Inagaki.25   Inagaki noticed that the 
“muconate effect” completely goes away at the higher reactant concentrations (>3 
mM) used in NMR line broadening kinetic work. 
These observations lead us to wonder about the overall effect of reactants 
concentrations on the rate accelerations produced by both these dicarboxylic and 
simple salts.  We therefore undertook systematic studies of kinetic salt effects as a 
function of reactants concentration over a large range for reaction (3.10) below using 
stopped-flow kinetic spectroscopy 
(NH3)5Ru
IIpy2+ + (NH3)5Ru
III3Fpy3+   
(NH3)5Ru
IIIpy3+ + (NH3)5Ru
II3Fpy2+    (3.10) 
as possible (experimental details of the stopped-flow procedure are described 
previously in Chapter Two). 
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Figure 3.2  Structures of dicarboxylic dianions used in this work.  
 
muconate 
 
terephthalate 
 
Adipate 
           
      
      trans-1,4-cyclohaxane dicarboxylate 
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 The work and analyses follow closely the prior work described by Sista.27  
Kinetic simulations of the data were performed using the SpecFit 32 simulation 
software (vide infra) in order to fit our experimental data to various kinetic models 
and extract values for ket and ketx (where ketx now refers specifically to the 
intramolecular ET rate constant within the precursor complex due to catalysis by X-, 
vide infra).  The results were compared with Sista’s values wherever comparison 
was available.  Sista studied the muconate effect at the two ruthenium reactant 
concentrations of 1.010-4 M and 2.010-4 M.  In this extended work, five different 
concentrations of the reactants were chosen (7.510-5 M, 1.010-4 M, 1.510-4 M, 
2.010-4 M and 2.510-4 M) to investigate concentration effects on ketx.   Some work 
was also done to see if there was any cation effect on the rate of reaction (3.10) 
when the salts LiF, NaF, and CsF were added. 
3.4  Experimental 
The dicarboxylate salt isolations from the acids and recrystallizations were 
done from water.  The simple salts NaF, KF, LiF and CsF were purchased from 
Aldrich, EM Science, JT Baker Chemical or Mallinckrodt and were used as received.  
The dicarboxylic acids were purchased from Aldrich.  The K4Fe(CN)6 salt was 
purchased from Aldrich, and the K4Ru
II(CN)6 and K4Os(CN)6 salts were synthesized 
by Angela Qin of this laboratory30 according to the methods outlined by Curtis31 and 
used without further purification.  The [RuII (NH3)5 py] (PF6)2 and [Ru
III (NH3)5 3Fpy] 
(PF6)2 were prepared as described in experimental section of Chapter Two. 
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Sodium Salts of the Dicarboxylic Acids 
 Approximately 1.0 g of a given dicarboxylic acid was weighed out and placed 
in a 500 mL round-bottom flask.  About 50-70 mL of distilled H2O was added 
followed by 18 M NaOH solution dropwise (protective gear!) until most of the acid 
dissolved.  The solution pH was then adjusted to 6.5 by adding small amounts of HCl 
or NaOH if necessary.  The solution was then rotary-evaporated until dry (about 3~4 
hours with a water bath temperature of 70-80C).  An alternative method was to 
precipitate the sodium salt product by adding a 5-fold volume excess of reagent-
grade acetone to the pH 6.5 solution followed by vacuum filtration of the sodium salt 
precipitate.26 
Recrystalization of the Disodiumdicarboxylate Salt 
The crude disodium(dicarboxylate) salt was dissolved in a minimum amount 
of 1:3 water/ethanol mixture with continuous stirring and heating.  The hot salt 
solution was filtered, and upon cooling purified crystals of the disodium salt were 
isolated by filtration. 
Synthesisof Pentaammineruthenium(II)pyridyine Perchlorate 
(NH3)5Ru
IIpy(ClO4)2 
 Approximately 40-50 mg of [RuII(NH3)5(py)](Cl)2 was dissolved in a minimum 
amount of H2O (~10 drops).  To this, freezer-saturated NaClO4 or LiClO4 was added 
(~10-15 drops) and the mixture was placed in a freezer for about 30 minutes in order 
to optimize yield.  The product was isolated by filtration and then washed with 3 mL 
of 70:30 ether/ethanol solute ion (to remove trace water speed up the air- drying 
efficiency).  The resulting perchlorate salts were dried in the frit by air-suction (NOT 
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BY VACUUM!) for about 2-3 hours.  These perchlorate salts were found to be stable 
for at least three weeks if sealed properly and stored in a freezer. 
Caution: All perchlorate salts of ruthenium (II) and (III) complexes are known to 
be explosive.  No more than 30 mg of ANY ruthenium perchlorate should ever 
be isolated at one time. Great care must be taken in handling them.  They 
should never be dried in a vacuum desiccator since extreme dryness 
increases explosion danger.  They must be kept away from flammable organic 
solvents at all times during handling them.  A Teflon-coated spatula or plastic 
spatula should be used to gently displace perchlorate precipitates from frits 
since this operation presents the greatest moment detonation danger 
(vigorous scraping with a metal spatula can be a source of detonation).  They 
should be kept well-sealed from air and in the freezer once isolated so as to 
minimize decomposition. 
Synthesis of Pentaammineruthenium(III)3-fluoropyridyine Perchlorate 
(NH3)5Ru
III3F(ClO4)3 
Approximately 40-50 mg of [RuIII(NH3)5(3Fpy)](Cl)3 was dissolved in a 
minimum amount of H20 (~10 drops).  To this, freezer saturated NaClO4 or LiClO4 
was added (10-15 drops) and then the mixture was placed in a freezer for about 30 
minutes to increase the yield.  The resulting pale-yellow product was isolated by 
filtration and the solid in the frit was washed with 3 mL portions of 70:30 
ether/ethanol solution to increase the drying efficiency.  The product as then dried in 
the frit by air-suction (NOT BY VACCUM DESICATOR) at least for about 2-3 hours.  
Perchlorates salts stay stable for at least three weeks, if sealed properly and stored 
in a freezer.  That’s why we used perchlorates instead of using chlorides   
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Caution: All perchlorate salts of ruthenium (II) and (III) complexes are known to 
be explosive.  No more than 30 mg of ANY ruthenium perchlorate should ever 
be isolated at one time. Great care must be taken in handling them.  They 
should never be dried in a vacuum desiccator since extreme dryness 
increases explosion danger.  They must be kept away from flammable organic 
solvents at all times during handling them.  A Teflon-coated spatula or plastic 
spatula should be used to gently displace perchlorate precipitates from frits 
since this operation presents the greatest moment detonation danger 
(vigorous scraping with a metal spatula can be a source of detonation).  They 
should be kept well-sealed from air and in the freezer once isolated so as to 
minimize decomposition. 
Purification of the (NH3)5Ru
III3Fpy(ClO4)3 
The purity of a given (NH3)5Ru
IIIL(ClO4)3  oxidant complex can be evaluated 
by in-situ reduction to the Ru(II) form and spectrophotometric assay  (as described in 
Ch.2 on page 51) and by electrochemical analysis (DPP and CV) as described on 
page 52 of Ch.2.  The impure perchlorate compound was dissolved in a minimum 
amount, 1-3 mL, of warm distilled water and filtered.  To this filtrate, freezer-
saturated NaClO4 or LiClO4 was added (6 to 10 drops) and the flask was placed in 
the freezer for 1-2 hours to obtain optimum yield.  The recrystallized precipitate was 
then filtered and dried by air suction for 2-3 hours (NOT BY VACUUM). 
Caution: All perchlorate salts of ruthenium (II) and (III) complexes are known to 
be explosive.  No more than 30 mg of ANY ruthenium perchlorate should ever 
be isolated at one time. Great care must be taken in handling them.  They 
should never be dried in a vacuum desiccator since extreme dryness 
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increases explosion danger.  They must be kept away from flammable organic 
solvents at all times during handling them.  A Teflon-coated spatula or plastic 
spatula should be used to gently displace perchlorate precipitates from frits 
since this operation presents the greatest moment detonation danger 
(vigorous scraping with a metal spatula can be a source of detonation).  They 
should be kept well-sealed from air and in the freezer once isolated so as to 
minimize decomposition. 
Once we have the pure compounds and after having the data compared with 
the known values of λmax and ε  we did the kinetics studies of salts effects for the 
reaction 3.10.  For this particular reactant pair where pyridine and 3-folouropydine 
used as reactants the driving force was calculated from the E1/2 values (given in 
Chapter Two Table 2.5) which was determined by using DPV (differential pulse 
voltammetry) found to be 65.0 + 5 mV and this value is also given in Sista27, 
Inagaki25 theses. 
Running the Stopped-Flow Experiments 
 Stopped-flow kinetic spectroscopy was used to do all the kinetics work 
described in this chapter.  Operation of the stopped-flow apparatus and analysis of 
the kinetic data are described in detail in Chapter 2 of this thesis.  Once we have 
synthesized the reactants for stopped-flow kinetic spectroscopy, the measured 
reactant purity should be at least 90% of the highest purities attained previously.  
This final purity check must be done by UV-Vis spectroscopy. 
Making up the run solutions for salt studies is somewhat different than 
making up the solutions for driving force kinetic studies as discussed in the previous 
chapter.  For the salt effect studies, run solutions were made up according to the 
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final required GP at a particular ruthenium concentration.  First, the range of reactant 
RuII/RuIII concentrations were chosen to be 7.5×10-5 M, 1.0×10-4 M, 1.5×10-4 M,  
2.0×10-4 M, and 2.5×10-4 M.  The corresponding initial (prior to adding any other salt) 
GP values at these concentrations were found using the following relation, 
1/2
1/2
μ1
μ
GP

       (3.11)32  
where  is the ionic strength of the solution as given by, 

i
i
2
i
CZ
2
1
μ      (3.12)7 
(zi is the charge of a particular ion and ci is the concentration of the ion).  The 
resulting set of corresponding no-added salt or “initial” GP values in the mixed, 
reacting solutions (in the stopped-flow cell) are then 0.0253, 0.0291, 0.0354, 0.0407 
and 0.0452, respectively. 
From the initial, no-added salt GP values, the amount of the salt necessary 
calculated based on the increment in ionic strength necessary to bring the total GP 
(reactants + salt) up to the desired value.  A stock solution of the salt to be added 
was prepared by adding a measured amount of the salt solution to the solution 
containing the ruthenium reactant in its +2 oxidation state.  This was done because 
some of the salts may act as slow reductants at high concentration and partially 
reduce the Ru3+ oxidant to Ru2+ before the stopped-flow reaction has started.  The 
actual amount of salt to be added to the Ru2+ solution must be double that of what is 
required at the time of the reaction as reactant solutions of (RuII) and (RuIII) mixed 
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together cuts the concentration to half (and the same is true, for the ruthenium 
solutions). 
3.5  Results and Discussion 
 There are two well-established ways to analyze and compare kinetic rate 
effects arising from the addition of “inert” or non-reacting electrolytes.  We might 
expect to observe kinetic electrolyte effects which follow Debye-Hückel theory and 
correlate most directly with the general ionic strength function GP introduced in 
equations 3.8 and 3.9, or we might see evidence of an Olson-Simonsen effect where 
the correlation is more direct (linear) with the molar concentration of the anion of the 
added salt.  In evaluating the first type of behavior, it useful to consider the slopes of 
any linear regions in the observed log kex vs. GP plots to see if the quantitative slope 
behavior predicted by equation 3.9 is obtained.  It has been shown by Inagaki and 
Sista that any specific ion-pairing, Olson-Simonsen type behavior will show up as a 
non-linear GP plot with (typically) a higher slope at low GP followed by curvature and 
a transition to a shallower slope at high GP.17,27  This happens even for mildly-
catalytic anions such as Br- and I-, and is very dramatic for muconate and 
terephthalate.  In this work we have verified this behavior and also found extreme 
catalytic behavior (even at very low concentrations) due to added hexacyano 
complexes M(CN)6
-4 with M = Fe, Ru, Os.  
3.6  Effects of Added Simple Salts 
Cation Effects. 
 Reaction 3.10 was initially studied at the reactants concentration 1.0 10-4 M 
with added simple salts to see if there was any measurable “cation effect” present as 
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suggested by prior heterogeneous (electrochemical) rate constant studies done in 
our lab.33  Fluorides and chlorides were used as the common anions for this cation 
investigaions.  The results are listed in Tables 3.1-3.2 and are shown as GP plots in 
Figures 3.3-3.4.   
Table 3.1  Effects of added Li, Na, K, Rb, and Cs fluoride salts on the rate constant 
of reaction 3.10 at the reactants concentration of [RuII] = [RuIII] = 1.010-4 M. 
[LiF] total GP kex
(a) log kex 
0.00 8.9810-4 0.0291 4470 + 120 3.651 + 0.023 
8.3010-4 1.7310-3 0.0400 5495 + 130 3.740 + 0.020 
1.8710-3 2.7710-3 0.0500 6025 + 150 3.779 + 0.024 
3.1710-3 4.0710-3 0.0600 7345 + 170 3.866 + 0.017 
4.7610-3 5.6510-3 0.0700 8005 + 200 3.903 + 0.018 
6.6610-3 7.5610-3 0.0800 8750 + 210 3.942 + 0.023 
1.1410-2 1.2310-2 0.1000 11325 + 280 4.054 + 0.020 
1.7710-2 1.8610-2 0.1200 13505 + 320 4.130 + 0.018 
 
[NaF] total GP kex log kex 
0.00 8.9810-4 0.0291 4015 + 110 3.604 + 0.017 
8.3010-4 1.7310-3 0.0400 5135 + 120 3.710 + 0.018 
1.8710-3 2.7710-3 0.0500 6025+ 130 3.779 + 0.021 
3.1710-3 4.0710-3 0.0600 7430 + 140 3.871 + 0.022 
4.7610-3 5.6510-3 0.0700 8060 + 150 3.906 + 0.023 
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6.6610-3 7.5610-3 0.0800 9045 + 170 3.956 + 0.021 
1.1410-2 1.2310-2 0.1000 11155 + 210 4.047 + 0.016 
 
[KF] total GP kex log kex 
0.00 8.9810-4 0.0291 4330 + 120  3.636 + 0.019 
8.3010-4 1.7310-3 0.0400 5550 + 130 3.744 + 0.021 
1.8710-3 2.7710-3 0.0500 6515 + 140 3.814 + 0.022 
3.1710-3 4.0710-3 0.0600 7970 + 150 3.901 + 0.023 
4.7610-3 5.6510-3 0.0700 8930 + 170 3.951 + 0.026 
6.6610-3 7.5610-3 0.0800 10225 + 190 4.009 + 0.018 
1.1410-2 1.2310-2 0.1000 12305 + 210 4.090 + 0.017 
1.7710-2 1.8610-2 0.1200 16330 + 230 4.213 + 0.019 
 
[RbF] total GP kex log kex 
0.00 8.9810-4 0.0291 4785 + 130 3.680+ 0.022 
8.3010-4 1.7310-3 0.0400 6165 + 140 3.790 + 0.022 
1.8710-3 2.7710-3 0.0500 6920 + 150 3.840 + 0.014 
3.1710-3 4.0710-3 0.0600 8130 + 170 3.910 + 0.016 
4.7610-3 5.6510-3 0.0700 9550 + 180 3.980 + 0.016 
6.6610-3 7.5610-3 0.0800 11795 + 210 4.072 + 0.018 
8.8810-3 9.7810-3 0.0900 12515 + 230 4.097 + 0.022 
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1.1410-2 1.2310-2 0.1000 13380 + 230 4.126 + 0.023 
1.7710-2 1.8610-2 0.1200 17185 + 240 4.235 + 0.025 
 
[CsF] total GP kex log kex 
0.00 8.9810-4 0.0291 4680 + 110 3.670+ 0.024 
4.2010-4 1.3210-4 0.0350 5455 + 120 3.737 + 0.015 
8.3010-3 1.7310-3 0.0400 5945 + 130 3.774 + 0.016 
1.8710-4 2.7710-3 0.0500 6505 + 140 3.813 + 0.018 
3.1710-3 4.0710-3 0.0600 7620 + 160 3.882 + 0.020 
4.7610-3 5.6510-3 0.0700 9055 + 180 3.957 + 0.015 
6.6610-3 7.5610-3 0.0800 10490 + 200 4.021 + 0.018 
8.8810-2 9.7810-3 0.0900 12500 + 220 4.097 + 0.019 
1.1410-2 1.2310-2 0.1000 14009 + 240 4.146 + 0.023 
1.7710-2 1.8610-2 0.1200 17265 + 310 4.237 + 0.027 
(a) Error limits here are from the standard deviations of the regressions on kinetic 
curves obtained by averaging three runs in a single experiment.  Note however, 
the error bars shown in Figure 3.3 are taken from 95% CI on the first point n = 9 
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Figure 3.3  Effects of various added fluoride salts on the rate constant of reaction 
3.10 at the reactants concentration of 1.010-4 M ; LiF (black circles), NaF (red 
circles), KF (green circles), RbF (yellow circles) and CsF (blue circles).  
 
From Figure 3.3, we can see that there is no discernable cation effect within 
experimental error on the rate constant of reaction 3.10 since the observed variations 
all fall within the overlapping error bars on the points (note also the error limits stated 
in Table 3.1).  It is interesting and surprising that the heterogeneous rate constant 
does show a significant cation effect, while evidently in the homogenous ET case this 
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effect goes away.   To further verify our findings about the lack of a cation effect for 
fluorides, we also used a set of chloride salts with various cations, and these results 
are given in Table 3.2 and are shown in Figure 3.4. 
Table 3.2  Effects of various added chloride salts on the rate constant of reaction 
3.10 at reactant concentration of 1.010-4 M (see Figure 3.4). 
[LiCl] total GP kex
(a) log kex
 
0.00 8.9810-4 0.0291 5000 + 140 3.699 + 0.022 
4.2010-4 1.3210-4 0.0350 6644 + 160 3.822 + 0.021 
8.3010-4 1.7310-3 0.0400 7549 + 170 3.878 + 0.022  
1.8710-3 2.7710-3 0.0500 10740 + 210 4.031 + 0.023 
3.1710-3 4.0710-3 0.0600 13230 + 230 4.122 + 0.024 
4.7610-3 5.6510-3 0.0700 17660 + 240 4.247 + 0.027 
6.6610-3 7.5610-3 0.0800 21710 + 310 4.337 + 0.022 
8.8810-2 9.7810-3 0.0900 27570 + 330 4.440 + 0.023 
1.1410-2 1.2310-2 0.1000 33000 + 350 4.518 + 0.021 
1.7710-2 1.8610-2 0.1200 49880 + 370 4.698 + 0.023 
 
[KCl] total GP kex log kex 
0.00 8.9810-4 0.0291 4700 + 130 3.672 + 0.020 
8.3010-4 1.7310-3 0.0400 6895 + 150 3.838 + 0.023 
1.8710-3 2.7710-3 0.0500 8850 + 160 3.947 + 0.024 
3.1710-3 4.0710-3 0.0600 11145 + 250 4.047 + 0.021 
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4.7610-3 5.6510-3 0.0700 17820 + 270 4.251 + 0.022 
6.6610-3 7.5610-3 0.0800 19845 + 280 4.298 + 0.025 
1.1410-2 1.2310-2 0.1000 30695 + 360 4.487 + 0.026 
1.7710-2 1.8610-2 0.1200 48935 + 380 4.689 + 0.023 
 
[RbCl] total GP kex log kex 
0.00 8.9810-4 0.0291 4900 + 140 3.690 + 0.021 
8.3010-4 1.7310-3 0.0400 8665 + 170 3.938 + 0.022 
1.8710-3 2.7710-3 0.0500 11215 + 190 4.049 + 0.026 
3.1710-3 4.0710-3 0.0600 14480 + 230 4.161 + 0.020 
4.7610-3 5.6510-3 0.0700 19935 + 270 4.299 + 0.024 
6.6610-3 7.5610-3 0.0800 25070 + 290 4.399 + 0.018 
1.1410-2 1.2310-2 0.1000 38690 + 370 4.588 + 0.019 
1.7710-2 1.8610-2 0.1200 58595 + 390 4.768 + 0.018 
 
[CsCl] total GP kex log kex 
0.00 8.9810-4 0.0291 4800 + 140 3.681 + 0.032 
8.3010-4 1.7310-3 0.0400 6250 + 170 3.796 + 0.022 
1.8710-3 2.7710-3 0.0500 9465 + 180 3.976 + 0.023 
3.1710-3 4.0710-3 0.0600 13090 + 290 4.117 + 0.025 
4.7610-3 5.6510-3 0.0700 17830 + 330 4.251 + 0.026 
6.6610-3 7.5610-3 0.0800 23275 + 340 4.367 + 0.029 
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1.1410-2 1.2310-2 0.1000 36360 + 370 4.561 + 0.028 
1.7710-2 1.8610-2 0.1200 52205 + 390 4.718 + 0.021 
(a) Error limits here are from the standard deviations of the regressions on kinetic 
curves obtained by averaging three runs in a single experiment.  Note however, 
the error bar shown in Figure 3.4 is taken from 95% CI on the first point n = 9 
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Figure 3.4  Effect of added chloride salts on the rate constant of reaction 3.10 at 
reactant concentration 1.010-4 M; LiCl (black circles), KCl (green circles), RbCl 
(yellow circles) and CsCl (blue circles).   
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Figure 3.4 shows again that there is no systematic and significant cation 
effect within our experimental error limits (although we note that the Rb+ salts do 
appear to be fastest across most of the tested range in both cases).  Based on this 
data there is no resolvable effect due to the cation on the measured rate constant, 
but the possibility for enhancement due to Rb+ is left open and might prove 
significant in higher-resolution measurements of the reaction.  Thus it is only the 
nature of the anion which affects the second order ET rate constant in the distinctly 
non-Debye-Hückel manner.  The results will be described in the next sections. 
 
3.7  Higher GP Work  
 The previous kinetic studies done in our lab were at GP values of 0.12 (  
1  6 х 10-2 M) and below (except for a few experiments by Pan26).  Here we attempt 
to (see if there was a limit) to the range of Debye-Hückel law for the fairly classical-
behaving fluoride salts at high GP.  Sista showed that fluoride are the only salts 
which follow the Debye-Hückel theory slope quantitatively over the GP range of 
0.0291 to 0.12 (0.00 M to 1.7710-2 M  in added F-).  Fluoride salts gives a straight 
line for rate constant vs. driving force plot up to a GP value 0.12.   We performed 
these extended-range experiments up to 0.50 GP (9.9910-1 M added F-) with CsF 
(because of its high solubility) and up to GP = 0.32 (2.2010-1 M F-) with NaF.  The 
kinetic salt effect results are listed in Table 3.3 and are shown in Figure 3.5. 
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Table 3.3  Effects of added NaF and CsF salts on reaction 3.10 up to high GP values 
( at reactants concentration of 1.010-4 M). 
[CsF] total GP kex
(a) log kex 
0.00 8.9810-4 0.0291 4560 + 120 3.692 + 0.028  
4.2010-4 1.3210-4 0.0350 5220 + 130 3.737 + 0.023 
8.3010-3 1.7310-3 0.0400 5660 + 150 3.774 + 0.032 
1.8710-4 2.7710-3 0.0500 6060 + 160 3.813 + 0.021 
3.1710-3 4.0710-3 0.0600 7290 + 170 3.882 + 0.022 
4.7610-3 5.6510-3 0.0700 8130 + 180 3.957 + 0.023 
6.6610-3 7.5610-3 0.0800 8670 + 190 4.021 + 0.024 
8.8810-2 9.7810-3 0.0900 10870 + 210 4.097 + 0.026 
1.1410-2 1.2310-2 0.1000 11660 + 220  4.146 + 0.025 
1.7710-2 1.8610-2 0.1200 12720 + 230 4.237 + 0.020 
3.5410-2 3.6310-2 0.1600 10510 + 240 4.418 + 0.020 
7.8710-2 7.9610-2 0.2200 12620 + 250 4.659 + 0.018 
1.5010-1 1.5110-1 0.2800 15600 + 270 4.795 + 0.017 
3.1610-1 3.1710-1 0.3600 26615 + 280 4.959 + 0.019 
5.2410-1 5.2410-1 0.4200 45980 + 290 5.135 + 0.029 
9.9910-1 1.00100 0.5000 86318 + 390 5.297 + 0.028 
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[NaF] total GP kex log kex 
0.00 8.9810-4 0.0291 4015 + 130 3.604 + 0.028 
8.3010-4 1.7310-3 0.0400 5135 + 150 3.710 + 0.022 
1.8710-3 2.7710-3 0.0500 6025 + 160 3.779 + 0.023 
3.1710-3 4.0710-3 0.0600 7430 + 110 3.871 + 0.018 
4.7610-3 5.6510-3 0.0700 8060 + 250 3.906 + 0.018 
6.6610-3 7.5610-3 0.0800 9045 + 280 3.956 + 0.018 
1.1410-2 1.2310-2 0.1000 11155 + 310 4.047 + 0.018 
1.7710-2 1.8610-2 0.1200 15510 + 340 4.191 + 0.018 
3.5410-2 3.6310-2 0.1600 24300 + 350 4.386 + 0.018 
6.1610-2 6.2510-2 0.2000 36670 + 330 4.564 + 0.018 
1.2310-1 1.2310-1 0.2600 53130 + 370 4.725 + 0.018 
1.8310-1 1.8410-1 0.3000 66000 + 380 4.819 + 0.018 
2.2010-1 2.2110-1 0.3200 76000 + 390 4.881 + 0.018 
(a)  Error limits here are from the standard deviations of the regressions on kinetic 
curves obtained by averaging three runs in a single experiment.  Note however, 
the error bar shown in Figure 3.4 are taken from 95% CI on the first point n = 9. 
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Figure 3.5  Effect of sodium and cesium fluoride salts on the rate constant of 
reaction 3.10 at higher GP and at reactants concentration of 1.010-4 M; NaF (black 
circles), CsF (red circles). 
From Figure 3.5 we can see that the aggregate slope is 6.0 + 0.3 in the early portion 
from GP = 0.0291 to 0.20 (in good agreement with both theory and Sista’s prior 
work), but at higher GP (after GP ~ 0.20) the slope falls off to 3.0 + 0.3.  The exact 
physical mechanistic basis of this abrupt transition is unclear to us at this time, but 
these data suggest that strong ion-pairing between Ru(III) and F-, and at least one 
further ion-pairing step leading to an effective lowering of the z1z2 charge product in 
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the Debye-Hückel Brønsted equation 3.5.  Such high salt concentrations as these 
are far past the region where equation 3.5 was over meant to be applicable, so 
interpretation of the transition at GP 0.2 will probably require a new, more 
comprehensive model. 
 
3.8  Extension of Prior Work 
We also used other salts to verify the findings of prior work done in our lab 
(the lower GP range (<~0.12) where equation 3.5 has been found to be valid.  The 
KSCN salt catalyzed reaction 3.10 more than ClO4
-  and CH3CHOO
-  in early work by 
Inagaki at the reactants concentration of 5.010-5 M.25  Our measured salt effects at 
[reactants] = 1.010-4 M on kex are listed in Table 3.4 and shown together graphically 
in Figure 3.6.  Some expanded plots are shown in Figures 3.7 and 3.8.  SpecFit 
simulations (vide infra) were done on these along with the dicarboxylate salts and the 
values of ketx (the electron transfer rate constant in the ion-paired precursor complex) 
were extracted by curve fitting and compared with Sista’s values wherever 
comparison was available. 
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Table 3.4  Effect of different added salts on the rate constant of reaction 3.10 at 
reactants concentration of 1.010-4 M. 
Na2[muconate] total GP kex
(a) log kex 
0.00 8.9810-4 0.0291 5090 + 140 3.707 + 0.018 
7.6010-4 1.1310-3 0.0325 24090 + 250 4.382 + 0.032 
1.4010-4 1.3210-3 0.0350 39310 + 280 4.594 + 0.022 
2.0710-4 1.5210-3 0.0375 67930 + 310 4.832 + 0.021 
2.7710-4 1.7310-3 0.0400 95760 + 360 4.981 + 0.031 
3.5610-4 1.9710-3 0.0425 130200 + 480 5.115 + 0.025 
4.4010-4 2.2210-3 0.0450 172000 + 490 5.235 + 0.028 
6.2310-4 2.7710-3 0.0500 275000 + 510 5.439 + 0.029 
8.2710-4 3.3810-3 0.0550 370500 + 520 5.569 + 0.030 
1.0610-3 4.0710-3 0.0600 475000 + 560 5.677 + 0.025 
1.3110-3 4.8310-3 0.0650 630000 + 580 5.799 + 0.021 
1.5910-3 5.6710-3 0.0700 754485 + 620 5.878 + 0.024 
 
Na2[adipate] total GP kex log kex 
0.00 8.9810-4 0.0291 5135 + 140 3.710 + 0.018 
2.7610-4 1.7310-3 0.0400 9475 + 210 3.976 + 0.022 
6.2310-4 2.7710-3 0.0500 15940 + 270 4.202 + 0.021 
1.0510-3 4.0710-3 0.0600 19600 + 360 4.292 + 0.033 
1.5810-3 5.6510-3 0.0700 25210 + 380 4.402 + 0.022 
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2.2210-3 7.5610-3 0.0800 30300 + 440 4.481 + 0.024 
2.9610-3 9.7810-3 0.0900 37190 + 450 4.570 + 0.023 
3.8010-3 1.2310-2 0.1000 40620 + 460 4.609 + 0.021 
 
Na2[1,4-
DCCH] 
total GP kex log kex 
0.00 8.9810-4 0.0291 5105 + 140 3.708 + 0.032 
1.4010-4 1.3210-3 0.0350 7520 + 170 3.877 + 0.031 
2.7610-4 1.7310-3 0.0400 8320 + 180 3.920 + 0.021 
4.4010-4 2.2210-4 0.0450 9110 + 190 3.959 + 0.013 
6.2310-4 2.7710-3 0.0500 11490 + 240 4.060 + 0.033 
1.0510-3 4.0710-3 0.0600 15040 + 270 4.177 + 0.013 
1.5810-3 5.6510-3 0.0700 18320 + 290 4.263 + 0.014 
2.2210-3 7.5610-3 0.0800 22520 + 340 4.353 + 0.015 
2.9610-3 9.7810-3 0.0900 26520 + 350 4.424 + 0.013 
3.8010-3 1.2310-2 0.1000 28660 + 360 4.457 + 0.012 
 
Na2[terephthalate] total GP kex log kex 
0.00 8.9810-4 0.0291 4610 + 120 3.664 + 0.021 
1.4010-4 1.3210-3 0.0350 8535 + 180 3.931 + 0.022 
2.7610-4 1.7310-3 0.0400 12610 + 260 4.101 + 0.021 
4.4010-4 2.2210-4 0.0450 17040 + 270 4.231 + 0.017 
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6.2310-4 2.7710-3 0.0500 20330 + 280 4.308 + 0.018 
8.2610-4 3.3810-3 0.0550 25000 + 290 4.398 + 0.015 
1.0510-3 4.0710-3 0.0600 30530 + 310 4.485 + 0.019 
2.9610-3 9.7810-3 0.0900 57030 + 330 4.756 + 0.020 
 
[NaF] total GP kex log kex 
0.00 8.9810-4 0.0291 4015 + 120 3.604 + 0.013 
8.3010-4 1.7310-3 0.0400 5135 + 180 3.710 + 0.013 
1.8710-3 2.7710-3 0.0500 6025 + 190 3.779 + 0.021 
3.1710-3 4.0710-3 0.0600 7430 + 200 3.871 + 0.022 
4.7610-3 5.6510-3 0.0700 8060 + 220 3.906 + 0.032 
6.6610-3 7.5610-3 0.0800 9045 + 230 3.956 + 0.023 
1.1410-2 1.2310-2 0.1000 11155 + 250 4.047 + 0.032 
 
[Na(ClO)4] total GP kex log kex 
0.00 8.9810-4 0.0291 5300 + 120 3.724 + 0.021 
4.2010-4 1.3210-4 0.0350 6300 + 130 3.799 + 0.013 
8.3010-4 1.7310-3 0.0400 7200 + 150 3.857 + 0.013 
1.8710-3 2.7710-3 0.0500 9585 + 180 3.982 + 0.014 
3.1710-3 4.0710-3 0.0600 12270 + 210 4.089 + 0.013 
4.7610-3 5.6510-3 0.0700 16260 + 250 4.211 + 0.012 
6.6610-3 7.5610-3 0.0800 19625 + 260 4.293 + 0.031 
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8.8810-2 9.7810-3 0.0900 28605 + 270 4.456 + 0.022 
1.1410-2 1.2310-2 0.1000 33030 + 280 4.519 + 0.021 
1.7710-2 1.8610-2 0.1200 43820 + 290 4.642 + 0.013 
 
[Na(CH3COOH)] total GP kex log kex 
0.00 8.9810-4 0.0291 4657 + 110 3.668 + 0.013 
4.2010-4 1.3210-4 0.0350 5759 + 110 3.760 + 0.018 
8.3010-4 1.7310-3 0.0400 6450 + 150 3.809 + 0.013 
1.8710-3 2.7710-3 0.0500 7610 + 180 3.881 + 0.022 
3.1710-3 4.0710-3 0.0600 8980  + 220 3.953 + 0.025 
4.7610-3 5.6510-3 0.0700 10730 + 260 4.031 + 0.027 
6.6610-3 7.5610-3 0.0800 13000 + 270 4.114 + 0.029 
8.8810-2 9.7810-3 0.0900 15300 + 280 4.185 + 0.031 
1.1410-2 1.2310-2 0.1000 20400 + 300 4.309 + 0.023 
1.7710-2 1.8610-2 0.1200 26500 + 310 4.423 + 0.031 
 
[KSCN] total GP kex log kex 
0.00 8.9810-4 0.0291 4355 + 110 3.639 + 0.018 
4.2010-4 1.3210-4 0.0350 7030 + 140 3.847 + 0.014 
8.3010-4 1.7310-3 0.0500 11200 + 180 4.049 + 0.021 
1.8710-3 2.7710-3 0.0600 16980 + 220 4.229 + 0.023 
3.1710-3 4.0710-3 0.0700 22820 + 230  4.358 + 0.034 
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4.7610-3 5.6510-3 0.0800 32730 + 240 4.515 + 0.025 
6.6610-3 7.5610-3 0.0900 41900 + 280 4.622 + 0.023 
8.8810-2 9.7810-3 0.1000 54055 + 330 4.733 + 0.021 
(a)  Error limits here are from the standard deviations of the regressions on kinetic 
curves obtained by averaging three runs in a single experiment.    
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Figure 3.6  Effects of different added salts on the rate constant of reaction 3.10 at 
the reactants concentration of 1.010-4 M; sodium adipate (black circles), NaClO4 
(green triangles), sodium acetate (pink stars), KSCN (red circles), sodium muconate 
( blue square), NaF (red cross), sodium terephthalate (grey circles) and Na2-1,4-
DCCH (yellow circles).  Error bars are omitted for clarity.    
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Figure 3.7  Expanded plot showing effect of added KSCN, Na(ClO4) and 
Na(CH3COO) on the rate constant of reaction 3.10 at the reactant concentration 
1.010-4 M; KSCN (red circles), NaClO4 (dark green triangles), sodium acetate (pink 
stars).  Error bars are omitted for clarity. 
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Figure 3.8  Expanded plot showing effect of added sodium muconate, sodium 
terephthalate, sodium adipate and Na2-1,4-DCCH on the rate constant of reaction 
3.10 at the reactants concentration of 1.010-4 M; muconate (blue squares), 
terephthalate ( grey circles), adipate (black circles); Na2-1,4-DCCH (yellow circles).  
Error bars are omitted for clarity. 
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From Figure 3.7 we can see that KSCN does catalyze the reaction more than 
NaClO4.  The GP plot is curved and has an early slope of 13 + 0.35 whereas the 
sodium perchlorate curve is lower with an early slope value of 10.  Acetate is nearly 
linear and has a slope value of 8.0 + 0.30.  These slopes values represent positive 
deviations from the Debye-Hückel theory prediction of 6.0 and suggest the existence 
of some degree of specific, Olson-Simonson type catalysis taking place in addition to 
the classical Debye-Hückel effect.  These same trends were also found in the work 
of Inagaki.25 
Figure 3.8 shows the result of all the dicarboxylate salts (note the 
compressed y-axis scale as compared Figure 3.7).  Once again, as in the work of 
Inagaki, the conjugated terephthalate and muconate dianions appear to catalyze the 
ET reaction strongly and lead to highly curved GP plots.  Best-fit log kex vs. GP 
curves and extracted estimates of ketx via specfit analysis will be presented later in 
this chapter.  
Unique to this work, the M(CN)4-6, M = Fe, Ru, Os hexacyano- salts were also 
studied as ET catalysts by stopped-flow spectroscopy so as to compare the rate 
accelerations with previous NMR linebroading  studies by Qin.30  As discussed 
earlier in this chapter, the “muconate effect” observed in stopped-flow work 
essentially goes away in the true self-exchange work done by NMR at higher 
concentrations ( х10-3 M ).25   The rate accelerations found for these cyanide salts 
however, were very high even at the reactant concentrations necessary in the work 
done by NMR.30  For the stopped-flow kinetic studies of these salts, we found that 
very low concentrations of the added-salts were still strongly-catalytic, and thus 
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special solution handling procedure were required (as discussed in the Experimental 
section).  The kinetic results are listed in Table 3.5 and are shown in Figure 3.10. 
Table 3.5  Effect of potassium hexacyano salts on the rate constant of reaction 3.10 
at the reactants concentration of 1.010-4 M. 
[K4Ru(CN)6] total GP kex
(a) log kex 
1.0010-7 9.0010-4 0.029126 4500 + 120 3.650 + 0.012 
2.0010-7 9.0110-4 0.029142 20070 + 240 4.302 + 0.022 
4.0010-7 9.0210-4 0.029158 25420 + 260 4.405 + 0.025 
8.0010-7 9.0410-4 0.029189 64510 + 390 4.809 + 0.032 
1.6010-6 9.0810-4 0.029252 187900 + 460 5.274 + 0.023 
3.2010-6 9.1510-4 0.029376 399100 + 510 5.601 + 0.019 
6.4010-6 9.3110-4 0.029624 729300 + 560 5.863 + 0.021 
1.2810-5 9.6410-4 0.030114 1221000 + 600 6.087 + 0.022 
 
[K4Os(CN)6] total GP kex log kex 
1.0010-8 9.0010-4 0.029128 5326 + 140 3.726 + 0.018 
2.0010-8 9.0010-4 0.029129 5650 + 150 3.752 + 0.022 
4.0010-8 9.0010-4 0.029132 6850 + 160 3.836 + 0.023 
8.0010-8 9.0110-4 0.029138 11300 + 170 4.053 + 0.030 
1.6010-7 9.0210-4 0.029151 19790 + 180 4.296 + 0.021 
3.2010-7 9.0310-4 0.029176 55980 + 210 4.748 + 0.025 
6.4010-7 9.0610-4 0.029226 194600 + 280 5.289 + 0.034 
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1.2810-6 9.1210-4 0.029326 492300 + 360 5.692 + 0.031 
2.5610-6 9.2510-4 0.029525 734600 + 400 5.866 + 0.034 
 
[K4Fe(CN)6] total GP kex log kex 
2.0010-9 8.9910-4 0.029125 4520 + 110 3.655 + 0.013 
4.0010-9 8.9910-4 0.029126 6880 + 180 3.837 + 0.016 
8.0010-9 8.9910-4 0.029127 7750 + 190 3.889 + 0.014 
1.6010-8 9.0010-4 0.029128 17350 + 280 4.239 + 0.018 
3.2010-8 9.0010-4 0.029131 47420 + 380 4.676 + 0.022 
6.4010-8 9.0110-4 0.029136 61100 + 440 4.786 + 0.021 
1.2810-7 9.0210-4 0.029146 285300 + 560 5.455 + 0.027 
2.5610-7 9.0310-4 0.029166 1334720 + 680 6.125 + 0.021 
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Figure 3.9  Effect of added MII(CN)6
-4  salts on the rate constant of reaction 3.10 at 
the reactants concentration of 1.010-4 M; K4Ru(CN)6 (yellow circles), K4Os(CN)6 
(red circles),  and K4Fe(CN)6 (green circles).  Error bars are drawn only for 
K4Ru
II(CN)6 for clarity. 
 
From Figure 3.9 we can see that the rate acceleration due to added 
ferrocyanide is much higher than two other salts.  This trend agrees well with the 
results obtained in the linebroading NMR work.  Comparison of the Specfit-
abstracted ketx values obtained for these salts by stopped-flow and those from the 
NMR work will be discussed later on in this chapter.  
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3.9  Reactant Concentration Dependence of the Kinetic Salt Effect Magnitudes 
According to the rate law for a second order reaction, the “rate constant” itself 
is assumed to be independent of the reactant’s concentrations, but may depend 
upon environmental factors such as solvent, temperature and ionic strength.34   In 
stopped-flow work, however we observe higher values of the second-order rate 
constants at lower reactants concentrations, than those reported in the NMR work by 
Inagaki.  For example muconate loses its catalytic effect at NMR (3 mM, 5 mM) 
reactant concentrations and that this may be due to some systematic, reactant 
concentration effect (other than “self-salting”) 10   Therefore, we investigated whether 
the best-fit value of the catalyzed rate for ketx (the rate of ET in the presumed ion-
paired ternary precursor complex) obtained upon the addition of a particular salt 
depended in some regular way on the reactants concentration.  
In the previous work done by Sista, the dependence of ketx on reactant 
concentration for a given salt was not addressable because his work was almost 
entirely done at the single reactants concentration at 1 0х10-4 M .27   In order to 
check carefully and to better understand the mechanism of the rate acceleration due 
to muconate and terephthalate salts, the log kex vs. GP curves were mapped over a 
range of five different reactants concentrations for muconate and terephthalate was 
done at four (see section 3.3 of this thesis for a summary of the prior work).   
As is shown in Figure 3.6, added muconate greatly accelerates the rate of 
reaction 3.10 at the reactants concentration of 1 0х10-4 M followed next in catalytic 
strength by terephthalate, and then the others.  Muconate and terephthalate both 
give strongly-curved plots which deviate from Debye-Hückel theory in a way which 
implies a specific and highly catalytic Olson-Simonsen type effect.17  Our goal here 
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was to analyze the detailed nature of this curvature using Specfit kinetic modeling to 
see how the extracted values of ketx change with the reactants concentrations.    The 
concentration-dependent catalysis results for the various anions studied are listed in 
Table 3.6 and are shown in Figures 3.10- 3.12.   
From the figures we see that roughly parallel log kex vs. GP curves are 
obtained at different reactants concentrations as a given catalyst is added, but in 
some cases (note especially Figure 3.12) it is clear that the overall impact of the 
catalyst appears to be dropping significantly as the reactant concentrations are 
increased.  The results of the Specfit simulations and the trends in the extracted ketx 
values are discussed in the Specfit modeling section of this thesis. 
Table 3.6  Effect of added dicarboxylate salts on the rate constant of reaction 3.10 at 
different reactants concentration. 
[RuII] = [RuIII] 
= 1.010-4 M 
Na2[1,4-DCCH] 
total GP kex
(a) log kex
(a) 
0.00 8.9810-4 0.0291 5105 + 110 3.708 + 0.018 
1.4010-4 1.3210-3 0.0350 7520 + 160 3.876 + 0.021 
2.7610-4 1.7310-3 0.0400 8320 + 170 3.920 + 0.023 
4.4010-4 2.2210-3 0.0450 9110 + 180 3.959 + 0.021 
6.2310-4 2.7010-3 0.0500 11490 + 200 4.060 + 0.023 
1.0510-3 4.0710-3 0.0600 15040 + 220 4.177 + 0.024 
1.5810-3 5.6510-3 0.0700 18320 + 240 4.263 + 0.022 
2.2210-3 7.5610-3 0.0800 22520 + 270 4.353 + 0.012 
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2.9610-3 9.7810-3 0.0900 26520 + 280 4.424 + 0.019 
3.8010-3 1.2310-2 0.1000 28660 + 300 4.457 + 0.026 
 
[RuII] = [RuIII]  
= 2.010-4 M 
Na2[1,4-DCCH] 
total GP kex log kex 
0.00 1.8010-3 0.0407 5120 + 120 3.709 + 0.014 
3.2310-4 2.7710-3 0.0500 7235 + 160 3.859 + 0.024 
7.5810-4 4.0710-3 0.0600 9840 + 180 3.993 + 0.018 
1.2910-3 5.6710-3 0.0700 12310 + 220 4.090 + 0.024 
1.9210-3 7.5610-3 0.0800 14780 + 230 4.169 + 0.023 
2.6610-3 9.7810-3 0.0900 17770 + 260 4.249 + 0.024 
3.5210-3 1.2310-2 0.1000 20650 + 280 4.315 + 0.022 
4.5010-3 1.5310-2 0.1100 23450 + 290 4.370 + 0.021 
 
[RuII] = [RuIII] =  
7.510-5M 
Na2[terephthalate] 
total GP kex log kex 
0.00 6.7510-4 0.0253 7370 + 120 3.867 + 0.014 
9.4010-5 9.5710-4 0.0300 10420 + 160 4.018 + 0.024 
2.1310-4 1.3210-3 0.0350 12600 + 180 4.100 + 0.018 
3.5410-4 1.7410-3 0.0400 16450 + 220 4.216 + 0.024 
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6.9810-4 2.7710-3 0.0500 25160 + 230 4.401 + 0.023 
1.3210-3 4.0710-3 0.0600 34550 + 260 4.538 + 0.024 
1.6710-3 5.6710-3 0.0700 46790 + 280 4.670 + 0.022 
2.2910-3 7.5610-3 0.0800 57280 + 290 4.758 + 0.021 
3.0410-3 
 
9.7810-3 0.0900 67690 + 290 4.831 + 0.021 
3.8710-3 
 
1.2310-3 0.0100 80405 + 290 4.905 + 0.021 
 
[RuII] = [RuIII]  
= 1.010-4 M 
Na2[terephthalate] 
total GP kex log kex 
0.00 8.9810-4 0.0291 4610 + 120 3.664 + 0.014 
1.4010-4 1.3210-3 0.0350 8535 + 160 3.931 + 0.024 
2.7610-4 1.7310-3 0.0400 12610 + 180 4.101 + 0.018 
4.4010-4 2.2210-3 0.0450 17040 + 220 4.231 + 0.024 
6.2310-4 2.7010-3 0.0500 20330 + 230 4.308 + 0.023 
8.2710-4 3.3810-3 0.0550 25000 + 260 4.398 + 0.024 
1.0510-3 4.0710-3 0.0600 30530 + 280 4.485 + 0.022 
2.9610-3 9.7810-3 0.0900 57030 + 290 4.756 + 0.021 
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[RuII] = [RuIII] 
= 2.010-4 M 
Na2[terephthalate] 
total GP kex log kex 
0.00 1.8010-3 0.0407 5120 + 120 3.709 + 0.014 
3.2310-4 2.7710-3 0.0500 13030 + 160 4.115 + 0.024 
7.5810-4 4.0710-3 0.0600 20280 + 180 4.307 + 0.018 
1.2910-3 5.6710-3 0.0700 30200 + 220 4.480 + 0.024 
1.9210-3 7.5610-3 0.0800 39690 + 230 4.599 + 0.023 
3.5210-3 1.2310-2 0.1000 51780 + 280 4.714 + 0.022 
4.5010-3 1.5310-2 0.1100 67710 + 290 4.831 + 0.021 
 
[RuII] = [RuIII]  
= 2.510-4 M 
Na2[terephthalate] 
total GP kex log kex 
0.00 2.2410-3 0.0452 5555 + 120 3.744 + 0.014 
1.7310-4 2.7710-3 0.0500 9490 + 160 3.977 + 0.024 
3.8010-4 3.3910-3 0.0550 13840 + 180 4.141 + 0.018 
6.0710-4 4.0710-3 0.0600 18115 + 220 4.258 + 0.024 
8.6010-4 4.8310-3 0.0650 22835 + 230 4.359 + 0.023 
1.1410-3 5.6710-3 0.0700 26723 + 260 4.427 + 0.024 
1.4410-3 6.5710-3 0.0750 33510 + 280 4.525 + 0.022 
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[RuII] = [RuIII]  
= 7.510-5 M 
Na2[muconate] 
total GP kex log kex 
0.00 6.7510-4 0.0253 12700 + 120 4.103 + 0.014 
9.4010-5 9.5710-4 0.0300 47740 + 160 4.679 + 0.024 
2.1310-4 1.3210-3 0.0350 93490 + 180 4.971 + 0.018 
3.5410-4 1.7410-3 0.0400 165670 + 220 5.219 + 0.024 
6.9810-4 2.7710-3 0.0500 359790 + 230 5.556 + 0.023 
1.3210-3 4.0710-3 0.0600 606970 + 260 5.783 + 0.024 
1.6710-3 5.6710-3 0.0700 1049710+280 6.021 + 0.022 
2.2910-3 7.5610-3 0.0800 1470275+290 6.167 + 0.021 
 
[RuII] = [RuIII]  
= 1.010-4 M 
Na2[muconate] 
total GP kex log kex 
0.00 8.9810-4 0.0291 5090 + 120 3.707 + 0.014 
7.6010-5 1.1310-3 0.0325 24090 + 160 4.382 + 0.024 
1.4010-4 1.3210-3 0.0350 393100 + 180 4.594 + 0.018 
2.0710-4 1.5210-3 0.0375 67930 + 220 4.832 + 0.024 
2.7710-4 1.7310-3 0.0400  95760 + 230 4.981 + 0.023 
3.5610-4 1.9710-3 0.0425 130200 + 260 5.115 + 0.024 
4.4010-4 2.2210-3 0.0450 172000 + 280 5.235 + 0.022 
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6.2310-4 2.7710-3 0.0500 275000 + 290 5.439 + 0.021 
8.2710-4 3.3810-3 0.0550 370500 + 290 5.569 + 0.021 
1.0610-3 4.0710-3 0.0600 475000 + 290 5.677 + 0.021 
1.3110-3 
 
4.8310-3 0.0650 630000 + 290 5.799 + 0.021 
1.5910-3 
 
5.6710-3 0.0700 754485 + 290 5.878 + 0.021 
 
[RuII] = [RuIII]  
= 1.510-5 M 
Na2[muconate] 
total GP kex log kex 
0.00 1.3510-3 0.0354 4595 + 120 3.662 + 0.014 
1.3010-4 1.7410-3 0.0400 10990 + 160 4.041 + 0.024 
2.9010-4 2.2210-3 0.0450 29000 + 180 4.462 + 0.018 
4.7710-4 2.7810-3 0.0500 52615 + 220 4.721 + 0.024 
6.8010-4 3.3910-3 0.0550 72750 + 230 4.862 + 0.023 
9.0710-4 4.0710-3 0.0600 110700 + 260 5.044 + 0.024 
1.1610-3 4.8310-3 0.0650 143400 + 280 5.156 + 0.022 
1.4410-3 6.5710-3 0.0750 241000 + 290 5.382 + 0.021 
2.0710-3 
 
7.5610-3 0.0800 327300 + 430 5.515 + 0.021 
2.8110-3 
 
9.7810-3 0.0900 439740 + 550 5.643 + 0.021 
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[RuII] = [RuIII]  
= 2.010-4 M 
Na2[muconate] 
total GP kex log kex 
0.00 1.8010-3 0.0407 5800 + 120 3.763 + 0.014 
5.6710-4 1.9710-3 0.0425 10670 + 160 4.028 + 0.024 
1.4010-4 2.2210-3 0.0450 15710 + 180 4.196 + 0.018 
2.2910-4 2.4910-3 0.0475 25640 + 220 4.409 + 0.024 
3.2310-3 2.7710-3 0.0500 37680 + 230 4.576 + 0.023 
5.2910-4 3.3910-3 0.0550 57315 + 260 4.758 + 0.024 
7.5810-4 4.0710-3 0.0600 79435 + 280 4.900 + 0.022 
1.2910-3 5.6710-2 0.0700 120000 + 290 5.079 + 0.021 
 
[RuII] = [RuIII]  
= 2.510-4 M 
Na2[muconate] 
 
 
total 
GP kex log kex 
0.00 2.2410-3 0.0452 5935 + 120 3.773 + 0.014 
1.7310-4 2.7710-3 0.0500 15540 + 160 4.191 + 0.024 
3.8010-4 3.3910-3 0.0550 33810 + 180 4.529 + 0.018 
6.0710-4 4.0710-3 0.0600 53710 + 220 4.730 + 0.024 
8.6010-4 4.8310-3 0.0650 78350 + 230 4.894 + 0.023 
1.1410-3 5.6710-3 0.0700 103420 + 260 5.015 + 0.024 
1.4410-3 6.5710-3 0.0750 140900 + 280 5.149 + 0.022 
  
178 
 
 
(a)  Error limits here are from the standard deviations of the regressions on kinetic 
curves obtained by averaging three runs in a single experiment. 
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Figure 3.10  Effect of added Na2[1,4-DCCH] salt at two different reactant 
concentrations.  The Black triangles are for the reactants concentration of [RuII] = 
[RuIII] = 1.010-4 M and the red triangles are for the reactants concentration of [RuII] = 
[RuIII] = 2.010-4 M.   
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Figure 3.11  Effect of added Na2[terephthalate] salt at four different reactants 
concentrations.  The Black circles are for the reactant concentration of [RuII] = [RuIII] 
=7.510-5 M; red circles are for [RuII] = [RuIII] = 1.010-4 M; green circles are for [RuII] 
= [RuIII] = 2.010-4 M; yellow circles are for 2.510-4 M. 
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Figure 3.12  Effect of added Na2[muconate] salt at five different reactants 
concentrations.  The black circles are for the reactants concentration of [RuII] = [RuIII] 
= 7.510-5 M; red circles are for [RuII] = [RuIII] = 1.010-4 M; green circles are for RuII] 
= [RuIII] =1.510-4 M; yellow circles are for at [RuII] = [RuIII] = 2.010-4 M; blue circles 
are for 2.510-4 M. 
 
 
 
  
181 
 
3.10  SpecFit Kinetic Modeling Studies 
The kinetic rate constant calculated from an experimental stopped-flow decay 
curve, including pseudo-self-exchange ET reactions such as ours, can be compared 
to a simulated curve obtained using a set of calculated or assumed rate constants for 
the individual steps of some proposed network of inter-connected mechanistic steps.  
If the proposed mechanism and the set of calculated/assumed rate constants 
produces a simulated kinetic trace which agrees well with the experimental one, then 
this can be taken as a sign (though not absolute proof) that the proposed mechanism 
may bear at least some relation to the underlying reality. 
The tool we used in pursuing this strategy was the SpecFit simulation 
software and global analysis fitting program developed by Dr. R. A. Binstead.35   
SpecFit calculates how absorbance varies with time either as a function of 
wavelength over the entire spectral range of the reactants and products as reaction 
proceeds or at a single wavelength.  It does this based on a given kinetic model and 
the inputted rate constants (for the individual steps of the model) and the known 
spectral data for the reactants and products.  The operation of SpecFit thus requires 
as input the UV-Vis spectra of all the reactant and product species (at wavelengths 
which have non-zero extinction coefficients) as .csv files (obtained in our case using 
an UV-Vis Cary spectrophotometer). 
A detailed trial mechanism (including values for all associative and 
dissociative rate constants) for the reaction must be provided to the software as part 
of the overall kinetic model.  The rate constants for the associative and dissociative 
steps here were calculated using the Debye-Smoluchowski and Eigen-Fuoss 
equations discussed in Chapter One of this thesis.  Once the relevant spectra, 
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associative and dissociative rate constants, and trial rate constants for the reactive 
steps (ket, ketx in our case) have been inputted for a proposed mechanism (or model) 
for a particular salt, and then SpecFit calculates the simulated absorbance vs. time 
profile over the requested spectral range of wavelengths using the resulting set of 
linked differential equations.  This simulated trace was then fit using SigmaPlot to 
extract the calculated overall rate constant kex, for comparison with the actual data.  
Detailed instructions regarding the operation of the SpecFit software can be found in 
Inagaki’s thesis.25 
In order to model both the simple Debye-Hückel (ion atmosphere) and 
specific Olson-Simonsen (ion-pairing) type effects reaction on 3.10, we found that we 
had to consider two independent pathways from reactants to products.  In the first 
pathway, only the two reactant ions Ru(II) and Ru(III), at their specified 
concentrations were directly involved in the reactive step.  These reactants must 
overcome their electrostatic repulsion in order to form the precursor complex.  The 
rate of this diffusional encounter takes place according to rate constant ka1 the 
electron transfer then occurs with rate ket to form the successor complex (see 
Pathway One below).  In the final step the successor complex dissociates into the 
products with rate constant kd2.  This is shown as “Pathway One” below and might be 
described as the “direct” or “uncatalyzed”  pathway  
Pathway  One 
ru2 + ru3  a1
k
 pc 
pc   d1
k
 ru2 + ru3 
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pc  et
k
 sc 
sc   et
k
 pc 
sc   d2
k
 ru2prd + ru3prd 
ru2prd + ru3prd   a2
k
 sc 
The rate constants of each of the associative/dissociative steps contains the 
electrostatic work term w(r,) shown in equation 3.13 below,  
)μrβr(1Dε4
ezz
μ)w(r,
s0
2
32



     
(3.13)36 
where z2, z3 are the charges of the two ions, e is the electronic charge, Ds is the 
dielectric constant of the medium,  is the ionic strength of the solution and r is the in 
units of Angstroms. 
The w(r,) term varies with the ionic strength (and thus also GP) contributed 
by the reactants and by any added salt carries forward into the calculated values of 
ka and kd using the Smoluchowski and Eigen-Fuoss equations as re-shown below,  
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where ra, rb are the radii of the two associating ions (in units of m), kB is the 
Boltzmann constant (1.38110-23 m2 kg s-2 K-1), T is the temperature,  is the 
viscosity of water at 25 C (8.9410-4 kg m-1 s-1)  N is Avogadro’s constant  
(6.0221×1023 mol-1), d is the distance of closest approach between the reactants (in 
units of m) and w(r,) is the work function in SI units given by equation 3.13 above. 
If we insert the known values of electron charge (1 60 х 10-19 C), dielectric 
constant of water (80 at 25 ◦C) and permittivity of free space (     х 10-12 Fm-1) in 
equation 3.13,  the work expression becomes, 
)μrβr(1
zz
102.9384μ)w(r, 3220

     (3.16) 
where μ  is the ionic strength and r is expressed in Angstroms (A).  Since the 
associative equilibrium constant to form the precursor complex is simply KA = ka1/kd1, 
we can see that the ET pseudo-self-exchange rate constant from equation 3.9, kex 
=KAket will vary with the ionic strength (and hence GP) in a predictable way if the rate 
of intramolecular ET, ket, inside the precursor complex is not a sensitive function of  
(as has shown to be the case in work by Inagaki10). 
In the direct Pathway One, only the reactants Ru(II) and Ru(III) are involved 
in the key reactive step. However, when a sufficient concentration of some salt is 
added to the solution,  it is possible that the ratios of ka3 and kd3 to form “ion pairs” 
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between ru3 and X- will be large enough to enable an ion-pairing equilibrium 
governed by the constant Kip = ka/kd such that the concentration of ion pairs becomes 
significant  and ET reactions involving them will become kinetically relevant.  In other 
words, reactions of RuIII.X ion pairs will become competitive with Pathway One via 
the gradually-increased participation of the ion-paired and potentially “catalytic” 
Pathway Two shown below,   
Pathway Two 
ru3 + x   a3
k
 ru3x     
ru3x   d3
k
 ru3 + x 
ru3x + ru2   a4
k
 pcx 
pcx   d4
k
 ru3x + ru2 
pcx   etx
k
 scx 
scx   etx
k
 pcx 
scx   d5
k
 ru3prdx + ru2prd  
 ru3prdx + ru2prd   a5
k
 scx 
ru3prdx   d6
k
 ru3prd +x 
ru3prd + x   a6
k
 ru3prdx 
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The total number of pathways required to fit our data all the way out to high added 
salts concentrations were three, and the third one (which involved even higher levels 
of ion association) is shown below as Pathway Three, 
Pathway Three 
ru3x + x   a7
k
 ru3xx 
ru3xx   d7
k
 ru3x + x 
ru3xx + ru2   a8
k
 pcxx 
pcxx   d8
k
 ru3xx + ru2 
pcxx   etx2
k
 scxx 
scxx   etx2
k
 pcxx 
scxx   d9
k
 ru3prdxx + ru2prd 
ru3prdxx + ru2prd   a9
k
 scxx 
ru3prdxx   d10
k
 ru3prdx + x 
ru3prdx + x   a10
k
 ru3prdxx 
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In applying these pathways the following simplifying assumptions were made. 
ka1 = ka2  
kd1 = kd2 
KA1 = ka1/kd1 = ka2/kd2 = KA2 
ka3 = ka6 
kd3 = kd6 
KA3 = ka3/kd3 = ka6/kd6 = KA6 
ka4 = ka5 
kd4 = kd5 
KA4 = ka4/kd4 = ka5/kd5 = KA5 
ka7 = ka10 
kd7 = kd10 
KA7 = ka7/kd7 = ka10/kd10 = KA10 
ka8 = ka9 
kd8 = kd9 
KA8 = ka8/kd8 = ka9/kd9 = KA9 
Keq = ket/k-et = ketx/k-etx = ketx2/k-etx2 = 11.8 
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(The value of “11.8” for the overall equilibrium constant was calculated from the 
measured 65 mV driving force obtained by differential pulse polarography at room 
temperature via ∆G = -nFE◦ and ∆G = -RTlnKeq). 
To do the kinetic simulations, it is very important to determine the best values 
of the radii of the ions that need to be used for the analysis.  Various limits for 
plausible radii were used in order to fit the fluoride data in Sista’s work   Sodium 
fluoride salt was used as a standard for the determination of the optimum radii, 
because this was the only salt found to quantitatively decay which obeys the Debye-
Hückel prediction of a linear plot of log kex vs. GP (see equation 3.9) with close to 
the theoretical slope.27   The radii of reactants A5Ru
II py2+ and A5Ru
IIIFpy3+ and all 
added salts were calculated by using the volume = tight in Gaussian 03W.25   All 
calculations were done using the 6-31+ g(d,p) basis set and DFT with the 
BHANDHLYP  hybrid functional and the PCM solvation model with explicit spheres 
on all hydrogen atoms (Bondi’s radii set).  In various individual simulation trials made 
by Sista, he found that small changes in the pre-exponential factors of the ka and kd 
expressions due to the variations in the radii would not change the ka and kd values 
enough to significantly affect the best-fit ket and ketx values.  Values of the radii used 
here are given in Table 3.7 below, 
Table 3.7  Radii of the different ions used in the kinetic simulations. 
Ions Radius (A◦)(a) 
A5Ru
IIpy2+ 4.33 
A5Ru
III3Fpy3+ 4.37 
ClO4
- 3.10 
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CH3COO- 3.00 
SCN- 2.88 
RuII (CN)6
4- 4.38 
OsII (CN)6
4- 4.35 
FeII (CN)6
4- 
 
4.32 
Muconate-2 
 
3.82 
Terephthalate-2 
 
4.05 
 
1,4-DCCH-2 
 
4.05 
 
(a) using Gaussian 03W, with the 6-31 + g(d,p) basis set ,DFT/BHANDHLYP hybrid 
functional and the PCM solvation model with explicit spheres on all H atoms (Bondi’s 
radii set). 
The individual values of the various ka and kd constants were calculated at each ionic 
strength using equations 3.13-3.16.  The integrals were calculated using the 
mathematical software Mathcad.  For Pathways Two and Three, the radii of the ion-
pairs ru3x, ru3xx, pc, pcx need to be evaluated.  To calculate the radii of these, “the 
sphere of equal volume” approximation was used 40  The volume of the ion-pair was 
assumed to be the sum of the volumes of the two ions forming the ion-pair.  For 
example in order to calculate the radius of ru3x, the volumes of the ru3 and X- ions 
were calculated assuming them to be spheres.  This approach was used for all the 
salts used in this simulated work. 
For the purpose of kinetic simulation, the values of all the rate constants and 
the concentrations of the reactants and particular salt added were inputted into the 
specfit.  The value of the uncatalyzed rate constant ket was calculated by the 
relationship kex = (ka1/kd1)ket without added any salt (the first point on the 
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experimental graph at that reactant concentration.  The resulting ket value was 
retained as constant throughout the subsequent kinetic simulations of all the salts at 
that particular reactants concentration.  The resulting ket values at the different 
reactants concentrations are given in Table 3.8 below. 
Table 3.8  Values of ket for reaction 3.10 at different reactants concentrations. 
[Reactants]  GP ket
(a) 
    х 10-5 M 0.0253 3.68 х 105 
1 0 х 10-4 M 0.0291 2.64 х 105 
1   х 10-4 M 0.0354 2.70 х 105 
  0 х 10-4 M 0.0407 2.72 х 105 
    х 10-5 M 0.0453    6 х 105 
(a) The value of ket was calculated from the experimental average value of kex at 
that particular reactants concentration by the relationship kex = (ka1/kd1)ket  
The value of the catalyzed rate constant ketx (obtained at the second point on the 
graph where salt was added) was decided by trial and error such that the kinetic 
simulation fitted the second point and the next few (where salt was added, early 
portion of the graph) of the experimental data.  The same value of the ketx was used 
for the kinetic simulation of the rates at the subsequent ionic strengths of that 
particular salt.  In cases where the simulated rate constants using Pathway One and 
Pathway Two could not be made to fit the experimental data, additional Pathway 
Three was invoked.  For Pathway Three the value of ketx2 (for ET in the quaternary 
assembly) was chosen first equal to ketx to see if the simulated data then fit well with 
the experimental data.  In cases of misfit, the ketx2 value was then varied until the 
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simulated fitted well with the whole experimental range.  For ketx2 the best point was 
decided which fits all the simulation data with the experimental data.  The values of 
ket, ketx and ketx2 retained constant throughout the specfit simulation for that particular 
salt.  The results of specfit simulations are given in Tables 3.9-3.25 and are shown in 
Figures 3.13-3.29. 
Table 3.9  SpecFit simulation data for reaction 3.10 at 1.010-4 M reactant 
concentration in the presence of added sodium acetate. (see Figure 3.13) 
GP Experimental data Pathway 2 
ket =   6  х 10
5 
ketx = 1.20 х 10
6 
Pathway 3 with 
 ketx= ketx2  
0.0291 3.6680 3.6600 3.6600 
0.0350 3.7600 3.7560 3.7560 
0.0400 3.8090 3.7900 3.8100 
0.0500 3.8810 3.8500 3.8900 
0.0600 3.9530 3.9200 3.9600 
0.0700 4.0310 4.0000 4.0500 
0.0800 4.1140 4.0800 4.1200 
0.0900 4.1850 4.1600 4.1900 
0.1200 4.4230 4.4000 4.4300 
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Table 3.10  Specfit simulation data for reaction 3.10 at 1.010-4 M reactant 
concentration in the presence of added sodium perchlorate.  (see Figure 3.14) 
GP Experimental data Pathway 2 
ket =   6  х 10
5 
ketx = 1.2  х 10
6 
Pathway 3 with   
ketx = ketx2  
0.0291 3.7243 3.7240 3.7240 
0.0400 3.8573 3.8500 3.8500 
0.0500 3.9816 3.9638 3.9400 
0.0600 4.0888 4.0792 4.0600 
0.0700 4.2111 4.2148 4.1900 
0.0900 4.4565 4.4150 4.4000 
0.1000 4.5189 4.5051 4.4900 
0.1200 4.6417 4.6490 4.5900 
 
Table 3.11  SpecFit simulation data for reaction 3.10 at 1.010-4 M reactant 
concentration in the presence of added potassium thiocyanide. (see Figure 3.15) 
GP Experimental data Pathway 2 
ket =   6  х 10
5 
ketx = 1.29 х 10
6 
Pathway 3 with  
ketx= ketx2  
0.0291 3.6390 3.6390 3.6390 
0.0350 3.8470 3.8260 3.8290 
0.0500 4.0490 3.9890 4.0590 
0.0600 4.2290 4.1500 4.2400 
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0.0700 4.3580 4.2800 4.3900 
0.0800 4.5150 4.4300 4.5200 
0.0900 4.6220 4.5700 4.6300 
0.1000 4.7330 4.6800 4.7600 
0.0291 3.6390 3.6390 3.6390 
 
Table 3.12  SpecFit simulation data for reaction 3.10 at 1.010-4 M reactant 
concentration in the presence of added K4Ru(CN)6. (see Figure 3.16) 
GP Experimental data Pathway 2 
ket =   6  х 10
5 
ketx = 3.45 х 10
6 
Pathway 3 with 
ketx= ketx2  
0.029126 3.6524 3.6524 3.6524 
0.029142 4.1923 4.1912 4.1923 
0.029158 4.3900 4.4211 4.3900 
0.029189 4.6722 4.6827 4.6722 
0.029252 5.1403 5.1800 5.1403 
0.029376 5.5484 5.4820 5.5484 
0.029624 5.8440 5.7768 5.8440 
0.030114 6.0695 5.9800 6.0695 
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Table 3.13  Specfit simulation data for reaction 3.10 at 1.010-4 M reactant 
concentration in the presence of added K4Os(CN)6. (see Figure 3.17) 
GP Experimental data Pathway 2 
ket =   6  х 10
5 
ketx = 3.99 х 10
6 
Pathway 3 with  
ketx= ketx2  
0.0291 
 
3.6524 3.6524 3.6524 
0.0291 
 
3.8974 3.8900 3.9030 
0.0291 
 
4.0479 4.0700 4.0800 
0.0292 
 
4.3140 4.2600 4.3800 
0.0292 
 
4.7375 4.6700 4.7000 
0.0292 
 
5.1615 5.1000 5.1461 
0.0293 
 
5.5948 5.4200 5.5400 
0.0295 5.8193 
 
5.7000 5.8062 
 
Table 3.14  Specfit simulation data for reaction 3.10 at 1.010-4 M reactant 
concentration in the presence of added K4Fe(CN)6. (see Figure 3.18) 
GP Experimental data Pathway 2 
ket =   6  х 10
5 
ketx = 5.00 х 10
7 
Pathway 3 with  
ketx= ketx2  
0.029125 
 
3.6524 3.6524 3.6524 
0.029126 
 
3.8482 3.8482 3.8482 
0.029127 
 
3.8976 3.9400 4.0300 
0.029128 
 
3.9704 4.0300 4.1220 
0.029129 4.2833 4.2000 4.3200 
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0.029131 
 
4.5667 4.4300 4.6000 
0.029136 
 
4.9717 4.8100 5.0400 
0.029146 
 
5.4553 5.3300 5.4800 
0.029166 
 
5.8573 5.7200 5.8900 
 
Table 3.15  Specfit simulation data for reaction 3.10 at 1.010-4 M reactants 
concentration in the presence of added sodium 1,4-DCCH. (see Figure 3.19) 
GP Experimental data Pathway 2  
ket =   6  х 10
5 
ketx = 1.31 х 10
5 
Pathway 3  
ketx= ketx2 
0.0291 3.6523 3.6523 3.6523 
0.0350 3.8280 3.8190 3.8160 
0.0450 3.9714 3.9500 3.9926 
0.0550 4.1006 4.0500 4.1268 
0.0700 4.2726 4.2100 4.2753 
0.0800 4.3500 4.3100 4.3533 
0.0900 4.4316 4.3900 4.4185 
0.1000 4.4742 4.4300 4.4738 
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Table 3.16  Specfit simulation data for reaction 3.10 at 2.010-4 M reactants 
concentration in the presence of added sodium 1,4-DCCH. (see Figure 3.20) 
GP Experimental data Pathway 2 
ket =   6  х 10
5 
ketx = 8.00 х 10
4 
Pathway 3 with 
ketx=ketx2  
0.0407 3.7090 3.7090 3.7090 
0.0500 3.8590 3.8480 3.8470 
0.0600 3.9930 3.9400 3.9930 
0.0700 4.0900 4.0400 4.0900 
0.0800 4.1690 4.1200 4.1700 
0.0900 4.2490 4.2000 4.2580 
0.1000 4.3150 4.2600 4.3250 
0.1100 4.3700 4.3000 4.3780 
 
Table 3.17  Specfit simulation data for reaction 3.10 at 7.510-5 M reactants 
concentration in the presence of added sodium terephthalate. (see Figure 3.21) 
GP Experimental data Pathway 2 
ket = 3.68 х 10
5 
ketx = 4.46 х 10
5 
Pathway 3 with 
ketx=ketx2  
0.0253 
 
3.8673 3.8673 3.8673 
0.0300 
 
4.0179 4.0130 4.0120 
0.0350 
 
4.1004 4.1500 4.1600 
0.0400 
 
4.2162 4.2500 4.2680 
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0.0500 
 
4.4007 4.3700 4.4400 
0.0600 
 
4.5384 4.4800 4.5900 
0.0800 
 
4.7580 4.6800 4.7900 
0.1000 
 
4.9053 4.8300 4.9300 
 
Table 3.18  Specfit simulation data for reaction 3.10 at 1.010-4 M reactants 
concentration in the presence of added sodium terephthalate. (see Figure 3.22) 
GP Experimental data Pathway 2 
ket =   6  х 10
5 
ketx = 3.3  х 10
5 
Pathway 3 with  
ketx= ketx2  
0.0291 
 
3.6637 3.6637 3.6637 
0.0350 
 
3.9312 3.9280 3.9312 
0.0400 
 
4.1007 4.0600 4.1300 
0.0450 
 
4.2315 4.1700 4.2600 
0.0500 
 
4.3081 4.2500 4.3500 
0.0550 
 
4.3979 4.3400 4.4300 
0.0600 
 
4.4847 4.4200 4.4900 
0.0900 
 
4.7561 4.7100 4.7700 
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Table 3.19  Specfit simulation data for reaction 3.10 at 2.010-4 M reactants 
concentration in the presence of added sodium terephthalate. (see Figure 3.23) 
GP Experimental data Pathway 2 
ket = 2.72 х 10
5 
ketx = 2.90 х 10
5 
Pathway 3 with 
 ketx= ketx2  
 
0.0407 3.7093 
 
3.7093 3.7090 
0.0500 4.1149 
 
4.0960 4.1000 
0.0600 4.3071 
 
4.2600 4.3300 
0.0700 4.4800 
 
4.3700 4.4870 
0.0800 4.5987 
 
4.4900 4.6220 
0.1100 4.8307 
 
4.7500 4.8440 
 
Table 3.20  Specfit simulation data for reaction 3.10 at 2.510-4 M reactants 
concentration in the presence of added sodium terephthalate. (see Figure 3.24) 
GP Experimental data Pathway 2 
ket = 2.86 х 10
5 
ketx = 2.80 х 10
5 
Pathway 3 with  
ketx= ketx2  
0.0452 
 
3.7446 3.7446 3.7446 
0.0500 
 
3.9774 3.9700 3.9730 
0.0550 4.1411 
 
4.1000 4.1500 
0.0600 4.2580 4.2000 4.2700 
0.0650 
 
4.3586 4.3000 4.3800 
0.0750 4.5252 4.4500 4.5300 
  
199 
 
 
 
Table 3.21  Specfit simulation data for reaction 3.10 at 7.510-5 M reactants 
concentration in the presence of added sodium muconate. (see Figure 3.25) 
GP Experimental 
data 
Pathway 2 
ket = 3.68 х 10
5 
ketx = 2.73х 10
6 
Pathway 3 
with ketx= ketx2  
Pathway 3 
with best pt fit 
0.0253 4.1030 
 
4.1030 4.1030 4.1030 
0.0300 4.6789 
 
4.6600 4.6500 4.6789 
0.0350 4.9708 
 
4.8400 4.8600 5.0500 
0.0400 5.2192 
 
5.0100 5.0400 5.2600 
0.0500 5.5560 
 
5.3100 5.3600 5.5850 
0.0700 6.0211 
 
5.6400 5.7300 6.0500 
0.0800 6.1674 
 
5.7500 5.8400 6.1730 
 
Table 3.22  Specfit simulation data for reaction 3.10 at 1.010-4 M reactants 
concentration in the presence of added sodium muconate. (see Figure 3.26) 
GP Experimental 
data 
Pathway 2 
ket =   6  х 10
5 
ketx = 1.78х 10
6 
Pathway 3 
with  
ketx= ketx2  
Pathway 3 
with best pt fit 
0.0291 3.7069 
 
3.7069 3.7069 3.7069 
0.0325 4.3818 
 
4.3640 4.3680 4.3818 
 
0.0350 4.5945 
 
4.4900 4.5300 4.6200 
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0.0375 4.8321 4.6200 4.6900 4.8300 
0.0450 5.2355 
 
4.9900 5.0600 5.2500 
0.0500 5.4393 
 
5.1500 5.0600 5.2500 
0.0550 5.5688 
 
5.3000 5.2400 5.4530 
0.0600 5.6767 
 
5.4100 5.3800 5.5830 
0.0650 5.7993 
 
5.4700 5.4800 5.7100 
0.0700 5.8776 
 
5.5000 5.5600 5.8100 
 
Table 3.23  Specfit simulation data for reaction 3.10 at 1.510-4 M reactants 
concentration in the presence of added sodium muconate. (see Figure 3.27) 
GP Experimental 
data 
Pathway 2 
ket = 2.70 х 10
5 
ketx = 1.05х 10
6 
Pathway 3 
with ketx= ketx2  
Pathway 3 
with best pt fit 
0.0354 
 
3.6622 3.6622 3.6622 3.6622 
0.0400 
 
4.0410 4.0200 4.0200 4.0410 
0.0450 
 
4.4624 4.3800 4.4000 4.4700 
0.0500 
 
4.7211 4.5300 4.5800 4.7100 
0.0650 
 
5.1565 4.8500 4.9300 5.1770 
0.0750 
 
5.3820 5.0800 5.1700 5.4200 
0.0800 
 
5.5149 5.1700 5.2800 5.5100 
0.0900 
 
5.6432 5.2800 5.3900 5.6200 
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Table 3.24  Specfit simulation data for reaction 3.10 at 2.010-4 M reactants 
concentration in the presence of added sodium muconate. (see Figure 3.28) 
GP Experimental 
data 
Pathway 2 
ket = 2.72 х 10
5 
ketx = 1.03х 10
6 
Pathway 3 
with ketx= ketx2  
Pathway 3 
with best pt fit 
0.0407 3.7634 3.7634 3.7634 
 
3.7634 
0.0425 4.0282 4.0180 4.0180 
 
4.0190 
0.0450 4.1962 4.1400 4.1800 4.1990 
0.0475 4.4089 4.3040 4.3190 4.4170 
0.0500 4.5761 4.4200 
 
4.4380 
 
4.5900 
0.0600 4.9000 4.7000 4.7500 
 
4.9400 
0.0700 5.0792 4.8000 4.8500 
 
5.0760 
 
Table 3.25  Specfit simulation data for reaction 3.10 at 2.510-4 M reactants 
concentration in the presence of added sodium muconate. (see Figure 3.29) 
GP Experimental 
data 
Pathway 2 
ket = 2.86 х 10
5 
ketx = 9.90 х 
105 
Pathway 3 
with ketx= ketx2 
Pathway 3 
with best pt fit 
0.0452 3.7732 
 
3.7732 3.7732 3.7732 
 
0.0500 4.1915 
 
4.1900 4.1890 4.1900 
0.0550 4.5290 
 
4.4400 4.4800 4.5250 
0.0600 4.7301 
 
4.6100 4.6500 4.7350 
0.0700 5.0146 4.8400 4.8900 5.0360 
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0.0750 5.1489 
 
4.9200 4.9700 5.1390 
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Figure 3.13  Specfit simulation data for reaction 3.10 at 1.0 х 10-4 M reactants 
concentration in the presence of added sodium acetate.  In the figure experimental 
data (black circles), pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 
(green circles) are shown. 
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Figure 3.14  Specfit simulation data for reaction 3 10 at 1 х 10-4 M reactants 
concentration in the presence of added sodium perchlorate.  In the figure 
experimental data (black circles), pathway 2 (red diamonds), pathway 3 fitted with 
ketx = ketx2 (green circles) are shown. 
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Figure 3.15  Specfit simulation data for reaction 3 10 at 1 х 10-4 M reactants 
concentration in the presence of added potassium thiocyanide.  In the figure 
experimental data (black circles), pathway 2 (red diamonds), pathway 3 fitted with 
ketx = ketx2 (green circles) are shown. 
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Figure 3.16  Specfit simulation data for reaction 3 10 at 1 х 10-4 M reactants 
concentration in the presence of added K4Ru(CN)6.  In the figure experimental data 
(black circles), pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 (green 
circles) are shown. 
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Figure 3.17  Specfit simulation data for reaction 3.10 at 1.0 х 10-4 M reactants 
concentration in the presence of added K4Os(CN)6.  In the figure experimental data 
(black circles), pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 (green 
circles) are shown. 
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Figure 3.18  Specfit simulation data for reaction 3.10 at 1.0 х 10-4 M reactants 
concentration in the presence of added K4Fe(CN)6.  In the figure experimental data 
(black circles), pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 (green 
circles) are shown. 
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Figure 3.19  Specfit simulation data for reaction 3.10 at 1.0 х 10-4 M reactants 
concentration in the presence of added sodium1,4- DCCH.  In the figure 
experimental data (black circles), pathway 2 (red diamonds), pathway 3 fitted with 
ketx = ketx2 (green circles) are shown. 
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Figure 3.20  Specfit simulation data for reaction 3 10 at   0 х 10-4 M reactants 
concentration in the presence of added sodium1,4- DCCH.  In the figure 
experimental data (black circles), pathway 2 (red diamonds), pathway 3 fitted with 
ketx = ketx2 (green circles) are shown. 
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Figure 3.21  Specfit simulation data for reaction 3 10 at     х 10-5 M reactants 
concentration in the presence of added sodium terephthalate.  In the figure 
experimental data (black circles), pathway 2 (red diamonds), pathway 3 fitted with 
ketx = ketx2 (green circles) are shown. 
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Figure 3.22  Specfit simulation data for reaction 3 10 at 1 0 х 10-4 M reactants 
concentration in the presence of added sodium terephthalate.  In the figure 
experimental data (black circles), pathway 2 (red diamonds), pathway 3 fitted with 
ketx = ketx2 (green circles) are shown. 
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Figure 3.23  Specfit simulation data for reaction 3 10 at   0 х 10-4 M reactants 
concentration in the presence of added sodium terephthalate.  In the figure 
experimental data (black circles), pathway 2 (red diamonds), pathway 3 fitted with 
ketx = ketx2 (green circles) are shown. 
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Figure 3.24  Specfit simulation data for reaction 3 10 at     х 10-4 M reactants 
concentration in the presence of added sodium terephthalate.  In the figure 
experimental data (black circles), pathway 2 (red diamonds), pathway 3 fitted with 
ketx = ketx2 (green circles) are shown. 
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Figure 3.25  Specfit simulation data for reaction 3 10 at     х 10-5 M reactants 
concentration in the presence of added sodium muconate.  In the figure experimental 
data (black circles), pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 (blue 
circles), and pathway 3 fitted by varying ketx2 with the best point fit (green circles) are 
shown. 
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Figure 3.26  Specfit simulation data for reaction 3.10 at 1.0 х 10-4 M reactants 
concentration in the presence of added sodium muconate.  In the figure experimental 
data (black circles), pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 (blue 
circles), and pathway 3 fitted by varying ketx2 with the best point fit (green circles) are 
shown. 
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Figure 3.27  Specfit simulation data for reaction 3 10 at 1  0 х 10-4 M reactants 
concentration in the presence of added sodium muconate.  In the figure experimental 
data (black circles), pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 (blue 
circles), and pathway 3 fitted by varying ketx2 with the best point fit (green circles) are 
shown. 
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Figure 3.28  Specfit simulation data for reaction 3 10 at   0 х 10-4 M reactants 
concentration in the presence of added sodium muconate.  In the figure experimental 
data (black circles), pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 (blue 
circles), and pathway 3 fitted by varying ketx2 with the best point fit (green circles) are 
shown. 
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Figure 3.29  Specfit simulation data for reaction 3 10 at     х 10-4 M reactants 
concentration in the presence of added sodium muconate.  In the figure experimental 
data (black circles), pathway 2 (red diamonds), pathway 3 fitted with ketx = ketx2 (blue 
circles), and pathway 3 fitted by varying ketx2 with the best point fit (green circles) are 
shown. 
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From the combined experimental and specfit simulation data in Figures 3.13 
through 3.29 we can see that the value of ket increases as the concentration of 
reactants increases (see Table 3.8 and Figure 3.30) except at the reactants 
concentration of     х 10-5 M where the value of ket is surprisingly high.  This 
deviation at the lowest reactants concentration is probably due to a small degree of 
catalysis arising from the glass exposure as described previously by Sista.27 
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Figure 3.30  Dependence of ket on concentration of reactants. 
The slow increase in ket with increasing reactants concentration above 1 0 х 10
-4 M 
can be attributed to a “self-salting” behavior  and the observed slope here of 10.0 + 
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0.6 log kex/GP is in reasonable agreement with the value of 9.4 + 0.5 reported by 
Sista.   
In the case of muconate as added salt, we find that as the concentration of 
monomer increases, our fitted ketx values decrease, as shown in Figure 3.1 below, 
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Figure 3.31  Change in the best-fit ketx value with increasing concentration of 
reactants. 
This progressive apparent decrease in the best-fit value of ketx with increasing 
reactants concentration means that the kinetically-catalytic influence of the muconate 
ion on the electron transfer rate in the ternary complex somehow decreases.  This 
decrease is presumably due to the increase in the self-salting behavior, as a 
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consequence of this the ketx/ket ratio decreases with increasing monomer 
concentration.  Values of the best-fit specfit simulation results for the sodium 
muconate salt for the reaction 3.10 at different reactants concentrations are given in 
table 3.26 and in Table 3.28 for terephthalate. 
Table 3.26  Best-fit simulation rate constant values for the sodium muconate salt at 
different reactants concentrations. 
 
The muconate ratio of ketx/ket is clearly higher than one, which implies that the 
presence of muconate promotes the electron transfer in the ternary complex.  In the 
case of quaternary complex (with two X-) the ration of ketx2/ketx is also higher than 
one, which confirms that the muconate exhibits the highest catalytic behavior at all 
levels. 
The values of the specfit simulation results for sodium terephthalate salt for 
the reaction 3.10 at different reactants concentration are given in Table 3.27.  The 
solutions with added terephthalate show a similar behavior as compared to the 
[Reactants] GP ket ketx ketx/ket ketx2 ketx2/ketx 
7.50 х 10-5 M 0.0253 3 6  х 105    3 х 106 7.42 1 9  х 107 7.25 
1.00 х 10-4 M 0.0291   6  х 105 1    х 106 6.74 1    х 107 10.2 
1.50 х 10-4 M 0.0354    0 х 105 1 0  х 106 3.89 1 6  х 107 15.9 
2.00 х 10-4 M 0.0407      х 105 1 03 х 106 3.79 1    х 107 15.3 
2.50 х 10-5 M 0.0453    6 х 105 9 90 х 105 3.46 1  0 х 107 15.2 
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solutions with added muconate salt.  The ketx values decrease with increasing the 
concentration of the reactants indicating a decrease in influence of salt effect on ET 
rate in ternary and quaternary complex (see Figure 3.31).  Like muconate the ratio of 
ketx/ket for the terephthalate decreases with increasing reactants concentration.  The 
ratio of ketx/ket for the terephthalate is closer to one than for muconate (which is 
greater than 3 in all cases) indicating that muconate exhibits higher catalytic efficacy 
in the ternary and quaternary complexes than terephthalate.  Similar behavior was 
also observed by Inagaki for the muconate and terephthalate salts.25  Values of the 
specfit simulation results for the sodium terephthalate salt for the reaction 3.10 at 
different reactants concentrations are given in table 3.27. 
Table 3.27  Best-fit specfit simulation rate constant values for the sodium 
terephthalate salt at the different reactants concentrations. 
      
The ratio of the ketx/ket at the highest reactants concentration (   0 х 10
-5 M) 
becomes less than one which implies that the terephthalate does not behave as a 
catalyst at higher reactants concentration or it may be because of the self-salting 
behavior of the monomer. 
[Reactants]  GP ket ketx ketx/ket ketx2 
   0 х 10-5 M 0.0253 3 6  х 105    6 х 105 1.21    6 х 105 
1 00 х 10-4 M 0.0291   6  х 105 3 3  х 105 1.27 3 3  х 105 
  00 х 10-4 M 0.0407      х 105   90 х 105 1.07   90 х 105 
   0 х 10-5 M 0.0453    6 х 105    0 х 105 0.98    0 х 105 
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 As mentioned previously, the catalytic behavior of the muconate disappears 
at reactants concentrations of 3 mM or higher as studied by NMR line broadening 
measurements.10  Our muconate and terephthalate data here are in qualitative 
agreement with this trend but do not predict or explain the magnitude of it.  We note 
also that the specfit simulation and the experimental data for sodium 1,4-DCCH 
behaves similarly to the sodium muconate and  sodium terephthalate salt trends. 
With increasing concentration of reactants the effect of salt on the electron transfer 
decreases and so does the ketx value.  The ratio of ketx/ket is less than one, implies 
that the sodium 1,4-DCCH salt does not act as a catalyst to the electron-transfer 
event as would be inferred if ketx > ket.  Sodium adipate behaves the same way to the 
electron transfer event as sodium 1,4-DCCH.27 
Table 3.28  Best-fit specfit simulation rate constant values for the sodium 1,4-DCCH 
salt at the different reactants concentrations. 
 
In the case of simple salts the specfit and experimental data behaves the 
same.  The value of ketx for the potassium thiocyanide is higher than the sodium 
perchlorate and sodium acetate.  The ratio of ketx/ket for these salts is higher than one 
showing that these salts are acting as a catalyst to the ET event. 
[Reactants] GP ket ketx ketx/ket ketx2 
1 00 х 10-4 M 0.0291   6  х 105 1 31 х 105 0.50 1 31 х 105 
  00 х 10-4 M 0.0407      х 105 8.00 х 104 0.30   00 х 104 
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Table 3.29  Best-fit specfit simulation rate constant values for the simple salts at 1.0 
х 10-4 M reactants concentration. 
 
For the hexacyano salts the specfit simulation values and experimental data are in a 
good agreement with each other (see Figures 3.15,3,16 and 3.17).  The potassium 
ferrocyanide salt exhibits the highest value of ketx  and is thus highly catalytic as 
compared to all other salts.  
Table 3.30  Best-fit specfit simulation rate constant values for the potassium 
hexacyano salts at 1 0 х 10-4 M reactants concentration. 
 
From table 3.30 the value of ketx/ket for the K4Ru(CN)6 and K4Os(CN)6 is almost close 
to muconate value (10.2) but the value for K4Fe(CN)6  is remarkably high at 189.4.   
[Reactants]  GP Salt ket ketx ketx/ket ketx2 
1 00 х 10-4 M 0.0291 NaCH3COO   6  х 10
5 1.20 х 106 4.50 1  0 х 105 
1 00 х 10-4 M 0.0291 NaClO4   6  х 10
5 1    х 106 4.60 1    х 105 
1 00 х 10-4 M 0.0291 KSCN   6  х 105 1  9 х 106 4.70 1    х 105 
[Reactants]  GP Salt ket ketx ketx/ket ketx2 
1 00 х 10-4 M 0.0291 K4Ru(CN)6 2.64 х 10
5 3.45 х 106 13.07 3.45 х 106 
1 00 х 10-4 M 0.0291 K4Os(CN)6   6  х 10
5 3.99 х 106 15.11 3.99 х 106 
1 00 х 10-4 M 0.0291 K4Fe(CN)6   6  х 10
5 5.00 х 107 189.4 9.00 х 107 
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The high catalytic efficiency of ferrocyanide salt is probably the same kind of 
superexchange mediation (hole transfer) in the ternary association complex which 
has been invoked in muconate case.  As the redox potential decreases, it is easier to 
create a “hole” in the HOMO of the salt.  Values of redox potentials of these salts are 
given in Qin’s thesis.30  The work done by Qin with this regard agrees well with the 
stopped-flow kinetic spectroscopy work  
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