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NOTAÇÃO 
H H e de 
G Grafo 
N Conjunto de nrJs 
A Conjunto de linhas (arcos ou arestas) 
(i' i) A~co (par ordenado) 
(i; i) Aresta (par não-ordenado) 
Espaço vetorial real n-dimensional 
ls! Cardinalidade do conjunto S 
Ir! Valor absoluto de r 
lrJ Piso de r 
l·l Teto de r 
l S:Í:mbolo de somatôria 
SÍmbolo de infinito 
c sí_rnbolo de pertinência 
c SÍrnt";olo c]e :s.nbconjunto ' ' proprxo 
u SÍmbolo de união de conjunto 
n simbolo de interseç~o de conjuntos 
SÚnbolo de diferença d2 conjuntos 
SÍrnblo de conjunto vazio 
<' < s{mbolos de relações de ordem 
s{mbolo para todo 
SÍmbolo de imp1icaçilo 
SÍmbolo de atribuição 
Or·dem de convergência finita (esfot·ço computacional de.' 
algori tmo:3). 
INTRODUÇÀO 
(ott tempo de deslocamento, ou custo de viQ30m, etc) ontre Cdda J>i:r d2 
c:i.dades. Uma rota do caixeiro via :jante é uma rota que visita Ci1d::± uma 
das cidades e que começa e termina em uma mesma cidade. O Prob.l ema do 
Caixeiro Viajante (PCV) consiste em determinar uma rota deste tipo cu-
jo compr.imento total seja o menor possível. 
I~ provável que a primeira formulaç~J.o matemática do PCV tenh::-1 sido 
apresentada por Kôrl f.1cnger em 193C) f_VI<::l]. O PCV ,; um dos pTobl;_;mfls (L) 
otimização combinat6ria mais intensamente estudado. Isto se deve em 
parte ao fato de ser um problema fácil de formu1dr e difÍcil de re-
solver. O PCV pertence ~ classe de problemas NP-ÁRDUOS (NP-"HAHD") 
[G:Jl]; ü~to é, não é conhecido ainda u:m algor.itrno poLinomia-l para re-
E;ol·vê-·lo. 
Existem diversos métodos para resolver o PCV, dentre os quais po-
dew.os desta(~ar: planos de corte de programa(;ãn inU:oira [GNlJ; 
ma<;ao dinâmica [DLl]; otimização com subgradiente [HKl,HK2J. EntrE-''t.iw·· 
to o método que tem apresentado melhores resultados na obtenç2o d.e so-· 
lu.ções Ótimas é cio tipo particionar e limitar ("branch and bound") 
[Mul]. Neste método sao utilizadas duas rotinas: i) uma rotina de li-
mitação que fornece um limita11te inferior no custo da rota Ótimn; ii) 
uma rotina de partic~o do conjunto de soluçoes viciveis que gera sub-
problemas menores. A efici~ncia deste m~todo depende de uma escolha 
adequada destas rotinas. 
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Ne::>te trabaJ.ho 6 realizado um estudo computacional das principais 
rotinas de partiçã.o a.presen·tadas na literatura. É feita uma compara\~'ao 
entre os diversos esqttemas utilizados quanto ao numero de subprahlcmas 
ger<.'.ldos, tempo compu ta c i o na l e espaç'o de memória requer idos para r e-
:'301 ver o problema. 
l. CONCEITOS BÁSICOS: TEORIA DOS GRAFOS 
Um par de conjuntos G = (N,A) ' e um grafo se N "'-' { l' ' . , n j 
junto finito nGo-vazlo de n nos e A = {e 1 , c 2 , .. , erfl e nm conjunt.o 
C5nj to nao-vaz:to de m linhas. Cada Linha pode ser um arco (p,-n- o.n'!enç,··· 
do (i, j) de nós di:otint.os) ou urna aresta (par nã_o-ordcnado (i; j ) 
nos distJntos). Cada linha liga o par de nos que a compoe e e dita 1n-
cidente com cada um destes nos. Dois nós ~;ao adjacentes se e-xiste umd 
mesmo no. Se (í, j) c um arco, entào i é a cauda e j é '.'l cabeça çlo ar-·· 
co. 
L'm grafo 0 dito orientado se todas as linl1as sao arcos. Se todas 
,'iEi 1inha:'l são arestas então o grafo é não orientado~ Caso contrdri.o 
um ryt·afo misto. 
Considere uma sequenc1a alternada R 
nos e de cada arco 
' . R c 1.1ma rota e os no :c; v 0 , vk sao conectados por H. 
1.1ma rota aberta se v 0 -t v 1 . s 
de 
da forrr:a 
.Um circuito o uma rota Eechadn de n6s di~tintos e 2cc0s 
. '.Tm caminho c: un1.; I"Clt.il ,-;be:rti; de :}o::' dJ,-.:l 'Lr;t(>C3 e al·c-::,:;t·a;,, 
.Um ciclo num~ rota fn:hoda de n6s diEtintos e arestas . 
. C ma rota do caixeiro viajante é uma rot.a fechada que paso:;a por tnclos 
os n6s do grafo . 
. Uma rota hamilt.oniana e uma rota fechada que passa em todos o ;;c no.':' do 
grafo exatamente uma vez . 
. Umc:t rota eule:r:iana é uma rota fechada que pas2a ern todas éH0 U.nhas dü 
grafo exatamente uma vez. 
Considere um grafo G- (N,A) . 
. Um grafo e completo se cada pa·r de nos e li gôdO pnr uma 1 i nh,;1 
ou aresta) . 
. Um qrafo e conectado se cada pai::" de nos e conectado por um caJnlnho. 
, Um grafo 8 hamiltoniano se possui uma rote. h2mil ton.ian<.l e 6 euleriano 
se possui uma rot~ euleriana. 
O problema de determinar se um Jado ;,;rafo ham:i] ti_) r L .. HlO c 
NP··C0f>-1PLETO [ Ba l J . Este problema surgiu pela prLmelra em 
quando o matemi'Í.Ltco irlônd~;s Sir William Rowan l!arn.ilton estudou 
CCH10';t;_·uç0.o de um cic1u visitando exatamente': uma VC'7 c>>da ve::rtccc di~ um 
dodecaec1ro. Nâo existe nenhuma caracteriz~ç3o elegante de Qra(os 
miltonianos, entr~tanto diversas condiç6es neccES~rJas e diversas con-
diç6es suficientes s5o conhecidas. 
O problemn de cteterminar se um dado grafo e eulerlarJo surgl~ 
primeira vez 1736 e ficou conhec:ido como Problema da Ponte de 
Konigsberg [Mul]: Considere um rio com duas ilhas no meio e sete pon-
tes ligando as 4 regi6es cortadas pelo rio como mostra a figura 1. As 
regloes são denotadas por 1,2,3 e 4 e as pontes por e 1 , .. ,e7 . O pro-
blema que interessou ao matemático Euler foi verificar se é possível 
_lnlclar uma viagem em uma das l-egiões, passar em todas as pontes ex a-
tamonte uma vez, e retornar a região inicial. Representando cada r e-
g1.ao por um nó de um grafo e cada ponte por uma aresta ligando os nos 
correspondentes as regiões que a ponte liga, como mostra a figura 2, o 
problema consiste em detex·minar nest.e grafo uma rota euJ.eriana. 
Figura 1. Problema da ponte de Konisberg. 
Figura 2 
Considere um grafo G"" (N,A) com 3 ou mais nos . 
. Um c;rafo c;'"" (N' ,l\ 1 ) e um subgrafo (Je G se N 1 c N e A 1 c A; assim ;:;en--
do, G é um supergrafo de G 1 • 
.Um ' ' nn e um nó de corte se a sua remoçao juntamente com as linhas in~ 
c entes com ele desconecta o grafo . 
. Um qrafo ê não-separável se é conectado e na o possul no de corte. 
'rEOREMA [H a 1 ] Todo grafo hamiltoniano e nao separável. 
Um terno H "" (N,A,c) e urna rede se (N,A) e um grafo 
' e l:tm vetor de comprimento dos arcos ek "" (í,_j) e/ou 
das arestas ek (i;:j) do conjunto de J.inhas de A. O comprimento ele 
uma rota em H é a soma do;_~ conjuntos das linha,:; da rota. 
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O Problema do Caixeiro Viajante PCV consiste em determinar uma 
' rota do caixeiro viajante em uma rede com o menor comprimento poss1.~ 
vel. O PCV definido em redes (grafos) orienta(~Os é denominado PCV as-
simétrico e o PCV definido em redes (grafos) n~1o-orientados é dcnomi~ 
nado PCV simétrico~ Se um PCV satisfaz as desigualdades triangulares 
(cíj .:::._cik+ ckj \i i,j,k E N) então é dit.o PCV euclideano e e necessa-
riamente definido em uma rede (grafo) completo. 
2 ~ GRAFOS NÃO ORIENTADOS HAMILTONIANOS 
Considere um grafo n~o-orientado G = (N,A) com 3 ou mais nos. 
. Um !Jrafo 2_conectado é um grafo não-·oTientado na o ~ separavel . 
. O grau do n6 i, g(i), é o n~mero de arestas incidentes em 1 . 
. O qrafo G =· Cl'J,A) é o fechamento de G "" (N,A) se G é um superr,_;rafo 
m1nimal de G que satisfaz a condiç~o 
( '·i)riT -~' ..; r- -~ ~::.~:f( i) + g(j) < n 
onde §(•) denota o grau dos n6s em D; au seJa, nao e o supergrafo pra-
prlO de nenhum outro supergrafo de G que satisfaça a propriedade. 
.Um grafo-teta 
~ 
e um grafo 2 conectado com 2 n6s n~o-adjacentes de (}Y3U 
3 c todos os outros de grau 2 (vide figura 3). 
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Figura 3. Grafo-Teta 
TEOREMA [l3H2] Um grafo e hami.l toni.ano se e somente se a seu fechamen-· 
to (~ hamil toni.ano. 
Além do resultado mencionado acima existe um grupo de condições 
suficientes para 1...1rr1 qrafo G "" (N,A) ser hamiltoniano. Esta~:; concLí.ções 
sao apresentadas em ordem de sufici~ncia. 
TEOREMA l PR l J Suponha que os ' nos de G = (N,A) suo renumerados de modo 
CJU0 g ( 1) < u(2) < (3) " g < < g ( n) . Cada urna das condições 
abaixo é uma condição suficiente para G ser hamiltoniano. 
J.) l < k < n " <J ( k) > n/2 - - -
2) (i ; j) r ,, '"' g( i) + g ( j ) > n 
3) I < - k < n/ 2 ~ g(k) > k 
4) < k_ g{k) < k-1 "" g(j) + g(k) > n 
5) g ( k) < k < n/2 :? g(n-k) _2_ n-k 
8 
G) J < k, k 2 n-j, (j,k) l:: A, g(j).:::. j, g(k) < k-1 :::>g(j) + g(k) > n. 
7) O Fechamento de ' G e um grafo completo. 
Em1:.l0ra t.odo ']Tafo que satisfaça pelo menos uma das condiçoeE.~ de 
(i} a {vi) satisfaça t.amb~m a condição (vii), existem muitos grafml 
hamLLtonianos que nao a satisfazem. Por exemplo, o grufo hamiltoniano 
da figura 4, cujos nós tem grau comum g(i) = (n-l)/2 -- 4 e cujo fe-
chamento ê êle pn:Sprio, que não é completo. Portanto, a condição (vii) 
não permit.e afirmar que este grafo hamiltoniano (~ hamiltoniano. 
Figura 4. Grafo hamiltoniano que nao satisfaz a condição (vii)~ 
TEOREMA [H a 1] Todo grafo 2~conect.ado não-hami1toniano possui um sub-
grafo- teta. 
TEOREMA [Ch5] .Suponha que os nos de G sao renumerados de modo que 
(q(l),g(2),,, ,g(n)) forma uma sequência não-decrescente. Se G e na o-
hami_ltoni.ano então exist.e um inteiro positivo k < n/2 tal que a se-
quência (g(l), .. ,g(n)) é majorada pela ~>equência (k, .. ,k,n-k-1 •.. ,n-
k-l,n-l, .. ,n-1) com k valores k, n-2k valores n-k-1 e k valores n-1. 
A sequencla (k, .• ,k,n-k-1, .. ,n-k-1,n-l, .. ,n-1) aclma é obtida do 
grafo com n nós formado por 1 subgrafo trivial com k nós, 1 subgrafo 
completo com n-2k nós e 1 subgrafo completo com k nós, onde cada ' no 
deste terceiro subgrafo é ligado a cada nó dos dois outros subgrafos 
no grafo original (vide figura 5). Observe que este grafo e náo-ha-
rniJtoniano pcns os dois subgrafos com k nos impedem a construção de 
uma rota ham_il toniana. 
--
o 
Figura 5. grafos do teorema de Chvatal~ 
]0 
.MÉTODO POLINOMIAL PARA DETERMINAR ROTA HAMIL'l'ONIANA EM GRAFO COM 
F'ECHAMENTO COMPLETO [ PR l] 
Se-ja C "" (N,A) o grafo no qual se de::;eja obter erma rota hamilto-
ninna. O método inicia com um grafo de trabalho(;"" CN,A) inicialmente 
igual a G e termina com ~ igual ao fechamento de G. 
<:~. Faça 
A ->- A 
g I i I v l E N 
a (i,j) ~- 1 I i, j I E A 
a (i,j) +- 0 (i; :j) 9 A 
t -!~ 2 
1. Encontre um par de ' nos (i, j) com i<j, a(i, j) =C1e9(t) ·f~~;~)·)\ > Y) OJ ·"-·· , • 
Se n~o existe tal par, TI = (N,X) ~ o fechamento de G, ' va pa:ra 3. 
2. Faça a(i, j) _, __ t; 
(]{.j) +- -g(j) + 1; 
vá para 1. 
3. Se G = CN,A) nao e completo pare; pois o método falha e e possivel 
que nao exista uma ro·ta hamiltoniuna. 
Faça a(j,i) -f- a(Lj) para todo (.i,j); i< j. 
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4. Escolha um rota l1amiltoniana R""' (v, ,v2 , •• ,v, v 1 .. _]._ p em G tal 
v_+,) paras= l,2, .. ,p-l; .. . se _, 1 v •" o \ p pare, 
R e uma rota hamiltoniana de G. Escolha um no na rota atual tal que 
0a(v,v)< 
p q 
.. ,v ,v ,v __ 
1
, .. ,v
1
J e véi para 4. 
p q cr -
a (v , v
1 
) 
p -
Este método tem complexidade O(n4 ) [BCl]. 
3. GRAf'OS ORIEN~rADOS f-IAMILTONIANOS 
Considere um grafo orie11tado G - (K,A). 
.o grau externo elo no _j_' \f + ( i) 0 o nurnuro de 
.o grau interno do no l, g - (i) e o numero de 
arcos C(Jffi cauda 
arcos ::·;orn cabeça 
Ó fortemente conectado se para qu;;-1lquer par de 
ex ·J_ste uma cadeia de i para j e uma cade] a de j para i. 
('I\) 
E':' !H 
. 
nos 
TEOHEMA [H i 1] Todo grafo hamiltoniano e fortemente conectado. 
l_. 
1 . 
'1'1'-:0REMA [Bel] Todo gt:afo çomplet.o e fc.n·tsmente conectado e ham.ilto-
n.iano. 
1.'EOREMA [ M i 1 I Todo grafo G ( N, ,; ) fortemente conect.ado com 
Qua_ndo as con:.iiçOes suficJ.ent.es para um grafo ser hamiltoniano nao 
sao satisfe.ítcL.~ ou são de dif{cil constatação, costuma-se aplicar um 
método de enumeração para determinar um circuito hamiltoniano ou mos-
tr~1r que nào existe nenhum. 
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MÉTODO PARA DE'l'ERMINAR ROTA HAMILTONIANA [ Ch3} 
Seja G = (N,A) o grafo no qual se deseja obter uma nyta hamilto-
nlsna. O algoritmo inicia com um grafo orientado de trabalho 
* e um conjunto vazlo de arcos selecionados A0 . A cada iteração 
Faça t +· ~ ~; construa G
0 
= (N,A~) a partir de G = (N,A): ,, 
se G (N,A) e um grafo orientado faça A
0 
4- A; se G 6 n~o orientado 
contém os arcos (i,j) e (j,i) para toc:l.a aresta (i;j) E A. 
Seja i E N tal que na o existe um arco em com cauda em 1 .. Sejam 
(i,j
1 
), .. ,(.i,jk) os arcos de i\t com cauda em i. Para r 11 2 r • • 1 k 
crie os grafos Gt+r= 
* - •f: A = A A = A t+r t' t+r t <;((i,i)) "'L 
faça t +- t + r. 
( . * 1 . ' 2. Se o arco l, j) ( At e.dmu1e de At todos os arcos (i,k) com k i 
todos os arcos (k, j) com k -t -L. Se o arco (i, j) ~o ~ltimo arco de uma 
cadela , ent~o elimine todos os arcos (j,k) onde k .~um nó du t.lt:Jal 
cadeíd. Se (i,j) é o primeiro arco de uma cadeia ent~o elimine todos 
os arcos (k,i) onde k é um nó da at.ual cadeia, Se existe um arco (i,j) 
fi A~ que é o úrnco arco com cauda em í ou o Único arco com cabeça em 
j de l\ , coloque (i,j) em A; . Repetir o passo 2 enquanto alaun!aS 
das condiç6es forem satisfeitas. 
3. Se A: forma urna rota hamiltoni.ana, pare. Se exist.e um ' no i E N tal 
c 
que não existe arco em At com cauda em i ou não existe um arco em i\t:. 
cotn cabeça em i, então G não e hamiltoniano e desta forma pare se 
t ""' 0 porque o gr<::1fo original G também nao e hamiltoniano. Caso con-
trário faça t --r~ t - 1 e v a para 1. 
4 ~ CONCE.I'l'OS BÁSICOS: GEOMETRIA 
Considere~ um c·,on:J·unto t'x 1 , .. ,xk) dP pont.Ct''~ r>.rr' JRm C::eJ·m • • -- _ . . . ---' ...... o.u1 , .. 1 ak 
.X c uma combinação linear. 
.x c uma combinaçào afim 3"-' a.l + . . + ak l. 
• :x e uma combinação convexa se a 1 + ._+ ak = l e a 1 , .. ,ak_:::0. 
O conjunto de todas combinaç6es cor1vexas de {x 1 , .. ,xk} e chama-
do envoltÓria convexa de xl , .. ,xk } . Um conjunto e dito conve-xo 
se toda combinaçâo convexa de qualquer par de ponto~ do conjunto per-
tence ao conjunto. 
Consider-e um conjunto de numeras reaJ.S coma~-(a 1 ,. 
a ) -t 0. 
Gi 
Un; hiperplano em r' f R'' e o conjunto de todos os pontos x - XJ. r • • 1 Xm 
qt1e sat1sfazem a Jgualctnde 
.Um semi-espaço e o conjunto de todos os pontos x ""' que 3d··· 
ti.sfazem a desigualdade a 1x 1 + 
A intersecção de um numero fin_ito de ~:>r::>mi.-espaços e um poliedro 
convexo. Um polítopo convexo é um poliedro convexo .limitado. 
A dimensào de um espaço vetorial e o numero mAximo de vetores li-
near:mente independentes que ele comporta. A dimensão de um politopo Q 
e Q núrnero máximo r para o qual exist:e r + 1 pontos ,O x'· "' ' .. ' (' '" Q 
tais que ' •• r xJ:" -- e um conjunto linearrnent,e indepen-
] L 
Considere um politopo Q e urna. re8trição ax < a 0 com a J- 0. 
.Uma restrição e válida se Q c ( x: ax < a l o-
,, 
restrição vá 1 ida e minimal se Q i X ax a,,} . ~_,,ma . v 
.Uma restrição vóliJa e ' ' Q propr1a se 1 X ax < a l o- . 
. Uma restrição vcilida minimal o pr6pria gera faceta se dim (Q n x 
ax = anll = dirn (Q) - 1. 
' 
Notação: 
Dada uma rede orienta.da H= (N,A,c}, considere um vetor x- (xij ) 
cujo elemento xij est~ associado ao arco (i,j) E A. Defina as somat6-
1'"1d.:3 
(i,j) E A] 
x+ (i) - (i,j) E ld 
(i,j) E A] 
1 
Dada uma rede não-orientada I--1 ::::: (N,A,c), considere um vetor 
cujo elemento xij esti associado~ ar2sta (i;j) E A. Observe 
que neste caso xij e xji denotam a mesma variável pois (i; j) é um par 
nâo-ordenado (conjunto de dois elementos). 
ex "' (i;j) E A] 
X (i) = (i;j) E A] 
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5. PCV SIMÉTRICO (Caracterização Linear Parcial do Politopo) 
Seja uma rede não-orientada completa H= (N,A,c) onde N = {l, .. ,n} 
!; um conjunto de n nós, A""' {(i;j) i, j = 1, 2, .. , n, i * j} e um con-
junto ele m = n (n - 1)/2 arestas e c "" (c .. ) é um vetor· de comprimento lJ 
•le arestas. Considere um vetor x = (x .. ) cuJ·os elementos estâo 
l J 
asso-
ci.ados às arestas de A. O PCV simétrico x·estri.to às rotas hamiltonia-
nas pode ser formulado da seguinte forma: 
min ex (I) 
o . 
.)U]; X (i) " 2 i E N ( 2) 
X·. " 0, l u; j) E A. ( 3) l] 
X E T ( 4) 
Onde x .. = 1 se a aresta (i;j) est~ na soluçâo e x
1
•
3
.- 0 caso con-lJ 
trcir1o, ~ comum definir a variável xij apenas para i<j. 
l) 
) i 
A restriçf:ío x E T pode ser expressa nas seguintes formas: 
) [X· · 
··-· lJ 
I
. I X . 
1. _) 
(i;j) E A,i E S,j E S] < lsl- l 
(i;j)EA,iES,jES] 
\1 S c N, S t )3, S = N - S. 
Cada ponto x E JRD que sa-tisfaz as restrições ( 2) e (3) e um 2_em-
parelhament.o; isto e, um subgrafo com n nos, todos com grau 2. Seja Qt. 
;s envolt6ria convexa de todas as rotas hamiltonianas e seja Qa a en-
voJtéJrid convexa de todos os 2~empareJhamentos. É fácil verificar qu1-: 
c;tdd rota do ca1xelrü 0 um 2_emparelhamento e que cada 2_emparelhamen-
to 01J e uma rot.a elo caixeiro ou é um conjunto de subrotas (ciclo::_;). 
Desta forma Qt Grotschel e Padberq [GP1] provaram que 
dim \..\ "'dim Qd = n (n-3)/2. 
jí;c; desiqualdade~-o que qeram facetas de Qt na_o ;:;ao todas conhecidas; 
isso fosse o caso teríamos uma caracterização completa de e o 
PCV poderia ser resolvido por programação linear. Entretanto algumac~-; 
des~Jas desiqualdades já são conhecidas. São elas: 
1) Restrição de não-negatividade [GP1] 
x .. > 0 lJ --
(i; j) E A qera faceta de Qt para ·todo n > 5. 
') \ 
'" J Restrição de canalizaç~o [ GP 1] 
X· . < l lJ -- (i; j) r~ A ç;era faceta de Qt para todo n > 4. 
3) Restrição de eliminação de subrota [GP2] 
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\ I 
i , xi. 
c J 
(i,j)C/\.: l l-~ s' j c s J < lsl-1; 
gera faceta de Qt para todo n > 4. 
Eest.ri.ção de pente [ GP2] 
S c N t~a.l que 
Sejam w
0
,H
1
, .. ,WPS N satj.sfazendo as condições: 
i ) wo n w I k > 1 k 1' . . ,p 
_i_ i) w -
k 
w0 i > 1 k . 1, . . ,p 
lll) w n k vv "' k' p k ' k' o 1' . . 'p, k 1 k' . 
onde p > 3' - p impar, entao a desigualdade 
2 < ln/21 
\ l X , · 
/ __ , l J 
k"' () 
(i,:J)C:A r=w .J ~ k 
qcra faceta de Qt para todo n > 6. 
Ob~>ervações: 
+ 
p 
c--
\ ( c 
ko 1 
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1 ) 
l.) Uma restY-1-'.;ao de canali:z:aç;áo e uma restrü;ão de eliminação de 
subrotas para o 2. 
2) As restriç6es de eliminação de subrotas 1 
(i,:i)(S 
'j X. , < 
- lJ l. onde S 
1 N - S sao equivalentes (isto 6, de f :i_ nem 
(i., :J)ES 1 
a mesma faceta para Qt ). 
3) A .r-estrição de elün.ina(;ão de subrotas e um caso parti.cu.l0r da. 
re8triç5o de pente quando p l • ~'~'o I 1 e 'I - <..; .~ l ~ .... 
4) Uwa resu:iç;àc: de pente 
. 
e a soma das restrições de c1i.minaç5o 
.. w ,~·o , .. , p , onde o te nno 
provem da estrutura do pente. 
-e·~t·rir~•) 0°? Prr'r~ral·l~~rr·entc· (·.; 
-'-- ·~ ~ -•-,;<''- --"· ---- ·~:'~'-'· "' "-" --~ um cal:;o rx:1rticuJ.:1r d;;J 
trição de pente quando as conJiç6es (l) e (2) sao satisfeitas com 
6) Uma resi>ri.çô.o de pente com d condi,.:;:ão (1) sat:isfe_ita C01TI igua.l~ 
(1,~-:Jde e a condição (3) retirada é denominada vente de Chvcítal. 
_l8 
6. PCV ASSIMÉTRICO 1 (Adjacências no Politopo da Designaçào) 
.Seja H"" (N,}~,c) uma rede orientada completa onde N = {l, .. ,n] e 
um conjunto de n roa:,;, ,;\ {(i,j) l,J ~ J., •• ,n, J t :jJ Ó um conjunto 
c3e m = n (n-l) arcos e c= (cij) ~um vetor de comprimento de orcas. 
Cor!sidere um vetor x ~ (xi~) cujos elementos est~o associados aos ar-
·~ 
de A. O PCV dssim~trico restrito ~s· rc·t~- ·,~~m;l~c•n~"cc·,~-- ~n~,. U~ I '--'"' ''' '-~-L' ~-c '--"''"' l"··(._, ... 
formulado dn secyui.nte forma: 
m1n ex 
SUJ: X- (j_) 
onde x.i", ., 
xij ··- Ç),.J. 
X C: T 
1 N 
1 \.: N 
r A 
( 5) 
( (, ) 
(7) 
( 8) 
i '-1' 
•, .. ) 
A reslriç~o x E T pode ser expressa nm d.iferer,tes modas, 
qu:us sao: 
l ) ') [ x, .• ( 1 j ) t: '. 1. ,. s' ' ~.' c Cj J ç :sJ > 1 \j s c N, s 1 p, s • 
) ( j) r::; 2) [xij 1 ;;: A; 1 c ] ' v, (: S] 
' s ! < i .. . l \~' s c N, s 
( ) ' ' ' 1 s ;--.:; todo tj) 3 ' [xi 1.' j ç < I 
,. 
I - v c e ' J < o 
onde ~ 
( ,~ \ 
·' 1 
e a famÍlia d.e todos os circuitos hamiltonianos do 
fo induzido (maximal) definido pelo conjunto de nós em S. 
'l elos 
N . ~~ 
_,_ 
,0 
'+' ( '~ ,.. ) 
SUbJrD~ 
.cf ) U· -v.+ nx~.; < n-1; 
.1. J ), J l J. 
Esta restriç~o nao P muito usada porque admite mais soluç6es b5sl-
c2s fracion~rias do que as anteriores. 
( 6, 7 c 8) e uma. de-
signaçio, isto c, um subgrafo de n nos, todos com grau interno e grau 
externo iqual a J Seja Qt a envolt.Ória convexa de todas a2.1 rotas ha-
miltonianas e lt '. ,. ''~ .••... ,,_ --. ~~~- .--·- ~- ,,. a envo_. orla con~exa a~ ~GUab ~s GcSlg.tdçoe~ .. 
fácil verificar que ca.da Y'Ota do caixeiro e uma. desigrwçàc c que cada 
de:3ignação ou é uma rota bamil tania na ou e um conjunto de subrotas 
(circuitos}. Desto forma, Qt.-~- Qd. Grotschel e Padbcrg [GP)] mostra-· 
= n (n-3) -1- 1 para t()do n > J. 
A matriz formada pelas 2n restriç6es (G,7) do problema da designa-
çao possui posto 2n - l e cada soluçào bciaica (designaç~o) pos:;;u i n 
,_~ .. -~,.O'' ·orr' "-'o,, l Ac--c·~m c"l"' ··'"s.;, ... ,aç·a'"o ("''t-~ "'''-"''""'"'~'·-·ç'lc:: ., ""'' .,_,,.._. "-"" C " ~oJ. 1. • , ,-,,"~- , "'' n uc-. ·'-j' _ ·"" ç-~ '·'""':"'''"""'o"" c \.'.!i vecr-
sas bases de (6, 7) [f'Jul]. 
. 
Dada uma designaçào x, cada arco da forma (i, i} com xi J. "' l e de-
nominado laço. A designação diagonal é aque·l a formada por n laços. 
Du3S designaç6es .,l e x2 '"-a'" o d · te<· ..._ . __ a Jacen ·-' se e somente se todo ponto ela 
forma + (l-a)x2 para todo a E [0,1] possul uma representaç§o 
uruca como combinação convexa das designações. 
TEOREMA [Hu2] o conjunto de todas as de~;ignações de Qd que sao a1.'.l.ja--
centes a designaçào diagonal consistem de: 
l) todas as rotas 
i) todas as subrota.s cobrindo um conjunto S c N com laços nas c.id,;:1~· 
de:'J restantes. 
De tJ.cordo com (}é' L c t>::'"sul ta do podemo~> conclui r que o PC\' e um CiL-:o 
especial do probJ.ema de determinar um ponto extremo de custo ' mJ.n 1.rno 
em Qd adjacente~ designaç~o diagonal. 
7. PCV ASSIMÉ'riUCO II (Cadeia Máxima) 
O PCV pode ser tt-ansformado em tempo polinom.ía.i no problema de ca-
deia máxima. Esta transformaç~o tem import_ância apenas teórica urna 
vez que não se conhece um algoritmo eficiente para resolver o prob1erna 
de cadeia máxima. 
Seja H = (N,A,c) uma rede orientada associada ao PCV. Se H e nao 
or1cntada cnt~o transforme cada aresta ( i;j) nos arcos (i,j) e (L i I. 
Construa uma rr;:de ll 1 "' (N 1 ,A 1 ,c 1 ) da sequi.nte forma: 
A'""' {(i,j) E:: A: j * 1] u [(j,.l'): (j,l) ::·A} 
,. 
' se ]. " J 
c ' K ~ C· ó38 1 ( j e i t l ' i J 1 j 
K C· .'38 l 1 j ,, j 1 ' 1 1 
onde K > N . Max llcijll 
TEOREMA [ llNl] A relaçâo que existe entre as redes H e H' e descrita 
nos seguintes resultados. 
1) Qualquer cadeia max1ma em H' entre os nos l e l' cont6m n arcos. 
2) Existe uma correspondência biunívoca entre rotas hamiltonianas em H 
e cdde1as entre os n6s l e 1 1 contendo n arcos. 
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3) Uma cadeia em H1 ligando os nos 1 e 1 1 s uma cadeia maxlma se e so-
mente se a correspondente rota hamiltoniana em H ~ 6tima. 
Em consequencla do teorema acima, um al;roritmo para resolver o 
vroblcma de cadeia m~xima resolve o prcJblema do caixeiro viajante res-
trilo ~s rotas hamiltonianas. 
FORMULAÇÃO DO PROBLEMA DE CADEIA MÁXIMA 
max c'x 
' 1 ' se i l 
suj: x+ CL) + x- (i) 
1 
0 se ' ' 1 ' 1 
-1 se l '" 1' 
X ij > 0 ( i' i ) E A' 
O problema acima noso:;ui as seguintes propriedades: 
1. Cada base deste problema constitui uma arvore geradora ( ~~ubgrafo 
acÍclico com n nos e n-l arcos) em H'. 
2, (x .. 
l_ J e uma solução h:isica viável entào os seus elementos xi j 
poSSLH valores 0 ou l sendo que os elementos com valor 1 formam uma 
cadc:!la entre os nós 1 e 1 1 • 
3. As soluç6es homog&neas correspondem aos circuit:-os ern caso 
existam o problema e ilimitado. 
4. A melhor soluç~o b~sica vi~vel corresponde a cadeia m~xima em H 1 • 
Dessa forma, os resultados discutidos nesta seçao mostram que o 
PCV restrito ~s rotas hamlltonianas ' e um caso especial do problema de 
encontra L· uma cadeia máxima, entre um par de nós espec5.ficos em uma 
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rede orientada, com C1l.':itos nao negativos; ou o caso 2speciaJ do pr:J~ 
blema de encontrar a melhor solução básica viável de um prol:üema de 
proqramação Li_ f'. e a r :i_ 1 imita do. 
8. APLICAÇÕES' 
Muitos problemas rea1s sao modelados como problemas do ca1xe1ro 
viajante. Nesta seçáo apresentaremos 4 aplicaç3es práticas do PCV. 
8.1. Planejamento de conex:oes elétricas em computador [ LHl] 
Esta aplicaç~o está presente no projeto de interfaces em computa~ 
dor. Uma interface consiste de um certo número de mÓdulos e em cada 
mÓdulo diverso:.,; pinos são colocados. A posição de cada módulo c': )Yre~ 
det(-3rminada. Um clado subconjunto de pinos tem de ser interconec-tado 
por fio;3 elétrico:3. Por motivos tecnolÓgicos no máxime 2 fios 2,ão sol-
dados em cada pino. Deseja-se minimizar o compriment.o total dos fios. 
FORMUL/\ÇÀO: Sejam N 1 o cor..junt:o d1:> pin-c.JS a serem conectados, r::ij a d.is-
t5ncia entre o pino i e o plno j e G 1 o grafo completo com conjunto de 
com arestas 
., c. e comprimento (cij). Então cJ pr·oblema consi::>te em 
encontrar um ciclo hamiltoniano em um grafo G = (N,A) com N"" N 1 u {*} 
0 para todo i E N, onde * e um pino ficticio. O proble-
ma de conexoes el~tricas ~ portanto um PCV sim~trico euclideano. 
8.2. Sequenciamento de tare:fas em máquinas [Bal] 
Considere Utrld méquina que processa n ta:r-cfas disLi.ntas. Sejam ti 
o tempo de processamento da tarefa i e c iJ o tempo de preparação da 
rnaqt.nna para processa-r a tarefa j irned ia-tamente após a tarefa i. De se--
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ja-se obter uma sequenc.La clclica de processamento que rninirnize o tüiE-
po total de preparação e processamento. 
FORMULAÇÃO: Seja a. '"" ex 
n 
uma permutação de ( 1, •. ,n) que :l.n-
dica a ordem df~ processamEmto das tarefas. Desta forma o problema cem-
3J.ste em; 
mln a E P onde o:0 = n 
o conjunto de todas as permutações de l, .. ,n. 
' e 
' Observe que o tempo de processamento total ( Yt 
L J 
e constante, 
desta forma, pode ser reti:r:ado da função objetivo, ficando o 
ref(n·mulado da seguinte maneira: 
onde a o 
n 
min T 
fXo~} 
problema 
Mas esta e uma das formulaç6es do PCV, pois cada tarefa pode :ser 
:i.nterpret.ada como um nó em um çrrafo e como o custo do arco (i,j), 
des~;a forma o problema acima consiste em determi11ar uma rot_a hami.lt:o-
ni<Hta de custo mÍnimo. 
B.3~ Rotas de ve:í.cu1os [LR.l] 
Considere uma companhia telefÔnica com sede em uma determinadd Cl-
dade e que possui postos telefÔnicos instalados em n municipios de sua 
reglao. Um técnico tem de visitar cada posto uma vez por c1ia para es-
va;;::iar a caixa moedas e, se neces~:;ário, executar pequenos reparos. 
viagem de cada t.écn i co deve iniciar e terminar na cidade sede. 
companhia disp6e para esse serviço de rn t6cnicos, onde cada técnico 
\'hsp6e de 1 veiculo. O problema consiste em distribuir os técnicos 
efj_cientemente de modo a minimizar o tempo total de Vla9em. 
FOHMULAÇÃO~ Seja c_,__, o t:cmpo de ·viagem entre as ci.c1ades i, j 
.•. J 
para todo 
_\' J (1, .. ,n] u {*} onde * e 0. c.i.dude sede da companhia. Como cada 
u?cnico inicia e termina a v1agem na cidade sede, subst i t.uimos 
cidade * por m cidades artificiais n+l,n+2, ... ,n+m e extendemos a 
definição de c, . da seguinte forma: 
l] 
ci,n+k " c i* para l < 
cn+k, " c* i c para 1 < 
cij À r;.1ara n + 
k < m 
k < m 
l < .1. ' J < n + m 
p o número de veículos utilizados. Se a solução do PCV cem-
tém m - p ligaç6es entre as cidades artificiais, entâo a correspon-
dente solucâo utiliza somente p veiculas. Adicionando outro veícu1o 
decresce o numero de ligações entre as cidades artificiais e portanto 
decresce a funçào objetivo de Dessa forma, -À pode ser interpre-
tado como o custo de l veí.culo. Podemos agora considerar 3 casos pos-
' s .1. v e 1. s 
!, = + ''" , minimiza o ·Lempo total das viagens para os m veículos. 
0 minimiza o tempo total das viagens para qualquer ' numero 
de veículoE5 (menor ou igua.1 a m). 
' /, = - = mí.nin:iza o ·tempo total das viagens para o numero ' . Inlrll.ffiO 
de veículos. 
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Dessa forma o problema consiste em resolver um PCV simétr o com 
n+rn. cidades. 
É comum acrescentar restriçêies adicionais para limj.tar superior~ 
mente o tempo total de viagem de cada t~cnico. 
8, 4 ~ Programação de voos [C h 1 ] 
' Considere urna companhia aerea que possui n voas regulares (diaria-
mente, semanalmente, etc) cobrindo diversas cidades. Uma rotação é uma 
' sequencla de vôos que cobre uma sequência ç]e cidades com ' lDlC.lO e fim 
em uma mesma cidade denominada cidade--base. A cada rot.ação é designada 
uma tripulação. Na conexão dos vôos de urna rotação considera-se que 
exist.e um tempo de espera conhecido. O problema consiste em deternünar 
ttm conjunto de rotaçêies que cubra todos os vôos e que minimize o tempo 
total de esper<.i. 
FORMULAÇÃO: Considere um grafo orientado G = (N 1 ,A) onde N 1 = 
u {*} é um conjunto de n+l n6s, onde 1, .. ,n representam os voos d se-
rem executados e . .,. denota um vôo fictício representando a cidade--base 
e A"' {(i,j)/ i.j E N 1 , itj } é um conjunto de arcos. Um arco (i,j) de 
G significa que o vôo j pode ser realizado logo ap6s o vôo ' l; c.; , e _,_ J o 
tempo de espera associado com o arco (i,j). O grafo G pode ser cons1.-
derado completo se definirmo:? c =+<» ij quando o arco (i,j) não exis-
tir. Suponha que existe m tripulações disponíveis com m > 1 e como ca.-
da rotação deve conter a cidade-base substituimos esta cidade * por m 
cidades ba.se 
guinte forma: 
(v6os fictícios). A definição de c .. ~ extendida da 
J. J 
se-
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c .l,n+k c i* para l " k -~~ m 
c = C*· para 1 < k < m n+k, l J. 
c ~i] = \ para n+l < .l' j < n+m 
onde Ã e um numero muito grande. 
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CAPÍ'l'ULO 2 
MÉTODOS DE SOLUÇÃO DO PCV 
1~ PLANOS DE CORTE DE PROGRAMAÇÃO INTEIRA [GNl] 
Este método e apLicado na resolução de problemas de proga.maçao li-
near inteira. Em linhas gerais, consiste em aplicar o método simplex 
(ou uma de suas variações) ao problema original com as restrições de 
integrabilidade das variáveis relaxadas. Se a solução encontrada e 
f:racionária, um plano de corte é gerado e o método simplex é novamente 
aplicado. Se a solução encontrada e inteira mas se constitui de subro-
tas, um plano de corte que elimina uma das subrotas é incluÍdo e o 
todo simplex é novamente aplicado. O método pára quando se obtém uma 
rota ou se conclui que o problema é inviável. 
Os cortes a serem adicionados durante a resoluçilo do problema sa-
tisfazem as seguinte propriedades: i) Elimina a atual soluç~o 6tima 
não in te i r a. i i) Não elimina nenhuma solução í.nt:eira. 
Dantzig, Fulkerson e Johnson [DFl] foram os primelros a aplicar o 
procedimento acima para resolver o PCV. Eles consideraram inicialmente 
o PCV com algumas restriç5es de eliminação de subrotas e relaxaram 
condiç5es de integrabilidade. 
Miliotis [Mi2] tes·tou um algoritmo no qual a integrabilidade e 
prime:Lcamente a tingida, ou por partiç~o das variáveis fracion~irias ou 
rxor· adição de cortes de Gomory. Em seguida, quando necessarH), e feita 
a adição de restriç5es de eliminação de subrotas. 
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Grostchel [Grl] resolveu um PCV simétrico com 120 cidades utili-
zando 96 planos de corte divididos em 36 restrições de eliminação de 
subrotas e 60 desigualdades de pente. Essas ~ltimas compostas de 25 
restrições de 2 __ empare1hamento, 14 desigualdades de pente de Chva·tal e 
21 outras desigualdades de pente. 
Os métodos baseados em planos de corte sao eficiente para resolver 
o PCV simétrico até um m~ximo de 100 cidades. Entretanto, para o PCV 
assimétrico, estes métodos não oferecem bons resultados. 
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2. PROGRAMAÇÃO DINÂMICA I DL1] 
A Programação Dinâmica 8 uma técnica de otimização usada para re-
solver problemas cujas soluções possam ser obtidas como o resultado de 
uma sequ~ncia de decls6es inter-relacionadas recursivamente. 
2~1 Formulação: 
Considere uma rede orientada H"' (NFA,c) associada com o PCV. Se-
jam Nk == {2,3, ... ,k-l,k+l, .. ,n} um conjunto de nós e S tl:m subconjunto 
de Nk tal que lsl =i. Defina o valor ótimo da função fi(k,S) cOJno 
sendo: 
f. (k,S) = o comprimento da menor cadeia da cidade l ~ cidade k 
l 
passando pelas i cidade.s de S. O PCV assimétrico restei to as rota~s ha-
miltonianas pode ser formulado como um problema de programação dinâmi-
ca do seguinte modo: 
r'iin 
k • 1 
Suj 
com 
2.2 Operações requeridas 
Para cada estágio l' 
s · I i I I + c~k L 
·' 
l""'D-2, .. ,1. 
f. (k,S) deve 
l 
ser calculado para (n-1) 
n:2 J diferentes pares k,S. Cada cálculo exige i adiç6es e i-1 
é . 
com-
paraçoes. Portanto para todos os estdgios o nJmero de operações reque-
n.das é: 
n-2 
N2 de adições: 
,~ 
(n~l) L l / n-2 'I l 
N2 de comparaçoes: 
i=l 
n-2 
( n~ 1) L 
i"'l 
l ) 
( i-1) 
/ n-2 1 
l
i )! 
L 
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Para o PCV sim~trico, o numero de operaçoes requeridas pode ser 
menor, pois uma cadeia de 1 a k e sua cadei:1 inversa de k a 1 possuem 
o mesmo comprimento que é o do caminho associado entre 1 e k. 
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3. PAR'l'ICIONAR E LIMI'I'AR [ Mu l] 
Ef;te rnêtodo é o mais eficiente para resolver problemas de optimi~ 
Yaçao combinat6ria. Consiste em uma en~meraçao parcial das soluç3es 
' 
V,LdV8J.-S. o conjunto de soluções viáveis é particionado formando sub--
problemas menore:3 e par<J cada subproblema é calculado um linntante in-
ferior (no caso de minimizaç~o) no custo da soluç~o 6tima que serve ou 
par·a eliminá-lo ou para colocá~lo em uma lista para fut.uras considera~ 
çoes. 
Os conjuntos P 1 , .. , f\ formam uma partição de um dado conjunto P se 
L > 2, P- n P.= f5 para i,j"" l .. r e P 1 u .. uPr- P. .1. ] 
o mE-; todo pode se·r descri to da seguinte forma! 
Suponha que se deseje minimizar uma função Z sujeito a um conjunto 
de restrições. Relaxe as restriç6es difícies e minimize Z sujeito so-
mente as restrições fáceis. O valor mÍnlmO de Z no problema relaxado é 
um limit.ante inferior para o mínimo de Z no problema original. 
'/). Faça z + 00 (Z "" valor do titular); lista 
1. Resolva o problema o r ig ina.l com as restr iç6es di f Ícies relaxadas. 
Se a solução Ótima encontrada é viável para o problema original, pare, 
o problema original está resolvido. vá para 2. 
2" Particione o problema atual em vários subproblernas e coloque-os na 
Lista. vá para 3. 
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3. Retire um subproblemu da lista e aplique a estrat~gia de limitante. 
Se a solução encontrada possui valor Z . .2:. 2, elimine este subproblema. 
Se Z < z, e a solução é viável para o problema original, 
titular, caso contrc-lrio va para 2. 
atualize o 
Este m~todo possui 3 estratégias principais: de limitação, de par-
tição e de seleção de subproblema. 
3.1. Estratégia de Limitação 
O valor m.Ínirno de Z é obtido precisamente se o problema original é 
resolvido, mas isso pode ser muito difícil. Desta forma, é determinado 
um limitante inferior para o valor mínimo de Z. Uma boa estratég_ia li-
mitante é aquela que obtém com cálculos fáceis e rápidos um valor pró-
ximo do valor ótimo do problema original . 
.1.2. Estratégia de Partição 
Partíciona o conjunto de soluções vláveis de um subproblema ou do 
prob1ema original em dois ou mais subconjuntos. Cada subconjunt.o obti-
do da partição é o conjunto de soluções viáveis de um subproblema ob-
tido pela introdução de restrições adicionais ao problema original. Os 
:3ubpeoblemas devem ser gerados de tal modo que a estratégia de limita-
ção possa ser aplicada a cada um deles. 
3.3~ Estratégia de Seleção do Subproblema 
Existem diversas estratégias para selecionar um subproblema da 
lista e as principais delas são: 
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l ) Menor Limitante e feita a escolha do subproblema da }.j sta que 
possui menor limitant.e inferior. A vantagem desta escolha ' e que a 
quantidade de cálculos tende a ser minimizada, entretanto o espaço de 
mem6ria requerido para resolver o problema tende a ser bastante gran-
de. Esta estratcigia de seleçâo exige que a estrat~gia de limitação se-
ja aplicada aos subproblemas antes destes serem incluÍdos na lísta de 
subproblemas. 
2) LIFO (last in first out) e feita a escolha do Último subproblema 
gerado. Esta escolha possui a vantagem de requerer pouco espaço de me-
m6ria, entretanto o n~mero de subproblemas particionados at~ resolver 
o problema e muito maior do que na estratégia de meno-r limitante. 
3) FIFO (first in first out) Primeiro subproblema gerado e o pri_mel~ 
ro examinado. Esta estratégia tende a ser menos eficiente do que as 
anteriores porque o m.Ímero de subproblemas particionados até resolver 
o problema ~ maior do que nas estrat~gias anteriores e com isso o es-
paço de memória requerido tarnb~m tende a ser maior. 
Maiores detalhes deste método, inclusive com a sua aplicaç~o no 
PCV é dada no capÍ.t.ulo 3. 
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4. MÉTODOS HF.::UH.ÍS'PICOS 
Os métodos exatos exist.entes para resolver o PCV sao de complexí~ 
dade exponencial, e em razão disso muitos problemas rea1.s que quando 
modelados resultam no PCV devem ser abordados por m~todos heurísticos 
ou não exatos com complexidade polinomial. 
Seja H = (N,A,c) um rede não-orientada completa euclideana. Na 
análise dos principais mét.odos heuríst.icos é feita a comparação do va-
lar máximo (pior caso) da razão v+;v* onde v+ é o comprimento da rota 
determinada pela heurística e v* é o comprimento da rota Ótima. 
4 .1. Cidade na o visitada mais próxima [ PR l J 
cont8m apenas o nó v0 . Pan:t k = 1 .. , n-1 escolha um nó vk+l ma1.s pro-
X.lmo de vk que nao pertença a R e adicione ao caminho. Quando k = n, 
adicione a R a aresta ( vn, v 1 ) para formar uma rota hamíl toniana. 
Esta heurística possui complexidade O(n2). Rosenkranz, 
Lewis [RSl,RS2J mostraram que para esta heurística 
v* /v* :'. 1 I 2 ( f log n l + 1) . 
4~2. Inserção da cidade não visitada mais próxima [PRl] 
Sterns e 
Seja R= {v0 ,e1 ,v1 , .. ,ek,vk) uma subt-ota conhecida. Adicione se-· 
quencialmente novas cidades até formar uma rota harnil toniana. A cidade 
i a ser inse-rida pode ser escolhida de 2 modos: 
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l) Cidade de N - R mais próxima de qualquer cidade de R. Seja j E R a 
cidade mais prÓxima de i, insere-se i imediatamente antes ou depois de 
j o que causa o menor aumento no custo de R. 
2) Cidade que, quando inserida na sua melhor pos1.çao em R causa o rne-
nor aumento no cust.o de R. 
No caso ( l) a complexidade e O(n 2 ) e no caso ( 2) •J(r>2 1 ) ~ .... ogn . 
Rosencrantz, Sterns e Lewis (RSl,RS2] mostraram que v+ /V* < 2. 
4. 3 ~ Árvore Geradora MÍnima f. PR l] 
A partir de uma ' arvore geradora m1n1ma cada aresta 
produzindo um grafo 
H'-= (N,A 1 ,c 1 ). Determine uma rota euler:iana orientada R'"' (v0 , .. ,vp) 
ern H'. Construa uma rota hamiltoniana R a partir de R 1 eliminando ca-
da nó já visitado por R que reapareça na sequência R 1 • 
Esta heur{stica tem complexidade O(n). e v+ /V*~ 2. 
4. 4 * Christofides [ PIU] 
Este método é um aperfeiçoamento da heurística ante-rior. Inicie 
encontrando uma á-rvore geradora mínima L de H. Seja N 1 o conjunto de 
' nos com g·rau lmpar em 't. Determine um l_emparelhamento mÍnimo M na 
subrede induzida por N 1 • Construa uma rota hamil torüana em 
f-! 1 ;::: (N,LUM,c) a partir de uma rota euler:iana procedendo como na heu~ 
rÍstica anterior. 
Esta heurística e de complexidade O(n). Christofides [Ch2] mos~ 
trou que v+ ;v* < 3/2. 
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4~5. Heurística de Lin [LK1] 
Inicie com uma rota arbii~rária R . Tente encontrar uma rot.a R 1 
trocando r arestas de R por r arestas fora de R de tal forma que de-
cresça o comprimento total da rota. 
Rosencrantz, Sterns e Lewis [RS2 J mostraram que para n > n e 
r .s_n/4, v+ /v* ~ 2 (l -1/n). 
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CAPÍTULO 3 
MÉTODO PARTICIONAR E LIMITAR 
No capÍtulo anterior fizemos uma abordagem sobre este método. Nes-
te capítulo descreveremos em detalhes os principais tipos de limitan-
tes e partições. 
L ESTRATÉGIAS DE LIMITAÇÃO DO PCV 
1.1. Designação I PCV assimétrico 
Considere a seguinte formulação matemática para o PCV assimétrico 
restrito às rotas hamiltonianas. 
mln ex ( 10) 
x+ (i) 1 l E n ( 11) 
suj: X- (i) 1 l r n ( 12) c 
X .. 
l] 
= 0,1 ( i, j) E A ( 13) 
X E: 1' (14) 
onde T denota o conjunto de todas as rotas as rotas hamiltonianas em 
H. 
Se relaxarmos a restrição x E T na formulação aclma teremos o pro-
blema da desi<_:rnação. 
O p:roblema da desigm1ção e um bom limitante para o PCV assimétri-
co. E.Balas e P.Toth afirmam em [BTl] que geraram 400PCV's assimétricos 
com 50 < n < 250 e custos inteiros nos intervalos [1,100] e [1,1000] 
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e resolveram ambos a designação e o PCV. Encontraram que em média o 
valor da solução Ótima da designação foi 99,2% do valor da solução 
Ótima do PCV. 
Quanto ao caso do PCV simétrico a designação nao é um born limitan-
te porque apr·esenta muita:;; subrotas de cardinalidade 2 que se formcnn 
ao transformar cada aresta do PCV simétrico em dois arcos liqando os 
mesmos nós mas com orientação contrária. 
1.2. Cobertura Simétrica I PCV Assimétrico 
Considere a seguinte formulação matem~tica para o PCV assimétrico. 
m_:tn ex 
x+ ( i) > 1 l E: N 
su j x-e ' > l ' _u _1_ E N 
X l .; ' 
-J 
o, l (i,j) E A 
onde T denota o conjunto de todas as rotas. 
Se relaxarmos a restrição x E T na formulação acima teremos o pro-
blema da cobertura simétrica. Observe que esta modelagem do PC\/ permi·~ 
te que um determinado nÓ ,:õeja visitado mais do que uma vez por uma ro-
ta do caixeiro viajante; entretanto, nenhum arco pode ser atravessado 
mais do que uma vez por uma rota do caixeiro viajante. 
39 
1.3. 2_Emparelhamento I PCV Simétrico 
Considere a formulação do PCV sirnétric:o restrito as rotas harr.ilto~ 
nianas. 
nnn ex 
suj: 
x(i) ~ 2 
X , 
1. J 
= 0,1 
x: E T 
1 E N 
(i,j) E A 
onde 'r denota o conjunto de todas as rotas hamil tonianas em H. 
Observe que se relaxarmos a restrição x ( T na formulação acima 
teremos o problema do 2~_emparelhamento. Port.anto o PCV simétrico res-
trito ' as rotas hamiltonianas pode ser visto com o problema de deterrni~ 
nar o 2_emparelhamento mínimo cuja solução seja um grafo conectado. 
Este limitante é considerado inferior ao limitante da l_árvore mÍnima 
apresentado a seguir. 
1.4. l_Árvore MÍnima I PCV Simétrico 
Seja H = (N,A,c) uma rede não-orientada. Uma árvore de B e um sub-
grafo conectado acíclico formado pelo conjunto com k nos e k-1 ares-
tas. Uma l_,_árvore de H é uma árvore formada pelo:3 nós 2, .. , n com n-2 
arestas e acrescida de duas arestas distintas incidentes em n6 1; por-
tanto com um ciclo. 
Observe que uma rota hamíltoniana e uma l_arvore no qual todo no 
possu1 grau 2. nesta forma, o PCV simétrico restrito às rotas hamilto-
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níanas pode ser v1sto como o problema de determ1nar uma 1 c aJ_"vore rrnrn-
ma com grau 2 em todos os nós, ou ainda formulado do seguinte modo: 
m1n ex (15) 
suj: X c TA (16) c 
X c T (17) 
Onde TA e o conjunto de todas as l~arvores em H e "r e o conjunto 
de todas as rotas hamiltonianas em H. 
E.Balas e P.Toth afirmam em [BTl] que geraram 140 PCV's simétricos 
com 40 .S. n :::_100 e custos inteiros no intervalo [ 1, 1000 I , encontreram 
que em média o valor da solução Ótima do problema da l~árvore ' . mlnHna 
foi 63% do valor da solução Ótima do PCV. 
1~5. l~Arborescência MÍnima I PCV Assimétrico 
Seja H "" ( N, A, c) uma rede orientada. Uma arborescência d.e H é um 
subgrafo conectado, acíclico com k-1 arcos e k nós dos quais k-1 apre-
sentam grau interno l. Uma 1 arborescência de H t:~ um subgrafo conecta-
do ' ' com n arcos cujo grau interno de cada no e igual a 1; portanto, 
com um circuito. 
O PCV assimétrico restrito às rotas hamiltonianas pode portanto 
ser visto com o problema de determinaT uma l arbo·rescência mÍnima cujo 
9rau interno e grau externo de cada nó seja igual a 1 e pode ser for-
mulado do seguinte modo; 
m_Hl ex 
su j; X E T v 
X E T 
Onde 'v e o conjunto de todas as 1 arboresc~ncias em H e T 
conjunto de t,odas as rotas hamiltonianas em H. 
2. ESTRATÉGIAS DE PARTIÇÃO DO PCV 
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' e o 
Existem diversas estrat~gias de partiçâo que sao usadas no m~todo 
particionar e limitar para resolver o PCV. Uma boa estratégia de par-
tição é aquela que particiona o problema at.ual em poucos subproblemas 
e gera subproblemas mais fortemente restritos (is-to é, exclue mais so-
luç6es b~sicas que não são rotas de cada subproblema). 
2~1. PCV Assimétrico 
Considere a formulação do PCV assim6trico restrito as rotas hamil-
tonianas dada pelas equaç6es (10) a (14). O problema da designação 
usado como limitante é obtido relaxando a restrição (14). 
As principais estrat~gias de partição que utilizam como limitante 
a designação estão descritas abaixo e utilizam a seguinte notação: Se-
ja Pk o k-ésimo subproblema gerado e sejam Ek , Ik os conjuntos de ax·-
cos excluÍdos e de ar·cos incl.u.Ídos na solução do subproblema Pk. Ou 
seja, o subproblema Pk ~ definido com as restrições adicionais: 
o ( j_' j ) \: E k 
x. lj 
o 
l (i' i) E Ik 
Seja R 
k o subproblema relaxado do subproblema rk. 
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Ou as 
restrições de eliminação de subrotas do subproblema Pk sao relaxadas, 
gerando o problema da designação Rk. 
duais da solução Ótima do subproblema Rk. 
Partição_! [ LMl I Dado o _subproblema Pk com seus custos reduzidos 
- U· 
l 
- v- defina para cada arco 
J 
(i,J") com~-. = 0 
. :1 J f u penali-
da de 
d .. = min {C-.,_ 
,L J 1 tl N- [j)J 
+ min N - {i] 
e escolha o arco (r, s) E A - ( E1.c u Ik ) , tal que drs "" max 
i\
1
- = 0 } . Gere dois subproblemas P P1 definidos por: kl, (2 
E 
k 
Partição_2 [BMl] Dado o subpx:oblema relaxado Rk cuja designação ó·tima 
DOSSUl 
' uma 
subrota de cardinalidade ' " nnru.ma 
{ v 1 , .. , v 8 l , gere os subproblemas Pk , Pk..,, .•. , Pk , 1 ~ s 
formada pelos 
definidos po-r: 
r- 1,2, .. ,s. 
nos 
Partição_3 [CTl] Esta part.ição é um aprimoramento da part.ição 2 por-
que ao ulVés de escolher a subrota de cardinalidade mínima, é escolhi-
da a subrota que possui o número m.Ínimo de arcos não incluÍdos em Ik. 
Partição_4 [Gal] Dado o subproblema relaxado Rk cuja desi.gn<1ção ótima 
possui a sub:r:ota de cardinalidade mÍnima formada pelo conjunto de ' nos 
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s = 9ere os subproblemas Pk , Pk definidos 
1 2 
por: 
Ekr Ek u { (v r, j) : J E S J u ( (v q, j) : q - 1, .. , r-1, j E N - S } 
Partição~_S Esta partição foi criada durante a realização deste ·traba-
lho e consiste em um aprimoramento da partiçâo_4. Seja B "[(v ,j), 
r q 
q = l, .. r-l r .J. E. N· - < ) r· l s . < - ::::: I • • I • Se para algum r"" l, .. ,s, Br"" 
então o subproblema Pk é inviável e portanto é eliminado antes de ser 
r 
armazenado na lista de subproblemas a resolver. 
Observações: 
Na implementação das partições acima foi incluida a seguinte res-
trição. 
1) Se o arco (i, j) é incluÍdo em Ik, então todos os arcos do subpro-
blema Pk com ca.uda em i ou cabeça em _j são incluÍdos em Ek 
Outras restrições que poderiam ser consideradas sao: 
2} Se o a:t·co (l, j) e o único arco livre no subproblema Pk com caud<:1 em 
.L e nao existe nenhum arco com cauda em 1 pertencente a Ik então o ar-
co (i,j) ~ inclu{do em Ik. 
3) Se o arco (L -j) e o un1co arco livre no subproblema Pk com cabeça 
em j e nao existe nenhum arco com cabeça em j pertencen-te a Ik então o 
arco (i, j) é inclu:Ído em Ik. 
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4) Dada a sequêncla de arcos (v0 ,v1 ),(v1 ,v2 ), .. ,(vt-l'vt) todos per-
t.encentes a Ik então o arco (vt,v
0
), se existir deve ser incluido em Ek, 
exceto se a atual sequência é uma rot_a do caixeiro viajante. 
2.2~ PCV Simétrico 
Considere a formulação do PCV sirn~trico dada pelas restriç3es 
(15) a ( l 7) . Se relaxamos a restrição (17) teremos o problema da 
1 árvore mÍnima, usado como limitante. 
Seja P o k-ésimo subproblema gerado, 
k 
sejam Ek , Ik os conjunto.s de 
arest.as excluÍdas e de arestas incluÍdas do subproblema Pk, e sey:1 Rk 
o subproblema relaxado de P, que consiste em determina.~: uma l árvore 
K 
As principais partições aplicadas para resolver o PCV ~ümétrico 
utilizando como limitante o problema da 1 arvore mÍnlma sao: 
Part.ição_l [STl] Escolher um nó i de G cujo grau na l-árvore ' . nn_rnma 
iJSSociada ao subproblema Pk excede 2, e uma aresta livre (í;j) de cu::;-
to máximo nesta l árvore, Então gerar 2 subproblemas definidos por: 
E = Ek u {(i;j)J I, = Ik k Kl l 
F = Ek Ik = I u [(Í;j)) 'k2 2 k 
Partição._2 [V.Jl] Escolher um nó i de G cujo grau na l __ árvore mín Lrna 
associada ao subproblema Pk excede 2, e duas arestas livres 
(i;j 2 ) nesta 1 arvore. Gerar 3 novos subproblernas definidos por: 
F Ek u l(i;j): H' I :i I ), Ik ']2 = 'k 
1 1 
F - E u {(i;j2)} 1 = 
-k2 k "k2 
Ek = Ek u l(i;jl)J I = 
3 k] 
.:;e o nó í é incidente com uma aresta em Ik 
[gerado pois é invi~vel. 
I 
k 
u I li; :i
1 
l, li: :i
2 
l J 
Ik u {(i;jl)} 
Ik. 
então o subproblerna Pk 
1 
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nEJO 
Partição_3 [i:-lK2} Ordenar as arestas livres na l_.arvore m-írllma asso-
cim1a ao subproblema Pk em ordem decrescente com o valor pelo qual o 
limitante deveria aumentar se a aresta fosse excluÍda. Sejam as pri--
me_Lras q acestas deste conjunto O'rdenado J "" ( (v1 ; v1 ), .. , (vq 
onde q será especificado abaixo. Gerar q novos subproblemas 
definidos por: 
Ik - I u ( (v h' v h) : h l' .. ,r-1}, r = 1' . ,q k c 
Ek 
r 
- E k u I (vr,vr) J .r - 1' .. ,q 
Onde q e o menor indice para o qual existe um no incidente com no ma-
ximo uma aresta de Ik 
Observações: 
e exatamente 2 arestas de Ik 
q 
Na implementação das partições aclma foi incluÍda a seguinte res-
triçâo adicional. 
1) Se há duas arestas de Ik incidentes em um mesmo no então todas 
as demais arestas incidentes neste nó são incluÍdas em Ek. 
Outras restrições adicionais que po<:leriam ser consideradas sao: 
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' 2) Se há exatamente duas arestas livres incidentes em um mesmo no 
e nao existe aresta de Ik incidente neste nó então estas arestas devem 
ser incluÍdas em Ik. 
3) Se há exatamente urna aresta de Ik incidente com um nó que e J_n~ 
cidente com uma Única aresta livre, então esta aresta livre deve ser 
incluÍda em Ik. 
3. AI~GORITMO PARA O PCV SIMÉTRICO 
3Nl Algori·tmo particionar e limitar para resolver o PCV simétrico 
Este algoritmo foi implementado com as seguintes características; 
Estratégia de Limitação _ Relaxando os subproblemas no problema da 
l_árvore mÍn1ma. 
Estratégia de Partição Cada problema gerado foi resolvido 3 vezes, 
utilizando para cada vez uma das 3 partições citadas anteriormente. 
Estratégia de Seleção do subproblema _ LIFO. 
3~2 Problema da 1 Árvore mÍnima 
Seja H ""' (N,A,c) uma rede não-orientada da qual se deseja encon-
t.rar uma 1 árvore ' mH1ltaa. 
Algoritmo da l_~arvore mínima [Kr1,HK.l.] 
0. Sejam e 1 , .. ,em uma ordenação das arestas de A que n~o são lDCl-
dentes com o n6 1; ordenação esta com relação ao comprimento das ares-
tas. 
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Faça l. ' 
0· 
' 
0; 
l. Adicione a aresta ei em T. Faça t ~-- t + 1. Se t ~ n-2, vá para 3. 
2. Faça i .,._._ i+l. Se a aresta e i nao forma ciclo com as arestas de T v a 
para 1. Se i = m pare não existe 1 árvore mÍnima em H. vá para 2. 
3. Adicione a as duas menores arestas incidentes com o n6 1. Se 
nao existem tais arestas então não existe l arvore mínima. 
Este algoritmo possui complexidade O(mlogm) [BTl]. 
4. ALGORITMO PARA O PCV ASSIMÉ'rRICO 
4.1 Algoritmo particionar e limitar para resolver o PCV assimétrico 
Este algoritmo foi implementado com as seguintes caracteristicas: 
Estratégia de limitação: Relaxando os subproblemas no problema da 
designação. 
Estratég·ia de partição: Cada problema gerado foi resolvido 5 vezes, 
utilizando pa.ra cada vez uma das 5 part.ições cit.aàas anteriormente. 
Estratégia de seleção do subproblema: LIF'O. 
4.2 Problema da desig,nação 
Considere uma rede orientada H= (N,A,c). Q problema da designaç~o 
consiste em determinar um subconjunto de arcos de comprimento total 
nLÍnimo que cubra todos os nós com a propriedade de que cada nó apre-" 
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sente grau interno (g- {•)) igual ao grau externo (g+ {•)) "'1. Por-
tanto, deseja-se obter um vetor x "" (xij ) , solução Ót.ima de: 
min ex (18) 
x+ (i) l i E N ( l 9) 
suj: x- (i) o l .l E N (20) 
x. o 0, l 
l] 
(i, j) E A (21) 
A matriz formada pelas restriç6es (19,20) e totalmente unimodular 
[Mui ] ; desta forma se substituímos a restrição xij = 0, l por xij 2 0, 
o programa linear resultante terá todas as suas soluções básicas in-
te iras. 
Relaxando as restrições de integrabili.dade, obtemos o pcog.t·ama li-
near 
mln ex 
SUJ: x+{i) "" 1 
x- (i) 
X- > 0 
.l] 
cujo problema dual e 
max [ U.: l 
L 
suj: u. + vj l 
l 
o 
< -
l e N 
l E N 
(i,j) E A 
1, •. , n J + [v i j ""' 1, .. , n] 
cij (i,j) E A 
com as seguintes condições de folgas complementares: 
(c-.- u. +v.) x .. = 0 
l] l J l] 
(i,j) E A 
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Dessa forma, se encontrarmos um vetor primal viável x, um par de 
vetores duais viáveis u = (ui), v= (v.) que satisfaçam as 
J 
condições 
de folgas complementares, então estes u 1 s, vrs e x 1 s serão 6timos. 
Se o custo relativo da linha (i;j) e definido por cij = c .. - u-~v. 
1. J l J 
então para toda solução Ótima temos que: 
X· " l " c. " 0 (i' i ) E A lJ lj 
ciJ > 0 " x .. q " 0 (i' i ) E A 
o problema acima é um programa linear definido em uma rede bipar-
tída H 1 = (N 1 ,A 1 ,c 1 ) onde N 1 = {1, .. ,2nL Ar= {(i;j+n):(i,j) ( A} e 
Dessd forma, cada nó de B é desdobrado em dois nos em H 1 • 
Seja o conjunto de arestas-de-igualdade A= {(i; j) E A 1 : Cij 0}. 
Dada uma solução primal x = (x .. ) e uma solução dual v.iável (u,v) 
l, J 
( ( u. ) ' (v. l I ' defina o conjunto de arestas-de-igualdade l J 
{ ( i ; j) E ' ' " ' X· ·'"' lJ li e o (:onjunto de arestas-de-igualdade 
;q* = A - A. Ao final da resolução do problema x=(x .. )é 
l] 
solução A = 
não--solução 
uma solução 
primal viável e pol.-tanto Ótima uma vez que a solução dual e mantida 
viável e as condiç6es de folgas complementares sempre são satisfeitas. 
Um no i E. N 1 e exposto se 
;~: [xij: (i,j) E A] -· 0 ou 
i 
(j,i) E A] = 0 
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No algoritmo, arvores alternantes sao plantadas com em T~OS 
expostos e crescidas com a incorporação de novas arestas-de-igualdade. 
Este crescimento ~ feito de tal forma que o caminho predecessor de ca-
da ' no à raiz de sua árvore é um caminho alternante {isto e caminho 
constituido por arestas-de-igualdade solução/não-solução que se alter-
narn ao longo deste caminho). A aresta de um caminho alternante in c i-
dente com a raiz é sempre do tipo não-solução. 
Árvores alternantes sao utilizadas com o objetivo de detectar ca-
minhas aumentantes (isto é, caminhos alternantes que conectam dois nos 
expostos), para realizar ampliações. Uma ampliação consiste em trocar 
o papel solução/não-solução das arestas no caminho aumentante; a cada 
i3.mpliação dois nós expostos tornam~se r::.ão expostos. 
As seguintes operaçoes sao realizadas pelo algoritmo. 
Plantação ' da arvore Executada na inicialização e apos cada am-
pliação: Consiste em atribuir r6tulo externo sem predecessor a todo n6 
exposto. 
Crescimento da arvore Executada quando há uma aresta-de-igualda-
de' nZio-solnção unindo um nó ex·terno i a um nó sem rótulo j: seJa (j;k) 
a aresta-de-igualdade solução incidente em j; atribuir aos nos j' k 
rótulo interno com predecessor i, e rótulo externo com predecessor j, 
respectivamente. 
Ampliação Executada quando há uma aresta-de-igualdade nâo-solu-
çao unindo dois nós externos i,j: consiste em alterar o papel soluç~o/ 
nilo-solução das arestas do caminho aumentante P "" p. u 
l 
(i;j) u P. ou 
J 
seja se (p;q) E P então o novo valor de x . pq 
gu1r, eliminar o rótulo de todos os n6s. 
ser a x ~l~x · pq ' pq' 
4.3 Método húngaro para resolver o problema da designação 
Inicialização 
O. Atribua 
U· 
l 
~ ffill1 {cij j - n+l, . • I 2n} 1=l, ... ,n 
vj 
,. m1n {c i j- u. : 1. = l' . .n} l j=n+l, .. 1 2n 
Investigação da Solução Primal 
1. Atribua rótulos externos aos nos expostos, ' ra1zes das arvores 
ternantes; se n~o existem n6s expostos, termine. 
2. Se existe uma aresta-de-igualdade não-solução unindo dois nos 
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a se-
al-
ex-
ternos i, j, execute uma ampliação e vá para 1. Se existe uma aresta-de 
-i9ualdade não-solução unindo um nó externo i a um nó sem rótulo :j I 
execute um crescimento de árvore e vá para 2. 
Mudança Da Solução Dual~ 
J. Determine 
s l -
L 
( i: J I e uma aresta não-solução 
' unindo um no externo l a um no sem 
rótulo j 
min { C\-c : (i;j) e uma aresta não-solução 
.J 
unindo dois nós externos L j } 
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Se E ~ + w o problema 6 invi~vel, termine; caso contr~rio, para 
cada i (: N, faça: 
' u ·-l u. + E l se l e um no externo 
v 
J 
,_ 
vi - E se i' e um -no interno 
e v a para 2' 
Observe que as condições abaixo sao sempre satisfeitas: 
x~ - ((),l 
l] 
u- + v.J, 
L 
< 
xij 1 ~ 
c i j > 0 " 
\ [X .. ( i' i) 
!..._, l] 
i 
l [X_; i 1 ( i' j) 
{_, > 
j 
C- = 
J. j 
X 
J j 
c ,, J ,_ 
E A] 
e que quando o algoritmo 
então as condições aclma 
(i,j) E A 
(i' i ) E A 
- v. 
J 
0 (i' i) (' A 
0 (i' i ) E A 
0 ~ 1. e um no exposto 
0 i' ' " e um no exposto 
termina inexistência de -com a nos 
garantem que a solução e otima. 
expostos, 
Este algoritmo pode ser implementado com complexidade O(n3 ) [PSl]. 
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CAPÍTULO 4 
ANÁLISE DOS RESULTADOS COMPUTACIONAIS 
Os m~todos apresentados no capitulo III para resolver o PCV assi-
mútrico e o PCV simétcico foram implementados em linguagem PASCAL e 
testados no sistema VAX/VMS da UNICAMP. Foram também desenvolvidos 
programas geradores de redes ''aleat6rias'' para a realização destes 
testes. Est.e capítulo apresenta uma análise dos resultados computacio-
nais obtidos. 
l. PCV ASSIMÉTRICO 
O método particionar e limit.ar apresentado no capÍtulo III para 
resolver o PCV assimétrico, assim como o método húngaro usado como ro-
tina de limitar e as 5 rotinas de particionar também apresentadas no 
capÍtulo III fordm implementadas em PASCAL e testadas. Além destes me-
todos, foram implementados geradores de redes aleat6rias para gerar 
redes ''aleatcirias'' orientadas com as seguintes caracter5sticas: 
Tipo ' ' l - Rede real com 10 nos - 10 redes cot,; l0 nos e 100 arcos com 
custos reais com distribuição uniforme no intervalo (0, 10). 
Tipo 2 - Rede inteira (0,10} com 10 nos - 10 redes com 10 nos e 100 
arcos com custos inteiros com distribuição equiprov~vel no conjunto 
(VJ,l, .. ,l0}. 
Tipo 3 - Rede inteira (0, 1000) com 10 nos - 10 redes com 10 nos e 100 
ar-cos com custos inteiros com distribuição equiprovável no conjunto 
[0, l, .. ' 1000). 
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< 
Tipo 4 ~ Rede euclideana com 10 nos - 10 r·edes completas satisfazerdo 
as desigualdades triangulares com 10 n6s uniformemente distribuÍdos no 
quadrado com vértices {(0,0),(0,1),(1,1),(1,0)] e 90 arcos com cust.os 
reais iguais ~s dist~ncias entre os n6s dos pares ordenados associados 
aos arcos. 
< 
T1po 5 - Rede euclideana com 20 nos - 10 redes completas satü:;fazendo 
as de:Jigualdac1es triangulares com 20 nós uniformemente distribufdos no 
quadrado com vértices {(0,0),(0,1),(1,1),(1,0)} e 380 arcos com custos 
reais iguais às distâncias en·tre os nós dos pares ordenados associados 
aos arcos. 
6 - Rede real com 50 nos - 5 redes com 50 < nos e 500 arcos com 
custos reais com distribuiç~o uniforme no intervalo (0,10). 
Tipo 7 - Rede inteira (0,10) com 50 nós- 5 redes com 50 e 500 ar-
cos com custos inteiros com distribuição equiprovável no conjunto 
{0,1, .. ,10}. 
Tipo 8 - Rede inteira (0r 1000) com 50 nós - 5 rede!::> com 50 nos e 50!C· 
arcos com cust.os inteiros com distribuição equiprovável no conjunto 
[0, 1, .. ' 1000). 
Tipo ' ' 9 - Rede real com 100 nos - l rede com 100 nos e 500 arcos com 
custos reai.s com distribuição uniforme no intervalo (0, 10). 
Para as redes não-euclideanas, cada arco foi gerado da seguinte 
forma: 
Para cada um dos m arcos fazer: 
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1. Determinar o no i escolhido com distribuição equip.rovável em 
[1. . n), onde n e o numero de nos da rede. 
2. Determinar o no i escolhido com distribuição equiprovável em 
f 1 .. n}, onde n e o número de nós da ·rede. 
3. Se i = j, retornar ao passo 1, senao o arco gerado formado 
pelo par ordenado (i,j), 
Para as redes euclideanas, cada no e identificado por um par orde-
nado (x,y) correspondendo 6 sua localização no interior de um quadrado 
com v~rtices {(0,0),(l,0),(1.,1),(0,1)} e os custos dos arcos~ igual 6 
dist~ncia entre os nós associados. 
Para cada no l -- 1 .. n, fazer: 
1. 
( (:!' 1) . 
Determinar a 1ª coordenada x- com distribuiçào 
J 
uniforme em 
2. Determinar a 2~ coordenada Yj com distribuição uniforme em 
( \D, l} 
3. Para cada par de nos distintos i,j com coordenadas (xi ,yi ), 
{xj,yj), calcular o cDsto cij do arco (i,j) pela f6rmula: 
- + 
Observe que a rede gerada apresenta matriz de custos simétricos e 
que o PCV assim~trico correspondente pode ser resolvido como um PCV 
sim(~trico. 
As 10 redes dos tipos l, 2 e 3 (10 n-ós) foram geradas a partir das 
mesmas 10 sementes de inicialização do gerador de nÚmeros aleatórios. 
Isto significa que os 10 grafos (n6s e arcos) de cada tipo sao os mes-
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mos e com a mesma numeraçao e que os custos dos arcos das redes intei-
r as podem ser obtidos através do truncamento apropriado dos custos dos 
arcos correspondentes das redes reais. Esta mesma observaç5o deve ser 
feita com r·elaç~o ~s redes do tipo 6,7 e 8 (20 n6s). 
O algoritmo par-ticionar e limitar apresentado no capftu1o III com 
a rotina de limitar baseada no problema da designação foi implementado 
com uma chamada externa para a rotina de particionar. Para cada uma 
das 5 rot.inas de particionar e para cada um dos 9 tipos de rede foi 
compilado um programa com vetores de nós e de arcos dimensionados exa~ 
tamente com a quantidade destes e com o tipo das vari~veis de custo de 
arcos convenientemente declarados como inteiros ou reais. 
1 ~ 1. Tempo compu-tacional 
Tempo para obter a primeira solução viável 
Para t.odas a:;; redes com 10, 20 e 50 nos, a partição 3 foi a mais 
eficiente, porque apresentou um menor tempo de processamento (cpu) do 
que a.s outras partições (vide tabelas I a VIII). Para a rede real com 
100 n6s, a partiç~o 2 apresentou um resultado superior ~s outras par-
tlç6es (vide tabela IX). 
Tempo para obter a solução ótima 
Para as redes reais com 10 nos, a partição 2 foi superior.· as ou-
tras partições. Nas redes inteiras (0, 10) com 10 nós, as partíções 4 e 
5 apresentaram os melhores resultados, e nas redes inteirao:; (0,1000) 
com 10 nos, a partição 3 foi superior ~s outras partiç6es (vide tabe-
las I, II e III). 
S7 
euclideanas com 10 e 20 ' nos, as parti(;Õcs 2 e 3 f o~ 
ram superiores ~s outras partiç6es, sendo que para as redes com 10 nos 
ho~Jve uma pequena vanta9em para a partição 2, enquanto que para a"'- -n~-
eles com 2V) nós, a partição 3 obteve um resultado um pouco melhor elo 
que a partição 2 (vide tabelas IV e V). 
Para as redes reais e inteiras (0,1000), ambas com 50 nos, a par-
ti,;ão 3 foi superior às outras partições. Enquanto que para as redes 
inteiras (0,10) com 50 nós houve uma pequena vantagem da partição 2 
sobre a partiçào 3 (vide tabelas VI, VII e VIII). 
Na rede real com 100 nos a partição 2, foi superior as demais par-
tições (vide tabela IX). 
'l'empo para resolver o problema 
Pal"a as redes reais e inteiras (0, 1000), ambas com 10 nos, a par-
tiç~o 3 foi superior ~s outras partiç6es (vide tabelas I e III). En-
quanto que nas redes inteiras (0, 10) com 10 nos, as partições 4 e 5 
apresentaram melhores resultados com uma pequena vantagem para a par-
tição 5 (vide tabela II). 
Para as redes euclideanas com 10 e 20 ' nos, a partição 2 foi supe-
rior (vide tabelas IV e V). 
Para as redes reais e inteiras (0,1000), ambas com 50 nos, a par-
tição 3 foi superior, enquanto que nas redes inteiras (0,10) com 50 
nos, a partição 2 apresentou um resultado ligeiramente superlor ao da 
partição 3 (vide tabelas VI, VII e VIII). 
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Na rede real com 100 nós, a partição 2 foi superior as demais 
partiç6es (vide tabela IX). 
1~2- NÚmero de subproblemas 
NÚmero de subproblemas para obt.er a primeira solução viável 
Para todas as redes nao euclideanas com 10 nos (independentemente 
dos valores dos custos dos arcos), as partiç6es 4 e 5 foram superlores 
~s outras partiç6es (vide tabelas I, II e III). 
Para as redes euclideanas com 10 e 20 nós, as partições 2 e 3 fo-
r:am superiores às outras partições, sendo que na rede com 20 nós houve 
urna pequena vantagem para a partição 3 (vide tabelas IV e V). 
Para as redes reais e inteiras (0, 1000), ambas com 50 nós, as p~·n·-
tições 3 e 4 foram superiores ~s demais partições, enquanto que nas 
redes inteiras (0,10) a partiç~o 3 foi superior ~s outras partições 
(vide tabelas VI, VII e VIII). 
Na rede real com 100 nos, a partição 2 foi superior as demais par-
tições (vide tabela IX). 
NÚmero de subproblemas para obter a solução ótima 
' Para todas as redes nao euclideanas com 10 nos (independentemente 
dos valores dos custos dos arcos) as partições 4 e 5 obtiveram a solu-
çao ó·tima do problema resolvendo um menor mímero de subproblemas do 
que as outras par:U.ções, com uma pequena vantagem para a partição 5 
(vide tabelas I, II e III). 
N.! AMP 
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Para as redes euclideanas com 10 ' nos, a partição 2 foi superior às 
outras pat·tições, enquanto que nas redes eucJ.idenas com 20 ' nos, as 
partiçÕes 2 e 3 foram as que apresentaram os melhores resultados (vide 
tabelas IV, e V). 
Para todas as redes com 50 nos (independentemente dos valores dos 
custos dos arcos), a part.ição 3 foi a mais eficiente (vide tabelas VI, 
VIl e VIII). 
Na rede real com 100 nos, a partição 2 foi a ma1.s eficiente (vide 
tabela IX). 
NÚmero de subproblemas para resolver o problema 
Para todas as redes nao euclideanas com 10 nós (independentemente 
dos valores dos custos dos arcos), as partições 4 e 5 foram as ma1s 
eficientes, com uma pequena vant,agem para a partição 5 (vide tabelas 
1, li e III). 
Para as redes etlc1ideanas com 10 nos, a partição 3 foi a mais efi-
ciente, enquanto que nas redes euclidenas com 20 nós, a partiçào 2 foi 
a mais eficiente (vide tabelas IV e V) . 
Para todas as redes com 50 nós (independentemente dos valores dos 
custos dos arcos), a rartição 3 foi a mais eficiente (vide tabelas Vl, 
VII e VIII). 
Na rede real com 100 nos, a partiçâo 2 foi a mais eficiente (vide 
tabela IX). 
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1.3. Valor da primeira solução viável 
A partição l foi a mais e fie i ente em todos os tipos de redes para 
o qual ela foi testada (vide tabelas I, II, III e VI). Isto porque 0 
valor da sua primeira solução vi~vel foi menor do que o valor das so-
luç5es obtidas pelas outras partiç6es. 
Para as redes euclideanas com 20 nos, as partições 2, 4 e 5 foram 
superiores ~s outras partições, apresentando o mesmo valor (vide tabe-
la V). 
Para as redes reais com 50 n6s, as partições 4 e 5 foram superio-
res ~s demais partições (vide tabela VI). Nas redes inteiras ( 0, 10) 
com 50 nós, a partição 2 foi superior, enquanto que nas redes int.ei-
ras (0, 1000) com 50 nós, a partição 3 foi melhor (vide tabelas VII e 
VIII) . 
Na rede real com 100 nos, a partição 2 foi superior às demais par-
tições (vide tabela IX). 
1.4~ Proporção de subproblemas inviáveis 
As partiç5es 2 e 3 foram superiores as outras partiç5es neste cri-
tério de teste, porque apresentaram uma menor proporção de subproble-
rnas inviáveis em relação aos seus respectivos números totais de sub-
problemas gerados. Entretanto, nos 9 tipos de redes para os qua1s os 
PCV's foram gerados, a partição 3 foi superior a partição 2 em 5 ti-
pos, obtiveram os mesmos resultados em 3 tipos e a partição 2 foi su-
perior a partição 3 em apenas 1 tipo de rede que foi no PCV gerado em 
uma rede real com 100 n6s. 
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Para as redes reais e inteiras (0,1000), ambos os tipos com 10 
n6s, a partiç~o 3 apresentou 0% de subproblemas invi~veis (vide tabe-
las I e III). Nas redes inteiras (0,10) com 10 n6s e nas redes eucli-
denas com 10 e 20 nos, as partiç6es 2 e 3 tiveram ambas 0% de subpro-
blemas invi~veis (vide tabelas II, IV e V). 
Pari::l as redes reais, inteiras (0, lO) e inteiras (0,1000) todas 
com 50 n6s, a partiçâo 3 apresentou 2,07%, 3,47% e 2,12% de subproble-
mas invi~veis, respectivamente (vide tabelas VI, VII e VIII). 
Na rede real com 100 nos a partição 2 teve 2,81% de subproblemas 
invi~veis (vide tabela IX). 
1.5. Espaço de memória 
A partição 3 foi superior as outras partiç6es em quase todos os 
tipos de redes, com exceção das redes euclideanas com 10 nós, em que 
as partiç5es 2 e 3 apresentaram resultados iguais (vide tabela IV). 
Para as redes reais, inteiras (0,1000) e redes euclideanas, todas 
com 10 nós, a partição 3 necessitou armazenar até um máximo de 7 sub-
problemas na lista (70% em relação ao número de nós), e nas redes 1n-
teiras (0,10) com 10 ' nos, 6 subproblemas (60% em relação ao numero de 
nós) (vide tabelas I a IV). 
Para as redes euclideanas com 20 nós, a partição 3 armazenou um 
mé;Xlmo de 17 subproblemas na lista (85% em ·relação ao rní.mero de nÓs) 
(vide tabela V). 
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Para as redes r·eais e inteiras (0, 1000), ambas com 50 nos, o espa-
ço máximo de memória foi de 40 subproblemas (80% em relação ao ' numero 
de nós), enquanto que nas redes inteiras (0, 10) com 50 ' nos, o espaço 
máxuno de memÓr..iE'l foi de 41 subpToblemas, portanto 82% em relação do 
numero de nós (vide tabelas VI, VII e VIII). Para a rede real com 100 
nós, a partição 3 r1ecessitou armazenar at~ um máximo de 85 subproble-
mas na lista (85'6 em relação ao numero de nós). 
1~6. Conclusões 
Tempo computacional (cpu) 
Para obter a primeira solução viável mals rapidamente em redes de 
no máximo 50 nós, a partição 3 e a ma1-s indicada. Na Lmica rede real 
com 100 nos, a partição 2 foi a mais eficiente; por isso, para proble-
mas de dimensão igual ou superior a 100 nós é possível que a partição 
2 seja rnais eficiente do que as out.ras partições e sugerlmos a sua es-
colha nestes tipos de problemas. 
Para obter a solução Ótima em menor tempo, as partições 2 e 3 fo-
ram as mais eficientes, sendo que nas poucas vezes que a partição 2 
foi melhor do que a partição 3, a diferença de tempo entre as duas foi 
' rrarnma; por isso, para obter a solução Ótima em redes de dimensão 
igual ou inferior a 50 nos a mals indicada é a partição 3. Quanto ao 
tempo para resolver o problema, as partições 2 e 3 foram as mais efi-
cientes; entretanto, notamos que nos problemas onde a partição 2 foi 
5uperlor a diferença de tempo entre as duas partições foi ' > mJ_nJ_ma, en·-
quanto que nos problemas onde a partição 3 foi superior a diferença de 
tempo entre as duas foi considerável; desta forma, a mais indicada pa-
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C3 resolver em menor tempo PCV's de dimensão igual ou inferior 2:1 50 
nos é a partição 3. Nos PCV s de dimensão igual ou superlor a 100 nos 
é possÍvel que a partiçâo 2 seja a mais eficiente, tanto para obter a 
solução 6tima, como para resolver o problema. 
NÚmero de subproblemas 
Para obter a primeira solução viável com um menor nÚmero de sub-
problemas não houve uma partição que se destacasse, mas podemos afir-
mar que em todas as redes com 10 nós as partições 4 e 5 foram as mais 
eficientes, sendo que a partição 3 veio logo em seguida, com uma pe-
quena diferença entre estas 3 partições. Nas redes com 20 e 50 n6s, a 
partição 3 sempre aparece como a melhor ou uma das melhores. Para a 
Única rede real com 100 nós, a partição 2 se destacou. Por isso, para 
obter a primeira solução viável com um menor número de subproblemas em 
redes de dimensão no máximo 10 nós, recomendamos as partú;ões 4 ou 5. 
Para as redes com 10 < n::;.. 50 indicamos a partição 3, enquanto que 
para os redes com dimensão igual ou superior a 100 nós é possível que 
a partição 2 seja a mais eficiente. 
Quanto ao mlmero de subproblemas para obter a solução Ótima e tam-
bém para resolver o p·roblema recomendamos a partição 5, em problemas 
de dimensão igual ou inferior a 10 nós. Nas redes com 10 < n ~ 50 in-
dicamos a partição 3, e nas redes com dimensão igual ou superior a 100 
nós é possível que a partição 2 seja a mais eficiente. 
Qualidade da prilneira solução viável 
Nas redes euclideanas e nao euclideanas de no mJx1mo 10 ' nos, a 
mais indicada 6 a partiçâo 1. Para as redes euclideanas com 20 nos, as 
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rnd.ls indicadas são as partições 2, 4 e 5. Nas redes rea1.s, inteiras 
(0, 10) e inteiras (VJ, 1000) todas com 50 nos as partições mais indica-
das sao as 4 ou 5, 2 e 3 respectivamente. Nas redes com 100 nos, a 
JJiHtição 2 foi superior ' as demais partições, por 1.550 é possí.vel que 
em redes de dimensão igual ou superior a 100 nos esta partição apre-
sente resultados superiores ~s outras partiçÕes. 
Proporção de subproblemas inviáveis 
Em redes de dimensão igual ou inferior a 50 nos, a partição 3 foi 
a que apresentou urna menor proporção de subproblemas inv1.aveü3. Na 
ma1or1a das vezes esta proporção foi de 0%. Isto explica em parte a 
ma1or eficiência desta partição no critério de tempo computacional e 
numero de subproblemas, nestes tipos de redes. Na rede real com 100 
nós, a partição 2 foi a que apresentou menor proporção de subproblemas 
inviáveis. 
Espaço de memória 
A partição 3 foi a que utilizou um menor espaço de memÓria. Obser-
vou-se que o tamanho da lista atingiu no máximo 85% do número de nos 
do correspondente PCV. 
Diferença entre redes rea1s e redes inteiras 
Verificou-se que os problemas gerados com arcos com custos intei-
ros 5ào resolvidos mais rapidamente, tempo este menor à medida que a 
quantidade de valores possíveis diminui, ou seja, os PCV's com custos 
inteiros em (0,10) são resolvidos mais rapidamente do que os PCV's com 
custos inteiros em (0,1000). O n~mero de subproblemas tamb~m decresce 
a medida em que a quantidade de valores possfveis para os custos di-
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minui. Observe que o nlJmero de valores distintos dos comprimentos das 
rotas nas redes inteiras (0,10) ~menor do que nas redes 
(0, 1(:)00) e que por sua vez é meno-r do que nas redes reais. 
Comentários sobre a partição 1 
int.c~irus 
A partiçâo l foi comparada com as outras partiç6es somente em re-
des com 10 n6s, porque o tempo computacional (cpu) gasto por esta par-
tiç~o para resolver PCV's com 20 ncis foi super1or ao limita pre-
fixado. Para se ter uma idéia disso tentamos resolver com esta parti-
(;do um PCV com 20 nós e nao conseguimo~s, haja visto que o tempo compu-
tacional(cpu) foi super2or a 20 horas. Com isso, resolvemos com esta 
partiçâo dois PCV's com 13 e 14 n6s e obtivemos os tempos computacio-
nats (cpu) de 26:03,63s e 3:47:39,0ls, respectivamente. Conv6m ressal-
tar que nos problemas em que foi possivel utilizar esta partiç~o. a 
qualidade de sua primeira solução viável foi sempre superlor, 
valores muito menores do que o das outras partições. 
2. PCV SIMÉTRICO 
obtendo 
O método particionar e limitar apresentado no capÍtulo III para 
resolver o PCV simétrico, assim como o método pa·ra obter uma 1 árvore 
minima usado como rotina de limitar e as 3 rotinas de particionar tam-· 
bém apresentados no capítulo III foram implementados e testados. 
destes métodos, foram implementados programas para gerar redes 
t6rias'' n~o-orientadas com as seguintes características: 
Além 
"al.ea-· 
Tipo 10 - Rede real com 10 nos - .1.0 redes corn 10 nos e 50 arestas com 
cu.stos reais com dístribuiçã.o uniforme no intervalo (0, 10). 
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Tipo 11 - Rede inteira (0,10) com 10 nos- 10 redes com 10 nos e 50 
arestas com custos inteiros com distribuição equiprovável no conjunto 
[0,1, .. ,10}. 
Tlpü 12 - Rede inteira (0~ 1000) com 10 nos - 10 redes com 10 no~õ e ::-iO 
arestas com custos inteiros com distribuição equlprovcivel no conjunto 
Tipo 13 - Rede real com 15 nos - 10 redes com 15 nos e 75 arestas com 
custos reais com distribuiç~o uniforme no intervalo (0,10). 
Tipo 14 -Rede inteira (0,10) com 15 nos- 10 redes com 15 ' nos e 75 
arestas com custos inteiros com distribuição equiprovável no conjunto 
(0,1, .. ,10). 
Tipo 15 - Rede inteira (0,1000) com 15 nos - 10 redes com 15 nos e 75 
arestas com custos inteiros com distribuição equiprovável no conjunt.o 
(0, 1, .. ' 1000). 
Tipo 16 - Rede euclideana com 15 nós - lO redes completas satisfazendo 
as desigualdades triangulares com 15 nós uniformemente distribuÍdos no 
quadrado com v~rtices ((0,0),(1,0),(1,1),(0,1)} e 105 arestas com cus-
tos iguais ~s dist5ncias entre os nós dos pares n~o-ordenados assecla-
dos as arestas. 
' Tipo 17 - Rede real com 20 nos - 5 redes com 20 nos e 100 arestas com 
custos reais com distribuição uniforme no intervalo (0, 10). 
Para as redes não-euclideanas, cada aresta e gerada da seguinte 
forma: 
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Para cada uma das m arestas, fazer: 
1. Determinar o nó l escolhido com distribuição equiprovávcl no 
ccmjunt.o { 1 .. n}, cnde n é o núrnero de nós da rede. 
~ Determinar o nÓ j escolhido corn distribuição equiprov~vel no 
conjunto {l .. n}, onde n é o número de nós da rede. 
3. Se l ~ j, retornar ao passo 1, senão a aresta gerada e formada 
pelo par não-ordenado (i;j). 
Para as redes euclideanas, cada nó é identificado por um par arde-
no do (x,y) correspondendo à sua localização no interior do quadrado 
com vértices {(0,0),(1,0),(Ll),(0,l)} e o custo das arestas é igual à 
dist~ncia entre os nós associados. 
Para cada no l"" 1 .. n fazer: 
1. Oet.erminar a 1ª coordenada x1 com distribuição uniforme em 
(o f 1) . 
2. Determinar a 2ª coordenada Yi com distribuição uniforme em 
((),1). 
3. Para cada par de nó.s distintos i, j com coordenadas 
(xj,yj), calcular o custo cij da aresta (i;j) pela fÓrmula 
+ 
(x· J 
As 1(., redes dos tipos 10,11,12 (10 nós) foram geradas a partir das 
mesmas 10 sementes de inicialização do gerador de numeros aleatÓTios. 
Isto significa que os 10 grafos (n6s e arestas) da cada tipo sao os 
mesmos e com a mesma numeraçao e que os custos das arestas das redes 
in·t.eiras podem ser obtidos através do truncamento adequado dos custos 
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das arestas correspondentes das redes reais. Esta mesma observação 
deve ser feit.a com relação às redes do tipo 13, 14 e 15 ( 15 nós). 
o algoritmo particionar e limitar apresentado no capítulo III com 
i1 rotina de limituç~o baseada no problema da !_Arvore mfnima foi 1.rn-
plernentadc com um chamada externa para a rotina de particionar. Para 
cada uma das 3 rotinas de particionar e para cada um dos 8 tipos de 
redes foi compilado urn programa com vetores de nós e de arestas dimen-
sionados exatamente com a quantidade destes e com o tipo das va·riáveis 
de custos das arestas convenientemente declarados como inteiros ou 
reais. 
2.1~ Tempo computacional 
Tempo para obter a primeira solução viável 
Para todas as redes nao euclideanas com 10 nós (independentemente 
dos valores dos custos das arestas), a partição 1 foi a mais eficiente 
(vide tabelas X,Xl e XII). Para as redes reais, inteiras (0,1000) e 
redes euclidednas ~odas com ' 15 nos, a partição 2 foi a mais~ eficiente 
(vide tabelas XIII, XV e XVI). Nas redes inte~ras (0,10) com 15 ncis, a 
partição 3 foi a mais eficiente (vide tabela XIV), enquanto que nas 
redes reais com 20 nós a partição 1 foí a mais eficiente (vide tabela 
XVII). 
Tempo para obter a solução Ótima 
Para todas as redes nao euclideanas com 10 e 15 nós (independen-te-
mente dos valores dos custos das arestas), a partição 2 foi a mais 
eficiente (vide tabelas X a XV). Nas redes euclideanas com 15 ' nos e 
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nas redes reais com 20 nos, a partiç~o 3 fo1 a mais eficiente (vide 
tabelas XVI e XVII). 
Tempo para resolver o problema 
Para t.odas as redes na o euclideanas com 10 e 15 nós (independente-
mente dos valores dos custos das arestas), a partição 2 foi a mais 
eficiente (vide tabelas X a XV). Nas redes euclideanas com 15 nos e 
nas redes reals com 20 nós, a partiç~o 3 foi a mais eficiente (vide 
tabelas XVI e XVII). 
2.2. NÚmero de subproblemas 
NÚmero de subproblemas para obter a prl.meJ..ra solução viável 
Para todas as redes com 10 nos, a partiçã.o 1 foi a que apr.esentou 
um menor número de subproblernas (vide tabelas X, XI e XII). Para as 
redes reais e inteiras (0,1000) e tamb~m para as redes euclideanas to-
com 15 ' nos, a partição 2 foi superlor às outras partições (vide 
tabelas XIII, XV e XVI). Nas redes in-teiras (0,10) com 15 nós, a par-
tiç~o 3 fol superior às outras partições (vide tabelas XIV), enquanto 
que nas redes reais com 20 nós a partição l foi a que apresentou os 
melhores resultados (vide tabela XVII). 
NÚmero de subproblemas para obter a solução Ótima 
Pan-:1 todos os tipos de redes, a partição 3 foi a que obt.eve a so-
lução Ótima resolvendo um menor nÚmero de subproblemas. 
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NÚmero de subproblemas para resolver o problema 
Para todos os tipos de redes, a partiçâo 3 foi a que resolveu o 
pr·oblema resolvendo um menor número de subproblemas. 
2. 3. Qualidade da pr.une~ra solução viável 
Em todos os tipos de redes, a partição 3 foi a que obteve uma prl-
me ira solução vicivel de melhor qualidade (menor valor). 
2.4. Qualidade da partição 
Proporção de subproblemas inviáveis 
A partü;ão 1 apresentou uma menor pr:oporçao de subproblemas J.nv1.a-
v eis em quase todos os tipos de redes, exceçao apenas para as redes 
euclideanas com 15 nós em que a partição 2 apresentou uma proporção de 
subproblemas inviáveis menor do que as outras partições. 
Proporção de subproblemas cortados pelo titular 
Para todas as redes nao euclideanas com 10 nos (independentemente 
dos valores dos custos das arestas), redes euclideanas com 15 ' nos e 
redes reais com 20 nôs, a partição 2 apresentou uma maior proporção de 
subproblernas cortados pelo titular do que as outras partições (vide 
tabelas X, XI, XII, XVI e XVII). Para as redes reais, inteiras (0,10) 
e ini:eiras (0, 1000) todas com 15 nós, a partição 1 apresentou ma1or 
proporção de subprobl.emas cortados pelo titular do que as outras par-
tiçGes (vide tabelas XIII, XIV e XV). 
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NÚme·ro de titulares 
Na seçao de conclusio, sera feita uma abordagem sobre este crit~-
r1o, haja visto que os dados coletados não permitem comparar as parti-
çoes neste crit~rio. 
Proporção de subproblemas particionados 
Em todos os tipos de redes, a partição 2 foi superior as outras 
partições, porque apresentou menor proporção de subproblemas particio-
nados. 
2.5. Espaço de memória 
Quanto ao numero máximo de subproblemas armazenados na lista, hou-
v e um comportamento similar para a 3 partições. Cada partição necessi-
tou armazenar na lista uma quantidade máxima de subproblemas que equi-
vale a 100-% do número de nós do co·rrespondente PCV. A ' . UDlCd exceçao 
foi para ' as redes euclideanas com 15 nos e para as redes reais com 20) 
nos, em que a partição 2 necessitou armazenar na li.sta até um ' . max1mo 
de 14 e 19 subproblemas, respectivamente. 
Com relação ao n{unero médio de subproblemas armazenados na list_a, 
a partição 1 foi superior às outras partições em todos os tipos de ·re-
àes com 10 ' nos, redes inteiras (0,10) com 15 n6s e redes reais com 20 
n6s (vide tabelas X, XI, XII, XIV e XVII). Nas redes reais e inteiras 
(0, 1000), ambas com 15 nos, e também nas redes euclideanas de mesma 
dimensão, a partição 2 foi superior ~s outras partições, apresentando 
um numero médio de subpl-oblemas armazenados na lista menor do que o 
das outras partições (vide tabelas XIII, XV e XVI). 
Tempo computaciona 1 (c pu) 
(n, 101\0) :trnbns com JlJ nós, <1 flDrtlc;Go 2 (;a mi-l]_;c; i r' r li codn, 
enquanto nas redes reais com 20 nós, a mais indicarl,l 
~rlrtiçâo 1. ~ possivel que a partiçâo l seja a mais eficiente para to-
.:~~ os Pcv·s ~eril(ics e•n redes reais de dimens5o igual ou suoer1or il ~0 
P0ra obter a soluç~o 6tima mais rapidamente em redes nao eucl1dea-
com no mdxuno 15 nós, a partlção 2 é a rnai.s indlcuda. 
t.:om l ' 
' 
no~~, i nrJ ;_ C<FLl /, 
pc:.rtiç:Õ:; 3. É po.•.3!dvel que a partiç2Jo 3 seja a rncns eficicnl.e pacu 
Par0 resolver o problema mais rapidamente em redes nao euclidean~s 
·yu no máxuno 15 nos, a par·tiçâo 2 é a indicada, ist.o se deve em pürte 
-:-l esta partiç~o ter apresentado uma menor proporçao de ~ou bpro b 1 emé\ ~; 
";r ti c 1 cnudo.'; tJma mrilOr proporç~o de titulares. Al~m disso, esta 
;.-d!"tlÇi:10 scm~rc obteve uma grondo proporção de subproblemas cortados 
15 n6s e redes ro~11s r:orn 
:;.;: nos, a part.iJ,.~ão 3 1.:; mais ind_-icada. Por ü;so, espera-·se 
t_:l idena:.~ de dimc~s~o igual OLl superior a 15 n6s e nas redes reais d"' 
Nt.Ímero de subpr:oblemas 
p;_j [r t ]_ ~· 
;~o 1. E111 reda~ rE'(l~S e lDteiras (0,100()), ambas com 15 11~~. c;()ffiO t2m-
pôrti-· 
Para as reais cem 20 ' nos, a pactiçâo .l e a [)Ol~ 
~ocjd a rna1.s eficiente 
r::>3. 
Para obter a solução 6tima e tamh~m para resolver c problema com 
Qualidade da primeira solução viável 
!\ Llartiçfio 3 foi a mais eficiente em todos os tipos de redes, pDr--
obteve valores da primeira soluç~o vi~v~J menores do qlle 
o;tras partiç3es. Em vista disso esta partição~ a mais indicada parô 
cbter uma prime1ra soluçáo vi~vel de melhor qualidade (menor valor). 
Espaço de ' . memor1a 
Quanto ao numero max1mo de subproblemas armazenados na listA, as 3 
PJCt,LÇOC'S coprc~->cntdrdm result0dos semelhantes. O tamanho 
r: l!'1\!l1J. no rnaxLmo .!OO'i' do m:imero de nÓ;.;> do correspondente PCV. 
' i 1 --
dJ.mcnooéío i\1:u1 ou LO noc~. 
J nd LC<_l·-
-.:-.1 
Diferença entre redes reais e redes inteiras 
vc.:rlflCOU-~;e que os problemas gerados com arestas com ct1stos 
((~,10) ~no resolvidos mais rO[)ldamento do que os prut>lemas de 
dlt::ii:'.'ns·ào gcrwdo.;, com arestas com custos reai.s em (C!, JO) (? com 
resolvldos em tJm tempo con1~utaciunal praticamente (quassJ 1']\1"-11!'3' 
me:omas observaç6es devem Eer feitas com rclaçào ao 
NÚmero de t.it.ulares 
'i:-Js outras ;:artu.,:ocs, 8 provéível que esta partição este 
() t..i.tulac. •Ju seja, em detenninado mornento pode:,rno~o: 
f'Iocessumonto do z~rogroma e rrovavelrnente teremos uma boa soluç~o v1~-
\·( IsLJ <Jcont:eccu com o. partição 2. Por 1s:-;o, para. pcohl<~mds qrand~->;-; 
.-,.,. que o t~empu compuli::lClonal na maioria do~-:: vezes ext:rapola um cecto 
J•:;J.t€' e e l'recl~C flarar a execução d~J programa antes deste resolver o 
r·e:lJlemR, tomando como solução 6tima do problema a solução do atua 1 
.tuldc, a partiç0o :2 (S 21 mai~3 indicadu. 
3. CONCLUSÜES GEHAIS 
.3. l. PCV assimétrico x PCV simétrico 
Xesta scçao sera feita uma abordagem comparativa entro o limitante 
:d drcsis;nnç-0o usado para resolver PCV',,, assimétrico!':; e o JimiU1r1te da 
l>' mo:c: ,_una compara(;-;:-lo entre os tempos comput.acion.ai:s qasto e nurne(O de 
Limitunte 
O problcm0 d0 desiynaç~o llsado como limit~nte no PCV 
. . 
tlC,.Slff\.CtrlC',, 
rovou ser um bom ~imitante, porque o valor do limitante varjou r:nt.rc 
98,4(J\] Jo valor da soluç~o citima do PCV, com um valor mci•Jiu 
Enquanto que o problema da l_~rvore minima usado como limi-
t 1nt~ para resolver o PCV simétrico, mostrou nio ser t3o bom limitJnte 
lniJ_-
fJ.COU aba1xc limitante da designação, varunodo entre 
do V0lor d0 solllÇ~ü 6tima do PCV, com um vaJoc m6dio 
(}(J.'~vcvt-~ i.Jlle dl!lbd~-' as rot i. na~~ lim i tan tec-i tcrn 
·rempo computacional 
c E'CV ·':·o . ' . ~lmctrlcos apenas em redes de mesma d ns<.lD, 
f<m t:oJos os PC\/ em redes ni:=ío- eu c l :Ldea na~; com 10 ( }_Il-
,f0;-crldentement~ dos valores dos custos dos arcos ou arestas), observa-
. . . 
m0nor r1o casa Simetr1co c que os tempos computflclonai~:i 
. . 
:~-,; :l.~~:';1!-;'1C'tl:1.CQ. 
NÚmeros de subproblemas 
Em todos os PCV s gerados em redes n~o-euclidcanas com _10 nos ' . \ Jn·-
r;~~~--.er:den-u)mentc; dos valores dos cJJstos dos arcos ou arestos), obser-vrJ.-
n:-:.o:c: que o numero de ~ubproblemas para obter a primeira so1uc;Fio viÓvc->1, 
oocj lução 6tima e resolver o problema foi sempre menor no caso . . i::'lSSlme-
tricu. 
77 
TABEI.A I 
Vulores rrÓ:Jios de 10 rcv' s assinétricos gerados aleatoriamcmte em n~de::; com 
'" = l() nós, m =o 100 a.rcos e custos dos arcos reais gerados com distríbuiçào un1-· 
fornx; em (0, lO). O va.lcr da solução Ótirn<.> da designaçô.o foi em m.Y:ha ?2,LYJY; (io 
\·:Jlor da rota Ótir!li:l (.lA, 520/15, 771). 
:----- ----- - ---------- -- -r---~::---r--~=---T-~-~_--~--------::-~,-- -:--:--- , 
! Cntenos r:Jc testes ! Part1çao 11 Part:tçao 2 i Partlçao 31 PartJ.çao 4/ PartJ_çao ._, 
' ____ , ____________ ------i ·-----------1----·------· i--------------------- i-----------
1 TernpJ p/ obter a J.i_l i I* I* i 
- - ( - ' g- I 3 l I 
-;~,~:~~~~~~~~~~-~sêO~~~ 1----o~~~--~ :---~~-~--i ----~~3~ -i ----~~=5--~----~~=6-
! --~~-=~~~~,-~~~~~--~-~~>[~~~-~----~~=~--i -----~~~~--1-----~~~=--~-----~~~=--11 --- -~:-~=--
; TcmtXJ p/ resolver o ,i _I* I I 
! problerr-a (seg.) 38,48 1 1,16 
1 
1,15 1,27 i 1,25 
'- -------------------- ----'-----------I------------ I---------- ----------i------------
' :-.~:irncw de subprob. ))/ / 1: I , * * 
obter a 1ª soL vüw. i :·12,9 3, 7 i 3, 7 1 3, .l 3, l 
---- --------------------~----------~----------1----------- -------- -- ---- ---------
1 0.'Úrncm de ~.;ubf;r:ob. p/ ( i 1 11 * 
obt.~~-~-=== ~-=~~~·~---i--==~~~---!---==~~---!----~~~---~-----~~=--- ----~~=-·--
~,;limero de subprob. p/ i -~· I ) * 
·L · ,,.,,._.3,.12 "2 ·1 13.8 · llf' Jt-7 n::so ver o prot>tenvJ i"-·'-~-'., -lo, . , 1 •• , ~ _ , 
-------------------i---------- ----------! -----------1---------- -----------
1 . ! I 
'* ' I  I 
vi---~v·1•' (s-- '~() Ótl.Jn··') i 8 75 24,42 I 23 C)() 1 ~)6 <'16 
,_,,, '~ ' 1 "" ' '"-" < t I 1 ~ r • 
'-- -------------------- i ----------1----------1---------- ---------- -----------
.' <) ']'-' ""llbnlO[l'lf?l"'L'J'--' f I I* ' o c ,__ ·- -c~ " , " ' .._ .. I 
• "''' --,,"·~-;"' : )q r-:7 ' ·1 23 ·1 t' 1·• '-~'' ,-''~'"-""'"' ! -'''"'I ,- y r _,,__,_, 
--~,~:-,~-, .. ~-.-,,~,,~·-,,-,,:-(~;~,-- ---- ,! ------------1! -·---------) :.---------~------------ ----------
' ' 1 l . • \. ' ~ • • •.• "' i ' ' 
; p1 lha I 11 
1
• e ~- 7 - l2 I P 
- I I I 
:___ ----- ---~------- ________ L____ "' ______ _!_ __________ .... __ _1 ______________ ~--'------ -- _l_ 
; Fero da l ª solU()1o 
'*l fr;clica ,-s HP1hor [-'-.:Jrtic,'23o no critério ·ind1codo. 
TABELA II 
Valores ni-.:.lio::~ de 10 R::V~ s assirrétr.icos qerados ôleat_oriament.e 
10 nós, rn '~ }CX) drcos c custos do~'; arcos inteiro~ qercK10C·> com 
ifonne em (0, ](;'). O valor da .so.lução Ótirr1c1. da desigr1:1ção f:oi (~m 
cio \'tllor da n.lta ótirre (20, l/21, 5). 
(*) indica a melhor [X'lrtição no critério indicado. 
71:3 
ern n""Jes cum 
di~·;tribll:ÍÓ)o 
média 93, 4lJ'.;, 
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'l'ABELl\ Ill 
Valores; tT~~:o~ios cte 10 K"V~ s assirrétricos gerados aleatoriamente em redes com 
n "" 10 nós, m = JV)0 ar-co::cJ e custos elos arcos inteiros gerados com distr-ibuição 
cnnfonne em (0, lCY."JO). O valor da solução Ótim:] da designação foi em mécÜa 
z<2,l0% do valor da mta Ótima (1.457,9/1.583,0). 
( "') Indica a nlEõlhor r>::Jrt iç;ão no critério indicado. 
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TABELA IV 
Valores m<~1ios de 10 R.V ~ s assimétricos qerados a leatnr iarnente em redes E:u-
c1ideanas com n "" 10 nós tmifoTmemente distribxÍ:dos no quadrado com vértice~~ 
{(0,0),(0,l),(l,0),(l,l)} em= 90 arcos com custos dos arcos reai.s :tgual.s as 
distâncias entre os nó,.. associados. O valor da solução Ótima da desiy--nação foi 
ern média 9VJ,tíJ7'l, do v;üm· da rota ÓtÍrni:l. (3,882/4, 310). 
-~~T~~~z"=-~~~~==~~--1 ~==~~~~"-: ~==~~~~~-= ~:=~=:~"-= ~:~:-~<;~:3 ~=~:=<;~:~~~ 
!~'~~ã~1v~~~:I (s~.)~ 0,57 * 0,32 * 0,32 0,43 I 0,4J 1 
!-;:~-~~-~;,~~~-~-----~---------- :---------,---------- ----------~----------1 
sol~1çã~- 5tima (seg.) 
1 
7,41 0,93 I 0,98 1,33 I 1,33 I 
-~~~~~:2-7:~~~;-~-,-,--1--::~~:~-- :---:~::--~----:~=-- ----:~::--~----:~::--
-----------------------1---------- ---------- ----------~---------- ----------
Ntirnero de subprob. , p/ j * * ' 
obteraJ?sol.viav.l 22.,9 4,5 4,5 
--~---------------------i---------- ----------- ----------
NcnTX"i't:"O de .subç;r~.\b. p/ 1 * 
obter a sol. ot'llna : 344,5 13,8 
,-----------------------1----------'---------- ----------
' NÚrrcro de subprob. p/ 
resolver o problerr.:> 12.938,7 27,5 
15,2 15,0 
l Erro da ]':i! solução 
1
, * 
i vlc.Ívcl (% do Ótimo) 3, 02 5, 41 
i---~-~--------------·----~------~---!---------- -~--------
' t de subproble!Tk'i~O I I* 
-~~~~~~=~=------~-----i -·---~2~~~-1----~-----
;\l tura rráxllne. da I I * * 
--~~--~~~~-------- .. ------- ___ l_ ___ H) ___ L __ ~ ___ L_ 7---
6,40 
4, 6 I 4,6 
----------i----------1 
I 1s, (?) ! 
---:--~--- ---:~-----1 
~9,b ,_.),6 i 
---------~----------1 
- 41 · , 11 I -::;' .. I .) ' '- I 
----------- ---------- í 
7 2 -- 7 'f I , b , "·) I 
-----------1----------1 
I i 
1 11 I 
I í 
--~----·---.1-__ """"_, _________ , 
• 
26,6 
• 
0 
11 
(*) indica a rrelhor parti.::;ão no critério indicado. 
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TABELI\ V 
Valores ~'<hos de 10 PCV~s ass.in:étricos gerados aleatoriamente <-.ml redes eu-
clidea.-,a.::: com n "' 20 nós uniformemente distribuÍdos no quadrado com véLtices 
[(0,0:1),(1,0),(0,1),(1,1)} em"' 380 arcos r.-am custos dos arcos reais igt:tais as 
distâncias entre os nós associados. O valor da solução Ótine da de.signação foi 
em média 86,91'S do valor da rota Ótima (5,31/6,11). 
-~ ~~ :é:=~~-di .:~=: ==~ -1-ii~:~~~~~~ ~:-~-~~i~~-~ ~-~-;:;ã~~1 p~~-;·.~c-.. ,ã-o--~--[-}~é~~~~~i~~---~-1 
Temço"·p/ ol;'ter a .F! 1 i -·:-------- -----------~------·----~ 
-~~~~~~~-~~=~~=-~:~~~21----------- ____ :~~=-- ---.-~~~~-- -----~~==-! ------~~:-~-1 
Temoo -o/ obter a 1 
-=~=~ç~~-~:'."."'_~==~~~- ---------- ---~=~==-- ___ :=~~=-- ----~=~~~-1---~=~~=-1 
Temr:o p/ resolvec o * I · 
pcoblen-.:·1 (seg.) i 102,12 l06,ü3 143,01 1 142,60 
----------------------1-·-----·---- ---------- ---------- ---------- ----------1 
Número de subprob: y/1' * 
1
. 
obter a JY- soL v1.av. 9,1 8, 9 9, 2 9, 2 
----------------------1---------- ---------- ---------- ----------_----------1 
N\)znero de subprob. p/ * I , 
obter a sol. Ótima 85,VJ 84,9 99,0 I 99,0 / 
---------------------- ---------- ---------- ---------- ----------1-·--------1 
~~~~~~c~805~~~~~~~;o:)p/ *175,2 181,5 lB9,0 I W9,0 1· 
-------------·--------- ---------- ---------- ---------- ----------1.--------·--
Erro da 1ª solução * 1 * I * I 
·-~~~~~~-~~-~~-.~~~~~~~~--~----==---- ----~~~:~--1----~~~~-- -----~~==-1·-----~~~~-1 
\fi de subproblemas I _
1
1 * ' * 1· I I 
lnVlúVet.~l I 1 0 0 _ 7,62 7,62 ! 
--~~~:~~-:~~~-~~-----i---·------- i---------- -:--- ----~---------- ----------1 
L~~~h~~~-----·-- --~~l 18 ~L 17 _j~-3~___L_ --~~---__! 
(*) lmlic<J. u rrcl_hor p_-,rt.:i.çáo no cn_tério indicado. 
'l'ABEIJ\ VI 
Valore:s médíos de 5 lZV~ s assimétricos çrerados aleatorimrK:nte 
"' "' 5C'l nós, m = .500) arcos e custos dos arcos t?..ais qerados com 
ulnfotl1le em (0, lO), O valor da solução Ótima da desi(Jnação foi em 
do valor da rota. Ótirna (83, 34/85, 28). 
f'·; n 
ern rede;3 com 
cilstrib\Jiçi:ío 
mf::,Jia 97, 73'1:, 
·········----·- -----------··---.... .., ·-~---·--,---·- --·-·r·---·- .. ····-·· . 
:-=~~~:~~~~-~:-~~~-=~~---i~~~~~~~~-~ I~~~~~~~~-: I~~~~~~~~-= 11 ~:~:==~~-~ =~~~~~=~~-~I 
i Temp:J p/ obter a 10 1 * [ i 
i so1uçào viável (seg.)l' -- 28,74 23,581 37,34 1 37,17 j 
-:--------------------- ----------' ---------- ---------- ----------~---------- !' 
rem[D~p/ ,o~ter,a I * - I r ,. - 'Q I ') - c ! 
sollx;ao otuna \Se(J.) 975,80 960,13 I 2.020,<L .... lJ0,b:l ! 
i ____________ _. ........... , ........... --------- ··-------- ----------! ----··-----1 
1 Temro p/ reso.l ver o ! * I 
1
. 
-;~~~~~~~~;~;,~~~~~~~~ 1---------- .. :~~~:~=~-~-~~~~~~~~- í -~~~==~=~-1-2~24~:-~~- i 
outer a }B soL vwv.l 21,4 7,2 7,2 I /,4 ! 
i -·~l~~~~·-~~-~~~~~~~~-~~ ~--·-------- ---------- -:-------- ----------i----------~ 
o"bter a sol. Ótinn ; -- 435,4 : 363,4 482,2 i 4eV),2 I 
---------------------·1---------- --·-----·-1---------- -----····· ---------· 
NÚmer-o de subprob. p/ I 1 I * í I 
resolver o problerna I 459,8 386,4 502,2 ')00,2 
....................... =----i---------- ---------- , __________ ----------~----------1 
Erro da l q soluçao I ' I • I * I 
viável (% do ót:iJro) 1 -- I 24,16 , 20,06 I .15, 74 j 15,74 i 
-~-,;~~:,~~~~~~~:~~~----~------ --- ----------1·:-- -----, ----------~-- -------, 
• -~~~~~~e~~~~~~,~-~~----- I--- ------ -----~: ~3 -1-:---=:~~-~----==:=~-l----=~~~2-! 
1 pll·h·"---- _______ J ------- _L __ ~4 _L_.~ _ __L_~~---- ___ s, -- ..J 
(*) i.r1dica a rrelhor p:'1rtição no critério indicado. 
f33 
TABELA VII 
V,üores n\f:.~:hos de 5 PCV's assinét.ricos gerados aleator.iamente em redc~s com 
n ;_ 50 nós, m = 5C)C1 arcos e cus-tos dos arcos inteiros gerados com distribuú;ão 
~1r-:ifonne em (O, 10). O valor da solução Óti;na da designação foi crn m"~"Jia 9e,-4cW, 
,j(_) valor ela cota Ótirna_ ( 110, 8/ll2,6). 
(*J Indica a 1nelhor parLiz;ão no critério indicado. 
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TABElA VIII 
Valores médios de 5 KV' s assinétricos ge:rados aleatoriamente €m redes com 
r ""' 50 nós, m "' 50)0 <J.rcos e custos dos arcos inteiros gerados com distribuição 
uniforme em (0, lC'K:X::t). O valor da solução ótim da designação foi em média 
'-1"7, 73% do valor rJa rota Ótim (8, 359, 8/8.554,0). 
:·-----·--- ·:· .--- ·---·--- --·--r---:- ~---·r·-~_--~----:·,----·-. -: ------·-- ~--·- ----·-- --, 
; Cntenos de tostes iPartJçao 1 PartJ.ÇdO 2 Partlçao 3 Partiçiío aiPactu;ao ''I 
i -~':r~;-~.~-~~~~~-~-~;-- J ---------- ----------1 -:--·------ -----------~-----------! 
i o-;;cluçâo viável (seg.) 16,63 11,81 18,75 I lH,69 1 
i-~,~~~-;);-~~~:~-~------ ---------- ------·---- -:--·------ ----------~---·-------
solução Ót.irra (seg.) 561,58 534,40 1.143,72 I 1.127,07 
-----------------------1----------~---------- -----·----- ----------; ----··------1 
Tempo p/ resolver o ] 
1 
* ] 
-~~~=)~~~-~~~~~~~------1----==---- ---~=~~=~- ___ :~~~==- -~~=~~~=~-1-~-~=~~~==\-
:-.;-úmero de subpr:ou. )JI i 1 * * j 1 
: -~~~=~-=-=~-=~=~-~~~~~ 1----==---- ----==~~-~ -----~~=-- -----~~=--1-·----~-~~-J 
~t~~ro~d= sub\r?b~ p/[ c * .- __ c 1 ~ : I 
,_LLr o ::ool. OtllT'd 1 -- 1 434,4 364,6 48J,6 I 4B;,b I 
·:,::··~--:---:-~:.~----i------ ----~----------1-:--------~---------- i---- ----i 
"c.udCTC de SU•Jf.L ... t;. P/1 ! I I ' I 
-~-~~~~~~,~-~-~~~,~~=~~--/-----==----i---~:~~~-- ---=~~~:: __ ! ___ ~~~~=-- J ---~~~~~=--· l 
~~~t(~:d~:~~l~~2 __ i-- -------1----=~~~~- _: __ =~~~-! -- -=~~1~-1- :2~17-1 
% de subprob.lemas I 1 * I ; I 
: -:~~~~:=~,~::,~-~~- -- -i--- ==--- -~~~-----~~-~~- ~~-:---=·~=-r----==~=~- I- -2:~"~- i 
p Hn 1 -- 44 40 1 fll I 81 1 
L _____ ·----~-·------ ____ L_ ~-_[ ________ L _____ _j__ ____ . _ _j_ __j 
(*) _indica <-l melhor- f.YiLLÜ~âo no cri.tório indicac1o. 
8') 
'l'ABE:Li\ IX 
Valores de 1 l?(.V assllretrico gerado aleatoriamente em uma rede com n "'' l0VJ 
nós, m "" 50C'l arcos e custos dos arco~c; reais gerados com dü;tribuição uniforme ern 
(O, lO). O valor da soluç.Õo Ótinn da designação foi em mé:lia 97, 761; do va1or· da 
rota Óti.Jm ( lSO, 73/154, 18). 
:iÚrnero de subprob. p/ 
obter a sol. ÓtirrB 
--_:-------------------~----------
1\umero de subprob. p/ 
resolver o prol:)le~na 
E,'rro da 1.ª solução 
vii:lvel (% do Ótirro) 
* 
1289 
* 
1496 
* 
22,58 
1562 1918 1914 i 
----------~--------~----------! 
I I 
1772 2128 I 2123 I 
---------- ----------~----------1 
26,29 39,51 i 39,5J I 
---------- ----------1---------"- I 
22,37 I 22,19 1 
----------1--"--------! 
170 1 170 I 
-----~L-~-·-"'-·-·~··-··-j 
{*) Irxhca a nelhor r--x:>rtição no critério indicado. 
'I'ABELA X 
\'alore.s médio~3 de 10 PCIJ# s sinÉtricos gerados aleatoriamente em rcile:c; com 
n = 10 ncSs, m "' ':::{) are.st:as e custos __ da~ ~restas reais qerac:Jos cor~ distt'ibuír;iio 
um forme em (0, lO). O valor da soluçao ot]_[na da l __ Árvore fcH em tnC"<lj,-, 6':,,EJ'L du 
-..·,11 c.1r da rota Ótima. ( l_l, 262/17, 1()7) . O tcm_t.--:o m&ho de rxcxx~~;,;oamcntu ((:;-_~u) ;x1ra 
uLter a primeira l __ ârvore foi de 0,029 sesl· -
-~-~-~~~~~i-~~~~~=-~~~~~~~i~~~~-~~-~--~~-~~~-~~i~~~-~ _ "1~~~~~~~~~--~~~~~~~~~,~~~--Tl - 1- --1 
Temo:> n/ oLter a rrrilrreira 1 * I I i 
_:~~~~~~~-~~~~=~--~=~~~~--------1--- ---~)~~~---~-----~~~~---~- ----- -~~2~----1 
- I Tempo p/ obter a :'">() lu(;ao * j 
c)tirn.a (;o:;eq.) L 78 0, 95 1, 45 I 
-----------------·------------- ------------- ~------------ --------------1 
Tempo p/ resolver o 11* I 
p:roblem { seg. ) 3, l3 1, 66 2, 68 ! 
---------------------------- ____________ ] ____________ ------------1 
:-;2 de subp. p/ obt.er a 1ª * li ' 
sc.lução viável 1 11,5 19,1 97,1 J 
-~;-~=~~:~~~-;~-~-~~~~-~-----,------------~-------------1 :--·---------1 
~~=~~a::.~~=~~-~:~,;;~~~-~-~---611,6 ____ 1---=~7 ~~---- 1 ~--269~3 ---1 
-~~~~==~~-~------~=·---~-:-----,~-~~~~=~=----!---~=~~~---- ---~=~~~----1 
Erro da 1ª- solu<;ao Vlavel * I 
(%do Ótino) I 89,17 49,28 , 30,97 I 
-----------~~------~~--------- ------------ ~~-----------~------------' 
I, I 'i, de subproblerres * 
-~~~~~~~~~---------·------------- I---· ·---=-~~~----~---·---~~=~---1·----~=~~=---
'~, dC' subprob.coL·tado;-o rx:lo _ _ * r::: 1 ., . 
titular 46,06 .)1,11 , _)S,lJ I --------------------------·-- -- ------~~--- ----------·--1--------- ---1 
I % de tit.ulares I 0, 58 0, 78 I 0, 67 I 
: -;-~,~-~~~;~~~~~~~::----·------~------------ :-----------~------------
1 ~~~~~=~~:~~-~~----------1:---~:~95 ___ 1:---4:~1~---1:---4;~2: ___ 1 
~-~;~~~-~~~:-~:------------ :----:~::---~-- --:.,!:-l---:~::---1 
(*) Indica a me.1hor partição no critério indicado. 
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TABElA XI 
Valores rnédíos de 10 :KV~s simétricos gE-rado:::- aJeat.oriamente em redes com 
n "" 10 nós, m = 50 arestas e custos das arestas inteiros gerados com distribtü-
çao uniforme em (0, 10). O valor da solução Ótima da l_á:r:vore foi em média 75,02:% 
do valor da rota Ótima (17,1/22,8). O tempo médio de processamento (cpu) para 
obter a primeira 1 árvore foi de 0,026 seg. 
I Critérios de testes 
1-----------------------------
! 
I 'l'emço p/ obter a primeíra 
i solução viável (seg.) 
1----------------------------
1 
Temço p/ obter a solução 
ótima ( seg. ) 
!-;~~~-~~-~~~~~~~~-~--------
! problema ( seg.) 
1----------------------------
1 N2 de_~ subJ?: p/ obter a 1 ª 
1 soluçao Vlavel 
1
-----------------------------
1 N2 de subp. p/ obter a 
j solução ótinB 
~-~;-~~-~~;~-~~-~~~~~~~~-~--
] problem.'l. 
~-----------------------------
1 Erro da li:! <.'JO~ução viável 
i (% do otimo) 
Partição 1 
• 
1,40 
1,95 
* 
17' 2 
507,4 
842,0 
59,21 
I------------------·---------- ------·------
1 % de , subproblemas 
1 inviaveis 
• 
2,49 
Partição 2 Partição 3l 
------------1 
0,09 
• 
0,86 0,93 ____________ \ "•-----------
• 
1,28 
21,1 
328,3 
1,75 
I 
I 
------------1 
55,0 I 
---·---------
• 
172,9 
• I 
496,1 346,4 i 
------------1------------1 
I• I 40,79 25,88 
----·-------- ------·------1 
7,06 10,36 l ·------------ ------------1 ~------------------------------ ------------
1 % de subprob.cort.ados pc'lo * 
I ;=~:=~~~~~~~::------------- ----~:~~~--- ----~~:-~=---~----=9~==---~ 
1 1 0,74 0,89 1 1,04 1 
-~-----------~--~-----------~------------ :-----------~-------------1 
..s de subprob~.ernas I 
r::articionados 49,94 42,33 49,19 
I
"----------------------------- ------------ ------------ --------------
Altura máxima da * * * 
1 pilha 10 10 10 
1 
i---------------------------------------- ------------ ------------1 
1 Altura média da * I 
1 pilha 4,44 4,58 L 5,86 J 
L --'----- --'----~--' ---~~--
(*) indica a melhor partição no critério indicado. 
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TABELA XII 
Valores Tib:...~ios de 10 f{)l, s sinétricos gerados aleatoriamente em redes com 
n = 10 nós, m = 50 arestas e custos das arestas inteiros gerados com distribui-
ção uniforme em (0, lçy;x;)). O valor da solução ótina da l_árvore foi em m2dia 
66,08% do valor da rota ótllra (1.133,6/1.715,5). O tempo mé.dio de processamento 
(cpu) çera obter a prirreira l_árvore foi de 0,027 seg. 
Critérios de testes 
1----------------------------, 
I Tenlp) p/ obter a primeira 
I solução viável (seg.) 
Parti~ão~Pa~içã~~ Par·tiçã~~ 
• 
0,06 0,08 0, 58 
1--------------"-----------·---
, I -! Temro p obter a soluçao * 
' Ótim ( .seg. ) 1,81 0,97 1,47 
Tempo p/ resolver o 
probleJTa ( seg. ) 3, 20 
:-----------~------------1' 
1,69 2,73 
N" de subp. p/ obter a lê 
1 solução viável 
* 
11,5 19,1 94,4 
,; _____________________________ ------------ ------------ ------------
N2 de subp. p/ obter a 
solução ótirna 
N2 de subp. p/ resolver o 
problenB. 
Erro ela 1ª solução viável 
(% do ótim) 
612,4 
1.065, 2 
88,94 
356,9 
638,0 
49,15 
* 
270,3 
• 
521,1 
* 
30,90 
i-·--------------------------- ------------ ------------ ---------·---
1 % de s<.tbproblernas * 
! inviáveis 3, 38 6, 25 
f----------------------------·- ------------ ------------
i % de subprob.cort.ados pelo * 
11,80 ' 
------------1 
1-~=~:=~~~:~~~:~-------------~----:~~~~---~----=~~~~--- ----=~~=~-­
!-~-~:-::~~~~~~:~:---------- -----~~=~---1:----~~~~---~-----~~=~--­
I -~~~~=~~~~~:---------------!----~~~~=--- ----~=~==---1----~=~-=~---
1 Altura rráxima da 
1
,. * Jl* 
1 p"L.lha 10 10 10 
)}~~:~-~~:-:-=~-~----- :----:~::--- =-:~::--- -----:~::---
(*) Indica a melhor p3rtição no critério indicado. 
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TABElA XIII 
Valores médios de 10 R:V's sirrétricos ge-rados aleatoriament.e em redes com 
n "' 15 nós, m = 75 arestas e custos das arestas reais gerados com distribuição 
unifonne em (0, 10). O valor da solução otl.ITia da l~árvore foi em média 59,90% do 
valor da rota Ótima (17, 382/29, 017). O tei!lpJ de processamento (cpu) p::---:~ra obter a 
prineira !~árvore foi de 0,037 seg. 
r Critérios de testes Partição 1 1 Partição 2 Partição 3 
1----------------------------
1 Tempo p/ obter a primeira * 
I 
solução viável (seg.) .13,06 0,36 4,56 
~----~----------------------
* 1 Ternç:o p/ obter a solução 
1 Ótirra ( seg. ) 106, l3 73,27 147,22 
1----------------------------
1 Temp:J p/ resolver o 
! -~=~~=~~~-~~~~~--------·----! N2 de subp. p/ obter a H 
449,99 
I solução viável 3.670,6 
i----------------------------
24.561,4 
1 
1 N2 de subp. p/ obter a 
I solução Ótima 
1----------------------------
* 
144,78 
i 
248,75 I 
------------ ------------1 
• 
89,7 459,2 I 
------------ ------------1 
I* . 
18.242,8 i 16.883,9 
------------1------------
• 1 N2 de subp. p/ resolver o 
1 problema 95.474,6 34.960,2 28.309,5 
1----------------------------
! - . • 
1 Erco da 1ª so.~ U(iao Vlavel 
' ('6 do otlmo) 
1-----------------------------
68,21 58,22 24,19 
* 
1 % de subproblema.s • 
' . . .' . 5 28 
i-~-~~==~~==------------·------ -------~----
11,92 12,02 
1 % de subprob.cortados pelo * 
I titular 44,70 44,69 39,60 
1---------------------------- ------------
1 % de titulares 
I 0,01 0,03 0,02 
~-;-~~-~~~~~~~~~~~---------- ------------ :-----------
[ r:e-rtic.ionados 50,00 43,36 48,36 
I
.---------------------------- ------------
1 Altura máxima da I* * 
I pilb<:~ 1s 15 
• 
15 
1-~~~~~:-~i~-~~-----~~~---~------~~::-- :-----:~::--
(*) Indica a melhor r,::artição no critério indicado. 
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TABELA. XIV 
Valores médios de 10 PCV~s simétricos gerados aleatoriamente em redes com 
n = 15 nós, m "" 75 arestas e custos das arestas inteiros qerados com 
distribuição uniforme em (0, 10). O valor da solução Ótina da l __ árvore foi em 
média 69,05% do valor da rota Ótima (26, 1/37 ,8). O temfXJ médio de processamento 
rura obter a primeira l_ál~e foi de 0,034 seg. 
1---===~~==~=-~=-~==::: ______ 1_~:=~=~~~-=-~-~:==~~~~-=- Partição 3 
0,28 
1 Tempo p/ obter a pr:íme ira 
j solução viável ( seg. ) 0, 36 0, 68 
• 
í---------------------------- ------------ ------------
1 TemfXJ p/ obter a solução * 
1 ótima. (seg.) 121,24 59,89 90,53 
Tempo p/ resolver o * 
1 probleffl.2l. (seg.) 401,60 124,87 200,45 
1---------------------------- ------------ ------------
1
, N2 de subp. p/ obter a 1ª 
solução viável I 86,3 184,6 
·-~;-~:-~~~~~-~~-~~~~~-~-----~------------ ------------
• 
21,3 
• 
solução Óti.rnô 27.217,0 14.926,6 10.468,0 
I 
1 NZ de subp. p/ resolver o * I problerre 86.811,0 31.028,0 23.070,7 
1----------------------------
! Erro da lª solução viável • 
1--------~=-~~-~=~~~~-------- 51,59 42,33 14,02 
1 ~ d":,su~problerres 
I lDVlaVelS 
1----------------------------
1 % de subprob,cortados pelo 
I titular 
~----------------------------
1 % de titula'l':-es 
i-----------------------------
1
, % de subproblemas 
p:t:cticionados 
,----------------------------
1 Altura máxima da 
!-~~=~: ______________________ _ 
I Altura média da 
I pilha 
• 
* 
* 
• 
3,49 
----==~==--,-----==~:~ __ ! 
44,45 I 39,64 46,50 
0,01 0,03 0,02 
* 
50,00 43,40 47,97 
* * 
15 15 15 
6,68 6,88 8,60 
(*) Indica a melhor pa_rtição no critério indicado. 
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TABELA XV 
Valores médios de 10 PCV' s sinétricos gerados aleatoriamente em redes com 
n = 15 nós, m - 75 arestas e custos das arestas inteiros gerados com 
distribuição uniforme em (0,1000). O valor da solução Ótima da 1 árvore foi em 
média 60,02% do valor da rota Ótima (1.746,1/2.909,4). O t~mpo médio de 
processamento (cpu) rura obter a primeira !_árvore foi de 0,033 seg. 
: --;~I~~~~;~~~~~-:~;:~~~--f-::~==~~~-=- 1 :~~=-
i solução viável (seg.) 1 1,43 0,36 
1---------------------------- ------------ ------------
1 Tempo p/ obter a solução 
I Ótine. ( seg. ) 95,22 
• 
73,10 
! -------------------·--------- ------------ ------------
1 Tetrq:X) p/ resolver o 
I problem ( seg. ) 433,31 
* 
142,33 
j-~~-~~-~~~~~-~~-~~~~~-~-~~-- ------------ ~-----------
\ -=~~~~~~-~~~~~=-------~------ ----==:~=--- -----~=~=---
N2 de subp. p/ obter a 
I solução Ótim:J. 21.366,6 18.232,9 
1---------------------------- ------------ ------------
--·-·--] Partição 3 
------------
4,45 
145,34 
245,09 
455,3 
* 
16.902,9 
1 N2 de subp. p/ resolver o * 
problema 92.050,2 34.883,1 28.284,3 
Erro da 1ª solução viável 
! (% do ótirm) 68,01 
~---------------------------- ------------
1
, % de subproblema.s * 
inviáveis I 3, 70 
1---------------------------- ------------
1 %de subprob.cortados pelo 1* 
i titular 46,29 
1""--------------------------- ------------
!_:_::_:~:~~:::: _____________ ------~~~=--
1 
% de.s':'bproblema.s 
part~c~onados 50,00 
,---------------------------- ------------
1 ' " I Altura mx:lll13. da * 
pilha 15 
Altura média da 
pilha 6,87 
• 
58,06 24,10 
11,93 12,01 
44,b7 39,63 
0,03 0,02 
• 
43,37 48,33 
• * 
15 15 
• 
6,64 9,11 
(*)Indica a melhor pa_rtição no critério indicado. 
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T!\BEL1\ XVI 
Valores médios de 10 r:cv~s simétricos gerados aleatoriamente em redes eucli-
deanas com n = 15 nós uniformemente distribuÍdos no quadrado com vértices 
{(0,0),(1,0),(0,1),(1,1)], em= 105 arestas com custos das arestas reais iguais 
às distâncias entre os nós associados. O valor da solução Ótima da 1 ãrvore foi 
em mE;a_ia 79,46% do valor da rota Ótima (2,418/3,043). O t"emr:Ü ni-'dio de 
processamento (cpu) re-ra obter a prirreira !~árvore foi de 0,048 seg. 
~- -r 
I Critérios de testes Partição 1 
!---------------------------- ------------
'1 Tempo p/ obter a primeira 
solução viável (seg.) 0,13 
1-----------------------=---- ------------
,1- Tempo p/ obter a soluçao 
Ótinu (seg.) 350,29 
! -.~~-~~-~~~~~~;-~--------~------------
1-~~~=~~-~~~~~2 ____________ ----===~~~--
i N9 de-· sub~ .. p/ obter a 1ª 
1 soluçao v1avel 15,3 
1---------------------------- ------------
1 
N9 de_ sül?P: p/ obter a 
soluçao ot1.rna 79.968,2 
1---------------------------- ------------
1 N9 de subp. p/ resolver o 
( oroblema. 120.056,6 
~-~~~-~~-~;-~~~:;~~-~~~~~~-- ------------
1' (% do Ótüro) 65,65 
i -----------------------------
1 % de subproblemas 
I inviáveis 
1----------------------------
1 % de subprob.cortados pelo 
I titular 
% de titulares 
49,84 
Pa·rtição 2 
* 
--~ Partição 3 
------------
0,10 0,23 I 
------------
* 
35,92 20,62 
• 
52,51 45,39 
* 9,5 ll,l \ 
------------1------------
8,713,3 1· 1.970,8 
------------~------------
• 
12.660,4 4.356,9 
• 
26,55 18,93 
* 
1,50 
55,85 
• ------------1 
52,44 
0,02 0,10 0, ll 
1
'---------------------------- ------------~------------
% de subproblerras * 
rarticionados 50,00 44,12 
Altura nÉ.xilra da 
pilha 
~----------------------------
1 Altura média da 
1 pilha 
'-----
* 
15 14 
• 
(*)Indica a melhor pa.rtição no critério indicado. 
45,95 
1s 1 
------------1 
8,37 J 
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TABELA XVII 
Valores médios de 5 PCV" s sinétricos gerados aleatoriamente em redes com 
n = 20 nós, m = 100 arestas e custos das arestas reais gerados com distribuição 
unifo:rme em (0, 10). O valor da solução Ótirre da 1 árvore foi em média 60,56% do 
valor da rota ÓtirrB (25,70/42,44). O tempo médi~ de processamento (cpu) para 
obter a primeira l_árvore foi de 0,050 seg. 
,-~C~r~i~t~érios de testes ~P~a~r~t~-~~,ã~o-1--,- Partição 2 l Partiçã;-;-
1-;~~-;~-~~~~;-~-~;~i~~-- ~-----------
1 solução viável (seg.) 
1
------------------------=----
, Temp:J p/ obter a ~;oluçao 
~-~~~::-~=~~~---------------
1 Temj:.X) p/ resolver o 
/ problena ( seg. ) 
1----------------------------
1 N2 de subp. p/ obter a 1ª 
i solução viável 
i----------------------------
1' N2 de subp. p/ obter a 
! solução ótima 
1----------------------------
i Ne de subp. p/ resolver o 
i-~~~~~=~~-------------------
' Erro da lª solução viável 
i (% do Ótliro) 
1----------------------------
i % de subproblemas 
i inviáveis 
1----------------------------
1 % de subprob.cortados pelo 
I titular 
i-------------------·---------
1 % de titulares 
I ,----------------------------
1 % de subproblenas 
i particionados 
1----------------------------
1 Altura n:BxirrB da 
I pilha 
i----------------------------
1 Altura média da 
i pilha 
1,06 
10.920,88 
18.045,99 
* 
196,5 
l. 709.641,7 
2.764.945,0 
62,90 
• 
2,38 
47,58 
0 
50,02> 
20 
• 
9,19 
33,77 59,62 
• 
1. 934,38 140,33 
• 
2.791,27 2.545,46 
7.114,8 3.765,3 
• 
338.638,0 10.085,8 
* 
477.783,0 185.519,3 
* 
51,11 
5,94 5,48 
* 
49,23 46,77 
o 0 
44,82 47,74 
~-----------1------------
* 
19 20 
9,21 11,65 
(*) Indica a melhor· r.:artição no critério indicado. 
* 
* 
* 
* 
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