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Abstract
It is known since 1994 that the answer to Littlewood’s one-circle problem is “no”. The original
construction of a counterexample is very delicate. It is simpliﬁed using a result of Talagrand on
compact sets in the plane, which are visible from one direction only.
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1. Introduction and main result
Let U be the open unit disk in R2 and let :U → (0, 1] denote the distance to the
boundary U of U , that is, (x)= 1−|x|. Littlewood’s one-circle problem is the following
(see [8]). Let f be a continuous bounded function on U . Is f harmonic, if, for each x ∈ U ,
there exists one radius r(x) ∈ (0, (x)] such that
f (x) = 1
2
∫ 2
0
f (x + r(x)(cos t, sin t)) dt . (1.1)
As shown in [5], the answer to this question is “no”. Let us note that the corresponding
question in the whole plane has a positive answer (see [3]; an entirely elementary proof is
given in [1]). The analogous problem in Rd , d3, is still open, both for the unit ball and
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the whole space. In contrast to this situation, the related problems for averages on balls are
solved, in any dimension d1 and for every open subset of Rd (see [4,6,2], cf. also [7]).
The construction of a counter-example to Littlewood’s one-circle problem given in [5]
is very delicate. The purpose of this paper is to show that the construction becomes much
simpler, if a result of Talagrand ([9]; see Appendix A) is used.
Let 2 denote Lebesgue measure on R2. For x ∈ R2 and 0<s < t <∞, let
A(x, s, t) = {y ∈ R2 : s < |y − x|< t}, B(x, t) := {y ∈ R2: |y − x|< t}.
As in [5], we ﬁx  ∈ (0, 1/2] (e.g., = 1/2) and prove the following.
Theorem 1.1. There exist continuous functions 0<s < t onU and a continuous func-
tion 0f 1 on U such that f is not harmonic, but
f (x) = 1
2(A(x, s(x), t (x)))
∫
A(x,s(x),t (x))
f d2 (1.2)
for every x ∈ U . In particular, (1.1) holds for some r(x) ∈ (s(x), t (x)).
The open unit disk U will be equipped with the -algebraB(U) of all Borel measurable
subsets of U . A Markov kernel P on U is a function P :U ×B(U) → [0, 1] such that each
P(x, ·) is a probability measure on (U,B(U)), each function P(·, B) isB(U)-measurable,
and therefore f → Pf := ∫ f (y) P (·, dy) is a mapping of B+(U) into B+(U).
Let  be the set of all = (n)n0 with 0,1, . . . ∈ U , and let Xn: → U be given
byXn() := n, n0. LetM denote the -algebra on generated byX0, X1, . . . .Given
a Markov kernel P on U and x ∈ U , let Px denote the probability measure on (,M) such
that (,M, Xn, P x) is the random walk starting at x and having transition kernel P , that
is, for all n ∈ N and B0, B1, . . . , Bn ∈ B(U),
Px[X0 ∈ B0, X1 ∈ B1, X2 ∈ B2, . . . , Xn ∈ Bn]
= 	x(B0)
∫
B1
P(x, dx1)
∫
B2
P(x1, dx2) . . .
∫
Bn
P (xn−1, dxn). (1.3)
For every A ∈ B(U), let TA denote the ﬁrst hitting time of A, that is,
TA := inf{n1 : Xn ∈ A}.
We shall use the following simple fact. If P and Q are Markov kernels on U such that
P(x, ·) = Q(x, ·) for every x outside a Borel measurable set A, then
Px[X0 ∈ B0, . . . , Xn ∈ Bn, nTA] = Qx[X0 ∈ B0, . . . , Xn ∈ Bn, nTA] (1.4)
for all x ∈ U\A, n ∈ N, and B0, . . . , Bn ∈ B(U).
Given Borel measurable functions s, t :U → (0,∞) such that s < t, let Ps,t denote
the Markov kernel deﬁned by
Ps,t (x, B) := 
2(B ∩ A(x, s(x), t (x)))
2(A(x, s(x), t (x)))
(B ∈ B(U)).
W. Hansen / Expo. Math. 26 (2008) 365–374 367
By equicontinuity (or by Harnack’s inequality), we may choose 
0 ∈ (0, /2) such that, for
every harmonic function h:U → [0, 1],
|h − h(0)|< 14 on B(0, 
0). (1.5)
Then Theorem 1.1 is a consequence of the following proposition.
Proposition 1.2. There are continuous functions s, t :U → (0,∞), a Borel measurable set
B in U , and a point x0 ∈ B(0, 
0)\B such that s < t, 0 ∈ B, and P := Ps,t satisﬁes
P 0
[
TBc = ∞, lim
n→∞ (Xn) = 0
]
>
3
4
whereas Px0 [TB <∞]< 14 . (1.6)
Indeed, we then deﬁne Borel measurable functions fn, f :U → [0, 1] by
fn(x) := Px[TB∩{n} <∞], f := inf fn = lim
n→∞ fn.
By (1.6), f (0)3/4, whereas f (x0)< 1/4. So f is not harmonic by (1.5). If x ∈ U and
(x)n−1, then P(x, {n})=0 and hence Pf n(x)=fn(x). This implies that Pf =f .
Thus (1.2) holds, f is continuous, since the functions s, t are continuous, and Theorem 1.1
is proven.
2. Proof of Proposition 1.2
We adopt from [5] that the random walk associated with P/2, has small probability to
hit a set having small area. More precisely, we have the following result, where we could
replace 1/4 by an arbitrary 	> 0 (see [5, Proposition 1]).
Proposition 2.1. There exists a decreasing sequence (
n) in (0, 
20) such that 
n+1
n/2
for every n ∈ N and Px/2,[TB <∞]< 1/4 for all x ∈ U and B ∈ B(U) satisfying
2(B ∩ {n−1})< 2
n (n ∈ N).
In [5], the construction of a suitable set B is very delicate. Using the following conse-
quence of [9], it will become simpler and more transparent.
Proposition 2.2. Let L be a ﬁnite union of closed line segments in R2 and let s, t :L →
(0,∞) be continuous, s < t . Then, for every 	> 0, there exist x1, . . . , xm ∈ L and
s(xi)si < ti t (xi), 1 im, such that
L ⊂
m⋃
i=1
B(xi, 	(ti − si)) and 2
(
m⋃
i=1
A(xi, si , ti)
)
< 	. (2.1)
Proof. By Corollary A.2 (see Appendix A), there exists an upper semicontinuous real
function r on L such that s < r < t and the closed set
A:=
⋃
x∈L
B(x, r(x))
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has zero area. So there is an open neighborhood W of A in U with 2(W)< 	. Let
(x) := min{r(x) − s(x), t (x) − r(x), dist (B(x, r(x)), W)} (x ∈ L).
Since L is compact, there exist x1, . . . , xm ∈ L such that L is covered by the disks
B(x1, 	(x1)), . . . , B(xm, 	(xm)). Taking si := r(xi) − (xi) and ti := r(xi) + (xi),
1 im, we have s(xi)si < ti t (xi), ti − si = 2(xi), A(xi, si , ti) ⊂ W . Thus (2.1)
holds. 
LetA denote the family of all open sets A in U such that the boundary A consists of
ﬁnitely many line segments inU that are parallel to one of the coordinate axes. IfA,B ∈A,
then clearly A ∪ B,A ∩ B,A\B ∈A, and the closure of A\B contains A\B. Let us ﬁx a
sequence (
n) according to Proposition 2.1.
Lemma 2.3. There exist sequences (Un), (An) inA and continuous real functions sn, tn
on Un, n ∈ N, such that the following holds:
1. 2(U1)< 
1, 0 ∈ U1.
2. 2(An)< 
n+1 and Un ⊂ Un+1 ⊂ Un ∪ An ⊂ Un+1 ∩ {> n}.
3. sn and tn attain only ﬁnitely many values, 0<sn < tn on Un.
4. For every x ∈ Un, sn+1(x) = sn(x), tn+1(x) = tn(x), and
A(x, sn(x), tn(x)) ⊂ Un ∪ An,
where A(x, sn(x), tn(x)) ⊂ Un or sn(x)(x)/4.
Proof. We ﬁrst choose /3< < < /2 such that 2(A(0, , ))< 
2. Since 1/2, we
see that A(0, , ) ⊂ B(0, ) ⊂ {> 1 − /2} ⊂ {> }. So there exists A1 ∈ A such
that A(0, , ) ⊂ A1 ⊂ {> } and 2(A1)< 
2. Moreover, if a > 0 is sufﬁciently small,
then the squareU1 := (−a, a)× (−a, a) is contained inB(0, ), satisﬁes 2(U1)< 
1, and,
deﬁning functions si, ti :U1 → (, ) by
s1(x) := 23 + 13 , t1(x) := 13 + 23 ,
we have /3<s1 < t1 < /2 on U1 and, for every x ∈ U1,
A(x, s1(x), t1(x)) ⊂ A(0, , ) ⊂ A1.
Next let us ﬁx n ∈ N and suppose that we have constructed Un,An ∈A, and functions
sn, tn:Un → (0, 1) such thatUn∪An ⊂ {> n} andA(x, sn(x), tn(x)) ⊂ Un∪An for ev-
ery x ∈ Un. By Proposition 2.2, there exist x1, . . . , xm ∈ An and (xi)/3< i < i < 
(xi)/2, 1 im, such that
An ⊂
m⋃
i=1
B
(
xi,
i − i
6
)
and 2
(
m⋃
i=1
A(xi, i , i )
)
< 
n+2. (2.2)
If x ∈ A(xi, i , i ), 1 im, then (x)(xi) − (xi)/2(1 − /2)nn+1. Hence
we may choose An+1 ∈An+1 such that⋃
1 im
A(xi, i , i ) ⊂ An+1 ⊂ {> n+1} and 2(An+1)< 
n+2. (2.3)
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For every 1 im, let ai := (i − i )/6, Qi := (xi − ai, xi + ai) × (xi − ai, xi + ai),
and
Vi := (An\Un) ∩ (Qi\(Q1 ∪ · · · ∪ Qi−1)).
Moreover, we deﬁne
V := (An\Un)\(Q1 ∪ · · · ∪ Qm) and Un+1 = Un ∪ V1 ∪ · · · ∪ Vm ∪ V .
Then Un ⊂ Un+1 ⊂ Un ∪ An ⊂ Un+1 and the sets Un, V1, . . . , Vm, V ∈ A are pairwise
disjoint.
We shall extend the functions sn, tn to functions sn+1, tn+1 on Un+1 choosing suitable
constants on each of the open sets V1, . . . , Vm, V . If x ∈ Vi , 1 im, we proceed as in
the case n = 1, deﬁne
sn+1(x) := 23i + 13i , tn+1(x) := 13i + 23i ,
and obtain that, by (2.3),
A(x, sn+1(x), tn+1(x)) ⊂ A(xi, i , i ) ⊂ An+1.
Moreover, since 3|x − xi |< i − i < (xi)/6 and |(x) − (xi)| |x − xi |, we have
tn+1(x)< i < (xi)/2< (x) and sn+1(x)> i > (xi)/3> (x)/4.
By (2.2), dist (V , An)> 0. So we may choose  ∈ (0, n+1) such that B(x, ) ⊂ V for
every x ∈ B. Deﬁning
sn+1(x) := 12, tn+1(x) :=  (x ∈ V )
we hence know that
A(x, sn+1(x), tn+1(x)) ⊂ B(x, ) ⊂ V ⊂ Un+1 for every x ∈ V .
Finally, we note that tn+1 = < n+1 <  on V , since V ⊂ {> n}. 
Let U∞ denote the union of the increasing sequence (Un). We deﬁne functions s∞, t∞
on U by
s∞(x) := sn(x) and t∞(x) := tn(x) if n ∈ N, x ∈ Un,
s∞(x) := 2(x) and t∞(x) := (x) if x ∈ U\U∞.
By construction, U∞ is contained in the union of the sets U1, A1, A2, . . . . Let us recall
that 2(U1)< 
1 and, for every n1, 2(An)< 
n+1
n/2. Therefore
2(U∞)
∞∑
n=1

n2
1 < 
20.
In particular, there exists a point
x0 ∈ B(0, 
0)\U∞.
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Moreover, for every natural k2, U∞ ∩ {k−1} is contained in the union of the sets
Ak,Ak+1, . . . , and hence
2(U∞ ∩ {k−1})
∞∑
n=k
2(Ak)
∞∑
n=k

n+1
k .
Let P∞ := Ps∞,t∞ . By Lemma 2.3 and Proposition 2.1, we obtain the following.
Corollary 2.4. If x ∈ U\U∞, then Px∞[TU∞ <∞]< 1/4.
If the random walk starts within U∞, the situation is entirely different.
Proposition 2.5. If x ∈ U∞, then, for Px∞ – almost every  ∈ , the sequence (Xn()) is
contained in U∞ and converges to a point in U .
Proof. Let x ∈ U and let p:R2 → R be the projection (a, b) → a. Clearly, P∞p = p,
since p is harmonic. Therefore (p ◦ Xn) is a bounded martingale with respect to (, P x∞)
(and the natural ﬁltration generated by (Xn)), and hence (p ◦ Xn) converges Px∞ – almost
surely to a random variable Y1. Similarly, if q denotes the projection (a, b) → b, then
(q ◦ Xn) converges Px∞ – almost surely to a random variable Y2. Thus
lim
n→∞Xn = (Y1, Y2) =: Y, P
x
–almost surely. (2.4)
Let 0 denote the set of all  ∈  having the following properties.
(i) limn→∞Xn() = Y ().
(ii) For all n ∈ N, Xn() ∈ U∞ and |Xn+1() − Xn()|s∞(Xn()).
(iii) If m, n ∈ N and yn := Xn() ∈ Um, then Xn+1() ∈ Um or sm(yn)(yn)/4.
By (2.4) and (4) in Lemma 2.3, Px(0) = 1. Let us ﬁx  ∈ 0, let y := Y () and
yn := Xn(), n ∈ N. By (i), y = limn→∞yn ∈ U . We claim that y ∈ U . Indeed, if m ∈ N
and nm ∈ N such that yn ∈ Um for all nnm, then, by (ii),
|yn+1 − yn| inf sm(Um)> 0 for all nnm.
This is impossible, since (yn) converges. So there exist n1 <n2 < · · · and mj ∈ N such
that, for every j ∈ N, ynj ∈ Umj , but ynj+1 /∈Umj . Then, by (ii) and (iii),
|ynj − ynj+1|
(ynj )
4
.
Since limn→∞|yn − yn+1| = 0, we see that limj→∞(ynj ) = 0 and hence y ∈ U . 
Lemma 2.6. There exists a relatively closed set B in U such that 0 ∈ B ⊂ U∞ and
P 0∞[TBc <∞]< 1/4.
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Proof. Let 	 := 1/4 (or, more generally, 	 ∈ (0, 1/4]). The unit disk U is the union of the
compact annuli Km := {mm−1}, m ∈ N. Let m ∈ N. Since (Xn) converges to 0
P 0∞ – almost surely, there exist nm ∈ N such that
P 0∞[Xn ∈ Km for some n>nm]<
	
2m+1
. (2.5)
SinceXn ∈ U∞ P 0∞ – almost surely, there exist closed subsetsBn,m ofU∞∩Km, 1nnm,
such that
P 0∞[Xn ∈ Km\Bn,m]<
	
nm2m+1
. (2.6)
Let Bm := B1,m ∪ · · · ∪ Bnm,m. Combining (2.5) and (2.6) we see that
P 0∞[TKm\Bm <∞] = P 0∞[Xn ∈ Km\Bm for some n ∈ N]<
	
2m
.
We deﬁne B := {0} ∪⋃∞m=1Bm. Then B is relatively closed in U , 0 ∈ B ⊂ U∞, and
P 0∞[TBc <∞]
∞∑
m=1
P 0∞[TKm\Bm <∞]< 	. 
To ﬁnish the proof of Proposition 1.2 it now sufﬁces to choose continuous functions
0<s < t on U such that s = s∞ and t = t∞ on B ∪ (U\U∞), and to apply (1.4).
Appendix A.
As before, let p:R2 → R be the projection (x1, x2) → x1. Given  ∈ [−/2, /2], let
p:R
2 → R denote the projection parallel to the line L containing the origin and having
slope tan  so that p−/2 =p/2 =p. Let 1 denote Lebesgue measure on R. The following
result is a special case of Théorème 1 in [9]. For the convenience of the reader we give a
direct proof (using a slightly different construction).
Proposition A.1. Let a, b ∈ R, a <b. There exists a compact subset K of [0, 1] × [a, b]
such that p(K) = [0, 1], but 1(p(K)) = 0 for every  ∈ (−/2, /2).
Proof. By induction, we shall construct a decreasing sequence (Km) of ﬁnite unions of
closed rectangles such that K := ⋂∞m=1 Km has the desired properties.
To begin with let 	1 := min(1, b − a) and K1 := [0, 1] × [a, a + 	1]. We now suppose
that m ∈ N, 0< 	m1/m, and that Km is a union of rectangles
Rn :=
[
n − 1
N
,
n
N
]
×
[
yn, yn + 	m
N
]
, 1nN ,
where y1, . . . , yN ∈ R.
We ﬁx 1nN , deﬁne P0,1 =Rn, and choose k ∈ N such that k2m/	m. Starting with
P0,1 we construct parallelograms Pi,j , 1 ik, 1j2i , as indicated by Fig. A1.
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αi−1 αi
Ai,j
Bi,j
Pi,2j−1
Pi,2j
Pi−1,j
Fig. A1. From Pi−1,j to Pi,2j−1 and Pi,2j .
It follows immediately from the construction that the two intervals p(Pi,2j−1) and
p(Pi,2j ) have length 2−i/N and that |Ai,j − Bi,j | = 2−i	m/N . Therefore
tan i = 	m2 + tan i−1 (A.1)
(see Fig. A1 for the meaning of i−1, i). Let us consider  ∈ [i−1, i]. It is easily seen
that lines x + L, x ∈ R2, which do not intersect the segment [Ai,j , Bi,j ], do not intersect
Pi,2j−1 ∪ Pi,2j . This shows that
1(p(Pi,2j−1 ∪ Pi,2j ))1(p([Ai,j , Bi,j ])2−i 	m
N
.
So the union Pi of all Pi,j , 1j2i , satisﬁes 1(p(Pi))	m/N .
By (A.1), tan k = k	m/2m. Since Rn ⊃ P1 ⊃ P2 ⊃ · · · ⊃ Pk , we obtain that
1(p(Pk))
	m
N
for all 0< /2 with tan m. (A.2)
Nextwe shall replace eachPkj by a unionQkj of rectangles (see Fig.A2) such thatp(Qjk)=
p(Pkj ) and their union T (Km) satisﬁes 1(p0(T (Km)))1/(m+1). To that end we choose
a suitable multiple N ′ of 2kN , an 	m+1 ∈ (0, 1/(m + 1)), which is sufﬁciently small, and
replace each of the parallelograms Pk,j , 1j2k , by a subset Qk,j , which is a union of
rectangles of the form [s, s + 1/N ′] × [t, t + 	m+1/N ′] as indicated by Fig. A2.
The union of all Qk,j , 1j2k is a subset Qn of Pk; hence a subset of Rn, which, by
(A.2), satisﬁes 1(p(Qn))	m/N . So the union T (Km) of all Qn, 1nN , satisﬁes
1(p(T (Km))N
	m
N
 1
m
for all 0< /2 such that tan m. (A.3)
If m is odd, let Km+1 := T (Km). If m is even, we take Km+1 := S(T (S(Km))), where
S denotes the reﬂection at the line {x1 = 1/2}, that is, S(x1, x2)= (1 − x1, x2). Then (A.3)
implies that 1(p(Km+1))1/m for all  ∈ (−/2, 0] with tan  − m.
We may now continue our construction with Km+1 in place of Km. Obviously, K :=⋂∞
m=1 Km will then be a compact set in [0, 1] × [a, b] such that p(K) = [0, 1] and
1(p(K)) = 0 for all  ∈ (−/2, /2). 
The following consequence of Proposition A.1 slightly improves Proposition 2 in [9]
(where no closure of the union of the circles is taken).
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Pk,j Qk,j
Fig. A2. From Pk,j to Qk,j .
Corollary A.2. For all a > 0 and 	> 0, there exists an upper semicontinuous function
r:R → [a, a + 	] such that
2
(⋃
t∈R
B((t, 0), r(t))
)
= 0.
Proof. By scaling, we may assume without loss of generality that a = 1. Moreover, it
sufﬁces to consider 	 ∈ (0, 1). By Proposition A.1, there exists a compact subset K of
[0, 1] × [1, 1 + 	] such that p(K) = [0, 1] and
1((s, 1) · K) = 0 for every s ∈ R, (A.4)
where · denotes the scalar product. Let
A := {(x1, x2) ∈ R2: x21 + x22 ∈ (2x1, 1) · K}.
Obviously, A is closed and, by Fubini’s theorem and (A.4), 2(A) = 0.
For every t ∈ [0, 	], let
(t) := sup{u ∈ [1, 1 + 	]: (t, u) ∈ K}, r	(t) :=
√
(t) + t2.
Then the graph of  is contained in K , the functions  and r	 are upper semicontinuous,1
and
1r	
√
1 + 	+ 	21 + 	.
1 Replacing sup by inf we would obtain a lower semicontinuous function.
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If t ∈ [0, 	] and (x1, x2) ∈ B((t, 0), r	(t)), then
x21 + x22 = x21 + r	(t)2 − (x1 − t)2 = (t) + 2x1t
= (2x1, 1) · (t,(t)) ∈ (2x1, 1) · K .
Thus A contains all circles B((t, 0), r	(t)), t ∈ [0, 	]. To ﬁnish the proof we extend r	|[0,	)
periodically to R, if r	(0)r	(	). Otherwise, we extend r	|(0,	]. 
Remark A.3. Finally, let us note that Théorème 1 in [9] is much stronger than Proposition
A.1. It states that, for every upper semi-continuous real function 0 on [−/2, /2] with
(−/2) = (/2), there exists a compact set K in R2 such that 1(p(K)) = () for
every  ∈ [−/2, /2] (the converse is trivial).
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