Abstract. Using a bilevel optimization approach, we investigate the question how humans plan and execute their arm motions. It is known that human motions are (approximately) optimal for suitable and unknown cost functions subject to the dynamics. We investigate the following inverse problem: Which cost function out of a parameterized family (e.g., convex combinations of functions suggested in the literature) reproduces recorded human arm movements best? The lower level problem is an optimal control problem governed by a nonlinear model of the human arm dynamics. The approach is analyzed for a dynamical 3D model of the human arm. Furthermore, results for a twodimensional experiment with human probands are presented.
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Abstract. Using a bilevel optimization approach, we investigate the question how humans plan and execute their arm motions. It is known that human motions are (approximately) optimal for suitable and unknown cost functions subject to the dynamics. We investigate the following inverse problem: Which cost function out of a parameterized family (e.g., convex combinations of functions suggested in the literature) reproduces recorded human arm movements best? The lower level problem is an optimal control problem governed by a nonlinear model of the human arm dynamics. The approach is analyzed for a dynamical 3D model of the human arm. Furthermore, results for a twodimensional experiment with human probands are presented.
1. Introduction.
Inverse Optimal Control
Problem. The analysis of human behavior is complex because different layers are involved: first, the human brain and the central nervous system (CNS), then reflexes, adaption and learning, and finally the dynamics of the human body and its inherent noise. Due to its complexity, only a part of this problem is tackled here. This paper analyzes human arm movements by identifying parameters in an optimal control problem that is governed by a dynamic model of the arm and of some muscles.
The dynamical properties of the skeleton of the human arm are modeled by standard rigid-body dynamics (e.g. [59] ). The non-rigid effects of the human arm are neglected because their influence on the overall arm movement is assumed to be small. In the following, a model with two degrees of freedom and a three-dimensional model with 5 degrees of freedom are investigated. Furthermore, various muscle models of different accuracy and complexity fit into this framework. A lumpedmuscle model consisting of muscle pairs is utilized here as a compromise between complexity and accuracy. To analyze rest-to-rest movements without constraints on the movement time, a linear ODE [56] is used to model the muscle dynamics. The combination of rigid body dynamics and the human muscle dynamics yield a first-order ODE which is later used in the optimization.
Human arm movements show common features, which leads to the assumption that humans minimize a cost function. This hypothesis, being one of the fundamentals of bionics, forms the basis for the approach presented in this paper. Thus, human motion planning is viewed as an optimal control problem governed by an ODE model of the dynamics with a suitable cost function. There exist several cost functions in the literature and some of them will be reviewed (see Sec. 1.2.1). They are usually suitable for explaining certain types of motions but inappropriate for others, and the task of finding the correct cost function needs to be investigated systematically. As Todorov [50] stated, "the true performance criterion in most cases is likely to involve a mix of cost terms". Since human arm movements vary just as much as the shapes of human bodies and their physical training situation, a cost function is sought which describes the arm movements of one person in its current state of adaption to the task. Such a description can be used in robotics to predict the behavior of interacting humans, to control robots in a more human-like way or to cancel time delay in robot control by telepresence [13, 29, 46] .
The mathematical problem of finding such a cost function while considering the dynamics is a bilevel program and the existence of a global solution is proved using results of bilevel optimization theory (see Sec. 3). A first-discretize-then-optimize framework is utilized and the bilevel program is then transformed into a one-level program using the KKT-conditions of the discretized lower level optimal control problem. The resulting problem is solved by the interior-point algorithm IPOPT and problem modifications are analyzed to improve the performance of the algorithm.
To analyze experimental data, rest-to-rest movements of probands are recorded. A special experimental setup of two linear axes in combination with a handle is used to record the human trajectories and to generate external forces on the human hand. These external forces, which correspond to a virtual mass and a virtual damper acting on the hand, are included in the optimization process.
1.2.
State of the Art.
Generation of Human Arm
Motions. Point-to-point motions of the human arm have intensively been studied in literature. Consequently, many properties were discovered and some potential explanations for stereotypical characteristics were proposed:
It is reported that the corresponding hand paths are smooth, roughly straight [21] , but slightly curved [4] and the tangential velocity profile is bell-shaped [2, 32, 33] .
Based on the fundamental hypothesis of bionics, Flash and Hogan [21] proposed for rest-to-rest arm movements that humans minimize hand jerk, which is the third time derivative of the hand position. The resulting trajectories are fairly straight and to obtain curved paths like those actually observed, via-points have to be included. Uno et al. [52] investigated the time derivative of the torques in the joints as a cost function minimized by humans. This cost takes the dynamics directly into account and yields slightly curved hand paths with bell-shaped velocity profiles. Some variations of this criterion exist: First, the minimum commanded torque change [34] , which includes only those torques generated actively by the human. Second, the minimum muscle tension change [52] , which considers the dynamics of the muscles generating the motion.
For specialized arm motions further cost functions are known: For example, minimizing the movement time yields bang-bang control, which is not observed in humans doing point-to-point movements without a time constraint. If instead the peak velocity or the peak acceleration is optimized a trapezoidal velocity or acceleration profile is obtained. These can be found in musical movements [35] but not in the case considered here. Other cost functions are based on a minimum energy assumption. Most of these cost functions are closely related to the discussed criteria like jerk or torque change. Nelson [35] and Todorov [50] , however, came to the conclusion that energy minimization alone fails to account for average behavior. Harris and Wolpert [24] propose a cost function which is based on the signal-dependent noise in human muscles. They argue that humans do their movements in such a way that the variance of the hand position at the end point is minimized. Todorov [49] presents another approach to include noise characteristics of human muscles. A stochastic optimal controller for linear dynamic systems is developed.
1.2.2.
Inverse Optimization and Bilevel Optimization. Many different strategies have been proposed to reach the goal of human-like robot control. They originate from different disciplines, where the intended goals range form biologically inspired imitation learning [44] to mapping human motions onto animated characters [22] . Various learning strategies (e.g. [1, 8] ) or parameter identification methods (e.g. [48] ) have been discussed with the aim to improve the control strategies by a reward function or to reproduce observed skilled motions. In general, the focus is on a direct mapping from states to actions and not on identifying the objective function leading to this mapping. Thus, recorded motions are reproduced but the generalizability to new tasks is limited.
Finding the objective function itself is the goal of inverse optimization. A related approach in engineering is inverse reinforcement learning where an underlying Markov decision problem is assumed [43] . Various algorithms are known to determine the unknown reward function (e.g. [36, 41, 42] ), but, due to the relatively free structure of the underlying problem and the considered reward functions, the solution that fits the learning data best might not be generalizable to other data. In contrast, a limited set of physically-inspired cost functions are considered in the current paper, and consequently the solution is interpretable in the context of the dynamics of the system.
Since the early works on bilevel programming (e.g. [9, 10] ) bilevel optimization problems have been the subject of intensive research. Bilevel programs are strongly related to other important problem classes, e.g., mathematical games and mathematical programs with equilibrium constraints (MPECs). Refer to section 3.1 and to [7, 12, 16, 30, 53] for more details on bilevel programming.
The combination of an optimal control problem with a superimposed parameter identification yields an "inverse optimal control problem", which is a special bilevel program. Only few studies are known for this problem.
Liu et al. [28] consider a given optimization criterion of minimizing joint torques squared while utilizing a dynamical model of the human. Fitting data of motion capture, various model parameters are determined by a nonlinear inverse optimization technique.
A numerical method is presented by Mombaur et al. [31] to solve another human motion based bilevel program. The considered task is to find the objective function for overall locomotion path generation. A simple ODE model is utilized to model the dynamics of the human body, because it is not "the aim of the model [. . . ] to describe locomotion on the detailed level of joint trajectories" [31] . The lower level of the bilevel program is solved by the multiple shooting method MUSCOD [18] . This direct method solves the obtained nonlinear problem with an SQP method. To solve the upper level program, the derivative-free method BOBYQA [40] is used, which is based on an interpolation based trust region technique. First experimental results show that a combination of five cost functions yields good results.
1.3. Contribution of this Paper. The main contribution of the present paper is to investigate a parametrized family of cost functions and to consider the inverse problem of finding the cost function that fits best recorded data of human motion. Utilizing this approach, human motions can be transferred to robots or used to predict human arm movements. The general form of an inverse optimization problem with nonlinear dynamics is stated and a solution strategy is presented. The existence of a global solution is proved under weak conditions and problem modifications are analyzed to improve the performance of the used algorithm.
The remainder of this paper is organized as follows: In section 2 the dynamical arm model is introduced and standard cost functions are reviewed. The bilevel program is transformed into a one-level NLP in section 3 and a solution strategy is investigated in section 4. Section 5 analyzes recorded human arm data and, finally, a short discussion (section 6) concludes this paper.
2. Human Arm Motions. The presented approach is based on an optimal control formulation of human motions. To this end, the dynamics of the systems have to be modeled and a cost function has to be stated.
2.1. Human Arm Dynamics. Two rigid links are used to model the bones of the human arm, and two joints, the shoulder and the elbow, are considered. The two-dimensional model differs from the 3D one only in the degrees of freedom of these joints. The joint angles are denoted by q i (t) and the corresponding time derivatives bẏ q i (t) andq i (t). The vectors q(t),q(t),q(t) are compositions of the joint angles and their time derivatives, respectively. In the two-dimensional model the elbow and the shoulder have only one degree of freedom, whereas in the three-dimensional model of the human arm the elbow is modeled by two degrees of freedom and the shoulder is assumed to have three degrees of freedom. Using the inertia matrix M (q(t)) and a term ρ(q(t),q(t)) combining centrifugal and Coriolis terms, the arm dynamics can be written as follows:
where T (t) are the torques acting on the joints. Several different approaches (e.g. [20, 27, 59] ) are known to derive the dynamic equations (1). Given position and velocity of a human arm the accelerationq(t) can be controlled by the torques T (t):
In the presented model the joint torques T (t) are a combination of the torques T m (t) generated by the muscles forces, the torques T p (t) resulting from passive properties of the human arm and the torques T e (t) induced on the arm by external forces:
First, given the muscle forces F m (t) and the moment arms R, the resulting joint torques are given by T m (t) = R F m (t). Second, joint damping B i results in the passive torque term T p,i (t) = B iqi (t). The last torque T e (t) = J p (q(t)) F e (t) is determined by the external force F e (t) and the Jacobian of the hand position p(t). To complete the model of the human arm given by ODE (2) the dynamical behavior of the muscles has to be modeled. Muscle behavior seems to be highly nonlinear and there exists a huge variety of muscle models of different complexities (e.g. [25, 26, 56, 57] ). To keep the main focus on the mathematics a simple ODE model is used, but it could be replaced by a more realistic model without changing the general framework. The following second-order low-pass filter taken from Winter [56] models a muscle-like behavior:
with the time constant τ = 0.04[s] and u(t) denoting the corresponding control.
In conclusion, the dynamics of a human arm are modeled here by the combination of equations (1) and (3). The complete system can be rewritten as a first-order ODĖ
2.2. Optimization Principles. Based on the assumption that humans minimize a suitable cost function when performing their arm motions, several cost functions have been presented in literature for the two-dimensional case. The following basic cost functions are used in our examples: 
the integral of hand jerk squared over the total time interval of the movement [t 0 , t f ].
Here the Cartesian coordinates of the hand position p(t) are utilized. A variation of this cost function is the minimum joint jerk criterion
which yields slightly curved hand paths.
Minimum Torque Change.
Another cost function (J 3 below) was introduced by [51] , which is the integral over the squared first time derivative of the torques T in the joints. Similar to the minimum jerk criterion a variation is considered here, the minimum muscle tension change (J 4 below) [52] , which considers the dynamics of the muscles generating the motion:
Convex Family of Cost Functions.
In the following convex combinations of these cost functions J i will be considered. Our goal is to find that convex combination which fits recorded human motions best. Therefore, the set of all feasible cost functions S is defined by
The scalars α i are the weights corresponding to the costs J i and the vector of all weights α is called the respective weight distribution.
3. Mathematical Problem Formulation. The biomechanical dynamics of the human arm in combination with a cost function J lead to an optimization problem of the following type:
where v(t) ∈ R n is the state vector for a given point of time t ∈ [t 0 , t f ] and u(t) ∈ R p is the corresponding control vector. Using the function b : R n ×R n → R n bc , boundary conditions are defined for selected states at start t 0 and end t f by appointing given values:
The controls are bounded by u(t) ∈ [u min , u max ] for given constants u min and u max ∈ R p . This for itself is a well-posed problem, the lower level program. Given recorded arm data p data , the goal is to choose a cost function J α out of a given family of considered costs S J , parameterized by the weight distribution α ∈ S, such that the associated computed arm data p comp (α) approximate p data best: min
for a suitable metric d (see appendix 7.2). This problem is referred to as the upper level program, because the computed arm data p comp (α) is a function of the state v(t) and the control u(t) minimizing the lower level optimization problem for this cost J α . By these means the pair of an upper level and a lower level optimization problem is a bilevel program. Therefore in a first step basic bilevel programming is revisited and then a discretization strategy enabling a problem reformulation is presented, followed by a discussion of a first-discretize-then-optimize framework. Finally, a solution strategy for the reformulated problem is given.
3.1. Bilevel Programs. This section follows the introduction to bilevel programming by Dempe [15] .
A lower level program is given by
with a fixed y ∈ R m and with the cost functions f :
All functions are assumed to be sufficiently smooth.
By using the solution set Ψ(y) of (5) for a given y-value, the upper level program can be stated as
where F : R n × R m → R is the upper level cost function and Y ⊂ R m a closed set. Again, F is assumed to be sufficiently smooth. In most cases the set Y itself can be specified by inequality constraints G : R m → R k and equality constraints
which in particular means that the upper level constraints are independent of the variable x and thereby not coupling x and y.
Whether the upper level cost function can actually be minimized over x as opposed to choosing an arbitrary x out of the set Ψ(y) depends on the selected class of bilevel programs. Here the special case of a unique lower level solution is considered; thus, both scenarios coincide with each other.
Denote the feasible set for a given y by
Given the uniqueness of the lower level solution, the bilevel program can be rewritten as min
Two conditions have to be specified to prove the existence of a global optimal solution for the case of a unique lower level solution: First, the compactness (C) of the feasible set for the lower level program
and second, the Mangasarian-Fromowitz constraint qualification (MFCQ) for the lower level program for all (x, y) where y ∈ Y and x ∈ Φ(y) (cf. [15] ).
If the conditions (MFCQ) and (C) hold true, the solution function x(y) is continuous [15] . Y is a closed set by the basic assumption on the upper level program (6) . The compactness of the set
follows by combining this property with (C) and the continuity of x(y). Consequently by the classical Weierstraß theorem the continuous function F (x, y) has a global minimum on this set.
Summing up the following theorem [15] is obtained:
Theorem 3.1. Consider the bilevel program (5), (6) and let the assumptions (C) and (MFCQ) be satisfied for all points (x, y) ∈ R n × Y with x ∈ Φ(y). Assume that the bilevel program (5) has a unique solution x(y) for all y ∈ Y and that the bilevel program is feasible. Then a global optimal solution of the bilevel program exists.
For the special problem of human arm movements this theorem will guarantee the existence of a global minimum.
There are many different approaches to handle such a bilevel program by transformation to a standard (one-level) optimization problem. One approach, for example, utilizes the Implicit Function Theorem to obtain a local function x(y) : R m → R n which is then integrated into the upper level program formulations. This yields implicitly defined constraints or cost functions (e.g. [14, 38] ). Another approach is based on the definition of a function φ(y) by
In this case the lower level program can be replaced by the non-differentiable constraint f (x, y) = φ(y) (e.g. Shimizu95,Ye95). The KKT-conditions of nonlinear optimization theory are utilized for the approach presented here. If the lower level program is substituted by its KKT-conditions a one-level program with equilibrium constraints is obtained, a so-called MPEC, but in most cases the bilevel program and the MPEC are not equivalent (e.g. [5, 6, 19, 39] ). In general, the problem that for all feasible points standard CQs (e.g. MFCQ) are violated arises for optimization problems with KKT-conditions as part of their constraints. In our case the only inequality constraints imposed on the lower level are bounds on the controls. The numerical results show that these constraints do not become active for the movements analyzed here. Hence, all bounds are inactive and so no complementarity condition causes this dilemma. Here, under suitable conditions, it is possible to show that a CQ holds; consequently, KKT-conditions are necessary for the one-level program and can therefore be used by the solution algorithm.
3.2. Discretization Strategy. The optimal control problem needs to be discretized to directly utilize the bilevel theory stated above. A given ordinary differential equation (ODE)v(t) = ϕ(v(t), u(t)) can be discretized in many different ways. There exists a variety of single-step and multi-step methods known from the numerical solution theory of ODEs [17, 23] .
The discretized version is assumed to have the following structure:
where D is the discrete derivation matrix,φ the discretized right-hand side, and
T T ∈ R pN are the discretized state and control, respectively. Hence the following discretized lower level program is obtained:
whereJ is an adequate discrete version of J (compare equation (4)) andb states the boundary conditions for the discretized state. The equality constraints are combined in the following function:
We assume that the discretization strategy guarantees that the columns of the matrix ∇h(v,ū) are linearly independent.
3.3. Reformulation of the Problem. In this section the inverse optimal control problem is reformulated to utilize the results of section 3.1 and the first-order necessary conditions are used to state the bilevel program as a one-level program (see (9)).
The human motions analyzed here are self-paced rest-to-rest arm movements. Physically motivated bounds on the controls do not become active for these movements for all considered lower level cost functions. Therefore, in the following we can assume that the controls are bounded without control bounds being active. This setting allows us to prove the existence of a global solution of the bilevel program by theorem 3.1.
The compactness of the set of feasible points for the lower level problem is ensured due to the underlying differential equations and the given boundary values in combination with the bounded controlsū and external forces F e .
In this setting the linear independence constraint qualification (LICQ), implying (MFCQ), holds if the columns of the matrix ∇h(v,ū), ∇ḡ A (v,ū) are linearly independent. Since no active control bounds are observed, the (LICQ) follows from the linear independency of the columns of ∇h(v,ū) guaranteed by the utilized discretization strategy.
In addition, given the lower level cost functions of section 2.2, the solution of the problem (5) can be assumed to be unique for an arm movement with respect to the upper level cost function. This way all prerequisites are fulfilled and theorem 3.1 states that for a feasible task a global minimum exists.
A local minimizer (v * ,ū * ) of problem (8) has to fulfill the first-order necessary conditions of nonlinear constrained optimization, the KKT-conditions, if a constraint qualification (CQ) holds. In the case of omitted control bounds, which do not become active for the arm motions considered here and can therefore be checked a-posteriori, these conditions read as follows:
Note that the KKT-conditions are necessary for the non-convex problem but not sufficient, which means that the set of all KKT-points (v * ,ū * ) contains the set of all local minimizer of the problem, but not every KKT-point is a local minimizer. Therefore, by using the KKT-conditions as only information about the lower level program, the solution of a created one-level program might be suboptimal with regard to the lower level cost function.
So far the upper level program was stated in the general form
where p comp (α) was the corresponding arm data for a solution of the lower level problem belonging to J α . Now the KKT-conditions are used to reformulate the bilevel program as a one-level program:
subject to
wherep comp (α,v,ū, λ) is the arm data whose distance from the recorded human arm data p data is measured. The KKT-conditions are necessary for the one-level program (9), too, if a constraint qualification holds. To show that (LICQ) is fulfilled, the constraints
andḠ(α,v,ū, λ) := −α are defined. This leads to the matrix
whose columns are linearly independent under the assumption that the columns of ∇h are linearly independent and that the second order sufficient optimality conditions hold at the solution of the lower level problem. To keep the notation simple, the symbol ∇ here denotes the gradient (transposed Jacobian) with respect to (v,ū) and ∇ 2h (v,ū)λ stands for the Hessian of (v,ū) → λ 
This minimization problem can be solved by many different algorithms of nonlinear optimization theory [37] . Here the interior-point filter line-search algorithm IPOPT of Wächter and Biegler [54, 55] for large-scale nonlinear programming is used. The basic structure of this algorithm is reviewed in the following, since problem modifications will be investigated to improve the performance for this special problem.
This algorithm is based on a homotopy method applied to the primal-dual equations:
where e is a vector of ones and the vectors λ and z are the Lagrange multipliers belonging to the equality constraint c(x) = 0 and the inequality constraint x ≥ 0, respectively. The diagonal matrices X and Z are defined by X := diag(x) and Z := diag(z). In the course of the algorithm the homotopy parameter µ slackening the complementarity condition XZe = 0 is driven to zero. It should be noted that the equations (11) for µ = 0 in combination with the inequality conditions x, z ≥ 0 are the KKT-conditions for problem (10) .
The optimizer IPOPT terminates if the total error E µ (x, λ, z) is below a user-given tolerance TOL. With the scaling parameters s d , s c ≥ 0 the total error is computed by
For each homotopy step j a problem of the type (11) has to be solved for a given parameter µ j , which is done by applying a damped Newton's method. This means that by using the linearized system a Newton direction is calculated and in this direction a step width is chosen out of (0, 1]. In detail, for given µ j and (x k , λ k , z k ) with x k and z k ≥ 0 a search direction is obtained by solving 
where the matrix
T λ − z T x with respect to x, g k = ∇f (x k ) the gradient of f , and A k := ∇c(x k ) the transposed Jacobian of the constraints.
Given the search directions (d
z k ) a line-search filter method is used to assure global convergence of IPOPT. In this context it is necessary to guarantee certain descent properties for the search directions; therefore the system (12) is slightly altered again [54, 55] .
Problem Modifications to Increase Solver Performance.
The time needed to compute a solution of (9) depends critically on the choice of the initial values for α,x andū. Furthermore, it has to be noted that only a local minimizer is calculated and thus the choice of the initial value influences whether the result is close to the global minimum or not.
To considerably speed up the computation and to assure that the solution is close to the global minimum the following strategy is used. Starting from the fact that the value of the upper level cost is nonnegative and should get close to zero a further constraint could be added to the problem (9):
Note that IPOPT will only assure f (x * ) ≤ TOL if the constraint f (x) = 0 is prescribed. If the condition f (x * ) ≤ TOL is not fulfilled for an optimum, it is possible to relax the constraint by a constant ε, which in turn guarantees for the solution:
For such a relaxation the following results of the nonrelaxed case apply accordingly.
The effects of adding a constraint of the type (13) on the operation of the algorithm IPOPT is now briefly analyzed. Denoting by ρ k the multiplier corresponding to the constraint f (x) = 0, we obtain 
where W k , A k , and g k are defined as in (12) and
We now interpret the system (14) as a modification of (12) . Comparing the first three equations of (14) with (12), we see that the Hessian W k in the (1,1) block of (12) is replaced by W k + ρ k H k . Furthermore, the first block row
of the right hand side of (12) is replaced by −r
This can be viewed as the primal dual Newton system (12) for the function
Here, the value of d ρ k has to guarantee that the step d
It is also possible to interpret (14) as a modification of (12) (14), we can multiply the last row of (14) by η k g k , where
, and add it to the first row. Then the first three equations are equivalent to (12) after replacing the Hessian W k in the (1,1) block by
The constraint f (x) = 0 is only added in an initial phase and removed when we get closer to the solution. This is done since in general the constraint f (x) = 0 is incompatible unless f = 0 holds at the solution. This could be circumvented by using the constraint f (x) = ε instead. But even then, the gradient of this constraint is linearly dependent to ∇f (x) and thus the multipliers at the solution would not be unique. In fact, we could rescale ρ by a factor α and compensate this by scaling the other multipliers with 1+αρ 1+ρ as long as the latter fraction is positive. We use n start to prescribe the number of IPOPT iterations in which the additional constraint f (x) = 0 is present, and then it is removed.
Reconstruction Test.
The following framework, termed "reconstruction", is considered to validate the presented transformation-based approach leading to problem (9) :
First, for a given weight α the cost function J = i α i J i is known and the lower level problem can be solved. Using the state vector of the obtained local minimum, the hand positions p(t i ) can be computed for each point of time t i . These hand positions are then used to define a curve Γ data by applying a linear approximation.
Second, the bilevel program (9) is solved for this constructed curve Γ data , resulting in a locally optimal solution α * for the weight vector. In a last step the two vectors α and α * are compared. Naturally, the more the characteristics of the trajectories belonging to the individual criteria J i differ, the better the results of the reconstruction get.
The first goal is to randomly choose a combination of these cost functions and to solve the lower level program for this combined cost to get Γ data . To generate the weights α data directly by the use of a uniform distribution generally results in a disproportional weighting, which means that one cost function dominates the others, because the differences in the value of the lower level cost functions vary considerably if two trajectories are compared. To avoid this problem the following approach is chosen:
First, the lower level program is solved for each basic cost J i , i ∈ {1, . . . , m}, individually yielding the optimal statesv i .
Second, the values of the cost functions for the different trajectories are calculated c ij = f i (v j ), i, j ∈ {1, . . . , m} and for each lower level cost the corresponding scaling factor d i is chosen to be the maximal difference in these values:
Then given the uniformly distributed weights β data the following α data values are obtained:
This construction of α data assures the equilibrium of the cost function scales. Note that in the most general case the offsets min{|c ik |, k = 1, . . . , m} have to be included into this scaling procedure, too.
Two properties of the solution strategy are analyzed for a given p data . On the one hand, the influence of the problem modifications on the value of the upper level cost function, and on the other hand, the dependence of the final cost values on the initial vectors.
To validate that noise does not change the general properties, additional computations are analyzed where white noise is added to the hand trajectory Γ data yielding Γ noise . The standard deviation of the normal distribution with mean zero is chosen to be 10 −3 times the distance of start and end point. As a matter of cause, larger values of noise result in larger deviations in the reconstructed weights. Here the size is chosen in range of errors observed in the experiments. No noise is added to the start and end point because the boundary conditions in the bilevel program are assumed to be fixed. The differences between the two lines Γ data and Γ noise result from the fact that the noisy data can in general be less well fitted than the exact data. Note that, especially in case of added noise, an upper level cost value smaller than 10 −4 is acceptable, because it corresponds to differences between the trajectories on the scale of a millimeter. The optimization results of 100 random initial vectors were utilized to compute the means of the logarithmic cost values. In case IPOPT did not terminate at an optimum before 100 iterations were reached, the value of the cost function at the 100th iteration was used in the computation of the mean. The left plot of figure 3 shows the ideal case without noise and the right one the results if noise is considered. Note that in the displayed example the minimal cost value is smaller than the abovementioned bound. In the plots of figure 4 the two examples are displayed in more detail. Here each curve belongs to an optimization running with a fixed n start -value. The mean values are computed by constantly extending each curve by the final value. Forking can be observed at points where the n start -value of a curve is reached. In both cases the curves with n start = 20 form a lower bound for the curve belonging to a lower n start -value, meaning the modifications result in faster cost reduction.
These plots show that a certain number of iterations with the additional constraint assures that the solution comes reasonably close to the global optimum. Note that there exists a bound for the value of n start such that for all larger values no further descent can be observed (Here the value is about 20.) The resulting final values for the upper level cost function are displayed in a cumulative distribution. The x-axis value of figure 5 gives the final value of the upper level cost function and the y-value the corresponding relative frequency. Note that here the x-axis scale is logarithmic and that the relation seems to be nearly linear in the noise-free case. In case noise is considered the dashed line displays the absolute value and the solid line gives the difference relative to the minimum of all 100 optimization runs.
The following cumulative distributions display the accuracy of one example of the computed scalars β i . Note that the general tendency can be described by a log-linear relation. Again, the dashed line displays the absolute values of the cost function and the solid line the relative values with respect to the computed minimal value.
In addition, it can be analyzed how the computed β i -values correlate with the values of the upper level cost function. In figure 7 the log-log-plot of the difference |β i − β data,i | versus the value of the upper level cost function is displayed for one Summing up, the reconstruction framework shows that adding the constraint (13) for a certain number of iteration steps n start considerably reduces the final value of the upper level cost function.
In addition it is shown that the results clearly depend on the choice of the initial values, but the usage of random initial values indicates that the global solution can be approached sufficiently with a small number of trials. Finally, it is observed that the better the local solution approximates the global one, the more precise are the values of the weights β. Two linear axes are combined by mounting one perpendicular on top of the other to model the two degrees of freedom. The height of the chair of the probands is adjusted such that the shoulder and the hand at the handle are within a horizontal plane. Ideally for a two-dimensional model the elbow should stay in this plane, too, but to obtain normal arm movements the probands are not fixed at the elbow; consequently, the elbow position could drift off which causes small errors in the model. The goal of the experiment is to move the handle between indicated positions under the influence of external dynamics.
2D Arm Model.
A planar two-link arm model with three (1 biarticular and 2 monoarticular) muscle pairs is considered; hence, the arm configuration is described by the coordinates q ∈ R 2 . The dynamics of the arm are given by equation (1), but in the presence of external forces depending on the acceleration of the hand position the transformation to equation (2) has to be adapted.
The following external forces which are acting on the hand are included in the formalism:
where m is the simulated mass and b is the damping factor. The hand position is here denoted by p(q) and the corresponding first and second derivatives by J p (q) and H p (q). Consequently, the identitiesṗ = J pq andp = J pq +q T H pq hold. Inserting these into equation (15) yields
Finally the adapted version of equation (1) reads
Note that the matrix mJ p (q) T J p (q) is positive semidefinite since m ≥ 0 and thereby the combined matrix M (q) + mJ p (q)
T J p (q) is always positive definite. The arm parameters can be found in the appendix 7.1.
5.3.
Optimization Results. The first step to obtain optimization results is to extract suitable data out of all the recorded one. For each proband ten trials are recorded for all virtual combinations of mass and damper, but some trials differed considerably from the main scheme of the other trials. Therefore, six out of ten trials are selected by the following process: The first of the ten trials is in all cases discarded to minimize correlation of succeeding combinations. Out of the remaining ones the two-thirds are selected which have minimal distance to the median of all trials. For a moderate ratio between b and m the recorded trajectories show similarities by inspection (compare figure 9) . It can be noted that for these cases the variance in the resulting weight distributions is reasonably small, but for those cases where no similarities can be found by inspection the weight distributions seem to be random. The weight distributions differ between subjects when the same external mass and damper are considered; however, all by themselves are quite stable, i.e. the standard deviation is small compared to the general distribution of weights (compare figure  10) . For some external influences a combination of only two optimization criteria yields optimal results, especially if the mass m is small. There is hardly one recorded trajectory where all four cost function have considerable influence.
It has to be noted that the obtained weight distributions describe only the human arm motions of the specific proband at the current state of adaption to the task. The distribution changes considerably if the virtual mass m is increased ( figure 11 ).
For all analyzed motions the maximal distance between a recorded trajectory and the respective solution is relatively small (in most cases about 3mm, but in all cases less than 1cm); therefore, one could argue that the chosen cost functions are sufficient to reproduce the hand trajectories for the given task.
A more detailed discussion with focus on the influence of combinations of masses and dampers can be found in [3] . We thank especially C. Passenberg, who arranged the experimental setup and conducted the experiments with the human probands, for the excellent cooperation and the experimental data used in this section. Figure 11 . The weight distributions of one proband for different masses with constant damping b = 0 6. Summary and Discussion. The general question, which arose from invariant features of human movements, is whether humans move in some way optimal. Hence it is a common approach to seek an optimality criterion humans minimize.
This work focused on point-to-point movements, which means that at the given start and end point the arm has to be at rest. To apply optimization theory the dynamics of the human arm were modeled. Here a rigid-body-model was combined with a simple muscle model yielding an ODE description of the dynamics, which was later extended to include forces on the hand depending on velocity and acceleration.
Some standard cost functions from literature were stated and in combination with the ODE constraint a nonlinear optimization problem was obtained. A bilevel program was then obtained by composing this lower level program with an upper level program, where the optimal linear combination of the standard cost functions was sought. Bilevel theory was used to prove the existence of a global minimum for the bilevel program under the following weak assumptions: the rows of the Jacobian of the equality constraints are linearly independent, the controls have to be bounded and the lower level program has to have a unique solution.
A discretization strategy was applied to the ODE constraints of the lower level program and then the bilevel program was transformed into a one-level program by utilizing the KKT-conditions. This nonlinear optimization problem was solved with the optimizer IPOPT and the performance of which was enhanced by adding a further constraint.
To estimate the quality of obtained results a reconstruction framework was presented and finally results for some example data were given.
The goal of the approach presented here was not to find a cost function all humans minimize while doing point-to-point movements, but just to find that one which comes closest to the movements of one proband at a time. This specialization was necessary due to inter-subject discrepancies.
Many research groups have already worked in the field of applying force-fields to a human arm, however here the focus was not on the adaption of the human movement to the external influences but rather the goal was to describe the movements at the current state of adaption.
In the recent years the demand for human-like robots increased. The advances in hardware design have to be combined with control strategies which allow for human-robot interaction. To enable cooperating humans to better anticipate the robots' movements, the here obtained cost functions could be used. Additionally, the results can also be utilized to predict human movements, which have to be known to plan the robots' appropriate responses. Furthermore, a prediction of the human movement can be used in telepresence to reduce the time delay.
7. Appendix. (1) and for J p can be found in [47] . The matrix R of the moment arms is given by R = 0.03 0 0.025 0 0.03 0.04 .
Symbol Quantity
Those values are based on [47] and [11] .
7.2. Upper Level Cost Function. In this section an approach is presented to measure the distance between a recorded hand path (in R 2 or R 3 ) and a computed one. Let p data (t) denote the recorded hand position at time t. The main focus should be on the curve Γ data = { p data (t)| t ∈ [t 0 , t f ]} as a subset of R k with k = 2 or k = 3.
For a given state vector v(t i ) the corresponding hand position is denoted by p comp (t i ) and consequently the vectorp comp belongs tov.
Here the computation of the cost function can be reduced to the computation of the distance of a point p comp (t i ) from the curve Γ data . Keeping in mind that the task min d p comp (t i ), Γ data is an optimization problem of its own, the distance between points of equal path length is calculated. For that purpose we compute the relative path length l rel of the hand path from the start to the point p comp (t i ) with respect to the path length of the total hand movementp comp , where the path is approximated by connected line segments:
Consequently, a point γ comp (l) can be computed for a given relative path length l and likewise γ data (l). Thus the following upper level cost function is obtained for given l j , j = 1, . . . , N − 1:
2 .
