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Wie puzzelt man ein Puzzle mit unendlich vielen Teilen,
bei dem keiner das Bild kennt?
Ein explizites Modell fu¨r die Fluid-Struktur-Interaktion
basierend auf LBM und p-FEM
von Sebastian Geller
Zusammenfassung
Die Arbeit bescha¨ftigt sich mit der partitionierten Kopplung von zwei effizienten Lo¨sern zur Simu-
lation von Fluid-Struktur-Interaktionsproblemen. Auf der einen Seite ist dies der auf der Lattice-
Boltzmann-Methode basierende Fluidlo¨ser VIRTUALFLUIDS und auf der anderen Seite der Finite-
Elemente-Strukturlo¨ser ho¨herer Ordnung ADHOC. Anhand eines Benchmarks fu¨r poro¨se Medien wurde
die Leistungsfa¨higkeit des Lattice-Boltzman-Lo¨sers mit einem Navier-Stokes-Finite-Element-Lo¨ser ver-
glichen, der auf den neuesten Techniken beruht. Die hohe Effizienz des Lo¨sers motivierte die Untersu-
chung hinsichtlich einer Fluid-Struktur-Kopplung.
In dieser Arbeit ist es gelungen, ein explizites Kopplungsschema zu entwickeln. Dieses wird durch die
schwach kompressible Formulierung der notwendigen Gleichungen ermo¨glicht. Notwendige Kraftin-
terpolationsverfahren wurden auf der Fluidseite entwickelt. Die sehr anspruchsvolle Behandlung
von bewegten Geometrien auf quadtree/octreeartigen Gittern war eine Herausforderung des in der
Arbeit entwickelten Gittergenerators, der fu¨r verschiedene Berechnungskerne generalisiert wurde.
Die entwickelten Verfahren wurden anhand zahlreicher Benchmarks fu¨r zwei- und dreidimensiona-
le Stro¨mungspha¨nomene betrachtet. Untersuchungen von Starrko¨rperbewegungen halfen hierbei, das
Kopplungsverfahren zu validieren. Ein numerischer und ein experimenteller Benchmark, initiert von der
DFG-Forschergruppe 493 (Fluid-Struktur-Wechselwirkung: Modellierung, Simulation, Optimierung),
wurden ausfu¨hrlich in 2-D validiert. In beiden Fa¨llen befindet sich ein flexibles Fa¨hnchen hinter ei-
nem angestro¨mten Zylinder und die resultierenden Auslenkungen sowie die Kra¨fte wurden mit anderen
Forschungscodes verglichen. Fu¨r den numerischen Benchmark stimmten die Ergebnisse mit den Werten
der anderen Codes u¨berein, wohingegen beim experimentellen Benchmark die Schwingungsfrequenzen
um bis zu 20 Prozent abwichen. Dies zeigte, dass die Simulationen mit dem expliziten Kopplungsschema
durchgefu¨hrt werden ko¨nnen, aber sowohl verbesserte numerische Ansa¨tze als auch neue Randbedingun-
gen entwickelt und validiert werden mu¨ssen.
Fu¨r die dreidimensionale Fluid-Struktur-Interaktion fu¨hrten die Testfa¨lle einer in einem Rohr sinkenden
Kugel und eine la¨ngsangestro¨mte Rechteckplatte zu guten Resultaten. Hierbei ist die Berechnungseffi-
zienz der gekoppelten Simulation im Vergleich zu anderen impliziten Verfahren hervorzuheben. Kopp-
lungsansa¨tze mit der parallelen Version des dreidimensionalen Fluidstro¨mungslo¨sers wurden beim Test-
fall der sinkenden Kugel gepru¨ft. Es wurde ein Lo¨ser entwickelt, der die Grundlage zur Berechnung von
Fluid-Struktur-Pha¨nomenen bildet. Fu¨r die realistische Anwendung mu¨ssen hier Verfahren der Turbu-
lenzsimulation sowie der entwickelten Algorithmen zur Fluid-Struktur-Interaktion weiter validiert wer-
den.
Der letzte Teil der Arbeit beschreibt die flexible Softwarearchitektur des VIRTUALFLUIDS-
Stro¨mungslo¨sers, die auch fu¨r weitere physikalische Problemstellungen und eine interaktive Bedienung
der laufenden Simulation entwickelt wurde. Es wird ein Computational-Steering-Ansatz beschrieben,
der es dem Nutzer ermo¨glicht zur Berechnungslaufzeit interaktiv Simulationparameter zu a¨ndern. Fu¨r
den Anspruch Adaptivita¨t, Parallelisierung und wissenschaftliche Visualisierung in einer Simulations-
umgebung zu vereinen, ist der gezeigte Ansatz vielversprechend.
An explicit model for the fluid-structure interaction
based on LBM and p-FEM
from Sebastian Geller
Abstract
This work deals with the partitioned coupling of two efficient solvers for the simulation of fluid-structure-
interaction problems. The fluid solver VIRTUALFLUIDS, based on the Lattice-Boltzmann method, and
the high order finite element structural solver ADHOC are used. Based on a benchmark for porous media,
the efficiency of the Lattice-Boltzmann solver has been compared to a state of the art Navier-Stokes finite
element solver. The resulting high efficiency has further motivated the development of the fluid-structure
coupling approach.
In this work we succeessfully developed an explicit coupling scheme. This is possible due to the weakly
compressible form of the governing equations. For the coupling, sophisticated force interpolation rules
have been developed, in order to determine the fluid forces on the structures in the flow. Moreover,
the handling of moveable geometries on quadtree/octree-typed grids was a major challenge for the grid
generator. The developed methods have been validated with the help of numerous benchmark problems
for two and three dimensional fluid-structure interaction phenomena. The study of rigid-body motion
served to validate the coupling approach. For the two-dimensional case, a numerical and an experimental
benchmark, initiated from the DFG Research Unit 493 (Fluid-structure interaction: modeling, simulation,
optimization), were validated in detail. In both cases a flexible flag is attached to a cylinder in a flow
field, and starts to move due to the asymmetric flow pattern. The resulting displacements as well as the
forces are compared to results of other research groups. For the numerical benchmark the results agree
well with the results from other codes, whereas for the experimental benchmark the frequency of the
oscillations deviates up to 20 percentages. This points out that simulations with an explicit coupling
scheme in general are feasible for the simulation of FSI, but nonetheless improved approaches as well as
new boundary conditions have to be developed and validated.
For the validation of three dimensional fluid-structure interaction, a sinking sphere in a pipe and a rectan-
gular plate in a cross flow are examined and lead to good results. For the sinking sphere case, the parallel
version of the fluid solver VIRTUALFLUIDS has been used. Further three-dimensional applications in-
dicate that for realistic simulations, the incorporation of turbulence models is crucial and the developed
algorithms for fluid-structure interaction has to be validated. For all of the examined test cases, the high
computational efficiency of the coupled simulation in comparison to implicit methods has to be pointed
out.
The last part of this work describes the flexible software concept of the flow solver VIRTUALFLUIDS,
which is the basis for the coupled computations of fluid-structure interaction phenomena. The solver was
developed to be able to cope with further physical problem definitions and an interactive handling of the
running simulation. In such a computational steering approach it is posssible for the user to interactivly
change the simulation parameters during the computation. The presented software concept has shown to
be capable of combining adaptivity, parallelization and scientific visualization in one simulation environ-
ment.
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11 Einleitung
Tacoma, US -Bundesstaat Washington, 07.11.1940: Wie so oft wiegt sich die erst ku¨rzlich eingeweihte
Ha¨ngebru¨cke u¨ber dem Puget Sound im Wind, der an Sta¨rke langsam zunimmt und eine Geschwindigkeit
von 68 km/h erreicht. Plo¨tzlich werden die Schwingungen immer gro¨ßer, einige Stahlseile reißen, das
Deck bricht auseinander und gewaltige Teile stu¨rzen in die Tiefe. [92] - Ein Beispiel von vielen, die
aufgrund von Naturgewalten traurige Beru¨hmtheit erlangten.
Ziel der Forschung muss sein, Baukonstruktionen zu ermo¨glichen, die von Menschen nicht steuer-
bare Einflu¨sse beru¨cksichtigen. Die rechnergestu¨tzte Simulation von Pha¨nomenen, die Fluid-Struktur-
Interaktion (FSI) beinhalten, ist eine Methode, die den Einfluss von Wasser und Wind auf Bauwerke
untersucht und somit ihren Beitrag dazu leistet. Beispiele fu¨r das Bauingenieurwesen sind u. a. Bru¨cken,
Wolkenkratzer und Offshoreplattformen, die bekanntlich hohen Windlasten ausgesetzt sind. Im Maschi-
nenbau kann man Ventile, Pumpen, Flu¨gel, Schiffspropeller und a¨hnliches mit FSI-Berechnungen di-
mensionieren. Angewendet wird FSI ebenfalls beim Design von Ru¨hrern, Extrudern, Einspritzsystemen
in der Verfahrenstechnik sowie bei ku¨nstlichen Herzklappen und Blutgefa¨ßen in der Medizintechnik.
Als Fluid-Struktur-Interaktion (FSI) wird die Kopplung einer numerischen Stro¨mungsberechnung (CFD)
mit einer Berechnung der Strukturverformung (CSD) bezeichnet. Dies tritt in Fa¨llen auf, wo Stro¨mungen
das Bauteil durch Druck- und Reibungskra¨fte bzw. thermische Einflu¨sse verformen. Bekannte Fluid-
Struktur-Pha¨nomene sind das Flattern (Biege- und Torsionsschwingung) und Galloping. Flattern tritt vor
allem bei Du¨sen oder Turbinen in der Aerodynamik auf und Galloping findet man bei Kabeln, Bru¨cken
oder Offshorewindkraftanlagen.
Simulationen sind bedeutsam, um Vorhersagen zu treffen, Abla¨ufe zu verstehen und Bauteile auszulegen.
Experimentelle Untersuchungen sind ha¨ufig wegen ihres hohen Risikoanteils und den betra¨chtlichen Ko-
sten nicht ausfu¨hrbar. Ein weiteres Problem bei Experimenten ist die immense Schar an Modellparame-
tern. Hierbei kann die Computersimulation Abhilfe schaffen. Diese gibt Aufschluss u¨ber die Validierung
von Designkonzepten und/oder Fertigungsprozesse. Damit sollen Modifikationen oder ein Redesign im
fortgeschrittenen Entwicklungsprozess vereinfacht und die damit verbundenen Kosten reduziert werden.
Die realistische, transiente Simulation von Fluid-Struktur-Interaktionsprozessen ist eine Herausforde-
rung im Hinblick auf die Hardwarekapazita¨t und die numerische Technik. Zusa¨tzlich zum Aufwand,
resultierend aus der Kombination der Struktur- und Fluidberechnung, fu¨hrt die Interaktion zu einer Viel-
falt von komplexen numerischen und mechanischen Fragen. Dies umfasst Fragen der entsprechenden
Betrachtung der dynamischen und nichtlinearen Interaktion selbst, die Mo¨glichkeit von partitionierten
Lo¨sungsansa¨tzen, die Tauglichkeit von bewa¨hrten Methoden von der Struktur- und Stro¨mungsseite, die
Robustheit und Effizienz der Methoden und die entsprechende Beschreibung von komplexen, zeitlich
vera¨nderlichen Geometrien.
Fluid-Struktur-Interaktion ist ein faszinierendes Thema der Forschung. Es ist schwer, eine gute Lo¨sung
zu erhalten, da eine Simulation eine große Anzahl von Modellannahmen mit einschließt. Diese werden
hierbei in der Gesamtkette von der Problemstellung bis zur Auswertung getroffen: Ein Problem mit sei-
nen Bestandteilen und Wechselwirkungen fu¨hrt mit Hilfe der Ordnungsprinzipien wie Erhaltungssa¨tze,
Kra¨ftegleichgewichte, Symmetrie, etc. und der Approximation mit den entsprechenden Differentialglei-
chungen sowie den zugeho¨rigen Rand- und Anfangsbedingungen, der entsprechenden Numerik und
den Algorithmen sowie der Implementierungsweise zu Simulationsergebnissen, die ausgewertet werden
mu¨ssen. Bei der Lo¨sung wird diese Modellkette als iterativer Prozess durchlaufen. Das schwa¨chste Glied
der Kette ist hierbei maßgebend fu¨r die Qualita¨t des Ergebnisses. Bei der Fluid-Struktur-Interaktion ist
u¨ber die Modellfehler und deren gegenseitige Einflu¨sse wenig bekannt. Daher ist die Validierung von
Fluid-Struktur-Simulationen ein bedeutender Aspekt fu¨r die Forschung.
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Um Einblick in die zugrundeliegende Physik zu erhalten und Optimierungen durchzufu¨hren, ist die nu-
merische Berechnung der gekoppelten Fluid-Struktur-Simulation unabdingbar. Es ist aber heutzutage im-
mer noch nicht mo¨glich, spezifische Stro¨mungspha¨nomene am Computer allgemein abzubilden. Dafu¨r
sind teure Windkanal- bzw. Laborexperimente no¨tig. Fu¨r die Untersuchung des stro¨mungstechnischen
Problems werden gro¨ßtenteils die Navier-Stokes-Gleichungen numerisch mit den verschiedensten Ver-
fahren diskretisiert (FVM, FEM, FDM). Als alternativer Ansatz zur Stro¨mungssimulation etablierte sich
in den letzten Jahren das Lattice-Boltzmann-Verfahren. Dieses lo¨st im Gegensatz zum erstgenannten
Verfahren das Stro¨mungsproblem aus der mesoskopischen Sichtweise und beruht auf dem stochastischen
Verhalten hypothetischer Gasteilchen.
Im Allgemeinen existieren zwei Klassen von Ansa¨tzen zur Lo¨sung von Fluid-Struktur-
Interaktionsproblemen. Der monolithische Ansatz [50, 52, 136] diskretisiert die beiden separaten
Bereiche mit dem gleichen Diskretisierungsschema und lo¨st das resultierende Gesamtgleichungssystem.
Die Kompatibilita¨tsbedingung am Interface sind im Gleichungssystem enthalten. Im Gegenzug nutzt
der partitionierte Ansatz [124] separate Lo¨ser fu¨r das Fluid- und Struktursystem. Es existieren starke
Kopplungsmethoden [30, 126, 137] sowie schwache Kopplungsmethoden [13, 77]. In beiden Fa¨llen
mu¨ssen die Lo¨ser an ihrem gemeinsamen Rand kommunizieren, um die Interfacebedingungen iterativ
zu erfu¨llen. In einem partitionierten Ansatz kann sowohl das Stro¨mungs- als auch das Strukturgebiet
fu¨r die entsprechenden Felder individuell diskretisiert werden. Fu¨r das Fluid existieren hauptsa¨chlich
zwei Ansa¨tze im Kontext von partitionierter FSI mit großen Deformationen. Das Fluid ist entweder
diskretisiert als (a) beliebig bewegliches Netz mit der sogenannten Arbitrary Lagrangian Eulerian (ALE)
Formulierung oder (b) mit einem ortsfesten kartesischen Gitter (eingebetteter Ansatz/Euler-Ansatz) [83].
Der Vorteil der ALE Methode ist die konsistente Behandlung des Interfaces und die Vermeidung der
Aktivierung/Deaktivierung von Fluidknoten infolge des bewegten Strukturnetzes. Der gro¨ßte Nachteil
dieses Ansatzes ist die Neuvernetzungsprozedur beim Auftreten großer Verformungen [124]. Ein fu¨r
dieses Problem verwendeter Ansatz ist ein Schema, bei dem ein festes Euler‘sches Fluidnetz, das nicht
zur Strukturdomaine geho¨rt, u¨berlappt wird durch ein bewegliches deformierbares Fluidgitter, das in
der ALE-Formulierung beschrieben ist. Solche Schemen wurden z. B. in [39, 138] vorgeschlagen. Zur
Vollsta¨ndigkeit sei noch die Partikel Element Methode [53] genannt werden, mit der FSI-Probleme mit
großen Verformungen berechnet werden ko¨nnen. In beiden Fa¨llen muss die Geometrie des Interfaces
explizit beschrieben werden. Vom geometrischen Gesichtspunkt ist der Hauptunterschied zwischen den
Methoden (a) und (b), dass fu¨r die ALE-Formulierung die Bewegung des Randes sich im Fluidgebiet
ausbreitet, d.h. die Fluiddiskretisierung muss der Randbewegung nicht nur am Rand, sondern auch im
inneren Fluidgebiet folgen. Ungeachtet von der zugrundeliegenden Diskretisierungsmethode (Finite
Elemente, Finite Volumen) ist das Fluid gewo¨hnlich durch ein Netz diskretisiert, welches bestimmte
geometrische Bedingungen (z. B. Elementgro¨ße und Aspect Ratio) erfu¨llen muß. Dies schra¨nkt im
Gegenzug die Bewegung des Randes ein. Schwierigkeiten entstehen beispielsweise in Situationen, wo
Randverformungen sehr groß sind, d.h. die Netzdeformationen des betrachteten Fluidgebietes sind so
stark, dass eine Neuvernetzung erforderlich ist. Speziell in drei Raumdimensionen stellt dies eine große
Herausforderung dar.
Die Behandlung von großen Verschiebungen [77] ist der große Vorteil von den Methoden, die auf orts-
festen kartesischen Gittern operieren. Die Schwierigkeit hierbei liegt darin, die Interfacebedingungen
zwischen Struktur und Fluid richtig abzubilden. Eine gute U¨bersicht sowie ein Vergleich zwischen den
Methoden (a) und (b) ist in [83] gegeben.
Der Lattice-Boltzmann-Ansatz [100] wird als eingebetteter Ansatz kategorisiert, da er auf ortsfesten
kartesischen Gittern basiert. Eine lokale Vefeinerung kann beispieelsweise durch quadtreeartige Gitter
in 2-D oder octreeartige Gitter in 3-D erreicht werden [17, 29, 140]. Der Extraaufwand zur Behandlung
bewegter Ra¨nder u¨ber einem orstfesten Gitter liegt in der Berechnung der Gitterabsta¨nde zum bewegten
3Rand und ist begrenzt auf Regionen nahe zum Rand (siehe Kapitel 2.4). Die Anpassung des Quad-
/Octrees beno¨tigt jedoch nur lokale Operationen wodurch eine zeitraubende Neuvernetzungsprozedur
vermieden wird.
Fu¨r einen partitionierten Ansatz ist es unabdingbar, dass beide Lo¨ser (CFD und CSD) effizient sind.
In dieser Arbeit wird eine Kopplung zwischen einem LB-Lo¨ser, basierend auf adaptiven quad- und
octreeartigen Knoten- und Blockgittern und einem p-FEM Strukturlo¨ser untersucht. Die Kopplung wird
durch ein bewegtes Interface-Netz, das in Kapitel 4.3 beschrieben ist, erhalten.
Beide Lo¨ser haben sich als sehr effizient in ihrem Feld erwiesen. Der Finite Element Lo¨ser hoher Ord-
nung hat exponentielle Konvergenzraten in der Energienorm fu¨r glatte Probleme. Schnelle und genaue
Lo¨sungen im zwei oder dreidimensionalen Raum sind ebenfalls fu¨r geometrisch nichtlineare Proble-
me vorhanden. Die Effizienz und Genauigkeit des CSD-Lo¨sers ADHOC [22] im Kontext der Fluid-
Struktur-Interaktion wird in [108, 109] diskutiert. Die Effizienz des CFD-Lo¨sers VIRTUALFLUIDS wur-
de in [37] demonstriert und wird in den nachfolgenden Kapiteln beschrieben. Der Lattice-Boltzmann-
Stro¨mungslo¨ser basiert auf einem expliziten und schwach kompressiblen Schema, aufgrund dessen ein
allgemeines explizites Kopplungsschema entwickelt werden kann. Das Fluid wird auf einem adaptiven,
kartesischen Gitter unabha¨ngig von hohen Gitterdeformationen und den hiermit assozierten Problemen
diskretisiert.
Die ersten Lattice-Boltzmann-Algorithmen fu¨r Fluid-Struktur-Interaktionsprobleme wurden von Ladd
[70, 71] fu¨r die Simulation von Partikelsuspension entwickelt. Eine spezielle Behandlung der Randbe-
dingungen und die Aktivierung/Deaktivierung von Fluidknoten werden in dieser Arbeit gezeigt. Krafc-
zyk et al. [67] erweiterten diese Ideen zur gekoppelten zweidimensionalen Simulation von ku¨nstlichen
Herzklappen. Wa¨hrend hier gute Ergebnisse fu¨r die Verschiebungen erzielt wurden, zeigte der zeitli-
che Verlauf der Anstro¨m- und Auftriebskra¨fte den Einfluss der Aktivierung und Deaktivierung neuer
Fluidknoten. Die Stro¨mung in dem Kanal wurde durch eine transiente Randbedingung, die ein physio-
logisch relevantes Regime repra¨sentiert, angetrieben. Shi und Phan-Thien [115] fu¨hrten die Distributed-
Lagrange-Multiplier/Fictitious-Domain (DLM/FD) Methode ein, um elastische Verformungen mittels
Fluid-Struktur-Interaktion mit der Lattice-Boltzmann-Methode zu behandeln. In [113] wurde dieser An-
satz auf drei Raumdimensionen erweitert. Eine Immersed-Boundary-Lattice-Boltzmann-Methode zur
Lo¨sung von Fluid-Partikel-Interaktionen wurde in [28, 27, 44] entwickelt. Die Methode wurde in [120]
durch eine Multi-Block-Strategie, die eine Gitterverfeinerung erlaubt, weiterentwickelt. In dieser Ar-
beit werden die Kopplung mit dem Standard-Lattice-Boltzmann-Verfahren und die hierfu¨r notwendigen
Anpassungen der Methode vorgestellt.
Im Rahmen dieser Arbeit entstand die Basis eines adaptiven, baumartigen Fluidlo¨sers, der verschiedene
Rechenkerne mit derselben Gebietsdiskretisierung umfasst. Das Softwareframework basiert auf objekt-
orientierten Technologien und tra¨gt den Namen VIRTUALFLUIDS. Der entwickelte Entwurf fu¨r den Soft-
wareprototypen war ein entscheidener Faktor, der zum Erfolg der komplexen Simulationen fu¨hrte. Fu¨r
den Simulationsprozess ist es außerdem wichtig, dass die Simulation interaktiv abla¨uft und Simulati-
onsparameter zur Laufzeit gea¨ndert werden ko¨nnen. Es wird gezeigt, dass die klassiche Schleife von
Pra¨prozessing, Berechnung und Postprozessing durch eine interaktive Umgebung durchbrochen wer-
den kann. Normalerweise bedeutet ein getrenntes Pra¨- und Postprozessing, dass die Eingabedaten je-
weils manuell eingebunden werden. Im Designzyklus kann dies wertvolle Bearbeitungszeit in Anspruch
nehmen. Es wird ein Computational-Steering-Ansatz eingefu¨hrt, bei dem der Nutzer wa¨hrend des Be-
rechnungsprozesses interaktiv Parameter modifizieren, Randbedingungen a¨ndern, Geometrien entfernen,
hinzufu¨gen oder verschieben kann.
Der Ausdruck Computational Steering wurde von Liere et al. [78] eingefu¨hrt und beschreibt die inter-
aktive Modifizierung von Parametern wa¨hrend des Simulationsprozesses. Dem Nutzer wird ermo¨glicht,
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die Eingabeparameter des berechnenden Prozesses zu a¨ndern und dessen Reaktion zur Laufzeit zu stu-
dieren. Der Ingenieur, der eine steuerbare Simulation durchfu¨hrt, erha¨lt ein intuitiveres Versta¨ndnis von
dessen Verhalten durch das direkte Wechselspiel zwischen Modifikation und Reaktion des Prozesses.
Neben den grundlegenden Anforderungen der einfachen Anpassungsfa¨higkeit und Erweiterbarkeit fu¨r
neue stro¨mungsmechanische Probleme, zielt die Softwarebibliothek auch auf physikalische Korrektheit,
Parallelisierung und eine einfache, intuitive Anwendung ab.
U¨bersicht
Die Arbeit gliedert sich in drei Teile. Im ersten Teil (Kapitel 2-4) wird das Fluid- und Strukturmodell, das
zugrunde liegende Berechnungsgitter, die notwendigen Erweiterungen fu¨r die FSI und der Kopplungsan-
satz beschrieben. In Kapitel 2.1 werden zuna¨chst die Grundlagen der Lattice-Boltzmann-Methode disku-
tiert, worauf die Beschreibung des Multiple-Relaxation-Time(MRT)-Modells in Kapitel 2.1.2 folgt. Im
na¨chsten Abschnitt wird eine detailierte Diskussion u¨ber Randbedingungen und deren Implementierung
fu¨r bewegte Ra¨nder gefu¨hrt. In Kapitel 2.2.1 wird die Vorgehensweise bei der Aktivierung/Deaktivierung
von Fluidknoten gezeigt. Danach folgen die Kapitel u¨ber die Gitterverfeinerung und -generierung.
Da der Fokus der Arbeit auf der Entwicklung des Fluidlo¨sers liegt, werden in Kapitel 3 die zugrundelie-
genden Gleichungen fu¨r das Strukturproblem und der entsprechende Computational Structural Dynamics
(CSD) Lo¨ser kurz skizziert.
Zu Beginn des vierten Kapitels (Abschnitt 4.1) wird die Berechnung der Kra¨fte auf feste und bewegliche
Strukturen beschrieben und in 4.2 die Transformation der physikalischen Gro¨ßen zwischen dem Lattice-
Boltzmann-System und dem realen System. Der explizite und implizite Kopplungsalgorithmus fu¨r die
Fluid-Struktur-Interaktion werden in Kapitel 4.3 pra¨sentiert und schließen den Grundlagenteil ab.
Im zweiten Teil, dem Validierungsteil, werden zuna¨chst Testfa¨lle im zweidimensionalen Raum unter-
sucht. Der Benchmark fu¨r poro¨se Medien in Kapitel 5.1 zeigt die Berechnungseffizienz der Lattice-
Boltzmann-Methode fu¨r transiente Problemstellungen. Danach wird eine Starrko¨rperbewegung eines
Einmassenschwingers in Kapitel 5.2 mit Literaturergebnissen verglichen. Der am intensivsten validierte
Testfall ist der numerische Benchmark eines schwingenden Fa¨hnchens hinter einem Zylinder in Kapi-
tel 5.3, der in der DFG-Forschergruppe 493 definiert wurde. Der letzte Testfall in 2-D ist der experi-
mentelle Benchmark in Kapitel 5.4, der ebenfalls im Rahmen der Forschergruppe untersucht wurde.
Im Kapitel 6.1 werden in 3-D die Druckbeiwerte eines Zylinders berechnet. Als erster Testfall fu¨r ei-
ne Starrko¨rperkopplung dient eine sinkende Kugel in Kapitel 6.2. Die Kopplung mit dem Strukturlo¨ser
ADHOC wird in Kapitel 6.3 anhand einer la¨ngsangestro¨mten Rechteckplatte, bei der fu¨r verschiedene
Anstro¨mgeschwindigkeiten die Auslenkungen verglichen werden, untersucht.
Im dritten Teil (Kapitel 7) wird die, in dieser Arbeit entwickelte, flexible Softwarearchitektur vorgestellt.
Neben der Erla¨uterung der grundlegenden Struktur wird auch auf die Parallelisierung und die Aspektori-
entierung eingegangen.
Den Abschluss bilden die Schlussfolgerungen und der Ausblick.
52 Lattice-Boltzmann-Methode zur Fluidsimulation
In dieser Arbeit kommt zur numerischen Simulation der Fluiddynamik das Lattice-Boltzmann-Verfahren
zum Einsatz, das eine sehr effiziente Beschreibung des Fluids in mesoskopischer Betrachtungsweise
ermo¨glicht. Im nachfolgenden werden die dafu¨r beno¨tigten Grundgleichungen, Randbedingungen und
Gebietsdiskretisierungen eingefu¨hrt.
2.1 Grundlagen der Lattice-Boltzmann-Methode
2.1.1 Einleitung
Wa¨hrend der letzten zwei Jahrzehnte war ein großer Fortschritt bei der Entwicklung kinetischer Mo-
delle, speziell der Lattice-Boltzmann-Methode (LBM), fu¨r Stro¨mungsprobleme festzustellen. Fu¨r eine
Einfu¨hrung in die Thematik wird auf [45, 139, 119] und die Literaturhinweise darin verwiesen.
Die Grundgleichung der kinetischen Gastheorie ist die Boltzmanngleichung, welche die Dynamik ei-
ner Partikelverteilungsfunktion f (Einheit: kg
m3
) in Zeit t und Phasenraum x, ξ beschreibt, wobei x die
Position und ξ die mikroskopische Geschwindigkeit ist:
∂t f(t, x, ξ) + (ξ ·∇x)f(t, x, ξ) = Ω(f) (2.1)
Die linke Seite von Gleichung 2.1 beschreibt die Advektion der Verteilungen mit der Geschwindigkeit
ξ und der Kollisionsterm Ω auf der rechten Seite die Interaktion der Partikelverteilungen. Der Kolli-
sionsterm Ω wird durch ein komplexes Integral beschrieben, dessen genaue Lo¨sung nicht bekannt ist.
Daher wird der Kollisionsterm mit vereinfachten Modellen, hier dem Bhatnagar, Gross und Krook Mo-
dell (BGK) [5] angena¨hert.
Ω = −1
τ
(f(t, x, ξ)− feq(t, x, ξ)) (2.2)
feq(t, x, ξ) ist die Taylorexpansion der Maxwellverteilung, die die Gleichgewichtsverteilung fu¨r ein
ideales Gas ist und τ (Einheit: s) die Relaxationszeit. Die Differenz f − feq entspricht dem Nicht-
gleichgewichtsanteil fneq. Unter der Annahme kontinuierlicher Stro¨mungen mit kleinen Knudsenzah-
len (Kn << 1) kann der Geschwindigkeitsraum durch einen Satz b + 1 diskreter Geschwindigkeiten
{ei, i = 0, . . . , b} angena¨hert werden. In dieser Arbeit wird das sogenannte D2Q9-Modell in 2-D und
das D3Q19-Modell in 3-D verwendet. Die Notation DdQq folgt hierbei [100], in der d die Anzahl der
Dimensionen und q die Anzahl der diskreten Geschwindigkeiten ist.
Die Richtungsvektoren sind fu¨r das D2Q9-Modell:
{hi} =
{
0 1 0 −1 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 −1
}
(2.3)
und fu¨r das D3Q19-Modell:
{hi} =
 0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 00 0 0 1 −1 0 0 1 −1 −1 1 0 0 0 0 1 −1 1 −10 0 0 0 0 1 −1 0 0 0 0 1 −1 −1 1 1 −1 −1 1

(2.4)
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uniformen, quadtreebasierten Gittern zu rechnen. Die verschiedensten Möglichkeiten 
zur Erzeugung von Quadtreestrukturen und deren Abarbeitung sind in vielen 
Veröffentlichungen vorzufinden und sollen hier nicht weiter betrachtet werden [4]. 
In dieser Arbeit soll ausgehend von der sogenannten Bhatnagar-Gross-Krook (BGK) 
Formulierung der Boltzmann Gleichung, das Verfahren kurz erläutert und dessen 
softwaretechnologische Umsetzung aufgezeigt werden. Die Herleitung der Gleichungen 
kann in entsprechender Literatur [1,10] nachvollzogen werden. 
2. Lattice-Boltzmann-Verfahren 
Die Gleichung, die es zu lösen gilt, ist die diskrete Boltzmann Gleichung mit einem 
vereinfachten Kollisionsoperator. 
                                               iiii fet
f Ω=∇+∂
∂  (1) 
Diese wird durch folgenden Finite Differenzen Ansatz in Raum und Zeit diskretisiert: 
                     [ ]),(),(),(),(1 txftxfttxftttexf nieqiniini −Δ+=Δ+Δ⋅++ τ  (2) 
wobei feq die Gleichgewichtsverteilungen sind und folgendermaßen berechnet werden: 
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i     - Verteilungsrichtung: 0,O,N,W,S,NE,NW,SW,SE 
t     - Zeit 
n    - Zeitpunkt 
f     - Verteilungen 
τ     - Relaxationszeit 
2
3 tΔ+= ντ  
ν     - Viskosität 
Hierbei handelt es sich um das sogenannte D2Q9-Modell wo D2 die Dimension des 










Die diskreten Geschwindigkeiten sind ei = ξi = c · hi. Die konstante Geschwindigkeit c (Einheit: ms )
korreliert mit der Schallgeschwindigkeit gema¨ß c2s = c
2/3. Diese verknu¨pft mit der Dichte ergibt den
Druck p = c2sρ.
Nach der Projektion des Kollisionsoperators in den Geschwindigkeitsraum erhalten wir das diskrete
Geschwindigkeitsmodell bzw. die diskrete Boltzmanngleichung [48] bestehend aus b+ 1 Gleichungen:
∂t fi(t, x) + (ei ·∇x)fi(t, x) = Ωi, i = 0, . . . , b (2.5)
mit den Verteilungsfunktionen f = (fi(x, t), i = 0 . . . , b) (Einheit: kgm3 ), welche mit der Geschwindig-
keit ei propagieren.
Die Gleichgewichtsverteilungsfunktionen feqi , auch Gleichgewichtsverteilungen genannt, werden
gewo¨hnlich als quadratische Polynome der ersten beiden hydrodynamischen Momente [100] – der Dich-









2.1 Grundlagen der Lattice-Boltzmann-Methode 7



















mit der konstanten Referenzdichte ρ0 (normalerweise = 1) und den Wichtungsfaktoren wi fu¨r das je-
weilige Modell, wobei die Richtungen i den englischen Bezeichnungen East, North, South, West, Top,
Bottom fu¨r die diskreten Gittervektoren entsprechen.
Fu¨r das D2Q9-Modell sind die Wichtungsfaktoren [45, 66]:
wi =

4/9, i = 0
1/9, i = E,W,N, S
1/36, i = NE ,SW ,SE ,NW
(2.8)
und fu¨r das D3Q19-Modell:
wi =

1/3, i = 0
1/18 i = E,W,N, S, T,B
1/36, i = NE ,SW ,SE ,NW ,TE ,BW ,BE ,TW ,TN ,BS ,BN ,TS
(2.9)
Diskretisiert man Gleichung 2.5 mittels eines Upwind-Finite-Differenzen-Ansatzes, gekoppelt in Raum
und Zeit durch ∆x = c∆t, erha¨lt man die Evolutionsgleichung auch genannt Lattice-Boltzmann-
Gleichung [48]
fi(t+ ∆t, x + ei∆t)− fi(t, x) = Ωi, i = 0, . . . , b (2.10)
auf einem raumfu¨llenden Gitter mit dem Knotenabstand ∆x = c∆t.
Der Kollisionsoperator ist nun
Ωi = −ω (fi − feqi ) (2.11)
mit ω = ∆tτ .
Im Gegensatz zum einfachen FD-Ansatz sind auch andere Diskretisierungstechniken mo¨glich, wie z.
B. in [75, 91, 114, 132, 131, 130] gezeigt wurde. Fu¨r die FD-Diskretisierung ist die Kollisionsrate ω











Mittels einer Chapman-Enskog-Analyse [15, 34] kann gezeigt werden, dass die Momente (2.6) der
Lo¨sung von Gleichung 2.10 Lo¨sungen der inkompressiblen Navier-Stokes-Gleichungen bis zu einem
Fehler der Ordnung O(∆x2) ,O(Ma2) sind.
Prinzipiell la¨sst sich die Lattice-Boltzmann-Gleichung in zwei Schritte aufteilen, den Kollisionsschritt
und den Propagationsschritt. Fu¨r uniforme Gitter ergibt sich somit ein recht einfacher Algorithmus, um
die Stro¨mung zu simulieren. Es werden zuerst fu¨r alle Knoten die neuen Verteilungen nach der Kollision
bestimmt und im na¨chsten Durchlauf zu ihren Nachbarknoten verschoben.
Ein typisches Schema der Implementierung ist, die Gleichung 2.10 in einen lokalen Kollisionschritt
f˜i(t+ ∆t, x) = fi(t, x) + Ωi(t, x), (2.13)
mit den sogenannten Post-Kollisionwerten f˜i(t+ ∆t, x) und einen Propagationsschritt, bei dem die Ver-
teilungen zu ihren Nachbarknoten bewegt (propagiert) werden, aufzusplitten.
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Kollision           Propagation
Abbildung 2.3: Kollisions- und Propagationsschritt
2.1.2 Momentenmethode
Im sogenannten Multiple-Relexation-Time(MRT)-Modell werden die Verteilungen mittels einer Trans-
formationsmatrixM, bestehend aus orthogonalen Eigenvektoren des Kollisionsoperators, in den Momen-
tenraum transformiert [19, 20, 73]. Vereinfachend werden hier nur die Momente fu¨r das D2Q9-Modell
gezeigt. Fu¨r das D3Q19-Modell ko¨nnen sie Vero¨ffentlichung [129] entnommen werden.
m = Mf f = M−1m (2.14)
Die Momentem werden folgendermaßen definiert:
m = (ρ, e, , ρ0ux, qx, ρ0uy, qy, pxx, pxy) (2.15)



































(pxy − ρ0uxuy) , (2.18)
wobei ω der Relaxationsrate entspricht.




1· (1 1 1 1 1 1 1 1 1)
c2· (−4 −1 −1 −1 −1 2 2 2 2)
c4· (4 −2 −2 −2 −2 1 1 1 1)
c· (0 1 0 −1 0 1 −1 −1 1)
c3· (0 −2 0 2 0 1 −1 −1 1)
c· (0 0 1 0 −1 1 1 −1 −1)
c3· (0 0 −2 0 2 1 1 −1 −1)
c2· (0 1 −1 1 −1 0 0 0 0)
c2· (0 0 0 0 0 1 −1 1 −1)

(2.19)
Beim MRT-Modell wird die Kollision im Momentenraum ausgefu¨hrt. Sie ist gegeben durch
Ω = −M−1S [(Mf)−meq] , (2.20)




eq = −2c2ρ+ 3ρ0u2
meq2 = 
















xy = ρ0uxuy. (2.21)
S ist eine Diagonalmatrix mit den einzelnen Relaxationssraten si.
Die Kollisionsraten s0, s3, s5 sind nicht relevant, da sie mit den konservativen Momenten verknu¨pft sind.
Um eine konsistente dynamische Viskosita¨t (2.12) zu erhalten, entsprechen Raten s7 und s8 der BGK-
Kollisionsrate s7 = s8 = ω.
Die anderen Relaxationsraten haben keine physikalische Bedeutung fu¨r inkompressible Stro¨mungen und
ko¨nnen im Bereich [0, 2] frei gewa¨hlt werden. Durch eine geeignete Wahl kann man die Stabilita¨t des
Verfahrens verbessern [73]. Die Wahl von S = diag( 1τ ) reduziert das MRT-Modell zum BGK-Modell,
da die Relaxationsraten fu¨r die nichterhaltenden Momente identisch sind. Die optimalen Werte ha¨ngen
vom spezifischen System, d.h. von Geometrie, Initial- und Randbedingungen ab und ko¨nnen i. A. nicht
a priori bestimmt werden. In [20, 73] werden sinnvolle Werte vorgeschlagen. Beim Two-Relaxation-
Time (TRT) Modell, dass von Ginzburg [41] entwickelt wurde, existieren nur zwei Kollisionsraten. Die
ungeraden Momente werden dabei mit s4 = s6 = 2 − ω relaxiert, die anderen mit ω. Hier wurde
s1 = s2 = s4 = s6 = 1 gewa¨hlt. Dies bedeutet, dass die dazugeho¨rigen Momente sofort zu ihren
Gleichgewichtswerten relaxieren. Dies wurde auch von Yu [141] vorgeschlagen.
Der Basisalgorithmus der MRT-Kollision fu¨r jeden Gitterknoten und Zeitschritt lautet:
Algorithmus 1 MRT-Kollision
⇒ transformiere die Knotenverteilungen in einen a¨quivalenten Satz von Momenten (m = Mf)
⇒ relaxiere b− 3 (in 2-D) nicht-erhaltene Momente mk mit verschiedenen Relaxationsraten τk = 1ωk
in Richtung der Gleichgewichtsmomente meqk (siehe [73])




zuru¨ck in den Verteilungsraum um die
Verteilungen im Post-Relaxationszustand zu erhalten
Mittels einer Chapman-Enskog-Analyse [15, 34] oder einer asymptotischen Analyse [58, 60] kann ge-
zeigt werden, dass die Konvergenzordnung im Hinblick zu einer Navier-Stokes-Na¨herungslo¨sung erster
Ordnung in der Zeit und zweiter Ordnung im Raum ist.
Ein deutlicher Vorteil der Momentenmethode ist die Mo¨glichkeit, die nicht-hydrodynamischen Relaxa-
tionsraten so einzustellen, dass Modellartefakte minimiert werden und dadurch die numerische Stabilita¨t
optimiert wird.
Die Benutzung der Momentenmethode verbessert die Effizienz substantiell. Die maximale Zellreynolds-
zahl ist bis zu zwei Gro¨ßenordnungen gro¨ßer gegenu¨ber dem BGK-Ansatz.
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2.1.3 Lattice Boltzmann Methode fu¨r Flachwasserstro¨mungen
Szenarien wie Dammbruchsimulationen oder allgemein Simulationen freier Oberfla¨chen sind auch fu¨r
Laien einfach nachzuvollziehen. In der in dieser Arbeit entwickelten interaktiven Simulationsumgebung
(siehe Kapitel 7) wird dies demonstriert. Hierfu¨r wurde ein Lattice-Boltzmann-Modell fu¨r die Flachwas-
sergleichungen implementiert. Dieses wurde von Zhou [143] entwickelt und kann akurate Lo¨sungen fu¨r
die Flachwassergleichungen berechnen. Adaptive Berechnungen wie in Kapitel 2.4.4 veranschaulicht,
sind damit mo¨glich. Zuna¨chst werden die zugrundeliegenden Gleichungen gezeigt. Dem folgt ein einfa-
ches Validierungsbeispiel der Stro¨mung u¨ber eine Bodenwelle. Ausgangspunkt ist die allgemeine Form
eines Lattice Boltzmann Modells zur Simulation von Stro¨mungen:
fi(t+ ∆t, x + ei∆t)− fi(t, x) = −1
τ






















eiu + h2c4 (eiu)
2 − h
6c2





eiu + h8c4 (eiu)
2 − h
24c2
u2, i = NE ,SW ,SE ,NW
(2.24)







eifi = hu (2.25)
Der Kraftterm wird zur Modellierung der Gravitationskraft, Windscherspannung, Corioliskraft [80] und
des Bodengefa¨lles verwendet. Zur Berechnung des Kraftterms wird ein zentrales Schema eingefu¨hrt







(−g)h(x) + h(x + ei∆t)
2
z(x)− z(x + ei∆t)
∆xi
(2.27)
h und z sind die Wassertiefe und Bodenho¨he des betrachteten Knotens.




(h(x) + h(x + ei∆t))(z(x)− z(x + ei∆t)) (2.28)
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Stro¨mung u¨ber eine Bodenwelle
In [143] beschreibt Zhou die Stro¨mung u¨ber eine Bodenwelle. Durch diese erho¨ht sich die Geschwindig-
keit der Stro¨mung und somit entsteht an der Wasseroberfla¨che eine Absenkung. Hier wird der Testfall
genutzt, um das implementierte Schema mit Gitterverfeinerung zu validieren.
Der Kanal ist 25m lang. Die Bodenho¨he zb fu¨r die Bodenwelle wird folgendermaßen definiert:
zb(x) =
{
0.2− 0.05(x− 10)2 8m < x < 12m
0.0 x ≤ 8m,x ≥ 12m (2.29)
Am Einlauf ist ein Durchfluß von q = 4.42m2/s gesetzt. Der Auslauf hat eine Ho¨he von h = 2m.
Die mikroskopische Referenzgeschwindigkeit ist c = 15m/s und die Relaxationszeit τ = 1.5s. Das
Abbruchkriterium der Simulation ist eine Abweichung von 10−6 fu¨r die A¨nderung der Wasserober-
fla¨che. Fu¨r die uniforme Berechnung wurde das Gebiet mit einem Gitter von 250× 10 Knoten aufgelo¨st.
Das entspricht einem Gitterabstand von 0.1m. Das Ergebnis des zu erwartenden Tiefpunktes der Was-
seroberfla¨che ist 1.90735m und die maximale Geschwindigkeit betra¨gt 2.5888ms . Der Durchfluß ist mit
q = 4.42m2/s im Kanal konstant. Im Bereich von 7 bis 13 m wurde das Rechengitter stufenweise bis
auf Level 3 verfeinert. Die Berechnungen mit Verfeinerung (siehe Abbildung 2.4) lieferten konsistente
Ergebnisse, die mit den Sollwerten von [143] u¨bereinstimmen.
Abbildung 2.4: Stro¨mung u¨ber eine Bodenwelle mit Gitterverfeinerung
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2.2 Randbedingungen
Makroskopische Randbedingungen ko¨nnen nur implizit u¨ber die Partikelverteilungsfunktion gesetzt wer-
den. Ein sehr verbreiteter und einfacher Weg zur Simulation einer Haftrandbedingung an Wa¨nden ist das
sogenannte Bounce-Back-Schema. Dabei werden die Verteilungen, die auf die Wand prallen, in entge-
gengesetzter Richtung reflektiert. Wenn die Wand einen halben Gitterabstand entlang des Gittervektors
eˆi = ei/c entfernt ist, ist das Schema 2. Ordnung ansonsten nur 1. Ordnung. Da beliebig geformte und
bewegte Ko¨rper betrachtet werden, wurde das modifizierte Bounce-Back-Schema, entwickelt in [7, 74],
fu¨r Geschwindigkeitsrandbedingungen genutzt. Hierfu¨r wird zusa¨tzlich der Impulsaustausch zwischen
















Abbildung 2.5: Interpolationen fu¨r das modifizierte Bounce-Back-Schema
In Abbildung 2.5 sind fu¨r das modifizierte Bounce-Back-Schema zwei Fa¨lle gezeigt:
(a) normierter Wand–Knotenabstand qi < 0.5
f t+1IA = (1− 2q)f tiF + 2qf tiA − 2ρwi
eiuw
c2s
mit 0.0 < q < 0.5 (2.30)







f tiA − ρwi
eiuw
qc2s
mit 0.5 ≤ q ≤ 1.0 (2.31)
uw ist die Geschwindigkeit des entsprechenden Hindernisobjektes. Mit diesem Schema wird fu¨r ge-
kru¨mmte Ra¨nder eine Genauigkeit 2. Ordnung im Raum erhalten [37]. Fu¨r eine detailierte Betrach-
tung von LB-Randbedingungen wird auf [40, 41] verwiesen. Die dort entwickelten Multi-Reflection-
Randbedingungen basieren auf Interpolationen ho¨herer Ordnung und Korrekturtermen.
Im Gegensatz zum einfachen Bounce-Back ist diese Interpolationsbedingung nicht massenerhaltend.
Dennoch sind die Ergebnisse mit dem einfachen Bounce-Back schlechter, was die Wichtigkeit einer
ordnungsgema¨ßen geometrischen Auflo¨sung des Stro¨mungsgebietes hervorhebt.
Indem man die unbekannten Randverteilungen zu [128]










setzt, werden Druckrandbedingungen gesetzt. p0 ist dabei der gegebene Druck, tB = t+ 12∆t, xB = x +
1
2ei∆t, (fI , fi) sind ein antiparalleles Paar mit den Geschwindigkeiten ei = −eI und fI ist der ins Gebiet
kommende und fi der aus dem Gebiet heraustretende Verteilungsfunktionswert. Die Geschwindigkeit u
erha¨lt man durch Extrapolation.
2.2.1 Aktivierung/Deaktivierung von neuen Fluidknoten
Wenn infolge der bewegten Struktur ein Knoten seinen Status von solid zu fluid a¨ndert, werden die
lokalen Geschwindigkeiten zu diesem Knoten, abha¨ngig von der geometrischen Konfiguration, inter-
bzw. extrapoliert. Eine lokale Poisson-artige Iteration, beschrieben in [85], wird benutzt um fu¨r diesen


















































Abbildung 2.6: Interpolation neuer Fluidknoten
Dies bedeutet, dass die Lattice-Boltzmann-Gleichung solange lokal fu¨r den neuen Fluidknoten gelo¨st
wird, bis dessen Verteilungen konvergiert sind. Die Verteilungen der Nachbarknoten bleiben konstant
und wandern fu¨r jeden lokalen Schritt bei der Propagation zum neuen Knoten. Abbildung 2.7 und Ab-
bildung 2.8 zeigen die internen Iterationen fu¨r einen fluidumstro¨mten Kreis, der um den Abstand kleiner
eE∆t versetzt wurde.
Abbildung 2.7: interne Iteration fu¨r das Druckfeld
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Abbildung 2.8: interne Iteration fu¨r das Geschwindigkeitsfeld
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2.3 Gitterverfeinerung
Fu¨r eine effiziente Lo¨sung von Computational Fluid Dynamics (CFD) Problemen sind lokal verfeinerte
Gitter unabdingbar. Dies gilt vor allem fu¨r die Auflo¨sung von Grenzschichten und Wirbelstraßen. Bei
Simulationen mit großen Gradienten, wie z. B. dem Phasengradient bei Mehrphasensimulationen, wer-
den die Gebiete mit hohem Gradienten hochaufgelo¨st gerechnet. Fu¨r Gebiete mit kleinem Gradienten
genu¨gt meist ein grobaufgelo¨stes Gitter. Der Hauptnutzen von lokal verfeinerten Gittern im Gegensatz
zu vollaufgelo¨sten Gittern ist die Rechenzeitersparnis bei vergleichbarer Genauigkeit.
Die LB-Methode beno¨tigt als Basiszelle in zwei Raumdimensionen ein Quadrat und in drei Raumdi-
mensionen einen Wu¨rfel. In der vorhergehenden Arbeit von Crouse [17, 18] wurden hierfu¨r rekursiv
verfeinerte Quadtree-Datenstrukturen in 2-D implementiert. Die ”Quads“ - Bla¨tter des Baumes haben
hierbei die im LB-Kontext notwendigen Knoten an den Ecken gespeichert. Die Knoten werden in einem
Feld von Hashtabellen [46] gespeichert, da diese im Gegensatz zu einer reinen Baumstruktur leichte
Geschwindigkeitsvorteile bei der Auffindung von Nachbarzellen und bei adaptiv hinzukommenden bzw.
wegfallenden Zellen haben. Die alternative Abspeicherung in Feldern beno¨tigt zuviel Speicherplatz, da
eine entsprechend große Matrix fu¨r jedes Gitterlevel angelegt werden muss.
Abbildung 2.9: Abbildung des Quadtrees auf eine Knotendatenstruktur
Die Kopplung der Raum und Zeitdiskretisierung ∆x = c∆t fu¨hrt zu einem gestaffelten Zeitschrittsche-
ma. Wenn die Schallgeschwindigkeit und die physikalische Viskosita¨t auf allen Gitterleveln als gleich
vorausgesetzt werden (Machzahl sowie Reynoldszahl gleich auf allen Gittern), so mu¨ssen zwei Zeit-
schritte auf dem feineren Gitter, wa¨hrend eines Zeitschrittes auf dem groben Gitter durchgefu¨hrt werden
[29].
Rheinla¨nder [102] wa¨hlte einen Ansatz bei dem die Machzahl auf den feineren Gitterleveln reduziert
wird. Damit wird die Konvergenz zur inkompressiblen Navier-Stokes-Gleichung verbessert. Dieser An-
satz beno¨tigt vier Zeitschritte auf dem feinen Gitter wa¨hrend eines Zeitschrittes auf dem groben Netz.
Die Abbildung 2.10 zeigt das gestaffelte Zeitschrittberechnungsschema fu¨r einen groben Zeitschritt. Der
Levelindex ist mit der Gittergro¨ße verknu¨pft, Level 0 entspricht ∆x und Level 1 12∆x. Ein Zeitschritt in
Level 0 bedeutet zwei Zeitschritte auf Level 1 und so weiter. Fu¨r eine absolute Anzahl k von Verfeine-
rungsstufen beno¨tigt man 2k interne Iterationen.
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Somit ergibt sich folgender Algorithmus für ein Gitter mit zwei unterschiedlichen Leveln: 
1. Propagation der groben und feinen Knoten (t=0 Æ t=1, t=1/2). Die feinen 
Verteilungen am Knoten werden bei der Propagation am Interfacebereich vom 
Groben ins Feine skaliert, die Groben entsprechend vom Feinen ins Grobe. Falls 
kein Nachbarknoten für die feinen Knoten vorhanden ist, werden die Verteilungen 
mittels kubischer Rauminterpolation an die entsprechende Stelle interpoliert, skaliert 
und zum feinen Knoten propagiert. 
2. Kollision auf groben und feinen Knoten (t=1, t=1/2)  
3. Propagation der feinen Knoten (t=1/2 Æ t=1). Am Interface werden die 
entsprechenden Verteilungen skaliert und zeitlich interpoliert. Falls die feinen 
Knoten keinen Nachbarn haben, werden die groben Verteilungen mittels kubischer 
Rauminterpolation und linearer Zeitinterpolation berechnet, skaliert und zum feinen 
Knoten verschoben. 
4. Kollision der feinen Knoten (t=1) 
 
Abb. 5: Schematische Darstellung des Knotengitters in den verschiedenen Zeitebenen 
 
4. Randbedingungen 
Beim sogenannten Bounce-Back-Schema werden an den Rändern die Verteilungen, die 
auf die Wand prallen, in entgegengesetzter Richtung zurückgegeben. Da diese 
Randbedingungen nur eine lineare räumliche Konvergenz bewirken, wird das Verfahren 
mit Interpolationen erweitert (Bouzidi und Lallemand) [5]. Somit ermitteln sich z.B. die 
Verteilungen f3A, die vom Rand ins Gebiet zeigen wie folgt: 
Knoten Level 0 (grob) 




Abbildung 2.10: Schematische Darstellung des Knotengitters in den verschiedenen Zeitebenen
2.3.1 Theorie
Die Analyse der Lattice-Boltzmann-Gleichungen auf verschiedenen Gitterleveln zeigt, dass es nicht
ausreicht, zwei kartesische Gitter verschiedener Auflo¨sung durch eine Interpolation der Nichtgleich-
gewichtsanteile der Verteilungen wa¨hrend der Propagation vom groben zum feinen Gitter zu koppeln.
Fillipova und Ha¨nel haben erstmals in [29] gezeigt, dass man die Nichtgleichgewichtsverteilungen ent-
sprechend skalieren muss, um sto¨rungsfreie Gitteru¨berga¨nge fu¨r Druck, Geschwindigkeit und Dehnraten
zu erhalten.
Die Herleitung der Skalierungsprozedur folgt hier analog der Vero¨ffentlichung [140, 141]. Sie wird je-
doch etwas modifiziert, da der Originalalgorithmus eine Singularita¨t bei ν = 1/6 aufweist.
U¨ber dem Gitterinterface muss die Dichte und Geschwindigkeit auf dem feinen (f ) und groben (g) Gitter
gleich sein. Somit ergibt sich fu¨r die Gleichgewichtsverteilungen:
fg,eq = ff,eq (2.33)
Der Index i wird der U¨bersicht halber weggelassen.
Die Nichtgleichgewichtsverteilungen fneq = f−feq werden durch die Gleichsetzung des deviatorischen












Mit der Einfu¨hrung des Skalierungsfaktors sF f→g und dem Umstellen von Gleichung 2.34 ergibt sich:
f c,neq = sF f→gff,neq = sF f→g(ff − ff,eq) (2.35)






Gleichung 2.33 und Gleichung 2.35 eingesetzt in f = feq + fneq fu¨hrt zu:
f c = ff,eq + sF f→g(ff − ff,eq) (2.37)
Der Post-Kollisions-Status f˜ ist gegeben durch:
f˜g = fg − ∆t
g
τ g
(fg − fg,eq) (2.38)
Gleichung 2.37 eingesetzt in Gleichung 2.38 ergibt:
f˜g = ff,eq + sF f→g(ff − ff,eq)− ∆t
g
τ g
sF f→g(ff − ff,eq) (2.39)
resultierend in:






sF f→g(ff − ff,eq) (2.40)
Gleichung 2.40 berechnet den Kollisionschritt auf dem feinen Knoten und skaliert die Verteilungen zum
Post-Kollisionszustand im groben Gebiet.
Fu¨r die Skalierung von grob nach fein ist der Skalierungsfaktor sF g→f = 1
sF f→g .
Bei der Verwendung des MRT-Modells fu¨r die Gitterverfeinerung mu¨ssen nur die Nichtgleichgewichts-
momente pneqxx , p
neq
xy so skaliert werden, dass die deviatorischen Spannungen am Gitterinterface kontinu-
ierlich sind. Die Relaxationsraten fu¨r s7 und s8 sind durch Gleichung 2.12 auf allen Gitterleveln fixiert.
Die anderen Relaxationsraten ko¨nnen fu¨r jedes Gitterlevel beliebig im Bereich [0, 2] gewa¨hlt werden.
Eine gute Wahl ist s1 = s2 = s4 = s6 = 1 auf allen Gitterleveln.








Diese Skalierung ist notwendig fu¨r einen kontinuierlichen U¨bergang der Momente u¨ber die Gitterlevel.
Der Skalierungsfaktor betra¨gt zwei, wenn man man dieselbe Kollisionsrate auf dem groben und feinen
Gitter nutzt.
2.3.2 Umsetzung
Im Gegensatz zum Standardansatz mit einem u¨berlappenden Bereich beim Interface [18, 140] wird ein
Gitterlayout ohne u¨berlappende und ha¨ngende Knoten genutzt (vgl. Abbildung 2.9 und 2.11). Die Kno-
ten sind in Hashtabellen gespeichert und haben zusa¨tzliche Attribute, wie ihre Position und verschiedene
Flags (boundary, scaleCoarseToFine, scaleFineToCoarse), womit Verteilungen, die skaliert oder Rand-
bedingungen ausfu¨hren, markiert werden. Flags kennzeichnen die Richtungen, in die die Verteilungen
nach dem Skalieren bzw. der Randbedingung propagiert werden. Somit kann man bei der Propagation
u¨ber einfache Bitoperationen ermitteln, ob die Verteilungen normal oder skaliert verschoben werden bzw.
u¨ber Randbedingungsalgorithmen berechnet werden. Die Bits zur Zerlegung eines Integerattributes fu¨r
die acht Nicht-Null-Gitterrichtungen in 2-D sind folgendermaßen definiert: E=0x01, N=0x02, W=0x04,
S=0x08, NE=0x10, NW=0x20, SW=0x40, SE=0x80. Beispielsweise ist der Wert eines Randbedingungs-
knotens, siehe Abbildung 2.11, 200 fu¨r die drei markierten Flags.
Sobald ein Knoten keinen Nachbarn hat, ist er entweder ein Randknoten oder ein Knoten, der eine ska-
lierte Verteilung (von grob zu fein) erha¨lt. Fu¨r solch einen Skalierungsknoten mu¨ssen die Verteilungen
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grober Knoten
feiner Knoten
Skalierung grob zu fein (scaleCoarseToFine)
Skalierung fein zu grob (scaleFineToCoarse)
Bounce-Back-Randbedingung (boundary)
Abbildung 2.11: Flags der Knoten
mindestens quadratisch im Raum und linear in der Zeit interpoliert werden. Aufgrund der Symmetrie
werden die Verteilungen kubisch im Raum interpoliert.
Ein Gitterknoten hat zwei Verteilungssa¨tze, einen fu¨r den alten und einen fu¨r den neuen Zeitschritt (be-
zeichnet als f und f temp).
Die Berechnung wird mittels gestaffelten Zeitschrittverfahrens mit zwei Iterationsschemen (a) dem
Forward- und (b) dem Straight-Iteration-Scheme [11] durchgefu¨hrt. Abbildung 2.12 und Abbildung 2.13
zeigen die Iterationsschemen fu¨r ein verfeinertes Gitter bis zur Stufe 3. Die Startlevel fu¨r die acht inter-
nen Iterationen fu¨r einen groben Zeitschritt sind 0, 3, 2, 3, 1, 3, 2, 3 fu¨r das Forward-Iteration-Scheme
und 3, 2, 3, 1, 3, 2, 3, 0 fu¨r das Straight-Iteration-Scheme.
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Abbildung 2.12: Forward-Iteration-Scheme [11]
Wa¨hrend sa¨mtliche Berechnungsschleifen mit dem Forward-Iteration-Scheme arbeiten, verwendet die
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Abbildung 2.13: Straight-Iteration-Scheme [11]
Der generelle Algorithmus arbeitet wie folgt:
Algorithmus 2 gestaffeltes Zeitschrittverfahren
Starte Schleife u¨ber Zeitschritte gestaffelter Berechnung mit 2feinstes Level internen Iterationen:
1. Berechne Forward Level und Straight Level fu¨r den internen Startlevel.
2. die skalierten Verteilungen werden in das f temp Feld von Knoten mit Skalierungsflag propagiert.
a) skaliere markierte scaleCoarseToFine Verteilungen fu¨r Knoten vom Forward-Level bis zum
feinsten Level
Die Verteilungen an dem feinen Knoten werden skaliert vom benachbarten groben Knoten
mittels Gleichung 2.40. Feine Knoten ohne Nachbarn erhalten rauminterpolierte grobe Kno-
tenverteilungen. Fu¨r die zeitliche Iteration, bei denen kein assoziierter Wert des groben Nach-
barn vorhanden ist, werden diese durch eine lineare Zeitinterpolation erhalten.
b) skaliere markierte scaleFineToCoarse Verteilungen fu¨r Knoten vom Forward-Level bis zum
feinsten Level
3. Kollision fu¨r Knoten vom Forward-Level bis zum feinsten Level.
4. Propagation fu¨r Knoten vom Forward-Level zum feinsten Level.
Jeder Knoten sammelt die Verteilungen von den benachbarten Knoten abha¨ngig von den Randbe-
dingungsregeln ein. Die Verteilungen werden vom f -Feld in das f temp-Feld propagiert.
5. Setze f temp Werte zu f bevor die na¨chste Iteration gestartet wird vom Straight-Level bis zum
feinsten Level.
Mit zwei Feldern fu¨r die Verteilungen in der Datenstruktur gibt es zwei gu¨ltige Sa¨tze fu¨r jeden Knoten
nach der Propagation. Diese sind notwendig fu¨r die Kraftberechnung mit der Momentenaustauschmetho-
de (siehe Kapitel 4.1) und sogenannte ”Geisterknoten“ (Knoten, die im System redundant sind) ko¨nnen
vermieden werden.
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Zum besseren Versta¨ndnis wird der Algorithmus als Quelltext gezeigt:
int minInitLevel = 0;
int maxInitLevel = finestLevel-coarsestLevel;
int anzLevel = maxInitLevel+1;
int straightStartLevel = minInitLevel;
int internalIterations = 1 << (maxInitLevel-minInitLevel);
for(int calcStep=1; calcStep<=anzCalcSteps; calcStep++)
{
for(int staggeredStep=1; staggeredStep<=internalIterations; staggeredStep++)
{
forwardStartLevel = straightStartLevel;














Die Gu¨te des Ergebnisses numerischer Verfahren ha¨ngt in erster Linie vom verwendeten Gebietsdiskre-
tisierung ab. Gewo¨hnlich gilt: je feiner das Netz, desto besser die Lo¨sung. Die Kehrseite der Medaille
ist, dass die Berechnungsdauer meist polynomial mit der Anzahl der Freiheitsgrade ansteigt. Fu¨r LB-
Simulationen bedeutet dies aufgrund der inhera¨nten Kopplung der Physik mit dem numerischen Gitter in
zwei Raumdimensionen einen kubischen Anstieg. Das bedeutet, dass es nicht ratsam ist, im ganzen Ge-
biet ein hoch aufgelo¨stes Gitter zu verwenden, sondern nur Bereiche zu verfeinern, in denen es notwendig
ist. Dies fu¨hrt zur Klassifikation von strukturierten und unstrukturierten Gittern. Bei einem strukturierten
Gitter sind die Elemente auf eine Matrixstruktur abbildbar. Strukturierte Netze sind normalerweise leich-
ter zu handhaben, da die Nachbarschaftstopologien konstant sind. Der einfachste Fall ist ein kartesisches
Gitter. Unstrukturierte Netze sind durch die nicht konstante Anzahl von an einen Knoten angrenzenden
Elementen definiert. Ein Vorteil ist, dass unstrukturierte Netze weniger Elemente haben und gu¨nstig fu¨r
die Berechnung sind. Der Aufwand fu¨r die Verwaltung der Geometrie und die Implementierung hingegen
steigt, da die Gebietstopologie nicht mit einer einfachen Matrixstruktur abgebildet werden kann.
In dieser Arbeit werden sogenannte Quadtrees in 2-D bzw. Octrees in 3-D fu¨r den Lattice-Boltzmann-
Stro¨mungslo¨ser VIRTUALFLUIDS verwendet. Diese za¨hlen zur Gruppe der strukturierten Netze, haben
aber durch ihre Eigenschaft der rekursiven Unterteilung des Gebietes den Vorteil von unstruktrurierten
Netzen (geringere Elementanzahl, Verfeinerung um Objektoberfla¨chen).
Ein Quadtree ist eine regula¨re Unterteilung eines Basisquadrats (Raster). Er wird z. B. zur Strukturierung
von Rasterdaten benutzt und ist definiert durch eine schrittweise Vierteilung einer Basiszelle. Das bedeu-
tet, dass eine Elternzelle vier Kindzellen hat und jede von diesen potentiell wiederum vier Kindzellen
etc.
Bei der Gittergenerierung mu¨ssen zwei Aspekte betrachtet werden: Erstens die Generierung des
quadtree/octree-artigen Gitters selbst und zweitens die automatische Berechnung der Absta¨nde (qi) fu¨r
bewegte Strukturen, dargestellt in Abbildung 2.14. Zur Generierung des Gitters wurden im Laufe der
Arbeit zwei Ansa¨tze verfolgt. Ansatz 1 basiert auf der bereits in Kapitel 2.3 beschriebenen Knotenda-
tenstruktur, in der die Knoten, d.h. die diskretisierten LB-Knoten selbst, pro Verfeinerungslevel in einer
Hashtabelle gespeichert sind. Die Knotenstruktur kann adaptiv durch verschiedene Kriterien verfeinert
bzw. vergro¨bert werden. Kriterien sind z. B. die Divergenz der Geschwindigkeit, die Wirbelsta¨rke oder
auch geometrische Bedingungen. Dieser Ansatz mit einer a priori Verfeinerung des Gebietes wurde von
Freudiger und Hegewald [33] parallelisiert. Hierbei stellte sich heraus, das die Knotendatenstruktur zu
speicherintensiv ist, um große Gebiete verteilt zu rechnen. Auch die Gebietszerlegung mit METIS [62]
beno¨tigt zuviel Arbeitsspeicher. Der Aufbau des Graphen beno¨tigt genauso viel Speicher, wie das Re-
chengitter selbst. Detailierte Informationen hierzu sind in der Dissertation von Freudiger [32] beschrie-
ben. Aufgrund dieser Ma¨ngel wurde Ansatz 2 - eine hybride Blockgitterdatenstruktur entwickelt. Das
Gebiet wird hierbei mit Zellen beschrieben. Diese werden wiederum in einer quadtree/octree-artigen
Struktur verwaltet, um Gebietsverfeinerungen zu ermo¨glichen. In den Zellen sind Matrizen mit den LB-
Knoten enthalten. Die Anzahl der Knoten kann pro Richtung variieren, wichtig ist nur, dass sie unterein-
ander einen uniformen Knotenabstand haben.
Die topologischen Informationen der Knoten bzw. Zellen werden in Matrixkoordinaten gespeichert. Es
ist somit eine eindeutige Transformation von Knoten-/Zellkoordinaten zu realen Weltkoordinaten no¨tig.
Fu¨r die Gittergenerierung gibt es somit zwei Mo¨glichkeiten: Entweder transformiert man die Geome-
trien auf Matrixkoordinaten oder die Knoten/Zellen in reale Weltkoordinaten und bestimmt dann, ob
Knoten/Zellen in der Geometrie verfeinert werden sollen.
22 2 LATTICE-BOLTZMANN-METHODE ZUR FLUIDSIMULATION
2.4.1 Bestimmung der normalisierten Gitterabsta¨nde
Die Abbildung eines komplexen, bewegten geometrischen Objektes innerhalb des Fluidgebietes erfor-
dert die Berechnung der normalisierten Gitterabsta¨nde (qi) von Fluidknoten die am Rand des Festko¨rpers
liegen. Zur Bestimmung von Solidknoten, die Knoten innerhalb des Strukturobjektes beschreiben, sind
effiziente Punkt-in-Polyeder-Tests [43] kombiniert mit rekursiven Fu¨llalgorithmen implementiert wor-
den.
Fu¨r die Distanzbestimmung werden effiziente Raytracing-Algorithmen [1] pro diskreter Richtung ei∆t
angewandt. Die Knoten/Zellen werden dabei mit dem Bounding-Box-Test vorsortiert.
Am Fluid-Struktur-Interface ist es notwendig, die Solidknoten und Transknoten (Knoten benachbart zum
Rand des Hindernisobjektes) zu speichern. In der Nachbarschaft der Dreiecke des Hindernisses werden
die minimalen Absta¨nde (qi) von den Fluidknoten berechnet. Hierfu¨r wurden zwei Algorithmen imple-
mentiert. Wa¨hrend der erste alle Knoten innerhalb der Bounding-Box benutzt, verwendet der zweite die
Knoten, die u¨ber eine Octree-Generierung bestimmt werden.
Abbildung 2.14: Bestimmung der qi in 2D
Bounding-Box-basierte Methode
Es wird eine Bounding-Box erzeugt, die als minimale Koordinate den Startpunkt der Linie in 2-D und als
maximale Koordinate den Endpunkt der Linie verwendet. Die Bounding-Box wird nun in jede Richtung
um den Knotenabstand ei∆t vergro¨ßert. Fu¨r die Berechnung der qi werden nur die Knoten betrachtet,
die sich in der Bounding-Box befinden und die auf der richtigen Seite der Halbebene liegen (positiver
Normalenvektor der Linie).
Jeder Knoten hat gema¨ß dem D2Q9-Modell in den acht Raumrichtungen Nachbarn. Es wird fu¨r jede
Richtung u¨berpru¨ft ob die Linie die Kante schneidet.
Fu¨r den Fall, dass ein Schnittpunkt auftritt (siehe Abbildung 2.14), werden die La¨ngen PQ, PR, PS
und PT bestimmt, normalisiert und als qi fu¨r die entsprechende Richtung hier, qSW , qS , qSE und qE
abgespeichert.
Fu¨r den 3-D Fall ist das Basiskonzept identisch. Hier werden Dreiecke statt Linien betrachtet. Fu¨r das
D3Q19-Modell werden 18 Nachbarrichtungen beru¨cksichtigt.
Octree-basierte Methode
Die Octree-basierte Methode la¨ßt sich durch die Betrachtung eines 2-D Falles versta¨ndlicher beschrie-
ben. Der Unterschied zwischen diesem Algorithmus und dem Bounding-Box-Algorithmus ist, dass hier
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Abbildung 2.15: Bounding Box und Octree basierte Methode
Zellen und nicht Knoten betrachtet werden. Zuerst erha¨lt man eine erzeugte Quadtreestruktur, bei der
die feinsten Zellen entlang der zu betrachtenden Kante liegen. Die Zellen haben die Gro¨ße des feinsten
Gitterlevels des Knotengitters. In 3-D erhalten wir eine Octreestruktur entlang des Dreiecks. Es werden
nur die Eckknoten der feinsten Zellen betrachtet und die Absta¨nde (qi) bestimmt. Abbildung 2.15b zeigt
die Knoten, die durch den Quadtree/Octree bestimmt werden.
Es hat sich herausgestellt, dass die Bounding-Box-basierte Methode einen signifikanten Laufzeitvorteil
gegenu¨ber der Octree-basierten Methode bei der Fluid-Struktur-Interaktion, wo die Objektoberfla¨chen
mit kleinfla¨chigen Dreiecken beschrieben werden, hat. Der Vorteil der Octree-basierten Methode kommt
erst bei großfla¨chigen Dreiecksnetzen zum Vorschein.
2.4.2 Punkt-in-Polyeder-Test
Fu¨r bewegte Objekte in 3-D ist ein effizienter Punkt-in-Polyeder-Test notwendig, um zu bestimmen, ob
ein Punkt innerhalb oder außerhalb des Polyeders liegt. Hier wurden im Rahmen einer Masterarbeit [63]
drei verschiedene Algorithmen implementiert. Der Erste ist der Halbebenen-Test, der Zweite bildet die
Dreiecke auf einer Kugel ab und der Dritte ermittelt mittels Raytracing die Anzahl der Schnittpunkte.
Halbebenen-Algorithmus
Der am einfachsten zu implementierende Algorithmus ist der Halbebenen-Algorithmus [6]. Dieser ist
nur gu¨ltig bei konvexen Polyedern. Konvexe Polyeder zeichnen sich dadurch aus, dass jede beliebige
Kante zwischen zwei Punkten des Polyeders vollsta¨ndig innerhalb des Ko¨rpers liegt und keine weiteren
Schnittpunkte mit diesem aufweist. Hierbei ist es wichtig, dass die Normalen der Facetten des Polyeders
nach außen zeigen. Ein beliebiger Punkt gilt als innerhalb, wenn er in negativer Normalenrichtung aller
Facetten liegt. Die Normale jeder Facette kann verha¨ltnisma¨ßig einfach bestimmt werden und sie zeigt
nach außen. Alle Punkte, die entgegengesetzt der Normalenrichtung liegen, werden markiert. Wenn die-
se Berechnung auf allen Facetten ausgefu¨hrt wird, kann bestimmt werden, ob ein Punkt innerhalb oder
außerhalb des konvexen Polyeders liegt. Die Beschra¨nkung auf konvexe Ko¨rper ist ein großer Nachteil
dieses Algorithmus. Es existieren jedoch Algorithmen, die jeden nicht-konvexen Polyeder in eine endli-
che Menge konvexer Polyeder zerlegen, die jeweils mit dem Halbebenen-Algorithmus analysiert werden
ko¨nnen.
24 2 LATTICE-BOLTZMANN-METHODE ZUR FLUIDSIMULATION
Solid-Angle-Algorithmus
In diesem Abschnitt wird der Solid-Angle-Ansatz fu¨r den Punkt-in-Polyeder-Test von Carvalho and Ca-
valcanti [12] beschrieben. Dieser Ansatz ist eine Erweiterung des zweidimensionalen Ansatzes von Hai-
nes [43]. Zuerst wird das Problem in 2-D beschrieben. Man kann durch die Berechnung des mit Vorzei-
chen versehenen Winkels um einen Punkt p fu¨r jede Kante des Polygons P bestimmen, ob p innerhalb
oder außerhalb eines Polygons liegt. Fu¨r den Fall, dass p nicht auf dem Rand von P liegt, ist die Summe
von allen Winkeln−2pi, 0 oder 2pi. Wenn die Summe 0 ist, liegt der Punkt außerhalb, ansonsten innerhalb
des Polygons. Die Erweiterung der Methode auf 3-D [12] wird nachfolgend diskutiert.
In 2-D wird die Winkelabmessung bezogen auf eine Kante berechnet. Das ist das Maß eines gerichteten
Bogens, der durch die Projektion der Kante auf einen Einheitszirkel, dessen Mittelpunkt der zu testende
Punkt ist, erhalten wird. Der Bogen ist positiv, wenn seine Orientierung entgegen dem Uhrzeigersinn
liegt. In Abbildung 2.16 zeigt der Winkel θAB den Winkel fu¨r die Kante AB. Hierfu¨r erha¨lt man den
dazugeho¨rigen Bogen A′B′ auf dem Kreis. Die entsprechende Operation in 3-D projeziert jedes Dreieck
eines Polyeders auf eine Einheitskugel, wie man in Abbildung 2.17 sehen kann.
Als na¨chstes wird die Fla¨che des spha¨rischen Polygons (der Dreiecksfacette) bestimmt. Die Summe der
projezierten Fla¨chen von allen Facetten des Polyeders auf die Einheitskugel mit dem Mittelpunkt p ist
0, 4pi oder −4pi. Wenn die Summe 0 ist, liegt der Punkt außerhalb, ansonsten liegt er innerhalb. Die
Fla¨che des spha¨rischen Polygons (Dreiecks) wird durch die klassische Formel von Girard bestimmt. Das
Theorem von Girard besagt:
Die Fla¨che eines spha¨rischen Dreiecks auf einer Einheitskugel ist gleich der Summe der Dreieckswinkel
minus zwei rechte Winkel. Die Fla¨che betra¨gt S = A+B + C − pi, wobei A, B und C die spha¨rischen
Winkel der Dreiecksknoten sind.
Der Solid-Angle-Test ist ein relativ ineffizienter Test zur Bestimmung, ob ein Punkt innerhalb oder au-
ßerhalb eines Polyeders liegt. Ein Grund dafu¨r ist, dass die Winkelberechnung viele Operationen beno¨tigt
und der Test somit langsam fu¨r komplexe Fa¨lle ist. Ein anderer Nachteil des Algorithmus ist das Fehlen
eines Testes, ob ein Punkt auf dem Rand der Dreiecke des Polyeders liegt. Daher werden Punkte auf dem
Rand nicht richtig bestimmt.
Abbildung 2.16: Solid-Angle-Methode in 2-D, Kante AB eines Polygons
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Abbildung 2.17: Solid-Angle-Methode in 3-D [12], Facette eines Polyeders
Ray-Crossing-Algorithmus
Der Ray-Crossing-Algorithmus vorgestellt von O’Rourke [97, S. 245-252] ist ein sehr effizienter Algo-
rithmus zur Bestimmung, ob sich ein Punkt inner- oder außerhalb eines Polyeders befindet. Hierzu wird
ein Strahl (ray) ausgehend vom zu u¨berpru¨fenden Punkt bis zu einem Punkt außerhalb des Gebietes er-
zeugt und die Anzahl der Schnittpunkte des Strahls mit dem Polyeder bestimmt. Ein Punkt ist innerhalb
des Ko¨rpers, wenn die Anzahl an Schnittpunkten ungerade ist, andernfalls liegt er außerhalb.
Auch wenn die Regel verha¨ltnisma¨ßig einfach klingt, ist eine Aussage des Ray-Crossing-Algoritmus
nicht immer eindeutig. Dies liegt an den verschiedenen Positionen, an denen sich ein Punkt befindet, wie
z. B. auf der Fla¨che einer Facette oder auf der Kante. Es kommt auch zu Unstimmigkeiten, wenn der
Strahl eine Kante des Polyeders schneidet. Hier ergeben sich fu¨r den Schnittpunkttest mehrere Schnitt-
punkte und die Aussage, dass mit ungerader Anzahl von Schnittpunkten der Punkt innerhalb der Geo-
metrie liegt, gilt nicht mehr zuverla¨ssig.
Der Ray-Crossing-Algorithmus arbeitet folgendermaßen: Zuerst wird ein zufa¨lliger Strahl generiert, der
von einem beliebigen Punkt außerhalb des zu untersuchenden Ko¨rpers in Richtung des zu betrachtenden
Punktes geht. Dann wird die Anzahl der Schnittpunkte bestimmt. Fu¨r den Fall, dass eine Uneindeutigkeit
auftaucht, wird ein neuer Zufallsstrahl gewa¨hlt. Bevor fu¨r jede Facette der Schnittpunkt mit dem Strahl
berechnet wird, fu¨hrt man einen Bounding-Box-Test fu¨r den gesamten Polyeder durch. Bei der Schleife
u¨ber alle Dreiecke wird ebenfalls erst gegen die jeweilige Bounding-Box gepru¨ft.
Fu¨llalgorithmus
Einer der bekanntesten Fu¨llalgorithmen ist der Flood-Fill-Algorithmus. Zuerst wird ein Punkt innerhalb
des Polyeders mit einem der oben beschriebenen Tests lokalisiert. Danach betrachtet man die Nachbarn in
allen 18 Gitterrichtungen in 3-D und markiert die Knoten als Solid solange rekursiv, bis ein Randknoten
erreicht ist. Auf diesem Weg wird der Polyeder mit Solidknoten aufgefu¨llt, wobei nur ein Knoten als
innenliegend identifiziert werden muß.
2.4.3 Dreiecksoberfla¨chennetze der Struktur
Komplexe Geometrien in 3-D werden durch triangulierte Oberfla¨chennetze, die im STL (Stereolithogra-
fie) Dateiformat [118] vorliegen, direkt aus CAD-Daten erzeugt. Bei der Fluid-Struktur-Kopplung mit
dem Finite-Element-Programm ADHOC wird ein trianguliertes Austauschnetz vorgegeben. Man kann
jede Oberfla¨che mittels triangulierten Oberfla¨chen approximieren. Zur Verfeinerung des Fluidgebietes
wurden Algorithmen implementiert, bei denen man fu¨r jedes Dreieck die vergro¨ßerte Bounding-Box be-
stimmt, alle Knoten darin auf den Abstand zum Dreieck testet und den Knoten gegebenfalls verfeinert.
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Betrachtet man nur den Abstand in Normalenrichtung zum Dreieck, ergeben sich bei stark gekru¨mmten
Fla¨chen U¨berga¨nge, an denen keine Verfeinerung stattfindet. Hier ist es angebracht, alle Knoten in der
vergro¨ßerten Bounding-Box zu verfeinern oder einen Prismenko¨rper auf dem Dreieck, in dem verfeinert
werden soll, zu definieren. Im Code, der auf der Blockdatenstruktur beruht, werden hier die einzelnen
Blo¨cke vergro¨ßert und getestet ob das Dreieck den Block schneidet. Somit ergibt sich hier nicht der
Nachteil der stark gekru¨mmten Fla¨chen.
Es folgt die Beschreibung des Algorithmus zur Bestimmung der normalisierten Knotenabsta¨nde (qi) von
Dreiecksnetzen fu¨r den Blockgittercode.
Algorithmus 3 Bestimmung der normalisierten Knotenabsta¨nde
(1) fu¨r jede Bounding-Box eines Dreiecks des Netzes werden die Blo¨cke des Blockgitters ermittelt
(2) mittels eines Dreieck/Block Verschneidungstests werden weitere nicht relevante Blo¨cke aussortiert
(3) jeder Knoten dieser Blo¨cke wird gegen die Bounding-Box des Dreiecks getestet
(4) Knoten die innerhalb der Bounding-Box und innerhalb des Dreiecksnetzes liegen, werden mittels
Halbebenentest aussortiert
(5) fu¨r die restlichen Knoten erfolgt die q-Bestimmung mittels effizienter Raytracing-Algorithmen fu¨r
die diskreten Boltzmannrichtungen
Zur Markierung der nicht aktiven Blo¨cke (Blo¨cke innerhalb der Geometrie) und von Solidknoten wurden
die Blo¨cke in der Bounding-Box markiert. Fu¨r nicht markierte Blo¨cke genu¨gt ein Punkt-in-Objekt-Test,
um den gesamten Block bei Erfolg als nicht relevant zu markieren. Fu¨r markierte Blo¨cke wird ein Solid-
punkt bestimmt und ein rekursiver Fu¨llalgorithmus durchgefu¨hrt.
2.4.4 Adaptive Gitterverfeinerung
Im Hinblick der Erho¨hung der Genauigkeit des LB-Lo¨sers wurde auch eine Funktionalita¨t zur adaptiven
Gitterverfeinerung implementiert. Die Grundidee ist, ein hochaufgelo¨stes Netz im Bereich des Randes
des Hindernisobjektes zu erstellen sowie Bereiche, in denen bestimmte Kriterien zutreffen, zu verfeinern
bzw. zu vergro¨bern. In Abbildung 2.18 sieht man eine geometrische Verfeinerung um eine Kugel eines
Blockgitters. Die weißen Linien auf der Kugel entsprechen den normalisierten Knotenabsta¨nden (qi). Ein
weiteres Beispiel ist in Abbildung 2.19 gezeigt. Hier ist das Ergebnis einer Flachwassersimulation, die
mit dem LB-Verfahren [143] berechnet wurde, gezeigt. Das Netz wird anhand eines Schwellwertes fu¨r
den Gradienten der Wellenfront verfeinert. In Regionen, in denen der Gradient sehr klein ist, wird das
Netz vergro¨bert. Es handelt sich hierbei um eine gitteradaptive Berechnung.
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Abbildung 2.18: a priori verfeinertes Blockgitter um eine Kugel
Zur geometrischen Verfeinerung existieren mehrere Ansa¨tze. Ein einfacher Ansatz ist, innerhalb eines
vordefinierten geometrischen Objektes zu verfeinern. Hierbei werden alle Knoten u¨berpru¨ft, ob sie in-
nerhalb der Geometrie sind und gegebenfalls verfeinert. Einen Knoten in 3-D zu verfeinern bedeutet,
dass man ihn durch 27 neue Knoten ersetzt, falls keine benachbarten feinen Knoten vorhanden sind. Das
Layout des zugrundeliegenden Gitters wird exemplarisch fu¨r zwei Raumdimensionen in Abbildung 7.1
in Kapitel 7.1 gezeigt, wobei neun neue Knoten bei der Verfeinerung gesetzt werden. Bei starren Hinder-
nisgeometrien beno¨tigt man keine Verfeinerung innerhalb des Objektes. Hier werden zwei Geometrien
erzeugt, die eine gro¨ßer mit definierten Abstand, die andere etwas kleiner als die Ursprungsgeometrie.
Alle Knoten, die sich zwischen den beiden Oberfla¨chen befinden, werden verfeinert. Dies funktioniert
sehr gut fu¨r primitive Geometrien wie Kugeln oder Wu¨rfel. Umgesetzt wurde dies mit sogenannten Ad-
aptionskriterien, die in Kapitel 7 softwaretechnisch beschrieben werden. Ein Nachteil ist hier, dass alle
Knoten des Berechnungsgebietes getestet werden, was bei komplexen Geometrien, wie z. B. Polyedern
mit vielen Dreiecken, in einem hohen Berechnungsaufwand resultiert.
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Abbildung 2.19: adaptive Flachwassersimulation eines Dammbruches
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3 Finite Element Methode fu¨r die Strukturdynamikanalyse
Der LB-Lo¨ser wurde im Laufe dieser Arbeit mit zwei Strukturlo¨sern gekoppelt. Der Erste ist ein
zeitabha¨ngiger Strukturlo¨ser basierend auf eindimensionalen Balkenelementen. Dieser wurde implemen-
tiert, um die Fluid-Struktur-Kopplung zu entwickeln, zu testen und zu validieren. Dessen Modell ist ein
Euler-Bernoulli-Balken und die Finite-Element-Diskretisierung basiert auf Hermite-Elementen mit Kno-
tenverschiebungen und Verdrehungen als unabha¨ngige Freiheitsgrade [86]. Fu¨r die Zeitintegration wurde
das Newmarkschema implementiert. Alternativ wurde die Strukturlo¨sung mit einem Eigenwertlo¨ser be-
rechnet.
Der zweite Lo¨ser ist der dreidimensionale transiente Strukturlo¨ser ADHOC [22]. Er basiert auf Finiten
Elementen hoher Ordnung (p-version) fu¨r die Raumdiskretisierung. Die Zeit wird wahlweise durch einen
Newmarkansatz [93] oder die Generalized-α-Methode [16] diskretisiert. Außerdem ko¨nnen die Eigen-
frequenzen und die auf die Masse normierten Eigenvektoren berechnet werden, wodurch die Lo¨sung fu¨r
geometrisch lineare Strukturen auch mittels Modalanalyse mo¨glich ist.
In den folgenden Abschnitten werden die zugrundeliegenden Strukturgleichungen sowie die Vorteile bei
der Simulation mit Finiten Elementen hoher Ordnung beschrieben.
3.1 Grundgleichungen der Strukturdynamik basierend auf der
Elastizita¨tstheorie
3.1.1 Allgemeine Grundlagen [98, 144]




























+ pv3 = 0
(3.1)
σ ist die Spannung und pv die Volumenlast, die auf den belasteten Ko¨rper wirkt. Wenn man nicht an
Starrko¨rperbewegungen interessiert ist und sich das differentielle Element im Gleichgewicht befindet und
somit nicht rotiert oder translatiert, fordert das Momentengleichgewicht, dass die Summe aller Momente
gleich Null ist. Es gilt:
σ12 = σ21 , σ13 = σ31 , σ23 = σ32 (3.2)












Zwischen den einzelnen Dehnungen mu¨ssen die Vertra¨glichkeitsbedingungen (Kompatibi-
lita¨tsbedingungen von Saint-Venant) bestehen, damit es mo¨glich ist aus den sechs Dehnungen die
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Somit la¨sst sich Gleichung (3.3) mit Hilfe der Differentialmatrix
DT =
 ∂∂x1 0 0 ∂∂x2 0 ∂∂x30 ∂∂x2 0 ∂∂x1 ∂∂x3 0






in folgende Schreibweise u¨berfu¨hren:
 = Du (3.6)
Die letzte zur Beschreibung des Kontinuums noch fehlende Grundgleichung ist das Materialgesetz, das
die Spannungen mit den Dehnungen verbindet. Der Zusammenhang beider Gro¨ßen ist materialabha¨ngig
und wird experimentell ermittelt. In dieser Darstellung wird von einem linearelastischen Materialverhal-
ten ausgegangen. Zusa¨tzlich wird der Werkstoff als homogen und isotrop angenommen. Somit gilt fu¨r
ideal-elastisches Material das Hookesche Gesetz:
σ11 =
E
(1 + ν)(1− 2ν) ((1− ν)11 + ν(22 + 33))
σ22 =
E
(1 + ν)(1− 2ν) ((1− ν)22 + ν(33 + 11))
σ33 =
E














3.2 Approximation mit finiten Elementen 31
Mit Hilfe der Elastizita¨tsmatrix
E =
E
(1 + ν)(1− 2ν)

1− ν ν ν 0 0 0
ν 1− ν ν 0 0 0
ν ν 1− ν 0 0 0
0 0 0 1− 2ν 0 0
0 0 0 0 1− 2ν 0
0 0 0 0 0 1− 2ν
 (3.8)
la¨sst sich das Materialgesetz wie folgt beschreiben:
σ = E (3.9)
Das Elastizita¨tsmodul E und die Querkontraktionszahl ν sind unter Beru¨cksichtigung der physikalischen
Grenzen 0 < E <∞ und 0 < ν < 0.5 fu¨r jedes Material experimentell bestimmbar.
3.1.2 Integralform der Bestimmungsgleichungen
Grundlage fu¨r die Methode der Finiten Elemente ist die Arbeitsgleichung 3.10, welche auch schwa-
che Form der Gleichgewichtsbedingungen genannt wird. Grundlage fu¨r diese schwache Form sind die
als starke Form bezeichneten Differenzialgleichungen die im vorherigen Abschnitt vorgestellt wurden.
Diese werden zuna¨chst mit einer geeigneten Wichtungsfunktion multipliziert. Als Wichtungsfunktionen
werden in dem hier eingesetzten Galerkin Verfahren dieselben Funktionen gewa¨hlt, mit denen die un-
bekannten Feldgro¨ßen angesetzt werden. Durch partielle Integration werden sodann die Anforderungen
an die Differenzierbarkeit der Ansa¨tze erniedrigt. Schreibt man alle Terme auf die rechte Seite, so erha¨lt
man ein Residuum. Dieses beschreibt das Gleichgewicht zwischen den a¨ußeren und den inneren Kra¨ften








δuTpΓdΓ = 0 (3.10)
Der erste Term auf der linke Seite stellt die (virtuelle) Arbeit der inneren Spannungen dar. Der zweite
Term beschreibt die (virtuelle) Arbeit aus Volumenlasten, wobei pΩ die Volumenlast repra¨sentiert. Sie
wirkt im Innern des Gebietes Ω. Die eingepra¨gten Randspannungen werden mit pΓ symbolisiert. Sie
wirken auf der Teiloberfla¨che Γp und bilden mit den arbeitskonjungierten (virtuellen) Verschiebungen
δu die virtuelle Arbeit aus a¨ußeren Lasten.
3.2 Approximation mit finiten Elementen
Mit Hilfe der Finite Element Methode kann die Integralgleichung (3.10) diskretisiert werden. Dazu muss
das zu untersuchende Gebiet vorab in geometrische Elemente endlicher Gro¨ße unterteilt werden, was zu
einer Aufteilung des Integrals in eine endliche Menge von Teilintegralen u¨ber jedes einzelne Element
fu¨hrt. Aufsummiert ergeben diese Teilintegrale wieder das Ausgangsintegral. Jedes Teilintegral wird mit
Hilfe normierter Koordinaten berechnet. Dabei werden die Zustandsgro¨ßen u elementweise approxi-
miert.
Das Verschiebungsfeld u wird auf Elementebene mit m Ansatzfunktionen Si und Knotenweggro¨ßen
diskretisiert. Jede Knotenweggro¨ße ui ist einer bestimmten Ansatzfunktion Si zugeordnet. Zusammen
beschreiben sie den i-ten Freiheitsgrad des Elementes, so dass die Anna¨herungslo¨sung u˜ fu¨r die Ver-
schiebung eines einzelnen Elementes als Superposition von m Ansa¨tzen geschrieben werden kann:




Si(η1, η2, η3)ui (3.11)
η ist die lokale Koordinate des finiten Elementes. Die Ansatzfunktionen sind im lokalen Koordinatensy-




Si(η1, η2, η3)xi (3.12)
Bereits mit Verschiebungsansa¨tzen geringer Ordnung ko¨nnen sehr komplexe Formen approximiert wer-
den. Die gewa¨hlten Ansa¨tze mu¨ssen C0 konform sein, d.h. dass es nicht zum Klaffen zwischen den
Elementu¨berga¨ngen kommt.
Wenn die Ordnung der Ansatzfunktion fu¨r die Verschiebung und Geometrie dieselbe ist, handelt es sich
um einen isoparametrischen Ansatz.
Fu¨r die Lo¨sung der ortsabha¨ngigen Gleichungen werden die Elementsteifigkeitsmatrix Ke und der Vektor












Die Integration der Integralgleichung wird numerisch mit Hilfe der Gauß-Quadratur [122] durchgefu¨hrt.
Die Elementmatrizen werden unter Beru¨cksichtigung der Knotenindices aufaddiert zur Systemgleichung
Ku = p (3.15)
mit den Knotenkra¨ften p und den Zustandsgro¨ßen u.
3.3 Zeitabha¨ngiges Verhalten nach [98]
Zur Bestimmung der Zustandsgro¨ßen wurde bisher das Gleichungssystem Ku = p gelo¨st. Jetzt wird
dieses System mit einem Massen- und Da¨mpfungsterm erweitert, um dynamische Lasten auf die Struk-
tur wirken lassen zu ko¨nnen. In Kapitel 4 wird die Kopplung von Fluid und Struktur erfolgen. Hier
wirken dynamische Lasten aus dem Fluid auf die Struktur ein. Fu¨r den nicht statischen Fall lautet das
Gleichungssystem:
Mu¨(t) + Du˙(t) + Ku(t) = p(t) (3.16)
Die Vektoren u¨(t) und u˙(t) enthalten die gleichen Zustandsgro¨ßen wie der Vektor u(t), diese jedoch
nach der Zeit differenziert.






Die Da¨mpfung wird in den numerischen Simulationen nicht beru¨cksichtigt.
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Die Lo¨sung der Differentialgleichung 3.16 folgt hier dem in [98] beschriebenen Ansatz. Es werden auf
der Zeitachse die Stu¨tzstellen t0, t1, ... eingefu¨hrt. Diese Stu¨tzstellen besitzen den gleichen Abstand h.
An jeder Stu¨tzstelle werden die Funktionswerte un, u˙n, u¨n als Stu¨tzwerte eingefu¨hrt. Fu¨r den Zeitschritt
i wird eine normalisierte Variable s eingefu¨hrt.
t = tn + sh, h = tn+1 − tn, 0 ≤ s ≤ 1 (3.18)
Fu¨r den Verlauf der Variablen u, u˙, u¨ sowie der Einwirkung p werden unabha¨ngige Taylorreihen bis zur
Genauigkeit
...
u aufgestellt. Es werden die Newmarkparameter β und γ eingefu¨hrt, sodass der Abbruch
der Taylorreihe zu mo¨glichst kleinen Fehlern fu¨hrt. Die Substitution der Taylorreihenapproximation in
Gleichung 3.16 zum Zeitpunkt s = θ fu¨hrt zu einem Gleichungsystem der Form:
Aθuθ = pθ (3.19)








und dem Vektor pθ




















U¨ber die Konstanten β, γ, θ werden einige Zeitintegrationsverfahren definiert, deren numerische Eigen-
schaften mit diesen Parametern gezielt gesteuert werden ko¨nnen. Tabelle 3.1 zeigt eine U¨bersicht ver-
schiedener Verfahren.
Tabelle 3.1: Parameter fu¨r zeitabha¨ngiges Verhalten [98]











Fu¨r die gesuchten Gro¨ßen un+1, u˙n+1, u¨n+1 ergeben sich folgende Gleichungen:
un+1 = un +
1
θ3






































34 3 FINITE ELEMENT METHODE FU¨R DIE STRUKTURDYNAMIKANALYSE
3.4 Struktursimulation mit Balkenelementen
Fu¨r das eindimensionale Balkenelement werden Ansatzfunktionen dritten Grades mit vier Freihheitsgra-
den (Knotenverdrehung und -verschiebung) verwendet:
S =

1− 3η2 + 2η3
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 . (3.26)
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 . (3.27)
3.5 Struktursimulation mit dreidimensionalen Finiten Elementen hoher Ordnung
Der in dieser Arbeit verwendete Strukturlo¨ser ADHOC hat einen strikt dreidimensionalen Ansatz fu¨r
du¨nnwandige Strukturen. Hier gibt es grundsa¨tzlich zwei Mo¨glichkeiten. Entweder mu¨ssen große Sei-
tenverha¨ltnisse in Kauf genommen werden, oder aber sehr viele isotrope Elemente eingesetzt werden.
Standardelemente niedriger Ordnung sind sehr empfindlich gegenu¨ber großen Seitenverha¨ltnissen, wo-
mit nur die Mo¨glichkeit der ineffizienten Diskretisierung mit vielen Elementen bleibt.
Im Gegensatz hierzu, bewa¨ltigen Elemente ho¨herer Ordnung große Seitenverha¨ltnisse problemlos [122,
123], vorausgesetzt der Polynomgrad ist hinreichend hoch.
In [21, 23, 101] werden Hexaederelemente hoher Ordnung fu¨r du¨nnwandige Strukturen beschrieben.
Gekru¨mmte Strukturen (siehe Abbildung 3.1) ko¨nnen durch passende Mapping Techniken [122, 123]
dargestellt werden.









Abbildung 3.1: Diskretisierung du¨nnwandiger Strukturen mit Hexaederelementen
Im Kontext von Elementen ho¨herer Ordnung kann zudem eine effiziente ra¨umliche Diskretisierung durch
Einsatz anisotroper Ansatzfunktionen vorgenommen werden. Hier wird der Ansatz aus [21, 123] ge-
nutzt, um verschiedene Polynomgrade fu¨r die verschiedenen lokalen Richtungen des Hexaederelements
zu definieren. Um den Berechnungsaufwand zu senken, werden beispielsweise bei einer schalenartigen
Struktur, wie in Abbildung 3.1 dargestellt, ho¨here Polynomgrade fu¨r die Ebenenrichtung und niedrige
Polynomgrade fu¨r die Dicke verwendet. Weiterhin ist es nicht nur mo¨glich, verschiedene Polynomgrade
fu¨r die lokalen Richtungen zu definieren. Auch die Polynomgrade fu¨r die verschiedenen Komponen-
ten des Verschiebungsfeldes ko¨nnen den Anforderungen entsprechend elementweise gewa¨hlt werden.
Bei Anwendung dieses Ansatzes geht der Modellfehler der Platten- und Schalentheorie in den Diskre-
tisierungsfehler der dreidimensionalen Approximation u¨ber. Hauptvorteil ist, dass dieser Fehler durch
verschiedene Polynomgrade u¨ber die Dicke kontrolliert werden kann. Bei festen kinematischen Annah-
men ist diese Kontrolle nicht mo¨glich. Wa¨hrend fu¨r die ra¨umliche Diskretisierung des Strukturproblems
Finite Elemente ho¨herer Ordnung zum Einsatz kommen, wird die zeitliche Diskretisierung mit der Me-
thode nach Newmark und der Generalized-α-Methode vorgenommen, welche beide zweiter Ordnung
genau sind, letztere jedoch auch bei Einsatz numerischer Da¨mpfung von hohen Frequenzen [16].
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4 Bidirektionale Fluid-Struktur-Interaktion
Bei der Fluid-Struktur-Interaktion liefert die Verformung der Struktur eine vera¨nderte Geometrie fu¨r das
Fluid. Diese wird durch die in Kapitel 2.4 beschriebenen Algorithmen im Fluidgebiet diskretisiert. Die
Ermittlung der Kra¨fte, die als Randbedingungen fu¨r die Strukturberechnung dienen, erfolgt hingegen im
Fluidgebiet. Die verschiedenen Varianten, die im Rahmen der Lattice-Boltzmann-Methode existieren,
werden im nachfolgenden Abschnitt beschrieben. Bevor die zur Interaktion mit dem Fluid- und Struk-
turlo¨ser notwendigen Kopplungsalgorithmen vorgestellt werden, zeigt Abschnitt 4.2 die Umrechnung
der physikalischen Gro¨ßen.
4.1 Kraftberechnung
Es gibt zwei Mo¨glichkeiten zur Kraftberechnung: Ermittlung u¨ber (a) den Impulsaustausch oder (b) die
Integration der Dru¨cke bzw. Spannungen. Die Oberfla¨che einer Struktur wird dabei durch Polygone in 2-
D bzw. Dreiecksnetze in 3-D dargestellt. Eine detaillierte Beschreibung und Vergleich beider Methoden
erfolgt in [87].
4.1.1 Impulsaustausch
Die Kraft, die auf ein Objekt wirkt (siehe Abbildung 4.1), wird an jedem Randknoten mit Hilfe des





(ei − uB)(f ti + f t+1I ). (4.1)
Die Verteilungen fI(t+1) wird entsprechend Gleichung 2.30 bzw. Gleichung 2.31 bestimmt. uB ist hier-
bei die Geschwindigkeit des bewegten Randes und eI = −ei sind die LB-spezifischen, mikroskopischen
Geschwindigkeiten, die dem jeweiligen diskreten Geschwindigkeitsmodell [100] entsprechen. Abbil-
dung 4.1 zeigt die ”Links“ des LB-Gitters, die bei der Kraftermittlung auf die Struktur zu beru¨cksichtigen
sind.
Die Kraftanteile ∆Fi,Knoten, die auf den Rand der Struktur zwischen den Interfacepunkten A und B
wirken, werden mittels linearer Interpolation gewichtet und aufsummiert, um die Kra¨fte an diesen
Punkten zu ermitteln. Als Gewicht fu¨r die Kraftintegration fu¨r Punkt A wird der normalisierte Abstand
zwischen dem Schnittpunkt S und dem Strukturpunkt A verwendet. Alle Fluidknoten mit einem ”Link“,





































































Abbildung 4.1: Interpolationsschema zur Berechnung der Kra¨fte
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4.1.2 Spannungsintegration
Die Impulsaustauschmethode funktioniert fu¨r die Ermittlung integraler Kra¨fte auf große Strukturelemen-
te, aber sie ist nicht praktikabel zur Berechnung der Kra¨fte, wenn die Ausdehnung der Randelemente in
der Gro¨ßenordnung des Fluid-Berechnungsgitters liegt. Inkorrekte lokale Kra¨fte sind die Folge, wenn zu
wenige ”Links“ zur Kraftberechnung beitragen. Fu¨r diesen Fall ist die Spannungsintegrationsmethode
vorzuziehen. Im Rahmen dieser Arbeit wurde das nachfolgende Schema zur Spannungsinterpolation bei
der Kraftermittlung entwickelt.
Ein Vorteil gegenu¨ber konventionellen CFD-Lo¨sern ist, dass der Spannungstensor lokal ermittelt werden
kann. Der Spannungsdeviator Sαβ mit skalarem Druck wird folgendermaßen berechnet:
Sαβ = −c2sρδαβ + σαβ (4.2)















Die Spannungen an den Randknoten werden u¨ber eine Extrapolation berechnet. In Abbildung 4.2 sind die
16 verschiedenen Fa¨lle fu¨r den Aufenthalt eines Punktes im Fluidgebiet dargestellt. Die verschiedenen
Fa¨lle entsprechen denen des Marching-Squares (2-D) bzw. Marching-Cubes (3-D) Algorithmus [84].
Diese sind bekannt aus der Computergrafik und werden zur Generierung von Isolinien und Isofla¨chen
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Abbildung 4.2: Extrapolationsfa¨lle in 2D
Der jeweilige Index in Abbildung 4.2 repra¨sentiert die Summe der Bits von Fluidknoten. Da die Ausdeh-
nung der Struktur gro¨ßer ist als der Gitterabstand, ko¨nnen die Fa¨lle 10 und 5 ausgeschlossen werden. Fu¨r
den Fall 15 ist die Spannungsinterpolation bilinear, da hier alle zur Interpolation beitragenden Knoten
im Fluidzustand sind. Fu¨r den selten vorkommenden Fall 0 werden die Kra¨fte aus dem vorangehenden
Zeitschritt verwendet. In den anderen Fa¨llen werden die Spannungen aus dem Fluidgebiet auf die ima-
gina¨ren Knoten im Strukturgebiet linear extrapoliert bevor sie, wie in Abbildung 4.3 dargestellt, bilinear
interpoliert werden.























Abbildung 4.3: Spezifische Extrapolationsfa¨lle
Fu¨r die Fa¨lle aus Abbildung 4.3a und Abbildung 4.3b ergeben sich beispielhaft folgende Extrapolationen:
Fall (a)
SSW = 2 · SNW − SNNW
SSE = 2 · SNE − SNNE (4.4)
Fall (b)
SSW = 2 · SNE − SNENE (4.5)
Nach der Extrapolation werden die Spannungen S mit den normalisierten Wichtungsfaktoren a und b
(0 ≤ {a, b} ≤ 1) (siehe Abbildung 4.3) bilinear interpoliert:
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Abbildung 4.4: Kraftberechnung durch Spannungsintegration
Durch Multiplikation des Spannungstensors mit der Normalen des Randes Γ und der Integration entlang





S · nRand dΓ. (4.7)
Des Weiteren wird angenommen, dass der Spannungsverlauf zwischen zwei Randknoten linear ist (sie-
he Abbildung 4.4). Der Lastvektor FB am Punkt B wird berechnet, indem Gleichung 4.7 von Punkt
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In Abbildung 4.5 ist der qualitative Unterschied beider Methoden anhand eines angestro¨mten Kragarms
dargestellt. Der Spannungsverlauf ist bei der Spannungsintegration formerhaltend, jedoch nicht impul-
serhaltend, da die Einzelimpulse nicht mehr beru¨cksichtigt werden.
(a) Impulsaustausch (b) Spannungsintegration
Abbildung 4.5: Kraftberechnung
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4.2 Transformation physikalischer Gro¨ßen
Fu¨r Fluid-Struktur-Interaktionsprobleme sind folgende dimensionslose Kennzahlen notwendig:




• die Reynoldszahl Re = ufHν
• das Dichteverha¨ltmis β = ρsρf
• die Querdehnzahl (Poissonzahl) der elastischen Struktur νs
Es ist das Elastizita¨tsmodul. ρs und ρf sind die Dichte der Struktur und des Fluids. uf ist eine Referenz-
geschwindigkeit, H eine Referenzla¨nge und ν ist die kinematische Viskosita¨t.
Bei der Lattice-Boltzmann-Methode werden alle Gro¨ßen in sogenannten Lattice-Einheiten verwendet.
Das heisst, das System ist derart skaliert, dass ∆t = ∆x = 1 gilt. Aus diesem Grund mu¨ssen alle
Gro¨ßen zwischen den zwei verschiedenen Systemen, bezeichnet als LB und real, skaliert werden. Die
Skalierung der Kra¨fte vom Fluidlo¨sersystem (LB) zum realen System wird u¨ber das Gleichsetzen des





der in beiden Systemen identisch sein muss, bewirkt. Das Ergebnis ist:
Freal = FLB · Hreal · ρreal · u
2
real
HLB · ρLB · u2LB
(4.10)
mit der Referenzho¨he H , der Referenzdichte ρ und der Referenzgeschwindigkeit u.
Ist keine Referenzgeschwindigkeit gegeben, wie beispielsweise bei einem ruhenden Fluid, kann man die
Kra¨fte mit folgender Formel, bei der der Kraftbeiwert mit dem Quadrat der Reynoldszahl multipliziert
wird, berechnen:
Freal = FLB · ρreal · ν
2
real ·HLB
ρLB · ν2LB ·Hreal
(4.11)
Die Transformation der Kra¨fte gilt fu¨r zweidimensionale Berechnungen. Fu¨r dreidimensionale Ermitt-
lungen kommt der Faktor HrealHLB hinzu. Die Transformationsformel lautet:
Freal = FLB · H
2
real · ρreal · u2real
H2LB · ρLB · u2LB
(4.12)
bzw. fu¨r den Fall, dass keine Referenzgeschwindigkeit vorgegeben ist:





Fu¨r die Zeitskalierung wird die Reynoldszahl in beiden Systemen gleichgesetzt und mit u = H∆t erha¨lt
man:
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Nach der Berechnung der Verschiebungen und der Geschwindigkeiten der Struktur wird die Wandge-
schwindigkeit (Randbedingung) fu¨r das LB-System folgendermaßen ermittelt:
uLB = ureal · νLB ·Hreal
νreal ·HLB (4.15)
Weitere dimensionslose Kennzahlen fu¨r die Umrechnung vom realen System zum LB-System sind fol-
gende:
• der Druckbeiwert α = p
ρ·u2 ,
• der Druckbeiwert β = pρ·g·H ,
• der Gewichtskraftbeiwert γ = g·H3
ν2
,
• der Gewichtskraftbeiwert δ = g·H
u2
,
Durch Gleichsetzen des Druckbeiwertes im realen und LB-System folgt fu¨r den realen Druck:





Folgende Formel ergibt sich zur Umrechnung der Gravitationskraft zwischen den beiden Systemen:





bzw. fu¨r den Fall, dass keine Referenzgeschwindigkeit vorgegeben ist:
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4.3 Kopplungsansatz
Der Rand der Struktur wird durch Polynome ho¨herer Ordnung beschrieben, die innerhalb der Elemen-
te Cp- und u¨ber deren Grenzen hinweg C0-stetig sind. Der Rand im Fluid hingegen wird auf einem
hierarchisch strukturierten Gitter beschrieben. Diese unterschiedlichen Diskretisierungen werden mit ei-
nem Interfacenetz vereint. Grundidee ist hierbei, ein Interfacennetz zu definieren, auf dem die Lasten
einerseits fu¨r den Fluidlo¨ser einfach zu ermitteln sind und andererseits im Strukturlo¨ser integriert wer-
den ko¨nnen. Die Verschiebungen bzw. Geschwindigkeiten sollten nach Mo¨glichkeit auf demselben Netz
ausgetauscht werden.
Als Interfacenetz wurde deshalb ein bewegtes Oberfla¨chennetz bestehend aus ebenen Dreiecken gewa¨hlt.
Jedem Knoten des Interfacenetzes werden die Werte fu¨r die Geschwindigkeit, der Lastvektor und ande-
re physikalische Gro¨ßen, die fu¨r den Austausch beno¨tigt werden, zugeordnet. Das Interfacenetz kann
auf zwei Arten definiert werden. (A) Entweder werden die Knoten an den Gaußschen Integrationspunk-
ten des p-FEM-Lo¨sers erzeugt oder (B) es wird ein a¨quidistantes Netz u¨ber die Oberfla¨che gelegt. Die
Knoten des Interfacenetzes werden trianguliert.
Ein Beispiel fu¨r ein Interfacenetz und dessen zugeho¨rige Kopplung ist in der Abbildung 4.6 dargestellt.





Abbildung 4.6: Kopplung mittels Interfacenetz an Gaußschen Integrationspunkten
Die Kopplung wurde mit einer eigens hierfu¨r entwickelten Bibliothek basierend auf einem Client-Server
Konzept verwirklicht [8]. Ein Masterprozess verwaltet dabei den Austausch der Daten zwischen dem
Fluid- und Strukturcode. Die Kra¨fte und Verschiebungen werden an den Eckknoten eines triangulierten
Netzes ausgetauscht (vgl. Abbildung 4.6).
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Vor diesem Hintergrund bestimmen drei wichtige Faktoren die Konsistenz beim Datentransfer:
(1) Typ des Interfacenetzes (a¨quidistantes Netz oder Gaußpunktnetz)
(2) Art der Kraftextrapolation auf die Strukturoberfla¨che (siehe Kapitel 4.1.2)
(3) Integration der Kra¨fte fu¨r den Kraftvektor der Strukturelemente (Beru¨cksichtigung der verformten
Struktur und Aufbau des Lastintegrals)
Betrachten wir zuna¨chst den Fall (A) in welchem das Oberfla¨chennetz durch die Gaußpunkte des p-FEM
Lo¨sers definiert ist. Die lokale Gro¨ße der Dreiecke ha¨ngt direkt von der Verteilung der Gausspunkte ab.
Diese nimmt zu den Elementra¨ndern hin u¨berproportional ab. Es ergeben sich somit sehr kleine Dreiecke
in der Nachbarschaft der p-Elementgrenzen und u¨berproportional große Absta¨nde in der Mitte der p-
Elemente. Ideal im Hinblick auf den zu erwartenden Fehler im Last- und Verschiebungstransfer aber
wa¨re es, wenn die Verteilung der Eckpunkte identisch mit oder mindestens in derselben Gro¨ßenordnung
wie die Fluiddiskretisierung la¨ge.
Aus diesem Grund wurde ein Kopplungsnetz eingefu¨hrt, welches unabha¨ngig von den Gaußpunkten ist.
Es ist a¨quidistant und die Gro¨ße der Dreiecke liegt in derselben Gro¨ßenordnung wie der Abstand der
Gitterpunkte in der Fluiddiskretisierung.
Da die Randgeometrie natu¨rlicherweise von der Struktur vorgegeben ist, wird auch das Interfacenetz vom
Strukturlo¨ser erstellt und dem Fluidlo¨ser vorgegeben. Auf dessen Knoten werden nun die Spannungs-
vektoren gema¨ß der in Kapitel 4.1 beschriebenen Vorgehensweise ermittelt und an den Strukturlo¨ser
u¨bertragen. Dieser integriert dann die Lasten in der verformten Konfiguration, die durch den vorherigen
Zeitschritt (oder einen Prediktor) vorgegeben ist.
Die neuen Verschiebungen werden direkt an den Knoten des Interfacenetzes vom Strukturlo¨ser ermittelt
und zum Fluid u¨bertragen.
Die Knoten des Interfacenetzes liegen exakt auf dem Rand der Struktur und im Fluidlo¨ser erscheint diese
Verschiebung zwischen den Knoten linear. Der Rand der Struktur hingegen wird durch stu¨ckweise Poly-
nome ho¨herer Ordnung beschrieben. Diese Ungleichheit der Randbeschreibung kann unter Umsta¨nden
kinetische Energie am Interface einfu¨hren. Zur Minimierung dieses Fehlers ist eine globale L2-artige
Projektion vorstellbar. Dies ko¨nnte im Hinblick auf den Energieerhalt am Interface zu weiteren Verbes-
serungen fu¨hren, wurde in dieser Arbeit aber als untergeordnet betrachtet und nicht realisiert.
Zuna¨chst wird der explizite Kopplungsansatz beschrieben, mit dem auch geometrisch nichtlineares
Strukturverhalten abgebildet werden kann.
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4.3.1 Expliziter Kopplungsalgorithmus
Die explizite Kopplung mit Subcycling ist in Abbildung 4.7 dargestellt und kann folgendermaßen zu-
sammengefaßt werden:
Algorithmus 4 Expliziter Kopplungsalgorithmus
(1) Der Fluidlo¨ser berechnet den Lastvektor fu¨r die Knoten des Interfacenetzes
(2) Die Kra¨fte werden mit Hilfe der Kopplungsbibliothek zum Strukturlo¨ser gesendet
(3) Die Struktur integriert die Lasten
(4) Der Strukturlo¨ser berechnet die Verschiebungen, die an den Fluidlo¨ser mittels Kopplungsbiblio-
thek geschickt werden
(5) Im Fluidlo¨ser erfolgt eine Zeitinterpolation der Position der Interfacenetzgeometrie sowie eine
dynamische Anpassung der Gittertopologie
(6) Schritt 5 wird wiederholt fu¨r alle internen Iterationen des gestaffeltes Zeitschrittschema



















Abbildung 4.7: Expliziter Kopplungsalgorithmus
Bevor die Details des impliziten Schemas diskutiert werden, wird der explizite Kopplungsansatz nochmal
in komprimierter Form in Abbildung 4.8 gezeigt. Zum Zeitschritt t berechnet der Fluidlo¨ser den Lastvek-
tor an den Knoten des Interfacenetzes. Infolge der Lasten werden die Verschiebungen vom Strukturlo¨ser
4.3 Kopplungsansatz 45
berechnet. Gewo¨hnlich ist der Zeitschritt des Fluidlo¨sers kleiner, als der des Strukturlo¨sers. Internes
Subcycling wird zur Integration des Fluidproblems von Zeitschritt t bis t + 1 angewandt, wobei die










Abbildung 4.8: Expliziter Kopplungsalgorithmus
4.3.2 Impliziter Kopplungsalgorithmus
Im Gegensatz zum expliziten Schema, wird beim impliziten Schema u¨ber denselben Zeitschritt iteriert bis
entweder die Kra¨fte und/oder die Verschiebungen der letzten zwei Wiederholungen konvergieren. Diese
Art der impliziten Iteration ist zur Richardson Iteration [90] hinsichtlich der Freiheitsgrade am Inter-
face a¨hnlich. Bei schlecht konditionierten Konfigurationen kann eine Unterrelaxation eingesetzt werden,
um eine Konvergenz zu ermo¨glichen. Dies fu¨hrt aber immer zu einer Verlangsamung der Konvergenz.
Bei gut konditionierten Systemen kann mittels U¨berrelaxation eine bessere Konvergenz erreicht werden.
Die Relaxation kann auch adaptiv pro Zeitschritt vorgenommen werden, wobei die gesamte Palette der
Vektoriterationsbeschleuniger eingesetzt werden kann. In der FSI hat sich hierbei insbesondere der Be-
schleuniger nach Aitken fu¨r effizient erwiesen, die in den Arbeiten von Mok [90] und Ku¨ttler [68, 69]
eingehend untersucht und gradientenbasierten Verfahren gegenu¨bergestellt wurde.
Im klassischen Ansatz der Diskretisierung der inkompressiblen Navier-Stokes-Gleichungen (FEM,
FVM) muss innerhalb jeden Iterationsschrittes gewo¨hnlich das gesamte Berechnungsgebiet neu berech-
net werden. Als Ergebnis ist jeder Iterationsschritt der impliziten Kopplung genauso rechenintensiv wie
ein expliziter Schritt.
Infolge der expliziten und der schwach kompressiblen Natur der LB-Methode ist es mo¨glich, die Subi-
teration des impliziten Schemas nur auf einer kleinen Region des Ausgangsgitters um das Interfacenetz
herum auszufu¨hren (Abbildung 4.9). Zudem zahlt sich der Vorteil der Verwendung eines kartesischen,
hierarchisch auf Baumstrukturen organisierten Gitters zur Diskretisierung des Fluidgebietes aus. Ein
herausschneiden dieses Subgitters ist hiermit algorithmisch sehr einfach.
Innerhalb der Subiterationen wird somit nur die betreffende Subregion zum na¨chsten Zeitschritt berech-
net, bis eine Konvergenz der Verschiebungen und/oder Kra¨fte erreicht wird. Die resultierende Konfi-
guration wird dann auf das Ausgangsgitter angewendet. Erst danach wird das gekoppelte System zum
na¨chsten Zeitschritt integriert. Die Subiterationen in dieser impliziten Prozedur sind somit weniger re-
chenintensiv als bei einem impliziten Standardalgorithmus.
















Fluidlöser                Fluid internes Subcycling
Abbildung 4.9: Impliziter Kopplungsalgorithmus
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5 Zweidimensionale Testfa¨lle
In diesem Kapitel wird das sukzessive Vorgehen zur Validierung sowohl des Fluidlo¨sers als auch der ge-
koppelten Fluid-Struktur-Simulation beschrieben. Standardtestfa¨lle, wie die Taylor-Couette-Stro¨mung,
die Poiseuille-Stro¨mung oder der DFG Testfall der Zylinderumstro¨mung bei Re = 20 und Re = 100
[103] wurden von Crouse [17] ausfu¨hrlich beschrieben und sollen hier nicht weiter aufgefu¨hrt werden.
In dieser Arbeit wird zuna¨chst ein Benchmark fu¨r poro¨se Medien fu¨r einen stationa¨ren und einen transi-
enten Fall zum Vergleich mit anderen numerischen Verfahren durchgefu¨hrt. Der erste Schritt in Richtung
Fluid-Struktur-Wechselwirkung ist die gekoppelte Simulation der Starrko¨rperbewegung eines oszillie-
renden Zylinders [88].
Der Lattice-Boltzmann-Stro¨mungslo¨ser VIRTUALFLUIDS, basierend auf unstrukturierten
quadtree/octree-artigen Eulergittern, wird gekoppelt mit dem Finite Elemente ho¨herer Ordnung
(p-FEM) Strukturmechaniklo¨ser ADHOC, basierend auf einer Lagrangebeschreibung, um bidirektionale
Fluid-Struktur-Interaktion (FSI) zu berechnen.
Die Kopplung wurde anhand eines numerischen und eines experimentellen Benchmarks [42, 51], die in
der DFG-Forschergruppe 493 Fluid-Struktur-Wechselwirkung: Modellierung, Simulation, Optimierung
definiert wurden, untersucht.
Die Benchmarkergebnisse wurden in den Vero¨ffentlichungen [37, 38, 65] umfassend dargelegt. Nachfol-
gend sollen diese nochmals beschrieben und die wichtigsten Erkenntnisse erla¨utert werden.
5.1 Benchmark fu¨r poro¨se Medien
Einen Beitrag zur Diskussion, ob Lattice-Boltzmann-Methoden als effizienter CFD-Lo¨ser betrachtet wer-
den ko¨nnen, liefert der poro¨se Medien Benchmark. Es wurde hierbei die Genauigkeit und Berechnungs-
effizienz von zwei Forschungssimulationscodes basierend auf der LB und der Finite Element Methode
(FEM) fu¨r inkompressible laminare zweidimensionale Stro¨mungsprobleme in komplexen Geometrien
verglichen.
Die FEATFLOW Software [26] ist ein (in-)stationa¨rer CFD-Lo¨ser, der Multigridalgorithmen nutzt. Der
kommerzielle Code CFX [14] ist ein Finite Volumen basiertes CFD Paket, das in Raum und Zeit zweite
Ordnung Genauigkeit bietet und dem ein algebraischer Multigrid-Lo¨ser zugrunde liegt. Der LB-Lo¨ser ist
der am Institut fu¨r rechnergestu¨tzte Modellierung im Bauingenieurwesen entwickelte Forschungsproto-
typ VIRTUALFLUIDS [37, 129].
LB-Methoden werden genutzt um eine Vielfalt komplexer Stro¨mungen zu simulieren. Aber es gibt nur
unzureichende Nachweise u¨ber dir Berechnungseffizienz eines LB-CFD-Lo¨sers verglichen mit einem
state-of-the-art-Lo¨ser basierend auf der direkten Diskretisierung der inkompressiblen Navier-Stokes-
Gleichungen. Es gibt viele Studien, die die Ergebnisse von Simulationen mit kinetischen und makrosko-
pischen Methoden verglichen haben [82, 103, 95, 4, 61, 72]. Eindeutige Schlussfolgerungen zur Effizienz
konnten jedoch nicht gemacht werden, da letzte Modellerweiterungen, wie z. B. lokale Gitterverfeine-
rung, verbesserte Randbedingungen mit Genauigkeit zweiter Ordnung und Multiple Relaxation Time
Modelle (siehe Kapitel 2.1.2) nicht in den kinetischen Simulationsprototyp integriert wurden. Teilwei-
se sind auch die Details des verwendeten LB-Modells nicht bekannt, wie fu¨r den kommerziellen Lo¨ser
POWERFLOW [24].
Zur Vereinfachung der Validierung beschra¨nkt sich der Benchmark auf ein laminares Stro¨mungsregime.
Die Mehrheit der LB-Implementierungen verwendet Matrizenstrukturen, um die Knotenverteilungen zu
speichern. Dies erlaubt eine einfache und effiziente Implementierung. Wenn sich viele Hindernisstruk-
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turen im Berechnungsgebiet befinden, sind Matrizenstrukturen ineffizient im Hinblick auf den Speicher-
platzbedarf. Hier wird eine indirekte Adressierung durchgefu¨hrt, bei der Gitterknoten nur dort gesetzt
werden, wo es notwendig ist. Um eine a¨hnliche Effizienz, gemessen in nodal updates per second (NUPS),
wie mit dem Matrixcode zu erhalten [111], ist zusa¨tzlicher Programmieraufwand no¨tig. Entsprechend
wurden geeignete Datenstrukturen fu¨r topologisch unstrukturierte Gitter entwickelt [31, 111]. Die opti-
male Datenstruktur ha¨ngt vom spezifischen Stro¨mungsproblem mit den spezifischen Randbedingungen
ab. Hier werden hierarchische Gitter (Quadtrees in 2-D und Octrees in 3-D), bestehend aus quadratischen
Elementen, die rekursiv unterteilt werden, genutzt um eine lokale Gitterverfeinerung zu erhalten. Die-
ser Ansatz erlaubt eine exponentielle Verfeinerung im Raum, wobei der Berechnungsaufwand bergrenzt
bleibt. Diese Datenstrukturen sind auch gut geeignet fu¨r Gittervergro¨berung und erlauben Berechnungen
auf adaptiven Gittern [17, 18]. Der C++ Forschungsprototyp VirtualFluids liefert ' 4 × 106 NUPS auf
einem 2.0 GHz AMD Opteron 64-Bit Prozessor fu¨r das D2Q9-Modell.
Nachfolgend werden einige Eigenschaften des Finiten-Element-Prototypen skizziert. Danach wird das
Benchmarkproblem definiert und die Ergebnisse der Berechnung zusammen mit den Netzen pra¨sentiert.
5.1.1 Direkte Diskretizierung der Navier-Stokes-Gleichungen mit Finiten Elementen und
Finiten Volumen
FEATFLOW, www.featflow.de, ist ein (paralleler) 2-D und 3-D FEM-Code fu¨r die Lo¨sung der in-
kompressiblen Navier-Stokes-Gleichungen
ut − ν∆u + (u · ∇)u +∇p = f, ∇ · u = 0, (5.1)
die seperat in Raum und Zeit diskretisiert sind. Die Behandlung von zeitabha¨ngigen
Stro¨mungskonfigurationen mit dem PP2D-Modul wird in [134] beschrieben. Die Navier-Stokes-
Gleichungen werden durch Standardmethoden zweiter Ordnung, bekannt von der Behandlung
gewo¨hnlicher Differentialgleichungen (Fractional-Step-θ-Schema, Crank-Nicolson-Schema)[134], in
der Zeit diskretisiert. Der Raum wird durch die Anwendung spezieller Finiter-Element-Ansa¨tze, die
Q˜1/Q0 Ra¨ume (nichtparametrische Version, siehe [135]) diskretisiert.
Der konvektive Term wird durch ein Upwind-Verfahren (gewichtetes Samarskij-Upwind) stabilisiert.
Eine adaptive Zeitschrittsteuerung fu¨r diesen impliziten Ansatz wird durch die Bestimmung des lokalen
Abbruchfehlers realisiert. Folglich werden Lo¨sungen von verschiedenen Zeitschritten verglichen und das
gekoppelte Problem ist innerhalb jeden Zeitschritts gesplittet in skalare Teilprobleme mit dem diskreten
Projektionsverfahren [135, 133].
Das produziert eindeutig Probleme in u (Burgers-Gleichung) sowie in p (Druck-Poisson). Das nicht-
lineare Problem in u wird mit einer Fixpunktdefektkorrekturmethode und das linearisierte asym-
metrische Teilproblem wird durch einen Multigrid-Ansatz gelo¨st. Ein spezieller Multigrid-Lo¨ser mit
Jacobi/SOR/ILU-Gla¨ttern wird auf das gut konditionierte, lineare Problem in p angewandt. Ein direkter
stationa¨rer Ansatz (Modul CC2D, siehe [135]) wird fu¨r niedrige Reynoldszahlen genutzt, wie z. B. sta-
tiona¨re Stro¨mungskonfigurationen, die das nichtlineare System nach der FEM-Diskretisierung im Raum
(mit Q2/P1 Elementen und Stromlinien-Diffusions-Stabilisierung) mit einem Quasi-Newton Lo¨ser be-
handelt. Das resultierende Oseen Teilproblem wird mit direkten Multigrid Ansa¨tzen, basierend auf einem
lokalen Pressure Schur Complement Lo¨ser (”Vanka-artig“), gelo¨st.
Numerische Details zur Featflow Methodologie und der Softwareimplementierung ko¨nnen auf der
Featflow-Webseite und den dortigen Referenzen eingesehen werden.
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ANSYS CFX [14] ist ein integriertes Softwaresystem, das diverse und komplexe dreidimensionale
Stro¨mungsprobleme lo¨st. Der Multigrid-basierte Fluidlo¨ser liefert Lo¨sungen fu¨r inkompressible oder
kompressible, stationa¨re oder transiente, laminare oder turbulente, Ein- und Mehrphasen und Tempera-
turstro¨mungen in komplexen Geometrien. Die Software benutzt unstrukturierte und blockstrukturierte
nicht orthogonale Gitter zur Bereichsdiskretisierung.
5.1.2 Benchmarkdefinition
Die zu betrachtene Stro¨mungsgeometrie ist in Abbildung 5.1 dargestellt. Ein Kanal mit der Ho¨he H
und einer La¨nge von 4H ist mit zylindrischen Objekten mit dem Durchmesser H/8 und einem Abstand
von H/8 besetzt. Fu¨r den linken, vertikalen Einflussrand (x=0,y) sowie die oberen (x,y=H) und unte-
ren Wa¨nde (x,y=0) werden Dirichlet-Randbedingungen mit einer Geschwindigkeit von U0 = (ux, 0)













Abbildung 5.1: Definition des Bechmark-Setup




wo DP der Zylinderdurchmesser (H/8), ν die kinematische Viskosita¨t und  die Porosita¨t ist. Die Poro-
sita¨t  wird fu¨r alle Fa¨lle mit 0.75 definiert.
Es werden zwei Testfa¨lle simuliert: ReE = 1 und ReE = 200. Fu¨r den ReE = 200 Fall werden die
beiden Zylinder rechts oben (kariert in Abbildung 5.1) weggelassen, um die Symmetrie der Stro¨mung zu
brechen.
5.1.3 Ergebnisse
Der erste U¨bereinstimmungstest ist der Vergleich des Druckabfalles durch das System fu¨r den stationa¨ren
Fall ReE = 1 mit zwei verschiedenen Ansa¨tzen. Es wird eine anna¨hernd vergleichbare Anzahl an Frei-
heitsgraden (DOF=degree of freedom) (LB 549.936 DOF, FEM 297.858 DOF.) gewa¨hlt. Abbildung 5.2
zeigt zwei Druckplots entlang zwei verschiedener horizontaler Linien (y = 0.5/0.625H). Die Ergebnis-
se sind praktisch nicht unterscheidbar.










































(b) y = 0.5H
Abbildung 5.2: Drucklinien fu¨r ReE = 1 entlang horizontaler Linien
Da die Druckbeiwerte (Drag und Lift) sensiblere Gro¨ßen sind, wurden die entsprechenden Ergebnisse fu¨r
verschiedene Netze im stationa¨ren Zustand und zeitabha¨ngige Stro¨mungen verglichen. Alle CPU-Zeiten
wurden auf einem AMD Opteron 64-Bit 2.0 GHz System mit dem Betriebssystem Linux gemessen. Zwei
typische Netze sind in Abbildung 5.3 und 5.4 dargestellt. Die Genauigkeit der Ergebnisse, die mit diesen
Netzen erzielt wurden, ist vergleichbar (siehe Tabelle 5.1 und 5.2). Die Verfeinerungsbezeichnung fu¨r
das FE-Netz ist folgendermaßen definiert: der 1 + 2 Fall (siehe Abbildung 5.4) bezeichnet, dass alle
Ausgangselemente mit dem Basislevel 1 gegeben sind und dass einige Basiselemente um ausgewa¨hlte
Zylinder um zwei weitere Level durch rekursive Partitionierung verfeinert sind. Im LB-Kontext ist ein
Gitterlevel l gleichzusetzen mit ∆x = H2−l. Die Ergebnisse der Gitterkonvergenzstudien sind in Ta-
belle 5.3 und 5.4 sowie in Abbildung 5.5 zusammengefaßt. Die Berechnungszeit steigt quadratisch mit
der Anzahl der Freiheitsgrade fu¨r den LB-Lo¨ser an. Hingegen ist der FEM-Lo¨ser in der Asymptotik
effizienter, da er linear mit der Anzahl der Freiheitsgrade skaliert (Multigrid-Komplexita¨t).
Tabelle 5.1: Dragbeiwert: Zylinder A, Referenz 465.58
Schema Gitterbezeichnung #DOF rel. Fehler[%] CPU-Zeit[s]
LB 4-6 48.096 1.03 10
LB 4-7 141.696 0.43 93
FEM 0+2 11.774 0.77 6
FEM 1+2 26.922 0.58 53
FEM 2+0 30.642 1.34 33
FEM 2+1 43.314 0.37 38
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Tabelle 5.2: Liftbeiwert: Zylinder A, Referenz 0.9583
Schema Gitterbezeichnung #DOF rel. Fehler[%] CPU-Zeit[s]
LB 4-6 48.096 1.07 10
LB 4-7 141.696 0.70 93
FEM 0+2 11.774 5.50 6
FEM 1+2 26.922 1.04 53
FEM 2+0 30.642 0.19 33
FEM 2+1 43.314 0.10 38
Abbildung 5.3: Quadtree-artiges LB-Gitter (Level 4-7) mit 141.696 DOF fu¨r ReE = 1
Abbildung 5.4: Blockstrukturiertes FEM-Netz, Kennung ”(1+2)” mit 26.922 DOF fu¨r ReE = 1
Der zweite Testfall ist ein transientes Stro¨mungsproblem bei ReE = 200, bei dem die Druckbei-
werte am Zylinder D berechnet werden. Es wurde eine asymmetrische Stro¨mungsgeometrie gewa¨hlt,
um sicherzustellen, dass die Stro¨mungsasymmmetrie nicht von Netzkonfigurationsdetails oder der
Lo¨serimplementierung abha¨ngt. Abbildung 5.6 und 5.7 zeigen zwei typische Gitter, die bei der Berech-
nung der Druckbeiwerte bis unter 1% Genauigkeit zugrunde lagen.
Die Referenzlo¨sung wurde mit einer hoch aufgelo¨sten Gitterdiskretisierung mit dem parallelen CFX-
Lo¨ser berechnet. Die gemittelten Druckbeiwerte sind cDrag = 2.0548 und cLift = 0.9150. Fu¨r die Pe-
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Tabelle 5.3: Konvergenz LB: Dragbeiwert, Zylinder A, ReE = 1, Referenzwert 465,58
Gitterbezeichnung #DOF Ma cD rel. Fehler[%] #Zeitschritte Zeit[s]
4-5 15.264 0.0173 450.76 3.183 3.900 3
4-6 40.320 0.0086 470.45 1.045 2.000 10
4-7 141.696 0.0043 467.57 0.427 2.900 93
4-8 549.936 0.0021 465.94 0.075 4.900 1.140
4-9 2.182.608 0.0010 465.65 0.014 7.900 14.700
9-9 8.976.960 0.0010 465.58 0.000 152.300 45.352
Tabelle 5.4: Konvergenz FEM: Dragbeiwert, Zylinder A, ReE = 1, Referenzwert 465,58
Methode Gitterbezeichnung #dof cD rel. Fehler[%] Zeit[s]
FEM-CC2D (4) 217.248 461.31 0.92 24
FEM-CC2D (5) 864.576 464.51 0.23 121
FEM-CC2D (6) 3.449.472 465.32 0.06 493
FEM-Q2/P1 (2+4) 220.722 465.58 0.00 117
FEM-Q2/P1 (3+1) 145.794 465.14 0.10 182
FEM-Q2/P1 (3+2) 196.482 465.48 0.02 347
FEM-Q2/P1 (3+3) 297.858 465.56 0.01 573
FEM-Q2/P1 (4+1) 528.162 465.47 0.03 710
FEM-Q2/P1 (4+2) 629.538 465.56 0.01 1.297
FEM-Q2/P1 (5+0) 1.901.154 465.47 0.03 3.699
FEM-Q2/P1 (5+1) 2.002.530 465.56 0.01 3.003

































Abbildung 5.5: LB: die ra¨umliche Konvergenz fu¨r den Dragbeiwert bei ReE = 1 ist etwas besser als zweite
Ordnung
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Abbildung 5.6: Quadtree-artiges LB-Gitter (Level 6-9) mit 243.774 DOF fu¨r ReE = 200
Abbildung 5.7: blockstrukturiertes FEM-Netz, Kennzeichnung ”(5)” mit 450.528 DOF fu¨r ReE = 200
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riode der Dragschwingung wurde Tref = 4.2327[ Du0 ] gemessen. Tabelle 5.5 zeigt die Ergebnisse der be-
rechneten Gro¨ßen fu¨r die verschiedenen Lo¨ser. Die Machzahl fu¨r die LB-Simulation betra¨gt Ma = 0.02.
Es wurde das MRT-Modell verwendet, da der LBGK-Ansatz, basierend auf einem Single-Relaxation-
Time-Modell, instabil fu¨r diesen Testfall ist. Abbildung 5.8 und 5.9 geben einen Eindruck fu¨r die transi-
enten Druckbeiwerte der verschiedenen Methoden.
Tabelle 5.5: Ergebnisse des transienten Falles (Zylinder D):
Spalten 3-5 zeigen den relativen Fehler der zugeho¨rigen Gro¨ßen in %.
Schema (Gitterbez.) #DOF ∆cD[%] ∆cL[%] ∆TRef [%] CPU-Zeit[s] / TRef
LB (6-8) 199.656 2.4 0.4 0.5 30
LB (6-9) 243.774 0.3 1.6 0.5 46
FEM (4) 113.264 1.3 0.3 9.2 22
FEM (5) 450.528 0.1 1.5 0.1 265
CFX 385.485 1.6 2.5 0.2 2.856 1
CFX 917.616 0.5 1.3 0.2 6.594 1










































Abbildung 5.8: Zeitserie der Druckbeiwerte (Drag und Lift) fu¨r LBE, FEM (hohe Auflo¨sung) und CFX (Refe-
renzlo¨sung) fu¨r ReE = 200
Die Berechnungseffizienz von CFX ist deutlich niedriger als die von VIRTUALFLUIDS. Durch optimierte
Zeitschrittweiten und Netze in CFX kann diese noch erho¨ht werden. Aber es ist nicht davon auszugehen,
dass ein Gewinn von bis zu zwei Gro¨ßenordnungen erzielt wird. Es sollte beachtet werden, dass abha¨ngig
von lokalen Variationen in den entsprechenden Netzen oder Gittern die beno¨tigte CPU-Zeit pro Periode
deutlich variieren kann, die Tendenz, wie in Tabelle 5.5 gezeigt, bleibt jedoch erhalten. Die Ergebnisse
der LB-Simulation zeigen eine signifikante Abha¨ngigkeit von der gewa¨hlten Machzahl. Um diesen Ef-
fekt zu quantifizieren, wurde eine Stro¨mungsstudie fu¨r verschiedene Machzahlen mit VIRTUALFLUIDS
und CFX durchgefu¨hrt. Die Ergebnisse sind in Abbildung 5.10 dargestellt. Die Unterschiede fu¨r iden-
tische Machzahlen sind wahrscheinlich auf die verschiedenen Netze und die Unterschiede im Hinblick
1Das Setup der CFX-Simulation wurde nicht hinsichtlich der CPU-Zeit optimiert.










































Abbildung 5.9: Zeitserie der Druckbeiwerte (Drag und Lift) fu¨r LBE, FEM (niedrige Auflo¨sung) und CFX (Refe-
renzlo¨sung) fu¨r ReE = 200
der Implementierung der Randbedingungen fu¨r FV- oder LB-Simulation zuru¨ckzufu¨hren. In diesen Si-
mulationen ha¨ngt die Anstro¨mkraft (Drag) erwartungsgema¨ß quadratisch von der Machzahl fu¨r beide
Ansa¨tze ab. Die Unterschiede zwischen den Ergebnissen der Anstro¨mkraft fu¨r den inkompressiblen und
den schwachkompressiblen Fall mit Ma = 0.1 ko¨nnen fu¨r die gemittelten Werte 10% u¨berschreiten,
wie in Abbildung 5.10 dargestellt. Zusa¨tzlich entstehen ho¨here Moden. Diese typischen Machzahlef-
fekte sollten beachtet werden, wenn man LB-Methoden fu¨r hochgenaue Berechnungen verwendet. Dies
sind oftmals eine Funktion der durch die Ein- bzw. Ausflussrandbedingung induzierten Reflektionen, die
durch geeignete LODI-Randbedingungen [55] reduziert werden ko¨nnen.
Fu¨r Stro¨mungsprobleme mit entsprechender Machzahl Ma ≤ 0.2 auf Quadtree-artigen Gittern, ist die
beno¨tigte CPU-Zeit fu¨r die LB-Berechnung beinahe proportional zu 1Ma . Im Gegensatz ist die CFX-
Berechnungszeit anna¨hernd konstant, wie man in Tabelle 5.6 2 sehen kann.
Somit kann man einen substanziellen Vorteil bei LB-Berechnung von Stro¨mungsproblemen mit endli-
chen Machzahlen (Ma ' 0.1) bezu¨glich der Berechnungseffizienz erwarten, Der FEM-Lo¨ser kann nicht
fu¨r kompressible Stro¨mungen verwendet werden und konnte somit zur Machzahlstudie nicht beitragen.
2Der Unterschied der Freiheitsgrade fu¨r LB (6-8) im Vergleich in Tabelle 5.5 ist infolge unterschiedlicher Verfeinerungsbe-
reiche
3Das Setup der CFX-Simulation wurde hinsichtlich der CPU-Zeit nicht optimiert
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Tabelle 5.6: CPU-Zeiten fu¨r den ReE = 200 Fall Dragberechnung fu¨r verschiedene Machzahlen (Ma = 0 ent-
spricht dem inkompressiblen Fall).
Schema (Gitterbez.) #DOF Ma[%] CPU-Zeit[s] / Tref
LB (6-8) 318.123 0.1 12
LB (6-8) 318.123 0.05 25
LB (6-8) 318.123 0.02 61
CFX 385.485 0.1 2.730 3
CFX 385.485 0.05 2.814 3
CFX 385.485 0.02 2.772 3
































Abbildung 5.10: Machzahlabha¨ngigkeit der Dragergebnisse
5.1.4 Diskussion und Ausblick
Aus theoretischer Sicht wu¨rde man erwarten, dass Multigrid-basierte Lo¨ser prinzipiell einen Vorteil ge-
genu¨ber dem vergleichsweise einfachen numerischen Schema des LB-Ansatzes haben. Dieser theoreti-
sche Vorteil hat sich fu¨r zeitabha¨ngige Testprobleme nicht besta¨tigt. Fu¨r den inkompressiblen Fall wurden
die LB-Ergebnisse mit denen der FEATFLOW-Version mit adaptiven Zeitschrittverfahren und nichtlinea-
rer Iteration sowie mit CFX verglichen. Es konnte vergleichbare Genauigkeit bei vergleichbaren oder
niedrigeren Kosten betreffend der CPU-Zeit erhalten werden. Fu¨r Stro¨mungen mit kleinen Machzahlen
stellt sich ein substanzieller Vorteil in der Berechnungszeit fu¨r den LB-Ansatz im Vergleich mit dem
Finite-Volumen basierten CFX-Code heraus. Eine interessante Untersuchung wa¨re, ob dieser Vorteil
auch besteht, wenn Turbulenzmodelle genutzt werden.
Im Fall der stationa¨ren Stro¨mung in komplexen Geometrien war der LB-Lo¨ser langsamer als der FEM-
Ansatz. Der Basisalgorithmus der Gleichung 2.10 ist in seiner expliziten Form in Bezug auf die Be-
rechnungskomplexita¨t eines impliziten Ansatzes fu¨r stationa¨re Probleme asymptotisch unterlegen. Fu¨r
kleine Reynoldszahlen wird die Navier-Stokes-Gleichung elliptischer, womit die relative Leistung eines
Multigrid-Lo¨sers fu¨r die Poisson-Gleichung ansteigt.
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Das Einsatzgebiet von LB-basierten Lo¨sern sind schwach kompressible, zeitabha¨ngige Stro¨mungen mit
Machzahlen bis zu 0.2, da in diesem Bereich der Machzahleinfluß auf die Zeitschrittgro¨ße ma¨ßig ist.
Es ist irrefu¨hrend zu fragen, ob LB-Methoden allgemein besser geeignet sind fu¨r CFD-Simulationen als
konventionelle Methoden. Es sollte sorgfa¨ltig zwischen den Modellierungsfehlern (speziell fu¨r komple-
xe Fluide), Diskretisierungsfehlern und der Implementierungsart, welche im Fall von unstrukturierten
Gittern betra¨chtlichen Einfluss auf die Berechnungseffizienz haben kann, unterschieden werden.
Die Durchfu¨hrung von effizienten Simulationen beno¨tigt die Entwicklung von adaptiven Methoden mit
genauen a posteriori Fehlerabscha¨tzern. Diesbezu¨glich sind außer heuristischen Ansa¨tzen [18, 129] fu¨r
den LB-Ansatz keine Arbeiten bekannt. Außerdem sollten Benchmarks von turbulenten Stro¨mungen in
drei Dimensionen sowie Mehrphasenstro¨mungen durchgefu¨hrt werden.
Die Ergebnisse zeigen, dass der LB-Prototyp fu¨r die betrachteten Gro¨ßen (Druckbeiwerte, Druckab-
fall) konkurrenzfa¨hig fu¨r inkompressible transiente Probleme ist. Fu¨r stationa¨re Stokesstro¨mungen ist er
asymptotisch langsamer, da die algorithmisch-asymptotische Komplexita¨t der klassischen LB-Methode
im Vergleich mit Multigrid-Lo¨sern, welche in dem FEM- und FV-Code integriert sind, nicht optimal ist.
Fu¨r schwach kompressible Fa¨lle hat der LB-Ansatz verglichen mit CFX einen signifikanten Zeitvorteil.
Dies bedeutet, dass der LB-Lo¨ser extrem effizient im Bereich von schwach kompressiblen Stro¨mungen
ist. Es wurde außerdem gezeigt, dass der Einfluß der finiten Machzahl in LB-Simulationen fu¨r Lo¨sungen
der inkompressiblen Navier-Stokes-Gleichung nicht zu vernachla¨ssigen ist.
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5.2 Oszillierender Zylinder
Mittal und Kumar pru¨ften in [88] sehr ausfu¨hrlich wirbelinduzierte Schwingungen eines Zylinders in
einer Stro¨mung mit Re=325. Sie nutzten hierbei eine Raum-Zeit-Finite-Element-Formulierung. Der Zy-
linder ist als Einmassenschwinger mit zwei translatorischen Freiheitsgraden formuliert. Es werden Sy-
steme mit verschiedenen Eigenfrequenzen im Verha¨ltnis zur Strouhal-Zahl des stationa¨ren Zylinders
untersucht. Hierbei wird die Masse des Zylinders konstant gehalten und die Federkonstante variiert.
Bei Reynoldszahlen gro¨ßer 100 wirken wechselnde Kra¨fte durch Wirbelablo¨sung auf den Zylinder. Die-
se Kra¨fte bewirken eine Beschleunigung und somit die Bewegung des Zylinders. Die Zylinderbewe-
gung hat wiederum Einfluß auf das umgebende Fluid. Es kommt zu einer bidirektionalen Fluid-Struktur-
Wechselwirkung.
Ist die Eigenfrequenz kleiner als die Anregefrequenz stellt sich die Wirbelablo¨sung darauf ein. Man
spricht vom sogenannten Lock-in-Effekt.
Diese Testfa¨lle wurden bereits von Leydag [76] mit dem Lattice-Boltzmann-Ansatz auf uniformen Git-
tern nachgerechnet. Die Ergebnisse stimmen gut mit denen von Mittal und Kumar u¨berein.
Da sich dieser Testfall gut zur Validierung eignet, soll er hier mit aktuellen Ergebnissen aus dem nicht-
uniformen Stro¨mungssimulator gezeigt werden.
Das Setup fu¨r die Berechnung wird u¨ber dimensionslose Parameter eingestellt. Die Eingangsgro¨ßen zur
Dimensionsanalyse sind die Dichte ρ, die Geschwindigkeit u¯ und die Viskosita¨t ν des Fluids sowie der
DurchmesserD, die Massem, die Steifigkeit k und die Da¨mpfung c der Struktur (des Einmassenschwin-
gers).
Reynoldszahl Re = u¯ Dν
dimensionslose Masse des Zylinders m˜ = 4m
D2 ρ









Die Geometrie des Berechnungskanals wird mit folgenden Werten definiert: Durchmesser D des Zy-
linders, La¨nge des System L = 30.5D und die Ho¨he H = 16D. Der Zylinder befindet sich an der
Position x = 8D und y = 8D in Ruhe. Die physikalischen Gro¨ßen sind: Re = 325, m˜ = 4.7273
und ζ = 0.00033. Die bezogene Eigenfrequenz wird variiert. In den Abbildungen 5.12,5.13 und 5.14
werden die Ergebnisse fu¨r Fs = 0.21, Fs = 0.42 und Fs = 0.53 gezeigt, die mit den Referenzkurven
u¨bereinstimmen.
Das Basisgitter mit 610 x 320 Knoten wurde im oszillierenden Bereich a priori verfeinert, wie in Abbil-
dung 5.11 fu¨r zwei Verfeinerungsstufen zu erkennen ist. Damit ergibt sich ein Zylinderdurchmesser von
80 LB-Knoten auf dem feinsten Level. Dies fu¨hrt zu einer Elementreynoldszahl von Reelement > 16.25.
Je nach Geschwindigkeit des Zylinders kann dieser Wert deutlich u¨berschritten werden. Die dimensi-
onslose Masse ist in diesem Beispiel relativ klein, wodurch Probleme auftreten ko¨nnen und sich infolge
dessen kein periodischer Zustand einstellen kann. Um eine bezogene Eigenfrequenz von Fs = 0.105
zu erhalten muss die Federkonstante sehr klein gewa¨hlt werden. Dadurch wird das System sensibler als
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es aufgrund der hohen Elementreynoldszahl und der geringen Masse ohnehin schon ist. Somit wird fu¨r
diesen Fall kein brauchbares Ergebnis erzielt, da sich kein periodischer Zustand einstellt.
Die u¨brigen Berechnungen hingegen liefern gute U¨bereinstimmungen, wie in den Abbildungen 5.12,5.13
und 5.14 dargestellt. Die Auslenkungen sind nahezu deckungsgleich. Fu¨r den Fall, dass die Erreger-
frequenz gleich der Eigenfrequenz (Fs = 0.21) ist, sind die Auslenkungen erwartungsgema¨ß deutlich
gro¨ßer als in den anderen Berechnungen. Fu¨r Bauwerke hat dies eine sehr große Bedeutung, da große
Auslenkungen zu starken Bescha¨digungen fu¨hren ko¨nnen.
Betrachtet man die Kraftverla¨ufe, sind deutlich Unstetigkeiten im Kraftverlauf zu erkennen. Diese entste-
hen wenn ein Knoten den Status von Solid zu Fluid und ungekehrt wechselt. In [76] wurden verschiedene
Interpolationsalgorithmen zur Vermeidung dieser Oszillationen getestet: (1.) Initialisierung durch Anset-
zen der Gleichgewichtsmomente, (2.) lineare Extrapolation der Momente aus dem Stro¨mungsfeld, (3.)
quadratische Extrapolation der Momente aus dem Stro¨mungsfeld und (4.) Ermittlung der Verteilungen
durch eine Shepard-Interpolation [112]. Hier wird der in Kapitel 2.2.1 beschriebene Algorithmus mit
einer Poisson-artigen Iteration benutzt, um den neu entstandenen Fluidknoten zu initialisieren.
Abbildung 5.11: Gitterverfeinerung im Bereich des oszillierenden Zylinders
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Abbildung 5.12: Auslenkung fu¨r Fs = 0.21












Abbildung 5.13: Auslenkung fu¨r Fs = 0.42












Abbildung 5.14: Auslenkung fu¨r Fs = 0.53
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5.3 Der numerische Benchmark
Die detailierte Beschreibung des FSI-Benchmarks, der von der DFG-Forschergruppe 493 definiert wur-
de, kann im seperaten Beitrag von Turek & Hron [51] nachgelesen werden. Wie in Abbildung 5.15
dargestellt, befindet sich bei diesem Testfall ein Zylinder mit einem angeha¨ngten elastischen Kragarm
asymmetrisch in einem Kanal.
Der Benchmark besteht aus drei verschiedenen Teilen,
• einem reinen Fluidbenchmark (CFD),
• einem reinen Strukturbenchmark (CSM) und
• einem gekoppelten Benchmark (FSI).
Die Reynoldszahlen 20, 100 und 200 werden berechnet. Die CFD- und CSM-Testfa¨lle dienen der Vali-
dierung der einzelnen Lo¨ser.
2.3 Interaction conditions
The boundary conditions on the fluid solid interface are assumed to be
σf~n = σs~n
~vf = ~vs
on Γ0t , (9)
where ~n is a unit normal vector to the interface Γ0t . This implies the no-slip
condition for the flow, and that the forces on the interface are in balance.
2.4 Domain definition
The domain is based on the 2D version of the well-known flow around cylinder
benchmark [3] and showen here in Figure 1. By omitting the elastic bar be-
hind the cylinder one can exactly recover the setup of the flow around cylinder
benchmark which allows for validation of the flow part by comparing the results













Figure 2: Detail of the structure part
• The domain dimensions are: length L = 2.5, height H = 0.41.
• The circle center is positioned at C = (0.2, 0.2) (measured from the left
bottom corner of the channel) and the radius is r = 0.05.
• The elastic structure bar has length l = 0.35 and height h = 0.02, the
right bottom corner is positioned at (0.6, 0.19), and the left end is fully
attached to the fixed cylinder.
• The control points are A(t), fixed with the structure with A(0) = (0.6, 0.2),
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Figure 2: Detail of the structure part
• The domain dimensions are: length L = 2.5, height H = 0.41.
• The circle center is positioned at C = (0.2, 0.2) (measured from the left
bottom corner of the channel) and the radius is r = 0.05.
• The el stic structure bar has length l = 0.35 and height h = 0.02, the
right corner is positioned at (0.6, 0.19) and the left end is fully
attached to the fixed cylinder.
• The control points are A(t), fixed with the structure with A(0) = (0.6, 0.2),
and B = (0.15, 0.2).
3
Abbildung 5.16: Detailansicht der Struktur
Die geometrisch definierten Parameter sind:
• Kanalla¨nge L = 2.5m
• Kanalho¨he H = 0.41m
• Kreismittelpunkt C = (0.2m, 0.2m)
• Kreisradius r = 0.05m
• La¨nge des elastischen Balkens l = 0.35m
• Ho¨he des elastischen Balkens h = 0.02m
• Kontrollpunkt A = (0.6m, 0.2m)
Am KontrollpunktAwerden die Verschiebungen gemessen. Die physikalischen Parameter werden spa¨ter
in den Unterkapiteln gegeben. Haftrandbedingungen (no-slip) werden am oberen und unteren Rand ge-
setzt.
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Das Newtonsche Fluid hat eine Dichte von ρf = 103[ kg
m3
] und eine kinematische Viskosita¨t von
νf = 10−3[m
2
s ]. Die Einflußgeschwindigkeit ist parabolisch mit einer Hauptgeschwindigkeit U¯ von
0.2[ms ], 1.0[
m
s ] oder 2.0[
m
s ], so dass die drei verschiedenen Teilbenchmarks FSI1, FSI2 and FSI3 mit
den jeweiligen Reynoldszahlen 20, 100 and 200 resultieren. Die Dichte der Fahne ist ρs = 103[ kg
m3
] fu¨r
die Fa¨lle FSI1 und FSI3 sowie %s = 104[ kg
m3
] fu¨r den Fall FSI2. Die Elastizita¨tsmodule des St. Venant-
Kirchhoff Materials sind Es = 5.6 · 106[ N
m2
] fu¨r den Fall FSI3 und Es = 1.4 · 106[ N
m2
] fu¨r FSI1 und
FSI2.
Fu¨r die eindimensionalen Balkenelemente ist die Geometrie fu¨r den Balken gema¨ß Abbildung 5.17 kon-
figuriert. Die Balkenelemente sind in der Mitte des Balkens positioniert. Die Lasten werden von den
Knoten des Randes (markiert mit ungefu¨llten Kreisen) zu den Knoten der Balkenelemente (markiert mit
gefu¨llten Kreisen) u¨bertragen. Die Verschiebung des Balkens wird fu¨r die gefu¨llten Knoten berechnet.
Die Werte werden durch einfache geometrische Zusammenha¨nge fu¨r die Randknoten berechnet. Die




Abbildung 5.17: Detailansicht der 1-D Balkenkonfiguration
5.3.1 Benchmark Teil 1: CFD
Am Einlass ist ein parabolisches Geschwindigkeitsprofil und am Auslass ein konstanter Referenzdruck
vorgegeben. Die Reynoldszahl ist mit Re = U¯Dνf definiert, wobei U¯ der Mittelwert der Einlaufgeschwin-
digkeit und D der Durchmesser des Zylinders ist. Tabelle 5.7 zeigt eine gute U¨bereinstimmung fu¨r die
Testfa¨lleRe = 20 undRe = 100. Der Fehler im Hinblick auf die Referenzwerte in [51] liegt unter einem
Prozent fu¨r die Druckbeiwerte des Hindernisses. Der Testfall Re = 200 ist eine instationa¨re Stro¨mung
mit periodischen Schwingungen. Fu¨r diesen Fall ist eine Abweichung von unter 3% fu¨r den gemittelten
Dragwert und von ca. 15% fu¨r die Amplitude der Schwingung ermittelt worden. Fu¨r den Lift ist die
Abweichung 30% fu¨r den gemittelten Wert und unter 10% fu¨r die Amplitude der Schwingung.
Fu¨r stationa¨re Probleme wurden Fehlerindikatoren, wie z. B. die Geschwindigkeitsdivergenz, genutzt,
um das Gitter adaptiv zu verfeinern (siehe Abbildung 5.18). Die Ergebnisse fu¨r den Testfall CFD3
(Re=200) sind sehr sensibel gegenu¨ber dem Berechnungsgitter, was auch von den anderen teilnehmenden
Gruppen beobachtet wurde. Die Simulationen wurden mit einer Machzahl vonMa = 0.02 durchgefu¨hrt.
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Abbildung 5.18: adaptiv verfeinertes Gitter fu¨r Re = 20
Tabelle 5.7: CFD Benchmarkergebnisse
Benchmark Featflow LB, Level 6–7 LB, Level 6–8 LB, Level 6–9
CFD1, Re 20
– Drag in [N] 14.29 14.224 14.264 14.267
– Lift in [N] 1.119 1.098 1.108 1.116
– #DOF 11225600 406458 431082 544311
CFD2, Re 100
– Drag in [N] 136.7 135.983 138.576 136.745
– Lift in [N] -10.53 -11.905 -10.997 -10.587
– #DOF 11225600 771525 889524 1338660
CFD3, Re 200
– Mittelwert Drag in [N] 439.38 459.03 456.78 450.345
– Amplitude Drag in [N] ±5.6183 ±6.97 ±4.4 ±6.295
– Mittelwert Lift in [N] -11.893 -15.795 -6.15 -15.47
– Amplitude Lift in [N] ±437.81 ±401.035 ±361.61 ±466.64
– Frequenz in [Hz] 4.39 4.35 4.35 4.47
– #DOF 705152 1470978 1835811 2368944
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5.3.2 Benchmark Teil 2: CSM
CSM1 und CSM2 sind stationa¨re Probleme mit einer konstanten Gravitationskraft g = 2 m
s2
. Die Dy-
namik des Balkens in CSM3 ensteht durch eine impulsartig wirkende Gravitationskraft (g = 2 m
s2
). Das
Elastizita¨tsmodul (Youngsches Modul) fu¨r die Fa¨lle CSM1 und CSM3 ist 1.4× 106 N
m2
und 5.6× 106 kg
m2
fu¨r CSM2. Fu¨r den eindimensionalen Balken wird das Elastizita¨tsmodul auf ein eindimensionales Ela-
stizita¨tsmodul reduziert: Exx = E1−ν2 . ν ist die Querkontraktionszahl.
Die Strukturdichte ist ρs = 1000.0 kgm3 . Die Werte in Tabelle 5.8 zeigen eine gute U¨bereinstimmung
mit den Referenzwerten, besonders wenn man den Modellfehler im Hinblick der Anna¨herung der 2D-
Struktur als Balken beru¨cksichtigt. Die Anzahl der betrachteten Eigenmoden fu¨r den Fall 1D-FE-Beam
Modal war 4.
Tabelle 5.8: CSM Benchmarkergebnisse
Benchmark Featflow 1D-FE-Balken 1D-FE-Balken AdhoC
Newmark Modal generalized-α
CSM1
– y-Verschiebung in [m] -0.06610 -0.06832 -0.06832 -0.06610
– #DOF 435776 52 52 684
CSM2
– y-Verschiebung in [m] -0.01697 -0.01708 -0.01708 -0.01697
– #DOF 435776 52 52 684
CSM3
– ∆T 0.005 0.00125 0.00125 0.005
– Mittelwert Verschiebung in [m] -0.06361 -0.06865 -0.06768 -0.06321
– Schwingungsamplitude in [m] ±0.06516 ±0.06989 ±0.06918 ±0.06523
– Frequenz in [Hz] 1.0995 1.0702 1.0677 1.0742
– #DOF 98820 52 52 684
FEATFLOW und ADHOC lo¨sen die Strukturgleichungen nichtlinear. Die Abweichung dieser beiden
Lo¨sungen ist marginal. Bei der eindimensionalen geometrisch linearen Approximation als Balken wei-
chen die Werte dementsprechend ab.
5.3.3 Schwingender Balken in einer fluidgefu¨llten Box
Eine Teilkonfiguration des FSI-Benchmark wird studiert, um die Kopplung an einem einfacheren Se-
tup zu testen. Es wird das Verhalten eines schwingenden Balkens in einer fluidgefu¨llten Box betrach-
tet, der mit einer Impulslastverteilung von p = 40 Nm beschleunigt wird. Die Fluidviskosita¨t betra¨gt
νf = 0.001m
2
s und die Fluid- sowie Strukturdichte sind jeweils ρf,s = 1000
kg
m3
. Die stationa¨re Lo¨sung
ist bekannt und entspricht dem Testfall CSM1. Der zusa¨tzliche Effekt ist die Da¨mpfung der Strukturbe-
wegung durch das viskose Fluid.
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Mit einer Standard-Newmark-Zeit-Diskretisierung fu¨r den Strukturlo¨ser (1-D Balkenelemente) fu¨hrt die
Initialisierung bzw. Deaktivierung von Fluidknoten zu kleinen Drucksto¨rungen, die die hohen Frequen-
zen der Struktur anregen. Diese interagieren mit dem Fluid und resultieren in einer Selbsterregung und
einem instabilen Schema.
Wenn man eine Modalanalyse durchfu¨hrt, die die Eigenwerte und Eigenvektoren des Struktursystems
berechnet und nur die vier niedrigsten Eigenmoden fu¨r die Zeitintegration verwendet, ergibt sich ein
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Abbildung 5.19: geda¨mpfte Schwingung eines Balkens (Punkt A) in einer Box fu¨r verschiedene Machzahlen
Abbildung 5.19 zeigt die Verschiebung des Punktes A fu¨r verschiedene Zeitschrittauflo¨sungen, d.h. fu¨r
verschiedene Machzahlen, und somit eine Konvergenz zur inkompressiblen Lo¨sung. Die Machzahl ska-
liert mit Ma = νLBνf · Ma0. Ma0 ist hierbei ein konstanter Referenzwert. In Abbildung 5.19 werden
die Ergebnisse fu¨r νLB = 0.1, 0.05, 0.01, 0.005, resultierend in ∆treal = 4.307 · 10−3, 2.153 · 10−3,
4.307 · 10−4, 2.153 · 10−4[s] (entsprechend Gleichung 4.14), gezeigt. Zur Berechnung der aktuellen
Machzahl wird die Durchschnittsgeschwindigkeit von Punkt A im Intervall [0, TP ] berechnet. TP ist
die Zeit, bei der die Verschiebung das erste Minimum erreicht. Diese wird durch die Schallgeschwindig-
keit dividiert. Die Machzahl fu¨r den gro¨ßten Zeitschritt ist verha¨ltnisma¨ßig hoch und hat einen Wert von
anna¨hernd 0.6, sodass Ma0 zu 0.006 gesetzt werden konnte. In diesem Testfall wird außerdem gezeigt,
dass große Verformungen (ein Viertel der Kanalho¨he) berechnet werden ko¨nnen.
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Analog zu den CFD-Testfa¨llen ist am Einlass ein parabolisches Geschwindigkeitsprofil und am Auslass
ein konstanter Referenzdruck vorgegeben.
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Die Konfiguration fu¨r den FSI1, FSI2 und FSI3 Benchmark sind in Tabelle 5.9 aufgelistet. Auf der Struk-
turseite wurde der anisotrope Trunk Space mit einem Ansatzgrad von sechs in La¨ngsrichtung und vier
in Dickenrichtung angewendet. Die FSI-Berechnung wurde von einer konvergierten Fluidlo¨sung mit der
fixierten Fahne gestartet. Um eine plo¨tzliche Last, die einen Schock auf die Struktur gibt, zu vermeiden,
werden die Kra¨fte, die auf die Struktur u¨bertragen werden, innerhalb der ersten 300 Zeitschritte linear
auf ihren wahren Wert erho¨ht.
Die y-Verschiebung von Punkt A wird in Tabelle 5.10 gezeigt. FSI1 resultiert in einer stationa¨ren Lo¨sung,
FSI3 hingegen in einer periodischen Lo¨sung.
Fu¨r alle FSI-Berechnungen wurde VIRTUALFLUIDS mit dem 1-D-Balken-FEM-Code und dem Struk-
turlo¨ser ADHOC gekoppelt. Die Zeitintegration fu¨r die Struktur war weder mit dem Newmark-
Integrationsschema fu¨r die 1-D-Balkenelemente noch mit der Generalized-α-Methode von ADHOC sta-
bil.
Nur die Methode der Modalanalyse und die Integration der niedrigsten Eigenmoden fu¨hrte zuna¨chst
zu einem stabilen Schema fu¨r das gekoppelte Problem. Spa¨ter wird gezeigt, dass durch eine geeignete
Wahl der Newmarkparameter die Simulation der drei Fa¨lle zufriedenstellend durchgefu¨hrt wurde. Der
Zeitschritt fu¨r den Fluidlo¨ser VIRTUALFLUIDS auf dem gro¨bsten Level und der Zeitschritt fu¨r den Struk-
turlo¨ser waren identisch. Die Anzahl der betrachteten Eigenmoden war vier fu¨r den Fall LB1 und neun
fu¨r die Fa¨lle LB2, LB3 in Tabelle 5.10.
Die Ergebnisse fu¨r FSI1 zeigen, dass die Approximation mit 1-D-Balkenelementen nicht zur korrekten
Lo¨sung fu¨hrt. Der Modellfehler ist sehr groß, da nur Kra¨fte senkrecht zur Achse des Balkens in Betracht
gezogen werden. Hier ergibt die Kopplung mit dem Strukturlo¨ser ADHOC gute Ergebnisse. Der Feh-
ler fu¨r die Simulation mit der Machzahl 0.02 ist anna¨hernd 1 % in Bezug auf die Referenzlo¨sung von
FEATFLOW.
Fu¨r den FSI3 Benchmark weisen die Ergebnisse der Simulation LB3 einen Fehler von zirka 1 % in der
Amplitude der Schwingung, ungefa¨hr 1.5 % fu¨r die Frequenz und 3 % fu¨r die gemittelten Werte auf.
Die gemittelten Werte sind anna¨hernd 30 mal kleiner als die Schwingungsamplitude.. Auf einem 2GHz
AMD OPTERON PC war fu¨r diesen Fall die Berechnungszeit fu¨nf Stunden je Periode. Fu¨r die Fa¨lle
LB1, LB2 betrug diese eine Stunde pro Periode. In Abbildung 5.20 sind die Oszillationen von Punkt A
fu¨r FEATFLOW und VIRTUALFLUIDS gezeigt. Abbildung 5.21 zeigt Momentaufnahmen der bewegten
Balkendynamik.
Tabelle 5.9: Eingangsparameter des FSI-Benchmarks
Parameter FSI1 FSI2 FSI3
Dichteverha¨ltnis β 1.0 10.0 1.0
Aerolastische Zahl Ae 35000.0 1400.0 1400.0
Reynoldszahl Re 20.0 100.0 200.0
Poissonzahl νs 0.4 0.4 0.4




E in Pa 1.4 · 106 1.4 · 106 5.6 · 106
U¯ in ms 0.2 1 2
νf in m
2
s 0.001 0.001 0.001






















Abbildung 5.20: Schwingung von Punkt A fu¨r Re = 200
Abbildung 5.21: Momentaufnahme des bewegten Balkens Re = 200
Fu¨r die Fa¨lle FSI1 und FSI3 liefert die Simulation mit der Modalanalyse zufriedenstellende Ergebnis-
se. Da die Struktur aus extrem elastischem Material zusammengesetzt ist, zeigt sie starke geometrische
nichtlineare Auslenkungen fu¨r die Fa¨lle FSI2 und FSI3. Es ist schwierig, ein stabiles Zeitintegrations-
schema fu¨r solch eine Konfiguration zu definieren. Anwendungen der Generalized-α-Methode fu¨hren
zu instabilen Ergebnissen in der gekoppelten Berechnung. Dies erzwingt die Nutzung des Newmarkver-
fahrens mit einem Parametersatz von β = 0.49, γ = 0.9, um die numerischen Instabilita¨ten heraus-
zuda¨mpfen. Aus Vergleichsgru¨nden wurden diese Parameter auch fu¨r den stationa¨ren Fall FSI1 genutzt.
Alle Fa¨lle wurden mit einem Subcycling von zwei berechnet. Das heißt fu¨r einen Kopplungsschritt fu¨hrt
das Fluid zwei Zeitschritte mit internen Subiterationen aus, wa¨hrend die Struktur nur einen Zeitschritt
ausu¨bt. Die Machzahl des Fluides wurde fu¨r alle Fa¨lle mit 0.1 gewa¨hlt. Die u¨brigen Spezifikationen sind
in Tabelle 5.11 aufgelistet.
Die Auslenkungen des Fa¨hnchens am Punkt A, dargestellt in Abbildung 5.16, sind in Tabelle 5.12 zu-
sammengefaßt und verglichen mit den Ergebnissen, die von Hron & Turek [51] erhalten wurden. Die
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Tabelle 5.10: FSI-Benchmark: y-Verschiebung von Punkt A.
Benchmark Featflow LB1 (*) LB2(*) LB3(*)
FSI1, Re 20
– #dof 4835328 972054 972054 773334
– ∆t [s] – 1.263 ×10−3 1.263 ×10−3 0.2526 ×10−3
– Verschiebung [m] 0.00082 0.002026 0.00076 0.00083
FSI3, Re 200
– #dof 304128 2318904 1835863 1836495
– ∆t [s] 5.0×10−4 1.263×10−4 1.263×10−4 0.2526 ×10−4
– Mittelwert [m] 0.00143 0.00112 0.00123 0.001386
– Amplitude [m] ±0.03437 ±0.0295 ±0.03988 ±0.033951
– Frequenz [Hz] 5.4 5.82 5.41 5.32
(*) Legende:
– Fall LB1: Level 6-8, Ma=0.1, gekoppelt mit 1-D-Balken
– Fall LB2: Level 6-8, Ma=0.1, gekoppelt mit ADHOC
– Fall LB3: Level 6-8, Ma=0.02, gekoppelt mit ADHOC




Tabelle 5.11: Parameter fu¨r FSI1, FSI2 und FSI3
Auslenkungen sind darin als 〈Mittelwert〉 ± 〈Amplitude〉[Hz] gegeben, wobei der Mittelwert =
1
2(max+min) und die Amplitude =
1
2(max−min) der jeweils letzten Periode der Schwingung be-
rechnet wird. Die Frequenz wurde mit einer Fourieranalyse der periodischen Daten berechnet. Die Spalte
”Zeit” wird in realer Zeit in Sekunden pro 24 Stunden auf einem 1.6GHz AMD OPTERON Prozessor
berechnet.
Wa¨hrend FSI1 zu einer stationa¨ren Verschiebung fu¨hrt, zeigen FSI2 und FSI3 eine periodische Bewegung
des Fa¨hnchens. Diese instationa¨ren Ergebnisse sind in Abbildung 5.22 und Abbildung 5.23 dargestellt,
in denen auch die Ergebnisse von Hron & Turek [51] gezeigt werden.





wo ∂A der gesamte benetzte Rand (Fa¨hnchen und Zylinder) ist. Die Ergebnisse sind in Tabelle 5.13
zusammengefasst und mit den Ergebnissen von Hron & Turek [51] verglichen.

















FSI2: y-Verschiebung von Punkt A
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FSI3: y-Verschiebung von Punkt A
 monolith. FEM
LBM-PFEM
Abbildung 5.23: FSI3: y-Auslenkung von Punkt A der LBM–p-FEM Kopplung verglichen mit [51]
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Fall ux(A)[m] uy(A)[m] Zeit [s/Tag]
FSI1 2.29e−5 8.10e−4 5.2
FSI1ref 2.27e−5 8.209e−4 ∅
FSI2 −1.51e−2 ± 1.28e−2[3.8] 1.20e−3 ± 8.34e−2[1.9] 2.7
FSI2ref −1.458e−2 ± 1.244e−2[3.8] 1.23e−3 ± 8.306e−2[2.0] ∅
FSI3 −2.88e−3 ± 2.71e−3[11.0] 1.48e−3 ± 3.51e−2[5.5] 0.8
FSI3ref −2.69e−3 ± 2.53e−3[10.9] 1.48e−3 ± 3.438e−2[5.3] ∅
Tabelle 5.12: Ergebnisse und Vergleich mit der Referenz aus [51], ∅ keine Ergebnisse vorhanden
Fall Fl [N] Fd [N]
FSI1 14.31 0.757
FSI1ref 14.295 0.7638
FSI2 216.60± 89.31[3.8] −1.23± 283.00[1.9]
FSI2ref 208.83± 73.75[3.8] 0.88± 234.20[2.0]
FSI3 462.53± 31.34[11.0] 1.81± 154.22[5.5]
FSI3ref 457.3± 22.66[10.9] 2.22± 149.78[5.3]
Tabelle 5.13: Ergebnisse und Vergleich mit der Referenz aus[51]
5.3.5 Schlußfolgerung
Die Ergebnisse des partitionierten Ansatzes fu¨r zwei hocheffiziente Lo¨ser (CFD und CSD) wurden de-
tailiert beschrieben. Sie zeigen, dass der Kopplungsansatz geeignet ist und zu konsistenten, quantitativen
und richtigen Resultaten fu¨hrt. Das Oberfla¨chennetz, das zusta¨ndig fu¨r den Lasttransfer ist, wird derzeit
u¨ber die Gaußpunkte des p-FEM Lo¨sers definiert. Weitere Verbesserungen des Kopplungsalgorithmus
mit Hinblick auf die Robustheit werden erwartet, wenn ein Interfacenetz mit a¨quidistanten Gittern ver-
wendet wird, da hier nicht die lokale Gro¨ße der Dreiecke proportional zum inversen Quadrat des Grades
der Ansatzfunktion ist. Somit sind sehr kleine Gro¨ßen in der Nachbarschaft von p-Elementkanten, was
zu lokal reduzierter Genauigkeit im Hinblick auf den Lasttransfer fu¨hrt. Durch die Einfu¨hrung eines
Kopplungsnetzes, das unabha¨ngig von den Gaußpunkten mit einer passenden Projektion der Lasten vom
Kopplungsnetz zum Strukturlo¨ser und einer globalen Fehlerminimierung in Bezug auf den Transfer der
Verschiebungen vom Strukturlo¨ser zum Kopplungsnetz ist, wird eine deutliche Reduzierung dieser Ef-
fekte erwartet. Dies fu¨hrt fu¨r Fa¨lle, bei denen die ho¨heren Moden essenziell fu¨r das gekoppelte Problem
werden, zu einer verbesserten Stabilita¨t
Außerdem ist zu erwa¨hnen, dass zusa¨tzlich ein impliziter Kopplungsalgorithmus getestet wurde, der
ein quantitatives Gleichgewicht der Lasten und Verschiebungen jeweils auf der Fluid- und Strukturseite
ermo¨glicht. Die Lo¨sungen waren hier sehr stark geda¨mpft, so dass sich die implizite Kopplung als nicht
konsistent herausstellte.
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5.4 Der experimentelle Benchmark
Als weiterer Testfall zur Validierung der Fluid-Struktur-Wechselwirkung wurde in der DFG Forscher-
gruppe 493 ein experimentelles Setup definiert. Hierbei handelt es sich ebenfalls um die Stro¨mung
in einem Kanal um ein Balken mit Frontzylinder. Im Gegensatz zum numerischen Benchmark ist das
Fa¨hnchen extrem du¨nn und eine zusa¨tzliche Masse befindet sich an dessen Ende. Der Frontzylinder ist
außerdem rotierend gelagert. Untersucht werden hier die Fa¨lle Re = 140 und Re = 190, die den ersten
beiden Eigenmoden der Schwingung entsprechen.
Die Dichte des Materials der Struktur betra¨gt fu¨r den Frontko¨rper aus Aluminium 2828kg/m3, fu¨r die
Membran und die hintere Masse aus Edelstahl 7855kg/m3. Das E-Modul betra¨gt 200kN/mm2.
Als Fluid wird Polyethyleneglycolsirup im Experiment verwendet. Es hat eine Dichte von 1050kg/m3
und eine kinematische Viscosita¨t von 0.000164m2/s.
Der Frontzylinder befindet sich mittig im Abstand von 55mm vom Einlass entfernt (Abbildung 5.25).
Das Koordinatensystem hat seinen Ursprung im Mittelpunkt des Zylinders. Der Kanal hat eine La¨nge
von 338mm und eine Ho¨he von 240mm. Die Gravitation wirkt entlang der x-Achse.
Figure 1: Structure geometrical definition (all dimensions in milimeters).
For the range of forces acting on the structure during the tests the mechanical
behavior of the flexible stainless steel membrane has proved to be linear. The
Young modulus was measured to be 200 kN/mm2.
3 Fluid properties
As the fluid for the tests a Polyethylene glycol syrup was chosen because its
high viscosity and a density close to the water. The principal properties of the
liquid were measured at the same temperature as the reference tests, see table
2. The fluid is considered incompressible.
Density 1050 kg/m3
Kinematics viscosity 0, 000164 m2/s
Table 2: Test fluid properties at 25◦.
4 Domain definition
The physical domain is presented in figure 2. The geometry of the physical
domain coincides with the shape of the facility test section. The coordinate
system used is centered in the rotating axle of the flexible structure front body.
The x-axle is aligned with the incoming flow.
• The overall dimensions of the physical domain are: length L=338 mm,
width W=240 mm;
• The center of the cylindrical front body is located 55 mm downstream of
the beginning of the physical domain;
• The dimensions of the flow field measuring domain (hatched line) are:
length L’=272 mm, weigh W’=170 mm;
• The measuring domain begins 19 mm after the beginning of the physical
domain.
5 Gravity force
The gravity force is aligned with the x-axis.
2
Abbildung 5.24: Geometriedefinition der Struktur in mm [42]
Die Erdbeschleunigung von 9.81m
s2
ist entsprec nd Gleichung 4.18 fu¨r das LB-System skaliert. Die
Steifigkeit (EI) des Fa¨ nch ns b tra¨gt 1/1000 und die Masse 1/700 im Vergleich zum numerischen
Benchmark. Dies fu¨hrt zu deutlich instabilerem Verhalten.
Auf groben LB-Gittern konnte nur eine stabile Simulation erreicht werden, wenn man die Masse der
Membran erho¨ht hat. Das heisst, fu¨r ein Fluidgitter mit 340 mal 240 Knoten auf dem gro¨bsten Level
wurde die Masse der Membran vervierfacht. Fu¨r ein Gitter mit 680 mal 480 Knoten wurde sie verdop-
pelt und fu¨r ein hochaufgelo¨stes Rechengebi mit 1360 auf 960 Knoten konnt die Berechnung ohne
Massenerho¨ ung durchgefu¨hrt w rden. Die Simulationszeit betrug fu¨r das grobe Git er mit 240 Knoten
Ho¨he 100 Stunden fu¨r 1.6 Sekunden Echtzeit. Fu¨r das Gitter mit 480 Konten Ho¨he wurden 245 Stun-
den Rechenzeit fu¨r ie 1.6 Sekunden an Echtzeit auf einem 2.0 GHz AMD Opteron 64-Bit Prozessor
beno¨tigt. Die Machzahl betrug Ma = 0.05.
Die Schwingungsfrequenzen fu¨r die ersten beiden Eigenformen sind im Experiment 6.38 Hz und
13.58 Hz. Durch die gekoppelte Simulation mit dem LB-Fluidlo¨ser VIRTUALFLUIDS und dem Struk-
turlo¨ser ADHOC wurden Frequenzen von 6.71 Hz fu¨r die erste Form und 16.7 Hz fu¨r die zweite Form
bestimmt. Die Trajektorien des Endpunktes der Membran sind in Abbildung 5.26 und Abbildung 5.27
dargestellt.
Andere Verfahren, wie z. B. das ALE-Schema, haben bei diesen Auslenkungen starke Probleme mit
der Gitterkonfiguration beziehungsweise werden sehr aufwa¨ndig beim Neuvernetzungsprozess. In Ab-
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Figure 2: Physical domain (continuous line) and flow field measuring domain
(hatched line).
6 Physical boundary conditions
• Two different inflow velocity conditions were considered. The inlet velocity
profiles were measured at x = −55 mm without structure. They are
presented in figure 3 and 4.
1. U = 1, 13 m/s (Reynolds number of approximately R = 150, based
on the diameter of the front cylinder).
2. U = 1, 44 m/s (Reynolds number of approximately R = 190, based
on the diameter of the front cylinder).
• The side boundaries of the physical domain coincides with the solid walls
of the facility test section.
3
Abbildung 5.25: Physikalisches Feld mit Meßbereich (gestrichelt) in mm [42]
bildung 5.28 und Abbildung 5.29 werden Momentaufnahmen einer Oszillation verglichen mit dem Ex-
periment gezeigt.
Obwohl die Ergebnisse qualitativ zufriedenstellend sind, ist der Fehler in der Frequenz mit 20% recht
hoch und beno¨tigt weitere Untersuchungen. Hier ko¨nnen weitere Analysen mit gea¨nderten Kopplungs-
schemen hilfreich sein.
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Abbildung 5.26: Trajektorien des Endpunktes verglichen mit Messergebnissen fu¨r Re = 140
Abbildung 5.27: Trajektorien des Endpunktes verglichen mit Messergebnissen fu¨r Re = 190
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Abbildung 5.28: Zeitreihe der numerischen und experimentellen Simulation fu¨r Re = 140
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Abbildung 5.29: Zeitreihe der numerischen und experimentellen Simulation fu¨r Re = 190
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5.5 Zusammenfassung
Der Prototyp des zweidimensionalen Simulationscodes VIRTUALFLUIDS wurde einer ausfu¨hrlichen Va-
lidierung unterzogen. Der Benchmark fu¨r poro¨se Medien zeigt, dass das LB-Verfahren einen wichtigen
Stellenwert unter den Fluidlo¨sern einnimmt. Es wurden sehr effizient numerisch korrekte Ergebnisse
erzielt. Beim oszillierenden Zylinder wurden die Trajektorien aus der Referenzliteratur getroffen. Am
ausgiebigsten wurde der numerische Benchmark von Kapitel 5.3 validiert und liefert auch fu¨r geome-
trisch nichtlineare Fa¨lle sehr gute Ergebnisse. Erfahrungen aus der DFG-Forschergruppe 493 zeigen,
dass vergleichbare Lo¨sungen fu¨r die Fa¨lle FSI 1 und FSI 3 erzielt wurden. Bei dem Testfall FSI 2 hatten
viele Lo¨ser Probleme mit der starken Netzdeformation. Besonders hervorzuheben ist die vergleichsweise
geringe Rechenzeit, die der LB-Lo¨ser beno¨tigte. Genaue Aussagen hierzu werden in dem Abschlussbe-
richtsband der Forschergruppe vero¨ffentlicht. Beim experimentellen Benchmark liegen zwar die Trajek-
torien der Endpunkte im Bereich derer des Experimentes, aber die gemessene Frequenz liegt deutlich
u¨ber der experimentell ermittelten.
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6 Dreidimensionale Testfa¨lle
Ebenso wie der zweidimensionale Stro¨mungslo¨ser, wurde der dreidimensionale einer intensiven Vali-
dierung unterzogen. Im ersten Testfall werden die Druckbeiwerte auf einen Zylinder berechnet und mit
Literaturergebnissen verglichen. Als erster Versuch der Fluid-Struktur-Interaktion wird eine sinkende
Kugel in einem Rohr berechnet. Berechnungen mit der VIRTUALFLUIDS-ADHOC-Kopplung wurden
anhand eines Benchmarks, der von Bathe [3] definiert wurde, validiert. Hier werden die Verschiebungen
einer am Boden eingespannten, rechteckigen Platte berechnet. Abschließend wird eine la¨ngsangestro¨mte
Winkelplatte simuliert, die den Abschluss der Beispiele bildet.
6.1 Druckbeiwerte eines Zylinders
Zur Validierung des dreidimensionalen Stro¨mungslo¨sers VIRTUALFLUIDS wurde die laminare Um-
stro¨mung eines Zylinders untersucht. Dieser Benchmark ist eine Erweiterung des zweidimensionalen
Benchmarks von Scha¨fer und Turek [103], der u. a. von Crouse [17] mit dem Lattice-Boltzmann-
Verfahren auf nichtuniformen Gittern berechnet wurde. Die komplette Beschreibung kann man [103]
entnehmen. Der Zylinder ist asymmetrisch in dem Stro¨mungskanal positioniert. Es wird die stationa¨re
Stro¨mung von Re = 20 simuliert. Als Einflußrandbedingung ist ein Paraboloid mit der Funktion
u(0, y, z) = 16umaxyz(H − y)(H − z)/H4 (6.1)






























Figure 3: Configuration and boundary conditions for flow around a cylinder
with circular cross–section.
a) Test cases 3D-1Q and 3D-1Z (steady):
The inflow condition is
U(0, y, z) = 16Umyz(H − y)(H − z)/H4, V = W = 0
with Um = 0.45m/s, yielding the Reynolds number Re = 20. The following quantities
should be computed: drag coefficient cD, lift coefficient cL and pressure difference ∆P .
b) Test cases 3D-2Q and 3D-2Z (unsteady):
The inflow condition is
U(0, y, z, t) = 16Umyz(H − y)(H − z)/H4, V = W = 0
with Um = 2.25m/s, yielding the Reynolds number Re = 100. The following quantities
should be computed: drag coefficient cD, lift coefficient cL and pressure difference ∆P
as functions of time for three periods [t0, t0 + 3/f ] (with f = f(cL)), maximum drag
coefficient cDmax, maximum lift coefficient cLmax and Strouhal number St. The initial
data (t = t0) are arbitrary, however, for fully developed flow.
c) Test cases 3D-3Q and 3D-3Z (unsteady):
The inflow condition is
U(0, y, z, t) = 16Umyz(H − y)(H − z) sin(pit/8)/H4, V = W = 0
6
Abbildung 6.1: Geometriedefinition und Randbedingungen fu¨r Stro¨mung um einen Zylinder [103]
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Fu¨r die dreidimensionalen Fa¨lle wurde die Fluid-Struktur-Interaktion im Rechenkern implementiert, der
auf der Blockgitterdatenstruktur (siehe Kapitel 2.4) basiert. Es werden zwei verschiedene Gitterkonfigu-
rationen untersucht. Im groben Gitter Konfiguration A gibt es 16× 4× 4 Blo¨cke mit jeweils 73 Knoten
pro Block. Dies entspricht einer Gebietsgro¨ße von 112 × 28 × 28 Knoten fu¨r die drei Raumrichtungen
und somit insgesamt 87808 Knoten auf dem gro¨bsten Gitter. Das Gitter wird sukzessive um den Zylinder
verfeinert. Das feine Gitter Konfiguration B hat genauso viele Blo¨cke wie das grobe, aber 113 Knoten
pro Block. In Abbildung 6.2 sieht man ein a priori verfeinertes Blockgitter von Level 0 bis 3. Es sind
nur die Blo¨cke dargestellt, die jeweils 73 bzw. 113 Knoten haben. Die Simulationsla¨ufe, basierend auf
nichtuniformen Gittern, zeigen quantitativ gute Ergebnisse, wie man Tabelle 6.1 entnehmen kann. Es ist
hervorzuheben, dass die Multiskalensimulationen deutlich weniger Gitterknoten beno¨tigen als die jewei-
ligen uniformen Simulationen. Das uniforme Gitter Level 3 ha¨tte 44 Millionen Knoten. Das verfeinerte
Gitter Level 0-3 hat hingegen 2 Millionen Knoten. Das entspricht einer Reduktion der Knotenzahl um
den Faktor 22. Um gute Ergebnisse zu erzielen, genu¨gt es, ein feines Gitter im Interessenbereich zu
definieren.
Tabelle 6.1: Drag und Lift auf einen Zylinder
Konfiguration Gitterlevel cD cL
A 0 7.011 -0.3
A 0-1 6.29 0.00565
A 0-2 6.139 0.015
A 0-3 6.1614 0.00813
B 0 6.2826 0.0110
B 0-1 6.0798 0.0104
B 0-2 6.0905 0.0076
Referenz 6.05− 6.25 0.008− 0.01
Abbildung 6.2: a priori verfeinertes Blockgitter um den Zylinder
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6.2 Validierung einer Kugel
Als erster Fluid-Struktur-Interaktionstestfall in 3-D wird eine in einem Rohr sinkende Kugel simuliert.
Zur Interaktion wurde der Fluidlo¨ser VIRTUALFLUIDS mit der Starrko¨rperberechnungsmaschine PHY-
SICSENGINE (PE) [54] gekoppelt. Die Engine lehnt sich stark an bereits existierende Frameworks zur
Simulation von Starrko¨rpern an. Im Gegensatz zu diesen Engines ist der prima¨re Fokus der PE die physi-
kalisch exakte Simulation der Interaktion von Starrko¨rpern. Die Softwarestruktur von PE ermo¨glicht eine
einfache Integration verschiedener Lo¨ser.
Abbildung 6.3: Momentaufnahme einer umstro¨mten Kugel in einem Kanal
Der Benchmark ist folgendermaßen definiert: Eine Kugel mit dem Radius r und der Dichte ρs sinkt in
einem Fluid der Dichte ρf und Viskosita¨t ν.
Bei gleichfo¨rmiger Sinkgeschwindigkeit der Kugel stehen das Eigengewicht der Kugel FG mit dem
























Da der erweiterte Kraftbeiwert CDW abha¨ngig von der Reynoldszahl Re = Ud/ν der Kugel ist, wird
die Sinkgeschwindigkeit iterativ ermittelt.
Der Kraftbeiwert CD berechnet sich fu¨r laminare Stro¨mungen im Stokesregime mit
CD = 24/Re (6.8)
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(1 + 0.15Re0.687) (6.9)
Fu¨r eine endliche Weite des Rohres, in dem die Kugel sinkt, mu¨ssen weitere Korrekturen beru¨cksichtigt
werden. Fayon und Happel [25] leiteten dies als Sto¨rungserweiterung von λ = rKugel/rZylinder her:
CDW = CD +
24
Re




1− 2.105λ+ 2.0865λ3 − 1.7068λ5 + 0.72603λ6 (6.11)
Gleichung 6.10 gilt fu¨r λ < 0.6 und Re < 50 und hat einen relativen Fehler von ±5%.
Fu¨r den laminaren Bereich von Re < 0.5 gilt das Stokessche Reibungsgesetz. Hier ist die Widerstands-
kraft FD gegeben durch
FD = 6pirνρfU (6.12)









Diese Formel gilt fu¨r eine unbegrenzt ausgedehnte Flu¨ssigkeit. D.h. die Wa¨nde des Zylinders sind in
dieser Formel nicht beru¨cksichtigt.
6.2.1 Ortsfeste Kugel
Der Fluidbereich ist durch ein zylindrisches Rohr definiert. Eine ortsfeste Kugel mit Haftrandbedingun-
gen ist in der Mittelachse des Rohres positioniert. Die Kugel ist ein Drittel der Kanalla¨nge vom Einfluss
entfernt. Am Einfluß und an den Kanalwa¨nden wurden Geschwindigkeitsrandbedingungen gesetzt, um
eine bewegte Kugel zu simulieren. Der Ausfluß hat einen Druckrand (p = 0). In Abbildung 6.4 ist das
Gebiet schematisch dargestellt. Die Anstro¨mkraft wurde mit der Impulsaustauschmethode berechnet. In
Tabelle 6.2 sind die Ergebnisse dargestellt. Die Simulation wurde fu¨r eine Reynoldszahl von Re = 1
und drei verschiedene Auflo¨sungen durchgefu¨hrt. Fu¨r die Kollision wurde das Two-Relaxation(TRT)-
Modell verwendet. Die Dichte des Fluids betra¨gt 1000 kg
m3
. Der Referenzwert fu¨r den Dragbeiwert ist









Abbildung 6.4: Setup der numerischen Simulation
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Tabelle 6.2: Kraftbeiwerte auf Kugel fu¨r verschiedene Netzgro¨ßen fu¨r Re = 1
Gebietsgro¨ße u0 [ms−1] ν [m2 s−1] D/∆x CDW [-] rel. Fehler [%]
302 × 120 0.0111 0.166 15 141.19 2.3
602 × 240 0.0055 0.166 30 142.00 1.7
902 × 360 0.0037 0.166 45 142.30 1.5
6.2.2 Gleichfo¨rmig bewegte Kugel
Nachdem gezeigt wurde, dass die Kraftbeiwerte fu¨r eine ortsfeste Kugel bis auf ein Prozent Genauigkeit
berechnet werden ko¨nnen, wird dasselbe Gebiet mit einer gleichfo¨rmig bewegten Kugel simuliert und
der resultierende Kraftbeiwert gemessen. Die Zylinderwa¨nde sowie der Einfluß und Ausfluß werden mit
Haftrandbedingungen (no-slip) simuliert. Die Kugel wird im Abstand von einem Kugeldurchmesser zum
Einflussrand ins Fluid gesetzt und entlang der Zylindermittelachse gleichfo¨rmig bewegt. Ein konvergen-
ter Kraftwert stellt sich im groben Setup nach 500 Iterationen und im feinen Setup nach 4000 Iterationen
ein. In Tabelle 6.3 sind die Ergebnisse dargestellt.
Tabelle 6.3: Kraftbeiwerte auf gleichfo¨rmig bewegte Kugel fu¨r verschiedene Netzgro¨ßen fu¨r Re = 1
Gebietsgro¨ße u0 [ms−1] ν [m2 s−1] D/∆x CDW [-] rel. Fehler [%]
302 × 120 0.0111 0.166 15 139.53 3.4
602 × 240 0.0055 0.166 30 141.64 1.9
902 × 360 0.0037 0.166 45 142.38 1.4
6.2.3 Sinkende Kugel
Die in einem Fluid sinkende Kugel wurde mit verschiedenen Auflo¨sungen sowie verschiedenen Kugel-
dichten simuliert. Die Simulationsparameter fu¨r den Testfall sind: rZylinder = 0.1m, rKugel = 0.05m,
ν = 0.01m2/s und ρf = 1000kg/m3. Die Zylinderla¨nge war L = 0.8m, so dass ein stationa¨rer
Zustand erreicht wird, bevor die Kugel auf den Boden trifft. Die Ra¨nder haben eine Haftrandbedin-
gung (no-slip). Auf das Fluid wird eine Volumenkraft entsprechend Gleichung 4.18 zur Umrechnung
der Gewichtskraft aufgegeben. Bei der Kugel wird die Geschwindigkeit entsprechend der modifizierten
Bounce-Back-Randbedingung zweiter Ordnung auf das Fluid u¨bertragen. Aufgrund der zeitintensiven
Berechnungen sowie des enorm hohen Speicherbedarfs der hochaufgelo¨sten Konfigurationen wurden
diese mit der parallelen Simulationskernerweiterung von VIRTUALFLUIDS simuliert. Dieser wird in der
Dissertation von Freudiger [32] beschrieben. Mit diesem Testfall wird gezeigt, dass die verteilt rech-
nende Version von VIRTUALFLUIDS auch in der Lage ist mit beweglichen Geometrien, wie sie in der
Fluid-Struktur-Interaktion auftreten, umzugehen. Die Berechnung mit der ho¨chsten Auflo¨sung hatte 37
Millionen Knoten.
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Abbildung 6.5: Partitionierung des Stro¨mungsfeldes bei einer verteilten Berechnung mit 14 Subdomains
Fu¨r die Netz- bzw. Machzahlstudie hat die Kugel eine doppelt so hohe Dichte ρs = 2000kg/m3 wie
das Fluid. Die iterativ ermittelte analytische Geschwindigkeit betra¨gt uref = 0.0906. Das ergibt eine
Reynoldszahl von Re = 0.91. Die resultierenden Kra¨fte der Simulation schwanken um ca. 0.1% um
die Gro¨ße der Gewichtskraft der Kugel. In Tabelle 6.4 sind die gemessenen Geschwindigkeiten fu¨r drei
verschiedene Auflo¨sungen dargestellt. Die Viskosita¨t im LB-Gitter wurde mit 0.1666 festgesetzt. In Ab-
bildung 6.6 ist eine Zeitserie fu¨r die Geschwindigkeit der fallenden Kugel dargestellt.
Tabelle 6.4: Geschwindigkeiten der fallenden Kugel fu¨r verschiedene Netzgro¨ßen
Gebietsgro¨ße D/∆x u [ms−1] rel. Fehler [%]
302 × 120 15 0.09080 0.2
602 × 240 30 0.09215 1.7
902 × 360 45 0.09186 1.4
1202 × 480 60 0.09190 1.4
1502 × 600 75 0.09180 1.3
1802 × 720 90 0.09177 1.3
2102 × 840 105 0.09174 1.2
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Abbildung 6.6: Zeitserie der Geschwindigkeit in Sinkrichtung
Tabelle 6.5 zeigt den Fehler der Geschwindigkeiten als Funktion der Strukturdichten. Die Auflo¨sung des
Gebietes betrug 302× 120 Knoten. Je gro¨ßer die Masse der Kugel, desto ho¨her ist die Sinkgeschwindig-
keit. Die ermittelten Fehler befinden sich innerhalb der Modelltoleranzen von 5% (Gleichung 6.10).
Tabelle 6.5: Geschwindigkeiten der fallenden Kugel fu¨r verschiedene Strukturdichten
ρs Re uanalytisch[ms−1] ugemessen[ms−1] rel. Fehler [%]
1200 0.18 0.0184 0.0187 1.6
1500 0.46 0.0457 0.0468 2.4
2000 0.91 0.0906 0.0896 1.1
4000 2.65 0.2653 0.2740 3.3
6000 4.34 0.4340 0.4500 3.7
8000 5.98 0.5977 0.6250 4.5
10000 7.58 0.7578 0.7800 2.9
84 6 DREIDIMENSIONALE TESTFA¨LLE
6.3 La¨ngsangestro¨mte Rechteckplatte
Ein weiterer Testfall fu¨r die Fluid-Struktur-Interaktion ist eine la¨ngsangestro¨mte Rechteckplatte. Bathe
und Ledezma schlagen diesen als FSI-Benchmark in ihrer Vero¨ffentlichung [3] vor. Bei diesem Fall
wird die Auslenkung der Platte mit verschiedenen Reynoldszahlen in einem Spektrum von Re = 500
bis Re = 5000 ermittelt. Das Fluid wird mit der Arbitrary-Lagrangian-Eulerian (ALE) Formulierung
beschrieben, die mit einer Lagrange-Formulierung der Struktur gekoppelt ist. Die Berechnung resultiert
in einem quasi-stationa¨ren Zustand der Platte.
Bei der Berechnung mit dem Lattice-Boltzmann-Lo¨ser VIRTUALFLUIDS, gekoppelt mit dem p-FEM-
Lo¨ser ADHOC, werden die zwei Fa¨lle Re = 500 und Re = 2500 untersucht. Zusa¨tzlich wird ein
laminarer Testfall bei Re = 10 untersucht.
3. Benchmark solutions
In this section we present some benchmark solutions
that should be valuable in the evaluations of procedures
for FSI analyses. In all transient solutions we use the time
integration scheme of Ref. [59].
3.1. FSI patch tests
The patch test is an important means to assess whether
an incompatible mesh of elements can represent constant
stress conditions [53]. We use the test in FSI analysis
schemes to see whether ﬂuid and solid/structural domains,
meshed independently and using incompatible meshes, will
transmit constant stress conditions.
Fig. 1 shows the 2D patch test and the solution results.
Fig. 1 also shows the same patch test but performed in 3D.
We should note the curved boundary between the ﬂuid and
the solid. The ﬂuid geometrically linear elements overlap
the solid geometrically quadratic elements, and of course,
the two meshes are totally incompatible at the ﬂuid–solid
interface. The patch test is passed in both cases.
Fig. 2 shows another patch test using 4-node and 3-node
isoparametric beam elements on the surface of a 2D
ﬂuid, discretized by quadrilateral el ments. The pr ssure
appli d to the beam elements must be exactly transmitted
to the ﬂuid, as seen in this test. The same test should of
course also be passed in 3D, that is, when shell elements
subjected to pressure are resting on the surface of a 3D
ﬂuid domain.
Of course, additional patch tests, e.g. using 2-node beam
elements, for a numerical assessment can be designed, but
the theory underlying the FSI formulation will already tell
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Fig. 11. Shell in steady-state cross ﬂow test. Dimensions and boundary conditions. The shell is ﬁxed at the bottom.






13 x 18 x 8 mesh
24 x 36 x 15 mesh











Re = V Hρμ
Fig. 12. Tip displacement of the shell as a function of the ﬂow Reynolds number; the number of elements given for each ﬂuid mesh correspond to the X, Y
and Z-directions (see Fig. 11).
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Abbildung 6.7: Berechnungsgebiet mit integrierter Rechteckplatte [3]
Die Testfallkonfiguration (vgl. Abbildung 6.7) wurde folgendermaßen definiert: Die angestro¨mte Plat-
te besitzt ein E-Modul von E = 7 × 1010 N
m2
, eine Querdehnzahl von νs = 0.3 und eine Platten-
dicke von h = 0.00125m. Das Fluid wird in einer quaderfo¨rmigen Box simuliert. Der Boden sowie
die angestro¨mte Platte haben Haftrandbedingungen (no-slip), die Seitenwa¨nde und Decke Rutschrand-
bedingungen (slip), der Einlass ein Geschwindigkeitsprofil und der Auslass einen konstanten Druck von
p = 0N/m2. Die Dichte des Fluids betra¨gt ρ = 1000 kg
m3
und die dynamische Viskosita¨t µ = 0.1 kgms .
Die kinematische Viskosita¨t ist demzufolge ν = 0.0001m
2
s . Die Geschwindigkeit am Einstro¨mrand ist




(2Hz − z2) (6.14)
Die Reynoldzahl bezieht sich auf die Kanalho¨he von 5m. Die Platte wurde mit einer Auflo¨sung von
10× 1× 18 Elementen und einem Ansatzgrad von drei diskretisiert. Das Seitenverha¨ltnis der Elemente
ist 1 : 160. Das Fluidgebiet wurde mit einem uniformen Netz sowie lokaler Verfeinerung berechnet. Die
Machzahl betra¨gt Ma = 0.05.
6.3 La¨ngsangestro¨mte Rechteckplatte 85
6.3.1 Abscha¨tzformel























In diesem Testfall wird fu¨r verschiedene Anstro¨mgeschwindigkeiten die jeweilige Auslenkung bestimmt.
Die Konvergenz der Auslenkung wird in Abbildung 6.8 gezeigt. Es wird deutlich, dass das System nach
wenigen Schwingperioden einen stationa¨ren Zustand erreicht. Tabelle 6.6 zeigt die Studie fu¨r verschiede-
ne Anstro¨mgeschwindigkeiten fu¨r zwei Gitterauflo¨sungen. Es ist ein konsistentes Verhalten zu erkennen
und die Ergebnisse liegen im Bereich der Abscha¨tzung mit der Kragarmformel 6.15. Um systembeding-
te Fehler auszuschließen, wurde der aerodynamische Kraftbeiwert von cd = 9.4 mit ANSYS CFX
bestimmt.
Tabelle 6.6: Auslenkung der la¨ngsangestro¨mten Platte fu¨r Re = 10
Gebietsgro¨ße u [m/s] ν [m2/s] Auslenkung Kragarm[m] Auslenkung [m]
96× 144× 60 0.0002 0.0001 1.52e-4 1.656e-4
96× 144× 60 0.002 0.001 1.52e-2 1.645e-2
96× 144× 60 0.02 0.01 1.52 1.235
192× 288× 120 0.0002 0.0001 1.52e-4 1.690e-4
192× 288× 120 0.002 0.001 1.52e-2 1.683e-2
192× 288× 120 0.02 0.01 1.52 1.249
*
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Abbildung 6.8: Auslenkung der Platte fu¨r Re = 10
6.3.3 Testfa¨lle Re=500 und Re=2500
Fu¨r ho¨here Reynoldszahlen ist die Auslenkung der Platte u¨berlagert von Oszillationen mit einer Ampli-
tude von max. 10−4m, die durch ablo¨sende Wirbel der zeitabha¨ngigen Stro¨mung erzeugt werden. Die
Wirbel lo¨sen sich an der Plattenoberkante ab und advektieren durch das Fluidfeld. Das Gebiet wurde
mit einer Auflo¨sung von 96 × 144 × 60 Knoten diskretisiert und bis zu zwei Gitterlevel im Bereich der
ausgelenkten Platte verfeinert (Abbildung 6.9). In Abbildung 6.10 und 6.12 ist der zeitliche Verlauf der
Verschiebungen fu¨r die zwei Testfa¨lle gezeigt. Abbildung 6.11 und 6.13 zeigen Momentaufnahmen der
Stromlinien im Fluidquerschnitt, bei der die komplexe Struktur der Stro¨mung deutlich wird.
Abbildung 6.9: Gitterverfeinerung im Plattenbereich
Fu¨r den Testfall Re = 500 betra¨gt der berechnete Wert fu¨r die Auslenkung 0.0897m auf dem uniformen
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Abbildung 6.10: Auslenkung der Platte fu¨r Re = 500
Abbildung 6.11: Momentaufnahme der la¨ngsangestro¨mten Rechteckplatte bei Re = 500 (Stromlinien, Wir-
belsta¨rke)
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Berechnungsgebiet. Die Fluktuationen (vgl. Abbildung 6.10) schwanken um vier Promille bezogen auf
die Auslenkung. Mit einer Verfeinerung von einer Stufe bzw. zwei Stufen betra¨gt der Wert 0.0891m
bzw. 0.0893m. Bathe und Ledezma erhalten einen stationa¨ren Wert von 0.066m. Bei Re = 2500 ist
die Auslenkung 1.351m. Der Wert betra¨gt 1.349m bei einer Verfeinerung von einem Level und 1.352m
mit einer Verfeinerung von zwei Leveln. Bathe und Ledezma hingegen haben einen Wert von 0.98m
berechnet. Die Abweichungen der beiden Testfa¨lle betra¨gt u¨ber 30 Prozent.
Zusammenfassend ergibt die Simulation qualitativ zufriedenstellende Ergebnisse. Da weitere Referen-
zergebnisse von anderen FSI-Codes fehlen, ist eine Bewertung der Rechenwerte unklar. Bathe und Le-
dezma haben die Platte mit einer relativ groben Diskretisierung berechnet. So hatte das feinste Fluid-
netz ca. 46.000 Elemente. Die ho¨chste Auflo¨sung mit der LB-Methode hatte 6.762.588 Knoten. Erste
Untersuchungen mit dem Fluid-Struktur-Lo¨ser ANSYS MULTIPHYSICS fu¨r den Testfall Re = 500 zei-
gen eine Tendenz in Richtung der Lo¨sung von VIRTUALFLUIDS-ADHOC. Die Verschiebung betra¨gt
0.094m mit ca 570.000 Elementen. Die Berechnung dauert ca. 4 Tage auf 4 Prozessoren. Die uniforme
LB-Berechnung hingegen dauerte ca. einen Tag auf einem Prozessor. Eine genauere Untersuchung der
Ergebnisse einschließlich Konvergenzstudien und Vergleichsrechnung mit ANSYS MULTIPHYSICS ist
Gegenstand weiterer Arbeiten.
Abbildung 6.12: Auslenkung der Platte fu¨r Re = 2500
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Abbildung 6.13: Momentaufnahme der la¨ngsangestro¨mten Rechteckplatte bei Re = 2500 (Stromlinien, Wir-
belsta¨rke)
Abbildung 6.14: Detail der Momentaufnahme der la¨ngsangestro¨mten Platte bei Re = 2500 (Stromlinien, Wir-
belsta¨rke)
6.4 Zusammenfassung
Der 3-D-Lo¨ser VIRTUALFLUIDS wurde fu¨r FSI validiert. Der Vergleich der Druckbeiwerte auf einen
Zylinder mit dem DFG-Benchmarkergebnissen zeigt zufriedenstellende Ergebnisse. Bei der Simlation
der sinkenden Kugel betrug die Abweichung der resultierenden Geschwindigkeit nur ein Prozent von
der semianalytischen Lo¨sung (Gleichung 6.7). Als erster Fluid-Struktur-Interaktionstestfall mit dem Fi-
nite Element Strukturlo¨ser ADHOC wurde die Simulation einer la¨ngsangestro¨mten Platte durchgefu¨hrt.
Fu¨r den stationa¨ren sowie den transienten Testfall ergaben sich Ergebnisse, die mit der Kragarmformel
abgescha¨tzt bzw. von Bathe und Ledezma errechnet wurden. Die Validierungsrechnungen sind jedoch
nur ein erster Schritt. Es mu¨ssen Konvergenzstudien durchgefu¨hrt und die Ergebnisse mit anderen Codes
bzw. Experimentem gegengepru¨ft werden. Gegenstand weiterer Forschungen sollte auch die Simulation
mit Reynoldszahlen im turbulenten Regime sein. Fu¨r das LB-Verfahren vorhandene Turbulenzmodelle
mu¨ssen hier im Zusammenhang mit der Fluid-Struktur-Kopplung validert werden.
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7 Prototyp einer interaktiven Simulationsumgebung
Eine effiziente Bearbeitung, Auswertung und Optimierung physikalischer Problemstellungen ist nur
mo¨glich, wenn die Lo¨sungsumgebung u. a. in der Lage ist, Adaptivita¨t, Parallelisierung und wissen-
schaftliche Visualisierung zu vereinen. Um dieses Ziel zu erreichen, wird der klassische Ansatz -
Pra¨prozess, Berechnung, Postprozess - ersetzt durch einen Computional-Steering-Ansatz. Dies fu¨hrt zu
einer interaktiven Umgebung, in der der Benutzer sowohl Randbedingungen und Geometrien als auch
Berechnungsparameter und die Darstellung zur Simulationslaufzeit a¨ndern kann. Im Rahmen dieser Ar-
beit wurde das erweiterbare Framework VIRTUALFLUIDS entwickelt, das auf objekt-orientierten Soft-
waretechnologien basiert. Es wird die Integration verschiedener numerischer Rechenkerne (z. B. fu¨r
freie Oberfla¨chen, Flachwasser, Fluid-Struktur-Interaktion) sowie eine Kopplung an eine Visualisierung
gezeigt.
Ein Großteil der Umsetzung basiert auf der vorhandenen C++-Softwarebibliothek, die im Laufe der ver-
gangenen Jahre am Institut fu¨r rechnergstu¨tze Modellierung im Bauingenieurwesen in Zusammenarbeit
mit So¨ren Freudiger erstellt und stetig weiterentwickelt wurde. Die Erkenntnisse mehrerer Studien- und
Diplomarbeiten [56, 63, 81, 89, 104] dienten hierbei der stetigen Weiterentwicklung der Bibliothek und
somit auch zur Entwicklung der Simulationsumgebung.
Grundlegendes Ziel der Entwicklungsarbeit war es, einen adaptiven, parallelen, interaktiven Lattice-
Boltzmann-Multi-Physik-Stro¨mungslo¨ser zu erstellen. Geometrische und numerische Modellierung kann
in einer Virtual-Reality-Umgebung stattfinden und geometrische, physikalische sowie visuelle Parameter
ko¨nnen wa¨hrend des Rechenprozesses interaktiv manipuliert werden. Weiteres Ziel ist es, eine hohe
Rechenleistung mit den Grundprinzipien der Softwareentwicklung zu vereinen.
Geometrische Hindernisobjekte sowie Verfeinerungsregionen, Container fu¨r die Mengen von den jewei-
ligen Objekten, topologische Rechengitter, A¨nderungskriterien, Randbedingungen fu¨r die Rechengitter
und Dateiein- sowie ausgaberoutinen sind die strukturelle Basis des Stro¨mungslo¨sers. Eine abstrakte Re-
duzierung der hier genannten Bestandteile hat den Vorteil, das weitere Mitarbeiter sich nicht mehr um
zeitraubende Routinen im Sinne von Implementierung und Validierung ku¨mmern mu¨ssen und eigene
notwendige Komponenten durch Verwendung der Vorhandenen erstellt werden ko¨nnen.
Das hier vorgestellte Softwarekonzept hat seinen Ursprung im Quadtree based Toolkit for Finite Volume
Modelling for the Shallow Water Equation, das am Lehrstuhl fu¨r Bauinformatik in Cottbus entwickelt
wurde [9, 36]. Weiterhin wurde diese Arbeit durch institutseigene Forschungen fu¨r einen virtuellen Wind-
kanal inspiriert.
Unabha¨ngig vom Stro¨mungslo¨ser sind in dem Softwarepaket des Institutes viele nu¨tzliche Bibliotheken,
die alternativ genutzt werden ko¨nnen. Beispiele sind die Geometriebibliothek und ein Funktionsdia-
gramm.
Traditionell werden numerische Lo¨ser von Experten fu¨r spezifische Probleme entwickelt. Sie sind somit
meist eingeschra¨nkt, was die Anpassungsfa¨higkeit, Erweiterbarkeit, Wiederverwendbarkeit und Nach-
vollziehbarkeit betrifft.
Bei der Modellierung in der Bauinformatik sind Transfer und Generalisierung Stufen der Softwareent-
wicklung. Transfer bezeichnet die U¨bertragung bestehender Softwarekomponenten auf neue Aufgaben-
stellungen. Generalisierung ist die Verallgemeinerung von bereits vorhandenen Softwaremodulen, um
sie auch auf andere Problemstellungen anwendbar zu machen. Fu¨r viele numerische Problemstellungen
wird die Methode des Transfers genutzt. Man kopiert seinen ”alten” Code und implementiert z. B. neue
Terme. Auf eine Generalisierung, oft mit dem falschen Vorwand der Ineffizienz, wird weitestgehend
verzichtet.
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Die Gesamteffizienz wird beeinflusst durch die Ausfu¨hrgeschwindigkeit des numerischen Rechenkerns
als auch die Zeit fu¨r dessen Entwicklung [11]. Bei dieser Arbeit wurde vielfach die Generalisierung in
den Vordergrund gestellt, um die Gesamteffizienz, also die U¨bertragung auf andere Problemstellungen,
zu verbessern.
Das nachfolgende Kapitel zeigt den Entwicklungsstand der Softwareplattform, die die gleichzeitige Be-
rechnung, Beeinflussung und Betrachtung von Simulationsdaten ermo¨glicht. Grundlage der Berechnung
bilden Modelle basierend auf der Lattice-Boltzmann-Methode zur Simulation von Stro¨mungen mit freier
Oberfla¨che, Einphasen- und Mehrphasenstro¨mungen.
Im Rahmen dieser Arbeit wurde der Prototyp eines immersiven Werkzeugs entwickelt, um dem Ingenieur
das Modellieren innerhalb einer Virtual-Reality-Umgebung zu ermo¨glichen. Diese bietet dem Betrachter
neben einer ra¨umlichen Darstellung mit echter Tiefeninformation zusa¨tzlich die Mo¨glichkeit, sich inner-
halb der Szene zu bewegen und Objekte zu manipulieren. Dem Ingenieur wird so ein intuitives Arbeiten
ermo¨glicht.
In der Bibliothek existieren zwei- sowie dreidimensionale Berechnungskerne. Es wird außerdem unter-
schieden zwischen dem knotenbasierten und dem blockstrukturierten Datenstrukturen. Diese vier Zweige
sind vom Grundaufbau a¨hnlich. Deswegen wird hier lediglich die Softwarestruktur des zweidimensiona-
len knotenbasierten Codes beschrieben.
Das Design richtet sich nach den grundlegenden Softwareentwicklungsprinzipien, die u. a. in [35]
ausfu¨hrlich beschrieben sind. Zuna¨chst wird das grundlegende Softwaremodell fu¨r die Topologie des
Rechengitters, die Gittergenerierung und spezifische Gitter erla¨utert. Daraufhin wird die Visualisie-
rungspipeline beschrieben und die grafische Nutzerschnittstelle vorgestellt. Abschließend wird auf die
Parallisierung der Datenstruktur und die aspektorientierte Programmierung im Zusammenhang mit der
Entwicklung des Frameworks eingegangen.
7.1 Das generalisierte Quadtree-Modell
Die Basis, auf der das Softwarekonzept aufbaut, wird in der Habilitationschrift von Bru¨ggemann [11]
unter dem Kapitel Quadtree-basierter Baukasten fu¨r die Simulationsmodellierung ausfu¨hrlich beschrie-
ben. Es existieren disziplin- und anwendungsunabha¨ngige Klassen und Schnittstellen als Basis fu¨r eine
disziplinspezifische und anwendungsabha¨ngige Spezifikation. Zwei Hauptklassen, das NodeGrid und
der Node, stellen notwendige Informationen zur Verfu¨gung, um baumarige Gitter zu erzeugen, diese zu
editieren und in ihnen zu navigieren.
Das NodeGrid verwaltet die Menge der Knoten (Nodes) und beschreibt ein hierarchisches, baumstruktu-
riertes Rechengitter. Die Knoten kennen ihre Position x,y in Matrixkoordinaten und ihren Verfeinerungs-
level. Das NodeGrid verwaltet die Knoten in einer Hashtabelle je Gitterlevel. Der Speicherzugriff erfolgt
u¨ber einen Schlu¨ssel (key), der sich aus den Matrixkoordinaten ergibt. Alternative Speichermo¨glichkeiten
wa¨ren uniforme zwei- bzw. dreidimensionale Datenfelder fu¨r jeden Level bzw. eine Baumdatenstruk-
tur (Quadtree). Teilbesetzte Datenfelder mu¨ssen vollsta¨ndig initialisiert werden und beno¨tigen sehr viel
Speicher. Quadtrees sind zwar sehr effizient im Aufbau, aber gerade im Hinblick auf adaptive Berech-
nungen zu komplex, wenn man die zugeho¨rigen Eltern-Kind-Beziehungen jeweils verzeigert.
Die Nachbarschaftssuche geschieht folgendermassen: Jeder Knoten fragt die Hashtabelle, ob er in dem
Abstand seiner Hierarchiestufe einen Nachbarn hat. Der Nachbar eines Knotens ist immer in dem Kno-
tenabstand des jeweiligen Knotenlevels. Hat der Knoten auf demselben Level keinen Nachbarn, so wird
u¨ber Bitshiftoperationen die Position im darunterliegenden oder daru¨berliegenden Level bestimmt und
in der Hashtabelle gepru¨ft, ob der Knoten vorhanden ist.
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Die NodeGrid- und Node-Klasse bilden die topologische Basis und stellen die Funktionalita¨t zur Verfei-
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Abbildung 7.1: Knotengitter: Topologie
Die Beschreibung von spezifischen Werten einzelner Knoten erfolgt u¨ber die abstrakte NodeValueDes-
criptor-Klasse (NVD). In dieser sind Methoden wie getScalarValue(Index) bzw. getVectorValue(Index)
fu¨r den allgemeinen Zugriff auf seine spezifischen Werte via Indices deklariert. Fu¨r die Verfeinerung
sowie Vergro¨berung gibt es abstrakte Methoden, die in den spezifischen Klassen implementiert werden
mu¨ssen.
Zur Beschreibung anwendungspezifischen Verhaltens existieren spezifische Adaptionskriterien, welche
von der NodeAdaptationCriterion-Klasse abgeleitet sind.
In der adaptByNodeAdaptationCriterion()-Methode im NodeGrid wird fu¨r jeden Knoten die adaptNo-
de()-Methode des spezifischen NodeAdaptationCriterion aufgerufen. Hier wird fu¨r jeden Knoten in ei-
nem kurzen Modul das spezifische Verhalten implementiert. Dies sind zum Beispiel Verfeinerungs- so-
wie Vergro¨berungskriterien oder auch Berechnungskriterien. In Abbildung 7.2 sind einige implementier-
te Kriterien dargestellt. Der SwSurfaceElevationGradientAdapter verfeinert bzw. vergro¨bert beispiels-
weise bei einer Flachwassersimulation das Gitter abha¨ngig von spezifischen Schwellwerten des Ober-
fla¨chengradienten der Wellenfront. Der VorticityAdapter verfeinert das Berechnungsgitter abha¨ngig von
der Wirbelsta¨rke. Ein geometrisches Kriterium ist der InsideGeoObject2DRefineAdapter. Hier wird das
Gebiet innerhalb einer gegebenen Geometrie verfeinert. Schließlich dient der NodeRatioAdapter zum
Gla¨tten des Gitters, sodass nach der Verfeinerung ein Verha¨ltnis von 2:1 fu¨r den Knotenabstand an den
Gitteru¨bergangsgrenzen vorliegt.



















Abbildung 7.2: UML-Diagramm spezifischer Adaptionskriterien
7.2 Geometrie / Gittergenerierung
Das NodeGrid ist ein Container fu¨r Knoten (Nodes), die in Matrixkoordinaten abgespeichert sind. Die
geometrischen Objekte (GeoObject2D) hingegen besitzen reale Weltkoordinaten. Geometrische Objekte
ko¨nnen in 2-D z. B. ein Kreis, ein Rechteck, eine Linie und ein Polygon sein. Das zu untersuchende
Gebiet ist durch Matrixkoordinaten vernetzt, die in reale Weltkoordinaten transformiert werden. Dies er-
folgt durch eine einheitliche Koordinatentransformation, die in der Klasse CoordinateTransformation2D
implementiert ist. Bei der Gittergenerierung hat man entweder die Mo¨glichkeit die Gitterknotenkoor-
dinaten in reale Weltkoordinaten zu transformieren oder man transformiert die Geometrien in Matrix-
koordinaten. Da eine direkte Assoziation des Knotengitters mit der Geometrie softwaretechnologisch
unangebracht ist, wurde das Verbindungselement - die Interactor-Klasse eingefu¨hrt. Interactor-Objekte
beschreiben die Interaktion zwischen Hindernisstrukturen und dem Rechengitter. Sie verwalten die Geo-
metrie, beschreiben physikalischen Eigenschaften (festes Hindernis, Geschwindigkeitsrand) und stellen
die Wechselwirkung zwischen dem NodeGrid und der Hindernisgeometrie sicher. Das heisst, sobald sich
die Geometrie a¨ndert, muss das Knotengitter (NodeGrid) aktualisiert werden. Um beispielsweise die aus
dem Knotengitter resultierenden Kra¨fte auf die Struktur zu berechnen, mu¨ssen die in Frage kommenden
Knoten bekannt sein. Diese Randknoten sowie Knoten, die im Objekt liegen, werden im Interactor ermit-
telt. Somit wird bei bewegten Objekten nur die Liste der Randknoten und inneren Knoten durchzusucht,
um vera¨nderte Knotenzusta¨nde zu bestimmen.
7.3 Bewegte Geometrien
Die Art und Weise, mit der sich ein geometrisches Objekt durch das Rechengitter bewegt, wird in ei-
nem weiteren Modul gekapselt. Dies ist das sogenanntes SteeringPlugin, das die Methode moveGeo-
Object() implementiert und mit dem Interactor assoziiert ist. Die Bewegung eines Objektes kann z. B.
eine Starrko¨rperbewegung (RigidBodyMotion) sein oder Kra¨fte ko¨nnen auf das Objekt u¨bertragen wer-
den und Verschiebungen u¨ber einen Strukturlo¨ser berechnet werden. Hierzu sind mehrere SteeringPlug-
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ins implementiert: zum einen die Klassen, die den Fluidlo¨ser mit dem 1-D-FEM-Balkencode koppeln
und zum anderen die Klassen, die mit dem 3-D-p-FEM Strukturlo¨ser ADHOC koppeln. Hinzu kommt
noch jeweils die Unterscheidung des Zeitintegrationsverfahrens in Eigenwert- und Newmarkverfahren.
In Summe ergibt dies vier SteeringPlugins, die modular gewa¨hlt werden ko¨nnen. Wichtig ist, dass das
zugeho¨rige geometrische Objekt ein Polygon ist, das im Fluidgebiet den geometrischen Rand der ver-
formbaren Stuktur beschreibt. Fu¨r den dreidimensionalen Strukturcode ist das Austauschnetz ein 3-D
Oberfla¨chennetz der Struktur. Dieses ist in Tiefenrichtung identisch, sodass ein Polygonquerschnitt mit















Abbildung 7.3: UML-Diagramm fu¨r die Geometrie / Gittergenerierung
7.4 Spezifische Gitter
Der D2Q9Descriptor ist ein spezifischer NodeValueDescriptor und das D2Q9NodeGrid ist ein spe-
zifisches NodeGrid. Sie beschreiben fu¨r den Gittergenerierungsprozess notwendige Knotenwerte und
Gittereigenschaften. Knotenwerte sind z. B. Skalierungsmarkierungen oder Randbedingungsmarkie-
rungen. Das D2Q9NodeGrid definiert abstrakte Methoden fu¨r die spezielle D2Q9-Lattice-Boltzmann-
Implementierung. Vom D2Q9NodeGrid und D2Q9Descriptor sind die speziellen physikalischen Klas-
sen abgeleitet, wie z. B. fu¨r Einphasen-, Mehrphasen- und Flachwassersimulationen. Die jeweiligen
Klassennamen kann man Abbildung 7.4 entnehmen. Die abgeleiteten Gitter haben einen spezifischen
Rechenkern (SedimentCalculator, OnePhaseCalculator, MultiPhaseCalculator, ...) in dem die jeweilige
Berechnung implementiert ist.
Ein Einphasenberechnungsgebiet ha¨lt im dazugeho¨rigen OnePhaseNodeValueDescriptor die Verteilun-
gen und im OnePhaseNodeGrid die Viskosita¨t und die Volumenkra¨fte. Ein Knoten einer Flachwassersi-
mulation wird mit dem ShallowWaterNodeValueDescriptor beschrieben. Er speichert zusa¨tzlich zu den
LB-Verteilungen die Oberfla¨chenho¨he und die Bodenho¨he, die zur Berechnung notwendig sind. Das
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zugeho¨rige ShallowWaterNodeGrid hat neben der Gitterviskosita¨t auch die Gravitation, die u¨ber das
gesamte Rechengebiet konstant ist.
Wie man der Grafik entnehmen kann, stellt das Framework Klassen fu¨r verschiedene physikalische Ker-
ne zur Verfu¨gung. Idealerweise kann somit jeweils ein Anwender seine gegebene physikalische Fra-
gestellung in seinem Unterpaket der Softwarestruktur behandeln. Die Gittergenerierung existiert eine
Abstraktionsstufe ho¨her und ist somit fu¨r alle Kerne gleich.



















Turbulenz, Temperatur, Akustik, …
D2Q9NodeGrid D2Q9NodeDescriptor
Abbildung 7.4: UML-Diagramm fu¨r spezifische Rechengitter
7.5 Instanziierung und Verwaltung von Objekten
Die Basisobjekte zur Instanziierung und Verwaltung sind, wie man in Abbildung 7.5 erkennt, das
ObObject, der ObObjectCreator, der ObObjectManager und die ObObjectFactory. Das Ku¨rzel Ob steht
hierbei fu¨r das Paket basics.objects in dem sich die Klassen befinden Der Objektmanager (ObObjectMa-
nager) verwaltet die Objekte (ObObject) . Er besitzt Methoden zum Lo¨schen, Hinzufu¨gen sowie Editie-
ren der Objekte. Die Objektfabrik (ObObjectFactory) ist eine Fabrik, in der Objekte erstellt werden. Sie






Abbildung 7.5: generalisierte Manager-Factory-Komponenten
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Neben den geometrischen Objekten (GeoObject2D), den Knotengittern (NodeGrid) und Adaptionskri-
terien (NodeAdaptationCriterion) sind die Interaktoren (Interactor) eine spezifische Erweiterung dieser
Klassen. Die Instanziierung von Interaktoren erfolgt mittels Erzeugern (Creators). Diese wurden im so
genannten Singleton-Prinzip [35] (genau eine Instanz) implementiert. Die Menge der Creators wird in
einer InteractorFactory gehalten, die ebenfalls ein Singleton ist. Auf die reale Welt u¨bertragen bedeutet
dies, dass es genau eine Fabrik (InteractorFactory) gibt, in der von jedem Typ genau eine Maschine
(Creator) steht, die eine beliebige Anzahl von Produkten (Interactors) erstellen kann. Die Methode, die
eine Instanz eines Objektes (Interactor) erstellt, ist der Definition zufolge eine Factory-Methode [35].
Auf diesem Weg werden beliebige Interaktionsobjekte erstellt, die in einem InteractorManager verwal-
tet werden. Fu¨r die Geometrien, Rechengitter und Adaptionskriterien gilt dies analog.
Diese abstrakte Darstellung der einzelnen Objekte ist vor allem zur persistenten Speicherung des Re-
chengitters notwendig. Bei der Fluid-Struktur-Interaktion mo¨chte man oft einen eingeschwungenen
Fluidzustand berechnen, bevor man das Setup mit bewegten Geometrien startet. Erzeugt man seinen
Ausgangszustand von einem abgespeichertes Rechengitter, werden die jeweiligen Objekte u¨ber die ein-
zelnen Erzeugenden (Creators) der Factory instanziiert. Normalerweise ha¨tte man an dieser Stelle ein
unu¨bersichtliches if-then-Konstrukt, das schwer zu erweitern ist. Das Hinzufu¨gen neuer Objekte und der







































Abbildung 7.6: UML-Diagramm fu¨r spezifische Manager-Factory-Komponenten
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7.6 Visualisierung
Zur interaktiven Visualisierung wird die Open-Source-Bibliothek Visualization ToolKit (VTK) der
Firma Kiware [110, 64] genutzt. Das Visualization ToolKit ist ein Open-Source Softwaresystem fu¨r
3-D-Computergrafik, Bilderverarbeitung und Visualisierung. VTK liegt eine Ebene oberhalb von so ge-
nannten Renderingbibliotheken (in diesem Fall OpenGL [96]) und ist mit u¨ber 700 Klassen sehr um-
fangreich. Die in C++ geschriebene Bibliothek la¨sst sich auch unter Tcl [125], Python [99] und Java [57]
verwenden. Das VTK bietet eine Vielzahl von Visualisierungsalgorithmen, die sowohl Skalar-, Vektor-
und Tensordarstellung umfassen als auch fortgeschrittene geometrische Modellierungstechniken, wie
Polygonreduktion oder Delaunaytriangulierung. VTK besteht im Wesentlichen aus einem kompilierten
Kern und einer interpretierenden Schicht. Im kompilierten Kern sind Datenstrukturen, Algorithmen und
vor allem zeitkritische Funktionen enthalten. Der Kern bzw. VTK ist unabha¨ngig vom Graphical User
Interface (GUI) und somit auch unabha¨ngig vom Fenstersystem. Im Gegensatz zum Kern, bei dem es
auf Geschwindigkeit und Effektivita¨t ankommt, bietet die interpretierende Schicht Programmierkomfort
und Flexibilita¨t.
7.6.1 Grafikmodell
Das Grafikmodell erzeugt die Bilddaten und bildet eine abstrahierende Schicht u¨ber der verwendeten
Standard-Grafikbibliotheken OpenGL [96]. Die Bezeichnungen der Objekte des Grafikmodells sind stark
an Begriffe der Filmindustrie angelehnt. Mit Lichtern, Kameras, Darstellern und Requisiten, die ein
Benutzer instanziiert und anordnet, entsteht eine Szene.
Es gibt sieben grundlegende Basisobjekte [110], die genutzt werden, um eine Szene zu rendern:
1. vtkRenderWindow: das Ausgabefenster, in das die Renderer zeichnen ko¨nnen.
2. vtkRenderer: koordiniert den Renderprozess mit Licht, Kamera und Darstellern.
3. vtkLight: eine Lichtquelle mit den Eigenschaften Position, Farbe, Helligkeit, etc.
4. vtkCamera: eine Kamera mit den Eigenschaften Position, Blickrichtung, etc.
5. vtkActor: ein beliebiges sichtbares Objekt mit den Eigenschaften Position, Transformation, etc.
6. vtkProperty: definiert die Erscheinungseigenschaften von vtkActor, wie Farbe und Transparenz,
sowie Lichteigenschaften, wie diffus oder reflektierend.
7. vtkMapper: transformiert Daten, die durch andere vtk-Objekte generiert und modifiziert werden,
in Geometrien
7.6.2 Visualisierungs-Pipeline
Zum Erstellen eines Visualisierungsstranges entha¨lt VTK Klassen, die zum einen Datensa¨tze erzeugen
bzw. Informationen zwischenspeichern (Basisklasse vtkDataObject) und diese Daten verarbeiten ko¨nnen
(Basisklasse vtkProcessObject). Die Daten werden u¨ber eine Rohrleitung (Pipeline) durch zahlreiche
Filter gefu¨hrt. Es gibt drei verschiedene Kategorien von datenverarbeitenden Prozessobjekten:
Quelle: liest Daten aus einer Datei ein oder berechnet die Daten algorithmisch. Diese werden dann in
das Datenobjekt geschrieben. z. B.: vtkConeSource
Filter: transformiert Daten in ein neues Datenobjekt. z. B.: vtkContourFilter
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Mapper: Die Abbildung zwischen den Visualisierungsdaten und den grafischen Daten wird von Map-
pern (vtkMapper) verrichtet. Er liest Daten aus dem Datenobjekt und macht sie fu¨r das Grafikmodell
verfu¨gbar, erstellt also geometrische Primitive. z. B.: vtkPolyDataMapper
Die Visualisierung folgt dem prinzipiellen Verfahren zur Trennung von topologischer Beschreibung und
Pra¨sentationsbeschreibung [10]. In diesem Fall transformiert ein NodeGridPresentator, die Daten zur
Darstellung im Viewer (siehe Abbildung 7.7). Der Viewer ist eine generalisierte Komponente die ein
vtkRenderWindow mit zugeho¨rigem vtkRenderer verwaltet. Zusa¨tzlich werden die Kameras vtkCamera
und Lichter vtkLight im Viewer gehalten.
Die Presentatorklasse kapselt die Visualisierungspipeline und stellt am Ende ein vtkActor-Objekt fu¨r den
Viewer bereit.
Diese Trennung war no¨tig, da die Berechnung unabha¨ngig von der Grafik laufen soll, d.h. der Rechen-
code muss auch ohne die einzelnen Grafikbibliotheken kompilierbar und ausfu¨hrbar sein. Wichtiger Be-
standteil hierbei ist das Observer-Pattern [35]. Hierfu¨r gibt es zwei Klassen UbObserver (Beobachter-
objekt) und UbObservable (zu beobachtende Objekt). Ein observierbares Objekt ist von UbObservable
abgeleitet oder implementiert dies als Assoziation. Fu¨r diese observierbaren Objekte ko¨nnen erstellte
Beobachter (UbObserver) in einer Liste mit Beobachtern (UbObserver) gespeichert werden. Diese Liste
wird bei jeder A¨nderung von Eigenschaften des Objektes aufgerufen.
Ist ein Objekt observierbar, verwaltet es eine Liste von Observern, die bei einer A¨nderung aktualisiert
werden. Ein NodeGrid ist ein observierbares Objekt und von UbObservable abgeleitet. Die Presenta-
torkomponente assoziiert einen Beobachter (UbObserver), der in der Liste der Observer im NodeGrid
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Abbildung 7.7: Pra¨sentationskomponenten
7.7 GUI - Basiskomponenten 99
7.7 GUI - Basiskomponenten
Die Visualisierung der Daten erfolgt parallel zu deren Berechnung. Dabei kann der Datenviewer als
Desktopanwendung aber auch als immersives Betrachtungswerkzeug in einer Virtual-Reality-Umgebung
mit aktiver Standorterfassung des Betrachters verwendet werden.
Die grafische Benutzeroberfla¨che ist folgendermaßen aufgebaut (vgl. Abbildung 7.8): Im oberen Bereich
befindet sich die Menu¨leiste, links das Bedieninstrument und rechts der Datenbetrachter. Das Bedienin-
strument zeigt im oberen Bereich die zu verwaltenden Komponenten und im unteren Bereich die spezi-
fischen Objekteditoren (SpecificObjectInstrument). Wird die Simulation in einer interaktiven Umgebung
ausgefu¨hrt, vergro¨ßert man den Datenbetrachter zum Vollbildschirm und das Bedieninstrument erscheint
als seperates Fenster.
Abbildung 7.8: Screenshot der interaktiven Anwendung
Zur Darstellung auf dem Monitor besitzen alle Objekte bzw. Elemente spezifische Editoren. Der Ob-
ObjectCreator hat fu¨r das zu erzeugende Objekt ein spezifisches Instument, bei dem man die Parameter
eingibt, die notwendig sind, um das spezifische Objekt zu erzeugen. Spezifische Objekte haben einerseits
Editoren (SpecificObjectInstrument) zur A¨nderung ihrer quantitativen Eigenschaften und andererseits zu-
geho¨rige Darstellungsobjekte (Presentator) zur qualitativen Darstellung z. B. in einer GUI. Editoren der
Erzeugungsobjekte sind oftmals dieselben, die man auch fu¨r das Objekt selbst nutzt.
In Abbildung 7.9 sind die Basiskomponenten der grafischen Nutzerschnittstelle dargestellt. Man hat ei-
ne spezifische Applikation (SpecificApplication) die den Datenbetrachter beinhaltet. Weiterhin werden
sogenannte ManagerPresentatorInstrumente assoziiert, die prinzipiell Panelfenster des Bedienbereichs
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sind. Hier wird die jeweilige Objektliste sowie deren Darstellungskomponente (Presentator) dargestellt.
Der GeoObject2DManager, der InteractorManager, der NodeAdapterManager sowie der NodeGrid-
Manager sind spezifische ObjectManager, die u¨ber ein ManagerPresentatorInstrument in der spezifi-
schen Applikation dargestellt werden. Dieses Instrument beinhaltet neben der Liste der Objekte auch
Zugriffsmo¨glichkeit auf die jeweiligen Darstellungskomponenten. Alternativ kann man das ManagerIn-























Reale Probleme im Bauwesen sind oft mit turbulenten Stro¨mungen assoziert und beno¨tigen eine ho-
he Anzahl an Freiheitsgraden. Um die Berechnung in einer angemessenen Zeit durchzufu¨hren, ist eine
parallele Codeversion unabdingbar. Freudiger hat in seiner Arbeit [32] ein paralleles Softwareframe-
work konzipiert und umgesetzt. Hier sollen kurz die wichtigsten Bausteine und die Erweiterung fu¨r
FSI-Berechnungen beschrieben werden.
Zur Regelung des Datenaustausches in einer komplexen Anwendung zwischen verschiedenen Plattfor-
men bzw. Prozessen nutzt man normalerweise Middlewareplattformen. Middleware wie CORBA [127]
oder ICE [49] haben als Grundkonzept eine eigene Interface Definition Language (IDL) und sind mit
dem Ziel der Sprachunabha¨ngigkeit erstellt worden. Dies bedeutet fu¨r eine einfache Kommunikation
zwischen Modulen, die mit derselben Programmiersprache erstellt wurden, einen beachtlichen Overhead
vor allem auch im Design-Prozess, wenn man die Client-Server-Architektur auf das Serialisieren und
Austauschen von Daten reduziert und nicht sprachu¨bergreifend behandeln mo¨chte. Java bietet mit RMI
[121] eine einfache Schnittstelle zum Erzeugen von Interprozesskommunikation. In C++ muss man hier
viele Teile ha¨ndisch machen, wenn man z. B. serialisierte Objekte mit MPI [105] verschicken mo¨chte
und das einfache Starten von Prozessen, wie im MPI2 Standard beschrieben, arbeitet mit den ga¨ngigen
MPI-Implementierungen nicht zufriedenstellend.
7.8 Parallelisierung 101
Das Remote Call Framework (RCF) [79] bietet hier eine Alternative und ist als Templatebibliothek
a¨hnlich zur Standard Template Library (STL) zu nutzen. Man kann Komponenten als Threads oder
Remote-Prozesse einfach ansteuern und hat dabei eine schlanke Grundstruktur.
Zur Parallelisierung wurde ein serviceorientiertes Framework mit Hilfe der RCF-Bibliothek erstellt. Es






In Abbildung 7.10 sind ein TopologyService und zwei CalcServices dargestellt. Der TopologyService
verwaltet die topologischen Informationen des Rechengitters und ist die Basis zur konsistenten Gitteran-
passung auf den Clients. Funktionen zur gleichma¨ßigen Verteilung der Rechenlast sind ebenfalls in die-
ser Komponente. Im Berechnungsservice (CalcService) wird jeweils ein Teil des Rechengitters allokiert
und beim Simulationsprozess berechnet. Der CalcManagerService steuert den Berechnungsablauf. Im
InteractorService werden die zugeho¨rigen Hindernisgeometrien und Randbedingungen sowie deren Be-
wegung durch Starrko¨rperbewegung oder Fluid-Struktur-Interaktion verwaltet. Man kann u¨ber Aufrufe
des InteractorService Geometrien vera¨ndern und die notwendigen Funktionen werden bei den Rechen-
clienten (CalcServices) aufgerufen. Der IPService ist der zentrale Service, der die IP-Adressen a¨hnlich




Abbildung 7.10: hybride, verteilte Blockdatenstruktur
Fu¨r die Fluid-Struktur-Interaktion wurde die Starrko¨rperengine PE [54] in einem zusa¨tzlichen Service
gekapselt (PEService). Dieser kommuniziert mit dem InteractorService, wodurch die Modifizierung der
Geometrie stattfinden kann. Die bisherige Kopplung funktioniert fu¨r wenige im Gebiet stationierte Struk-
turobjekte. Um Systeme mit mehr als 10000 Starrko¨rpern effizient zu simulieren, muss der Strukturlo¨ser
parallel ausgefu¨hrt werden. Dies ist Gegenstand weiterer Implementierungsarbeiten.
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7.9 Aspektorientierung (AOP)
Das Grundprinzip des numerischen Verfahrens fu¨r Einphasensimulation la¨sst sich im Wesentlichen durch
zwei Methoden beschreiben: Kollision und Propagation. Fu¨r die Fluid-Struktur-Interaktion kommen
Funktionen zur Berechnung der Bewegung der Struktur und der daraus resultierenden Rechengitterak-
tualisierung hinzu. Dies soll beispielhaft verdeutlichen, dass die Numerik und somit auch die Systemar-
chitektur der einzelnen Rechenkerne prinzipiell a¨hnlich ist. Man erha¨lt automatisch Code, der bei den
einzelnen Kernels redundant ist. Durch die immens gestiegene Komplexita¨t der Ingenieuranwendungen
ist selbst in der besten Softwarearchitekur das Problem des Code-Tangling nicht vermeidbar: Wenn Code,
der verschiedene Anliegen betrifft, in einem Modul vermischt ist, wird dies als Code-Tangling bezeich-
net. Abhilfe schafft hier die aspektorientierte Programmierung, die in der C++-Erweiterung AspectC++
[2, 117] umgesetzt wurde. Diese bietet dem Entwickler eine Alternative, um die genannten Probleme zu
umgehen.
Mit der aspektorientierten Programmierung wird es mo¨glich, die so genannten querschneidenden Be-
lange (Crosscutting Concerns) in modularer Weise zu implementieren. Dies sind Belange in der Soft-
wareentwicklung, die zu Programmcode fu¨hren, der nicht in das Modularisierungsschema des restlichen
Programms passt, und so u¨ber weite Teile des Programms verstreut wird. Statt einen logisch zusam-
menha¨ngenden Programmcode in Fragmente zu zerlegen und an verschiedenen Stellen eines Programms
einzusetzen, wird die implizite Ausfu¨hrung genutzt. Die Module, die dies leisten, werden Aspekte ge-
nannt und bestehen aus den auszufu¨hrenden Codefragmenten selbst und einer Beschreibung, von wel-
chen Punkten aus die Ausfu¨hrung stattfinden soll. Ein solcher Punkt wird als Join Point bezeichnet.
Den technischen Vorgang, der fu¨r die implizite Ausfu¨hrung des Aspektcodes an den Join Points sorgt,
nennt man Aspektweben. Der Aspektweber kann zum Beispiel ein Codetransformationssystem sein,
das Funktionsaufrufe im Pra¨prozess generiert, ein Compiler, der entsprechende Aufrufe als Maschinen-
instruktionen einfu¨gt oder ein Laufzeitsystem, das in einem Interpreter oder eine virtuelle Maschine
eingebunden ist und dort Verbindungspunkte zur Laufzeit erkennt und mit Aspektcode verbindet.
Abbildung 7.11: Modulare Implementierung eines querschneidenen Belanges [116]
Abbildung 7.11 zeigt links die Implementierung eines querschneidenen Belanges ohne und rechts mit
Hilfe von Aspekten. Die Rechtecke symbolisieren die verschiedenen Quelltexteinheiten, die zu dem
Programmsystem geho¨ren. Der Code, der fu¨r die Implementierung des querschneidenen Belanges ”A”
beno¨tigt wird, ist hervorgehoben. Wie zu erkennen ist, fu¨hrt die Lo¨sung mit Aspekten auf der rechten
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Seite zu einer verbesserten Modularita¨t. Auf diese Weise wird durch die Anwendung von Aspekten die
Lesbarkeit des Codes erho¨ht und damit seine Wartbarkeit verbessert. Zudem wird die zu implementie-
rende Codemenge reduziert, da redundanter Code vermieden und somit die Produktivita¨t der Entwickler
gesteigert wird.
Abbildung 7.12 zeigt examplarisch die Zeitmessung zur Geschwindigkeitsoptimierung der einzelnen
Funktionen zweier numerischer Rechenkerne. Bedingte U¨bersetzung und Code, der fu¨r die eigentliche
Berechnung nicht beno¨tigt wird, macht das Verstehen der Abla¨ufe schwierig.
Abbildung 7.12: Zeitmessung ohne AOP-Code
Abbildung 7.13 zeigt dieselben Funktionen der Berechnungsklassen unter Verwendung eines Aspekts.
Hier bleibt lediglich der wesentliche Kernbestandteil bestehen. Der zusa¨tzliche Code fu¨r den Aspekt Ti-
meMeasurement ist auf der linken Seite der Abbildung dargestellt und mit Kenntnis der wenigen Grun-
delemente von AspectC++ schnell nachvollziehbar. Wie man sehen kann, befindet sich bei dieser Imple-
mentierungsvariante kein Code zur Zeitmessung mehr in den Klassen LbSwCalculator und LbFsiCal-
culator. Dieser ist nun einzig im Aspekt TimeMeasurement zu finden, was die Gesamtla¨nge des Codes
reduziert und die Duplikation vermeidet. Daru¨ber hinaus wurde die Zahl der #ifdef Direktiven im Code
von zehn auf eins verringert. All dies fo¨rdert nicht nur die Lesbarkeit sondern auch die Austauschbarkeit
der Module. Der Code den ein Mitarbeiter in seinem Forschungszweig (assoziert mit einem numerischen
Kern) erstellt hat, wird an den entsprechenden Stellen eingewoben und erspart insbesondere Codeum-
bauzeit. Oftmals hat man den Effekt, dass neue Module in einem Forschungscode fehlerfrei arbeiten, in
104 7 PROTOTYP EINER INTERAKTIVEN SIMULATIONSUMGEBUNG
anderen Projekten jedoch nicht. Der dann notwendige Um- und Ru¨ckbau des Codes ist normalerweise
sehr zeitintensiv. Das Einweben neuer Module spart hier viel Entwicklungszeit.
Abbildung 7.13: Zeitmessung mit AOP-Code
7.10 Weiterentwicklung
Angetrieben durch die komplexe Zielstellung wird die VIRTUALFLUIDS-Softwarebibliothek stetig wei-
ter entwickelt. In absehbarer Zukunft wird es mo¨glich sein, alternativ zu teuren Wellenkanalexperimen-
ten und Windkanalexperimenten numerisch eine Vielzahl von Szenarien durchzuspielen. Dabei kann der
Modellierer Parameter beliebig anpassen, ohne eine komplette Neuorganisation des Experimentes vor-
nehmen zu mu¨ssen. Ziel ist es, sowohl kleine Probleme ohne große Kosten und Aufwand zu berechnen,
als auch reale Szenarien simulieren zu ko¨nnen.
Da mit wachsenden Modell- und Rechengebietsgro¨ßen auch die Menge der zu visualisierenden Daten
zunimmt, muss fu¨r die Betrachtung eine Parallelisierung des Renderings realisiert werden. Durch geeig-
nete Algorithmen kann alternativ die Datenmenge reduziert werden.
Im VTK-Paket sind Ansa¨tze fu¨r das parallele Rendern von Daten enthalten, jedoch sind diese bisher noch
nicht in die Plattform eingebunden. Angestrebt wird eine Umsetzung, bei der der parallele Rechenkern
seine Daten direkt an einen parallelen Renderer liefert. Der Renderer wird dabei mit Informationen von
der Anwendungsplattform u¨ber Standpunkt des Beobachters und dargestellten Bildausschnitt versorgt.
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Aus den Simulations- und Betrachterinformationen wird dann ein Bild berechnet, das in komprimier-
ter Form vom Rechencluster an den Viewerclienten verschickt werden kann. Der Vorteil einer solchen
Lo¨sung liegt in der geringen Netzlast und der beliebigen Anwendbarkeit auf verschiedensten Rechnern
und Betriebssystemen.
Ohne das in diesem Kapitel beschriebene Softwaremodell wa¨re das Ziel der Umsetzung der Komple-
xita¨t der geforderten Anwendung nur schwer mo¨glich. Es ist bei geringem Implementierungsaufwand
mo¨glich, das Framwork fu¨r neue Modelle, wie z. B. ein thermisches Modell, zu erweitern. Eine Ar-
chitektur mit verschiedenen Rechenkernen in einem Rechenprozess ist ebenfalls wu¨nschenswert. Es ist
vorstellbar, dass die zweidimensionale Flachwassersimulation direkt mit der dreidimensionalen freien
Oberfla¨chensimulation gekoppelt wird. Oder man ko¨nnte, um Rechenzeit und Speicherbedarf zu sparen,
eine Einphasensimulation mit einer Mehrphasensimulation fu¨r die betreffenden Gebiete koppeln. Hierzu
sind weitere Anstrengungen beim Designprozess no¨tig.
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8 Schlußfolgerungen und Ausblick
In der vorliegenden Arbeit wurde ein Ansatz zur partitionierten Lo¨sung gekoppelter bidirektionaler
Fluid-Struktur-Probleme untersucht. Die Wahl der Lo¨ser wurde durch ihre Effizienz und Genauigkeit
innerhalb ihrer Bereiche motiviert. Die unterschiedliche Diskretisierung des Fluids verglichen mit der
Struktur ruft eine spezielle Handhabung des Transfers der Verschiebungen und Kra¨fte hervor. Die vorge-
schlagenen Methoden erfu¨llen die U¨bergangsbedingungen am Interface.
Mit dem Benchmark fu¨r poro¨se Medien konnte gezeigt werden, dass VIRTUALFLUIDS konkurrenzfa¨hig
zu Lo¨sern ist, die auf dem neuesten Stand der Technik sind. Die Beispiele legen nahe, dass fu¨r den
schwach kompressiblen Fall der Lattice-Boltzmann-Ansatz einen signifikanten Zeitvorteil verglichen mit
klassichen Methoden wie die Diskretisierung der Navier-Stokes-Gleichung mit Finiten-Volumen oder
Finiten-Elementen hat.
VIRTUALFLUIDS wurde in 2-D in Bezug auf Fluid-Struktur-Interaktion ausfu¨hrlich validiert. Es wurden
mit einem Eigenwertlo¨ser, bei dem man nur die niedrigsten Eigenmoden beru¨cksichtigt, Ergebnisse der-
selben Gro¨ßenordnung ermittelt. Hiermit konnte man aber kein geometrisch nichtlineares Verhalten, wie
im Benchmark vorgegeben, nachbilden. Durch die Justierung der Parameter beim Newmarkverfahren lie-
ferten die nichtlinearen Rechenfa¨lle stabile Ergebnisse. Diese stimmten beim numerischen Benchmark
sehr gut mit den Referenzwerten u¨berein. Die vorgeschlagenen Methoden zum Transfer der Verschie-
bungen und Lasten sind somit geeignet. Beim experimentellen Benchmark wurde eine Genauigkeit von
20 Prozent erreicht, wodurch eine zusa¨tzliche Betrachtung des Testfalles motiviert wird. Verbesserte
Randbedingungen, Lastintegrationsalgorithmen sowie Prediktor-Verfahren zur Kopplung sollten daher
untersucht werden. Weitere Modellfehler sind die Annahme eines quasi zweidimensionalen Verhaltens
des dreidimensionalen Experimentes. No¨tige Konvergenzstudien sind numerisch sehr aufwa¨ndig.
In drei Raumdimensionen wurde gezeigt, dass der Fluidlo¨ser korrekte Ergebnisse liefert. Mit der sinken-
den Kugel wurde ein Interaktionstestfall fu¨r bewegte Starrko¨rper untersucht, der ein Prozent Genauigkeit
in Bezug auf die Abscha¨tzformel aufwies. Die Kopplung mit der verteilt rechnenden, servicebasierten
Codeversion des VIRTUALFLUIDS-Stro¨mungslo¨sers konnte ebenfalls an diesem Testfall validiert wer-
den.
Der von Bathe und Ledezma vorgeschlagene Fluid-Struktur-Interaktionsbenchmark einer
la¨ngsangestro¨mten Rechteckplatte wurde genutzt, um die Kopplung mit dem p-FEM-Strukturlo¨ser
ADHOC zu u¨berpru¨fen. Die Ergebnisse weichen ca. 30 Prozent von den Vergleichswerten ab. Weitere
Validierungen mit anderen FSI-Lo¨sern und Konvergenzstudien sind no¨tig, um eine genauere Aussage
u¨ber die Ergebnisse zu treffen.
Im Rahmen dieser Arbeit ist es gelungen, ein stabiles Simulationsverfahren in 2-D und 3-D zu ent-
wickeln, mit dem Berechnungen fu¨r große Strukturverformungen mo¨glich sind. Der hierzu notwen-
dige Gittergenerator kann bewegte, komplexe Geometrien auf quad-/octreeartigen Gittern in einer
zeitabha¨ngigen Berechnung behandeln. Die Verfahren zur Punkt-in-Objekt-Bestimmung mu¨ssen wei-
ter gepru¨ft werden, da einige Sonderfa¨lle nicht korrekt abgebildet werden. Die Effizienz kann durch
Algorithmen, wie z. B. der Speicherung der Dreiecke in einer Baumstruktur zur Reduzierung der
Komplexita¨t beim Ray-Crossing-Algorithmus, verbessert werden. Zur Simulation von realistischen
Stro¨mungspha¨nomenen mu¨ssen die bekannten Turbulenzmodelle und die Gu¨ltigkeit der Kopplungsal-
gorithmen im Kontext der Fluid-Struktur-Interaktion untersucht werden. Hierfu¨r ist es unabdingbar, dass
die Simulationen verteilt ablaufen.
Weiterhin beinhaltet die dreidimensionale Codeversion ein freies Oberfla¨chenmodell. Hier kann die
Fluid-Struktur-Kopplung fu¨r Bauwerke, wie z. B. Offshorewindanlagen oder Bru¨cken untersucht wer-
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den. Das hierfu¨r entwickelte Softwareframework bietet die Mo¨glichkeit, neue numerische Modelle ein-
zubauen und diese mit beweglichen Elementen zu koppeln.
Der Prototyp der interaktiven Simulationsumgebung la¨uft u. a. in der Virtual-Reality-Umgebung des In-
stitutes fu¨r rechnergestu¨tzte Modellierung im Bauingenieurwesen. Zur Darstellung großer Datenmengen
ist es wichtig, den Viewer als Serviceanwendung zu starten und ihn dynamisch an eine laufende Be-
rechnung anzukoppeln. Somit soll es dann auch mo¨glich sein, sehr große Datensa¨tze zu untersuchen und
interaktiv auf Rechenparameter in einer verteilt rechnenden Simulation Einfluss zu nehmen. Insgesamt
erscheint der gezeigte Ansatz vielversprechend, um eine komplexe Simulationsumgebung zu entwickeln,
die den Anspru¨chen von verteiltem Rechnen und wissenschaftlicher Visualisierung gerecht wird. Dies
bleibt im Hinblick auf neueste Hardwareentwicklungen eine Herausforderung.
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