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Abstract
We show that the number of all maximal α-gapped repeats and palindromes of a word of length n is
at most 3(pi2/6 + 5/2)αn and 7(pi2/6 + 1/2)αn − 5n− 1, respectively.
1 Introduction
Given a word w, a gapped repeat is a triple of integers (iλ, iρ, u) with the properties (a) 0 < iρ − iλ, and
(b) w[iλ..iλ+ u− 1] = w[iρ..iρ+ u− 1]. A variant are gapped palindromes with the properties (a) 0 ≤ iρ− iλ,
and (b) w[iλ..iλ + u− 1] is equal to the reverse of w[iρ..iρ + u− 1]. In both cases (repeats or palindromes),
w[iλ..iλ + u− 1] and w[iρ..iρ + u− 1] are called left and right arm, respectively. Given a real number α ≥ 1,
(iλ, iρ, u) is called α-gapped if iρ− iλ ≤ αu. A gapped repeat is maximal if its arms can be extended neither
to their left nor to their right sides (to form a larger gapped repeat). Similarly, a gapped palindrome is
maximal if it can be extended neither inwards nor outwards. Maximal α-gapped repeats and palindromes
starred in several recent papers [12, 13, 5, 8]. The most intriguing questions are:
1. How to compute all maximal α-gapped repeats/palindromes efficiently, and:
2. What is the maximum number of maximal α-gapped repeats/palindromes in a word?
Previously, the second question was answered with O
(
α2n
)
[12, 13], subsequently with O(αn) [5], and finally
with 18αn and 28αn+7n for maximal α-gapped repeats and maximal α-gapped palindromes, respectively [8].
Following this line of achievements, this article gives yet another improvement to those answers:
• The number of all maximal α-gapped repeats in a word of length n is at most 3(π2/6 + 5/2)αn (The-
orem 3.7).
• The number of all maximal α-gapped palindromes in a word of length n is at most 7(π2/6+ 1/2)αn−
5n− 1 (Theorem 4.7).
The improvement of the upper bound on the number of all maximal α-gapped repeats is a small refine-
ment step (in Lemmas 3.4 to 3.6), whereas our new upper bound on the number of all maximal α-gapped
palindromes involves a more thorough analysis (in Lemma 4.5). Here, the main difference to [8] is that
• we define a periodic gapped palindrome to have a left arm with a sufficiently long periodic suffix
(instead of prefix), and that
• we support overlaps (previous results assumed that iλ + u ≤ iρ).
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The former change helps us to attain a refined upper bound at the expense of a more thorough analysis. The
latter change is a generalization, since our proofs work for both supporting and prohibiting overlaps. This
generalization makes the maximality property more natural, since a left/right extension of a gapped repeat
(resp. an inward extension of a gapped palindrome) is always a gapped repeat (resp. gapped palindrome).
Example 1.1. The first two characters of w = aaa form a gapped repeat (1, 2, 1). The right exten-
sions (1, 2, 2) of both arms is only a gapped repeat if overlaps are supported. Similarly, (1, 3, 1) is a gapped
palindrome, but the inward extension (1, 2, 2) is a gapped palindrome only if overlaps are supported.
A natural question arising from this generalization is whether we can still compute the set of all maximal
α-gapped repeats and palindromes within the same bounds when supporting overlaps. We can answer this
question affirmatively in the penultimate section of this article. Throughout this article, we heavily borrow
the notations and ideas evolved by Gawrychowski et al. [8] and Kolpakov et al. [13].
2 Preliminaries
A (real) interval I = [b, e] ⊂ R for b, e ∈ R is the set of all real numbers i ∈ R with b ≤ i ≤ e. We write
[b, e), (b, e] or (b, e) if e, b, or both values are not included in the interval. For an interval I, b(I) and e(I)
denote the beginning and end of I, respectively.
A special kind of intervals are integer intervals I = [b..e], where I is the set of consecutive integers from
b = b(I) ∈ Z to e = e(I) ∈ Z, for b ≤ e. We write |I| to denote the length of I; i.e., |I| = e(I)− b(I) + 1.
Let Σ be a finite alphabet; an element of Σ is called character. Σ∗ denotes the set of all finite words
over Σ. The length of a word w ∈ Σ∗ is denoted by |w|. For v = xuy with x, u, y ∈ Σ∗, we call x, u and y a
prefix, factor, and suffix of v, respectively. We denote by w[i] the character occurring at position i in w,
and by w[i..j] the factor of w starting at position i and ending at position j, consisting of the catenation of
the characters w[i], . . . , w[j], where 1 ≤ i ≤ j ≤ n; w[i..j] is the empty word if i > j. By w⊺ we denote the
reverse of w.
The notation w[b..e] can be ambivalent: it can denote both a factor and the occurrence of this factor
starting at position b in w. The second entity is called the segment1 w[b..e]: A segment w[b..e] of a word
w is the occurrence of a factor f equal to w[b..e] in w; we say that f occurs at position b in w. While a
factor is identified only by a sequence of characters, a segment is also identified by its position in the word.
A conclusion is that segments are always unique, while a word may contain multiple occurrences of the same
factor. We use the same notation for defining factors and segments of a word. For two segments u and u
of a word w, we write u ≡ u if they start at the same position in w and have the same length. We write
u = u if the factors identifying these segments are the same (hence u ≡ u ⇒ u = u). We implicitly use
segments both like factors of w and as intervals contained in [1.. |w|], e.g., we write u ⊆ u if two segments
u := w[b..e] , u := w
[
b..e
]
of w satisfy [b..e] ⊆ [b..e], i.e., b(u) ≤ b(u) ≤ e(u) ≤ e(u).
A period of a word w over Σ is a positive integer p < |w| such that w[i] = w[j] for all i and j with
1 ≤ i, j ≤ |w| and i ≡ j (mod p). A word w whose smallest period is at most ⌊|w| /2⌋ is called periodic;
otherwise, w is called aperiodic. A repetition in a word w is a periodic factor; a run is a maximal
repetition; the exponent of a run is the (rational) number of times the smallest period fits in that run. The
exponent of a run r is denoted by exp(r). The sum of the exponents of runs in the word w is denoted by
E(w). We use the following results from the literature:
Lemma 2.1 ([6]). Given a word w with two periods p and p′ such that p+ p′ ≤ |w|, the greatest common
divisor gcd(p, p′) of p and p′ is also a period of w.
Corollary 2.2. A periodic factor u in a word w with the smallest period p cannot have two distinct
occurrences uλ and uρ in w with |b(uλ)− b(uρ)| < p.
1This notion was coined in [5].
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uλ
uρ
δ prefix of u
p
p− δ > p
Figure 1: Setting of the proof of Corollary 2.2 with δ < p. There are two
occurrences uλ and uρ of u with an overlap of 2p−δ characters. Both occurrences
induce a run of period δ. There are at least three occurrences of u’s prefix of
length p+ 1 (starting at b(uλ), b(uρ), and b(uλ) + p).
Proof. Since the smallest period of u is p, |u| > 2p holds. Assume for a contradiction that two distinct
occurrences uλ and uρ of u exist in w with a distance δ := b(uρ) − b(uλ) such that 0 < δ < p (see also
Figure 1). Since |uλ ∩ uρ| ≥ 2p− δ ≥ p, δ is a period of u. Additionally, since u has the smallest period p,
there is another occurrence of a prefix of u starting at b(uλ) + p − δ with a length of at least p + δ > p.
Hence, p− δ is also a period of u. Because the sum of both periods δ and p− δ is less than |u|, Lemma 2.1
states that gcd(δ, p− δ) < p is a period of u. This contradicts the fact that p is the smallest period of u.
Lemma 2.3 ([1]). For a word w, E(w) < 3 |w|.
Instead of working with triples of integers (iλ, iρ, u) as in Section 1 when representing gapped repeats
and palindromes, we stick to pairs of segments (w[iλ..iλ + u− 1] , w[iρ..iρ + u− 1]) for convenience: For a
word w, we call a pair of segments (uλ, uρ) a gapped repeat (resp. gapped palindrome) with period
q = b(uρ)− b(uλ) iff
• b(uλ) + 1 ≤ b(uρ) and uρ = uλ in the case of a gapped repeat, or
• b(uλ) ≤ b(uρ) and uρ = uλ⊺ in the case of a gapped palindrome (it is possible that uλ ≡ uρ).
The segments uλ and uρ are called left and right arm, respectively. The value b(uρ) − e(uλ) − 1 is called
the gap, and is the distance between both arms in case that it is positive. For α ≥ 1, the gapped repeat or
gapped palindrome (uλ, uρ) is called α-gapped iff its period q is at most α |uλ|.
Given a gapped repeat (uλ, uρ), it is called maximal iff the characters to the immediate left and to the
immediate right of its arms differ (as far as they exist), i.e.,
• w[b(uλ)− 1] 6= w[b(uρ)− 1] (or b(uλ) = 1) and
• w[e(uλ) + 1] 6= w[e(uρ) + 1] (or e(uρ) = |w|).
Similarly, a gapped palindrome (uλ, uρ) is called maximal iff it can be extended neither inwards nor out-
wards, i.e.,
• w[b(uλ)− 1] 6= w[e(uρ) + 1] (or b(uλ) = 1 or e(uρ) = n) and
• w[e(uλ) + 1] 6= w[b(uρ)− 1].
Let Gα(w) (resp. G⊺α(w)) denote the set of all maximal α-gapped repeats (resp. palindromes) in w.
Gapped palindromes generalize the definition of ordinary palindromes: A gapped palindrome (uλ, uρ) is
an ordinary palindrome if uλ ≡ uρ. For a maximal gapped palindrome with a gap b(uρ)− e(uλ)− 1 ≤ 1
it follows that uλ ≡ uρ (otherwise it could be extended inwards).
3 Improved Point Analysis
A pair of integers is called a point. In [8], a certain subset C of maximal α-gapped repeats and maximal
α-gapped palindromes are mapped to points injectively. The cardinality of C is estimated with the property
that every point of C has a large vicinity that does not contain another point of C. This vicinity is given
formally by the following definition:
Definition 3.1. For a real number γ with γ ∈ (0, 1], we say that a point (xˆ, yˆ) ∈ Z2 γ-covers a point
(x, y) ∈ Z2 iff xˆ− γyˆ ≤ x ≤ xˆ and yˆ(1− γ) ≤ y ≤ yˆ.
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Figure 2: 7/9-cover of the points {(2x−(y+
1 mod 2), 2y − 1) | 1 ≤ x, y ≤ 3} ⊂ N2.
The dash-dotted rectangle of a point ~p
comprises all points that are 7/9-covered
by ~p (the rectangle of ~p is the rectangle
that has ~p as its top right vertex). A
point (x, y) with y = 1 only 7/9-covers it-
self. The light-gray dotted lines create the
grid N2. Each value of i/γ for γ := 7/9
and i ≥ 1 on the y-axis is indicated with a
gray horizontal line.
Figure 2 gives an example for γ := 7/9. In Lemma 7 of [8], it is shown that |C| < 3n/γ holds for every
set of points C ⊆ [1..n]2 with the property that no two distinct points in C γ-cover the same point. In
the following, we devise an improved version of this lemma to upper bound the number of the β-aperiodic
repeats/palindromes.
For our purpose, it is sufficient to focus on the set Cn :=
{(x, y) | 1 ≤ y ≤ n− 1 and 1 ≤ x ≤ n− y}, since we will later show that we can
map all maximal α-gapped repeats/palindromes to the set injectively. Before that, we
introduce two small helper lemmas that improve an inequality needed in Lemma 3.4:
y
x
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Lemma 3.2. Given a real interval I := [ψ − 1/γ, ψ) with γ, ψ ∈ R and 0 < γ ≤ 1,
|I ∩ Z| =
{
⌊1/γ⌋+ 1 if 0 < ψ − ⌊ψ⌋ ≤ δ,
⌊1/γ⌋ otherwise,
where I ∩ Z = {i ∈ Z | i ∈ I} and δ := 1/γ − ⌊1/γ⌋. γ =
7
9
γψ ∈ N
0 1 2 3 4 5 6 7 8
0
γ
1
γ
2
γ
3
γ
δ
⌊
3
γ
⌋
Proof. In the case that ψ = ⌊ψ⌋ (i.e., ψ ∈ Z), b(I) = ψ−1/γ ≤ ψ−⌊1/γ⌋ ∈ I∩Z. Hence, {ψ−⌊1/γ⌋ , . . . , ψ−
1} = I ∩ Z, and |I ∩ Z| = ⌊1/γ⌋.
In the case that 0 < ψ− ⌊ψ⌋ ≤ δ, we have ψ− δ ≤ ⌊ψ⌋, and therefore b(I) = ψ− 1/γ = ψ− ⌊1/γ⌋− δ ≤
⌊ψ⌋ − ⌊1/γ⌋ ∈ I ∩ Z. Hence, {⌊ψ⌋ − ⌊1/γ⌋ , . . . , ⌊ψ⌋} = I ∩ Z, and |I ∩ Z| = ⌊1/γ⌋+ 1 (because ⌊ψ⌋ < ψ).
The remaining case is that ψ − ⌊ψ⌋ > δ. With ⌊ψ⌋ < ψ − δ = ψ − 1/γ + ⌊1/γ⌋, we obtain that
b(I) = ψ−1/γ > ⌊ψ⌋−⌊1/γ⌋ 6∈ I ∩Z. Hence, {⌊ψ⌋ − ⌊1/γ⌋+ 1, . . . , ⌊ψ⌋} = I ∩Z, and |I ∩ Z| = ⌊1/γ⌋.
Lemma 3.3. Given the function g : N → N with g(i) := |{y ∈ N | (i− 1)/γ ≤ y < i/γ}| for 1 ≤ i ≤ ⌈nγ⌉,
and a nonincreasing function f : N→ R, the inequality
⌈nγ⌉∑
i=1
(f(i)g(i)) ≤
⌈nγ⌉∑
i=1
f(i)/γ (1)
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holds for every natural number n and every real number γ ∈ (0, 1].
Proof. We set Yi := {y ∈ N | (i− 1)/γ ≤ y < i/γ}. Our task is to upper bound the sizes of Yi, since g(i) =
|Yi|. It is clear that |Yi| ≤ ⌊1/γ⌋+ 1. Since Y1 cannot contain zero, it holds that |Y1| ≤ ⌊1/γ⌋ (if 1/γ ∈ N
then |Y1| = 1/γ − 1, otherwise |Y1| = ⌊1/γ⌋). For i ≥ 2, Lemma 3.2 provides that
|Yi| = ⌊1/γ⌋+ 1 iff 0 < i/γ − ⌊i/γ⌋ ≤ δ, where δ := 1/γ − ⌊1/γ⌋ < 1. (2)
Having Eq. (2), Eq. (1) is a conclusion of the following game estimating the cumulative sum of f(i)/γ −
f(i)g(i): The game is divided in ⌈nγ⌉ rounds. In the i-th round (1 ≤ i ≤ ⌈nγ⌉), we receive a credit of
(1/γ − ⌊1/γ⌋)f(i) = δf(i), but we additionally pay f(i) from the credit when g(i) = ⌊1/γ⌋+ 1. If the credit
does not become negative, it holds that
∑⌈nγ⌉
i=1 (f(i)g(i)) ≤
∑⌈nγ⌉
i=1 f(i)/γ (which is what we want to show in
this proof).
Let i1, i2, . . . be the sequence of integers such that g(ij) = ⌊1/γ⌋ + 1 for each j. After sorting this
sequence ascendingly, it holds that δij > j for every j. To see this, we write i/γ − ⌊i/γ⌋ = i/γ − i ⌊1/γ⌋ −
⌊i/γ − i ⌊1/γ⌋⌋ = δi − ⌊δi⌋, and apply Eq. (2): First, δi1 ≥ 1, since otherwise (δi1 < 1) we obtain a
contradiction to Eq. (2) with δi1 − ⌊δi1⌋ = δi1 > 2δ (remember that i1 ≥ 2 because |Y1| ≤ ⌊1/γ⌋). Next,
assume that there exists a j ≥ 2 such that j ≤ δij < δij+1 < j+1. Then δij+1−⌊δij+1⌋ ≥ δ(ij+1)−⌊δij⌋ > δ
(since δij − ⌊δij⌋ > 0), a contradiction that Eq. (2) holds for ij+1. We conclude that δij > j for every j.
Back to our game, we claim that there is at least (δij − j)f(ij) credit remaining after the ij-th round.
When reaching the i1-th round, we have already gathered a credit of
∑i1
i=1 δf(i). Remember that we have
to pay the amount f(i1). From our gathered credit we can pay f(i1) with s := δf(1)+ δf(2)+ · · ·+ δf(i1−
1) + (1 − δ(i1 − 1))f(i1): First, s is smaller than our gathered credit, since f(i1) < δi1f(i1), and hence
(1 − δ(i1 − 1))f(i1) < δf(i1). Second, s ≥ f(i1), because δ(i1 − 1)f(i1) ≤
∑i1−1
i=1 δf(i) (remember that f is
nonincreasing). By paying the amount s, a credit of at least f(i1)(δi1 − 1) remains.
Under the assumption that our claim holds after the ij-th round for an integer j ∈ N, we show that
the claim holds after the ij+1-th round, too: According to our assumption, we have gathered a credit of at
least (δij − j)f(ij) +
∑ij+1
i=ij+1
δf(i) at the beginning of the ij+1-th round. We pay the amount f(ij+1) with
s := (δij − j)f(ij)+ δf(ij +1)+ · · ·+ δf(ij+1− 1)+ (j+1− δ(ij+1− 1))f(ij+1). First, s is smaller than our
gathered credit, since δij+1 > j +1, and hence (j +1− δ(ij+1 − 1))f(ij+1) < δf(ij+1). Second, s ≥ f(ij+1),
because δ(ij+1 − 1)f(ij+1) ≤ (δij − j)f(ij) + jf(ij+1) +
∑ij+1−1
i=ij+1
δf(i). Similar to the i1-th round, a credit
of at least (δij+1 − j − 1)f(ij+1) remains.
Lemma 3.4. Let γ be a real number with γ ∈ (0, 1], and C ⊆ Cn be a set of points such that no two distinct
points in C γ-cover the same point. Then |C| < nπ2/(6γ). In particular, |C| ≤ nπ2/6− 3n/4 for γ = 1.
Proof. Given that a point ~p in Z2 is γ-covered by a point (xˆ, yˆ) of C with (i − 1)/γ ≤ yˆ < i/γ for a
positive integer i, we assign ~p the weight 1/i2. Otherwise (~p is not γ-covered by any point of C), we
assign ~p the weight zero. Let us fix a point (xˆ, yˆ) ∈ C with (i − 1)/γ ≤ yˆ < i/γ for an integer i. We
have xˆ − i < xˆ − γyˆ ≤ xˆ − (i − 1), and these inequalities also hold when substituting xˆ with yˆ, i.e.,
yˆ − i < yˆ − γyˆ ≤ yˆ − (i − 1). There are exactly i2 points (x, y) ∈ Z2 that are γ-covered by (xˆ, yˆ), since for
each of them it holds that xˆ − i < xˆ − γyˆ ≤ xˆ − (i − 1) ≤ x ≤ xˆ and yˆ − i < yˆ − γyˆ ≤ yˆ − (i − 1) ≤ y ≤ yˆ.
Therefore, the sum of the weights of the points that are γ-covered by (xˆ, yˆ) is one. As a consequence, the
size of C is equal to the sum of the weights of all points in Z2. In the following, let w(~p) denote the weight
of a point ~p. In what follows, we upper bound the sum of all weights.
First, we fix an integer y with 1 ≤ y ≤ n, and show that the sum of the weights of all points (·, y) is
less than n/i2, where i is the integer with (i− 1)/γ ≤ y < i/γ. Given an integer x ∈ Z, we conclude by the
definition of Cn that
w(x, y)
{
≤ 1/i2 for 1 ≤ x < n− y, and
= 0 for x ≥ n− y.
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The sum
∑1
x=−∞w(x, y) is maximized to 1/i when each point in E := {(x, y) ∈ Z
2 | 2 − i ≤ x ≤ 1} with
|E| = i has weight 1/i2, and the other points {(x, y) ∈ Z2 | x ≤ 1− i} are not γ-covered. This can be seen by
the following fact: A point (x, y) with x ≤ 1− i can only be γ-covered by a point (xˆ, yˆ) ∈ Cn when xˆ− γyˆ ≤
x ≤ 1 − i, or equivalently i ≤ γyˆ (the smallest value for xˆ is one). Assume that such a point (xˆ, yˆ) exists.
Then there is an integer j with i < j such that γyˆ < j and (j−1)/γ ≤ yˆ < j/γ. Since 1−j ≤ xˆ−γyˆ ≤ x ≤ 1,
there are at most |{(x, y) | 2− j ≤ x ≤ 1}| = j many different values for x. Furthermore, since (xˆ, yˆ) ∈ Cn
γ-covers (x, y), it is not possible that another element of Cn γ-covers (x′, y) with x′ < x (otherwise it would
also cover (x, y)). In total, the sum under consideration
∑
x≤1 w(x, y) can be at most 1/j, which is less
than 1/i. With
∑
x≤1 w(x, y) ≤ 1/i we obtain
∑
x∈Z w(x, y) ≤ (n− y − 1 + i)/i
2 ≤ (n− y + γy)/i2 ≤ n/i2.
Having computed
∑
x∈Z w(x, y) for a fixed y, we compute the sum over all y with y ∈ Z. First, we deal
with the special case that γ = 1. That is because it is the only case where w(·, 0) might not be zero (given
(xˆ, yˆ) ∈ Cn and γ < 1, it holds that yˆ ≥ 1 and therefore 0 < yˆ−γyˆ). A point (x, y) is 1-covered by (xˆ, yˆ) ∈ Cn
iff 0 ≤ y ≤ yˆ and xˆ − yˆ ≤ x ≤ yˆ hold. The weight of a point (x, 0) with 0 ≤ x ≤ n − 1 is maximized
to 1/22 if it is γ-covered by a point (xˆ, yˆ) ∈ Cn with the lowest possible value of yˆ, which is one. We
conclude that
∑
x∈Z w(x, 0) ≤ n/2
2. With the same argument we conclude that
∑
x∈Z w(x, y) ≤ n/(y + 1)
2
for every positive integer y. Summing up everything yields
∑
(x,y)∈Z2 w(x, y) ≤ n/2
2+n
∑n
y=1(1/(y+1)
2) =
n/4 + n
∑∞
i=2(1/i
2) = n/4 + nπ2/6− n = nπ2/6− 3n/4 due to the Basel problem.
Finally we consider the case that γ < 1. The idea is to cover the interval [1..n − 1] with the sets
Yi := {y ∈ N | (i− 1)/γ ≤ y < i/γ} for 1 ≤ i ≤ ⌈nγ⌉. Since a point (x, yi) with yi ∈ Yi has a weight of
at most 1/i2, summing up all weights gives
∑
(x,y)∈Z2 w(x, y) ≤
∑⌈nγ⌉
i=1 n |Yi| /i
2. To compute |Yi|, we use
the function g(i) := |Yi| as defined in Lemma 3.3. With g the upper bound of
∑
(x,y)∈Z2 w(x, y) can be
stated as
∑⌈nγ⌉
i=1 (g(i)n/i
2). Since g(i) ≤ ⌊1/γ⌋ + 1, it is easy to see that
∑⌈nγ⌉
i=1 (g(i)n/i
2) < n(⌊1/γ⌋ +
1)
∑⌈nγ⌉
i=1 (1/i
2) < n(⌊1/γ⌋+1)π2/6. By defining the non-increasing function f with f(i) := n/i2, Lemma 3.3
yields
∑⌈nγ⌉
i=1 (g(i)n/i
2) =
∑⌈nγ⌉
i=1 g(i)f(i) ≤ (n/γ)
∑⌈nγ⌉
i=1 (1/i
2) <
∑∞
i=1 n/(γi
2) = nπ2/(6γ), which is also an
upper bound of |C|.
By restricting the subset C ⊆ Cn in Lemma 3.4 to be additionally bijective to the set of all maximal
α-gapped repeats or palindromes, we can refine the upper bound attained in Lemma 3.4. For the maximal
α-gapped repeats, we follow the approach of Gawrychowski et al. [8] who map a maximal α-gapped repeat
(uλ, uρ) with period q := b(uρ) − b(uλ) to (e(uλ), q). It holds that (e(uλ), q) ∈ Cn, because e(uρ) and q are
positive, and e(uλ) + q = e(uρ) ≤ n. In particular e(uλ) ≤ n− 1, since otherwise (e(uλ) = n) both endings
e(uρ) and e(uλ) would be equal, and therefore uλ ≡ uρ (a contradiction to the definition of gapped repeats).
Let ϕ denote this mapping, and let ϕ(Gα(w)) := {ϕ(uλ, uρ) | (uλ, uρ) is a maximal α-gapped repeat} ⊂ Cn
denote the image of ϕ. The following lemma bounds the size of ϕ(Gα(w)) to be roughly at half of the size
of Cn, a fact that will be used in Lemma 3.6.
Lemma 3.5. If (x, y) ∈ ϕ(Gα(w)), then (x + 1, y) /∈ ϕ(Gα(w)).
Proof. Let (uλ, uρ) be a maximal α-gapped β-aperiodic repeat with period q = b(uρ)− b(uλ), and (x, y) :=
ϕ(uλ, uρ) = (e(uλ), q). If (x+ 1, y) ∈ ϕ(Gα(w)), then w[x+ 1] = w[e(uλ) + 1] = w[x+ y + 1] = w[e(uρ) + 1],
which contradicts the maximality of (uλ, uρ).
With Lemma 3.5 we attain a version of Lemma 3.4 tailored to subsets of ϕ(Gα(w)):
Lemma 3.6. Let γ be a real number with γ ∈ (0, 1]. A set of points C ⊆ ϕ(Gα(w)) such that no two distinct
points in C γ-cover the same point obeys the inequality |C| < n(π2/6− 1/2)/γ.
Proof. If γ = 1, Lemma 3.4 already gives |C| < nπ2/6− 3n/4 < nπ2/6− n/2. For the case γ < 1, we focus
on the points E := {(x, y) | 1 ≤ x ≤ n and y < 1/γ}. In the proof of Lemma 3.4, we used the weights w(·)
of all points in Z2 as an upper of |C|. There, we bounded the sum of the weights of all points in E by n/γ
(assign each point the weight 1). We can refine this upper bound by halving the weights of the points in E.
We justify this with the following analysis.
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∈ E \ C
∈ C
x x+ 1 x+ 2
y
yˆ
1/γ
Figure 3: Setting of the proof of Lemma 3.6, where the
point (x, y) ∈ C, but (x + 1, y) 6∈ C with w(x+ 1, y) > 0. Thus
(x + 1, y) is γ-covered by a point (xˆ, yˆ) ∈ C (xˆ = x + 2 in this fig-
ure). Like in Figure 2, the dash-dotted rectangle of a point ~p ∈ C
comprises all points that are γ-covered by ~p. The points that are
γ-covered by (xˆ, yˆ) are contained in the top right dashed rectan-
gle. It can be seen that (x + 2, y) is also γ-covered by (xˆ, yˆ), and
therefore cannot be in C.
First, each point (n, y) ∈ E has weight zero, since there is no point (xˆ, yˆ) ∈ C (and even in Cn) with
n ≤ xˆ. Thus the sum of the weights of the points (n − 1, y) and (n, y) is at most one, for every y with
1 ≤ y < 1/γ.
Second, a point (x, y) ∈ E ∩C can only cover itself, since y < 1/γ. Consequently, a point (x, y) ∈ E \ C
can have a weight of at most 1/22 = 1/4, since all points (xˆ, yˆ) ∈ C \E have yˆ ≥ 1/γ. Given that E ∩C = ∅,
the total weight of all points in E is at most (1/4) |E|.
Finally, suppose there is a point (x, y) ∈ E ∩C. Then w(x, y) = 1. Given x ≤ n− 2, (x+ 1, y) ∈ Cn, but
(x+ 1, y) 6∈ C according to Lemma 3.5. We consider two cases:
• w(x+ 1, y) = 0. Then both points (x, y) and (x+ 1, y) together have a weight of one.
• w(x+ 1, y) > 0, see also Figure 3. Since (x + 1, y) 6∈ C, w(x+ 1, y) ≤ 1/4, i.e., it is γ-covered by a
point (xˆ, yˆ) ∈ C \ E. Since yˆ ≥ 1/γ, the point (xˆ, yˆ) γ-covers at least four points (including itself).
Since w(x, y) = 1, (xˆ, yˆ) cannot γ-cover (x, y). Instead, it γ-covers the point (x + 2, y). We conclude
that (x + 2, y) 6∈ C. All three points (x, y), (x + 1, y), and (x + 2, y) have a total weight of at most
1 + 1/4 + 1/4 = 3/2.
In both cases, a node has the average weight of at most 1/2. Summing up all average weights yields the
total weight of all points in E, which is at most (1/2) |E| = n/(2γ).
Following the proof of Lemma 3.4, our modification of the weights modifies the nonincreasing function f ,
which is now defined by f(1) := n/2 and f(i) := n/i2 for i ≥ 2. Modifying f yields the upper bound∑⌈nγ⌉
i=1 (f(i)g(i)) ≤ n(1/2 +
∑⌈nγ⌉
i=2 (1/i
2))/γ < n(π2/6− 1/2)/γ on the size of C.
This result already improves the upper bound on the maximum number of all maximal α-gapped repeats.
The improvement is clarified in the following theorem:
Theorem 3.7. Given a real number α with α > 1 and a word w of length n, the number of all α-gapped
repeats |Gα(w)| is less than 3(π2/6 + 5/2)αn.
Proof. We follow the approach of [8, Theorem 11], where Gα(w) is split into a set of β-periodic maximal
α-gapped repeats βPα(w) and β-aperiodic maximal α-gapped repeats βPα(w), for a real number β with
2/3 ≤ β < 1. The set βPα(w) has at most 2α E(w) /β elements due to [8, Lemma 8]. Combining the results
of Lemma 3.6 and [8, Lemma 9] yields that the set βPα(w) has at most (π2/6 − 1/2)αn/(1 − β) elements.
Summing up the sizes of both sets yields |Gα(w)| < 2α E(w) /β + (π2/6 − 1/2)αn/(1 − β). This number
becomes minimal with |Gα(w)| < 9αn+ 3(π
2/6− 1/2)αn = 3(π2/6 + 5/2)αn when setting β to 2/3.
4 On the Number of all Maximal α-gapped Palindromes
Our approach is to partition the set of all maximal α-gapped palindromes G⊺α(w) into subsets, and to analyze
these subsets individually, whose definitions follow: Given a real number β > 0, a gapped palindrome (uλ, uρ)
with uλ 6≡ uρ belongs to the set of all maximal α-gapped β-periodic palindromes βP
⊺
α (w) iff uλ contains a
periodic suffix of length at least β |uλ|. We call the elements of βP
⊺
α (w) β-periodic. If a maximal α-gapped
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palindrome (uλ, uρ) is neither β-periodic nor a maximal ordinary palindrome, we call it β-aperiodic. The
set of all maximal α-gapped β-aperiodic palindromes is denoted by βPα
⊺
(w). To sum up, we partition the
set of all maximal α-gapped palindromes G⊺α(w) in
• the set of all maximal α-gapped β-periodic palindromes βP⊺α (w),
• the set of all maximal ordinary palindromes, and
• the set of all maximal α-gapped β-aperiodic palindromes βPα
⊺
(w).
The size of the second set is known to be at most 2 |w| − 1. In the following, we give an upper bound
on the number of maximal α-gapped palindromes that are β-periodic or β-aperiodic with Lemma 4.1 or
Corollary 4.4, respectively.
uλ uρ
rλ rρ
≥ β
(a)
uλ uρ
rλ
≥ β extend uλ to uλ
uλ ≡ uρ
(b)
uλ ≡ uρ
(c)
uλ uρ
(d)
Figure 4: Types of maximal α-gapped palindromes (uλ, uρ) under consideration. rλ and rρ are runs. Fig-
ure (a) shows a β-periodic α-gapped palindrome, counted in Lemma 4.1. The run rλ in Figure (b) covering a
suffix of length β of the left arm uλ of a maximal β-periodic gapped palindrome enforces that b(uρ) ≤ 2+e(uλ)
(see proof of Lemma 4.1), i.e., Figure (b) shows that the gapped palindrome (uλ, uρ) can be extended inwards
to form a maximal ordinary palindrome. Figure (c) shows an even palindrome, Figure (d) shows an α-gapped
β-aperiodic palindrome, counted in Corollary 4.6.
Lemma 4.1. Let w be a word, and α and β two real numbers with α > 1 and 0 < β < 1. Then |βP⊺α (w)|
is at most 2(α− 1) E(w) /β.
Proof. Let (uλ, uρ) ∈ βP
⊺
α (w). By definition, the left arm uλ has a periodic suffix sλ of length at least β |uλ|.
Let rλ denote the run that generates sλ, i.e., sλ ⊆ rλ. By the definition of the gapped palindromes, there is
a reverse copy sρ of sλ contained in uρ with sρ ≡ w[b(uρ)..b(uρ) + |sλ| − 1] and sρ = sλ
⊺. Let rρ be the run
generating sρ. By definition, rρ has the same period p as rλ.
If rλ ≡ rρ (see Figure 4b), then either b(uρ) − e(uλ) ≤ 2 (i.e., (uλ, uρ) is an ordinary palindrome), or
(uλ, uρ) is not maximal. That is because of the following: Assume that rλ contains sλ and sρ. Then we have
w[e(sλ) + 1] = w[e(sλ)− p+ 1] = w[b(sρ) + p− 1] = w[b(sρ)− 1], where the first and third equality follows
from |sρ| = |sλ| ≥ 2p, and the second equality follows from sρ = sλ⊺.
From now on, we assume that rλ 6≡ rρ. Since (uλ, uρ) is maximal, e(uλ) = e(rλ) or b(uρ) = b(rρ) must
hold; otherwise we could extend (uλ, uρ) inwards. This means that (uλ, uρ) is uniquely determined by the
gap v := b(uρ)− e(uλ)− 1 and
(a) rλ in case e(uλ) = e(rλ), or
(b) rρ in case b(uρ) = b(rρ).
Since ordinary palindromes are excluded from the set of all maximal α-gapped β-periodic palindromes, the
gap v is at least two. Cases (a) and (b) are depicted in Figure 5.
We analyze Case (a) with e(sλ) = e(rλ), Case (b) is treated exactly in the same way by symmetry. The
gapped palindrome (uλ, uρ) is identified by its gap v ≥ 2 and rλ. We fix rλ and count the number of possible
values of v. Since the starting position b(sρ) = e(rλ) + v + 1 of the periodic segment sρ is determined by v,
two possible values of v must have a distance of at least p due to Corollary 2.2. Since |uλ| ≤ |sλ| /β and
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uλ v uρ
sλ sρ
rλ rρ
(a)
uλ v uρ
sλ sρ
rλ rρ
(b)
Figure 5: Setting of the proof of Lemma 4.1. Each figure depicts a maximal α-gapped β-periodic palin-
drome (uλ, uρ) with the periodic suffix sλ. The periodic suffix sλ ≡ rλ ∩ uλ of uλ and the periodic prefix
sρ ≡ rρ ∩ uρ of uρ are the intersections of the runs rλ and rρ with the respective arms. By the maximality
property of runs, the equation (a) e(uλ) = e(rλ) or (b) b(uρ) = b(rρ) must hold.
m− c(u) + u/2 m+ d+ c(u)
uλ uρ
m− c(u)
u/2 y − u
m+ d+ c(u)− u/2
Figure 6: A gapped palindrome (uλ, uρ)
with u = |uλ| mapped to the
point (m, d).
(uλ, uρ) is α-gapped, v ≤ (α− 1) |uλ| ≤ (α− 1) |sλ| /β. Then the number of possible values for v is bounded
by |sλ| (α − 1)/(βp) = |rλ| (α − 1)/(βp) = exp(rλ)(α − 1)/β. In total, the number of maximal α-gapped
palindromes in this case is bounded by (α − 1) E(w) /β for the case e(uλ) = e(rλ). Case (b) is symmetric,
leading to the bound of 2(α− 1) E(w) /β in total.
To apply the results of Section 3, we map maximal α-gapped β-aperiodic palindromes to points. Gawrychowski
et al. [8] map a maximal α-gapped β-aperiodic palindrome (uλ, uρ) to the point (e(uλ), v), where v :=
b(uρ) − e(uλ) − 1 is the gap of (uλ, uρ). Since (uλ, uρ) is β-aperiodic, the gap v is at least two (otherwise
it could be extended inwards to a maximal ordinary palindrome). With e(uλ) + v = b(uρ) − 1 ≤ n − 1, we
conclude that (e(uλ), v) ∈ Cn. However, this mapping seems not useful in combination with our definition of
the β-periodic gapped palindromes. Defining periodic gapped palindromes to have a left arm with a periodic
suffix (instead of prefix as in [8]) invalidates the proof of Lemma 12 in [8]. There, we fail to transfer the
contradiction in the Sub-Case 2b with 2z − δ < 0 to our new definition: We want to derive a contradiction
by showing that uλ has a sufficiently large periodic suffix sλ (in [8, Lemma 12], it was shown that uλ has a
sufficiently large periodic prefix). However, we have not found a way to upper bound the length of uλ, and
thus, we are not able to show that the periodic suffix sλ is sufficiently large in relation to |uλ|.
To solve this problem, we define an alternative mapping ϕ⊺ that maps a maximal α-gapped β-aperiodic
palindrome (uλ, uρ) of a word of length n to the point
(m, d) := ϕ⊺(uλ, uρ) := (⌈(b(uλ) + e(uλ))/2⌉ , ⌊(b(uρ) + e(uρ))/2⌋ − ⌈(b(uλ) + e(uλ))/2⌉).
Let ϕ⊺(βPα
⊺
(w)) = {ϕ⊺(uλ, uρ) | (uλ, uρ) is a maximal α-gapped β-aperiodic palindrome} ⊂ Cn be the im-
age of ϕ⊺. The first coordinate m is the (integer) position nearest to the mid-point (b(uλ) + e(uλ))/2 (tie-
breaking to the right) of the left arm, and m+ d is the position nearest to the mid-point (b(uρ) + e(uρ))/2
(tie-breaking to the left) of the right arm (in particular, w[m] = w[m+ d]). The mapping ϕ⊺ is injective be-
cause we can retrieve the pair of segments (uλ, uρ) by computing the maximal inward and outward matches at
the positions m and m+d. Since m and d are positive integers with m+d ≤ n, we conclude that (m, d) ∈ Cn.
For convenience, we give an alternative definition of (m, d) using the function c(i) := (i+ 1 mod 2)/2 such
that c(i) = 0 if i is odd, and c(i) = 1/2 if i is even. With c(b(uλ) + e(uλ) + 1) = c(2b(uλ) + |uλ|) = c(|uλ|)
we get (m, d) = ((b(uλ) + e(uλ))/2+ c(|uλ|), q− 2c(|uλ|)), where q := b(uρ)− b(uλ) is the period of (uλ, uρ)
(see also Figure 6).
Fact 4.2. Given a maximal gapped palindrome (uλ, uρ) with u := |uλ|, it holds that
(a) |u/2− c(u)| ∈ {1/2, 3/2, 5/2, . . .},
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(b) b(uλ) = m− c(u)− u/2 + 1/2,
(c) e(uλ) = m− c(u) + u/2− 1/2, and
(d) b(uρ) = m+ d+ c(u)− u/2 + 1/2.
(e) If d := ⌊(b(uρ) + e(uρ))/2⌋− ⌈(b(uλ) + e(uλ))/2⌉ ≤ 2, then (uλ, uρ) is a maximal ordinary palindrome.
Lemma 4.3. Given a maximal α-gapped β-aperiodic palindrome (uλ, uρ) with u := |uλ| and (m, d) =
ϕ⊺(uλ, uρ), (m+ i, d− 2i) /∈ ϕ⊺(βPα
⊺
(w)) for every integer i with −⌊u/2⌋ − 1 ≤ i ≤ −1 or 1 ≤ i ≤ ⌈u/2⌉.
Proof. For every integer i with −⌊u/2⌋ ≤ i ≤ −1 or 1 ≤ i ≤ ⌈u/2⌉ − 1 (excluding −⌊u/2⌋ − 1 and ⌈u/2⌉ as
stated in the claim), the maximal inward and outward matches at the positions m+ i and m+ d− i yields
(uλ, uρ), and thus, (m + i, d− 2i) cannot be in ϕ⊺(βPα
⊺
(w)) due to the injectivity of ϕ⊺ (cf. Figure 7). If i
is −⌊u/2⌋ − 1 or ⌈u/2⌉, the point (m + i, d− 2i) ∈ Z2 is not in ϕ⊺(βPα
⊺
(w)) because the pair of positions
m+ i and m+ d− i is where the inward or outward match from the positions m and m+ i fails.
m m+ d
uλ uρ
outward inward inward outward
m+ i m+ d− i
Figure 7: Setting of Lemma 4.3. A gapped palin-
drome (uλ, uρ) is mapped to the point (m, d). It can
be restored by longest common prefix and suffix queries
at the positions (m + i, d − 2i) for every integer i with
−⌊u/2⌋ − 1 ≤ i ≤ −1 or 1 ≤ i ≤ ⌈u/2⌉, where
u := |uλ| = |uρ|.
Due to Lemma 4.3, each point (m, d) ∈ ϕ⊺(βPα
⊺
(w)) has at least one distinct point that is not in the
image of ϕ⊺. For instance, we count the point (m + 1, d − 2) ∈ Cn \ ϕ⊺(βPα
⊺
(w)) (d ≥ 3 according to
Fact 4.2(e)) for each (m, d) ∈ ϕ⊺(βPα
⊺
(w)), and each counted point is counted only once. With this insight,
we can prove the next corollary in exactly the same way as Lemma 3.6.
Corollary 4.4. Let γ be a real number with γ ∈ (0, 1]. A set of points C ⊆ ϕ⊺(βPα
⊺
(w)) such that no two
distinct points in C γ-cover the same point obeys the inequality |C| < n(π2/6− 1/2)/γ.
Proof. With the same definition of E as in the proof of Lemma 3.6, it is left to show that the sum of the
weights of all points in E is at most n/(2γ).
Unlike the proof of Lemma 3.6, we can take a shortcut with the following observation: Only the highest
points in E can be γ-covered by a point from C \E.2 To see this, let (x, y) ∈ E be a point with y < 1/γ− 1.
Assume that (xˆ, yˆ) γ-covers (x, y), then yˆ − γyˆ ≤ y < 1/γ − 1, or equivalently yˆ < 1/γ. This means that
(x, y) = (xˆ, yˆ).
We conclude that every point (x, y) ∈ E with w(x, y) = 1 belongs to C, and therefore (a) (x+1, y−2) 6∈ C
according to Lemma 4.3, and (b) w(x+ 1, y − 2) = 0 according to the above observation. Hence, both
points (x, y) and (x+1, y− 2) have a total weight of 1 (remember that w(n, y − 2) = 0 in any case, cf. proof
of Lemma 3.6).
Although a highest point (x, y) (with 1/γ − 1 ≤ y) can be γ-covered by a point in C \ E, one of its
neighbors (x− 1, y) or (x+ 1, y) has to be γ-covered by the same point, such that the sum of the weights of
both points is at most 1/2. The total weight of all points in E is therefore at most (1/2) |E| ≤ n/(2γ).
Corollary 4.4 finally leads us to the connection between the γ-cover property and the maximal α-gapped
palindromes:
Lemma 4.5. Let w be a word, and α and β two real numbers with α > 1 and 6/7 ≤ β < 1. The points
mapped by two different maximal gapped palindromes in βPα
⊺
(w) cannot 1−β
α
-cover the same point.
2This holds also in the case of maximal α-gapped repeats in the proof of Lemma 3.6. However, this trick does not lead to
anything useful there.
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Proof. Let (uλ, uρ) and (uλ, uρ) be two different maximal α-gapped palindromes in βPα
⊺
(w). Set u := |uλ| =
|uρ| and u := |uλ| = |uρ|. Let (m, d) and (m, d) be the points mapped from (uλ, uρ) and (uλ, uρ), respectively.
Assume, for the sake of contradiction, that both points 1−β
α
-cover the same point (x, y).
Let z := |m−m|, and let sλ := uλ∩uλ be the overlap of uλ and uλ. Let s := |sλ|, and let sρ (resp. sρ) be
the reverse copy of sλ based on (uλ, uρ) (resp. (uλ, uρ)), i.e., sλ = sρ
⊺ = sρ
⊺ with b(sρ) = b(uρ)+e(uρ)−e(sλ)
and b(sρ) = b(uρ) + e(uρ)− e(sλ).
Sub-Claim. The overlap sλ is not empty, and b(sρ) 6= b(sρ).
Sub-Proof. First we show that sλ is not empty. If m = m, it is clear that sλ contains w[m]. Without
loss of generality, assume that m < m for this sub-proof (otherwise exchange (uλ, uρ) with (uλ, uρ)). By
combining (a) the (1−β)/α-cover property with (b) the fact that (uλ, uρ) is α-gapped and (c) the constraint
6/7 ≤ β < 1, we obtain m − u/2 ≤(c) m − (1 − β)u ≤(b) m − d(1 − β)/α ≤(a) x ≤(a) m < m. This long
inequality says that the text position m is contained in uλ, which implies that sλ is not empty. If sρ and sρ
start at the same position, then expanding the arms sλ and sρ(≡ sρ) to the left and right yields the arms
uλ ≡ uλ and uρ ≡ uρ, which implies that (uλ, uρ) and (uλ, uρ) are the same gapped repeat, a contradiction.

Without loss of generality let d ≤ d. With the (1− β)/α-cover property we obtain
d−
d(1 − β)
α
≤ y ≤ d ≤ d. (3)
The difference δ := d− d ≥ 0 can be estimated by
δ ≤ d(1− β)/α ≤ u(1− β). (4)
Equation (3) can also be used to lower bound u in terms of d due to the fact that (uλ, uρ) is α-gapped:
u ≥ d/α ≥
d
α
(1−
1− β
α
) ≥ dβ/α. (5)
Outline. In the following we conduct a thorough case analysis. In each case we show the contradiction that
(uλ, uρ) or (uλ, uρ) is β-periodic. We prove each case in a similar way: We first show that the intersection
of sρ and sρ is large enough such that it induces a repetition on sρ∪sρ. Subsequently, we find a run covering
sρ ∪ sρ, and another run covering sλ. However, since sλ is the suffix of uλ (resp. uλ), we can conclude that
(uλ, uρ) (resp. (uλ, uρ)) is β-periodic.
Before starting with the case analysis, we introduce a general property of the starting positions b(sρ)
and b(sρ) needed for the analysis. Adding up the equalities of Fact 4.2(c) and (d) gives b(uρ)+e(uλ) = 2m+d.
With that we obtain b(sρ) = b(uρ)+e(uλ)−e(sλ) = 2m+d−e(sλ). Hence, the distance between the starting
positions of sρ and sρ is given by
|b(sρ)− b(sρ)| =


2z + δ if m ≤ m,
2z − δ if m > m and b(sρ) > b(sρ), or
δ − 2z if m > m and b(sρ) < b(sρ).
(6)
uλ uρ
uλ uρ
sλ sρ
r sρ
Figure 8: Sub-Case 1a in the proof of
Lemma 4.5 with m ≤ m and b(uλ) ≤
b(uλ) ≤ e(uλ) ≤ e(uλ).
Case 1: m ≤ m. Since m− d(1− β)/α ≤ x ≤ m ≤ m (due to the (1− β)/α-cover property),
z = m−m ≤ d(1− β)/α ≤ u(1− β), (7)
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because (uλ, uρ) is α-gapped. Due to Eq. (6), the starting positions of both right copies sρ and sρ differ by
b(sρ)− b(sρ) = 2z + δ > 0. By Eqs. (4) and (7), we get
2z + δ ≤ 3d(1 − β)/α ≤ 3u(1− β). (8)
Depending on the relations b(uλ) ⋚ b(uλ) and e(uλ) ⋚ e(uλ), we split the case in four sub-cases. However,
one of the four sub-cases with b(uλ) < b(uλ) and e(uρ) < e(uρ) already leads to a contradiction (without
proving that one left arm has a periodic suffix): Assume that both inequalities b(uλ) < b(uλ) and e(uρ) <
e(uρ) hold for the sake of contradiction. Under these assumptions, with Fact 4.2(b) it must hold that
b(uλ) + 1/2 = m − c(u) − u/2 + 1 ≤ m − c(u) − u/2 = b(uλ) − 1/2 and e(uρ) + 1/2 = m − c(u) + u/2 +
1 ≤ m − c(u) + u/2 = e(uρ) − 1/2. Adding the left sides and the right sides of both inequalities gives
m−m ≤ c(u)− c(u)− 1 < 0, which contradicts that m−m ≥ 0.
Thus, it is enough to consider the following three sub-cases 1a, 1b, and 1c.
Sub-Case 1a: sλ ≡ uλ, see Figure 8. Since u/(2z+ δ) ≥ u/(3u(1−β)) ≥ 7/3 > 2 holds (due to Eq. (8)) for
6/7 ≤ β < 1, we conclude that sρ = uρ is periodic, which means that (uλ, uρ) ∈ βP
⊺
α (w), a contradiction.
uλ uρ
uλ uρ
sλ sρ
r 2z + δ sρ
Figure 9: Sub-Case 1b in the proof of
Lemma 4.5 with m ≤ m and b(uλ) ≤
b(uλ) ≤ e(uλ) ≤ e(uλ).
Sub-Case 1b: sλ ≡ uλ, see Figure 9. Recall that u = s ≥ dβ/α by Eq. (5). It follows from Eq. (8) and
6/7 ≤ β < 1 that s/(2z + δ) ≥ dαβ/(3dα(1 − β)) = β/(3(1 − β)) ≥ 2. Hence sρ ≡ uρ is periodic, which
means that (uλ, uρ) ∈ βP
⊺
α (w), a contradiction.
uλ uρ
uλ ≥ δ uρ
sλ sρ
2z + δ sρ
r
Figure 10: Sub-Case 1c in the proof of
Lemma 4.5 with m ≤ m and b(uλ) <
b(uλ) ≤ e(uλ) < e(uλ). The second inequal-
ity holds because the overlap sλ cannot be
empty due to the sub-claim.
Sub-Case 1c: b(uλ) < b(uλ) and e(uλ) < e(uλ), see Figure 10. Since sλ is a suffix of uλ and a prefix of uλ,
the reverse copies sρ and sρ are a prefix of uρ and a suffix of uρ, respectively. We have 1 ≤ b(uλ)− b(uλ) =
m−u/2− c(u)− (m−u/2− c(u)). A simple reshaping leads to m−u/2− (m−u/2) ≥ 1+ c(u)− c(u). This
inequality yields b(uρ)−b(uρ) = m+d−u/2+c(u)−(m+d−u/2+c(u)) ≥ δ+1+2(c(u)−c(u)) ≥ δ ≥ 0. This
means that b(sρ) = b(uρ) ≤ b(uρ) ≤ b(sρ) ≤ e(sρ) = e(uρ). With b(sρ) ≤ b(uρ) = e(sρ)−u+1 = b(sρ)+s−u,
it follows that s ≥ u− (2z+ δ) > 2z+ δ because u/(2z+ δ) ≥ u/(3u(1−β)) ≥ 7/3 > 2 holds for 6/7 ≤ β < 1.
Since b(sρ) − b(sρ) = e(sρ) − e(sρ) = 2z + δ, sρ ∩ sρ 6= ∅. This means that uρ ⊂ sρ ∪ sρ, and that uρ is
periodic with a period of at most 2z + δ, a contradiction.
Case 2: m > m. Since m− d(1 − β)/α ≤ x ≤ m < m,
z = m−m ≤ d(1 − β)/α ≤ d(1 − β)/α ≤ u(1 − β). (9)
Due to Eq. (6), the starting positions of both right copies differ by |b(sρ)− b(sρ)| = |2z − δ|. Equation (6)
with Eqs. (4) and (9) yields
|2z − δ| ≤
{
2z ≤ 2d(1− β)/α ≤ 2u(1 − β) if b(sρ) > b(sρ), or
δ ≤ d(1 − β)/α ≤ u(1− β) if b(sρ) < b(sρ).
(10)
We split again the case into sub-cases depending on the relation of the starting and of the ending positions
of the left arms. The sub-case with b(uλ) < b(uλ) and e(uρ) < e(uρ) already leads to a contradiction, which
can be seen by an argument that is similar to the one used in Case 1 due to symmetry.
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uλ uρ
uλ uρ
sλ |2z − δ| sρ
r sρ
Figure 11: Sub-Case 2a in
the proof of Lemma 4.5
with m > m and b(uλ) ≤
b(uλ) ≤ e(uλ) ≤ e(uλ).
Sub-Case 2a: sλ ≡ uλ, see Figure 11. Since s/ |2z − δ| ≥ u/(2u(1 − β)) = 1/(2(1 − β)) ≥ 7/2 > 2 holds
(due to Eq. (10)) for 6/7 ≤ β < 1, the distance between b(sρ) and b(sρ) is small enough such that sρ = uρ
is periodic, which means that (uλ, uρ) ∈ βP
⊺
α (w), a contradiction.
uλ uρ
uλ uρ
sλ sρ
r sρ
Figure 12: Sub-Case 2b in the proof of
Lemma 4.5 with m > m and b(uλ) ≤
b(uλ) ≤ e(uλ) ≤ e(uλ).
Sub-Case 2b: sλ ≡ uλ, see Figure 12. Recall that u = s ≥ dβ/α by Eq. (5). It follows from 6/7 ≤ β < 1
and Eq. (10) that s/ |2z − δ| ≥ dαβ/(2dα(1− β)) = β/(2(1− β)) ≥ 3 > 2. Hence sρ ≡ uρ is periodic, which
means that (uλ, uρ) ∈ βP
⊺
α (w), a contradiction.
Sub-Case 2c: b(uλ) > b(uλ) and e(uλ) > e(uλ). Since sλ is a prefix of uλ and a suffix of uλ, the reverse
copies sρ and sρ are a suffix of uρ and a prefix of uρ, respectively.
Subsub-Case 2c-i: b(uρ) ≥ b(uρ), see Figure 13. Recall that u ≥ dβ/α by Eq. (5). It follows from
6/7 ≤ β < 1 and Eq. (10) that u/ |2z − δ| ≥ dαβ/(2dα(1− β)) = β/(2(1− β)) ≥ 3 > 2. With b(uρ) ≥ b(uρ),
this case is symmetric to Sub-Case 1c, leading to the result that uρ ⊂ sρ ∪ sρ, and that uρ is periodic with
a period of at most |2z − δ|, a contradiction.
Subsub-Case 2c-ii: b(uρ) < b(uρ), see Figure 14. It follows from b(uρ) < b(uρ) that b(uρ) − b(uρ) =
m+d−u/2+c(u)−(m+d−u/2+c(u)) = b(uλ)−b(uλ)−δ+2(c(u)−c(u)) ≤ −1, which leads to b(uλ)−b(uλ) ≤
δ+2(c(u)−c(u))−1 ≤ δ. Combining this inequality with Eq. (4) gives s = u− (b(uλ)−b(uλ)) ≥ u−δ ≥ βu.
With Eq. (10) this yields s/ |2z − δ| ≥ βu/(2u(1 − β)) = β/(2(1 − β)) ≥ 3 > 2 under the presumption
that 6/7 ≤ β < 1. This means that uλ has a periodic suffix of length βu, and that (uλ, uρ) ∈ βP
⊺
α (w), a
contradiction.
Combining the results of Corollary 4.4 and Lemma 4.5 immediately gives the following corollary:
Corollary 4.6. Given two real numbers α and β with α > 1 and 7/9 ≤ β < 1, and a word w of length n,
the number of all maximal α-gapped β-aperiodic palindromes is bounded by the inequality
∣∣∣βPα⊺(w)∣∣∣ <
αn(π2/6− 1/2)/(1− β).
Theorem 4.7. Given a real number α with α > 1, and a word w of length n, the number of all maximal
α-gapped palindromes |G⊺α(w)| less than 7(π
2/6 + 1/2)αn− 5n− 1.
Proof. Combining the results of Lemma 4.1 and Corollary 4.6 yields
|G⊺α(w)| = 2n− 1︸ ︷︷ ︸
max. palindromes
+ |βP⊺α (w)|︸ ︷︷ ︸
β-periodic
+
∣∣∣βPα⊺(w)∣∣∣︸ ︷︷ ︸
β-aperiodic
< 2n− 1 + 2(α− 1)
E(w)
β︸ ︷︷ ︸
Lemma 4.1
+(
π2
6
−
1
2
)
αn
1− β︸ ︷︷ ︸
Corollary 4.6
for every 6/7 ≤ β < 1. Applying Lemma 2.3, the term on the right side is upper bounded by 2n − 1 +
2(α − 1)(3n/β) + (π2/6 − 1/2)αn/(1 − β). This number is minimal when β = 6/7, yielding the bound
2n− 1 + 7n(α− 1) + 7(π2/6− 1/2)αn = 7(π2/6 + 1/2)αn− 5n− 1.
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uλ ≥ 0 uρ
uλ uρ
sλ |2z − δ| sρ
sρ
r
Figure 13: Subsub-Case 2c-i in the proof of
Lemma 4.5 with m > m, b(uλ) < b(uλ) ≤ e(uλ) <
e(uλ) and b(uρ) ≤ b(uρ).
uλ uρ
uλ uρ
≤ δ sλ sρ
r sρ ≤ δ
|2z − δ|
Figure 14: Subsub-Case 2c-ii in the
proof of Lemma 4.5 with m > m,
b(uλ) < b(uλ) ≤ e(uλ) < e(uλ) and
b(uρ) < b(uρ).
5 A Linear Time Algorithm on Integer Alphabets
In this algorithmic section, we are given a word w of length n on an integer alphabet Σ as input such
that |Σ| = nO(1). In the following, we provide an O(n) time algorithm that finds all maximal α-gapped
repeats/palindromes (uλ, uρ) with e(uλ) ≥ b(uρ). We call these α-gapped repeats/palindromeswith overlap.
We compute the other α-gapped repeats/palindromes with a slight modification of the algorithm in [8], which
finds all maximal α-gapped repeats/palindromes (uλ, uρ) with e(uλ) < b(uρ), i.e., with a non-negative gap
between uλ and uρ.
When studying α-gapped repeats/palindromes with overlap, we can neglect the parameter α, because a
gapped repeat/palindrome (uλ, uρ) whose arms overlap obeys the inequality b(uρ) − b(uλ) < |uλ| ≤ α |uλ|
for every α ≥ 1. For a gapped palindrome (uλ, uρ) with e(uλ) ≥ b(uρ), we already know that either (uλ, uρ)
is not maximal, or uλ ≡ uρ. Hence, a maximal gapped palindrome with an overlap is equal to a maximal
ordinary palindrome. It is well known that maximal ordinary palindromes can be found in O(n) time [14].
In what follows, we focus on the maximal gapped repeats with overlap. Given a maximal gapped re-
peat (uλ, uρ) with period q := b(uρ) − b(uλ) < |uλ|, it induces a square with w[b(uλ)..b(uλ) + q − 1] =
w[b(uρ)..b(uρ) + q − 1]. The square induces a run r whose minimal period p divides q (also observed in [5,
Conclusions]). Both arms uλ and uρ are contained in r. Because (uλ, uρ) is maximal, b(uλ) = b(r) and
e(uρ) = e(r) hold; otherwise we could extend the arms to the left or to the right, respectively. This means
that the left arm uλ covers at least the segment w[b(r)..b(r) + exp(r)p/2] (otherwise the arms would not
overlap). Since q is a multiple of p, the number of different lengths of uλ is bounded by exp(r)/2. Figure 15
illustrates two maximal gapped repeats with overlapping arms within the same run.
Our idea is that we probe at the borders of each run r for all possible values of q to find a gapped repeat
whose arms overlap and are contained in r. Having the LCE↔ data structure of [8], we spend O(exp(r))
time on each run r, summing up to O(n) due to Lemma 2.3. The positions of the runs can be computed in
linear time [11, 1]. Since a gapped repeat (uλ, uρ) with overlapping arms is uniquely defined by its period
and the borders of the run containing uλ and uρ, we can report each such gapped repeat exactly once.
Finally, it is left to modify the algorithm of Gawrychowski et al. [8] to find only all maximal α-gapped
repeats. This modification is necessary, because a maximal gapped repeat in the scenario prohibiting overlaps
is in general not a maximal gapped repeat in the scenario supporting overlaps. Remembering w = aaa of
Example 1.1, it contains two maximal gapped repeats (with arm-length one) when prohibiting overlaps,
whereas w contains only one maximal gapped repeat (with arm-length two) when supporting overlaps. The
modification is easy: On reporting a gapped repeat, we additionally check whether its arms can be extended
to the left or to the right with an LCE query. In the case that we can extend both arms, we discard the gapped
repeat instead of reporting it (the repeat would not be maximal without being extended, and the maximal
gapped repeats with overlap are found with the above algorithm). The algorithm finding all maximal α-
gapped palindromes can be changed analogously by discarding each discovered gapped palindrome whose
inward extension results in an overlap of both arms.
Theorem 5.1. Given a word w of length n on an integer alphabet, we can compute all maximal α-gapped
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r
uλ
uρ
q
uλ
p
uρ
q
p
Figure 15: Two gapped repeats (uλ, uρ) and (uλ, uρ) with overlapping
arms. Both gapped repeats are within a run r. They are maximal if
their arms border the run r. Each such maximal gapped repeat with
overlapping arms has a period (q or q in the figure) that is a multiple
of r’s period p.
repeats Gα(w) and all maximal α-gapped palindromes G
⊺
α(w) in O(αn) time.
6 Conclusion
We provided a thorough analysis on the maximum number of all maximal α-gapped repeats and palindromes,
for which we achieved the bounds of 3(π2/6+5/2)αn and 7(π2/6+1/2)αn− 5n− 1, respectively, for a word
of length n. Our proofs work for both supporting overlaps and prohibiting overlaps, and thus generalize the
analysis of former studies. Our study does not lead to a blind end, as can be seen by the following open
problems:
Generalizing Gaps. A generalization of α-gapped repeats are (f, g)-gapped repeats, i.e., gapped re-
peats (uλ, uρ) with the additional property that g(|uλ|) ≤ b(uρ) − e(uλ) − 1 ≤ f(|uλ|) for two functions
f, g : N→ R. The (f, g)-gapped repeats with f(j) := 1, g(j) = αj are exactly the α-gapped repeats without
overlap. Kolpakov [10] showed that the number of all maximal (f, g)-gapped repeats is bounded by
O
(
n
(
1 + max
(
sup
j∈N
(1/j)(f(j)− g(j)), sup
j∈N
|f(j + 1)− f(j)| , sup
j∈N
|g(j + 1)− g(j)|
)))
.
Shaping the upper bound, or devising a lower bound for certain f and g is left for future work.
Regarding the algorithmic part, Brodal et al. [3] presented an algorithm computing all maximal (f, g)-
gapped repeats in O(n lg n+ occ) time, where occ is the number of occurrences. In the light that we achieved
O(αn) running time for finding all maximal α-gapped repeats, it looks feasible to devise an algorithm whose
running time depends linearly on n and on the values of f and g. Needless to say, (f, g)-gapped palindromes
are also an unexplored topic.
Online Algorithm. To the best of our knowledge, there has not yet been an algorithm devised for
computing all maximal α-gapped repeats/palindromes of a given word online. We are aware of the algorithm
of Fujishige et al. [7] finding all gapped palindromes with a fixed gap (b(uρ)− e(uλ)− 1 = c for a constant c)
in O(n lg σ) time online while taking O(n) words of working space.
Distinct Sets. From literature it is already known that searching all distinct squares [2, 4] or all distinct
ordinary palindromes [9] of a word of length n can be done in O(n) time. A natural extension is computing
all distinct α-gapped repeats/palindromes, for which we are unaware of any results, both on the combina-
torial (like giving an upper bound on the number of all distinct α-gapped repeats/palindromes) and on the
algorithmic aspects.
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A Missing Proofs
Here, we show that our bounds obtained in Theorem 3.7 hold when supporting overlaps as we do. Theorem 3.7
uses results of [8], where gapped repeats are divided into β-periodic and β-aperiodic gapped repeats. Lemma 9
in [8] for the maximal α-gapped β-aperiodic repeats does not assume that e(uλ) < b(uρ), and therefore
supports gapped repeats with overlap. It is left to show a slightly modified proof of [8, Lemma 8], which
treats the maximal α-gapped β-periodic repeats:
Lemma A.1. Let w be a word, α > 1 and 0 < β < 1 two real numbers. Then the number of maximal
α-gapped β-periodic is at most 2α E(w) /β.
Proof. Let (uλ, uρ) be a maximal α-gapped β-periodic repeat, q := b(uρ)− b(uλ) its period, and u := |uλ| =
|uρ| the length of its arms. By definition, the left arm uλ has a periodic prefix sλ of length at least βu. Let
rλ denote the run that generates sλ, i.e., sλ ⊆ rλ. The two segments sλ and rλ have the shortest period p
in common. By the definition of the gapped repeats, there is a right copy sρ of sλ contained in uρ with
sρ ≡ w[b(sλ) + q..e(sλ) + q] = sλ. Let rρ be a run generating sρ (it is possible that rρ and rλ are identical).
By definition, rρ has the same period p as rλ.
Since (uλ, uρ) is maximal, b(uλ) = b(rλ) or b(uρ) = b(rρ) must hold (see Figure 16); otherwise we could
extend (uλ, uρ) to the left.
uλ uρ
sλ sρ
rλ rρ
(a)
uλ uρ
sλ sρ
rλ rρ
(b)
Figure 16: Setting of the proof of Lemma A.1. Each figure shows a maximal α-gapped β-periodic re-
peat (uλ, uρ) and the periodic prefixes sλ and sρ of its respective arms uλ and uρ. The periodic prefixes are
contained respectively in the runs rλ and rρ. The equation (a) b(uλ) = b(rλ) or (b) b(uρ) = b(rρ) must hold.
By the maximality property of runs, e(rλ) = e(sλ) and e(rρ) = e(sρ), i.e., sλ ≡ rλ ∩ uλ and sρ ≡ rρ ∩ uρ.
rλ rρ
sλ sρ
uλ uρ
uλ uρ
sλ sρ
δ ∈ pN
rλ rρ
sλ sρ
uλ uρ
uλ uρ
rρ
sλ sρ
< p
Figure 17: Setting of the proof of Case (a) in Lemma A.1 for
two different maximal α-gapped repeats (uλ, uρ) and (uλ, uρ)
with b(uλ) = b(uλ) = b(rλ). Left: The periodic prefixes sρ
and sρ of the right arms of both gapped repeats are contained
in a single run. The minimal period p of both runs rλ and rρ
determine the possible starting positions of the right arms.
Right: The periodic prefixes of the right arms of both gapped
repeats are contained in different runs. Both runs cannot
overlap more than p− 1 positions due to Corollary 2.2.
The periodic α-gapped repeat (uλ, uρ) is uniquely determined by its period q and
(a) rλ in case b(uλ) = b(rλ), or
(b) rρ in case b(uρ) = b(rρ).
Since (uλ, uρ) is α-gapped, it holds that q ≤ αu. We analyze Case (a), where b(uλ) = b(sλ) = b(rλ) holds.
Case (b) is treated exactly in the same way by symmetry. The gapped repeat (uλ, uρ) is identified by its
period q and rλ. We fix rλ and pose the question how many maximal periodic gapped repeats can be
generated by rλ. We answer this question by counting the number of possible values for the period q. Since
the starting position b(sρ) = b(uρ) = b(uλ) + q = b(rλ) + q of the periodic segment sρ is determined by q,
two possible values of q must have a distance of at least p due to Corollary 2.2, see also Figure 17.
With u ≤ |sλ| /β and q ≤ αu, we obtain 1 ≤ q ≤ |sλ|α/β ≤ |rλ|α/β. Then the number of possible
periods q is at most |rλ|α/(βp) = exp(rλ)α/β. Overall, the number of all maximal α-gapped repeats is at
most α E(w) /β for the case b(uλ) = b(rλ). Since Case (b) with b(uρ) = b(rρ) is symmetric, we get the total
upper bound 2α E(w) /β.
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