The paper presents a multivariate adaptive regression splines (MARS) modelling approach for daily peak electricity load forecasting in South Africa for the period 2000 to 2009. MARS is a non-parametric multivariate regression method which is used to solve high dimensional problems with complex model structures such as nonlinearities, interactions and missing data in a straight forward manner and produces results which can be explained to management. The developed model consists of components that represent calendar and meteorological data. The performance of the model is evaluated by comparing it with a piecewise linear regression model. The results from the study show that the MARS model produces better forecast accuracy. Accurate prediction of daily peak load demand is very important for decision makers in the energy sector. This helps in the determination of consistent and reliable supply schedules during peak periods. Accurate short term load forecasts will enable effective load shifting between transmission substations, scheduling of startup times of peak stations, load flow analysis and power system security studies.
Introduction
One of the most weather sensitive sectors of any economy is the energy sector. In this sector accurate prediction of daily peak electricity demand is very important. It provides short term forecasts which are required for dispatching and economic grid management of electric energy [1, 2, 3, 8, 16, 19, 21, 22] . The most important weather factors which affect daily peak demand (DPD) is temperature. Changing weather conditions represent the major source of variation in peak demand forecasting and the inclusion of temperature has a significant effect due to the fact that in winter, heating systems are used whilst in summer air conditioning appliances are used [6, 10, 11, 13, 14, 15, 17, 18] . Other weather factors include: relative humidity, wind speed and cloud cover. Electricity demand forecasting has been studied extensively using various techniques ranging from classical time series methods, neural networks to regression methods. In this paper a multivariate adaptive regression splines model is developed and used to predict daily peak electricity demand for South Africa. An updated review of different forecasting methods can be found in [9, 20] . The rest of the paper is organized as follows, in Section 2 the data used is described and a preliminary analysis carried out. The piecewise linear regression and the MARS models are presented in Section 3. A discussion of the results is presented in Section 4 and Section 5 concludes.
Definitions and Data
The data considered in this paper is on net energy sent out (NESO) from Distribution in response to some demand of electrical power. NESO (measured in megawatts) is defined as the rate at which electrical energy is delivered to customers. In this paper NESO is used as a proxy of electrical demand after adjusting for energy losses. The data is for the period 2000 to 2009. This definition of electrical demand has its weaknesses. Electrical demand is bounded by the power plants' capacity to provide supply at any time of the day including the need for reserve capacity. Demand cannot exceed supply and there are no market forces acting to influence electricity prices and hence reducing demand in the short run. Prices are generally fixed. If demand were to exceed supply, intervention takes place in the form of, for example, load shedding. Load shedding is the last resort used to prevent a system-wide blackout. This NESO definition excludes the demand from people, companies, etc, who are willing (or unwilling) and able to (or are unable) pay for electricity but currently do not have access to electrical power. Despite the weakness in the NESO definition of electrical demand, it is still a good and measurable proxy for electrical demand.
The daily peak demand (DPD) is the maximum hourly demand in a 24-hour period. Aggregated DPD data was used for the industrial, commercial and domestic sectors of South Africa. The historical data on temperature was collected from 22 meteorological stations from all the provinces of the country. The data was aggregated to get average daily, maximum and minimum temperatures for the whole country. The time series plot of DPD in Figure 1 shows a positive linear trend and a strong seasonal fluctuation. The trend is mainly due to economic development of the country. Figure 2 shows monthly and daily index plots. The basis for each index is 100. The seasonal peak is in July which is a winter month. There is another small summer peak in October. The daily index plot shows that demand for electricity during the week days is above average consumption and decreases significantly on Saturday and Sunday. A better representation of the relationship between daily peak demand with temperature is shown in Figure 3 . Figure 3 shows the relationship between DPD with peak temperature (in degrees Celsius). The peak temperature is the temperature recorded during the hour of peak demand on day t . The relationship is nonlinear. The demand of electricity is highly sensitive to temperature fluctuations in winter and less sensitive in summer. DPD increases sharply as temperature decreases. The non-linear relationship between temperature and DPD calls for derivation of two functions, one for the cooling degree-days and the other for heating degree-days. The cooling degree-days ( t CDD ) and the heating degree-days ( t HDD ) will be estimated on the basis of the following two linear functions as defined in [12] Figure 3 . This appears to be the temperature at which we get minimum demand of electricity. This temperature will be used for the calculation of heating and cooling degree -days. Above this temperature, electricity demand tends to rise slightly and below this temperature electricity demand increases significantly. 
The Models
A piecewise linear regression model and a multivariate adaptive regression splines model are presented in this section. The developed models are then used for out of sample predictions of DPD. In both models DPD is taken as the dependent variable. The data was transformed by taking natural logarithms to reduce the impact of heteroskedasticity that may be present because of the large data set and its high frequency [13] .
The Piecewise Linear Regression Model
Regression based methods have been used extensively in load demand forecasting [4, 9, 20, 22] . They range from simple linear to multivariate linear regression models. These methods work very well when the relationship between the dependent variable and the predictor variables is linear. They are usually fast, reliable and easy to implement with relatively robust solutions. The relationship between electricity demand and temperature is nonlinear as shown in Figure 3 . This calls for use of a multivariate linear regression model with 3 piecewise linear regression functions. These regressions will be representing the winter, non-weather and summer sensitive components.
The piecewise linear regression model used in this paper can be written as
where pt x represents peak temperature (in degrees Celsius). The peak temperature is the temperature recorded at the hour of peak demand on day t , t z denotes daily peak demand (in megawatts) observed on day t , w t temperature to identify where the winter sensitive portion of 
Model (1) will account for any residual correlation that may occur as a result of the week to week variation in peak demand and also for the day to day variation. Model (1) is based on the following theoretical assumptions: 1. Peak demand on day t will be highly correlated with peak demand on day 1 + t . 2. There may be significant correlation between demand 2 days, 5 days and/or 7 days apart. Derivation of the equations of the 3 demand -temperature lines are shown in appendix A1.
Multivariate Adaptive Regression Splines (MARS) Model
Multivariate adaptive regression splines (MARS) is a non-parametric multivariate regression method which was developed in [8] . MARS has been used to solve high dimensional problems with complex model structures such as nonlinearities, interactions, multicollinearity and missing values [3, 11, 17, 27] . The method does not make any assumptions about the functional relationship between the response variable and the predictor variables. The MARS modeling approach overcomes the major drawbacks of using artificial neural networks which are long training processes, interpretive difficulties and the inability to determine the relative importance of potential input variables. The MARS algorithm divides the modeling space into subregions and then fits in each subregion simple linear regression models. The model building process is in two steps, the forward stepwise algorithm and the backward stepwise algorithm. In the forward stepwise step the MARS algorithm constructs a large number of basis functions which will over fit the data. In the backward stepwise algorithm basis functions are deleted in order of least contribution using the generalized cross validation (GCV) criterion. The general MARS model can be written as in [8] ,
is a basis function written as is the label of the independent variable and km t indicates the knot location. The MARS algorithm will then select variables and values of those variables for knots of the hinge functions. In order to choose the best subset model using MARS a generalized cross validation (GCV) criterion is used. It is a measure of the goodness of fit which takes into account the residual error and the model complexity. In its simplest form the generalized cross validation criterion can be written as in [5] ,
where N is the sample size, . The best model is one with the lowest GCV. The three general MARS models used in this paper are shown in equations (4), (5) and (6) respectively. 
Results and Discussion

Piecewise Linear Regression Model
Three different piecewise linear functions for modeling the peak demand ) ( t z and peak temperature ) ( pt x relationship were proposed in model (1) . The values of w t and s t are 17. C, electricity demand will increase by 21 MW. This shows that electricity demand is more sensitive to winter than summer. All the coefficients of the dummy variables representing Friday, Saturday, Sunday, holiday, day before holiday and day after holiday are negative. This shows that there is a decrease in demand during these periods. The largest decrease is on Sunday out of the three days of the week. During holidays, demand for electricity decreases significantly compared to a day before and after a holiday. The least decrease is experienced a day after a holiday. Model (1) is a simple MARS model which was used to determine the reference temperature which seperates the winter from the summer periods of the daily peak demand -temperature relationship. DPD was the dependent variable with the peak temperature as the regressor variable. The best MARS model had a GCV value of 6 10 66744 . 8 × and the reference temperature was found to be 20.9 o C. This is given in equations (9) and (10) 
If temperature decreases by a degree from 20.9 o C, DPD will increase by 384.209MW. Similarly an increase by one degree above 20.9 o C will result in a decrease of 125.423MW. This shows that DPD is more sensitive to low temperatures. This model is used to determine the number of heating degree days and also the number of cooling degree days. It cannot be used for predictions since only one predictor variable was used which is peak temperature. The final model is given in equation (11) 
The coefficient of basis function 1 is negative meaning that if trend is above 2375 electricity demand will decrease by 1.74 MW and when its below this knot it will decrease by 2.99MW. Basis function three's coefficient is negative implying that if peak temperature is above 19.2 0 C DPD will decrease by 235.381MW and if peak temperature is below this knot DPD will increase by 411MW. Coefficient for basis function 5 is positive meaning if the day of the week is not Sunday, DPD will increase by 2598.11MW, but if the day is Saturday there will be a decrease in DPD of 2367.12MW. The coefficient of basis function 9 is positive meaning that if the day t is not a holiday the DPD will increase by 2722.32MW and if it is not a day before a holiday DPD will increase by 500.434MW. There is one bivariate interaction between a day before and a day after a holiday. If day t is not a day before or after a holiday the DPD will increase by 1280.82MW. If day t is not a Friday there will be an increase in DPD of 924.862MW. 
That is, if the temperature decreases by 1 0 C (e.g. from 16 0 C to 15 0 C) electricity demand will increase by 7333MW, which is about 1.2% increase.
If average daily temperature is greater than or equal to 22 0 C we use
If temperature increases by 1 0 C (e.g. from 22 0 C to 23 0 C) electricity demand will increase by 3715MW, which is about 0.6% increase. Table 3 presents the comparative performances of the piecewise and MARS model in terms of testing error. The MARS model outperformed the piecewise linear regression model. 
Conclusions
A MARS model was developed for predicting daily electricity peak demand and the performance of the model was compared with a piecewise linear regression model. There were 3636 data points, from 1 January 2000 to 14 December 2009. 3592 data points were used for developing the models and the remaining 44 observations were then used for validation. The MARS model outperformed the piecewise linear regression model. The developed MARS model is easy to explain to management. The model is capable of clustering together categories of variables that have similar effects on the dependent variable. Accurate prediction of daily peak load demand is very important for decision makers in the electricity sector. This helps in the determination of consistent and reliable supply schedules during peak periods. Accurate short term load forecasts will enable effective load shifting between transmission substations, scheduling of startup times of peak stations, load flow analysis and power system security studies. Future research should look at the investigation of weather sensitivity analysis on daily and seasonal peak electricity demand done on each of the provinces of South Africa. Another interesting area to investigate would be the development of a hybrid model which will integrate the multivariate adaptive regression splines approach with neural network techniques and also the use of other adaptive techniques such as classification and regression trees (CART), TreeNet and Random Forests. These studies will be done elsewhere. 
Where 0 β represents the mean daily peak demand observed in the non-weather sensitive period.
