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Abstract
We prove uniqueness for boundary blow-up solutions of the problem:
u= λf (u) in Ω, u|∂Ω = ∞,
with large λ. Previous uniqueness results require a monotonicity assumption for f (u)/u in the entire
range of the boundary blow-up solutions. By obtaining good boundary layer estimates for large λ,
we obtain uniqueness under much weaker assumptions on f (u). Our estimates for the layers of the
boundary blow-up solutions have independent interest, and may have other applications.
 2004 Elsevier SAS. All rights reserved.
Résumé
Nous démontrons l’unicité des solutions qui explosent au bord pour le problème :
u = λf (u) dans Ω, u|δΩ = ∞,
où λ est grand. Les résultats antérieurs d’unicité supposaient une hypothèse de monotonie de la
fonction f (u)/u sur tout son intervalle de définition des solutions qui explosent au bord. A partir
d’une bonne estimation des couches limites au bord pour λ grand on obtient l’unicité sous des
hypothèse beaucoup plus faibles sur f (u). Notre estimation des couches limites des solutions qui
explosent au bord présente un intérêt en elle-même et peut avoir d’autres applications.
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1. Introduction
The existence of boundary blow-up solutions for equations of the general form:
u= g(u) in Ω, u|∂Ω = ∞, (1.1)
was first studied by Keller [30] and Osserman [39], with g a positive differentiable function
in R satisfying g′  0 everywhere, and Ω a bounded smooth domain in RN . They supplied
a necessary and sufficient condition on g for the existence of such solutions.
Problem (1.1) with g(u) = eu was studied much earlier. Bieberbach [8] proved that
when N = 2, there is a unique boundary blow-up solution and further more,
u(x)− ln[d(x)−2]= O(1) as d(x) := d(x, ∂Ω)→ 0.
The same result was proved by Rademacher [40] for N = 3. Bieberbach was motivated by
a geometric problem while Rademacher was motivated by a physical problem.
Later, Loewner and Nirenberg [34] studied the uniqueness and asymptotic behaviour of
boundary blow-up solutions of the equation:
u= uN∗ in Ω, where N∗ = N + 2
N − 2 , N > 2. (1.2)
They proved that (1.2) has a unique boundary blow-up solution, it is positive and satisfies:
u(x) d(x)(N−2)/2 → [N(N − 2)/4](N−2)/4 as d(x)→ 0.
Their study was motivated by certain geometric problems.
From the 1990s, the problem of existence, uniqueness and asymptotic behaviour of
boundary blow-up solutions for equations of the form,
u= g(x,u) in Ω, (1.3)
(or equations involving the p-Laplacian) has attracted more studies; see, for example,
[1–6,9,10,14,19–21,23,24,31–33,35–38] and the references therein. These problems have
also found new applications, for example, in understanding pattern formation for popula-
tion models in heterogeneous environment (see reviews in [15,16], and [13,17–19,22]).
While [30] and [39] provide rather sharp criteria for the existence of boundary blow-up
solutions, no sharp criteria for uniqueness of such solutions are available so far. In most
previous papers, the uniqueness problem is approached by firstly obtaining a good blow-
up estimate near ∂Ω , and then applying a comparison principle valid for nonlinearities
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g(x,u) such that g(x,u)/u is increasing in u in the range of all possible boundary blow-
up solutions. This last restriction seems too strong, and may be unnecessary. For example,
if the space dimension is one and g(u) is locally Lipschitz continuous, then one can use the
first integral to easily deduce that uniqueness for (1.1) holds under the existence conditions
of [30] and [39] alone. In higher dimension, it was shown in [21] that if Ω is a ball of
radius R, say BR(0), and g(u) is locally Lipschitz continuous, then for almost all R > 0,
(1.1) has a unique boundary blow-up solution under the existence conditions of [30] and
[39] alone.
In this paper, we examine the uniqueness problem for a class of nonlinearities satisfy-
ing,
g(s) < 0 for s < a, g(s) > 0 for s > a,
but without assuming g(s)/s increasing for all s > a. We show that if the domain Ω is
large, then uniqueness of boundary blow-up solutions can be proved under much weaker
assumptions than those used in previous researches. By a large domain, we mean a domain
of the type λΩ0 with large λ and fixed Ω0. It is easily seen that such a problem is equiv-
alent to a problem on a fixed domain but with a large parameter. More precisely, we will
consider the problem:
u= λf (u) in Ω, u|∂Ω = ∞, (Pλ)
with large λ > 0, where Ω ⊂ RN (N  2) is a bounded domain with smooth boundary. By
a solution of (Pλ) we mean a function u ∈ C1(Ω) satisfying:∫
Ω
Du ·Dψ dx = λ
∫
Ω
f (u)ψ dx, ∀ψ ∈ C∞0 (Ω),
and u(x) → ∞ as d(x) = d(x, ∂Ω) → 0. We will show that, for all large λ, (Pλ) pos-
sesses a unique solution without assuming that f (s)/s is monotone in the entire range of
s ∈ (a,∞).
Our approach is based on the understanding of the asymptotic behaviour of the solutions
of (Pλ) as λ goes to infinity. Some of the ideas used in this paper are built upon those from
the studies for similar equations but with zero boundary conditions introduced in [12] (see
also [11,26–28]), but the boundary blow-up case here is much more difficult to study and
requires new techniques. By [21], as λ → ∞, each solution of (Pλ) becomes very flat inside
Ω and develops a boundary layer. We show in this paper that, the boundary layer, when
rescaled properly, can be estimated by the unique boundary blow-up solution of an ordinary
differential equation. Making use of these boundary layer estimates and a nonexistence
result for a linear equation in the half space, we can finally prove our uniqueness result
under some monotonicity assumptions on f (s) only for s in a neighborhood of ∞
and a.
In order to explain our results more accurately, we now introduce some notations and
assumptions. It can be easily shown that any solution of (Pλ) satisfies u  a in Ω if f
satisfies f (s) < 0 for s < a. Therefore, we will only be concerned with f (s) for s  a.
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Without loss of generality, we may assume a = 0. Let F(s) = ∫ s0 f (ξ)dξ . We make the
following assumptions:
(F1) f ∈C1(0,∞)∩C0([0,∞)), and f (0)= 0, f (s) > 0 for s ∈ (0,∞).
(F2)
∫∞
1 F(s)
−1/2 ds < ∞.
(F3) For some small δ > 0,
(i) f ′(s) > 0, ∀s ∈ (0, δ),
(ii) (f (s)/s)′  0, ∀s ∈ (δ−1,∞).
(F4) For Ψ (t) =
∫∞
t
F (s)−1/2 ds,
lim
t→∞Ψ (βt)/Ψ (t) > 1, ∀β ∈ (0,1).
Let us observe that (F1) and (F3)(ii) imply the existence of some σ0 > 0 such that
f ′(s) > 0, f (s) σ0s, ∀s ∈
(
δ−1,∞). (1.4)
If lims→∞ f (s)/sp = c0 > 0 for some p > 1, then it is easily checked that both (F2)
and (F4) are satisfied; in fact:
lim
t→∞Ψ (βt)/Ψ (t) = β
(1−p)/2 > 1, ∀β ∈ (0,1).
We would like to remark that under the above conditions, f may fail to be Lipschitz at
s = 0 and a solution to (Pλ) is in C1(Ω) but needs not be in C2(Ω); the so called flat core
(or dead core) may occur.
The main result of this paper is the following theorem.
Theorem 1.1. Let f satisfy (F1)–(F4). Then for λ sufficiently large, (Pλ) possesses a
unique nonnegative solution Uλ. Moreover, Uλ → 0 uniformly in any compact set K Ω
as λ → ∞.
The behaviour of Uλ with large λ can be further described, but we need to distinguish
two cases:
(F5)
∫ 1
0 F(s)
−1/2 ds = ∞, and
(F ′5)
∫ 1
0 F(s)
−1/2 ds < ∞.
Theorem 1.2. Let Uλ be the unique nonnegative solution in Theorem 1.1.
(i) If (F5) holds, then minΩ Uλ > 0 in Ω , and hence Uλ ∈C2(Ω).
(ii) If (F ′5) holds, then minΩ Uλ = 0 for all large λ, and if we denote,
Oλ = {x ∈ Ω : Uλ(x)= 0},
then
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lim
λ→∞λ
1/2dist(x,Oλ)= C(F)1/2 for any x ∈ ∂Ω ,where C(F) = 1
2
( ∞∫
0
F(s)−1/2 ds
)2
. (1.5)
We now recall two typical known uniqueness results for comparison. In [3], uniqueness
for (Pλ) with λ = 1 was proved under conditions implying our (F1)–(F4) and moreover,
(f (s)/s)′  0 for all s. In [33], uniqueness for (Pλ) with λ = 1 was proved under
conditions implying our (F1)–(F4) and furthermore,
f ′(s) 0, ∀s, lim
s→∞f
′(s)/
√
F(s)= ∞.
Note that this last condition implies
lim
s→∞f (s)/s
3 = ∞
(see Lemma 2.4 in [33]). Moreover, both papers require f to be C1 everywhere, and
therefore flat cores do not occur in the solutions. Our Theorem 1.1 holds with weaker
assumptions on f , but requires λ to be large.
The rest of the paper is organized as follows. In Section 2, we consider an auxiliary
problem of (Pλ) where the boundary value is a positive constant β instead of ∞. We
obtain good estimates of the behaviour for solutions of this problem for large λ. The key
point is that the sharpness of our estimates is independent of β . In Section 3, we first use
our results in Section 2 to obtain sharp estimates for the behaviour of the solutions to (Pλ)
with large λ, then we apply these estimates to prove our main uniqueness result. As will
become clear, the techniques here involve nontrivial further development of those used in
[12,11,26–28], where the zero boundary condition case was studied.
2. Solutions with constant boundary values
In this section we study the problem:
u= λf (u) in Ω, u= β > 0 on ∂Ω. (2.1)
We will find the asymptotic behaviour of the nonnegative solutions of (2.1) as λ goes to
infinity. Our purpose is to find some estimates that are independent of β . This will allow
us to pass to the limit β → ∞ and obtain a good description of the asymptotic behaviour
for solutions of (Pλ). This constitutes a key step in our proof for uniqueness.
For β > 0, let us define zβ(t) for t  0 by:
β∫
zβ (t)
[
2F(s)
]−1/2 ds = t, ∀t  0 when (F5) holds,
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andβ∫
zβ (t)
[
2F(s)
]−1/2 ds = t, ∀t ∈ [0, tβ ], zβ(t)≡ 0, ∀t  tβ
when (F ′5) holds, where
tβ =
β∫
0
[
2F(s)
]−1/2 ds.
It is easily checked that zβ is the unique solution to the problem:
z′′ = f (z) in (0,∞), z(0)= β, z(∞)= 0. (2.3)
Our main result of this section is the following:
Theorem 2.1. Let f satisfy (F1)–(F3). Then for any given λ > 0 and β > 0, problem (2.1)
has a maximal nonnegative solution and a minimal nonnegative solution. Moreover, for
any given ε > 0, there exists Λ := Λ(ε) > 0 independent of β such that for λ > Λ and
β > 0, any nonnegative solution uβλ of (2.1) satisfies:
max
{
zβ
(√
λ (1 + ε) d(x))− ε,0} uβλ(x)max{zβ(√λ (1 − ε) d(x)), ε} (2.4)
when (F5) holds, and it satisfies:
max
{
zβ
(√
λ (1 + ε) d(x))− ε,0} uβλ(x) zβ(√λ (1 − ε) d(x)), (2.5)
when (F ′5) holds.
Proof. The existence of the maximal and minimal nonnegative solutions for fixed λ > 0
and β > 0 can be easily obtained from a sub- and supersolution argument. Indeed, we know
that 0 is a subsolution and β is a supersolution of (2.1). Due to our assumptions on f , (−f )
is locally quasi-monotone in [0,∞), i.e., for any bounded interval [s1, s2] ⊂ [0,∞), there
exists a continuous increasing function L(s) such that −f (s) + L(s) is non-decreasing
in [s1, s2]. Then the sub- and supersolution argument in [21, p. 1500], shows that (2.1)
has a maximal solution uβλ in the order interval [0, β] in C(Ω), which can be obtained
by a suitable iteration procedure starting from the super solution β . Similarly, (2.1) has
a minimal solution uβλ in the order interval [0, β] in C(Ω), which can be obtained by a
suitable iteration procedure starting from the sub-solution 0. Suppose that v is any other
nonnegative solution of (2.1). If v(x0) = maxΩ v > β , then x0 ∈ Ω and v(x0) 0. But
this is in contradiction to f (v(x0)) > 0. Therefore 0 v  β in Ω and hence uβλ  v  u
β
λ .
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This shows that uβλ is the minimal nonnegative solution and u
β
λ is the maximal nonnegativesolution of (2.1).
The proof for (2.4) and (2.5) turns out to be highly nontrivial, and we will do that in
four steps.
Step 1. We first consider the one-dimensional case. Let Ω be a finite interval (0, T ), and
consider the problem:
φ′′ = λf (φ) in (0, T ), φ(0)= φ(T )= β. (2.6)
It is easily seen that our above argument applies to (2.6) and so it has a maximal and a
minimal nonnegative solution, which we denote by φβλ and φ
β
λ , respectively. Moreover, due
to (F2), a standard argument shows that φ∞λ = limβ→∞ φβλ(t) exists and is a nonnegative
solution of (2.6) with β = ∞. A simple comparison consideration shows that both φβλ and
φ
β
λ are increasing with β . Therefore,
φβ
λ
(t) φβλ (t) φ
∞
λ (t), ∀t ∈ (0, T ), ∀λ > 0, ∀β ∈ (0,∞). (2.7)
By [21, Theorems 1.4 and 1.6] (all the results there hold in space dimension one, as an
easy inspection shows), we have:
lim
λ→∞φ
∞
λ = 0 uniformly on compact subsets of (0, T ), (2.8)
and when (F ′5) holds, then for any given compact subset K of (0, T ), there exists
Λ= Λ(K) such that
φ∞λ ≡ 0 on K, ∀λ > Λ. (2.9)
Let φ(t) = φβλ (t) denote either φβλ(t) or φβλ(t). Then φ is symmetric about t = T/2.
Denote m = mβλ = φ(T/2). By the strong maximum principle we know that m > 0 when
(F5) holds, and when (F ′5) holds, then by (2.7), (2.9), there exists Λ0 > 0 independent of
β such that m = mβλ = 0 for all λ > Λ0. In this second case, we easily see from the first
integral that
φ
β
λ (t) = zβ
(√
λ t
)
, ∀t ∈ [0, T /2]. (2.10)
We now suppose that (F5) holds. For any given small ε > 0, by (2.7) and (2.8), we can
find Λ1 > 0 independent of β such that for λ > Λ1, mβλ is so small that F(m
β
λ) εF (ε).
By the first integral, we have:
β∫
φ(λ−1/2t )
[
2F(s)− 2F (mβλ)]−1/2 ds = t, ∀t ∈ [0, λ1/2T/2]. (2.11)
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From this we easily see that φ is strictly decreasing in (0, T /2) and whenever β > ε, there
β 1/2exists a unique t = tλ ∈ (0, λ T /2) such that
φ
β
λ
(
λ−1/2tβλ
)= ε.
It follows that, for t ∈ [0, tβλ ] and λ >Λ1,
t =
β∫
φ
β
λ (λ
−1/2t )
[
2F(u)− 2F (mβλ)]−1/2 du
β∫
φ
β
λ (λ
−1/2t )
[
2(1 − ε)F (u)]−1/2 du.
This implies that
φ
β
λ
(
λ−1/2t
)
 zβ
(√
1 − ε t), ∀t ∈ [0, tβλ ], ∀λ >Λ1.
Since
φ
β
λ
(
λ−1/2t
)
 φβλ
(
λ−1/2tβλ
)= ε, ∀t ∈ (tβλ , λ1/2T/2],
we obtain:
φ
β
λ (t)max
{
zβ
(√
(1 − ε)λ t), ε}, ∀t ∈ [0, T /2], ∀λ >Λ1. (2.12)
From (2.11), we also deduce:
t >
β∫
φ
β
λ (λ
−1/2t )
[
2F(s)
]−1/2 ds,
and hence φβλ (λ−1/2t) > zβ(t), or equivalently
φ
β
λ (t) > zβ
(
λ1/2t
)
, ∀t ∈ [0, T /2]. (2.13)
Together with (2.10) and (2.12), we find that (2.4) and (2.5) hold in the case Ω = (0, T ).
Step 2. We now prove some partial estimates for the case that Ω is an annulus with
N  2. These partial estimates will be used to eventually prove (2.4) and (2.5) for a general
smooth Ω .
Let A = {x ∈ RN : 0 < R1 < |x| < R2}. Suppose that vβλ and vβλ are the maximal and
minimal nonnegative solutions of (2.1) with Ω = A, respectively. In the following analysis,
we use v
β
λ to denote either the maximal or the minimal nonnegative solution. We know that
v
β
λ is radially symmetric and hence satisfies:(
rN−1v′
)′ = λrN−1f (v) for r ∈ (R1,R2), v(R1) = v(R2)= β. (2.14)
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Settingρ = g(r) =
{(
R2−N1 − r2−N
)
/(N − 2), if N = 2,
log(r/R1), if N = 2,
and wβλ (ρ) = vλ(g−1(ρ)), we find that wβλ satisfies:
w′′ = λ[g−1(ρ)]2(N−1)f (w) in (0, T ), w(0)= w(T )= β,
where the derivative is in ρ and T = g(R2).
Since g−1(ρ)R2 for ρ ∈ [0, T ], we find that wβλ is a super solution to the problem:
W ′′ = λR2(N−1)2 f (W) in (0, T ), W(0) = W(T )= β. (2.15)
It follows easily that the minimal nonnegative solution W of (2.14) satisfies W(ρ)wβλ (ρ)
for ρ ∈ [0, T ]. For W , we can use the estimates (2.10), (2.12) and (2.13). For example, if
(F5) holds, then for any small ε > 0, there exists Λ1 = Λ1(ε) independent of β > 0 such
that
W(ρ) zβ
(√
λR
(N−1)
2 ρ
)
, ∀λ >Λ1/R2(N−1)1 , ∀ρ ∈ [0, T /2].
Therefore,
v
β
λ
(
g−1(ρ)
)
 zβ
(√
λR
(N−1)
2 ρ
)
, ∀λ >Λ1/R2(N−1)1 , ∀ρ ∈ [0, T /2],
or equivalently,
v
β
λ (r) zβ
(√
λRN−12 g(r)
)
, ∀λ >Λ1/R2(N−1)1 , ∀r ∈ [R1,R3/2],
where R3/2 = g−1(T /2). Since
RN−11 g(R1 + t) = RN−11
[
g′(R1)t + o(t)
]= t + o(t) as t → 0,
for any given small ε > 0 we can find δε > 0 such that
RN−12 g(R1 + t) (R2/R1)N−1(1 + ε)t, ∀t ∈ [0, δε].
It follows that
zβ
(√
λRN−12 g(R1 + t)
)
 zβ
(
(1 + ε)(R2/R1)N−1
√
λ t
)
, ∀t ∈ [0, δε].
By (F2), we easily see that zβ is well-defined even if β = ∞. Moreover, z∞(t) is
decreasing, satisfies (2.3) with β = ∞ and z∞(t) > zβ(t) for all t > 0 and β > 0. Let
Λ2 = Λ2(ε) > Λ1(ε) be such that z∞((1 + ε)(R2/R1)N−1
√
λδε) < ε for λ >Λ2. Then
zβ
(
(1 + ε)(R2/R1)N−1
√
λ t
)
< ε, ∀λ >Λ2,∀t  δε,∀β > 0.
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Therefore, for λ >Λ2 and t ∈ [0,R3/2 −R1],zβ
(√
λRN−12 g(R1 + t)
)
max
{
zβ
(
(1 + ε)(R2/R1)N−1
√
λ t
)− ε,0}.
It follows that, for λ >Λ2 and t ∈ [0,R3/2 −R1],
v
β
λ (R1 + t)max
{
zβ
(
(1 + ε)(R2/R1)N−1
√
λ t
)− ε,0}. (2.16)
In a similar fashion, since g−1(ρ)R1, wβλ is a sub-solution to the problem:
w′′ = λR2(N−1)1 f (w) in (0, T ), w(0)= w(T ) = β,
and hence, by a parallel analysis to the above, we can find Λ3 = Λ3(ε) > 0 such that
v
β
λ
(
g−1(ρ)
)
 zβ
(√
(1 − ε)λRN−11 (T − ρ)
)
, ∀ρ ∈ [T/2, T ], ∀λ >Λ3.
Or equivalently,
v
β
λ (r) zβ
(√
(1 − ε)λRN−11
[
T − g(r)]), ∀r ∈ [R3/2,R2], ∀λ >Λ3.
Since RN−12 [T − g(R2 − t)] = t + o(t) as t → 0, we can now argue similarly to the above
to find some Λ4 = Λ4(ε) > Λ3(ε) such that, for λ >Λ4 and t ∈ [0,R2 −R3/2],
v
β
λ (R2 − t)max
{
zβ
(
(1 − ε)(R1/R2)N−1
√
λ t
)
, ε
}
. (2.17)
When (F ′5) is satisfied, we use (2.10) instead of (2.12) and (2.13) and find that (2.16)
still holds while (2.17) can be improved to
v
β
λ (R2 − t) zβ
(
(1 − ε)(R1/R2)N−1
√
λ t
)
, ∀λ >Λ2, ∀t ∈ [0,R2 −R3/2]. (2.18)
Step 3. We need to improve (2.16) for later use. For given small ε > 0 and ξ ∈
[1, (R2/R1)N−1], we let
wξ(r)= wβξ,λ(r)= max
{
zβ
(
(1 + ε)ξ√λ (r −R1)
)− δ(ε),0} for r ∈ [R1,R3/2],
where δ(ε) ∈ (0, ε) is chosen so that∣∣f (s + δ(ε))− f (s)∣∣ ε min
[δ,δ−1]
f (t), ∀s ∈ [δ, δ−1]. (2.19)
Here δ > 0 is given in (F3). We will show that there exists Λ5 = Λ5(ε) independent of
β and ξ such that for all λ > Λ5 and ξ ∈ [1, (R2/R1)N−1], wξ(r) is a sub-solution to a
variant of (2.14), namely,(
rN−1v′
)′ = λrN−1f (v) for r ∈ (R1,R3/2), v(R1) = β, v(R3/2)= 0. (2.20)
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We will then apply a sweeping out principle to conclude that (2.16) holds with (R2/R1)N−1
replaced by 1.
It is easily seen that wξ decreases as ξ increases. If Λ′ = Λ′(ε) > 0 is large enough, we
have:
z∞
(
(1 + ε)√λT1
)
< δ(ε), ∀λ >Λ′,
where T1 = R3/2 −R1. It follows that for each β > δ(ε), λ >Λ′(ε) and ξ  1, there exists
a unique tξ = tβξ,λ ∈ (0, T1) such that
wξ(R1 + tξ )= 0, wξ (R1 + t) > 0, ∀t ∈ [0, tξ ),
wξ (R1 + t) = 0, ∀t ∈ (tξ , T1].
We find that the jump of the derivative of wξ at R1 + tξ is of the right sign in using the
weak formulation to check that wξ is a sub-solution to (2.20) (see [7]), and we only need
to check that it satisfies the right differential inequality over (R1,R1 + tξ ), i.e.,
w′′ξ +
N − 1
r
w′ξ  λf (wξ ) for r ∈ (R1,R1 + tξ ). (2.21)
Using (2.19) and (F3), we obtain by a direct calculation that, for r ∈ (R1,R1 + tξ ),
w′′ξ (r)+
N − 1
r
w′ξ (r)− λf
(
wξ(r)
)
= (1 + ε)2ξ2λz′′β
(
(1 + ε)ξ√λ (r −R1)
)
+ N − 1
r
(1 + ε)ξ√λz′β
(
(1 + ε)ξ√λ (r −R1)
)− λf (wξ(r))
= (1 + ε)2ξ2λf (wξ(r)+ δ(ε))− N − 1
r
(1 + ε)ξ√λ
√
2F
(
wξ(r)+ δ(ε)
)− λf (wξ(r))
 ε2ξ2λf
(
wξ(r)+ δ(ε)
)− N − 1
r
(1 + ε)ξ√λ
√
2F
(
wξ(r)+ δ(ε)
)
 ε2λf
(
wξ(r)+ δ(ε)
)− N − 1
R1
(1 + ε)(R2/R1)N−1
√
λ
√
2F
(
wξ(r)+ δ(ε)
)
.
Therefore, to prove (2.21), it suffices to show that there exists Λ5 = Λ5(ε) > Λ′(ε) so that
for λ >Λ5 and r ∈ (R1,R1 + tξ ),
ε2λ1/2f
(
wξ(r)+ δ(ε)
)−M√F (wξ(r)+ δ(ε)) 0, (2.22)
where M = N−1
R1
2(R2/R1)N−1.
By (1.4),
f ′(s) 0 and f (s) σ0s, ∀s  1/δ.
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Therefore, F(t) F(1/δ) for t ∈ (0,1/δ], and for t > 1/δ we have:F(t) = F(1/δ)+
t∫
1/δ
f (s)ds
 F(1/δ)+ (t − 1/δ)f (t) F(1/δ)+ tf (t) F(1/δ)+ σ−10
[
f (t)
]2
.
We now choose Λ5 = Λ5(ε) > Λ′(ε) so that for λ >Λ5,
ε2λ1/2 min[δ(ε),1/δ]f (t)M
[
F(1/δ)
]1/2
,
and (
ε4λ−M2σ−10
)
(σ0/δ)
2 M2F(1/δ).
Since [f (t)]2  (σ0/δ)2 for t  1/δ, it is easily checked that
ε2λ1/2f (t)−M√F(t) 0, ∀t  δ(ε), ∀λ >Λ5.
Therefore (2.22) holds when λ >Λ5. This completes our proof for (2.21).
We now see that for each fixed λ > Λ5, {wξ : ξ ∈ [1, (R2/R1)N−1]} is a family of sub-
solutions of (2.20) while vβλ is a super solution to (2.20). Moreover, by (2.16), we can find
Λ6 = Λ6(ε) > Λ5(ε) such that for λ >Λ6 and t ∈ [0,R3/2 −R1],
v
β
λ(R1 + t)max
{
zβ
((
1 + δ(ε))(R2/R1)N−1√λ t)− δ(ε),0}
max
{
zβ
(
(1 + ε)(R2/R1)N−1
√
λ t
)− δ(ε),0}
= wξ0(R1 + t), where ξ0 = (R2/R1)N−1.
Evidently none of the wξ is a solution to (2.1). Therefore we can apply an obvious variant
of Proposition 1 in [12] to conclude that w1  vβλ . Since δ(ε) < ε, it follows that
v
β
λ (R1 + t)max
{
zβ
(
(1 + ε)√λ t)− ε,0}, ∀t ∈ [0,R3/2 −R1], ∀λ >Λ6. (2.23)
Step 4. We are now ready to prove (2.4) and (2.5) for a general smooth Ω .
Since ∂Ω is smooth, it satisfies a uniform interior and exterior sphere condition, that is,
there exist R and R1 such that any x0 ∈ ∂Ω can be touched by a ball BR(y0) of radius R
lying inside Ω and by a ball BR1(z0) of radius R1 lying outside Ω . Clearly the centers y0
and z0 of the balls are determined uniquely by x0 and the three points x0, y0 and z0 lie on
a straight line.
We now choose R2 large enough such that the annulus A1 := BR2(z0) \BR1(z0) always
contains Ω . Clearly the annulus A2 = Aε2 := BR(y0) \ B(1−ε)R(y0) is always contained
in Ω .
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For fixed β > 0, let u1λ be the minimal nonnegative solution of (2.1) with Ω = A1 and
2let uλ be the maximal nonnegative solution of (2.1) with Ω = A2. Since A2 ⊂ Ω ⊂ A1, it
is easily seen that
u1λ  u
β
λ  u
β
λ  u
2
λ in A2. (2.24)
Consider now the line segment,
Lx0y0 :=
{
y0 + t
R
(x0 − y0): t ∈
[
R(1 − ε),R]}⊂ A2 ⊂ A1.
By (2.17), (2.18) and (2.23), for the given small ε > 0, there exist Λ = Λ(ε) large and
η = η(ε) > 0 small, both independent of β > 0, such that, for λ > Λ,
u1λ
(
y0 + t
R
(x0 − y0)
)
max
{
zβ
(√
λ (1 + ε)(R − t))− ε,0},
∀t ∈ [R − η(ε),R], (2.25)
and when (F5) holds, we have:
u2λ
(
y0 + t
R
(x0 − y0)
)
max
{
zβ
(√
λ(1 − ε)N(R − t)), ε},
∀t ∈ [R − η(ε),R], (2.26)
while if (F ′5) holds, then
u2λ
(
y0 + t
R
(x0 − y0)
)
 zβ
(√
λ (1 − ε)N(R − t)), ∀t ∈ [R − η(ε),R]. (2.27)
Making use of (2.24)–(2.27), we find that for any nonnegative solution uβλ of (2.1), if
λ >Λ and if (F5) holds, then for d(x) η(ε),
max
{
zβ
(√
λ (1 + ε) d(x))− ε,0} uβλ(x)max{zβ(√λ (1 − ε)N d(x)), ε}, (2.28)
and if λ >Λ and (F ′5) holds, then for d(x) η(ε),
max
{
zβ
(√
λ (1 + ε) d(x))− ε,0} uβλ(x) zβ(√λ(1 − ε)N d(x)). (2.29)
On the other hand, by Corollaries 1.7 and 1.8 of [21], we can find Λ∗ = Λ∗(ε)
independent of β such that for λ >Λ∗(ε),
0 uβλ  ε for d(x) η(ε),
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and when (F ′5) holds,u
β
λ ≡ 0 for d(x) η(ε).
Clearly (2.4) and (2.5) follows from these and (2.28) and (2.29). The proof of Theorem 2.1
is complete. 
3. Boundary blow-up solutions
In this section we will first use the results in Section 2 to obtain a good description of
the asymptotic behaviour of the solutions of (Pλ) for large λ, and then prove the solution
is unique for such λ.
Theorem 3.1. Let f satisfy (F1)–(F3) and let z∞ be the unique solution of (2.3) with
β = ∞. Then for any given small ε > 0, there exists Λ∗ Λ∗(ε) > 0 such that for λ >Λ∗,
any nonnegative solution Uλ of (Pλ) satisfies:
max
{
z∞
(√
λ (1 + ε) d(x))− ε,0}Uλ(x)max{z∞(√λ (1 − ε) d(x)), ε} (3.1)
when (F5) holds, and it satisfies:
max
{
z∞
(√
λ (1 + ε) d(x))− ε,0}Uλ(x) z∞(√λ (1 − ε) d(x)) (3.2)
when (F ′5) holds.
Proof. The existence of Uλ for any λ > 0 follows from [21, Theorem 3.7].
For small σ > 0, we define
Ωσ =
{
x ∈ Ω : d(x) > σ}.
Clearly Ωσ ⊂ Ω . Let Uλ be an arbitrary nonnegative solution of (Pλ) and define
β+(σ )= max
∂Ωσ
Uλ, β
−(σ ) = min
∂Ωσ
Uλ.
Then
β+(σ ) β−(σ ) → ∞ as σ → 0.
Let uβλ,σ and u
β
λ,σ denote the maximal and minimal nonnegative solutions of (2.1) with
Ω = Ωσ , respectively. Then we easily see that
u
β+(σ )
λ,σ Uλ  u
β−(σ )
λ,σ in Ωσ . (3.3)
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From the proof of Theorem 2.1, it is easily seen that when (2.4) and (2.5) are applied to
(2.1) with Ω = Ωσ , then the Λ(ε) in that theorem can be chosen to be independent of σ for
all small σ . Therefore, for any given small ε > 0 and σ0 > 0, there exists Λ = Λ(σ0, ε) so
that for λ >Λ, β > 0 and σ ∈ [0, σ0], any nonnegative solution uβλ,σ of (2.1) with Ω = Ωσ
satisfies, with d(x)= d(x, ∂Ω),
max
{
zβ
(√
λ (1 + ε)[d(x)− σ ])− ε,0}
 uβλ,σ (x)max
{
zβ
(√
λ (1 − ε)[d(x)− σ ]), ε} (3.4)
when (F5) holds, and it satisfies:
max
{
zβ
(√
λ (1 + ε)[d(x)− σ ])− ε,0}
 uβλ,σ (x) zβ
(√
λ (1 − ε)[d(x)− σ ]) (3.5)
when (F ′5) holds.
Combining (3.3)–(3.5), we obtain, for λ >Λ,
max
{
zβ−(σ )
(√
λ (1 + ε)[d(x)− σ ])− ε,0}
Uλ(x)max
{
zβ+(σ )
(√
λ (1 − ε)[d(x)− σ ]), ε} (3.6)
when (F5) holds, and
max
{
zβ−(σ )
(√
λ (1 + ε)[d(x)− σ ])− ε,0}
Uλ(x) zβ+(σ )
(√
λ (1 − ε)[d(x)− σ ]) (3.7)
when (F ′5) holds.
From the definition of zβ , it is easy to see that zβ increases to z∞ as β → ∞ uniformly
on [t0,∞) for any t0 > 0. Therefore,
zβ−(σ )
(√
λ (1 + ε) d(x))→ z∞(√λ (1 + ε) d(x))
as σ → 0 uniformly on Ωσ1 for any σ1 ∈ (0, σ0). It is clear that
zβ+(σ )
(√
λ (1 − ε)[d(x)− σ ]) z∞(√λ (1 − ε)[d(x)− σ ]) in Ωσ .
Therefore, for any fixed σ ∈ (0, σ0), since
zβ−(σ )
(√
λ (1 + ε) d(x)) zβ−(σ )(√λ (1 + ε)[d(x)− σ ]),
it follows from (3.6) and (3.7) that for λ >Λ,
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max
{
z∞
(√
λ (1 + ε) d(x))− ε,0}Uλ(x)max{z∞(√λ(1 − ε)[d(x)− σ ]), ε},∀x ∈ Ωσ
when (F5) holds, and
max
{
z∞
(√
λ (1 + ε) d(x))− ε,0}Uλ(x) z∞(√λ (1 − ε)[d(x)− σ ]), ∀x ∈Ωσ
when (F ′5) holds. Letting σ → 0, we obtain (3.1) and (3.2). This proves Theorem 3.1. 
Using (3.2) and the definition of z∞, we immediately obtain the following estimate for
the flat cores of solutions of (Pλ) when (F ′5) holds.
Corollary 3.2. Let f satisfy (F1)–(F3) and (F ′5) and Uλ be the flat core of a nonnegative
solution Uλ of (Pλ). Then
lim
λ→∞λ
1/2dist(x,Uλ) =
∞∫
0
[
2F(s)
]−1/2 ds for any x ∈ ∂Ω. (3.8)
Note that (3.8) also follows from the result on p. 1510 of [21].
We are now ready to prove our uniqueness result.
Theorem 3.3. Let f satisfy (F1)–(F4). Then for λ sufficiently large, (Pλ) has a unique
nonnegative solution.
Proof. We first show that for each λ > 0, (Pλ) has a minimal nonnegative solution. For
small σ > 0, let Ωσ = {x ∈ Ω : d(x) > σ }, and let uβλ,σ denote the minimal nonnegative
solution of (2.1) with Ω replaced by Ωσ . Then clearly any nonnegative solution Uλ of
(Pλ) satisfies Uλ  uβλ,σ in Ωσ for all small σ . The existence of such Uλ is guaranteed
by [21]. It follows easily that uβλ := limσ→0 uβλ,σ is a nonnegative solution of (2.1) on Ω
and satisfies uβλ  u
β
λ Uλ in Ω . Therefore, Vλ := limβ→∞ uβλ is the minimal nonnegative
solution of (Pλ).
We now set to prove the proposed uniqueness result for large λ. Let θ ∈ C∞[0,∞)
satisfy:
θ(s)= 1 in [0, ρ1], 0 < θ(s) < 1 in (ρ1, ρ0), θ(s)= 0 in [ρ0,∞),
where ρ1 < ρ0 are chosen such that
0 < z∞(ρ0) < δ < δ−1 < z∞(ρ1),
with δ determined by (F3). Define
θλ(x)= θ
(
λ1/2dist(x, ∂Ω)
)
.
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The strategy of our proof below is to show that there exists Λ> 0 large such that, if Vλ
is the minimal nonnegative solution of (Pλ) and Uλ is any other nonnegative solution of
this same problem, then
Uλ  (1 + εθλ)Vλ in Ω (3.9)
for all λ > Λ and all ε > 0. If this can be proved, then we let ε → 0 and obtain
Vλ  Uλ  Vλ for all λ > Λ. Therefore there is a unique nonnegative solution to (Pλ)
whenever λ >Λ.
If (3.9) is not true, then we can find sequences {εn}, {λn} and {xn} ⊂ Ω with εn > 0,
λn → ∞ as n→ ∞ such that
Uλn(xn) >
(
1 + εnθλn(xn)
)
Vλn(xn). (3.10)
We may assume εn → 0 as n → ∞. We are going to derive a contradiction. For
convenience, we denote {Un} ≡ {Uλn}, {Vn} ≡ {Vλn}, {θn} ≡ {θλn}.
Denoting d(x)= dist(x, ∂Ω), we know from [2] (see also Corollary 4.6 in [35]) that
lim
d(x)→0
(
Uλ(x)/Vλ(x)
)= 1.
Thus, for every fixed n,
lim
d(x)→0
[
Un(x)−
(
1 + εnθn(x)
)
Vn(x)
]= −∞.
Setting Wn = Un − (1 + εnθn)Vn, we know from (3.10) and the above limit that maxΩ Wn
is achieved at some ηn ∈ Ω and Wn(ηn) > 0.
By passing to a subsequence, we have three cases to consider:
(i) λ1/2n d(ηn) > ρ0 for all n,
(ii) ρ1  λ1/2n d(ηn) ρ0 for all n,
(iii) λ1/2n d(ηn) < ρ1 for all n.
For case (i), we know from the asymptotic behaviour of Uλ and Vλ as λ → ∞ given in
Theorem 3.1 that Un(ηn) < δ and Vn(ηn) < δ for all large n. Thus, there is a neighborhood
B(ηn)= Bn(ηn) of ηn such that, for x ∈ B(ηn) and all large n,
Wn(x) > 0, θn(x)= 0, 0Un(x) < δ, 0 Vn(x) < δ.
Thus, Wn = λn(f (Un) − f (Vn)) > 0 in B(ηn), a contradiction to the fact that Wn
achieves a maximum at ηn ∈B(ηn).
If case (iii) occurs, it follows from Theorem 3.1 that Un(ηn) > δ−1 and Vn(ηn) > δ−1
for all large n. Therefore, for each large n, there exists a neighborhood B(ηn)= Bn(ηn) of
ηn such that
Wn(x) > 0, Vn(x) > δ−1, Un(x) > δ−1, θn(x)= 1 in B(ηn)
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andWn = λn
[
f (Un)− (1 + εn)f (Vn)
]
 λn
[
f (Un)− f
(
(1 + εn)Vn
)]
> 0 in B(ηn).
This leads to a contradiction as before.
Therefore only case (ii) is possible.
Let η˜n ∈ ∂Ω be the point of ∂Ω closest to ηn. Choose a subsequence such that
η˜n → η˜ ∈ ∂Ω . Then choose coordinates such that Tη˜(∂Ω) = {x ∈ RN : x1 = 0} and
νη˜ = e1 = (1,0, . . . ,0), where νη˜ is the inward normal vector of ∂Ω at η˜ and Tη˜(∂Ω)
denotes the tangent plane of ∂Ω at η˜. We make a change of variables Xn = λ1/2n (x − η˜n)
and let U˜n(Xn)= Un(x), V˜n(Xn) = Vn(x), θ˜n(Xn)= θn(x) and W˜n(Xn)= Wn(x).
We now divide our discussion into two cases:
(a) (F5) holds, and (b) (F ′5) holds.
Case (a): In case (a), we easily see that W˜n satisfies the equation:
W˜n = f ′
(
ξ˜n
)
W˜n + εnθ˜nf ′
(
ζ˜n
)
V˜n − εn
[
θ˜nf
(
V˜n
)+ V˜nθ˜n + 2∇ θ˜n · ∇V˜n] in Ω˜n,
with the boundary condition
W˜n = −∞ on ∂Ω˜n,
where
Ω˜n =
{
Xn = λ1/2n
(
x − η˜n
)
: x ∈ Ω},
ξ˜n(x) ∈
(
min
{(
1 + εnθ˜n(x)
)
V˜n(x), U˜n(x)
}
,max
{(
1 + εnθ˜n(x)
)
V˜n(x), U˜n(x)
})
and
ζ˜n(x) ∈
(
V˜n(x),
(
1 + εnθ˜n(x)
)
V˜n(x)
)
.
Setting Mn = maxW˜n and Ŵn = W˜n/Mn, we find that Ŵn satisfies the equation:
Ŵn = f ′
(
ξ˜n
)
Ŵn + εn
Mn
θ˜nf
′(ζ˜n)V˜n − εn
Mn
[
θ˜nf
(
V˜n
)+ V˜nθ˜n + 2∇ θ˜n · ∇V˜n] in Ω˜n.
By passing to a subsequence, we have two cases to consider here:
(α) εn
Mn
→ c 0 as n → ∞.
(β) εn
Mn
→ ∞ as n→ ∞.
For case (α), by the asymptotic behaviour of Uλ and Vλ obtained in Theorem 3.1,
and a standard regularity argument (see, e.g., the proof of Theorem 1.1 in [29] and
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Theorem 2 in [12]), for any compact set K  T1, U˜n(Xn) → z∞(x1), V˜n(Xn) → z∞(x1)
n 1and θ˜n(X )→ θ(x1) in C (K) as n → ∞, where
T1 =
{
x = (x1, x2, . . . , xN) ∈ RN : x1 > 0
}
,
and z∞ is the unique positive solution of (2.3) with β = ∞.
Since
θ˜nf
(
V˜n
)+ V˜nθ˜n + 2∇ θ˜n · ∇V˜n → θf (z∞)+ z∞θ ′′ + 2θ ′z′∞ = (θz∞)′′,
and
1 Ŵn − εn
Mn
θ˜nV˜n → −cθz∞,
we find that Ŵn converges in C1loc(T1) to a solution Ŵ of the problem:

[
Ŵ (x)+ cθ(x1)z∞(x1)
]= f ′(z∞(x1))[Ŵ (x)+ cθ(x1)z∞(x1)] in T1, (3.11)
and
−cθz∞  Ŵ  1 in T1.
Moreover, if we denote Zn = λ1/2n (ηn − η˜n), we know that, subject to a subsequence,
Zn → Ẑ = (Ẑ1,0, . . . ,0) with
ρ1  Ẑ1  ρ0, max
T1
Ŵ = Ŵ (Ẑ)= 1.
Now we show that such Ŵ cannot exist. We divide the proof into two steps.
Step 1. There exists a solution q(t) of the equation:
z′′ = f ′(z∞)z in (0,∞), (3.12)
which is positive on (0,∞) and
lim
t→0q(t)= ∞, limt→∞q(t)= ∞.
We easily see that −(z∞)′(t) is a positive solution of (3.12) in (0,∞) and
lim
t→0
[−(z∞)′(t)]= ∞, lim
t→∞
[−(z∞)′(t)]= 0.
Choose ε > 0 small such that f ′(z∞(t)) > 0 for all t ∈ (0, ε], and let zε denote the solution
of (3.12) in (0,∞) satisfying zε(ε) = 1 and z′ε(ε)= 0. Since z′′ε (ε)= f ′(z∞(ε))zε(ε) > 0,
we find that zε has a local minimum at t = ε and zε is decreasing in a small interval
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(ε1, ε) ⊂ (0, ε). If (ε1, ε) is the largest possible such interval, we claim that ε1 = 0.
Otherwise, we must have ε1 ∈ (0, ε) and
zε(ε1) > 0, z′ε(ε1)= 0, z′′ε (ε1) 0.
But this is in contradiction to z′′ε (ε1)= f ′(z∞(ε1))zε(ε1) > 0.
We next show that zε(t) > 0 for t > ε, and zε(t) → ∞ as t → ∞. Since(
(z∞)′z′ε − zε(z∞)′′
)′ ≡ 0 in (0,∞),
we obtain:
(z∞)′z′ε − zε(z∞)′′ ≡ −(z∞)′′(ε)= −f
(
z∞(ε)
)
< 0. (3.13)
Hence (zε/z′∞)′ < 0 and zε(t) > z′∞(t)/z′∞(ε) > 0 for t > ε.
Since z′∞(t) → 0 and z′′∞(t) → 0 as t → ∞, (3.13) and (3.12) infer that zε(t) cannot
stay bounded on [ε,∞). This implies that zε → ∞ as t → ∞ for otherwise zε has a
sequence of local minima {tn} such that tn → ∞ and zε(tn) stays bounded, and it follows
that
z′∞(tn)z′ε(tn)− zε(tn)z′′∞(tn)= −zε(tn)z′′∞(tn)→ 0,
contradicting (3.13). Now clearly,
q(t) := zε(t)− z′∞(t)
has the required properties.
Step 2. We show that Ŵ cannot exist.
From the conditions on f we easily see that
lim
t→0
z∞(t)
−(z∞)′(t) = lims→∞
s√
2F(s)
= 0.
Thus, if we define
r(x) := (Ŵ (x)+ cθ(x1)z∞(x1))/q(x1) for x1 > 0,
then r(x) → 0 as x1 → ∞ and as x1 → 0, uniformly in (x2, . . . , xN). Therefore we can
find
xn = (xn1 , xn2 , . . . , xnN) with {xn1} bounded away from both 0 and ∞,
such that
0 < sup
{
r(x): 0 < x1 < ∞
}= lim
n→∞ r
(
xn
)
.
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We may assume that xn1 → x01 > 0.̂ ̂ n n ̂Let Wn(x) = W(x − (0, x2 , . . . , xN)). We find that Wn satisfies (3.11), and by a
standard regularity and compactness consideration, by passing to a subsequence, Ŵn →
Ŵ∗ uniformly on compact subsets of T1, and Ŵ∗ satisfies (3.11) with −cθz∞  Ŵ∗  1
on T1, and furthermore,
r∗(x) := [Ŵ∗(x)+ cθ(x1)z∞(x1)]/q(x1)
has the property
0 < sup
{
r∗(x): 0 < x1 < ∞
}= r∗(x01 ,0, . . . ,0),
i.e., r∗(x) achieves its positive maximum on T1 at the interior point (x01 ,0, . . . ,0). This
contradicts the maximum principle, since a simple calculation shows that r∗ satisfies the
elliptic equation:
r∗ + 2q−1∇q · ∇r∗ = 0.
This completes the proof for case (α).
For case (β), i.e., εn/Mn → ∞ as n→ ∞, we may assume that 0 <Mn < εn for all n.
Denote ε∗n = Mn and define
W∗n = Un − (1 + ε∗nθn)Vn.
Clearly W∗n Wn and M∗n := maxΩ W∗n is achieved at some η∗n ∈Ω , and M∗n Mn.
We now apply to W∗n our previous discussions for Wn and find that everything carries
over, except that now, ε∗n/M∗n = Mn/M∗n  1, i.e., only case (α) occurs. We can now derive
a contradiction as before.
This completes the proof of our theorem for case (a) where (F5) holds.
Case (b): We now consider case (b) where (F ′5) holds. We will use the same notation as
in the proof of case (a), but need to be more careful.
Now Ŵn satisfies the equation:
Ŵn = f ′
(
ξ˜n
)
Ŵn + εn
Mn
θ˜nf
′(ζ˜n)V˜n − εn
Mn
[
θ˜nf
(
V˜n
)+ V˜nθ˜n + 2∇ θ˜n · ∇V˜n]
in the part of Ω˜n where U˜n > 0 and V˜n > 0.
Let
Mn =
{
Xn: U˜n
(
Xn)= 0}, Nn = {Xn: V˜n(Xn)= 0}, t∞ = ∞∫
0
[
2F(s)
]−1/2 ds.
From (3.2) we find that Mn = ∅, Nn = ∅ for large n, and moreover,
Mn →M := {x: t∞  x1 < ∞}, Nn →M
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as n → ∞, in the obvious sense. Therefore, for all large n, the equation for W˜n above is∗defined on any compact subset of T1 := T1 \M .
By passing to a subsequence, we again have two cases to consider:
(α) εn/Mn → c 0 as n→ ∞,
(β) εn/Mn → ∞ as n → ∞.
By arguments similar to those in the proof of case (a), we have that U˜n → z∞0 , V˜n → z∞0
in C1(K) as n → ∞ for any K  T1.
By a standard elliptic regularity consideration, we see that in case (α), Ŵn converges in
C1(K) to Ŵ as n→ ∞ for any K  T ∗1 and Ŵ satisfies:

[
Ŵ (x)+ cθ(x1)z∞0 (x1)
]= f ′(z∞0 (x1))[Ŵ + cθ(x1)z∞0 (x1)] in T ∗1 ,
and
−cθz∞  Ŵ  1 in T ∗1 .
Moreover, if we denote Zn = λ1/2n (ηn − η˜n), we know that, subject to a subsequence,
Zn → Ẑ = (Ẑ1,0, . . . ,0) with
ρ1  Ẑ1  ρ0, max
T ∗1
Ŵ = Ŵ (Ẑ)= 1.
As in case (a), we show that such Ŵ cannot exist in two steps.
Firstly we show that there exists a solution q(t) of the equation:
z′′ = f ′(z∞)z in (0, t∞),
which is positive on (0, t∞) and
lim
t→0q(t)= ∞, limt→t∞ q(t)= ∞.
We define zε as in case (a) and find by the argument there that it is positive on (0, t∞).
We claim that limt→t∞zε(t) = ∞. Otherwise, from (3.13) we find that
z′∞(t)z′ε(t) = zε(t)f
(
z∞(t)
)− f (z∞(ε))→ −σε < 0
as t → t∞. It follows that for some t1 ∈ (ε, t∞),
z′∞(t)z′ε(t) < −σε/2, ∀t ∈ [t1, t∞).
Therefore,
zε(t) > zε(t1)+ (σε/2)
t∫
t1
[−z′∞(s)]−1 ds, ∀t ∈ [t1, t∞).
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Butlim
t→t∞
−z′∞(t)
t∞ − t = limt→t∞ z
′′∞(t) = limt→t∞ f
(
z∞(t)
)= 0.
This implies that
t∫
t1
[−z′∞(s)]−1 ds → ∞ as t → t∞.
Thus zε(t) → ∞ as t → t∞ and we reach a contradiction.
We can now prove that zε(t) → ∞ as t → t∞. Otherwise, we can find a sequence of
local minima tn of zε such that tn → t∞ as n → ∞ and zε(tn) is bounded. Hence
z′∞(tn)z′ε(tn)− zε(tn)z′′∞(tn)= −zε(tn)f
(
z∞(tn)
)→ 0
as n→ ∞. But this contradicts (3.13). Thus we have proved that zε(t) → ∞ as t → t∞.
Now clearly, q(t) = zε(t)− z∞(t) has the required properties.
Secondly, we derive a contradiction. We define:
r(x) := (Ŵ (x)+ cθ(x1)z∞(x1))/q(x1) for x1 ∈ (0, t∞),
and find that r(x) → 0 as x1 → 0 and as x1 → t∞, uniformly in (x2, . . . , xN). Therefore
we can find
xn = (xn1 , xn2 , . . . , xnN) with {xn1} bounded away from 0 and t∞,
such that
0 < sup
{
r(x): 0 < x1 < t∞
}= lim
n→∞ r
(
xn
)
.
We may assume that xn1 → x01 ∈ (0, t∞). The rest of the proof is exactly the same as in case
(a), except that we replace T1 there by T ∗1 . This completes the proof for case (α).
The proof for case (β) is similar to the corresponding case considered in case (a) before,
with the obvious modifications as in the proof for case (α) above.
The proof of our theorem is now complete. 
Proof of Theorem 1.2. Clearly part (ii) follows from Corollary 3.2. Part (i) is a
consequence of the strong maximum principle (see [41]) and standard regularity theory
for elliptic equations (see [25]). 
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