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According to Stokes’ law, a moving solid surface experiences viscous drag that is linearly related to its 
velocity and the viscosity of the medium. The viscous interactions result in dissipation that is known to 
scale as the square root of the kinematic viscosity times the density of the gas. We observed that when an 
oscillating surface is modified with nanostructures the experimentally measured dissipation shows an 
exponential dependence on kinematic viscosity. The surface nanostructures alter solid-gas interplay 
greatly, amplifying the dissipation response exponentially for even minute variations in viscosity. 
Nanostructured resonator thus allows discrimination of otherwise narrow range of gaseous viscosity 
making dissipation an ideal parameter for analysis of a gaseous media. We attribute the observed 
exponential enhancement to the stochastic nature of interactions of many coupled nanostructures with the 
gas media.  
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Introduction. Solid-gas interface interactions are central to physical processes such as adsorption, 
catalysis, oscillatory dynamics, stochastic interactions relevant to thermodynamics, atomic and molecular 
manipulation, viscous drag on nanoparticles and many other fields1–6. Dissipative effects from viscous 
drag, originating from the solid-gas interactions, play an important role in recent advances in micro-nano 
resonator technology7–14. Viscosity in general is related to momentum transfer originating from collisions 
of fluid molecules with surfaces. Thus, viscous friction15, is always present resulting in energy loss 
(dissipation), unless the motion occurs in absolute vacuum, which is a theoretical abstraction. The general 
premise of studying viscous friction at micro- and nano-scales in the continuum assumption has been 
Stokes’ drag equation16,17, which states that the damping losses are proportional to the viscosity of the 
fluid when the other flow parameters such as velocity and length scale are held constant. However, this 
law of friction starts showing deviations at the nanoscale, prompting the need to understand the role of 
viscous interactions at nanoscale interfaces arising from the solid-fluid interactions8,18–35.  
To elaborate on the flow of fluid at the nanoscale in the Stokes flow regime, the physical length scale 
a  is of the orders of nanometers and the typical velocity u  is of the order of mm or µm per sec. In such 
systems, viscous forces dominate over inertial forces, as expressed by the dimensionless Reynolds number

a
e
u
 ,   being the media’s kinematic viscosity, with 1e , and where 


  , the ratio of  , the 
dynamic viscosity and  , the density of the fluid. For uniformity in all further discussions the term 
viscosity has been used to mean kinematic viscosity  . This very low Reynolds number regime is most 
relevant for vibrating nanomechanical oscillators or surfaces modified with nanoscale structures, where 
the effective flow is across nanostructure boundaries. Since the viscous terms dominate the inertial terms 
in this Stokes regime, the equation of motion shows a linear dependence on velocity, and the dissipation 
terms are proportional to viscosity. For an incompressible fluid motion without external forces, the Stokes 
equation is   
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 ,       (1) 
with 0u  inside the fluid and 0u  on the solid-fluid interface, where   is the Laplace operator, 
is the fluid density assumed constant and p  is the pressure. In this approximation, the viscous drag on 
any finite object moving through the fluid will be proportional to the velocity of the object and the 
viscosity, with a coefficient depending on the object’s shape. It should be noted that the shape coefficient 
may depend weakly on e  due to Oseen’s corrections as we shall utilize below for the case of a cylinder 
moving through the flow. Nevertheless, the main dependence of the friction force acting on an object in 
Stokes’ approximation must be linear (or almost linear) in viscosity and velocity. The effect of viscous 
drag in the Stokesian regime can be studied by the measure of damping experienced by a mechanical 
resonator, where the motion generates oscillatory flows at the interface. The damping can be characterized 
by the Q-factor of the resonator, proportional to the inverse of the rate of decay of vibrations per period. 
Energy loss from viscous drag reduces the Q of the system, which depends on the interactions of the 
resonator surface with the medium.  
For liquids, the variations in viscosity can be significant, by several orders of magnitude. For gases, 
however, that variation is much smaller. This is because the mean free path of molecules in gases (~67nm 
in normal conditions) is large compared to the inter-molecular distances (~ 3 – 4nm under same 
conditions) and the interaction forces between molecules decay rapidly with increasing distance. The 
values for gas viscosity thus tend to be small and change relatively little as compared to liquids. In 
addition, the dynamic range of variation for kinematic viscosity between different gases is relatively small, 
within an order of magnitude. For example, viscosity of H2 is sec8 Pa while that of CO2 is 
sec8.14 Pa . Viscosities of gases also show little variation with temperature15.  
This small dynamic range of gas viscosity limits observable variations in interactions with a surface, 
since its effect on dynamical change is correspondingly small. We shall also note that oscillating shear 
flows over a surface lead to power-law dependences of drag on viscosity, which is also a slowly varying 
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function. Thus, viscosity is not used as a parameter in characterizing vapors or gas media and in most 
sensing applications. Instead, most resonator sensors in air rely on resonator frequency shift induced by 
mass loading as a reliable sensor parameter. A resonator with a high resonance frequency, operating in 
vacuum can detect single molecules in special circumstances. In general, atto-gram sensitivity can be 
observed with micro and nanoscale mechanical resonators in high vacuum. The higher loss in energy due 
to fluid drag at the nanoscale necessitates operation in vacuum to increase the Q of resonance in order to 
obtain a high resolution in frequency variations. However, it has been reported that the improvement in Q 
at higher vacuum for nano-cantilevers is rather moderate7,18,20. This would suggest that it is difficult to use 
the change of gas viscosity as a measuring tool, whether by a macro- or a nano-scale device.  
 
Objectives and key results of the work.  We report that in contrast to existing results for single oscillators 
at the nanoscale, modifying an oscillating surface with a forest of nanoscale features, like vertical slender 
nanorods or nanobristles (Fig. S1), magnifies viscous interactions with the ambient media by up to three 
orders of magnitude as compared to the non-modified (bare) surface. This was observed with surface 
nanostructures having typical spacing between them in the order of 50-60 nm (Fig. 1a), which is around 
the mean free path  mfp  of the gas phase molecules. As far as we are aware of, the studies of enhancement 
of dissipation from such surface nanostructuring has not been addressed in the literature. More 
interestingly, we observe an enhancement showing an exponential sensitivity to viscosity change, 
drastically deviating from the linear dependence as predicted by the premise of Stokes’ theory and its 
modifications.  
 
Experimental design.  A schematic of the experimental realization (Fig. 1a) in the context of studying 
such surface nanostructuring effect in a quartz crystal (QC) oscillator is shown along with the key result 
(Fig. 1b). Use of macroscopic, commercially available QC oscillators offers many advantages such as 
easy readout, simplicity, high base Q-factor in air, large surface area for increased molecular interactions, 
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and low cost. The nanoscale modification of QC surface combines the advantages of both nano and macro 
devices and serves as a bridge between the nano and macro world. The closely spaced nanostructures 
increase the mechanical interaction between gas molecules and surface, leading to an exponential 
dependence on viscosity, as we report.  
In contrast, the change observed for an unmodified bare surface is consistent with the Stokes’ 
equation, and is orders of magnitude smaller. For small variations in the kinematic viscosity, Stokes’ 
theory predicts the linear change (see schematic on Fig. 1c). Our measurements of the response of the bare 
QC surface (Fig. 2b) attests to solutions of Stokes’ equation for an oscillating surface (Stokes’ second 
problem36), which predicts damping rates D as slow varying nonlinear functions of media properties. 
Typically for shear flows, D  scales as   where vibrations generate thick viscous layers24,30,34, or as 
  when the viscous layers are thin9,19,36. In the Stokesian regime in air, the viscous layer is thin and 
hence the relative change in   ,D  can be approximated with a high accuracy as 



 




2
1
D
D
 for 
small (few per cent) relative changes in   and  , relevant to media characterization. For more general 
functions of   ,D  involving higher order terms, the changes in 
D
D
would still remain linear in small 
relative changes of parameters. More complex theories based on Stokes’ flows can be derived, and they 
all point to a linear dependence of dissipation on small relative changes in the ambient media. This 
contradicts our results for nanostructured resonators which we will analyze below in detail.  
 
Measured quantities and presentation of results.  All our results are presented in terms of the dissipated 
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from simultaneous measurements of f  and   in an experiment (Fig. 1a) where xFvisc 

  is the viscous 
drag force,   the damping factor and where 02 f is the resonance frequency in sec
-1, T  being the 
time period of oscillations. The motion in this case is assumed to be along the x direction with x  and x
denoting the 1st and 2nd order time derivatives respectively.  
We note here, that the obtained D  from experimental impedance analysis and 
Q
1
obtained 
independently from the Lorentzian fit (see Fig. S3 in Supplementary materials) are identical with accuracy 
to an order of 10-7 (Fig. S4 in Supplementary text). This serves as an additional verification of the accuracy 
of our measurements. Therefore, we can consider both D  or 
Q
1
 as identical. It is easier to cast the results 
in terms of D  since it is easier to analyze the total dissipation in the system as the linear addition of 
internal dissipation and that originating from boundary media interactions.     
 
Experimental results of dissipation enhancement for nanostructured interface.  Our work reports an 
exponential sensitivity of dissipation for various gas media with a nanostructured resonator, which is 
drastically different from previous results. The enhancement effect was studied in detail by conducting 
systematic experiments for various media conditions (Fig. 2a), allowing a dynamic range of up to 30% 
variations in kinematic viscosities. The experimental kinematic viscosities for different media conditions 
were computed using literature reference and has been included in the supplementary materials (S5). 
Previous works report similar surface nanostructuring effects, attributing enhanced sensitivity to increased 
surface area for higher molecular adsorption and mass loading on an oscillator38,39. Our approach of 
dissipation analysis reveals a drastically different paradigm, namely, the exponential change in damping 
for even few percent relative changes in media kinematic viscosity   (Fig. 2a). The data in  Fig. 2 includes 
the change of viscosity corresponding to different gas media and also due to change of temperature15 in 
the same gas media. A crucial result is the observed exponential dependence of dissipation on temperature 
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of a fixed gas as well, as shown in Fig. 2a, with data collapsed on to the same normalized scale of kinematic 
viscosity change. For a detailed experimental setup and operation, refer to the section Experimental 
Methods below. All normalized x-axis scales represent relative changes of corresponding ‘variable’ as in 





 
minvariable
variable
. The observed enhancement effect of nanostructuring is shown to resolve viscosity changes 
substantially better compared to non-nanostructured surfaces at even normal atmospheric conditions (Fig. 
2b, 2c), effectively broadening the detection range of the otherwise narrow range of viscosities of gases. 
In comparison, the resonance frequency variations of the resonator are orders of magnitude lower       (Fig. 
3). Error bars shown on all experimental data points represent 5% of absolute variation. It is also 
interesting that the change in damping is drastic for even modest changes in the resonance amplitude a  
(Fig. 4), making the dissipation response strongly non-linear, even though the resonator itself is operating 
in the purely linear regime. For a standard linear resonator, the dissipation would have varied proportional 
to the resonance amplitude. In contrast, nanostructuring of the surface creates a drastic exponential 
decrease with the resonance amplitude.  
We note here that the dissipation has contributions from resonator’s internal friction, and friction 
with external media as extDDD  int . It is known that friction with external media ( extD ) depends on 
both shape factor and media-boundary interactions. For small amplitudes, extD  is the dominating factor 
for a nanostructured resonator surface as revealed in the experimental results (Fig. 4). However, for higher 
resonance amplitudes, the boundary-media dissipation component becomes small, and the internal 
dissipation intD  can no longer be neglected, exhibiting a residual dissipation in our system. This residual 
dissipation has been included in the exponential fits of Fig. 4 of all presented data related to the amplitude 
dependence. In the enhancement case shown on Fig. 2, this residual dissipation intD  is negligible 
compared to the boundary-media dissipation term.  
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Limiting Sensitivity: Relevance to sensing applications.  Our work shows that nanostructuring a surface 
allows probing the most fundamental physical aspects of ambient gases, such as its continuity, using a 
macro-device, acting as a bridge between the nano and macro world. Such active non-continuum probing 
resolves the changes in viscosity better for magnified viscous effects at the interface, effectively 
broadening its dynamic range (Fig. 2b). We show experimentally that such enhanced resolution cannot be 
achieved with non-modified surfaces (Fig. 2c).  
It is imperative to provide an estimate of the maximum possible sensitivity achievable by a 
measuring device, based on such nanostructuring, using dissipation as an observable parameter. Such an 
estimate is most relevant for cases of a non-adsorbing analyte in very low concentrations such as highly 
volatile organics. As the data shows (Fig. 3), using frequency as a measuring parameter for the sensor in 
normal conditions is challenging in such a case as it is orders of magnitude smaller and does not follow 
any established trend for small changes in media. It is also known that for dominant boundary-media 
viscous interactions the resonance frequency is not independent of the damping forces. So, deducing 
changes in the media through resonator’s dynamics solely from the aspect of resonance frequency shift 
can be difficult where the adsorption effects are small. In our work, for high enough changes in relative 
humidity, the observed change in the resonance frequency is in the parts per million order conforming to 
previous works38,39. On the other hand, damping shows the relative change of several orders of 
magnitudes, making the damping in surface nanostructured resonators to be approximately 108 – 109 times 
more sensitive to ambient changes compared to the frequency shift (i.e., factor of 102 – 103 in dissipation 
vs 10-6 in frequency).  
To elaborate on this point, the changes in dissipation are expected to come from the probability of 
molecular interactions and fluctuations in a cell bounded by the nanostructure walls, and this method does 
not necessitate adsorption of the molecules on the resonator to effect a change in resonator's behavior. Let 
us consider the volume space, marked in yellow in Fig. 5, contained in-between adjacent nanorods (cell), 
and suppose   is the concentration of an added analyte expected to induce a change in the perceived 
9 | P a g e  
 
media. Then, at each point in time, the probability that a cell would have an analyte molecule in it is 
P1 , and not to have that molecule is .10 P  After a characteristic viscous timescale  2Lm  , the 
molecules of the analyte will escape the cell, making the events that are separated by m  time apart 
statistically independent. After an elapsed time mnT   encompassing n  independent events of going 
in/out of a cell (equivalent to one event from n  independent cells), the probability of a cell not to 
experience the effect of presence of an analyte molecule will be 
0Pn = 1-a( )
n
= e-a
¢T tm  assuming 
1  and 1n . For a typical time scale of one QC period at resonance, fT n 1  , the number 
of cells that are actively experiencing the effect of analyte molecules becomes 
   mnrrs NeNN mn   1  for  0 , with rN  being the total number of cells per unit area. 
The limit sensitivity of the system, as measured by concentration of molecules, is then given as 
m
n
r
s
N
N


 . With the current experimental apparatus, measurement accuracy of D  is guaranteed to be 
better than 0.02% which gives 5102   (~10 parts per million - ppm) for 10mn   typical to our 
system. However, the accuracy of the measurement of D , as shown in the Supplementary Section S3, fits 
the alternative measurement of the width of Lorentzian within 10-7, (Figures S3 and S4), giving the 
expected minimum concentration measurable with this setup to be 10-8 (~10 parts per billion - ppb), if one 
were to assume that the accuracy of the measurements illustrated in Figures S3 and S4 persisted for all 
experiments. In principle, the limit of the accuracy is given by mean average fluctuation of number of 
molecules in a cell (about %3  for 
310  molecules in a cell between nearest neighbor rods), taken for 
810rN  independent cells
2/ mm , giving an estimate of 910   (ppb). Of course, such idealistic 
experiment to perceive variations in ppb level will require much more accurate measurements from the 
aspect of electrical impedance accuracy, though not unachievable; and may require controlled conditions 
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such as low temperature etc. This limiting value of measurable concentrations is of great importance for 
design of devices that can achieve ppb accuracy even at normal conditions.  
 
Theoretical analysis of the results.  We shall now focus on a theoretical understanding of the system to 
explain the experimental results obtained. For a plausible explanation of the exponential dependence of 
the dissipation on parameters, we suggest the following theory based on dynamical transitions between 
two co-existing states at resonance, in-phase and out-of-phase motion of nanostructures with the motion 
of the resonator base. We base this theory on the assumption that most of the dissipation comes from the 
out-of-phase motion, with the transition between the states occurring due to the stochastic transitions 
between the multiple steady states and Stochastic Resonance (SR) effect40–42. Indeed, such a consideration 
of stochastic transition is relevant since the nanostructure dimensions and distances between them are 
smaller than the mfp of the gas phase molecules. 
State I: In-phase motion of nano-structures. It is well known that the resonator motion would 
generate oscillating flows at the interface, i.e. nanostructure boundaries in our case, with 610~ e and 
the corresponding dynamic viscous length scale43 m6
0
10~
2 


  , which is much greater than both 
the width nmw 6050~   between a nearest neighbor nanostructure, and also the mfp of the gas 
molecules. Thus, due to shear flow, the viscous interaction from each nanorod would extend laterally over 
many neighboring nanorods on the surface, resulting in a strong bias towards the in-phase steady motion 
of the nanorods with the base (Fig. 5a), similar to swimming microorganisms44,45, clustered stereocilia 
during spontaneous oscillations of hair bundles in cochlear outer hair cells21, or Kuramoto oscillators46. 
The resulting viscous friction between the rods from the oscillating-flow would then account for the 
energy loss in the form of damping in experiments. This loss energy scale can be estimated as the work 
of friction force per period of oscillation43, given by fCLW /2 2u , where  eC  4.7log2  is 
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the Oseen’s drag coefficient correction for low e  flow past a rigid cylinder43 with L  and d  as defined 
in Fig. 1a and u being the characteristic flow velocity. This energy dissipation expression essentially leads 
to Stokes-like drag formulations10,18,20,27,29,37,47, predicting a linear dependence of dissipation D  on the 
small relative changes in viscosity  . This predicted result is expressed graphically in Fig. 2a by the gray 
dash-dotted line highlighting the 2 orders of magnitude deviation from experimental results. We also 
studied more complex considerations of Stokes flows with off-set boundaries to account for the 
nanostructured surface, leading to a similar, essentially linear estimate of resonator friction dependence 
on viscosity. However, our experimental results deviate significantly from this Stokesian regime. Thus, 
there must be another state of the system with drastically enhanced dissipation. This other state, at 
resonance, we can relate to with the out-of-phase motion of the nanostructures.  
State II: Out-of-phase motion.  Because of inherent randomness in the system, a spontaneous off-
phase motion of some neighboring pairs of nanorods generating flow transversal to the resonator plane 
may occur (Fig. 5b). With first order approximation, let us consider the volume space 
2LwV   bounded 
by counter-moving walls of the nanorods (cell) (Fig. 5). The in-phase moving walls of the cell do not 
change the volume contained between them and thus generate no additional flow velocity. The out-of-
phase motion leads to an effective volume change between two such nearest neighbors as    
 SUdtdV , thus generating velocity U  of the gas, with 
2wS   being the cross sectional area of 
the cell normal to the surface of the crystal (Fig. 5), w  being the distance between rods. This would 
account for localized energy of the fluid moving in the out-of-phase cell as  
22UVE    ,       (3)                                                                                 
  being the gas density, assumed constant for incompressible flow. For the typical dimension of the 
nanorods and operational vibrational amplitude nma 4~  (See Supplementary Section S7), the mean free 
path of the molecules is anml  67* . Since the resonance amplitude is comparable with the 
intermolecular gas distances  nm43 , there is a high rate of impact between the molecules and the 
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nanostructures. In addition, the impacted molecules are much more likely to collide with another nearest 
neighbour nanorod than another molecule. We can approximate this fact by positing the effective 
amplitude of motion of molecules to be *laeff   . With this consideration, we can approximate the time 
rate of volume change for off-phase motion as 
effeff afwLafSdtdV  || ,    (4) 
LwS ||  giving the cross-sectional area in the direction parallel to the crystal surface (Fig. 5) and f  being 
the frequency as defined before. This time rate of change of the volume may cause the gas to move in and 
out of the domain bounded by the walls with a typical velocity wafL
S
dtdV
U eff

. It thus follows 
from equations (3) and (4), that the energy gain necessary to go from in-phase to out-of-phase motion with 
the base is 223 faLE eff . As the distance between the rods is comparable to molecular mfp , the 
lubrication-type friction caused by impacts between the molecules can be considered small compared to 
that arising from the stochastic interactions with the walls. Thus, the main contribution to dissipation can 
be assumed to be originating from the friction encountered by the rods themselves33,43.  
Transition between the states due to stochastic dynamics.  The existence of these two states, 
representing the two possible steady states of the system at resonance, can be considered as the first step 
towards a more complex theoretical analysis. In reality, there is a continuum of states corresponding to 
the intermediate configurations of flow. The states can be viewed in terms of effective variable   
representing the on and off-phase transition of an individual cell, with 0  being the in-phase state and 
   being the out-of-phase state. Then, E  is the energy barrier the system needs to overcome in order 
to transition from the in-phase to the out-of phase state, as schematically illustrated by a double-well 
potential on Figure 5, the minima of the potential representing the two possible states. The transition 
between the states is driven by the molecular impacts which are much faster (~ picosecond) compared to 
both the time scale of oscillations of the crystal (~ microsecond) and the resonance of the nanorods              
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(~ nanosecond). The dynamics of the transition between the states can then be modeled in terms of 
stochastic dynamics of a bi-stable system40–42 with the noise intensity   (i.e., the noise autocorrelation 
function) being proportional to W , which is precisely the viscous loss due to the molecules impacting 
the rods.  
 
Key result on the Theoretical Analysis and relevance to experimental data.  For detailed theoretical 
analysis to be undertaken later, one will proceed with finding a stochastic dynamics model of motion 
between the different states. Such a model will necessarily include the dynamical assumptions of the state 
  as a function of generalized time, the potential    describing the energy of a given state, a periodic 
forcing and a noise. Such theory will be crucial for understanding of the dynamics close to the resonance, 
however, for now, we would like to postpone such detailed discussions for subsequent work when the 
nature and functional form of different terms is more clear.  Here, we take a more general approach and 
outline the results that will be common for such models, and which are of relevance to our experiments. 
The primary ingredient of the theoretical model is the potential function    defining the energy of a 
given state, having the minima at 0 and   with the potential barrier separating the two states being 
E  (Fig. 5) as we have illustrated Then, independent of the exact functional form of the chosen   , 
the noise-induced hopping between the states may be described in the form of Kramers rate48,49 
 




 


expKr ,       (4) 
as long as the potential    satisfies the above constraints of being a smooth function with two given 
minima. Surprisingly, this general fact is sufficient to provide an excellent explanation of all available 
experimental data. Indeed, with the majority of the states being in the in-phase state, Kramers’ law, 
coupled with the assumption of a finite lifetime of the off-phase state, leads to describing the number of 
cells in the off-phase state following the Gibbs probability distribution as  
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This is precisely the consequence of the existence of two states as estimated above, with W playing the 
role of the amplitude of the noise   in (4). The exponent in square brackets above incorporates parameters 
of the integrated multi-scale resonator into a single dimensionless constant 
22
4
1
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



a
w
C
fL
K

where 
waeff  , effa  being the effective amplitude of motion of molecules on impact with the rods as described 
before.  
Now, assuming that most dissipation comes from the in-phase energy scale, with the off-phase 
energy scale resulting in the enhancement as a function of minute media viscosity   variations, from (5) 
above we obtain  
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with 0D  being the dissipation for the smallest kinematic viscosity in the experiments. While much needs 
to be done to derive a complete stochastic dynamics model from the first principles, we believe that this 
preliminary result coming from rather general assumptions leads to some encouraging insights. Indeed, 
the theoretical prediction (6) is in agreement with the exponential experimental trend presented on       Fig. 
2a and 2c, providing an excellent match to the data with no fitting parameters. The best fit of the graph in 
Fig. 2a provides 15.9K  and theoretical prediction (6) yields 1.9K  where we have taken nma 4  
from experimental data analysis (supplementary materials S7). The high value of the dimensionless 
parameter K determines the amplification or scaling factor 
Ke for unit changes in 


, showing 
exponential sensitivity to small variations in viscosity in our experiments. In the absence of surface 
nanostructuring, the system ceases to have a second stable state where expressions (4) and (5) are no 
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longer valid, and a continuum energy scale similar to W , relevant to the system, can explain the linearity 
in response for small relative variations in flow parameters10,20,37. This is confirmed by our experiments 
(Fig. 2b) where indeed, for a bare surface, the motion is in the continuum regime and expected change in 
dynamics from Stokes’ drag is linear, e  being a slow varying function on media kinematic viscosity 
. 
The theoretical prediction (6) for small changes in motion is further substantiated by the exponential 
dependence of dissipation on resonance amplitude (Fig. 4). If we assume the simplest linear dependence 
of effa  on a , from (6) we arrive to the exponential dependence of D on 
a
a
 (supplementary materials 
S8), shown with the dashed line as an experimental best fit in Fig. 4. Here a  in the denominator is the 
resonance amplitude obtained for the lowest input drive energy. More sophisticated models of dependence 
of effa  on a  with higher order terms can be derived, essentially leading to the same results. The most 
interesting fact is the apparent higher exponential rate of change of dissipation as a function of 
a
a
 for 
the surface with nanostructures having diameter and width lesser than the mfp of the gas phase molecules 
(Fig. 4 Crystal 1). We shall note that the system with larger nanorods separated by a larger distance 
experience slower decay of D  with the amplitude (Fig. 4 Crystal 2). While the experimental limitations 
do not allow us to test the continuously changing dimensions of the nanorods, we believe that these results 
illustrate that, as the dimensions slowly increase with respect to the mfp, the effect of dissipation 
enhancement correspondingly diminishes, eventually yielding a linear dependence on viscosity as 
expected by Stokes’ theory (Fig. 4a).  Thus, even preliminary analysis for our system based on quite 
general assumptions are of substantial interest, and further elaboration of the theory will be considered in 
details in our upcoming work.  
 
16 | P a g e  
 
Discussion on time and length scales.  We shall note that, the probabilistic consideration of interactions 
at the solid-gas interface, because of the nanostructures, inherently incorporates two non-dimensional 
scaling parameters: a time scale ratio 
n
mfL



2
 and the other a spatial scale ratio 







2
a
aeff
. The 
orders of magnitude of these two scale ratios gives a measure of separation of the two energy state basins 
considered in our model. Here, m  is the molecular motion time scale related to the kinematic viscosity 
  and n  is the time scale of motion of the surface or the nanorods. The ratio 11 mn   signifies 
the extent of collisions with gas molecules experienced by a nanorod per period of its motion or the rate 
of molecular fluctuations within a cell bounded by nearest neighbor nanorods. We have, typically, 1  
for our system, that changes depending on the grafting density on the surface. Their product K  
(~10 for typical order of magnitudes in our system) affords a large change of  p  in (5) with respect to 
small changes in media defining the sensitivity. Theoretical estimate based on the physics of statistical 
fluctuations of the number of molecules in a cell bounded by the nanorods gives limiting sensitivity of the 
order of parts per billion (ppb) concentrations even at normal temperature and pressure conditions, on the 
introduction of an analyte, which can in principle be achieved by this method. Our experimental results 
demonstrate measurement sensitivity of the order of ppm as presented (Fig. 2a, 2c), when a single analyte 
is introduced in the system with a carrier gas.  
 
Conclusions.  Damping in nanomechanical resonators has traditionally been regarded as an impediment 
to sensitivity. We show that for oscillating surfaces modified with nanoscale structures, dissipation offers 
a wealth of information on the nature of mechanical interactions of molecules with surfaces. We also 
present a theoretical model based on two bi-stable states and two energy scales, showing encouraging 
agreements with experiments. We envision that a future development of theoretical studies incorporating 
ideas of Stochastic Resonance will be of particular interest. We believe that in the future, the analysis of 
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dynamics of multitude of coupled nanostructures in complex gas mixtures may play an important role in 
non-adsorption based, physical detection of chemicals.   
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Materials and Methods  
Surface Nanostructuring.  In our experiment, we use a standard AT cut QC from International Crystal 
Manufacturing (ICM) Co. Inc. (USA) as a test platform. First step involves sputter coating a nm10  thick 
ZnO seed layer only on one electrode surface using a mask, the coated area contributing to the effective 
response change in our case. We used hydrothermal38 process for growing the ZnO nanorods on the sputter 
coated surface. The involved chemicals are: Zinc nitrate hexahydrate ( , 98%) and 
Ammonium hydroxide (28 wt% in water), purchased from Sigma–Aldrich. The crystals are put in 
 solution with its pH being modified to 10.6 by adding 2.3 ml of the ammonia solution. 
The solution is put in an oven at 90°C for 3hrs and the pH of the solution is constantly maintained by a 
sealed environment reaction vessel. The 3hr growth gave us our desired dimensions. After hydrothermal 
growth, the crystals were rinsed with de-ionized water and ethanol, and then dried in a vacuum oven. 
Estimations verified through Field Emission Scanning Electron microscopy (Fig. S1) show a mean 
nanorod length of  %10611 nm  with mean diameters  of the order of %1043 nm . The dimensions 
and growth kinetics strongly depends on the seed layer thickness and average roughness. Nanorod density 
measured at different locations is 218   nanorods per 2m  giving a typical area coverage of about %12  
per 21 m of electrode surface area. Such a coverage density is essential to effect limit sensitivity ~ parts 
per billion as has been discussed in supplementary information. 
 
Flow system for analyte introduction.  A schematic of experimental procedure as shown (Fig. 6) allows 
varying of ambient media properties in the flow cell by the introduction of various gas molecules using 
carrier gas (dry-air) bubbling, with flow maintained at 50 sccm - standard cubic centimeters per minute 
for all cases. The variance in the media properties is achieved through 0.1 wt% analyte-water mixtures or 
by controlled temperature variations in the same dry air environment. The relative humidity for all 
experiments with different analytes and temperature is maintained at 5%. For same percentage by weight 
OHNOZn 223 6)( 
3NH
OHNOZn 223 6)( 
L d
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analyte solutions in water and the fixed flow rate, the relative change in kinematic viscosity is unique to 
an analyte depending upon the relative vapor pressures. For calculations on mixture viscosities in 
experiments refer section in supplementary information.  
 
Impedance measurement.  The nanostructure modified QC is driven into shear mode vibration and the 
dynamic dissipation factor as in our analysis (Eq. 1) is measured as an electrical impedance parameter
ss
s
s
s
s c
cX




 


1
, where   is the drive frequency,  s  is the equivalent series resistance and 
sc  is the equivalent series capacitance. At resonance (Eq. 1) ss
QC
c
f
D  

2max  gives the measure of 
dissipated energy. The measurements are done employing Agilent 4294A Impedance Analyzer with 
nominal impedance accuracy of %08.0 at 100Hz. Drive signal - mVVrms 5  from analyzer’s internal 
oscillator is swept over a moderately low bandwidth (5 kHz) with the sweep time of 30 sec for viscosity 
dependence experiments. Variations of impedance parameters monitored as a function of the drive 
frequencies, reflect the equivalent impedance based mechanical dissipation in the system. 
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FIGURES: 
 
 
 
Figure 1| Experimental Schematic with key result. (a) A typical measured graph of dissipation (top) 
and an artist’s impression of a nanostructured resonator surface interacting with gas molecules (bottom). 
(b) Amplitude response graphs for a nanostructured surface for three measurements of increasing viscosity 
of ambient gas (black, red, green) showing the exponential variation of the dissipation D on viscosity 
(inset). (c) Amplitude response graphs for a bare surface for similar three measurements of increasing 
viscosity of ambient gas (black, red, green) showing the linear variation of D on viscosity (inset). The blue 
dotted lines joining the amplitude peaks in (b) and (c) represent the same relative change in amplitudes in 
both cases.  
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Figure 2| Damping with varying media conditions. (a) Results of experiments for a wide range of 
viscosities for different gases at a fixed temperature, and also temperature dependence for a single gas. 2 
orders of magnitude deviation from Stokes’ theory shown with a Red arrow. Panels (b) and (c) show the 
effective magnification of dynamic range of    as a measurement parameter, where 3 orders of dissipation 
enhancement as compared to a bare surface are highlighted.  
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Figure 3| Observed absolute relative frequency changes ff .  Resonance frequency f  measured 
in dry air at normal temperature and pressure conditions for the lowest drive input. All variations in 
frequency correspond to the expected values with orders of magnitude of 
610  .  
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Figure 4| Damping for a single vapor concentration vs normalized changes resonance amplitude.  
(a) Shows high sensitivity of the dissipation for a nanostructured resonator vs an equivalent resonator with 
a non-structured surface. Dashed blue line shows exponential fit corroborating to our theory. As a 
representative for detailed analysis check Fig. S3 for data points (i) and (ii). (b) The corresponding 
frequency variations, commonly used as a measuring parameter, shows substantial enhancement for 
nanostructured case, and remains in the order of ppm. (c) The variations of velocity are linearly 
proportional to the change in amplitude, with the slope being very close to 1, as expected.  
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Figure 5| Illustration of the mechanism for spontaneous out-of-phase rod dynamics enhancing 
dissipation. (a) Illustrating in-phase motion of the rods, only the friction of the motion parallel to the 
resonator contributes to dissipation. (b) Two incidents of out-of-phase motion of the rods create a strong 
motion transversal to the resonator, enhancing the dissipation. The potential function    defining the 
energy of a given state, having the minima at 0 and   with the potential barrier separating the two 
states (the in-phase and out-of-phase) being E . (c) Compiled graphical comparison of experiment and 
theoretical analysis.  
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Figure 6| Experimental Schematic (Materials and Methods) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
