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I. INTRODUCTION 
Much recent work in invariant imbedding has been directed towards 
developing techniques for computing the characteristic values and functions 
of various kinds of differential and integral operators [I, 81. Most of these 
methods have generally centered around a restricted class of operators and 
work by locating the poles of an appropriate function [3, 81. These methods 
all suffer from the basic flaw that evaluation of poles is not a well-defined 
operation numerically, and similarly, that elaborate ad hoc procedures have 
to be given for crossing over the poles. In this paper, we present a method for 
computing the real characteristic values and functions of a general integral 
operator by solving a set of differential equations for Fredholm’s determinants. 
In particular, we compute characteristic values as zeroes rather than poles. 
The paper is divided into four sections. In Section II, we develop the theory. 
In Section III we present the numerical method. Section IV is a summary 
of several test computations. In Section V we conclude with the development 
of an alternate strategy for computation based on increasing the spectral 
density of the characteristic values. 
II. THE INITIAL VALUE METHOD 
For simplicity of exposition, we consider a continuous kernel k(t, T) 
defined on the interval [0, l] x [0, 11. W e are interested in the classical 
problem of finding the characteristic values and functions associated with 
K(t, 7). That is, we want to find those real h’s and real u(t)‘s satisfying 
u(t) = X j-l k(t, T) U(T) dT. (1) 
0 
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We will assume throughout this paper that at least one nonzero real X and 
real u(t) exists satisfying (I). (F or example, in the important case where 
k(f, T) =-: k(~, t) this will always be true.) In addition, we will assume that the 
multiplicity of any characteristic value is 1. 
Associated with the kernel k(t, 7) is its resolvent kernel I?(t, T, h) which is 
defined for (t, T) E [0, 11 x [0, I] ,and h not a characteristic value of k(t, 7). 
For these values of h, R(t, r, h) is analytic in h and, in general, is a meromor- 
phic function with simple poles at the characteristic values [7]. 
DEFINITION. Let C = {X E R ~ h a characteristic value of K(t, 7)) and let C 
be the complement of C. 
For h E C it is known that R(t, 7, h) satisfies the resolvent equations 
R(t, ~,h) = k(t, T) + h ,: k(t, s) R(s, T, A) ds, (2) 
R(t, T, A) = k(t, T) + h j1 R(t , s, A) k(s, T) ds. 
0 
(3) 
Using (2) and (3), we establish the following basic theorem. 
THEOREM 1 (Kalaba and Casti [2]). Let X E C. Then R(t, 7, h) satisfies 
and 
1 
RA(G 7, A) = I W, s, 4 R(s, 7, 4 ds, (4) 
0 
R(t, -r, 0) = k(t, 7). (5) 
Proof. (Note: Subscripted h denotes partial differentiation.) We differen- 
tiate (2) to get 
RA(t, 7, A) = h s 
’ k(t, s) R,(s, T, A) ds + j-l k(t, s) R(s, 7, A) ds. (6) 
0 0 
Regarding (6) as a Fredholm integral equation for R,(t, 7, h) we get that 
R,(t, 7, A) = ,: k(t, s) R(s, 7, A) ds 
(7) 
+ X 1: R(t, rl, 4 [s: kh 4 % ~3 4 ds] 4. 
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Interchanging the order of integration in the second term, (this is legitimate 
because of known properties of the resolvent [7]), (7) becomes 
Using (3) in (8) gives 
qtr T> s) = s 
’ R(t , s, A) R(s, T, A) ds. 
0 
This is just Eq. (4). 
To obtain (5), we let h ---f 0 in (2). This gives 
R(t, T, 0) = k(t, T). Q.E.D. 
We now introduce the Fredholm representation for R(t, 7, A). That is, for h 
real we get that 
W) R(t, Q-, 4 = D(t, T,% (9) 
where D(X) is Fredholm’s determinant and is given by 
D(A) = 1 + c (- 1)” PA&!, (10) 
n>l 
where 
A,= ‘... ’s s det I k(ti , $)I dt, ... dt,, (11) 0 0 
n-times 
and 
D(t, 7) A) = k(t, T) + c (- 1)n PII&, 7)/n! ) (12) 
n21 
where 
B,(tT)= j’... jldetIk(t,‘T)‘.-k(f’r,) &,...dt,. (13) 
0 
n-times 
ik(t,,+-k(;,,t,) 
THEOREM 2. For A real, the following dt@rential equation connects D(X) 
and D(t, 7, A): 
D(h) DA(t, T, A) = D,(X) D(t, 7, A) + j1 D(t, s, A) D(s, T, A) ds. (14) 
0 
Proof. For h E c we get by differentiating (9) that 
4(t, ~,h) = D(X) R,(t, 7, A) + D,(X) R(t, 7, 4. (15) 
628 GOLBEHG 
Using (4) in (15) and multiplying the result by I)(h) gives 
D(h) zJ,(t, 7, A) /In(h) D(X) zqt, 7, A) 
Jo zl(A)~ j: zq 
(16) 
t, s, A) qs, T, A) ds. 
Using (9) in (16) gives (I 3) for X E c. However, noting that D(h) and o(t, 7, A) 
are entire functions of h [7], we observe that by analytic continuation (14) 
holds for all real A. Q.E.D. 
To complete our development, we need another equation connecting D(h) 
and o(t, 7, A). This is given by a classical formula in the theory of Fredholm 
integral equations [7]. This equation, which is immediately derivable from 
(10) and (12), is 
D,(h) = - f-l D(T, 7, A) dT. 
JO 
(17) 
From (10) and (12) we get initial conditions for D(h) and D(t, 7, A) as 
D(0) = 1, D(t, 7, 0) = k(t, T). (‘8) 
Equations (14), (17), (18) are viewed as a Cauchy system defining the func- 
tions (D(h), D(t, 7, A)). In the next section we indicate how these equations 
may be used numerically. 
III. THE NUMERICAL PROCEDURE 
To utilize (14), (17) and (18) numerically, we eliminate the term D,(h) 
in (14) using (17), thus giving as our basic set of equations 
D(X) DJt, 7)A) =- qt, 7) A) s l D(s, s, A) ds + j’ D(t, s, A) D(s, 7, A) ds, 0 0 (19) 
D,(h) = - j: D(s, s, A) ds, (20) 
D(0) = 1, D(t, 7, 0) = k(t, T). (21) 
We now observe that the characteristic values of k(t, T) are given by the 
zeroes of D(A) and for fixed t o(t, 7, A) as a function of r is a characteristic 
function of k(t, 7) when h is characteristic value of k(t, 7) providing that 
qt, 7, A) + 0 [71. 
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To integrate (19), (20) and (21) we approximate the integrals in (19) and 
(20) by a quadrature rule of the form [6] 
J :fW dt - : wif(ti), i=l (22) 
where ti E [0, 11, i = 1, 2 ,..., N, are the quadrature points and the wi 
are the quadrature weights. Defining Dij(h) as D(ti , tj , A) and using (22) 
in (20) and (21), we get (using an obvious notation) the following approxi- 
mating equations for D(X) and Oij(A): 
D(h) d&,(4 -= 
dh - Dij@) 5 Dkk(h) wk k=l (23) 
+ f ‘%k@) Dkdh) wk , i=l ,..., N, j = 1 ,..., N, 
k=l 
WV 
- = - il Dkk@) wk , 
dh (24) 
D(0) = 1, Dtj(O) = k(ti y tj), i=l ,..., N, j = l,..., N. (25) 
The Cauchy problem (23)-(25) consisting of N2 + 1 differential equations 
can now be integrated numerically; the zeroes of D(h) giving approximations 
for the characteristic values and the Dij(X,) for fixed i and A,, a characteristic 
value giving approximations for the characteristic functions. 
IV. EXAMPLES 
In this section we present the results of several test computations which 
were carried out to determine the feasibility of the method proposed in 
Section III. The computations were performed on a Sigma 7 computer. 
EXAMPLE I. In this example we let k(t, T) = et+T for t E [0, l] and 
7 E [0, 11. This kernel has a unique characteristic value 
A, = 2/e2 - 1 c 0.3133. 
The characteristic functions are of the form cet, c E R. In this case, 
D(A) = 2 - h(e2 - I)/2 and D(t, T) = et+r. 
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For our numerical integration procedure, we used Simpson’s parabolic 
rule with ,V -- 15 as our quadrature rule. Equations (23)-(25) were then 
integrated with a fourth order Runge-Kutta procedure (4) and step size 
0.01. This was done until 1 D(h)1 Q 0.1. At this point the step size was 
decreased to 0.001 and the integration carried forward until 1 D(h)1 < 0.001. 
This gave an estimate of X, == 0.3130 with D(h) :- 0.0002. The error was 
3 x IO-“. For the values of D,(h) we list only the elements L&J,\) along 
with the correct values in Table I. 
TABLE I 
D,,.j computed 
2.717 
2.918 
3.134 
3.366 
3.616 
3.883 
4.171 
4.480 
4.81 I 
5.168 
5.530 
5.961 
6.403 
6.877 
7.386 
L) IS.? exact 
2.718 
2.920 
3.136 
3.368 
3.617 
3.885 
4.173 
4.482 
4.814 
5.170 
5.553 
5.964 
6.405 
6.880 
7.389 
EXAMPLE 2. For our second example we considered the eigenvalue 
problem 
(4 
- d%(t) 
-__ = Au(t), 
dt2 
u(0) = u(l) = 0. 
As is well known, this problem is equivalent to the characteristic value prob- 
lem 
(B) 
where 
u(t) = h i:, G(t, T) U(T) dT, 
G(t, T) = ~(1 - t), O<r,<t<l, 
= t(l - T), o<t<r<1. 
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The kernel G(t, T) is known to have characteristic values h, = &r2, 
n = I, 2,..., and characteristic functions u,(t) = c sin(nrrt), c E K. For this 
kernel we also have 
D(t, T, A) = 
sin ~/XT sin v’h(l - t) 
___--, 
h 
O<t<7<1, 
and 
D(h) = S+E$!, h E R. 
The numerical method we used for Example 2 was identical to that for 
Example 1. We used the method to calculate the first two eigenvalues. For Xi 
we obtained the value 9.860 and for A2 we got 38.00. This compares favorably 
with the correct values of 9.872 and 39.50. For the values of D+{(h) we list 
only D,,j(h,). These are given in Table 2. 
TABLE 2 
D,,j computed 
0.000 
0.022 
0.042 
0.061 
0.076 
0.089 
0.095 
0.099 
0.095 
0.089 
0.076 
0.061 
0.042 
0.022 
0.000 
V. DISCUSSION 
In this paper we have developed a general method for the computation of 
the characteristic values and functions of a general class of integral operators. 
Although we have presented the method for one-dimensional problems, it is 
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easily seen that the method is trivially extended to higher dimensions and to 
kernels which may, in fact, be singular. The two main drawbacks to the 
method are the dimensionalitp of the system of differential equations and the 
accumulation of error in the numerical integration process if one wants a 
large number of characteristic values. 
With the advent of new giant computers the first problem may in many 
practical problems not be a stumbling block to the practical implementation 
of the method. For the resolution of the second problem, we consider the 
following heuristic based on resealing the original integral equation. We 
illustrate our remarks with the eigenvalue problem 
(C) zp + q(t) u(t) = Au(t), q(t) >0, u(0) = U(1) = 0. 
This problem is equivalent to the integral equation 
w u(t) = h f-’ G(t, T) U(T) dT, 
‘0 
where G(t, T) is the Green’s function for (C). We also consider the problem 
- d%(t) 
(E) -y&T 
+ dt/T) v(t) = &q 
T2 , 
v(0) = v(T) = 0. 
Problem (E) is equivalent to the integral equation 
m v(t) = p 1’ GT(t, T) V(T) dT, 
0 
where G(t, T) is the Green’s function for (E). One easily shows that if v(t) 
is an eigenfunction for (E) with eigenvalue p then u(t) = v(tT) is an eigen- 
function for (D) with eigenvalue h = p/T2. Thus, if we integrate (F) instead 
of (D), we will have increased the density of the spectrum by a factor of 
T2. However, one sees from (F) that if we want to keep the same discretization 
is in (B), the number of equations will be increased by a factor of T2. One 
hopes that a trade-off could be achieved between these two competing factors 
in order to reduce computing error. This is under investigation at present. 
Another difficulty with the method is indicated by the results of Example 2. 
The characteristic functions as computed by D(t, 7, h) converge to zero as 
/\ + 00. The equations in this case appear to be poorly conditioned. A possible 
remedy for this is to introduce a weight function g(X) such that g(/\) > 0 and 
g(h) = o(l/(D(t, 7, A))), h + co. If  we introduce the functions 
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then these functions obey the initial value problems 
W) = Qogg@)), 44 - j:, W, s, 4 & 
+ j)f( t, s, A) H(s, T, A) ds, 
W) = g(O), H(t, i-, A) = g(0) k(t, T). 
These equations are essentially of the same form as Eqs. (14), (12) and (18) 
and so can be handled numerically in the same way. From the preceding 
remarks these equations should be better conditioned for the computation of 
characteristic functions of k(t, T). 
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