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Abstract
We consider the nonlinear heat equation with nonlocal reaction term in space ut  Du ¼R
O u
p; in smoothly bounded domains. We prove the existence of a universal bound for all
nonnegative global solutions of this equation. Moreover, in contrast with similar recent results
for equations with local reaction terms, this is shown to hold for all p41: As an interesting by-
product of our proof, we derive for this equation a smoothing effect under weaker
assumptions than for corresponding problem with local reaction.
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1. Introduction and main result
In this paper, we are interested in the equation:
utðt; xÞ  Duðt; xÞ ¼
R
O u
pðt; yÞ dy; t40; xAO;
uð0; xÞ ¼ FðxÞ; FðxÞX0; xAO;
uðt; xÞ ¼ 0; xA@O;
8><
>: ð1:1Þ
with p41; O is a smoothly bounded domain of Rd and FALNðOÞ: To introduce our
aims, it may be interesting to recall some known results concerning the related
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local problem
utðt; xÞ  Duðt; xÞ ¼ upðt; xÞ; ð1:2Þ
with same boundary and initial conditions. The existence and uniqueness of a
maximal classical solution uX0 is well-known for (1.1) (resp. (1.2)). We call T the
maximal time of existence of the solution u of (1.1) (resp. (1.2)). Here, we will study
the case of global solutions, which means T ¼ þN:
In a previous paper (see [R]) where we studied more general nonlocal reaction
terms in space, we proved that all global solutions of (1.1) are uniformly bounded,
which is not always the case for (1.2):
* In [NSaT], Ni, Sacks and Tavantzis proved the boundedness of global solutions
for po1þ 2
d
and O convex.
* The same authors and Galaktionov and Vazquez (see [GaV]) proved the existence
of unbounded global solutions for pXdþ2
d2:
* Cazenave and Lions [CL] proved the boundedness for podþ2
d2:
* In [G], Giga gives a priori estimates of global nonnegative solutions of (1.2):
under the hypothesis podþ2
d2 he proves
juðtÞjNpCðjFjNÞ for all tX0: ð1:3Þ
* Quittner [Q1] obtained the same estimate without hypothesis on the sign of F
(with up ¼ jujp1uÞ:
One of the most recent study is the proof of existence of universal bounds for all
positive global solutions of Eq. (1.2). Those results were initiated by Fila et al. [FSW]
and partially improved by Quittner [Q2] and by Quittner et al. [QSWn]. For (1.2) the
following theorem was obtained in [FSW]:
Theorem A. Assume p41; ðd  1Þpod þ 1 and let t40: There exists a constant
CðO; p; tÞ40; independent of u; such that for all nonnegative global solutions of (1.2), it
holds
sup
O
uðt; ÞpCðO; p; tÞ for tXt: ð1:4Þ
Note that the a priori bound C for global nonnegative solutions of (1.2) is
independent of the initial data F; that is why it is called universal. In other words, this
theorem shows that there exists a global absorbing bounded set (after a positive
time) for all global nonnegative trajectories of (1.2). It is easy to show that (1.4)
implies the a priori estimate (1.3) for positive solutions.
In this paper, we are going to prove that we can obtain a similar theorem for the
global nonnegative solutions of (1.1), without any restriction on p41: That is:
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Theorem 1.1. Let t40: There exists a constant CðO; p; tÞ40; independent of u; such
that for all nonnegative global solutions of (1.1), it holds
sup
O
uðt; ÞpCðO; p; tÞ for tXt: ð1:5Þ
To prove this theorem, we will need three tools:
1. Universal bound of a weighted L1-norm, obtained by Kaplan’s type arguments
(cf. [K]).
2. Lp  LN estimates.
3. A priori estimates of Giga’s type.
Those tools will be developed in Sections 2, 3 and 4 respectively. Theorem 1.1 is
proved in Section 5.
We also consider equations with more general nonlinearities, of the form
ut  Du ¼
Z
O
f ðuðt; yÞÞ dy:
When f is not an increasing function, it is not clear how to obtain a priori estimates
of Giga’s type. Assuming more stringent assumptions on the growth of f from
above, we will be able, however, to get universal bounds for global solutions (see
Section 6). To do so, instead of Lp  LN estimates in tool 2, we have to rely on
L1d  LN estimates, in the spirit of [FSW].
Remark 1.1. In developing tool 2 for problem (1.1), it appeared an interesting
fact: the Lq  LN smoothing effects for (1.1) turn out to require less restrictions on
the admissible values of q than for (1.2). Recall that in the case of (1.2), we need to
have
q4
dðp  1Þ
2
;
but in the case of (1.1) we will only require
q4
d
d þ 2 p:
This fact explains why we do not have any limitative condition on the values of p; in
Theorem 1.1.
2. Proof of tool 1: Kaplan’s argument
We begin with a ﬁrst estimate, which is obtained by Kaplan’s classical
eigenfunction method, see [K].
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Lemma 2.1. Let l140 be the first eigenvalue of D in H10 ðOÞ and j1 the associated
eigenfunction such that
j1 ¼ j1ðxÞ40 and
Z
O
j1ðxÞ dx ¼ 1: ð2:1Þ
Let
yðtÞ ¼
Z
O
uðt; xÞj1ðxÞ dx; 0otoT ð2:2Þ
and
C ¼ CðO; pÞ ¼ ðl1Þ1=ðp1Þ
Z
O
ðj1ðxÞÞp=ðp1Þ dx: ð2:3Þ
Then the following property holds:
if T ¼N then yðtÞpC; for all t40: ð2:4Þ
Remark 2.1. Note that if C ¼ ðl1Þ1=ðp1Þ; (2.4) is the result of Kaplan in the case of
Eq. (1.2).
Proof of Lemma 2.1. Multiplying (1.1) by j1; it follows thatZ
O
utj1 
Z
O
Duj1 ¼
Z
O
j1
Z
O
upðt; yÞ dy:
Integrating by parts and using (2.1) we obtain
d
dt
Z
O
uj1 þ l1
Z
O
uj1 ¼
Z
O
upðt; yÞ dy:
By Ho¨lder’s inequality, this implies
d
dt
Z
O
uj1 þ l1
Z
O
uj1XB
Z
O
uðt; yÞj1ðyÞ dy
 p
;
where B ¼ ðROðj1ðxÞÞp=ðp1Þ dxÞ1p40; that is
y0XByp  l1y: ð2:5Þ
By well-known arguments, (2.5) implies ﬁnite time blow-up of y whenever Byp 
l1y40 for some t40: Since T ¼N; we conclude that ypðl1=BÞ1=ðp1Þ ¼ C; tX0:
Hence (2.4) is veriﬁed, which ends the proof of Lemma 2.1. &
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3. Proof of tool 2: Lq  LN estimates
In this section we are going to prove the following theorem:
Theorem 3.1. Let qX1 and assume that
q4
d
d þ 2 p ¼ q0: ð3:1Þ
For all M40; there exist T ¼ TðMÞ40 and K ¼ KðMÞ40 such that if FALNðOÞ
with jFjqpM; then the maximal solution uALNlocð½0; TÞ; LNÞ of (1.1) satisfies
T4TðMÞ and
t
d
2
1
q
1
r
	 

juðtÞjrpK ; 0otoT ; qprpN:
Actually, the condition on q in Theorem 3.1 is essentially optimal, as shown by the
following result, which is proved at the end of this section:
Proposition 3.1. Let 1pqo d
dþ2 p (hence p4
dþ2
d
). Then there exists FALqðOÞ; FX0;
such that (1.1) admits no local in time mild solution. Moreover, we can find a sequence
FnALNðOÞ such that Fn is bounded in LqðOÞ and TðFnÞ-0 as n-N; where TðFnÞ;
is the maximal existence time of un the solution of problem (1.1) with initial data Fn:
In Proposition 3.1, by a mild solution of (1.1) on ð0; TÞ; we mean a
function u; such that uX0 a.e. in ð0; TÞ  O and uðtÞALpðOÞ for a.e. tAð0; TÞ;
which satisﬁes
uðtÞ ¼ etDFþ
Z t
0
eðtsÞD
Z
O
upðs; yÞ dy
 
ds ð3:2Þ
in LpðOÞ for a.e. tAð0; TÞ: Here and in what follows, etD denotes the Dirichlet heat
semi-group. It is well-known that any classical solution of (1.1) is also a mild
solution.
Proof of Theorem 3.1. We proceed in two steps. C and C0 denote various
constants which may change from line to line, and which will depend only of
O; p and q:
Step 1: Let
n0 ¼ maxðp; qÞ: ð3:3Þ
As O is a bounded domain, it is clear that we have
8nA½1;N; jeðtsÞD1OjnpCjeðtsÞD1OjNpC: ð3:4Þ
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Put a ¼ d
2
1
q
 1
n0
	 

and
HðtÞ ¼ sup
sAð0;tÞ
sajuðsÞjn0oN; 0otpT ; ð3:5Þ
where ToT will be speciﬁed later. Using (3.2), we have
juðtÞjn0p jetDFjn0 þ
Z t
0
jeðtsÞDjuðsÞjppjn0 ds
¼ jetDFjn0 þ
Z t
0
juðsÞjppjeðtsÞD1Ojn0 ds: ð3:6Þ
Now using Ho¨lder’s inequality, as n0Xp; it is clear that
juðsÞjpp ¼
Z
O
upðs; xÞ dxpC
Z
O
un0ðs; xÞ
 p=n0
¼ CjuðsÞjpn0 : ð3:7Þ
Using (3.7), (3.4) with n :¼ n0 and Lq  Ln0 estimates for the heat semi-group, (3.6)
becomes
juðtÞjn0pCtajFjq þ C0
Z t
0
juðsÞjpn0 ds;
and using (3.5) we have
juðtÞjn0pCtajFjq þ C0HpðTÞ
Z t
0
spa ds;
which is
juðtÞjn0pCtajFjq þ CHpðTÞt1pa
Z 1
0
spa ds:
Due to (3.1) and (3.3), we have
pao1
so that the integral above is convergent. Multiplying by ta and taking the sup in time
on ð0; TÞ in the left side of our last inequality we get
HðTÞpCðjFjq þ HpðTÞT1paÞ
provided Tp1:
For any T such that
ToT; TpT0 ¼ minð1; C1Mðp1Þ=ð1paÞÞ; ð3:8Þ
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with C1 ¼ C1ðd; p; qÞ40 sufﬁciently small, we easily get
HðTÞp2CjFjqp2CM: ð3:9Þ
Note in particular that (3.8), (3.9) imply
HpðTÞT1papC0M: ð3:10Þ
Step 2: For 0otpToT and qprpN; using (3.2) we have
juðtÞjrpjetDFjr þ
Z t
0
juðsÞjpp  jeðtsÞD1Ojr ds:
Now, using (3.7), Lq  Lr estimates for the heat semi-group and (3.4) with n ¼ r
we get
juðtÞjrpCt
d
2
1
q
1
r
	 

jFjq þ C0
Z t
0
juðsÞjpn0 ds:
Using (3.5) we have
juðtÞjrpCt
d
2
1
q
1
r
	 

jFjq þ CHpðTÞt1pa
Z 1
0
spa ds:
By Step 1, we already know that the integral above is convergent. Then we get
t
d
2
1
q
1
r
	 

juðtÞjrpC0jFjq þ C0HpðTÞt
1paþd
2
1
q
1
r
	 

:
Since Tp1 and rXq; it is clear that
t
d
2
1
q
1
r
	 

juðtÞjrpC0jFjq þ CHpðTÞT1pa:
For any T satisfying (3.8), (3.10) then implies that
t
d
2
1
q
1
r
	 

juðtÞjrpCðO; d; p; qÞM: ð3:11Þ
In particular, (3.11) with r ¼N implies that T4T0 and we may choose TðMÞ ¼
T0: This ends the proof of Theorem 3.1. &
In order to prove Proposition 3.1, we ﬁrst need to prove the following lemma:
Lemma 3.1. For any mild solution u of (1.1) on the time interval ð0; TÞ; we haveZ t
0
Z
O
upðs; xÞ dx dspCðO; pÞð1þ T1=ðp1ÞÞ; 0otomin T
2
; 1
 
: ð3:12Þ
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Proof. Multiplying (3.2) by j1 and usingZ
O
ðetDFÞj1 ¼
Z
O
ðetDj1ÞF ¼ el1t
Z
O
j1F
and Z
O
ðeðtsÞD1OÞj1 ¼
Z
O
eðtsÞDj1 ¼ el1ðtsÞ;
it follows that, for a.e. tAð0; TÞ;
Z
O
uðtÞj1 ¼ el1t
Z
O
j1Fþ
Z t
0
el1ðtsÞ
Z
O
up dy ds:
For a.e. tAð0; TÞ; we deduce that
Z
O
uðtÞj1Xel1tzðtÞ; where zðtÞ :¼
Z
O
j1Fþ
Z t
0
Z
O
up dy ds:
This implies in particular that uALplocð½0; TÞ; LPðOÞÞ; and z is absolutely continuous
on ½0; TÞ: Let T1 ¼ minðT ; 2Þ: By using Ho¨lder’s inequality, we then obtain
z0ðtÞ ¼
Z
O
upðtÞXCðO; pÞ
Z
O
uðtÞ
 p
XC0ðO; pÞ
Z
O
uðtÞj1
 p
a:e: in ð0; TÞ:
XCðO; pÞzp:
From this inequality, one easily deduces that
zðtÞpCðO; pÞT1=ðp1Þ1
in ð0; T1=2Þ; hence (3.12). &
Proof of Proposition 3.1. Put b0 ¼ d2 1q  1p
	 

; it is known that the classical Lq  Lp
estimate of the heat semi-group is optimal, in the sense that
8bAð0; b0Þ; (FALqðOÞ; FX0=jetDFjpXCtb; 0otp1: ð3:13Þ
(For more details, see [QS, Lemma 3.8].) Then, suppose that (1.1) admits a solution
for this initial data. As qo d
dþ2 p; one can choose bAð0; b0Þ such that
bp41: ð3:14Þ
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As uðtÞXetDF; we have, using (3.13) and (3.14):
Z t
0
juðsÞjpp dsX
Z t
0
jesDFjpp dsXCp
Z t
0
spb ds ¼N; 0otominð1; T=2Þ;
which contradicts (3.12) in Lemma 3.1.
Now, let Fn be a nondecreasing sequence of functions FnX0; such that
FnALNðOÞ and FnmF in O: Let un be the associated solutions and Tn ¼ TðFnÞ
their existence times. We have jFnjqpjFjq: Assume for contradiction that
(ZAð0; 1Þ and Fnk s: t: TnkX2Z40;
with Fnk a subsequence. From (3.12) and using the monotone convergence theorem,
we obtain
CðO; pÞð1þ ð2ZÞ1=ðp1ÞÞXCðO; pÞð1þ T1=ðp1Þnk Þ
X
Z Z
0
jesDFnk jpp ds-
Z n
0
jesDFjpp ¼N as n-N;
a contradiction. &
4. Tool 3: a priori estimates
We prove the following theorem:
Theorem 4.1. Assume that the initial data F of problem (1.1) belongs to LNðOÞ and the
corresponding solution u is global. For all M40; there exists a constant K ¼ KðMÞ40
such that if jFjNpM and T ¼N then we have uðt; xÞpK for tX0 and xAO:
Before beginning the proof, let us recall some known results: from [R, Theorem 3],
we know that
sup
ð0;NÞ %O
uðt; xÞoN: ð4:1Þ
In [R], we also proved the following lemma
Lemma 4.1. Let T 0Að0; TÞ and assume that
(t0XT 0;
Z
O
upðt0; yÞ dyXjDuðT 0ÞjN; ð4:2Þ
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then utX0 for all tXt0 and all xAO:
Proof. See Lemma 2.2 in [R] and inequality (2.8) with
gðtÞ :¼
Z
O
upðt; yÞ dy; and A0 :¼ jDuðT 0ÞjN: &
We also need the following technical lemma, which provides a control on
jDuðT 0ÞjN in terms of jFjN for suitable small T 0:
Lemma 4.2. For every M40; there exists a time T 0 ¼ T 0ðMÞ40 and a constant
K ¼ KðMÞ40 such that if jFjNpM then we have
8tA½0; T 0; juðtÞjNp2M; ð4:3Þ
jDuðT 0ÞjNpK : ð4:4Þ
Proof. Consider the following problem:
vtðtÞ ¼ jOjvpðtÞ; t40;
vð0Þ ¼ M:
(
The solution is given by
vp1ðtÞ ¼ 1
M1p  jOjðp  1Þt
and satisﬁes vðtÞp2M for all tpT 0ðMÞ with
T 0 ¼ 2
p1  1
2p1Mp1jOjðp  1Þ40:
It is clear that v is a supersolution of (1.1) and by comparison, we deduce that
8tA½0; T 0; uðt; xÞpvðtÞp2M: Hence (4.3) is proved.
Let Q1 ¼ ð0; T 0Þ  O; Q2 ¼ ðT 0=2; T 0Þ  O and S1 ¼ ð0; T 0Þ  @O; S2 ¼
ðT 0=2; T 0Þ  @O: Denote
gðtÞ ¼
Z
O
upðt; yÞ dy;
and consider the function
vðt; xÞ ¼ tuðt; xÞ:
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Then v satisﬁes
vt  Dv ¼ h1ðt; xÞ :¼ tgðtÞ þ uðt; xÞ in Q1;
vðt; xÞ ¼ 0 in S1;
vð0; xÞ ¼ 0 in O:
8><
>:
For any 1oqoN; (4.3) implies that jh1jLqðQ1ÞpCðMÞ: By Lq parabolic estimates
(see [Lb, Corollary 7.16, p. 175]), we have
jvtjLqðQ1Þ þ jD2vjLqðQ1Þpjh1jLqðQ1ÞpCðMÞ;
hence
jutjLqðQ2Þ þ jD2ujLqðQ2ÞpCðMÞðjujLqðQ1Þ þ jvtjLqðQ1Þ þ jD2vjLqðQ1ÞÞ
pCðMÞ: ð4:5Þ
Let now wðt; xÞ ¼ ðt  T 0
2
Þuðt; xÞ: The function w satisﬁes
wt  Dw ¼ h2ðt; xÞ :¼ ðt  T 02 ÞgðtÞ þ uðt; xÞ in Q2;
wðt; xÞ ¼ 0 in S2;
w T
0
2
; x
  ¼ 0 in O:
8><
>:
Fix aAð0; 1Þ: By standard imbeddings, for q large, (4.3) and (4.5) imply
jh2jCa=2;aðQ2ÞpCjujCa=2;aðQ2ÞpCðMÞ;
and Ho¨lder parabolic estimates (see [Lb, Theorem 4.28, p. 78]) thus imply that
jDuðT 0ÞjNpCjD2ujCa=2;aðQ2ÞpCðMÞjh2jCa=2;aðQ2ÞpKðMÞ:
Hence (4.4) is proved, which ends the proof of Lemma 4.2. &
Proof of Theorem 4.1. Fix M40 and FALNðOÞ such that jFjqpM: Let T 0 ¼ T 0ðMÞ
be given by Lemma 4.2 and deﬁne
E ¼ tXT 0;
Z
O
upðt; yÞ dyXjDuðT 0ÞjN
 
:
Let us ﬁrst assume that Ea| and let
t1 ¼ min E:
For tA½T 0; t1; we have by (4.4) (see Lemma 4.2):
8tA½T 0; t1; ut  DupKðMÞ; xAO:
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By comparison arguments (see the proof of Lemma 2.1 in [R]), we deduce that
8tA½T 0; t1; xAO; uðt; xÞpvðxÞ :¼ KðMÞwðxÞ þ juðT 0ÞjN; ð4:6Þ
where wAH10 ðOÞ-LNðOÞ; wX0; is the solution of the following stationary problem:
Dw ¼ 1; xAO;
w ¼ 0; xA@O:
(
ð4:7Þ
From (4.3) and (4.6) we can deduce that
8tA½T 0; t1; xAO; juðtÞjNpKðMÞjwðxÞjN þ 2M ¼ K 0ðMÞ: ð4:8Þ
Let us now consider tA½t1;NÞ: By Lemma 4.1, we know that 8tXt1; utX0 in O:
Since utX0 on ½t1;NÞ  O and u is uniformly bounded (see (4.1)) it follows that
uðt; xÞ converges monotonically to a function vðxÞX0 with vALN; as t-N: It is
easy to check that v is a classical solution of the stationary problem
DvðxÞ ¼ RO vpðyÞ dy; xAO;
v ¼ 0; xA@O:
(
ð4:9Þ
Let us give a proof for a completeness.
We know that u is uniformly bounded (see (4.1)). Using the ﬁrst line of (1.1) and
multiplying by u we easily get
Z
O
utu þ
Z
O
jruðtÞj2pC; tXt1;
and, as we know that utX0; uX0 for xAO; we have jruðtÞj2L2pC; that is,
juðtÞjH1pC0; tXt1:
Using (1.1), for all wACN0 ðOÞ we haveZ
O
utðt; xÞwðxÞ dx 
Z
O
Duðt; xÞwðxÞ dx ¼
Z
O
wðxÞ dx
Z
O
upðt; yÞ dy: ð4:10Þ
Now, integrating (4.10) by parts in O and integrating in time over ðt; t þ 1Þ we get
Z
O
ðuðt þ 1Þ  uðtÞÞw dx 
Z tþ1
t
Z
O
uðs; xÞDwðxÞ dx ds
¼
Z
O
w
 Z tþ1
t
Z
O
upðs; yÞ dy ds: ð4:11Þ
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By dominated convergence,
Z
O
ðuðt þ 1; xÞ  uðt; xÞÞwðxÞ dx-0 as t-N
and passing to the limit in (4.11), we obtain

Z
O
vðxÞDwðxÞ dx ¼
Z
O
wðxÞ dx
Z
O
vpðyÞ dy:
Therefore v solves (4.9) (in the classical sense, by standard elliptic regularity).
On the other hand, it is easy to check that the problem (4.9) has a unique solution
%vX0; %vc0: Indeed, let %vX0; %vc0 be a solution of (4.9) and let z ¼ l%v; with l ¼
ðRO %vpÞ1: Then
Dz ¼ lðD%vÞ ¼ l
R
O %v
p ¼ 1; xAO;
z ¼ 0; xA@O:
(
Therefore z ¼ w; where w is the unique solution of (4.7), and we are done.
Finally, since utX0 for tXt1 it follows that
juðtÞjNpj%vjN ¼ CðO; pÞ; tXt1: ð4:12Þ
The conclusion in the case Ea| follows by combining (4.3), (4.8) and (4.12).
If E is empty, by same arguments as in case tA½T 0; t1; we ﬁnd the same conclusion
for all tXT 0: This ends the proof of Theorem 4.1. &
5. Proof of Theorem 1.1
As T ¼N; by Lemma 2.1 we know that
8tX0; yðtÞ ¼
Z
O
uðt; xÞj1ðxÞ dxpC; ð5:1Þ
where C ¼ CðO; pÞ40: Multiplying (1.1) by j1 (the normalized eigenfunction
associated to the ﬁrst eigenvalue l140 of D in H10 (see Lemma 2.1)), and
integrating by parts we get
Z
O
utj1 þ l1
Z
O
uj1 ¼
Z
O
upðt; yÞ dy: ð5:2Þ
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Now integrating in time (5.2) and using (5.1) we have
Z t=2
0
Z
O
up ¼
Z
O
uðt=2Þj1 
Z
O
uð0Þj1 þ l1
Z t=2
0
Z
O
uðtÞj1
pCðO; p; tÞ  1þ l1 t
2
	 

C:
In particular, there exists some t1Að0; t=2Þ such thatZ
O
upðt1Þp2t
Z t=2
0
Z
O
uppCðO; p; tÞ;
in other words
juðt1ÞjppCðO; p; tÞ:
Since p4 d
dþ2 p; by Theorem 3.1 we deduce that
juðt2ÞjNpCðO; p; tÞ;
for some t2Aðt1; tÞ: Now using Theorem 4.1 it follows that juðtÞjN is bounded on
½t2;NÞ by a constant depending only on juðt2ÞjN (and on O and p). The conclusion
follows. &
6. More general nonlinearities and alternative proof of universal bounds
The preceding proof was possible because of the knowledge of a priori estimates
of Giga’s type. Note that a crucial assumption for the proof of a priori estimates
in Section 4, is that f be monotone increasing (cf. also [R]). For other nonlocal
nonlinearities, it is not clear how to prove such a priori estimates. However, by
using L
q
d theory, developed in [FSW], it is sometimes possible to derive universal
bounds without relying on a priori estimates. Namely, let us consider the following
problem:
ut  Du ¼
R
O f ðuðt; yÞÞ dy; t40; xAO;
uðt; xÞ ¼ 0; t40; xA@O;
uð0; xÞ ¼ FðxÞ; xAO:
8><
>: ð6:1Þ
where f is a C1 function such that
0pf ðsÞpcð1þ spÞ; sX0; ð6:2Þ
f ðsÞXgðsÞ  c0; sX0; ð6:3Þ
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with p41 and g : ½0;NÞ-ð0;NÞ is a convex nondecreasing function satisfyingZ N
0
ds
gðsÞoN: ð6:4Þ
Then, we get the following theorem:
Theorem 6.1. Let f in (6.1) satisfy (6.2)–(6.4). Assume that
pod þ 2
d þ 1 ð6:5Þ
and let t40: There exists a constant CðO; f ; tÞ40; independent of u; such that for all
nonnegative global solutions u of (6.1), it holds
sup
O
uðt; ÞpCðO; f ; tÞ for tXt:
The main feature of f in Theorem 6.1 is that it need not be monotone at all.
Actually, f can be strongly oscillating. For instance,
f ðsÞ ¼ s log2ð1þ sÞ þ sp sin2 s
satisﬁes our assumptions.
As our problem is quite different from (1.1), we redevelop here the tools that we
need for Eq. (6.1): Kaplan’s argument (see Lemma 6.1) and a theorem on smoothing
effect in L
q
d  Lr spaces for the inequality
ut  Dupc
R
Oð1þ upðt; yÞÞ dy; t40; xAO;
u ¼ 0; t40; xA@O;
uð0; xÞ ¼ FðxÞ;
8><
>: ð6:6Þ
see Theorem 6.2. Let us prove before the following lemma:
Lemma 6.1. Assume that f in problem (6.1) satisfies (6.2)–(6.4). Let l1;j1 and yðtÞ be
as defined in Lemma 2.1. There exists a constant K ¼KðO; f Þ40; such that the
following property holds:
if T ¼N then yðtÞpK; tX0: ð6:7Þ
Proof. Multiplying (6.1) by j1; integrating by parts and using (2.1) and (2.2) it
follows that
y0 þ l1y ¼
Z
O
f ðuðt; xÞÞ dx:
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Using (6.3) the equality above becomes
y0X
Z
O
gðuðt; xÞÞ dx  l1y  C: ð6:8Þ
Let now
Y ðtÞ ¼ 1jj1jNjOj
yðtÞ; 0otoT:
As g is a nondecreasing function, we have
g
1
jj1jNjOj
Z
O
uðt; xÞj1ðxÞ dx
 
pg
Z
O
uðt; xÞdxjOj
 
: ð6:9Þ
Now, since g is convex, using Jensen’s inequality, (6.8) and (6.9), it follows that
Y 0X
1
jj1jN
gðYÞ  l1Y  Cjj1jNjOj
: ð6:10Þ
As g is a convex function verifying (6.4), we have
gðsÞ  gð0Þ
s
-N; as s-N:
Therefore there exists K ¼KðO; f Þ40 such that
8sXK; 1jj1jN
gðsÞ  l1s  Cjj1jNjOj
X
1
2jj1jN
gðsÞ:
Consequently, if for some t0A½0; TÞ; Yðt0Þ4K; then it will follow from (6.10) that
Y 0X
1
2jj1jN
gðYÞ; t0ptoT;
which is known, thanks to (6.4), to imply ﬁnite time blow-up. Hence (6.7) is
veriﬁed. &
Let now denote dðxÞ ¼ distðx; @OÞ and recall that Lqd spaces are deﬁned by
L
q
d ¼ LqdðOÞ ¼ LqðO; dðxÞ dxÞ; 1pqoN:
We prove the following result:
Theorem 6.2. Assume p41; c40; qX1 and
q4
d þ 1
d þ 2 p ¼ q0;d: ð6:11Þ
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Let MX1; there exist T ¼ TðMÞ40 and H ¼ HðMÞ40 such that if FALNðOÞ with
jFjq;dpM and if, for some T040; uALNðð0; T0Þ; LNÞ; uX0; is a solution of (6.6),
then
t
d
2
1
q
1
r
	 

þ 1
2qjuðtÞjrpH; 0otominðTðMÞ; T0Þ; qprpN:
Proof. Let us recall before some known results which will play a crucial role in our
proof. Thanks to [FSW] (see the proof of Lemma 2.1, inequality (2.7) in [FSW]), we
have: for cAL2ðOÞ; cX0;
jetDcj1pCt
1
2jcj1;d; t40; ð6:12Þ
where C ¼ CðOÞ40: On the other hand, we know that etDðjFjqÞXjetDFjq (see e.g.
[W, Lemma 5.1]). We then deduce from (6.12) with c ¼ jFjq that
jetDFjq ¼ jjetDFjqj1=q1 pjetDjFjqj1=q1 pðCt1=2jjFjqj1;dÞ1=q;
hence
jetDFjqpCt
 1
2qjFjq;d; t40: ð6:13Þ
Now, using Lq  Lr estimates for the heat semi-group ðrXqÞ and (6.13) we deduce
that
jetDFjr ¼ jeðt=2ÞDðeðt=2ÞDFÞjrpCt
d
2
1
q
1
r
	 

jeðt=2ÞDFjq
pC0t
d
2
1
q
1
r
	 

 1
2qjFjq;d: ð6:14Þ
We proceed in two steps. C and C0 denote various constants which may change
from line to line, and which will depend only of O; p; q and c:
Step 1: Let
n0 ¼ maxðp; qÞ: ð6:15Þ
Put b ¼ d
2
1
q
 1
n0
	 

þ 1
2q
and
HðtÞ ¼ sup
sAð0;tÞ
sbjuðsÞjn0oN; 0otoT ; ð6:16Þ
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where T40 will be speciﬁed later. Using (6.6), we have
juðtÞjn0p jetDFjn0 þ c
Z t
0
eðtsÞD
Z
O
1þ upðs; xÞ dx
 

n0
ds
¼ jetDFjn0 þ C
Z t
0
ð1þ juðsÞjppÞjeðtsÞD1Ojn0 ds: ð6:17Þ
Using (3.7), (3.4) with n :¼ n0 and (6.14), (6.17) becomes
juðtÞjn0pCtbjFjq;d þ Ct þ C0
Z t
0
juðsÞjpn0 ds;
and using (6.16) we have
juðtÞjn0pCtbjFjq;d þ Ct þ C0HpðTÞ
Z t
0
spb ds;
which is
juðtÞjn0pCtbjFjq;d þ Ct þ CHpðTÞt1pb
Z 1
0
spb ds:
Due to (6.11) and (6.15), we have
pbo1
so that the integral above is convergent. Multiplying by tb and taking the sup in time
on ð0; TÞ in the left side of our last inequality we get
HðTÞpCðjFjq;d þ ð1þ HpðTÞÞT1pbÞ
provided Tp1:
Choosing
T ¼ minð1; C1ð1þ MÞðp1Þ=ð1pbÞÞ ð6:18Þ
and recalling that MX1; for C1 ¼ C1ðd; p; qÞ40 sufﬁciently small, we easily get
HðTÞp2CjFjq;dp2CM: ð6:19Þ
Note that (6.18) and (6.19) imply
ð1þ HpðTÞÞT1pbpC0ð1þ MÞp2C0M: ð6:20Þ
Step 2: For 0otoT and qprpN; using (6.6) we have
juðtÞjrpjetDFjr þ C
Z t
0
ð1þ juðsÞjppÞjeðtsÞD1Ojr ds:
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Now, using (3.7), (3.4) with n ¼ r and (6.14) we get
juðtÞjrpCt
d
2
1
q
1
r
	 

 1
2qjFjq;d þ C0t þ C0
Z t
0
juðsÞjpn0 ds:
Using (6.16) we have
juðtÞjrpCt
d
2
1
q
1
r
	 

 1
2qjFjq;d þ Ct þ CHpðTÞt1pb
Z 1
0
spb ds:
By Step 1, we already know that the integral above is convergent. Then we get
t
d
2
1
q
1
r
	 

þ 1
2qjuðtÞjrpCjFjq;d þ Ct
1þd
2
1
q
1
r
	 

þ 1
2q þ C0HpðTÞt1pbþ
d
2
1
q
1
r
	 

þ 1
2q:
Since Tp1 and rXq; it is clear that
t
d
2
1
q
1
r
	 

þ 1
2qjuðtÞjrpCjFjq;d þ Cð1þ HpðTÞÞT1pb:
For all T satisfying (6.18), (6.20) then implies
t
d
2
1
q
1
r
	 

þ 1
2qjuðtÞjrpCðO; d; p; qÞM:
This ends the proof of Theorem 6.2. &
Remark 6.1. Theorem 6.2 applies in particular to Eq. (1.1). Comparing
Theorems 3.1 and 6.2, we note that q0;d4q0; which is not surprising, since the
second regularisation requires one more step, namely the passage from L
q
d to L
q:
Proof of Theorem 6.1. Using Lemma 6.1 we have
8tX0; juðtÞj1;dpCðOÞyðtÞpM ¼ MðO; f Þ: ð6:21Þ
Fix any tX0 and let vðs; xÞ ¼ uðt þ s; xÞ; By (6.2), v satisﬁes
vs  Dvpc
R
Oð1þ vpðs; yÞÞ dy; s40; xAO;
vðs; xÞ ¼ 0; s40; xA@O;
vð0; xÞ ¼ uðt; xÞ; xAO:
8><
>: ð6:22Þ
Knowing (6.5), we can apply Theorem 6.2 to (6.22) with q ¼ 1; and (6.21) yields
juðt þ sÞjNpsðdþ1Þ=2HðMÞ ¼ CðO; f Þsðdþ1Þ=2; 0osoT1ðOÞ;
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where T1ðOÞ ¼ TðMðO; f ÞÞ: For each ﬁxed t40; by choosing s ¼ s0 :¼
minðt; T1ðOÞ=2Þ we get
juðt þ s0ÞjNpCðO; f ; tÞ; tX0
hence
juðtÞjNpCðO; f ; tÞ; tXt:
This ends the proof of Theorem 6.1. &
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