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vWe can hope to see the growth of nuclear physics through studies
of a particular isotope or mass system. Given this point of view,
8Be is a worthy choice, very likely the best.
Louis Brown,
“Beryllium-8 — A History of Nuclear Physics”, unpublished [1].
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Abstract
This thesis reports on the results of four different experiments carried out
at either Argonne National Laboratory or Aarhus University.
The first experiment was a cross section measurement of the 23Na(α, p)
reaction at astrophysical energies. This reaction acts as a proton source for
the 25Mg(p, γ)26Al reaction in asymptotic giant branch stars and 26Al is
an direct observable of ongoing nucleosynthesis. Prior to this experiment a
different group published the suprising result, that the cross section should
be scaled up by a factor of 40. However, the present experiment was
unable to reproduce this, and was instead a confirmation of the established
statistical model.
The second experiment was a measurement of the β feeding of the
Hoyle state from the 12B ground state. This experiment was carried out at
Gammasphere in order to provide independent confirmation of a previous
result obtained using charged particle spectroscopy, which disagreed from
measurement performed in the seventies by roughly a factor of 2. The value
of β feeding is an important constraint in the β decay studies of the 2+
excitation of the Hoyle state. The result of the present experiment was a
confirmation of the previous result.
In the third experiment the 8Be excitation spectrum, following the γ
decay of the 17.6 MeV 1+ state, was measured using charged particles. This
technique yields unparalleled detection efficiency, resolution, and dynamic
range allowing the resulting spectrum to be analyzed using R-matrix theory.
vii
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The results of this analysis were improved γ decay widths and a tentative
broad 0+ resonance at 12 MeV.
The last experiment was a measurement of the 11B(p, 3α) cross section
at an energy corresponding to the 16.1 MeV 2+ state in 12C. For this state
there exist multiple inconsistent measurements of its decay properties, and
a majority of these inconsistencies can be traced to ambiguities in the nor-
malization. With this experiment the normalization issue was circumvented
by measuring the final state in full kinematics. The result was an improved
cross section for this resonance and a suggestion to rescale the recommended
cross section for 11B(p, 3α) by a factor of 2/3 over the full energy range.
This impacts the recommended reaction rate by NACRE and NACRE II,
which should be scaled by roughly a factor of 2.
In addition to these experiments, this thesis reports on the technical
development carried out at Aarhus University. Specifically, an analysis
library for the analysis of nuclear physics experiment with silicon detectors
was developed. This library is built on the concept of an analysis pipeline.
Secondly, the Aarhus data acquisition has been rebuilt from the ground
up. The different components and recent development allowing significantly
higher rates will be presented.
Resumé
Denne afhandling beskriver resultaterne opnået ved fire forskellige eksperi-
menter udført ved enten Aarhus Universitet eller Argonne National Labora-
tory.
Det første eksperiment var en måling af tværsnittet for 23Na(α, p) ved
energier relevant for astrofysik. Denne reaktion fungerer som en protonkilde
for 25Mg(p, γ)26Al reaktioner i asymptotiske kæmpestjerner. Produktionen
af 26Al er interessant, da observationer af henfaldet af denne isotop beviser, at
der stadig foregår kernesyntese i verdensrummet. Eksperimentet verificerede
den hidtil brugte statistiske model.
Det andet eksperiment bestemte forgreningsforholdet for β-henfald af
grundtilstanden af 12B til Hoyletilstanden. Dette forgreningsforhold var
tidligere blevet målt med siliciumdetektorer. Med henblik på at opnå en
uafhængig måling, blev dette eksperiment istedet udført med germani-
umdetektorer; specifikt Gammasphere. Forgreningsforholdet for β-henfald
til Hoyletilstanden er en vigtig restriktion i jagten på 2+ excitationen af
Hoyletilstanden. Resultatet bekræftede den tidligere måling.
I det tredje eksperiment blev excitationsspektret for 8Be, populeret
ved γ-henfaldet af 17.6 MeV 1+ tilstanden, bestemt ved måling af ladede
partikler. Dennee metode har en væsentlig forbedret detektionseffektivitet,
opløsning og dynamisk rækkevidde ift. tidligere anvendte metoder. Dette
tillod at det målte spektrum blev analyseret med R-matrix teori. Resul-
tatet af eksperimentet var en forbedring af partielle γ-bredder og en mulig
ix
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observation af en 0+ tilstand i 8Be ved 12 MeV.
Det sidste eksperiment var en måling af tværsnittet for 11B(p, 3α) reak-
tionen for 16.1 MeV 2+ tilstanden i 12C. Der har været adskellige tidligere
målinger ved denne resonans, men de er alle inkonsistente. En kritisk gen-
nemgang af disse viste, at inkonsistensen primært skyldtes forskellige valg
af normalisering. I vores eksperiment blev dette problem omgået ved at
måle alle partikler i sluttilstanden. Resultatet var en forbedret måling af
tværsnittene for denne tilstand og en anbefaling om at reskalere NACRE-
reaktionsraten med en faktor 2.
Ud over de fire eksperimenter beskriver afhandlingen også det tekniske
udviklingsarbejde, som er blevet udført ved Aarhus Universitet. Det drejer
sig om et analysebibliotek til eksperimenter indenfor kernefysik. Dette er
baseret på konceptet om en analyse pipeline, som betydeligt letter anal-
ysearbejdet. Udover dette beskrives også de forskellige komponenter af
datatagningssystemet, der bruges ved 5 MV acceleratoren ved Aarhus Uni-
versitet. Dette er blevet genopbygget fra bunden for at kunne håndtere
væsenligt højere rater.
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1Preface
This thesis summarizes the work I have carried out during my four years
as a Ph.D student at the nuclear physics group at Aarhus University. The
majority of the experiments presented in this work have been carried out at
the 5 MV Van de Graff accelerator, which celebrated its 50 year anniversary
in 2017. In addition, the isotopes studied were 8Be and 12C, both of which
have been studied since the dawn of nuclear physics. This raises the question
whether there is anything left to learn. Luckily, recent advances in detector
technology facilitates measurements that were previously unfeasible.
This thesis is divided into two parts. The first part details four different
experiments, three of which were conducted at the 5 MV accelerator at
Aarhus University and the last at Gammasphere at Argonne National Lab-
oratory. The first experiment was a study of the 23Na(α, p) reaction with
energies between 1.7 and 2.5 MeV in the center-of-mass system. This experi-
ment was motivated by the impact of the cross section on the astrophysically
relevant 26Al isotope. The second experiment was a measurement of the
branching ratio for the β decay of the 12B ground state to the Hoyle state
in 12C. The third experiment measured the full 8Be excitation spectrum
populated in the γ decay of the 17.6 MeV 1+ state. With this we sought
to find possible 8Be intruder states and test state of the art ab initio cal-
culations. In the last experiment the 11B(p, α) cross section was measured
for the 16.1 MeV 12C resonance. This was mainly motivated by substantial
discrepancies in the existing literature. As each of these experiments have
1
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their own motivation, they are written as self contained chapters. Each
chapter is followed by the associated research paper.
The second part details the technical work I have performed during my
thesis. This is structured as two chapters. The first describes a general
purpose analysis framework built on top of CERN ROOT that substantially
eases the analysis of data from silicon detectors. The second describes the
substantially upgraded data acquisition system used at the Aarhus 5 MV
setup and several ISOLDE experiments. This chapter is followed by a
research paper on a newly proposed readout method.
It should be noted that in accordance with GSST rules, some illustra-
tions of this thesis were also used in the progress report for the qualifying
examination
Part I
Physics
3

2
23Na(α, p)26Mg reaction rate
at astrophysically relevant energies
This chapter discusses a measurement of the 23Na(α, p)26Mg cross section,
which is important for the production of 26Al in hot stellar environments.
The chapter starts with a motivation that includes a review of prior
experimental determinations of this cross section. This is followed by a
section discussing our experiment and its strengths. The chapter concludes
with a discussion of the results and its astrophysical impact. These results
were published in ref. [2] and the paper can be found at page 13.
2.1 Motivation
The Big Bang model is the favored model for the cosmological evolution of
our universe from very early times until today. Historically, it was supported
by observational evidence of the cosmic microwave background, the cosmic
expansion and primordial nucleosynthesis [3]. The latter is the fusion of
protons and neutrons into primarily hydrogen and helium-4 in a 3:1 ratio.
In addition, deuterium, 3He, lithium and heavier isotopes such as boron
and carbon were also produced, but only at a ratio of < 10−5 compared to
hydrogen.
This primordial collection of isotopes provided the seed for the first
generation of stars consisting almost exclusively of hydrogen and helium.
The present observations of heavier elements are then explained by the
5
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occurrence of fusion in the hot stellar interior - primarily the core. These
heavier elements are then reintroduced into the interstellar medium through
various mechanisms. These mechanisms include thermal pulses in asymptotic
giant branch (AGB) stars, supernovae explosions, and neutron star mergers
[4, 5]. The latter two events are believed to be the primary source of
r-process elements in which neutron-rich elements heavier than iron are
created through rapid neutron capture. In both cases, significant mass loss
occurs in the final stages of the event. As later generations of stars and
planets are formed from the interstellar medium, they are “polluted” with
heavier elements. This cycle is generally called nucleosynthesis. AGB stars
also produce elements heavier than iron through the s-process in which a
heavy element captures a neutron and subsequently β decays. The produced
elements will thus occur predominantly along the line of β stability.
The first direct evidence for nucleosynthesis was the observation of
spectral lines corresponding to entirely unstable element technetium in AGB
stars [6]. The longest-lived isotope of this element is 98Tc, which has a half
life of 4.2× 106 yr. As this is much shorter than the age of the universe,
∼1010 yr, something must be producing this element. Additional evidence
was provided in 1982 by the HEAO-3 satellite that observed the 1809 keV γ-
line corresponding to a transition in 26Mg from the first excited state to the
ground state [7]. The first excited state is populated by the β decay of 26Al
with a half life of 7.2× 105 yr. Additional γ lines such as electron-positron
annihilation, 57Co, 56Ni and 44Ti have also been identified [8].
The initial satellite observation of 26Al was followed by two additional
missions, COMPTEL [9] and INTEGRAL [10]. Over the years different
sources for 26Al such as AGB stars, classical novae, Wolf-Rayet stars, and
core-collapse supernovae have been suggested. Observational evidence has
established that 26Al is primarily located in the Galatic plane and co-
rotates with the Galaxy. Additionally, the 26Al distribution is significantly
correlated with the population of massive stars. Thus, AGB stars are the
currently favored source [10–13].
This prompted Iliadis et al. to perform a sensitivity study of reactions
influencing the production of 26Al in massive stars [14]. In this reaction
network, 23Na(α, p)26Mg acts as a proton source for the 25Mg(p, γ)26Al
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reaction and it was found that increasing the 23Na(α, p) reaction rate by a
factor of 10 increased the 26Al production by a factor of 3. An illustration
of the reaction is shown in fig. 2.1. In this context the proton decay
to the ground state is denoted by p0, decay to the first excited by p1,
etc. The available experimental data for this reaction was provided by
two experiments performed in direct kinematics by Kuperus in 1964 and
Whitmire et al. in 1974 [15, 16]. In both cases, the targets were backed
by a significant amount of material essentially acting as a heat sink. This
was necessary as NaCl evaporates at 801 ◦C and substantial beam currents
were used. Thus, it seemed plausible that the cross section might be
underestimated although Whitmire et al. claimed they periodically checked
for target degradation. In both experiments the p1 transition was found to
dominate the (α, p) cross section.
Motivated by the work of Iliadis, Almaraz-Calderon et al. (AC) decided
to remeasure the cross section using inverse kinematics, i.e. using a 23Na
p0
p1
p2 2.938 2+
1.809 2+
g.s. 0+
26Mg
1.821
23Na + α
g.s. 0+
27Al
Figure 2.1: Illustration of the 23Na(α, p)26Mg reaction. A quasi-continuum
of states in 27Al is populated using the 23Na +α reaction. The excited state
decays to 26Mg via proton emission.
8
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beam impinging on a helium gas cell avoiding the evaporation issue [17].
Specifically, a 2× 108 pps 23Na beam with an energy of 23, 26, 28 or 30 MeV
was produced by the Argonne ATLAS accelerator. The beam current was
deduced from Rutherford scattering of a 120 µg cm−2 gold foil placed before
the gas cell. The gas cell was sealed with two 1.40(5) mg cm−2 Ti foils and
filled with 550 Torr of 4He kept at liquid nitrogen temperature. The protons
were detected with an annular silicon detector placed 20 cm downstream of
the target with a 70µm aluminium foil placed in front of it in order to shield
the detector from elastically scattered 23Na and 4He recoils. Surprisingly,
their deduced cross section was larger by a factor of 40 compared to the
previous measurements or statistical model calculations such as NON-SMOKER
[18]. They attributed this to significant target evaporation in previous
experiments. However, a subsequent review of α particle induced reactions
in the A = 20−50 region showed that the newly obtained 23Na cross sections
were an outlier when compared to the neighboring nuclei [19].
2.2 Method
Reviewing the experiment performed by AC the main weakness is the signal-
to-noise ratio especially at low energy. This was caused by proton knock-out
of hydrogen in the gas cell window, which becomes a problem since the
sought cross section drops two orders of magnitude over the measured energy
range. Their low energy cut-off was 3 MeV due to the Al foil in front of
the detector, and the p1 cross section was only directly measured at the
highest two energies. The limited angular information means the complete
angular distribution cannot be determined. Instead, they chose to adopt
the previously measured angular distribution for 27Al(α, p)30Si based on a
shell model argument.
Our experiment sought to improve on shortcomings in all three prior
experiments. The experiment was performed in direct kinematics with a
solid NaCl target evaporated onto a thin carbon backing. This essentially
eliminates the background problem. Charged particles were detected us-
ing modern large area double-sided silicon strip detectors (DSSD) with a
2.2. METHOD 9
Figure 2.2: Proton spectra measured by Almaraz-Calderon et al. with the
titanium background subtracted. Note that p1 can only be distinguished
for the highest two energies. For the lowest energy only an upper bound for
p0 was determined. Figure from ref. [17].
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solid angle of ∼20 % compared to ∼0.03 % in the prior direct kinematics
experiments. This made it feasible to reduce the beam current by roughly a
factor of 1000. The detector setup is shown in figure 1 in the following paper
and the angular coverage is improved significantly compared to the AC
experiment. During the experiment, the absolute yield and ratio between Na
and Cl was monitored in order to verify that no degradation was occurring.
Additionally, the measured cross sections were normalized to the observed
elastically scattered α particles. This removed systematic uncertainties
related to the target thickness, beam current integration and stoichiometry.
2.3 Results and discussion
Our experiment shows that the statistical model calculation generally repro-
duced the measured cross section within 30 %, except at 2.16 MeV, where
a strong resonance increases the discrepancy to 50 %. This can be seen
in figure 5 in the following paper. Assuming the energy dependence of
NON-SMOKER to be correct the optimal scaling factor between our measure-
ment and the model prediction was found to be 0.96(6). At the time of
publication, we could not reproduce the results obtained by AC.
Our results were published simultaneously with the results from Tom-
linson et al. that had repeated the experiment in inverse kinematics [21].
They were also unable to reproduce the work of AC. Shortly thereafter an
erratum was published [20] in which AC acknowledged that they had not
accounted for a factor of 100 downscaling thus artificially increasing their
results by this factor. The inverse kinematic experiment was later repeated
at Argonne National Laboratory using the MUSIC detector [22], which
could also simultaneously measure the (α, α′) and (α, n) reaction. Figure 2.3
shows the results of all four experiments along with the statistical model of
ref. [19]. Note that the result by AC have been rescaled. Generally, good
agreement is observed between all datasets except around 2.75 MeV where
the result from Tomlinson et al. deviates slightly.
Comparing the different experimental techniques, the method employed
in the present experiment is more straightforward as it did not require
2.3. RESULTS AND DISCUSSION 11
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E
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σ
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Almaraz-Calderon et al.
Tomlinson et al.
Howard et al.
This work
StM calculations by P. Mohr
Figure 2.3: Comparison between all recent measurement of the 23Na(α, p)
cross section [2, 17, 20–22]. Note that the result by AC have been rescaled.
The result from Tomlinson et al. deviates slightly around 2.75 MeV. Figure
from ref. [22].
handling a cryogenic target or a radioactive beam (RIB) facility. The lack
of a cryogenic target and the associated cooling systems also meant that a
significantly larger angular range could be covered, which made it possible
to determine angular distributions. On the other hand, the location at a
RIB facility means the work could be extended to more exotic nuclei. The
experimental technique used with the MUSIC detector is quite elegant as
it is possible to measure the cross section for several reaction channels at
multiple energies using a single beam energy. Considering beam time is a
scarce commodity; this is very powerful.
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2.4 Astrophysical impact
Prior to these recent experimental investigations, it was expected that prior
measurements suffered from target issues at an unknown level and thus a
statistical model was used in stellar calculations. Based on the performance
of the statistical model for other reactions, it was expected to be accurate
within a factor of 2 to 10 [19].
The results obtained in this work show that for this particular reaction
the statistical model is accurate within 30 % and 50 % at strong resonances.
N. Hubbard, one of the co-authors of the paper, explored the astrophysical
consequences of this result [23]. The main conclusion was in agreement with
prior investigations, but the new experimental measurements significantly
reduce the uncertainties on the reaction rate.
2.5 Contributions
The work presented in the following paper was performed by a collaboration.
A. Howard was the principal investigator and as such was responsible for
the majority of the experimental work. Additionally, he wrote the majority
of the paper. I was responsible for the entire analysis of the experimental
data, i.e. the extraction of angular distributions, determination of target
stoichiometry, Rutherford yield, etc. N. Hubbard explored the astrophysical
consequences.
23Naðα;pÞ26Mg Reaction Rate at Astrophysically Relevant Energies
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The production of 26Al in massive stars is sensitive to the 23Naðα; pÞ26Mg cross section. Recent
experimental data suggest the currently recommended cross sections are underestimated by a factor of ∼40.
We present here differential cross sections for the 23Naðα; pÞ26Mg reaction measured in the energy range
Ec:m: ¼ 1.7–2.5 MeV. Concurrent measurements of Rutherford scattering provide absolute normalizations
that are independent of variations in target properties. Angular distributions are measured for both p0 and
p1 permitting the determination of total cross sections. The results show no significant deviation from the
statistical model calculations upon which the recommended rates are based. We therefore retain the
previous recommendation without the increase in cross section and resulting stellar reaction rates by a
factor of 40, impacting the 26Al yield from massive stars by more than a factor of 3.
DOI: 10.1103/PhysRevLett.115.052701 PACS numbers: 25.60.Dz, 26.30.-k, 26.50.+x, 27.30.+t
The observation of 26Al in the Galactic medium, through
γ-ray emission from its daughter nucleus 26Mg, provided
direct evidence for ongoing nucleosynthesis in the Galaxy
[1]. While the origins of 26Al remain the subject of
discussion, the C=Ne convective shell within massive stars
is a candidate site [2]. A sensitivity study of the reactions
influencing 26Al production in massive stars has indicated a
significant dependence on the 23Naðα; pÞ26Mg reaction
rate, which acts as a proton source for the 25Mgðp; γÞ26Al
reaction [3]. Specifically, it was found that an increase in
the 23Naðα; pÞ26Mg rate by a factor of 10 would lead to an
increase in 26Al production by a factor of 3.
The 23Naðα; pÞ26Mg rate adopted in Ref. [3] is obtained
from statistical model calculations. While earlier exper-
imental data do exist [4,5], these were excluded due to a
lack of understanding of the target properties during the
intense beam bombardment. As a consequence there are
significant uncertainties in the experimentally determined
resonance strengths.
A recent direct measurement of the reaction cross section
in inverse kinematics was made to resolve these exper-
imental uncertainties [6]. A 23Na beam was incident on a
gas cell containing 4He and outgoing protons correspond-
ing to the ground and first-excited states in 26Mg were
detected. The cross sections measured in the region Ec:m: ¼
1.7–2.5 MeV were ∼40 times greater than statistical model
calculations. Such an increase is significantly larger than
that required to alter the production of 26Al by a factor of 3.
A similar, although less dramatic, disagreement with
statistical model calculations has been reported for the
33Sðα; pÞ36Cl reaction [7]. It is noted in Ref. [8] that the
measured cross sections significantly exceed the expected
single particle strength and that, in light of the
23Naðα; pÞ26Mg results also, there is an urgent need for
additional (α; p) data in the 20 ≤ A ≤ 50 region.
In this Letter we report on a new measurement of the
23Naðα; pÞ cross section in forward kinematics covering
the energy range Ec:m: ¼ 1.7–2.5 MeV. Our methodology
exploits the simultaneous detection of Rutherford scattered
α particles to remove dependencies on properties of the
target, such as thickness and stoichiometry, that have
impacted previous measurements. Discussions of this
methodology may be found in, for example, Refs. [9,10].
Measurements were made at the Aarhus University
5-MV Van de Graaff accelerator. A schematic of the
FIG. 1 (color online). A schematic of the experimental setup
within the scattering chamber. The incoming 4He beam is
indicated by the arrow. The NaCl target was orientated at 45°
relative to the beam axis. Two double-sided silicon strip detectors
were used to detect outgoing protons and α particles, see the text
for details. For clarity both front- and back-side segmentation of
the detectors are shown.
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experimental setup is shown in Fig. 1. A 4He beam with
laboratory energy between 1.99 and 2.94 MeV was used to
bombard a carbon-backed NaCl target. The beam was
stopped 70 cm downstream of the target position in a
suppressed Faraday cup connected to a current integrator.
Typical beam currents were in the range 200–500 ppA.
Two double-sided silicon strip detectors (DSSDs) were
mounted in the scattering chamber to provide energy
and angle information for outgoing charged particles. A
322-μm annular DSSD was mounted upstream of the
target, covering laboratory angles between 140° and 163°
and a 40-μm-thick, quadratic DSSD provided coverage at
laboratory angles between 60° and 120°. The annular
detector was mounted with the junction side, which has
a 4-μm dead layer, facing the target. In this orientation the
dead layer acts as a degrader foil, increasing the energy
separation between backscattered α particles and protons
populating 26Mg. Protons populating the ground and first
excited states in 26Mg were sufficiently energetic to punch
through the quadratic DSSD and were stopped, and
unambiguously identified, in a 1500-μm silicon pad
detector.
The target was prepared at Aarhus University by
evaporating NaCl onto a 10 μg=cm2 carbon foil. The beam
energy loss in the target was calibrated using alpha particles
backscattered from the carbon backing into the annular
DSSD. As the target is rotated through 180° the energies
are shifted due to losses within the NaCl layer (see, for
example, Ref. [11] for details of this technique). A thick-
ness of 65 keVat a beam energy of 3 MeV was determined.
It should be noted that the target was tilted 45° to the beam
axis during all other measurements giving an effective
thickness of between 92 and 115 keV for the range of beam
energies used.
During the experiment elastically scattered alpha par-
ticles were continuously measured in the quadratic DSSD.
For pure Rutherford scattering the elastic yield is a product
of the target thickness and incident beam current. This
removes any uncertainties due to changes in the target
thickness or stoichiometry, in addition to uncertainties in
the integration of beam charge. The α scattering data
presented in Ref. [12] demonstrate that elastic scattering
from Na is well described by the Rutherford formula for
beam energies up to 3 MeV, which covers the entire range
of measurements here. This is supported by a measurement
of the angular distribution for elastically scattered α
particles from Na measured with our setup, shown in
Fig. 2, which shows excellent agreement with Rutherford
scattering.
Rutherford scattering data were also collected for Cl
throughout the experiment. A comparison between the
relative amounts of Na and Cl in the target shows no
deviation from a ratio of 1:1 to within 10% for the duration
of the experiment, see Fig. 2. Repeat measurements of the
target thickness were also consistent, indicating no signifi-
cant changes in the target properties during the experiment.
This is not surprising given the relatively low beam currents
employed, 3 orders of magnitude lower than those used in
Ref. [5] where significant target degradation was observed.
Energy spectra for the annular DSSD and quadratic
DSSD plus the pad detector telescope are shown in Fig. 3.
Proton yields were extracted for both p0 and p1 transitions
across the full energy range covered. Differential cross
sections were obtained using the normalization provided
by Rutherford scattering of α particles into the quadratic
DSSD.
Examples of measured angular distributions are shown
in Fig. 4. To permit total cross sections to be determined
measured differential cross sections were fitted using a
sum of even-termed Legendre polynomials. This assumes a
distribution symmetric around θc:m: ¼ 90°, which is
expected when the cross section is dominated by compound
nucleus formation. In the measurements reported in Ref. [4]
only a single, relatively minor resonance was found to
exhibit forward-backward asymmetry in the energy region
covered here. Nonetheless, a conservative 20% uncertainty
on the total cross section is assumed.
At beam energies below ∼2.2 MeV, some fraction of p1
protons reaches the pad detector with insufficient energy to
be registered. The result is a decrease in the detection
efficiency that is not easily quantified. For the two data sets
collected below this energy the p1 data collected using the
pad detector are therefore not used for the fitting of angular
distributions. Instead, only data from the annular DSSD,
which suffers no decrease in detection efficiency, are used
and an isotropic angular distribution is assumed. Applying
the same procedure to the p1 data sets at higher energy
FIG. 2 (color online). (a) The measured angular distribution of
elastically scattered alpha particles from 23Na at a beam energy of
2.94 MeV. The solid line is the distribution expected for pure
Rutherford scattering. (b) The stoichiometric ratio of Na and Cl in
the target foil, as determined by Rutherford scattering, as a
function of the integrated beam impinging on the foil.
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results in a decrease in total cross section of between 10%
and 30%. A 30% uncertainty is assumed for the two lowest
p1 data points to reflect this.
In two of the eight measurements a weak peak was
observed ∼200 keV in energy below p0 (see the middle
panel of Fig. 3). This peak may be indicative of a thin layer
of fluorine on the target surface since it lies at the
approximate energy expected for 19Fðα; p0Þ22Ne. Under
these circumstances there may be a contribution from
19Fðα; p1Þ22Ne also, which would not be resolved from
23Naðα; p1Þ26Mg. The only possible effect of this could be
to increase the observed cross section. Based upon the data
presented in Ref. [13] it is estimated that this contribution
should always be below 10% of the total peak yield. Out of
caution an additional 10% uncertainty is therefore assumed
on the lower bound of all p1 cross sections.
Protons populating higher lying states in 26Mg were not
observed in this work due to the background from the
scattered beam. The contribution from these states to the
total reaction cross section at the energies measured in this
work is expected to be minor due to the reduced pene-
trabilities. In Ref. [6] a Hauser-Feshbach calculation is
reported that indicates negligible contribution from p2
within the Gamow window (Ec:m: ≃ 1.2–2.2 MeV).
To account for energy losses within the NaCl layer of the
target, the measured cross sections are associated with an
effective beam energy. This is calculated using an energy
dependence for the cross section as given by the statistical
model code NON-SMOKER [14]. The resulting effective
energies are within 15 keVof the beam energy at the target
midpoint for all measurements. It should be noted that for
Rutherford scattering the effective energies are slightly
lower, and are within 1 keV of the midpoint energy for all
measurements.
Total cross sections for p0 and p1 are presented in
Table I. These values are plotted in Fig. 5 together with
results from Ref. [6] and the statistical model code NON-
SMOKER [14]. We find a significant discrepancy with the
results reported in Ref. [6], these values being consistently
an order of magnitude higher than measured here. We can
offer no explanation for this discrepancy; however, it
cannot be accounted for by the form of the angular
distributions assumed in Ref. [6], where data were only
FIG. 4 (color online). Proton angular distributions from the
23Naðα; pÞ26Mg reaction. The energies given are the effective
center of mass energies, corrected for the target thickness. For the
lowest energy p1 data shown reliable differential cross sections
could only be obtained in the annular DSSD detector, located at
backward angles in the laboratory frame. The dotted lines show
fits of Legendre polynomials to the data.
TABLE I. Angle-integrated cross sections for the p0 and p1
branches of the 23Naðα; pÞ26Mg reaction. The final column gives
the ratio of the measured cross section to that calculated using the
statistical model code NON-SMOKER.
Ec:m: (keV)
a σp0 (mb) σp1 (mb) σðp0 þ p1Þ=σN:S:
1744 0.05 (1) 0.06ðþ2−2Þ 1.50 (29)
1831 0.09 (2) 0.20ðþ6−7 Þ 2.09 (46)
1998 0.08 (2) 0.24ðþ5−5 Þ 0.81 (13)
2071 0.20 (4) 0.52ðþ11−12 Þ 1.19 (19)
2139 0.28 (6) 2.42ðþ49−53 Þ 3.20 (58)
2328 0.28 (6) 1.52ðþ31−34 Þ 0.84 (14)
2400 0.57 (11) 1.59ðþ32−35 Þ 0.73 (11)
2469 1.62 (33) 2.97ðþ60−66 Þ 1.18 (17)
aEffective energy corrected for energy loss within the target. See
the text for details.
FIG. 3 (color online). Representative energy spectra from the
annular DSSD (S3) and the quadratic DSSD plus the pad detector
telescope (W1). In the latter case a coincidence between the two
detectors is required to remove the background due to α particles
stopping in the quadratic DSSD. The effective center of mass
energy in each case is given in the plot, see the text for details.
The small peak at * has an energy consistent with the p0
transition in 19Fðα; pÞ22Ne, and may therefore be indicative of
a thin layer of 19F on the target surface, see the text for further
discussion.
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obtained backwards of θc:m: ¼ 160°. In the narrow angular
range between θc:m: ¼ 165° and 170° where overlapping
differential cross section measurements exist, the absolute
values again differ by at least an order of magnitude. It is
again worth noting that the absolute normalization in the
present work is provided by the Rutherford scattered beam
from the 23Na component of the target itself. Combined
with the relative simplicity of the experimental setup, this
provides an extremely robust method for the determination
of absolute cross sections.
The NON-SMOKER results reproduce the measured cross
sections extremely well in terms of both trend and
magnitude. The only significant deviation is found at
Ec:m: ¼ 2.16 MeV and can be understood in terms of the
strong individual resonance reported in Ref. [5] at
Ec:m: ¼ 2.14 MeV. If the energy dependence of the
NON-SMOKER results is fixed and only the absolute
magnitude is allowed to vary we find that a scaling factor
of 0.96 0.06 is required to best fit our data.
In conclusion, we have presented cross sections for the
23Naðα; pÞ26Mg reaction in the region Ec:m: ¼ 1.74 to
2.47 MeV. The overall trend and magnitude of the cross
section are in general found to be very well reproduced by
the statistical model code NON-SMOKER. The results are
also largely consistent with the previous measurements of
Whitmire et al. [5] and Kuperus et al. [4], though in general
slightly higher than their results, whereas our measurement
is inconsistent with the recent measurement by Almaraz-
Calderon et al. [6].
As mentioned, the only significant discrepancy between
the NON-SMOKER statistical model and our measurement
is at the energy of the strongest (α; p) resonance at
Ec:m: ¼ 2.14 MeV, a resonance that is particularly strong
in the p1 channel. From the difference between the
observed cross sections around the 2.07 and 2.14 MeV
center of mass energy, we estimate the p1 and p0 resonance
strengths for this resonance to be ωγ1 ¼ 1000ð300Þ eV and
ωγ0 ¼ 42ð13Þ eV, respectively. Based on these resonance
strengths, the corresponding single-resonance contribution
to the reaction rate is shown in Fig. 6 compared to the NON-
SMOKER reaction rate. The contribution from this reso-
nance in itself exhausts up to 50% of the NON-SMOKER
reaction rate (at 2 GK), and could therefore potentially
increase the total reaction rate beyond that of the NON-
SMOKER rate. At the most important temperature 1.4 GK,
the temperature at termination of convective shell C=Ne
burning [3], the single-resonance contribution to the
reaction rate is 35% of the NON-SMOKER reaction rate,
with a reduced contribution below that temperature. Based
on this, we would still recommend usage of the NON-
SMOKER reaction rate for the 23Naðα; pÞ26Mg reaction in
astrophysical scenarios, rather than the reaction rate indi-
cated in Ref. [6]. The error on the reaction rate as evaluated
from our experimental data is significantly reduced to the
level of 30% relative error on the reaction rate, except in the
temperature region around 2 GK where the contribution
from the resonance could increase the reaction rate by up to
50% as shown in Fig. 6, with a corresponding increase in
the upper limit on the reaction rate.
In summary, we therefore conclude that the reaction rate
in the key temperature region, around 1.4 GK, is consistent
with that of the statistical model (NON-SMOKER), to within
approximately 30%. Based on this, the resulting 26Al
production in massive stars as presented in Ref. [3] still
stands. From the results of this sensitivity study, in which a
30% 26Al production increase is found for a rate increase
of a factor of 2, the uncertainty in the 26Al production
corresponding to our reaction-rate uncertainty of 30% is
expected to be at most 10%–20%. This level of precision in
the 23Naðα; pÞ26Mg reaction rate should therefore be
sufficient for detailed comparisons of observed and simu-
lated astrophysical 26Al production.
The authors would like to thank Folmer Lyckegaard for
preparation of the NaCl targets used in this work. We also
FIG. 5 (color online). Cross sections for the 23Naðα; pÞ26Mg
reaction. The energies given are effective energies, corrected
for energy losses within the target. See the text for details. For
comparison cross sections from the statistical model code
NON-SMOKER [14] and the measurement reported in Ref. [6]
are also shown.
FIG. 6 (color online). The single-resonance contribution to the
total rate obtained from NON-SMOKER calculations based upon
the measured strength of the resonance at Ec:m: ¼ 2.14 MeV (see
text for details).
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Note added.—We have been made aware of very recent,
complementary results from an independent remeasure-
ment of the 23Naðα; pÞ26Mg cross section performed in
inverse kinematics [15]. The obtained cross sections are in
good agreement with those presented here. There is a
discrepancy at the lowest energy point, which may be
accounted for by the assumption of an isotropic angular
distribution in Ref. [15].
*alan.howard@phys.au.dk
[1] W. A. Mahoney, J. C. Ling, A. S. Jacobson, and R. E.
Lingenfelter, Astrophys. J. 262, 742 (1982).
[2] W. D. Arnett and J. P. Wefel, Astrophys. J. 224, L139
(1978).
[3] C. Iliadis, A. Champagne, A. Chieffi, and M. Limongi,
Astrophys. J., Suppl. Ser. 193, 16 (2011).
[4] J. Kuperus, Physica (Utrecht) 30, 2253 (1964).
[5] D. P. Whitmire and C. N. Davids, Phys. Rev. C 9, 996
(1974).
[6] S. Almaraz-Calderon, P. F. Bertone, M. Alcorta, M. Albers,
C. M. Deibel, C. R. Hoffman, C. L. Jiang, S. T. Marley, K.
E. Rehm, and C. Ugalde, Phys. Rev. Lett. 112, 152701
(2014).
[7] M. Bowers, Y. Kashiv, W. Bauder, M. Beard, P. Collon, W.
Lu, K. Ostdiek, and D. Robertson, Phys. Rev. C 88, 065802
(2013).
[8] P. Mohr, Phys. Rev. C 89, 058801 (2014).
[9] C. Rowland, C. Iliadis, A. E. Champagne, and J. Mosher,
Phys. Rev. C 65, 064609 (2002).
[10] C. Ugalde, R. E. Azuma, A. Couture, J. Görres, H. Y. Lee,
E. Stech, E. Strandberg, W. Tan, and M. Wiescher, Phys.
Rev. C 77, 035801 (2008).
[11] M. Chiari, L. Giuntini, P. Mand, and N. Taccetti,
Nucl. Instrum. Methods Phys. Res., Sect. B 184, 309
(2001).
[12] H. Sheng Cheng, X. Yang Lee, and F. Yang, Nucl. Instrum.
Methods Phys. Res., Sect. B 56–57, 749 (1991).
[13] J. Kuperus, Physica (Utrecht) 31, 1603 (1965).
[14] T. Rauscher and F.-K. Thielemann, At. Data Nucl. Data
Tables 79, 47 (2001).
[15] J. R. Tomlinson et al., Phys. Rev. Lett. 115, 052702 (2015).
PRL 115, 052701 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
31 JULY 2015
052701-5

3Independent measurement of the Hoyle state β feeding
from 12B using Gammasphere
In this chapter, I will summarize and elaborate on a measurement of the β
decay branching ratio from the ground state (GS) of 12B to the 7.65 MeV 0+
state in 12C, known as the Hoyle state. The Hoyle state has been the subject
of intense research since the late Sir Fred Hoyle postulated its existence in
1954 [24]. I will start by reviewing some models describing the structure of
the state and some recent experimental results seeking to constrain these
models. The current state of the art for the 2+ excitation of the Hoyle
state will be described. The work presented here is mainly motivated by β
decay searches for the 2+ excitation for which the branching ratio serves as
a crucial constraint. The astrophysical impact of the Hoyle state and its
excitation will be summarized. In the end, the results of the paper will be
summarized along with its consequences and an outlook. The results were
published in ref. [25] and the paper can be found at page 35.
3.1 Nuclear structure
α Clustering
Nuclei composed of multiple α particles also known as 4n nuclei or α-
conjugate nuclei highlight the complexity associated with understanding
the nuclear structure even in light nuclei. In the single-particle picture,
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12C consists of six protons and six neutrons, which must obey the Pauli
Exclusion Principle (PEP). This naturally leads to a shell model picture,
where nucleons are placed in different orbitals analogous to the description
of electronic orbitals in atoms. Figure 3.1(b) shows the resulting level
scheme from three different shell model calculations for 12C compared to
the experimental spectrum [26]. Focusing on the MK3W calculation, it
reproduces the majority of the observed spectrum, except for the Hoyle
state. A similar picture as seen in 8Be, where the GS and two first excited
states are poorly described by the shell model, while higher lying states
are well described. It seems that nuclei have some degrees of freedom not
captured in the single particle picture.
Key insight into this issue was provided by Ikeda et al., who recognized
that the PEP would prohibit α cluster formation within a compact nucleus,
but α cluster formation would be possible in spatially large nuclei, where
the PEP inhibits the dissolution into constituents [27]. Furthermore, they
postulated that the band head for rotational states that is built upon
the cluster configuration would appear at the threshold. Based on this
hypothesis, they constructed the diagram seen in fig. 3.1(a), which shows
the various 4n nuclei and the respective thresholds. Note that in this context
it is also possible for 12C and 16O clusters to form. In 12C, the Hoyle state is
the only state situated just above the 3α threshold and it is expected to have
a dominant α-cluster configuration. This hypothesis has been corroborated
by experimental evidence from inelastic electron scattering, which finds that
the radius of the Hoyle state is 1.30− 1.60 larger than the GS [28–31]. In
a recent paper by Okołowicz et al., the near-threshold phenomenon was
ascribed to the strong coupling to the continuum [32].
Models
Unfortunately, it is not possible to directly image the interior configuration
of nuclei, and instead observable properties of the wave function must be
measured and connected to theoretical models of the nuclear structure. For
a model to completely describe this system, it should incorporate both single
particle and cluster degrees of freedom in order to reproduce the spectrum
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seen in fig. 3.1(b). The relevant models can roughly be categorized as either
explicit cluster models, molecular dynamics models or ab initio models. I
will focus on the former two.
Explicit cluster models include both micro- and macroscopic models,
i.e. models with and without nucleonic degrees of freedom. I will focus
on two typical microscopic Alpha Cluster Models, namely the Brink [33]
and THSR [34] wave functions. In both models, the full wave function is
assumed to factorize into the center-of-mass (CM) wave function, χ, and
n-particle quartets (α particles),
Φnα(r1,1, · · · , rn,4) = A
[
φα1(r1,1, · · · , r1,4) · · ·φαn(rn,1, · · · , rn,4)
× χ(R1, · · · , Rn)
]
,
(3.1)
where A is the antisymmetrization operator, which ensures an overall
fermionic wave function and Ri is the CM coordinate of the i’th α particle.
The antisymmetrization enforces the PEP at small distances and destroys the
clusterization for compact states such as the GS. In both models the intrinsic
quartet wave function is described as a normalized Gaussian wavepacket of
size b
φαk(rk,1, · · · , rk,4) ∝ exp
[
−
∑
i 6=j
(rk,i − rk,j)2/(4b)2
]
, (3.2)
which provides a good description for a free α particle [35].
The difference between the models is in their description of the CM
motion, where the Brink wave function gives a crystal-like structure. For
8Be, the CM wave function is particularly simple and reads
χBrinkR (R1, R2) ∝ exp
[
−
(
R1 −R/2− (R2 +R/2)
)2
/b˜2
]
. (3.3)
Often b˜ is chosen equal to the size of a free α particle, b. In this case eq. (3.3)
corresponds to two α particles at a distance R, ie. a crystal lattice.
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The THSR wave function takes a quite different form in which the CM
wave function is assumed to factorize into a product of 0S wave functions [34]
χTHSRnα (R1, · · · , Rn) =
∏
n
χ0(Ri), (3.4)
with RI = RI − XG being the cluster coordinate relative to the CM,
XG =
∑
iRi/n, and
χ0(R) = exp[−2(R2/B2)]. (3.5)
The size of the nucleus is determined by B, which is generally chosen
significantly larger than the size of the quartets, b. Thus, this wave function
represents n loosely bound 0S bosons constrained to a region of size B.
This is interpreted as a boson condensate by the authors [34] but this view
has been challenged by others [36].
The most significant result from the THSR is its reproduction of the
inelastic form factor from inelastic electron scattering without an arbitrary
normalization [37].
Molecular dynamics include Antisymmetrized Molecular Dynamics
(AMD) [38] and Fermionic Molecular Dynamics (FMD) [39]. The strength
of these models compared to the explicit cluster models are that they do
not assume a specific type of clustering. Instead, the internal degrees of
freedom are the nucleons with a Slater determinant wave function
Φ = 1√
A!
A{φ1, φ2, . . . , φn}. (3.6)
This class of models can describe other nuclei than 4n nuclei. The spatial
single nucleon wave function, φi, is described by a Gaussian wavepacket. In
FMD it is possible for the individual nucleon wavepackets to have different
widths. In addition, the molecular dynamic frameworks also include spin
and isospin degrees of freedom. The models use effective nucleon-nucleon
interactions.
Cluster formation is not assumed. Instead, it emerges as the minimal
energy solution, which is found with a variational approach. An example of
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0+1 0+2 0+3
Figure 3.2: Observed cluster structures in AMD calculations of 12C. The
figures shows the density in a plane for the lowest three 0+ states. Note the
α+ 8Be structure of the Hoyle state while the GS looks like a compressed
triangle. Figure from ref. [40].
the emerging structures for the three lowest-lying 0+ AMD states in 12C are
shown in fig. 3.2 from ref. [40]. The second frame is interpreted as the Hoyle
state, which shows a structure similar to 8Be + α having two overlapping
clusters orbited by a third cluster. Compared to the Hoyle state the GS is
more compact, and the cluster structure is less developed, although still
visible.
Experimental evidence
There exist an even greater variety of models than those described in
the previous section, and there is currently no consensus on the internal
structure of the Hoyle state. The predicted shapes include equilateral
triangle, Bose-Einstein Condensate, “bent arm”, 8Be + α, linear chain, etc.
Clearly, experimental evidence is needed in order to constrain the models.
In the last few years, a significant experimental effort has been devoted
to measure the energy distribution of all three final-state α. The aim is
to discriminate between the following scenarios: sequential decay via the
8Be GS, equal energy sharing, collinear decay, and phase-space decay. The
hypothesis is that different internal structures would populate the various
channels differently, e.g. the 8Be + α structure observed in AMD seen in
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fig. 3.2 would predominantly decay sequentially. In the experiments, the
sequential decay was distinguished by an α particle with well-defined energy.
This is due to the narrow width of the 8Be GS and the Hoyle state. In
practice, the majority of observed events correspond to sequential decays, and
the experiments constrain the contributions from the non-sequential channels.
The current state of the art is two independent 95 % confidence levels on
the upper limits of 0.043 and 0.047 % on the non-sequential branches [41,
42].
However, in a comment to the recent experimental results Refsgaard
et al. used a simple toy-model to analyze the effect of Coulomb interactions
between the three α particles in the final state [43]. They found that the
separation of the primary α particle and 8Be at the time of the secondary
break-up is ∼15 fm and the observed energy is modified by the mutual
Coulomb repulsion. The consequence of this is an altered signature both
for the sequential and direct decay at the 10−5 level, essentially limiting
the information that can be extracted from the energy distribution. The
current upper limit is ∼4× 10−4 non-sequential, so this will be crucial for
the next generation of experiments.
3.2 Second 2+
A result that emerges both in molecular dynamics and explicit cluster models
is the existence of a 2+ excitation of the Hoyle state. THSR predicts the
excitation to be at 9.4 MeV with a width of 0.6 MeV [44, 45]. Both FMD
and AMD overestimate the excitation energy of the Hoyle state itself by
1.9 and 0.5 MeV respectively, but predict a second 2+ state at either 2.3 or
2.6 MeV above it.
From an experimental point of view, this region is difficult to investigate
since there are contributions from several broad states in addition to the high
energy tail of the Hoyle state (also called the “ghost anomaly”) [46]. How-
ever, experimental evidence has recently been provided by inelastic proton-
and α scattering [47–49] and from 12C(γ, α) [50, 51]. The observed energy
and width was 9.6(1) MeV and 0.6(1) MeV for the scattering experiment
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and 10.13+0.06−0.05MeV and 2080+330−260keV for the capture experiment. Both ob-
servations are compatible with the theoretical predictions, but interestingly
incompatible with each other.
An alternative technique is to study the β decay of 12B and 12N. Due to
the β decay selection rules, the 3− state at 9.6 MeV is not fed. As this state
was the dominant signal in the inelastic scattering experiments, β decay
experiment should provide a much cleaner probe. This technique has been
used in several studies, but none of these observed a 2+ level at 10 MeV
[52–57]. The observed spectrum from the latest experiment can be seen in
fig. 3.3 [52]. The region between an excitation energy of 8 and 11 MeV is a
broad featureless distribution, which was analyzed using R-matrix theory.
A significant contribution in this region is the high energy tail of the Hoyle
state. The level profile of this is shown in fig. 3.4 and clearly shows that
the “sharpness” of the peak is deceptive.
When decomposing this region into its various constituents, the contri-
bution from the Hoyle state ghost can be constrained through its relation
to the peak. Thus a well-determined β decay branching ratio to the Hoyle
state peak is a prerequisite. The branching ratios for the ground state of
12B and 12N to various states in 12C was remeasured in 2009 [57]. The
result was a revision of several branching ratios by roughly a factor of
2. This measurement should be very robust since the radioisotope was
directly implanted into a silicon detector resulting in very low thresholds
and trivial absolute normalization. Specifically, the branching ratio from
the 12B GS to the Hoyle state was determined to be 0.58(2) %, compared to
the previous result 1.2(3) % [58] (originally reported as 1.5(3) %, but should
be revised [57]). As the branching ratio to the Hoyle state has a crucial
role in the search for the second 2+, the experiment reported on in the
following paper was carried out to provide an independent determination of
this value.
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Figure 3.3: Observed 12C excitation spectrum in the β decay of 12N. This
spectrum is for 12C break-up through the 8Be GS. Note the broad featureless
nature of most of the spectrum. Figure from ref. [52].
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Figure 3.4: The level profile of the Hoyle state for decays via α+ 8Be(GS).
The peak height is normalized to 1 and the axis truncated. The high energy
tail is called the “ghost anomaly” and the peak to tail ratio is roughly 10:1.
The different curves correspond to different widths of the Hoyle state.
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3.3 Hoyle state radiative decay
The Hoyle state is likely the most important resonance in nucleosynthesis. It
plays a crucial role in the triple-α process in which three α particles fuse into
stable 12C, circumventing the unbound 8Be nuclei. The current understand-
ing is that this predominantly occurs in red giant stars at a temperature of
roughly 108 K, corresponding to a Gamow peak of approximately 80 keV, in
a two-step reaction [59, 60]:
4He + 4He
 8Be,
8Be + α→ 12C + γ. (3.7)
Due to 8Be being unbound, an equilibrium concentration of 8Be/4He of
roughly 10−10 is established. For 12C, the equilibrium is broken by the
radiative decay of the Hoyle state to the bound ground state. The effect
of the Hoyle state is to increase the 12C build-up by roughly 7-8 orders of
magnitude compared to the non-resonant capture [24].
γ 4.439
γ 3.215
pi
7.27
α+ α+ α
13.37
12B β−
g.s. 0+
12C
4.439 2+
7.654 0+
Figure 3.5: Illustration of the radiative decay of the Hoyle state. It can either
γ decay via the FES, which subsequently decays to the GS. Alternatively,
it may decay directly to the GS by emitting an e−e+ pair or a conversion
electron. Both the GS and FES are fed in the β decay of the 12B GS.
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The radiative decay of the Hoyle state is illustrated in fig. 3.5. As both
the Hoyle state and the GS is 0+, the direct γ decay is forbidden. Instead,
the decay might either proceed through an E2 cascade decay via the FES,
or it might decay directly to the GS by emission of a e+e− pair (pi), or emit
a conversion electron (CE). Note that the first excited state is below all
particle emission thresholds, so it must γ decay. From its resonance width,
the lifetime is approximately 60 fs. The full radiative width can be written
as
Γrad = ΓE2γ + ΓE0pi + ΓE2pi + ΓE0CE + ΓE2CE, (3.8)
where the terms are ordered by their magnitude, which is 98.5 %, 1.5 %,
0.09 % respectively for the first three terms and < 0.01 % for the last two [61].
If Γrad is approximated by the first two terms, it can be rewritten in the
following form
Γrad ≈ ΓE2γ + ΓE0pi =
ΓE2γ + ΓE0pi
Γ ·
Γ
ΓE0pi
· ΓE0pi , (3.9)
where Γ is the full width of the resonance. This rewrite is performed since
ΓE0pi is the only part which has been measured directly [62]. The errors on
the three terms amounts to 2.7 %, 9.2 % and 2.7 % which leads to an overall
error of 13 %. It should be noted that the adopted value for the first term
is a combination of eight different measurements, each with roughly 5 to
10 % precision.
While the triple-α process is relatively well constrained when it predom-
inantly proceeds via the Hoyle state, the situation is more unclear at higher
energies relevant for explosive burning. Figure 3.6 shows the reaction rate
dependence on the 12C resonances. The first resonance above the Hoyle
state is a 3− state at 9.6 MeV, but as can been seen from the figure the
3− only contributes a factor of 2 at very high energies. This is due to
a significant centrifugal barrier. However, a 2+ state in the same region
changes the reaction rate by as much as a factor of 10.
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3.4 Method
This experiment aimed at providing an independent determination of the β
decay branching of the 12B GS to the Hoyle state. The branching ratio was
determined from a measurement of γ rays instead of charged particles.
Specifically, we sought to measure the cascade decay of the Hoyle state
via the first excited state by simultaneously detecting the two γ rays. In
order to normalize this measurement, the singles spectrum was also recorded.
From the singles spectrum, it is possible to determine how much the FES was
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Figure 3.6: Calculated reaction rate with the Hoyle state, 3− and 2+. The
3− state has a small impact for energies above 0.25 MeV, while the 2+ has
a significant impact irrespective of its location. Figure from ref. [48].
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populated based on the number of γ rays with an energy of 4.44 MeV. As
the β decay branching ratio to the FES is known, the Hoyle state β feeding
can be determined from the ratio of coincidences and singles, provided
corrections for angular correlations and efficiencies are applied
B(7.65)
ΓE2γ
Γ = B(4.44)
Nγγ
N4.443.21Cθ
, (3.10)
where Γ is the total resonance width of the Hoyle state, ΓE2γ its γ decay
width, Nγγ the number of coincidences, N4.44 the number of counts in
the 4.44 MeV peak, 3.21 the efficiency for detecting a 3.21 MeV γ ray, Cθ
corrects for angular correlations and B(4.44) and B(7.65) is the β decay
branching ratio to the FES and Hoyle state respectively. Cθ was expected
to be small due to the large angular coverage of Gammasphere. This was
confirmed with simulations. See paper for more details.
In addition, we also sought to measure the angular distribution be-
tween the two γ rays as this had not been done before. From the angular
distribution, it is possible to determine the spin of the individual levels [63].
The success of the experiment hinged on detecting a sufficient number
of cascade decays of the Hoyle state to allow discrimination between the
two candidates. The branching ratio for a cascade decay can be estimated
from the product of the Hoyle β feeding, B(7.65) ∼ 1 %, and the relative γ
width of the Hoyle state ΓγΓ ∼ 4× 10−4 and is thus ∼4× 10−6. In addition,
the experimental equipment must have a good angular coverage in order to
provide a high coincidence detection efficiency. Good resolution is also a
requirement in order to avoid background contamination. There exist very
few devices in the world, which fulfill these requirements, but Gammasphere
at Argonne National Laboratory is one of them. It is an array of 110
high-purity Compton suppressed Germanium detectors (HPGe). During
the experiment 98 of the detectors were operational, which gave a ∼3 %
detection efficiency at 3 MeV for the array.
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3.5 Results and discussion
During the 67-hour experiment 58(9) cascade decays and 9.20(2)× 106
decays of the FES were observed. Correcting for angular correlations and
detection efficiency this yielded a Hoyle state β feeding of 0.64(11) %. From
this a log ft = 4.50(7) can be determined using the lifetime from the latest
evaluation [61]. The angular distribution was also extracted and found to
be consistent with a 0→ 2→ 0 cascade.
This experiment confirmed the branching ratio of ref. [57]. As such, the
results of the R-matrix analysis of the 12B and 12N β decays in ref. [52]
stand. The null result of the R-matrix analysis could be explained with the
2+ excitation being more clustered than the Hoyle state. An improved β
decay experiment was performed in 2014, but again the analysis showed a
dominant 0+ contribution [64]. However, with the limited statistics available,
a 2+ contribution could not be excluded.
The β decay matrix element between a pure 3α wave function and 12B
or 12N is 0 due to the PEP [40]. Thus the β decay probes the non-cluster
properties of the Hoyle state. This observable is not affected by final state
corrections, discussed in section 3.1, and could serve as a sensitive probe
of the Hoyle state structure. The matrix element is proportional to log ft
which can be compared to theoretical calculations. The result using the
AMD approach is not consistent with the updated branching ratio and
unfortunately this value has not been computed using different frameworks.
3.6 Outlook
The property directly measured in this experiment is B(7.65)ΓγΓ . Thus,
with the branching ratio well established a precise determination of the
relative γ width of the Hoyle state could be made. Since this experiment was
conducted, the Gammasphere data acquisition system has been upgraded.
We have also initiated a collaboration in order to make deuterated hafnium
targets, which have a higher Coloumb barrier than titanium. Both of these
improvements would facilitate more intense beams. In the conclusion of
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the article, an error analysis is performed. The limiting factor for such an
experiment is the precision of the β feeding of the FES. However, it would be
possible to provide an independent measurement the relative γ width with a
precision of 6 %, which would put it on par with the previous measurement.
This determination was also the subject of the recently defended thesis
of Alshahrani, who measured 4.07(22)× 10−4 using the alternative pγγ
method [65]. The same experimental group have also built a new pair
spectrometer with the aim of improving upon the uncertain ΓpiΓ value [66].
However, the work does not seem to have progressed since 2013.
Another interesting aspect related to this work is the 4α Hoyle state
equivalent in 16O. In a series of theoretical investigations Funaki et al.
found the sixth 0+ at 15.1 MeV to have a large spatial structure similar
to the Hoyle state [67, 68]. However, later investigations at iThemba labs
identified a previously unresolved non 0+ resonance in the same region [69].
In order to investigate this, the Aarhus group have had a solid 15N target
manufactured. Preliminary results on the yield of the (p, α0) and (p, α1)
channels have been published, but so far the signature of a 4α state has not
been identified [70].
3.7 Contribution
The results reported in the following paper are the outcome of a three-part
experimental campaign. A feasibility study was conducted in 2010. This
was followed by an experiment in 2012 and another in 2015. I participated
in the third part. However, that experiment eventually failed due to target
problems, so the data in the following paper is from the 2012 experiment.
A preliminary analysis of the data was performed by Martin Alcorta and
the results published in a conference proceeding [71]. However, the results
reported in the following paper are based on an entirely independent data
analysis performed by me. I wrote most of the paper with inputs from
co-authors.
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Using an array of high-purity Compton-suppressed germanium detectors, we performed an independent
measurement of the β-decay branching ratio from 12B to the second-excited state, also known as the Hoyle state,
in 12C. Our result is 0.64(11)%, which is a factor ∼2 smaller than the previously established literature value, but
is in agreement with another recent measurement. This could indicate that the Hoyle state is more clustered than
previously believed. The angular correlation of the Hoyle state γ cascade has also been measured for the first
time. It is consistent with theoretical predictions.
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I. INTRODUCTION
Carbon is the fourth most abundant element in the universe
and it plays a key role in stellar nucleosynthesis. It is mainly
formed in stars at temperatures of 108 to 109 K in the triple-α
fusion reaction, which proceeds via the second excited state,
also known as the Hoyle state, at 7.65 MeV in 12C, famously
proposed by Hoyle in 1953 [1].
The first attempt to theoretically explain the structure of the
state was the linear α chain model by Morinaga in 1956 [2],
where he conjectured a 2+ state in the 9- to 10-MeV region.
Several more sophisticated models have been developed since,
as summarized in Ref. [3]. Most of these models predict
a collective 2+ excitation of the Hoyle state in the region
of 0.8–2.3 MeV above it. Interestingly, the collective state
increases the triple-α reaction rate at T > 109 K by a factor
of 5–10 compared to the results of Caughlan et al. [4,5]. This
makes it highly relevant for core-collapse supernovae [6–9].
Experimentally, it is challenging to investigate this energy
region, since there are contributions from several broad states
and from the so-called Hoyle state ghost anomaly [10–12].
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Using inelastic proton scattering, Freer et al. provided the
first evidence for a broad 2+ contribution at 9.6(1) MeV with
a width of 600(100) keV [5]. Itoh et al. corroborated these
results using inelastic α scattering [13] and a simultaneous
analysis was published as well [14]. Results from an
experiment using the alternative 12C (γ,α)8Be reaction also
identified a 2+ state in this region, but at 10.13+0.06−0.05 MeV and
with a much larger width of 2080+330−260 keV [15,16]. The reason
for this discrepancy is presently not understood. A natural
explanation would be that several 2+ resonances are present
in the region and that the different reaction mechanisms
populate these with different strengths.
An alternative experimental probe is the β decay of 12B and
12N. Due to the selection rules, decay of these 1+ systems will
predominantly populate states with spin and parity 0+, 1+, or
2+ and not the 3− state at 9.64 MeV, which is the dominant
channel in inelastic scattering experiments. This technique
has been used in several studies of 12C [17–22], but none
of these has identified a 2+ state at 10 MeV. The β decay
populates a somewhat featureless excitation spectrum in 12C,
which is analyzed with the R-matrix formalism in Ref. [22].
This analysis identified both 0+ and 2+ resonances in the
10.5- to 12-MeV region with recommended energies for both
resonances at 11 MeV. The R-matrix analysis includes a large
contribution from the high-energy tail of the Hoyle state, which
is sometimes referred to as the ghost anomaly [10,11]. This
contribution is strongly dependent on the branching ratio with
which the Hoyle state is populated in the β decay.
In the most recent experimental study of the β decay, the
beam was implanted in a silicon detector, which provided
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accurate normalization of the branching ratios, resulting in
a revision of several of these [21]. More specifically, the
branching ratio to the Hoyle state from the decay of 12B was
determined to be 0.58(2)%, which is inconsistent with the
previously established value of 1.2(3)% [12,23] (1.5(3)% is
listed in Ref. [12], but this should be revised [23]). The reduced
branching ratio for the population of the Hoyle state was used
in the R-matrix analysis [22]. Furthermore, as the β decay to
a pure 3α-cluster system is forbidden, a precise measurement
of the branching ratio will provide insight into the strength of
the cluster-breaking component of the Hoyle state [24]. It is
therefore important to provide experimental confirmation of
the reduced branching ratio measured in Ref. [21].
Here, we report on an independent measurement of this
branching ratio through a measurement of the γ decay of the
Hoyle state with an array of high-purity germanium detectors.
The results of a preliminary analysis have been reported in
Ref. [25].
II. METHOD
Figure 1 shows the lowest states in 12C, the triple-α
threshold, and the ground state of 12B. The first excited state
is below the α threshold and will only γ decay, whereas the
Hoyle state cannot γ decay directly to the ground state as it is
a 0+ level. It can, however, decay via the first excited state by
emission of a 3215-keV photon.
The number of γ decays from the Hoyle state can be
determined by counting the number of 3215-keV photons,
and by furthermore requiring a simultaneous detection of a
4439-keV γ ray, the background is vastly reduced. The product
of the branching ratio to the Hoyle state and its relative γ width
can then be determined by normalizing to the decay of the first
excited state
B(7.65)γ

= B(4.44) Nγγ
N4.443.21Cθ
, (1)
where Nγγ is the number of coincidence events, 3.21 is the
efficiency for detecting a 3215-keV photon, and Cθ corrects
for the angular correlation between the two photons.
The relative γ width can be determined from all available
data for the relative radiative width [26], excluding the work
of Seeger et al. [27], by subtracting the recommended relative
pair width from [3], which yields γ

= 4.07(11) × 10−4. A
γ 4.439
γ 3.215 α + α + α
12 β−
0+
12
2+
0+
FIG. 1. Level scheme of 12C also showing the α threshold and the
12B ground state. Energies are given in MeV relative to the ground
state of 12C [12].
conservative estimate of the branching ratio to the first excited
state, B(4.44) = 1.23(5)%, has been published [12].
Using this method, the branching ratio can be determined
solely with γ -ray detectors, providing an experiment with
entirely different systematic uncertainties than previous mea-
surements based on detection of α or β particles.
III. EXPERIMENT
12B was produced via the 11B(d,p)12B reaction in inverse
kinematics, using a pulsed (40 ms on, 40 ms off) 40-MeV 11B
beam delivered by the Argonne Tandem-Linac Accelerator
System (ATLAS) located at Argonne National Laboratory.
A deuterated titanium foil (TiD2), sufficiently thick to stop
the beam, was used as target. The target was manufactured
according to the method discussed in Ref. [28] and it contained
approximately 1.5 mg/cm2 deuterium (estimated by weight).
Photons were detected using Gammasphere [29], which is
an array of 110 high-purity Compton-suppressed germanium
detectors, of which 98 were operational during the experiment.
The array was operated in singles mode, where any of the
detectors could trigger the data acquisition (DAQ). Data
were only acquired during the beam-off period. Therefore,
only delayed activity was measured (the half-life of 12B is
20.20(2) ms [12]). For each event, the time relative to beam
off as well as the energy and time for each γ ray in the detectors
were recorded.
In order to minimize bremsstrahlung caused by high-energy
β particles, a low-Z chamber was designed; see Fig. 2. The
chamber was manufactured from a Bonner sphere and was
designed to minimize contribution from bremsstrahlung while
maintaining high γ -ray efficiency.
IV. ANALYSIS
A. Yield
During the experiment ∼109γ rays were collected in 67 h.
The singles spectrum is displayed in Fig. 3, where the transition
from the first excited state in 12C at 4439.5 ± 0.7(sys) keV
FIG. 2. CAD drawing of the chamber manufactured from a
Bonner sphere. (A) Bonner sphere, (B) vacuum flange, (C) target
holder/Faraday cup, (D) electrical feed through, (E) O-rings
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FIG. 3. The entire singles spectrum acquired during the beam-off
period. The 4439-keV peak (A) and its escape peaks (B,C) are clearly
visible. The insert shows the 3.1- to 3.5-MeV region. A small structure
is visible around 3215 keV, indicated by an arrow.
(A) together with the first (B) and second escape (C) peaks
at lower energy are clearly seen. The insert shows the region
from 3.1 to 3.5 MeV in which a structure around 3215 keV
is visible, as indicated by an arrow. However, the region is
dominated by a peak at 3200 keV.
The 4439-keV peak was fitted with a sum of a Gaussian dis-
tribution, a skewed Gaussian distribution, a linear background,
and a smoothed step function [30]. In order to minimize
systematic effects, the fit was performed with the Poisson
log likelihood ratio [31] using the MINUIT minimizer [32].
From this procedure, the area of the peak was determined to
be N4.44 = 9.20(2) × 106, where the error was dominated by
uncertainties in the functional form of the peak.
B. Coincidence spectrum
To obtain a coincidence spectrum, a gate was placed on the
relative time between the two γ rays and on the energy of the
4439-keV transition. The widths of these gates were chosen to
minimize any systematic effects.
The coincidence spectrum is given in Fig. 4, where a
clear peak centered at 3216.9±0.7(sys)±0.4(stat) keV is visible. This is
consistent with a cascade decay of the Hoyle state via the first
excited level. The peak was fitted with the same functional
form as in the previous section, but the parameters for the
skewed Gaussian are determined from peaks I–III in Fig. 3.
Peaks I–III originate from 56Mn and 56Co produced in beam
by reactions with Ti. The area of the peak, determined from
the fit, is Nγγ = 58(9).
C. Efficiency
The relative efficiency was determined using the standard
calibration sources 152Eu and 56Co mounted at the target
position. This provides calibration points, both at low energy
and in the important 3-MeV region. The absolute efficiency
was calculated using the coincidence method, including a
correction for random coincidence events, for both a 60Co
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FIG. 4. Coincidence spectrum, acquired by gating on the
4439-keV peak and the time difference. A clear peak centered at
3217 keV is consistent with the Hoyle state decaying via the first
excited state.
source and 24Mg, which was produced by in-beam reactions
[33]. From this procedure, the absolute efficiency at 3217 keV
was determined to be 3.21 = 2.94(2)%.
D. Angular correlation
Due to the excellent angular coverage of Gammasphere,
it is possible to measure the angular correlation of the two
γ rays, which had not been measured previously. Using the
gates described above and in addition requiring the energy of
the second γ ray to be within 10 keV of 3217 keV, it is possible
to extract the true coincidence events plus some background.
The shape of the background was determined by gating outside
the peak, and was found to be flat.
The angular correlation, corrected for the geometric effi-
ciency (number of detector pairs with a given angle between
them), is shown in Fig. 5, together with the best fit to the
equation
W (θ ) = k[1 + a2 cos2(θ ) + a4 cos4(θ )], (2)
where θ is the angle between the two γ rays. The result of
the fit is a2 = −3.3(7) and a4 = 4.2(9), which is consistent
with the theoretical expectations a2 = −3 and a4 = 4 for a
0 → 2 → 0 cascade [34].
With the theoretical angular correlation confirmed, it can
be used to estimate the correction factor Cθ from Eq. (1). This
is done with a simple Monte Carlo simulation of the detector
setup, which gives Cθ = 1.00(1), as was expected from the
large angular coverage by Gammasphere.
E. Extraction of branching ratio
The property directly measured in this experiment is the
product of the relative γ width and the β feeding of the Hoyle
state
B(7.65)γ

= 2.6(4) × 10−4. (3)
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FIG. 5. Angular correlation of the Hoyle state γ cascade cor-
rected for the geometric efficiency (number of detector pairs with
a given angle between them). The solid line shown is the best fit
to Eq. (2).
Inserting the calculated value for the relative γ width into
Eq. (3) gives
B(7.65) = 0.64(11)%, (4)
which is clearly inconsistent with the previous literature value
of 1.2(3)% [12,23], but agrees with that of 0.58(2)% found in
Ref. [21]. Therefore, the feeding of the Hoyle state from 12B is
roughly a factor of 2 smaller than indicated by Refs. [12,23].
V. DISCUSSION
The branching ratio from 12B and 12N to the Hoyle state is
a sensitive way to probe the clustering of this state, as the
β-decay matrix element to the pure 3α system is exactly
zero due to the Pauli principle [24]. The fact that β decay
is possible means that the Hoyle state must contain some
α-cluster breaking component. Theoretically, this is obtained
by mixing shell-model-like states with cluster states as it is
done, e.g., in fermionic molecular dynamics (FMD) [35,36]
and antisymmetrized molecular dynamics (AMD) approaches
[24]. α-cluster breaking was explicitly investigated in Ref. [37]
using a hybrid shell-cluster model, where it was found that the
spin-orbit force significantly changes the excited 0+ states.
Here, we compute the log f t value, which can be directly
compared with these models. The available phase space (f
factor) for β decay from the ground state of 12B to the Hoyle
state was computed using the method in Ref. [38], with the
excitation energy and half-life from Ref. [12]. With this input
our result is
log f t = 4.50(7). (5)
Due to the large change of the measured branching ratio
compared to previous results [12], the theoretical prediction of
the AMD model, log f t = 4.3 [24], is no longer compatible
with the experiment.
Hence, our branching ratio, together with the branching
ratio for both 12B and 12N from Hyldegaard et al. [21], indicate
that the α clustering of the Hoyle state is more pronounced than
previously believed.
VI. CONCLUSION AND OUTLOOK
The β-decay branching ratio from 12B to the second-excited
state of 12C has been measured using an array of high-purity
Compton-suppressed germanium detectors. The branching
ratio was determined by counting the Hoyle state γ decay, and
normalizing to the decay of the first excited state. The result
is 0.64(11)%, consistent with the value found in Ref. [21],
but is a factor ∼2 smaller than the previously established
value from Ref. [12]. The updated branching was used to
compute log f t = 4.50(7), which is not consistent with latest
results from AMD calculations [24]. Our results indicate that
the clustering of the Hoyle state is more pronounced than
previously thought.
The angular correlation between the two photons emitted
in the decay of the Hoyle state has also been measured. The
distribution was consistent with theoretical expectations [34].
The errors on the present measurement are dominated by
the uncertainty on the number of coincidence events, which
contributes 91% of the total error, while 6% and 2% come from
the branching ratio to the first excited state and the relative γ
width of the Hoyle state, respectively. Therefore, it is possible
to make a ∼6% measurement of either the γ width or the
β-branching ratio by increasing statistics.
During the experiment, the beam current was limited to
2 pnA in order to minimize neutron damage to Gammasphere.
The main source for these neutrons was reactions with titanium
since the beam energy is above the Coulomb barrier. Exchang-
ing titanium with hafnium permits running with higher beam
currents which, when combined with digital Gammasphere
[39], would make it possible to accumulate sufficient statistics.
Research into production of such a target is ongoing.
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4Measurement of the full excitation spectrum of the
7Li(p, γ)αα reaction at 441keV
This chapter reports on a measurement of the 8Be excitation spectrum
populated in the γ decay of the 17.6 MeV resonance. Measurements of 8Be
have a long history that is deeply intertwined with the development of
nuclear physics as a whole. As such this chapter will touch upon quite a
few subjects.
The chapter starts with a motivation, which will summarize the various
measurements and theoretical works relevant for the low energy part of the
8Be excitation spectrum. As some of the tentative resonances are extremely
broad, the following section will investigate the concepts of continuum and
resonances in a toy model. An in-depth review of the existing γ-ray spectra
obtained for the 17.6 MeV resonance is then presented in order to motivate
the need for an alternative method. The last few sections then describe the
method used in the present experiment and summarize and discusses the
results. These results were published in ref. [72] and the paper can be found
at page 65.
4.1 Motivation
Intruders in 8Be
8Be has been studied since the dawn of nuclear physics, starting with the
41
42
CHAPTER 4. MEASUREMENT OF THE FULL EXCITATION
SPECTRUM OF THE 7Li(p, γ)αα REACTION AT 441KEV
first accelerated beam by Cockcroft and Walton in 1932 [73] and is perhaps
one of the most well-studied nuclei. This is partly motivated by its rather
peculiar structure. The level scheme, according to the latest evaluation, can
be seen in fig. 4.1 [74]. The three lowest states are well described using
an αα cluster picture, while the higher-lying states show a shell-model-like
structure. Consistently describing these different degrees of freedom within
a single model is a challenge – even for modern ab initio theory [75].
The high degree of α-clusterization causes the low lying states to have a
very short lifetime, leading to very broad resonances. The observed width is
Figure 4.1: The lower part of the 8Be level scheme. All levels are unbound.
The three lowest resonances are highly clustered. The 2+ doublet at 16.6
and 16.9 MeV is isospin mixed.
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roughly 1.5, and 3.5 MeV for the lowest 2+ and 4+ states, respectively [74].
Remembering that Γ roughly1 corresponds to the full width at half max
(FWHM), the region below 17 MeV is characterized by broad overlapping
levels. In addition, the first excited state (FES) can and will interfere with
the higher-lying 2+ doublet.
Quantum mechanically it is impossible to disentangle the individual
interfering contributions to an observed spectrum, i.e. the interference cannot
be deconvoluted. The experimentalist is left with two choices: ignore the
interference or construct a model, which reproduces the observed spectrum.
An often used model is the phenomenological R-matrix, in which the
configuration space is divided into an internal and external region at some
channel radius, ac. In the external region, the interaction is assumed to be
purely Coulomb, and anti-symmetrization is neglected [76]. This model will
be described in more detail in section 4.7. At present, it is important to
note that the model includes resonances and a description of the continuum
of scattering states via background poles.
In a series of articles, Barker et al. (BA) sought to investigate 0+ and
2+ resonances in 8Be by performing an R-matrix analysis of s- and d-wave
phase shift from αα scattering combined with data from 9Be(p, d)8Be and β
decay data. According to their analysis, there is an additional 0+ resonance
at 6(3) MeV with a width of 9(4) MeV and a 2+ resonance at 9 MeV with
a width of roughly 10 MeV [77, 78]. BA argued that 0+ states of similar
energies and widths had been seen in neighboring nuclei and thus found
it plausible that 8Be could also have such a level. Such a state would
correspond to a level from a higher lying shell intruding, i.e. having lower
energy, into a lower lying shell.
Here it should be noted that while the lowest 2+ and 4+ states are very
broad, they do give rise to observable peaks in the spectrum [79, 80]. The
resonances proposed by BA do not. In fact, the claim by BA has been
challenged by quite a few people [81–85]. Historically, Warburton was the
first to challenge BA. He did so on the basis of an R-matrix analysis of an
1This is true for at Breit-Wigner shaped resonance. The observed peaks are asymmetric
due to the α penetrability increasing with energy.
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improved β± decay dataset and achieved a good fit to their data without a
2+ intruder state, but with a broad background pole at 37 MeV [81]. This
may be interpreted as an effective parametrization of contributions from
the continuum. Thus it would seem that the conclusion is model dependent.
This was confirmed in the thesis work of Hyldegaard, where she showed that
the obtained β-delayed α spectrum could be described equally well using
either model [86].
Theoretically, this region was investigated in several papers within the
shell-model framework, which spurred a discussion regarding its validity [82,
87, 88]. The authors concluded that their model did not support 0+ or 2+
intruder states in the proposed region, e.g. the lowest observed 0+ intruder
state was located above 17 MeV. These calculations were performed by
expanding the wave function in the harmonic oscillator basis; allowing for
excitations up to 4~ω, where ω is the frequency of the harmonic oscillator.
A contemporary No Core Shell Model (NCSM) calculation, allowing for
excitations up to 10~ω, found a 0+ state at ∼18 MeV with the energy
decreasing to ∼12 MeV when extrapolated [89]. Recent NCSM calculations
that also included three-nucleon interactions found a 0+ state in the same
region showing a large decrease in energy with ~ω [90]. However, calculations
using the Green’s function Monte Carlo (GFMC) method did not find
evidence for an intruder state [91].
γ transitions in 8Be
Another motivation for this experiment was the recent publication of γ
decay widths in 8Be calculated using the GFMC method [75]. The cal-
culation included M1 and E2 transitions between the ground state (GS)
and nine excited states. These transitions have previously been measured
experimentally, but the interference effects between different final states
were not included in the analysis.
With this work, we seek to measure the full 8Be excitation spectrum popu-
lated in the γ decay of the 17.6 MeV state. The 17.6 MeV was chosen as it is
relatively narrow and has 1+ spin-parity. This substantially increases the γ
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ray branching ratio as α decay is forbidden. In addition, the 1+ spin-parity
nature of the resonance allows it to populate both 0+ and 2+ resonances
via M1 transitions.
4.2 Resonances and the continuum
The proposed resonances from section 4.1 are all several MeV wide, and one
can question whether it is still meaningful to describe this as a resonance.
The question is, however: what else can it be? In order to explore this, it
is instructive to study the concept of resonances and continuum states in
a simple toy model. The model consists of a finite square well as shown
in fig. 4.2. States with E > 0 are unbound. As the physics is sufficiently
illustrated with S-wave neutrons, the discussion will be restricted to this
case. This section is based on ref. [92].
Assuming a central potential, V (~r) = V (r), the Schrödinger equation
is separable into radial and angular parts, ψ(r, θ, φ) = R(r)Y (θ, φ). The
V (r)
r
R0
V0
E
Figure 4.2: A radial square well potential of depth V0 and width R0. The
particle has a positive energy E and is unbound.
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angular part can be solved generally, and the solution is the spherical
harmonics. Introducing u(r) = rR(r), the radial wave equation for ` = 0
can be written as
d2u
dr2
+ 2m
~2
[E − V (r)]u = d
2u
dr2
+ kˆ2u = 0, (4.1)
where kˆ2 = 2m~2 [E − V (r)]. When E − V > 0, corresponding to an unbound
particle, the solution to the radial equation is given by
u = αeikˆr + αe−ikˆr. (4.2)
Requiring R to be finite at the origin leads to u(0) = 0. The general
solutions in the two regions can then be determined with a bit of algebra
uin = A sin(Kr) (4.3)
uout = C sin(kr + δ0), (4.4)
where K2 = 2m~2 (E + V0), k
2 = 2m~2 E and δ0 is the ` = 0 phase shift. The
effect of the potential is an increase of the frequency for the wave function
in the interior region.
For a given energy, the solution for the entire region can be found by
requiring the value and first derivative to match at the boundary R0,
A sin(KR0) = C sin(kR0 + δ0), (4.5)
AK sin(KR0) = Ck sin(kR0 + δ0). (4.6)
From these equations, one can determine the ratio between the wave function
in the exterior and interior region
|A|2
|C|2 =
k2
k2 + [K2 − k2] cos2(KR0) . (4.7)
A plot of this expression as a function of energy is shown in fig. 4.3. It
shows a clear resonance structure with peaks at the discrete energies, Ei,
corresponding to cos2KR0 = 0. This corresponds to the wavelength of
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λ = R/(n2 +
1
4) or alternatively
n
2 +
1
4 wavelengths within the interior region.
However, here it should be stressed that solutions for the energies E 6= Ei
are not forbidden merely suppressed. From this, we can conclude that the
complete spectrum consists of both continuum and resonance states.
While the above toy model serves to illustrate the point that resonances
and continuum state coexist, reality is a bit more complex. One of the first
break-throughs on this subject came from Berggren in 1968, who showed
the following completeness relation [93]∑
n∈(b,d)
|un〉 〈un|+
∫
L+
|u(k)〉 〈u(k)| dk = 1. (4.8)
The sum is over all bound and decaying states, as expected. However, in
order to have a complete set, the entire continuum of scattering states must
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E [MeV]
0.0
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Figure 4.3: Single particle resonances in n+ 7Be with R0 = 1.4 fm · (11/3 +
71/3) ≈ 4 fm and V0 = 50 MeV evaluated with eq. (4.7). Note in this simple
picture the amplitude of the interior wave function can only be equal to the
exterior amplitude.
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also be included. Thus it is expected that a resonance can couple to a
continuum state in a γ decay. This is the key point here. A full review of
how to treat continuum states in theoretical models is outside the scope of
this work and the reader is directed to the recent review in ref. [94].
4.3 Prior work
Before describing the present experiment let us for a moment study the prior
work on this system. In the first section below I will describe the current
state of the art β decay experiments, as these are the closest “relative” to
the γ decay experiments and set the bar for what must be achieved in terms
of both energy and signal to background resolution. The second section
reviews the prior γ-decay studies.
β decay experiments
β decay is a versatile instrument in nuclear experiments, serving as a
well-defined probe of the nuclear structure due to the associated selection
rules. Much of the discussion regarding intruder states have surrounded
increasingly sophisticated measurements of the β delayed α spectrum. The
current state of the art analysis of this spectrum can be found in ref. [86] and
the 2α coincidence spectrum can be seen in fig. 4.4. The spectrum has been
obtained using double-sided silicon strip detector (DSSD) detectors, which
essentially removes background contributions such as βα summing. The red
dashed line shows the best fit to three 2+ levels and a 2+ background pole at
∼37 MeV (Warburtons model) while the dashed lines show the contribution
from the individual levels. As can be seen from the figure, this model
provides a good description of the data. From the figure, the intensity in
the 6 to 14 MeV region can be estimated to be approximately 2 to 3 orders
of magnitude less than the FES peak.
A challenge for the analysis of this spectrum is that only five counts
were observed in the 16.9 MeV peak. This was partly overcome by treating
the doublet as a splitting of two isospin mixed states — see ref. [88] for
details. However, in 2017 the decay experiment was repeated at the ISOLDE
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Figure 4.4: The observed branching ratio for the β decay of 8B along with
best fit to an R-matrix model (dashed red) with 2+ 3 MeV state (dotted
blue), 2+ doublet (dot dashed purple) and a 2+ 37 MeV background pole
(dot dashed green). Figure from ref. [86].
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Figure 4.5: The observed number of 2α coincidences from the β decay of
8B by refs. [86, 95]. The most recent experiment improved the counting
statistics by approximately a factor of 100. Figure courtesy of Andreas
Gad [95].
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facility at CERN. The result of the experiment was a measurement of the
2α coincidence spectrum above 6 MeV with a factor ∼100 improvement in
counting statistics. A comparison between the two spectra can be seen in
fig. 4.5. Notice the significant improvement at the doublet. A preliminary
analysis of the improved spectrum can be found in ref. [95].
γ decay experiments
The 17.6 MeV state is known to be a 1+ resonance and can thus M1 or
E2 decay to either 0+ or 2+ levels. Thus, the relevant levels in 8Be are
the ground state and the lowest three 2+ levels. Prior investigations have
focused on either the transitions to the GS and FES or the 2+ doublet as
the latter present quite different challenges.
Ground- and first excited state transitions have been the subject of
many investigations [79, 98–104] using a variety of experimental techniques.
The first experiments focused on the yield curve as a function of beam
energy since they only had electroscopes and Geiger-Müller counters at
their disposal [98–100]. Later experiments had multi-channel analyzers and
modern detectors such as NaI or Ge(Li). Figure 4.6 shows what can be
achieved with a Ge(Li) detector. Note that the spectrum is the result of
irradiating the target with 8.7 mC of beam. The ground state transition is
visible at high energy as a small sharp peak. However, the magnitude of the
escape peaks is roughly one order of magnitude larger than the photopeak.
This, together with the Compton-edge, dominates the 15 to 17 MeV region.
For comparison, fig. 4.7 shows the resulting spectrum from a 4pi NaI crystal
with three orders of magnitude less beam. While the efficiency is clearly
better, the resolution is significantly worse, e.g. ∼1 MeV FWHM for the
GS transition. With both choices of detectors, the low energy region is
dominated by room background and response tails, and they are therefore
unsuitable for the proposed experiment.
The decay widths to the GS and FES in the latest evaluation is based
on the cross sections measured by ref. [79]. These were determined by
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Figure 4.6: Recorded γ spectrum using a Ge(Li) detector. The photopeak at
17.6 MeV from the GS transition is visible, but the region below is dominated
by escape peaks and Compton edges. The room background dominates the
low energy region. Figure from ref. [79].
Figure 4.7: Recorded γ ray spectrum using the 12× 12-in NaI crystal BI-
CRON. The transitions to the GS and FES are visible, but room background
and response tails dominate the low energy spectrum. Figure from ref. [79].
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Figure 4.8: α-gated γ ray spectrum observed in a 3× 3-in NaI crystal. The
solid line gives the energy calibration. Figure from ref. [96].
Figure 4.9: Position spectrum measured with a magnetic spectrometer and
a position sensitive detector. The solid line is “approximate line shapes”.
Figure from ref. [97].
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extrapolating the dashed lines in fig. 4.7 to zero energy and integrating.
Interference is not taken into account.
The 2+ doublet transitions were measured in the 1960s using two different
techniques.
The γ ray spectrum measured in the first experiment can be seen in
fig. 4.8. It was recorded by a 3 × 3-in NaI crystal in coincidence with a
silicon detector for α particles [96]. The coincidence requirement provided
sufficient suppression of the room background, allowing the doublet to be
distinguished. However, the resolution is somewhat limited.
The latter experiment used a magnetic spectrometer to implant the α
particles from the 8Be break-up into a position sensitive detector [97]. The
magnetic spectrometer served to remove the proton beam. The resulting
position spectrum, when initially populating the 17.64 MeV state, can be
seen in fig. 4.9. The two doublet components are clearly visible with
an excellent signal to noise ratio. However, the full lines are hand drawn
“approximate line shapes”. The authors acknowledge that interference should
be included, but neglect it due to “Lacking the detailed knowledge necessary
to calculate the interference correctly” [97]. While the experiment produced
excellent spectra, the dynamic energy range is simply too limited.
The widths listed in the latest evaluation is based on the results of
ref. [97].
4.4 Indirect detection of γ-rays
From the previous section, it is quite clear that the conventional techniques
for γ detection cannot produce an excitation spectrum of comparable quality
to the β decay experiments in terms of signal to background ratio and
dynamic range . A different method must be used.
Indirect detection of γ rays is an experimental technique to infer the
γ ray energy by means of missing energy. Using the present case as an
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example the reaction proceeds as follows:
7Li + p→ 8Be(E′x)
→ 8Be(E′′x) + γ
→ 2α+ γ.
The initial excitation energy, E′x, is determined by the beam energy, while
E′′x is determined by a measurement of the energies of the α particles. If
E′′x < E′x then a γ decay must have taken place. The 8Be recoil energy
is approximately Er =
E2γ
2mBe and amounts to only 20 keV for a ground
state decay. If this is neglected, the γ ray energy can easily be determined
Eγ = E′x − E′′x .
This technique has been used successfully in studies of γ decays to
broad unbound levels in 12C. It has been demonstrated to reliably measure
branching ratios as small as ∼10−6 with little to no background and a simple
detector response function [105, 106].
4.5 Method
The experiment was carried out with a proton beam provided by the Aarhus
University 5 MV Van de Graaff (VdG) accelerator. The beam impinged
a natural LiF target on a thin carbon backing, which was oriented 45◦
with respect to the beam axis. This allows us to populate the known 8Be
resonances above 17.25 MeV and in this experiment, the 17.6 MeV state
was addressed. An illustration of the reaction is seen in fig. 4.10 with the
17.6 MeV state populated. It will subsequently γ decay with a branching of
∼1% followed by an α decay. In addition, the 7Li + p channel may couple
directly to the 2α channel.
Charged particles were detected with two large area DSSDs in close
geometry. Figure 4.11(a) shows the detection efficiency for the two α
particles as a function of 8Be excitation energy. In comparison the 98
Germanium detectors, discussed in chapter 3, achieved a detection efficiency
of ∼3 % at 3 MeV. With this small setup ∼6 % is achieved for energies up
to ∼16 MeV.
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The 2α response function can be determined from the direct α particles.
This is shown in fig. 4.11(b). These give rise to a peak at 17.6 MeV with an
intrinsic width corresponding to the target thickness of 18.1(16) keV (see
article at the end of the chapter). Additional energy losses in the target foil
and detector dead layer give rise to the asymmetric shape. The shape of the
peak is well described using the one-tail variant of the analytical expression
given in [107]
f(E) = A2τ exp
{
E − µ
τ
+ σ
2
2τ
}
erfc
[ 1√
2
(
E − µ
σ
+ σ
τ
)]
. (4.9)
The best fit was achieved with σ = 27.07(15) keV and τ = 39.6(2) keV.
Compared to the resolution achievable with state of the art germanium
detectors this is quite poor. However, considering the ∼1 MeV FWHM with
a NaI detector, it is a vast improvement. The tails are also considerably
smaller.
g.s. 0+
8Be
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16.6 2+
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Figure 4.10: Illustration of the reaction. The 17.6 MeV resonance is popu-
lated using the p+ 7Li reaction. The resonance might subsequently γ decay
to lower lying resonances or the continuum, which then α decays. p+ 7Li
may also couple directly to the 2α channel. Figure from ref. [72]
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(a) Detection efficiency as a function of 8Be
excitation energy. The efficiency is essen-
tially flat and ∼6%.
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(b) Observed peak from the direct α par-
ticles. With no response effects, a sharp
10 keV wide peak at 17.64 keV would be ob-
served.
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Figure 4.12: Difference in CM energy for all possible αα pairs. The various
circles shows different background reactions, while the dashed contour
highlight the events correponding to γ-delayed α break-up. Figure from
ref. [72].
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4.6 Data reduction
Each detector was approximately 70µm thick and provided a simultaneous
detection of position and energy each time a particle struck them. As
the penetration energy for α particles through 70µm silicon is ∼10 MeV,
the particles stop in the DSSDs, and this experiment had no means to
perform particle identification for each hit. Instead, the analysis relies on
full kinematic reconstruction in order to perform the identification. To
this end, it was assumed that all hits were α particles originating from a
p+ 7Li reaction and energy loss corrections in the detector dead layer and
target foil were carried out under this assumption. Rough selection of αα
coincidence identification was performed for each pair by requiring their
detection to occur within 13 ns of each other and deviate less than 10◦ from
back-to-back. For the events surviving these cuts, the CM energy difference
and 8Be excitation energy were computed. These parameters are plotted
against each other and are shown in fig. 4.12. The figure shows a band
along zero energy difference corresponding to γ delayed 8Be decay marked
with a dashed contour and several peaks outside this band corresponding
to background reactions. This plot highlights the strength of the method
as it allows clear separation of the background. The only exception is the
6Li(p, α) reaction, which is too similar to the reaction of interest. The
excitation spectrum shown is extracted by projecting the events within the
dashed contour.
4.7 R-matrix
In order to include interference in the analysis of the excitation spectrum, an
R-matrix model of 8Be is constructed. R-matrix theory has been thoroughly
reviewed in refs. [76, 108] and a detailed derivation can be found in [86]. I
will only sketch the basics of the theory.
R-matrix theory considers a compound nucleus, which can be formed
via multiple two-body channels, c, defined by the two nuclei and their
relative and internal quantum numbers. For this compound nucleus, it is
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assumed that the configuration space can be divided into an internal and
external region, with a boundary at the channel radius, ac. The external
region is characterized by only having long-range interactions, i.e. Coulomb
interaction for charged particles and possibly an angular momentum barrier.
The wave function in the interior is treated as confined and is expanded in
terms of square-integrable eigenstates called levels. The levels are labeled
with λ and are associated with specific energies Eλ. As the nuclear potential
is finite, the logarithmic derivative of the internal and external wave functions
must match at the boundary. From the matching criterion follows the
definition of the reduced widths,
γλc ∝
∫
S
X∗λφc dS, (4.10)
where Xλ is an internal eigenstate, φc the channel wave function and S
the spherical surface at the channel radius. The square of the reduced
width is thus a measure for the probability of preforming the channel nuclei
separated by the channel radius. However, in order to be observed, the
Coulomb and centrifugal barrier must be tunneled, and hence the partial
width is expressed as
Γλc = 2Pc(E)γ2λc, (4.11)
where Pc(E) is proportional to the probability of transmission through the
barriers for a specific energy.
Using the R-matrix framework, it is possible to calculate the cross section
for one or more channels. The requirement is a set of levels, λ, with energies,
Eλ, that couple to a set of channels, c. The coupling strength is given by
a set of reduced-width parameters γλc. These three sets of parameters are
then adjusted until the observed spectrum is reproduced.
Ordinarily, one would find the correct cross section expression in ref. [108]
or more recently use AZURE2 to perform the calculations [109]. However,
ref. [108] does not consider the case of γ-delayed α emission. I have there-
fore derived an expression for this based on an R-matrix expression for a
sequential process. The resulting note was uploaded to arXiv and is placed
as an appendix after the paper [110]. To perform the R-matrix calculations,
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I wrote the Open R-matrix (ORM) program together with Oliver Kirsebom
and Jonas Refsgaard [111].
4.8 Result and discussion
A secondary objective of this experiment was to extract γ decay widths.
This allows us to perform a direct comparison of the present work with the
experiments summarized in section 4.3 and the recent GFMC calculation of
decay widths in ref. [75]. Decay widths were extracted both using simple
bin integration and R-matrix analysis. This serves to illustrate the impact
of interference. The normalization of these decay widths was extracted from
a resonance scan.
Bin integration γ decay widths were determined by integration of the
shaded area in figure 3 in the article. The resulting widths are listed in
table 1 as “Present”.
In addition, an R-matrix analysis was performed of the extracted spec-
trum. The discussion of this analysis from the article will now be summarized
and expanded upon. Figure 4.13 shows the spectrum fitted with three dif-
ferent models. Model 1 consists of a 0+ GS and three 2+ levels. The
model included M1 transitions to all levels and an E2 transition to the FES.
The initial parameter guesses for the model optimization was taken from
the latest evaluation [74]. All three models reproduce the majority of the
observed spectrum and the parameters corresponding to the best fit are
listed in table 2 in the article.
However, with a closer inspection, it is clear that model 1 has systematic
problems with the 16.9 MeV peak, which has been underestimated. Thus an
R-matrix model with only the lowest four 8Be levels cannot reproduce the
observed spectrum. This is the same conclusion reached when analyzing αα
scattering data or β decay data [78, 81]. Model 2 remedies this situation by
adding an additional 2+ level. The energy, width and γ feeding were allowed
to vary freely, and multiple initial conditions for the energy were tried. In
all cases, the fit converged to a solution with a broad 2+ level above the
doublet. The issue is how to interpret this. Naively there exists a 2+ at
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Figure 4.13: Observed excitation spectrum and best fit to the three different
R-matrix models. Figure from ref. [72].
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25.2 MeV [74]. However, the fitted 2+ has a width of 20(8) MeV, while the
25.2 MeV state is much narrower. These are not equivalent. Figure 5 of paper
4 shows the single level profile of the additional 2+ level, and it has a broad
featureless distribution. This is interpreted as an effective parametrization
of a significant non-resonant contribution from the continuum. Comparing
the obtained fit for the 16.9 MeV resonance between the two models it is
clear that the systematic problems have been alleviated. This improvement
is achieved through interference with the continuum. Hence, it would seem
that contributions from the continuum are essential to describe the observed
spectrum. Model 3 introduces an additional 0+ level with completely free
parameters. The optimal solution is a 0+ component at 12.0(3) MeV with
a width of 2.4(5) MeV. The improvement in fit quality is achieved via
interference with the GS, causing a decrease of the amplitude in the 12 to
16 MeV region. Unlike the 2+ component, the single-level profile for the 0+
shows resonance characteristics. Interestingly, it coincides with the position
obtained in NCSM calculations [89, 90].
When discussing these different models, a question arises: is the improve-
ment in fit quality significant or merely an effect of additional fit parameters?
The improvement observed in model 2 was a decrease of χ2/ndf by 30 for
three extra parameters or put differently; an order of magnitude improve-
ment of the P-value. Considering that only 18 counts have been observed
in the 16.9 MeV peak, this improvement cannot be ascribed to a local im-
provement of this region, but rather a global improvement, most likely a
better description of the intermediary region. A similar behavior has been
observed in β decay studies, where substantial improvements were observed
with the addition of background poles.
A comparison of the γ decay widths determined using bin integration or
R-matrix analysis is shown in table 1 in the article. The values from the
latest evaluation and GFMC calculation are also shown. From this, it is
quite clear that the GFMC struggles with the GS and FES, which has a
large reduced α width. The results from the two different methods differ
systematically, and this underlines that it is important to properly treat
interference when dealing with systems with broad overlapping resonances.
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4.9 Conclusion and outlook
With this experiment, the 8Be excitation spectrum has been measured for
the 1 to 17 MeV region. This excitation spectrum is on par with the β
decay data and is of sufficient quality to allow an R-matrix analysis to be
performed. Decay widths were extracted using both simple bin integration
and R-matrix analysis, and it was found that the inclusion of interference
has a significant impact, especially for the FES.
The R-matrix analysis was performed using three different models. It
was found that a simple model including only the levels below 17 MeV could
not adequately describe the observed spectrum. However, with the inclusion
of a 2+ background pole and a 0+ resonance at 12 MeV a good fit could be
achieved.
In the article, we have stated that this experiment and the analysis is
tentative proof for a 12 MeV 0+ resonance. However, considering the many
previous claims in this region, more experimental work is needed. The plan
is to repeat this experiment for higher-lying resonances in 8Be with a specific
focus on the 18.1 MeV 1+ level, which should also be able to M1 decay to
this tentative state. Decays of higher-lying 2− and 3+ should be able to
address the universality of the observed 2+ background pole. Preliminary
data have been collected. However, punch-through of the direct α particles
was an issue. To this end, the setup has been upgraded with ∼1.5 mm
silicon pad detectors behind both DSSDs. These additional data sets should
be fitted both individually and together. A combined fit with the improved
β decay dataset would also be highly interesting.
In addition, a 99.99 % enriched 7Li compound has been ordered and is
expected to be delivered in July 2018. As natural lithium contains roughly
7.7 % of 6Li this should provide a factor ∼750 suppression of the primary
background component. Most likely, it would not be necessary to exclude the
4 MeV region. This should allow a better characterization of the high-energy
flank of the FES peak.
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A current challenge for ab initio calculations is systems that contain large continuum contributions such 
as 8Be. We report on new measurements of radiative decay widths in this nucleus that test recent Green’s 
function Monte Carlo calculations.
Traditionally, γ ray detectors have been utilized to measure the high energy photons from the 
7Li(p, γ )αα reaction. However, due to the complicated response function of these detectors it has not 
yet been possible to extract the full γ ray spectrum from this reaction. Here we present an alternative 
measurement using large area Silicon detectors to detect the two α particles, which provides a practically 
background free spectrum and retains good energy resolution.
The resulting spectrum is analyzed using a many-level multi channel R-matrix parametrization. Improved 
values for the radiative widths are extracted from the R-matrix ﬁt. We ﬁnd evidence for signiﬁcant non-
resonant continuum contributions and tentative evidence for a broad 0+ resonance at 12 MeV.
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1. Introduction
In recent years ab initio calculations of atomic nuclei, such as 
Green’s function Monte Carlo (GFMC) [1] and No Core Shell Model 
(NCSM) [2], have advanced tremendously and now provide quite 
accurate predictions for light nuclei. Historically, NCSM has strug-
gled with highly clustered states. However, the method has re-
cently been combined with the resonating group method (RGM) 
to better describe clustered nuclei including continuum proper-
ties [2].
In this context 8Be provides an interesting benchmark. All states 
in this isotope are unbound with its ground state located just 
92 keV above the 2α threshold. The lowest two states are highly 
clustered while some of the resonances at higher energy couple 
relatively weakly to the 2α ﬁnal state.
GFMC calculations of electromagnetic transitions in 8Be have 
been performed by Pastore et al. [1], and experimentally γ de-
cays of several states in 8Be have been measured. The focus of the 
present letter is the γ decay of the 17.64 MeV 1+ state. M1 decays 
of this state could populate both 0+ and 2+ states. There are two 
measurements of the transition strength to the ground- and ﬁrst 
* Corresponding author.
E-mail address:munch@phys.au.dk (M. Munch).
excited states in 8Be [3,4], and two measurements of transitions to 
the 2+ doublet at 16.6–16.9 MeV [5,6]. However, due to the com-
plicated response function of previous measurements it has not 
been possible to extract the full γ ray spectrum – speciﬁcally none 
of the previous measurements were sensitive to γ decays into the 
unresolved energy region below the 2+ doublet.
This region was resolved experimentally using e.g. α–α scatter-
ing and the β-decay of 8B and 8Li [7]. To understand these differ-
ent ways of populating 8Be, it is necessary to have contributions 
not only from the known resonances, but also a broad contribu-
tion [7] between the ﬁrst excited state at 3 MeV and the isospin 
mixed 2+ doublet at 16.6–16.9 MeV. It is unclear if this contri-
bution represents a 2+ intruder state, a non-resonant continuum 
contribution, or the low energy tails of high energy resonances 
[7,8]. From theory there is also a prediction of a 0+ T = 0 intruder 
state at around 12 MeV [9].
In this letter we will present a measurement of the γ decay of 
the 17.64 MeV 1+ state using a method which is sensitive to this 
region of interest and essentially background free. By this method 
we will not only address the question of intruder states, but also 
derive new more reliable values for the partial decay widths of the 
already measured transitions.
It should be noted that electromagnetic transitions from the 1+
states of 8Be are also of high current interest due to the obser-
https://doi.org/10.1016/j.physletb.2018.06.013
0370-2693/© 2018 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
SCOAP3.
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Fig. 1. Decay scheme. Only levels populated in the p + 7Li reaction or the γ subse-
quent decay is shown. Energies are in MeV relative to the 8Be ground state.
vation of anomalous internal pair creation in 8Be and the inter-
pretation of that as a possible indication of a new light, neutral 
boson [10,11].
2. Experiment
The experiment was conducted at the 5 MV Van de Graaff ac-
celerator at Aarhus University that provided a beam of H +3 with 
energies between 1305 keV and 1410 keV. The 17.64 MeV state 
was populated using the 7Li(p, γ ) reaction as illustrated on Fig. 1. 
The beam current was measured using a suppressed Faraday cup 
1 m downstream of the target. Typical beam currents were be-
tween 200 pA and 1 nA and the beam spot was deﬁned by a 
pair of 1 × 1 mm vertical and horizontal slits. The beam impinged 
on a natural LiF target manufactured in house by evaporation of 
a 160 nm (±10%) layer of natural lithium ﬂuoride onto a thin 
∼ 4 μg cm−2 carbon backing.
The 17.64 MeV state was populated resonantly via 7Li(p, γ ), 
as depicted in Fig. 1. While gamma rays were not directly ob-
served, the occurrence of electromagnetic de-excitation was in-
ferred indirectly from the energies of the two α particles emitted 
in the subsequent breakup. Charged particles were detected with 
two double-sided silicon strip detectors (DSSD) of the W1 type 
from Micron Semiconductors [12] giving a simultaneous measure-
ment of position and energy. Each detector had an active area of 
5 ×5 cm divided into 16 ×16 orthogonal strips and was positioned 
4 cm from the target at 90 deg with respect to the beam axis.
A resonance scan was performed with proton energies from 
435 to 470 keV and afterwards data was acquired at 446 keV for 
52 hours and at 455 keV for 63 hours.
3. Data reduction
The data was analyzed using the full kinematic approach as 
described in Ref. [13]. The signal of interest is two coincident 
α particles with missing energy corresponding to the reaction 
p + 7Li → 8Be∗ → γ + α + α as illustrated in Fig. 1.
Our coincidence requirement is a time difference of less than 
13 ns. As our coincidence timing resolution is 9.3 ns FWHM this 
includes > 99% of all true coincidences. All coincidences surviving 
this cut are then corrected for energy loss in the detector dead-
layer and target foil assuming they were α particles. The energy of 
each particle in the center of mass (CM) of p + 7Li reaction was 
determined from its direction and energy. With a simultaneous 
detection of two α particles one can infer the corresponding 8Be
excitation energy from their summed 4-momentum. Fig. 2 shows 
the difference in CM energy versus the 8Be excitation energy. In 
the limit of zero recoil, conservation of energy and momentum 
Fig. 2. Difference in CM energy vs 8Be excitation energy. The circles mark various 
background reactions while the band within the dashed contour stretching from 1 
to 17 MeV corresponds to γ delayed α particles. The insert shows the high excita-
tion energy region. The color scale is logarithmic.
Fig. 3. Projected excitation spectrum. The superimposed curve is the best ﬁt to the 
peak of ﬁrst excited state with a single level R-matrix formula. See Section 4.1 for 
details.
dictates that the two alpha particles should have equal CM en-
ergies. When the small, but ﬁnite, recoil is taken into account, the 
CM energy-difference distribution remains centered very close to 
zero, but acquires a sizable spread. Hence the horizontal band in 
the ﬁgure corresponds to the 7Li(p, γ )αα reaction. At high exci-
tation energy there is a distinct peak corresponding to the direct 
reaction 7Li(p, α)α. The two weak diagonal bands extending from 
the peak correspond to events with insuﬃcient energy loss correc-
tion. These do not interfere with the region of interest and their 
strength is negligible compared to the peak. There are two similar 
peaks at roughly 4 MeV, which both correspond to 6Li(p, α)3He. 
At 7 MeV there are two bands with large deviations from equal 
energy. This is a background reaction on ﬂuorine 19F(p, α)16O. At 
low energy we see random coincidences with the beam. The iden-
tity of the various components was veriﬁed with a Monte Carlo 
simulation. The α-source energy calibration of the excitation spec-
trum was cross checked against the 6Li(p, α)3He and 7Li(p, α)α
peaks and was found to agree within 4 keV with the tabulated 
values [8]. It should be stressed that this spectrum is essentially 
background free in the region of interest, except for the small re-
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Fig. 4. Resonance scan showing the yield of events with an excitation energy be-
tween 2 and 3 MeV as a function of beam energy. The red crosses and green 
triangles correspond to the long measurements. Each datapoint corresponds to a run 
and thus slightly different accelerator settings. The curve is the best ﬁt to Eq. (1) – 
see text for details.
gion around the 6Li(p, α)3He peaks, which will be excluded from 
the further analysis.
In order to completely remove random coincidences with the 
beam we require the angle between a pair to be > 170◦ and place 
a low energy cut at 1 MeV. These cuts preserve 99% of the good 
events. The events corresponding to γ delayed α emission are se-
lected as those within the dashed contour seen on Fig. 2.
Fig. 3 shows the projected excitation spectrum with the ﬁrst 
excited state visible at 3 MeV and the two contributions from the 
doublet at high energy in the insert. The superimposed curve will 
be discussed in Section 4.1. The extracted excitation spectrum can 
be found in [14].
3.1. Normalization
Fig. 4 shows the yield of events with an excitation energy be-
tween 2 and 3 MeV. The red crosses and green triangles corre-
spond to the two long measurements. The solid line shows the 
best ﬁt to equation 14 from Ref. [15].
Y =
[
tan−1
Ep − Er
lab/2
− tan−1 Ep − Er − E
lab/2
]2π
k2r
g J

γ , (1)
where lab is the resonance width in the lab system, Ep is the 
beam energy, Er the resonance energy, E the energy loss through 
the target, g J the statistical factor from spin coupling, kr the 7Li-p 
wave number at the resonance energy, and  = 1N dEdx , where N is 
the number density of target nuclei and dEdx the stopping power.
lab was ﬁxed to 8/7 of the literature value of 10.7(5) keV [8]. 
The last part of the equation was treated as a scaling constant 
and ﬁtted. The best ﬁt was achieved with E = 18.1(16) keV and 
Er = 444.3(6) keV. The resonance energy is slightly higher than 
the latest literature value of 441.4(5) keV [8].
Upon impinging on the target foil the H +3 molecule will break 
up. In this process additional electron stripping, neutralization and 
scattering outside the Faraday cup might occur. The effect of these 
processes can be determined by measuring the integrated current 
with and without target foil placed in the beam. The ratio of these 
two measurements gives the effective charge state of the H +3
molecule as observed at the Faraday cup, when the beam passes 
through the foil. The result was 2.50(7)e over the measured energy 
range.
Table 1
Widths extracted from bin integration of the excitation spectra. Literature values 
are from Ref. [8]. The GFMC results are from Ref. [1]. The R-matrix results are from 
Section 4.2. 01 of the R-matrix results is from model 2, while the rest is from 
model 3.
Parameter Present Lit. GFMC R-Mat.
01 (eV) – 15.0(18) 12.0(3) 13.8(4)
21 (eV) 6.0(3) 6.7(13) 3.8(2) 5.01(11)
22 (meV) 35(3) 32(3) 29.7(3) 38(2)
23 (meV) 2.1(6) 1.3(3) 2.20(5) 1.6(5)
4. Extraction of radiative widths
As previous experiments have determined the widths using 
simple integration of the excitation spectrum, we will ﬁrst de-
termine the widths using this method. In addition, we will per-
form an R-matrix analysis of the measured spectrum in order to 
take interference into account. The R-matrix parametrization is de-
scribed elsewhere [16]. The R-matrix implementation can be found 
in Ref. [17].
4.1. Bin integration
The excitation spectrum, shown in Fig. 3, has been subdivided 
into four regions covering the ﬁrst excited state from 1 to 10 MeV, 
the continuum from 10 to 16.1 MeV and the two doublet states 
from 16.1 to 16.75 MeV and 16.75 to 17.1 MeV respectively. The 
choice of 10 MeV is somewhat abitrary. It is placed suﬃciently 
high to include the majority of the peak. Superimposed on the data 
is the best ﬁt between 2 and 6 MeV to a single level R-matrix 
expression fed by an M1 decay.
The widths were determined by integration of the three regions 
with solid shading. The contribution from the excluded region was 
determined from the superimposed R-matrix curve. The integrals 
were converted into absolute decay widths using Eq. (1) and the 
parameters determined in Section 3.1.
The results and statistical errors are listed in Table 1 along with 
the current literature values from Ref. [8] and the results of GFMC 
calculations [1].
4.2. R-matrix analysis
We will analyze the excitation spectrum using three different 
models. Model 1 is a model with one 0+ ground state and three 
2+ resonances. All states are fed by M1 γ decays while the 2+1 res-
onance is also fed by E2 decays. All initial values were taken from 
Ref. [8]. To ensure convergence the energy of the 2+3 , as well as the 
α widths of the two highest 2+ resonances and the ground state, 
were ﬁxed. Model 2 adds an additional 2+ level at high energy 
fed by an M1 transition. All parameters for this additional level 
were allowed to vary freely. Furthermore, it was no longer neces-
sary to ﬁx E23 . Model 3 adds another 0
+ state. However, in order 
to achieve convergence it was necessary to ﬁx the ground state 
feeding and the position of the 2+ background pole to the values 
from model 2. The M1 feeding of all 2+ levels were summed co-
herently while the M1 contribution to the 0+ and the E2 feeding 
were added incoherently. Model 1 has 8 free parameters, model 2 
has 12 and model 3 has 13.
In order to directly compare the experimental spectrum with 
the spectrum obtained from R-matrix theory, it is necessary to fold 
the theoretical spectrum with the experimental response function. 
For this experimental setup the response function is well described 
as a Gaussian function with an exponential tail – the one tail 
variant of Ref. [18]. The parameters were determined with a ﬁt 
to the 7Li(p, α)α peak as the effect of the response function is 
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Fig. 5. Best ﬁt for a channel radius of 5 fm. The solid blue line shows the sum of 
all contributions, while the dotted shows the single level proﬁle of the individuals 
levels.
most important for the narrow 2+ levels above 16 MeV. The best 
ﬁt was achieved with μ = 23.5(5) keV, σ = 27.07(15) keV and 
τ = 39.6(2) keV.
Fig. 5 shows the best ﬁt for all models with a channel radius 
of 5 fm. The dashed curves show the single level contributions. It 
should be noted that all models have a weak dependence on the 
chosen channel radius, as this inﬂuences the shape and peak to 
tail ratio for the 0+ ground state. A channel radius of 5 fm was 
chosen, as it minimized χ2.
The parameters corresponding to the best ﬁt are listed in Ta-
ble 2 along with their errors. In order to minimize bias a Poisson 
likelihood estimator has been used [19]. Errors have been esti-
mated using the MINOS routine and are symmetric unless noted 
otherwise. Propagated errors have been calculated using the Hes-
sian approximation.
5. Discussion
Comparing the radiative widths determined using integration 
with those from the literature, we ﬁnd agreement for the doublet. 
Previous measurements assigned everything below the ground 
state peak in the γ spectrum to the 21 distribution. In light of 
this and considering that our measurement of the 21 distribution 
has not been extrapolated to zero energy, the agreement with lit-
erature is reasonable.
The excitation spectrum produced by the three R-matrix mod-
els can be seen in Fig. 5 and in all cases the majority of the 
experimental spectrum has been reproduced. The main qualita-
tive improvement between model 1 and 2 is observed around 
the 16.9 MeV peak, which model 1 systematically undershoots. In 
addition, an order of magnitude improvement of the P-value is ob-
served for each subsequent model. The single level shape of the 
model 2 background pole is a broad featureless distribution. We 
interpret this as non-resonant continuum contributions. An inter-
esting aspect of all models is the signiﬁcant contribution of the 
ground state in all energy regions and its dominance below 2 MeV. 
From this rather remarkable feature it is possible to determine the 
ground state strength from a measurement well above the peak. 
This behavior is the well known “ghost anomaly” expected both 
from theory [20] and observed in previous experiments on the 
8Be system [21]. This implies that previous measurements, which 
have ignored the anomaly, have overestimated the 21 strength by 
at least 20%. This estimate is based on the difference between our 
two different methods.
Additionally, it should be noted that the observed strength in 
the intermediate region between 6 and 16 MeV cannot be at-
tributed to a single resonance but rather a result of several inter-
fering levels and non-resonant continuum contributions. The ex-
tracted γ widths for the three models agree within the statistical 
errors except for the 22 width. However, as model 1 systematically 
deviates in that region we recommend that the model 3 param-
eters are used. The change in resonance energy is expected from 
interference and similar effects were observed in β decay experi-
ments [22].
The second 0+ level, introduced in model 3, interferes destruc-
tively with the ground state, as can be observed in the 12 to 
16 MeV region where it improves the agreement substantially. Its 
location is interesting as it coincides precisely with the energy pre-
dicted by [9].
The current literature value of 0.12(5) eV in Ref. [8] for the E2 
strength is based on the width listed in Table 1 and a measure-
ment of the E2/M1 mixing ratio 0.018(7) [23]. However, all our 
models yield a signiﬁcantly smaller ratio < 0.002. While the er-
rors involved are too large to draw a conclusion, it is important to 
note that there is signiﬁcant spread in the reported mixing values 
[24–26]. A more detailed measurement of the α − γ correlation 
function could resolve this issue.
Compared with the GFMC calculation in Ref. [1] we ﬁnd poor 
agreement for the transitions to the 0+ and 2+1 states. For the 2
+
1
discrepancy, Ref. [1] suggests that a lack of continuum contribu-
tions could explain this. No explanation is given for the 0+ discrep-
ancy. It is interesting to note that a value of 21 E2 = 0.63(5) eV, as 
suggested by GFMC, can only be accommodated if the ﬁrst excited 
state is made extremely wide ∼ 1.8 MeV. A similar disagreement is 
observed for the transitions to the doublet. However, the strength 
of these transitions depend on isospin mixing of the 1+ doublet 
states which was ﬁrst determined by Barker [27]. Using slightly 
different mixing coeﬃcients resolves some of the issues but cre-
ate others – see Ref. [1] for details. As these states should be well 
described in the shell-model, it would be interesting to compare 
with NCSM calculations of the transition rates.
6. Conclusion
Coincident α particles from the 7Li(p, γ )αα reaction at a pro-
ton energy of roughly Ep = 441 keV have been measured using 
close geometry silicon strip detectors. This yields a background 
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Table 2
Parameters for the best ﬁt for both models with a channel radius of 5 fm. Parameters in square brackets were ﬁxed. Decay widths were calculated with eq. (6) from the 
supplementary information. All errors are statistical. Propagated errors are calculated using the Hessian approximation.
Parameter Model 1 Model 2 Model 3
E01 (keV) [0] [0] [0]
γ01M1 (10
−11 × eV−1) 4.35± 0.05 4.36± 0.06 [4.36]
001M1
(eV) 13.7± 0.3 13.8± 0.4 [13.8]
γ01α0 (
√
keV) [22.1] [22.1] [22.1]
001α0
(eV) [5.57] [5.57] [5.57]
E02 (MeV) – – 12.0± 0.3
γ02M1 (10
−11 × eV−1) – – 0.58± 0.08
002M1
(eV) – – 12± 3
γ02α0 (
√
keV) – – −15.2± 1.5
002α0
(MeV) – – 2.4± 0.5
E21, (keV) 3008
+55−9 2960± 22 2969± 11
γ21,M1 (10
−11 × eV−1) 3.31± 0.03 3.22± 0.06 3.13± 0.03
021,M1
(eV) 5.57± 0.11 5.3± 0.2 5.01± 0.11
γ21,E2 (10
−22 × eV−3) −4.2± 1.2 −4± 500 0.9± 59.2
021,E2
(meV) 1.9± 1.2 < 10 meV < 1 meV
γ21,α2 (
√
keV) −29.9+0.3−1.5 −29.3± 0.5 28.6± 0.3
021,α2
(MeV) 1701± 27 1601± 45 1546± 25
E22 (keV) 16629± 11 16588± 5 16590± 5
γ22,M1 (10
−11 × eV−1) 11.6± 0.7 12.7± 0.4 12.9± 0.4
022,M1
(meV) 27.9± 1.7 38± 2 38± 2
γ22,α2 (
√
keV) [3.1] [3.1] [3.1]
022,α2
(keV) [108] [108] [108]
E23 (keV) [16922] 16912± 25 16910± 23
γ23,M1 (10
−11 × eV−1) 3.2+1.7−0.9 4.3± 0.8 4.5± 0.7
023,M1
(meV) 0.8± 0.8 1.4± 0.5 1.6± 0.5
γ23,α2 (
√
keV) [2.2] [2.2] [2.2]
023,α2
(keV) [74] [74] [74]
E24 (MeV) – 24± 3 [24]
γ24,M1 (10
−11 × eV−1) – −1.1± 0.2 −1.8± 0.2
024,M1
(meV) – 57± 20 160± 40
γ24,α2 (
√
keV) – 38± 7 35.9± 1.8
024,α2
(MeV) – 20± 8 18.0± 1.8
χ2/ndf 878/735 838/731 808/730
P (%) 0.02 0.36 2.3
free excitation spectrum from 1 to 17 MeV. The γ decay widths 
have been determined using both integration and R-matrix analy-
sis.
The results of the R-matrix analysis show that the ground state 
contributes signiﬁcantly to the full energy range and dominates the 
spectrum below 2 MeV. This implies that simply integrating the 
excitation energy spectrum would overestimate the decay strength 
to the ﬁrst excited state. In order to achieve a good ﬁt to data, it is 
necessary to include a 2+ background pole. This indicates that the 
spectrum has non-resonant continuum contributions. Additionally, 
we ﬁnd tentative evidence for a broad 0+ state at 12 MeV. A sim-
ilar measurement of the 18.1 MeV 1+ state in 8Be could further 
illuminate this.
The extracted widths for the 2+ doublet is in agreement with 
previous measurements, while the results for the ground and ﬁrst 
excited state differ by 8 and 34% respectively. A comparison with 
GFMC calculations shows signiﬁcant differences between 13 and 
34%. Determination of the 1+ isospin mixing might bring clariﬁca-
tion.
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1 Introduction
R-matrix theory was originally developed to describe nuclear reactions [1]. The frame-
work was further extended to describe β decay to unbound states [2, 3]. However, at
the time of writing, no clear description of γ decays to unbound states exist. Such a
description will be presented in this note.
2 R-matrix parameterization
The motivation for this note is the following reaction
p+ 7Li→ 8Be∗ → γ + 8Be∗∗ → γ + α+ α. (1)
It will be assumed that the initial reaction proceeds through a single isolated resonance
in the compound system. Under these conditions, the treatment is quite similar to that
of β decays of 8B and 8Li [2, 3]. The notation is that of Ref. [1] unless stated otherwise.
Using the formalism in Ref. [1, XIII.2] the reaction is described as a sequential
process. Figure 1 illustrates the general case in which an isolated initial level λ is
populated via channel1 α and decays via channel α′ to an unbound fragment in a state
λ′ and internal energy E′2, which finally decays via the open channel r′. The differential
cross section for this reaction is given as
dσαα′(E
′
2r
′)
dE′2
=
pi
k2α
∑
c c′
gJ Γλc δΓλ′c′(E
′
2r
′)
(Eλ + ∆λ − E)2 + (Γλ/2)2 , (2)
where c (and c′) specifies the two subsystems, their spins, the channel spin s and their
relative angular momentum `. Note that the notation in Ref. [1] is ambiguous, so here
we use δΓλ′c′(E′2r′) ≡ dΓλ′c′ (E
′
2r
′)
dE′2
.
Generally, the integral of δΓλ′c′(E′2r′) should be included in Γλ, however, the photon
channels do not contribute significantly, so the width of the initial level can be approx-
imated with the particle width Γλ ≈
∑
cp
Γλcp . Additionally, for a narrow entry level,
this can be rewritten into the familiar Breit-Wigner form
dσαα′(E
′
2r
′)
dE′2
=
pi
k2a
∑
s`s′`′
gJ
Γ0λc δΓ
0
λ′c′(E
′
2r
′)
(E0λ − E)2 + (
∑
cp
Γ0cp/2)
2
, (3)
where parameters with superscript 0 are so-called observed parameters [4].
1Here α and α′ is the notation used for a channel not an α particle.
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Figure 1: Sketch of the general decay scheme. A resonance λ in the compound system is formed
via channel α. This resonance decays to another unbound compound level λ′ via a γ-channel α′. The
unbound level subsequently decays via r′.
Due to their small coupling to the nucleus, photon channels can be included in R-
matrix theory using a perturbation approach. Ref. [1, XIII.3] has derived the theory for
one photon without damping, which applies to this case. Within this framework particle
and photon channels can be treated almost identically, except photon channels should
not be included in the level matrix. Additionally, one can work directly with observable
parameters if one uses the Brune formalism [4]. With this formalism the level matrix is
defined as
[A˜−1]λµ =(E˜λ − E)δλµ −
∑
c
γ˜λcγ˜µc(Sc + iPc)
+
∑
c
{
γ˜2λcSλc for λ = µ,
γ˜λcγ˜µc
Sλc(E−E˜µ)−Sµc(E−E˜λ)
E˜λ−E˜µ for λ 6= µ,
(4)
where E˜ is the observable resonance energy and γ˜λc the reduced width coupling of a
level λ to a channel c. Pc and Sc are respectively the penetrability and shift function as
defined in regular R-matrix theory [1] with Sλc = Sc(E˜λ).
The partial width for emission of a L-wave photon with energy E from a level λ is
related to its reduced width via ΓλL = 2E2L+1 γ2λL. The partial width for a particle
is given as Γλc = 2Pc γ2λc. In order to have a symmetric notation we define the γ
penetrability as PL ≡ E2L+1.
Following Ref. [5] we adopt the following expression to describe the differential partial
width of the intermediary state
δΓ0λc′(E′2r′) =
2Pc′2Pr′
2pi
∣∣∣∑
νµ
γ˜λc′(ν)γ˜µr′A˜νµ
∣∣∣2. (5)
This reduces to (XIII 2.10) of Ref. [1] for the case of a single isolated intermediary
resonance,
δΓ0λc′(E′2r′) =
1
2pi
Γ˜λc′(λ′)Γ˜λ′r′
(E˜λ′ + ∆λ′ − E′2)2 + (Γ˜λ′/2)2
. (6)
The observed partial decay width of λ to a specific resonance λ′ is then given as the
integral over the resonance peak. For an isolated intermediary level the shift function is
2
approximately linear over the resonance and the integral can be performed analytically
Γ0λc′(λ′) =
∫
λ′
δΓ0λc′(E′2r′) dE
′
2 ≈
2Pc′ γ˜
2
λc′(λ′)
1 + Σcγ˜2λ′c
dSc
dE
∣∣
E˜λ′
. (7)
This is identical to the expression for the observed width in Ref. [4].
Inserting eq. (7) into eq. (2) or eq. (3) yields the full expression. Contributions
from the same multipolarity is summed coherently while contributions from different
multipolarities are added incoherently.
3 Conclusion
Combining the R-matrix theory for sequential decays with a level density inspired from
β decay studies, it is possible to describe γ decays to unbound states.
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5The partial widths of the 16.1 MeV 2+ state in 12C
This chapter reports on a measurement of the 11B(p, α) cross section for
the 16.1 MeV resonance in 12C. The aim of the measurement was to resolve
discrepancies regarding the partial widths of this resonance.
The chapter begins with a summary of the current state of affairs for
the 11B(p, α) cross section, which also serves as a motivation for the present
experiment. This is followed by a presentation of the current state-of-the-art
12C break-up model, which is used in the normalization procedure. From
then on the chapter will focus on the 16.1 MeV state and the experiment
at hand; describing the method and results. The discussion focuses on
the results obtained and its consequences for the recommended 11B(p, α)
reaction rate. The results were published in ref. [112] and the paper can be
found at page 91.
5.1 Motivation
Motivated by a desire to gain insight into nuclear structure, reaction mecha-
nisms, and astrophysics, the break-up of 12C into three α particles has been
studied since the days of Lord Rutherford [120]. The reaction mechanism for
the 12C→ 3α break-up was the subject of intense research in the 1960s and
70’s [121–125], where it was found to proceed predominantly as a sequential
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break-up via the two lowest states in 8Be
12C∗ → α0 + 8Be(GS) → α0 + α02 + α03,
12C∗ → α1 + 8Be(FES) → α1 + α12 + α13.
(5.1)
This reaction has primarily been studied by bombarding 11B with protons
and observing the emitted α particles. For decays proceeding via the narrow
8Be ground state (GS), the reaction is approximately two-body kinematics
and a sharp peak is observed at high energy. This can be seen in figure 3 in
the paper at the end of this chapter. In addition, one observes a continuum
of particles at lower energy from the subsequent 8Be break-up. This reaction
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Figure 5.1: 11B(p, α0) cross section. Data from refs. [113–119]
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cross section should be straight-forward to measure. However, the situation
is less than stellar as can be seen from fig. 5.1, which shows all of the available
data [113–119]. In addition, only a single measurement has been performed
at the 16.1 MeV resonance corresponding to a proton energy of 161 keV. The
α1 channel proceeding through the first excited state (FES) in 8Be is more
difficult to characterize, as there is generally no clear way to identify α1
from the secondary α particles and a complete kinematic characterization
requires simultaneous detection of two of three final state particles. If only
the energy of one α particle is measured, the observed spectrum shows a
broad distribution, as seen in figure 3 in the paper. Figure 5.2 shows the
0 1 2 3 4
Proton energy [MeV]
100
101
102
103
α
1
cr
os
s
se
ct
io
n
[m
b]
Becker (1987)
Davidson (1979)
Segel (1965)
Symons (1963)
Beckman (1953)
16 17 18 19
12C excitation energy [MeV]
Figure 5.2: 11B(p, α1) cross section. Data from refs. [113–116, 118]
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cross sections measured for the α1 channel [113–115, 118].
The 11B(p, 3α) reaction is a strong candidate for an aneutronic fusion
reactor, i.e. a fusion reactor almost1 without neutrons in the final state,
unlike the alternative deuterium-tritium (D–T) reaction. Such a reactor
would be operated at a temperature corresponding to a few hundred keV
and the reaction would thus predominantly proceed through the 16.1 and
16.6 MeV states.
Due to the substantial inconsistencies in the cross sections, it seems
obvious to re-investigate this reaction – starting with the resonance at
16.1 MeV.
5.2 The triple-α break-up
Before describing the experiment at hand let us dwell a bit on the reaction
mechanism since the 16.1 MeV resonance played a crucial role in refining it.
For three-body final states there are 9 momentum components, but due
to energy- and momentum conservation only 5 of these are independent.
Hence, it is possible to perform a complete kinematic characterization of a
decay with a simultaneous measurement of the position and energy of two
out of three particles. Due to energy conservation, it is possible to map the
energy distribution of the three particles into a two-dimensional distribution
with coordinates defined as
x = 1 + 22 − 1√
3
y = 1 − 1/3, (5.2)
where i = Ecmi /Etot with Ecmi as the kinetic center-of-mass (CM) energy
of particle i and Etot the total kinetic energy. The resulting distribution is
called a Dalitz plot [126]. Figure 5.3 illustrates the coordinate definition.
Due to energy and momentum conservation, points are constrained to be
within the circle. The figure also shows the naively expected distribution for
decays proceeding via the 8Be GS or FES. The GS is seen along the edge of
1Some neutrons will be released through reactions such as 11B(p, n)11C and
10B(α, n)13N.
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the circle, corresponding to α0 taking the majority of the energy. The band
is narrow due to the sharpness of the 8Be GS2. The band corresponding
to decays via the FES is shifted relative to the GS band corresponding to
its ∼3 MeV excitation energy and it is broader. Note that the GS decay is
forbidden for unnatural parity states due to spin-parity conservation.
The study of these distributions was the subject of many experiments
in the 1960s and 70s. These experiments typically employed small (≤ 3× 3
mm) rotatable detectors and collected multiplicity 2 coincidences. Figure 5.4
and 5.5 show the Dalitz plots obtained by refs. [127, 128] for the 16.1 and
1
2 3
8Be FES
8Be GS
Figure 5.3: Dalitz plot with the coordinates defined in eq. (5.2). The
triangle corresponds to energy conservation and the circle to momentum
conservation. The blue bands sketch the naively expected distribution from
a sequential decay. Note that the plot is six-fold symmetric and can be
folded into a single sector.
2This neglects the “ghost anomaly” as seen in chapter 4.
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Figure 5.4: Dalitz plot for the 2+ 16.1 MeV resonance corresponding to
Ep = 161 keV. Note the filled center. Figure from ref. [127].
Figure 5.5: Dalitz plot for the 2− 16.6 MeV resonance corresponding to
Ep = 675 keV. Note the plot is only filled along the lines corresponding
to decays via the FES in 8Be as decays via the GS is forbidden due to
spin-parity conservation. Figure from ref. [128].
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16.6 MeV states. While the latter neatly conforms to the naive expectations,
the former Dalitz plot is filled in the middle, which cannot be explained
with a naive sequential model. This lead Kamke et al. to postulate a “direct
decay” model, which does not proceed via resonances in 8Be, but couple
directly to a 3α final state. As such a model leads to more equal3 energy
sharing between the particles, the model could explain the observation.
However, this special treatment of the 16.1 MeV resonance caused some
controversies. Shortly after this claim, alternative models were put forward
that provided a unified description of the break-up. These were more
sophisticated sequential models, which included interference terms due to
the Bose symmetry of the final state [125, 129].
In recent years this area of research has received new interest due to
the advancement of large-area segmented silicon detectors, which allow
studies to be performed in far greater detail. This has lead to a series
of investigations, specifically, the 12.7 MeV state [130], the 11.8, 12.7 and
13.4 MeV states [131], the Hoyle state [132] and the 16.1 MeV state [133]. In
all cases, a modified version of the model proposed in ref. [134], was found
to be in good agreement with the observations. This model will be referred
to as the Balamuth reaction mechanism. It was also used, in the present
experiment, to calculate the α1 detection efficiency and will be explained
briefly.
Following the notation of ref. [133], the 12C resonance is assumed to be
created with a specific spin and projection (j,m). This resonance decays by
emitting an α particle α1, with energy E1, and angular momentum `, to a
8Be state with energy E′0, and spin j′, with an unobserved projection m′.
The 8Be resonance subsequently decays to two α particles4, α2 and α3, with
relative kinetic energy E23, in the 8Be rest frame. The parametrization of
the intermediate resonance is performed using the R-matrix framework. If
the initial state is j = 2 with positive parity and decays via the FES of 8Be
j′ = 2 then the allowed angular momenta are ` = 0, 2, 4 and `′ = 2. It will
3The center of the Dalitz plot corresponds to exact equal sharing of the energy.
4The notation used here conflicts with the one in eq. (5.1). In the present case, the
index is only used for enumeration.
82
CHAPTER 5. THE PARTIAL WIDTHS OF THE 16.1 MEV 2+ STATE
IN 12C
be assumed that the decay predominantly occurs via a single `. This yields
the following expression for the decay weight
f1,23 =
∑
m′
(`m−m′j′m′|jm)Y m−m′` (Θ1,Φ1)Y m
′
`′ (θ2, φ2)
× [(Γ/E
1
2
1 )(Γ′/E
1
2
23)]
1
2 ei(ω−φ)ei(ω′−φ′)
E′0 − E23 − γ′2[S′(E23)− S(E′0)]− i12Γ′
,
(5.3)
where the following notation from ref. [133] has been used:
Ei = kinetic energy of αi in the 12C rest frame,
Eij = relative kinetic energy of αi and αj ,
(Θi,Φi) = emission angles of αi in the 12C rest frame,
(θi, φi) = emission angles of αi in the 8Be rest frame,
j, j′ = total angular momentum,
m,m′ = angular momentum projection,
`, `′ = orbital angular momentum,
Γ,Γ′ = partial decay width,
γ, γ′ = reduced width,
S, S′ = shift function,
P, P ′ = penetrability factor,
ω, ω′ = coulomb phase shift,
φ, φ′ = hard-sphere phase shift,
E′0 = level energy of the 2+ resonance in 8Be.
Primed variables refer to the 8Be system. Taking a closer look at eq. (5.3),
one finds that the first part accounts for the spin coupling and angular
distribution while the last part is the regular R-matrix single-level expression
with the exception of the numerator, where the two-body phase space factor
has been removed, Γ→ Γ/E 12 . The full decay weight is given by the product
of the three-body phase space and eq. (5.3). The former can be calculated
easily [135].
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Note that the above expression assumes a definite decay ordering and
must be symmetrized accordingly. This is easily achieved with a coherent
sum of the cyclic permutation. The expression is also summed5 over the
unobserved m
|f |2 =
∑
m
|f1,23 + f2,31 + f3,12|2. (5.4)
It was pointed out by ref. [130] that the above expression assumes that
the second decay occurs sufficiently distant from the initial decay that the
primary and secondary α particles do not interact. However, using a simple
classical expression to estimate the separation yields ∼15 fm at which the
interaction is non-negligible. This can be somewhat remedied using a simple
ad-hoc correction, where the penetrability is modified such that α1 first
tunnels to the channel radius in the α1-8Be system and then to infinity in
the α1-α2 and α1-α3 system. This final-state correction was the topic of a
recent article which investigated the effects on the break-up of the Hoyle
state [43].
5.3 The 16.1 MeV state
At a proton energy of ∼162 keV, both the α0 and α1 cross sections show
a clearly defined narrow peak – increasing the yield by roughly an order
of magnitude. This corresponds to the 16.1 MeV state in 12C, which is
∼5 keV wide. The resonance has spin-parity 2+ and was first assigned T = 1
by Oppenheimer et al. in order to explain how a resonance unbound by
approximately 8 MeV could have such a narrow width.
For a narrow isolated resonance the reaction cross section, σab, is directly
related to the partial channel widths, Γx. On resonance, this relation is
given by
σab = 4piλ¯2ω
ΓaΓb
Γ2 , (5.5)
5This is done with an incoherent sum in ref. [134] although this seems unjustified as
the spherical harmonics are only orthohonal when integrated over the unit sphere.
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where ω is the statistical spin factor, λ¯ the Compton wavelength of the
initial system and Γ the resonance width. As stated above, the 16.1 MeV
state has primarily been studied in (p, x) reactions on 11B. Above the proton
threshold the open channels are α, p and γ. However, for the 16.1 MeV
resonance it is unfeasible to measure Γp directly and it must instead be
inferred indirectly via eq. (5.5) and measurements of its α and γ decay
properties. Table 2 in the article lists the different extracted Γp values
and two clear clusters can be observed. This discrepancy also leads to two
different Γp values in two recent reviews [74, 133].
The introduction of the article at the end of this chapter summarizes
and discusses the different measurements that have been used to calculate
the values in Table 2. Here, I will focus on the α cross section. As Γα ≈ Γ it
is possible to directly extract Γp from a measurement of σpα = σpα0 + σpα1.
There exist three measurements of σpα at the 16.1 MeV resonance [116, 118,
137] with the measurement of ref. [118] being inconsistent with the other
two. In all three experiments, the cross section was derived from the number
of counts observed in one detector. However, the different authors do not
agree on the normalization for α1. Refs. [116, 137] argue that they detected
one out of three particles and thus divide their observed number of counts
by 3, while ref. [118] argues that they observed either the primary α particle
or both secondary particles and divide by 2. This discrepancy is present over
the full energy scale as can be seen in fig. 5.2. However, based on theoretical
calculations of the opening angle of the secondary α particles [138] and the
experimental setup in ref. [118] the latter claim seems very unlikely.
A measurement of σpα could resolve both the Γp discrepancy and the
normalization issue. As can be seen from fig. 5.2, resolving the normalization
issue could have an impact over the full energy range.
5.4 Method
In order to circumvent the normalization issue of ref. [116, 118, 137], the
aim of the experiment was to observe all α particles from the 12C break-up
in coincidence. To this end, charged particles were detected with an array
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of four large-area double-sided silicon strip detectors (DSSD) with a solid
angle coverage of approximately 40 %. An illustration of the array can be
seen in figure 2 in the article. The resonance was populated by bombarding
a 39(3) µg cm−2 99 % enriched 11B target with a beam of H3+. The beam
current was primarily limited by the rate in the forward detector and was
kept below 0.5 nA.
The data was analyzed using two different methods, which I will quickly
summarize. For details, please consult the article at the end of this chapter.
The first method undertook an analysis similar to what could be done
by refs. [116, 118, 137]. The method consists of transforming all hits to the
beam-target CM assuming they are α particles. The resulting spectrum
can be seen in Figure 3 in the article. Gating on the high-energy α0 peak,
it is possible to project the CM angular distribution, which can be seen
in Figure 5. This is fitted with Legendre polynomials and the integrated
number of counts are extracted from the 0’th order term.
The alternative method focuses on triple coincidences. For each triplet,
it assumes that each hit is an α particle and calculates the CM energy and
momentum from the lab energy and position. In addition, it calculates the
12C excitation energy. Figure 6 in the article shows the calculated total
momentum vs. the excitation energy. The 16.1 MeV resonance is clearly
defined, with random coincidences stretching up as a band to the left. From
the CM energies, it is possible to extract a Dalitz plot, which can be seen
in fig. 5.6. This Dalitz plot neatly illustrates the need for the Balamuth
reaction mechanism described in section 5.2 as the filled center clearly does
not correspond to the naive reaction mechanism. From this plot, it is easy
to identify the two α channels. The detection efficiency for the two channels
is determined with a Monte Carlo simulation. For the GS channel, α0 is
emitted according to the observed angular distribution and the secondary
particles emitted isotropically. For the FES channel, the three α particles
are emitted according to the Balamuth reaction mechanism. In this analysis,
there is no normalization ambiguity since all three α particles are observed.
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Figure 5.6: Dalitz plot of the detected triplet of α particles. The circle
indicates the constraints imposed by energy-momentum conservation. The
dashed red line indicates the low energy cut-off. The dotted green line
indicates the distinction between decays via the α0 (right) and α1 (left)
channels. The coordinates are defined in eq. (5.2) and are unitless.
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Figure 5.7: 11B(p, α1) cross section. Axis truncated to 1 mb. Data from [113–
116, 118]. Becker (1987) has been scaled by 2/3. Beckman (1953) appears
to have an energy calibration issue.
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5.5 Results and discussion
The result of the experiment is two cross sections
σpα0 = 2.03(14) mb
σpa1 = 38(5) mb,
where the former is the weighted average of the single and triple analysis. The
α0 cross section is in excellent agreement with the result of ref. [118]. The
α1 cross section is in good agreement with ref. [137] and also with ref. [118]
– provided the latter is scaled by a factor of 23 . The present measurement is
not consistent with the result reported by ref. [116]. However, with the α1
cross section of ref. [118] scaled by 23 the overall agreement is substantially
improved as can be seen in fig. 5.7, altough small deviations can still be
seen around 1.5 MeV. From these cross sections it is possible to extract
Γp = 19(3) eV. The implications of this are discussed in detail in the article.
The authors of ref. [118] were deeply involved with the NACRE compila-
tion of astrophysical reaction rates [140]. In order to obtain a parameteriza-
tion, they rescaled the results from refs. [115, 116] by a factor of 32 , while the
unscaled results were used to obtain lower limits on the rate. The authors of
NACRE noted a 20 % discrepancy for T9 < 5 compared to a previous evalu-
ation [141], that most likely used the alternative normalization. In addtion,
they also remarked that the discrepancy was larger at higher temperatures.
An updated evaluation, NACRE II, was published in 2013 [139] by a different
group of authors. As such, they were not aware of the normalization issue
and opted to use the Becker normalization while remarking: “The origin of
the large (and asymmetric) uncertainty given in NACRE for the lower limits
is unclear.” [139]. The impact of this wrong assessment can be gauged
from fig. 5.8, which shows the recommended NACRE II rate in units of the
recommended NACRE rate. The NACRE uncertainties are also shown. The
lower limit corresponds to the normalization adopted by refs.[115, 116, 137].
From this, it can be estimated that the value recommended by NACRE II
is off by as much as a factor of 2 depending on the temperature.
As a finishing remark, ref. [118] writes: “The extrapolated S(E) factor
at zero energy, offers a somewhat more optimistic prospect for 11B(p, 3α)
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as an advanced fusion fuel than previously envisioned.”. In fact multiple
later investigations of the feasibility of 11B(p, 3α) fusion have based their
conclusions on these cross sections [142–145]. While it is difficult to gauge
the specific effect in the various investigations, it is clear that a reduction
of the primary reaction cross section by a factor of 23 will make it more
difficult to achieve break even.
Figure 5.8: NACRE II [139] reaction rate in units of the NACRE [140]
adopt value. The lower limit corresponds to the normalization of dividing
by 3. As such, the recommended value by NACRE II is off by as much as a
factor of 2. Figure from ref. [139].
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5.6 Conclusion and outlook
In this experiment, the break-up of the 16.1 MeV state into three α par-
ticles has been investigated using the p + 11B reaction and the σpα0 and
σpα1 reaction cross sections were determined. The α0 cross section was
determined both from single-particle spectra and coincident detection of all
three particles and the results were consistent. The α1 cross section was
only studied using coincident detection. The resulting cross section was
consistent with ref. [137] and also with ref. [118] – provided the latter is
scaled by a factor 23 . However, the present measurement is not consistent
with the measurement by ref. [116]. If the entire dataset of ref. [118] is scaled
in this manner it is in excellent agreement with ref. [116] above the 16.1 MeV
resonance. From this measurement and the theoretical considerations of
ref. [138] it is recommended that the NACRE and NACRE II reaction rates
are revised.
From the four consistent measurements of σpα, an improved value for
the partial proton width Γp = 21.0(13) eV was derived. From this value, an
improved partial γ0 width was derived. This is inconsistent with the direct
measurement by ref. [146]. As the discrepancy cannot be explained, it is
recommended that the experiment is repeated. It was also found that the α
yield reported by ref. [147] is most likely overestimated.
While rescaling the α1 cross sections reported by ref. [118] by 23 resolves
the α1 discrepancies, there are still plenty of issues with the α0 channel. In
order to resolve these issues, data has been collected for the (p, α) reaction
with a proton energy from 0.5 to 3.5 MeV in steps of approximately 100 keV.
The analysis of this is currently ongoing. In principle, this data could also
be used to determine the α1 cross section. However, in this analysis, it
would be necessary to take the reaction mechanism into account. This is
non-trivial if there are coherent contributions from several broad resonances.
Essentially, one would fit eq. (5.3), expanded to include multiple initial states
and multiple angular momenta, to the observed Dalitz plots. However, the
first step in such an analysis would be to assess the impact of the reaction
mechanism on the detection efficiency. Resolving these discrepancies would
most likely have an impact on aneutronic fusion development [142–145] and
90
CHAPTER 5. THE PARTIAL WIDTHS OF THE 16.1 MEV 2+ STATE
IN 12C
boron-based hadron therapy [148].
5.7 Contribution
I have been the principal investigator in all aspects of this work, including
data collection, data analysis and writing the article. The implementation
of the Balamuth reaction mechanism was made by Jonas Refsgaard. I made
small changes to the code in order to optimize its speed.
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Abstract. The 16.1MeV 2+ resonance in 12C situated slightly above the proton threshold can decay by
proton, α, and γ emission. The partial width for proton emission cannot be directly measured due to the low
proton energy and the small branching ratio. Instead it must be indirectly derived from other observables.
However, due to several inconsistent data the derived partial width varies by almost a factor 2 depending
on the data used. Here we trace the majority of this inconsistency to diﬀerent measurements of the
(p, α) cross sections. We have remeasured this cross section using modern large area silicon strip detectors
allowing to measure all ﬁnal state particles, which circumvents a normalization issue aﬀecting some of the
previous measurements. Based on this we determine Γp = 21.0(13) eV. We discuss the implications for
other observables related to the 16.1MeV 2+ resonance and for isospin symmetry in the A = 12 system.
In addition, we conclude that the dataset currently used for the NACRE and NACRE II evaluation of the
11B(p, 3α) reaction should be scaled by a factor of 2/3. This impacts the reaction rate accordingly.
1 Introduction
Situated just above the proton threshold, the 16.1MeV
2+ state in 12C has been the subject of numerous stud-
ies [1–14] with the most recent compilation published in
ref. [15] and a detailed review of the decay properties of
the 16.1MeV state given in ref. [12]. The state has primar-
ily been investigated with the p + 11B reaction and it is
known to decay via proton, α particle and γ ray emission
as illustrated in ﬁg. 1.
In one of the ﬁrst applications of the concept of isospin,
the narrow width of only roughly 5 keV of this state sit-
uated higher than 8MeV in the 3α continuum was ex-
plained by Oppenheimer and Serber to be due to its T = 1
nature [16]. Hence, its dominating α-decay mode is only
possible due to admixtures of T = 0 in the state.
In the narrow resonance limit the measured cross sec-
tions, σpx, can be related to the partial widths, Γx, of the
resonance
σpx = 4πλ
2ω
ΓpΓx
Γ 2
, (1)
where ω = 2J+1(2j0+1)(2j1+1) with J the resonance spin and ji
the spin of the beam and target. λ = h¯/E is the reduced
de Broglie wavelength with the center of mass energy, E.
Γp has a key role in this relation, but due to the low pro-
ton energy and the fact that Γp/Γ ≪ 1, it is not feasi-
ble to measure it directly. Instead, Γp must be inferred
a e-mail: mm@phys.au.dk
from measurements of both Γx and σpx. This extraction
was performed in both refs. [12,15], however, the resulting
proton widths diﬀer by almost a factor of 2.
The decay properties of T = 1 isobaric analog states in
the A = 12 system was analysed by Monahan et al. [17].
This analysis was based on a comparison of the proton
widths in 12C with the neutron spectroscopic factors in
12B deduced from the 11B(d, p)12B reaction. Good agree-
ment was found for most states with the notable excep-
tion of the 16.1Mev state. The discrepancy was traced
to a too large value for the proton width. Recently the
11B(d, p)12B reaction was remeasured with a new method
which conﬁrmed the spectroscopic factors deduced previ-
ously within 25% [18]. The proton width recommended by
ref. [15] results in good agreement with this spectroscopic
factor, while that of ref. [12] does not. In the following we
will summarize the results of previous measurements and
attempt to clarify the situation.
γ ray emission predominantly occurs to the ground
state (GS), γ0, and the ﬁrst excited state, γ1, in
12C.
The cross sections for the (p, γ) reactions were most re-
cently measured by He et al. using a thin target for the
ﬁrst time [13]. Here they conﬁrmed the prior cross sec-
tion measurements [1,4,8,9,14,19,20] yielding a combined
result of σpγ0 = 5.1(5)μb and σpγ1 = 139(12)μb. Thus
we consider the values for these cross sections to be re-
liable. Complementary to these measurements, Friebel et
al. directly measured Γγ0 = 0.346(41) eV using inelasti-
cally scattered electrons [10], while Cecil et al. have mea-
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Table 1. Prior measurements of the (p, α) channel.
Measurement σα,0 [mb] σα,1 [mb] σα [mb] σα,1/σα,0 Γ [keV]
Huus et al. [1] ∼ 5
Beckman et al. [2] 0.2± 30%a 10± 30%a
Segel et al. [3] 22(3)
Anderson et al. [4] 41(3)b 6.7
Davidson et al. [5] 54(6) 5.2+0.5−0.3
Becker et al. [6] 2.12± 5% 69.6± 5%c 33(2) 5.3(2)
Laursen et al. [7] 19.6(19)
a
The authors note that the α particles were “barely detectable” [2]. This result will be disregarded.
b
Assuming inﬁnite target thickness and using the combined Γ of refs. [4, 6] this should be rescaled from 38.5(32)mb.
c
The authors note that their model did not reproduce the α1 data.
Fig. 1. Illustration of the reaction scheme. The 16.11MeV 2+
state 12C is populated with the p+11B reaction. The state can
either decay via γ, α or proton emission. Energies and spin
assignments are taken from ref. [15]. Energies are in MeV.
sured the relative yield of γ rays and charged particles;
Γγ0/Γα = 6.7(3)× 10−5 and Γγ1/Γα = 2.0(3)× 10−3 [8].
The current understanding of the α particle decay
mechanism is a sequential decay proceeding either through
the 8Be GS, α0, or the ﬁrst excited state, α1 [7]. The re-
sults of prior investigations of the (p, α) channel are listed
in table 1. There are multiple consistent measurements
for the resonance width and combining the results from
refs. [5,6] yields 5.28(18) keV. As these are extracted from
a simple resonance scan we consider them reliable. Two
out of three measurements of the α1/α0 branching ra-
tio are consistent and, as the measurement by Laursen et
al. was done with coincident detection of multiple ﬁnal
state particles, we also consider the branching ratio reli-
able. The measured total cross sections for (p, α) generally
show poor agreement. However, considering the (p, α0) re-
action yields a distinct high energy peak we expect the
σp,α0 measurement by Becker et al. to be accurate [6].
By combining the various measurements for the α- and
γ channels with eq. (1) and approximating Γ ≈ Γα it
is possible to derive several independent values for Γp.
These are listed in table 2. Interestingly, the values seem to
Table 2. Calculated values for Γp. The values are calculated
using eq. (1) with the quantities listed in the left column. In
all cases Γ = 5.28(18) keV was also used. The approximation
Γα ≈ Γ was applied.
Method Γp [eV]
σpα [4] 20(2)
σpα0 [6] + Γα1/Γa0 [3, 7] 22(3)
σpα [5] 26(3)
σpα [6] 34(6)
σpγ1 [13] + Γγ1/Γa [8] 35(3)
σpγ0 [13] + Γγ0/Γa [8] 37(6)
σpγ0 [13] + Γγ0 [10] 38(6)
cluster into two groups, with the measurements for (p, α)
split across the groups.
All of the cross section measurements of the (p, α)
channel were performed with a small energy sensitive de-
tector placed at various angles. The measured energy spec-
trum was then extrapolated to 0 and integrated. Refer-
ences [4,5] performed a linear extrapolation, while ref. [6]
used a sequential decay model. Although Becker et al. note
their model performed poorly at this resonance, it does
not explain the discrepancy between the measurements.
The key diﬀerence is the choice of normalization for the
α1 measurement where Becker et al. argue that their de-
tector has either detected the primary alpha particle α1
or the two secondary α particles from the subsequent 8Be
break-up. Thus, they divide their count number by 2. On
the contrary, refs. [4, 5] argue they observe one out three
ﬁnal state α particles and divide by a factor of 3. The
probability for detecting both secondary α particles in a
single detector was discussed theoretically by Wheeler in
1941 [21]. The probability depends on the opening angle
between the secondary α particles and the aperture of the
detector. The opening angle in turn depends on the energy
of the 8Be system with respect to the α threshold. This
is small for the 8Be GS but quite signiﬁcant for the ﬁrst
excited state. Based on information provided in ref. [6] we
have estimated their maximum detector aperture to be of
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the order of 3◦. In this case the probability for a double
hit is minuscule —even for the α0 channel. Thus, the α1
results by Becker et al. should most likely be scaled by
a factor of 2/3 making it consistent with the other two
measurements. The astrophysical NACRE evaluation [22]
explicitly mentions this discussion in their 11B(p, 3α) eval-
uation, where they use the dataset of Becker et al. for its
recommended value while using the dataset of refs. [5,23]
as a lower limit. The updated evaluation NACRE II [24]
is less cautious and relies solely on Becker et al.
The magnitude of the σpα cross section has im-
plications beyond nuclear structure. For example the
11B(p, 3α) reaction is a candidate for a fusion reaction
generating energy without neutrons in the ﬁnal state, see
e.g. [25]. The rate of this reaction at the energies relevant
for a fusion reactor is mainly determined by the 16.1MeV
2+ and the higher lying 16.6MeV 2− resonances. The pro-
ton width is related to the 11B(d, p)12B reaction by isospin
symmetry. In turn, that reaction is used to deduce the
11B(n, γ)12B reaction cross section, which may play a role
in the astrophysical r-process [18].
The object of this paper is to remeasure σpα in order
to clarify the situation. The measurement will circumvent
the normalization ambiguity by observing all three parti-
cles in coincidence using an array of large area segmented
silicon detectors. In this paper we will only address the
cross section of the 16.1MeV state, but the discussion on
normalization applies universally to all measurements of
this reaction, where the cross section is inferred from a
single detector.
2 Experiment
A thin foil of 11B, oriented 45◦ with respect to the beam
axis, was bombarded with a beam of H+3 molecules. A res-
onance scan was conducted between 460 and 600 keV and
afterwards data was collected for 30 hours at 525 keV. The
beam was provided by the 5MV Van de Graaﬀ accelera-
tor at Aarhus University and the beam spot was deﬁned
by a pair of 1 × 1mm vertical and horizontal slits. The
energy of the accelerator was prior to the experiment en-
ergy calibrated using narrow (p, α) resonances in 27Al and
the energy resolution was found to be better than a few
keV for single charged beams. It should be noted that the
energy stability is trifold improved for H+3 .
Upon impact with the target foil the H+3 molecules will
break up and additional electron stripping, neutralization
and scattering might occur. This aﬀected the integrated
beam current, which was measured with a Faraday cup
1m downstream of the target. The combined eﬀect of this
can be determined from the ratio of the observed current
both with and without a target foil in the beam. At the
beginning of the experiment the eﬀective charge state was
determined to be 1.72(5)e. However, this ratio was ob-
served to change during the experiment. We attribute this
to carbon build-up on the target. The change in charge
state was 4.33(4)×10−3 μC−1. Correcting for this, a total
of 61(6)μC was collected on the resonance.
Fig. 2. Schematic drawing of the experimental setup. An arrow
indicates the incoming proton beam. The enriched boron target
was oriented 45◦ with respect to the beam axis. Two quadratic
and two annular double sided silicon strip detector were used
to detect outgoing particles. Front and back segmentation is
shown simultaneously for clarity.
The target was produced at Aarhus University by
evaporation of 99% enriched 11B onto a 4μg/cm2 carbon
backing. The thickness was measured by bombarding the
target with 2MeV α particles and the boron layer either
facing towards or away from the beam. Assuming a two
layer target the boron thickness can be inferred from the
energy shift of particles scattered oﬀ the carbon layer us-
ing the procedure of ref. [26], but including a correction
for the changed stopping power of the scattered particle.
t =
δE
K(θ)S(Eb) + S(K(θ)Eb)/ cos θ
, (2)
where Eb the beam energy, S the stopping power, δE the
energy diﬀerence and K is the kinematic factor for the
laboraty scattering angle, θ, deﬁned as
K =
mb cos θ +
√
m2t −m2b sin2 θ
mb +mt
, (3)
where mt, mb is the mass of the target and beam ion
respectively. The cosine factor in eq. (2) corrects for the
increased path length for the scattered particle. The result
is 39(3)μg/cm2. The energy loss for a 525/3 keV proton
through this target is 23(2) keV according to the SRIM
stopping power tables [27].
Charged particles were observed with an array of dou-
ble sided silicon strip detectors (DSSD) giving a simul-
taneous measurement of position and energy. A sketch
of the array can be seen on ﬁg. 2. The array consisted
of two annular DSSD (S3 from Micron Semiconductors)
placed 36mm up- and downstream of the target; covering
the angles between 140 and 165◦ and 23 and 36◦ respec-
tively. Each annular ring is approximately 1mm wide with
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Fig. 3. Full CM energy spectrum without any cuts. The high
energy peak corresponds to the primary α particle, α0.
an approximate 2◦ resolution in polar angle. Additionally,
two quadratic DSSDs (W1 from Micron Semiconductors)
were placed 40mm from the target center at an angle of
90◦ with respect to the beam axis. These covered angles
between 60◦ and 120◦. All pixels are 3 × 3mm with an
approximate angular resolution of 4◦.
3 Analysis
The analysis is structured in the following way. First a
resonance scan is shown for the α0 channel. This is fol-
lowed by an extraction of the α0 angular distribution and
cross section from the multiplicity 1 data. Building upon
this follows the analysis of the triple events, i.e. events
with exactly three alpha particles and afterwards a brief
discussion of how the detection eﬃciencies for the α0 and
α1 channel have been determined.
3.1 Singles analysis
Assuming all ejectiles to be α particles the center-of-mass
(CM) energy can be determined from the detected po-
sition and energy. The full spectrum, without any cuts,
is shown in ﬁg. 3. The spectrum shows a clear peak at
5.8MeV, which is consistent with a sequential decay of the
16.1MeV state via the GS of 8Be. The α particle giving
rise to this peak will be referred to as the primary α par-
ticle. Below the peak is a broad asymmetric distribution,
which consists of secondary α particles and α particles
from the break-up via the ﬁrst excited state of 8Be. At
low energy the proton peak is visible. It is double peaked
since energy loss corrections are applied as if it was an α
particle.
The primary α particle is selected by requiring ECM >
5.65MeV. Figure 4 shows the α0 yield as a function of
proton energy. The yield is clearly resonant and peaks
at ∼ 175 keV. The curve shown in the ﬁgure is the best
Fig. 4. Scan of the 162 keV resonance. The individual data
points corresponds to the α0 yield, while the solid curve is the
best ﬁt to eq. (4).
ﬁt to the thick target yield for a Breit-Wigner shaped
resonance [28]
Y =
[
tan−1
Ep − Er
Γlab/2
− tan−1 Ep − Er −ΔE
Γlab/2
]
×Γlab σBW(E = Er)
2ǫ
η, (4)
where Γlab is the resonance width in the lab system, Ep is
the beam energy, Er the resonance energy, ΔE the energy
loss through the target, η the detection eﬃciency, σBW
the resonant Breit-Wigner cross section and ǫ = 1N
dE
dx ,
where N is the number density of target nuclei and dEdx the
stopping power. Using the factor outside the parenthesis
as a arbitrary scaling factor, the best ﬁt was achieved with
ΔE = 24.5(9) keV, Er = 162.6(5) keV and Γlab ﬁxed to
12/11 · 5.28 keV. The target thickness is consistent with
the result obtained from α-scattering and the resonance
energy ﬁts with the recommended literature value [20].
The α0 angular distribution relative to the beam axis
was extracted for the long runs at Ep = 175 keV. The
angular distribution, corrected for solid angle, can be seen
in ﬁg. 5. The solid line shows the best ﬁt to the lowest ﬁve
Legendre polynomials.
W (θ) = A
[
1 +
4∑
i=1
aiPi(cos θ)
]
. (5)
The coeﬃcients providing the best ﬁt are a1 = −0.358(7),
a2 = 0.249(2), a3 = −0.106(11), a4 = −9(20)× 10−3 and
A = 4.253(17) × 104 sr−1. The lower panel of the ﬁgure
shows the ﬁt rescaled, W (90◦) = 1, along with the data
from refs. [5,6], which have been rescaled to coincide with
the ﬁt at 90◦. Good agreement is observed with ref. [5]
while the symmetric behavior seen by ref. [6] cannot be
reproduced.
The total number of counts is found by integration
of eq. (5), i.e. 4πA. This can be related to the resonant
Breit-Wigner cross section using eq. (4)
σpα,0 = 2.1(2)mb. (6)
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Fig. 5. Angular distribution of this dataset corrected for solid
angle along with the best ﬁt to eq. (5). The datasets of refs. [5,6]
have been rescaled to coincide with the ﬁt at 90◦.
Fig. 6. Total momentum of the three particles in the CM vs.
the calculated excitation energy of 12C. The red line corre-
sponds to the cut placed at 60MeV/c.
The main uncertainty is the variation in the eﬀective
charge state.
3.2 Extraction of triple events
The end goal of this analysis step is to extract tuples of
particles consistent with a decay of the 16.1MeV state in
12C into three α particles. It applies the methods described
in ref. [29].
The ﬁrst and simplest requirement is that at least three
particles must be detected in an event. This massively re-
duces the data, since the majority of events consist of elas-
tically scattered protons. Furthermore, it is required that
all three particles are detected within 30 ns of each other.
This reduces the background from random coincidences
with protons signiﬁcantly while > 99% of good events
survive. Additionally, it is required that the sum of CM
angles between the CM position vectors must be larger
than 350◦. All particles surviving these cuts are assumed
to be α particles. From the detected energy and position
it is possible to calculate the four momentum of each par-
ticle. From these, one can calculate the total momentum
in the CM and the 12C excitation energy. This is shown
in ﬁg. 6, which has a distinct peak at 16.1MeV. Interest-
ingly, weak peaks are visible at low total momentum and
excitation energy lower than 16.1MeV. These correspond
to γ transitions in 12C as observed in ref. [12]. Projecting
the individual energy of the high momentum events it is
clear that these correspond to events with one proton and
two α particles. Hence, all events with pCM > 60MeV/c
are removed.
The classiﬁcation of whether a tuple corresponds to a
decay via the GS or ﬁrst excited state, can be done based
on whether the CM energy of the most energetic particle
lies within the high energy peak in ﬁg. 3. This is the same
cut used in sect. 3.1. With this classiﬁcation the count
numbers for the two channels are
N0 = 3.318(18)× 104 (7)
N1 = 4.33(2)× 104, (8)
where the uncertainties are due to counting statistics.
3.3 Detection efficiency of the α0 channel
In order to relate the observed number of counts to a yield
it is necessary to determine the detection eﬃciency. For
the ground state this is simple. A beam with a 1× 1mm
proﬁle was generated and propagated to a random depth
in the target. Here α0 was generated and emitted accord-
ing to the observed angular distribution in ﬁg. 3. The sec-
ondary particles were ejected isotropically according to
conservation of angular momentum. These particles were
propagated out of the target and into the detectors. En-
ergy loss was taken into account using the SRIM energy
loss tables [27]. The output of the simulation had a struc-
ture which was identical to the data and was thus sub-
jected to the same analysis. From the survival ratio an
acceptance was determined
η0 = 7.1(3)%. (9)
Correcting for the eﬃciency gives a cross section of
σpα,0 = 2.0(2)mb, (10)
which is consistent with the singles analysis.
3.4 Detection efficiency of the α1 channel
The detection eﬃciency depends heavily on the 8Be ex-
citation energy as it determines the opening angle be-
tween the secondary α particles. Laursen et al. found that
their sequential decay model fully described their data [7].
Thus, events were generated using this model. Propaga-
tion and energy loss was done with the same procedure as
described in the previous section. From the survival ratio
the acceptance was determined to be
η1 = 0.49(5)%. (11)
This yields a cross section to the excited channel of
σpα,1 = 38(5)mb. (12)
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Fig. 7. Comparison of the present α1 cross section with the
measurement of refs. [4–6]. Becker scaled is the data from
ref. [6] scaled by 2/3. The full line is the mean recommended
value while the dashed lines show the one sigma limit. See text
for details.
4 Discussion
Both values determined for the α0 cross section are consis-
tent with the measurement by Becker et al. The weighted
cross section is
σpα,0 = 2.03(14)mb. (13)
Comparing the angular distribution in ﬁg. 5 with previous
measurements, good agreement is observed for the region
around 90 deg. However, while ref. [6] ﬁnds the distribu-
tion to be nearly symmetric around 90 deg, this conclusion
is not supported by the present measurement or ref. [5].
Importantly, the integrated cross section is not very sensi-
tive to the large angle behavior, which explains the good
agreement obtained nevertheless.
In order to compare σpα,1 between the diﬀerent mea-
surements, it is computed as σpα,1 = σpα − σpα0 for
refs. [4, 5]. The result is shown in ﬁg. 7 along with the
present α1 cross section and that of ref. [6]. From the
ﬁgure the excellent argeement between the present mea-
surement and ref. [4] can be observed. Both values deviate
more than 2α from the measurement of ref. [5]. We suspect
this is due to an overall normalization problem in ref. [5].
The original measurement by ref. [6] diﬀers signiﬁcantly
from all other measurements, but if rescaled by a factor
2/3, corresponding to the diﬀerent normalization choice,
the data point is in agreement within the errors. However,
in light of the systematic problems reported by ref. [6] for
the 16.1MeV resonance the value is not included in the
recommended value1. Instead the recommended α1 cross
section is based on the results from the present experiment
and ref. [4]
σpα,1 = 39(3)mb. (14)
1 The short-comings of their model at the 16.1MeV reso-
nance is due to them neglecting interference terms by summing
incoherently over diﬀerent α permutations. The importance of
interference was demonstrated in the work of refs. [30,31].
Similarly the recommended total α cross section is
σpα = 41(3)mb. (15)
The ratio of the two α channels from the present mea-
surement is 19(3), which is consistent with both previous
measurements. Combining all three measurements yields
σpα,1
σpα,0
= 19.9(14). (16)
5 Derived partial widths
Using the present measurement of the (p, α) cross section
the partial proton width can be determined using eq. (1)
Γp = 19(3) eV, (17)
while using the combined cross section yields
Γp = 19.7(13) eV. (18)
Both values are consistent, within the errors, with that of
the latest compilation [15], but not with the value favored
in the recent review in ref. [12].
Combining this proton width with the results of He et
al. and Γ , the partial gamma widths can be determined
Γγ0 = 0.66(9) eV (19)
Γγ1 = 18(2) eV. (20)
These values are consistent with the latest compila-
tion [15], but inconsistent with a direct measurement using
inelastically scattered electrons, which measured Γγ0 =
0.346(41) eV [10]. While direct measurements should gen-
erally be favored, in this case there is multiple independent
and consistent measurements of the remaining parame-
ters. In order to resolve this discrepancy we suggest that
Γγ0 is remeasured in a direct manner. The argument in
the recent review hinged on this value being correct [12].
Combining the improved total α cross section with the
γ cross sections measured by He et al. the branching ratio
can be determined
Γγ0
Γα
= 1.18(13)× 10−5 (21)
Γγ1
Γα
= 3.2(3)× 10−3, (22)
which is inconsistent with the measurement by Cecil et al.
Considering the general spread of the measured α cross
sections, the most likely explanation for this discrepancy
is that Cecil et al. have overestimated the α yield.
Using the updated proton width the ratio between the
reduced proton and neutron width can be computed. The
analysis in ref. [17] was performed with Γp = 69 eV and
an updated value can be computed by scaling accordingly
γ2n
2γ2p
= 0.63. (23)
This shows a similar degree of isopin symmetry as the
other bound states analysed in the A = 12 system [17].
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6 Conclusion
Using the p+ 11B reaction, the break-up of the 16.1MeV
state in 12C into three α particles has been studied using
an array of large area segmented silicon detectors in close
geometry. The decay via the ground state of 8Be has been
studied both with detection of single particles and coinci-
dent detection of all three α particles. The derived cross
sections are internally consistent and the combined result
is
σpα,0 = 2.03(14)mb, (24)
which is consistent with the result of ref. [6].
Currently, there exist multiple incompatible measure-
ments of the decay via the ﬁrst excited state of 8Be. This
channel was studied using coincident detection of all three
α particles. The coincidence acceptance was determined
using the decay model of ref. [7] yielding a model depen-
dent cross section
σpα,1 = 38(5)mb. (25)
which is, within the errors, consistent with ref. [4] but not
refs. [5, 6].
The inconsistency with ref. [6] is due to their claim of
having a substantial chance of detecting two out of three
particles with a single detector. This was discussed based
on ref. [21]. The chance of this is minuscule and hence
the entire α1 dataset of ref. [6] should be rescaled by a
factor 2/3. This has a signiﬁcant impact on the recom-
mended astrophysical reaction rate, as both NACRE [22]
and NACRE II [24] have based their recommended values
on the dataset provided by ref. [6]. The recommended re-
action rate should thus be scaled accordingly. In addition,
this also has implications for the expected yield from an
aneutronic fusion reactor.
Combining the present measurement of σpα with
that of ref. [4] a reﬁned partial proton width of Γp =
19.7(13) eV was deduced. This in turn, was used to de-
termine the partial gamma widths Γγ0 = 0.68(8) eV and
Γγ1 = 18(2) eV, using the combined γ cross sections re-
ported by ref. [13]. The value for Γγ0 diﬀers by roughly a
factor of 2 from the direct measurement of ref. [10]. Hence,
we recommend that Γγ0 is remeasured. Based on these
results, we can no longer recommend the proton width
deduced in ref. [12].
Additionally, improved γ-α branching ratios are de-
rived. These are roughly a factor of 2 larger than the
measurements published by ref. [8]. We speculate that this
discrepancy is most likely due to ref. [8] having overesti-
mated the α yield.
The recommended value for the proton width can be
compared to the spectroscopic factor for the analog state
in 12B. By using the analysis presented in [17] the ratio
of the corresponding reduced widths is 0.63, which shows
a similar degree of isopin symmetry as the other bound
states analysed in the A = 12 system. A modern calcula-
tion of the proton width would be highly interesting.
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6AUSAlib
The Aarhus Subatomic group and I are involved in a variety of different
experiments. In addition to the experiments reported on here, the group
also conducts a fair amount of experiments at the ISOLDE facility at CERN.
The experiments range from γ-delayed α-break-up at low energies to high
energy reactions with post-accelerated beams at the HIE ISOLDE facility.
While the physics is rather different, the experimental technique is often
similar. A collection of double-sided silicon strip detectors (DSSD) and
single-sided silicon strip detectors (SSSD) are placed in some geometry
around an interaction center. Additional auxiliary detectors might also be
used occasionally.
The signals from these detectors are recorded by the data acquisition
system (DAQ) using peak sensing Analog to Digital Converter (ADC) and
Time to Digital Converter (TDC). As such there is a large overlap in the
structure of these different datasets, how they must be processed and the
task that must be performed in order to analyze them. For details on the
DAQ see chapter 7. The previous modus operandi was that each new analyst
started essentially from scratch. This ensures the analyst knows all the gory
details of the analysis, but considering the non-trivial task at hand, this is
error-prone and slow. Based on this observation it was decided to build a
common analysis framework.
The main powers of AUSAlib come from its abstraction of detectors,
specifically their geometry and the concept of an analysis pipeline. This
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Detector
DoubleSidedDetector
DoubleSidedSiliconDetector
SquareDSSDRoundDSSD
SingleSidedDetector
CloverDetectorSingleSidedSiliconDetector
Y1PadDetectorSquareSSSD
Figure 6.1: AUSAlib detector hierarchy. The analyst will usually only work
directly with the single or double-sided detector abstraction.
chapter will focus on these aspects. In the end, I will show how this facilitates
near automatic energy calibration.
6.1 Detector abstraction
The detector abstraction provided by AUSAlib is a description of the geo-
metric properties of the detector and its calibration. It is thus not coupled
with the data provided by the detector. Roughly speaking there is a finite
but large number of different detector models, but these can be arranged
in an infinite number of different constellations. AUSAlib abstracts these
models down to two superclasses: single or double-sided detectors. This is
heavily motivated by silicon detectors, which usually are either segmented
on one or two surfaces. Figure 6.1 shows the resulting inheritance diagram,
where the leaves correspond to specific detector types e.g. SquareDSSD is
the W1 detectors used for most of the experiments in the previous chapters.
As shown in the figure, this abstraction is also able to encompass germanium
(clover) detectors.
As seen in e.g. chapter 5, an important observable when working with
multi-particle final states is the individual and combined momentum of the
final state particles. In order to calculate this, the position of each detector
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segment1 must be known. The superclasses expose an interface, where the
position of a segment can be calculated for a given 1D or 2D index. It is up
to the specific detector model to implement this geometry model. Figure 6.2
shows an illustration of the models used for square and round DSSDs. While
their geometry is quite different their position and orientation in space can
be specified by three vectors: central position, normal and orientation. Both
models are generic and can calculate the geometry for a given number of
front and back strips and different strip pitch. Hence, SquareDSSD is the
AUSAlib model used for both the W1 and BB7 detectors, which consist of
16× 16 and 32× 32 strips respectively.
The flexibility of this approach was illustrated when the wedge-shaped
detector YY1 from Micron Semiconductor Ltd. [149] was added a few years
after the inception of AUSAlib. This was simply a matter of adding another
class to AUSAlib and required no changes to the remaining code. This is
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Figure 6.2
1Pixels for a DSSD, strip for a SSSD.
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generally referred to as “change by addition” and avoids introducing bugs
into previously validated code paths.
6.2 Setup file
In order for the detector abstraction and analysis pipeline to be useful,
it must be easy for the analyst to specify their detector setup and what data
corresponds to which detector. In AUSAlib this is done with a setup file; an
excerpt of one describing a W1 detector can be seen in listing 6.1. Line 2
specifies the name of the detector within this setup as “DetX”. Line 3 states
that detector specific parameters can be found in AUW1_60_00.json. This
file contains parameters, such as number of strips, their pitch, the detector
thickness, detector model etc. The name of the file is also part of a naming
convention stating that the detector is a W1 detector belonging to Aarhus
University and is ∼60µm thick and is assigned id 00. This name is written
on the actual detector. AUSAlib ships with a library of these files; one for
Listing 6.1: Example from setup file describing a W1 detector located at
(33, 0, 0)mm facing in the negative x direction.
1 {
2 "name" : "DetX",
3 "file" : "AUW1_60_00.json",
4 "calibration" : "DetX.cal",
5 "position" : {"x": "33 mm", "y": "0 mm", "z": "0 mm"},
6 "normal" : {"x": "-1 mm", "y": "0 mm", "z": "0 mm"},
7 "orientation" : {"x": " 0 mm", "y": "1 mm", "z": "0 mm"},
8 "frontMapping": {"prefix": "DETXF",
9 "multiplicity": "", "segment": "I",
10 "tdc": "_T", "adc": "_E"},
11 "backMapping": {"prefix": "DETXB",
12 "multiplicity": "", "segment": "I",
13 "tdc": "_T", "adc": "_E"},
14 }
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each detector in our possession. The lines below the geometry information
(8-13) specify the data mapping i.e. which entries belong to “DetX”.
At the beginning of a new experiment the analyst will write a setup
file, which contains such an entry for each detector. This file completely
specifies the full detector constellation and data mapping. While this might
seem like a small thing it allows analysis code to be reused across multiple
experiments by only replacing the setup file.
6.3 Analysis pipeline
The analysis flow within AUSAlib is structured as a pipeline as illustrated
by fig. 6.3. The DAQ delivers raw data, which is then unpacked, sorted,
identified and in the end physical parameters are reconstructed. The last
step will be referred to as event building as it implies to reconstruction of
the physical event. Each level implies an increasing level of sophistication
in the analysis. The output from each step, except for the DAQ, is a file
with a ROOT TTree structure. That also means analysis and cross checks
can easily be performed after each part of the pipeline. The pipeline design
is very useful during an experiment as it is not necessary to run a very
sophisticated analysis just to check that all strips are working and have a
good resolution. In the following section the different steps will be described
in more detail.
DAQ Unpacking Sorting Identification
Event
building
Analysis
Figure 6.3: AUSAlib analysis pipeline. The DAQ produces raw data, which
is then unpacked, sorted, identified and in the end events are build. Each
step, except the DAQ, produces a ROOT TTree structure, which can be
analyzed.
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Unpacking is the process of converting the raw file produced by the DAQ
into a ROOT TTree suitable for analysis. This task is performed using
ucesb2 unpacker generator [150]. In order to unpack a set of data, the
user must specify the structure of the data input. What modules were
used, what were their addresses, in which order do their data occur etc.
This is done using a simple text file. In addition, the user must specify a
mapping between DAQ modules and detectors i.e. that ADC 7 channel 9
corresponds to detector 5 front strip 1. For details, the reader is referred to
the documentation [150]. Typically the unpacker specification is written by
the DAQ expert during the experiment and is just provided to the analyst.
The important part is that ucesb does, in fact, check every single bit and
will complain if it does not match the specification. Thus, if a file unpacks
successfully one can be certain that the DAQ provided data according to
its specification. However, the data might still suffer from noise issues etc.
The unpacker specifications for the Aarhus 5MeV setup and various
ISOLDE experiments can be found online [151].
Sorting within nuclear physics is a term used, when scanning through
data looking for the signal of interest i.e. sorting is analysis code. Within
AUSAlib the sorting process is more general purpose and is generally applied
to data prior to any attempts of analysis. An illustration of the sorting
Input
transformation Calibration
DSSD
matching
SSSD
matching
Output
Figure 6.4: Sorting pipeline. First, an optional user-defined input trans-
formation is performed. This is followed by a calibration and matching
step.
2Acronym for: unpack and check every single bit
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process is shown in fig. 6.4 and it consists of a calibration and matching
step with an optional user-defined input transformation at the beginning.
The input transformation is usually used, when the input data is not the
output from ucesb and does not match with the AUSAlib format.
The calibration step is straightforward as it applies a linear calibration
to the ADC input to calculate the energy in keV.
The purpose of the matching step is to determine which pixel of a DSSD
was hit. Remember, a DSSD has orthogonal strips along its two surfaces
and a particle passing through will give rise to a signal on both sides. If
there is only one signal in each side, then these must match. However,
multiple particles might hit the same detector or a strip could pick up noise.
In this case, one must determine, which front strip matches with which back
strip. The simplest algorithm for this is greedy minimal difference, which is
illustrated in fig. 6.5. It simply computes the energy difference between all
front-back pairs and selects the pair with smallest difference. This pair is
then excluded from further matches. It continues picking the pair with the
1
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Back
700 keV 50 keV 500 keV
721 keV
498 keV
21
2
202 -2
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448
671
Figure 6.5: Illustration of the greedy minimal difference algorithm for three
hits in the front and two in the back. The algorithm computes the difference
between all front and back hits and picks the pair with the lowest difference.
A hit is only used once. In the example, the green pairs have been selected.
The small numbers in the upper right corner show the picking order.
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lowest difference until there are no more candidates or the difference exceeds
a certain threshold. The SSSD matching, for the detectors implemented so
far, does not require this level of sophistication. Here, a simple low energy
cut is imposed to remove noise.
However, this greedy minimal difference generally fails if a particle
hits the inter-strip region. In this case, the signal can be split over two
neighboring strips [152]. This is called sharing. Additionally, it is also
possible that two particles hit the same strip on one side and different strips
on the other side. This is called summing. These cases can be recovered
by using a non-greedy matcher which considers all possible combinations
of regular hits, sharing and summing. It computes the sum of the squared
difference between front and back pairs and selects the solution corresponding
to the overall smallest difference.
Due to the detector input mapping, which was described in section 6.2,
this part of the pipeline can be handled by a general purpose executable,
the Sorter [153]. The configuration of the matching routine is stored in a
text file.
After the sorting stage, the output file has calibrated energies and angles
relative to the beam axis. This normally suffices for the relatively simple
analysis performed while an experiment takes place.
Identification is the task of determining the particle type (id) of a given
hit i.e. whether a hit corresponds to a proton, an α particle or something else.
This determination can be done in different ways. The standard technique
is to use a silicon telescope with a thin front detector and a relatively thick
detector behind it. As the energy loss scales with Z2 and A of the incoming
ion, the energy deposition in the front detector differs for different isotopes.
Thus, a plot of the energy deposited in the front detector vs. the full energy
gives rise to so-called “banana plots” as can be seen in fig. 6.6. By placing
2D cuts in this plot the particle can be identified. Alternatively, if the
particle has insufficient energy to penetrate the front detector, it might be
possible to exclude certain types of particles. In some cases, it might not be
possible to perform a unique identification. If so, this step outputs all the
6.3. ANALYSIS PIPELINE 109
possible candidates. Hence, there is a one-to-many relation between a hit
and its possible identifications.
For each proposed identity the energy is corrected for losses in the
detector dead layers and the target. The target is modeled as a stack of box-
shaped layers and a routine have been implemented to perform corrections
for any number of layers and orientations.
Like the previous step, this step has also been encapsulated in a general
purpose executable, the Identifier [154]. Specification of the particle id
cuts etc. happen via command line arguments. After this step, the particle
id (A,Z) and loss corrected energy have been added to the output file.
Event building takes the identified hits from the previous stage and
attempts to build events from them. It is given one or more desired final
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Figure 6.6: “Banana plot” showing the energy in the thin front detector
vs. the full energy. The hyperbolic shape of the bands corresponds to the
1/β2 dependence of the Bethe-Bloch formula. The cosine factor corrects for
differences in effective detector thickness. From this plot, it is possible to
identify five different isotopes. Figure courtesy of Jesper Halkjær.
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states such as 2α or 3α+ γ and it will find the different subsets of identified
particles that correspond to such a final state without using a hit multiple
times. For each identification, it calculates the four-momentum based on
the corrected energy, the detector pixel position and target center. The
proposed events are subjected to a number of user-specified cuts such as
energy conservation, momentum in the center-of-mass (CM) summing to
zero, maximal time difference less than x etc. The event building comes
with a variety of implemented cuts and defines a general cut interface such
that custom cuts can easily be added.
Due to the need of adding user-defined cuts the event building stage is
supplied as a library, the EventBuilder [155]. There also exists a standard
template, which can be used for new experiments.
Event analysis is performed on the output from the event building stage.
For each particle in the final state, it has the four-momentum and particle
id. Its task is to calculate the observables of interest e.g. excitation energy,
single particle CM energy, CM angles etc. The previous modus operandi
was to place these parameters into histograms with different histograms
corresponding to different cuts in the analysis. However, recently the group
have transitioned3 into outputting the analysis results into a ROOT TTree
structure. This allows for a faster and more dynamic post-processing of the
analysis results without the need to rerun the analysis.
6.4 Energy loss
An important part of any experiment with charged particles is corrections for
energy losses. These losses can occur in any material between the reaction
point and the active part of the detector, though the two main contributors
are the target foil and inactive layers on the surface of detectors.
While rough estimates can be computed with the Bethe stopping power
formula, in practice tabulated values as these account for effects such as
shell effects, straggling etc. In AUSAlib the tables from GEANT4 [156],
3Thanks to a suggestion from Håkan Johansson.
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ICRU [157], and SRIM [158] are included. All three tables provide the
stopping power, dEdx , while the latter also provides ranges, R(E).
In order to compute the energy loss from the range, it must be interpo-
lated. In AUSAlib the interpolation can be performed either using a cubic
spline or a set of least-squares optimized B-splines [159]. The benefit of
the latter method is reduced oscillations in interpolation as can be seen in
fig. 6.7. With an interpolation in place the energy loss for a given initial
energy, Ei, and material thickness, δ, is computed by first determining the
full range of the initial energy, R(Ei). One then subtracts the thickness
and computes the energy corresponding to the reduced range, E(R(Ei)− δ).
The energy loss is then given by the difference. The benefit of this solution
is speed as the energy loss can be computed by a lookup in two tables.
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Figure 6.7: Comparison of the full energy of an α particle through 500 nm
silicon. The difference between ICRU and SRIM amount to 7 keV at the
peak. Note the oscillations of the cubic spline at the peak.
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In addition, since the range table includes effects such as straggling it is
generally more accurate.
An alternative method to compute the energy loss is to integrate the
stopping power
∆E =
∫ δ
0
dE
dx
∣∣∣∣
E=E(x)
dx, (6.1)
with the additional stopping requirement E ≥ 0. This is an ordinary
differential equation with the small twist that the stopping power is tabulated
in terms of energy while the integration is in terms of distance. It can be
computed using solvers for ordinary differential equation from e.g. GSL [160].
The stopping power table is interpolated using the same methods described
in the previous paragraph.
Figure 6.7 shows a comparison between the different methods for the
ICRU and SRIM tables. Specifically, the figure shows the total energy loss
of an α particle in 500 nm silicon. Notice the oscillations of the cubic spline
SRIM calculation. Most of this is rectified using the fitted B-splines. The
difference between ICRU and SRIM is roughly 7 keV at the peak.
6.5 Calibration
For the majority of experiments and detectors, it is possible to perform an
energy calibration with an α source4. At Aarhus University we use a 1 kBq
source with 148Gd, 239Pu and 244Cm. Each of these isotopes gives rise to
a nearly mono-energetic peak. For a typical experiment there are between
100 and 200 individual detector channels and thus it can easily take a few
hours of analysis to determine the calibration parameters manually. The
discussion below is specific to DSSDs, but can easily be extended to include
SSSDs.
When performing a calibration the α source is usually mounted facing
the detector. The α particles emitted by the source will then give rise to
a spectrum of discrete peaks in each strip as seen in fig. 6.9. However,
45MeV α particles are not stopped in thin 20 µm silicon detectors
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the detector has most likely a thin inactive dead layer before the active
detecting layer as illustrated in fig. 6.8. In the case of a W1 detector, the
p+n junction side may have an electrode grid [161]. The effect of the dead
layer is to lower the measured energy such that for a given α particle energy,
E, the detected energy, E′, will depend on the thickness of the detector
dead layer, ∆, as well as the entry angle θ in the following way
E′ = E − ∆| cos θ| ·
dE
dx
. (6.2)
This difference is quite significant for S3 detectors, which have a deadlayer of
approximately 500 nm and 4.5 µm on its two surfaces [162]. This corresponds,
respectively, to a shift of 96 keV and 833 keV for a 3 MeV α particle at normal
incidence. The shift for a given isotope can be calculated automatically if
the detector- and source geometry is known i.e. if a setup file is provided.
The source geometry and isotopes are provided by the user as a text based
input file with a syntax similar to the setup file.
A calibration tool must perform the following tasks: collect a spectrum
for each strip, perform peak finding for each spectrum, determine E′ for
each α line for each strip and perform a linear fit between the peak positions
and associated channel numbers.
Grid
Active layer
Inactive layer
∆
nˆ
θ
Figure 6.8: Model of detector dead layers. The detector will measure the
energy deposited in the active region. Thus, loss in the inactive dead layer
or the electrode grid will lower the measured energy. The thickness of the
grid is approximately 200 nm [161].
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Spectrum collection is trivial – provided the analyst has specified the
data mapping in the setup file. In this case, AUSAlib handles looping over
all events in the file and fills a histogram for each strip.
Peak finding is generally quite complicated. However, for the restricted
case of well separated peaks without background, as seen in fig. 6.9, it can be
done robustly. The algorithm works in two steps. The first step determines
a rough peak location by finding the tallest peak in the spectrum. It then
excludes a region of ±W/2 around this peak and finds the tallest peak in
the remaining spectrum. It does so for each isotope in the source. In the
simplest case the substructure of the peak, which can be seen in fig. 6.10, is
ignored and the output from the first step is used to fit the main peak with a
Gaussian function in the region ±2σ around the peak. However, if energies
and intensities are provided for the sub-peaks, then a more complete fit can
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Figure 6.9: Example spectrum for a single strip for a 148Gd, 239Pu and
244Cm source. Each isotope gives rise to a nearly mono-energetic peak.
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be performed. For robustness, the peak intensities and energy differences
are fixed to the provided values. However, as the spectrum is uncalibrated,
the algorithm requires the number of channels corresponding to this energy
difference and thus an initial energy calibration must be assumed. This is
taken from a linear fit to the initial rough peak determination. The peaks
are then fitted based on this guess and a linear calibration extracted. This
is then used as an improved guess. This procedure is repeated until the
energy calibration converges. An example of such a fit to the two main
peaks from 244Cm is shown in fig. 6.10. Calibrations performed using this
method is usually self-consistent within ∼2 keV.
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Figure 6.10: Close-up of the 244Cm peak shows the peak sub-structure.
The small structure below the peak is from α particles passing through the
electrode grid on the W1 detector surface. This peak is not included in the
fit. The remaining structure is intrinsic to the isotope.
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Shift calculation is a simple geometric problem. In order to calculate
the detected energy in a strip eq. (6.2) should be averaged over the entire
strip surface. This average can be approximated with the average of the
energy loss in each sub-pixel of the strip weighted by the pixel solid angle.
This can be written as
E′ = E − 1Ωstrip
∑
pixels
∆Epixel Ωpixel, (6.3)
where ∆Epixel is the last term of eq. (6.2) evaluated at the pixel center. The
energy loss is calculated using the methods described in section 6.4.
It should be noted that the accuracy of this shift calculation can be
improved by performing a per-pixel calibration. However, as this would
require a substantial increase in source exposure and the current level of
accuracy is sufficient, we have opted not to do this.
This procedure requires knowledge of the source position, which can
be obtained by optimizing the source position under the assumption that
the source is an isotropic point source. Alternatively, one can optimize the
source position under the assumption that the observed nummber of counts
in a pixel are continuous as function of distance to the source. One then
optimizes the source position in order for this to be well described by a
fourth order polynomial. AUSAlib can perform both of these optimizations.
However, the implementation builds on the ideas by Gunvor Koldste and
the reader is referred to her thesis for details [163].
Calibration conclusion With the detector and source geometry provided
externally by the user, it is again possible to build a general purpose
executable. In this case, it is Calibrator and it automates the calibration
procedure almost completely [164]. With this program, it is possible to
extract precise calibration parameters for a full array in a matter of minutes.
In addition, it performs advanced outlier detection in order to alert the user
of potential problems. This is especially important during the setup phase
of an experiment, where potential problems can still be resolved.
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6.6 Conclusion and outlook
As is hopefully clear now, the pipeline design of AUSAlib allows the analyst
to move from raw DAQ data to identified events by running three pre-built
executables. Combined with the power of setup files and near automatic
calibration, this has greatly reduced the time and skill required to extract the
signals of interest. In addition, this has also greatly enhanced the analysis
collaboration within the group. After a few hectic years of development,
AUSAlib has now reached a stable phase. I don’t foresee a large need for
new development before the current DAQ is upgraded to a digital DAQ
that also provides signal traces.
In summary, AUSAlib is now a mature analysis framework that handles
most of the grunt work associated with the analysis of DSSD data. Now
the analyst “just” has to understand the physics of the output.
6.7 Contribution
AUSAlib it the result of the combined work of several people within the
Aarhus Subatomic group mainly Alan Howard, Jesper H. Jensen, Oliver S.
Kirsebom and myself. However, I have an essential role in the development
and have contributed with roughly 80 % of the code.

7Data acquisition
The data acquisition system (DAQ) is an essential part of most experiments
in nuclear physics without which there would be no data to analyze. During
my Ph.D. I have performed significant upgrades of the Aarhus DAQ and
a copy of this system have been used for numerous experiments at the
ISOLDE facility at CERN.
A DAQ typically consists of a number of different components. Figure 7.1
gives an overview of these and also which components interact. Roughly
speaking, the components to the left of the readout are the front-end
components, while the components to the right are the back-end. The
readout serves as the bridge between them. This division is also a physical
division where the front-end is specialized electronic hardware and are
typically housed in crates such as NIM and VME, while the back-end
software is typically running on a regular desktop computer, which is
connected to the VME controller.
The first part of this chapter will focus on the front-end electronics. As
the front-end is mainly built from off-the-shelf electronics, this is essentially
a condensed summary of how these modules operate. This is followed by
a few sections describing the back-end and some associated services that
make DAQ operation easier. The recent upgrades of the readout system
were published in ref. [165] and the paper can be found at page 139.
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Figure 7.1: Schematic overview of the different DAQ elements. The detector
output is connected to discriminators and amplifiers. The amplified signal is
given to digitization modules, which will perform a conversion if triggered by
the acquisition control. The readout empties the digitization modules and
sends the data over the network to the back-end relay where it is recorded
and online analysis performed. Figure adapted from Jesper Halkjær.
7.1 Front-end
Triggering
Generally, in nuclear physics experiments, there is a certain probability
distribution in time that a reaction will happen. A well-known example of
this is a radioactive source where this gives rise to an exponentially decaying
activity. In contrast to this is a typical Bose-Einstein condensate experiment,
where the experimentalist knows the condensate will drop when released
from the trap.
This naturally leads to the concept of triggering1. Generally speaking,
triggering is used to select which data to acquire based on when something
“interesting” happens. In this system, there are two levels of triggers. There
1Triggering is found at all levels of data acquisition. An extreme application can be
found in ref. [166].
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are the low-level triggers generated for each detector. This is done with
discriminator units, such as a leading edge or constant fraction discriminator,
attached to each signal. While their mode of operation is slightly different
they both emit a logic signal when the input signal crosses a preset threshold.
These individual triggers are then combined into a single global trigger
called the MASTER_START (MS) using some logic coincidence function. When
a MS occurs data is acquired by all digitization modules. The trigger
implementation described here is a synchronous trigger system i.e. all
modules acquire data simultaneously.
The implementation of the trigger logic will be described in section 7.2
Digitization
Analog chain is responsible for the signal processing prior to digitization.
When a charged particle traverses a silicon detector it will on average create
E
3.62 eV electron-hole pairs due to ionization [167]. A 9 MeV particle will thus
give rise to a charge release of the order of 0.3 pC. As such a small signal is
rather prone to noise it is amplified close to the detector in a pre-amplifier,
which also performs charge to voltage conversion by charging a capacitor.
The voltage output has a fast rise time and a long tail and the pulse height is
proportional to the current. This signal is fed to a secondary amplifier, which
applies an adjustable gain and performs bandwidth limitation (shaping) in
order to improve the signal–to–noise ratio. In our case, this amplifier also
houses the discriminator units. Thus, the amplifier will output a shaped
signal and a logic discriminator output for each input. In addition, it will
output a logic OR of all the discriminator signals, which is used by the trigger
logic.
Energy information is encoded in the height of the pulse maximum of
the secondary amplifier. This information is digitized using a peak-sensing
Analog to Digital Converter (ADC). The basic operating principle is to
digitize the potential of a capacitor, which is only charged when the input
potential is higher than the capacitor potential. It is up to the experimen-
talist to define the region of interest i.e. the time window in which the
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maximum must be determined. This is done with a GATE signal, which is
typically between 1 and 5 µs long. After the GATE the ADC will perform the
digitization. This typically takes between 1 and 8 µs depending on the ADC
module. During the conversion the ADC is BUSY i.e. it cannot accept a new
GATE. On relatively modern ADC modules the digitized pulse heights are
written to an internal output buffer and the ADC can accept a new GATE
while the old event is being read out. When the buffer becomes full the
ADC becomes BUSY. Modules are typically able to store between a few and
some thousand events.
Time information is encoded in the fast-rising leading edge of the pre-amp
output. This leading edge is what causes the discriminator unit to fire. A
Time to Digital Converter (TDC) module is used to time-stamp the arrival
time of the discriminator pulse. The timing resolution is of the order 100 ps,
which is achieved using a combination of clock counting and interpolation
(see ref. [168] for details). The TDC modules usually operate in a so-called
“trigger matching mode”. When the module receives a trigger (typically
MS delayed by ∼1 µs) it will write the timestamp of all channels that fired
within a predefined window to an output buffer. Like the ADC, it will assert
BUSY if its output buffer becomes full.
7.2 Acquisition control
The acquisition control (AcqC) is the nexus of the front-end as illustrated by
fig. 7.2. Its main task is to implement the logic function for the global trigger
decision based on the individual sub-triggers i.e. to generate the MS. Based
on this MS it must generate the logic signals for the DAQ modules, which is a
gate signal for the ADC and a trigger signal for the TDC. However, as this is
a synchronous DAQ all modules must acquire data simultaneously and thus
a MS must not be generated if any module is busy. In addition, the readout
software requires periods without any triggers. These periods are called
dead time (DT). The readout uses these periods to validate synchronicity i.e.
that all modules have acquired the same number of events. In the following
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DT, is used generally for periods of time when trigger requests are rejected.
Traditionally, all of this functionality has been implemented by combining
multiple discrete logic and gate generator NIM modules. Combining, in this
case, means connecting with wires. However, scaling this method beyond a
few detectors quickly becomes time-consuming and error-prone. The latter
is especially problematic at user-facilities where time to set experiments
up is usually constrained. Documentation is also rather challenging, often
relying on pictures.
The Aarhus DAQ instead uses a single FPGA to perform all of the
AcqC. The FPGA is housed on a VULOM4B module [169] and it is running
the TRLO II firmware [170]. The firmware implements all of the above
functionality and more. Specifically, it implements a trigger state machine,
which is perfectly non-paralyzable meaning that trigger requests arriving
Discriminators Acquisitioncontrol ADCs
TDCs
Readout
Trigger requests Gate
Busy
TDC trigger
Busy
Readout trigger Deadtime
Figure 7.2: Overview of the many tasks of the AcqC. The AcqC receives
trigger requests from the individual detectors. These must be combined into
a MS with gates and triggers for the digitization modules. The AcqC must
respect the busy and DT from the modules and the readout. The AcqC
must also periodically trigger the readout software, which checks module
synchronicity.
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during DT will not extend the DT but are simply rejected [171]. For a
non-paralyzable acquisition and a stream of Poisson distributed trigger
requests, it is possible to analytically calculate the fraction of accepted
events, called the live time fraction2
L = 11 + fr ∆t , (7.1)
where fr is the trigger request frequency and ∆t the dead time per event [171].
The trigger state machine allows the user to define up to 16 different trigger
conditions, which will cause a MS. In addition, it is possible to downscale the
individual conditions. Downscaling in this context means only generating a
MS for every 1/n time the trigger condition occurs. This can be used to e.g.
preferentially accept rare multi-particle events over elastic scattering events.
When the state machine generates a MS, it can, in addition, send a
trigger3 to the readout. Specifically, it sets a 4 bit trigger register which is
detected either by the CPU polling or the AcqC may issue an interrupt.
The readout is free to react how it pleases to this trigger. Often it will
empty the digitization modules, but these triggers can also be used to signal
“beam arrives soon” for example. The important part is that the AcqC will
assert DT until the readout signals that it can continue. In the simplest
case, the AcqC will accept a single event and ask the readout to empty the
modules. Thus ∆t from eq. (7.1) is the sum of the digitization and readout
time with some additional overheads. This severely limits the achievable
throughput. This overhead can be amortized, to some degree, by letting the
modules acquire multiple events into an internal buffer before performing a
readout. The widely used CAEN V785 can store 32 events. This reduces
the overheads associated with polling and CPU task switching, but the data
2Just to clarify: the live time is the periods of time in which the DAQ will accept
triggers. The live time fraction, L, is the fraction of requests accepted. However, often
one is sloppy and refers to both as live time. Similarly, in dead time the DAQ will reject
event and the dead time fraction, D, is the fraction of events rejected.
3Apologies, but in a DAQ many things are called a trigger. To summarize: there is
the TDC trigger, discriminator trigger, global trigger (MS) and the readout trigger. All of
them are different.
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transfer is still performed within dead time. In the article at the end of
this chapter, it is shown that ∆t can be made approximately equal to the
digitization time if the DAQ modules are continuously emptied in between
readout triggers. This dramatically increases the achievable throughput.
The changes required for the AcqC is to only seldom trigger the readout e.g.
every 8192 events instead of every 32. The reader is referred to the paper
for details.
In this section, I have only scratched the surface of the capabilities of the
TRLO II firmware and the interested reader is referred to the documentation
for details [172]. However, I will mention another very important feature.
The configuration of TRLO II is entirely text-based and thus it is possible
to automatically perform documentation of the configuration for every
single run. This is especially important in the hectic start-up phase of an
experiment.
7.3 Readout
The readout serves as the bridge between front-end modules and the back-
end. So far the discussion has been general, but in this section, it will be
restricted to front-end modules housed in a VME crate, which also defines
a bus standard [173, 174].
The readout must be able to interact with the AcqC, extract data
from the front-end modules and transfer this data over the network. If
multiple VME crates are used it must also be able to merge the data stream
from these. Luckily, the first and last task are handled by general purpose
DAQ frameworks such as MBS [175] and drasi4 [176]. When using these
frameworks one is thus only responsible for the actual readout. In this
case, the user-supplied code is called during start-up and when a readout
trigger has been received. The readout code is executed by a Single Board
Computer (SBC) situated in the VME crate. At Aarhus University we have
a Motorola MVME 5500 [177] and a CES RIO4-8072 [178] at our disposal.
4In fact drasi refers to itself as an “data pump” as its main task is to move and merge
data.
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The task of the readout is quite straightforward. It must configure the
modules during start-up and afterward, it must empty the module buffers
into an output buffer on the SBC, verify data integrity and module syn-
chronicity. Module synchronicity is verified by comparing each module event
counter with the AcqC event counter. If either data integrity or synchronic-
ity checks are violated the readout must alert the operator. Optionally, it
might also attempt to recover the situation automatically by performing a
reset.
All of these tasks are performed by the Nustar Readout Library (nurdlib
— formerly known as vmelib) [179]. Specification and configuration of
the modules are handled with a simple text file. Thus no recompilation
is required for different experiment/module configurations. All of this
facilitates code reuse and thorough testing.
As described in the previous section, the DT can be drastically reduced
by continuously emptying the module buffers. To this end, a callback
function was added to drasi, which is called whenever a readout trigger is
not present. In addition, nurdlib was substantially modified to allow this
different mode of operation. This included greedily reading module buffers,
buffer merging and parsing of an arbitrary buffer. See the paper at the end
of this chapter for additional details.
7.4 Multiple crates
The above two sections describe the operation of a single crate DAQ. How-
ever, the number of detector channels in recent experiments at ISOLDE has
necessitated the use of two VME crates. Luckily the design easily scales
horizontally.
An illustration of a two crate system can be seen in fig. 7.3. Note that
each crate is essentially identical to the single crate system shown in fig. 7.2.
The AcqC of each crate is responsible for generating the trigger and gates for
the modules of this crate. The difference is that the global trigger decision
is handled entirely in the master AcqC, which then propagates the MS and
readout trigger to all slave crates, where they are further distributed by the
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slave AcqC. In turn, the master AcqC must respect the busy and DT from
all slave crates. This ensures that a MS is not generated while any crate is
busy. The slave busy is a logical OR of all module busies in that crate.
This design requires no changes in the readout function except that data
must be tagged with a crate number. This tag is usually included in the
event header preceding the module data. The data from all the crates are
collected and merged in a single event builder. As the DAQ is synchronous
the merging is performed based on event counters. The event builder also
acts as the relay seen in fig. 7.1.
7.5 Back-end
The two primary tasks of the back-end are to store the collected data and
perform some level of online analysis of the incoming data. The analysis
must be performed with sufficient sophistication that the experimentalist
Master
Slave
Readout
Master
AcqC
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TDCDeadtime
Readout trigger
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Trigger
Readout
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Readout trigger
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DeadtimeEvent
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Trigger requests
Figure 7.3: Illustration of a two crate DAQ. Each crate is essentially identical
to a single crate DAQ as seen in fig. 7.2. All trigger decisions are handled by
the master AcqC and propagated to the slave AcqC. Slave busy and DT are
propagated to the master. This design can be extended to multiple slaves.
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can verify that the incoming data is sound.
Figure 7.1 shows the back-end receiving a stream of data from the
readout. This stream is received by a relay, which is normally running on a
different computer than the readout node. The relay then distributes the
data to multiple clients thus ensuring minimal load of the readout node.
The design is “open-ended” as it does not limit the number of clients that
can process the data on-the-fly. The relay operates two data streams in
different modes. The first stream is operated in “weak-hold” mode, where
connected clients must consume all data. If a client falls behind, the relay
will block the acquisition. The second stream is operated in “no-hold” mode,
which will not block if clients cannot keep up. The first stream is used for
essential clients such as file taking, while the second stream is for expendable
clients such as online analysis.
go4cesb
go4cesb is an online analysis library built by combining ucesb [150] and
GSI GO4 [180]. GO4 is used as a sophisticated histogram viewer, allowing
the user to seamlessly interact with histogram i.e. zoom, fit etc., while a
background thread continuously fills them with incoming data. In principle,
GO4 is able to receive the data stream from the relay server. However, GO4
does not provide any simple means to perform data unpacking and requires
the user to implement a custom unpacker per experiment. So instead a
custom event source has been implemented, which uses ucesb under the
hood. With this design, a ucesb unpacker process is spawned from within
GO4. This process connects to the relay server and performs the unpacking
of the incoming data. The unpacked data is then sent via a UNIX pipe to
the GO4 process. The data has the same format as in the regular AUSAlib
analysis pipeline and it is trivial to apply the regular AUSAlib matching
routines on it.
After the matching has been performed it is up to the user to perform an
analysis suitable for their experiment. However, as the data format is now
identical to when performing a regular AUSAlib analysis after the sorting
stage, regular analysis code can be reused for this. In addition, there is a
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Relay Unpacker Go4 Matcher Analysis
Figure 7.4: Go4cesb event pipeline. A ucesb unpacker receives a data
stream from the relay and performs the unpacking. The unpacked data
is sent to the Go4 process via a UNIX pipe. Inside the Go4 process, the
unpacked data is matched and then handed to the user for analysis.
large overlap in the relevant analysis for all experiments and to facilitate
code reuse a library of different analysis routines is provided along with
go4cesb. These different analysis routines are applied in parallel and can
be enabled/disabled with a simple configuration file.
File taking
File-taking is performed by a ucesb client connected to the relay, which
writes all data to file. The client is running on a different computer than the
readout node. Data is written in the GSI list mode data (lmd) format [181]
and slightly compressed using gzip. The main point of the gzip compression
is to add a CRC-32 checksum such that data bitrot is detectable. For
convenience and easier recovery in case of failure, a new file is opened for
every 100 MB of data.
In a previous edition of the DAQ, the readout node was directly re-
sponsible for writing data to a file. However, during an experiment, it
was discovered that the network file system (nfs) on the readout node was
broken. This caused data to be discarded for large periods of time. With
the relay/client design the readout node only needs functional TCP sockets.
7.6 DaqC
At this point, all the different components from fig. 7.1 have been described.
Together they constitute the DAQ; each piece with a specific purpose.
However, an experiment typically lasts at least 5 × 24 hours and a DAQ
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expert cannot be present at all times. It must thus be possible for a novice
to operate the DAQ. To the extent possible the system should also be
“self-healing” i.e. try to recover from failures.
To this end, Daq Controller (DaqC) have been built. To the operator,
it presents a simple overview of the status of the various DAQ services as
can be seen in fig. 7.5. In addition, it is possible to configure the trigger
condition and the right pane allows the operator to open a file and see the
latest files. For an experiment that is running, this is all that is needed.
Figure 7.5: Graphical user interface as presented by DaqC. (1) gives the
status of the various service i.e. if the SBC is online, whether the relay is
running etc. (2) shows the current active trigger. (3) allows the operator to
start a new file.
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Internally DaqC consists of a watch-dog, a dependency tree specifying
the start-up order and a specification of how to interact with the different
services i.e. query status, stop, start etc. Once a second the watch-dog
will query all services for their status. If a service reports problems the
watch-dog will attempt to restart it – provided its dependencies are running,
e.g. the online analysis is not started if the relay is not running. This
essentially allows a novice operator to start the entire DAQ by just running
DaqC.
When opening a file DaqC will prompt the operator to fill out a run-sheet
with meta information such as facility, experiment number, beam ion, beam
energy etc. This information is editable up to and including when the file
is closed. The idea is that any relevant information can easily be noted in
the run-sheet. This information is stored locally and optionally also sent
to a central database as described later in section 7.8. In addition to the
information provided by the operator, DaqC will also log any additional meta
information available. This includes trigger condition, front-end module
configuration etc. This information is recorded at the beginning and end
of every run such that changes during the run can be identified. To ensure
data is not lost due to, e.g. disk failure, fire, power loss, etc., it is frequently
uploaded to an out-of-lab facility.
7.7 Monitoring
Experiments, especially at user facilities where time is constrained, are
typically quite hectic and evolve substantially over the course of a few days.
Thus, it is very important to determine whether experimental conditions
right now are within the expected region e.g. has the yield dropped signifi-
cantly or is the DAQ dead time higher than normal? This has often required
a meticulous regimen of procedures that the people on shift must perform.
In the last two years, we have instead opted for an automated solution as
it offers superior results with a granularity of a few seconds compared to
5 minutes at best with procedures. This has freed-up people on shift to
perform more sophisticated analysis of the acquired data.
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The automated solution is based on the two open-source tools In-
fluxDB [182] and Grafana [183]. InfluxDB is a time-series database, which
essentially means it excels in storing series of time-stamped values. It is
possible to query the database using a SQL-like language. InfluxDB is
quite versatile since it can accept values from any network connected source
capable of performing an http request. During an experiment, we typically
store everything from detector leakage current to the number of proton
pulses delivered by CERN. Another common data source is a quick-and-dirty
yield estimate i.e. some simple online analysis attached to the data relay.
Grafana serves as the graphical user interface to InfluxDB. It allows easy
definition of several dashboards showing multiple graphs of relevant time
series. An example of such a graph can be seen in fig. 7.6. Generally, these
dashboards allow the operator to quickly gauge the “health status” of the
experiment and also spot trends on longer timescales.
Figure 7.6: Number of α particles observed in five different detectors per
10 s. The full range of the ordinate is 24 hours. A slow downward trend can
be observed from the thick red line at 16:00 and forward. This was due to
target deterioration.
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At the time of writing multiple experiments at ISOLDE and Jyväskylä
have adopted InfluxDB and Grafana to monitor their experiments.
7.8 RunDB and RUP
The 5 MV Van de Graaff (VdG) accelerator was recommissioned at the
beginning of 2012 and since then a long series of experiments have been
conducted with it. While the detector data is stored to disk by the DAQ it
is equally important to store metadata. For experiments at the VdG such
meta information includes the beam energy, beam particle, magnetic field
setting etc. While most of this information could be collected automatically
with a modern accelerator the VdG control system is completely analog
and this information must be recorded manually by the operator. This
is done with DaqC (see section 7.6) which stores the meta information
locally but also sends a copy to a server running RunDB (Run DataBase).
RunDB stores the meta information in a SQL database and makes it easily
Figure 7.7: RunDB user interface. The left pane allows the user to input
search criteria. In this case, runs at IFA with an energy between 3 and
4 MeV. The right pane shows the query result. In this case, various runs
with a proton beam and a CNx target.
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searchable via a web page. The user interface can be seen in fig. 7.7. For
instance, it is possible to search for all experiments at Aarhus, which were
performed in 2016 with a 11B target.
Run UnPacker (RUP) works together with RunDB. It receives all the
data files from the various experiments. Unpacks the files (see section 6.3)
and notifies RunDB where both the raw and unpacked files can be found.
In this manner, it is possible for the analyst to directly download the data
files through RunDB.
7.9 Alternatives
The current trend in data acquisition for nuclear physics is a move towards
free-running5 digital DAQ. Essentially this corresponds to each detector
channel being self-triggering i.e. digitization of a single data channel will
occur if the input passes a certain threshold. This can be implemented using
fast (≥ 50 MHz) digitizers connected to an FPGA, which also can provide
the full signal trace into the data stream. This could potentially also allow
for detection and recovery of pile-up, which would allow experiments to run
with higher rates. Examples of such systems can be found in refs. [184–187].
Generally, a free running DAQ will produce more data with a vast majority
corresponding to uninteresting events. In order to reduce the data amount
a software-defined global trigger can be implemented [188]. As the software-
defined trigger has additional information available it can possibly perform
a more sophisticated trigger decision than what is possible in hardware,
while at the same time taking some fraction of data unfiltered in order to
determine the effect of the trigger during oﬄine analysis. Generally, as
more functionality is moved from hardware to software/firmware it allows
for more flexibility.
This is an area under fast development. The group has not transi-
tioned yet but development in this direction is ongoing. So far, a small
demonstration project has been built using a few GSI FEBEX modules [187].
5This is also called trigger-less. Although this is a misnomer.
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7.10 Toggle mode
Until the acquisition is upgraded to a fully digital system one has to make
the most of what is available. Due to its age, there are quite a few CAEN
V785 [189] peak sensing ADCs available. However, their conversion time of
∼7 µs is quite slow compared ∼1.6 µs6 for modern equipment such as the
Mesytec MADC32 [190].
However, it is possible to mask some of this conversion time by connecting
an input to two different ADCs and toggling between which one performs
the conversion7. Thus ADC 1 would convert event 1 and ADC 2 would
convert event 2 etc. This requires the concept of two separate gates and
busies as illustrated in fig. 7.8. Operating in this manner the DAQ is only
busy if both chains of modules are busy. Incidentally, it also increases the
depth of the module buffer by a factor of 2.
The toggle handling has been incorporated into the TRLO II firmware
by Håkan Johansson. A benchmark of the system using six CAEN V785
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Figure 7.8: Illustration of toggle mode. Each input is connected to two
ADCs. The AcqC will toggle between the two ADCs. Global busy is asserted
when both sub-busies are asserted.
6MADC32 conversion time for 4k normal resolution which is what the V785 provides.
7Idea from Mesytec which provide similar a capability just with one module.
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providing two data words per module per event is shown in fig. 7.9. The
dashed curve in the figure shows the maximum theoretical performance of
a non-toggling module. A vast improvement in the live-time fraction is
observed for all frequencies. The effective conversion time is extracted from
the best fit to eq. (7.1) (solid line) and is ∼1 µs, i.e. comparable to modern
state-of-the-art peak sensing ADCs.
7.11 Conclusion and outlook
In this chapter, I have described the various components that constitute
the Aarhus DAQ. With the development described in the following paper,
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Figure 7.9: Measured live time fraction vs. trigger request frequency. Data
points are the measured performance for the toggle system. The dashed
line is the theoretical live time fraction for a stock CAEN V785. The solid
line is the best fit to eq. (7.1). The conversion time per event is reduced
from ∼7 µs to ∼1 µs.
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I would estimate that this system is the current state-of-the-art in terms
of speed for a VME-based DAQ with analog signal processing. With the
development of especially DaqC and nurdlib the Aarhus DAQ is both
versatile and user-friendly and the InfluxDB/grafana combination provides
excellent monitoring capabilities.
An upcoming project is to replace the Go4 based online analysis. The
issue is that it is only possible to view predefined histograms. Instead, a
system which allows the user to on-the-fly view property A versus property
B under condition C for the last X minutes is highly desired. A prototype
of such a system is under development by Bastian Löher, but some work is
still required.
On a longer timescale, the current DAQ based on analog signal processing
will most likely be replaced with a digital DAQ. However, this requires a
serious investment, so the analog DAQ still has a place to fill for years to
come.
7.12 Contribution
The work presented here is the result of close collaboration with multiple
people, specifically Håkan Johansson, Hans Törnqvist, Bastian Löher and
Jesper H. Jensen.
• DaqC and RunDB have been developed in collaboration with Jesper
H. Jensen.
• drasi, TRLO II and ucesb are primarily developed by Håkan Johansson.
I have contributed with a number of patches to the projects, but my
main contribution has been real-life testing and pushing the envelope
of their capabilities.
• nurdlib is primarily a creation of Bastian Löher and Hans Törnqvist.
I have contributed with a significant number of patches related to
the correct operation of various CAEN and Mesytec modules. The
readout routines described in the following paper is based on a forked
version of nurdlib.
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• RUP is developed by me.
The following paper is based on an idea proposed by Håkan Johans-
son [191]. I have adapted nurdlib to work in this mode of operation and
performed the majority of the system characterization. Jesper H. Jensen
has extended this work to multiple crates and characterized the impact of
network transfer. Additional testing was performed by Hans Törnqvist and
Bastian Löher.
1VME Readout At and Below the Conversion Time
Limit
M. Munch, J. H. Jensen, B. Lo¨her, H. To¨rnqvist, and H. T. Johansson
Abstract—The achievable acquisition rates of modern triggered
nuclear physics experiments are heavily dependent on the readout
software, in addition to the limits given by the utilized hardware.
This paper presents an asynchronous readout scheme that
significantly improves the livetime of an otherwise synchronous
triggered VME-based data acquisition system. A detailed per-
formance analysis of this and other readout schemes, in terms
of the basic data transfer operations, is described. The perfor-
mance of the newly developed scheme as well as synchronous
schemes on two systems has been measured. The measurements
show excellent agreement with the detailed description. For the
second system, which previously used a synchronous readout, the
deadtime ratio is at a 20 kHz trigger request frequency reduced
by 30 % compared to the nearest contender, allowing 10 %
more events to be recorded in the same time. The interaction
between the network and readout tasks for single-core processors
is also investigated. A livetime ratio loss of a few percent can be
observed, depending on the size of the data chunks given to the
operating system kernel for network transfer. With appropriately
chosen chunk size, the effect can be mitigated.
Index Terms—VME, data acquisition, nuclear physics, readout,
asynchronous, livetime, deadtime, triggers, performance evalua-
tion, buffering.
I. INTRODUCTION
MOST modern nuclear physics experiments have de-tectors, front-end electronics, computer control, and
network. The role of the front-end electronics is to digitize
the detector signals such that they can be analyzed. Modular
front-end electronics are typically housed in crates such as
NIM, FASTBUS, CAMAC or VME, where the latter three
also contain a bus on the crate backplane. A typical crate
configuration consists of a group of front-end modules together
with a controlling single board computer (SBC). The task of
the SBC is to acquire data from the front-end modules and
transfer it over the network to permanent storage and online
M. Munch and J. H. Jensen are with the Department of Physics and
Astronomy, Aarhus University, 8000 Aarhus C, Denmark.
B. Lo¨her and H. To¨rnqvist are with the Institut fu¨r Kernphysik, Tech-
nische Universita¨t Darmstadt, 64289 Darmstadt, Germany, and the GSI
Helmholtzzentrum fu¨r Schwerionenforschung GmbH, 64291 Darmstadt, Ger-
many.
H. T. Johansson is with the Department of Physics, Chalmers University
of Technology, SE-412 96 Go¨teborg, Sweden.
The work of M. Munch was supported by the European Research Council
under ERC starting grant LOBENA, No. 307447.
The work of J. H. Jensen was supported by the Danish Council for
Independent Research – Natural Sciences under grant DFF – 4181-00218.
B. Lo¨her and H. To¨rnqvist were supported by the GSI-TU Darmstadt
cooperation agreement.
The work of H. T. Johansson was supported by the Swedish Research
Council under grant 822-2014-6644 and the Lars Hierta Memorial Foundation.
analysis. The speed, overhead, and serialization effects of this
transfer naturally limit the maximum achievable acquisition
rate, characterized by the rate of accepted triggers.
This article will focus on VME-based [1] readout systems.
The purpose is not to introduce new electronics. Instead, we
aim at better utilizing the commercially available modules
by generally introducing an extreme asynchronous multi-event
readout scheme called shadow readout. The main speedup is
achieved by almost completely decoupling the readout from
the conversion sequence, thereby significantly lowering the
readout overhead associated with each accepted trigger. In
addition, the coincidence information leading to each trigger
is recorded, thus not sacrificing event selection flexibility for
speed. It is also shown that the remaining system deadtime
can be accurately described based on the timing of basic data
transfer operations.
The article is structured in the following way: First, the
existing solutions are reviewed, and the necessary concepts in
order to model the deadtime and efficiency of the different
readout modes are introduced. This is followed by a brief
discussion of various modes of VME access. We then describe
our implementation and the caveats that arise from having a
single-core SBC. Finally, we benchmark the improved readout
scheme versus the other strategies on two different systems.
Throughout the article, measured data are shown with point-
like markers, and general trends of models are shown as
curves.
II. EXISTING SOLUTIONS
With CAMAC systems, LeCroy introduced fast readout
using the FERA bus in the early 80s, which transfers data at
10 Mword/s (16-bit) [2]. With conversion times, at that time,
usually around 3 µs/channel or 25 µs for an 8-channel module,
a crate with 50 words of data per event (after zero-suppression)
would be read out in 5 µs. Thus the readout overhead was much
smaller than the conversion time.
FASTBUS modules [3], even though known for their high
channel density and thus long total module conversion times,
usually had multi-event buffers, allowing readout of previous
events while converting new ones, completely hiding the
readout.
The current state of affairs for VME based readout systems
is that nearly all front-end modules are capable of storing
multiple converted events in an internal memory buffer. The
Daresbury MIDAS [4] and BARC-TIFR LAMPS [5] utilize
these buffers fully to decouple readout from conversion. In this
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scheme, the module buffers are continuously emptied by the
crate controller. Only if a module becomes full, will it assert a
long busy; halting the acquisition until the SBC empties a part
of the module buffer. This mode, however, is only available
for the Silena S9418 front-end modules in MIDAS [6], and the
LAMPS is hampered by large overhead times in the associated
CAEN VME controller [7]. However, the above systems are
exceptions, and the multi-event buffers are often not utilized
to their full extent, or not at all. Fig. 1 illustrates the three
principal modes in which a readout system can be operated
when front-end modules have buffers. In the simplest case,
the front-end acquires an event and waits for the readout to
transfer it. This is called single-event mode. Typically, the data
transfer will take significantly longer than the conversion time
due to various overheads. These overheads can be partially
amortized by filling the front-end buffers before performing a
readout. This is called multi-event mode. However, the number
of events that can be acquired in one go is limited to the
shallowest buffer. To the best of our knowledge, common
general-purpose nuclear physics data acquisition systems, such
as MIDAS (PSI/TRIUMF) [8], MBS (GSI) [9], and RIBFDAQ
(RIKEN) [10], use versions of these schemes, where the SBC
must interact with the trigger logic for every readout round.
In order to minimize the transfer times, when running in
single event mode, the Modular Controller (MOCO) [11] was
recently developed at RIKEN. This innovative design is an
adapter board with an FPGA and a USB interface which
is installed between a front-end module and the VME crate
backplane. With MOCO installed, the data lines of the front-
end module are not connected to the backplane. Instead, the
FPGA communicates directly with the front-end module. The
FPGA can then transfer the data to the controlling computer
via USB. The two main benefits of this solution are cost and
parallelization of the readout of multiple modules.
In this article, we will show that a continuous readout mode,
operating beyond the depth of the multi-event buffers, can be
applied generally, without introducing new electronics.
III. DEADTIME MODELING
In this section, we develop a framework to describe the
deadtime of a system. This model will be used to analyze the
systems in Section VII.
Assume that the front-end electronics and readout system is
provided with a stream of Poisson-distributed trigger requests,
with an average frequency fr, of which it can accept some
frequency fa. The livetime ratio is the fraction of accepted
trigger requests:
L = fa
fr
=
1
1 + fr ∆t
. (1)
∆t is the amount of time per event that the system is blocked.
The last equality assumes the deadtime to be non-extending,
and the formula is derived in [12]. The livetime ratio is related
to the deadtime ratio via D = 1− L = fa ∆t.
We carefully differentiate between a system in deadtime and
the deadtime ratio, D. A system in deadtime rejects events
while the deadtime ratio is the fraction of rejected events.
The same differentiation is made between the livetime and
the livetime ratio, L.
It is often necessary to consider a distinct contribution to
the total system deadtime: busy. Busy signals come from front-
end modules, and is also autonomously released by those. It is
generally asserted during gate and conversion, and when the
data buffer of a module is full. The more regular deadtime is
initiated by the trigger logic, and removed by the SBC readout
software. As far as trigger acceptance is concerned, both have
the same effect: inhibit triggers.
While running, the system must perform the following tasks
(with associated processing times):
1) apply the gate of each accepted event, tg;
2) convert the event, tc;
3) poll for data, tp (per poll);
4) readout overhead (e.g. determine data amount), to;
5) read data, td;
6) check module synchronicity, ts;
7) transfer data over the network, tn.
The two first are handled by the front-end electronics, the other
by the SBC. Some of the tasks happen during either live-
or deadtime, depending on the design of the system. Thus
the minimal deadtime ratio is given by the fraction of time
modules are busy converting data:
B = fa(tg + tc). (2)
If the system is designed such that it reads one single event
at a time, and will not accept new events while reading data,
then the readout time is (tp + to + td + ts), since the system
must poll for data, determine the amount of data, read the
data and check for synchronicity. Since the likelihood that a
random trigger request occurs during deadtime is simply the
total fraction of time the system will not accept triggers, the
deadtime ratio is
D = B + fa(tp + to + td + ts). (3)
VME READOUT AT AND BELOW THE CONVERSION TIME LIMIT 3
0 50 100 150 200
Accepted triggers, fa [kHz]
0
20
40
60
80
100
Li
ve
ti
m
e
ra
ti
o,
L
[%
]
f r
=5
0
f r=
10
0
f r=
15
0 (a)
Shadow
Multi
Single
0 50 100 150 200
Requested triggers, fr [kHz]
fa =50
fa =100
(b)
Fig. 2. Schematic performance of shadow, multi-event, and single-event
modes, with td = 10 µs, tc = 1 µs and to = 5 µs. Both figures show the same
systems, (a) as a function of fa and (b) as a function of fr. The background
lines show constant fr and fa, respectively.
However, this scheme suffers the overhead of tp+to+ts for
every event. If the front-end electronic modules have buffers
of a certain depth nb, then the cost of polling, general readout
overhead, and synchronization can be amortized:
D = B + fa
(
td +
to + tp + ts
nb
)
. (4)
This mode of operation is commonly referred to as multi-event
mode with the former called single-event mode. In this case,
td can often also be reduced as the larger amounts of data per
transfer may profit from faster transfer modes.
If, however, the system can simultaneously accept new
events and transfer data, then D may be further reduced:
D = B + faαtd + to + tp + ts
ns
. (5)
ns is the number of events accepted before synchronicity is
checked and α is the average number of events remaining to
read out during deadtime. The fraction of events read during
deadtime is thus α/ns. α ≥ 0 but will typically only be a few
events. It should be noted that nb for many older modules
is typically 32 or less, while newer modules might store a
few hundred events. However, ns can in principle be made
arbitrarily large, and thus the deadtime can be reduced to the
busy time, D ≈ B.
The above has not considered the available data transfer
bandwidth, which may also limit the maximum event rate that
can be accepted:
fa,max =
1
(td +
to+tp
nb
+ tsns )
. (6)
In practice, the achievable frequency will be slightly lower due
to various other overheads such as network transfer. Above this
request frequency, the livetime ratio just deteriorates while no
more events are accepted and is simply described:
L = fa,max
fr
. (7)
The livetime of the system is thus given by whichever of (1)
or (7) is smaller:
L = min
(
1
1 + fr∆t
,
fa,max
fr
)
. (8)
TABLE I
TRANSFER TIME OF TWO DIFFERENT SBCS WITH VARIOUS MODULES.
SBC Module SiCy SiCy BLT MBLT
DMA
M
V
M
E
DMA setup - 16.7 (n = 1)
MTDC-32 1.21
MADC-32 1.26 0.49 0.44 0.33
VULOM4b 1.37 0.65(TRLO II)
R
IO
4
(M)BLT setup - - 6.5 + n · 4.3
MTDC-32 0.40 0.17 0.09
MADC-32 0.45 0.22 0.12
VULOM4b 0.60(TRLO II)
V785 0.50 0.19 0.15
V1190 0.45 0.18 0.10
Table I shows the measured transfer times in µs per 32-bit word for two
different SBCs and various modules. The additional SBC setup overhead
of starting DMA (direct memory access) or block transfers depend on how
many, n, are scheduled at the same time. DMA allows multiple adjacent SiCy
requests to be scheduled together on the MVME. The MTDC-32 [13] and
MADC-32 [14] are from Mesytec, the V785 [15] and V1190 [16] from CAEN,
and the VULOM4b [17] from GSI and is running the TRLO II firmware [18].
For shadow readout, ∆t is expected to be approximately
equal to the gate and conversion time tg + tc. The livetime
characteristics of the different readout schemes are illustrated
in Fig. 2, where also the hard limit nature of fa,max is clearly
seen.
In practice, the transition between the two domains is
smooth, and thus a smoothed minimum function should be
used, e.g.
min k(x, y) = −1
k
ln
(
e−kx + e−ky
)
. (9)
With k as a smoothing factor.
IV. VME TRANSFER TIME
The time it takes for the basic operation of transferring
a 32 bit-data word essentially determines tp, to, td, and ts.
Generally, VME access can be divided into two categories,
namely single cycle (SiCy) and block transfer, where the latter
can transfer either 32 (BLT) or 64 (MBLT) bits at a time
[1]. There is also 2eVME and 2eSST [19] (both are block
transfer modes), but these are not widely supported in front-
end modules.
SiCy transfers single data words with minimal overhead.
Thus with module i producing di words, the data transfer time
with SiCy reads is
td =
∑
i
diti,SiCy. (10)
Since the designs of the individual modules also affect the
word transfer times, tSiCy has a module dependence, ti,SiCy.
While block transfers are asymptotically faster per word
(ti,block < ti,SiCy), they may require significant setup times
in the SBC:
td =
∑
i
(tsetup + diti,block) . (11)
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Fig. 3. Flow diagram for multi-event and shadow readout. In multi-event
mode, idle time is spent doing nothing or work for other processes. In shadow
mode, partial module readout is continuously performed. In both cases, the
main readout will look for a readout request, which has asserted deadtime
and will then transfer the (remaining) data and ensure that all modules are in
sync. Then deadtime is released. Since data copy in shadow mode may be a
lengthy process, the modules are regularly emptied during copying.
It is, however, possible to amortize this setup time by perform-
ing a so-called chained block transfer, whereby data is read
from multiple modules during the same transfer1:
td = tsetup +
∑
i
diti,block. (12)
With ci being the number of reads required to determine the
amount of data and ensure synchronicity for each module,
to + ts can be expressed analogous to (10):
to + ts =
∑
i
citi,SiCy. (13)
So far the discussion has been general. However, to evaluate
actual systems, it is necessary to measure the transfer times.
Table I shows the measured read transfer time for a selection
of commercial modules when read using either a Motorola2
MVME5500 [20] (MVME) or a CES3 RIO4-8072 [21] (RIO4)
SBC. Both are operated with a Linux kernel [22], [23],
versions 2.4.21 and 2.6.33, respectively. These transfer times
will be used in Section VII when modeling readout systems
with these components.
Comparing the MVME and RIO4 SiCy transfer times in
Table I, the RIO4 is generally three times faster per word. Note
that the timing differences between modules for the same SBC
are roughly equal for the two SBCs. This reflects the fact that
1Note that chained block transfers are not an additional VME transfer mode,
but something some modules can be configured to arrange together, e.g. by
using the IACK backplane chain for communicating a token between the
modules.
2Motorola’s Embedded Communications Computing business was acquired
by Emerson in 2007.
3CES was acquired by Mercury Systems, Inc. in 2016.
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Fig. 4. Example of SBC activity during shadow readout. The SBC repeatedly
empties module buffers. Thus, when entering deadtime, the modules will be
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gate+conversion, and when any module buffer is full (above dotted lines). In
this example, the module buffers can hold three events.
it is the module VME access handling that determines these
differences.
The measurements also clearly show that (M)BLT is signif-
icantly faster per word than SiCy, but has a considerable setup
overhead.
V. IMPLEMENTATION
In Fig. 3 the work performed by the readout loop is sketched
as a flow diagram. Generally, the SBC will either poll a
register or be notified via an interrupt that a readout should be
performed. The trigger logic has then asserted deadtime. When
the readout request is found, the SBC will check all module
event counters and move the remaining data from all front-end
modules to a CPU buffer. Then it can release the deadtime,
allowing the front-end modules to acquire more data while the
SBC performs any further consistency checks of the acquired
data. Afterward, it will resume waiting for the next readout
request.
The difference between multi-event and shadow readout is
the activities taking place while waiting for a readout request.
In the multi-event case, the SBC is mostly idle, except for
network transfer tasks.
The shadow readout on the other hand tries to continually
transfer data from the front-end modules. This is illustrated
for a two-module system in Fig. 4, which also shows the
pausing when a module buffer becomes full and the deadtime
management.
In the simplest case, the data from each module is trans-
ferred to a separate buffer. This avoids potentially fragment-
ing events, and the collected data can easily be consistency
checked. In this fashion, it is no longer needed to limit ns to
the module buffer depth nb. Instead, the limitation for ns is the
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Fig. 5. The L dependence on the number of events per shadow readout
for an MVME and MADC-32 system with tg + tc = 1.2 µs and fr =
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ns is increased. With lower ns, the overhead and synchronization time is
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of remaining data to read during deadtime after each ns block of events
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available RAM and the desire to perform regular synchronicity
checks. The dependence on ns is illustrated in Fig. 5, which
shows L for a system which has a conversion time tc = 1.2 µs
(dashed horizontal line) and produced di = 4, 12, or 20 words
per event with fr = 30 kHz. The figure shows two essential
features of the shadow readout: L converges towards the limit
set by conversion times when ns is increased. Additionally, L
only shows a weak dependence on event size with less than
0.5 % variation in L when ns = 8 k.
The virtual module buffers must eventually be copied to
an output buffer. This is done after the consistency check
as shown in the flow diagram. However, since a substantial
amount of data may have been collected, this can easily take
several milliseconds, which may be longer than module buffers
can continue to store new events, causing them to assert busy
signals. In order to avoid this, each module is assigned two
memory buffers operated in a “ping-pong” fashion such that
new data is transferred into the currently active buffer. When
the modules have been emptied during deadtime, the other
buffer becomes active and will be filled with new data. The
data from the inactive buffer is copied in chunks interleaved
with frequent calls to the shadow readout routine. This is
illustrated with the read of the modules in-between the copy
blocks in Fig. 4.
We have implemented this readout scheme with a modified
version of the readout library nurdlib (formerly known as
vmelib) [24]. When the readout polling is performed by the
surrounding DAQ framework code, it is necessary to also
modify that. The change essentially amounts to one single
line of code—a callback routine to allow data transfers in the
background while no readout request is detected.
Hardware requirements are the same for multi-event and
shadow readout, i.e. there must be an acquisition control
module that rejects events whenever deadtime or busy is
TABLE II
CPU TIME OF NETWORK CALLS
SBC Buffer Network CPU time
MVME5500 32Mi 1.4 µs + w · 8.8 ns64ki 1.1 µs + w · 3.3 ns
RIO4 32Mi 4.5 µs + w · 9.5 ns64ki 2.3 µs + w · 3.8 ns
E3-1286v6 32Mi 0.41 µs + w · 0.091 ns
(Intel x86, 4.5 GHz) 64ki 0.37 µs + w · 0.065 ns
Table II shows the CPU time per network write call of w bytes for two
different SBCs, and a modern server CPU for reference. The values are
averages for either a large or a small buffer, the latter typically fitting in low-
level CPU cache. The former are representative for DAQ network transfers
from large event accumulation buffers.
asserted. This module, which issues the readout requests, must
be able to keep track of how many events have been acquired
and only request a deadtime-asserting readout after a sufficient
number (ns). In our setup, all these tasks are performed by
the TRLO II firmware [18] running on the GSI VULOM4b
module [17].
To allow the most flexible use of the data from a multi-
event readout system, it is necessary also to be able to record
for each trigger the detector coincidences that caused the
trigger to be selected. This trigger coincidence pattern is
recorded for each event by the TRLO II firmware. In order
to trust the system, it is also necessary to verify that each
trigger has been seen by each module once (none lost, none
spurious). This is done by comparing the event counters in
the modules regularly, i.e. during each deadtime period. This
is enough since a correctly working system would never have
mismatches, making any deviation significant. Nurdlib already
performs these checks strictly.
Note that shadow readout causes almost continuous activity
on the VME backplane during analog conversion. We have
found that this is no problem, provided that the electronic
modules and pre-amplifiers etc. are properly grounded.
VI. SINGLE CORE CAVEAT
Both the MVME and RIO4 have single-core processors,
which poses some challenges related to the kernel scheduler
of the operating system. The main issue is the conflict between
readout and network transfer. The SBC must transfer the data
to either an event builder or non-volatile storage, meaning time
not spent emptying modules, see Table II. It will, therefore,
lower the maximum rate that can be handled. However,
before that, it can also impact the livetime of the system, if
the network preparation happens in such large uninterrupted
chunks that the module buffers become full. This is shown in
Fig. 6, where L drops by a few percent in the naive case where
the network transfer is issued with too large buffers sent to the
write system call. The kernel takes too long to complete the
request, which causes the drop in L. This can be mitigated by
breaking the transfer preparation into multiple chunks, each
with a call to write directly followed by yielding the timeslot
of the network thread (by sched_yield). This allows the
readout thread to cycle through the modules for each write.
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Fig. 6. L as a function of network preparation chunk size w, for two different
average trigger rates. The system consists of a RIO4 with a VULOM4b and
six CAEN V785s, delivering 33 words per event (5 channels per ADC).
When the chunk size exceeds wmax, the livetime ratio drops due to module
buffers occasionally becoming full while the CPU is occupied with network
processing. Also, too small chunk sizes cause losses, due to CPU time lost
on performing unnecessarily many calls.
The drop in L can be described by considering the maximum
time each network preparation chunk should take:
tn,max = β
nb
fa,max
−
(
td +
to
nb
)
. (14)
The first term is the average time the module buffer can handle,
and the second term the CPU time spent on the readout. The
factor β accounts for the fact that a Poisson-distributed trigger
will sometimes issue a burst of many triggers in an unusually
short time interval than the long-term average, and thus fill
the buffer more quickly.
The maximum time can, by using the values of Table II,
also be expressed as a maximum chunk size, which can be
used to control the network processing:
wmax = 2
w˜max =
tn,max
twrite/B
. (15)
The drop in the livetime ratio as w exceeds wmax (as shown
in Fig. 6) can be fitted by
L1 = Lmax − Ldrop
(
1
2
+
1
2
erf
w˜ − w˜0
w˜σ
)
. (16)
We use the “error function” (erf) to describe the slight but
measurable drop in L around write size 2w˜0 .
Using too small chunk sizes, however, will introduce a steep
loss, due to the overhead of very many write calls. This is
seen for the 30 kHz case in Fig. 6.
The above description has been checked for many combi-
nations of trigger frequencies and event sizes, as presented in
Fig. 7. For each case, wmax has been determined from fits
of (16) as in Fig. 6 with the value 2w˜max = 2w˜0−w˜σ . The
curves thus describe estimates of the maximum write size
that can be used without affecting performance. At buffer sizes
above 64 kiB, the fit assumes that the network overhead is
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Fig. 7. The maximum chunk write size wmax for the system in Fig. 6,
determined for many combinations of event sizes and trigger rates. The event
sizes are varied by activating a different number of channels in the ADCs.
twice as large, matching the measured data. We have however
not been able to attribute this effect to a specific cause. The
best fit value of β = 0.79 corresponds to bursts happening
10 % to 1 % of times for fa in the range 10 kHz to 50 kHz.
The percentages were obtained from simulations of Poisson-
distributed triggers taking a non-extending 10 µs busy-time
into account for stretches of nb = 32 accepted triggers.
Even if the negative impact on the livetime is only a few
percent, mitigation is important since the effect is enhanced
for multi-node systems as the trigger requests which become
blocked on each node are independent. This cumulative effect
is illustrated in Fig. 10(b).
This effect would not be an issue on a multi-core SBC,
as one core would be dedicated to the readout, while another
would handle non-critical tasks such as network transfers.
VII. SYSTEM CHARACTERIZATION
In this section, we will benchmark the shadow readout
system versus a regular multi-event readout system using two
different sets of modules. Each set is part of actual experi-
ments. The first system was used for the IS633 experiment
at ISOLDE (CERN) [25] and the second one is the current
system used at the Aarhus 5 MV accelerator.
In all cases, the trigger requests are either provided by a
CAEN DT5800D detector emulator (pulser) [26], which can
provide a Poisson distributed trigger sequence with a given
rate, or by equivalent functionality directly in the trigger logic
firmware. The trigger requests are sent to the VULOM4b
running the TRLO II firmware, which handles the busy and
deadtime logic. It also provides scaler values for the total num-
ber of trigger requests and the number of accepted requests.
Throughout the article, measured data are shown with point-
like markers, and general trends of models are shown as
curves. For illustration, some models are also evaluated for
configurations that have not been tested.
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Fig. 8. Livetime ratio L as a function of accepted trigger frequency for the MVME and RIO4 SBCs reading from the VULOM4b, MADC-32, and MTDC-32
using various readout modes, with in total 17 words per event. The round data points show the measured L for shadow readout, while the stars are for
multi-event mode, both with SiCy readout. The numbers in parentheses are the number of events accepted before the SBC readout function is invoked. ∞
corresponds to the limit of zero overhead. Note that the lower performance of the MVME SBC, see Table I, only affects the maximum number of events
taken, fa,max, not the per-event deadtime at lower rates.
A. IS633 system
This is a simple configuration designed to run with very low
deadtime. It consists only of an SBC, VULOM4b, Mesytec
MADC-32 and Mesytec MTDC-32. In order to achieve high
livetime, the MADC is configured in bank toggle mode [14].
In this mode, the MADC toggles between which of its two
ADCs that digitize the signals and can thus accept a new event
while still processing the previous one. The gate was set to
1 µs and the module in 4 k mode which has a conversion time
of 1.6 µs. The module will thus only assert busy if three events
arrive within a 2.6 µs window. However, in practice, pile-up
is best avoided, and thus TRLO II emitted a 1 µs busy after
every accepted event.
The modules were configured such that the VULOM4b
produced 3 words of data per event, the MADC-32 12, and
the MTDC-32 2. The busy was a logical OR between the three
modules. The modules could store 170, 481, and 2891 events,
respectively. An additional 66 words (mainly scaler values)
were produced and read once per readout request.
1) Multi-event mode: Fig. 8 shows the livetime ratio as a
function of the trigger request frequency when using either
the MVME or RIO4. For the MVME, L has been mea-
sured for multi-event mode using SiCy readout and a buffer
depth of 170. The curve through the data points is (1) with
∆t = 23.3 µs. This corresponds to an effective tc = 1.3 µs,
the expected td = 21.5 µs, and a combined overhead per event
of 0.53 µs. The green dash-dotted curve shows the expected
behavior with zero overhead (∞ multi-events) and it would
only provide a slight improvement since the data transfer
dominates the deadtime (curve overlaps with SiCy(170) in the
figure). The RIO4 system would perform significantly better
with a SiCy readout time per event of only 8 µs. Fig. 8(b)
also shows the curves corresponding to 32- and 64-bit block
transfer in the limit of zero overhead per event. Using block
transfer, the per-event readout time would be reduced to 4.1
or 2.3 µs, respectively.
2) Shadow mode: Fig. 8 also shows the measured L for
shadow readout doing SiCy reads with a shadow buffer depth
of 8192 events. Up to fa,max, the data points follow (1) with
∆t roughly equal to the gate time. According to the models
discussed earlier ((6) together with values from Section IV),
the maximum accept frequency the MVME can sustain is
46.4 kHz while the RIO can handle 125 kHz. Note that up to
the respective fa,max, the MVME and RIO4 deliver essentially
the same livetime performance.
If the maximum bandwidth of SiCy transfers becomes the
limiting factor, one could combine block transfer with shadow
readout. The red dashed curves labeled Shadow DMA or
MBLT in Fig. 8 show such configurations. In this case, the
limiting factor is the block transfer overhead, with an expected
fa,max = 388 kHz for the RIO4 with this particular setup and
number of channels.
B. Aarhus system
The other system consists of a RIO4, VULOM4b, and
six CAEN V785 ADCs. This system is used at the Aarhus
University 5 MV accelerator. To mimic actual production
conditions, each ADC module was configured to produce 5
words per event while the VULOM4b produced 3. In total 33
words were produced per event with an additional 66 words
produced once per readout.
The CAEN V785 has a 32-entry multi-event buffer and a
total conversion time of 7.06 µs, which includes settling times
etc. Additionally, a 3 µs gate is used. Hence, the expected
deadtime per trigger is 10.06 µs. It should also be noted that
chained block transfer is not advantageous for the V785, as
it only can deliver one event per transfer for these modules.
Since we have more events than modules, we will instead
model the simultaneous scheduling of 6 block transfers. This
has an overhead of 32 µs, i.e. 1 µs per event.
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Fig. 9. Livetime ratio L as a function of accepted trigger frequency for a
RIO4 with a VULOM4b and six CAEN V785s for various readout modes.
Each event consists of 33 words. The round data points show the measured
L for shadow readout. The numbers in parentheses are the number of events
accepted before the SBC readout function is invoked. ∞ corresponds to the
limit of zero overhead. sc/32 denotes that scaler data is recorded every 32
events, providing a fair comparison with multi-event readout. The values
displayed are from fits, while the expected values are predictions based on
the values in Table I. The thick arrows indicate the improvement obtained
over the previously used multi-event mode at working conditions of 20 kHz
requested trigger rate. The deadtime ratio is halved and the accepted and thus
recorded trigger rate increased by 30%.
In practice, readout with (M)BLT of the CAEN V785 is
troublesome with some modern SBCs, since the data length
cannot be queried beforehand and instead is marked with
a VME BERR* signal. While allowed by the standard, this
interacts badly with some SBC block transfer drivers since
they do not report the number of actually transferred words,
and thus obliterates much of the benefits. In the model,
we have assumed that the SBC driver provides the needed
information.
Another issue with (M)BLT of the CAEN V785 is that
the busy release after conversion is delayed until the ongo-
ing VME transfer has completed [27]. This will inflate the
effective conversion time. This effect has also been ignored in
the model.
Fig. 9 shows the results obtained for the shadow readout
and the measured and estimated behavior of various multi-
event modes. The SiCy data transfer time per event is 17 µs,
while BLT and MBLT take 6.3 and 5 µs, respectively. This
includes the block transfer overhead of ∼ 15% compared to
the transfer time. However, even in the limit of zero overhead,
block transfer does not converge to the limit of conversion
and gate time. On the other hand, the data obtained show that
SiCy shadow readout can maintain the limit and keep up with
the data rate until ∼ 53 kHz, and to ∼ 50 kHz when scaler
readout for every 32nd event is included.
C. Network impact
The above measurements were done without network trans-
port, in order to simplify the system descriptions. The data
rates, at a few MB/s, do not use any significant CPU resources
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Fig. 10. Livetime ratio L as a function of accepted trigger frequency for the
same system as in Fig. 9, with network transport of data to a common event
builder (cross markers), and a multi-crate system with two duplicate crates
(plus markers). The measurement without network transport (circles) is also
shown. In (a), the network write calls are limited to 16 kiB. Note that before
fa,max is reached, L is in all cases essentially given by B, i.e. it is virtually
unaffected by the network transport. In (b), the network write calls have
no limit and thus cause additional deadtime due to module buffers becoming
full while the CPU is busy with network processing. The additional deadtime
occurs for independent events, accumulating the effect for multi-crate systems.
for network processing. This is seen in Fig. 10(a) for a single-
crate system with and without network transport, where the
network overhead due to sending 6.3 MB/s in 16 kiB chunks
should use 6.1% CPU time according to Table II. The lowering
of fa,max from 50.2 kHz to 46.1 kHz corresponds to 8.2 %.
D. Multi-crate system
The shadow readout mode can also be applied to multi-
crate systems. The Aarhus system described above (RIO4,
VULOM4b, and six CAEN ADCs) was duplicated in a second
crate, and is operated together with the first in a master-slave
configuration. The data from both systems are sent to an event
builder PC for merging. The master start signal is used to
generate gates for the modules in both crates for each trigger.
The master crate generates the readout triggers, and by means
of a TRIVA [28] mimic connection [18] they are distributed to
be handled simultaneously by the slave system. The readout
deadtime is the logical OR combination of the deadtime in the
two systems. The busy signals are handled similarly, i.e. busy
reported by any module in the total system inhibits further
triggers.
The upper plot in Fig. 10 shows that the trigger and shadow
readout operation is virtually unaffected by the second crate
provided that the execution time of each network write call
is limited. The lower plot shows how stalls due to too long
network processing that happen at independent events cause
losses that scale with the number of involved readout nodes.
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Fig. 11. The clean diagonal line demonstrates the ability to detect and
discard spurious triggers in a multi-crate system. Shown is the simultaneous
measurement of 3.1 ·1010 events with the same signal in both the master and
slave system. Here, the slave system has in addition to the correct common
triggers also intentionally received a low rate of spurious, i.e. wrong, master
starts. This gives rise to 4.2·107 bad events. Potentially bad events are, within
each shadow readout block of events, detected by event count mismatches
between the data from the systems.
E. Multi-crate event correlations
In any multi-event readout scheme, event mixing is a poten-
tial cause of severe data corruption, which can look deceptively
correct. By having taken multi-event to the extreme, shadow
readout is particularly exposed to this. Multi-crate systems
naturally also have more vulnerable components.
To show that the regular synchronisation and event counter
checks are effective against unintentional event-mixing due to
spurious triggers also in shadow readout multi-crate systems,
a two-crate system, each with one TDC (CAEN V775), was
set up. The TDCs are as usual given the same start signal, and
one channel in each TDC is fed the same stop signal, which
should give a 1:1 correlation graph for corresponding events,
see Fig. 11(a). The stop signal is generated from the start with
a random delay of 0 ns to 500 ns.
To inject errors, spurious triggers are injected with about
1 Hz in the slave system and its TDC. This introduces ad-
ditional events from the slave TDC, which cause following
events to be erroneously combined between the two systems,
until the next synchronization check.
Potentially bad events are separated from the presumed
good ones during analysis by the detection of event counter
mismatches between the master and slave systems. This is
seen in Fig. 11(a), where no mixed correlations are observed
among the presumed good events. The bad events still have
a pronounced diagonal, since only events in a readout block
after the spurious trigger are affected, while the detection
granularity is entire readout blocks.
VIII. CONCLUSION AND OUTLOOK
Three principle ways to operate VME-based readout sys-
tems for multi-event capable digital acquisition modules have
been described. These schemes are single-event, multi-event,
and shadow readout. The necessary considerations to describe
the performance of these schemes in terms of total system
deadtime, based on the timing of individual operations, have
been detailed. From these considerations, it is expected that
the deadtime ratio for a scheme in which data readout is
performed asynchronously to the conversion should converge
to the limit of the busy time of the front-end electronics. An
implementation of such a scheme was then presented in some
detail, and it was shown that the deadtime ratio converges—
as long as the VME bus has sufficient bandwidth for the total
data rate, using either single-cycle access or block transfer.
Finally, a benchmark of two different systems with shadow
readout was shown. In both cases, the shadow readout scheme
achieved higher livetime than the alternative readout schemes,
even when the latter used faster block transfer modes.
At the time of writing, a shadow readout system has been
running for several months at the Aarhus University 5 MV
accelerator without problems, and the methods have been
successfully used for the IS633 and IS616 experiments at
CERN ISOLDE.
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8Summary and outlook
In this thesis I have summarized and elaborated on four different experiments.
With the 23Na(α, p) experiment we found that the spectacular claims of
Almaraz-Calderon et al. were not correct. With the 12B β decay experiment
we found the updated value proposed by Hyldegaard was indeed correct. In
the 7Li(p, γ) experiment we managed to measure the full excitation spectrum
above 1 MeV. The subsequent R-matrix analysis led to a tentative 0+ state
in 8Be, which interestingly coincides with No Core Shell Model calculations.
With the 11B(p, 3α) experiment we clarified the situation with multiple
inconsistent results for the 16.1 MeV resonance. Specifically we found that
the entire α1 dataset from Becker et al. should be rescaled by a factor of
2/3 and the value for Γγ,0 measured by Friebel et al. is most likely off by
roughly a factor of two. On the technical side I have shown the power of an
analysis pipeline, allowing a large part of the analysis code to be written
once. For the data acquisition I have explained various components and
their interactions. With the latest upgrade to shadow readout I believe the
system is as good as it gets.
Except for the 23Na(α, p) experiment, which have now been measured
by three independent groups, the remaining experiments point forwards
to new experiments. With the Aarhus University Van de Graaf able to
accelerate ions of 1H, 3He and 4He over a potential between approximately
0.1 and 4 MV there is quite a few options considering beam time is not a
limiting factor. For 11B(p, 3α) data have already been acquired between 0.5
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and 3.5 MeV, but an analysis of the α1 channel is going to be challenging.
For 7Li(p, γ) data is being acquired at higher energies, but we are waiting
for an enriched 7Li target. Data have been acquired for the 15N + p reaction
and an analysis of the (p, α) channel performed. However, a search for a 4α
sequentially decaying via states in 8Be have yet to be carried out. Options
such as 10Be(p, p′) have also been discussed. With the recent upgrades of
the data acquisition system and AUSAlib having reached maturity for a
long time we are in a good place to continue.
In addition to the experiments conducted at Aarhus University, I also
had the chance to participate in an experiment at the γ-beam facility HIγS
at Duke University. The experiment sought to measure the cross section for
the 7Li(γ, α) reaction motivated by recent ab initio calculations [192, 193].
The data analysis has been finalized but the normalization is still pending.
In this context it is interesting to note that the ELI-NP γ-beam facility
is coming online in the next few years promising an order of magnitude
increase in intensity compare to HIγS. With such a facility it would be
obvious to expand the investigations of the 12C(γ, α) reaction in order to
shed more light on the 2+ Hoyle state excitation.
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