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Tsallis entropy and incomplete entropy are proven to have equivalent mathematical structure except for one nonextensive factor q 
through variable replacements on the basis of their forms. However, employing the Lagrange multiplier method, it is judged that 
neither yields the q-exponential distributions that have been observed for many physical systems. Consequently, two generalized 
entropies under complete and incomplete probability normalization conditions are proposed to meet the experimental observations. 
These two entropic forms are Lesche stable, which means that both vary continuously with probability distribution functions and 
are thus physically meaningful. 
generalized entropy, q-exponential distribution, incomplete probability normalization, Lesche stability 
 





The concept of entropy can be traced from the second law 
of thermodynamics, which determines the available energy 
in a thermodynamic system. Entropy has been widely used 
in different fields, such as the solar thermophotovoltaic sys-
tem [1], nonequilibrium system [2], and in the design of 
multistage heat engine systems [3]. In recent years, the gen-
eralization of classical Boltzmann-Gibbs entropy has be-
come a powerful tool for handling physical systems with 
long-range interaction [4,5], long-duration memory [6], 
nonequilibrium dynamics [7], and fractal phase-space 
structures [8]. Ideal assumptions, such as those of free par-
ticles and infinite systems, are not suitable for more and 
more systems with the development of modern physics. 
Among the different generalizations of statistical physics 
theory, the nonextensive method proposed by Tsallis [9] in 
1988 has become the most well known. The kernel of the 
Tsallis nonextensive statistical method is the q-generalized 



















where q is the nonextensive index, k is the Boltzmann con-
stant and pi is the probability of the ith microstate among all 
W microstates of the system. Obviously, eq. (1) reduces to 
classical Boltzmann-Gibbs entropy at the q→1 limit. It is 
worth mentioning that in the framework of the Tsallis statis-
tics, probability normalization is the same as that in the tra-
ditional framework. Hence, the distribution of the random 
variable of the system is based on complete information. 
For instance, if we consider the position of a particle con-
fined in finite space, all possible values of the position are 
known and the information of the position is complete. 
However, for some physical systems presenting many com-
plex interactions, some values of position are not known 
exactly or cannot be written analytically, and thus, we can-
not obtain all possible states of the systems. In this case, 
information of the system is incomplete. On this basis, 
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Wang [10] proposed another nonextensive statistical meth-
od referred to as “incomplete statistics” in 2001. The en-



















where pi′ is the probability of the ith microstate among the 
W′ accessible states and here W′ is no longer the total num-
ber of possible states (WT) of the system because of the in-








  . Thus, 
the nonextensive index q′ should be a nonnegative real 
number. This kind of nonextensive generalization of classi-
cal theory is suitable for the analysis of multi-fractal phase 
space. It has been proved that q′ is the ratio between the 
fractal Hausdorff dimension and Euclidean dimension [8]. 
Tsallis statistics and incomplete statistics are two important 
nonextensive methods for dealing with nonideal systems 
that have complete information and incomplete information, 
respectively. However, the mathematical structures of these 
two entropies are very similar. 
1  Mathematical comparability of Tsallis  
entropy and incomplete entropy 
If we compare the probability normalization of the entropic 
forms of eqs. (1) and (2), it is easy to find a variable relation 
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is adopted, we can obtain the mathematical relations be-













It is directly seen from eq. (5) that the Tsallis entropy and 
incomplete entropy are mathematically equivalent except 
for a factor q (or q′). From a physical point of view, the in-
formation on microstates of a system can be either complete 
or incomplete, but never both. This means that the Tsallis 
statistics and incomplete statistics cannot be used for the 
same system. Nevertheless, it has been proved that incom-
plete statistical mechanics has theoretical characteristics 
similar to those of Tsallis statistical mechanics [10]. Max-
imizing the incomplete entropy within the constraints of 
incomplete probability normalization and incomplete ener-
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where β is the Lagrange multiplier associated with the en-





U p     is the internal energy.  
The Lagrange multiplier method can also be applied to 
Tsallis entropy to yield the probability distribution function. 
In this case, the probability normalization is based on a 
complete information ensemble; i.e. 1ii p  . Meanwhile, 
there are three choices for the energy expectation constraint 
[12]. Comparing the frameworks of Tsallis statistics and 
incomplete statistics with consideration of eq. (4), we find 
that the first energy constraint ( i iiU p   ) is the most 
reasonable. Thus, maximizing eq. (1) within the constraints 
of probability normalization and the first choice of energy 
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Here we do not go further to consider the other two energy 
constraints. The reasons are as follows. The second choice 
of the energy constraint ( qi iiU p   ) conflicts with the 
probability normalization because of an obvious mathemat-
ical inequality, 1, ( 1)qi i i ip p q    . The third 
choice of the energy constraint /q qi i ji jU p p    is 
not Lesche stable [14] for small deformations of the proba-
bility distribution function. 
Employing the standard Lagrange multiplier method, the 
results of maximizing incomplete entropy and Tsallis en-
tropy may have other forms. They can be respectively writ-
ten as 
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where i ix   and α is the Lagrange multiplier associated 
with the constraint of probability normalization. Comparing 
eqs. (6) and (8) (or eqs. (7) and (9)), one finds that it is pos-
sible to set Z=1 by applying a uniform spectrum shift 
1 / [(1 ) ]i ix x q q       (or / ( 1)i ix x q q    ).  
By contrast, it has been observed in more and more 
physical systems having long-range interaction and/or 
long-duration memory that the probability distribution func-
tion deviates from the classical distribution function and can 
be written as 
  
1
11 ( 1) .   qi ip q x  (10) 
The long-range interaction systems mentioned before in-
cluding two-dimensional turbulence [15], pure electron 
plasma [16,17], self-gravitating galaxy and so on. It is pos-
sible to rewrite eq. (10) as 
  
1
11 ( 1)( ) qi ip q x a      (11) 
using the same technique of the spectrum shift [18], where a 
is a real number. Eq. (11) is obviously not equivalent to eqs. 
(8) and (9) implying that the results of maximizing Tsallis 
entropy (or incomplete entropy) have nothing to do with the 
observed phenomena of real physical systems. To investi-
gate the thermo-statistical characteristics of such abnormal 
systems, a new kind of generalized entropy is needed.  
2  Properties of generalized entropies 
Employing the VarEntropy method [19], we recently pro-
posed a generalized entropic form [18] that can be traced 
from the first and second laws of thermodynamics. The 




















where we set the Boltzmann constant k = 1 for the sake of 
convenience. The steps for deriving this new kind of entro-
py are exactly the reverse of those of the MaxEnt method. 
Thus, it is natural that this generalized entropy yields ex-
actly the observed q-exponential function. Other character-
istics, such as nonadditivity and concavity, are discussed in 
[18]. It is shown that this generalized entropy is more suit- 
able for describing systems having long-range interactions 
and/or long-duration memory.  
As mentioned above, it is possible for a physical system 
to have incomplete information because of the complexity 
of the internal interactions. In this case, the probability 








  . For this 
kind of probability normalization, we can also derive the 
generalized entropic form employing the VarEntropy 
method. We start from the observed q-exponential function 
  
1
11 (1 )( ) ,     qi ip q x a  (13) 
which is the same as eq. (11) if 2q q   is adopted. 















The variation in entropy can be written as 
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We then obtain the generalized entropy under incomplete 


































where C is the integral constant. In the case of a system for 
which the probability distribution function satisfies 
1,i ip   , the entropy should be zero, and thus C = 1. Hence, 
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Eqs. (12) and (18) show that generalized entropies under 
complete and incomplete probability normalizations differ 
from Tsallis entropy and incomplete entropy, respectively.  
On the basis of eqs. (12) and (18), we can discuss the 
Lesche stability of the generalized entropies for different 
probability normalizations. For a given statistical mechani-
cal system, the probability distribution can be obtained 
through experimental measures. Consequently, the entropy 
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can be determined since it is a function of the probability 
distribution. Two measurements campaign to establish the 
probability distribution for a given system should produce 
similar results. It thus seems reasonable that the entropy 
values of the two probability distributions would also be 
similar. For complete probability normalization, the defini-
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where 1 2 1 2
1 i ii
p p p p           is the distance be-
tween probability distributions 1{ }ip
   and 2{ }ip
  , and 
,maxqS
  is the maximum value of eq. (12) realized at equi-
probability; i.e. pi = 1/W. It has been proved that Tsallis 
entropy is Lesche stable [20]. By contrast, it is found from 
eq. (19) that  
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Employing the same technique used in [20], we can easily 
prove that the generalized entropy of eq. (12) is also Lesche 
stable.  
For incomplete probability normalization, the definition 
of Lesche stability can be written as [21]  
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where 1 2 1 2
1
( ) ( ) [( ) ] [( ) ]q qi iip p p p
               is the 
distance between incomplete probability distributions 
1{( ) }ip
   and 2{( ) }ip
  , and ,maxIS  is the maximum value 
of eq. (18). From  
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we draw the same conclusion as stated in [21] that general-
ized entropy under a condition of incomplete probability 
normalization is Lesche stable. 
3  Conclusions 
We have shown that Tsallis entropy and incomplete entropy 
have similar characteristics because the two entropic forms 
have the same mathematical structure except for one non-
extensive factor. However, neither can yield exactly the 
observed ubiquitous q-exponential distribution obtained 
employing the standard Lagrange multiplier method. Based 
on complete and incomplete probability normalization con-
ditions, two generalized entropic forms are proposed to 
meet the experimental observations [15–17]. Both are 
Lesche stable, which means that they vary continuously 
with the probability distribution functions and are thus 
physically meaningful. Using the generalized entropies, it is 
possible to discuss the thermodynamic properties of the 
experimental systems mentioned above, and we will explore 
this topic further in future work. 
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