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Vorwort
An den Anfang des Vorwortes m

ochte ich einige technische Bemerkungen stellen. Grund-





[R-S, Hud, Hirsch, B-J, Spa, tom] nachgeschlagen werden. Vieles wird f

ur alle drei Kate-
gorien DIFF, TOP und PL parallel entwickelt. Daher steht CAT stellvertretend f

ur eine
der drei Kategorien. CAT-Faserb

undel sind wie gewohnt deniert, wobei alle auftretenden
Abbildungen einschlielich der lokalen Trivialisierungen CAT-Abbildungen seien.
Standardm




























zu entnehmen. Die restlichen Kategorien werden in der Arbeit deniert.
Die Gliederung erfolgt mit dreiteiligen Nummern, die zu Unterabschnitten korrespondie-




ochstens ein Lemma, h

ochstens eine Bemerkung usw.
Daher bezeichnet beispielsweise
"
Lemma 2.6.4\ das einzige Lemma in Unterabschnitt
2.6.4.
Das Symbolverzeichnis ist nicht alphabetisch geordnet, sondern f

uhrt die Symbole in der
Reihenfolge ihres Auftretens auf.
Den Kern der Arbeit bilden sicherlich die Kapitel 4{8. Die vorhergehenden Kapitel die-
nen nicht nur der Festlegung von Bezeichnungen und Denitionen, sondern enthalten
auch einige technische Vorbereitungen f

ur die Hauptkapitel sowie elementare Ausf

uhrun-
gen, die in dieser Form nicht in der Literatur zu nden sind. Auerdem werden in weiten
i
Teilen der vorderen Kapitel, insbesondere Kapitel 2, dem Leser einige prinzipielle Sicht-
weisen nahegebracht, die einerseits das Verst

andnis der Arbeit f

ordern und andererseits
den grundlegenden Tenor der Arbeit verdeutlichen sollen.
Wer aber zun

achst nur das Wesentlichste der Arbeit erfassen m

ochte, kann durchaus die
Kapitel 1{3

uberschlagen und erst beim vierten Kapitel beginnen. Sollten dabei unbekann-
te Begrie auftauchen, k





Hinsichtlich des zweiten und auch des dritten Kapitels sei angemerkt, da die Mikro-
idb

undel schon von Haefliger implizit in seiner Dissertation [Hae-D] und explizit
in [Hae-T] eingef

uhrt worden sind. Sie werden aber erstens nicht von b

undeltheore-
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In der Topologie stellt Klassikation bestimmter Bereiche von topologischen Objekten
eine zentrale Thematik dar. Ein herausragendes Beispiel bildet die Klassikation von
Mannigfaltigkeiten, die einerseits von bedeutenden, weitreichenden Resultaten gepr

agt ist,
aber andererseits auch von einigen wenigen, aber doch fundamentalen, oenen Problemen.
Au

allig ist hierbei eine starke Dimensionsabh

angigkeit|die man inzwischen sicherlich
als mathematische Erfahrungstatsache bezeichnen kann|sowohl der Theorien als auch
der Resultate.
Stellt schon die Klassikation von Mannigfaltigkeiten eine nicht gerade leichte Aufgabe

















atterungen, aber an einen allgemeinen Ansatz zur abstrakten Klas-
sikation, geschweige denn an eine abstrakte Klassikation von Bl

atterungen selbst, war
bisher nicht zu denken.
Vergegenw

artigt man sich die prinzipiellen Schwierigkeiten des Klassizierens, ist dies
auch nicht verwunderlich, im Gegenteil: Was z.B. bei der Klassikation von Mannigfal-
tigkeiten bisher erreicht worden ist, kann nur Be- (und Ver)wunderung hervorrufen.
Jene prinizipiellen Schwierigkeiten der Klassikation geometrischer Objekte sind durch
ein grunds

atzliches Dilemma verursacht: F

ur das mathematisch kontrollierbare Arbeiten
mit diesen Objekten zwecks Klassikation sind Vergr

oberungen algebraischer oder ho-
motopietheoretischer Art erforderlich. Dadurch gehen aber meist diejenigen Unterschiede
zwischen den Objekten verloren, die bei der Klassikation miterfat werden m

uten.
Die Vielfalt der bisherigen Klassikationsmethoden etwa f

ur Mannigfaltigkeiten ist be-










gemeinsam. Es sei unbedingt darauf hingewiesen, da sich die Begrie `abstrakte Klassi-
kation' und `konkrete Klassikation' einer mathematischen Pr

azisierung entziehen und
daher im mathematisch umgangssprachlichen Sinne aufzufassen sind.
1
2 EINLEITUNG
Zur sprachlichen Eingrenzung von `abstrakte Klassikation' diene folgende verbale Um-
schreibung: Jede Klassikation einer bestimmten Klasse von topologischen Objekten ver-
langt zun

achst nach einem Ansatz, einem Zugang oder einer generellen Methode. Unter





aquivalenten Umformulierung des urspr

unglichen Problems, die
wiederum die Richtung und Methode einer nachfolgend angestrebten konkreten Klassi-
kation vorzeichnet oder zumindest andeutet.
In der Regel liegt ein abstraktes Klassikationsresultat in homotopietheoretischer Form
vor, weil die Homotopietheorie das wichtigste und nat

urlichste Bindeglied zwischen To-
pologie und Algebra darstellt.





















Konkrete Klassikation: Bestimmung aller Gruppen, die als Fundamentalgruppen
geschlossener Waldhausen-Mannigfaltigkeiten auftreten.
[2] Abstrakte Klassikation der Isomorphieklassen numerierbarer G-Prinzipalb

undel,




Konkrete Klassikation: Bestimmung der Menge aller Homotopieklassen [X;BG]




[3] Abstrakte Klassikation der Isotopieklassen dierenzierbarer Strukturen auf einer
geschlossenen, topologischen Mannigfaltigkeit M
m

















bezeichnet hierbei die klassizierende Abbildung des stabilen topologischen Tan-
gentialmikrob

undels von M und BDIFF  ! BTOP die von der Gruppeninklusion
DIFF ,! TOP induzierte Abbildung. Die abstrakte Klassikation lautet:
DIFF(M)=Isotopie =









wobei BDIFF  ! BTOP o.E. als Faserung angenommen werden kann. Konkrete
Klassikation: Bestimmung dieser Lifthomotopieklassen (z.B. mittels Obstruction-
Theorie). Dies ist ein Beispiel f

ur eine Lifthomotopieklassikation.




Konkrete Klassikation: Berechnung der Wall-Gruppen und Abbildungen in dieser
Sequenz. Oder noch besser: Beweis der Novikov-Vermutung!
Eine abstrakte Klassikation mittels Lifthomotopieklassen wie in Beispiel [3] spricht das



















 Diese abstrakte Klassikation ist vor allem universell: BTOP und BDIFF sind bis
auf Homotopie

aquivalenz eindeutige, klassizierende R






Ubergangsfunktionen in TOP bzw. DIFF klassizie-
ren, wodurch f
M
bis auf Homotopie eindeutig festgelegt ist, wobei f
M
in engstem
Zusammenhang mit M steht.
Gerade der letzte Punkt ist besonders wichtig, denn eine Lifthomotopieklassikation l

at
sich immer auf k






oomorphieklassen topologischer Mannigfaltigkeiten und BDIFF entsprechend durch
die Menge
~






ahle man dann die
kanonische Inklusion. Damit bekommt man die schlechtm

oglichste aller Lifthomotopie-
klassikationen, was sich auf zweifache Weise

auert:




otigerweise viel zu komplex.
{ Es ist nicht auszumachen, welche geometrischen Objekte, wenn

uberhaupt, die Ho-
motopiefunktoren [; B]; [;
~
B] klassizieren, und was jene mit den dierenzierbaren










denn in der Literatur versteht man darunter oft auch die abstrakte Klassikation der Kon-
kordanzklassen von Bl

atterungen auf geschlossenen Mannigfaltigkeiten (s. [Thurs]) oder
die abstrakte Klassikation der integrierbaren Homotopieklassen von Bl

atterungen auf
oenen Mannigfaltigkeiten (s. [Hae]), die sich beide als Lifthomotopieklassikationen
formulieren lassen. Dabei ist jedoch folgendes zu bedenken: Es gibt keinerlei Anhalts-
punkte, welche geometrischen Eigenschaften zwei konkordante Bl

atterungen gemeinsam
haben, was erst recht f

ur die integrierbaren Homotopieklassen gilt.
1)
von mengentheoretischen Schwierigkeiten werde hier mal abgesehen.
4 EINLEITUNG
Dagegen besitzen zwei Bl

atterungen genau dann dieselben geometrischen Eigenschaften,
wenn sie isomorph sind. Daher ist in dieser Arbeit mit der abstrakten Klassikation
von Bl

atterungen stets die abstrakte Klassikation der Isomorphieklassen von Bl

atterun-
gen gemeint, die in allgemeiner Form bisher nicht existierte. Grob gesprochen lautet das
Hauptresultat der vorliegenden Arbeit:




atterungen eine zum Beispiel [3] analoge und
unabh

angig von der Dimension und Kodimension einheitliche Lifthomotopie-
klassikation.
Bevor die mathematische Form dieser abstrakten Klassikation von PL-Bl

atterungen dar-
gelegt wird, sollte die
"
Philosophie\ der Arbeit verdeutlicht werden:
In der konventionellen Topologie deniert man f

ur eine betreende Klasse von geome-
trischen Objekten kunstvolle Invarianten meist algebraischer Art, die m

oglichst fein und
zahlreich genug sein sollen, um mit ihnen die Isomorphieklassen der Objekte klassizie-
ren zu k

onnen. Manchmal kommt man damit ans Ziel, manchmal aber auch nicht. Die
Herangehensweise dieser Arbeit ist jedoch eine ganz andere:
Anstatt von der Ursprungskategorie als
"
Eichkategorie\ auszugehen, sollte man versuchen,
von ihr unabh

angig einen der jeweils betrachteten Objektklasse angepaten, nat

urlichen
und geeigneten Rahmen (i.e. richtige Kategorien, richtige R

aume) zu ihrer Beschreibung
zu nden, der es erlaubt, mit einfachsten Mitteln (i.e. Homologie, Homotopie) eine ab-
strakte Klassikation zu gewinnen. Oder anders ausgedr

uckt: Der mathematische Eifer
wird von der Konstruktion der komplizierten Invarianten auf die Konstruktion der geeig-
neten R

aume und Kategorien verlagert.
Dieses duale Vorgehen kann man sehr sch

on am Beispiel des Satzes von Frobenius de-












geeignete Rahmen zur Beschreibung von Bl

atterungen sind. Wie Korollar 2.6.6 zeigt,

























undel jedoch einen gravierenden
Nachteil auf: Ihre Isomorphieklassen sind nicht homotopieinvariant! Daher liefert ein klas-
sizierender Raum f

ur deren Homotopieklassen auch keine abstrakte Klassikation von
Bl








undeln eine abstrakte Klassikation von PL-Bl

atterungen gewinnen kann.
Die methodischen Ideen in dieser Arbeit lassen sich folgendermaen umreien:
Das Grundschema ist durch
2)

















gegeben. Beide Schritte sind in etwa gleich essentiell. Der Anfang des ersten Schrittes
ist noch relativ konventionell:

aquivalente Beschreibung von CAT-Bl

atterungen mittels
gelifteter Gruppoid-Strukturen. Obwohl dies eigentlich trivial ist, ndet sich in der Lite-
ratur scheinbar keine solche Charakterisierung, denn man kennt nach Haefliger bisher












lauben aber keine solche Charakterisierung, so da sie deswegen auch nicht analog wie
PL-Bl

atterungen abstrakt klassiziert werden k

onnen.
Danach wird sich auf die Suche nach einem klassizierenden Raum f

ur Gruppoid-
Strukturen begeben, der diese ganz direkt (und nicht etwa deren Homotopieklassen o.

a.)
klassizieren soll. Der Grundgedanke ist hierbei folgender:
Das Ziel ist ein geeigneter Rahmen f

ur eine Art Lifthomotopieklassikation von Bl

atte-
rungen. Dieser Rahmen wird voraussichtlich die Konstruktion neuer Kategorien und eines
neuen Homotopiebegries mit sich bringen. Wie dieser beschaen sein mu, kann aber
nicht im vorhinein entschieden werden. Gelingt jedoch jene direkte Klassikation von
Gruppoid-Strukturen, besteht auch eine realistische Chance, den geeigneten Homotopie-
begri zu nden.
Die Suche nach einem klassizierenden Raum f

ur Gruppoid-Strukturen ist jedoch voll-
kommen sinnlos, da ein solcher nach Satz 5.1.1 gar nicht existieren kann. Aber prinzipiell
wissen wir ja bereits, woran das liegt: Top ist daf

ur eben nicht die richtige Kategorie.
Eine geeignete Kategorie ist aber Top

, die Kategorie der allgemeinen projektiven to-
pologischen Systeme, die allgemeiner als in der Literatur

ublich deniert werden mu.
Hierbei ist Top  Top

eine volle Unterkategorie. Auch die Morphismen dieser erweiter-
ten Kategorie sind von allgemeinerer Gestalt und am ehesten noch mit den Morphismen
der Pro-Kategorie Pro-Top vergleichbar. Es gibt aber auch Unterschiede (siehe hierzu
Bemerkung 4.3.2). Weil sich in Top

der Begri der stetigen Abbildung befriedigend




ubertragen sich wichtige Eigenschaften und
Konstruktionen in Top auf die Oberkategorie Top

, aber so manches ist in Top

auch
anders als in Top.
Da aber die Gruppoid-Strukturen als kontravarianter Funktor auf Top deniert sind,
ergibt es eigentlich keinen Sinn, von einem klassizierenden Objekt aus Top

zu sprechen.
Auch hier schat eine Begriserweiterung des `klassizierenden Objektes relativ zu einem
Funktor' Abhilfe: Seien A;B Kategorien, i : A! B ein kovarianter und F : A! Set ein
kontravarianter Funktor. F heit schwach klassizierbar relativ i, wenn ein Objekt Y 2 B






Ein klassizierendes Objekt im herk

ommlichen Sinne ist in dieser Terminologie also das-























Uberdeckungen, wobei ? eine topologische Katego-
rie ist.) (Satz 5.4.2). Das klassizierende System B

? ist schwach homotopie

aquivalent
zum klassizierenden Raum B? 2 Top der Homotopieklassen abz

ahlbarer ?-Strukturen,
wobei ? nur als topologische Kategorie vorausgesetzt wird. Auerdem ist B? schwach
homotopie

aquivalent zum klassischen Raum B
Milnor
? (s. [Mi, Hae]).
Die Konsequenz dieser Bem

uhungen ist eine direkte Liftklassikation von Bl

atterungen,
wozu wir folgende Gruppoide einf





























der Kodimension q respektieren.
Die Kartenwechsel der PL-Struktur von M
m







































Die Lifts von 
M

ubersetzen sich in Lifts der klassizierenden Abbildung
f
M



























































dient der Visualisierung dieser direkten Klassikation. Um die Isomorphieklassen zu be-
kommen, mu noch die Aktion von Aut
PL
M auf den Lifts ausdividiert werden.
Auf diese Weise ist zun










vollbracht. Im zweiten Schritt kommt die
"
Philosophie\ der Arbeit mindestens ebenso
zum Tragen wie im ersten Schritt.











urlich keine abstrakte Klassikation von Fol
q
(M) modulo Isotopie oder
dergleichen, weil die Lifthomotopieklassen zu stark vergr

obern. An dieser Stelle braucht
man eine neue Idee: Nach Konstruktion sind f

ur jeden topologischen Gruppoiden ? die
Komponenten des Systems B

? nicht Hausdorsch, so da es auch nicht erstaunt, wenn










Topologie liefern, so da die Homotopieklassen (bzgl. der gez

ahmten Topologie) der Lifts
von f
M
schlielich doch die gew

unschte abstrakte Lifthomotopieklassikation von Bl

atte-








Die Begrie `zahm' und `wild' sind in der Topologie wohlbekannt. So wird etwa eine




( also ein Knoten) zahm genannt, wenn f ambient
hom














nicht mal Hausdorsch geschweige denn triangulierbar ist. Daher wird man um eine Er-
weiterung des konventionellen Begries nicht herumkommen.
Hierzu gibt die folgende Beobachtung den entscheidenden Ausschlag:
1.) Injektivit

at ist eigentlich auch schon ein gewisser Aspekt des Zahmseins.
2.) Das Verhalten einer i.a. nicht injektiven Abbildung f : X ! Y ist zum groen Teil
vom Verh

altnis der Fasern von f gegen

uber der Topologie von X bestimmt, wozu eine
Kenntnis der Topologie von Y nicht vonn

oten ist.




altnisses\ stellt sicherlich eine
sog. triangulierbare Zerlegung dar (s. 1. Kapitel). Aus dieser Konzeption heraus sind auch
die Pseudo-PL-Abbildungen deniert.
Somit braucht nur der Denitionsbereich, aber nicht der Bildbereich einer zahmen Ab-
bildung ein Polyeder zu sein. Daraus ergibt sich eine sehr allgemeine Begrisbildung
von `zahmer Struktur' eines topologischen Raumes X: Diese bestehe einfach aus irgend-
welchen, gegebenen stetigen Abbildungen P ! X mit kompakten Polyedern P , so da
Verkettung von rechts mit PL-Abbildungen wieder einer zahme Abbildung liefert. Diese
Denition l





Wieder ist es entscheidend, die richtige zahme Struktur von B

? zu nden. Hierf

ur bil-
den sich in der Arbeit mehrere M

oglichkeiten heraus, die eine abstrakte Klassikation
erm

oglichen, von denen die sog. nd-zahme Standardstruktur favorisiert wird.
8 EINLEITUNG




? ist aber die abstrakte Klassi-
kation noch l

angst nicht erledigt. Was man auerdem noch braucht, ist ein Argument, das
von der Homotopie oder gar Homologie zweier Abbildungen auf deren Gleichheit oder zu-
mindest Isomorphie schlieen l

at. Eine sehr einfache und generelle Bedingung f

ur einen




: M ! X
seien beide injektiv, auf der geschlossenen PL-MannigfaltigkeitM deniert und homolog,
wobei X ein Polyeder mit dimX = dimM ist (s. Lemma 7.5.1).





uhrt, was wiederum einigen Aufwand erfordert, denn die Tatsache, da Top

-
Morphismen M ! B

? keine Abbildungen im

ublichen Sinne sind, bereitet einige Pro-













at der nd-zahmen Struktur, d.h. zwei Abbildungen, die
jeweils zahm auf zwei Unterpolyedern sind und auf dem Durchschnitt

ubereinstimmen,
sollen sich zu einer zahmen Abbildung vereinigen lassen. Das Problem: Nur die sog. nd-
zahmeGrundstruktur ist additiv, nicht aber die nd-zahme Struktur selbst. Dieses Problem
wird mit P
#
-Polyedern und den von ihnen induzierten variablen #zahmen Strukturen be-
hoben. P
#
-Polyeder sind i.w. kompakte Polyeder zusammen mit einer Isomorphieklasse
surjektiver PL-Abbildungen. Mit Hilfe der P
#
-Polyeder wird die fehlende Existenz von








at der nd-zahmen Grundstruktur von B

? ist auerdem folgende wich-
tige Systemeigenschaft ausschlaggebend, falls ? als etale-Gruppoid vorliegt: Die System-
morphismen von B

? sind dann n

amlich alle Serre-Faserungen mit schwach zusammen-
ziehbarer Faser.




induziert eine entsprechende variable zah-






?, ? etale-PL-Gruppoid, erm

oglicht
diese eine abstrakte Klassikation mittels gez

ahmter Dipol-Homologie, so da die gez

ahm-





nicht ganz die richtige abstrakte Klassikation zu liefern scheinen. Da dies aber dennoch
so ist, kann daher bis jetzt nur vermutet werden.
Eine auf jeden Fall richtige, abstrakte Klassikation der PL-Isomorphieklassen von
PL-Bl

atterungen einer festen Kodimension q  m ist also durch die Lift-Dipol-
Homologieklassen gegeben. Die Denition der Dipol-Homologie ist erst in Top

sinnvoll,





Ein anderes wesentliches Element ist die Z






ahmten Objekten aus Top

zu arbeiten.













), das man gewissermaen auch als eine Pseudo-Triangulierung von X

bzgl.
jener variablen #zahmen Struktur ansehen kann. F


















ahmung ist im gewissen Sinne funktoriell, d.h. ein etale-PL-Gruppoidhomomor-
phismus ' :
~







































, ? := ?
m























induziert (wobei [M ] die Fundamentalklasse von M bezeich-
ne), so erhalten wir f












































realisiert. Der Beweis dieses Satzes bzw. von Satz 7.7.2 liefert zudem eine allgemeine,





































Zu dieser Frage liefert Satz 8.1.4 f

ur die unteren Dimensionen eine optimale Antwort:
F






Dimension m  1 denselben PL-schwachen Homotopietyp wie B?.
Eine

Ubertragung von Satz 8.2.3 auf topologische Bl

atterungen mit Hilfe der in der Ar-




onnte wohl aber im
Kontext des Pfadargumentes aus Anmerkung 8.3.2 in Zukunft realisiert werden.
Die Arbeit gliedert sich in acht Kapitel. Jedes Kapitel ist mit einer eigenen Einleitung
versehen, um die jeweiligen prinzipiellen Themen aufzubereiten.






atterungen als spezielle bogen-
zusammenh

angende (bgzsh-) Zerlegungen, f

uhrt die triangulierbaren Zerlegungen und
Bl

atterungen ein, und weist nach der Denition der Pseudo-PL-Abbildungen auf die

aqui-
valente Interpretation von Bl

atterungen als Garbenschnitte hin.




undel sind das Thema des zweiten Kapitels.
Die ersten beiden Abschnitte befassen sich mit dem heuristischen Zusammenhang zwi-


















Im dritten Kapitel werden Gruppoide und etale-Gruppoide, Gruppoid-Kozykel und
Gruppoid-Strukturen deniert, und der Satz






undeln und bestimmten Gruppoid-Strukturen erw

ahnt.
Im vierten Kapitel werden allgemeine induktive und projektive Systeme eingef

uhrt und ih-
re wichtigsten elementaren Eigenschaften studiert. Eine besondere Stellung nehmen hier-
bei die sch

onen induktiven und projektiven Systeme ein, die






ur die Kategorie Top







aquivalenz\ deniert. Eine Spielart von projektiven Top-Systemen
wird durch den Begri der relativen Injektivit

at geschaen, die aus mehreren Gr

unden
in die Arbeit aufgenommen wurde: Zum einen tr

agt sie zur Transparenz des Beweises
vom Klassikationssatz 7.5.2 bei, der dann mit einigen

Anderungen als Beweis von Satz





gang von den zahmen Strukturen zu den variablen zahmen Strukturen. Drittens scheint
man f

ur die abstrakte Klassikation von simplizialen etale-Gruppoid-Stukturen (und da-
mit evtl. f

ur die abstrakte Klassikation von triangulierbaren Bl

atterungen) mit dem
ri-Klassikationssatz und damit ohne P
#
-Polyeder auszukommen.
Das 5. Kapitel enth

alt neben der Einf

uhrung von klassizierenden Objekten relativ zu
Funktoren das Eindeutigkeitsprinzip, die Konstruktion von B

? und die direkte Charak-
terisierung von Bl










ur etale-Gruppoide) sowie die schwache
Homotopie










ur topologische Gruppoide ?) bewiesen.
Die geometrische 
-Homologie, die wir zur Klassikation nicht ben

otigen, sowie die wich-
tige klassikationsrelevante Dipol-Homologie werden im 6. Kapitel deniert. Vorher wird
geschildert, wie man ohne Verwendung von Grothendieck-Gruppen oder freien abelschen
Gruppen durch Ausdividieren geeigneter

Aquivalenzrelationen von Monoiden zu abelschen
Gruppen gelangt, um so der direkten geometrischen Vorstellung noch mehr entgegen zu
kommen.





-Polyeder sowie die Z

ahmungskonstruktion, die im Laufe des Kapitels













tragen, um die abstrakte Klassikation von PL-Bl

atterungen und gelifteten etale-PL-




ur werden vorher zahme
Gruppoid-Strukturen und die zahmen Standardgrundstrukturen auf B

? deniert. Satz









? (bzgl. der nd-zahmen Stan-












Es gibt verschiedene, zueinander











angende Zerlegungen gelten, die im zweiten
Abschnitt deniert werden. Vorher f

uhren wir im ersten Abschnitt ganz allgemein Zerle-
gungen ein und studieren ihre wichtigsten elementaren Eigenschaften. Die Denition der
Bl


















aume stets Hausdorsch sind. Als eine der Vorbereitungen f

ur das siebte Kapitel
schliet sich daran die Denition der Pseudo-PL-Abbildungen an.















angig von jeglicher Topolo-
gie. Eine Zerlegung F einer Menge M ist, wie das Wort schon andeutet, eine Menge von
paarweise disjunkten Teilmengen von M , die M

uberdecken. Das bedeutet anders gesagt,
da genau eine

Aquivalenzrelation aufM existiert, deren

Aquivalenzklassen die Zerlegung
F von M bilden.
In diesem Sinne gibt es eine bijektive Korrespondenz zwischen den Zerlegungen
von M und den

Aquivalenzrelationen auf M .
Daher werden wir eine gegebene Zerlegung F manchmal auch als

Aquivalenzrelation auf-
fassen, wenn dies f

ur die Argumentation g

unstiger ist. Die Notation F ist zwar unge-
br

auchlich, soll aber daran erinnern, da Bl







aume sind in der Literatur Zerlegungen etwas spezieller deniert, siehe dazu
Bemerkung 1.2.3.
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atter heien, die meist mit L (von Englisch leaf) bezeichnet werden.
Ferner schreiben wir L 2 F . Wir setzen nicht voraus, da M 6= ; sein soll. Dann kann
F n

amlich nur die leere

Aquivalenzrelation sein. Wem das nicht zusagt, kann sich aber
immer auf nichtleere Mengen zur




























(F) = f f
 1
(L) j L 2 F Blatt g







ankung von F aufM . Wegen derKontravarianz des Pullbacks
hat man also einen kontravarianten Funktor Set! Set.
Ist F eine Zerlegung von M , F
0
eine Zerlegung von N und f : M ! N eine Abbildung,
so heie f bl





f : (M;F)  ! (N;F
0
)
genau dann, wenn f bl

attertreu ist.




attertreu und gleichzeitig bijektiv, so braucht
f noch lange nicht ein Blatt aus F bijektiv auf ein Blatt aus F
0
abzubilden. Man siehe
jedoch Folgerung 1.3.1. Daher f

uhren wir den Transport von Zerlegungen ein:
Mittels Bijektionen k





eine Bijektion und F eine Zerlegung auf M . Dann induziert f die Zerlegung
f

(F) := f f(L) jL 2 F Blatt g






(F) = F .
1.1.2 DEFINITION. F










wenn jedes Blatt von F
0
in einem geeigneten Blatt von F
1
enthalten ist. Es folgt, da
jedes Blatt von F
1


















Aquivalenzrelation feiner ist als F
1
. Dies ist wiederum
































1.1.3 Wir wenden uns jetzt der Frage zu, wie man auf einer

Uberdeckung gegebene
Einzelzerlegungen so zu einer Gesamtzerlegung zusammensetzen kann, da diese in einem


























auf M trivial fortgesetzt wird:
xR
i







ist daher die feinste aller Fortsetzungen von r
i





Aquivalenzrelation R die kleinste







uber hinaus kann R konkret angegeben werden: Es gilt xR y genau dann,
wenn Indizes i
0
; : : : ; i
n










ur alle k = 1; : : : ; n existie-






























ist nun einfach diejenige Zerlegung F von M , die
der

Aquivalenzrelation R entspricht. Die Gestalt von R impliziert, da jedes Blatt von F
















schreiben. Aufgrund der Korrespondenz zwischen

Aquivalenzrelationen und Zerlegungen
















existiert genau eine (bzgl. ) kleinste Zerlegung F von M , die sog.
Summenzerlegung der F
i





































































































Die im vorigen Abschnitt vorgestellten Zerlegungen sind noch viel zu allgemein, um mit
ihnen konkret zu arbeiten. Etwas interessanter sind dagegen bogenzusammenh

angende
Zerlegungen, die in diesem Abschnitt deniert werden. F

ur diese beantworten wir vor


























angende Zerlegung, kurz bgzsh-Zerlegung, eines topologischen Raumes X ist eine
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atterprojektion aus 1.1.1 und der Ordnungsre-






ubernommen werden, wobei der Bl

atterraum mit





ur separiertes X ist der Bl

atterraum X=F meistens nicht sepa-
riert. Eine viel schw





1.2.2 DEFINITION. Eine bgzsh-Zerlegung F von X 2 TOP heie lokal sepa-
riert, wenn zu jedem x 2 X und jeder Umgebung U von x eine oene Umgebung V von
x existiert, so da V  U und V=(Fj
V
) ein Hausdor-Raum ist.




ur eine stetige Abbildung
f : X ! Y und eine bgzsh-Zerlegung F von Y sei
f

(F) = f Bogenkomponenten von f
 1
(L) j L 2 F Blatt g:
KONVENTION. Von jetzt an vereinbaren wir, da, wenn nichts anderes ausdr

ucklich
gesagt wird, der Pullback unter stetigen Abbildungen stets in diesem Sinne zu verstehen








Wir bemerken noch, da die bgzsh-Zerlegungen topologischer R

aume einen kontravari-
anten Funktor Top ! Set induzieren. Aus der Kontravarianz folgt beispielsweise f

ur

























oomorphismen f deniert. Bezeichnet Aut(X) die Gruppe der Hom

oomorphismen
von X, so operiert also Aut(X) und jede Untergruppe G  Aut(X) via Transport auf den
bgzsh-Zerlegungen vonX. Die Orbits dieser G-Operation nennen wir auch dieG-Klassen
der bgzsh-Zerlegungen von X.
Wie man sich mit der Denition des bgzsh-Pullbacks klarmachen kann, folgt unmittelbar
das
KOROLLAR. Sind F und F
0
zwei bgzsh-Zerlegungen von Y 2 Top mit F  F
0
, und








1.2.3 BEMERKUNG. Bei topologischen R

aumen weicht die Literaturdenition






noch abgeschlossen und i.a. nicht zusammenh

angend (siehe z.B. [Top] oder [Kura]). Au-
erdem gibt es noch die sog. oberhalbstetigen Zerlegungen von topologischen R

aum-
en. Bei diesen sind nicht nur die Bl

atter abgeschlossen, sondern auch die Bl

atterprojektion
ist eine abgeschlossene Abbildung (s. [Kura], [Top]). Dies ist

aquivalent dazu, da f

ur jede
oene Teilmenge U  X die Vereinigung aller in U enthaltenen Bl

atter oen ist. Wenn





atterraumes X=F (s. [Top]). F

ur die speziellere Klasse der monotonen, oberhalb-
stetigen Zerlegungen
2)
hatte Bing (vgl. [Top]) im Rahmen der geometrischen Topologie
eine Theorie entwickelt, deren Bedeutung von vielen Mathematikern zu Unrecht skep-
tisch beurteilt wurde (vgl. hierzu die Bemerkung von Kreck auf Seite 133 in [DMV]).
Denn diese Theorie konnte Freedman essentiell f

ur seinen Beweis des 5-dimensionalen
s-Kobordismussatzes verwenden, aus dem die Klassikation der einfach zusammenh

angen-
den, topologischen 4-Mannigfaltigkeiten folgte (s. [Freed1], [Freed2]).
BEISPIELE




























der Kodimension q, denn die Bl











atterung der Kodimension q, d.h. alle Bl

atterungen der Kodimension q auf
Mannigfaltigkeiten sind lokal nach F
n;q




[2] Jeder topologische Raum X deniert die triviale bgzsh-Zerlegung, bei der je-
des Blatt genau einer Bogenkomponente von X entspricht, d.h. die triviale bgzsh-
Zerlegung ist die gr

ote aller bgzsh-Zerlegungen von X.
[3] Im Gegensatz dazu gibt es auch eine kleinste aller bgzsh-Zerlegungen auf X, die
Punktezerlegung, bei der jedes Blatt aus genau einem Punkt von X besteht.
Selbstverst

andlich haben Folgerung 1.1.3 und Korollar 1.1.3 ein direktes Analogon f

ur













Bei diesen sind die Bl

atter kompakt und zusammenh

angend.




















ist die Summenzerlegung der F
i
aus













































































anken, weil diese am problemlosesten sind. Wir beginnen mit einem grundlegenden
Lemma, welches nicht nur das erste Problem l


































 F wegen der
Minimalit

at der Summenzerlegung nach Folgerung 1.2.3. Sei nun L ein Blatt von F . L ist
bogenweise zusammenh

angend, so da zu je zwei Punkten x; y 2 L ein Weg v : [a; b]! L









) von [a; b] gibt es eine Unterteilung a = t
0
< : : : < t
n













allt L \ U
i
l




]) in solch einer











auf, sind daher x und y


















Uberdeckung von X und F eine bgzsh-













































(ii) Zu jedem x 2 X existiert eine Umgebung U
x


























Uberdeckung von X ist.























1.2.5 Diese Folgerung impliziert sofort eine andere:













































































Uberdeckung von X sei, kompatibel heien, wenn
f























Zur Formulierung des n








































;  2 I
V

;  2 
setzt. Sind zus











ur alle i; 


















uber hinaus eine Verfeinerung von (U
i
) ist. Etwas





































. Wir bezeichnen (F

) als die
induzierte Verfeinerung von (F
i
).



























Dann sind sowohl die induzierte Verfeinerung (F







Beweis: Die Behauptung folgt sofort aus der letzten Folgerung und der Kontravarianz
des Einschr

ankens (s. in 1.2.2) von bgzsh-Zerlegungen.
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ur alle j 2 I und damit
erst recht f






















ur die Umkehrung dieser Ungleichung mu etwas mehr getan werden. Zuerst w

ahlen wir





























































8 j 2 J:
Wie schon fr

uher greift jetzt wieder das Argument der Kontravarianz des Einschr

ankens,











































































8 j 2 J:
Nach Korollar 1.2.3 ist das Verkleben von Zerlegungen mit der Monotonie vertr

aglich,






















ergibt. Da i beliebig gew






























eine oene Verfeinerung von (U
i



















































Nun haben wir die n

otigen Hilfsmittel beisammen, um das zweite Problem zu l

osen:













































Beweis: Weil jedes F
i
lokal separiert ist, gibt es nach Denition 1.2.2 zu jedem
x 2 X ein i =: r(x) 2 I mit x 2 U
i























r : X ! I. Wegen der Voraussetzung an X gibt es ei-






















) sei die zugeh

orige nach Lemma 1.2.5 kom-































, so da nur die Umkehrung dieser Ungleichung
f





ussen wir uns ein wenig den Beweis von Folgerung 1.1.3
ins Ged












































D.h. zu jedem x 2 L
i
und jeder Umgebung U  L
i
von x existiert eine oene, bogenweise zusam-
menh

angende Menge V mit x 2 V  U .
4)
Auswahlaxiom!










6= ;; l = 0; : : : ; k   1. Dabei k

























 X ist lokal bogen-
weise zusammenh

angend und besitzt eine abz
























































, die mit L
0
durch









atzlich solch ein L
1







2 mit zwei festen Anfangsgliedern. Die Menge jener L
1
war aber bereits abz

ahlbar, so






ange 2 gibt. Dies kann induktiv
fortgef













Sei n 2 IN beliebig, aber fest und K eine Bogenkomponente von L \ V
n
(d.h. K ist







). Jedes Blatt aus F
n
, welches K schneidet, ist bereits ganz in















alt, gilt dies erst recht f

ur K.












, welches wir mit B bezeichnen, ist abz

ahlbar.
Behauptung: B ist einpunktig:
Wir nehmen das Gegenteil an und k

onnen daher einen nichtkonstanten Weg w : [0; 1]!
B w





und damit B separiert. w ist nicht konstant
und daher Bildw nichteinpunktig. Somit w






angender Hausdor-Raum, was aber nach [Hock, Korollar 2{
81] unm

oglich ist, also Widerspruch.
Da B nur aus einem Punkt besteht, bedeutet, da K in einem Blatt von F
n
enthalten
























bewiesen ist. Mit Hilfe dieser Identit

at wird nun der Beweis durch untenstehende Glei-
chungskette abgeschlossen, f

ur die auerdem noch Folgerung 1.2.6, Lemma 1.2.4, die Kon-
travarianz des Einschr









































































































































































atterungen gibt es den Begri der Regularit





Notiz: Ist f : X ! Y stetig und F eine bgzsh-Zerlegung auf Y , dann faktorisiert f zu
X=f

F ! Y=F . Wir ben

otigen diese Notiz f

ur folgende
DEFINITION. Sei F eine bgzsh-Zerlegung von X 2 Top und A  X. Dann heie A
F -regul

ar, falls die Faktorisierung A=Fj
A
 ! X=F injektiv ist.
Anschaulicher ist A genau dann F -regul






jedes Blatt L 2 F . Aber mit obiger Denition ist der Beweis des folgenden Lemmas
unmittelbarer einzusehen.









ar und B F-regul





(2) Falls A F-regul










Wie bereits in Beispiel 1.2.3 angedeutet, ist eine Bl

atterung auf einer MannigfaltigkeitM
m





modelliert ist, hier die genaue Denition:
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DEFINITION. Sei CAT = TOP;DIFF;PL. Eine bgzsh-Zerlegung F einer unberande-
ten CAT-MannigfaltigkeitM
m





rung der Kodimension q von M , wenn F und F
m;q
im lokalen Sinne CAT-isomorph sind,
d.h. zu jedem Punkt x 2 M existiert eine Umgebung U  M von x, ein Punkt y 2 IR
m
,
eine Umgebung V  IR
m




















attertreu ist. (Mit anderen









Wir nennen ' daher auch eine Bl

atterkarte von F . Falls V = IR
m









Es sei daran erinnert, da jede Umgebung von y 2 IR
m
eine andere Umgebung von y
enth












karten von (M;F) o.E. kartesisch gew

ahlt werden.
KONVENTION. Wenn von einem bl

attertreuen CAT-Isomorphismus ' : U ! V mit





auf U , F
V












atterungstheorie bietet der Artikel [Laws].
BEMERKUNG. F







































und jedes 0  q  m bezeich-
ne Fol
q
(M) die Menge aller CAT-Bl

atterungen von M der Kodimension q. Zur Betonung










atterungen gleicher Kodimension auf ei-












Beweis: Wir haben zu zeigen, da jedes Blatt L 2 F
1





















haben die gleiche Dimension wie L und sind daher nach
dem Satz









atterungen gleicher Kodimension auf der CAT-



















1.3.2 Der Begri der Regularit

at aus Denition 1.2.8 ist am ehesten mit Bl

atterungen
in Verbindung zu bringen.
DEFINITION. Eine CAT-Bl

atterung F auf einer CAT-Mannigfaltigkeit M heit re-
gul













atterung ist eine i.a. nicht
separierte CAT-Mannigfaltigkeit.
Beweis: Auer der Regularit








ur den folgenden Unterabschnitt ben

otigen wir das
LEMMA. Die oenen Mengen U  IR
n

















achste Lemma dient als technisches Hilfsmittel f

ur die Konstruktion der
bijektiven Korrespondenz zwischen Bl







DEFINITION. Sei p 2 M ein Punkt einer CAT-Mannigfaltigkeit M . Eine CAT-
Bl

atterung auf einer Umgebung von p heie eine lokale CAT-Bl

atterung um p. Zwei
solche lokalen CAT-Bl

atterungen um p werden keim

aquivalent genannt, wenn ihre je-
weiligen Einschr






Aquivalenzklasse einer lokalen CAT-Bl

atterung F um p heie auch der Keim von F
in p.







; : : : ; U
k
 M Umgebungen von








ur alle i, so da
Keim von F
i








































ullt ist. Im zweiten Schritt verkleinern wir U zu
~














) eine kartesische Bl

atterkarte. Wegen Lemma 1.3.2 existiert
eine Umgebung V  '
1









































Um (3) zu bekommen, gehen wir induktiv nach l = 1; : : : ; k vor. Nach Induktionsvoraus-
setzung gelte (1),(2) f

ur alle i; j bzw. i und (3) nur f

ur i = 1; : : : ; l. Den Induktionsanfang
f

ur l = 1 haben wir bereits.
l 1! l: Mit genau der analogen Argumentation wie vorhin erhalten wir eine Umgebung
~
















































ur alle i = 1; : : : ; l   1, so da




ur eine CAT-MannigfaltigkeitM bezeichne Aut
CAT
(M) die Gruppe der CAT-
Isomorphismen von M und Iso
CAT
(M) die Untergruppe der CAT-Isotopien von M . Ist
die CAT-Kategorie von M bekannt, schreiben wir k

urzer Aut(M) und Iso(M).
Der Transport von Bl

atterungen durch Automorphismen ' 2 Aut(M) ist nat

urlich genau-
so wie in 1.1.1 bzw. 1.2.2 erkl

art und damit auch die G-Klassen von CAT-Bl

atterungen
auf M (von fester Kodimension q) f





bezeichnen. Ist G = Aut(M), sprechen wir stattdessen auch von den Isomorphieklassen
der CAT-Bl


















Unter dem Klassikationsproblem der Bl

atterungen verstehen wir das Problem der
Klassikation der Isotopie- oder auch Isomorphieklassen der CAT-Bl

atterungen von M ,
f









atterungen, also solche Bl

atte-
rungen, die von Faserb

undeln herkommen.
DEFINITION. SeienM und F CAT-Mannigfaltigkeiten mit q := dimM dimF  0.
Eine CAT-Bl






von M mit Faser F , falls M=F eine CAT-Mannigfaltigkeit der Dimension q und die
Bl

atterprojektion M ! M=F ein CAT-Faserb

undel mit Faser F ist. Die Denition soll



















atterungen sind analog den G-Klassen von Bl

atterungen deniert
und werden als Bufol
F









1.4 Triangulierbare Zerlegungen und Bl

atterungen
Die triangulierbaren Zerlegungen bilden die nat
























1.4.1 Die Begrie `simplizialer Komplex' und `simpliziale Abbildung' gebrauchen wir
wie in [Spa]. Simpliziale Komplexe und simpliziale Abbildungen bilden eine Kategorie
SIM.
Jede endlicheMengeX induziert kanonisch den simplizialenKomplex PX, die Menge aller
Teilmengen von X. Die einfachsten simplizialen Komplexe sind daher die n-dimensionalen
Standardmodelle 
n
, deniert als 
n
= Pf0; : : : ; ng.
Gem

a ihrer Denition sind simpliziale Komplexe einerseits zwar kombinatorische Ob-
jekte, k

onnen aber andererseits via eines kovarianten Funktors
j  j : SIM  ! Top
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auch als topologische Objekte realisiert werden. Fat man beispielsweise eine endliche
Menge X wie oben als simplizialen Komplex auf, so ist die geometrische Realisierung
jXj durch jXj = f  : X ! [0; 1] j
P
x2X







. Folglich ist jXj konvex und kann suggestiver mit allen
















= 1 g identiziert
werden, wobei X = fx
0
; : : : ; x
n




























ahnen noch, da im Vergleich zu [Spa] die geometrische Realisation eines simpli-








mit der Quotiententopologie deniert werden kann. Mit den Seitenrelationen sind hierbei
diejenigen Identizierungen gemeint, die durch alle Inklusionen j j  jj,    Seite, ge-
geben sind. jKj ist ein CW-Komplex und daher insbesondere ein normaler Hausdorraum.
BEZEICHNUNG. K und L seien simpliziale Komplexe. Eine Abbildung
f : jKj ! jLj soll simplizial genannt werden, wenn es eine simpliziale Abbildung
g : K ! L mit f = jgj gibt (g ist dann auch eindeutig).
F

ur jeden topologischen Raum X sei
Triang(X) := f t : jKj

! X j t Top-Hom

oomorphismus und K 2 SIM g
die Menge
5)
aller Triangulierungen von X. Dabei kann Triang(X) durchaus leer sein (z.B.
wenn X nicht separiert ist). Ist aber Triang(X) 6= ;, heit X triangulierbar. Spanier
nennt X stattdessen ein Polyeder, aber wir werden Polyeder etwas anders denieren. Falls
t : jKj

! X eine Triangulierung von X ist, schreibt man einfach jKj = X.
Mit Triangulierungen eng verwandt ist der Begri der Unterteilung: Seien K; K
0
2 SIM




! jKj ein topologischer Hom

oomorphismus. Dann heit u eine Untertei-
lung von K, kurz K
0
< K, wenn die Bedingungen







achlich auch eine Menge!






BEISPIEL. Die wichtigste Unterteilung eines simplizialen Komplexes K ist die bary-
zentrische Subdivision-Unterteilung sdK<K, auch erste Ableitung genannt und K
0
<K






















2 Triang(X) zwei Triangulierungen eines topologischen Raumes X, existiert
folglich genau ein Hom

oomorphismus ' mit t
0
= t  '. Man schreibt t
0
< t, falls ' eine
Unterteilung ist und nennt dann t
0
eine Unterteilung von t.







:() 9 t mit t < t
0




at dieser Relation folgt

ubrigens aus [Spa, Zier 2, S. 121].
Unter einem Polyeder verstehen wir nun einen topologischen Raum X zusammen mit
einer nichtleeren

Aquivalenzklasse T  Triang(X), die wir die Polyederstruktur von
(X; T ) nennen. Wie

ublich bezeichnet man (X; T ) meist nur mit einem Symbol, etwa mit
X. Die Triangulierungen t 2 T eines Polyeders (X; T ) seien die Karten von X  (X; T ).
In Verbindung mit der Schreibweise jKj = X f

ur eine Karte t : jKj ! X nennen wir
einfacher K eine Karte von X.
Eine Teilmenge A  X eines Polyeders X heie ein Unterpolyeder, wenn es eine Karte
jKj = X von X und einen simplizialen Unterkomplex L  K mit jLj = A gibt. Die
dadurch induzierten Triangulierungen von A bilden dann die Polyederstruktur von A.
Eine endliche Vereinigung von Unterpolyedern stellt wieder ein Unterpolyeder dar, wobei
jede Karte von X eine Unterteilung besitzt, die jeweils Karten der Unterpolyeder enth

alt.
Polyeder sind etwas allgemeiner als PL-R

aume, denn ein herk

ommlicher PL-Raum im
Sinne von [Hud] ist dasselbe wie ein lokal kompaktes Polyeder mit abz

ahlbarer Basis
der Topologie. Kompakte Polyeder sind daher mit kompakten PL-R

aumen identisch. Ein
Unterpolyeder eines kompakten Polyeders ist selbst wieder ein kompaktes Polyeder, so
da PL-Unterr

aume und Unterpolyeder zwei verschiedene Begrie sind.
Eine stetige Abbildung f : X ! Y zwischen Polyedern X; Y werde triangulierbar
genannt, wenn Karten jKj = X von X und jLj = Y von Y existieren, so da f : jKj ! jLj
simplizial ist. Sind X; Y beide kompakt, so ist eine triangulierbare Abbildung f : X !
Y dasselbe wie eine PL-Abbildung. Ist lediglich X kompakt, so existieren zu beliebig










Warnung: Die Verkettung zweier triangulierbarer Abbildungen braucht keineswegs tri-
angulierbar zu sein! (Es sei denn, die betreenden Polyeder sind alle kompakt.)
F

ur Polyeder gibt es das folgende Analogon zu Lemma 1.2.4:
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uberdeckende Familie von Un-
terpolyedern P
i
 P von P mit der Eigenschaft, da zu jedem Kompaktum K  P eine
endliche Teilfamilie von (P
i
) existiert, die K

uberdeckt. Dann gilt f

ur jede bgzsh-Zerlegung












mentieren i.w. analog: Seien x; y 2 L Punkte eines Blattes L 2 F . Wegen simplizialer
Approximation lassen sich x und y durch einen triangulierbarenWeg w : [0; 1]! L verbin-







uberdeckt. Wie oben bemerkt wurde, gibt es eine Karte K von P , die Karten von
L und aller P
j
; j 2 J induziert. O.E. l

at sich K und eine PL-Karte 0 = t
0
< : : : < t
n
= 1
von [0; 1] so w

ahlen, da w simplizial ist. Daher gibt es Indizes j
0
; : : : ; j
n
2 J (Wiederho-
























1.4.2 Fassen wir zwei endliche Mengen ; % als simpliziale Komplexe auf, so induziert







auf jj, bei der jedes Blatt konvex ist, und je zwei Bl

atter parallel zueinander liegen. Jede
bgzsh-Zerlegung F auf jj von dieser Form nennen wir eine simpliziale Zerlegung des
Simplex jj. Wir sagen einfach, F ist simplizial auf jj.
Sei jKj = X eine Karte des Polyeders X und F eine bgzsh-Zerlegung von X. Dann
heie F eine simpliziale Zerlegung von X bzgl. K, wenn f








simplizial auf jj ist, und jedes Blatt von F
ein Unterpolyeder von X darstellt.
DEFINITION. Eine bgzsh-Zerlegung F eines Polyeders X heit triangulierbar,
wenn es eine Karte K von X gibt, so da F eine simpliziale Zerlegung von X bzgl.
K ist. K wird dann eine Karte von F genannt.
Es schliet sich die Denition einer triangulierbaren Bl

atterung an: Sei F eine PL-
Bl

atterung (der Kodimension q) auf der PL-Mannigfaltigkeit M
m
. Dann heie F eine
triangulierbare Bl

atterung von M (der Kodimension q), wenn F auerdem eine triangu-
lierbare Zerlegung von M ist.
Mittelpunkt dieses Abschnitts ist der
QUOTIENTENSATZ. X sei ein Polyeder und F eine triangulierbare Zerlegung von
X. Dann existiert auf dem Bl

atterraum X=F eine Polyederstruktur, so da die Bl

atter-
projektion X ! X=F eine triangulierbare Abbildung darstellt. Als Polyeder ist X=F ins-
besondere auch ein Hausdor-Raum.
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Beweis: Nach Voraussetzung gibt es eine Karte K von F . F






. Wie gewohnt bezeichnen wir die Bl

atterprojektion X ! X=F mit
.
Das Beweisprinzip: Wir denieren den simplizialen Unterkomplex Para K  K der Pa-




ur jedes Simplex  2 Para
0
 K der er-




injektiv ist. Ferner ist jPara Kj ,!
jKj





 K induziert dann eine




at sich dann derart zu einer Unterteilung
K
00
< K fortsetzen, da F simplizial bzgl. K
00
ist.
Umsetzung: Ein Simplex  2 K von K heie ein Parametersimplex von F , falls F

die
Punktezerlegung von jj ist. Die Menge aller Parametersimplizes von F bildet somit einen
simplizialen Unterkomplex Para K  K von K.





:() (x) = (x
0
)
angemessen beschreiben zu k

onnen, denieren wir folgenden GruppoidenG: Die Einheiten
von G sind die Parametersimplizes selbst. Zur Denition der Morphismen von G ben

otigen
wir eine Vorbetrachtung. F








mit einer Mengenabbildung p :  !  , wobei p o.B.d.A. surjektiv
sei. Jedes Parametersimplex %   von F mit dim% = dim  , welches wir ein bzgl. 
maximales Parametersimplex nennen wollen, liefert eine Bijektion pj
%
: % !  , so da
via p f






















j als auch j%
1
j in jeweils genau einem Punkt.



















2 K Simplex f





















ur alle i = 0; : : : ; n  1.
Lt. Vorbetrachtung wird f








induziert, so da wegen der




deniert ist und somit den simplizialen








j liefert. Die Gruppoidelemente von G seien nun alle










die Quelle von g und %
0
n




simplizialen Permutationen von %. Hervorzuheben ist noch die Seitenvertr

aglichkeit von


























aus G, was man am einfachsten so
sieht: Sind %; %
0
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dann sind ; 
0
  :=  [ 
0
bzgl.  maximale Parametersimplizes.





ussen wir noch weitere Eigenschaften von Parametersimplizes erw

ahnen,













lassen, wobei  2 K ein Simplex von K sei:
(1) Seien L 2 F

ein Blatt und %   ein bzgl.  maximales Parametersimplex. Dann
gilt die

Aquivalenz: L \ hi 6= ; () L \ h%i 6= ; (= Punkt).
(2) Seien    eine Seite und %
0
  ein bzgl.  maximales Parametersimplex. Dann
















































































j 6= ; folgt L
0
\ j%j 6= ;, so da wegen
Eigenschaft (1) (Einpunktigkeit!) j%j\ h%
0
i 6= ; und damit % = %
0
gelten mu. Daher ist %
auch ein bzgl. 
0
maximales Parametersimplex. Ebensolches gilt bzgl. 
1
, was den Beweis
der Folgerung beendet.
Weil jedes Blatt von F

ein Parametersimplex von F trit, wird jPara Kj von  sur-





mit x 2 h%
x
i und y 2 h%
y
i.





existiert, so da g(x) = y.
Beweis: Die R

uckrichtung ergibt sich aus der Konstruktion von G. Setzen wir also (x) =





. Daher gibt es eine endliche Simplexfolge

0
; : : : ; 
n


















6= ;, i = 0; : : : ; n  1, und x 2 L
0
; y 2 L
n
















achst eine Seite von 
0





ein bzgl.  maximales Parametersimplex darstellt, das gem

a (2) in einem bzgl. 
0
maximalen Parametersimplex %  
0




j als auch lt. (1) h%i
in genau einem Punkt trit, gilt j%
x
j \ h%i 6= ; und damit %
x

















a obiger, beweisinterner Folgerung 1 k



















































gesuchte Folge, die das g 2 G mit g(x) = y induziert.
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oner beschreiben, was aus der Seitenvertr

aglichkeit von G folgt: x  y () Es
existieren Parametersimplizes %; %
0
von F und ein Gruppoidelement g 2 G mit Quelle %
und Ziel %
0
, so da x 2 j%j; y 2 j%
0
j und g(x) = y gilt.
Sei % eine endliche Menge, aufgefat als simplizialer Komplex. Dann operiert Aut% via
der geometrischen Relisation eektiv auf j%j (Simplexpermutationen).
Behauptung 2: Jeder Aut%-Orbit trit j j in h

ochstens einem Punkt, wobei  2 %
0
< %





andige Induktion nach dim%. F

ur dim% = 0 ist alles klar. Der
Induktionsschritt: % besitze die Ecken %
0











von j%j und j _%j := j%j n h%i den Rand von j%j. Dann ist
j%j = bj _%j
der Kegel





), so da  2 %
0
von der
Form  = b
0




. Seien nun x; y 2 j j und g 2 Aut% mit
jgj(x) = y. Ist x = b, so ist auch y = b, also x = y. O.E. werde daher x; y 6= b angenommen.
Dann wird j j n b kanonisch mit j
0
j  (0; 1] identiziert, so da x; y die eindeutigen


















2 (0; 1]. Aus












gilt, was die gew

unschte Gleichheit von x und y impliziert.




















. Dann gibt es genau
ein Parametersimplex %, so da h%
0
i ganz in h%i enthalten ist. Falls x
0
in h%i liegt, mu




in h%i liegen und umgekehrt. Mit








beide im Rand von
j%
0











 K bezeichnen wir die zweite kanonische Ableitung von Para K. Da die geo-
metrischen Realisationen simplizialer Isomorphismen Schwerpunkte respektieren, indu-













. Daher kann man genauso gut auch die Simplizes aus
Para
0
 K oder aus Para
00
 K als Einheiten von G w

ahlen. Die entsprechenden Gruppoide





















 K genau ein Parametersimplex
% mit h%
0










 K bezeichnen wir die Eckenmenge von Para
00







Aquivalenzrelation betrachten: Allgemein sei S ein simplizialer Komplex
mit Eckenmenge S
0
, auf der eine











= ~ = p();  2 S Simplex
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einen simplizialen Komplex S=, so da p : S ! S= simplizial ist. Insbesondere bekom-























































zu einem Simplex in Para
00
 K=
zusammen, wobei auch x und y in jPara
00
 K= j miteinander identiziert werden, d.h.




 K=j. Befassen wir uns mit der









zwei Simplizes aus Para
00
 K, die von p jeweils isomorph
auf dasselbe Simplex in Para
00
 K= abgebildet werden, wodurch ein simplizialer Isomor-



































bezeichne diejenige Ecke von %
00






















im Inneren von ~%
0
liegen (vgl. das entsprechende Argument
im Beweis von Folgerung 2), so da ~%
00
0
auch der Schwerpunkt von ~%
0
ist. Nach Folgerung











































Sind x; y 2 jPara
00













 K mit x 2 h%
00
x
i und y 2 h%
00
x













mit jj(x) = y nach Behauptung 3 ein Gruppoidelement von G
00
ist, und





 Kj=. Da die Verkettungen dieser beiden Faktorisierungen
jeweils die Identit










eine Triangulierung von X=F , die eine Polyederstruktur auf X=F induziert.
Als n

achstes suchen wir uns eine geeignete Fortsetzung der Unterteilung Para
00
 K <
Para K zu einer Unterteilung K
00
< K von K. F

ur ein beliebiges Simplex  2 K w

ahlen
wir eine Surjektion f :  ! %, die F

induziert. Nach [R-S, 2.8(6)] ist dann
C

:= f jj \ jf j
 1




ein Zellenkomplex, der jj unterteilt und auf jedem Parametersimplex aus  die zweite
baryzentrische Unterteilung liefert. Man rechnet f


































at) zu einem sim-
plizialen Komplex K
00
< K, ohne neue Ecken einzuf










ur jedes Simplex  2 K eine Unterteilung

00
































lokal konisch\. Die Fasern einer
PL-Abbildung f : X ! Y besitzen bez

uglich der Polyederstruktur von X eine sehr
regul

are Gestalt. Dazu eine Bezeichnung: X; Y seien topologische R

aume und f : X ! Y






die von f induzierte bgzsh-Zerlegung auf X.
F

ur eine eigentliche PL-Abbildung f : X  ! Y ist F
f
eine triangulierbare Zerlegung







! Y mit F

f
= Punktezerlegung, so da

f
also eine nichtdegenerierte PL-Abbildung ist. Auf diese Weise zerlegt sich jede eigentliche
PL-Abbildung kanonisch in eine Verkettung zweier PL-Abbildungen.
Nun f

allt uns auf, da zur Charakterisierung von  die PL-Struktur von Y gar nicht
erforderlich ist, denn F
f
braucht nur eine triangulierbare Zerlegung von X zu sein, was
f

ur jede stetige Abbildung f deniert werden kann.
Etwas problematischer dagegen verh

alt es sich mit der Faktorabbildung





die Punktezerlegung ergibt. Aber das mag in manchen F

allen eine







f geben, die einem das liefern sollen, was man gerne haben
m

ochte. Wir haben uns f

ur folgende entschieden:
1.5.1 BEZEICHNUNG. Eine stetige Abbildung f : X ! Y zwischen topologi-
schen R

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eine Umgebung U von x existiert, auf der f injektiv ist, residual in X, also oen und
dicht, ist. f heit stabil residual lokal injektiv, wenn f






: A! Y residual lokal injektiv ist.
DEFINITION. X sei ein Polyeder, Y ein topologischer Raum und f : X ! Y eine
stetige Abbildung. Dann heie f eine Pseudo-PL-Abbildung, wenn zweierlei gilt:
(1) Die von f induzierte Zerlegung F
f
ist eine triangulierbare Zerlegung von X,




! Y durch die Bl

atterprojektion  : X !
X=F
f
ist stabil residual lokal injektiv.
KOROLLAR. X; Y seien kompakte Polyeder, Z ein topologischer Raum, g : X ! Y
eine PL-Abbildung und f : Y ! Z eine Pseudo-PL-Abbildung. Dann ist auch f g : X !
Z eine Pseudo-PL-Abbildung.
4































residual lokal injektiv, dann auch f .












Sei x 2 X. Gilt x 2 X  X
0
oder x 2 X  X
1
, so gibt es nahe x ein x
0
, so da f nahe x
0

















, so da der erste Fall wiederum eintritt und die Dichtheit insgesamt
bewiesen ist.
4
FOLGERUNG. Sei f : P ! X eine auf einem kompakten Polyeder P denierte
Abbildung, f











Dieser Abschnitt ist mehr beil








atterungen auf einer CAT-MannigfaltigkeitM als stetige Schnitte von geeigneten
Mengengarben

uberM aufgefat werden k

onnen, was manchmal ganz angenehm sein kann
(wie z.B. im n

achsten Kapitel).
Weil dadurch bestimmte geometrische Objekte (z.B. Bl

atterungen) mit stetigen Abbil-
dungen identiziert werden k

onnen, stellt dies durchaus einen erw

ahnenswerten, heuri-
stischen Fortschritt in Hinblick auf abstrakte Klassikation dar. Nimmt man die von der
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nd-zahmen Grundstruktur erzeugte zahme Struktur (und nicht wie in Anmerkung 8.3.4
die von ihr induzierte v-#zahme Struktur), erh

alt man einerseits sogar eine injektive ho-





(vgl. Satz 8.2.2). Aber andererseits sind damit
zwei gravierende Nachteile noch nicht aus der Welt geschat:
(1) Es fehlt eine Charakterisierung derjenigen gelifteten Homologieklassen (

uber der
Fundamentalklasse von M), die von Bl

atterungen induziert sind, d.h. es fehlt eine












atte man nur eine
"
individuelle\, abstrakte
Klassikation und keine solche mit Hilfe universeller klassizierender Objekte und
klassizierender Abbildungen (s. Kapitel 8).
1.6.1 Unter einer Garbe werde in dieser Arbeit stets eine stetige Abbildung
 : S ! X
verstanden, die surjektiv und ein lokaler Hom

oomorphismus ist, d.h. zu jedem s 2 S








 nennt man auch eine Garbe

uber X. S heit der Totalraum und X die Basis von
. Da die Konstruktion oder Denition einer Garbe  : S ! X in der Praxis auf die
Konstruktion oder Denition des Totalraumes S = S(X) hinausl

auft, aus der sich die
Projektion  automatisch ergibt, werden wir das Symbol f

ur den Totalraum meistens
auch als Bezeichnung f

ur die gesamte Garbe w

ahlen.
Ein Schnitt von  sei per Denition eine stetige Abbildung s : X ! S mit   s = id.
Die Menge aller Schnitte von  schreiben wir als ?() oder manchmal auch als ?(S).
BEMERKUNG. Die eben denierten Garben sind genauer Mengengarben. Andere
Garben treten in dieser Arbeit nicht auf. Der gravierende Nachteil gegen

uber Garben
algebraischer Art ist die Nichtexistenz von exakten Garbensequenzen, so da man die
Schnitte einer Garbe S, also bei algebraischen Garben die nullte Kohomologie von X mit
Koezienten in S, nicht wie

ublich auf diese Weise berechnen kann.
Bekanntlich kann man Garben stets aus Pr

agarben konstruieren. Bei B

undelgarben ist
allerdings diese Konstruktion unangemessen, und daher werden wir auch alle anderen
Garben in dieser Arbeit stets direkt denieren oder konstruieren.
1.6.2 DEFINITION.  : S ! X sei eine Garbe. Eine Gruppe G operiere von
links sowohl auf S als auch auf X, wobei beide Gruppenoperationen stetig seien, falls
G eine topologische Gruppe ist. Dann heie  eine G-







ur alle s 2 S und g 2 G.
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Wir sagen manchmal auch, G operiert auf . WennG  Aut(X), soll dabei stillschweigend
stets vorausgesetzt werden, da G als Untergruppe von Aut(X) kanonisch auf X operiert.
Allgemein induziert die Linksoperation von G auf einer G-

aquivarianten Garbe  wie folgt






ur alle g 2 G; s 2 ?(); x 2 X. In diesem Sinne ist dann die Menge
?()/G




aquivariante Garbe  deniert.
1.6.3 Es gibt viele Standardbeispiele f

ur Garben, etwa die Garbe der stetigen, die-
renzierbaren, holomorphen oder meromorphen Funktionen auf entsprechenden Mannig-
faltigkeiten. F

ur die Denition von solchen Beispielen sei auf die einschl

agige Literatur
verwiesen. Wir dagegen wollen uns mit speziellen Klassen von Garben besch

aftigen, die
zur Beschreibung bestimmter topologischer Probleme geeignet sind. Dies trit in ganz






undelgarben zu, die im
n













ur TOP, DIFF, PL. M und N seien zwei CAT-
Mannigfaltigkeiten gleicher Dimension. In der

ublichen Weise kann man f

ur jeden
Punkt x 2M auf der Menge
f f : U ,! N jU oene Umgebung von x; f oene CAT-Einbettung,
f orientierungserhaltend, falls M und N orientierbarg
die








aquivalent sein sollen, wenn sie eingeschr

ankt auf eine geeignete Umgebung













aig versehen mit der etale-Topologie, so da eine Basis der Topologie von
S(M;N) folgendermaen gegeben ist: Sei f : U ,! N wie oben eine CAT-Einbettung
mit U  M oen. f deniert f














uberlegt sich, da alle diese Teilmengen die Basis einer
Topologie auf S(M;N) bilden. Die konstante Abbildung S
x
(M;N)! fxg deniert
schlielich die Garbe  : S(M;N)! M . Aber  ist sogar eine

aquivariante Garbe,
denn die CAT-Automorphismen Aut
CAT
(M) operieren von links durch Invertierung
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und Verkettung von rechts auf den Keimen wie folgt: Sind ' 2 Aut
CAT
(M) und
f : U ,! N wie oben, dann sei









agt sich auf die Keime und liefert so die

aquivariante Garbe
 : S(M;N) ! M

uber M . Wir nennen S(M;N) einfach die Garbe der lokalen
Hom

oomorphismen von M nach N .




(M). Wie vorhin sei M
m
eine CAT-Mannigfaltigkeit und 0  q  m. Analog denieren wir f

ur jedes x 2 M
auf der Menge
fF jU oene Umgebung von x;F CAT-Bl

atterung auf U; codimF = q g
zwei Elemente als keim

aquivalent, wenn sie eingeschr

ankt auf eine geeignete oene




sei die Menge aller dieser Keime in x, und



















(M) ! M eine Garbe

uber M darstellt, die wir
k

urzer als die Garbe der lokalen CAT-Bl










aquivariante Garbe, weil lokale Bl

atte-
rungen von Automorphismen durch Operation von links wie in 1.1.1 transportiert
werden k






SATZ. M;N seien zwei CAT-Mannigfaltigkeiten gleicher Dimension m und 0  q 
m. Dann gelten die folgenden Eigenschaften:
(1) FallsM zusammenh






(2) Falls M und N zusammenh





(3) Es gibt eine nat

urliche, bijektive Korrespondenz zwischen den Schnitten von




(4) Es gibt eine nat






atterungen von M der Kodimension q.
(5) F

ur jede Untergruppe G  Aut
CAT








38 KAPITEL 1. ZERLEGUNGEN UND BL

ATTERUNGEN




angend ist. Dazu ben

oti-
gen wir folgendes allgemeine Argument, den Scheibensatz
7)
: Ist M eine zusam-
menh
























lung der ersten Koordinate bezeichne. Nach diesem Satz gibt es h

ochstens zwei ambien-
te Isotopieklassen von Scheibeneinbettungen, wodurch Orientierbarkeit rein geometrisch
deniert werden kann: M ist orientierbar, wenn es zwei solche Klassen gibt und nicht-
orientierbar, wenn es nur eine gibt. Im dierenzierbaren Fall ist diese Denition zu der

ublichen (s. [Hirsch]) und im topologischen Fall zu der homologischen Orientierbarkeit

aquivalent. Eine Orientierung von M ist eine Wahl der beiden Isotopieklassen.















durch einen Weg in F
q
(M)















auf, die o.B.d.A. kartesische Bl

atterkarten seien. Daher
































), i = 0; 1, die in derselben Orientierungsklasse liegen,

























































) = ; gelte. Entfernt man das Innere dieses
Balles, erh

alt man eine berandete CAT-Mannigfaltigkeit
^























M liegen. Oder man f

uhrt den (sowieso trivialen) Beweis f

ur dimM = 1 gesondert.























) zu einer ambienten Isotopie h von
































= id eine zusammenh

angende Umge-




















ur CAT = DIFF;PL ist er bekanntlich richtig (s. [Hirsch, R-S]), und im topologischen Fall sollte er
nach den Resultaten von Freedman und insbesondere der bewiesenen, 4-dimensionalen Ringvermutung
ebenfalls eine Selbstverst

andlichkeit sein; aber eine explizite Literaturangabe steht noch aus.
8)
Diese sind im dierenzierbaren Fall keine DIFF-B

alle, was auch nicht erforderlich ist.
1.6. BL






























ur den Bogenzusammenhang von S(M;N) folgt i.w. der gleichen Beweisidee































































































angendem Denitionsbereich, der eine





















ist, folgt insgesamt das Gew

unschte.
Zum Beweis von (3): Jede stetige Abbildung f : M ! N , die lokal hom

oomorph und ori-
entierungserhaltend ist, induziert durch x 7! Keim von f in x einen Schnitt s
f
: M !
S(M;N). Interessanter ist die R

uckrichtung. Sei s : M ! S(M;N) ein Schnitt. Da s
stetig ist, existiert zu jedem x 2 M eine oene Umgebung U
x





,! N , so da
Keim von s
y















ur alle y 2 U
x
. Somit ist f : M ! N mit f(x) := s
x
(x) stetig und lokal ein CAT-
Hom

oomorphismus. Oensichtlich sind diese beiden Zuordnungen zueinander invers.
Der Beweis von (4) wird etwas anders gef

uhrt: Ist s : M ! F
q
(M) ein Schnitt, so liefert





















ur alle y 2 U
x



























. Dies bedeutet aber nach der Bedingung (ii) in Folgerung 1.2.5 nichts




kompatibel ist. Daher sind alle Voraussetzungen f

ur
das Lemma 1.2.7 erf




















ur alle x 2M gen







atterung aufM der Kodimension
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Um (5) einzusehen, mu man sich nur klarmachen, da die Korrespondenz aus (4) die
Gruppenoperationen von Aut
CAT





KOROLLAR. Mit den gleichen Voraussetzungen sei zus

atzlich M geschlossen, N zu-
sammenh

angend und nicht kompakt, wobei @N 6= ; zugelassen wird. Dann besitzt die
Garbe S(M;N) keinen Schnitt.
Beweis: G

abe es einen Schnitt, dann nach obigem Satz auch ein stetiges f : M ! N ,
das lokal topologisch ist. Da N separiert und M kompakt, ist f(M)  N abgeschlossen.
Aber f ist auch eine oene Abbildung, und daher m

ute f(M) = N gelten, da f(M)  N
oen, im Widerspruch zur Nichtkompaktheit von N .
4
FOLGERUNG. M und N seien zwei zusammenh

angende, geschlossene CAT-






N () Es existiert ein Schnitt von S(M;N):
Beweis: Die Hinrichtung ist klar. Es existiere ein Schnitt von S(M;N). Dieser induziert
einen stetige, lokal topologische Abbildung f : M ! N . Mit dem Zusammenhangsargu-
ment von vorhin folgt die Surjektivit








are f nicht einbl










(M) isomorph zu einer echten
Untergruppe von 
1





Aussage (4) des Satzes gibt zu einer Verallgemeinerung von Bl

atterungen Anla, den sog.
parametrisierten Bl

atterungen: Wie gewohnt seiM
m
eine CAT-Mannigfaltigkeit und
0  q  m. Ferner sei f : X ! M eine stetige Abbildung. Eine parametrisierte CAT-
Bl

atterungen von M der Kodimension q mit Basisabbildung f sei per Denition eine
stetige Abbildung

















at sich ein stetiger Garbenschnitt

uber einer abgeschlossenen Teil-










die n-dimensionale Vollkugel, und sind  : S ! X




, f : B
n
! X stetig und








f zu einem stetigen Lift

F : U ! S von f j
U
fortsetzen, wobei
U eine in B
n









Beweis: Wir folgen einfach dem Beweis von Satz 13.1 auf Seite 61 in [Kultze] und









onnen wir o.E. X = B
n




Ferner setzen wir  :=



































eine Mannigfaltigkeit und daher parakompakt, so da








existiert. Auerdem haben wir
Y \ @B
n
= A. Von da an kann man den Beweis in [Kultze] wortw

ortlich abschreiben,





Es ist gar nicht evident, wie B

undelgarben allgemein deniert werden sollten. Das ist
f

ur unsere Zwecke auch nicht erforderlich, da wir nur eine konkrete Konstruktion ben

oti-







alt. Entscheidend ist f
















=M und F zwei zusammenh

angen-
de CAT-Mannigfaltigkeiten, so da q := dimM   dimF  0 und F geschlossen ist.
Als erstes m

ussen wir den Begri der Tubenumgebung kl

aren: Sei L  M eine lokal
ache CAT-Untermannigfaltigkeit von M . Eine (abgeschlossene) CAT-Tubenumgebung





Nullschnitt i : L ,! E sei, so da t  i = id
L
und t(E) eine Umgebung von L ist. t




uber L ist. Die analoge Denition von
oenen Tubenumgebungen ist evident. Das Wort `Tubenumgebung' bezeichne stets eine
abgeschlossene Tubenumgebung.












) eine oene Umgebung von
L, die durch f h
 1






attert ist. Eine solche Bl

atterung nennen wir eine
triviale CAT-Tubenbl






aquivalent zu der Existenz einer trivialen CAT-Tubenumgebung
von L.
Mit M und F wie oben sei





L besitzt triviale CAT-Tubenumgebung g:
1.7.2 LEMMA. Falls L(F ;M) 6= ;, existiert zu jedem x 2 M ein L 2 L(F ;M)
mit x 2 L.
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Beweis: Da L(F ;M) 6= ; existiert ein L 2 L(F ;M). W

ahle irgendein y 2 L. Wegen
der Homogenit

at von M existiert eine CAT-Isotopie ' : M ! M mit '(y) = x. Daher
gilt x 2 L
0
:= '(L) 2 L(F ;M), da durch ' auch jede triviale CAT-Tubenbl

atterung von




Falls k < m, ist L(S
k
;M) stets nichtleer und das vorige Lemma anwendbar.















angehen. Dazu halten wir zun










atterung von V der Kodi-
mension q sei, die eingeschr

ankt auf eine evtl. kleinere Umgebung eine triviale CAT-
Tubenbl

atterung von L ist.









aren wir als keim

aquivalent, wenn eine Umgebung























Jede Teilmenge L  B
L
,  2 
L























! L eine Bijektion. An dieser Stelle schieben
wir ein zu Lemma 1.3.3 analoges Lemma ein:
1.7.4 LEMMA. Seien U
1
; : : : ; U
k









ur alle i, so da
Keim von F
i





















ur alle i; j.













Beweis: Im Prinzip k

onnen wir den analogen Beweis zu Lemma 1.3.3 f

uhren, wenn
wir nicht nach F
m;q
, sondern nach fF  frg j r 2 IR
q
g modellieren. Auerdem mu man




(L) aufgrund der Kompaktheit von F eine
triviale Tubenumgebung V enth

































zusammen, die nach Lemma 1.7.2 surjektiv ist.
Als n





ur L 2 L(F ;M), V eine




atterung von L auf V der
Form f h
 1
(L  u) j u 2 U  IR
q






! LU ein CAT-Isomorphismus sei, so da L dem Blatt L 0 entspricht. Daraus
folgt aber sofort, da V zusammen mit F
V





(L  u) ist f
























bijektiv ist. Ein solches
~













undelgarbenumgebungen bilden zwar noch keine Basis einer Topologie, aber
man erh









W )  V oen. Mit
dieser Konstruktion der Topologie von B
F






Wir erhalten aber noch eine Zusatzstruktur, weil Aut
CAT
(M) auf L(F ;M) und den tri-
vialen Tubenbl

atterungen via Transport wie in 1.1.1 operiert. Daher operiert Aut
CAT
(M)
auf der Garbe 
F









(M) als topologischer Unterraum
von B
F
(M) sind gerade die Lifts von L.
(b) F

ur je zwei L; L
0
























Beweis: Jeder Lift von L ist bogenzusammenh

angend und daher in einer Bogenkom-
ponente von B
L
enthalten. Zu jedem Lift
~
























angend ist, kann sie
keine disjunkte Vereinigung nichtleerer oener Mengen sein und somit nur aus einem Lift
von L bestehen.
















































































asentanten kann man stets so verkleinern,












































urde die Annahme des Gegenteils aufgrund der Mengenkonstruktion
von B
F
(M) die Existenz eines



























SATZ. Es werden die

ublichen Bezeichnungen und Voraussetzungen dieses Abschnittes





(M)!M ist eine Garbe






(2) Die Schnitte ?(
F








ur jede Untergruppe G  Aut
CAT






Beweis: (1) ist bereits gezeigt.
Zu (2): Wegen der lokalen Trivialisierungsbedingung eines Faserb






atterung aufM mit Faser F einen Schnitt von 
F
induziert. Die Umkehrung
ist allerdings nicht ganz so evident. Sei s : M ! B
F





beliebig, aber fest. Dann existiert genau ein L
0


























: Aufgrund des Bogenzusammenhangs von L
0
reicht
es zu zeigen, da f

ur jeden Weg w : [0; 1] ! L
0
mit w(0) = x
0
der transportierte Weg








ur benutzen wir das letzte Lemma wie folgt: Zu jedem
L 2 L(F ;M) n fL
0








































Daher existiert eine Unterteilung 0 = t
0
< : : : < t
i
< : : : < t
k
= 1 von [0; 1], so da f

ur













mit einem geeigneten L 2 L(F ;M)nfL
0











= ;, gibt es kein L 6= L
0







































Die Bogenkomponenten von B
L
0
sind nach dem ersten Teil des letzten Lemmas aber
gerade die Lifts von L
0








. Induktiv nach i
verf















































































. Auf diese Weise existiert zu jedem x 2 M ein L
x





auf einer Tubenumgebung V
x
. Wir wollen nat

urlich wieder
Lemma 1.2.7 anwenden, wozu wir uns von der Kompatibilit














orige Lift von L
x











irgendein Blatt durch y 2 V
x
















































valent sind. Dies impliziert die Kompatibilit

at. Daher induziert s eine CAT-Bl

atterung




















attigte Umgebung besitzt, ist M=F tats

achlich auch ein
Hausdor-Raum und damit eine (

ubliche) CAT-Mannigfaltigkeit der Dimension q, so da
M !M=F ein CAT-Faserb

undel mit Faser F darstellt.











BEMERKUNG. Die Bogenkomponenten von B
F
(M) lassen sich anscheinend durch
Isotopieklassen von L(F ;M) charakterisieren. Hierzu geben wir das folgende Lemma ohne
Beweis an:





(M) operiert, bilden die Bogenkomponenten von B
S
k













Im vorigen Kapitel haben wir Bl

atterungen mit Garbenschnitten identiziert. Ein heu-










undels (das nur von M abh













a die Existenz eines solchen geeigneten B

undelbegries


















undel gibt es eigentlich
"

uberall\, denn z.B. jede Riemannsche Man-
nigfaltigkeit (M
m
; g) induziert ein kanonisches, gebl

attertes, bis auf Isomorphie eindeuti-
ges Mikroidb

undel: Bezeichnet TM das Tangentialb

undel von M mit der B

undelprojek-
tion  : TM ! M , und identizieren wir M mit seinem Nullschnitt M
i
,! TM , dann
gibt es eine oene Umgebung O  M von M , die den Denitionsbereich der Exponenti-












undel mit Faser IR
m
. Eine andere Wahl von O

andert nicht die Isomorphieklasse von (j
O
; i;F). Besonders sch

on wird es bei einer Lie-
gruppe G mit ihrer Liealgebra g, weil die Exponentialabbildung auf ganz g deniert ist.
Es w












achlicher Sicht scheinen die zwei Zug

ange zur Beschreibung von Bl

atterun-
gen nicht sehr viel miteinander zu tun zu haben, denn in Abschnitt 2.6 wird sich ihre





undel, gleich welcher Art, versucht man immer, klassizierende R

aume und klassi-
zierende Abbildungen zu konstruieren. Wegen der Homotopy Covering Property reicht es
normalerweise aus, dies in der Homotopiekategorie zu tun. Aber gerade jene Eigenschaft
ist in fundamentaler Weise verletzt:
47









undel sind i.a. nicht isomorph!


















klassizierender Abbildung f) durch die Lifts von f gegeben sind, dann liefern deren
Homotopieklassen noch nicht mal die Isomorphieklassen der Bl

atterungen, so da eine
abstrakte Klassikation von Bl

atterungen in dieser Weise nicht m

oglich ist.
Wie bereits in der Einleitung erw

ahnt wurde, sind wir auf Mikroidb

undel gar nicht ange-





undel betrachten und sie als eine M

oglichkeit auassen, die fehlen-
de Homotopy Covering Property auf andere Weise sozusagen wieder wettzumachen und





oglichkeit, in gewissen Grenzen die Homotopieinvarianz der Klassika-
tion doch noch zu erhalten, liefert z.B. die Arbeit [Bra], in der die ?-Strukturen und damit




undel durch lineare Homotopieklassen von
Abbildungen klassiziert sind. Das genaue Theorem lautet:
Theorem B. For any topological groupoid G and a locally compact space X,
there is a one-to-one natural correspondence between linear-homotopy classes
of maps from X to BG and G-structures on X.
Hierzu ein Kommentar vom Autor Bracho: \In principle, Theorem B should enable
us to work with Haeiger structures in terms more precise than \up to homotopy"(e.g.
foliations up to isotopy). Unfortunately, we still do not know the invariants of linear
homotopy necessary to undertake such projects."
Daher wird in der vorliegenden Arbeit, wie in der Einleitung erl

autert, ein anderer Weg




atterungen zu nden, wenn auch ihre
Berechnungsm

oglichkeiten bis dato noch nicht erforscht sind.
Im Geiste des siebten Kapitels

uber zahme Strukturen kann man obiges Theorem von
Bracho auch noch anders interpretieren: Lineare Homotopie ist sicherlich eine Art
gez



























eine ganz elementare, heuristische Analyse des Dierenzierbarkeitsbegries, die zu einer
allgemeinen Denition von Dierenzierbarkeit f

uhrt. Unmittelbar damit verkn

upft ist ei-
ne allgemeine Begrisbildung von `Tangentialraum' und `Tangentialabbildung'. In diesem
Sinne ist auch folgende Aussage zu verstehen:
Jede stetige Abbildung zwischen topologischen R

aumen ist zwar i.a. nicht dif-
ferenzierbar, besitzt aber stets eine Tangentialabbildung.
1)
in welchem Sinne auch immer, siehe hierzu die ersten beiden Abschnitte im 5. Kapitel.





urliche und heuristisch einsichtige Weise f

ur jeden topologischen Raum










uber X mit Faser X und kanonischer
B







undel sind sehr eng mit den aus der Literatur schon lange bekannten Mi-
krob

undeln verwandt. Wie in [Thurs] implizit angedeutet, besteht der denitorische
Hauptunterschied darin, da bei Mikroidb

undeln nicht nur Nullschnitte, sondern auch
ganz allgemeine Schnitte zugelassen sind. Aufgrund der Translationsstruktur des IR
n
sind
aber Schnitte von Mikroidb









undel mit Faser IR
n
sind dasselbe wie n-Mikrob

undel.
Von einem allgemeinen Tangentialbegri abgesehen w

are daher im klassischen Fall der
Mannigfaltigkeiten rein gar nichts gewonnen. Dies

andert sich aber v








uhrt. Denn bei diesen kommt es i.w. darauf an, wie sich die




atterungen schneiden, so da die o.g. lokale

Aquivalenz
verloren geht. Genau dies ist auch der Grund f








alt man aber auch die
bijektive Korrespondenz zwischen Bl










Dieser und der n






undel gedacht. Entsprechend sind manche Erkl

arungen und Be-
merkungen nicht exakt formuliert oder veriziert.
Mit dem Begri der Dierenzierbarkeit wird jeder Mathematiker relativ fr

uh konfrontiert
und vertraut gemacht. So wundert es keinen, da der Dierenzierbarkeitsbegri vollkom-
men abgekl








abe. Aber wir werden gleich sehen, da es diesbez

uglich sehr wohl
allgemeine Gesichtspunkte gibt, die erw

ahnt werden sollten.
Unsere kleine heuristische Analyse des klassischen Dierenzierbarkeitsbegries beginnt
zun

achst mit der Beobachtung, da dieser kein atomarer, sondern ein zusammengesetzter
Begri ist. Sprachlich ausgedr

uckt besteht die Gleichung
Dierenzierbarkeit = gute lokale Approximierbarkeit durch lineare Abbildun-
gen.

















Aus dieser Sicht verbirgt sich hinter der Dierenzierbarkeit die Zielvorstellung, eine ge-
gebene Abbildung m

oglichst gut durch eine
"
sehr einfache\ Abbildung zumindest lokal
zu approximieren, dann die Eigenschaften dieser approximierenden Abbildung quasi stell-
vertretend zu studieren, um daraus wiederum auf Eigenschaften der urspr

unglichen Ab-




linear\ realisiert. Da f

ur lineare





alle Begrie und Methoden aus der linearen Algebra zum Studium der dierenzierbaren





oglich, Dierentialformen, Vektorfelder, Kr

ummung, Die-
rentialoperatoren, Lie-Ableitungen etc. zu denieren. So gesehen, kann man sich unter
Dierenzierbarkeit in der Tat nichts besseres als approximierende Linearit

at vorstellen.
Orientiert man sich aber unabh

angig von dieser ausgezeichneten Bedeutung der Linearit

at
an der o.g. Zweiteiligkeit des klassischen Dierenzierbarkeitsbegries, wird schnell klar,
wie dieser auf nat

urliche Weise verallgemeinert werden kann: Indem Abbildungen aus
einer vorgegebenen Abbildungsklasse A als lokale Approximationen zugelassen werden,
was man als Dierenzierbarkeit bzgl. A bezeichnen k

onnte. Als exakte Denition
ergibt sich daher sofort:
2.1.1 DEFINITION. Seien X und Y metrische R

aume, f : X ! Y eine Men-
genabbildung, x
0
2 X, und A
x
0
eine Menge von Keimen von Mengenabbildungen, die auf
Umgebungen von x
0



























wobei d jeweils die Metrik bezeichne. A heie eine A
x
0
-Approximation von f in x
0
.
Dieses A ist i.a. nicht eindeutig bestimmt, so da es im urspr

unglichen Sinne nicht m

oglich
ist, von einer Ableitung zu sprechen. Eindeutigkeit folgt aber z.B., falls die Keime an
linear sind. Eine M

oglichkeit, dieses Problem zu l




















auf den Keimen von A
x
0
. Den Quotienten A
x
0










Aquivalenzklasse von A. Die Dreiecksungleichung impliziert unmittelbar das
LEMMA. Die Menge aller A
x
0







Wenn f dierenzierbar bzgl. A
x
0















Noch praktischer ist es, einfach von der A
x
0
-Ableitung von f zu sprechen.





on, eine metrikfreie Denition der Dierenzier-














at sich ein solches auch ohne Metriken denieren. Der Aufwand k

onnte
aber vielleicht zu immens werden, um gegen

uber seinem Eekt in nat

urlicher Weise noch































von Abbildungskeimen um x
0
nach Z









)); x ! x
0






ur alle B 2 B
y
0



















































Beweis: Der Beweis besteht haupts

achlich aus einer mehrmaligen Anwendung der Drei-
ecksungleichung. F

















(B  f)(x); (B  A)(x)

:
Der zweite Summand wird durch die Gleichung
d

































Wir brauchen daher nur noch d(f(x); f(x
0



















































Aus der drittletzten und vorletzten Ungleichung folgt sofort das
KOROLLAR. Sei A eine A
x
0
-Approximation von f in x
0
. Dann gilt:









, dann auch f .
(ii) Ist A stetig in x
0
, dann auch f .
(iii) Ist A Lipschitz-stetig in x
0
, dann auch f .
4









seien zwei Mengen von Abbildungskeimen derart, da








ist. Dann impliziert die Dierenzierbarkeit














ur die Denition der stetigen Dierenzierbarkeit w








ur jedes x 2 X gegeben seien, nicht nur einfach
zu einer Menge A zusammenzufassen, sondern auch geeignet zu topologisieren oder so-
gar zu metrisieren (f

ur iterierte Dierenzierbarkeit). Wie dies konkret zu erfolgen hat,
ist allerdings noch nicht klar, weswegen wir A hier nur als Abbildungsmenge mit der




oglich ist, aber meist
eine viel zu starke Stetigkeit bedeutet, da man A als Abbildungsgarbe topologisiert, in-
dem man die von lokalen Repr

asentanten U ! Y (aus A mit U  X oen) induzierte
etale-Topologie nimmt. Beispiele hierf

ur sind etwa die Garbe der holomorphen Funkti-
onskeime, falls Y = C und X komplexe Mannigfaltigkeit, oder die Garbe der anen
Abbildungskeime, falls X = IR
n
, Y = IR
m
, oder die Garbe der stetigen Abbildungskeime
etc.
Bei gegebener Abbildungsmenge A werde eine Abbildung f : X ! Y dierenzierbar bzgl.
A genannt, wenn sie in jedem Punkt x 2 X dierenzierbar bzgl. des Halmes A
x
ist. Nach
dem letzten Korollar gilt in dieser Terminologie das
LEMMA. Eine Abbildung zwischen metrischen R

aumen ist genau dann stetig, wenn
sie dierenzierbar bzgl. der Garbe der stetigen Abbildungskeime ist.
4
2.1.3 Bevor wir einige Beispiele angeben, wollen wir den Fall der PL-Dibarkeit n

aher
studieren, da dieser in der Tat besondere Beachtung verdient. Ausgangspunkt sind zwei
PL-R





aumen gibt es zwar
keine kanonischen Metriken, aber lt. [Spa] induziert jede Triangulierung eine kanonische
Metrik, die lokal die gleiche Topologie erzeugt, da jeder PL-Raum lokal kompakt ist.
Aus diesem Grunde sind auch alle solchen lokalen Metriken lokal

aquivalent, so da die
Dierenzierbarkeit in jedem Punkt bzgl. A wohldeniert ist. Wird f

ur A die Menge der
PL-Abbildungskeime gew

ahlt, ist Dierenzierbarkeit bzgl. A deniert und wird k

urzer
einfach mit PL-Dibarkeit bezeichnet.
LEMMA. Es seien die obigen Voraussetzungen gegeben. Ist eine Abbildung f : X ! Y






eindeutig, so da die PL-Ableitung D
PL
x
(f) von f in x einpunktig ist. Somit ist ein Schnitt
D
PL
(f) : X ! A von p : A! X
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gegeben, der als PL-Ableitung von f bezeichnet werde.
Beweis: A und A
0
















. Ferner sei U so gew




























Wir setzen B := A  A
0




) = 0. Nach
[R-S] existiert um x
0





ur jedes x 2 W und t 2 [0; 1] gilt B(x
0


























































 ! 0; t! 0;
da A und A
0

aquivalent sind. Dies ist aber nur m

oglich, wenn B(x) = 0 f

ur alle x 2 W
gilt.
4
Der in 2.1.1 vorgestellte Dierenzierbarkeitsbegri eignet sich nicht nur f

ur Verallgemei-
nerungen, sondern auch f

ur Spezialisierungen, wie einige der folgenden Beispiele zeigen.
BEISPIELE





man durch an lineare Abbildungskeime. Zu beachten ist hierbei lediglich, da eine
lineare Abbildung durch ihre Einschr

ankung auf eine beliebig kleine Umgebung des
Nullpunktes eindeutig festgelegt ist.




a [Lang] ein Spezialfall
unserer Denition 2.1.1. Dies trit allerdings nicht auf die Dierenzierbarkeit in
allgemeinen topologischen Vektorr






onnte man in Banachr

aumen auch Dierenzierbarkeit bzgl. unbeschr

ank-
ter Operatoren betrachten, was aber wahrscheinlich nur wenig sinnvoll ist, da die
Kettenregel i.a. verletzt ist.
[4] Eine Abbildung f : A! B mit A  IR
n
und B  IR
m
ist nach [G-P] per Denition




at. Eine Verallgemeinerung dessen erh

alt man durch Dierenzierbar-
keit bzgl. auf A eingeschr

ankter, an linearer Abbildungskeime.














ur die Marshall in [Mar] einen de Rhamschen
Satz bewies. Hierbei wird Dierenzierbarkeit durch lokale, stabile dierenzierbare
Fortsetzung (auch im Bildbereich) erkl












ur die Verallgemeinerung einge-
schr

ankte, stabil ane Abbildungskeime. Die Theorie aus [Mar] kann sicherlich auf





[6] In [B-M] wurde die Theorie aus [Mar] auf den Fall unendlicher Dimensionen verall-
gemeinert.
[7] Jeder MatrixuntervektorraumM vonM(nm; IR) induziertM -Dierenzierbarkeit
f

ur Abbildungen U ! V , wobei U  IR
n
, V  IR
m
oen, mittels der Bedingung,
da die assoziierten linearen Teile der anen Abbildungskeime in M liegen sollen.
Einfacher ausgedr

uckt ist eine Abbildung f : U ! V genau dannM -dierenzierbar,
wenn D
u
(f) 2 M f

ur alle u 2 U . Falls V = IR
1
, bilden die M -dierenzierbaren
Abbildungen U ! IR
1
eine reelle Algebra.
[8] Analog wird f

ur jede Untergruppe G  GL(n; IR) die G-Dierenzierbarkeit de-
niert. Fordert man G-Dierenzierbarkeit von den Kartenwechseln der Mannigfaltig-
keitsatlanten, so erh

alt man nichts anderes als die altbekannten G-Strukturen auf
Mannigfaltigkeiten (nicht zu verwechseln mit den G-Mannigfaltigkeiten).
[9] Problem: Ist eine mebar-dierenzierbare Funktion wieder mebar?
[10] Die in 2.1.3 denierte PL-Dibarkeit kann man zur Denition von (PL-Di)-
Mannigfaltigkeiten nutzen, indem man von den Kartenwechseln die PL-Dibarkeit
fordert. Insbesondere ist jede PL-Mannigfaltigkeit kanonisch auch eine (PL-Di)-




ur solche Mannigfaltigkeiten alge-
braische Derivationen und geometrische Richtungsableitungen auf nat

urliche Weise







aume sind i.a. jedoch unendlichdimensionale Vektorr

aume!! An-
ders gesagt besteht das Problem bei allgemeineren Dierentiationsbegrien nicht so
sehr in der Existenz, sondern vielmehr in der Endlichdimensionalit

at des assoziierten







at) des Tangentialraumes zu
sein.
2.1.4 Zu einer allgemeinen, elementaren Betrachtung der Dierentiation geh

ort auch
eine Untersuchung der additiven und derivativen Eigenschaften. Hierf

ur sei im folgenden
der Bildbereich der betreenden Abbildungskeime stets ein normierter reller oder kom-
plexer Vektorraum E, der jedoch nicht vollst

andig zu sein braucht. Werden multiplikative
Eigenschaften ben

otigt, soll E auerdem eine relle bzw. komplexe Algebra sein, deren
Norm lediglich die Ungleichung
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Wegen der Dreiecksungleichung ist die Additivit

at der allgemeinen Dierentiation un-














Approximationskeime von f bzw. g in x
0









von f + g. Eine analoge Aussage gilt f

ur die skalare Multiplikation
f .
Bekanntlich wird von Leibniz berichtet, er habe eine Weile geglaubt, da die Ableitung
eines Produktes einfach das Produkt der Ableitungen sei. Betrachtet man sich das folgende
Lemma, erscheint einem dieser Lapsus sogar ein wenig verst

andlich; wer wei, vielleicht
hatte Leibniz eine





wie oben nicht nur ein Vektorraum, sondern auch noch abgeschlos-
sen gegen















-Approximationen von f bzw. g in x
0









-Approximation von fg in x
0
.
Beweis: Zur Vereinfachung setzen wir A = A
x
0
; B = B
x
0





ankt und daher nach Korollar 2.1.1 (i) auch g. Der Beweis betsteht dann
aus der folgenden Rechnung:
jjf(x)g(x)  A(x)B(x)jj = jjf(x)g(x)  A(x)g(x) + A(x)g(x)  A(x)B(x)jj





















at der Dierentiation eigent-
lich nat





at. Aber das Produkt zweier aner
Abbildungen ist eben i.a. nicht mehr an. So gesehen ist es eigentlich gar nicht mehr so
selbstverst

andlich, da sich ein Produkt ableiten l

at.
DERIVATIONSREGEL. Mit denselben Voraussetzungen wie bei der Additivit

at sei-









tionskeime von f bzw. g in x
0









































-Approximation des Produktes fg.
Beweis: Zwecks besserer










= B(x). Mit Einf

ugen, Dreiecksungleichung, Ungleichung (2.1.5) und Korollar


























































































Damit ist f durch A ersetzt und somit das Problem etwas vereinfacht worden. Analog






















zu zeigen: Mit (2.1.5), der Stetigkeit von A in x
0





















































ubliche Derivationsformel sieht eigentlich etwas anders aus, aber man mu bedenken,
da sich die klassische Ableitung nicht auf die ganze ane Approximation bezieht, sondern
nur auf deren linearen Anteil. Bei allgemeinen Approximationen A ist dieser per Denition
als A  A
0
zu setzen, wodurch die Vertr

aglichkeit mit dem klassischen Fall gesichert ist.
Mit dieser Festsetzung kann die
"
linearisierte\ Version der Derivationsregel dem linken







Wie bereits in Beispiel [10] erw






anderen als linearen Dierenzierbarkeitsstrukturen in herk

ommlicher Weise einen nicht-
trivialen und endlichdimensionalen, linearen Tangentialraum zu denieren. Man k

onn-
te diese Schwierigkeit rein technisch mit dem Argument begr

unden, da die klassischen
Konstruktionsmethoden sich eben an bestimmten Stellen nicht

ubertragen lassen. Eine
klarere und befriedigendere Erkl

arung liefert aber eine mehr prinzipielle Sichtweise, die
den eigentlichen Grund f

ur jene Schwierigkeit deutlicher zum Vorschein bringt und nun
dargelegt wird.
Dazu sollte man am besten mit einer charakteristischen Problemsituation beginnen: Ge-








, oene Umgebungen U von x
0
, V von y
0
, eine
































von f deniert. Zun







(f) der gesuchten Tangential-
abbildung entspricht. Da diese
"
Abbildung\ keine Abbildung, sondern eine Menge von



























ute jedes solche A stetig in x
0
sein, und wie es die Kettenregel aus 2.1.1
verlangt, sogar Lipschitz-stetig in x
0
.





allt es einem viel leichter, zu verstehen, was ein Tangentialraum eigentlich sein
soll. Oensichtlich soll doch ein Approximationskeim A 2 T
x
0


















dem Denitionsbereich bzw. Bildbereich von A zu tun haben. Ferner sollte im Fall der










der anen Abbildungskeime. Dann besteht T
x
0
f nur aus einer einzigen anen Approxi-
mation A. Es ist aber gerade ein charakteristisches Merkmal aner Abbildungen, da sie
eindeutig durch ihren Keim in x
0














Dieses L ist jedoch nichts anderes als die klassische Ableitung L = D
x
0





aquate Denitionsbereich einer linearen Abbildung ist nat

urlich ein linearer Raum, so
da kleine Umgebungen um x
0






Allgemeine Approximationskeime sind aber i.a. keine Einschr

ankungen von auf ganz IR
n
denierten Abbildungen und selbst wenn, brauchen sie nicht durch ihren Keim in x
0
de-
terminiert zu sein. Somit scheidet im allgemeinen Fall der ganze IR
n
aus, und nur noch
kleine, geeignete Umgebungen von x
0





als Tangentialraum zu nehmen. Hierbei ist
jedoch zu bedenken, da das Tangentialb

undel immerhin noch ein topologischer Raum
sein sollte. Was daher gebraucht wird, ist eine allgemeine Konstruktion von T IR
n
mit









uber jedem x 2 IR
n
eine beliebig kleine Umgebung von
x sein kann.\
Diese Einsicht hat zwei wichtige Konsequenzen:
(1) Die gesuchte allgemeine Tangentialb

undelkonstruktion ist im Prinzip vollkommen
unabh

angig vom betreenden Dierentiationsbegri.
(2) Sie sollte auerdem so durchf

uhrbar sein, da sie nur von der Topologie abzuh

angen
braucht (aber nicht mu).
Mit dem zweiten Punkt ist z.B. konkreter gemeint, da es sowohl in der topologischen als
auch der st





Da sich allgemein dierenzierbare Abbildungen zwischen Mannigfaltigkeiten verketten lassen und
somit die Kettenregel gelten sollte, ist das mindeste, was man erwarten kann.





Inzwischen haben wir alle heuristischen Voraussetzungen beisammen, um anzudeuten,




aume umgesetzt werden kann. Bei
einem beliebigen topologischen Raum X mu nat






X stetig mit x zu variieren haben. Das Tangentialb

undel
TX von X ist deniert als
X X = TX
p
 ! X;





undel und seinen Totalraum verwendet. Ferner
gibt es die standardm

aige Diagonale
4 : X ! X X; x 7! (x; x);
die ein stetiger Schnitt von p ist.
Der entscheidende Kni besteht darin, da dieses
"
beliebig kleine Umgebung\ aus (?)
durch eine lokale Trivialisierungsbedingung von TX realisiert wird, die sich aber nur auf
eine kleine, geeignete Umgebung V  TX von 4(x) bezieht und nicht, wie gewohnt, auf
das ganze Urbild einer Umgebung von x in X. Dieses Konzept ist keineswegs neu, sondern
bereits seit langem mit den Mikrob

undeln verwirklicht. Neu ist hierbei nur, da nicht nur
Mannigfaltigkeiten, sondern auch beliebige topologische R

aume zugelassen werden und
die lokalen Schnitte keine Nullschnitte mehr zu sein brauchen.
Der Begri des Nullschnittes ist ohnehin nur bei Mikrob

undeln sinnvoll, deren Faser einen
ausgezeichneten Punkt besitzen wie etwa 0 2 IR
n
. Zwar haben Mannigfaltigkeiten keinen





uhren, aber gerade deswegen l






ur beliebige topologische R

aume i.a. sogar
lokal verletzt, und genau aus diesem Grunde mu man allgemeine lokale Schnitte zulassen.
Jede stetige Abbildung f : X ! Y induziert die
"
Tangentialabbildung\
Tf : TX ! TY; Tf = f  f : X X ! Y  Y:
Dies mag auf den ersten Blick etwas komisch anmuten, ist aber auf den zweiten Blick
mit dem allgemeinen Dierentiationsbegri aus dem vorigen Abschnitt voll vertr

aglich:




aume X; Y f genau dann stetig, wenn f
dierenzierbar bzgl. der stetigen Abbildungskeime ist. Die beste stetige Approximation
von f ist aber f selbst! Diese
"
identische\ Approximation existiert aber nicht nur f

ur
metrische, sondern auch topologische R

aumeX; Y . Bei der allgemeinen Dierenzierbarkeit
bzgl. stetiger Abbildungen mu man nat

urlich die gewohnten Richtungsableitungen

uber




onnte denken, da n-dimensionale (PL-Di)-Mannigfaltigkei-
ten doch in gewisser Weise einen Tangentialraum mit Faser IR
n
besitzen. Rein punktweise
betrachtet, trit dies auch zu, denn als Tangentialabbildungen kann man kanonisch ko-






nehmen. Die Schwierigkeit entsteht aber durch
die lokale und von x stetig abh



























uhrungen in den beiden vorhergehenden Abschnitten sollte es dem Le-




2.3.1 CAT stehe stellvertretend f

ur eine der drei Bezeichnungen TOP, PL, DIFF. Als
erstes denieren wir triviale CAT-Mikroidb

undel.
DEFINITION. B und F seien CAT-R






B mit Faser F ist ein Tupel  = (p; i), wobei
p : B  F ! B
die Standardprojektion auf den ersten Faktor sei und i : B ! B  F ein stetiger Schnitt
von p, i.e. p i = id. B heit auch die Basis von  und BF der Totalraum. Der Schnitt i
korrespondiert zu einer stetigen Abbildung s : B ! F mit i(x) = (x; s(x)) f

ur alle x 2 B.
Das triviale Mikroidb

undel  heie schnittoen, falls s eine oene Abbildung ist.
BEMERKUNG. Eigentlich schiene es nat

urlich sinnvoller, wenn i ein CAT-Schnitt
w

are und nicht nur stetig. Der Grund hierf






oren zu einem topologischen Gruppoiden, und




ur diese Arbeit wichtigste Beispiel eines trivialen Mikroidb






undel: Es sei X ein topologischer Raum.
Das Tangentialmikroidb

undel (X) ist deniert durch (X) = (p;4), wobei
p : X  X ! X die Projektion auf die erste Komponente sei (i.e. (x; y) 7! x)
und 4 die

ubliche Diagonalabbildung 4 : X ! X  X; x 7! (x; x). Das Sch

one
an dieser Denition ist ihre Universalit

at, denn sie gilt analog f

ur alle drei CAT-
Kategorien und unabh

angig davon, ob X eine Mannigfaltigkeit ist oder nicht. Um
Verwechslungen mit dem klassischen Tangentialb

undel TX bei dierenzierbaren
Mannigfaltigkeiten auszuschlieen, w

ahlen wir lieber (und anders als im vorigen
Abschnitt) die Notation (X). An dieser Stelle sollte gleich auf einen wichtigen Un-
terschied zum Tangentialmikrob

undel hingewiesen werden: Dieses ist, wie bereits
erw

ahnt, zwar genauso deniert, aber bei weitem nicht trivial, wie man es nor-
malerweise auch von Tangentialb

undeln gewohnt ist. Das liegt ganz einfach daran,
da bei Mikroidb

undeln (insbesondere trivialen) alle Sorten von Fasern zugelassen





sind, wohingegen bei Mikrob




















at in der Faser.
[2] Jedes triviale Vektorb





induziert durch Hinzunahme des
kanonischen Nullschnittes ein triviales Mikroidb

undel mit derselben Faser.
2.3.2 DEFINITION. X;E; F seien CAT-R

aume. Ein Tupel
 = (p : E ! X; i : X ! E);





uber X mit Faser F , falls  schnittlokal isomorph zu einem trivialen Mikro-
idb

undel ist, d.h. zu jedem x 2 X existiert eine Umgebung U  X von x, eine Umgebung
V  E von i(x) mit i(U)  V und p(V ) = U , ein Punkt ' 2 F , eine Umgebung U
F
 F






: V ! U; i : U ! V ) CAT-isomorph




uber U mit Faser U
F
ist; genauer: es existiert ein ste-




: U  U
F





 ! U  U
F
;























































BEZEICHNUNG. E() := E heit der Totalraum von , X die Basis und h wie
schon erw

ahnt, eine lokale Trivialisierung. Manchmal wird etwas ungenauer auch U 
U
F
























von  wie in der Denition,




uberdecken, nennnen wir einen Atlas von .
BEMERKUNG. Die Faser F ist kein Bestandteil von , so da  auch ein Mikro-
idb

undel mit einer anderen Faser F
0





oren, schreiben wir  = (p; i; F ).
An dieser Denition l

at sich der wesentliche Unterschied zu Mikrob

undeln ablesen, wie
sie z.B. in [Mi1, L-R, And] deniert sind: CAT-n-Mikrob

undel sind in der Terminologie
obiger Denition spezielle Mikroidb

undel und zwar solche mit Faser F = IR
n
, ' = 0 und






















X mit Faser F . Dies trit insbesondere auf das Tangentialmikroidb

undel (X) zu.
[2] Wie bereits erw






























LEMMA. Sei  = (p : E ! X; i : X ! E) mit p CAT-Abbildung und i stetiger Schnitt
von p. Dann ist

aquivalent:









uber X mit Faser IR
n
.
Beweis: Oen ist nur noch (ii) ) (i): Wir

ubernehmen die Bezeichnungen aus der
Denition und brauchen daher nur noch zu zeigen, da zu jedem x 2 X eine lokale Tri-














U mit Nullschnitt ist. Gem





! U  U
IR
n
um i(x) mit Schnitt j aus. j
2
bezeichne die Projektion von j auf
die zweite Komponente, in diesem Fall auf U
IR
n
. Falls ' = j
2











des Nullpunktes. Diese Transla-










, der entsprechend einen
Schnitt ~| deniert und daher faser- und schnittreu ist. Wir k

onnen also o.E. j
2
(x) = 0























stetig ist, existiert eine Umgebung
~











































Damit haben wir die letzte Reduktion: Zu zeigen ist, da ein triviales Mikroidb

undel
 = (p; i)

uber X mit Faser IR
n
faser- und schnittreu CAT-isomorph zu einem trivialen









uber X mit gleicher Faser und Nullschnitt ist. Mit Hilfe des fasertreuen
CAT-Isomorphismus




 ! X  IR
n
; (x; r) 7! (x; r   (p
2
 i)(x));
der die Umkehrabbildung (x; r) 7! (x; r + (p
2







aume F und F
0









existieren, die CAT-isomorph zueinander
sind. Dies stiftet eine

Aquivalenzrelation auf der Klasse der CAT-R

aume.





aume. Dann sind mit  := (p; i)

aquivalent:




uber X mit Faser F .




uber X mit Faser F
0
.
Beweis: Zum Beweis braucht man das Argument f









aus dem Beweis des vorigen Lemmas.
4
KOROLLAR. Sei  wie im letzten Lemma gegeben. Dann ist

aquivalent:




uber X mit einer n-dimensionalen CAT-
Mannigfaltigkeit als Faser.






2.3.3 LEMMA. W  E sei eine oene Umgebung von i(X), wobei i : X ! E
der Schnitt eines CAT-Mikroidb










uber X mit Faser F .
Beweis: Im Prinzip wird wieder das o.g. Verkleinerungsargument angewandt: Sei x 2
X und V  E eine Umgebung von i(x), die wie

ublich zu U  U
F
trivialisiert ist. Wir
fassen daher W \V als Umgebung von (x; ') 2 U U
F
auf. Wegen der Produkttopologie
und der Stetigkeit des Schnittes j : U ! U U
F
gibt es kleinere Umgebungen
~



















. Dies liefert eine Umgebung
~













Es ist einer der essentiellen Merkmale von Mikro- oder Mikroidb

undeln, da es bei ihnen
- wie aus der Denition ersichtlich - nur auf das Verhalten in der N

ahe des Schnittes an-
kommt. Daher ist es sinnvoll, Morphismen zwischen Mikroidb

undeln als Abbildungskeime

















 !  denieren zu k






f : X ! Y ,





amorphismen, wobei W eine oene Umgebung




































f) und (g; g) sollen

aquivalent sein, also denselben Keim
repr

asentieren, falls f = g und

f mit g auf einer gemeinsamen Umgebung des Schnittes

ubereinstimmt. Diese Relation ist eine

Aquivalenzrelation, die zudem durch evtl. Verklei-







oglicht. Ein Morphismus von  nach  sei per Denition ei-
ne solche

Aquivalenzklasse, auch Keim genannt und [f;

f ] geschrieben. Auf diese Weise
ist folglich die Kategorie der CAT-Mikroidb

undel und deren Morphismen, die wir auch
Mikroidmorphismen nennen, deniert.
Der spezielle Fall X = Y bedarf einer besonderen Erw








ublich, soll die Basisabbildung f : X ! X stets die Identit

at sein, es sei













f , bezeichnen daher













f ] einen Tripelmorphismus

uber X. Mit dieser Konvention sind f

ur jedes




uber X deniert. Zur bes-
seren Unterscheidung sprechen wir manchmal auch von den Tripelisomorphieklassen

uber X. Das vielleicht wichtigste Beispiel eines solchen Tripelisomorphismus ist die In-
klusion j
W
,! , wobei W eine oene Umgebung des Schnittes sei. Das n

achste Korollar














E, sowie f :  !
~
 und g :
~






(i) [g]  [f ] = [id





(ii) Es existieren oene UmgebungenW von s(X) und
~





W !W deniert sind und g  f = id
W









Beweis: (ii) ) (i) ist klar.
(i) ) (ii): Wegen [g]  [f ] = [id

] gibt es zun













































































g  f = id
W
1













wegen der Schnittreue und Stetigkeit von




ist eine weitere Folge der Schnittreue von
































undeln: Einer der fundamentalsten B

undelkonstruktionen
















































(x) = (x; (if)(x))
gegeben ist. Ferner ist [f;














ankung der Projektion von X  E auf X bzw. E. Wir m

ussen





Sei dazu x 2 X. F

ur  gilt nach Voraussetzung die lokale Trivialisierungsbedingung aus



































; v) 7! (u
0













































 U eine CAT-Untermannigfaltigkeit und somit auch f

E  X  E
ein CAT-Unterraum. F

ur CAT = TOP;PL ist dies sowieso klar. Infolgedessen ist
f























f) zu verizieren, denn nach Konstruktion ist

f fasertreu, und die Schnittreue folgt




FOLGERUNG. Das Pullback von Mikroidb

undeln ist kontravariant.
Beweis: In der Mengenkategorie ist diese Aussage bekanntlich richtig, so da nur noch
die Kontravarianz der Pullback-Schnitte nachzuweisen ist, die sich jedoch aus der nat

urli-


























uber X mit derselben Faser wie bei
 und kann mit f

 identiziert werden.
[2] Sei  = B  F ! B ein triviales CAT-Mikroidb

undel und f : X ! B eine stetige
CAT-Abbildung. Nach der Denition 2.3.1 entspricht der Schnitt von  einer ste-
tigen Abbildung s : B ! F . Nun ist f






Totalraum graph f  F , wobei der Schnitt zu s  f : X ! B ! F korrespondiert.
Mit der Identikation graph f = X kann f

 daher mit dem trivialen Mikroidb

undel
XF ! X gleichgesetzt werden, wobei der Schnitt sf : X ! B ! F entspricht.









uber X mit Faser M und Schnitt x 7! (x; f(x)). Dies
verdeutlicht, da es unter allen trivialen Mikroidb






























analog\ zur Whitney-Summe von Vektorb








uber X mit Totalraum
E( 

) = f (e; e) 2 E 

E j p(e) = p(e) g;
Projektion (e; e) 7! p(e), also = Pullback(p; p), Schnitt i 










 ergibt sich direkt aus der
konkreten Gestalt des Pullbacks und der Denition 2.3.2.
Die Verkn






CAT-Raum X ist somit eine kommutative und assoziative Operation.











2.3.5 Die Pullback-Operation vertr

agt sich auerdem mit Tripelpr

amorphismen: Sei-




































































































, der das Diagramm kommutativ macht. Wegen Eindeu-
tigkeit gilt f






Ist speziell W eine oene Umgebung des Schnittes von
~







Inklusion W  E(
~

























ultigkeit eines Homotopiesatzes f

ur Pullbacks von Mikro-
idb

undeln mit allgemeinen Fasern wird in dieser Arbeit gar nicht untersucht. Zumindest
























undeln nicht so oensicht-
lich zu sein scheint wie bei Vektor- oder Mikrob

undeln, gibt es eine analoge Parallele
f













uber X durch die Lifts (bzw. deren Faserho-
















Wie der Satz 5.5.1 in Verbindung mit Satz 3.4.4 zeigt, mu man bei Mikroidunterb

undeln
GL(n) und GL(n; k) durch entsprechende Gruppoide ersetzen und die zun

achst fehlen-
de Homotopieinvarianz mit den Resultaten des achten Kapitels in anderer Form wieder
wettmachen.




undeln: Sei  =









von , wenn, wieder mit den

ublichen Bezeichnungen, zu jedem x 2 X eine faser- und










 0  IR
n













Die untenstehende Denition von Mikroidunterb













aume und  = (p : E ! X; i :











 E heie ein CAT-Mikroidunterb






folgende zwei Bedingungen erf

ullt sind:
(i) i(X)  E
0
.
(ii) Bzgl. der Faser F gelte die

ubliche Trivialisierungsbedingung (mit den gleichen





























































: U ! U  U
R
0











Lokale Trivialisierungen wie in (ii) nennen wir auch lokale Unterb

undeltrivialisie-







undeltrivialisierungen alle schnittoen gew

















uber U mit einem Unterb

undel h(V \ E
0
), das wir hier wieder mit E
0










ahlt man nun derart jeweils kleinere Umgebun-
gen
~






























































so da man auf diese Weise eine kleinere Unterb

undeltrivialisierung gefunden hat. Ins-
besondere enth






















! X; i : X ! E
0































wenden. Der Beweis von (b) erfordert aber etwas mehr Aufmerksamkeit. Es ist n

amlich zu





onnen, da sie die Unterb

undelform aus voriger Bemerkung respektieren.






undel  ist ein k-Mikrounterb

undel von  dasselbe
wie ein Mikroidunterb















 das Pullback von  und
~
E  E ein Unterb






















































2.4.2 Es ist zweckm

aig, auf der Menge aller Unterb





































Faser dar. Sie unterscheiden sich von unseren bisherigen Unterb






ur deren Formulierung m





















(x)  W .
(ii) F






















Ist (i) oder/und (ii) erf





KOROLLAR. Sei p : E ! X wie oben und E
0
 E eine feste Teilmenge.
(a) Beliebige Durchschnitte und beliebige Vereinigungen bzgl. E
0
vertikaler Mengen sind
wiederum vertikal bzgl. E
0
.
(b) Ist W vertikal bzgl. E
0
und V  W vertikal bzgl. E
0






















zwei Familien (mit gleicher Indexmenge I) von Teilmen-





















Jede Teilmenge W  E mit E
0
 W ist trivialerweise vertikal bzgl. E
0
. Mit einer zus

atz-
lichen Bedingung gilt auch die Umkehrung:
LEMMA. Seien p; E
0
;W wie oben, i : X ! E ein stetiger Schnitt von p mit i(X) 
E
0
\W und W vertikal bzgl. E
0
. Dann gilt E
0
 W .















(x)  W 8x 2 X.








uber X mit Schnitt i, E
0
 E() eine

















, wenn zu jedem x 2 X eine oene Umgebung














(gleiche Bezeichnung wie in Denition 2.4.1).
































uber X mit Faser F
0
und Schnitt i. Insbesondere
k
















undel mit globaler Faser F
0
bekommen wir aber nur dann, wenn F
0
kompakt ist:








nert werden) wegen obigem Korollar (b) wieder eine Trivialisierung mit globaler Faser
F
0
, aber um zu zeigen, da jede bzgl. E
0
vertikale Umgebung W von i(x) eine oene
Umgebung enth




























 h(V \W ) gibt, so da man zur Konstrukti-

























Allerdings ist es nicht sinnvoll, analog zu 2.4.2 Keime von Unterb

undeln mit globaler
Faser zu denieren, da f

ur eine Umgebung W des Schnittes E
0
\ W i.a. nur dann ein
Unterb

undel mit globaler Faser darstellt, wenn W vertikal bzgl. E
0
ist, was nach obigem
Lemma E
0
 W bedeutet. Oder anders ausgedr

uckt: Die Keimrelation liefert in diesem
Falle die Identit





ussig. In 2.6.3 werden wir jedoch von dieser













atterungen liefern: Wegen Satz 2.6.6 (2) m

ute







globaler Faser abstrakt klassizieren. Dabei tritt folgende Schwierigkeit auf: Ist 
0
ein




undel, dann gibt es aber deswegen noch
lange keine kanonische Korrespondenz zwischen ihren Unterb






undel von  mit globaler Faser nicht als geliftete Gruppoid-
Strukturen charakterisiert werden, was f










Versieht man ein Mikroidb

undel mit der Zusatzstruktur einer bgzsh-Zerlegung, die bzgl.





























ubertragen werden; man braucht nur zu beachten, da alle Argumente mit den zus

atzli-
chen Zerlegungen kompatibel sind.









undel lokal modelliert sind.
Zwei CAT-R

aume B, F , wobei B bogenweise zusammenh

angend sei, und eine stetige Ab-






uber B mit Faser F : Die Fasern der Standardprojektion
B  F ! F
bilden eine bgzsh-Zerlegung F von B  F , die wir die Standardzerlegung von B  F
nennen. Wie vorher sei p : B  F ! B die Standardprojektion auf den ersten Faktor
und i(x) = (x; s(x)) der zu s geh

orige Schnitt i : B ! B  F von p. Dann sei das Tripel




undel.  werde wieder
schnittoen genannt, wenn s oen ist.
KONVENTION. Von nun an versehen wir, wenn nichts anderes gesagt wird, automa-






angenden Basen mit obiger









exp : B  F ! F:









undel mit Basis B und Faser F
durch die stetigen Abbildungen B ! F klassiziert.
BEISPIEL. Gem












uber M . Insbesondere ist die
Exponentialabbildung exp : (M)!M deniert. (M) ist schnittoen.
2.5.2 DEFINITION. Sei X ein lokal bogenzusammenh

angender CAT-Raum, (p :




uber X mit Faser F und F eine bgzsh-
Zerlegung auf E. Dann heit







uber X mit Faser F , wenn wie in Denition 2.3.2



























amtliche Trivialisierungen aus der Defnition so gew

ahlt werden, da (U 
U
F






















undel  sei F() die zugeh

orige
bgzsh-Zerlegung auf dem Totalraum E() von .







FOLGERUNG. Sei i : X ! E ein stetiger Schnitt der CAT-Abbildung p : E ! X, F
eine bgzsh-Zerlegung auf E und F; F
0
zwei lokal isomorphe CAT-R

aume. Dann sind mit
 := (p; i;F)

aquivalent:






uber X mit Faser F .



































(f : X ! Y;









wird genauso wie in 2.3.3 erkl






































uber einer festen Basis X deniert.
Selbstverst








undel  bezeichne Aut() die
Gruppe der CAT-Tripelisomorphismen von .




undel. Dann ist Aut()
trivial.
Beweis: Mit den gewohnten Bezeichnungen sei  = (p : E ! X; i : X ! E;F), F
irgendeine Faser von  und [

f ] 2 Aut(). Wegen Korollar 2.3.3, das wie oben bemerkt
auch im gebl


















geeignete, oene Umgebungen von i(X) sind. Zu jedem x 2 X



















trivialisiert werden kann. Weil

f auf dem Schnitt station































































ullt damit alle Voraus-
setzungen von Lemma 2.6.4. Daher k





schreiben, wobei wegen der Stationarit




























die Projektion von j auf die zweite Komponente bezeichnet. Wegen der Schnit-
toenheit ist B
x























































ar, also gleich der Identit

at. Dies be-
deutet aber nichts anderes als [



















uber Y mit Faser F und Zerlegung F . Dann ist mit
den Bezeichnungen des Pullbackdiagramms






































uber X. Ferner ist [f;













onnen wir den Beweis in 2.3.3





ur x 2 X ist die lokale Trivia-
lisierungsbedingung f

ur y = f(x) nach Denition 2.5.2 mit derselben Formulierung und
denselben Bezeichnungen, die wir f







diejenige Bogenkomponente von f
 1








 V ) mu















; v) 7! (u
0

































attertreu sind: Die Zerlegung F von E induziert die bgzsh-Zerlegung













ankt man G auf U
0
V ein und transportiert
V mit h nach UU
F


















 V der Zerlegung
f graph f j
U
0
 ' j' 2 U
F
g



















im Sinne von Mi-
kroidb

undeln ist aber auch bl


































undel: Dies folgt aus dem obigen Beweis in Verbindung mit



















uber X mit Faser M und
Schnitt i(x) = (x; f(x)) (vgl. Bezeichnung 2.3.3 und Beispiel [2] in 2.3.3).
[4] Wir ben

otigen noch ein charakteristisches Beispiel, um zu verstehen, warum der
Homotopiesatz f





undeln falsch ist. Sei dazu
I das Einheitsintervall und f : I ! I die konstante Abbildung, die alles auf die 0
wirft. f ist nat














ute (I) = id










sein. Nun liegt aber der Schnitt von 
f
ganz in einem
Blatt der Standardzerlegung von 
f
, wohingegen der Schnitt von (I) jedes Blatt





nicht isomorph sein. Allgemein ausgedr











Schnitten und den jeweiligen Zerlegungen aus.





















undel, sobald klar ist, wie die Zerlegung auf E( 

) deniert werden
soll: Wir nehmen auf E()E(






diese auf E( 

)  E() E(

) ein.







CAT-Raum X kommutativ und assoziativ.


















stehen soll, ist nun leicht zu erraten:













undel, und die lokale Trivialisierung CAT in Be-




attertreu sein und wird analog wie in Denition 2.4.1
eine lokale Unterb







Die der Denition 2.4.1 nachfolgende Bemerkung gilt entsprechend auch im gebl

atterten











angend sein. Ebenso evident ist der



























undel mit der eingeschr













onnen, da ihre Projektionen auf die R
0
-Koordinate lokal
konstant sind, was aber i.a. nicht m

oglich ist.
Da, wie wir sahen, die Trivialisierungen des Pullbacks von den originalen Trivialisierungen













undeln mit globaler Faser werden ganz
analog wie in 2.4.3 deniert, wobei nat


















Wir wollen nun versuchen, einen Zusammenhang zwischen Bl








undels herzustellen, um auf
diese Weise den Satz von Frobenius zu umgehen.
Nicht nur wegen gr

oerer Allgemeinheit, sondern auch wegen besserer Transparenz lei-












ankung sei CAT = TOP. Ausgangspunkt sind eine m-dimensionale, bogen-
zusammenh

angende MannigfaltigkeitM , ein bogenzusammenh

angender und lokal bogen-
zusammenh

angender Raum X, eine stetige Abbildung f : X ! M und 0  q  m. Alle
diese Daten bleiben w













: XM ! X; i : X ! XM)
mit














uber X mit Faser IR
m
.




(M) ! M die Garbe der lokalen, q-kodimensionalen
Bl

atterungen auf M .


















































zu konstruieren, wobei p = m  q.




f = F eine Bl






(F) = f (x; y) 2 M M j 9 Blatt L 2 F mit x; y 2 L g
ansetzen. Diese Denition beinhaltet tats

achlich auch den eigentlichen mathematischen
Kern, bereitet aber bei Einschr

ankung auf oene Umgebungen des Schnittes technische
Schwierigkeiten. Deswegen ist eine subtilere Vorgehensweise vonn

oten:






















zu schreiben. Hierbei sind
(1) U  X oen und bogenzusammenh



























f) := f (x; y) 2 U  V j 9 Blatt L 2 F
V







f)) kann trivialisiert werden: Da F
V
kartesisch ist, existiert eine
kartesische Bl












), die eine Trivialisierung
(?)





























f)\U V schreiben liee, w

urde daher h mit j := h  ij
U
die Bedingung






















acheren Bedingung f(U)  V w

urde es im Beweis Schwierigkeiten geben.





2.6.1 Nun zur technischen Umsetzung dieser Idee. Sei P (

f) die Menge aller Paare
(U;F
V
), so da U , V und F
V






















wie oben. Jedes p 2 P (

f) induziert also ein U
p
 X, ein V
p


























f) die Menge aller   P (




















Beweis: Entscheidend ist die Parakompaktheit von X und zwar folgendermaen: Sei




(M) ist ein Bl

atterkeim in f(x), so da eine oene Umgebung
V
x








f(x) = Keim von F
x
in f(x):




onnen wir o.E. annehmen, da F
x
karte-
sisch ist und eine oene Umgebung U
x



















Weil X parakompakt ist, existiert unter Ber

ucksichtigung des Schrumpfungssatzes eine

















) ebenfalls lokal endlich und eine Verfeinerung
von (U
x
) mit derselben Verfeinerungsabbildung z ist.
F






) 2 P (

f), was eine Abbildung b : I ! P (

f) induziert. Sei











































ist, brauchen wir noch ein
vorbereitendes Lemma.
LEMMA. (a): Ist (U;F
V








) 2 P (

f),
























) 2 P (
























































f) \ U  V = f (x;m) 2 (U \ U
0
) V j 9L 2 F
V
0
mit f(x); m 2 L g
= f (x;m) 2 (U \ U
0





mit f(x); m 2 L g
= f (x;m) 2 (U \ U
0
) V j 9L 2 F
V













ur jedes  2 P(

































f), so da auf diese Weise jedem stetigen Lift

f : X ! F
q
(M)















































) eine lokal endliche

Uberdeckung von X ist, existieren eine oene Umgebung U
von x und nur endlich viele Indizes 
1


















ur alle i = 1; : : : ; k:










sind nach Voraussetzung kartesisch
und besitzen in f(x) alle denselben Keim. Daher gibt es nach Lemma 1.3.3 eine oene























ur alle i; j:












U)  V . Also ist p := (U;F
V
) ein Element von P (

f).













f) \ (U \ U

i

















woraus - wie wir uns bereits vorher

uberlegt haben - die gew

unschte Existenz der Trivia-
lisierung folgt.







angigkeit von  2 P(





















f) ist aber abgeschlossen bzgl. endlicher Vereinigun-
gen der 's.
4
















uber M mit der kompakten
"
Faser\















































Anderungen geht man hierf








urlich auch alle entsprechenden Bezeichnungen. Wir befassen
uns nun mit jenen

Anderungen.
Wie im vorigen Unterabschnitt werden zun







f) deniert. Jetzt ist
allerdings V eine oene, triviale Tubenbl

atterung von einem geeigneten F

=




























atterung, sondern eine triviale Tubenbl

atterung ist, existiert ein Isomorphis-





 F . Bezeichnet G die durch die Projektion IR
q





atterung, so haben wir einen bl












h = id ' : U  V

=




Danach argumentiert man ganz genau so wie in 2.6.1 und 2.6.2, wobei man im Beweis
von Folgerung 2.6.2 statt Lemma 1.3.3 nat

































ussen wir noch zus

atzlich zeigen, da die vom Tupel (U;F
V
) induzierte oene





f) ist, wozu wir das Kriterium (ii) in Lemma
+ Bezeichnung 2.4.3 verwenden:
F

ur ein festes x 2 X waren ja die Umgebung U von x und V  M so gew

ahlt, da es nur
endlich viele Indizes ; : : : ; 
k
2  mit U \ U

i



































) 2 U  V . Zu zeigen ist
y
1

























































Nun war aber f(x
0
)  L  V , so da V von L
i
getroen wird. Dies impliziert jedoch
L
i
 V und damit erst recht y
1
2 V .









mit globaler Faser F und Kontrafaser
IR
q


























































































f). W ist auerdem eine oene Umgebung
des Schnittes von 
f


































f). Zusammenfassend haben wir
somit die
FOLGERUNG. Jedem stetigen Lift

f : X ! B
F









































soll in kanonischer Weise eine parametrisierte Bl

atterung der Kodimension q mit Ba-
sisabbildung f : X ! M derart zugeordnet werden, da beide Konstruktionen invers
zueinander sind.
Die grundlegende Idee ist folgende: Die Fasern der B

undelprojektion X M ! X bilden






















mittels der Exponentialabbildung exp : X M ! M auf eine
lokale Bl

atterung um f(x) projeziert werden kann. Damit dies gew

ahrleistet ist, verlangen





wir, da f oen ist. Der induzierte Bl















uberhaupt zu nden. Wir
werden solche Umgebungen als sch

on bezeichnen, die eine Produkttrivialisierung wie in (?)
besitzen. Ihre Existenz h

angt vor allem an der Bl

attertreue der lokalen Trivialisierungen





V von i(x) werde sch

on genannt, wenn sie ver-
gleichsweise wie in (?) eine produktartige Unterb

undeltrivialisierung besitzt, i.e. von der
Form
~
V = U  V ist mit oenen Umgebungen U von x, V von f(x), und wenn ein




existiert, so da f

ur
h := id ' : U  V

=













gilt, wobei j = h  ij
U
sei.

















\ U  V = f (x;m) 2 U  V j 9 Blatt L 2 F
V
mit f(x); m 2 L g;
so da E
0
\ U  V durch F
V
festgelegt ist.




















































gilt, sind dann aber die p
i
 h eindeutig durch die h
i
bestimmt und damit auch


































Beweis: Im folgenden verwenden wir mehrmals das Verkleinerungsargument wie in































einer oenen Umgebung W
0
 W um i(x) ausgehen. Wie gewohnt bezeichne j = h  i











sind, so da h nach geeignetem Einschr

anken des Bild- und Urbildbe-
reichs und entsprechender Verkleinerung von U o.E. die Gestalt h : W
0






a unserem Verkleinerungsargument wieder eine lokale Unterb

undeltriviali-
sierung ist (O.B.d.A. U bogenzusammenh

angend, da X lokal bogenzusammenh

angend).
Die Verkettung von h
 1
mit der oenen Einbettung W
0
,! X  M ergibt eine oene
CAT-Einbettung












ullt g die Voraussetzungen des vorigen Lemmas. Insbesondere ist das Bild von




 V mit U
0
 U . Wegen
der Fasertreue von g gilt aber U
0
= U . Ebenso ist g
 1



























V = U V eine sch

one Umgebung von i(x) mit oenen Umgebungen U von




, so da f

ur
h := id ' : U  V

=































oglichkeiten: Man nehme irgendeine andere sch

one Trivialisierung um i(x) und
vergleiche sie mit der ersteren mittels einer

Ubergangsfunktion wie in 3.4.1, 3.4.3, um mit
der Oenheit von f die Wohldeniertheit zu bekommen. Die andere M

oglichkeit, die wir
hier favorisieren, besteht darin, gleich von vornherein einen \koordinatenunabh

angigen\
Standpunkt einzunehmen. Wie bereits erw

ahnt bilden die Fasern der B

undelprojektion
X M ! X eine bgzsh-Zerlegung von X M , die wir in diesem Unterabschnitt mit F
bezeichnen.























eine lokale, bgzsh-Zerlegung, ja sogar eine lokale Bl

atterung um f(x) der Kodimension q.
Modulo Keim





angig von der Wahl der sch

onen
















Kodimension q mit Basisabbildung f : X !M zugeordnet.
Beweis: Man kann i.a. nat

urlich keine Bildzerlegung denieren, aber in der speziellen
Situation der Existenz sch







h = id ' : U  V

=










V = U  V . Transportieren wir


































































Jetzt greift die Oenheit von f : f j
U























) daher eine lokale Bl

atterung um f(x). Wir
setzen


































































































) gelten, so da insbesondere die Keime gleich sind.
Da die sch
















Bleibt nur noch die Stetigkeit von





V = U  V von i(x) automatisch auch eine sch









BEMERKUNG. Als Beiprodukt bekommen wir auerdem die

Ubereinstimmung zwi-
schen der Denition von

f(x) aus dem Lemma und der Denition von

f(x) aus der Ein-





angende CAT-Mannigfaltigkeit, 0  q 





CAT-Raum und f : X ! M eine oene CAT-Abbildung. Dann gibt es eine kanoni-
sche, bijektive Korrespondenz zwischen den parametrisierten, q-kodimensionalen CAT-
Bl















Beweis: Wir brauchen nur noch zu zeigen, da unsere beiden kanonischen Zuordnungen
invers zueinander sind.




f . Im Beweis von Folgerung 2.6.2 hatten
wir gesehen, da zu jedem x 2 X eine sch

one Umgebung U  V von i(x) existiert, die
von einem (U;F
V
) 2 P (















sind wir aber fertig.





























































































. Diese besitzen nach Voraussetzung denselben Keim in f(x). Daher
erm





zu einer gemeinsamen Um-













mit f(U)  V , bekommen wir unter Beachtung von Be-
merkung 2.6.4 und Lemma 1.3.3 eine











) \ U  V
= f (x;m) 2 U  V j 9L 2 F
V
0
mit f(x); m 2 L g





mit f(x); m 2 L g
= f (x;m) 2 U  V j 9L 2 F
V
mit f(x); m 2 L g









gilt die analoge Gleichungskette, woraus sofort die Gleichheit von E
0
\U  V und
E
00






















































durch F ersetzt werden mu.
Der Beweis f

ur die Existenz sch
























) eine triviale Tubenbl























(M) in 1.7.3 meint.





































ur alle x 2 X
auszunutzen (vgl. Beweis von Lemma 2.4.3).
Von nun an beschr

anken wir uns auf den Fall f = id
M









atterungen. Wir wollen nun herausnden, wie sich die Operation von








(M)!M auf die entspre-
chenden Unterb

undelkeime von (M) bzw. Unterb

undel von (M) mit globaler Faser F
auswirkt.



















operiert Aut(M) und jede Untergruppe G  Aut(M) auch auf den Unterb

undelkeimen











Sei nun F eine Bl

atterung der Kodimension q auf M und [E
0



























V = U  V eine sch


























rung auf V , deren Keim in g
 1




ubereinstimmt. Somit ist (g)(
~




















:= g(V ) ist daher nach






































atterungen argumentieren wir analog.





angende CAT-Mannigfaltigkeit, 0  q  m, F eine
geschlossene CAT-Mannigfaltigkeit und G  Aut
CAT
(M) eine Untergruppe. Dann gilt:
(1) Es gibt eine kanonische, bijektive Korrespondenz zwischen den G-Klassen der q-
kodimensionalen CAT-Bl


























undels (M) mit globaler Faser
F und Kontrafaser IR
k






angende CAT-Mannigfaltigkeit und 0  q 
m. Dann gibt es eine kanonische, bijektive Korrespondenz zwischen den q-kodimensionalen
CAT-Bl





















Gruppoid-Strukturen sind das Bindeglied zwischen Bl

atterungen und ihren gesuchten,
klassizierenden Abbildungen. Man kann sogar ganz direkt jeder Bl

atterung eine gelif-





















ur geht man prinzipiell analog wie bei Prinzipalb

undeln vor, so da|wie bei diesen|
Mikroidb

undel zu Kozykeln korrespondieren sollten, i.e. Systemen von

Ubergangsfunk-
tionen mit Werten in einem Gruppoiden (anstelle einer Gruppe). Tats

achlich kann diese






undel verwirklicht werden, weil es an-
scheinend unm

oglich ist, die Menge aller Keime lokaler, stetiger Abbildungen mit einer Art
kompakt oenen Topologie zu versehen. Da aber andererseits Mikrob

undel sehr wohl als
Kozykel aufgefat werden k

onnen, unterliegen jener Einschr






undel mit Faser 6= IR
n
, die aber in der Praxis f

ur uns noch keine Rolle spielen.







undel angeht, so sind nicht etwa diskrete Gruppoide das Pendant zu diskreten Grup-







dessen Gruppoide mit etale-Topologie. Dabei besteht Kompatibilit

at zwischen Gruppen-
und Gruppoidbegri, denn diskrete Gruppen sind dasselbe wie etale-Gruppoide mit ein-
punktigen Einheiten.
Dieses Kapitel gliedert sich in die Denition von Gruppoiden und topologischen Gruppoi-
den mit Beispielen, dann in die Denition von Gruppoid-Kozykeln und Strukturen, und





Strukturen mit Verallgemeinerung auf Unterb

undel (diejenigen mit globaler Faser aus-






zu und jeder CAT-Bl

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3.1 Gruppoide




Ende\ besitzt, und zwei Elemente nur dann miteinander multipliziert werden k

onnen,
wenn das Ende des einen Elementes mit dem Anfang des anderen Elementes

uberein-
stimmt. Hier die exakte
3.1.1 DEFINITION. Ein Gruppoid ist eine kleine Kategorie, so da jeder Mor-
phismus ein Isomorphismus ist. Ein Gruppoidhomomorphismus sei ein kovarianter Funk-
tor zwischen zwei Gruppoiden. Gruppoide und ihre Homomorphismen bilden eine Kate-
gorie.
Die o.g. partielle Multiplikation ist also durch Verkettung von Morphismen gegeben.
Sind A;B Objekte einer Kategorie G und f : A! B ein Morphismus, so bezeichne
s(f) := A die Quelle ( = source = Urbild = Denitionsbereich)
und
r(f) := B das Bild ( = range = Bildbereich = Ziel)
von f . Liegt G als kleine Kategorie vor, werden somit Mengenabbildungen
s : G  ! Ob(G) und r : G  ! Ob(G)
induziert. Bei kleinen Kategorien G bezeichnet man Ob(G) auch k

urzer mit B, U oder
noch besser mit G
0
und nennt dies die Einheiten oder Identit

aten von G.
Weitere Bezeichnungen: Es sei ? ein Gruppoid. Identiziert man jede Einheit x 2 ?
0








auch Diagonale oder Identit

atenabbildung genannt. Da zu jedem u 2 ? die Inverse u
 1
existiert, liefert die Zuordnung u 7! u
 1
die Inversionsabbildung
i : ?  ! ?;
die nat





? := f (u; v) 2 ? ? j r(v) = s(u) g




?  ! ?; (u; v) 7! uv
gegeben. Ferner seien f





















ist eine Gruppe f








pretiert werden kann (s. Beispiele [4] und [6] weiter unten).
Die Abbildungen ; s; r; i;m gen

ugen folgenden Bedingungen:




(2) i ist eine Involution mit r = s  i (() s = r  i).
(3) m ist assoziativ, d.h. (uv) und (uv)w sind genau dann deniert, wenn (vw) und
u(vw) deniert sind, wobei in diesem Falle (uv)w = u(vw) gilt.
(4) s(uv) = s(v) und r(uv) = r(u) f





(5) Existenz neutraler Elemente: u(s(u)) = u, (r(u))u = u f

ur alle u 2 ?.
(6) Existenz inverser Elemente: u
 1




ur alle u 2 ?.
Geht man umgekehrt von Mengen ?;?
0





alt man eine neue,

aquivalente Denition eines Gruppoiden von
mehr algebraischem Charakter. Weil die Bedingungen (1)-(6) ausschlielich in Form von
Diagrammen formuliert werden k

onnen, bietet die zweite Denition gegen

uber der ersten
den Vorteil der Verallgemeinerung auf beliebige Kategorien, die Pullbacks besitzen. Aber
daf

ur ist die erste Denition nicht nur einfacher, sondern verdeutlicht auch besser den
wesentlichen mathematischen und intuitiven Gehalt des Gruppoidbegries.


















ollig ausreicht und auerdem mit der kategoriellen Denition kompatibel ist. Ein topo-
logischer Gruppoid sei ein mit einer Topologie versehener Gruppoid ?, so da m; i; s; r
(bzgl. der Teilraumtopologie ?
0






Teilraum von ?  ? aufgefat wird.

Aquivalent dazu braucht auf dem Gruppoiden nur
eine Topologie gegeben zu sein, so da m und i stetig sind. Versieht man die Einheiten
?
0
mit der Teilraumtopologie, so folgt automatisch auch die Stetigkeit von s und r, denn
gem

a Eigenschaft (6) l

at sich beispielsweise s als Verkettung u 7! (u
 1
; u) 7! m(u
 1
; u)
schreiben. Legt man die zweite Gruppoiddenition zugrunde, verlangt man einfach die
Stetigkeit aller Abbildungen ; s; r; i;m.
Eine topologische Kategorie sei eine kleine Kategorie ? mit einer Topologie, so da
s; r;m stetig seien, wobei ?
0
 ? die Unterraumtopologie trage (oder es sei alternativ ?
0
ein topologischer Raum, so da zus

atzlich auch  stetig sei).
1)
Die folgende Denition ist allerdings etwas strenger als die in [Hae].
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Die Morphismen zwischen topologischen Gruppoiden sind nat

urlich die stetigen Grup-
poidhomomorphismen, also diejenigen Gruppoidhomomorphismen, die zudem stetige
Abbildungen sind. Analog sind stetige Morphismen zwischen topologischen Kategorien
deniert, die wir stetige Kategoriemorphismen nennen.




?  ?, die
wieder ein Gruppoid ist, wobei im topologischen Fall
~
? stets die Teilraumtopologie trage.
So kann man einen (mengentheoretischen) Untergruppoiden
~
?  ? eines topologischen
Gruppoiden ? auf nat

urliche Weise durch seine Teilraumtopologie zu einem topologi-
schen Gruppoiden machen. Dieses Verfahren wenden wir bei einigen der untenstehenden
Beispiele an. Wir treen nun folgende
KONVENTION. Auer wenn nichts anderes gesagt wird, soll ein Untergruppoid
~
? 







Die in dieser Arbeit wichtigsten Gruppoide sind etale-Gruppoide, d.h. topologische





aquivalent dazu sind s und r Garben). Genauso werden auch
etale-Kategorien

uber die etale-Eigenschaft der Quell- und Zielabbildungen s; r de-
niert. Daher ist ein etale-Gruppoid dasselbe wie ein topologischer Gruppoid, der eine
etale-Kategorie darstellt. Wegen der etale-Eigenschaft der Inversion ist ein topologischer




Ein stetiger Kategoriemorphismus ' :
~
? ! ? zwischen etale-Kategorien
~
?;? hei-
e ein etale-Kategoriemorphismus, wenn ' im Sinne einer stetigen Abbildung
auerdem ein lokaler Hom

oomorphismus ist. Einen stetigen Gruppoidhomomorphis-
mus, der zudem ein etale-Kategoriemorphismus ist, nennen wir k

urzer einen etale-





atterungstheorie zeigt sich bekanntlich in [Est, Haef, B-N, Connes, Moer].
Es folgen einige typische Beispiele von Gruppoiden.
BEISPIELE
[1] Die Gruppen sind genau diejenigen Gruppoide, deren Einheiten einelementig sind.
Topologische Gruppen sind analog charakterisiert.
[2] Ein sch

ones, anschauliches Beispiel eines Gruppoiden ist durch den Fundamental-
gruppoiden (X) eines topologischen Raumes X gegeben. Seine Elemente sind die
Wegehomotopieklassen mit beliebigen Anfangs- und Endpunkten inX mit der durch
das Aneinanderh

angen von Wegen induzierten Multiplikation. Die Einheiten von
(X) sind mit X identisch ((X) ist jedoch kein topologischer Gruppoid). Genaue
Denition und Details in [Spa, S. 47,48].
[3] Jede

AquivalenzrelationR  XX kann als Gruppoid aufgefat werden: Am besten
eignet sich hierf

ur die objektfreie Denition einer Kategorie. Jedes Paar (x; y) 2 R
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(x; y)(y; z) := (x; z)
gesetzt wird. Jede Identit

at ist von der Gestalt (x; x), so da X mittels der
"
echten\
Diagonalen (x) = (x; x) den Einheiten von R entspricht. Allgemein induziert jeder
Gruppoid ? mit EinheitenB die Abbildung rs : ?! BB, so da deren Bild =: R
eine

Aquivalenzrelation ist und r  s : ? ! R einen Gruppoidhomomorphismus
darstellt. Ist dieser ein Isomorphismus, wird ? ein prinzipaler Gruppoid genannt.




[4] Auch jede Gruppenoperation G  X ! X l

at sich als Gruppoid auassen: Die
Morphismenmenge ist einfach ? = GX. Je zwei Elemente (g; y) und (h; x) werden
als zusammensetzbar erkl

art, wenn y = hx gilt, und ihr Produkt lautet dann
(g; y)(h; x) := (gh; x):
Die Identit

aten von ? sind von der Form (1; x) und korrespondieren daher zu X.
Aus dieser Denition von ? folgt, da die Diagonale durch x 7! (1; x), die Quell-
und Zielabbildungen durch s(g; x) = x, r(g; x) = gx, und die Inverse von (g; x)
durch (g
 1
; gx) gegeben sind. Ferner ist ?
x
x
nichts anderes als die Isotropiegruppe
G
x
von x. Falls G stetig auf X operiert, ist GX ein topologischer Gruppoid.
Interessanterweise enth

alt der Gruppoid GX die gesamte Information von X, von
G und der Operation von G auf X, i.e. sind GX und H  Y als Gruppoide iso-
morph, existieren Isomorphismen f : X

=
! Y und ' : G

=
! H, so da f

aquivariant
ist, d.h. f(gx) = '(g)f(x) f

ur alle x 2 X; g 2 G.





atterung F ist der Holonomiegruppoid oder auch Graph G(F) zu-
geordnet, der sowohl die Zerlegungsstruktur als auch die gesamte Holonomie von F
enth

alt. Seine Elemente sind Tripel
(x; y; []);
wobei x; y 2 L im selben Blatt L 2 F liegen,  ein Weg in L von x nach y ist, und []
die von  induzierte Holonomieklasse bezeichnet (die nur von der Homotopieklasse





(x; y; [])(y; z; []) = (x; z; [])






Holonomiegruppe des Blattes L in x 2 L.
[7] Nun folgen typische Beispiele f

ur etale-Gruppoide. Es sei F ein CAT-Raum. Ein
lokaler Hom








mit oenen Mengen U; V  F . F

ur jedes x 2 U wird f ein lokaler Hom

oomorphis-
mus um x genannt. Ein weiterer lokaler Hom

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keim

aquivalent zu f , falls eine oene Umgebung W  U \ U
0
von x existiert, auf
der f und g gleich sind. f
x
bezeichne dann den Keim, d.h. die

Aquivalenzklasse
von f in x. F





(x) := f(x) wohldeniert.
Wir denieren den Gruppoiden ?
F
als die Menge aller solchen Keime lokaler
Hom







onnen genau dann verkettet
werden, wenn die Bedingung y = f(x) erf

ullt ist. Die Einheiten bzgl. dieser Verket-









Somit bekommen wir s(f
x




(x) als source- und range-Abbildungen.
Jeder lokale Hom






j x 2 U g:
Die Menge all dieser U
f
deniert die Basis einer Topologie von ?
F
, bzgl. de-
rer s : ?
F
! F und r : ?
F
! F etale-Abbildungen sind. Damit ist ?
F
als
etale-Gruppoid deniert. Wir nennen ?
F
den Gruppoiden der Keime lokaler
Hom

oomorphismen von F. Soll die spezielle CAT-Kategorie hervorgehoben wer-








urzungen angebracht: Wird nichts anderes
gesagt, sei der IR
q
























heie auch der q-te Haeiger-Gruppoid.
[9] Sei F eine CAT-Bl

atterung auf einer CAT-Mannigfaltigkeit M . In den beiden fol-
genden Beispielen denieren wir f

ur F zwei Arten von Untergruppoiden von ?
M
.
Das erste Beispiel ist ?
fFg
. Dieser Untergruppoid besteht aus den Keimen gewis-
ser lokaler Hom



















attertreu sei. Mit der Teilraumtopologie ist ?
fFg
sogar ein




. Im Spezialfall F = F
n;q



































atterungen, sondern allgemeiner f

ur jede










































[10] Durch eine leichte Verallgemeinerung der Abbildungskeime aus vorigem Beispiel
erh









wie folgt: Sei f :
U ! V ein lokaler CAT-Hom












das Blatt aus Fj
V
durch y := f(x). f heie nun
punktbl







gilt. Ein lokaler Hom

oomorphismus f : U ! V von M ist demzufolge genau dann
bl

attertreu, wenn er punktbl

attertreu in jedem x 2 U ist. F

ur ein bestimmtes x 2 U
braucht daher ein lokaler Hom

oomorphismus f : U ! V , der punktbl

attertreu in
x ist, noch lange nicht bl





in x nennen wir
punktbl







sei nun deniert als derjenige Untergruppoid von ?
M
, der von den punktbl

atter-
treuen Keimen lokaler Hom











ur bgzsh-Zerlegungen F deniert werden.
F

ur den Spezialfall F = F
n;q














































undeln, aber nicht zur Beschreibung von Unterb

undeln mit




atterung F auf einer





atterungF\ bezeichnen, und im n

achsten Beispiel dessen allgemeineres
Pendant ?(F). Allerdings k

onnen wir ?fFg nicht mehr als Untergruppoiden von
?
M
auassen, da die Keimrelation strenger deniert werden mu.





2 F durch x bzw. L
y













oomorphismus mit f(x) = y, wobei|und das ist
der entscheidende Unterschied zu den Beispielen [9] und [10]|U und V nicht nur
oene Umgebungen von x bzw. y, sondern sogar ges















oomorphismus um x. Die Keim












bezeichne den Keim von f in x, so da f
x
(x) := f(x) = y wieder wohldeniert ist.



























2 ?fFg j x 2 U g:
Diese Mengen eignen sich aber noch nicht ganz als topologische Basis, weil dann
die Quellabbildung s unstetig w

are. Wir erhalten daher die richtige Topologie von
?fFg, wenn wir als gr

oere Basis alle Mengen der Form
s
 1
(W ) \ U
f
mit W  M oen
2)
W M heit ges

attigt, wenn jedes Blatt, das W trit, ganz in W liegt.
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g : ?fFg  ! ?
fFg
induziert, der i.a. weder injektiv noch surjektiv zu sein braucht. fF
F
g ist aber
immerhin noch eine etale-Abbildung.
Auch hier kann ?fFg allgemeiner f























g, und ebenso ana-


















[12] Die Verallgemeinerung von ?fFg zu ?(F) erkl

art sich jetzt fast von selbst: Mit den























ugen. Denition der Keimrelation und Topologisierung erfolgen analog wie




) : ?(F)  ! ?
F
induziert, der jedoch nicht etale ist. Wiederum braucht F f

ur die Denition von
?(F) nur eine bgzsh-Zerlegung zu sein.






















urfen inzwischen keiner weiteren Erl

auterung. Es
sei aber noch erw

ahnt, da ?fFg  ?(F) ein Untergruppoid mit der induzierten
Teilraumtopologie ist.
3.1.2 Topologische Kategorien lassen sich f

ur CAT = TOP;DIFF;PL zu CAT-
Kategorien verfeinern: Eine CAT-Kategorie werde als kleine Kategorie ? mit CAT-
Strukturen auf ? und ?
0
deniert, so da s; r;m; CAT-Abbildungen sind. Insbesondere
ist dann ?
0
 ? ein CAT-Unterraum.
CAT-Gruppoide werden analog deniert, wobei nat

urlich auch die Inversion i eine
CAT-Abbildung sein mu.







atzlich noch eine CAT-Abbildung ist.
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Da ein DIFF-Raum automatisch eine C
1
-Mannigfaltigkeit darstellt, ist jede DIFF-
Kategorie eine sog. DIFF-Mannigfaltigkeitskategorie. Dieser Begri wird nun auch f

ur
CAT = PL;TOP deniert: Eine CAT-Mannigfaltigkeitskategorie sei eine CAT-




atzlich noch CAT-Mannigfaltigkeiten sind. CAT-
Mannigfaltigkeitsgruppoide werden genauso deniert.
Die Denitionen einer etale-CAT-Kategorie und etale-CAT-Mannigfaltigkeitska-
tegorie sowie eines etale-CAT-Gruppoiden und eines etale-CAT-Mannigfaltig-
keitsgruppoiden brauchen sicher nicht im Detail ausgef

uhrt zu werden.
Diese Denitionen sind aber noch zu eng, weil gerade die wichtigsten Gruppoide eine nicht
Hausdor-Topologie tragen. Zur geeigneten Begriserweiterung mu man daher allgemei-
ne CAT-R

aume und allgemeine CAT-Abbildungen zugrunde legen. F

ur CAT = TOP
ist nat





ur CAT = DIFF braucht man nur
nicht separierte DIFF-Mannigfaltigkeiten zuzulassen, wobei diese allgemeinen DIFF-
Mannigfaltigkeiten wie

ublich via DIFF-Atlanten deniert werden ohne jede Zusatzbe-
dingungen an die Topologie.




Hierzu legen wir die Denition von PL-R

aumen und PL-Abbildungen aus [Hud] zugrunde,
und denieren einen allgemeinen PL-Raum wie bei Mannigfaltigkeiten

uber PL-Atlanten.























ur jedes i 2 I ein Hom



















ein PL-Atlas von X. Analog wie
bei Mannigfaltigkeiten deniert man Vertr

aglichkeit von PL-Atlanten, so da eine allge-





Aquivalenzklasse von PL-Atlanten von X deniert wird. X zusammen mit einer
allgemeinen PL-Struktur wird dann ein allgemeiner PL-Raum genannt.
















Damit sind nun auch allgemeine CAT-Gruppoide, allgemeine etale-CAT-Gruppoide, usw.
deniert. Weil aber, wie schon bemerkt, Gruppoide nat

urlicherweise nicht Hausdorsch
sind, treen wir folgende
KONVENTION. Wenn nichts anderes bestimmt wird, ist mit einem CAT-
Gruppoiden, einer etale-CAT-Mannigfaltigkeitskategorie usw. stets ein allgemeiner CAT-
Gruppoid, eine allgemeine etale-CAT-Mannigfaltigkeitskategorie usw. gemeint.
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sind beide n-dimensionale, etale-PL-
Mannigfaltigkeitsgruppoide.
3.1.3 Zu jeder etale-CAT-Kategorie ? mit Einheiten X kann man wie folgt einen
kanonischen etale-CAT-Kategoriemorphismus ' : ?! ?
X
denieren:
Da die source- und target-Abbildungen s; r : ?! X beide etale-CAT sind, existieren zu
jedem  2 ? oene Umgebungen V  ? von , U
s
 X von s() und U
r


















oomorphismen sind. Daher k

onnen wir einfach









setzen. Daran sieht man sofort, da ' : ?! ?
X
wohldeniert, stetig und etale-CAT ist.
Auerdem bildet ' Einheiten wieder auf Einheiten ab. Was etwas mehr M

uhe bereitet,
ist der Nachweis der Homomorphieeigenschaft von '. Daf

ur brauchen wir die
Behauptung: Die Multiplikation m : ?
X
?! ? ist eine etale-CAT-Abbildung.
Beweis: Seien 
0
;  2 ? zwei Elemente, die sich multiplizieren lassen, d.h. s(
0
) = r(),
so da also (
0
; ) 2 ? 
X
? gilt. Wie bei der Denition von ' w

ahlen wir zu  bzw. 
0












mit den Eigenschaften wie oben. O.E. kann





annehmen. Nun ist die Einschr

ankung der














 V \ ?
X
?. An der Form der letzteren Abbildung erkennt man, da U
s
im Bild














































 V \ ?
X
?  ! V
einer ist, was man mit einem Graphenargument sieht: V
0


















Mit diesem Beweis haben wir die Homomorphie von ' schon implizit gezeigt, denn
V
0






















und analoges gilt f














































impliziert. Setzt man alles zusammen, so folgt, da '(
0















uhrung der ?-Strukturen f

ur topologische Gruppoide ? geht auf Haefliger
[Hae-D] zur

uck. Im folgenden werden wir ? aber nur als topologische Kategorie voraus-





Wegen der fehlenden Inversion bei topologischen Kategorien ? kann man ?-Strukturen
aber nicht analog wie in [Hae-D] als Kohomologie mit Werten in einer Garbe von to-
pologischen Kategorien denieren. Dies ist auch gar nicht n

otig, da solche ?-Strukturen




ur Gruppoid-Strukturen mit der
Denition aus [Hae-D] kompatibel ist.
3.2.1 Wie bei Gruppoiden schreiben wir das Produkt zweier zusammensetzbarer Ele-
mente u; v 2 ? einer topologischen Kategorie ? als uv.












! ? stetige Abbildungen f

























6= ;, ist f










































bezeichnet. Der Kozykelbedingung zufolge gelten f





















Aus der ersten Gleichung folgt r  
ii
= s  
ii









Deswegen brauchen die 
ii
aber keine neutralen Elemente oder gar Einheiten in ? zu sein!




achlich eine Einheit, da die erste




















































Dies ist nicht ganz korrekt, da die

Uberdeckungen von X keine Menge bilden, aber man kann sich auf
sog. eigentliche





ur die Resultate der Arbeit
gen
















urliche Operation stellt das Einschr

anken von Kozykeln auf Teil

uber-
















mit J  I eine Teil

uberdeckung von X, dann l










ankte Kozykel schreiben wir einfach als j
J




achstes denieren wir eine Teilordnung  auf Z
1
(X; ?) wie folgt: F











genau dann, wenn 
0
indexisomorph zu einem Unterkozykel von 
1
ist.
Es gibt verschiedene, zueinander

aquivalente Denitionen der Kohomologierelation von
?-Kozykeln. Wir w














genau dann, wenn ein ?-Kozykel  von X mit 
0
  und 
1
  existiert.


























;  mit   
0
,   
1































mit M = I
_
















ur alle Paare (i; j) 2 I  J aus.









da wir in den folgenden Denitionen und Rechnungen zur Vereinfachung der Schreibweise
die Indexmenge L via gegebener Einbettungen stets als Teilmengen von I bzw. J auassen.










existiert ein l 2 L mit
x 2 U
l












ussen wir noch dreierlei zeigen:
5)
Was manchmal auch nicht zusammentrit.
3.2. GRUPPOID-STRUKTUREN 101
{  ist deniert.


















Wohldeniert: Sei ebenfalls l
0










































































































zu zeigen. Diese folgt aber aufgrund der




und der Stetigkeit der Multiplikation
in ?.
Kozykelbedingung: Seien (i; j; k) 2 M  M  M . Es sind einige Fallunterscheidungen
hinsichtlich der Verteilung der Indizes i; j; k auf I und J zu treen. Trivial sind die F

alle,







ullen. Aus demselben Grund sind aber auch die F

alle erledigt, bei denen zwei




alle (i; j; k) 2
IJI und (i; j; k) 2 JIJ m

ussen wir etwas nachrechnen, was wir hier exemplarisch
f

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Beweis: Nur die Transitivit

at ist nicht oensichtlich. Es gelte 
0















existieren. Daher brauchen wir nur ein




















(X; ?) wird auch die Menge der ?-Strukturen von X genannt.











) mittels einer Verfeinerungsabbildung ein zu  kohomo-
loges ?-Kozykel 
0












asentieren also dieselbe ?-Struktur.
F

ur jede topologische Kategorie ? f

uhren wir nun abz

ahlbare und endliche ?-Strukturen









I, heie ein abz








dann existiert ein abz











ahlbaren ?-Strukturen von X ist deniert.







ahlbarer ?-Strukturen sprechen wir auch von (?; IN)-Strukturen und statt end-
licher ?-Strukturen von (?; e)-Strukturen.











mit Indexmenge . Wir bezeichnen die Menge
all dieser (?;)-Kozykel mit Z
1
(X; ?;).
?-Strukturen verhalten sich funktoriell und das in zweierlei Hinsicht. Sei etwa f : ? !
?
0





































) respektiert Indexisomorphie und Unterkozy-
kel. F

ur einen festen topologischen Raum X ist daher
H
1
(X; ) : Topologische Kategorien  ! Set
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ein kovarianter Funktor, der durch Einschr

ankung einen kovarianten Funktor
H
1
(X; ) : Topologische Gruppoide  ! Set
liefert. Die Beschr





(X; ) : CAT-Kategorien  ! Set; H
1
(X; ) : CAT-Gruppoide  ! Set:
Charakteristischer ist aber die Funktorialit

at in der ersten Komponente. Wir halten dazu








) ein ?-Kozykel auf dem
topologischen Raum Y und f : X ! Y eine stetige Abbildung, mit der wir  zu einem
?-Kozykel f

 von X zur
















































( ; ?) : Top  ! Set









Unterkozykel respektiert, faktorisiert Z
1
(; ?) zu einem kontravarianten Funktor
H
1
( ; ?) : Top  ! Set:
Lassen wir beide Komponenten variabel, erhalten wir einen Bifunktor
H
1
( ; ) : TopTopologische Kategorien  ! Set;
kontravariant in der ersten Komponente und kovariant in der zweiten Komponente. Aus
der Bifunktorialit






























wobei g : ?
0
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Entsprechende Aussagen gelten vollkommen analog f

ur die beiden Bifunktoren H
1
( ; ; IN)
und H
1
( ; ; e).





( ; ?; e)  ! H
1
( ; ?; IN)  ! H
1
( ; ?):
Deniert man Parakompaktheit wie in [tom] und ber

ucksichtigt das Lemma auf Seite 142
in [Hae], bekommt man das
KOROLLAR. (a) F






























BEMERKUNG. Die ?-Strukturen f

ur topologische Gruppoide ? wurden 1958 von
Haefliger in seiner Dissertation [Hae-D] eingef

uhrt. Eines seiner Ziele war die Iden-
tikation von q-kodimensionalen DIFF-Bl

atterungen auf einer DIFF-MannigfaltigkeitM
mit submersiven ?
q
-Strukturen von M , wobei eine ?
q











eine DIFF-Submersion ist f

ur alle i (wohl-




atterungen geschaen. Bis jetzt
bestand das Problem, submersive ?
q
-Strukturen homotopietheoretisch oder zumindest
mit Hilfe klassizierender R

aume zu charakterisieren. Wir l

osen in dieser Arbeit das Pro-















undeln mit Faser IR
q
entsprechen. Diese microbres
feuilletes verwendete er allerdings nicht zur Beschreibung von Bl

atterungen (z.B. wie bei
uns mittels Unterb

undeln), sondern benutzte sie daf







Ein anderes Problem ist die fehlende Homotopieinvarianz des Funktors H
1





mit Gewalt\, indem man auf H
1





:() 9  2 H
1

















heit die Menge der ?-Konkordanzklassen von X. F
















ur Gruppoide ist die 1. Gleichung i.a. falsch!
Mit Hilfe des Satzes von Brown oder ganz konkret mit der Milnor-Konstruktion (s.
[Hae-T, Hae]) bewies Haefliger 1970 den
SATZ. Zu jedem topologischen Gruppoiden ? existiert ein klassizierender Raum B? 2






 ! ?(X); [f ] 7! [f

(!)];
ein Isomorphismus ist f

ur alle parakompakten X.
Bemerkenswert in diesem Zusammenhang ist auch der Klassikationssatz von Haefli-
ger f

ur die integrierbaren Homotopieklassen der Bl

atterungen auf einer oenen DIFF-
MannigfaltigkeitM , der aus seinen Arbeiten und dem Transversalit

atssatz von Gromov-
Phillips (s. [Grom, Phil, Hae, Hae-T]) folgt und z.B. folgende Gestalt hat:





























undels von M . Dann korrespondieren die integrierbaren Homotopieklassen der
q-kodimensionalen DIFF-Bl





Leider ist es aber wegen der Oenheit von M nicht m

oglich, von diesen integrierbaren
Homotopieklassen auf die Isotopieklassen von Bl

atterungen zu schlieen, umgekehrt aber
schon. Nur bei geschlossenen Mannigfaltigkeiten sind integrierbare Homotopieklassen mit
Isotopieklassen identisch; aber f

ur diese gibt es keine solche Klassikation integrierbarer
Homotopieklassen, sondern nur eine Klassikation der Konkordanzklassen von Bl

atterun-








ur topologische Gruppoide gibt es noch eine andere,

aquivalente Denition
von Gruppoid-Strukturen, die der Garbenkohomologie entspringt.
















aquivalent, wenn zu jedem i 2 I





















ur alle i; j. Dies deniert eine






). Die Menge dieser

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Je zwei

aquivalente ?-Kozykel ; 
0
















































ur die gemischten Indizes. Man rechnet nach (vgl. auch Beweis von Lemma 3.2.1), da
 der Kozykelbedingung gen

ugt. Wegen ; 
0
  sind  und 
0
kohomolog.
Wie bei der Garbenkohomologie
















). Dann ist f









































wohldeniert ist. Diese letzteren Abbildungen denieren bekanntlich ein induktives
System
6)
, dessen induktiver Limes als H
1











(X; ?), die mit der Kohomologierelation aus
3.2.1 identisch sein soll, was nun bewiesen wird:
Nach Beispiel 3.2.1 ist ein verfeinertes Gruppoid-Kozykel zum urspr

unglichen kohomolog,
so da die eben denierte















































































bekommt man eine analoge Gleichung mit r
0
. Daher sind die Verfeinerungen von 
und 
0
nur zwei Verfeinerungen von  bzgl. verschiedener Verfeinerungsabbildungen und






); ?) gleich. Dies ist der Beweis von
LEMMA. Es seien ? ein topologischer Gruppoid, X ein topologischer Raum und ; 
0
zwei ?-Kozykel von X. Dann sind  und 
0
genau dann kohomolog (im Sinne von 3.2.1),
wenn sich  und 
0














Zur Vermeidung mengentheoretischer Schwierigkeiten mu man eigentlich mit Mengen von

Uber-
deckungen arbeiten, z.B. mit sog. eigentlichen









In diesem Abschnitt bezeichne ? stets eine etale-CAT-Kategorie mit den source- und
range Abbildungen s; r : ?! ?
0
.
3.3.1 LEMMA. Sei  = (
ij
















um einen lokalen CAT-Hom

oomorphismus von ?, d.h. beispielsweise existiert ein um

jj
(x) denierter lokaler CAT-Hom





























V  ? von 
ij








































von x so klein, da 
jj





V gilt. Beachten wir noch die aus der Kozykelbedingung resultierende Beziehung
s  
ij



















































































ahrt man analog. Daraus ergibt sich die Aussage
auch f




















ur jedes i eine etale-CAT-Abbildung
ist, i.e. 
ii
ist ein lokaler CAT-Hom

oomorphismus. Mit obigem Lemma sieht man, da











ur je zwei kohomologe ?-Kozykel ; 
0
gilt:
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Aufgrund dessen ist die Bezeichnung etale-CAT-?-Struktur wohldeniert und gerecht-
fertigt. Im Fall CAT = TOP sprechen wir einfacher von etale-?-Strukturen.
KOROLLAR. Seien ' :
~
?! ? ein etale-CAT-Kategoriemorphismus und  eine etale-
CAT-?-Struktur auf X. Dann ist auch jeder Lift von 






(')(~) = , etale-CAT.
4
3.3.2 Seien F ein CAT-Raum, ?  ?
CAT
F
ein oener Untergruppoid (mit nicht not-























oene CAT-Einbettungen nach F sind. Wie man
der Denition von ?
CAT
F




















































)) einen Atlas von X bzgl.
F .
Die Keime dieser Kartenwechsel denieren ein etale-CAT-?
CAT
F






vonX. Je zwei solche Atlanten vonX bzgl. F vereinigen sich







angig von der Wahl des Atlanten wohldeniert. Unter geeigneten














Man beachte insbesondere den Fall X = M = unberandete CAT-Mannigfaltigkeit M
m
und F = IR
m
.



































) gewinnen zu k




















Wegen der etale-Eigenschaft von  und 
0



































setzen. Weil aber nach Gleichung (?)  und 
0
ebenfalls diese Kartenwechsel-Form haben,
gilt somit die Kozykelbedingung f

ur  mit ; 
0






ur jede topologische Kategorie ? und X 2 Top operieren die topologischen Automor-
phismen AutX := Aut
TOP




















ur jede ?-Struktur  von X den Stabilisator von Aut
TOP
X in .
FOLGERUNG. (a) Sei ? ein etale-CAT-Gruppoid und  eine etale-CAT-?-Struktur





















 = . F






), das  repr

asentiert, ist dann g

 wegen Folgerung 3.3.1 ein etale-CAT-?-Kozykel.




). Da nach Voraussetzung 
ii
nahe g(x)
eine etale-CAT-Abbildung ist und 
ii
 g nahe x ebenso, wie gerade gezeigt, so ist auch g
nahe x eine etale-CAT-Abbildung, was g 2 Aut
CAT
X bedeutet.

















-Strukturen auf M bijektiv den CAT-Mannigfaltigkeitsstrukturen von
M entsprechen.
3.3.3 In 1.3.4 wurde f










atterungen aufM der Kodimension q deniert. Lokal ist eine solche Bl

atterung






modelliert. Daher denieren die Keime der
Kartenwechsel von Bl

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Umgekehrt ist jede ?
CAT
fm;qg
-Struktur ~, die 
M














(M) induziert, der gem


















































), so da schlielich
auch 
F(~)





aquivariant. Somit haben wir den
SATZ. Es gibt f

ur jede randlose CAT-Mannigfaltigkeit M
m
und jede Untergruppe G 
Aut
CAT



























undel  = (p : E ! X; s : X ! E)

uber dem
CAT-Raum X mit Faser F (s. 2.5.2), zugeh

origer bgzsh-Zerlegung F = F() und Schnitt
s : X ! E
7)








zugeordnet werden. Danach ist es dann ein leichtes, dies auf Unterb





Hier eine kleine Skizze der Konstruktion: Man geht nat
































eine Familie oener Teilmengen von F ist, betrachtet die
7)
Um Verwechslungen mit den Indizes von

Uberdeckungen zu vermeiden, ist hier das Symbol s f

ur den
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
Ubergangsfunktionen dieses Systems und konstruiert daraus ein ?
F
-Kozykel, welches da-








3.4.1 Was wir als erstes einsehen m



















































































































































ur alle i 2 I.
(2) F









































, so da obige Bedingungen erf











urlich nicht nur in der topologischen Kategorie, sondern auch in allen anderen
Kategorien deniert werden, die endliche Durchschnitte besitzen. Kozykelbedingung und




Unser konkretes Klebedatum ist

uber die lokalen Trivialisierungen h
i
deniert worden,
so da alle g
ji
nicht nur stetige, sondern sogar bl

atter-, schnitt- und fasertreue CAT-



















auf (Lemma 2.3.3 gilt lt. 2.5.3 auch im gebl

atterten Fall).
Inzwischen sind wir soweit, das ?
F




























die Projektion von s
i
auf die zweite Komponente U
F;i
bezeichne, so da s
i
























(x)) = (x; 
jj
(x)):



















































,! U  U
j;F
oene, faser-, schnitt- und bl














undel auf, dann ist dessen Standardzerlegung die Einschr

ankung
der Zerlegung von W
ji



















undeln und daher das Lemma






































,! U  U
F;j














) ein lokaler CAT-Hom

oomorphismus von F und

ji







ussen uns vor allem
















,! U  U
F;j

























urlich durch die Kozykeleigen-
schaft von (g
ij












Zwei beliebige Atlanten von  kann man vereinigen. So sieht man sofort, da das zuge-
ordnete ?
F
-Kozykel des Vereinigungsatlanten die ?
F
-Kozykel der beiden Teilatlanten als
Unterkozykel enth

alt. Daher ist die ?
F
-Struktur von  kanonisch deniert. Gem

a obiger
Konstruktion haben wir also f















LEMMA.  := f
X


















uber dem CAT-Raum Y mit
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beliebigen Atlas deniert ist, braucht man sich nur zu vergegenw

artigen, wie Atlanten
von  durch f zur

uckgezogen werden.

















g) und damit der ?
F
-
Struktur (). Wie dem Beweis der Pullbackkonstruktion in 2.5.3 zu entnehmen ist, d

urfen









) nehmen, sondern m

ussen eigentlich
mit den Bogenkomponenten der U
0
i





erschweren, werden wir erstmal so tun
9)













































gegeben. Der von h
0
i





















g) das zugeordnete ?
F











schauen wir uns in der N










































sind, wobei o.E. g
ji





















Nehmen wir statt (U
0
i
) die korrekte Verfeinerungs









uberein, welches aus f

 durch Verfeinerung























Ubergangsfunktionen darstellt. Daher bezeichnen wir
?
F







mit Faser F . K





von  induzierten 
ij
mit Wer-





ahlt werden, gebrauchen wir
die Sprechweisen, da  den Strukturgruppoiden ? besitzt, und da der Strukturgruppoid
?
F









). Allgemeiner sei ? irgendein topo-
logischer Gruppoid und g : ?! ?
F
ein stetiger Gruppoidhomomorphismus. g

bezeichne











at sich zu g (oder einfacher zu








a unserer Konvention mit denselben Einheiten F .
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In Anlehnung an Prinzipalb

undel bezeichnen wir f






































wobei g : ?! ?
F
wie vorhin ein stetiger Gruppoidhomomorphismus sei. Dabei ist k
g
(X)







X mit Faser F , deren Strukturgruppoid ?
F
zu g reduziert werden kann. Da dies

uber-
haupt eine korrekte Denition darstellt, sieht man folgendermaen:
Weil es nur auf die Keime der

Ubergangsfunktionen ankommt, besitzt z.B. jede oene Um-




undels  dieselbe ?
F
-Struktur wie 
selbst. Beetrachten wir andererseits CAT-Tripelpr

aisomorphismen, also schnitt-, bl

atter-



























 'g von , woraus sofort die Gleichheit () = (
~
) ersichtlich wird. Aus
diesen beiden Beobachtungen folgt mit Korollar 2.3.3, da  durch die Isomorphieklassen
faktorisiert.







ur jeden CAT-Raum X und jeden topo-
logischen Gruppoidhomomorphismus g : ? ! ?
F







sogar als kontravarianter Funktor gegeben.
Wie bereits erw

ahnt und benutzt faktorisiert  durch die Isomorphieklassen. Da nach 2.3.5
Pullback Isomorphieklassen respektiert, hat die Nat











































 ein Isomorphismus (in














Das Arbeiten o.B.d.A. mit E;
~
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Beweis: Die zweite Gleichung resultiert aus der Nat





) zu zeigen brauchen. Der lt. 2.5.3 kanonische Mikroidb

undelmorphismus





 ist aufgrund der Funktorialit







 := ['; ']
 1
















































ur jeden topologischen Raum X und jeden topologischen Gruppoiden ? operiert
Aut
TOP
(X) von links in analoger Weise kanonisch auf H
1
(X; ?) mittels



































(X) := f' 2 Aut
CAT









mit Basisabbildung ' g:



































 mit Basisabbildung '
 1
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Sei umgekehrt ' 2 Aut
[]





















ur jeden lokal bogenzusammenh

angenden CAT-Raum X und jeden
zu X lokal isomorphen CAT-Raum F operiert Aut
CAT







(X) etwa im ersten Fall.
4



























seien. Was lt. 2.5.5 lokal trivialisiert wird, ist nicht E
0
selbst, sondern das Paar (; E
0
),
so da erst recht auch  lokal trivialisiert wird. Da die entsprechenden

Ubergangsfunk-









































Daran sehen wir, da bereits die Existenz eines Unterb
























ur erforderlichen Argumente eignen sich auch zur analogen Denition einer Kategorie
mit Paaren (; E
0









undels  ist. Analog zu vorigem Unterabschnitt sehen wir ein,
da (; E
0
) nur von der Tripelisomorphieklasse [; E
0
























die Menge aller CAT-Tripelisomorphieklassen [; E
0
] von Paaren (; E
0



























ganz analog zu 3.4.1 als kontravarianter Funktor gegeben. Mit der analogen Begr

undung



















Die Zuordnung (; E
0














Lemma 2.4.1 und 2.5.5 sich mit Pullback vertr

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darstellt.






, deren assoziierte Gruppoid-Struktur man auch dadurch erh
















































































































undels  mit kompakter, globaler Faser F
0









zwei in E() oene und bzgl. E
0
































nach Korollar 2.4.3 ebenfalls vertikal bzgl. E
0

















































ist entweder leer oder






































nden wir mit Hilfe eines Kompaktheitargumentes













































































Ubergangsfunktion um x ist. Mit dem
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K
















Auch hier gibt es eine entsprechende Kategorie von Paaren (; E
0












ussen (s. Lemma 2.4.3). [; E
0
] bezeichne die Tripeliso-
morphieklasse von (; E
0
) innerhalb dieser Paarkategorie. Dann faktorisiert  wiederum









die Menge aller Tripelisomorphieklassen [; E
0





































undel hatten wir in 2.4.2 den Begri der Keim

aquivalenz deniert. Im Ge-
gensatz dazu erkl



















] = [; E
00
] gilt. Wegen Lemma 2.5.3 wundert es einen nicht, da bei schnittof-















uber X. Dann gilt
f











] () [; E
0


















]. Es gelte umgekehrt lediglich [; E
00






] soll daraus folgen.


















undel von  mit globaler Faser ist eine analoge Aussage











undel von (M) mit globaler Faser F und Kontrafaser IR
q
, wobei













auf M mit Faser F . Gilt [(M); E
0















undel von (M) mit Faser
F und Kontrafaser IR
q















uber X werde im weiteren festgehalten,
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sei, so da [
~
] = [] gilt. Oder























































als die Menge aller Unterb


















Ubergangsfunktionen von (; E
0








ahlt werden, liegt eine Reduktion




































































































Lemma 3.4.3 impliziert sofort das






















































atterungen sind die Abbildungen des Korollars wegen letzter Be-







atterungen nicht als geliftete Gruppoid-Strukturen interpretiert werden.
Als n








erinnern uns, da Aut(X) via Inversion und Pullback auf k
 
F
(X) operiert und da man




uckziehen kann. Soll in dieser Weise eine
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[] operieren, mu G dabei die Tripeliso-
morphieklasse [] des Oberb

undels invariant lassen, d.h. G mu auf [] trivial operieren.
Folglich ist Aut
[]
















[] operiert. Andererseits kann man Aut
[]







[] wie folgt operieren lassen: Per Denition wird jedes ' 2 Aut
[]
(X) von einem







asentant sei ' auf einer oenen Umgebung


















 ] :  !  irgendein ande-
rer Isomorphismus, der '

uberdeckt, so unterscheiden sich [

 ] und [ '] um Verkettung
mit einem Element aus Aut(), so da insgesamt wieder dieselbe Tripel

aquivalenzklasse
herauskommt und '[; E
0
] somit wohldeniert ist.
Diese beiden Operationen sind jedoch identisch: Zun






















Lemma 3.4.2 existiert ein Tripelisomorphismus [




































a-Tripelpaarisomorphismus, so da folglich
'[; E
0
] = [; E
00





















Daher wissen wir nun z.B., da die sehr konkrete Operation aus 2.6.6 von Aut(M) auf
den Unterb







































3.4.4 Bisher wurde die nat








at ausgesagt. Unter geeigneten Bedingungen an den
Raum X stellt sich  sogar als nat

urlicher Isomorphismus heraus und zwar f

ur alle Va-
rianten von . Ohne Beweis (der aber analog zum Beweis von Theorem 1 in [Hae-D]
gef

uhrt werden kann) geben wir diesbez

uglich den folgenden Satz an:


















































aume\ als Objekte einer geeigneten Oberka-
tegorie von Top w

ahlen kann (und mu), ist eine der zentralen Einsichten dieser Arbeit.
Aber nicht nur f

ur die direkte, sondern auch f

ur die abstrakte Klassikation ist jene Ober-
kategorie als Top

gegeben, das ist die Kategorie der allgemeinen projektiven Systeme
topologischer R

aume, die in diesem Kapitel deniert und studiert wird.
Seit [E-S] sind induktive und projektive Systeme bekanntlich nichts neues, aber leider
sind diese traditionellen projektiven Systeme f

ur unsere Vorhaben noch nicht allgemein
genug, so da wir zu einer allgemeineren Begrisbildung gezwungen sind.
Vorher denieren wir allgemeine induktive Systeme, und zwar aus zwei Gr

unden: Zum
einen sind diese Systeme einfacher als die allgemeinen projektiven Systeme gebaut, und
ihr Denitionsprinzip l

at sich traditioneller darstellen, auch deswegen weil der Unter-
schied zu den herk

ommlichen induktiven Systemen relativ gering ist. Das duale Deni-
tionsprinzip liefert uns dann die allgemeinen projektiven Systeme.
Zum anderen sollen nicht nur die Gemeinsamkeiten, sondern vor allem auch die Unter-
schiede zwischen beiden Systemarten deutlich herausgestellt werden.
Eine andere Neuerung stellt der Begri der relativen Injektivit







uhrt. Aufgrund der Allgemeinheit des Klassikationssatzes 7.7.2
kann zwar auf die ri-Kategorie Top

ri
verzichtet werden, aber andererseits tr

agt sie zu
einer Transparenz der Methodik dieser Arbeit bei. Dies

auert sich z.B. darin, da der







nommen werden kann. Das ri-Konzept bildet auerdem die ideale Vorbereitung f

ur die
variablen zahmen Strukturen aus dem 7. Kapitel.
Der 6. Abschnitt befat sich mit bestimmten sch

onen Eigenschaften projektiver Top-
Systeme, vornehmlich der Additivit

at, mit denen man sehr angenehm arbeiten kann,
und die u.a. zu unserer abstrakten Klassikation gelifteter etale-PL-Gruppoid-Strukturen
beitragen.








aquate Denition von Serre-
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4.1 Allgemeine induktive Systeme
Unsere Denition allgemeiner induktiver Systeme soll vor allem ihr zugrunde liegendes
Prinzip, da es bei ihnen n

amlich nur auf das conale Verhalten von Morphismen an-
kommt, deutlich hervorheben.
4.1.1 A sei eine beliebige Kategorie, f





I sei eine Menge mit einer reexiven und transitiven Relation , die aber nicht antisym-




eine Objektfamilie aus A, und f

































ur alle i  j  k.
(3) Sind ' 2 
j
i
;  2 
k
i




























nen und ein allgemeines induktives System aus A oder auch induktives A-System

















ublichen, aus der Literatur bekannten, induktiven Systeme sind genau die gerichteten,
allgemeinen induktiven Systeme mit einelementigen 
j
i
und teilgeordneter Indexmenge I.








)) ein allgemeines induktives System aus A und
i 2 I. Sind j
1
; : : : ; j
k












, dann existieren ein
l  j
1

























Bis jetzt sind also zun

achst nur die Objekte von A
-




Mit den gleichen Bezeichnungen seien A
-
ein induktives A-System, X ein Objekt aus A
und f
i




: X ! A
j
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Z.B. sind stets f
i




ur alle ' 2 
j
i














































Abbildungen ff : X ! A
i





ur jeden A-Morphismus g : Y ! X und f

ur je zwei conal gleiche A-Morphismen
f
i


















f : X  ! A
-
sei per Denition eine

Aquivalenzklasse aus ff : X ! A
i
A-Morphismus j i 2 Ig bzgl. der

Aquivalenzrelation `conal gleich'. Die Verkettung von einem A-Morphismus g : Y ! X
mit f : X ! A
-
ergibt einen wohldenierten, einfachen A
-
-Morphismus
f  g : Y  ! A
-
:
BEISPIEL. Jedes Objekt A
i


























ur jedes ' 2 
j
i

























































mit j  i. f
i














achstes ist die Verkettung von A
-

























































= '  f
i;k
.








unmittelbar aus dem kommutativen Diagramm

































abzulesen. Hinsichtlich der Assoziativit

at der Verkettung brauchen wir nur festzuhalten,
da diese letztendlich

uber die assoziative Verkettung von Repr

asentanten aus A, auch bei
einfachen A
-
-Morphismen, gegeben ist. Damit ist die f
















auch schlichter eine stetige Abbildung.
Nat

urlich kann jedes Objekt A 2 A auch als induktivesA-System aufgefat werden, indem







ahlt. Auf diese Weise bekommen wir einen kovarianten
Funktor
i : A! A
-
:




4.1.2 Eine Teilmenge J  I einer teilgeordneten Menge I heie conal in I, wenn


























































konstruieren: Da J conal in I ist,
existiert zu jedem i 2 I ein j 2 J mit j  i und wegen 
j
i
































urlicherweise nicht auf A
-









. Dieser induziert dann aber auf eindeutige Weise automatisch einen auf A
-
denierten Morphismus. Oder etwas salopper ausgedr

uckt: Alle Objekte und Morphismen
von (und nach) A
-
sind conal determiniert.











achst ein einfacher A
-
-Morphismus. f heise monomorph und somit ein Mono-
morphismus, falls f einen monomorphen Repr
































gibt es noch den schw












werde kompakt injektiv genannt, wenn zu jeder stetigen
Abbildung g
-
: K ! X
-
, wobei K 2 Top kompakt, Repr














: Bild g ,! Y
j
eine topologische Einbettung ist.
4.1.3 Nach der Denition der induktiven Kategorie A
-
betrachten wir den Begri des
induktiven Limes aus folgender allgemeinen Perspektive:
Seien A;B beliebige Kategorien und S : A ! B ein kovarianter Funktor. F

ur ein Objekt
B 2 B bezeichne (B # S) wie auf Seite 48 in [McL] die Kategorie der Objekte S-unter
B, i.e. die Objekte sind alle Paare (f; A) mit A 2 A Objekt von A und f : B ! S(A)































Existiert in der Kategorie (B # S) ein initiales Objekt, ist dieses bis auf Isomorphie




und ein B-Morphismus f : B ! S(S- lim
 !











= S(h)  f existiert.
Wie die Schreibweise bereits andeutet, wollen wir S- lim
 !
B den induktiven S-Limes von
B nennen. Diese Bezeichnung ist insofern gerechtfertigt, als im Falle der vollen Katego-
rieeinbettung
S = i : A ,! A
-
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uberhaupt existiert. Zur Vereinfachung setzen


















ur ein Objekt A 2 A gilt selbstverst

andlich stets limA = A.
Falls f

ur jedes induktive A-System A
-
der induktive Limes limA
-
existiert, sagen wir,
da die Kategorie A induktive Limites besitzt. So besitzen z.B. alle Kategorien Set, Top,
Top
0
, Grp, Grpd, Ab, Cat induktive Limites. Wir f

















mit seinem identischen Morphismus identiziert wird, fassen wir C
i
als eine
Menge von Morphismen auf. Wir bilden innerhalb Set zun



















































achst als Menge von

Aquivalenzklassen deniert. Ein Paar zweier
solcher

Aquivalenzklassen sei zusammensetzbar, wenn es ein Paar zusammensetzbarer
Repr

asentanten aus den jeweiligen

Aquivalenzklassen gibt. Man pr

uft leicht nach, da auf
diese Weise die Komposition wohldeniert ist, und limC
-
den objektfreien Axiomen einer








per Konstruktion die Komponenten eines Cat
-





























uberzeugen, da sich der

Ubergang von induktiven A-Systemen zu ihren












urliche Transformation id  !
lim.
1)
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4.1.4 Jeder kovariante Funktor F : A ! B zwischen beliebigen Kategorien induziert,









(A)  B und F
-
 i = F .
Denn zun

achst transformiert F jedes induktive A-System oensichtlich in ein induktives


























den wir, wenn keine Verwechslungsgefahr besteht, wieder mit F bezeichnen, ansonsten
mit limF
-






ur jedes induktive A-System A
-
zu verstehen.






























































































( ;R) : Top  !Mod
R

















[3] Allgemein sei auf einer Kategorie A ein kategorieller Homotopiebegri
2)
' de-
niert, der somit die zu A zugeh

orige Homotopiekategorie Ho-A und den kovarianten
Funktor
Ho : A  ! Ho-A



































4.1.5 Unser Ziel ist eine konkretere Beschreibung der Homotopie auf A aus dem



















. Wie man sich

uberlegen kann, ist dies aber

aquivalent dazu, da es geeignete
Repr

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ur Top den Standardhomotopiebegri, so bezeichnen wir f



































: X ! Y
-
mit X 2 Top genau dann homotop, wenn es eine stetige






































-Morphismen homotop sind f

ur alle i.




aglich mit Top gekl

art






denieren. Ohne weitere Angabe sei hierbei der Standardkoezientenring stets Z .
F








) := f  : r(n)! X
-
stetig jn 2 IN
0
g
der ss. Komplex aller singul

aren Simplizes von X
-
(vgl. [La]). r(n) bezeichnet hierbei




ein kovarianter Funktor. Auf der Kategorie der ss. Komplexe ist Homologie mit beliebigem





























, so da sich nat

urlich sofort die Frage nach der Existenz einer nat

urli-
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die sich m















one induktive Top-Systeme (s. Denition 4.2.3) gegeben ist. So
sind etwa traditionelle induktive Top-Systeme sch

on.





() auf die volle Unterkategorie
der sch

on additiven induktiven Top-Systeme eingeschr






















-Morphismen, die auf Unterpolyedern eines kompakten Polyeders P kom-














at obiger Transformation zu bekommen, kann man folgendermaen ar-
gumentieren: Die in einem n-Zykel auftretenden singul






sich stets zu einer auf einer (notfalls semisimplizialen) Pseudomannigfaltigkeit denierten
Abbildung f : P ! X
-
zusammenkleben, d.h. es existiert eine orientierte Pseudomannig-
faltigkeit P mit Triangulierung jKj = P und f

ur jedes n-Simplex  2 K eine Abbildung
f

: jj ! X
-
, so da diese f

wieder das Kettenzykel induzieren und sich nun ein-
deutig zu einer stetigen Abbildung f : jKj ! X
-





: P ! X
i






















In diesem Abschnitt gehen wir der Frage nach, unter welchen zus

atzlichen Bedingungen
an induktive Top-Systeme endliche Vereinigungen von einfachen Top
-
-Morphismen exi-
stieren. Gerade in dieser Hinsicht oenbart sich ein grundlegender Unterschied zwischen




4.2.1 A sei eine Kategorie mit endlichen Koprodukten, die wir als disjunkte Vereini-
gungen schreiben. Ein induktives A-System A
-




















































ur A = Top bietet sich noch folgende Versch

arfung an: Ein induktives Top-System
X
-

















































-Morphismus f : P ! X
-



















Mit 4.1.1 sieht man unmittelbar die Existenz endlicher, disjunkter Vereinigungen in ge-
richtete, induktive Systeme ein:
LEMMA. A sei eine Kategorie mit endlichen Koprudukten. Dann ist jedes gerichtete,




ur gerichtete, induktive Top-Systeme kann man das letzte Lemma versch

arfen.
LEMMA. Jedes gerichtete, induktive Top-System X
-
ist additiv.





















































nach Voraussetzung conal gleich, so da es einen Index k 















































zu einer Abbildung f
k
: P  ! X
k
zusammen-




stetig ist und den gesuchten Top
-
-




4.2.3 Bis hierhin haben wir eine hinreichende interne Systemeigenschaft f

ur die Exi-
stenz sowohl disjunkter als auch nicht disjunkter Vereinigungen von Top
-
-Morphismen
verwendet. Nun fragen wir nach der Eindeutigkeit, zun

achst im Fall disjunkter Verei-
nigungen, und f

uhren zu diesem Zwecke die Coequalizer-Bedingung und nachfolgend die
sch

onen induktiven Systeme ein:







)) aus einer Kategorie A gen

uge der





ein k  j und
ein  2 
k
j












); I) (welches nicht als induktiv vorausgesetzt wer-
de) mit nach oben gerichteter Indexmenge I der Coequalizer-Bedingung, so ist A
-
dann
automatisch auch ein gerichtetes induktives A-System. Traditionelle induktive Systeme
gen

ugen beispielsweise der Coequalizer-Bedingung.
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); I), A beliebige Kategorie,
heie sch

on, wenn es gerichtet ist und der Coequalizer-Bedingung gen

ugt.
LEMMA. Wie vorher sei A eine Kategorie mit endlichen Koprodukten. Dann ist jedes
sch

one induktive A-System sch

on disjunkt additiv.
Beweis: Wegen Lemma 4.2.1 braucht nur noch die Eindeutigkeit von Vereinigungsmor-





























































ur i = 1; 2.











stimmen. Im zweiten Schritt gewinnen wir















































conal gleich sind, existieren ein j  i; i
0
,


























































O.B.d.A. gibt es also Repr






























































































4.2.4 Wir beantworten nun die Frage der Eindeutigkeit von Vereinigungsmorphismen
f

ur die Kategorie Top
-
im Falle nicht notwendig disjunkter Vereinigungen.
LEMMA. Jedes sch






uhrt denselben Beweis wie f

ur Lemma 4.2.3, bei dem die Disjunktheit
der Vereinigung keine Rolle spielt.
4
4.3 Allgemeine projektive Systeme
Die Bezeichnung `projektiv' legt die Annahme nahe, da allgemeine projektive Systeme
dual zu allgemeinen induktiven Systemen deniert seien. Dies trit jedoch nur f

ur die
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Objekte zu. Die Morphismen werden dagegen analog deniert. Man k

onnte auch sagen:
Die inneren Strukturen sind dual und die

aueren analog deniert.
Von daher ist die Existenz prinzipieller Unterschiede zwischen beiden Systemarten nicht
sehr verwunderlich. So lassen sich alle jene nat

urlichen Gegebenheiten des vorigen Ab-




Funktorvererbung\ (in 4.1.4) nicht ohne
weiteres und teilweise nur mit Zusatzbedingungen im projektiven Fall denieren.
Wir versuchen dennoch, m

oglichst analog zu vorigem Abschnitt zu verfahren. Da sich
dabei der Wortlaut quasi wiederholt, ist nat

urlich voll beabsichtigt, um nicht die Analogie
zu verwischen.
4.3.1 Unsere Denition allgemeiner projektiver Systeme soll vor allem ihr zugrunde
liegendes Prinzip, da es bei ihnen n

ahmlich nur auf das conale Verhalten von Morphis-
men ankommt, deutlich hervorheben.
A sei eine beliebige Kategorie, f





I sei wie in 4.1.1 eine Menge mit einer reexiven, transitiven, nicht notwendig antisym-




eine Objektfamilie aus A, und f

































ur alle i  j  k.
(3) Es gilt Vollst

andigkeit, die durchaus der universellen Eigenschaft des Pullbacks
gleicht, jedoch nicht ganz so stark ist. Wir ersparen uns anstrengende Denitions-
erkl






































































sowie ' 2 
j
i



































; ';  abh

angen.
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Bedingung (3) ist gewissermaen das
"
Analogon\ zur Bedingung (3) in 4.1.1.








und ein allgemeines projektives System aus A oder auch projektives A-System


















)), das nur (1) und (2) erf

ullt, nennen wir ein unvoll-
st

andiges, allgemeines projektives System. Unvollst






andigkeit dagegen stillschweigend vorausgesetzt.






ublichen, aus der Literatur bekannten, projektiven Systeme sind genau die evtl. un-
vollst





teilgeordneter Indexmenge I. Die Eigenschaft (3) ist bei diesen auch nicht erforderlich,
da die bisherigen Morphismen in der Literatur anders als bei uns deniert sind (s. [E-S]).
BEMERKUNG. Die Vollst

andigkeitseigenschaft (3) ist durchaus nicht essentiell, son-
dern soll nur die Transitivit

at der Relation `conal gleich' (s. unten) garantieren. Bei einem
unvollst













)) ein allgemeines projektives System aus A, X
ein A-Objekt und i 2 I. Sind j
1
; : : : ; j
k


















; : : : ; f
k
: X ! A
j
k






















mit l  j
1
; : : : ; j
k




















Bis jetzt sind nur die Objekte von A

deniert. Die Denition der Morphismen von A

erfolgt zweistug.
Mit den gleichen Bezeichnungen seien A

ein projektives A-System, X ein Objekt aus A
und f
i




: X ! A
j




























 f = f
j
:
Hier eine Veranschaulichung der Denition:






















































Z.B. sind stets f
j




ur alle ' 2 
j
i































ur solche Abbildungen ff : X !
A
i





g : Y ! X und f

ur je zwei conal gleiche A-Morphismen f
i













 g : Y ! X ! A
j
conal gleich.
BEMERKUNG. Damit zwei Morphismen conal gleich sind, m

ussen sie sich also zu
einem gemeinsamen Morphismus liften lassen, wohingegen im induktiven Fall nur eine
gemeinsame Verkettung gebraucht wird. Liften ist i.a. nicht m

oglich, Verketten jedoch
immer, und darin liegt der prinzipielle Unterschied zwischen allgemeinen induktiven und









f : X  ! A

sei per Denition eine

Aquivalenzklasse aus ff : X ! A
i
A-Morphismus j i 2 Ig bzgl. der

Aquivalenzrelation `conal gleich'. Die Verkettung von einem A-Morphismus g : Y ! X
mit f : X ! A

ergibt einen wohldenierten, einfachen A

-Morphismus
f  g : Y  ! A

:
BEISPIEL. Jedes Objekt A
i


























ur jedes ' 2 
j
i





 ' = 
j
:


















































mit j  i. f
i














achstes ist die Verkettung von A


























































= '  f
i;k
.









































abzulesen. Hinsichtlich der Assoziativit

at der Verkettung brauchen wir nur festzuhalten,
da diese letztendlich

uber die assoziative Verkettung von Repr

asentanten aus A, auch
bei einfachen A

-Morphismen, gegeben ist. Damit ist f


















auch schlichter eine stetige Abbildung.
Nat

urlich kann jedes Objekt A 2 A auch als projektives A-System aufgefat werden,







ahlt. Auf diese Weise bekommen wir einen
kovarianten Funktor
i : A! A

:











); I) ein projektives A-System und J  I conal. Man kann













; J) bilden, aber dieses System ist
i.a. nicht mehr vollst





ullt die sog. Schnittbedingung:
Jeder Morphismus ' 2 
j
i
besitzt einen Schnitt, d.h. eine Rechtsinverse.
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Allgemeiner und





f : X ! A
j



















aus und liftet dann mittels der





ein geeignetes j 2 J .
4





























konstruieren: Da J conal in I
ist, existiert zu jedem i 2 I ein j 2 J mit j  i und wegen 
j
i



































ab. Nach Konstruktion ist f














urlicherweise nicht auf A










. Dieser induziert dann aber auf eindeutige Weise automatisch einen auf A








ullt, sind alle Objekte und Morphismen von (und nach) A

conal determiniert.
Ganz analog wie in 4.1.2 denieren wir monomorphe A











gibt es noch den schw












werde kompakt injektiv genannt, wenn zu jeder stetigen
Abbildung g

: K ! X

, wobei K 2 Top kompakt, Repr














: Bild g ,! Y
j
eine topologische Einbettung ist.




lassen sich am besten noch
mit den Pro-Objekten von A vergleichen, die z.B. bekanntlich zur Denition der bivari-
anten periodischen zyklischen Kohomologie verwendet werden. Die Objekte von Pro-A
sind traditionelle,

uber IN indizierte, projektive Systeme (A
n
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deniert sind. Daher sind die Morphismen von Pro-A durch ihr conales Verhalten sowohl
auf der linken als auch der rechten Seite bestimmt. Auch bei den allgemeinen projektiven
Systemen dieser Arbeit ist ja nur die Conalit

at ausschlaggebend. Es gibt jedoch|ganz
abgesehen von der speziellen Gestalt der Systeme und der Vollst

andigkeit, die man aber
nach Bemerkung 4.3.1 auch entbehren k

onnte|zwei Unterschiede: ein Pro-Morphismus
mu einen Repr

asentanten in jede Komponente des Zielsystems besitzen, was wir nicht
verlangen, denn sonst w

are unsere Konstruktion der Z

ahmungssysteme in 7.2.1 zum Schei-
tern verurteilt. Andererseits braucht ein Pro-Morphismus auf dem Denitionssystem nur
conal deniert zu sein, was wir aber nicht verlangen k

onnen, wenn die Verkettung von
A






ommliche projektive Systeme gibt es den Begri des projektiven Limes,
der in allen
"
Standardkategorien\ existiert. Zu dessen Denition arbeitet man aber mit
einer ganz anderen Morphismenart X ! A

als bei uns, n

amlich mit solchen, bei denen
f

ur jedes i eine Komponente X ! A
i
gegeben ist. Die Existenz k

onnten wir auch mittels
einer zus

atzlichen Schnittbedingung gewinnen, aber das eigentliche Problem liegt in der
Eindeutigkeit, die man i.a. nur dann erh

alt, wenn alle 
j
i
einelementig sind. So kommen
wir zu dem Schlu:
Selbst f





im zu 4.1.3 dualen
Sinne i.a. nicht. Hiervon ausgenommen sind die traditionellen, vollst

andigen, projektiven









Daher mag es um so mehr






2 A existiert, was an der Vollst

andigkeit liegt. Wir erinnern daran,










































! B ein gegebener A

-Morphismus, und der




! B soll eindeutig existieren. F









ur jedes projektive A-System A






wir, da die Kategorie A













nicht, oder nur dann, wenn
man eine noch st







auch nichts mehr bewirkt. Wir f














)) sei ein allgemeines projektives System aus Set. Wir bilden innerhalb
Set zun















































































, der die universelle Limeseigenschaft besitzt.
Wenn A






























uberzeugen, da sich der

Ubergang von projektiven A-Systemen zu ihren




















FOLGERUNG. Die Kategorie A


















gegeben, wobei f : A ! B ein Morphismus aus A sei. Dann ist auch das durch
Limesbildung induzierte Diagramm



























4.3.4 Wir wenden uns nun der Frage zu, ob ein kovarianter Funktor F : A ! B











 i = F induziert.
Zun





Wenn man sich also auf i.a. unvollst





































andigen. Diese kanonische Vervollst

andigungstechnik werde hier nur
angedeutet:







); I) ein evtl.
unvollst





























ugt. Man verfahre so mit
allen solchen unvollst











, welches jedoch i.a. wiederum nicht vollst

andig ist! Daher wendet man die
gleiche Prozedur auf A
1








diese Konstruktion induktiv ad innitum, erh































Durch Ausnutzen der universellen Eigenschaft eines Pullbacks bzw. der partiellen
Vollst

andigkeit eines Systems stellt sich die Vervollst

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heraus.




























achst mit einem topologischen Raum X 2 Top und einem projekti-
ven Top-System Y







: X ! Y

heien streng













Streng homotop\ ist eine reexive und symmetrische, aber im Gegensatz zu 4.1.5 keine
transitive Relation und daher keine


































im Sinne einfacher Top




















aumen bezeichnen wir die Menge der Homotopieklassen

























aglich mit Top gekl

art






denieren. Ohne weitere Angabe sei hierbei der Standardkoezientenring stets Z .
F








) := f  : r(n)! X

stetig jn 2 IN
0
g
der ss. Komplex aller singul

aren Simplizes von X

(vgl. [La]). r(n) bezeichnet hierbei




ein kovarianter Funktor. Auf der Kategorie der ss. Komplexe ist Homologie mit beliebigem



























at stellt einer der

altesten, fundamentalen Begrie der Mathematik dar, den wir




die uns den Weg zur abstrakten Klassikation ebnet.










gegeben. Dann heie (; ) injektiv relativ f , wenn f



















Sind nur f : X ! Y und  : Y ! B gegeben, so heit  injektiv relativ f , falls (id
X
; )
injektiv relativ f ist. Demnach ist  genau dann injektiv relativ f , falls j
Bildf
: Bild f  !
B injektiv ist.
BEISPIELE
[1]  : X ! B ist genau dann injektiv, wenn  injektiv relativ id
X
ist.
[2] Ein injektives  : Y ! B ist stets injektiv relativ zu jeder stetigen Abbildung
f : X ! Y .
[3] F





) injektiv relativ f .
[4] F

ur jedes stetige ' : X ! A ist ('; ') injektiv relativ id
X
.





















injektiv. Dann ist (';  ) injektiv relativ f
0
.




X ! Y und  : Y ! B stetig mit  injektiv relativ f  p und

































ein kommutatives Diagramm in Top.




) injektiv relativ f
0
































gegeben. Ist (; ) injektiv relativ f und (; ) injektiv relativ g, so ist (; ) injektiv
relativ g  f .
Beweis: (a) ist etwas
"


















1. Fall: (  f)(x
0
) = (  f)(x
1














2. Fall: (  f)(x
0
) 6= (  f)(x
1
























ur den Beweis von (ii) reicht eine Betrachtung des gegebenen Diagramms.
Dasselbe gilt f

ur den Beweis von (b).
4
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. Dann ist 
0
  injektiv relativ f . Ist
umgekehrt 
0











 ! B stetige Abbildungen mit  injektiv relativ g, so ist 
auch injektiv relativ g  f .
4
LEMMA. f : X ! Y und  : Y ! B seien stetig. Dann sind

aquivalent:
(1)  ist injektiv relativ f .























mit p identizierend und
~
f injektiv.







X ! B, so faktorisiert auch f durch p zu einer stetigen
Abbildung F :
~
X ! Y mit   F =
~
f , wobei  injektiv relativ F ist.
Beweis: Sei  injektiv relativ f . Dann faktorisiert   f durch eine identizierende
Surjektion p : X !
~













). Dies zieht die Gleichung (  f)(x
0
) = (  f)(x
1
) nach sich und




), so da f durch p zu F :
~
X ! Y faktorisiert. Die
Surjektivit

at von p impliziert zudem die Kommutativit

at   F =
~
f . Damit ist (1)) (2)
gezeigt. Um (3) aus (1) zu bekommen, argumentiert man genauso und beachtet noch
Beispiel [6].
Sei nun (2) vorausgesetzt. Nach Beispiel [7] ist dann  injektiv relativ F und nach Teil (b)

















ur jedes kommutative Top-Diagramm

























) injektiv relativ '.









































 injektiv relativ 
1
und ' injektiv relativ 
1







) injektiv relativ f 8 i; j = 0; 1




) injektiv relativ f:
4
4.5 Die ri-Kategorie
Die Objekte dieser Kategorie
3)
sind dieselben wie die Objekte aus Top

, also allgemeine
projektive Top-Systeme. Nur die Morphismen sind etwas dierenzierter deniert. Dabei
versuchen wir auch sprachlich m

oglichst analog zu 4.3.1 vorzugehen.







); I) ein projektives Top-
System, Y ein Objekt aus Top und f
i




: Y ! X
j
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LEMMA.
"
ri-conal gleich\ ist eine

Aquivalenzrelation auf ff : Y  ! X
i
stetig j i 2
Ig.
Beweis: Nur die Transitivit

at ist nicht selbstverst


































in dem ' injektiv relativ f
j
und  injektiv relativ f
k


















































































: Y ! X
i



















beide injektiv relativ f
l
. Im allgemeinen Fall lassen wir f
i
: Y ! X
i
durch eine
identizierende Abbildung  : Y !
~



































anzung mit  : Y !
~
Y , so erh







ur die Beweisargumentation der Transitivit

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und ber









agt sich mit Verkettung: F

ur jeden Top-
Morphismus g : Z ! Y und f








: Y ! X
j
sind nach Korollar 4.4.1 (b) auch f
i








Sei wie vorher Y ein topologischer Raum und X

ein projektives Top-System mit den
Komponenten X
i




f : Y  ! X

sei per Denition eine

Aquivalenzklasse aus ff : Y ! X
i
Top-Morphismus j i 2 Ig bzgl.
der





: Y ! X
i
von f : Y ! X

nennen wir auch einfache ri-Repr

asentanten von f . Die Verkettung von einem Top-
Morphismus g : Z ! Y mit f : Y ! X














































































































































) injektiv relativ ' ist.
Jeder einfache ri-Repr


























eines allgemeinen projektiven topologischen Systems X

induzieren








, der somit den






achstes ist die Verkettung von Top

ri
-Morphismen zu denieren und ihre Assozia-
tivit

at zu zeigen. Wir denieren zun













bestehe wieder aus den Komponenten (f
i





































gilt und ' injektiv relativ 
j
ist. Lt. Bedingung (1) bekommen
























































', so da nach Teil (a) dieses Lemmas (';  ) injektiv relativ f
j;l
ist. Aber wegen Folgerung




. Damit ist die Verkettung f






durch die Verkettung von ri-Repr











































die Bedingungen (1) und (2)
aus Denition 4.5.1 erf











geben und wohldeniert, was infolgedessen auch deren Assoziativit

at belegt. Auf die Exi-
stenz von Identit














-Morphismen nennen wir oft auch nur ri-Morphismen.
Nat












ahlt. Auf diese Weise bekommen wir einen
kovarianten Funktor
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gilt folgende Faktorisierungseigenschaft, die sich im 7. Kapitel als
hilfreich erweisen wird.





































Beweis: Wir brauchen nur Lemma 4.4.1 (3) anzuwenden, wozu wir uns die Argumen-

































veranschaulichen, wobei ' 2 
j
i
ein geeigneter Systemmorphismus sei. Nehmen wir an,
solch ein g

: B ! X













faktorisiert, dann logischerweise auch
'  f
j







und damit die Eindeutigkeit von g











geht diese Eindeutigkeit der Faktorisierung verloren! Was
das f

ur Konsequenzen hat, wird in der Bemerkung 7.3.2 erl

autert.




-Morphismen kann man auch injektive ri-Morphismen

uber die Existenz eines injektiven ri-Repr

asentanten denieren. Aus Lemma 4.4.1 ergibt
sich aber sofort, da f












sei ein Objekt aus Top

ri
, Y ein topologischer Raum und f

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ortlich wie in 4.3.2 deniert




asentanten zu nehmen hat. Kompakt injektive ri-







ein kompakt injektiver Top

ri
-Morphismus, p : X ! Y
eine identizierende Abbildung zwischen kompakten R

aumen X; Y und f











durch p faktorisiert. Dann faktorisiert auch f

durch







kompakt injektiv ist, existieren ri-Repr






, so da die Verkettung   f deniert und j
f(X)
eine topologische Einbettung ist.





Lemma 4.5.2 ergibt sich die restliche Aussage.
4














urlich ein ri-Morphismus sein mu, und `homotop' ist dann die von `streng homotop'
erzeugte

Aquivalenzrelation, womit die Homotopie von einfachen ri-Morphismen erkl

art
ist. Homotopie von allgemeinen Top

ri
-Morphismen wird dann ganz analog wie in 4.3.5











In diesem Abschnitt gehen wir der Frage nach, unter welchen zus

atzlichen Bedingun-







urlich ganz andere interne Systemeigenschaften als im indukti-




one Serre-Faserungseigenschaft und die
Schnittbedingung zu nennen.
4.6.1 Fast vollkommen analog wie in 4.2.1 denieren wir die Begrie `disjunkt additiv',
`sch

on disjunkt additiv', `additiv' und `sch

on additiv': A sei eine Kategorie mit endlichen
Koprodukten, die wir als disjunkte Vereinigungen schreiben. Ein projektives A-System
A























2 A ein einfacher A





























ur A = Top bietet sich noch folgende Versch

arfung an: Ein projektives Top-System
X




































































LEMMA. A sei eine Kategorie mit endlichen Koprodukten. Dann ist jedes projektive






solch ein System mit Indexmenge I und Komponenten A
i
; i 2 I. Re-
pr





























so gibt es zun




























































uhren nun den Begri der sch

onen Serre-Faserung ein: Eine stetige
Abbildung p : E ! B werde sch

one Serre-Faserung genannt, wenn sie eine Serre-Faserung
mit schwach zusammenziehbarer Faser
4)
ist. Dies ist bekanntlich dazu

aquivalent, da es






! E mit n  1
und p 






































D.h. alle Homotopiegruppen der Faser verschwinden.



























) durch ein beliebiges
Paar (X;A) von CW-Komplexen oder Polyedern ersetzen.















LEMMA. Gegeben seien ein projektives Top-System X

mit den Eigenschaften:
 Die Indexmenge von X















Beweis: Wir versuchen, den Wortlaut im Beweis von Lemma 4.6.1 weitestgehend zu





















































nach Voraussetzung conal gleich, so da es einen Index k 













































one Serre-Faserungen sind, erh


























gleich sind und sich daher zu einer stetigen Abbildung f
k






fortsetzt und den Top



















P kompaktes Unterpolyeder und  : P !

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{ 
 1




Ist F : P ! X

stetig, so da F j
Q




: Q ! B zu einer stetigen
Abbildung

f : B ! X

faktorisiert, dann faktorisiert F : P ! X

















































































































































































F   = F .
4
4.6.3 Bis hierhin haben wir hinreichende interne Systemeigenschaften f

ur die Exi-
stenz sowohl disjunkter als auch nicht disjunkter Vereinigungen von Top

-Morphismen
verwendet. Nun fragen wir nach der Eindeutigkeit, zun

achst im Fall disjunkter Vereini-
gungen, und f







Ein Paar ('; '
0













); I), A beliebige Kategorie, heie ein Schnittpaar, wenn ' und '
0
einen












); I),A beliebige Kategorie,
heie gut, wenn es den folgenden Bedingungen gen

ugt:










: Y ! A
i
conal gleich, so existiert f











f : Y ! A
j
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LEMMA. Wie vorher sei A eine Kategorie mit endlichen Koprodukten. Dann ist jedes
gute projektive A-System sch

on disjunkt additiv.
Beweis: Wegen Lemma 4.6.1 braucht nur noch die Eindeutigkeit von Vereinigungsmor-
phismen nachgewiesen zu werden.
Dazu seien A

























































ur i = 1; 2.











stimmen. Im zweiten Schritt gewinnen wir















































conal gleich sind, existieren ein j  i; i
0
,


































































































































O.B.d.A. gibt es also Repr






































conal gleich sind, und A

nach Voraussetzung gut ist,































. Als Schnittpaar besitzen '; '
0
einen gemeinsamen



























, gilt daher ' 












































nigt, so da letztere Notation

uberhaupt berechtigt ist.
4.6.4 Wir beantworten nun die Frage der Eindeutigkeit von Vereinigungsmorphismen





one Serre-Faserungen eine wichtige Rolle. Dies f

uhrt zur Denition der sch

onen
projektiven Top-Systeme, wozu wir vorher noch folgenden neuen Begri ben

otigen:
Ein Paar ('; '
0

















) ist ein Schnittpaar,
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
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(2) Sind f : B ! A
j
und g : B ! A
j
zwei A-Morphismen mit '  f = '  g und
'
0
 f = '
0
 g, so gilt f = g.







); I) sei sch

on, wenn es
den folgenden Bedingungen gen

ugt:















: Y ! X
i
conal gleich, so existiert f

ur ein geeignetes j  i ein







f : Y ! X
j
















































ur i = 1; 2.











stimmen. Im zweiten Schritt gewinnen wir
























































































































, die auf P
1

ubereinstimmen, was wir ja im ersten Schritt
angestrebt haben.
O.B.d.A. gibt es also Repr
















































































































































































: P ! X
j
, das sowohl einen Repr

















aus 4.6.1 wie disjunkt additiv, sch

on disjunkt ad-
ditiv, additiv und sch







nieren, indem man stets mit ri-Morphismen arbeitet.
Inwieweit sich diese feudalen Eigenschaften im ri-Fall von internen Systemeigenschaften
ableiten lassen, ist jedoch eine ganz andere Frage, die wir nun gleich beantworten werden.
Da Liften durch einen Schnitt den gleichen ri-Repr

asentanten liefert, gilt Lemma 4.6.1
analog f





Ebenso gilt auch Lemma 4.6.2 analog f

ur solche Systeme, aber die Voraussetzung, da




one Serre-Faserung sei, mu modiziert werden,
indem man jenen Faserungsbegri der relativen Injektivit

at wie folgt anpat:
Eine stetige Abbildung p : E ! B wird eine sch

one ri-Serre-Faserung genannt, wenn
p wortw

ortlich die gleiche Eigenschaft wie in 4.6.4 erf

ullt, nur mit den Zus

atzen, da
 als Voraussetzung p injektiv relativ

f sei,
 und der Lift

F so beschaen ist, da p auch injektiv relativ

F sei.
Damit ist klar, wie ein ri-sch

ones projektives Top-System deniert ist, aber leider
n

utzt uns das nicht viel:












one Serre-Faserung\, so gilt Lemma 4.6.2 wortw









one Systeme, auch dann




BEMERKUNG. Letztere Aussage bedarf einiger Kommentierung. Wichtig ist f

ur uns
zu verstehen, woran die Analogie scheitert. Die grundlegende Schwierigkeit zeigt sich deut-










ist zwar ein Repr

asentant von f und f
0




4.7 Serre-Faserungen und schwache Homotopie-

aquivalenzen
Die Denitionen dieser beiden Begrie in Top sind allgemein bekannt und bereiten auch
keinerlei Schwierigkeiten. Ihre direkte





erweist sich allerdings als unangemessen oder nicht realisierbar.
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
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So versteht man beispielsweise unter einer schwachen Homotopie

aquivalenz in Top eine









ur Systeme aus Top

i.a. keine Homotopiegruppen deniert werden k









aquivalenz kann man aber

aquivalent auch anders beschreiben, so







Ohne Beweis sei hier erw

ahnt, da additive Top-Systeme bis auf schwache Homoto-
pie

aquivalenz eine Art CW-Substitution besitzen, die ein gerichtetes, induktives PL-





mu. Diese Substitute gen

ugen aber i.a. nicht der Coequalizer-Bedingung (s. auch An-
merkung 8.3.4).




in geeigneter Weise Serre-Faserungen denieren kann,
scheint dagegen viel klarer zu sein.
4.7.1 Stellvertretend f

















one projektive Top-Systeme ist die untenstehende
















ur jedes kompakte Polyeder X mit Unterpolyeder A  X die folgende Hochhe-











f = f j
X0[AI
, dann gibt es eine stetige Abbildung
~
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Ein Top

-Morphismus H : X  I ! Y

mit X 2 Top werde eine strenge, station

are



















ur alle t 2 I gilt. Bei gegebenem Unterraum A  X heit ferner ein Top

-
Morphismus H : X  I ! Y

eine strenge Homotopie station





























Die nun folgende Denition von `schwacher Homotopie

aquivalenz' sollte besser nicht zu
endg










werde eine schwache Homo-
topie

aquivalenz genannt, wenn f

die folgende Eigenschaft besitzt: Sind
 P ein kompaktes Polyeder und Q
1
; : : : ; Q
k
 P eine endliche Familie paarweiser
disjunkter, kompakter Unterpolyeder Q
i
 P ,


















ur alle i = 1; : : : ; k,
dann existiert eine stetige Abbildung


















H homotop zu H station






gilt. Ist diese Eigenschaft nur f

ur dimP  n und dimQ
i
 n   1 erf







































, das sich wie in 7.4.3 erl













gibt es noch den Begri
der schwachen PL-n-Homotopie

aquivalenz, indem man in obiger Denition auer
dimP  n; dimQ
i




















Wie man seit [Hae-T, Hae] wei, gibt es f














ahlbaren ?-Strukturen selbst (=
H
1
(X; ?; IN)) i.a. kein klassizierender Raum in Top existieren kann. Stattdessen exi-
stiert aber in Top





ur diese Strukturen, das bis auf
Top

-Isomorphie eindeutig ist. Zur mathematisch pr

azisen Formulierung dieses Sachver-
haltes f

uhren wir den Begri des `klassizierenden Objektes relativ zu einem Funktor'
und das Eindeutigkeitsprinzip ein. Daraus leiten wir die Existenz einer eindeutigen Fort-
setzung des Funktors H
1
( ; ?; IN) auf Top





? geeignet denieren zu k

onnen, stellen wir eine eigene Alternative zur konkreten
Milnor- oder Segal-Konstruktion (s. [Mi, Se]) vor, die den bis auf Homotopie

aquivalenz
eindeutigen, klassizierenden Raum B? f







alt eine direkte Charakterisierung von Bl

atterungen und gelifteten
Gruppoid-Strukturen in Form gelifteter, klassizierender Abbildungen.
Im vorletzten Abschnitt stellt sich das System B











?! B? gehen wir im
letzten Abschnitt ein.
5.1 Das Yoneda-Lemma
Wir erinnern an einige Grundtatsachen, die durch das Yoneda-Lemma (s. [McL] oder
[Schub, Satz 4.4.4]) gegeben und bekannt sind.
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
AUME
Sei A eine Kategorie. F

ur je zwei Objekte A;B 2 A bezeichne Mor(A;B), oder auch nur
(A;B), die Menge aller A-Morphismen A! B. Sei





ublich und auch bequemer, f

: F (B) ! F (A)
anstatt F (f) : F (B)! F (A) f

ur jeden A-Morphismus f : A! B zu schreiben.
Ein darstellendes Objekt f

ur F ist ein Objekt Y 2 A, so da die beiden Funktoren F




aquivalent sind, d.h. es existiert ein nat

urlicher Isomorphismus




Wir verwenden in dieser Arbeit auch den Begri klassizierendes Objekt synonym
f

ur darstellendes Objekt. Besitzt F ein darstellendes Objekt, heit F darstellbar oder
synonym auch klassizierbar.
Ist T : Mor(; Y )

=




Aquivalenz und f : A ! Y ein Morphismus aus
A, dann nennt man f den klassizierenden Morphismus f

ur T (f) 2 F (A). Sind die
Morphismen von A als Abbildungen im

ublichen Sinne (z.B. stetige, Mengenabbildungen
etc.) gegeben, so spricht man stattdessen von klassizierenden Abbildungen.
Das Yoneda-Lemma besagt ganz allgemein, da f

ur jedes Objekt Y 2 A eine bijektive
Korrespondenz zwischen der Menge aller nat

urlichen Transformationen fT : (; Y )! Fg
und F (Y ) besteht, die durch
T 7! T (id
Y
)
gestiftet wird. Daraus folgt, da zu jeder nat

urlichen Transformation T : (; Y ) ! F
genau ein Element u 2 F (Y ) existiert, n

amlich u = T (id
Y






ort u auf diese Weise zu einer nat

urlichen Transformation (; Y )! F , nennt man






















)  ! Mor(; Y
1
);







































Es gibt auerdem eine Vertr








)! F , u
1




















Mittels Kategoriedualisierung gilt das Yoneda-Lemma ebenso f

ur kovariante Funktoren. Die in dieser
Arbeit zu klassizierenden Funktoren sind jedoch alle kontravariant.
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erf








Daraus folgt: Ist F klassizierbar und Y ein klassizierendes Objekt f

ur F mit universel-
lem Element u 2 F (Y ), dann ist das Paar (Y; u) bis auf Isomorphie eindeutig, weshalb
man auch von dem klassizierenden Objekt und dem universellen Element spricht.





uhrt, wissen wir: Wenn ein klassizierendes Paar (Y; u) f

ur F existiert, ist
dieses (modulo Isomorphie) eindeutig. Das Ph

anomen der Eindeutigkeit taucht bekannt-
lich bei allen universellen Konstruktionen auf, etwa bei Produkten, Koprodukten, Limites,
Pullbacks, Tensorprodukten, universellenden Einh

ullenden etc. Allgemein und verbal for-




ur die Topologie relevanten (kontravarianten) Funktoren F sind i.a. auf einer topo-
logischen Kategorie (z.B. Top, CW-Komplexe, PL o.

a.) deniert und auerdem homo-
topieinvariant. Wegen dieser Homotopieinvarianz faktorisiert F durch die entsprechende
Homotopiekategorie (also Top=', CW-Komplexe=', PL=' usw.) zu
~
F . Dann versteht





5.1.1 SATZ. Es sei ?
q
der Haeiger-Gruppoid (Beispiel [8] in 3.1.1). Dann gibt es






; e)- oder ?
q
-Strukturen.
Beweis: Angenommen, es g












-Struktur ! von B.
Weil ?
q




ur den oenen Einheitsball
E
q
:= fx 2 IR
q







, so da  als
etale-(?
q
; IN)-Kozykel von E
q
aufgefat werden kann und demnach die (?
q
; IN)-Struktur
 induziert. Nach Annahme wird daher  durch genau eine stetige Abbildung f : E
q
! B





are f konstant, h

atte f die Form E
q
! Punkt ,! B, so da f






onnte. Also ist f nicht konstant, so da Punkte x; y 2 E
q
mit
f(x) 6= f(y) existieren.
Sei nun ' irgendein dierenzierbarer Automorphismus von E
q
mit '(x) = y. Dann ist




, wobei nach Folgerung 3.3.2 '

 =  gelten
mu, was

aquivalent ist zu f  ' = f . Insbesondere gilt dann f(x) = f('(x)) = f(y) im
Widerspruch zu f(x) 6= f(y).
Der Beweis f

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5.2 Klassizierendes Objekt relativ zu
einem Funktor
Nach der Denition eines klassizierenden Objektes relativ zu einem Funktor zeigen wir,
da f









5.2.1 Seien A;B Kategorien, i : A ! B ein kovarianter und F : A ! Set ein
kontravarianter Funktor. F heie schwach klassizierbar relativ i, wenn ein Objekt





heit dann ein schwach klassizierendes Objekt f

ur F relativ i.
Ist Y zus

atzlich eindeutig modulo B-Isomorphie, nennen wir F klassizierbar relativ
i, und Y heie dann ein klassizierendes Objekt f

ur F relativ i. Ein klassizierendes
Objekt f

ur F : A! Set im herk

ommlichen Sinne ist also dasselbe wie ein klassizierendes
Objekt f

ur F relativ zum Identit

atsfunktor id : A! A.
Der Unterschied zwischen schwach klassizierbar und klassizierbar gibt zur folgenden
Denition Anla.





ur jeden kontravarianten Funktor F : A! Set gilt:
F schwach klassizierbar relativ i
=) F klassizierbar relativ i




5.2.2 Es gibt einige Beispiele von Funktoren, die dem Eindeutigkeitsprinzip gen

ugen.
Wir betrachten hier aber nur die Kategorieeinbettungen A ,! A
-





anken uns exemplarisch auf i : A ,! A
-
. Die Argumentation f





LEMMA. Sei A eine Kategorie mit der vollen Kategorieeinbettung i : A ,! A
-
(s.














)  i  ! F




















Beweis: Sei T : Mor(; A
-
)  i  ! F eine nat

urliche Transformation. Insbesondere






(s. 4.1.1) ein Element u
i
=
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T (
i
) 2 F (A
i
) zu. Ist nun X 2 A ein Objekt aus A und f
i


























urlichkeit von T . Da f












































ur alle ' 2 
j
i
gegeben, die wie folgt eine nat

urliche Trans-
formation T induziert: Ist f
i




asentant eines Morphismus f
-
: X ! A
-
,







), so ist T (f
-























asentanten wohldeniert. Die Nat

urlichkeit von T ergibt sich so-
























ur alle i. Die Inversionseigenschaft in der umgekehrten Richtung











urliche Transformation T : Mor(; A
-
)  i ! F korrespondie-












ur jedes Objekt X 2 A die beiden folgenden Eigenschaften besitzt:








(2) Je zwei A-Morphismen f : X ! A
i













FOLGERUNG. (a): Sei A eine Kategorie. Dann gen

ugen die vollen Kategorieein-
bettungen A ,! A
-
, A ,! A

beide dem Eindeutigkeitsprinzip.
(b): Sei F : A  ! Set ein kontravarianter Funktor. Dann sind

aquivalent:
(i) F ist schwach klassizierbar relativ A ,! A
-
.










(c): Sei F : A  ! Set ein kontravarianter Funktor. Dann sind

aquivalent:
(i) F ist schwach klassizierbar relativ A ,! A

.
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auft der Beweis f

ur A ,! A

ganz analog wie f

ur





















) jeweils zwei schwach klassi-
zierende Objekte f

ur einen Funktor F : A ! Set relativ i : A ,! A
-







)i  ! F und (; A
0
-






















wie folgt konstruieren l

at: Wendet man








aus Beispiel 4.1.1 an, so
erh















ur jedes i 2 I. Mit Ausnutzung der Nat










ur jeden Systemmorphismus ' 2 
j
i





) = T (
j
 ') = T (
j














mit den Komponenten f
i
dar. Wir zeigen nun, da die von f
-





)  i  ! (; A
0
-








: X ! A
i
eines beliebigen, einfachen A
-
-Morphismus g : X ! A
-






























































Morphismen, die jeweils die identische Transformation induzieren und daher nach dem
Yoneda-Lemma jeweils die Identit

































































































ur alle l wohldeniert. Aus dem














asentanten werden auch Verkettungen respektiert; also ist
F
-
deniert. Auerdem ist es mit Korollar 5.2.2 nicht schwer einzusehen, da ein klas-
sizierendes Objekt f

ur F relativ i : A ,! A
-





(ii) ) (i): Gibt es eine Fortsetzung F
-
mit klassizierendem Objekt Y
-




urlich isomorph zu (; Y
-




urlich isomorph zu (; Y
-
)  i





daher ein klassizierendes Objekt f

ur F relativ i. Wie erw

ahnt, wird (c) ganz
analog gezeigt.
4















! Set eines Funktors F : A ! Set zu











5.3 Eigene Konstruktion klassizierender R

aume
? sei eine topologische Kategorie und  eine Menge. F

ur den Funktor Z
1
( ; ?;) aus
3.2.1 (also die (?;)-Kozykel) konstruieren wir einen (bis auf Hom

oomorphie eindeutigen)
klassizierenden Raum B(?;). Weil die traditionellen Konstruktionen von Segal und
Milnor hierf

ur ungeeignet sind, m

ussen wir eine eigene Konstruktion vorstellen, die aber
trotzdem von einfacher Gestalt ist.













CXg [ fU jU  X oen g:
X ist damit oener, topologischer Unterraum von

CX. Die Topologisierung ist gerade so
getroen, da

CX folgende allgemeine Kegeleigenschaft besitzt:
Ist U  Y oene Teilmenge eines topologischen Raumes Y und f : U ! X
stetig, so existiert genau eine stetige Fortsetzung F : Y  !

CX von f mit
F
 1













andlich gilt auch folgende Stetigkeitseigenschaft:
Ist U  Y oene Teilmenge eines topologischen Raumes Y und f : U !

CX
stetig, so ist auch die Fortsetzung F : Y !








f(y); falls y 2 U
; sonst
stetig.





















die ij-Komponente von (
ij
).













ur alle ;  2  und jedes (
ij
) 2 B(?;) gilt:


6=  () 






) 2 B(?;) erf





















achstes denieren wir das universelle (?;)-Kozykel ! auf B(?;):
F






) 2 B(?;) j 
ii
6=  g:















! ? unter Beachtung von Eigenschaft






) der Projektion auf die ij-Komponente.
Wegen Eigenschaft (3) erf





)) automatisch die Kozykelbedingung, so
da ! ein (?;)-Kozykel auf B(?;) ist.




( ; ?;) : Top! Set mit univer-
sellem Element !.













). Zu zeigen ist die Existenz genau einer stetigen
Abbildung
f : X  ! B(?;)












a der Kegeleigenschaft von















. Das Produkt der f
ij

uber alle Paare (i; j) deniert eine stetige
Abbildung










gibt es einen Index i mit x 2 V
i




(x) 6=  und damit f(x) 2 U
i
gilt. Da
f(x) die Eigenschaft (2) aus der Denition erf

ullt, sieht man mit
f
ij






(x) 6=  und f
jj
(x) 6= :
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Weil  der Kozykelbedingung gen






(x) 6=  und f
jk






auch die Eigenschaft (3) f

ur f(x), d.h. f ist eine stetige Abbildung
f : X  ! B(?;):
Behauptung:  = f

!.
















































und daher  = f

!.





























(x) 6=  und f
jj























festgelegt, also durch .
4




alt sich B(?;) bei festem  funktoriell in der



























































Aquivalenz  6=  () '() 6=  die











at von ' gilt aber Eigenschaft (3) ebenfalls.





ur jede feste Menge  ist B(;) ein kovarianter Funktor
B(;) : Topologische Kategorien  ! Top:




;) eines stetigen Katego-






agt sich dabei mit den nat

urlichen Isomorphismen aus
































ist kommutativ, wobei '























;) deniert (s. obige Be-
hauptung), womit B(;) evidenterweise funktoriell ist.
Zur Kommutativit

at des Diagramms: Mit !
i





;). Mittels der einfachen Denition der universellen Kozykel










































mit der die Kommutativit

at des Diagramms bewiesen ist.
4
5.3.2 Es sollte noch herausgearbeitet werden, wieso es f

ur eine feste, topologische
Kategorie ? keinen Funktor B(?; ) gibt.
Beginnen wir mit einfachen, allgemeinen Sachverhalten. X sei ein topologischer Raum
und f : !
~










Diese Konstruktion ist allgemein in allen Kategorien m

oglich, die Produkte besitzen.
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ur alle a 2 . Hier liegt also
ein kontravarianter Funktor vor.
Jede Mengenabbildung f : !
~

































Ubergang ist ein kontravarianter Funktor Set! Top.
Wir wenden letzteres auf X =

C? an, wodurch wir f





























die Eigenschaften (2) und (3) aus Denition 5.3.1, aber i.a. nicht (1), da f nicht surjektiv
zu sein braucht. Wir halten daher fest:
Jede surjektive Mengenabbildung f : !
~






ussen aber mit Injektionen  ,!
~






5.4 Das klassizierende System
Ankn

upfend an 5.3.2 denieren wir f








(?;) = B(?;)), interpretieren diesen als klassizierendes Objekt f

ur spezielle ?-








(?; IN) erweist sich dann






( ; ?; IN).
5.4.1 Wie bereits vorher sei ? eine topologische Kategorie und  eine Menge. Als
Vorbereitung zur Konstruktion von B
n
(?;) denieren wir einen kovarianten Funktor


: Top  ! ss-Top;
der jedem topologischen Raum X einen ss. Raum X

zuordnet.
Wie bei [La] sei f

ur jedes n 2 IN
0
[n] := f0; : : : ; ng
mit der nat
































































aher eingegangen werden, da sie ohnehin relativ leicht einzusehen ist.
F








dasselbe wie die Projektion von X
;n






Wir wenden uns nun der Konstruktion von B
n

















































Weil, wie wir in 5.3.2 gesehen haben, h

ochstens nur die Eigenschaft (1) aus Denition
5.3.1 verletzt ist, kann man B
n
(?;) auch ganz direkt durch
B
n




) j 8 i 2 [n] 9 2  fig mit 

6=  g





ahlen. Die Denition von B
n
(?;) ist gerade so getroen, da jede Abbildung





































ur alle i 2 [n] eine oene

Uberdeckung (des betreenden Raumes)
liefert. F





deniert und stellt ein (?;)-
Kozykel dar. Ist f : X ! B
n
(?;) die klassizierende Abbildung f

ur , und  : [0]! [n]
die eindeutige Abbildung mit (0) = i, so ist 






. Alle diese Einschr

ankungen von  induzieren

ubrigens dieselbe ?-Struktur.
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5.4.2 Was uns noch zur Denition des projektiven Top-Systems B

(?;) fehlt, ist







(?;) und der Nachweis der
Systemeigenschaften (1){(3) in 4.3.1.
F












, die einfach durch die Projektion auf die Komponenten
mit Paarindizes aus  [n]   [m] gegeben ist, wobei [n] mit ([n]) identiziert wird.
Weil es sowieso nur um den Erhalt der Eigenschaft (1) aus Denition 5.3.1 geht, folgt































(?;) j : [n]! [m] injektiv und monotong
setzen, so da nur noch die Eigenschaft (3) (Vollst

andigkeit) veriziert werden mu. Vor-
her aber noch ein
LEMMA. Sei X ein topologischer Raum, f : X ! B
m





(?;) als Element von 
m
n









als Teilmenge von 
m















































jeweils induziert von monotonen Einbettungen 
0












































































veranschaulicht die Ausgangssituation. Gesucht ist eine Diagrammerg

anzung

























































































Was man sich zuerst (z.B. induktiv)
















] ,! [m] mit


























so da die analogen Bedingungen gelten. Betten wir alles in 
m







































und f dem (?;
n
)-Kozykel . Nach























f : X ! B(?;
m
) die klassizierende Abbildung f

ur . Weil f















































f . Dies ist der Beweis von
FOLGERUNG. Mit den











) ein allgemeines projektives topologisches Sy-




Wir spezialisieren uns nun auf den Fall  = IN und verwenden die Abk

urzungen
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SATZ. (A) F


















() ist ein kovarianter Funktor
B

() : Topologische Kategorien  ! Top

:

















agt sich dabei mit den konkreten, nat

urlichen Isomorphismen (s. Beweis



























































)  i bezeichne.
Beweis: Zum Beweis von Teil (A) m






?)  i  ! H
1
( ; ?; IN)
erstmal denieren. Sei dazu f : X ! B
m




? von einer mono-
tonen Einbettung [n] ,! [m] induziert. f klassiziere das (?; IN  [m])-Kozykel 
m
und
'  f das (?; IN  [n])-Kozykel 
n






ahlbare ?-Kozykel, weil jedes
IN [k] abz










(?; IN)-Struktur liefern. Daher induzieren je zwei Repr

asentanten einer stetigen Abbil-
dung f

: X ! B

? dieselbe (?; IN)-Struktur, weshalb f






(X; ?; IN) deniert ist.
Nat

urlichkeit: Aufgrund der Wohldeniertheit kann man also stets einen Repr

asentanten
f : X ! B? von f







) := (f) := [ = f

!] mit dem uni-
versellen (?; IN)-Kozykel ! gilt. Die Nat





at: B? klassiziert Z
1





: X ! B? seien klassizierende Abbildungen f

ur die jeweiligen ?-
Kozykel 
0=1



























: [0] ! [1] induzieren die Einbettungen






























. Bezeichnet f : X ! B
1
? die klassizie-














Teil (B): Ganz analog wie im Kontext der Folgerung 5.3.1 zeigt man, da ein ste-



















) induziert. Wegen ihrer komponentenweisen Gestalt ergeben ihre
Einschr







































Zum Diagramm: Das objektweise ausgewertete Diagramm ist ein Quotient des (objekt-
weise ausgewerteten) Diagramms aus Folgerung 5.3.1.
4




( ; ?; IN) : Top  ! Set
l





( ; ?; IN) : Top

 ! Set
fortsetzen, der bis auf nat





ur jede etale-Kategorie ? sind in 3.3.1 die etale-?-Strukturen deniert worden.
Ihre klassizierenden Abbildungen X ! B

? sind|was nicht selbstverst

andlich ist|
injektiv, zumindest wenn X kompakt ist, was man folgendermaen sieht:




). Dann existiert zu jedem x 2 X











,! ? injektiv ist.
(U
x




) dar, die man nun unter geeigneten




















), bleibt die Kohomologieklasse von  unver

andert.
Sei f : X ! B? die klassizierende Abbildung des verfeinerten (; IN)-Kozykels. Man







, gilt sowieso f(x) 6= f(y). Tritt dieser Fall nicht ein, gibt es nach Konstruktion
des verfeinerten Kozykels ein U
n




injektiv. Nun ist aber 
nn
nichts
anderes als die Verkettung von f j
U
n
mit der Projektion auf die (n; n)-Koordinate, so da
erst recht f j
U
n
injektiv ist und daher ebenfalls f(x) 6= f(y) gilt. Das ist der Beweis von
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FOLGERUNG. Seien ? eine etale-Kategorie, X 2 Top kompakt und f : X ! B

?
die klassizierende Abbildung einer etale-?-Struktur  von X. Dann ist f injektiv.
4
BEMERKUNG. Obwohl diese Injektivit






ur die abstrakte Klassikation gelifteter etale-PL-Gruppoid-Strukturen noch keine Rolle
spielt, k

onnte sie aber in einer ri-Version der Klassikation f

ur eine Kategorie mit Pushouts









5.5 Die direkte Charakterisierung
Da topologische Eigenschaften geometrischer Objekte unter entsprechenden Isomorphis-
men erhalten bleiben, will man auch nur ihre Isomorphieklassen bestimmen und nicht die





bilden, so da man, um








ubergeht, z.B. Konkordanz- oder Kobordismusklassen (bei Bl

atte-





Mittels Satz 5.4.2 lassen sich die Isomorphieklassen gelifteter Gruppoid-Strukturen auf
parakompakten R

aumen direkt mit Hilfe klassizierender R

aume beschreiben.
















die Menge aller stetigen Lifts









ur eine analoge Bezeichnung
im ri-Fall m

ussen alle Morphismen nat

urlich ri sein. F

ur die anderen Kategorien Top,
Top
-
etc. ist die Bezeichnung entsprechend deniert.






! X operiert von links auf
den Top

-Morphismen X ! B

durch





X bezeichnen wir die Standgruppe dieser Operation.
Sei ' :
~
?  ! ? ein stetiger Kategoriemorphismus zwischen topologischen Kategorien
~















ur eine gegebene (?; IN)-Struktur  2 H
1





?; IN) mit H
1
('; IN)(~) =  einen Lift von 

uber '. Somit ist die Menge al-
ler Lifts von 









? und ? als topologische Gruppoide gegeben, nennen wir Lifts von 

uber
' auch geliftete Gruppoid-Strukturen. Ist ' ein etale-Gruppoidhomomorphismus,
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sprechen wir von gelifteten etale-Gruppoid-Strukturen, und sind
~
? und ? dar

uber
hinaus etale-PL-Gruppoide, von gelifteten etale-PL-Gruppoid-Strukturen.
Wie in 3.4.2 operiert AutX f























Aus der Denition der beiden Aktionen von AutX aufH
1
(X; ?) und (X;B

?) folgt sofort,
da alle Abbildungen des kommutativen Diagramms in Teil (B) von Satz 5.4.2

aquivariant
sind. In Verbindung mit Korollar 3.2.1, Folgerung 3.3.2 und Satz 3.3.3 ergeben sich aus
Satz 5.4.2 die Beweise f

ur untenstehende Resultate.
SATZ. (a) Es seien X 2 Top ein parakompakter Raum, ' :
~
? ! ? ein stetiger
Kategoriemorphismus von topologischen Kategorien und  2 H
1
(X; ?) eine ?-Struktur.
Bezeichnet f

: X ! B

? die klassizierende Abbildung f

ur  und Aut

X  AutX den
Stabilisator von AutX in , dann gibt es f

























(b) Ohne irgendwelche Voraussetzungen an X k

onnen die gelifteten (
~
?; IN)-Strukturen
von  2 H
1


















a Satz 5.4.2 durch die Abbildung
f
M














































Auch wenn sich zur Klassikation abz

ahlbarer ?-Strukturen das allgemeine projektive
System B

? nicht vermeiden l

at, so besitzt es daf








5.6.1 Wie vorher sei ? eine topologische Kategorie. Der feudale Charakter von
B

(?;) beginnt sich schon bei der Indexmenge I = IN
0
zu zeigen, die total geordnet ist
und damit insbesondere nach oben gerichtet. Ferner haben wir das
LEMMA. B

(?;) ist ein gutes projektives Top-System.




(?;) wie in 5.4.2 von einer monotonen Inklusion
 : [n] ,! [m] induziert. Dann gibt es eine surjektive, monotone Abbildung  : [m]! [n]
mit    = id
[n]



















uckt, sozusagen im Kopieren von Koordinaten besteht. Daran






) und daher auch nach
B
m
(?;) abgebildet wird. Via Kontravarianz liefert die Gleichung   = id
[n]
schlielich






, so da B

(?;) der Schnittbedingung gen

ugt.
Im weiteren seien f; f
0
: X ! B
n
(?;) zwei conal gleiche, stetige Abbildungen. Gesucht




f : X ! B
m
(?;) mit ' 











ahlen wir ein m  n, zwei monotone Einbettungen ; 
0
: [n] ,! [m] und eine
monotone Surjektion  : [m]! [n] mit
























(?;) von '; '
0

























schreiben. Lassen wir f zum (?;
n







dieren, sind  und 
0






)-Kozykel  mit klassizierender
Abbildung

f : X ! B
m
(?;) existiert mit j

n






. Aus Lemma 5.4.2
folgt dann ' 













on disjunkt additiv, was
man nat

urlich auch sofort auf der Ebene der ?-Kozykel sieht. Sicherlich ist es aber sinnvoll,
wie eben geschehen, einen Beweis ausschlielich mit Hilfe innerer Systemeigenschaften von
B

(?;) zu erbringen. Man bedenke zudem, da f






? (Folgerung 5.6.2) bisher anscheinend nicht mittels Gruppoid-Kozykel gezeigt
werden kann.
5.6.2 In 5.3.1 hatten wir f






) 2 B(?;) j 

6=  g













ur alle (; i) 2 
n




















(?;) bezeichnen. Mit dieser Vereinbarung gilt dann f

ur eine mo-
notone Abbildung  : [0] ,! [n] mit (0) = i 2 [n] und deren induzierte Abbildung


=: ' : B
n












ur alle  2 :
Beim Arbeiten mit U

 B(?;), wobei ? ein topologischer Gruppoid sei, ist es ange-
nehmer, die sog. alternative Darstellung alt-U

zu verwenden, die f

















und 8 i 2  mit 
i





gegeben sei. Die Projektion von B(?;) auf das Produkt mit den Komponenten fg 
























































) deniert, und die Stetigkeit
folgt aus der Stetigkeit der Inversion und Multiplikation in ?. Man pr

uft durch Veri-






) ein Element von U

ist.










eine alternative Darstellung alt-U
;i
analog deniert,































ange zu den alternativen
Darstellungen von dieser Form sind, und ' eine produktartige Abbildung ist.
4






















































; : : :):
LEMMA. f ist homotop zur Identit





Beweis: Es liegt die analoge Situation wie auf Seite 264 in [tom] vor, so da wir den
Beweis von tom Dieck nur zu imitieren brauchen. Die Grundidee ist, den Stern  durch
eine Homotopie in unendlich vielen Schritten immer mehr nach rechts zu verschieben,
"
bis er gar nicht mehr existiert\.
Dazu denieren wir f

































] [ : : : [ f1g. Im


























; : : :)




























; : : :)














at sich die auf [0; 1) zusammengesetzte Homotopie derart zu einer stetigen Ho-





Nun zur Denition der einzelnen Homotopieschritte. Daf

ur reicht es aus, den ersten Schritt
verstanden zu haben: Es werden aufeinanderfolgende Komponenten mit Indizes i; i + 1,
wobei i ungerade, jeweils zusammengefat und dann homotop miteinander vertauscht.
Befassen wir uns zun

achst mit dieser elementaren Homotopie.
Wir geben eine Homotopie H f





















() = (; ) und p
1
() = (; )
sei. Wegen der Kegeleigenschaft von

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unschte, in der 0-ten Komponente station

are Homotopie des ersten Schrittes.
4













, wobei dann entsprechend statt der 0-ten die n-te
Komponente von f und der Homotopie station

ar sein mu.







ur alle anderen F

alle beweisen wir den Satz f

ur die von  :
[0]! [1] mit (0) = 0 induzierte Systemabbildung ' : B
1
?! B?.
Bekanntlich reicht es aus, zu beweisen, da ' lokal eine sch

one Serre-Faserung ist. Konkret










one Serre-Faserung ist. Um dies











urzung D := B
N
haben wir die Existenz einer stetigen Abbildung

F : D !
alt-U
n;0


























anzt, wobei f und

f gegeben seien. Diese Aufgabe kann aber noch redu-
ziert werden. Die Bedingung ' 

F = f l

at sich auch anders charakterisieren: IN
0
 [1]










1, und ' ist dasselbe wie die
Projektion von alt-U
n;0













F mit den Komponenten







ummern. Nimmt man noch die (n; 1)-Komponente dazu, so ist das
projezierte Bild von alt-U
n;0

























setzt. Da es bei der Beweisargumentation nicht auf die Anzahl der Koordinaten ankommt,






















































































angelangt, in dem f ,

f gegeben sind und































= f . Was wir
also brauchen, ist f











, so da die
Bedingungen


















Diese Aufgabe wird in zwei Schritten gel







C?, die zwar (1) erf












modiziert, so da auch (2) gilt.
Sei m 2 IN beliebig, aber fest. Mit A
m








(?). Nehmen wir als ersten Fall an, da A
m
nichtleer ist. Wir wenden nun
Lemma 1.6.4 auf die Garbe s : ? ! ?
0








! ? an und
























:= ;. Nach der Kegeleigenschaft von

C? gibt es nun f


























































ur jedes x 2 @D
die Streifenbedingung gelten, so da ein m
x
6= 0 mit A
m
x
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eine in D oene Umgebung von @D mit
~





Wir haben somit also









Die Kompaktheit von @D erlaubt uns, V o.E. als oenen Ring fx : 1   < jjxjj  1g zu
w

ahlen, wobei wir o.B.d.A. 1   = 1=4 annehmen, i.e.
V =

x 2 D :
1
4
< jjxjj  1

:
Jetzt greifen wir auf das letzte Lemma zur

uck: Sei H : alt-U
0
 I ! alt-U
0
die Homotopie
aus diesem Lemma, deren 0-te Komponente station

ar ist, so da H
0
= id. Da H die Ko-




















ussen wir aber H ein wenig ab

andern, indem wir an das eine Ende noch
die station

are Homotopie ankleben, d.h. wir w

ahlen H bereits derart modiziert, da H
auf [1=2; 1] station

ar ist. Bilden wir den abgeschlossenen Ring
R =

x 2 D :
1
2
 jjxjj  1

 V













; (x; t) 7! (
~
F (x); t) mit H




















f derart fortsetzt, da es mindestens













= konstant = 
gilt. Der Vollball D wird nun von den oenen Mengen
U :=









x 2 D :
1
2
< jjxjj  1




















































(x); falls m 6= 1; x 2 R
0






(x) falls m = 1; jjxjj >
3
4
; falls m = 1; x 62 U; jjxjj 
3
4
f(x); falls m = 1; x 2 U:
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
F ist gerade so deniert, da jetzt endlich auch die Bedingung (2) gilt.
4
BEMERKUNG. Man beachte aber, da B

? i.a. nicht ri-sch

on Serre-fasernd ist!












Das Ausweichen in die projektive Kategorie Top

ist nur erforderlich, um mittels B

?
die (?; IN)-Strukturen ganz direkt zu klassizieren. Aber f

ur die Homotopieklassen von
(?; IN)-Strukturen gibt es einen klassizierenden Raum in Top (n

amlich B?), was f

ur die
numerierbaren ?-Strukturen schon l

anger durch [Hae-T] und [Hae] bekannt ist.
Wir setzen ? nur als topologische Kategorie voraus.
5.7.1 In Lemma 5.6.2 wurde eine Homotopie auf alt-U
0
angegeben, die unendlich viele
-Komponenten schat. Tats

achlich kann man dieses Verfahren auf B? erweitern.
LEMMA. Es sei ? eine topologische Kategorie. Dann ist f

ur B? := B(?; IN
0
) (vgl.
Lemma 5.7.1) die Identit
















































; falls i; j  1 mod 2
; sonst
Beweis: Zum Zwecke einer transparenten Beweisf

uhrung beginnen wir in Anlehnung
an 5.3.2 mit allgemeinen

Uberlegungen.
Sei   IN
0
und r : ! IN
0












( ; ?; IN
0
)
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wie folgt: Sei  ein (?; IN
0





























;; n 62 
U
r(n)











;; (n;m) 62  

r(n)r(m)
; (n;m) 2  




) aufgrund der Surjektivit






deckung von X darstellt. F















Nach Satz 5.3.1 und dem Yoneda-Lemma korrespondiert r





die mit der klassizierenden Abbildung von r



















; (i; j) 62  

r(i)r(j)
; (i; j) 2  



















Eine surjektive Abbildung r :  ! IN
0
ist oenbar durch ihre Fasern r
 1
(n) eindeutig
bestimmt. Sind diese nach einem einfachen Prinzip angeordnet, kann man r auch in der
suggestiveren Folgenschreibweise angeben, wie z.B.
r
0
: (0; 1; 2; 3; : : :)  ! (0; ; 1; ; 2; ; 3; ; : : :);
d.h.  = fn 2 IN
0










uberein, so da t
0






: (0; 1; 2; 3; : : :)  ! (; 0; ; 1; ; 2; ; 3; : : :) induziert.
Solche induzierten Abbildungen Br

eignen sich sehr gut zur Denition von Homotopien
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voraus; denn wegen obiger Komponentenform und der Kegeleigenschaft von

C? impli-
ziert dann (?) die Stetigkeit sowohl von Hj
[0;2=3)
als auch von Hj
(1=3;1]
und damit von H
insgesamt. Ein Beispiel f

ur solch eine Homotopie ist f






: (0; : : : ; n; n+ 1; n+ 2; : : :)  ! (0; : : : ; n; ; n+ 1; ; n+ 2; ; : : :)
r
0
: (0; : : : ; n; n+ 1; n+ 2; : : :)  ! (0; : : : ; n; n+ 1; n+ 1; n+ 2; n+ 2; : : :)
r
+
: (0; : : : ; n; n+ 1; n+ 2; : : :)  ! (0; : : : ; n; n+ 1; ; n+ 2; ; : : :)











; : : : wie im Beweis von Lemma 5.6.2 aneinander, bekommt man daher wie
gew









geht man analog vor.
4








von X 2 Top












ahlt werden kann, da jedes H
t
dieselbe (?; IN)-Struktur induziert.







: (0; 1; 2; 3; : : :)  ! (0; ; 1; ; 2; ; 3; ; : : :)
r
1


































= ;; falls j gerade.









































~ von X  I zur






























~ auf diese ein, erhalten wir ein (?; IN
0
)-Kozykel auf X  I, dessen


















aren bleibt noch, ob alle Homotopieschnitte dieselbe ?-Struktur induzieren: Wie aus










Wie schon vorher ist es momentan angenehmer, mit IN
0
anstatt IN zu arbeiten.












, die zueinander kohomolog sind.
4
5.7.2 In diesem Unterabschnitt kl

aren wir, ob f

ur eine topologische Kategorie ? die
kanonische Abbildung B?! B

? eine schwache Homotopie

aquivalenz ist, und ob es (f

ur








ur jede topologische Kategorie ? ist B?! B

? eine schwache Homotopie

aqui-
valenz im Sinne von Denition 4.7.2.




: B? ! B

? gehen
wir auf die Denition 4.7.2 zur

uck. Demnach sind vorgegeben eine Abbildung H : P !
B

?, paarweise disjunkte Unterpolyeder Q
1
; : : : ; Q
k















Da B? die 0-te Komponente von B

? ist, gibt es einen Repr





















mit der Zusatzbedingung aus
Folgerung 5.7.1. Aufgrund der paarweisen Disjunktheit der Q
i
vereinigen sich die k
i
zu




 I ! B? mit k = hj
Q
.
k und h vereinigen sich wiederum zu einer stetigen Abbildung
P  0 [ (Q I)  ! B?;
die aufgrund der Kofaserungseigenschaft zu einer stetigen Abbildung
F : P  I ! B?
fortgesetzt werden kann, deren Einschr














Was wir noch brauchen, ist eine auf Q station





H und H =

0
h. Der richtige Kandidat hierf














ur alle i. Weil nun aber B

?
nach Folgerung 5.6.2 sch






























Dies impliziert sofort die
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FOLGERUNG. F

ur jede topologische Kategorie ? ist B? der klassizierende Raum
f

ur die Homotopieklassen der abz

ahlbaren ?-Strukturen, d.h. B? ist das klassizierende
Objekt innerhalb Top=' f

ur den Funktor H
1




Ubertragung der Milnor-Konstruktion auf den Gruppoidfall in [Hae] erhielt
Haefliger f






ur die numerierbaren Homotopieklassen numerierbarer ?-Strukturen.
LEMMA. F







Beweis: Unsere Beweisargumentation st

utzt sich im wesentlichen auf [Hae], wobei
wir wieder mit B? := B(?; IN
0
) arbeiten. Mit Anwendung des Lemmas auf Seite 142 in
[Hae] kann man zu jedem numerierbaren ?-Kozykel  2 num-Z
1










(X; ?; IN) wohldeniert, die sich zudem als nat







( ; ?)  ! H
1
( ; ?; IN)
faktorisiert, die eingeschr

ankt auf parakompakte R

aume ein Isomorphismus ist. Man kann





( ; ?)=num-' ! H
1
( ; ?; IN)=';
wobei f

ur parakompakte und insbesondere kompakte R

aume wiederum ein Isomorphismus






?]  ! [; B?];
die nach dem Yoneda-Lemma von einer stetigen Abbildung f : B
Milnor
?! B? induziert










Es sollen nun Basispunkte ber








ahlt sei. Dieser induziert den Punkt (1e
0
; 0; 0; 0; : : :) 2 B
Milnor
? sowie den Punkt
(e
0
; ; ; ; : : :) aus B?, dessen 00-Komponente gleich e
0
ist und restliche Komponen-
ten gleich . F

ur beide Basispunkte schreiben wir einfach wieder e
0





























ur alle n 2 IN
0








Sei also  : (S
n
; 1) ! (B?; e
0
) stetig. Dann korrespondiert  lt. Satz 5.3.1 zu einem ?-









mit 1 2 U
0




ur alle k  1. Wir
4)
Der Fall n = 1 gen

ugt zwar, aber der Beweis wird dadurch nicht einfacher.













anken  auf diese endliche Teil

uberdeckung
ein, was das ?-Kozykel 
0
deniert, und fassen 
0
mittels leerer Fortsetzung als (?; IN
0
)-












ur alle i = 0; : : : ; N . Aus [Hae] geht nun hervor, da zu 
0
als
ein solches numerierbares ?-Kozykel eine stetige Abbildung  : (S
n

















Um den Beweis abzuschlieen, ben











5.7.1 aber nicht direkt anwenden, sondern m
































: (0; 1; 2; 3; : : :)  ! (0; ; 1; ; 2; ; 3; : : :)








Beweis von Lemma 5.7.1, sondern stattdessen erst mitH
1





ar. Auch die Homotopie von t
0
1
lassen wir erst mit H
1
beginnen.
Somit ist  station

ar in 1 homotop zu t
0
0
  und analog f   station





 f  . F

ur die mittlere Homotopie|wie sie im Beweis von Folgerung 5.7.1 genannt
wird|zwischen den letzten beiden Abbildungen f

uhrt man die Konstruktion ebenfalls nur
f




















mittlere Homotopie wiederum station

ar in 1 ist.
4
Kapitel 6
Von Monoiden zu Gruppen
Die direkte Beschreibung von Bl

atterungen und gelifteten Gruppoid-Strukturen aus dem
vorigen Kapitel stellt nur den ersten Schritt ihrer abstrakten Klassikation dar. Was aber




Ubergang von einem urspr

unglichen geometrischen Objekt zu seiner Homologie ist ein
algebraischer Proze, der i.a. mit dem Verlust genau derjenigen geometrischen Informa-






Aus diesem Grunde ist es sinnvoll, Homologie m

oglichst geometrisch zu denieren, wie
dies etwa in [R-S, Anhang A.2] exemplarisch getan wird.




urliche Addition von Homologiezykeln, wie sie in
Top stets m

oglich ist|im Gegensatz zu Top

aufgrund der fehlenden Existenz von Ko-
produkten. Aber selbst in Top ist jene Addition geometrisch nicht als Gruppenstruktur
gegeben, sondern urspr

unglich als Monoidstruktur, die erst modulo der nullhomologen
Zykel eine Gruppenstruktur induziert. Folglich ist es zur Vermeidung unn

otigen geome-
trischen Informationsverlustes besser, freie Monoide zu bilden (wenn es schon nicht anders
geht) und ganz direkt durch Ausdividieren einer geeigneten

Aquivalenzrelation eine Grup-




Ubergang von Monoiden zu Gruppen wird in den ersten beiden Ab-
schnitten studiert.
Im dritten und vierten Abschnitt werden die 
- und Dipol-Homologie eingef

uhrt. Klassi-





ur stellt die 
-Homologie das Pendant in Top

zur geometrisch denierten Homologie
in Top dar. W

ahrend die 
-Homologie stets eine Gruppe ist, scheint die Dipol-Homologie
nach dem einfachen Gegenbeispiel in Anmerkung 8.3.4 i.a. keine Gruppenstruktur zu be-
sitzen. Dennoch vertragen sich beide Homologiearten mit Top, weil sie dort mit der
singul






art bleibt jedoch die Frage nach der axiomatischen Charakterisierung
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beider Homologiearten, wie auch sowieso die eventuellen M

oglichkeiten, die gesamte al-




ubertragen, weiterer Forschung harren.
Wir haben es also in dieser Arbeit lediglich mit einer ad hoc Konstruktion der klassika-
tionsrelevanten Dipol-Homologie zu tun.





. Gibt es etwa eine
"
Dipol-Kohomologie\?Kann eine solche
Kohomologie deniert werden, ist eine
abstrakte Klassikation von PL-Bl

atterungen mittels charakteristischer Klassen
zu erwarten! Zur befriedigenden Kl

arung dieser Fragen wird eine Verallgemeinerung der
Theorie der Mock-B

undel (s.[B-R-S]) auf Top

sicherlich nicht zu vermeiden sein.
Alles in diesem Kapitel wird f

ur die ri-Kategorie Top

ri
parallel entwickelt mitsamt den
entsprechenden Bezeichnungen, die somit etwas aufgebauschter wirken; aber was letztend-
lich z

















Uber Monoide im allgemeinen
Es werden einige Begrie deniert und zusammengestellt. Insbesondere werden freie und
involutive Monoide studiert.
6.1.1 Ein Monoid ist bekanntlich eine Halbgruppe mit neutralem Element, das im
abelschen Fall mit 0 bezeichnet werde.
KONVENTION. Alle in dieser Arbeit auftretenden Monoide werden als abelsch vor-
ausgesetzt, wenn nichts anderes bemerkt wird. F

ur die Addition (= abelsche Halbgrup-
penmultiplikation) verwenden wir stets das Symbol .
Das einfachste Beispiel eines Monoiden ist IN
0
.
Eine Mengenabbildung f : M ! Q zwischen Monoiden M;Q heit ein Monoidmor-
phismus, wenn f die beiden Eigenschaften
(1) f(0) = 0,
(2) f(a b) = f(a) f(b) f






urzer nennen wir f auch einfach monoidial oder noch besser additiv. Mo-
noidmorphismen sind abgeschlossen bzgl. Verkettung, so da die Monoide und ihre Mo-
noidmorphismen eine Kategorie Mon bilden. Insbesondere sind Monoidisomorphismen
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Behauptung: Ein Monoidisomorphismus ist dasselbe wie ein bijektiver Monoidmor-
phismus.
Beweis: f : M ! Q sei monoidial und bijektiv. Folglich existiert die inverse Mengenab-
bildung f
 1









ur alle a; b 2 Q gilt:
f(f
 1















Eine Teilmenge N  M eines Monoiden wird ein Untermonoid von M genannt, wenn
N die 0 enth

alt und abgeschlossen bzgl.  ist. Die Inklusion N ,! M stellt also einen
Monoidmorphismus dar. Bilder und Urbilder von Untermonoiden unter Monoidmorphis-
men sind selbst wieder Untermonoide. Beliebige Durchschnitte von Untermonoiden sind
ebenfalls wieder Untermonoide. Daher induziert jede Teilmenge X  M den kleinsten
Untermonoiden hXi, der X umfat und durch
hXi =
\
fN M Untermonoid jX  N g







j I endlich und x
i
2 X 8 i 2 I
)
:
Man sagt auch, X erzeugt hXi. F




























die Summe der N
i
. Die Summe z.B. zweier Untermonoide N;N
0
M
schreiben einfach als N +N
0
.
Die Existenz von Produkten und Koprodukten inMon bereitet keinerlei Schwierigkeiten:
F
































nur endlich vielen Komponenten m
i
6= 0 deniert wird. In beiden F


















ur alle i 2 I.
Besondere Aufmerksamkeit verdienen die freien Monoide, die per Denition (bis auf











ur alle i 2 I. Somit induziert



















und nennen M(X) den freien Monoiden

uber X. Alternativ kann man
M(X) = ff : X ! IN
0
Abbildung j f fast

uberall 0g
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mit der punktweisen Addition denieren. Ferner haben wir eine Abbildung p : X !
M(X); x 7! 1x 2 IN
0
x. M(X) ist modulo Isomorphie durch folgende universelle Eigen-
schaft eindeutig charakterisiert: Ist M ein Monoid und q : X ! M eine Abbildung, so
existiert genau ein Monoidmorphismus f : M(X)!M mit q = f  p.









eine Familie aus M . Dann heit
diese Familie ein Erzeugendensystem von M , wenn sich jedes m 2 M als endliche
Summe von Elementen x
i


















ur alle i, so da nur endlich viele der n
i
ungleich 0 sind (sonst w

are die Summe
auch gar nicht deniert). Man sagt auch, (x
i
) erzeugt M . Wir einigen uns an dieser Stelle
dar
















aus M heie unabh

angig, falls jedes m 2 M h

ochstens eine solche






















ur alle i 2 I
heien soll. Notwendigerweise mu dann (x
i
) injektiv indiziert sein, und jedes x
i
ist nicht







mengen von M deniert.
Eine Basis von M sei ein unabh

angiges Erzeugendensystem von M .
Noch ein weiterer Begri: Ein Monoidelement m 2M heie irreduzibel , falls folgendes
gilt:
m = a b =) a = 0 oder b = 0:
Damit haben wir alle begriichen Ingredienzen zur Formulierung des folgenden Lemmas
beisammen.
LEMMA. M sei ein Monoid. Dann sind

aquivalent:
(1) M ist freier Monoid.
(2) M besitzt eine Basis.
(3) Die Teilmenge der irreduziblen Elemente von M ist eine Basis von M .
Ist M frei, so gibt es (bis auf Umordnung der Indizierung) genau eine Basis von M .
Beweis: (1) ) (2): Wir zeigen, da X  p(X)  M(X) eine Basis von M(X) ist.
Oensichtlich wird M(X) von X erzeugt. F

ur den Beweis der Unabh

angigkeit von X
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(2) ) (3): Sei B eine Basis von M , die wir als Teilmenge B  M auassen (injektive
Indizierung). M
irr
bezeichne die Menge der irreduziblen Elemente von M . Wir zeigen
B = M
irr
, womit auch gleich die Eindeutigkeitsaussage bewiesen ist. Sei b 2 B mit
b = aa
0











































= 1 folgt, was nur f





oglich ist. Dies beweist B  M
irr
.













= 1, so da x =  2 B gilt, was M
irr
 B beweist.
(3) ) (1): Trivialerweise gilt (3) ) (2), so da wir (2) ) (1) zeigen. Sei X  M eine
Basis von M . Die Zuordnung x 7! x 2M induziert

uber die universelle Eigenschaft einen
Monoidmorphismus f : M(X) ! M . Dann ist f surjektiv, weil M von X erzeugt wird
und injektiv, weil X unabh

angig ist. Somit ist f ein Monoidisomorphismus.
4
Das Lemma berechtigt uns, bei einem freien Monoiden M von der Basis von M zu spre-











Manchmal ist es besser, eine mehr kombinatorische Darstellung freier Monoide zu ver-
wenden, auf die wir jetzt eingehen. M sei ein freier Monoid mit seiner Basis X. Wir
betrachten zun







aus X, die mittels der
disjunkten Vereinigung von Familien sich auch als Monoid auassen l

at (mit der leeren
Familie als neutralem Element). Auf diesem Monoiden denieren wir die

Aquivalenzrela-


















ur alle i 2 I:
Dies ist oensichtlich sogar eine additive

Aquivalenzrelation, die somit einen Quotienten-
monoiden induziert, der auf folgende Weise kanonisch isomorph zu M ist:









2M zu (der leeren Familie
nat

urlich die 0), so da diese Zuordnung also additiv ist und aufgrund der Kommutativit

at
von M durch die Indexisomorphieklassen und daher zu einem Monoidmorphismus f :




ur M diese Form der Darstellung gew

ahlt, kann man meist mit den Familien selbst





eigentlich ihre Indexisomorphieklasse gemeint ist, wobei dies aber in der
Notation unterlassen wird.





atzlich noch eine monoidiale Involution
 1
:M !M gegeben ist (d.i. ein
1)
Insbesondere sei auch die leere Familie (d.h. I = ;) zugelassen.
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Monoidmorphismus v : M ! M mit v  v = id
M
). Ein Monoidmorphismus f : M ! Q











Der Quotient eines Monoiden nach einer additiven

Aquivalenzrelation ist auf jeden Fall
wieder ein Monoid. Wir wollen wissen, unter welchen hinreichenden Bedingungen an die

Aquivalenzrelation der Quotient eine abelsche Gruppe ergibt. Es stellt sich heraus, da
man noch einen Untermonoiden N mit gewissen Eigenschaften braucht, der in dem Quo-









Aquivalenzrelation als die urspr

ungliche, was i.a. nicht zu
umgehen ist.
Diesen Eekt wollen wir aber durch zus

atzliche Bedingungen vermeiden. Am einfachsten
kann dies bei involutiven Monoiden M mit k

urzenden Untermonoiden N  M erreicht
werden, wobei die

Aquivalenzrelation nicht gegeben ist, sondern

uber die Involution und





\ auf einem Monoiden M heie additiv, wenn sie
die Addition respektiert, i.e.
a  a
0
; b  b
0










2M . Oensichtlich ist dann der Quotient M= wieder ein Monoid und
die ProjektionM !M= ein Monoidmorphismus. Umgekehrt denieren die Fasern eines
surjektiven Monoidmorphismus f : M ! Q eine additive

Aquivalenzrelation  auf M , so
da f von der Form M !M= ist.
Wir wenden uns nun speziellen Betrachtungen

uber Untermonoiden zu. Ein Untermonoid
N M eines Monoiden M soll k

urzend genannt werden, wenn gilt:
m 2 M; n 2 N mit m n 2 N ) m 2 N:
Z.B. sind f0g und M k

urzende Untermonoide von M . Ein Durchschnitt von k

urzenden
Untermonoiden ist wieder k





















urzender Untermonoid von M g:
Tats
































































, so da ein n 2 N existiert mitm((nn
0
)n) 2 N ,
































mit m n 2 N
0








FOLGERUNG. SeienM;Q Monoide, N M;
~
N  Q Untermonoide und f : M ! Q
ein Monoidmorphismus mit f(N) 
~







Beweis: Sei m 2 N
1
. Dann existiert ein n 2 N mit mn 2 N , so da f(m) f(n) =
f(m n) 2
~
N gilt mit f(n) 2
~

















obern kann, da der Quotient eine abelsche Gruppe wird.
LEMMA. Gegeben seien ein Monoid M , eine additive

Aquivalenzrelation  auf M
und ein Untermonoid N  M , so da zu jedem m 2 M ein m
0








b :() 9n; n
0




Aquivalenzrelation auf M , die gr

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was a 
N







at: Seien a; a
0




























abelsche Gruppe: Wir haben die Existenz inverser Elemente zu zeigen, wof

ur die











ur alle n 2 N
1
zu gelten braucht, wof
















mit a n  b n
0
, so existieren ~n; ~n
0
2 N mit




2 N . Somit haben wir (n ~n) ~n
0




) ~n 2 N mit
a ((n ~n) ~n
0
) = (a n) (~n ~n
0













BEMERKUNG. Die Projektion p : M ! M=
N
besitzt folgende universelle Ei-
genschaft: Ist A eine abelsche Gruppe und h : M ! A monoidial mit h(N) = 0 und
h(a) = h(b) f

ur alle a; b 2M mit a  b, so existiert genau ein Gruppenhomomorphismus
f : M=
N
! A mit f  p = h.
BEISPIEL. Die Grothendieck-Gruppe eines Monoiden erhalten wir wie folgt: M 
M = M  M ist ein Monoid mit der Diagonalen  = f(m;m)g als Untermonoiden.
Dann ist M  M==

die Grothendieck-Gruppe von M zusammen mit der Abbildung
M M  0 M M !M M==

.
M sei jetzt zus

atzlich ein involutiver Monoid und N ein Untermonoid vonM . Wir nennen








ur alle m 2M
gelten. Ist N involutiv, dann auch N
1
, wie man sich

uberlegt.
Ein beliebiger Durchschnitt involutiver Untermonoide ist wieder involutiv. Daher erzeugt
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Ist M ein involutiver Monoid und N M ein involutiver Untermonoid, so kann man die









auch noch anders ausdr











was wir nun beweisen werden: Es gelte a =
N
b, so da n; n
0
2 N mit a  n = b  n
0
existieren. Addition von b
 1






2 N  N
1
.













Existenz eines n 2 N mit a b
 1
 n 2 N . Addition von b liefert dann
a (b
 1
 b n) = b (a b
 1
 n)




ur uns ist der Fall eines k

urzenden, involutiven Untermonoi-
den N , den wir in der n

achsten Folgerung notieren.











Aquivalenzrelation auf M und der Quotient M=
N
eine abelsche Gruppe,










Beweis: Nur die Aussage

uber den Kern von p mu noch bewiesen werden:
m 
N






Ist N  M Untermonoid eines involutiven Monoiden M , und bezeichnet

N wie vorhin
den von N erzeugten, k


















so da mit dieser Notation M=N stets eine abelsche Gruppe ist.





Aquivalenzrelation auf M und der Quotient M=N eine abelsche

















, N  M und f :
M
0
! M ein involutiver Monoidmorphismus mit f(N
0








Beweis: Nur Teil (b) ist vielleicht noch nicht ganz einsichtig. Da f die Untermonoide
respektiert und involutiv ist, respektiert f auch die von N
0
bzw. N erzeugten involu-




















198 KAPITEL 6. VON MONOIDEN ZU GRUPPEN




ur die Kategorie Top liefern die kettenalgebraisch denierte Homologie, die geometrisch
denierte Homologie (=: 
-Homologie) und die f

ur uns wichtige Dipol-Homologie das
Gleiche, was an der Existenz von Koprodukten (= disjunkte Summen) in Top liegt. Diese
Eigenschaft ist inTop



















-Homologie wird dann im n








Die Dipol-Homologie aus dem n










Die Konstruktion der geometrischen 
-Homologiegruppen besteht i.w. darin, die Voraus-
setzungen aus Korollar 6.2.2 (a) zu schaen und dieses dann anzuwenden. A priori sei
angemerkt, da die Involution durch Umorientieren singul

arer Zykel gegeben ist.
6.3.1 Es sei zun

achst an die Begrie in [R-S, Anhang A.2] erinnert: F

ur n 2 IN
0
sei
ein n-Zykel ein kompaktes Polyeder P , das ein Unterpolyeder S(P )  P der Dimension
 n  2 enth

alt, so da die Bedingungen
(1) P   S(P )  P dicht,
(2) P   S(P ) ist eine randlose PL-Mannigfaltigkeit der Dimension n,
gelten, oder salopper ausgedr






aten der Kodimension  2. P heit orientiert, falls P S(P ) orientiert ist.
L

at sich dagegen P   S(P ) nicht orientieren, oder ist keine Orientierung von P   S(P )
ausgew

ahlt worden, heit P ein unorientiertes n-Zykel.
Sch

on ist auch die kombinatorische Denition eines n-Zykels: Es gibt eine Triangulierung
jKj = P von P , so da jedes prinzipale
2)
Simplex von K Dimension n hat, und jedes
(n  1)-Simplex Seite von genau zwei n-Simplizes ist. Orientierbarkeit von K kann man
dann z.B.

uber die geordnete n-te Homologie von K (s. z.B. [Spa]) denieren, oder auch

uber die n-te singul






ur jedes orientierte n-Zykel P bezeichne P
 1
dasselbe n-Zykel P nur mit der entgegen-
gesetzten Orientierung versehen.

Ahnlich lassen sich auch berandete n-Zykel und somit berandete singul

are n-Zykel de-
nieren (s. [R-S, Anhang A.2]).
Sei X ein topologischer Raum. Unter einem singul

aren n-Zykel von X versteht man ein
Paar (P; f), wobei P ein orientiertes n-Zykel ist und f : P ! X eine stetige Abbildung.
2)
Ein Simplex heit prinzipal, wenn es in keinem Simplex echt enthalten ist.
3)





zusammen mit einem Vorzeichen 1 derart zuordnet, da deren Summe in C
n
(jKj) ein Zykel darstellt.






; f) bezeichnen wir das singul

are n-Zykel mit der entgegengesetz-
ten Orientierung. Entsprechend gibt es unorientierte, singul

are n-Zykel von X. Die
Umkehrung der Orientierung stellt also eine Involution auf der Menge aller singul

aren





arer n-Zykel von X braucht man also nur den Begri des orientierten
n-Zykels und des stetigen Morphismus P ! X. Indem man daher X durch Objekte


















. Die Denition der 
-Homologie f

ur die anderen Kategorien - und insbesondere
f

ur die neuen Kategorien aus dem n





sei also ein projektives Top-System. Dann erzeugen f
















der n-Zykel von X

























aren n-Zykeln von X

erzeugt wird.
Die Involution der Orientierungsumkehrung auf den singul

aren n-Zykeln von X

induziert























(X) auch rein geometrisch deuten: Da es in Top
disjunkte Summen gibt, kann man singul

are n-Zykel von X disjunkt vereinigen, was


















(X) deniert, der sich als Monoidisomorphismus herausstellt (die Zusam-
menhangskomponenten eines n-Zykels P sind wohldeniert), so da es in Top gleichg

ultig
ist, welchen Monoiden man w

ahlt. Aber es sei nochmal betont: In Top

gibt es keine dis-











Dennoch gibt es nach 6.1.1 so etwas wie eine
"












































Diese Feststellung bildet den Hintergrund f

ur folgende



















oglichkeit der nicht injektiven Indizierung ist voll beabsichtigt.
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Top

-Morphismus F : P ! X










 ! @P existiert mit f
i





ur alle i = 1; : : : ; k.

















arer n-Zykel von X













Als Vorbereitung zur Dipol-Homologie f

uhren wir hier schon mal den Begri der strengen
Homologie ein: Zwei singul














streng nullhomolog ist. Strenge Homologie ist grob




streng homolog\ ist jedoch
keine

Aquivalenzrelation auf den singul

aren n-Zykeln von X

gegeben. Strenge Homologie





Die streng nullhomologen n-Zykel von X










a-nullhomologen n-Zykel von X

















BEMERKUNG. Betrachten wir wieder den Spezialfall X

= X 2 Top. Wegen der
M

oglichkeit der disjunkten Summenbildung sind die streng nullhomologen n-Zykel von X
abgeschlossen gegen










(X) auch noch ein k


































Beweis: Sei (P; f) ein singul

ares n-Zykel von X





















dar, der somit eine strenge
Homologie zwischen (P; f) und (P; f)
 1








































































uhren wir nur aus technischen Gr

unden ein (siehe n

achsten Unter-












) schreiben wir als [z] und
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nennen es die 
-Homologieklasse von z. Gilt [z] = 0, heit z nullhomolog, was nach
Korollar 6.2.2 (a)


























) gleich sind, was nat

urlich gleichbedeutend








-Homologie nachgewiesen wird, gehen wir noch kurz auf
den unorientierten Fall ein: Man nimmt einfach unorientierte, singul

are n-Zykel von X

,










) erzeugen, deniert strenge Nullhomo-



































































(P; f) 7! (P;G

 f)
eine involutive Abbildung auf der Ebene der singul














), der strenge Nullhomologie und damit
Pr













) abbildet. Nach Korollar






















aglichkeit mit Verkettung ist oensichtlich. Da zwei streng homotope, singul

are n-




() ein homotopieinvarianter Funktor.
Gleiches gilt f











































agt sich diese ganze Konstruktion vollkommen analog










urlich stets Morphismen der entsprechenden Kategorie sein m


















































Die Involution ist die Identit

at.
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eine Teilmenge aller singul

aren n-Zykel von X

bilden, gibt es zun

achst



























Andererseits stiftet die eindeutige Zerlegung eines singul

aren n-Zykels in seine Bogenkom-















































































































on disjunkt additiven SystemX

kann man noch eine zus

atzliche Eigenschaft































)) streng nullhomolog. Mit der Eindeutigkeit disjunkter Vereini-
gungen bekommen wir f












z streng nullhomolog () r(z) streng nullhomolog :













































































































Aber bereits ohne Zusatzbedigungen an X

induzieren i und r Homologieisomorphismen:

































urlichkeit von i und r bedarf nur der Erw

ahnung, aber nicht des Be-
weises. F

ur die Isomorphie braucht man nur die Surjektivit















modulo Homologie zu zeigen, wof

ur man bereits mit der konstanten Homotopie auskommt.
4
6.3.4 Zur Gewinnung einer Gruppenstruktur f

ur die geometrische 
-Homologie be-
durfte es erstens einer Monoidstruktur auf den singul








) quasi erzwungen wurde, und zweitens der Abschw

achung von `streng
nullhomolog' zu `nullhomolog'. Diese algebraischen Elemente bewirken eine Distanzie-




geometrisch\ gar nicht so sehr verdient zu haben scheint.
Wir fragen: Unter welchen Bedingungen anX

sind sowohl die Addition als auch die Null-
homologie singul

arer Zykel von geometrischem Charakter? Eine hinreichende Bedingung
lautet: X

ist additiv und sch

on disjunkt additiv (s. Lemma 6.3.5).
LEMMA. X





kann durch ein singul







(2) Es gilt Pr























disjunkt additiv im ri-Sinne ist.
Beweis: Wir nutzen aus, da jedes n-Zykel z von X




































Eigentlich folgt (1) sofort aus der disjunkten Additivit

at, aber wir wollen sorgf

altig ar-
gumentieren. Wir gehen also zun































. Wir orientieren P  I so, da im orientierten
Sinne P 0 = P und P 1 = P
 1
gilt, und denieren auf P  I die konstante Homotopie
F : P  I ! X



































liegt und z homolog zu (P; f) ist.
(2) ist einfacher zu beweisen: Wir fassen ein pr

a-nullhomologes n-Zykel z von X

als In-






wie in 6.1.1 auf. Da diese Familie
pr











, so da jede

















disjunkt additiv ist, lassen sich diese einzelnen Morphismen H
l
zu einer stetigen















sogar streng nullhomolog ist.
Der unorientierte Fall wird ganz genauso bewiesen, und f









ur jedes additive und sch
















kann durch ein singul







(2) Es gilt Nullhomologie = strenge Nullhomologie, d.h. f











z nullhomolog () z streng nullhomolog.
(3) F

ur je zwei singul








z homolog zu ~z () z streng homolog zu ~z.
(4)
"
Streng homolog\ stellt auf den singul







Ein analoges Resultat gilt f











on disjunkt additiv im ri-Sinne ist.



















) rein geometrisch interpretiert
werden kann: Die eindeutige disjunkte Vereinigung zweier singul

arer n-Zykel von X

stellt eine wohldenierte Verkn

upfung dar, die zudem kommutativ und assoziativ ist, so
da man die Menge der singul

aren n-Zykel von X
































der sich als Monoidisomorphismus herausstellt, so da wir in diesem Beweis o.E. stets mit
singul

aren Zykeln arbeiten k

onnen.





















) vorgegeben. Zu zeigen











are n-Zykel (Z; f) bzw.




[g) und (B; g) streng nullhomolog sind (Lemma 6.3.4).
Seien H


























= g, wobei wir bequemerweise @P mit Z
_
[B
und @QmitB (orientierungserhaltend) identiziert haben. Nach Orientierungsumkehrung








, so da also P \Q
 1
= B und
























= f zu vereinigen. Somit
ist (Z; f) streng nullhomolog.



















Aquivalenzrelation auf den sin-
gul

aren n-Zykeln von X












onnen wir dieses Lemma auf das gem

a Folgerung 5.6.2 additive und sch

on
disjunkt additive System B





? eignet sich jedoch nicht zur abstrakten Klassikation der
Isomorphieklassen von etale-?-Strukturen, weil sie nicht fein genug ltert. Die n

otige Ver-








nach sich zieht. Genauer ben

otigt man eine sog. variable Z

ahmung. Dann geht aber|vgl.
auch Bemerkung 4.6.5|die nat

urliche Addition auf den singul

aren n-Zykeln verloren.




zahm-gut\ und daher nicht mehr zur Klassikation
geeignet.
Dies erzwingt die Einf

uhrung der Dipol-Homologie im n

achsten Abschnitt, die nur noch
einen Mengenfunktor darstellt.
BEMERKUNG. Ohne Beweis (vgl. jedoch Beweisskizze von Lemma 4.1.5) weisen wir









hin, die durch Triangulierung von Zykeln gegeben ist, und auf der vollen Unterkategorie
der sch

on additiven projektiven Top-Systeme (und damit insbesondere f

ur Top  Top

)











ubereinstimmt. Dasselbe gilt analog f

ur den ri-Fall und
f





In 6.3.2 wurde f





streng homolog\ auf der
Menge der singul





uhrt, die i.a. aber keine

Aquivalenzrelation
ist. Daher denieren wir:















are n-Zykel von X

g /dipol-homolog.
Per Denition sei ein singul

ares n-Zykel von X

streng homolog zum leeren n-Zykel, wenn
es streng nullhomolog ist. Ein singul

ares n-Zykel von X

, das dipol-homolog zum leeren n-














log deniert. Mit Ber


















) dann entsprechend deniert. Wir sprechen dabei von der Dipol-
Homologie bzw. der ri-Dipol-Homologie bzw. der unorientierten Dipol-Homologie bzw.
der unorientierten ri-Dipol-Homologie von X

.






induziert via Verkettung eine Abbildung der
singul

aren n-Zykel, die streng homologe und damit dipol-homologe Zykel respektiert und

















faktorisiert. Wie in 6.3.2 ist H
D
n
() funktoriell und homotopieinvariant, wobei jedoch die
Zielkategorie Ab durch Set ersetzt werden mu.











die wir folgendermaen konstruieren: die Menge der singul










) eingebettet, und diese Einbettung soll durchfaktorisieren. Daher mu
f

ur je zwei dipol-homologe, singul























, so da z
i 1














ur k > 1














































) deniert wird. Die Sprechweise wird auch f





uberlegen, da bei projektiven Top-Systemen X

, die additiv und sch

on



















) daher eine nat

urliche abelsche Gruppenstruktur besitzt. Die
Injektivit

at sieht man folgendermaen: Seien z und ~z zwei singul










) homolog sind. Nach Aussage (3) in Lemma 6.3.5 sind dann z und ~z auch
streng homolog und damit erst recht dipol homolog. Surjektivit















) mit dem gem

a Lemma





































































und daher als Bijektion insbesondere surjektiv.
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Wir fassen die bisherigen

Uberlegungen in einem Lemma zusammen.

























ur additives und sch





ur alle X 2
Top) eine nat

















ein Gruppenisomorphismus ist. Analoge Aussagen gelten f






achste Lemma kommt mit einer schw

acheren Voraussetzung als in Lemma





















































streng homotop zu f
1
Eine entsprechende Aussage (a) gilt f

















are Homologie-Kobordismen bzw. Homoto-
pien aneinander zu kleben, sind auch jeweils die Implikationen
"
)\ in (a), (b) bewiesen.
4
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f











































als ri-additiv vorausgesetzt werden mu.
Beweis: Surjektivit

at sowohl im Dipol- als auch 
-Fall gewinnt man direkt aus der
Denition 4.7.2. Die Injektivit






die Dipol-Homologie zeigen werden:
Seien also z; ~z zwei singul

are k-Zykel von X

, so da f

 z dipol-homolog zu f

 ~z ist.
Wegen Lemma 6.4.2 sind dann f

 z und f

 ~z sogar streng homolog.
F

ur jede endliche Familie z
1




arer k-Zykel von X










) streng nullhomolog ist, bekommt man ganz allgemein mit Denition
4.7.2 direkt auch die strenge Nullhomologie von z
1
; : : : ; z
l
. Insbesondere sind dann z; ~z
streng homolog und somit nat

urlich dipol-homolog.
Im Fall der 
-Homologie ist aber Nullhomologie durch streng nullhomologe Teilfamilien







otigt das folgende Argument: z
1
; : : : ; z
l
sei eine endliche Familie sin-
gul

arer k-Zykel von X












, so da die Familie w
1
; : : : ; w
l
streng nullhomolog ist. Dann
soll auch z
1
; : : : ; z
l





log wie im Beweis der Injektivit










) und damit wie oben die strenge Nullhomologie von z
1














Ohne geeignete Zusatzbedingungen an die Homologie von B

? bekommt man keine ab-











?) einfach zu grob ist.
Aber aufgrund der sehr feudalen Eigenschaften von B










?) nichts neues, und und es bereitet einem M

uhe, sich










bedenke, da jeder Raum B
n









zahmen Struktur\ versieht, daraus ein allgemei-
nes projektives System von Polyedern ableitet, mit dessen Hilfe die Homologie deniert
werden kann (aber nicht mu).






ahmung\ usw. aus der urspr

unglichen Bedeutung heraus (etwa wie bei Knoten) moti-
viert sind und nichts mit gleichlautenden Begrien etwa in [Dwyer, Pay] zu tun haben.
Im ersten Abschnitt werden zahme Strukturen, zahme R

aume und zahme Abbildungen
eingef

















und setzen ihn auf Top

z

















auch die zahme 
- und zahme Dipol-Homologie gebildet werden, was dem Arbeiten in be-
stimmten Unterkategorien von Top

gleichkommt. Nun ist es aber auf jeden Fall angeneh-
mer, in Top





) besteht darin, alle speziellen Eigen-
heiten der Abbildungen aus T
X




















) noch nicht mal als ri-Objekt auf-










































oglicht es, o.E. stets in Top

zu arbeiten.
Im dritten Abschnitt verfeinern wir die zahmen Strukturen zu den #zahmen Strukturen,
die an die Einf

uhrung der variablen #zahmen Strukturen im sechsten Abschnitt her-
anf










agt sich alles aus den beiden
Abschnitten vorher weitgehend analog auf den P
#
-Fall.
Der vierte Abschnitt verallgemeinert die Homologiedenitionen aus dem 6. Kapitel zu
den entsprechenden zahmen Homologien.
Im f

unften Abschnitt wird der abstrakte ri-Klassikationssatz f

ur injektive Hochhebungen





at, aber wahrscheinlich f






aquaterer Bedeutung werden wird (s. Anmerkung 8.3.3).
Jener ri-Klassikationssatz wird dann zum allgemeinen Klassikationssatz 7.7.2 verbes-
sert, der die Grundlage f

ur die abstrakte Klassikation der PL-Bl

atterungen darstellt und
durch den sechsten Abschnitt

uber variable zahme Strukturen vorbereitet wird.
Noch ein Hinweis zu den Bezeichnungen, die logisch aufgebaut sind: Ein kleines z steht
stets f

ur `zahm'. Kategorien mit gez





. Alle Bezeichnungen haben eine ri-Entsprechung, die stets





















ahmte ri-Kategorie (bzgl. eines gegebenen Z

ahmungsbegries). Die #zahmen






) z.B. die #zahme Dipol-Homologie von
X






ubernimmt ein kleines v die Rolle von ri.
F

ur das mathematische Verst

andnis ist es nat

urlich nicht erforderlich, all diese Bezeich-
nungen zu assimilieren, denn die Kategorien werden auch verbal beschrieben, und die
verschiedenen zahmen Homologien werden durch die Z

ahmung alle vereinheitlicht, so da







anglich ist. Aber ein korrektes Arbeiten




Vorerst arbeiten wir in Top.
7.1.1 Zwecks komfortableren Umgangs mit kompakten Polyedern bilden wir folgende














asentanten sei die Klasse der Objekte von P. Als
Morphismen w

ahlen wir einfach die PL-Abbildungen. Damit ist P sogar eine kleine Ka-
tegorie.
2)
weil die endlichen, simplizialen Komplexe eine abz

ahlbare Menge bilden.
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BEMERKUNG. Normalerweise w

urde man P als die Kategorie aller kompakten




ur diesen Abschnitt und vor allem die
Z

ahmungskonstruktion in 7.2.1 ben

otigen wir P aber als kleine Kategorie. Wir werden
jedoch darauf nicht mehr eingehen und stattdessen einfach von kompakten Polyedern




asentanten arbeiten, da wir uns gegebenenfalls
auf die korrekte Denition von P berufen k

onnen.
Sei X ein topologischer Raum. Eine zahme Struktur sei eine Teilmenge
3)
T  f f : P ! X stetig jP 2 P g;
die abgeschlossen gegen

uber Verkettung mit PL-Abbildungen von rechts ist, d.h. ist f :
P ! X aus T und g : Q ! P eine PL-Abbildung zwischen kompakten Polyedern mit
Q 2 P, so gelte auch f  g 2 T . Wird dagegen diese Abgeschlossenheitseigenschaft von
T nur f

ur Verkettungen von rechts mit PL-Einbettungen g verlangt, nennen wir T eine
zahme Grundstruktur von X. Ist T aber eine zahme Struktur, nennen wir das Paar
(X; T )
einen zahmen Raum. Wird T nicht explizit als Notation gebraucht, unterdr

ucken wir
T und schreiben nur X.
BEMERKUNG + BEZEICHNUNG. Zahme Grundstrukturen haben wir sehr all-












2 T ) f 2 T





ugt eine zahme Grundstruktur dieser Bedingung, nennen wir sie additiv. Eben um
f











Was eine zahme Abbildung sein soll, ist schnell gekl








aume und f : X ! X
0
eine stetige Abbildung. Dann heie f eine zahme Abbildung,
wenn f T  T
0




ur alle  2 T heit. Damit ist die Verkettung





und zahmen Abbildungen deniert ist.
F

ur die obige Denition einer zahmen Abbildung brauchen T; T
0
oensichtlich nur zahme





aume mit zahmen Strukturen und nicht Top-R

aume mit zahmen Grundstrukturen sein
sollen. Diese Konvention werde auch f

ur alle anderen, allgemeinen Z

ahmungsbegrie an-









ur einen festen Raum X ist ein beliebiger Durchschnitt von zahmen Strukturen auf X
wieder eine zahme Struktur, so da jede zahme Grundstruktur T von X eine eindeutig
3)
\T\ ist von englisch \tame\ abgeleitet.
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bestimmte, kleinste zahme Struktur
~
T erzeugt, die T enth










 ! X jQ 2 P; g PL-Abbildung und f 2 T g:
BEISPIELE
[1] Jedes X 2 Top besitzt die allgemeine zahme Struktur, die aus allen stetigen
Abbildungen f : P ! X mit P 2 P besteht. Da hierbei alles vorkommen kann, was









ahmt wird. Daher ist jede stetige Abbildung f : X ! Y automatisch
zahm bzgl. der allgemeinen zahmen Strukturen von X und Y .
[2] Jeder PL-Raum X tr

agt eine kanonische zahme Struktur, n

amlich die Menge
aller PL-Abbildungen von kompakten Polyedern aus P nach X. Daher ist jede PL-
Abbildung f : X ! Y zwischen PL-R

aumen X; Y automatisch zahm bzgl. der
kanonischen zahmen Strukturen von X und Y .
[3] Jeder PL-Raum X induziert die traditionelle ambient zahme Struktur: Eine
stetige Abbildung f : P ! X mit P 2 P geh

ore genau dann dieser zahmen Struktur
an, wenn f ambient hom

oomorph zu einer PL-Abbildung ist, i.e. es existiert ein PL-
Automorphismus ' : X ! X, so da '  f eine PL-Abbildung ist. Im Gegensatz zu
den anderen Beispielen ist die ambient zahme Struktur nicht additiv.
[4] F

ur jedes n 2 IN
0
und jede zahme Struktur T auf X 2 Top sei T
n
die von der
Menge f f : P ! X j f 2 T und dimP  n g erzeugte zahme Struktur auf X,
die wir das n-Ger

ust von T nennen. Eine zahme Struktur T auf X 2 Top heie
n-dimensional, wenn T = T
n
und T 6= T
n 1
gilt. Daher setzen wir f

ur jede zahme







1; falls fn jT = T
n
g = ;
minfn jT = T
n
g; sonst
[5] Eine andere erw

ahnenswerte zahme Struktur eines topologischen Raumes X ist die
residuale zahme Struktur von X, die aus allen Pseudo-PL-Abbildungen f : P !
X mit P 2 P besteht. Wegen Korollar 1.5.1 ist diese Menge tats

achlich eine zahme
Struktur. Sie wird erzeugt von der residualen zahmen Grundstruktur, das ist
die Menge aller stabil residual lokal injektiven Abbildungen P ! X mit P 2 P.
Diese Grundstruktur ist additiv (Lemma 1.5.1). Man vergleiche jedoch Beispiel 7.2.2
und Bemerkung 7.2.2!
Das Beispiel [2] erm

oglicht uns, die Elemente einer zahmen Struktur T
X
von X auch als
zahme Abbildungen aufzufassen: P sei ein kompaktes Polyeder aus P mit seiner kanoni-
schen zahmen Struktur lt. obigem Beispiel [2] und f : P ! X stetig. Dann gilt
f 2 T
X




wie man sich sofort

uberlegt. Daher sind wir berechtigt, die Elemente einer zahmen Struk-
tur synonym auch als zahme Abbildungen zu bezeichnen. Weniger miverst

andlich ist al-
lerdings die Bezeichnung `zahmes Element', die wir h

auger gebrauchen. Diese Konven-
tion und Bezeichnung werden wir auch auf die zahmen Strukturen in anderen Kategorien
anwenden.
7.1.2 Man kann sich aber auch auf einen mehr simplizialen Standpunkt stellen, was
in der Praxis manchmal durchaus gegebener sein kann: Sei X wieder ein topologischer
Raum. Eine ss-zahme Struktur von X sei ein semisimplizialer Unterkomplex
T  S(X)
von S(X), den singul






ist, i.e. f : r(n) ! X aus T und jj Simplexpermutation
auf r(n) ) f  jj 2 T . Fat man eine endliche Menge  als Simplex auf, so ist daher
f

ur eine stetige Abbildung f : jj ! X die Schreibweise f 2 T wohldeniert.
Eine ss-zahme Struktur T auf X induziert kanonisch wie folgt eine zahme Struktur

T auf
X: Es gelte f : P ! X 2

T genau dann, wenn zu jeder PL-Triangulierung jKj = P von P
eine Unterteilung K
0
< K von K existiert, so da f






: jj ! X ein Element aus T ist.
Jede zahme Struktur induziert umgekehrt nat

urlich eine ss-zahme Struktur, indem man

















Sei dazu (X; T ) ein zahmer Raum. Es ist sehr praktisch, T
X
= T zu schreiben. Jedes
f 2 T
X






ist nun folgende Relation  gegeben:




mit g = f  ':
Dann ist  oensichtlich reexiv und transitiv, aber i.a. nicht antisymmetrisch. An dieser
Stelle wird auch klar, warum wir in 4.3.1 projektive Systeme so allgemein deniert haben.
F

ur f; g 2 T
X








PL-Abbildung j g = f  ' g:
4)
das sind die geometrischen Realisationen jj : r(n)! r(n) der Permutationen  auf den Ecken des
anen Standardsimplex r(n).














Die Systemeigenschaften (1) und (2) aus 4.3.1 sind unmittelbar einzusehen, so da nur
der Nachweis von (3) mehr

Uberlegung erfordert:


















































P Komponenten aus P

(X), so ist auch

P eine, weil die zahme Struktur von X nach
Voraussetzung abgeschlossen gegen














auf zahme Abbildungen F : (X; T
X





3 f 7! F  f 2 T
Y















ur alle f 2 T
X




































































denieren, der auch die Z





























at, die etwas anders, aber kompatibel zu Top deniert werden mu|
aus dem vorigen Unterabschnitt auf die Kategorie Top

, weil wir daf






otigen. Insbesondere sind zahme projektive Top-Systeme,
zahme Top



























mit einer zahmen Grundstruktur T = T (X

) ver-

































gelte, ein zahmes Element f : P ! X












Nunmehr bereitet auch die





ten: Es ist nur zu beachten, da die die zahme Struktur von X

bildenden zahmen Abbil-




urlich ri-Morphismen sein m









ur eine entsprechende ri-Denition der Additivit

at gilt. Zur Verdeut-






























die Kategorie der Objekte aus Top

ri
mit ri-zahmer Struktur und den
zahmen ri-Morphismen als Morphismen bezeichnet.














deniert, aber wir machen davon keinen Gebrauch und wenden uns wieder projektiven
Systemen zu.
BEISPIEL. Die ri-Kategorie Top

ri
erlaubt folgende Verallgemeinerung der residua-
len zahmen Strukturen aus Beispiel [5] in 7.1.1 auf residuale ri-zahme Strukturen








sei ein ri-Objekt, P 2 P ein kompaktes Po-





-Morphismus. Wir nennen f einen Pseudo-PL-ri-
Morphismus, wenn ein (und damit nach Lemma 4.4.1 (3) jeder) Repr

asentant von f
eine Pseudo-PL-Abbildung ist. Die residuale ri-zahme Struktur von X

sei die Menge
aller Pseudo-PL-ri-Morphismen f : P ! X

mit P 2 P. Wegen Korollar 1.5.1 ist diese
auch tats

achlich eine ri-zahme Struktur. Ferner gibt es eine dazu passende residuale ri-
zahme Grundstruktur von X

, die aus allen Top

ri
-Morphismen f : P ! X

besteht,




: P ! X
i
von
f stabil residual lokal injektiv ist (siehe Bezeichnung 1.5.1). Oensichtlich erzeugt diese





on Serre-faserndes System vorliegt, ist die residuale ri-zahme Grundstruktur von
X

auch additiv, sonst i.a. jedoch nicht! Das klassizierende System B

? beispielsweise,
? etale-Gruppoid, ist zwar sch










die residuale zahme Struk-
tur und die dazu passende residuale zahme Grundstruktur denieren, indem man
5)
















ortlich wie im Beispiel die analoge Denition

uber die Existenz eines Pseudo-PL
bzw. stabil residual lokal injektiven Repr

asentanten nimmt. Der wesentliche Unterschied
zum ri-Fall besteht nat

urlich darin, da i.a. nicht mehr alle, sondern nur noch gewis-
se Repr








on Serre-fasernd angenommen werden, damit die residuale zahme
Grundstruktur von X










ur treten aber wieder andere Probleme auf (s. Anmerkung 8.3.1 und Lemma 7.3.2,
Bemerkung 7.3.2), die das Arbeiten mit P
#
-Polyedern und variablen #zahmen Strukturen
erzwingen.
Die i.a. fehlende Additivit

at der ri-zahmen Grundstruktur aus obigem Bei-
spiel ist nicht etwa ein singul











aug vorkommen. In der simplizialen Kategorie SIM hingegen gilt
tats


























dadurch gezeigt, da wir das Pullbackobjekt je zweier




) identizierten. Jenes Pullbackob-





















) sieht man, da P









interpretiert werden kann, was wir jedoch nicht zur Regel erheben wollen, sondern gege-
benenfalls erw

ahnen. Im Normalfall betrachten wir daher P

















nach G selbstredend eine nat

urliche Transformation von P









, nach G gemeint. Diese

Ubereinkunft verwenden wir im unteren
Lemma.













derjenige Funktor sei, der einfach die zahme Struktur von X

vergit.







mit seiner zahmen Struktur T
X

. Jedes f 2 T
X





und kann somit als Top

-Morphismus aufgefat
werden. Aufgrund der Denition von 
g
f










































































ufen, die aber z.B. dann gew

ahrleistet ist, wenn Kommutativit

at auf der Ebene der
kanonischen Repr


















































































ist ein zahmer Morphismus.
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so bekommen wir die Gleichung
F






































stammt. Somit besteht die Beziehung
F
























= Q 2 P ein kompaktes Polyeder, gewinnt man noch eine andere Charakteri-
sierung aller zahmen Morphismen Q ! Y

, wozu wir ein wenig von obiger Situation























































schreiben. Im weiteren sei Q 2 P ein beliebiges, aber im folgenden festes, kompaktes
Polyeder, f
























: Q  ! P

,








: Q  ! X

, wobei die Wohldeniertheit zu zeigen
ist: F





: Q ! P
j
, so da f
i
= '  f
j
mit geeignetem
Systemmorphismus ' 2 
j
i

















Man beachte insbesondere, da die Morphismen Q  ! P

keine ri-Morphismen sind und
via t
Q
trotzdem zu ri-Morphismen Q  ! X

transformiert werden.

























































































































und jeden P-Morphismus g : Q
0
! Q schreibt.













lassen sich aber noch zus

atz-




























































: Q ! P











































































































, der durch f















urlichkeit in der ersten Komponente gibt es auch noch die
Nat


















)) nach sich. Aufgrund der Denition und der
Assoziativit














ebenfalls ein Bifunktor. Mit dem zweiten Diagramm im Beweis von Lemma 7.2.2 sieht
man dann schlielich auch die Nat

urlichkeit von t : ft
Q
g.









urlich erst recht keine Schwierigkeiten. Wir notieren:



















































Hauptaufgabe dieses Abschnitts ist die Denition der Kategorie P
#
, deren Objekte kom-
pakte Polyeder mit
"
Basis\ sind, und die Einf

uhrung der #zahmen Strukturen.
7.3.1 F

ur ein beliebiges, kompaktes Polyeder P 2 P bilden die surjektiven PL-
Abbildungen  : P ! B die Objekte der folgenden kleinen Kategorie: Ein Morphismus
von  : P ! B nach 
0
: P ! B
0
ist eine PL-Abbildung  : B ! B
0
mit    = 
0
.
Komposition solcher Morphismen ist nat

urlich durch Verkettung gegeben. Insbesondere
sind die Isomorphieklassen von Objekten dieser Kategorie deniert.
Damit k






sei per Denition ein kompaktes Polyeder P 2 P zusammen mit einer Isomor-
phieklasse obiger, von P induzierter Kategorie. F

ur dieses Objekt verwenden wir aber nur
den Buchstaben P . Die Isomorphieklasse bezeichnen wir auch als die Basis oder auch
Basisstruktur von P . In der Praxis gen






ten  : P ! B der Basis zu arbeiten, wobei es gleichg






ahlt wurde. In diesem Sinne bezeichnen wir auch  oder sogar nur B selbst als
die (bis auf PL-Hom







Die Morphismen von P
#

















-Morphismus sei eine PL-Abbildung
f : P ! P
0
, die zu einer injektiven PL-Abbildung





















Diese Faktorisierungseigenschaft von f ist unabh

angig von der Wahl der Basen wohlde-
niert und

aquivalent dazu, da 
0
 f : P ! Bild(
0










andig deniert ist. Aus der letzteren Charakterisierung der Faktorisierungseigen-
schaft ergibt sich unmittelbar die




-Polyeder, P 2 P ein kompaktes Polyeder und





Durch Vergessen der Basisstruktur eines P
#
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-Polyeder P sei der Totalraum von P als V (P ) deniert.
Jedes kompakte Polyeder P 2 P induziert mit der Identit

at id : P ! P als Basisstruktur
einP
#





heit dann auch die zu P 2 P assoziierte Basisstruktur.
Als n










urlich die Existenz von Pullbacks in P ausnutzen.
Wir f






































































































, das die Basen mitber

ucksichtigt, wobei das innere Rhombusdiagramm das
Pullback der Basen darstellt und das

auere das Pullback der dar

uberliegenden Polyeder.
Dabei ist folgendes zu beachten:
 Die Pullbackabbildungen von injektiven Abbildungen sind wieder injektiv (Pullback
entspricht dem Durchschnitt zweier Teilmengen).
 Aufgrund der universellen Eigenschaft des inneren Pullbackdiagramms wird eine




B induziert, die jedoch nicht die Basisstruktur
von

P induziert. Die richtige Basisstruktur ist durch

B := Bild ~ und entsprechend




B gegeben. Damit hat man zun





uberzeugt man sich von der Pullbackeigenschaft dieses Diagramms in P
#
unter
Ausnutzung der Pullbackeigenschaft in P des inneren und

aueren Diagramms. Insbeson-
dere ist der Totalraum des Pullbacks gleich dem Pullback der P-Morphismen zwischen
den Totalr

aumen und somit|wie schon vorher|auch der Pullback innerhalb Top.
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Wie in P gibt es auch in P
#
keine allgemeinen Pushouts, und|im Gegensatz zu P|
noch nicht mal Pushouts von P
#










































































































zu einem Polyeder B. Die
Kommutativit

at der beiden Diagramme impliziert die Vertr

aglichkeit dieser beiden Ver-




zu einer Basisstruktur  : P ! B vereinigen. Das
P
#







Man sollte aber P
#
-Vereinigungen konkreter nur mittels normaler Vereinigungen und
Durchschnitte wie folgt beschreiben: Dazu mu zun






speziziert werden. Sei P ein P
#





 P zwei kompakte Unterpolyeder von P , die P

uberdecken. Lt. Folgerung 7.3.1
sind dann die Einschr




















origen Basisstrukturen, so da alle Inklusionen P
0

































-Polyeder weder Objekte von Top noch von Top

sind, gibt es eigentlich
auch keine Top

-Morphismen f : P ! X

mit P 2 P
#
. Man mu daher auf P die beiden
Vergifunktoren v : P
#





onnen. Trotzdem wird dabei die Basisstruktur sozusagen im Ged

achtnis























ur, da man nicht immer alles nur durch die funktorielle Brille sehen
sollte.
7)
Mit anderen Worten bilden wir den Pushout zweier PL-Einbettungen innerhalb P.
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-Morphismus ist. Die Denition f

ur einen ri-Morphismus
f : P ! X








wird analog getroen. Die Schreibweise
f : P ! X

ist damit deniert.
Nachdem dieser Punkt befriedigend gekl


























































uhren und bei der ri-Kategorie analog verfahren. Insbesondere sind die Begrie
`#zahme Struktur', `#zahme Grundstruktur', `#zahmes Element', `#zahmes pro-
jektives System', `#zahmer Morphismus' und `ri-#zahme Struktur', `ri-#zahme
Grundstruktur', `ri-#zahmes Element', `ri-#zahmes projektives System', `ri-
#zahmer Morphismus' deniert.
Auf der Grundlage von P
#
-Vereinigungen ist nunmehr auch die Analogie|im ri-Fall
ebenfalls|zur Denition 7.2.2 der Additivit

at von #zahmen bzw. ri-#zahmen Grund-
strukturen oensichtlich, indem man n








Wie in 7.1.1 werden die Elemente einer #zahmen Struktur von X





ahmungskonstruktion wird analog wie in 7.2.1 durchgef











andigkeit (Eigenschaft (3) in 4.3.1) wegen der o.g. Existenz von
Pullbacks in P
#












als Objekt von P

oder sogar von Top

auassen. Wir vereinbaren hier, da wir die
Z













die Kategorie der #zahmen Systeme und #zahmen Morphis-
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Wir fassen die bereits erw

































Ubertragung von Korollar 7.2.2 schl

agt dagegen fehl, weil f

ur die rechte












































) als Information mit enthaltenen Basis-
strukturen mittels Folgerung 7.3.1 eindeutig zu einer Basisstruktur von Q zur

uckziehen.












), bekommen wir daher das zu Korollar 7.2.2 analoge




























deniert sind. In Gleichungsform




























Eine #zahme Struktur T
#





3 f : P ! X

mit Basis  : P ! B ein Top

-Morphismus g : B ! X

mit f = g   existiert, so da g 2 T
#
gilt, wobei die assoziierte Basisstruktur von B
genommen werde. Im ri-Fall deniert man faktorisierende ri-#zahme Strukturen analog.
Erw

ahnenswert ist nun die Tatsache, da f

















induziert: Sei P ein P
#

































uhrt haben, wird durch das n

achste Lemma beantwortet:
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LEMMA. T
ri

























Beweis: Wie in der Denition additiver ri-#zahmer Strukturen sei P ein P
#
-Polyeder

























































im Sinne von ri-Morphismen gilt.
Nach Lemma 4.5.2 faktorisiert h eindeutig zu















































rungen, die in Top

verloren geht. Genau aus diesem Grunde m

ussen wir die variablen
#zahmen Strukturen einf

uhren, damit sich die Additivit

at einer zahmen Grundstruktur
auf die von ihr induzierte variable #zahme Struktur vererbt. Die Verwendung von P
#
-
Polyedern dagegen hat seinen Grund in der fehlenden Pushout-Eigenschaft von P (s.
Anmerkung 8.3.1).
7.4 Zahme Homologie




ahmung denieren. Wir zeigen,
da beide M

oglichkeiten das Gleiche liefern. Analog gehen wir bei der #zahmen Homologie




ahmung eleganter erscheinen mag, so bleibt die
direkte Denition dennoch unentbehrlich f

ur die abstrakte Klassikation.
7.4.1 Die direkte Denition der zahmen Homologie ist schnell erledigt: Wir brau-
chen uns nur zu vergegenw

artigen, da an geometrischen Voraussetzungen sowohl zur
Denition der 
-Homologie als auch der Dipol-Homologie nur dreierlei erforderlich ist:
 Eine Menge von singul

aren Zykeln,
 Ein Begri von strenger Nullhomologie f





 Die konstante Homotopie eines singul

aren Zykels ist eine solche strenge Nullhomo-
logie.
8)
Es gibt jedoch noch die M

oglichkeit, sog. variable zahme Strukturen einzuf

uhren, bei denen man
immer in Top

bleiben kann und die aber trotzdem auch z.B. ri-zahme Strukturen subsumieren! Die
variablen zahmen Strukturen werden im vorletzten Abschnitt dieses Kapitels deniert.
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Der restliche Teil der Denition, auch nat

urlich im ri-Fall, war rein algebraischer Na-
tur. Weil aber singul

are Zykel und strenge Nullhomologien stetige, auf kompakten Po-
lyedern denierte Abbildungen sind, ist klar, wie f









are Zykel f : P ! X






amlich als zahme Abbildungen bzw. ri-zahme Abbildungen im ri-Fall (d.h.
genauer als Elemente der betreenden zahmen Struktur). Wie auch in 7.2.2 sind dann
die zahme 













analog deniert, so da wir nur noch die Bezeichnun-
gen festzulegen brauchen, was wir exemplarisch nur f


































































































) die unorientierte n-te ri-zahme Dipol-Homologie von X

.
Da zahme Zykel von zahmen Abbildungen mittels Verkettung wieder zu zahmen Zykeln
transformiert werden, stellen alle diese Homologien kovariante Funktoren von den ent-
sprechenden Kategorien nach Ab bzw. Set dar.







ri-zahm streng nullhomolog\ und
"
ri-zahm streng homolog\.
7.4.2 Zur Denition einer #zahmen Homologie geht man im Prinzip analog vor, wo-




ucksichtigen ist. Vorher mu
nat





art werden: Darunter verstehen wir ein n-
Zykel P zusammen mit einer Basisstruktur im Sinne von 7.3.1. Unorientierte P
#
-n-Zykel






















mit seiner #zahmen Struktur T
#
sei ein #zahmes n-Zykel ein




, wobei P ein P
#
-n-Zykel ist. Wie in 6.3.1 verwenden wir die
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) heie #zahm streng nullhomolog, falls ein be-
randetes, orientiertes P
#
























-Morphismus ist und f
i





ur alle i = 1; : : : ; k gilt.
Die restlichen Denitionen und Begrisbildungen werden dann analog wie in 7.4.1 vor-
genommen, was insbesondere den unorientierten und ri-Fall einschliet. Wiederum bleibt






























































































) die unorientierte n-te ri-#zahme Dipol-Homologie von X

.
Dies sind selbstredend alles kovariante Funktoren. Inzwischen erkl






#zahm streng homolog\ usw. von selbst und ebenso
z.B. ri-#zahm streng homotop und ri-#zahm homotop.













































aren Zykel und die strengen Nullhomologien sind
eben PL



















ubereinstimmen, aber das Problem besteht darin, da sich









Im Falle der Z














at sich als ein Objekt von Top

auassen\ ist folgendes gemeint: Mittels des Vergifunktors PL ! Top stellt jeder Sy-













ullt dann stets die Bedingungen (1), (2) aus 4.3.1. Erf

ullt das System auerdem die
Bedingung (3) (Vollst

andigkeit), so verwenden wir jene Sprechweise, andernfalls nicht.




































) sowie deren unorientierte Versionen in die singul








































































Beweis: Das Beweisprinzip lautet nat








-Morphismen keine Komplikationen auftreten. Wir be-
fassen uns zun

achst mit dem technisch einfacheren Dipol-Fall.
Die Surjektivit

at ist leicht einzusehen: Sei (Q; f) ein singul











asentant von f : Q! P

. Dann ist f
i
homotop, also insbesondere


















) homolog zu (Q; f) ist.
Was den Nachweis der Injektivit

at betrit, ist es viel besser, der nat

urlichen Beweisidee


















r r r r
r r r r r r r r











autern nun das Bild: Die beiden

aueren unteren Ecken stel-
len PL-Repr





f) dar, die singul

ar dipol-





asentanten der strengen Homologien zwischen ihren jeweiligen
Enden dar, wobei wir o.E. nur den Fall ber

ucksichtigen, da jede strenge Homologie wie





asentanten der beiden darunterliegenden Repr

asentanten
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eines singul











ur jeden dominierenden Repr

asentanten (oberste Ecken) eine


















r r r r
r r r r r r r r
r r r r
durch die kleinen vertikalen Strecken stellvertretend f

ur die Homotopien andeuten, wobei
die obersten Ecken die PL-Abbildungen symbolisieren. Diese Homotopien dr

ucken wir
jeweils mit dem rechten und linken Systemmorphismus hinunter und st

uckeln sie an die
strengen Homologien an. Damit haben wir zun

achst erreicht, da o.B.d.A. wenigstens alle
"
Spitzen\ und Homologieenden PL-Abbildungen sind. Dabei werden aber auch die

auer-

















Mit relativer simplizialer Approximation sind dann auch die strengen Homologien o.E.

























Im Fall der 
-Homologie beweist man die Injektivit

at im Prinzip genauso, wobei fol-
gendes noch zu beachten ist: Man startet mit einer Familie von Zykeln, die disjunkt in
Unterfamilien aufgeteilt ist, wobei einige dieser Unterfamilien singul

ar streng nullhomo-
log sind, und wei zun

achst nur, da es eine andere disjunkte Aufteilung in Unterfamilien
gibt, so da jede dieser neuen Unterfamilien singul






ur jede streng nullhomologe Unterfamilie (auch f






asentanten. Sei nun (Q; f) ein Zykel, das aus einer der alten, streng
nullhomologen Unterfamilie stammt. Dann gibt es h

ochstens noch eine der neuen Un-
terfamilien, in der (Q; f) auftreten kann. In diesem Fall w

ahle man einen gemeinsamen
dominierenden Repr

asentanten. Diese letzteren sind dann mit den
"
Spitzen\ im Dipol-Fall
vergleichbar, so da wir eine

ahnliche Situation vorliegen haben. Die Spitzen

andern wir
homotop zu PL-Abbildungen ab, dr

ucken diese Homotopien hinunter, st

uckeln sie jeweils
an und ersetzen alle Homologien station

ar auf den R

andern durch PL-Homologien, wobei
die urspr

unglichen PL-Zykel PL-homotop abge

andert worden sind.
Der unorientierte Fall wird ganz analog bewiesen.
4





ultig, welche Art zahme Struktur vorliegt, bijektiv zu P
#
-Abbildungen von Q in
die entsprechende Z












ur alle Sorten von zahmen Strukturen auf X

. Setzt man diesen Isomorphismus
mit jenem aus obigem Lemma zusammen, erh

alt man die Isomorphismen der n

achsten




















Dann induziert der nat































































































































































ur die unorientierten Homologien existieren die analogen Isomorphismen ebenfalls.
Beweis: Wir beschr

anken uns exemplarisch auf den ri-#zahmen Fall. Wie be-
reits erw

















































) nicht nur ein Top

-






achste Lemma stellt das Analogon zu Lemma 6.4.2 dar, das im Prin-

























(a) Dann gilt f















































ri-#zahm streng homotop zu f
1













ur den unorientierten Fall.
4
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ur den Beweis des allgemeinen ri-Klassikationssatzes injektiver Liftungen braucht man


















nur um einen PL-Hom


















) auf einen ebenfalls n-dimensionalen














(jKj) ist (s. [Spa, Chapter 4]).
Folglich sind bei n-dimensionalem K die Homologieklassen aus H
n
(K) mit den n-Zykeln
des zugeh

origen orientierten Kettenkomplexes C(K) identisch. Interpretiert man solche
Zykel als simpliziale Abbildungen von Pseudomannigfaltigkeiten nach K, erscheint die
M

oglichkeit eines Vergleiches zwischen solchen homologen Abbildungen mehr als plau-
sibel, zumindest dann, wenn sie injektiv sind. Explizite Formulierungen oder Beweise
dieses einfachen Sachverhaltes scheinen in der Literatur nicht zu existieren, so da wir zu
dem unteren Lemma gezwungen sind, das wir noch technisch vorbereiten m

usssen. Wir
verwenden die Bezeichnungen aus 6.3.1.
Ein kompaktes Polyeder Q heie ein n-Pseudozykel, wenn ein unorientiertes n-Zykel P
und eine nicht degenerierte, surjektive PL-Abbildung f : P ! Q existieren, so da das
Unterpolyeder S(f)  P der singul

aren Punkte von f Kodimension  1 hat, d.h. S(f) ist
h

ochstens (n  1)-dimensional. Wir f

uhren Pseudozykel nicht ein, weil wir sie br

auchten,
sondern nur, um die Beweisargumentation des unteren Lemmas besser herauszustellen.
BEISPIEL. Sei K ein endlicher, von n-Simplizes erzeugter, simplizialer Komplex, so
da jedes (n   1)-Simplex Seite von einer geraden Anzahl von n-Simplizes ist. Dann
stellt jKj ein n-Pseudozykel dar. Umgekehrt ist jedes n-Pseudozykel von dieser Form.
Insbesondere ist jede geschlossene, n-dimensionale PL-Mannigfaltigkeit und allgemeiner
jedes unorientierte n-Zykel ein n-Pseudozykel.





): Auer der bereits erw

ahnten, orientierten Homologie eines simplizialen
Komplexes K gibt es noch die sog. geordnete Homologie von K (s. [Spa, Chapter 4])
mit zugeh






(K) ! C(K) und  : (K) ! C(jKj), wobei C(jKj) den singul

aren Kettenkomplex
von jKj bezeichne (n

































) = C(K) 
 Z
2




) ist der freie
Z
2





















ahlen nun zum n-Pseudozykel Q eine nd-Abbildung f : P ! Q wie in der








), denn P besitzt eine




). Als PL-Abbildung ist f triangulier-
bar, so da f simplizial bzgl. geeigneter Karten j
~
Kj = P und jKj = Q ist. Wegen der
Voraussetzungen an f bildet f die Menge der n-Simplizes von
~
K bijektiv auf die Menge


































































































ebenfalls injektiv, existiert ein PL-Hom













(b): Eine analoge Aussage gilt f






n-Zykel vorausgesetzt werden und ' orientierungserhaltend ist.















































liefert. Weil f eine eigentliche PL-Abbildung darstellt, gibt es Karten jLj = X von X














, so da f :
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und beachten, da aufgrund der n-Dimensionalit

































die Menge der n-Simplizes von K
i
















































































) die letzte Gleichung wie






























oomorphismen, womit das gew

unschte ' existiert.
Um (b) zu beweisen, geht man analog vor und arbeitet mit der Z -Homologie. Q ist dabei
nat











7.5.2 Damit haben wir die wichtigsten Argumente bereits zusammengestellt, um den
allgemeinen ri-Klassikationssatz f





Zur Vorbereitung sind noch einige Begrie, Bezeichnungen festzulegen und einige allge-
meine Abbildungen zu konstruieren.
BEZEICHNUNGEN. (a) Ganz allgemein schreiben wir f

ur jeden topologischen





































[g][f ] := [f  ~g]
von links auf [X; Y

], wobei ~g eine Homotopieinverse von g sei. Den Quotienten bezeichnen
























































sei ein ri-zahmes projektives System und (Q; f) ein singul

ares, unorientiertes ri-





























die mittels des nat














stimmt. Andererseits induziert das unorientierte singul

are n-Zykel (Q; id
Q
) von Q die
Z
2

























































ri-zahm ist und auerdem folgender Bedingung gen

ugt: Ist f : P ! B
















f = f , also
ein Lift von f , dann ist






Der Begri `Liftzahm' wird auch f









,: : : analog deniert.
Als n

achstes konstruieren wir die angek

undigten, kanonischen Abbildungen.









tierten n-Zykel Q, das gleichzeitig auch eine geschlossene PL-Mannigfaltigkeit sein soll,
und einem Top

-Morphismus f : Q ! Z

. In Analogie zur obigen Bezeichnung (c) set-
























) wieder die Z
2
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Jede stetige Abbildung

f : Q ! Y
























































! Q induziert eine Bijektion der Zusammenhangskomponenten von Q. Da aber
jede Komponente Q
i
nach Voraussetzung eine zusammenh

angende, geschlossene PL-








































































































Die Existenz von h machen wir uns f








f : Q! B





































), den wir ebenfalls als Top

































































sei eine ri-Liftzahme Abbildung (Bezeichnung
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(d)) und f : Q! B

eine ri-zahme Abbildung, wobei Q 2 P wie vorhin eine geschlossene,






Q operiert wie in 5.5.1 von links auf allen stetigen
Abbildungen Q! B






f : Q! E












f eine ri-zahme Abbildung, da 

als ri-Liftzahm angenommen wurde, und stellt daher
ein ri-zahmes n-Zykel von E

dar, das von 

auf das ri-zahme n-Zykel (Q; f) von B

abgebildet wird. Nach Bezeichnung (c) induziert





















































































wobei wir auer dem Z
2
-Isomorphismus Argument vor allem die Nat

urlichkeit von t


























BEMERKUNG. Es ist wichtig, zu verstehen, warum man f





aus der topologischen Standgruppe von f nicht gleichermaen verfahren kann. Nehmen







f  ' ein Lift von f , stellt

f  ' eine







Weil aber die Nat

urlichkeitsbedingung
t(F  g) = t(F )  g
nur f







ullt ist, haben wir keinerlei Information

uber








f)'. Genau aus diesem Grunde bekom-
men wir in dieser Weise auch keine abstrakte Klassikation f

ur dierenzierbare Struktu-




Ubertragung der hier vorgestellten Theorie hinge von einer geeigneten Verallgemeinerung
der Kategorie P ab. Andeutungen hierzu sind in Anmerkung 8.3.2 zu nden.
Indem wir die nat

urliche Bijektion t anwenden und dann die Homotopieklassen ausdivi-
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ein ri-Liftzahmer Morphismus, Q 2 P eine
unorientierte, geschlossene PL-Mannigfaltigkeit der Dimension n mit ihrer assoziierten
Basisstruktur id
Q
und f : Q! B




















































von kanonischen Abbildungen ~; h; .
Es folgt der abstrakte ri-Klassikationssatz f

ur injektive Liftungen.
























ein ri-Liftzahmer Morphismus, Q 2 P eine unorientierte, geschlossene, n-dimensionale
PL-Mannigfaltigkeit mit ihrer assoziierten Basisstruktur id
Q
und f : Q ! B

ein ri-








































































Ist Q dagegen orientiert, und bezeichnet Aut
PL
f;+
Q die Standgruppe in f bzgl. der Operation
der orientierungserhaltenden PL-Automorphismen von Q, so erh

alt man eine analoge,







Q mittels der orientierten Dipol-Homologie
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: Q ! E























von  und Folgerung 7.4.3 zueinander ri-zahm dipol-homolog. Lemma 7.3.2 impliziert
die Additivit


















wegen Lemma 7.4.4 sogar ri-zahm streng-homolog sind. Aufgrund dessen existieren ein







) und ein PL-Hom
























) von einer n-dimensionalen ri-zahmen Grundstruktur erzeugt wird, faktorisiert
F durch einen P-Morphismus  : P !
~







dieser Grundstruktur mit dim
~



















Mit zweimaliger Anwendung von Folgerung 4.5.3 (b) stellen sich   j
Q
0
und   j
Q
1





P darstellt. Wegen Lemma 7.5.1 (a) existiert daher ein PL-




















' liefert. Daraus folgt aber f = f ',
so da sogar ' 2 Aut
PL
f
Q gilt und somit die Injektivit

at von  bewiesen ist.
Surjektivit

at von : Gem

a Folgerung 7.4.3 und Konstruktion von  reicht es, folgendes
zu zeigen:








 g) ri-zahm dipol-
homolog zu (Q; f) ist, existiert ein Lift

f : Q! E


















g) und (Q; f) nach Lemma 7.4.4 sogar ri-zahm streng homolog zueinander.

Ahnlich wie beim Injektivit

atsbeweis existieren daher ein unorientiertes, berandetes P-






) und ein PL-Hom

oomor-










 g = F  j

Q
, wobei F wieder durch
einen P-Morphismus  : P !
~










Aufgrund der Dimensionsbedingung gilt hierbei dim
~

























at von f impliziert wegen Folgerung 4.5.3 die Injektivit

at von   j
Q
, so
da wir mit Lemma 7.5.1 die folgende Situation bekommen:
(1) Bild (  j
Q











von Bild ( j

Q



































































als ri-Liftzahm vorausgesetzt wurde.




F    j
Q





-Homologie zwischen   j
Q
und   j

Q




die man geometrisch als PL-Homologie interpretieren kann, so da ein unorientiertes,




Q und eine PL-Abbildung

























ur den orientierten Fall geht man analog vor und ber






Uber variable zahme Strukturen
Es gibt zwei Gr

unde, variable zahme Strukturen einzuf

uhren:
(1) Der ri-Klassikationssatz aus dem vorigen Abschnitt eignet sich noch nicht mal zur
abstrakten Klassikation von etale-PL-Untergruppoid-Strukturen (und damit von
PL-Bl

atterungen), weil die beteiligten ri-zahmen Strukturen nicht additiv sind. Was
die abstrakte Klassikation von gelifteten etale-PL-Gruppoid-Strukturen anginge,
so w















nicht auftreten. Doch dann geht in der Praxis die unverzichtbare Additivit

at der
zahmen (oder #zahmen) Struktur verloren, obwohl die zahmen Grundstrukturen
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sehr wohl additiv sind, so da ein Beweis des Klassikationssatzes zum Scheitern
verurteilt zu sein scheint. Die dialektische Au

osung dieses Problems ist jedoch












ahmt wird, die Z

ahmung
selbst ist stets ein Objekt aus P

. Von daher dr

angt sich ohnehin die Frage nach




Zur Realisierung dieser Vereinheitlichung f

uhren wir variable zahme Strukturen ein und





ur die wir einen zu Satz 7.5.2 analogen abstrakten Klassikationssatz
beweisen, der jedoch mit weniger Voraussetzungen auskommt.
7.6.1 Der erste Schritt in Richtung Vereinheitlichung besteht darin, da wir variable
zahme Strukturen nur f

ur die Kategorie Top














); I) sei ein projektives Top-System, und f

ur jedes kompakte Polyeder





)  fP ! X
i
stetig j i 2 I g










), so da f
























































eine variable zahme Struktur




zusammen mit dieser v-zahmen
Struktur ein v-zahmes projektives System.






gilt, ist jede v-zahme Struktur abgeschlossen gegen

uber
Verkettungen von rechts mit P-Morphismen. Ist jedoch auer Bedingung (1) die Bedin-
gung (2) nur f














variable zahme Grundstruktur (kurz v-zahme Grundstruktur) von X

.










auchten wir auer den eben
denierten v-zahmen projektiven Systemen als Objekte die dazu passenden v-zahmen






































mus. Dann heie f

ein v-zahmer Morphismus, wenn f

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) existiert ein Repr

asentant f von f

, so da die Abbildung





(ii) Sind Abbildungen 
0
























































































von v-zahmen projektiven Systemen und v-zahmen
Morphismen deniert werden kann. Daher vereinbaren wir folgende
BEZEICHNUNG. Eine v-zahme Kategorie sei eine Kategorie mit den v-zahmen
projektiven Systemen als Objekte, deren Morphismen eine Unterklasse der v-zahmen
Morphismen bilden.
BEISPIELE











) besteht aus allen Repr

asentanten P ! X
i








) ist als `conal gleich' gegeben.







at sich auch jede ri-zahme Struktur als v-zahme Struktur interpre-








Wir werden nun die Notationen etwas vereinfachen. Ist X

ein v-zahmes projektives











































Da es etwas M


















) als die v-zahme Struk-
tur vonX

bezeichnen und uns dabei stets ihrer urspr

unglichen Denition bewut bleiben.












v-zahmes Element von X

















 : P ! X

ein.
242 KAPITEL 7. Z

AHMUNG
Es bleibt noch folgender Punkt zu erw

ahnen: Sind g : Q ! P ein P-Morphismus und
 : P ! X

ein v-zahmes Element von X

, so liefert die Verkettung jedes v-Repr

asentan-
ten von  mit g wegen Bedingung (2) aus der Denition v-zahmer Strukturen v-Repr

asen-
tanten eines wohldenierten v-zahmen Elementes  : Q! X

. Daher ist die Schreibweise
 =   g
wohldeniert und sinnvoll. Aber man mu sich dabei

uber folgendes im Klaren sein: Es
kann durchaus v-Repr

asentanten von  =   g geben, die sich nicht als Verkettung von
g mit einem v-Repr




































wie folgt: Je zwei v-Repr































































Mit Hilfe der oben eingef

uhrten Verkettungsschreibweise mit v-zahmen Elementen erge-




asentanten die folgenden assoziativen




 )  g = f




















achste Aufgabe ist die

Ubertragung aller vorherigen Abschnitte auf v-zahme Struktu-
ren, die mit Ber

ucksichtigung wichtiger Chararakteristiken tats

achlich vollkommen analog
vorgenommen werden kann. Eines dieser Charakteristika betrit den Begri der Additi-
vit

at einer v-zahmen Struktur, die hier im v-zahmen Fall zur Verdeutlichung angegeben
wird:




heie additiv, wenn f

ur jedes P-Polyeder





uberdeckt werde, und f




























(im Sinne von v-zahmen
















Besondere Beachtung verdient nat

urlich auch die v-Z

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konstruiert werden, wobei man nat

urlich mit v-zahmen Elementen arbeitet und die obige
Verkettungs-Konvention beachtet. F









!  ist zu bedenken, da jedes v-zahme Element  : P ! X

wegen Bedingung (1)
in der Denition v-zahmer Strukturen einen Top

-Morphismus P ! X

induziert.
Als drittes ist das Analogon zu Korollar 7.2.2 hervorzuheben, das aufgrund der neueren
Notationen sogar noch eine sch

onere Form innehat. Die Nat

urlichkeit von t geht hierbei
auf die Verkettungs-Konvention zur




















































Die analogen Denitionen einer v-zahmen 
-Homologie und einer v-zahmen Dipol-
Homologie ergeben sich nat

urlich ebenso mit Verwendung v-zahmer Elemente.









at sich alles aus
dem vorigen Unterabschnitt auf den v-#zahmen Fall

ubertragen.
Somit sind die Begrie v-#zahme Struktur, v-#zahme Grundstruktur, additive
v-#zahme Grundstruktur, v-#zahmes projektives System, v-#zahmer Morphis-






-Homologie und v-#zahme Dipol-Homologie alle deniert. Den ver-
schiedenen Arten von v-#zahmen Homologien kann man jeweils eine eigene Notation zu-
ordnen. Wir erw











Ebenso analog gibt es eine Verkettungs-Konvention.
F













































Ferner verwenden wir dem #zahmen Fall entsprechend f









), wobei P ein P
#

















244 KAPITEL 7. Z

AHMUNG


















) jTotalraum von Q = P g:
Damit bekommen wir das #Analogon zu Korollar 7.6.1 bzw. zu Korollar 7.3.2:
KOROLLAR. F














































In 7.3.2 sahen wir, wie jede zahme Grundstruktur von X

kanonisch eine #zahme Struktur
auf X

induziert. Analoges gilt auch f

ur den v-zahmen Fall:


















ur P 2 P
#
mit seiner Basis  : P ! B,




















(Hierbei ist f eindeutig durch
~
f bestimmt). Ferner gelte















Diese Denition ist unabh

angig von der konkreten Basis von P .
Bei einer fest gew












). Auf diese Weise




















































uber hinaus gilt: Geh

ort (im obigen Sinne)


















Aus der Denition 7.6.2 ergibt sich aerdem unmittelbar die zu Lemma 7.3.2 analoge
7.6.







) sei die gem




















Wir weisen zum wiederholten Male auf die ansonsten ebenso vollkommene Analogie zu den
vorherigen Abschnitten hin. Ganz besonders sei hierbei an Folgerung 7.4.3 und Lemma
7.4.4 erinnert.
7.6.3 Wir schlieen diesen Abschnitt mit dem Studium der allgemeinen v-#zahmen
Struktur auf topologischen R

aumen X 2 Top, die nach Denition 7.6.1 von der in
Beispiel [1] aus 7.1.1 denierten allgemeinen zahmen Struktur auf Top induziert werde.






(X) deniert. Der Vergifunktor P
#












Ob diese eine nat











() ist eine nat























) zwei orientierte, singul












































asentieren, gibt es also ein orientiertes, berandetes singul

ares























den Kragen fortsetzen, gewinnen wir M
0







































Aquivalenzrelation  auf M
0













induziert, so da H
0






















anklebt. Bezeichnen wir mit Z
0











Unterpolyeder sind. Dasselbe gilt f















eine PL-Abbildung ist, gibt es wegen relativer simplizialer Approximation eine
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Beim unorientierten Fall argumentiert man nat

urlich genauso und verwendet unorientierte
Zykel.
4
BEMERKUNG. Nimmt man f

ur die Kategorie PL

die von der kanonischen zahmen




Man lasse sich aber durch obiges Lemma nicht in die Irre f

uhren: Da diese allgemeine





liegt ausschlielich an der feudalen Grundstruktur. W






alle nicht degenerierten PL-Abbildungen, so geht nicht nur jene

Ubereinstim-







i.a. noch nicht mal eine Gruppenstruktur!
7.7 Ein allgemeiner Klassikationssatz
Der abstrakte ri-Klassikationssatz 7.5.2 f

ur injektive Hochhebungen kann f

ur v-#zahme
Strukturen aus Denition 7.6.1 verallgemeinert werden. Dies wird weitestgehend ana-
log durchgef

uhrt werden, wobei wir haupts

achlich nur die Bezeichnungen 7.5.2 anpassen
m







ubernommen, um einerseits die
Gemeinsamkeiten, aber andererseits auch die Unterschiede herauszustellen. Die dabei zi-




a 7.6.2 analogen Sinne zu verstehen.












#zahm\ konsequent zu ersetzen und die entsprechenden Bezeich-
nungen mit einem # zu verzieren.
Wir nehmen aber in (d) folgende
















seien jeweils von zahmen Grundstrukturen T (B










als Liftzahm bzgl. dieser zahmen Grundstrukturen vor-
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) und T (E

) seien additive und n-dimensionale zahme Grundstrukturen








































)) Liftzahmer Morphismus, Q 2 P eine unorientierte, geschlos-
sene PL-Mannigfaltigkeit der Dimension n mit ihrer assoziierten Basisstruktur id
Q
und
f : Q ! B

ein zahmes Element aus T (B

) mit dem korrespondierenden Morphismus
t
 1
































































Ist Q dagegen orientiert, und bezeichnet Aut
PL
f;+
Q die Standgruppe in f bzgl. der Operation
der orientierungserhaltenden PL-Automorphismen von Q, so erh

alt man eine analoge,







Q mittels der orientierten Dipol-Homologie



















: Q ! E























von  und Folgerung 7.4.3 zueinander v-#zahm dipol-homolog. Folgerung 7.6.2 impli-
ziert die Additivit




















wegen Lemma 7.4.4 sogar v-#zahm streng-homolog sind. Aufgrund dessen existieren ein
unorientiertes, berandetes P
#
-(n + 1)-Zykel P mit einem P-Morphismus  : P !
~
P als









































) von der n-dimensionalen zahmen Grundstruktur T (E

) induziert ist, geh

ort








































! P ein P
#
-Morphismus ist, sind   j
Q
0






























' liefert. Daraus folgt aber f = f ',
so da sogar ' 2 Aut
PL
f
Q gilt und somit die Injektivit

at von  bewiesen ist.
Surjektivit

at von : Gem

a Folgerung 7.4.3 und Konstruktion von  reicht es, folgendes
zu zeigen:









homolog zu (Q; f) ist, existiert ein Lift

f : Q ! E














) nach Folgerung 7.6.2




 g) und (Q; f) nach Lemma 7.4.4 sogar v-#zahm streng homolog
zueinander.

Ahnlich wie beim Injektivit

atsbeweis existieren daher ein unorientiertes, berandetes P
#
-
(n + 1)-Zykel P mit dem P-Morphismus  : P !
~
P als Basis, ein v-#zahmes Element







) und ein PL-Hom







! @P , so da sowohl
j
Q





Q ! P P
#



















Aufgrund der Dimensionsbedingung gilt hierbei dim
~






















: Q! P ein P
#
-Morphismus ist, erweist sich   j
Q
als P-Einbettung, so da wir
mit Lemma 7.5.1 die folgende Situation bekommen:
(1) Bild (  j
Q











von Bild ( j

Q














Q ! Bild (  j

Q
) die Basis von

Q, so da das
v-#zahme Element 

 g = F  j

Q
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Lemma 7.6.2 geh

ort dann g zu einem zahmen Element

























F    j
Q





-Homologie zwischen   j
Q
und   j

Q




die man geometrisch als PL-Homologie interpretieren kann, so da ein unorientiertes,




Q und eine PL-Abbildung




















F 2 T (E








), das eine strenge
v-#zahme Homologie zwischen

f und g darstellt.
F

ur den orientierten Fall geht man analog vor und ber

ucksichtigt die orientierte Version
von Lemma 7.5.1.
4



















? deniert werden m

ussen.
Wir erhalten somit einen abstrakten Klassikationssatz f

ur geliftete etale-PL-Gruppoid-






Auerdem beweisen wir f

ur n-dimensionale etale-PL-Mannigfaltigkeitsgruppoide ? die

Ubereinstimmung der Dipol-Homologiegruppen ihrer v-#Z

ahmung (bzgl. der nd-zahmen
Grundstruktur) P

? mit den singul

aren Homologiegruppen von B? in den Dimensionen
< n.
Das Kapitel und damit die Arbeit schliet mit kommentierenden Anmerkungen.
8.1 Zahme Gruppoid-Strukturen
Es gibt nur wenige zahme Grundstrukturen f










in gleicher Weise deniert werden k





Wenn man aber auf diese Uniformit

at verzichtet, erscheint f

ur das klassizierende System
B

? einer etale-Kategorie ? eine spezischere Denition seiner zahmen Grundstruktur

uber zahme ?-Strukturen ad

aquater. Man bedenke, da diese Systeme ohnehin universelle






ur jede etale-PL-Kategorie ? werden wir drei Sorten von zahmen ?-Strukturen
denieren:
251






Die beste und wichtigste ist die nd-zahme ?-Struktur.
Das Denitionsschema ist jeweils gleich: Man deniert zun

achst zahme ?-Kozykel und
zeigt dann mit Hilfe der etale-Eigenschaft von ? die Invarianz unter Kohomologie, wodurch
zahme ?-Strukturen wohldeniert sind.









! ? eine stabil residual lokal injektive Abbildung ist.
Wegen Lemma 3.3.1 gilt analog zur Folgerung 3.3.1 f







 residual zahm () 
0
residual zahm,







ur die Denition der residual zahmen ?-Strukturen braucht ? nat

urlich nur als etale-
Kategorie vorausgesetzt werden. Die PL-Struktur von ? ben






















Alle drei Sorten von zahmen ?-Strukturen besitzen folgende Additivit

atseigenschaft:
FOLGERUNG. Sei ? eine etale-PL-Kategorie und  eine ?-Struktur auf dem Poly-





uberdeckt werde. Dann gilt







Eine entsprechende Aussage gilt f

ur PL-zahme ?-Strukturen und f

ur residual zahme ?-
Strukturen, falls ? eine etale-Kategorie ist.
Beweis: Der technische Schl

ussel zum Beweis im nd-zahmen Fall ist durch [R-S, 5.2(3)]
gegeben. Der PL-zahme Fall ist evident, und f

ur den residual zahmen Fall ist Lemma 1.5.1
ausschlaggebend.
4
LEMMA. ? sei eine etale-PL-Kategorie der Dimension  n und X ein (gew

ohnlicher)
PL-Raum. Existiert auf X eine nd-zahme ?-Struktur, so gilt dimX  n.
1)
Eine allgemeine PL-Abbildung f : X ! Y heie nd (nicht degeneriert), wenn jede Faser von f diskret
ist. F

ur kompaktes X gilt: f nd () f lokal nd.
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). Ist  ein
k-Simplex einer Triangulierung von X, so gibt es einen Punkt x 2 hi im Inneren von jj
und ein U
i




! ? auf einer Umgebung U  U
i
von x eine nd-Abbildung
ist. O.B.d.A. nehmen wir U = U
i
und jj  U
i
an (sonst trianguliere man feiner).




gibt es eine Triangulierung K von jj und o.E.
eine Triangulierung L einer Umgebung von 
ii
(x), so da 
ii
: K ! L simplizial und auf
jedem Simplex von K injektiv ist. O.E. sei  ein prinzipales Simplex von K. Dann wird
das Innere hi in einen IR
m
mit m  n eingebettet. Aus dem Satz

uber die topologische
Gebietstreue folgt daher dim = k  n.
4
BEMERKUNG. Ist ? eine etale-TOP-Mannigfaltigkeitskategorie der Dimension 
n, so gilt eine analoge Aussage f

ur TOP-Mannigfaltigkeiten X und residual zahme ?-
Strukturen.





ziehen: residual zahme ?-Strukturen von stabil residual lokal injektiven Abbildungen und
nd-zahme ?-Strukturen von nd-Abbildungen, so da zahme ?-Strukturen als Funktoren
auf entsprechenden Unterkategorien von Top oder PL deniert sind.
8.1.2 In der Topologie gibt es die wohlbekannte simpliziale Approximation, auch in
relativer Version. Bei etale-PL-Mannigfaltigkeitsgruppoiden ? lassen sich ?-Strukturen in

ahnlicher Weise durch PL-zahme ?-Strukturen und unter Voraussetzungen an die Dimen-
sionen durch nd-zahme ?-Strukturen homotop approximieren. Wir werden im n

achsten
Lemma aber nur auf den nd-Fall eingehen.
LEMMA. ? sei ein n-dimensionaler etale-PL-Mannigfaltigkeitsgruppoid. Ferner seien:
 X ein kompaktes Polyeder mit dimX  n,
 Q  X ein kompaktes Unterpolyeder,
 f : X ! B

? die klassizierende Abbildung einer ?-Struktur  von X, so da j
Q
eine nd-zahme ?-Struktur ist.
Dann ist f station

ar auf Q streng homotop zu einer stetigen Abbildung
~










urde man bei einem ?-Kozykel  eigentlich versuchen wol-
len, die einzelnen 
ij
sukzessive zu nd-Abbildungen abzu






aglich mit der Kozykelbedingung geschehen, wodurch man sofort mit einem globalen





at. Ein globales Problem verlangt auch nach einem globalen L

osungsansatz, der in die-









undel ist sicherlich ein globales Objekt (mit lokalen Eigenschaften).
254 KAPITEL 8. ABSTRAKTE KLASSIFIKATIONSS

ATZE
Das Beweisprinzip sieht folgendermaen aus: Gem

a 3.1.3 gibt es einen etale-PL-Gruppo-
idhomomorphismus ' : ?! ?
 
0




(')() abbildet. Nach Satz 3.4.4
korrespondiert '





undel  = (p; S;F)

uber X mit
Faser F := ?
0
, Totalraum E = E(), Schnitt S : X ! E und bgzsh-Zerlegung F auf E.
Die Idee ist nun, (ohne p;F im Geringsten zu

andern) eine Homotopie H : X  I ! E
von Schnitten mit H
0
= S derart zu nden, da H
1









uber X  I lt. Satz 3.4.4 zu einer ?
F
-Struktur 
von X  I korrespondiert, welche zu einer ?-Struktur
~
 von X  I geliftet werden kann.









liftet, ist nach Korollar 8.1.3
auch ~ nd-zahm (was man nat

urlich auch direkt sofort sieht). Die Idee gr

undet sich auf
die berechtigte Vorstellung, da ein Liften von  stets m





Die Umsetzung jenes Beweisprinzips erfolgt in mehreren Etappen, die haupts

achlich die
geeignete Wahl eines Atlanten von  und der Schnitthomotopie H erm

oglichen.







) von  angewandt, wobei jedes h
i















) ist oen und bogenzusammenh





Uberdeckung von X darstellt.
(2) F

ur jedes i und jede oene, bogenzusammenh
















(V ) = U 
U
F;i





) kanonisch einen verfeinerten Atlas von .




















), welches  repr




















ahle irgendein ?-Kozykel  auf X mit [] =  und irgendeinen Atlas von ,
der gem

a (3) ein ?
F




() = [g] ist Lemma 3.2.2




von  und g
0




) deniert sind, so da g
0

















) gleich sind. Somit
existieren f
























ur alle i; j. Nach Denition der g
0
ji















ur alle i; j deniert ist, hat man (mit der source-
Abbildung s : ?
F
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f

ur alle i. Dies gestattet uns, mit Hilfe der u
i
wie folgt einen neuen Atlas von  zu konstru-
ieren, dessen induziertes ?
F







einem beliebigen x 2 U
i

































































































interpretieren wir nun als echten Tripelpr





























































































































uhren schrittweise zur Kl

arung der Bedingungen, die ein












) auf X 2 Top und f

ur jedes x 2 X 
x
:= fi 2 I j x 2 U
i
g.



















































ur je zwei Teilmengen U; V    deniert.





uhren eine endliche Induktion nach #
x
, wobei zur Vereinfachung  := 
x
gesetzt werde. Weil ? ein Gruppoid ist, bildet jedes 
ii
in die Einheiten ab, so da sich
der Induktionsanfang als trivial herausstellt.





wobei n das gr

ote Element von  und m das gr







(x) verkleinert: Da s; r : ? ! ?
0






























































ur alle i < m annehmen. Die Stetigkeit der Gruppoidmultiplikation gestattet uns, zu







































ur alle i; j 2 
0











und wenden die Induktionsbehauptung auf die Umgebungen V
00
ij
(x) an. Somit gibt es f

ur




















































































ur alle i < n:
Wegen Behauptung 3.1.3 sind dies tats






















ur alle i; j 2 , so da nur noch die
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gilt diese schon mal f

ur i; j; k = n;m und wegen der Induktionsbehauptung f

ur alle





allen braucht man die Kozykelbedingung f

ur Indizes aus 
0
, was
wir hier exemplarisch nur an einem Beispiel zeigen: F



























































































3. Behauptung: Ganz allgemein seien X ein kompaktes Polyeder mit einer PL-Karte
jKj = X, (U
i
) eine endliche, oene

Uberdeckung von X und (U
0
i
) eine Schrumpfung von
(U
i
). Dann existiert eine Unterteilung K
0
< K von K, so da f



















Beweis: Jedes kompakte Polyeder X tr

agt eine Standardmetrik d (s. z.B. [Spa]). Aufgrund
der Endlichkeit von (U
i











Man unterteile nun K soweit zu K
0
< K (z.B. mittels des iterierten Subdivision-
Operators), da jedes Simplex von K
0














()  ?, wobei 






























































































ahlen wir eine Triangulierung jKj = X von X, die der Bedingung der
obigen 3. Behauptung gen







, kann man o.B.d.A. von K verlangen, da zu jedem Simplex  2 K ein















































































































() ist ein Hom

oomorphismus.
Beweis: von (1): Gem









































und damit i; j 2 
x
























), was schlielich (1) beweist.
Weil K so gew

ahlt wurde, da ein  mit j j  U
x























denn die Durchschnittsfamilie f

ur % ist gr

oer als die f

ur  . Eigenschaft (4) ist klar nach
Konstruktion.
5. Behauptung: (a): Sei g irgendein ?
F


























































 [0; 1]), wobei die entsprechende Bedingung g
ij






ur jedes Paar (i; j) 2 I  I bezeichne K
ij
 K den simplizialen Unterkomplex












stattdessen kann man nat

urlich auch die Existenz der Lebesgue-Zahl ausnutzen und den iterierten
Subdivision-Operator anwenden.











eine Teilmenge von jK
ij
j  X. Mit den Eigenschaften (2),
























































ur alle %   2 K
ij


















ebenfalls wieder mit 
0
ij
bezeichnen. Nach Denition gilt zun















) nachgewiesen werden mu:











ahle nun ein  2 K und ein  mit x 2 j j
und j j  U
x

, so da zun







gilt. Mit Eigenschaft (2) der








































































implizieren. Da der etale-Gruppoidhomomorphismus ' : ? ! ?
F






























) liegt. Da aber sowohl
dieses Produkt als auch 
0
ik





























at impliziert auch die Eindeutigkeit des Lifts 
0
, womit Teil (a) bewiesen
w

are. Bei Teil (b) verf

ahrt man evidenterweise analog.
Zur Kl

arung der Notationen der n

achsten 6. Behauptung bezeichne   I
4)
das von der













: E I ! X  I, den Schnitt
Sid
I
und die Zerlegung FI besitzt. Die Schnitte von I korrespondieren bijektiv zu
Homotopien H : XI ! E, so da jedes H
t
ein Schnitt von  ist. Eine solche Homotopie
H nennen wir eine Schnitthomotopie.





) o.E. so w

ahlen, da eine oene Umgebung V  E des Schnittes S(X) mit
der folgenden Eigenschaft existiert: F

ur jeden stetigen Schnitt S
0
















uber X mit der-
selben Faser F = ?
 
0








I = [0; 1].
5)
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= S gilt hierbei 
0
= .
(b): Eine analoge Aussage gilt f










 und Schnitthomotopien H : X  I ! E mit BildH  V .










aquivalent. Da X kompakt ist, k












































eine oene Umgebung des Schnittes S(X) f

ur alle i. Daher gen

ugt ein Schnitt S
0
: X ! X






















erhalten wir also eine











werden kann. Um Eigenschaft (ii) zu gewinnen, soll nat

urlich die 5. Behauptung zum
Einsatz kommen, wobei nur noch
~


























Wie im Beweis der ersten Behauptung verwenden wir die Abk













) und eine geeignete







ur jedes  2 K. Wir halten im folgenden ein Simplex  2 K, zwei




() 6= ; und ein x 2 j j fest. Dann ist j j gem

a Eigenschaft (1) der






andnis der weiteren Argumentation mu




-Kozykel g konstruiert wird, wozu
wir angepate Bezeichnungen verwenden: S
i







































































)) induziert. Somit k

onnen wir oene Umgebungen W
ji;x






 F von g
jj
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 F

ur alle w 2 W
ji;x
ist der Keim von g
ji;x
in w ein Element aus V
ji
().




() nach Eigenschaft (1) der 4. Behauptung.













eine oene Umgebung von S
i
(j j), die mittels h
 1
i















korrespondiert. Wir betrachten erstmal nur irgendeinen Schnitt S
0
: X ! E von p :










. Dann ist zun

achst die Eigenschaft (i)
erf






















































































































































V . Was wir daher nur noch






































Sie dazu  2 K ein beliebiges Simplex von K. Weil S stetig ist, existiert eine oene
Umgebung U









Aufgrund der Abgeschlossenheit von j j  X und der Normalit














. Wir verfahren nun


































ur jeden stetigen Schnitt S
0

































die Invarianz von Eigenschaft (i) gegen

uber Verfeinerung beachten m

ussen. qed
Nach diesen Vorbereitungen k

onnen wir mit dem eigentlichen Approximationsbeweis be-





unglichen Schnitt S : X ! E von  mittels einer
Schnitthomotopie H : X  I ! E, die sukzessive konstruiert wird und station

ar auf




ab, so da BildH  V gilt. Hierbei heie
ein Schnitt
~
























-Struktur ~ nd-zahm ist. Wie bereits bemerkt
wurde, korrespondiert eine solche Schnitthomotopie H : X  I ! E zu genau einem
Schnitt H
0
: X  I ! E  I von   I, dessen Projektion auf E mit H

ubereinstimmt.







a der 3. Behauptung (oder mittels Existenz der Lebesgue-Zahl) eine PL-Karte jKj =
X und einen simplizialen Unterkomplex L  K von K, der Q trianguliert, so da zu jedem
Simplex % 2 K ein U
i
mit j%j  U
i
existiert.
Bezeichnet m die Anzahl aller Simplizes aus K   L, so wird die gesuchte Homotopie H
in m Schnitthomotopien H
k




ur alle k unterteilt. Formal

auert sich dies in einer Unterteilung von I = [0; 1] inm Teilintervalle, wodurch auch I
in m Teilb






setzen sich dann stetig zu einer SchnitthomotopieH von I mit BildH  V zusammen.
Die einzelnen Homotopieschritte werden in bestimmter Reihenfolge vorgenommen: begin-
nend bei Simplizes aus K   L in unteren Dimensionen und innerhalb einer Dimension








: X ! E den Schnitt





als nd-zahm angenommen werden kann, wobei auerdem BildS
k
 V gelte.
Nach Konstruktion vonK existiert ein imit j%j  U
i




































einer oenen Teilmenge des IR
n
ist: Da der beliebige, urspr

ungliche Atlas von  von der
1. bis zur 6. Behauptung mehrfach verkleinert wurde, k

onnen wir jenen, weil F = ?
0







aquivalent zu einer oenen Teilmenge des IR
n








ort ja gerade zu einem  
F




undel mit Schnitt S
k
korrespondiert.
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modizierten Atlanten zutrit. Daher fassen wir U
F;i








bereits eine lokal nicht degenerierte und daher eine nicht
degenerierte PL-Abbildung (s. die Funote auf Seite 252), die nun station

ar auf j@%j zu
einer nd-Abbildung auf ganz j%j homotop abge












die letztere Bedingung erf

ullt. Wegen allgemeiner Lage (dimX  n)






ar auf j@%j -homotop zu einer nd-Abbildung
~g
ii
: j%j ! U
F;i
. Der Graph dieser -Homotopie stellt daher eine Schnitthomotopie

uber
j%j dar, die nun zu einer Homotopie H
k+1

uber ganz X fortgesetzt werden mu, deren
Bild in V liegt: Auf den Simplizes aus L und auf solchen der Dimension < dim% =: r sei
diese Homotopie station

ar und ebenso auf allen von % verschiedenen Simplizes der gleichen
Dimension r. Nur f

ur Simplizes der Dimension > r ist etwas mehr Sorgfalt angebracht.
Sei beispielsweise  ein Simplex der Dimension r+1, auf dessen Rand j@ j dieH
k+1
bereits
deniert sei. Wir w

ahlen wieder irgendein i mit j j  U
i
. Aufgrund der 6. Behauptung











arbeiten kann und die Homotopie von  nur f

ur die Projektion auf U
F;i
zu denieren braucht:
Gegeben ist also eine stetige Abbildung
j j  0 [ j@ j  I  ! IR
n
;
die zu einer stetigen Abbildung j j I ! IR
n
fortgesetzt werden soll, was nat

urlich durch
Vorschalten der Retraktion j j  I ! j j  0 [ j@ j  I sofort gew

ahrleistet ist, wobei
auch das Bild unver

andert bleibt und somit H
k+1
derart auf j j fortgesetzt wurde, da
H
k+1
(j j)  V gilt. Man verf

ahrt nun analog mit den anderen Simplizes der Dimension r+
1 und f

uhrt dies Dimension f








are und nach V abbildet.
7. Behauptung: (a): Sei (Y; d) ein metrischer Raum, X kompakt, f : X ! Y stetig und





f : X ! Y mit d(f;
~
f) <  V auch oene Umgebung von Bild
~
f ist.
(b): Seien X; Y metrische R

aume mit X kompakt, f : X ! Y stetig und V  XY eine
oene Umgebung von graph f . Dann existiert ein  > 0, so da f

ur jede stetige Abbildung
~
f : X ! Y mit d(f;
~





ur Teil (a) leistet  := d(Bildf; CV ) das Gew

unschte, und (b) folgt aus (a),
indem man X  Y mit der Produktmetrik versieht.
Zusammengefat haben wir also folgendes erreicht:
 Es existiert eine auf Q station

are Schnitthomotopie H : X  I ! E mit H
0
= S




auf jedem Simplex einer Triangulierung von X
nd-zahm ist. Wegen Additivit

at (s. 8.1.1) ist dann aber auch
~
S nd-zahm.
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X  I, das zu einer ?
F






















ort) und ist daher








ur alle t 2 [0; 1].

~
 wird durch eine Abbildung F : X  I ! B


















Damit ist der Beweis des Lemmas erbracht.
4
8.1.3 Zahme ?-Strukturen induzieren auf nat

urlichste Weise entsprechende zahme
Grundstrukturen auf B





DEFINITION. ? sei eine etale-PL-Kategorie. Dann bestehe die nd-zahme Grund-
struktur von B

? aus allen Top

-Morphismen
f : P  ! B

?;
so da P 2 P ein kompaktes Polyeder ist, und die gem







ur die anderen F

alle wendet man die gleiche Denitionsschablone an.
So gibt es f






zahme Grundstruktur zu bekommen:
(1) Die

uber die residual zahmen ?-Strukturen denierte residual zahme Grundstruktur,
(2) Die in Bemerkung 7.2.2 denierte residuale zahme Grundstruktur.
Man fragt sich nat

urlich sofort, ob diese beiden zahmen Grundstrukturen

ubereinstimmen.
Obwohl dies sehr plausibel erscheint, l

at eine befriedigende Antwort noch auf sich warten.
BEZEICHNUNG. F

ur jede etale-PL-Kategorie ? sind auf B

? insbesondere zwei
Sorten von zahmen Standardgrundstrukturen deniert:
 die residual zahme Grundstruktur,
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 die nd-zahme Grundstruktur.
Letztere ist wohl die angemessenste. Aufgrund der etale-Eigenschaft eines etale-PL-
Kategoriemorphismus ' :
~
?! ? zwischen etale-PL-Kategorien
~
?;? bekommen wir das
KOROLLAR.
~
?;? seien etale-PL-Kategorien und ' :
~
?  ! ? ein etale-PL-Katego-
















LEMMA. ? sei ein etale-PL-Gruppoid. Dann gilt:
(a) Jede der zwei zahmen Standardgrundstrukturen von B

? ist additiv.
(b) Ist ? zudem ein TOP-Mannigfaltigkeitsgruppoid der Dimension n, so ist jede zahme
Standardgrundstruktur von B

? additiv und n-dimensional.

































ur i = 0; 1 sei 
i







? nach Folgerung 5.6.2 additiv ist, gibt es eine stetige Abbildung
f : P ! B





fortsetzt. Bezeichnet  die zu f korrespondierende
?-Struktur, so ergibt sich Teil (a) direkt aus der Additivit

atseigenschaft aller Sorten von
zahmen ?-Strukturen in Folgerung 8.1.1.




Ubergang von etale-PL-Kategorien zu den v-#zahmen Strukturen ihrer klassizie-






















? mit der v-#zahmen Struktur versehen sei, die per Denition 7.6.1 von der
zahmen Standardgrundstruktur von B

? induziert ist. Da aus dieser Bezeichnung die






ur etale-PL-Kategoriemorphismen ' :
~
? ! ? zwischen etale-Kategorien verwenden



































266 KAPITEL 8. ABSTRAKTE KLASSIFIKATIONSS

ATZE
8.1.4 In diesem Unterabschnitt beweisen wir, da f

ur jeden n-dimensionalen etale-
PL-Mannigfaltigkeitsgruppoiden ? der PL-schwache Homotopietyp von P

? (nd-zahme
Grundstruktur) in Dimensionen < n gewissermaen mit B





SATZ. ? sei ein etale-PL-Mannigfaltigkeitsgruppoid der Dimension n, wobei B

? mit
















Beweis: Es wird empfohlen, sich die Beweisargumentation von Lemma 7.6.3 zu verge-
genw

artigen, weil hier im Prinzip

ahnlich vorgegangen wird.
Auerdem bietet der Beweis eine gute Gelegenheit, sich die Z

ahmungskonstruktion von
v-#zahmen Strukturen zu verinnerlichen.
Gegeben sind also




-Morphismus mit P 2 P, dimP  n,
{ Q
i






















































































? als wohldenierte Faktorisierung



















































, der mit der
gleichen Begr

undung wie im Beweis von Lemma 7.6.3 ein kanonischer PL-Raum ist.






 0 zu einem Polyeder P
0
verkleben und
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bezeichnen. 
0


























ur alle t. Identiziert man P
0











































Durch sukzessive Anwendung (Q
i












































































zahmes Element von B



























(Q1). Mit relativer simplizialer Approximation k

























































) deniert eine Basisstruktur von P ,
























denieren ein v-#zahmes Element von B







H : P  ! P

?
























































































































Da r : P  I ! P
0
nach Voraussetzung ein starker Deformationsretrakt ist, gilt
rj
P1













= H ist somit der Satz bewiesen.
4
















































































































ur k = n die senkrechten Bijektionen durch Surjektionen zu ersetzen sind. Satz





























alt die zwei zentralen Klassikationss

atze 8.2.1 und 8.2.3. Hierbei
klassiziert Satz 8.2.1 ganz allgemein geliftete etale-PL-Gruppoid-Strukturen und im-




8.2.1 Der nun folgende abstrakte Klassikationssatz f

ur geliftete etale-PL-Gruppoid-
Strukturen stellt aufgrund seiner Allgemeinheit das zentrale Resultat der Arbeit dar.
SATZ. Gegeben seien:




 Zwei allgemeine, n-dimensionale etale-PL-Mannigfaltigkeitsgruppoide
~
? und ?,
 Ein etale-PL-Gruppoidhomomorphismus ' :
~
?! ?,
 Eine geschlossene, n-dimensionale PL-Mannigfaltigkeit M mit M 2 P o.E.,
 Eine etale-PL-?-Struktur  2 H
1
(M ; ?).
f : M  ! B

? bezeichne die klassizierende Abbildung f

ur , die zu t
 1
(f) : M !
P

? korrespondiere, und Aut

M den Stabilisator von Aut
TOP

































































































M identisch. Eine entsprechende Klassikati-











uber den Stabilisator Aut

M resultiert aus Folgerung 3.3.2 (b).
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Als etale-PL-?-Struktur ist  sowohl residual zahm als auch nd-zahm, so da f in beiden
F






Lt. Lemma 8.1.3 (b) sind die zahmen Standardgrundstrukturen von
~
? und ? beide additiv



















M . Hierbei ist Aut

M nach Folgerung 3.3.2 (a) in Aut
PL
M
enthalten, so da Aut







BEMERKUNG. Der Satz gilt auch ohne die PL-Voraussetzungen, wenn nur
~
? und
? n-dimensionale etale-TOP-Mannigfaltigkeitsgruppoide und M eine n-dimensionale, ge-
schlossene PL-Mannigfaltigkeit sind. Wir haben aber diesen Satz deswegen nicht allgemei-
ner formuliert, weil es meist gar nicht sinnvoll ist, PL-Isomorphieklassen von Strukturen zu
klassizieren, die einer gr













8.2.2 Aus dem Beweisteil von Satz 7.7.2 der Injektivit

at von  ergibt sich unmittelbar





SATZ. Es seien M 2 P eine n-dimensionale, geschlossene PL-Mannigfaltigkeit und ?
ein n-dimensionaler etale-PL-Mannigfaltigkeitsgruppoid. Dann gibt es bzgl. jeder der zwei
zahmen Standardgrundstrukturen von B














ur orientiertes M erh











8.2.3 Satz 8.2.1 l













werde mit i bezeichnet. M (mit M 2 P o.E.)











), die durch die Abbildung f
M











































































































orientiertes M und die orientierten Isomorphieklassen von Fol
q
(M).









Zum Schlu sollen einige Bemerkungen zum besseren Verst





Wir stellen uns die Frage, ob man zur Gewinnung einer abstrakten Klassikation von






Um dies zu beantworten, m





uber die Beweisfunktion der P
#
-
Polyeder klar werden: Damit Lemma 7.5.1

uberhaupt angewandt werden kann, bedarf
es letztendlich singul

arer Homologie-Kobordismen in geeignete Systemkomponenten des




onnte mutmaen, bereits diese Vorstellung sei nicht ad

aquat, weil es besser w

are,












urlich der Fall, weil ihre Isomorphieklassen homotopieinvariant sind. Aber ge-















durchaus nicht bestritten werden. Aber diese ist oenbar zuk

unftiger Forschung vorbe-
halten und im Rahmen dieser Arbeit nicht zu realisieren.
Damit wir o.E. von Homologien in Systemkomponenten ausgehen konnten, bedurfte es der
Additivit

at der Homologien, d.h. der M

oglichkeit, Homologie-Kobordismen aneinander




? auch kein Problem darstellt. Aber
ohne weitere Zusatzbedingungen kommt im Sinne von Lemma 7.5.1 kein Vergleich der
Homologieenden zustande|was seinen Grund (siehe jedoch Anmerkung 8.3.3!) in der
"
wilden\ Topologie (nicht Hausdorsch) von B? hat|und genau deswegen sind wir zur
Einf

uhrung der zahmen Homologien und zahmen Strukturen gezwungen. Abh

angig von
der konkreten Gestalt der zahmen Strukturen kann dadurch aber die Additivit

at verloren
gehen, was wir am Beispiel der Kronecker-Bl

atterung demonstrieren wollen:
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Angenommen eine zahme Struktur f

ur Top sei wie folgt deniert: f : P ! X zahm :()
die von f induzierte bgzsh-Zerlegung F
f
von P ist triangulierbar. Wir zeigen, da eine

























































auf jedes Simplex ist eine ane Zerlegung und daher nat

urlich




ur jedes Simplex  zahm. W

are die
besagte zahme Struktur additiv, m

ute daher  zahm sein, d.h. A

auch auf dem ganzen





are, was bekanntlich ganz und gar nicht der Fall ist.
Damit ist das obige Ph

anomen nur beschrieben, aber nicht dessen Grund erkl

art. Dieser
besteht darin, da es in P keine allgemeinen Pushouts, sondern nur Pushouts von P-
Einbettungen gibt.
Nun ist beispielsweise die residual zahme Standardgrundstruktur nach Lemma 8.1.3 (a)
zwar additiv, aber wir kommen mit der Standardgrundstruktur allein nicht aus: Ein sin-
gul

arer Homologie-Kobordismus nach B? mit n-dimensionalen Enden kann niemals resi-
dual lokal injektiv sein, weil er die Dimension n+1 > n hat, so da auf den (n+1)-Simplizes
sowieso Entartungen irgendwelcher Art auftreten m

ussen. Ohne Zusatzbedingungen an




aume (bzgl. ihrer von den Homologien induzier-
ten Zerlegungen) solcher (n+1)-Homologie-Kobordismen in der Regel nicht Hausdorsch,
womit wir nat

urlich nicht viel anfangen k

onnen. Daher bietet sich die sehr bequeme, wenn




aume Polyeder seien. Damit m

ussen wir aber
die Grundstruktur verlassen, was wir|wegen der o.g. fehlenden Pushout-Eigenschaft teu-
er mit dem Verlust der Additivit

at bezahlen.
Mit Verwendung der P
#





ur Top wieder zur

uck, indem die Pushout-Eigenschaft von Einbettungen in
P ausgenutzt wird. Weil aber Top

-Faktorisierungen nicht eindeutig sind (s. Lemma und






at immer noch nicht gesichert, was
die Einf

uhrung der variablen #zahmen Strukturen erforderlich macht.
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8.3.2 Der Brouwersche Fixpunktsatz









are aber eine Beweismethode, die wir nun exemplarisch am Beispiel des
Brouwerschen Fixpunktsatz demonstrieren.
Unser Beweis des Brouwerschen Fixpunktsatzes verwendet lediglich simpliziale Approxi-
mation.





Retrakt ist. Wir f

uhren nun folgenden Widerspruchsbeweis:
Angenommen, es g



























f : jKj  ! jLj simplizial.
Anders gesagt existiert somit ein simplizialer Retrakt g : K ! L von L  K mit jgj = f .
Entscheidend ist nun, da jedes prinzipale Simplex von K Dimension n hat und jedes
prinzipale Simplex von L Dimension n   1. Daher wird jedes n-Simplex von K durch



































































































































































Ein Punkt x 2 S
n 1
liege im Inneren h%
0
i eines eindeutig bestimmten (n   1)-Simplex
%
0
2 L. Da B
n
eine n-dimensionale PL-Mannigfaltigkeit ist, existiert genau ein n-Simplex

0













injektiv. Daher ist die von g auf j
0
j induzierte simpliziale Zerlegung 1-dimensional, und
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j, die von f entartet
wird, j%
0








































2 K. Analog zu vorhin
































uhren wir nun durch induktive Denition solange fort, bis
der Fall (1) eintritt und mit einem Pfad s
0
; : : : ; s
k



































; : : :
geh

oren. Nach Konstruktionsvorschrift liegt jedes (n   1)-Simplex %
i
mit i  1 nicht in



































; : : : ; x
l
vor, so gelten (1), (2) stattdessen f

ur alle 1  i; k 


















ur alle 1  i  l   1.
Sei i
0




g. Diese Menge ist nicht leer, weil aufgrund der
Endlichkeit von K die unendliche Folge (%
i
) nur endlich viele Werte annehmen kann, was






agt. Nun mu i
0
 1 gelten, weil %
0
in L liegt. Nach Eigen-



































onnen also mit einem endlichen Pfad x
0
; : : : ; x
l



















liefert uns wegen Eigenschaft (3) (und auch
(1)) die Existenz von i
1































g bekommen, und i
1
daher doch nicht maximal
w

are, was die Behauptung beweist.
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) nach Konstruktion des













Obiges Pfadargument kann f

ur jeden inneren Punkt x 2 h%i eines festen prinzipalen
Simplex % 2 L angewandt werden. Dies ist auch der Standpunkt, von dem aus wir das
Pfadargument einsetzen.
Hier nun eine Sizze des alternativen Beweises von Lemma 7.5.1. Zur Erinnerung nochmal







































































ebenfalls injektiv, existiert ein PL-Hom













(b) Eine analoge Aussage gilt f






vorausgesetzt werden und ' orientierungserhaltend ist.
Beweisskizze: (a): Wir haben einen singul







, der durch einen simplizialen Komplex K trianguliert sei, so da die von
H induzierte Zerlegung F
H









 K von K trianguliert.
Mit dem Pfadargument gewinnen wir Pfade, die im Inneren von n-Simplizes aus K
0
starten und im Inneren von n-Simplizes aus K
1
enden. Der Abschlu aller dieser Pfade

















\ jN j und Q
0
























beide injektiv, folgt die Existenz von
' wie im Beweis von Lemma 7.5.1.
Dieser alternative Beweis von Lemma 7.5.1 bringt nun das, worauf es wirklich ankommt,
viel besser zum Vorschein: Gebraucht wird lediglich eine bgzsh-Zerlegung F von M mit
den folgenden Eigenschaften:
(1) H faktorisiert durch die Bl

atterprojektion M !M=F ,
(2) Der Bl

atterraum M=F ist Hausdorsch,
(3) Jedes Blatt L 2 F , das Q
0
trit, schneidet auch Q
1
.
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die dritte Bedingung automatisch.
Falls auch f
1
injektiv ist, bekommen wir mit diesen Bedingungen (1){(3) zun

achst nur
die Existenz eines Top-Hom









 '. Dies ist aber
f


















Die obigen Bedingungen (1){(3) er

onen wahrscheinlich die M

oglichkeit, das Konzept der
P
#
-Polyeder so zu erweitern, da mit zahmen Grundstrukturen allgemeinerer Art eine ab-
strakte Klassikation innerhalb dieses methodischen Rahmens von topologischen und dif-
ferenzierbaren Bl

atterungen sowie von exotischen Strukturen auf Top-Mannigfaltigkeiten
denkbar erscheint.
8.3.3 Abstrakte Klassikation triangulierbarer Bl

atterungen
Aus der Arbeit resultieren zwei grundlegende Einsichten:
(1) Ohne Z

ahmung gibt es keine abstrakte Klassikation.
(2) Je weniger gez

ahmt werden mu, um so besser.
Das Optimum in dieser Hinsicht ist erreicht, wenn die klassizierenden Abbildungen be-
reits schon zahm sind, so da eine Z

ahmung gar nicht erforderlich ist. Dann w

urde auch
das Arbeiten mit P
#
-Polyedern entfallen.
Es gibt auf den ersten Blick






atterungen eintreten sollte. Dieser Ansicht liegt m

oglicherwei-

























ahmung war im Prinzip durch die nicht separierten klassizierenden
R








topologischen Raum X nicht Hausdorsch, selbst dann, wenn X ein Hausdor-Raum ist!
Andererseits w

urde zur abstrakten Klassikation triangulierbarer Bl

atterungen das Ar-
beiten in der simplizialen Kategorie ohnehin besser passen, wof

ur eine andere Sorte von
Gruppoiden, n

amlich triangulierbare und simpliziale, in Frage k

amen. Hierbei sollte man
besser den

ublichen simplizialen oder PL-Kegel CX nehmen, was jedoch folgenden Nach-
teil hat: Die Dimension erh

oht sich um 1. Daher brauchen die simplizialen Homologie-
Kobordismen keineswegs zur n-ten Dimension entartet werden, so da deswegen doch
wieder eine n-dimensionale zahme Struktur eingef

uhrt werden mu.
Der einzige prinzipielle Vorteil w

are der Verzicht auf P
#
-Polyeder, indem man in der ri-




altnisse sinnvoll ist. Daher wird
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sich der wahre Nutzen der ri-Kategorie m

oglicherweise erst bei der abstrakten Klassika-
tion der triangulierbaren Bl

atterungen zeigen.


















-Vektorraumstruktur i.a. gar nicht existieren kann.
F










' : M    !M
zu bilden. Da jeder topologische Raum X wegen X  ?
X
kanonisch als etale-Gruppoid
interpretiert werden kann, fassen wirM undM als n-dimensionale etale-PL-Gruppoide
und ' als etale-PL-Gruppoidhomomorphismus auf. Dann stiftet die Identit

at id : M !M
als M -Kozykel die etale-PL-M -Struktur  auf M .




ur jeden RaumX 2 Top





ur M  . Dies hat zweierlei Konsequenzen:
(1) Der PL-Stabilisator Aut

von  ist trivial.
(2) Die Lifts von  bzgl. ' modulo Aut

sind nichts anderes als die stetigen Schnitte
von ', die bijektiv zu  korrespondieren.
Nach Satz 8.2.1 l


























are es nun irgendwie m

oglich, auf diesen Dipol-Homologiemengen jeweils








ein Gruppenhomomorphismus ist, w
















besitzt, die somit ungleich  w

are, was einen Widerspruch lieferte.
Damit ist zwar nicht klar, ob es allgemeinere Gruppenstrukturen als solche auf diesen
Homologiemengen geben k

onnte. Aber das Beispiel l

at dies eher unwahrscheinlich an-
muten.







) spricht auch die geringe
Wahrscheinlichkeit der Existenz universeller Naturkonstanten, die nur abh

angig von der













dere zu jeder v-#Z















aren die Dipol-Homologien der Z

ahmungssysteme abelsche Gruppen!




In der Arbeit ist nur die absolute Homologie f

















setzt. Bei allgemeinen projektiven topologischen
Systemen ist diese Methode wegen der fehlenden Pushouteigenschaft von Top

jedoch
nicht anwendbar. Auerdem ist der Begri eines Untersystems in Top

nicht klar, so
da i.w. nur folgendes Verfahren in Frage kommt, das auch in Top zu einer alternativen
Denition der relativen Homologie f

uhrt:
Sei i : A! X eine stetige Abbildung, f






aren n-Zykel seien Tripel (P; f;

f), die aus einem orientierten, berandeten
n-Zykel P , einer stetigen Abbildung f : P ! X und einer stetigen Abbildung

f : @P ! A
mit i 
















Disjunkte Vereinigung und Orientierungsumkehrung versehen die Menge solcher sin-
gul

aren n-Zykel mit einer involutiven Monoidstruktur, so da nur noch der Untermonoid
der nullhomologen Zykel deniert werden mu: ein singul

ares n-Zykel (P; f;

f) sei null-
homolog, wenn ein orientiertes, berandetes (n + 1)-Zykel M mit @M = P [W existiert,
wobei W ein berandetes n-Zykel sei mit W \ P = @P = @W , sowie stetige Abbildungen
F : M ! X und

F : W ! A mit F j
P
= f und i 

F = F j
W
.
Dies ist eine Denition, die nur den Begri der stetigen Abbildung verwendet und sich





- und Dipol-Homologie mit der gleichen
Begr
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8.3.6 Faserungssubstitute in Top

?
Im Hinblick auf die surjektive Klassikation gelifteter etale-PL-Gruppoid-Strukturen aus
Satz 8.2.1 mittels Lifthomotopieklassen w









at sich das Standardverfahren f

ur Top nicht so ohne weiteres auf Top


ubertragen. Aber die Z
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Aber selbst wenn Faserungssubstitute in Top






der\ Faser einer Top

-Serre-Faserung. Weitere Forschung wird sicherlich











in Top heit dies, da jede stetige Abbildung bis auf Homotopie
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ubertragen. Wie auch immer die Antwort lauten mag, auf jeden Fall ist es nicht sinn-
voll, diese Eigenschaften aus der internen Beschaenheit von P

? herzuleiten. Stattdessen
ist es sinnvoller, sich auf
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ten, die sich rein mit stetigen Abbildungen Q! B




























genannt, die sich aus der Additivit

at der v-#zahmen Standardstrukturen ergibt.
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