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Work fluctuation and total entropy production play crucial roles in small thermodynamic sys-
tems subject to large thermal fluctuations. We investigate a trade-off relation between them in a
nonequilibrium situation in which a system starts from an arbitrary nonequilibrium state. We apply
the variational method to study this problem and find a stationary solution against variations over
protocols that describe the time dependence of the Hamiltonian of the system. Using the stationary
solution, we find the minimum of the total entropy production for a given amount of work fluctua-
tion. An explicit protocol that achieves this is constructed from an adiabatic process followed by a
quasi-static process. The obtained results suggest how one can control the nonequilibrium dynamics
of the system while suppressing its work fluctuation and total entropy production.
I. INTRODUCTION
Recent developments in thermodynamics of small sys-
tems based on information theoretic concepts allow one
to formulate the second law of thermodynamics for ar-
bitrary nonequilibrium initial and final states and un-
der measurement and feedback control [1–5]. By using
nonequilibrium free energies [2, 3], we can quantify the
extractable work from information heat engines [6–12],
the thermodynamic cost of information erasure [13, 14]
and that of a nonequilibrium thermodynamic task [3]
in a unified manner. Applications of fluctuation theo-
rems [15–19] and stochastic thermodynamics [20, 21] to
these general nonequilibrium situations have been made
and they provide a method to construct a protocol that
reduces the entropy production during nonequilibrium
processes [3, 4].
Experimental advances, on the other hand, allow us
to manipulate the microscopic degrees of freedom of
small fluctuating systems. The Szilard engine and Lan-
dauer’s information erasure have been demonstrated us-
ing a single-electron box [22, 23] and a colloidal parti-
cle [24–27]. Because the amount of work fluctuation is
not negligible in mesoscopic and nano systems, much ef-
fort has been devoted to suppress excitations and work
fluctuation during the nonequilibrium dynamics, thereby
allowing us to obtain a faster convergence of the Jarzyn-
ski equality and an increase in the output power of heat
engines [28–30]. Meanwhile, the study of single-shot sta-
tistical mechanics has attracted much attention recently
which applies the one-shot information theory [31] to
thermodynamics, thereby extracting useful information
on the work from a single trial of the experiment [32–
40]. In particular, a protocol with vanishing work fluc-
tuation (deterministic work extraction protocol) [32, 33]
and the upper bound of the unaveraged work cost (worst-
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case work) [38, 40] have been studied. The bounds on
the work cost that can be derived from the deterministic
work extraction protocol [32, 33] give severe constraints
on the work compared with those of the conventional
second law of thermodynamics. The basic settings to
derive fluctuation theorems and the deterministic work
extraction protocol are different in general, and several
studies discuss the link between them [32, 39–41]. In
Ref. [41], two of the present authors discuss a protocol
which reduces both work fluctuation and total entropy
production as much as possible in small thermodynamic
systems. However, an implicit assumption made in that
paper to derive the work fluctuation-dissipation trade-off
relation turns out to be valid only for some specific range
of the initial states as detailed in Appendix B. Recently,
the stochastic uncertainty relation which relates the fluc-
tuation in a current and the dissipation rate has been
investigated [42–44]. Deriving some trade-off relations
between fluctuation and dissipation in various nonequi-
librium situations should attract considerable interest in
stochastic thermodynamics.
In this paper, we remove the assumption made in
Ref. [41] and derive a rigorous trade-off relation between
the work fluctuation and the total entropy production in
nonequilibrium processes for arbitrary initial states. We
derive the minimum of the total entropy production for a
given work fluctuation. An explicit protocol that achieves
the minimum total entropy production is presented, giv-
ing us an efficient way of transforming a nonequilibrium
state into a thermalized state by suppressing both work
fluctuation and total entropy production as much as pos-
sible. The thermodynamically reversible protocol is re-
produced in the limit of vanishing total entropy produc-
tion. We derive the detailed fluctuation theorem for the
single-shot setting, and show that the deterministic work
extraction protocol is obtained in the limit of vanishing
work fluctuation.
This paper is organized as follows. In Sec. II, we de-
scribe the system discussed in this paper and the assump-
tions made to derive the main results. In Sec. III, we
2apply the variational method to obtain the stationary so-
lution. An explicit protocol that gives the stationary so-
lution is given. In Sec. IV, we derive the minimum of the
total entropy production for a given work fluctuation by
using the obtained stationary solution, which is the main
result of this paper. In Sec. V, we take the limit of vanish-
ing total entropy production and that of vanishing work
fluctuation, and show that the deterministic work ex-
traction protocol and the thermodynamically reversible
protocol are reproduced. We summarize the main results
of this paper in Sec. VI. In Appendix A, we derive the
detailed fluctuation theorem for the dynamics of the sys-
tem described by the thermal operation, and derive the
deterministic work extraction protocol on the basis of the
detailed fluctuation theorem. In Appendix B, we com-
pare our main results with those obtained in Ref. [41]. In
particular, we discuss a class of initial states such that
the trade-off relation derived in Ref. [41] gives numerical
values close to those obtained in this paper.
II. SETUP
We consider a situation in which the Hamiltonian
of the system is externally driven according to a pro-
tocol λi := λ(ti) and consider discrete times t ∈
{t0, t1, · · · , tN}. We note that once we specify a proto-
col {λi}, the Hamiltonian of the system Hλi and thus
the energy eigenvalues {Eλi(yi)} are specified for the
entire process. Here, we assume that the system inter-
acts with a single heat bath whose inverse temperature is
β. Suppose that the initial and final Hamiltonians (Hλ0
and HλN ) are fixed, and that the initial and final states
are given by pini(x0) and p
can
λN
(xN ), respectively. Here,
the initial state is an arbitrary nonequilibrium distribu-
tion but the final state is assumed to be given by the
canonical distribution, to disregard the nonequilibrium-
ness of the final state which leads to a reduction in the
extractable work. By this assumption, we focus on the
effect of the nonequilibriumness of the initial state and
discuss the optimal extractable work (which is equiva-
lent to the minimal total entropy production as can be
checked by comparing Eqs. (11) and (12) below) for a
given work fluctuation. We assume that the dynamics of
the system satisfies the detailed fluctuation theorem [17]
in Eq. (10). It can be derived for the classical stochas-
tic dynamics [21], isolated quantum systems [45, 46] and
open quantum systems [47–50]. For quantum systems,
we assume that the initial state does not have coherence
between energy eigenstates.
A. Classical stochastic dynamics
We first consider a classical Markovian dynamics de-
scribed by the master equation. We consider a discrete
time evolution and denote the discretized trajectory of
the system as Γ = {x0, x1, · · · , xN}, where xi’s denote the
configuration points of the system at time ti. Then, the
system evolves in time according to the following master
equation:
p(xi+1) =
∑
xi
p(xi)p(xi → xi+1|Hλi+1), (1)
where p(xi) is the probability of the system being found
at xi and p(xi → xi+1|Hλi+1) gives the transition proba-
bility of the state from xi to xi+1 when the Hamiltonian
of the system is given by Hλi+1 . Note that the transi-
tion probability satisfies the following normalization con-
dition:
1 =
∑
xi+1
p(xi → xi+1|Hλi+1). (2)
We consider the following trajectory Γ of the system
and the associated change of the Hamiltonian:
(Hλ0 , x0)→ (Hλ1 , x0)→ (Hλ1 , x1)→ (Hλ2 , x1)
→ (Hλ2 , x2)→ · · · → (HλN , xN−1)→ (HλN , xN ). (3)
Here, each time step is separated into the controlling
substep (Hλi , xi) → (Hλi+1 , xi) in which the Hamilto-
nian is changed and the relaxation substep (Hλi+1 , xi)→
(Hλi+1 , xi+1) in which the state is changed by Eq. (1).
The forward probability distribution P [Γ] that realizes
the trajectory (3) is given by
P [Γ] := pini(x0)
N−1∏
i=0
p(xi → xi+1|Hλi+1). (4)
The amount of work that can be extracted from the sys-
tem is defined as the energy loss of the system when its
Hamiltonian is changed:
W [Γ] := −
N−1∑
i=0
[
Eλi+1(xi)− Eλi(xi)
]
. (5)
The heat absorbed by the system is defined as the energy
gain of the system via the interaction with the bath when
the Hamiltonian of the system is fixed:
Q[Γ] :=
N−1∑
i=0
[
Eλi+1(xi+1)− Eλi+1(xi)
]
. (6)
Since the total energy is conserved during the relax-
ation process, Eq. (6) is equal to the energy loss of the
heat bath. Here, we note that the change in the to-
tal energy of the system can be decomposed into W [Γ]
and Q[Γ]: EλN (xN ) − Eλ0(x0) = Q[Γ] − W [Γ]. The
total entropy production is defined as the sum of the
Shannon-entropy difference of the system ∆s[x0, xN ] :=
ln pini(x0)− ln p
can
λN
(xN ) and the energy absorbed by the
heat bath −Q[Γ] multiplied by the inverse temperature
β:
σ[Γ] := ∆s[x0, xN ]− βQ[Γ]. (7)
3Next, we require that the transition rates satisfy the
detailed balance relation:
p(xi → xi+1|Hλi+1)
p(xi+1 → xi|Hλi+1)
= e−β(Eλi+1(xi+1)−Eλi+1(xi)). (8)
This relation is usually assumed in stochastic thermo-
dynamics to ensure that the system approaches ther-
mal equilibrium when the Hamiltonian of the system is
fixed [3, 21].
We now introduce the backward process by taking the
time-reversal of the protocol {λi}. We take the initial
state of the backward process as pcanλN (xN ) and let the sys-
tem evolve in time according to the time-reversed proto-
col λ˜i = λN+1−i. We denote the time-reversed trajectory
by Γ† = {x˜0, x˜1, · · · , x˜N}, where x˜i = xN−i. Then, the
probability of a backward trajectory Γ† being obtained
is given by
P˜ [Γ†] := pcan
λ˜0
(x˜0)
N−1∏
i=0
p(x˜i → x˜i+1|Hλ˜i+1)
= pcanλN (xN )
N∏
i=1
p(xN+1−i → xN−i|HλN+1−i). (9)
If we take the ratio of the forward probability distribu-
tion to the backward probability distribution and use the
detailed balance condition (8), we obtain the detailed
fluctuation theorem [17]:
P [Γ]
P˜ [Γ†]
= eσ[Γ]. (10)
B. Total entropy production and work fluctuation
By using the detailed fluctuation theorem, the total
entropy production can be expressed as the Kullback-
Leibler divergence [52] D(p||q) :=
∑
i pi ln
pi
qi
between the
forward process and the backward process:
〈σ〉 =
∑
Γ
P [Γ] ln
P [Γ]
P˜ [Γ†]
= D(P ||P˜ ). (11)
The extractable work can be expressed in terms of the
forward and backward probability distributions as
W [Γ] = β−1
(
∆s[x0, xN ]− σ[Γ]
)
+ Eλ0(x0)− EλN (xN )
= −β−1 ln
P [Γ]pcanλ0 (x0)
P˜ [Γ†]pini(x0)
+ Fλ0 − FλN , (12)
where pcanλ0 (x0) = exp(−β(Eλ0 (x0) − Fλ0)), p
can
λN
(xN ) =
exp(−β(EλN (xN )−FλN )), and Fλi ’s are the equilibrium
free energies calculated from Hλi ’s. By using Eq. (12),
the amount of work fluctuation is given by
Var[W ] = β−2
[∑
Γ
P [Γ]
(
ln
P [Γ]pcanλ0 (x0)
P˜ [Γ†]pini(x0)
)2
−
(∑
Γ
P [Γ] ln
P [Γ]pcanλ0 (x0)
P˜ [Γ†]pini(x0)
)2]
. (13)
Here, we use the fact that the constant Fλ0 − FλN does
not contribute to the variance.
III. VARIATIONAL ANALYSIS OF THE
RELATION BETWEEN WORK FLUCTUATION
AND TOTAL ENTROPY PRODUCTION
We seek for the minimum of the total entropy produc-
tion 〈σ〉 for a given work fluctuation
Var[W ] = ∆2W (= const.) (14)
by varying the protocol {λi}, which is equivalent to vary-
ing the intermediate energy eigenvalues {Eλi(yi)}. Note
that the total entropy production and the work fluctu-
ation depend on {Eλi(xi), Eλi(xi−1)} for the classical
stochastic dynamics discussed in Sec. II A.
A. Variational method
We use the method of Lagrange multipliers and intro-
duce the following Lagrange function:
S := 〈σ〉 + γ1
(
β2Var[W ]− β2∆2W
)
+ γ2
(∑
Γ
P [Γ]− 1
)
+ γ3
(∑
Γ
P˜ [Γ†]− 1
)
, (15)
where 〈σ〉 and Var[W ] are given by Eqs. (11) and (13),
respectively. Also, γ1, γ2 and γ3 are the Lagrange multi-
pliers that guarantee the following constraints:
∂S
∂γ1
= 0 ⇒ Var[W ] = ∆2W , (16)
∂S
∂γ2
= 0 ⇒
∑
Γ
P [Γ] = 1, (17)
∂S
∂γ3
= 0 ⇒
∑
Γ
P˜ [Γ†] = 1. (18)
The stationary solutions are obtained by varying S with
respect to {Eλi(yi)}:
δS
δEλi(yi)
= 0 for ∀Eλi (yi). (19)
B. Stationary solutions
As we show at the end of Sec. III C, Eq. (19) is satisfied
by the solution to the following equation:
δS
δP˜ [Γ†]
= 0 for ∀Γ. (20)
4In the following, we obtain the stationary solution by first
substituting Eq. (15) into Eq. (20) and obtain
1
2γ1
δS
δP˜ [Γ†]
= −
P [Γ]
P˜ [Γ†]
[
ln
P [Γ]pcanλ0 (x0)
P˜ [Γ†]pini(x0)
+ C
]
+D = 0,
(21)
where we define the following two parameters
C :=
1
2γ1
−
∑
Γ
P [Γ] ln
P [Γ]pcanλ0 (x0)
P˜ [Γ†]pini(x0)
, (22)
D :=
γ3
2γ1
. (23)
We can further simplify Eq. (21) as
D
P˜ [Γ†]
P [Γ]
exp
(
D
P˜ [Γ†]
P [Γ]
)
= DeC
pcanλ0 (x0)
pini(x0)
for ∀Γ. (24)
The relevant stationary solution of our interest is the
one which connects Var[W ] = 0 and 〈σ〉 = 0 obtained
from the deterministic work extraction protocol and the
thermodynamically reversible protocol. It is given by
D
P˜ [Γ†]
P [Γ]
=W0
(
DeC
pcanλ0 (x0)
pini(x0)
)
, (25)
with 0 ≤ D ≤ ∞ (see Fig. 1). In Eq. (25), we use the
upper branch of the Lambert W function (W0 ≥ −1)
which is defined as W0(z) = w ⇐⇒ z = we
w [53].
We note that the parameters C and D should be
determined so that the solution (25) satisfies the con-
straints (16), (17) and (18) in the following way. We
rewrite the stationary solution (25) into the following
form:
P˜ [Γ†] = P [Γ|x0]q(x0), (26)
where
q(x0) :=
1
D
pini(x0)W0
(
DeC
pcanλ0 (x0)
pini(x0)
)
, (27)
and we define the conditional forward probability distri-
bution as P [Γ|x0] := P [Γ]/pini(x0). By substituting the
solution (26) into the normalization condition (18), we
obtain
1 =
∑
Γ
P˜ [Γ†] =
∑
Γ
P [Γ|x0]q(x0) =
∑
x0
q(x0), (28)
where we use Eq. (2), i.e.,
∑
x1,x2,···,xN
P [Γ|x0] = 1, in
deriving the last equality in Eq. (28). From Eq. (28),
either C or D is fixed and from the constraint Var[W ] =
∆2W , the other parameter is determined. By determining
C andD in this way, Eq. (26) give the stationary solution
to Eq. (20).
FIG. 1. Normalized total entropy production versus nor-
malized work fluctuation plotted along the stationary so-
lution (25). Here, ∆D(pini||p
can
λ0
) := D(pini||p
can
λ0
) −
D0(pini||p
can
λ0
), with D0 defined in Eq. (47) (see also Eq. (49))
and Fλ0(x0) is the nonequilibrium free energy (44). The green
curve gives the lower bound of the total entropy production
for a given work fluctuation, thereby showing the boundary of
the trade-off relation between work fluctuation and the total
entropy production (see Sec. IV). The two blue dots at both
ends of the curve show the values of (Var[W ], 〈σ〉) obtained
from the deterministic work extraction protocol (49) and the
thermodynamically reversible protocol (43).
FIG. 2. Protocol achieving the stationary solution (26). A
change in the state of the system is shown vertically and a
change in the Hamiltonian of the system is shown horizon-
tally. The forward protocol consists of an adiabatic process
followed by a quasi-static process. Here, by the quasi-static
process, we mean that a change in the Hamiltonian of the
system is slow compared with the relaxation of the system
via the interaction with the heat bath. At the beginning of
the quasi-static process, the state of the system changes from
pini to a thermalized state q given in Eq. (27). In (q,Hq),
Hq represents the Hamiltonian whose canonical distribution
is q. The backward protocol consists of a quasi-static process
followed by an adiabatic process. Because the total entropy
production of the forward process is nonvanishing, the final
state of the backward process q differs from the initial state
of the forward process.
5C. Explicit protocol that satisfies the stationary
condition (20)
Now let us consider a protocol {λi} that gives the sta-
tionary solution (26). Before deriving the explicit proto-
col, we briefly explain the themodynamically reversible
protocol for nonequilibrium initial and final states, i.e.,
the protocol achieving 〈σ〉 = 0. Let us denote the for-
ward and backward probability distributions as P ′[Γ] and
P˜ ′[Γ†], respectively. The condition P ′[Γ] = P˜ ′[Γ†] for ∀Γ
is satisfied if and only if the protocol is given by the
thermodynamically reversible protocol. As discussed in
Refs. [1, 3], this protocol can be constructed from the
combination of a quench of the Hamiltonian with a quasi-
static process.
If we regard Eq. (26) as a condition on the backward
protocol, i.e., P ′[Γ] = P˜ [Γ†] and P˜ ′[Γ†] = P [Γ|x0]q(x0),
we find that Eq. (26) is equivalent to the condition that
the backward process is given by a thermodynamically
reversible protocol that starts from pcanλN (xN ) and ends at
q(x0). If we denote Hq as a Hamiltonian whose canoni-
cal distribution with the inverse temperature β is equal
to q, the thermodynamically reversible protocol of the
backward process is given as follows (see also Fig. 2):
1˜. Quasi-statically change the Hamiltonian from HλN
to Hq. Then, the state of the system changes from
pcanλN (xN ) to q(x0).
2˜. Adiabatically change the Hamiltonian from Hq to
Hλ0 . Note that the probability distribution of the
system q(x0) does not change during this process.
The adiabatic change of the Hamiltonian is possible if
we consider either a classical system or a quantum sys-
tem such that Hq and Hλ0 commute with each other. In
this case, we can realize an adiabatic process by a sud-
den quench of the Hamiltonian. If Hq and Hλ0 do not
commute with each other, we need to keep the system de-
tached from the heat bath and change the Hamiltonian
slowly so that the quantum adiabatic theorem holds.
The quasi-static process keeps the total entropy pro-
duction vanishing. The adiabatic process neither changes
the Shannon entropy of the system nor generates heat.
The total entropy production during the above backward
protocol vanishes and a thermodynamically reversible
protocol for the backward process is obtained. We can
also derive the forward protocol from the time-reversal
of the backward protocol as follows (see also Fig. 2):
1. Adiabatically change the Hamiltonian from Hλ0 to
Hq.
2. Quasi-statically change the Hamiltonian from Hq
to HλN . Note that we change the Hamiltonian suf-
ficiently slow so that the state of the system equili-
brates at every step. Thus, the state of the system
first changes from pini(x0) to q(x0) via thermaliza-
tion and then isothermally changes to pcanλN (xN ).
Next, let us derive explicit forms of the forward and
backward probability distributions. Because an adiabatic
process does not change the distribution of the system,
and a quasi-static process gives the final state which is
equal to the canonical distribution no matter what the
initial state of the system is, the forward probability dis-
tribution is given by
P [Γ] = pini(x0)p
can
λN
(xN ), (29)
and the backward probability distribution is given by
P˜ [Γ†] = pcanλN (xN )q(x0). (30)
Here, we note thatHλ1 = Hq and the quasi-static process
of the backward process ends at t˜ = t˜N−1(= t1) with
the corresponding canonical distribution q(x0). We also
note that EλN (xN ) is fixed. Therefore, P [Γ] does not
depend on any {Eλi(yi)}, and P˜ [Γ
†] depends only on
Eλ1(x0) = Eq(x0).
From the above argument, we find that
δS
δP˜ [Γ†]
= 0 ⇒
δP [Γ]
δEλi (yi)
= 0 for ∀Eλi(yi). (31)
By noting that S is a functional of {Eλi(yi)} through its
dependences on P [Γ] and P˜ [Γ†], Eq. (31) can be used to
show that Eq. (19) is satisfied by the stationary solutions
obtained from Eq. (20).
IV. PROOF OF THE TRADE-OFF RELATION
BETWEEN WORK FLUCTUATION AND THE
TOTAL ENTROPY PRODUCTION
In this section, we show that the stationary solu-
tion (26) gives the global minimum of the work fluctu-
ation for a given total entropy production. We use this
stationary solution and denote the total entropy produc-
tion 〈σ〉 as
Σ :=
∑
x0
pini(x0) ln
pini(x0)
q(x0)
, (32)
and the work fluctuation Var[βW ] as
β2∆2W :=
∑
x0
pini(x0)
[
ln
pcanλ0 (x0)
q(x0)
]2
−
(∑
x0
pini(x0) ln
pcanλ0 (x0)
q(x0)
)2
. (33)
Note that Eqs. (32) and (33) are shown by the green solid
curve in Fig. 1.
Now we consider an arbitrary protocol and denote its
forward and backward probabilities as P [Γ] and P˜ [Γ†],
respectively. Let us divide the total entropy production
of an arbitrary protocol into two parts:
σ[Γ] = ln
P [Γ]
P˜ [Γ†]
= σq(x0) + ∆σ[Γ], (34)
6where
σq(x0) = ln
pini(x0)
q(x0)
, ∆σ[Γ] = ln
Pq[Γ]
P˜ [Γ†]
. (35)
Note that Pq[Γ] := P [Γ|x0]q(x0) is normalized to unity as
can be seen from Eq. (28). We use Eq. (34) to calculate
〈σ〉 as
〈σ〉 = Σ+ 〈∆σ〉 . (36)
In what follows, we derive the global minimum of the
work fluctuation for a given total entropy production
〈σ〉 = Σ. Then, we have 〈∆σ〉 = 0 from Eq. (36), and
Var[βW ] takes the form
Var[βW ] = Var
[
ln
pcanλ0
q
+∆σ
]
= β2∆2W + 2
〈
∆σ ln
pcanλ0
q
〉
+
〈
(∆σ)2
〉
, (37)
By using the relation eW0(z) = z
W0(z)
, we have
2
〈
∆σ ln
pcanλ0
q
〉
= 2D
∑
Γ
Pq[Γ]∆σ[Γ] ≥ 0, (38)
where the last inequality results from D ≥ 0 and the non-
negativity of the Kullback-Leibler divergence between
Pq[Γ] and P˜ [Γ
†] [52]:
D(Pq ||P˜ ) =
∑
Γ
Pq[Γ]∆σ[Γ] ≥ 0. (39)
Finally, we combine Eqs. (37) and (38) and use〈
(∆σ)2
〉
≥ 0 to obtain
Var[W ]−∆2W ≥ 0. (40)
We have shown that the stationary solution (27) gives
the minimum of the work fluctuation for a given total
entropy production, and the lower bound is shown by
the green solid curve in Fig. 1.
We can also consider the minimum value of 〈σ〉 for
a given (constant) work fluctuation Var[W ] = ∆2W in a
manner similar to the derivation of Eq. (40). The result
is equivalent to Eq. (40); Eq. (27) gives the minimum
value of 〈σ〉 for a given Var[W ].
The equality in (40) is satisfied if and only if ∆σ[Γ] = 0
for ∀Γ, which is equivalent to the stationary solution (26).
Therefore, the lower bound of the total entropy produc-
tion for a given work fluctuation, depicted by the green
solid curve in Fig. 1, is achieved if and only if the protocol
is the one shown in Fig. 2.
V. SOME SPECIAL POINTS OF THE
TRADE-OFF RELATION
In this section, we consider some special points of the
stationary solution, namely the limit of vanishing total
entropy production (D →∞) and that of vanishing work
fluctuation (D → 0). Then, we compare those special
points with the previously obtained results for the ther-
modynamically reversible protocol [1, 3–5] and the deter-
ministic work extraction protocol [32, 33] .
A. Thermodynamically reversible protocol
For D =∞, we can use the asymptotic form of W0 for
large values of z: W0(z) = ln(z) − ln ln(z) + · · ·. Let us
consider the normalization condition of q(x0) by expand-
ing W0 up to the most divergent term:
1 =
∑
x0
q(x0) =
C
D
+O
(
lnD
D
)
. (41)
Then, using Eq. (27), we obtain
q(x0) = pini(x0) for D =∞. (42)
From Eqs. (32) and (33), we find that the total entropy
production vanishes; however, the amount of work fluc-
tuation remains nonvanishing:
〈σ〉 = 0, Var[W ] = Var[Fλ0 ], (43)
where
Fλ0(x0) := Fλ0 + kT ln
pini(x0)
pcanλ0 (x0)
(44)
is the initial nonequilibrium free energy [2, 3], which
quantifies the maximum value of the average extractable
work if the system is initially prepared in a nonequilib-
rium state. Note that the maximum value is achieved in
this case:
〈W 〉 = 〈Fλ0〉 − FλN , (45)
and the protocol (i) and (ii) given in Sec. III C reproduces
the thermodynamically reversible protocol discussed in
Ref [18].
B. Deterministic work extraction protocol
If D = 0, the Taylor expansion of W0 around 0 gives
W0(z) = z − z
2 + · · ·. From Eq. (27), we obtain
q(x0) = p
can
λ0
(x0)e
C +O(D). (46)
We note that the support of q(x0) is the same as that
of pini(x0). By defining X as a set of labels corre-
sponding to the nonvanishing initial probabilities, i.e.,
X = {x|pini(x0) > 0}, the normalization condition (28)
determines C = D0(pini||p
can
λ0
), where
D0(pini||p
can
λ0
) = − ln
∑
x0∈X
pcanλ0 (x0) (47)
7is the Renyi-zero divergence [54]. We then obtain
q(x0) :=
{
pcanλ0 (x0)e
D0(pini||p
can
λ0
) for x0 ∈ X ;
0 for x0 6∈ X,
(48)
for D = 0. Substituting Eq. (48) into Eqs. (32) and (33),
we have
〈σ〉 = D(pini||p
can
λ0
)−D0(pini||p
can
λ0
), Var[W ] = 0. (49)
Since the work fluctuation vanishes, the extractable work
does not fluctuate and is given by
W [Γ] = kTD0(pini||p
can
λ0
) + Fλ0 − FλN . (50)
Let us define a HamiltonianH∗λ0 which gives the canon-
ical distribution (48) as follows:
H∗λ0 :=
∑
x0∈X
Eλ0(x0) |Eλ0 (x0)〉 〈Eλ0(x0)|
+
∑
x0 6∈X
V |Eλ0(x0)〉 〈Eλ0(x0)| , V →∞. (51)
Then, Hq = H
∗
λ0
and the protocol achieving Eq. (48) is
given as follows: (i) Adiabatically change the Hamilto-
nian from Hλ0 to H
∗
λ0
. (ii) Quasi-statically change the
Hamiltonian from H∗λ0 to HλN . Note that at the begin-
ning of (ii), the state of the system is thermalized and is
given by Eq. (48). Note that the kTD0(pini||p
can
λ0
) term
in the extractable work (50) is equal to the increased
equilibrium free energy of the system via the adiabatic
change of the Hamiltonian:
kTD0(pini||p
can
λ0
) = F ∗λ0 − Fλ0 , (52)
where F ∗λ0 := −β
−1 lnTr exp(−βH∗λ0). The protocol (i)
and (ii) reproduces the deterministic work extraction pro-
tocol discussed in Ref. [32] by changing the energy levels
of the system and by attaching a heat bath to the sys-
tem. In Appendix A3, we consider the setups used in the
single-shot statistical mechanics and reproduce the deter-
ministic work extraction protocol discussed in Ref. [33].
VI. CONCLUSION
We have studied the minimum of the total entropy
production for a given work fluctuation. By applying the
variational method, we have obtained the stationary so-
lution (26). From the analysis performed in Sec. IV, the
solution (26) is found to give the minimum of the total
entropy production for a given work fluctuation in the re-
gion expressed by the green curve in Fig. 1. The protocol
which achieves the minimum is shown to be constructed
from an adiabatic process and a quasi-static process, as
shown in Fig. 2. The obtained protocol describes an ef-
ficient way of transforming a nonequilibrium initial state
to a thermalized state, thereby suppressing both work
fluctuation and total entropy production. In particular,
we have discussed two special ways of approaching equi-
librium; one discussed in Sec. VB allows the system to
achieve the limit of vanishing work fluctuation, and the
other discussed in Sec. VA adiabatically transforms the
system to achieve the limit of vanishing total entropy
production. Below, we summarize and discuss some out-
standing issues and outlooks.
We have considered the variational problem (19) with
respect to the protocol {λi}. In Sec. III B, we have shown
that Eq. (19) is satisfied by the stationary solution to the
variation of the Lagrange function with the backward
probability distribution. However, we have found that
if we consider a variation with respect to the forward
probability distribution, the stationary solution does not
satisfy Eq. (19). The origin of this asymmetry between
the forward and backward probability distributions in the
variational problem deserves further clarification.
In Sec. III C, we have used the detailed fluctuation the-
orem and the thermodynamic reversibility of the back-
ward protocol and obtained an explicit protocol that sat-
isfies the stationary solutions. This method of obtain-
ing the protocol of the system can be applied to other
problems. For instance, if we place constraints on the
extractable work and the total entropy production as
ασ[Γ] − (1 − α)βW [Γ] = const., we obtain the protocol
discussed in Ref. [41], which minimizes the sum of the
standard deviation of work and that of the total entropy
production.
We have not considered an optimization of the protocol
in a finite time, which has gathered considerable interest
in recent years [55–57]. It is challenging to extend the
obtained work-fluctuation dissipation trade-off relation
to such finite-time optimization.
We have considered the settings used in the single-shot
statistical mechanics and derived the detailed fluctuation
theorem in Appendix A. This analysis together with the
reproduced deterministic work extraction protocol from
the obtained trade-off relation helps us gain deeper un-
derstanding of the relations between different approaches
to thermodynamics in small systems such as the fluctu-
ation theorems and the single-shot statistical mechanics.
We note that in Ref. [58], the authors investigated a con-
nection between the deterministic work extraction proto-
col and the second law of thermodynamics by examining
the amount of average work subject to constraints on the
difference between the stochastic work and the average
work.
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Appendix A: Thermal operations and the detailed
fluctuation theorem
Usual setups in the single-shot statistical mechan-
ics [33] are different from the setups used in stochastic
thermodynamics and fluctuation theorems [21]. Here we
discuss how the above two setups are related so that we
can compare the vanishing work fluctuation limit of the
obtained trade-off relation based on the detailed fluctu-
ation theorem with the single-shot statistical mechanics.
We first derive the detailed fluctuation theorem using
a setting similar to that used in Ref. [33], that is, the
thermal operation. Then we reproduce the determinis-
tic work extraction protocol on the basis of the obtained
trade-off relation.
1. Thermal operations
In this section, we review the thermal operation which
is used in Ref. [33] to derive the deterministic work ex-
traction protocol. From the experimental point of view,
the thermal operation models a state transformation of
a system interacting with a single heat bath under the
assumption that an arbitrary control on the system-bath
coupling is possible.
Let us assume that the initial state of the system does
not have coherence in the energy eigenbasis. We follow
Ref. [33] and treat the external driving of the Hamilto-
nian as an effective dynamics of a fixed Hamiltonian of
a larger system CSW explained as follows. Here, the i-
th step of the protocol changes the Hamiltonian of the
system as Hλi → Hλi+1 (modeled by the larger system
CSW ) followed by the relaxation of the system in con-
tact with the heat bath B. We introduce a qubit system
C which switches the Hamiltonian of the system S be-
tween Hλi and Hλi+1 depending on the state of the qubit
|0〉C or |1〉C . We also introduce the work storage system
W which stores the work extracted from the system and
define its Hamiltonian as HW :=
∑
w w |w〉 〈w|W . Note
that if we only focus on the deterministic work extraction
protocol, it is enough to take a qubit system as the work
storage [33]. In the present setup, we allow fluctuations
in the extracted work. Then the total Hamiltonian of the
composite system CSW reads
Htot := |0〉 〈0|C ⊗Hλi + |1〉 〈1|C ⊗Hλi+1 +HW . (A1)
We model a general state transformation of the system
due to the interaction with the heat bath by applying
an arbitrary total-energy conserving unitary operator on
the total system including the heat bath B, and take the
partial trace over B:
Ethermal(ρ) := TrB
[
U
(
ρ⊗ ρBcan
)
U †
]
. (A2)
Here ρBcan = exp(−βH
B)/ZB and H
B are the canonical
distribution and the Hamiltonian of the heat bath, re-
spectively, and U is an arbitrary unitary operator that
satisfies
[U,Htot +HB] = 0. (A3)
However, U is not limited to the form of exp(−i(Htot +
HB)t) which describes the time evolution of an iso-
lated quantum system. Implementing the thermal op-
eration (A2) in an experiment is challenging because it
generally requires a detailed control of the interaction
between the system and the heat bath. However, from
a theoretical point of view, Eq. (A2) can be used to
search for a boundary on the allowed state transforma-
tion of the system set by thermodynamics in an extreme
situation such that we have an unlimited control over
the system-bath interaction. To study this boundary,
thermo-majorization is introduced in Ref. [33] which es-
tablishes a quasiorder ≻th on the density matrix of the
system, giving an “ordering” with respect to the canoni-
cal distribution of the system. To define this quasiorder
ρ ≻th σ, let us denote the diagonal element of ρ and that
of σ as ρ(x) and σ(x), respectively. We rearrange the
label x according to the following order:
ρ(1)
e−βE(1)/Z
≥
ρ(2)
e−βE(2)/Z
≥
ρ(3)
e−βE(3)/Z
≥ · · · . (A4)
Then, we plot the Lorenz curve denoted as ( e
−βH
Z
, ρ) in
the (X,Y ) plane as in Fig. 3 in which each point is given
by
{(
e−βE(1)
Z
, ρ(1)
)
,
(
2∑
i=1
e−βE(i)
Z
,
2∑
i=1
ρ(i)
)
,
(
3∑
i=1
e−βE(i)
Z
,
3∑
i=1
ρ(i)
)
, · · · , (1, 1)
}
. (A5)
Note that the ordering (A4) ensures that the curve (A5)
is convex. If the Lorenz curve ( e
−βH
Z
, σ) is below
( e
−βH
Z
, ρ), we say ρ thermo-majorizes σ and write as
ρ ≻th σ [51]. An important property is of thermo-
majorization is that ρ ≻th ρ
can holds for any ρ and
ρcan := exp(−βHtot)/Z. Therefore, all states thermo-
majorize the canonical distribution. It has been shown
in Ref. [33] that if [ρ,Htot] = [σ,Htot] = 0, ρ can be
transformed into σ via a thermal operation if and only if
ρ ≻th σ. Note that the canonical distribution is a fixed
point of the thermal operation, i.e., Ethermal(ρ
can) = ρcan.
9FIG. 3. Lorenz curve and the thermo-majorization crite-
rion. The Lorenz curve shows a nonuniformity of the state
of the system with respect to the canonical distribution, and
gives a graphical representation of the quasiordering ≻th,
i.e., the thermomajorization. We plot {
∑k
i=1
e−βE(i)
Z
} and
{
∑k
i=1
p(i)} in the (X,Y ) plane, where the curve p = ρ is
shown by the orange curve, p = σ by the green dotted curve
and p = ρcan =
e−βH
Z
by the black dashed line. The thermo-
majorization criterion tells us that the state ρ can be trans-
formed into σ via a thermal operation if the Lorenz curve
(σ, e
−βH
Z
) is below that ot (ρ, e
−βH
Z
). Here, the Lorenz curves
are plotted for ρ and σ having the same rearranged orderings
as in Eq. (A4).
2. Derivation of the detailed fluctuation theorem
We use the Hamiltonian (A1) and consider a transition
probability from
|0, xi, u〉 := |0〉C ⊗ |Eλi(xi)〉 ⊗ |u〉W (A6)
to
|1, xi+1, w〉 := |1〉C ⊗
∣∣Eλi+1(xi+1)〉⊗ |w〉W . (A7)
Note that the Hamiltonian of the system changes from
Hλi to Hλi+1 during this process. The transition proba-
bility can be calculated by using Eq. (A2) as
p[(xi, u)→ (xi+1, w)]
:=
∑
a,b
e−βE
B
a
ZB
∣∣〈1, xi+1, w| 〈ϕBb ∣∣U ∣∣ϕBa 〉 |0, xi, u〉∣∣2. (A8)
Here, {
∣∣ϕBa 〉} is the set of energy eigenvectors of the heat
bath. Let us also define the backward transition proba-
bility by using the Hermitian conjugate operator of U :
p˜[(xi+1, w)→ (xi, u)]
:=
∑
a,b
e−βE
B
b
ZB
∣∣〈0, xi, u| 〈ϕBa ∣∣U † ∣∣ϕBb 〉 |1, xi+1, w〉∣∣2.(A9)
Since thermal operations preserve the total energy [see
Eq. (A3)], we obtain
Eλi(xi) + u+ E
B
a = Eλi+1(xi+1) + w + E
B
b (A10)
for the transition
∣∣ϕBa 〉 |0, xi, u〉 → |1, xi+1, w〉 ∣∣ϕBb 〉. By
substituting Eq. (A10) into Eq. (A8) and using the rela-
tion ∣∣〈1, xi+1, w| 〈ϕBb ∣∣U ∣∣ϕBa 〉 |0, xi, u〉∣∣2
=
∣∣〈0, xi, u| 〈ϕBa ∣∣U † ∣∣ϕBb 〉 |1, xi+1, w〉∣∣2, (A11)
we obtain a relation between the forward and backward
transition probabilities:
p[(xi, u)→ (xi+1, w)]
=
∑
a,b
[
1
ZB
e−β(E
B
b +Eλi+1(xi+1)−Eλi (xi)+w−u)
×
∣∣〈1, xi+1, w| 〈ϕBb ∣∣U ∣∣ϕBa 〉 |0, xi, u〉∣∣2
]
= e−β(Eλi+1(xi+1)−Eλi (xi)+w−u)p˜[(xi+1, w)→ (xi, u)].
Now the heat absorbed by the system is defined as the
energy decrease of the heat bath:
Q[(xi, u)→ (xi+1, w)] = −(E
B
b − E
B
a ). (A12)
It follows from Eq. (A10) that this definition of heat
is equal to the energy increase of the composite sys-
tem CSW :
Q[(xi, u)→ (xi+1, w)] := Eλi+1(xi+1)−Eλi(xi) +w− u.
(A13)
Using the definition of the heat absorbed by the system,
we find that the detailed balance condition is satisfied:
p[(xi, u)→ (xi+1, w)]
p˜[(xi+1, w)→ (xi, u)]
= e−βQ[(xi,u)→(xi+1,w)]. (A14)
Now, we can define the forward probability distribution
as (from now on, we rewrite u → ui and w → wi+1 for
convenience)
P [Γ] := pini(x0)
N−1∏
i=0
p[(xi, ui)→ (xi+1, wi+1)], (A15)
and the backward probability distribution as:
P˜ [Γ†]:=pcanλN (xN )
N−1∏
i=0
p˜[(xN−i,wN−i)→(xN−i−1,uN−i−1)].
(A16)
We also define the total heat absorbed by the system as
Q[Γ] :=
N−1∑
i=0
Q[(xi, ui)→ (xi+1, wi+1)]. (A17)
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FIG. 4. (a) Lorenz curves corresponding to the process shown in Eq. (A21). If w−u ≤ 0, the blue line is below the orange curve
and the transition (A21) is possible. (b) Lorenz curves corresponding to the process shown in Eq. (A23). If v−w ≤ kT ln
ZλN
Z∗
λ0
,
the blue curve is below the orange curve and therefore the transition (A23) is possible.
We then arrive at the detailed fluctuation theorem:
P [Γ]
P˜ [Γ†]
= eσ[Γ], (A18)
where the total entropy production is defined by Eq. (7).
We also note that the extractable work is equal to the
total excited energy of the work storage system:
W [Γ] =
N−1∑
i=0
(wi+1 − ui). (A19)
3. Derivation of the deterministic work extraction
protocol in Ref. [33] based on the trade-off relation
Let us consider thermal operations and derive a pro-
tocol which realizes Eq. (48). The first step is to define
the total Hamiltonian as
Htot0 = Hλ0 ⊗ |0〉 〈0|C +H
∗
λ0
⊗ |1〉 〈1|C +HW , (A20)
where H∗λ0 is defined in Eq. (51). Then, we consider
thermal operation that gives the following transition:
|0〉 〈0|C ⊗ pini ⊗ |u〉 〈u|W −→ |1〉 〈1|C ⊗ pini ⊗ |w〉 〈w|W .
(A21)
Here, Eq. (A21) describes an adiabatic process that
changes the Hamiltonian from Hλ0 to H
∗
λ0
. From the
thermo-majorization curve, the transition (A21) is pos-
sible (i.e., there exists a unitary operator U) if w−u = 0
from the Lorenz curve shown in Fig. 4 (a). The next
step is to combine the N − 1 steps into one and define
the total Hamiltonian as
Htot1→N = H
∗
λ0
⊗ |0〉 〈0|C +HλN ⊗ |1〉 〈1|C +HW , (A22)
and consider thermal operation that gives the following
transition:
|0〉 〈0|C ⊗ pini ⊗ |w〉 〈w|W −→ |1〉 〈1|C ⊗ p
can
λN
⊗ |v〉 〈v|W .
(A23)
Here, Eq. (A23) describes a quasi-static process that
changes the Hamiltonian from H∗λ0 to HλN . From the
Lorenz curve shown in Fig. 4 (b), the transition (A23) is
possible if v − w is given by:
v − w = kT ln
ZλN
Z∗λ0
= F ∗λ0 − FλN , (A24)
where Z∗λ0 = Tr exp(−βH
∗
λ0
) is the partition function.
The extractable work in this case defined as the total
excited energy of the work storage system and is given
by
W [Γ] = v − u = kTD0(pini||p
can
λ0
) + Fλ0 − FλN , (A25)
which does not fluctuate. If we combine the two thermal
operations (A21) and (A23) into one and take HλN =
Hλ0 , we reproduce the deterministic work extraction pro-
tocol and the extractable work kTD0(pini||p
can
λ0
) from a
nonequilibrium system as discussed in Ref. [33]. We note
that from Eq. (A25), we only need to prepare a qubit
system for the work storage W , whose energy differ-
ence between the excited and ground states is given by
kTD0(pini||p
can
λ0
) + Fλ0 − FλN .
Appendix B: Comparison with related works
Here, we compare the main results presented in this
paper with those in Ref. [41]. In Ref. [41], two of the
present authors derived the trade-off relation between
work fluctuation and dissipation by implicitly assuming
that the relation 〈f〉α =
∑
Γ P [Γ]
pα(x0)
pini(x0)
f(x0) holds even
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FIG. 5. (a) Difference between Eq. (27) and Eq. (B3) in the
normalized total entropy production for different choices of
the initial probability. The orange dot represents a point that
satisfies pini = p
can
λ0
. We find that there is a wide region in
which pini and p
can
λ0
are very different but the difference in the
total entropy production is small. (b) Plot of δ(p∗ini||p
∗can
λ0
) for
different choices of the initial probability. Here, we plot for a
three-level system and fix pcanλ0 = {0.2, 0.5, 0.3}.
if we replace 〈f〉α by the conventional expectation values
〈f(x0)〉 =
∑
Γ P [Γ]f(x0). Here, pα(x) is defined by
pα(x0) := [pini(x0)]
α[pcanλ0 (x0)]
1−αe(1−α)Dα(pini||p
can
λ0
)
(B1)
with
Dα(pini||p
can
λ0
) :=
1
α− 1
ln
(∑
x
[pini(x)]
α[pcanλ0 (x)]
1−α
)
(B2)
being the Renyi divergence [54]. Those two expectation
values agree only when the distance between pini(x0) and
pcanλ0 (x0) is small, and thus the lower bound of the work
fluctuation-dissipation trade-off relation, i.e.,
〈σα〉 = D(pini||pα), (B3)
Var[Wα] = α
2Var[Fλ0 ], (B4)
derived in Ref. [41] does not, in general, hold for arbi-
trary nonequilibrium situations. However, we find that
for wide choices of the initial probability distributions,
the lower bound of the total entropy production for a
given work fluctuation discussed in Ref. [41] gives nu-
merical values close to those given by Eq. (32) as shown
in Fig. 5 (a). Here, we plot the difference in the total
entropy production
∆σ = 〈σα〉 − 〈σq〉 (B5)
for a constant work fluctuation by changing the initial
probability distribution pini(x0) in Fig. 5, (a).
We find from Fig. 5 (b) and Fig. 6 that if the M − 1
components of the M -level initial probability distribu-
tion can be approximated by the canonical distribution,
we have small ∆σ. Here, in Fig. 6, we plot ∆σ against the
quantity measuring the distance between theM−1 com-
ponents of the initial probability distribution and those
of the canonical distribution:
δ(p∗ini||p
∗can
λ0
) := min
i
δ(p
(i)
ini||p
(i),can
λ0
)
= min
i
1
2
∣∣∣∣∣
∑
x0
p
(i)
ini(x0)− p
(i),can
λ0
(x0)
∣∣∣∣∣ ,(B6)
where the (M − 1)-level probability distributions are de-
fined as
p
(i)
ini(x0) =
{
pini(1)
1− pini(i)
, · · · ,
pini(i− 1)
1− pini(i)
,
pini(i + 1)
1− pini(i)
,
· · · ,
pini(M)
1− pini(i)
}
.
p
(i),can
λ0
(x0) =
{
pcanλ0 (1)
1− pcanλ0 (i)
, · · · ,
pcanλ0 (i− 1)
1− pcanλ0 (i)
,
pcanλ0 (i + 1)
1− pcanλ0 (i)
,
· · · ,
pcanλ0 M)
1− pcanλ0 (i)
}
.
Note that a protocol which gives Eqs. (B3) and (B4)
is obtained by
P [Γ|x0]pα(x0) = P˜ [Γ
†]. (B7)
If we define the following Hamiltonian
Hα = (1− α)H
∗
λ0
+ αHpini , (B8)
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FIG. 6. Normalized difference in the total entropy production
∆σ
D(pini||p
can
λ0
)
versus δ(p∗ini||p
∗can
λ0
). The data is obtained for a
three-level system and pcanλ0 = {0.2, 0.5, 0.3}. Each dot is ob-
tained for different choices of pini. If the distance δ(p
∗
ini||p
∗can
λ0
)
is small, two lower bounds of the total entropy production in
Eqs. (32) and (B3) give approximately equal numerical values.
Each dot is obtained by randomly generating pini.
we find that pα is equal to the canonical distribution with
respect to Hα. By comparing Eq. (26) with Eq. (B7), we
find that the protocol achieving Eqs. (B3) and (B4) is
given by the protocol discussed in Sec. III C with Hq re-
placed by Hα. We note that Hα can be obtained by a
linear combination of H∗λ0 and Hpini . On the other hand,
Hq cannot be written in a simple form unlike Eq. (B8). If
we consider the initial probability and the initial Hamil-
tonian such that ∆σ is sufficiently small, the protocol in
Eq. (B7) is easier to implement compared with that of
Eq. (26).
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