Abstract: High-angle annular dark-field~HAADF! scanning transmission electron microscopy~STEM! images of electron-transparent samples show dominant atomic number~Z-! contrast with a high lateral resolution. HAADF STEM at low electron energies ,30 keV is applied in this work for quantitative composition analyses of InGaAs quantum wells. To determine the local composition, normalized experimental image intensities are compared with results of Monte Carlo simulations. For verification of the technique, InGaAs/GaAs quantumwell structures with known In concentration are used. Transmission electron microscopy samples with known thickness are prepared by the focused-ion-beam technique. The method can be extended to other material systems and is particularly promising for the analysis of materials that are sensitive toward knock-on damage.
INTRODUCTION
Scanning transmission electron microscopy~STEM! at typical TEM energies of 100 keV and above has become a well-established method in material science. The high-angle annular dark-field~HAADF! mode is particularly valuable because chemical information~Z-contrast! is obtained from the detection of electrons scattered into high angles~Howie, 1979!. As a first approximation the image intensity is proportional to the Z 2~Z ϭ atomic number! because elastic scattering close to the atom core can be described by Rutherford scattering. However, the choice of experimental parameters and contributions of thermal diffuse scattering Wang & Cowley, 1989; Liu & Cowley, 1991; Croitoru et al., 2006 ! were shown to lead to significantly deviating exponents for Z n with n , 2~Crewe, 1984!. Despite its intensive use for qualitative mapping of atomic number differences, HAADF STEM is rarely applied for quantitative analysis. Main obstacles for quantification are the dependence of the image intensity on sample thickness, defocus and sample orientation~Hillyard & Silcox, 1993!, external parameters like the detector collection anglẽ Hartel et al., 1996; Klenov & Stemmer, 2006!, and Only few examples are found in the literature, which deal with the determination of concentrations, e.g., the determination of the Ge-concentration in Si/SiGe semiconductor quantum-well structures~Walther, 2005!.
Although HAADF STEM contrast can be also obtained in a scanning electron microscope equipped with a STEM detector at electron energies E Յ 30 keV examinations are carried out almost exclusively at electron energies typical for TEM~100-300 keV!. However, the use of low energies has several benefits. Images taken with a STEM detector in a conventional scanning electron microscope are easily obtainable without the need of an expensive transmission electron microscope. Knock-on damage can be completely avoided in materials sensitive to electron irradiation. Moreover, Z-contrast is more pronounced at lower electron energies. Alignment and change of parameters like primary electron energy and detection angle range can be easily carried out without elaborate realignment. Despite the low electron energy, a high lateral resolution of 1 nm and below can be achieved by STEM in a scanning electron microscope that is sufficient for numerous materials science and biological problems. Despite these advantages of low-energy STEM, few examples are found in the literature dealing especially with quantitative analysis of STEM images. After some early work on low kV STEM~Wall et al., 1974 !, this topic was mostly considered by Merli and coworkers~Merli et al., 2003; Merli & Morandi, 2005; Morandi et al., 2007 !. They investigated dopant profiles of arsenic in silicon and AlAs/ GaAs multilayers and did some basic work considering the contrast in low kV STEM images.
The comparison of experimental data and simulations is indispensable for the quantification of STEM images. Due to the small mean-free-path for electron scattering at low electron energy, multiple elastic and inelastic scattering processes occur even for thin samples. The stochastic nature of the interaction between sample and electrons is adequately described by Monte Carlo~MC! simulations that are used to simulate the transmitted electron intensity as a function of electron energy, scattering angle range, and sample thickness as well as material parameters like density, thickness, atomic mass, and atomic number~Merli et al., 2002; Krzyzanek et al., 2004!. In this work a method for quantitative thickness and composition analysis by low-energy HAADF STEM is presented and validated. We use as test samples In x Ga 1Ϫx As/ GaAs semiconductor heterostructures with known Inconcentrations x. The local sample thickness and composition of In x Ga 1Ϫx As is determined by comparison of measured HAADF intensities with results from MC simulations. Due to the large number of parameters, absolute intensity measurements are not possible. Instead the measured intensity has to be regarded with respect to the intensity of a material with known composition~here GaAs!.
EXPERIMENTAL TECHNIQUES
In the present work, a FEI Strata 400 STEM dual-beam microscope was used for focused-ion-beam~FIB! assisted sample preparation, scanning electron microscopy~SEM!, and STEM imaging. An 8-bit silicon STEM detector is positioned below and close to the sample holder. It is divided in several ring-like segments with the possibility to select bright-field~BF!, annular dark-field, and HAADF sectors. In the HAADF mode, only electrons transmitted in a hollow cone are detected. The angular range of this hollow cone can be adjusted by varying the working distance~WD! while diameters of the detector segments and the distance between pole piece and detector remain fixed. Images are taken with a WD ϭ 6.4 mm corresponding to a HAADF scattering angle range between 0.220 and 0.763 rad. The primary electron energy was always set to E ϭ 25 keV. The probe size was 1-2 nm, which determines the optimum resolution of the technique. The resolution is reduced by beam broadening with increasing sample thickness. HAADF imaging with a semiconductor STEM detector requires careful settings of contrast and brightness. A vacuum region is used to assure that the lowest brightness is set to zero. The contrast, i.e., gain of detection system, has to be adjusted to the highest possible value but oversaturation has to be strictly avoided. The images are post-processed with a mean filter to reduce the noise induced by the detection system. The size of the filter is kept smaller than the resolution to avoid any loss of information. The effect of the filter can be seen in Figure 1b . Line scans before~gray line in Fig. 1b ! and after filtering~black line in Fig. 1b! are compared, to demonstrate that the noise is reduced without altering the images significantly. FIB milling with 30 keV Ga ϩ ions was used to prepare wedge-shaped cross-section samples of InGaAs/GaAs heterostructures with a structure described below. Wedge angles with nominal values of 208 and 308 were chosen. The samples were prepared close to a^110& zone-axis orientation. The surface damage was finally reduced by milling the samples with 5 keV Ga ϩ ions. Top-view images can be used to in situ measure the wedge angle. The wedge-shaped sample geometry provides the advantage of a linear increase of the sample thickness. In cross-section perspective the local sample thickness can be readily determined by measuring the distance from the wedge edge. A more precise method is the comparison of experimental and simulated HAADF STEM intensity variations along the wedge.
The investigated In x Ga 1Ϫx As/GaAs semiconductor heterostructures were grown by molecular beam epitaxy~MBE! on Zn-doped GaAs~100! substrates with a Riber 21 MBE system equipped with conventional In and Ga effusion cells as well as a valved arsenic cracker cell for As 4 supply. After GaAs~100! surface deoxidation at 6008C with constant As 4 supply, a 150 nm GaAs buffer layer was deposited at 5708C followed by the In x Ga 1Ϫx As layer growth at 4708C. One sample, denoted as S 10-40 , contains four In x Ga 1Ϫx As layers with In concentrations x ϭ 0.1, 0.2, 0.3, and 0.4 and layer thicknesses of 25 nm thickness. The InGaAs layers are separated by GaAs barrier layers with 35 nm thickness. Two additional samples were studied that contain an In x Ga 1Ϫx As layer with In concentrations of x ϭ 0.5~denoted as S 50 ! and 0.77~sam-ple S 77 !, respectively, embedded in GaAs barrier layers. The In concentrations are well known from calibrations prior to the MBE growth. In addition, the composition of the layers with In concentrations up to x ϭ 0.3 was measured by TEM using the composition evaluation by lattice fringe analysis CELFA! technique~Rosenauer et al., 1998!. By tilting the sample by a few degrees, an optimal position for illumination parallel to the interfaces between InGaAs and GaAs layers can be found. Moreover, imaging at different tilt angles gives the possibility to detect eventual contributions of dynamical electron diffraction to the measured intensities.
THEORETICAL BACKGROUND AND MODELING
Significant progress has been made in understanding image formation of STEM images at high electron energies. The interaction between electrons and sample is described-as in TEM-by an exit wave function that is calculated using the Bloch wave or multislice formalism~Wang & Cowley, 1989; Hartel et al., 1996; Nellist & Pennycook, 1999; Rosenauer & Schowalter, 2008 ! although the efficient description of thermal diffuse scattering remains a problem to be solved technically~Croitoru et al., 2006!. For low electron energies E Յ 30 keV, the mean-free-path of electrons decreases to small values of only 1 to 20 nm Reimer, 1998!. Even in thin TEM samples, the electrons are multiply scattered; a large fraction of the electrons loses a significant amount of energy by elastic scattering in large angles and inelastic scattering processes. This makes formalisms developed for high electron energies unsuitable for application at low electron energy. However, for a wide range of large scattering angles, coherent scattering of electrons can be neglected according to the considerations of Treacy and Gibson~1993!, and the intensity in low kV HAADF STEM only depends on sample thickness, electron energy, material parameters, and the detection system. Due to the complexity and stochastic nature of multiple inelastic and elastic scattering processes, MC simulations are usually applied for the modeling of low kV HAADF STEM intensities~Merli et al., 2002!. Statistically significant results are obtained by simulation of a large number of electron trajectories using appropriate scattering cross sections and modeling of the energy loss. There are different simulation packages available that differ in the used scattering cross sections and models for the energy loss.
The simulations presented in this work were performed with the NISTMonte package~Ritchie, 2005! with implemented elastic screened Rutherford~Heinrich, 1981! and Mott scattering cross sections and continuous energy-loss approximation. Since Mott scattering cross sections converge toward Rutherford scattering cross section for energies .20 keV~Reimer, 1998!, screened Rutherford cross section were used for the simulations of this work. NISTMonte calculates the energy loss using the Joy-Lou expression~Joy & Luo, 1989! that is an empirical modification of Bethe's energy-loss equation. For high electron energies it approaches asymptotically Bethe's equation. The simulations yield the angular and energy distribution of the electrons leaving the sample.
The HAADF intensity corresponds to the total number of transmitted electrons in an angular range covered by the real HAADF detector segment, which has to be corrected for the properties of the detection system as described in the following paragraph. For the property denoted by transmission in the following, we normalize the number of transmitted electrons with the number of incident electrons. Due to electron backscattering, the number of transmitted electrons is lower compared to the number of incident electrons. The ratio of the transmission for InGaAs with respect to GaAs yields the HAADF transmission ratio. This property will be compared with the measured intensity ratio.
The simulated number of transmitted electrons needs to be corrected for the detector properties. Due to its segmented layout, the detector has "blind" areas that do not contribute to the collected signal. Therefore, the number of electrons per scattering angle has to be modified for the used detector by the following geometric correction factor
! where r represents the radius, r 0 is the inner radius of the HAADF detector ring, A g denotes the full detector area, and A b is the insensitive detector area. The number of the blind spots is given by n b , their width by b b . For the detector used in this work, r 0 ϭ 2.603 mm, n b ϭ 12 mm, and b b ϭ 0.120 mm were determined by secondary electron imaging of the detector. The response of a semiconductor detector in terms of the collection current I cc as a function of the incident current I 0 is given according to Reimer~1998! by
where E denotes the electron energy, « the detector efficiency, E thr the threshold energy of the detector, and E hp the generation energy for an electron-hole pair. For our siliconbased detector, we use E thr ϭ 3 keV and E hp ϭ 3.68 eṼ Reimer, 1998!. The bracket takes into account that some electrons are backscattered from the detector without contributing to the signal, which is described by the backscattering coefficient h. The fraction of these electrons depends on their impact angle u and the atomic number of the detector material Z. It can be calculated according to Reimer 1998! by
Further properties of the detection system~such as, e.g., amplifier characteristics! do not have to be considered because we consider only intensity ratios for the composition evaluation, and those are independent of current, energy, and impact angle. For the thickness determination, these effects can be neglected too. This is associated with the fact that the HAADF intensities of InGaAs and GaAs do not strongly differ due to their similar average atomic numbers. The amplification system characteristics in the required small intensity range can be assumed to be linear.
RESULTS

Determination of Optimal Imaging Conditions
MC simulations performed for different primary electron energies, sample thicknesses, and In concentrations can be used to find optimal experimental conditions for unambiguous composition quantification. Advantageous parameters should yield a high value for the intensity ratio, which should also depend sensitively on the In concentration. On the other hand, the sensitivity of the InGaAs/GaAs intensity ratio with respect to thickness variations of the TEM sample should be as low as possible. For the MC simulations the sample was assumed as plane-parallel film of given thickness and composition. We always calculate 10 6 electron trajectories in each MC simulation to obtain statistically relevant results. Figure 3 shows the number of transmitted electrons~prior to correction for the detector properties! as a function of the scattering angle for E ϭ 25 keV for two different sample thicknesses~80 and 150 nm! and different In concentrations x ϭ 0, 0.5, and 1. All curves show a characteristic maximum that shifts toward higher scattering angles for larger samples thicknesses. The maximum also depends on the atomic number Z.
The two dotted lines indicate the range of detection angles for our STEM detector in HAADF mode between Figure 4 as a function of sample thickness t. The transmission first increases with the sample thickness because an increasing number of electrons is scattered into high angles. The decrease of the transmission for t . 110-140 nm is related to the "loss" of electrons due to an increasing number of backscattered electrons. The resulting transmission curves show a characteristic maximum and slope.
The ratio of the simulated transmission for In x Ga 1Ϫx As with respect to the simulated transmission of GaAs yields the transmission ratio T, which can be directly compared with the experimental intensity ratio R. To analyze the effect of the electron energy, Figure 5a shows T as a function of E between 20 and 30 keV and sample thickness t for a specific In concentration with x ϭ 0.5. Values of T . 1 marked in red indicate that regions containing indium appear brighter than GaAs whereas blue regions at larger sample thickness indicate the opposite behavior. T increases with the electron energy and decreases with the sample thickness. The white border marks T ϭ 1.0 meaning that the contrast between In 0.5 Ga 0.5 As and GaAs disappears for the corresponding parameters. This contrast reversal point can also be seen in Figure 4 where the different curves intersect. Figure 5a shows that high electron energies yield high T values. On the other hand, for composition analysis a weak dependence of T on the sample thickness is desired. Using small sample thicknesses would yield a high T even for lower energies but shows high sensitivity toward variations of t. For this reason sample thicknesses at about 80 nm close to the transmission maximum in Fig. 4 ! and a primary energy of 25 keV were chosen for our experimental studies that provide a reasonable compromise. If, on the other hand, the TEM sample thickness needs to be determined for a sample with known composition, the sensitivity can be improved by using a lower electron energy. This works best for small t values below 100 nm.
The dependence of T on the In concentration and thickness t is displayed in Figure 5b at a constant electron energy E ϭ 25 keV. T increases almost linearly with x, but its slope decreases with increasing thickness and even becomes negative. Accordingly, the highest contrast between GaAs and In x Ga 1Ϫx As is achieved at small t values, but the contrast is highly sensitive toward sample thickness variations. T does not necessarily depend linearly on the In concentration because the~mean! scattering angle does not depend linearly on the~mean! atomic number Z. Figure 6a shows a HAADF STEM cross-section image of sample S 10-40 . The contrast between InGaAs and GaAs is low, but the InGaAs layers with bright contrast with respect to the darker GaAs barrier layer can be clearly recognized in the thin sample region. In the thicker region of the wedge sample, the contrast decreases because the thickness approaches the value of contrast inversion. The bright contrast at the bottom of the image is induced by a platinum layer, which is deposited on the sample prior to the FIB milling for protection of the sample. The thickness increases along the arrow, which indicates an intensity line scan perpendicular to the sample edge along a GaAs layer. The measured intensity of this line scan is plotted in Figure 6b solid line! as a function of the sample thickness. The local sample thickness t can be roughly estimated by taking into account the distance from the sample edge d and the nominal wedge angle a of~in this particular case! 308. The simulated transmission curve after correction for the detector influences is also contained in Figure 6b~dotted line!. According to Figure 6b , the experimental intensity scan can be well fitted by the simulated transmission curve. The thickness t can be determined from the position d on the basis of Eq.~4! given by
Experimental Results
The fit is performed by adjusting the two parameters t 0 sample thickness at the edge of the wedge! and a. For the example of Figure 6b , the thickness offset was determined to be t 0 ϭ 51 nm with a wedge angle a of 19.68. Although these values differ from the nominal ones, they are in accordance with top-view SE images. However, a higher precision for the t determination is achieved by transmission measurements than in top-view SE images due to the lack of the perturbing edge effect. On first sight the large discrepancy between nominal wedge angle and wedge angle determined by the fit is puzzling. However, it can be rationalized by the FIB preparation. The low sputter rate of the Pt protection layer leads to shadowing effects that modify the real wedge parameters compared to the nominal ones.
To determine the In concentration of the InGaAs layers, the intensity along line scans parallel to the sample edge across the layer system at constant~known! thickness is analyzed. Figure 1a shows a cross-section HAADF STEM image of a 208 wedge sample of S 10-40 . A line scan at a thickness of 80 nm is indicated by the arrow. The measured intensity along this line scan is shown in Figure 1b as a function of the position. The constant intensity in the GaAs layers assures a constant sample thickness over the length of the line scan. Note that the contrast of the In-containing layers and the GaAs layers is between 3 and 10 grayscale values. This weak signal is nevertheless sufficient to analyze the In concentration. In the next step, the average intensity is determined in each layer with respect to the adjacent GaAs intensity that yields the intensity ratio R, which can be directly compared with the simulated transmission ratios T.
A comparison of measured intensity ratios and simulated transmission ratios as a function of the In concentration is shown in Figure 7 , which also contains measurements from samples S 55 and S 70 . All measurements were performed at a sample thickness of 80 nm.
DISCUSSION
Limitations and Errors
The measured intensity ratios and simulated transmission ratios in Figure 7 show good agreement within the error limits, which validates our quantification approach. The Quantitative Low-Energy STEM of InGaAs Quantum Wells 609 error bars also indicate the achievable accuracy of the technique. The error bars of the simulated transmission ratios contain the statistical error of DT ϭ 0.001, which depends on the number of simulated electron trajectories 10 6 in this case! following a Poisson distribution. They also contain influences of systematic errors. Especially the radii of the detector segments are not precisely known, which leads to uncertainties with respect to the integration limits of the simulated intensities. The contribution of this error was determined by varying the integration limits and observing their effect on the transmission ratio, which yields an error of about DT ϭ 0.004 for small In concentrations and up to DT ϭ 0.008 for highest In concentrations.
The error bars for the measured intensity ratios depict the standard deviation that is derived from averaging over the investigated image area. Due to the noise of the detection system of about 1.5 grayscale values, its contribution is about DR ϭ 0.005 after applying a mean filter to the image. This error could be reduced by a detector with lower noise and an improved grayscale resolution. In addition to the statistical error, deviations of the sample thickness have to be considered. The influence of a deviation of 5 nm in thickness was estimated by comparing corresponding simulations, which yields an additional contribution to the error bar of DR ϭ 0.005 for smaller In concentrations and up to DR ϭ 0.008 for higher In concentrations.
Another contribution to deviations between the R and T values could be differences between the actual and nominal compositions. Control measurements by the CELFA yielded very good agreement of intended and experimentally determined In concentrations of x ϭ 0.093 6 0.004 for x ϭ 0.1 and x ϭ 0.207 6 0.006 for x ϭ 0.2. The value for the measured In concentration x ϭ 0.272 6 0.009 compared to x ϭ 0.3 is somewhat larger. However, the latter evaluation was slightly disturbed by dislocations in the evaluated images. CELFA cannot be applied for layers with higher In concentrations due to the distortions that are generated by defects. However, the good agreement between measured and intended In concentrations indicates that the MBE growth was well calibrated. Moreover, the composition could be locally modified due to sputter residues or implantation of Ga during the FIB preparation. The height of the residues or the depth of the implantation layer is assumed to lead to an error of 10% of the respective In concentration. Since electron scattering at these energies is regarded as stochastic process, the damage of the structure of the crystal during FIB preparation is not important as long as the composition remains unchanged. For a material with known composition, the local sample thickness can be determined with high accuracy. For wedge-shaped samples, the characteristic intensity maximum at a specific thickness provides a good basis for the fit of experimental intensity line scans with simulated transmissions as shown in Figure 6b . Deviations of the resulting sample thickness are expected to be below 5 nm while those for the wedge angle are below 28 to 38.
We conclude that it is possible to distinguish Inconcentration changes of Dx ϭ 0.05 with the present experimental setup. The limiting factors are the grayscale resolution of the STEM detector and the accuracy of thickness determination.
Effects of Dynamical Electron Scattering
Another aspect in context with quantification of HAADF STEM images is the possible effect of dynamical electron diffraction, which might induce deviations from the expected dependence of T on the In concentration. Dynamical electron diffraction requires coherent interference of scattered electrons. For the considered low-energy electrons, the mean-free-path length for elastic scattering processes for materials with intermediate Z such as InGaAs is typically around 10 nm~Reimer, 1998!. For sample thicknesses between 40 and 100 nm, it is expected that the coherence of the electrons is substantially impaired if not destroyed for the resulting multiple large-angle scattering processes that are also associated with an energy loss.
Treacy and Gibson~1993! established a criterion for the minimum inner angle of the HAADF detector segment for imaging conditions with negligible dynamical scattering. Using kinematical scattering theory, the coherence volume is calculated that depends on the collection angle, the interatomic separation along the electron path, and the electron wavelength. The coherence volume has a narrow "cigar" shape, elongated along the optical axis. It has oscillatory Bessel function behavior perpendicular to the optical axis and oscillatory cosine behavior parallel to the optical axis. Interference is negligible when intercolumn as well as intracolumn coherence is lost. This occurs when the coherence volume is sufficiently smaller than the atomic spacing, which leads to a criterion for the minimal detection angle given by
where b ϭ 0.61 is a constant derived from the zero of the cosine function, l the wavelength of the electrons, and d the atomic spacing along the column. Figure 8 shows this criterion adapted to our measurements as a function of the primary energy using d ϭ 0.3998 nm for GaAs in~110! direction. It can be clearly seen that for our experiments an inner detection angle of 0.220 rad~marked by the dotted line in Fig. 8 ! is sufficient to neglect coherent interference of the transmitted electrons.
More recent work of several groups~Harscher et al., 1997; Verbeeck et al., 2005; Potapov et al., 2006 Potapov et al., , 2007 suggests that even inelastically scattered electrons may interfere coherently. Therefore, Bragg reflections still need to be considered. Calculating the radii of the Laue zones for GaAs with a lattice parameter of 0.5654 nm along the @110# zone-axis orientation at 25 keV~assuming that the energy loss is small! reveals that the zero-order and first-order Laue zones are completely confined to the BF and DF segments of the STEM detector. For the chosen working distance, only the second-order Laue zone with a radius of 3.21 mm and higher-order Laue zones are detected by the HAADF segment of the detector. The intensity of these high-index reflections is negligible and additionally integrated over a large detector area. For these reasons we exclude any significant influence of dynamical electron diffractioneven if the coherence is not completely destroyed. The insignificance of dynamical electron diffraction was experimentally verified by tilting the sample by a few degrees around the @110# zone-axis orientation modifying in this way the excitation conditions. No modification of the intensities could be observed in the images recorded at different tilt angles.
General Assessment of the Technique
The combination of HAADF STEM imaging at low electron energies and MC simulations is a promising technique for accurate determination of TEM sample thicknesses if the composition of the sample is known. The technique is not restricted to wedge-shaped samples but can be used for arbitrary sample geometries. The thickness can be accurately measured despite the contrast inversion at larger sample thicknesses~as visualized by the MC simulations in This ambiguity can be resolved by changing the electron energy, which leads to a shift of the thickness value for contrast inversion as demonstrated in Figure 5a . Indeed, the experiments can be carried out to determine the electron energy for contrast inversion that unambiguously yields the local sample thickness.
The technique can be also used for quantitative composition analyses. However, a priori information on the sample is mandatory. Qualitative information is required on the sample composition and a reference area with known composition in the evaluated image. We also need to know the local sample thickness. A reference area with known composition becomes obsolete if absolute transmission measurements are possible after careful characterization of the detection and amplification system.
The application of the technique is particularly interesting for materials that are sensitive toward knock-on damage. This applies to materials like group-III nitrides, polymers, or biological samples. Another interesting class of materials may be perovskites where oxygen loss is supported by knock-on damage under high-vacuum conditions.
SUMMARY
In this work we present a technique for the quantification of composition and sample thickness on the basis of HAADF STEM images obtained at low electron energies Յ30 keV in a scanning electron microscope. In x Ga 1Ϫx As/GaAs quantumwell structures with known In concentrations between x ϭ 0.1 and 0.77 were used for verification of the method. Cross-section TEM samples with well-defined wedge shape and thickness profile were prepared by FIB milling.
Essential for the technique are Monte Carlo simulations that were carried out with the NISTMonte program. Optimum experimental parameters were first determined by the MC simulations for the material composition range as a function of electron energy and sample thickness. Prior to the composition analysis, the sample thickness was determined by comparing the measured HAADF STEM intensity with simulated values in GaAs where the composition is known. Since absolute composition determinations are not possible with our experimental setup, we compare HAADF STEM intensity ratios of InGaAs normalized with respect to GaAs at a known sample thickness with simulated transmission ratios. Good agreement can be observed over all investigated In concentrations. Composition changes of only 5% are detectable with high lateral resolution in the order of a few nm depending on the local sample thickness. The accuracy for the thickness determination is 5 nm.
Another interesting feature in addition to strong Z-contrast is given by the fact that low kV STEM can be carried out in a relatively inexpensive scanning electron microscope that allows quick change of the electron energy without elaborate realignment. Moreover, knock-on damage can be completely avoided at energies Յ30 keV even in extremely radiation-sensitive materials. The accuracy can be significantly improved if a STEM detector with a higher grayscale resolution is used.
Quantitative composition analyses are possible by lowenergy HAADF STEM in combination with MC simulations if qualitative composition information is available. Moreover, a reference area with known composition must be present in the evaluated image, and the local sample thickness must be known. However, the technique is not limited to semiconductor samples but may be also interesting for other material systems. Even more promising is the potential of the technique to accurately determine the local sample thickness that is applicable for arbitrary sample geometries if the composition is known.
