In this paper, sequential decoding is analyzed in conjunction with an efficient incremental redundancy ARQ scheme using punctured convolutional coding. With the incremental redundancy ARQ scheme, whenever the decoding time for a given data packet exceeds some predetermined value T max, decoding of that data packet is stopped and incremental redundancy bits are provided by the transmitter, a few bits at a time, as needed. It is shown that the incremental redundancy ARQ scheme provides a throughput improvement over the partial retransmission code combining ARQ scheme.
Introduction
Sequential decoding is a very powerful decoding technique for convolutional codes.
The main drawback of sequential decoding is the variability of its decoding effort.
The number of computations per decoded bit of sequential decoding is very small on the average when the coding rate R is Jess than the computational cut-off rate Rcomp· However, when R exceeds Rcomp• the average number of computations per decoded bit becomes unbounded. As a consequence, the decoding effort for a data packet may exceed, in certain situations, the physical limitations of the decoder, leading inevitably to decoding errors. To overcome this problem, a time-out condition in conjunction with a retransmission procedure can be incorporated to sequential decoding [1] - [2] . With a time-out condition, the allowed decoding time for a given data packet is fixed to some predetermined value T max· Whenever T max is reached, the decoding is stopped and the retransmission of the packet is requested to the transmitter via a feedback channel.
Moreover, under severe channel conditions, code combining [3] can be incorporated to sequential decoding with retransmissions. With code combining, packets for which the decoding is unsuccessful are not discarded as is the case in conventional retransmission schemes, but are combined in an optimum manner with their repeated copies. Sequential decoding with retransmissions and code combining has been analyzed [4] . It has been shown that when code combining is incorporated to sequential decoding with retransmissions, a significant throughput can be achieved at very high channel error rates.
Furthermore, a variation of the full retransmission-code combining ARQ strategy has been proposed and analyzed for sequential decoding [5] . In this variation, called partial retransmission code combining ARQ scheme, packets that must be retransmitted are not 1 repeated entirely by the transmitter. Instead, symbols of those packets are repeated, a few at a time, sequentially, as needed. It has been shown that the partial retransmission ARQ scheme provides a throughput improvement over the full retransmission ARQ scheme with code combining. The partial retransmission ARQ scheme is efficient especially for low coding rate codes (R<l 12) . This is because repetition codes obtained from low rate codes are good codes [6] . For high coding rate codes, the partial retransmission ARQ scheme can be improved further if instead of repeating symbols of those packets that must be retransmitted, the transmitter provides additional redundancy bits to obtain a more powerful code. It is this idea of incremental redundancy ARQ scheme that will be investigated in this paper for sequential decoding.
Recently, Hagenauer [7] has suggested a method to construct a family of rate compatible punctured convolutional (RCPC) codes. Based on the RCPC codes, Hagenauer has proposed an interesting incremental redundancy ARQ scheme. The family of RCPC codes in [7] is derived from a common original low rate code through puncturing, with the constraint that all coded bits of any code of the family are used by all lower rate codes. In the ARQ scheme proposed by Hagenauer, starting with the higher rate code of the family, incremental redundancy bits are provided by the transmitter, whenever it is necessary. [8] , the analysis dealt with a system using the Viterbi decoding algorithm. In this paper, the incremental redundancy ARQ scheme described in [8] is analyzed in conjunction with sequential decoding using the time-out condition. It is shown that the incremental redundancy ARQ scheme provides a substantial throughput improvement over the partial retransmission code combining ARQ scheme.
The basic elements of RCC codes are presented in section 2. In section 3, the operations of sequential decoding in conjunction with RCC codes are presented, and the performances are analyzed. The incremental redundancy ARQ scheme to be analyzed is described in section 4. A throughput analysis is given in section 5. Numerical and simulation results of the throughput are finally provided, showing the advantages of the incremental redundancy ARQ scheme over the partial retransmission code combining ARQ scheme.
Basic elements of RCC codes
RCC codes that are used in the incremental redundancy ARQ scheme are derived from a known high rate (V-1 )IV punctured convolutional code which is obtained from a rate 1/2 code [8].
The high rate (V-1 )IV punctured convolutional code is obtained from a rate 1/2 code liy deleting (V-2) bits from every 2(V-l) coded bits corresponding to the encoding of (V-I) information bits by the original rate 1/2 code, according to a well selected perforation pattern [9] . The perforation pattern can be represented by a matrix called "perforation bits have been completed, yielding a family of RCC codes of decreasing rates. As an example, consider the above rate 3/4 code with perforation manix given by (1) . With (2) (3) Clearly, the last code obtained as described above, which is of rate
corresponds to the original rate 1/2 code which has served to generate the starting rate has two rows and two columns, as for a perforation matrix. However, the elements of a repetition matrix are equal or greater than one, indicating the number of duplications of the corresponding coded bit. As an example, consider the code of rate 3/6 obtained a:bove. By repeating one bit among every 6 coded bits, a rate 3fi code can be obtained. If now 2 bits among the 5 remaining coded bits are duplicated, a rate 3/9 code is obtained.
The repetition matrices QJ and Qz of these repetition codes of rate 3n and rate 3/9 are
The code construction method described above insures that all the ob;ained RCC codes are non-catastrophic [8] . Moreover, one can select at each step of the code construction procedure, the combination of hi, (qi), coded bits to be completed, (duplicated), which yields the best code (i.e. best distance profile) among all possible combinations.
However, we have noticed that this is not crucial, and even with an arbitrarily selection, the obtained codes are still good.
The advantage of RCC codes is that from a given sequence encoded with any code of the family, additional coded bits can be properly inserted in that sequence, yielding a lower rate encoded sequence. This is precisely what occurs in the incremental redundancy ARQ scheme to be described in the following. We shall first analyze in the next section the operations of sequential decoding in conjunction with these RCC codes.
Operations of sequential decoding
In this section, the operations of sequential decoding in conjunction with RCC codes, i.e., punctured and repetition codes, are described and the performances are analyzed. 6 
Sequential decoding of a punctured convolutional code
Sequential decoding of a punctured convolutional code of rate Ri=(V-1)/(V+hi), obtained as described in the previous section, is performed as for the original rate 1/2 code, except that for those punctured coded bits, a zero metric is assigned. The symbol metric is thus the usual Fano metric [11 ] . For the k-th symbol, the Fane metric is given by (6) where P(yklxk) is the transition probability of the channel for input Xk and output Yk• and where P(yk) is the probability of receiving Yk·
The computational distribution of sequential decoding using a punctured convolutional code is Pareto [10], as in the usual case, and is upper bounded [12] as (7) where f3i is a constant independent of N, and where ai is the Pareto exponent given by the parametric equation (8) Figure 1 shows the distribution of the number of computations per decoded branch obtained from simulation using the stack algorithm [14] , for the binary symmetric channel Except that here, every group of repeated coded bits must be considered as an entity to which a special metric is assigned [ 4] - [5] . This is due to the fact that the joint probability of receiving a group of symbols to a group of repeated bits cannot be expressed as the product of the individual probabilities of receiving a symbol per transmitted bit. For the group of nj repeated coded bits (xk, xk, ... , xk) to which the group of nj symbols (Yk(l I, Ykl 2 1, ... , Yk(nj) ) is received, the n1-repetition-symbol metric is thus given by 1 2 (9) where P(yll lxk) is the transition probability of the ch~nel for the 1-th repetition, and where P(y/11, y/ 2 1, ... , Yk(nj)) is the probability of receiving (y/11, ypi, ... , Yk(nj)) to (Xk, Xk, ... , Xk)· The distribution of the computational effort of sequential decoding using a repetition code, obtained as described in the previous section, can be determined as in [5] , where the metric is considered for a branch at a time. Let nj,j=l ,2, ... ,2(V-1 ), denote the number of repetitions of each of the 2(V-l) coded bits on a branch. Following [5] , the distribution 8 of the number of computations per branch is still bounded as (7), but where now ai is the apparent Pareto exponent [4] - [5] given by the parametric equation
where Eo(n;)(aiJ is the Gallager function [13] , of an n,-repetition apparent channel
[4]- [5] . Figure 2 shows the distribution of the number of computations per decoded branch obtained from simulation using the stack algorithm [14] for the BSC and for Es!No=l.B dB. The code used in the simulation was a repetition rate 3n code of memory m=18 obtained as described in the previous section from a rate 3/6 code, which is obtained from a starting rate 3/4 punctured code of memory m=l8 [10] . The Pareto approximation of the computational distribution is also shown on the figure. Here again, for this value of Es!No, the Pareto exponent with either rate 3/4 or a rate 3/5 code is less than one.
Sequential decoding is thus not practical with both codes. By decreasing the coding rate to 3n through repetitions, the Pareto exponent is increased to 1.4, allowing thus sequential decoding to be practical.
Incremental redundancy ARQ scheme
Let Ci, i=l ,2, ... , denote the RCC codes of decreasing rates. To each k-bit data packet to be transmitted are appended m known bits corresponding to the memory of the convolutional encoder. The sequence of (k+m) is then encoded with the original rate 1/2 code and only coded bits in the starting code C1 are sent to the receiver. At the receiver end, decoding is performed on the received sequence using the sequential decoding The operations of the sequential decoding algorithm are as described in section 3.
That is at a given step of the ARQ scheme, the decoder updates the Fano metric according to (6) or (9), depending on whether the code used at that step is a punctured or a repetition convolutional code
Throughput analysis
In this section, the throughput efficiency of the incremental redundancy ARQ scheme using sequential decoding under the time-out condition is analyzed. It is assumed that the feedback channel is noiseless. We also assume that the 'decoding time is proportional to the total number of computations CL performed for the decoding of a given L-level tree data packet. The time-out condition becomes thus equivalent to limiting the total number of computations for the decoding of a given data packet to some predetermined value
Cmax. For simplicity we assume that the number of incremental bits that are provided by the transmitter at the different steps of the ARQ scheme is constant and is equal to h coded bits per each (V-1) information bits.
Let FW and sW denote respectively the events "decoding failure" and "decoding success" using code Ci. We can write (11) where CL(i) is the total number of computations for the decoding of an L-level tree data packet encoded inC;. From [1)- [5] , P(F(i)) can be approximated by.
where (3 i is a constant, and where Clj is the Pareto exponent relative to code Ci
The average number of transmissions T, for a given data packet is therefore given by
where a first transmission involves the transmission of a coded sequence in CJ, and subsequent transmissions involve the transmission of incremental redundancy bits according to RCC codes Ci, i=2,3, .. , (i.e. h coded bits per each (V-1) information bits). Following
[8], T, can be upper and lower bounded as
n=l i=l i=l (14) Using the expression of P(~i)) given by (11), where Clj is given by (8) or (10) depending on whether code Ci is a punctured or a repetition code, the two bounds on Tr can be evaluated. Evaluation of (14) have shown that the lower and upper bounds are nearly identical. Figure 3 shows an example of the evaluation of the two bounds on (14), and the expression of P(F!ii) given by (11) with /3i=l, a lower bound on the throughput can be evaluated.
Computer simulation with the stack algorithm [14] has been performed to verify the theoretical results. The starting code used was a punctured convolutional code of rate 3/4 and memory m=l8 [10] . The packet length is 600 bits ( L=200), CrnflXIL=2 and h=l. Both numerical and simulation results of the throughput are presented on Figure   4 . We can observe that the theoretical values of the throughput closely agree with the simulation results. Figure 5 compares the throughput efficiencies of the partial retransmission and the incremental redundancy ARQ schemes, for a starting code of rate 7/8. As it can be seen from this figure, the incremental redundancy ARQ scheme provides a substantial throughput improvement over the partial retransmission code combining ARQ scheme.
· The throughput of the incremental redundancy ARQ scheme is shown on Figure 6 , for the starting codes of rate 7/8 and 3/4. The throughputs of the partial retransmission ARQ scheme using a rate 1/2 code and of a conventional ARQ scheme using fixed rate 1/3 and 12 1/4 codes are also shown on Figure 6 . As expected, the throughput of the incremental redundancy ARQ scheme using a starting high rate code is always better than with a starting rate 1/2 code, over all signal to noise ratios. It should be pointed out that the number h of incremental redundancy bits that are provided by the transmitter at each step of the ARQ scheme should be controlled by important parameters such as the channel error rate and the receiver buffering resources. For instance, if the channel error rate is high, h should be increased accordingly. This would minimize the number of successive transmissions for a given data packet, avoiding thus eventual buffering overflows, and also reducing the loss in throughput due to the transmittion of overheads.
Conclusions
In this paper we have proposed and analyzed an efficient incremental redundancy ARQ scheme for sequential decoding. A throughput analysis has shown that the incremental redundancy ARQ strategy yields a substantial throughput improvement over the partial retransmission codec combining ARQ strategy. The main advantage of the incremental redundancy ARQ scheme is its flexibility and its adaptability to a wide variation of the channel conditions. The throughput of the incremental redundancy ARQ scheme increases as the coding rate of the starting code increases, for all range of signal to noise ratios. 21.
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