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ABSTRACT
Aims. Previous high-precision studies of abundances of elements in solar twin stars are extended to a wider metallicity range to see
how the trends of element ratios with stellar age depend on [Fe/H].
Methods. HARPS spectra with signal-to-noise ratios S/N >∼ 600 at λ ∼ 6000Å were analysed with MARCS model atmospheres to
obtain 1D LTE abundances of C, O, Na, Mg, Al, Si, Ca, Ti, Cr, Fe, Ni, Sr, and Y for 72 nearby solar-type stars with metallicities in the
range −0.3 <∼ [Fe/H] <∼ + 0.3 and ASTEC stellar models were used to determine stellar ages from effective temperatures, luminosities
obtained via Gaia DR2 parallaxes, and heavy element abundances.
Results. The age-metallicity distribution appears to consist of two distinct populations: a sequence of old stars with a steep rise of
[Fe/H] to ∼+0.3 dex at an age of ∼7Gyr and a younger sequence with [Fe/H] increasing from about −0.3 dex to ∼+0.2 dex over the
last six Gyr. Furthermore, the trends of several abundance ratios, [O/Fe], [Na/Fe], [Ca/Fe], and [Ni/Fe], as a function of stellar age split
into two corresponding sequences. The [Y/Mg]-age relation, on the other hand, shows no offset between the two age sequences and
has no significant dependence on [Fe/H], but the components of a visual binary star, ζ Reticuli, have a large and puzzling deviation.
Conclusions. The split of the age-metallicity distribution into two sequences may be interpreted as evidence of two episodes of
accretion of gas onto the Galactic disk with a quenching of star formation in between. Some of the [X/Fe]-age relations support this
scenario but other relations are not so easy to explain, which calls for a deeper study of systematic errors in the derived abundances
as a function of [Fe/H], in particular 3D non-LTE effects.
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1. Introduction
The relation between ages of stars and their metallicities is of
fundamental importance for studies of the chemical evolution
of our galaxy. According to the simple closed box model with
instantaneous mixing of produced elements (Pagel 1997), one
expects [Fe/H] 1 to increase smoothly with time. The spectro-
scopic survey of Edvardsson et al. (1993) showed, however, that
the mean metallicity of disk stars in the solar neighbourhood
is nearly constant for ages between 2 and 10Gyr but with a
large scatter in [Fe/H] at a given age corresponding to a range
from −0.4 to +0.3 dex. This has been confirmed in many later
investigations using different techniques to derive stellar metal-
licities and ages such as Strömgren photometry (Feltzing et al.
2001; Nordström et al. 2004; Casagrande et al. 2011), spec-
troscopy and luminosities based on Hipparcos or Gaia distances
(e.g. Bensby et al. 2014; Buder et al. 2019; Delgado Mena et al.
2019), and APOGEE abundances combined with asteroseismic
ages (Silva Aguirre et al. 2018; Miglio et al. 2020).
Edvardsson et al. (1993) suggested that the dispersion in the
age-metallicity relation could be due to infall of metal-poor gas
onto the Galactic disk triggering star formation. The canoni-
⋆ Tables 1 and 2 are available in electronic form at the CDS
via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/
1 For two elements, X and Y, with number densities NX and NY, [X/Y]
≡ log(NX/NY)star − log(NX/NY)⊙.
cal explanation is, however, that the dispersion is due to ra-
dial migration of stars in a disk with a gradient in [Fe/H] (e.g.
Sellwood & Binney 2002; Minchev et al. 2013; Frankel et al.
2018; Feuillet et al. 2019). Given that the radial gradient of
[Fe/H] is around −0.06 dex kpc−1 (Anders et al. 2017), mixing
must then take place over several kpc. This cannot be explained
by increasing amplitudes in the epicycle motion of stars (‘blur-
ring’), but requires changes of the orbital angular momentum
(‘churning’) for example due to perturbations from spiral waves
in the disk (Schönrich & Binney 2009).
In contrast to the scatter in the age-metallicity relation, there
is a tight correlation between age and [α/Fe] 2 for stars in the
solar neighbourhood (Haywood et al. 2013; Bensby et al. 2014;
Delgado Mena et al. 2019). For the oldest stars, [α/Fe] declines
steeply with decreasing age, but from an age of ∼ 7Gyr the de-
crease is only ∼ 0.05 dex until the present time. Furthermore,
high-precision abundance studies of solar twins (da Silva et al.
2012; Nissen 2015; Spina et al. 2016; Bedell et al. 2018) have
revealed the existence of tight age correlations for other ele-
ment ratios. In particular, there is a large variation in [Y/Mg]
from about −0.20 dex at an age of 10Gyr to +0.15 dex for the
youngest stars (Nissen 2016; Tucci Maia et al. 2016; Spina et al.
2018) suggesting that [Y/Mg] can be used as a sensitive chemical
clock to obtain stellar ages. Because the solar twins are confined
to a small metallicity range, −0.1 < [Fe/H] < +0.1, it is, how-
2 α denotes the abundance of alpha-capture elements; in this paper de-
fined as the mean abundance of Mg, Si, and Ti.
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ever, unclear if the [Y/Mg]-age relation is valid at other metallic-
ities. Feltzing et al. (2017) and Delgado Mena et al. (2019) find
a significant shift of the [Y/Mg]-age relation with [Fe/H], but
this is not confirmed by Titarenko et al. (2019).
In order to see if the age relations of [Y/Mg] and other
element ratios depend on metallicity we have expanded the
high-precision study of solar twins by Nissen (2015, 2016) and
Nissen et al. (2017) to solar-type stars covering the metallicity
range from −0.3 to +0.3 dex. Interestingly, this has provided
evidence of two distinct populations in the age-metallicity di-
agram as well as corresponding sequences in the trends of ele-
ment ratios with stellar age. These bimodal structures have not
been seen before, but are probably related to the high- and low-
alpha sequences in the [α/Fe]-[Fe/H] diagram known for stars
in the solar vicinity (e.g. Fuhrmann 1998; Gratton et al. 2000;
Prochaska et al. 2000; Bensby et al. 2005; Reddy et al. 2006;
Adibekyan et al. 2012) and also at distances of several kpc (e.g.
Nidever et al. 2014; Hayden et al. 2015).
The stellar atmospheric parameters and chemical abun-
dances as derived from a 1D, LTE model atmosphere analysis
of HARPS spectra are presented in Sect. 2, and the determina-
tion of stellar ages from effective temperatures and luminosities
based on Gaia DR2 parallaxes in Sect. 3. The resulting age -
abundance trends are presented in Sect. 4 including a discussion
of potential systematic errors due to 3D non-LTE effects and a
discussion of the binary star ζ Reticuli. Possible explanations of
the two distinct sequences in the age-metallicity diagram are dis-
cussed in Sect. 5 and a summary with some conclusions is given
in Sect. 6.
2. Stellar parameters and elemental abundances
Based on the effective temperatures, surface gravities and metal-
licities derived by Sousa et al. (2008) for stars in the HARPS-
GTO planet search program (Mayor et al. 2003), we first se-
lected stars that are not spectroscopic binaries and have 5600K
< Teff < 5950K, log g > 4.15, and −0.3 < [Fe/H] < +0.3. Af-
ter combining the HARPS spectra in the ESO Science Archive,
the signal-to-noise (S/N) was checked and a sub-sample of stars
having spectra with S/N > 600 at λ ∼ 6000Å were selected
so that their distribution in metallicity is approximately uni-
form. The sample includes the solar twins analysed in Nissen
(2015, 2016, hereafter Papers I and II) and the visual binary star
16CygA and B (HD186408 and HD186427), observed with the
HARPS-N instrument at the TNG 3.5m telescope and analysed
in Nissen et al. (2017, Paper III). Furthermore, six young solar
twins (HD6204, HD12264, HD59967, HD75302, HD196390,
and HD202628) were included from Bedell et al. (2018). Such
stars were avoided in the HARPS-GTO program, because their
high magnetic activity was judged to make detection of planets
difficult.
Details about the normalisation of HARPS spectra and the
measurements of equivalent widths (EWs) of spectral lines
may be found in Paper I and a more general discussion of
methods in high-precision abundance studies are given by
Nissen & Gustafsson (2018). Here, we stress the importance of
making a differential analysis relative to the Sun represented
by a S/N ≃ 1200 HARPS solar flux spectrum observed via
reflected sunlight from the minor planet Vesta. Furthermore, it
is important that the stars have been selected as main-sequence
stars (log g > 4.15) having effective temperatures within ±180K
from the temperature of the Sun (assumed to be Teff = 5777K).
This ensures that the strengths of spectral lines are not very dif-
ferent and that the same continuum windows can be used when
measuring EWs.
Abundances were derived from the list of spectral lines given
in Table 2 of Paper I. For stars with [Fe/H] < −0.15 and [Fe/H] >
+0.15, 13 of the 132 lines used for the solar twins gave abun-
dances that deviated in a systematic way from the mean abun-
dances of a given element suggesting that the measured EWs of
these lines 3 are affected by blends or weak lines in the contin-
uum regions applied. They were therefore excluded when calcu-
lating the final mean abundances of the elements. In the case of
Mg, there is then only one line left, i.e. the Mg i 5711.10Å line;
it is judged to provide a more reliable abundance than the Mg i
4730.04Å line, which occurs in a crowded wavelength region.
Sulphur and zinc, which are represented by respectively four
and three lines in Table 2 of Paper I, are not included in this pa-
per, because the line-to-line scatter of the derived abundances for
stars with [Fe/H] < −0.15 and [Fe/H] > +0.15 is significantly
higher than expected and it is unclear which lines are problem-
atic. On the other hand, one new line was included, the strontium
Sr i line at 4607.34Å, to have another s-process element repre-
sented in addition to yttrium.
Assuming local thermodynamic equilibrium (LTE), the Up-
psala EQWIDTH program was used to calculate equivalent
widths as a function of element abundance for model atmo-
spheres obtained by interpolation in the 1D MARCS grid
(Gustafsson et al. 2008) 4 to the Teff , log g, [Fe/H], and [α/Fe]
values of the stars. The observed EWs then provide abundances
for each spectral line. Of particular importance are the iron abun-
dances, because they are used to determine the atmospheric pa-
rameters Teff, log g, and microturbulence (ξturb) by requesting
that [Fe/H] has no systematic dependence on excitation poten-
tial, ionisation stage and EW of the lines. [α/Fe] was included as
a parameter of the models, because it affects the electron pres-
sure and therefore the determination of log g. Altogether, this
means that the determination of abundances and parameters is
an iterative process, which was continued until the change of
Teff was less than 2K, change of ξturb less than 0.01 km s−1, and
the changes of log g, [Fe/H], and [α/Fe] less than 0.002 dex.
In Papers I, II, and III, abundances were derived under the
assumption that all stars have the same atmospheric helium-to-
hydrogen ratio as the Sun, i.e. NHe/NH = 0.085, corresponding to
a helium mass fraction of Y = 0.249. There are, however, differ-
ences in the helium abundances due to Galactic chemical evolu-
tion and He diffusion in stars (see e.g. Verma et al. 2019). These
variations affect the hydrogen abundance and therefore the de-
rived [X/H] values.We take this into account by using the helium
abundances calculated in connection with the stellar age deter-
minations (see Table 1). The effect on [X/H] for the solar twins
in Paper I are within ±0.01dex, but reach about −0.02 dex for
the oldest, most metal-poor stars with Y ≃ 0.21 and +0.02 dex
for the youngest metal-rich stars with Y ≃ 0.28. The changes
in [X/Fe] are, on the other hand, almost negligible, because the
change of abundance with respect to hydrogen is nearly the same
for all elements except in cases where the abundance is derived
from a line with damping wings such as the Mg i 5711.10Å line.
For this line, the NHe/NH ratio has a small effect (< 0.01 dex) on
the derived [Mg/Fe] ratio, because H and He atoms contribute
3 The excluded lines are: Mg i 4730.04 Å, Si i 5793.08 Å, Ti i
5739.48 and 5866.46 Å, Ti ii 5381.03 Å, Cr i 5247.57, 5296.70, and
5348.33 Å, Fe i 5466.99 and 6157.73 Å, Fe ii 6416.93 Å, Ni i 6108.12
and 6643.64 Å.
4 https://marcs.astro.uu.se
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Table 1. Stellar atmospheric parameters, heavy element abundance, luminosity, age, mass, photometric gravity, and helium abundance. The full
table is available at the CDS.
HD no. Teff log g ξturb [Fe/H] [α/Fe] Zs log(L/L⊙) Age σ(Age) M/M⊙ log g Ys
[K] (spec) km s−1 [Gyr] [Gyr] (phot)
361 5892 4.524 1.05 −0.130 −0.003 0.0135 −0.021 1.5 0.9 1.01 4.497 0.255
1461 5760 4.372 1.03 0.190 0.009 0.0275 0.077 5.5 0.5 1.05 4.378 0.257
2071 5724 4.486 0.96 −0.087 0.013 0.0152 −0.076 4.1 0.9 0.96 4.481 0.245
... ... ... ... ... ... ... ... ... ... ... ... ...
211415 5853 4.381 1.11 −0.251 0.037 0.0110 0.066 7.7 0.7 0.94 4.369 0.220
220507 5692 4.238 1.07 0.004 0.101 0.0215 0.165 9.7 0.5 1.00 4.248 0.235
222582 5784 4.359 1.07 −0.014 0.031 0.0184 0.096 7.4 0.5 1.00 4.344 0.234
Table 2. Stellar abundance ratios. The full table is available at the CDS.
HD no. [C/Fe] [O/Fe] [Na/Fe] [Mg/Fe] [Al/Fe] [Si/Fe] [Ca/Fe] [Ti/Fe] [Cr/Fe] [Ni/Fe] [Sr/Fe] [Y/Fe]
361 −0.039 0.010 −0.072 −0.014 −0.042 −0.013 0.027 0.019 0.002 −0.056 0.106 0.079
1461 −0.032 −0.108 0.103 0.007 0.044 0.014 −0.016 0.007 0.005 0.045 −0.052 −0.039
2071 −0.020 −0.022 −0.032 0.001 −0.001 0.002 0.024 0.029 0.005 −0.029 0.032 0.039
... ... ... ... ... ... ... ... ... ... ... ... ...
211415 0.030 0.057 0.001 0.048 0.030 0.032 0.028 0.032 −0.012 −0.019 −0.009 −0.090
220507 0.097 0.153 0.040 0.125 0.153 0.069 0.050 0.109 0.004 0.016 −0.087 −0.085
222582 0.001 0.042 0.018 0.035 0.059 0.028 0.015 0.030 0.000 0.005 -0.051 -0.066
to the van der Waals broadening with different amounts (Gray
1992, p. 217).
In addition to the direct effect of a change in He abundance
on the derived [X/H] values, there is also an effect on the pres-
sure structure of the model atmospheres, which was not taken
into account, because the MARCS models are only available for
NHe/NH = 0.085 (the solar value). This has small effects on some
abundance ratios and also on the gravities obtained by compar-
ing iron abundances derived from Fe i and Fe ii lines as discussed
is Sect. 3.
The derived atmospheric parameters and [X/Fe] abundance
ratios are given in Tables 1 and 2. Small non-LTE corrections
were included in the published abundances for the solar twins in
Papers I, II, and III, but because 3D effects may be as important
as non-LTE effects, we prefer here to give the 1D, LTE results.
Full 3D, non-LTE corrections may then be applied when they
become available. Such corrections are already available for C
and O lines (Amarsi et al. 2019b) and will be discussed in Sect.
4.
The statistical errors of the atmospheric parameters were es-
timated with the error analysis method of Epstein et al. (2010)
and errors of abundance ratios were calculated as the quadratic
sum of errors arising from the uncertainty of the atmospheric
parameters and the EW measurements. The latter contribution
was calculated from the line-to-line scatter of [X/Fe] for groups
of stars with similar spectra using Eqs. 2 - 4 in Paper II. For
elements with only one line (O, Mg, and Sr), the error of the
EW was estimated from the scatter of repeated measurements.
As stars with small or large values of [Fe/H] have the most
deviating spectra from that of the Sun, we have divided the
sample into three groups with respectively [Fe/H] < −0.10,
−0.10 ≤ [Fe/H] ≤ +0.10 (solar twins), and [Fe/H] > +0.10.
The average errors for these groups are given in Table 3.
Table 3. Average statistical (1-sigma) errors for three groups of stars
[Fe/H] < −0.10 Solar twins [Fe/H] > +0.10
Nstar = 28 Nstar = 27 Nstar = 17
σTeff 9K 6K 10K
σlog g 0.018 0.012 0.020
σξturb 0.03 km s−1 0.02 km s−1 0.03 km s−1
σ[Fe/H] 0.009 0.006 0.010
σ[α/Fe] 0.006 0.005 0.006
σ[C/Fe] 0.016 0.013 0.024
σ[O/Fe] 0.030 0.022 0.030
σ[Na/Fe] 0.007 0.007 0.007
σ[Mg/Fe] 0.014 0.011 0.014
σ[Al/Fe] 0.008 0.008 0.010
σ[Si/Fe] 0.007 0.007 0.008
σ[Ca/Fe] 0.006 0.006 0.006
σ[Ti/Fe] 0.007 0.007 0.009
σ[Cr/Fe] 0.006 0.006 0.007
σ[Ni/Fe] 0.006 0.006 0.006
σ[Sr/Fe] 0.016 0.012 0.027
σ[Sr/Mg] 0.025 0.017 0.033
σ[Y/Fe] 0.013 0.010 0.013
σ[Y/Mg] 0.020 0.014 0.020
3. Stellar ages
The age of a star was determined from its Teff, luminosity L, and
atmospheric (surface) heavy element mass fraction Zs by inter-
polating in a grid of stellar models computed with the Aarhus
STellar Evolution Code (ASTEC, see Christensen-Dalsgaard
2008). These models include diffusion and settling of helium and
heavier elements according to Michaud & Proffitt (1993), which
means that the surface abundances are reduced approximately
proportional to age with about 2% per Gyr. The models range in
Article number, page 3 of 15
A&A proofs: manuscript no. nissen.AA38300
mass from 0.7 to 1.2 M⊙ and in initial heavy element mass frac-
tion from Zi = 0.008 to Zi = 0.035 on a scale where the solar
heavy element mass fraction is Z⊙ = 0.0180 as calculated from
the Grevesse et al. (1996) solar atmospheric composition. The
mixing length parameter (αML = l/Hp) is assumed to be inde-
pendent of mass, age, and metallicity with a value of αML = 2.08
obtained by fitting the model of the Sun to the solar radius and
luminosity at an age of 4.6Gyr and a solar surface helium abun-
dance of Y⊙ = 0.245 (close to the value determined from he-
lioseismology, e.g. Christensen-Dalsgaard & Pérez Hernández
1991; Vorontsov et al. 1991; Basu & Antia 2004). The initial he-
lium mass fraction is assumed to vary as ∆Yi/∆Zi = 1.4, which
ratio is well within the range, ∆Yi/∆Zi = 1.23±0.85, determined
by Verma et al. (2019) from a study of acoustic glitches in stel-
lar oscillation frequencies of 38 stars in the Kepler LEGACY
sample.
The V-band luminosities of the stars were calculated from
Johnson V magnitudes (Olsen 1983) and distances based on
Gaia DR2 parallaxes (Gaia Collaboration et al. 2018) except in
the case of HD210918 for which we adopted the Hipparcos par-
allax (van Leeuwen 2007), because this star is not in the Gaia
catalogue. As all stars are closer than 60 pc, we assumed that
they are not affected by interstellar absorption and reddening,
which is supported by colour excesses, E(b − y), calculated
from Strömgren uvby − Hβ photometry of Olsen (1983) and the
(b − y)0 − β calibration of Schuster & Nissen (1989); the sam-
ple has an average E(b − y) of 0.002mag with an rms scatter of
0.009mag only.
Bolometric corrections were estimated from the
Casagrande et al. (2010) V − K calibration with K magni-
tudes taken from the 2MASS catalogue of Cutri et al. (2003).
As the stars have effective temperatures and metallicities not too
different from the solar values, the BC corrections differ by less
than ±0.04mag from the bolometric correction, −0.07mag, for
the Sun, for which a bolometric magnitude of Mbol = −4.74 was
adopted.
In calculating the statistical uncertainty of the derived bolo-
metric magnitudes, we adopt an error of 0.02mag in V and
0.01mag in BC. To this comes the error arising fror the rela-
tive error of the parallax, i.e. ∼ 2.17σ(p)/p, which range from
0.005 to 0.016mag. This transform to errors of log (L/L⊙) rang-
ing from 0.009 to 0.011 dex. In this connection, we note that
correction of a possible systematic error of the Gaia DR2 paral-
laxes of −0.03mas (Lindegren et al. 2018) affects log L by less
than 0.002dex. Given that the size of this systematic offset of the
Gaia DR2 parallaxes is uncertain, it has not been included.
The ASTEC models are all calculated for the Grevesse et al.
(1996) solar mixture of elements relative to Fe. Following
Salaris et al. (1993), the enhancement of α-capture elements (O,
Ne, Na, Mg, Si, P, S, Cl, Ar, Ca, and Ti) relative to Fe was taken
into account by calculating the surface heavy element mass frac-
tion as
Zs = Z0 (0.694 · 10[α/Fe] + 0.306). (1)
Here the coefficient 0.694 is the fractional contribution to Z⊙
from α-capture elements and Z0 is the Z-value that would be
calculated without enhancement, i.e. from the expression
Z0
X0
=
Z⊙
X⊙
10[Fe/H], (2)
where the mass fraction of hydrogen is calculated from the rela-
tions X0 = 1 − Y0 − Z0 and Y0 ≃ Y⊙ + 1.4 (Z0 − Z⊙).
Values of Teff, log (L/L⊙), and Zs are given in Table 1 to-
gether with the derived stellar ages, masses and surface helium
Fig. 1. Comparison of stellar ages determined from GARSTEC models
with the BASTA program and ages determined from ASTEC models.
The stars have been divided into three metallicity groups as indicated.
abundances. The listed errors of the ages are estimated as a
quadratic sum of 1-sigma errors arising from the uncertainties in
Teff, log L, and Zs. They are statistical errors showing how well
relative ages at a given [Fe/H] have been determined. Absolute
ages are more uncertain; in particular there will be systematic
changes of the derived ages as a function of [Fe/H] if a differ-
ent ∆Yi/∆Zi ratio is assumed or if the Asplund et al. (2009) solar
mixture of the elements is adopted instead of the Grevesse et al.
(1996) mixture. As can be seen from the table, the age errors lie
in the range 0.5-1.3Gyr with the largest errors occurring for the
cooler stars close to the ZAMS, where the isochrones are closely
packed (see Fig. 14). In this connection, we note that one star,
HD6204, lies slightly below the ZAMS corresponding to its Zs.
It is formally estimated to have a ‘negative’ age of−0.3±1.0Gyr,
but is plotted with zero age in the various figures.
As a sanity check of the ASTEC ages, we have used a grid
of stellar models computed with the Garching Stellar Evolution
Code (GARSTEC, Weiss & Schlattl 2008) to determine ages
from Teff , L, [Fe/H], and [α/Fe] with the Bayesian Stellar Al-
gorithm (BASTA) described in Silva Aguirre et al. (2015). The
GARSTEC models include diffusion of helium and heavy ele-
ments according to the Thoul et al. (1994) prescription and are
based on the ∆Y/∆Z = 1.4 assumption like the ASTEC models.
The grid comprise the same mass range as the ASTEC models
but with a smaller step in initial composition (∆[Fe/H] = 0.05)
and with [α/Fe] having values of 0.0, 0.1, 0.2, and 0.3 dex rela-
tive to a solar composition adopted from Asplund et al. (2009).
Based on this grid, BASTA was used to find the most likely age
and its positive and negative 1-sigma errors assuming as priors
an age range from 0 to 12Gyr, a standard Salpeter Initial Mass
Function, and an interval for the mixing length parameter from
1.7 to 1.9 with the solar value being αML = 1.79.
Figure 1 shows the comparison between the BASTA and
ASTEC ages for three ranges of [Fe/H]. Overall, there is a sat-
isfactory agreement between the two set of ages although some
stars deviate more than expected based on the estimated errors.
Metal-poor stars tend, however, to be a bit older on the BASTA
age scale, whereas metal-rich stars are on average about 1Gyr
younger than the ASTEC ages. This trend may be related to the
difference in the adopted solar composition. The Asplund et al.
(2009) mixture, used in GARSTEC, has a lower O/Fe ratio than
the Grevesse et al. (1996) mixture adopted in ASTEC, which
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Fig. 2. Difference between photometric and spectroscopic gravities as a
function of [Fe/H]. The line shows the fit to the data given by Eq. (4).
means that the GARSTEC models are less sensitive to the varia-
tions in [α/Fe] from high values in metal-poor stars to low values
in metal-rich stars.
Stellar ages could also have been derived by using spec-
troscopic gravities instead of luminosities as in Papers I and II,
where the available Hipparcos parallaxes did not allow a deter-
mination of L with sufficient precision. Conversely, we can make
a comparison between luminosities and spectroscopic gravities
by calculating a ‘photometric’ gravity from the expression
log g (phot) = 4.438 + log
M
M⊙
+ 4 log
Teff
Teff,⊙
− log
L
L⊙
. (3)
The average difference between the photometric gravity and the
spectroscopic gravity is −0.003 dex with an rms deviation of
0.016 dex, which can be explained by the estimated errors of the
spectroscopic gravities. As seen from Fig. 2, there is, however, a
slight trend of the difference with [Fe/H]:
∆log g = −0.002 (±0.002)+ 0.038 (±0.013) · [Fe/H], (4)
as found from a linear regression to the data.
We have first investigated if the trend of ∆log g with [Fe/H]
arises because the MARCS models applied for the determination
of spectroscopic gravities have a constant helium-to-hydrogen
ratio y = NHe/NH = 0.085, whereas the He abundances of the
stars depends on [Fe/H] and age. Helium does not contribute to
opacity or electrons in solar-type stars but increases the mean
molecular weight by a factor of 1+4y and atomic pressure by
a factor of 1+y relative to the contributions from hydrogen.
As shown by Strömgren et al. (1982, Eq. 12), a change in the
helium-to-hydrogen ratio from y1 to y2 has the same effect on
line strengths as a change in gravity from g1 to g2, where
g2 = g1
1 + 4y1
1 + y1
1 + y2
1 + 4y2
, (5)
provided that the electron pressure is much smaller than the
gas pressure as in the upper layers of the atmospheres of solar-
type stars. This equation was used to calculate corrected spectro-
scopic gravities using y1 = 0.085 and y2 values corresponding to
the helium mass fractions in Table 1. The correction goes, how-
ever, in the wrong direction and increases the slope of ∆log g
versus [Fe/H] by nearly a factor of two. Hence, there must be
other systematic errors in the analysis depending on [Fe/H],
most likely 3D non-LTE effects on the relative strengths of Fe i
and Fe ii lines, but deviations from assumptions related to the
ASTEC models, such as ∆Yi/∆Zi = 1.4 and a constant mixing
length parameter could also play a role.
While the trend of ∆log g (phot.− spec.) with [Fe/H] is an
interesting problem, it has only a small effect on the derived
Fig. 3. [Fe/H] versus stellar age. The stars have been divided in two
groups: an old sequence shown with filled red circles and a younger
sequence shown with filled blue circles. Two stars (HD59711 and
HD183658) having intermediate ages are shown with filled black cir-
cles and the Sun with the ⊙ symbol. The components of the visual
binary star, ζ Reticuli, are marked with black squares and the Na-rich
stars, HD13724 and HD189625, with yellow squares.
ages and abundances. If spectroscopic gravities are used in the
age determination instead of luminosities, the ages of young,
metal-poor stars change by about −0.5Gyr and ages of young,
metal-rich stars by ∼ +0.5Gyr. For older more evolved stars,
the changes are smaller. Concerning [X/Fe] abundance ratios,
the largest effects of using photometric instead of spectroscopic
gravities are on the order of ±0.005dex in the case of C, O, Mg,
and Y. These changes are well within the estimated uncertainty
of the abundances (see Table 3).
4. Results
In this section, we first show that there are indications of two dis-
tinct sequences in the age-metallicity and [X/Fe]-age diagrams.
Next we discuss possible 3D, non-LTE effects on the results. Fur-
thermore, we present the [Sr/Mg]- and [Y/Mg]-age relations and
discuss their dependence on metallicity with particular emphasis
of a puzzling deviation of the visual binary star, ζ Reticuli.
4.1. [Fe/H] and [X/Fe] versus stellar age
The relation between [Fe/H] and stellar age is shown in Fig. 3.
As seen, the stars tend to be distributed in two populations: i.e.
an old sequence (red filled circles) reaching [Fe/H] ∼ +0.3 at
an age of ∼ 7Gyr and a younger sequence (blue filled circles)
stretching from [Fe/H] ≃ −0.3 at 6Gyr to [Fe/H] ≃ +0.2 at
∼ 1Gyr. Because stars were selected to have 5600K < Teff <
5950K, there may be a bias against old metal-rich stars in the up-
per right corner of the figure and against young metal-poor stars
in the lower left corner, but we see no selection effects that could
explain the dearth of stars at intermediate ages. Furthermore, al-
though there may be systematic errors affecting the relative ages
of stars with different metallicities as discussed above, these er-
rors do not affect the differential ages of stars at a given [Fe/H].
The sample is, however, small, so it could be accidental that there
are so few stars between the two populations. Clearly, the pos-
sible existence of two distinct sequences in the age-metallicity
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Fig. 4. 1D LTE values of [X/Fe] as a function of stellar age for all elements included. Stars are shown with the same symbols as in Fig. 3.
diagram should be investigated for a larger sample of stars with
precise ages and abundances.
Additional evidence of the existence of two distinct chemical
evolution sequences comes from the [X/Fe]-age relations shown
in Fig. 4. For several of the elements, e.g. O, Na, Ca, and Ni,
there is a discontinuity or bump in [X/Fe] at ∼ 6Gyr between
the old (red) and young (blue) sequences.
As seen from Fig. 4, the components of the binary star
ζ Reticuli, marked with black squares, show a strong deviation
from the mean trends of the s-process elements (Sr and Y) and
they also deviate in [C/Fe], [O/Fe], and [Mg/Fe]. This binary star
will be discussed in Sect. 4.5. Furthermore, two stars, HD 13724
and HD189625, marked with yellow squares, are enhanced in
Na and Ni relative to Fe, whereas they are under-abundant in Sr
and Y. Excluding these stars, the scatter in the age trends can be
explained by the estimated error bars except in the case of the
old sequences for Na and Ni. For these two elements, there is
on the other hand a very good correlation between [Ni/Fe] and
[Na/Fe] (see Fig. 5) indicating that the scatter in the age relations
are not due to errors in the abundance determinations. A tight
correlation between [Ni/Fe] and [Na/Fe] has also been found for
metal-poor halo and thick-disk stars (Nissen & Schuster 2010).
As suggested by Venn et al. (2004), the correlation can be ex-
plained if the production of the most abundant Ni isotope, 58Ni,
and 23Na in Type II SNe has the same dependence on neutron
excess. If so, the scatter in the [Na/Fe]-age and [Ni/Fe]-age re-
lations may be related to variations in neutron excess of SNe
belonging to the old disk population.
4.2. 3D non-LTE effects
Because the stars in this paper were selected to lie on the main
sequence and to have effective temperatures in a small range
(5600K < Teff < 5950K) we expect only small differential 3D
non-LTE corrections to the derived abundances at a given [Fe/H].
There may, however, be significant differential corrections when
comparing metal-poor with metal-rich stars, which would affect
the discontinuities seen in Fig. 4 at an age of ∼ 6Gyr.
As reviewed by Barklem (2016), non-LTE corrections based
on modern physically-motivated descriptions of cross sections
for collisions with hydrogen atoms and electrons are now avail-
able for several elements including Mg (Osorio & Barklem
2016) and Al (Nordlander & Lind 2017). These corrections re-
fer, however, to 1D hydrostatic model atmospheres and don’t
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Fig. 5. [Ni/Fe] versus [Na/Fe]. Stars are shown with the same symbols
as in Fig. 3.
take into account 3D effects on the spectral lines. In 1D anal-
yses, including that in the present paper, it is assumed that the
microturbulence broadening is independent of depth in the stel-
lar atmosphere. In real stellar atmospheres, the hydrodynami-
cal broadening changes with depth and to the extent that lines
of different elements are formed at different depths, the derived
[X/Fe] values may be in error (Ludwig & Steffen 2016). Obvi-
ously, the solution is to carry out a 3D model atmosphere anal-
ysis in which line broadening due to atmospheric gas motions
follows from the hydrodynamical calculations (Asplund et al.
2000; Allende Prieto et al. 2002).
A non-LTE study of C and O lines based on ab initio cal-
culations of cross sections for collisions with hydrogen atoms
tested via solar centre-to-limb observations (Amarsi et al. 2018,
2019a) have recently been carried out by Amarsi et al. (2019b)
for a grid of 3D model atmospheres. The results are published
as large tables providing 3Dnon-LTE− 1DLTE corrections as a
function of 1D LTE values of Teff, log g, [Fe/H], ξturb, and C or
O abundance allowing interpolation to corrections for our set of
stars. However, before presenting the results, a special problem
with the method used to determine oxygen abundances needs to
be addressed.
The O i triplet at 7774Å is not covered by the HARPS spec-
tra, so we used the weak [O i] line at 6300.3Å to determine
O abundances. As described in Paper I, correction for a blend-
ing Ni i line (Allende Prieto et al. 2001) was applied by calcu-
lating its EW in the solar and stellar spectra using Ni abun-
dances derived from other Ni i lines and an oscillator strength
(log g f = −2.11) measured by Johansson et al. (2003). This pro-
cedure could cause systematic errors in the derived O abun-
dances of the more metal-rich stars. The Ni line makes up a
larger and larger fraction of the total EW of the 6300.3Å blend
as [Fe/H] is increasing, because [Ni/Fe] is increasingwith [Fe/H]
(Adibekyan et al. 2012; Bensby et al. 2014) while [O/Fe] is de-
creasing (Amarsi et al. 2019b). In order to test this problem we
have determined oxygen abundances from the O i 7774Å triplet
lines for a subset of stars for which reasonable precise EWs can
be measured from ESO/FEROS spectra having R = 48 000 and
S/N ∼ 200. For 11 of our stars, EWs of the O i triplet lines can be
found in Nissen et al. (2014) and for another 10 stars EWs were
measured from FEROS spectra that have become available in the
ESO Science Archive after 2014. These EWs were used to derive
1D LTE values of [O/H] and after applying 3D non-LTE correc-
Table 4. Oxygen abundances derived from the O i 7774Å triplet and
from the [O i] line at 6300 Å.
HD no. [O/H]7774 [O/H]7774 [O/H]6300 [O/H]6300 ∆[O/H] a
1D,LTE 3D,nLTE 1D,LTE 3D,nLTE 3D,nLTE
11505 0.037 0.020 0.029 0.020 0.000
19467 0.072 0.048 0.096 0.088 −0.040
20766 −0.127 −0.085 −0.115 −0.118 0.033
20782 −0.048 −0.061 −0.054 −0.056 −0.005
45184 −0.002 −0.017 −0.004 −0.003 −0.014
45289 0.101 0.071 0.110 0.104 −0.033
89454 0.098 0.115 0.043 0.043 0.072
96423 0.055 0.046 0.038 0.035 0.011
102365 −0.194 −0.147 −0.143 −0.149 0.002
108309 0.128 0.066 0.141 0.135 −0.069
114853 −0.211 −0.175 −0.182 −0.185 0.010
117207 0.158 0.153 0.099 0.094 0.059
126525 −0.100 −0.068 −0.054 −0.056 −0.012
134664 0.010 −0.002 0.017 0.017 −0.019
134987 0.232 0.198 0.221 0.214 −0.016
146233 −0.008 −0.011 0.018 0.018 −0.029
160691 0.239 0.188 0.200 0.193 −0.005
189567 −0.092 −0.073 −0.122 −0.127 0.054
202628 −0.080 −0.069 −0.091 −0.088 0.019
210918 0.006 −0.009 0.021 0.016 −0.025
211415 −0.172 −0.170 −0.194 −0.198 0.028
Notes. (a) The 3D non-LTE value of the difference between [O/H]7774
and [O/H]6300.
Fig. 6. Difference between oxygen abundances derived from the 7774Å
O i triplet and the [O i] 6300 Å line versus [Fe/H] after applying 3D non-
LTE corrections from Amarsi et al. (2019b). The full drawn line is a
least-squares fit to the data.
tions from Amarsi et al. (2019b) a comparison was made with
3D non-LTE values of [O/H] based on the [O i] line at 6300.3Å
(see Table 4). As seen from Fig. 6, there is a satisfactory agree-
ment between the two sets of [O/H] values. In particular, there is
no trend of the difference as a function of [Fe/H] indicating that
the oxygen abundances derived from the forbidden line can be
trusted. In this connection, we note that whereas the differential
3D non-LTE corrections are almost negligible for the [O i] line,
they range from −0.06 dex to +0.05 dex for the triplet.
The differential 3D non-LTE corrections relative to those
for the Sun range from −0.015dex to +0.005 dex for the car-
bon abundances derived from high-excitation C i lines and from
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Fig. 7. Comparison of Ti and Cr abundances derived from lines belong-
ing to the neutral and ionised species.
−0.011 dex to +0.003 dex for the oxygen abundances derived
from the [O i] line at 6300.3Å. These small corrections do not
lead to any significant change of the 1D LTE trends of [C/Fe]
and [O/Fe] with age shown in Fig. 4. The 3D non-LTE effects
on the iron abundances may, however, be more important. Ac-
cording to Amarsi et al. (2019b), the [Fe/H] values derived from
our Fe ii lines are subject to changes ranging from −0.007 dex to
+0.025 dex, but 3D non-LTE corrections for the Fe i lines used
to determine the atmospheric parameters are not available. Obvi-
ously, a 3D non-LTE study of the formation of both Fe i and Fe ii
lines in the atmospheres of solar-type stars as already carried out
for the Sun (Lind et al. 2017) is needed before improved [Fe/H]
values can be obtained.
In the case of Ti and Cr, we have determined abundances
from respectively three and two lines of the majority species Ti ii
and Cr ii in addition to the abundances given in Table 2 that are
based on respectively nine Ti i and seven Cr i lines. As seen from
Fig. 7, the abundances from the ionised lines tend to deviate from
those of the neutral lines by ∼ +0.01 dex at the lowest metallic-
ities and ∼ −0.01 at high [Fe/H]. This suggests that the 1D LTE
results shown in Fig. 4 may be affected by differential 3D non-
LTE effects at a level of ±0.01 when comparing low- and high-
metallicity stars. Again, we need 3D non-LTE studies to improve
the accuracy of abundances of these and other elements.
4.3. C/O versus stellar age
The C/O number ratio is important for the structure and
composition of planets. The Sun has C/O = 0.56 ± 0.05
(Amarsi et al. 2019a), but if a star and its proto-planetary disk
have C/O >∼ 0.8, ‘Carbon’ planets containing large amounts of
graphite and carbides instead of Earth-like silicates may be
formed (Kuchner & Seager 2005; Bond et al. 2010). Work by
Delgado Mena et al. (2010) and Petigura & Marcy (2011) sug-
gested that a significant percentage of high-metallicity solar-
type stars have C/O > 0.8, but later studies have not confirmed
this (Nissen 2013; Brewer & Fischer 2016; Suárez-Andrés et al.
Fig. 8. The C/O number ratio as a function of stellar age with blue and
red filled circles referring to the two sequences Fig. 3. Stars for which
one or more planets have been detected are labeled with a black ring.
2018; Amarsi et al. 2019b; Stonkute˙ et al. 2020). According to
these works, there is a rise of C/O with [Fe/H], but none of the
stars have C/O significantly larger than 0.8.
As seen from Fig. 8, our 3D non-LTE values of C/O show a
rising trend with decreasing age for the old (red) sequence, but
all stars have C/O clearly below 0.8. Interestingly, all nine stars
with C/O ≃ 0.7 have confirmed planets according to The Ex-
trasolar Planets Encyclopaedia 5 (Schneider et al. 2012). These
stars have also high metallicities, i.e. 0.18 < [Fe/H] < 0.31, so it
cannot be decided from the present small sample whether it is the
high C/O ratio or the high [Fe/H] (or both) that favour formation
of planets.
4.4. [Y/Mg] and [Sr/Mg] versus age
As mentioned in the Introduction several studies of solar twins
suggest that [Y/Mg] can be used as a sensitive chemical clock
to obtain stellar ages (Nissen 2016; Tucci Maia et al. 2016;
Spina et al. 2018). Feltzing et al. (2017) found, however, that
[Y/Mg] at a given age decreases significantly with decreas-
ing metallicity, but this is less obvious from data presented by
Delgado Mena et al. (2019) and Titarenko et al. (2019).
Figure 9 shows a tight [Y/Mg]-age relation for our sample
of stars except for a strong deviation of the two components of
the visual binary star, ζ Reticuli, and a minor deviation of the
two Na rich stars. Excluding these four stars, an error-weighted
maximum likelihood fit gives
[Y/Mg] = 0.179 (±0.007)− 0.0383 (±0.0010) · Age [Gyr], (6)
with a reduced chi-square of 0.82. Within the quoted errors
of the zero-point and the slope, this age calibration of [Y/Mg]
agrees with the calibration in Paper II for 21 solar twins, whereas
Spina et al. (2018) find a somewhat different slope, i.e. −0.045±
0.002 for 76 solar twins, which may be due to a different age
scale, i.e. the use of Yonsei-Yale isochrones (Yi et al. 2001;
Kim et al. 2002) instead of the ASTEC models used by us (see
discussion in Paper II).
As seen from Fig. 9 there is no indication of a shift in
the [Y/Mg]-age relation between the old (red) and the younger
(blue) sequence of stars. Furthermore, Fig. 10 shows that the
5 http://exoplanet.eu
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Fig. 9. [Y/Mg] versus stellar age with the same symbols as in Fig. 3.
The line corresponds to the linear fit given in Eq. (6).
Fig. 10. Deviations of [Y/Mg] from Eq. (6) as a function of [Fe/H]. The
line shows a linear fit to the data.
residuals of [Y/Mg] from the age calibration given by Eq. (6) has
no significant dependence on metallicity in the −0.3 < [Fe/H] <
+0.3 range. In this connection, we note that the shift of [Y/Mg]
with [Fe/H] found by Feltzing et al. (2017) occurs for stars with
[Fe/H] < −0.3, so there is not necessarily a contradiction be-
tween the results of the two investigations.
Strontium (Z = 38) belongs to the first peak of s-process el-
ements like yttrium (Z = 39). According to Karakas & Lugaro
(2016), the yields of these two elements from Asymptotic Gi-
ant Branch (AGB) stars depend in a similar way on stellar mass
and metallicity, so one would expect [Sr/Mg] to have about the
same dependence on age as [Y/Mg]. As shown in Fig. 11, this is
indeed the case; the error-weighted fit to the data gives
[Sr/Mg] = 0.169 (±0.007)− 0.0346 (±0.0010) · Age [Gyr], (7)
when excluding ζ Reticuli and the two Na-rich stars. The scatter
around this line is, however, larger than in the case of [Y/Mg]
and there is a significant dependence of the residuals on [Fe/H]
as seen from Fig. 12. In this connection, we note that the Sr abun-
dances were determined from only one Sr i line (χexc. = 0.0 eV)
at 4607.3Å, which according to Grevesse et al. (2015) is sub-
ject to a solar non-LTE correction of +0.15 dex based on calcu-
lations by M. Bergemann (priv. communication). This suggests
that there may be significant differential 3D non-LTE corrections
depending on [Fe/H]. Yttrium abundances, on the other hand,
were determined from three lines. All belong to the Y ii majority
Fig. 11. [Sr/Mg] versus stellar age with the same symbols as in Fig. 3.
The line shows the linear fit given in Eq. (7).
Fig. 12. Deviations of [Sr/Mg] from Eq. (7) as a function of [Fe/H]. The
line shows the linear fit to the data.
species and are thus not susceptible to non-LTE overionisation
effects. We conclude that until 3D non-LTE calculations become
available, [Y/Mg] is to be preferred as a chemical clock.
As recently discussed by Jofré et al. (2020), chemical abun-
dances for 80 solar twins (Spina et al. 2018; Bedell et al. 2018),
suggest that a variety of abundance ratios between s-process el-
ements (from Sr to Ce) and lighter elements (from C to Zn) can
be used as sensitive chemical clocks. It remains, however, to be
investigated to which extent these ratios depend on [Fe/H] at a
given age. As an example, our data show that [Y/Al] is more
sensitive to age than [Y/Mg], but the residuals in the fit depend
significantly on [Fe/H] as in the case of [Sr/Mg].
4.5. The ζ Reticuli binary star
The binary star ζ Ret in the constellation Reticulum is in many
ways a most remarkable system. The two components, ζ1 Ret
(HD20766) and ζ2 Ret (HD20807) have apparent magnitudes
of V = 5.51 and V = 5.23, respectively, and with a separation
of 5.15 arc minutes they can been seen with the naked eye on a
dark sky. According to Gaia DR2 data (Gaia Collaboration et al.
2018), their proper motions, radial velocities, and distances
(12.0pc) agree, suggesting that they have a common origin.
As seen from Fig. 9, both ζ1 and ζ2 Ret fall much below the
[Y/Mg]-age relation for the other stars. This is due to an unusu-
ally low yttrium abundance compared to other stars with similar
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Fig. 13. HARPS spectrum of ζ1 Ret (blue line) around the Y ii line at
5087.4 Å in comparison with the HARPS spectrum of HD 20619 (red
line). The lower panel shows the difference ζ1 Ret – HD20619.
ages as shown in Fig. 13, where the spectrum of ζ1 Ret is com-
pared to that of HD20619. The two stars have about the same
values of Teff , log g, and [Fe/H] and the strengths of the Ti i,
Fe i, and Ni i lines are nearly the same, whereas the Y ii line at
5087.4Å is weaker in the spectrum of ζ1 Ret resulting in a defi-
ciency, ∆[Y/Fe] = −0.13 dex, of ζ1 Ret relative to HD20619.
In order to illustrate how precisely the ages of ζ1,2 Ret are
determined, Fig. 14 shows their locations in the log (L/L⊙)-
Teff diagram in comparison with ASTEC isochrones ranging in
age from 0 to 10Gyr. As the metallicities and [α/Fe] values of
the two stars are slightly different, two sets of isochrones cor-
responding to the heavy element abundances of the stars are
shown. Taking into account the estimated uncertainties of Teff
and log (L/L⊙) shown with error bars in the figure as well as
the uncertainty of the Zs-values of the stars we obtain an age of
2.6± 1.3Gyr for ζ1 Ret and 4.7 ± 0.9Gyr for ζ2 Ret. Thus, there
is a hint of a difference, ∆Age = 2.1± 1.6Gyr, between the ages
but this is only significant at the 1.3-sigma level.
Ages of ζ1,2 Ret may also be estimated from their chro-
mospheric activity. From a detailed study of the Ca ii H&K
lines in HARPS spectra, Flores et al. (2018) found a period
of ∼ 10 yr in the activity of ζ2 Ret with approximately the
same level of Ca ii H&K core emission as the Sun. ζ1 Ret
is much more active as can be seen from Fig. 15. No activ-
ity cycle was detected by Flores et al. (2018) but the emis-
sion in the cores of the Ca ii H&K lines varies over the 3.3 yr
period covered by the HARPS spectra. The average chromo-
spheric Ca ii H&K emission index (R′HK = LHK/Lbol) deter-
mined for the two stars (see Table 2 in Flores et al. 2018) is
logR′HK = −4.68±0.04 for ζ
1 Ret and logR′HK = −4.86±0.02 for
ζ2 Ret. From these values and the open cluster age calibration of
logR′HK by Mamajek & Hillenbrand (2008), which has a scatter
of ±0.07 dex in logR′HK, we estimate ages of 1.8 ± 0.8Gyr for
ζ1 Ret and 4.10 ± 1.1 for ζ2 Ret in agreement with the isochrone
ages within the estimated errors.
The chemical evolution ages of the ζ Ret stars are signifi-
cantly higher than their isochrone and activity ages. From the
[Y/Mg] values we derive 9.1±0.5Gyr for ζ1 Ret and 9.4±0.5Gyr
for ζ2 Ret based on the calibration in Eq. (6). A similar prob-
Fig. 14. ζ1 and ζ2 Ret in the log (L/Lsun) versus Teff diagram in compar-
ison with ASTEC isochrones ranging in age from 0 to 10Gyr in steps
of 1Gyr. The full drawn lines refer to isochrones interpolated to the sur-
face heavy element abundance of ζ1, Zs = 0.0122, and the dotted lines
to isochrones corresponding to the abundance of ζ2 Ret, Zs = 0.0111.
Fig. 15. HARPS spectra of ζ1 and ζ2 Ret near the centre of the Ca ii
K line in comparison with the solar flux HARPS spectrum observed
as reflected light from Vesta in 2011. The flux is given relative to the
continuum flux in the region of the Ca ii H&K lines.
lem was presented by Rocha-Pinto et al. (2002), who noted that
ζ1 Ret is chromospherically young but kinematically old. Its
Galactic velocity components with respect to the Local Stan-
dard of Rest (LSR) are (U,V,W) = (−63,−34,+23)km s−1, in-
dicating that it belongs to the old disk. As an explanation,
Rocha-Pinto et al. (2002) suggested that such stars are blue
stragglers formed from the coalescence of short-period binaries
with low-mass components. This scenario also explains the dif-
ference between isochrone age and chemical evolution age of
ζ1,2 Ret. It may even explain the possible difference in isochrone
age between ζ1 and ζ2 Ret, because the coalescence could hap-
pen at different times. Furthermore, the scenario can explain
that both stars are severely depleted in lithium and beryllium
(Santos et al. 2004) relative to stars with similar mass, age, and
metallicity, because Li and Be destruction would take place in
the deep convection zones of the low-mass stars.
It is more difficult to explain that ζ1 and ζ2 Ret do not
have the same chemical composition. Saffe et al. (2016) used
HARPS spectra with S/N ∼ 300 obtained on a single night to
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Fig. 16. Abundance difference between ζ1 and ζ2 Ret as a function of
elemental condensation temperature (upper panel) compared to the dif-
ference in abundances derived for ζ1 Ret in respectively the high and
low activity phases shown in Fig. 15 (lower panel).
show that abundances of refractory elements in ζ1 Ret are en-
hanced relative to the abundances in ζ2 Ret. Furthermore, they
found that the abundance difference increases as a function of
elemental condensation temperature (Tc) (Lodders 2003) with
a slope of 3.85 (±1.02) · 10−5dexK−1. This was confirmed by
Adibekyan et al. (2016) based on combined HARPS spectra of
ζ1 and ζ2 Ret having S/N ratios as high as 1300 and 3000, re-
spectively. As seen from Fig. 16, our abundances also show a
difference between ζ1 and ζ2 Ret correlated with elemental con-
densation temperature; a weighted least squares fit leads to the
relation
∆[X/H] = 0.002(±0.015)+ 3.15 (±1.13)10−5 · Tc dexK−1, (8)
in agreement with the results of Saffe et al. (2016) and
Adibekyan et al. (2016).
Yana Galarza et al. (2019) have shown that some of the
stronger Fe i and Fe ii lines in HARPS spectra of the young ac-
tive solar twin HD59967 vary significantly in strength along its
activity cycle of ∼ 6 yr and that the derived atmospheric param-
eters change correspondingly with an amplitude of ∼ 30K in
Teff and 0.015 dex in [Fe/H]. A similar result was obtained by
Spina et al. (2020) for a large sample of active solar-type stars.
This raises the question if our derived abundances for ζ1 Ret also
depend on its level of activity. We have therefore analysed two
sets of HARPS spectra, each with S/N ∼ 800, obtained during
respectively the high and low activity phases (see Fig. 15). The
derived Teff’s differ by 10K only and as shown in Fig. 16 (lower
panel), there is no significant difference between the abundances
obtained during the two activity phases. This supports that our
derived abundances are not significantly affected by magnetic
activity and that the abundance enhancement of ζ1 Ret relative to
ζ2 Ret cannot be explained by the difference in activity. We note
in this connection that ζ1 Ret is not as active as HD59967 and
that we are using weaker Fe lines less sensitive to magnetic fields
than those used by Yana Galarza et al. (2019) and Spina et al.
(2020) to determine atmospheric parameters and abundances.
As recently listed by Ramírez et al. (2019, Table 6), there is
now ten known twin-star comoving pairs with a significant dif-
ference in the abundance of refractory elements. In some cases
the difference reaches ∼ 0.2 dex (Oh et al. 2018; Ramírez et al.
2019; Nagar et al. 2020) and is correlated with elemental con-
densation temperature. Possible explanations of the abundance
differences include sequestration of refractory elements in plan-
ets (Meléndez et al. 2009; Chambers 2010), engulfment of plan-
ets (e.g. Meléndez et al. 2017; Tucci Maia et al. 2019), and dust-
gas separation in star-forming gas clouds or circumstellar disks
(Gaidos 2015; Gustafsson 2018a,b). In this connection we note
that no planets have been detected around the ζ Ret stars,
but infrared observations with the Spitzer and Herschel tele-
scopes suggested the existence of a debris disk around ζ2 Ret
(Trilling et al. 2008; Eiroa et al. 2010). ALMA/Atacama Com-
pact Array (sub)mm observations carried out 8 years after the
Herschel observations show, however, that the disk does not
share the large proper motion of ζ2 Ret and is probably a back-
ground source (Faramaz et al. 2018). Therefore, it remains un-
clear how the abundance difference between ζ1 and ζ2 Ret should
be explained.
5. Discussion
When discussing explanations of the two sequences for [Fe/H]
and [X/Fe] as a function of stellar age, it should be remembered
that the stars have been selected to have an approximately uni-
form distribution in [Fe/H] from ∼ −0.3 dex to ∼ +0.3 dex. For
this range the separation in low- and high-alpha stars is not as
clear as in the range−0.6 <∼ [Fe/H] <∼ −0.3 (e.g. Adibekyan et al.
2012; Bensby et al. 2014; Fuhrmann et al. 2017). Instead, we
have found indication of a dichotomy of the distribution of stars
in the [Fe/H]-age diagram.
One may wonder why the two age sequences have not been
seen in previous studies of the age-metallicity relation for solar-
type stars, but for typical age precisions of 2-4Gyr, the dearth
of stars at intermediate ages seen in Fig. 3 tends to be washed
out. A higher age precision was claimed by Haywood et al.
(2013), who in a study of the Adibekyan et al. (2012) sample
estimated errors of 0.8-1.5Gyr for isochrone ages of somewhat
evolved main-sequence stars. Interestingly, they found a tight
age-metallicity relation for high-alpha (thick disk) stars similar
to the old sequence in our Fig. 3, but there is no split into two
distinct age sequences in their age-metallicity diagram (see Fig.
9 in Haywood et al. 2013). The reason may be that Haywood
et al. include stars from a broad range in effective temperature,
5000K <∼ Teff <∼ 6400K, which means that systematic errors in
the isochrones as a function of stellar mass add to the statistical
errors. Our study is limited to stars with 5600K < Teff < 5950K
allowing us to make a differential determination of isochrone
ages relative to the well known age of the Sun and therefore
obtain ages with a precision of 0.5-1.3Gyr for stars with sim-
ilar [Fe/H]. Furthermore, the precision of our derived effective
temperatures is on the order of 10K compared to 25-70K for
the stars in Adibekyan et al. (2012), which is important for the
derivation of precise ages especially for stars near the ZAMS.
Concerning investigations based on asteroseismic ages, we
note that the analysis by Silva Aguirre et al. (2018) of ∼ 1200
red giants with precise abundances from APOGEE (the so-
called APOKASC sample) does not show any split of the age-
metallicity relation into two sequences. The seismic ages have,
however, errors of about 20-40% depending on whether a star
belongs to the red giant branch or the clump phase. This means
that stars with ages in the range 5-10Gyr have typical age un-
certainties of 1.5-3Gyr, so again one cannot expect to detect the
dearth of stars with intermediate ages seen in Fig. 3. The smaller
sample of solar-type dwarfs for which high-precision individual
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Fig. 17. Age-metallicity diagram for dwarf stars with ages determined
from Kepler short-cadence observations of individual oscillation fre-
quencies by Silva Aguirre et al. (2015, 2017).
oscillation frequencies are available from Kepler short-cadence
observations (Huber et al. 2013; Lund et al. 2017) is more in-
teresting in this connection. Silva Aguirre et al. (2015) analysed
33 such stars with planets and Silva Aguirre et al. (2017) 66
stars without known planets, the so-called LEGACY sample.
They obtained age uncertainties of 10-15% from the astero-
seismic data. Metallicities are, on the other hand, not very pre-
cise for many of these stars; ten stars have [Fe/H] determined
from high S/N HARPS-N spectra with a precision of ∼0.02dex
(Nissen et al. 2017), but for the rest [Fe/H] was derived from
low S/N spectra with a precision of ∼ 0.10 dex. Nevertheless,
the age-metallicity diagram for the Kepler dwarfs (see Fig. 17)
gives support to the existence of an old and a young sequence
with a deficit of stars in between, although details such as the
[Fe/H]- age slope for the two populations and the width of their
separation are somewhat different from the corresponding fea-
tures in the ASTEC age-metallicity diagram. The deficit of stars
at intermediate ages was in fact noted by Silva Aguirre et al.
(2015) but was ascribed to a selection effect, namely that detec-
tion of oscillations by Kepler is favoured for the brighter stars,
either young F-type or old evolvedG-type stars. After addition of
the LEGACY sample, Fig. 17 includes, however, ten unevolved
(4.27 < log g < 4.50), cool (5500K < Teff < 6150K stars
with ages corresponding to those of the young sequence. Stars
with intermediate ages are more evolved and have larger oscilla-
tion amplitudes. Therefore, it is unlikely that the deficit of stars
at intermediate ages is a selection effect. The absence of stars
younger than ∼ 1.5Gyr is on the other hand a selection bias;
Such stars lie either close to the ZAMS and have low oscillation
amplitudes or are warmer than Teff ∼ 6600K, the temperature
limit of the Kepler dwarf sample.
As a possible explanation of the two age sequences in Fig. 3
we have considered the ”two-infall" chemical evolution model
of Chiappini et al. (1997) as revised by Grisoni et al. (2017).
This model assumes two main episodes of infalling gas onto the
Galactic disk corresponding to the formation of respectively the
thick and the thin disk. Spitoni et al. (2019, 2020) have recently
compared the predictions of this model with APOGEE chemi-
cal abundances and seismic ages of K giants in the APOKASC
sample (Silva Aguirre et al. 2018) and have shown that a signif-
icant delay of 4.5 to 5.5Gyr between the two episodes of gas
accretion is needed to explain the data. The corresponding star
Fig. 18. Comparison of the [Fe/H]initial-, [O/Fe]-, and [Mg/Fe]-age rela-
tions with predictions from the two-infall chemical evolution model.
formation rate has a minimum at an age of ∼ 8Gyr. A simi-
lar quenching of star formation around an age of 8Gyr was de-
rived by Snaith et al. (2015) from the Adibekyan et al. (2012)
abundances and the Haywood et al. (2013) isochrone ages of
solar-type stars. There is also indications of a double-peaked
star formation history, although with a minimum around 6Gyr,
from Gaia colour-magnitude diagrams (Mor et al. 2019). Fur-
thermore, several models of galaxy formation predict a quench-
ing of star formation at ages between 6 and 9Gyr. Noguchi
(2018) suggests that high-alpha stars form during an initial phase
of accretion of cold primordial gas followed by a hiatus until the
shock-heated gas has cooled due to radiation and a new accretion
begins leading to the formation of low-alpha disk stars. Cosmo-
logical hydrodynamical simulations also point to the formation
of bimodal disks (e.g. Grand et al. 2018) possibly triggered by a
gas-rich merging satellite (Buck 2020).
Using the Markov Chain Monte Carlo (MCMC) method de-
scribed by Spitoni et al. (2020) we have made a preliminary in-
vestigation of how well the two-infall model fits the observed
[Fe/H]-, [O/Fe]-, and [Mg/Fe]-age relations. The solar neigh-
bourhood is assumed to have a metallicity of [Fe/H] = −1 at
an age of 12Gyr at which time the first exponentially decay-
ing infall of primordial gas begins followed by a delayed sec-
ond infall of primordial gas. The main parameters of the model
are the timescales of the infalling gas, τ1 and τ2, and the de-
lay time, Tdelay. More details about the model may be found
in Spitoni et al. (2019, 2020) including assumptions about the
star formation efficiency, stellar yields, the Initial Mass Function
(IMF), and the delay of Type Ia SNe relative to Type II SNe.
The two-infall model describes the evolution of chemical
abundances in interstellar gas and should therefore be com-
pared to the initial composition of stars. Hence, the present ob-
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served surface abundances should be corrected for diffusion be-
fore comparison with the model predictions. According to the
ASTEC models, the difference [Fe/H]initial−[Fe/H] is 0.054dex
for the Sun, rises to about 0.10 dex for ∼ 10Gyr old stars, and
is near zero for the youngest stars in our sample. Therefore, the
age slope of [Fe/H]initial is somewhat different from the slope of
[Fe/H]. This has been taken into account in the MCMC fitting of
the two-infall model to our data. The diffusion effect on [O/Fe]
and [Mg/Fe] may, on the other hand, be neglected, because the
abundances of these elements are affected in approximately the
same way (see Turcotte et al. 1998, Fig. 14).
Figure 18 shows the MCMC fitting of the two-infall model
to our data. The resulting parameters values are τ1 = 0.38 ±
0.04Gyr, τ2 = 3.2 ± 0.4Gyr, and Tdelay = 3.52 ± 0.05Gyr. The
delay time is similar to the value obtained from the MCMC fit-
ting of the APOKASC data by Spitoni et al. (2020) (Tdelay =
4.62 ± 0.12Gyr), but the infall timescales are shorter than the
values obtained for the APOKASC sample (τ1 = 1.26±0.10Gyr
and τ2 = 11.3 ± 0.9Gyr).
As seen from Fig. 18, the two-infall model explains the main
features of the abundance-age relations, but there are problems
with the details. In the upper panel, the model predicts too high
ages for the old sequence. This part of the fit is improved if the
model begins with [Fe/H] = −1 at an age of 11Gyr instead of
12Gyr, but then the fit to the steep decline of [O/Fe] and [Mg/Fe]
at high ages is less satisfactory. Furthermore, the model does not
reach the group of 12 metal-rich stars on the old sequence having
[O/Fe] ∼ −0.1 and a too large bump in [Mg/Fe] is predicted at
ages between 6 and 8Gyr. Finally the model predicts a too steep
decline of [Mg/Fe] at ages below 5Gyr.
It is beyond the scope of this paper to investigate if the fitting
of the two-infall model to the data can be improved by varying
the yields or by changing assumptions about the star-formation
history, the IMF, the time-scale of Type Ia SNe, and the com-
position of the infalling gas. A comparison with the age trends
of other element ratios, such as [Na/Fe], [Ni/Fe], and [Y/Mg],
is also postponed. Instead, we briefly discuss if the alternative
scenario of forming the thick and the thin disks proposed by
Haywood et al. (2019) can explain the two sequences in the age-
metallicity diagram and the corresponding age trends of element
ratios.
According to Haywood et al. (2019), high-alpha stars started
to form in a turbulent gaseous thick disk with a chemical evo-
lution according to the closed-box model. After 3-4Gyr, the gas
had been enriched to solar metallicity but then experienced a
quenching of star formation possibly caused by formation of a
central bar (Haywood et al. 2018). At the same time, accretion of
metal-poor gas mixed with solar-metallicity gas from the thick
disk began in the outer parts of the disk leading to the forma-
tion of the thin disk. In the solar neighbourhood, this caused a
decrease of metallicity to [Fe/H] ∼ −0.2, but farther out in the
disk a lower metallicity was reached because of a higher portion
of metal-poor gas. In this way, a radial metallicity gradient in
the thin disk was created. After the quenching period, the chem-
ical evolution continued leading to the formation of metal-rich
stars ([Fe/H] ∼ +0.3) in the inner disk (galactocentric distances
RG < 7 kpc) and a gradual increase of [Fe/H] with age in the
outer disk (see Fig. 6 in Haywood et al. 2019, for a sketch of
the resulting age trends of [Fe/H] and [α/Fe]). The trends are
similar to the predictions of the two-infall model shown in Fig.
18, but with a turnover in [Fe/H] at solar metallicity instead of
[Fe/H] = +0.3 probably leading to a smaller bump in [Mg/Fe] at
ages between 6 and 8Gyr in better agreement with the data. The
metal-rich group of stars with low values of [O/Fe] could then
Fig. 19. Toomre diagram for stars on the two age sequences in Fig. 3.
Stars on the old age sequence are shown with filled red circles and those
on the younger age sequence with filled blue circles. The dotted lines
correspond to respectively Vtotal = 50 km s−1 and Vtotal = 100 km s−1.
The uncertainty of the velocity components is about 1.5 km s−1, corre-
sponding to the size of the circles.
be interpreted as formed at the end of the inner disk evolution.
It remains, however, to be seen how well a detailed chemical
evolution model for this scenario can explain the data in Fig. 18.
In connection with the Haywood et al. (2019) scenario,
the kinematics of our stars is of interest. Galactic velocity
components, U,V,W, and peri- and apo-galactic orbital dis-
tances from the Galactic centre, Rperi and Rapo, were adopted
from Holmberg et al. (2009), who used Tycho-2 proper motions
(Høg et al. 2000), Hipparcos distances (van Leeuwen 2007),
and radial velocities from the Geneva-Copenhagen survey
(Nordström et al. 2004) in their calculations. As seen from the
resulting Toomre diagram in Fig. 19, the old (red) population
has a larger velocity dispersion and a larger rotational lag with
respect to the LSR than the young (blue) population. This dif-
ference in kinematics is also evident from the mean galacto-
centric distances in the stellar orbits Rm = (Rperi + Rapo)/2.
The old population has an average 〈Rm〉 = 7.34 kpc with an
rms dispersion of σ = 0.71 kpc. The younger population has
〈Rm〉 = 7.82 kpc and σ = 0.44 kpc. Assuming that Rm is a mea-
sure of the galactocentric distance of the stellar birthplace (e.g.
Edvardsson et al. 1993) these values support that the old stars
have been formed inside the mean galactocentric distance for
the formation of the younger population, but the difference in
〈Rm〉 is small, so the kinematics does not provide much evidence
of the Haywood et al. (2019) disk formation scenario. If, on the
other hand, the orbital angular momenta of the old stars have
been changed, we cannot use Rm as a proxy of stellar birthplace
and therefore the stars may have been formed farther away.
6. Summary and conclusions
High-precision chemical abundances have been determined from
HARPS spectra of 72 nearby solar-type stars and precise ages
were derived by comparing spectroscopic effective tempera-
tures and luminosities based on Gaia DR2 distances to ASTEC
isochrones. These data suggest that there are two distinct se-
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quences in the age-metallicity diagram (Fig. 3). A similar dis-
tribution is seen in the age-metallicity diagram of dwarf stars
for which precise asteroseismic ages have been determined from
Kepler satellite observations of oscillation frequencies (Fig. 17).
The two sequences can also be seen as distinct [X/Fe]-age trends
for several elements, most notable O, Na, Ca, and Ni (Fig. 4).
Previous studies of the age-metallicity relation for stars in
the solar neighbourhood have not revealed any bimodal distribu-
tion. This can be ascribed to typical age uncertainties of 2-4Gyr,
which blurs the age gap between the two sequences leading to
an apparently flat distribution of [Fe/H] as a function of age. The
corresponding large scatter in [Fe/H] at a given age has been ex-
plained as due to migration of stars over several kpc in a Galactic
disk with a radial metallicity gradient and this has been the most
important argument for the existence of ‘churning’ (changes of
orbital angular momentum) in addition to ‘blurring’ (increase in
epicycle amplitude in time). With two distinct sequences in the
age-metallicity diagram, the scatter in [Fe/H] at a given age for
each sequence is decreased and it is a question if ‘churning’ is
needed to explain the data.
The elemental abundances provided in this paper have been
derived by analysing HARPS spectra with 1D model atmo-
spheres under the LTE assumption. As discussed in Sect. 4, a 3D
non-LTE analysis may lead to changes of the derived abundances
and atmospheric parameters and therefore also the derived ages,
although the cases of C and O, for which 3D non-LTE correc-
tions are available, suggest that differential corrections are small
for the lines and stars considered in the present work. Still, it
would be important to extend 3D non-LTE calculations to other
elements than C and O, in particular to the Fe i lines used to de-
rive Teff and log g. 3D non-LTE corrections may also affect the
derived jumps in some abundance ratios betweenmetal-rich stars
on the old age sequence and metal-poor stars on the younger
sequence for ages at 6-7Gyr, and therefore be important when
testing chemical evolution models.
As discussed in Sect. 5, the two-infall chemical evolu-
tion model (Chiappini et al. 1997; Spitoni et al. 2019) provides
an overall satisfactory fit to the distribution of stars in the
[Fe/H]initial- , [O/Fe]-, and [Mg/Fe]- age diagrams, but some de-
tails such as the existence of a group of metal-rich stars with
[O/Fe] ∼ −0.10 cannot be explained. It also remains to be in-
vestigated if other abundance trends, in particular [Y/Mg] ver-
sus age, can be explained. [Y/Mg] shows a remarkable steep and
tight trend as function of age (except for a puzzling deviation of
the visual binary star ζ Ret) with no offset between the two age
sequences and with negligible dependence on metallicity in the
range −0.3 < [Fe/H] < +0.3.
As an alternative to the two-infall model it should be in-
vestigated if the scenario proposed by Haywood et al. (2019),
in which the inner thick disk evolves according to the closed
box model and the outer thin disk forms from infalling metal-
poor gas, can explain the data. Given that the Sun is situated at
the transition between the two regions, the solar neighbourhood
may consist of a mixture of stars having experienced two differ-
ent chemical evolution tracks.
Given the relative small sample of stars studied, it would
be important to investigate if larger samples with high precision
abundances and ages confirm the split of the age-metallicity di-
agram into two age sequences. It requires, however, spectra of a
similar high quality as the HARPS spectra applied in this paper
to determine abundances and isochrone ages with sufficient pre-
cision to detect the gap between the two age sequences. Another
interesting possibility is to expand the sample of solar-type stars
with seismic ages derived from individual oscillation frequencies
using for example TESS satellite data.
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