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ABSTRACT
The Batalin-Fradkin-Tyutin (BFT) scheme, which is an im-
proved version of Dirac quantization, is applied to the CP 1 model,
and the compact form of a nontrivial first-class Hamiltonian is
directly obtained by introducing the BFT physical fields. We
also derive a BRST-invariant gauge fixed Lagrangian through
the standard path-integral procedure. Furthermore, performing
collective coordinate quantization we obtain energy spectrum of
rigid rotator in the CP 1 model. Exploiting the Hopf bundle, we
also show that the CP 1 model is exactly equivalent to the O(3)
nonlinear sigma model at the canonical level.
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1 Introduction
Since the (2+1) dimensional O(3) nonlinear sigma model (NLSM) was first
discussed by Polyakov and Belavin [1], there have been lots of attempts to
improve this soliton model associated with the homotopy group π2(S
2) = Z.
The SU(N) invariant NLSM or CPN−1 model was later introduced [2, 3, 4] in
terms ofN complex fields Zα (α = 1, ..., N) satisfying a constraint Z
∗
αZα−1 =
0. In addition, one can impose a local U(1) invariance
Zα(x)→ e
iα(x)Zα(x) (1.1)
for arbitrary space-time dependent α(x) [3]. The CPN−1 model for N = 2
was shown [3] to be equivalent to the O(3) NLSM where Polyakov and Belavin
found instantons [1]. Moreover, it is well known that the topological charge
in the O(3) NLSM is equivalent to that in the SU(2) invariant NLSM [3].
On the other hand, the Dirac method [5] is a well known formalism to
quantize physical systems with constraints. In this method, the Poisson
brackets in a second-class constraint system are converted into Dirac brack-
ets to attain self-consistency. The Dirac brackets, however, are generically
field-dependent, nonlocal and contain problems related to ordering of field
operators. These features are unfavorable for finding canonically conjugate
pairs. However, if a first-class constraint system can be constructed, one can
avoid introducing the Dirac brackets and can instead use Poisson brackets to
arrive at the corresponding quantum commutators.
To overcome the above problems, Batalin, Fradkin, and Tyutin (BFT) [6]
developed a method which converts the second-class constraints into first-
class ones by introducing auxiliary fields. Recently, this BFT formalism has
been applied to several models of current interest [7, 8, 9]. In particular,
the relation between the Dirac and BFT schemes, which had been obscure
and unsettled, was clarified in the SU(2) Skyrmion model[10]. Very recently,
in Ref. [11] the BFT Hamiltonian method was also applied to the SU(2)
Skyrmion model to directly obtain the compact form of a first-class Hamilto-
nian, via the construction of the BFT physical fields. Meanwhile, this BFT
approach was applied to CP 1 model [12, 13], but these studies fell short
of obtaining the desired compact form of a first-class Hamiltonian and as a
result further developments have been deterred.
The motivation of this paper is to systematically apply the standard Dirac
quantization method, the BFT scheme [8], the Batalin, Fradkin and Vilko-
visky (BFV) method [14, 15, 16] and the Becci-Rouet-Stora-Tyutin (BRST)
1
method [17] to the CP 1 model [12, 13]. In section 2 we convert the second-
class constraints into first-class ones according to the BFT method to con-
struct first-class BFT physical fields and directly derive the compact expres-
sion of a first-class Hamiltonian in terms of these fields. The existing ap-
proach, used in Ref. [18] to derive a first-class Hamiltonian in the SU(2)
Skyrmion model, involves an infinite iteration procedure. Our approach
avoids this. We then investigate some properties of the Poisson brackets
of these BFT physical fields to obtain the Dirac brackets in the limit of van-
ishing auxiliary fields. We construct in section 3 a BRST-invariant gauge
fixed Lagrangian in the BFV scheme through the standard path-integral
procedure. Exploiting collective coordinates, in section 4 we perform a semi-
classical quantization and in section 5 we explicitly show the equivalence
between the CP 1 model and O(3) nonlinear sigma model (NLSM) [19] at the
canonical level, by using the Hopf bundle [3, 4]. In section 6 we show that the
energy spectrum of rigid rotator in the CP 1 model obtained by the standard
Dirac method with the suggestion of generalized momenta is consistent with
that of the BFT scheme.
2 First-class constraints and Hamiltonian
In this section we apply the BFT scheme to the CP 1 model, which is a
second-class constraint system. We start with the CP 1 model Lagrangian of
the form
L =
∫
d2x
[
∂µZ
∗
α∂
µZα − (Z
∗
α∂µZα)(Zβ∂
µZ∗β)
]
(2.1)
where Zα = (Z1, Z2) is a multiplet of complex scalar fields with a constraint
Ω1 = Z
∗
αZα − 1 ≈ 0. (2.2)
One notes here that, as discussed before, this model is invariant under a local
U(1) gauge symmetry transformation (1.1). By performing the Legendre
transformation, one can obtain the canonical Hamiltonian
Hc =
∫
d2x
[
Π∗αΠα + ∂iZ
∗
α∂iZα − (Z
∗
α∂iZα)(Zβ∂iZ
∗
β)
]
(2.3)
where Πα and Π
∗
α are the canonical momenta conjugate to the complex scalar
fields Zα and Z
∗
α, respectively, given by
Πα = Z˙
∗
α − Z
∗
αZβZ˙
∗
β
2
Π∗α = Z˙α − ZαZ
∗
βZ˙β. (2.4)
The time evolution of the constraint Ω1 yields an additional secondary con-
straint
Ω2 = Z
∗
αΠ
∗
α + ZαΠα ≈ 0 (2.5)
and Ω1 and Ω2 form a second-class constraint algebra
∆kk′(x, y) = {Ωk(x),Ωk′(y)} = 2ǫ
kk′Z∗αZαδ(x− y) (2.6)
with ǫ12 = −ǫ21 = 1.
Following the BFT formalism [6, 7, 8] which systematically converts the
second class constraints into first class ones, we introduce two auxiliary fields
Φi according to the number of second class constraints Ωi with the Poisson
brackets
{Φi(x),Φj(y)} = ǫijδ(x− y). (2.7)
The first class constraints Ω˜i fulfilling the simplest closed algebra
{Ω˜i(x), Ω˜j(y)} = 0 (2.8)
are then constructed as follows
Ω˜i(x) = Ωi(x) +
∫
d2yXij(x, y)Φ
j(y) (2.9)
where the matrix Xij satisfies the relation
∆ij(x, y) +
∫
d2zXik(x, z)ǫ
klXjl(z, y) = 0. (2.10)
The solution of Eq. (2.10) is for instance given as
Xij(x, y) =
(
2 0
0 −Z∗αZα
)
δ(x− y) (2.11)
to yield the first class constraints with the redefinition of the two auxiliary
fields Φi = (θ, πθ)
Ω˜1 = Ω1 + 2θ = Z
∗
αZα − 1 + 2θ,
Ω˜2 = Ω2 − Z
∗
αZαπθ = Z
∗
αΠ
∗
α + ZαΠα − Z
∗
αZαπθ. (2.12)
3
Here one notes that the physical fields Zα are geometrically constrained to
reside on the S3 hypersphere with the modified norm Z∗αZα = 1− 2θ(x).
Now, we consider the uniqueness of the first class constraints. In fact, ac-
cording to the Dirac terminology [5], the first class constraints Ω˜i are defined
to satisfy the following Lie algebra1
{Ω˜i, Ω˜j} = C
k
ijΩ˜k. (2.13)
Since the first class constraints Ω˜i are ”strongly zero” Ω˜i = 0 to yield
{Ω˜i(x), Ω˜j(y)}|phy〉 = 0 from Eq. (2.13), one does not have any difficul-
ties in construction of the quantum commutators and in quantization of the
given physical system. In that sense, one has degrees of freedom in taking a
set of the first class constraints, without any criterion. For instance our set
of the first class constraints (2.12) is a specific choice to satisfy the minimal
Lie algebra (2.8) with Ckij = 0. Moreover even in this minimal case, we have
an equivalent family of the first class constraints governed by SO(2) rotation
group, under which the matrix Xij transforms as
X → X ′ = RXRT (2.14)
where R is an orthogonal 2 × 2 matrix satisfying the condition RRT = 1.
Since the matrix ǫ is invariant under the SO(2) rotation, namely, RǫRT = ǫ,
one can easily check that the above rotated X ′ also satisfy the relation (2.10)
to yield the equivalent family of first class constraints Ω˜′i given by inserting
the X ′ into Eq. (2.9). For the more important case of the uniqueness of the
first class Hamiltonian, we will discuss later in details.
Next, we construct the first class BFT physical fields F˜ = (Z˜α, Π˜α) cor-
responding to the original fields F = (Zα,Πα). The F˜ ’s, which reside in the
extended phase space, are obtained as a power series in the auxiliary fields
(θ, πθ) by demanding that they are strongly involutive: {Ω˜i, F˜} = 0. After
some algebra, we obtain the first class physical fields as
Z˜α = Zα
(
Z∗βZβ + 2θ
Z∗βZβ
)1/2
,
Π˜α =
(
Πα −
1
2
Z∗απθ
)( Z∗βZβ
Z∗βZβ + 2θ
)1/2
(2.15)
1In the case of the nonvanishing Ckij , Eq. (2.10) is modified as ∆ij(x, y) +∫
d2zXik(x, z)ǫ
klXjl(z, y) = C
k
ij(x, y)Ω˜k(y).
4
As discussed in Ref. [8], any functional K(F˜) of the first class fields F˜ is
also first class, namely, K˜(F ; Φ) = K(F˜). Using the property, we construct
a first-class Hamiltonian in terms of the above BFT physical variables. The
result is
H˜ =
∫
d2x
[
Π˜∗αΠ˜α + (∂iZ˜
∗
α)(∂iZ˜α)− (Z˜
∗
α∂iZ˜α)(Z˜β∂iZ˜
∗
β)
]
. (2.16)
We then directly rewrite this Hamiltonian in terms of the original as well as
auxiliary fields2 to obtain
H˜ =
∫
d2x
[
(Π∗α −
1
2
Zαπθ)(Πα −
1
2
Z∗απθ)
Z∗βZβ
Z∗βZβ + 2θ
+(∂iZ
∗
α)(∂iZα)
Z∗βZβ + 2θ
Z∗βZβ
− (Z∗α∂iZα)(Zβ∂iZ
∗
β)
(
Z∗γZγ + 2θ
Z∗γZγ
)2 .
(2.17)
We observe that the forms of the first two terms in this Hamiltonian are
exactly the same as those of the O(3) NLSM [22].
Here H˜ is strongly involutive with the first class constraints {Ω˜i, H˜} = 0.
A problem with H˜ in Eq. (2.17) is that it does not naturally generate the
first-class Gauss law constraint from the time evolution of the constraint Ω˜1.
Therefore, by introducing an additional term proportional to the first class
constraints Ω˜2 into H˜ , we obtain an equivalent first class Hamiltonian
H˜ ′ = H˜ +
1
2
∫
d2xπθΩ˜2 (2.18)
which naturally generates the Gauss law constraint
{Ω˜1, H˜
′} = Ω˜2, {Ω˜2, H˜
′} = 0. (2.19)
One notes here that H˜ and H˜ ′ act in the same way on physical states, which
are annihilated by the first-class constraints. Similarly, the equations of
motion for observables remain unaffected by the additional term in H˜ ′. Fur-
thermore, in the limit (θ, πθ) → 0, our first class system is exactly reduced
to the original second class one.
2In deriving the first class Hamiltonian H˜ of Eq. (2.17), we have used the conformal
map condition, Z∗α∂iZα + Zα∂iZ
∗
α = 0.
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Now it is appropriate to comment on the uniqueness in construction of the
first class Hamiltonians. Similar to the above discussions on the uniqueness of
the first class constraints, one can have the degrees of freedom in construction
of the first class Hamiltonian H˜ or H˜ ′ where H˜ ′ is equivalent to H˜ up to the
additional term Ω˜2 which does not affect the vacuum structure as discussed
above. However, imposing the condition that in the limit (θ, πθ) → 0 the
first class system is exactly reduced to the original second class one, one can
exploit the degrees of the freedom to uniquely fix the specific form of first
class Hamiltonian H˜ ′ in Eq. (2.18) which fulfills the Gauss law constraint.
Next, we consider the Poisson brackets of the fields in the extended phase
space F˜ and identify the Dirac brackets by taking the vanishing limit of
auxiliary fields. After some algebraic manipulation starting from Eq. (2.15),
one can obtain the commutators
{Z˜α(x), Z˜β(y)} = {Z˜
∗
α(x), Z˜β(y)} = 0,
{Z˜α(x), Π˜β(y)} = (δαβ −
Z˜αZ˜
∗
β
2Z˜∗γZ˜γ
)δ(x− y),
{Z˜α(x), Π˜
∗
β(y)} = −
Z˜αZ˜β
2Z˜∗γZ˜γ
δ(x− y),
{Π˜α(x), Π˜β(y)} =
1
2Z˜∗γZ˜γ
(Π˜αZ˜
∗
β − Z˜
∗
αΠ˜β)δ(x− y),
{Π˜α(x), Π˜
∗
β(y)} =
1
2Z˜∗γZ˜γ
(Π˜αZ˜β − Z˜
∗
αΠ˜
∗
β)δ(x− y). (2.20)
In the vanishing auxiliary field limit, the above Poisson brackets in the ex-
tended phase space exactly reproduce the corresponding Dirac brackets in
the previous works [12, 13]
{Z˜α(x), Z˜β(y)}(θ,piθ)=0 = {Zα(x), Zβ(y)}D,
{Z˜∗α(x), Z˜β(y)}(θ,piθ)=0 = {Z
∗
α(x), Zβ(y)}D,
{Z˜α(x), Π˜β(y)}(θ,piθ)=0 = {Zα(x),Πβ(y)}D,
{Z˜α(x), Π˜
∗
β(y)}(θ,piθ)=0 = {Zα(x),Π
∗
β(y)}D,
{Π˜α(x), Π˜β(y)}(θ,piθ)=0 = {Πα(x),Πβ(y)}D,
{Π˜α(x), Π˜
∗
β(y)}(θ,piθ)=0 = {Πα(x),Π
∗
β(y)}D (2.21)
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where
{A(x), B(y)}D = {A(x), B(y)} −
∫
d2zd2z′{A(x),Ωk(z)}∆
kk′{Ωk′(z
′), B(y)}
(2.22)
with ∆kk
′
being the inverse of ∆kk′ in Eq. (2.6). It is also noteworthy that
the Poisson brackets of F˜ ’s in Eq. (2.20) have exactly the same form as
those of the Dirac brackets of the field F . In other words, the functional K˜
in K˜(F ; Φ) = K(F˜) corresponds to the Dirac brackets {A,B}|D and hence
K˜ corresponding to {A˜, B˜} becomes
{A˜, B˜} = {A,B}D|A→A˜,B→B˜. (2.23)
This kind of situation happens again when one considers the first-class con-
straints (2.12). More precisely, these first-class constraints in the extended
phase space can be rewritten as
Ω˜1 = Z˜
∗
αZ˜α − 1,
Ω˜2 = Z˜
∗
αΠ˜
∗
α + Z˜αΠ˜α, (2.24)
which are form-invariant with respect to the second-class constraints (2.2)
and (2.5).
3 BRST symmetries
In this section we introduce two canonical sets of ghosts and anti-ghosts
together with auxiliary fields in the framework of the BFV formalism [14,
15, 16], which is applicable to theories with the first-class constraints:
(Ci, P¯i), (P
i, C¯i), (N
i, Bi), (i = 1, 2)
which satisfy the super-Poisson algebra
{Ci(x), P¯j(y)} = {P
i(x), C¯j(y)} = {N
i(x), Bj(y)} = δ
i
jδ(x− y).
Here the super-Poisson bracket is defined as
{A,B} =
δA
δq
|r
δB
δp
|l − (−1)
ηAηB
δB
δq
|r
δA
δp
|l,
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where ηA denotes the number of fermions, called the ghost number, in A and
the subscript r and l denote right and left derivatives, respectively.
In the CP 1 model, the nilpotent BRST charge Q and the BRST invariant
minimal Hamiltonian Hm are given by
Q =
∫
d2x (CiΩ˜i + P
iBi),
Hm = H˜
′ −
∫
d2x C1P¯2, (3.1)
which satisfy the relations
{Q,Hm} = 0, Q
2 = {Q,Q} = 0. (3.2)
Our next task is to fix the gauge, which is crucial to identify the BFT aux-
iliary field θ with the Stueckelberg field. The desired identification follows if
one chooses the fermionic gauge fixing function Ψ as
Ψ =
∫
d2x (C¯iχ
i + P¯iN
i), (3.3)
with the unitary gauge
χ1 = Ω1, χ
2 = Ω2. (3.4)
Here note that the Ψ satisfies the following identity
{{Ψ, Q}, Q} = 0. (3.5)
The effective quantum Lagrangian is then described as
Leff =
∫
d2x (Π∗αZ˙
∗
α +ΠαZ˙α + πθ θ˙ +B2N˙
2 + P¯iC˙
i + C¯2P˙
2)−Htot (3.6)
whereHtot = Hm−{Q,Ψ} and the terms
∫
d2x (B1N˙
1+C¯1P˙
1) = {Q,
∫
d2x C¯1N˙
1}
have been suppressed by replacing χ1 with χ1 + N˙1.
Now we perform path integration over the fields B1, N
1, C¯1, P
1, P¯1 and
C1, by using the equations of motion. This leads to the effective Lagrangian
of the form
Leff =
∫
d2x
[
Π∗αZ˙
∗
α +ΠαZ˙α + πθθ˙ +BN˙ + P¯C˙ + C¯P˙
−(Π∗α −
1
2
Zαπθ)(Πα −
1
2
Z∗απθ)
Z∗γZγ
Z∗γZγ + 2θ
8
−(∂iZ
∗
α)(∂iZα)
Z∗γZγ + 2θ
Z∗γZγ
+ (Z∗α∂iZα)(Zβ∂iZ
∗
β)
(
Z∗γZγ + 2θ
Z∗γZγ
)2
−
1
2
πθΩ˜2 + 2Z
∗
αZαπθC¯C + Ω˜2N +BΩ2 + P¯P
]
(3.7)
with the redefinitions: N ≡ N2, B ≡ B2, C¯ ≡ C¯2, C ≡ C
2, P¯ ≡ P¯2, P ≡ P2.
After performing the routine variation procedure and identifying N =
−B + θ˙
(1−2θ)
we arrive at the effective Lagrangian of the form
Leff =
∫
d2x
[
1
(1− 2θ)
(∂µZ
∗
α)(∂
µZα)− (1− 2θ)
2(B + 2C¯C)2
−
1
(1− 2θ)2
(Z∗α∂µZα)(Zβ∂
µZ∗β)−
1
1− 2θ
∂µθ∂
µB + ∂µC¯∂
µC
]
(3.8)
which is invariant under the BRST-transformation
δBZα = λZαC, δBθ = −λ(1− 2θ)C,
δBC¯ = −λB, δBC = δBB = 0. (3.9)
4 Collective coordinate quantization
In this section, we perform a semi-classical quantization of the unit topo-
logical charge Q = 1 sector of the CP 1 model by exploiting the collective
coordinates to consider physical aspects of the theory.
As a first approximation to the quantum ground state we could quan-
tize zero modes responsible for classical degeneracy by introducing collective
coordinates as follows
Z1 = e
−i(α+φ)/2 cos
F (r)
2
,
Z2 = e
i(α+φ)/2 sin
F (r)
2
,
(4.1)
where (r, φ) are the polar coordinates and α(t) is the collective coordinates.
Here, in order to ensure the case of Q = 1, we have used the fact the pro-
file function F (r) satisfies the boundary conditions: limr→∞ F (r) = π and
F (0) = 0.
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Using the above soliton configuration, we obtain the unconstrained La-
grangian of the form
L = −E +
1
2
Iα˙2, (4.2)
where the soliton static mass and the moment of inertia are given by
E =
π
2
∫
∞
0
drr


(
dF
dr
)2
+
sin2 F
r2

 ,
I = π
∫
∞
0
drr sin2 F. (4.3)
Introducing the canonical momentum conjugate to the collective coordinate
α
pα = Iα˙, (4.4)
we then have the canonical Hamiltonian
H = E +
1
2I
p2α. (4.5)
At this stage, one can associate the Hamiltonian (4.5) with the previous
one (2.3), which was given by the canonical momenta πa. Given the soliton
configuration (4.1) one can obtain the relation between πa and pα as follows
Π∗αΠα =
sin2 F
4I2
p2α (4.6)
to yield the integral ∫
d2xΠ∗αΠα =
1
2I
p2α. (4.7)
Since the spatial derivative term in (2.3) yields nothing but the soliton energy
E, one can easily see, together with the relation (4.7), that the canonical
Hamiltonian (2.3) is equivalent to the other one (4.5), as expected.
Now, let us define the angular momentum operator J as follows
J =
∫
d2xǫijx
iT oj, (4.8)
where the symmetric energy-momentum tensor is given by
T µν = ∂µZ∗α∂
νZα + ∂
µZα∂
νZ∗α − (Zα∂
µZ∗α)(Z
∗
β∂
νZβ)
−(Z∗α∂
µZα)(Zβ∂
νZ∗β)− g
µν(∂σZ
∗
α)(∂
σZα) + g
µν(Z∗α∂σZα)(Zβ∂
σZ∗β).
(4.9)
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Then, substituting the configuration (4.1) into Eq. (4.9), we obtain the
angular momentum operator of the form
J = −Iα˙ = −pα = i
∂
∂α
(4.10)
to yield the Hamiltonian of the form
H = E +
1
2I
J2. (4.11)
Here one notes that the above Hamiltonian can be interpreted as mass spec-
trum of a rigid rotator in the CP 1 model.
Next, let us consider the zero modes in the extended phase space by
introducing the soliton configuration
Z1 = (1− 2θ)
1/2e−i(α+φ)/2 cos
F (r)
2
,
Z2 = (1− 2θ)
1/2ei(α+φ)/2 sin
F (r)
2
, (4.12)
which satisfy the first class constraint Z∗αZα = 1−2θ of Eq. (2.12).
3 In this
configuration from Eqs. (2.1) and (5.11) we then obtain
Leff = −E +
1
2
Iα˙2, (4.13)
which is remarkably the Lagrangian (4.2) given in the original phase space.
Consequently the quantization of zero modes in the extended phase space
reproduces the same energy spectrum (4.11). This phenomenon originates
from the fact that the collective coordinates α in the Lagrangian (4.2) are not
affected by the constraints (2.2) and (2.12) for the complex scalar fields Zα.
Here one notes that in the SU(2) Skyrmion model the collective coordinates
themselves are constrained to yield the modified energy spectrum[10, 18] in
contrast to the case of the CP 1 model.
3Here one can easily see that the first class physical fields Z˜α of Eq. (2.15) satisfy the
corresponding first class constraint Z˜∗αZ˜α = 1 of Eq. (2.24).
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5 Connection to O(3) nonlinear sigma model
In this section, we will demonstrate the equivalence of the CP 1 model and
O(3) NLSM [19, 22] at the canonical level. In the O(3) NLSM, the dy-
namical physical fields na are mappings from the spacetime manifold, which
is assumed to be the direct product of a compact two-dimensional Rie-
mann surface M2 and the time dimension R1, to the two-sphere S2, namely
na : M2 ⊗ R1 → S2. On the other hand, the dynamical physical fields of
the CP 1 model are Zα which map the spacetime manifold M
2 ⊗R1 into S3,
namely Zα : M
2 ⊗ R1 → S3. Here one notes that S3 is homeomorphic to
SU(2) group manifold.
Since the CP 1 model is invariant under a local U(1) gauge symmetry,
which consists of a redefinition of the phase of Zα as in Eq. (1.1), the physical
configuration space of the CP 1 model are the gauge orbits which form the
coset S3/S1 = S2 = CP 1. In order to associate the physical fields of the
CP 1 model with those of the O(3) NLSM, we exploit the projection from S3
to S2, namely the Hopf bundle [3, 4]4
na = Z∗ασ
aZα (5.1)
with the Pauli matrices σa, so that we can see that the CP 1 model Lagrangian
(2.1) is equivalent to the O(3) NLSM [19]
L =
∫
d2x
[
1
4
(∂µn
a)(∂µna)
]
(5.2)
where na (a=1,2,3) is a multiplet of three real scalar field with a constraint
Ω1 = n
ana − 1 ≈ 0. (5.3)
Here note that the topological charge Q = Z sector of the O(3) NLSM is
guaranteed by the homotopy group π2(S
2) = Z.
Moreover the collective coordinates (4.1) of the CP 1 model can be con-
sistently obtained via the Hopf bundle (5.1) from those of the well known
O(3) NLSM
n1 = cos(α(t) + φ) sinF (r),
n2 = sin(α(t) + φ) sinF (r),
n3 = cosF (r), (5.4)
4Here one notes that in order to eliminate all the unphysical degrees of freedom one can
also supply a gauge fixing condition such as the Coulomb gauge: Z∗α∂i∂iZα−Zα∂i∂iZ
∗
α = 0.
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to yield the rigid rotator energy spectrum (4.11), which is exactly the same as
that of the O(3) NLSM [22] with the same soliton static mass E and moment
of inertia I defined in Eq. (4.3).
Now one can introduce the other bundle for the canonical momenta [13]
πa =
1
2
(Πασ
aZα + Z
∗
ασ
aΠ∗α) (5.5)
to reproduce the following secondary constraint from the corresponding CP 1
model one (2.5)
Ω2 = n
aπa ≈ 0. (5.6)
Exploiting the above bundles (5.1) and (5.5) one can easily show that the
canonical Hamiltonian (2.3) of the CP 1 model is reduced to that of the O(3)
NLSM
Hc =
∫
d2x
(
πaπa +
1
4
∂in
a∂in
a
)
. (5.7)
Here one notes that in contrast to the Banerjee case [13], where the reduced
Hamiltonian has an additional term proportional to a first class constraint,
we have obtained the exactly same Hamiltonian as shown in (5.7).
Similarly, introducing the bundles for the first class physical fields n˜a and
π˜a
n˜a = Z˜∗ασ
aZ˜α
π˜a =
1
2
(Π˜ασ
aZ˜α + Z˜
∗
ασ
aΠ˜∗α) (5.8)
one can also find the equivalence between the CP 1 model and the O(3) NLSM
in the extended phase space at the classical level.
6 Connection to consistent Dirac quantiza-
tion
Now we consider consistent connection of the quantization of CP 1 model in
the improved Dirac scheme to that of the standard Dirac one, where one can
obtain the quantum commutators via Eqs. (2.20) and (2.21)
[Zα(x), Zβ(y)] = [Z
∗
α(x), Zβ(y)] = 0,
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[Zα(x),Πβ(y)] = i
(
δαβ −
ZαZ
∗
β
2Z∗γZγ
)
δ(x− y),
[Zα(x),Π
∗
β(y)] = −
i
2Z∗γZγ
ZαZβδ(x− y),
[Πα(x),Πβ(y)] =
i
2Z∗γZγ
(
ΠαZ
∗
β − Z
∗
αΠβ
)
δ(x− y),
[Piα(x),Π
∗
β(y)] =
i
2Z∗γZγ
(
ΠαZβ − Z
∗
αΠ
∗
β
)
δ(x− y),
(6.1)
where the quantum operator for the canonical momenta are given as
Πα = −i(δαβ −
Z∗αZβ
2Z∗βZβ
)∂β
Π∗α = −i(δαβ −
ZαZ
∗
β
2Z∗βZβ
)∂∗β (6.2)
with the short hands ∂α =
∂
∂Zα
and ∂∗α =
∂
∂Z∗α
.
Now we observe that without loss of generality the generalized momenta
Πα fulfilling the structure of the commutators (6.1) is of the form
Πcα = −i(δαβ −
Z∗αZβ
2Z∗βZβ
)∂β −
icZ∗α
2Z∗βZβ
Πc∗α = −i(δαβ −
ZαZ
∗
β
2Z∗βZβ
)∂∗β −
icZα
2Z∗βZβ
(6.3)
with an arbitrary parameter c to be fixed later.
On the other hand, the energy spectrum of the rigid rotators in the CP 1
model can be obtained in the Weyl ordering scheme [23] where the Hamilto-
nian (2.3) is modified into the symmetric form
HN = E +
∫
d2xΠN∗α Π
N
α (6.4)
where
ΠNα = −
i
2
[
(δαβ −
Z∗αZβ
2Z∗βZβ
)∂β + ∂β(δαβ −
Z∗αZβ
2Z∗βZβ
) +
cZ∗α
Z∗βZβ
]
ΠN∗α = −
i
2
[
(δαβ −
ZαZ
∗
β
2Z∗βZβ
)∂∗β + ∂
∗
β(δαβ −
ZαZ
∗
β
2Z∗βZβ
) +
cZα
Z∗βZβ
]
. (6.5)
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After some algebra, one can obtain the Weyl ordered ΠN∗α Π
N
α as follows
ΠN∗α Π
N
α = −∂
∗
α∂α +
3Z∗αZβ
4Z∗γZγ
∂∗α∂β +
3
4Z∗γZγ
Zα∂α −
1
16Z∗γZγ
(2c− 1)(2c+ 3)
to yield the modified quantum energy spectrum of the rigid rotators
〈HN〉 = E +
1
2I
J2 −
∫
d2x
(2c+ 3)(2c− 1)
16
. (6.6)
Now, in order for the Dirac bracket scheme to be consistent with the BFT
one, the adjustable parameter c in Eq. (6.6) should be fixed with the values
c =
1
2
, −
3
2
. (6.7)
Here one notes that these values for the parameter c relate the Dirac bracket
scheme with the BFT one to yield the desired quantization in the CP 1 model
so that one can achieve the unification of these two formalisms.
7 Conclusions and Discussions
In summary, we have constructed first-class BFT physical fields and, in
terms of them we have obtained a first-class Hamiltonian, consistent with
the Hamiltonian with the original fields and auxiliary fields. The Poisson
brackets of the BFT physical fields are also constructed and these Poisson
brackets are shown to reproduce the corresponding Dirac brackets in the limit
of vanishing auxiliary fields. Subsequently, we have obtained, in the Batalin,
Fradkin and Vilkovisky (BFV) scheme[14, 15, 16], a BRST-invariant gauge
fixed Lagrangian including the (anti)ghost fields, and BRST transformation
rules under which the effective Lagrangian is invariant. On the other hand, by
performing the semiclassical quantization with the collective coordinates, we
have obtained the spectrum of rigid rotator, which is shown to be consistent
with that obtained by the standard Dirac method with the introduction of
generalized momenta. Next, using the Hopf bundle [20], we have shown that
the CP 1 model is exactly equivalent to the O(3) NLSM. Through further in-
vestigation it will be interesting to include the Chern-Simons or Hopf term in
the CP 1 model since there are still subtle ambiguities in the literatures [24].
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Now, it is appropriate to comment on the dynamical aspects of the CPN−1
model which possesses a local U(1) gauge invariance. As discussed in Eq.
(5.1), one has traded in two degrees of freedom (three components of na minus
one constraint (5.3)) for the three degrees of freedom (four components of Z
minus one constraint (2.2)). In fact, the Zα field possesses only two degrees
of freedom since an overall phase transformation (1.1) does not change na
and hence the Lagrangian (2.1). In order to check that the Lagrangian (2.1)
is invariant under the U(1) local gauge transformation, one can rewrite the
Lagrangian as [3, 4]
L =
∫
d2x
[
2
g2
(DµZα)
∗(DµZα) + λ(Z
∗
αZα − 1)
]
(7.8)
with the covariant derivative Dµ = ∂µ − iAµ and the auxiliary gauge field
Aµ = −iZ
∗
α∂µZα. Here we have explicitly included the primary constraint Ω1
in Eq. (5.3) together with the Lagrangian multiplier field λ, and the coupling
constant g2 [3]. Under the U(1) local gauge transformation (1.1), one can
have
Aµ → Aµ + ∂µα (7.9)
under which the Lagrangian (7.8) is invariant. At the classical level, the
gauge field Aµ associated with the U(1) symmetry is a redundant one which
can be eliminated by using the equations of motion [3].
On the other hand, it was shown that in a stationary phase approxima-
tion the expectation value 〈λ〉 does not vanish for g2 large enough [3]. In this
case, one can replace the field λ(x) in the Lagrangian (7.8) with a constant
λ = 〈λ〉 to yield the effective Lagrangian of the disordered phase where Zα is
an effective field no longer subjected to a constraint on its magnitude [3, 25].
Thus, at the quantum level, the Zα field acquires a mass and the spin-spin
correlation function becomes short ranged. Here we have effectively traded
in the constraint for a mass. On the other hand, the gauge field Aµ may
also acquire the kinetic term to become dynamical at the quantum level [3].
Moreover, if the coupling constant g2 becomes larger than some critical val-
ues, the symmetric phase appears with massless vector boson pole. Since
the O(3) NLSM has no local U(1) symmetry and may become singular due
to a divergence in a composite vector boson channel, the above equivalence
between the CP 1 model and O(3) NLSM breaks down at the quantum level
where one needs to take into account properly the dynamical gauge boson
effects.
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In the BFT scheme, at the quantum level, a similar situation happens to
yield the quantum effects and the corresponding breakdown of the equiva-
lence between the CP 1 model and the O(3) NLSM. Moreover, through further
investigation, it will be interesting to study a new term λθ in λΩ˜1 associated
with the first class constraint Ω˜1 in Eq. (2.12), which may play a role in
quantum level phenomenology.
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