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Abstract
In this short report, we give some new entropy inequalities based on Rényi rel-
ative entropy and the observation made by Berta et al [arXiv:1403.6102]. These in-
equalities obtained extends some well-known entropy inequalities. We also obtain a
condition under which a tripartite operator becomes a Markov state.
1 Introduction
Recently, Carlen and Lieb [1] gives improvement of some entropy inequalities by using
Perels-Bogoliubov inequality and Golden Thompson inequality. It is this paper that sparked
the present author to extend their work [2] and get a unifying treatment of some entropy
inequalities via Rényi relative entropy [3]. Note that, by the monotonicity of Rényi
relative entropy, the following inequality is derived:
S(ρ||σ) > −2 logTr (√ρ√σ) (1.1)
for two states ρ, σ. In fact, this inequality can be extended as follows:
Proposition 1.1. For a state ρ ∈ D (H) and a substate σ on H (i.e. Tr (σ) 6 1), it holds that
S(ρ||σ) > −2 logTr (√ρ√σ) (1.2)
>
∥∥√ρ−√σ∥∥2
2
(1.3)
>
1
4
‖ρ− σ‖21 . (1.4)
In particular S(ρ||σ) = 0 if and only if ρ = σ.
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Proof. The following matrix inequality is important:
∥∥∥√M−√N∥∥∥2
2
6 ‖M− N‖1 6
∥∥∥√M−√N∥∥∥
2
∥∥∥√M +√N∥∥∥
2
, (1.5)
where M, N are positive matrices. Since both the traces of ρ and σ are no more than one,
the desired inequality is derived.
Proposition 1.2 ([3]). For two states ρ, σ ∈ D (H) and a quantum channel Φ over H, it holds
that
S(ρ||σ)− S(Φ(ρ)||Φ(σ)) (1.6)
> −2 logTr
(√
ρ
√
exp [log σ + Φ∗(logΦ(ρ)) −Φ∗(logΦ(σ))]
)
. (1.7)
Combining all of the above-mentioned inequality, we improved several entropy in-
equalities , some of which simultaneously are obtained by Carlen and Lieb [1]. In what
follows, we list them here:
Proposition 1.3 ([1, 3]). For two bipartite states ρAB, σAB ∈ D (HAB) with HAB = HA ⊗HB,
it holds that
S(ρAB||σAB)− S(ρA||σA) > −2 logTr
(√
ρAB
√
exp(log σAB − log σA + log ρA)
)
(1.8)
>
∥∥∥∥√ρAB −
√
exp(log σAB − log σA + log ρA)
∥∥∥∥
2
2
(1.9)
>
1
4
‖ρAB − exp(log σAB − log σA + log ρA)‖21 . (1.10)
Proposition 1.4 ([2, 3]).
I(A : B|C)ρ > −2 logTr
(√
ρABC
√
exp(log ρAC − log ρC + log ρBC)
)
(1.11)
>
∥∥∥∥√ρABC −
√
exp(log ρAC − log ρC + log ρBC)
∥∥∥∥
2
2
(1.12)
>
1
4
‖ρABC − exp (log ρAC + log ρBC − log ρC)‖21 , (1.13)
where I(A : B|C)ρ := S(ρAC) + S(ρBC)− S(ρABC)− S(ρC).
Later Berta et. al [4] present a Rényi generalization of quantum conditional mutual
information I(A : B|C)ρ. We will employ some ideas from the paper [4] to derive some
new entropy inequalities in this short report. These inequalities obtained extends some
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well-known entropy inequalities. We also obtain a condition under which a tripartite op-
erator becomes a Markov state, i.e. a state of vanishing conditional mutual information.
Next, we give a brief introduction about the notation used here. We consider only
finite dimensional Hilbert space H. A quantum state ρ on H is a positive semi-definite
operator of trace one. The set of all quantum states on H is denoted by D (H). For each
quantum state ρ ∈ D (H), its von Neumann entropy is defined by S(ρ) := − Tr (ρ log ρ).
The relative entropy of two mixed states ρ and σ is defined by
S(ρ||σ) :=
{
Tr (ρ(log ρ− log σ)) , if supp(ρ) ⊆ supp(σ),
+∞, otherwise.
A quantum channel Φ on H is a trace-preserving completely positive linear map defined
over the set D (H).
The famous strong subadditivity (SSA) inequality of quantum entropy, proved by
Lieb and Ruskai in [5], states that
S(ρABC) + S(ρC) 6 S(ρAC) + S(ρBC), (1.14)
guaranteeing that I(A : B|C)ρ is nonnegative. Recently, the operator extension of SSA is
obtained by Kim in [6]. Following the line of Kim, Ruskai gives a family of new operator
inequalities in [7].
Ruskai is the first one to discuss the equality condition of SSA, that is, I(A : B|C)ρ =
0. By analyzing the equality condition of Golden-Thompson inequality, she obtained the
following characterization [8]:
I(A : B|C)ρ = 0⇐⇒ log ρABC + log ρC = log ρAC + log ρBC. (1.15)
Note here that conditional mutual information can be rewritten as
I(A : B|C)ρ = S(ρABC|| exp(log ρAC + log ρBC − log ρC)). (1.16)
All we need to do is rewrite an involved quantity as a relative entropy with the second
argument being substate. Then Prop. 1.2 is applied to get the desired inequality.
2 Main results
Proposition 2.1 ([4]). It holds that
S(ρABC|| exp(log σAC + log τBC − logωC)) (2.1)
= I(A : B|C)ρ + S(ρAC||σAC) + S(ρBC||τBC)− S(ρC||ωC), (2.2)
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where ρABC ∈ D (HABC), σAC ∈ D (HAC) , τBC ∈ D (HBC), and ωC ∈ D (HC).
This identity leads to the following result:
Proposition 2.2 ([4]). It holds that
S(ρABC|| exp(log σAC + log σBC − log σC)) (2.3)
= I(A : B|C)ρ + S(ρAC||σAC) + S(ρBC||σBC)− S(ρC||σC), (2.4)
where ρABC, σABC ∈ D (HABC).
Using monotonicity of relative entropy, we have
S(ρAC||σAC) > S(ρC||σC) and S(ρBC||σBC) > S(ρC||σC).
This yields that
1
2
[S(ρAC||σAC) + S(ρBC||σBC)] > S(ρC||σC).
Therefore, we can draw the following conclusion:
Theorem 2.3. It holds that
S(ρABC|| exp(log σAC + log σBC − log σC)) (2.5)
> I(A : B|C)ρ + 1
2
S(ρAC||σAC) + 12S(ρBC||σBC), (2.6)
where ρABC, σABC ∈ D (HABC).
Corollary 2.4. For two tripartite states ρABC, σABC ∈ D (HABC), it holds that
S(ρABC|| exp(log σAC + log σBC − log σC)) > 0.
In particular, S(ρABC|| exp(log ρAC + log ρBC − log ρC)) > 0, i.e. I(A : B|C)ρ > 0, the strong
subadditivity inequality. Moreover S(ρABC|| exp(log σAC + log σBC − log σC)) = 0 if and only
if ρABC = exp(log σAC + log σBC − log σC).
If S(ρABC|| exp(log σAC + log σBC − log σC)) = 0, then using Theorem 2.3, we have

I(A : B|C)ρ = 0;
S(ρAC||σAC) = 0;
S(ρBC||σBC) = 0.
(2.7)
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This leads to the following:
ρAC = σAC, ρBC = σBC. (2.8)
Thus ρC = σC. This indicates that
exp(log ρAC + log ρBC − log ρC) = exp(log σAC + log σBC − log σC).
Note that I(A : B|C)ρ = 0 if and only if exp(log ρAC + log ρBC − log ρC) = ρABC. There-
fore exp(log σAC + log σBC − log σC) = ρABC. From the above-mentioned process, it fol-
lows that
S(ρABC|| exp(log σAC + log σBC− log σC)) = 0 =⇒ ρABC = exp(log σAC + log σBC− log σC).
We know that, for any state σABC ∈ D (HABC),
Tr (exp(log σAC + log σBC − log σC)) 6 1.
But what will happens if Tr (exp(log σAC + log σBC − log σC)) = 1? In order to answer
this question, we form an operator for any state σABC ∈ D (HABC),
exp(log σAC + log σBC − log σC).
If exp(log σAC + log σBC − log σC) is a valid state, denoted by ρABC, then
ρAC = TrB(exp(log σAC + log σBC− log σC)), ρBC = TrA(exp(log σAC + log σBC− log σC)),
and ρC = TrAB(exp(log σAC + log σBC − log σC)). Furthermore S(ρABC|| exp(log σAC +
log σBC − log σC)) = 0. Thus I(A : B|C)ρ = 0, i.e. exp(log σAC + log σBC − log σC) is a
Markov state.
Theorem 2.5. Given a state ρABC. We form an operator exp(log ρAC + log ρBC − log ρC). If
Tr (exp(log ρAC + log ρBC − log ρC)) = 1,
then the following statements are valid:
(i) exp(log ρAC + log ρBC − log ρC) = ρ1/2AB ρ−1/2B ρBCρ−1/2B ρ1/2AB ;
(ii) exp(log ρAC + log ρBC − log ρC) = ρ1/2BC ρ−1/2B ρABρ−1/2B ρ1/2BC .
Therefore exp(log ρAC + log ρBC − log ρC) must be a Markov state.
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From the above result, we see that if a state ρABC can be expressed by the form of
exp(log σAC + log σBC − log σC) for some state σABC, then ρABC must ba a Markov state.
A question naturally arises: Which states ρABC are such that exp(log ρAC + log ρBC −
log ρC) is a Markov state? In other words, we are interested in the structure of the
following set:
{ρABC ∈ D (HABC) : Tr (exp(log ρAC + log ρBC − log ρC)) = 1} . (2.9)
Theorem 2.6. For two tripartite states ρABC, σABC ∈ D (HABC), it holds that
S(ρABC|| exp(log σAC + log σBC − log σC)) (2.10)
> −2 logTr
(√
ρABC
√
exp(log σAC − log σC + log σBC)
)
(2.11)
>
∥∥∥∥√ρABC −
√
exp(log σAC − log σC + log σBC)
∥∥∥∥
2
2
(2.12)
>
1
4
‖ρABC − exp(log σAC − log σC + log σBC)‖21 . (2.13)
Proof. Since Tr (exp(log σAC + log σBC − log σC)) 6 1, that is exp(log σAC + log σBC −
log σC) is a substate, it follows from (1.2) that the desired inequality is true.
Theorem 2.7. For a tripartite state ρABC ∈ D (HABC), it holds that
S(ρAC) + S(ρBC)− S(ρABC) > −2 logTr
(√
ρABC
√
exp(log ρAC + log ρBC)
)
(2.14)
>
∥∥∥∥√ρABC −
√
exp(log σAC + log σBC)
∥∥∥∥
2
2
(2.15)
>
1
4
‖ρABC − exp(log σAC + log σBC)‖21 . (2.16)
Proof. All we need to do is rewrite S(ρAC) + S(ρBC)− S(ρABC) as a relative entropy:
S(ρAC) + S(ρBC)− S(ρABC) = S(ρABC|| exp(log ρAC + log ρBC)).
Next we prove that exp(log ρAC + log ρBC) is a substate: using Golden-Thompson in-
equality, we have
Tr (exp(log ρAC + log ρBC)) 6 Tr (exp(log ρAC) exp(log ρBC)) (2.17)
6 Tr (ρACρBC) = Tr
(
ρ
2
C
)
6 1. (2.18)
This completes the proof.
Further comparison with the inequalities in [6, 7] is left for the future research.
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