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CHAPTER 1 INTRODUCTION 
1.1 Background 
Deep Space exploration has been the hot topic for decades. During 1960s, 1970s and 
1990s, several spacecrafts were launched to explore the Mars. There are several stages for 
Earth-Mars transfer. The first one is the Earth escape stage. In this stage, the spacecraft (s/c) 
has escaped Earth's gravity and is delivered to a high Earth orbit, which is equivalent to one-
third the distance to the moon. The second stage is a heliocentric transfer between the Earth 
and Mars. With the thrust the propulsion system provided and the gravity effects of the Sun, 
the Earth and the Mars, spacecraft travels from a high Earth orbit to a high Mars orbit that is 
hundreds of Mars' radius. The third one is the final trans-Mars injection stage that the 
spacecraft is captured into Martian orbit. Figure 1.1 shows an Earth-Mars trajectory and three 
stages of that trajectory. And Figure 1.2 gives us a 3-dimension view of low-thrust Earth-
Mars trajectory in the heliocentric inertial rectangular coordinate system 
The Sun 
Figure 1.1 Earth-Mars trajectory and three stages of that trajectory 
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Figure 1.2 3-Dimension view of Earth-Mars trajectory 
The traditional means of propulsion in space is by chemical combustion [161 • The idea is 
that superheated gases being pushed out of the back of the thrusters push the spacecraft 
forward. These gases are formed by burning fuel in the presence of oxygen, or another 
substance called an oxidizer that allows burning to happen. While this method provides large 
amount of thrust when required, and can quickly accelerate the vehicle beyond Earth's 
escape velocity, it is inefficient and a large mass of propellant is needed. 
To realize mass transportation at very low cost, there is a need for advanced propulsion 
systems with high specific impulse (high fuel efficiency), particularly for missions where the 
use of conventional chemical propulsion would require an extremely large propellant mass. 
One key application of high performance propulsion systems is space exploration mission 
requiring large velocity increments. 
Low thrust orbit transfer using ion propulsion has been an active research topic for 
decades, but there have been few actual missions with this kind of propulsion. Deep Space 
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1 [161 , which was launched on October 24, 1998, is the first spacecraft to actually use ion 
propulsion to reach another planetary body. The idea of ion propulsion is that the engine 
produces thrust by magnetically charging atoms and then repelling them from the spacecraft. 
This stream of atoms spewing out the back of the thruster pushes spacecraft forward. It can 
put out 1150th of a pound of thrust. That is far less than the thrust of even smallest chemical 
rockets. The advantage of the ion propulsion systems is their high specific impulse ( over 
thousands of seconds), so they use less propellant mass than the conventional propulsion 
systems. The major disadvantage of using ion propulsion systems is the long trip times 
transfer from the initial parking orbit to the final mission orbit. 
Recently, Pierson and Kluever [61 solved the optimal low-thrust Earth-Moon transfer 
problem by formulating and successively solving a hierarchy of sub-problems, resulting in a 
three-stages solution process (a continuous-thrust Earth-escape spiral, a trans-lunar coast arc, 
and a continuous-thrust moon capture spiral). Herman and Conway fllJ investigated optimal 
Earth-Moon orbit transfer with low-thrust propulsion using the method of collocation with 
nonlinear programming. The problem they solved involved two phases. In the first phase 
(departure phase) the propulsion system gradually increases the spacecraft's orbit energy 
relative to the Earth. During the second phase (arrival phase), the propulsion system 
gradually decreases the spacecraft's orbit energy relative to the Moon. The state of the 
spacecraft at the end of departure phase is the same as the state of the spacecraft at the 
beginning of the an-ival phase. Nah, Vadali and Braden [lOJ studied optimal Earth-Mars low-
thrust trajectories. In their work, gravitational effects of the Sun, Earth and Mars are included 
throughout an entire trajectory and the optimization problem was solved using an indirect 
multiple shooting method. 
Once the open-loop optimal trajectory is obtained, the spacecraft will have to employ 
some type of feedback (closed-loop) method to adjust the thrust direction on board in order 
to fly the optimal trajectory. This is because the actual spacecraft trajectory will inevitably 
have dispersions; the unmodeled dynamics ignored in generating the optimal trajectory will 
cause the actual trajectory to deviate; the spacecraft model and the propulsion model 
uncertainties will all contribute to perturbations that will affect the actual trajectory of the 
spacecraft. An appropriately designed feedback tracking will ensure that the planned 
4 
reference optimal trajectory is closely tracked m the presence of all the trajectory 
perturbations. 
Kluever [7 J,[SJ presented a trajectory-tracking guidance law for low-thrust Earth orbit 
transfer. The guidance uses optimal steering laws, orbital averaging and a predictive tracking 
method to track a stored reference trajectory. The predictive tracking method in his paper 
produces rates that will correct the trajectory back onto the reference path. And that rates are 
computed by linear extrapolation from current off-reference state to next the reference state 
at some later energy level. He gave a numerical simulation of low-thrust LEO-GEO transfer 
to demonstrate the successful tracking effect. 
The difference between the actual and reference trajectories is expected to be small, thus 
it is possible to linearize the nonlinear system, which describes the actual trajectory, about 
the reference trajectory and reference contra 1 to get a linear time-varying (LTV) system 
Then to design a controller for that LTV system to minimize the difference between the 
actual and reference trajectories apparently becomes another method for solving this kind of 
trajectory-tracking problem. But the available methods for designing controller to stabilize a 
linear time-varying system are limited. 
Roenneke and Cornwell [121 presented a gain-schedule method for the problem of a 
trajectory control for a low lift re-entry vehicle. The technique is to design the controller at a 
number of points along the trajectory and then interpolate the gains over the flight period. 
The main disadvantages of this technique are: 1) designing controller's gains at each point is 
manpower intensive, 2) for different reference trajectory, this process has to be repeated. 
That is also very time consuming, 3) such a gain-schedule controller cannot guarantee the 
stability. 
To overcome the disadvantage of gain-schedule method, Lu [l],( 21 introduced a new 
method which used a closed-form approximate receding-horizon control law to regulate the 
nonlinear dynamic systems along with the time-varying reference trajectories, and this 
method is as a potentially power trajectory control tool for the entry guidance for X-33. The 
strategy of the receding-horizon control law is: at each time t and state x(t), find the optimal 
solution u * (t) for an optimal control problem with a quadratic performance index over a 
finite horizon [t, t+ TI, then let the current control u(t) equal to u * (t). Repeat this process for 
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all t O . In order to alleviate the heavy computation burden of the implementation of 
receding-horizon control law, a multi-step-ahead prediction of x(t+kh) obtained by Taylor 
series and a trapezoidal formula for integral are used to approximate the original quadratic 
performance index, and by solving the new quadratic programming problem, a closed-form 
approximate receding-horizon control law can be obtained explicitly. The advantages of this 
method are: 1) no explicit gain scheduling is required once the control law is developed, 2) 
for different trajectories, the control law has the same form, 3) the stabilizing control law can 
always be constructed in this way to guarantee the closed-loop stability of the linearized 
time-varying system provided that system is uniformly completely controllable l3l,l5l. 
1.2 Thesis organization 
Because there are many advantages of the closed-form approximate receding-horizon 
control law, and the application of this method in entry guidance for the X-33 vehicle leads 
to very accurately controlled flight in all state variables, it would be logical to investigate the 
trajectory control law based on this method for the tracking of Earth-Mars trajectories with 
low thrust. 
In this thesis, there are three optimal low thrust Earth-Mars trajectories provided by Dr. 
Kluever that were generated with a two-body model for the three cases: 
(1) High constant power case: the thruster power is 40KW, and the power 1s kept 
constant for the all flight period; 
(2) High variable power case: the thruster power is 40KW, but the power is inversely 
proportional to the distance square for the all flight period; 
(3) Low variable power case: similar to case 2) except that the thruster power is 4KW. 
In this thesis, the feasibility of applying the closed-form approximate receding-horizon 
control law to drive the low-thrust Earth-Mars actual trajectories back to the three reference 
trajectories is studied. Only one set of parameters that work for all cases and situations is 
designed. First the closed-form approximate receding-horizon control law is studied in 
Chapter 2. Then the trajectory control law applications in the cases where the reference and 
actual trajectories are both generated with two-body dynamic model except that actual 
6 
trajectories with initial state errors are considered, the nonlinear normalized equations based 
on two-body dynamic model are described and simulation results are included in Chapter 3. 
An analysis using modal decomposition method for the influences of various initial errors is 
given in Chapter 4. Then the situations when the reference trajectories are still generated with 
two-body model but the actual trajectories are generated with multi-body dynamic model are 
considered, the normalized equations based on multi-body dynamic model are described and 
simulation results are included in Chapter 5. Finally some conclusions of the study are given 
in Chapter 6. 
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CHAPTER 2 CONTROL LAW FOR LINEAR TIME-
VARYING SYSTEMS 
2.1 Introduction of the receding-horizon control problem 
The closed-loop tracking control law used in this thesis is based on an approximation to 
the solution of a receding-horizon control problem [ll. Once the control law is developed, no 
explicit gain scheduling is required, and the control law has the same form for different 
reference trajectories. In this chapter, this approach is reviewed for the completeness of the 
presentation. 
Consider a linear time-varying (LTV) system 
x = A(t)x + B(t)u (2.1) 
y = C(t)x (2.2) 
Where XE Rn ' u E Rm ' y E R p with' p s n . And the matrices A(t) E Rnxn ' B(t) E R nxm ' 
C(t) E RPXl1 are continuous, and C(t) is full rank for all t. System (2.1) is assumed to be 
uniformly completely controllable. We need to find a control law u = K(t)x to stabilize 
system at the origin for any initial condition x(t O). 
The receding-horizon control problem is defined as a follow optimal control problem: 
Find an optimal control u * (-) to minimize the performance index for any t t0 
ft+T 
J = Jr [yT (r)Qy(r) + uT (r)Ru(r)]dr 
= f+r [xr (r)Cr (r)QC('r)x(r) + ur (r)Ru(r)]-dr 
subject to: 
system dynamics: 
initial condition: 
the terminal constraint: 
x = A(t)x + B(t)u 
x(t) = x(t0 ) 
x(t + T) = 0 
(2.3) 
(2.4) 
where Q is a semi-positive definite matrix, R is a positive definite matrix, and T > O. The 
procedure for finding the optimal control u * (·) is dynamic: In the finite moving horizon 
[t, t + T] (Tis fixed, and twill increase as the procedure goes on), the current state x(t) is the 
8 
initial condition, the optimal control u * (·) is an open-loop solution obtained from solving the 
above optimal control problem in interval [t,t + T]. Then the current applied control u(t) is 
set to be equal to u * (t), and the rest of u * (·) is discarded. The process is repeated for the 
next t ( dynamic equation (2.1) integrates one step) until t reaches the final time. Thus the 
optimal control u(t) obtained by receding-horizon control strategy is different from applying 
u(r) = u" (r) for all r E [t,t + T], and is a feedback control since u(t) is dependent on x(t). 
From the sketch below, we can understand the idea more. 
t 
I 
t+T 
I I 
t 
I 
t+T 
I 
For the finite horizon [t,t + T], only take optimal control law u" (·) at current time t as 
the current applied control. As the current time t begins with initial t0 , then goes further to 
reach t 1 , t 2 and t 3 , and finally ends with final time t 1 , the finite horizon [ t, t + T] moves on 
(When t+ T is larger than final time t 1 , we replace t+ T with t I as the end point of time 
interval), and we get optimal open loop control law at every integral point (We solve the 
optimal problem N 1 times, where the number N 1 is equal to the integration times in the 
interval [t0 , t 1 ] ). The states at all the discrete integral points provide the information of 
optimal trajectory. 
For the problem we consider in this thesis, the state x(t) can be taken as the difference 
between the actual states and the reference states, and optimal control law u(t) can be taken 
as the difference between the control should be applied and the reference control. 
2.2 An approximation of the receding-horizon control law 
With the strategy above, at each time t and state x(t), we need to get the open-loop 
solution u * (t) for the optimal control problem (equation (2.3) and (2.4)) over a finite horizon 
[t, t + T] on-line. This is a big computational burden. Lu provided an analytical 
9 
approximation to compute the control law [lL[3J. Its idea is as follows: Approximate the above 
receding-horizon control problem in the interval [t,t + T] by the following multi-step-ahead 
predictive fo1mulation. Divided this interval into N subintervals of equal length h = T / N for 
some integer N 2:: n/m. With the current state x(t) known, we approximate x(t+h) by a first-
order Taylor series expansion at x(t), 
x(t + h) =:: x(t) + h[A(t)x(t) + B(t)u(t)] 
=(I+ hA)x(t) + hB(t)u(t) (2.5) 
Predict x(t+2h) by another first-order Taylor series expansion at x(t+h), and use the first-
order expansion of x(t+h), we get 
x(t + 2h) z x(t + h) + h(A(t + h)x(t + h) + B(t + h)u(t + h) 
= X1 + h( Al X1 + Bl U1 ) (2.6) 
z (I + hA1 )(I + hA)x + h(J + hA1 )Bu+ hB1u1 
Going on with this process, and we denote Ak = A(t + kh) , Bk = B(t + kh) , 
xk = x(t + kh), and uk = u(t + kh), fork= I, ... ,N, we have 
where 
k-1 
xk z Likx + L, Gk)'i 
i=O 
Li k = (I + hAk-1 )Li k-1 ' 
Gk,i =(I+ hAk-1 )Gk-1,i ' 
k =1, ... ,N 
with Li 0 = I 
i = 0,1, ... ,k-2 
and the subscript O in the preceding expansions denotes the values at t. 
(2.7) 
(2.8) 
(2.9) 
The integral in equation (2.3) may be approximated by the standard trapezoidal formula: 
(2.10) 
where L 0 = xr (t)Cr (t)QC(t)x(t) + uT (t)Ru(t) , and Lk = x[ er QCxk + uf Ruk , k = I, ... ,N . 
Defme an (mN)dimensional vector v = col{u(t),ui,···,uN_1 }. If the xk in equation (2.10) is 
replaced with prediction (2.7), the performance index in equation (2.10) can be approximated 
by a quadratic function of v : 
10 
~ T T J = ½v H(t,N,h)v + x S(t,N,h)v + q(x,t,N,h,uN) (2.11) 
where H has the form: 
Hoo Ho1 H O(N-1) 
H= 
H10 H22 Hl(N-1) 
H(N-1)0 H(N-1)1 H(N-l)(N-1) 
is positive definite for any t t0 , N and h > 0; andH E RmNxmN. Matrix SE RnxmN has the 
form: 
s ... s ] 1 N-1 
And q is quadratic in x and u N • 
We derive the formulas of H, S and q for N=l for an example. The formulas for the 
larger N value are given in Appendix. 
For N=l 
J h(L0 + L1 ) 
2 
h = -(UT Ru + XT er QCx) 
2 
+ (u[ Ru[ + XT c,.; c[ QC[ XT + 2x7 c,.; ct QC, G,ou + UT Gi'oC[ QCP,.ou) 
~ 1 T T J = -u H 00 u + x S0u + q(x,t,N,h,uN) 2 
Comparing with the equation (2.12) and (2.13), then we get: 
H 00 = hR + hG[ocr QCl Gl.0 
So= h!i; er QClGl,O 
Q = ~(xT er QCx + XT Ii; er QC1fi1X + u{ Rul) 
2 
where C = C(t), cl = C(t + h) 
(2.12) 
(2.13) 
(2.14) 
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These terms are obtained directly by rearranging the expression of J in formula (2.10) 
once the xk is replaced with prediction (2.7). Constraint (2.4) can be approximated by setting 
xN = 0 from prediction (2.7), which can be rewritten in compact form: 
(2.15) 
where 
(2.16) 
The minimization of J in equation (2.11) with respect to v subject to constraint (2.15) 
constitutes a quadratic programming (QP) problem It's shown in Reference [3] that for 
sufficiently small h, Mr has full rank, given the uniform controllability of the system Then 
the preceding QP problem has a unique solution: 
V = -{[H-1 - H-1M(M T H-1M)-1 MT H-1 ]ST + [H-1M(M T H-1M)-1]CN!iN }x (2.17) 
Define a m x mN matrix: 
(2.18) 
A closed-loop, linear time-varying feedback control law for u(t), denoted by u(t;N,h) to 
signify its dependence on time and the values of N and h, is then obtained from the first m 
equations in equation.(2.17): 
u(t;N,h) = ImNv=K(t,N,h)x(t) (2.19) 
We need to design a set of parameters such as N, h, matrices Q and R ( we select Q and R 
as diagonal matrices for convenience) to make the derived the control law to work well for 
all cases discussed in Chapter 1. 
Notes: 
1) The parameter his inversely proportional to the controller gain, and is independent to 
the choice of the step size of integration. 
2) There is some relationship between h and N. The bigger N, the smaller h. The formula 
* N1 h2 * N 2 is held. 
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The control law derived from above procedures has properties as follows: 
1) To develop the control law (2.19) is a one-time effort for different reference 
trajectories. When system model changes, we only need to replace the A( t) and B( t) 
matrices in the controller code with new ones. 
2) The function form of the gain K(t,N,h) does not change for the same N. But when we 
fixed the parameter N, the values of the gain K(t,N,h) vary with different h. 
3) The larger N, the better the approximation u(t;N,h) is to the original receding-
horizon control, therefore the closer to the performance with the original receding-
horizon. But the larger N, the bigger burden for computing the control law. Generally, 
for a sufficiently large N, the closed-loop system under the control law (2.19) is 
stable. 
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CHAPTER 3 CLOSED-LOOP TRACKING OF LOW THRUST 
TRAJECTORIES IN TWO-BODY SYSTEM 
3.1 Low thrust propulsion system model 
There are three low-thrust Earth-Mars trajectories as the reference ones that are 
developed by different ranges of thrust, which are: 
1) High constant power case, the thrust that can be provided is about 1. 6N 
2) High variable power case, the thrust is about 1. 6N but varies during the trip. 
3) Low variable power case, the thrust is 0.16N and changes during the trip. 
The relationship between the thrust T and the power P is: 
271 · P T=--
lspg 
where: 
(3.1) 
r7 is engine efficiency and is 0.66 for the reference trajectories used in this thesis, 
I sp is the specific impulse which is 3360 seconds in our cases, 
g is the gravity acceleration of the Earth and is 9.80665 m/ s 2 • 
For the variable power case, the power P follows the inverse-square law: 
p = Po (3.2) ,2 
where P0 is the initial power at 1 Astronautic Unit (AU) and is 40KW for high power case 
and 4 KW for low power case, and r is the radial distance from the Sun in AU. Here 
lAU =1.4959787069lxl011 meters. 
For the constant power case, P = P0 is constant. 
The thrusts that the ion propulsion system can provide are very low here. So to use these 
low thrusts to boost the transfer stage from low Earth orbit to near escape velocity will take a 
long time. Usually, we use high thrust system, which can provide tens or hundreds times 
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thrust than the low thrust system does, to boost the spacecraft to reach escape velocity of the 
Earth. Then the low thrust system is used for heliocentric transfers between the Earth and the 
Mars, which is the second stage described in Chapter 1. And finally use high thrust system to 
enable the spacecraft to capture the Mars orbit. What we are concerned here is the second 
stage, which is the heliocentric transfers between the Earth and the Mars, and the three low 
thrust Earth-Mars trajectories is also developed corresponding to the second stage. 
3.2 Dynamics in two-body system 
This research focuses on the second stage of the Earth-Mars trajectory. In that stage, the 
distance between the spacecraft and the Earth at the beginning of the stage and the distance 
between the spacecraft and the Mars at the end of the stage are very large. Therefore the 
gravitational forces due to the Earth and Mars may be ignored for the second stage of the 
Earth-Mars trajectory. The gravitational force F, is governed by the Newton's Universal Law 
of Gravitation, which can be written as: 
where 
G is universal gravitational constant 
· Mis the mass of the attracting body 
m is the mass of the spacecraft 
r is the distance between the spacecraft and the attracting body. 
(3.3) 
Because of the above reason, we only consider the gravitational force F due to the Sun. 
This is a two-body problem 
3.2.1 Coordinate systems 
The coordinate system we used to develop the dynamics is the heliocentric spherical 
coordinate system Figure 3.1 shows the relationship between the heliocentric inertial 
coordinate system and the heliocentric spherical coordinate systems: 
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Figure 3.1 Heliocentric inertial and spherical coordinate systems 
Heliocentric Inertial Coordinate System 
Origin: The center of the Sun 
Fundamental Plane: Coincides with ecliptic plane, which is the plane of the Emth' s 
revolution around the Sun 
X axis: 
Y axis: 
Z axis: 
points in the direction of Vernal Equinox direction 
perpendicular to X axis in the ecliptic plane 
The vector perpendicular to the ecliptic plane, pointing to the north 
Heliocentric Spherical Coordinate System 
Origin: The center of the Sun 
Fundamental Plane: Coincides with ecliptic plane 
r: 
0: 
The unit radius vector, points from the Sun to the spacecraft 
The longitude angle, is the angle of the projection of the radius vector onto the 
ecliptic plane measured positive counter-clockwise from the X axis of the 
heliocentric inertial coordinate system 
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The latitude angle, is measured positive above the ecliptic plane to the 
spacecraft radius vector f . 
Some useful vectors in heliocentric spherical coordinate system are: 
Unit radius vector 
Unit vector, points to the local longitude direction 
Unit vector, points to the local meridian direction 
These three unit vectors are perpendicular to each other. 
3.2.2 Equations of motion: (normalized equations) 
The computational error can be deduced if all the states are near the same order of 
magnitude. This objective can be obtained by nondimensionlizing the states. We 
nondimensionlize radius by dividing radius by r0 that is one astronautic unit ( lA U), 
nondimensionlize time by dividing time by TU that is one time unit for heliocentric system 
which is about 5.022642891 x 106 seconds. Then the gravitational parameter of the Sun is 1. 
The relationship of dimensionless states and dimensional states is: 
t 
r=-
TU 
r 
r=-
ro 
0=0 
Where the states with "~" overhead present the dimensional states. 
(3.4) 
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After being normalized, the mass rate m still has dimension, its unit is kgffU. 
m = din = din · TU = iii · TU 
dr dt 
(3.5) 
Then the normalized equations of motion for the thrusting spacecraft in the heliocentric 
spherical coordinate system for the two-body problem are: 
0=-V_e_ 
rcos¢ 
V
. l V8
2 V/ T-sina-cos/3 
r =--2 +-+-+ 
r r r mg s 
. V.V0 V0V0 sin¢ T •cosa-cos/3 Ve=--'-+ . +------
r rcos¢ · mgs 
. Vr Vet> V8
2 sin¢ T · sin /3 
V =-------+---
9 r rcos¢ mg s 
Where: 
r: the magnitude of radius vector f 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
Vr, V8 , Vr/J : velocity components correspond to the velocity vector projections along the 
radius vector er , the local longitude direction e 8 , and the local meridian direction er/J 
respectively. 
m: current mass 
a : in plane thrust direction angle, is measured from e 0 axis to the projection of the thrust 
vector on the er - e8 plane. 
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/3: out of plane angle, is measured perpendicularly from the er - e8 plane to the thrust 
vector. 
g: the gravity acceleration of the Earth 
g : the gravity acceleration of the Sun, and g = --2_ 1 
' TU 2 
Here r, 0, ¢, Vr, V8 , V9 are state variables, and a , /3 as control variables. 
Figure 3.2 gives us a view of thrust direction in spacecraft body centered spherical 
coordinates. 
T 
a 
Figure 3.2 The thrust direction in spacecraft body centered spherical coordinates 
3.2.3 The reference trajectories and controls 
Three reference low thrust Eai1h-Mars trajectories and three reference control histories 
are provided by Kluever. These reference trajectories and controls are based on two-body 
dynamic model and are generated with three different ranges of thrust. The equations of 
motion based on the two-body dynamic model are listed by equation (3.6) to (3.12). Table3.1 
lists the information of the reference trajectories, controls and spacecraft corresponding to the 
three cases we talked before. And Figure 3.3 to 3.11 shows the reference trajectory histories 
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and reference control histories for three cases. Figures 3.12, 3.13 and 3.14 show the 3-
dimension views of the low thrust Earth-Mars trajectories in heliocentric inertial rectangular 
coordinate system for three cases respectively. 
Table 3.1 Infonnation of reference trajectories, controls and spacecraft 
Information Case (1) Case (2) Case (3) 
La,unch Julian Day 2453610.56418513 2453611.75003669 2453355 .42209208 
Launch Date August 28,2005 August 29 ,2005 December 15,2004 
Travel Time (day) 135.152074995213 173.455637065924 884.822012969319 
Initial Mass (kg) 1269.57402869022 1271.61838796554 1281.49789157345 
Final Mass (kg) 701. 702000705351 806.997193670055 1052.60569569065 
Initial Conditions 
Initial r (AU) 1.013440345 82e+0 l.01381412664e+0 9.87900274581e-1 
Initial 0 (radian) 5.84832051047e+0 5.86785459003e+0 l .47494803671e+0 
Initial </J (radian) -2.95069582793e-5 -l.03751133269e-5 7 .995147 48526e-4 
Initial Vr (AUfTU) 7.04649934460e-3 8.30839926587e-3 l .00458496166e-2 
Initial Ve (AU fTU) l .00024957365e+0 9. 96846948157 e-1 l.04197952321e+0 
Initial V¢ (AUfTU) -l.66350760228e-4 -7 .44902386668e-5 2.2362888047le-3 
Initial a (degree) 2.752442le+l 3.3940369e+ 1 2.6023464e+ 1 
Initial /3 (degree) 2.1048477e-2 -l.9374326e-1 9.3736740e+0 
Final Conditions 
Final r (AU) 1.5423 8099397 e+0 1.58889139533e+0 l.38414276081e+0 
Final 0 (radian) 7 .66750827836e+0 8.00821044199e+0 1.19821247264-e+ 1 
Final </J (radian) l.61113840824e-2 2.42791622161e-2 -3.05183861073e-2 
Final Ve (AUfTU) 7 .25706398520e-2 6.28419293226e-2 -1.1449804 7170e-2 
Final Ve (AUffU) 5. l 6769814809e-1 4.87 l 12135909e-1 6.42147836216e-1 
Final V¢ (AUfTU) l .36968128083e-2 9.37786193777e-3 2.85767338339e-3 
Final a (degree) 2.9316735e+2 3.09123 l 8e+2 3. 6022996e+ 2 
Final /3 (degree) 5.2704810e-1 l .4053822e+0 l.5169158e-1 
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Case (1) High constant power 
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Figure 3.3 Reference control parameters a and ,B for case (1) 
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Figure 3.4 Radius, longitude and latitude of reference trajectory for case ( 1) 
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Figure 3.5 Three components of velocity of reference trajectory for case (1) 
Case (2) High variable power 
400.-------.----,.-----,----.-------,----,------,-----.-----r-----, 
300 = ,,,----------------····· 
~200 I 
d 100 // 
------~ 
0 
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
30 ,\ 
20 - / \ -a / 
Q) 10 - I '"', :::.'=.-
02.. 
_______ _,//./ . ..,_ _____________________ 
0 
_______ ... 
-10 I I I I I I I I 
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
t(year) 
Figure 3.6 Reference control parameters a and ,B for case (2) 
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Figure 3.7 Radius, longitude and latitude of reference trajectory for case (2) 
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Figure 3.8 Three components of velocity of reference trajectory for case (2) 
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Case (3) Low variable power 
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Figure 3.9 Reference control parameters a and /3 for case (3) 
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Figure 3.10 Radius, longitude and latitude of reference trajectory for case (3) 
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Figure 3.11 Three components of velocity of reference trajectory for case (3) 
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Figure 3.12 3-D view of the reference Earth-Mars trajectory for case (1) 
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Figure 3.13 3-D view of the reference Earth-Mars trajectory for case (2) 
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Figure 3.14 3-D view of the reference Earth-Mars trajectory for case (3) 
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3.2.4 The effects due to the initial state errors without feedback control 
The given nominal (reference) trajectory is a part of the optimal Earth-Mars trajectory. 
The starting point is at the altitude of tens of times of the Earth's radius. The ending point is 
at the altitude of tens of times of the Mars' s radius. Due to the trajectory dispersions during 
transferring spacecraft from the Earth to the desired starting point, there are differences 
between the state at the actual starting point and the reference starting state. We call them 
initial state errors. 
The final state errors can be obtained by the following procedures: 
1) Specify the initial condition, 
2) Numerically integrate the equations of motion (3.6) - (3.12) using the reference 
control histories cx(t) and /3(t), terminate at the final time, 
3) Record the differences between the actual final state and the reference final state. 
For example, at one time only initial state e1rnr !':l.r = 10-6 AU is introduced, we follow 
the procedure 2) and 3) to get one set of the final state errors. Next time only initial state 
error !':l.0 = 10-6 radian is introduced, we repeat the same procedures to get another set of the 
final state errors. Using same procedures, we get the sets of the final state e1rnrs for 
infroducing each of initial state errors !':l.</J, fl. V,., fl. V8 , fl. V9 at a time. Table 3.2 lists the final 
state e1rnrs for each specified initial state effor for case (1). Table 3.3 and 3.4 list the final 
state e1rnrs for case (2) and (3) respectively. 
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Table 3.2 The fmal state errors under different initial state error for case (1) 
Specified Final State Errors 
initial error 
11r (km) 110 (deg) 11(/J (deg) 11Vr (mis) 11 Ve (mis) 11V¢, (mis) 
11r = le-6 3.78731e+2 -l .43715e-4 -l .24288e-6 3.26763e-2 -l .46938e-2 l.40876e-4 
(AU) 
110 =le-6 4.44715e-4 5.72959e-5 -6.2259e-13 -2.63673e-9 5.47402e-8 1.40868e-9 
(radian) 
D..(jJ =le-6 -2.0952e+0 2.08273e-7 -1.15980e-5 -7 .25386e-4 l.32161e-4 -2.16117e-2 
(radian) 
tl. V =le-6 l.56306e+2 -l.09788e-4 -4.87297e-7 5.15949e-4 -1.43669e-2 3.03519e-4 r 
(AUfTU) 
l1V0 =le-6 4.84620e+2 -6.58675e-5 -l .62494e-6 5.60408e-2 -2.74430e-2 -l.07198e-4 
(AUffU) 
11 V¢, =le-6 5.94719e-1 4.27929e-7 4.87922e-5 2.01339e-4 2.50657e-4 -5.74143e-3 
(AUfTU) 
Table 3.3 The final state errors under different initial state error for case (2) 
Specified Final State Errors 
initial error 
11r (km) D..0 (deg) tl.(/J (deg) tl. Vr (mis) tl. Ve (mis) 11 v¢, (mis) 
11r = le-6 3.54558e+2 -1.5451 le-4 -4.40112e-6 3.58055e-2 -2. l 8278e-2 -6.4 7 549e-4 
(AU) 
110 =le-6 -3.04570e-4 5.72956e-5 -6.2359e- l 3 -1. l 8982e-8 l.21160e-8 -7.8360e-10 
(radian) 
D..(jJ = le-6 -5.6298e+0 6.73418e-7 -2.83759e-5 -l.14392e-3 3.13710e-4 -l.79137e-2 
(radian) 
tl. V =le-6 l.20315e+2 -l.24914e-4 -2. l 7256e-6 -5.48830e-4 -l.41495e-2 -2.35280e-5 r 
(AUfTU) 
11 Ve =le-6 7.29814e+2 -l.48157e-4 -5.65320e-6 7.64209e-2 -5.81270e-2 -6.40174e-4 
(AUfTU) 
11 V¢, =le-6 2.44793e+0 7.76340e-7 4.30999e-5 4.30502e-4 l.37967e-4 -l.11472e-2 
(AUfTU) 
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Table 3.4 The final state errors under different initial state error for case (3) 
Specified Final State Errors 
initial error 
11r (km) 110 (deg) 11¢> (deg) 11Vr (mis) 11 Ve (mis) v¢ (mis) 
11r = le-6 5.39532e+2 -1.47793e-3 l.25594e-6 -2.79834e-2 -5.7O497e-2 -l .O4953e-2 
(AU) 
~0 =le-6 -4.O7876e-4 5.72964e-5 -5.5455e-12 -4.11167e-8 -6. 72298e-8 -9.12218e-9 
(radian) 
11¢> =le-6 l.O2644e+l -5.12233e-6 -5.12233e-6 4.85159e-4 -1.O5582e-3 2.14398e-2 
(radian) 
11 Vr =le-6 -1.2781e+2 -1.98969e-4 8.79O84e-7 -1.488O1e-2 1.61851e-2 -l.51316e-3 
(AU/TU) 
11 V0 =le-6 6.36569e+2 -1.62992e-3 -l .28348e-7 -5.96223e-2 -7 .13698e-2 -l.32144e-2 
(AU/TU) 
11V¢ =le-6 l.26O78e+l -1.87844e-5 -4.41671e-5 -l .9O279e-4 -l .127O3e-3 -l.O9569e-2 
(AU/TU) 
From the observation above, we can conclude: 
1) The initial ~0 error only affects final 0 state error 
2) The final r error mainly comes from initial errors 11r and 11 Vr, 11 Ve 
3) The final 0 error mainly comes from initial errors in 11r, ~0, and 11 Vr, 11 Ve 
4) The final r/J error mainly comes from initial errors in 11¢> and 11 V¢ 
5) The final error in Vr mainly comes from initial errors 11r and 11 Ve 
6) The final error in Ve mainly comes from initial errors ~r and Vr, 11 Ve 
7) The final error in V9 mainly comes from initial errors 11¢> and 11 V¢ 
3.3 Linearized system 
The trajectory control problem for a dynamic system is often addressed in two steps: 
off-line trajectory planning and on-line trajectory tracking. For the problem in this thesis, we 
are concerned about the later one. That is, we have been given a planned reference trajectory 
and reference controls, the problem we face is to try to use the control law described in 
Chapter 2 to control the actual trajectory to track the nominal with the minimization of a 
performance index: 
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(3.13) 
subject to: 
linearized system dynamics: Af = A(t).ix + B(t)liu 
initial condition: .ir(t) = .ir0 
the tenninal constraint: .ix(t + T) = 0 (3.14) 
where the state .ir(t) is the difference between the actual state and the nominal state (results 
from the initial state errors or/and error due to ignoring the gravitational forces of the planets 
such as the Earth, Mars and Venus), the control liu(t) is the difference between the actual 
applied control and the nominal control. 
Used the method described in Chapter 2, we get the closed-loop optimal control law 
liu(t) from (2.19). Then we use u(t) = uref (t) + liu(t) to update the current control in the 
dynamic equations from (3.9) to (3.11), where liuref (t) is the reference control. We get the 
state difference Llx(t) at next integration point ti , use equation (2.19) again, we get the 
closed-loop optimal control law liu(t) at next integration point. Repeat this procedure until 
we reach the final time t 1 . 
A nonlinear system is described by equations of motion from (3.6) to (3.12). But the 
closed-form approximate receding-horizon control law in Chapter 2 works for a linear time-
varying system In order to apply the feedback control law, we use first-order Taylor series 
expansion to linearize this system about the nominal trajectory and nominal control. 
The nonlinear system represented by equations (3.6) to (3.11) can be presented as: 
x=J(x,u) 
Where 
r 
e 
the state vector: 
</J x= 
vr 
Ve 
v¢ 
the control vector: u = [;] 
The linearized system is: 
Af = A(t) · + B(t) · b,.u 
where 
- aJ -A---ax 
0 
-Ve 
r2 cos </J 
-V ¢ 
r2 
2 v2 + v2 e 6 +k -T 
r3 r2 A r 
VrVe V0 V9 sin¢ --- +k -T 2 2 A 0 r r cos¢ 
VrV6 Ve2 sin¢ k T --+ 2 + A O ¢ r2 r cos¢ 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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0 
Ve sin </J 
r cos 2 </J 
0 
0 
v 0 v¢ 
rcos 2 ¢ 
-v2 e 
rcos2 ¢ 
0 
0 
0 
k8 ·Pc cosa-cos/3 - kB . pc sin a . sin /3 
- kB . pc sin a . cos /3 - kB . pc cos a . sin /3 
0 kB · Pc COS /3 
1 0 0 
0 
1 
0 
rcos(jJ 
0 0 1 
r 
0 2Ve 
2V6 
r r 
-Ve V V¢ sin¢ __ r + Ve sin </J 
r r rcos¢ r cos </J 
v¢ 2V0 sin¢ vr 
r r cos </J r 
Matrices A and Bare evaluated along the reference trajectory at each t. And here 
2Pc sin a· cos /3 
Tr= - 3 
r 
Te = _ 2Pc cos~· cos /3 
r:J 
T = ,tr 
2Pc sin /3 
r3 
{
1 when power is 
kA = 0 when power is 
constant 
variable 
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when power is constant 
when power is variable 
3.4 Simulations and results 
Below is the simulation diagram: 
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Nominal states uin (t) and control ut (t) 
i = 0, .. . N 1 , and initial states x(t) , t 
initial i=O 
state errors 
~- =x. -x'.1 
l l l 
~lli = -K * ~/t) 
u' (t) = ~u' + u n I I l 
Dynamic system (3.6)-(3.12) 
New x1+1 (t) 
N 
Figure 3.15 Diagram for simulation 
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To test the closed-loop tracking performance within the two-body dynamic model, we 
simulate with randomly distributed initial state errors for the 3 cases of different propulsion 
system characteristics. For each case, we test 50 dispersed trajectories. For our problem, we 
measure the tracking performance with the final state errors. The numerical results of the 
final state errors for each case are listed in Table 3.6, Table 3.7, and Table 3.8 respectively. 
For the trajectory control used in all the simulations in this thesis, the parameters we 
selected are: 
N=15 
h=0.03 (dimensionless, about 41.8 hours in real time) 
Q: 6 x 6 unity matrix 
R = [2~0 
1
°
0
] (2.0 is the weighting for a and 1.0 is the weighting for /3) 
[
500 
C= 0 
0 
0 
1000 
0 
0 o O ol 
0 0 0 0 is the output matrix. 
1800 0 0 0 
This choice of matrix C means ~y=(500~r, 1000~0, 1800~¢), and the regulated 
variables are just the position variables. From the equations of motion, it is easy to see that if 
the position coordinates track exactly the nominal values, so will the velocity coordinates. 
The control corrections I),. a and ~/3 are bounded by ± 45 °. 
Case (1) For high thrust with constant power 40KW, we let the trajectory dispersions at 
starting point be randomly distributed in the ranges of 
I ~r(0) j:::; 5.0 * 1.0-6 (AU) (748 kilometers) 
I ~0(0) 1:::; 3.5 * 1.0-6 (radian) (0.0002 °) 
I ~¢(0) 1:::; 3.5 * 1.0-6 (radian) (0.0002 a) 
I ~Vr(0) 1:::; 3.4*1.0-6 (AU/TU) (0.1 mis) 
I~ V0 (0) Is 3.4 * 1.0-6 (AU/TU) (0.1 mis) 
I V"' (0) j:::; 3.4 * 1.0-6 (AU/FU) (0.1 mis) 
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The reason of using such small initial velocity dispersions is that the thrust is very low, 
larger velocity dispersions should require higher thrust to correct. 
Table 3.5 The final point open-loop simulation results for case (1) 
Trial Lir(km) Li0(deg) Li¢ (deg) Li vr (mis) Li V0 (mis) Liv¢ (mis) 
1 l.36828e+3 -3.95762e-4 5.06454e-5 l.39185e-1 -3.64573e-2 -6.93398e-2 
2 -8.59459e+2 5.76749e-4 9.02396e-5 -3.71794e-2 6.43633e-2 -2.98789e-2 
3 l.53520e+3 -8.69779e-4 9.79825e-5 l.01088e-1 -6.65385e-2 -8.09970e-2 
4 -4.13000e+2 -2.77273e-4 -1. 86612e-4 -8.62824e-2 l.64450e-3 -2.74445e-2 
5 -l.33935e+3 5.72335e-4 -7. 71125e-5 -7.87371e-2 6.20055e-2 4.50241e-2 
6 -l.50459e+2 2.96705e-4 -2.37945e-5 7.07668e-3 -3.3631 Se-2 7.83139e-3 
7 l.89830e+3 -7 .13584e-4 -1.9311 0e-4 1.76442e-1 -8.59575e-2 -3.19813e-2 
8 5.64429e+2 -3.86761e-5 -4.24793e-5 5.87255e-2 -l .53176e-2 -2.89055e-2 
9 -4.66416e+2 3.07794e-4 3.1277 le-5 5.55259e-3 2.49190e-2 2.71656e-2 
10 6.95387e+l 1.44794e-4 2.03262e-6 2.21245e-2 -3.47243e-2 -5.74990e-2 
11 8.85309e+2 -2.28444e-4 2.44738e-5 5.40985e-2 -6.50196e-2 -5.3641 Se-2 
12 -7 .13782e+2 3.04921e-4 -7.94253e-5 -4.08020e-2 3.72857e-2 -2.75922e-2 
13 2.02157e+3 -6.80157e-4 -2.87334e-5 l.87799e-1 -9.42722e-2 -4.4215 6e-3 
14 2.37246e+3 -4.55399e-4 l.16426e-4 2.38498e-1 -1.25021 e-1 - l .80687e-2 
15 - l .54939e+ 3 l.32360e-4 5.34385e-5 -2.01143e-1 4.81549e-2 -6.53991e-2 
16 -2.88346e+3 l.17984e-3 7 .9371 le-5 -2.33896e-1 1.57346e-1 2.28489e-2 
17 7.58510e+2 -6.05349e-5 -3.47182e-5 l.15015e-1 -5.64973e-2 -l.02627e-2 
18 -l.02101e+3 l.98401e-4 8.32878e-5 -1.0000le-1 6.56039e-2 -2.2358 le-2 
19 -l.37284e+2 -2.0967 le-4 3.74919e-5 -3.67660e-2 4.89133e-3 -4.95068e-2 
20 -l.53115e+ 3 3.19524e-4 - l .52442e-4 -1. 81590e- l 8.06759e-2 2.40649e-3 
21 -2. 12 816e+ 3 6.36373e-4 l.41525e-4 -2.13883e-1 l.23048e-1 -5.90879e-2 
22 2.16234e+3 -9.43828e-4 6.38035e-5 l.62161e-l -9.99352e-2 3.89599e-2 
23 -4.87183e+2 4.51462e-5 -9 .5 l 603e-5 -9.23003e-2 -2.24565e-3 -2.71761e-2 
24 -7.20368e+2 -3.52429e-5 -l.20427e-4 -1.2977 5e-1 l.99559e-2 -3.90806e-2 
25 -1. 2715 6e+ 3 7.3018le-4 2.03172e-5 -7 .16443e-2 5.84130e-2 -2.03666e-2 
26 -l .27939e+ 3 3.03573e-4 5.23254e-6 -8.65415e-2 8.60045e-2 7.73549e-2 
27 6.27564e+2 -l.97134e-4 -1. 71649e-4 1.0002 le-1 -8. 82824e-3 l.81995e-3 
28 -3.61660e+3 l .15969e-3 6.62941e-5 -3.26864e-1 l.84012e-1 l.39063e-2 
29 8.78896e+2 -6.03490e-4 -4. 68082e-5 5.44942e-2 -4.25870e-2 1.52638e-2 
30 -3.74989e+2 3.44824e-4 2.11617e-5 -2.56954e-2 -8.64118e-3 8.34918e-4 
31 -1. 90609e+ 2 4.90969e-4 -6.24164e-5 2.65223e-2 -1.34449e-2 4.29792e-2 
32 2.44888e+3 -3. 87 406e-4 -7 .29015e-5 2.75161e-l -l.04476e-1 5.04013e-2 
,, ,, 
.).) -3. l 7833e+ 3 l.15632e-3 -l .25705e-4 -2.68588e-1 l.64795e-1 -4.05652e-2 
34 -l .24633e+3 l.50925e-4 -2.54524e-5 -1. 6603 2e-1 2.95296e-2 3.40481e-2 
35 -l.82687e+3 1.40444e-4 l.32199e-4 -2.09845e-1 9.35223e-2 -7.80161 e-3 
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(Table 3.5 continued) 
36 2.62740e+3 -7 .51425e-4 6.09326e-5 2.84684e-1 -1.103 66e-1 3.38107e-2 
37 3.35314e+2 -4.25704e-4 1.34292e-4 -3.13232e-2 6.93659e-3 4.38268e-2 
38 7.68438e+2 -l .81872e-4 -1.00801 e-4 5.02453e-2 -6.35307e-2 3.68906e-2 
39 -4.58084e+2 5.35920e-4 l.06990e-4 2.25245e-2 1.48785e-2 -l .22429e-2 
40 -4.91207e+2 1.06949e-4 -1. 95041 e-4 -4.91495e-2 2.58475e-2 -4.15318e-2 
41 -7 .58735e+2 6.38870e-4 -1.93927e-5 -1.29644e-2 4.6341 le-2 -7 .64502e-2 
42 7.01496e+l 3.12597e-4 -1.52871 e-4 5.51673e-2 -3.84307e-4 3.69762e-2 
43 l.34436e+3 -1.44299e-4 -7 .63476e-5 l.32802e-l -9.12775e-2 -4.68792e-2 
44 2.03685e+3 -6.49876e-4 3.13710e-5 l.94374e-1 -l .15598e-1 -l.52617e-2 
45 -l .49985e+ 3 5.92109e-4 -4.35347e-5 -1.50357 e-1 6.49740e-2 -l.94647e-2 
46 4.08274e+2 -3.32935e-4 9.81239e-5 9.06379e-3 -2. l 3235e-2 -3. 60060e-2 
47 -3.52198e+2 2.49197e-4 -l.27149e-5 -l .82470e-2 l.41194e-2 -3.35844e-2 
48 1.69087e+3 -6.03527e-4 5.69385e-5 1.64712e-l -7 .60476e-2 -8.47744e-2 
49 l.29868e+3 -5. 10948e-4 -1.12797 e-4 l.29471e-1 -5.99397e-2 3.45584e-2 
50 2.23345e+3 -4.91612e-4 -l.91264e-4 2.10326e-l -1.3489 le-1 -5.22200e-2 
max 2.62740e+3 l.17984e-3 l.41525e-4 2.84684e-1 l.84012e-1 7.73549e-2 
mean -l.08032e+l 2.87786e-5 -l .67573e-5 2.55455e-3 -1. 75372e-3 -l .24577e-2 
std 1.49729e+3 5.23758e-4 9.53763e-5 l.44001e-l 7 .60127e-2 3.90646e-2 
Table 3.6 The final point closed-loop simulation results for case (1) 
Trial 11r (km) 110 (deg) /1¢ (deg) 11 vr (m/s) 11 V0 (mis) 11 v¢ (mis) 
1 1.86896e+0 -2.58334e-7 -5.77197e-8 3.91701e-3 3.46800e-2 -2.01344e-2 
2 -1.03 lOle+0 1.34636e-7 3.23723e-8 -3.78824e-3 -3.13024e-2 l.89070e-2 
3 2.53442e+0 -3.43627e-7 -7. 73400e-8 4.97020e-3 4.4555 le-2 -2.57799e-2 
4 -5.53198e-1 7.75787e-8 l.75942e-8 -1.68416e-3 -1.41595e-2 8.42962e-3 
5 -l .38152e+0 l.57735e-7 4.40288e-8 -8.65569e-3 -6.87717e-2 4.25714e-2 
6 -3.95417 e-1 5.52294e-8 1.2511 Se-8 -l.15987e-3 -9.79700e-3 5.82095e-3 
7 2.81350e+0 -3.81395e-7 -8.57251e-8 5.38775e-3 4.84984e-2 -2. 80072e-2 
8 7.65932e-1 -l.08094e-7 -2.40692e-8 l.83088e-3 1.58666e-2 -9.28704e-3 
9 - l .03026e+0 l.37642e-7 3.26092e-8 -3.72175e-3 -3.07801e-2 1.85536e-2 
10 -l .03073e-l l .61546e-8 3.39125e-9 -2.84636e-4 -2.40844e-3 l.41266e-3 
11 1.46628e+0 -2.03429e-7 -4.54782e-8 3.20889e-3 2.82095e-2 -l.64276e-2 
12 -1. 04169e+0 l.38278e-7 3.29112e-8 -3. 79864e-3 -3.13937e-2 l.89389e-2 
13 3.00123e+0 -4.08973e-7 -9.15620e-8 5.66727e-3 5.11205e-2 -2.94702e-2 
14 3.22075e+0 -4.43521 e-7 -9.85965e-8 5.99379e-3 5.41624e-2 -3. l 1489e-2 
15 -l.36208e+0 l.70756e-7 4.32889e-8 -6.50956e-3 -5.26104e-2 3.2193 le-2 
16 -l.92785e-1 -9.73919e-8 5.56660e-9 -l .52882e-2 -1. 154 l 2e-1 7.41502e-2 
17 4.72647e-1 -5.94925e-8 -1.42308e-8 l.16614e-3 l .01264e-2 -5.99588e-3 
18 -1.10544e+O l.45149e-7 3.48941e-8 -4.18885e-3 -3.45013e-2 2.08641e-2 
19 -l .96966e-1 2.8877 le-8 6.32635e-9 -5.52988e-4 -4.68512e-3 2.76596e-3 
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(Table 3.6 continued) 
20 -1.21063e+O 1.5571 Se-7 3.81976e-8 -4.97839e-3 -4.07185e-2 2.47396e-2 
21 -l.36155e+0 l.56683e-7 4.33747e-8 -8.45646e-3 -6. 72086e-2 4.15842e-2 
22 3.43987e+0 -4.70019e-7 -l .04853e-7 6.28491e-3 5.70156e-2 -3.27662e-2 
23 -2.39288e-1 3.14895e-8 7.36409e-9 -6. 81143e-4 -5.79290e-3 3.45019e-3 
24 -4.30028e-1 5.71423e-8 l.33494e-8 -l .27968e-3 -1.08162e-2 6.45415e-3 
25 -l.35002e+0 1.68838e-7 4.28464e-8 -6.45126e-3 -5.21414e-2 3.19086e-2 
26 -l.38126e+0 l.57321e-7 4.40222e-8 -8.69824e-3 -6.90912e-2 4.27778e-2 
27 3.15913e-l -3.94854e-8 -9.51077e-9 7.99929e-4 6.92207e-3 -4.10716e-3 
28 3.70669e+0 -9.00269e-7 - l.25716e-7 -2.39092e-2 -1. 70519e- l l.15201e-1 
29 l.28177e+0 -1. 71350e-7 -3.92031 e-8 2.84734e-3 2.50336e-2 -l .46450e-2 
30 -4. 6271 0e-1 6.21495e-8 l.44359e-8 -l.38627e-3 -l.17015e-2 6.98013e-3 
31 -4.65312e-1 6.24610e-8 l.45144e-8 -1. 3 9 51 le-3 -l. l 7754e-2 7.02478e-3 
32 3.01770e+0 -4.17047e-7 -9.26084e-8 5.71021e-3 5.14339e-2 -2.96105e-2 
33 l.35846e+0 -4. l 6250e-7 -4. 62463e-8 -l .94318e-2 -l.42632e-1 9.38483e-2 
34 -1.14457 e+0 l.50243e-7 3.61973e-8 -4.42353e-3 -3.63659e-2 2.20124e-2 
35 - l .34458e+0 l.46313e-7 4.28685e-8 -9.33704e-3 -7 .37870e-2 4.58473e-2 
36 3.61277e+0 -4.89188e-7 -1.09619e-7 6.5032 le-3 5.91987e-2 -3.40118e-2 
37 8.42652e-1 -l.20107e-7 -2.6571 le-8 1.99618e-3 1.73108e-2 -l.01164e-2 
38 l.23983e+0 -1. 712 04e-7 -3.84448e-8 2.7826le-3 2.43748e-2 -1.42282e-2 
39 -9.63957e- l 1.28745e-7 3.04300e-8 -3.39014e-3 -2.8 l 145e-2 l.69240e-2 
40 -6.0211 le-1 8.14160e-8 l.88962e-8 -1.8701 le-3 -l.57132e-2 9.38847e-3 
41 -1.0605le+0 1.39073e-7 3.3391 le-8 -3.93732e-3 -3.24958e-2 1.96334e-2 
42 -1.88456e-l 2.50548e-8 5.81333e-9 -5.30389e-4 -4.51565e-3 2.68587e-3 
43 l.87629e+0 -2.58953e-7 -5. 79062e-8 3.92834e-3 3.47898e-2 -2.01996e-2 
44 3.00545e+0 -4.05995e-7 -9. l 3530e-8 5.66145e-3 5. l 1235e-2 -2.94937e-2 
45 -l .25265e+0 l.59908e-7 3.95633e-8 -5.35626e-3 -4.36673e-2 2.65840e-2 
46 7.40335e-l -l .00292e-7 -2.28792e-8 1.76740e-3 1.53579e-2 -9.02056e-3 
47 -4.8477le-l 6.51843e-8 1.51383e-8 -l .46042e-3 -l.23 l 85e-2 7.34999e-3 
48 2.39388e+0 -3.23962e-7 -7 .30499e-8 4.75158e-3 4.25133e-2 -2.46274e-2 
49 l.69220e+0 -2.27481e-7 -5. l 7179e-8 3.59265e-3 3.18024e-2 -l.85325e-2 
50 3.25934e+0 -4.46409e-7 -9.95304e-8 6.03971e-3 5.46419e-2 -3.1432 le-2 
n1ax 3.70669e+0 1.70756e-7 4.40288e-8 6.50321e-3 5.91987e-2 l.15201e-1 
mean 5. ll 821e-1 -8.90499e-8 -1.55607 e-8 -l .43596e-3 -9.32918e-3 6.59919e-3 
std l.65409e+0 2.46042e-7 5.15565e-8 6.41775e-3 5.06787e-2 3. l 7301e-2 
The open-loop simulation results for the case (1) are listed in Table 3.5. Where "std" 
stands for standard deviation. From Table 3.5, we can see that without applying the closed-
loop tracking law the maximum final radius error is about 2627 kilometers, and the 
maximum final velocity error is around 0.34 mis for the 50 tests. The radius error is very big 
and must be corrected. 
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The corresponding closed-loop simulation results for the same initial condition 
dispersions are listed in Table 3.6. From the Table 3.6, we can see that the results after 
applying the closed-loop tracking law are very good for the high constant power case. For the 
50 tests, the maximum final radius error is about 3. 7 kilometers, and the maximum final 
velocity error is around 0.1 mis. The final radius error reduces to about 11200th of the initial 
one. The level of accuracy is good enough for trans-Mars injection. 
Because our research focuses on a trajectory-tracking problem, we only care about the 
differences between the actual trajectory histories and reference trajectory histories and the 
differences between the actual controls and reference controls. The three figures below give 
us some views of the trajectory control effects. Figure 3.16 and 3.17 depict the variations of 
the trajectory dispersions for the first five trials for this case. Figure 3.18 presents the 
variations of control dispersions corresponding to the first five trials for this case. 
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Figure 3. 16 Dispersions in radius, longitude and latitude for case ( 1) 
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Figure 3. 17 Dispersions in three components of velocity for case ( 1) 
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Figure 3.18 Variations of control dispersions for case (1) 
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Case (2) For high thrust with variable power 40KW, we let the trajectory dispersions at 
starting point be randomly distributed in the ranges of 
I ~r(O) I~ 4.0*1.0-o (AU) (598 kilometers) 
I ~0(0) I~ 3.5 *1.0-o (radian) (0.0002 °) 
I ~¢(0) I~ 3.5 *1.0-o (radian) (0.0002 °) 
I~ vr (0) ,~ 2.0 * 1.0-0 (AU/TU) (0.06 mis) 
I~ Ve (0) I~ 2.0 * 1.0-o (AU/TU) (0.06 mis) 
I~ v¢ (0) 1~ 2.0 * 1.0-0 (AU/TU) (0.06 mis) 
From the equation (3.1) and (3.2) we know that the thrust decreases as r increases. The 
reason of using smaller initial radius and velocity dispersions than those in case ( 1) is that the 
thrnst is lower than the one in case (1), larger radius and velocity dispersions would require 
higher thrnst to correct. 
Table 3.7 The final point closed-loop simulation results for case (2) 
Trial ~r (km) ~e (deg) ~¢ (deg) ~vr (m/s) Ve (mis) ~v¢ (mis) 
1 2.53635e+l 8.10402e-6 1.74632e-7 - l .32580e-3 -2.73857e-3 -4.56986e-3 
2 -2.78384e+l -9.36688e-6 -1.73224e-7 -2.03453e-3 -l.21065e-3 5.38476e-3 
3 -5.00525e+ 1 -1.6234le-5 -3.36901e-7 1.043 l0e-3 3.57048e-3 9.19300e-3 
4 -3.66865e+ 1 -1.2027 le-5 -2 .41400e-7 -2.47750e-4 l .37334e-3 6.84252e-3 
5 -3.55727e+ 1 -l.10239e-5 -2.60482e-7 4.66135e-3 7.3 l 164e-3 6.12349e-3 
6 l.10399e+l 3.67839e-6 7.00356e-8 5.48812e-4 l.71409e-4 -2.10796e-3 
7 -4.21757e+ 1 - l.40898e-5 -2.66780e-7 -2.28563e-3 -8.55909e-4 8.07577e-3 
8 -l.34870e+0 2.61102e-7 -3.74959e-8 5.33451e-3 6.55232e-3 -3.08347e-4 
9 -3.0068 le+ 1 -9.32248e-6 -2.19804e-7 3.88105e-3 6.10097e-3 5.18115e-3 
10 -2.99324e+ 1 -9.67251e-6 -2.02613e-7 8.55253e-4 2.40434e-3 5.47171e-3 
11 -3. l 8553e+ 1 -l.02971e-5 -2.15556e-7 8.94388e-4 2.54208e-3 5.82517e-3 
12 -1.67363e+ 1 -4. 73184e-6 - l .40952e-7 5.6337 le-3 7.62200e-3 2.51996e-3 
13 -l.37059e+l -5.01499e-6 -6.89386e-8 -4.052 l 3e-3 -4.30394e-3 2.97084e-3 
14 3.18365e+l 1.05440e-5 2.04285e-7 l.13255e-3 -4.26452e-5 -6.03006e-3 
15 9.05046e+0 2.76574e-6 6.74459e-8 -1.42915e-3 -2.14034e-3 -1.53065e-3 
16 8.15595e+0 3.00612e-6 4.00899e-8 2.58579e-3 2.77579e-3 -l.78620e-3 
17 l.95020e+ 1 6.51092e-6 1.2313 le-7 l.07565e-3 4.34306e-4 -3.73442e-3 
18 l .35056e+ 1 4.39153e-6 9.00073e-8 -1. 41 060e-4 -7.75500e-4 -2.49322e-3 
19 -1. 11696e+ 1 -2.45790e-6 -l .22883e-7 9.12393e-3 1.16268e-2 1.12135e-3 
20 -l .19637e+ 1 -4.59016e-6 -5. 16121 e-8 -5.13884e-3 -5. 70183e-3 2.76138e-3 
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21 -7.65155e+0 -2.78963e-6 -3.88928e-8 -2.18617e-3 -2.18617e-3 l.65048e-3 
22 3.29949e+l 1.0491 le-5 2.29051e-7 -2.08798e-3 -3.99666e-3 -5.90570e-3 
23 -5 .22643e+ 1 -1. 70783e-5 -3.4657 4e-7 l.19810e-4 2.5471 le-3 9.70054e-3 
24 4.99897e+0 7.97254e-7 6.64648e-8 -6.26633e-3 -7. 82503e-3 -2.69415e-4 
25 -8. 85596e+0 -2.77152e-6 -6.35401e-8 9.29940e-4 l.53208e-3 l.54749e-3 
26 -2.4623 le+ 1 -6. 8167 6e-6 -2.13929e-7 9.47794e-3 l.26874e-2 3.58609e-3 
27 3.34866e+0 l.24285e-6 l.61452e-8 1.12125e-3 l.21046e-3 -7 .39885e-4 
28 7.38554e+0 3.06384e-6 2.24257e-8 4.93441e-3 5.66753e-3 -l.88924e-3 
29 1.63679e+l 5.98186e-6 8.24479e-8 4.81544e-3 5. l 1985e-3 -3.54493e-3 
30 -2.82788e+l -8.61462e-6 -2. 13049e-7 4.82661e-3 7.17326e-3 4.75005e-3 
31 l.24201e+l 3.32978e-6 l.11081e-7 -5.44227e-3 -7.1557 le-3 -l.73382e-3 
32 4.32325e+l l.40553e-5 2.87675e-7 -4.06860e-4 -2.40796e-3 -7.98261e-3 
33 -1.22541e+ 1 -4.02069e-6 -8.03490e-8 -1.2711 0e-4 3.98926e-4 2.28936e-3 
34 3.60850e+l l.25545e-5 2.0730le-7 5.83277e-3 5.47611e-3 -7 .31279e-3 
35 7.92160e+0 3. l 7520e-6 2.85804e-8 4.44728e-3 5.04991e-3 -l .93785e-3 
36 -7 .53504e+0 -1. 83942e-6 -7 .5225 le-8 4.73744e-3 6.10674e-3 9.03529e-4 
37 -2.2408 le+ 1 -6.93163e-6 -l.64325e-7 2.99806e-3 4.67063e-3 3.84948e-3 
38 -4. 19454e+ 1 -l.32319e-5 -2.97658e-7 3.72526e-3 6.46678e-3 7.40607e-3 
39 -9.78689e+0 -2.63798e-6 -8.75733e-8 4.26186e-3 5.63023e-3 l.37170e-3 
40 l.50097e+l 5.05062e-6 9.32159e-8 1.12046e-3 6.87996e-4 -2.90516e-3 
41 7.24487e+0 3.54926e-6 -3.1192e-10 9.00029e-3 l.06294e-2 -2.28819e-3 
42 -5.79962e+0 -2.46261e-6 -l.54497e-8 -4.28187e-3 -4.93908e-3 l.52655e-3 
43 -2.82779e+ 1 -8.02804e-6 -2.37565e-7 9.36876e-3 l.27259e-2 4.27722e-3 
44 -2.97997e+ 1 -9.83272e-6 -l.93384e-7 -6.97819e-4 5.0664le-4 5.60940e-3 
45 3.13224e+l l.04869e-5 l.96445e-7 1.96703e-3 9.9351 le-4 -6.02232e-3 
46 2.40064e+l 7.20602e-6 1.8374 le-7 -4.72435e-3 -6. 79613e-3 -3.95980e-3 
47 l.22068e+l 3.60708e-6 9.58723e-8 -2.84999e-3 -4.00497e-3 -l.96727e-3 
48 -7 .3292 le+0 -2.53473e-6 -4.27663e-8 -l.06308e-3 -9. 62407 e-4 l.47257e-3 
49 3.30461e+l 9.86468e-6 2.54746e-7 -6.86812e-3 -9.78335e-3 -5.41059e-3 
50 3.56153e+l l.13102e-5 2.47776e-7 -2.35719e-3 -4.43848e-3 -6.36369e-3 
max 4.32325e+l l.40553e-5 2.87675e-7 9.47794e-3 l.27259e-2 9.70054e-3 
mean -3.68510e+0 -l .06782e-6 -3.03328e-8 1.08881e-3 l.51001e-3 5.72353e-4 
std 2.48305e+ 1 8.01499e-6 1.7023 le-7 4.06049e-3 5.29440e-3 4.53935e-3 
The open-loop simulation results are not listed here, but are the same order as those 
open-loop simulation results for the case (1) listed in the Table 3.5. From the Table 3.7, we 
can see that after applying the closed-loop tracking law, the final radius errors are little larger 
for the high variable power case, but the final velocity error is small enough. For the 50 tests, 
the maximum final radius error is about 43 kilometers, and the maximum final velocity error 
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is around 0.01 mis. The final radius error reduces to about 1114th of the initial one. The 
control effects are not as good as those in case (1). The reason is that the thrust decreases as r 
increases. The control authority is weaker in case (2) than that in case (1). 
The three figures below give us some views of the trajectory control effects. Figure 3.19 
and 3.20 depict the variations of the trajectory dispersions for the first five trials for this case. 
Figure 3.21 presents the variations of control dispersions corresponding to the first five trials 
for this case. 
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Figure 3.21 Variations of control dispersions for case (2) 
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Case (3) For low thrust with variable power 4KW, we let the trajectory dispersions at starting 
point be randomly distributed in the ranges of 
I ~r(0) I::; 4.0 * 1.0-1 (AU) (60 kilometers) 
I ~0(0) I::; 3.5 * 1.0-7 (radian) (0.00002 °) 
I ~¢(0) 1::; 3.5 *1.0-7 (radian) (0.00002 °) 
I ~V/0) I::; 1.7 *1.0-7 (AU/TU) (0.005 mis) 
I Ve (0) I~ 1.7 * 1.0-7 (A UIFU) (0.005 mis) 
I~ v¢ (0) 1::; 1.7 * 1.0-7 (A UIFU) (0.005 mis) 
The reason of using one order of magnitude smaller initial dispersions than those in case 
(2) is that the thrust is about one order of magnitude lower than the one in case (2), larger 
radius and velocity dispersions should require higher thrust to correct. 
Table 3.8 The final point closed-loop simulation results for case (3) 
Trial ~r(km) ~0 (deg) ~¢ (deg) ~vr (mis) ~Ve (mis) ~v¢ (mis) 
1 -4.08707e-1 6.08163e-9 3.72457e-8 1.86417e-5 -3.52895e-5 -1.90427e-5 
2 2.58925e-1 -1.26693e-9 -2.33688e-8 3.41368e-5 2.23707e-5 4.19449e-6 
3 -5.1277 le-l 7.34306e-9 4.6656le-8 1.71664e-5 -4.43437e-5 -2.28222e-5 
4 8.95621e-3 6.65016e-10 -4.0778e-10 2.16999e-5 l.25236e-6 -3.39553e-6 
5 2.81740e-1 -7. 8349e-10 -2.56790e-8 4.06144e-5 2.39195e-5 3.99319e-6 
6 9.74850e-2 -4.1912e-10 -8.40975e-9 2.28671e-5 8.96120e-6 -l.65700e-7 
7 4.15570e-3 7.03081e-10 3.29046e-11 2.14688e-5 8.46277e-7 -3.54257e-6 
8 -4.03463e-2 l .24871e-9 4.05514e-9 2.08874e-5 -3.02927e-6 -5.16715e-6 
9 -l.15290e-l 2.21153e-9 1.08144e-8 2.02668e-5 -9.58082e-6 -7 .9628 le-6 
10 -1.23202e-1 2.39045e-9 1.15029e-8 2.08241e-5 -1.03172e-5 -8.36201e-6 
11 2.72114e-l -7 .3402e- l 0 -2.47867e-8 3.99335e-5 2.31207e-5 3.73468e-6 
12 2.82873e-1 -1. 34499e-9 -2.56034e-8 3.61957e-5 2.43327e-5 4.77640e-6 
13 -1. 867 69e- l 3.18473e-9 l.72434e-8 2.0l 163e-5 -1.58612e-5 -l.07030e-5 
14 -1. 69140e- l 2.90596e-9 l.56704e-8 l.98406e-5 -l .42899e-5 -9. 97 483e-6 
15 3.07403e-1 -l .93286e-9 -2.77272e-8 3.41893e-5 2.66334e-5 6.06136e-6 
16 -5.24523e- l 7.47843e-9 4.77210e-8 l.69424e-5 -4.53620e-5 -2.32392e-5 
17 -2.1429le-l 3.52843e-9 l.97289e-8 l.98077e-5 -l.82614e-5 -1. 1 7160e-5 
18 -l .20704e-1 2.273 lOe-9 l.13053e-8 2.01553e-5 -l.00496e-5 -8.15346e-6 
19 2.56045e-l -1.4277 4e-9 -2.30448e-8 3.25127e-5 2.22326e-5 4.35478e-6 
20 9.28910e-2 -3.6538e-10 -7 .99361e-9 2.27843e-5 8.56230e-6 -3.29570e-7 
21 -4.39449e-1 6.45322e-9 4.00259e-8 l.81970e-5 -3.79636e-5 -2.01577e-5 
22 9.65766e-2 -4.0284e-10 -8.32928e-9 2.28970e-5 8.87910e-6 -2.05894e-7 
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23 2.06695e-1 -1.49308e-9 -l .83664e-8 2.64387e-5 l.83195e-5 3.46172e-6 
24 4.45583e-2 2.11901e-10 -3.6201 ?e-9 2.2030le-5 4.36225e-6 -2.07338e-6 
25 -3.39507e-l 5.20512e-9 3.10003e-8 l .93 l 74e-5 -2.92472e-5 -l.64786e-5 
26 -5.93063e-1 8.26150e-9 5.39344e-8 l.55846e-5 -5.12977e-5 -2.56640e-5 
27 -1.297 49e-1 2.43483e-9 l.21063e-8 2.04498e-5 -1. 08663e-5 -8.55272e-6 
28 2.76304e-l -2.09815e-9 -2.47387e-8 2.93592e-5 2.4239le-5 5.66631e-6 
29 l.60940e-l -1. 16189e-9 -l.41564e-8 2.39793e-5 l.44668e-5 2.1033 le-6 
30 2.1032 le-1 -l .58040e-9 -1. 86803e-8 2.61382e-5 1.86598e-5 3.65242e-6 
31 2.40840e-1 -1.92523e-9 -2.14483e-8 2.67754e-5 2.13009e-5 4.72662e-6 
32 -6.88555e-2 l.66315e-9 6.61069e-9 2.10424e-5 -5.54907e-6 -6. 29 596e-6 
33 2.32344e-l -l .28902e-9 -2.08533e-8 3.09712e-5 2.02556e-5 3.69587e-6 
34 -4.50737e-l 6.61148e-9 4.10397e-8 l.82097e-5 -3.8958 le-5 -2.05965e-5 
35 -3.13392e-l 4.89195e-9 2.86376e-8 l.97173e-5 -2.69768e-5 -l.55350e-5 
36 7.30153e-2 -1.2773e- l 0 -6. l 9519e-9 2.24763e-5 6.83509e-6 -l.04708e-6 
37 2.1859le-l -1. 6414 7 e-9 -l .94408e-8 2.6571 ?e-5 l.93567e-5 3.89989e-6 
38 2.27818e-l -1. 84564e-9 -2.02453e-8 2.59565e-5 2.02129e-5 4.35984e-6 
39 -1. 99949e- l 3.38157e-9 1.84232e-8 2.02289e-5 -l.70294e-5 -1.1231 ?e-5 
40 -3.50390e-l 5.33957e-9 3. l 9836e-8 l.91855e-5 -3.01952e-5 -l.68777e-5 
41 2.82780e-l -2. l 9494e-9 -2.53 l 84e-8 2.9301 le-5 2.48126e-5 5.92668e-6 
42 2.29881e-1 -l .30886e-9 -2.06144e-8 3.05343e-5 2.00698e-5 3.67356e-6 
43 2.33050e-1 -1. 88940e-9 -2.07248e-8 2.61889e-5 2.06566e-5 4.52331e-6 
44 -1.94730e-l 3.22737e-9 l .79808e-8 1.95679e-5 -l.65227e-5 -l.09192e-5 
45 -l .00050e-1 2.0156le-9 9.43999e-9 2.03910e-5 -8.24850e-6 -7. 39397 e-6 
46 -3.69422e-1 5.54007e-9 3.37145e-8 l.86689e-5 -3. l 8340e-5 -l.75274e-5 
47 1.39660e-l -8.2267e-10 -l .22584e-8 2.43356e-5 l.25687e-5 l.22018e-6 
48 l .74690e-l 2. l 1973e-9 -l .65206e-8 5.20987e-5 l.36845e-5 -2.06995e-6 
49 2.74660e-l -2.2792 le-9 -2.45247e-8 2.77079e-5 2.42112e-5 5.8789le-6 
50 -2.82284e-l 4.45827e-9 2.58430e-8 l.96993e-5 -2.42379e-5 -l .43286e-5 
max 3.07403e-l 8.26150e-9 5.39344e-8 5.20987e-5 2.66334e-5 6.06136e-6 
mean -2.12402e-2 l.42989e-9 2.19319e-9 2.45014e-5 -l.60376e-6 -5.03257e-6 
std 2.62884e-2 3.05129e-9 2.38348e-8 7.06012e-6 2.2765le-5 9.32143e-6 
The open-loop simulation results are not listed here, but are about one order of 
magnitude smaller than those open-loop simulation results for the case (1) listed in the Table 
3.5. From the Table 3.8, we can see that the final state errors after applying the closed-loop 
tracking law are very small for the low variable power case. For the 50 tests, the maximum 
final position error is about 0.3 kilometers, and the maximum final velocity error is around 
5e-5 mis. The final radius error reduces to about 11200th of the initial one. The level of 
accuracy is good enough for trans-Mars injection. 
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The three figures below give us some views of the trajectory control effects. Figure 3.22 
and 3.23 depict the variations of the trajectory dispersions for the first five trials for this case. 
Figure 3.24 presents the variations of control dispersions corresponding to the first five trials 
for this case. 
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Figure 3.24 Variations of control dispersions for case (3) 
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Observation: 
For Figure 3.18 and Figure 3.21, which corresponding to two high power cases, there are 
large oscillations in controls during the first third of flight time. And these oscillations result 
in large oscillations in the dispersions in position and velocity that are shown in Figure 3.16, 
3.17 and Figure 3.19, 3.20. The times to reach the stable state values are a little long, about 
0.15 year for high constant case and 0.13 year for high variable case. 
For Figure 3.24, which is corresponding to the low power case, there are large 
oscillations in controls between the time around 1.34 years and 1.50 years. And these 
oscillations result to the large oscillations in the dispersions in position and velocity that are 
shown in Figure 3.22 and Figure 3.23. 
From the statistics data in three cases, we can see that the control performance in high 
constant power case (which reduces final radius error to 11200th of the initial one) is one 
order of magnitude better than that in high variable power case (which reduces final radius 
error to l/14thof the initial one) with the same order of magnitude of the initial state errors. 
And for the control authority for the initial state errors, thrust with higher power can reduce 
one order of magnitude higher initial errors than the one with lower power. So the higher the 
thrust is, the better the control performance and the higher the control authority are. 
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CHAPTER 4 ANALYSIS BY MODAL DECOMPOSITION 
METHOD 
4.1 Introduction of modal decomposition method 
In order to see which states are disturbed by which initial perturbations, and the stability 
of the open loop linearized system, we use a modal decomposition method to transform the 
linearized dynamic system into modal coordinates at some special points for analysis. 
The idea of modal decomposition method is as follows: 
Consider a zero input linear system: 
x=Ax (4.1) 
where XE Rn, and AE R 11xn. We need to find a nonsingular transform matrix T that satisfies 
x=Tz, and after this transformation, the new system becomes: 
(4.2) 
In order to make the idea easy to understand, here we suppose that all the eigenvalues of 
A are distinct and all are real numbers. So the full rank matrix V whose columns are the 
corresponding eigenvectors so that A· V = V · D can be a choice of T. Here Dis the diagonal 
matrix consisting of the eigenvalues of A. 
The solution of equation ( 4.2) is easy to obtain. That is: 
e}"lr 0 0 Cl Cl 0 0 
0 eAzl 0 C2 0 
·eJ.,_r + C2 • eAir + ···+ 0 • eil."1 z= = (4.3) 
0 0 e;._"r en 0 0 en 
where ci is the initial condition for zi (t). 
Then using the inverse transformation, we can get the solution of equation ( 4.1 ), that is: 
49 
X1 Cl 0 0 
X2 0 . e11i1 + T C2 . e,½1 + ... + T 0 ./•nt =r7ieAit +'IJieAzl +···+17ne).,,t (4.4) x= =T 
xn 0 0 en 
where 
·17 -i for i = 1, · · · n , are coefficient vectors. 
To see the influence of each mode on xi, we can look at 171 , ... , 17n. If some of the 
elements, for example, in 171 are larger than the others, then ,A, has more influence on the 
corresponding x1 components. 
Form some know ledge of linear system theory, we know that an eigenvalue with 
negative real part is strict stable, and an eigenvalue with positive real part is unstable. So 
check the coefficients of the terms e;.,.-i, i = 1, .. . n, we can see that: if a state whose 
coefficient corresponding to the unstable eigenvalue Ai as an example is larger than its other 
coefficients corresponding to the strict stable eigenvalues, then terms eAi1 affects the state 
more, and makes that state unstable. 
4.2 Analysis by modal decomposition method 
From the reference trajectory histories and reference control histories shown by Figure 
3.3 to 3.11, we can see that: 
1) The state histories changes slowly for three cases; 
2) The control histories change sharply at some middle points due to the reverse control 
direction; 
3) The shape of the trajectory histories and control histories for the high constant power 
case are similar to those for the high variable power case; 
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4) The shapes of the trajectory histories and control histories for the low variable power 
case are little different with those for high power cases due to the long trip time for 
the low variable power case. 
From the observations 1) and 2), we need not to analyze many points; we only need to 
select some specified points such as the first point, the middle point and the final point to 
analyze. And from the observations 3) and 4), we can just analyze the high constant power 
case. So, if we select high constant power case to analyze the influences of the initial state 
errors for each state at three specified points: a) the first point, b) the middle point, and c) the 
final point, the analysis results should be representative of three cases for the entire trip. 
In this thesis, the state in equation ( 4.1) is the difference between the actual state and the 
reference state. It is: 
!J.r 
!J.0 
/J.¢ 
x-_, /). vr 
!J. Ve 
!J. v¢ 
a) Analysis of the influences of the initial state errors for each state at the first point: 
D= 
Using Matlab, we get the eigenvalue matrix D of A at the first point. Here 
0 
0.0188 
- 0.0129 + l.0394i 
- 0.0129 - l.0394i 
- 0.0035 + l.0002i 
-0.0035- l.0002i 
We can see that the eigenvalue O is not strict stable and eigenvalue 0.0188 is unstable. 
Other eigenvalues are stable. So we can check coefficient vectors rJ1 and rJ2 , that correspond 
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to eigenvalue 0 and 0.0188 respectively, to see the influences of unstable eigenvalue ,-\ and 
A2 on each state. 
Now we check the effects of initial state errors separately. 
al) The coefficient vectors 171 and 172 of the solution of equation ( 4.1) due to the only initial 
radius error ~r0 =l.0e-6 (AU) are: 
0 0.0019 
0.1419 -0.1419 
171 = 10-3 X 
0 
172 = 10-3 X 
0 
0 ' 0 
0 -0.0009 
0 0 
From the coefficient vectors above, we can see that with only initial radius error, 
eigenvalue 0 has only influence on the longitude e1rnr ~0, eigenvalue 0.0188 has more 
influence on the longitude error ~0 and has some influence on radius error ~r and velocity 
error in component Ve . These influences make the states 0 , ~r and Ve unstable, that 
means the differences between the actual 0 , r , Ve and the reference ones become larger as 
the time goes on. This analysis matches the results we get in Table 3.2. 
a2) The coefficient vectors 171 and 172 of the solution of equation ( 4.1) due to the only initial 
longitude error ~00 = l .0e-6 (radian) are: 
0 0 
1 0 
171 = 10-6 X 
0 0 
0 ' 172 = 0 
0 0 
0 0 
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From the coefficient vectors above, we can see that with only initial longitude error, 
eigenvalue 0 has only influence on the longitude error 110, and eigenvalue 0.0188 has no 
influence on any state. This influence makes the longitude error ~0 to oscillate. This analysis 
matches the results we get in Table 3.2. 
a3) The coefficient vectors 171 and 17 2 of the solution of equation (4.1) due to the only initial 
latitude error /1q\ =l.0e-6 (radian) are: 
0 
0.0041 
0 
0 
0 
0 
' 172 = 10-6 X 
0.0001 
-0.0042 
0 
0 
0 
0 
From the coefficient vectors above, we can see that with only initial latitude error, 
eigenvalue 0 has only influence on the longitude e1rnr 110, and eigenvalue 0.0188 has more 
influence on the longitude error 110 , and has some little influence on radius error !1r that 
can be ignored. The influence makes the state 110 unstable, that means the difference 
between the actual 0 and the reference one becomes larger as the time goes on. This analysis 
matches the results we get in Table 3.2. 
a4) The coefficient vectors 171 and 172 of the solution of equation ( 4.1) due to the only initial 
velocity error in component !1Vr0 =1.0e-6 (AU/TU) are: 
0 0.0024 
0 -0.1825 
0 
172 = 10-s X 
0 
171 = 0 ' 0 
0 -0.0011 
0 0 
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From the coefficient vectors above, we can see that with only initial velocity error in 
component Ll Vr, eigenvalue 0 has no influence on any state, and eigenvalue 0.0188 has more 
influence on the longitude error /j_ 0 , and has some little influence on radius error Llr and 
velocity error in component V0 . These influences make L'.l0, Llr and Ve unstable, that 
means the difference between the actual 0, r, Ve and the reference ones become larger as the 
time goes on. This analysis matches the results we get in Table 3.2. 
a5) The coefficient vectors rJ1 and f/ 2 of the solution of equation ( 4.1) due to the only initial 
velocity error in component L'.l Veo =1.0e-6 (AU/TU) are: 
0 0.0019 
0.1419 -0.1418 
r/1 = 10-3 X 
0 
r/2 10-3 X 0 
0 ' 0 
0 -0.0009 
0 0 
From the coefficient vectors above, we can see that with only initial velocity error in 
component ~Ve, eigenvalue 0 has only influence on the longitude error fj,0, eigenvalue 
0.0188 has more influence on the longitude eITor fj,0 and has some influence on radius error 
Llr and velocity error in component Ve . These influences make /j_ 0 , Llr and Ve unstable, 
that means the differences between the actual 0 , r , Ve and the reference ones become larger 
as the time goes on. This analysis matches the results we get in Table 3.2. 
a6) The coefficient vectors f/1 and f/ 2 of the solution of equation ( 4.1) due to the only initial 
velocity error in component L'.l VG&o = 1.0e-6 (A U/l'U) are: 
0 
-0.0236 
0 
0 
0 
0 
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-0.0003 
0.0237 
0 
0 
0.0001 
0 
From the coefficient vectors above, we can see that with only initial velocity error in 
component Vcp, eigenvalue 0 has only influence on the longitude error ~0, eigenvalue 
0.0188 has more influence on the longitude error ~0, and has some little influence on radius 
error ~r and velocity error in component /J,. V0 that can be ignored. The influence makes I),. 0 
unstable, that means the differences between the actual 0 and the reference one becomes 
larger as the time goes on. This analysis matches the results we get in Table 3.2. 
b) Analysis of the influences of the initial state errors for each state at the middle point: 
D= 
Using Matlab, we get the eigenvalue matrix D of A at the meddle point. Here 
0 
0.1010 
- 0.0725 + 1.13 l 6i 
- 0.0725 - l.13 l 6i 
- 0.0220 + l.0269i 
- 0.0220 - l .0269i 
We can see that the eigenvalue 0 is not strict stable and eigenvalue 0.1010 is unstable. 
Other eigenvalues are stable. So we can check coefficient vectors rJ1 and rJ 2 , that correspond 
to eigenvalue 0 and 0.1010 respectively, to see the influences of unstable eigenvalue Ai and 
A2 on each state. 
Now we check the effects of initial state errors separately. 
b 1) The coefficient vectors rJ1 and rJ 2 of the solution of equation ( 4.1) due to the only initial 
radius error l),.r0 = l.0e-6 (AV) are: 
rJ1 = 10-4 X 
0 
0.2291 
0 
0 
0 
0 
, rJ2 = 10-4 X 
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0.0162 
-0.2256 
0 
0.0016 
-0.0065 
0 
From the coefficient vectors above, we can see that with only initial radius error, 
eigenvalue 0 has only influence on the longitude error 110, eigenvalue 0.1010 has more 
influence on the longitude error 110 and has some influence on radius error 11r and velocity 
error in components /1 Vr , V8 . These influences make the states 110 , 11r , 11 Vr and 
Ve unstable, that means the differences between the actual 0 , r , Vr , Ve and the reference 
ones become larger as the time goes on. 
b2) The coefficient vectors 171 and 172 of the solution of equation (4.1) due to the only initial 
longitude error 1100 = l.0e-6 (radian) are: 
0 0 
1 0 
T/1 = 10-6 X 0 0 
0 ' T/2 = 0 
0 0 
0 0 
From the coefficient vectors above, we can see that with only initial longitude error, 
eigenvalue 0 has only influence on the longitude error 110, and eigenvalue 0.1010 has no 
influence on any state. This influence makes the longitude error 110 to oscillate. 
b3) The coefficient vectors T}1 and T}2 of the solution of equation ( 4.1) due to the only initial 
latitude error /1¢0 =l.0e-6 (radian) are: 
56 
0 0.0001 
0.0014 -0.0016 
0 
lJ2 = 10-6 X 
0 
lJ1 = 0 ' 0 
0 0 
0 0 
From the coefficient vectors above, we can see that with only initial latitude error, eigenvalue 
0 has only influence on the longitude error b.0, and eigenvalue 0.1010 has more influence on 
the longitude error b. 0 , and has some little influence on radius error b.r that can be ignored. 
The influence makes the state b.0 unstable, that means the difference between the actual 0 
and the reference one becomes larger as the time goes on. 
b4) The coefficient vectors 7]1 and 7] 2 of the solution of equation ( 4.1) due to the only initial 
velocity error in component b. Vro = 1.0e-6 (A UITU) are: 
0 0.0111 
0 - 0.1539 
0 
lJ2 = 10-s X 
0 
lJ1 = 0 ' 0.0011 
0 -0.0045 
0 0 
From the coefficient vectors above, we can see that with only initial velocity error in 
component b. Vr , eigenvalue 0 has no influence on any state, and eigenvalue 0.1010 has more 
influence on the longitude error b. 0 , and has some little influence on radius error b.r and 
velocity error in components b. Vr , !},. Ve . These influences make b. 0 , b.r b. Vr and !},. Ve 
unstable, that means the difference between the actual 0, r, Vr, Ve and the reference ones 
become larger as the time goes on. 
b5) The coefficient vectors 7]1 and 7] 2 of the solution of equation ( 4.1) due to the only initial 
velocity error in component b. Veo =1.0e-6 (AU/TU) are: 
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0 0.0157 
0.2231 -0.2181 
r7i = 10-4 X 
0 r7i =10-4 x 0 
0 ' 0.0016 
0 -0.0063 
0 0 
From the coefficient vectors above, we can see that with only initial velocity error in 
component ~Ve, eigenvalue 0 has only influence on the longitude error tJ..0, eigenvalue 
0.1010 has more influence on the longitude error tJ.. 0 and has some influence on radius error 
tJ..r and velocity error in components tJ.. Vr , Ve . These influences make tJ.. 0 , tJ..r , tJ.. Vr and 
Ve unstable, that means the differences between the actual 0 , r , Vr , Ve and the reference 
ones become larger as the time goes on. 
b6) The coefficient vectors rJ1 and ry2 of the solution of equation ( 4.1) due to the only initial 
velocity error in component tJ.. V¢0 = 1.0e-6 (A UITU) are: 
0 -0.0004 
-0.0052 0.0052 
r/1 = 10-6 X 
0 
r/2 = 10-6 X 
0 
0 ' 0 
0 0.0001 
0 0 
From the coefficient vectors above, we can see that with only initial velocity error in 
component tJ.. V'P, eigenvalue 0 has only influence on the longitude error ~0, eigenvalue 
0.1010 has more influence on the longitude error tJ.. 0 , and has some little influence on radius 
error tJ..r and velocity error in component Ve that can be ignored. The influence makes tJ.. 0 
unstable, that means the differences between the actual 0 and the reference one becomes 
larger as the time goes on. 
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c) Analysis of the influences of the initial state errors for each state at the final point: 
Using Matlab, we get the eigenvalue matrix D of A at the end point. Here 
0 
0.1804 
- 0.1344 + l.1851i 
D= 
- 0.1344-1.1851i 
- 0.0442 + 1.0328i 
- 0.0442 - l.0328i 
We can see that the eigenvalue 0 is not strict stable and eigenvalue 0.1804 is unstable. 
Other eigenvalues are stable. So we can check coefficient vectors 771 and 772, that correspond 
to eigenvalue 0 and 0.1804 respectively, to see the influences of unstable eigenvalue Ai and 
A2 on each state. 
Now we check the effects of initial state errors separately. 
cl) The coefficient vectors 771 and 772 of the solution of equation (4.1) due to the only initial 
radius error 11r0 =l.0e-6 (AU) are: 
0 0.0145 
0.1135 -0.1086 
771 = 10--+ X 
0 772 = 10-4 X 0 
0 ' 0.0026 
0 -0.0051 
0 0 
From the coefficient vectors above, we can see that with only initial radius error, 
eigenvalue 0 has only influence on the longitude error 110, eigenvalue 0.0188 has more 
influence on the longitude error~ 0 and has some influence on radius error 11r and velocity 
error in components 11 V,- and Ve . These influences make the states 0 , 11r , V,- and 
Ve unstable. 
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c2) The coefficient vectors rJ1 and rJ2 of the solution of equation ( 4.1) due to the only initial 
longitude error i100 =1.0e-6 (radian) are: 
0 0 
1 0 
771 = 10-6 X 
0 0 
0 ' 772 = 0 
0 0 
0 0 
From the coefficient vectors above, we can see that with only initial longitude error, 
eigenvalue 0 has only influence on the longitude error ~0, and eigenvalue 0.1804 has no 
influence on any state. This influence makes the longitude error ~0 to oscillate. 
c3) The coefficient vectors 771 and 1]2 of the solution of equation ( 4.1) due to the only initial 
latitude error l1¢0 = 1.0e-6 (radian) are: 
0 0.0002 
0.0010 -0.0012 
771 = 10-6 X 0 772 = 10-6 X 0 
0 ' 0 
0 -0.0001 
0 0 
From the coefficient vectors above, we can see that with only initial latitude error, 
eigenvalue 0 has only influence on the longitude error 0 , and eigenvalue 0.1804 has more 
influence on the longitude error ~0, and has some little influence on radius error L1r and 
velocity error in components V8 that can be ignored. The influence make~ 0 unstable. 
c4) The coefficient vectors 1]1 and 1]2 of the solution of equation ( 4.1) due to the only initial 
velocity error in component l1 Vro = 1.0e-6 (A UITU) are: 
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0 0.0179 
0 -0.1336 
0 r/2 = 10-5 X 
0 
r/1 = 
0 ' 0.0032 
0 -0.0063 
0 0 
From the coefficient vectors above, we can see that with only initial velocity error in 
component Li Vr, eigenvalue 0 has no influence on any state, and eigenvalue 0.1804 has more 
influence on the longitude error Li0 and has some influence on radius error Lir and velocity 
error in components Li Vr and Ve . These influences make 0 , ~r , Li Vr and Ve unstable. 
c5) The coefficient vectors 77 1 and rJ 2 of the solution of equation ( 4.1) due to the only initial 
velocity error in component V00 = l .0e-6 (A UITU) are: 
0 0.0138 
0.1098 -0.1027 
771 = 10-4 X 0 772 = 10-4 X 0 
0 ' 0.0025 
0 -0.0049 
0 0 
From the coefficient vectors above, we can see that with only initial velocity error in 
component Li Vr , eigenvalue 0 has no influence on any state, and eigenvalue 0. 1804 has more 
influence on the longitude error Li 0 and has some influence on radius error ~r and velocity 
error in components Li Vr and ~Ve. These influences make ~0, ~r, Li Vr and Ve unstable. 
c6) The coefficient vectors 771 and 772 of the solution of equation ( 4.1) due to the only initial 
velocity error in component V~rn = l .0e-6 (A UITU) are: 
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0 -0.0005 
-0.0039 0.0037 
r/1 = 10-6 X 
0 
r/2 = 10-6 X 
0 
0 ' -0.0001 
0 0.0002 
0 0 
From the coefficient vectors above, we can see that with only initial velocity error in 
component VT , eigenvalue 0 has no influence on any state, and eigenvalue 0.1804 has more 
influence on the longitude error 0 and has some little influence on radius error ~r and 
velocity error in components VT and Ve which can be ignored. The influence make~ 0 
unstable. 
4.3 Conclusions 
From the analysis of the influences of the initial state errors for each state at three 
specified points: a) the first point, b) the middle point, and c) the final point for the high 
constant power case, we can conclude that there are two unstable eigenvalues in the 
linearized open loop system, and these eigenvalues make some states such as longitude error 
0, radius error flr, velocity error in components VT and fl Ve unstable. So a closed-loop 
trajectory-tracking law must be applied to correct the initial state dispersions. 
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CHAPTER 5 CLOSED-LOOP TRACKING OF LOW THRUST 
TRAJECTORIES IN MULTI-BODY SYSTEM 
5.1 Introduction to multi-body problem 
During the travel from the Earth to Mars, the spacecraft will be affected by the 
gravitational force from the Sun along with the gravity effects from several planets such as 
the Earth, Mars and Venus. Although we are only concerned with the arc between the 
beginning point which is over one hundred times of the Earth's radius from the Earth center 
and the final point which is about one hundred times of the Mars' radius from the Mars' 
center, the gravity effect from the Earth at the beginning of the arc and the gravity effect 
from the Mars at the end of arc are still large compared with the gravity effect from the Sun. 
Thus we should consider the application of the tracking law for multi-body model. We 
consider the two-body dynamic model used for generating the reference trajectories as the 
accurate model. We consider the multi-body dynamic model, which includes the effects from 
the Earth, Mars and Venus in the dynamic equations, used for generating the actual 
trajectories as the inaccurate model. And we consider the gravitational forces from the Earth, 
Mars and Venus as the modeling eITors here. Figure 5 .1 shows the multi-body problem in 
heliocentric inertial coordinate system Here the center is the Sun. 
z 
Figure 5.1 Multi-body problem in the heliocentric inertial coordinate system 
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5.2 Equations of motion in multi-body problem 
We still use heliocentric spherical coordinate system to develop our equations of motion. 
And dimensionless states are used to reduce the computational error. The equations of 
motion are (normalized equations): 
r=V r 
0 = Ve 
rcos</J 
2 v2 . q 3 1 V = __ l_+ Ve +-¢-+ T·smacos,._,. _ ! µPr + µ ·r (-1---) 
r r2 r r mg r3 .L.J p er r3 r3 
s p=l p - s IC p=l p - s IC p 
. V Ve Ve v¢ sin¢ T . cos a cos /3 L3 1 1 V =--r-+---+-----+ µ ·r (----) e /4 p ee 3 3 r rCOS'f mg s p=l rp_s/c rp 
Where 
r p 
Earth 
Mars 
Venus 
: the distance between the Sun and the planet p (unit: AU) 
: the distance between the planet p and the spacecraft 
(5.1) 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
(5.7) 
(unit: AU) 
rpx , r PY , rpz : three components of the planet position vector in the heliocentric rectangular 
inertial frame (unit: AU) 
: three components of the spacecraft position vector in the heliocentric 
rectangular inertial frame (unit: AU) 
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r r r : three components of the planet position vector in the heliocentric spherical er' ee ' e¢ 
frame (unit: AU) 
: the ratio of the gravitational parameter of the planet to the gravitational 
parameter of the Sun 
and 
The positions of the planets expressed in the heliocentric rectangular coordinate are 
given by a JPL ephemeris. But in the equations of motion above, we need to know the three 
components of the planet position vector expressed in heliocentric spherical coordinate. We 
use two coordinate transformations to transfer the planets' positions expressed in the 
heliocentric rectangular coordinate to the positions expressed in the heliocentric spherical 
coordinate. Figure 5.2 and 5.3 show the rotation procedures from the heliocentric rectangular 
frame (which uses X, Y, Z as a base) to the heliocentric spherical frame (which uses er, e0 , 
e¢ as a base). 
Z,Z' 
Y' 
y 
X 
Figure 5. 2 Rotation about Z axis for 0 
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Z' 
Figure 5.3 Rotation about Y' axis for(-¢) 
First we rotate frame 1 (which uses X, Y, Z as a base) about the Z axis for angle 0, which· 
0 is the longitude angle defined in Chapter 3, to get a frame 2 (which uses X', Y', Z as a 
base). The transformation matrix Tz (0) is: 
And then we rotate frame 2 about the Y' axis for angle - ¢ that is the latitude angle to 
get frame 3 (which uses er, e8 , e¢ as a base). The transfom1ation matrix TY(-¢) is: 
[
cos(-¢) 0 - sin
0
(-¢)] 
Ty(-¢)= 0 1 
sin(-¢) 0 cos(-¢) 
We use the transfo1mation matrix T to present the rotations from frame 1 and frame 3. 
Then the relationship between the heliocentric rectangular frame (frame 1) and the 
heliocentric spherical frame ( frame 3) that can be expressed by the transformation matrix T is 
as below: 
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[
cos</)· cos0 cos</) -sin 0 sin
O
¢] 
where: T = T/-</J) ·T/0) = -sin0 cos0 
- sin </J · cos 0 - sin </J · sin 0 cos </J 
5.3 The effects of various forces 
Table 5.1, 5.3 and 5.5 present the force effects from the Sun, Earth, Mars, Venus and 
thrnst at the beginning point and the ending point for the cases of (1) high constant power, (2) 
high variable power and (3) low variable power respectively. 
We use equations of motion (5.1) to (5.7) to generate the actual trajectories for three 
cases. The final state errors can be obtained by the following procedures: 
1) Select a gravitational force from one of the planets the Earth, Mars and Venus, 
2) Numerically integrate the equations of motion (5.1) - (5.7) including the gravitational 
forces from the Sun and the selected planet and using the reference control histories 
a(t) and /J(t), terminate at the final time, 
3) Record the differences between the actual final state and the reference final state. 
We do the procedures above for the three cases to get the Table 5.2, 5.4 and 5.6 that are 
the final point open-loop results in the multi-body problem 
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Case (1) High constant power 
Table 5 .1 The effects of various force source for case ( 1) 
Source of the Magnitude of the Acceleration (AU /TU 2 ) 
Force The First Point The Ending Point 
Sun 4.0906407e-002 3.8982504e-002 
Earth 7.9588463e-002 6.1502612e-006 
Mars 5. 9355154e-007 l.0178770e-001 
Venus 4.030888 le-006 6. 7 465692e-006 
Thrust 2.1284092e-001 3. 8530742e-001 
From Table 5 .1, we can see that for the high constant power case, the effect due to the 
Earth gravity at the beginning point is as the same order of magnitude as that from the Sun. 
And the Mars gravity effect at the ending point is one order of magnitude higher than that 
from the Sun. The thrust effect is one order of magnitude higher than that from the Sun. 
Table 5.2 The final point open-loop results for case (1) in the multi-body problem 
Model Error The Final State Errors 
Source /),.r (km) b.0 (deg) !),.(jJ (deg) I}. vr (mis) !),.V8 (mis) I),_ v¢ (mis) 
Emth -1.2732e+6 2.61811e-l 4.84828e-3 -l.342 le+2 8.10720e+l l.06857e-2 
Mars 7.04342e+4 -1.821 le-2 -2.3399e-3 l.95970e+2 -3.3550e+2 -4.2228e+ 1 
Venus -6.9817e+2 3.20162e-4 7.06626e-6 -1.9650e-1 l.24498e-l l.68519e-3 
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Case (2) High variable power 
Table 5.3 The effects of various force somces for case (2) 
Somce of the Magnitude of the Acceleration (AU /TU 2 ) 
Force The First Point The Ending Point 
Sun 3 .54 77 4O8e-OO2 3. 72616 lOe-OO2 
Earth 7 .95888 Be-OO2 3.7119O47e-OO6 
Mars 6.O547O67e-OO7 2.7571085e-OO2 
Venus 4.O42O127e-OO6 4.6741941e-OO6 
Thruster 2.O674722e-OO1 l .327O259e-OO 1 
From Table 5.3, we can see that for the high variable power case, the effect due to the 
Earth gravity at the beginning point is as the same order of magnitude as that from the Sun. 
And the Mars gravity effect at the ending point is as the same order of magnitude as that 
from the Sun. The thrust effect is one order of magnitude higher than that from the Sun. 
Table 5.4 The final point open-loop results for case (2) in the multi-body problem 
Model Error The Final State Errors 
Source ~r (km) ~0 (deg) ~¢ (deg) ~V,. (mis) ~Ve (mis) v¢ (m/s) 
Earth -5.2812e+6 1.6O175e+O 4.75552e-2 -4.872Oe+2 4.6O822e+2 3.43481e+O 
Mars 8.76O18e+4 -2.86O6e-2 -1.2O16e-4 l.O5O82e+2 -2.OO41e+2 8.67684e+O 
Venus -1.764le+3 5.79993e-4 1.O614le-5 -2.9918e-l 1.74374e-1 -2.5724e-3 
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Case (3) Low variable power 
Table 5.5 The effects of various force sources for case (3) 
Source of the Magnitude of the Acceleration (AU/TU 2 ) 
Force The First Point The Ending Point 
Sun 4.9079706e-002 5. 1841549e-002 
Earth 7 .9588836e-002 2.5151304e-006 
Mars 7.5061985e-008 3.0960450e-003 
Venus 3. 8469 5 65e-006 4. l 735940e-006 
Thruster 2.1605735e-002 · 1.3400890e-002 
From Table 5.5, we can see that for the low variable power case, the effect due to the 
Earth gravity at the beginning point is as the same order of magnitude as that from the Sun. 
And the Mars gravity effect at the ending point is one order of magnitude smaller than that 
from the Sun. The thrust effect is as the same order of magnitude as that from the Sun. 
Table 5.6 The final point open-loop results for case (3) in the multi-body problem 
Model Error The Final State En-ors 
Source tJ.r (km) tJ.0 (deg) tJ.¢ (deg) /j. vr (mis) tJ. V0 (mis) /j. v¢ (mis) 
Eaith -1.1808e+6 6.50679e+O 2.93408e-2 3.57486e+2 1.28222e+2 6.62563e+l 
Mars -l.7337e+5 l.13700e-1 -7.2116e-3 -l.0893e+2 -8.6450e+l -l.7255e+l 
Venus -5.5391e+2 9.77148e-4 1.8001 ?e-5 3.52262e-2 6.75968e-3 -1.037le-2 
Conclusion: 
From the Table 5.2, 5.4 and 5.6, we can see that the final radius error will reach to over 
10,000 kilometers due to the Earth or Mars gravity effect for all three cases. This error is too 
large to be ignored. So we must test our closed-loop tracking law for model inaccuracy. And 
the gravity effects of the Earth and Mars must be considered as a model error if the reference 
trajectories are generated with two-body dynamic model. 
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5.4 Simulation results 
Here we ignore the initial error and only consider the effects of the planets. We use the 
given optimal trajectory and control that are based on a two-body model as our nominal one, 
and use multi-body model that includes the effects from the Earth, Mars and Venus as the 
actual dynamics model, then apply the closed-loop tracking law and try to control the actual 
trajectory to approach the nominal one. We simulate for three cases. 
For all three cases controls are saturated very soon when the model we used includes 
either the Earth gravity effect or the Mar's effect or both, and the actual trajectories diverge 
from the nominal ones. Reviewing from the Table5.1, 5.3 and 5.5, we can find that the 
reasons of control saturation come from: 1) the effects of the planets are too large, and 2) the 
control authority is too weak. 
Because of the large effects of the planets and the weak control authority, we cannot get 
ideal results from our closed-loop tracking law. We reduce the effects of the planets for all 
three cases. This time, we ignore the effects of Earth and Mars, and only consider the Venus 
gravity effect. The results under the tracking law are presented in Figures 5.2 to 5.10. 
Case (1) High constant power 
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Figure 5.5 Three components of velocity e1ror for case (1) 
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Figure 5.6 Applied control corrections for case (1) 
For this case, the radius error at the final point is on the order of tens of kilometers; the 
velocity error at the final point is on the order of 0.1 mis. 
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Case (2) High variable power 
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Figure 5.7 Three components of position error for case (2) 
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Figure 5. 8 Three components of velocity error for case (2) 
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Figure 5.9 Applied control corrections for case (2) 
For this case, the radius error at the final point is on the order of hundreds of kilometers; 
the velocity error at the final point is on the order of 0.1 mis. 
Case (3) Low variable power 
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Figure 5.11 Three components of velocity enor for case (3) 
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Figure 5.12 Applied control corrections for case (3) 
For this case, the applied feedback controls are saturated during the Earth-Mars transfer, 
the actual trajectory diverges from the nominal one. 
75 
Conclusion: 
The Earth's gravity effect at first point and the Mars' gravity effect at the final point of 
all three trajectories are too large to be ignored in the dynamic model for low-thrust 
trajectories. They must be included in the dynamic model when we plan the nominal low-
thrust Eaith-Mars trajectory. When modeling error only comes from the Venus gravity effect, 
for the high power cases, we can control the actual trajectory to approach the nominal. For 
the high variable power case, the thrust power is inverse proportional to the square of the 
distance between the spacecraft and the Sun, the power becomes smaller as the spacecraft 
approaches the Mars. Thus the thrust that can be provided for control becomes weaker and 
control effect, which has hundreds of kilometer final radius error, is worse than those, which 
pas tens of kilometer final radius error, coming from the high constant power. And for the 
lower variable power case, the control authority is too weak to make actual trajectory to 
approach to the nominal one. 
From the Figure 5.4 to Figure 5.9, there are some oscillations that begin at time around 
0.2 year when controls have little large changes for both high power cases. Because we use 
linear interpolate to get the inner points of nominal trajectory and control, there exist some 
calculation errors in state and that result to the applied control cmrections have a little jump. 
From the Figure 5.10 to Figure 5.12, the effect of the little large changes of control at time 
around 1.34 year is too large compared with the control authority, thus the controls are 
saturated. 
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CHAPTER 6 CONCLUSIONS 
The feasibility that applying the closed-form receding-horizon control law to track low-
thrust Earth-Mars trajectories is studied. For the situations where the actual trajectories are 
generated from the same dynamic model with which the reference trajectories are obtained, 
the simulation results show that the closed-loop trajectory-tracking controller based on the 
receding-horizon control law works well. The trajectory-tracking controller with constant 
power can reduce hundreds of kilometers of initial radius error to the kilometer order. This 
performance is better than that of the controller in the variable decreasing power case that 
can reduce hundreds of kilometers of initial radius error to the tens of kilometer order. The 
low power thrust can only reduce the initial errors one order of magnitude lower than the 
high power thrust. All of the results illustrate that the higher power the thrust is, the better 
performance and authority that controller can provide. 
A modal decomposition method is used to analyze the influences of various initial state 
errors. The analysis of the influences of the initial state errors for each state at three specified 
points: a) the first point, b) the middle point, and c) the final point for the high constant 
power case shows that there are two unstable eigenvalues in the linearized open loop system, 
and these eigenvalues make some states such as longitude error !::i.0, radius error !::i.r, 
velocity error in components !::i. V,. and !::i. V0 unstable. And a conclusion of a closed-loop 
trajectory-tracking law needed to correct the initial state dispersions is obtained. 
Finally, the problem of closed-loop tracking of low-thrust trajectories in multi-body 
environment is examined. The situations when trajectory-tracking law is applied to correct 
the difference between the reference trajectories that are still generated with two-body 
dynamic model and the actual trajectories that are generated with multi-body dynamic model 
are considered. From the simulation results, we can see that the Earth's gravity effect at first 
point and the Mars' gravity effect at the final point of all three trajectories are too large to be 
ignored in dynamic model, they must be included in dynamic model when we design the 
reference trajectories. When we ignore the gravity effects of the Earth and Mars but include 
Venus' gravity effect in our multi-body dynamic model, the control results are acceptable for 
high constant power case but not good for variable power case. That means that for low-
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thrust Earth-Mars trajectories tracking problem, higher accuracy dynamic model is needed 
for the closed-loop trajectory tracking based on an approximate receding-horizon control law. 
From the simulation results, we can conclude that control authority is low. The reason is 
that the spacecraft can only provide very low thrust compared with its mass. Thus, the 
controller can handle hundreds of kilometers initial radius error and require accuracy 
dynamic model when we design the closed-loop trajectory-tracking law. There are two ways 
to improve the control authority: one is increasing the thrust; the other is decreasing the 
spacecraft mass. 
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APPENDIX EXPRESSIONS OF HANDS MA TRICES 
Since the term q in equation (2.11) does not affect the solution (2.17), we only give the 
expressions of H and S for N=2,3 ,4 
For N=2 
H DO = hR + 2hG[oC[ QCl Gl,O + hG~,ocI QC2G2,o 
H 11 =2hR+hG~,1C~QC2G2,1 
For N=3 
H00 = hR + 2hG[0 C[ QC1G1.o + 2hGJ,0 Cf QC2G2,0 + hG{0 CJ QC3G3.o 
H 11 = 2hR + 2hG[1Cf QC2G2,1 + hGJiCJ QC3G3.1 
H 22 = 2hR + hGJ2C[ QC3G3,2 
H 01 = H10 = 2hGJ,ocI QC2G2J + hGJoc[ QC3G3.1 
Ho2 = H20 = hGJoC[ QC3G3,2 
S0 = 2h!).; C[ QC1G1.o + 2h!).~Cf QC2G2,0 + h!).~CJ QC3G3.o 
SI = 2h!).~CJ QC2G2.1 + +h!).~C[ QC3G3,1 
S2 = h!).~C[ QC3G3,2 
(Al) 
(A2) 
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For N=4 
H DO= hR + 2hGtocr QC1G1,o + 2hG[ocf QC2G2,o + 2hGJ.ocI QC3G3,0 
+ hG!,ocI QC4G4,0 
H 11 = 2hR + 2hG[1cI QC2G2,1 + 2hGJ1c; QC3G3.1 + hGf.1cf QC4G4,1 
H22 = 2hR + 2hGJ2cJ QC3G3,2 + hGJ,2cf QC4G4,2 
So = 2h~~ clr QCl GLO + 2h~~c'[ QC2G2,o + 2h~;cf QC3G3_0 + h~~cr QC4G4,0 
S1 = 2h~~Cf QC2 G2,1 + 2h~;c[ QC3G3,1 + h~~Cf QC4 G4 .1 
(A3) 
Following the patterns exhibited in above expressions, we can get the corresponding H 
and S matrices for other N. 
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