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A B S T R A C T
In this paper, Modiﬁed Fireﬂy Algorithm has been used for optimizing the controller parameters of Smith
predictor structure. The proposed algorithm modiﬁes the position formula of the standard Fireﬂy Algo-
rithm in order to achieve faster convergence rate. Performance criteria Integral Square Error (ISE) is optimized
using this optimization technique. Simulation results show high performance for Modiﬁed Fireﬂy Algo-
rithm as compared to conventional Fireﬂy Algorithm in terms of convergence rate. Integrating and unstable
delay processes are taken as examples to indicate the performance of the proposed method.
Copyright © 2015, The Authors. Production and hosting by Elsevier B.V. on behalf of Karabuk
University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).
1. Introduction
Proportional–Integral–Derivative (PID) control is the most eﬃ-
cient and widely used feedback control strategy, due to its simplicity
and satisfactory control performance. But for systemswith long dead
time, the simple PID controller cannot meet the control performance
which is a well-recognized problem; therefore O. J. M. Smith pre-
sented Smith predictor structure [1] which is used to improve control
performances. The main advantage of the Smith predictor method
is that time delay term gets removed from the characteristic equation
of the closed loop systemwhich improves the control performance.
In this paper, a Smith predictor structure proposed by Majhi and
Atherton [2,3] is considered as shown in Fig. 1. In this structure the
load response is decoupled from the set-point response which is a
great advantage. In Smith predictor control, the controller can be
designed assuming no time delay in the control loop. The simula-
tion results for an Unstable First Order Plus Dead Time (UFOPDT)
and Integrating Plus Dead Time (IPDT) processes show a fast set-
point response and satisfactory load disturbance rejection. Unstable
is relevant because unstable delay processes are considered here,
and in order to improve the response of such unstable processes,
one controller Gc1 as shown in Fig. 1 is used which stabilizes open
loop integrating/unstable processes.
Apart from conventional techniques used for controller
designing, one can also make use of optimization techniques.
Optimization algorithms are inspired by biological aspects. Since
the introduction of Genetic Algorithm [4] in 1975, many optimi-
zation algorithms such as Ant Colony Optimization [5], Particle
Swarm Optimization [6,7], Modiﬁed Particle Swarm Optimization
[8] and Fireﬂy Algorithm [9–11] are introduced. The Fireﬂy Algo-
rithm is one of the new metaheuristic algorithm for optimization
problems which is introduced by Yang in 2008. After that many
modiﬁcations were done in Fireﬂy Algorithm [12,13]. In this paper
also modiﬁcations are done in conventional Fireﬂy Algorithm in
order to get better response. Simulation results show that the
Modiﬁed Fireﬂy Algorithm performs better than the standard Fireﬂy
Algorithm in ﬁnding the best solution with smaller convergence
time.
This paper proposes a new Modiﬁed Fireﬂy Algorithm in order
to tune the parameters of Smith predictor controller for unstable
and integrating delay processes. The paper is organized as follows.
Smith predictor structure is discussed in section 2. Fireﬂy Algo-
rithm is presented in section 3. In section 4, controller design is
explained for UFOPDT and IPDT processes. Convergence analysis and
parameter selection is described in section 5. Simulation results in
section 6 followed by comparison in section 7. Experimental results
are discussed in section 8 and conclusion in section 9.
2. Smith predictor structure
For the study, the Smith predictor structure suggested by Majhi
and Atherton [2,3] is considered which is shown in Fig. 1. The struc-
ture has three controllers. One controller Gc which is a PI controller
is used to improve set-point response. The other two controllers
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Gc1 and Gc2 are then used to stabilize open loop integrating/
unstable processes and to improve disturbance response respectively.
Ge s−θ is the actual process and G em ms−θ is the model which is a
perfect representation of the unknown plant (i.e. G = Gm and θ = θm).
The controllers for set-point response Gc and stability purpose Gc1
are designed using Modiﬁed Fireﬂy Algorithm and the controller
for disturbance rejection Gc2 is designed using routh stability criteria.
Under model matching condition, the set-point and the load dis-
turbance response are given by
Y s Y s R s Y s D sr d( ) = ( ) + ( )( ) ( ) (1)
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3. Fireﬂy Algorithm
Fireﬂy Algorithm (FA) was developed by Xin-She Yang in 2008
[9]. The Fireﬂy Algorithm is inspired by the ﬂashing nature of ﬁre-
ﬂies [14,15]. The ﬁreﬂy’s ﬂash is used as a signal to attract other
ﬁreﬂies. The algorithm has three rules:
1. All ﬁreﬂies are unisexual, so one ﬁreﬂy will be attracted by all
other ﬁreﬂies.
2. Attractiveness is proportional to their brightness, and for any two
ﬁreﬂies, the less bright one will be attracted by the brighter one
and thus move towards it, and the brightness decreases as the
distance between the ﬁreﬂies increases.
3. If there are no ﬁreﬂies brighter than a given ﬁreﬂy, it will move
randomly.
The brightness should be associated with the objective
function.
FA is the evolutionary computational technique also used to de-
termine the controller parameters. Each ﬁreﬂy in FA represents a
solution to the problem and it is deﬁned in terms of position. In d
dimensional vector space the current position of ith ﬁreﬂy is given
by X X X Xi i in id= ( )1, , , ,… …… . The random positions of m ﬁreﬂies are
initialized within the speciﬁed range. The position updating
equation of the ﬁreﬂy i which is attracted by a brighter ﬁreﬂy j is
given by
x t x t r x x randi i ij j i+ = + −( ) −( )+ −( )( ) ( )1 0 50 2β γ αexp . (4)
And the position updating equation for the brightest ﬁreﬂy is
given by
xbest t xbest t randi i+ = + −( )( ) ( )1 0 5α . (5)
where the ﬁrst terms xi(t) and xbest ti ( ) of Equations (4) and (5) are
the current positions of a less brighter ﬁreﬂy and the brightest ﬁreﬂy
respectively, the second term in Equation (4) is used for consider-
ing a ﬁreﬂy’s attractiveness to light intensity. β0 is the initial
attractiveness at r = 0, γ is the absorption parameter in the range
[0, 1] and ri j, is the distance between any two ﬁreﬂies i and j, at po-
sition xi and xj, respectively, and can be deﬁned as a Cartesian or
Euclidean distance as follows:
r x xij i n j nn
d
= −( )
=
∑ , , 21 (6)
where xi and xj are the position vectors for ﬁreﬂy i and j, respec-
tively with xi(n) representing the position value for the nth dimension
and the third term in Equations (4) and (5) are used for reducing
the randomness i.e. the motion of the ﬁreﬂies is gradually reduced
via α = α0δt where α0 is in the range [0, 1]. δ is the randomness re-
duction parameter where (0 < δ < 1) and t is iteration number. The
ﬂow chart of Fireﬂy Algorithm is shown in Fig. 2.
Every new position must be evaluated by ﬁtness function which
is assumed as Integral Square Error (ISE).
Fig. 1. Block diagram of Smith predictor structure.
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Fig. 2. Flow chart of Fireﬂy Algorithm.
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4. Controller design
4.1. Controller for set-point response and stability purpose using
Modiﬁed Fireﬂy Algorithm
The controllers for set-point response Gc and stability purpose
Gc1 are designed using Modiﬁed Fireﬂy Algorithm which is dis-
cussed below.
4.1.1. Modiﬁed Fireﬂy Algorithm
In the proposed algorithm, the formula for ﬁreﬂy position has
been changed to improve the computational eﬃciency. In conven-
tional Fireﬂy Algorithm randomization parameter α linearly varies
with time i.e. (α = α0δt). Here, in proposed Modiﬁed Fireﬂy Algo-
rithm α decreases exponentially with time (α α δ= −0e t ) to achieve
better convergence where δ is the randomness reduction param-
eter whose range can be obtained using Lyapunov stability criteria.
α0 is in the range [0, 1] and t is iteration number. Following are the
reasons for choosing the exponentially varying α:
1. In ﬁreﬂy method, the direction of the ﬁreﬂies movement after
generation in search space mainly depends on the randomiza-
tion parameter α. The higher value of αmeans ﬁreﬂies are spread
in large search space region. So, α should be high initially and
ﬁreﬂies should cover the maximum predeﬁned area.
2. Initially high randomness is a good thing but as the ﬁreﬂies ﬁnd
the better locations, less randomness is beneﬁcial. Every ﬁreﬂy
learns from the brightness seen by it. Therefore randomness
should decrease with time, otherwise theymay leave the optimal
search space.
3. So in the proposed method α is chosen exponential which is
higher initially and then decreases exponentially with time. The
ﬁreﬂies are encouraged to move in all directions of search space
initially and then converge in later stages.
4. A second improvement is that the random component is mul-
tiplied with the distance between the two ﬁreﬂies i.e. scaling is
done.
The expressions for updating the position of ﬁreﬂies are:
x t x t r x x rand x xi i ij j i j i+ = + −( ) −( )+ −( ) −( )( ) ( )1 0 50 2β γ αexp . (7)
xbest t xbest t rand xbest ti i i+ = + −( )( ) ( ) ( )1 0 5α . (8)
where α α δ= −0e t and α0[0, 1].
The ﬂow chart of Modiﬁed Fireﬂy Algorithm is shown in Fig. 3.
Range of α is suggested using Lyapunov Stability Criteria.
Equations (7) and (8) can be rewritten as
x t x t r x xi i j i+ = + +( )∗ −( )( ) ( )1 β α (9)
xbest t r xbest ti i+ = +( )∗( ) ( )1 1 α (10)
where rand r−( ) =0 5. and β β γ= −( )0 2exp rij .
Assuming z x t xbest ti i1 = =( ) ( ) and z x xj i2 = −( ) , Equations (9) and
(10) can be represented as
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This is a new state equation of the system which can be repre-
sented as
Z Az= (12)
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+
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.
The choice of randomization parameter α in Equation (11) plays
an important role and Lyapunov Stability Criteria is used to get proper
range of α.
Lyapunov Stability Criteria can be represented as
A P PA QT + = − (13)
where P
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0
and ε1 > ε2 > 0.
The equilibrium point is stable if P is positive deﬁnite (using Syl-
vester’s theorem) which gives
m P
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Assuming a = αr and substituting the expression of A, P and Q
in Equation (13), we get
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Solving Equation (15), we get
2 1 11 11 11 1m P P aP+ +[ ] = −ε (16)
2 11 2P aβ ε+ = −( ) (17)
P a m P m P a11 1 11 1 111 0+ +( ) + + =( )β (18)
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Fig. 3. Flow chart of Modiﬁed Fireﬂy Algorithm.
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Using Equation (17), we get
P
a
11
2
2
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−
+( )
ε
β (19)
Substituting Equation (19) into Equation (16), we get
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On solving Equation (20), we get
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a a
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− − + +
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Using Equation (18), we get
1 1 01 1+ +( ) + + =( )a m m aβ
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Substituting Equation (21) into Equation (14), we get
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Here, ε1 = 3ε2 is chosen for simulation, which gives
a > −0 5
3
2
.
β
(24)
Also, m12 1 0− >
m m1 11 1 0+( ) −( ) >
Substituting Equation (22) into Equation (14), we get
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Solving above equation, we get
a > ⎛⎝⎜ ⎞⎠⎟
β
2
(25)
Now, β is ﬁreﬂy’s attractiveness and β is given by:
β β γ= −( )∗0 2exp rij (26)
The region for ﬁreﬂy movement is deﬁned by [ Xmin , Xmax ] where,
Xmin = 0 1. and Xmax = 35 (predeﬁned space throughout simula-
tion). This range is chosen after performing a number of simulations
and it is found that the optimized values of controller parameters
lies in this range for the used processes.
So, the minimum value of rij (i.e. distance between any two ﬁre-
ﬂies) can be 0.1. And brightness β is inversely proportional to distance
rij , i.e. for minimum value of rij we will get maximum value of β.
Now substituting ( rij = 0 1. , β0 = 1 and γ = 0.01) in Equation (26)
for maximum value of β, we get
β = ∗ − ∗( )1 0 01 0 12exp . .
β =1 (27)
On substituting Equation (27) into Equations (24) and (25), we
get range of a
0 5 1. < <a (28)
The equilibrium point will always be stable if Equation (28) sat-
isﬁes. Fig. 4 shows the relation between a(=αr) and δ which gives
0 01 0 08. .< <δ .
Here, we took randomness reduction parameter δ = 0.05 through-
out the simulation.
4.2. Controller for disturbance rejection using routh stability criteria
4.2.1. Case 1: Unstable FOPDT process
For this case,
G s
ke
s
p
s
( ) =
−
−θ
τ 1
(29)
G k
T sc p i
= +
⎛⎝⎜ ⎞⎠⎟1
1 , G kc f1 = and G kc d2 = are selected.
Now Gc and Gc1 are designed using Modiﬁed Fireﬂy Algorithm
and for disturbance rejection controller Gc2.
Consider the characteristic equations:
1 1
1
02+ = +
−
=
−
−
GG e
kk e
s
c
s d
s
θ
θ
τ
(30)
τ θs kk ed s− + =−1 0 (31)
Putting e ss− = −( )θ θ1
τs kkd− + − =( )1 1 0θs (32)
τ θ−( ) + − =kk s kkd d 1 0 (33)
Process should be stable if
τ θ− >kkd 0 (34)
Fig. 4. Range of δ.
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kkd <
τ
θ (35)
Similarly, kkd − 1 > 0
kkd >1 (36)
Combining Equations (35) and (36), one obtains:
1< <kkd
τ
θ
(37)
Then by using geometric progression the value of proportional
gain controller can be found as
k
k
d =
1 τ
θ
(38)
4.2.2. Case 2: Integrating Plus Dead Time (IPDT) process
For this case,
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p
s
( ) =
−θ
(39)
G k
T sc p i
= +
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1
, G kc f1 = and G kc d2 = are selected.
Now Gc and Gc1 are designed using Modiﬁed Fireﬂy Algorithm
and for disturbance rejection controller Gc2
Consider the characteristic equations:
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Combining Equations (45) and (46), one obtains:
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Then by using arithmetic progression the value of proportional
gain controller can be found as
k
k
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2 θ
(48)
5. Convergence analysis and parameter selection
5.1. Effect of parameters α0 and γ
Three sets of parameters were used. Parameter set 1
(α γ0 0 1 0 01= =. , . ), set 2 (α γ0 0 25 0 1= =. , . ) and set 3 (α γ0 0 5 1= =. , )
were selected [16]. Each optimization experiment was run 5 times
with random initial values of x in range [ X Xmin max, ]. During the op-
timization process the ﬁreﬂies were not allowed to ﬂy outside the
region deﬁned by [ X Xmin max, ]. The details of convergence for IPDT
process
e
s
s−⎛
⎝⎜
⎞
⎠⎟
5
for different sets of parameters can be found in Table 1.
It is clear from Table 1 that Parameter set 1 (α γ0 0 1 0 01= =. , . ),
has the highest convergence rate as compared to set 2 and set 3.
Now, the value of α0 lies in the range [0, 1]. So, again the algo-
rithm was run 5 times for each value of α0 for 20 particles. The
number of iterations required by different values of α0 for γ = 0.01
is shown in Table 2. Fig. 5 shows the number of iterations re-
quired by different values of α0 for γ = 0.01.
From Fig. 5 it can be seen that for lower values of α0 i.e. (0.1 to
0.3), the algorithm needs minimum number of iterations i.e. it has
faster convergence rate. Thus it can be concluded that for smaller
α0 and smaller γ the algorithm has faster convergence rate and gives
better results.
Table 1
Performance table for modiﬁed ﬁreﬂy method.
Parameter set 1 ( α γ0 0 1 0 01= =. , . ), set 2 ( α γ0 0 25 0 1= =. , . )
and set 3 ( α γ0 0 5 1= =. , )
Number of iterations needed to converge
Example Number of particles (N) Set 1 Set 2 Set 3
e
s
s−5 20 14 18 21
40 14 17 19
60 13 16 19
Table 2
Number of iterations required for different values of α0.
α0 γ = 0.01 α0 γ = 0.01
0.1 14 0.6 18
0.2 14 0.7 19
0.3 14 0.8 19
0.4 18 0.9 20
0.5 19 1 20
Fig. 5. Effect of α0 on number of iterations.
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5.2. Effect of objective function
For the used Smith predictor structure, ISE is used as objective
function because value of ISE is minimum for the used structure.
Also the number of iterations required by the algorithm to converge
is lesser when ISE is used as objective function in comparison to
other performance criteria.
6. Simulation results
To check the effectiveness of the proposed method two sample
(unstable FOPDT and IPDT) processes are considered. The control-
lers for set-point response and stability purpose are designed using
Modiﬁed Fireﬂy Algorithm for: no. of ﬁreﬂies = 40, time steps = 40,
β0 = 1, γ = 0.01, α0 = 0.1 and α α= −0 0 05e t. . The controller for distur-
bance rejection is designed using routh stability criteria and Integral
Square Error (ISE) is chosen as ﬁtness function.
Example 1: Consider the unstable First Order Plus Dead Time
process [17] with transfer function
G s
e
s
p
s
( ) =
−
−0 5
1
.
A PI-P controller is designed for the above unstable process using
MFA. The controller parameters are obtained as kp =15 072. , Ti = 1.077,
kf = 1.999 and kd = 1.414. The controllers from Ajmeri and Ali [17]
are Kc = 4, Kp1 0 5= . , Ti1 0 25= . , Kp2 1 7887= . , Ti2 4 9895= . , α = 0.25,
and β = 0.0984. A unit step set point is introduced at time t = 0 and
a load disturbance L = −1 at time t = 15. The controller designed by
the modiﬁed ﬁreﬂy method is compared with existing method de-
scribed by Ajmeri and Ali [17]. The corresponding step responses
are shown in Fig. 6.
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Fig. 6. Output responses for Example 1.
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Fig. 8. (a) Output responses for ±10% variation in K. (b) Output responses for ±10% variation in T. (c) Output responses for ±10% variation in d.
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It is seen that modiﬁed ﬁreﬂy method performs better and pro-
duces quite good results.
Fig. 7 shows the response for variation in value of controller pa-
rameters kp, Ti and kf with increase in number of iterations. It can
be observed from Fig. 7 that after a certain number of iterations,
the value of controller parameters become constant and do not
change with time. This shows that the algorithm got converged
and thus the obtained values for controller parameters kp, Ti and kf
are the optimum values which give improved performance for
set-point response and disturbance rejection. The obtained values
of kp, Ti and kf are the random values between 0.1 and 35 (pre-
deﬁned range).
Further, the robustness of the proposed MFA method is veri-
ﬁed by taking ±10% variation in gain (K), time constant (T) and delay
(d). Fig. 8(a), (b) and (c) show output responses of various methods
with ±10% variation in gain (K), time constant (T) and delay (d)
respectively.
Example 2: Consider the Integrating Plus Dead Time process [18]
with transfer function
G s
e
s
p
s
( ) =
−5
A PI-P controller is designed for the above integrating
process using MFA. The controller parameters are obtained as
kp = 28 978. , Ti = 1.626, kf = 1.012 and kd = 0.1. The controllers
from Lu et al. [18] are K1 = 0.5, K3 = 0.105 and K4 = 0.5 with
K s2 0 5 0 934= +. . for proposed design (a) and K s2 0 5 2 723= +. .
for proposed design (b). A unit step set point is introduced
at time t = 0 and a load disturbance L = −0.1 at time t = 40. The
controller designed by the ﬁreﬂy method is compared with
existing method described by Lu et al. [18]. The correspon-
ding step responses are shown in Fig. 9. It is seen that modi-
ﬁed ﬁreﬂy method performs better and produces quite good
results.
Fig. 10 shows the response for variation in value of con-
troller parameters kp, Ti and kf with increase in number of
iterations.
It can be observed from Fig. 10 that after a certain number of
iterations, the value of controller parameters become constant and
do not change with time. This shows that the algorithm got con-
verged and thus the obtained values for controller parameters kp,
Ti and kf are the optimum values which give improved perfor-
mance for set-point response and disturbance rejection. The obtained
0 20 40 60 80 100 120
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Time in seconds
O
ut
pu
t R
es
po
ns
e 
Y
 
 
Lu et al. (a)
Lu et al. (b)
Proposed Method
Fig. 9. Output responses for Example 2.
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Fig. 11. (a) Output responses for ±10% variation in K. (b) Output responses for ±10% variation in T. (c) Output responses for ±10% variation in d.
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values of kp, Ti and kf are the random values between 0.1 and 35 (pre-
deﬁned range).
Further, the robustness of the proposed method is veriﬁed by
taking ±10% variation in gain (K), time constant (T) and delay (d).
Fig. 11(a), (b) and (c) shows output responses of various methods
with ±10% variation in gain (K), time constant (T) and delay (d)
respectively.
7. Comparison between conventional ﬁreﬂy and Modiﬁed
Fireﬂy Algorithm
For comparison, one example G s
e
sp
s
( ) =⎛⎝⎜
⎞
⎠⎟
−5
is considered. The
proposed Modiﬁed Fireﬂy Algorithm (with exponential variation of
α) and conventional ﬁreﬂy method with linearly time varying α are
considered. The detail of convergence for both the methods is given
in Table 3.
It is clear from Table 3 that the proposed method takes lesser
number of iterations to converge. Fig. 12 shows the comparison
between both the methods based on the number of iterations re-
quired to converge.
It can be observed from Fig. 12 that the proposed method
takes minimum time (i.e. minimum number of iterations) to
converge.
8. Experimental results
In this section, the experimental validation of the proposed
method used for designing the Smith predictor controller is done.
Here, single tank control system [19] is taken as a real time system
for validation purpose. An online experiment is performed in which
water in the tank is maintained at constant level. In the experiment,
SISO system is analyzed. A lot of research work has been done for
tank systems [20–22].
For Single Tank System shown in Fig. 13, according to law of con-
servation of mass the rate of change of volume is equal to the
difference between the inﬂow rate Qin( ) and outﬂow rate Qout( ).
Mathematically it is expressed as
A
dl
dt
Q Qin out= − (49)
where A is cross sectional area of the tank and l is level of water in
the tank.
Bernoulli’s law yields Q a glout = 2 , where g is acceleration due
to gravity and a is cross sectional area of the outlet hole.
Equation (49) can be written as
A
dl
dt
Q a glin= − 2 (50)
For the experimental validation, the cross sectional area of the
tank, the cross sectional area of the outlet hole and acceleration due
to gravity are taken as A cm= 5 488 2. , a cm= 2 09 2. and g cm s= 980 2
respectively. Now, dynamics of single tank system can be repre-
sented as
5 488 92 528. .
dl
dt
Q lin= − (51)
The relay identiﬁcation method with h = =50 0 1andα . is used
to obtain the SOPDT model of the tank level control system. The
identiﬁed model obtained from the relay test is:
G s
e
s s
p
s
( ) =
+( ) +( )
−1 08
93 3 1 0 606 1
6 06.
. .
.
(52)
The setup for tank system is shown in Fig. 14. Matlab 7.10.0/
Simulink is used for experimental purpose. The controller is designed
using proposed modiﬁed ﬁreﬂy method. By using proposed
technique, the controller parameters are obtained as kp = 63 698. ,
Ti = 4 985. , kf =15 998. , Tf = 7.645, kd = 3.633 and Td = 0.606. Fig. 15
shows the experimental result using proposedmethod for a set value
of 50 cm. This result is obtained in 300 seconds.
It is observed from Fig. 15 that the proposed method for con-
troller design gives satisfactory result for the control of the water
level in the tank.
Table 3
Performance of methods.
Methods Randomization
parameter
No. of iterations
20
Particles
40
Particles
60
Particles
Conventional
Method
α varying linearly
from 0.1 to 1
22 23 22
Proposed
Method
α varying exponentially
from 0.01 to 0.08
14 14 13
Fig. 12. Comparison between Conventional Fireﬂy and Modiﬁed Fireﬂy.
Fig. 13. Schematic diagram of single tank control system.
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9. Conclusion
In this paper, modiﬁed ﬁreﬂy based Smith predictor controller
has been designed for integrating and unstable delay processes. The
results show that the proposed Modiﬁed Fireﬂy Algorithm gives
improved performance with ISE as ﬁtness function. The control
design for set-point response and stability purpose is handled using
Modiﬁed Fireﬂy Algorithm and the control design for disturbance
response is done using routh stability criteria. The simulation results
give improved set-point response and disturbance response using
Modiﬁed Fireﬂy Algorithm in terms of convergence rate.
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Fig. 15. Experimental result using proposed method for set-point 50 cm.
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