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1. INTRODUCTION 
If / c 1 is sufficiently small, the solution of the nonlinear differential equation 
24’ = -u + u*, u(0) = c (l-1) 
exists for 2 > 0. If c is a random variable drawn from a distribution with the 
property that max ] c / is bounded in the same fashion, we can ask for the 
behavior of the expected value of u as a function of t for t 2 0. In this 
one-dimensional case, there is, of course, no difficulty since we can solve 
explicitly. In the general N-dimensional case, the obvious extension of the 
following procedure is often used. lLIultiply (1.1) by nun-l, YZ 3 1, and take 
the expected value of each of the equations obtained in this fahion. Writing 
V~ = E(un), this procedure yields an infinite system of linear differential 
equations 
% ‘- - --nv, + qz,, , v,(O) = E(P) (1.2) 
n = 1,2, . . . . Closure methods of various types can be used to truncate this 
infinite system [l, 2, 31. All of these methods share the common difficulty 
of not guaranteeing that the approximate system possesses a solution with 
the properties of moments. Consequently, we wish to present a new method 
for treating various classes of functions equations with initial values which 
are stochastic variables, and to illustrate this method in connection with 
the Burgers’ equation 
Ut f U% = %m , (1.3) 
t > 0, 0 < x < 2?r, u(x, 0) = g(x), with u(x, t) periodic of period 27r, and 
g(x) a random periodic function. The way in which this randomness is 
attained is described below. Since this equation can also be integrated in 
reasonably explicit analytic terms, it provides an excellent test for analytic 
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approximations and computational techniques and has frequently been used 
for this purpose; cf. [3] where other references are given. 
2. RELATIVE INVARIANTS 
Let us now apply the technique of relative invariants, [4]. Let +(u) be an 
analytic function of u in some neighborhood of u = 0, $(u) = u + xF=a b&, 
and let the coefficients be determined by the condition that 
Writing 
$4(u) = (u + b,z2 + b,u” + *a*) 
24’ = (u + b,u2 + es-)(- u + q, 
(2.1) 
(2.2) 
and equating coefficients of powers of u, we see that the coefficients can be 
determined recurrently (i.e., b, can be obtained in terms of b, , b, , . . . . b,-,). 
The fact that the series obtained in this way has a nonzero radius of con- 
vergence can readily be established using the classical results of the theory of 
iteration, or otherwise, cf. [5]. Regarding Eq. (2.1) as a differential equation 
for +(u), we see that 4(u) = e&j(c). From this expression for 4(u), it is 
immediate that the generalized moments Exp(+(u)“) can be readily obtained. 
Writing u = $-l(e-V(c)), and expanding, using the Lagrange expansion or 
otherwise, we have 
u = e-“+(c) + u2e-2t+(c)2 + s-s. (2.3) 
From this, we can obtain the ordinary moments of u. It is important to note 
that the determination of the coefficient sequences {a,}, {b,) is independent of 
the statistics of c. The case where there is no term in u is very much more 
delicate and we shall avoid any discussion here. 
3. BURGERS' EQUATION 
Finite dimensional extensions of the foregoing procedure exist [5], and 
as we shall indicate it is easy to obtain infinite dimensional analogues. Write 
u(x, t) = Cz u~(~)c$~(x), where&(x) = einX/&. Then we obtain the infinite- 
dimensional system of ordinary differential equations 
24; + l z*u, = --i 2 Ku,(t)u,&) 
k=-w 
(3.1) 
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Let the initial conditions be ~~(0) = g, , where the random variables g, are 
the Fourier coefficients of the random function g(x). By analogy with what 
has preceded, we seek a function of the form 
which satisfies the differential equation 
$!I = -&$. (3.3) 
The coefficients amk , ak&, etc., depend on n. Equating coefficients in (3.3) 
as before, we see once again that they can be obtained recurrently. As before, 
the coefficients are independent of the statistics of the g, . In particular 
a 
--ik S(n - m - k) 
mk =& E(m2 + k2) ’ 
(3.4) 
where 6(i) is the Kronecker delta symbol. We then have, upon integration, 
&z(U) = e-n”et~&o ,g, , gK1 > -*)a 
From this, we can find expansions for the moments of the u,, , and for other 
expected values and correlations. 
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