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1. Introduction
In this paper we consider the model of one-dimensional directed polymers in a quenched random
potential. This model is deﬁned in terms of an elastic string φ(τ) directed along the τ-axis within an
interval [0, t ] which passes through a random medium described by a random potential V (φ,τ). The
energy of a given polymer’s trajectory φ(τ) is
H [φ(τ),V ]=
t∫
0
dτ
{
1
2
[
∂τφ(τ)
]2+V [φ(τ),τ]} , (1)
where the disorder potential V [φ,τ] is described by the Gaussian distribution with a zero mean V (φ,τ)=
0 and the δ-correlations: V (φ,τ)V (φ′,τ′)= uδ(τ−τ′)δ(φ−φ′) The parameter u describes the strength of
the disorder.
The system of this type as well as the equivalent problem of the KPZ-equation [1] describing the
growth of an interface with time in the presence of noise have been the subject of intense investigations
for about the last three decades (see e.g. [2–13]). Such a system exhibits numerous non-trivial features
due to the interplay between elasticity and disorder. In particular, in the limit t →∞, the polymer mean
squared displacement exhibits a universal scaling form 〈φ2〉∝ t 4/3 (where 〈. . .〉 and (. . . ) denote the ther-
mal and the disorder averages) while the typical value of the free energy ﬂuctuations scales as t 1/3. Note
that in the corresponding pure system (with V (φ,τ)≡ 0) 〈φ2〉∝ t while the free energy is proportional to
ln(t).
A few years ago, an exact solution for the free energy probability distribution function (PDF) has
been found [14–27]. It was shown that depending on the boundary conditions, this PDF is given by the
Tracy-Widom (TW) distribution [28] either of the Gaussian Unitary Ensemble (GUE) or of the Gaussian
Orthogonal Ensemble (GOE) or of the Gaussian Simplectic Ensemble (GSE). Besides, recently the two-point
free energy distribution function which describes the joint statistics of the free energies of the directed
polymers coming to two different endpoints has been derived in [29–31].
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For ﬁxed boundary conditions, φ(0)= 0; φ(t)= x, the partition function of the model (1) is
Zt (x)=
φ(t )=x∫
φ(0)=0
Dφ(τ) e−βH [φ] = exp
[
−βFt (x)
]
, (2)
where β is the inverse temperature and Ft (x) is the free energy. In the limit t →∞, the free energy scales
as
βFt (x)=β f0t +βx2/2t +λt f (x) , (3)
where f0 is the selfaveraging free energy density and
λt =
1
2
(
β5u2t
)1/3 ∝ t 1/3 . (4)
It is the statistics of rescaled free energy ﬂuctuations f (x) which in the limit t →∞ is expected to be
described by a non-trivial universal distribution W ( f ). In fact, the ﬁrst two trivial terms of this free
energy can be easily eliminated by simple redeﬁnition of the partition function:
Zt (x)→ exp
{
−β f0t −βx2/2t
}
Z˜t (x) (5)
so that
Z˜t (x) = exp
{
−λt f (x)
}
. (6)
The aim of the present work is to study the N -point free energy probability distribution function
W ( f1, . . . , fN ; x1, . . . , xN ) ≡ W (f;x) = lim
t→∞ Prob
[
f (x1)> f1, . . . , f (xN )> fN
]
, (7)
which describes the joint statistics of the free energies of N directed polymers coming to N different
endpoints. Some time ago the result for this function has been derived in terms of the Bethe ansatz replica
technique under a particular decoupling assumption [32]. Here, I am going to recompute this function
using somewhat different computational tricks which do not require any supplementary assumptions
and which permit to represent the ﬁnal result in somewhat more explicit form.
2. N -point distribution function
The probability distribution function, equation (7) can be deﬁned as follows:
W (f;x)= lim
λ→∞
∞∑
L1 ,...,LN=0
N∏
k=1
[
(−1)Lk
Lk !
exp
(
λLk fk
)] ( N∏
k=1
Z˜t (xk )
)
, (8)
where (. . .) denotes the average over random potentials. Indeed, substituting here equation (6) we get
W (f;x)= lim
λ→∞
( N∏
k=1
exp
{
−exp
[
λt
(
fk − f (xk )
)]} )
=
[ N∏
k=1
θ
(
f (xk )− fk
)]
(9)
which coincides with the deﬁnition (7).
Performing the standard averaging over random potentials in equation (8) one obtains (for details
see e.g. [20])
W (f;x)= lim
λ→∞
∞∑
L1,...,LN=0
N∏
k=1
[
(−1)Lk
Lk !
exp
(
λLk fk
)]
Ψ
(
x1, . . . , x1︸       ︷︷       ︸
L1
, x2, . . . , x2︸       ︷︷       ︸
L2
, . . . , xN , . . . , xN︸        ︷︷        ︸
LN
; t
)
, (10)
where the time dependent n-point wave functionΨ(x1, . . . , xn ; t) (n =
∑N
k=1 Lk ) is the solution of the imag-
inary time Schrödinger equation
β∂tΨ(x; t) =
[
1
2
n∑
a=1
∂2xa +
1
2
κ
n∑
a,b
δ(xa − xb )
]
Ψ(x; t) (11)
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with κ=β3u and the initial condition
Ψ(x; t = 0)=
n∏
a=1
δ(xa ) . (12)
A generic eigenstate of such a system is characterized by n momenta {Qa} (a = 1, . . . ,n) which split into
M (1É M É n) clusters described by continuous real momenta qα (α= 1, . . . , M) and having nα discrete
imaginary parts
Qa ≡ qαr = qα−
iκ
2
(nα+1−2r ), (r = 1, . . . ,nα), (13)
with the global constraint
M∑
α=1
nα =n . (14)
The time dependent solutionΨ(x, t) of the Schrödinger equation (11) with the initial conditions, equation
(12), can be represented in the form of a linear combination of eigenfunctionsΨ
(M)
Q
(x):
Ψ(x; t)=
N∑
M=1
1
M !
M∏
α=1

 +∞∫
−∞
dqα
2pi
∞∑
nα=1

δ
(
M∑
α=1
nα, n
)
κN |CM (q,n)|2
N !
∏M
α=1
(
κnα
)Ψ(M)Q (x)Ψ(M)Q ∗(0) exp{−EM (q,n)t} .
(15)
Here, δ(k,m) is the Kronecker symbol, the normalization factor
|CM (q,n)|2 =
M∏
α<β
∣∣qα−qβ− iκ2 (nα−nβ)∣∣2∣∣qα−qβ− iκ2 (nα+nβ)∣∣2 (16)
and the eigenvalues:
EM (q,n) =
M∑
α=1
(
1
2β
nαq
2
α−
κ2
24β
n3α
)
. (17)
For a given set of integers {M ;n1 , . . . .,nM }, the eigenfunctions Ψ
(M)
Q
(x) can be represented as follows (for
details see [33–37]):
Ψ
(M)
q (x)=
∑
P
n∏
a<b
[
1+ iκsgn(xa − xb)
QPa −QPb
]
exp
(
i
n∑
a=1
QPa xa
)
, (18)
where the summation goes over n! permutations P of n momenta Qa , equation (13), over n particles xa .
Substituting equations (15)–(18) into equation (10) we get
W (f;x)=1+ lim
λ→∞
{ ∞∑
L1+...+LNÊ1
N∏
k=1
[
(−1)Lk
Lk !
exp
(
λLk fk
)]
×
L1+...+LN∑
M=1
1
M !
M∏
α=1

 ∞∑
nα=1
+∞∫
−∞
dqα
κnα
2piκnα
exp
(
− t
2β
nαq
2
α+
κ2t
24β
n3α
)δ
(
M∑
α=1
nα,
N∑
k=1
Lk
)
|CM (q,n)|2
×
∑
P
(L1 ,...,LN )
N∏
k=1
[ ∑
P
(Lk )
]
N∏
k<l
Lk∏
ak=1
Ll∏
al=1

QP (Lk )ak −QP (Ll )al − iκ
Q
P
(Lk )
ak
−Q
P
(Ll )
al

exp
(
i
N∑
k=1
xk
Lk∑
ak=1
Q
P
(Lk )
ak
)}
. (19)
In the above expression, the summation over permutations of n = L1 + . . .+ LN momenta Qa split
into the internal permutations P (Lk ) of Lk momenta [taken at random out of the total list {Qa} (a =
1, . . . ,n)] and the permutations P (L1 ,...,LN ) of the momenta among the groups Lk . It is evident that due to
the symmetry of the expression in equation (19), the summations overP (Lk ) give just the factor L1! . . . LN !.
On the other hand, the structure of the Bethe ansatz wave functions, equation (18), is such that for the
positions of ordered particles in the summation over permutations, the momenta Qa belonging to the
same cluster also remain ordered (for details see e.g. [37]). Thus, in order to perform the summation over
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the permutations P (L1 ,...,LN ) in equation (19) it is suﬃcient to split the momenta of each cluster into N
parts:
{qα1 , . . . , q
α
m1α︸          ︷︷          ︸
m1α
; qα
m1α+1
, . . . , qα
m1α+m2α︸                    ︷︷                    ︸
m2α
; . . . ; qα∑N−1
k=1 m
k
α+1
, . . . , qα∑N
k=1 m
k
α︸                           ︷︷                           ︸
mNα
} , (20)
where the integers mkα = 0,1, . . . ,nα are constrained by the conditions
N∑
k=1
mkα = nα , (21)
M∑
α=1
mkα = Lk , (22)
and the momenta of every group
{
qα∑k−1
l=1 m
l
α+1
, . . . , qα∑k
l=1 m
l
α
}
all belong to the particles whose coordinates
are all equal to xk . Let us redeﬁne:
qα∑k−1
l=1 m
l
α+r
≡ qαk ,r = qα+
iκ
2
(
nα+1−2
k−1∑
l=1
mlα−2r
)
. (23)
In this way, the summation over P (L1 ,...,LN ) is changed by the summation over the integers {mkα}. Substi-
tuting equations (20)–(23) into equation (19) after simple algebra, we ﬁnd
W (f;x)=1+ lim
λ→∞

 ∞∑
M=1
(−1)M
M !
M∏
α=1

 ∑∑N
k
mkαÊ1
(−1)
∑N
k
mkα−1
+∞∫
−∞
dqα
2piκ
(∑N
k
mkα
)
× exp
[
λ
N∑
k=1
mkα fk + i
N∑
k=1
mkαxk qα−
1
4
κ
N∑
k ,l=1
mkαm
l
α
∣∣xk − xl ∣∣− t
2β
q2α
N∑
k=1
mkα+
κ2t
24β
(
N∑
k=1
mkα
)3]}
×
∣∣CM (q; {mkα})∣∣2 GM (q; {mkα})

 , (24)
where the normalization constant
∣∣CM (q; {mkα})∣∣2 is given in equation (16) (with nα =∑Nk=1 mkα) and
GM
(
q; {mkα}
)
=
M∏
α=1
N∏
k<l
mkα∏
r=1
mlα∏
r ′=1
(qα
k ,r
−qα
l ,r ′ − iκ
qα
k ,r
−qα
l ,r ′
) M∏
α<β
N∏
k=1
N∏
l=1
mkα∏
r=1
mlα∏
r ′=1
(qα
k ,r
−qα
l ,r ′ − iκ
qα
k ,r
−qα
l ,r ′
)
. (25)
Substituting the expressions for qα
k ,r
, equation (23), one can ﬁnd an explicit formula for the above
factor GM which is rather cumbersome: it contains the products of all kinds of the Gamma functions of
the type Γ
[
1+ 12
(∑N
k
(±)mkα+
∑N
l
(±)ml
β
)
± 1κ (qα−qβ)
]
[the example of this kind of the product is given in
[38], equation (A17)]. We do not reproduce it here as it turns out to be irrelevant in the limit t →∞ (see
below).
After rescaling
qα →
κ
2λ
qα , (26)
xk →
2λ2
κ
xk , (27)
with
λ = 1
2
(
κ2t
β
)1/3
= 1
2
(
β5u2t
)1/3
(28)
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the normalization factor
∣∣CM (q; {mkα})∣∣2, equation (16) (with nα =∑Nk mkα), can be represented as follows:
|CM (q; {mkα})|2 =
M∏
α<β
∣∣λ∑N
k
mkα−λ
∑N
k
mk
β
− iqα+ iqβ
∣∣2∣∣λ∑N
k
mkα+λ
∑N
k
mk
β
− iqα+ iqβ
∣∣2
=
[
M∏
α=1
(
2λ
N∑
k
mkα
)]
det
[
1(∑N
k
λmkα− iqα
)
+
(∑N
k
λmk
β
+ iqβ
)]
α,β=1,...,M
. (29)
Substituting equation (25)–(28) into equation (23) and using the Airy function relation
exp
[
1
3
λ3
(
N∑
k
mkα
)3]
=
+∞∫
−∞
dy Ai(y) exp
[
λ
(
N∑
k
mkα
)
y
]
(30)
we get
W (f;x) = 1+ lim
λ→∞

 ∞∑
M=1
(−1)M
M !
M∏
α=1


∫ +∞∫
−∞
dqαdyα
2pi
Ai
(
yα+q2α
)
×
∑
∑N
k
mkαÊ1
(−1)
∑N
k
mkα−1 exp
[
λ
N∑
k=1
mkα
(
yα+ fk + ixk qα
)
− 1
2
λ2
N∑
k ,l=1
mkαm
l
α∆kl
] 

×det Kˆ
[(
N∑
k
λmkα, qα
)
;
(
N∑
k
λmkβ, qβ
)]
α,β=1,...,M
GM
(κq
2λ
; {mkα}
)  , (31)
where
∆kl =
∣∣xk − xl ∣∣ (32)
and
Kˆ
[(
N∑
k
λmkα, qα
)
;
(
N∑
k
λmkβ, qβ
)]
= 1(∑N
k
λmkα− iqα
)
+
(∑N
k
λmk
β
+ iqβ
) . (33)
The quadratic in mkα term in the exponential of equation (31) can be linearized as follows:
exp
{
−1
2
λ2
N∑
k ,l=1
mkαm
l
α∆kl
}
= exp
{
−1
4
λ2
N∑
k ,l=1
∆kl
(
mkα+mlα
)2
+ 1
2
λ2
N∑
k=1
(
mkα
)2 N∑
l=1
∆kl
}
=
N∏
k ,l=1


+∞∫
−∞
dξα
klp
2pi
exp
[
−1
2
(
ξαkl
)2]
N∏
k=1


+∞∫
−∞
dηα
kp
2pi
exp
[
−1
2
(
ηαk
)2]
×exp
{
λ
N∑
k
[
ip
2
N∑
l=1
√
∆kl
(
ξαkl +ξαlk
)
− pγk ηαk
]
mkα
}
, (34)
where
γk =
N∑
l=1
∆kl =
N∑
l=1
∣∣xk − xl ∣∣ . (35)
Substituting the representation (34) into equation (31) and redeﬁning the integration parameters
ηαk → ηαk +
i
p
γk
qαxk + i
N∑
l=1
√
∆kl
2γk
(
ξαkl +ξαlk
)
(36)
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we get
W (f;x)=1+
∞∑
M=1
(−1)M
M !
M∏
α=1

∫ +∞∫
−∞
dqαdyα
2pi
Ai(yα+q2α)
N∏
k ,l=1

 +∞∫
−∞
dξα
klp
2pi

 N∏
k=1

 +∞∫
−∞
dηα
kp
2pi


×exp

−12
N∑
k ,l=1
(
ξαkl
)2− 1
2
N∑
k=1
[
ηαk +
i
p
γk
qαxk + i
N∑
l=1
√
∆kl
2γk
(
ξαkl +ξαlk
)]2

S (f,y,q, {ηk }) ,
(37)
where
S
(
f,y,q, {ηk }
)
= lim
λ→∞
M∏
α=1

 ∑∑N
k
mkαÊ1
(−1)
∑N
k
mkα−1 exp
[
λ
N∑
k=1
mkα
(
yα+ fk −
p
γkηk
)]
× det Kˆ
[(
N∑
k
λmkα, qα
)
;
(
N∑
k
λmkβ, qβ
)]
α,β=1,...,M
GM
(κq
2λ
; {mkα}
)}
. (38)
The summations over mkα in the above expression can be performed as follows:
S
(
f,y,q, {ηk }
)
= lim
λ→∞
M∏
α=1

 N∏
k=1

 ∞∑
mkα=0
δmkα,0

− (−1)N N∏
k=1


∞∑
mkα=0
(−1)mkα−1 exp
[
λmkα
(
yα+ fk −
p
γkηk
)]


×det Kˆ
[(
N∑
k
λmkα, qα
)
;
(
N∑
k
λmkβ, qβ
)]
α,β=1,...,M
×GM
(κq
2λ
; {mkα}
)
= lim
λ→∞
M∏
α=1

 N∏
k=1

∫
C
dzkαδ(z
k
α)

− (−1)N N∏
k=1


∫
C
dzkα
2isin(pizkα)
exp
[
λzkα
(
yα+ fk −
p
γkηk
)]


×det Kˆ
[(
N∑
k
λzkα, qα
)
;
(
N∑
k
λzkβ, qβ
)]
α,β=1,...,M
GM
(κq
2λ
; {zkα}
)
, (39)
where the integration goes over the contour C shown in ﬁgure 1. Redeﬁning zkα → zkα/λ, in the limit
Figure 1. The contours of integration in the complex plane used for summing the series equation (39).
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λ→∞,we get
S
(
f,y,q, {ηk }
)
=
M∏
α=1

 N∏
k=1

∫
C
dzkαδ(z
k
α)

− (−1)N N∏
k=1


∫
C
dzkα
2pii zkα
exp
[
zkα
(
yα+ fk −
p
γkηk
)]


×det Kˆ
[(
N∑
k
zkα, qα
)
;
(
N∑
k
zkβ, qβ
)]
α,β=1,...,M
lim
λ→∞
GM
(
κq
2λ
; {
zkα
λ
}
)
. (40)
Taking into account the Gamma function property lim|z|→0Γ(1+ z) = 1, one can easily demonstrate (see
e.g. [38]) that
lim
λ→∞
GM
(
κq
2λ
;
{
zkα
λ
})
= 1. (41)
Thus, in the limit λ→∞, the expression (37) takes the form of the Fredholm determinant
W (f;x) = 1+
∞∑
M=1
(−1)M
M !
M∏
α=1

∫ +∞∫
−∞
dqαdyα
2pi
Ai(yα+q2α)
N∏
k ,l=1

 +∞∫
−∞
dξα
klp
2pi

 N∏
k=1

 +∞∫
−∞
dηα
kp
2pi


×exp

−12
N∑
k ,l=1
ξ2kl −
1
2
N∑
k=1
[
ηαk +
ip
γk
qαxk + i
N∑
l=1
√
∆kl
2γk
(
ξαkl +ξαlk
)]2
×
N∏
k=1

∫
C
dzkα

{ N∏
k=1
δ(zkα) − (−1)N
N∏
k=1
1
2piizkα
exp
[
zkα
(
yα+ fk −
p
γkηk
)]}
×det Kˆ
[(
N∑
k
zkα, qα
)
;
(
N∑
k
zkβ, qβ
)]
α,β=1,...,M
(42)
≡ det
[
1ˆ− Aˆ
]
= exp
{
−
∞∑
M=1
1
M
TrAˆM
}
, (43)
where Aˆ is the integral operator with the kernel
A
[(
N∑
k
zk , q
)
;
(
N∑
k
z˜k , q˜
)]
=
+∞∫
−∞
dy
2pi
Ai(y +q2)
N∏
k ,l=1

 +∞∫
−∞
dξklp
2pi

 N∏
k=1

 +∞∫
−∞
dηkp
2pi


×exp

−12
N∑
k ,l=1
ξ2kl −
1
2
N∑
k=1
[
ηk +
i
p
γk
qαxk + i
N∑
l=1
√
∆kl
2γk
(ξkl +ξlk )
]2

×
{
N∏
k=1
δ(zk ) − (−1)N
N∏
k=1
1
2piizk
exp
[
zk
(
y + fk −
p
γkηk
)]}
× 1∑N
k
zk − iq + ∑N
k
z˜k + iq˜
. (44)
Correspondingly, for the trace of this operator in the M -th power [in the exponential representation of
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the Fredholm determinant, equation (43)] we get
TrAˆM =
M∏
α=1

∫ +∞∫
−∞
dydqα
2pi
Ai(y +q2α)
N∏
k ,l=1

 +∞∫
−∞
dξklp
2pi

 N∏
k=1

 +∞∫
−∞
dηkp
2pi


×exp

−12
N∑
k ,l=1
ξ2kl −
1
2
N∑
k=1
[
ηk +
i
p
γk
qαxk + i
N∑
l=1
√
∆kl
2γk
(ξkl +ξlk )
]2

×
N∏
k=1

∫
C
dzkα

{ N∏
k=1
δ(zkα) − (−1)N
N∏
k=1
1
2piizkα
exp
[
zkα
(
y + fk −
p
γkηk
)]}
×
M∏
α=1
(
1∑N
k
zkα − iqα +
∑N
k
zkα+1 + iqα+1
)
, (45)
where, by deﬁnition, zkM+1 ≡ zk1 and qM+1 ≡ q1.
Substituting
1∑N
k
zkα − iqα +
∑N
k
zkα+1 + iqα+1
=
∞∫
0
dωαexp
{
−ωα
(
N∑
k
zkα − iqα +
N∑
k
zkα+1 + iqα+1
)}
(46)
into equation (45) we obtain
TrAˆM =
∞∫
0
. . .
∞∫
0
dω1 . . . dωM
M∏
α=1
A (ωα; ωα+1) , (47)
where
A
(
ω; ω′
)
=
∫ +∞∫
−∞
dydq
2pi
Ai(y +q2+ω+ω′)
N∏
k ,l=1

 +∞∫
−∞
dξklp
2pi

 N∏
k=1

 +∞∫
−∞
dηkp
2pi


×exp

−12
N∑
k ,l=1
ξ2kl −
1
2
N∑
k=1
[
ηk +
i
p
γk
qxk + i
N∑
l=1
√
∆kl
2γk
(ξkl +ξlk )
]2
− iq(ω−ω′)


×

1 − (−1)N
N∏
k=1
∫
C
dzk
2piizk
exp
[
zk
(
y + fk −
p
γkηk
)] . (48)
Integrating over z1, . . . , zN , we ﬁnally get
A
(
ω; ω′
)
=
∫ +∞∫
−∞
dydq
2pi
Ai(y +q2+ω+ω′)
N∏
k ,l=1

 +∞∫
−∞
dξklp
2pi

 N∏
k=1

 +∞∫
−∞
dηkp
2pi


×exp

−12
N∑
k ,l=1
ξ2kl −
1
2
N∑
k=1
[
ηk +
i
p
γk
qxk + i
N∑
l=1
√
∆kl
2γk
(ξkl +ξlk )
]2
− iq
(
ω−ω′
)
×
[
1 − (−1)N
N∏
k=1
θ
(
−y − fk +ηk
p
γk
)]
, (49)
where ∆kl =
∣∣xk − xl ∣∣ and γk =∑Nl=1∆kl .
Thus, the N -point free energy distribution function W
(
f1, . . . , fN ; x1, . . . , xN
)
, equation (7), is given by
the Fredholm determinant
W (f; x) = det
[
1ˆ − Aˆ
]
, (50)
where Aˆ is the integral operator with the kernel A
(
ω; ω′
)
(with ω,ω′ Ê 0) represented in equation (49).
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3. Conclusions
In this paper using the method developed in [30] we extended our result to the spatial N -point free
energy distribution function in the thermodynamic limit t →∞. It should be noted that following the
ideas of the proof [31] for the two-point function, one can easily demonstrate that the result (49)–(50) ob-
tained in this paper is equivalent to that derived earlier by Prolhac and Spohn [32]. It should be stressed,
however, that since the obtained result for the kernel A
(
ω; ω′
)
, equation (49), has a rather complicated
structure, its analytic properties are at present completely unclear and their study would require special
efforts.
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V. Dotsenko
N -точкова функцiя розподiлу вiльної енергiї
в одновимiрних хаотично напрямлених полiмерах
В. Доценко1,2
1 Унiверситет м. Париж VI, 75252 Париж, Францiя
2 Iнститут теоретичної фiзики iм. Л.Д. Ландау, 119334 Москва, РФ
Отримано явний вираз для N -точкової функцiї розподiлу вiльної енергiї в одновимiрному напрямленому
полiмерi в термiнах анзацу Бете в рамках методу реплiк.Отриманий результат еквiвалентний результату,
ранiше отриманому в роботi Пролака iШпона [J. Stat. Mech., 2011, P03020].
Ключовi слова: напрямленi полiмери, хаотичний потенцiал, реплiки, флуктуацiї, функцiя розподiлу
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