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1. Introduction
This paper concerns an investigation of the zeros of a special family of polyno-
mials with all coefficients in the set {0,1,−1}. The literature on such polynomials
is extensive; see [1, Section 1] for some prominent references in this area of study.
Our polynomials were singled out for their connection with the partition function
p(n), which is the number of non-decreasing sequences of positive integers with
sum n, and for the subsequent information they encode about the Farey series
Fn =
{
h
k
∈ (0,1]: 0 < h k  n, gcd(h, k)= 1
}
. (1)
The polynomials in question, which we call partition polynomials, are defined via
the sections (partial sums) of Dedekind’s modular function (see [2])
η(τ)= q1/24
∞∏
m=1
(1− qm),
where q = e2πiτ and Im(τ ) > 0. We have chosen not to study the sections per se,
in order to retain more information about p(n), but the nature of the zero distrib-
ution of our polynomials is largely equivalent to that of the section polynomials
Sn(x)=
n∑
k=−n
(−1)kxω(k) (2)
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derived from η(τ) via Euler’s pentagonal numbers theorem (see [3, Ch. 14])
∞∏
m=1
(1− xm)= S∞(x) (|x|< 1). (3)
Definition 1. The nth partition polynomial, denoted ℘n(x), is defined by
℘n(x) := xω(n)Sn−1(1/x)+ (−1)n. (4)
As shown in [4], we have the compact formula
℘n(x)=
n∑
k=1
xn(n−k)
n∏
m=k
(1− xm), (5)
which immediately shows that ℘n(x)/(xn − 1) is a polynomial with integer
coefficients. Also, the first term in this representation is
Pn(x) :=
n∏
m=1
(1− xm), (6)
in other words, the nth partial product of (3). As we shall see, there is a sur-
prisingly close correspondence between the outer zeros (those lying outside the
unit disk) of ℘n(x) and the zeros of Pn(x), which clearly are the roots of unity
x = e2πih/k with h/k ∈ Fn, each occurring with multiplicity n/k. This corre-
spondence in fact carries over to the inner zeros (those inside the unit disk) as well,
but in this paper we will only briefly touch upon this subject (in Conjecture 5).
To motivate the primary result and the conjectures offered herein, we begin
with the piecewise linear interpolation of the moduli of the outer zeros of a
particular ℘n(x), normalized as explained in the next section (cf. Fig. 1). Only
zeros in the upper half-plane are represented, with their normalized moduli plotted
against the arguments θ modulo 2π for θ ∈ [0,1/2].
This plot bears close resemblance to the following classical example of a
bounded function on a closed interval, [0,1/2] here, whose discontinuities are
countably dense:
Using a theta-series estimation of Hardy and Littlewood, we prove the
following affirmative answer for certain irrational x . We recall that the partial
quotients ai = ai(θ) of a real number θ ∈ (0,1) are the positive integers ai in its
simple continued fraction representation
θ = 1
a1 + 1a2+···
.
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Fig. 1. Interpolation of the normalized moduli of outer zeros of ℘40(x).
Theorem 1. Suppose θ ∈ (0,1) is irrational and has bounded partial quotients.
If for all n  2 we have ℘n(xn) = 0, where (xn)∞n=2 is a sequence of complex
numbers xn = rne2πiθn with |rn|> 1 and limn→∞ θn = θ , then
rn < 1+ 1
n3
for all sufficiently large n.
By a classical result in number theory, the above theorem applies to any
θ ∈ (0,1) of the form a + b√D with rational numbers a, b, and D. On the other
hand, it is well known that the set of real numbers with bounded partial quotients
has Lebesgue measure zero, so the application of Theorem 1 is restricted. The
following conjecture summarizes our beliefs for both rational and irrational θ as
based on the computational evidence at hand:
Conjecture 1. For any irrational θ ∈ (0,1/2), one has limn→∞Cn(θ) = 0. For
rational θ = h/k ∈ (0,1/2) with 0 < h  k  n and gcd(h, k) = 1, this limit, if
restricted to n≡ k+ 1 (mod k), exists and is positive but strictly less than 1/k for
infinitely many positive integers k. On the other hand, if 1 k  3, then the limit
equals 1/k with no restriction on n, and as n→∞ through n≡−√k (modk),
the limit equals 1/k.
Further study is required to ascertain exactly what conditions on n and k give
a correspondingly restricted limit equal to 1/k for θ = h/k, but it seems to be
independent of h in any case.
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Fig. 2. Rotated outer zeros of ℘97(x) near z= i.
The plot in Fig. 2 depicts the 24 outer zeros of ℘97(x) nearest z = i , zoomed
in by a large factor and rotated clockwise by 90◦ so they appear distributed
about the horizontal axis. There are 97/4 − 1 = 23 zeros along a circular
arc with radius approximately π/(3 · 97), plus a lone “exceptional” zero lying
inside the arc; see Conjecture 4 and formula (7) below. As explained in the
Acknowledgments section below, we computed all the zeros of ℘n(x) for n 
100. All of those n ≡ 1 (mod 4) again produced a single such exceptional zero
in the same location relative to the other zeros, as the above conjecture suggests
in the case k = 4. If this lone zero persists as such, then it is clear from the plot
that (in this particular case) the exceptional zero does not compete in determining
the pointwise convergence of Cn(1/4). But for numerous other k it does seem
to interfere; for example, when k = 8 and n ≡ 9 (mod 16), we conjecture that
limn→∞Cn(1/8) exists as is positive, but less than 1/8.
Finally, we give a conjecture regarding the angular distribution of the outer
zeros of ℘n(x). To motivate it, we recall
Theorem 2 (Erdo˝s–Turán [5]). If zk = rkeiφk (k = 1,2, . . . , d) are the zeros of the
polynomial g(z)=∑dk=0 akzk , then for 0 α  β  2π ,∣∣∣∣ ∑
k: αφkβ
1− β − α
2π
d
∣∣∣∣< 16
(
d log
|a0| + · · · + |ad |
|a0ad |1/2
)1/2
.
Since ℘n(x) has exactly 2n non-zero coefficients, all ±1, this clearly implies
that the arguments of the zeros of ℘n(x) become uniformly distributed (mod-
ulo 2π ) as n→∞.
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In [1] we made several remarks concerning the separate distributions of
the inner and outer zeros of ℘n(x), including the conjecture that both tend
toward uniform distribution as n→∞. As V. Andriyevskyy has noted (private
communication), the problem of adapting any of the known proofs of the Erdo˝s–
Turán theorem to the subset of outer zeros (or inner zeros) of a polynomial would
seem to be a difficult one. Of course, this specialization may well hold for a large
class, if not in some sense most, random polynomials satisfying the hypotheses
of the Erdo˝s–Turán theorem, but there is a specialized reason for expecting such
conclusions for partition polynomials: their subsets of outer and inner zeros seem
to be separately distributed very near those of Pn(x). As is well known (see [6]),
the Farey series (1) becomes uniformly distributed as n→∞, and this can be
similarly shown for the weighted Farey series given by the arguments (modulo
2π ) of the zeros of Pn(x). Keeping in mind a Riemann hypothesis equivalence
of Franel and Landau (see [7]) involving the discrepancy of the Farey series Fn
from uniform distribution, we propose the following
Conjecture 2. Let Ψn denote the number of outer zeros zn,k = rke2πiθk , 0 <
θk  1, of ℘n(x), which we suppose are arranged in order of increasing θk for
k = 1,2, . . . ,Ψn. Then by dividing up the interval (0,1] into Ψn equal parts and
letting
δk := θk − k
Ψn
(k = 1,2, . . . ,Ψn),
we have, for any & > 0,
Ψn∑
0
|δk| =O
(
n1/2+&
)
as n→∞.
As mentioned above, our original motivation for studying ℘n(x) was its
connection with p(n). As Euler showed, p(n) has generating function
∞∑
n=1
p(n)xn =
∞∏
m=1
(1− xm)−1.
This and (3) give a sequence of homogeneous linear recurrence relations Rn
(n  1), each valid in computing p(m) for m < ω(−n). Our polynomials are
the characteristic polynomials ℘n(x) of the Rn. For more on this point of view,
we refer the reader to [8].
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2. The normalization of Cn(x)
In this section we confine ourselves to a discussion of known results and
previous conjectures only as required to justify the normalization applied in Fig. 1,
which we state up front:
Definition 2. Let Tn denote the number of zeros zn,i (1  i  Tn) of ℘n(x)
lying outside the unit disk and having non-negative imaginary part. Moreover,
let Arg(zn,i ) ∈ [0,π] denote the principal value of the argument. Then Cn(x) :
[0,1/2] → [0,1] is defined as the piece-wise linear interpolation of the set of
points(
Arg(zn,i)
2π
,
3n
π
(|zn,i − 1)
)
, 1 i  Tn,
arranged as usual by increasing abscissa.
The following results were proved in [4]:
Theorem 3. (i) All zeros of ℘n(x) tend to the unit circle as n → ∞. More
precisely, there are positive constants c1 and c2 such that for all n 1, one has
1− c1/n < |x|< 1+ c2/n
for each zero x of ℘n(x).
(ii) For each n 1 and 1  j  n, the nth roots of unity e2πij/n are zeros of
℘n(x).
(iii) There exists a zero xn of ℘n(x) in the interval (1,2) if and only if n is even.
For n sufficiently large and even, xn is unique and simple, and we have
lim
even n→∞n(xn − 1)= π/3.
Statement (iii) demonstrates that the upper bound in (i) is best possible; in [9]
we prove that the lower bound is also best possible. The proof of statement (iii)
may be carried over for negative real zeros in the interval (−∞,−1), which
exist if and only if n ≡ 0 or 3 (mod4), in which case they are simple zeros of
size −1 − π/(6n)+ o(1/n) as n→∞. Hence, a given ℘n(x) has at most four
real zeros (including z =±1), and it follows that, at least for n≡ 0 (mod4), the
limit limn→∞Cn(h/k) exists and equals 1/k when h/k is 0 or 1/2. Incidentally,
we note that such a small number of real roots is unusual, since Bloch and
Pólya [10] proved that the average number of real zeros of a polynomial with
0,±1-coefficients and degree N is √N/(2π).
As the present paper is essentially concerned with the problem of extending
these outer real zero approximations to (complex) zeros, it is worth noting that
the case of real zeros is special in at least the following respect:
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Fig. 3. Zeros of ℘12(x).
Conjecture 3. Suppose θ ∈ [0,1/2] is rational, and x = re2πiθ , with r = 1, is a
zero of ℘n(x) for some n 1. Then θ ∈ {0,1/2}, that is, x is real.
Among outer zeros lying near e2πiθ with θ rational, in our calculations we
found approximately n/k outer zeros nearby having modulus approximately
1 + π/(3kn), which motivated the normalization of Cn(x). To highlight the
various aspects of the distribution of complex zeros of ℘n(x) on a printed
plot with limited space and resolution, we have found that n = 12 is a good
compromise. Figure 3 shows the zeros of ℘12(x), of degree ω(12) = 210, as
computed in high precision using both the Traub–Jenkins method in Maple and
the C implementation [11] of Aberth’s method (cf. Acknowledgments). Only a
few of the conjugate zeros in the lower half-plane are shown; the open circles in
the plot denote outer zeros (lying outside the unit circle), and small solid dots are
inner zeros. The only zeros lying on the unit circle occur here at the 12th roots of
unity, denoted by small crosses.
Numerical evidence, corroborated by both rigorous and heuristic arguments
based on the modular transformation formula for η(τ), led to the following
conjecture. The heuristic argument, sketched in the next section, has been made
rigorous for a relatively small number of the zeros predicted here and below, and
will be detailed in a joint publication [9] with K. Soundararajan. But our methods
are not at present equipped to deal with the type of exceptional zeros seen in
Fig. 2, which according to conjecture exceptions may spoil the hoped-for point-
wise convergence of Cn(h/k) to 1/k for n≡ 1 (modk) are considered.
Conjecture 4. For every n 1, there are precisely n− 1 simple outer zeros x of
℘n(x) which satisfy |Arg(x)| π/n. To within distance O(logn/n2) as n→∞,
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Fig. 4. Candidates for outer and inner zeros of ℘12(x) near z= 1.
for even n they are given by
x = exp
(
π
3n
√
1− 4
(
m
n
)2)
exp
(
2πim
2n2
)
for integers m in the range −n/2 + 1  m  n/2 − 1. For odd n, the same
phenomenon holds with m replaced by m′ +1/2, where m′ assumes integer values
with −(n− 1)/2m′  (n− 1)/2− 1.
We refer the reader to [1] for a plot of the predictions and actual outer zeros
nearest z = 1 of ℘30(x), which has degree ω(30) = 1335. Strangely, the same
zero-prediction formula appears to continue to work across the natural boundary
of the underlying function η(τ), as is depicted in Fig. 4. We have only the roughest
of heuristic ideas (see [1]), but a preponderance of numerical data, which support
the following new
Conjecture 5. Suppose & > 0. Then for n sufficiently large in terms of &, there
are at least n(1 − &) simple zeros x of ℘n(x) which are inside the unit disk
and satisfy 0 < Arg(x) 2π/n. To within distance O(logn/n2) as n→∞, they
are given by the formula in Conjecture 4, where m ranges through n(1 − &)
consecutive positive integer values of m starting two beyond those stated in
Conjecture 4.
(In Fig. 4 we also show the conjugate zeros and candidates, including the false
pair of candidates corresponding to the first value of m beyond that stated in
Conjecture 4.)
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In fact, nearly all outer zeros seem to be distributed near small circular arcs
centered at the roots of unity e2πih/k with 0  h < k  n and gcd(h, k)= 1. For
most k  n, their radius and arc-measure, as well as the number of outer zeros
scattered along them, are predictably inversely proportional to k. Such behavior
is most visible near z = ±1 in Fig. 3, where one can, with some imagination,
discern these ‘h/k-arcs’ forming about all roots of unity of order less than 12.
Just as in Conjecture 4 when k = 1, the transformation formula for η(τ)
leads to candidates x = x(n,h, k,m) for the outer zeros near e2πih/k . Although
their distance from this root of unity is approximately π/(3nk), their arguments
Arg(x − e2πih/k) with respect to this root of unity depend on n, h, and k in a
convoluted number-theoretical way, in particular on the quadratic Jacobi symbol
(−h|k), owing to its dependence on the Dedekind sum s(h, k); see [2, Theo-
rem 3.4] and [12, Eq. (1.721)]. Up to this complicated but very small rotation
about e2πih/k , the general zero candidates are, for integers 1 < k < n and m with
|m|< n/(2k),
x = exp
(
π
3nk
√
1− 4
(
mk
n
)2)
exp
(
2πi
(
1
k
+ m
3n2
))
× (1+O(1/n)). (7)
One would hope that, with the proper rotation taken into account, these candidates
predict all zeros near e2πih/k within a distance o(1/(nk)) as n→∞, provided k is
sufficiently small relative to n. Unfortunately, as we saw in Fig. 2, there are certain
exceptional zeros to such predictions. A simpler idea is to just consider the count
predicted by (7) of the number of outer zeros lying within distance π/(3nk) from
e2πih/k , and indeed this appears to encapsulate the exceptional zeros.
Conjecture 6. For any n  1 and h/k ∈ Fn with 1  k  n/2 − 1, there are
exactly n/k non-inner zeros x of ℘n(x) satisfying∣∣x − e2πih/k∣∣< π/(3nk).
They are all simple outer zeros, except when k divides n, for which the only
exception is a simple cyclotomic zero x = e2πih/k .
As elaborated in [1], the conclusion of this conjecture seems to hold for most
k  n, and moreover there are very few outer zeros which are not counted in
this way. For each n 100, we found that the number of outer zeros of ℘n(x) is
indeed approximately∑
kn
φ(k)
⌊
n
k
⌋
.
By counting roots of unity according to their actual order k, one sees that this
clearly equals the number n(n + 1)/2 of zeros (counted with multiplicities) of
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Pn(x). We see no reason why this phenomenon should not persist for larger n,
and hence state
Conjecture 7. The number of outer zeros of ℘n(x) is asymptotic to n2/2.
3. Proofs and heuristics
First we prove Theorem 1. For positive functions f and g, we recall the
notation f  g meaning that there exist positive constants C1 and C2 with C1 
f/g  C2. We need the following lemma, which follows from [13, Theorem 2.25]
in view of the remarks of [12, p. 81].
Lemma 1 (Hardy–Littlewood). Suppose that we have a sequence tn = ρne2πiθn ,
n = 1,2, . . . , of points inside the unit circle such that ρn → 1− and θn → θ as
n→∞, where θ has bounded partial quotients. Then∣∣∣∣∣
∞∏
m=1
(
1− tmn
)∣∣∣∣∣ (1− ρn)−1/4
as n→∞.
Proof of Theorem 1. Suppose there is an infinite subsequence of zeros xn of
℘n(x) tending to the unit circle as hypothesized with rn  1 + n−3. For all t
inside the unit circle we have
℘n(t)= tω(n)Sn−1(1/t)+ (−1)n = tω(n)S∞(1/t)−E(t),
where
E(t)= (−1)n −
∑
k∈Z: |k|n
(−1)ktω(n)−ω(k)
= (−1)
n+1
tn
+ (−1)n
∞∑
i=1
(−1)i(t−3ni−ω(i) + t−3ni−ω(−i)).
Consequently, letting t = xn and denoting r = r(n) := |xn| > 1, the triangle
inequality and a geometric series estimation gives
|En(t)| 1
rn
+
(
1
r3n+2
+ 1
r4n+2
)
+ · · ·< 2
rn
1
1− r3n .
Hence, by Lemma 1 and (3) we find that, as n→∞,
|℘n(t)| 
∣∣∣∣rω(n)(r − 1)−1/4 − 2rn(1− r−3n)
∣∣∣∣,
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so there can be no such zero xn if
rω(n)+n > 2(r − 1)1/4(1− r−3n)−1. (8)
Writing r = 1 + 1/nδ , we have rω(n)+n ∼ eω(−n)n1−δ as n→∞, whereas the
right-hand side of (8) is asymptotic to (2/3)n3(δ/4)−1. It follows immediately that
there can be no such zero xn if δ < 3, and the theorem follows. ✷
Remark. We note that, in order to prove that there exists a sequence ni such that
limi→∞Cni (θ)= θ , we first need to prove that there is a sequence of outer zeros
approaching e2πiθ . However, the Erdo˝s–Turán result on uniform distribution of
arguments (Theorem 2) only provides such a sequence of zeros without modulus
restrictions. Indeed, such a sequence was already known since the zeros of the
divisor xn − 1 of ℘n(x) become dense on the unit circle as n→∞.
We now sketch the heuristic argument, ignoring the primary error term, which
produces the candidates in (7) and Conjecture 4. The existence aspect of the zeros
is the difficult part, requiring an Argument Principle analysis which we can make
rigorous for at least the candidates with |m|  nδ for a fixed sufficiently small
positive δ. Details will appear in [9]. We start with the following equivalent form
of (4):
xn℘n(t)= tω(−n)Sn(1/t)− (−1)n. (9)
To approximate Sn(1/t) when t is near e2πih/k we call upon the transformation
formula for Dedekind’s eta function, as presented conveniently for example in [2,
Theorem 5.1]:
Lemma 2. Let F(x)=∏∞n=1(1− xn)−1, and suppose that
x = exp
(
2πih
k
− 2πz
k2
)
and x ′ = exp
(
2πiH
k
− 2π
z
)
,
where (z) > 0, that is, |x| > 1, and h, H , k are integers with 0  h < k,
(h, k)= 1, and hH ≡−1 (modk). Also let s(h, k) denote the Dedekind sum de-
fined by
s(h, k)=
k−1∑
r=1
r
k
(
hr
k
−
⌊
hr
k
⌋
− 1
2
)
.
Then &h,k := eπis(h,k) is a 24th root of unity, and
F(x)= &h,k
√
z
k
exp
(
π
12z
− πz
12k2
)
F(x ′).
As in the proof of Theorem 1, we truncate S∞(1/t)= F(1/t)−1 to Sn(1/t),
and in this heuristic treatment we shall ignore the error En(t) in doing so. It
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is the analysis of this error which remains an obstacle to giving a full proof
of Conjecture 4. For example, the truncation error for t near 1 behaves like a
geometric series having a pole at x = eπi/(3n), which is at the fringe of the 0/1-arc
and leads to false candidates, as our calculations show. For t with |t| 1+ C/n
for a fixed positive C, as is true near the middle of the 0/1-arc for large n if
C < π/3, the truncation error can indeed be shown to be asymptotically smaller
than the remaining terms as n→∞, and there is no barrier in applying Rouche’s
theorem. This unfortunately guarantees the existence of only a relatively small
number, asymptotically o(n), of zeros distributed according to Conjecture 4.
Applying Lemma 1 with x = 1/t in order to find necessary conditions for a zero
t ≈ e−2πih/k , we require that (−1)n ≈ tω(−n)/F (t−1), that is,
(−1)n ≈ tω(−n)e−πis(h,k)
√
k
z
exp
(
− π
12z
+ πz
12k2
)
F(x ′)−1.
Now F(x ′)≈ F(0)= 1 when t = 1/x ≈ e−2πih/k , that is, z≈ 0. Compared to the
exponential, the square root term has only a negligible effect in determining the
moduli of zero candidates. For simplicity here we shall also ignore the relatively
small rotational effect of the square root, and just seek solutions to
eπi(n+s(h,k)) = exp
((
2πih
k
− 2πz
k2
)
ω(−n)
)
exp
(
− π
12z
+ πz
12k2
)
,
which occur when we have integers m such that the quadratic equation(
2ω(−n)
k2
+ 1
12k2
)
z2 − i
(
2ω(−n)h
k
+ n+ 2m+ s(h, k)
)
z− 1
12
= 0
has solutions z with (z) > 0. Regarding this equation as Az2 + iBz + C = 0
where A, B , C are real functions of n, h, k, and m, our desired solutions are
therefore those z= z(n,h, k,m) for which
z= −Bi +
√−B2 − 4AC
2A
, B2 <−4AC = A
3
.
Hence our candidates for zeros near e−2πih/k are given by the values
t = exp
(
−2πih
k
+ 2πz
k2
)
,
with integers m satisfying B2 < A/3, which for fixed n, h, k number approxi-
mately n/k, as is easily checked.
If, as in (7), we are concerned only with the approximate size in terms of n
and k of the moduli of these candidates near e−2πih/k , then the above argu-
ment can be simplified greatly. Approximating ω(n) by 3n2/2 and ignoring the
Dedekind sum term leads to the much cleaner quadratic
36n2z2 − 24imk2z− k2 = 0,
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which immediately gives the simple form of the candidates (7). Here, the condi-
tion that (z) > 0 is equivalent to the especially simple condition |m|< n/(2k),
again suggesting that there should be about n/k such zeros. Of course, more
accurate but more complicated candidates may be given by taking into account
the terms (such as the square root) which we ignored in the above treatment.
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