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We theoretically study the quantum transport in three-dimensional Weyl electron system in the
presence of the charged impurity scattering using a self-consistent Born approximation (SCBA).
The scattering strength is characterized by the effective fine structure constant α, which depends
on the dielectric constant and the Fermi velocity of the linear band. We find that the Boltzmann
theory fails at the band touching point, where the conductivity takes a nearly constant value almost
independent of α, even though the density of states linearly increases with α. There the magnitude
of the conductivity only depends on the impurity density. The qualitative behavior is quite different
from the case of the Gaussian impurities, where the minimum conductivity vanishes below a certain
critical impurity strength.
I. INTRODUCTION
The electronic property of the three-dimensional (3D)
gapless system is one of the great interest in the recent
condensed matter physics. There two diffrent energy
bands stick together at isolated points in the Brillouin
zone, and the electronic structure around each touch-
ing point is described by the Weyl Hamiltonian. There
are several theoretical proposals for possible physical sys-
tems having gapless band structure,1–12 and in recent
experiments, the gapless band structure was observed
in Cd3As2 and Na3Bi by a angle-resolved photoemission
spectroscopy.13–15
In this paper, we study the electronic transport in the
3DWeyl electron system with the charged (Coulomb) im-
purities. The impurity effects and the transport proper-
ties in the 3D gapless electronic system have been studied
in several theoretical works.1,2,16–26 Previously we stud-
ied the conductivity of single-flavored 3D Weyl system
assuming Gaussian impurities, and found that there is a
certain critical disorder strength at which the conduc-
tivity significantly changes its behavior.19–23 The spe-
cific form of the impurity potential, however, generally
affects the qualitative behavior of the electronic trans-
port, and one may ask how the characteristic features
in Gaussian impurities are modified in other types of
the scatterers, such as the typical Coulomb impurities.
For graphene, i.e., the two-dimensional version of the
Weyl electron, the conductivity was calculated in differ-
ent scattering models such as short-ranged impurities27,
Coulomb impurities28,29, and the Gaussian impurities,30
and there the qualitative difference was found in the
Fermi energy dependence and also in the behavior at the
band touching point. For 3D Weyl system, the effect of
Coulomb impurity on the transport was studied in the
Boltzmann approach.2,24,25 Quite recently, the conduc-
tivity at the band touching point in presence of Coulomb
impurities was calculated using the Boltzmann approach
together with the electron-hole puddle picture.24
When we consider the conductivity near the Weyl
point (band touching point), it is nontrivial how to ap-
propriately incorporate the finite level broadening effect.
Here we calculate the conductivity of the 3D Weyl elec-
tron system in the presence of the charged Coulomb im-
purities, by using the self-consistent Born approximation
to treat the finite level broadening, and including the
screening effect within the Thomas Fermi approximation.
The scattering strength is characterized by the effective
fine structure constant α, which depends on the dielec-
tric constant and the Fermi velocity of the linear band.
We find that the density of states is enhanced in all en-
ergy region linearly with the increase of α. On the other
hand the conductivity at the Weyl point is almost in-
dependent of α unlike the Boltzmann theory, and even
survive in the weak scattering limit, α→ 0. The conduc-
tivity approaches the Boltzmann theory away from the
Weyl point, as long as the Fermi energy is greater than
the broadening energy. The qualitative behavior is quite
different from the Gaussian impurities, where the Weyl-
point conductivity jumps from zero to a finite value at
some critical scattering strength. We closely argue about
the criteria for the critical behavior in general impurity
potential under the screening effect.
The paper is organized as follows. In Sec. II, we intro-
duce the model Hamiltonian, and present the formalism
to calculate the Boltzmann conductivity and the SCBA
conductivity. In Sec. III, we derive an approximate so-
lution of SCBA equation at zero energy, and In Sec. IV,
we present the numerical results of the SCBA equation,
for the conductivity and the density of states. In Sec.
V, we discuss about the validity of the SCBA, which is
particularly nontrivial at the Weyl point. We also argue
about the qualitative difference between different types
of the impurity potential. A brief summary is given in
Sec. VI.
2II. FORMULATION
A. Hamiltonian
We consider a three-dimensional, single-node Weyl
electron system described by a Hamiltonian,
H = ~vσ · k +
∑
j
U(r − rj), (1)
where σ = (σx, σy, σz) is the Pauli matrices, k is a wave
vector, and v is a constant Fermi velocity. The first term
is the Weyl Hamiltonian, and the second term is the dis-
order potential where rj is the positions of randomly dis-
tributed scatterers. For each single scatterers, we assume
a long-ranged screened Coulomb potential,
U(r) = ± e
2
κr
exp (−qsr) , (2)
where κ is the static dielectric constant, and scatterers of
± are randomly distributed with equal probability, and
qs is the Thomas-Fermi screening constant given by
q2s =
4pie2
κ
D(εF), (3)
at zero temperature. U is Fourier transformed as U(r) =∫
dqu(q)eiq·r/(2pi)3 where
u(q) = ± 4pie
2
κ(q2 + q2s )
. (4)
We introduce an effective fine-structure constant
α =
e2
κ~v
, (5)
which characterizes the scattering strength. For the 3D
Weyl electron in Cd3As2, for example, α is estimated at
about 0.06 from v ≈ 1.0× 106ms−1 and κ ≈ 36.13,14,31,32
We define a wave vector scale and an energy scale,
q0 = n
1/3
i , (6)
ε0 = ~vq0, (7)
where ni is the number of scatterers per unit volume.
B. Boltzmann transport theory
The Boltzmann transport equation for the distribution
function fsk is given by
−eE · vsk ∂fsk
∂εsk
=
∑
s′
∫
dk′
(2pi)3
(fs′k′ − fsk)Ws′k′,sk,
(8)
where s = ±1 is a label for conduction and valence bands,
and Ws′k′,sk is the scattering probability,
Ws′k′,sk =
2pi
~
ni|〈s′k′|U |sk〉|2δ(εs′k′ − εsk). (9)
The conductivity is obtained by solving Eq. (8). As usual
manner, the transport relaxation time τtr is defined by
1
τtr(εsk)
=
∫
dk′
(2pi)3
(1 − cos θkk′)Wsk′,sk, (10)
where θkk′ is the angle between k and k
′. For the
isotropic scatterers, i.e., u(q) depending only on q = |q|,
it is straightforward to show that τtr(εsk) solely depends
on the energy ε and written as2,22
1
τtr(ε)
=
pi
~
niD0(ε)
∫ 1
−1
d(cos θ)u2[2k sin(θ/2)]
× (1− cos θ)1 + cos θ
2
, (11)
where k = ε/(~v) and D0(ε) is the density of states in
the ideal Weyl electron,
D0(ε) =
ε2
2pi2(~v)3
. (12)
For the Coulomb impurities, the relaxation time is de-
rived analytically and written as
τtr(ε) =
ε2
4pi~2v3ni
h(α), (13)
where
h(α) =
1
α2
[(
1 +
α
pi
)
tanh−1
(
1
1 + α/pi
)
− 1
]−1
. (14)
The conductivity at T = 0 is given by
σB(ε) = e
2 v
2
3
D0(ε)τtr(ε), (15)
and written as
σB(ε) =
1
24pi3
e2q0
~
(
ε
ε0
)4
h(α). (16)
Since the electron concentration n is proportional to ε3F
in the 3D linear band, the Boltzmann conductivity σB
is proportional to n4/3. Figure 1 shows the conductivity
Eq. (16) versus the Fermi energy εF for several values of
α.
The Boltzmann conductivity in 3D Weyl electron was
previously calculated under the conditon that the elec-
tron density is equal to the Coulomb impurity density,
i.e., all carriers are supplied from the ionic impurities.2
The result is reproduced by Eq. (16) with ε is replaced
with ~v(6pi2ni)
1/3.
C. Self-consistent Born approximation
We introduce the self-consistent Born approximation
(SCBA) for 3D Weyl electron system, following the for-
mulation for general isotropic impurity potential.22 We
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FIG. 1: Boltzmann conductivity [Eq. (16)] plotted as a func-
tion of the Fermi energy.
define the averaged Green’s function as
Gˆ(k, ε) =
〈
1
ε−H
〉
=
1
ε− ~vσ · k − Σˆ(k, ε) , (17)
where 〈· · · 〉 represents the average over the configuration
of the impurity position. Σˆ(k, ε) is the self-energy ma-
trix, which is approximated in SCBA as
Σˆ(k, ε) =
∫
dk′
(2pi)3
ni|u(k − k′)|2Gˆ(k′, ε). (18)
Eqs. (17) and (18) are a set of equations to be solved self-
consistently. From the symmetry of the present system,
the self-energy matrix can be expressed as
Σˆ(k, ε) = Σ1(k, ε) + Σ2(k, ε)(σ · n), (19)
where k = |k| and n = k/k. We define X(k, ε) and
Y (k, ε) as
X(k, ε) = ε− Σ1(k, ε), (20)
Y (k, ε) = ~vk +Σ2(k, ε). (21)
Substituting Eq. (17) for Eq. (18), the self-consistent
equation becomes,
X(k, ε) = ε−
∫ ∞
0
k′
2
dk′
(2pi)3
niV
2
0 (k, k
′)
X ′
X ′2 − Y ′2 , (22)
Y (k, ε) = ~vk +
∫ ∞
0
k′
2
dk′
(2pi)3
niV
2
1 (k, k
′)
Y ′
X ′2 − Y ′2 .
(23)
where X ′ = X(k′, ε), Y ′ = Y (k′, ε), and
V 2n (k, k
′) = 2pi
∫ 1
−1
d(cos θkk′)|u(k − k′)|2 cosn θkk′ .
(24)
The detail of the derivation of Eq. (22) and Eq. (23)
is given in the Appendix. From the obtained Green’s
function, the density of states per unit area is calculated
as
D(ε) = − 1
pi
Im
∫
dk
(2pi)3
Tr[Gˆ(k, ε+ i0)]. (25)
The current vertex part Jn satisfy the Bethe-Salpeter
equation


J0
J1
J2
J3

 =


1
0
0
0

+ ∫ ∞
0
k′
2
dk′
(2pi)3
ni
(X2 − Y 2)(X ′2 − Y ′2)
×


V 20 −(V 20 − V 22 )/2 0 0
0 −(V 20 − 3V 22 )/2 0 0
0 0 V 21 0
0 0 0 V 21


×


XX ′ Y Y ′ Y X ′ XY ′
Y Y ′ XX ′ XY ′ Y X ′
Y X ′ XY ′ XX ′ Y Y ′
XY ′ Y X ′ Y Y ′ XX ′




J ′0
J ′1
J ′2
J ′3

 ,
(26)
where X = X(k′, ε), X ′ = X(k′, ε′), J0 = J0(k, ε, ε
′),
J ′0 = J0(k
′, ε, ε′), etc. The conductivity is calculated
with the following formula
σ(ε) =
4~e2v2
3
∫ ∞
0
k2dk
(2pi)3
×Re
[
1
|X2 − Y 2|2
×
{
(3|X |2 − |Y |2)J+−0 + (3|Y |2 − |X |2)J+−1
+ (3Y X∗ −XY ∗)J+−2 + (3XY ∗ − Y X∗)J+−3
}
− 1
(X2 − Y 2)2
×
{
(3X2 − Y 2)J++0 + (3Y 2 −X2)J++1
+ 2XY J++2 + 2XY J
++
3
}]
, (27)
where X = X(k, ε + i0), Jss
′
0 = J0(k, ε + is0, ε + is
′0),
etc. The derivation of Eq. (26) and Eq. (27) is presented
in the Appendix.
III. APPROXIMATE ANALYTICAL SOLUTION
AT ZERO ENERGY
In this section, we derive approximate analytical ex-
pressions for the density of states and the conductivity
at the Weyl point (ε = 0). In the following, we solve the
self-consistent Eqs. (22) and (23) at ε = 0 using a certain
approximation to simplify the problem. We first assume
4Y (k, 0) is written as
Y (k, 0) = ~vk, (28)
i.e., we neglect the Σ2 term in Eq. (21). We can show that
Σ2 is also linear to k in the real solution, and thus it gives
Fermi velocity renormalization, while it does not change
the qualitative behavior of the density of states and the
conductivity. Then the equation (22) forX(k) = X(k, 0)
is written as
X(k) =
∫ ∞
0
k′
2
dk′
(2pi)3
niV
2
0 (k, k
′)
X(k′)
(X(k′))2 − (~vk′)2 ,
(29)
where
V 20 (k, k
′) =
(
4pie2
κ
)2
4pi
(k2 + k′2 + q2s )
2 − 4k2k′2 . (30)
First we consider the solution X(k) in k ≫ qs.
V 20 (k, k
′) can be approximately written by a delta func-
tion as
k′
2
V 20 (k, k
′) ≈
(
4pie2
κ
)2
pi2
qs
δ(k − k′), (31)
and Eq. (29) then becomes
X(k) = − ni
(2pi)3
(
4pie2
κ
)2
pi2
qs
X(k)
(X(k))2 − (~vk)2 . (32)
The physically plausible solution is
X(k) =
{
i
√
Γ20 − (~vk)2 (k < Γ0/(~v)),
0 (k > Γ0/(~v)),
(33)
where
Γ0 = ~vq0
√
2piα2
(qs/q0)
. (34)
Therefore, X(k) attenuates with the increase of k and
vanishes at k = Γ0/(~v).
For k = 0, we need a special treatment since the ap-
proximation Eq. (31) is not valid in k < qs. The self-
consistent equation at k = 0 is written as
X(0) = −
∫ ∞
0
k′
2
dk′
(2pi)3
ni
(
4pie2
κ
)2
4pi
(k′2 + q2s )
2
× X(k
′)
(X(k′))2 − (~vk′)2 . (35)
On the condition that Γ0 ≫ ~vqs, the term (k′2 + q2s )−2
is a rapidly changing function compared to X(k′), and
it vanishes except in the vicinity of k′ = 0. Then X(k′)
can be replaced by X(0) in the integral, and we obtain a
solution,
X(0) = iΓ, (36)
with
Γ = Γ0 − ~vqs. (37)
When compared to Eq. (33), we notice that X(0) has an
additional correction term −i~vqs, which is actually im-
portant in considering the limit of α→ 0. All the approx-
imation above is based on the assumption Γ0 ≫ ~vqs, and
this is actually satisfied in the situation considered in the
later sections.
Based on the above arguments, we introduce a crude
approximation by even simplifying X(k) to a step func-
tion as
X(k) =
{
iΓ (k < Γ/(~v))
0 (k > Γ/(~v))
, (38)
with Γ defined in Eq. (37). Substituting Eq. (28) and
(38) for Eq. (25), we find the density of states
D(ε = 0) =
Γ2
(~v)3
f
4pi
, (39)
f =
4− pi
pi2
≈ 0.087, (40)
and from Eq. (3), the screening constant is written as
qs =
Γ
~v
√
fα. (41)
By solving Eq. (37) and (41), we have
Γ = ε0
(
2pi√
f(1 +
√
fα)2
)1/3√
α. (42)
In α ≪ 1, Γ is nearly proportional to √α and the
density of states is proportional to Γ2, thus to α.
The Bethe-Salpeter equation Eq. (26) can be approxi-
mately solved at ε = 0 in a similar manner. We assume
the form of the solution as,

J+s0 (k)
J+s1 (k)
J+s2 (k)
J+s3 (k)

 ≈


J+s0 (k)
0
0
0

 , (43)
where s = ±. Then the equation is reduced to
J+s0 (k) = 1+
∫ ∞
0
k′
2
dk′
(2pi)3
ni
(X2 − Y 2)(X ′2 − Y ′2)
×
(
V 20 XX
′ − V
2
0 − V 22
2
Y Y ′
)
J+s0 (k
′).
(44)
In a similar manner to X(k), we find a solution,
J+s0 (k) =
{
J+s (k < Γ/(~v))
0 (k > Γ/(~v))
, (45)
5where
J+s =
[
1 + s
2piα2(3qΓ − qs)q30
3qs(qΓ + qs)3
]−1
, (46)
and qΓ = Γ/(~v). In α≪ 1, J+s can be expanded in the
lowest order of α as
J+− ≈ 3
4
√
f
1√
α
, J++ ≈ 1
2
, (47)
i.e., J+− diverges in α→ 0 while J++ remains constant.
In small α, therefore, we can neglect J++0 in Eq. (27)
leaving only J+−0 , and then the conductivity is calculated
as
σ(ε = 0) ≈4~e
2v2
3
∫ Γ/(~v)
0
k2dk
(2pi)3
3J+−
Γ2
=
J+−
6pi3
e2
~
Γ
~v
. (48)
Using Eq. (47), the conductivity in the limit of α → 0
becomes
σ(ε = 0) ≈ 1
8pi3
(
2pi
f2
)1/3
e2q0
~
≈ 0.038× e
2q0
~
. (49)
Here the magnitude of the conductivity is determined
solely by the impurity density ni = q
3
0 , and it scales in
proportion to n
1/3
i .
The conductivity formula Eq. (48) is almost equiv-
alent to the analytical expression for the Gaussian
impurities22, but the actual behavior of the conductiv-
ity is significantly different. In the Gaussian case, the
vertex part J+− is constant and the level broadening Γ
vanishes below the critical disorder strength. As a result,
the conductivity vanishes in the weak disorder regime.
In the Coulomb impurity case, on the other hand, J+−
diverges as 1/
√
α in the limit of α → 0, while the level
broadening vanishes as
√
α. Therefore, J+−Γ approaches
constant, giving a finite minimum conductivity in the
limit of α→ 0.
A finite conductivity at absolutely no scattering (α =
0) looks counterintuitive, but here we should note that
the result is based on the implicit assumption that the
transport is diffusive, i.e. the system size is much greater
than the mean free path. If we take a limit α → 0 in a
fixed-sized system, the mean free path exceeds the sys-
tem size at some point and then the diffusive transport
switches to the ballistic transport, to which the present
conductivity formula does not apply.
IV. NUMERICAL RESULTS
We solve the SCBA equations Eq. (22), Eq. (23), and
(26) by numerical iteration and calculate the density of
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FIG. 2: Density of states calculated by the SCBA, as a func-
tion of the Fermi energy at several values of α.
states and the conductivity. Figure 2 shows the density
of states as a function of the Fermi energy at several
values of α. The density of states is enhanced in all en-
ergy region linearly to α, and this is consistent with the
behavior in the analytical expression at ε = 0 in the pre-
vious section [Eqs. (39) and (42)]. Fig. 4(a) shows the
level broadening Γ = Im[X(k = 0, ε = 0)] as a func-
tion of α, where the solid line shows the numerical result
and the dashed line shows the approximate solution Eq.
(42). Fig. 4(b) is a similar plot for the density of states
D(ε = 0) as a function of α, where the solid line repre-
sent the numerical result and the dashed line represent
the approximate analytical expression Eq. (39). We see
that in the both plots the analytical expression well re-
produces the qualitative behavior of the numerical result,
i.e., Γ ∝ √α and D(0) ∝ α.
Figs. 3(a) and (b) shows the conductivity as a func-
tion of the Fermi energy for several values of α. In Fig.
3(a), we see that the SCBA result mostly agrees with the
Boltzmann theory away from ε = 0, where the conductiv-
ity is proportional to ε4 and increases with the decrease
of α as expected from Eq. (16). Fig. 3(b) shows the
detailed plot around the Weyl point. Now we see a con-
siderable disagreement between the two results, where
the Boltzmann conductivity vanishes at the Weyl point,
although the SCBA conductivity has a finite value. The
Boltzmann theory is valid when the Fermi energy is much
greater than the level broadening Γ, so that the energy
region where the Boltzmann theory fails becomes wider
with the increase of α. We actually see this behavior in
Figs. 3(a).
Fig. 4(c) shows the zero-energy conductivity σ(0) as a
function of α, where the solid line indicates the numer-
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FIG. 3: Conductivity as a function of the Fermi energy in
different plot ranges. In each panel, the solid lines represent
the SCBA and the dashed lines represent the Boltzmann the-
ory. The inset in (b) shows the detailed plot for the SCBA
conductivity around the Weyl point.
ical result and the dashed line the analytical expression
Eq. (49). The numerical curve is nearly constant depend-
ing on α only weakly. In the limit of α → 0, it actually
approaches a finite value, and the magnitude agrees qual-
itatively well with the analytic estimation of Eq. (49).
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FIG. 4: Density of states and the conductivity as a function
of α. The solid line represent the numerical result and the
dashed line represent the approximate analytical expression
(see text).
7V. DISCUSSION
A. Validity of SCBA at the Weyl point
Since the SCBA only partially takes the self-enegy
diagrams in the perturbational expansion, it is gener-
ally suppose to be valid when the scattering strength
is relatively weak. Fig. 5 (a) expresses SCBA self-
energy ΣSCBA, and (b) shows the leading correction term
Σcorr which was neglected in the SCBA. The SCBA is
qualitatively correct when Σcorr is much smaller than
ΣSCBA. In the conventional disordered metal, we have
Σcorr/ΣSCBA = O(1/kFl) with the Fermi wave vector kF
and the mean free path l.
It is nontrivial if the SCBA is valid at the Weyl point
where kF becomes zero.
23,33 In the presence of the dis-
order potential, kF does not actually vanish but it is
effectively replaced with ∼ Γ/(~v) due to the finite level
broadening Γ. Meanwhile the mean free path l is given
by vτ where v is the constant band velocity and τ = ~/Γ
is the scattering time. Then we end up with kF l = O(1),
which means the correction term is not actually negligi-
ble.
In a recent theoretical study23, the conductivity in the
single-node 3D Weyl electron is numerically calculated in
the presence of the Gaussian impurities using the Lan-
duer formulation. The behaviors of the Weyl-point self-
energy and conductivity are found to be consistent with
the corresponding SCBA calculation22, while there is a
quantitative discrepancy by a factor. Ref. 23 also esti-
mated the leading correction term Σcorr in the numerical
calculation and it was found to be smaller than ΣSCBA
but not negligibly small. This is actually responsible for
the quantitative descrepancy in the SCBA.
In the following, we consider the extended SCBA ap-
proximation including the leading correction term Σcorr
for the screened Coulomb impurity case, and show that
the additonal term does not change the qualitative behe-
vior of the total self-energy. The extended self-consistent
equation including the diagrams of Fig. 5 (a) and (b) is
written as
Σˆ(k, ε) =
∫
dk′
(2pi)3
ni|u(k − k′)|2Gˆ(k′, ε)
+
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
n2i |u(k − k′)|2|u(k′ − k′′)|2
× Gˆ(k′, ε)Gˆ(k′′, ε)Gˆ(k − k′ + k′′, ε). (50)
We consider the Weyl point ε = 0 and assume Σˆ = −iΓ
and qs ≪ Γ/(~v) as done in Sec. III. As the u(k) term is
relevant only when k <∼ qs, we can replace the Green’s
function Gˆ(k) with 1/(iΓ) under the present assumption
k <∼ qs ≪ Γ/(~v). Then k-integral simply gives I of Eq.
(58), and the self-consistent equation (50) is reduced to
Γ = Γ
[(
Γ0
Γ
)2
+
(
Γ0
Γ
)4]
, (51)
ΣSCBA = Σcorr =
(a) (b)
FIG. 5: The diagrammatic representations of (a) the self-
energy for the SCBA and (b) the leading correction term for
the SCBA.
where Γ0 is defined in Eq. (34). By solving this, we find
a non-trivial solution
Γ =
√
1 +
√
5
2
Γ0. (52)
The ratio of the second term to the first term in Eq. (51)
then gives
Σcorr
ΣSCBA
=
(
Γ0
Γ
)2
=
−1 +√5
2
≈ 0.618 · · · , (53)
i.e., Σcorr is smaller than ΣSCBA while not negligibly
small. In fact, Eq. (53) is close to the value numerical
estimated for the Gaussian impurity case in Ref. 23.
In the usual SCBA approach without Σcorr in the pre-
vious section, we only take the first term in the bracket of
Eq. (51) and obtain Γ = Γ0. Comparing to Eq. (52), we
see that the correction term attaches a numerical factor
in front of the SCBA self-energy. Therefore, we expect
that adding the correction terms does not change the
qualitative behavior of the total self-energy.
B. Critical behavior in a general impurity potential
under the screening effect
In our previous work, we studied the quantum trans-
port in 3D Weyl electron in presence of Gaussian impuri-
ties, i.e., impurity potential U(r) expressed by a Gaussian
U0 exp(−r2/r20).22 There it was found that the density
of states and the conductivity at the Weyl point com-
pletely vanish below a certain critical disorder strength,
and abruptly rise above it.22 On the other hand, we also
showed that such a critical behavior is never observed in
the bare (i.e., unscreened) Coulomb potential, and the
absence of the critical point is attributed to the diver-
gence of u(q) in the limit of q → 0.22
Unlike the bare Coulomb potential, the screened
Coulomb potential studied in this paper does not diverge
in q → 0 due to the finite screening length, and then we
naively expect the critical behavior takes place in a sim-
ilar way to Gaussian impurities. Contrary to such an
expectation, the detailed calculation in the above section
showed no critical behaviors in the screened Coulomb im-
purity. To resolve this apparent discrepancy, we argue in
8the following about the criteria for the critical behavior
in general impurity potential with the screening effect.
We consider the isotropic impurity potential U(r) (and
its Fourier tranform u(k)), and assume an approximate
solution for the self-consistent equation,
X(k, 0) = iΓ, (54)
Y (k, 0) = ~vk. (55)
Then Eq. (29) at k = 0 is written as
Γ =
ni
2pi2
∫ ∞
0
k′
2
dk′u(k′)2
Γ
Γ2 + (~vk′)2
. (56)
Obviously, Eq. (56) has a trivial solution Γ = 0, and
another solution is obtained from
1 =
ni
2pi2
∫ ∞
0
k′
2
dk′u(k′)2
1
Γ2 + (~vk′)2
. (57)
When the right-hand side of Eq. (57) is viewed as a func-
tion of Γ, it takes the maximum value at Γ = 0, which is
written as,
I =
ni
2pi2~2v2
∫ ∞
0
dk′u(k′)2. (58)
When I is smaller than 1, Eq. (57) cannot be satis-
fied by any Γ, and then Γ = 0 is the only solution
of Eq. (56). In the case of the Gaussian potential
u(k) = u0 exp(−k2/k20), for example, the integral I be-
comes a finite value proportional to niu
2
0, and Γ (and thus
the density of states) vanishes when niu
2
0 is lower than a
certain critical value.22
For the screened Coulomb potential, i.e., u(k) =
(4pie2/κ)/(k′
2
+ q2s ), we have
I = 2piα2
(
q0
qs
)3
, (59)
and the condition for having only a trivial solution Γ = 0
is
1 ≥ 2piα2
(
q0
qs
)3
. (60)
If we treat qs as a constant, Eq. (60) is satisfied when α
is sufficiently small. However, α and qs are not actually
independent in the self-consistent calculation, as we ar-
gued in Sec. III. Using the self-consistent solution Eqs.
(41) and (42), Eq. (60) is rewritten as
1 ≥
(
1 +
1√
fα
)2
, (61)
which cannot be true. In a screened Coulomb scatterers,
therefore, we always have a nonzero solution for Γ and
there is no critical disorder scattering strength.
On the other hand, we can show that the critical disor-
der strength does exist in Gaussian scatterers even when
including the screening effect, which was neglected in the
previous work.22 The screened Gaussian potential is writ-
ten as22
u(k) =
u0 exp(−k2/k20)
1 + q2s /k
2
, (62)
giving
I =
niu
2
0
2pi2~2v2
∫ ∞
0
dk′
(
exp(−k′2/k20)
1 + q2s /k
′2
)2
. (63)
The inverse screening length qs is to be self-consistently
determined by Eq. (3). Unlike the Coulomb impurity
[Eq. (59)], the intergral I never diverges in any value
of qs and it has an upper bound Imax at qs = 0. In a
sufficiently small niu
2
0 such that Imax < 1, therefore, we
have only a trivial solution Γ = 0 regardless of qs, while
this is a sufficient but not necessary condition.
Following the above discussion, we see that whether a
critical disorder strength exists depends on the specific
form of the impurity potential, even when the screening
effect is included. We can examine the existence of the
critical disorder strength for any type of impurity scat-
terers in a similar way, by estimating the maximum value
of the intergral I in Eq. (58) as a function of qs.
VI. CONCLUSION
We have studied the electronic transport in three-
dimensional Weyl electron system with the charged
Coulomb impurities using the self-consistent Born ap-
proximation. The scattering strength is characterized
by the effective fine structure constant α which is deter-
mined by the Fermi velocity and the dielectric constant.
The density of states is enhanced in all energy region
and at a fixed energy, it increases linearly with the in-
crease of α. On the other hand the conductivity at the
Weyl point is almost independent of α, and even survive
in the limit of α → 0. The magneitude of the Weyl-
point conductivity only depends on the impurity density
ni, and scales in proportion to n
1/3
i . In the energy re-
gion away from the Weyl point, the SCBA conductivity
agrees well with the Boltzmann conductivity. The behav-
ior in Coulomb impurities is significantly different from
the Gaussian impurities, where the Weyl point conduc-
tivity almost completely vanishes below a finite critical
disorder strength. We showed that the existence of the
critical disorder strength can be tested by an analytic
criteria for the impurity potential U(r).
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Appendix: Self-consistent Born approximation
Here we present the derivation of the self-consistent
equations and the formula for the conductivity. Using
9the definition of X(k, ε) and Y (k, ε), Eqs. (17) and (18)
are written as
Gˆ(k, ε) =
1
X(k, ε)− Y (k, ε)(σ · n) , (A.1)
and
Σˆ(k, ε) =
∫
dk′
(2pi)3
ni|u(k − k′)|2X
′ + Y ′(σ · n′)
X ′2 − Y ′2 (A.2)
where X ′ = X(k′, ε), Y ′ = Y (k′, ε), and n′ = k′/k′.
Now, we divide n′ as
n′ = n′‖ + n
′
⊥. (A.3)
where n′‖ = (n · n′)n is the component of parallel to
n, and n′⊥ is the perpendicular part. Then Eq. (A.2)
becomes
Σˆ(k, ε) =
∫
dk′
(2pi)3
ni|u(k − k′)|2 X
′
X ′2 − Y ′2
+
∫
dk′
(2pi)3
ni|u(k − k′)|2 Y
′
X ′2 − Y ′2 (σ · n
′
‖)
+
∫
dk′
(2pi)3
ni|u(k − k′)|2 Y
′
X ′2 − Y ′2 (σ · n
′
⊥).
(A.4)
The third term vanishes after the integration over the k′
direction, giving
Σˆ(k, ε) =
∫ ∞
0
k′
2
dk′
(2pi)3
niV
2
0 (k, k
′)
X ′
X ′2 − Y ′2
+(σ · n)
∫ ∞
0
k′
2
dk′
(2pi)3
niV
2
1 (k, k
′)
Y ′
X ′2 − Y ′2 .
(A.5)
The above equation immediately gives the self-consistent
equation Eq. (22) and (23).
The Kubo formula for the conductivity is given by
σ(ε) = −~e
2v2
4pi
∑
s,s′=±1
ss′
∫
dk′
(2pi)3
Tr
[
σxGˆ(k
′, ε+ is0)
× Jˆx(k′, ε+ is0, ε+ is′0)Gˆ(k′, ε+ is′0)
]
, (A.6)
where Jˆx is current vertex-part satisfying the Bethe-
Salpeter equation
Jˆx(k, ε, ε
′) = σx+
∫
dk′
(2pi)3
ni|u(k − k′)|2Gˆ(k′, ε)
× Jˆx(k′, ε, ε′)Gˆ(k′, ε′). (A.7)
The vertex part Jˆ is written as
Jˆx(k, ε, ε
′) = σxJ0(k, ε, ε
′) + (σ · n)σx(σ · n)J1(k, ε, ε′)
+(σ · n)σxJ2(k, ε, ε′) + σx(σ · n)J3(k, ε, ε′).
(A.8)
To calculate Eq. (A.7), we consider an integral
I(k) =
∫
dk′
(2pi)3
|u(k − k′)|2F (k′)(σ · n′)σx(σ · n′),
(A.9)
where F (k) is an arbitrary function. After some algebra,
we obtain
I(k) =σx
∫
k′
2
dk′
(2pi)3
F (k′)
(
−1
2
V 20 (k, k
′) +
1
2
V 22 (k, k
′)
)
+ (σ · n)σx(σ · n)
∫
k′
2
dk′
(2pi)3
F (k′)
×
(
−1
2
V 20 (k, k
′) +
3
2
V 22 (k, k
′)
)
.
(A.10)
In a similar way as for the self-energy, we have
∫
dk′
(2pi)3
|u(k − k′)|2F (k′)(σ · n′)σx
= (σ · n)σx
∫
k′
2
dk′
(2pi)3
F (k′)V 21 (k, k
′),∫
dk′
(2pi)3
|u(k − k′)|2F (k′)σx(σ · n′)
= σx(σ · n)
∫
k′
2
dk′
(2pi)3
F (k′)V 21 (k, k
′). (A.11)
Using the above equations, we obtain the Bethe-Salpeter
equation Eq. (26) and Eq. (27).
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