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The electromagnetic response of topological insulators is governed by axion electrodynamics, which features
a topological magnetoelectric term in the Maxwell equations. As a consequence magnetic fields become the
source of electric fields and vice-versa, a phenomenon that is general for any material exhibiting a linear magne-
toelectric effect. Axion electrodynamics has been associated with the possibility to create magnetic monopoles,
in particular by a electrical charge that is screened above the surface of a magnetoelectric material. Here we
present the exact solution for the electromagnetic fields in this geometry and show that while vortex-like mag-
netic screening fields are generated by the electrical charge their divergence is identically zero at every point in
space which implies a strict absence of magnetic monopoles. Although magnetic image charges can be made
explicit in the problem, no bound state with electric charges yielding a dyon arises. A dyon-like angular momen-
tum follows from our analysis, but is quantized in a universal way, because of its dependence on the dielectric
constant. This is consistent with a general argument that precludes magnetic monopoles to be generated in
Maxwell magnetoelectrics.
A remarkable feature of three-dimensional topological in-
sulators (TIs) is their so-called magnetoelectric (ME) effect, a
collection of phenomena where magnetic fields become the
source of electric fields and vice-versa [1]. This topolog-
ical electromagnetic response is governed by so-called ax-
ion electrodynamics, which features a magnetoelectric term
La = αθ/(4pi2)E · B in the Lagrangian density La, with elec-
tric and magnetic fields E and B respectively, θ a 2pi-periodic
parameter and α the fine-structure constant. In a topological
insulator θ is a parameter that follows from the band struc-
ture topology, being given by a Berry non-Abelian flux in
the Brillouin zone [1, 2]. By symmetry the magnetoelectric
coupling term is actually present in any material that exhibits
a linear magnetoelectric effect – induction of magnetization
by an electric field or of electric polarization by a magnetic
field. However, in ordinary magnetoelectric materials such
as Cr2O3, BiFeO3, and GdAlO3 the magnetoelectric coupling
constants are quite small [3]. The topological ME effect has
been recently measured using Faraday and Kerr rotation [4, 5],
which were shown to be quantized according to the prediction
of axion electrodynamics of TIs.
A number of further interesting consequences of the axion
term have been predicted, for instance that a cylindrical TI be-
comes electrically polarized under an applied magnetic field
parallel to the cylinder symmetry axis [6]. An interesting pos-
sible experimental setup exploring this effect is a flux tube
piercing the interior of a TI, perpendicular to its surfaces [7].
If the surfaces are coated with thin film ferromagnets with op-
posite magnetizations, the surface states become gapped and a
topological electromagnetic response ensuing the axion term
in the Lagrangian occurs. In this scenario the cylinder be-
comes an Aharonov-Bohm flux tube and an electrical polar-
ization is induced leading to fractional charges ±e/2 on the
top and bottom surfaces, respectively [7]. In the case of a
magnetic vortex that enters from a superconductor (SC) into
a time-reversal invariant TI, it was shown that the vortex in-
duces a charge of e/4 [8, 9] at the SC-TI interface. In this sit-
uation also the vortex angular momentum, which determines
the vortex statistics, is fractional [9]. The emergence of frac-
tional charges is reminiscent of the Witten effect [10], which
predicts that the axion term causes electric charge fraction-
alization in the presence of magnetic monopoles. When real
magnetic monopoles were to be present in an axion magne-
toelectric, fractional electric charges would occur not only at
surfaces but also in the bulk of a magnetoelectric, since in this
case the Maxwell equations are modified despite the axion La-
grangian La being a total derivative [11].
In this context it is highly interesting that the presence of a
magnetoelectric term in the Maxwell Lagrangian has been as-
sociated with the possibility to create magnetic monopoles. In
particular the situation has been considered in which a mag-
netic monopole emerges from the screening of an electrical
charge that is situated outside a magnetoelectric material, at
a certain distance d from its the surface [12, 13]. This would
be quite remarkable as it would imply that the condition that
the magnetic field be divergence-free is lifted by the axion
term in one way or another. Here we consider precisely this
very well defined geometry and determine the unique solution
for the electric and magnetic fields by direct evaluation, with-
out resorting to any image charge construction. Our approach
is equivalent to the one of Ref. [14] where a Green func-
tion formalism has been used. The resulting divergence of the
magnetic field is found to be identically zero at every point
in space – magnetic monopoles are thus absent. Instead, the
electrical charge generates a magnetic vortex structure near
the magnetoelectric surface which in turn generates magnetic
screening fields in all of space. In the limit that the electrical
charge is placed at the TI surface (d → 0) it almost behaves
like a magnetic monopole, but actually corresponds to a point
vortex, or Pearl vortex [15], still satisfying the local constraint
∇ · B = 0. Using the method of magnetic image charges cer-
tainly does not change this fact. Although the solution can be
cast in terms of image electric and magnetic charges, the latter
are not related by a Dirac duality quantization characteristic of
magnetic monopoles. Hence, although we can talk of induced
image magnetic charges, the latter cannot be interpreted as in-
duced magnetic monopoles. Nevertheless we will show that
despite this difficulty a dyon-like behavior occurs. Dyons are
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2dipoles constituted of an electric and a magnetic charge and
are well known to have an angular momentum [16] with the
following properties: (i) its value is independent of the sep-
aration between the electric and magnetic charges, (II) it is
nonzero even if the dyon is at rest, and (iii) it is quantized of
the Dirac duality relation eg/c = n~/2, n ∈ Z. For the prob-
lem of a point charge a distance d apart from the TI surface,
the resulting angular momentum fulfills properties (i) and (ii),
but property (iii) fails to hold, mainly because the angular mo-
mentum depends explicitly on the dielectric constant  of the
TI. Were we insist that the angular momentum is quantized, it
would imply that the (static) dielectric constant must be nega-
tive, violating the inequality  > 1. The reason for this failure
underpins the view that image magnetic charges in this system
cannot be interpreted as induced magnetic monopoles. More
importantly, the dependence on  prevents the interpretation
of this dyon-like object as an anyon, a quasi-particle having
fractional statistics. Quantum statistics is a universal property
and cannot depend on the details of the material.
Axion Maxwell equations for a semi-infinite magnetoelec-
tric — Given the textbook nature of the problem on one the
hand and the importance of its exact solution on the other,
we present the steps to obtain a direct solution for the elec-
tric and magnetic fields in a semi-infinite three-dimensional
Maxwellian magnetoelectric in some detail. The effective La-
grangian density is given by [1],
L = 1
8pi
(
E2 − 1
µ
B2
)
− La, (1)
where La is given above and Gaussian units are being used.
Similarly to Ref. [12], we assume that the (toplogical) magne-
toelectric medium occupies the region z ≤ 0, with the surface
at z = 0 separating it from a trivial insulator, which we as-
sume to be the vacuum, see Fig. 1. Thus, we have a dielectric
constant  = 1 and θ = 0 for z > 0. We further assume for
simplicity that the magnetic properties are such that µ = 1 for
all z. The easiest way to obtain the field equations is to write
the standard Maxwell equations in the presence of matter and
recall that,
D = 4pi
∂L
∂E
, H = −4pi∂L
∂B
. (2)
We obtain in this way the general field equations in the form,
∇ ·
(
E − αθ
pi
B
)
= 4piρ, (3)
∇ ×
(
B +
αθ
pi
E
)
=
4pi
c
j +
1
c
∂t
(
E − αθ
pi
B
)
, (4)
while the source-free Maxwell equations remain unchanged,
∇ × E = −1
c
∂tB, ∇ · B = 0, (5)
since the latter are actually constraints following from the
Bianchi identity for the electromagnetic field strength. Die
to the second Eq. (2) above, H = B + (αθ/pi)E, we see that
one way of solving the problem shown in Fig. 1 is to use a
FIG. 1. Point charge q at a distance d above the surface of a (topo-
logical) magnetoelectric with θ , 0 and dielectric constant  > 1
occupying the region z < 0. The region z > 0 is (topologically triv-
ial) vacuum. The electric field lines are shown.
magnetic image charge [12], since the problem becomes anal-
ogous to the one of a semi-infinite system with a magnetic per-
meability µ , 1 [17]. Indeed, here the role of magnetization is
played by −αθE/(4pi2), so we can use the constraint ∇ ·B = 0
to define a magnetic charge density, ρM = ∇ · [αθE/(4pi2)],
leading to the equations ∇ ·H = 4piρM and ∇ ×H = 0, which
is formally identical to a problem in electrostatics [17, 18].
We will not follow this approach here and proceed to solve
the equations using a vector potential, as this will help us to
clarify the similarities and differences from these image mag-
netic charges and actual magnetic monopoles.
After setting E = −∇φ and B = ∇ × A, we obtain the
differential equations for the scalar and vector potentials,
−∇2φ − α
pi
∇θ · (∇ × A) = 4piρ (z > 0), (6)
−∇2φ − α
pi
∇θ · (∇ × A) = 4piρ (z < 0), (7)
−∇2A − α
pi
∇θ × ∇φ = 0, (8)
where we have assumed the Coulomb gauge ∇ · A = 0. Since
∇θ = −θδ(z)zˆ for the system under consideration, we have to
actually solve the equations,
− ∇ · (∇φ) = 4piρ, ∇2A = 0, (9)
subjected to boundary conditions reflecting the discontinuities
in the normal derivatives of the potentials at z = 0, implied
also by the change of θ at the interface. Translational invari-
ance in the xy-plane implies,
− d
2Aˆ
dz2
+ p2Aˆ(p, z) = 0, (10)
where Aˆ(p, z) is the Fourier transform of the vector poten-
tial in the plane. The above equation is to be solved with the
3boundary conditions,
Aˆ(p,+η) = Aˆ(p,−η), (11)
dAˆ
dz
∣∣∣∣∣∣
z=−η
− dAˆ
dz
∣∣∣∣∣∣
z=+η
=
αθ
pi
(zˆ × Eˆ(p, z = 0)), (12)
where η → 0+. One finds after a straightforward calculation
that
A(r, z) =
αθ
4pi2
∫
d2r′
zˆ × E(r′, z′ = 0)√
(r − r′)2 + z2
, (13)
which yields
B(r, z) = ∇ × A = αθ
4pi2
{
z
∫
d2r′
E(r′, z′ = 0)
[(r − r′)2 + z2]3/2
− zˆ
∫
d2r′
(r − r′) + zzˆ
[(r − r′)2 + z2]3/2 · E(r
′, z′ = 0)
}
.(14)
At this point it is important to observe that the magnetic field is
divergence-free everywhere in space as the above expression
obviously satisfies ∇ · B = 0 everywhere, irrespective of the
form of the electric field.
Solution for an electric point charge above a magnetoelec-
tric — We now consider for the charge density a point charge
q at z = d > 0 as indicated in Fig.1. Since the Poisson equa-
tion is translation invariant in the xy-plane, one can perform
a two-dimensional Fourier transform to obtain the differential
equations for the Fourier-transformed potential, φˆ(p, z),
−d
2φˆ
dz2
+ p2φˆ(p, z) = 4piqδ(z − d) (z > 0), (15)
− d
2φˆ
dz2
+ p2φˆ(p, z) = 0 (z < 0), (16)
This problem has four boundary conditions that are used to
match the solutions in three regions. We obtain,
φ(r, z > 0) = q
(1 −  − κ1 +  + κ
)
1√
r2 + (z + d)2
+
1√
r2 + (z − d)2
 , (17)
φ(r, z < 0) =
2q
1 +  + κ
1√
r2 + (z − d)2
, (18)
where κ = (1/2)(αθ/pi)2.
Note that for θ = 0 the above equations reduce to the ex-
pected result of standard electrostatics. The smallness of κ for
θ = pi (recall that α ≈ 1/137) implies that there is essentially
no appreciable quantitative change with respect to the usual
result for this problem. The important result is actually the
induced magnetic field.
Calculation of the magnetic field — The most straightfor-
ward way to calculate the magnetic field is by inserting the
expression for the electric field directly in Eq. (13) and per-
forming the resulting integral. The calculation is considerably
easier using a Fourier transform on the TI surface, in which
case we obtain from Eq. (13),
Aˆ(p, z) = −NΦe−p(|z|+d) zˆ × ip
p2
, (19)
FIG. 2. (Color online) Schematic depiction of a Pearl vortex [15]
as the small thickness limit of an Abrikosov-Nielsen-Olesen vortex
[20, 21] inside a superconducting slab of thickness D. As D→ 0, the
vortex line approaches a point vortex in a very thin superconducting
thin film.
where p = |p|, N ∈ Z, and we have defined Φ =
α2(θ/pi)Φ0/(1 +  + κ), with Φ0 = hc/e being the elemen-
tary flux quantum. In writing Eq. (19) we have assumed that
the point charge is quantized in the form q = Ne. Thus, by
performing the inverse Fourier transform [19], we obtain,
A(r, z) =
NΦ
2pi
zˆ × r
r2
1 − (|z| + d)√
r2 + (|z| + d)2
 , (20)
whose curl yields,
B(r, z) =
NΦ
2pi
∑
s=±
sH(sz)
r + (z + sd)zˆ
[r2 + (z + sd)2]3/2
, (21)
where H is the Heaviside step function. It immediately fol-
lows that,
∇ · B = NΦ
2pi
δ2(r)[H(z)δ(z + d) − H(−z)δ(z − d)] = 0, (22)
since H(−d) = 0. Although the total magnetic flux through
any closed surface containing a sphere of radius d centered
at the origin vanishes, we note that the flux through the TI
surface yields precisely Φ for all z.
For d → 0 we obtain from Eq. (20) that
A(r, z) =
NΦ
2pi
zˆ × r
r2
(
1 − |z|√
r2 + z2
)
. (23)
We see that if |z| were replaced by z in Eq. (23), it would
precisely yield the vector potential of a straight vortex line
(or Dirac string) over the negative z-axis ending at a magnetic
monopole at z = 0. This fact is crucial and it is what makes
Eq. (23) corresponds to the magnetic field of a Pearl vortex
B(r, z) =
NΦ
2pi
sgn(z)
r + zzˆ
(r2 + z2)3/2
, (24)
where for a superconductor Φ = nΦ0/2. By removing the
sgn(z) factor in Eq. (24) we obtain precisely the magnetic field
of a Dirac magnetic monopole: in other words the magnetic
field (24) behaves as a monopole for z > 0 and as an anti-
monopole for z < 0, yielding in this way ∇ · B = 0, see Fig.2.
40.2
0.4
0.6
0.8
1.0
FIG. 3. Stream density plot of the magnetic field for an electric
charge q at a d , 0 above the surface of a (topological) magneto-
electric.
The stream density plot associated to the magnetic field
components above is shown in Fig. 3 for the reduced coor-
dinates z/d and r/d. We note the presence of an extended
solitonic object near z = 0, indicating that the point vortex
becomes for d , 0 a kind of pancake vortex.
The magnetic field (21) can ibe interpreted as correspond-
ing to image magnetic charges of strength g± = ±NΦ/(2pi)
located at z± = ∓d, respectively. Thus., the magnetic charge
g+ at z = −d mirrors the magnetic field at z > 0, while the
magnetic charge g− at z = d mirrors the magnetic field at
z < 0. However, we have seen in Eq. (22) that ∇ · B vanishes
everywhere.
General argument for absence of magnetic monopoles —
It is well known that due to the ∇ · B = 0 constraint, a
string singularity has to be attached to a Dirac monopole.
Monopoles without strings are only possible if topologically
nontrivial gauge transformations are allowed [22], in which
case two nonsingular vector potentials can be used, A±(r, z) =
±gr−2(zˆ × r)(1 ∓ z/√r2 + z2), defined in the regions of a
sphere around a point monopole g excluding the south and
north poles, respectively. These gauge potentials differ by
a singular gauge transformation, since A+ − A− = 2g∇ϕ,
ϕ ∈ [0, 2pi]. Indeed, ∇ × ∇ϕ = 2piδ2(r)zˆ. As a consequence,
∇ · B = 4pigδ2(r)δ(z). The corresponding topologically non-
trivial gauge transformation is therefore G = exp[2iegϕ/(~c)],
which leads to the Dirac condition, eg/(~c) = n/2, n ∈ Z.
Such a scenario is not realizable within the axion electrody-
namics discussed here, where gauge transformations are topo-
logically trivial. In this case magnetic monopoles would re-
quire non-vanishing currents at large distances, contradicting
one of the basic tenets of electromagnetism.
Angular momentum — The electromagnetic momentum
density (E × B)/(4pic) is nonzero for all z > 0, vanishing oth-
erwise. Thus, the angular momentum carried by the electro-
magnetic field is,
Lz = −N
2eΦd
2pic
∫ ∞
0
dz
∫ ∞
0
dr r3
[r2 + (z − d)2]3/2[r2 + (z + d)2]3/2 .
(25)
The components Lx and Ly vanish due rotational invariance in
the plane. Performing the integral above yields,
Lz = −N2 Φ
Φ0
~
2
. (26)
As with angular momentum of dyons [16], the above angular
momentum is independent of the distance of the point charge
to the TI surface. However, in contrast to the dyon, the above
angular momentum is neither an integer nor a half-integer
multiple of ~. In order for this to happen, Φ = nΦ0, n ∈ Z,
would have to be satisfied. But this would then imply a neg-
ative dielectric constant (recall that Φ depends on ). Note,
however, that Lz features a quantization ∼ N2 characteristic of
angular momentum of Chern-Simons vortices [23]. It might
be tempting to associate this result to a dyon exhibiting anyon
behavior, as predicted in Ref. [12]. However, the dependence
of Lz on the dielectric constant implies a non-universal behav-
ior in the process of exchanging two particles, something not
expected to occur in quantum statistics. This provides a fur-
ther argument against the physical interpretation of the mag-
netic image charge as a magnetic monopole.
Conclusion — We have obtained the induced magnetic field
due to a charged particle above the surface of a topological
insulator or any magnetoelectric material in general. The ex-
act magnetic field was obtained directly without using image
magnetic charges. The solution allows nevertheless for a clear
identification of the reflection and transmission image mag-
netic charges. However, the latter cannot be interpreted as in-
duced magnetic monopoles, since the vector potential does not
allow for topologically nontrivial gauge transformations and
there is no flux tube connecting the magnetic image charges.
In the limit case where the charge lies exactly at the surface,
the field of a point vortex, a.k.a. Pearl vortex [15] is obtained.
Such a point vortex resembles a monopole, but it is quite dif-
ferent from it, as it does not allow for topologically nontrivial
gauge transformations necessary to make ∇ ·B , 0. More de-
tails and a pedagogical solution for a spherical TI is included
in the SI (see also Refs. [24–30] therein).
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6Supplemental Information
I. EXPLICIT EXPRESSIONS FOR ELECTRIC FIELDS
AND CALCULATION OF THE VECTOR POTENTIAL
The equations for the electric potential Eqs. (15,16) have to
obey the four boundary conditions
1. φˆ(p, z = −η) = φˆ(p, z = +η)
2. dφˆdz
∣∣∣∣
z=+η
−  dφˆdz
∣∣∣∣
z=−η = κ|p|φˆ(p, z = 0)
3. φˆ(p, z = d − η) = φˆ(p, z = d + η)
4. dφˆdz
∣∣∣∣
z=d−η −
dφˆ
dz
∣∣∣∣
z=d+η
= 4piq
where κ = (1/2)(αθ/pi)2. The boundary condition 2 above
follows directly by inserting Eq. (14) into the Poisson equa-
tions, Eqs. (6) and (7) and performing a Fourier transform in
the plane. These boundary conditions are used to determine
the unknown coefficients by matching the solutions in three
regions,
φˆ(p, z) = Ae|p|z (z < 0), (27)
φˆ(p, z) = Be|p|z + Ce−|p|z (0 < z < d), (28)
φˆ(p, z) = De−|p|z (z > d). (29)
After determining A, B, C, and D, we obtain,
φˆ(p, z > 0) =
2piq
p
[(
1 −  − κ
1 +  + κ
)
e−p(z+d) + e−p|z−d|
]
, (30)
φˆ(p, z < 0) =
4piq
1 +  + κ
e−p|z−d|
p
. (31)
Since,
2pi
∫
d2 p
(2pi)2
eip·r−p|z−z0 |
p
=
1√
r2 + (z − z0)2
, (32)
where z0 ∈ R, we easily obtain the electric potential of Eqs.
(17) and (18), yielding in turn the electric fields for z < 0 and
z > 0,
E(r, z > 0) = q
[(
1 −  − κ
1 +  + κ
)
r + (z + d)zˆ
[r2 + (z + d)2]3/2
+
r + (z − d)zˆ
[r2 + (z − d)2]3/2
]
, (33)
E(r, z < 0) =
2q
1 +  + κ
r + (z − d)zˆ
[r2 + (z − d)2]3/2 . (34)
Unremarkably, the above expressions reduce to the standard
textbook ones when θ = 0. Note that only E(r, z = 0) is
needed to determine the magnetic field via Eq. (14). In view
of the axion term, the electric field is discontinuous at z = 0, as
evidenced by the boundary conditions above. Thus, we have,
E(r, z = +η) =
2q
[1 +  + κ](r2 + d2)3/2
× (35)
{r − d [ − κ] zˆ} , (36)
E(r, z = −η) = 2q
1 +  + κ
r − dzˆ
(r2 + d2)3/2
. (37)
Therefore,
zˆ × E(r, z = 0) = 2q
1 +  + κ
zˆ × r
(r2 + d2)3/2
. (38)
Using the results above, it is easy to derive from Eq. (13),
Aˆ(p, z) =
αθ
2pi
e−p|z|
p
zˆ × Eˆ(p, z = 0)
= −NΦe−p(|z|+d) zˆ × ip
p2
, (39)
where we have assumed q = Ne, N ∈ Z and Φ is as defined in
the main text. Thus, we obtain the Fourier representation for
the vector potential,
A(r, z) = −NΦ(zˆ × ∇a(r, z)), (40)
where,
a(r, z) =
∫
d2 p
(2pi)2
e−p(|z|+d)+ip·r
p2
. (41)
Performing the angular integration in the above equation
yields,
a(r, z) =
1
2pi
∫ ∞
0
dp
p
e−p(|z|+d)J0(pr), (42)
where J0(x) is a Bessel function. Thus,
∇a = − r
2pir
∫ ∞
0
dpJ1(pr)e−p(|z|+d)
= − r
2pir2
1 − (|z| + d)√
r2 + (|z| + d)2
 . (43)
II. ALTERNATIVE CALCULATION OF THE VECTOR
POTENTIAL
The vector potential of Eq. (13) is proportional to a two-
dimensional Levi-Civita tensor ik contracted with the (vector)
integral,
Ik =
∫
d2r′
x′k√
(r − r′)2 + z2(r′2 + d2)3/2
. (44)
The above integral is more easily evaluated using the method
of Feynman parameters [24], in which case it can be rewritten
as,
Ik = 2xk
∫ 1
0
dλ
√
λ(1 − λ)
λ(1 − λ)r2 + λz2 + (1 − λ)d2 . (45)
7By explicit evaluating the above integral and taking into ac-
count the proportionality factors yields Eq. (23) in the case
d = 0 and,
A(r, z) =
NΦ
2pi
zˆ × r
r2
{
1
− 1
2
√
2d∆2
[
(ζ2− + ∆
2)ξ− − (ζ2− − ∆2)ξ+
]}
, (46)
where ∆2 =
√
d4 + 2d2(r2 − z2) + (r2 + z2)2, ζ2 = d2 + r2 + z2,
ζ2− = ζ2 − 2d2, ξ+ =
√
ζ2 + ∆2 and ξ− =
√
ζ2 − ∆2. Although
it is not obvious at first glance, Eq. (46) is actually the same
as Eq. (13). The main advantage of the more cumbersome
formula above is that it yields a more precise z → 0 limit for
the corresponding components of the magnetic field,
Br(r, z) = −NΦ2pi
r
∆6
[(∆2 + 2ζ2)ξ− + (∆2 − 2ζ2)ξ+], (47)
and
Bz(r, z) = − NΦ
4
√
2pi∆6z
{
2zζ2[(ζ2− − ∆2)ξ+ − (ζ2− + ∆2)ξ−]
+ d∆2(ζ2 + 2z2)(ξ+ + ξ−) + d∆4(ξ− − ξ+)
}
, (48)
which allows us to conclude that in Eq. (21) the Heaviside
function must be defined such that H(±0) = ±1/2. Of course,
the above equations are actually the same as Eq. (21) and also
yield the result shown in Fig. 3.
Further insight can be obtained by taking the limit z→ 0,
A(r, z = 0) =
NΦ
2pi
zˆ × r
r2
(
1 − d√
r2 + d2
)
. (49)
If we consider A(r, z) as a function of the parameter d, we
can write in view of Eq. (23), A(r, z = d; d = 0) = A(r, z =
0; d), which corresponds to the vector potential of a (point)
vortex for a three-dimensional space defined as a set of points
(x, y, 0, d).
In addition, we have,
B(r, z = 0) =
NΦ
2pi
r + dzˆ
(r2 + d2)3/2
, (50)
a result that is obviously consistent with (49) and with
H(±0) = ±1/2. Thus, the field induced at z = 0 by a point
charge located at z = d is identical to the field of a mag-
netic monopole of charge g = NΦ/(2pi) evaluated at z = d.
This interesting equivalence obviously does not affect the
divergence-free nature of the magnetic field.
III. SOLUTION FOR A POINT CHARGE IN THE
PRESENCE OF A TOPOLOGICAL DIELECTRIC SPHERE
We revisit here the solution of the problem for a point
charge q in the presence of a topological (i.e., θ , 0) dielectric
sphere, which was discussed in the supplemental material of
Ref. [12]. Unlike the problem for a point charge in the pres-
ence of a conducting sphere, the one for a dielectric sphere is
rarely discussed in textbooks, one exception being the classic
textbook by Stratton [25]. However, Stratton does not obtain
the image electric charges, which in this case is not only given
by point charges. In fact, the reflected image charges are given
by the usual image point charge at the so called Kelvin point
dK = a2/d, plus a line charge density extending from the cen-
ter of the sphere to dK [26–28]. Here a is the radius of the
sphere and d > a is the position of the point charge q along
the z-axis. The transmitted image charge is given by a point
charge at R0 = (0, 0, d) plus a line charge density extending
from R0 to infinity along the z-axis. This solution in terms
of image charges has been first obtained by Neumann [18]
more than one hundred years ago and rediscovered more re-
cently by Lindell [26, 29, 30]. The corresponding solution for
TI sphere can also be obtained. Since the discussion of this
solution in Ref. [12] is mostly based on a much less clear
discussion of the problem by Norris [27], and moreover con-
siders the particular case where  = 1 (as before, we will con-
sider that the TI is in vacuum, so the dielectric constant differs
from the unity only inside the TI), we find it highly useful to
revisit it here. Since in the static problem the fields E and
H = B + (αθ/pi)E have vanishing curls, it is better to consider
the static Maxwell equations in the form,
∇ ·
{[
 +
(
αθ
pi
)2]
E − αθ
pi
H
}
= 4piρ, (51)
∇ ·
(
H − αθ
pi
E
)
= 0, (52)
where ρ(R) = qδ3(R − R0). Since ∇ × E = 0 and ∇ ×H = 0,
we can introduce the scalar potentials φ and χ such that E =
−∇φ and H = −∇χ. The symmetry of the problem implies
that all potentials depend only on R = |R| and Θ in spherical
coordinates (R,Θ, ϕ) (we are using Θ instead of θ to avoid
confusion with the axion field). Defining φ± and χ± as the
potentials outside (+) and inside (-) the sphere, the boundary
conditions are simply given by,
φ+(R = a,Θ) = φ−(R = a,Θ), χ+(R = a,Θ) = χ−(R = a,Θ),
(53)[
 +
(
αθ
pi
)2] ∂φ−
∂R
∣∣∣∣∣
R=a
− ∂φ+
∂R
∣∣∣∣∣
R=a
=
αθ
pi
∂χ−
∂R
∣∣∣∣∣
R=a
, (54)
∂χ−
∂R
∣∣∣∣∣
R=a
− ∂χ+
∂R
∣∣∣∣∣
R=a
=
αθ
pi
∂φ−
∂R
∣∣∣∣∣
R=a
. (55)
In the supplemental material of Ref. [12] it was assumed that
B, rather than H, is given by the gradient of a potential, which
led there additionally to a boundary condition stating the dis-
continuity of the tangential components of B due to the ax-
ion term. This does not happen in our case because we have
∇ × H = 0, leading naturally to the choice H = −∇χ. As a
consequence,
B = H − αθ
pi
E = −∇χ + αθ
pi
∇φ, (56)
8implying obviously that B = H = −∇χ for R > a, but not
inside the sphere. Thus, if we introduce a magnetic scalar
potential λ such that B = −∇λ, we have,
λ+ = χ+, (57)
λ− = χ− − αθ
pi
φ−, (58)
outside and inside the spherical TI, respectively. The electric
and magnetic potentials are given by the standard expansions
in terms of Legendre polynomials [25],
φ+(R,Θ) =
∞∑
n=0
[
q
d
(R
d
)n
+
bn
Rn+1
]
Pn(cos Θ), (59)
φ−(R,Θ) =
∞∑
n=0
anRnPn(cos Θ), (60)
χ+(R,Θ) =
∞∑
n=0
βn
Rn+1
Pn(cos Θ), (61)
χ−(R,Θ) =
∞∑
n=0
αnRnPn(cos Θ). (62)
Using the boundary conditions we easily obtain,
an =
(2n + 1)2q/dn+1
(2n + 1)[n(1 + ) + 1] + n(n + 1)(αθ/pi)2
, (63)
bn =
nqa2n+1
dn+1
(2n + 1)(1 − ) − (n + 1)(αθ/pi)2
(2n + 1)[n(1 + ) + 1] + n(n + 1)(αθ/pi)2
,
(64)
αn =
n(2n + 1)(αθ/pi)
(2n + 1)[n(1 + ) + 1] + n(n + 1)(αθ/pi)2
q
dn+1
, (65)
βn = a2n+1αn. (66)
As in the problem with a plane geometry discussed in the
main text, the smallness of (αθ/pi)2 implies that the electric
potentials essentially do not differ appreciably from the ones
for the problem of a dielectric sphere in the presence of a point
charge for θ = 0. The magnetic scalar potentials, on the other
hand, are proportional to αθ/pi in leading order.
Given the above coefficients of the Legendre polynomial
expansion of the potentials, we obtain the magnetic scalar po-
tentials,
λ+(R,Θ) =
qαθ
pi
∞∑
n=0
n(2n + 1)
(2n + 1)[n(1 + ) + 1] + n(n + 1)(αθ/pi)2
a2n+1
dn+1
Pn(cos Θ)
Rn+1
, (67)
λ−(R,Θ) = −qαθ
pi
∞∑
n=0
(n + 1)(2n + 1)
(2n + 1)[n(1 + ) + 1] + n(n + 1)(αθ/pi)2
Rn
dn+1
Pn(cos Θ). (68)
The above result for λ± agrees with the one obtained in the
supplemental material of Ref. [12] in the special case where
the permeabilities µ1 = µ2 = 1, 1 = 1, and 2 = . Later, dur-
ing the discussion of the image charges Ref. [12] assumes in
addition that  = 1. For the problem with θ = 0 this was called
the regime of a ”vanishing sphere” by Lindell [26], since thie
leads to a vanishing of the reflection image electric charge.
This is readily seen from Eq. (64), which vanishes when  = 1
and θ = 0. However, the transmission image electric charge
does not vanish in this regime, a result at odds with the one
in Ref. [12]. Thus, although the magnetic potentials above
agree with the result of Ref. [12], the electric potentials dis-
agree. This error ended affecting the result of the main text
in a planar geometry, which was obtained as the limit case
of a very large radius a of the sphere, keeping the distance
|d − a|  a between the charge and the surface of the sphere
constant. This discrepancy has also been noted by Karch [13].
Indeed, it is easy to see that the result in Ref. [12] for the case
of a planar geometry leads to a vanishing of both transmission
and reflection image electric charges when 1 = 2 = 1 and
θ = 0.
The reflection and transmission image magnetic line den-
sity charges µ±i (z) can be determined by comparing the expan-
sions (67) and (68) with,
λ+(R,Θ) =
∞∑
n=0
∫ a
0
dz′µ+i (z
′)
(z′)n
Rn+1
Pn(cos Θ), (69)
λ−(R,Θ) =
∞∑
n=0
∫ a
0
dz′µ−i (z
′)
Rn
(z′)n+1
Pn(cos Θ), (70)
respectively. Therefore, µ±i (z) ar determined by the integral
equations,
9∫ a
0
dz′µ+i (z
′)
(
z′
dK
)n
=
a
d
qαθ
pi
n(2n + 1)
(2n + 1)[n(1 + ) + 1] + n(n + 1)(αθ/pi)2
, (71)
∫ ∞
a
dz′µ−i (z
′)
(
d
z′
)n+1
= −qαθ
pi
(n + 1)(2n + 1)
(2n + 1)[n(1 + ) + 1] + n(n + 1)(αθ/pi)2
, (72)
where dK = a2/d is the so called Kelvin image point. Setting n = 0 in Eq. (71) we obtain,∫ a
0
dzµ+i (z) = 0, (73)
meaning that the total reflection image magnetic charge vanishes.
It is possible to determine analytically the image magnetic charge line densities to leading order in αθ/pi, since in this case we
have simply, ∫ a
0
dz′µ+i (z
′)
(
z′
dK
)n
=
a
d
qαθ
pi
n
n(1 + ) + 1
+ O
[(
αθ
pi
)3]
, (74)
∫ ∞
a
dz′µ−i (z
′)
(
d
z′
)n+1
= −qαθ
pi
n + 1
n(1 + ) + 1
+ O
[(
αθ
pi
)3]
. (75)
For θ = pi we have that (αθ/pi)3 ≈ 3.9× 10−7, so the following
analytical result will be essentially exact.
For the reflection image we can use the identity [29],∫ a
0
dz
d
dz
[(
z
dK
)n0
H(dK − z)
] (
z
dK
)n
= − n
n + n0
, (76)
where as in the main text H(z) denotes the Heaviside step
function. Thus, to leading order,
µ+i (z) = −
a
d
qαθ
pi(1 + )
d
dz
( zdK
) 1
1+
H(dK − z)
 , (77)
and therefore,
µ+i (z) =
a
d
qαθ
pi(1 + )
δ(z − dK)
− a
d
qαθ
pi(1 + )2
(
z
dK
)− 1+
H(dK − z). (78)
Thus, the reflection image magnetic density charge consists of
a point image magnetic charge aqαθ/[pid(1 + )] at the Kelvin
point z = dK plus a image magnetic charge line density along
the interval 0 < z < dK .
For the transmission image magnetic charge density we
have to use the identity [29],
∫ ∞
a
dz
[
Aδ(z − d) + B
(
d
z
)n0
H(z − d)
] (
d
z
)n+1
= A +
Bd
n + n0
. (79)
This yields,
µ−i = −
qαθ
pi(1 + )
δ(z − d)
− 
(1 + )2
qαθ
pid
(
d
z
) 1
1+
H(z − d), (80)
corresponding to an image magnetic point charge at z = d plus
an image magnetic line charge density extending over the line
z > d.
A similar analysis can be easily made for the electric po-
tential. However, at leading order in αθ/pi it does not differ
appreciably from the well known analysis [18, 26, 29].
