ABSTRACT The southern pine beetle (Dendroctonus frontalis Zimmermann, Coleoptera: Curculionidae) is the most destructive insect in southern forests. States have kept county-level records on the locations of beetle outbreaks for the past 50 yr. This study determined how accurately patterns of county-level infestations in preceding years could predict infestation occurrence in the current year and if there were emergent patterns that correlated strongly with beetle outbreaks. A variety of methods were tested as infestation predictors, including quantiÞcation of either the exact locations of infested grid cells during one or two preceding years, or the neighborhood infestation intensity (number of infested cells in a neighborhood) in these years. The methods had similar predictive abilities, but the simpler methods performed somewhat better than the more complex ones. The factors most correlated with infestations in future years were infestation in the current year and the number of surrounding counties that were infested. Infestation history helped to predict the probability of future infestations in a region, but county-level patterns alone left much of the year-to-year variability unexplained.
The southern pine beetle, Dendroctonus frontalis Zimmermann (Coleoptera: Curculionidae), causes mortality of southern pines that sometimes exceeds $200 million annually (Price et al. 1992 , Schultz 1997 . The natural range of southern pines extends from eastern Texas to southern Pennsylvania (Payne 1980) . The range of the southern pine beetle (SPB) includes that of southern pines (primarily loblolly, slash, and shortleaf pines) and at times can extend northward, leading to infestation of other pine species such as the white pine and the Virginia pine (Pinus Virginiana Mill) (Tran et al. 2007 ). Frequently, an infestation spot (contiguous group of infested trees) is created because beetles emerging or reemerging from one successfully attacked tree move to surrounding trees (Vite and Crozier 1968 , Aukema and Raffa 2004 , Pureswaran et al. 2006 . SPB spots begin and collapse by the conßuence of many landscape, environmental, and management factors (Payne 1980) . Some of these factors are: survival through minimum winter temperatures (Lombardero et al. 2000) ; stand health from tree density, soil type and quality, rainfall amount, and frequency (Lorio 1986) ; and SPB population levels on the landscape. The dynamics of individual spots also are inßuenced by landscape level accumulations of natural enemies and the emigration of SPB from spots (Payne 1980 ). The models explained herein do not explicitly take any of these factors into account, and cannot capture features such as a winter cold snap that knocks back populations or severe lightning storms that create reservoir hosts on the landscape. The techniques in this paper are able to account for longer term population trends such as the buildup of natural enemies from continuous SPB infestation, greater landscape level success in surrounding areas, and trends in climate. The central question addressed is, can regional SPB infestations be predicted by knowledge of previous regional infestation patterns?
Modeling and Predicting SPB Infestations. Researchers have used a variety of statistical and computer simulation techniques to model forest insect population dynamics (e.g., Mawby and Gold 1984 , Stephen and Lih 1985 , Coulson et al. 1989 , Kramer 1993 , Logan et al. 1998 Cell classiÞcation rules similar to those in cellular automata were applied (Von Neumann and Burks 1966, Wolfram 1986 ) to model and predict the likelihood of infestations by SPB. Cellular automata (CA) consist of lattices of cells, each of which can take on a limited number of possible values or states. The updating rule depends on the values of the cells in some neighborhood, or template, surrounding the cell being updated. Probabilistic cellular automata (PCA) perform well in Þnding important patterns in data that may not follow a speciÞc trend (Wolfram 1986 ). Herein pattern data were used to create classiÞcation rules and examine the strength of patterns to explain infestation in a correlation analysis.
Simpler methods, classifying grids by the number of infested cells in a template but not their location, also were examined. This approach showed if the added parameters improve the predictions (Akaike 1974) .
This research used combinations of PCA rules to model and predict SPB population dynamics. These predictions then were compared with long-term infestation records. Predictions were also made using logistic regression as an alternate approach and baseline to evaluate prediction quality. The objective was to extract the best predictive features from the history of county infestations across the southeastern United States.
Materials and Methods
Data. Since 1960, state forestry agencies have kept records of SPB infestations and the counties where they occurred (Price et al. 1992) . The methods of data collection differ by state but consist mainly of aerial survey data collected by Þxed wing aircraft. These records were compiled through 2004 (Pye et al. 2004 ) but continue to be collected yearly by states and collectively represent the most extensive temporal and spatial data on SPB outbreaks.
DifÞculties with these data sets arise because states use a variety of survey methods that differ in periodicity, quality, and quantity in nonoutbreak years (Price et al. 1992) . Generally SPB spots smaller than Þve or ten trees are not recorded and several state agencies either do not survey or do not report spots on federal lands. Only the data from Pye et al. (2004) were used in this study without additional information from federal land, because it would be difÞcult to consistently justify the two data collection systems. Moreover, the frequency of aerial surveys drops off during times of low SPB infestations or in counties thought to be at low risk. Together, these factors lead to underrepresentation of the true number of spots (Price et al. 1992) .
Initially, states reported only whether counties were in outbreak status, deÞned as one or more spots per 405 ha of host type (Price et al. 1992) . Beginning in 1978, infestation levels were classiÞed in four categories: no infestation, low infestation, middle infestation, and high infestation. The new category "low" helped identify less intense infestations, although "middle" and "high" Þt the pre-1978 deÞnition of an outbreak.
Preparing Data for Analysis. To treat the two data types consistently, Kramer (1993) placed the data for 1978 and later on the same scale as those before 1978 by classifying middle and high outbreak counties as being in "outbreak condition," although those listed with no outbreak or low outbreak were classiÞed as "no outbreak." A complete set of outbreak maps for the years 1960 Ð1990 appears in Kramer (1993) . The study as described here emulated the methods used by Kramer (1993) but did consider infestation-level data. These analyses are not included because they led to a decrease in predictive power for hybrid methods and only predicted no infestation with logistic regression.
Because counties differ in size and shape, the map was overlaid by equally spaced grid lines so each square subsection covered Ϸ940 km 2 (363 mi 2 ), the approximate size of the smallest county. Twelve hundred Þfty-four counties were considered, the largest of these was Brewster county, TX at 16,037 km 2 . For each of the 45 yr of observation, a second grid of 1 km 2 cells was superimposed over the larger grid and, using ArcMap 9.2 (ESRI 2006), each large square or cell, was classiÞed as infested if at least half of the smaller squares within it lay over counties with outbreak status. This procedure captured the variation in the original county data, although large counties covered more than one cell and thus were overrepresented. To avoid unnecessary computations, the analysis was restricted to those cells classiÞed as infested at least once during the observation period 1960 Ð2004, 1,156 cells in total. This eliminated about half of the counties and ensured that the counties considered contained habitat where SPB could increase their population. These classiÞed maps showed that in most years the number of infested cells was low while in some years there were large outbreaks and many infested cells; the long-term average showed infestation in Ϸ10% of all habitat cells in a given year.
Developing Probabilistic Cellular Automata Rules for Our Study. The classiÞed grid cells described above can be considered as different neighborhoods, or templates, and used in the development of a PCA model. To determine the best template, a neighborhood size that is sufÞcient to incorporate the observed spatial and temporal dynamics is needed. In addition, temporal variation is captured by determining the number of time steps to lag.
Two templates were used, the conÞguration template recorded the exact locations of observed events (infested cells), relative to a particular target cell. For example, the 3 ϫ 3 template in Fig. 1 represents a second order neighborhood structure with an infestation conÞguration (2, 4, 8, 9) , relative to target cell number 5.
SPB dynamics in a particular year are strongly related to population levels in the preceding two years, but populations before this do not signiÞcantly correlate with the current yearÕs population size (Mawby and Gold 1984) . This data suggested that in predicting the likelihood of an outbreak in a particular target cell this year two templates were needed, one for each of the two preceding years.
The second template was the simpler intensity template that only tracked the number of infested cells (4, in the example above) rather than their locations. This template type was applied over 2 yr by recording the number of infestations in each year, rather than the total number for the2 yr. In the discussion below, predictions are compared using various conÞguration and intensity templates, as well as combinations of these.
Templates Used in This Study. Each template was characterized by its type (conÞguration or intensity), its temporal duration, and its spatial extent. Approximately a third of SPB ßy Ͼ1 km when dispersing in the fall (Turchin and Thoeny 1993) , and so template size was restricted to 1 ϫ 1 (single cell), 3 ϫ 3, and 5 ϫ 5 templates, resulting, in total, 10 types to be compared: 1 ϫ 1 1-yr intensity* 1 ϫ 1 2-yr intensity*, 3 ϫ 3 1-yr intensity, 3 ϫ 3 2-yr intensity, 3 ϫ 3 1-yr conÞguration, 3 ϫ 3 2-yr conÞguration, 5 ϫ 5 1-yr intensity, 5 ϫ 5 2-yr intensity, and 5 ϫ 5 1-yr conÞguration, 5 ϫ 5 2-yr conÞguration. (* Intensity and conÞguration templates are identical in the single-cell case.)
Probabilistic Cellular Automata Pattern Generation. The determination of the best template proceeded in two stages. 1) The digitized outbreak data described were used to compute for each template type its PCA pattern history: tables containing outbreak probability predictions generated using that template for each year, and 2) each templateÕs predictions were compared with observed outbreak data and the best predicting template was chosen. Once this task was completed, for any future years, the chosen template along with its list of probability predictions, forecasted infestation likelihoods for all cells.
For example, when the 3 ϫ 3 2-yr conÞguration template was used, predictions for 1 yr depended on the two preceding years. SPB data were grouped into 43 triples of years: (1960, 1961, 1962); (1961, 1962, 1963) ; . . ., (2002, 2003, 2004) . To estimate infestation probabilities for, say, 1973, only the 40 triples that do not contain 1973 were used, so that the data for the year being predicted were not included in the background prediction data. For each of these triples of years, the template was centered on each cell in succession, recording the two outbreak conÞgurations around this target cell in the Þrst 2 yr of the triple, and noting the status of the target cell (outbreak or no outbreak) in the third year. The prediction was then compared with the known outcomes in each year.
After all target cells in all 40 triples were scanned, the number of times each pair of conÞgurations was encountered was counted and, for each pair seen at least once, the relative frequency of outbreaks in the corresponding target cells during the years following these encounters was computed. These frequencies, the number of infestations divided by the total number of times the pattern was observed, constituted the probability predictions for 1973. The collection of all observed conÞguration pairs, together with their corresponding outbreak probability predictions, constituted the 1973 PCA histogram associated with the 3 by 3 2-yr conÞguration template.
Although this approach had desirable features, it sometimes failed. Suppose the 3 by 3 2-yr conÞgura-tion template above was predicting the 2009 infestation probability for a particular cell C. Suppose further that the pair of infestation conÞgurations surrounding C in 2007 and 2008 were never previously observed. In this case, no relevant entry would exist in the 2009 PCA histogram, and the method could not generate a prediction.
Hybrid Methods. Even if a prediction method does not fail, it could be inaccurate if based on a small number of observations. For instance, with only one observation from which to estimate an infestation frequency, the only possible predictions are zero or one, making the observed frequency quite different from the true infestation probability. This shortcoming was avoided by requiring enough observations that the predicted infestation likelihood had a probability at least 0.95 of being within 0.15 of the true likelihood, p. Assuming a binomial model involving n trials (observations) and probability p that an observation results in success (i.e., infestation), at least 44 observations were necessary (Cochran 1977, p. 75 
equation 4.2).
Forty-four or more observations were ensured by introducing hybrid methods based on sequences of template types. Columns of Table 1 indicate the template types included in each hybrid, and the order in which they were considered. Numerical investigations indicated that the two 1-yr intensity templates never failed to provide the desired 44 observations, thus ensuring that each hybrid sequence contains at least one acceptable template.
Continuing the example in the preceding section, suppose the hybrid method 3 by 3 all (Table 1) was used to predict the 2009 infestation probability for a particular cell C. The 3 ϫ 3, 2-yr conÞguration template was considered Þrst. To estimate the probability that C will be infested during 2009, it was Þrst ascertained which pair of infestation conÞgurations surrounded C in 2007 and 2008. If this pair was seen 44 or more times during 1960 Ð2004, it was chosen to estimate the corresponding entry in the PCA histogram for the 3 ϫ 3 2-yr conÞguration template. If this pattern was seen fewer than 44 times, the 3 ϫ 3 1-yr conÞguration was tested. The process continued until a template type with at least 44 relevant observations was found, this was always satisÞed by the one-year intensity templates for both the 3 by 3 and 5 ϫ 5. For each pattern considered, the resulting infested or uninfested cell was linked to one pattern for later method comparison. In terms of average usage over all years, the 3 ϫ 3 All methods used: the 3 ϫ 3 2-yr conÞgu-ration 879 times, the 3 ϫ 3 1-yr conÞguration 194 times, the 3 ϫ 3 2-yr intensity 66 times, and the 3 ϫ 3 1-yr intensity seven times. was calculated such that r(g) is deÞned above and (gϪ0.5)/10 was the predicted outbreak frequency associated with group g (Kramer 1993 ). The measure of accuracy in 2001 for the hybrid method 5 ϫ 5 1-yr all was S ϭ 22.58.
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Comparison of Hybrid Methods Using S-val-
Results
Comparisons of Mean S-values.
A different PCA histogram was obtained from each hybrid method each year. Overall comparisons among methods were based on these histograms. First, the S-values showed how well a methodÕs predictions matched observed infestations. Figure 2 shows the mean S-values, averaged over the 43 yr for which predictions were computed, corresponding to each of the 12 hybrid methods tested. For comparison, the two 1 ϫ 1 individual templates were included. There were no signiÞcant pairwise differences among the hybrids, while the 1 ϫ 1 templates were signiÞcantly inferior to the hybrid methods. In light of this, these 1 ϫ 1 templates were omitted from further consideration.
Rank Comparison Tests. To compare two particular hybrid methods in a particular year, their S-values can be compared as in Fig. 2 . A more informative comparison of the hybrid methods began by ranking the twelve methods within each of the predicted years 1962Ð2004, the method with the lowest S-value being assigned rank 1, etcetera, then statistical comparison tests were conducted on these ranks. Table 2 contains outcomes from SAS procedure Proc GLM (SAS Institute 2003), which used the Tukey studentized range test. These results provided a measure of separation within the group of hybrid methods; the best methods, the 5 ϫ 5 templates and the 3 ϫ 3 1-yr intensity method, performed similarly but the 3 ϫ 3 1-yr intensity method was signiÞcantly better than the other six methods. Based on Table 2 , and because the 3 ϫ 3 1-yr intensity hybrid is simplest to compute, we recommend it as the best predictive method from a pattern analysis perspective.
Reliability of the Hybrid Methods. Reliability of a method is related to calibration. For instance, a hybrid method is well calibrated if an outbreak is observed 60% of the time when we forecast a 0.6 chance of an outbreak (Lichtenstein et al. 1982) . The model itself is well-calibrated if it is well calibrated at each predicted value between 0 and 1. A reliability diagram for the 3 ϫ 3 1-yr intensity hybrid is shown in Fig. 3 . It shows the comparison between the grouped probabilities from the S-values, and how the predicted probabilities compared with the observed occurrences over all years. When the PCA predicted a Fig. 2 . Comparison of predictive qualities of the methods tested. Two 1 by 1 templates are included in addition to the 12 hybrid methods listed in Table 1 . 10% probability of outbreak, for instance, outbreak actually occurred Ϸ10% of the time. The method was fairly well calibrated up to a predicted outbreak probability of Ϸ35%. Thereafter, the 3 ϫ 3 1-yr variable method tended to underestimate the probability of infestation. Related to these prediction errors was the difÞculty of predicting when a population explosion or crash would occur. When 3 ϫ 3 1-yr intensity predictions were compared with the observed data for each of the 43 yr of predictions, it showed that prediction quality was more closely related to the difference in the rate of infestation between the preceding year and the predicted year (Pearson correlation coefÞcient ϭ 0.50; SAS procedure proc corr, 2007) than to the actual percent of infested cells in the predicted year (Pearson coefÞcient ϭ 0.24). Better predictions were made when between-year differences were small, regardless of the infestation level in the predicted year. As would be expected because the predictions were based on infestation intensity in the preceding year, larger actual changes in infestation rate lead to less accurate prediction.
The Regression Approach to Cell Predictions. The methods described thus far are restricted to hybrid procedures composed of templates that symmetrically surround a target cell for which a predicted probability of future infestation was desired. Individual cells in these templates were all accorded the same importance, so, for example, it was not possible to answer questions about directional movement of infestations or to decide whether certain cells were of greater consequence than others in making probability predictions. Regression techniques circumvented these limitations, allowing assignment of different predictive weights to cells, as well as being amenable to standard statistical analysis. A logistic regression model was built on the data representing infested and uninfested cells in 5 ϫ 5 windows around focal cells. This served to compare the previously described pattern based methods to cells considered individually. To explain how logistic regression was used, consider how the 50 cells depicted in Fig. 4 estimate the probability, p, that a target cell C (cells # 13 and 38 in the Fig.) was infested in year n. To ensure values between 0.0 and 1.0, p was modeled as a logistic function (Hocking 1996) of the infestation data observed in years nϪ1 and nϪ2:
where x was a linear function of the form
[3]
In equation 3, the b k were regression coefÞcients and, for k ϭ 1, 2, . . ., 50, 4 . Schematic of the 5 ϫ 5, 2-yr conÞguration template. Cells 1Ð25 represent spatial locations last year, while cells 26Ð50 correspond to locations 2 yr ago. The shaded cells are those for which the corresponding regression coefÞcients contribute to the best estimate of the probability of cell infestation, based on application of stepwise logistic regression to the Pye et al. (2004) data.
x k ϭ ͭ 1 if cell #k was infested, 0 if cell #k was not infested.
By substituting equation 3 into equation 2, it was observed that when coefÞcient b k is positive, a change in x k from 0 (cell k is not infested) to one (cell k is infested) increased the estimate of p, and the larger b k is, the greater the estimate became. However, if b k was negative, the same increase in x k produced a decrease in the estimate.
Solving equation 2 for x yielded a linear regression:
for y ϭ ln[p/(1 Ϫ p)] in terms of x. To estimate the b k , the SAS procedure ProcLogistic (SAS Institute 2003) with stepwise variable selection and AkikeÕs information criterion (AIC; Allison 1999) was used. Table 3 displays the results and Table 4 shows the signiÞcant cells and relative locations. The magnitudes of the Wald 2 values associated with cells 13 (center cell last year) and 38 (center cell two years ago) suggested that the target cell C itself contributed more than any other single cell to the estimate of infestation likelihood.
The shading in Fig. 4 highlights the locations of cells with the coefÞcients that contributed to the best estimate of p. In general, cell infestations in the immediately preceding year increased the likelihood of infestation in the next year, especially in the case of the target cell, and collectively suggested the inßuence of prevailing winds from the south. However, infestations in seven cells: numbers 46, 26, 28, 48, 31, 50, and 36 , decreased this estimated likelihood of infestation. These cells all contained data from two years ago, suggesting that, in general, infestations in the 5 ϫ 5 window 2 yr ago tended to decrease the chance of infestation in the current year.
Proportion of Variation Explained by the Logistic Model. Although Table 3 indicated that the logistic model was signiÞcantly different from the null model in which all regression coefÞcients are zero (P Ͻ 0.0001), its pseudo R 2 value of 0.1172 meant that it explains only a portion of the variation in the data. This appeared to be because of the fact that while the model predicted absence of infestation very well, only 22% of the infestations reported in Price et al. (1992) and Pye et al. (2004) were predicted correctly (Table  4) .
Discussion
This study focused on a) hybrid combinations of PCA templates and b) logistic regression, as methods of using data reported by Price et al. (1992) and Pye et al. (2004) to predict likelihood of SPB infestation in speciÞc locations. In a), the most important variable among those examined was the number of infested cells last year in the 3 ϫ 3 cell window. This analysis showed the similarities between the conÞguration and intensity approaches by the congruence of their results.
The regression analysis in b) showed that the strongest single predictor was the infestation condition of a county in the preceding year. Regression analysis provided a more ßexible approach in that it was not restricted to grouped cells but, as seen in Fig. 4 , could highlight any cell or group of cells as contributing signiÞcantly to prediction. For instance, it indicated directional patterns of year-to-year inßuence, with particular cells south and west of the target cell being more important last year and infestations two years ago around the target cell decreasing infestation likelihood. Relationships between a cell and surrounding cells help describe the structure of infestations on the landscape (Aukema et al. 2008) . In this approach the greatest predictive power rested with the center cell, although the outer ring of cells in the preceding year also was important. The negative impact of the outer ring cells two years in the past supplements the cur- Cells are labeled by their locations in Fig. 4 and whether they are in the inner (t-1) or outer (t-2) ring around the center cell in the preceding year or two years ago.
Explanatory variables are ordered by their 2 values. The model performed better in predicting absence of infestation than in predicting presence of infestation.
In creating this table, a cell prediction was labeled infested whenever the model-produced likelihood of infestation was Ͼ0.5.
