Abstract. Some results concerning the strong starlikeness of analytic functions are improved. The techniques of convolutions are used.
Introduction
Let U = {z ∈ C : |z| < 1} be the open unit disk. Let H(U) denote the class of analytic functions defined on U. Let A be the subclass of H(U) which consists of functions of the form: f (z) = z + a 2 z 2 + a 3 z 3 + .... The subclass of A consisting of functions for which the domain f (U) is starlike with respect to 0, is denoted by S
* . An analytic characterization of S * is given by:
Theorem 1.4.
If f ∈ A, and f (z) + 1 2 z f (z) > 0, z ∈ U then, arg z f (z) f (z) < 4π 9 .
In order to deduce these results the differential subordination has been used. We will improve Theorem 1.3, and Theorem 1.4 using a different approach. The results we need in the followings will be presented in the next section.
Preliminaries
Lemma 2.1. [5] If θ ∈ (0, 2π) and δ > 0, then the following identities hold:
∞ 0
x(e θx + e (2π−θ)x ) (δ 2 + x 2 )(e 2πx − 1) dx + iδ 
Let f (z) = ∞ n=0 a n z n and (z) = ∞ n=0 b n z n be two analytic functions. The convolution of these functions is defined as follows:
< α, z ∈ U is equivalent to the fact that the domain p(U) is inside the angle determined by the following half-lines {Te iα T ∈ [0, ∞)} and
This means that p(U) does not intersect the sides of the angle or equivalently
Since the following equivalences hold
the proof is done. Re p(z) = +∞.
Proof. We have to prove only the particular case
This equality holds because we have
On the other hand we have
Finally (2) and (3) imply (1) and the proof is done.
The Main Result
where
and
If f ∈ A is a function that satisfies the following condition
Proof. Let f be the function defined in U by f (z) = z + ∞ n=2 a n z n . On the one hand, we have
(βn(n − 1) + n)a n z n−1 .
The Herglotz representation formula implies the existence of a probability measure µ on [0, 2π], such that
These imply a n = 2 βn(n−1)+n 2π 0 e −it(n−1) dµ(t), n ≥ 2, and
According to Lemma 2.2, condition (7) is equivalent to
Condition (8) in its explicit form is
and this can be rewritten as follows:
We introduce the notations
We will prove that
If (10) holds, then
, and this implies (9) . In order to prove (10) we will show that
This inequality is equivalent to
and T ∈ [0, ∞), r ∈ (0, 1). In order to prove (11) it is enough to show that
We
We define the functions a ± , b ± , c ± by the equality
Comparing (13), (14), and (15) we get (5).
Equality (1) from Lemma 2.3 implies lim z→1 |z|<1 c ± (r, ϑ) = +∞. Now taking into account that a ± (r, ϑ) > δ > 0 and a ± (r, ϑ), b ± (r, ϑ) are bounded functions, we infer that
and the convergence is uniform with respect to T. Thus it follows that for a given positive number k > 0 there is an other positive number (k) > 0 such that
Consequently the inequality (16) holds on the set
Further we have to prove that the inequality (16) holds on U \ D. The mapping
is harmonic on the set D * = U \ D. If we check inequality (16) on ∂D * , then the minimum principle for harmonic functions implies that (16) holds on D * . According to (17) the inequality (16) hods on the arc of the circle |z − 1| ≤ (k), which is inside of U. Thus we have to check (16) on the arc of ∂U which is autside of the disc |z−1| ≤ (k). Since a ± (ϑ) > 0, ϑ ∈ [0, 2π] it follows that the inequality (16) holds if
where γ > 0 is the argument of the point situated in the first quadrant and being the intersection of the unit circle with the circle |z − 1| = (k).
Corollary 3.2.
If f ∈ A is a function such that
Proof. According to Theorem 3.1 we have to verify the inequality (4) in case of β = 1 and α = We consider the case ϑ ∈ (0, π] in the first step. In this case he integral representations given in Lemma 2.1 imply that the functions a(ϑ) = 1 + 2q 2 (ϑ) + 2p 2 (ϑ) cot α, b(ϑ) = cos α + 2q 2 (ϑ) cos α + 1 sin α (p 1 (ϑ) + p 2 (ϑ) cos(2α)) and c(ϑ) = 1 + 2q 1 (ϑ) + 2p 1 (ϑ) cot α are positive and the functions q 1 , q 2 , p 1 , p 2 are strictly decreasing. Thus, if we verify the inequalities
and finally we obtain (b(ϑ)) 2 − a(ϑ)c(ϑ) < 0 for every ϑ ∈ (0, π]. The second case is ϑ ∈ [π, 2π). Lemma 2.1 implies that the functions 
In order to prove this inequality we have to verify that
Then the monotonicity of q i ,
and the inequality b 2 (ϑ) − a(ϑ)c(ϑ) < 0 follows for every ϑ ∈ [π, 2π). The case α = − 3π 10 can be discussed in the same way.
Proof. According to Theorem 3.1 we have to verify the inequality (4) in case of β = 
