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Abstract
We design a heuristic method, a genetic algorithm, for the computation of an upper bound of the
minimum distance of a linear code over a finite field. By the use of the row reduced echelon form, we
obtain a permutation encoding of the problem, so that its space of solutions does not depend on the
size of the base field or the dimension of the code. Actually, the efficiency of our method only grows
non-polynomially with respect to the length of the code.
1 Introduction
The minimum distance is a fundamental parameter to be computed when evaluating the practical utility
of a linear code. This is so, since it allows to know its error-correcting capability. It is well-known that this
calculation is an NP-hard problem, and the associated decision problem is NP-complete [11]. Therefore,
unless P=NP, it is a hopeless task to design an exact algorithm for finding the minimum distance of
any code in a reasonable time. Among the developed algorithms, the fastest is the celebrated Brouwer-
Zimmermann (BZ) algorithm, see [2]. Despite the BZ algorithm can be applied to codes over any finite
field, in practice, it can be considered effective only for binary codes. Nevertheless, recently, the use of
large finite fields is being taken into consideration. For instance, the design of skew cyclic codes [5], both
block or convolutional, and decoding algorithms [6, 8] require finite fields of large size, see examples in [7].
In the literature it can be found some approximate algorithms as, for instance, in [1] or [9]. Nevertheless,
once again, the space of possible solutions grows exponentially with respect to the bit-size of the elements
of the base field (i.e. the dimension of the base field over its prime subfield), as well as with respect to
the dimension of the code. Our proposal consists of the design and implementation of an approximate
algorithm whose space of solutions only depends on the length of the code, so that its efficiency grows
polynomially with respect to the bit-size of the elements and the dimension. Concretely, we design a
genetic algorithm, based on the generational model, for computing an upper bound of the distance.
2 Permutation encoding of the problem
Genetic algorithms are a celebrated class of heuristic methods that follows a biologically inspired search
model in order to solve optimization problems. Concretely, from a population of possible solutions (chro-
mosomes), they simulate the process of genetic recombination, see [4, Chapter 3] for a basic reference.
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Figure 1: Standard scheme of a generational genetic algorithm
Each chromosome has attached its image by the map under consideration, its fitness, which measures
its adaptation to the problem. By crossover and mutation operators, the population evolves so that,
hopefully, a chromosome in it provides an optimum of the problem, i.e. its fitness reaches the optimum
value. In Figure 1, we show the standard scheme of a generational genetic algorithm.
The development of a genetic algorithm requires first to establish an encoding of the space of solutions
of the problem. For finding the minimum distance of an [n, k]q linear code C, an obvious way is to consider
k-tuples over the finite field Fq, that represent the possible linear combinations of the rows of a generating
matrixG of C. This is done in [1] for binary codes. Nevertheless, this space of solutions grows exponentially
with respect to the bit-size of the elements of the field and the dimension. In contrast, our proposal only
depends on the length of the code. We shall need the following result. Its proof is not complicated, but,
as far as we have searched, we have not found it in the literature.
Theorem 1. Let G be a k × n generating matrix of a [n, k]q-linear code C over the finite field Fq.
There exists a permutation P ∈ Sn such that the row reduced echelon form R of GMP , where MP is
the permutation matrix of P , satisfies that the Hamming weight of some of its rows equal the minimum
distance of C. Consequently, if b is a row of R verifying such property, then bM−1P is a codeword of
minimal weight of C .
Proof. Let d = d(C) be the minimum distance of C, then there exists a non singular matrix A ∈Mk(Fq)
and a permutation P ∈ Sn such that
AGMP =
(
G1
0 · · · 0 | a1 · · · ad
)
,
where a1, . . . , ad are nonzero. Now, there exists an invertible matrix A
′ ∈Mk−1(Fq) such that AG1 is the
2
row reduced matrix R′ of G1. Hence,(
A′ 0
0 1
)
AGMP =
(
R′
0 · · · 0 | a1 · · · ad
)
. (1)
Since G1 has rank k− 1, the last row of R′ is nonzero. So assume that the pivot of this row is in the i0-th
column. If i0 < n−d+ 1, then the last row of (1) is the last row of the row reduced echelon form of GMP
up to non zero scalar multiplication, and we are done. Otherwise, the last two rows of (1) are linearly
independent and their nonzero coordinates are placed at the last d coordinates. Hence, there exists a
linear combination of both whose hamming weight is lower than d, a contradiction. The last statement
is straightforward.
Therefore, the problem is reduced to find the minimum of the map d : Sn → N defined by
d(P ) = min{w(b) | b is a row of the row reduced echelon form of GMP },
the fitness of the permutation P , where w(b) denotes the Hamming weight of b. This encoding is then
invariant with respect to the base field. Obviously, the computation of d(P ), for some permutation P ,
does depend on q and k. However, it can be calculated by O(k2n) operations in Fq.
3 The genetic algorithm
A genetic algorithm starts with an initial population of chromosomes that evolves. In our algorithm
we follow the most common strategy and the initial population is selected randomly. The key point
is then to decide how the population evolves by crossover and mutation operators. This has to be
chosen appropriately in order to get a suitable balance between diversity when exploring the search
space, and convergence in promising zones. We first select randomly the chromosomes to be crossed with
certain probability, say pc. The classic crossover operators do not consider the group structure of Sn.
Intuitively, for a permutation, the more non-information columns it moves to the first k positions, the
better fitness it has. Therefore, one could expect that the composition of permutations with good fitness,
may produce a chromosome with better fitness. Additionally, since two (or more) random permutations
in Sn probably form a generator system [3, Theorem 1], the whole space of solutions is reached by
their composition. In this paper we propose to use the following family of algebraic crossovers: given r
chromosomes χ1, χ2, . . . , χr, we construct
T = {χτ(1) ◦ χτ(2) ◦ · · · ◦ χτ(r) such that τ ∈ Sr}.
From this set, we select the r chromosomes with lower image under d (that is, with better fitness)
which replace the original r chromosomes. Therefore, the algebraic crossover operator AXr partitions the
population into subsets of r elements and, for each subset, with a given probability pc, it recombines the
elements as described above.
In the mutation step, we shall follow a standard mutation operator: the composition with a transposi-
tion. Nevertheless, permuting two “non-pivot” columns does not modify the fitness. Therefore we wanted
to force to choose randomly a “pivot” column and a “non-pivot” column. For reasons of efficiency, we
simply choose a column from the first k columns and other from the remaining n − k columns, where k
is the dimension of the code. The mutation operator will be then applied, with probability pm, to those
chromosomes that were not crossed.
Finally, in order to ensure convergence to the optimum, we add the best chromosome of the older
generation to the new one (if it was not). Procedure 1 comprises the computation of a new generation of
chromosomes, whilst Algorithm 2 describe the whole genetic algorithm.
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Procedure 1 NextGeneration
Input: P (i), population at time i ≥ 0; G, generating matrix; pc, crossover probability; pm, mutation
probability; r, number of chromosomes involved in the crossover step.
Output: P (i+ 1) population at time i+ 1.
1: best← chromosome that reaches the minimum of d in P (i).
2: X ← ∅
3: while #P (i) ≥ r do
4: S ← {r randomly chosen chromosomes of P (i)}.
5: P (i)← P (i)− S
6: S ← AXr(S) with probability pc.
7: if S was not crossed then
8: for s ∈ S do
9: s← s ◦ t for a random transposition t = (t1, t2), where t1 ≤ k and t2 > k ,with prob. pm.
10: X ← X ∪ S
11: X ← X ∪ P (i)
12: Change the worst of X by best, if best is not in X.
13: return X
Algorithm 2 Genetic algorithm for distance aproximation
Input: (G, r, pm, pc), as in Procedure 1; c or t, number of iterations or execution time, respectively; p,
size of the population.
Output: d upper bound of the minimum distance of C.
1: P (0)← random initial population of size p.
2: i← 1
3: while i < c (or time < t) do
4: P (i)← NextGeneration(P (i− 1), G, r, pc, pm)
5: i← i+ 1
6: best← chromosome that reaches the minimum of d in P (i).
7: return d(best)
4 A small example
Let C be the [6, 3]-linear code over F = F8 = F2(a) with generating matrix
G =
 a5 0 a5 a6 a 0a4 a 1 0 a a2
a5 a4 a6 a4 a2 1
 ∈M3×6(F).
Suppose that we start with an initial population of 4 chromosomes, that we evaluate. We have marked
with yellow color the best chromosome of the population.
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Figure 2: Construction of the next generation
Hence, for AX2, pc = 0.5 and pm = 1, the execution of Procedure 1 is described in Figure 2.
5 Experiments
We show here a little experiment of the performance of Algorithm 2. It was run by an ad-hoc imple-
mentation in C++. The executions have been done by a processor Intel Core i7 3GHz under macOS
10.12.6. Nevertheless, in order to avoid the run-time dependency from the chosen programming language
and processor, we show the number of times that the population has been evolved. We consider some
linear codes over F8 of the database http://codetables.de in Table 1. We want to point out that an
implementation of the BZ Algorithm for the [30, 14, 12]8-linear code is estimated to take more than 20
hours of execution. The QR code of length 223 is studied in [10] in order to check that its distance is 31.
field length dim. dist. dist. approx. pop. size loop time (sec.) random
F8 30 14 12 12(100) 5 0 ∼ 0 12(100)
F8 60 30 20 20(100) 5 0 ∼ 0 20(100)
F8 90 19 49 49(100) 10 61 0.03 49(96)
F8 90 50 21 22(49) 20 423 1.69 22(3)
F8 90 60 16 16(94) 30 284 1.91 16(37)
F8 130 75 28 28(10) 150 524 40.35 30(4)
F8 130 85 23 23(3) 150 471 40.11 24(12)
F8 130 95 18 18(91) 50 320 9.58 18(16)
F2 QR(223) 112 31 31(100) 5 39 0.7 31(100)
Table 1: Execution of Algorithm 2 for AX2, pc = 0.7, pm = 1, where the populations evolve a maximum
of 1000 generations. 100 repetitions for each code. In the distance approximations, between parenthesis,
the number of times that the best bound is reached. The columns “loop” and “time” show the average
number of generations and the mean time for which the best bound is reached. The column “random”
shows the lowest weight obtained by selecting randomly 1000p permutations, where p is the size of the
population.
Additionally, in Figure 3, we show the distributions of the distances obtained for some codes of Table
1 for Algorithm 2 and the random selection of 1000 generations.
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Figure 3: Algorithm 2 vs randomness
6 Conclusion
This paper comprises a first approach to the computation of the minimum distance of linear codes over
large fields by heuristic methods. Due to the nature of the problem, the resolution by exact algorithms
seems to be hopeless. So, our proposal considers the application of genetic algorithms with permutation
encoding, which eliminates the exponential dependency on the bit-size of the elements of the base field.
Future improvements should take into account the refinement of the space of solutions or the design of
good performance metaheuristics for permutation encodings, as, for instance, ant colony optimization.
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