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ABSTRACT
Deep learning for object detection offers the advantage of very low electrical power requirements but with the
potential of a very large computation bandwidth due to the ability of Fraunhofer diffraction to perform correlation
operations. However, many of the current designs of deep learning networks are not easily implemented in the
optical domain. In this paper we develop a modified version of the deep learning library, Keras, that can
accurately model optical systems. This allows the discovery of the optimal weights by calculating them on a
realistic optical system. Noise sources, speckle models, and calibration errors can be accounted for. The effect of
using readily realisable filters such as nematic liquid crystal phase only spatial light modulators is investigated.
The effect of multiplexing a number of correlations in order to replicate the Conv2D multiple channel input is
assessed. The effect of an optically implementable bias and activation functions are examined and compared to
the state-of-the-art software implementations. We show that object recognition can be achieved using spatial
light modulator technology and give comparable results to digital implementations.
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1. INTRODUCTION
Deep learning algorithms running on graphical processor units (GPUs) have completely revolutionised computer
vision. Convolutional 2D (Conv2D) networks are a major new tool,1–3 and form the backbone of many novel
network designs. They are often used as a pre-filter before a fully connected network is used to perform the
classification. The Conv2D layers are actually a stacked array of cross-correlation filters that act on multiple
channels and sum the result. This is then followed by a scalar bias addition and a non-linear activation function.
There have been several successful implementations of deep learning systems using optics that have the po-
tential of a massive bandwidth for very little electrical power. Diffractive deep learning systems4 have been
developed that implement the entire system optically. Other authors have implemented optical activation lay-
ers5,6 and trained the network optically.7 A detector and laser only consume milliwatts of power compared to
the hundreds of Watts of a GPU. However, GPUs have the advantage of reconfigurability and a high dynamic
range when compared to optical solutions. For some applications, the power requirement of GPUs is too large.
For example, data centres that classify images do not require retraining very often but maybe running massively
parallel tasks, consuming a considerable amount of electrical power. A low powered optical solution could well
be attractive in this scenario.
In GPU libraries, such as Tensorflow,8 the Conv2D is implemented as a space domain correlation operator.
This is correlates a set of real only data over multiple channels and sums the result to provide an output. To
implement this optically we can use SLMs and Fourier transform lenses. There are multiple arrangements that
are potentially useful.9–11 A reflective nematic SLM with a polariser at 45 degrees, will modulate along the real
axis, both positively and negatively . Aligning the polariser at 0 degrees will give phase only modulation. This
gives several possible configurations that can be implemented optically. The correlation is implemented with an
optical Fourier transform lens in a 4-f system but joint transform correlation filters are also possible.
There are, however, several key differences with electronic Conv2D layers:
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1. The multiple channels of the Conv2D have to be either spatially or temporally multiplexed. If the output
activations are electronically captured, we cannot normally capture the phase information. In spatial
multiplexing, the complex fields can be added but, again, the phase is lost and we capture the modulus
square of the amplitude. This can be thought of as a type of an extreme version of a squared leaky ReLU12
activation with a negative slope below zero.
2. The bias function cannot be implemented as a purely additive operator for a single SLM. Real only
configurations must restrict the total range of the data to between -1 and +1. Phase only configurations
cannot directly add in the bias.
3. The signal to noise ratio is different. SLMs have calibration errors and limited dynamic ranges, sensors
introduce numerous sources of noise and the coherent light source causes speckle effects.
To test these effects, this paper will discuss the development a modified version of Keras8,13 which was de-
veloped with a Tensorflow back-end to simulate an optical system. The correlation operators were modelled
with Fraunhofer diffraction, and have the ability to add in optical noise sources and limited dynamic ranges. A
two layer Conv2D network, followed by a fully connected layer was modelled. The actual gradient calculations
and optimisation was carried out on the optical model, rather than the more conventional approach of training
the network and adapting the results. Both methods are compared, and the optical modelling shows improved
accuracy.
Training was performed on the MNIST dataset. From this the effect of biasing, unconventional activations,
phase only arrangement and complex correlation addition modes can be assessed. We show that with the correct
design arrangements, state of the art object detection results can be performed.
2. BACKGROUND
2.1 Convolutional Layers
Conventional neural networks have multiple layers of neurons, each neuron is typically connected to all the
neurons in the adjacent layers. Each connection has a unique weight.




wnxn + b (1)
Extending this to a layer, it becomes:
o = wx + b (2)
This is then passed through some non-linear activation function η(·). For the mth layer this is:
am = ηm (om) = ηm (wmxm + bm) (3)
which are the activations for the specific layer. The problem with these networks is that as they become larger,
the number of weights becomes too large to successfully train. Convolutional networks attempt to overcome this
network problem by the use of machine learning concepts such as sparse connectivity, parameter sharing and
equivariant representation. Sparse connectivity reduces the number of connections, each neuron being no longer
connected to every other neuron. The connectivity can be designed by hand, so some regions of the network do
not connect with others. This can considerably speed up the computation involved in calculating a layer output.
Parameter sharing means that that the weight parameters are reused and repeated. This reduces the number
of weights to be discovered. Equivariance means that these weights do not change depending on position.
These techniques could be implemented by placing constraints on w in eq. (2), but in practice it is actually
easier to use a correlation operator. In this case, a small network is used (typically it is between 3 × 3 and
7 × 7 neurons in size). This is then scanned across the image and the output is calculated for each position.
Equation (2) becomes:
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Figure 1. The left hand image illustrates the input into a Conv2D layer. The right hand image is the kernel. The kernel
must have the same number of channels (i.e. depth) as the input. There are multiple kernels for each layer and the
correlation operation is repeated for each one.
This is incorrectly called a convolution, but since the weights are discovered by a gradient descent operation,
it does not actually mater if the process was implemented by a correlation or convolution since the algorithm
would learn to flip the kernel.
The Conv2D network inputs may actually be 3D in shape. Multiple planes can be used, for example an
RGB image has 3 channels. Each of these are stacked to produce a 3D input array. The kernel will therefore
be 3D as well. A 3D element-wise multiplication is performed and the results summed to give a single number.
This kernel is only moved in 2D, but there may well be multiple kernels. If an Conv2D layer has P kernels,
the number of channels that are fed into the next layer are P . Typically numbers for P range from 64 to 256.
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2.2 Activation Functions
Following the output of each layer is a non-linear activation function. For Conv2D, this is normally a rectified
linear function:
f(x) = x+ = max(x, 0) (6)
This has the advantage of being fast to compute, and does not saturate like some activation functions when the
network is very deep.
2.3 Max-pooling
To reduce the spatial dimensions, a max-pooling layer is used. If an max-pooling(N,N) layer is created, it filters
out all but the highest activations within the N ×N region. Thus, a N = 2 will effectively reduce the size of the
network by a half.
3. OPTICAL EQUIVALENCE
Optically, a correlation operation can be performed using the Fourier transforming properties of a lens of focal
length f . One way to do this is with a 4 − f correlator. If the object Ξ is placed a distance f in front of a
lens, and is illuminated with coherent light, its Fourier transform, F(Ξ) = ξ, will occur a distance f behind the
lens. Imposing a complex modulation filter, ζ at distance f behind the lens and then passing the light through
a second Fourier transforming lens will result in a complex field:
F−1(ζ × ξ) = Ξ∗ ? Z (7)
Where ? is the correlation function and is related to convolution via f ? g = f∗(−x,−y) ∗ g(x, y). Strictly
speaking the output of eq. (7) is inverted since the optical lens can only perform a forward Fourier transform
and not the inverse.
3.1 Conv2D layers
A conventional optical correlator, will only perform 2D correlations. In order, to perform the stacked correlation
shown in fig. 1, a modification is proposed. Taking each correlation and performing them separately could be
implemented. Thus, the Conv2D operation is achieved by temporal multiplexing. However, this is not the same
since the intensity output will have been captured by the camera, not the complex fields. Thus, the addition will
give an incorrect result. Instead, the correlations need to be spatially multiplexed and optically recombined so
an optical addition is performed of the complex field. The addition will occur at the sensor, in addition to the
activation function as described in the next section.
3.2 Activation Functions
It is not possible to implement eq. (6) optically. However, when using a sensor, only the intensity of the complex
field can be detected, and we can use this as the activation function. If α is the complex field, the activation is
η(α) = |α|2 (8)
We term this the Squared Rectified Unit (SRU).
3.3 Bias weights
The bias adds a constant onto the output of eq. (7). An additive function is not easy to achieve optically, but a
subtractive bias could be achieved with the use a liquid crystal intensity modulator.
(Ξ ? Z)γ (9)
where {γ ∈ R : 0 ≤ γ ≤ 1}
Another option would be to modulate the DC term of the filter in the Fourier domain.
= Ξ(f)× Z(f)(1− γ)δ(f − 0)) (10)
= Ξ(f)× Z(f)− γΞ(0)Z(0)δ(f − 0) (11)
= ξ ? ζ − γΞ(0)Z(0) (12)
This could be implemented on a single SLM, but unless Ξ(0)Z(0) can be forced to be constants and not equal
to zero, the modulation will be subject to the additional terms.
3.4 Max-pooling Layers
Max-pooling layers can not be easily implemented optically since they are a non-linear process. An average
pooling layer could be approximated by the use of a convolutional filter or blur. This will not give the same
result and is the subject of further investigation.
3.5 Flattening Layers
The role of flattening layers is purely to rearrange the data. For example, the output of a Conv2D layer maybe
several 2D arrays. The flattening layer re-arranges the data into a single 1D array. This is not easy to optically
implement, but may also not be required depending on the network design.
3.6 Dropout Layers
Dropout layers are only used during the training phase, and not in the evaluation of the network. There is
therefore no need to optically implement dropout layers if the training is performed with a computer simulation.
3.7 Fully Connected Network
A fully connected layer performs the final output. There are several options to implement this. For now we have
implemented the simplest: the data could be captured and the fully connected layer performed electronically.
These layers typically are small compared to the Conv2D operations, so they consume little electrical power.
4. NUMERIC COMPUTATION
In Tensorflow, the input weights are stored in 4D tensor of dimension (B,Nin,Min, Cin), where B is the batch
size, Nin and Min are the spatial dimensions and Cin is the number of channels. The weights are in a tensor of
shape (n,m,Cin, Cout). The correlation is preformed with the first 3 dimensions of the weight and the last 3 of
the input. This will produce an output tensor of (B,No,Mo, Cout).
Usually, the output size of the convolution is reduced since only the valid parts of the correlation data are
returned. Some networks such as ResNet,14 require this to remain the same, so the central part of the convolution
that is the same shape as the input is returned.
This process is repeated over all the images in the batch size. For training, a large batch size is useful. For
actually running the network, a batch size of 1 is common.
A pseudo code representation is shown in listing 1. This is looped over again for each image in the batch.
Listing 1. Conv2D code
output = ze ro s (B, N o , M o , C o )
for p in C o
r e s u l t = ze ro s ( )
for q in C in
r e s u l t = r e s u l t + conv2d (w( : , : , q , p ) , x (B, : , : , q ) )
output (B , : , : , p ) = r e s u l t
The activation function is then applied to every element in output, and this result is passed to the next layer
as its input.
To implement the Tensorflow conv2d function with an FFT, some data preparation is required. Since the
FFT can only perform circular convolutions, zero padding is required. If the kernel size is square, of length
K, the data arrays must be zero padded such that they are (B,Nin + K − 1,Min + K − 1, Cin). The FFT is
provided by tensorflow.signal.fft2d. This calculates the FFT on the inner most 2 dimensions, so a transpose
operation is first required. We shift the data both before and after the FFT has been transformed to ensure the
phase data is correct. Some of these shifts are unnecessary and will be removed in future optimisations.
Each channel is separately correlated and the results are summed to mimic a Conv2D layer. Since an
optical system could be implemented in many different ways, we introduce a new activation function before the
summation, we call inter-activation. Currently this is used to transform the data from tensorflow.complex64
to tensorflow.real, but other optical setups will be modelled in the future.
To implement the whole simulation we implement a custom Keras layer called Conv2DOptical which is a
subclass of keras.layers.convolutional. Conv. We override the build function, which sets up the layer, and
the call function. The call function calculates the forward propagation of the layer, that is, it is passed the
input tensor and calculates the output activations for the layer.
To optimise the code, the weights are stored as normal Keras weights, however, a new tensor is added to the
class to hold the Fourier transformed version of these. This is only calculated when the weights are updated,
which is normally done after a batch has been processed by the optimisation algorithm.
Keras also has a number of callback functions that are useful to reimplement. The Constraint function
imposes a constraint limit on the Keras weights during training. We can override this to impose realistic optical
constraints such as impose phase only filters, bit-depth limitations, etc.
5. EXPERIMENTS
The Conv2DOptical layer is currently considerably slower to calculate than a conventional Conv2D layer due to
the FFT and other additional operations. Further work is required to optimise the code. Some of the algorithm
is currently restricted to the CPU and the GPU/CPU memory transfer is inefficient. We therefore have restricted
the network to relatively small sizes.
The MNIST handwriting dataset was used for training and testing. The images are 28× 28 and monochro-
matic, and simple networks can produce reasonable results.
A network was trained with the following structure
• Conv2D - 32 filters of 3× 3 in size.
• Conv2D - 32 filters of 3× 3 in size.
• 2× 2 max pooling layer
• 0.25 dropout layer
• Flatten
• Dense network size 128 with ReLU.
• 0.5 Dropout layer
• Dense layer 10 outputs softmax
This can achieve 0.9855 accuracy in only 2 epochs, with a speed of 385µS per step on a GeForce RTX 2070
with 8GB of RAM and an Intel Core i7-8750H @ 12x 4.1GHz and 16 GB of PC RAM. The batch size was 128.
The validation accuracy is higher than the training accuracy. This is because of the large amount of dropout
used in the training. Dropout is performed by disabling some neurons, so some of the information about each
sample is lost. The training is therefore made artificially harder. The network was trained on 60000 samples and
10000 validation samples were used.
The Conv2DOptical was then used to replace the Conv2D. Various options were used to study the effect on
the performance on the network. Using the FFT and phase only calculations increased the computation time to
46ms per step for the two layer system (about ×120 slower than the conventional space domain correlation).
Table 1. Results of different models showing the final validation accuracy for 1 epoch.













































Table 1 shows the validation accuracy after various experiments. Different activations have been used (Real
only, ReLU, and SRU). Also, the result of running the Conv2DOptical network with phase only correlations has
been shown. The results show that the effect of biasing on this particular problem is negligible. The bias has the
effect of shifting the activation function’s response. It may be in this case the bias values were near zero and the
network has trained itself to compensate for this. Further testing on different datasets is required to fully model
the effect. The effect of the SRU layer is less surprising since it is well known the many non-linear functions can
be used as the activation function. Again, the network has adapted to the change.
Training with the phase only correlation works well. Here the network can be implemented with a cascade
block consisting of a phase only SLM and CCD camera. This result is significantly better then when a normal
Conv2D is trained and the phase is extracted. The ability of the network to work with different types of layer is
useful. However, we note that changing the inter-activation layer to a SRU from a complex addition causes the
network to fail to converge.
6. CONCLUSIONS
This paper reports on the development and design of optical convolutional layers for implementing deep learning
networks a partial optical domain. A custom Keras layer has been developed that can simulate an optical
correlation in the Fourier domain. This is capable of simulating full complex filters and phase only filters. The
network has been tested on a small handwriting dataset and shown to have very similar results to a conventional
Conv2D based network.
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