ABSTRACT In this paper, a mixture semisupervised Bayesian principal component regression-based soft sensor modeling method for nonlinear industrial process with multiple operating modes is presented. In many chemistry processes, part of output data samples may be unavailable due to the difficulties in measurement or recording. The semisupervised method is introduced to efficiently deal with the unlabeled data set. Moreover, the Bayesian regularization method is proposed to determine the unknown dimensionality of latent variables space in each submode by introducing three different formulations of two hyperparameters to construct the Gaussian prior distributions over the loading and regression matrices. The formulation of this method is derived in expectation maximization algorithm scheme, and the formulas to update unknown parameters are derived. The effectiveness of the proposed method is verified through a numerical example, the Tennessee Eastman benchmark process, and the comparisons with the existing method.
I. INTRODUCTION
Data from the industrial process plays a significant role in system monitoring and quality control. However, some limitations with traditional hardware sensors, such as high cost, long time delays and performance degradation in severe production environments make the key process data unreliable or inaccessible. In recent years, many efforts have been made around the development of soft sensor modeling. The input data, from the easily measured secondary process variables, and the output data, from the quality or key variables are required to construct a mathematical model to predict the key variables. In addition, without reference to expert knowledge or precise production flow, the data-based soft sensing methods are widely applied. And plenty of successful cases have been reported with linear methods, such as partial least squares (PLS) [1] , [2] , principal component analysis (PCA), and regression (PCR) [3] , [4] . For nonlinear processes, artificial neural networks (ANNs) [5] , [7] and kernel PCA [8] , [9] have been presented with good prediction results. The labeled data set is defined as the data set consisting of both input and output data samples, while the unlabeled data set is defined as the data set that only contains the input data. In general, input and output data are all required for traditional soft sensing methods [10] . To address the non-probabilistic and single operation mode assumption of traditional methods, Ge et al. [11] has extended the probabilistic PCA (PPCA) to the mixture form (MPPCR) and the regression models are formulated. Zhu et al. [12] proposed the robust mixture probabilistic PCA (MRPPCA) based on the Student t-distribution with all labeled data samples involved in calculation. However, in modern industrial process, the loss of data due to degraded accuracy, drifting and deviation of sensors, and incorrect recording may lead to performance deterioration of the previous methods, especially when the ratio of missing data is large. Thus, many supervised soft sensing methods suffer from incapability with data missing [1] . The sampling frequency of the output data is usually much lower due to the limitation of lab analysis, resulting in most of recording data are unlabeled [13] , [14] . In order to make full use of all unlabeled data samples, which have no output value but still hold some important process information to improve the estimation result, Ge and Song proposed the semisupervised PCR [15] and its mixture form (MSPPCR) [16] to combine multiple submodels results.
Bayesian multimode estimation methods based on maximum likelihood function have attracted considerable attention. Khatibisepehr and Huang [17] found that when the data was missing at random, the expectation maximization (EM) algorithm was superior to other methods. Thus, this paper focuses on handling semisupervised multimode problem in EM algorithm scheme to obtain the updating formulas of unknown parameters.
In addition, the problem that how to determine the dimensionality of latent variable is ubiquitous in the modeling process. As the importance of every principal component in the model cannot be distinguished, when the size of process data samples is small, which is frequently happened, singularity and over-fitting occur. The Bayesian regularization method (BPCA) has been proposed in [18] - [20] to effectively mitigate these two problems by introducing the prior probability function of the loading matrix and the mixture form (MBPCA) has been constructed in [21] . The BPCR [22] has been studied and was able to determine the dimensionality of the latent variable space automatically. However, one limitation of the previous works is that only one single Gaussian distribution prior with two hyperparameters were introduced for formulation construction, which seems to be subjective. With different circumstances, the improper formulation (too heavy or too light) of the hyperparameters may result in poor prediction. Therefore, in this paper, the two hyperparameters have three different formulas and 9 combinations altogether. The RMSE value is selected as the evaluation criterion to find the best combination of the formulation, which can improve the estimation result of the model.
The present paper is built up in the following manner. Section II describes the basic formulation of PCR. Then, in Section III, a mixture semisupervised Bayesian probabilistic PCR (MSBPCR) method is developed with EM algorithm by introducing a Bayesian regularization and the updating formulas of the loading and regression matrices are derived. A numerical simulation example and the Tennessee Eastman benchmark process are utilized in Section IV to demonstrate the effectiveness of proposed method. The comparison with the existing method is also made in this section. Finally, conclusions are presented.
II. PRINCIPAL COMPONENT REGRESSION
The original principal component regression model structure is derived as
where
T are measurement matrices constructed by input and output variables, respectively. m and r is the size of input and output variables, n is the size of the data samples. P m×q is the loading matrix, C r×q is the regression matrix and the principal component matrix is T n×q where q is the selected size of latent variables.
The purpose of principal component regression is to find a subset of all components to result in dimensionality reduction through lowing the effective size of the original space. The PCR procedure can be performed according to the following steps 1. Extract principal components T from the input variable matrix X .
2. Calculate the regression matrix C and predict the output variable matrix Y .
III. MIXTURE SEMISUPERVISED BAYESIAN PROBABILISTIC PCR
We assume that K submodels exist, and there are q latent variables in each of them. The mixture semisupervised Bayesian principal component regression model can be formulated as follows
where i = 1, 2, . . . , n, the total number of data samples is n, n 1 of which are labeled while the rest are unlabeled samples which means the output of them are unavailable. As the labeled dataset is
T . π 1 (k) and π 2 (k) are mixing proportional values of each submodel for labeled and unlabeled data samples defined as
where P k ∈ R m×q , C k ∈ R r×q are weighted matrices for input variables x ∈ R m×1 and output variables y ∈ R r×1 respectively. t ∈ R q×1 is the latent variable vector, the noise of input variables is e ∈ R m×1 while f ∈ R r×1 is for output variables. We assume both the latent variables and measurement noises in each submodel follow Gaussian distribution. Thus e k ∼ N (0, k
To find the optimal value of
}, Expectation Maximization(EM) algorithm is manipulated here. A complete data set C All of two parts: {C obs , C miss }. The input and output data are used to constitute the observed data set C obs = {X 1 , X 2 , Y }, the missing data set can be constructed as C miss = {T , K }, consisting of the matrix of latent variable and k. Therefore, we work on estimating based on C obs .
A. EM ALGORITHM SCHEME FOR MSBPCR
EM algorithm is a widely used iterative optimization method which consists of two steps: Expectation(E) step and Maximization(M) step. In E-step, ln p(C obs , C miss | ), the log likelihood function of the complete data and its conditional expectation with respect to C miss can be computed as [23] 
where s stands for the estimated parameters of the last iteration. In M-step, we maximize the Q-function to update the parameters [24] = arg max Q( | s )
And the procedure of EM algorithm is to iterate these two steps until convergence [24] .
1) E-STEP FOR MSBPCR
The likelihood function of {X , Y } is
Bayesian Regularization: On the basic of MSPPCR [16] , we develop it with Bayesian regularization to set the effective dimensional of latent variables which in most cases are unknown in industrial processes. The proposed method is called MSBPCR.
We introduce a Gaussian prior distribution over the loading matrices P and C. Multiplying the prior by the original log likelihood function, posterior distribution p(P|X , Y ), p(C|X , Y ) can be generated. As unlabeled data samples are included, the Gaussian prior distributions are developed as follows
p i,k is the i th column of P k and c i,k is the i th column of C k . α and β are two hyperparameter matrices. When α is big, p i will be set to a small value which means the corresponding column would be removed from P to set effective dimensionality of loading matrix, so is β and C. where
With the Bayesian rule, the log posterior distribution function is as follows
Because the formulation of Bayesian regularization seems to be subjective, α and β can influent the result severely due to the weight of parameters determining whether some columns of loading and regression matrix should be removed or not. When the hyperparameters are too big, the regression matrix would be set to a null one; when the hyperparameters are too small, the improvement of regularization could be slight. We set three different equations to update these two parameters, α and β, there are total 9 combinations as follows
As all these 9 combinations are calculated respectively, we choose the one which has the minimum RMSE value as the final determination of the formulation for the updated value of α and β.
Assuming parameter s is the estimated values which are obtained in M-step of the last iteration, the Q-function is
To obtain Q-function, these following posterior probabilities should be determined:
The posterior probability p(k|x i , y i , s ) is for the labeled data, while p(k|x i , s ) is for the unlabeled ones. These two posterior probabilities can be calculated by Bayesian principle as follows
where π 1 (k| s ) and π 2 (k| s ) are mixture proportion values obtained in the previous M-Step, and x i , y i are satisfied mixture Gaussian distribution are given as
As we can see, p(
are all Gaussian distributions, the conditional probability of the latent variable t for labeled and unlabeled data are
Substitute (19) into (18) , then the expectation and covariance of latent variable t can be estimated as follows:
For labeled data samples:
For unlabeled data samples:
2) M-STEP OF MSPPCR
In the M-Step, we maximize the log-likelihood function Q( ) to update parameters values based on the result of E-step. Firstly, we consider updating the component weight value π 1 (k), π 2 (k), π(k) under the constrains
We sum both sides over π 1 (k), then
According to (22) , the component weight can be updated by
Similarly, we can update π 2 (k) and π(k)
Then, Q-function can be rewritten as the following formulation
where we denote J (u) stands for the terms which is related with the unknown parameters u. And Const stands for all the terms that do not contain the unknown parameters. To save room, only the detailed formulas for J (P k ) and J (C k ) is shown as follows
Setting the derivatives of J -function with respect to P k , C k , µ k x , µ k y , k x , k y to zero, the results are shown as follows
By iterating the E-Step and M-Step of MSBPCR given above until the parameters convergent, according to EM algorithm, we have already obtain the optimal value of .
B. SOFT SENSOR AND PREDICITON OF MSBPCR
As the optimal values of parameters are set up, when new input data samples x new are provided, the soft sensor can be manipulated to predict the output value.
The posterior probabilities in each submode are as follows
The principal components of each submodet k,new iŝ
The prediction of output value of each submode can be obtained aŝ
Because of its mixture structure, the combined predicted output can be estimated by multiply with each weighted probabilities asŷ
Therefore, the root mean square error (RMSE) value can be calculated to verify the performance as
where L is the total size of the test dataset samples, · stands for 1-norm value.
IV. CASE STUDIES A. NUMERICAL EXAMPLE
In this numerical example, a linear model consists of 10 measurement variables and 1 output variable with 3 operation modes. The relationship between them is given as
where k = 1, 2, 3. The size of input and output variables are m = 10, r = 1, respectively. As we assumed before, the dimension of latent variables t k which follow a normal distribution in each operation mode are set to q = m−1 = 9. The loading and regression matrices, P k and C k , are selected randomly with proper dimensions, the elements of which are normally distribution. The noise of measurement variables is e k ∼ N (0, 0.01 2 I ) and the one of prediction variable is f k ∼ N (0, 0.01 2 I ).
As we would like to build up a semisupervised PCR model with a small data size, 500 data samples are generated of each operating points and are divided into two equal parts, as 250 for training and another 250 for testing. In the training data, only 20% of each operation mode are labeled, and the rest of them have no corresponding output. The three different output variances are 4.8148×10 −32 , 5.8344×10 −30 , 4.6620 × 10 −30 .
Algorithm 1 MSBPCR for Numerical Example
Input: The available data set C obs = {X 1 , X 2 , Y } Output: The model parameters:
}, the latent variable T 1: Set the initial values for all the parameters in , P k , C k are random matrices,µ k 
}; 5: until convergence; 6: All the optimal parameters are finally denoted as
For each formulation of α and β of the all 9 combinations, do this Algorithm to set the optimal respectively. After calculating 9 combination formulation of α and β, the RMSE could be obtained as Table. 1 shows. Therefore, for this numerical example, we choose
as the Beyesian regularization formulation for P k and C k . The RMSE value of MSBPCR is 0.0668.
In this numerical example, from the labeled and unlabeled data samples of training dataset, the MSBPCR model gets the optimal value of
} according to EM algorithm by 25 iteration steps. To evaluate the efficiency, the estimated result of MSPPCR method, which without Bayesian regularization, is provided under the same simulation condition for comparison. While the RMSE value of MSPPCR is 0.8918, much bigger than the proposed one. Fig.1 shows the estimated result of both method.
As it shows, for Mode 1, both two methods can get a good prediction result. But when it comes to Mode 2 and 3, the MSBPCR can estimate a variance similar to the real value, VOLUME 6, 2018 while the MSPPCR method can not follow the real value successfully. Therefore, we choose
B. INDUSTRIAL APPLICATION: TENNESSEE EASTMAN PROCESS
For the application of the real industrial process, the Tennessee Eastman process (Fig. 2) is a widely used benchmark simulation process. TE process consists of 5 major unit operations: a reactor, a condenser, a compressor, a separator and a stripper as Fig.2 shows. And it can produce 8 kinds of components: A, B, C, D, E, F, G, H. There are total 41 measurement variables and 12 manipulated variables in this process. But among all of 41 measurement variables, only 22 of them are easy to be obtained.
In this case, 16 easily measured ones out of 22 are selected as input variables for the sake of simplicity and these 16 variables are listed in [11] . And the component of F is selected as output.
Actually, there are 6 steady-state operating modes with different G/H mass ratios (50/50, 10/90, 90/10 respectively) and production rates. To verify the proposed method's performance as soft sensor, three operating points in Mode 1 (G/H mass ratio: 50/50, Production rate (steam 11): 7038 kg/h for G and 7038 kg/h for H ) by different reactor pressures, separator level set points and reactor temperatures. The detail information is given in Table. 2. As the open-loop TE process might be unstable, we manipulate the developed decentralized control strategy which was introduced by Ricker in 1996. The purpose of this proposed method is to predict the component of F based on 16 measurement variables under Table. 3, the proposed method has an obviously lower RMSE value through almost all labeled proportion than the MSPPCR method. And the result also shows that the more input data samples, the exacter the prediction result is. It makes sense that as we can see, with labeled data increasing, there is more information we can learn from the data set, with which both methods can get a better estimation.
As a comparison of determining the dimensionality of latent variables with 75(50%) labeled input, the regression matrices of three operation modes, C = [C 1 , C 2 , C 3 ] T are shown by 3-dimensional exhibition. We can see that several columns of C are set to zero due to Bayesian regularization in Fig. 3 . And the diagonal elements of B, β k are listed in Table. 4. We can see that the corresponding values of these zero columns are set to infinite which confirms that the dimensionality of latent variables space can be determined through the proposed method by selecting major principal components and switching off unrelated components' directions. VOLUME 6, 2018 To illustrate the efficiency of MSBPCR, the soft sensor for output variable with 75(50%) labeled input data samples are shown in Fig. 4 for comparison. And it confirms that our method has a better performance of following the quality variable.
V. CONCLUSION
In this paper, a mixture semisupervised probability principal component regression method with Bayesian regularization is proposed for soft sensor modeling application. The mixture modeling strategy is adopted to handle multiple modes of nonlinear processes and the semisupervised method is used to deal with small data samples with unlabeled input data. In order to determine the dimensionality of latent variables, the Bayesian regularization is introduced to construct Gaussian prior distributions over the loading and regression matrices. With different labeled proportions of process data, the formulation of hyperparameters α and β can be automatically determined to avoid overparametrization. A numerical example and the Tennessee Eastman process are used for performance validation of the proposed method; The comparisons are made with the MSPPCR method in both cases. The validation results show that the proposed method gives satisfactory modeling results.
