The constant demand for new functional materials calls for efficient strategies to accelerate the materials discovery. In addressing this challenge, machine learning generative models can offer promising opportunities since they allow for the continuous navigation of chemical space via low dimensional latent spaces. In this work, we employ a crystal representation that is inversion-free with a low memory requirement based on unit cell and fractional atomic coordinates, and build generative adversarial network (GAN) for crystal structures. The proposed model is applied to the Mg-Mn-O ternary crystal system to generate novel structures with application as potential photoanodes, and combined with the evaluation of their photoanode properties for high-throughput virtual screening (HTVS). The proposed generative-HTVS system predicts 23 new crystal structures with reasonable predicted stability and bandgap. These findings suggest that the generative model can be an effective way to explore hidden portions of the chemical space, an area that is usually unreachable when conventional substitution-based discovery is employed.
Introduction
Addressing the worldwide increasing energy demand requires the discovery of novel functional materials by exploring the vast chemical space. An important subspace of chemical space is the space of crystalline materials. The essence of the successful discovery of crystal materials with desired properties depends on the exploration efficiency of chemical space. Two general strategies for this goal are either the use chemical intuition and empirical rules to improve the performance of existing materials or to search general-purpose databases of known materials, such as the experimental inorganic crystal structural database (ICSD)(1). The latter method, known as high throughput virtual screening (HTVS) (2, 3) has been demonstrated to be quite successful for various applications. Some of them include the discovery of promising photo-catalyst materials,(4) electrode materials for Li-ion battery, (5) 2D materials, (6) and porous materials for propylene/propane separation (7) . In these examples cited, promising materials have been identified and experimentally verified using computational screening of experimental database.
Since the currently available experimental crystal databases such as the ICSD(1) (~200,000 structural data) and the Landolt-Bornstein database (8) (6836 structural and diverse properties data) are orders of magnitude smaller than the possible chemical space of inorganic crystals, as a way to further expand the search space, the elemental substitution strategy to these known crystals is employed in many HTVS studies. Here, one performs a combinatorial elemental substitution on the existing crystal structural motifs followed by DFT calculations to generate new large computational crystal databases. Some examples of these large-scale computational databases such as Materials Project,(9) Open Quantum Materials Database (OQMD), (10) and AFLOW-lib. (11) These large computational databases have been successful in generating many new discoveries in areas such as light-harvesting materials, (12) cathode coatings of Li-ion battery using OQMD, (13) and novel antiferromagnetic Heusler compounds using AFLOW-lib. (14) Despite these promising results, one fundamental limitation of the substitutionbased HTVS approach is that it cannot go beyond the template of existing crystal structures in the database.
Some of the methods to explore beyond the known crystal structure motifs include crystal structure prediction (CSP) methods using global optimization, (15) and generative models in machinelearning. These methods include simulated annealing, (16) basin hopping, (17) meta-dynamics, (18) minima hopping, (19) and evolutionary algorithms. (20, 21) Among these global optimization methods, evolutionary algorithms are widely used in predicting crystal structures since these algorithms are population-based and can find various global and local optima with various initial guesses, and often show more robust searching without being trapped in local minima compared to other global optimization techniques mentioned above. Different evolutionary strategies (20, 21) exist but generally involve two key steps, first, the initialization of structural pool (i.e. population) for the given specific chemical composition, and second, update of the population after evaluating target property (e.g. formation enthalpy) of each crystal structure using DFT calculations. Several promising results using evolutionary algorithms include the crystal structure predictions for thermodynamically stable tungsten borides, (22) super-hard materials,(23) superconductors, (24) and various 2D layered materials. (25) Generative models, on the other hand, focus on building a continuous materials vector space (or latent space) to encode the information embedded in the materials dataset and use the previouslyconstructed latent space to generate a new data point, ie. a material. In addition, by building a mapping between the latent space and the property space, an inverse mapping of new materials with a target property can be possible. This approach is a potential solution to the long-sought goal of the community of inverse design. (26, 27) Even without this the latent-space-property mapping, the new set of materials generated via generative models can be employed as feeder structures for a more unbiased or unstructured sampling of chemical space by means of HTVS. Since the generated materials can have completely different structures and compositions from the known materials, this generative-HTVS approach can also lead to novel discoveries that is not possible using conventional HTVS limited by the existing crystal databases. This latter approach, a crystal generative model followed by HTVS is the subject of this work.
Two of the most popular generative models in chemistry are the variational autoencoder (VAE) (28) and generative adversarial networks (GAN). (29) (30) (31) (32) (33) VAE typically consists of two deep neural networks (i.e. encoder and decoder), and explicitly constructs the latent space using a known prior distributions such as a Gaussian distribution. The encoder network encodes the chemical space into a low dimensional latent space, and the decoder network performs the inverse mapping that generates material structures from it. On the other hand, a GAN uses a decoder (or generator) and discriminator to learn the materials data distribution implicitly. We will further describe the framework in the Methods section. In both VAE and GAN approaches, a key component of crystal structural generative models is the invertibility from material representation (features) to real structure of material since the features generated from the latent vector should eventually inverted back to the real structure of material in order to confirm the generated material.
One of the first suggested representations to encode crystal structures was a 3D-image representation (27) which led to the first generative model (iMatGen) for inorganic solids, which employed a VAE architecture. A similar approach was also proposed by Hoffmann et al. (34) by using 3D atomic density representations and VAE, in which an additional U-net network was employed to classify element information from the generated 3D atomic density. Kim et al.(35) proposed a WGANbased generative model to discover new zeolite materials with desired energy and heat of adsorption.
While these 3D voxel image representations opened the door to the generative modeling of the inorganic crystals, there is room for improvements for practical applications. Some of the challenges to overcome using this approach include: 1) inverting representations to materials structures requires user-defined post-processing; 2) the unit cell size of the crystal material is limited by the cubically-scaling threedimensional grids; 3) representations are memory-intensive, leading to long training time; and finally 4) images are inherently not translational-, rotational-, and supercell-invariant.
In this work, we use a crystal representation that is inversion-free with a low memory requirement (by a factor of 400 compared to the 3D voxel representation used in iMatGen,(27) for example). We represent the crystal structure as a set of atomic coordinates and cell parameters, inspired by 'point cloud' (36) used for image classification and segmentation in machine learning fields, where objects are considered as a set of points and vectors with 3D-coordinates. As an application, we construct a GAN to generate new crystal structures with a desired chemical composition, and apply it to the Mg-Mn-O ternary system. The Pourbaix stability and bandgaps of these materials are then evaluated to find a promising photoanode material for water splitting in the HTVS manner.(4) The employed generative-HTVS predicts 23 novel Mg-Mn-O structures as a potential photoanode which could not have been found using the conventional substitution-based database enumeration approach. To encode the crystal structure, we employ a 2D matrix representation inspired by a 'point cloud' (36) which includes both unit cell and fractional coordinates of each atom in the unit cell where the permutational invariance is imposed by symmetry operation used in network encoding the proposed 2D representation (see 'Model architecture' section for model detail). Since the representation is the material structure itself, there is no need for the inversion from the representation to the material. One limitation is the lack of translational, rotational, and supercell invariances of the representation, and we address them by data augmentation as outlined later. The representation is summarized graphically in Fig. 1 . Since our representation only requires the atomic coordinates and cell information, it requires almost no preparation and memory cost to store the raw input data, in contrast to the 3D voxel representations which require substantial memory space to store the grid data.
Results

Representation
We note that a similar representation was recently used to generate new ternary hydride structures by learning their binary counterparts with a cross-domain learning strategy yielding interesting initial results.(37) However, the symmetry invariance of the representation was not addressed, and the results were briefly shown yet with no data about the structural diversity and stability of the generated crystals, and therefore, a practical applicability of the model for crystal structure prediction remains to be seen. denote a random input noise, user-desired composition condition, and composition of real material, respectively. The variables and � denote the feature (representation) of real and generated materials, respectively. ̂ and ̂ denote the predicted composition of the generated and real features, respectively. D( ) is the critic function also known as critic network.
Model architecture
Our GAN model consists of three network components: a generator, a critic and a classifier as shown in 
Comparison with iMatGen
Before applying the current model to the Mg-Mn-O system, we first compared the results on the V-O system that was employed in the iMatGen (27) work, which represents the first generative model for inorganic crystal structures and therefore it is an useful baseline to explore. After using a dataaugmented version of the V-O training data, we generated samples of V3O4, V4O5, V5O6, V5O8, and V6O7 structures for comparison with those generated using iMatGen. About 40% of the metastable polymorphs of V-O ( hull ≤ 200 meV/atom) discovered by iMatGen were re-discovered by the current GAN model. Particularly, in the V3O4 and V6O7 composition, the present model generated more stable polymorphs than the most stable ones generated via iMatGen. Thus, the performance of the current coordinate-based GAN model seems comparable to that of iMatGen. Given that the current model can sample the compounds with user-desired composition with various invariances also addressed for larger crystal unit cell, it can be particularly useful for discovering materials with specific compositions. The other training details and the results for the V-O system are summarized in the section S6 in SI.
Fig. 3. Schematic of the generation process for crystals with the desired composition.
The composition of generated material is determined by the output of the classifier network.
Generative high-throughput screening of ternary Mg-Mn-O photoanode materials
We generated ternary Mg-Mn-O materials and evaluated their photoanode properties to find structures with an improved performance. A previous study (4) . 4b ). The process of sampling materials is described in Fig. 3 . These generated crystal structures are then fed to the DFT calculations for property evaluation.
The energy above hull (formation stability) of the generated materials is first summarized in Fig. 4a . Among the 3,300 newly generated materials for the existing compositions in MP ( Fig. 4a) 
Discussion
The proposed generative framework can be compared with crystal structure prediction methods using evolutionary algorithms. As briefly described in Introduction, evolutionary algorithms searches for an optimal state (material) by repeating the series of specific evolutionary processes rather than learning the distribution of the whole target chemical space as in GAN. In addition, since evolutionary algorithms start from randomly initialized population, the quality of the results (e.g. how 
Conclusions
We proposed to employ the generative adversarial network (GAN) for crystal structure generation using a coordinate-based (and therefore inversion-free) crystal representation inspired by 
Materials and Methods
Training dataset and data preprocessing
As mentioned previously, as an application of the proposed GAN model for crystal structure generation, we considered the ternary Mg-Mn We note that this dataset has the data imbalance in the composition and affine invariance issues such as supercell, translation, and rotation. To address them, we used data augmentation, which is a commonly used technique in the machine learning field to alleviate such data imbalance and invariance problem. was put in the models, atomic permutation operations were randomly applied to training data. More details on the dataset augmentation are described in section S1 in SI. (See figure S1.1) In addition, as shown in the Figure S1 where ′ is the rescaled fractional coordinates used in our representation. Since our representation only requires the atomic coordinates and cell information, it requires almost no preparation and memory cost to store the raw input data that can be compared with the 3D voxel representations necessitating substantial memory space to store grid data.
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S1.2 Data augmentation
We used data augmentation method to address the invariance problems. First, we augmented dataset by generating supercell structures by repeating unit cells twice in x-y axis, y-z axis, and x-z axis respectively (see figure S1 .3) where the number of atoms in the cell does not exceed the maximum number of atoms our representation. And then, we applied translation operation on the latter dataset by moving atoms in unit cell by random distances which are smaller than cell length as shown in figure S1.4. Last, we applied rotational operation on structure data by swapping two axes (column) as shown in figure S1.5. After this sequence of operations, we constructed 1000 structures in each composition, totaling 112000 structures for Mg-Mn-O system. 
S2.2 Loss function of Crystal-WGAN
In this work, we implemented variant of GAN called WGAN (Wasserstein GAN(44) ).
WGAN overcomes the shortcoming of GAN such as unstable training or mode collapse by using the Wasserstein distance between real and generated data distributions as the loss function. This loss function train the generator to create materials that are similar to the real materials. In addition, for improved training of WGAN, Gulrajani et al (45) . proposed additional term in loss function of WGAN, gradient penalty term. This regularizer term has enabled more stable training of WGAN. In detail, the loss function is
Where D is the critic function, � is sampling uniformly along straight lines between pairs of points sampled from the real data distribution, and the generator distribution, , and λ is penalty coefficient, set to be 10. In order to train the generator to create materials with target property, the generator is trained together with the classifier with a loss function
where CE is cross entropy, s is input data, f is a classifier function, C is class and t is target value. , ̂, , ̂ are true (no hat) and predicted (hat) property value of real (real subscript) and generated (gen subscript) materials. 1 , 2 , and are generator coefficient in composition, generator coefficient in atomic state, and composition coefficient respectively. The learning process of our model is described in Figure S3 .1, demonstrating that the 
S3. Learning curve of the
S4. Computational details
S4.1 DFT calculations for the generated VO materials
For the comparison with iMatGen, we performed identical VASP(46) calculation method with Noh et al (27) . Also, phase diagram and energy above convex hull were calculated by the method described in methodology section of Noh et al (27) . For all generated structures, we performed spin polarized GGA+U (47, 48) calculations, with the same U parameter for V used in the Materials Projects database (9) . We relaxed both atomic positions and cell parameters using conjugate gradient descent method with convergence criteria of 1.0e -5 for energy and 0.05 eV/Å for force with 500 eV cut-off energy. To compare the phase stability among the generated structures for all generated materials we first used sparse reciprocal lattice grid with a grid spacing of 0.5 Å -1 . The formation energy (or formation enthalpy, ) was
Then, for a smaller set of materials that satisfy energy stability (Ehull≤0.2 eV/atom), we refined the formation energy calculations using a denser reciprocal lattice grid with grid spacing of 0.25 Å -1 .
S4.2 DFT calculations for the generated MgMnO materials
For the comparison with high-throughput screening method, we performed identical VASP calculation method with Noh et al (38) . Also, phase diagram and energy above convex hull were calculated by the method described in methodology section of Noh et al (38) . For all generated structures, we performed spin-polarized PBE+U (47, 48) calculations and PAW (49) -PBE pseudopotentials as implemented in the ab initio package, VASP, and we used 3.9 as U-value for Mn taken from Materials Project (9) . We relaxed both atomic positions and unit cell parameters using conjugate gradient descent method with convergence criteria of 1.0e-5
for energy and 0.05 for /Å force with 500 cut-off energy. To compare the phase stability among the generated structures for all generated materials, Brillouin zone is used with k-point densities at or larger than 500 k-points per atoms using the Pymatgen (40) package. Duplicates for the converged structures are removed using the StructureMatcher function implemented in Pymatgen package. After that, we performed the latter computations with dense k-space (i.e. Brillouin zone with k-point densities at or larger than 1000 k-points per atoms using the Pymatgen package).
S4.3 Band gap calculations
We performed HSE(50) hybrid DFT functional implemented in VASP(47) with a mixing parameter of 0.2. For computational efficiency, a uniform reduction factor for the q-point grid of the exact exchange potential is applied (NKRED = 2) with gamma centered even number kpoints (with a k-point densities at or larger than 1000 k-points per atoms). To validate that our model can generate stable and realistic polymorphs of VxOy with given composition condition, we generated VxOy compounds of several known compositions in MP (see Figure S6. 3), and screened them with post-processing pipeline as shown in S6.2.
We sampled structures according to these compositions and selected the structures only if the given composition condition (Cgen) is exactly reconstructed by the classifier (̂gen). Also, we removed the structures if atoms are too close to each other. From this post-process, 300 structures in each composition thus totaling 5400 structures in 18 compositions were sampled, and further DFT calculations are performed to compute stability (i.e. the energy above the convex hull, hull ) of the generated materials as shown in Figure S6 .3. And for energy comparison with materials actually existing in MP, the formation energies of them were also plotted in Figure S6 .3. Here, three main results are noteworthy:
(1) As shown in Figure S6 .3a, 562 of unique and entirely new structures are predicted as theoretically meta-stable (i.e. hull ≤ 200 meV/atom) among the total 4800 structures indicating that the proposed C-WGAN can effectively generate stable and new materials. Furthermore, considering that 80 percent of the experimentally known identified sulfides and oxides were within this criterion (39) , 91 unique structures are predicted as potentially synthesizable (i.e. hull ≤ 80 meV/atom).
(2) Among 53 V-O polymorphs of MP which we compared with our generated results energetically in Figure S6 .3a (blue stars), 15 materials have the same number of atoms in unit cell as the materials generated by our model. Although we randomly generated new materials using the trained model, 7 of 15 V-O polymorphs of MP with compositions which we selected to generate polymorphs are successfully rediscovered. Here, we expect the latter success ratio to increase further if we increase the number of samples.
(3) From comparison to the generated materials from iMatGen(27) (see Figure S6 .3b), 40 percent of previous discovery was generated within the range of hull ≤ 200 meV/atom by our framework (see Figure S6 .3b and Table S6 .1 for detailed statistics). It is notable that for V3O4 our model generates more stable materials than the most stable previous discovery from iMatGen as shown in Figure S6 Figure S6 .4 Examples of structures generated by iMatGen and Crystal-WGAN. In V3O4 and V6O7 compositions, Crystal-WGAN generated more stable structures than ones generated by iMatGen. For each structure, the energy above the convex hull and the space group are also shown below the structure. 
S6.4 Material generation statics in V-O system
