Abstract. In this note we investigate the behavior at the central point of the symmetric square L-functions, the most frequently used GL(3) L-functions. We establish an asymptotic formula with arbitrary power saving for the first moment of L(
Introduction
Let k > 0 be a large even integer and consider the Hilbert space S k of holomorphic cusp forms of weight k for Γ 0 (1) = SL(2, Z), with respect to the Petersson inner product (·, ·) on Γ 0 (1)\H.
Fix a normalized orthogonal Hecke basis H k of S k , which is of size #H k = 1 12 (k − 1) + O(1). Here the normalization means that the first Fourier coefficient of forms in H k is 1. In this note we are interested in the frequently used symmetric square L-function for f ∈ H k L(s, sym 2 f ) = ζ(2s)
which is a GL(3) L-function by Gelbart−Jacquet [GoJa1978] . By Shimura [Sh1975] , Zagier [Za1977] , and more generally [GoJa1978] , L(s, sym 2 f ) has analytic continuation to the whole s-plane.
Several authors (Lau [La2002] , Khan [Kh2007] , and Sun [Su2013] ) obtained asymptotic formulas for the first moment of central value of symmetric square L-functions by using Petersson's formula and various analytic techniques, among which Sun's result is the strongest: In the process of preparing this work for publication, the author learned that Balkanova and Frolenkov [BF2016] independently obtained a slightly stronger result by using a method different from ours. Now we give the plan of the rest of the note with some remarks. Our approach is different from the above-mentioned studies in that we use a different approximate functional equation (Lemma 1) at the very beginning of all analysis. After including necessary ingredients and tools in § 2 we obtain the primary main term M 1 in § 3. The new approximate functional equation makes a real difference in § 4 where we analyze the off-diagonal contribution: it gives us a handle to reduce the analysis at various stages to the problem of counting solutions of certain quadratic congruence equations, and thus allows us to extract the secondary main terms M −4 and M −3 . The labeling of the main terms M D with D a discriminant is used to indicate that the corresponding analysis involves the zeta function ζ KD (s) of the quadratic field K D with discriminant D, where we treat Q as the degenerate "quadratic" field with discriminant 1 (see (7), Lemma 3, and Lemma 4). We also note that the central values of Dirichlet L-functions in M −4 and M −3 are nonzero. In fact one can use M athematica to see
We remark that the treatment of the off-diagonal contribution is inspired by Lau−Tsang [LaTs2005] , in which arbitrary power saving is obtained in a different context. Now we need to say more about M −4 and M −3 . The main term M −3 looks bizarre at first glance but can be shown by further analysis ( § 4.3.1) to be
where
By Barnes' formula [Er1953, (1.18.12)] we have for large k
Hence the secondary main term M −4 is of order exactly k 
It is worth pointing out that Kohnen−Sengupta [KoSe2002] ).
S. LIU
first moment in question:
We point out that in the above formula L(
, χ t 2 −4 ) for t = 1, 2, and refer the reader to [Za1977] for the definitions of L(s, ∆) and I k (∆, t; s) where ∆ = t 2 − 4m (m = 1 for our case).
Without explicitly stating an asymptotic formula, Kohnen and Sengupta isolated the secondary main term M −4 (the "t = 2" term in (1)). Fomenko obtained an asymptotic formula with error term of size O(k −1/2 ). By comparing (1) and Theorem 1 we can see that the total contribution
for any fixed B > 0 and sufficiently large k, which is difficult to obtain by direct computation.
Lastly, we include an example that also exhibits the connection mentioned in the last paragraph. 
where B k is the k-th Bernoulli number,
and p k,r (t, m) denotes the coefficient of
In view of the above formula and our result, for the first moment of critical values of symmetric square L-functions at 1 2 and odd r between 3 and k − 1 for large weight k, the quadratic fields of discriminant 1 (degenerate), −4, and −3, play a dominant role over quadratic fields of other discriminants.
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Preparation
In this section, we set notations and gather some preparatory results to be used later. We write e(z) for e 2πiz , use B for large real numbers, and reserve p for prime numbers.
2.1. Functional equations. We include here functional equations of zeta-functions and L-functions which will be used at various points.
The Riemann zeta-function ζ(s) satisfies the functional equation
The periodic zeta-function function F (s, a) = n≥1 e(na)n −s (Re(s) > 1, 0 < a < 1) satisfies the functional equation
where ζ(s, a) = n≥0 (n + a) −s is the Hurwitz zeta-function.
where the root number
Approximate functional equation.
Unlike previous studies we use
to derive the following the approximate functional equation for L(
The proof is standard (see [IwKo2004, Theorem 5.3] ). We will use in the sequel whichever version of R(u) that is more convenient for computation.
2.3.
Petersson's formula. For a nonempty Hecke eigenbasis H k , Petersson's formula (see [IwKo2004] ) states that
Here δ m,n is the Kronecker delta symbol; S(m, n; c) denotes the classical Kloosterman sum S(m, n; c) =
is the Bessel function of the first kind of order ν. For convenience, we will denote the summation symbol in S(m, n; c) by
2.4. An integral representation of J ν (x). We also need the following Mellin-Barnes integral 2.5. A complex integral. In the analysis of the contribution from off-diagonal terms resulting from Petersson's formula, we will encounter the following complex integral
Lemma 2. For y > 0 and
where F (a, b; c; z) denotes the Gauss hypergeometric function.
Proof. Since I(u, y) clearly is holomorphic in u for 
We also note that Γ(
Shifting the contour of I(u, y) to Re(z) = 1 2 , we get 
The diagonal contribution
In this section we set up the proof of Theorem 1 and analyze the diagonal contribution.
By Lemma 1 and Petersson's formula, we have
S(n, n; c) c
Using the definition of V k (in Lemma 1) and shifting the contour to Re(s) = −B < 0, we have
Note: We adopt the convention that after a contour shifting the subscript " R " indicates the residue part while the subscript " I " the part from the resulting integral.
For the double pole u = 0, we can easily compute
On the other hand we have
in view of the classical bound of ζ and the bound
for z with fixed Re(z) and large x > 0.
Note: We will make free use of such bounds in the sequel.
Hence the diagonal contribution is
The off-diagonal contribution
In this section, we deal with the more delicate off-diagonal contribution J .
Partition of J .
For further analysis we first divide J into several parts (see (10)). To begin with, we have by (6)
Then by inserting the definition of V k and opening the Kloosterman sums, we have we get
where F (s, a) denotes the periodic zeta-function as in § 2.1. It is natural to write
according to r x,c = 1 (for which F (s, r x,c ) = ζ(s)) and 1/c ≤ r x,c < 1 (in which case F (s, r x,c ) is entire). For J 1 , we shift the s-integral to Re(s) = −B < 0, pick up a simple pole at s = − 1 2 − u, and get
For J 2 , we also shift its s-integral to Re(s) = −B < 0 but get only 
In order to evaluate J R we need the following result.
Proof. It suffices to consider Re(s) > 2. It is clear from (9) that
By the characterization for an element of (Z/cZ) × to be a quadratic residue mod c (see [Le1996, Theorem 5.1], for example)
where ω(n) is the number of distinct prime divisors of n and
Thus we have
where P (n) = 1 if n is odd and = 0 if n is even. It is easy to see that 2 ω(n) R(−1, n)P (n) is multiplicative and that for any odd prime power
Hence we have the Euler products
Applying Lemma 3 to (11) we get
where we used that the integrand of the u-integral is an odd function in u due to the functional equation (4).
4.3. Treatment of J I . We still need a few steps to get a reformulation (14) of J I = J 1,I + J 2,I .
Applying the functional equation (2) to J 1,I followed by the substitution z = − 1 2 − s − u we have
since 1 − r x,c = r −x,c for x coprime with c and if x runs through reduced classes mod c with 0 < r x,c < 1 then −x also runs through reduced classes mod c with 0 < r −x,c < 1.
Now we can rewrite J I = J 1,I + J 2,I as
by recalling the definition of I(u; y) (see § 2.5). In view of Lemma 2 it is natural to write
where the summands correspond to the cases (i) cn + r(x, c) < 2, (ii) cn + r(x, c) = 2, and (iii) cn + r(x, c) > 2, respectively. Then
Similar to the treatment of J R , we need the following result in order to evaluate J I,i .
Lemma 4. We have
Proof. It is clear that
There are two steps to solve a quadratic equation for −c < t < c. Then it is not hard to see that t = 2c is not a solution and that Note that the above formula for M (c) also includes the cases c = 1 and c = 3. Thus
where Q(n) = d|(6,n) µ(d). Again it is easy to check that 2 ω(n) R(−3, n)Q(n) is multiplicative and for any odd prime power p α (p > 3 and α ≥ 1)
Hence the desired equality follows from an Euler product argument similar to that of Lemma 3.
By Lemma 2, Lemma 4, that R(u) = π 1 du
by shifting the integral to Re(u) = B for large B. 
