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The settling processes observable in a freshly poured pint of stout demon-
strates two unusual phenomena. Firstly, the dispersion of bubbles appears to be 
sinking. Previous work has shown, using computational fluid dynamics simula-
tions, that this can be explained by the small size of stout bubbles and the tilted 
shape of the glass. Secondly, the sinking bubbles form into a regular pattern of de-
scending waves. Previous work “Waves in Guinness” compared these waves to dis-
turbances which occur in industrial vertical bubbly column processes. Based on 
such technology, a one-dimensional analytical model of a glass of settling stout beer 
was built. Such industrial flows are prone to flow instability, where a uniform dis-
persion of rising bubbles transitions to slug flow. Large bubbles form across the 
column width separating the flow into slugs of liquid. While the mechanism of this 
phenomenon is not yet fully understood, a body of literature exists which asserts 
that the physics of slug instability are similar to those causing roll waves, those 
seen flowing down roads of shallow incline after heavy rain. Extending upon this, 
the work “Waves in Guinness” was able to predict the waves seen in stout beer. 
I show here that these two observed phenomena can be predicted by a single 
two-dimensional analytical model. This model confirms the previously proposed 
mechanism of sinking bubbles, and in a coupled manner, also predicts an evolving 
flow field within the glass, and shows that the characteristics of this flow field are 
responsible for the descending waves. This model therefore predicts both sinking 
bubbles and waves of bubbles. The equations of dispersed two phase flow were ap-
plied to a long slab, and nondimensionalised. Asymptotic reduction in the steady 
flow case allowed an analytic solution to be determined confirming the existence of 
sinking bubbles. A stability analysis of this steady flow field lead to an equation 
similar to the Orr-Sommerfeld equation and revealed an instability similar in 
character to the observed waves. 
Mathematical models of industrial problems give greater insight into their 
underlying physics. This can be utilised to both improve and better control such 
processes. Stout beer is one example of a more general group of two-phase separa-
tion processes. And while the sinking bubbles and wave patterns form part of the 
settling process that leads to a desirable creamy head, their occurrence in industri-
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Multiphase flow processes are ubiquitous in industry, nature and even with-
in our own bodies. Though a range of different problems has been studied, many 
established industrial processes which involve multiphase flows are still poorly un-
derstood [1]. Progress with these difficult problems has been slow: industrial prod-
uct development is typically achieved by experimentation, which is a gradual, 
painstaking and costly process. It also has the disadvantage that, while it may pin-
point a particular problem in a process, it usually does not lead to a fundamental 
understanding of that process. One may, for example, be able to determine experi-
mentally the Reynolds number at which a particular flow becomes unstable but if 
other physical parameters are changed e.g., temperature, the experiments must be 
repeated. A mathematical model of the process has the advantage of being cheaper 
to develop and of being capable of straightforward generalisation. Changing a tem-
perature in a mathematical model is simply a matter of changing a parameter val-
ue. 
Suppose one is dealing with a process which undergoes a flow regime transi-
tion as some physical parameter is changed. Many single phase problems of this 
type have been solved, but things become much more complicated in the case of a 
multiphase flow. The features of a fully developed multiphase flow may depend on 
how it was arrived at, and so, even for a fixed set of parameter values, different 
flow regimes may be observed [1]. Regime transition may cause the flow to change 
spontaneously into a completely new configuration, possibly due to flow instabili-
ties. For example, industrial bubbly liquid column reactors operating at high vol-
ume fraction of bubbles may transform from a uniform distribution of bubbles to a 
flow where large bubbles suddenly form throughout the column trapping slugs of 
liquid between them, [2] [3] [4]. In researching the literature, one is struck by the 
lack of coherence across the discipline. Indeed, much of the modelling in the litera-
ture is based on a dimensional approach [1] thus forgoing the natural advantages 
of non-dimensional analysis, scaling and asymptotic simplification which are the 
traditional tools of the mathematical modeller. 
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Two-phase flow is a flow consisting of more than one component e.g., a liq-
uid and a gas. Here, we only consider situations where the phases are considered 
well-mixed on the continuum length scale. We consider a two-fluid model liquid gas 
in which we treat the disperse phase of bubbles as a second continuous phase, 
mixed with and interacting with the liquid continuous phase. Conservation and 
momentum equations are established for both components.  
Sedimentation is a two-phase process in which the disperse phase of parti-
cles in a two-phase mixture separates out from the continuous liquid phase. Typi-
cal examples would include heavier sand particles falling to the bottom of a sand 
and water suspension, or bubbles rising in a bubbly liquid. Eventually the particles 
naturally collect in a layer, while the bulk of the liquid becomes clear [5]. Sedimen-
tation occurs in many industrial processes and one often seeks to control the rate at 
which it occurs. The usual end goal is to simply remove the particles but there may 
be many ways of achieving this in practice e.g., via vertical settling in batch sedi-
mentation [1], or by the use of more sophisticated techniques such as cyclone sepa-
rators [6]. 
The apparently simple process of vertical sedimentation can be further ac-
celerated by tilting the holding vessel. The phenomenon was first demonstrated 
experimentally by Boycott [7], who noticed that in a narrow tube tilted from the 
vertical, blood corpuscles settled at a faster rate than when the tube was in the 
vertical. This enhanced sedimentation was subsequently modelled in detail as a 
combination of convection and sedimentation [8]. 
A fluidised bed is an example of a two-phase industrial process and consists 
of a vertical column of particles which is subject to a pressurised flow of fluid from 
beneath and a resulting pressure drop across the bed. When the pressure drop 
across the bed balances its weight, the particles become suspended causing the 
mixture to behave like a fluid. In most practical situations it is desirable that the 
fluidised bed should demonstrate a homogeneous behaviour. This turns out to be 
difficult to attain at all points of the operating range. Typically, regions of the flow 
are observed which contain very small particle concentration. These regions are 
termed “bubbles”, which rise up through the bed. Under certain conditions the 
bubbles may also elongate until they form a channel through the bed and this re-
gime is called “channelling”. These phenomena reduce the effectiveness of the fluid-
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ization. The transition from the homogeneous state is thought to result from an in-
stability which is not yet fully understood [1] [9] [10]. 
Another example of an industrial two-phase flow is a bubble column flow in 
which bubbles and liquid flow in a vertical column. The individual phases enter at 
the base of the column. The aim is typically to increase the surface area of contact 
between the two phases. As with the fluidised bed, this is advantageous as it in-
creases the available area for chemical reactions to occur between the phases. For 
certain flow rates, the bubbles begin to coalesce into larger volumes. These volumes 
may increase until they span the column and separate off slugs of liquid between 
successive gas pockets. The transition to this so-called slug flow and several other 
possible flow patterns are shown in Figure 4.1. In this series of flow patterns the 
gas flux is increasing from the left to right. The transition from one stable flow pat-
tern to another as in bubble to slug flow is a typical phenomenon and one which is 
still not fully understood [11]. Note that the experimental investigation of bubbly 
column flow has the added complication that the bubbles are difficult to observe in 
practice. 
 
1.1 Literature specific to sinking bubbles and waves observed in 
settling stout 
 
The process where bubbles within stout beer separate out to form a head is 
called settling and begins just after a stout beer has been poured into a glass. At 
that moment, an approximately uniform cloud of bubbles exists in the glass (which 
appears a light brown colour because of the mixture of black liquid and nitrogen 
bubbles) and these bubbles subsequently (reverse) sediment to the surface where 
they form a white head [12] [15], leaving pure black liquid below it. Observations of 
this process in a Tulip glass, as seen in Figure 3.1. below, show that it is not a uni-
form process [16] [17] [12]. At first sight the bubbles appear to be descending con-
trary to intuition, and it is also apparent that there is a downward wave motion 
[13]. In pouring a pint of stout from beginning to end, the slowest part of the pro-
cess is the settling [12] [18] [19]. 
A significant difference between stout and other beers is that the mixture of 
dissolved gases within the stout includes nitrogen as well as carbon dioxide [20]. 
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Regular beers typically contain only dissolved carbon dioxide whereas stout con-
tains predominantly nitrogen in the dissolved gas mixture. This makes the beer 
foam differently, changes the appearance and taste of the beer, as well as effecting 
the way in which the beer must be poured or canned [21]. Nitrogen is less acidic in 
solution than carbon dioxide and this means that stout beer is smoother and less 
acidic in taste. It is also much less soluble than carbon dioxide which results in a 
higher dissolved gas pressure than in carbonated beers, while the amount of the 
dissolved gases is actually much smaller, the partial pressure of a gas in the gas 
phase being equal to the partial pressure of the same gas in the dissolved liquid 
phase. The low solubility of nitrogen means that the head of a stout beer is much 
longer lasting than one in a regular beer [19]. This leads to difficulties in making 
the stout foam, which is why stout beers require special restrictor plate technology 
in the pouring tap, and widget devices in cans [22]. The smaller amount of dis-
solved gas in stout means that the nitrogen bubbles are approximately one tenth 
the size of the carbon dioxide bubbles of regular beer [19]. This small size is the 
main reason for the long wait required while stout beer settles fully as the smaller 
bubbles rise more slowly. 
Two-phase flow processes often undergo regime change, brought about by 
instabilities in the flow. In bubbly column flow, the appearance of instabilities is 
thought to herald the transition to slug flow [3] [4]. Of course single-phase flows of 
liquid are also prone to instabilities but these tend to occur more frequently in two-
phase flow, probably due to the interaction between the particles and the liquid. 
Benilov et al. [12] showed using computational fluid dynamics that the key 
to explaining sinking bubbles in Guinness is the small size of bubbles and the tilted 
sides of the glass. They also demonstrated experimentally that Guinness set-
tling in a tilted tall measuring cylinder is an example of the Boycott effect of 
enhanced settling [7]. 
Stout settling is a reverse sedimentation where bubbles separate out form 
liquid due to buoyancy forces. Vertical sedimentation is also a typical industrial 
process and can be accelerated by tilting the holding vessel. The tilting phenome-
non was discovered experimentally by Boycott [7] using a test tube containing sed-
imenting blood corpuscles. He noticed that a region of pure liquid formed along the 
downward facing side of the test tube and that the rate of sedimentation was much 
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increased. This enhanced sedimentation was subsequently modelled in detail ana-
lytically by Acrivos et al. [8] and shown to be a combination of convection and sed-
imentation.  
A theory for the waves observed in settling stout beer has been developed by 
Robinson et al. [13], and in a mathematical sense, suggests they are analogous to 
roll waves, which can be seen in water films flowing down shallow inclines, as 
shown in Figure 1.1. In a one-dimensional model of roll waves, based on the shal-
low water wave approximation [13] [14], it was shown that instabilities may lead to 
a periodic sequence of hydraulic jumps in the flow. 
 
Figure 1.1: Roll waves on a roadway. 
 
Robinson et al. noted that experimentally, waves in Guinness appear as al-
ternating bands of bubbly and pure beer as seen in Figure 1.2. below,  and suggest-
ed that the appearance of these waves was due to the same instability mechanism 
which causes industrial bubbly column flows to break down and transition to slug 
flow [3]. In order to investigate the origin of wave instability in Guinness, and an-
ticipating more general insights, Robinson et al. built a classical one-dimensional 
two-phase analytical model of vertical bubbly column flow. Their model produced a 





















1.2 Gap in the literature 
 
Benilov et al. [12] showed that sinking bubbles of stout beer in a Tulip glass 
can be explained by a circulation flow downwards at the glass sides which is faster 
than the steady buoyant rise velocity of the small nitrogen bubbles and therefore 
appear to be sinking. Using computational fluid dynamic simulations they showed 
that the key to explaining sinking bubbles in Guinness is the small size of bubbles 
and the tilted sides of the glass. 
A Tulip glass opens outwardly toward the top. At the start of settling, when 
a uniform dispersion of bubbles exists throughout the glass, bubbles at the sides of 
the glass leave a region of pure stout as they rise away from the sloping surface. 
This leaves heavier pure stout which due to its greater density as compared with 
the bulk of the bubbly-stout within, sinks down and creates a circulation which is 
upward within the central region and downward at the glass surface.  
Figure 1.2:  Waves in stout appear as alternating bands of bubbly and pure beer 
Reproduced from Robinson et al. [13] 
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Such a flow may be analysed using computational fluid dynamic simula-
tions which are very powerful and allow many physically realistic ingredients to be 
included in a model and thereby allow simulations of  complex processes to be real-
istic. However, this approach may not reveal specifically which particular physical 
ingredients are dominant and which on their own may be able to recreate the ob-
served phenomenon. 
Acrivos et al. [8] built an analytical model of the Boycott effect of enhanced 
settling in a cylinder and demonstrated that the process of enhanced sedimentation 
could be described and modelled analytically. They showed that under a specific set 
of conditions described by the Reynolds number (𝑅𝑒~𝑂(1)) and by the Grashof 
number (𝐺𝑟 ≫ 1, a measure of the relative importance of buoyancy and viscous 
forces acting on the particles), that the interface between the pure liquid region 
and the dispersion, along the downward facing glass side, remains of constant 
width. Fresh liquid entering this region moves rapidly upwards due to its lower av-
erage density and this reappears above the upper horizontal interface which must 
descend at an enhanced rate.  
Acrivos et al. also described a circulation flow brought about by the density 
variation between a region of pure fluid whose width does not vary with time, and 
the particle laden liquid. The aim of my work was to develop a similar but more 
general model which can be used to describe two phase flows with Reynold num-
bers outside the range appropriate for such sedimentation vessels and where a re-
gion of pure liquid grows in width over time.  
 Robinson et al. compared the settling in stout with industrial bubbly col-
umn reactors. These processes are comprised of a uniform dispersion of bubbles in 
a liquid which travel together in a combined flux and where relative motion also 
occurs due to buoyancy force. These processes are prone to unwanted breakdown to 
slug flow in which bubbles combine to form pockets  of gas which span almost the 
whole width of the column, separated by slugs of liquid. The cause of this break-
down is known to be an instability but the mechanism of this instability is not yet 
understood. Robinson’s one-dimensional model was able to predict waves but not 
the reason why bubbles appear to sink. 
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1.3 How the present work will eliminate the gap 
 
This work aims to build a simplified analytical model of the complex settling 
process observed in settling stout and identify which physical ingredients are im-
portant. To use intuition to decompose the complex physical settling process and 
include only those ingredients that intuition suggest are realistic. Taking inspira-
tion from the tilted cylinder experiments of Benilov et al. [12] I built a simplified 
two-dimensional simplified long and slender slab flow model of the complex two-
phase flow field within the Tulip glass. I show that the slender nature of the slab 
geometry and small size of the bubbles allow assumptions, which result in a set of 
independent but coupled equations in which one can solve for flow across and sepa-
rately down the slab. 
Across the tilted slab, and due to the long and narrow geometry, bubbles 
and stout are confined to flow in opposite directions. Buoyancy is the driving force 
and it will be seen that a distinct interface exists between pure and bubbly-stout as 
a flux of bubbles separate at their Stokes velocity. Problems in which relative veloc-
ity between two phases depends only on buoyancy and the parameters of the sys-
tem are known as drift flux [1] problems. 
Where a cloud of bubbles are moving together I follow Kynch [5] in assum-
ing that the velocity of bubbles is a simple function only of the local bubble concen-
tration or void fraction. This interestingly means that the governing equation for 
the motion of bubbles across the slab reduces to a single scalar hyperbolic equation 
in void fraction of bubbles. Such an equation can predict a distinct moving interface 
in the form of a shock between pure stout and bubbly-stout, and it will be shown 
that this leads to a near vertical density stratification along the lower upward fac-
ing side of the slab and similarly at the sloping sides of the Tulip glass. This leads 
to the circulation flow which is taken to be two-dimensional in the simplified slab. 
Whilst incorporating the main features of the flow pattern observed in set-
tling stout, this model reproduces the two-phase separation process seen in a Tulip 
glass that eventually leads to the formation of pure black stout with a white head. 
The simplified model formed the basis for a two-dimensional viscous shear flow in-
stability analysis. 
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It will be shown that the horizontal process of separation in a drift flux 
leads to the two-dimensional circulation flow in a forward coupling. In the horizon-
tal direction, bubbles and stout are forced to move in opposite directions, and so the 
timescale for this flow is very slow as compared to vertical circulation, where bub-
bles and stout are free to travel together in a drag dominated flow. This vertical 
two-phase flow is approximated to a single-fluid flow of variable density. This cir-
culation flow is much quicker because it is caused by the induced vertical density 
stratification and because stout and bubbles travel together in the same direction. 
This allows a separation of timescales in which vertical circulation is taken to be 
quasi-static in relation to that horizontally. These coupled quasi-static mechanisms 
lead to a combined explanation for both the sinking bubbles in the two-phase sepa-
ration flow, and the appearance of waves in the bubbly mixture. 
Therefore the gap in the current knowledge can be filled by a simplified 
model capturing analytically the key physical ingredients essential to the settling 
process in stout, and which is valid for the parameter values of settling stout and 
applicable to a variety of glass shapes. Further, an analytical model which can 
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1.4 Chapter summaries 
 
1.4.1 Chapter 1. Mathematical Techniques 
 
In this chapter we list the mathematical techniques required to solve indus-
trial problems in general and specifically the two-phase flow of interest to us. We 
summarise several tools which allow complex problems to be reduced to their fun-
damental mechanisms, and to be represented by equations of a simpler form, but 
which still capture the fundamental behaviour of the original problem. 
We then discuss partial differential equations, as many real world engineer-
ing and physical problems are modelled by this type of equation. This is followed by 
a discussion of stability analysis. Many steady flow process configurations may be 
unstable to small disturbances. Linear stability analysis transforms non-linear 
partial differential equations into a linear form. This technique subjects a steady 
flow configuration to small perturbations and the subsequent growth behaviour of 
these is assessed. The chapter concludes by discussing appropriate asymptotic and 
numerical approximation methods. Closed form analytical solutions are not possi-
ble for the majority of two-phase models. 
 
1.4.2 Chapter 2. Fundamental equations 
 
A fundamental simplification is to treat the dispersion of bubbles in stout as 
a second continuous phase. This allows the problem to be modelled as two separate 
but interpenetrating continua, also known as a two-fluid model. In this chapter 
this approach and its requirements, such as the need for averaged properties of the 
disperse phase at each point in the domain, is discussed. 
Computational fluid dynamics studies [12] [16], suggested a circulatory flow 
within the glass, with a downward current close to the wall of the glass. They also 
discovered that the small size of the bubbles in stout beers results in their being 
entrained in these downward currents, thus giving the appearance of sinking bub-
bles, despite their buoyancy. This simulated behaviour has been experimentally 
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confirmed: both rising and sinking bubbles can be observed in a stout beer settling 
in a tilted measuring cylinder. 
Based on these experiments, we have developed a model of the settling pro-
cess in an idealised long cylinder, tilted from the vertical. The nature of the flow 
which exists during settling was modelled as an evolving Poiseuille flow. This mod-
el is much simpler than the full bubbly flow equations (which are typically solved 
by CFD simulations). We show that the slender nature of the geometry and small 
size of the bubbles allow us to justify our simplified model, which results in a set of 
decoupled equations we can independently solve for the flow fields across and along 
the cylinder. 
 
1.4.3 Chapter 3. Drift flux model of horizontal sedimentation 
 
In this chapter we consider the (reverse) sedimentation of bubbles and show 
that a drift flux model, first developed by Zuber [23] and Wallis [24], is appropriate. 
The most general approach to modelling such a flow requires incorporating the in-
teraction between the individual phases. This typically requires the simultaneous 
solution of the mass and momentum conservation equations, a mathematically 
complicated process. There exists, however, a class of problems in which the domi-
nant relative motion is caused by an external force such as gravity. Drift flux mod-
els were designed for these circumstances. One feature of particle settling is that it 
relies only on the local particle concentration. It can be shown that settling can be 
determined entirely from a continuity equation for the concentration of particles. 
Uniform distributions of particles in a liquid are susceptible to particle concentra-
tion disturbances [13]. The continuity equation provides the velocity of propagation 
of such disturbances and, due to its hyperbolic nature, provides the mechanism for 
the appearance of stratified layers of particle-laden and clear regions within a set-
tling mixture [5]. 
 Bubbly flow in a cylinder, tilted from the vertical, with its long aspect ratio 
gives rise to a relatively slow progression of bubbles across the cylinder, where 
bubbles and stout are forced to move in opposite directions. In the vertical direction 
the bubbles rise more rapidly and drag forces become significant as will be dis-
cussed in the subsequent chapter. It will also be shown that the time scales for flow 
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in each of these directions are such that decoupling occurs. In this chapter it will be 
shown that the decoupled equation for gravity driven sedimentation of bubbles 
across the cylinder can be modelled as a drift flux flow. This separation of bubbles 
and stout leads to a uniform vertical stratification of bubbly and bubble free stout 
and a considerable simplification of the mathematical model. 
 
1.4.4 Chapter 4. Vertical Poiseuille flow 
 
This chapter presents the analysis of the vertical component of the flow. 
Here the geometry of the cylinder plays a crucial role. The long length scale means 
that we can consider the flow to be approximately invariant along the cylinder 
which requires that the flow of each phase is (approximately) parallel to the sides 
with zero rate of change in this direction. It will be shown that the pressure field is 
simplified, making possible an analytical solution. 
The assumption of invariance along the cylinder is valid only far from the 
bottom and the top of the cylinder. Much more complex two dimensional flow pat-
terns exist at the ends. It is clear that the flow in these places cannot be modelled 
without the use of numerical simulations. Note that the existence of the bottom of 
the cylinder is important in our calculation since the net flow through any cross-
stream surface must be zero. 
For the vertical flow, we discovered that the dominant balance is between 
the buoyancy and the  viscous shear, a typical feature of Poiseuille flow [25]. The 
invariance along the cylinder thus results in a simple, parallel shear flow. In par-
ticular, these conditions result in a pressure field where the same constant vertical 
pressure gradient exists at all points in the flow. Vertically, bubbles and stout thus 
flow together in a buoyancy driven flow. In the limit of small bubbles it is shown 
that relative motion between the phases becomes insignificant, and that the two-
phase flow is reasonably approximated as a single liquid. The viscosity of the liquid 
is taken to be that of stout, while the density is taken to be that of the mixture. 
This mixture density varies across the cylinder and evolves with time as a result of 
the bubble motion across the cylinder. A further important result of the vertical 
invariance is that in the horizontal component of the  flow, bubbles and stout are 
forced to flow in opposite directions (in a slow Stokes flow). The timescale of this 
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flow is much shorter than that of the vertical shear flow and allows the horizontal 
and vertical flow components to be treated as quasi-static and decoupled. 
In all the calculations it is assumed that the bubbles are all of the same size 
and therefore classified as monodisperse. This is a commonly made assumption. In 
reality there is a range of bubble sizes. Differently sized bubbles will rise at differ-
ent rates in such a poly-disperse mixture, and the distinct interfaces between strat-
ified regions in the stout, will be characterised by transition regions in which the 
bubble density gradually changes. However, while this may affect the results quan-
titatively, we consider that it should not affect flow behaviour qualitatively. 
 
1.4.5 Chapter 5. Instability waves 
 
The instability of parallel shear flows has been extensively investigated. 
Vortex sheets may form along lines of high shear. The resulting vorticity gradients 
tend to destabilise the flow [26]. The analysis and solution of the Kelvin-Helmholz 
instability as shown in Figure 6.5 demonstrates the main features of a shear insta-
bility, which can also be observed in surface gravity waves, internal gravity waves 
and flows rendered unstable by shearing effects. A shear instability is a mechanism 
by which the inertial energy of the flow is transported via a growing instability be-
tween shear layers. The Kelvin-Helmholz model is the simplest model which 
demonstrates the mechanism by which a vortex sheet between shear layers tends 
to de-stabilise a flow [26]. 
The circulation flow of Guinness within the prototype long and narrow cyl-
inder is that of a laminar shear flow except at the ends. In these regions, the shear 
flow in the cylinder reverses in direction, and at such (inflexion) points the shear is 
at a maximum. There are also regions of higher shear at the walls where the flow 
ceases due to the no-slip and no flow conditions. However, the presence of the wall 
also acts to subdue any instabilities. At points of inflexion of the velocity profile, 
those restricting effects do not apply. Viscous forces may subdue instabilities at in-
flexion points, however. It has also been shown that viscous forces may also act to 
increase instability where the flow rate is high enough [26]. In flows where the flow 
profile includes a point of inflexion, Rayleigh [27] showed that this is a necessary 
condition for instabilities to occur. 
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In order to investigate the possibility that the observed waves in settling 
Guinness originate due to increased flow shear at locations of flow reversal, we per-
formed a linear stability analysis. During settling, the flow profile within a glass of 
Guinness is constantly evolving and so the analysis was performed at several stag-
es in order to capture the moment when maximum shear occurs. 
Linear stability analysis comprises the method of normal modes. A steady 
flow configuration is perturbed in order to understand its stability. For the vertical 
shear flow in our prototype cylinder, this analysis produced a result similar to the 
famous Orr-Sommerfeld equation whose solutions provide the normal modes via 
solution of an eigenvalue equation. 
The Orr-Sommerfeld equation is derived from the linearized Navier Stokes 
equations applied to the case of a horizontal parallel viscous shear flow, where 
gravitational effects are unimportant. It is a fourth order differential equation 
modelling the cross-stream amplitude of velocity perturbations to the steady base 
flow. The equation also yields discrete normal mode frequencies for situations 
where the boundary conditions for the flow are homogeneous, as is the case for a 
parallel viscous shear flow. Solutions to this equation can be used to form the com-
plete vector flow field of base flow plus perturbed flow, and the corresponding sca-
lar pressure field, for each modal frequency. Modal eigenvalue frequencies so de-
rived are typically complex valued and these values determine whether a particu-
lar perturbation mode decays, or grows unstably. 
In our model of two-phase flow, the parallel bubbly-stout flow is oriented 
slightly from the vertical, inspired by the observations of Benilov et al. [13] of 
Guinness settling in a vertically tilted narrow cylinder. Gravity is important as the 
tilt of the glass causes rising bubbles to also migrate slowly across the cylinder. 
This motion of bubbles cross-stream sets up an evolving near vertical stratification 
of bubbly and bubble free stout leading to a buoyancy driven circulation within the 
cylinder. For a long thin cylinder (large aspect ratio), the flow is approximately 
parallel. The presence of the bottom of the glass ensures the flow must circulate. 
Clearly a complex flow pattern must exist at the bottom as well as the top of the 
long cylinder, but these regions are regarded as being in the asymptotic far field of 
our model. 
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The additional complexity introduced by a varying density field, and pertur-
bation thereof, results in an equation similar to the Orr-Sommerfeld equation 
which combined the effects of flow, pressure and density perturbations. The out-
come was a pair of simultaneous eigenvalue equations. Combining these equations 
leads to a single equation though the eigenvalue structure was lost. We therefore 
proceeded with our investigation by analyzing the pair of eigenvalue equations (Ex-
tended-Orr-Sommerfeld equation (6.8.8)) numerically. 
 
1.4.6 Chapter 6. Numerical solution Extended Orr-Sommerfeld Equa-
tion 
 
The Extended-Orr-Sommerfeld Equation (EOSE) derived in chapter five is a 
fourth order system. Each of these equations has the structure of a generalised ei-
genvalue problem which is given in discrete form in [28]:  
𝑀?⃑? = 𝜆𝑁?⃑? . 
Attempts at a reduction to a single equation in one variable, destroyed this 
eigenstructure and it was necessary to proceed with a numerical method to solve a 
discretised system of two simultaneous equations in a single matrix problem. This 


















where 𝜙 represents the amplitude of cross-stream flow oscillations and 𝜈 that of 
bubble density oscillations. 
 
In order to determine the stability of settling stout beer in the prototype cyl-
inder the eigenvalues which determine the growth or decay of each corresponding 
normal mode were computed. This was carried out using a finite difference method. 
This involved firstly discretising the spatial domain, which represents the width 
dimension of the prototype cylinder. Based on this grid of values, finite difference 
derivative formulas were constructed as discrete analogues of each derivative term 
of the EOSE thereby converting the continuous differential equation into a discrete 
finite difference equation. Applying this difference equation to each grid point gen-
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erated a large system of equations which was solved numerically for the eigenval-
ues. 
The results obtained demonstrated wave-like behaviour for each wave num-
ber. It was important to determine the threshold of instability because after the 
emergence of the most unstable mode, the flow is assumed to transition to some 
other regime where the current model no longer applies. It was therefore necessary 
to determine the point during the settling process where the shear is maximal and 
the corresponding unstable wave-number. The evolving vertical density stratifica-
tion discussed previously leads to an evolving circulation velocity profile. The nu-
merical search for the most unstable mode is repeated at a series of times each of 
which shows a distinct steady velocity profile. It is demonstrated that the vertical 
component of the flow is approximately quasi-static with respect to the horizontal 
drift flux motion.  For each time, and across a range of wavenumbers, the eigen-
values were recalculated and each of these steady velocity profiles was analysed for 
instability. 
The numerical solution to the stability problem was facilitated by the use of 
specialised software. Computer algebra software is suitable for the manipulation of 
large systems of algebraic and differential equations. The equations were solved for 
the steady base shear flow. From this the required velocity scale of the base flow, 
Reynolds and Froude numbers were calculated and subsequently used in the gov-
erning equations. A linear stability analysis of these (non-dimensional) governing 
equations produced the Orr-Sommerfeld and the Extended-Orr-Sommerfeld equa-
tion. These equations were discretised and formed into stencils from which the ei-
genvalue block matrix equations could be constructed. 
The numerical techniques were first applied to the standard Orr-
Sommerfeld equation. This was done as a means of validating the method against 
that of Orszag whose numerical computation of the transition to instability of the 
Orr-Sommerfeld equation is considered a bench mark [30]. In that case the steady 
flow investigated for stability was a parabolic shear flow of the form:  
𝑈(𝑦) = 1 − 𝑦2, 
where 𝑈 is the stream-wise shear flow velocity, varying in the cross-stream 𝑦 direc-
tion. The result obtained with our numerical methods was then compared with that 
achieved by Orszag. We then proceeded to apply our Orr-Sommerfeld numerical 
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scheme to the evolving sequence of steady bubbly-stout shear flows in the prototype 
cylinder. 
The transition to instability was found for parameter values typical for the 
settling of bubbly-stout within the cylinder. The particular flow profile, represent-
ing the flow at a particular moment of the settling process, and corresponding 
wave-number, were found for the most unstable mode. 
A complete analysis accounts for the effects of a simultaneous perturbation 
of the bubble density field within the cylinder. This led to the Extended-Orr-
Sommerfeld equation discussed above. A similar search for the velocity profile and 
wavenumber combination yielding the most unstable mode was then conducted and 
the results presented. 
A numerical program was written to take the EOSE stencils and populate 
the M and N matrices with general coefficient terms and boundary condition terms. 
We established the largest eigenvalue for each quasi-static time step. A 
thorough parameter study allowed the stability/instability threshold to be mapped. 
The particular parameter values and wavenumber at which stable flow first transi-
tioned to an unstable flow were determined. The unstable waveform representing 
these results was then compared with those of Guinness settling in the cylinder. 
  








The mathematical models developed in this thesis are derived using a com-
bination of universal physical principles such as the conservation of mass, momen-
tum, energy and experimental observation [29]. We limit our interest to continuous 
deterministic models.  
Though a particular industrial process may be reasonably well controlled 
(albeit in a small region of parameter space), fundamental understanding is often 
lacking. In order to make significant changes to a process, a mathematical model is 
often the quickest and cheapest route. There is a systematic approach to developing 
mathematical models which is at least partly iterative. It involves constructing a 
model, analysing and solving it, comparing the results with experimental data and 
adjusting the model if necessary. 
We now briefly summarise several of the basic applied mathematics tools 
which allow complex problems to be reduced to their fundamentals and be repre-
sented by equations in their simplest form. We then discuss partial differential 
equations, as the majority of real world engineering and physical problems are 
modelled by this type of equation. This is followed by a discussion of stability anal-
ysis. Many flow processes may be unstable to small disturbances. Linear stability 
analysis transforms non-linear partial differential equations to a linear form by 
subjecting a steady state flow to small perturbations whose subsequent transient 
behaviour is assessed. We conclude by discussing asymptotic and numerical ap-
proximation methods. Closed form analytical solutions are not possible for many 
real world models. 
 
2.2 Simplification by neglect of small terms 
 
The typical procedure is to gauge the relative size of each term in an equa-
tion before actually solving the equation. We then delete small terms and solve the 
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reduced equation. The final step is to check for consistency by using the solution of 
the reduced equation to evaluate the deleted terms, to confirm that they are in fact 
small.  
Neglecting small terms can lead to regular or singular perturbations, which 
can be used to find (approximate) analytical solutions to the complete model. A per-
turbation problem can be viewed as a procedure for dividing a problem up into a 
number of simplified processes which can operate on different time and length 
scales. A regular perturbation problem is one which requires a single scale (or fun-
damental balance) while a singular perturbation problem requires at least two 
separate scales. In the case of singular perturbation problems one may use the 
method of matched asymptotic expansions (or multiple scales) to write down a solu-
tion valid over the physical domain (or time interval) of interest. 
 
2.3 Dimensional analysis  
 
One may start the modelling process, prior to the construction of a set of 
governing equations, using dimensional analysis. This process requires the rele-
vant physical parameters of the problem to be assembled into dimensionless pa-
rameter combinations, of which all other quantities of interest will be a function 
[32]. The idea underpinning dimensional analysis, is that units are artificial [30]. 
Valid physical laws must have the same form in any system of units. Dimension-
less quantities, on the other hand, are the same in every unit system, as they arise 
from comparing quantities with similar units. 
To begin we need to know which quantities are important in a physical 
mechanism. One must use physical intuition, appeal to experiment, and sometimes 
make lucky guesses in order to include all relevant variables and parameters. Once 
a set is chosen, dimensionless combinations are constructed. 
A simple demonstration is Newton’s second law. If we do not realize that 
force (F), mass (m), and acceleration (a) are related by 𝐹 = 𝑚𝑎, but we know, per-
haps from experiments, only that 𝐹,𝑚, and 𝑎 are related. Our problem is to find 
that relation. The most general relation between the three variables is 
 ℎ(𝐹,𝑚, 𝑎) = 0, (2.3.1) 
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where ℎ is a function to be found.  
Dimensional analysis tells us that we can rewrite this general relation us-
ing dimensionless quantities. In a general mass-length-time system of units, the 
units are [𝐹] = [𝑀][𝐿][𝑇]−2, where [M] stands for a unit of mass, [L] for a unit of 
length, and [T] for a unit of time. Similarly, the units of acceleration are [𝑎] =
[𝐿][𝑇]−2and the units of mass are [𝑚] = [𝑀]. 
We can combine these three variables into a quantity with no units: into a 
dimensionless group.  An obvious dimensionless parameter is  
 𝐹/𝑚𝑎 (2.3.2) 
 




) = 0. (2.3.3) 
 
In this simple example, because the function only has a single argument, we 
deduce that 𝐹/𝑚𝑎 must equal a constant, Π, in honor of the Buckingham Pi theo-
rem [31]. The solution is then 
 𝐹 = Π𝑚𝑎. (2.3.4) 
This result is Newton’s second law. We deduced it without knowing much physics. 
We could do an experiment to determine Π; if we did, we would find that Π = 1. 
Choosing the variables in the problem is the hardest part in dimensional analysis 




Nondimensionalizing the governing equations of a model simplifies it, and 
reduces the number of parameters. Each independent variable is nondimensional-
ised using an 𝑖𝑛𝑡𝑟𝑖𝑛𝑠𝑖𝑐 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒, for example when a natural distance or timescale 
is available. Other variables must derive their reference scales by a particular 
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combination of the parameters of the physical problem. A time scale for example 
might be derived from the natural distance extent divided by the velocity. 
The process of nondimensionalisation is simply illustrated using the projec-
tile problem [32]. A particle is projected radially outward from the earth with a ve-









,      𝑥∗(0) = 0,
𝑑𝑥∗
𝑑𝑡∗
(0) = 𝑉. (2.4.1) 
 
where R is the radius of the earth while g is the gravitational acceleration. An as-
terisk subscript denotes a dimensional quantity.  
 
 
Figure 2.1: Height above the Earth reached by projectile. 
 
 
Dividing each variable by an appropriate 𝑖𝑛𝑡𝑟𝑖𝑛𝑠𝑖𝑐 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 creates dimen-
sionless variables; 𝑥 = 𝑥∗ 𝑅⁄ ,  and 𝑡 = 𝑡∗ 𝑅𝑉
−1⁄ . These variables are now dimension-
less so their numerical value is the same regardless of the standard of measure-
ment used in the statement of the problem.  Substituting these new variables into 

































































 ,   𝑥(0) = 0,   
𝑑𝑥
𝑑𝑡
(0) = 1,  (2.4.3) 
 
 
where 𝜖 = 𝑉2 𝑔𝑅⁄ , and where 𝜖 is a dimensionless parameter. The solution to the 
dimensional equation has the form; 𝑥∗ = 𝑥∗(𝑡∗; 𝑔, 𝑅, 𝑉), while for the dimensionless 




When a variable is nondimensionalised by an 𝑖𝑛𝑡𝑟𝑖𝑛𝑠𝑖𝑐 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 whose 
maximum physical magnitude matches the variable’s natural range of magnitude 
this is called “scaling”.  Scaling explicitly demonstrates the intrinsic balances in a 
model. A core skill in this process is to determine each parameter combination cor-
rectly, and requires understanding of the physics involved in order to determine 
what effects the natural limit on each variable, and how particular parameter com-
binations define these limits.  
A correctly scaled problem is ripe for simplification by deletion of small 
terms. To illustrate the correct scaling procedure to the above projectile problem we 
consider situations where the projectile’s distance from the earth’s surface is al-
ways small compared to the earth’s radius. Such limited motion occurs only when 
the initial speed V is “sufficiently small.” Previously we choose arbitrary combina-
tions of parameters to non-dimensionalise. Now we choose carefully. 
Our main assumption is that for 𝑥∗ ≪ 𝑅 the acceleration is taken to be a 
constant 𝑔. With launch speed 𝑉, the particle will come to rest in time 𝑉/𝑔. Taking 




𝑉) (𝑉/𝑔) ∼ 𝑉2/𝑔. The assumption that 𝑥∗ ≪ 𝑅, requires that 𝑉
2/𝑔 ≪ R.  
𝑉2/𝑔 is an intrinsic reference which reflects the maximum limit of the variable 𝑥∗ 
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for the situation being considered, and is referred to as a “scale.” Using this we con-
tinue as before by defining 𝑥 = 𝑥∗ (𝑉
2𝑔−1)⁄ . We also estimate that  
 𝑑2𝑥∗ 𝑑𝑡∗
2⁄ ≈ −𝑔.  (2.5.1) 











where 𝑉2 𝑔𝑇2⁄ = 𝑔   ⇒     𝑇 = 𝑉 𝑔⁄  , is an equation defining the time scale. With the 
scaled dimensionless variables 𝑥 = 𝑥∗ (𝑉
2𝑔−1)⁄  and 𝑡 = 𝑡∗ 𝑉𝑔








 ,     𝑥(0) = 0,   
𝑑𝑥
𝑑𝑡
(0) = 1, (2.5.3) 
 
and this leads to 
 ?̈? = −(1 + 𝜖𝑥)−2, 𝑥(0) = 0,   ?̇?(0) = 1, (2.5.4) 
 
where dots refer to differentiation with respect to 𝑡 and 𝜖 = 𝑉2 𝑔⁄ 𝑅. 
It is the 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 orders of magnitude that are now explicitly displayed. In 
particular, the factor 𝜖 gives the relative order of magnitude of maximum height 
𝑉2 𝑔⁄  divided by the radius of the Earth 𝑅. 
Since the projectile problem has now been properly scaled, we are confident 
that when 𝜖 is small compared to unity, the term 𝜖𝑥 is smalled compared to 1. If 
the lowest order approximation to 𝑥(𝑡) is denoted by 𝑥(0)(𝑡), we have 
 ?̈?(0) = −1, 𝑥(0)(0) = 0,       ?̇?(0) = 1. (2.5.5) 
Thus 
 𝑥(0) = 𝑡 − 1 2⁄ 𝑡2   and   0 ≤ 𝑥(0) ≤ 1 2⁄    for    0 ≤ 𝑡 ≤ 2. (2.5.6) 
 
While, for this problem, this approximation may be obvious at the outset, 
the formal scaling process allows higher level approximations to be made. 
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Full understanding of a problem requires one to have in mind a physical in-
terpretation of each dimensionless parameter. Sometimes this interpretation is ob-
vious, other times it emerges from an exhaustive survey of all possibilities. In this 
example, 𝜖 can be interpreted as the ratio of two lengths, the maximum height to 
the radius of the earth, for a non-large initial velocity. 
 
2.6 Partial Differential Equations 
 
Many real physical processes are governed by partial differential equations 
(PDEs). Typically, the independent variables are either space (𝑥, 𝑦, 𝑧) or space and 
time (𝑥, 𝑦, 𝑧, 𝑡). The dependent variables depends on the physical problem being 
modelled. 
In the majority of problems, the solution must be obtained by asymptotic or 
numerical methods [33]. Classification of a PDE has a bearing on the required ini-
tial and boundary conditions. It also affects the choice of numerical method used to 
solve the equation. The classification is intimately related to the characteristics of 
the PDE. Characteristics are paths in the solution domain along which information 
propagate. There are several procedures to determine the characteristics. Because 
discontinuities in the derivatives of the solution, if they exist, must propagate 
along the characteristics, one approach is to determine whether there are any 
paths in the solution domain along which the second derivatives of the solution 
cannot be determined uniquely. 
Taking the general second order PDE 
 𝐴𝑢𝑥𝑥  +  𝐵𝑢𝑥𝑦  +  𝐶𝑢𝑦𝑦  +  𝐷𝑢𝑥  +  𝐸𝑢𝑦𝑦 +  𝐹𝑢 =  𝐺, (2.6.1) 
 
and the total derivatives 
𝑑(𝑢𝑥) = 𝑢𝑥𝑥𝑑𝑥 + 𝑢𝑥𝑦𝑑𝑦 ,    𝑑(𝑢𝑦) = 𝑢𝑦𝑥𝑑𝑥 + 𝑢𝑦𝑦𝑑𝑦,   
 
we construct the characteristic determinant 
 

















Unique finite values of 𝑢𝑥𝑥 , 𝑢𝑥𝑦 and 𝑢𝑦𝑦, are determined by solving this sys-
tem, unless the determinant of the coefficient matrix vanishes. In that case, the 
second derivatives of 𝑢(𝑥, 𝑦) are indeterminate. Setting the determinant of the coef-
ficient matrix equal to zero yields the characteristic equation 
 
 𝐴(𝑑𝑦)2 − 𝐵(𝑑𝑥)(𝑑𝑦) + 𝐶(𝑑𝑥)2 = 0, (2.6.2) 
 









This is the differential equation for the families of characteristic curves for 
the general second order PDE.  These curves may be real and distinct for a positive 
value of the discriminant: 𝐵2 − 4𝐴𝐶, real and repeated for a zero value, or complex 
if negative. This provides the classification of hyperbolic, parabolic and elliptic re-
spectfully. Therefore, hyperbolic PDEs have two real distinct characteristic paths, 
parabolic PDEs have one real repeated path, and elliptic PDEs have no real char-
acteristic paths. 
This leads to the concepts of domain of dependence and range of influence. 
For any point in the solution domain, through which characteristic paths pass, the 
domain of dependence is defined as the region of the solution domain upon which 
the solution at this point depends. Hyperbolic and parabolic PDEs have real char-
acteristic paths, and therefore have specific domains of dependence and ranges of 
influence. Elliptic PDEs, however, do not have real characteristic paths. Conse-
quently, they have no specific domains of dependence or ranges of influence. In ef-
fect, the entire solution domain of an elliptic PDE is both the domain of dependence 
and the range of influence of every point in the solution domain. 
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Elliptic PDEs are equilibrium, or steady state, problems and can be solved 
by direct or iterative methods, while propagation (evolution) problems are governed 
by either a parabolic or a hyperbolic PDE. The later types exhibit many similarities 
(e.g., an open boundary, initial data, boundary data, domains of dependence, and 
ranges of influence). Both types of problems may be solved numerically by march-
ing methods. However, there are significant differences in propagation problems 
governed by parabolic PDEs and hyperbolic PDEs, due to the infinite information 
propagation speed associated with parabolic PDEs and the finite information prop-
agation speed associated with hyperbolic PDEs. These differences must be account-
ed for when applying marching methods to these two types of partial differential 
equations.  
The Laplace equation: ∇2𝑢 = 0, is a typical example of an elliptic PDE and 
models problems in steady state ideal fluid flow and heat diffusion etc., the charac-
teristic determinant evaluated for this equation yields (1)(𝑑𝑦)2 + (1)(𝑑𝑥)2 =
0, from which 𝑑𝑦 𝑑𝑥⁄ = ±√−1, demonstrating no real characteristics. Physically, this 
implies that, in a steady state heat flow problem, the temperature at every point 
depends on the temperature at all the other points, including the boundaries of the 
solution domain, and the temperature at each point influences the temperature at 
all the other points.  
When numerically approximating PDEs, each partial derivative should be 
approximated in a manner consistent with the physical requirements of the prob-
lem. For an elliptic PDE, the solution at every point in the solution domain de-
pends on the solution at all the other points, in particular, the immediate neigh-
bouring points. Thus, the exact partial derivatives in elliptic PDEs may be approx-
imated by centred-difference approximations. 
When numerically approximating PDEs which contain both first order and 
second order spatial derivatives, the different physical behaviour associated with 
the different order spatial derivatives needs to be considered. 
The diffusion equation: 𝑢𝑡 = 𝛼∇
2𝑢, is a parabolic equation and models un-
steady problems in heat, mass and momentum diffusion. The characteristic deter-
minant evaluated for this equation yields: 𝑑𝑡 = ±0, which implies 𝑡 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, 
demonstrating characteristic lines of constant time. The speed of propagation of 
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information along these characteristic paths is 𝑐 = 𝑑𝑥 𝑑𝑡⁄ = 𝑑𝑥 ±0⁄ = ±∞, and 
therefore information propagation speed is infinite. 
The temperature at a point therefore depends on the temperature at all oth-
er points in physical space at all times preceding and including the current time, 
and the temperature at this point influences the temperature at all other points in 
physical space at all times after and including the current time. The diffusion 
equation behaves somewhat like an elliptic PDE at each time level. It is solved 
numerically by marching methods. 
The wave equation: 𝑢𝑡𝑡 = 𝑐
2∇2𝑢, is a hyperbolic equation and models un-
steady problems involving wave or signal propagation. The characteristic determi-
nant evaluated for this equation yields (𝑑𝑥)2 − 𝑐2(𝑑𝑡)2 = 0, which implies 𝑑𝑥 𝑑𝑡⁄ =
±𝑐, and leads to characteristics of the form 𝑥 = 𝑥0 ± 𝑐𝑡 and a finite information 
propagation speed. The solution at a point therefore, depends on the solution at 
points upstream, within a restricted area enclosed by the characteristics, and at all 
times preceding and including the current time. The solution at a point influences 
all other solutions downstream, within a restricted area enclosed by the character-
istics, at all times after and including the current time. Unsteady wave motion is a 
propagation problem which may be solved by marching methods. 
A particular member of the family of solutions is specified by the auxiliary 
(boundary, initial) conditions imposed on the differential equation. For steady-state 
equilibrium (elliptic) problems, the auxiliary conditions consist of boundary condi-
tions on the entire boundary of the closed solution domain. The boundary condi-
tions typically imposed are a Dirichlet boundary condition which specifies the value 
of the function on the boundary, a Neumann boundary condition which specifies 
the value of the derivative of the function on the boundary, or mixed boundary con-
ditions. One of these types of boundary conditions may be specified at boundary 
points. Different types of boundary conditions can be specified on different portions 
of the boundary. For propagation problems, the auxiliary conditions consist of ini-
tial conditions and boundary conditions on the boundaries of the solution domain. 
The relationship between the type of PDE, the auxiliary data, and whether 
or not a solution exists and is unique gives rise to the concept of a well-posed prob-
lem. Hadamard [34] states that a physical problem is well posed if its solution ex-
ists, is unique, and depends continuously on the boundary and/or initial data. 
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For an elliptic PDE, the boundary must be closed, and continuous boundary 
conditions must be specified along the entire physical boundary. For a parabolic 
PDE, the solution domain must be open in the time direction, initial data must be 
specified along the time boundary, and continuous boundary conditions must be 
specified along the physical boundaries of the solution domain. For a hyperbolic 
PDE, the initial data cannot be specified along any characteristic curves. A pure 
initial-value problem (the Cauchy problem) can be defined for a hyperbolic PDE by 
specifying initial data along several non-characteristic curves. An initial-boundary-
value problem is defined by specifying initial data along a non-characteristic curve 
and boundary conditions along the physical boundaries of the solution domain. 
 
2.7 Stability theory 
 
Stability theory investigates the stability of systems. Systems which are 
modelled by differential equations and have steady state solutions may be investi-
gated for stability by subjecting the steady state to a small perturbation and linear-
izing the equations (exploiting the smallness of the perturbations) about those 
steady states. In a system of n autonomic ordinary differential equations, for each 
steady-state or equilibrium point of a system in an n-dimensional phase-space, 
there is an n x n matrix whose eigenvalues determine the stability behaviour at 
nearby points. 
Linear stability analysis is an example, of a regular perturbation [29]. We 
take a steady state solution of the governing equations, (for example consider par-
abolic laminar shear flow solution in pipe flow), and add a small perturbation to it. 
This is substituted into the full governing equation, discarding products in the 
small perturbation variables. We then investigate whether these small perturba-
tions remain small. A time-dependent system is linearly stable if every perturba-
tion (mode) decays, linearly unstable if any perturbation grows and neutrally sta-
ble if at least one perturbation does not grow or decay. 
In many systems the result of linearizing about an equilibrium state is a 




= 𝑓(𝒖), (2.7.1) 




where u is the perturbation quantity. If the coefficients in 𝑓 are time-independent 
then the solution has the form 
 𝒖 = 𝑒𝜆𝑡𝑼, (2.7.2) 
 
where 𝑼, which is independent of 𝑡, is an eigen solution of 𝑓 with an eigenvalue 𝜆: 
 𝑓𝑼 = 𝜆𝑼. (2.7.3) 
 
Hydrodynamic stability investigates whether a given laminar flow is unsta-
ble, and if so, how this comes about [26]. Such an unstable flow is not observable as 
in practice it will quickly break down, due to naturally occurring disturbances, into 
another type of laminar flow or a turbulent flow. Reynolds [35] demonstrated ex-
perimentally that smooth laminar flow breaks down when the dimensionless ratio 
of inertia to viscous forces i.e., the Reynolds number: 





exceeds a critical value, 𝑉 being maximum fluid velocity, 𝑑, principle distance over 
which the flow varies and 𝜈 the kinematic viscosity.  Prior to breakdown, the vis-
cous drag on the fluid is proportional to the mean velocity. Exploiting linearity, 
perturbation quantities can be resolved into independent components varying in 
time like 𝑒𝑠𝑡 for some constant 𝑠, which is in general complex. The stability or oth-
erwise of the disturbance is determined by the real part of 𝑠, and a positive value 
will cause initial disturbances to grow in time.  




Figure 2.2: Forces on a simple pendulum.  
 
 
As an example of the linearizing process consider the nonlinear governing 
equation of motion for a simple pendulum in Figure 2.2 whose dimensionless gov-
erning equation is 
 ?̈? − 𝑠𝑖𝑛 𝜃 = 0 (2.7.5) 
where time t is measured in units (𝐿 𝑔⁄ )1 2⁄ . 
An equilibrium state is one which does not change with time, and constant 
values for 𝜃∗ = 0, 𝜋 are two states for the pendulum, describing hanging or inverted 
static conditions. We perturb the equation about these values by introducing the 
small quantity 𝜃′(𝑡), in the form of the expansion 
 𝜃 = 𝜃∗ + 𝜃′, (2.7.6) 




+ sin(𝜃∗ + 𝜃′) = 0, (2.7.7) 
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On the grounds that 𝜃′ is small, we retain only linear terms in the governing equa-
tion. Similarly, using a Taylor expansion, we can write 
 𝑠𝑖 𝑛(𝜃∗ + 𝜃′) ≈ sin𝜃∗ + 𝜃′𝑐𝑜𝑠𝜃∗, (2.7.8) 
 




+ 𝜃′ = 0, (2.7.9) 
which has solution 
 𝜃′ = 𝜃0 cos 𝑡 + 𝜃1 sin 𝑡, (2.7.10) 
 
where the constants 𝜃0 and 𝜃1 are determined by the initial conditions 
 𝜃′(0) = 𝜃0 ,    
𝑑𝜃′
𝑑𝑡
(0) = 𝜃1, (2.7.11) 




− 𝜃′ = 0, (2.7.12) 
which has solution 
 𝜃′ = 𝜃0 cosh 𝑡 + 𝜃1 sinh 𝑡. (2.7.13) 
 
For the hanging state, a small perturbation in the form of a small initial 
displacement and velocity, will result in equally small oscillations which do not 
grow or decay, and this is called neutral stability. While for the inverted pendulum, 
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2.8 Numerical linear algebra: solving linear systems of equations, 
eigenproblems, generalised eigenproblems 
 
Systems of linear algebraic equations can be expressed in matrix notation; 
𝐴𝑥 = ?⃑?  [33]. Two different approaches are used to solve such systems of equations. 
Direct methods are systematic procedures based on algebraic elimination, such as 
Gauss elimination. Iterative methods obtain the solution by an iterative procedure 
in which a trial solution is assumed and substituted into the equations to deter-
mine the error, based on which an improved solution is obtained. 
Eigenproblems are a special case in which a system of homogeneous alge-
braic equations: 𝐴𝑥 = 𝜆𝑥 , contains an unspecified parameter 𝜆. The parameter is 
called an eigenvalue. For example, if a static spring-mass system is given an im-
pulse, its masses will oscillate at special frequencies called eigenvalues, and the 
magnitudes and patterns of their motions are described by corresponding eigenvec-
tors. Due to the linearity of the system, these individual solutions, may be super-
imposed to form the general solution of the system. 
The standard eigenproblems as described above, comprise a single matrix. 
The ‘characteristic equation’ of the system is a polynomial whose roots are the ei-
genvalues. The equation in 𝜆 is formed by solving the determinant; 𝑑𝑒𝑡(𝐴 –  𝜆𝐼) = 0, 
where (𝐴 –  𝜆𝐼)?⃑? = 0, simultaneously provides non-trivial solutions for the eigenvec-
tors. Calculating the roots of large polynomials is however impractical and numeri-
cal methods are typically used to calculate the eigenvalues of large matrices.  
Some problems can be written in the form: 𝐴?⃑? = 𝜆 𝐵?⃑? . These are termed 
‘generalised eigenvalue problems,’ and can often be solved in a similar manner to 
the standard type.  The set of matrices of the form 𝐴 −  𝜆𝐵, where 𝜆 is a complex 
number, is called a pencil and the term can also refer to the pair (𝐴, 𝐵) of matrices 
[28] [36].  
Numerical linear algebra comprises the intersection of numerical analysis 
and linear algebra: its purpose is the design and analysis of algorithms for the nu-
merical solution of matrix problems.  
In the case of differential equations where an analytical solution is difficult, 
approximate numerical solutions can be obtained. Boundary value problems 
(BVPs) are usually solved numerically by solving an approximately equivalent ma-
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trix problem obtained by discretizing the original BVP. The most commonly used 
method for numerically solving BVPs in one dimension is by the finite difference 
method.  
 
2.8.1 Finite difference method 
 
A finite difference method transforms a calculus problem into an algebraic 
problem by discretizing the continuous physical domain into a discrete finite differ-
ence grid. It approximates the exact derivatives in the differential equation by al-
gebraic finite difference approximations (FDAs), and substitutes these into the ex-
act DE to obtain an algebraic finite difference equation (FDE). In the case of initial 
value problems, we solve the resulting algebraic FDE by marching methods, or in 
the case of boundary value problems, by equilibrium methods. 
There are two fundamentally different types of finite difference methods for 
solving boundary-value ODEs. The shooting method transforms the boundary-
value ODE in to a system of first order ODEs, which can be solved by initial-value 
(propagation) methods. The boundary conditions on one side of the closed domain 
can be used as initial conditions. Additional initial conditions needed are assumed 
(guessed), the initial-value problem is solved, and the solution at the other bounda-
ry is compared to the known boundary conditions on that boundary. An iterative 
approach, called shooting, is employed to vary the assumed initial conditions on 
one boundary until the boundary conditions on the other boundary are satisfied. 
The equilibrium method constructs a finite difference approximation of the exact 
ODE at every point on a discrete finite difference grid, including the boundaries. A 
system of coupled finite difference equations results, which must be solved simul-
taneously. 
Finite difference approximations are constructed using truncated Taylor se-
ries, where approximations of various types, either forward, backward, or centred 
differences, are formed. The series is truncated to the required level of accuracy. 
This method uses linear combinations of point values to construct finite difference 
coefficients that approximate derivatives of the function. For example, the finite 
difference approximation for the first derivative is given by the central difference: 






= 𝑢′(𝑥𝑖) + 𝑂(ℎ
2), (2.8.1) 
 
where the size of the truncation error is 𝑂(ℎ2). For the second derivative, this is 
given by a central difference: 
 
𝑢𝑖+1 − 2𝑢𝑖 + 𝑢𝑖−1
ℎ2
= 𝑢′′(𝑥𝑖) + 𝑂(ℎ
2), (2.8.2) 
 
where the size of error is 𝑂(ℎ2). 
In both of these formulae, ℎ is the distance between neighbouring values on 
the discretized domain (or the grid size). In this way linear systems can be approx-
imately solved by standard matrix methods. For instance, suppose the equation to 




− 𝑢 = 0,       𝑢(0) = 0, 𝑢(1) = 1. (2.8.3) 
 
We can write this as a difference equation: 
 
𝑢𝑖+1 − 2𝑢𝑖 + 𝑢𝑖−1
ℎ2
− 𝑢𝑖 = 0,   𝑖 = 1,2,… . 𝑛. (2.8.4) 
 
At 𝑖 = 0 and 𝑖 = 𝑛, boundary values are substituted into this equation to 
produce a non-homogeneous linear system of equations that has non-trivial solu-
tions. 
All non-singular systems of linear algebraic equations have a solution. In 
theory, the solution can always be obtained by direct methods. However, the pres-
ence of round-off errors compound the error with each elimination step. The condi-
tion of the matrix, a measure of how sensitive the solution is to small changes in 
the matrix components, can, for an ill-conditioned system, magnify the error con-
siderably. For small systems, elimination may still be the quickest method, and the 
condition of the system can be improved at the outset, by row scaling and reorgan-
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ising, resulting in relatively larger component numbers appearing on the main di-
agonal of a matrix (diagonal dominance). 
There are many large systems of linear algebraic equations of the form 
𝑨 ?⃑? = ?⃑? , where the coefficient matrix 𝑨 is extremely sparse, and where most of the 
elements of 𝑨 are zero. For such diagonally dominant matrices, it is generally more 
efficient to solve such systems by iterative methods than by direct elimination 
methods. Jacobi iteration and Gauss Seidel iteration, are typically employed [33]. 
Eigenproblems are a special case in which a system of homogeneous alge-
braic equations; 𝑨 ?⃑? = 𝜆 ?⃑? , contain an unspecified parameter 𝜆. Every nonsingular, 
square 𝑛 × 𝑛 matrix 𝑨, has a set of 𝑛 eigenvalues 𝜆, and 𝑛 corresponding eigenvec-
tors 𝒗, defined via by 𝑨 ?⃑? = 𝜆 ?⃑? . If we seek a solution other than ?⃑? = 0⃑ , then we re-
quire (𝑨 − 𝜆𝑰)?⃑? = 0, and |𝑨 − 𝜆𝑰| = 0. Each eigenvector represents a direction in 
which 𝑨 acts to stretch the eigenvector without rotation. A system of equations of 
the form  𝑨?⃑? = ?⃑? , can, by a change of variables exploiting the directions of the ei-
genvectors of 𝑨, be decoupled, and thereby solved more easily.  
There may also occur, systems of equations which are structured more read-
ily into two matrices; 𝐴 𝒗 = 𝜆𝐵 𝒗. These problems are termed generalised eigenvalue 
problems, which under some basic conditions, are solved in a similar manner to the 
standard type. 
Physical problems are governed by many different types of differential 
equations. Differential equations (DEs), either ordinary or partial, fall into two 
classes, depending on the type of auxiliary conditions specified. If all the auxiliary 
conditions are specified at the same value of the independent variable and the solu-
tion is to be marched forward from that initial point, the differential equation is an 
initial-value DE. If the auxiliary conditions are specified at two different values of 
the independent variable, the end points or boundaries of the domain of interest, 
the differential equation is a boundary-value DE. 
Physical problems are either, propagation problems, equilibrium or eigen 
problems. Each of these problems has its own special features, its own particular 
type of differential equation, its own type of auxiliary conditions, and its own nu-
merical solution methods. Propagation problems are initial-value problems in open 
domains in which the known information (initial values) are marched forward in 
time or space from the initial state. The known information, that is, the initial val-
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ues, are specified at one value of the independent variable. Propagation problems 
are governed by initial-value differential equations. Dynamic problems typically 





= −𝑥(𝑡),     𝑥(0) = 1,
𝑑𝑥
𝑑𝑡
(0) = 0, (2.8.5) 
 
where 𝑥 is the displacement and 𝑡 the time, while the unidirectional wave equation 







= 0, 𝑢(𝑥, 0) = f(x), (2.8.6) 
 
where u is the elevation of the wave at each point 𝑥, and 𝑐 is the wave speed. In 
both examples, the future is fully determined by the governing equation and initial 
conditions. 
Equilibrium problems, are boundary-value problems in closed domains in 
which the known information (boundary values) on the boundaries of the solution 
domain. For example, a simple beam of length 𝑙, with both ends restrained, and 
subjected to an axial distributed load, will axially deflect by 𝑢(𝑥), and this is mod-




= 𝑢(0) = 0, 𝑢(𝑙) = 0. (2.8.7) 
 
A plucked string of length 𝑙 is modelled by the bidirectional partial differen-








 𝑢(0, 𝑡) = 0, 𝑢(𝑙, 𝑡) = 0,     𝑢(𝑥, 0) = f(x),    
𝜕𝑢
𝜕𝑡
(𝑥, 0) = g(x),  
 
(2.8.8) 
which includes both boundary and initial values. 
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Eigen problems are a special type of problem in which the solution exists on-
ly for the eigenvalues of the problem. The eigenvalues are to be determined in addi-
tion to the corresponding configuration of the system. The vibrating string example 
above also leads to the solution of an eigenvalue problem and the boundary condi-
tions determine the harmonics. Each harmonic corresponds to an eigenvalue while 
the initial conditions determine the corresponding amplitude of the eigenvector. 
Exact solutions to differential equations which model physical phenomena, 
as in the above examples, are typically unavailable. However, these equations are 
readily solved by approximate numerical methods, and for such differential equa-




Round-off error is the error caused by the finite precision employed in the 
calculations. Round-off error becomes especially significant when differences be-
tween large numbers of similar magnitude are calculated. Consequently, round-off 
error increases as the step size decreases, because the changes in the solution are 
smaller and because more steps are required. Round-off errors propagate from step 
to step and tend to accumulate as the number of calculations increases. 
Truncation error is the error incurred in a single step caused by truncating 
the Taylor series approximations for the derivatives. Truncation error depends on 
the step size and decreases as the step size decreases. Truncation errors propagate 
from step to step and accumulate as the number of steps increases. 
Inherited error is the sum of all accumulated errors from all previous steps. 
The presence of inherited error means that the initial condition for each new step is 
incorrect. Assuming that round-off errors are negligible, inherited error is the sum 
of all previous truncation errors. For a converging solution, inherited error remains 
bounded as the solution progresses. For a diverging solution, inherited error tends 
to grow as the solution progresses.  
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2.9 System Condition 
 
Well-posed non-singular numerical problems have an exact solution. In the-
ory, the exact solution can always be obtained using fractions or infinite precision 
numbers. However, all practical calculations are done with finite precision num-
bers which necessarily contain round-off errors. The presence of round-off errors 
alters the (approximate) solution of the problem. A well-conditioned problem is one 
in which a small change in any of the elements of the problem causes only a small 
change in the solution of the problem. An ill-conditioned problem is one in which a 
small change in any of the elements of the problem causes a large change in the 
solution of the problem. Since ill-conditioned systems are extremely sensitive to 
small changes in the elements of the problem, they are also extremely sensitive to 
round-off errors.  
 
2.10 Consistency, order, stability, and convergence 
 
There are several important concepts which must be considered when de-
veloping finite difference approximations of differential equations. They are con-
sistency, stability, and convergence. A FDE is consistent with an ODE if the FDE 
approaches the ODE as the step size goes to zero. The order of a FDE is the rate at 
which the total error decreases as the grid size approaches zero. A FDE is stable if 
it produces a bounded solution for a stable ODE and is unstable otherwise. Initial 
value problems are marching problems on open domains, and an important consid-
eration is the stability of the governing equation, as errors will be subject to 
growth. Boundary value problems are equilibrium problems on closed domains.  
When solving boundary-value problems by the equilibrium method, consistency 
and convergence of the solution method must be considered. Stability is not an is-
sue, since a relaxation procedure, not a marching procedure is employed. Conver-
gence is guaranteed for consistent finite difference approximations of a boundary-
value ODE. A finite difference method is convergent if the numerical solution of the 
FDE (i.e., the numerical values) approaches the exact solution of the ODE as the 
step size approaches zero. 
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A finite difference equation is consistent with a partial differential equation 
if the difference between the approximate and exact solution vanishes as the size 
the grid spacing goes to zero. Warming and Hyett [37] developed a technique for 
analysing the consistency of finite difference equations. This is achieved by ex-
pressing each term in the finite difference equation in a Taylor series expansion at 
each point. This effectively changes the FDE back into a PDE. Terms appearing in 
the reconstruction which do not appear in the original partial differential equation 
are truncation error terms. Analysis of the truncation error terms determines con-
sistency and order. The order of a FDE is the rate at which the total error decreas-
es as the grid sizes approach zero. 
A forward time centred space (FTCS) approximation of the diffusion equa-






𝑛 ), (2.10.1) 
 
where d = α ∆𝑡 ∆𝑥2⁄  is the diffusion number. Expressing all terms as a Taylor series 
at grid point (𝑖, 𝑛) leads to 











2 +· · · (2.10.2) 
 
 
As (∆𝑡, ∆𝑥) → 0, the result approaches 𝑢𝑡 = 𝛼𝑢𝑥𝑥, which shows that the FDE, of or-
der O(∆𝑡) + O(∆𝑥2), is consistent with the exact PDE.  
In order to determine the stability of a FDE, the general behaviour of the 
exact solution of the PDE must be considered. There are several methods to ana-
lyse the stability of a finite difference approximation to a linear PDE [40]. The von 
Neumann method considers the Fourier components (modes) of the complex Fouri-
er series representation. If each Fourier mode is bounded then the finite difference 
equation is stable. Non-linear PDEs must be linearized locally, and the FDE which 
approximates the linearized PDE is analysed for stability. Experience has shown 
that the stability criteria obtained for the FDE approximating the linearized PDE 
also apply to the FDE approximating the nonlinear PDE [33].  
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If an FDE is shown to be stable under a von Neumann analysis, it does not 
however guarantee that the method is stable to inputs other than Fourier modes. 
The method therefore can be described as a sufficient, but not a necessary condi-
tion.  












𝑁 = 𝑢(𝑥, 𝑇), 𝑢𝑖
0 = 𝑢(𝑥, 0). 
 
(2.10.4) 
This solution remains bounded if |𝐺| ≤ 1. In the FTCS equation, 𝑢𝑖
𝑛+1depends on 
terms 𝑢𝑖
𝑛 as well as 𝑢𝑖±1
𝑛  terms, and therefore a relationship between 𝑢𝑖
𝑛 and 𝑢𝑖±1
𝑛  
must be established.  
Expressing the solution at some time point 𝑡𝑛 expressed as a Fourier series 
we have: 






where the amplitude 𝐴𝑚 varies with time, 𝑘𝑚 = 2𝑚𝜋 2𝐿⁄ , is the wave number and 
0 < 𝑥 < 𝐿. 
Each component of the Fourier series is propagated forward in time inde-
pendently. The complete solution at any subsequent time is simply the sum of the 
individual Fourier components at that time. Let us consider the stability of one 
such component independently. The discrete value of 𝑢(𝑥, 𝑡𝑛) is 
 𝑢𝑖
𝑛 = 𝐴𝑚𝑒
𝑖𝑘𝑥𝑖 , (2.10.6) 
and therefore 















𝑛+1 𝑏 = 𝑢𝑖
𝑛+1 𝑒𝑖𝑘𝑚(±∆𝑥). (2.10.8) 
 
Stability for all Fourier components, and at all grid positions ∆𝑥, must be 
considered. This achieved by letting m vary from −∞  to +∞ and letting ∆𝑥 vary 
from 0 to 𝐿. Thus, the product 𝑘𝑚∆𝑥 varies from −∞  to +∞. These complex expo-
nentials comprise sine and cosine functions, which have a period of 2𝜋 . Thus, it is 
only necessary to investigate the behaviour of the growth factor G over the range 










Our (FTCS) approximation of the diffusion equation can be written as 
 𝑢𝑖
𝑛+1 = 𝑢𝑖
𝑛 [1 + 2𝑑 (
(𝑒𝑖𝜃 + 𝑒−𝑖𝜃)
2
− 1)],  (2.10.10) 
As  cos𝜃 = (𝑒𝑖𝜃 + 𝑒−𝑖𝜃) 2⁄ , 
 𝑢𝑖
𝑛+1 = 𝑢𝑖
𝑛[1 + 2𝑑(𝑐𝑜𝑠 𝜃 − 1)]. (2.10.11) 
 
The growth factor is therefore 
 𝐺 = 1 + 2𝑑(𝑐𝑜𝑠𝜃 − 1), (2.10.12) 
 
which must be less than unity in magnitude to ensure a bounded solution. Hence 
 −1 <  1 + 2𝑑(𝑐𝑜𝑠𝜃 − 1) < 1. (2.10.13) 
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As 𝑑 = 𝛼 ∆𝑡 ∆𝑥2⁄  is always positive, the upper limit is always satisfied for 𝑑 ≥ 0. 





it can be seen that as 𝜃 ranges from −∞ to +∞, 𝑑 ≤ 1 2⁄ . 
The FDE approximation is conditionally stable. (Recall that a finite differ-
ence equation is stable if it produces a bounded solution and is convergent if the 
solution of the finite difference equation approaches the exact solution of the par-
tial differential equation as the sizes of the grid spacing go to zero).  
The convergence of a finite difference method is related to the consistency 
and stability of the finite difference equation. The Lax equivalence theorem [38] 
states:  
Given a properly posed linear initial-value problem and a finite difference 
approximation to it that is consistent, stability is the necessary and suffi-
cient condition for convergence. 
The Lax equivalence theorem specifies well-posed, linear, initial-
value problems. However, experience has shown [35], that boundary value 
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Two approaches have been developed in modelling disperse flows. In a tra-
jectory or Lagrangian model, the effects of flow around individual particles is con-
sidered [6]. Such models are often used in, for example, granular flow, where colli-
sions between particles play an important role, and where the effects of the contin-
uous phase are small [1]. In two-fluid models, such as bubbly flow, the dispersed 
phase is treated as a separate but interconnected continuum. This type of flow can 
be modelled using the Navier Stokes equations, where the discrete phase has been 
averaged over a control volume [6, 39]. The separate disperse and liquid phases in-
teract by means of a variety of flow forces, including for example: drag, lift and vir-
tual-mass forces. These interaction terms are typically represented in constitutive 
equations [13]. In order to treat the discrete phase as continuous, an averaging 
process is required and spatial averaging is assumed here. The microscopic space 
scale (here, bubble diameter) is assumed much less than the macroscopic length 













Figure 3.1: The schematic on the left demonstrates rising bubbles in an upwardly 
opening glass and the band of relatively heavy liquid which thus forms at the surface 
of the glass. Some bubbles become entrained in the resulting downward flow giving 
the impression of sinking bubbles. Also shown on the right are time stages in the set-
tling process. Pure black beer accumulates at the bottom while bubbles accumulate in 
a frothy head. The settling process in a pint glass takes approximately two minutes. 
Also noticeable are the bands of descending white and dark which are the waves in 
stout. 
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The observable settling behaviour of a pint of stout in a real pint glass is 
shown in Figure 3.1. above. The initial state of the settling is the moment pouring 
has ceased, and where the mixture is considered a quiescent fluid with a uniformly 
distribution of bubbles. Stout beers require special restrictor plate technology in 
the pouring tap, and widget devices in cans in order to create a uniform dispersion 
of bubbles in the glass at the moment that glass is full. The rising bubbles in an 
upwardly opening glass leaves behind a band of relatively heavy liquid at the sur-
face of the glass which sinks due to its increased relative density. This heavier pure 
stout sinks downwardly at the glass causing an upwards flow of bubbly-stout in the 
central regions which are out of sight. Some bubbles which become entrained in the 











The settling in a Tulip glass is approximated in this work to a two-
dimensional long and narrow channel which is to be named henceforth as slab, as 
shown in Figure 3.2. Bubbles will be assumed to be small (the definition of small-
ness will be given later) and mono-disperse. I will show that the slender nature of 
the slab geometry and small size of the bubbles allow assumptions, which result in 
a set of independent but coupled flows across and down the channel. The two-
dimensional form of the circulating flow also formed the basis of a shear flow insta-
bility analysis. 
The first published computational fluid dynamics simulation of sinking 
bubbles as observed in Guinness [16], demonstrated a circulating convective flow 
Figure 3.2. Slab geometry. 
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within the glass, which rises in the interior, and falls downwards along the wall of 
the glass. Bubbles entrained in the down ward flow give the impression that bub-
bles are sinking. This is demonstrated in the schematic in Figure 3.1. The small 
size of a typical Guinness nitrogen bubble (approximately 120 μm in diameter), is 
one tenth the diameter of the bubbles in carbonated beverages and this results in a 
comparatively small buoyancy force and rise velocity. This means that while Guin-
ness bubbles are in fact rising relative to the stout, they are simultaneously carried 
downward by the faster convective flow at the wall of the glass, thus giving the im-
pression of bubbles sinking. I will quantify what small size means in this context 
later in terms of a dimensionless parameter. A similar convective flow would result 
from the presence of a carbonated beverage within such a glass. However, due to 
their larger size, 𝐶𝑂2 bubbles are driven upward by larger buoyancy forces and not 
entrained in the downward flow of liquid at the glass wall.  
 
 
Figure 3.3: A Tulip pint glass. The glass shape is designed to reduce the set-
tling times of stout beers. 
 
In a subsequent computational fluid dynamics simulation by Benilov et al. 
[12] the same convective circulation flow was demonstrated. However, this simula-
tion also uncovered the role of the shape of the glass in determining the direction of 
the circulation flow. In a Tulip pint glass as seen in Figure 3.3, the downward mo-
tion of the bubbles is indeed observed in the simulation, while in a glass which be-
comes narrower toward the top as shown in the anti-pint in Figure 3.4, the convec-
tive flow was shown to reverse direction and the bubbles were seen to rise at the 
glass wall. This analysis also examined experimentally a simpler, parallel sided 
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glass as depicted in Figure 3.6 below, in the form of a long slender slab, and which 
was tilted slightly from the vertical. Bubbles were observed to descend along the 
lower, upwardly facing side, and simultaneously rise along the upper, downward 
facing side. This work further noted that the settling of stout beer in such a slab, or 
in a Tulip glass, appeared similar to an enhanced form of sedimentation known as 
the Boycott effect [7]. Boycott noticed that blood sedimentation was faster in a tilt-
ed test tube compared to a vertical test tube. 
In a vertically oriented slab, the sedimentation is simple and uniform, as-
suming an initial uniform particle distribution at the start. At subsequent times 
the motion of the particle cloud is most easily observed as a horizontal trailing edge 
surface of particles descending, leaving pure liquid above. Upon tilting, a band of 
pure liquid also forms along the downward facing glass side as seen in Figure 3.5 
as region 𝐶. Simultaneously, the rate of descent of the horizontal trailing edge: 𝐴, 
increases significantly. The surface area over which sedimentation occurs effective-
ly becomes larger than the cross-sectional area of the slab when placed vertically, 
with the additional area equal to the area of the interface along the new pure liquid 
region and dispersion when tilted. The enhanced flow within the tilted slab, ex-
plained by this simple kinematic argument, was first introduced by Ponder-
Nakamura-Kuroda (PNK) [40]. 
 




Figure 3.4. Numerical simulations of bubbly flows in a Tulip glass standing up-
right: Pint and upside down: Anti-pint. The curves show the streamlines for the 
bubbles, the colour shows the void fraction. Reproduced from Benilov et al. 
 
In the subsequent analysis by Acrivos et al. [8], it was determined that the 
process of enhanced sedimentation could be described and modelled analytically. 
They showed that under a specific set of conditions described by the 𝑅𝑒~𝑂(1) and 
by the Grashof number 𝐺𝑟 ≫ 1, a measure of the relative importance of buoyancy 
and viscous forces acting on the particles), that the interface between the pure liq-
uid region and the dispersion, along the downward facing glass side, remains of 
constant width. Fresh liquid entering this region moves rapidly upwards due to its 
lower average density and this reappears above the upper horizontal interface 
which must descend at an enhanced rate. Under these specific conditions Acrivos’ 
model prediction for sedimentation rate comes close to matching that given by the 
PNK model. Acrivos et al. also describe a circulation flow brought about by the 
density variation between a region of pure fluid whose width does not vary with 
time, and the particle laden liquid. We aim to develop a similar but more general 
model which can be used to describe two phase flows with 𝑅𝑒 numbers outside the 
range appropriate for such sedimentation vessels. 





Figure 3.5. The different regions in the flow field in which Boycott enhanced 
settling is in progress: 𝐴, interface between the particle-free fluid and the suspen-
sion; 𝐵, suspension; 𝐶, particle-free fluid layer; 𝐷, concentrated sediment layer on 
upward-facing surface. Reproduced from Acrivos et al. (1979). 
 
The computational fluid dynamics simulations carried out by Benilov et al. 
into the nature of the settling process in stout beer, and in particular experimental 
observation of the enhanced settling in a tilted parallel sided glass, provided in-
sight and an ideal prototype to develop an analytical model. The hope was that in 
adopting this geometry for the model, we may find a simple explanation of the flow 
phenomena observed in the typical pint glass of stout. 
 
3.2 Simplified system in the form of a tilted slab 
 
The two-phase flow of bubbles and stout in a Tulip pint glass is too complex 
to be amenable to an analytical solution. The flow field can only really be solved by 
computational fluid dynamics simulations. This would require the solution of six 
partial differential equations (assuming the simulations take advantage of the cy-
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lindrical symmetry of the pint glass). Two equations describe the conservation of 
volume occupied by the stout and bubbles respectively. The remaining four equa-
tions are momentum equations: describing conservation of momentum of bubbles 
and stout in the axial and radial directions. In this research, I consider the simpler 
geometry of the tilted parallel sided glass slab experiments of Benilov et al. [12]. 
For a slab, a typical simplification would be a two dimensional axisymmetric ap-
proximation of the flow. However, I chose to make a further simplification to that 
of a two dimensional model of the flow between parallel plates, as in channel flow, 
since the orthogonal gravity components due to the tilt would break the symmetry. 
For this simplified geometry I considered what should be the dominant 
causes of the observed flow. Clearly this is a buoyancy driven flow. The presence of 
bubbles in the mixture increases its overall depth. This increases the potential en-
ergy of displaced stout, which then drives bubbles upwards in some form of a (re-
verse) settling process. The angle of tilt may also result in enhanced settling, as 
shown empirically by Boycott and explained analytically by Acrivos [8] for falling 
particles. 
As discussed above, Acrivos demonstrated, for certain conditions existing 
within a tilted slab, that close to the downward facing glass surface, a constant 
width layer of pure liquid forms as particles fall away from that surface. This clear 
layer is shown in Figure 3.5 as region 𝐶. An interface 𝐵 exists between this layer 
and the suspension. Liquid separating from the suspension through this interface, 
causes the particles of the interface to remain in a static position relative to the 
slab, by exerting a drag force on them. For this Boycott phenomenon to occur, a 
balance exists between the gravity and drag forces acting on the particles. The 
lighter separating liquid layer will then travel upwards along the glass and finally 
appear at the top of the slab.  
I sought to develop an alternative model of enhanced settling by starting 
with the simple fact that the tilt angle means that the vertical buoyancy force act-
ing on bubbles due to gravity, can be resolved into orthogonal components across 
and along the slab. I refer to these as horizontal and vertical below. In each of these 
directions it will be shown that the flow behaviour is quite different. It will be 
shown that a slow horizontal motion of each phase, moving in opposite directions, 
leads to faster vertical motion of both phases moving together, and therefore to en-
hanced settling.  
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I chose to model a slab with a large aspect ratio geometry. For this form of 
flow, the influence of the complex flow at the ends of the slab can be neglected 
when modelling flow many slab diameters from the ends. The presence of imper-
meable boundaries and the consequent absence of flow perpendicular to these 
boundaries, typically leads to parallel shear flow in most of the flow away from the 
ends. At the ends the flow is far more complex. While we treat both phases as con-
tinua, we assume the bubbles do not interact with the glass surfaces. Intuition 
suggests that flow parallel and perpendicular to the slab walls must differ in some 
way. 
The requirement of incompressible flow within the slab means that the 
combined two phase volume flux is directly related to the individual phase fluxes. 
By combining their continuity equations, as demonstrated in Section 3.6, it is seen 
that for flow across and along the slab, the combined net volume flux in each direc-
tion must be zero, as this is a closed system. 
The small angle of tilt means that the larger component of buoyancy is in 
the 𝑦-direction along the slab. Any resulting flow in this direction can be consid-
ered an approximate parallel shear flow, due to the long parallel sides, as men-
tioned above. This type of flow precludes any significant flow in the 𝑥-direction, at 
any point in the flow field. The requirement of zero net combined flux horizontally, 
must therefore be satisfied at all points of the flow, and bubbles and stout must 
move in opposite directions in order to maintain the constraint that there is no net 
volume flux through the walls of the slab.  
This does not prevent bubbles and stout moving in the same direction paral-
lel to the walls of the slab (provided there is no net flow through any cross section 
of the slab). Along the slab therefore, the net flow is not confined to be zero at every 
point though the total flow over the slab cross-section should be zero due to the 
presence of the glass bottom. The zero vertical net flux condition for the system is 
thus 




where 𝐽𝑦 is the combined volume flux parallel to the walls of the slab. Flow through 
any horizontal surface varies from point to point and a circulatory flow in which 
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the flow is downwards at some locations and upwards in other locations is there-
fore possible. 
For convenience, we will describe the container as a slab. We take a coordi-
nate system embedded in the slab so that the 𝑥-axis is perpendicular the axis of the 
slab and the 𝑦-axis is parallel to the axis of the slab.  
 
 
Figure 3.6: Geometry of the tilted slab showing the coordinate system em-
bedded in the slab and the components of the velocity fields of bubbles and stout. 
Note that the tilt has been exaggerated in this diagram. 
 
The key assumptions I make are that the bubble size is small (in a sense 
that will be quantified later) at 𝑎 =  120 μm, that bubble inertia can be neglected 
and that 𝐿 ≪ 𝐻. The fact that 𝐿 ≪ 𝐻 suggests that there will be a slow variation in 
properties in the 𝑦-direction compared to the 𝑥-direction. The assumption that the 
slab is very long in the 𝑦-direction, and therefore that the flow does not vary in the 
𝑦-direction means that the flow at any 𝑦 location will be the same as at any other. 
All the dependent variables within the governing equations are therefore invariant 
in this direction. The pressure 𝑃 is a special case. 𝜕𝑃 𝜕𝑦⁄  is independent of 𝑦. In or-
der that the velocities retain their 𝑥 independence,  𝜕𝑃 𝜕𝑦⁄  must be independent of 
𝑥 too. This can only be satisfied when 𝜕𝑃 𝜕𝑦⁄  is a constant.  
The small size of bubbles leads to a number of further simplifications. The 
trajectories of small bubbles are dominated by drag forces. Thus, where net flows 
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are possible, i.e., in the 𝑦-direction, we expect any difference between the velocities 
of the bubbles: 𝑣, and stout: 𝑉, to be negligible compared with the overall velocities. 
So for flows in the 𝑦-direction it makes sense to assume 𝑣 =  𝑉, and model the flow 
of the stout and bubbles together as bubbly-stout with a single average velocity, or 
alternatively average volume flux: 𝐽𝑦. 
We cannot make this assumption for flow in the 𝑥 direction. We can take 
advantage of this, however, since it suggests a separation of timescales. Since bub-
bles and stout are constrained to move in opposite directions in the 𝑥-direction this 
means that the timescale associated with flow in the 𝑥-direction will be much long-
er than the timescale associated with flow in the 𝑦-direction. This means that flow 
in the 𝑦-direction can be considered as quasi-static and we can neglect time deriva-
tives for flow in the 𝑦 direction. 
Quasi-static is a special case of an interaction of a system with its surround-
ings which is carried out so slowly that the system (the flow in the 𝑦-direction) re-
mains close to equilibrium at all times. In practice, a quasi-static process occurs on 
a time-scale which is much longer than the relaxation time of the system, the typi-
cal time-scale for the system to return to equilibrium after being disturbed. It will 
be shown that net circulation flow in the 𝑦-direction is caused by the variation in 
density 𝜌 in the 𝑥-direction as a direct result of the counter-current flow of bubbles 
and stout in this direction. 
The non-uniform density of this mixture is given by 
𝜌 = (1 − 𝑎)𝜌𝑏𝑒𝑒𝑟  + 𝑎𝜌𝑏𝑢𝑏𝑏𝑙𝑒𝑠 , 
where 𝑎 is the volume fraction of bubbles. Additionally we can use 𝜌𝑏𝑢𝑏𝑏𝑙𝑒𝑠 ≪ 𝜌𝑏𝑒𝑒𝑟 
to justify the approximation 𝜌 ≈ (1 − 𝑎)𝜌𝑏𝑒𝑒𝑟 . 
These considerations suggest the following equations for 𝑎(𝑥, 𝑡), 𝑢(𝑥, 𝑡),
𝑈(𝑥, 𝑡) and  𝐽𝑥(𝑥, 𝑡), with quantities defined in Table 3-1. The combined volume flux 
in the 𝑥-direction is given by 
 𝐽𝑥 = 𝑎𝑢 + (1 − 𝑎)𝑈 = 0, (3.2.1) 
 
where 𝑢 is the velocity of bubbles and 𝑈 the velocity of stout horizontally i.e. per-
pendicular to the walls of the slab. I assume that bubbles are incompressible and 
are neither created nor destroyed, which can be expressed mathematically as 










= 0, (3.2.2) 
 
with a constitutive equation for the relative velocity of bubbles and stout horizon-
tally given by 
 𝑢 − 𝑈 = 𝑓(𝑎), (3.2.3) 
 
where the form of the  function 𝑓 is discussed in section 4.1. 
The flow in the 𝑦-direction is given by: 
 















where the pressure 𝑝 is discussed in more detail in Section Error! Reference 
source not found..  
These equations describe motion in the two directions. Horizontally, they 
describe a uniform sedimentation where bubbles and stout move in opposite direc-
tions. Vertically, they describe a parallel shear flow where bubbles are advected 
with the stout flow, and where a region of pure stout descends at one side of the 
slab, causing bubbly stout to rise elsewhere due to the presence of the bottom con-
straining net flow through any cross-section to be zero. I will show by nondimen-
sionalising these equations that the vertical flow evolves on a much faster time-
scale than the horizontal flow and thus that the vertical flow can be considered to 
be equilibrated as the horizontal flow evolves.  
 
 





Table 3-1: Geometric and physical properties. 
Parameter Value 
𝜌𝑏𝑒𝑒𝑟 1007 𝑘𝑔 𝑚
−3 
𝜌𝑏𝑢𝑏𝑏𝑙𝑒 1.223 𝑘𝑔 𝑚
−3 
𝜇 2.06 × 10−3𝑃𝑎 𝑠 
𝑟 61 𝜇𝑚 
𝑎 122 𝜇𝑚 
𝜃 5𝑜 




𝑢𝑆𝑡𝑜𝑘𝑒𝑠 3.45 × 10
−4 𝑚𝑠−1 
𝑣𝑆𝑡𝑜𝑘𝑒𝑠 3.45 × 10
−3 𝑚𝑠−1 
𝑅𝑒 Reynolds No∶ 800 for base flow 
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Table 3-2: Nomenclature 
Variable Name Variable Name 
𝑎 Void fraction 𝐹𝑣𝑖𝑟𝑡𝑢𝑎 𝑚𝑎𝑠𝑠 Virtual mass force 
𝑢 Bubble velocity 𝑥-direction 𝐹𝑙𝑖𝑓𝑡 Lift force 
𝑈 Bubble velocity 𝑥-direction 𝑄 Volumetric flow rate 
𝑢𝑔𝑏 Relative velocity gas with 
stout 
𝜙 Perturbation  amplitude  
in 𝑥-direction 
𝑣 Stout velocity 𝑦-direction 𝑓 Perturbation  amplitude  
in 𝑥-direction 
𝑉 Stout velocity 𝑦-direction 𝜋 Perturbation  amplitude  
in 𝑥-direction 
𝑃 Hydrostatic reduced pres-
sure 
𝜈 Perturbation  amplitude  
in 𝑥-direction 
𝑝 Absolute pressure 𝑐 Phase speed 
𝐽𝑥 Combined volume flux 𝐽 in 
𝑥-direction 
𝑘 Wave number 
𝐽𝑦 Combined volume flux 𝐽 in 
𝑦-direction 
𝑖 Complex 𝑖 
𝑓 
 
Drag factor 𝜆 Eigenvalue 




Drag coefficient ( )𝑏 Subscript refers to the 
bubble and stout. 
𝐴 Cross-section area and 
Base density 
𝐹 Force  
 
𝐾𝑔𝑏 Momentum exchange coef-
ficient gas with stout 
  
𝜏𝑔 Particle relaxation time   
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3.3 Continuum Conservation Equations and Averaging 
 
For a model where each phase is a separate continuum, we need a continu-
um variable which determines the volume fraction occupied up by each phase [13]. 
The volume fraction of bubbles is given by 𝑎, and so the volume fraction of stout is 
1 − 𝑎. 
The differential equations of motion for such a two phase mixture are based 
on an elemental control volume defined in Cartesian co-ordinates. We consider an 
elemental control volume which is much smaller than the typical distance over 
which flow properties very significantly. The control volume must be much bigger 
than the bubbles, in order that it represents a reasonable volume average of the 
flow properties of both phases. 
The required conservation equations contain spatial gradients and time de-
rivatives and within these equations all the terms are averaged over an elemental 
control volume. In order to evaluate them, they must be converted to derivatives of 
volume-averaged properties. These conversions take the form 







where 𝑄𝐶 is a property of the continuous phase [6], 𝑉 is the elemental control vol-
ume and 𝑆𝐷 is the total surface area of particles within the control elemental vol-








The integral of a property 𝑄𝑐, such as the interfacial shear stress or pres-
sure over the surface of the particles of the disperse phase, introduces phase inter-
actions forces. I have assumed the existence of such pressure and drag forces, and 
additionally lift and virtual mass force in the model. However, I will show using 
nondimensionalisation that these latter interaction terms can be neglected. 
For a volume which is not changing in time, 









𝑄𝐶 . (3.3.3) 
There are several methods by which one can average. Generally, these lead 
to similar forms of the averaged equations, depending on one’s assumptions about 
the small scale flow. An ensemble average is obtained from averages of the equa-
tions over many different realizations. Alternatively, one may time average where 
the small scale fluctuation time scale is much smaller than the macroscopic convec-
tive time scale. Finally, one may space average, as above, where one assumes that 
the microscopic space scale, for example the bubble diameter, is much less than the 
macroscopic length scale. The spatial averaging procedure is assumed in this model 
[13]. 
 
3.4 Bubble Size Distribution 
 
A typical simplification, made in modelling disperse two-phase flows, is to 
treat the discrete phase as mono-disperse, with each particle having the same size. 
In such cases the effects of the various forces which act upon each particle, will be 
equivalent for each particle. For example, in the case of the sedimentation of parti-
cles in liquid, one can easily visualize the trailing surface of descending particles, 
which is made up of identical particles moving at equal speed. There will be a dis-
tinct interface between the particle laden region, and the pure liquid left remain-
ing. Treating the flow as mono-disperse simplifies the modelling in an obvious way. 
For a poly-disperse mixture, in which exists a range of particle sizes, the flow will 
inevitably be more complex. However, we assume that while this is the case in real-
ity, we can imagine that over a range of sizes, particles will move a little faster or 
slower and blur the picture somewhat, but typically, should not change significant-
ly the fundamental nature of the flow. It is with this intuition, that we treat the 
flow as mono-disperse.  
A uniform distribution of bubbles is assumed within the glass at the start of 
the settling process, and it is assumed that bubbles are fully formed and distribut-
ed during the pouring process of stout beer.  
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3.5 Phase interaction force terms. 
 
Where there exists flow around an object, an interaction between the ob-
ject’s outer surface and the flow occurs. The resultant force in the direction of the 
upstream velocity is termed the drag, while the resultant force normal to this di-
rection is called lift. A detailed distribution of shear stress and pressure over the 
surface would allow drag and lift to be computed, but this information is extremely 
difficult to obtain either experimentally or theoretically, except for the case of a 
single bubble. 
The first analytic solution for the flow around a sphere at low 𝑅𝑒 < 1 in a 
uniform steady flow was provided by Stokes in 1851 [41].  Maxey and Riley in 1983 
[42] analysed the motion of a sphere falling in a quiescent fluid and their results 
formed the basis of a rigorous derivation of the equations of motion for small parti-
cles moving in a non-uniform, unsteady flow at low 𝑅𝑒. In order to extend the use-
fulness of these equations, Crowe et al. [6] modified these equations in order that 
they be applicable in situations outside the realm for which Maxey and Riley’s 
equation are valid. Using Crowe’s results, I determined which of the interphase 
momentum exchange terms are relevant to bubbles in stout beer: drag force, virtu-
al mass force and lift force. 
 
3.5.1 Drag force 
 
The steady-state drag is the force which acts on a particle in a velocity field 
when there is no acceleration between the particle and the continuous fluid. The 
drag term as represented by Maxey and Riley’s equation was re-expressed by 
Crowe as 





where 𝑈𝑖 and 𝑣𝑖 are the velocities of the continuous phase and the particle phase 
respectively, 𝑎 is the diameter of the particle, 𝜇𝑐 the viscosity of the continuous 
phase and where ∇2𝑈𝑖 is evaluated locally about the particle. The last term in the 
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equation is the Faxen force which is the correction to Stokes drag for the curvature 
of the velocity profile in the conveying flow field. For a rectilinear flow field, the 
Faxen force reduces to zero. 





𝜌𝑐𝐶𝐷𝐴|𝑈𝑖 − 𝑣𝑖|(𝑈𝐼 − 𝑣𝑖), (3.5.2) 
 
where 𝐶𝐷 is the drag coefficient, 𝜌𝑐 the density of the continuous phase and where 𝐴 
is the representative area of a particle. Typically, this area is the projected area of 
the particle or bubble in the direction of the relative velocity  
 
 
Figure 3.7: Variation of the drag coefficient of a sphere with 𝑅𝑒. Reproduced from 
Crowe et al. [6] 
The variation of the drag coefficient with 𝑅𝑒 number for a nonrotating 
sphere is shown in Figure 3.7. At low 𝑅𝑒 numbers the drag coefficient varies in-
versely with 𝑅𝑒 number. This is referred to as the Stokes flow regime. With in-
creasing 𝑅𝑒 number the drag coefficient approaches a nearly constant value which 
is known as the inertial range. For 750 < 𝑅𝑒 < 3.5 × 105 the drag coefficient varies 
by only 13% from 𝐶𝐷 = 0.445. With increasing 𝑅𝑒 number there is a sudden de-
crease in drag coefficient at the Critical Re. 
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In the Stokes (creeping) flow regime (𝑅𝑒 < 1) the inertial terms in the Na-
vier-Stokes equations are unimportant and can be discarded. Based on these re-
duced equations Stokes [41] was able to calculate the drag as 
 𝐹𝑖 = 3𝜋𝜇𝑐𝑎(𝑈𝑖 − 𝑣𝑖). (3.5.3) 
 




 , (3.5.4) 
where 𝑅𝑒𝑟 is the 𝑅𝑒 number based on the relative velocity. Equation (3.5.1) for drag 
can therefore be expressed as 
   𝐹𝑖 =
1
2
𝜌𝑐𝐶𝐷𝐴|𝑈𝑖 − 𝑣𝑖|(𝑈𝑖 − 𝑣𝑖) = 3𝜋𝜇𝑐𝑎𝑓(𝑈𝑖 − 𝑣𝑖), (3.5.5) 
 
where 𝑓 is the drag factor calculated as the ratio of the drag coefficient terms to the 











 . (3.5.6) 
 
The relative 𝑅𝑒 number is based on the relative speed between the continuous and 
dispersed phase, 𝑅𝑒𝑟 = 𝑎|𝑈𝑖 − 𝑣𝑖| 𝜈⁄ . This factor was introduced to modify the drag 
law to make it applicable to a wider range of flows and 𝑅𝑒 numbers. Obviously 
𝑓 → 1 for Stokes flow. There are several correlations available in the literature for 
𝑓. Schiller and Naumann [43] is a reasonably good one for 𝑅𝑒 numbers up to 800 [6] 
and is given by 
 𝑓 = (1 + 0.15𝑅𝑒𝑟
0.687). (3.5.7) 
In order to use the above single particle drag equation for two phase flow it 
must be modified so that it calculates all the drag being developed throughout the 
volume of a two phase mixture. To do this we introduce a momentum exchange co-
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efficient 𝐾𝑔𝑏 which is used to form a general equation for drag between two phases. 
The drag per unit volume is 
 ?⃗?𝑑𝑟𝑎𝑔 = 𝐾𝑔𝑏(?⃑⃗? − ?⃑⃗?). (3.5.8) 
 
𝐾𝑔𝑏 is the momentum exchange coefficient. It is used where two phase flow is mod-






This was derived by applying the drift flux methods outlined in chapter 
three and which in simple terms requires that the relative velocity used to calcu-
late drag of a single particle: (?⃑⃗? − ?⃑⃗?) is replaced by the relative flux of the two 
phases, and known as the drift flux: 𝐽𝑔𝑏, where 
𝐽𝑔𝑏 = 𝑎𝑏𝑎𝑔(?⃑⃗? − ?⃑⃗?). 
 
?⃗?𝑑𝑟𝑎𝑔 represents the drag per unit volume between the particle and the continuous 
phase in a two phase flow. 𝐾𝑔𝑏 has been calculated using the parameters of stout 
stout and where 𝜏𝑔 is the particle relaxation time. For particles carried in a fluid 
flow, 𝜏𝑔 is the response time for a particle to be brought up to the fluid flow speed 
by the action of drag in flows for which 𝑅𝑒 < 1. This is transient motion and is a 




 . (3.5.10) 
 
3.5.2 Effect of particle concentration on drag 
Drag calculated as above is directly applicable to the evaluation of the rela-
tive velocity between the particles and the continuous phase in dilute multiphase 
flow. At higher concentrations the interactions between the flow fields around indi-
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vidual particles alter the force experienced by those particles and therefore change 
the velocity of sedimentation [1]. 
Furthermore, the volumetric flux of the disperse phase is no longer negligi-
ble because of the finite concentration and, depending on the boundary conditions 
in the particular problem, this may cause a non-negligible volumetric flux of the 
continuous phase. In such cases it is important to distinguish between the relative 
velocity of particles and liquid, and that of particles in a coordinate reference frame 
fixed in the holding vessel. 
The analytical calculation of the cumulative drag on a cloud of particles is 
difficult because an adequate model must account for the surface of every particle. 
Experimental studies are hindered by the difficulties of measuring the force and 
the local flow field on an individual particle in the cloud. Most of the data for parti-
cle drag have been inferred from sedimentation and fluidization studies [6]. I there-
fore used the equation (3.5.8) and included an empirical drag law 𝑓 as in (3.5.7).  
An alternative approach is to infer that the fluid drag and therefore the rel-
ative motion of a cloud of particles is simply a function of the particle cloud concen-
tration [1, 24]. Such direct empirical correlations of this type of relationship show 
that motion is a decreasing function of particle concentration as shown in Figure 
3.8 and given by equation (3.5.19) for low 𝑅𝑒 number flows and equation (3.5.20) for 
higher values. 
While this approach does not seem to offer any benefits, it does allow the 
continuity equation for bubbles to be written in the form 
𝜕(𝑎)
𝜕𝑡
+ ∇. (𝑎 𝑢(𝑎)) = 0, 
which is a nonlinear scalar hyperbolic partial differential equation defining hori-
zontal bubble concentration. This type of equation will prove very useful in deter-
mining the spatial concentration of bubbles within settling Guinness, which form 
distinct vertical regions of pure stout and bubbly stout. These evolving regions re-
sult in significant imbalances in the induced buoyancy forces leading to circulatory 
flow as detailed in chapter four. Both the drag equations derived from Stokes equa-
tions, as in the section above, and those based purely on empirical concentration 
correlations were utilised.  
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The dependence of relative velocity and therefore relative flux on concentra-
tion alone can be demonstrated for bubbly stout by considering a simple example. 
Consider a two phase model where individual component momentum equations re-
flect a situation where the dominant physical balance is the gravity force acting 
across the slab, balanced by a pressure gradient and the drag forces, 𝐹𝑔𝑏 , acting be-
tween the components in this horizontal direction. The individual dimensional 






(𝑝 − 𝜌𝑏𝑔𝑥) − 𝑎𝜌𝑔𝑔𝑥 − 𝐹𝑔𝑏 , 
0 = −(1 − 𝑎)
𝜕
𝑑𝑥
(𝑝 − 𝜌𝑏𝑔𝑥) − (1 − 𝑎)𝜌𝑏𝑔𝑥 + 𝐹𝑔𝑏 + 𝜇∇
2𝑢. 
(3.5.11) 
Following Wallace [24], a reduced pressure 𝑝 is used where the hydrostatic compo-
nent has been subtracted. The hydrostatic pressure is approximated by that due to 


















Subtracting these equations we get 
 𝐹𝑔𝑏 = 𝑎(1 − 𝑎)[𝑔𝑥(𝜌𝑏 − 𝜌𝑔) − 𝜇∇
2𝑢] (3.5.13) 
 
If we ignore the effects of no-slip at the slab walls, then the drag acting be-
tween the phases is  
 𝐹𝑔𝑏 = 𝑎(1 − 𝑎)𝑔(𝜌𝑏 − 𝜌𝑔). (3.5.14) 
 











by Stokes drag law for drag on a single small bubble [41], where 𝑛 is the total num-






By combining the value of 𝐹𝑔𝑏 obtained using the mixture momentum equation and 
that given by Stoke’s law, we get an expression for 𝑢𝑔𝑏 ,  from which we can write 




(𝑎(1 − 𝑎) 𝑟)2𝑔(𝜌𝑏 − 𝜌𝑔). (3.5.17) 
It is clear that 
𝑗𝑔𝐽 = 𝑗𝑔𝐽(𝑎), 
and due to equation (4.2.11) 
 𝑗𝑔𝑏 = 𝑗𝑔𝑏(𝑎). (3.5.18) 
 
It is clear in this example that the relative velocity 𝑢𝑔𝑏 and drift flux 𝐽𝑔𝑏 are 
functions of 𝑎. The nature of this dependence requires an understanding of how 
relative velocity between the phases varies with concentration i.e.  
𝑢𝑔𝑏 = 𝑢𝑔𝑏(𝑎). 
This will allow, in the following chapter, a model for the concentration field 
𝑎(𝑥 , 𝑡) to be formulated and then used to predict how 𝑎 evolves horizontally across 
the slab. 
If we had retained the viscous term in the above calculation, the resulting 
equation would have been more complex, but the result would make the same 
point, that the drift flux is a function of 𝑎 only. We also used the Stokes equation 
for single bubbles to calculate 𝐹𝑔𝑏 without considering the additional hindrance 
caused by the mingling of each of the bubble’s local flow fields. However, this addi-
tional complication would not alter the fact that drift flux is a function of 𝑎 only. 
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For bubbles, empirical correlations have been measured which show that 
the relative velocity of a dispersed and a continuous phase, is a decreasing function 
of void fraction 𝑎 and is proportional to the terminal Stokes velocity, 𝑢𝑠𝑡𝑜𝑘𝑒𝑠 in the 
horizontal direction, of a single bubble as 𝑎 → 1 [24]. This kind of relationship can 
be seen in Figure 3.8. The literature contains numerous empirical correlations 
showing the form of the relative velocity as a function of 𝑎 and Re. At small 𝑅𝑒 
numbers, Barnea et al. [44] showed that the experimental data closely follow an 
expression of the form: 
 
 
Figure 3.8: Relative velocity of sedimenting particles, 𝑢𝑆𝑡𝑜𝑘𝑒𝑠 (normalized by 
the velocity as 𝑎 → 0, 𝑢𝑆𝑡𝑜𝑘𝑒𝑠) as a function of the volume fraction, α. 
 
 𝑢𝑔𝑏 ≈ 𝑢𝑆𝑡𝑜𝑘𝑒𝑠
(1 − 𝑎)
(1 + 𝑎1 3⁄ )𝑒5𝑎 3(1−𝑎)⁄
 , (3.5.19) 
 
where the sedimentation velocity for a single particle is 𝑢𝑆𝑡𝑜𝑘𝑒𝑠.  
For larger Re numbers: 500 < 𝑅𝑒, which includes the case of settling stout, 
Wallis gives the correlation: 
 𝑢𝑔𝑏 = 𝑢𝑠𝑡𝑜𝑘𝑒𝑠(1 − 𝑎)
𝑏−1, (3.5.20) 
 
for a one dimensional flow, where 𝑏 = 2.39 [24] 




The relative volume flux is therefore given by 
 
 
𝐽𝑔𝑏 = 𝑢𝑠𝑡𝑜𝑘𝑒𝑠 𝑎(1 − 𝑎)




3.5.3 Virtual mass force 
 
An accelerating or decelerating body must move a volume of surrounding 
fluid as it moves through it, as the body and surrounding fluid cannot occupy the 
same physical space simultaneously. This adds inertia to the fluid i.e. a force which 
is proportional to the acceleration of the dispersed phase particles. (Moving at con-
stant velocity in an inviscid fluid, there would be no resultant force on a body from 
the entrained fluid). In these constant velocity cases, the overall fluid velocity field 
due to the body’s motion is in steady state and any accelerations within the fluid 
field close to the moving body are reversed at some later position. For an accelerat-
ing body, however, the fluid’s velocity field is also accelerating, thus increasing the 
fluid’s inertia. For convenience this can be modelled as some finite volume of fluid 
moving with the body and termed ‘virtual mass’, though in fact "all" the fluid will 
be accelerated, to various degrees [6, 45]. 
 
 ?⃗?𝑣𝑖𝑟𝑡𝑢𝑎𝑙 𝑚𝑎𝑠𝑠 = 𝐶𝑣𝑚 𝜌𝑏𝑎𝑔(𝐷?⃑⃗? 𝐷𝑡⁄ − 𝐷?⃑⃗? 𝐷𝑡⁄ ). (3.5.22) 
 
The dimensionless virtual mass coefficient, 𝐶𝑣𝑚 = 0.5 for bubbles, is the vir-
tual mass divided by the total mass of fluid displaced by the body. For objects such 
as spheres, the resultant virtual mass force is isotropic. Without symmetry, 𝐶𝑣𝑚 
would be a second order tensor relating the acceleration of the relative velocity vec-
tor to the resulting force vector on the body. It is dependent on the density of the 
fluid, and for situations where the density of the fluid is greater than the density of 
the body, the effects may be significant. 
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3.5.4 Lift force 
 
The causes of lift considered relevant to a dispersion of small particles in a 
fluid motion do not include that of aerodynamic lift which arises from the flow 
around an object in an otherwise uniform flow. This is typically a high 𝑅𝑒 number 
flow and can be approximated, except for a thin viscous boundary layer at the ob-
ject’s surface, as an inviscid potential flow field. Classical analytical methods do not 
transfer over to typical two-phase flows. For small particles moving relatively slow-
ly in much smaller 𝑅𝑒 number flow, we typically have a shear flow, which usually 
includes vorticity. Lift forces are generated where unequal velocities and therefore 
pressure variation exists across the particle. Where a component of lift force exists 
perpendicular to the flow direction, the particles also move laterally to the flow. 
Unlike drag, the lift forces acting normal to the upstream direction will have zero 
net effect if the flow field around the object is symmetric. In other situations, such 
as for the flow around irregular shapes or motion of objects close to boundaries, 
there will be a non-zero resultant called lift given by [39]: 
 ?⃗?𝑙𝑖𝑓𝑡 = −0.5𝜌𝑏𝑎𝑔(?⃑⃗? − ?⃑⃗?) × (𝜵 × ?⃑⃗?). (3.5.23) 
 
For multiphase flows, lift forces act on a particle mainly due to velocity gra-
dients in the fluid flow field. The lift force will be more significant for larger parti-
cles, and it is assumed that the particle diameter is much smaller than the inter-
particle spacing. 
 
3.6 Individual and combined mass conservation equations 
 
For each individual phase the net mass flow out of the elemental control 
volume is given by 
 ∇. (𝑎𝜌𝑔?⃑? ), ∇. [(1 − 𝑎)𝜌𝑏?⃑? ]. (3.6.1) 
Therefore the time rate of accumulation of mass within the control volume 
requires that for bubbles 







 + ∇. (𝑎𝜌𝑔?⃑? ) = 0, 
 
and for stout 
𝜕( (1 − 𝑎)𝜌𝑏)
𝜕𝑡
 + ∇. (1 − 𝑎)𝜌𝑏?⃑? = 0. 
(3.6.2) 
 









 + ∇. ((1 − 𝑎)?⃑? ) = 0. 
 
(3.6.3) 
At the start of settling, we consider the bubbles to be fully formed and of 
fixed size, meaning there is no exchange of mass between the phases. The sum of 
these partial differential equations results in 
 
∇[(𝑎?⃑? ) + (1 − 𝑎)?⃑? ] = 0. 
 
(3.6.4) 
The combined volume flux in the 𝑥-direction at each point is 
 𝐽𝑥 = 𝑎𝑢 + (1 − 𝑎)𝑈. (3.6.5) 
 
The combined volume flux in the 𝑦-direction, at each point is 
 
𝐽𝑦 = 𝑎𝑣 + (1 − 𝑎)𝑉. 
 
(3.6.6) 
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In section 3.2 the assumed flow conditions require that the average volume flux 
should be zero at every point in the flow in the 𝑥-direction, while in the 𝑦-direction 
the net average flux through a cross-section should be zero: 
 
𝐽𝑥 = 𝑎𝑢 + (1 − 𝑎)𝑈 = 0, 
 








The time derivatives in the combined fluxes have vanished, as due to in-
compressibility, volume gained by one phase is at the expense of the other. Similar-
ly, the flow of each phase through the volume may be varying, but again, due to 
incompressibility, the net flux must be a constant. The flux in the 𝑥 direction is a 
special case where the combined volume flux is zero at every location within the 
flow. 
The pressure inside the bubble is enhanced by the Laplace pressure due to 
surface tension at the interface between the bubble and liquid. The Laplace pres-
sure is commonly used to determine the pressure difference, ∆𝑃, across the inter-








The existence of this additional pressure within bubbles does not affect the exterior 
gradients in the pressure field which act to drive bubble motion and this quantity 
is therefore neglected [46, 47, 48]. Thus in the model the same pressure 𝑃 is shared 
by bubble and stout phase. 
 
The hydrostatic pressure, is due mainly to the stout density 𝜌𝑏:  
 𝜌𝑏𝑔 . 𝑥 ,  (3.6.9) 
 
where the symbol ‘.’ indicates a dot product 
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The tilt of the slab results in components of gravity acting both across and 
along the slab in directions defined as horizontally 𝑥 and vertically 𝑦. 
3.7 Individual and combined momentum conservation equations 
 
This section presents the individual and mixture momentum equations. It 
splits the pressure term into its hydrostatic and dynamic components in order that 
buoyancy forces become explicit in these equations. 
 
3.7.1 Bubble momentum conservation 
 
For the bubble phase the net momentum flow out of the elemental control 




= −𝑎∇𝑃 + 𝑎(𝜌𝑏 − 𝜌𝑔)𝑔 − 𝛴𝐹 . (3.7.1) 
 
The pressure term 𝑃 is the reduced pressure. The total shared pressure 
term, 𝑝, has been written as the sum of its dynamic and hydrostatic components. 
The hydrostatic pressure component has been shown explicitly in equation (3.6.9). 
We then write 𝑝 = 𝑃 − 𝜌𝑏𝑔  . 𝑥 ,  where the shared hydrostatic component was ap-
proximated by that due to stout alone. Writing pressure in this form leads to the 
above equation in which the gravity term gives the buoyancy force acting on bub-
bles explicitly. Any interaction forces between the phases which occur at the inter-
face between the phases is represented by 𝛴𝐹 . 
 






+ ?⃑? . ∇(·) = 0, 
The vector ?⃗? represents the components of acceleration due to gravity in (𝑥, 𝑦) di-
rections: 
𝑔 = (𝑔𝑠𝑖𝑛𝜃, 𝑔𝑐𝑜𝑠𝜃). 
 71      
  
 
3.7.2 Stout momentum conservation 
 
For the stout phase the net momentum flow out of the elemental control 
volume is given by 
 
 𝜌𝑏(1 − 𝑎)
𝐷?⃑? 
𝐷𝑡
= −(1 − 𝑎)∇𝑃 + 𝜇(1 − 𝑎)∇2?⃑? + 𝛴𝐹   (3.7.2) 
 
The pressure term has been treated the same way as in the previous equation, 
while the hydrostatic component cancels the gravity force term. 
This equation assumes the fluid is Newtonian with the same viscosity as 
pure stout (Boussinesq approximation [25]). The foam which makes up the head 
typically displays a non-Newtonian rheology in which a non-zero shear stress is 
needed to initiate flow. This is a characteristic of a Bingham plastic, and has been 
adopted by paint manufacturers in order to render their paints non-drip. For sim-
plicity, here we assume that the imposed shear stress does not exceed this thresh-
old so that the foam is motionless. 
The sum of the interaction forces between the phases is represented by 𝛴𝐹 . 
For bubbles the forces act to retard their motion. A force of equal magnitude but 
opposite in direction acts to entrain the stout: 
 
𝛴𝐹 = 𝐹𝑑𝑟𝑎𝑔 + 𝐹𝑙𝑖𝑓𝑡 + 𝐹𝑣𝑖𝑟𝑡𝑢𝑎𝑙 𝑚𝑎𝑠𝑠. 
 
3.7.3 Combined mixture momentum equations 
 
By adding the individual phase equations above we obtain the net momen-




+ 𝜌𝑏(1 − 𝑎)
𝐷?⃑? 
𝐷𝑡
= −∇𝑃 + 𝑎(𝜌𝑏 − 𝜌𝑔)𝑔 + 𝜇(1 − 𝑎)∇
2?⃑? . (3.7.3) 
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3.8 Scaling arguments 
 
In order to non-dimensionalize the equations of motion for the two-phase 
flow, we use the following scales: 
 
𝑎𝑠𝑐𝑎𝑙𝑒 : Uniform distribution of bubbles at the start of                        
settling, 𝑎0. 
𝑥𝑠𝑐𝑎𝑙𝑒 : Width of slab, 𝐿. 
𝑦𝑠𝑐𝑎𝑙𝑒 : Length of slab, 𝐿 𝜖⁄ . 
 
(3.8.1) 
𝑢𝑠𝑐𝑎𝑙𝑒 :  





which derives from the horizontal balance between buoyancy and drag force acting 
between bubbles and stout. This is the terminal Stokes velocity: 𝑢𝑆𝑡𝑜𝑘𝑒𝑠. It is de-





𝜋𝑟3 𝑔(𝜌𝑏 − 𝜌𝑔) ≈
4
3
𝜋𝑟3 𝑔𝜌𝑏 = 6𝜋𝜇𝑟𝑢𝑠𝑐𝑎𝑙𝑒 . 
𝑈𝑠𝑐𝑎𝑙𝑒 :  








which derives from the horizontal 𝑢𝑠𝑐𝑎𝑙𝑒 , and the conservation of volume of a uni-
form flow horizontally: 𝑎𝑢𝑠𝑐𝑎𝑙𝑒 = (1 − 𝑎)𝑈𝑠𝑐𝑎𝑙𝑒, where stout and bubbles are con-
strained to flow horizontally in opposite directions. 
 
𝑉𝑠𝑐𝑎𝑙𝑒 :  









which derives from the balance of forces acting on the two-phase mixture vertically.  
The buoyancy force acting on bubbles is transmitted to the stout through drag. 
This is balanced by the resulting viscous shear force: 𝜇𝑉𝑠𝑐𝑎𝑙𝑒 𝐿
2⁄ = 𝑎0𝜌𝑏𝑔𝑐𝑜𝑠𝜃. 
 
𝑣𝑠𝑐𝑎𝑙𝑒 :  
 
𝑣𝑠𝑐𝑎𝑙𝑒 = 𝑉𝑠𝑐𝑎𝑙𝑒 , 
 
(3.8.5) 
based on the assumption that the vertical shear flow is much larger than the rela-
tive velocity of bubbles and stout vertically, and that bubbles and stout are as-
sumed to move together in a drag dominated flow. 
𝑡𝑠𝑐𝑎𝑙𝑒 : 
 𝑡𝑠𝑐𝑎𝑙𝑒 =  𝐿 ⁄ 𝑢𝑠𝑐𝑎𝑙𝑒 (3.8.6) 
 
is taken as the time for bubbles to traverse the domain. 
The choice was made to scale the gradients of pressure rather than the 
pressure itself. In the absence of inertial forces, and with hydrostatic pressure re-
moved, the force per unit volume, in the 𝑥-direction, due to the pressure gradient in 
this direction, must match that caused by the buoyancy forces acting on the bub-
bles: 
 (𝜕𝑃 𝜕𝑥𝑠𝑐𝑎𝑙𝑒)⁄ = 𝑎0𝑔𝜌𝑏 sin𝜃. (3.8.7) 
 
 The same applies for the 𝑦-direction: 
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The importance of inertial effects compared to viscous effects is measured by 
the 𝑅𝑒 number. For a bubble of diameter 𝑎, moving with a vertical velocity of mag-
nitude 𝑉𝑠𝑐𝑎𝑙𝑒, the vertical shear flow 𝑅𝑒 number at the particle scale, is calculated 
from the Navier-Stokes momentum equation by calculating the ratio of the advec-
tion inertia term with the viscous force term: 
 
𝑅𝑒 =







where 𝜈 =  𝜇/𝜌𝑏 is the kinematic viscosity. In the absence of an intrinsic time-scale 
differing from 𝑎 𝑉𝑠𝑐𝑎𝑙𝑒⁄ , 𝑅𝑒 ≪ 1 also allows neglect of the term 𝜕?⃑? 𝜕𝑡⁄ . However, for 
two-phase flows, particles with a higher density than the liquid may not react 
quickly to changes in the flow velocity due to their own inertia. Such particle accel-
erations, and the resulting local flow accelerations, occur over a different time scale 
to that of the liquid advection. This means that local flow around the particle has 
an additional intrinsic time scale. In such a case where 𝑅𝑒 ≪ 1, the advection terms 
can be neglected but the time rate of change of momentum of liquid flow may still 
be significant. 
The momentum response time: 𝜏𝑔, of a particle to entrain with the liquid 
flow is important in establishing a non-dimensional parameter to characterize the 
flow which includes a second intrinsic time scale. The important dimensionless 
number in such flows is the Stokes number (𝑆𝑡𝑘). It can be defined as the ratio of 
the liquid flow acceleration timescale with the particle acceleration timescale: 𝜏𝑔, 












The numerator on the right hand side represents the time it takes a particle 
to accelerate from its initial speed to that of the flow. The denominator is the accel-
eration time for flow to achieve the same velocity change. If this time is small, 
meaning that the flow accelerates faster than the particle, there is not much 
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chance the particle can follow. On the other hand, if the particle acceleration time 
is small, it accelerates faster and can follow the flow closely. A particle with a 
Stokes number: 𝑆𝑡𝑘 ≪ 1, will follow fluid streamlines as its inertia small. A particle 
with a large Stokes number, however, is dominated by its own inertia and contin-
ues along its initial trajectory.  
The momentum response time 𝜏𝑔, relates to the time required for a bubble 
to respond to a change in velocity and can be derived as follows. Vertically, a single 
bubble of diameter, 𝑎, travelling with velocity, 𝑣, relative to a liquid flow, 𝑉, will 











𝜌𝑏(𝑉 − 𝑣)|𝑉 − 𝑣|. 
 
Using a dispersed phase 𝑅𝑒 number 𝑅𝑒𝑟 =
𝜌𝑏𝑎|𝑉−𝑣|
𝜇𝑏
 , and dividing through by the 










(𝑉 − 𝑣). 
 
For low 𝑅𝑒 numbers (Stokes flow), the factor 𝐶𝑑 𝑅𝑒𝑟 24⁄  approaches unity. 





 . (3.8.10) 
 







(𝑉 − 𝑣). 
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The solution to this equation for constant 𝑉 and an initial particle velocity of 
zero is 
𝑣 = 𝑉(1 − 𝑒−𝑡 𝜏𝑔⁄ ). 
 
Vertically, under the influence of gravity, we can estimate the time it takes 
a bubble to achieve a steady velocity: 𝑣𝑆𝑡𝑜𝑘𝑒𝑠 ~ 𝑔𝜏𝑔, where 𝑣𝑠𝑡𝑜𝑘𝑒𝑠 is the velocity scale 
of bubbles relative to the stout. The drag induced flow velocity in this direction is 
given by Equation (3.8.4). We can estimate 𝑉𝑠𝑐𝑎𝑙𝑒 ~  √𝑔𝑎, where bubble diameter 𝑎 
is the length scale of flow locally around a bubble. Thus the Stokes number can also 










3.9 Mass conservation 
 
3.9.1 Bubble mass conservation in the 𝒙, 𝒚-directions 
 
Based on the equations in Section 3.6 for the bubble phase, the dimension-




+ ∇. (𝑎 ?⃑? ) = 0. (3.9.1) 
 
 
3.9.2 Stout mass conservation in the 𝒙, 𝒚-directions 
 
For the stout phase the dimensionless net mass flow out of the elemental 
control volume is given by 
 









)∇. (𝑎 ?⃑? ) = 0. (3.9.2) 
 
3.10 Momentum conservation 
 
Based on the momentum conservation equations in Section 3.7 the dimen-
sionless net momentum flow out of the elemental control volume is given by the 
equations below. 
3.10.1 Bubble momentum 𝒙- direction 
 
For the bubble phase the dimensionless net momentum flow horizontally 
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− 𝐹𝑑𝑟𝑎𝑔𝑥 − 𝐹𝑙𝑖𝑓𝑡𝑥
− 𝐹𝑣𝑖𝑟𝑡𝑢𝑎𝑙 𝑚𝑎𝑠𝑠𝑥 , 
(3.10.1) 
 
3.10.2 Bubble momentum 𝒚- direction 
 
For the bubble phase the dimensionless net momentum flow vertically out of 
the elemental control volume is given by 
 
 


















− 𝐹𝑑𝑟𝑎𝑔𝑦 − 𝐹𝑙𝑖𝑓𝑡𝑦
− 𝐹𝑣𝑖𝑟𝑡𝑢𝑎𝑙 𝑚𝑎𝑠𝑠𝑦 . 
(3.10.2) 




3.10.3 Stout momentum 𝒙- direction 
 
For the stout phase the dimensionless net momentum flow horizontally out 
of the elemental control volume is given by 
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2 cos 𝜃 𝐿3
+ 𝐹𝑑𝑟𝑎𝑔𝑥 +  𝐹𝑙𝑖𝑓𝑡𝑥
+ 𝐹𝑣𝑖𝑟𝑡𝑢𝑎𝑙 𝑚𝑎𝑠𝑠𝑥 
(3.10.3) 
3.10.4 Stout momentum 𝒚- direction 
 
For the stout phase the dimensionless net momentum flow vertically out of 
the elemental control volume is given by 
 






















= (𝑎𝑎0 − 1)
𝜕𝑃
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− ((𝑎𝑎0 − 1)(
𝜕2𝑉
𝜕𝑥2








+ 𝐹𝑣𝑖𝑟𝑡𝑢𝑎𝑙 𝑚𝑎𝑠𝑠𝑦. 
 
(3.10.4) 
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3.10.5 Bubbly-stout mixture momentum 𝒙- direction 
 
For the combined two-phase mixture the dimensionless net momentum flow 
horizontally out of the elemental control volume is given by 
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3.10.6 Bubbly-stout mixture momentum 𝒚- direction 
 
For the combined two-phase mixture the dimensionless net momentum flow 
vertically out of the elemental control volume is given by 
 




3.10.7 Phase interaction force terms 
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  (3.10.12) 
 
3.11 Reduced momentum equations 
 
The scaling adopted leads to the above non-dimensional equations. Substi-
tution of the typical parameter values indicates the presence of two small parame-
ters: 𝑆𝑡𝑘 and 𝑎0 , which were set to zero, in order so simplify the equations. 
 
3.11.1 Reduced bubble momentum 𝒙- direction 
 
Horizontally, the momentum equation for bubbles alone reduces to 
 0 = −
𝜕𝑃
𝜕𝑥
+ 𝑎 − 𝑓𝑎𝑢. (3.11.1) 
 
Inertia, virtual mass and lift forces are not present in the limit of small 
bubbles and dilute dispersion. The horizontal momentum equation (3.10.5) for bub-
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bles reduces to a balance between the buoyancy force due to the volume fraction, 𝑎, 
of displaced stout and the drag force on the bubbles moving with velocity 𝑢.  
This mechanism belongs to a class of problems called the 𝑑𝑟𝑖𝑓𝑡 𝑓𝑙𝑢𝑥 models, 
in which the relative motion between phases is a simple function only of externally 
forces such as gravity, volume fraction, and of the physical properties of the phases. 
 
3.11.2 Reduced bubble momentum 𝒚- direction 
Vertically, the momentum equation for bubbles alone reduces to 
 






+ 𝑎. (3.11.2) 
 
In this direction, the bubble momentum equation (3.10.6) has reduced to a 
balance between drag and buoyancy force. The buoyancy force acting on the bub-
bles is represented by 𝑎. This is balanced by the drag term, which is based on the 
relative motion between the phases: 𝑉 − 𝑣. The total drag force on bubbles there-




The drag term includes a relatively large factor: 105 𝑆𝑡𝑘⁄ , which can only be bal-
anced by a very small relative velocity. This requires that 𝑣 ≅ 𝑉 which means that 
the relative velocity between the phases is insignificant when compared to the flow 
of liquid vertically. On this basis the flow can be approximated to that of a single 
liquid flow: 𝑉. 
By choosing an appropriate scale, we have demonstrated a bubbly-stout flow which 
is dominated by drag forces. The relative velocity is much smaller in comparison 
with the main flow velocities. This suggests that (in the vertical direction) the bub-
bles and stout travel together (approximately) as a single liquid. 
 
 
 83      
  
 
3.11.3 Reduced bubbly-stout mixture momentum 𝒙- direction 
 
Horizontally, the momentum equation for the two-phase mixture reduces to 
 0 = −
𝜕𝑃
𝜕𝑥
+ 𝑎. (3.11.3) 
 
The terms represent a simple hydrostatic balance of pressure gradient and 
buoyancy force. The small angle of tilt results in a weak horizontal buoyancy force. 
This force does not result in any significant stout motion in this direction. 
In this direction the bubbles and stout are forced to move in opposite direc-
tions as discussed in Section 3.2. This equation, in which the relative motion be-
tween phases is the result of a body force such as gravity, is an example of a drift 
flux flow which will be discussed in the next chapter.  
 
3.11.4 Reduced bubbly-stout mixture momentum 𝒚- direction 
 
Vertically, the momentum equation for bubbles alone reduces to 
 






 . (3.11.4) 
 
These terms represent a flow in the vertical direction in which the dimen-
sionless buoyancy force given by 𝑎 is balanced by the viscous force through the ac-
tion of pressure. This equation demonstrates that the total buoyancy force acting 
on the bubbles is transmitted to the stout and balanced by the stout’s viscous re-
sistance. In the reduced equation above, any terms dependent on relative vertical 
velocity have disappeared in the approximation, thus confirming that, vertically, 
the bubbly-stout flow is of parallel shear type in which bubbles and stout flow to-
gether like a single liquid with a horizontally varying density.  
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It should be noted that while the viscosity may be taken as constant as in 
the Boussinesq approximation, and approximated to that of the stout: 𝜇𝑏, the den-
sity of this single liquid is non-uniform and is given by: 
 𝜌 = 𝜌(𝑥) = 𝑎(𝑥)𝜌𝑔 + (1 − 𝑎(𝑥))𝜌𝑏 (3.11.5) 
 
 
3.12 The role of the shape of the glass in the creation of an en-
hanced circulation flow vertically 
 
We have determined that the two-phase flow of bubbles and stout comprises 
two superimposed mechanisms operating on different time scales. Horizontally, 
there is a slow drift flux, where for every point in the flow-field, the volume flux of 
bubbles and stout is in opposite directions with equal magnitude. In the vertical 
direction there is a faster drag dominated homogeneous flow in which bubbles and 
stout travel together, both downwards and upwards. We now consider the role of 
the shape of the glass in the creation of an enhanced circulation flow as observed in 
the Tulip glass and investigated by Benilov et al. [12]. They found that the out-
wardly sloping sides of the typical Tulip glass, as shown in Figure 3.3, lead to re-
gions of pure stout at these sides, as shown in Figure 3.9 below. From an initial 
condition of a uniform distribution of bubbles throughout the glass, the growing 
band of pure stout left behind at the glass surface is heavier and will therefore tend 
to sink, leading to a circulation within the glass. 
A similar mechanism exists in the tilted slab. From an initial condition of a 
uniform distribution of bubbles throughout the slab, a uniform sedimentation of 
bubbles across the slab causes distinct regions of bubbly and pure stout to evolve. 
The long slender aspect of the slab means that (except at the ends) this mechanism 
is also invariant along the slab. Over a vertical cross section, a region of pure stout 
descends, while over the remainder, bubbly-stout is driven upward. This stratifica-
tion induced circulation is therefore an integral part of the overall mechanism of 
settling. The downward velocity of the pure stout at the sides of the Tulip glass en-
trains some of the bubbles and explains the experimentally observed sinking bub-
bles. 





Figure 3.9: The evolution of bubbles near the wall (a schematic), for (a) container 
narrowing downwards (the bubbles move away from the wall); (b) container widen-




4 Drift flux model of horizontal flow 
 
Sedimentation is a two-phase process in which particles separate out from a 
liquid due to gravity [1]. In a large range of sedimentation phenomena the rate of 
separation can be shown to depend primarily on the concentration of particles 
measured by the volume fraction 𝑎, as defined in Section 3.5.2. This behaviour is 
modelled by the simple velocity relationship 𝑢 = 𝑢(𝑎), where 𝑢 is the local velocity 
of particles at each point in the flow and 𝑎 the corresponding concentration. The 
possible form of this relationship for particle separation velocity was discussed in 
Section 3.5.2.  
Substitution of the above velocity 𝑢 = 𝑢(𝑎),  into the continuum conserva-
tion of mass equation for particles leads to 𝑎𝑡 + [𝑢(𝑎)𝑎]𝑥 = 0, which is the governing 
equation for the concentration field of particles in a vessel. Subscripts denote par-
tial derivatives with respect to time and space respectively. While this equation is a 
nonlinear partial differential equation in the form of a hyperbolic conservation law, 
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it is nonetheless amenable to an exact analytic solution. Whatever initial disper-
sion of particles exists 𝑎0 = 𝑎(𝑥, 𝑡 = 0), either a uniform or a varying concentration 
profile, the future concentration at each point in the sedimentation vessel is fully 
determined, once appropriate boundary conditions have been specified [5]. 
It is important to note that at finite concentrations the volumetric flux of 
the disperse phase is no longer negligible and, depending on the boundary condi-
tions in the particular problem, this may cause a non-negligible volumetric flux of 
the continuous phase. At this level of concentration, and above, it is then important 
to distinguish between the relative velocity of particles and liquid 𝑢𝑔𝑏 = 𝑢𝑔𝑏(𝑎), and 
that of particles in a coordinate reference frame fixed in the holding vessel. 
By application of the chain rule the above continuity equation becomes 
𝑎𝑡 + [𝑢(𝑎) + 𝑎𝑢
′(𝑎)]𝑎𝑥 = 0, where prime denotes differentiation with respect to the 
argument. In this form the equation represents a unidirectional wave equation of 
the form 𝑎𝑡 + 𝑐𝑎𝑥 = 0, where 𝑐 = 𝑢(𝑎) + 𝑎𝑢
′(𝑎) is the wave speed. For settling 
Guinness, it describes how an initial bubble concentration profile evolves. As the 
wave speed is itself a function of the local concentration, it therefore defines explic-
itly the velocity of each location in the wave profile. From this it is seen that the 
form of the concentration wave may change over time. It should be noted that con-
centration wave velocity is different from the actual velocity of individual bubbles. 
As it travels, parts of the wave may simultaneously steepen until shocks are 
formed at those locations in the wave profile. Within a glass of Guinness the occur-
rence of such shocks will be shown to divide the bubble concentration field into dis-
tinct vertical regions of pure and bubbly stout and that the resulting density inho-
mogeneity plays a fundamental role in the settling process. 
It turns out that traffic flows can be modelled by the same law: 𝑢 = 𝑢(𝑎). 
Indeed, kinematic waves in general, such as concentration gradients of some dis-
perse phase moving within and relative to a continuous phase, and whose motion is 
not due to pressure but governed by mass conservation alone, are governed by the 
same law [49]. 
Bubbly-liquid flow in a vertical column is a commonly occurring industrial 
process [1].  The continuous and bubble phases are introduced at the base of the 
column and subsequently combine to form a uniformly dispersed flow [19]. Buoyan-
cy forces exerted by the surrounding liquid cause bubbles to sediment upward rela-
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tive to the liquid and this inevitably leads to the propagation of concentration 
waves [2, 24]. A uniform dispersion of bubbles is susceptible to concentration dis-
turbances which travel in kinematic waves, so called as the processes governing 
them are not based on dynamic quantities such as pressure [24]. 
It is well known that bubbly-liquid column flow, at a higher concentration of 
bubbles, will transition from a disperse bubbly-liquid to one with large gas pockets, 
dividing the column vertically into liquid slugs. This type of flow configuration is 
called slug flow [1, 3, 4]. This change in flow regime is characterised by wave for-
mation in the bubbly flow, which has been observed experimentally [2, 3, 50], and 
described by kinematic wave theory [5, 24, 49]. Bubbly-liquid column flows belong 
to a class of problems where the relative motion between phases is caused by an 
external force such as gravity, and is a simple function of the local volume-fraction 
of bubbles and the physical parameters of the problem, as seen in equation (3.5.20). 
This class of problem is also known as a drift flux model [51, 24]. 
 
 
Figure 4.1: Regimes of bubbly two phase flow in a vertical pipe. (Adapted 
from Weisman 1983). 
 
In the previous chapter, we established a simplified model of bubbly-stout 
flow based on averaged Navier Stokes equations. In the limit of small bubble size, 
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the description of the motion of bubbles through stout in the horizontal direction 
reduced to a simple equation (3.11.1) 
𝜕𝑥𝑃 + 𝑎 − 𝑎𝑢𝑓 = 0. 
This non-dimensional equation balances buoyancy forces acting on bubbles 
across the glass slab with the resulting drag force on bubbles due to the bubble ve-
locity through the stout. This equation could be solved for 𝑢 to give a drift flux style 
relation 𝑢 = 𝑢(𝑎), since 𝑓 and 𝜕𝑥𝑃 depend on 𝑎.  Section 3.5.2 discussed an alterna-
tive drag definition in which the bubble concentration is used to model drag and 
the resulting relative motion with stout. This can be captured in the simple rela-
tion 𝑢𝑔𝑏 = 𝑢𝑔𝑏(𝑎), which must be obtained empirically. 
The horizontal components of bubble and stout motion are examined in de-
tail in this chapter. The separation of bubbles and stout in a Guinness pint glass as 
they move away from the sloped sides causes a larger vertical circulation as dis-
cussed in Section 3.2. In this chapter we formulate a governing equation for the 
horizontal bubble motion in the prototype slab and show how shocks form and 
evolve, thus providing a distinct moving vertical boundary between the bubble 
cloud and stout during separation. Such distinct boundaries divide the stout in the 
slab  into a region of pure stout, a region of bubbly-stout, and a head region sepa-
rated by horizontal boundaries. The resulting horizontal density and consequent 
hydrostatic pressure imbalance lead to the circulatory flow in which pure stout 
sinks while bubbly-stout rises, and which results in parallel shear flow vertically. A 
foam head also forms along the downward facing side of the slab but is thinner and 
less obvious as compared to the head which forms in a typical glass of Guinness. 
This head does not move vertically as it is rigid, at least until a threshold yield 
stress is reached, as discussed in Section 4.5.  
This chapter starts out by introducing the drift flux method and then uses 
the method in combination with the concepts of particle cloud behaviour as dis-
cussed above in order to form the governing equation for horizontal bubble and 
stout motion. We then rehearse the method of characteristics and how it was used to 
solve this governing equation analytically in order to verify the existence and de-
termine the motion of the distinct interfaces between bubbles and stout as they 
separate. Some details on foams are also introduced in order to understand how 
 89      
  
 
drainage from the foam head may contribute to the vertical flow profile in the pint 
glass. 
 
4.1 A drift flux model 
 
A drift flux model is essentially a separated flow model in which the relative 
motion in a two-phase flow is the main focus, and where this motion is a simple 
function of: an external force such as gravity, the volume fractions of each phase, 
and the physical properties of the phases [24]. For example, in bubbly flow at low 
velocities in large vertical pipes, as in industrial column flows, the relative motion 
between bubbles and liquid is governed by a balance between buoyancy and drag 
forces. It is also a function of the void fraction but not the combined flow rate in the 
pipe [24]. The dependence of the relative horizontal velocity of bubbles to stout 
𝑢𝑔𝑏 = 𝑢 − 𝑈, on void fraction 𝑎, gravity and the properties of the bubbly-stout leads 
to a simplified analytical model of bubble motion which does not require the de-
tailed solution of the classic two-phase momentum equations but is based on an 
equation for the relative velocity of the form: 
 𝑢𝑔𝑏 = 𝑢𝑔𝑏(𝑎). (4.1.1) 
 
The form of such a relationship however, is still too complex to determine analyti-
cally and must be obtained empirically. Wallis [24] provides a summary of empiri-
cal data from various authors which demonstrates that, in general, 𝑢𝑔𝑏 is a de-
creasing function of 𝑎. The form of this dependence for different flow regimes is de-
termined by the 𝑅𝑒 number range for that particular regime.  
A drift flux method considers the individual phase volume fluxes in relation 
to the combined volume flux as discussed below. The expression for relative veloci-
ty as described above and the total volumetric flow relative to the vessel can be 
used to obtain an expression for bubble velocity, 𝑢, in co-ordinates fixed in the hold-
ing vessel, in the form 
 𝑢 = 𝑢(𝑎). (4.1.2) 
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This expression for 𝑢 can be combined with the continuity equation for bub-








= 0. (4.1.3) 
 
These two equations alone provide a closed system which can be solved ana-
lytically for the concentration field of bubbles: 𝑎(𝑥, 𝑡) as a function of space and 
time. We follow this method as laid out by Wallis [24] and described below. 
First we introduce the concepts and terms of the drift flux method as ap-
plied to bubby-stout. We then demonstrate the method of characteristics used to 
solve equations derived by this method, by a car traffic example. This is a useful 
and simple demonstration which exhibits the main concepts and specific steps re-
quired in applying the drift flux method. Once established, the method is applied to 
the more complex motion of bubbles and stout within the prototype slab. 
 
4.2 The drift flux method 
 
The void fraction of gas 𝑎 in a gas-liquid flow may be defined as the fraction 
of the volume that is occupied by the gas phase or, alternatively, the fraction of the 
flow cross-sectional area that is occupied by the gas phase. The latter is most typi-
cally used and forms the basis of the method outlined below. 
If the total combined volumetric flowrate for bubbles: 𝑄𝑔 and for stout: 𝑄𝑏 is 
given by 
 𝑄 = 𝑄𝑔 + 𝑄𝑏 , (4.2.1) 
 
then, for any cross-sectional area taken in the flow, we derive an expression for the 
total combined volume flux 𝐽 to be 
 𝐽 = 𝐽𝑔 + 𝐽𝑏 , (4.2.2) 




where 𝐽𝑔 and 𝐽𝑏 are the individual volume fluxes for bubbles and stout. In engineer-
ing of multiphase flows this term represents a hypothetical flow velocity calculated 
as if a given phase were the only one flowing or present in a given cross sectional 
area. The other phases are disregarded. 
 𝐽 can also be interpreted as the average velocity of the mixture. For indus-
trial column flows it is also assumed  that 𝐽 is a constant input to the column and 
not varying in time. It is typically a vector quantity though we shall treat it here as 
a scalar quantity in order to describe only the slow horizontal motion of bubbles 
and stout. The volume fluxes above are related to the local phase void fraction and 
phase velocities by 
 
𝐽𝑔 = 𝑎𝑢, 
𝐽𝑏 = (1 − 𝑎)𝑈. 
(4.2.3) 
 
𝐷𝑟𝑖𝑓𝑡 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑖𝑒𝑠 are defined as the difference between the individual phase 
velocities and the average velocity as follows: 
 
𝑢𝑔𝐽 = 𝑢 − 𝐽, 
𝑢𝑏𝐽 = 𝑈 − 𝐽. 
(4.2.4) 
 
𝐷𝑟𝑖𝑓𝑡 𝑓𝑙𝑢𝑥 represents the relative volume flux of each phase based on these 
drift velocities: 
 
𝐽𝑔𝐽 = 𝑎(𝑢 − 𝐽), 
𝐽𝑏𝐽 = (1 − 𝑎)(𝑢 − 𝐽). 
 
(4.2.5) 
Expanding these equations it can be shown that 
 
𝐽𝑔𝐽 = 𝐽𝑔 − 𝑎𝐽, 
𝐽𝑏𝐽 = 𝐽𝑏 − (1 − 𝑎)𝐽. 
(4.2.6) 
 
Equation (4.2.6) above may be rearranged as 
 92      
  
 
 𝐽𝑔 = 𝑎𝐽 + 𝐽𝑔𝐽, (4.2.7) 
 
which shows that the volume flux for bubbles is a proportion 𝑎 of the combined vol-
ume flux: 𝑎𝐽 and a flux: 𝐽𝑔𝐽 due to the relative motion. 
It can also be shown that by substituting for 𝐽 that 
 
 
𝐽𝑔𝐽 = (1 − 𝑎)𝐽𝑔 − (𝑎)𝐽𝑏 , 
𝐽𝑏𝐽 = (𝑎)𝐽𝑏 − (1 − 𝑎)𝐽𝑔. 
(4.2.8) 
 
In this form, the equations for the drift fluxes predict a linear relationship between 
𝐽𝑔𝐽 and 𝑎. Each equation represents a straight line joining the points 𝑎 = 0, 𝐽𝑔𝐽 = 𝐽𝑔 
and 𝑎 = 1, 𝐽𝑔𝐽 = 𝐽𝑏 as in Figure 4.2. 
 
Substituting for 𝐽𝑔 and 𝐽𝑏 gives 
 
𝐽𝑔𝐽 = 𝑎(1 − 𝑎)(𝑢 − 𝑈) = 𝑎(1 − 𝑎)𝑢𝑔𝑏 , 
𝐽𝑏𝐽 = −𝑎(1 − 𝑎)(𝑢 − 𝑈) = −𝑎(1 − 𝑎)𝑢𝑔𝑏 . 
(4.2.9) 
 
From these last two equations it is clear that 
 
𝐽𝑔𝐽 = −𝐽𝑏𝐽, 
 
(4.2.10) 
and the drift flux is proportional to the relative velocity 𝑢𝑔𝑏 . In this form, the drift 
flux is a curve as in Figure 4.2. It is traditional to call 
 𝐽𝑔𝐽 = −𝐽𝑏𝐽 = 𝐽𝑔𝑏 . (4.2.11) 
 




Figure 4.2: Drift flux chart for the vertical two-phase flow of gas/liquid with up-
ward gas flux. 
 
This makes empirical work simple as one needs only to measure the volume 
flux of the mixture, the corresponding volume fraction 𝑎, and the system properties. 
The intersections between the drift flux function 𝐽𝑔𝐽 in its form as a line and as a 
curve called an operating point (𝑂𝑃), determine the values of 𝑎 which are obtained 
in practice [24], as shown in Figure 4.2. This graphical method is particularly con-
venient as a means of visualising the effects of changes to the volume flux rates 
𝐽𝑔 and 𝐽𝑏 , since solutions for 𝑎 in 𝑐𝑜𝑐𝑢𝑟𝑟𝑒𝑛𝑡 and 𝑐𝑜𝑢𝑛𝑡𝑒𝑟𝑐𝑢𝑟𝑟𝑒𝑛𝑡 flows can be predict-
ed geometrically by translating a straight line. 
The graph shown in Figure 4.2 is drawn for a vertical column flow of a dis-
persion of small bubbles in a liquid. It shows that for a 𝑐𝑜𝑐𝑢𝑟𝑟𝑒𝑛𝑡 upward flow 
there is always a possible solution 𝑂𝑃. For c𝑜𝑢𝑛𝑡𝑒𝑟𝑐𝑢𝑟𝑟𝑒𝑛𝑡 flow with the bubbles 
flowing downward, there are no solutions. For 𝑐𝑜𝑢𝑛𝑡𝑒𝑟𝑐𝑢𝑟𝑟𝑒𝑛𝑡 flow with the bub-
bles flowing upward, there are either two solutions 𝑂𝑃1, 𝑂𝑃2, or no solutions de-
pending on the magnitudes of the flowrates. The solutions so obtained are called 
operating points as shown in Figure 4.2. Interestingly, for this counter-current 
flow, there are two possible solutions, and therefore two sets of flow conditions 
which are physically possible. It has been suggested that this may go some way to 
explaining the prevalence of instabilities in such flows [1]. Also, for the require-
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ment of a fixed upward volume flux of bubbles, there is a maximum downward flux 
of liquid, known as a flooding point beyond which no solution for 𝑎 exists.  
The flooding point is analogous to a chocking point, a condition found where 
fluid flow through a constriction due to a pressure drop will increase with lowering 
downstream pressure, until a point is reached where the flow will no longer in-
crease. In the case above, where fluid flow downward is increased, there comes a 
maximum at which no value of 𝑎 exists for which the required fixed volume flux of 
bubbles upwards can be maintained [1].  
There exists a family of such flooding conditions, each member correspond-
ing to a different tangent to the drift flux curve,  𝐽 𝑔𝑏(𝑎), and to a different volume 
fraction 𝑎. In mathematical terms, a plot of flooding conditions is a mapping of the 
drift flux curve, and it is therefore possible to construct one curve from the other. 
In practical terms, a most convenient experimental method in determining a drift 
flux curve is to perform experiments at fixed void fractions and determine the cor-
responding flooding points. These then determine the flooding as a function of void 
fraction, from which the drift flux curve can be obtained [1]. 
 
 
4.3 Method of characteristics 
 
4.3.1 Car traffic example 
 
Cars driving along a highway can be modelled as a one-dimensional problem 
in which car congestion density, 𝜌, is the number of cars per unit distance. Car 
drivers adjust their speed 𝑉 depending on the density of cars about them according 
to some function 𝑉 = 𝑉(𝜌) as shown in Figure 4.4, [52]. Taken together with the 
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With the addition of initial conditions and possibly boundary conditions, this forms 
a well posed problem. To solve this problem requires an empirically obtained rela-
tionship 𝑉(𝜌). Traffic observations should record 𝑉 and 𝜌 simultaneously in order 
to determine 𝑉(𝜌). However, as 𝑉 only appears together with 𝜌 in the above conti-
nuity equation, a much easier quantity to measure by experiment, is the flux of 
cars: 𝑄(𝜌) = 𝜌𝑉 as shown in Figure 4.5, i.e. the number of cars passing any location 
per unit time. 
Using the chain rule the continuity equation for car traffic above can be re-







= 0, (4.3.2) 
 
where 𝑐(𝜌) = 𝑄′(𝜌). Equation (4.3.2) may be interpreted as follows. On a graph 
where position 𝑥 is plotted against time 𝑡, curves are drawn through points with 
the same values of car density 𝜌. The coordinates (𝑥, 𝑡) and (𝑥 + 𝑑𝑥. 𝑡 + 𝑑𝑡) of two 
adjacent points on such a curve are therefore related by the equation 







𝑑𝑡 = 0 . 
 
Combining this with the continuity equation, the slope of such a curve of 







As 𝜌 and therefore 𝑐(𝜌), is a constant along the curve, it must be a straight 
line. The car density is therefore constant along straight lines whose slope 𝑐(𝜌) de-
pends only on the car density. One such line passes through every point in the do-
main as seen in Figure 4.3 below. These lines are referred to as characteristics. 
Along these characteristics the car density is implicitly a function only of time 
𝜌 = 𝜌(𝑥(𝑡), 𝑡) and as car density is constant along such lines then 






𝜌(𝑥(𝑡), 𝑡) = 0.  (4.3.4) 
 
We have thus reduced the partial differential continuity equation into two 
ordinary differential equations: 𝑑𝜌 𝑑𝑡⁄ = 0 along 𝑑𝑥 𝑑𝑡⁄ = 𝑐(𝜌). With the initial con-
centration of cars given as 𝜌 = 𝜌0(𝑥) at time 𝑡 = 0, where 𝜌0(𝑥) is some known func-
tion, the procedure to solve the system is as follows. At any initial point on the 𝑥 
axis, 𝑥 = 𝑥0, as in Figure 4.3, one calculates a slope value: 𝑐0 = 𝑐[𝜌0(𝑥0)]. The 
straight line through (𝑥, 𝑡) = (𝑥0, 0) has slope 𝑐0, so 𝑥 = 𝑥0 + 𝑐0𝑡, is a characteristic 
on which 𝜌 is constant, namely 𝜌0(𝑥0). Thus the solution of the continuity equation 
is 𝜌 = 𝜌0(𝑥0) on 𝑥 = 𝑥0 + 𝑐0𝑡. At any time 𝑡 we may vary 𝑥0 and plot 𝜌0(𝑥0) versus 
𝑥(𝑥0) to obtain a graph of 𝜌(𝑥, 𝑡) for all 𝑡, as shown in Figure 4.3 below. 
 
 
Figure 4.3: Graph of concentration including characteristic curves. 
 
The partial differential equation (4.3.2) determines the evolution of car den-
sity 𝜌 in both space and time. Whatever the initial concentration of cars, it will 
evolve in time as a travelling wave. As it travels the wave may also change form, as 
each element of the wave travels with its own velocity. This is clear from the figure 
in that characteristic lines are not parallel but have slopes dependent on the initial 
spatial density profile 𝜌0(𝑥0). 
 




Figure 4.4: A typical empirical relation between car velocity and car density. 
 
Figure 4.5: A typical empirical relation between car flux and car density. 
 
For bubbles or cars, the velocity at which they individually travel decays 
with increasing concentration. When cars get closer together, drivers naturally re-
duce their speed and the recorded data shows this to be a simple concave flux func-
tion [53]. As 𝜌 → 1 the cars will bunch up in a stationary traffic jam. The sedimen-
tation process for particles in fluid is more complicated. Particles initially move 
separately surrounded by fluid, but then subsequently come into contact at some 
intermediate concentration. Finally, they shuffle until forming a static bed at the 
maximum concentration [5]. 
Consider cars travelling in a uniform flow except for a group which are more 
closely bunched, as in Figure 4.6. The slopes of the characteristics for this initial 
car density profile are shown in Figure 4.7. 
 




Figure 4.6: A uniform stream of cars with a localised bunching, and the associated 
density profile. Reproduced from A. J. Roberts (1994). 
 
Figure 4.7: A plot of the slopes of characteristics as a function of 𝑥 at time 𝑡 = 0 for 





Figure 4.8: A diagram showing the characteristics for the group of cars as depicted 
in Figure 4.7. The dashed lines are fixed times at which the density on each char-
acteristic is given as a function of 𝑥. Reproduced from A. J. Roberts (1994). 
 
In Figure 4.8, time points have been marked with dashed lines, which cut 
through the characteristics. The value of 𝜌 and 𝑥 at each characteristics’ cut posi-
tion is that projected onto the density and spatial axis respectively. Along each 
characteristic line 𝜌 is a constant. Figure 4.9 shows the evolution of the original car 
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density profile. The process is seen to steepen at the back, and flatten at the front. 
Individual cars travel faster than the concentration hump, entering from the back, 
where they must brake sharply. As they make their way through, they can only 
accelerate slowly. At the later time point, the predicted profile becomes vertical and 
multivalued. The averaging process assumed is clearly contradicted. However, the 
conservation principle must still apply, and so we fit the situation with a shock, 
across which we allow density to jump. This occurs at a certain location within the 




Figure 4.9: The evolution of the density bump for the time steps as depicted in Fig-
ure 4.8. Reproduced from A. J. Roberts (1994). 
 
A different phenomenon in which car density expands from a particular lo-
cation is called a rarefaction wave or expansion fan.  This is demonstrated by an 
example of cars waiting at red traffic lights. Cars queue bumper-to-bumper at traf-
fic jam density 𝜌𝑗𝑎𝑚 cars/km with no cars in front. At this location (𝑥 = 0), it is con-
venient to consider that cars take on all values of density in between 𝜌𝑗𝑎𝑚 down to 
zero. The characteristics pattern for the traffic lights are illustrated in Figure 4.11. 
There are three regions: a region representing 𝜌 = 𝜌𝑗𝑎𝑚 where characteristics are 
seen travel to the left, a region 𝜌 = 0 to the right in which characteristics travel to 
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the right, and a region in between, at 𝑥 = 0, where their directions are described by 
𝑥 = 𝑐(𝜌)𝑡 for 0 < 𝜌 < 𝜌𝑗𝑎𝑚. These characteristics form an expansion fan. To under-
stand what happens after the lights turn green, one looks at future time points, as 
indicated in Figure 4.11 by dashed lines which cut through the characteristics. On-
to these intersections are projected the values of concentration carried by each 
characteristic. Figure 4.10 shows the evolution. Cars at the front accelerate away 
without any hindrance. A little further back cars must accelerate more slowly. 
Even further back, cars must wait until their surrounding density falls below some 
maximum 𝜌𝑚𝑎𝑥. 
Interestingly the characteristic line, 𝑥 = 0, has an associated  wave speed 
𝑐(𝜌) = 𝑄′(𝜌) = 0, which clearly occurs at the maximum flux 𝑄(𝜌𝑚𝑎𝑥) at which cars 
can travel together. The density at this maximum flux is 𝜌𝑚𝑎𝑥. This suggests that 
while green is showing at the junction, the car density passing the light is constant, 
but more importantly, it is the maximum car flux possible. A properly timed set of 
lights therefore, is the most efficient way of regulating a junction, in that while 
cars have a green light, cars pass the junction at the maximum flowrate possible. 
 




Figure 4.10: The evolution of the density of cars after a red traffic light turns green. 





Figure 4.11:  A characteristics expansion fan diagram for car traffic after a red traf-
fic light turns green. Reproduced from A. J. Roberts (1994). 
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At shocks, where characteristics cross, there is a discontinuous jump in 𝜌 
and so pointwise differential equation methods fall down. This is due to the pres-
ence of multiple values at such a jump. Since continuity must still apply across a 
jump, integral methods are used to find the positions of these regions as a function 
of time. Conservation is robust and the integral (or so-called weak) form overcomes 
the issue of discontinuous changes in density. The Rankine-Hugoniot jump condi-
tions method may be used to define the motion of a shock 𝑥(𝑡), which separates re-
gions of different densities [53].  
The differential form of the continuity equation for cars arises from the in-









We assume that the location of the shock at the crossing of characteristics follows 
some time dependent path 𝑥 = 𝑋(𝑡), as shown in Figure 4.8. If we let 𝑥 = 𝑎 and 
𝑥 = 𝑏 be two arbitrary points on this path such that 𝑎 < 𝑋(𝑡) < 𝑏 and we let 𝑋− de-
note a point just to the left of the shock, and 𝑋+ denote a point just to the right, 
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where [  ] denotes a jump in its arguments across a shock: [ ]𝑋−
𝑋+. 
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As the integrand in the first two terms is zero, the shock moves according to 




 . (4.3.6) 
A solution of this type, to a differential equation which is differentiable eve-




4.4 Sedimentation of bubbles 
 
Using similar techniques, it is possible to solve for the horizontal motion of 
bubbles by considering only the horizontal component of the two-dimensional con-
tinuity equation (3.9.1). Taking only this component reduces the equation to a sca-







= 0. (4.4.1) 
 
An initial uniform dispersion of bubbles is assumed. For convenience we la-
bel the direction across the slab and normal to the sides ‘horizontal’. The angle of 
tilt thus generates a component of buoyancy force in this direction. As the uniform 
bubble cloud therefore moves with a horizontal component of velocity, it leaves be-
hind a region of pure stout at one side and accumulates in a head at the other side. 
At the trailing edge of the bubble cloud, as well as at the interface of the forming 
head, there are jumps in the density of bubbles and so the motion of such interfaces 
may be dealt with by the Rankine-Hugoniot method. A jump in concentration 𝑎 of 
this form is called a first order discontinuity [5].  
Bubbles settle discontinuously into the foamy head at an interface shock 
travelling with a velocity 𝑈. The shock velocity is given by the slope of the line as 
shown in Figure 4.12. This graph represents the drift flux of bubbles through stout 
as a function of void fraction. For a uniform cloud, at void fraction 𝑎, the slope of 
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the drift flux curve at that value gives the uniform phase velocity of the cloud. 
Where there is a discontinuous jump in 𝑎, the Rankine-Hugoniot method can be 
used to calculate the velocity of the shock between the cloud and the head, as well 
as between bubbly and pure stout. 
A second order discontinuity is a very small change in the bubble concentra-








The velocity 𝑈, now appears as the velocity of a discontinuity between concentra-
tions 𝑎 and 𝑎 + 𝑑𝑎, and is determined by the slope of the drift flux curve at this 
point. It is clear that for a second order discontinuity, the shock speed and the con-
centration wave speed at this concentration are the same. For example, in a non-
uniform settling dispersion, in which the straight characteristic lines of constant 
bubble concentration are not parallel but are either converging or diverging, each 
characteristic line can be thought of as separating the flow into regions which differ 
in concentration by 𝑑𝑎. 
The car example was useful to demonstrate the key features of the method 
of characteristics. The velocity 𝑉(𝜌) and flux 𝑄(𝜌) of cars are functions of concen-
tration only and are not affected by the medium through which they travel. How-
ever, this is not the case for the sedimentation of bubbles where the flux of bubbles 
causes a reverse flux of stout. Bubbles rise up in stout which is simultaneously 
moving downward. Motion of bubbles must first be defined relative to the stout and 
then in the glass slab coordinates. This complicates matters and requires that the 
drift flux equations be utilized together with equation (4.4.1), the continuity equa-
tion for bubbles. 
The simplest drift flux 𝐽𝑔𝑏 curve for bubbles would be everywhere concave 
downward as in Figure 4.12. In this simple type of sedimentation the concentration 
suddenly changes from a dispersion of bubbles at void fraction, 𝑎, assumed uniform 
for Guinness in the slab, to a maximum 𝑎ℎ𝑒𝑎𝑑 , in the head, as shown by the straight 
line in Figure 4.12. For this curve, a discontinuous change in concentration to the 
maximum possible occurs whatever the initial void fraction of the settling disper-
sion. For this simple model of Guinness settling, a layer of uniform density foam at 
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void fraction 𝑎ℎ𝑒𝑎𝑑, is built.  This is a first order discontinuity process and so the 
Rankine-Hugoniot method can be used to calculate the horizontal shock velocity. 
However, for this situation the velocity 𝑈 of the jump discontinuity between bub-
bly-stout and the forming head can more easily be deduced directly as follows. The 
flow of bubbles into one side of this discontinuity must equal the flow out of the 
other side and therefore by conservation of incompressible bubbles. 
 
 𝑎(𝑢 + 𝑈) = 𝑎ℎ𝑒𝑎𝑑(𝑢ℎ𝑒𝑎𝑑 + 𝑈). (4.4.3) 
 
The shock between these two regions of density is understood to be travel-
ling in the opposite direction to the settling of bubbles into the head. Later, I will 
discuss how foam drainage makes the situation more complex. From the above 





 . (4.4.4) 
 
 
Figure 4.12: A graph of sedimentation drift flux: 𝑗𝑔𝑏 of bubbles through stout in 
which the bubble density suddenly changes in a shock from a dispersion at void 
fraction 𝑎, assumed uniform, to a maximum: 𝑎ℎ𝑒𝑎𝑑. 
 
The simple form of the drift flux curve above, however, is not consistent 
with empirical observations for settling bubbles reported by authors such as Wallis 
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[24]. In Figure 4.13 a point of inflexion has been introduced. This form of drift flux 
relation is suggested by Wallis [24], and is given by equation (3.5.21):  𝐽𝑔𝑏 =
𝑢𝑠𝑡𝑜𝑘𝑒𝑠 𝑎(1 − 𝑎)
𝑏 , where 𝑏 = 2.39  for sedimentation flows where 500 < 𝑅𝑒. At this 
value of the exponent, the curve touches the axis tangentially. For 𝑎 < 𝑎𝑖𝑛𝑓𝑙𝑒𝑐𝑡𝑖𝑜𝑛 a 
line drawn from the value of 𝑎 can only touch the drift flux curve tangentially at 
𝑎ℎ𝑒𝑎𝑑, as seen in Figure 4.13. 
 
Figure 4.13: A more realistic graph of sedimentation in which the concentration 
changes suddenly in a shock from a dispersion at void fraction 𝑎, assumed uniform 
for Guinness, firstly to a value: 𝑎ℎ𝑒𝑎𝑑 at the interface and then smoothly to a max-
imum value. 
 
This suggests that for this mode of settling, the bubbly-stout firstly jumps 
discontinuously from a concentration 𝑎 to 𝑎ℎ𝑒𝑎𝑑 at the interface with the head, and 
then continuously within the head from 𝑎ℎ𝑒𝑎𝑑  to some maximum 𝑎𝑚𝑎𝑥. There is a 
first order discontinuity jump to 𝑎ℎ𝑒𝑎𝑑 in density, followed by and second order dis-
continuity change to 𝑎𝑚𝑎𝑥, Kynch [5]. The void fraction in the foam head in contact 
with the stout is called the wet region of the head and is taken to be: 𝑎ℎ𝑒𝑎𝑑 ≈ 0.8 
[54]. 
 
4.5 Sedimentation of bubbles into a foam head  
 
By dispersing a gas into a liquid, one can eventually create a foam [55]. 
Such a foam will probably survive for only a few seconds. A surfactant dissolved 
into the liquid may be used to produce a stable foam which can stand for hours. 
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Here, the molecules of the surfactant are adsorbed onto the gas-liquid interfaces in 
the form of a surface film which increases the foam’s stability, by reducing the gas-
liquid surface tension 𝛾, by modifying the viscoelasticity at the interfaces, and by 
inducing repulsive forces between the adjacent bubble films which form the bound-
ary between adjoining gas pockets [55]. These repulsive forces prevent the two 
sides of a film from rupturing.  
 
 
Figure 4.14: A foam after drainage, at equilibrium. The network of Plateau borders 
and nodes is clearly seen, as is  the wet foam layer due to capillarity in contact with 
the drained liquid. At the top, the foam is very dry with liquid volume fraction≈
tion≈ 0.05  and the bubble are polyhedral, while the bubbles of the first layer of the 
foam-liquid interface are spherical, and the local liquid volume fraction  ≈ 0.36. 
Reproduced from D. Weaire (1999). 
 
A foam consists of bubbles compressed together as shown in Figure 4.14.  
The volume fraction is a defining parameter and for low volume fraction (≈0.05), 
the bubbles become polyhedral, with slightly curved faces, and well defined edges. 
Increasing the amount of liquid in foam decreases the amount of packing and the 
bubbles are no longer so deformed. The bubble size is a second important parame-
ter in classifying a foam. It can be defined by its sphere-equivalent radius, diame-
ter, or by the bubble edge length. Relations can be found between these dimensions 
depending on the bubble shape and number of faces [55]. 
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 Foams evolve towards thermodynamic equilibrium by reducing their total 
surface area as the average size of the bubbles grows over time, or coarsens, by ei-
ther rupture of the liquid films between bubbles or growth through diffusive ex-
change of gas. The gas exchange is only appreciable through the thin, almost flat, 
film areas of the polyhedral pockets in dry foam. A freshly formed foam dries out 
over time by a process known as foam drainage [55]. The bubbles, when closely 
packed together as in the head, form a three dimensional polyhedral structure of 
film surfaces joined together along their edges, called Plateau borders. These bor-
ders behave as conduits along which fluid e.g. stout drains downward under gravi-
ty until capillary forces cause an equilibrium to be reached and beyond which point 
no further drainage occurs. At equilibrium the foam is relatively dry at the top and 
wet at the bottom, as shown in Figure 4.14. 
The capillary length, a fundamental property of a liquid, can be used to es-
timate the profile of liquid volume fraction in the vertical direction as it exists 
within a network of plateau boarders. For spherical bubbles with mean radius of 
curvature: 𝜅−1 we compare the Laplace pressure 𝛾 𝜅−1⁄  to the hydrostatic pressure 
𝜌𝑔𝜅−1 at a depth 𝜅−1 in a liquid of density 𝜌 under gravity 𝑔. Equating these two 
pressures defines the capillary length: 
 𝜅−1 = √
𝛾
𝜌𝑔
 . (4.5.1) 
 
The interface between a gas and a liquid must conform to the Laplace law, 
which expresses the pressure difference across it, ∆𝑝, and the force of surface ten-
sion acting upon an element of the surface: 
 ∆𝑝 = 𝑝𝑔 − 𝑝𝑏 =
2𝛾
𝑟
 , (4.5.2) 
 




 , (4.5.3) 
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where 𝑟′ is the radius of curvature of the film. Whenever 𝑟 ≪ 𝑟′ the pressure varia-
tion between cells may be neglected, as for large 𝑟 the pressure in a cell due to sur-
face tension is small and therefore the gas pressure 𝑝𝑔 in the pockets may be taken 
as everywhere constant. 
 
 
Figure 4.15: The cross-section of a Plateaux border is a concave triangle. Repro-
duced from D. Weaire (1999). 
 
The hydrostatic pressure in a Plateau border is given by 
 𝑝𝑏 = 𝑝0 + 𝜌𝑔(𝑥 − 𝑥0), (4.5.4) 
 
where 𝑝0 is the liquid pressure at the top of the foam where 𝑥 = 𝑥0, and where 𝑥0 is 
measured vertically downward. Weaire [55], demonstrates a relationship between 
liquid volume fraction: 𝑎𝑏 and Plateau border geometry: 
 𝑎𝑏 = ?̃?
𝑟2
(𝑑 2⁄ )2
 , (4.5.5) 
 
where 𝑟 is the radius of the Plateau border and 𝑑 is the diameter of a foam cell. ?̃? is 
a dimensionless geometric quantity which depends on the structure of the foam 
[55]. Combining the above results we get the following expression for the variation 
of the liquid volume fraction in the vertical direction as a function of 𝑥: 
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4.6 The foam drainage equation 
 
A freshly formed foam will drain until the equilibrium described above is 
reached, slowing down as the equilibrium is approached. The flow in the network of 
Plateau borders is assumed approximately Poiseuille where the large viscosity of 
the border’s surfactant filled surface is such as to act as a no-slip boundary. How-
ever, this would require that this surface viscosity be infinite. To maintain the no-
slip condition and a finite surface viscosity, a dimensionless parameter called the 




 𝑟, (4.6.1) 
 
where 𝜇𝑠 is the surfactant viscosity and 𝑟 the Plateau border profile radius. For 
𝑀 < 0.1, this ensures the flow in the Plateau borders is approximately Poiseuille. 
Flow within the thin films is considered negligible.  
Weaire observed that when a dry foam has a liquid introduced at the top, a 
distinct interface is seen to propogate downwards [55]. The descending front of the 
liquid displays a smooth transition from full Plateau borders to dry ones. This 
smooth profile at the leading edge was observed to have the properties of a solitary 
wave, which persisted as liquid progressed downward. In order to see this analyti-
cally we follow the method of Weaire and develop an equation for foam drainage. 
For an incompressible fluid in a vertical channel, of cross-sectional area 








[𝐴(𝑥, 𝑡)𝑢(𝑥, 𝑡)] = 0, (4.6.2) 
 
where 𝑢 is the liquid velocity averaged over the cross-sectional area. 
The Laplace law for the pressure difference across a liquid interface gives 
 𝑝𝑏 = 𝑝𝑔 −
𝛾
𝑟
 . (4.6.3) 




The relation 𝐴 = 𝐶2𝑟2 relates the cross-sectional area and border profile radius, 
where from geometrical considerations  𝐶 = √√3 − 𝜋 2⁄  . 
Consider the forces acting within a volume element: 𝐴(𝑥, 𝑡)𝑑𝑥 of the Plateau 
border. The dissipative force due to viscosity is given by −𝑓𝜇𝑏𝑢 𝐴⁄ , where 𝑓 is a di-
mensionless numerical factor corresponding to the shape of the cross-section of the 
Plateau border, (𝑓 ≈ 49), and 𝜇𝑏 is the viscosity of the liquid in the border. The vis-
cous force is balanced by gravity 𝜌𝑔, and the pressure gradient – 𝜕𝑝 𝜕𝑥,⁄  due to the 
Laplace pressure variation within the border, to give the balance: 
 𝜌𝑔 − 𝜕𝑝 𝜕𝑥⁄ − 𝑓𝜇𝑏𝑢 𝐴⁄ = 0. (4.6.4) 
 
















) = 0. (4.6.5) 
The Plateau borders in a foam are not however vertical or even parallel. To 
a good approximation they can be assumed randomly oriented. If a Plateau border 
is inclined at angle 𝜃 to the the vertical, then the 𝑥-coordinate defined above should 
be replaced by a coordinate along the border: 𝑥0 = 𝑥 cos𝜃⁄ . The component of the 
















) = 0. (4.6.6) 
 
 
The network average is then obtained by averaging using 
 〈cos2 𝜃〉 =









 . (4.6.7) 
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This is valid whenever drainage properties are isotropic, for example in the case of 
a cubic structure. A random structure is not strictly necessary [55]. 
The equation can be simplified by non-dimensionalization, 𝜉 = 𝑥 𝑥0⁄ , 𝜏 =
𝑡 𝑡0⁄ , 𝑎 = 𝐴 𝑥0
2⁄ , 𝑥0 = √𝐶𝛾 𝜌𝑔 ⁄ and 𝑡0 = 𝜇
∗ √𝐶𝛾𝜌𝑔⁄ . The effective viscosity 𝜇∗ is given 












) = 0. (4.6.8) 
 
As this non-dimensional area 𝑎 is the fraction of the total area of the foam, 
it is then equivalent to the volume fraction of liquid: 𝑎𝑏, and it can be seen that the 
equation represents the volume fraction of liquid as a function of space and time: 
𝑎𝑏(𝜉, 𝜏). 
The solution, which matches the solitary wave observed is 
 𝑎𝑏(𝜉, 𝜏) = {
𝑣 𝑡𝑎𝑛ℎ2(√𝑣[𝜉 − 𝑣𝜏])                 𝜉 ≤ 𝑣𝜏
0                                                        𝜉 > 𝑣𝜏.
 (4.6.9) 
 
Whilst this drainage will contribute to the total volume flux of stout, we 
take no account of it, as it will not affect the dominant circulation flow qualitative-
ly. It will be shown that the observed motion of bubbles in the slab is a result pri-
marily of the circulation caused by horizontal bubble motion. 
4.7 Horizontal drift flux solution for Guinness in the slab 
 
In Sections 3.2, where the horizontal simplifications and corresponding scal-
ing assumptions were made, and in the resulting simplified equation in Section 
3.11.1, we determined that both phases flow horizontally in opposite directions eve-
rywhere in a uniform flow field and that the combined horizontal volume flux is 
zero at all points.  
It is now possible to collect all the equations necessary in order to model 
flow in the horizontal (𝑥) direction. Using equations (4.2.2) and (4.2.3), the total 
horizontal volume flux is given by 
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𝐽 = 𝑎𝑢 + (1 − 𝑎)𝑈 = 0. 
 








The relative velocity horizontally is given by 
𝑢 − 𝑈 = 𝑢𝑆𝑡𝑜𝑘𝑒𝑠(1 − 𝑎)
𝑏−1. 
 
These equations describe flow in the horizontal 𝑥 direction. 
 
Classical methods would typically close these equations by adding conserva-
tion of momentum equations for each phase in order to determine 𝑢 − 𝑈 =
𝑢𝑆𝑡𝑜𝑘𝑒𝑠(1 − 𝑎)
𝑏−1. However, here we follow Kynch [5], and take advantage of the 
empirical correlations between relative velocity and concentration of bubbles as 
given by equation (3.5.21) and close the system with 
 𝐽𝑔𝑏 = 𝑎(1 − 𝑎)𝑢𝑔𝑏 = 𝑢𝑆𝑡𝑜𝑘𝑒𝑠𝑎(1 − 𝑎)
𝑏 . (4.7.1) 
 
For the flow within the slab, the combined horizontal volume flux 𝐽 = 0, and using 
equation (4.2.6) we get 𝐽𝑔𝐽 = 𝐽𝑔, and we can therefore write 
 
𝐽𝑔 = 𝑢𝑆𝑡𝑜𝑘𝑒𝑠𝑎(1 − 𝑎)
𝑏 = 𝑎𝑢, 
from which 
 𝑢 = 𝑢𝑆𝑡𝑜𝑘𝑒𝑠(1 − 𝑎)
𝑏 . (4.7.2) 
 
The continuity equation for bubbles then becomes 
 







∂(𝑎 𝑢𝑆𝑡𝑜𝑘𝑒𝑠(1 − 𝑎)
𝑏)
𝜕𝑥
= 0, (4.7.3) 
 
where the horizontal Stokes velocity: 𝑢𝑆𝑡𝑜𝑘𝑒𝑠 is given by the balance of the Stokes 
drag acting at terminal velocity with the buoyancy force for a single bubble: 
 
𝑢𝑆𝑡𝑜𝑘𝑒𝑠 =




The continuity equation for bubbles can be solved using initial condition 
𝑎(𝑥, 0) = 𝑎 ≈ 0.02  [16] and boundary conditions 𝑎(0, 𝑡) = 0, 𝑎(𝐿, 𝑡) = 𝑎𝐻𝑒𝑎𝑑 .  
Here, for simplicity, we assume that bubbles either move at the Stokes ve-
locity when the bubble concentration is small, or come to rest when the bubble con-
centration is at a similar level to that found in the head, and these approximations 
require 
(1 − 𝑎)𝑏 ≈ 1,     𝑎 < 𝑎𝐻𝑒𝑎𝑑  , 
(1 − 𝑎)𝑏 ≈ 0,     𝑎 ≥ 𝑎𝐻𝑒𝑎𝑑  , 
 
where 𝑎𝐻𝑒𝑎𝑑 ≈ 0.8 [54] is the bubble volume fraction of the head at the interface 
with the bubbly-stout. 
The solution to this system can be found analytically by the methods of 
characteristics as demonstrated in the car traffic example above. As our model is a 
non-linear equation, we must deal with the possibility of shock and rarefaction 
waves which occur when the propagation speed of concentration waves vary with 
concentration, and which leads to wave profiles which change their spatial form as 
time progresses.  
When these methods are applied to Guinness in the slab it is clear that the 
system separates into three regions: a region containing only stout where 𝑎 = 0, a 
region containing bubbly-stout where the void fraction is 𝑎, and a region containing 
foam where 𝑎 = 𝑎𝐻𝑒𝑎𝑑. In order to calculate the phase speed of the concentration 
present in each region, as well as that of the shocks dividing these regions, we 
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must apply the method of characteristics as in Section 4.3. However, once the 
structure of the solutions has been recognised it is much easier to deduce the loca-
tions of the shocks from physical principles. The interface between stout and bub-





= −u. (4.7.4) 
 
The shock between pure and bubbly-stout is therefore moving at the same 
speed as the bubbles, and the position of this shock is given by 
 
 𝑥1(𝑡) = 𝑢𝑆𝑡𝑜𝑘𝑒𝑠𝑡. (4.7.5) 
 
The location of the second shock 𝑥2(𝑡) separating bubbly stout and foam can 
be calculated from conservation of bubbles. 
 
 
Figure 4.16: In the 𝑥 direction the system partitions into regions containing 
stout, bubbly-stout and foam. 
 
 
 116      
  
 
Thus we must have (𝐿 − 𝑥2)𝑎𝐻𝑒𝑎𝑑 + (𝑥2 − 𝑥1)𝑎 = 𝐿𝑎. We can solve this equa-
tion to give the position of the interface between bubbly-stout and head by substi-
tuting  𝑥1(𝑡) = 𝑢𝑆𝑡𝑜𝑘𝑒𝑠𝑡 to get 





These results are illustrated in Figure 4.17. Eventually these two shocks 
will collide to give a single interface separating stout from foam. However we will 
be mostly interested in what happens before then. 
 
 
Figure 4.17: In the 𝑥 direction the system partitions into regions containing stout, 
bubbly stout and foam. 
 
I have established the existence of two shocks, the first demonstrating a dis-
tinct separation between pure stout and bubbly-stout as the shock 𝑥1(𝑡) progresses 
across the slab. Our assumption of an evolving region of pure stout as bubbles 
move away from the side, and defined by simple geometry is correct. However, it is 
based on the assumption of monodisperse bubbles, travelling at the same velocity. 
It would be expected that bubbles will have a distribution of sizes around some 
mean, and that this will lead to a more complicated picture. In that case the con-
centration at the interface would not be a simple jump, but would change more 
gradually from pure to bubbly-stout. However, while polydisperse bubbles would 
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affect the model, it should not do so in a qualitative manner, and should not change 
the overall nature of the flow [6]. 
The main purpose of this chapter was to demonstrate the horizontally evolv-
ing and distinct vertical interface between pure stout and bubbly-stout. The veloci-
ty of a dispersion of bubbles was written as an equation of the form: u = u(𝑎), which 
together with the continuity equation for bubbles and boundary conditions, allowed 
an analytical solution for 𝑎 and u. The form of the equation gave the correct geome-
try of distinct moving interfaces between pure stout and bubbly-stout, and between 
bubbly-stout and the head. Additionally the drift flux equations were used to define 
the relative horizontal motions in the flow and then convert these to the fixed coor-
dinates of the slab. The form of bubbly-stout drift flux curves were used to discuss 
the nature of bubble settling. 
 The horizontal moving interfaces results in a slowly evolving vertical densi-
ty field within the slab leading to a vertical circulation flow, and this is the subject 
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5 Poiseuille flow along slab 
 
5.1 Introduction 
This chapter presents the analysis of bubbly-stout flow along the slab axis.  
The large aspect ratio of the geometry plays a crucial role in determining the na-
ture of this flow, as it allows us to neglect gradients parallel to the axis of the slab. 
When considering flow along the axis of the slab the motion of stout and bubbles 
moving across the slab discussed in the previous chapter may be considered quasi-
static due to a separation of timescales. In this chapter I derive an analytic solution 
for flow along the slab axis and show that sinking bubbles are predicted.  
 
5.2 Flow along the slab 
The reduced governing equations derived in Chapter Two were obtained in 
the approximation of small bubbles, and for a disperse flow, by setting the small 
parameters 𝑆𝑡𝑘 → 0, and 𝑎0 → 0. For bubbles alone, the vertical momentum equa-








(𝑉 − 𝑣) = 0. 
The factor 105 𝑆𝑡𝑘⁄   is very large which requires that we must have 𝑉 ≈ 𝑣, i.e. that 
parallel to the axis of the slab bubbles and stout move together. This can be con-
trasted with flow perpendicular to the slab wall, discussed in the previous chapter, 
in which bubbles and stout move in opposite directions.  
For the bubbly-stout mixture, the non-dimensional momentum mixture 








with terms representing pressure gradient forces (imposing volume conservation), 
buoyancy forces and viscous shear stresses. (The appendix contains a detailed dis-
cussion of the nature of the neglected terms.)  The simplified equation above is a 
description of laminar viscous incompressible flow, typical of low 𝑅𝑒 number flow 
through pipes and channels [25]. In the tilted slab shown in Figure 3.6 the fluid in 
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contact with walls remains at rest, due to the no-slip condition i.e. 𝑉 = 0 when 
𝑥 = 0 or 𝑥 = 1. As discussed previously 𝜕𝑃 𝜕𝑦⁄  is independent of  𝑥 and 𝑦. In order to 
solve this differential equation we will need to determine  and  𝜕𝑃 𝜕𝑦.⁄   
As shown in Chapter 4, bubbles and stout move relative to each other per-
pendicular to the axis of the slab, generating two shocks. For simplicity in this sec-
tion we only consider the first shock between bubble free stout on the lower surface 
of the slab and bubbly stout above it. We neglect the effect of the thin layer of foam 
expected on the upper wall of the slab. This leads us to  
 
𝑎 = 0          0 ≤ 𝑥 < 𝑥1, 
𝑎 = 1                   𝑥1 ≤ 𝑥 ≤ 1. 
(5.2.1) 
The position of the shock x1 will increase linearly with time, but on a longer time-
scale to that of relaxation of flow in the 𝑦 direction. 
In Section 3.6, equation (3.6.7) we showed that, due to the impermeable 
base of the slab, an incompressible flow requires 




This equation can be used to determine the pressure gradient. 
Thus we can solve for the velocity. First we integrate twice and choose the 
constants of integration to impose the no-slip conditions at 𝑥 = 0 and 𝑥 = 1. This 
process imposes continuity of 𝑉 and 𝜕𝑉 𝜕𝑥⁄  at 𝑥 = 𝑥1. Secondly the value of the con-
stant 𝜕𝑝 𝜕𝑥⁄   is chosen so that the 𝑉 will satisfy equation (3.6.7). This gives 
 𝑉 = −𝑥(1 − 𝑥1)
2(2𝑥1 − 𝑥 − 2𝑥𝑥1) (5.2.2) 
 
when 0 ≤ 𝑥 < 𝑥1, and 
 
 𝑉 = −𝑥1
2(1 − 𝑥)(1 + 2𝑥𝑥1 − 3𝑥) (5.2.3) 
when 𝑥1 ≤ 𝑥 ≤ 1. The resulting flow field is shown in Figure 5.1. As the figure 
shows, sinking bubbles are predicted by this model: the flow field is negative close 
to the wall on the left and the velocity shown is that of both stout and bubbles.  





Figure 5.1: A plot of vertical parallel shear flow shown in dimensional quantities 
occurring when the shock is in position 𝑥1 = 0.05𝐿. The bubble free region is shown 
in grey. As the figure shows,  𝑉 is negative for 𝑥 ≤ 𝑥1 and thus this model correctly 
predicts sinking bubbles at the lower edge of the slab. (It also correctly predicts ris-
ing bubbles near the upper edge of the slab.) 
In all the calculations above it was assumed that the bubbles are monodis-
perse. This assumption is a common approach made in computational fluid dynam-
ics simulations. In reality there is a range of bubble sizes. Differently sized bubbles 
will rise at different rates in a polydisperse mixture, and the sharp interfaces be-
tween regions of pure stout, bubbly stout and foam, predicted in Section 4.7 for 
monodisperse bubbles, will be replaced by transition regions in which the bubble 
density gradually changes. However, this gradual rather than abrupt change will 
not affect the main conclusion that sinking bubbles will be observed. 
The observed flow patterns of sinking bubbles are much more complex than 
has been described by this model which assumed steady flow.  The sinking bubbles 
appear as a regular pattern of waves. A one-dimensional model of this phenomenon 
has been presented by Robinson et al. where such waves are shown to be a precur-
sor to a change in flow regime from bubbly to slug flow [13]. However the two-
dimensional shear flow shown in Figure 5.1 suggests an alternative mechanism for 
the observed waves based on shear instability.  
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The most commonly discussed form of shear instability is the Kelvin-
Helmholtz instability seen when there is a discontinuity in a velocity shear of an 
inviscid fluid at some position along a flow. Such a discontinuity would be observed 
in our model vertically with 𝑉 taking distinct values in the bubble free and bubbly-
stout regions, in the limit 𝜇 → 0. However, shear instabilities are also possible in 
viscous fluids. In case of viscous flows it is known that a strong indicator that a 
flow will be unstable is the existence of an inflexion point at which the shear gradi-
ent 𝜕2𝑉 𝜕𝑥2⁄  changes sign. Differentiation shows that 𝜕2𝑉 𝜕𝑥2⁄ always changes sign 





= (1 − 𝑥1)






2(3 − 2𝑥1) < 0        𝑥 > 𝑥1. (5.2.5) 
 
We have reduced the complex two-phase flow equations along the slab to 
that of steady parallel shear flow. In this direction the two phases are approximat-
ed to flow together as a single liquid at an average velocity given by 𝑉 with a profile 
across the slab given by 𝑉 = 𝑉(𝑥). We have shown that this flow field predicts sink-
ing bubbles and has characteristics associated with shear instability. This is inves-
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There exist flow configurations which satisfy the conservation laws and yet 
are not easily observed. This is because flows which are unstable will react to small 
disturbances that are invariably present in the natural environment and will 
change their qualitative flow configuration before one has a chance to notice them. 
Smooth laminar flows are ubiquitous, however, they may be stable to such disturb-
ances only when flow conditions fulfil a specific set of criteria [26]. Viscous flows in 
a channel, for example, are stable only for 𝑅𝑒 numbers below a certain threshold 
value. Above this value the flow spontaneously changes into a completely new qual-
itative character. This new flow may well be an another unstable configuration in 
which further transformations are inevitable, and where the final flow is an un-
steady and chaotic flow known as turbulence [35]. 
The governing equations of fluid flows are notoriously hard to solve analyti-
cally, however, simple base flow solutions of the form: ?⃑? = 𝑈(𝑧)𝑖,̂ belong to a class 
of problems that have been studied extensively and for which methods have been 
developed to determine whether such flows are stable to small disturbances. For 
inviscid flow, equations such as the Rayleigh equation have been developed from 
which one can determine analytically whether a particular flow has the necessary 
conditions to be unstable [26]. When viscosity is important, then such analytical 
methods become significantly more complex. For viscous shear flows, numerical 
calculations are required to establish the stability of a particular flow. 
Parallel shear flows, whether inviscid or viscous, share flow features which 
are known to be the sources of instability. Vortex sheets may form along lines of 
high shear. The resulting vorticity gradients tend to destabilise flow. Such flows 
may be stable: energy stored in the form of fluid velocity may dissipate across such 
a shear layer due to momentum diffusion, stabilising the flow. However, when ve-
locity gradients become large, or in more extreme cases, where an apparent discon-
tinuity in velocity exists between two layers of inviscid fluid, then vorticity in such 
locations may form into a vortex sheet. In a viscous fluid the limiting case of a ve-
locity discontinuity would generate infinite forces and is therefore impossible but 
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thin layers in which the velocity changes rapidly are possible.  An unstable vortex 
sheet, if perturbed, may grow exponentially, leading to enhanced mixing and the 
smearing out of any large velocity gradients. Vorticity may form out of the thin 
boundary layers which occur along rigid boundaries of near inviscid flows, however, 
at such rigid boundaries, disturbances are restricted in amplitude and do not grow.  
Where maximum velocity shear occurs within the interior of such a flow, then for 
certain velocity profiles, the flow has been shown analytically to have sufficient 
conditions for small disturbances to grow exponentially in time [27].  
For stratified flows in which density varies with height within a flow, the ef-
fects of buoyancy may also be a source of instability, as in the Rayleigh-Taylor insta-
bility. Potential energy, stored in heavier fluids which are above lighter layers, may 
lead to similar instabilities to those seen for shear. The effect of the unstable flow 
local to a density inversion is enhanced mixing, which acts to remove any unstable 
weight profile [26]. 
In studying the viscous parallel shear flow of water in a channel, 𝑅𝑒 [35] ob-
served a parabolic velocity profile. He found that increasing the input velocity led 
to vortex disturbances in the middle of the flow, which form reluctantly and irregu-
larly. In contrast, for a similar set up of two separate flows, one next the other, but 
moving in opposite directions; increasing input velocities leads to disturbances be-
tween the flows which form regularly and readily. These observations suggest that 
the velocity profile is an important factor in understanding whether a base flow of 
the form: ?⃑? = 𝑈(𝑧)𝑖,̂ i.e. a parallel shear flow, is unstable or not. Reynolds’ observa-
tion suggests that velocity profiles with inflexion points 𝑈′′(𝑧) = 0 are liable to in-
stability even at low velocities. 
In viscous flows, the viscosity has a stabilizing effect when it acts to diffuse 
momentum and thereby smear out large velocity gradients that may act as the 
cause of instability. However, at increased flow rates, viscous boundary layers may 
form not only at the rigid boundaries, but also within the interior of the flow, at a 
critical layer. This layer occurs at point illustrated in Figure 6.1, where the flow ve-
locity and the phase speed of natural frequencies of the flow configuration have 
equal magnitude. At this location the inviscid Rayleigh equation (6.6.1) experiences 
a singularity as the highest order derivative vanishes. This equation can be consid-
ered as the inviscid limit: 𝑅𝑒 → ∞ of the Orr-Sommerfeld equation (6.5.10) for vis-
cous stability, and therefore for large 𝑅𝑒 a viscous layer forms at the critical layer. 
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These internal viscous layers are a source of large velocity gradients and therefore 
also of instability. In these conditions, the viscosity has a destabilising effect [26]. 
As mentioned above, the parabolic velocity profile of water in a channel, observed 
by Reynolds, tended at increased flow rates to exhibit reluctant growth and subse-
quent dissipation of disturbances. This suggests the existence of processes which 
act to restore stability. However, at even higher flow rates, the parabolic profile 
becomes unstable and this is due to the internal viscous layer occurring at the crit-
ical layer. 
In many high 𝑅𝑒 number flows the inviscid approximation is accurate in 
most of the domain and the effects of viscosity only enter in thin boundary and in-
ternal layers located at critical layers [56]. This is also the case for solutions of the 
Orr-Sommerfeld equation as 𝑅𝑒 → ∞. Rayleigh’s equation (𝑈 − 𝑐)(𝑑2𝜙 𝑑𝑦2⁄ −
𝑘2𝜙) − 𝑑2𝑈 𝑑𝑦2⁄ 𝜙 = 0 has a singular point when the coefficient of its highest order 
derivative is zero. If 𝑈1 < 𝑈 < 𝑈2 as in  
Figure 6.1 then for some real 𝑐 and 𝑈1 < 𝑐 < 𝑈2 there is some point 𝑦 = 𝑦𝑐 




Figure 6.1. Critical layer. 
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The circulation flow of Guinness within our simplified geometry, a long and 
narrow slab, is that of a laminar shear flow. The flow is due to a buoyancy imbal-
ance, which results from a geometrically well-defined change in the profile of bub-
ble concentration across the slab. The resulting variation in density within the slab 
is a near vertical stratification and so an instability driven by density inversion is 
impossible. However, the velocity profile as shown in Figure 5.1, shows an inflexion 
point, which according to Rayleigh’s equation (6.6.1), suggests the flow may be an 
unstable shear. To establish this analytically requires a stability analysis. 
A linear stability analysis introduces perturbations to a base flow. The flow 
stability is determined by examining the equations of motion, which establish if 
these perturbations to the flow variables grow or decay. In this type of analysis, the 
perturbations are commonly assumed to be small enough so that linearization of 
the governing equations is valid. This consists of neglect of quadratic and higher 
order terms in the perturbation variables and their derivatives. While such lineari-
zation allows the possibility of analytical results, it limits the applicability of such 
results to the initial behaviour of such infinitesimal disturbances [26]. For in-
stance, in the context of turbulent flows, the loss of stability does not in itself con-
stitute a transition to turbulence since the linear theory only describes the very be-
ginning of the transition process. In contrast to laminar flow, turbulence is charac-
terized by chaotic changes in pressure and flow velocity. Additionally, a real flow 
may be stable to infinitesimal disturbances (linearly stable), but may be unstable 
to sufficiently large disturbances (nonlinearly unstable). Despite these limitations, 
linear stability analysis has proved to be a reliable theoretical method in the pre-
diction of the onset of instability [26]. Its outcome describes the temporal instabil-
ity of base flows and whether perturbations to them decay, persist, or grow in time. 
The analysis technique is referred to as the method of normal modes. 
 
 
6.2 Method of normal modes 
 
The first step in this method is to identify the physical mechanism of an ob-
served instability, as well as that of the base flow from which it grows. The set of 
nonlinear governing equations of the flow, once formulated, are then linearized. 
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The solutions of these linear equations are assumed to be a set of infinitesimal si-
nusoidal perturbations which may grow in time. The process of substituting these 
ansatz solutions into the linearized governing equations leads to an instability 
equation from which the overall stability behaviour of the physical mechanism can 
be determined 
For example, a base flow parallel to the 𝑥-axis and varying with respect to 
the 𝑧-axis may take the form: ?⃑? = 𝑈(𝑧)𝑖 ̂. Onto this base flow is superimposed a 
planar two-dimensional disturbance of the form 
 ?⃑⃗?(𝑥, 𝑦, 𝑧, 𝑡) = ?̂?(𝑧)𝑒𝑖{𝑘𝑥+𝑙𝑦−𝜔𝑡}, (6.2.1) 
 
where ?̂?(𝑧) is a small complex vector amplitude, ?⃑? = (𝑘, 𝑙, 0) is the disturbance 
wave number vector, 𝜔 = 𝜔𝑟 + 𝑖𝜔𝑖 is the complex angular frequency of the disturb-
ance. The real part of the disturbance is taken to represent physical quantities. 
Exponential solutions in (𝑥, 𝑦, 𝑡) are possible as the coefficients of the differential 
equation governing the perturbation are independent of (𝑥, 𝑦, 𝑡). The flow field is 
also assumed unbounded in the 𝑥 and 𝑦 directions, and therefore wave number 
components for these directions can only be real, as the dependent variables re-
main spatially bounded as (𝑥, 𝑦) → ±∞ [26]. 
A linear stability analysis looks at the response of the resulting stability 
equation, to all wave vectors ?⃑? . If  𝜔𝑖 > 0 for any of these wave vectors, then the 
system is unstable. For  𝜔𝑖 = 0 the system is said to be neutrally stable. And if  
𝜔𝑖 < 0 the system is stable.  The normal modes method of analysis decomposes an 
arbitrary disturbance into Fourier components, and the stability of each of these 
modes is examined separately. The linearity of the problem ensures that the vari-
ous modes do not interact. These normal mode components are eigenfunctions, the 
set of corresponding eigenvalues are determined from the above stability equation. 
 
 
6.3 Kelvin-Helmholtz instability  
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The Kelvin-Helmholtz instability demonstrates the main features of a shear 
instability, which can also be observed in surface gravity waves, internal gravity 
waves and other instabilities caused by shear flow. A shear instability is a mecha-
nism by which, either kinetic energy from pre-existing motion or potential energy 
from background stratification is converted into wave motion. In either case the 
wave amplitude grows over time, and the wave is said to be unstable. The Kelvin-
Helmholtz model is the simplest model which demonstrates how a vorticity sheet 
between shear layers tends to destabilise a flow [26].  
 
6.3.1 Base flow 
The base flow, illustrated in Figure 6.2, is an inviscid, incompressible flow of 
two horizontal, infinite fluid streams, one on top of the other and each with its own 
uniform velocity and uniform density. The base flow is defined in terms of velocity, 
density and pressure: 
 
 
?⃑? = 𝑈2𝑖̂ , 𝜌 = 𝜌2,       𝑝 = 𝑝0 − 𝜌2𝑔𝑧 ,      𝑧 > 0. 




Figure 6.2: A stratified flow of one fluid on top of another where a discontinuous 
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6.3.2 Physical description of instability 
A thin vortex sheet between opposing parallel flows, one on top of the other, 
is given a sinusoidal disturbance: 𝑧 = 𝑍(𝑥, 𝑡). The mechanism of the evolution of the 
vortex sheet which forms at the interface between these flows laid out here, follows 
that of Drazin [26]. Each vortex line (perpendicular to the plane) is carried by the 
inviscid flow, and this induces circulation with strength equal to that of the vortex 
line. For simplicity, consider a two dimensional case in which both fluids have the 
same densities and where the flow in each layer has magnitude 𝑉, but in opposite 
directions. The sheet has a positive vorticity which in Figure 6.3 is clockwise rota-
tion. In general this requires 𝑈2 > 𝑈1. Above the sheet where 𝑈 = 𝑉 > 0, vorticity is 
carried to the right because vorticity in parts of the sheet displaced downwards in-
duces a velocity with a positive 𝑥-component, at any part of the sheet where 𝑧 > 0 
[57]. This velocity component is in the surface of the sheet, and carries vorticity 
from places such as A to C, where it accumulates. The velocity component in the 
surface also accumulates and this acts to rotate neighbouring points around C. 
These processes of accumulation of vorticity and of rotation of neighbouring points 
of the sheet will continue together, leading to exponential growth of the disturb-
ance. The spatial form of the disturbance will not change however, provided the 




Figure 6.3: Growth of sinusoidal disturbance of a vortex sheet with positive vortici-
ty normal to the paper. The local strength is represented by the thickness of the 
sheet. The arrows indicate the directions of the self-induced movement of the vorti-
city in the sheet and shows the accumulation of vorticity at points like A. The ar-
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rows also indicate the general rotation about such points, which together leads to 




6.3.3 Governing equations for perturbations 
 
Both streams of the above base flow are parallel flows and therefore irrota-
tional. The circulation, Γ, of a vector field around a closed path 𝑙 is defined by 
 Γ = ∮ ?⃑? . 𝑑𝑙⃑⃑  ⃑ . (6.3.2) 
Kelvin’s circulation theorem for an inviscid, barotropic flow with conserva-
tive body forces, states that the circulation: Γ, around a closed curve moving with 





= 0, (6.3.3) 
 
which represents the total time rate of change following the fluid. If circulation is 
constant in time, then a disturbance of the interface which grows out of an irrota-
tional surface condition is also irrotational. The flow on either side of the vortex 
sheet may therefore be modelled as a potential flow, which describes the flow field 
as the gradient of a scalar function, the velocity potential 𝛼 : 
 ?⃑? = ∇𝛼. (6.3.4) 
(It can easily be seen that the vorticity of a potential flow is zero: 𝜔 ⃑⃑⃑⃑ = ∇ × ∇𝛼 = 0.) 
For an incompressible flow, we also have 
 ∇2𝛼 = 0. (6.3.5) 
This is a valid approximation for many real world applications. 
In terms of the velocity potential the perturbed base flow for each fluid lay-
er: ?⃑? = 𝑈(𝑧)𝑖,̂ becomes 




𝛼1 = 𝑈1𝑥 + 𝜖𝛼1
′ (𝑥 , 𝑡)      𝑧 < 𝜖𝑍, 
𝛼2 = 𝑈2𝑥 + 𝜖𝛼2
′ (𝑥 , 𝑡)      𝑧 > 𝜖𝑍, 
(6.3.6) 
 
where 𝜖 is used to parameterise the smallness of the 𝛼′ perturbations and 𝑍 gives 
the 𝑧 coordinate of the vortex sheet.  
A sinusoidal perturbation to the interface between the two streams is given 
by  
 𝑧 = 𝜖𝑍(𝑥, 𝑦, 𝑡). (6.3.7) 
 
 
Figure 6.4: Kelvin Helmholtz instability with perturbed conditions. 
 




′ → 0  as        z→ ∞, 
∇𝛼1




 ∇2𝛼1 = 0,        ∇
2𝛼2 = 0, (6.3.9) 
It follows that 
 ∇2𝛼1
′ = 0, ∇2𝛼2
′ = 0. (6.3.10) 
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Fluid particles on the interface must stay there. This requires that the ver-
tical component of fluid velocity on each side of the interface, must match that of 
the interface, which at each location is oscillating vertically. And as the interface is 


















+ 𝜖(𝑈2𝑖̂ + 𝜖∇𝛼2











′ . ∇𝑍,    𝑎𝑡   𝑧 =  𝜖𝑍. (6.3.12) 
 











′ . ∇𝑍,    𝑎𝑡   𝑧 =  𝜖𝑍. (6.3.13) 
 
The requirement that fluid particles in the interface remain there, is known 
as the kinematic boundary condition, and applies to the flow on each side of the in-
terface. A further condition is that the stress is continuous across the interface, and 
for an inviscid flow this reduces to equality of normal pressure. This is known as 
the dynamic boundary condition. Using the unsteady irrotational form of the Ber-
noulli equation, the pressure along a streamline on the interface is given by 
 







+ 𝑔𝑧)    𝑧 < 𝜖𝑍, 







+ 𝑔𝑧)    𝑧 > 𝜖𝑍, 
(6.3.14) 
where 𝐶1 and 𝐶2 are constants in space. Continuous pressure requires that 














+ 𝑔𝑧), (6.3.15) 
at 𝑧 = 𝜖𝑍. 





6.3.4 Linearized equations 
 
The governing equations and interface conditions are subsequently linear-






















+ 𝑂(𝜖), (6.3.16) 
at 𝑧 = 𝜖𝑍. 
 





























at 𝑧 = 𝜖𝑍. 
Equating coefficients of ϵ: 
 



























at 𝑧 = 𝜖𝑍. 
 
It is now possible to solve for 𝛼1
′ (𝑥, 𝑦, 𝑧, 𝑡), 𝛼2
′ (𝑥, 𝑦, 𝑧, 𝑡) and 𝑍(𝑥, 𝑦, 𝑡).  
 
6.3.5 Kelvin-Helmholtz stability using normal modes 
 
A two dimensional sinusoidal perturbation to the interface takes the form 
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 𝑍 = 𝑒𝑖(𝑘.
⃑⃑  ⃑𝑥 −𝜔𝑡), (6.3.19) 
where ?⃑? = 𝑘𝑖̂ + 𝑙𝑗̂, is the wavevector for a plane wave whose direction is horizontal 
and oblique with the direction of flow in the streams. 
For a normal mode analysis, trial solutions should be of the form: 
 
𝛼1
′ (𝑥, 𝑦, 𝑧, 𝑡) = 𝑊1(𝑧)𝑒
𝑖(𝑘.⃑⃑  ⃑𝑥 −𝜔𝑡)   𝑧 < 0, 
𝛼2
′ (𝑥, 𝑦, 𝑧, 𝑡) = 𝑊2(𝑧)𝑒























⃑⃑  ⃑𝑥 −𝜔𝑡) = 0, 
𝑑2𝑊1
𝑑𝑧2
− 𝐾2𝑊1 = 0, 
(6.3.21) 
 
where 𝐾 = (𝑘2 + 𝑙2)1 2⁄ > 0. 
To which solutions of the form 
 𝑊1(𝑧) = 𝐴1𝑒
−𝐾𝑧 + 𝐵1𝑒
+𝐾𝑧, (6.3.22) 
are derived, and where the linearized boundary condition: 
∇𝛼1
′ → 0,    z → −∞  ⇒   𝐴1 = 0. 
For the lower stream the solution is therefore 
𝑊1(𝑧) = 𝐵1𝑒
+𝐾𝑧. 
By the same method, the solution for the upper stream is 
𝑊2(𝑧) = 𝐴2𝑒
−𝐾𝑧. 
Substituting solution 𝑊1(𝑧) into the linearized kinematic condition for the lower 
stream leads to: 




𝑖(𝑘.⃑⃑  ⃑𝑥 −𝜔𝑡) = −𝑖𝜔𝑒𝑖(𝑘.
⃑⃑  ⃑𝑥 −𝜔𝑡) + 𝑖𝑘𝑈1𝑒
𝑖(𝑘.⃑⃑  ⃑𝑥 −𝜔𝑡),  (6.3.23) 
at 𝑧 = 𝜖𝑍. 
As the disturbance is small we may approximate the velocity potential cal-
culated at 𝑧 = 𝜖𝑍 to that at 𝑧 = 0: 






To order 𝑂(𝜖), this becomes 












This approximation simplifies the kinematic condition to 
𝑊1(0) = 𝑖(𝑘𝑈1 − 𝜔).  
Using the solution to the governing equation for 𝛼2
′ , provides an expression from 
which to derive the unknown constant 𝐵1: 
𝑊1(0) = 𝐵1  ⇒   𝐵1𝐾 = 𝑖(𝑘𝑈1 − 𝜔). 
Similarly, we find that for the upper stream we can determine 𝐴2: 
−𝐴2𝐾 = 𝑖(𝑘𝑈2 − 𝜔). 

















+ 𝑔𝑍), (6.3.24) 
 
at 𝑧 = 0. 
Substituting solutions for 𝛼1
′  and 𝛼2
′  we derive 
 
𝜌1(𝑈1𝑖𝐾𝐵1 − 𝑖𝜔𝐵1 + 𝑔) = 𝜌2(𝑈2𝑖𝐾𝐴2 − 𝑖𝜔𝐴2 + 𝑔), 
𝑖(𝑘𝑈1 − 𝜔)𝜌1𝐵1 − 𝑖(𝐾𝑈2 − 𝜔)𝜌2𝐴2 = (𝜌2 − 𝜌1)𝑔. 
(6.3.25) 
 
Substituting for 𝐴2 and 𝐵1 gives a quadratic for 𝜔: 





2 − 2𝑘(𝑈1𝜌1 + 𝑈2𝜌2)𝜔
+ (𝑘2(𝜌2𝑈2
2 + 𝜌1𝑈1
2) + (𝜌2 − 𝜌1)𝑔𝐾) = 0. 
(6.3.26) 
 
Solving for 𝜔(𝑘, 𝑙) gives two modes with 















Both are neutrally stable if  
 𝐾𝑔(𝜌1
2 − 𝜌2






2) < 𝑘2𝜌1𝜌2(𝑈1 − 𝑈2)
2, (6.3.29) 
 
there are two solutions. One grows with time, while one decays. The growing mode 
will eventually become large and the system is said to be unstable to the particular 
𝑘 and 𝑙 normal mode. This is a necessary and sufficient condition for instability for 
this mode. The flow is always unstable to modes with sufficiently large 𝑘 values, 
that is to short waves, if 𝑈1 ≠ 𝑈2. In practice, neglected physics such as surface ten-
sion becomes important at large wavenumbers. 
 
 





Figure 6.5: Sketch of the roll-up waves of a vortex sheet due to the strongly nonlin-
ear growth of a two-dimensional perturbation. The interface is shown evolving at 
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6.4 Special cases of Kelvin-Helmholtz stability 
 
6.4.1 Surface gravity waves  
 
When 𝜌2 = 0, and 𝑈1 = 𝑈2 = 0,  then the model is that of surface gravity 
waves on deep water. The equation for 𝜔, becomes: 
 𝜔 = ±√𝐾𝑔, (6.4.1) 
 
and therefore stable with phase velocity 
 𝑐 = 𝜔 𝐾⁄ = ±√𝑔 𝐾⁄ . (6.4.2) 
 
6.4.2 Internal gravity waves 
 
When 𝑈1 = 𝑈2 = 0,  then 








If 𝜌1 < 𝜌2, then the heavier fluid rests on top and there is instability. How-
ever, if 𝜌1 > 𝜌2, then there is a neutrally stable wave. This normal mode has phase 
velocity: 








The eigenfunctions for these modes die away exponentially with distance 
from the interface, as in all cases of the Kelvin-Helmholtz instability. These waves 
are a special case of internal gravity waves, which may propagate in the interior of 
a stratified fluid far from any boundary [26].  
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6.4.3 Instability due to shear 
 
For a homogeneous fluid in which 𝜌1 = 𝜌2, 𝑈1 ≠ 𝑈2, then 








The flow is always unstable as one of these modes grows exponentially. The 






which is the average velocity of the wave resolved into the 𝑥 direction. The plane 
wave is moving in a direction of wavenumber vector ?⃑? = 𝑘𝑖̂ + 𝑙𝑗̂,  whose direction is 
horizontal and oblique with the direction of flow in the streams. All waves are un-
stable and growth is proportional to 𝑘, and therefore short waves are the fastest 
growing. From the relation for 𝜔 above, waves purely in the 𝑥 direction where 
𝐾 = 𝑘, will grow the quickest and have the quickest phase speed. Waves in the di-
rection of flow will therefore, after some time, become dominant [26].  
In conclusion, the Kelvin-Helmholtz instability represents an imbalance between 
the destabilizing effect of inertia and the stabilizing effect of gravity when the 
denser fluid is below. The instability model was originally developed to explain an-
alytically the mechanism by which wind generated waves are formed. Another ex-
ample is the appearance of lines of billowing clouds which form regular processions 
across the sky and which is represented by the pattern shown in  
Figure 6.5. In this figure the instability is shown to grow from a plane sur-
face into waves. In nature the waves eventually steepen and then roll up. This lat-
er stage cannot be modelled by the linear method which is limited to small ampli-
tudes. However, as a means to investigate the stability of a simple shear flow con-
figuration in which waves are observed, it provides a reliable foundational method 
[26].  
The shear flow in settling Guinness, is a smooth velocity profile without the 
zero thickness shear layer seen in the Kelvin Helomholtz instability. Furthermore, 
viscosity is an important factor in this case, which is not accounted for in the po-
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tential flow method. To model the instability of these systems the Orr Sommerfeld 
equation, described in the next section, is used.  
 
6.5 Orr-Sommerfeld equation 
 
The Orr-Sommerfeld equation was developed to model instabilities in situa-
tions where smooth velocity profiles and viscosity are included. While more compli-
cated than the analysis of the Kelvin Helmholtz instability, the key steps involved 
in deriving the Orr-Sommerfeld equation are the same as were used above. The re-
sult is a differential equation eigenvalue problem whose solution determines the 
normal modes. However, analytical solutions in the form of eigenvalues and eigen-
functions cannot generally be obtained in closed form and one must typically resort 
to numerical techniques. The Orr-Sommerfield equation is now derived as a pre-
cursor to a more complicated equation, which is like the Orr-Sommerfield example, 
but with the additional complication of a non-homogeneous density field describing 
bubble volume fraction. 
To derive the Orr-Sommerfeld equation the base flow is taken to be three-
dimensional channel flow in the horizontal 𝑥-direction, varying in the 𝑦-direction, 
so that ?⃑? = 𝑈(𝑦)𝑖.̂  A pressure gradient in the 𝑥-direction is required to maintain 
this flow. Gravity is not considered in this flow configuration. As there is no veloci-
ty and therefore no viscous forces in the other directions, then pressure gradients 
exist only in the 𝑥-direction: 𝑃 = 𝑃(𝑥). The total flow: (?⃑? 𝑇 , 𝑝 𝑇) is decomposed as the 
sum of the base flow plus the perturbation: 
 ?⃑? 𝑇 = 𝑈𝑖̂ + ?⃑? ,   and    𝑝𝑇 = 𝑃 + 𝑝. (6.5.1) 
 
Both the base flow and the combination of base flow and perturbing flow are 
solutions of the Navier-Stokes equations. The perturbed flow satisfies the 𝑥-
momentum equation: 






+ (𝑈 + 𝑢)
𝜕
𝜕𝑥







(𝑃 + 𝑝) +
1
𝑅𝑒
∇2(𝑈 + 𝑢), 
(6.5.2) 
where the variables have been non-dimensionalized with a length scale 𝐿, the 
height of the channel, a velocity scale 𝑈0, which is the maximum of the base flow. 
Time is scaled by 𝐿 𝑈0⁄ , and the pressure by 𝜌𝑈0
2. The 𝑅𝑒 number is 𝑅𝑒 = 𝑈0𝐿 𝜈⁄ . 
The base flow satisfies  








The 𝑥-momentum equation above is linearized by neglect of products of small 

























































= 0. (6.5.6) 
 
As the independent variables 𝑥, 𝑧 and 𝑡 only appear in derivatives, they will 
appear in normal mode solutions as exponentials of the form: 
 {?⃑? , 𝑝} = {?⃑? ̂(𝑦), ?̂?(𝑦)}𝑒{𝑖(𝑘𝑥+𝑙𝑧−𝑘𝑐𝑡)}. (6.5.7) 
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As the flow is unbounded in 𝑥 and 𝑧, the wave numbers 𝑘 and 𝑙 must be real. 
The wave speed may be complex: 𝑐 = 𝑐𝑟 + 𝑖𝑐𝑖. Without loss of generality, we can 
consider only positive values for 𝑘 and 𝑙. The normal modes represent waves that 
travel obliquely to the basic flow with a wavenumber magnitude √𝑘2 + 𝑙2 and am-
plitude growth of 𝑒(𝑘𝑐𝑖𝑡). Stability is based on the value of 𝑐𝑖. 
Substitution into the momentum and continuity equation results leads to 
the normal mode equations for disturbances in three dimensions. 
 
𝑖𝑘(𝑈 − 𝑐)?̂? + 𝑣
𝑑𝑈
𝑑𝑦
= −𝑖𝑘?̂? + (1 𝑅𝑒⁄ ) {
𝜕2?̂?
𝜕𝑦2
− (𝑘2 + 𝑙2)?̂?}, 
𝑖𝑘(𝑈 − 𝑐)𝑣 = −
𝑑?̂?
𝑑𝑦
+ (1 𝑅𝑒⁄ ) {
𝜕2?̂?
𝜕𝑦2
− (𝑘2 + 𝑙2)𝑣}, 
𝑖𝑘(𝑈 − 𝑐)?̂? = −𝑖𝑙?̂? + (1 𝑅𝑒⁄ ) {
𝜕2?̂?
𝜕𝑦2




+ 𝑖𝑙?̂? = 0. 
(6.5.8) 
 
Squire’s Theorem [27], states that to each unstable three-dimensional dis-
turbance there corresponds a more unstable two-dimensional one. This is proved by 
the transformation: 
𝑘 = √𝑘2 + 𝑙2, 𝑐 = 𝑐, 𝑘𝑢 = 𝑚?̂?, 𝑣 = 𝑣, 𝑝 𝑘⁄ = ?̂? 𝑘⁄ , 𝑘𝑅𝑒 = 𝑘𝑅𝑒. 
to the above normal mode equations. After making this substitution, and adding 
the first and third equations, we obtain 
 
𝑖𝑘(𝑈 − 𝑐)𝑢 + 𝑣
𝑑𝑈
𝑑𝑦






𝑖𝑘(𝑈 − 𝑐)𝑣 = −
𝑑𝑝
𝑑𝑦












These equations have the same form as the untransformed normal mode equations, 
but with 𝑙 = ?̂? = 0, which is the equivalent two-dimensional equation set. This two-
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dimensional problem has a lower 𝑅𝑒 number since 𝑘 >  𝑘. Furthermore, Squires 
transformation implies a growth rate for a two-dimensional disturbance of:  𝑒(𝑘𝑐𝑖𝑡),. 
As 𝑘 >  𝑘, and  𝑐 = 𝑐, the growth is larger than for three-dimensional modes, and 
therefore two-dimensional disturbances are more unstable. It follows that the criti-
cal 𝑅𝑒 number at which the instability starts is lower for two-dimensional disturb-
ances. Thus in order to determine the minimum 𝑅𝑒 number at which instability 
first occurs, then we need only consider a two-dimensional disturbance and can set 
l=0. 
A further simplification is possible by eliminating ?̂?, ?̂? and ?̂? to produce a 
single, fourth-order ordinary differential equation in terms of 𝑣. This equation is 
the Orr-Sommerfeld equation, which governs the stability of nearly parallel viscous 
flows, such as that in straight channels, pipes or in a boundary layer. For con-
sistency with the literature we set 𝑣 = 𝜙: 















+ 𝑘4𝜙). (6.5.10) 





= 0       𝑎𝑡  𝑦 = −𝐿 , 𝑦 =  𝐿. (6.5.11) 
 
6.6 Inviscid stability of parallel flows 
Insight into the viscous stability of parallel flows can be obtained by first 
assuming that the disturbances obey inviscid dynamics [26]. The governing equa-
tion can be found by letting 𝑅𝑒 → ∞ in the Orr-Sommerfeld equation, giving 






𝜙 = 0, (6.6.1) 
which is the Rayleigh equation. If the flow is bounded by walls at 𝑦1 and 𝑦2 at which 
normal velocity: 𝑣 = 0, then the boundary conditions are 
𝜙 = 0    𝑎𝑡 𝑦 = 𝑦1, 𝑦2. 
The equation and boundary conditions define an eigenvalue problem, with (disper-
sion relation) 𝑐(𝑘) as the eigenvalue, and 𝜙 as the eigenfunction.  
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These equations do not involve the imaginary number 𝑖, and taking the 
complex conjugate shows that if 𝜙 is an eigenfunction with eigenvalue 𝑐 for some 𝑘, 
then 𝜙∗ is also an eigenfunction with eigenvalue 𝑐∗ for the same 𝑘. Therefore, to 
each eigenvalue with a positive imaginary part, 𝑐𝑖 , there is a corresponding eigen-
value with a negative 𝑐𝑖. In other words, to each growing mode there is a corre-
sponding decaying mode. Stable solutions therefore can have only a real 𝑐. Note 
that this is true of inviscid flows only: the viscous term in the full Orr-Sommerfeld 
equation involves an 𝑖, and the foregoing conclusion is no longer valid. 
It can be shown that certain velocity profiles 𝑈(𝑦) are potentially unstable 
according to the inviscid Rayleigh equation [27]. In this discussion it should be not-
ed that we are only assuming that the disturbances obey inviscid dynamics; even 
though the background flow profile 𝑈(𝑦) may be that of a steady laminar viscous 
flow. Rayleigh’s inflection point criterion, states that a necessary (but not suffi-
cient) criterion for instability of an inviscid parallel flow is that the basic velocity 
profile 𝑈(𝑦) has a point of inflection. In other words, for instability the background 
velocity profile must have at least one point of inflection (where 𝑑2𝑈 𝑑𝑦2 = 0⁄ ) with-
in the flow.  
A Swedish meteorologist, Fjortoft, in 1950 [27] discovered a stronger neces-
sary condition for the instability of inviscid parallel flows. He showed that a neces-
sary condition for instability of inviscid parallel flows is that  
 
(𝑈 − 𝑈𝑖𝑛𝑓)𝑑
2𝑈 𝑑𝑦2 < 0,⁄  
 
(6.6.2) 
somewhere in the flow, where 𝑈𝑖𝑛𝑓 is the value of 𝑈 at the point of inflection. An 
alternate way of stating Fjortoft’s theorem is that the magnitude of vorticity of the 
basic flow must have a maximum within the interior region of flow, not at the 
boundary.  
The criteria of Rayleigh and Fjortoft essentially point to the importance of 
having a point of inflection in the velocity profile. They show that flows in jets, 
wakes, shear layers, and boundary layers with adverse pressure gradients, all of 
which have a point of inflection and satisfy Fjortoft’s theorem, are potentially un-
stable. On the other hand, plane Couette flow, Poiseuille flow, and boundary-layer 
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flow with zero or favourable pressure gradient, have no point of inflection in the 
velocity profile and are stable in the inviscid limit. 
Howard’s semicircle theorem [27], states the complex wave velocity, 𝑐, of 
any unstable mode of a disturbance in a parallel flow of an inviscid fluid must lie 
inside a semicircle in the upper half of the 𝑐-plane, which has the range of 𝑈 as the 
diameter. The theorem states that the phase speed 𝑐𝑟 of an unstable mode with 
wave number 𝑘 has a value that lies between the minimum and the maximum val-
ues of 𝑈(𝑦) in the flow field. Growing and decaying modes are characterized by a 
nonzero 𝑐𝑖, whereas neutral modes can have only a real 𝑐 = 𝑐𝑟. Thus, it follows that 
neutral modes must have 𝑈 = 𝑐𝑟 somewhere in the flow field. The neighbourhood of 
𝑦 around 𝑦𝑐 at which 𝑈 = 𝑐 = 𝑐𝑟.  is called a critical layer. The location 𝑦𝑐  is a criti-
cal point of the inviscid governing equation because the highest derivative drops 
out at this value of 𝑦, and the eigenfunction for this 𝑘 and 𝑐 may be discontinuous 
across this layer. The full Orr-Sommerfeld equation has no such critical layer be-
cause the highest-order derivative does not drop out when 𝑈 = 𝑐. It is apparent 
that in a real flow, a viscous boundary layer must form at the location where 𝑈 = 𝑐, 
and that the layer becomes thinner as 𝑅𝑒 → ∞. 
 
6.7 Viscous stability of parallel flows 
The viscous term in Orr-Sommerfeld contains the highest-order derivative, 
and therefore the eigenfunctions may contain regions of rapid variation in which 
viscous effects become important. Sophisticated asymptotic techniques are there-
fore needed to model these boundary layers. Alternatively, solutions can be ob-
tained numerically. If the base velocity profile has a point of inflection and the pro-
file is unstable for an inviscid fluid, then viscosity has a chiefly stabilizing effect. 
Shear instabilities are damped at small enough 𝑅𝑒 number, because energy is dif-
fused away by momentum diffusion quicker than it can be generated by the action 
of Reynolds Stresses [26]. However, at larger values of 𝑅𝑒, viscosity may destabilize 
a small band of waves, which are stable when 𝑅𝑒 is infinite. A base flow may be un-
stable for moderate and large values of 𝑅𝑒, but stable for an inviscid fluid. Thus 
viscosity has a dual role: a stabilizing role due to its dissipation of energy, and a 
subtler destabilizing role.  
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6.7.1 Two-stream shear layer with infection point 
Consider a two-stream shear layer without rigid boundaries, for example a 
shear flow of the form 𝑈(𝑦) = 𝑈0 tanh(𝑦), where 𝑈(𝑦) → ±𝑈0 , as 𝑦 → ±∞. This pro-
file has its peak vorticity at its inflexion point. At all 𝑅𝑒 numbers the flow is unsta-
ble up to a value of 𝑘 which depends on the 𝑅𝑒 number. For high values of 𝑅𝑒, the 
range of unstable wave numbers increases. It is therefore a long-wavelength insta-
bility. In the limit 𝑘 → 0, the behaviour can be shown to simplify to that of a simple 
vortex sheet. These wall-free shear flows become unstable very quickly, and the 
inviscid prediction that these flows are always unstable is a fairly good description 
[27]. The reason the inviscid analysis works well in describing the stability charac-
teristics of free shear flows can be explained as follows. 
For viscous flows with inflection points, the eigenfunction of the inviscid so-
lution is smooth. On this zero-order approximation, the viscous term acts as a regu-
lar perturbation, and the resulting correction to the eigenfunction and eigenvalues 
can be computed as a perturbation expansion in powers of the small parameter 
1/𝑅𝑒. This is true even though the viscous term in the Orr-Sommerfeld equation 
contains the highest-order derivative. The instability in flows with inflection points 
is observed to form rolled-up regions of vorticity [27]. This behaviour is robust and 
insensitive to the detailed experimental conditions. They are therefore easily ob-
served. In contrast, the unstable waves in a wall-bounded shear flow are extremely 
difficult to observe. 
 
6.7.2 Plane Poiseuille Flow without inflection point 
The flow in a channel with a parabolic velocity distribution has no point of 
inflection and is inviscidly stable. However, linear viscous calculations show that 
the flow becomes unstable at a critical 𝑅𝑒 number of 5780. Nonlinear calculations, 
which consider the distortion of the basic profile by the finite amplitude of the per-
turbations, give a critical 𝑅𝑒 number of 2510 [27], which agrees better with the ex-
perimental observations of transition at about 𝑅𝑒 = 2000. In any case, the interest-
ing point is that viscosity is destabilizing for this flow. The solution of the Orr-
Sommerfeld equation for Poiseuille flow and other parallel flows with rigid bounda-
ries, which do not have an inflection point, is complicated. In contrast to flows with 
inflection points, the viscosity here acts as a singular perturbation to the inviscid 
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limit of the Orr-Sommerfeld equation, and the eigenfunction therefore must have 
the viscous boundary layers not only on the channel walls, but around critical lay-
ers where 𝑈 = 𝑐𝑟.  
 
6.8 Extended-Orr-Sommerfeld equation 
The flow of bubbly-stout in the vertical tilted slab is modelled as a two di-
mensional flow. The density of the mixture is approximately that of pure stout: 𝜌𝑏, 
and the variation in density due to the evolving bubble density field: 𝑎, is included 
next to the gravity term only, making use of the Boussinesq approximation. It was 
demonstrated in Section 3.2 that a quasi-static circulation flow in the slab results 
directly from an imbalance of buoyancy forces, caused by the relatively slow motion 
of bubbles across the glass. Therefore, at each moment, the flow 𝑈(𝑦) is considered 
fully developed, with a corresponding bubble density distribution: 𝐴(𝑦) across the 
slab. 𝑈(𝑦) and 𝐴(𝑦) therefore form the base state on which a stability analysis was 
performed. The profile 𝑈(𝑦) shown in Figure 5.1, clearly satisfies Fjortoft’s neces-
sary condition for instability. 
Based on the established Orr-Sommerfeld derivation, we developed a new, 
two-dimensional equation, which accounts for an additional scalar density variable: 
𝑎. 













+ 𝜌𝑏𝑔(1 − 𝑎) − 𝜇∇
2𝑢. (6.8.1) 
 
where 𝑥 is now in the direction down the slab. The term 𝑔 used for gravity is as-
sumed to be the component of gravitational force acting downwards along the slab. 
Across the slab the small 𝑔 component is ignored for convenience. The momentum 













+ 𝜇∇2𝑣. (6.8.2) 
 
The continuity equation for the bubbly stout is 









= 0 (6.8.3) 
 










= 0. (6.8.4) 
 
































































where the scaled variables keep their original unaccented names. 𝐹𝑟 = 𝑈0
2 𝑎0𝑔𝐿⁄  is 
the Froude number. This dimensionless number is defined as the ratio of the flow 
inertia to the external field, which in this case is gravity. 
The total flow: (?⃑? 𝑇 , 𝑝𝑇 , 𝑎𝑇) is decomposed as the sum of the basic flow plus 
the perturbation: 
 ?⃑? 𝑇 = 𝑈𝑖̂ + ?⃑? , 𝑝𝑇 = 𝑃 + 𝑝.  and    𝑎𝑇 = 𝐴 + 𝑎. (6.8.6) 
After substitution, the steady base solution is removed, and the remaining pertur-
bation equations are assumed to be normal mode solutions of the form 
 {𝑢, 𝑣, 𝑝, 𝑎} = {𝑓(𝑦), 𝜙(𝑦), 𝜋(𝑦), 𝜈(𝑦)}𝑒{𝑖(𝑘𝑥−𝑘𝑐𝑡)}, (6.8.7) 
 
which after substitution and algebraic manipulation, we arrived at a pair of equa-
tions which represent an eigenvalue problem. These can be reduced to a single 
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equation, however the eigenvalue property which allows an efficient numerical so-



























𝑖𝑘𝜈𝑈 + 𝜙 (
𝑑𝐴
𝑑𝑦
) = (𝑐)𝑖𝑘𝜈. 
(6.8.8) 
The additional terms 𝜈 and 𝐴 appear in gradients which intuitively suggest that 
variations in density across the flow are important in generating buoyancy forces. 𝜈 
also appears as an absolute value which indicates that it acts physically as an in-
dependent variable. It can be seen that by setting 𝜈 = 𝐴 = 0, in the above system, 
we retrieve the Orr-Sommerfeld equation. Numerically solutions to this Extended-
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The Extended-Orr-Sommerfeld Equation (EOSE) (6.8.8) differential equa-
tion system from which the stability of the steady circulating stout beer in the slab 


























𝑖𝑘𝜈𝑈 + 𝜙 (
𝑑𝐴
𝑑𝑦
) = (𝑐)𝑖𝑘𝜈. 
The equation represents an eigenvalue problem in 𝑐. In order to determine the sta-
bility of settling stout beer in the prototype slab, eigenvalues must be determined 
as these describe the growth or decay of each of the corresponding eigenfunctions. 
Due to the complexity of the equations, this was most readily achieved by a numer-
ical solution, carried out using a finite difference method. This involved, firstly dis-
cretising the spatial domain: 𝑦, which represents the coordinate across the width of 
the prototype slab. Based on this grid of 𝑦 values, finite difference derivative for-
mulas were constructed as discrete analogues of each derivative term of the EOSE, 
and thereby converting the system into a set of finite difference equations of the 
form  
 𝑀?⃑? = 𝜆𝑁?⃑? . (7.1.1) 
This equation represents a generalised eigenvalue problem. A computer algebra 
system was used to construct the finite difference equations. With this tool the gov-
erning equations were nondimensionalized.  These equations were solved for the 
steady base flow, from which the required velocity scale of the base flow, and thus 
the Reynolds and Froude numbers were calculated.  A linear stability analysis of 
the non-dimensional governing equations produced the Extended Orr-Sommerfeld 
Equation (EOSE) (6.8.8). The equations were discretised and formed into stencils 
from which the generalised eigenvalue problem could be constructed. 
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Once constructed, the eigenvalue problem was solved in order to establish 
the stability of the circulation flow, and to find specific unstable eigenvalues and 
eigenvectors over a range of the equation’s parameters. In order to establish the 
threshold of instability the calculations were repeated for a range of wavenumbers. 
We calculated the largest eigenvalue for each value of the shape factor 𝑤, where 𝑤 
parameterises the horizontal position of the interface between pure and bubbly 
stout.  The variation of the 𝑤 parameter and others, such as viscosity: 𝜇 allowed a 
stability picture to be built. From this exercise, the particular parameter settings 
at which stable flow transitioned to an unstable flow were determined. The unsta-
ble waveform representing these results was then compared with those of Guinness 
settling in the slab.  
 
7.2 Numerical Solution of the Extended-Orr-Sommerfeld equation 
For large and sparse matrix solutions, iterative methods are typically used 
(see section 2.8). Eigenproblems of the form 𝐴?⃑? = 𝜆?⃑?  arise from homogeneous sys-
tems of equations that contain an unspecified arbitrary parameter in the coeffi-
cients. For low dimensional problems the characteristic equation is determined by 
expanding the determinant 
 det(𝐴 − 𝜆𝐼) = 0 (7.2.1) 
which yields an 𝑛th-degree polynomial in 𝜆. However, this method rapidly becomes 
impractical as the size of the system grows. A number of numerical methods for 
calculating eigenvalues exist such as the Power method and QR decomposition.   
The power and inverse power methods are iterative methods which quickly 
identify the largest and smallest eigenvalues and corresponding eigenvectors of a 
matrix. The procedure is as follows. One assumes a trial value 𝑥 (0)  for the eigen-
vector 𝑥 . Choose one componenot of 𝑥  to be unity. Designate that component as the 
unity component. Perform the matrix multiplication: 
 𝐴𝑥 (0) = 𝑦 (1) (7.2.2) 
Scale 𝑦 (1) so that the unity component remains unity: 
 𝑦 (1) = 𝜆(1)𝑥 (1) (7.2.3) 




Repeat steps 2 and 3 with 𝑥 = 𝑥 (1). Iterate to convergence. At convergence, the val-
ue 𝜆 is the largest (in absolute value) eigenvalue of A, and the vector 𝑥  is the corre-
sponding eigenvector. The general algorithm for the power method is as follows; 
 𝐴𝑥 (𝑘) = 𝑦 (𝑘+1) = 𝜆(𝑘+1)𝑥 (𝑘+1). (7.2.4) 
The method is slow to converge when the magnitudes (in absolute value) of the 
largest eigenvalues are nearly the same. When the largest eigenvalues are of equal 
magnitude, the power method, as described, fails. 
Shifting the eigenvalues of a matrix can be used to find other eigenvalues 
such as: the opposite extreme eigenvalue, which is either the smallest (in absolute 
value) eigenvalue or the largest (in absolute value) eigenvalue of opposite sign; or 
to find intermediate eigenvalues, and accelerate convergence for slowly converging 
eigenproblems. This method however, is not an efficient method for finding inter-
mediate eigenvalues [33]. The eigenvalues of a matrix A may be shifted by a scalar 
𝑠: 
 (𝐴 −  𝑠𝐼)𝑣  = (𝜆 − 𝑠)𝑣  (7.2.5) 
which yields 
 𝐴𝑠ℎ𝑖𝑓𝑡𝑒𝑑𝑣   =  𝜆𝑠ℎ𝑖𝑓𝑡𝑒𝑑𝑣   (7.2.6) 
where  
 𝐴𝑠ℎ𝑖𝑓𝑡𝑒𝑑  =  (𝐴 −  𝑠𝐼) (7.2.7) 
is the shifted matrix. The power method is used on the shifted matrix until its 
largest eigenvalue is obtained.  
The 𝐴 = 𝑄𝑅 group of methods finds all the eigenpairs of a matrix 𝐴 simulta-
neously. Each different version of the QR method decomposes a matrix into two 
factors. 𝑄 is an orthogonal matrix which is derived by orthonormalizing the col-
umns of 𝐴 by, for example, the Gram Schidt process. 𝑅 is upper triangular and con-
tains the operations which acting on 𝑄 result in 𝐴. The stability of the Gram 
Schmidt method is poor, as errors in the process lead to vectors of 𝑄 which are not 
exactly orthogonal. The householder matrix is an alternative 𝑄𝑅 decomposition 
where the columns of 𝐴 are reflected onto an orthogonal basis axes by a method 
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which utilises projection. This provides improved stability. Arnoldi is a further ver-
sion which uses a reduced number of orthogonal basis vectors, which are construct-
ed from a Krylov matrix of already existing vectors generated as part of the itera-
tion sequence. This approach improves the speed of convergence. 
The discretised form of the Extended Orr-Somerfeld Equation was solved 
with a similar and optimised 𝑄𝑅 using Octave (an open source Matlab clone). The 
default algorithm used by this program is a generalised form of the 𝑄𝑅 method, for 
solving eigenproblems of the form 𝑀?⃑? = 𝜆𝑁?⃑?  [28]. 
 
7.3 Discretising the EOSE with Finite difference polynomials 
In order to determine the eigensolutions of the EOSE equation, it was first 
necessary to discretise them. There are several methods by which this is possible 
and these are briefly discussed in the next section 
Finite difference formulae replace the derivatives in the differential equa-
tions with finite difference approximations. This gives a large but finite algebraic 
system of equations to be solved in place of the differential equation. Before tack-
ling this problem, we first considered the more basic question of how to approxi-
mate the derivatives of a solution function by finite difference formulas based only 
on values of the function itself at discrete points, whilst taking care to optimise the 
order of accuracy of such approximations. The solution function was assumed to be 
smooth, where each derivative is a well-defined bounded function over the width of 
the slab. 
 
7.4 Deriving finite difference approximations 
 
There are several techniques used to construct the finite difference formu-
las. One may start with a simple forward difference approximation for the first de-
rivative: 
 𝜙′(𝑦) =
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where 𝑦 is the base point in the domain and ℎ the grid size. Higher order approxi-
mations to derivatives are obtained by repeatedly taking differences of differences. 
The central second difference: 𝜙′′(𝑦), is obtained by taking the backward difference 






𝜙(𝑦 + ℎ) − 𝜙(𝑦)
ℎ
) − (









This process can be extended up to the degree of the difference operator re-
quired. The choice of direction i.e. forward or backward at each stage impacts on 
the form and order of accuracy.  
The method of undetermined coefficients allows one to derive a finite differ-
ence approximation based on some given set of points, for example 
 
𝜙′(𝑦) = 𝑎𝜙(𝑦) + 𝑏𝜙(𝑦 − ℎ) + 𝑐𝜙(𝑦 − 2ℎ). 
The coefficients 𝑎, 𝑏, and 𝑐 can be chosen to give the best possible accuracy. 
The terms above are expanded in a Taylor series. Collecting terms leads to 
𝜙′(𝑦) = (𝑎 + 𝑏 + 𝑐)𝜙(𝑦) − (𝑏 + 2𝑐)ℎ𝜙′(𝑦) +
1
2




(𝑏 + 8𝑐)ℎ3𝜙′′′(𝑦) +···. 
For this to agree with 𝜙′(𝑦) to a high order of accuracy, then we choose 
𝑎 + 𝑏 + 𝑐 = 0, 
𝑏 + 2𝑐 = −1 ℎ⁄ , 
𝑏 + 4𝑐 = 0, 
for the three unknown coefficients: a, b and c. Solving the above equation leads to 
𝑎 = 3 2ℎ⁄ ,            𝑏 = −2 ℎ⁄            𝑐 = 1 2ℎ ⁄ , 




[3𝜙(𝑦) − 4𝜙(𝑦 − ℎ) + 𝜙(𝑦 − 2ℎ)]. 












which is 𝑂(ℎ3). 
 
 
Figure 7.1: Five discrete values of the continuous function 𝜙 sampled 𝑦0 and at po-
sitions symmetric about this base point. 
 
 
A similar and more general method is based on polynomial fitting. This was 
the method used. We determine a finite difference polynomial by interpolating 𝜙 
over a set of values of the solution function itself. The highest derivative of the 
EOSE  being 𝑑4𝜙 𝑑𝑦4⁄  required a polynomial approximation of order four: 
 𝜙 = 𝑎0 + 𝑎1(𝑦 − 𝑦0) + 𝑎2(𝑦 − 𝑦0)
2 + 𝑎3(𝑦 − 𝑦0)
3 + 𝑎4(𝑦 − 𝑦0)
4 (7.4.3) 
𝜙 was evaluated at five grid points centred around 𝑦0.  The resulting five equations 
were solved for 𝑎0 → 𝑎𝑛. 








𝜙3 = 𝑎0  
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Which after substituting back into the finite difference polynomial gave 
 
 
𝜙 = 𝜙3 +
(−𝜙5 + 8𝜙4 − 8𝜙2 + 𝜙1)
12 ℎ
(𝑦 − 𝑦0) 
+
















Each coefficient: 𝑎𝑛 has been replaced by a central difference formula to the 
order of the term it belongs. This polynomial is essentially the discrete form of a 
Taylor polynomial. Centring on 𝑦0 ensures that the finite difference formulae are 
structured in a symmetric central difference format, thus providing an error no 
larger than 𝑂(ℎ2).  
The process above has provided a fourth order approximation polynomial for 
𝜙 as a power series in ℎ, the grid spacing, and where the coefficients represent the 
local finite difference formulae for derivatives. The EOSE ordinary differential 
equations are a pair, in two variables 𝜙(𝑦) and 𝜈(𝑦) and include variable coeffi-
cients 𝑈(𝑦) and 𝐴(𝑦). In order to fully discretise the EOSE equations, we also ap-
proximated 𝜈(𝑦), 𝑈(𝑦) and 𝐴(𝑦) by finite difference polynomials and substituted all 
approximation polynomial the above into the EOSE. 
The outcome was the approximate discretised EOSE equation in 𝑦𝑛, cen-
tered at 𝑦0. By choosing the central point 𝑦 = 𝑦0, we obtain a difference operator 
representing the EOSE equation at a single point in the domain.  
 
𝐷𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝐸𝑂𝑆𝐸 1. 




𝑖𝑘(−𝜙5 + 16𝜙4 − 30𝜙3 + 16𝜙2 − 𝜙1) 𝑅𝑒 𝜆
12 ℎ2
=
 𝑖𝑘 𝑅𝑒(−𝜙3𝑈4 − 𝜙5𝑈3 + 16𝜙4𝑈3 − 6𝜙3𝑈3 + 16𝜙2𝑈3 − 𝜙1𝑈3 − 12𝜙3𝑈2) 
12 ℎ2
+
𝑘2(−𝜙5 + 16𝜙4 − 30𝜙3 + 16𝜙2 − 𝜙1)
6 ℎ2
+
−𝜙5 + 4𝜙4 − 6𝜙3 + 4𝜙2 − 𝜙1
ℎ4
− 𝑖 𝑎3𝜙3 𝑅𝑒 (𝑈3 + 𝜆) −





𝐷𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝐸𝑂𝑆𝐸 2. 




We now discuss how these formulae are used to construct the matrices of the dis-
crete eigenproblem.  
 
7.5 Matrix bulk equations 
These equations were reorganised into a stencil format prior to insertion in-
to a matrix equation. The eigensystem that must be solved is of the form: 
𝑀𝑣 = 𝜆𝑁𝑣 , 
where 𝑀 𝑎𝑛𝑑 𝑁 are square and sparse matrices. This is a generalised eigenproblem 
which may be solved directly by computer, by optimised methods as discussed in 
Section 7.2. It is clear that we have two simultaneous eigenvalue equations, which 
we may solve in a block matrix format, as shown in Figure 7.2 below. The blocks 
within each matrix are labelled in a way which demonstrates how the 𝑛 × 𝑛 matrix 
of the finite difference operators are aligned with the correct section of solution vec-
tors: 
 




Figure 7.2: Block matrix format of the discrete matrix equation:  𝑀𝑣 = 𝜆𝑁𝑣  for a 
solution vector representing two functions: 𝜙 and 𝜈. 
 
 
The discrete EOSE equations above were organised into stencils which were 
then used to populate the matrix system in Figure 7.2. 


























































































































































Nbb stencil for 𝜈1 → 𝜈5: 












The discrete EOSE equations are fourth order in 𝜙 and require four bound-
ary conditions for 𝜙.  In this model we only consider whole bubbles. Boundaries are 
not considered to cut through bubbles and so bubble fraction is zero at the slab 
wall. Therefore bubble density variation 𝜈 = 0 and base density 𝐴 = 0 at the wall. 
No slip means that 𝑈 = 0 at the wall [1] [6]. 
 
 
Figure 7.3: Boundary conditions at the slab wall. 
 
Left boundary conditions for matrices 𝑴 and 𝑵. No penetration 
boundary condition required the normal component of velocity to be zero. The first 
row stencil position was centred so that  𝜙2 = 0 coincided with the wall as in Figure 
7.3. The bubble fraction 𝜈2 = 0 and 𝐴2 = 0, and the base velocity along the slab 
𝑈2 = 0,  in the first row of each matrix. No-slip boundary conditions require that 
the flow component along the slab surface is zero: 𝑓 = 0. (See equation (6.8.7) for 
the definition of f) The continuity equation (6.5.9):  












 , (7.5.9) 
which requires 𝑑𝜙 𝑑𝑦⁄  =0. This boundary condition for 𝜙  in the stencil is achieved 
by setting 𝜙1 = 𝜙3 in the first row. This is a centred difference in 𝜙 and thus main-
tains the truncation error of 𝑂(ℎ2). In addition no penetration boundary conditions 
required the normal component of velocity 𝜙1 = 0 for the second row of the matrix. 
Right boundary conditions. No penetration boundary condition requires 
the normal component of velocity to be zero. The last row stencil position was cen-
tred so that  𝜙4 = 0 coincided with the wall as in Figure 7.3. The bubble 
tion 𝜈4 = 0 and 𝐴4 = 0, and the base velocity along the slab 𝑈4 = 0,  in the last row 
of each matrix. No-slip boundary condition required 𝑑𝜙 𝑑𝑦⁄  =0 as for the left wall. 
This boundary condition for 𝜙 in the stencil is achieved by setting 𝜙3 = 𝜙5 in the 
last row. No penetration boundary conditions requires the normal component of 
velocity 𝜙5 = 0 for the second to last row of the matrix. 
 
7.6 Simplification to a vertical slab 
In section 6.8 we derived the EOSE and ignored the small component of 
gravity acting across the slab in the horizontal momentum equation (6.8.1). This 
was justified by the separation of the horizontal drift flux flow mechanism, from 
the vertical single liquid parallel shear flow mechanism, acting down the slab, as 
the later mechanism was taken to be quasistatic. Gravity was only considered 
therefore, in the vertical momentum equation: (6.8.2). The principle focus for the 
numerical stability analysis was the parallel shear flow along the slab. Setting the 
slab in a truly vertical orientation at this stage made no difference to the numerical 
results other than to simplify the structure of the numerical method used to ana-
lyse flow stability. 
In Section 5.2 we calculated the single liquid equation for motion along the 
slab. We determined the equation for vertical buoyancy driven flow in piecewise 
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form horizontally across the pure stout and bubbly-stout regions and resulted in 
the vertical velocity profile as shown in Figure 5.1. The bubble density causing this 
velocity profile changed from zero in the pure stout region in a single step to 
𝑎 = 0.03 in the bubbly-stout region. The EOSE equation contains the term 𝐴(𝑦) 
representing this bubble density field. The resulting vertical base velocity profile: 
𝑈(𝑦), generated by this density profile should be sufficiently smooth and at least 
twice differentiable to be of use in the EOSE. While the velocity profile generated 
by the piecewise method appears smooth, it was nevertheless decided to simulate 
the step change in bubble density by some continuous smooth function. A scaled 
arctan was an appropriate choice of step function, as it could be modelled into a 
well-defined step function but with smoothed out corners. However, this function 
was integrated twice when deriving the base velocity and resulted in a complicated 
function for the base velocity which was needed by the numerical calculations at 
each grid point. We replaced the arctan function for bubble density with an expo-
nential function and found that the resulting base velocity appeared visually to 
have not changed significantly. This exponential function for bubble density pro-
duced a vertical shear flow function which was sufficiently smooth and much more 
efficient for use in the numerical solution.  
7.7 Symmetric base density profile: 𝑨(𝒚) 
A further significant simplification was to consider the slab to be truly ver-
tical. The bubbles are considered moving inward from each side. The growing re-
gion of pure stout in the tilted slab as depicted in Figure 4.16 is now replaced by a 
vertical slab with two such regions, one at each side, growing inwards. Although in 
reality a truly vertical slab would not perform this way, we have retained the hori-
zontal drift flux and vertical shear flow mechanisms derived in the tilted slab and 
built an idealised vertical slab whose flow is symmetric across the whole width. In 
this physical mechanism the head does not feature. 
This approach has allowed considerable simplification of the geometry while 
retaining the overall form and principal flow mechanisms. This final set up conven-
iently resembles that of Guinness settling in a Tulip glass. The bubble density 
function is given by 
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which in non-dimensional form is given by equation (7.8.6) and shown in Figure 7.4 
below. Here, 𝑎0 = 0.03 is the typical maximum bubble concentration observed in 
stout beer. The shape factor 𝑤 included in this base density function, allows modi-
fication to this density profile, from zero density at the walls, to the typical concen-
tration 𝑎0, within the slab. Although not obvious, modification to 𝑤 simulates the 
moving shocks of bubbles inward, as described in Section (4.7). 
 
 
Figure 7.4: Non-dimensional base density distribution of bubbles. The profile shape 
varies in form with shape factor 𝑤 which is used to simulates growing regions of 
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7.8 Symmetric base velocity profile: 𝑼(𝒚) 
 





























This equation was non-dimensionalized, based on scalings set out in Section 




Figure 7.5: Base flow velocity profile due to buoyancy forces caused by variations in 
bubble density across the slab. 
 
 
Additionally, the velocity scale was calculated as the velocity of flow which 
occurs along the centreline of the slab. 



















Based on the above scales the non-dimensional velocity and density profiles became 


















where 𝑦 and 𝑤 are now dimensionless variables. 
Having obtained a suitable continuous analytical model for both base densi-
ty and resulting base velocity in non-dimensional form, it was now possible to use 
these functions in the construction the matrices N and M. At every 𝑛𝑡ℎ grid loca-
tion, 𝑦 = 𝑛 ℎ, where ℎ represents the grid spacing, the discrete values for base ve-
locity and base density were inserted into the stencils.  
 
7.9 Algorithm.  
Within the numerical computer program the M and N matrices were populated and 
a search carried out the find the point at which the steady base flow first becomes 
unstable. The steps are made clear in the flow chart below.  
 




Step 2  (Matrix inputs from WX-MAXIMA) 
 Base 𝐴(𝑦) and 𝑈(𝑦) formed. 
 𝑈𝑠𝑐𝑎𝑙𝑒 is calculated. 
 Re and Fr calculated. 
 𝑀𝑎𝑎,𝑀𝑎𝑏 ,𝑀𝑏𝑎 ,𝑀𝑏𝑏 ,𝑁𝑎𝑎 ,𝑁𝑎𝑏 ,𝑁𝑏𝑎 ,𝑁𝑏𝑏 bulk stencils formed. 
 𝑈𝑝𝑝𝑒𝑟 𝐿𝑒𝑓𝑡 (𝐵𝐶1,𝐵𝐶2),𝐿𝑜𝑤𝑒𝑟 𝑅𝑖𝑔ℎ𝑡 (𝐵𝐶1,𝐵𝐶2) stencils 
formed. 
 
Step 3 (Matrix 𝑀𝑣 = 𝜆𝑁𝑣  build and solution in GNU-
OCTAVE) 
 Matrix size 𝑛 ×  𝑛 formed. 
 𝑀𝑎𝑎,𝑀𝑎𝑏 ,𝑀𝑏𝑎 ,𝑀𝑏𝑏 ,𝑁𝑎𝑎 ,𝑁𝑎𝑏 ,𝑁𝑏𝑎 ,𝑁𝑏𝑏 bulk stencils formed in 
WX-MAXIMA and populated with values from Step 2. 
 Bulk stencils input into matrix blocks other than in 
boundary condition rows. 
 Boundary condition (BC) stencils input into BC rows. 
 Maximum negative eigenvalue extracted. 
 
Step 1 (User inputs) 
 Shape factor 𝑤 and wavenumber 𝑘 are set. 
 Size of matrix  𝑛 ×  𝑛 set. 




Plot velocity ?⃑?  and density 𝜈. 







In this chapter I present the results of the numerical simulations that suc-
cessfully model the instability waves observed in a freshly poured pint of Guinness. 
The results were achieved using the numerical scheme described in the previous 
chapter. Firstly, I compare my numerical results with those of Orszag as a simple 
validation. Orszag’s linear stability results for a parabolic Poiseuille flow are con-
sidered as a benchmark for testing the code solving the Orr-Sommerfeld equation 
[58]. I applied my numerical methods to the same parabolic flow and under the 
same flow conditions set out by Orszag in order to validate my numerical scheme 
and confirm its order of accuracy. To do this I reduced my Extended Orr-
Sommerfeld numerical scheme so that it behaved as a standard Orr-Sommerfeld 
scheme. This was achieved by removing the density perturbation variable and its 
effects from the Extended Orr-Sommerfeld equation (6.8.8). This reduced scheme 
was then applied to a parabolic flow. The parameters within that scheme were set 
to those indicated by Orszag. The instability results, obtained using several differ-
ent sizes of matrices, were compared with Orszag’s result. 
Having established an acceptable performance by benchmarking my Orr-
Sommerfeld numerical scheme, I applied it to the circulation base flow of pint of 
Guinness, as shown in Figure 7.5. This velocity profile included reverses in direc-
tion and therefore points of inflexion. As discussed in section (6.6), points of inflex-
ion of shear flows are sources of instability. These are positions, away from the 
glass walls, of maximum shear at which we would expect instability to first occur. 
With the parameters of the Orr-Sommerfeld scheme set to those of Guinness circu-
lating in the glass slab, I searched for the threshold of instability, and having es-
tablished that one existed, compared it with those observed in reality. 
 Finally, my Extended Orr-Sommerfeld numerical scheme was applied to 
the base circulation in a pint of settling Guinness in order to understand the addi-
tional effect of bubble density variation on the overall perturbed flow field and 
therefore on stability.  
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8.2 Validation of OSE numerical methods with Orszag benchmark 
 
In order to validate the numerical scheme, the stability of a parabolic base 
flow of the form 
𝑈(𝑦) = 1 − 𝑦2, 
with 𝑅𝑒 = 10000, a wave number 𝑘 = 1 was investigated neglecting any effects of 
perturbations to the bubble density. Linear stability analysis in this case leads to 
the standard Orr-Sommerfeld equation. Orszag calculated an unstable eigenvalue 
under these conditions [58] and the value of his most unstable eigenvalue, 
𝜆 = 0.237526649 + 0.00373967𝑖, 
was used as a benchmark. With five thousand grid points, our finite difference 
scheme under the same conditions produced the most unstable eigenvalue 
𝜆 = 0.2375268 + 0.0037373𝑖. 
For a matrix of one thousand grid points our finite difference scheme pro-
duced the most unstable eigenvalue 
𝜆 = 0.2375344 + 0.0036881𝑖. 
The larger matrix was closer to Orszag’s result suggesting that as the grid spacing 
becomes increasingly small, our results converged to the benchmark. Our finite dif-
ference scheme produced an adequate result and we therefore proceeded to apply 
this Orr-Sommerfeld numerical scheme to the base flow in our prototype slab. 
 
8.3 Orr-Sommerfeld numerical solution of Guinness settling in a 
Tulip glass 
 
A series of profiles at increasing values of the shape factor 𝑤 were used to 
investigate the stability of steady flow as the layer of separated stout at the wall of 
the slab widened. For each value of 𝑤, the resulting circulating base flow was per-
turbed over a range of wavenumbers. For each wavenumber the numerical matri-
ces produced the eigenvalues from which the largest ten imaginary parts in de-
scending order were retained and plotted. This produced a series of curves as 
shown in Figure 8.1 below. The highest point of the top curve represents the most 
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unstable mode. My aim was to search for a value of 𝑤 which resulted in a curve 
which was tangent with the horizontal axis. This represents the transition to in-
stability. For larger values of w the stable base flow is expected to break down due 
to growing instabilities. At the point at which the axis crossing occurs we identify 




Figure 8.1: Search for transition to instability. Curves representing the stability of 
a sequence of quasi-static vertical shear flows, represented by shape factor 𝑤, in 
the prototype slab, each subjected to perturbations of a range of wave numbers. 
Transition at wavenumber  𝑘 = 2 which equates to a dimensional wavelength of 
approximately 3 cm. 
 
For a value of 𝑤 = 0.07 we see in Figure 8.1 that we have a mode crossing 
into instability at a wavenumber of approximately 𝑘 = 2. This wavenumber corre-
sponds to a dimensionless wavelength of 𝜋, which in turn gives a dimensional 
wavelength of approximately 3 cm. The numerical grid spacing was halved without 
significant effect to the recalculated results and so the results were considered 
close to converged. 
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8.4 Extended Orr-Sommerfeld numerical solution of Guinness 
settling in a Tulip glass 
 
It was important to understand the additional effect of a perturbation to the 
density field on the stability of the circulation flow in settling Guinness. The addi-
tional complexity of a variable density perturbation embodied in the Extended Orr-
Sommereld equation translated into an equivalently more complex numerical 
scheme. In the previous section, it was found that for a shape factor 𝑤 = 0.07, the 
most unstable wave number was 𝑘 = 2. These values where input into the new 
EOSE numerical scheme and resulted in the eigenvector shown in Figure 8.2 be-
low. 
 
Figure 8.2: Instability mode for shape factor 𝑤 = 0.07 and wave number 𝑘 = 2, cor-
responding to a wavelength of approximately 3 cm. White arrows define the flow 
instability. Coloured fringes represent the density instability with blue to red indi-
cating low to high density of bubbles. 
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The perturbation flow field is represented in this picture by the white ar-
rows. The base flow has not been included in this picture as this smears the picture 
of wave motion. The amplitude of this unstable wave was also fixed by excluding 
any growth factor term from the solution. The coloured fringes show the perturbed 
bubble density field. In a sequence of time steps this image shows that the bubble 
concentration waves travel downward as seen in practice. 
The flow and the density instabilities can be seen clearly superimposed. The 
base flow and base density contribution to total flow have been left out as their ef-
fect is to smear the picture of the perturbation quantities. Interestingly, the per-
turbation flow instability is that of orbiting fluid particles, somewhat similar to 
surface water waves. However, there are regions in which flow orbits clockwise fol-
lowed by regions of flow anticlockwise. Such a flow picture indicates that this par-
ticular mode results from an odd eigenfunction in which signs reverse across the 
width of the slab. 
It was important to determine whether the most unstable wave number had 
changed due to the addition of the density perturbation. I performed a new insta-
bility search to a series of base flows each defined by a different value of 𝑤 and 
found that the most unstable eigenvalue was given at shape factor 𝑤 = 0.003 and 
wave number 𝑘 = 10, which corresponds to a wavelength of approximately 6 mm. 
The analytic form of the unstable normal mode corresponding to a wave 
number  𝑘 = 10 can be seen using equation (6.8.7), to be given by 
{𝑣, 𝑎} = {𝜙(𝑦), 𝜈(𝑦)}𝑒{𝑘𝜆𝑖𝑡}𝑒{𝑖𝑘(𝑥−𝜆𝑟𝑡)}, 
where 𝑣 is the component of perturbation velocity across the slab in vector form, 
and 𝑎 the density perturbation. 𝜙(𝑦) and 𝜈(𝑦) were determined numerically in vec-
tor form, as set out in section 7.9, and were (𝜆𝑟, 𝜆𝑖) are the real and imaginary parts 
of the eigenvalue. It can be seen that a positive imaginary part is responsible for 
growth of the perturbations. The stream-wise velocity perturbation component 𝑢 
can be determined directly at each point of the discretised domain from the above 






     ⇒   𝑢 = 𝑓(𝑦)𝑒{𝑘𝜆𝑖𝑡}𝑒{𝑖𝑘(𝑥−𝜆𝑟𝑡)}. 
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I now discuss the details of this instability search, presented in a series of 
instability plots shown in Figure 8.3. below. Plots (a) to (h) describe instability 
curves for decreasing values of shape factor ‘𝑤’. This factor determines the evolving 
width of pure stout at the glass side and where smaller values signify narrower 
widths. The maximum imaginary eigenvalue in each graph represents the growth 
factor of the most unstable mode, and the wave number at which this occurs. In-
cluded next to each plot are the base density and base velocity profiles for each 
shape factor value. It can be seen that unstable modes occur between wave number 
values 𝑘 = 0.001 and 10. It can also be seen that the magnitude of these imaginary 
eigenvalues increase from near zero up to a value of 𝑘 = 11. 
Between wave numbers 𝑘 = 0.1 to 𝑘 = 1 as seen between plots (b) to (e) this 
value of 11 is almost constant.  The most unstable modes occur at wave number 10 
as seen in (f), (g) and (h), which corresponds to a shape factor value: 𝑤 ~ 0.003 and 
which corresponds to narrow width of pure stout of approximately 1 mm. It can be 
seen that as the shape factor was reduced further going from (g) to (h), the magni-
tude of the eigenvalue increased further. Interestingly the wavenumber remained 
fixed at 𝑘 = 10 for all subsequent decreases is shape factor. This suggests that this 
wavenumber is the threshold of instability which occurs at the onset of settling 
when only a narrow band of pure bear is exists. This does indeed match that which 
is observed as waves in a freshly poured pint of stout appear from the very outset 
of the settling process. It is also interesting that at this wavenumber equates to a 
wavelength of  6 mm, the same as that observed in experiments. 
A parameter study was then performed in order to see the effects of varying 
the void fraction on the instability represented by wavenumber 𝑘 = 10 and shape 
factor 𝑤 = 0.00141 and which was seen in Figure 8.3. plot (h) to have the largest 
magnitude imaginary eigenvalue. The value of void fraction was varied between 
𝑎 = 0.3 and 0.005,  as shown in Figure 8.4: (a) to (c). At void fraction 𝑎 = 0.3 as 
shown in (a) , which is a tenfold increase on the value 0.03 typical for stout, reduces 
instability, while at smaller values 𝑎 = 0.01 and 0.005 in (b) and (c), instability in-
creases. 
This suggests that an increasing void fraction reduces the density difference 
between the pure band of stout and that of the adjacent bubbly stout within the 
central regions. This reduces the forces of circulation and the resulting maximum 
shear force present during settling. For smaller values of void fraction as compared 
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to typical stout, as shown in Figure 8.4. (b) and (c), the magnitude of the imaginary 
eigenvalue increases and so growth of the disturbance increases. Changing void 
fraction has a direct effect on buoyancy forces where smaller void fractions lead to 
greater buoyancy forces and increased instability growth. This is typical for shear 
flows where velocity differences across shear layers lead to momentum being con-




























































































































Figure 8.3: A sequence: (a) to (h) of instability curves for decreasing values of 
shape factor ‘𝑤’. This factor determines the evolving width of pure beer at the 
glass side. The maximum in each graph represents the growth factor or imag-
inery eigenvalue of the most unstable mode, and the wave number. Included 
are the base density and base velocity profiles for each shape factor value. Be-
tween wave number values 0.001 and 10 the results show dominant unstable 
modes. The most unstable modes occur at wave number 10 as seen in (f), (g) 
and (h), which corresponds to a small ‘𝑤’ values and therefore narrow width of 
pure beer. 
































Figure 8.4: Parameter study of the effect of varying values of void fraction: (a) to 
(c) and the effect on dominant unstable mode 𝑤 = 0.00141. A value of 0.3 which is 
a tenfold increase on the value 0.03 typical for Guinness shown in (a) reduces in-
stability, while at smaller values 0.01 and 0.005 instability increases. 
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8.5 Comparison with Robinson et al.  
 
Robinson et al. [13] created a one-dimensional model of bubbly-stout settling 
in a glass based on a typical two-phase industrial vertical column flow. The com-
bined vertical volume flux in their model was fixed to be zero in order to match the 
closed physical system existing in a glass of settling Guinness. By combining the 
individual mass conservation equations for bubbles and stout as in equation (3.6.4): 
∇[(𝑎?⃑? ) + (1 − 𝑎)?⃑? ] = 0, they were able to form a relation between the velocity of 
stout: 𝑢𝑏 and the velocity of bubbles: 𝑢𝑔 of the form: 𝑢𝑏 = 𝑢𝑏(𝑢𝑔, 𝑎),where 𝑎 repre-
sents the void fraction of bubbles. 
By subtracting the individual momentum equations for bubbles and stout, 
they eliminated the pressure gradient terms, taken to be the same for each phase 
at each point throughout the flow. The resulting equations describe the relative 
motion between the phases in terms of the interactions between the phases, which 
include drag, virtual mass, and inter-phasic pressure terms. Gravity and viscous 
stresses are also present. These particular interaction forces were selected as re-
quired in order to render the system of equations as physically well posed in the 
sense that the system should be hyperbolic in the presence of the second-order vis-
cous term, and therefore able to describe instability waves with finite speed. Their 
resulting system of equations in stout void fraction, 𝐴, and vertical stout velocity, 
𝑤, were 
 
𝑔1𝑤𝑡 + 𝑔2𝑤𝑤𝜉 + 𝑔3𝑤









𝐴𝑡 + (𝐴𝑤)𝜉 = 0. 
(8.5.1) 
The functions 𝑔1(𝛼),  𝑔2(𝛼) and 𝑔3(𝛼) arise out of the standard inertia terms and 
account also for the virtual mass and inter-phasic pressure terms. The first term on 
the right hand side of the above equation accounts for the drag and gravity terms, 
whereas the second represents the turbulent eddy viscosity. 
From their analysis of the characteristics of this equation, it was shown that 
at void fraction of stout: 𝐴 ≤ 0.735 the physical possibility of real characteristics 
breaks down and this is interpreted as marking the transition to slug flow. 
They performed a linear stability analysis on the above equation in the limit 
of small viscosity: 𝜖 → 0. A relationship between void fraction: 𝐴, and stout flow ve-
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locity: 𝑤, of the form 𝑤 = 𝑤(𝐴) meant that values of 𝐴 for which 𝑅(𝐴,𝑤) = 0 could 
be established. Interestingly, the 𝑅 term evolved from a combination of gravity and 
the drag term and suggests that in a particular combination, there exists the condi-
tion necessary for linear waves, and this may indicate that the dominant physical 
mechanism of the flow is that of drag dominated buoyancy driven flow. At these 
values of stout fraction, the remaining simplified form of equation (8.5.1) above has 
an equilibrium solution of a uniform distribution of bubbles in stout as represented 
by 𝐴 = 𝐴∗ and a uniform vertical flow of stout 𝑤 = 𝑤∗. The linear stability analysis 
by Robinson et al. demonstrated that, at a void fraction below the specific value 
given by A ≤ 0.735,  waves grow in amplitude and travel downwards. These were 
not of an oscillatory form however, but of a sequence of shocks in the form of roll 
waves, similar to those observed flowing along slightly inclined roads during heavy 
rain. 
Robinson et al. therefore established a vertical one-dimensional model based 
on void fraction and stout velocity. Their model demonstrated that, at a uniform 
void fraction of bubbles: 𝐴 ≤ 0.735, that linear instability of the base flow leads to 
travelling roll waves downward, and that these represent a precursor of a break-
down in uniform flow into slug flow. Their result for wave speed is close to that ob-
served. The observed wavelength however is much longer than the model predicts.  
They also suggest other possible instability mechanisms. They considered a 
Tollmien–Schlichting (TS) instability of a single phase shear flow, but considered a 
calculated 𝑅𝑒 = 800 for a glass of Guinness to be well below that required for 
breakdown of a laminar flow. The TS is the first instability to emanate from the 
Orr-Sommerfeld equation [56]. To exist, this instability requires excitation for in-
stance by means of a vibrating ribbon and so they thought this instability to be un-
likely [13]. However, within such a two-phase flow, fluctuations in stout flow local-
ly around bubbles could provide the means of excitation [1]. And while their calcu-
lation of a 𝑅𝑒 number based on wave speed may be appropriate in the absence of 
any other significant stout velocity scale within their model, it was found that in 
the shear flow velocity scale I defined in a two-dimensional model, that dimension-
less parameters such as Reynolds and Froude numbers make such instabilities 
within range for Guinness settling in a glass.  
 





Many natural and industrial flows are composed of two phases, and a par-
ticularly important class of these is the case in which one of the phases consists of 
dispersed particles, droplets, or bubbles within a continuous second phase. These 
flows exhibit a large range of phenomena and developing mathematical models 
that can explain transitions from one flow regime to another is an active area of 
research. Transitions from steady to unsteady flow can be unwanted, for instance 
in the case of bubble column reactors. 
In bubble column flow reactors, bubbles and liquid are introduced into a 
vertical pipe so as to create a uniform distribution of bubbles throughout an up-
ward flow. This promotes reactions at the interface between the phases. While it is 
relatively simple to set up such a steady two-phase flow, in practice they are diffi-
cult to maintain. Such flows are prone to unexpected and unwanted breakdown, for 
instance when the void fraction of a uniform dispersion of bubbles is increased be-
yond some threshold value (𝑎 ≈ 0.25) [13]. Above this threshold instability waves 
form, followed by a transition to a slug flow regime. The cause of the breakdown is 
understood to be due to instabilities, however, the mechanism of these instabilities 
is not understood. 
Thus a quantitative understanding of instabilities in dispersed two phase 
flows would be invaluable, allowing us to prevent them occurring when they would 
reduce performance or promote them when they would be beneficial. Therefore, 
much research into two-phase flows has aimed at finding better forms of two-phase 
flow equations. However, considerable difficulties persist because of mathematical 
complications and of uncertainties in specifying interfacial interaction terms be-
tween two phases.  
In the flow of bubbly suspensions, the fluid between the bubbles mediates 
their interactions. Typically, the small size of the bubbles means that the sur-
rounding flow is dominated by viscous effects, and therefore local inertial forces can 
be neglected relative to viscous forces. Furthermore, unlike the fluid flow around a 
single moving bubble, which can be investigated by classical methods e.g. the Na-
vier–Stokes equations, the flow within a dispersion of bubbles presents a more 
complex mixture of the two moving phases. Their behaviours therefore cannot be 
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described in any practical sense by the classical models alone, but require the use 
of novel concepts and theories. This has similarities with turbulence, where, alt-
hough the fundamental equations are known, analytic progress cannot be made 
and direct numerical simulation is very costly. 
The settling of Guinness and other stout stouts is an example of a dispersed 
two phase flow showing complex flow patterns. The fact that it is readily accessible 
in everyday life makes Guinness an ideal test case for building and validating 
models of instabilities in two phase flows. The small bubbles of stout stouts are re-
sponsible for many of the distinctive features of these stouts. Small bubbles in the 
head are the reason for the creamy texture, and less acidic taste as compared with 
carbonated drinks. They also play a crucial role in the famous phenomenon of sink-
ing bubbles. The reason for sinking bubbles has been much debated, and even as to 
whether this observed phenomenon is an optical illusion. Research in the form of 
video analysis and computational fluid dynamics studies have uncovered a circula-
tory flow within the glass, responsible for the sinking bubbles. This due to down-
wards currents close to the wall of the glass in which small bubbles sink due to the 
flow rather than rising due to their buoyancy.  
The origin of the circulatory flow was demonstrated by Benilov et al. [12] to 
be an example of the Boycott effect promoted by the shape of the Guinness glass, a 
factor which had not been fully investigated in previous studies of settling in stout 
beers. Benilov et al. modelled the two-phase flow of settling Guinness in the Tulip 
glass numerically and demonstrated the role of the shape of the glass on the type of 
flow which evolves. Bubbles rise up and away from outward sloping sides leaving a 
region of pure stout which sinks due to its increased relative density and so a circu-
lation is set up. The Tulip glass is understood by connoisseurs to reduce settling 
time and therefore the wait time for the drinker. The simulations supported this. 
The numerically derived velocity profile of settling Guinness indicated velocities 
larger than would be expected for uniform vertical sedimentation. Clearly, this in-
creased upward flux of bubbly stout in the central regions increases the rate of set-
tling. One limitation of the study of Benilov et al. was that it did not investigate the 
instability generating the waves of sinking bubbles. 
Kinematic wave theory [5, 53], which assumes a simple constitutive rela-
tionship between velocity of bubbles, 𝑢, and their concentration, 𝑎, in the form 
𝑢 = 𝑢(𝑎), was used to model the motion of waves in Guinness by Robinson et al. 
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[13] but they noted that this framework cannot explain why they appear in the first 
place. In order to investigate the origin of wave instability in Guinness, but antici-
pating more general insights, Robinson et al. built a classical one-dimensional two-
phase analytical model of vertical bubbly column flow. They noted that experimen-
tally, waves in Guinness appear as alternating bands of bubbly and pure stout as 
in Figure 9.1 below and suggested that the appearance of these waves was due to 
the same instability mechanism which causes bubbly column flows to break down 
and transition to slug flow. Thus their study of settling Guinness was motivated by 
the possibility of developing a model which could explain the onset of the slug flow 
regime. Their simplest models of this phenomenon however, were not capable of 
predicting instabilities in the form of the travelling waves observed in settling 
Guinness. One of the key problems in forming physically realistic models of such 
flows is the correct modelling of the various forces of interaction between the two 
phases occurring at their interface. This has been the case for much of the research 
into such flows to date. 
 
 
Figure 9.1 The horizontal dashes mark visually defined wave crests in the Guin-
ness. 
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There are many types of interaction force between the two phases which 
may be important when modelling mass and momentum exchange between phases. 
Robinson et al. included terms such as virtual mass and interphasic pressure. An 
interfacial drag term was also included, which would typically be the dominant 
phase interaction term in such a flow. The form of the drag term applied was, in 
effect, that for a single bubble. Their model therefore, did not effectively consider 
the effect of bubble concentration on the basic flow properties.  With these they 
formed a model based on the physical parameters of settling Guinness. Their flow 
was considered fully turbulent and therefore included a turbulence model in the 
form of an eddy viscosity. 
A linear stability analysis demonstrated that a uniform dispersion of bub-
bles is susceptible to instabilities in the form of voidage waves, however, their 
model was not able to predict the wave form. Thus results could reasonably well 
explain the wave speed observed during settling, but not the wavelength. A subse-
quent finite amplitude stability assessment concluded that their equations did not 
admit periodic solutions. As an alternative approach they used the even simpler 
kinematic model to describe the waves, which they compared to the phenomenon of 
roll waves in inclined channel flows, whose mechanism of wavelength selection is 
also as yet unknown. 
Robinson et al. considered other mechanisms of instability such as shear 
flow instability, but they argued that, for the physical parameters of settling Guin-
ness, that these would not be likely. Tolman-Schlichting (T-S) shear waves should 
be the first to appear in a shear flow, but these normally occur in the presence of 
an excitement introduced to the flow, for example in the form of a vibrating ribbon. 
On this basis therefore, they considered that shear flow instability was not likely. 
However, Brennen [1] suggested that in a two-phase flow, the presence of the dis-
persed phase causes fluctuations in the flow locally around the particles and these 
fluctuations could stimulate any unstable modes present. T-S waves are one of the 
more common instabilities of laminar bounded shear flows and are defined as the 
most unstable eigenmode of the Orr–Sommerfeld equation [56]. 
In their model, Robinson et al. restrict themselves to one dimension, ne-
glecting the effect of the walls of the glass. However, Benilov et al. in showing that 
the shape of the glass was a critical factor in the phenomena of sinking bubbles al-
so showed that the flow was more complex than a one dimensional flow. Further-
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more, the velocity profile also included points of inflection: the Rayleigh inflection 
criteria as detailed in Section 6.6 demonstrates that such inflexions are potential 
sources of flow instabilities. This motivated the investigation of a possibility, not 
considered by Robinson et al., that a shear instability was responsible for the 
waves of Guinness. This lead to a consideration of models of enhanced sedimenta-
tion and how they could be adapted to investigate this possibility.  
Following Boycott’s discovery that sedimentation rates were enhanced in 
tilted vessels, Ponder-Nakamura-Kuroda (PNK) [40] suggested the enhanced flow 
could be explained by a simple kinematic argument. They argued that the area 
over which sedimentation occurs is increased when the slab is tilted, as discussed 
in Section 3.1. Acrivos et al. [8], subsequently confirmed the idea of PNK with a 
mathematical model. Acrivos et al. showed that the interface between the pure liq-
uid region and the dispersion, formed along the downward facing glass side, re-
mains of constant width. Fresh liquid entering this region moves rapidly upwards 
due to its lower average density and subsequently appears above the upper hori-
zontal interface which must descend therefore at an enhanced rate. Their results 
were valid for the case where the 𝑅𝑒 number was order 1 and the Grashof number, 
which gives the ratio of buoyancy and viscous forces acting on the particle, is large 
(𝑅𝑒 = 𝑂(1), 𝐺𝑟 ≫ 1). Under these specific conditions, the Acrivos model for sedi-
mentation rate comes close to matching the rate predicted by the PNK model, 
which Acrivos et al. interpreted as the maximum possible rate.  
Motivated by an experiment discussed by Benilov et al. in which they com-
pared the settling process in a Tulip glass with that observed in a long, tilted slab 
and concluded both systems were examples of the enhanced sedimentation process 
discovered by Boycott [7], I developed a model based on this geometry. This ap-
proach was similar to that of Acrivos et al. but more general in that the pure liquid 
region grows in time and the 𝑅𝑒 number falls outside the range specialised by 
Acrivos for maximum sedimentation rates.  The model of enhanced settling in 
Guinness was constructed by examination of the two-phase conservation of mass 
and momentum equations for the two-dimensional flow under the geometry and 
consequent flow restrictions present in a long slab. Interactions between bubbles 
and stout were considered to include drag, virtual mass and lift forces. The non-
dimensional form of these equations included a Stokes number for each flow direc-
tion. A particle with a small Stokes number: 𝑆𝑡𝑘 ≪ 1, will follow fluid streamlines, 
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while a particle with a large Stokes number is dominated by its inertia and contin-
ues along its initial trajectory.  
By investigating the effect on the full two-phase equations of a small Stokes 
number and dilute void fraction, it was determined that the dominant interactions 
between bubbles and stout were drag and buoyancy forces, and that the geometry 
of the slab confined the two phases to flow horizontally in opposite direction in a 
uniform flow, while vertically flowing together as a single liquid in a laminar circu-
lation flow. It was thus demonstrated as reasonable to treat the orthogonal settling 
process in the slab as separate but coupled mechanisms. Advantage was also taken 
of the different time scales of motion in each direction in order to treat the stronger 
vertical flow as quasistatic. 
The horizontal motion of bubbles perpendicular to the glass walls sets up an 
evolving density field within the bubbly stout which provides the necessary buoy-
ancy forces to drive the “vertical” flow parallel to the walls of the glass. The hori-
zontal flow was shown to be a drift flux type where the relative velocity of the two 
phases is caused by an external force such as gravity and is a simple function of the 
local void fraction of bubbles and the physical parameters of the problem. While 
this velocity function must be obtained empirically, its form is typically simple and, 
once obtained, leads directly to a solution for the velocity field of the bubbles, as 
only volume conservation equations are required to close the problem. While the 
drift flux technique is suitable only in situations where inertial forces are negligi-
ble and where a simple constitutive relationship exists between the velocity and 
concentration of particles, the reduction in complexity gained makes this approach 
extremely powerful. The fundamental role of this method in modelling the phe-
nomenon of enhanced settling suggests that, in general, such novel methods and 
strategies are required where the direct application of classical analytical tech-
niques becomes too complex and where numerical solutions may only provide yet 
another picture of what can be seen from experiments. Although simple, this result 
nonetheless defined the evolving density field in settling Guinness including shocks 
which divide the flow horizontally into distinct regions of pure and bubbly stout.  
These vertically stratified regions were used to explain the evolution of a 
vertical laminar flow. This vertical flow was driven by an evolving sequence of qua-
sistatic widths of the heavier pure fluid regions along the glass sides. For each 
fixed width, or equivalently fixed time, a quasistatic circulation flow was calculat-
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ed. The two-phases were considered to be moving as a single liquid. This simplifica-
tion was made possible due to a strong drag dominated vertical flow where bubbles 
are constrained to flow together with the stout. This simplification has had much 
use historically as it reduces a two-phase flow problem to that of a single phase 
flow. Having determined the quasisteady vertical flow profile, the next question 
was to consider its stability. 
Parallel shear flows, whether inviscid or viscous, share flow features which 
are known to be the sources of instability. Vortex sheets may form along lines of 
high shear. The resulting vorticity gradients tend to destabilise flow. Energy stored 
in the form of fluid velocity may dissipate across such a shear layer, due to momen-
tum diffusion, and thereby dissipate energy in a stable manner. However, when 
velocity gradients become large then vorticity in such locations may form into a 
vortex sheet. An unstable vortex sheet, if perturbed, may grow exponentially, lead-
ing to enhanced mixing and the smearing out of any large velocity gradients. Vorti-
city may form out of the thin boundary layers which occur along rigid boundaries of 
near inviscid flows, however, at such rigid boundaries, disturbances are restricted 
in amplitude and do not grow.  Where velocity shear occurs within the interior of 
such a flow, as I showed is the case for settling Guinness, then for certain velocity 
profiles, the flow has been shown analytically to have sufficient conditions for small 
disturbances to grow exponentially in time [27]. 
The Kelvin-Helmholtz instability as shown in Figure 6.3, demonstrates the 
main features of shear instability. Shear instability is a mechanism by which the 
inertial energy of the flow is converted by mixing, into potential energy, via a grow-
ing instability between shear layers. The Kelvin-Helmholtz model is the simplest 
model which demonstrates the important physical mechanism in which a vorticity 
sheet between shear layers tends to destabilise a flow [26]. Unfortunately, it is too 
simple to be applied to the shear flow I investigated, so a more general approach 
based on the Orr-Sommerfeld equation was used.  
The Orr-Sommerfeld equation was originally developed for single phase 
flow. It was assumed in this research that at each time step the density field and 
the corresponding velocity profile were frozen. This meant that the Orr-
Sommerfeld equation could be applied directly and by doing so I showed that insta-
bilities do occur. The density field in particular does not feature in the calculations, 
except implicitly as the source of the flow field, and therefore did not add any fur-
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ther complexity. It was considered however, that this stability analysis had not ful-
ly accounted for the role of the bubble density variable in the perturbed flow and it 
was decided to rectify this omission by developing an Extended-Orr-Sommerfeld 
equation and once again determine the most unstable mode. 
A finite difference method was developed for the two-dimensional Orr-
Sommerfeld equation and applied to the conditions within the long slab. This was 
repeated for several flow profiles each of which representing one time step of the 
growing width of the region of pure stout. For each such flow, a range of wave-
numbers were entered into the eigenvalue calculation. By this searching method 
we identified the most unstable mode of the settling process. Based on a void frac-
tion of 2 percent of bubbles this yielded an unstable wavelength of 3 cm. This pro-
cess was repeated for the Extended Orr Sommerfeld equation which yielded an un-
stable wavelength of 6 cm. The numerical result of the most unstable eigenvector of 
the Extended-Orr-Sommerfeld equation is shown in Figure 8.2 in the form of a 
fringe plot. This plot demonstrates the velocity field and density field superposed. 
Only the perturbed velocity and density field is shown as the addition of the base 
quantities created a smeared image. The plot clearly demonstrates the waves in 
the density of bubbles at the glass which are swept downwards in the base flow.  
Thus the model presented in this thesis describes how an evolving vertical 
shear flow results directly from a coupled relationship with a natural sedimenta-
tion of bubbles.  It is this flow evolution which simultaneously provides the series 
of steady base flows, which have been shown to become unstable once a critical 
width of the bubble free layer next to the walls has been exceeded. The key to con-
structing the model from the complex enhanced settling physics was a decomposi-
tion into a combination of simpler mechanisms. I showed that the use of the single 
liquid approximation was reasonable when applied specifically to the vertical shear 
flow as the geometry did not force bubbles and stout to move in opposite directions 
as was the case in the horizontal direction. By splitting a complex physical problem 
into a collection of simpler mechanisms it has been possible to use proven simplifi-
cation strategies on these individual mechanisms, even where they seem contradic-
tory when taken to together. 
One advantage this approach has over the one dimensional model presented 
by Robinson et al. is that mechanism of wave formation is bound up with that of 
sinking bubbles: waves which result from the instability of a convection shear flow 
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account for both these observations simultaneously. This is in contrast to the one 
dimensional model in which the flow responsible for the sinking bubbles and the 
direction of travel of the waves has to be imposed on the model. However, there are 
a number of restrictive assumptions made in constructing the model which deserve 
further consideration. 
The assumptions made in setting up the model are not directly applicable to 
the sinking bubbles seen in a tulip pint glass. In addition to the assumption of a 
long cylindrical geometry two key assumptions made were that bubbles were mon-
odisperse and that inertia terms could be neglected in the equations of motion. 
While relaxing these assumptions would change the quantitative nature of the con-
clusions the qualitative features of the phenomena would remain the same.  
It is a common assumption in modelling bubbly flows that the bubbles are 
monodisperse, i.e. all the same size. In reality there is a range of bubble sizes. Dif-
ferently sized bubbles will rise at different rates and so in the real polydisperse 
case the sharp interfaces between regions of stout, bubbly stout and foam must be 
replaced by transition regions in which concentration changes are gradual. Howev-
er, this gradual rather than abrupt change will not affect the overall character of 
the flow.  
An additional assumption made was the neglect of inertia terms in the mo-
mentum equation for flow parallel to the walls of the slab. Whilst this assumption 
is valid in the limit of small bubbles, the bubbles found in stout beers are not small 
enough to justify this assumption. Employing this assumption removed any time 
derivative terms from the equation. Had this term been left in, the velocity profile 
along the slab would have retained a memory of previous conditions. Thus whilst 
the quantitative details of the flow would change, again, qualitative aspects of the 
flow would have remained the same, in particular the phenomenon of sinking bub-
bles would still be observed.  
Those familiar with stout beer will know that the settling process of a fresh-
ly poured pint takes several minutes to complete and this is considered by many as 
an inconvenient length of time to wait. A final topping up step is then required in 
order to deliver an accurate pint of stout with the correct thickness of head to the 
customer. Whichever technology is employed in order to create the initial disper-
sion of bubbles during pouring, the rate of settling can only be affected by the 
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shape of the glass. (This assumes all other properties of the stout are required to be 
the same.) The Tulip glass has been established over time to be the preferred shape 
for Guinness. However, this research shows that the shape plays a crucial role in 
the rate of settling and so optimization of glass shape will lead to faster settling 
times. A cocktail glass, for example, with its shallow sloping sides and depth would 
give an optimum settling speed according to the model derived in this research. 
While this is not a practical recommendation, the modelling frameworks described 
here could be used to find a new glass shape not too dissimilar to the current glass 
but with a faster settling time.  
Industrial sedimentation processes may also take advantage of vessel shape 
optimization in order to increase sedimentation rate. Simultaneously, the shear 
flow profile generated in such optimised vessels could be designed to minimise the 
magnitude of maximum shear occurring at positions of flow reversal, otherwise de-
scribed as inflection points. Conditions for the onset of instability can be modelled 
by the technique developed in this research in order to design settling vessels with 



















In this appendix we now consider term by term the dimensionless governing 
equations of chapter two, specifically for vertical motion, and demonstrate explicit-
ly the effect of setting small parameters to zero (𝑆𝑡𝑘 , 𝑎0 → 0). The momentum 
terms which make up these equations are non-dimensional. Each term in the equa-
tion was normalized by division with the buoyancy force term acting vertically. 
This buoyancy force is the cause of vertical motion in the slab and against this 
dominant term, all other terms can be compared. 
 
Bubble momentum terms in the 𝒚-direction 
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Bubble momentum inertia terms 
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The inertia terms for bubbles horizontally include temporal and advective 
accelerations. The advective inertia term for a single phase flow in a parallel slab 
would naturally be zero. However, for two phase dispersed flow, the volume aver-
aged quantities demonstrate the existence of sub averaging volume velocity fluctu-
ations. These fluctuations are equivalent to the Reynolds stresses encountered in a 
single-phase turbulent flow [6]. For two-phase, the flow does not have to be turbu-
lent to create these stresses, since fluctuations can be caused by the flow around 
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the bubbles. In turbulent flows this stress can be significantly larger than the lam-
inar stress. In the small bubble limit 𝑆𝑡𝑘 → 0, these, as well as the temporal inertia 
terms, vanish. 
 







The dimensionless pressure gradient is preceded by 𝑎𝑎0, which represents 
the ratio of pressure force acting on bubbles with bubble buoyancy force vertically. 
The magnitude of this scaling term is 𝑂(𝑎0), which in the limit 𝑎0 → 0, indicates 
that pressure force in this direction is not part of the dominant balance of forces. 
This term tends to zero as void fraction does. The pressure term 𝑃, is the reduced 
pressure, obtained by removing the hydrostatic component of pressure and combin-
ing it with the gravitational term. This leads to the possibility that the remaining 
pressure term, may be very small, as is the situation here. 
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The non-dimensional gravity force is represented by 𝑎. The void fraction of 
bubbles clearly indicates the mass of displaced stout. The principle of Archimedes 
acts to convert this displaced stout into a buoyancy force. The ratio of buoyancy 
forces acting on the bubbles vertically is approximately unity. The bubble momen-
tum gravity term is therefore O(1), indicating the role of gravity and therefore 
buoyancy forces to be part of the dominant balance of forces. Clearly the driving 
mechanism for the sedimentation process is gravity. Within the reference frame of 
the slab, the presence of bubbles has elevated the overall height of stout over that 
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which it would occupy alone. During settling, bubbles, exchange position with stout 
vertically, allowing the heavier stout to release its potential energy. It is this ener-
gy which does the work against interfacial drag forces in driving the settling pro-
cess. At some time later, after settling is complete, and the flow within the slab be-
comes quiescent again, this potential energy must finally manifest as an increase 
in the thermal energy within the slab. 
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The non-dimensional lift force term is a function of 𝑎, 𝑢, 𝑈 and 𝑉. The velocity 
field for both bubbles and stout are expected in the makeup of the lift force. The 
void fraction of bubbles determines the overall surface area of bubbles over which 
lift forces act. In the limit of small bubbles, 𝑆𝑡𝑘 → 0, the lift force vanishes. 
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The non-dimensional virtual-mass force term is represented by 𝑎, 𝑣, 𝑈 and 𝑉. 
The velocity field for both bubbles and stout are expected in the makeup of the vir-
tual-mass force. The void fraction of bubbles determines the overall surface are 
over which lift forces act on bubbles.  Clearly, 𝑎0 → 0 has an effect on the magni-
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tude of the lift term. In the limit of small bubbles, 𝑆𝑡𝑘 → 0. The virtual-mass force 
vanishes. 
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The non-dimensional drag force term is represented by 𝑎, 𝑣 and 𝑉. In order 
to estimate the size of this drag force as both 𝑆𝑡𝑘 → 0, and 𝑎0 → 0 we considered a 
stepwise approach. This was necessary due to the presence of 𝑆𝑡𝑘 in the denomina-
tor of the drag term. Firstly we removed very small terms in setting 𝑎0
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(𝑉 − 𝑣).  
 
The drag function: 𝑓, for a bubbly two phases flow is chosen in line with that 
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𝐶𝐷 = 24(1 + 0.15 𝑅𝑒
0.687), 
 
and for which 𝑓 is of the order 𝑂(1). 
The inclusion of parameter values makes clear, that in order that the drag 
term balances with the dominant gravity term, in the limit 𝑆𝑡𝑘 → 0, then the mag-
nitude |𝑉 − 𝑣| → 0. This supports the assumption that in vertical flow, the relative 
velocity is insignificant in relation to the bubble and stout velocities: 𝑣 and 𝑉, which 
must have the same magnitude.  
The bubble momentum equation in this direction has reduced to the domi-
nant balance which includes gravitational buoyancy forces acting to push bubbles 





(𝑉 − 𝑣) = 𝑎.  
 
The scaling assumptions that the flow vertically is drag dominated and that 
bubbles and stout are travelling at approximately at the same velocity has led to 
this reduced momentum equation vertically for bubbles. The relative velocity be-
tween the phases vertically approaches zero in the limit of small bubbles, and this 
is in line with the assumption made. This equation also shows that the drag term, 
when it appears elsewhere, can be replaced by 𝑎, despite containing 105 𝑆𝑡𝑘⁄  . 
 
Bubbly-stout mixture momentum in the 𝒚- direction 
 
We now consider term by term the governing equation of chapter two, spe-
cifically the momentum equation for vertical motion of the two-phase mixture, and 
demonstrate explicitly the effect of setting small parameters to zero: 
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The inertia terms for the bubbly-stout mixture vertically include temporal 
and advective accelerations. As for the individual bubble momentum equation, the 
advective inertia term for flow along the parallel slab, contains only laminar Reyn-
olds stresses. In the small bubble limit of 𝑆𝑡𝑘 → 0, these stresses as well as the 
temporal inertia terms vanish. 
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 .  
The dimensionless vertical pressure gradient, represents the ratio of pres-
sure force acting on bubbly-stout with bubble buoyancy force vertically. The magni-
tude of this term is 𝑂(1), which indicates that pressure force in this direction is 
part of the dominant balance of forces. The buoyancy, acting through pressure, 
drives bubbles vertically which entrains stout in an upward viscous flow. 
 
Bubbly-stout momentum gravity term 
 
 𝑎 (1 −
𝜌𝑔
𝜌𝑏
) .  
For the vertical mixture equation, the gravity term is the same as for verti-
cal bubble momentum. The non-dimensional gravity force is represented by 𝑎. The 
bubble momentum gravity term is therefore O(1), indicating the role of gravity and 
therefore buoyancy forces to be part of the dominant balance of forces. 
 
Bubbly-stout momentum viscous shear term 
 
 ((1 − 𝑎𝑎0) (
𝜕2𝑉
𝜕𝑥2






)) .  
 
The non-dimensional viscous force is represented by 𝑎 and 𝑉. The void frac-
tion 𝑎 of bubbles indicates the volume of stout through which shear stresses act. In 
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The ratio of viscous forces to buoyancy forces acting through the stout verti-
cally is approximately unity, indicating the role of viscosity in the dominant bal-
ance of forces. Within the reduced mixture momentum equation, the driving mech-
anism for the sedimentation process is gravity. The void fraction 𝑎 of bubbles rep-
resents this gravitational buoyancy, and through the dynamic pressure gradient, 
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