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Abstract. In environmental epidemiology, it is critically important to identify subpopulations
that are most vulnerable to the adverse effects of air pollution so we can develop targeted in-
terventions. In recent years, there have been many methodological developments for addressing
heterogeneity of treatment effects in causal inference. A common approach is to estimate the con-
ditional average treatment effect (CATE) for a pre-specified covariate set. However, this approach
does not provide an easy-to-interpret tool for identifying susceptible subpopulations or discover new
subpopulations that are not defined a priori by the researchers. In this paper, we propose a new
causal rule ensemble (CRE) method with two features simultaneously: 1) ensuring interpretability
by revealing heterogeneous treatment effect structures in terms of decision rules and 2) providing
CATE estimates with high statistical precision similar to causal machine learning algorithms. We
provide theoretical results that guarantee consistency of the estimated causal effects for the newly
discovered causal rules. Furthermore, via simulations, we show that the CRE method has compet-
itive performance on its ability to discover subpopulations and then accurately estimate the causal
effects. We also develop a new sensitivity analysis method that examine robustness to unmeasured
confounding bias. Lastly, we apply the CRE method to the study of the effects of long-term expo-
sure to air pollution on the 5-year mortality rate of the New England Medicare-enrolled population
in United States. Code is available at https://github.com/kwonsang/causal rule ensemble.
1. Introduction
There have been many developments in estimating the average treatment effects (ATE). In
various fields, the estimation of the ATE provides a central insight on the causal effect of a treatment
(e.g., an intervention, an environmental policy, and so on) on an outcome, on average for the whole
population. However, in addition to the ATE, it is critically important to identify subpopulations
of the population that would benefit the most from a treatment and/or would be most vulnerable
to an environmental exposure. In the context of air pollution, it is deemed important to public
health to identify the subpopulations that are most vulnerable, so that effective interventions can
be put in place to mitigate adverse health effects (Lee et al., 2018).
There is extensive literature on assessing heterogeneity of causal effects that is based on estimat-
ing the conditional average treatment effect (CATE). For each combination of covariates X = x
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2 CAUSAL RULE ENSEMBLE
(i.e., subset of the features space), the CATE can be estimated with the same set of the causal
assumptions that are needed for estimating the ATE (Athey and Imbens, 2016). Under the same
identification assumptions, earlier works on estimating CATE rely on nearest-neighbor matching
and kernel methods (Crump et al., 2008; Lee, 2009). Wager and Athey (2018) discuss that these
approaches may fail in handling a large number of covariates. This issue is often referred to as
curse of dimensionality (Bellman, 1961; Robins and Ritov, 1997). Recently, other nonparamet-
ric approaches facilitate machine learning methods such as Random Forest (Breiman, 2001) and
Bayesian Additive Regression Tree (BART) (Chipman et al., 2010). These approaches have been
successful when the number of features is large. For instance, in their seminal contributions, Foster
et al. (2011) and Hill (2011) used forest-based algorithms for the prediction of the missing potential
outcomes. In a similar spirit, Hahn et al. (2020) proposed a BART-based approach but with a novel
parametrization of the outcome surfaces. In more recent contributions, Wager and Athey (2018)
and Athey et al. (2019) developed forest-based methods for the estimation of heterogeneous treat-
ment effects. They also provide asymptotic theory for the conditional treatment effect estimators
and valid statistical inference.
Despite the success in accurately estimating the CATE using machine learning methods, these
tree ensemble methods offer little guidance about which covariates or, even further, subpopulations
(i.e., subsets of the features space defined by multiple covariates) bring about treatment effect
heterogeneity. Outputs/results obtained from existing methods are hard to interpret by human
experts because parametrizations of the covariate space are complicated. This issue is well-known
as lack of interpretability. Increasing model interpretability is key to understanding and furthering
human knowledge. However, effort to improve interpretability is so far lacking in the current causal
inference literature dealing with the study of treatment effect heterogeneity.
In this paper, we propose a novel Causal Rule Ensemble (CRE) method that ensures interpretabil-
ity, while maintaining a high level of accuracy in estimation. The CRE method uses decision rules
obtained from multiple trees, selects a key subset of rules to identify subpopulations contributing
to heterogeneous treatment effects, and estimates CATE for each selected rule. Interpretability is
usually a qualitative concept, and often defined as the degree to which a human can understand
the cause of a decision or consistently predict the results of the model (Miller, 2019; Kim et al.,
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2016). Decision rules are ideal for this non-mathematical definition of interpretability. A decision
rule consists of simple if-then statements regarding several conditions and corresponds to a specific
subpopulation. A handful number of decision rules, called causal rules, can be chosen by using high
performance machine learning techniques, but are still easy to understand.
We achieve the following three main goals: (1) discovering de novo causal rules that lead to het-
erogeneity of causal effects; (2) providing valid inference and large sample properties about CATE
with respect to the newly discovered rules; and (3) assessing sensitivity to unmeasured confounding
bias for the rule-specific causal effects. To do so, we follow Athey and Imbens (2016), and rely
on a sample-splitting approach that divides the total sample into two smaller subsamples: one for
discovering a set of interpretable decision rules that could lead to treatment effect heterogeneity
(i.e., discovery sample) and the other for estimating the rule-specific treatment effects (i.e., infer-
ence sample). We also tailor a sensitivity analysis method proposed by Zhao et al. (2019) to assess
the robustness of the rule-specific treatment effects to unmeasured confounding. Furthermore, the
CRE method has several other advantages besides interpretability and estimation accuracy. It
allows practitioners to represent treatment effect heterogeneity in a more flexible and stable way.
This stability provides higher standards of replicability. Also, it is a powerful tool to disentangle
the effect modifiers (namely, drivers of causal effect heterogeneity) from measured confounders.
The reminder of the paper is organized as follows. In Section 2, we introduce the main defi-
nitions of CATE and interpretable decision rules. In Section 3, we describe the algorithm used
for the discovery of causal rules. Section 4 introduces our innovative ideas regarding estimation
and sensitivity analysis. In Section 5, we conduct simulations studies. In Section 6, we apply the
proposed method to the Medicare Data. Section 7 discusses the strengths and weaknesses of our
proposed approach and areas of future research.
2. Treatment Effect Heterogeneity, Interpretability and Sample-Splitting
2.1. Causal Treatment Effects. Suppose there are N subjects. For each subject, let Yi be an
outcome, Zi be a binary treatment, and Xi be a K-dimensional vector of covariates. Following
the potential outcome framework (Neyman, 1990; Rubin, 1974), we define two potential outcomes
Yi(1) and Yi(0) as a function of the treatment assigned to each subject i (i.e., Yi(Zi)). Yi(1) is the
4 CAUSAL RULE ENSEMBLE
potential outcome for unit i under treatment, while Yi(0) is the potential outcome under control.
The fundamental problem is that the treatment effect τi = Yi(1)−Yi(0) cannot be observed from a
given sample (Yi, Zi,Xi) since we can observe only one of the potential outcomes (Holland, 1986).
Since either Zi = 1 or Zi = 0 is realized, the corresponding potential outcome Yi(Zi) is observed,
and the other potential outcome Yi(1 − Zi) is counterfactual and always missing. For instance, if
Zi = 1, we can observe Yi(1), but cannot observe Yi(0). What we can observe is the realization of
Yi that can be formalized as Yi = ZiYi(1) + (1−Zi)Yi(0). It is extremely difficult to estimate τi as
this quantity is never observed in reality. Instead, we consider the conditional average treatment
effect (CATE) τ(x) defined as τ(x) = E [Yi(1)− Yi(0)|Xi = x] and the average treatment effect
(ATE) defined as τ = EX [τ(x)].
Although τ(x) cannot be observed, τ(x) can be estimated under the assumption of no unmeasured
confounders (Rosenbaum and Rubin, 1983),
(Yi(1), Yi(0)) ⊥ Zi |Xi. (1)
This assumption means that the two potential outcomes depend on Xi, but are independent of Zi
conditioning on Xi. By using the propensity score e(x) = E[Zi|Xi = x] (Rosenbaum and Rubin,
1983), the CATE τ(x) can be identified as
τ(x) = E
[(
Zi
e(x)
− 1− Zi
1− e(x)
)
Yi |Xi = x
]
. (2)
However, in practice we do not know whether a considered set Xi is sufficient for the assump-
tion (1). When there exists a source of unmeasured confounding, this assumption is violated, and
the identification results do not hold. Sensitivity analysis provides a useful tool to investigate the
impact of unmeasured confounding bias, which will be discussed in Section 4.2.
2.2. Interpretability and Decision Rules. Our primary goal is to provide an interpretable
structure of τ(x) (discovery of treatment effect heterogeneity) and then estimate τ(x) in an efficient
and precise manner (estimation of treatment effect heterogeneity). The functional form of τ(x) is
not known, and may have a complicated structure varying across subgroups. A complex model can
be considered to get a better estimate of τ(x), but such model may mask the truly informative
structure of τ(x). Instead, it is possible to “extract” (or “approximate”) important subspaces of X
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Total sample
Male
Young maleOld male
Young= 0 Young= 1
Female
Male= 0 Male= 1
Figure 1. An example tree.
that are responsible for the variation of τ(x), using a sparse representation of the conditional average
treatment effect (CATE) defined by parsimonious subsets of the covariates space (Imai et al., 2013).
The extracted subspaces may not perfectly describe the treatment effect heterogeneity, but provide
a concise and informative summary, thus are more interpretable. This is often referred to as trade-
off between interpretability and accuracy. More specifically, weighing too much on achieving high
accuracy in the estimation of the causal effect for a given covariate-profile generally comes at the
cost of compromising interpretability. On the other hand, trying to improve interpretability might
lead to too simple structures that are not representative of the true τ(x) structure, which in turn
may reduce the statistical precision. It is important to find a good balance between interpretability
and estimation accuracy. Our work focuses on finding this balance and, furthermore, improving
interpretability while minimizing the loss of estimation accuracy. To do so, we consider decision
rules as base learners, and describe the heterogeneous treatment effect as a linear combination of
these learners.
We first introduce decision rules with formal definition. Let Sk be the set of possible values of
the kth covariate and sk,m ⊆ Sk be a specific subset corresponding to the mth rule. Then, each
decision rule rm(x) can be represented as
rm(x) =
∏
k:sk,m 6=Sk
1(xk ∈ sk,m).
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Table 1. Extracting rules from the example tree in Figure 1
Rules Conditions
r1 Male= 0
r2 Male= 1
r3 Male= 1 & Young= 0
r4 Male= 1 & Young= 1
Define the covariate space D = S1 × · · · × SK as a Cartesian product of K sets. A vector of
covariates Xi must lie in D for all i. Also, we define the subset Dm corresponding to the rule
rm(x), Dm = s1,m × · · · × sK,m. Then, rm(x) = 1 if x ∈ Dm and rm(x) = 0 otherwise.
Decision rules as base learners are easily obtained from decision trees. For example, Figure 1
shows a toy example. The decision tree in this figure consists of several decision rules. Four
decision rules can be extracted from this tree. For example, the young male group can be expressed
as r4 = 1(Male = 1) × 1(Young = 1). Other decision rules are listed in Table 1. We note that r2
represents the internal node of the male group. Each decision rule corresponds to either internal or
terminal nodes (leaves) except for the initial node (root). Including rules corresponding to internal
nodes may increase the total number of decision rules to consider, but it can be helpful not to miss
important decision rules that are essential for describing the variability of τ(x).
2.3. Sample Splitting. Analysis of heterogeneous treatment effects or subgroup analysis are typ-
ically conducted for subgroups defined a priori to avoid the cherry-picking problem that reports
only subgroups with extremely high/low treatment effects (Cook et al., 2004). However, defining
subgroups a priori requires a fairly good understanding of the treatment effect, probably from
previous literature. On top of that, another problem is that researchers may miss unexpected sub-
groups. To overcome these limitations, we propose to use data-driven machine learning approaches
combined with honest inference (Athey and Imbens, 2016). In particular, we use a sample-splitting
approach that divides the total sample into two smaller subsamples (Athey and Imbens, 2016; Lee
et al., 2018): (1) discovery and (2) inference subsamples. By using the discovery subsample, de-
cision rules are generated, and among them, a few candidates are selected. These selected rules
are regarded as rules given a priori when making statistical inference using the remaining inference
subsample.
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The main advantage of sample-splitting is to provide transparency that is foundational to repro-
ducibility and replicability. The discovery step is performed only using the data in the discovery
subsample, which enables researchers to avoid damaging validity of a later inference step. Also,
this separated discovery step can be considered as a pre-analysis step to increase efficiency. When
causal rules selected by the discovery step represent treatment effect heterogeneity well, in the
context of estimation, methods with sample-splitting often perform as good as methods without
sample-splitting, or perform better in high-dimensional settings.
Algorithm 1 Overview of the Causal Rule Ensemble (CRE) Method
• Randomly split the total sample into two smaller samples: the discovery and inference
subsamples
• The Discovery Step (performed on the discovery subsample):
(1) Rule generation (Section 3.1)
(a) Estimate τi using existing methods for estimating the CATE
(b) Use (τˆi,Xi) to generate a collection of trees through tree-ensemble methods
(c) From the collection, extract decision rules rjby removing duplicates
(2) Rule regularization (Section 3.2)
(a) Generate a new vector X˜∗i whose jth component corresponds to rules rj
(b) Apply stability selection to (τˆi, X˜
∗
i ) and select potentially important decision
rules X˜.
• The Inference Step (performed on the inference subsample):
(1) Estimate the CATE for the selected decision rules represented by X˜ (Section 4.1)
(2) Sensitivity analysis for the estimated CATE from the previous step (Section 4.2)
3. Discovery Step: Which Subgroups Are Potentially Important?
This section illustrates a step for discovering potentially important subgroups in terms of decision
rules. In particular, we introduce a generic method that creates a set of decision rules and identifies
the rule-generated structure. The discovery step consists of two parts: (1) rule generation and (2)
rule regularization. For rule-generation, we create base learners that are building blocks to describe
the heterogeneous structure of treatment effects. The rule regularization is used to choose necessary
bulding blocks, and needed for interpretability and stability.
3.1. Rule Generation. We use decision rules as base learners. Decision rules can be externally
specified by using prior knowledge. However, we propose to employ a data-driven approach that
uses hundreds of trees and extracts decision rules. This approach overcomes two drawbacks that
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classical subgroup analysis approaches have: (1) they strongly rely on the subjective decisions on
which are the heterogeneous subpopulations to be investigated; and (2) they fail to discover new
rules other than the ones that are a priori defined by the researchers.
To create base learners for τ(x), we estimate τi first. This estimation is not considered for
making inference, but designed for exploring the heterogeneous treatment effect structure. Many
different approaches for the estimation of τ(x) can be considered. There has been methodolog-
ical advancement in directly estimating τ(x) by using machine learning methods such as Causal
Forest (Wager and Athey, 2018) or Bayesian Causal Forest (BCF) (Hahn et al., 2020). The BCF
method directly models the treatment effect such as τi = m0(Xi; eˆ) + α(Xi; eˆ)Zi using the esti-
mated propensity score eˆ(Xi). Hahn et al. (2020) shows that BCF produces precise estimates of
τ(x). This evidence is consistent with recent works showing an excellent performance of Bayesian
machine learning methodologies in causal inference scenarios (Hill, 2011; Hahn et al., 2018; Logan
et al., 2019; Bargagli-Stoffi et al., 2019; Starling et al., 2019; Nethery et al., 2019). The BCF
method can be applied to the discovery sample to estimate τi. We denote such estimates with
τˆBCFi . Alternative approaches for the estimation of τ(x) are discussed in Appendix B. Here, we
want to highlight that the simulations’ results show that the performance of the CRE algorithm in
discovering the true causal rules is higher when we use BCF to estimate τ(x) (additional details on
these simulations are provided in Appendix B).
Once the unit level treatment effect τˆi is obtained, one can fit a decision tree using the data
(τˆi,Xi). After fitting a tree, decision rules can be extracted as discussed above. However, using a
single tree is neither an efficient nor a stable way to find important decision rules. This is due to
two main factors, the greedy nature of tree-based algorithms and their lack of flexibility. Binary
trees are greedy algorithms as they do not subdivide the population based on the overall best splits
(the set of splits that would lead to the minimization of the overall criterion function), but they
pick the best split at each step (the one that minimizes the criterion function at that particular
step)1. Moreover, binary trees may not spot simultaneous patterns of heterogeneity in the data
because of their binary nature. Imagine that the treatment effect differs by sex and high school
diploma. The tree-based algorithm may be able to spot only one of the two drivers of heterogeneity
1Optimal trees (Bertsimas and Dunn, 2017) accommodate for this shortcoming at the cost of an extremely higher
computational burden.
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if one affects the treatment effect more than the other. Even when both the heterogeneity drivers
are discovered they are spotted in a suboptimal way as an interaction between the two variables
(i.e., women with a high school diploma, men with no diploma, etc).
To accommodate for these shortcomings of single trees, tree ensemble methods such as Random
Forest (Breiman, 2001) and Gradient Boosting (Friedman, 2001) can be applied to obtain a collec-
tion of trees. Nalenz and Villani (2018) discuss that boosting and Random Forest are different in
nature, thus using both approaches can generate a wider set of decision rules. Even after remov-
ing duplicate rules, this will lead to a more diverse set of candidate rules, thus will increases the
probability to capture important rules. We follow Friedman and Popescu (2008) and Nalenz and
Villani (2018) to use the same settings of the tuning parameters for gradient boosting and Random
Forest. Also, we note that one should avoid using too lengthy (i.e., many conditions) or too many
decision rules, which results in reducing interpretability.
3.2. Rule Regularization and Stability Selection. Denote rm(x) as the generated rules from
Section 3.1, with m = 1, . . . ,M∗. Since each rule rm(x) indicates whether x satisfies the rule or
not, it can take a value either 0 or 1. Define X˜∗ as a new matrix whose columns are the decision
rules. The number of rules, M∗, is usually larger than K and depends on how heterogeneous τ(x)
is. Although the original dataset X is not high-dimensional, X˜∗ can be high-dimensional.
The set of the generated rules is a set of potentially important rules. It can contain actually
important decision rules that describe the true heterogeneity in the treatment effects. However,
insignificant rules may be contained in the set. Then, rule selection is applied to distinguish between
few important rules and many insignificant ones. This regularization step improves understanding
of the heterogeneity and increases efficiency. Such step improves interpretability: if too many rules
are selected, this information may be too complex to understand. We consider the following linear
regression model of the form,
τ(x) = β0 +
M∗∑
m=1
βmrm(x) +  (3)
Since a linear model is considered, the model (3) lends a familiar interpretation of the coefficients
{βm}M∗0 . Using this linear model, one can employ the following penalized regression to select
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important rules:
argmin
βm
{
β0 +
M∗∑
m=1
βmrm(x)
}
subject to ||βm||p ≤ λ (4)
where λ is the regularization parameter and || · ||p is the lp-norm. However, variable selection has
been known as a notoriously difficult problem.
The Least Absolute Shrinkage and Selection Operator (LASSO) estimator (Tibshirani, 1996)
has been popular and widely used over the past two decades in order to solve the problem in (4)
by employing the l1-norm (
∑M∗
m=1 |βm|). The usefulness of this estimator among other penaliza-
tion regression methods is demonstrated in various applications (Su et al., 2016; Belloni et al.,
2016; Chernozhukov et al., 2016, 2017). Using a regularization parameter λ, we can see that the
estimate βˆ shrinks toward to zero as λ increases, which provides a sparse structure close to the
true model. Consistency of LASSO variable selection has been studied in Zhao and Yu (2006) and
others. However, the biggest challenge is to choose a proper value of λ for consistent selection.
Cross-validation is usually accompanied to choose λ. However, it may fail for high-dimensional
data (Meinshausen and Bu¨hlmann, 2006). Stability selection (Meinshausen and Bu¨hlmann, 2010)
can be used to enhance the performance of the LASSO estimator. Roughly speaking, by using a
subsampling scheme, selection probabilities of variables (decision rules in our paper) can be esti-
mated. Given two parameters (i.e., cut-off threshold and the average number of selected variables),
variable selection can be done in a comparatively robust and transparent way. Also, Meinshausen
and Bu¨hlmann (2010) discussed that the solution of stability selection depends little on the initial
regularization chosen, which is a desirable feature when selecting decision rules.
Among initially generated M∗ decision rules, we assume that M (with M << M∗) decision rules
are selected as an output from the discovery procedure. Then, we can define X˜ as the matrix
containing only the selected decision rules. Figure 2 depicts the intuition behind these steps of
rules discovery and selection. The Figure shows a simple forest composed of just five trees. Each
node of each tree (with the exclusion of the roots) represents a causal rule (rules’ discovery), while
the nodes highlighted in red represent the causal rules that are selected by the stability selection
methodology (rules’ selection).
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Figure 2. Rules’ discovery and selection in a simple forest.
4. Inference Step: Which Subgroups Are Really Different?
Using the rules that were discovered and then selected in the discovery step, the remaining
inference sample is used to make inference. We propose a generic approach to estimate the rule-
specific treatment effect, and compare it with existing approaches. Furthermore, we propose a
new sensitivity analysis method to assess the impact of unmeasured confounding bias on causal
conclusion.
4.1. Estimating the subgroup-specific treatment effect. Decision rules are selected through
the discovery step by using the linear model in (3),
τ = X˜β + 
with E(|x) = 0 and var(|x) = σ2I. The main goal of this inference step is to estimate β
that represents rule-specific treatment effects. We estimate these CATE for the subpopulations
corresponding to the selected rules. We use ordinary least squares (OLS) to estimate β. However,
this estimator cannot be obtained as the unit level treatment effect τ is not known. Hence, we
define a new vector τ ∗ = (τ∗1 , . . . , τ∗N )
T that is an estimate of τ . The newly defined τ ∗ is just an
intermediate value used in the inference step. Although τ ∗ is an estimate, to distinguish this with
the fitted value obtained by using the linear model, we save hat notation.
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The estimate τ∗i can be viewed as an observable quantity with some sampling error although τ
∗
i
is an estimated value. The quantity τ∗i can be represented by
τ∗i = τi + ui where E(ui|xi) = 0 and var(ui|xi) = wi. (5)
In general, the variance wi is not constant across all individuals. By combining it with the model (3),
the modified linear model is obtained as
τ∗i = β0 +
M∑
j=1
βjX˜ij + νi = X˜iβ + νi, (6)
where X˜i is the ith row of X˜ and νi = i + ui. Lewis and Linzer (2005) considered a similar linear
model like the model (6) and found via simulation studies that the OLS estimator performs well
in many cases. Also, they found that since the error νi is not homoscedastic, considering White or
Efron’s heteroscedastic-consistent standard error can provide an efficient estimate. Based on these
findings, we also consider the OLS estimator for β that can be defined as
βˆ = (X˜T X˜)−1X˜Tτ ∗. (7)
Also, the fitted value τˆ is defined as τˆ = X˜βˆ = X˜(X˜T X˜)−1X˜Tτ ∗.
The intermediate vector τ ∗ can be chosen in various ways. However, to validate our estimator (7),
each τ∗i has to be unbiased with finite variance. Given that the matrix X˜ is fixed, we can prove
that the estimator βˆj , j = 1, . . . ,M is a consistent estimator of βj that is the average treatment
effect for the subgroups defined by the decision rule rj if rj is not included in another rule rj′ .
Theorem 1. If τ∗i satisfies the model (5) (Condition 1) and E(X˜Ti X˜i) = Q is a finite positive
definite matrix (Condition 2), then the estimator βˆ = (X˜T X˜)−1X˜Tτ ∗ is a consistent estimator for
β.
An example is to use the inverse probability weighting (IPW) or stabilized IPW (SIPW) ap-
proaches. Both τ∗i = τˆ
IPW
i and τ
∗
i = τˆ
SIPW
i satisfy the model (5). Therefore, the following
corollary can be obtained from Theorem 1.
Corollary 1. The estimator βˆ(S)IPW = (X˜T X˜)−1X˜Tτ ∗ where τ∗i = τˆ
(S)IPW
i is consistent.
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We need additional assumptions to prove asymptotic normality of βˆ. For a general covariate
matrix, the following three conditions are required:
(3) E(X˜4ij) <∞;
(4) E(ν4i ) <∞;
(5) E(ν2i X˜Ti X˜i) = Ω is a positive definite matrix.
Since X˜ij is either 0 or 1 in our setup, Condition (3) is satisfied by design. The following theorem
represents the asymptotic distribution of βˆ.
Theorem 2. If Conditions (1)-(5) hold, then
√
N(βˆ − β) d→ N (0,V) as N →∞
where V = Q−1ΩQ−1.
The variance V usually has to be estimated. The variance-covariance matrix estimator Vˆn =
Qˆ−1ΩˆQˆ−1 can be obtained by the sandwich formula where Qˆ = n−1
∑N
i=1 X˜
T
i X˜i, Ωˆ = n
−1∑N
i=1 νˆ
2
i X˜
T
i X˜i
and νˆi = τ
∗
i − X˜iβˆ. This estimator is robust and often called the White’s estimator (White, 1980).
There are other approaches to obtain a heteroscedasticity consistent covariance matrix, which is
discussed in Long and Ervin (2000). For small samples, Efron’s estimator (Efron, 1982), known
as HC3 estimator, can be considered alternatively. Also, if the variance wi is known from the
large sample properties of existing methods for obtaining τ∗i , then feasible generalized least squares
estimators (Lewis and Linzer, 2005) can be considered.
Instead of estimation, hypothesis testing for identifying true decision rules can be considered.
As we will see in a simulation study, true rules representing treatment effect heterogeneity are
discovered and selected with high probability. However, at the same time, non-true rules are
selected with high probability. If one wants to know which rules are really important for describing
treatment effect heterogeneity, variable selection can be used to choose a final model for treatment
effect heterogeneity. For instance, the null hypothesis H0 : β = 0 can be tested by using a Wald-type
test statistic Tn = nβˆ
T Vˆ−1n βˆ. If Tn > χ2M,1−α, H0 is rejected.
4.2. Sensitivity Analysis. The validity and consistency of the estimator βˆ rely on the assumption
of no unmeasured confounders and correct specification of the propensity score model. However,
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in reality, there is no guarantee that these assumptions are satisfied. Also, such assumptions are
not directly testable. Without further knowledge about unmeasured confounding, it is extremely
difficult to quantify how much bias can occur. Instead of attempting to quantify the degree of
unmeasured confounding in the given dataset, it is more realistic to see how our causal conclusion
will change with respect to various degrees of such bias. In this subsection, we propose a sensitivity
analysis to examine the impact of potential violations of the no unmeasured confounding assump-
tion. We introduced a generic approach for estimating β in Section 4.1. However, in our sensitivity
analysis, we consider the special case where τ∗i is estimated as τˆ
SIPW
i . Define W = (X˜
T X˜)−1X˜T
that is a M × N matrix. Also, let Wj be the jth row of W and Wji be the (j, i) element of W.
Our estimator βˆj is explicitly represented by
βˆj = βˆj(1)− βˆj(0) where
βˆj(1) =
[
1
N
N∑
i=1
Zi
eˆ(Xi)
]−1 [ N∑
i=1
WjiYiZi
eˆ(Xi)
]
βˆj(0) =
[
1
N
N∑
i=1
1− Zi
1− eˆ(Xi)
]−1 [ N∑
i=1
WjiYi(1− Zi)
1− eˆ(Xi)
]
.
We consider the marginal sensitivity model that was introduced by Tan (2006) and Zhao et al.
(2019). Let the true propensity probability e0(x, y; a) = P0(Z = 1|X = x, Y (a) = y) for a ∈ {0, 1}.
If the assumption of no unmeasured confounders holds, this probability would be the same as
e0(x) = P0(Z = 1|X = x) that is identifiable from the data. Unfortunately, this assumption
cannot be tested since e0(x, y; a) is generally not identifiable from the data. For each sensitivity
parameter Λ that will be introduced in detail later, the maximum deviation of e0(x, y; a) from
the identifiable quantity e0(x) is restricted, and sensitivity analysis is conducted for each Λ to
see if there is any qualitative change of our conclusion. In addition to this non-identifiability
of e0(x, y; a), there is another difficulty in obtaining e0(x) non-parametrically when X is high-
dimensional. In practice, e0(x) is estimated by a parametric logistic model in the form of eγ(x) =
exp(γ′x)/{1 + exp(γ′x)} where eγ0(x) can be considered as the best parametric approximation of
e0(x), and used for sensitivity analysis.
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Algorithm 2 Constructing the confidence interval of βj for each sensitivity parameter Λ
(1) Generate a matrix W = (X˜T X˜)−1X˜T
(2) In the `th of L iterations:
(a) Generate a bootstrapped sample: (Z
(`)
i , Y
(`)
i ,X
(`)
i )i=1,...,N .
(b) Generate transformed outcomes Y˜
(`)
ji = WjiY
(`)
i for all i, where Wji is the (j, i) element
of W.
(c) Reorder the index such that the first N1 =
∑N
i=1 Z
(`)
i units are treated with Y˜j1 ≥
. . . ≥ Y˜j,N1 and the rest are control with Y˜j,N1+1 ≥ . . . ≥ Y˜j,N
(d) Compute an estimate γˆ(`) by fitting the logistic regression with (Z
(`)
i ,X
(`)
i )
(e) Solve the following optimization problems:
min or max
∑N1
i=1 Y˜
(`)
ji [1 + qi exp{−γˆ(`)X(`)i }]∑N1
i=1[1 + qi exp{−γˆ(`)X(`)i }]
−
∑N
i=N1+1
Y˜
(`)
ji [1 + qi exp{γˆ(`)X(`)i }]∑N
i=N1+1
[1 + qi exp{γˆ(`)X(`)i }]
subject to 1/Λ ≤ qi ≤ Λ, for 1 ≤ i ≤ N , and denote the minimum as L(`)j and the
maximum as U
(`)
j
(3) Construct the (1 − α)-coverage confidence interval [Lj , Uj ] where Lj = Qα/2
(
L
(`)
j
)
and
Uj = Q1−α/2
(
U
(`)
j
)
, ` = 1, . . . , L
Our sensitivity model assumes that the true propensity probability e0(x, y; a) = P0(Z = 1|X =
x, Y (a) = y) satisfies:
e0(x, y; a) ∈ Eγ0(Λ) = {0 < e(x, y; a) < 1 : 1/Λ ≤ OR{e(x, y; a), eγ0(x)} ≤ Λ} for a ∈ {0, 1} (8)
where eγ0(x) = Pγ0(Z = 1|X = x) and OR{e(x, y; a), eγ0(x)} = {(1−e(x, y; a))·eγ0(x)}/{e(x, y; a)·
(1−eγ0(x))}. The deviation of e0(x, y; a) is symmetric with respect to the parametrically identifiable
quantity eγ0(x), and the degree of the deviation is governed by the sensitivity parameter Λ ≥
1. When Λ = 1, e0(x, y; a) = eγ0(x) for all a, which implies that there is no violations of the
assumptions. If the propensity score model is correctly specified, eγ0(x) = e0(x). Also, if there
is no unmeasured confounder, e0(x, y; a) = e0(x). Therefore, under the assumptions of correct
propensity score model and no unmeasured confounder, e0(x, y; a) = eγ0(x). Our sensitivity model
considers violations of both assumptions. This sensitivity analysis model resembles the model
proposed by Rosenbaum (2002). The connection between the two models is illustrated in Section
7.1 in Zhao et al. (2019).
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The (1− α)-coverage confidence interval of βj can be constructed by using the percentile boot-
strap. First, we denote WjiYi by Y˜
j
i and treat Y˜
j
i as if it is an observed outcome, then the
confidence interval for each βj can be constructed through the procedure in Algorithm 2. Con-
fidence intervals have at least 100(1 − α) % coverage probability even in the presence of unmea-
sured confounding. The validity of the percentile bootstrap confidence interval [Lj , Uj ] can be
proved by using Theorem 1 in Zhao et al. (2019). In Step (2e) of Algorithm 2, the optimiza-
tion problem can be efficiently solved by separating two simpler optimization problems. The
minimum is obtained when the first part
∑N1
i=1 Y˜
(`)
ji [1+qi exp{−γˆ(`)X(`)i }]∑N1
i=1[1+qi exp{−γˆ(`)X(`)i }]
is minimized and the second
part
∑N
i=N1+1
Y˜
(`)
ji [1+qi exp{γˆ(`)X(`)i }]∑N
i=N1+1
[1+qi exp{γˆ(`)X(`)i }]
is maximized. For instance, the minimization of the first part is
achieved at {qi : qi = 1/Λ for i = 1, . . . , b, and qi = Λ for i = b + 1, . . . , N1} for some b. To find
the minimum, it is required to check every possible value of b, and the computational complexity
is O(N1). See Proposition 2 in Zhao et al. (2019) for more details.
5. Simulation
In this section, we introduce two simulation studies to assess the performance of the CRE method.
In the first simulation study, we evaluate the discovery step in terms of how well the method
performs in discovering the true underlying decision rules. In the second simulation study, we
evaluate the overall performance of both the discovery and inference steps in terms of estimation
accuracy.
5.1. Simulation study: Rules Discovery. In order to evaluate the ability of CRE in the dis-
covery step we run a series of simulations in which we assess how many times CRE can spot the
true underlying decision rules. First, we assess the absolute performance of CRE; then we compare
its performance with the one of the Honest Causal Tree (HCT) method (Athey and Imbens, 2016).
The HCT method is a causal decision tree algorithm and discovers disjoint decision rules through
a single tree. In order to evaluate the ability of discovering decision rules we consider, among the
discovered rules, how many times true rules are captured.
As we discussed in Section 3, to apply the CRE method, many approaches can be considered to
estimate the individual treatment effect τi. We have found via simulation studies that the BCF
approach has better performance than other approaches such as τˆ IPWi or BART (in Appendix B,
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we show the comparative performances of BCF, BART, IPW and outcome regression). Thus, in
this simulation study, we implement the BCF approach for the CRE method. We call this version
of the CRE method CRE-BCF. Also, for the data-generating process, we generate the covariate
matrix X with 10 binary covariates from Xi1 to Xi,10. The binary treatment indicator Zi is drawn
from a binomial distribution, Zi ∼ Binom(pii) where pii = logit(−1 + Xi1 − Xi2 + Xi3). Finally,
the output is generated as y = y0 · (1− zi) + y1 · zi + f(X) where f(X) is a linear function of the
confounders Xi1, Xi2 and Xi3. We consider three factors: (i) the number of decision rules, (ii) the
effect size k from 0 to 2, and (iii) sample size N = 1000 or 2000.
In order to produce a more meaningful comparison between CRE-BCF and HCT, we restricted
the data generating process to causal rules that are representable through a binary tree. In par-
ticular, the potential outcomes are generated by Yi(0) ∼ N(Xi1 + 0.5Xi2 + Xi3, 1) and Yi(1) =
Yi(0) + τ(Xi). For the case of two causal rules, τ = τ(Xi) = k if Xi1 = 0, Xi2 = 0, τ = −k if
Xi1 = 1, Xi2 = 1, and τ = 0 otherwise. While in the case of four causal rules we have that τ = k if
(Xi1, Xi2, Xi3) = (0, 0, 1), τ = 2k if (Xi1, Xi2, Xi3) = (0, 0, 0), τ = −k if (Xi1, Xi2, Xi3) = (0, 1, 0),
τ = −2k if (Xi1, Xi2, Xi3) = (0, 1, 1) and τ = 0 otherwise. This scenario was chosen because it
is the most favourable to the HCT algorithm. Moreover, we introduce variations in the set of
covariates that are used to define the causal rules (we refer to these variables as effect modifiers) by
switching (X1, X2, X3) with (X8, X9, X10). This change represents the case where the effect modi-
fiers are different from the confounders. Investigating this scenario is important since confounders
may affect the ability of the algorithm to spot the correct causal rules. Figures 3 and 4 depict the
results in the case with the same variables for both confounders and effect modifiers and in the case
of different variables, respectively.
When (X1, X2, X3) are both confounders and effect modifiers, CRE-BCF consistently outper-
forms HCT, while in the other scenario CRE-BCF is still performing better but the performance
gap is narrower especially in the case with two true causal rules. In both the scenarios, the gap is
wider as the number of true rules is four. This shows that HCT is consistently unable to detect
all the four true rules. These simulations show that the usage of CRE-BCF results in an increase
in the detection of the true causal rules especially when there is overlap between the confounders
and effect modifiers. This is a very interesting feature of CRE-BCF as similar scenarios are very
18 CAUSAL RULE ENSEMBLE
0.
0
0.
5
1.
0
1.
5
2.
0
Two True Rules
1000 data points
Effect Size
N
um
be
r o
f C
or
re
ct
 R
ul
es
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
0
1
2
3
4
Four True Rules
1000 data points
Effect Size
N
um
be
r o
f C
or
re
ct
 R
ul
es
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
0.
0
0.
5
1.
0
1.
5
2.
0
2000 data points
Effect Size
N
um
be
r o
f C
or
re
ct
 R
ul
es
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
0
1
2
3
4
2000 data points
Effect Size
N
um
be
r o
f C
or
re
ct
 R
ul
es
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
CRE-BCF HCT
Figure 3. Average number of correctly discovered rules in the case where the same
variables are used as confounders and effect modifiers. The first column depicts the
case of two true rules while the second column the case of four true rules. In the
first row the sample size is 1,000 while in the second it is 2,000.
likely in real-world applications. For instance, it can be the case in pollution studies, that income
is a confounder as poorer people live in neighbours with higher levels of pollution, and also an
effect modifier as poorer people may have worst living conditions and, in turn, experience higher
negative effects from pollution. Also, it is important to note that CRE provides a smaller number
of detected rules (4 to 7) as compared to HCT (10 to 84).
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Figure 4. Average number of correctly discovered rules in the case where the
confounders are different from the effect modifiers. The first column depicts the
case of two true rules while the second column the case of four true rules. In the
first row the sample size is 1,000 while in the second it is 2,000.
5.2. Simulation study: Rule-specific Effects Estimation. In this subsection, we evaluate
the overall performance of the CRE method including both the discovery and inference steps. In
the previous simulation study, we found that the BCF approach shows a great performance in
discovering underlying decision rules. Also, it has been shown that the BCF approach estimates τi
with great accuracy heuristically. Thus, in this simulation study, we use the BCF approach for both
discovery and inference steps when applying the CRE method. In particular, in the discovery step,
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Table 2. RMSE comparison between the CRE and BCF methods
Method
N CRE50 CRE40 CRE30 CRE25 CRE20 CRE10 BCF
500 0.568 0.520 0.486 0.478 0.498 0.598 0.391
1000 0.399 0.366 0.347 0.343 0.344 0.406 0.355
1500 0.326 0.299 0.279 0.276 0.278 0.320 0.309
2000 0.283 0.258 0.239 0.231 0.234 0.262 0.237
(Xi, τˆ
BCF
i ) is used in order to discover and select important decision rules. During the inference
step, the intermediate variable τ∗i is estimated by using the BCF approach (CRE-BCF).
To compare, we consider a BCF approach that does not use the sample-splitting technique, and
we call this original-BCF. The original BCF provides the estimate τˆi, but does not provide an
interpretable form of the heterogeneous treatment effects. On the contrary, the CRE-BCF not
only provides a set of decision rules that significantly increase interpretability of findings, but also
provides the estimate with respect to the discovered structure. It is difficult to compare the two
methods in terms of interpretability, so in this simulation study, we compare them in terms of
estimation accuracy. Athey and Imbens (2016) recommends to use a (50%, 50%) ratio between the
discovery and inference samples for sample-splitting, but Lee et al. (2018) shows through simulation
studies that (25%, 75%) has better performance than (50%, 50%). We investigate six different ratios
from (10%, 90%) to (50%, 50%). Note that the original-BCF can be considered as an extreme case
of (0%, 100%).
For the data generating process, covariates, treatment, and potential outcomes are generated
in the same way as in the previous simulation study. In this simulation, only difference is that
we assume that there are two true underlying decision rules: (1) Xi1 = 0, Xi2 = 0 and (2) Xi1 =
1, Xi2 = 1. The treatment effect τi is defined as τi = 1 if Xi1 = 0, Xi2 = 0, τi = −1 if Xi1 =
1, Xi2 = 1, and τi = 0 otherwise. We consider four samples sizes, N = 500, 1000, 1500 and 2000.
We consider the root mean squared error (RMSE) to compare the two methods. Table 2 shows the
performance comparison using RMSE. We consider 1000 simulated datasets for each sample size
and provide the average of 1000 RMSE values. Among the considered ratios, (25%, 75%) provides
the least RMSE for every sample size. The RMSE value decreases as the proportion of the discovery
sample increases up to 25%, and it starts to increase after 25%. When the sample size is small
(i.e., N = 500), the RMSE for CRE25 is higher than that for BCF, however, it is lower when N is
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moderately large. This simulation result shows that even though, for instance, the CRE25 method
uses 75% of the total sample for inference, it is as efficient as the original BCF that uses 100% of
the total sample for inference.
6. Application to the Medicare data
We apply the proposed CRE method to the Medicare data in order to study the effect of long-
term exposure to fine particulate matter (PM2.5) on 5-year mortality. Lee et al. (2018) studied
the treatment effect of exposure to PM2.5 with 110,091 matched pairs and discovered treatment
effect heterogeneity in a single tree structure by using the HCT approach. However, as pointed
out in their discussion, a single tree unavoidably contains subgroups that are not informative for
describing treatment effect heterogeneity due to the nature of tree algorithms. In particular, they
found six disjoint subgroups, but only three of them are informative to describe the treatment effect
heterogeneity. Also, as we discussed and showed in our simulation study, the HCT approach can
be affected by sample-to-sample variations.
For a brief overview of the matched Medicare data, it contains Medicare beneficiaries in New
England regions in the United States between 2000 and 2006. The treatment is whether the two-
year (2000-2001) average of exposure to PM2.5 is greater than 12 µg/m
3. The outcome is five-year
mortality measured between 2002-2006. For an individual, the outcome is 0 if he/she was died
before the end of 2006 and 1 otherwise. There are four individual level covariates - sex (male,
female), age (65-70, 71-75, 76-80, 81-85, 86+), race (white, non-white), and Medicaid eligibility
(eligible, non-eligible). Medicaid eligibility is considered as a variable indicating socioeconomic
status. If an individual is eligible for Medicaid, it is highly likely that he/she has lower household
income, thus we use this variable as a proxy for low income. In the matched data, these four
variables are exactly matched. There are also 8 ZIP code-level or 2 county-level covariates, and
they are fairly balanced between the treated and control groups, see Table 2 in Lee et al. (2018) for
the covariate balance. Namely, the additional variables used are body-mass-index (BMI), smoker
rate, Hispanic population rate, Black population rate, median household income, median value of
housing, % of people below the poverty level, % of people below high school education, % of owner
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Table 3. Discovering decision rules and estimating the coefficients for the decision rules
Rules Covariates
Individual Indiv. + ZIP code
# Description Est. 95% CI Est. 95% CI
Intercept 0.070 (0.054, 0.087) 0.077 (0.061, 0.094)
r1 1(white = 0) -0.008 (-0.027, 0.011)
r2 1(65 ≤ age ≤ 75) -0.012 (-0.024, 0.000) -0.009 (-0.021, 0.002)
r3 1(65 ≤ age ≤ 80) -0.027 (-0.045, -0.010) -0.027 (-0.045, -0.010)
r4 1(65 ≤ age ≤ 85) · 1(Medicaid = 0) -0.033 (-0.050, -0.016) -0.031 (-0.048, -0.015)
r5 1(hispanic % = 0) · 1(education = 1) -0.019 (-0.038, 0.000)
r6 1(hispanic % = 0) · 1(education = 1)
·1(population density = 0) -0.045 (-0.067, -0.022)
occupied housing and population density. Also, see Di et al. (2016) for general description about
the Medicare data.
We apply the CRE method to the same discovery and inference samples that are split by using a
(25%, 75%) ratio and contain 27,500 and 82,591 matched pairs respectively. Since two individuals
in a matched pair share the same covariates, but experience different treatment values, the observed
outcomes can be considered as two potential outcomes for a hypothetical individual that represents
the corresponding matched pair. The treated-minus-control difference can be considered as an
estimate of τi for matched pair i. However, since our outcome is binary, the estimate τˆ
Matching
i
can take only one of three possible values {−1, 0, 1}. This discrete feature is undesirable under the
linear regression model (3). Instead, we ignore the matched structure and use 27500 × 2 = 55000
individuals in the discovery sample as if they were obtained independently. We use the logistic
BART approach to estimate potential outcome functions mz(x) = E[Yi(z)|Xi = x], z = 0, 1. Then,
the estimate τˆBARTi = mˆ1(Xi)−mˆ0(Xi) is obtained. Note that for a continuous outcome, as shown
in the simulation study, the BCF approach can be considered.
In the discovery step with the estimate τˆBARTi , we first apply the CRE method only with four
individual-level covariates. Four decision rules, r1, r2, r3, r4, are discovered. Table 3 shows the
descriptions for these rules on the left column. Based on this finding, the model τ(x) = β0 +∑4
j=1 βjrj(x) is considered for the later inference step. The first rule is for non-white people that is
only 7% of the total population. The next three rules are defined by age, and r2 is included in r3.
The intercept β0 represents the treatment effect for the subgroup of Medicaid eligible white people
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aged between 81-85 and white people aged above 85. This subgroup corresponds to the single tree
finding in Lee et al. (2018).
Furthermore, we extend the CRE method to the four individual-level and eight ZIP code-level
covariates. The ZIP code-level covariates could not be considered in Lee et al. (2018) because pairs
were matched exactly only on individual-level covariates. When applying the CRE method, five
rules are discovered including the three previous rules, r2, r3, r4 and two additional rules, r5, r6.
The additional rules are defined by Hispanic population (10% above or not), Education (did not
complete high school 30% above or not), and Population density (above the average or not). The
rule r5 means a subgroup of people living in areas where the proportion of hispanic is below 10% and
the proportion of people who did not complete high school is above 30%. The rule r6 is included in
r5, and means a subgroup of r5 with the additional condition that the population density is below
the average.
Before making inference with the discovered rules, we want to emphasize two aspects in the
discovery step of the CRE method. First, since the CRE method discovers decision rules instead
of a whole tree, only important subgroups (decision rules) are selected, and other subgroups are
represented by the intercept. For example, Lee et al. (2018) discovered six subgroups, but only a few
of them are informative for describing the treatment effect heterogeneity. Second, the discovered
rules are stable. Being stable means that if another discovery sample is chosen, the discovered rules
are hardly changed while a discovered tree varies with its size and terminal nodes. This robustness to
sample-to-sample variation makes findings replicable. This feature is extremely significant because
higher standards of reproducibility are deemed important in the context of open science.
Next, with the discovered decision rules, we use the remaining 82,591 pairs in the inference sample
to estimate the rule-specific treatment effects. For the first rule set {r1, . . . , r4}, the corresponding
coefficients are estimated and reported in Table 3. To obtain the estimates and 95% confidence
intervals, we consider τ∗i = τˆ
SIPW
i to claim the asymptotic normality and obtain the 95% confidence
intervals using the asymptotic distributions. Causal Forest method (Athey et al., 2019) can be also
considered since it guarantees the asymptotic normal distribution for β. Note that the logistic
BART approach can be considered as the discovery step, but the asymptotic properties are not
guaranteed. On the first part of the right column of Table 3, all the coefficients except for the
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Table 4. Sensitivity analysis for the treatment effect heterogeneity by using the
percentile bootstrap
Rules Sensitivity Parameter Λ
1.01 1.02 1.03 1.04 1.05
Inter. (0.054, 0.100) (0.045, 0.110) (0.035, 0.121) (0.024, 0.130) (0.014, 0.140)
r2 (-0.026, 0.007) (-0.031, 0.012) (-0.036, 0.017) (-0.041, 0.022) (-0.047, 0.028)
r3 (-0.051, -0.003) (-0.060, 0.004) (-0.069, 0.014) (-0.077, 0.023) (-0.086, 0.033)
r4 (-0.054, -0.009) (-0.062, 0.000) (-0.071, 0.009) (-0.078, 0.017) (-0.087, 0.024)
r5 (-0.040, 0.004) (-0.046, 0.012) (-0.053, 0.016) (-0.059, 0.020) (-0.066, 0.026)
r6 (-0.072, -0.017) (-0.080, -0.011) (-0.085, -0.004) (-0.091, 0.002) (-0.098, 0.008)
intercept have the negative sign. The intercept indicates that individuals who do not belong to the
discovered rules {r1, r2, r3, r4} are significantly affected by exposure to air pollution. There is a 7
percentage point increase of mortality rate. Though the estimates for r1, r2 are negative, they are
not statistically significant at a significance level α = 0.05. However, the estimates for r3, r4 are
significant, which means that people below 80 (i.e., r3) and people below 85 not being eligible for
Medicaid (i.e., r4) are significantly less vulnerable than the others. When including ZIP code-level
covariates, all the estimates for the discovered rules {r2, r3, r4, r5, r6} are negative. Similarly, r2 is
not significantly different. For the newly discovered {r5, r6}, only r6 is statistically significant.
Also, we want to emphasize the interpretation of the coefficients in the inference step. A non-
significant estimate does not mean that the corresponding subgroup has the null treatment effect.
In this context, non-significance means that the decision rule is no longer important for describing
treatment effect heterogeneity. For instance, consider a subgroup of Black people above 85. This
groups belongs to r1 only. The estimate βˆ1 is shown as not significant. However, the treatment
effect for this subgroup is βˆ0+βˆ1 = 0.062 with the 95% CI (0.041, 0.084) meaning that this subgroup
is significantly affected by air pollution. For another example, a subgroup of Black people below 75
has the effect βˆ0 + βˆ1 + βˆ2 + βˆ3 = 0.023 (95% CI: (0.003, 0.043)), which is still significant. Since
we have the asymptotic distribution for β, any subgroup’s treatment effect can be examined.
Finally, to evaluate the robustness of the above finding about the treatment effect heterogeneity,
we conduct sensitivity analysis in the inference step by setting τ∗i = τˆ
SIPW
i . We use the following
model for sensitivity analysis, τi = β0 +
∑6
j=2 βjrj . Under the sensitivity model (8), for each Λ, we
obtain several sets of 95% CIs for the coefficients. Table 4 shows the 95% CIs for Λ from 1.01 to
1.05. As Λ increases all the CIs get wider. When Λ = 1.04, all the coefficients contain zero and there
CAUSAL RULE ENSEMBLE 25
is no evidence for the heterogeneity. In particular, Λ = 1.04 means that if there is an unmeasured
confounder that can make the estimated propensity score deviated from the true score by 1.04 in
terms of the odds ratio scale, then our finding about the heterogeneity can be explained by this
unmeasured bias. One further thing to note is that even if the heterogeneity can be explained by
an unmeasured bias at Λ = 1.04, the treatment effect of the baseline subgroup (i.e., intercept) is
significant.
7. Discussion
This paper proposes a new data-driven method for studying treatment effect heterogeneity that
notably improves interpretability and provides helpful guidance about subgroups with heteroge-
neous effects in terms of decision rules. Moreover, the proposed CRE methodology accommodates
for well-known shortcomings of binary trees by providing a more stable, flexible and robust method-
ology to discover and estimate heterogeneous effects. Indeed, CRE is stable to sample-to-sample
variations, leading to more reproducible results, and its flexibility allows for the discovery of a
wider set of causal rules. Also, CRE provides robust results for the detection of causal rules in the
presence of overlap between confounders and effect modifiers.
Though the CRE method makes inference using a smaller inference subsample due to sample-
splitting, it maintains estimation precision at a similar level as other existing methods while pro-
viding an interpretable form of the treatment effect heterogeneity. The CRE method is a generic
method that is completely compatible with existing methods for estimating CATE. The perfor-
mance of CRE may vary with respect to the choice of existing methods to generate base decision
rules in the discovery sample and intermediate values τ∗i in the inference sample. Therefore, the
CRE method can be thought of as a refinement process of the outputs produced by existing meth-
ods. If an estimation method for the CATE has great precision, then it is highly likely that it detects
the treatment effect heterogeneity during the estimation procedure. When the CRE method is ac-
companied with this estimation method, the CRE method discovers the underlying treatment effect
structure with high probability and represents this structure in an easy-to-interpret form. Indeed,
a few simple rules are utterly important for public policy implications. However, when it comes
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to precision medicine, discovering a possibly lengthy rule that is specific to a patient could be of
interest.
The proposed CRE method requires a researcher to specify some of the so-called tuning pa-
rameters. In particular, one should choose a number of trees that are generated for extracting
decision rules, and the cut-off threshold in stability selection during the discovery step. Previous
studies show that the performance is not much affected by specification of the parameters. Also,
the studies provide a general guidance of how to specify the parameters. However, the optimal
choice of the splitting ratio between the discovery and inference samples is not known yet. Even
though the ratio (25%, 75%) is shown to have the best performance through simulation studies, we
do not know whether this ratio works best for all real-world datasets. It may be possible to require
a larger proportion of the discovery sample if data is sparse. On the contrary, a smaller proportion
is needed when the underlying effect structure is simple.
Regardless of the splitting ratio, it is more important to choose a proper number of decision
rules during the discovery step. The choice may depend on the questions that practitioners want
to answer. For example, public policy makers generally want to discover a short list of risk factors.
A few important subgroups defined by the risk factors are usually easy-to-understand, and further
foster focused discussions about the assessments of potential risks and benefits of policy actions.
Also, due to the restriction of resources, public health can be promoted efficiently when prioritized
subgroups are available. Instead, a comparatively larger set of decision rules can be chosen, for
instance, in precision medicine. An important goal is to identify patient subgroups that respond to
treatment at a much higher (or lower) rate than the average (Loh et al., 2019). Also, identifying a
subgroup that must avoid the treatment due to its excessive side effects can be valuable information.
However, discovering only a few subgroups is likely to miss this extreme subgroup.
A number of extensions of the CRE method can be possible. First, the CRE method maintains
the benefits that existing methods have, i.e., asymptotic normality and unbiasedness. If an existing
method can produce unbiased point estimates for τ(x) with valid confidence intervals, the CRE
method can also produce unbiased estimates for β with valid confidence intervals. Bayesian methods
such as BART or BCF can be also used, and it is empirically shown that they perform really well.
However, the validity of Bayesian inference such as constructing credible intervals remains as a
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future research question. Second, the discovery step of the CRE method can be considered as a
dimension reduction procedure. We used a set of decision rules as a basis, but it may be possible
to use other forms to characterize the treatment effect heterogeneity. Finally, we proposed an
approach for sensitivity analysis of unmeasured confounding bias based on the inverse probability
of treatment weighting estimator. A general approach for sensitivity analysis that can be compatible
with a larger class of estimation methods would be helpful. Future research is needed for developing
such sensitivity analysis.
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Online Appendix
Appendix A. Proofs
A.1. Proof of Theorem 1. By multiplying (X˜T X˜)−1X˜T on the both sides of model (6), we have
βˆ = β + (X˜T X˜)−1X˜Tν. From the assumptions, plim 1N
∑N
i=1 X˜
T
i X˜i = Q and plim
1
N
∑N
i=1 X˜
T
i νi =
plim 1N
∑N
i=1 X˜
T
i (i + ui) = 0. By Slutsky’s theorem, plim βˆ = β.
A.2. Proof of Theorem 2. To prove normality, we use the expression βˆ = β + (X˜T X˜)−1X˜Tν.
By rewriting this, we have N1/2(βˆ − β) = (N−1∑Ni=1 X˜Ti X˜i)−1 × N−1/2∑Ni=1 X˜Ti νi. From the
assumptions, we also have E(X˜Ti νi) = 0 and var(X˜Ti νi) = E(ν2i X˜Ti X˜i) < ∞. Then, by the central
limit theorem, N−1/2
∑N
i=1 X˜
T
i νi converges in distribution to N(0,Ω). By Slutsky’s theorem and
Cramer-Wold theorem, N1/2(βˆ − β) converges in distribution to N(0,Q−1ΩQ−1).
Appendix B. Comparison between BCF, BART, IPW, OR for rule discovery
As we discussed in Section 3, one of the attractive features of the CRE method is that we can
consider many approaches to estimate the individual treatment effect τi. Among many existing
methods, one approach to note is the inverse probability weighting (IPW) estimator
τˆ IPWi =
(
Zi
eˆ(Xi)
− 1− Zi
1− eˆ(Xi)
)
Yi (9)
where eˆ(Xi) is the estimate of the propensity score e(x) at Xi. The estimate eˆ(Xi) can be obtained
by fitting a logistic regression on (Zi,Xi). The estimator is validated based on the identification
result (2). Although τˆ IPWi is an unbiased estimator of τ(x) (i.e., E[τˆ IPWi |X = x] = τ(x)), the
transformed value τˆ IPWi can be highly fluctuating when eˆ(Xi) is close to 0 or 1. To avoid extreme
values of τˆ IPWi , we can instead use the stabilized version τˆ
SIPW
i (Hirano et al., 2003),
τˆSIPWi =

(
1
N
N∑
i=1
Zi
eˆ(Xi)
)−1
Zi
eˆ(Xi)
−
(
1
N
N∑
i=1
1− Zi
1− eˆ(Xi)
)−1
1− Zi
1− eˆ(Xi)
Yi. (10)
Although τˆ IPWi or τˆ
SIPW
i is enough to use as an estimate of τi, another approach of imputing
missing potential outcomes can be considered. Without estimating the propensity score, functions
for two potential outcomes, say m1(x) = E[Y |Z = 1,X = x] and m0(x) = E[Y |Z = 0,X = x],
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are estimated. Then missing potential outcomes are imputed by the estimated functions mˆ0 and
mˆ1. For instance, if Zi = 0, Yi(0) is observed as Yi and Yi(1) is imputed by mˆ1(Xi). The unit
level treatment effect can be estimated by either subtracting the observed outcome and imputed
counterfactual, i.e. τORi = Y
obs
i − (mˆ1(Xi) · (1−Zi) + mˆ0(Xi) ·Zi), or by subtracting the imputed
potential outcomes, i.e., τBARTi = mˆ1(Xi) − mˆ0(Xi). We refer to the former methodology as
outcome regression (OR) and to the latter as BART imputation (Hill, 2011). Indeed, we implement
both these methods for the estimation of the unit level treatment effect using the Bayesian Additive
Regression Tree (BART) algorithm (Chipman et al., 2010).
Here, we show that the BCF method for the estimation of τi has the better performance as
compared to other approaches discussed above. In order to evaluate the ability of discovering
decision rules, two factors are considered in line with similar simulations scenarios (Bargagli-Stoffi
et al., 2019): (1) how many rules are discovered and (2) among the discovered rules, how many
times true rules are captured. We implement the simulation scenario introduced in Subsection 3.2
with uncorrelated covariates, linear confounding and 2,000 data points. The obtained results are
depicted in Figure 5. The four different plots in this figure show the variation in the number of
correct rules (first row) and the number of detected rules (second row) as the effect size increases.
The plots in the first column depict the results in the case of two true causal rules, while in the
second column depict the results in the case of four true causal rules. In the case of two true
causal rules, BCF, BART and OR similarly perform with respect to their ability to identify the
true causal rules, while in the case of four true causal rules there is a clear advantage in using
BART/BCF over OR. Also, IPW consistently underperform in both the scenarios. With respect
to the number of rules detected, OR and IPW are more “conservative” (i.e., smaller number of
detected rules) while BART is less conservative. As BCF shows the best performance in terms of
correctly detected rules, while it detects consistently less rules than the others. Also, BCF requires
a lower computational cost than BART.
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Figure 5. Comparison between BCF, BART, IPW, OR for rules’ discovery. The
plots show the variation in the number of correct rules (first row) and the number
of detected rules (second row) as the effect size increases, in the cases of two true
rules (first column) and four true rules (second column).
Appendix C. Detailed simulation results
Figure 6 depicts the simulation results for two scenarios: two true rules (left panel) and four
true rules (right panel). We consider 100 simulated datasets for each effect size and we report
the average number of correctly discovered rules (CDR). We report the results for both N = 1000
(red solid line) and N = 2000 (red dashed line) data points. We find that in the scenario with
2,000 data points CRE-BCF is faster in discovering the actual rules. However, the difference in
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Figure 6. Average number of correctly discovered rules for CRE-BCF in the case
of two true rules (left panel) and four true rules (right panel).
not sizable as the performance of CRE-BCF is excellent also with the smaller sample size. Table
5 depicts the performance of CRE-BCF for the simulation scenario introduced in 5.1. We provide
both the average number of correctly discovered rules (CDR), the proportion of times when the
correct rules are discovered (pi) and the average number of discovered rules (DR). As the effect
size k increases CRE-BCF is always able to spot the true causal rules. Even for smaller effect
sizes that are not significantly different than the null effect, CRE performs well in the both cases.
In Appendix D, we run a series of simulations introducing additional variations in the correlation
between the covariates and the functional form of f(X). Here, it is worth highlighting that none of
these variations in the data generating process decreases the ability of CRE to correctly spot the
true underlying causal rules.
Appendix D. Additional simulations
In this section, we additionally consider correlation between covariates in X. Such correlations
were introduced to investigate whether or not correlated covariates negatively affect the ability
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Table 5. Performance of the CRE-BCF method in discovering the true underlying
causal rules
Linear Scenario
Two Rules Four Rules
1,000 2,000 1,000 2,000
k CDR pi DR CDR pi DR CDR pi DR CDR pi DR
0.1 0.03 0.00 6.53 0.04 0.01 6.41 0.15 0.01 6.54 0.25 0.01 6.57
0.2 0.05 0.01 6.54 0.22 0.05 6.73 0.33 0.04 6.51 1.06 0.14 6.88
0.3 0.13 0.02 6.50 0.55 0.15 6.57 0.92 0.09 6.66 2.18 0.35 6.82
0.4 0.34 0.09 6.54 0.92 0.33 6.60 1.86 0.29 7.04 2.96 0.48 7.55
0.5 0.64 0.17 6.64 1.43 0.61 6.82 2.67 0.40 7.44 3.62 0.83 7.68
0.6 1.05 0.42 6.59 1.86 0.90 6.80 3.03 0.56 7.48 3.76 0.83 7.66
0.7 1.37 0.59 6.84 1.99 0.99 6.67 3.48 0.71 7.59 3.84 0.89 7.60
0.8 1.89 0.90 6.61 2.00 1.00 6.65 3.64 0.79 7.61 3.92 0.94 7.51
0.9 1.96 0.96 6.77 2.00 1.00 6.66 3.71 0.82 7.66 3.94 0.95 7.39
1.0 1.99 0.99 6.68 2.00 1.00 6.55 3.93 0.96 7.71 3.97 0.97 7.35
1.1 1.98 0.98 6.79 2.00 1.00 6.51 3.90 0.92 7.51 3.97 0.98 7.24
1.2 1.99 0.99 6.63 2.00 1.00 6.36 3.93 0.95 7.62 3.94 0.96 6.88
1.3 2.00 1.00 6.65 2.00 1.00 6.67 3.97 0.97 7.64 3.94 0.94 6.68
1.4 2.00 1.00 6.76 2.00 1.00 6.30 3.98 0.98 7.59 3.96 0.96 6.82
1.5 2.00 1.00 6.65 2.00 1.00 6.31 3.92 0.95 7.38 3.88 0.89 6.52
1.6 2.00 1.00 6.65 2.00 1.00 6.29 3.95 0.95 7.18 3.94 0.94 6.23
1.7 2.00 1.00 6.61 2.00 1.00 6.26 3.93 0.93 7.16 3.93 0.93 6.04
1.8 2.00 1.00 6.47 2.00 1.00 6.01 3.90 0.90 7.16 3.96 0.96 6.01
1.9 2.00 1.00 6.50 2.00 1.00 6.03 3.95 0.95 6.94 3.85 0.85 5.84
2.0 2.00 1.00 6.24 2.00 1.00 5.93 3.93 0.93 6.90 3.96 0.97 5.84
of CRE-BCF to discover the true causal rules. It can be possible that CRE-BCF faces harder
times in correctly picking the variables that are responsible for the heterogeneous effects, as all the
variables are correlated with each other. Figure 7 depicts the simulation results with 0.3 correlation
in the case of 1000 data points and 2 and 4 true causal rules, respectively. This figure shows that
correlation does not affect the performance of CRE.
Moreover, we generate non-linearities in the confounding f(X). In particular, the data generating
process introduced in Section 3.2 is reworked as follows: y = y0 ·(1−zi)+y1 ·zi+exp{X1−X2 ·X3}.
This non-linear f(X) is introduced in order to check the robustness of the CRE-BCF model to non-
linear confounding. We can argue that, in many real-world applications, confounders can interact
with each other and can have non-linear associations with the output. Again, we generate two
different scenarios with 2 and 4 true causal rules and 1000 data points. Figure 8 shows that this
kind of non-linear confounding is not harmful, rather BCF can discover the true causal rules for
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small effect sizes. This is due to the fact that both BCF (Hahn et al., 2020) and CRE are able to
deal with non-linearities in a excellent way.
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Figure 7. Average number of correctly discovered rules for CRE-BCF in the case
of two true rules (left panel) and four true rules (right panel).
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Figure 8. Average number of correctly discovered rules for CRE-BCF in the case
of two true rules (left panel) and four true rules (right panel).
