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Abstract
We have revisited the mean-field treatment for the Blume-Capel model under
the presence of a discrete random magnetic field as introduced by Kaufman
and Kanner [1]. The magnetic field (H) versus temperature (T ) phase dia-
grams for given values of the crystal field D were recovered in accordance to
Kaufman and Kanner original work. However, our main goal in the present
work was to investigate the distinct structures of the crystal field versus
temperature phase diagrams as the random magnetic field is varied because
similar models have presented reentrant phenomenon due to randomness.
Following previous works we have classified the distinct phase diagrams ac-
cording to five different topologies. The topological structure of the phase
diagrams is maintained for both H−T and D−T cases. Although the phase
diagrams exhibit a richness of multicritical phenomena we did not found any
reentrant effect as have been seen in similar models.
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1. Introduction
Disordered magnetic systems represent a great challenge in condensed
matter physics since their properties are richer and more complex than their
pure, non-disordered, counterparts [2]. In particular, multicritical behavior
and reentrance phenomena in disordered magnetic systems have been the
subject of recent studies [3, 4, 5, 6, 7, 8, 9]. Due to both theoretical and ex-
perimental importance some attention has been devoted to models under the
presence of random fields [2, 10, 11]. Most of these studies have considered
the Blume-Capel (BC) model, proposed independently by Blume [12] and
Capel [13]. In the pure ferromagnetic case, the BC model is an extension
of the Ising model for spin-1 which takes into account the effect of a crystal
field. Its phase diagram presents both continuous and first-order transitions
lines merging at a tricritical point [14]. The experimental interest in this
model has increased as well and we can mention several studies on systems
as metallic alloys [15, 16, 17, 18], magnetic thin films [19], metamagnets as
Ni(NO3)2 [14], superconducting films [20], dysprosium aluminium garnet
[21], liquid crystals [22, 23] and others. The Blume-Capel model has been
studied by several different methods including mean-field theory [12, 13],
renormalization group calculations ([24] and references therein) and Monte
Carlo simulations [25, 26]. An interesting theoretical question is how the
phase diagrams are affected by the presence of quenched disorder [27, 28, 29].
Several authors have considered the effect of random crystal field adopting,
for this purpose, different approaches as well as different choices of the ran-
dom field distribution [30, 31, 32, 33, 34, 35, 36, 37, 38, 39]. In general, under
the presence of quenched randomness the phase diagrams present a rich be-
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havior with both continuous and coexistence lines, multicritical points and,
in some cases, reentrance effects. Recently, Salmon and Tapia [34] have stud-
ied the multicritical behavior in an infinite-range version of the BC model
with the inclusion of quenched disorder in the crystal field and presented
a classification of the possible phase diagrams according to their topology.
Some recent studies have considered the Blume-Capel model in random fields
[40, 41, 42]. As far as we know, the Blume-Capel model under a bimodal
±H random field were first obtained by Kaufman and Kanner [1]. They
obtained several H − T phase diagrams for different values of the crystal
field. Their phase diagrams do not present any reentrance effect. Thus, we
decided to revisit the Kaufman and Kanner results in order to investigate
the corresponding D (representing the uniform crystal field) versus T phase
diagrams for different values of H. For this purpose, we consider an infinite-
range version of the Blume-Capel model under a bimodal random field. The
resulting free energy density obtained by Kaufman and Kanner is recovered
in the thermodynamic limit. In addition to reproducing those results, we
have also obtained D − T phase diagrams for given values of H. Differently
from what has been observed in other disordered spin-1 models [9, 43, 44], no
reentrant behavior was found in the present case. The outline of this work
is organized as follows: In Section 2 we introduce Blume-Capel model under
a random magnetic field and present the basic equations. In Section 3 we
present our findings for the D − T phase diagrams. Finally, we summarize
our conclusions in Section 4.
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2. The model and basic equations
Let us consider the Blume-Capel model described by the Hamiltonian [1]
H = − J
2N
∑
(i,j)
SiSj + JD
∑
i
S2i − J
∑
i
HiSi, (1)
where the spin variables Si assume the values -1, 0 and +1 at each site, (i, j)
represents a sum over all distinct pairs of sites, J > 0 is the ferromagnetic
exchange interaction (the factor 1/N is to ensure the proper thermodynamic
limit). The local fields Hi are quenched, independent and identically dis-
tributed random variables which obey the bimodal distribution:
P (Hi) =
1
2
[δ(Hi −H) + δ(Hi +H)]. (2)
The free energy can be computed via the standard replica method [45]. In
the thermodynamic limit the free energy per spin, in unities of J , becomes
f =
1
2
m2 − 1
2
t ln
{
1 + 2e−d/t cosh [(m+ h)/t]
}
− 1
2
t ln
{
1 + 2e−d/t cosh [(m− h)/t]} . (3)
in which t = kBT/J , h = H/J and d = D/J . Since the free energy must be
a global minimum in terms of the average magnetization m, we have
m =
sinh[(m+ h)/t]
ed/t + 2 cosh[(m+ h)/t]
+
sinh[(m− h)/t]
ed/t + 2 cosh[(m− h)/t] . (4)
From equations (3) and (4) four phases are found at the ground state:
(a) ferromagnetic phase, with m ± 1, q = 〈S2〉 and f = d − 1/2; (b) non-
magnetic phase, in which m = 0, q = 0 and f = 0; (c) paramagnetic phase,
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with m = 0, q = 1 and f = d − h; (d) ferromagnetic-non-magnetic phase,
with m = ±1/2, q = 1/2 and f = (d− h− 1/2)/2.
Although we have made use of the replica approach the resulting free en-
ergy density is exactly the same as that obtained by Kaufman and Kanner,
and so their h − t phase diagrams are recovered. In accordance with recent
works [9, 34], we use the following notation to describe the structure of phase
diagrams in this work: continuous transition lines are represented by contin-
uous line; first-order transition lines are represented by dotted line; tricritical
point is represented by a black circle; ordered critical point is represented by
a black star; critical endpoint is represented by a black triangle and A5 point
is represented by a black square.
In order to determine critical lines and tricritical points, we make use of
a Landau-like expansion:
f(t, d;m) = A0 + A2m
2 + A4m
4 + A6m
6 + · · · . (5)
Using [1] the coefficients A2, A4 and A6 are given, respectively, by:
A2 =
J2
2!
[
1
J
+ w2u− w
]
, (6)
A4 =
J4
4!
[
6w4u2 − 12w3u+ w2(4u+ 3)− w] , (7)
A6 =
J6
6!
[120w6u3 − 360w5u2 + w4(120u2 + 270u)
− w3(150u+ 30) + w2(16u+ 15)− w],
(8)
where
u = tanh2(JH), (9)
6
w = 2e−JD cosh(JH)[1 + 2e−JD cosh(JH)]−1. (10)
The A4 coefficient given by eq. (7) differs slightly from Kaufman and
Kanner [1] results. In their paper, the a4 coefficient presented in eq. (7)
starts with 6w6u2 inside the bracket. However, this difference does not make
any change in the corresponding phase diagrams as long as we have analyzed.
The critical lines are obtained by imposing A2 = 0, while A4 > 0. Thus,
the critical boundaries are determined by an implicit equation given by
2 cosh(h/t)
ed/t + 2 cosh(h/t)
−
(
2 sinh(h/t)
ed/t + 2 cosh(h/t)
)2
= t, (11)
provided that A4 remains positive.
In order to obtain tricritical points we must impose the conditions
A2 = 0, A4 = 0, while A6 > 0.
If A6 also vanishes along with the simultaneous vanishing of A2 and A4
we could have a higher order multicritical point.
In the following section some representative d − t phase diagrams are
presented, for several values of h.
3. Phase Diagrams
The phase diagrams were obtained by numerically finding the global min-
imum of the free energy density given by Eq. (3). According to the discussion
above, the critical lines were analytically obtained in closed but implicit form,
and thus they can be evaluated numerically.
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In Figs. (1- 6) we present some representative d − t phase diagrams for
distinct values of h. These phase diagrams represent the possible topologies
which arise as parameter h is varied. For h = 0.25 we have a phase diagram
belonging to Topology I, as shown Fig. 1. This sort of phase diagram is
similar to the case of the Blume-Capel model in zero field: the ferromagnetic
phase is separated from paramagnetic one by a critical line for sufficiently
high temperature, whereas for low temperatures these two phase may coexist
along a first-order transition line. Those two lines merge at a tricritical point.
A typical case of Topology II occurs for h = 0.4 and is shown in Fig. 2.
For low temperatures, besides the coexistence line between the paramagnetic
and the ferromagnetic phases, we found another first-order transition line
separating two ordered phases, F1 and F2. That line ends at an ordered
critical point.
Fig. 3 displays an example of Topology III phase diagrams. For this kind
of topology we found three first-order transition lines, one of such lines in-
side the ordered phase region separating the ferromagnetic F1 and F2 phases.
Each of the other two first-order transition lines separating ferro and para-
magnetic phases ends at a tricritical point. These two tricritical points are
connected to each other by a ferromagnetic to paramagnetic critical line.
Inside the ordered phase the first-order transition line ends at an ordered
critical point.
A typical phase diagram representing Topology IV is shown in Fig. 4
for h = 0.493. For this case we have two tricritical points, one critical line
and four coexistence lines. Three of those coexistence lines merge together
at a A5 point (in fact there are two F1 phases corresponding to opposite
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magnetization and the same applies to F2 phases). For h = 0.493, Fig. 5
shows the interesting behavior of magnetization as a function of external
field d for some relevant values of temperature. For t = 0.10 (blue curve)
there are two first-order transitions: F1 − F2, then F2 - P. For t = 0.155
(black curve) there are three first-order transitions: F1 - P, then P - F2, and
finally F2 - P. For t= 0.20 (red curve) there is a first-order transition P - F2
followed by a continuous transition F2 - P. Finally, for h > 0.5 we have phase
diagrams belonging to Topology V, as is displayed in Fig. 6 for h = 0.75. In
that case we obtain two first-order transition lines, each of them separating
the ordered, ferromagnetic, phase from the paramagnetic one. Again, these
coexistence lines end at two distinct tricritical points which are connected by
a continuous transition line representing the critical bordering between the
paramagnetic and ferromagnetic phases.
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Figure 1: Phase diagram in plane d− t for h = 0.25 with a tricritical point (solid circle).
The dotted line represents first-order transitions whereas the solid one is a continuous
transition line.
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Figure 2: Phase diagram in plane d − t for h = 0.4 with a tricritical point (solid circle)
and an ordered critical point (solid star). The dotted lines represent first-order transitions
whereas the solid one is a continuous transition line.
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Figure 3: Phase diagram in plane d − t for h = 0.475, corresponding to Topology III,
displaying two tricritical points (solid circle) and an ordered critical point (solid star).
The dotted lines represent first-order transitions (coexistence of F1-F2, F1-P and F2-P
phases) whereas the solid one is a continuous transition line.
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Figure 4: Phase diagram in plane d − t for h = 0.493 with two tricritical points (solid
circles) and a A5 point (solid square), as 5 phases coexist: 1 paramagnetic, 2 ferromagnetic
(F1) and 2 ferromagnetic (F2). The dotted lines represent first-order transitions whereas
the solid one is a continuous transition line.
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Figure 5: Magnetization profiles for h=0.493 as a function of d for some values of temper-
ature: t=0.10 (blue curve), t=0.155 (black curve) and t= 0.20 (red curve).
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Figure 6: Phase diagram in plane d − t for h = 0.75 displaying two tricritical points
(solid circles), connected to each other by a critical (solid) line. The dotted lines represent
first-order transition lines.
15
4. Conclusions
In this paper we have revisited the mean-field analysis previously consid-
ered by Kaufman and Kanner for the Blume-Capel model under a bimodal
random field [1]. We have re-obtained their results and confirmed the struc-
ture of their random magnetic field versus temperature phase diagrams. In
recent studies much attention has been given to crystal field anisotropy versus
temperature phase diagrams for random spin-1 models, especially in connec-
tion to reentrant effects in the vicinity of tricritical points. Thus, we decided
to complement the work initiated by Kaufman and Kanner by investigating
the crystal field versus temperature phase diagrams for given values of the
random magnetic field. As has been reported in recent works, the obtained
phase diagrams were classified within five distinct topologies: (i) Topology
I, displaying both a continuous and a first-order transition lines, separating
the paramagnetic and ferromagnetic phases, with a tricritical point at the
merging of these two lines. (ii) Topology II, in which the paramagnetic phase
is separated from the ordered ferromagnetic phase as in the case of topol-
ogy I. However, we also find a first-order transition line inside the ordered
phase separating two distinct ferromagnetic phases F1 and F2. This coexis-
tence line ends at an ordered critical point. (iii) Topology III, displaying a
richer phase diagram in which the paramagnetic phase is separated from the
ordered one by both first-order and continuous transition lines with the ap-
pearance of two tricritical points. Within the ordered phase we also find F1
and F2 ferromagnetic phases coexisting along line which ends at an ordered
critical point. (iv) Topology IV, which displays a richer behavior with the
presence of first-order and continuous transition lines separating the ordered
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phase from the paramagnetic ones and the presence of two tricritical points.
We also find three distinct first-order transition lines meeting at an usual
A5 point and obeying to the 180o rule. (v) Finally, we have Topology V, in
which the ordered ferromagnetic phase is bounded by first-order lines at low
temperatures and by a continuous transition line at intermediate tempera-
tures. There is also two tricritical points at the meeting of first-order and
continuous transition lines. As in the case of the phase diagrams obtained by
Kaufman and Kanner [1], our findings indicate that no reentrant behavior
occurs in crystal field versus temperature phase diagrams.
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