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ABSTRACT
We present an extended analysis of the Submillimetre Common User Bolometer Array
(SCUBA) observations of the Hubble Deep Field (HDF), expanding the areal coverage of
the Hughes et al. study by a factor of ∼1.8 and containing at least three further sources in addi-
tion to the five in that study. We also announce the public release of the reduced data products.
The map is the deepest ever made in the submillimetre (submm), obtained in excellent con-
ditions (median 850-µm optical depth of 0.16). Two independent reductions were made, one
with SURF and the other with a wholly algorithmic IDL analysis which we present in detail here.
Of the three new sources, all appear to be at z  0.9 and one is provisionally associated with an
extremely red object (I − K > 5). There appears to be no significant cross-correlation signal
between the 850-µm fluctuations and sources detected by ISOCAM, the Very Large Array
(VLA) or Chandra, nor with very red objects (I − K > 4), nor quasars and quasar candidates
in the HDF (notwithstanding a small number of individual weak candidate detections). This
is consistent with interpretations where the 850-µm selected galaxies are at higher redshifts
than those currently probed by ISOCAM/VLA, and predominantly not Compton-thin active
galactic nuclei (AGN). There are only one or two compelling cases for the radio source being
the submm source. Nevertheless, most SCUBA-HDF point sources have a nearby radio source
apparently well-separated from the submm centroid.
Key words: surveys – galaxies: evolution – galaxies: formation – galaxies: starburst – cos-
mology: observations – infrared: galaxies.
1 I N T RO D U C T I O N
Submillimetre (submm) blank-field surveys represent a major time
investment on the James Clerk Maxwell Telescope (JCMT; e.g.
Barger, Cowie & Sanders 1999a; Barger et al. 1999c; Lilly et al.
1999a,b; Eales et al. 1999, 2000; Fox et al. 2002; Scott et al. 2002),
and will arguably be among the most important extragalactic surveys
of the coming decade. Lensing cluster surveys (e.g. Smail, Ivison
& Blain 1997) demonstrated early on the feasibility of submm sur-
veys with Submillimetre Common User Bolometer Array (SCUBA)
E-mail: sbgs@star.ukc.ac.uk
(Holland et al. 1999) on the JCMT, and the extremely deep integra-
tion in the HDF by ourselves (Hughes et al. 1998) showed that
submm surveys are also feasible in blank fields. A total of 50 h were
spent in the HDF, and the central 90-arcsec radius portion of this
data has already been presented in Hughes et al. (1998); here we
present the results from the remainder of the map, extending sub-
stantially into the Hubble Flanking Fields (HFF), and announce the
public release of the reduced data products.
This paper is structured as follows. In Section 2 we review
the observing strategy and data acquisition; Section 3 discusses
our data reduction algorithms and considers the source astrometry
and flux calibration uncertainties (Section 3.2). Section 4 presents
the results of our reductions, discusses the possibility of spatially
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correlated noise (Section 4.1), and presents a discussion of the source
extraction (Section 4.3). Details of the data products in public re-
lease are presented in Section 4.4. In Section 5 we cross-identify
our point sources with HDF/HFF, ISO, Chandra and VLA sources,
and discuss the ambiguities with identifications of submm survey
point sources. We also attempt to obtain statistical submm detec-
tions of sources not detected individually. Finally, in Section 6 we
summarize our results.
2 DATA AC QU I S I T I O N
Details of the observations were presented in Hughes et al. (1998);
we summarize the main points here. We observed the HDF with
the SCUBA at the JCMT. We used the 64-point jiggle pattern to
obtain Nyquist sampled images at both 450 and 850-µm. We took
a total of 88 ∼ 1 h integrations on the HDF. The chop throw was
set to 30 arcsec for ∼48 h, and the remainder was spent using a
chop throw of 45 arcsec. This observational strategy was intended
as an experiment in minimizing the sky fluctuation noise, but in
retrospect it was fortunate because it gives powerful deconvolution
constraints (Hughes et al. 1998). There was a bug in the telescope
chop tracking software at the time, to the effect that the position
angle of the chop varied throughout each integration, though the
variation has since been quantified and its cause is well-understood.
The resulting effective point spread function for the combined chop
throws is plotted in Fig. 1.
Of the 130 SCUBA-HDF demodulated data sets, only one (UT
date 19980211 run 59) was affected by the astrometric shift caused
by the clock error on the acquisition computer (Jenness 2000). This
data set has a pointing shift of 24 arcsec (possibly indicating a ro-
tation error rather than clock shift), and has been excluded from
the analysis below. The maximum offset for the remaining 129 de-
modulated data files is only 0.08 arcsec. Of the 265 calibration
observations, six have shifts >1 arcsec (19980115 run 115, and
19980116 runs 66–68, 75, 76). These were excluded from the astro-
metric calibration below. The remaining calibrators all have shifts
<0.13 arcsec.
The integration time per point decreases rapidly towards the pe-
riphery of the field: Fig. 2 shows the integration time as a function
of position for the long wavelength detector array.
3 DATA A NA LY S I S
3.1 Reduction algorithms
We made our reductions using SURF v1.2, the details of which are
discussed in Hughes et al. (1998). In parallel we also reduced the data
using a specially written pipeline in the commercial INTERACTIVE
Figure 1. Effective PSF at 850-µm for the combined 30- and 45-arcsec
chop throw data. Positive contours are in steps of 0.2 of the maximum,
starting at 0.2. Negative contours (dashed) are in steps of −0.1 starting at
−0.1. North is up, and east to the left. The effect of the chop tracking bug is
included.
Figure 2. Integration time per 14.5-arcsec FWHM beam at 850 µm for the
SCUBA-HDF. Note the steep sides and flat top. This figure is available in
colour in the on-line version of the journal on Synergy.
DATA LANGUAGE (IDL) package, discussed briefly in Hughes et al.
(1998). In this subsection we describe the pipeline more fully.
The IDL pipeline made a first-order fit to the two-dimensional sky
background gradient before the combination of the nods. Combin-
ing the fit-subtracted nods gave a modest signal-to-noise ratio im-
provement of ∼5 per cent. Bolometer astrometry was obtained using
the SCUBA2MEM routine developed by T. Jenness. The factory flat
field was used, as in the SURF reduction. Extinction corrections
for each bolometer were determined according to the current best
practice (Archibald, Wagg & Jenness 2000) of using the smoothed
Caltech Submillimeter Observatory (CSO) 225 GHz optical depths
where available in conjunction with canonical conversions, or
850-µm skydips to estimate the optical depths at 850 and 450 µm
where the 225-GHz data are not available. This method of extinc-
tion correction has become standard practice in later versions of
SURF but was not used in the Hughes et al. (1998) analysis. We used
a sixth-order polynomial fit to the archival 225-GHz data to model
the short time-scale variations, but used the skydips where less than
seven reliable CSO measurements are available within ±1 h of each
observation.
Further differences between the SURF and IDL reduction algorithms
are in the bolometer deglitching and sky subtraction. In the SURF re-
duction, noisy bolometers were identified and eliminated by hand,
and an instantaneous sky level to be subtracted from the beam-
switched data was determined from either a median level or from
interactively-chosen bolometers. SURF also has the facility for time-
line despiking. In the IDL pipeline, the approach was instead to it-
erate on the following procedure: (i) make noise estimates for each
bolometer in 128-readout groups from Gaussian fits to the readout
histograms; (ii) perform an N − σ clip deglitching using these time-
dependent noise estimates; (iii) determine and subtract a zero-point
modal sky level in each readout from a fit to the readout histograms
of all bolometers in the array. In other words, each iteration makes
a temporal noise estimate and deglitching, followed by a spatial sky
subtraction. Each iteration performs successively harder deglitching
cuts. Noisy bolometers are not eliminated by hand, but are instead
automatically assigned a low inverse variance weight. This algo-
rithm is not affected by the presence of sources, since there are no
sources in the HDF field bright enough to be detected significantly
in any single jiggle map, let alone readout. However, the same is not
true of the calibrators. For finding glitches and determining noise
levels in these, a timeline without object signal was constructed by
subtracting the mean of the immediately previous and subsequent
readouts from each readout. Our noise estimation is very different in
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Submm observations of the HDF and Flanking Fields 889
philosophy and practice to (e.g.) the Canada–UK survey (e.g. Eales
et al. 1999, 2000).
The final maps were constructed using an optimal noise-weighted
drizzling algorithm (see Fruchter & Hook 1997), with the footprint
set to 1 arcsec2. (SURF also offers noise weighted mosaicing in the
REBIN mosaicing routine, developed for the Hughes et al. 1998 HDF
analysis, though the noise is estimated by a different algorithm.)
In any square-arcsec pixel, the flux is the noise-weighted average
of the bolometer readouts at that position. As discussed above, the
noise for each bolometer readout had been estimated from Gaussian
fits to the readout histograms. The noise map was constructed in a
similar fashion, with each pixel containing the formal error on the
noise weighted average [i.e.
√
(1/σ 2)]. By the central limit theo-
rum the noise statistics in our final map (as indeed in the REBINned
equivalent) should be approximately Gaussian.
The 1-arcsec footprint maps are an attempt to represent the detec-
tors’ views of the sky at each position. However the signal-to-noise
per pixel is very low because the bolometers have been interleaved
as far as possible rather than coadded, and no smoothing has yet been
applied. For example, convolution with the point spread function is
a very common method of extracting point sources (e.g. Eales et al.
1999, 2000, in the context of extragalactic submm surveys) and is
an optimal point source filter in the case of uniform noise. Here we
discuss the non-uniform noise case.
To search for sources in the 450-µm maps, we minimized the chi-
squared of a Gaussian point spread function (PSF) fit with the instru-
mental full width at half maximum (FWHM; 7 arcsec at 450 µm)
at every position. This can be expressed as a convolution: if S is the
image signal, P the PSF and W the reciprocal of the image variance,
then the best-fitting flux F is given by:
F = (SW ) ⊗ P
W ⊗ P2 (1)
where ⊗ denotes a convolution. The error on this best-fitting flux is
given by:
(	F)2 = 1
W ⊗ P2 (2)
(These relations are derived in the appendix.) Setting a threshold in
the F/	F map is formally optimal as a source extraction algorithm.
Note that the F/	F map is not at all optimal for spatial resolution –
in fact we have gained as much point-source sensitivity as possible at
the expense of spatial resolution in creating this map. Nevertheless,
the centroids of the point sources are as accurately determined as
possible in these maps. Because our sources are not expected to be
resolved or confused at 450µm, the loss of spatial resolution is of no
consequence. This algorithm has also been applied to our ongoing
wide-area 850-µm, 8-mJy survey (Scott et al. 2002).
Extraction of sources in the 850-µm map is more difficult, as the
noise-weighted PSF convolution is only optimal if there are typi-
cally 1 source per beam. This does not hold for the centre of the
850-µm map (though the relative noise contribution of source con-
fusion drops strongly outside the area considered by Hughes et al.
1998). Instead we place model point sources at observed peaks,
and by simultaneously varying their fluxes we minimize the total
χ 2 of the map. Positions for these peaks were determined from the
peaks in a noise-weighted convolution, though we also tried using
the Hughes et al. (1998) CLEANed positions.
3.2 Calibration
In a beam map of Uranus taken during the run, the positions in the
short and long arrays agreed to better than one arcsec. CRL618,
IRC+10216 and OH231.8 typically showed a slight (∼2 arcsec)
shift between 450- and 850-µm positions, assumed intrinsic to the
source. The 850-µm position of CRL618 agrees with the corre-
sponding NVSS (NRAO VLA Sky Survey) position (accurate to
only 5.7 × 3.8 arcsec2, Condon & Kaplan 1998), though the 450-µm
position lies just outside the 1σ VLA error box. The JCMT point-
ing grid is believed accurate to around 1 arcsec. The jiggle map
1.3-mm interferometric position determined by ourselves and others
(Downes et al. 1999) is offset from our position of the brightest 850-
µm source by 2.5 arcsec. This is a roughly 3σ discrepancy with the
position published in Hughes et al. (1998) if we use ±θFWHM/(2 ×
S/N ) as the astrometric uncertainty (where θFWHM is the beam
FWHM, and S and N are the signal and noise, respectively), but
it may be made consistent if the noise N includes a roughly equal
confusion noise term added in quadrature (Hogg 2001), and/or a
systematic error of the order of 1 arcsec in the JCMT pointing grid
solution. Such a systematic could exist at the ∼ arcsec level in some
parts of the azimuth–elevation plane and be consistent with existing
inclinometry and pointing checks.
Flux calibration was obtained from planets and from CRL618,
OH231.8 and IRC+10216. Using the peak flux of point sources in
the 1-arcsec drizzling footprint, IDL maps yield flux conversion fac-
tors of 223 ± 15 Jy V−1 at 850µm and 618 ± 115 Jy V−1 at 450µm,
where the errors have been estimated from the variance among the
calibrators. These values are consistent with the advertised conver-
sions valid at the time for the narrow-band filters.
4 R E S U LT S
4.1 Spatially correlated noise
The raw images with noise-weighted PSF convolutions are shown in
Fig. 3. The minimum noise level in the combined 30- and 45-arcsec
maps is 0.39 mJy beam−1, using a 14.5-arcsec FWHM Gaussian
beam. Using the full beam profile (i.e. including the negative side-
lobes) improves this by approximately √2/3. It is possible that some
of the fluctuations in these images are spatially correlated, due to
e.g. unsubtracted structure in the (terrestrial) sky background. In
order to quantify the level of this effect, we made a further parallel
IDL reduction, with the astrometry of the jiggle maps intentionally
corrupted with arbitrary nπ/3 rotations and/or reflections, and the
offsets of the jiggle pattern reversed. Zero rotations were excluded.
In mosaicing the jiggle maps to a final coadded image, a further
arbitrary nπ/2 reflection and/or rotation was added. Photometry
observations were excluded from these mosaics, because the pho-
tometry targets lie on the invariant point of the rotations – i.e. the
photometry observations are designed to have a bright source at the
centre, so rotating the jiggle map around its centre would not smear
out the source. These transformations will have the effect of smear-
ing out genuine extragalactic sky structure, while preserving the
noise level due to short-term terrestrial sky fluctuations. These cor-
rupted maps therefore place an upper limit on the level of spatially
correlated noise. No point sources were evident in these corrupted
maps to a level of 4σ . We measured the 1σ fluctuations by itera-
tive Gaussian fits to the main part of the maps, and found the flipped
maps to have almost exactly the same noise level (∼1 per cent higher
in the flipped map). As a further comparison, randomizing the in-
dividual bolometer astrometry yields an estimate of the spatially
uncorrelated component, which gave a 1σ noise ∼1 per cent lower
than the uncorrupted data, implying the noise is spatially uncorre-
lated to high precision. The fluctuation histograms for the 30-arcsec
chop-throw maps are shown in Fig. 4; note the Gaussian nature of
the corrupted maps.
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Figure 3. SCUBA images of the HDF prior to deconvolution. The 1-arcsec drizzling footprint images have been convolved with the positive part of the
instrumental PSF, using the noise-weighted convolutions given in equations (1) and (2) with P set to a Gaussian with FWHM of 14.5 arcsec at 850 µm and
7 arcsec at 450 µm. Note that the maps are not fully sampled at the edges. North is up, east to the left, and white indicates high flux values. This figure is
available in colour in the on-line version of the journal on Synergy.
Figure 4. Fluctuation histograms for the 30-arcsec chop throw corrupted map (left), randomised map (centre), and the original 30-arcsec chop SCUBA-HDF
map, all after a noise-weighted convolution with a 7.25 arcsec FWHM Gaussian (half the width of the JCMT primary beam). Iterative Gaussian fits were made
to the histograms, rejecting outlying points, and are overplotted on the figure. The means are consistent with zero and the variances with unity, as expected.
This figure is available in colour in the on-line version of the journal on Synergy.
4.2 Cirrus noise
How much of the fluctuations in the SCUBA-HDF maps (Fig. 3) is
due to cirrus noise? To estimate this, we need to know the power
spectrum of cirrus fluctuations on scales down to the beam size. The
power spectrum is observed to have a steep k−3 slope from the largest
spatial scales probed by DIRBE (Wright 1998) to arcmin scales
probed by IRAS and ISOPHOT (Gautier et al. 1992; Herbstmeier
et al. 1998; Lagache & Puget 2000). On subarcmin scales, the cirrus
structure traced by extinction measured by ISOCAM (Abergel et al.
1999) continues the k−3 dependence to ∼6 arcsec scales, so that no
characteristic scale has yet been detected for cirrus fluctuations.
Using the models of Gautier et al. (1992) with a k−3 power-law
power spectrum at all scales, we obtain the following expression for
the rms 850-µm cirrus fluctuations with a 45-arcsec chop throw:
σ850µm (µJy)  5I 3/2100 , (3)
where the cirrus 100-µm background level I100 is given in MJy sr−1,
σ 850µm is in µJy and we have assumed I 100/I 850 = 14.2 (Lagache
et al. 1999). Using k−2.6 or k−3.8 power spectra (the range spanned
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Submm observations of the HDF and Flanking Fields 891
by the Gautier et al. models) modifies the numerical coefficient to
approximately 11 or 1, respectively. Using a chop throw of 30 arcsec
reduces the cirrus noise by ∼30–60 per cent. Together with the ×2
uncertainty in the power spectrum normalization (corresponding to√
2 uncertainty in the rms noise), this expression should be correct
to around an order of magnitude.
The IRAS Sky Survey Atlas (ISSA) gives an estimate of the I100
background in the HDF area. This obtains 0.25 ± 0.07 mJy sr−1
in a 30 × 30 arcmin2 area centred on the HDF, consistent with
the (4-arcmin resolution) ISSA measurement at the HDF position
itself of 0.331 MJy sr−1. Neither value has been corrected for ex-
tragalactic background light contribution. These values are never-
theless slightly lower than the Schlegel, Finkbeiner & Davis (1998)
estimate of 0.61 MJy sr−1.
In either case, the cirrus fluctuations at 850 µm are negligible on
the scale of the beam, and it can be similarly shown that the same
applies at all submm wavelengths for all current and future planned
extragalactic submm surveys on the beam scales, and on all scales in
our SCUBA-HDF map according to the Gautier et al. models (e.g.
Blain 1999).
4.3 Source extraction
4.3.1 Extraction algorithm
The 850-µm map is close to the formal confusion limit (one source
per 25–40 beams), so we cannot extract sources by simply convolv-
ing with the beam. Instead, in Hughes et al. (1998) we iteratively
extracted sources using the CLEAN algorithm. Using numerical simu-
lations we found that point sources were distinguishable from blends
and confusion noise peaks by the fact that they appear at around the
same position in both chop-throw maps. Thus the number of claimed
point sources in Hughes et al. (1998) is much lower than the number
of distinct peaks found in the map. (Of course, this is not to say that
none of the remaining peaks are real.)
Our approach here differs from the Hughes et al. (1998) analysis.
Using the noise-weighted convolution peaks as a starting point, we
make a simultaneous fit to both the chop-throw maps. We simul-
taneously vary the fluxes (but not positions) of the point sources
and obtain a solution minimizing the total χ2. This procedure also
naturally yields a signal-to-noise ratio for each recovered source.
This minimization is discussed in more detail in Scott et al. (2002).
Flux boosting caused by point sources blending with neighbouring
Table 1. Sources from the 850-µm map of the HDF. The quoted 450-µm fluxes are the values at the quoted positions in the noise-
weighted, beam-convolved 450-µm map. HDF 850.3 is included for consistency with the Hughes et al. (1998) paper, though it formally
fails our revised source extraction algorithm. a: these two sources were detected as a single, blended source in the extraction algorithm.
We have adopted the deconvolution of Hughes et al. (1998) to deblend these sources, and divided the total flux between the two according
to the Hughes et al. ratio. The quoted signal-to-noise ratio is for the combined source. HDF 850.7 lies on the edge of the 850-µm map
and is not covered by the 450-µm image.
Name Position (J2000) S850 (mJy) S/N at S450 (mJy)
850 µm
HDF 850.1 12 36 52.22 +62 12 26.5 5.6 ± 0.4 15.3 2.1 ± 4.1
HDF 850.2 12 36 56.50 +62 12 03.5 3.5 ± 0.5 7.6 14.1 ± 5.5
(HDF 850.3) 12 36 44.35 +62 13 07.5 1.0 ± 0.5 2.1 5.9 ± 4.3
HDF 850.4 12 36 50.37 +62 13 15.9 1.1 ± 0.2a 1.3 ± 4.0} 5.1∗HDF 850.5 12 36 51.98 +62 13 19.2 1.0 ± 0.2a 0.6 ± 4.0
HDF 850.6 12 37 01.21 +62 11 45.3 6.4 ± 1.7 3.8 −24 ± 54
HDF 850.7 12 36 35.20 +62 12 42.4 5.5 ± 1.5 3.7 N/A
HDF 850.8 12 36 53.07 +62 13 54.5 1.7 ± 0.5 3.5 −5.8 ± 5.7
sources (i.e. boosting connected to confusion noise) is a possibility
in our map (e.g. Eales et al. 2000; Scott et al. 2002; Borys et al. 2002),
but one which depends on the clustering properties of the sources
in question (e.g. Peacock et al. 2000). To avoid the source list being
overly dependent on simulation assumptions, we only quote fluxes
uncorrected by boosting in this paper.
4.3.2 Comparison with Hughes et al. 1998
The results of this analysis are in general in excellent agreement
with the analysis presented in Hughes et al. (1998), though certain
subtle differences are worth noting. First, our flux conversion factor
is slightly different to that used in Hughes et al. (1998), resulting
in a slightly lower flux for the brightest source. Secondly, the close
pair of sources HDF 850.4 and HDF 850.5 were not deblended in
this algorithm, although the combined ‘source’ is clearly extended.
Our CLEAN algorithm is more effective at deblending such pairs, so
we adopt the flux ratio given in Hughes et al. (1998) for these two
sources. The χ 2 map using the sources at the CLEAN-deconvolved
positions does not show obvious areas of poor fit. However, we
caution that the map shows hints of a more complicated structure
here. Thirdly, HDF 850.3 appears rather fainter in the 45-arcsec
chop-throw map, so that it would fail the strict confirmation crite-
rion used in Hughes et al. (1998). This particular source flux ap-
pears to be rather sensitive to the algorithm used to mosaic the map.
The 1998 IDL analysis used a circular drizzling footprint of the same
size as the bolometers, and the SURF map used the SURF REBIN task.
The source appears in these to lie on a ridge of extended emission
in these maps, which pushes it over the threshold. However, in the
current reduction, which uses the 1-arcsec drizzling footprint, con-
volved with the beam, the ridge is less pronounced and the source
drops below the threshold to 2.1σ . The fact that the mosaicing and
not the reduction is the key difference is confirmed by mosaicing
the original 1998 SURF reduction with the current 1 arcsec drizzling
footprint method: we again find the source below the threshold. In
Table 1 we list the confirmed point sources found in both maps, with
HDF 850.3 in brackets for this reason.
4.3.3 Reliability and completeness
We tested our reliability and completeness by performing the source
extraction on simulated maps. False positives were defined as
sources extracted from the maps where no single simulated source
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892 S. Serjeant et al.
Figure 5. Reliability for the source extraction algorithm. Extracted sources
were considered genuine if a simulated source lay within the beam and
contributed at least 50 per cent of the observed flux.
within the beam contributes >50 per cent of the flux. Simulated
sources were treated as missing if there was no extracted source
within the beam with a flux within a factor of 2 of the simulated
flux. We tried our source extraction using peaks from the maps con-
volved with a 14.5-arcsec beam, a 7.5-arcsec beam and a 5-arcsec
beam. The results are shown in Fig. 5 In this figure, sources are
considered genuine if any single simulated source within the beam
contributes >50 per cent of the observed flux. The reliability is de-
fined as the fraction of extracted sources which pass this criteria for
being genuine.
The results indicate that basing our fits on the peaks in the 14.5-
arcsec map give the highest completeness and reliability, but unless
the signal-to-noise ratio cut is very high both only reach ∼80 per
cent. This reliability implies that of the 7 sources we extracted by
this method, we expect 1.4 on average to be a blend. This agrees
well with the fact that HDF 850.4 and HDF 850.5 from Hughes
et al. (1998) are extracted as a single source, albeit extended. We
adopt the CLEAN deconvolution from Hughes et al. (1998) to divide
the flux for this source between the two. Nevertheless, we cannot
exclude the possibility that our source list is entirely free of further
blends.
No negative point sources were detected that were not associated
with sidelobes of the positive sources.
4.3.4 Additional sources and structure in the map
The point sources selected for this χ2 fitting were selected from the
area covered by both the 30- and 45-arcsec chop data, because a
simultaneous fit to both maps is intrinsic to our algorithm. How-
ever, one further source (HDF 850.6) would pass the source extrac-
tion threshold if we require fitting in either map on its own. This
source is just outside the area covered by the 45-arcsec chop-throw
map and no useful limits can be obtained at its position from either
450-µm map. The 30-arcsec chop-throw map is only just fully sam-
pled at this position. The source is on the periphery of the map where
the effects of confusion are much less dominant, and the source is
also identified in Section 5 with a VLA source and an extremely red
galaxy. The VLA position is 2.8 arcsec from the SCUBA centroid,
and the shift is in the opposite sense to the shift between the Downes
et al. (1999) IRAM position of HDF 850.1 and the Hughes et al.
(1998) SCUBA position of the same source. We therefore include
this source in Table 1.
There is plenty of evidence for point sources outside the area
of the map. For example, there is a ∼3σ feature in the vicinity of
12h36m44s+62◦14′20′′ in both chop-throw maps, although the best-
fitting centroid is several arcsec to the north off the edge of both
maps. There is also an apparent trough of negative emission to the
south-west of the brightest source, seen in both chop throws. We
carefully examined the individual jiggle maps to test whether this is
due to an incorrectly weighted noisy bolometer precessing around
the jiggle map centre as each night’s observations progressed. We
found no evidence for such an effect in the individual jiggle maps (all
of which appear to have Gaussian signal-to-noise ratio histograms
with unit variance); the apparent trough only appears in the coadded
maps. This effect cannot be a Sunyaev–Zel’dovich decrement (λ <
1.4 mm) but can be attributed to confusion noise from the unresolved
point sources (recall the negative sidelobes of the beam). This serves
to highlight the fact that our map contains much more information
than the point sources extracted above.
In Fig. 6 we show what amounts to a CLEAN reconstruction of
our 850-µm map. The point sources in Table 1 were first subtracted
from each chop-throw map using the theoretical PSF incorporating
the SCUBA chop tracking bug. We coadded the 30- and 45-arcsec
chop residual maps, and then convolved this combined residual map
with a 7.5-arcsec FWHM Gaussian beam. Finally, we added 14.5-
arcsec FWHM Gaussian beams to the convolved residual map at the
positions of these sources, with
√
3/2× the peak flux of the original
point sources, which approximates to the signal-to-noise ratio gain
in using the sidelobes. Thus, we effectively turn an [−0.5, 1, −0.5]
beam into simply [√3/2].
4.3.5 450-µm sources
No sources were detected in the 450-µm maps to a typical 4σ per
beam depth of around 15 mJy, using a search for peaks in the
noise-weighted convolved images. The 450-µm fluxes at the po-
sitions of our 850-µm sources are listed in Table 1. If the hint of a
450-µm detection of HDF 850.2 is real, this would place it at
(1 + z)/(T /40K ) = 2.0–5.1.
Figure 6. Deconvolved 850-µm signal-to-noise map of the HDF. North is
up and east to the left. Note that the edges of the map are not fully sampled.
This figure is available in colour in the on-line version of the journal on
Synergy.
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Submm observations of the HDF and Flanking Fields 893
Figure 7. I814 band postage stamp images for the eight SCUBA sources from Table 1. The circle in the centre of each image is the nominal 1σ error circle
for the SCUBA source, with radius equal to θFWHM/2 (S/N ), where θFWHM = 14.7 arcsec is the FWHM of the beam at 850 µm and S/N is the signal-to-noise
ratio of the source detection, taken from Table 1. (Note that we show in Section 5.1 that confusion leads this to underestimate the true astrometric uncertainties.)
Also marked are the names of optical galaxies (from the catalogue of Williams et al. 1996 for HDF 850.1, HDF 850.3, HDF 850.4, HDF 850.5 and HDF 850.8,
and that of Barger et al. 1999b for HDF 850.2, HDF 850.6 and HDF 850.7, the locations of VLA sources from Richards 2000), and Chandra sources from
Brandt et al. (2001).
4.4 Data release
We announce the public release of the reduced data to the com-
munity. These are available at http://astro.ic.ac.uk/elais/scuba
public.html, or on request from the authors. As well as the source
lists quoted in this paper, the signal, noise and signal-to-noise ratio
maps at both wavelengths are available, for each chop throw sep-
arately and combined. Noise-weighted point source convolutions
are available for a variety of PSF widths. In addition, the parallel
reductions with intentionally corrupted astrometry which quantify
the level of spatially correlated noise are also released as an IDL
saved set. We are also releasing the SURF-reduced products from our
Hughes et al. (1998) analysis.
5 A S S O C I AT I O N S
In this section we discuss the association of the eight sources in
Table 1 with objects detected in surveys of the HDF/HFF region un-
dertaken in other wavebands; namely the optical surveys of Williams
et al. (1996) and Barger et al. (1999b), the radio survey of Richards
(2000) and the X-ray survey of Brandt et al. (2001).
In Fig. 7 we present postage stamp images of the eight SCUBA
sources from Table 1. At the centre of each postage stamp we overlay,
on an I814-band HDF or HFF image from Williams et al. (1996), the
nominal 1σ positional error circle for the SCUBA source, with a
radius given by the conventional formula of θFWHM/2 (S/N ), where
θFWHM = 14.7 arcsec is the FWHM of the beam at 850µm and S/N is
the signal-to-noise ratio of the source detection, taken from Table 1.
We note the names of nearby optical objects, from the catalogue of
Williams et al. (1996) for the five sources (HDF 850.1, HDF 850.3,
HDF 850.4, HDF 850.5, and HDF 850.8) within the HDF and from
that of Barger et al. (1999b) for the three HFF sources (HDF 850.2,
HDF 850.6 and HDF 850.7), and also mark the positions of VLA
sources from Richards (2000) and Chandra sources from Brandt
et al. (2001).
5.1 Possible SCUBA–VLA associations
One striking feature of this figure is that five out of the eight sources
lie within ∼6 arcsec of a VLA source (three of which are also
included in the deep Chandra catalogue of Brandt et al. 2001) which
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Figure 7a – Continued
is a highly unlikely, chance occurrence, given the low surface density
of VLA objects on the sky. To quantify this, we may compute the
probability P0 =1− exp(−πNd2) that the nearest object drawn from
an unclustered population of surface density N (such as VLA objects
at least as bright as the putative radio counterpart of the SCUBA
source) should lie no further than d from the SCUBA source position
under the assumption that the SCUBA and VLA source populations
are uncorrelated. For the potential SCUBA–VLA associations with
this set of five sources (HDF 850.1, HDF 850.2, HDF 850.4, HDF
850.6 and HDF 850.7) the P0 values so computed are 0.05, 0.03,
0.04, 0.01 and 0.01, respectively.
Similarly, Richards (1999) noted that as many as four of the five
SCUBA-HDF sources from Hughes et al. (1998) could be identified
with VLA sources from the 1.4- and 8.5-GHz catalogues of Richards
et al. (1998) if the true positional errors in SCUBA source positions
were significantly in excess of the nominal θFWHM/2 (S/N ) values.
On the basis of associations between VLA J123656+621207 and
HDF 850.1, and between VLA J123649+621313 and HDF 850.4,
he advocated that the native SCUBA coordinate frame of Hughes
et al. (1998) be shifted 4.8 arcsec to the west and 3.8 arcsec to the
south. However, applying this offset has the effect of moving the two
SCUBA sources that were initially the closest to their putative VLA
identification much further from them: HDF 850.2 and HDF 850.6
are 4.2 and 2.9 arcsec, respectively, away from their nearest VLA
source in the native SCUBA reference frame, but are both ∼9 arcsec
away once the shift advocated by Richards (1999) is applied, because
their positions in Table 1 are already to the south and west of their
supposed radio counterparts. In fact, no translation or rotation of
coordinate frames can produce a good match between the positions
of HDF 850.1, HDF 850.2, HDF 850.4, HDF 850.6 and HDF 850.7
and all five of their respective possible radio counterparts, suggesting
that there is not a systematic error in the native SCUBA coordinate
frame of the sort deduced by Richards (1999) on the basis of the
proximity of radio and submillimetre sources in the HDF.
Another possibility is that the confusion noise in the submm map
has significantly affected the positions of the sources we extracted
from it, so we tested this using simulations. We selected six loca-
tions in the map well away from the locations of our eight detected
sources, and defined at each a 5 × 5 square grid of positions, with
6-arcsec separation between adjacent rows/columns. Then, one at a
time, we placed a simulated source into the map at a grid position,
and ran our source extraction routine on the resulting map, noting
the displacement between the extracted source position and its in-
put location. This process was repeated for simulated sources of a
range of 850-µm fluxes, so that we could measure how the effect of
confusion noise varied with the signal-to-noise ratio of the source
detection. The results of this procedure are summarized by Fig. 8
which plots the mean and median values of the distance between
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Figure 8. The effect of confusion noise on the positions of sources extracted
from our 850-µm map. The solid (dashed) line shows the mean (median)
value of the distance between input and output source positions, as a function
of the input flux of the simulated source.
input and output source positions, as a function of the input flux
of the simulated source. Assuming that there are no systematic dif-
ferences between the input and output fluxes, we may then use our
simulation results to estimate, for each of the five sources with pu-
tative radio counterparts, the probability that confusion noise could
produce a positional offset as large as that required to reconcile the
distance between the SCUBA and VLA positions. We find that, for
HDF 850.1, HDF 850.2, HDF 850.4, HDF 850.6 and HDF 850.7, the
SCUBA–VLA offset corresponds to the 97th, 86th, 44th, 91st and
95th percentiles, respectively, of the distribution of displacements
produced by confusion at the relevant flux level.
It is perhaps conceivable that by avoiding bright sources in the
map, our simulated sources will have suppressed confusion noise (if
the clustering of the point sources is sufficiently strong). Indeed, the
simulations of Eales et al. (2000) find large astrometric shifts, al-
beit with very different mapping and source extraction algorithms.
It is worth noting that the pointing solution of the JCMT has oc-
casionally required revising with the appearance and discovery of
new systematics (e.g. pointing shifts during transit), and although
well-modelled the causes of these shifts are not all well-understood.
Nevertheless, in the current absence of evidence to the contrary, we
will treat our simulations as accurately reflecting the astrometric
uncertainties in our discussion of identifications.
We shall discuss below how the low P0 values for the five possible
VLA–SCUBA associations might have arisen, if these associations
are incorrect, but we conclude from this subsection that neither a
systematic shift in astrometric reference frame, nor the effect of
confusion noise in our deep 850-µm map, is sufficient to reconcile
the displacements between the SCUBA and VLA positions of all of
this set of five submm sources and their putative radio counterparts.
Furthermore, the accurate position for HDF 850.1 measured by the
IRAM interferometer (Downes et al. 1999) provides one case where
we know for certain that the submm source is not coincident with
the nearby VLA source.
5.2 Methods for quantifying the reliability of identifications
The reliability of associations made between sources in one cata-
logue and objects in another are typically quantified using a simple
Poisson method, working solely on proximity (as in computing the
P0 values above), or the likelihood ratio method, (e.g. Sutherland &
Saunders 1992) which allows the inclusion of knowledge about the
properties of the population under study (e.g. flux or colour distri-
butions, derived either from prior work or from the data themselves,
if the sample size is large enough) enabling, for example, the further
of two possible objects to be favoured if it matches more closely the
properties of the expected counterpart being sought.
When the surface density of the object catalogue and/or the search
radius is large, the simple expression for P0 quoted above does not
give a good estimate of the probability of such an extreme event
(i.e. that an object so bright should be found so close to the source)
occurring by chance in the Poisson model, as shown by Downes
et al. (1986). If one searches a catalogue with magnitude limit mlim
out to a radius rS from a source position, then the expected number
of events as extreme as an association with an object of magnitude
m at a distance d from the source is not simply equal to E0 =
πd2 N (m), where N (m) is the surface density of objects at least
as bright as magnitude m, and so the Poisson model probability of
this event occurring by chance is not P0 = 1 − exp(−E0). This is
because a posteriori probabilities at least as low as P0 could have
also been produced by there being objects brighter than m lying at
distances greater than d from the source, or by objects fainter than
m lying closer than d. The true a priori expected number of events
as extreme as the putative association is then E = E0 + E1 +
E2, where E1 and E2 account for brighter/farther and fainter/closer
objects respectively: i.e. E1 =
∫ rS
d N [mmax(r )]2πr dr and E2 =∫ mlim
m
n(m) dm
∫ rmax(m)
0 2πr dr , where n(m) is the differential number
density and where N [mmax (r )] and rmax (m) are defined such that
πr 2 N [mmax (r )] = E0 and πN (m) r 2max (m) = E0, respectively.
As shown by Downes et al. (1986), this means that the a priori
probability is given by P = 1 − exp(−E), where E takes the form
E = E0[1 + ln (E c/E0), with E c = πr 2S N ( M lim). This reduces to
P = P0 in the limit E cE0, which holds for the case of the Richards
(2000) radio survey (so we were correct in quoting just P0 values
above), but does not hold for deep optical surveys of the HDF/HFF,
given their much higher N (M lim) values: it is clear that, for such
surveys, the exact P values obtained will depend on the value of rS
used, and that a sensible choice for that must be made, on the basis
of the assumed astrometric accuracy of the source catalogue.
A similar choice must be made when using the likelihood ratio
method (e.g. Sutherland & Saunders 1992), as that explicitly in-
cludes a model for the probability distribution of offsets between
source and object positions, which typically reduces to the positional
error distribution of the source population. The likelihood ratio is
defined by LR( f , x , y) = q( f ) e(x , y)/n( f ), where e(x, y) is the
probability distribution for positional offsets, (x, y), between source
and object [normalized so that ∫ e(x, y) dx dy = 1 with the integral
being taken over all space], n( f ) is the surface density of objects
per unit interval in flux, f , and q( f ) is the probability distribution
function for an ensemble of sources, measured in the same passband
in which the object catalogue is defined. More generally, q( f ) and
n( f ) can be replaced by the corresponding quantities for some other
property of the source and object populations, such as their colours,
photometric redshifts, etc.
The quantity q( f ) is unknown unless associations have previously
been found between an ensemble of similar sources and a catalogue
of similar objects, or unless the samples under study are sufficiently
large that q( f ) can be estimated with sufficient accuracy from the
data themselves. Neither of these conditions are met when, as here,
one is seeking associations for a restricted number of sources drawn
from a population about which little is known. In similar circum-
stances, seeking associations for ISO sources in the HDF and HDF-S
(Hubble Deep Field South), Mann et al. (1997, 2002) took a con-
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stant value for q( f ), after comparing the magnitude distributions of
objects near source positions to that for the object catalogue as a
whole, thereby deducing a peak in q( f ) at I ∼ 21. This told them
that the effect of their taking a constant q( f ) would be to underesti-
mate the likelihood ratio for associations made with objects near that
magnitude, which they could bear in mind should there be such an
object vying with another of a different magnitude for selection as
the likeliest counterpart of a given source; in both studies, Mann et al.
(1997, 2002) found no such cases, justifying their use of a constant
q( f ).
In this case, the number of SCUBA sources is so low that nothing
about q( f ) can be deduced from comparing the magnitude distri-
butions in this way, but, because we cannot estimate it well from
previous work either, we are forced to take it to be a constant if we
are to use the likelihood ratio method at all. This leaves the LR value
undetermined up to a constant factor, so we must also follow Mann
et al. (1997, 2002) in quantifying the reliability of associations made
via this modified likelihood ratio method through the use of sim-
ulations, rather than using the algebraic methods of Sutherland &
Saunders (1992) and/or Rutledge et al. (2000), which can only be
applied when correctly normalized LR values are available. In this
case we compute, for each association, the probability, Pran, that a
fictitious source placed at a random location in the region covered
by the object catalogue would yield an LR value through associa-
tion with any object in that catalogue as high as that for the putative
identification.
With q( f ) taken to be a constant, the modified likelihood ratio
method, coupled with simulations to compute Pran, employs no addi-
tional information than the Poisson method, so the P and Pran values
they yield for a particular association should be similar, given con-
sistent choices for the search radius rS in the Poisson model and the
value of σ in the Gaussian e(x, y) positional error model used in the
likelihood ratio method. One slight difference is that our likelihood
ratio method uses n( f ), the differential flux distribution of the object
catalogue, while the Poisson model employs the integral distribu-
tion, N (m). The use of the former may yield more robust results
for bright optical identifications in situations where the image anal-
yser producing the object catalogue splits bright objects into multi-
ple ‘children’ in a manner that is not readily accounted for across a
sizeable catalogue, like that of Williams et al. (1996). To help assess
the effect this might have on our results, we consider the SEXTRAC-
TOR (Bertin & Arnouts 1996) catalogue available from the HDF-
S WWW page (www.stsci.edu/ftp/science/hdfsouth/catalogs.html),
which we denote by N98, in addition to the original catalogue of
Williams et al. (1996, denoted W96), which was produced by a
modified version of FOCAS (Jarvis & Tyson 1981) and the much
shallower catalogue of Barger et al. (1999b, B99). In general, we do
find that the likelihood ratio model does produce more consistent
results from the different catalogues, that the Poisson method yields
higher random probabilities than the likelihood ratio method, and
that the differences between results are greater at brighter magni-
tudes, all consistent with the idea that these effects arise from the
imperfectly corrected over-splitting of bright objects.
5.3 Association results for individual sources
In this subsection, we quote both P and Pran values for possible iden-
tifications of individual SCUBA sources with objects in optical and
radio catalogues. When interpreting these values, the reader should
bear in mind the assumptions behind them, both those inherent to
the two methods (e.g. that the object population is unclustered) and
those specific to their implementation here [e.g. taking q( f ) to be
a constant, the choices made for rS and σ , based on the estimated
astrometric accuracy of the source positions, and possible object-
splitting problems at bright magnitudes], and should note that the
results for particular values of rS and σ are not always directly
comparable.
5.3.1 HDF 850.1
For the present purposes, we assume that the correct position of
this source is that of the IRAM 1.3-mm source detected by Downes
et al. (1999). That is a distance of 1.9 arcsec from the position quoted
in Table 1, corresponding to the 69th percentile of the distribution
of positional offsets estimated in the simulations of Section 5.1.
We refer the reader to Downes et al. (1999) for a more detailed
discussion of the possible associations with this source; nothing in
our analysis conflicts with their conclusions, although we do present
here information from studies of the HDF region that have appeared
since the publication of that paper.
The subarcsec accuracy of the IRAM position confirms that the
submm source is not the same object as the radio/X-ray source close
to optical galaxy 3-659.1 (at a distance of 4.7 arcsec, that is, at the
95th percentile of the distribution of positional offsets), although
its position is consistent (Downes et al. 1999) with the tentative
(4.5σ at 3cm) VLA source 3651 + 1226 in the supplementary list
of Richards et al. (1998). At first sight there are two plausible optical
counterparts: 3-586.0 is an I 814(AB)  24 galaxy 1.0 arcsec away
(34th percentile), while 3-593.1 is slightly closer (0.8 arcsec, 27th
percentile) but fainter I 814 (AB)  26. For 3-593.1, the likelihood
ratio method yields Pran values of 0.15 and 0.14 using the W96 and
N98 catalogues, respectively, for an assumed SCUBA positional
error distribution with σ = 1 arcsec, rising to 0.36 and 0.39 for σ =
2 arcsec, while for 3-586.0 the corresponding Pran values are 0.09,
0.14 and 0.05 (σ = 1 arcsec) for the W96, N98 and B99 catalogues,
and 0.20, 0.39 and 0.13 for σ = 2 arcsec: the Poisson model yields
P = 0.2–0.3 for both galaxies with both the W96 and N98 data,
with rS = 3 arcsec.
Downes et al. (1999) note that, with the appearance of an elliptical
galaxy and with photometric redshift estimates in the range 1.0 z
 1.2, 3-586.0 is highly unlikely to be the source of the submm/mm
dust emission detected by SCUBA and IRAM. Photometric redshift
estimates for 3-593.1 are around z ∼ 1.7 (matching an Scd template),
and Downes et al. (1999) show that, taking that value, the spectral
energy distribution (SED) of HDF 850.1/3-593.1 would be similar
to the ultraluminous infrared galaxy VII Zw 31, although it could be
a lower luminosity source gravitationally lensed by 3-586.0 (which
would be consistent with the lower Pran values for the association
of HDF 850.1 with that galaxy), while the lack of a significant U300
detection means that it could lie at a higher redshift: Downes et al.
(1999) note that the photometric redshift methods of Fernandez-
Soto and Rowan-Robinson both yield (less well-favoured, but not
wholly implausible) local probability maxima in the range 2.5 
z  3, although the limit on its U300 magnitude is not sufficiently
tight to be sure that it would satisfy the colour selection criteria of
Madau et al. (1996) for  z  3.5 galaxies.
Further redshifts constraints may be deduced from α3501.4 , the
350 GHz to 1.4 GHz spectral index defined by Carilli & Yun (1999,
2000), under the assumption that both the submillimetre and deci-
metric radio luminosities of these sources are proportional to the
rate at which they form massive stars (e.g. Condon 1992). If we as-
sume that HDF 850.1 is the counterpart of the 8.5-GHz source VLA
3651 + 1226 (Richards et al. 1998), and we assume a radio spectral
index of α = −0.8, then we deduce a 1.4 GHz flux of 28 µJy. From
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the ratio of this and its 850-µm flux of 5.6 mJy, we calculate that
α3501.4 = 0.96 which, from Carilli & Yun (2000), implies 2.25  z 
4, whereas if we use the analogous relationship derived by Barger,
Cowie & Richards (2000) from a fit to the SED of Arp 220 we obtain
z = 2.89. The flux limit of the Richards (2000) 1.4-GHz catalogue
is 40 µJy, so, if we disregard the tentative association of HDF 850.1
with VLA 3651 + 1226, we would deduce α3501.4  0.89, implying
z  1.75 (Carilli & Yun 2000), which is not too inconsistent with
the photometric redshift estimates for 3-593.1 discussed above.
Further evidence supporting the identification HDF 850.1 with
VLA 3651 + 1226 comes with the convincing detection of a very
red (I − K > 5.2) host galaxy coincident with the IRAM and
VLA positions (Dunlop et al. 2002). The proximity of the elliptical
galaxy 3-586.0 implies a gravitational lens amplification of up to 6.4,
discounting pathological lens/source alignments. On the basis of fits
to all the existing multiwavelength data, Dunlop et al. (2002) quote a
redshift estimate of z = 4.1 ± 0.5, consistent with the radio/submm
limits quoted above.
Although 3-586.0 is already ruled out as the source of the submm
emission, it remains associated in the sense of providing gravita-
tional lens amplification of HDF 850.1. This is a salutory lesson for
the problem of associations with submm point sources: low values
of the P and Pran statistics may indicate any of a number of physical
associations with the submm source, such as gravitational lensing,
large-scale structure, or the physical co-location of the multiwave-
length emission.
5.3.2 HDF 850.2
This source lies outside the HDF, so we can only seek optical as-
sociations with objects in the much shallower catalogue of Barger
et al. (1999b), with limiting magnitude I ∼ 24, and to this depth we
find no plausible optical ID for HDF 850.2: the nearest is the I ∼ 23
galaxy 36564 1209, which lies 5.6 arcsec away from the SCUBA
position, yielding Pran values in the range 0.6–0.7 for a positional
accuracy of 2–3 arcsec, as estimated from the simulations of Sec-
tion 5.1. The radio source VLA J123656 + 621207 lies 4.2 arcsec
away from the SCUBA position, corresponding to the 90th per-
centile of the distribution of offsets in the simulations of Section
5.1. Barger et al. (2000) report an 850-µm flux of 2.5 ± 0.7 mJy at
that position, consistent with the value given in our Table 1, though
this is also consistent with the SCUBA source being separated from
the radio source by 5.6 arcsec. Barger et al. (2000) list the detection
of an optical counterpart for the radio source with B = 26.2, in
addition to upper limits in a series of other bands (HK ′ > 22.6, I >
25.3, R > 26.6, V > 26.4, and U ′ > 25.8), whereas on the basis of
their radio/submm spectral index method they deduce a redshift of
z = 1.8+0.7−0.5.
5.3.3 HDF 850.3
This SCUBA source has one of the larger positional uncertainties
amongst our sample because of the low S/N of its detection: indeed,
as noted above, it does not satisfy our revised source extraction
criteria, and we include it here only for consistency with Hughes
et al. (1998). The position we deduce for this source is about 5 arc-
sec to the north-east of that determined by Hughes et al. (1998),
and this shift makes their preferred ID (1-34.2) much less likely:
we compute P and Pran values in excess of 0.9, indicating that it is
highly likely that an I 814 (AB) ∼ 24 galaxy should be found within
5 arcsec of a SCUBA position by chance. Much lower random prob-
abilities are computed for the brighter [I 814 (AB) ∼ 21] galaxy 1-
34.1, which is 3.4 arcsec from the SCUBA position taken from
Table 1, corresponding to the 24th percentile in the simulated offset
distribution: for the W96, N98 and B99 catalogues, we compute
P ran = 0.16, 0.20 and 0.10, respectively, for σ = 2 arcsec, and 0.16,
0.29 and 0.14, for σ = 5 arcsec. Richards (1999) reports that this
galaxy has a 3σ radio detection at 1.4 GHz, and that its level of
23 µJy is more than an order of magnitude lower than what would
be expected on the basis of the far-infrared–radio correlation, should
the SCUBA emission be associated with 1-34.1, given its spectro-
scopic redshift of 0.485 (Phillips et al. 1997). In fact, it would need
to be a factor of ∼30 times higher to match the canonical α3501.4 re-
lation of Carilli & Yun (1999) for a z = 0.485 galaxy, whereas,
conversely, the Carilli & Yun (2000) relation suggests that the true
association lies at 0.9  z  2.25.
We conclude that the only plausible optical association for this
source, should the SCUBA source be real, is 1-34.1, but that we do
not judge this to be a very reliable identification, both because there
is a moderately high probability (0.1–0.2) of the proximity of such
a source occurring at random, and also because the low redshift of
this galaxy should lead to a 1.4-GHz flux ∼30 times higher than
is detected (cf. a factor of ∼2 scatter in the α3501.4 relation): the α3501.4
relation implies 0.9  z  2.25 for this source.
5.3.4 HDF 850.4
Hughes et al. (1998) associated this source with the I 814(AB) = 23
galaxy 2-339.0, which lies only 0.8 arcsec away from the SCUBA
source position listed in Table 1. This corresponds to the 2nd per-
centile of the simulated offset distribution, and both the likelihood
ratio and Poisson methods yield probabilities of less than 0.1 that
this association should occur by chance, given a positional accu-
racy of 2–3 arcsec. Richards (1999) prefers an association of this
source with VLA J123649+621313, which lies 5.3 arcsec away
(50th percentile) and is clearly associated with the galaxy 2-264.1,
which is also the optical counterpart of an X-ray source from Brandt
et al. (2001). Barger et al. (2000) measure an 850-µm flux of 1.0 ±
0.6 mJy at the position of VLA J123649+621313, which does not
itself constitute a significant detection, but is not inconsistent with
the flux quoted for HDF 850.4 in Table 1 above.
The SEDs resulting from these two associations have been dis-
cussed by Cooray (1999), who compares them with an Arp 220
model shifted, in the case of 2-264.1, to z = 0.475 (the spectro-
scopic redshift measured for it by Cohen et al. (1996), and to z =
0.9 for 2-339.0, for which Hughes et al. (1998) report photometric
redshifts in the range 0.74–0.88. Cooray (1999) finds that the Arp
220 model gives a good fit to the optical-to-submm SED data re-
sulting from both possible associations with HDF 850.4, but that
the identification with 2-264.1 has the additional support as this
agreement is extended into the radio through the detection of VLA
J123649+621313 at a flux consistent with the Arp 220 model. Con-
versely, and as noted by Richards (1999), the lack of a 1.4-GHz
detection of 2-399.0 is difficult to square with the radio–far-infrared
(FIR) correlation: the α3501.4 relation of Carilli & Yun (1999) would
predict a 1.4-GHz flux of ∼280 µJy for a galaxy at z = 0.9, seven
times the flux limit of the Richards (2000) catalogue. As noted by
Brandt et al. (2001), the detection of 2-264.1 by Chandra is con-
sistent with its being a powerful starburst (its soft X-ray luminos-
ity is ∼5 times that of M82: Griffiths et al. 2000) rather than an
AGN, while its 1.4–8.5 GHz spectral index (α = 0.72 ± 0.15) is
inconclusive.
In summary, the optical data strongly favour 2-399.0 over 2-264.1,
but the lack of a radio detection for 2-399.0 is very difficult to
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reconcile with an Arp 220-like SED at the redshift assumed by
Hughes et al. (1998). One possible reason why there is a lower
probability for the random association with 2-264.1 may be that the
proximity of HDF 850.4 and HDF 850.5 has shifted the centroid of
the former to the east, which takes it further from 2-264.1, thereby
making that association seem less secure than it should. On balance,
we favour the associated with 2-264.1, but cannot rule out that with
2-399.0 or the possibility that HDF 850.4 has no optical counterpart
to the depth of the W96 catalogue.
5.3.5 HDF 850.5
As with HDF 850.4, the proximity of these two sources might have
significantly moved the centroid of this SCUBA source, however, in
this case, the shift would have been towards the most likely optical
ID, 2-404.0, so, if anything, we are likely to have overestimated the
plausibility of its being the optical counterpart to HDF 850.5. Even
with that caveat, 2-404.0 does not appear a very secure identification:
it lies 6.6 arcsec from the position of HDF 850.5 given in Table 1,
which corresponds to the 67th percentile in the offset distribution,
for a source of its flux, and its redshift (z = 0.199 Lanzetta, Yahil &
Fernandez-Soto 1996) is inconsistent with the lower limit of z0.75
deduced by the method of Carilli & Yun (2000) on the basis of the
lack of a 1.4-GHz detection above the 40-µJy limit of the Richards
(2000) catalogue. Hughes et al. (1998) favoured an association with
the I 814 (AB) = 29 galaxy 2-426.0, which is only 0.9 arcsec from
the SCUBA position; however, with a likely positional accuracy
of no better than ∼3 arcsec, there is a high probability (0.7) of
that occurring by chance, and that would only be increased were
the true position of HDF 850.5 to lie further to the east than that
listed in Table 1, should the proximity of HDF 850.4 have caused
a significant shift in the position of both sources. We conclude that
there is no reliable identification for this source.
5.3.6 HDF 850.6
This is the first of the new sources, detected beyond the region
studied by Hughes et al. (1998). It lies outside the HDF, so our
optical information is limited to the shallow catalogue of Barger
et al. (1999b). The nearest object in that catalogue is 37018 1143,
an I = 21.87 galaxy at a distance of 4.4 arcsec: that yields likelihood
ratio random probabilities of P ran = 0.3–0.4 for σ = 2–5 arcsec,
and Poisson probabilities in excess of 0.2 for r s  5 arcsec, so this
is not a likely identification.
HDF 850.6 lies 2.9 arcsec from the radio source VLA
J123701+621146: this distance corresponds to the 93rd percentile
of the offset distribution for a source of this flux, but this region
of our SCUBA map is unusually noisy, so the 850-µm detection is
made at S/N < 4, and it is quite likely that we have underestimated
its true positional uncertainty. We adopt the radio source as the most
likely identification. Barger et al. (2000) measure an 850-µm flux
of 4.7 ± 2.1 mJy at the location of VLA J123701+621146, which
is consistent with that quoted in our Table 1 above, though as with
HDF 850.2 this does not itself prove the radio and submm sources
are cospatial. This radio source is itself associated (Alexander et al.
2001) with an extremely red object (ERO) with I − K > 5, for
which Cohen et al. (2000) report a spectroscopic redshift of z =
0.884, on the basis of their identification of a single detected emis-
sion line as [O II]λ 3727; this is just consistent with the lower limit
to the source redshift determined by the radio/submm spectral index
method of Carilli & Yun (2000), on the basis of the association of
HDF 850.6 with VLA J123701+621146, which implies 0.9  z 
2.25. Alexander et al. (2001) also detect X-ray flux for this source
in the Chandra map of Brandt et al. (2001) (it is not included in the
catalogue of Brandt et al. 2001, because it falls below their signifi-
cance threshold; Alexander et al. 2001, accept sources with a lower
significance, where they are coincident with EROs) and they show
that the extant data for this galaxy (they plot the 850-µm flux of
Barger et al. 2000) are reasonably well fitted by shifting the Silva
et al. (1998) SED model for Arp 220 to z = 0.884 and dividing its
luminosity by 2.2. We conclude that this is the most likely asso-
ciation for HDF 850.6, but cannot rule out the possibility that this
SCUBA source has no optical counterpart to the limit of the Barger
et al. (1999b) optical catalogue.
5.3.7 HDF 850.7
For HDF 850.7, the nearest candidate HFF identification is a z =
1.219 (Barger et al. 2000), I = 22.3 galaxy at a distance of 5 arc-
sec, which is the 98th percentile of the simulated offset distribution,
given the source flux. This large displacement leads to a high random
probability (>0.30 from both Poisson and likelihood ratio methods),
although, as with HDF 850.6, this is a noisy region of our map, so
we are certainly underestimating the positional uncertainty. [The ra-
dio source is offset by 2.5σ from the SCUBA centroid, assuming a
submm positional uncertainty of θFWHM/(2∗S/N ).] This galaxy is a
Chandra source and is identified with the ISO source HDF PM3 3
(Aussel et al. 1999) with a 15-µm flux of 363 µJy. It is also the
radio source VLA J123634+621241, with a 1.4-GHz flux of 230 ±
13.8 µJy, from the Richards (2000) catalogue. If this were the cor-
rect identification, the radio/submm flux ratio method of Carilli &
Yun (2000) would imply a redshift between z = 0.6 and z = 1.7,
consistent with the spectroscopic redshift above. Barger et al. (2000)
measure an 850-µm flux of 2.1 ± 2.3 mJy at the position of VLA
J123634+621241, which is not inconsistent with the flux for HDF
850.7 listed in Table 1. If the association is not accepted, and there is
no radio counterpart for HDF 850.7 down to the 1.4-GHz flux limit
of 40 µJy for the Richards (2000) catalogue, then the redshift range
implied by the Carilli & Yun (2000) method would be 1.75  z 
4. We conclude that there is no secure identification for this source:
an association with the z = 1.219 galaxy identified with the radio
source VLA J123634+621241 cannot be ruled out on the basis of
the 850-µm flux measured at that position by Barger et al. (2000),
although it has a high probability of being a chance occurrence (al-
beit under a simplistic noise model), and it is possible that HDF
850.7 lies at z  1.75, with no optical counterpart to the depth of
the W96 catalogue.
5.3.8 HDF 850.8
This SCUBA source is 2.0 arcsec (13th percentile) away from
2-736.1, which seems to be one an interacting pair of galaxies,
which has a spectroscopic redshift of z = 1.355 (Cohen et al. 1996).
The random probabilities from the likelihood ratio method are quite
low 0.05, 0.14, 0.07 for W96, N98 and B99 for σ = 2 arcsec, and
the lack of a radio detection is consistent with this redshift, given
the radio/submm correlation method of Carilli & Yun (1999), which
implies z  0.9. We conclude that this is a likely identification for
HDF 850.8.
5.4 Summary of association results
Despite the appearance of a great deal more multi–wavelength data
for the HDF/HFF region since the publication of our initial analysis
of the SCUBA HDF (Hughes et al. 1998), it remains the case that we
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do not have secure optical/near-infrared (NIR) IDs for the majority
of the 850µm sources in this field. Our two most secure such IDs
(those for HDF 850.8 and HDF 850.1) lie at z 1, one source (HDF
850.2) seems securely identified with a VLA source in an optically
blank field believed to lie at 1.3  z  2.5, while HDF 850.4 (and
possibly also HDF 850.6 and HDF 850.7) appear to be associated
with z < 1.5 galaxies detected in both the radio and the X-ray
(although none of the cases is beyond doubt) and with SEDs well-
Table 2. Multiwavelength identifications of the submm sources in the HDF. A question mark in the ‘HDF/HFF ID name’ column denotes an uncertain
identification: see text for details. Hubble Space Telescope (HST) magnitudes i.e. (U 300, B450, V 606, I 814) are from Williams et al. (1996) while the
remaining optical/NIR magnitudes are from Barger et al. (2000) and Dunlop et al. (2002). Mid-infrared fluxes are from Aussel et al. (1999). X-ray
fluxes are from Brandt et al. (2001) and Alexander et al. (2001). Radio fluxes are from the catalogue of Richards (2000), redshifts for candidate IDs
are denoted by zspec or zphot for spectroscopic measurements or photometric estimates, respectively, while the redshift constraints in parentheses are
derived from the submillimetre-to-radio spectral index of the sources, according to the method of Carilli & Yun (1999, 2000). The lower bounds using
this relation are more robust than the upper bounds due to the steeper slope of the spectral index versus redshift relation at lower redshifts. Also, due to
the uncertainty of several radio/submm cross-identifications (exemplified by the cautionary case of HDF 850.1, e.g. Dunlop et al. 2002), we only quote
lower limits on the redshift from the submm-to-radio spectral index.
Name HDF/HFF ID name S1.4 GHz (µJy) Other photometry Candidate ID z
(and z constraint from α3501.4 )
HDF 850.1 VLA J123651+621226 16 ± 4 I = 23.40 ± 0.05 zphot  4.1 ± 0.5
H = 20.40 ± 0.05 (z  1.7)
K = 19.39 ± 0.03
S1.3 mm = 2.2 ± 0.3 mJy
S8.4 GHz = 7.5 ± 2.2 µJy
HDF 850.2 VLA J123656+621207 46.2 ± 7.9 U ′ > 25.8
B = 26.22 (z  1.3)
V > 26.4
R > 26.6
I > 25.3
HK′ > 22.6
(HDF 850.3) 1-34.1 (?) <40 U 300 = 25.24 zspec = 0.485 (?)
B450 = 23.60 (z  0.9)
V 606 = 22.20
I 814 = 21.22
HDF 850.4 2-264.1 49.2 ± 7.9 U 300 = 24.92 zspec = 0.475
B450 = 23.48 (z  0.5)
V 606 = 22.24
I 814 = 21.39
S0.5−8 keV = 1.5 × 10−16 erg s−1
S0.5−2 keV = 6.49 × 10−17 erg s−1
S2−8 keV = 1.71 × 10−16 erg s−1
HDF 850.5 – <40
(z  0.75)
HDF 850.6 VLA J123701+621146(?) 128 ± 9.9 U ′ > 25.8 zspec = 0.884
B > 26.6 (z  0.9)
V > 26.4
R = 25.73
I = 24.81
HK′ = 20.14
S15µm = 15 9 µJy
S0.5−8 keV = 1.4×10−16 erg s−1
S0.5−2 keV = 4×10−17 erg s−1
HDF 850.7 VLA J1236345+621241(?) 230 ± 13.8 U ′ = 24.72 zspec = 1.219
B = 24.08 (z  0.6)
V = 24.22
R = 23.25
I = 22.29
HK′ = 19.10
S15µm = 363+79−38 µJy
HDF 850.8 2-736.1 <40 U 300 = 23.01 zspec = 1.355
B450 = 22.38 (z  0.9)
V 606 = 22.27
I 814 = 22.00
fitted by an Arp 220 SED with an appropriate redshift. The final two
sources (HDF 850.3 and HDF 850.5) have no likely identification
at all, only z  0.75 redshift constraints, based on non-detections in
the radio. The available redshifts and redshift constraints are listed
in Table 2, and are consistent with source count model predictions
(e.g. Rowan-Robinson 2001).
It is interesting to note that, if we had adopted the strategy of
selecting optically faint (I  24) radio sources as likely SCUBA
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sources, as advocated by Barger et al. (2000) and Chapman et al.
(2001, 2002), we would only have recovered two out of the eight
sources, well below the 70 per cent success rate claimed for this
technique by Chapman et al. (2002). Provided we have not un-
derestimated our astrometric uncertainties, this implies that this
pre-selection method may lead to incompleteness in detecting the
submm source population. Furthermore, giving optically faint radio
sources a high prior probability of being the counterparts of SCUBA
sources can lead to mistaken identifications. For example, the radio
source VLA J123651.7+621221, which lies 4.7 arcsec from the po-
sition for HDF 850.1 given in Table 1, has I > 25.3 (Barger et al.
2000) and yields a Poisson probability of P0 = 0.05 of being found
so close to the SCUBA position by chance: if we believed that op-
tically faint radio sources are likely to be associated with SCUBA
sources, we might have accepted this as a very plausible identifica-
tion, but the high positional accuracy of the IRAM detection of this
source (Downes et al. 1999) tells us that VLA J123651.7+621221
cannot be the correct ID. The discovery of a lensed NIR counterpart
(Dunlop et al. 2002) at the IRAM position further argues against
this ID.
If we accept that the five original SCUBA sources from Hughes
et al. (1998) are not all robustly identified with VLA sources from
the Richards (2000) catalogue – in fact, we argue above that only
two are – how can we understand the result of Section 5.1 that
all five of them yield P0  0.05 for association with objects in
that catalogue? It is clear that the confusion noise in our deep
SCUBA image does have a significant impact on the accuracy with
which we can estimate the positions of extracted sources. How-
ever, this cannot be the main factor: even if our SCUBA source
positions are offset by a few arcsec by this effect (as indicated by
Fig. 8), the true P0 values must still be very low, because the ra-
dio catalogue is so sparse (1 source arcmin−2). The situation we
observe is reminiscent of that reported by Almaini et al. (2003),
who noted that SCUBA sources in the ELAIS N2 field appear to
trace the same large-scale structure as objects detected in their deep
Chandra image of the same field, but not to be identified with them.
Almaini et al. (2003) sought to explain their result by postulating
that the SCUBA phase and the AGN phase in the evolution of a
galaxy are not simultaneous, so that within the galaxy population at
z ∼ 2, say, there will be galaxies exhibiting both sets of classes of
behaviour.
While qualitatively similar, there is a quantitative difference in
scale between that result and ours here: the SCUBA–Chandra pairs
discussed by Almaini et al. (2003) are typically tens of arcsec apart
(their cross-correlation function is significantly positive to a separa-
tion of ∼100 arcsec), while our SCUBA–VLA pairs are separated
by less than 6 arcsec. One solution is that the deeper data available in
the HDF/HFF region are probing further down the luminosity func-
tion than is happening in ELAIS N2 (this is certainly the case for
the submm and hard X-ray data, because, in both cases, favourable
k-corrections mean that the flux–redshift relation is flat for a source
of a given luminosity at z > 1), so the number densities of detected
objects drawn from these populations are higher, and, therefore, the
mean separation of nearest neighbours will be lower. More funda-
mentally, the identification of the SCUBA sources with a population
exhibiting significant clustering invalidates one of the assumptions
in both the Poisson probability estimation method and the assign-
ment of Pran probabilities in our implementation of the likelihood
ratio association procedure: an assessment of how large an effect
this is on the probabilities is very model-dependent, given existing
knowledge of the SCUBA source population, so we shall not attempt
it here.
5.5 Cross-correlations with NIR, VLA, ISOCAM, Chandra,
and AGN candidates
5.5.1 Cross-correlation statistics
We have already stressed the difficulties in extracting further dis-
crete point sources in the 850-µm map, due to the problems of
confusion and blending. Nevertheless, the map still contains many
further real (blended) peaks and positive flux. In Peacock et al.
(2000) we showed that after subtraction of the point sources, the
residuals in the 850-µm map correlate well with the positions of
HDF Lyman break galaxies. Do these fluctuations also correlate
with other known populations? We consider the 15-µm ISO sources
of Aussel et al. (1999) and Serjeant et al. (in preparation); the 1.4-
GHz catalogue from Richards (2000) and Garrett et al. (2000), and
the subset with optical blank fields from Richards et al. (1999); the
hard X-ray Chandra sources of Hornschemeier et al. (2000), Brandt
et al. (2001) and Alexander et al. (2001); the AGN and AGN candi-
dates of Jarvis & MacAlpine (1998), Conti et al. (1999) and Richards
(2000); and the deep NICMOS sources of Thompson, Weymann &
Storrie-Lombardi (2001).
In order to find the best cross-correlation statistics, we made nu-
merical simulations of SCUBA-HDF maps and tested the distribu-
tions of (i) unweighted means of the fluxes at the source positions, as
performed in Peacock et al. (2000); (ii) Kolmogorov–Smirnov (KS)
test significances, comparing the flux distribution at the source po-
sitions from each catalogue with that of the whole map; and (iii)
noise-weighted coadditions of the fluxes at the source positions,
using the noise estimates derived in equation (2). As controls, we
performed the same cross-correlations on random positions. We
assumed a source count model consistent with previous submm sur-
vey data; the simulation results were not found to be sensitive to the
choice of model.
The unweighted means correctly reproduced the means of the
input source fluxes, as expected, even where the number of beams
per source was of the order of unity. We also checked the frequency
of false negatives (failure to detect an underlying signal) and false
positives (apparent detection of a cross-correlation signal which was
not input into the simulation). The unweighted means and KS tests
both gave the expected level of false positives (provided the number
of beams per source was1.5), but surprisingly the noise-weighted
control coadditions gave far more false positives than expected. This
may perhaps be due to neglecting the (unknown) level of source
confusion as a noise term. In the following Sections we therefore
avoid using noise-weighted coadditions. As regards false negatives,
there is a non-negligible level of false negative detections for both
KS and unweighted means: for example, <40 per cent of simulations
gave a >2σ detection where all the target sources had <0.5 mJy.
5.5.2 Hard X-ray sources and AGN
Neither the Chandra mega-second sample nor the AGN cross cor-
relations yielded significant detections at 850 or 450 µm, using KS
tests and unweighted means. We can use this to derive limits on the
average flux-flux ratios in the Chandra population, for which we
obtain the 2σ limit S850µm/(SX) < 6 × 1014 mJy/(erg s−1 cm−2) for
the 0.5–8 keV band, or 7 × 1014 for the 2–8 keV band. This implies
the population dominating the hard X-ray background contributes
less than 2 mJy arcmin−2 at 850µm, i.e. <15 per cent of the 850-µm
extragalactic background light. This in turn excludes models where
the bulk of the submm population are dust-enshrouded (Compton-
thin) AGN, rather than luminous starbursts, as other authors have
also noted (e.g. Hornschemeier et al. 2000).
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5.5.3 Very red objects
We tested the very red object (VRO, I − K > 4) catalogues of
Alexander et al. (2001). After excluding the ERO in the neighbour-
hood of HDF 850.6, no significant correlation was found with the
VROs, whether Chandra-detected or not.
5.5.4 Decimetric radio sources
We next consider the 1.4-GHz sources in the HDF detected by the
VLA and MERLIN. The entire 1.4-GHz catalogue of Richards
(2000) yielded a marginal (∼2σ ) cross-correlation in both the
30- and 45-arcsec chop maps. In the 30-arcsec chop-throw map
this is due to a single detection, identified with HDF 850.6. In the
45-arcsec map however, this source is outside the 850-µm coverage
and the signal is due partly to a 2.9 ± 0.9 mJy (3.0σ ) detection of the
1.4-GHz source at 12h36m42.s098+62◦13′31.′′42, with radio flux of
467 ± 24µJy (Table 3). Despite a comparable noise level at this po-
sition this source is not detected in the 30-arcsec chop-throw map.
If this source is real, then the failure to detect this source in the
30-arcsec map may be due to a negative noise spike at this posi-
tion, or a chance blending with a PSF hole from a source 30 arcsec
distant. If this submm detection is indeed real, the radio/submm
flux ratio implies z < 0.75. The upper bound would be inconsistent
with the lack of a 450-µm detection at around 2.5σ , if adopting the
lower bound to the 450 : 850 µm ratio Hughes et al. (1998). Barring
these three VLA sources in Table 3, the remaining cross-correlation
is weaker (1.9σ in the 45-arcsec map and 1.4σ in 30 arcsec). The
preliminary deeper 1.4-GHz list of Garrett et al. (2000) yielded a
slightly more significant cross-correlation: 2.5σ and 1.6σ at 45 and
30 arcsec, respectively. The 45-arcsec result dropped to 1.8σ on
exclusion of the candidate VLA source detections in Table 3, and
almost all of this tentative signal is due to two further candidate
identifications. These are also listed in Table 3.
We can also obtain constraints on the 850 µm to 1.4 GHz flux
ratio. We obtain a limit on the mean 350–1.4 GHz spectral index
of between 0.25 and 0.5, implying that the 1.4 GHz µJy population
typically lies at redshifts z < 1 (Carilli & Yun 2000) in agreement
with existing spectroscopy. This limit is not affected by the exclu-
sion of the candidate detections of 1.4-GHz sources, although the
significance of the cross correlation drops below 2σ when making
this exclusion.
We also attempted a cross-correlation with the subset of 1.4-GHz
sources which are optical blank fields, from Richards et al. (1999).
For this subset a ∼2σ cross-correlation signal was found, which we
found to be due entirely to HDF 850.6.
Table 3. Most significant candidate detections of 1.4-GHz sources from Richards (2000) and Garrett et al. (2000) in the 850-µm maps
with the Hughes et al. (1998) sources subtracted. The first source is identified with HDF 850.6 (Table 1). The observed fluxes quoted
are the flux per beam in the 850-µm maps at the positions of the sources, but are subject to source confusion and blending. The noise
estimates are the instrumental and sky noise only, and do not include confusion noise or calibration error.
Source 1.4-GHz position S850 (30 arcsec) S850 (45 arcsec) S450 S1.4GHz
(J2000) (mJy) (mJy) (mJy) (µJy)
VLA/WRST 12 37 01.574 +62 11 46.62 7.3 ± 2.0 N/A −34 ± 51 128 ± 9.9
VLA/WRST 12 36 42.098 +62 13 31.42 0.32 ± 0.82 2.87 ± 0.94 −8.8 ± 7.7 467 ± 24.6
VLA/WRST 12 36 44.386 +62 11 33.10 0.1 ± 1.45 3.7 ± 1.7 82 ± 61 1290 ± 61.2
WRST 12 36 46.284 +62 12 36.03 0.71 ± 0.66 1.67 ± 0.72 2.0 ± 4.4 467
WRST 12 36 53.050 +62 11 37.67 −0.15 ± 0.87 2.90 ± 1.25 7.1 ± 13.1 73
5.5.5 Mid-infrared sources
For the ISO sources, a ∼2σ cross-correlation signal was found, and
is due to a correlation between the ISO sources and structures on the
western edge of the 45-arcsec chop throw 850-µm map. Curiously,
such a correlation does not exist in the 30-arcsec map, despite com-
parable noise levels. Such a disagreement between the chop-throw
maps is not unexpected in our simulations, as the probability of false
negatives is not negligible (see above). Curiously also, this mirrors
the lack of 1.4-GHz statistical detections in this area of the 30-arcsec
map (see above) as compared against the 45-arcsec map.
5.5.6 K-band sources
The 282 NICMOS sources of Thompson et al. (2001) cover an
area less than 1 arcmin2, in which there are less than 70 beams at
450 µm and 20 at 850 µm. This high source density per beam
makes the statistics used above unsuitable. Instead, we use the pre-
dicted 850-µm fluxes of Thompson et al. to make simulated con-
fused maps for each chop throw, and use an M82 SED model from
Rowan-Robinson et al. (1997) together with the quoted photometric
redshifts to make corresponding 450-µm maps.
We find no correlation between the observed and simulated maps
at 450 µm. At 850 µm a weak correlation was found to be due
entirely to NICMOS 277.211, which has the second-brightest pre-
dicted flux and appears to lie on a positive deflection in the 850-µm
map. After excluding this galaxy, we could find no correlations in
any subsets of the remaining sample. The galaxies with the brightest
850-µm predictions are listed in Table 4.
Interestingly, a KS test comparing the two measurements of the
brightest two objects with the total combined flux distribution yields
a probability of 0.074 that the distributions are the same. The mean
flux is 1.0 ± 0.15 mJy, not far from the predicted mean of 1.645
mJy. These both seem to suggest that there is real 850-µm flux
at the positions of the NICMOS galaxies with brightest 850-µm
predictions. However for NICMOS 277.211 the 850-µm excess is
due to a peak ∼6 arcsec distant from the candidate source in both
maps, but with a position consistent to around ∼2 arcsec in the
two maps. So, the 850-µm flux may either be due to the NICMOS
galaxy, or may be due to this (presumably) unrelated apparent peak
6 arcsec away. The latter possibility may be ascribed to the effects
of confusion at this flux density level (Hogg 2001).
5.5.7 Summary of cross-correlations
None of the catalogues considered so far yielded a significant
cross-correlation (barring individual point sources), whether in the
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Table 4. The brightest NICMOS HDF galaxies from Thompson et al. (2001). These two are also the galaxies with the largest estimated
star formation rates and largest estimated bolometric luminosities by Thompson et al., listed in columns 5 and 6 respectively. The quoted
observed fluxes are from the 850-µm maps at each chop throw with the point sources from Hughes et al. (1998) subtracted. The observed
fluxes quoted are the flux per beam in the 850-µm maps at the positions of the sources, but are subject to source confusion and blending.
The noise estimates are the instrumental and sky noise only, and do not include confusion noise or calibration error.
NICMOS WFPC2 z Spred850 SFR
pred Lpredbol S
obs
850 S
obs
850
ID ID (mJy) M yr−1 L 30-arcsec chop 45-arcsec chop
166.000 4-307.0 1.60 1.78 534.7 1.21 × 1012 0.07 ± 0.68 0.90 ± 0.76
277.211 4-186.0 1.84 1.51 375.2 1.07 × 1012 1.57 ± 0.66 1.20 ± 0.76
separate chop-throw maps or in the combined maps, at either wave-
length. Although the probability of false negatives is not negligible,
the fact that we repeatedly fail to find a cross-correlation signal sug-
gests the SCUBA sources that comprise the sub-mJy fluctuations are
on the whole distinct from the ISO, VLA and Chandra populations.
This is consistent with the lack of point sources in common between
hard X-ray and submm sources, and with the source count model of
Rowan-Robinson (2001), and suggests that both the 850-µm map
background and point sources are dominated by star-forming galax-
ies at z  1, and not by lower redshift galaxies or AGN.
Elbaz et al. (2002) argue that a significant fraction of the
140-µm extragalactic background light is due to the resolved
15-µm galaxy population. Our cross-correlation results demonstrate
that the 15-µm galaxies cannot also be responsible for the 850-µm
background. This confirms the expectation from source count mod-
els (e.g. Rowan-Robinson 2001).
The lack of statistical cross-correlations and point-source cross-
identifications is markedly at odds with the presence of the SCUBA
sources that have near neighbours from multiwavelength popula-
tions. For example, we have already discussed the neighbouring
1.4 GHz populations; in Fig. 9 we plot the positions of the SCUBA
sources against the VLA blank fields (Richards et al. 1999) and
the Chandra-detected VROs (Alexander et al. 2001). Despite the
apparent presence of clear SCUBA cross-identifications with these
Chandra and/or VLA sub-populations, one SCUBA source (HDF
850.1) is demonstrably identified with neither.
6 C O N C L U S I O N S
Our publicly available SCUBA map of the HDF resolves a sub-
stantial fraction of the extragalactic submm background. At least
half the sources appear to be at z  1, based on our preliminary
identifications. The lack of statistical cross-correlation signals with
ISO, VLA or Chandra sources implies that the sources detected
in these surveys are different populations and/or at different red-
shifts, in turn implying the submm galaxies at these flux densities
are mainly high-redshift (z > 1) galaxies with bolometric lumi-
nosities dominated by star formation. We infer that the µJy radio
population lies predominantly at z < 1, in agreement with exist-
ing optical spectroscopy, and that the populations dominating the
hard X-ray background contribute <15 per cent of the submm ex-
tragalactic background light. Only two out of eight submm sources
are robustly identified with VLA sources; radio pre-selection (e.g.
Barger et al. 2000; Chapman et al. 2001, 2002) would therefore
have recovered 2 out of the eight SCUBA point sources in the
HDF. Nevertheless, five of the eight submm sources have radio
sources much closer than would be expected by chance, but which
are still not close enough to be physically identified with the submm
emission (provided we have not underestimated the astrometric un-
Figure 9. SCUBA-HDF sources (circles) overlaid on a mosaic of HFF
F814W images. The scale is the same as that of Fig. 6. The outer contour
shows the areal coverage of the SCUBA-HDF 850-µm map, after convolu-
tion with the beam. The inner contour shows the areal extent of the HDF
North. Also plotted are VLA sources with optical blank fields (Richards
et al. 1999; diamonds), and Chandra-detected VROs (Alexander et al. 2001;
crosses; NB distinct from the catalogue of Brandt et al. 2001). Despite ap-
pearances to the contrary, in at least one case (HDF 850.1) the Chandra and/or
VLA sources are demonstrably not identified with the submm source.
certainties). Millimetre-wave interferometry has confirmed this is
the case in the source HDF 850.1, with a lensed NIR counterpart
(Dunlop et al. 2002). This raises the interesting possibility that not
all radio sources associated with submm galaxies are responsible
for the FIR emission. Unambiguous identifications have so far al-
most exclusively been obtained using interferometric millimetre-
wave follow-ups of brighter submm sources, reinforcing the strategy
of wide-area, shallow submm surveys for the study of the resolved
submm point source population (e.g. Scott et al. 2002; Fox et al.
2002).
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A P P E N D I X A : N O I S E - W E I G H T E D
S O U R C E E X T R AC T I O N
At every point (i, j) in the image we wish to determine the best fit
(minimum χ2) point source. Suppose the point spread function is
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P(x, y), the image signal is S(i, j), and the image noise is N(i, j). The
χ 2 at position i, j is
χ 2(i, j) =
∑
x,y
[
S(i − x, j − y) − F P(x, y)
N (i − x, j − y)
]2
(A1)
where F is the best-fitting flux at position (i, j). If we minimize the
χ2 with respect to F we obtain
dχ 2
dF
= −2
∑
x,y
S(i − x, j − y) − F P(x, y)
N (i − x, j − y)2 P(x, y). (A2)
Setting this to zero and rearranging gives
F(i, j) =
∑
x,y S(i − x, j − y)W (i − x, j − y)P(x, y)∑
x,y W (i − x, j − y)P(x, y)2
, (A3)
where W = 1/N 2 can be thought of as the weights.
This is equivalent to a convolution. We obtain the result that the
best-fitting flux image is
F = (SW ) ⊗ P
W ⊗ P2 , (A4)
where ⊗ denotes a convolution. Propagating the errors on F, we
obtain
(	F)2 = 1
W ⊗ P2 . (A5)
Note that a signal-to-noise ratio map here (F/	F) is not the same
as a χ 2 map:
F
	F
= (SW ) ⊗ P√
W ⊗ P2 , (A6)
whereas
χ 2 = [(S/N )2 ⊗ (0 × P + 1)] + F2(W ⊗ P2) − 2F[(SW ) ⊗ P]
= [(S/N )2 ⊗ (0 × P + 1)] − F[(SW ) ⊗ P] (A7)
(the first step multiplies out equation 4, and the last step is obtained
by using the expression for F, equation 7).
This method of source extraction is now also being used on the
1-arcsec drizzling footprint images made for the ongoing 8-mJy 850-
µm map survey by ourselves (Scott et al. 2002; Fox et al. 2002).
This paper has been typeset from a TEX/LATEX file prepared by the author.
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