This paper applies two powerful analytical approximation methods to the jamming transition problem (JTP) of traffic flow networks. The governing equations are modeled on the Lorentz system and take the form of a nonlinear nonconservative oscillator. We describe and implement the homotopy perturbation method (HPM) and the variational iteration method (VIM) to compute approximations to the JTP solution. Their solutions are compared with the purely numerical fourth-order Runge-Kutta solution. We conclude that both HPM and VIM provide highly accurate analytical solutions to the nonlinear jamming transition problem. PACS Nos: 89.40.Bb, 02.60.Cb Résumé : Nous appliquons ici deux méthodes analytiques approximatives au problème de la transition de blocage (jamming) de la circulation dans les réseaux (« JTP »). Les équations gouvernantes sont inspirées du système de Lorentz et prennent la forme d'un oscillateur non conservatif non linéaire. Nous décrivons et utilisons la méthode de perturbation homotopique (« HPM ») et la méthode itérative variationnelle (« VIM ») pour calculer les approximations aux solutions du problème de la transition de blocage. Nous comparons ces solutions à la solution obtenue directement par une méthode numérique de Runge-Kutta du quatrième ordre. Nous concluons que « HPM » et « VIM » fournissent des solutions analytiques très précises au problème non linéaire de la transition de blocage. [Traduit par la Rédaction]
Introduction
Because small-world [1] and scale-free [2] properties are ubiquitous in many natural and man-made networks [3, 4] , the flow properties of the transported entities (such as traffic, information, energy, or chemicals) are of primary interest. A vehicular traffic flow network represents a multibody system of strongly interacting vehicles. In this context, the dynamics of congestion as it relates to highway network structure is a topic of great practical interest [5] [6] [7] . For example, earlier studies have analyzed traffic congestion as a phase transition phenomenon in complex networks by defining various congestion factors or order parameters [7] .
Traffic congestion occurs when the volume of traffic flow exceeds the largest admissible capacity of a node, especially at bottlenecks such as crossroads, on-ramps, and off-ramps. According to one widely cited study, in 2005 highway congestion resulted in 4.2 billion hours of delay and cost drivers 2.9 billion gallons of additional fuel, for total damages of $78 billion to highway users. This enormous negative impact has led highway and urban network planners to draw upon traffic flow studies by experts from a variety of disciplines, including mathematics, engineering, urban planning, and logistics.
Most theoretical models of traffic flow can readily be clas-sified as microscopic, macroscopic, or kinetic [8, 9] . A microscopic model is like a magnifying glass, in that it focuses on a single vehicle that obeys certain rules. Microscopic traffic models therefore study the individual movements of vehicles and interactions between vehicle pairs, particularly in terms of free driving, car following, and lane changing. Usually, an ordinary differential equation (ODE) equation is written down for each mode [10] [11] [12] . In contrast, macroscopic traffic models measure the effects of vehicle interactions in terms of collective variables. Similar to fluid dynamics, they employ a system of partial differential equations (PDEs) to balance conservation laws for quantities such as the density of vehicles and the mean velocity. There are two common classes of macroscopic models. First-order models, such as LWR [13, 14] , describe traffic as a continuous function of the vehicle density and traffic velocity in space and time. Second-order models include an additional PDE in the average velocity that takes into account the finite "relaxation time" for traffic to adapt to changing conditions [15] [16] [17] . In kinetic models, a distribution function f (t, x, V) is defined to express the probability of finding a vehicle at time t in position x moving with velocity V. Following methods from statistical mechanics, this function can be computed using an integro-differential equation such as the Boltzmann equation.
A traffic jam is a microscopic phenomenon and represents one of the most important problems in traffic flow research. Numerous studies have investigated the related problems of traffic jams [1, 5] , car accidents [3, 18, 19] and energy dissipation [20, 21] within the framework of single-lane traffic models. Recently, some researchers have focused on the jam transition problem (JTP) in its various forms [1] [2] [3] [4] [5] [6] [22] [23] [24] . They have attacked this problem using thermodynamic [4] , hydrodynamic, and kinetic theories [1, 6] , based on the car-following model [1, 6] , Maxell model [23] , and cellular automaton model [1, 24] . Two works in this literature have studied the JTP by transforming the traffic model into a nonlinear oscillator with a restoring damping term, via the Lorentz system [8, 25] . The present paper builds upon this line of investigation.
Governing equations
The original traffic equations based on the Lorentz system [7, 25, 26] 
Here h is headway deviation, and t is the acceleration/braking time on a velocity deviation v. The constant factors t h , t v , and t t are the corresponding relaxation times, and g v , and g t are positive constants. This system of equations does not take into account fluctuations of the characteristic acceleration/braking time. Feedback in this system causes v to increase and is the reason for traffic jam formation. In the general case, (1)-(3) have no analytical solution. Reference 10, therefore used the simplifying assumptions t h ≫ t t and t h ≈ t v , which taken together imply _ tt t % 0. Using these assumptions allows us to transform (3) into,
We now introduce the natural scale factors t h ,
for time, headway deviation, velocity deviation, acceleration/ braking time, respectively. We also define g v t t t 2 h , a noise term in the characteristic acceleration/braking time t 0 . Then, after substituting (4) into (2), system (1)-(3) is transformed into a nonlinear stochastic oscillator [10] ,
Due to the presence of the third-order nonlinear term, it is very difficult to find an exact solution for the governing equation. In this paper, we apply two analytical methods to the nonlinear nonconservative oscillator.
Analytical methods
Most scientific problems and physical phenomena are nonlinear to some extent. Consequently, scientists have developed many techniques for obtaining analytical solutions that reasonably approximate the exact solutions of nonlinear systems [27] . Both purely numerical and semi-analytical calculation methods have been steadily improving. In recent years several techniques combining the two approaches have drawn special attention, such as the Adomian decomposition method (ADM) [28] , the homotopy perturbation method (HPM) [29] [30] [31] [32] [33] [34] , parameterized perturbation [35] , the variational iteration method (VIM) [36] [37] [38] , the Lindstedt-Poincaré method [39] , the parameter-expanding method (PEM) [40] , the energy balance method (EBM) [41, 42] , and the max-min approach (MMA) [43, 44] . As this work draws on both HPM and VIM, a short explanation of these methods follows.
Homotopy perturbation method
The HPM is an effective means of solving nonlinear differential equations. A complex, nonlinear differential equation is transformed into a series of linear and nonlinear differential equations, each one simpler than the original. These equations are solved iteratively. The series of solutions is then summed to complete the answer, provided the convergence criteria are maintained. When using HPM, the stability of the solution needs to be verified through examples. Consequently, HPM is enhanced by prior assumptions that reinforce the stability of the nonlinear dynamic, even if a given linear part of the transformed system is not stable.
To explain the basic idea of the HPM, consider the nonlinear differential equation,
This equation is subject to the boundary condition,
where A is a differential operator, B a boundary operator, f(r) is a known analytical function, G is a boundary defined in the domain U, and @u/@n denotes differentiation along the outward normal to this boundary. Generally speaking, a differential operator A can be divided into a linear part L and a nonlinear part N. Equation (7) therefore can be rewritten as follows,
LðuÞ þ NðuÞ À f ðrÞ ¼ 0 ð9Þ
A homotopy expression H(v, p) based on (9), using an auxiliary variable H(r, p) with p ∈ [0, 1], can be defined as, Pagination not final/Pagination non finale 
where p is called the homotopy parameter (inspired by the "small parameter" in perturbation terminology). If p equals 0, (10) is completely linear, while if p equals 1, the linear part vanishes, and (10) becomes the same as (7) . With a simple manipulation, (10) reduces to the following,
The initial guess u 0 (sometimes called r 0 in the literature) needs to be a good approximation for the solution of (7) . However, in the systems field it is a property of the system and can be meaningfully assigned. Similar to erturbation theory, the solution of (10) may be expressed as an approximate linear solution plus a series of increasingly small corrections controlled by powers of the small homotopy parameter,
By substituting (12) into (11) and arranging the result in terms of ascending powers of p, we achieve an infinite number of differential equations v. To solve these, one should Pagination not final/Pagination non finale avoid secular terms to produce boundedness. This set of almost simple differential equations with proper initial conditions is then solved. Finally, the approximate solution of (7) can be formed as follows,
3.2 Variational iteration method VIM is another powerful method. It uses Lagrange multipliers to identify the optimal values of parameters in a function, and a rapidly convergent sequence is thereby produced. To illustrate the VIM, consider the following differential equation,
where L is a linear operator, N is a nonlinear operator, and g(t) is an inhomogeneous term. According to the VIM, we can construct the functional as follows,
where l(t) is a general Lagrangian multiplier, which can be identified optimally using variational theory.
Applying the Algorithms to JTP

HPM
In this section, we find a solution for (5) with the initial conditions h(0) = A and _ hð0Þ ¼ 0. According to the HPM, we derive the following functional,
Assuming _ v 0 ¼ 0, after some consolidation and rearrangement of terms in powers of p, we have
Solving (17)-(19) yields, p 0 : n 0 ¼ A ð20Þ
Therefore, using (12) and substituting p = 1, we obtain the approximate solution to the JTP, Pagination not final/Pagination non finale where l(t) is a restricted variation. The Lagrange multiplier can therefore be simply identified as l(t) = (tt). We obtain the following iteration formula,
We start with the initial conditions h(0) = A and _ hð0Þ ¼ 0. Solving the iteration formula (25) using MAPLE, we obtain,
Results and discussion
In this section, we compare the results of these two analytical, approximate solutions to a solution derived by purely Pagination not final/Pagination non finale Ganji et al. numerical means. Our numerical approach is to transform the second-order differential equations into first-order equations, then solve the system using the Runge-Kutta method (RKM).
Tables 1 through 5 compare the three solutions for different values of the parameters 3, s, and t. These four models are defined in Table 1 . The analytical and numerical solutions are also plotted in Figs. 1 through 7 . In Figs. 1 through  4 , the increasing error term is plotted against amplitude; in Figs. 5 through 7, it is plotted against time. The effect of iterations in these tables is obvious and sensible. As expected, the VIM and HPM results are identical in the first step. The interval A = [0, 1] is chosen because as presented in Figs. 1-4 , the slope of the error with respect to amplitude is very steep. The behavior shown in these figures indicates that both presented methods are sensitive to increases in the amplitude of vibration.
The maximum errors related to models 1 to 4 are 1.0074, 20.96, 16.7, and 16.46, respectively. In the second iteration, as is manifest, the error decreased by 50% up to 1/5 in the first stage. Although in the first iteration the VIM solution is better than the HPM solution, in the second and later iterations their results are very close to each other. It is worth noting that three or four iterations suffice for VIM and HPM, respectively.
Conclusion
In this paper, the homotopy perturbation method (HPM) and Variational Iteration Method (VIM) have been applied to a nonlinear oscillator with damping interpreting the jamming transition problem (JTP) in traffic flow. The results obtained show that: Pagination not final/Pagination non finale 1. HPM and VIM use different functionals, but result in similar analytical approximations to the nonlinear differential equations. 2. The approximations obtained by HPM and VIM converge to the exact solution after a small number of iterations (three or four, respectively, in this application). 3. Compared with a purely numerical solution, the error in the VIM and HPM solution grows more slowly with time than with amplitude. 4. VIM and HPM do not require small parameters in the equations, so the limitation of traditional perturbation methods is eliminated. 5. The calculations in VIM and HPM are simple and straightforward.
