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KATO-PONCE INEQUALITIES ON WEIGHTED AND VARIABLE
LEBESGUE SPACES
DAVID CRUZ-URIBE, OFS AND VIRGINIA NAIBO
Abstract. We prove fractional Leibniz rules and related commutator estimates in
the settings of weighted and variable Lebesgue spaces. Our main tools are uniform
weighted estimates for sequences of square-function-type operators and a bilinear
extrapolation theorem. We also give applications of the extrapolation theorem to
the boundedness on variable Lebesgue spaces of certain bilinear multiplier operators
and singular integrals.
1. Introduction and main results
For s ≥ 0, the inhomogeneous and homogeneous s-th differentiation operators Js
and Ds, respectively, are defined via the Fourier transform as
Ĵs(f)(ξ) = (1 + |ξ|2)
s
2 f̂(ξ) and D̂s(f)(ξ) = |ξ|sf̂(ξ).
The following inequalities, known as Kato-Ponce inequalities or fractional Leibniz
rules, hold for such operators and for f, g ∈ S(Rn):
‖Ds(fg)‖Lr . (‖D
sf‖Lp1 ‖g‖Lq1 + ‖f‖Lp2 ‖D
sg‖Lq2 ) ,(1.1)
‖Js(fg)‖Lr . (‖J
sf‖Lp1 ‖g‖Lq1 + ‖f‖Lp2 ‖J
sg‖Lq2 ) ,(1.2)
where 1 < p1, p2, q1, q2 ≤ ∞,
1
2
< r ≤ ∞, 1
r
= 1
p1
+ 1
q1
= 1
p2
+ 1
q2
, s > max{0, n(1
r
− 1)}
or s is a non-negative even integer, and the implicit constants depend only on the
parameters involved. The cases 1 < r < ∞, 1 < q1, p2 ≤ ∞, 1 < p1, q2 < ∞
and s > 0 for such estimates have been known for a long time and go back to the
pioneering work in [5, 27, 28] for the study of the Euler, Navier-Stokes and Korteweg-
de Vries equations. Very recently in [21] a different approach was used to extend (1.1)
and (1.2) to the range 1
2
< r ≤ 1 with s > max{0, n(1
r
− 1)} or s a non-negative even
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integer. (Also see [3] for (1.2) with 1
2
< r ≤ 1 and s > n, and [34] for (1.1).) The
case r =∞ was settled in [4] (see also [19]).
In [27], an important tool in the study of the Cauchy problem for the Euler and
Navier-Stokes equations in the setting of Lp-based Sobolev spaces was the following
commutator estimate closely related to (1.2):
‖Js(fg)− fJs(g)‖Lp . ‖J
sf‖Lp ‖g‖L∞ + ‖∇f‖L∞
∥∥Js−1g∥∥
Lp
,
where 1 < p <∞ and s ≥ 0. For other commutator estimates of the sort, see [4] and
the references it contains.
The goal of this paper is to prove Kato-Ponce inequalities in the settings of weighted
Lebesgue spaces and variable Lebesgue spaces. The techniques employed in the
context of weighted Lebesgue spaces also let us obtain fractional Leibniz rules in
weighted Lorentz spaces and Morrey spaces. To state our two main results, let
S(Rn) denote the Schwartz class of rapidly decreasing functions defined on Rn and
let Ap denote the Muckenhoupt class of weights. For brevity we will use the notation
A . B to mean that A ≤ cB, where c is a constant that may only depend on some of
the parameters and weights used but not on the functions involved. For the notation
used in the statement of Theorem 1.1, we refer the reader to Section 2.
Theorem 1.1. Let 1 < p, q <∞ and 1
2
< r <∞ be such that 1
r
= 1
p
+ 1
q
. If v ∈ Ap,
w ∈ Aq, and s > max{0, n(
1
r
− 1)} or s is a non-negative even integer, then for all
f, g ∈ S(Rn),
‖Ds(fg)‖
Lr(v
r
pw
r
q )
. ‖Dsf‖Lp(v) ‖g‖Lq(w) + ‖f‖Lp(v) ‖D
sg‖Lq(w) ,(1.3)
‖Js(fg)‖
Lr(v
r
pw
r
q )
. ‖Jsf‖Lp(v) ‖g‖Lq(w) + ‖f‖Lp(v) ‖J
sg‖Lq(w) ,(1.4)
and
(1.5) ‖Ds(fg)− fDs(g)‖
Lr(v
r
pw
r
q )
. ‖Dsf‖Lp(v) ‖g‖Lq(w) + ‖∇f‖Lp(v)
∥∥Ds−1g∥∥
Lq(w)
,
(1.6) ‖Js(fg)− fJs(g)‖
Lr(v
r
pw
r
q )
. ‖Jsf‖Lp(v) ‖g‖Lq(w) + ‖∇f‖Lp(v)
∥∥Js−1g∥∥
Lq(w)
.
The implicit constants depend on p, q, s, [v]Ap and [w]Aq .
The “factored” bilinear weights in Theorem 1.1 were introduced in [22] and further
studied in [20]. In [31] a more general case of bilinear Ap weights was introduced.
We do not know if our result can be proved for these weights. However, the factored
weights are sufficient to apply extrapolation and prove our second main result. For
the notation used in the statement of Theorem 1.2, we refer the reader to Section 3.
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Theorem 1.2. Let p(·), q(·), r(·) ∈ P0 be exponent functions such that
1
r(·) =
1
p(·) +
1
q(·) . Suppose further that there exist 1 < p < p− and 1 < q < q− such that(
p(·)
p
)′
,
(
q(·)
q
)′
∈ B. If s > max{0, n(1
r
−1)}, where 1
r
= 1
p
+ 1
q
, or s is a non-negative
even integer, then for all f, g ∈ S(Rn),
‖Ds(fg)‖Lr(·) . ‖D
sf‖Lp(·) ‖g‖Lq(·) + ‖f‖Lp(·) ‖D
sg‖Lq(·) ,(1.7)
‖Js(fg)‖Lr(·) . ‖J
sf‖Lp(·) ‖g‖Lq(·) + ‖f‖Lp(·) ‖J
sg‖Lq(·) ,(1.8)
‖Ds(fg)− fDs(g)‖Lr(·) . ‖D
sf‖Lp(·) ‖g‖Lq(·) + ‖∇f‖Lp(·)
∥∥Ds−1g∥∥
Lq(·)
,(1.9)
‖Js(fg)− fJs(g)‖Lr(·) . ‖J
sf‖Lp(·) ‖g‖Lq(·) + ‖∇f‖Lp(·)
∥∥Js−1g∥∥
Lq(·)
.(1.10)
Remark 1.1. Implicit in the proof of Theorem 1.1 is the fact that, in the case w = v,
it is possible to have different pairs p, q for each term on the righthand side of (1.3),
(1.4), (1.5) and (1.6). Also, the proof of Theorem 1.2 allows for different pairs of
exponents p(·), q(·) for each term on the righthand side of the inequalities for variable
Lebesgue spaces.
Remark 1.2. As we will explain in Section 3, the hypotheses of Theorem 1.2 imply
that p(·) and q(·) are both bounded, and this restriction is intrinsic to our proof.
However, in the scale of variable Lebesgue spaces it is possible to have unbounded
exponents or even exponents that are equal to infinity on sets of positive measure. We
conjecture that there is a version of Theorem 1.2 that allows unbounded exponents
and that includes the endpoint inequality in [4] as a special case.
Our proofs of (1.3) and (1.4) in Theorem 1.1 exploit the ideas used in [21] to
prove their unweighted counterparts (1.1) and (1.2). This approach requires us to use
weighted estimates for a certain family of square-functions; moreover we need to have
good control on their norms. The central step in this argument is Theorem 2.1 where
we obtain uniform estimates for such operators. We note that Theorem 2.1 improves
the estimate gotten in [21, Corollary 1]; their proof relies on a weak (1, 1) estimate and
interpolation. This is enough for the proof of the unweighted estimates (1.1) and (1.2),
but not for their weighted analogs of Theorem 1.1. We instead prove the necessary
weighted strong type estimates directly. A novel feature of our approach is that we
avoid using the maximal operator to estimate convolution operators and instead use
an argument based on averaging operators that was developed in a different context
in [11]. We do not know if the weak type estimates in weighted or variable Lebesgue
spaces that correspond to the weak-type estimates proved in [21] hold.
The proof of the weighted commutator estimates (1.5) and (1.6) in Theorem 1.1
relies on a decomposition of the operators Ds(fg) and Js(fg) given in [27] for the
case of Js as well as weighted estimates for certain bilinear operators from [20, 22].
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The variable Lebesgue space estimates in Theorem 1.2 are a consequence of Theo-
rem 1.1 and a bilinear extrapolation theorem (Theorem 3.1) that allows us to obtain
bilinear estimates in variable Lebesgue spaces from bilinear estimates in weighted
Lebesgue spaces. This result generalizes both the extrapolation theorem for variable
Lebesgue spaces in [9] (see also [8]) and the bilinear extrapolation theorem in [20].
Our result is interesting in its own right as it lets us easily prove a number of other
bilinear estimates in the variable Lebesgue space setting. To illustrate this, we use
Theorem 3.1 to prove estimates in variable Lebesgue spaces for several types of bi-
linear operators, including bilinear Caldero´n-Zygmund operators, bilinear multiplier
operators with symbols that have limited smoothness, and certain rough bilinear
singular integrals.
The remainder of this paper is organized as follows. In Section 2 we present def-
initions and basic results about weights and weighted norm inequalities, and then
state and prove Theorem 2.1. In Section 3 we give the necessary definitions and
background information on variable Lebesgue spaces, and prove Theorem 3.1. In
Section 4 we state and prove the applications of Theorem 3.1 to other bilinear oper-
ators. In Section 5 we prove Theorems 1.1 and 1.2. Finally, in Section 6 we present
Kato-Ponce inequalites in the settings of weighted Lorentz spaces and Morrey spaces
and explain how they follow from tools developed for the proof of Theorem 1.1.
Throughout this paper, all notation will be standard or will be defined as needed.
We will let Z be the set of integers, N the set of natural numbers, and N0 = N∪ {0}.
Unless explicitly indicated otherwise, all function spaces that appear will consist of
complex-valued functions defined on Rn.
Acknowledgements: The authors thank the referee for the careful reading of the
manuscript.
2. Weighted square function estimates
The main result in this section is Theorem 2.1, which gives a uniform weighted
estimate for certain families of square-functions. This estimate is in turn used in the
proofs of our main results. We divide this section into three parts. In the first we
give some definitions and state some known results. In the second we state and prove
Theorem 2.1. The proof appears relatively short, but it depends on several technical
propositions which we prove in the final part.
Preliminary results. By a weight w we mean a non-negative, locally integrable
function defined on Rn. Given 0 < p < ∞, let Lp(w) denote the class of complex-
valued, measurable functions f defined on Rn such that
‖f‖Lp(w) =
(∫
Rn
|f(x)|pw(x) dx
) 1
p
<∞.
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For brevity, when w = 1 we write Lp and ‖f‖Lp instead of L
p(w) and ‖f‖Lp(w).
Given a locally integrable function f on Rn and a set E ⊂ Rn of positive measure,
define
−
∫
E
f dy =
1
|E|
∫
E
f(y) dy.
The Hardy-Littlewood maximal operator M is defined as follows: for each x ∈ Rn,
let
M(f)(x) = sup
B
−
∫
B
|f(y)| dy χB(x),
where the supremum is taken over all Euclidean balls in Rn.
Given 1 < p <∞, the Muckenhoupt class Ap consists of all weights w such that
[w]p = sup
Q
(
−
∫
Q
w(y) dy
)(
−
∫
Q
w−
1
p−1
)p−1
<∞,
where the supremum is taken over all cubes Q ⊂ Rn. The class A1 consists of all
weights w such that M(w)(x) . w(x) for almost every x ∈ Rn; we define
[w]A1 = sup
Q
(
−
∫
Q
w(y) dy
)∥∥w−1∥∥
L∞(Q)
,
where the supremum is taken over all cubes Q ⊂ Rn. Note that A1 ⊂ Ap for 1 < p <
∞ and [w]Ap ≤ [w]A1.
It is well known that for 1 < p <∞, the Muckenhoupt condition characterizes the
weights w such thatM is bounded on Lp(w) (e.g., see [15]). Below, we will need the
vector-valued version of this result, also referred to as the weighted Fefferman-Stein
inequality. For a proof, see [1, 10].
Lemma 2.A. Given 1 < p, q < ∞ and w ∈ Ap, for all sequences {fk} of locally
integrable functions defined on Rn,
(2.1)
∥∥∥∥(∑
k∈Z
|M(fk)|
q
) 1
q
∥∥∥∥
Lp(w)
.
∥∥∥∥(∑
k∈Z
|fk|
q
) 1
q
∥∥∥∥
Lp(w)
,
where the implicit constant depends on p, q, and [w]Ap.
The next result we recall is a weighted Littlewood-Paley estimate. To state it, let
f̂ denote the Fourier transform of a tempered distribution on Rn: more precisely, for
all ξ ∈ Rn and f ∈ S(Rn),
f̂(ξ) =
∫
Rn
f(x) e−2πix·ξ dx.
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Lemma 2.B. Let ϕ ∈ S(Rn) be such that supp(ϕ̂) ⊂ {ξ ∈ Rn : c1 < |ξ| < c2} for
some 0 < c1 < c2 < ∞. Set ϕk(x) = 2
knϕ(2kx) and suppose further that for some
constant cϕ > 0 and for all ξ 6= 0,∑
k∈Z
∣∣ϕ̂(2−kξ)∣∣2 = cϕ.
Then for every 1 < p <∞, w ∈ Ap, and f ∈ L
p(w),
(2.2)
∥∥∥∥(∑
k∈Z
|ϕk ∗ f |
2
) 1
2
∥∥∥∥
Lp(w)
∼ ‖f‖Lp(w) ,
where the implicit constants depend on ϕ and [w]Ap but do not depend on f .
For a proof, see [37, Proposition 1.9] and the comment that follows; see also [29].
Statement and proof of Theorem 2.1. In Lemma 2.B the implicit constant in
(2.2) depends on the function ϕ; in particular, if we replace ϕ by a translation ϕ(·+z),
z ∈ Rn, then we do not know a priori whether the constants will depend on z. Our
main result in this section shows that in this case they do not.
Theorem 2.1. Let Ψ ∈ S(Rn) be such that supp(Ψ̂) ⊂ {ξ ∈ Rn : c1 < |ξ| < c2}
for some 0 < c1 < c2 < ∞. Given a sequence z¯ = {zk,m}k∈Z,m∈Zn ⊂ Rn, define
Ψz¯k,m(x) = 2
knΨ(2k(x + zk,m)) for x ∈ R
n, m ∈ Zn and k ∈ Z. Then for every
1 < p <∞, w ∈ Ap, and f ∈ L
p(w),∥∥∥∥(∑
k∈Z
∣∣Ψz¯k,m ∗ f ∣∣2) 12∥∥∥∥
Lp(w)
. ‖f‖Lp(w) ,
where the implicit constants depend on Ψ and [w]Ap but are independent of m and z¯.
Remark 2.1. As we noted in the Introduction, Theorem 2.1 improves the correspond-
ing unweighted estimate from [21, Corollary 1]. There, the authors showed that for
the particular sequence zk,m = 2
−km, k ∈ Z and m ∈ Zn, we have that∥∥∥∥(∑
k∈Z
∣∣Ψz¯k,m ∗ f ∣∣2) 12∥∥∥∥
Lp
. log(1 + |m|) ‖f‖Lp .
They proved this inequality by means of an unweighted, weak (1, 1) inequality and
then interpolating with the unweighted L2 estimate. They prove the weak (1, 1)
estimate by showing that the operator satisfies a vector-valued Ho¨rmander condition;
such a condition is not sufficient for proving weighted norm inequalities: see [33]. Our
proof of Theorem 2.1 makes use of Rubio de Francia extrapolation, and so does not
yield a weighted endpoint estimate. We do not know if such an estimate holds, either
with a constant independent of m or with a constant of order log(1 + |m|).
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Remark 2.2. We refer the reader to Section 6 for versions of Theorem 2.1 in the
settings of weighted Lorentz spaces and Morrey spaces.
The proof of Theorem 2.1 requires two propositions which we state here; their
proofs are given in the final part of this section.
Proposition 2.2. Let ϕ ∈ S(Rn) be such that supp(ϕ̂) ⊂ {ξ ∈ Rn : c1 < |ξ| < c2}
for some 0 < c1 < c2 < ∞ and
∑
k∈Z
∣∣ϕ̂(2−kξ)∣∣2 = cϕ for some cϕ > 0 and for all
ξ 6= 0. Set ϕk(x) = 2
knϕ(2kx) for k ∈ Z. If 1 < p <∞ and w ∈ Ap, then∥∥∥∥∑
k∈Z
ϕk ∗ fk
∥∥∥∥
Lp(w)
.
∥∥∥∥(∑
k∈Z
|fk|
2
) 1
2
∥∥∥∥
Lp(w)
for all sequences {fk}k∈Z ⊂ Lp(w) such that the righthand side is finite. The implicit
constant depends only on ϕ and [w]Ap.
Proposition 2.3. Given Ψ ∈ S(Rn) and a sequence z¯ = {zk,m}k∈Z,m∈Zn ⊂ Rn, define
Ψz¯k,m(x) = 2
knΨ(2k(x + zk,m)) for x ∈ R
n, m ∈ Zn and k ∈ Z. If 1 < p < ∞ and
w ∈ Ap, then for all f ∈ L
p(w),
sup
k,m∈Z
∥∥Ψz¯k,m ∗ f∥∥Lp(w) . [w] 1pAp ‖f‖Lp(w) ,
where the implicit constant depends on Ψ and is independent of z¯ and w.
Proof of Theorem 2.1. Our proof is inspired by the argument in [16], but it is simpler
because of the structure of our operator. By Rubio de Francia extrapolation (see [10]),
it is enough to prove the desired inequality when p = 2.
Set T z¯m,ε(f) =
∑
k∈Z εkΨ
z¯
k,m ∗ f , where m ∈ Z
n and ε = {εk}k∈Z with εk = ±1
for each k ∈ Z. Without loss of generality we may assume c1 =
1
2
and c2 = 2.
Fix ϕ ∈ S(Rn) such that ϕ̂ ≡ 1 on {ξ ∈ Rn : 1
2
< |ξ| < 2}, ϕ̂ is supported on
an annulus, and
∑
k∈Z
∣∣ϕ̂(2−kξ)∣∣2 = cϕ for all ξ 6= 0 for some constant cϕ. Define
ϕk(x) = 2
knϕ(2kx). Then εkΨ
z¯
k,m ∗ f = ϕk ∗ εkΨ
z¯
k,m ∗ ϕk ∗ f pointwise for all k ∈ Z,
m ∈ Zn, and f ∈ S ′(Rn). By Propositions 2.2 and 2.3, and by Lemma 2.B, it follows
that for w ∈ A2, f ∈ L
2(w), and all z¯ and ε,
∥∥T z¯m,εf∥∥2L2(w) =
∥∥∥∥∑
k∈Z
ϕk ∗ εkΨ
z¯
k,m ∗ ϕk ∗ f
∥∥∥∥2
L2(w)
.
∑
k∈Z
∥∥Ψz¯k,m ∗ ϕk ∗ f∥∥2L2(w) .∑
k∈Z
‖ϕk ∗ f‖
2
L2(w) . ‖f‖
2
L2(w) ;
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the implicit constants depend only on ϕ, Ψ, and [w]A2. In other words, we have shown
that T z¯m,ε is bounded on L
2(w) for every w ∈ A2 with the operator norm controlled
by a constant independent of m, ε and z¯. Clearly, the same argument shows that the
operators T z¯,+m,ε and T
z¯,−
m,ε defined as T
z¯
m,ε but with k ∈ N0 and −k ∈ N, respectively,
instead of k ∈ Z, are bounded on L2(w) with constants independent of the same
quantities.
We can now argue as in [15, p. 177]. Let {rk}k∈N0 be the system of Rademacher
functions. That is, define r0(t) = −1 for 0 ≤ t <
1
2
, r0(t) = 1 for
1
2
≤ t < 1, and
extend it as a periodic function on R. Then define rk(t) = r0(2
kt) for 0 ≤ t < 1.
Recall that {rk}k∈N0 is an orthonormal system in L
2([0, 1]) and we have that for all
{ak} ∈ ℓ
2, ∥∥∥∥ ∞∑
k=0
akrk
∥∥∥∥
L2([0,1])
=
( ∞∑
k=0
|ak|
2
) 1
2
.
Therefore, if we set εt = {rk(t)}k∈N0 for 0 ≤ t < 1, then we have that∑
k∈Z
∣∣Ψz¯k,m ∗ f(x)∣∣2 = ∫ 1
0
∣∣∣∣∣
∞∑
k=0
rk(t)Ψ
z¯
k,m ∗ f(x)
∣∣∣∣∣
2
dt+
∫ 1
0
∣∣∣∣∣
1∑
k=−∞
r−k(t)Ψz¯k,m ∗ f(x)
∣∣∣∣∣
2
dt
=
∫ 1
0
∣∣T z¯,+m,εtf(x)∣∣2 dt+ ∫ 1
0
∣∣T z¯,−m,εtf(x)∣∣2 dt.
If we fix w ∈ A2 and compute the L
2(w) norm, then we get∥∥∥∥(∑
k∈Z
∣∣Ψz¯k,m ∗ f(x)∣∣2) 12∥∥∥∥2
L2(w)
=
∫ 1
0
∥∥T z¯,+m,εtf∥∥2L2(w) dt+ ∫ 1
0
∥∥T z¯,−m,εtf∥∥2L2(w) dt . ‖f‖2L2(w) ,
with the implicit constant independent of m, z¯ and f. 
Proof of Propositions 2.2 and 2.3.
Proof of Proposition 2.2. Fix w, ϕ and {fk}k∈Z as in the hypotheses. As before, we
can assume without loss of generality that in defining the support of ϕ̂, c1 =
1
2
and
c2 = 2. For all N ∈ N0, define
FN =
∑
|ℓ|≤N
ϕℓ ∗ fℓ.
Then for all N2 > N1 and all k ∈ Z we have that
ϕk ∗ (FN2 − FN1) =
∑
N1<|ℓ|≤N2
ϕk ∗ ϕℓ ∗ fℓ.
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Comparing supports on the Fourier transform side, it follows that
ϕk ∗ (FN2 − FN1) =

0 if |k| ≤ N1 − 1 or |k| ≥ N2 + 2,∑1
ℓ=−1 ϕk ∗ ϕk−ℓ ∗ fk−ℓ if N1 + 2 ≤ |k| ≤ N2 − 1,∑0
ℓ=−1 ϕk ∗ ϕk−ℓ ∗ fk−ℓ if |k| = N1 + 1,∑1
ℓ=0 ϕk ∗ ϕk−ℓ ∗ fk−ℓ if |k| = N2,
ϕk ∗ ϕk+1 ∗ fk+1 if |k| = N1,
ϕk ∗ ϕk−1 ∗ fk−1 if |k| = N2 + 1.
Recall that for all k ∈ Z, |ϕk ∗ g| .M(g) with a constant that depends only on
ϕ. (See [15].) Since M is bounded on Lp(w), it follows that FN ∈ L
p(w) for all N .
Moreover, by Lemma 2.B, this maximal operator inequality and Lemma 2.A, we get
that
‖FN1 − FN2‖Lp(w) .
1∑
ℓ=−1
∥∥∥∥( ∑
N1≤|k|≤N2+1
|ϕk ∗ ϕk−ℓ ∗ fk−ℓ|
2
) 1
2
∥∥∥∥
Lp(w)
.
1∑
ℓ=−1
∥∥∥∥( ∑
N1≤|k|≤N2+1
|M(M(fk−ℓ))|
2
) 1
2
∥∥∥∥
Lp(w)
.
∥∥∥∥( ∑
N1−1≤|k|≤N2+2
|fk|
2
) 1
2
∥∥∥∥
Lp(w)
.
The last term in the above chain of inequalities converges to 0 as N1, N2 tend to
infinity; therefore, we have that {FN}N∈N0 is a Cauchy sequence in L
p(w). Hence,∑
k∈Z ϕk ∗ fk converges in L
p(w). Moreover, the same argument as before also shows
that ∥∥∥∥ ∑
|k|≤N
ϕk ∗ fk
∥∥∥∥
Lp(w)
.
∥∥∥∥( ∑
|k|≤N+2
|fk|
2
) 1
2
∥∥∥∥
Lp(w)
.
with the implicit constant independent of the sequence {fk}k∈Z. If we let N tend to
infinity we get the desired inequality. 
If we did not care about the size of the constant, we could easily prove a version of
Proposition 2.3 using the pointwise inequality
∣∣Ψz¯k,m ∗ f(x)∣∣ ≤ CM(f)(x). However,
the constant may depend on z¯ and blow up with k and m. Moreover, the uniform
pointwise estimate
∣∣Ψz¯k,m ∗ f(x)∣∣ ≤ CΨM(f)(x − zk,m) only gives the desired result
if w is constant since otherwise Lp(w) is not translation invariant.
Therefore, to prove the desired uniform estimate in weighted spaces we will use an
argument developed in [11] for matrix weights. The proof requires two lemmas. The
first was proved in [11]; for the convenience of the reader we give the proof for the
scalar case here.
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Lemma 2.4. If 1 < p <∞ and w ∈ Ap, then for every ball B and f ∈ L
p(w),∥∥|B|−1 (χB ∗ f)∥∥Lp(w) . [w] 1pAp ‖f‖Lp(w) ,
with the implicit constant independent of w.
Proof. Let p, w and f be as in the hypotheses. It is enough to prove this estimate for
cubes with sides parallel to the coordinate axes instead of balls: given any ball B, if
Q is the smallest cube that contains B, then
∣∣|B|−1 (χB ∗ f)∣∣ ≤ Cn |Q|−1 (χQ ∗ |f |).
Fix a cube Q, denote its side length by ℓ(Q) and define the cubes Qm = Q+ℓ(Q)m
for m ∈ Zn. Then {Qm}m∈Zn is a pairwise disjoint partition of Rn. Further, we can
divide the family {3Qm}m∈Zn into 3n familiesQJ , J ∈ {1, · · · , 3n}, of pairwise disjoint
cubes (3Qm denotes the cube with the same center as Qm and side length 3ℓ(Qm)).
Then for all x ∈ Qm,
|Q|−1 |(χQ ∗ f)(x)| ≤ |Q|
−1
∫
Rn
|f(y)χQ(x− y)| dy ≤ 3
n−
∫
3Qm
|f(y)| dy.
Hence,∫
Rn
∣∣|Q|−1 (χQ ∗ f)(x)∣∣pw(x) dx
=
∑
m∈Zn
∫
Qm
∣∣|Q|−1 (χQ ∗ f)(x)∣∣pw(x) dx
.
∑
m∈Zn
∫
Qm
(
−
∫
3Qm
|f(y)| dy
)p
w(x) dx
.
3n∑
J=1
∑
3Qm∈QJ
∫
3Qm
w(x) dx
(
−
∫
3Qm
|f(y)|w(y)
1
pw(y)−
1
pdy
)p
.
If we apply Ho¨lder’s inequality, and use the facts that w ∈ Ap and the cubes in QJ
are pairwise disjoint, we get
.
3n∑
J=1
∑
3Qm∈QJ
(∫
3Qm
|f(x)|pw(x) dx
)(
−
∫
3Qm
w(x) dx
)(
−
∫
3Qm
w(x)−
p′
p dx
) p
p′
. [w]Ap ‖f‖
p
Lp(w) .
The implicit constants are independent of w and f , and the proof is complete. 
The next lemma is also from [11] where it was given implicitly and without proof.
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Lemma 2.5. Let Φ ∈ L1(Rn) be non-negative and radially decreasing. Define
τz(Φ)(x) = Φ(x+ z) for z ∈ R
n. If 1 < p <∞ and w ∈ Ap, then for all f ∈ L
p(w),
‖τz(Φ) ∗ f‖Lp(w) . ‖Φ‖L1 [w]
1
p
Ap
‖f‖Lp(w) ,
with the implicit constant independent of z, w and Φ.
Proof. Assume first that Φ ∈ L1(Rn) is of the form
Φ(x) =
∞∑
k=1
ak |Bk|
−1 χBk(x),
where ak ≥ 0 and Bk is a ball centered at the origin for each k ∈ N. Note that
‖Φ‖L1 =
∑∞
k=1 ak. Fix z ∈ R
n; then we have
τz(Φ) =
∞∑
k=1
ak |B˜k|
−1χB˜k ,
where B˜k = −z+Bk for k ∈ N. With p, w and f as in the hypotheses, by Lemma 2.4
we have that
‖τz(Φ) ∗ f‖Lp(w) ≤
∞∑
k=1
ak
∥∥∥|B˜k|−1(χB˜k ∗ f)∥∥∥Lp(w)
. [w]
1
p
Ap
∞∑
k=1
ak ‖f‖Lp(w) = [w]
1
p
Ap
‖Φ‖L1 ‖f‖Lp(w) ,
where the implicit constant is independent of z, w, Φ and f.
To complete the proof, note that an arbitrary function as in the hypotheses can be
approximated from below by a sequence of functions of the form treated above. The
desired inequality then follows by the Monotone Convergence Theorem. 
Proof of Proposition 2.3. Since Ψ ∈ S(Rn), there exists a non-negative radially de-
creasing function Φ ∈ L1(Rn) such that |Ψ(x)| ≤ Φ(x) for all x ∈ Rn. Let Φz¯k,m(x) =
2nkΦ(2k(x+ zk,m)). Fix 1 < p <∞ and w ∈ Ap; then by Lemma 2.5 we have that∥∥Ψz¯k,m ∗ f∥∥Lp(w) ≤ ∥∥Φz¯k,m ∗ |f |∥∥Lp(w)
.
∥∥2knΦ(2k·)∥∥
L1
[w]
1
p
Ap
‖f‖Lp(w) = ‖Φ‖L1 [w]
1
p
Ap
‖f‖Lp(w) .

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3. Bilinear extrapolation on variable Lebesgue spaces
The main result in this section is Theorem 3.1, a bilinear extrapolation result
that allows to deduce bilinear estimates in variable Lebesgue spaces from bilinear
estimates in weighted Lebesgue spaces. This result is key for our proof of Theorem 1.2.
Extrapolation is an important technique for proving norm inequalities in variable
Lebesgue spaces: we refer the reader to [8, 9] for further details in the linear case.
We divide this section into two parts. In the first we give some basic definitions
and results about variable Lebesgue spaces. In the second we state and prove The-
orem 3.1. In Section 4 below, in order to illustrate the broader utility of bilinear
extrapolation, we give applications of Theorem 3.1 to prove estimates for a variety
of bilinear operators.
Definitions and preliminary results. For complete information on variable Lebes-
gue spaces and for proofs of the results stated here, see [8, 13]
Define the collection P of exponent functions to be the set of measurable functions
p(·) : Rn → [1,∞]. Similarly, let P0 denote the set of measurable functions p(·) :
Rn → (0,∞]. Given an exponent p(·), we let
p− = ess inf
x∈Rn
p(x), p+ = ess sup
x∈Rn
p(x).
Given p(·) ∈ P0, we define the modular
ρp(·)(f) =
∫
Rn\Rn∞
|f(x)|p(x) dx+ ‖f‖L∞(Rn∞),
where Rn∞ = {x ∈ R
n : p(x) = ∞}. The variable Lebesgue space Lp(·) consists of all
measurable functions f defined on Rn that satisfy ρp(·)(f/λ) < ∞ for some λ > 0.
This is a quasi-Banach space (Banach space if p(·) ∈ P) with the quasi-norm (norm
if p(·) ∈ P) given by
‖f‖Lp(·) = inf
{
λ > 0 : ρp(·)(f/λ) ≤ 1
}
.
The variable Lebesgue spaces generalize the classical Lebesgue spaces: if 0 < p0 ≤ ∞
and p(·) ≡ p0, then L
p(·) = Lp0 with equality of norms.
The following lemmas are basic properties of the norm. The first relates the norm
and the modular, the second generalizes Ho¨lder’s inequality, and the third gives an
equivalent expression for the norm.
Lemma 3.C. Given p(·) ∈ P0, ‖f‖Lp(·) ≤ 1 if and only if ρp(·)(f) ≤ 1.
Lemma 3.D. Given p(·), q(·), r(·) ∈ P0, suppose
1
r(·)
=
1
p(·)
+
1
q(·)
.
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Then for all f ∈ Lp(·) and g ∈ Lq(·),
‖fg‖Lr(·) . ‖f‖Lp(·)‖g‖Lq(·).
The implicit constant depends only on p(·) and q(·).
Remark 3.1. In [8] both are proved assuming that the exponents are in P; however,
the proofs can be easily adapted to this more general setting.
Lemma 3.E. If p(·) ∈ P, then for all f ∈ Lp(·),
‖f‖Lp(·) ≈ sup
∫
Rn
fg dx,
where the supremum is taken over all g ∈ Lp
′(·), ‖g‖Lp′(·) = 1, with p
′(·) ∈ P defined
pointwise by
1
p(·)
+
1
p′(·)
= 1.
The implicit constants depend only on p(·).
Central to our result is the boundedness of the maximal operatorM on Lp(·). Let
B be the family of all p(·) ∈ P such that for all f ∈ Lp(·),
‖Mf‖Lp(·) . ‖f‖Lp(·).
The norm of M as a bounded operator on Lp(·) will be denoted by ‖M‖p(·) . A
necessary condition for p(·) ∈ B is that p− > 1. As a consequence, our hypothesis in
Theorems 1.2 and 3.1 that
(
p(·)
p
)′
,
(
q(·)
q
)′
∈ B immediately implies that p+, q+ <∞.
A sufficient condition for p(·) ∈ B is that p(·) is log-Ho¨lder continuous locally:
there exists C0 > 0 such that
(3.1) |p(x)− p(y)| ≤
C0
− log(|x− y|)
, |x− y| <
1
2
;
and log-Ho¨lder continuous at infinity: there exists p∞, C∞ > 0 such that
(3.2) |p(x)− p∞| ≤
C∞
log(e + |x|)
.
While not strictly necessary to prove Theorem 3.1, we want to note the following
result, which in practice makes it easier to apply. Given p(·) ∈ P with 1 < p− ≤
p+ <∞, the following statements are equivalent:
(1) p(·) ∈ B,
(2) p′(·) ∈ B,
(3) p(·)/q ∈ B for some 1 < q < p−,
(4) (p(·)/q)′ ∈ B for some 1 < q < p−.
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Statement and proof of bilinear extrapolation.
Theorem 3.1. Let F be a family of ordered triples of non-negative, measurable
functions defined on Rn. Suppose there are indices 0 < p, q, r < ∞ satisfying 1
r
=
1
p
+ 1
q
, such that for every v, w ∈ A1,
(3.3)
(∫
Rn
h(x)rv(x)
r
pw(x)
r
q dx
) 1
r
.
(∫
Rn
f(x)pv(x)dx
) 1
p
(∫
Rn
g(x)qw(x)dx
) 1
q
for all (h, f, g) ∈ F such that the lefthand side is finite and where the implicit constant
depends only on p, q, [w]A1 and [v]A1. Let p(·), q(·), r(·) ∈ P0(R
n) be such that
1
r(·) =
1
p(·) +
1
q(·) , 0 < p < p−, 0 < q < q−, and
(
p(·)
p
)′
,
(
q(·)
q
)′
∈ B. Then
(3.4) ‖h‖Lr(·) . ‖f‖Lp(·) ‖g‖Lq(·)
for all (h, f, g) ∈ F such that h ∈ Lr(·). The implicit constant only depends on p(·)
and q(·).
Proof. Set r¯(·) = r(·)
r
, p¯(·) = p(·)
p
and q¯(·) = q(·)
q
. Then by our hypotheses, 1 < p¯− ≤
p¯+ <∞, and the same is true for r¯(·) and q¯(·).
We first define two Rubio de Francia iteration algorithms: given a non-negative
function τ ,
R1τ(x) =
∞∑
k=0
Mkτ(x)
2k‖M‖kp¯′(·)
, R2τ(x) =
∞∑
k=0
Mkτ(x)
2k‖M‖kq¯′(·)
.
Then τ(x) ≤ R1τ(x) and, since M is bounded on L
p¯′(·), we have that ‖R1τ‖p¯′(·) ≤
2‖τ‖p¯′(·) and R1τ ∈ A1 with [R1τ ]A1 ≤ 2‖M‖p¯′(·). (See [8, Theorem 5.24] for details.)
The same is true for R2τ with p¯(·) replaced by q¯(·) everywhere.
Now fix a triple (h, f, g) ∈ F such that ‖h‖Lr(·) <∞. Then by Lemma 3.E,
‖h‖rLr(·) = ‖h
r‖Lr¯(·) ≈ sup
∫
Rn
h(x)rτ(x) dx,
where the supremum is taken over all non-negative functions τ ∈ Lr¯
′(·) with ‖τ‖Lr¯′(·) =
1. Therefore, it is enough to prove that for all such τ,∫
Rn
h(x)rτ(x) dx . ‖f‖rLp(·) ‖g‖
r
Lq(·) ,
where the implicit constant is independent of τ.
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Define functions θ1(·), θ2(·) by
θ1(·) =
rr¯′(·)
pp¯′(·)
, θ2(·) =
rr¯′(·)
qq¯′(·)
.
Then for all x,
θ1(x) + θ2(x) = r¯
′(x)
(
r
p
p(x)− p
p(x)
+
r
q
q(x)− q
q(x)
)
= r¯′(x)
(
r
p
+
r
q
−
r
r(x)
)
= 1.
Hence, by the properties of the iteration algorithms,∫
Rn
h(x)rτ(x) dx
=
∫
Rn
h(x)rτ(x)θ1(x)τ(x)θ2(x) dx ≤
∫
Rn
h(x)rR1(τ
r¯′(·)
p¯′(·) )(x)
r
pR2(τ
r¯′(·)
q¯′(·) )(x)
r
q dx.
We claim that the righthand side of this inequality is finite. To see this, first note
that by the computation above for θ1 + θ2, we have that
1 =
1
r¯(·)
+
1
r¯′(·)
=
1
r¯(·)
+
r
p
1
p¯′(·)
+
r
q
1
q¯′(·)
.
Therefore, by Lemma 3.D,∫
Rn
h(x)rR1(τ
r¯′(·)
p¯′(·) )(x)
r
pR2(τ
r¯′(·)
q¯′(·) )(x)
r
q dx
. ‖hr‖Lr¯(·)‖R1(τ
r¯′(·)
p¯′(·) )
r
p ‖
L
p
r p¯
′(·)‖R2(τ
r¯′(·)
q¯′(·) )
r
q ‖
L
q
r q¯
′(·)
. ‖h‖rLr(·)‖R1(τ
r¯′(·)
p¯′(·) )‖
r
p
Lp¯
′(·)‖R2(τ
r¯′(·)
q¯′(·) )‖
r
q
Lq¯
′(·)
. ‖h‖rLr(·)‖τ
r¯′(·)
p¯′(·)‖
r
p
Lp¯
′(·)‖τ
r¯′(·)
q¯′(·)‖
r
q
Lq¯
′(·).
Since ‖τ‖Lr¯′(·) = 1, by Lemma 3.C we have that
1 ≥
∫
Rn
τ(x)r¯
′(x) dx =
∫
Rn
(
τ(x)
r¯′(x)
p¯′(x)
)p¯′(x)
dx,
which again by Lemma 3.C, since (p¯′)+ <∞, implies that ‖τ
r¯′(·)
p¯′(·)‖Lp¯′(·) ≤ 1. Similarly,
we have that ‖τ
r¯′(·)
q¯′(·)‖Lq¯′(·) ≤ 1. Therefore, since ‖h‖Lr(·) < ∞, it follows that the
righthand side is finite.
Given this, and given that R1(τ
r¯′(·)
p¯′(·) ), R2(τ
r¯′(·)
q¯′(·) ) ∈ A1 with A1 characteristics inde-
pendent of τ , we can apply our hypothesis to get∫
Rn
h(x)rR1(τ
r¯′(·)
p¯′(·) )(x)
r
pR2(τ
r¯′(·)
q¯′(·) )(x)
r
q dx
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.
(∫
Rn
f(x)pR1(τ
r¯′(·)
p¯′(·) )(x) dx
) r
p
(∫
Rn
g(x)qR2(τ
r¯′(·)
q¯′(·) )(x) dx
) r
q
.
To estimate the first integral on the righthand side we apply Lemma 3.D:∫
Rn
f(x)pR1(τ
r¯′(·)
p¯′(·) )(x) dx
. ‖f p‖Lp¯(·)‖R1(τ
r¯′(·)
p¯′(·) )‖Lp¯′(·) . ‖f‖
p
Lp(·)
‖τ
r¯′(·)
p¯′(·)‖Lp¯′(·) . ‖f‖
p
Lp(·)
.
In exactly the same way we have that the second integral is bounded by ‖g‖qq(·). If we
combine all of the above estimates, we get the desired inequality and this completes
the proof. 
4. Further applications of Theorem 3.1
In this section we show that Theorem 3.1 implies boundedness properties in variable
Lebesgue spaces for a variety of bilinear operators.
In order to apply Theorem 3.1 to a bilinear operator T , the corresponding family
F will consist of triples of the form (|T (f, g)|, |f |, |g|), where f, g are chosen from the
domain of T or some appropriate (dense) subset of the domain. To insure a priori
that the assumption ‖T (f, g)‖Lr(·) < ∞ holds, it will suffice to replace |T (f, g)| in
each triple by min(|T (f, g)|, N)χB(0,N) and then apply the the monotone convergence
theorem for variable Lebesgue spaces (see [8, Theorem 2.59]).
Bilinear Caldero´n-Zygmund operators in variable Lebesgue spaces. Let
K(x, y, z) be a complex-valued, locally integrable function on R3n \ △, where △ =
{(x, x, x) : x ∈ Rn}. K is a Caldero´n-Zygmund kernel if there exist A > 0 and δ > 0
such that for all (x, y, z) ∈ R3n \ △,
|K(x, y, z)| ≤
A
(|x− y|+ |x− z| + |y − z|)2n
and
|K(x, y, z)−K(x˜, y, z)| ≤
A |x− x˜|δ
(|x− y|+ |x− z|+ |y − z|)2n+δ
whenever |x− x˜| ≤ 1
2
max(|x− z| , |x− y|). We also assume that the two analogous
difference estimates with respect to the variables y and z hold. An operator T,
continuous from S(Rn)×S(Rn) into S ′(Rn), is a bilinear Caldero´n-Zygmund operator
if it satisfies two conditions:
(1) there exists a bilinear Caldero´n-Zygmund kernel K such that
T (f, g)(x) =
∫
R2n
K(x, y, z)f(y)g(z) dy dz
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for all f, g ∈ C∞c (R
n) and all x /∈ supp(f) ∩ supp(g);
(2) there exist 1 ≤ p, q, r < ∞ such that 1
r
= 1
p
+ 1
q
and T can be extended to a
bounded operator from Lp × Lq into Lr.
Bilinear Caldero´n-Zygmund operators enjoy boundedness properties in various
function spaces. We refer the reader to [23, 31] and the references they contain
for more information on bilinear Caldero´n-Zygmund theory. To apply Theorem 3.1
we need a weighted norm inequality from [20, Corollary 8.2] (see also [22]). This is
not the best result known, but it enough for our purposes; we refer the reader to [31,
Corollary 3.9] for further results in the weighted setting.
Theorem 4.F. Let T be a bilinear Caldero´n-Zygmund operator. Given 1 < p, q <∞,
1
2
< r <∞, 1
r
= 1
p
+ 1
q
, suppose v ∈ Ap and w ∈ Aq. Then for all f ∈ L
p(v), g ∈ Lq(w),
‖T (f, g)‖
Lr(v
r
pw
r
q )
. ‖f‖Lp(v) ‖g‖Lq(w) ,
where the implicit constant depends only on p, q, [v]Ap, [w]Aq and the size of the
constants for the kernel of T.
As an immediate consequence of Theorem 4.F and Theorem 3.1 we get the bound-
edness of bilinear Caldero´n-Zygmund operators in variable Lebesgue spaces.
Corollary 4.1. Let p(·), q(·), r(·) ∈ P0(R
n) satisfy 1
r(·) =
1
p(·) +
1
q(·) , p− > 1, q− > 1,
r− > 12 . Suppose further that there exist 1 < p < p− and 1 < q < q− such that(
p(·)
p
)′
,
(
q(·)
q
)′
∈ B. If T is a bilinear Caldero´n-Zygmund operator, then for all
f ∈ Lp(·), g ∈ Lq(·),
(4.1) ‖T (f, g)‖Lr(·) . ‖f‖Lp(·) ‖g‖Lq(·) .
Remark 4.1. The boundedness of bilinear Caldero´n-Zygmund operators in variable
Lebesgue spaces was first proved in [24, Corollary 2.1] and [32, Theorem 3.1]. We
improve upon both of these results: the former requires the additional hypothesis
r(·)
r
∈ B for some 0 < r < r− while the latter assumes r(·) ∈ B. In both cases, the
proofs use linear extrapolation in the scale of variable Lebesgue spaces.
Bilinear multiplier operators in variable Lebesgue space. Examples of bi-
linear Caldero´n-Zygmund operators are Coifman-Meyer multiplier operators (see
[7, 23]). Such operators are of the form
Tσ(f, g)(x) =
∫
R2n
σ(ξ, η)f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη, x ∈ Rn,
where σ is a complex-valued, smooth function defined for ξ, η ∈ Rn, called a (bilinear)
symbol or multiplier, that satisfies
(4.2)
∣∣∣∂βξ ∂γησ(ξ, η)∣∣∣ . (|ξ|+ |η|)−|β+γ| ξ, η ∈ Rn, (ξ, η) 6= (0, 0),
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for all multi-indices β, γ ∈ Nn0 with |β + γ| ≤ 2n + 1. In particular, these opera-
tors satisfy the weighted estimates of Theorem 4.F and the variable Lebesgue space
estimates in Corollary 4.1.
If (4.2) is only satisfied for |β + γ| ≤ L, where L < 2n + 1, then Tσ may fail to
be a bilinear Caldero´n-Zygmund operator. However, weighted estimates like those
given in Theorem 4.F do hold true for some bilinear multiplier operators with rougher
symbols whose regularity is measured in terms of Sobolev norms. Consequently, such
operators are also bounded in variable Lebesgue spaces.
We state such results precisely. Given s, t ∈ R, the Sobolev space H(s,t)(R2n)
consists of all F ∈ S ′(R2n) such that
‖F‖H(s,t) =
(∫
R2n
(1 + |τ1|
2)s(1 + |τ2|
2)t|F̂ (τ1, τ2)|
2 dτ1dτ2
) 1
2
<∞.
It follows that Hs(R2n) ⊂ H(
s
2
, s
2
)(R2n) for s ≥ 0, where Hs(R2n) is the Sobolev space
consisting of F ∈ L2(R2n) such that(∫
R2n
(1 + |(τ1, τ2)|
2)s|F̂ (τ1, τ2)|
2 dτ1dτ2
) 1
2
<∞.
Fix Ψ ∈ S(R2n) such that supp(Ψ) ⊂ {(ξ, η) ∈ R2n : 1
2
≤ |(ξ, η)| ≤ 2} and∑
k∈ZΨ(2
−kξ, 2−kη) = 1 for (ξ, η) 6= (0, 0).Given a complex-valued, bounded function
σ defined on R2n, set σk(ξ, η) = σ(2
kξ, 2kη)Ψ(ξ, η) for ξ, η ∈ Rn and k ∈ Z. The
following result from [17, Theorem 6.2] is a weighted version of a Ho¨rmander type
theorem for bilinear Fourier multipliers.
Theorem 4.G. Let 1 < p, q <∞, 1
2
< r <∞, 1
r
= 1
p
+ 1
q
and n
2
< s, t ≤ n. Assume
p > n
s
, q > n
t
, v ∈ A ps
n
, w ∈ A qt
n
and σ(ξ, η) is a complex-valued, bounded function
defined for ξ, η ∈ Rn such that supk∈Z ‖σk‖H(s,t) < ∞. Then for all f ∈ L
p(v), g ∈
Lq(w),
‖Tσ(f, g)‖Lr(v
r
pw
r
q )
. ‖f‖Lp(v) ‖g‖Lq(w) ,
where the implicit constant depends only on p, q, [v]A ps
n
, [w]A qt
n
and σ.
As an immediate consequence of Theorem 4.G and Theorem 3.1 we get the bound-
edness of bilinear multipliers in variable Lebesgue spaces.
Corollary 4.2. Given n
2
< s, t ≤ n, let p(·), q(·), r(·) ∈ P0(R
n) satisfy 1
r(·) =
1
p(·)+
1
q(·) ,
p− > ns , q− >
n
t
, r− > 12 and assume there exist
n
s
< p < p− and nt < q < q− such
that
(
p(·)
p
)′
,
(
q(·)
q
)′
∈ B. If σ(ξ, η) is a complex-valued, bounded function defined for
ξ, η ∈ Rn such that supk∈Z ‖σk‖H(s,t) <∞, then for all f ∈ L
p(·), g ∈ Lq(·),
‖Tσ(f, g)‖Lr(·) . ‖f‖Lp(·) ‖g‖Lq(·) .
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A slightly different version of Corollary 4.2 for the smaller class of symbols σ
satisfying supk∈Z ‖σk‖Hs(R2n) < ∞ with n < s ≤ 2n was proved in [36]. The proof
again used linear extrapolation and required the additional hypothesis that r(·)
r
∈ B.
Remark 4.2. Weighted estimates like those in the hypothesis of Theorem 3.1, and the
corresponding estimates on variable Lebesgue spaces, may be obtained for certain
bilinear pseudodifferential operators Tσ, where σ = σ(x, ξ, η) for x, ξ, η ∈ R
n. We
refer the reader to [35] and the references it contains for further details on these
operators.
Rough bilinear singular integrals in variable Lebesgue spaces. Let Ω ∈
L∞(S2n−1) be such that
∫
S2n−1
Ω dσ = 0 and define the bilinear singular integral
operator associated with Ω by
(4.3) TΩ(f, g)(x) = p.v.
∫
R2n
K(x− y, x− z)f(y)g(z) dydz,
where f, g ∈ S(Rn), x ∈ Rn and K(y, z) = Ω((y,z)/|(y,z)|)|(y,z)|2n . These operators were in-
troduced by Coifman and Meyer [6]; for their history see [18] and the references it
contains. In this latter paper it was proved that TΩ is bounded from L
p×Lq into Lr
for 1 < p, q < ∞ and 1
r
= 1
p
+ 1
q
. In fact, we can readily adapt their proof to show
that TΩ satisfies a weighted version of this result when 1 ≤ r <∞.
Theorem 4.3. Let Ω ∈ L∞(S2n−1) be such that
∫
S2n−1
Ω dσ = 0. If 1 < p, q < ∞,
1 ≤ r <∞, 1
r
= 1
p
+ 1
q
, v ∈ Ap and w ∈ Aq, then for all f ∈ L
p(v), g ∈ Lq(w),
‖TΩ(f, g)‖Lr(v
r
pw
r
q )
. ‖Ω‖L∞ ‖f‖Lp(v) ‖g‖Lq(w) ,
where the implicit constant depends only on p, q, [v]Ap, [w]Aq and Ω.
Proof. Let p, q, r and v, w be as in the hypotheses. In [18] they showed that TΩ =∑
j∈Z Tj , where each Tj is a Caldero´n-Zygmund operator. Moreover, they proved [18,
Proposition 3 and Lemma 11] that there exists δ > 0 such that for all f ∈ Lp, g ∈ Lq,
(4.4) ‖Tj(f, g)‖Lr . ‖Ω‖L∞ 2
−|j|δ ‖f‖Lp ‖g‖Lq .
To get a similar weighted estimate, we adapt an interpolation argument from [16]
to the bilinear setting. In [18, Lemma 10] they prove that for any 0 < ε < 1, the
kernel constant of Tj is controlled by Cε,n ‖Ω‖L∞ 2
ε|j|. It follows from the proof of
Theorem 4.F that the constant in the weighted norm inequality depends linearly on
the kernel constant; hence, this gives us that
‖Tj(f, g)‖Lr(v
r
pw
r
q )
. Cε,n ‖Ω‖L∞ 2
|j|ε ‖f‖Lp(v) ‖g‖Lq(w)
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for all f ∈ Lp(v), g ∈ Lq(w) and j ∈ Z. By the sharp reverse Ho¨lder inequality [26],
there exists 0 < θ < 1 depending on [v]Ap, such that v
1
θ ∈ Ap and [v
1
θ ]Ap ≤ 2[v]Ap;
the same is true for w
1
θ ∈ Aq. Therefore, the above argument in fact implies that
(4.5) ‖Tj(f, g)‖
Lr(v
r
pθ w
r
qθ )
. Cε,n ‖Ω‖L∞ 2
|j|ε ‖f‖
Lp(v
1
θ )
‖g‖
Lq(w
1
θ )
for all f ∈ Lp(v
1
θ ), g ∈ Lq(w
1
θ ) and j ∈ Z, where the implicit constant only depends
on p, q, [v]Ap and [w]Aq .
Since we assumed that 1 ≤ r <∞, we can use complex interpolation with a change
of measure ([2, Theorem 5.5.3]) and bilinear complex interpolation ([2, Theorem
4.4.1]) to get that (4.4) and (4.5) together imply
(4.6) ‖Tj(f, g)‖Lr(v
r
pw
r
q )
. C(1−θ)ε,n ‖Ω‖L∞ 2
−|j|((1−θ)δ−θε) ‖f‖Lp(v) ‖g‖Lq(w)
for all f ∈ Lp(v), g ∈ Lq(w) and j ∈ Z. If we choose ε small enough that ρ =
(1− θ)δ − θε > 0, we then obtain that for all f ∈ Lp(v), g ∈ Lq(w),
‖TΩ(f, g)‖Lr(v
r
pw
r
q )
. ‖Ω‖L∞
∑
j∈Z
2−|j|ρ ‖f‖Lp(v) ‖g‖Lq(w) .
Since this series converges, we get the desired result. 
Theorems 3.1 and 4.3 together immediately imply that TΩ is bounded in the vari-
able Lebesgue spaces.
Corollary 4.4. Let p(·), q(·), r(·) ∈ P(Rn) satisfy 1
r(·) =
1
p(·) +
1
q(·) , p− > 1, q− > 1,
r− > 1, and assume there exist 1 < p < p− and 1 < q < q− such that 1p +
1
q
≤ 1 and(
p(·)
p
)′
,
(
q(·)
q
)′
∈ B. If Ω ∈ L∞(S2n−1) with
∫
S2n−1
Ω dσ = 0 then for all f ∈ Lp(·), g ∈
Lq(·),
‖TΩ(f, g)‖Lr(·) . ‖f‖Lp(·) ‖g‖Lq(·) .
Remark 4.3. We conjecture that Theorem 4.3 is true when 1/2 < r < 1, which would
in turn imply that Corollary 4.4 holds when 1/2 < r− < 1. In the proof of the
theorem, the argument holds when r < 1 up through the proof of (4.5). It is only in
applying complex interpolation that we need the additional hypothesis that r > 1.
5. Proof of main results
In this section we prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. Our proof follows the broad outline of the proof of [21, Theo-
rem 1], and we refer the reader there for some details. Let p, q, r, s and v, w be as in
the hypotheses. Fix a function ϕ ∈ S(Rn) such that supp(ϕ) ⊂ {ξ ∈ Rn : |ξ| ≤ 2}
KATO-PONCE INEQUALITIES 21
and ϕ ≡ 1 in {ξ ∈ Rn : |ξ| ≤ 1}. Define ψ by ψ(ξ) = ϕ(ξ)− ϕ(2ξ) for ξ ∈ Rn. Then
for all k ∈ Z,
supp(ψ(2−k·)) ⊂ {ξ ∈ Rn : 2k−1 ≤ |ξ| ≤ 2k+1},
and for ξ 6= 0 and M ∈ Z,∑
k∈Z
ψ(2−kξ) ≡ 1,
∑
k≤M
ψ(2−kξ) ≡ ϕ(2−Mξ).
We first prove the estimate (1.3). Given f, g ∈ S(Rn), decompose Ds(fg) as
Ds(fg)(x)
=
∫
R2n
|ξ + η|s f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη
=
∫
R2n
|ξ + η|s
(∑
k∈Z
ψ(2−kξ)f̂(ξ)
)(∑
ℓ∈Z
ψ(2−ℓη)ĝ(η)
)
e2πix·(ξ+η) dξdη
= T1,s(D
sf, g)(x) + T2,s(f,D
sg)(x) + T3,s(f,D
sg)(x),
where
T1,s(f, g) =
∫
R2n
Φ1(ξ, η)
|ξ + η|s
|ξ|s
f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη,
T2,s(f, g) =
∫
R2n
Φ2(ξ, η)
|ξ + η|s
|η|s
f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη,
T3,s(f, g) =
∫
R2n
Φ3(ξ, η)
|ξ + η|s
|η|s
f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη,
and
Φ1(ξ, η) =
∑
k∈Z
ψ(2−kξ)ϕ(2−(k−5)η),
Φ2(ξ, η) =
∑
k∈Z
ϕ(2−(k−5)ξ)ψ(2−kη),
Φ3(ξ, η) =
∑
k∈Z
4∑
ℓ=−4
ψ(2−kξ)ψ(2−(k+ℓ)η).
To complete the proof it will suffice to prove that for all f, g ∈ S(Rn),
‖T1,s(f, g)‖Lr(v
r
pw
r
q )
. ‖f‖Lp(v) ‖g‖Lq(w) ,(5.1)
‖T2,s(f, g)‖Lr(v
r
pw
r
q )
. ‖f‖Lp(v) ‖g‖Lq(w) ,(5.2)
‖T3,s(f, g)‖Lr(v
r
pw
r
q )
. ‖f‖Lp(v) ‖g‖Lq(w) ,(5.3)
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The first two inequalities are straightforward. Since Φ1 is supported in {(ξ, η) ∈ R
2n :
|η| ≤ 1
8
|ξ|} and Φ2 is supported in {(ξ, η) ∈ R
2n : |ξ| ≤ 1
8
|η|}, it follows that T1,s and
T2,s are bilinear Coifman-Meyer multiplier operators; therefore, by Theorem 4.F we
have that (5.1) and (5.2) hold.
If s is a non-negative even integer or s is sufficiently large, them T3,s is also a
Coifman-Meyer multiplier operator and so (5.3) holds in these cases. Otherwise, T3,s
may fail to be a Coifman-Meyer multiplier operator (see [21, Remark 1, p. 1139]).
In general, however, as shown in [21, p. 1137], T3,s can be written as a finite sum of
terms (one for each value of ℓ) of the form∑
m∈Zn
cs,mTm(f, g),
with |cm,s| . (1 + |m|)
−(n+s) and
Tm(f, g)(x) =
∑
k∈Z
(Ψ1k,m ∗ f)(x)(Ψ
2
k,m ∗ g)(x),
where for j = 1, 2, k ∈ Z and m ∈ Zn, Ψjk,m(x) = 2
knΨj(2kx +m) for some smooth
function Ψj such that Ψ̂j is supported in an annulus. By the Cauchy-Schwarz in-
equality,∣∣∣∣∣ ∑
m∈Zn
cs,mTm(f, g)(x)
∣∣∣∣∣
≤
∑
m∈Zn
(1 + |m|)−(n+s)
(∑
k∈Z
|Ψ1k,m ∗ f(x)|
2
)1/2(∑
k∈Z
|Ψ2k,m ∗ g(x)|
2
)1/2
.
Define the square function Sjm, j = 1, 2, by
Sjm(f)(x) =
(∑
k∈Z
|Ψjk,m ∗ f(x)|
2
)1/2
.
By Theorem 2.1 the operators Sjm satisfy weighted estimates that are uniform in m;
therefore, with r∗ = min(r, 1), we get that for all f, g ∈ S(Rn),∥∥∥∥∥∑
m∈Zn
cs,mTm(f, g)
∥∥∥∥∥
r∗
Lr(v
r
pw
r
q )
.
∑
m∈Zn
(1 + |m|)−(n+s)r∗
∥∥S1mf∥∥r∗Lp(v) ∥∥S2mg∥∥r∗Lq(w)
.
∑
m∈Zn
(1 + |m|)−(n+s)r∗ ‖f‖r∗Lp(v) ‖g‖
r∗
Lq(w) .
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By assumption, s > max{0, n(1
r
− 1)}; hence, (n + s)r∗ > n and so the series in m
converges. This proves inequality (5.3) and so completes the proof of (1.3).
The proof of (1.4) is similar. We can decompose Js(f, g) as
Js(f, g)(x) = T˜1,s(J
sf, g) + T˜2,s(f, J
sg) + T˜3,s(f, J
sg);
the operators T˜1,s and T˜2,s are defined like T1,s and T2,s with
|ξ+η|s
|ξ|s and
|ξ+η|s
|η|s re-
placed by (1+|ξ+η|
2)
s
2
(1+|ξ|2) s2 and
(1+|ξ+η|2) s2
(1+|η|2) s2 respectively. Again, both T˜1,s and T˜2,s are bilinear
Coifman-Meyer multiplier operators; therefore, weighted estimates corresponding to
(5.1) and (5.2) hold for T˜j,s for j = 1, 2,, respectively.
To estimate T˜3,s, we use the fact (see [21, pp. 1148-1149]) that it can be written as
T˜3,s(f, g)(x) = T˜
1
3,s(f, g)(x) + T˜
2
3,s(f, g)(x), x ∈ R
n,
where ∣∣∣T˜ 13,s(f, g)(x)∣∣∣ ≤ ∑
m,ℓ∈Zn
bsmb˜
s
ℓ
∑
k≥0
|(Ψk,m ∗ f)(x)(Ψk,m+ℓ ∗ g)(x)|
and
T˜ 23,s(f, g)(x) =
∑
m,ℓ∈Zn
asma˜
s
ℓ
∑
k<0
(Ψ˜k,m ∗ f)(Ψ˜k,m+ℓ ∗ g),
where Ψk,m(x) = 2
knΨ(2kx + m) and Ψ˜k,m(x) = 2
knΨ(2k(x − m)) with Ψ ∈ S(Rn)
and Ψ̂ supported in an annulus. The constants satisfy
|bsm| , |b˜
s
m|, |a
s
m| , |a˜
s
m| . |m|
−n−s .
We can now argue as we did for T3,s above and use Theorem 2.1 to get the corre-
sponding estimate (5.3) for T˜3,s.
We next prove (1.5). The decompositions given below are inspired by those used
in the proof of [27, Lemma X1] corresponding to Js. We have
Ds(fg)(x)− fDs(g)(x) =
∫
R2n
(|ξ + η|s − |η|s)f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη
= Q1,s(f, g)(x) +Q2,s(f, g)(x) +Q3,s(f, g)(x),
where
Q1,s(f, g) =
∫
R2n
Φ1(ξ, η)(|ξ + η|
s − |η|s)f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη,
Q2,s(f, g) =
∫
R2n
Φ2(ξ, η)(|ξ + η|
s − |η|s)f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη,
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Q3,s(f, g) =
∫
R2n
Φ3(ξ, η)(|ξ + η|
s − |η|s)f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη.
The operator Q1,s can in turn be decomposed as
Q1,s(f, g)(x) = Q
1
1,s(D
sf, g)(x)−Q21,s(f, g)(x),
where Q11,s is the same as T1,s (and hence satisfies (5.1)) and
Q21,s(f, g)(x) =
∫
R2n
Φ1(ξ, η) |η|
s f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη.
Moreover,
Φ1(ξ, η) |η|
s f̂(ξ)ĝ(η) = Φ1(ξ, η) |2πξ|
−2 |2πξ|2 f̂(ξ) |η|−1 |η|2 D̂s−1g(η)
=
1
2π
Φ1(ξ, η) |ξ|
−2
n∑
j=1
ξj∂̂jf(ξ)
n∑
k=1
ηk ̂GkDs−1g(η),
where Ĝkh(η) =
ηk
|η| ĥ(η) is a constant multiple of the Riesz transform Rk. Therefore,
we have that
Q21,s(f, g)(x) =
n∑
j,k=1
Q2,j,k1,s (∂jf,GkD
s−1g),
where Q2,j,k1,s is a bilinear multiplier operator with symbol
1
2π
ξjηk |ξ|
−2Φ1(ξ, η). Such
a symbol is a Coifman-Meyer multiplier since Φ1 is supported in the set {(ξ, η) ∈
R2n : |η| ≤ 1
8
|ξ|}; therefore, we can apply Theorem 4.F to Q2,j,k1,s to get that for all
f, g ∈ S(Rn), ∥∥Q21,s(f, g)∥∥Lr(v rpw rq ) . ‖∇f‖Lp(v) ∥∥Ds−1g∥∥Lq(w) .
where we have used that Gk is a bounded operator from L
q(w) into Lq(w), since the
Riesz transforms are (see [15]). If we combine these estimates, we see that for all
f, g ∈ S(Rn),
(5.4) ‖Q1,s(f, g)‖Lr(v
r
pw
r
q )
. ‖Dsf‖Lp(v) ‖g‖Lq(w) + ‖∇f‖Lp(v)
∥∥Ds−1g∥∥
Lq(w)
.
The symbol of the operator Q2,s is given by
Φ2(ξ, η)(|ξ + η|
s − |η|s) = Φ2(ξ, η) |η|
s
(
|ξ + η|s
|η|s
− 1
)
= Φ2(ξ, η) |η|
s
(1 + |ξ|2 + 2ξ · η
|η|2
)s/2
− 1

= Φ2(ξ, η) |η|
s
∞∑
j=1
(
s/2
j
)(
|ξ|2 + 2ξ · η
|η|2
)j
,
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where
(
s/2
j
)
= s/2(s/2−1)(s/2−2)···(s/2−j+1)
j!
and the series converges absolutely and uni-
formly on the support of Φ2. Indeed, the support of Φ2 is contained in {(ξ, η) ∈ R
2n :
|ξ| ≤ 1
8
|η|} and for (ξ, η) in this set we have
∣∣∣ |ξ|2+2ξ·η|η|2 ∣∣∣ ≤ 1764 . (Recall that the radius
of convergence of the binomial series is 1 for exponents that are not in N0; otherwise
the sum is finite.) Now, with cj,s =
(
s/2
j
)
,
cj,sΦ2(ξ, η) |η|
s
(
|ξ|2 + 2ξ · η
|η|2
)j
f̂(ξ)ĝ(η)
=
cj,s
2π
n∑
ν=1
Φ2(ξ, η)
(|ξ|2 + 2ξ · η)j−1
|η|2j−1
(ξν + 2ην)∂̂νf(ξ)D̂s−1g(η);
setting σj,ν(ξ, η) = Φ2(ξ, η)
(|ξ|2+2ξ·η)j−1
|η|2j−1 (ξν + 2ην), we have that
Q2,s(f, g)(x) =
1
2π
∞∑
j=1
n∑
ν=1
cj,sTσj,ν (∂νf,D
s−1g)(x) ∀f, g ∈ S(Rn), x ∈ Rn,
where Tσj,ν is the bilinear multiplier operator with symbol σj,ν . By Lemma 5.1 (whose
statement and proof we defer to the end of this section), σj,ν is a Coifman-Meyer
multiplier for each j ∈ N and ν = 1, . . . , n. Further,
∑∞
j=1 |cj,s| ‖Tσj,ν‖p,q,v,w < ∞,
where ‖Tσj,ν‖p,q,v,w is the norm of Tσj,ν as a bounded operator from L
p(v) × Lq(w)
into Lr(v
r
pw
r
q ). This implies that for f, g ∈ S(Rn),
(5.5) ‖Q2,s(f, g)‖Lr(v
r
pw
r
q )
. ‖∇f‖Lp(v)
∥∥Ds−1g∥∥
Lq(w)
.
Finally, the operator Q3,s can be written as
Q3,s(f, g)(x) = Q
1
3,s(D
sf, g)(x)−Q23,s(D
sf, g)(x),
where
Q13,s(f, g)(x) =
∫
R2n
Φ3(ξ, η)
|ξ + η|s
|ξ|s
f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη,
Q23,s(f, g)(x) =
∫
R2n
Φ3(ξ, η)
|η|s
|ξ|s
f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη.
The operator Q13,s is the same as the operator T3,s but with the roles of f and g
interchanged. The operator Q23,s is a Coifman-Meyer multiplier operator since Φ3 is
supported in a region where |ξ| ∼ |η|. Therefore, for j = 1, 2, Qj3,s(f, g) satisfies the
weighted estimates in the conclusion of Theorem 4.F, and so we have that for all
f, g ∈ S(Rn),
(5.6) ‖Q3,s(f, g)‖Lr(v
r
pw
r
q )
. ‖Dsf‖Lp(v) ‖g‖Lq(w) .
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The estimate (1.5) now follows from (5.4), (5.5) and (5.6).
Finally to prove (1.6) we describe the changes we need to make in the preceding
argument (see [27, Lemma X1]). In this case, the operators Qj,s are replaced by the
operators Q˜j,s, j = 1, 2, 3, which in their symbols have (1 + |ξ + η|
2)
s
2 − (1 + |η|2)
s
2
instead of |ξ + η|s − |η|s . The operator Q˜1,s can be decomposed as
Q˜1,s(f, g)(x) = Q˜
1
1,s(J
sf, g)(x)− Q˜21,s(f, g)(x),
where Q˜11,s has symbol Φ1(ξ, η)
(1+|ξ+η|2) s2−1
(1+|ξ|2) s2 , which is a Coifman-Meyer multiplier,
and Q˜21,s has symbol Φ1(ξ, η)((1 + |η|
2)
s
2 − 1). We then get
Q˜21,s(f, g)(x) =
n∑
j,k=1
Q˜2,j,k1,s (∂jf, G˜kJ
s−1g)
where Q˜2,j,k1,s is a bilinear multiplier operator with symbol
1
2π
ξjηk |ξ|
−2Φ1(ξ, η) (i.e.
Q˜2,j,k1,s = Q
2,j,k
1,s ) and G˜k is the linear multiplier operator given bŷ˜
Gkh(η) =
ηk(1 + |η|
2)
1−s
2 ((1 + |η|2)
s
2 − 1)
|η|2
ĥ(η).
By the weighted version of the Ho¨rmander-Mihlin theorem (see [30]), G˜k is a bounded
operator in Lq(w). As a consequence of these arguments we get (5.4) with Q1,s and
D replaced with Q˜1,s and J, respectively.
For the operator Q˜2,s, we have that its symbol satisfies
Φ2(ξ, η)
(
(1 + |ξ + η|2)
s
2 − (1 + |η|2)
s
2
)
= Φ2(ξ, η)(1 + |η|
2)
s
2
∞∑
j=1
(
s/2
j
)(
|ξ|2 + 2ξ · η
1 + |η|2
)j
,
with the series converging uniformly and absolutely on the support of Φ2, since∣∣∣ |ξ|2+2ξ·η
1+|η|2
∣∣∣ ≤ 1764 < 1 if (ξ, η) ∈ supp(Φ2). Hence, we have that for all f, g ∈ S(Rn) and
x ∈ Rn,
Q˜2,s(f, g)(x) =
1
2π
∞∑
j=1
n∑
ν=1
(
s/2
j
)
Tσ˜j,ν (∂νf, J
s−1g)(x),
where
σ˜j,ν(ξ, η) = Φ2(ξ, η)
(|ξ|2 + 2ξ · η)j−1
(1 + |η|2)j−
1
2
(ξν + 2ην).
The counterpart of (5.5) for Q˜2,s (with D replaced by J) now follows from Lemma 5.1.
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Finally, the operator Q˜3,s is treated in the same way as Q3,s. The corresponding
operator Q˜13,s is analogous to T˜3,s, while Q˜
2
3,s has symbol Φ3(ξ, η)
(
1+|η|2
1+|ξ|2
) s
2
, which is
a Coifman-Meyer multiplier. Inequality (5.6) with Q3,s and D replaced by Q˜3,s and
J, respectively, follows as before. 
Proof of Theorem 1.2. The desired inequalities all follow at once from bilinear ex-
trapolation and the weighted estimates derived in the proof of Theorem 1.1. To
prove (1.7) and (1.8), it suffices to note that the weighted inequalities proved for
the operators Tj,s, j = 1, 2, 3—i.e., (5.1), (5.2) and (5.3)—satisfy the hypotheses of
Theorem 3.1, and so we get the corresponding variable Lebesgue space estimates.
The same is true for the operators T˜j,s, j = 1, 2, 3.
To prove (1.9) and (1.10), we again note that the weighted norm inequalities for
Qj,s, j = 1, 2, 3—i.e., (5.4), (5.5) and (5.6)—again satisfy the hypotheses of Theo-
rem 3.1, and so we get the corresponding variable Lebesgue space estimates. The
same is true for the operators Q˜j,s, j = 1, 2, 3. 
We conclude this section by stating and proving the lemma used in the proof of
Theorem 1.1.
Lemma 5.1. For j ∈ N and ν = 1, . . . , n, let σj,ν and σ˜j,ν be as in the proof of
Theorem 1.1, let p, q, r, v, w be as in the hypotheses of Theorem 1.1, and fix s > 0.
Then Tσj,ν is a Coifman-Meyer multiplier operator and
∑∞
j=1 |
(
s/2
j
)
|‖Tσj,ν‖p,q,v,w <∞,
where ‖Tσj,ν‖p,q,v,w is the norm of Tσj,ν as a bounded operator from L
p(v)×Lq(w) into
Lr(v
r
pw
r
q ). The analogous result also holds for σ˜j,ν.
Proof. We will prove Lemma 5.1 using Theorem 4.F and the fact that for Coifman-
Meyer multipliers, the constant in the weighted norm inequality depends linearly on
the constant in (4.2). Recall that σj,ν =
(|ξ|2+2ξ·η)j−1
|η|2j−1 (ξν + 2ην)Φ2(ξ, η), where Φ2 is
supported in the set {(ξ, η) ∈ R2n : |ξ| ≤ 1
8
|η|} and ξν , ην denote the ν-th coordinates
of ξ and η, respectively. Set τj,ν(ξ, η) =
(|ξ|2+2ξ·η)j−1
|η|2j−1 (ξν + 2ην) and note that τj,ν is
homogeneous of degree 0 in its domain. For β, γ ∈ Nn0 , we then have that for all
(ξ, η), η 6= 0,
∂βξ ∂
γ
η τj,ν(ξ, η) = |(ξ, η)|
−|β+γ| (∂βξ ∂
γ
η τj,ν)(
(ξ,η)
|(ξ,η)|);
therefore, for all (ξ, η) ∈ supp(Φ2) \ {(0, 0)},∣∣∣∂βξ ∂γη τj,ν(ξ, η)∣∣∣ . sup
(a,b)∈supp(Φ2)\{(0,0)}
∣∣∣(∂βa ∂γb τj,ν)( (a,b)|(a,b)|)∣∣∣ |(ξ, η)|−|β+γ| .
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Note that (∂βa ∂
γ
b τj,ν)(
(a,b)
|(a,b)| ) is bounded on the set supp(Φ2) \ {(0, 0)} since
8√
65
≤
|b|
|(a,b)| ≤ 1 for (a, b) ∈ supp(Φ2) \ {(0, 0)}. By the product rule for derivatives, the
above inequality combined with the fact that Φ2 is a Coifman-Meyer multiplier implies
that σj,ν is also a Coifman-Meyer multiplier. Moreover, for all (ξ, η) 6= (0, 0),∣∣∣∂βξ ∂γησj,ν(ξ, η)∣∣∣ . sup
(a,b)∈supp(Φ2)\{(0,0)}
β˜≤β,γ˜≤γ
∣∣∣(∂β˜a ∂γ˜b τj,ν)( (a,b)|(a,b)| )∣∣∣ |(ξ, η)|−|β+γ| ,
where the implicit constant is independent of j. By Theorem 4.F we have that
‖Tσj,ν‖p,q,v,w . sup
|β+γ|≤2n+1
sup
(ξ,η)6=(0,0)
∣∣∣∂βξ ∂γησj,ν(ξ, η)∣∣∣ |(ξ, η)||β+γ| ,
where the implicit constant is again independent of j. Together, these two inequalities
imply that for all j,
‖Tσj,ν‖p,q,v,w . sup
|β+γ|≤2n+1
sup
(ξ,η)∈S
∣∣∣(∂βξ ∂γη τj,ν)(ξ, η)∣∣∣ ,
where S = S2n−1 ∩ {(ξ, η) : |ξ| ≤ 1
8
|η|}.
Set F (ξ, η) = ξν+2ην|η| and G(ξ, η) =
|ξ|2+2ξ·η
|η|2 ; then τj,ν(ξ, η) = F (ξ, η) (G(ξ, η))
j−1 .
By induction we have that if j > 2n+ 2 and |β + γ| ≤ 2n+ 1, then
(5.7) ∂βξ ∂
γ
η τj,ν(ξ, η) = ∂
β
ξ ∂
γ
ηF (ξ, η)(G(ξ, η))
j−1
+
∑
β1+β2=β
γ1+γ2=γ
(β2,γ2)6=(0,0)
∂β1ξ ∂
γ1
η F (ξ, η)
|β2+γ2|+1∑
ℓ=2
ℓ−1∏
κ=1
(j − κ)(G(ξ, η))j−ℓHβ2,γ2(ξ, η),
where Hβ2,γ2 is a sum of products of derivatives of G with each product having β2
derivatives with respect to ξ and γ2 derivatives with respect to η. The derivatives
of F and G are bounded on S and |G(ξ, η)| ≤ 17
64
for (ξ, η) ∈ S. Therefore, for all
j > 2n+ 2 we have that
sup
|β+γ|≤2n+1
sup
(ξ,η)∈S
∣∣∣∂βξ ∂γη τj,ν(ξ, η)∣∣∣ . (1764)j−1 + 2n+2∑
ℓ=2
(j − 1) · · · (j − ℓ+ 1)
(
17
64
)j−ℓ
.
(
17
64
)j−1
+
(
17
64
)j 2n+2∑
ℓ=2
(
j − 1
ℓ− 1
)
.
(
17
64
)j
+
(
17
32
)j
.
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Thus,
∞∑
j=2n+3
|
(
s/2
j
)
|‖Tσj,ν‖p,q,v,w .
∞∑
j=2n+3
|
(
s/2
j
)
|
[ (
17
64
)j
+
(
17
32
)j ]
<∞,
which implies the desired result for σj,s.
To prove the analogous result for σ˜j,ν, recall that
σ˜j,ν(ξ, η) = Φ2(ξ, η)
(|ξ|2 + 2ξ · η)j−1
(1 + |η|2)j−
1
2
(ξν + 2ην) = Φ2(ξ, η)τ˜j,ν(ξ, η).
The product rule and the fact that Φ2 is a Coifman-Meyer multiplier imply that∣∣∣∂βξ ∂γη σ˜j,ν(ξ, η)∣∣∣ . sup
(a,b)∈supp(Φ2)\{(0,0)}
β˜≤β,γ˜≤γ
∣∣∣|(a, b)||β˜+γ˜| (∂β˜a ∂γ˜b τ˜j,ν)(a, b)∣∣∣ |(ξ, η)|−|β+γ|
for all (ξ, η) 6= (0, 0) and all j. This computation is similar to the estimate for τj,ν
above, which only uses homogeneity to rescale the derivative. The boundedness of
the supremum is a consequence of the argument below. Thus for all j we have that
‖Tσ˜j,ν‖p,q,v,w . sup
|β+γ|≤2n+1
sup
(ξ,η)6=(0,0)
∣∣∣∂βξ ∂γη σ˜j,ν(ξ, η)∣∣∣ |(ξ, η)||β+γ|
. sup
(ξ,η)∈supp(Φ2)\{(0,0)}
|β+γ|≤2n+1
∣∣∣|(ξ, η)||β+γ| (∂βξ ∂γη τ˜j,ν)(ξ, η)∣∣∣ .
Define F˜ (ξ, η) = ξν+2ην
(1+|η|2) 12
and G˜(ξ, η) = |ξ|
2+2ξ·η
1+|η|2 ; then we can prove a formula
analogous to (5.7) for ∂βξ ∂
γ
η τ˜j,ν(ξ, η) with j > 2n + 2 and |β + γ| ≤ 2n + 1. It fol-
lows that the functions |(ξ, η)||β1+γ1| ∂β1ξ ∂
γ1
η F˜ (ξ, η) and |(ξ, η)|
|β2+γ2| H˜β2,γ2(ξ, η) are
bounded on supp(Φ2) \ {(0, 0)} for any multi-indices and that
∣∣∣G˜(ξ, η)∣∣∣ ≤ 1764 for
(ξ, η) ∈ supp(Φ2) \ {(0, 0)}; therefore, we can argue as before to obtain the desired
result for σ˜j,ν . 
6. Kato-Ponce inequalities in Lorentz spaces and Morrey spaces
The tools used to prove Theorem 1.1 also lead to fractional Leibniz rules in the
settings of weighted Lorentz spaces (more generally, weighted rearrangement invariant
quasi-Banach function spaces) and Morrey spaces. We state these results and briefly
describe their proofs.
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6.1. Kato-Ponce inequalities in weighted Lorentz spaces. Given 0 < p < ∞,
0 < q ≤ ∞ and a weight w defined on Rn, we denote by Lp,q(w) the weighted Lorentz
space consisting of complex-valued, measurable functions f defined on Rn such that
‖f‖Lp,q(w) =
(∫ ∞
0
(t
1
pf ∗w(t))
q dt
t
) 1
q
<∞,
where f ∗w(t) = inf{λ ≥ 0 : wf(λ) ≤ t} with wf(λ) = w({x ∈ R
n : |f(x)| > λ}); the
obvious changes apply if q =∞. It follows that Lp,p(w) = Lp(w) for 0 < p <∞.
Theorem 6.1. Let 1 < p, q < ∞ and 1
2
< r < ∞ be such that 1
r
= 1
p
+ 1
q
and
0 < a, b, c ≤ ∞ be such that 1
a
= 1
b
+ 1
c
. If w ∈ Amin{p,q}, and s > max{0, n(1r − 1)} or
s is a non-negative even integer, then for all f, g ∈ S(Rn),
‖Ds(fg)‖Lr,a(w) . ‖D
sf‖Lp,b(w) ‖g‖Lq,c(w) + ‖f‖Lp,b(w) ‖D
sg‖Lq,c(w) ,(6.1)
‖Js(fg)‖Lr,a(w) . ‖J
sf‖Lp,b(w) ‖g‖Lq,c(w) + ‖f‖Lp,b(w) ‖J
sg‖Lq,c(w) .(6.2)
The implicit constants depend on p, q, s and [w]Amin{p,q}. Moreover, different pairs of
p, q and b, c can be chosen for each term on the right hand sides of (6.1) and (6.2).
The proof of Theorem 6.1 will follow from a version of Theorem 2.1 for weighted
Lorentz spaces and the boundedness of bilinear Caldero´n-Zygmund operators in
weighted Lorentz spaces.
Theorem 6.2. Let Ψ ∈ S(Rn) be such that supp(Ψ̂) ⊂ {ξ ∈ Rn : c1 < |ξ| < c2}
for some 0 < c1 < c2 < ∞. Given a sequence z¯ = {zk,m}k∈Z,m∈Zn ⊂ Rn, define
Ψz¯k,m(x) = 2
knΨ(2k(x + zk,m)) for x ∈ R
n, m ∈ Zn and k ∈ Z. Then for every
1 < p <∞, 1 ≤ a ≤ ∞, w ∈ Ap, and f ∈ L
p(w) ∩ Lp,a(w),∥∥∥∥(∑
k∈Z
∣∣Ψz¯k,m ∗ f ∣∣2) 12∥∥∥∥
Lp,a(w)
. ‖f‖Lp,a(w) ,
where the implicit constants depend on Ψ and [w]Ap but are independent of m and z¯.
Proof. This is due to Theorem 2.1 along with [10, Thm 4.10 and comments on p. 70],
applied to the family of pairs
((∑
k∈Z
∣∣Ψz¯k,m ∗ f ∣∣2) 12 , f), f ∈ Lp(w) ∩ Lp,a(w). 
Theorem 6.H (See Corollary 6.11 and comments on page 311 in [12]). Let 1 <
p, q < ∞ and 1
2
< r < ∞ be such that 1
r
= 1
p
+ 1
q
and 0 < a, b, c ≤ ∞ be such that
1
a
= 1
b
+ 1
c
. If T is a bilinear Caldero´n-Zygmund operator and w ∈ Amin{p,q}, then T
is bounded from Lp,b(w)× Lq,c(w) into Lr,a(w).
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Proof of Theorem 6.1. The proof of (6.1) and (6.2) now proceeds as in the case of
(1.3) and (1.4). Indeed, for j = 1, 2, 3, let Tj,s and T˜j,s be as in the proof of Theo-
rem 1.1. Theorem 6.H gives the needed estimates for the operators Tj,s and T˜j,s for
j = 1, 2. The desired control for the operators T3,s and T˜3,s follows the same ideas as
those used for (1.3) and (1.4). Recall that ‖·‖tLp,a(w) is comparable to a subadditive
quantity for 0 < t ≤ 1 satisfying t ≤ a and t < p (see [25, p. 258, (2.2)]) and
weighted Lorentz spaces satisfy a Ho¨lder-type inequality (see [25, Thm 4.5]); then
apply Theorem 6.2. 
Remark 6.1. Theorem 4.10 in [10] and Corollary 6.11 in [12] are also true for weighted
versions of rearrangement invariant Banach and quasi-Banach function spaces, re-
spectively, satisfying certain conditions. An argument like the one above for Lorentz
spaces leads to some variants of (6.1) and (6.2) in this more general context, and in
particular to Orlicz space estimates.
6.2. Kato-Ponce inequalities in Morrey spaces. Given 0 ≤ κ ≤ n and 0 < p <
∞, the Morrey space Lp,κ is defined as the class of functions f ∈ Lploc(R
n) such that
‖f‖Lp,κ = sup
B
(
1
|B|1−κ/n
∫
B
|f(x)|p dx
) 1
p
<∞,
where the supremum is taken over all balls B ⊂ Rn. It is a Banach space, which
coincides with Lp for κ = n and with L∞ for κ = 0.
Theorem 6.3. Let 1 < p, q < ∞ and 1
2
< r < ∞ be such that 1
r
= 1
p
+ 1
q
and
0 < κ ≤ n. If s > max{0, n(1
r
− 1)} or s is a non-negative even integer, then for all
f, g ∈ S(Rn),
‖Ds(fg)‖Lr,κ . ‖D
sf‖Lp,κ ‖g‖Lq,κ + ‖f‖Lp,κ ‖D
sg‖Lq,κ ,(6.3)
‖Js(fg)‖Lr,κ . ‖J
sf‖Lp,κ ‖g‖Lq,κ + ‖f‖Lp,κ ‖J
sg‖Lq,κ .(6.4)
Different triplets of p, q, κ can be chosen on the righthand side of (6.3) and (6.4).
As above, the proof of Theorem 6.3 follows from a version of Theorem 2.1 for Mor-
rey spaces and the boundedness of bilinear Caldero´n-Zygmund operators in Morrey
spaces. We finish this section with the statements of such results.
Theorem 6.4. Let Ψ ∈ S(Rn) be such that supp(Ψ̂) ⊂ {ξ ∈ Rn : c1 < |ξ| < c2}
for some 0 < c1 < c2 < ∞. Given a sequence z¯ = {zk,m}k∈Z,m∈Zn ⊂ Rn, define
Ψz¯k,m(x) = 2
knΨ(2k(x+ zk,m)) for x ∈ R
n, m ∈ Zn and k ∈ Z. If 0 < κ ≤ n, then for
all f ∈ S(Rn) ∥∥∥∥(∑
k∈Z
∣∣Ψz¯k,m ∗ f ∣∣2) 12∥∥∥∥
Lp,κ
. ‖f‖Lp,κ ,
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where the implicit constants are independent of m and z¯.
Theorem 6.4 is a direct consequence of Theorem 2.1 and the following result.
Proposition 6.I (see Theorem 6.7 in [14]). Let F be a family of ordered pairs of
non-negative measurable functions defined on Rn and 1 ≤ p < ∞. Suppose that for
every w ∈ A1, ∫
Rn
|f(x)|pw(x) dx .
∫
Rn
|g(x)|pw(x) dx
for all (f, g) ∈ F , where the implicit constants depend only on p and [w]A1. If 0 <
κ ≤ n, then
‖f‖Lp,κ . ‖g‖Lp,κ
for all (f, g) ∈ F .
Theorem 6.J (Particular case of Theorem 1 in [38]). Let 1 < p, q < ∞ and 1
2
<
r < ∞ be such that 1
r
= 1
p
+ 1
q
and 0 < κ ≤ n. If T is a bilinear Caldero´n-Zygmund
operator, then T is bounded from Lp,κ × Lq,κ into Lr,κ.
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