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Global Schro¨dinger map flows to Ka¨hler
manifolds with small data in critical
Sobolev spaces: Energy critical case.
Ze Li
Abstract In this paper, we prove that the Schro¨dinger map flows from
R
2 to compact Ka¨hler manifolds with small initial data in critical Sobolev
spaces are global. The methods can be extended to higher dimensions which
will appear as a companion work.
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1 Introduction
Let (N , J, h) be a Ka¨hler manifold, the Schro¨dinger map flow (SL) on Eu-
clidean spaces is a map u(t, x) : R×Rd → N which satisfies{
ut = J(
∑d
i=1∇i∂iu)
u ↾t=0= u0(x),
(1.1)
where ∇ denotes the induced covariant derivative in the pullback bundle
u∗TN .
Assume that N is isometrically embedded into RN , then (1.1) can be
formulated as {
ut = JP
N
u (∆Rdu)
u ↾t=0= u0(x),
(1.2)
where PNu denotes the orthogonal projection from R
N onto TuN .
(1.1) plays a fundamental role in solid-state physics and is usually re-
ferred as the Landau-Lifshitz flow in physics literature. The various forms of
SL are commonly used in micromagnetics to model the effects of a magnetic
filed on ferromagnetic materials (e.g. [28]). In the d = 1 and d = 2 case
with N = S2, SL is referred as the ferromagnetic chain equation and the
continuous isotropic Heisenberg spin model respectively (e.g. [42]).
rikudosennin@163.com
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The Schro¨dinger flow can be viewed as a Hamiltonian flow on infinite
dimensional symplectic manifolds, see Ding [8]. One of the conservation law
of SL is its energy defined by
E(u) =
1
2
∫
Rd
|∇u|2dx.
And SL has the scaling invariance property: u(t, x) 7−→ u(λ2t, λx). Thus
d = 2 is the energy critical case. In the case N = S2, SL has masses as
another conservation law:
M(u) =
1
2
∫
Rd
|u− P |2dx, if ‖u0 − P‖L2x <∞, for some P ∈ S2.
However, the mass does not conserve and grows linearly with respect to time
for general target N .
We recall the following non-exhaustive list of works on Cauchy prob-
lems. The local well-posedness theory of Schro¨dinger flows was developed by
Sulem-Sulem-Bardos [32], Ding-Wang [9], McGahagan [30]. The global the-
ory for small data Cauchy problem was studied by Chang-Shatah-Uhlenbeck
[7] and Nahmod-Stefanov-Uhlenbeck [23] . The global existence for small
data in critical Besov spaces was proved by Ionescu-Kenig [14] and Bejenaru
[1] independently. The small data global well-posedness theory in critical
Sobolev spaces was done by Bejenaru-Ionescu-Kenig [3] for high dimensions
d ≥ 4. The d = 1 case with general targets was studied by Rodnianski-
Rubinstein-Staffilani [31]. The two dimension case, which is energy critical,
was studied by Bejenaru-Ionescu-Kenig-Tataru [4] where the global well-
posedness theory for small data in critical Sobolev spaces was established
for N = S2 with d ≥ 2. And Dodson-Smith [10] studied the conditional
global regularity problem for d = 2.
The stationary solutions of SL are harmonic maps. So far, the dynamic
behavior of SL near harmonic maps is partly known in the equivariant case
with d = 2, N = S2. The works of Gustafson, Kang, Tsai, Nakanish [11, 12]
proved asymptotic stability v.s. wind oscillating near harmonic maps in
high equivariant classes. Bejenaru-Tataru [2] proved global stability v.s.
instability of harmonic maps for 1-equivariant 2D Schro¨dinger maps. The
type II blowup solutions were constructed by Merle-Raphael-Rodnianski [22]
and Perelman [27] for 1-equivariant 2D Schro¨dinger maps as well. And the
below threshold conjecture was verified for equivariant SL from R2 into S2
or H2 by Bejenaru-Ionescu-Kenig-Tataru [5, 6].
All the mentioned global well-posedness results of SL with d ≥ 2 are
for targets of S2 or H2. Tataru raised the problem of proving small data
global well-posedness in the critical Sobolev spaces for general targets as an
open question in the seminar report [20]. We consider the energy critical
case d = 2 in this work and the high dimensions will appear as a companion
work.
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Before stating our main result, we introduce some notations on work-
ing spaces. For geometric PDEs, it is convenient to work in both intrin-
sic Sobolev spaces and extrinsic Sobolev spaces. For smooth maps from
R
2 → N the intrinsic norms are defined by
‖u‖p
Wk,p
:=
k∑
j=1
‖∇ju‖p
L
p
x(Rd)
, (1.3)
where ∇ denotes the induced covariant derivative in u∗TN .
Given a point Q ∈ N , we define the extrinsic Sobolev space HkQ by
HkQ := {u : Rd → RN | u(x) ∈ Na.e. in Rd, ‖u−Q‖Hk(Rd) <∞}, (1.4)
which is equipped with the metric dQ(f, g) = ‖f − g‖Hk . Define HQ to be
HQ :=
∞⋂
k=1
HkQ.
Our main theorem is as follows:
Theorem 1.1. Let d = 2 and N be a compact Ka¨hler manifold which is
isometrically embedded into RN . Let Q ∈ N be a fixed given point. Let
u0 ∈ HQ. There exists a sufficiently small constant ǫ∗ > 0 such that if u0
satisfies
‖∇u0‖L2x ≤ ǫ∗, (1.5)
then (1.2) with initial data u0 evolves into a global unique solution u ∈
C(R;HQ). Moreover, for all k ∈ Z+ there holds
‖u0‖H˙kQ⋂ H˙1Q ≤ C(‖u0‖HkQ). (1.6)
Remark 1.1. In fact, we prove more than those stated in Theorem 1.1.
The SL solution u is shown to satisfy Strichartz estimates globally and have
time independent unform bounds for Sobolev norms beyond energy level.
Remark 1.2. Theorem 1.1 holds as well for d ≥ 3 with ‖u0‖H˙d/2 ≪ 1.
This will be proved in our companion work [29]. The main proof of high
dimensions uses ideas of this work, but additional efforts are required. We
will explain this issue in the end of introduction.
For dispersive geometric PDEs, especially for critical problems, it is im-
portant to choose suitable gauges and function spaces adapted to the struc-
ture of nonlinearities (e.g. null structure). Most of these tools were devel-
oped in the study of wave map equations, see for instance [17, 18, 24, 33, 34,
19, 39, 40]. In this work, we will use Tao’s caloric gauge and function spaces
developed by [4, 13]. As observed by [4, 35], the caloric gauge is essential
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for eliminating bad frequency interactions in dimension two compared with
Coulomb gauge. For the convenience of statement, we briefly recall the def-
inition of caloric gauge. Let u be a solution to SL, denote v(s, ·, ·) the heat
flow with initial data u. For u ∈ HQ, the heat flow v will converge to the
point Q as s→∞. Transposing any given frame {El} of TQN parallel along
the heat flow v up to the initial data u yields frames {El} for the pullback
bundle v∗TN . Denote the components of ∂iv under this frame by ψi which
is a R2n vector valued function defined on (s, t, x) ∈ [0,∞) × [−T, T ]× Rd.
And denote the corresponding Cn valued function of ψi by φi. Then {φi}
along the Schro¨dinger flow direction (i.e. along time t) satisfy nonlinear
Schro¨dinger equations with connection coefficient part, magnetic part and
curvature part. And the connection coefficients are derived by formally
solving the heat flow from infinity.
Let us sketch the outline of proof in the d = 2 case. The whole proof is
divided into four steps. Let {ck(σ)} be a frequency envelope for initial data
u0 at the level of H˙
σ+1 and assume that ck = ck(0), k ∈ Z is an ǫ0-frequency
envelope. In Step One, we prove for all σ ∈ [0, 99100 ], {φi} satisfy
‖Pkφi ↾s=0 ‖Gk(T ) . ck(σ)2−σk. (1.7)
In Step Two, we prove for σ ∈ [1, 54 ], one has for some σ1 + σ2 = σ, σ1, σ2 ∈
[0, 99100 ]
‖Pkφi ↾s=0 ‖Gk(T ) . (ck(σ) + ck(σ1)ck(σ2)) 2−σk.
In Step Three, transforming the bounds of {φi} ↾s=0 back to the solution u
gives
‖u‖L∞t H˙σ+1x (T ) . ‖u0‖H˙1x⋂ H˙σ+1x
Noticing that an H˙1
⋂
H˙2+ uniform bound will rule out blow-up for SL in
R
2, one step iteration suffices to show u is global. And the ǫ0 depends only
on the dimension and the target manifold N .
In Step Four, we proceed the iteration for K times and obtain uniform
bounds for higher Sobolev norms.
The main part is Step One and the iteration of Step Two. The new
difficulty arising in the case of general targets is to control the curvature
term in frequency localized spaces. Since the curvature term relates with
the map itself, it cannot be written in a self-closed form of differential fields
{φx, φs}. Thus directly working with the moving frame dependent quantities
may lose control of curvature terms, which is much serious when frequency
interactions are considered. In the wave map setting, the general targets
case was solved by Tataru [41] using Tao’s micro-local gauge and Tataru’s
function spaces. It is important that the wave map equation is semilinear
in the extrinsic form, and the micro-local gauge adapts to the extrinsic
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formulation well. However, for SL, on one side, since the extrinsic form
equation is quasilinear one has to use the intrinsic formulation to obtain
a semilinear equation. On the other side, the intrinsic form is not a self-
contained system where the curvature term is not determined by differential
fields. The two conflict sides make solving SL for general targets challenging.
In this paper, we choose Tao’s original intrinsic formulation of caloric
gauge. To bound the curvature term, we use a kind of dynamic separation.
In fact, separating the limit constant part of curvature terms away leaves a
term consisting of heat tension filed φs and some implicit combined terms of
frames and curvature tensors. And more importantly, this dynamic separa-
tion can be proceeded for any time as one wants. The resulting error term
is again a combination of heat tension filed φs, caloric frames and covariant
derivatives of curvature tensors. We observe that to control this error term
in the Fk space, it suffices to prove a parabolic decay estimate of the implicit
part including frames and curvature tensors. The same idea will be applied
to bound the frames in frequency localized spaces.
Besides using dynamic separation, in order to give a bound for con-
nection coefficients which is the heart for bootstrap, we further decompose
the curvature term into differential fields φi dominated terms and relatively
smaller quadratic terms. By an appropriate bootstrap argument, bound-
ing connection coefficients in the Fk
⋂
S
1
2
k space reduces to derive parabolic
decay estimates of curvature terms in the simpler L∞t L
2
x spaces.
With these new ideas and [4]’s framework, the range of σ ∈ [0, 99100 ] can
be reached in Step One. For larger σ, we apply an iteration argument.
The starting point of this iteration is bounds for ∂sv. By applying dynamic
separation, bounds for ∂sv yield improved frequency localized bounds for
the second fundamental form term. Then back to the extrinsic map v, using
the heat flow equation will give an improved bound for ∂sv. Transforming
∂sv to φs and applying dynamic separation again enable us to control the
leading part of curvature term for larger σ in L∞t L
2
x. Then repeating the
argument of Step One once reaches larger σ. And this iteration scheme
can be performed for arbitrary number of times, which gives uniform higher
Sobolev norms of u.
Lastly, let us give a prevue of the high dimensions. In the 2 ≤ d ≤ 4
case, in order to track the curvature term in the Fk space along the heat
flow direction, we observe that it suffices to control the one order covariant
derivative of curvature term in the simpler L∞t L
2
x space in the heat direction.
However, in the large dimension case, the Lpdx L∞t block space of Fk cannot
be reduced to the parabolic decay of curvature terms in L∞t L
2
x. Thus track-
ing the Fk norm of curvature terms in the high dimensions indeed requires
more efforts. On the other hand, the parabolic decay estimates of moving
frame dependent quantities for d ≥ 3 should be established. The difficulty
is to bound all geometric quantities in the fractional Sobolev spaces when d
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is odd. We solve this problem by using the geodesic parallel transpose and
difference characterization of Besov spaces. The idea is that the difference
characterization reduces bounding fractional Sobolev norms to bound dif-
ference of all these geometric quantities and their covariant derivatives in
Lebesgue spaces. And the geodesic parallel transpose gives us difference of
geometric quantities at different points of the base manifold.
We divide the whole Theorem for d ≥ 2 into two papers to make the
main idea clear and avoid the paper being too long.
Notations We apply the notation X . Y whenever there exists some
constant C > 0 so that X ≤ CY . Similarly, we will use X ∼ Y if X . Y .
X. We sometimes drop the integral variable in the integration if no confuse
occurs. And we closely follow the notations of [4] for reader’s convenience.
Let χ : R → [0, 1] be a given smooth even bump function. Define
χk(ν) = χ(
ν
2k
)−χ( ν
2k−1
), k ∈ Z. The Littlewood-Paley projection operators
with Fourier multiplier η 7→ χk(|η|) are denoted by Pk, k ∈ Z. For I ⊂ R, let
χI =
∑
i∈I χi(|η|). The low frequency cutoff operator with Fourier multiplier
η 7→ χ(−∞,k](|η|) is denoted by P≤k. And the high frequency cutoff is defined
by P≥k = I − P≤k. Given w ∈ S1, k ∈ Z, denote Pk,w the operator with
Fourier multiplier η 7→ χk(η ·w).
The Riemannian curvature tensor on N is denoted by R. The covariant
derivative on N is denoted by ∇˜. And we denote ∇ the induced covariant
derivative on u∗TN . The metric tensor of N is denoted by 〈·, ·〉.
2 Preliminaries
2.1 Caloric gauge and heat flows
We now recall the moving frame dependent quantities and some identities
related to them, see [25] and [31] for more expositions.
Let Greek indices run in {1, ..., n}. Let Roman indices run in {1, ..., 2n}
or {1, ..., d} according to the context. Denote β = β + n for β ∈ {1, ..., n}.
Let N be a 2n dimensional compact Ka¨hler manifold. Since M = R2 is
contractible, there must exist global orthonormal frames for u∗(TN ). Using
the complex structure one can assume the orthonormal frames are of the
form
E := {e1(t, x), Je1(t, x), ...., en(t, x), Jen(t, x)}. (2.1)
Let ψi = (ψ
1
i , ψ
1¯
i , ..., ψ
n
i , ψ
n
i ) for i = 0, 1, 2 be the components of ∂t,xu in the
frame E:
ψαi = 〈∂iu, eα〉 , ψαi = 〈∂iu, Jeα〉 . (2.2)
We always use 0 to represent t in lower index. The isomorphism of R2n to Cn
induces a Cn-valued function defined by φβi = ψ
β
i +
√−1ψβi with β = 1, ..., n.
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Conversely, given function φ : [−T, T ] × R2 → Cn, we associate it with a
section φE of the bundle u∗(TN ) via
φ⇐⇒ φE := ℜ(φβ)eβ + ℑ(φβ)Jeβ , (2.3)
where (φ1, ..., φn) denotes the components of φ. Then u induces a covariant
derivative on the trivial complex vector bundle over base manifold [0, T ]×Rd
with fiber Cn defined by
Diϕ
β = ∂iϕ
β +
n∑
α=1
(
[Ai]
β
α +
√−1[Ai]βα
)
ϕα,
where the induced connection coefficient matrices are defined by
[Ai]
p
q = 〈∇iep, eq〉 .
Schematically we write Di = ∂i + Ai. Recall the torsion free identity and
the commutator identity
Diφj = Djφi (2.4)
[Di,Dj ]ϕ = (∂iAj − ∂jAi + [Ai, Aj ])ϕ⇐⇒ R(∂iu, ∂ju)(ϕE). (2.5)
Schematically, we write [Di,Dj ] = R(φi, φj). With the notations given
above, (1.1) can be written as
φt =
√−1
2∑
i=1
Diφi. (2.6)
[26] proved the heat flow with initial data u(t, x) would converge to Q
as s→∞ in the topology of C([−T, T ];C∞x ). Tao’s caloric gauge is defined
as follows:
Definition 2.1. Let u(t, x) : [−T, T ] × R2 → N be a solution of (1.1) in
C([−T, T ];HQ). For a given orthonormal frame E := {e˜1, Je˜1, ..., e˜n, Je˜n}
which spans the tangent space TQN , a caloric gauge is a tuple consisting of
a map v : R+ × [−T, T ]× Rd → N and orthonormal frames E(v(s, t, x)) :=
{e1, Je1, ..., en, Jen} such that{
∂sv =
∑2
i=1∇i∂iv
v(0, t, x) = u(t, x)
(2.7)
and {
∇sek = 0, k = 1, ..., n.
lim
s→∞
ek = e˜k
(2.8)
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where the convergence of frames is defined as follows: Given any compact
subset K of R2, there exists some C(K) such that for s ≥ C(K)
(a) lim
s→∞
v(s, t, x) = Q uniformly on [−T, T ]×K,
(b) lim
s→∞
〈
ek(v(s, t, x)),
∂
∂ξp
(v(s, t, x))
〉
=
〈
e˜k(Q),
∂
∂ξp
(Q)
〉
, p = 1, ..., n
(c) lim
s→∞
〈
ek(v(s, t, x)), J
∂
∂ξp
(v(s, t, x))
〉
=
〈
e˜k(Q), J
∂
∂ξp
(Q)
〉
, p = 1, ..., n
(2.9)
where (ξ1, ..., ξn, ξn+1, ..., ξ2n) is a given local coordinate system which is well
defined in the neighborhood of Q in N .
Remark By (a), v(s, t, x) lies in B(Q, δ) for all (t, x) ∈ [−T, T ]×K and
s sufficiently large. Thus (b) and (c) are well defined for s sufficiently large.
Proposition 2.1. Given any solution u of SL in HQ(T ) with u0 ∈ HQ.
For any fixed frame E := {e˜k, Je˜k}nk=1 on TQN , there exists a unique cor-
responding caloric gauge defined in Definition 2.1. Moreover, we have for
i = 1, 2 and p, q = 1, ..., 2n
lim
s→∞
[Ai]
q
p(s, t, x) = 0
lim
s→∞
[At]
q
p(s, t, x) = 0
Particularly, we have for i = 1, 2, s > 0,
[Ai]
p
q(s, t, x) = −
∫ ∞
s
〈R (∂sv(s˜)) , ∂iv(s˜)ep, eq〉ds˜
[At]
p
q(s, t, x) = −
∫ ∞
s
〈R (∂sv(s˜), ∂tv(s˜)) ep, eq〉ds˜.
Proof. The proof is standard (see e.g. [26]). The only new issue here is the
complex structure J . But this will not cause any trouble since J commutes
with ∇s.
Lemma 2.1. The heat tension filed φs satisfies
φs =
2∑
j=1
Djφj. (2.10)
The differential fields {φi}2i=1 along the heat flow satisfy
∂sφi =
2∑
j=1
DjDjφi +
2∑
j=1
R(φi, φj)φj . (2.11)
And when s = 0, along the Schro¨dinger flow direction, {φi}2i=1 satisfy
−√−1Dtφi =
2∑
j=1
DjDjφi +
2∑
j=1
R(φi, φj)φj . (2.12)
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2.2 Function Spaces
In order to state our main theorem, we introduce some notions.
We recall the spaces developed by Linares-Ponce [21], Ionescu-Kenig [14],
Bejenaru-Ionescu-Kenig-Tataru [4].
Given a unite vector w ∈ S1 we denote its orthogonal complement of R2
by w⊥. The lateral space Lp,qw is defined by
‖f‖Lp,qw =
(∫
R
(∫
w
⊥×R
∣∣f(t, x1w + x′)∣∣q dx′dx) pq dx1
) 1
p
,
with standard modifications when either p = ∞ or q = ∞. And for any
given λ ∈ R, W ⊂ R, we define the spaces Lp,q
w,λ, L
p,q
w,W with norms
‖f‖Lp,q
w,λ
= ‖Gλw(f)‖Lp,qw
‖f‖Lp,q
w,W
= inf
f=
∑
λ∈W
fλ
∑
λ∈W
‖fλ‖Lp,q
w,λ
,
where Gw denotes the Galilean transform:
Gw(f)(t, x) = e
− 1
2
ix·we−
i
4
t|w|2f(x+ tw, t).
The main dyadic function spaces Nk(T ), Fk(T ), Gk(T ) are recalled as
follows: Given T ∈ R+, k ∈ Z, let Ik := {η ∈ R2 : 2k−1 ≤ |η| ≤ 2k+1} and
L2k(T ) := {g ∈ L2([−T, T ]× R2) : Fg(t, η) is supoorted in R× Ik}. (2.13)
Assume that k ∈ Z, L ∈ Z+, and T ∈ (0, 22L]. Define
Wk = {λ ∈ [−22k, 22k] : 2k+2Lλ ∈ Z}. (2.14)
The Nk(T ), Fk(T ), Gk(T ) spaces are Banach spaces of functions in L
2
k(T )
for which the associated norms are finite:
‖g‖F 0k (T ) := ‖g‖L∞t L2x + 2
− k
2 ‖g‖L4xL∞t + 2−
k
2 sup
w∈S1
‖g‖
L
2,∞
w,Wk+40
‖g‖Fk(T ) := infL,n1,...,nL∈Z+ infg=gn1+....+gnL
L∑
l=1
2nl‖gnl‖F 0k+nl
‖g‖Gk(T ) := ‖g‖F 0k + 2
− k
6 sup
w∈S1
‖g‖
L
3,6
w
+ 2
k
6 sup
|k−j|≤20
sup
w∈S1
‖Pj,wg‖L6,3
w
+ 2
k
2 sup
|k−j|≤20
sup
w∈S1
sup
|λ|<2k−40
‖Pj,wg‖L∞,2
w,λ
‖g‖Nk(T ) := infg=g1+g2+g3+g4 ‖g1‖L 43 + 2
k
6 ‖g2‖
L
3
2 ,
6
5
w1
+ 2
k
6 ‖g3‖
L
3
2 ,
6
5
w2
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+ 2−
k
2 sup
w∈S1
‖g4‖L1,2
w,Wk−40
,
where {w1,w2} ⊂ S1 consist of the standard basis of R2.
The following is the main linear estimates established by [4].
Proposition 2.2 ([4]). Given L ∈ Z+, assume that T ∈ (0, 22L]. Then for
every u0 ∈ L2x with frequency localized in Ik and every F ∈ Nk(T ), we have
the inhomogeneous estimate: If u solves{
i∂tu+∆u = F,
u(0, x) = u0(x),
(2.15)
then
‖u‖Gk(T ) . ‖u0‖L2x + ‖F‖Nk(T ). (2.16)
Recall the refined space for Fk(T ): Let S
ω
k (T ) denote the normed space
of functions in L2k(T ) for which
‖g‖Sωk (T ) = 2
kω
(
‖g‖
L∞t L
2ω
x
+ ‖g‖
L4tL
p∗ω
x
+ 2−
k
2 ‖g‖
L
p∗ω
x L
∞
t
)
(2.17)
is finite, where the exponents 2ω and p
∗
ω are defined via
1
2ω
− 1
2
=
1
p∗ω
− 1
4
=
ω
2
. (2.18)
The following lemma will be used widely
Lemma 2.2 ([4]). For f ∈ L2k(T ), there holds
‖Pkf‖L4 ≤ ‖f‖Fk(T ) (2.19)
‖Pkf‖Fk(T ) . ‖f‖L2xL∞t + ‖f‖L4 (2.20)
‖Pkf‖L2xL∞x ≤ ‖f‖S 12k
, (2.21)
and
‖es∆g‖Fk(T ) . (1 + s22k)−20‖g‖Fk(T ), (2.22)
provided that the RHS is finite.
2.3 Outline of Proof before Iteration
The proof is a bootstrap argument. The framework is due to [4]. We outline
the process for reader’s convenience. Let σ ∈ [0, 99100 ) be given. Given
L ∈ Z+, Q ∈ N . Let T ∈ (0, 22L], assume that {ck} be an ǫ0-frequency
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envelope of order 18δ and {ck(σ)} be another frequency envelope of order 18δ.
Let u0 be the initial data of SL which satisfies
‖Pk∇u0‖L2x ≤ ck(σ˜)2−σ˜k, σ˜ ∈ [0,
99
100
]. (2.23)
Denote u the solution to SL with initial data u0. Assume that u satisfies
Bootstrap I. ‖Pk∇u‖L∞t L2x ≤ ǫ
− 1
2
0 ck.
Denote v(s, t, x) the solution of heat flow with initial data u(t, x), and
Ai, At, As the corresponding connection coefficients. And denote the heat
tension field by φs and the differential fields by {φi}, φt respectively. Sup-
pose that {φi} satisfy the bootstrap condition at s = 0:
Bootstrap II. ‖Pkφi ↾s=0 ‖Gk(T ) ≤ ǫ
− 1
2
0 ck.
In Step 1, by studying the heat equations (2.10), (2.11), we prove Boot-
strap I,II in fact give parabolic estimates for Ai, At and φi,t along the heat
flow direction:
‖Pkφi(s)‖Fk(T ) ≤ ck(σ)2−σk(1 + s22k)−4, σ ∈ [0,
99
100
]
‖Pkφt(s)‖L4t,x ≤ ck(σ)2
−σk(1 + s22k)−2, σ ∈ [0, 99
100
].
‖PkAi ↾s=0 ‖L4t,x ≤ ck(σ)2
−σk , σ ∈ [0, 99
100
]
‖PkAt ↾s=0 ‖L2t,x . ǫ0.
In Step 2, by studying the Schro¨dinger equations (2.12), we prove Boot-
strap I, II indeed yield improved estimates for φi along the Schro¨dinger
flow direction:
‖Pkφi ↾s=0 ‖Gk(T ) . ck(σ)2−σk , σ ∈ [0,
99
100
].
In Step 3, we prove
‖Pkφi ↾s=0 ‖Gk(T ) . ck (2.24)
with Bootstrap I, II dropped.
2.4 Frequency Envelopes
We recall the definition of envelopes introduced by Tao.
Definition 2.2. Let {ak}k∈Z be a positive sequence we call it a frequency
envelope if ∑
k∈Z
a2k <∞, and aj ≤ 2δ|l−j|al, ∀j, l ∈ Z. (2.25)
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We call the frequency envelope {ak} an ǫ-envelope if it additionally sat-
isfies ∑
k∈Z
a2k ≤ ǫ2.
For any nonnegative sequence {aj} ∈ ℓ2, we define its frequency envelope
by
a˜j := sup
j′∈Z
aj′2
−δ|j−j′|.
And {a˜j} satisfies
|aj | ≤ a˜j ,∀j ∈ Z;
∑
j∈Z
a˜2j .
∑
j∈Z
a2j .
We recall the following two facts on envelopes: (a) If dk ≤ bk for all k ∈ Z
and {bk} is a frequency envelope then d˜k ≤ bk for all k ∈ Z as well with
{d˜k} denoting the envelope of {dk}; (b) If {dk} is already an envelope then
dk = d˜k for all k ∈ Z.
Remark 2.1. Generally the δ in Definition 2.2 is not important if it
has been fixed throughout the paper. But due to our iteration argument
it is better to introduce two different δ. So we call {ak} satisfying (2.25)
frequency envelope of order δ.
In the following proof, {ck} is fixed to be an envelope of order 18δ. All
the other emerging frequency envelopes are envelopes of order δ.
2.5 Heat flow estimates
For u ∈ HQ(T ), define
γk(σ) = sup
k′∈Z
2−δ|k−k
′|2σk
′+k′‖Pk′u‖L∞t L2x , σ ≥ 0, δ =
1
800
. (2.26)
Denote γk the envelope for the energy norm, i.e.,
γk = γk(0). (2.27)
Thus
2k‖Pku‖L∞t L2x ≤ 2−σkγk(σ), ∀σ ≥ 0. (2.28)
The frequency localized estimates for heat flows are given below.
Proposition 2.3. Assume that u ∈ HQ(T ) is a solution to SL which satis-
fies
‖∂xu‖L∞t L2x = ǫ1 ≪ 1. (2.29)
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And let v(s, t, x) be the solution of heat flow (2.7) with initial data u(t, x).
Then v satisfies
sup
s≥0
(1 + s22k)M2k‖Pkv‖L∞t L2x .M 2−σkγk(σ) (2.30)
for all σ ∈ [0, 99100 ], M ∈ Z+, k ∈ Z. And for all s ≥ 0, M ∈ Z+, σ ∈ Z+,
there holds∑
k∈Z
(1 + s22k)2M22k+2σk‖Pkv‖2L∞t L2x .M ‖u‖
2
L∞t H˙
1
x
⋂
H˙σx
. (2.31)
Moreover, for all σ ∈ [ 99100 , 54 ], M ∈ Z+, k ∈ Z, we have
(1 + s22k)M2σk+k‖Pkv‖L∞t L2x . γk(σ) + γk(σ −
3
8
)γk(
3
8
). (2.32)
Proof. The proof is postponed to Section 7.
Lemma 2.3 ([26, 38]). Assume that u ∈ HQ(T ) is a solution to SL which
satisfies
‖∂xu‖L∞t L2x = ǫ1 ≪ 1. (2.33)
And let v(s, t, x) be the solution of heat flow (2.7) with initial data u(t, x).
Then
‖∂j+1x v‖L∞t L2x . s−
j
2 ǫ1. (2.34)
and the corresponding differential fields and connection coefficients satisfy
s
j
2 ‖∂jxφi‖L∞t L2x . ǫ1 (2.35)
s
j
2 ‖∂jxAi‖L∞t L2x . ǫ1 (2.36)
s
j
2 ‖∂jxφi‖L∞t L∞x . ǫ1 (2.37)
s
j+1
2 ‖∂jxAi‖L∞t L∞x . ǫ1 (2.38)
and for s ∈ [0,∞), i = 1, 2 and all nonnegative integers j.
3 Evolution along the heat direction
3.1 Parabolic Estimates for differential fields
The main result of Section 3 is the following Proposition.
Proposition 3.1. Let {bk} be an ε-frequency envelope.
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• (i) Assume that for i = 1, 2, one has
‖Pkφi ↾s=0 ‖Fk(T ) ≤ bk(σ)2−σk , σ ∈ [0,
99
100
], (3.1)
and
‖Pkφi(s)‖Fk(T ) ≤ ε−
1
2 bk(1 + s2
2k)−4. (3.2)
Then one deduces
‖Pkφi(s)‖Fk(T ) . bk2−σk(1 + s22k)−4, σ ∈ [0,
99
100
] (3.3)
‖PkAm ↾s=0 ‖L4t,x . bk(σ)2
−σk . (3.4)
• (ii) Assume further that
‖Pkφt ↾s=0 ‖L4t,x . bk(σ)2
−(σ−1)k , σ ∈ [0, 99
100
]. (3.5)
Then for σ ∈ [0, 99100 ], one has
‖Pkφt(s)‖L4t,x . bk(σ)2
−(σ−1)k(1 + 22ks)−2
‖PkAt ↾s=0 ‖L2t,x . εbk(σ)2
−σk if σ ∈ [ 1
100
,
99
100
]
‖PkAt ↾s=0 ‖L2t,x . ε
2.
Remark. Assumption (3.2) can be dropped. It suffices to apply Lemma
6.1 and [[4], Page 1463]’s argument.
3.2 Proof of Proposition 3.1
Now we turn to prove the parabolic estimates in Proposition 3.1.
Lemma 3.1. Denote
h(k) = sup
s≥0
(1 + s22k)4
2∑
i=1
‖Pkφi(s)‖Fk(T ). (3.6)
Define the corresponding envelope by
hk(σ) = sup
k′∈Z
2σk
′
2−δ|k
′−k|h(k′). (3.7)
Then under the assumption of Proposition 3.1, for all k ∈ Z, s ≥ 0, i = 1, 2,
we have
‖Pk(Ai(s))‖
Fk(T )
⋂
S
1
2
k (T )
. 2−σk(1 + s22k)−4hk,s(σ), (3.8)
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where the sequences {hk,s} when 22k0−1 ≤ s < 22k0+1, k0 ∈ Z are defined by
hk,s (σ) =

2k+k0h−k0hk(σ) if k + k0 > 0
−k0∑
l=k
hlhl(σ) if k + k0 6 0
(3.9)
Proof. By assumption (3.2) of Proposition 3.1 and noticing {bk} is a ε-
envelope, we have
‖{hk}‖2ℓ2 ≤ ε. (3.10)
In order to prove (3.8), let B1 denote the smallest number in [1,∞) for
which it holds for all σ ∈ [0, 99100 ], s ≥ 0, k ∈ Z, i = 1, 2,
‖Pk(Ai(s))‖
Fk(T )
⋂
S
1
2
k (T )
≤ B12−σk(1 + s22k)−4hk,s(σ). (3.11)
The identity we rely on is
[Ai]
p
q(s) = −
∫ ∞
s
〈R(φsE, φiE)ep, eq〉ds′. (3.12)
As a preparation, we first expand (3.12) to an estimable form. By definitions,
we see
R(Eφi,Eφs)
= R
(
(ℜφαi )eα + (ℑφαi )eα, (ℜφαs )eβ + (ℑφαs )eβ
)
= (φαi ∧ φβs )R(eα, eβ) + (φαi · φβs )R(eα, eβ).
where we denote z1∧ z2 = −ℑ(z1z2), z1 · z2 = ℜz1ℜz2+ℑz1ℑz2 for complex
numbers z1, z2. Thus schematically under the frame E = {eα, eα}nα=1 we
can write{
(ℜ[Ai])γθ =
∑∫∞
s
(φαi ◦ φβs )〈R(eα, eβ,β)(eγ), eθ〉,
(ℑ[Ai])γθ =
∑∫∞
s
(φαi ◦ φβs )〈R(eα, eβ,β)(eγ), eθ〉,
(3.13)
where ◦ = “∧” when eβ,β = eβ, and ◦ = “ ·” when eβ,β = eβ. For simplicity,
we schematically write
Ai(s) =
∑
j0,j1,j2,j3
∫ ∞
s
(φi ◦ φs) 〈R(ej0 , ej1)(ej2), ej3〉, (3.14)
where {jc}3c=0 run in {1, ..., 2n}, and i runs in {1, 2}. Recall also that φs =∑2
l=1Dlφl. Applying Pk to (3.14) we have
‖Pk(Ai(s))‖
Fk(T )
⋂
S
1
2
k (T )
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≤
∑
|k1−k2|≤8,k1,k2≥k−4
∫ ∞
s
‖Pk1 (φi ◦ φs)Pk2 (〈R(ej0 , ej1)(ej2), ej3〉)‖
Fk(T )
⋂
S
1
2
k (T )
+
∑
|k1−k|≤4
∫ ∞
s
‖Pk1 (φi ◦ φs)P≤k−4 (〈R(ej0 , ej1)(ej2), ej3〉)‖
Fk(T )
⋂
S
1
2
k (T )
+
∑
|k2−k|≤4,k1≤k−4
∫ ∞
s
‖Pk1 (φi ◦ φs)Pk2 (〈R(ej0 , ej1)(ej2), ej3〉)‖
Fk(T )
⋂
S
1
2
k (T )
.
(3.15)
The above three subcases according to their rank are usually called (a)
High×High→ Low, (b) High × Low → High, (c) Low ×High→ High.
Case b. High× Low → High. In [[4], Lemma 5.2, Page 1470], the
authors have proved
2∑
i=1
∫ ∞
s
‖Pk (φi ◦ φs)‖
Fk(T )
⋂
S
1
2
k (T )
ds′ . εB12
−σk(1 + s22k)−4hk,s(σ).
(3.16)
with slightly different notations. Thus in the case (b), by (9.5) and applying
the trivial bound
‖〈R(ej0 , ej1)(ej2), ej3〉‖L∞t,s,x . K(N ), (3.17)
to the P≤k part and (3.16) to the Pk1 part, we obtain that∑
High×Low→High
∫ ∞
s
‖Pk ((φi ◦ φs)〈R(ej0 , ej1)ej2 , ej3〉)‖
Fk(T )
⋂
S
1
2
k (T )
. εB12
−σk(1 + s22k)−4hk,s(σ). (3.18)
Step 2. Dynamic separation. For the Low ×High and High ×High
part, we need to further decompose the curvature term. Denote
G(s) =
∑
〈R(ej0 , ej1)ej2 , ej3〉(s). (3.19)
We expand G as∑
〈R(ej0 , ej1)ej2 , ej3〉(s)
= lim
s→∞
∑
〈R(ej0 , ej1)ej2 , ej3〉+
∫ ∞
s
∂s〈R(ej0 , ej1)ej2 , ej3〉ds′
= Γ∞ +
∫ ∞
s
〈(∇sR)(ej0 , ej1)ej2 , ej3〉ds′,
where Γ∞ denotes the limit part which is constant and we used the identity
∇sep = 0 for all p = 1, ..., 2n in the last line. Moreover, viewing R as a type
(0, 4) tensor, we remark that (∇sR) in fact can be further expanded as
∇sR = φls(∇˜R)(el; ej0 , ..., ej3). (3.20)
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Thus one obtains the second time dynamic separation:
〈(∇sR)(ej0 , ej1)ej2 , ej3〉(s) (3.21)
= φls(s)Ξ
∞
l +
∑
φls(s)
∫ ∞
s
φps(s
′)(∇˜2R)(el, ep; ej0 , ..., ej3)ds′, (3.22)
where we applied the caloric condition ∇sei = 0 again, and {Ξ∞l } are con-
stant.
Therefore, G can be decomposed into
〈R(ej0 , ej1)ej2 , ej3〉(s)
= Γ∞ + Ξ∞l
∫ ∞
s
φls(s˜)ds˜ (3.23)
+
∑∫ ∞
s
φls(s˜)
(∫ ∞
s˜
φps(s
′)(∇˜2R)(el, ep; ej0 , ..., ej3)ds′
)
ds˜. (3.24)
:= Γ∞ + U00 + U01 + UI + UII .
where we denote
U00 := Ξ∞l
∫ ∞
s
2∑
i=1
(∂iφi)ds
′
U01 :=
∫ ∞
s
2∑
i=1
(∂iφi)
(
(∇˜R)(el; ej0 , ..., ej3)− Ξ∞l
)
ds′
UI := Ξ∞l
∫ ∞
s
2∑
i=1
(Aiφi)
lds′
UII :=
∑∫ ∞
s
(Aiφi)(s˜)
(∫ ∞
s˜
φps(s
′)(∇˜2R)(el, ep; ej0 , ..., ej3)ds′
)
ds˜
=
∑∫ ∞
s
(Aiφi)(s˜)
(
(∇˜R)(el; ej0 , ..., ej3)− Ξ∞l
)
ds˜.
It is easy to prove∥∥∥∥∥
∫ ∞
22k0−1
2∑
i=1
(∂iφi)ds
′
∥∥∥∥∥
Fk(T )
. 2−σkhk(σ)(1k0+k≤02
−k + 1k0+k≥02
2k0+k)(1 + 22k0+2k)−4. (3.25)
And recall that [[4], Lemma 5.2] have shown for s ∈ [22j−1, 22j+2] there holds
‖Pk(φi ◦ φs)(s)‖
Fk(T )∩S
1
2
k (T )
(3.26)
.
 2
−σk(1 + 22ks)−4
(
h˜k,s(σ) +B1ε2
−2jhk,s(σ)
)
, if k + j ≥ 0
2−σk
(
h˜k,s(σ) +B1ε2
−2ja−ja−j(σ)
)
, if k + j ≤ 0
(3.27)
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where h˜k,s(σ) is defined by
h˜k,s(σ) = 2
−jh−j
(
2khk(σ) + 2
−jh−j(σ)
)
.
Then repeating the bilinear estimates Lemma 5.1 of [[4]], we have∫ ∞
s
‖Pk(U00(φs ◦ φi))‖
Fk(T )
⋂
S
1
2
k (T )
ds′ . (1 + εB1)2
−σkhk,s(σ)(1 + 2
2k0+2k)−4.
(3.28)
The Γ∞ part as well satisfies (3.28) by directly applying Lemma 5.2 of [[4]],
since Γ∞ is just constant.
Denote G′ = (∇˜R)(el; ej0 , ej1 , ej2 , ej3) − Ξ∞l . For U01, applying Lemma
3.2 and (7.52) which says
2k‖PkG′‖L∞t L2x . 2−σkhk(σ)(1 + 22ks)−20 (3.29)
we obtain
‖Pk
(
(∂iφi)G′
) ‖Fk(T )
.
∑
|k1−k|≤4
‖Pk1∂iφi‖Fk1 (T )‖P≤k−4G
′‖L∞ +
∑
|k2−k|≤4,k1≤k−4
‖Pk1∂iφi‖Fk1 (T )‖Pk2G
′‖L∞
+
∑
|k2−k1|≤8,k1,k2≥k−4
2
k1−k
2 ‖Pk1∂iφi‖Fk1(T )‖Pk2G
′‖L∞
. 2k2−σkhk(σ)(1 + s2
2k)−4 + (1 + s22k)−202−σkhk(σ)
∑
k1≤k−4
2k1hk1(1 + s2
2k1)−4
+ 2−σk
∑
k1≥k−4
2
k1−k
2 2k1hk1hk1(σ)(1 + s2
2k1)−20.
By the slow variation of envelopes we further have
‖Pk
(
(∂iφi)G′
) ‖Fk(T )
. 2−σkhk(σ)
(
1k+j≥02
k(1 + 22k+2j)−4 + 1k+j≤02
− 3
2
j− 1
2
k2δ|j+k|
)
for s ∈ [22j−1, 22j+1], k, j ∈ Z. Thus for s ∈ [22k0−1, 22k0+1] summing the
above formula in j ≥ k0 yields∫ ∞
s
‖Pk
(
(∂iφi)G′
) ‖Fk(T )ds′
. 2−σkhk(σ)
(
1k+k0≥02
k+2k0(1 + 22k+2k0)−4 + 1k+k0≤02
−k
)
which is the same as (3.25). Thus (3.26) and bilinear estimates give∫ ∞
s
‖Pk(U01(φs ◦ φi))‖
Fk(T )
⋂
S
1
2
k (T )
ds′ . (1 + εB1)2
−σkhk,s(σ)(1 + 2
2k0+2k)−4.
18
Therefore, it remains to estimate UI ,UII .
Step 3. Prove our lemma with a bootstrap condition. We first
prove our lemma with additional bootstrap condition. And in the final step
we will drop the bootstrap condition and finish the whole proof.
Bootstrap Assumption A. Assume that for σ ∈ [0, 99100 ], for all j ∈ Z,
s ∈ [22j−1, 22j+1], there holds
‖PkUI‖
Fk(T )
⋂
S
1
2
k (T )
≤ ε− 12 (1 + 2k+j)−7Tk,jhk(σ)c∗0 (3.30)
‖PkUII‖Fk(T ) ≤ ε−
1
2 (1 + 2k+j)−7Tk,jhk(σ)c
∗
0. (3.31)
where c∗0 := ‖{hk}‖ℓ2 and we denote
Tk,j = 1k+j≤02
−k + 1k+j≥02
j . (3.32)
Our aim for this step is to prove
B1 . 1 + εB1,
assuming Bootstrap Assumption A.
For s ∈ [22j−1, 22j+1], (3.30) and (3.31) show U := UI + UII satisfies
2k(1 + 2k+j)6‖PkU‖Fk(T ) . 1. (3.33)
Case a. High ×High→ Low. The bound (3.33) suffices to control the
High×High interaction. For k + k0 ≥ 0, applying the bound (3.33) and
(9.4) of Lemma 9.2 with ω = 12 , one obtains that in High×High case∑
j≥k0
∫ 22j+1
22j−1
∑
|k1−k2|≤8,k1,k2≥k−4
‖Pk (Pk1(φi ◦ φs)Pk2U)‖
Fk(T )∩S
1
2
k (T )
ds′
. 2−σk
∑
j≥k0
∑
k1≥k−4
2
k−k1
2 (1 + 22k1+2j)−6h−j
(
2k1+jhk1(σ) + h−j(σ)
)
+ 2−σk
∑
j≥k0
∑
k1≥k−4
2
k−k1
2 B1ε(1 + 2
2k1+2j)−6hk1,22j (σ) (3.34)
which by slow variation of envelopes is further bounded by
2−σk
∑
j≥k0
∑
k1≥k−4
2
k−k1
2 (1 + 2k1+j)−102δ|j−k0|
h−k0hk(σ)
(
2k1+j+δ|k1−k| + 2δ|k+j|
)
+ 2−σk
∑
j≥k0
∑
k1≥k−4
2
k−k1
2 B1ε(1 + 2
k1+j)−10
2δ|j−k0|2δ|k1−k|h−k0hk(σ).
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Since k1 + j & k + j ≥ k + k0 ≥ 0, it is easy to see the above formula is
acceptable by∑
j≥k0
2−σk(1 + εB1)h−k0hk(σ)2
δ|j−k0|2δ|k+j|(1 + 2k+j)−8
. (1 + εB1)2
−σkh−k0hk(σ)2
k0+k(1 + 2k+k0)−8.
Therefore, the k+k0 ≥ 0 case has been done for the High×High interaction.
Assume k + k0 ≤ 0. Applying the bound (3.33) with σ = 0 and (9.4)
of Lemma 9.2 with ω = 12 , for j + k ≤ 0, by slow variation of envelopes we
have∑
k0≤j≤−k
∫ 22j+1
22j−1
∑
|k1−k2|≤8,k1,k2≥k−4
‖Pk (Pk1(φi ◦ φs)Pk2U)‖
Fk(T )∩S
1
2
k (T )
ds′
.
∑
k0≤j≤−k
∑
k1≥k−4
2
k−k1
2 2−σk1(1 + 22k1+2j)−6h−j
(
2k1+jhk1(σ) + h−j(σ)
)
+B1ε2
−σk
∑
k0≤j≤−k
 ∑
k−4≤k1≤−j
2
k−k1
2 h−jh−j(σ) +
∑
k1≥−j
2
k−k1
2 (1 + 22j+2k1)−4hk1,22j (σ)

.
∑
k0≤j≤−k
2−σk(1 + εB1)h−jh−j(σ).
Therefore, for k0 + k ≤ 0, the High ×High part is bounded by∑
j≥k0
∫ 2j+1
2j−1
∑
|k1−k2|≤8,k1,k2≥k−4
‖Pk(Pk1(φi · φs)Pk2U)‖
Fk(T )
⋂
S
1
2
k (T )
dτ
.
∑
k0≤j≤−k
C(1 + 2k+j)−122−σkh−jh−j(σ)2
(1±δ)(k+j) +
∑
j≥−k
(...) (3.35)
. (1 +B1ε)
∑
k0≤j≤−k
2−σkh−jh−j(σ) + (1 +B1ε)2
−σkhkhk(σ)
.
∑
k0≤j≤−k
(1 +B1ε)2
−σkh−jh−j(σ).
where the
∑
j≥−k(...) part in (3.35) is bounded by (1+B1ε)2
−σkhkhk(σ) via
directly using results of the k + k0 ≥ 0 case. Therefore, we conclude that∑
j≥k0
∫ 2j+1
2j−1
∑
|k1−k2|≤8,k1,k2≥k−4
‖Pk(Pk1(φi · φs)Pk2U)‖
Fk(T )
⋂
S
1
2
k (T )
dτ
. (1 + εB1)2
−σk(1 + 2j+k)−8hk,s(σ).
Case c. Low × High → High. In Case c, we assume |k − k2| ≤ 4 and
k ≥ k1 + 4, i.e. Low ×High→ High. We applied the bound
‖Pk(fk1gk2)‖
Fk
⋂
S
1
2
k
. 2k1‖Pk1f‖
Fk1
⋂
S
1
2
k1
‖Pk2g‖Fk2 (T ),
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provided that |k−k2| ≤ 20. To avoid too long formula, we recall the notation
Tk,j = (1k+j≥02
j + 1k+j≤02
−k).
Thus by (3.26), (3.30) and (3.31), for j ≥ k0, σ ∈ [0, 99100 ], we obtain that
the Low ×High→ High part is bounded by
∑
j≥k0
∫ 22j+1
22j−1
∑
|k2−k|≤8,k1≤k−4
‖Pk (Pk1(φs ◦ φi)Pk2U) ‖
Fk(T )
⋂
S
1
2
k (T )
.
∑
j≥k0
∑
k1≤k−4
∫ 22j+1
22j−1
2k1‖Pk1(φs ◦ φi)‖
Fk1
⋂
S
1
2
k1
(T )
‖Pk1(U)‖Fk1 (T )
.
∑
j≥k0
2−σkhk(σ)Tk,j(1 + 2
j+k)−7
∑
k1≤k
2k1h−j
(
2k1+jhk1 + h−j
)
(1 + 2k1+j)
−7
+
∑
j≥k0
2−σkhk(σ)Tk,j(1 + 2
j+k)−7B1ε1k+j≥0
∑
k1≤−j
2k1
∑
k1≤l≤−j
hlhl
+
∑
j≥k0
2−σkhk(σ)Tk,j(1 + 2
j+k)−7B1ε1k+j≥0
∑
−j≤k1≤k
2k12k1+jh−jhk1(1 + 2
k1+j)
−7
+
∑
j≥k0
2−σkhk(σ)Tk,j(1 + 2
j+k)−7B1ε1k+j≤0
∑
k1≤k
2k1
∑
k1≤l≤−j
hlhl.
Therefore, for k + k0 ≥ 0 we conclude∑
j≥k0
∫ 22j+1
22j−1
∑
|k2−k|≤4,k1≤k−4
‖Pk (Pk1(φs ◦ φi)Pk2U) ‖
Fk(T )
⋂
S
1
2
k (T )
. 2−σk
∑
j≥k0
(1 +B1ε)ε(1 + 2
k+j)−72δ|j−k0|h−k0hk(σ)
. 2−σk (1 +B1ε) (1 + 2
2k+2j)−4hk,22k0 (σ).
And for k + k0 ≤ 0, we also have∑
j≥k0
∑
|k2−k|≤8,k1≤k
∫ 22j+1
22j−1
‖Pk (Pk2UPk1(φs ◦ φi)) ‖
Fk(T )
⋂
S
1
2
k (T )
.
∑
j≥k0,j+k≥0
(...) + 2−k
∑
k0≤j≤−k
B1ε
1
22k−σk(2k+j + 2δ|k+j|)2δ|j−k0|h−k0hk(σ)
. 2−σk
(
1 +B1ε
1
2
)
(1 + 22k+2j)−4hk,22k0 (σ).
Thus the Low ×High part has been done for U as well.
Therefore, combining the three cases, we summarize
‖Pk(Ai(s))‖
Fk
⋂
S
1
2
k
. (ε
1
2B1 + 1)2
−σk(1 + 2k+k0)−8hk,22k0 (σ). (3.36)
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Then (3.36) shows
B1 . ε
1
2B1 + 1. (3.37)
Hence B1 . 1. So, we have obtained our lemma for σ ∈ [0, 99100 ] with
assuming Bootstrap Assumption A.
Step 4. In this step, we prove our lemma remains valid as if we drop
the Bootstrap condition A in (3.31), (3.30). First, we prove a claim.
Claim A. If (3.30)-(3.31) hold, then for all k, j ∈ Z, σ ∈ [0, 99100 ], s ∈
[22j − 1, 22j + 1],
‖PkUI‖
Fk2 (T )
⋂
S
1
2
k (T )
≤ c∗02−σk(1 + 2k+j)−7Tk,jhk(σ) (3.38)
‖PkUII‖Fk2 (T ) ≤ c
∗
02
−σk(1 + 2k+j)−7Tk,jhk(σ). (3.39)
Recall the definition of UI
UI = c
∫ ∞
s
(Aiφi)(s
′)ds′,
For UII , it is better to use
UII =
∫ ∞
s
(Aiφi)(s
′)
[
〈(∇˜epR)(ej0 , ej1)ej2 , ej3〉 − Ξ∞p
]
ds′.
Recall the notation
(G′)l = (∇˜R)(el; ej0 , ..., ej3〉 − Ξ∞l ,
it is now reasonable to apply Littlewood-Paley projection operators to G′
without losing constant terms. Moreover, we have by (7.52) and c∗0 :=
‖{hk}‖ℓ2 that
‖Pk(G′)(s)‖L∞t,x . c∗0(1 + s22k)−20. (3.40)
Thus in order to prove Claim A for UII , it suffices to prove∫ ∞
s
‖(Aiφi)G′‖Fk(T )ds′ . (1 + 2k2
s
2 )−7c∗0Tk,j. (3.41)
The bound claimed for UI is easier to verify. Since now B1 . 1, applying
bilinear Lemma to Aiφi, one has for j + k ≥ 0, s ∈ [22j−1, 22j+1]
‖(Aiφi)‖
Fk(T )
⋂
S
1
2
k1
(T )
(3.42)
.
(
1k+j≥02
−j + 1k+j≤02
k−j
2
)
(1 + 22k+2j)−42−σkc∗0hk,s(σ).
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Summing the above formula w.r.t. j ≥ k0, we get∫ ∞
s
‖Aiφi‖
Fk(T )∩S
1
2
k (T )
ds′ . c∗02
−σkTk,k0(1 + 2
k0+k)−7hk(σ). (3.43)
Thus Claim A has been verified for UI .
For UII , we will use the following inequality (see (3.47))
‖Pk(Pk1fPk2g)‖Fk(T ) . ‖Pk2g‖L∞x ‖Pk1f‖
Fk1(T )
⋂
S
1
2
k1
(T )
.
By Littlewood-Paley bilinear decomposition of Lemma 3.3,
‖Pk((Aiφi)G′)‖Fk(T ) .
∑
|k1−k|≤4
‖Pk1(Aiφi)‖
Fk1 (T )
⋂
S
1
2
k1
(T )
‖P≤k−4G′‖L∞
+
∑
|k1−k2|≤8,k1,k2≥k−4
‖Pk1(Aiφi)‖
Fk1 (T )
⋂
S
1
2
k1
(T )
‖Pk2G′‖L∞
+
∑
|k2−k|≤4,k1≤k−4
‖Pk1φs‖
Fk1 (T )
⋂
S
1
2
k1
(T )
‖Pk2G′‖L∞
Thus by (3.42), the High × Low part of (Aiφi)G′ is dominated by∑
|k−k1|≤4
‖Pk(Pk1(AiφiP≤k−4G′)‖Fk(T )
. c∗02
−σk
(
1k+j≤02
k−j
2
+δ|k+j|hk(σ) + 1k+j≥02
−j(1 + 2k+j)−7hk(σ)h−j
)
Summing in j ≥ k0 yields∑
j≥k0
22j
∑
|k−k1|≤4
‖Pk(Pk1(Aiφi)P≤kG′)‖Fk(T )
. c∗02
−σkhk(σ)
(
1k+k0≥02
k0(1 + 2k+k0)−7 + 1k+k0≤02
−k
)
.
Using (3.40) and (3.42), the High ×High part of (Aiφi)G′ is dominated by∑
|k2−k1|≤8,k1,k2≥k−4
‖Pk(Pk1(Aiφi)Pk2G′)‖Fk(T )
. c∗01k+j≥0
∑
k1≥k−4
2−σk1(1 + 22j+2k)−72k1hk1(σ)
+ c∗01k+j≤0
 ∑
k−4≤k1≤−j
2
k1−j
2 2δ|k1+j|2−σk1hk1(σ) +
∑
k1≥−j
2−σk1(1 + 22j+2k)−72k1hk1(σ)

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. c∗01k+j≥02
−j(1 + 2j+k)−102−σkhk(σ) + c
∗
01k+j≤02
−j2δ|k+j|2−σkhk(σ).
Summing in j ≥ k0 also gives∑
j≥k0
22j
∑
|k2−k1|≤8,k1,k2≥k−4
‖Pk(Pk1(Aiφi)Pk2G′)‖Fk(T )
. c∗02
−σk1k+k0≥02
k0(1 + 2k+k0)−7hk(σ) + c
∗
01k+k0≤02
−k2−σkhk(σ).
The using (3.40), Low ×High part of (Aiφi)G′ is bounded as∑
|k−k2|≤4,k1≤k−4
‖Pk(Pk1(Aiφi)Pk2G′)‖Fk(T )
. c∗02
−σk1k+j≤0
∑
k1≤k
hk12
1
2
(k1−j)2δ|k1+j|
+ c∗02
−σk(1 + 22j+2k)−201k+j≥0
 ∑
−j≤k1≤k
hk12
k1(1 + 22j+2k1)−4

+ c∗02
−σk(1 + 22j+2k)−201k+j≥0
 ∑
k1≤−j
hk12
k1−j
2 2δ|k1+j|

. c∗02
−σk1k+j≥02
−j(1 + 2j+k)−72−σkhk(σ) + c
∗
02
−σk1k+j≤02
k−j
2 2δ|k+j|2−σkhk(σ),
Summing in j ≥ k0 as well yields∑
j≥k0
22j
∑
|k−k2|≤4,k1≤k+4
‖Pk(Pk1(Aiφi)Pk2G′)‖Fk(T )
. c∗02
−σk1k+k0≥02
k0(1 + 2k+k0)−7hk(σ) + c
∗
01k+k0≤02
−k2−σkhk(σ).
Thus back to the LHS of (3.41), we conclude if (3.31) holds, then
‖PkUII‖Fk(T ) . c∗02−σk1k+k0≥02k0(1 + 2k+k0)−7hk(σ) + c∗01k+k0≤02−k2−σkhk(σ).
Particularly (3.31) holds, thus proving Claim A.
Now we are ready to prove our lemma with (3.30) and (3.31) being
dropped. Define the function on T ′ ∈ [0, T ]
Φ(T ′) =
∑
{jc}⊂{1,...,2n}
sup
k∈Z,s≥0
(c∗0)
−1(1 + 2k2
s
2 )7T−1k,j 2
σkh−1k (σ)
× (‖PkUI‖Fk(T ′) + ‖PkUII‖Fk(T ′)) .
Then in order to prove our lemma, it suffices to prove Φ . 1. It is easy to
see Φ is a continuous and increasing function on T ′ ∈ [0, T ]. And Claim A
shows
Φ(T ′) ≤ ε− 12 =⇒ Φ(T ′) . 1.
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Hence it suffices to verify
lim
T ′→0
Φ(T ′) . 1.
This reduces to prove for all j, k ∈ Z, s ∈ [22j−1, 22j+1] and T ′ → 0,∑
{jc}⊂{1,...,2n}
∥∥∥∥Pk ∫ ∞
s
(Aiφi)
[
(∇˜R)(eq ; ej0 , ..., ej3)− Ξ∞q
]∥∥∥∥
L∞t L
2
x(T
′)
+
∫ ∞
s
‖Pk(Aiφi)‖L∞t L2x(T ′)ds′
. c∗0(1 + 2
k2
s
2 )−7Tk,j2
−σkhk(σ)
where v(s, t, x) denotes the heat flow with initial data u(t, x). This is proved
in Appendix B.
Remark. Checking the proof of Lemma 3.1, we see the range of σ ∈
[0, 99100 ] was only used in the High× Low interaction of G′(∂iφi), G′(Aiφi) of
Step 2 and Step 3 respectively, and the L∞t L
2
x estimates cited in Step 4.
Lemma 3.2. If |k2 − k| ≤ 4, then
‖Pk(P≤k−4fPk2g)‖Fk(T ) . ‖P≤k−4f‖L∞‖Pk2g‖Fk2 (T ). (3.44)
If |k2 − k1| ≤ 8, k1, k2 ≥ k − 4, then
‖Pk(Pk1fPk2g)‖Fk(T ) . 2
k2−k
2 ‖Pk1f‖L∞‖Pk2g‖Fk2 (T ). (3.45)
If |k1 − k| ≤ 4, k2 ≤ k − 4, then
‖Pk(Pk1fPk2g)‖Fk(T ) . ‖Pk1f‖L∞‖Pk2g‖Fk2 (T ). (3.46)
Proof. This follows by definition of Fk(T ).
Lemma 3.3.
‖Pk(Pk1fPk2g)‖Fk(T ) . ‖Pk1f‖L∞‖Pk2g‖
Fk2 (T )
⋂
S
1
2
k2
(T )
. (3.47)
Proof. In fact, [(3.17),[4]] proved
‖Pkf‖Fk(T ) . ‖Pkf‖L2xL∞t + ‖Pkf‖L4t,x
and by definition,
‖Pkf‖L4t,x ≤ ‖f‖Fk(T )
25
‖Pkf‖L2xL∞t ≤ ‖f‖S 12k (T )
,
thus one obtains
‖Pk(Pk1fPk2g)‖Fk(T ) . ‖Pk1fPk2g‖L2xL∞t + ‖Pk1fPk2g‖L4t,x
. ‖f‖L∞
(
‖Pk2g‖L2xL∞t + ‖Pk2g‖L4t,x
)
. ‖f‖L∞
(
‖Pk2g‖
Fk2 (T )
⋂
S
1
2
k2
(T )
)
.
The proof of Lemmma 3.1 yields
Corollary 3.1. For s ∈ [22j−1, 22j+1], σ ∈ [0, 1), j, k ∈ Z, there holds
‖Pk(G˜)‖Fk(T ) . 2−σkhk(σ)Tk,j(1 + 2j+k)−7.
When s = 0, we have
‖Pk(G˜) ↾s=0 ‖Fk(T ) . 2−σkhk(σ)2−k.
Proof. Lemma 3.1 gives
‖Pk(U00)‖Fk(T ) + ‖Pk(U01)‖Fk(T ) . 2−σkhk(σ)Tk,j(1 + 2j+k)−7
‖PkUI‖
Fk(T )
⋂
S
1
2
k (T )
. 2−σkTk,jhk(σ)(1 + 2
j+k)−7
‖PkUII‖Fk(T ) . 2−σkTk,jhk(σ)(1 + 2j+k)−7.
Then our corollary follows by the decomposition
G˜ = G − Γ∞ = U00 + U01 + UI + UII ,
and the inequality (1 + 2j+k)−1Tk,j ≤ 2−k for all j, k ∈ Z.
3.3 Evolution of differential fields along the heat flow
Recall the evolution equation for φi along the heat flow:
(∂s −∆)φi = Ki
Ki := 2
2∑
j=1
∂j(Ajφi) +
2∑
j=1
(A2j − ∂jAj)φi +
2∑
j=1
(φj ◦ φi)φjG.
(3.48)
Now we control the nonlinearities in the above equations.
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Lemma 3.4. For all s ∈ [0,∞), i = 1, 2 and σ ∈ [0, 99100 ], we have
‖
∫ s
0
e(s−τ)∆PkKi(τ)dτ‖Fk(T ) . ε(1 + s22k)−42−σkhk(σ). (3.49)
Proof. First, we consider the cubic term G(φi ◦φj)φj in Ki. [[4], (5.25)] have
proved that for τ ∈ [22j−1, 22j+1)
‖Pk ((φi ◦ φp)φl) (τ)‖
Fk(T )
⋂
S
1
2
k (T )
. ε2−σk22k(1 + 22k+2j)−4
[
hk(σ) + 2
− 3
2
(k+j)h−j(σ)
]
.
(3.50)
Recall that G = G˜ + Γ∞. The constant part follows by (3.50). By bilinear
Littlewood-Paley decomposition we have
‖Pk
(
(φi ◦ φp)φlG˜
)
‖Fk(T )
.
∑
High×High
‖Pk1 ((φi ◦ φp)φl)Pk2 G˜‖Fk(T ) +
∑
Low×High
‖Pk1 ((φi ◦ φp)φl)Pk2 G˜‖Fk(T )
+
∑
|k1−k|≤4
‖Pk1 ((φi ◦ φp)φl)P≤k−4G˜‖Fk(T )
For the High× Low term, directly applying ‖G˜‖L∞t,x ≤ K(N ) gives
‖Pk1 ((φi ◦ φp)φl)P≤k−4G˜‖Fk(T ) . ‖Pk ((φi ◦ φp)φl) ‖
Fk(T )
⋂
S
1
2
k (T )
. ε2−σk22k(1 + 22k+2j)−4
[
hk(σ) + 2
− 3
2
(k+j)h−j(σ)
]
.
For the High×High term, denoting V := (φi ◦φp)φl, Corollary 3.1 and (9.4)
show ∑
|k1−k2|≤8,k1,k2≥k−4
‖Pk1 ((φi ◦ φp)φl)Pk2G‖Fk(T )
.
∑
|k1−k2|≤8,k1,k2≥k−4
2
k1+k
2 ‖Pk1V‖Fk1 (T )⋂Sωk1(T )‖Pk2G‖Fk2 (T )
.
∑
k1≥k,|k1−k2|≤2
2
k1+k
2 2−σk1+2k1(1 + 2k1+j)−15
[
hk1(σ) + 2
− 3
2
(k1+j)h−j(σ)
]
Tk1,jhk1 .
(3.51)
If k + j ≥ 0, then by slow variation of envelopes, (3.51) is bounded by
23k+j2−σk(1 + 2k+j)−14hk(σ)hk.
If k + j ≤ 0, using (1 + 2k1+j)−1Tk1,j ≤ 2−k1 for all k1 ∈ Z, (3.51) is
dominated by
2
k
2
− 3j
2 hk(σ)hk2
δ|j+k|.
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Therefore, for the High×High interaction, we have if s ∈ [22j−1, 22j+1] then∑
|k1−k2|≤8,k1,k2≥k−4
‖Pk1 ((φi ◦ φp)φl)Pk2G˜‖Fk(T )
. 2−σk−
3
2
j2
1
2
k2δ|j+k|hkhk(σ)(1 + 2
2k+2j)−5. (3.52)
To finish estimates for the High ×High interaction (denoted by P hhk for
short) we turn to verify the corresponding part in (3.49). We use (3.52) to
verify (3.49). Let s ∈ [22k0−1, 22k0+1) with k0 fixed. For k+k0 ≤ 0, by (2.22)
one has∥∥∥∥∫ s
0
e(s−τ)∆P hhk (VG˜)
∥∥∥∥
Fk(T )
.
∑
j≤k0
∫ 22j+1
22j−1
‖P hhk (VG˜)‖Fk(T )dτ
. ε
∑
j≤k0
2−σkhk(σ)
(
2
1
2
(j+k) + 2(
1
2
±δ)(k+j)
)
. ε2−σkhk(σ).
For k + k0 ≥ 0, by (2.22), (3.52) one has
‖
∫ s
0
e(s−τ)∆P hhk (VG˜)‖Fk(T )
.
∫ s
2
0
∥∥∥e(s−τ)∆P hhk (VG˜)∥∥∥
Fk(T )
dτ +
∫ s
s
2
∥∥∥e(s−τ)∆P hhk (VG˜)∥∥∥
Fk(T )
dτ
.
∑
j≤−k0−1
∫ 22j+1
22j−1
2−20(k+k0)‖Pk(VG˜)‖Fk(T )dτ + 22k0‖Pk(VG˜)‖Fk(T ) ↾τ∈[22k0−2,22k0+1]
. ε2−20(k+k0)
∑
j≤−k0−1
2−σkhk(σ)
(
2
1
2
(j+k) + 2(
1
2
±δ)(j+k)
)
+ ε2−σkhk(σ)(1 + 2
k+k0)−10
[
2
1
2
(k0+k) + 2(
1
2
±δ)(k0+k)
]
. ε(1 + 2k+k0)−82−σkhk(σ),
Thus we conclude∥∥∥∥∫ s
0
e(s−τ)∆P hhk (VG˜)
∥∥∥∥
Fk(T )
. ε22−σkhk(σ)(1 + 2
2ks)−4.
The Low ×High case. For the Low ×High term, using
‖Pk1(V)‖L∞t,x . 2k1ε2−σk1+2k1(1 + 2k1+j)−8
[
hk1(σ) + 2
− 3
2
(k1+j)h−j(σ)
]
we obtain by Corollary 3.1 and (9.4) that∑
k1≤k−4,|k−k2|≤4
∥∥∥Pk (Pk1((φi ◦ φp)φl)Pk2 G˜)∥∥∥
Fk(T )
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. 2−σkTk,j(1 + 2
j+k)−7hk(σ)ε
∑
k1≤k−4
23k1(1 + 2k1+j)−8
(
1 + 2−
3
2
(k1+j)
)
.
For k + j ≥ 0, we have∑
k1≤k−4,|k−k2|≤4
∥∥∥Pk(Pk1 (((φi ◦ φp)φl)Pk2 G˜)∥∥∥
Fk(T )
. ε2−σ2−2j(1 + 2k+j)−7hk(σ).
(3.53)
For k + j ≤ 0, we have∑
k1≤k−4,|k−k2|≤4
∥∥∥Pk (Pk1((φi ◦ φp)φl)Pk2 G˜)∥∥∥
Fk(T )
. ε2−σk2
1
2
k− 3
2
j(1 + 2k+j)−7hk(σ).
(3.54)
As a summary, we use (3.53), (3.54) to verify (3.49). Let s ∈ [22k0−1, 22k0+1)
with k0 fixed. For k + k0 ≤ 0, by (2.22) one has∥∥∥∥∫ s
0
e(s−τ)∆P lhk (VG˜)
∥∥∥∥
Fk(T )
.
∑
j≤k0
∫ 22j+1
22j−1
‖P lhk (VG˜)‖Fk(T )dτ
. ε
∑
j≤k0
2
j
2
+ k
2 2−σkhk(σ)
. 2−σkεhk(σ),
where we denote P lhk the Low ×High interaction for short. For k + k0 ≥ 0,
similarly we have∥∥∥∥∫ s
0
e(s−τ)∆P lhk (VG˜)
∥∥∥∥
Fk(T )
.
∑
j≤−k0−1
∫ 22j+1
22j−1
2−20(k+k0)‖P lhk (VG˜)‖Fk(T )dτ + 2−2k‖P lhk (V G˜)‖Fk(T ) ↾τ∈[22k0−2,22k0+1]
. ε2−20(k+k0)2−σkhk(σ)
∑
j≤−k0−1
2
1
2
(j+k) + ε2−σkhk(σ)(1 + 2
k+k0)−72−2k0−2k
. ε(1 + 2k+k0)−82−σkhk(σ).
Thus we conclude∥∥∥∥∫ s
0
e(s−τ)∆P lhk (VG˜)
∥∥∥∥
Fk(T )
. ε(1 + 2k+k0)−82−σkhk(σ).
And the High×Low case is easy by repeating the same argument or directly
applying the result of [[4], Lemma 5.3]. Therefore, the curvature term has
been done:∥∥∥∥∫ s
0
e(s−τ)∆Pk
(
(φi ◦ φp)φl)G˜
)
ds′
∥∥∥∥
Fk(T )
. ε(1 + s22k)−42−σkhk(σ).
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Step 2. Connection coefficient term. In this step, we turn to
estimate the terms ∂l(Alψi), ∂lAlφi and A
2
l φi. All these terms follow directly
by [[4],Lemma 5.3].
Lemma 3.5. Under the assumptions of Proposition 3.1, for all k ∈ Z,
s ≥ 0, i = 1, 2, we have
‖Pkφi(s)‖Fk(T ) . bk(σ)2−σk(1 + s22k)−4 σ ∈ [0,
99
100
]. (3.55)
Proof. By Duhamel principle and (3.49), we get
hk(σ) . bk(σ) + εhk(σ). (3.56)
Since the RHS of (3.56) is an envelope of δ order, letting ε be sufficiently
small yields
hk(σ) . bk(σ). (3.57)
Lemma 3.6. Under the assumptions of Proposition 3.1, for all k ∈ Z,
s ≥ 0, i = 1, 2, we have
‖PkAi ↾s=0 ‖L4t,x . bk(σ)2
−σk . (3.58)
Proof. Recall that [[4], Page 1473-1474] proved
‖Pkφs‖L4t,x . 2
k2−σkbk(σ)(2
2ks)−
3
8 (1 + s22k)−3. (3.59)
We also recall the bilinear estimate of [[4], Lemma 5.4] in our Appendix A,
Lemma 9.4. Then (3.59) and (3.55) show
‖Pk(φi ◦ φs)‖L4t,x . 2
−σk
∑
l≤k
bk(σ)bl2
l+k(s22k)−
3
8 (1 + s22k)−3
+ 2−σk
∑
l≤k
bk(σ)bl2
2l2
1
2
(k−l)(22ks)−
3
8 (1 + s22k)−4
+
∑
l≥k
2−σlbl(σ)bl2
k+l(22ls)−
3
8 (1 + s22l)−7.
Thus given s ∈ [22j−1, 22j+2], we conclude for k + j ≥ 0,
‖Pk(φi ◦ φs)‖L4t,x . bk(σ)bk2
2k−σk(s22k)−
3
8 (1 + s22k)−3, (3.60)
and for k + j ≤ 0,
‖Pk(φi ◦ φs)‖L4t,x . bk(σ)bk2
2δ|k+j|2−σk2k2−j . (3.61)
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Recalling that for i = 1, 2,
Ai(0) =
∫ ∞
0
(G(φi ◦ φs))ds. (3.62)
we see the left is to deal with the interaction of φs ◦ φi with G. Recall that
G = Γ∞ + G˜ with
‖Pk(G˜)‖Fk(T ) . 2−σkTk,j(1 + 2k+j)−7hk(σ), (3.63)
for s ∈ [22j−1, 22j+1]. (3.61), (3.60) show the constant part Γ∞ contributes
to ‖Ai(0)‖L4t,x by bk(σ)2−σk . Thus it suffices to control G˜(φi ◦ φs).
As before, we consider three cases according to Littlewood-Paley decom-
position. Using the trivial bound ‖G˜‖L∞t,x ≤ K(N ) in the High × Low part
gives
∑
j∈Z
∫ 22j+1
22j−1
∑
|k1−k|≤4
‖Pk
[
Pk1(φs ◦ φi)P≤k−4G˜
]
‖L4t,xds
.
∑
j≥−k
1k+j≥0bk(σ)bk2
2k+2j−σk(22k+2j)−
3
8 (1 + 22k+2j)−3
+
∑
j≤−k
1k+j≤0bk(σ)bk2
2δ|k+j|2−σk2k2j
. bk(σ)bk2
−σk.
Notice that Lemma 9.4 shows∑
|k1−k2|≤4,k1,k2≥k
‖Pk(Pk1fPk2g)‖L4t,x .
∑
k1≥k
2k(1+ω)2−ωk1µk1νk1 ,
where νk =
∑
|k−k′|≤8 ‖Pk′f‖Sωk′ , νk =
∑
|k−k′|≤8 ‖Pk′g‖L4t,x . Thus using
(3.63), we have by choosing ω = 0 that∫ ∞
0
∑
|k1−k2|≤8,k1,k2≥k−4
∥∥∥Pk [Pk1(φs ◦ φi)Pk2 G˜]∥∥∥
L4t,x
ds
.
∑
j≥−k
22jε2k
∑
k1≥k−4
bk1bk1(σ)2
k12−σk1(1 + 22j+2k1)−5
+
∑
j≤−k
2−σk2k
∑
k−4≤k1≤−j
2jbk1(σ)bk12
2δ|k1+j|
+ 2−σk
∑
j≤−k
22j2k
∑
k1≥−j
bk1(σ)bk12
2δ|k1+j|2k1(22j+2k1)−
3
8 (1 + 22j+2k1)−5
.
∑
j≥−k
2−σk22j+2k(1 + 22k+2j)−5bkbk(σ) +
∑
j≤−k
2−σk2(k+j)+δ|k+j|bkbk(σ)
. bkbk(σ)2
−σk ,
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where we used (1+2k+j)−1Tk,j ≤ 2−k for all k ∈ Z. In the Low×High part,
Lemma 9.4 shows ∑
|k2−k|≤4,k1≤k
‖Pk(Pk1fPk2g)‖L4t,x .
∑
l≤k
2lµlνk,
where νk =
∑
|k′−k|≤20 ‖Pk′f‖Sωk , νk =
∑
|k′−k|≤20 ‖Pk′g‖L4t,x . Then by (3.63)
we have ∑
|k2−k|≤4,k1≤k−4
∥∥∥Pk [Pk1(φs ◦ φi)Pk2 G˜]∥∥∥
L4t,x
. 2−σkbk(σ)εTk,j(1 + 2
j+k)−7
×
∑
l≤k
2lblbl
(
1l+j≤02
2δ|l+j|2l−j + 1j+l≥02
2l2−
3
4
(j+l)(1 + 22j+2l)−3
)
. 2−σkbk(σ)bk
(
1k+j≥02
−2j(1 + 2k+j)−4 + 1k+j≤02
k−j2δ|k+j|
)
.
Hence we conclude for the Low ×High part∫ ∞
0
∑
|k2−k|≤4,k1≤k−4
∥∥∥Pk [Pk1(φs ◦ φi)Pk2 G˜]∥∥∥
L4t,x
ds
. 2−σk
∑
j∈Z
bkbk(σ)1k+j≥0(1 + 2
k+j)−4 + 2−σk
∑
j∈Z
bkbk(σ)1k+j≤02
k+j2δ|k+j|
. bkbk(σ)2
−σk .
Therefore, we get
‖Pk(Ai(0))‖L4t,x . 2
−σkbk(σ).
Now we turn to the bounds for φt stated in Proposition 3.1.
Lemma 3.7. With the assumption (i) of Proposition 3.1, assume further
that
‖Pkφt ↾s=0 ‖L4t,x . bk(σ)2
−(σ−1)k σ ∈ [0, 99
100
]. (3.64)
Then for σ ∈ [0, 99100 ], one has
‖Pkφt(s)‖L4t,x . bk(σ)2
−(σ−1)k(1 + 22ks)−2. (3.65)
Proof. Recall that φt satisfies
∂sφt −∆φt = L(φt)
32
L(φt) = L1(φt) + L2(φt)
L1(φt) =
2∑
i=1
∂i(Aiφt)−
2∑
l=1
(A2l + ∂lAl)φt
L2(φt) =
2∑
i=1
(φt ◦ φi) ◦ φiG.
By Duhamel principle, φt can be written as
φt = e
s∆φt(s = 0) +
∫ s
0
e(s−τ)∆L(φt(τ))dτ. (3.66)
By a uniqueness argument as [[4], Lemma 5.6], in order to prove (3.65), it
suffices to show
‖Pkφt(s)‖L4t,x . bk(σ)2
−(σ−1)k(1 + 22ks)−2 (3.67)
=⇒∫ s
0
‖e(s−τ)∆L(φt(τ))‖L4t,xdτ . ε2bk(σ)2−(σ−1)k(1 + 22ks)−2. (3.68)
The L1(φt) part of (3.68) has been done in [[4], Lemma 5.6]. It suffices to
prove (3.68) for L2(φt) under the assumption of (3.67). Recall also that
G = Γ∞ + G˜ satisfies
‖Pk(G − Γ∞)‖Fk(T ) . 2−σk(1 + 2j+k)−7Tk,j. (3.69)
By the proof of [[4], Lemma 5.6],
‖Pk(φt(s) ◦ φi ◦ φl)‖L4t,x . b
2
k2
−(σ−3)k(1 + 22ks)−2(s22k)−
7
8 bk(σ). (3.70)
Then the Γ∞ part of L2(φt) follows directly by proof of [[4], Lemma 5.6].
Denote P = φt(s)◦φi ◦φl. In order to control P(G−Γ∞), we first control
‖(φi ◦ φl)G˜‖
S
1
2
k (T )
. We have seen
‖Pk(φi ◦ φl)‖
Fk(T )
⋂
S
1
2
k (T )
. 2−σk(1 + 22k+2j)−42−jb−jbmax(k,−j)(σ). (3.71)
Thus applying bilinear Littlewood-Paley decomposition, we obtain by (3.69)
that
‖Pk(φi ◦ φlG˜)‖
Fk(T )
⋂
S
1
2
k (T )
.
∑
|k1−k|≤4
‖Pk1(φi ◦ φl)‖
Fk(T )
⋂
S
1
2
k (T )
‖P≤k−4G˜‖L∞
+
∑
|k1−k2|≤8,k1,k2≥k−4
2
k+k1
2 ‖Pk1(φi ◦ φl)‖
Fk(T )
⋂
S
1
2
k (T )
‖Pk2 G˜‖Fk2 (T )
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+
∑
|k2−k|≤4,k1≤k−4
2k1‖Pk1(φi ◦ φl)‖
Fk(T )
⋂
S
1
2
k (T )
‖Pk2 G˜‖Fk2 (T )
. 2−σkbk(σ)bk2
δ|k+j|
(
1k+j≤02
−j + 2k1k+j≥0(1 + 2
k+j)−7
)
.
Then using Lemma 9.4 with ω = 12 and (3.69), PG˜ is dominated by
‖Pk
(
Pk1φtPk2(φi ◦ φlG˜)
)
‖L4t,x
.
∑
|k1−k|≤4,k2≤k−4
2k2‖Pk1φt‖L4t,x‖Pk2(φi ◦ φlG˜)‖S 12k (T )
+ 2k
∑
|k1−k2|≤8.k2,k1≥k−4
2−
1
2
(k1−k)‖Pk1φt‖L4t,x‖Pk2(φi ◦ φlG˜)‖S 12k (T )
+
∑
|k2−k|≤4,k1≤k−4
2
k+k1
2 ‖Pk1φt‖L4t,x‖Pk2(φi ◦ φlG˜)‖S 12k (T )
. 2−σkbk(σ)bk2
δ|k+j|1k+j≤0
(
2
3
2
k− 3
2
j + 22k−j
)
+ 2−σkbk(σ)bk1k+j≥0
(
2δ|k+j|23k(1 + 2k+j)−10 + 2
3
2
(k−j)(1 + 2k+j)−7 + 2k−2j(1 + 2k+j)−4
)
for s ∈ [22j−1, 22j+1], j, k ∈ Z. As a summary, inserting this bound to the
following heat estimates∫ s˜
0
∥∥∥e(s˜−s)∆Pk[φt ◦ φi ◦ φlG˜]∥∥∥
L4t,x
ds .
∫ s˜
0
(1 + |s˜− s|)−N (...)ds,
we conclude that∥∥∥∥Pk ∫ s
0
e(s−τ)∆L2(φt(τ))dτ
∥∥∥∥
L4t,x
. ε(1 + 22ks)−22−σk+kbk(σ).
Thus since L1 has been done before, we finish our proof.
The left for Proposition 3.1 is to prove the L2t,x bound for At.
Lemma 3.8. With the assumption (i) of Proposition 3.1, assume further
that
‖Pkφt ↾s=0 ‖L4t,x . bk(σ)2
−(σ−1)k σ ∈ {0, σ1}. (3.72)
Then for all k ∈ Z, one has
‖PkAt ↾s=0 ‖L2t,x . εbk(σ)2
−σk if σ ∈ [ 1
100
,
99
100
] (3.73)
‖At ↾s=0 ‖L2t,x . ε
2 if σ ∈ [0, 99
100
]. (3.74)
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Proof. Recall that [[4], Lemma 5.7] has proved
‖Pk(φt ◦ φs)‖L2t,x .
∑
l≤k
2−σl2l+kbk(σ)bl(s2
2l)−
3
8 (1 + s22k)−2
+
∑
l≥k
2−σl22lbl(σ)bl(s2
2l)−
3
8 (1 + s22l)−4. (3.75)
Denote the RHS of (3.75) by xk(σ) for simplicity. Since At(0) =
∫∞
0 (φt ◦
φs)Gds, (3.74) follows by directly applying [[4], Lemma 5.7] since ‖G‖L∞ .
K(N ). For (3.73), we need to clarify the frequency interaction between
(φt ◦ φs) and G as before. The constant part of G follows by (3.75). It
remains to deal with the G˜ part. In the High × Low part of Pk[(φt ◦ φs)G˜],
we have∑
|k1−k|≤4
‖Pk1(φt ◦ φs)P≤k−4G˜‖L2t,x .
∑
|k1−k|≤4
‖Pk1(φt ◦ φs)‖L2t,x‖G˜‖L∞ . xk(σ).
Then the High × Low part is acceptable by directly repeating [[4], Lemma
5.7].
From now on to the end of this lemma, we assume σ ∈ [ 1100 , 99100 ]. In the
High × High part of Pk[(φt ◦ φs)G˜], by ‖Pkf‖L∞ . 2k‖f‖Fk and (3.63), we
have ∑
|k1−k2|≤8,k1,k2≥k−4
‖Pk1(φt ◦ φs)Pk2 G˜‖L2t,x
.
∑
|k1−k|≤8,k1,k2≥k−4
‖Pk1(φt ◦ φs)‖L2t,x2
k2‖G˜‖Fk2
.
∑
k1≥k−4
xk1(0)(1 + s2
2k1)−32−σk1bk1(σ)
.
∑
k1≥k−4
2−σk1bk1(σ)(1 + s2
2k1)−3
∑
l≤k1
2l+k1bk1bl(s2
2l)−
3
8 (1 + s22k1)−2
(3.76)
+
∑
k1≥k−4
2−σk1bk1(σ)(1 + s2
2k1)−3
∑
l≥k1
22lblbl(s2
2l)−
3
8 (1 + s22l)−4. (3.77)
Thus for s ∈ [22j−1, 22j+1], when k + j ≥ 0, the above formula is bounded
by
(1 + 22j+2k)−222k−σkbkbk(σ)(2
2k+2j)−
3
8 .
When k + j ≤ 0, by (3.76), (3.77), the High×High part is further bounded
by ∑
k1≥−j
+
∑
k−4≤k1≤−j
 (1 + 22k1+2j)−322k1−σk1b2k1bk1(σ)2− 34 (k1+j)
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+
∑
k1≥k−4
1k1+j≥0(1 + 2
2k1+2j)
−3
2−σk1bk1(σ)
∑
l≥k1
22lblbl2
− 3
4
(j+l)(1 + 22l+2j)
−4

+
∑
k1≥k−4
1k1+j≤0(1 + 2
2k1+2j)
−3
2−σk1bk1(σ)
(∑
l≥−j
+
∑
k1≤l≤−j
)22lblbl2
− 3
4
(j+l)(1 + 22l+2j)
−4

.
∑
k1≥−j
bk1(σ)b
2
−j2
2δ|k1+j|22k1−σk12−
3
4
(k1+j)2−6(k1+j)
+
∑
k≤k1≤−j
bk1(σ)b
2
−j2
−σk122δ|k1+j|22k12−
3
4
(k1+j)
+ b2−jb−j(σ)
∑
k1≥k−4
1k1+j>0(1 + 2
2k1+2j)
−7
22k1−σk12δ|k1+j|2−
3
4
(j+k1)
+
∑
k1≥k−4
1k1+j≤0b
2
−jbk1(σ)
2−σk12−2j + 2−σk1 ∑
k1≤l≤−j
22l2δ|l+j|2−
3
4
(j+l)

. b2−jb−j(σ)2
σj2−2j +
∑
k1≥k−4
1k1+j≤0b
2
−jbk1(σ)2
−σk12−2j
. b2−jb−j(σ)2
σj2−2j + 2−σkbk(σ)b
2
−j2
−2j ,
where in the last line we used σ ≥ 1100 . Summing over j ≥ k0 we see the
High×High part satisfies∫ ∞
0
‖P hhk [(φt ◦ φs)G˜]‖L2t,xds
′ .
∑
j≤−k
2σjb−j(σ)b
2
−j +
∑
j≤−k
b2−j2
−σkbk(σ)
+
∑
j≥−k
(1 + 22j+2k)−222k+2j−σkbkbk(σ)(2
2k+2j)−
3
8
. ε22−σkbk(σ),
where we applied σ ≥ 1100 in the last line again. Now let us consider the
Low ×High part of Pk[(φt ◦ φs)G˜]. By the same reason as High×High, the
Low ×High part is dominated by∫ ∞
0
∑
|k2−k|≤4
‖P≤k−4(φt ◦ φs)Pk2 G˜‖L2t,xds
′
.
∫ ∞
0
∑
|k2−k|≤4
‖P≤k−4(φt ◦ φs)‖L2t,x2
k2‖Pk2 G˜‖L∞t L2xds′
. bk(σ)2
−σk
∫ ∞
0
‖(φt ◦ φs)‖L2t,xds
′ . bk(σ)2
−σkε2,
where we applied (3.63) and 2kTk,j(1 + 2
j+k)−1 . 1 in the third line.
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4 Evolution along the Schro¨dinger map flow direc-
tion
In this section, we prove the following proposition, which is the key to close
the bootstrap for solutions in the the Schro¨dinger evolution direction.
Proposition 4.1. Given σ ∈ [0, 99100 ]. Let Q ∈ N be fixed point and ǫ0 be a
sufficiently small constant. Given any L ∈ Z+. Assume that T ∈ (0, 22L].
Let {ck} be an ǫ0-frequency envelope of order 18δ with 0 < ǫ0 ≤ ǫ∗. And
let {ck(σ)} be another frequency envelope of order 18δ. Let u ∈ HQ be the
solution to SL with initial data u0 which satisfies
‖Pk∇u0‖L2x ≤ ck (4.1)
‖Pk∇u0‖L2x ≤ ck(σ)2−σk (4.2)
Denote {φi} the corresponding differential fields of the heat flow initiated
from u. Suppose also that at the heat initial time s = 0,
‖Pkφi‖Gk(T ) ≤ ǫ
− 1
2
0 ck. (4.3)
Then when s = 0, we have for all i = 1, 2, k ∈ Z,
‖Pkφi‖Gk(T ) . ck (4.4)
‖Pkφi‖Gk(T ) . ck(σ)2−σk . (4.5)
The proof of Proposition 4.1 will be divided into several lemmas. First
we reduce the proof to frequency envelope bounds.
Let
b(k) =
d∑
i=1
‖Pkφi ↾s=0 ‖Gk(T ). (4.6)
For σ ∈ [0, 99100 ], define the frequency envelopes:
bk(σ) = sup
k′∈Z
2σk
′
2−δ|k−k
′|b(k′). (4.7)
By Proposition 2.3 and Sobolev embedding, they are finite and ℓ2 summable.
And
‖Pkφi ↾s=0 ‖Gk(T ) . 2−σkbk(σ). (4.8)
To prove (4.4) and (4.5), it suffices to show
bk(σ) . ck(σ). (4.9)
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By (3.2), we have bk ≤ ε−
1
2
0 ck, and particularly,∑
k∈Z
b2k ≤ ǫ0. (4.10)
The assumption (3.1) of Proposition 3.1 follows from the inclusion Gk ⊂ Fk.
We will show the assumption (3.5) holds as a corollary of (4.8) if u solves
SL.
Lemma 4.1. If {bk(σ)} are defined above. Then the field φt at heat initial
time s = 0 satisfies
‖Pkφt ↾s=0 ‖L4t,x . bk(σ)2
−(σ−1)k . (4.11)
Proof. Since when s = 0, φt(0) =
√−1∑di=1 ∂iφi(0) + Ai(0)φi(0), all these
terms involved are independent of G. Thus copying the proof of [[4],Lemma
6.1] gives (4.11).
Thus both the assumption (3.1) and the assumption (3.5) of Proposition
3.1 are verified. Now we can apply Proposition 3.1. We summarize the
results in the following:{
‖Pk(φi(s))‖Fk(T ) . 2−σkbk(σ)(1 + 22ks)−4,
‖Pk(Diφi(s))‖Fk(T ) . 2k2−σkbk(σ)(s22k)−
3
8 (1 + 22ks)−2,
(4.12)
and for F ∈ {ψi ◦ ψj, A2l } ↾s=0
‖PkF‖L2t,x . 2
−σkb2>k(σ), ‖F‖L2t,x . ǫ0. (4.13)
The At satisfies and for F ∈ {ψi ◦ ψj, A2l } ↾s=0
‖At‖L2t,x . ǫ0, if σ ∈ [0,
99
100
]
‖PkAt‖L2t,x . 2
−σkbk(σ), if σ ∈ [ 1
100
,
99
100
]
Recall that when s = 0 the evolution equation of φi along the Schro¨dinger
map flow direction (see Lemma 2.1) is :
−√−1Dtφi =
2∑
j=1
DjDjφi +
2∑
j=1
R(φi, φj)φj . (4.14)
38
4.1 Control of nonlinearities
Now let us deal with the nonlinearities in (4.14). In this section we
always assume s = 0.
Denote
L′j = Atφj +
2∑
i=1
A2iφj + 2
2∑
i=1
∂i(Aiφj)−
2∑
i=1
(∂iAi)φj . (4.15)
Proposition 4.2 ([4]). For all j ∈ {1, 2} and σ ∈ [0, 99100 ] we have
‖Pk(L′j) ↾s=0 ‖Nk(T ) . ǫ02−σkbk(σ) (4.16)
2∑
j0,j1,j3=1
‖Pk (φj0 ◦ φj1 ◦ φj3) ↾s=0 ‖Nk(T ) . ǫ02−σkbk(σ). (4.17)
Proof. (4.3) and (4.17) have been proved in [[4], Proposition 6.2]. We em-
phasize that to bound ‖Atφi‖Nk , [[4], Proposition 6.2] used ‖At‖L2t,x ≤ ε2
when σ ∈ [0, 112 ] and ‖PkAt‖L2t,x ≤ 2−σkbk(σ) when σ ≥
1
12 . Thus our bounds
(3.73), (3.74) suffice to bound ‖Atφi‖Nk as well although (3.73)-(3.74) itself
differs from the bounds stated by [[4], Lemma 5.7].
Now we turn to the remained curvature term in (4.14).
Proposition 4.3. For all i, j ∈ {1, ..., d} and σ ∈ {σ0, σ1} we have
2∑
j0,j1,j3
‖Pk (G(φj0 ◦ φj1 ◦ φj3)) ‖Nk(T ) . 2−σkǫ0bk(σ). (4.18)
Proof. Recall G = Γ∞+ G˜. The constant part Γ∞ satisfies (4.18) by directly
applying (4.17). It suffices to control G˜ part.
As a preparation, we first prove the following estimate
2∑
i=1
‖Pk(G˜φi)‖Fk(T ) .
{
2−σkbk(σ),
1
100 < σ ≤ 99100
2−σk
∑
j≥k bjbj(σ), 0 ≤ σ ≤ 1100
(4.19)
This follows directly by applying Corollary 3.1 and [Lemma 5.1, [4]]: If
σ > 1100 , then
‖Pk(G˜φi)‖Fk(T )
. ‖P≤kG˜‖L∞x ‖Pkφi‖Fk(T ) +
∑
l≤k
‖PkG˜‖Fk(T )2l‖Plφi‖Fk(T )
+
∑
j≥k
2j‖Pj G˜‖Fj(T )‖Pjφi‖Fj(T )
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. 2−σkbk(σ) + 2
−k−σkbk(σ)
∑
l≤k
2δ|k−l|2lbl + bk(σ)
∑
j≥k
2−σj22δ|k−j|
. 2−σkbk(σ).
If σ ∈ [0, 1100 ], for the High×High interaction we directly use∑
|k1−k2|≤4,k1,k2≥k
‖Pk(Pk1 G˜Pk2φi)‖Fk(T ) .
∑
j≥k
2j‖Pj G˜‖Fj(T )‖Pjφi‖Fj(T )
. 2−σk
∑
j≥k
bjbj(σ).
The other two interactions are all the same as σ ≥ 1100 . Thus (4.19) follows.
As before, denoting F = φj0 ◦ φj1 , by bilinear Littlewood-Paley decom-
position, we have
Pk
(
(G˜ ◦ φj3) ◦ F
)
= Pk(P<k−100FP[k−4,k+4](G˜ ◦ φj3)) +
k2<k−100∑
|k1−k|≤4
Pk(Pk1FPk2(G˜ ◦ φj3))
+
|k1−k2|≤120∑
k1,k2≥k−100
Pk(Pk1FPk2(G˜ ◦ φj3)). (4.20)
For the first term of (4.20), applying (9.12) and the trivial bound
‖G˜‖L∞t,x . 1 (4.21)
‖φx‖L4t,x . ǫ0. (4.22)
and (4.19), for σ ∈ [ 1100 , 99100 ] we get
‖Pk(P<k−100FP[k−4,k+4](G˜φj3))‖Nk(T ) . ‖φj0φj1‖L2t,x‖Pk(G˜φj3)‖Fk(T )
. ǫ02
−σkbk(σ)bk.
For the first term of (4.20), when σ ∈ [0, 1100 ], further decompose P[k−4,k+4](G˜φj3)
into High ×High, Low ×High, High × Low. We schematically write
Pk
(
P<k−100FP[k−4,k+4](G˜φj3)
)
= Pk
(P<k−100F) ∑
|l−k|≤4
Plφj3(P≤l−4G˜)
 (4.23)
+ Pk
(P<k−100F) ∑
|l−k|≤4
Pl(P≤l−4φj3PlG˜)
 (4.24)
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+ Pk
(P<k−100F) ∑
|l−k|≤4
Pl
∑
|k1−k2|≤8,k1,k2≥l−4
Pk1φj3(Pk2 G˜)
 (4.25)
Since for all σ ∈ [0, 99100 ], the Low × High (denoted by P lhk for short) and
High×Low (denoted by P hlk for short) interactions lead to ‖(P lhk +P hlk )(G˜φj3)‖Fk .
2−σkbk(σ), we conclude that
‖(4.23) + (4.24)‖Nk . ‖φj0φj1‖L2t,x
(
‖P lhk (Gφj3)‖Fk(T ) + ‖P hlk (Gφj3)‖Fk(T )
)
. ǫ02
−σkbk(σ).
For the (4.25) term, applying (9.14) yields∥∥∥∥∥∥Pk
 ∑
k2≥k−4
(P<k−100F)Pk2 G˜)
 ∑
|k1−k2|≤8
Pk1φj3

∥∥∥∥∥∥
Nk
.
∑
k2≥k−4,|k1−k2|≤8
∥∥∥(P<k−100F)Pk2 G˜∥∥∥
L2t,x
2
k−k1
6 ‖Pk1φj3‖Gk1
.
∑
k1≥k−12
‖F‖L2t,x 2
k−k1
6 2−σk1bk1(σ)
. ǫ02
−σkbk(σ).
Thus the first term of (4.20) has been done.
For the second term of (4.20), we further divide F into
k2<k−100∑
|k1−k|≤4
Pk(Pk1FPk2(G ◦ φj3))
= (P≈kφj0)(P≤kφj1)P≤k−100(G ◦ φj3) + (P≈kφj1)(P≤kφj0)P≤k−100(G ◦ φj3)
(4.26)
+
∑
l≥k
(Plφj0)(Plφj1)P≤k−100(G ◦ φj3). (4.27)
For the first two terms on the RHS, using again (9.12) and the bounds (4.21),
(4.22), we obtain
‖(4.26)‖Nk(T ) . ‖Pk(φx)‖Fk(T )‖φx‖2L4t,x
. ǫ02
−σkbk(σ).
and similarly, for σ > 1100 ,
‖(4.27)‖Nk . ‖G˜ ◦ φj3‖L4t,x‖φj1‖L4t,x
∑
l≥k
‖Plφj0‖Fl(T )
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. ǫ02
−σkbk(σ).
For 0 ≤ σ ≤ 1100 , using again (9.14) and the bounds (4.21), (4.22), we have
‖(4.27)‖Nk .
∑
l≥k
2
k−l
6
∥∥∥(P≤k−100(G˜ ◦ φj2)Plφj1∥∥∥
L2t,x
‖Plφj0‖Gl(T )
. ‖φx‖2L4t,x
∑
l≥k
2δ|l−k|2
k−l
6 2−σlblbl(σ) . 2
−σkbk(σ)ǫ0.
Thus the first two terms are done.
For the third term of (4.20), applying Littlewood-Paley decomposition
to F shows
|k1−k2|≤120∑
k1,k2≥k−100
Pk(Pk1FPk2(G˜ ◦ φj3)) (4.28)
=
|k1−k2|≤120∑
k1,k2≥k−100
Pk
[
(P≈k1φj0)P≤k1φj1)Pk2(G˜ ◦ φj3)
]
(4.29)
+
|k1−k2|≤120∑
k1,k2≥k−100
Pk
[
(P≈k1φj1)P≤k1φj0)Pk2(G˜ ◦ φj3)
]
(4.30)
+
|k1−k2|≤120∑
k1,k2≥k−100
Pk
 ∑
l1,l2≥k1,|l1−l2|≤4
Pl1φj1Pl2φj0Pk2(G˜ ◦ φj3)
 . (4.31)
By (9.14) and (4.19), (4.22), ‖Pkf‖L4t,x ≤ ‖Pkf‖Fk . the first two terms are
bounded as
‖(4.29)‖Nk(T ) + ‖(4.30)‖Nk(T )
.
∑
k1≥k−100
2
k−k1
6 ‖Pk1φx‖Gk(T )‖φx‖L4t,x‖Pk1(G˜ ◦ φj3)‖Fk1 (T )
.
∑
k1≥k−100
ε0bk
[
2
k−k1
6 2−σk1bk1(σ)
]
. ǫ02
−σkbk(σ).
And using (9.14) first and then (9.13), we see
‖(4.31)‖Nk(T )
.
∑
k1≥k−100
∑
l≥k1−4
2
k−l
6 ‖Plφj1‖Gl(T )‖‖(Plφj0)Pk1(G˜ ◦ φj3)‖L2t,x
.
∑
k1≥k−100
∑
l≥k1−4
2
k−l
6 ‖Plφj1‖Gl(T )2
k1−l
2 ‖Plφj0‖Gl(T )‖Pk1(G˜ ◦ φj3)‖Fk1 (T )
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.
∑
k1≥k−100
∑
l≥k1−4
2
k−l
6 2
k1−l
2 bl2
−σlbl(σ)
. 2−σkbkbk(σ)
Corollary 4.1. (Proof of Proposition 4.1) Under the assumptions of Propo-
sition 4.1, for all i ∈ {1, 2} and σ ∈ [0, 99100 ] we have
‖Pkφi‖Gk(T ) . 2−σkck(σ). (4.32)
Proof. By Proposition 4.3, Proposition 4.2 and the linear estimate of Propo-
sition 2.2, one has
bk(σ) . ck(σ) + ǫ0bk(σ). (4.33)
for all σ ∈ [0, 99100 ]. Thus bk(σ) . ck(σ) and our result follows by the defini-
tion of {bk(σ)} in Section 4.1.
4.2 Unform bounds for σ ∈ [0, 99
100
]
We end the arguments for σ ∈ [0, 99100 ] with the following proposition.
Proposition 4.4. Given σ ∈ [0, 99100 ]. Let Q ∈ N be fixed point and ǫ0 be a
sufficiently small constant. Given any L ∈ Z+. Assume that T ∈ (0, 22L].
Let {ck} be an ǫ0-frequency envelope of order 18δ with 0 < ǫ0 ≤ ǫ∗. And
let {ck(σ)} be another frequency envelope of order 18δ. Let u ∈ HQ be the
solution to SL with initial data u0 which satisfies
‖Pk∇u0‖L2x ≤ ck (4.34)
‖Pk∇u0‖L2x ≤ ck(σ)2−σk (4.35)
Denote {φi} the corresponding differential fields of the heat flow initiated
from u. Then we have for all i = 1, 2, k ∈ Z, σ ∈ [0, 99100 ]
‖Pkφi ↾s−0 ‖Gk(T ) . ck (4.36)
‖Pkφi ↾s=0 ‖Gk(T ) . ck(σ)2−σk. (4.37)
Proof. Define the function Θ : [−T.T ]→ R+ by
Θ(T ′) := sup
k∈Z
c−1k
(‖Pkφi ↾s=0 ‖Gk(T ′) + ‖Pk∇u‖L∞L2x(T ′)) .
Then Proposition 4.1 implies
Θ(T ′) ≤ ǫ−
1
2
0 =⇒ sup
k∈Z
c−1k
(‖Pkφi ↾s=0 ‖Gk(T ′)) . 1.
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And by Lemma 6.1,
sup
k∈Z
c−1k
(‖Pkφi ↾s=0 ‖Gk(T ′)) . 1 =⇒ sup
k∈Z
c−1k
(
‖Pk∇u‖L∞t L2x(T ′)
)
. 1.
Hence, we conclude
Θ(T ′) ≤ ǫ−
1
2
0 =⇒ Θ(T ′) . 1.
And it is easy to see Θ(T ′) is continuous and increasing. Moreover, we have
the limit
lim
T ′→0
Θ(T ′) . 1,
by the definition of Θ(T ′), Gk(T
′) and (6.3). Therefore, from the continuity
of Θ we conclude that (4.34), (4.35) suffice to yield
Θ(T ) . 1,
thus finishing our proof.
5 Iteration scheme
Let {ck(σ)} be frequency envelops of variation order 18δ.
Now we iterate the argument of previous sections to obtain uniform
bounds for all σ ∈ [0, 54 ]. We aim to prove the following proposition:
Proposition 5.1. Given σ ∈ [0, 54 ], let Q ∈ N be a fixed point and ǫ∗ be a
sufficiently small constant. Given any L ∈ Z+. Assume that T ∈ (0, 22L].
Let {ck} be an ǫ0-frequency envelope with 0 < ǫ0 ≤ ǫ∗. Let {ck(σ)} be
another frequency envelope. Let u ∈ HQ be the solution to SL with initial
data u0 which satisfies
‖Pk∇u0‖L2x ≤ ck (5.1)
‖Pk∇u0‖L2x ≤ ck(σ)2−σk. (5.2)
Denote {φi} the corresponding differential fields of the heat flow initiated
from u. Then for all i = 1, 2, k ∈ Z, there exist some σ1, σ2 ∈ [0, 99100 ] such
that σ1 + σ2 = σ and
‖Pkφi ↾s=0 ‖Gk(T ) . ck (5.3)
2σk‖Pkφi ↾s=0 ‖Gk(T ) . ck(σ) + ck(σ1)ck(σ2). (5.4)
Remark Choosing σ1 =
3
8 , σ2 = σ − 38 will suffice.
As before, this proposition will be divided into two propositions for proof.
In the statement of propositions or lemmas, the notation X means the line
it lies can be dropped.
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Proposition 5.2. Let {bk} be a ε-frequency envelope.
• Assume that for i = 1, 2,
‖Pkφi ↾s=0 ‖Fk(T ) ≤ bk(σ′)2−σ
′k σ′ ∈ [0, 5
4
], (5.5)
X‖Pkφi(s)‖Fk(T ) ≤ ε−1bk(1 + s22k)−4. (5.6)
Then for σ ∈ [ 98100 , 54 ], there exist σ1, σ2 ∈ [0, 99100 ] with σ1 + σ2 = σ
such that
‖Pkφi(s)‖Fk(T ) . bk(1 + s22k)−4 (5.7)
‖PkAm ↾s=0 ‖L4t,x . bk (5.8)
‖Pkφi(s)‖Fk(T ) . 2−σk(1 + s22k)−4 (bk(σ) + ck(σ1)ck(σ2)) (5.9)
‖PkAm ↾s=0 ‖L4t,x . (bk(σ) + ck(σ1)ck(σ2)) 2
−σk. (5.10)
• Assume further that
‖Pkφt ↾s=0 ‖L4t,x . bk(σ
′)2−(σ
′−1)k σ′ ∈ [0, 5
4
]. (5.11)
Then for σ ∈ [ 98100 , 54 ], one has
‖Pkφt(s)‖L4t,x . bk2
k(1 + 22ks)−2 (5.12)
‖Pkφt(s)‖L4t,x . (bk(σ) + ck(σ1)ck(σ2)) 2
−(σ−1)k(1 + 22ks)−2
(5.13)
‖At ↾s=0 ‖L2t,x . ε
2 (5.14)
‖PkAt ↾s=0 ‖L2t,x . ε (bk(σ) + ck(σ1)ck(σ2)) 2
−σk. (5.15)
Proof. (5.5) shows
ck . bk. (5.16)
Thus by Proposition 4.4, we see (5.7), (5.8), (5.12), (5.14) are already done.
And the assumption (5.6) holds naturally. The left is to prove (5.9), (5.10),
(5.13), (5.15).
As before, we start with the bound for connection forms.
Lemma 5.1. Let σ ∈ [ 99100 , 54 ]. Denote
h(k) = sup
s≥0
(1 + s22k)4
2∑
i=1
‖Pkφi(s)‖Fk(T ). (5.17)
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Define the corresponding envelope by
hk(σ) = sup
k′∈Z
2σk
′
2−δ|k
′−k|h(k′). (5.18)
Then under the assumptions of Proposition 5.2, for all k ∈ Z, s ≥ 0, i = 1, 2,
we have
‖Pk(Ai(s))‖
Fk(T )
⋂
S
1
2
k (T )
. 2−σk(1 + s22k)−4h
(1)
k,s(σ), (5.19)
where the sequence {h(1)k,s} when 22k0−1 ≤ s < 22k0+1, k0 ∈ Z are defined by
h
(1)
k,s (σ) =

2k+k0h−k0hk
(1)(σ) if k + k0 > 0
−k0∑
l=k
hlh
(1)
l (σ) if k + k0 6 0
(5.20)
with
hk
(1)(σ) = hk(σ) + ck(σ1)ck(σ2). (5.21)
Proof. The proof is almost the same as Lemma 3.1. The difference is that
more concerns are needed for the High × Low interaction of Pk[G′φs] in Step
4 of Lemma 3.1. First of all we point out Proposition 4.4 shows for all
σ′ ∈ [0, 99100 ]
hk(σ
′) . ck(σ
′). (5.22)
Let B
(1)
1 be the smallest constant such that for all σ ∈ [ 99100 , 54 ], s ≥ 0, k ∈ Z,
there holds
‖Pk(Ai(s))‖
Fk(T )
⋂
S
1
2
k (T )
. B
(1)
1 2
−σk(1 + s22k)−4h
(1)
k,s(σ). (5.23)
Recall the following decomposition of G:
G = Γ∞ + Ξ∞p
∫ ∞
s
φpsds
′ +
∫ ∞
s
φps(G′)ds′.
By φs =
∑2
i=1 ∂iφi+Aiφi, we separate the φi part away. And thus schemat-
ically one has
G = Γ∞ +
∑
Ξ∞
∫ ∞
s
(∂iφi)ds
′ +
∑∫ ∞
s
∂iφi(G′)ds′
+
∑
Ξ∞
∫ ∞
s
(Aiφi)ds
′ +
∑∫ ∞
s
(Aiφi)(G′)ds′
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In order to prove our lemma, as before we first prove B
(1)
1 . 1 under the
Bootstrap Assumption B:∫ ∞
s
‖Pk(Aiφi)‖Fk(T )ds′ . ε−
1
22−σkTk,j(1 + s
1
2 2k)−7h
(1)
k (σ)c
∗
0∫ ∞
s
‖Pk[(Aiφi)G′]‖Fk(T )ds′ . ε−
1
2 2−σkTk,j(1 + s
1
22k)−7h
(1)
k (σ)c
∗
0.
where c∗0 := ‖{hk}‖ℓ2 , s ∈ [22j−1, 22j+1]. This part is the same as Step 2 of
Lemma 3.1 except controlling∥∥∥∥Pk (∫ ∞
s
(∂iφi)(G′)ds′
)∥∥∥∥
Fk(T )
, (5.24)
which was labeled as U01 in Lemma 3.1. To estimate (5.24), recall the bound
for G′:
2k
∥∥Pk(G′)∥∥L∞t L2x . 2−σ˜hk(σ˜)(1 + 22ks)−M (5.25)
for all M ∈ Z+, k ∈ Z, σ˜ ∈ [0, 99100 ]. By bilinear Littlewood-Paley decompo-
sition and Lemma 3.2, we have
‖Pk((∂iφi)G′)‖Fk(T )
.
∑
|k1−k|≤4
‖Pk1(∂iφi)‖Fk(T )‖P≤k−4G′‖L∞
+
∑
|k1−k2|≤8,k1,k2≥k−4
2
k1−k
2 ‖Pk1(∂iφi)‖Fk(T )‖Pk2(G′)‖L∞
+
∑
|k2−k|≤4,k1≤k−4
‖Pk1(∂iφi)‖Fk(T )‖Pk2(G′)‖L∞
. 2−σkh
(1)
k (σ) +
∑
|k1−k2|≤8,k1,k2≥k−4
2
k1−k
2 (1 + 22k2s)−202−σk12k1h
(1)
k1
(σ)hk2
+ (1 + 22k2s)−202−(σ−
3
8
)khk(σ − 3
8
)
∑
k1≤k−4
2k1−
3
8
k1hk1(
3
8
)(1 + 22k1s)−4
By (5.22) and slow variation of envelopes we get
‖Pk((∂iφi)G′)‖Fk(T )
. 2−σkh
(1)
k (σ)
(
1k+j≥02
k(1 + 22k2s)−4 + 1k+j≤02
− 3
2
j− 1
2
k2δ|k+j|
)
.
for s ∈ [22j−1, 22j+1], j, k ∈ Z. This bound is the same as U01 in Lemma 3.1
and acceptable.
In the third step, we prove the claim: If Bootstrap Assumption B
holds, then∫ ∞
s
‖Pk(Aiφi)‖Fk(T )ds′ . 2−σkTk,j(1 + s
1
22k)−7h
(1)
k (σ)c
∗
0 (5.26)
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∫ ∞
s
‖Pk(Aiφi)G′‖Fk(T )ds′ . 2−σkTk,j(1 + s
1
22k)−7h
(1)
k (σ)c
∗
0. (5.27)
The proof of (5.26) is the same as Step 4 of Lemma 3.1. For (5.27), the Low×
High interaction of Pk[(Aiφi)G′] is different due to the larger σ. The other
two interactions are all the same. We present the modifications as follows.
Since under Bootstrap Assumption B one has B(1) . 1, Pk(Aiφi) enjoys the
same Fk
⋂
S
1
2
k bound as Lemma 3.1 with hk(σ) replaced by h
(1)
k (σ):
‖Pk(Pk(Aiφi)‖
Fk(T )
⋂
S
1
2
k (T )
. c∗02
−σk1k+j≤0h
(1)
k (σ)2
1
2
(k−j)2δ|k+j|
+ c∗02
−σk1k+j≥0h
(1)
k (σ)2
k(1 + 2j+k)−8,
for all σ ∈ [0, 54 ], s ∈ [22j−1, 22j+1], j, k ∈ Z.
Then by (5.25) and Lemma 3.3, the Low × High part of (Aiφi)G′ is
dominated by∑
|k−k2|≤4,k1≤k+4
‖Pk(Pk1(Aiφi)Pk2G′)‖Fk(T )
. c∗02
−(σ− 3
8
)khk(σ − 3
8
)1k+j≤0
∑
k1≤k−4
hk1(σ1)2
1
2
(k1−j)2δ|k1+j|2−
3
8
k1
+ c∗02
−(σ− 3
8
)k(1 + 22j+2k)−20hk(σ − 3
8
)1k+j≥0
 ∑
−j≤k1≤k
hk1(σ1)2
k1−
3
8
k1(1 + 22j+2k1)−4

+ c∗02
−(σ− 3
8
)k(1 + 22j+2k)−20hk(σ − 3
8
)1k+j≥0
 ∑
k1≤−j
hk1(
3
8
)2
k1−j
2 2δ|k1+j|2−
3
8
k1

. c∗02
−σkhk(σ − 3
8
)hk(
3
8
)
(
1k+j≥02
−j(1 + 2j+k)−7 + 1k+j≤02
k−j
2 2δ|k+j|
)
Summing in j ≥ k0 as well yields∑
j≥k0
22j
∑
|k−k2|≤4,k1≤k+4
‖Pk(Pk1φsPk2G′)‖Fk(T )
. c∗02
−σkh
(1)
k (σ)
(
1k+k0≥02
k0(1 + 2k+k0)−7 + 2−k1k+k0≤0
)
for s ∈ [22k0−122k0+1], k0, k ∈ Z. This bound is again the same as UII in
Lemma 3.1 and acceptable.
Finally, we need to prove (5.26), (5.27) of Bootstrap Assumption B hold
when T → 0. This is proved in Appendix B.
Therefore, combining the above four steps gives Lemma 5.1.
The proof of Lemma 5.1 gives an Fk bound for G˜.
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Lemma 5.2. For all σ ∈ [ 99100 , 54 ], k ∈ Z,∥∥∥Pk(G˜)∥∥∥
Fk(T )
.
{
2−σk(1 + s22k)−42jh
(1)
k (σ), if j + k ≥ 0
2−σk2−kh
(1)
k (σ), if j + k ≤ 0
(5.28)
when 22j−1 ≤ s ≤ 22j+1, j ∈ Z. Moreover, for s = 0∥∥∥PkG˜ ↾s=0∥∥∥
Fk(T )
. 2−k−σkh
(1)
k (σ). (5.29)
With this improved bound of G˜, running the program of Section 3 again
gives
sup
s≥0
2σk(1 + s22k)4
2∑
i=1
‖Pkφi(s)‖Fk(T ) . bk(σ) + εh(1)(σ). (5.30)
Since the right side is frequency envelope of order δ, there holds
hk(σ) . bk(σ) + εh
(1)
k (σ). (5.31)
By the definition of h
(1)
k (σ), we conclude for σ ∈ [ 99100 , 54 ]
hk(σ) . bk(σ) + ck(σ1)ck(σ2), (5.32)
thus proving (5.9). The left (5.10), (5.13), (5.15) are the same.
In the following proposition, we finish iteration of σ in the Schro¨dinger
direction.
Proposition 5.3. Given L ∈ Z+, suppose that T ∈ (0, 22L] and Q ∈ N .
Let {ck(σ)}k∈Z be frequency envelopes with σ ∈ [ 99100 , 54 ]. Denote ck(0) = ck,
and assume that {ck} is an ǫ0-frequency envelope with ǫ0 ∈ (0, ǫ∗]. Let
u ∈ HQ(T ) be a solution to SL with initial data u0 satisfying
‖Pk∇u0‖L2x ≤ ck(σ)2−σk , σ ∈ [0,
5
4
]. (5.33)
X (Assume that u satisfies the bootstrap assumption)
‖Pk∇u‖L2x ≤ ǫ
− 1
2
0 ck. (5.34)
X(Suppose also that at the heat initial time s = 0),
‖Pkφi ↾s=0 ‖Gk(T ) ≤ ǫ
− 1
2
0 ck (5.35)
Then we have
‖Pkφi ↾s=0 ‖Gk(T ) ≤ ck. (5.36)
and for σ ∈ [ 99100 , 54 ],
‖Pkφi ↾s=0 ‖Gk(T ) . ck(σ) + ck(σ1)ck(σ2). (5.37)
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Proof. (5.34) and (5.35) have been proved in σ ∈ [0, 99100 ], thus they can be
dropped. (5.36) has been done as well. Let
b(k) =
2∑
i=1
‖Pkψi ↾s=0 ‖Gk(T ). (5.38)
For σ ∈ [0, 54 ], define the frequency envelopes:
bk(σ) = sup
k′∈Z
2σk
′
2−δ|k−k
′|b(k′). (5.39)
By Proposition 2.3, they are finite and ℓ2 summable. And
‖Pkψi ↾s=0 ‖Gk(T ) . 2−σkbk(σ). (5.40)
The assumption (5.11) holds by repeating the same argument of Lemma
4.1. Thus using Proposition 5.2, we see (5.7)-(5.15) hold. With Lemma 5.2,
repeating the argument in Section 4, one obtains when s = 0,
‖Pkψi ↾s=0 ‖Gk(T ) . ck(σ) + ǫ0(bk(σ) + ck(σ1)ck(σ2)). (5.41)
Since the RHS is frequency envelope of order δ, we conclude
bk(σ) . ck(σ) + ck(σ1)ck(σ2). (5.42)
This gives (5.37) and finishes our proof.
6 Proof of Global existence part of Theorem 1.1
In order to prove u is global, it suffices to verify (see Appendix B)
‖∇u‖L∞t,x . 1. (6.1)
To prove (6.1), it suffices to give uniform bound for ‖u(t)‖H˙1 ⋂ H˙2+ . Since
energy preserves, it reduces to bound ‖u(t)‖H˙2+ , which is related to fre-
quency envelopes with σ = 1+. Thus we need to transform the intrinsic
bound (5.37) to bounds for u.
6.1 Intrinsic v.s. Extrinsic formulations in localized fre-
quency pieces
The following lemma serves for σ ∈ [0, 99100 ] and is independent of Section 5.
Lemma 6.1. Suppose that ck is an ǫ1-frequency envelope of u0 in the energy
level, i.e.
ck = sup
k1∈Z
‖Pk1∇u0‖L2x2−δ|k1−k|. (6.2)
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Denote {ψi}2i=1 the differential fields associated with the heat flow with initial
data u0. And assume that bk is an frequency envelope which bounds {ψi ↾s=0}
in the L2 level:
‖Pkψi ↾s=0 ‖L2x ≤ bk, ∀ k ∈ Z.
Then we have for all s ≥ 0, k ∈ Z, M ∈ Z+
ck . bk
(1 + s22k)M‖Pkψi‖L2x . ck (6.3)
Furthermore, given σ ∈ [0, 99100 ], assume that {ck(σ)} is frequency envelope
of u0 in the H˙
σ+1 level:
ck(σ) = sup
k1∈Z
2σk1‖Pk1∇u0‖L2x2−δ|k1−k|. (6.4)
And assume that bk(σ) is another frequency envelope which controls {ψi ↾s=0
} in the following sense
‖Pkψi ↾s=0 ‖L2x ≤ 2−σkbk(σ), ∀ k ∈ Z.
Then we have for all s ≥ 0, k ∈ Z, M ∈ Z+
ck(σ) . bk(σ)
(1 + s22k)M‖Pkψi‖L2x . 2−σkck(σ) (6.5)
Proof. Step 1. Let w : N → RN be the isometric embedding. By definition,
we see
∂iv =
2n∑
l=1
ψl(dw)(el) =
2n∑
l=1
ψliχ
∞
l +
2n∑
l=1
ψli ((dw)(el)− χ∞l ) , (6.6)
where {χ∞l } are the corresponding limit of (dw)(el) as s → ∞ which are
constant vectors belonging to RN . Denote
ωk = ‖ψi‖L2x , νk(s) = 2k‖Pk ((dw)(el)− χ∞l ) ‖L2x . (6.7)
Then we see by Lemma 2.3 that
‖{νk}‖ℓ2 . ‖∂i ((dw)(el)− χ∞l ) ‖L2x (6.8)
. ‖∂iv‖L2x + ‖Ai‖L2x . ǫ1. (6.9)
Moreover, direct calculations give the inequality
‖∂Lx ((dw)(el)− χ∞l ) ‖L2x .
∑
0≤p,q≤L
∑
A
|∂α1x φx|l1 ....|∂αpx φx|lp |∂β1x A|n1 ....|∂βqx A|nq ,
(6.10)
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where A is the set of nonnegative indexes l1, ..., nq ∈ Z and (α1, ..., βq) ∈
Z
2 × ...× Z2 which satisfy
l1(|α1|+ 1) + ...+ lp(|αp|+ 1) + n1(|β1|+ 1) + ...+ nq(|βq|+ 1) = L.
Suppose l1 ≥ 1, by Ho¨lder and Lemma 2.3, we get
‖∂Lx ((dw)(el)− χ∞l ) ‖L2x
. ǫ1
∑
s−
α1
2 s−(l1−1)
α1+1
2 s−
l2(α2+1)
2
−...−
lp(αp+1)
2 s−
(|β1|+1)n1
2
−...−
(|βq|+1)nq
2
. ǫ1s
−L−1
2 .
Suppose that n1 ≥ 1, then we also obtain the same bound as above. Thus
we arrive at
‖{(1 + s22k)Mνk(s)}‖ℓ2 . ǫ1. (6.11)
And meanwhile, we see ‖(dw)(el) − χ∞l ‖L∞ . 1. Thus by [[4],(8.4)], we
obtain
2k‖Pk(∂iv)‖L2x . 2kωk + νk
∑
k1≤k
ωk12
k1 +
∑
k1≥k
2−2|k1−k|ωk12
k1νk1 . (6.12)
Since when s = 0, ωk(0) ≤ bk, by slow variation of envelopes one deduces
2k‖Pk(∂iv)‖L2x
. 2kbk + νkbk
∑
k1≤k
2k1+δ|k−k1| + bk
∑
k1≥k
2−2(k1−k)2δ|k1−k|2k1νk1
. 2kbk(1 + ǫ1).
Thus since {bk} is an envelope, by the definition of {ck} we obtain
ck . bk. (6.13)
Step 2. Inversely, we can write
ψli = ∂iv · (dw)(el), ∀ l ∈ {1, ..., 2n}. (6.14)
Let {dk} be
dk = sup
k′∈Z,s≥0
(1 + 22k
′
s)M2−δ|k
′−k|‖Pk′∇v‖L2x , ∀ k ∈ Z. (6.15)
Then Proposition 2.3 implies
dk . ck. (6.16)
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Now repeating the arguments in Step 1, we get by (6.14), (6.15) that
2k‖Pk(ψli)‖L2x . (1 + s22k)−M2kdk + νkdk
∑
k1≤k
2k1+δ|k−k1|(1 + s22k1)−M
+ dk
∑
k1≥k
2−2(k1−k)2δ|k1−k|2k1νk1(1 + s2
2k1)−M .
Then (6.11) shows
2k‖Pk(ψli)‖L2x . (1 + s22k)−202k(dk + ǫ1dk). (6.17)
Thus using {bk} is an envelope, by the definition of {dk} we obtain
(1 + s22k)M‖Pk(ψli)‖L2x . dk,
which combined with (6.16) shows
(1 + s22k)M‖Pk(ψli)‖L2x . ck.
Hence (6.13) yields (6.3).
Step 3. By (6.12), (6.11) and the definition of {bk(σ)}, we obtain when
s = 0
2k‖Pk(∂iv)‖L2x . 2kωk + νk
∑
k1≤k
ωk12
k1 +
∑
k1≥k
2−2|k1−k|ωk12
k1νk1
. 2k2−σkbk(σ) + νkbk(σ)
∑
k1≤k
2k1−σk1+δ|k−k1|
+ bk(σ)2
−σk
∑
k1≥k
2−2(k1−k)2δ|k1−k|2k1νk1
. 2k2−σkbk(σ).
Thus ck(σ) . bk(σ). Let {dk(σ)} be
dk(σ) = sup
k′∈Z,s≥0
(1 + 22k
′
s)M2−δ|k
′−k|2σk
′‖Pk′∇v‖L2x , ∀ k ∈ Z. (6.18)
Then Proposition 2.3 implies dk(σ) . ck(σ) for σ ∈ [0, 99100 ]. Repeating the
arguments in Step 1, we get by (6.14), (6.11) that
2k‖Pk(ψli)‖L2x . (1 + s22k)−M2k2−σkdk(σ) + νkdk(σ)
∑
k1≤k
2k1−σk1+δ|k−k1|(1 + s22k1)−M
+ 2−σkdk(σ)
∑
k1≥k
2−2(k1−k)2δ|k1−k|2k1νk1(1 + s2
2k1)−2M
. 2k2−σkdk(σ)(1 + 2
2ks)−M .
Then (6.5) follows by dk(σ) . ck(σ).
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Now we slightly improve Lemma 6.1 to include σ ∈ [0, 54 ].
Lemma 6.2. Suppose that ck(σ) is the frequency envelope of u0 of order
1
8δ:
ck(σ) = sup
k′∈Z
2−σk
′‖Pk′∇u0‖L2x2−
1
8
δ|k′−k|. (6.19)
Denote {φi}2i=1 the differential fields associated with the heat flow v ini-
tiating from u0. And assume that {ξk(σ)} is an frequency envelope which
bounds {φi ↾s=0} in the H˙σ level:
‖Pkφi ↾s=0 ‖L2x ≤ 2−σkξk(σ), ∀ k ∈ Z.
Then we have
‖u‖
L∞t H˙
σ+1
x
. ‖{ξk(σ)}‖ℓ2 + ‖u0‖H˙σ+1x ⋂ H˙1x (6.20)
Proof. By Lemma 6.1, ck(σ) . ξk(σ) for all σ ∈ [0, 99100 ]. Then by (7.49) and
the definition of {ξk(σ)}, for all σ ∈ [0, 99100 ], we have
(1 + s22k)M2k‖Pk ((dw)(el)− χ∞l ) ‖L2x . 2−σkξk(σ). (6.21)
Using the identity (6.6), we obtain
‖Pk∂iv‖L2x .
2n∑
l=1
‖Pk(ψli)‖L2x + ‖Pk(ψli ((dw)(el)− χ∞l ))‖L2x . (6.22)
And by (6.21) and bilinear Littlewood-Paley decomposition, one has when
s = 0 ∥∥∥Pk(ψli ((dw)(el)− χ∞l ))∥∥∥
L2x
. ‖Pkψi‖L2x‖P≤k−4[(dw)(el)− χ∞l ]‖L∞
+ 2k‖Pk[(dw)(el)− χ∞l ]‖L2x
∑
k1≤k−4
2k1‖Pk1ψi‖L2x
+
∑
|k1−k2|≤8,k1,k2≥k−4
‖Pk1ψi‖L2x2k‖Pk[(dw)(el)− χ∞l ]‖L2x
. 2−σkξk(σ) + 2
−σkξk(σ1)ck(σ2), (6.23)
where σ1 + σ2 = σ with σ1, σ2 ∈ [0, 99100 ]. Thus our lemma follows by (6.22).
Applying Lemma 6.2 to (5.37) and by the definition of {ck(σ)}, we con-
clude
‖u‖H˙ρ ⋂ H˙1 . C(‖u0‖H˙ρ ⋂ H˙1), (6.24)
for all ρ ∈ [0, 94 ]. Particularly ‖∇u‖L∞t,x . 1 by Sobolev embedding. There-
fore, u is global by Appendix B and we have proved the global existence
part of Theorem 1.1.
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7 Iteration for Heat flows
We start to prove Proposition 2.3. Before going ahead, we recall the extrinsic
formulations of heat flow. Assume that the target manifold N is embedded
into RN , then the heat flow can be formulated as
∂su
l −∆ul = Slij∂aui∂auj , (7.1)
where S = Slij denotes the second fundamental form of the embedding N →֒
R
N .
Denote {γk(σ)} be the frequency envelope of SL solution u ∈ HQ:
γk(σ) :=
∑
k′∈Z
2−δ|k−k
′|2k
′+σk′‖Pk′u‖L∞t L2x . (7.2)
7.1 Before Iteration
Proposition 7.1. Assume that u ∈ HQ(T ) is a solution to SL which satis-
fies ∑
k∈Z
22k‖Pku‖2L∞t L2x = ǫ
2
1 ≪ 1. (7.3)
And let v(s, t, x) be the solution of heat flow (2.7) with initial data u(t, x).
Then for σ ∈ [0, 99100 ] and all s ≥ 0, M ∈ Z+, v satisfies
sup
s∈[0,∞)
(1 + s22k)M2k+σk‖Pkv‖L∞t L2x .M γk(σ). (7.4)
Furthermore, assume that for σ ∈ Z+ there holds
C(σ) := ‖u‖2
L∞t H˙
1
x
⋂
H˙σ+1x
<∞. (7.5)
Then we have ∑
k∈Z
(1 + s22k)M22σk+2‖Pkv‖2L∞t L2x . C(σ), (7.6)
for all σ ∈ Z+, s ≥ 0, M ∈ Z+. And one has the refined frequency localized
bound
(1 + s22k)M2σk‖Pkv‖L∞t L2x . γk(σ) + γk, (7.7)
for all σ ∈ Z+, s ∈ [0, 1], M ∈ Z+.
Proof. Step 0. The ℓ2 version of our Proposition in the case σ = 0 has been
essentially established by Smith [26] following arguments of Tao [38]. Thus
we get ∑
k∈Z
(1 + s22k)M22k‖Pkv‖2L∞t L2x . ‖∇u‖
2
L∞t L
2
x
. (7.8)
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For arbitrary σ > 0, we apply the technique of [4].
Step 1. Now we prove the ℓ∞ bound for s ≥ 0, σ ∈ [0, 99100 ]:
sup
s∈[0,∞)
(1 + s22k)M2k2σk‖Pkv‖L∞t L2x . γk(σ). (7.9)
Since v converges to a fixed point Q ∈ N as s→∞, we put
Slij(v) = S
l
ij(Q) + (S
l
ij(v)− Slij(Q)).
The {Slij(Q)} part is constant and makes acceptable contribution to the
final estimates by [Lemma 8.3,[4]]. And for all nonnegative integers L the
remained part satisfies
‖∂L+1x (Slij(v)− Slij(Q))‖L∞t L2x . s−
L
2 ‖∇u‖L∞t L2x .
Thus for all M ∈ Z+ we have the bound
(1 + 22ks)M
∥∥∥∂x [Pk(Slij(v)− Slij(Q))]∥∥∥
L∞t L
2
x
. ǫ1. (7.10)
Define B1(S) to be
B1(S) = sup
k∈Z,s∈[0,S)
γ−1k (σ)(1 + s2
2k)M2σk2k‖Pkv‖L∞t L2x ,
It is clear that B1 : [0,∞) → R+ is well-defined and continuous with
lim
S→0
B1(S) = 1.
Then by trilinear Littlewood-Paley decomposition (see (9.2) in Lemma
9.1), we have
2k‖PkSlij(f)∂af i∂af j‖L∞t L2x
. 2k
∑
k1≤k
µk12
k1µk +
∑
k2≥k
22kµ2k2 + ak
∑
k1≤k
2k1µk1
2
+
∑
k2≥k
22k2−k2ak2µk2
∑
k1≤k2
2k1µk1 .
where {ak}, {µk} denote
ak :=
N∑
l,i,j=1
‖∂xPk(Slij(v))‖L∞t L2x (7.11)
µk :=
N∑
l=1
∑
|k′−k|≤20
2k
′‖Pk′vl‖L∞t L2x .
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Then by definition of B1(S) and slow variation of envelopes, for s ∈ [0, S], σ ∈
[0, 99100 ] we get
2k‖PkSlij(f)∂af i∂af j‖L∞t L2x (7.12)
. B21(1 + s2
2k)−Mγk
∑
k1≤k
2k1−σk1+kγk1(σ)
+B21
∑
k2≥k
22k−σk2(1 + s22k2)−2Mγk2γk2(σ)
+B212
kak(
∑
k1≤k
2k1(1 + s22k1)−Mγk1)(
∑
k1≤k
2k1−σk1(1 + s22k1)−Mγk1(σ))
+B21
∑
k2≥k
22k(1 + s22k2)−M2−σk2ak2γk2(σ)γk2
. B21(1 + s2
2k)−2M22k−σkγkγk(σ) +B
2
1
∑
k2≥k
22k−σk2(1 + s22k2)−Mγk2γk2(σ)
+B21
∑
k2≥k
2−σk222k(1 + s22k2)−Mak2γk2γk2(σ) + ak2
−σkB212
2kγkγk(σ)
(7.13)
Applying (7.10) to {ak}, (7.13) is further bounded by
(7.13) . 2−σkB212
2k
∑
k2≥k
(1 + s22k2)−Mγkγk2(σ).
Therefore, for s ≥ 0, we conclude that (7.12) is dominated by
2k‖PkSlij(v)∂avi∂avj‖L∞t L2x . 2−σk22kB21
∑
k2≥k
(1 + s22k2)−Mγk2γk2(σ).
Hence by Duhamel principle:
(1 + s22k)M2k+σk‖Pkv‖L∞t L2x . (1 + s22k)Me−s2
2k
2k+σk‖Pku‖L∞t L2x
+B21(1 + s2
2k)M
∫ s
0
e−(s−τ)2
2k
2k+σk‖PkSlij(v)∂avi∂avj‖L∞t L2xdτ,
and the inequality∫ s
0
e−(s−τ)λ(1 + τλ1)
−Mdτ . s(1 + λs)−M (1 + λ1s)
−1, (7.14)
we get
(1 + s22k)M2k+σk‖Pkv‖L∞t L2x . γk(σ) +B21(S)22ks
∑
k2≥k
γkγk(σ)(1 + 2
2k2s)−1
. γk(σ) +B
2
1(S)ǫ1γk(σ).
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Then B1 . 1 + ǫ1B
2
1 . By B1(0) ≤ 1 and ǫ1 is sufficiently small, we have
B1(S) . 1 for all S ≥ 0. And (7.9) has been proved.
Step 2. Arbitrary σ ∈ Z+. For s ≥ 1, the results of σ = 0 stated in
(7.8) show
‖∂L+1x v‖L2x . ǫ1s−
L
2
‖∂Lx v‖L∞x . ǫ1s−
L
2 ,
which combined with Littlewood-Paley theorem is enough to give the desired
estimates for σ ∈ Z+, s ≥ 1. Thus in the following we assume s ∈ [0, 1].
For any σ > 0, define the frequency envelope of v(s) by
χk(σ, S) = sup
k′∈Z,s∈[0,S]
2−δ|k−k
′|(1 + s22k
′
)M2σk
′
2k
′‖Pk′v(s)‖L∞t L2x .
It is easy to see that χk(σ, S) ∈ ℓ2 for |S| sufficiently small by local theory.
And by definition and Step 1, χk(0, S) . γk. As explained before it suffices
to bound ‖χk(σ, S)‖ℓ2 uniformly on S ∈ [0, 1].
As Step 1, using χk(0, S) . γk we have
2σk+k‖PkSlij(v)∂avi∂avj‖L∞t L2x
. (1 + s22k)−M
∑
k1≤k
2k1γk12
kχk(σ, S) +
∑
k2≥k
(1 + s22k2)−M22kχk2(σ, S)γk2
+ 2σkak(
∑
k1≤k
2k1γk1)
2
+
∑
k2≥k
22k(1 + s22k2)−M2−k2ak2χk2(σ, S)
∑
k1≤k2
2k1µk1
. (1 + s22k)−M22kγkχk(σ, S) +
∑
k2≥k
22k(1 + s22k2)−Mγk2χk2(σ, S)
+ 2σkak2
2kγ2k + {ak}ℓ∞
∑
k2≥k
22k(1 + s22k2)−Mχk2(σ, S)γk2 . (7.15)
(7.10) is not enough to bound the term 2σkak2
2kγ2k in above formula. We
stop for a while to improve the bounds of {ak}. Given a smooth map S, by
[Proof of Lemma A9, [37]], S(f) can be decomposed into
S(f) = S(P≤k−8f) +OS,‖f‖L∞x P≥k−8f, (7.16)
and there holds for all k ≥ 0, p ∈ [2,∞] and nonnegative integers J
‖Pk (S(P≤k−8f)) ‖Lpx .J
∑
1≤k1≤k
2Jk12−Jk‖Pk1v‖Lpx + 2−Jk‖P≤0f‖Lpx .
(7.17)
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Recalling ak = 2
k‖Pk(Slij(v) − Slij(Q))‖L∞t L2x , by (7.17), we have for k ≥ 0,
2k‖Pk
(
Slij(P≤k−8v)
)
‖L2x
. ‖Pk
(
(DSlij)(P≤k−8v)∇(P≤k−8v)
)
‖L2x
. ‖P≈k
(
DSlij)(P≤k−8v)
)
‖L∞x ‖∇(P≤k−8v)‖L2x
.J
 ∑
1≤k1≤k
2Jk12−Jk‖Pk1f‖L∞x + 2−kJ‖P≤0f‖L∞x
 ‖∇(P≤k−8v)‖L2x ,
where P≈k means the frequency is localized near 2
k. Thus we arrive at for
k ≥ 0
ak .J 2
k‖P≥k−8v‖L∞t L2x
+
2k ∑
16k16k
2Jk12−Jk‖Pk1v‖L∞t L2x + 2−Jk‖P≤0v‖L∞x
 ‖∇(P≤k−8v)‖L2x .
And for k ≤ 0
ak .
∥∥∥∇PkSlij(v)∥∥∥
L∞t L
2
x
. (7.18)
Thus for integers σ ∈ Z+, take J = σ + 2M + 1, we get if s ∈ [0, 1], k ≥ 0,
s22k ≥ 1, then
2σk(s22k)Mak
.J χk(σ, S) +
 ∑
1≤k1≤k
2σk122Mk1sM‖∇Pk1f‖L2x + ‖P≤0f‖L∞x
 ‖∇(P≤k−8v)‖L2x
. χk(σ, S) + ǫ1.
And if s ∈ [0, 1], k ≤ 0, then (7.10) yields
2σk(1 + s22k)M22kak . 2
2kǫ1.
Meanwhile, for σ ∈ Z+, by letting J = σ + 1, for all k ∈ Z we have the
bound
2σkak . χk(σ, S) + ǫ1.
Thus we conclude for s ∈ [0, 1]
(1 + s22k)M2σk22kakγ
2
k . 2
2kγ2kχk(σ, S) + 2
2kγ2k.
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Hence similar to Step 1, (7.15) and Duhamel principle give for s ∈ [0, 1]
‖Pkv‖L∞t L2x(1 + s22k)M2σk+k . (1 + s2k)Me−s2
2k
γk(σ)
+ (1 + s22k)M
∫ s
0
e−(s−τ)2
2k
22k ∑
k2≥k
(1 + 22k2τ)−M (γkχk(σ, S) + γ
2
k)
 dτ.
By (7.14), we conclude that
χk(σ, S) . γk(σ) + γkχk(σ, S) + γ
2
k
. γk(σ) + ǫ1χk(σ, S) + γ
2
k .
Therefore, for all S ∈ [0, 1], χk(σ, S) ∈ ℓ2 and the bounds claimed in Propo-
sition 7.1 follows as well.
7.2 First time Iteration
We state the first time iteration in the the following Proposition.
Proposition 7.2. Assume that u ∈ HQ(T ) is a solution to SL which satis-
fies (7.3). Assume additionally that for σ ∈ [ 99100 , 54 ] there holds ‖u‖L∞t H˙σ+1x <∞. And let v(s, t, x) be the solution of heat flow (2.7) with initial data u(t, x).
Then for σ ∈ [ 99100 , 32 ] and all s ≥ 0, v satisfies
sup
s∈[0,∞)
(1 + s22k)M2k+σk‖Pkv‖L∞t L2x . γk(σ) + γk(σ −
3
8
)γk(
3
8
). (7.19)
Proof. The key point is to improve the bounds of {ak} defined by (7.11).
For this, we use dynamic separation again. One has
Slij(v)(s) = S
l
ij(Q) +
∫ ∞
s
(DSlij)(v)∂svds
′. (7.20)
By Proposition 7.1, for σ ∈ [0, 99100 ] and any M1 ∈ Z+, we get
2k+σk‖Pk∆v‖L∞t L2x . (22ks+ 1)−M122kγk(σ).
And repeating the proof of Step 1 of Proposition 7.1 gives
2k+σk‖Slij(∂avi, ∂avj)‖L∞t L2x . 22k
∑
k1≥k
(22k1s+ 1)−M1γk1γk1(σ).
Thus by the heat flow equation we get for all M1 ∈ Z+ and σ ∈ [0, 99100 ]
2k+σk‖∂sv‖L∞t L2x (7.21)
. (22ks+ 1)−M122kγk(σ) +
∑
k1≥k
(22ks+ 1)−M122kγk1γk1(σ)
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. (22ks+ 1)−M122kγk(σ) + 1k+k0≥0(2
2ks+ 1)−M122kγkγk(σ)
+ 22k1k+k0≤0
∑
k≤l≤−k0
γlγl(σ).
Recall the bound
2k‖Pk[(DS)lij(v)]‖L∞t L2x . ǫ1(22ks+ 1)−M
for all M ∈ Z+ and k ∈ Z. Then for s ∈ [22k0−1, 22k0+1], repeating bilinear
arguments, (7.20) shows if k + k0 ≥ 0 then∥∥∥Pk[Slij(v)(s)]∥∥∥
L∞t L
2
x
.
∫ ∞
s
∑
|k1−k|≤4
‖P≤k(DS(v))‖L∞t,x‖Pk1∂sv‖L∞t L2xds′
+
∫ ∞
s
∑
|k1−k2|≤4,k1,k2≥k
2k2‖Pk2(DS(v))‖L∞t L2x‖Pk1∂sv‖L∞t L2xds′
+
∫ ∞
s
∑
|k2−k|≤4
2k2‖Pk2(DS(v))‖L∞t L2x‖Pk1∂sv‖L∞t L2xds′
. 2−σk−k(22k+2k0 + 1)−M122k+2k0γk(σ)γk, (7.22)
provided σ ∈ [0, 99100 ]. Moreover, for all M1 ∈ Z+, σ ∈ [0, 1), k0 ∈ Z, and
s ∈ [22k0−1, 22k0+1] if k + k0 ≤ 0 then∥∥∥Pk[Slij(v)(s)]∥∥∥
L∞t L
2
x
(7.23)
.
∫ ∞
s
∑
|k1−k|≤4
‖P≤k(DS(v))‖L∞t,x‖Pk1∂sv‖L∞t L2xds′
+
∫ ∞
s
∑
|k1−k2|≤4,k1,k2≥k
‖Pk2(DS(v))‖L∞t,x‖Pk1∂sv‖L∞t L2xds′
+
∫ ∞
s
∑
|k2−k|≤4
2k2‖Pk2(DS(v))‖L∞t L2x‖Pk1∂sv‖L∞t L2xds′
.
∑
k0≤j≤−k
2−σk2j+2δ|k+j|γk(σ)γk
. 2−σk−kγk(σ)γk. (7.24)
Thus (7.24), (7.22) yield the following frequency localized bounds for {ak}:
2σkak . (1 + 2
2ks)−M2γk(σ)γk, (7.25)
provided that σ ∈ [0, 99100 ] and M2 ∈ Z+. Now define the function B2(S) by
B2(S) = sup
k∈Z,s∈[0,S)
(
γ
(1)
k (σ)
)−1
2σk(1 + s22k)M2k‖Pkv‖L∞t L2x ,
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where we denote
γ
(1)
k (σ) :=
{
γk(σ), σ ∈ [0, 99100 ]
γk(σ) + γk(σ − 38 )γk(38), σ ∈ ( 99100 , 54 ]
And by (7.8), it is clear that B2 : [0,∞)→ R+ is well-defined and continuous
with lim
S→0
B2(S) = 1. Then by trilinear Littlewood-Paley decomposition (see
(9.2) in Lemma 9.1), the definition of B2(S) and slow variation of envelopes,
we get for s ∈ [0, S], σ ∈ [ 99100 , 54 ]
2k
∥∥∥Pk[Slij(v)∂avi∂avj ]∥∥∥
L∞t L
2
x
(7.26)
. B22(1 + s2
2k)−M2−σkγ
(1)
k (σ)
∑
k1≤k
2k1+kγk1 (7.27)
+B22
∑
k2≥k
22k−σk2(1 + s22k2)−2Mγk2γ
(1)
k2
(σ)
+B22ak(
∑
k1≤k
2k1(1 + s22k1)−Mγk1)(
∑
k1≤k
2k1−
3
8
σk1(1 + s22k1)−Mγk1(
3
8
))
+B22
∑
k2≥k
22k(1 + s22k2)−M2−σk2ak2γ
(1)
k2
(σ)γk2
. B22
∑
k2≥k
22k−σk2(1 + s22k2)−Mγk2γ
(1)
k2
(σ)
+B22
∑
k2≥k
2−σk222k(1 + s22k2)−Mak2γk2γ
(1)
k2
(σ) + ak2
− 3
8
σkB212
2kγkγk(
3
8
)
(7.28)
Then applying the trivial bound (7.10) to the RHS of (7.28) except the last
term and applying (7.25) to {ak} in the last term, we get for all σ ∈ [ 99100 , 54 ]
one has
2k+σk
∥∥∥Pk[Slij(v)∂avi∂avj ]∥∥∥
L∞t L
2
x
. B222
2k
∑
k2≥k
(1 + s22k2)−Mγk2γ
(1)
k2
(σ)
+B212
2k2−σk(1 + s22k)−Mγk(σ − 3
8
)γk(
3
8
)γk
+B212
2k2−σk22δ|k+k0|γk(σ − 3
8
)γk(
3
8
)γk1k+k0≤0
if s ∈ [22k0−1, 22k0+1]. Then using Duhamel principle, (7.14) and the follow-
ing inequality
(1 + 22ks)Me−2
2ks
∫ s
0
es
′22k1s′≤2−2k(s
′22k)−δds′ . 2−2k,
we obtain
2k+σk(1 + 22ks)M ‖Pkv‖L∞t L2x . (1 + ǫ1B
2
1 + ǫ1B
2
2)γ
(1)
k (σ).
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Since B1 . 1 has been proved in Proposition 7.1, we arrive at
B2 . 1 + ǫ1B
2
2 ,
which combined with B2(0) ≤ 1 shows
B2 . 1.
thus finishing our proof.
In order to prove the global existence of solutions of SL on R2, reaching
the range σ = 1+ is enough. So we can stop at first time iteration. But in
fact, the iteration can be performed for any number of times.
We define the frequency envelope γ
(J)
k (σ), J = 0, 1 by :
γ
(0)
k (σ) = γk(σ), 0 6 σ <
99
100
γ
(1)
k (σ) =

γ
(0)
k (σ), 0 6 σ ≤
99
100
γk(σ) + γ
(0)
k (σ −
3
8
)γk(
3
8
),
99
100
< σ ≤ 5
4
And the frequency envelopes γ
(J)
k (σ), J ≥ 2 are defined by induction:
γJk (σ) =
{
γk
(J−1)(σ), 0 ≤ σ < J+34
γk(σ) + γ
(J−1)
k (σ − 38 )γk(38), J+34 ≤ σ ≤ J+44
Define the sequence {γ(J)k,s (σ)}k∈Z with J ∈ N by
γ
(J)
k,s =
{
2k+k0γ
(J)
k (σ)γ
(J)
−k0
, k + k0 ≥ 0∑−k0
l=k γ
(J)
l (σ)γ
(J)
l , k + k0 ≤ 0
(7.29)
for s ∈ [22k0−1, 22k0+1].
We state the j-th time iteration in the the following Proposition.
Proposition 7.3. (j-th iteration) Assume that u ∈ HQ(T ) is a solution to
SL which satisfies (7.3). Assume additionally that for σ ∈ [0, 1 + j4 ] there
holds ‖u‖
L∞t H˙
σ+1
x
< ∞. And let v(s, t, x) be the solution of heat flow (2.7)
with initial data u(t, x). Then for σ ∈ [0, 1 + j4 ] and all s ≥ 0, v satisfies
sup
s∈[0,∞)
(1 + s22k)M2k+σk‖Pkv‖L∞t L2x . γ
(J)
k (σ). (7.30)
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Proof. The argument of Proposition 7.2 indeed shows
(O.)2k ‖Pk[DaS(v)]‖L∞t L2x . ǫ(1 + 2
2ks)−K0−(j+1),∀0 ≤ a ≤ j + 1.
(A)
{
2k
∥∥Pk[Dj+1S(v)]∥∥L∞t L2x . ǫ
‖Pkv‖L∞t L2x . 2
−σkγ
(0)
k (σ)(1 + 2
2ks)−K0−j−1
=⇒ 2k ∥∥Pk[DjS(v)]∥∥L∞t L2x . 2−σkγ(0)k (σ)(1 + 22ks)−K0−j
(B)
{
2k
∥∥Pk[Da+1S(v)]∥∥L∞t L2x . 2−σkγ(j−(a+1))k (σ)(1 + 22ks)−K0−(a+1),
‖Pkv‖L∞t L2x . 2
−σkγ
(j−a)
k (σ)(1 + 2
2ks)−K0−(a+1)
=⇒ 2k ‖Pk[DaS(v)]‖L∞t L2x . 2
−σkγ
(j−a)
k (σ)(1 + 2
2ks)−K0−a
(C)
{
2k ‖Pk[S(v)]‖L∞t L2x . 2
−σkγ
(j−1)
k (σ)(1 + 2
2ks)−K0
‖Pkv‖L∞t L2x . B∗2
−σkγ
(j)
k (σ)(1 + 2
2ks)−K0
=⇒ ‖Pk(v)‖L∞t L2x . (1 + εB
2
∗)2
−σkγ
(j)
k (σ)(1 + 2
2ks)−K0 .
Then our proposition follows by induction. In order to get the M -power
decay in (7.30), it suffices to set K0 =M+4 and the top involved derivative
order is Dj+1S.
7.3 Frequency Localized bounds for connections
We bound connection coefficients in the localized frequency spaces.
Proposition 7.4. Let d = 2. And let u : R2 × [−T, T ]→ N satisfy
‖∇u‖L2x = ǫ1 ≪ 1, (7.31)
Assume that {ηk(σ)} is a frequency envelope such that for all i = 1, 2, k ∈ Z
2σk‖φi(↾s=0)‖L∞t L2x ≤ ηk(σ). (7.32)
Then we have
γk(σ) . ηk(σ) (7.33)
γ
(1)
k (σ) . η
(1)
k (σ) (7.34)
for σ ∈ [0, 54 ], k ∈ Z. And for all M ∈ Z+, k ∈ Z, there holds
(1 + s22k)M2σk‖PkAi‖L∞t L2x . γ
(0)
k,s(σ). (7.35)
if σ ∈ [0, 99100 ]. And if σ ∈ ( 99100 , 54 ], one has
(1 + s22k)M2σk‖PkAi‖L∞t L2x . γ
(1)
k,s(σ). (7.36)
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Furthermore, for general σ ∈ [1, J4 + 1] with J ∈ N we have
γ
(J)
k (σ) . η
(J)
k (σ) (7.37)
(1 + s22k)M‖PkAi‖L∞t L2x . 2−σkγ
(J)
k,s (σ). (7.38)
Proof. Step 1. σ ∈ [0, 99100 ]. By Lemma 6.1, for all σ ∈ [0, 99100 ], we have
γk(σ) . ηk(σ) (7.39)
Then (6.23) gives γ
(1)
k (σ) . η
(1)
k (σ) for σ ∈ ( 99100 , 54 ]. Thus (7.34) and (7.33)
follow. Applying Proposition 2.3 gives
(1 + 22ks)M2σk+k‖Pkv‖L∞t L2x . γk(σ) (7.40)
for all σ ∈ [0, 99100 ], M ∈ Z+, k ∈ Z, and s ≥ 0. Meanwhile, by (7.21), we
have the bound for ∂sv:
2σk+k‖Pk(∂sv)‖L∞t L2x
. 22k
(1 + 22ks)−M1k+k0≥0γk(σ) + ∑
k≤l≤−k0
γl(σ)γl
 . (7.41)
Using the identity ψli = (d(w)el) · ∂iv and the bound
2k‖Pk(d(w)el)‖L∞t L2x . (1 + s22k)−M (7.42)
for all M ∈ Z+, by (7.40) we infer from the bilinear Littlewood-Paley de-
composition that
2σk‖Pkφi‖L∞t L2x . (1 + s22k)−Mγk(σ)
for all k ∈ Z, M ∈ Z+ and σ ∈ [0, 99100 ]. And using the identity ψli =
(d(w)el) · ∂sv and (7.41) instead yields
‖Pkφs‖L∞t L2x . 2k−σk
1k+k0≥0(1 + s22k)−M1γk(σ) + 1k+k0≤0 ∑
k≤l≤−k0
γl(σ)γl

(7.43)
for all k ∈ Z, M1 ∈ Z+ and σ ∈ [0, 99100 ]. Then applying bilinear Littlewood-
Paley decomposition again gives
‖Pk(φs ◦ φi)‖L∞t L2x . 2−σk(1 + 22j+2k)−M
(
2−j+kγ−jγk(σ) + 2
−2jγ−jγ−j(σ)
)
(7.44)
for j + k ≥ 0, s ∈ [22j−1, 22j+1], σ ∈ [0, 99100 ].
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Recall that Ai can be written in the form of
Ai(s) =
∫ ∞
s
G(φs ◦ φi)ds, (7.45)
where G modulate a constant part satisfies
2k‖PkG˜‖L∞t L2x . (1 + s22k)−M1 , (7.46)
for all M1 ∈ Z+, k ∈ Z and s ≥ 0. Then applying bilinear Littlewood-Paley
decomposition and (7.44) leads to∫ ∞
s
‖Pk(G(φi ◦ φs))‖L∞t L2xds′ . 2−σk(1 + s22k)−Mγk(σ)γ−j (7.47)
for all M ∈ Z+, j ∈ Z, s ∈ [22j−1, 22j+1] and k + j ≥ 0. Moreover, one has∫ ∞
s
‖Pk(G(φi ◦ φs))‖L∞t L2xds′ . 2−σk
∑
k≤l≤−j
γl(σ)γl
for all M ∈ Z+, j ∈ Z, s ∈ [22j−1, 22j+1] and k + j ≤ 0.
Step 2. σ ∈ [ 99100 , 54 ]. In order to reach more range of σ we need to
improve the bounds of (dw)(el) given by (7.42). The idea is to use dynamic
separation as well. Recall w : N →֒ RN is the given isometric embedding.
Viewing dw as a section of T ∗N ⊗ TRN , then the connection on N induces
a covariant derivative D on the bundle T ∗N ⊗ TRN . Thus we have the
identity
(dw)(el) = w
∞
l +
∫ ∞
s
∂s[(dw)(el)]ds
′
= w∞l +
∫ ∞
s
φps[(Dep(dw))(el)]ds
′, (7.48)
where we used the caloric condition ∇sel = 0 for all l = 1, ..., 2n. Direct
calculations show (see Lemma 6.1 for instance)∥∥∂L+1x [(Dep(dw))(el)]∥∥L∞t L2x . ǫ1s−L2 .
In other words, we get
2k
∥∥Pk[(Dep(dw))(el)]∥∥L∞t L2x . ǫ1(1 + 22ks)−M
for all M ∈ Z+, k ∈ Z. Thus (7.43), (7.48) and bilinear Littlewood-Paley
decomposition show
‖Pk[(dw)(el)− χ∞l ]‖L∞t L2x . 2
−σ′k−kγk(σ
′)(1 + s22k)−M (7.49)
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for all M ∈ Z+, k ∈ Z, s ≥ 0, σ′ ∈ [0, 99100 ]. Now we are ready to deal with
σ ≥ 1. By the identity ψli = (d(w)el) · ∂iv, the bound (7.49) and
‖Pk∂iv‖L∞t L2x . 2−σk(1 + s22k)−Mγ
(1)
k (σ),
one obtains by bilinear Littlewood-Paley decomposotion that
‖Pkφi‖L∞t L2x . 2−σk(1 + s22k)−M1γ
(1)
k (σ), (7.50)
for all M1 ∈ Z+, k ∈ Z, s ≥ 0, σ ∈ [ 99100 , 54 ]. The proof of Proposition 7.2
yields the bound
‖Pk∂sv‖L∞t L2x . 2−σk+k
1k+j≥0(1 + s22k)−Mγ(1)k (σ) + 1k+j≤0 ∑
k≤l≤−j
γ
(1)
k (σ)γk
 ,
which combined with (7.49) instead gives
‖Pkφs‖L∞t L2x . 2−σk+k
1k+j≥0(1 + s22k)−Mγ(1)k (σ) + 1k+j≤0 ∑
k≤l≤−k
γ
(1)
k (σ)γk
 ,
(7.51)
for all M ∈ Z+, k ∈ Z, s ≥ 0, σ ∈ [ 99100 , 54 ].
In order to apply (7.45), we also need to improve the bound of G˜ stated
in (7.46). Recall the formula
G :=
∑
〈R(ej0 , ej1)(ej2), ej3〉 = Γ∞ +
∫ ∞
s
φps(∇˜R)(ep; ej0 , ..., ej3)ds′.
By Lemma 2.3 and the direct calculations (see Lemma 6.1 for instance) we
have the bounds:
2k‖Pk
(
(∇˜R)(ep; ej0 , ..., ej3)− Ξ∞p
)
‖L∞t L2x . (1 + s22k)−M (7.52)
for allM ∈ Z+, k ∈ Z. Hence one obtains by (7.43) and bilinear Littlewood-
Paley decomposition that
2k‖Pk (G − Γ∞) ‖L∞t L2x . 2−σk(1 + s22k)−Mγk(σ) (7.53)
for all M ∈ Z+, k ∈ Z, σ ∈ [0, 99100 ].
Then by (7.53), (7.51), (7.50) using trilinear Littlewood-Paley decompo-
sition as Step 1 with additional modifications in the High×Low interaction
of Pk(G˜(φs ◦ φi)) (see Proposition 7.1 for instance) we conclude that∫ ∞
s
‖Pk (G(φs ◦ φi)) ‖L∞t L2xds′ . 2−σk(1 + s22k)−Mγ
(1)
k,s(σ)
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for all M ∈ Z+, σ ∈ ( 99100 , 54 ].
Step 3. σ ∈ [1 + j/4, 1 + (j + 1)/4]. The general case of (7.38) follows
by induction. The highest derivative order of G and dw(e) one needs for the
j-th iteration is j + 1, and it suffices to take the decay power 100 + j, i.e.,∥∥∥∂L+1x G(j+1)∥∥∥
L∞t L
2
x
. ǫs−
L
2 ,∀L ∈ [0, 100 + j]∥∥∂L+1x [Dj+1dw]∥∥L∞t L2x . ǫs−L2 ,∀L ∈ [0, 100 + j],
where we denote G(k) = (∇kR)(e, ..., e; e, ..., e), andDkdw = (Dkdw)(e, ..., e; e).
8 Uniform Sobolev norm bounds of solutions to
SL
If we want to get uniform Sobolev norm bounds for SL up to σ = 1 + K4 , it
suffices to begin with the parabolic decay estimates∥∥∥∂L+1x G(K+1)∥∥∥
L∞t L
2
x
. ǫs−
L
2 ,∀L ∈ [0, 100 +K]∥∥∂L+1x [DK+1dw]∥∥L∞t L2x . ǫs−L2 ,∀L ∈ [0, 100 +K],
and then repeat the argument of first time iteration. After iterating for K
times we obtain
‖Pkdw(e)(↾s=0)‖L∞t L2x . 2
−σkc
(K)
k (σ)
‖Pkφx(↾s=0)‖L∞t L2x . 2
−σk+kc
(K)
k (σ).
Then by bilinear estimates we arrive at
‖Pk∂xu‖L∞t L2x . 2
−σk+kc
(K)
k (σ), (8.1)
by which the uniform Sobolev bounds follow.
9 Appendix A
9.1 Bilinear estimates
Lemma 9.1. Let S : RN → R be a smooth function in y ∈ RN and f :
(−T, T )× R2 → RN be smooth w.r.t. (t, x) ∈ (−T, T )×R2. Let
µk =
∑
|k1−k|≤20
2k1‖Pk1f‖L∞
L2x
. (9.1)
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Assume that ‖f‖L∞x . 1 and supk∈Z µk ≤ 1. Then
2k‖PkS(f)(∂af∂bf)‖L∞t L2x
. 2k
∑
k1≤k
µk12
k1µk +
∑
k2≥k
22kµ2k2
+ ak
∑
k1≤k
2k1µk1
2 + ∑
k2≥k
22k2−k2ak2µk2
∑
k1≤k2
2k1µk1 . (9.2)
where {ak} denotes
ak := ‖∇Pk(S(f))‖L∞t L2x . (9.3)
Proof. The same proof of [[4], Lemma 8.2] shows
2k‖PkS(f)(∂af∂bf)‖L∞t L2x
. 22k
∑
k1≤k
µk12
kµk +
∑
k2≥k
2−2(k2−k)22k2µ2k2
+ ak
∑
k1≤k
2k1µk1
2 + ∑
k2≥k
22k2−2k22k2ak2µk2
∑
k1≤k2
2k1µk1 .
The only difference is that we use
‖Pk(S(f))‖L2x ≤ 2−k‖∇Pk(S(f))‖L2x
when S(f) lies in the high frequency w.r.t. ∂af∂bf , and the trivial bound
‖Pk(S(f))‖L∞x . 1
when S(f) lies in the relatively low frequency.
Lemma 9.2 ([4],Lemma 5.1). If |k1 − k2| ≤ 4, then
‖Pk1fPk2g‖
Fk(T )
⋂
S
1
2
k (T )
. 2
kd
2 2(k2−k)(
2d
d+2
−ω)‖fk1‖Sωk1 (T )‖gk2‖S0k2 (T ). (9.4)
If |k − k1| ≤ 8, then
‖Pk(gPk1f)‖
Fk(T )
⋂
S
1
2
k (T )
. ‖g‖L∞‖Pk1f‖
Fk1(T )
⋂
S
1
2
k1
(T )
. (9.5)
Lemma 9.3 ([4],Lemma 5.4). Given L ∈ Z+, ω ∈ [0, 12 ], T ∈ (0, 22L]. Then
‖Pk(fg)‖L4t,x .
∑
l≤k
2l(xlyk + 2
1
2
(k−l)xkyl) + 2
k
∑
l≥k
2−ω(l−k)xlyl. (9.6)
where we denote
xk :=
∑
|l−k|≤20
‖Pkf‖Sωl (T ), yk :=
∑
|l−k|≤20
‖Pkg‖L4t,x(T ). (9.7)
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Lemma 9.4 ([4],Lemma 5.4). Given L ∈ Z+, ω ∈ [0, 12 ], T ∈ (0, 22L].
Suppose that f, g ∈ H∞(T ), Pkf ∈ Sωk (T ), Pkg ∈ L4t,x for all k ∈ Z. Let
µk :=
∑
|l−k|≤20
‖Pkf‖Sωl (T ), νk :=
∑
|l−k|≤20
‖Pkg‖L4t,x(T ). (9.8)
If |k2 − k| ≤ 4, k1 ≤ k − 4, then
‖Pk(fk1gk2)‖L4t,x . 2
k1µk2νk. (9.9)
If |k1 − k| ≤ 4, k2 ≤ k − 4, then
‖Pk(fk1gk2)‖L4t,x . 2
k22
1
2
(k−k2)µkνk2 . (9.10)
If |k1 − k2| ≤ 8, k1, k2 ≥ k − 4, then
‖Pk(fk1gk2)‖L4t,x . 2
k(1+ω)2−ωk2µk2νk2 . (9.11)
Lemma 9.5 ([4], Lemma 6.3). • If |l − k| ≤ 88 and f ∈ Fl(T ), then
‖Pk(gf)‖Nk(T ) . ‖g‖L2tL2x‖f‖|Fl(T ). (9.12)
• If l ≤ k − 88 and f ∈ Fl(T ), then
‖Pk(gf)‖Nk(T ) . 2
l−k
2 ‖g‖L2tL2x‖f‖|Fl(T ). (9.13)
• If k ≤ l − 88 and f ∈ Gl(T ), then
‖Pk(gf)‖Nk(T ) . 2
k−l
6 ‖g‖L2tL2x‖f‖|Gl(T ). (9.14)
Lemma 9.6 ([4], Lemma 6.5). • If k ≤ l and f ∈ Fk(T ),g ∈ Fl(T ) then
‖fg‖L2t,x . ‖f‖Fk(T )‖g‖|Fl(T ). (9.15)
• If k ≤ l and f ∈ Fk(T ),g ∈ Gl(T ) then
‖fg‖L2t,x . 2
k−l
2 ‖f‖Fk(T )‖g‖|Gl(T ). (9.16)
10 Appendix B. Proof of Remained Claims
Finish proof of Lemma 3.1 and Lemma 5.1
70
Proof. By the definition of hk(σ) one has
2σk‖φi ↾s=0 ‖L∞t L2x ≤ hk(σ),
if σ ∈ [0, 99100 ]. Then by Proposition 7.4 with ηk(σ) = hk(σ) we get
(1 + 22ks)M‖PkAi(s)‖L∞t L2x ≤ 2−σkhk,s(σ). (10.1)
And Lemma 6.1 shows
(1 + 22ks)M‖Pkφi(s)‖L∞t L2x ≤ 2−σkhk(σ). (10.2)
if σ ∈ [0, 99100 ]. Then by (10.2), (10.1) and bilinear Littlewood-Paley decom-
position, one obtains∫ ∞
s
‖Pk(Aiφi)‖L∞t L2xds′ . ‖{hk}‖ℓ2Tk,jhk(σ)2−σk
for s ∈ [22j−1, 22j+1], k, j ∈ Z. For Lemma 3.1, it remains to prove∫ ∞
s
‖Pk[AiφiG′]‖L∞t L2xds′ . ‖{hk}‖ℓ2Tk,jhk(σ)2−σk . (10.3)
This follows by (10.1),(10.2), (7.52) and bilinear Littlewood-Paley decom-
position as well.
For Lemma 5.1, using (7.36), (7.52) and putting 38 order derivatives on
(Aiφi) while estimating the Low×High interaction of (Aiφi)G′, we also have∫ ∞
s
‖Pk[AiφiG′]‖L∞t L2xds′ . ‖{hk}‖ℓ2Tk,jh
(1)
k (σ)2
−σk .
if σ ∈ [ 99100 , 54 ].
It seems that the following blow-up criterion was not explicitly written
down in literature of SL. This result is well-known in energy critical heat
flows. For completeness, we give a proof.
Proposition 10.1. Suppose that u0 ∈ HLQ with L ≥ 3 is the initial data to
SL. If in the time interval [−T, T ] the SL solution u satisfies
‖u(t)‖L∞t,x(T ) ≤ B <∞, (10.4)
then u has the bound
‖u(t)‖HL(T ) ≤ C(B,T, ‖u0‖HL) <∞. (10.5)
As a corollary, if (10.4) holds then u can be extended beyond [−T, T ] to
C([−T − ρ, T + ρ];HLQ) for some ρ > 0.
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Proof. Recall the tension field τ(u) =
∑2
j=1∇j∂ju. By integration by parts,∫
R2
〈τ(u), τ(u)〉dx =
∫
R2
2∑
j,k=1
〈∇j∂ju,∇k∂ku〉dx
=
∫
R2
〈∇k∇j∂ku,∇k∇j∂ku〉+
∫
R2
O(|du|4)dx. (10.6)
Since u solves SL, by integration by parts, we get
d
dt
∫
R2
〈τ(u), τ(u)〉dx
= 2
2∑
j=1
∫
R2
〈∇j∂j∂tu, τ(u)〉dx +
∫
R2
O(|du|2|∂tu||τ(u)|)dx
= 2
2∑
j=1
∫
R2
〈∇jJτ(u),∇jτ(u)〉 +
∫
R2
O(|du|2|∂tu||τ(u)|)dx.
Since J commutes with ∇j, 〈JX,X〉 = 0, then we arrive at
d
dt
‖τ(u)‖2L2x . ‖du‖
2
L∞t,x
‖τ(u)‖2L2x .
Gronwall inequality and (10.4) show
‖τ(u)‖L2x . eBt‖τ(u0)‖L2x .
Using the energy bound
‖∇u‖L∞t L2x . ‖∇u0‖L2x
and (10.6) give
‖u(t)‖W2,2 . B‖∇u0‖L2x + eBt‖τ(u0)‖L2x . (10.7)
By integration by parts,∫
R2
〈∇iτ(u),∇iτ(u)〉dx
=
∫
R2
2∑
j,k=1
〈∇i∇j∂ju,∇i∇k∂ku〉dx =
∫
R2
〈∇i∇j∂ku,∇i∇j∂ku〉
+
∫
R2
O(|du|3|∇2du|+ |∇u|2|∇du|2 + |∇du||du|2)dx.
Thus we have
‖∇2du(t)‖2L2x . ‖∇τ(u)‖
2
L2x
+ ‖du‖6L6x + ‖du‖
2
L∞x
‖∇du‖2L2x + ‖du‖
2
L4x
‖∇du‖L2x
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. ‖∇τ(u)‖2L2x +C(B, t, ‖u0‖W2,2) (10.8)
And applying integration by parts furthermore gives
1
2
d
dt
‖∇τ(u)‖2L2x =
∑
i,j
〈∇i∇j∂ju,∇t∇i∇j∂ju〉
=
∑
i,j
〈∇iτ(u),∇i∇j∇j∂tu〉+
∫
R2
|∇τ(u)||∇∂tu||du|2dx
+
∫
R2
|∇2du|∇du||∂tu||du|dx +
∫
R2
|du|3|∂tu||∇2du|dx
. −〈
∑
i
∇i∇iτ(u), J
∑
j
∇j∇jτ(u)〉+B2‖∇τ(u)‖2L2x +B‖∇τ(u)‖L2x‖∇du‖
2
L4x
+B3‖∇τ(u)‖L2x‖τ(u)‖L2x
. B2‖∇τ(u)‖2L2x +B‖∇τ(u)‖L2x‖∇
2du‖L2x‖∇du‖L2x +B3‖∇τ(u)‖L2x‖τ(u)‖L2x .
Hence, denoting F (t) = ‖∇τ(u)‖L2x , (10.7) and (10.8) show
1
2
d
dt
F 2(t) . C1(B,T )F (t)[F (t) + C2(B,T )],
where C1(B,T ) and C2(B,T ) are smooth functions of B,T . So the Sobolev
norm of u has a uniform bound in [−T, T ] up to order three. This with the
classical local existence theory (see [9] or [30]) implies u can be extended
to [−ρ − T, T + ρ] for some ρ > 0. And the bounds for the higher order
Sobolev norms follow by Theorem 3.3 of [30] or induction. Then by Sobolev
embedding u is smooth in [−ρ− T, T + ρ] if u0 ∈ HQ.
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