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Resumen
Se presenta catego´ricamente la coleccio´n de grupos abelianos, y la nocio´n de categor´ıa abe-
liana; la estructura del ret´ıculo de variedades, y la localizacio´n de algunas subvariedades
de grupos. Con base en esto, se analiza la posibilidad de replicar parte de la estructura de
categor´ıa abeliana en otras categor´ıas o variedades.
Palabras clave: Grupos, Ret´ıculo, Interpretabilidad.
Abstract
We present, in a categorical way, the collection of abelian groups, the concept of abelian
categories, the structure of the lattice of interpretability types of varieties, and the localiza-
tion of some groups subvarieties. From this, we work on the possibility of recreating part of
the abelian structure in other categories or varieties.
Keywords: Groups, Lattice, Interpretability.
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1 Introduccio´n
Grothendieck, en 1955, definio´ las categorias abelianas generalizando algunas de las pro-
piedades de la categor´ıa de grupos abelianos. El objetivo de Grothendieck era investigar la
analog´ıa entre la teor´ıa de cohomolog´ıas con coeficientes en un haz y la teor´ıa de funtores
derivados sobre funtores en categor´ıas de mo´dulos, para encontrar una forma (las categor´ıas
abelianas) de abarcar ambas teor´ıas. Adema´s, dio criterios sobre una categor´ıa abeliana que
permitieran utilizar resultados ba´sicos de a´lgebra homolo´gica. Neumann, en 1974, definio´ el
ret´ıculo de variedades interpretables, donde una variedad V era “menor”que W si las opera-
ciones de V pueden ser reescritas en te´rminos de W . Las ideas de Neumann fueron ampliadas
por Garc´ıa y Taylor en 1984, haciendo un estudio de este ret´ıculo y la relaciones que dentro
de este tienen algunas subvariedades de grupos. Ambos enfoques han prove´ıdo formas de
estudio de cierto tipos de grupos, bien por las propiedades que pueden replicarse en otras
categor´ıas, o por las relaciones de interpretabilidad entre ellas.
En el presente trabajo se presenta catego´ricamente la coleccio´n de grupos abelianos, y a par-
tir de all´ı se presenta en general la nocio´n de categor´ıa abeliana. Luego se revisa la estructura
del ret´ıculo de variedades, y la localizacio´n de algunas subvariedades de grupos dentro del
mismo. Con base en esto, se analiza la posibilidad de replicar parte de la estructura de cate-
gor´ıa abeliana en otras categor´ıas o variedades, a partir de dos resultados de Grothendieck
y la relacio´n entre equi-interpretabilidad y equivalencia catego´rica.
2 Ab como Categor´ıa Abeliana
Consideremos la categor´ıa de grupos abelianos, Ab. Algunas de las propiedades de esta cate-
gor´ıa pueden ser extendidas de los objetos a los morfismos, y ser tomadas como propiedades
catego´ricas. Otras categor´ıas tambien comparten estas propiedades, y son llamadas cate-
gor´ıas abelianas. Se sigue aqu´ı el desarrollo planteado en [6].
2.1. Ab como Categor´ıa Preaditiva
Definicio´n 2.1.1. Una categor´ıa C se dice Ab-categor´ıa, o categor´ıa preaditiva, si C(A,B),
el conjunto de morfismos entre A y B, es un grupo abeliano y la composicio´n es una operacio´n
bilineal.
La estructura de C(A,B) estara´ dada por una operacio´n interna
+C(A,B) : C(A,B)× C(A,B)→ C(A,B)
que satisface las condiciones usuales para un grupo abeliano. En Ab, la operacio´n interna
esta´ definida a trave´s de la operacio´n del codominio (notacio´n aditiva): para f, g : A → B
morfismos de grupos abelianos,
(f +Ab(A,B) g)(a) = f(a) +B g(a)
y−f : A→ B esta´ definida por−f(a) = −(f(a)). Ahora, sean f, f ′ : A→ B y g, g′ : B → C.
Queremos que (g + g′) ◦ (f + f ′) = g ◦ f + g′ ◦ f + g ◦ f ′ + g′ ◦ f ′. Si A,B ∈ Ab,
(g + g′) ◦ (f + f ′)(a) = (g + g′)((f + f ′)(a))
= (g + g′)(f(a) + f ′(a))
= g(f(a) + f ′(a)) + g′(f(a) + f ′(a))
= g(f(a)) + g(f ′(a)) + g′(f(a)) + g′(f ′(a))
= (g(f) + g(f ′) + g′(f) + g′(f ′))a.
Definicio´n 2.1.2. Un objeto i se dice inicial si ∀A ∈ C, existe un u´nico morfismo i → A.
Se dice que f es un objeto final si ∀A ∈ C existe un u´nico morfismo A → f . Un objeto
inicial y final se denomina objeto cero.
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En Ab, el grupo trivial 0 es un objeto cero, con los morfismos usuales 0 : A→ 0 y 0 : 0→ A,
definiendo el morfismo cero 0 : A → B como el morfismo que env´ıa todos los elementos de
A al cero de B.
Definicio´n 2.1.3. Para f ∈ C(A,B), el kernel de f es un morfismo Ker(f) ∈ C(K,A) tal
que:
1. f ◦Ker(f) = 0
2. Para todo h ∈ C(E,A) tal que f ◦ h = 0, existe un u´nico h′ ∈ C(E,K) que hace el
siguiente diagrama conmutativo
K
Ker(f)
// A
f
// B
E
h′
OO
h
>>~~~~~~~
Para f ∈ Ab(A,B), definimos el kernel de la manera usual: K = {a ∈ A : f(a) = 0}, y
Ker(k) : K → A la inclusio´n. Ahora, f ◦Ker(f) = 0 = 0 ◦Ker(f). Supongamos g : C → A
tal que f ◦ g = 0 = 0 ◦ g. Como f(g(c)) = 0 ∀c ∈ C, tenemos que g(C) ⊆ K. Luego, existe
una inclusio´n h : C → K, y el diagrama
K
Ker(f)
  
@@
@@
@@
@
0

A
f
// B
C
h
OO
g
>>~~~~~~~
0
II
conmuta. Esta construccio´n tambie´n es va´lida en Grp, pues Ker(f) siempre es subgrupo
normal.
Definicio´n 2.1.4. El igualador de f, g : A→ B es un morfismo e : C → A tal que fe = ge,
y para cualquier e′ : D → A que cumpla fe′ = ge′, existe un u´nico h : D → C tal que el
siguiente diagrama conmuta:
C
e // A
f
))
g
55 B
D
h
OO
e′
??~~~~~~~
Por la estructura aditiva de Ab, podemos definir el igualador de dos morfismos a partir del
kernel: sean f, g ∈ Ab(A,B), y sea Kf−g = {a ∈ A : (f−g)(a) = 0} = {a ∈ A : f(a) = g(a)}.
Para Ker(f − g) : Kf−g → A la inclusio´n, se tiene que f ◦Ker(f − g) = g ◦Ker(f − g). Si
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t ∈ Ab(C,A) es tal que f ◦ t = g ◦ t, por la definicio´n del kernel existe h ∈ Ab(C,Kf−g) tal
que el diagrama
Kf−g
k
""D
DD
DD
DD
D 0

A
f
))
g
55 B
C
h
OO
t
<<yyyyyyyyy
0
@@
conmuta. Entonces Ker(f−g) satisface la condicio´n del igualador, y dado que Kf−g = Kg−f ,
esta´ bien definido.
Definicio´n 2.1.5. Para f ∈ C(A,B), el cokernel de f es un morfismo Cok(f) ∈ C(B,E)
tal que:
1. Cok(f) ◦ f = 0
2. Para todo h ∈ C(B,D) tal que h ◦ f = 0, existe un u´nico h′ ∈ C(E,D) que hace el
siguiente diagrama conmutativo
A
f
// B
h
  
@@
@@
@@
@
Cok(f)
// E
h′

D
Para f ∈ Ab(A,B), sea E = B/f(A) el grupo cociente, y sea Cok(f) : B → B/f(A) el
morfismo cano´nico. Se tiene que Cok(f)◦f = 0. Sea, adema´s, t ∈ Ab(B,C) tal que t◦f = 0.
Entonces, sea t′ ∈ Ab(B/f(A), C) dada por t′([b]) = t(b), que hace el siguiente diagrama
conmutativo:
A
f
// B
t
##H
HH
HH
HH
HH
H
Cok(f)
// B/f(A)
t′

C
y, dado que, si [a] = [b], a − b ∈ f(A) y t(a − b) = 0, t(a) = t(b), t′ esta´ bien definida, pues
no depende del representante de clase.
Definicio´n 2.1.6. El coigualador de f, g : A → B es un morfismo e : B → D tal que
ef = eg, y para cualquier e′ : B → E que cumpla e′f = e′g, existe un u´nico h : D → E tal
que el siguiente diagrama conmuta:
A
f
))
g
55 B
e′   @
@@
@@
@@
e // D
h

E
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A partir de la definicio´n del cokernel, podemos definir el coigualador de dos morfismos
f, g ∈ Ab(A,B) como el cokernel de f − g.
Consideremos una categor´ıa A con objeto cero, kernel y cokernel. Sea C ∈ A, y sea PC el
conjunto de morfismos con codominio C. Podemos equipar este conjunto con un preorden
de la siguiente manera: g ≤ f ssi ∃g′ tal que g = fg′. Decimos que f = g si f ≤ g y g ≤ f .
Del mismo modo, sea QC el conjunto de morfismos con dominio C con el preorden u ≥ v ssi
∃v′ tal que v = v′u. A partir de estos preo´rdenes definimos la relacio´n de equivalencia f = g
ssi f ≤ g y g ≤ f .
Proposicio´n 2.1.1. [6][p. 193]Para f ∈ C(A,B)
1. Ker(Cok(Ker(f))) = Ker(f)
2. Cok(Ker(Cok(f))) = Cok(f).
Demostracio´n. 1. La afirmacio´n se deriva del siguiente diagrama conmutativo:
g

Ker(Cok(Ker(f)))
// A
f
//
Cok(Ker(f))
''OO
OOO
OOO
OOO
OOO B
h
XX
Ker(f)
55kkkkkkkkkkkkkkkkkk
j
OO
Por la definicio´n de Cok, existe un morfismo j tal que j ◦ Cok(Ker(f)) = f . Se tiene
que
Cok(Ker(f)) ◦Ker(Cok(Ker(f))) = 0 y componiendo con j
j ◦ Cok(Ker(f)) ◦Ker(Cok(Ker(f))) = 0
f ◦Ker(Cok(Ker(f))) = 0
y por definicio´n de kernel, existe el morfismo g tal que Ker(Cok(Ker(f))) = Ker(f)◦g.
Esto muestra que Ker(Cok(Ker(f))) ≤ Ker(f). Adema´s, Cok(Ker(f))◦Ker(f) = 0,
y una vez ma´s, por la definicio´n de kernel, existe un morfismo h tal queKer(Cok(Ker(f)))◦
h = Ker(f). Esto muestra que Ker(f) ≤ Ker(Cok(Ker(f))).
2. Ana´logo al anterior a partir de
A
j

f
// B
Cok(Ker(Cok(f)))
//
Cok(f)
))TTT
TTTT
TTTT
TTTT
TTT
h

Ker(Cok(f))
=={{{{{{{{
g
XX
Corolario 2.1.1. [6][p. 193] Un morfismo f es kernel ssi f = Ker(Cok(f)).
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Si C tiene objeto cero, kernel y cokernel, cualquier morfismo f puede factorizarse como
f = mq, donde m = Ker(Cok(f)) y q existe por la definicio´n de kernel.
q

f
//
Cok(f)
//
m
??
Proposicio´n 2.1.2. [6][p. 193] Si f = m′q′ con m′ un kernel, entonces existe t que hace el
siguiente diagrama conmutativo:
q′

q
//
m

t′




m′
//
Ma´s au´n, si C tiene igualadores y cada mono es kernel, entonces q es epi.
Demostracio´n. Seam′ = Ker(p′), donde p′ = Cok(m′). Sea p = Cok(m) = Cok(Ker(Cok(f))) =
Cok(f).
q
//
q′

m

t




m′
//
p′
//
p

w
??
Se tiene que p′m′ = 0, p′m′q′ = 0, p′f = 0, entonces existe w tal que p′ = wp, y p′m =
wpm = 0 con lo cual m se factoriza a trave´s de m′, m = m′t, y como mq = m′q′, m′q′ = m′tq
y siendo m′ mono, tq = q′ Para ver que q es epi, consideremos r, s tales que rq = sq, y sea e
el igualador de r y s. Existe entonces q′ que hace el siguiente diagrama conmutativo.
e

??
??
??
?
r
%%
s
99q′
OO
q
??
Sea f = mq = meq′. Sea m′ = me. Este u´ltimo es mo´nico, por ser m mo´nico, y resulta
entonces ser un kernel. Por la parte anterior, existe t tal que m = m′t = met y siendo m
mo´nico, 1 = et. Ahora, re = se, ret = set, r = s, y q resulta epimorfismo.
2.2. Ab como Categor´ıa Aditiva
Hasta ahora, una Ab-Categor´ıa, es una categor´ıa en la que A(B,C) tiene estructura de grupo
abeliano, y la composicio´n es bilineal respecto a la adicio´n.
Proposicio´n 2.2.1. [6][p. 194] Son equivalentes, sobre un objeto z en una Ab-Categor´ıa A
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1. z es inicial.
2. z es terminal.
3. 0 = 1z : z → z.
4. A(z, z) es el grupo trivial.
Demostracio´n. (1 → 3) Si z es inicial, existe un u´nico morfismo z → z, con lo cual
1z = 0.
(3 → 2) Si 1z = 0, ∀f : B → z, f = 1zf = 0f = 0, con lo cual so´lo existir´ıa un
morfismo B → z, y z es final.
(2→ 1) ∀f : z → C, f = 1zf = 0f = 0, con lo cual so´lo existir´ıa un morfismo z → C,
y z es inicial.
(3→ 4) Si f : z → z, f = f1z = f0 = 0, y entonces A(z, z) = 0.
(4→ 3) Si A(z, z) = 0, 1z = 0.
Definicio´n 2.2.1. Una categor´ıa aditiva es una Ab-categor´ıa donde, para todo par de objetos,
existe un producto.
Hay una condicio´n equivalente, la existencia de un biproducto.
Definicio´n 2.2.2. Un diagrama de biproducto para B,C en una Ab-categor´ıa es
B
i1
55 P
p2
))
p1
uu
C
i2
ii
donde p1i1 = 1B, p2i2 = 1C, i1p1 + i2p2 = 1C.
Proposicio´n 2.2.2. [6][p. 194] Dos objetos B,C en una Ab-Categor´ıa tienen producto si y
solo si tienen biproducto. De hecho, a partir de un diagrama de biproducto, P , con p1, p2 es
un producto; y con i1, i2 es un coproducto.
Demostracio´n. Supongamos que existe un diagrama de biproducto para B,C. Se tiene que
p1i2 = p1(i1p1 + i2p2)i2 = p1i2 + p1i2
de donde p1i2 = 0. Del mismo modo, p2i1 = 0. Sea
B P
p1
oo
p2
// C
D
f1
``@@@@@@@
h
OO
f2
>>~~~~~~~
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donde h = i1f1 + i2f2. Hemos de ver que h vuelve el diagrama conmutativo, y adema´s es
u´nico. La primera condicio´n se tiene de
p1h = p1i1f1 + p1i2f2 = f1,
p2h = p2i1f1 + p2i2f2 = f2.
Supongamos ahora que existe h′ : D → P tal que pih′ = fi, 1 ≤ i ≤ 2. Entonces h′ =
(i1p1 + i2p2)h
′ = i1p1h′ + i2p2h′ = i1f1 + i2f2 = h, lo cual establece la unicidad. A partir de
esto, P , junto a p1, p2 es un producto. Consideremos ahora el diagrama
B
i1 //
f1   @
@@
@@
@@
P
g

C
i2oo
f2~~ ~
~~
~~
~
D
donde g = f2p2 + f1p1. Igual que antes, necesitamos que g vuelva el diagrama conmmutativo
y sea u´nico; y a partir de
gi1 = f2p2i1 + f1p1i1 = f1
gi2 = f2p2i2 + f1p1i2 = f2
obtenemos lo primero. Si g′ : P → D cumple g′ij = fj, g′ = g′(i1p1+ i2p2) = g′i1p1+g′i2p2 =
f1p1 + f2p2 = g, y obtenemos unicidad. Luego, P , junto a i1, i2 es un coproducto.
Supongamos ahora que existe un producto para B,C, y consideremos el siguiente diagrama
conmutativo:
B
1B
{{ww
ww
ww
ww
w
i1

0
##G
GG
GG
GG
GG
B B × Cp1oo p2 // C
C
0
ccGGGGGGGGGG
i2
OO
1C
;;wwwwwwwwww
donde i1, i2 aparecen por la propiedad del producto. Ahora, consideremos k = i1p1 + i2p2, y
veamos que
p1(i1p1 + i2p2) = p1 + 0p2 = p1
p2(i1p1 + i2p2) = 0p1 + p2 = p2.
Esto convierte el siguiente diagrama en conmutativo
B B × Cp1oo p2 // C
B × C
p1
ccGGGGGGGGG
k
OO
p2
;;wwwwwwwww
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Pero, por la unicidad del morfismo producto, i1p1 + i2p2 = 1B×C , con lo cual
B
i1
11 B × C
p2
**
p1
tt
C
i2
mm
es un diagrama de biproducto.
En Ab, el biproducto es la suma directa B ⊕ C, con las proyecciones e inclusiones usuales.
Se tiene entonces que Ab es una categor´ıa aditiva.
2.3. Ab como Categor´ıa Abeliana
Definicio´n 2.3.1. Una categor´ıa Abeliana es una categor´ıa aditiva donde
1. Cada morfismo posee kernel y cokernel.
2. Cada monomorfismo es un kernel, y cada epimorfismo es un cokernel.
Para la categor´ıa Ab, ya hemos definido el kernel y el cokernel de un morfismo de la manera
usual. Basta agregar, entonces, que cada mono es kernel, y cada epi es cokernel. Supongamos
que f es monomorfismo, veamos que es kernel de su cokernel. Sea i el morfismo cano´nico
para B/Im(f), y sea h tal que ih = 0.
A
f
// B
i // B/Im(f)
C
j
OO
h
??        
Sea c ∈ C. Como i(h(c)) = 0, h(c) ∈ Im(f), luego existe a ∈ A que cumple f(a) = h(c), y
es u´nico por ser f mono. Definamos j(c) = a, con lo cual h = fj. Ahora, supongamos que f
es epimorfismo, y veamos que es cokernel de su kernel. Sea i la inclusio´n del kernel de f en
A, y sea h tal que hi = 0
Ker(f) i // A
f
//
h

>>
>>
>>
>>
B
j

C
Sea b ∈ B. Por ser f epi, existe un a ∈ A tal que f(a) = b. Definamos j(b) = h(a), para algun
a ∈ f−1(b). Este morfismo esta´ bien definido, pues si a, a′ cumplen que f(a) = f(a′) = b,
f(a− a′) = 0, y a− a′ ∈ Ker(f). Luego, h(a− a′) = 0 y h(a) = h(a′).
Proposicio´n 2.3.1. [6][p. 199] En una categor´ıa Abeliana, cada morfismo tiene una facto-
rizacio´n f = me, con m mono y e epi, siendo
m = ker(Cok(f)); e = Cok(Ker(f)).
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Demostracio´n. Sea m = ker(Cok(f)). Como Cok(f)f = 0, f debe factorizarse a trave´s de
m, por la propiedad del kernel. Luego, f = me para un u´nico e, y por (2.1.2), e es epi.
Consideremos
Ker(f)

??
??
??
?
Ker(e)
//
f

??
??
??
?
e //
m

Tenemos que fKer(f) = meKer(f) = 0, as´ı que eKer(f) = 0 por ser m mono, y Ker(f) se
factoriza a trave´s de Ker(e). Por otra parte, meKer(f) = fKer(e) = 0, as´ı que Ker(e) se
factoriza a trave´s de Ker(f). Esto es, Ker(f) = Ker(m). Como e es epi, e = Cok(Ker(e)) =
Cok(Ker(f)).
A partir de esto, podemos definir la imagen y coimagen de f como
Im(f) = m;CoIm(f) = e.
En una categor´ıa abeliana existen el pullback y pushout.
Proposicio´n 2.3.2. [1][p. 40] El diagrama
B
A C
?
g
-f
puede ser extendido a un diagrama de pullback.
Demostracio´n. Consideremos A×B, y los morfismos dados por
A×B A C
A×B B C
-p1 -f
-p2 -g
y sea K
i−→ A×B = el igualador de estos morfismos. Definamos
K
t−→ A = K i−→ A×B p1−→ A
K
s−→ A = K i−→ A×B p2−→ A.
Se tiene que
K B
A C
-s
?
t
?
g
-f
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es un diagrama conmutativo. Veamos que es, adema´s, un diagrama de pullback. Considere-
mos morfismos D
u−→ A y D v−→ B de tal modo que el diagrama
D B
A C
-v
?
u
?
g
-f
es conmutativo. Por la propiedad del producto, existe un u´nico morfismo j para el cual
D
u
{{ww
ww
ww
ww
w
j

v
##G
GG
GG
GG
GG
A A×Bp1oo p2 // B
es conmutativo. Pero entonces gv = gp2j y fu = fp1j, y por la propiedad del igualador,
existe un u´nico morfismo α : D → K para el cual j = iα, y entonces el diagrama
D
v
##
u

α
  
AA
AA
AA
A
K s
//
t

B
g

A
f
// C
es conmutativo.
Proposicio´n 2.3.3. [1][p. 42]El diagrama
C B
A
-g
?
f
puede ser extendido a un diagrama de pushout.
Demostracio´n. De manera dual al anterior, usando coproductos y coigualadores.
3 Algunas Subvariedades de Grupos
W. Neumann, en [7], definio´ el ret´ıculo de variedades, mediante el concepto de interpretabi-
lidad. En los an˜os siguientes, se trabajo´ en la localizacio´n de diversas estructuras dentro del
ret´ıculo, y co´mo se relacionaban entre s´ı. Se sigue aqu´ı el desarrollo planteado en [3], donde
se muestran relaciones entre algunas variedades de grupos.
3.1. El Ret´ıculo de Variedades
Definicio´n 3.1.1. Para un conjunto no vac´ıo A definimos una operacio´n f de aridad n,
como una funcio´n
f : An → A.
Un a´lgebra es un par 〈A,F 〉, donde A es un conjunto no vac´ıo, y F un conjunto finito de
operaciones definidas sobre A. Una suba´lgebra de 〈A,F 〉 es un subconjunto de A donde las
operaciones de F esta´n bien definidas. Las aridades de las operaciones pueden ser escritas
en orden descendente, formando una tupla, que es llamada el tipo del a´lgebra.
Podemos considerar un grupo como un a´lgebra 〈G,+,−, e〉, donde + es la operacio´n de
grupo, de aridad 2; − es la operacio´n que a cada elemento asigna su inverso, de aridad 1; y
la operacio´n e, que asigna a todo elemento el cero del grupo, de aridad 0. Estas operaciones
cumplen las propiedades usuales para grupos, y convierten al grupo en un a´lgebra de tipo
(2, 1, 0). Podemos considerar el conjunto de todas las a´lgebras del mismo tipo, y llamarlo
clase de a´lgebras similares. Sea K una clase de a´lgebras similares. Sobre esta podemos definir
ciertos operadores:
H(K) = Algebras isomorfas a algu´n elemento de K.
S(K) = Algebras isomorfas a alguna suba´lgebra de un elemento de K.
P (K) = Algebras isomorfas a productos directos de elementos de K.
Estos operadores son operadores de clausura. Si O es uno de estos operadores, se cumple que
K ⊆ O(K)
K1 ⊆ K2 → O(K1) ⊆ O(K2)
O(K) = O(O(K)).
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Definicio´n 3.1.2. Una clase K de a´lgebras similares es una variedad si
K = H(K) = S(K) = P (K) = HSP (K).
Podr´ıamos revisar que una clase de a´lgebras en particular cumpliese O(K) ⊆ K, para los
tres operadores dados, pero el teorema de Birkhoff proporciona una manera ma´s sencilla de
caracterizar una variedad, usando el concepto de clase ecuacional. Para un a´lgebra K de tipo
t, definimos
IdK(X) = {τ ≈ σ : τ, σ son te´rminos en el lenguaje de K, con variables en X}.
Para Σ ⊆ IdK(X), definimos Mod(Σ), como el conjunto de a´lgebras A de tipo t, que son
modelos de Σ, A |= Σ.
Definicio´n 3.1.3. Una clase de a´lgebras K de tipo t se dice clase ecuacional si K = Mod(Σ),
para algu´n Σ ⊆ IdK(X). En este caso se dice que K es axiomatizada por Σ.
Teorema 3.1.1 (Birkhoff). Toda clase ecuacional es una variedad, y toda variedad es una
clase ecuacional.
De este modo, clases de estructuras algebraicas conocidas, y definidas a traves de ecuaciones,
son variedades. Para ver co´mo se relacionan, puede usarse la nocio´n de interpretabilidad.
Definicio´n 3.1.4. Decimos que una variedad V es interpretable en W si para cada operacio´n
f en V , existe un te´rmino αf en el lenguaje de W tal que si 〈A,Gs〉s∈S es un a´lgebra en W ,
entonces 〈A,αf〉 ∈ V , donde αf es la interpretacio´n del te´rmino αf en 〈A,Gs〉s∈S. Dicho de
otra manera, las operaciones de V pueden ser reescritas en te´rminos de W , y las a´lgebras
de W donde este te´rmino tiene sentido son en verdad a´lgebras de V .
Definicio´n 3.1.5. Dos variedades, V y W , se dicen equi-interpretables, V ≡ W , si V ≤ W
y W ≤ V .
A partir de estas definiciones, la relacio´n ≤ se convierte en un orden parcial sobre las
variedades. Adema´s, podemos considerar clases de variedades equi-interpretables, [V ] =
{Wvariedad/V ≡ W}. La relacio´n ≤ se interpreta de manera natural: [V ] ≤ [W ] si y
solo si V ≤ W , para algu´n representante de cada clase. Las clases equi-interpretables, junto
a esta relacio´n, forman un ret´ıculo,
L = {[V ], V variedad,≤}.
Veamos co´mo definir las operaciones del ret´ıculo. Sean dos variedades V y W , con operaciones
{Fs}s∈S y {Fs}s∈T respectivamente, que no tienen tipos en comu´n (S∩T = ø). Consideremos,
adema´s, bases ecuacionales Σ = {σi = τi, i ∈ I} y Γ = {µj = νj, j ∈ J} para V y W ,
respectivamente.
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Definicio´n 3.1.6. La variedad coproducto [V qW ] es una variedad de tipo S ∪ T , axioma-
tizada por Σ ∪ Γ. La variedad producto [V ×W ] es la variedad con operaciones {Fs}s∈S∪T ,
y una operacio´n binaria, notada xy, definida por:
xx = x
(xy)(uv) = xv
Fs(x1y1, x2y2, . . . , xnyn) = (Fs(x1, x2, . . . , xn))(Fs(y1, y2, . . . , yn))
x1(Fs(y1, y2, . . . , yn)) = x1y1
(Fs(x1, x2, . . . , xn))y1 = x1y1
σiy = τiy
xµj = xνj.
Proposicio´n 3.1.1. [3][p. 20] [V ] ∨ [W ] = [V qW ].
Demostracio´n. Veamos que [V ] ≤ [V qW ]. Para Fs una operacio´n n-aria en [V ], existe un
te´rmino αs = Fs(x1, x2, . . . , xn) en el lenguaje de [V qW ] (ya que el lenguaje de esta clase
contiene al lenguaje de [V ]), de tal modo que si 〈A, {Fs}s∈S∪T 〉 es un a´lgebra en [V qW ],
〈A,αss∈S〉 es un a´lgebra de [V ] (simplemente omitiendo las operaciones heredadas de [W ]).
De manera ana´loga, [W ] ≤ [V qW ]. Supongamos que existe una clase [Z] tal que [V ] ≤
[Z] ≤ [V qW ] y [W ] ≤ [Z] ≤ [V qW ]. Sea Fs una operacio´n n-aria de [V qW ]. Si s ∈ S, Fs
es una operacio´n de [V ], y le corresponde un te´rmino αs en el lenguaje de [Z]; mientras que
si s ∈ T , Fs es una operacio´n de [W ], y le corresponde un te´rmino α′s en el lenguaje de [Z].
Ahora, sea 〈A〉 un a´lgebra de [Z]. Se tiene que 〈A,αss∈S〉 es un a´lgebra de [V ], y 〈A,α′ss∈T 〉
es un a´lgebra de [W ]. A partir de esto, 〈A,αss∈S ∪α′ss∈T 〉 es un a´lgebra de [V qW ]. Se tiene,
entonces, que [V qW ] ≡ [Z].
Lema 3.1.1. [3][p. 20] [V ×W ] ≤ [V ] y [V ×W ] ≤ [W ].
Demostracio´n. Veamos que [V ×W ] ≤ [V ]. Para la operacio´n binaria propia de [V ×W ],
asignemos a xy el te´rmino α = x en el lenguaje de [V ]. Para Fs(x1, x2, . . . , xn) una operacio´n
de [V ×W ], asignamos αs = Fs, si s ∈ S; y αs = x1 si s ∈ T . De esta manera, dada un
a´lgebra 〈A〉 de V , 〈A, {αs}〉 es un a´lgebra de [V × W ]. As´ı, [V × W ] ≤ [V ]. De manera
ana´loga, [V ×W ] ≤ [W ].
Podemos considerar a [V ] como la subvariedad de [V × W ] definida por la ley adicional
xy = x, y a [W ] como la subvariedad de [V ×W ] definida por xy = y.
Lema 3.1.2. [3][p. 21] Cada a´lgebra en [V ×W ] es isomorfa a A×B, para algu´n A ∈ V y
B ∈ W .
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Demostracio´n. Sea C un a´lgebra en [V × W ]. Sea b ∈ C, y sea Cb = {cb : c ∈ C}, y
bC = {bc : c ∈ C}. Definamos los morfismos
C
φ
**
Cb× bCψhh
donde φ(x) = (xb, bx), y ψ(xb, by) = xy. Se tiene que
ψ(φ(x)) = ψ(xb, bx) = xx = x
φ(ψ(xb, by)) = φ(xy) = (xyb, bxy) = ((xy)(bb), (bb)(xy)) = (xb, by).
Con lo cual estos morfismos son inversos el uno del otro, y resultan ser biyecciones. Ahora,
para una operacio´n Fs de [V ×W ], definamos una operacio´n F ′s en Cb, y una operacio´n F ′′s
en bC de la siguiente manera:
F ′s(x1b, . . . xnb) = Fs(x1b, . . . xnb)b
F ′′s (bx1, . . . bxn) = bFs(bx1, . . . bxn).
Sea A = 〈Cb; {F ′s}〉 y B = 〈bC; {F ′′s }〉. Se tiene que (cb)(c′b) = cb y (bc)(bc′) = bc′, con lo
cual A ∈ V y B ∈ W . Adema´s,
ψ(Fs(x1, . . . xn)) = (Fs(x1, . . . xn)b, bFs(x1, . . . xn))
= (Fs(x1b, . . . xnb)b, bFs(bx1, . . . bxn))
= (F ′s(x1b, . . . xnb), F
′′
s (bx1, . . . bxn))
= FCb×bCs ((x1b, bx1), . . . , (xnb, bxn))
= FCb×bCs (ψ(x1), . . . , ψ(xn))
con lo cual ψ es un homomorfismo.
Proposicio´n 3.1.2. [3][p. 20] [V ] ∧ [W ] = [V ×W ].
Demostracio´n. Ya tenemos que [V ×W ] ≤ [V ] y [V ×W ] ≤ [W ]. Supongamos que existe [Z]
tal que [V ×W ] ≤ [Z] ≤ [V ] y [V ×W ] ≤ [Z] ≤ [W ]. Para Fs una operacio´n de Z, existen
te´rminos αs en el lenguaje de V y α
′
s en el lenguaje de W . Consideremos el te´rmino αsα
′
s
en el lenguaje de [V ×W ]. Sea C un a´lgebra de [V ×W ]. Consideremos 〈C, {αsα′s}〉. Por
el lema anterior, esta es isomorfa a 〈A × B, {αsα′s}, y en esta a´lgebra la interpretacio´n del
este te´rmino convierte el a´lgebra en (〈A, {αs}〉, 〈B, {α′s}〉), y cada una de estas es un a´lgebra
de Z, as´ı que pertenece a P (Z) = Z. Entonces, 〈C, {αsα′s}〉 es isomorfa a un a´lgebra de Z,
luego es un a´lgebra de Z. De este modo, [Z] ≤ [V ×W ] y [Z] ≡ [V ×W ].
Podemos dar otra interpretacio´n a la relacio´n ≤ del ret´ıculo. Consideremos la variedad V
como una categor´ıa.
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Proposicio´n 3.1.3. [3][p. 17] V ≤ W si y solo si existe un funtor ψ : W → V que hace el
siguiente diagrama conmutativo:
W
UW ""E
EE
EE
EE
E
ψ
// V
UV||zz
zz
zz
zz
Con
donde los funtores UW , UV son los funtores olvido a la categor´ıa de conjuntos.
Demostracio´n. Supongamos que V ≤ W . Entonces, para cada operacio´n Fs, s ∈ S de V
existe un te´rmino αs en el lenguaje de W . Consideremos la asignacio´n ψ(〈A, {Fs}s∈T 〉) =
〈A, {αss∈S}〉, que toma un a´lgebra de W e interpreta los te´rminos αs para dar lugar a un
a´lgebra de V . Esta asignacio´n deja iguales los homomorfismos entre a´lgebras de W (y estos
esta´n bien definidos, ya que los universos son los mismos, y el lenguaje no ha cambiado).
Dado el funtor ψ, supongamos que V  W , as´ı que existe una operacio´n f en V que no
puede reescribirse en te´rminos de W . De este modo, ψ(A) /∈ V , ya que no podr´ıa aparecer
la operacio´n f dentro de la interpretacio´n de A.
El funtor ψ recibe el nombre de funtor concreto.
Definicio´n 3.1.7. Para A un a´lgebra,
Archivo(A) = (A,Aut(A), End(A), Sub(A), Con(A), · · · ),
donde Aut(A) es el grupo de automorfismos de A, End(A) el monoide de endomorfismos,
Sub(A) el ret´ıculo de subuniversos, Con(A) el ret´ıculo de congruencias, etc. Decimos que,
para dos a´lgebras A,B, Archivo(A) ≤ Archivo(B) si y solo si los universos de ambas a´lgebras
coinciden, y Aut(B) ⊆ Aut(A), End(B) ⊆ End(A), etc.
Proposicio´n 3.1.4. [3][p. 26] Si V ≤ W , entonces para cada a´lgebra B ∈ W existe un
a´lgebra A ∈ V tal que Archivo(A) ≤ Archivo(B).
Demostracio´n. Sea ψ : W → V un funtor concreto. Para B ∈ W , A = ψ(B).
La razo´n por la cual la lista de estructuras de Archivo(A) se extiende, es porque puede ser
expandida para buscar una contradiccio´n en la anterior proposicio´n.
Definicio´n 3.1.8. Sea A un a´lgebra y V una variedad. Decimos que A es interpreta-
blemente simple en V (SIN en V ), si y solo si para cualquier par de funtores concretos
ψ, φ : HSP (A)→ V , se tiene que ψ(A) = φ(A).
Es decir, todas las interpretaciones de A en V son isomorfas.
Proposicio´n 3.1.5. [3][p. 26] Sea A ∈ V , SIN en V . Si U,W son subvariedades de V tales
que A ∈ U y A /∈ W , entonces W  U .
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Demostracio´n. Supongamos que W ≤ U . Existe, entonces, un funtor concreto ψ : U → W .
Sea
HSP (A) U W V-
i -ψ -i
HSP (A) V-
i
donde i es un funtor inclusio´n. Como A es SIN en V , el funtor compuesto y el funtor inclusio´n
deben tener las mismas imagenes, lo que implica que A ∈ W .
3.2. Localizacio´n de Algunas Subvariedades de Grupos
Veamos co´mo se relacionan algunas subvariedades dentro del ret´ıculo. Para cualquier ret´ıculo
L, un elemento se dice a se dice ∧-primo si y solo si
x ∧ y ≤ a→ x ≤ a o y ≤ a,
para cualquier x, y ∈ L. Si adema´s se tiene que
x ∧ y = a→ x = a o y = a,
se dice que a es ∧-irreducible.
Proposicio´n 3.2.1. [3][p. 37] Si V puede escribirse como una unio´n de una cadena ascen-
dente de variedades, V =
⋃
Vi, V0 ⊆ V1 ⊆ V2 ⊆ . . . , y cada una de estas variedades es
generada por un a´lgebra Ai, HSP (Ai) = Vi, cada una con un nu´mero primo de elementos,
entonces V es ∧-prima.
Demostracio´n. Supongamos que U ∧W = U ×W ≤ V . Existe entonces un funtor concreto
ψ : V → U × W , definido por las interpretaciones de las operaciones de U × W en V .
Supongamos α(x, y) el te´rmino en V que define la operacio´n xy de U ×W . Ahora, para cada
Ai, ψ(Ai) = Bi×Ci, para Bi ∈ U , Ci ∈ W . Dado que los universos de ambas a´lgebras deben
ser de igual cardinalidad, ψ(Ai) tiene un nu´mero primo de elementos, con lo cual |Bi| = 1 o
|Ci| = 1. Entonces, ψ(Ai) ∈ U o ψ(Ai) ∈ W . Supongamos que ψ(Ai) ∈ U . Entonces, Vi ∈ U ,
y por ser una cadena ascendente, Vj ∈ U para j ≥ i, con lo cual el funtor ψ enviar´ıa V en
U , y U ≤ V .
Corolario 3.2.1. [3][p. 38] Abp, los grupos abelianos de exponente primo p, es ∧-prima.
Demostracio´n. Abp esta´ generada por un a´lgebra de potencia prima (Zp), y Ai = Zp.
Para grupos abelianos (Ab), grupos abelianos de exponente k (Abk), anillos (An), anillos de
caracter´ıstica k (Ank), anillos unitarios de caracter´ıstica k (Anuk) y anillos conmutativos
unitarios de caracter´ıstica k (Ancuk), se tiene que:
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Proposicio´n 3.2.2. [3][p. 76]
1. Ab ≡ An
2. Abk ≡ Ank, ∀k > 1
3. Abk < Anuk ≤ Ancuk, ∀k > 1
Demostracio´n. Consideremos el funtor olvido de anillos a grupos abelianos, ψ : An→ Grp,
que omite la multiplicacio´n y el 1, si existe. Para este funtor, el diagrama
An
UAn ""F
FF
FF
FF
F
ψ
// Ab
UGrp||yy
yy
yy
yy
Con
es conmutativo, y por ende Ab ≤ An, Abk ≤ Ank ≤ Anuk. Si consideramos el funtor
φ : Ab → An, que asigna a cada grupo abeliano una estructura de anillo definiendo la
multiplicacio´n a · b = 0, el funtor φ resulta ser un funtor concreto, y An ≤ Ab, Ank ≤ Abk.
As´ı, Ab ≡ An, Abk ≡ Ank. Si suponemos que Anuk ≤ Abk, existen te´rminos en el lenguaje de
grupos que interpretan las operaciones del anillo. Sean qx+ly el te´rmino para x+y, y nx+my
el te´rmino para x · y, donde a, l, n,m son enteros, y el simbolo de la operacio´n de grupo es
+, y el del anillo +. Se tiene que 0+0 = q0 + l0 = 0, con lo cual el cero de Abk coincide con
el cero de Anuk. Tenemos adema´s que 0 = 0 ·a = n0+ma = ma y 0 = a ·0 = na+m0 = na.
En particular, para Zk ∈ Abk, se tiene que 0 = m1 = m y 0 = 1n = n, y x ·y = 0, con lo cual
1 · 1 = 0, y la interpretacio´n de Zk en Anuk ser´ıa un anillo de un solo elemento, pero esto
contradice el hecho de que los universos de ambas a´lgebras han de coincidir. Este argumento
tambie´n muestra que Ab < Ancu.
Proposicio´n 3.2.3. [3][p. 78] Sea p un nu´mero primo. Para la variedad de anillos conmu-
tativos con unidad de caracter´ıstica p (Ancup), y la subvariedad de esta que cumple x
p = x
(Ancup), se tiene que Ancup < Ancup.
Demostracio´n. Por ser Ancup una subvariedad de Ancup, Ancup ≤ Ancup. Supongamos que
Ancup ≥ Ancup. Sean t(x, y), u(x, y) los te´rminos que interpretan la suma y multiplicacio´n,
respectivamente, de Ancup en el lenguaje de Ancup. Consideremos la multiplicacio´n t(x, y).
En el lenguaje de Ancup,
t(x, y) = a0 + a1(x+ y) + a2xy + a3(x
2 + y2) + a4(x
2y + xy2) + · · ·+ ak(xnym + xmyn),
donde, sin perdida de generalidad, n ≥ m. Consideremos t(t(x, y), z) = a0+. . . ak((t(x, y))nzm+
(t(x, y))mzn) = a0 + . . . (ak)
n+1(xnym)nzm. En esta expresio´n, x aparece a la potencia n2,
pero en t(x, t(y, z)) esta potencia de x no aparece, as´ı que el coeficiente de (xnym)nzm
en t(x, t(y, z)) es cero. Como t(t(x, y), z) = t(x, t(y, z)), an+1k = 0, y ak = 0. Usando
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repetidas veces este argumento, podemos eliminar de la expresio´n de t(x, y) los ultimos
te´rminos hasta llegar a a3 = 0. Usando el mismo argumento sobre u(x, y), tenemos que
t(x, y) = a0 + a1(x + y) + a2xy y u(x, y) = b0 + b1(x + y) + b2xy. Definamos ahora x
n(t)
de manera recursiva: x1(t) = x y xn+1(t) = t(x, xn(t)). Desarrollando esta ultima expresio´n
obtenemos xn+1(t) = a0 + · · ·+ an2xn+1, y en particular xp(t) = a0 + · · ·+ ap−12 xp. Por la con-
dicio´n extra de Ancup, xp(t) = x, as´ı que ap−12 = 0, a2 = 0. De manera ana´loga, definiendo
xn(u), y dado que xp(u) = 0u (por ser un anillo de caracter´ıstica p), b
p−1
2 = 0 y b2 = 0. As´ı,
t(x, y) = a0 + a1(x+ y) y u(x, y) = b0 + b1(x+ y). Adema´s,
t(t(x, y), z) = a0 + a0a1 + a
2
1x+ a
2
1y + a1z
t(x, t(y, z)) = a0 + a0a1 + a1x+ a
2
1y + a1z
de donde a21 = a1, y a1 = 1. Del mismo modo, b1 = 1. As´ı, t(x, y) = a0 + x + y y u(x, y) =
b0 + x+ y. Dado que x = u(x,−b0), se tiene que −b0 = 0u, y as´ı 0u = t(0u, 0) = a0 + 0u + 0
de donde a0 = 0. Luego, 0u = t(0u, 0u) = 0u + 0u y 0u = 0 = −b0. Usando esto, t(x, y) =
u(x, y) = x + y. Y, dado que las operaciones coinciden, 1t = 0u, lo que significa que la
interpretacio´n de cualquier anillo ser´ıa un anillo de un elemento. Pero Ancup tiene anillos
no triviales, y la interpretacio´n de estos debe ser del mismo cardinal.
Proposicio´n 3.2.4. [8][p. 256] Sea ψ : V → W un funtor concreto entre variedades de
grupos. Para G ∈ V , el elemento neutro y los inversos en G y ψ(G) coinciden.
Demostracio´n. Sea · la operacio´n de G y ∗ la operacio´n de ψ(G). Sea {1} el grupo trivial,
y sea i : {1} → G el u´nico morfismo entre estos grupos, donde f(1) = eG. Sea adema´s
ψ(i) : {1} → ψ(G), la imagen bajo ψ de f . Aqu´ı, ψ(i)(1) = i(1) = eψ(G), y los neutros
coinciden. Ahora, como W ≤ V existe un te´rmino en el lenguaje de V que interpreta la
operacio´n de W . Sea xi1 · yj1 · · · · · xin · yjn la interpretacio´n de x ∗ y. Para y = eψ(G) = eG,
tenemos que x = xa para a =
∑
ik, y de manera ana´loga y = y
b para b =
∑
jk. Tomemos
entonces x ∗ x−1 = xa · x−b = x · x−1 = eG, con lo cual los inversos tambie´n coinciden.
Proposicio´n 3.2.5. [3][p. 80] Sea ψ : V → W un funtor concreto entre variedades de
grupos. Si V ⊆ Ab, el funtor es un funtor inclusio´n.
Demostracio´n. Sea G un grupo en V . Tenemos que x ∗ y = xi1 · yj1 · · · · · xin · yjn . Siendo
G un grupo abeliano, x ∗ y = xa · yb. Pero x = xa y y = yb, con lo cual ambas operaciones
coinciden, y G = ψ(G).
Corolario 3.2.2. [3][p. 80] Si V y W son variedades de grupos abelianos y V es una sub-
variedad propia de W , W < V .
Proposicio´n 3.2.6. [3][p. 80] Para (N, |) el orden parcial sobre los naturales dado por la
relacio´n de divisibilidad, Abm ∧ Abn = Abm∨n, para todo m,n ∈ N.
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Demostracio´n. Sean p, q primos distintos, y k, l ∈ N. A partir de la definicio´n de ∧, Abpkql ≤
Abpk ∧ Abql . Definamos un funtor ψ : Abpkql → Abpk ∧ Abql de la siguiente manera: Sea
(G, ·,−1, e) ∈ Abpkql . G = Gp × Gq, donde estos son los p y q subgrupos de Sylow de G,
respectivamente. Definamos ψp(Gp) = (Gp, ·,−1, e, ◦,−1x, ex, pi), donde (Gp, ,˙− 1, e) ∈ Abpk
es el p subgrupo de Sylow de G, y x◦y = x, x−1x = x, ex(x) = x y pi(x, y) = x, donde pi es la
operacio´n de yuxtaposicio´n. Del mismo modo, definimos ψq(Gq) = (Gq, •,−1•, e•, ·,−1, e, pi),
donde (Gq, ·,−1, e) ∈ Abql es el q subgrupo de Sylow y x • y = x, x−1• = x, e•(x) =
x, pi(x, y) = x. A partir de esto, sea ψ(G) = ψp(Gp) × ψq(Gq). Si h : G → H es un
Abpkql homomorfismo, se tiene que h(Gp) ⊆ Hp y h(Gq) subseteqHq, y h = (h|Gp , h|Gq).
As´ı, ψp(h|Gp) : ψp(Gp) → ψp(Hp) es un homomorfismo, y {◦,−1x, ex, pi} son proyecciones.
Ana´logamente, ψq(h|Gq) : ψp(Gq)→ ψp(Hq) tambie´n es un homomorfismo. Podemos definir,
entonces, ψ(h) = (ψp(h|Gp), ψq(h|Gq)), y por construccio´n, ψ es un funtor concreto. Esto
muestra que Abpkql ≥ Abpk ∧Abql , y Abpkql = Abpk ∧Abql . A partir de esto, si n = pn11 · · · pnkk ,
Abn = Abpn11 ∧ · · · ∧ Abpnkk .
Sean m,n ∈ N. m = pm11 · · · pmkk y n = pn11 · · · pnkk . Entonces
Abm ∧ Abn = (Abpm11 ∧ · · · ∧ Abpmkk ) ∧ (Abpn11 ∧ · · · ∧ Abpnkk )
= (Abpm11 ∧ Abpn11 ) ∧ · · · ∧ (Abpmkk ∧ Abpnkk )
= Ab
p
max{m1,n1}
1
∧ · · · ∧ Ab
p
max{mk,nk}
k
= Abm∨n
Proposicio´n 3.2.7. [3][p. 81] Zn es SIN en Grp.
Demostracio´n. Sean V y W subvariedades de Grp, V ≤ W , y supongamos 〈Zn,+n〉 ∈ W .
Sea α(x, y) = xi1 + yj1 + · · ·+ xin + yjn el te´rmino en lenguaje de W tal que 〈Zn, αZn〉 ∈ V .
Se tiene que xαZny = ax +n by, donde b =
∑
jk y a =
∑
ik, y 0αZn1 = b y 1αZn0 = a.
Tenemos, por asociatividad,
(xαZny)αZnz = (ax+n by)αZnz
= a(ax+n by) +n bz
= a2x+n aby +n bz
= ax+n +bay +n b
2z
= ax+n b(ay +n bz)
= ax+n b((yαZnz)) = xαZn(yαZnz)
y para x = 1, y = z = 0, tenemos que a = a2. Analogamente, b = b2. As´ı, a, b = 0, 1,
y 0αZn0 = 0, con lo cual 0 se convierte en el neutro de 〈Zn, αZn〉. As´ı, xαZn0 = x y a =
1αZn0 = 1. Del mismo modo, b = 1. As´ı, xαZny = x+n y, y la interpretacio´n de la operacio´n
es siempre la misma.
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Definicio´n 3.2.1. Para un grupo finito G, de orden n, definimos la estructura de orden de
G como la n-upla (OG,1, · · · , OG,n), donde OG,i es el nu´mero de elementos de orden i.
Lema 3.2.1. [3][p. 82] Para V,W subvariedades de Grp, y ψ : V → W un funtor concreto,
OG,k ≤ Oψ(G),k, para todo k.
Demostracio´n. El nu´mero de subgrupos de G, isomorfos a Zk, distintos, es OG,k/OZk,k. Aho-
ra, como Archivo(ψ(G)) ⊆ Archivo(G), ψ(G) tiene por lo menos tantos subgrupos isomorfos
a Zk como G, as´ı que OG,k/OZk,k ≤ Oψ(G),k/OZk,k, lo que implica OG,k ≤ Oψ(G),k.
Proposicio´n 3.2.8. [3][p. 82] Sea G un grupo finito. Sean V,W variedades de grupos, y
G ∈ V . Para cualquier funtor concreto ψ : V → W ,
(OG,1, · · · , OG,|G|) = (Oψ(G),1, · · · , Oψ(G),|G|).
Adema´s, ψ preserva el exponente de G.
[3][p. 82]
Demostracio´n. Se tiene que 0 ≤ OG,i ≤ Oψ(G),i, para todo i = 1, · · · , |G|. Adema´s,
|G| = Σ|G|i=1OG,i ≤ Σ|ψ(G)|i=1 Oψ(G),i = |ψ(G)| = |G|,
y por ende OG,i = Oψ(G),i.
Definicio´n 3.2.2. Sea S ⊆ L, L un ret´ıculo. Decimos que S es una cadena si para cualquier
par de elementos a, b ∈ S, a 6= b, a < b o b < a. Es una anticadena si para cualquier par de
elementos a, b ∈ S, a 6= b, a  b y b  a (notado a||b). Definimos, adema´s, la longitud de S
como el supremo de los cardinales de anticadenas en S. Para un elemento a ∈ S, definimos
la cota de a, como la cardinalidad de la menor cadena maximal a1 < a2 < · · · < a (donde
no pueden ser insertados ma´s elementos al comienzo o en medio de la cadena).
Proposicio´n 3.2.9. [3][p. 83] Para cada n ∈ N, la longitud del L-intervalo [Ab,Abn] es
infinita.
Demostracio´n. {Abpn, p es primo y p - n} es un subconjunto de este intervalo, y dado que
Zpn y Zqn son SIN en Grp, con p 6= q, y dado que cualquier funtor concreto debe conservar
el exponente del grupo, no puede haber ningu´n funtor concreto entre Abpn y Abqn. As´ı,
Abpn||Abqn.
SeaNn la variedad de grupos n-nilpotentes, la variedad de grupos definida por [x1, x2, · · · , xn+1] =
1, donde [x1, x2, · · · , xn+1] esta´ definido de manera recursiva como: [x, y] = x−1y−1xy,
[x1, x2, · · · , xn+1] = [[x1, · · ·xn], xn+1]. Sea adema´s M la variedad de grupos metabelianos,
definida por [[x, y], [z, w]] = 1, y Mn la variedad de grupos n-metabelianos, donde cada sub-
grupo generado por n o menos elementos es metabeliano. Este tipo de variedades se dice
definida por conmutadores.
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Proposicio´n 3.2.10. [3][p. 83] Sea Bn la variedad de grupos de exponente n. Sean m,n ∈ N,
m 6= n, m|n. Entonces
1. Bn < Bm.
2. [Grp,Bn] tiene longitud infinita.
3. Bn ∩X < Bm ∩X, para cualquier variedad de grupos X definida por conmutadores.
Demostracio´n. Dado que Bm es una subvariedad de Bn, Bn ≤ Bm y Bn ∩ X ≤ Bm ∩ X.
Ahora, dado que Zm ∈ Bm∩X ⊆ Bm, y es SIN en grupos, no puede existir un funtor concreto
ψ : Bm → Bn o ψ : Bm ∩ X → Bn ∩ X, pues el exponente del grupo se ha de conservar.
Si consideramos {Bpn, p es primo y p - n} como un subconjunto de [Grp,Bn], Bpn||Bqn para
q 6= p. As´ı, este intervalo tiene longitud infinita.
Lema 3.2.2. [3][p. 84] Todo grupo dihedral Dn es SIN en Grp.
Demostracio´n. Sea ψ : HSP (Dn) → Grp un funtor concreto, y sea G = ψ(Dn). G tiene la
misma estructura de orden de Dn,
(ODn,1, OGn,2, OGn,3, · · · , OG,n) = (1, n+OZn,2, OZn,3, · · · , OZn,n).
Sea a ∈ G, un elemento de orden n, y b /∈ 〈a〉. Se tiene, entonces, que b es de orden 2, al
igual que ba, con lo cual baba = 1. Se tiene entonces an = 1, b2 = 1, y bab−1 = a−1, y G
resulta isomorfo a Dn. Luego, las imagenes de Dn por cualquier par de funtores concretos
son isomorfas.
Proposicio´n 3.2.11. [3][p. 84] Para todo n,m ∈ N
1. Mn < Nn+1 < Nn
2. Nn+1 ∩M < Nn ∩M
3. B2n+1m ∩Nn+1 < B2n+1m ∩Nn
4. B2n+1m ∩Nn+1 ∩M < B2n+1m ∩Nn ∩M
Si n es par distinto de una potencia de 2,
5. Bn ∩Mm < Bn ∩Mm+1
6. Bn ∩M < Bn ∩Nm ∩M .
Demostracio´n. Dado que Nn+1 es una subvariedad de Mn, Mn ≤ Nn+1. Ahora, consideremos
el grupo D3, SIN en Grp. D3 ∈ Mn, pero D3 /∈ Nn+1. As´ı, Mn < Nn+1. Del mismo modo,
D2n+1 es SIN en Grp, y D2n+1 ∈ Nn+1 ∩M yD2n+1 /∈Mn, y obtenemos 2, 3 y 4. Ahora, si n
es par, pero no una potencia de 2, existe un primo p 6= 2 tal que 2p|n. As´ı, el grupo Dp ∈
Bn ∩M ⊆ BnMm, que es SIN en Grp, y cumple que Dp /∈ Bn ∩Nm+1 y Dp /∈ Bn ∩Nm ∩M .
Esto prueba 5 y 6.
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Corolario 3.2.3. [3][p. 85] Para todo m ∈ N y cualquier n ∈ N distinto de una potencia de
2,
1. Grp < Nm
2. M < Nm ∩M
3. Bn < Bn ∩Nm
4. Bn ∩M < Mn ∩N2
5. N2 < Ab
6. B4m ∩N2 < Ab4m.
Adema´s, N3 ∩M < N2, B8 ∩M < B8 ∩N2, B8n ∩N3 < B8n ∩N2, B16n ∩N4 < B16n ∩N3 <
B16n ∩N2 < Ab16n.
Dentro de los resultados aqu´ı expuestos, se menciona Ab ≡ An. An por s´ı sola es una
categor´ıa abeliana, pero si consideramos otra variedad V que cumpla V ≡ Ab, ¿es posible
que V , vista como categor´ıa, resulte abeliana? Si podemos interpretar las operaciones de una
variedad en otra, ¿podemos replicar parte de la estructura catego´rica que estas generan? En
la seccion 4.2 se responde a este interrogante de manera parcial, dando una condicio´n para
la equivalencia catego´rica a partir de la equi-interpretabilidad, y replicando la estructura de
categor´ıa aditiva.
4 Estructura Abeliana
Es posible duplicar algunas de las propiedades de una categor´ıa abeliana en otras estructuras,
utilizando u´nicamente la estructura de la categor´ıa.
4.1. Diagramas y L´ımites
En una categor´ıa con kernel e igualadores, es posible construir todos los l´ımites pequen˜os,
y hay un resultado similar para col´ımites por dualidad. La construccio´n de estos hereda
algunas propiedades de la categor´ıa [1, pp. 10-14].
Definicio´n 4.1.1. Un esquema es una tripla S = (I,∆, d), donde I,∆ son conjuntos y
d : ∆→ I×I. Los elementos de ∆ son llamados flechas, los elementos de I son considerados
ve´rtices, y la funcio´n d asigna a cada flecha δ un par (i, j), su dominio y codominio.
Una composicio´n de flechas con dominio i y codominio j es una secuencia finita, no vac´ıa,
de flechas donde el codominio de una coincide con el dominio de la siguiente, el dominio de
la primera flecha es i, el codominio de la u´ltima flecha es j.
Definicio´n 4.1.2. Para una categor´ıa C, definimos un diagrama D como una funcio´n sobre
un esquema S, que asigna a cada ve´rtice un elemento D(i) ∈ C, y a cada flecha δ un
morfismo D(δ) : D(i)→ D(j).
La clase de diagramas, notada CS, puede ser vista como una categor´ıa tomando como mor-
fismos entre D y D′, familias de morfismos (ui), ui : D(i)→ D′(i), tales que el diagrama
D(i)
ui //
D(δ)

D′(i)
D′(δ)

D(j) uj
// D′(j)
conmuta, para cualquier δ con dominio i y codominio j.
Proposicio´n 4.1.1. [4][p. 11] Si A es una categor´ıa aditiva, AS es una categor´ıa aditiva.
Demostracio´n. Sean (ui), (vi) : D → D′ morfismos de diagramas. Definamos (ui) + (vi) =
(ui+vi). Se tiene que D
′(δ)(ui+vi) = D′(δ)ui+D′(δ)vi = ujD(δ) +vjD(δ) = (uj +vj)D(δ),
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por lo que el diagrama
D(i)
ui+vi //
D(δ)

D′(i)
D′(δ)

D(j)
uj+vj
// D′(j)
es conmutativo. Esta operacio´n es asociativa: ((ui) + (vi)) + (wi) = (ui + vi) + (wi) =
((ui + vi) + wi) = (ui + (vi + wi)) = (ui) + (vi + wi) = (ui) + ((vi) + (wi)). Si consideramos
la familia (0i), como D
′(δ)0i = D(δ)0j, (0i) es un morfismo entre D y D′, y (0i) + (ui) =
(0i + ui) = (ui), con lo que la operacio´n posee un neutro. Consideremos la familia (−ui).
Como 0 = D′(δ)(ui − ui) = D′(δ)(ui) + D′(δ)(−ui), −(D′(δ)(ui)) = D′(δ)(−ui). Adema´s,
0 = (uj − uj)D(δ) = ujD(δ) + (−uj)D(δ), −(ujD(δ)) = (−uj)D(δ) = −(D′(δ)ui). Se tiene
que (−uj)D(δ) = D′(δ)(−ui), con lo que (−ui) es un morfismo entre D,D′, y (ui) + (−ui) =
(ui−ui) = (0i). Y (ui)+(vi) = (ui+vi) = (vi+ui) = (vi)+(ui). Esta operacio´n es bilineal con
la composicio´n, ((ui) + (vi))((wi) + (si)) = ((ui + vi)(wi + si)) = (uiwi + uisi + viwi + visi) =
(uiwi) + (uisi) + (viwi) + (visi). As´ı, C
S es preaditiva. Para D,D′ diagramas, definamos el
diagrama D ×D′ de la siguiente manera: D ×D′(i) = D(i)×D′(i), y D ×D′(δ) usando la
propiedad del producto:
D(i)
D(δ)

D(i)×D′(i)
D×D′(δ)

piioo
pi′i // D′(i)
D′(δ)

D(j) D(j)×D′(j)pijoo pi
′
j
// D′(j)
Los cuadrados de este diagrama garantizan que (pii) : D×D′ → D y (pi′) : D×D′ → D′ son
morfismos entre diagramas. Ahora, sean (ui) : C → D y (vi) : C → D′. Por la propiedad del
producto, existe hi tal que
C(i)
ui
yysss
sss
sss
s
vi
%%KK
KKK
KKK
KK
hi

D(i) D ×D′(i)pijoo pi
′
j
// D′(i)
y si consideramos el morfismo (hi) : C → D ×D′,
C
(ui)
{{vv
vv
vv
vv
vv (vi)
$$H
HH
HH
HH
HH
H
(hi

D D ×D′(pij)oo
(pi′j)
// D′
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el diagrama resulta conmutativo. Solo es necesario comprobar que (hi) esta´ bien definido.
C(i)
hi //
C(δ)

ui
##F
FF
FF
FF
F
D ×D′(i)
pii
yysss
sss
sss
s
D×D′(δ)

C(i)
hi //
C(δ)

vi
##G
GG
GG
GG
G
D ×D′(i)
pi′i
yyrrr
rrr
rrr
r
D×D′(δ)

D(i)
D(δ)

D′(i)
D′(δ)

D(j) D′(j)
C(j)
uj
;;xxxxxxxx
hj
// D ×D′(j)
pij
eeKKKKKKKKKK
C(j)
vj
;;wwwwwwww
hj
// D ×D′(j)
pi′j
eeLLLLLLLLLL
Del diagrama de la izquierda se tiene pijhjC(δ) = ujC(δ) = D(δ)ui = D(δ)piihi = pijD ×
D′(δ)hi. Del diagrama de la derecha, pi′jhjC(δ) = pi
′
jD ×D′(δ)hi. Luego,
C(i)
pijD×D′(δ)hi
yysss
sss
sss
s pi′jD×D′(δ)hi
%%LL
LLL
LLL
LL
hjC(δ)

D(j) D ×D′(j)pijoo pi′j // D′(j)
pero por la propiedad del producto, D×D′(δ)hi = hjC(δ), as´ı que el morfismo (hi) esta´ bien
definido.
Supongamos ahora que A es abeliana. A partir de (ui) : D → D′, definamos el diagrama K
como K(i) = Ker(D(i)), y K(δ) es tal que el diagrama
K(i)
Ker(ui)
//
K(δ)

D(i)
ui //
D(δ)

D′(i)
D′(δ)

K(j)
Ker(uj)
// D(j)
uj
// D′(j)
conmuta. El morfismo (Ker(ui)) es el kernel de (ui): si (vi) : C → D es tal que (ui)(vi) = (0i),
existen morfismos gi tales que
K(i)
Ker(ui)
// D(i)
ui // D′(i)
C(i)
gi
OO
vi
<<xxxxxxxx
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se tiene que (Ker(ui))(gi) = (vi). Solo es necesario comprobar que (gi) esta´ bien definido
C(i)
C(δ)

vi //
gi
##F
FF
FF
FF
F
D(i)
D(δ)

K(i)
hi

Ker(ui)
;;wwwwwwww
K(j)
Ker(uj)
##G
GG
GG
GG
G
C(j) vj
//
gj
;;xxxxxxxx
D(j)
Ker(uj)higi = D(δ)Ker(ui)gi = D(δ)vi = vjC(δ) = Ker(uj)gjC(δ), y por ser Ker(uj)
monomorfismo, higi = gjC(δ). As´ı, cada morfismo de A
S posee kernel. De manera dual,
posee cokernel.
Consideremos el conjunto de ve´rtices como un preorden (I,≤), y las flechas como pares
(i, j), con i el dominio, j el codominio, i ≤ j. Supongamos adema´s que (i, j)(j, k) = (i, k),
y agreguemos una flecha ei = (i, i). Para una categor´ıa C, un diagrama D = (D(i), uij) a
partir de este esquema, donde uij : D(i) → D(j), siempre que i ≤ j, es llamado sistema
inductivo sobre I con valores en C. Si invertimos el orden de I, o cambiamos C por su
categor´ıa opuesta, el diagrama resultante es llamado un sistema proyectivo.
Definicio´n 4.1.3. Para un sistema inductivo (D(i), uij), un l´ımite inductivo (L, ui) es un
elemento L ∈ A junto a morfismos ui : D(i)→ A tales que
1. ui = ujuij, para i ≤ j.
2. Si existe M ∈ A y morfismos vi : D(i) → M que satisfacen vi = vjuij, para i ≤ j,
existe un u´nico morfismo V : L→M tal que vi = vui.
Dos l´ımites sobre un mismo sistema inductivo son isomorfos. As´ı, podemos definir el l´ımite
de un sistema inductivo como lim−→D = (L, (ui)), salvo isomorfismo.
As´ı definido, lim−→D puede ser visto como un funtor covariante entre S y A, siempre que el
l´ımite exista, donde S es un conjunto de sistemas inductivos, donde el funtor evaluado en un
diagrama es lim−→D = L, y para un morfismo (si) : D → D
′, lim−→(si) = h dada por el siguiente
diagrama
D(i)
si //
ui
!!C
CC
CC
CC
C
uij

D′(i)
vi
||yy
yy
yy
yy
vij

L
h // L′
D(j)
uj
=={{{{{{{{
sj
// D′(j)
vj
bbEEEEEEEE
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Es posible garantizar la existencia de l´ımites sobre una categor´ıa abeliana si pedimos la
existencia de sumas directas arbitrarias. Al hacer esto, ganamos un funtor aditivo.
Proposicio´n 4.1.2. [4][p. 13] Sea A es una categor´ıa abeliana, que posee sumas directas
arbitrarias, y sea I un conjunto dotado de un preorden. Para cualquier sistema inductivo D
sobre I con valores en A, existe lim−→D, y es un funtor aditivo entre S y A.
Demostracio´n. Para un sistema inductivo (D(i), uij), consideremos ⊕i∈ID(i) con las inclu-
siones vi : D(i) → ⊕i∈ID(i) y, para i ≤ j, ⊕i≤jD(i), con inclusiones vij : D(i) → ⊕i≤jD(i).
Se tiene que, para i ≤ j,
D(i)
vij

vi
&&MM
MMM
MMM
MMM
D(i)
vij

vjuij
&&MM
MMM
MMM
MMM
⊕i≤jD(i) d // ⊕i∈ID(i) ⊕i≤jD(i) e // ⊕i∈ID(i)
de donde dvij = vi y evij = vjuij. Sea f : ⊕i∈I → L el coigualador de d, e. Consideremos el
par (L, fvi). Se tiene que fvi = fdvij = fevij = fvjuij. Para un par (M,wi) wi : D(i)→M ,
que cumple wi = wjuij, existe g que hace el siguiente diagrama conmutativo
D(i)
vi

wi
$$H
HH
HH
HH
HH
H
⊕i∈ID(i) g //M
Ahora, gdvij = gvi = wi y gevij = gvjuij = wjuij = wi. As´ı, los siguientes diagramas resultan
conmutativos
M M
D(i)
wi
99ssssssssss
vij
// ⊕i≤jD(i)
ge
OO
D(j)vij
oo
wj
eeKKKKKKKKKK
D(i)
wi
99ssssssssss
vij
// ⊕i≤jD(i)
gd
OO
D(j)vij
oo
wj
eeKKKKKKKKKK
pero por la propiedad universal de la suma, gd = ge. Luego, existe t : L→M tal que tf = g,
y tfvi = gvi = wi. As´ı, (L, fvi) = lim−→D. Ahora, sean (vi)(v
′
i) : D → D′. Se tiene que
D(i)
vi+v
′
i //
uij

ui
$$H
HH
HH
HH
HH
D′(i)
u′ij

u′izzuu
uu
uu
uu
u
lim−→(D)
lim−→((vi)+(v′i))// lim−→(D
′)
D(j)
uj
::vvvvvvvvv
vj+v
′
j
// D′(j)
u′j
ddIIIIIIIII
de donde lim−→((vi) + (v
′
i))ui = u
′
i(vi + v
′
i) = u
′
ivi + u
′
iv
′
i = lim−→(vi)ui + lim−→(v
′
i)ui = (lim−→(vi) +
lim−→(v
′
i))ui, y se tiene que lim−→((vi) + (v
′
i)) = lim−→(vi) + lim−→(v
′
i).
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4.2. Estructura Abeliana en Variedades
Para la categor´ıa de grupos abelianos, la estructura de categor´ıa preaditiva se construye a
partir de la estructura y propiedades de los objetos de la categor´ıa: el conjunto de morfismos
hereda la estructura del codominio. Esto no es cierto para cualquier grupo, ya que sin la
conmutatividad la operacio´n heredada puede no resultar bien definida: si f, g : A→ B, y f ·g
se define como f ·g(x) = f(x)g(x), se tiene que f ·g(xy) = f(xy)g(xy) = f(x)f(y)g(x)g(y) 6=
f(x)g(x)f(y)g(y) = f · g(x)f · g(y). Por ejemplo, Nn y M no pueden heredar directamente
su estructura de grupo a sus conjuntos de morfismos. Sin embargo, estas categor´ıas s´ı poseen
productos, como puede verse en [5][p. 101]. La prueba de este hecho puede ser reescrita
usando los te´rminos que las definen como variedades.
Proposicio´n 4.2.1. El producto directo de dos grupos metabelianos(n-nilpotentes) es metabeliano(n-
nilpotente).
Demostracio´n. Sean A,B grupos metabelianos, y sea A×B su producto directo. Se tiene que
[(x1, x2), (y1, y2)] = (x1, x2)
−1(y1, y2)−1(x1, x2)(y1, y2) = (x−11 , x
−1
2 )(y
−1
1 , y
−1
2 )(x1, x2)(y1, y2) =
(x−11 y
−1
1 x1y1, x
−1
2 y
−1
2 x2y2) = ([x1, y1], [x2, y2]). A partir de esto,
[[(x1, x2)(y1, y2)], [(z1, z2), (w1, w2)]] = [([x1, y1], [x2, y2]), ([z1, w1], [z2, w2])]
= ([[x1, y1], [z1, w1]], [[x2, y2], [z2, w2]]) = (1, 1).
Supongamos ahora que A,B son n-nilpotentes. Se tiene que [(x1, x2), (y1, y2), (z1, z2)] =
[[(x1, x2), (y1, y2)], (z1, z2)] = [([x1, y1], [x2, y2]), (z1, z2)] = ([[x1, y1], z1], [[x2, y2], z2]) y esto es
igual a ([x1, y1, z1], [x2, y2, z2]). Entonces,
[(x1, y1), (x2, y2), · · · (xn+1, yn+1)] = ([x1, x2, · · ·xn+1], [y1, y2, · · · , yn+1]) = (1, 1)
As´ı, la categor´ıa de grupos metabelianos (n-nilpotentes) posee producto, donde las proyec-
ciones y la propiedad universal se toman de manera usual. Del mismo modo, como categor´ıas
poseen kernel, cokernel, cada monomorfismo es kernel y cada epimorfismo es cokernel. Vea-
mos ahora que´ podemos replicar usando, en lugar de morfismos, funtores concretos.
Proposicio´n 4.2.2. Si V,W son variedades equi-interpretables, ψφ ∼ 1V y φψ ∼ 1W .
Demostracio´n. Si V,W son equi-interpretables, existen funtores concretos φ, ψ que hacen el
siguiente diagrama conmutativo.
V
UV ""D
DD
DD
DD
D
φ
//W
UW

ψ
// V
UV||zz
zz
zz
zz
Con
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donde UW , UV son los funtores olvido a la categor´ıa de conjuntos. SeanA,B ∈ V y f : A→ B.
Se tiene que UV (ψ(φ(A))) = UV (A). Esto implica que A y ψ(φ(A)) poseen el mismo universo.
Se tiene adema´s que UV (ψ(φ(f))) = UV (f), donde ψ(φ(f)) : A → B, y por ser el funtor
olvido fiel,
ψ(φ(f)) = f.
As´ı, el siguiente diagrama es conmutativo
ψ(φ(A))
ψ(φ(f))

i // A
f

ψ(φ(B))
i
// B
esto es, existe una transformacio´n natural entre ψφ y 1V . De manera similar, existe una
transformacio´n natural entre φψ y 1W .
Esto no implica la equivalencia catego´rica, pues la variedad ψ(φ(A)), aunque conserva el
mismo universo, no tiene por que´ tener exactamente la misma estructura, en variedades sin
muchas condiciones.
Corolario 4.2.1. Si V,W son variedades equi-interpretables, y las a´lgebras de ambas varie-
dades son SIN en ellas mismas, V y W son catego´ricamente equivalentes.
No podemos transmitir toda la estructura abeliana de una variedad a otra, pero podemos
transmitir fragmentos de esta.
Proposicio´n 4.2.3. Si V,W son equi-interpretables, y W es una categor´ıa preaditiva, V es
una categor´ıa preaditiva.
Demostracio´n. Si V,W son equi-interpretables, existen funtores concretos φ, ψ que hacen el
siguiente diagrama conmutativo
V
UV ""D
DD
DD
DD
D
φ
//W
UW

ψ
// V
UV||zz
zz
zz
zz
Con
Supongamos que la estructura abeliana de W esta´ dada en terminos de +. Debemos definir
una estructura de grupo abeliano sobre los morfismos de V (A,B). Sean f, g : A → B,
φ(f), φ(g) : φ(A)→ φ(B). φ(A) tiene el mismo universo de A, y lo mismo ocurre con φ(B);
y φ(f), como morfismo de conjuntos, es igual a f , y lo mismo ocurre con φ(g). Ahora, W
es una categor´ıa abeliana, as´ı que existe φ(f) + φ(g) : φ(A) → φ(B), y como morfismo de
conjuntos, es una funcio´n entre A y B. Ahora, ψ(φ(f) + φ(g)) : ψφ(A) → ψφ(A), sigue
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siendo un morfismo de conjuntos entre A y B, y coincide con φ(f) + φ(g). Ahora, sea hA la
interpretacio´n de la operacio´n h en A, vista como una funcio´n de An → A.
ψ(φ(f) + φ(g))(hA(x1, x2, · · · , xk))
= (φ(f) + φ(g))(hA(x1, x2, · · · , xk))
= φ(f)(hA(x1, x2, · · · , xk)) + φ(g)(hA(x1, x2, · · · , xk))
= f(hA(x1, x2, · · · , xk)) + g(hA(x1, x2, · · · , xk))
= hB(f(x1), f(x2), · · · , f(xk)) + hB(g(x1), g(x2), · · · , g(xk))
= hB(φ(f)(x1), φ(f)(x2), · · · , φ(f)(xk)) + hB(φ(g)(x1), φ(g)(x2), · · · , φ(g)(xk))
= hB((φ(f)(x1), φ(f)(x2), · · · , φ(f)(xk)) + (φ(g)(x1), φ(g)(x2), · · · , φ(g)(xk)))
= hB((φ(f) + φ(g))(x1), (φ(f) + φ(g))(x2), · · · , (φ(f) + φ(g))(xk))
= hB(ψ(φ(f) + φ(g))(x1), ψ(φ(f) + φ(g))(x2), · · · , ψ(φ(f) + φ(g))(xk)).
Esto permite definir una operacio´n sobre V (A,B). Para f, g, h ∈ V (A,B)
(f + g) + h = ψ(φ(ψ(φ(f) + φ(g))) + φ(h))
= ψ((φ(f) + φ(g)) + φ(h))
= ψ(φ(f) + φ(g) + φ(h))
= ψ(φ(f) + (φ(g) + φ(h)))
= ψ(φ(f) + φ(ψ(φ(g) + φ(h)))) = f + (g + h),
y as´ı la operacio´n es asociativa. f + g = ψ(φ(f) + φ(g)) = ψ(φ(g) + φ(f)) = g + f , y la
operacio´n resulta conmutativa. Si 0 : φ(A)→ φ(B),
f + ψ(0) = ψ(φ(f) + φ(ψ(0)))
= ψ(φ(f) + 0) = ψ(φ(f)) = f,
con lo cual la operacio´n tiene elemento neutro. Ademas,
f + (ψ(−φ(f))) = ψ(φ(f) + φ(ψ(−φ(f))))
= ψ(φ(f)− φ(f)) = ψ(0),
y tenemos un grupo abeliano. Esta operacio´n tambien es bilineal respecto a la composicio´n,
(g + g′) ◦ (f + f ′) = (ψ(φ(g) + φ(g′))) ◦ (ψ(φ(f) + φ(f ′)))
= ψ((φ(g) + φ(g′)) ◦ (φ(f) + φ(f ′)))
= ψ(φ(g)φ(f) + φ(g)φ(f ′) + φ(g′)φ(f) + φ(g′)φ(f ′))
= ψ(φ(gf) + φ(gf ′) + φ(g′f) + φ(g′f ′))
= (gf) + gf ′ + g′f + g′f ′.
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As´ı definida la operacio´n, el funtor φ resulta un funtor abeliano. Ahora, siendo V una va-
riedad, para cualquier par de a´lgebras A,B ∈ V , existe un producto A × B y proyecciones
piA, piB.
Corolario 4.2.2. Si V,W son equi-interpretables, y W es preaditiva, entonces ambas son
categor´ıas aditivas.
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