ABSTRACT Understanding the preferences of social media participants plays a crucial role in many business applications. A specific aspect of interest is to predict which topics a particular user is more likely to be involved in. Existing efforts on such topic participation forecasting mainly focus on learning from historical user-generated texts to infer their preferred topics, or leverage on an information propagation theory on networks to predict the topics of potential interest. However, jointly utilizing both the sources of data to provide a holistic prediction for such a task has not been exploited. We present a novel joint learning framework that takes advantage of both users' intrinsic (learned from their past social media postings) and extrinsic preference (learned from the social network influence) and that embeds them into low-dimensional space vectors. To facilitate effective learning, we encode latent continuous embedded vectors into binary ones via locality-sensitive hashing. Furthermore, to explain the predictions made by our ''black-box'' model, we investigate the importance of each training sample on the topic prediction performance of a testing instance to demonstrate its interpretability. The experiments conducted on datasets collected from several popular social media platforms demonstrate the effectiveness of our proposed method when compared with existing baselines.
I. INTRODUCTION
Social media platforms and online discussion forums, such as Twitter, Facebook, and Weibo, are attracting millions of users daily, and encourage users to generate content, participate in discussions on topics of interest, even share their personal experiences with friends, etc. Most have mechanisms to facilitate user engagement by allowing individuals to efficiently seek and categorize their content into specific themes, such as the hashtags (widely used in Twitter) for referring to topics. For instance, ''#tbt'' (or ThrowbackThursday) has been a popular hashtag where users often post nostalgic pictures or stories of their past. With the prevalence and popularity of hashtag-based topic participation, understanding which topics a user is interested in has become an emerging research problem. Accurately predicting individual's topic participation can benefit many downstream business applications -including commodity recommendation, online precise targeting, customer retention management, even disease spread detection and public health monitoring [1] , etc.
Activities reported by users on social media platforms are usually relevant to their interests to some extent. For example, a user who often posts tweets related to basketball games or players is very likely to pay attention to sportsrelated topics. Conversely, user interests can be influenced by other crowds, especially their social friends. According to herding behavior theory in psychology [2] , users are more willing to get involved in some trending or emerging topics being extensively discussed in their social circles. For example, when topic ''Ice Bucket Challenge'' became an Internet sensation, many users joined the challenge and posted relevant videos/messages. Therefore, to better predict the topics that users may participate on, we should understand both intrinsic preference, reflected by their historical activities (e.g., social media postings) and extrinsic preference (mainly from their social network influence).
Previous works on similar problems focus on understanding users intrinsic preferences or extrinsic preferences separately. In the former line of research, different approaches have been proposed to capture the preference propensity between a user and topics via user's posting history [3] . This, however, limits the performance by the local optimum because other important information encoded in various sources of data -e.g., networks and the topics participated by their social circles or the crowds, are ignored. In contrast, the latter research leverages theories in information propagation to forecast which topics are likely to go viral and then recommend those emerging topics to relevant users [4] , [5] . Typically, these approaches build upon information diffusion model and rely on network structure to predict the topic propagation. One of the major drawbacks of these methods is the effectiveness, which heavily depends on the hypothesis of the underlying diffusion model and the structural features that are often hard to specify in practice [5] . Thus, despite successes in propagation prediction, their disadvantage for next topic participation prediction exists due to lack of modeling users intrinsic preferences.
We approach the Next Topic Participation Prediction Problem (NTP 3 ) by learning user's latent topic preference through leveraging both posting history and the social network structure. We formally model it as a multi-label classification where posting content and social network structures are jointly learned to characterize latent relationships between topic participation and users. Our proposed method consists of two major components: (1) topic embedding; and (2) network embedding -combined to learn user intrinsic and extrinsic preferences. Instead of simply applying word2vec [6] -based word embedding, we embed topic(s) that users have participated on to represent users' intrinsic preference. Additionally, we develop a convolutional graph embedding approach to capture spatial and dynamic structures existing in social networks. The content of individual's historical posting (normally a short-text or a photo(s)) and the network structures are embedded as low-dimensional vectors. To facilitate effective learning, we further propose a novel framework that converts continuous latent embedding vectors into binary representations via Locality-Sensitive Hashing (LSH), serving as the input to the convolutional neural networks for the final topic participation classification. LSH preserves both content and network similarities that reflect user intrinsic and extrinsic preferences. Such a design via LSH transformation can improve the efficiency of convolution operations -more importantly, it can well distinguish users in the low-dimensional space while preserving their similarities, significantly enhancing the prediction performance. To explain the predictions of the proposed ''black-box'' model, we borrow the idea from [7] to interpret its modeling behavior by investigating the importance of each training sample on the prediction performance of every testing instance. To the best of our knowledge, this is the first attempt to predict next topic participation via combining both intrinsic and extrinsic preferences while incorporating LSH to significantly improve the prediction accuracy, as well as making the model interpretable. In summary, our main contributions are:
• We study an important and practical task in various application domains: the Next Topic Participation Prediction Problem (NTP 3 ). We leverage both user content history and social network structure to understand user latent preference. To make our ''black-box'' model more explicitly explainable, we borrow the idea of influcence maximization to interpret the performance of our model using robust statistics.
• We incorporate Locality-Sensitive Hashing to efficiently encode representations learned from both content and network structure into a low-dimensional binary vectors and subsequently use them as the input to a convolutional neural network for the final user-topic participation prediction.
• We collect real-world datasets from several major social networks (content-sharing platforms Twitter and Weibo, and knowledge sharing platforms Zhihu and Douban) to evaluate our proposed method. The experimental results demonstrate that our method can significantly boost the prediction accuracy compared to existing baselines.
In the rest of this paper, we review relevant literatures in Section II and present model-free evidence to motivate our model in Section III. In Section IV, we describe the main methodology including modeling personal and social topic preference, and efficient binary representation via LSH. Experimental evaluations on effectiveness, empirical visualization, and interpretability of our proposed method are presented in Section V, and Section VI concludes the paper.
II. RELATED WORK
We overview the relevant works in three most related areas: topic prediction and recommendation on social media, network representation, and Locality-Sensitive Hashing (LSH).
A. TOPIC PREDICTION AND RECOMMENDATION
Extensive research exists on topic recommendation in online social media. An implicit information network formed by different types of relationships among various entities (e.g., users, topics and micro-blogs) was used to profile user topic interests and make personalized topic recommendation [8] and to link tweets with online articles [9] . Gerani et al. [10] address the blog post opinion retrieval task and propose methods that rank blog posts according to their relevance and opinionatedness toward a topic. Then, they propose and investigate different models for aggregating the opinion density at query terms positions to estimate the opinion score of every document. Tan et al. [11] exploit textual review information, as well as ratings, to model user preferences and item features in a shared topic space and subsequently introduce them into a matrix factorization model for recommendation. However, user's social preferences are not considered in this work. Zhang and Balog [12] consider semantic representations based on continuous vector representations of words and of entities (i.e., word and graph embeddings) for ad hoc table retrieval. They introduce a framework that handles matching in different semantic spaces in a uniform way, by modeling both the table and the query as sets of semantic vectors. Collaborative filtering, a wellestablished technique, has been widely used for social content recommendation -particularly for Twitter where metadata and contextual information including source of content, topic interest and social voting are leveraged [13] . Meanwhile, graphical models and ranking algorithms have also been successfully applied for recommending relevant topics to users [14] and enhance the quality of topic-sensitive influence modeling [15] . Liang et al. [16] propose a User Clustering Topic (UCT) model to track changes of user's time-varying topic distributions based on both the short postings by users during a given time period and previously estimated distributions. It uses a Gibbs sampling based algorithm to infer user's current topic distribution. In addition, various techniques have been proposed to learn topics based on texts. For example, Cheng et al. [17] develops a Biterm Topic Model (BTM) to learn short text topics by directly modeling the generation of word co-occurrence patterns (i.e., biterms) in the corpus, making the inference effective with the rich corpus-level information. To deal with large-scale data, two online algorithms are proposed for efficient topic learning.
Another line of research on topic-popularity forecast aims to predict whether a topic would become prevalent [18] . An incremental clustering framework as well as a range of content and temporal features was developed to detect hot emerging topics [19] . Modeling topics from both sequential and temporal views based on time series data using recurrent neural networks to learn and forecast the popularity of a topic is addressed in [20] . Works also exist focusing on predicting various information cascades [21] , exploring individual influences on the network [22] , finding the seed nodes and relevant tags that maximize the influence [23] or understanding the underlying mechanism governing the popularity dynamics of cascades [5] , [24] . However, these methods provide general understanding of popularity of topics, without modeling the relations of topics to individual users.
The most related work proposed in [3] , studies the problem of next topic participation prediction i.e., predicting which topics a user will join in the future on social media. A convolutional neural network based matching method was developed to learn the relations between users and topics, and an external memory network for modeling users' posting history and their topics. The approach, however, fails to consider ''macro-cosmic'' features such as network structures and social relationship that would evidently have impact on the popularity of a topic in social media and affect the choices of the users. We consider both personal preference and social influence to jointly model the next topic participation prediction, and leverage a heterogeneous embedding network to improve the predictions.
B. NETWORK REPRESENTATION
Since the surge of deep learning, especially word2vec [6] in natural language processing, recent advances in network representation (NR) abound: DeepWalk [25] , LINE [26] , node2vec [27] and struc2vec [28] approaches. The main goal of these approaches is to encode graph structure into a low-dimensional embedding, which can be used for many downstream applications such as node classification, community detection and link prediction. Node representation approaches can be categorized into: (1) matrix factorizationbased approaches [29] , which are inspired by the fact that the strength of the relationship between two nodes is proportional to the dot product of their embeddings (low-dimensional vectors) [30] . (2) word2vec-based models, such as DeepWalk [25] , LINE [26] , node2vec [27] , etc., where random walk and word2vec are essential methods for constructing co-occurrence statistics and embedding nodes. As the skipgram model with negative sampling inherent in word2vec has been shown to be an implicit factorization of a certain word-context matrix [31] , recent effort attempts to explain and unify this line of NR models into matrix factorization framework [32] . (3) Graph convolutional networks based methods -e.g., graphCNN [33] and GCN [34] , where nodes are normally represented as a function of its surrounding neighborhoods and further embedded using the convolutional kernels. While effective for semi-supervised learning (which can be used for topic prediction), original design assumed learning with the presence of both training and test data, and is not applicable to large and dense graphs [35] . Meanwhile, how to incorporate associated features of nodes and/or their validity in node classification remains elusive for spectrumbased methods.
Network representation models focus on how to efficiently capture the (global or local) network structures. However, they cannot be directly applied in addressing the NTP 3 since it requires information regarding personal and/or in-network posts and corresponding topics. Recently proposed methods for heterogeneous network embedding such as CANE [36] might be well-suited. While considering different types or roles of nodes (such that the random walks are restricted to the transition between particular nodes) and context-aware node embeddings, these methods cannot involve large-scale data (tweets in our task) into the embedding space of nodes, not to mention the historical and temporal topics of individuals.
C. LOCALITY-SENSITIVE HASHING
Locality-Sensitive Hashing (LSH) [37] is a state-of-the-art sub-linear time algorithm for approximate nearest-neighbor search and recently has been introduced to deep learning for various applications such as recommendation [38] , metric learning [39] , image retrieval and feature learning [40] . It approximately preserves similarity but with a significant dimensionality reduction. Minwise-independent permutations form an LSH for Jaccard coefficient, which was originally proposed in 1998 [41] . It was later used for similarity search in high dimensional data [42] . The basic idea is to hash the data points so as to ensure that the probability of collision is much higher for objects that are close to each other than for those that are far apart. Researchers introduced VOLUME 7, 2019 TABLE 1. KL divergence of topic distribution (with different numbers of topics) on (1) past postings and recent postings for a particular user; and (2) postings from user and her friends. ''Positive sample for a user'' means both past and recent social postings are from the same user; ''Positive sample for a user and her friends'' means social postings from the user and her real friends; ''Negative sample for a user and her friends'' means social postings from the user u and users who are not friends of u.
the idea of using random-hyperplanes to summarize items in a way that respects the cosine distance for real-valued data. It was also suggested that random hyperplanes plus LSH could be more accurate at detecting similar documents than minhashing plus LSH [43] . Techniques for summarizing data points in a Euclidean space, working directly on points without embedding (i.e., in ''native'' space) have provided data structure up to 40 times faster than kd-tree. As data becomes huge, the distributed layered LSH scheme focusing on the Euclidean space under L 2 norm was proposed in [44] . It can exponentially decrease the network cost while maintaining a good load balance between different machines.
More recently, Dasgupta et al. [45] apply LSH to alleviate the computational overhead of neural networks via hashing weights and bias into binary representations and preserving inner products. In contrast, we leverage LSH to encode continuous embedding vectors into binary ones while preserving locally similarities for efficient user interest predition.
III. MODEL-FREE EVIDENCE
In this section we present model-free evidence to assess the factors affecting user topic participation to motivate our model.
A. INTRINSIC PREFERENCE
We assume user interests tend to be unchanged and consistent with their historical preferences, although they are dynamic and can evolve over time for some individuals. We empirically measure the similarity of users' interests to their past for a set of randomly selected users from each platform in our dataset. For each user we first obtain their social postings in two different time periods: 2016/01/01 -2016/12/31 and 2017/01/01 -2017/12/31. Then we run a classic topic modeling (LDA) to obtain two topic distributions. As shown in Fig. 1 (a particular randomly chosen user), the topic distribution in the first period overlaps with that in the second period very well, regardless of different numbers of topics (30 and 50 here). We observe similar patterns for other users as well.
B. EXTRINSIC PREFERENCE
According to the herding theory in psychology [2] , user's behavior is more likely to be influenced by their friends or the crowds on social media -i.e., users might be interested in topics that most of their friends are focusing on. To empirically verify this hypothesis, we collect social postings of users and their friends and run LDA to see how similar they are. Fig. 2 shows that a randomly selected user and his 10 randomly picked friends on Douban.com, indeed exhibit similar patterns in terms of topic interest in the past.
Moreover, we randomly select positive samples and negative samples (see Table 1 for explanations of positive vs. negative samples) and validate our assumption by varying the numbers of topics. We compute the KL divergence of topic distributions of social postings between two time periods and take the average on all users. Similarly, we calculate the average KL divergence of topic distributions of postings from the user and each of his friends. We find (shown in Table 1 ) that: (1) the average KL divergence for users is smaller than user and friends, which indicates that user's interest is more similar to her past as compared to her friends'; (2) All KL divergence values are relatively small, which means that user topic interest is similar to his past and friends' preferences, which further consolidates our conclusions. To draw more statistically significant conclusions, we further examine 100 randomly selected users for each platform and calculate two average KL divergences. Table 2 supports our claim (with lowest value of 32%) that majority of users have consistent topic interest with their past and have similar preference to their friends. A possible reason that the percentage for Twitter and Weibo is smaller than the other two platforms is because the length of messages on the former is limited and much shorter than the latter, which restricts the performance of LDA topic modeling. Overall, these findings motivate us to model user historical interest and their friends' preference FIGURE 3. Overview of our proposed framework NTP 3 . The inputs are historical postings for all users and their social relationships/networks (e.g., friendship, following-ship, common interests, etc.). Text embedding and graph/network convolution operations will be applied to two types of inputs to learn user representations in a low-dimensional vector format. LSH subsequently converts them into binary representations which are then combined and reshaped as the input to the final multi-lable classifier to predict the topic participation for a given user. The classifier consists of multi-layer convolutional neural networks. Training and testing are done in such a similar manner. when predicting which topics a user is likely to join in the future.
LSH uses the bucket hashing mechanism to find similar items in a large dataset with statistical guarantee. We apply it in this work to convert continuous embedding vectors into binary hamming encodings. Such a design can make the entire system more efficient because all convolution operations are now on integers rather than floating numbers. In addition, it is possible that two different but similar vectors (e.g.,two vectors are different only in scales, they have the same rank correlation, or each corresponding element in two vectors are in the same specific range, etc.), say A and B, become identical after LSH, which might significantly save computation cost in many cases -i.e., instead of separate operations for A and B before LSH, one of them will suffice after LSH (the other one can be cached).
IV. OUR PROPOSED FRAMEWORK
We now formally define the problem and describe the details of our proposed methodology consisting of four components: text embedding, network embedding, heterogeneous hashing and neural network based prediction.
To model user intrinsic and extrinsic preferences, we require two types of input: textual content (e.g., user historical tweets) and a social network (e.g., following relationship on Twitter). All the latent patterns among users, topics, and friends represented in texts and networks will be modeled by embeddings. LSH is then applied to transform implicit relationships (continuous embedding vectors) into more efficient and effective binary representations. Finally, a multi-label classifier is trained to predict which topics a user is likely to participate in next. The overall framework is shown in Fig. 3 .
A. PROBLEM DEFINITION
We use a graph G = (V, E), where the set of vertices V (|V| = N ) represents users, and the set of edges E denotes connections between users -i.e., e i,j ∈ E indicates a relationship between user u i and user u j . Each user u i ∈ V has a list of topics T i ∈ T (T is the vocabulary of all topics discussed by users in G ), and our objective is to predict which topics the given user is likely to join, which can be formally defined as a multi-label classification problemi.e., learning a classifier that links users to their potentially interested topics:
As discussed in Section III, the topics a particular user is interested in can be influenced by her past interests and (or) her friends' preferences. Thus, we model both personal topic preference and social influence in our framework, as detailed in the sequel.
B. MODELING INTRINSIC TOPIC PREFERENCE
Instead of embedding all words in postings of a user into vectors (e.g., via word2vec [6] ) and then combining them to represent user posting behavior as in [3] , we first concatenate all historical content from a user u e to form a paragraph a e and then embed the entire paragraph into a vector representation. Consequently, we obtain a set of paragraphs A as follows:
where N is the number of users, and l * is the varied length of each paragraph. Now the challenge is how to learn a fixed-length vector a e ∈ R D (associated with a user u e ) for each paragraph which can serve as (part of) the input of our model, also referred to as a paragraph representation problem [46] . Inspired by the vector representations in [6] , paragraph token is introduced here -which can be considered as a different ''word'' acting as a memory to remember what is missing from the current context -to map each paragraph into an unique column vector in the (paragraph) embedding matrix A. In turn, every word in each paragraph is also mapped to an unique column vector in the (word) embedding matrix W. Matrices A and W are then concatenated to predict the next word in the context sampled from a sliding window over the paragraph. The paragraph vector a e is shared for the same paragraph a e , but not across paragraphs; whereas the word vectors are shared across paragraphs.
Let S denote the number of samples in each paragraph and Y o ∈ R S×K denote the output matrix of S samples. We can obtain the output vector for i th sample as follows: 
where K is the word vocabulary size. Assuming y o it is the probability we want to maximize in y o i , we aim at maximizing the following average log-probability for each paragraph:
To facilitate stochastic gradient descent for parameter estimation in the training, including A, W, Q, b -we rewrite the above average log-probability function as an equivalent minimization objective in a way of reflecting the cross entropy:
where Y is the ground-truth of Y o and y ij ∈ Y.
After the model converges, we can finally obtain the paragraph vector a e by looking up the matrix A. We denote the paragraph vector a e as u t e (user u e topic embedding) for the purpose of consistency with the social representation in the sequel.
C. MODELING EXTRINSIC TOPIC PREFERENCE
To model the effect of friends' topic preference on a user's topic interest, we need to find a good representation of each user in a network and capture the latent network structural semantics. This can be accomplished by various network embedding (NE)-like methods.
In the context of NTP 3 , we are more interested in neighborhood nodes than distant ones -when predicting the potential interested topic(s) of node u i , the attributes and connectivity of nearby nodes provide more useful side information or additional context. That is, local structure attributes play more important role in predicting one's interests than high-order proximity of the network. Therefore, Graph Convolutional Networks (GCN) [34] is a natural choice since it focuses on aggregating 1−hop or 2−hop neighborhood of the graph in the spatial domain and is, more importantly, efficient compared to spectral method [47] [34] , DeepWalk [25] and node2vec [27] learn embedding on a fixed network, which cannot be generalized to unseen/new nodes.
Taking into account above considerations, we propose an inductive GCN to learn the extrinsic representation of users.
1) SPECTRAL CONVOLUTION ON GRAPH
To be specific, we represent G with a symmetric adjacency matrix S ∈ R N ×N (S ij = 0 if (i, j) / ∈ E and S ij > 0 otherwise) and a diagonal degree matrix D ∈ R N ×N (D ii = j S ij ). The (unnormalized) graph Laplacian is a symmetric positivesemidefinite matrix ( ∈ R N ×N ) u = D − S. By a symmetric normalization, one can define a normalized graph Laplacian
, where I is the identity matrix. Since is also an symmetric positivesemidefinite matrix, it can be diagonalized as = , where = diag(λ 1 , · · · , λ N ) are the spectrum (non-negative eigenvalues) of and = (ψ 1 , · · · , ψ N ) are the corresponding orthonormal eigenvectors.
The convolution operator on graph G is defined in the Fourier domain for a signal x ∈ R N such that
wherex = x is graph Fourier transform of x defined as the expansion of a signal in terms of the eigenvectors of the graph Laplacian, and g θ ( ) is a function of the eigenvalues of parameterized by Fourier coefficients θ ∈ R N .
2) SPATIALLY LOCALIZED CONVOLUTIONS
Defferrard et al. [33] used Chebyshev polynomials (of the first kind) of degree K defined in a recursive manner
where T k (ˆ ) ∈ R N ×N is the Chebyshev polynomial forming an orthogonal basis for the space of polynomials of order K and is evaluated at the rescaledˆ = 2λ −1 max − I. Consequently, the spectral convolution of the K th order polynomials of the Laplacian equals to K -localized filter which combines the information of a vertex and its K -hop neighbors.
It has been proved that Chebyshev polynomials is hard to produce narrow-band filters [48] . However, we intuitively expect that it can capture local neighborhood structures such as community structures (i.e., interest group in topic prediction problem) where the Laplacian has clusters of eigenvalues concentrated around a few frequencies with large spectral gap.
To overcome the overfitting issue and improve the computational efficiency, we use the first order polynomial proposed in GCN [34] and assume λ max = 2, K = 1 for approximating graph convolution as
where the last step is a re-parameterization trick w.r.t the summation of the adjacency matrix of the undirected graph G and the identity matrix, i.e.,Ŝ = S + I, due to the eigenvalues of I + D . When optimizing with deep neural networks, renormalization is applied at each layer to retain numerical stability and alleviate the problem of exploding/vanishing gradients [34] . In addition, Eq.(8) takes the self-connectionsD ii = jŜ ij into account.
3) TOPIC PREDICTION WITH EXTRINSIC PREFERENCE
Let X ∈ R N ×d be a signal, where each user u i has a d-dimensional feature vector x i . To obtain the convolved signal matrix Z ∈ R N ×F , we generalize convolution (Eq.(8)) and F filters on signal X as
where F ∈ R d×F denote the matrix of parameters. Assume we have a L-layers neural network, each layer of which can be trained as
where l t is a layer-specific trainable weight matrix, ReLU is the activation function, and H 0 = X, i.e., the input feature matrix of the data. Finally, we can predict the potential interested topic(s) for N users by the output layer H L of the graph convolutional network.
In consideration of the dynamic changes of the network, we extend above spatially localized graph convolution to an inductive manner by simply leveraging a mean operation over a filter on user u i as :
where h l i is the i th row of H l and N (i) denotes the neighborhood nodes of u i . That is, we consider the local feature information rather than merely node itself when updating Eq. (10) . Note that this modification indeed reinforce the influence from neighborhood nodes, since it has been considered in graph convolution as we stated above. However, this trick allows the unseen/new-join nodes to be initialized appropriately and an inductive graph embedding as observed in [30] -note this modification differs from mean aggregator used in [30] in that we adapt the mean operation in the graph convolutional embedding while GraphSage [30] only embeds graph with various aggregation such as mean and pooling.
4) VARIANTS
Since our ultimate goal is to predict topic(s) a user is likely to be participating in, the social link plays a very important role in identifying the extrinsic interests as observed in Section III. Based on the social connections, we can infer the topics using above graph convolution method. In Eq.(10), there are two variants corresponding to different input feature matrices X. First, if we consider only the network information, X can be initialized as the identity matrix I. On the other hand, if we take the node feature (e.g., the word frequency of user postings), we can also embed the personal features into network representation. In both cases, one can directly predict the topics without using users' intrinsic preference -strictly speaking, the coarse-grained posting feature has been utilized in the latter case. However, as we will observe in Section V, the complete network structured based methods (and the coarse-grained heterogeneous semi-supervised GCN based method) perform worse compared to our hashing based method introduced in Section V-F.
5) IMPLEMENTATION
In practical implementation, we use a nonlinear graph autoencoder for embedding networks inspired by [49] . Specifically, a two-layer neural network is used to reconstruct the normalized adjacency matrix asÂ = σ (Z Z), where Z is the latent space learned with Eq. (9) and Eq.(10). We denote the social representation of each in-network user by u n i , i.e., the i th row ofẐ is denoted asẑ i = u n i for convenience of discussion. Note that the extrinsic learning requires computational complexity of O(N )(F · d · |E|) and the O(N )(|E|) memory, i.e., both are in linear w.r.t the number of edges.
D. THE JOINT LEARNING MODEL WITH LSH
After above two learning processes, we obtain the vectors u t i ∈ R D and u n i ∈ R d for u i , respectively denoting personal topic preference and social topic preference. Now we explain how to combine the two preferences together to make an effective and efficient prediction. We propose to convert each continuous vector into a binary representation while preserving similarities using Locality-Sensitive Hashing (LSH) [37] . A hash function h is (S, cS, p 1 , p 2 )-sensitive if, for any two D (or d)-dimensional points x, y ∈ R D(d) , it satisfies the following: 1.
1) if sim(x, y) ≥ S, then Pr h (h(x)
where S is a threshold of interest; c < 1 and p 1 > p 2 for efficiently approximating nearest neighbor search; sim is a VOLUME 7, 2019 similarity measure -cosine similarity in the proposed NTP 3 . The motivation behind applying LSH here is to maximize the probability that similar data points are projected to similar binary representations. Thus, we perform the following operations for vectors here: 1. [50] , i.e., given a vector u * i , it utilizes a random vector r with each bit r(b) generated by an i.i.d. normal distribution. In particular, it only requires to store the sign of the projection:
Choosing a normally distributed random variable for each dimension is same as picking a random hyperplane [50] . It has been proven in [51] that with rounding scheme for the semidefinite programming relaxation of MAX-CUT, the collision probability between two vectors u * i and u * j under SRP is:
where term
refers to the cosine similarity. Note that we have a combined binary vector m i ∈ {0, 1} m t +m n (step 3), where m * denotes the bits of random vector r, i.e., the number of hyperplane used for hash projection in Eq. (11) . After mapping the heterogeneous embeddings into a Hamming space, we reshape the dimensional vector m i to a binary matrix B ∈ R r×r , and apply a convolutional operation on B with a kernel k ∈ R w×w to obtain the feature maps F = {f 1 , . . . , f f }. Max-over-time pooling is used on the feature maps to learn the underlying representation of matrix B.
E. MULTI-LABEL CLASSIFIER FOR NEXT TOPIC PARICIPATION PREDICTION
A user may be interested in more than one topic, we formulate the next topic participation prediction task as a multi-label classification problem. A common and popular method is to map the output to a value between 0 and 1 with an activation function (e.g., sigmoid/softmax) and use a predefined threshold ξ (e.g., 0.5) to make a classification. However, this method introduces an additional parameter ξ and requires tuning ξ for different datasets. To overcome this problem, we design a multi-label classifier to learn the relationships between users and topics.
Specifically, suppose the true label vector for user u i is l i ∈ R 1×|T | , where each element denotes whether u i is interested in a topic t j ∈ T . We first obtain a element inverse vector (negative label vector) l i of l i and concatenate the two to form a new vector
Our convolutional neural network (CNN)-based classifier predicts both the positive and negative labels for a user and stores the results in a vectorL i . The training objective of CNN is as follows: Finally, we use an element (bit) operation function κ(·) to map the vectorL i ∈ R 1×2|T | to the vectorl i ∈ R 1×|T | as:
Algorithm 1 illustrates the process of our approach. Note that it does not depend on specific node embedding approach. The inductive graph convolutional method proposed in this work can be substituted with alternatives. Meanwhile, more sophisticated LSH methods such as ALSH [52] and RLSH [53] can also be adopted for unifying heterogeneous preferences.
F. MODEL INTERPRETABILITY
We use influence functions [54] to explain the predicting behavior of NTP 3 by investigating the importance of each user on the topic prediction performance of a testing instance u test .
Following [7] , removing a data point u from the training set results in a change ofθ −u −θ , whereθ −u is the optimal θ with the minimum total loss without the data point u, denoted by:
is the loss for u i (c.f Eq. (13)). To avoid re-training the model for each removed u, Koh and Liang [7] use the influence functions to efficiently approximate this behavior. The basic idea is to compute the parameter changes if u was upweighted by some small , which gives the new parametersθ ,u L u ) , N is the total number of instances (users). The influence of upweighting u on the parametersθ is given by
where Hθ is the Hessian matrix. Eq. (15) implies that removing u is the same as upweighting it by a factor = − 1 N . It allows us to linearly approximate the parameter change of removing u asθ −u −θ ≈ − 1 N I up,θ (u) without re-training the model. Therefore, the influence of upweighting a train point u on the loss for a testing point u test can be computed by [7] :
In order to speed up the computation, one usually uses implicit Hessian-vector products (HVPs) to approximate
In addition, due to the the fact Hθ 0, we have:
where the exact solution ν can be obtained with conjugate gradients that only requires evaluation of Hθ ν instead of explicitly computing H −1 θ . More details of investigating the importance of a particular training sample are referred to [7] .
V. EVALUATION
We now present our experimental observations by comparing our approach with several baseline methods on four realworld datasets.
A. EXPERIMENTAL SETTINGS
The main parameters involved in our framework are listed as follows:
• The dimensionality for paragraph embedding and network embedding are both 128 (i.e., D = d = 128).
• We hash the text and network embedding representations into hamming codes with the length of m t = 240 and m n = 784, respectively. We then combine two hamming codes and reshape into rXr square matrices (r = 32).
• Our final topic participation prediction is a multi-lable classifier which consists of a two-layer CNN archi- 16C5 denotes 16 kernels of size 5 × 5, MP indicates the max-pooling layer and FC is the fully-connected layer.
• We use ReLU as the activation function.
• The batch size is 64.
• The dropout rate is 0.7.
• The learning rate is initialized with 0.001 and decays with a rate of 0.98.
B. DATASETS
We collect data from four major social media platforms:
• Weibo (www.weibo.com) -one of the most popular Chinese micro-blogging websites with 140 million daily active users, akin to a hybrid of Twitter and Facebook.
• Zhihu (www.zhihu.com) -the largest online Q&A website in China akin to Quora. Users can follow others, answer questions, and join topic discussions in groups. The quality of questions, answers, and discussion is relatively high, since users are more focusing on their preferred and experienced domains.
• Douban (www.douban.com) -a social network service for users to share content on topics of movies, books, music,and off-line events in Chinese cities, with over 300 million monthly unique visitors.
• Twitter (https://www.twitter.com) -an US-based online news and social networking service. To build and validate our classifier, we need to construct training and testing dataset. For each dataset, we split activities into training set (ranging from 5 months to 2 years) and testing set (1 year) . Since the quality of data is important for model performance, we preprocess the data as follows: (i) we remove users who participated in a very few number of topics (e.g., < α); (ii) we ignore isolated users in the social network; and (iii) we remove topics being discussed by few participants (e.g., < β). α and β are parameters that can be tuned manually. The data after preprocessing is shown in Table 3 .
C. BASELINES
Traditional multi-lable classification methods with various supervised learning models:
• Naive Bayes (NB) VOLUME 7, 2019 Collaborative filtering based model:
• We use a user-based collaborative filtering approach to find top-5 similar users and use their topics as the predicted topics for a focal user. Embedding-based methods:
• DeepWalk: it performs random walks over the network and employs Skip-Gram model to learn node embeddings upon which user similarity is computed [25] . The predicted topics for the focal user will be the topics predicted by a MLP whose input is the representation learned by DeepWalk.
• LINE: it is a scalable network embedding approach capturing both the first-order (direct connection within the network) and the second-order (nodes sharing many common neighbors have higher similarities in the embedded space) proximities [26] . The predicted topics will be selected similarly to DeepWalk.
• node2vec: performs the 2 nd -order random walks to explore neighborhood architecture and embed nodes with the Skip-Gram model [27] .
• struc2vec: it involves in generating a series of weighted auxiliary graphs, capturing structural similarities among nodes' k-hop neighborhoods, and running node2vec for embedding the auxiliary graphs [28] .
• TADW: incorporates text features of vertices into network representation learning under the framework of matrix factorization, which can be thought as a heterogeneous embedding method [55] .
• CANE: learns context-aware embeddings for vertices and models the semantic relationships between vertices.
Following [36] , we associate the posting content with each note to obtain embeddings, where the text is embedded by a CNN with a mutual attention mechanism and network structure is embedded by LINE [26] . Deep-learning based methods:
• LRCNN: is a CNN-based architecture for re-ranking pairs of short texts to learn the representation of text pairs and a similarity function to relate them in a supervised way, which is used here to model the posting similarity [56] .
• GCN-F/GCN-I: GCN is a semi-supervised classification method based on graph convolution. We derive two topic prediction methods called GCN-F and GCN-I, respectively using posting embeddings and identity matrix as the input feature matrix in GCN [34] .
• MACNN: is a CNN-based method for next topic prediction, where user's posting history and topics are modeled with an external neural memory architecture and attention mechanism. The relations between users and topics are constructed with a CNN-based matching method [3] .
D. METRICS
To evaluate the multi-label classification performance of our model and baselines, we choose standard metrics: macroPrecision (macro-P), macro-Recall (macro-R), macro-F1 and where N is the number of users. Table 4 shows the performance of each method in terms of macro-P, macro-F1 and Accuracy -we omit macro-R due to lack of space, and macro-F1 reflects the harmonic mean of macro-P and macro-R. Overall, we have following observations:
E. EXPERIMENTAL RESULTS

1) OVERALL PERFORMANCE
Our model outperforms other 17 baseline methods across all metrics, e.g., we achieve 2%-22%, 2%-22%, 5%-15% improvement over baselines on Twitter, 11%-65%, 13%-62%, 11%-56% on Weibo, 1%-23%, 1%-24%, 1%-27% on Douban, and 4%-13%, 10%-11%, 3%-6% on Zhihu in terms of macro-P, macro-F1 and Accuracy, respectively.
2) COMPARISON DETAILS
Traditional classification methods that only learn the intrinsic preference exhibit inferior performance than deep learning based embedding methods. This phenomenon demonstrates that social relations play an important role on the prediction of which topics individuals will join to discuss.
On one hand, network embedding methods that only leverage structural information yield reasonable performance which further proves the effectiveness of incorporating social influence into the framework. Among the NE approaches, we empirically find that two random walk based methods (DeepWalk and node2vec) perform better on capturing network structures. Surprisingly, the most recent NE method struc2vec performs the worst across four datasets. We speculate that its original purpose is to find similar structures in networks and thus is not well-suited to embedding ''close'' relationships in our problem -assuming that users are influenced largely by immediate friends rather than long-distance neighbors.
On the other hand, two heterogeneous embedding methods (TADW and CANE) fail to achieve expected performance and sometimes are even worse than DeepWalk and node2vec (which are purely NE methods). The reason behind is that without specific tunings for applications such as the task here, the heterogeneous information (posting text and network structure) may ''combat'' for each other and cannot reach a balance to predict the individual topic preference. This may (partially) show that there is no absolutely good network embedding methods regardless of applications.
Further, the two methods, LRCNN and MACNN, specifically tailored for topic participation prediction task are not comparable to our model and sometimes even not comparable to the NE methods such DeepWalk, LINE and node2vec. In fact, LRCNN and MACNN are constructed based on the motivation that personal interest remains consistent for a long time which we also observe in the datasets. However, the results demonstrate that no matter how minor the interest shifts, they can be ''glimpsed'' and quantified according to the social relationships -which are attributed to advances in network embeddings.
Graph convolutional neural networks for node classification (prediction in our setting), no matter including node features (GCN-F) or excluding node features (GCN-I ), do not exhibit expected performance. The main reason is that classical GCNs are efficient for small and sparse networks and is hard to be generalized to denser network and specific applications such as topic participation prediction. Moreover, the validity of incorporating features in GCN remains elusive as observed in previous works [34] , [57] .
3) PERFORMANCE DIFFERENCE ACROSS DATASETS
We now turn towards understanding the performance difference among datasets. First, all methods exhibit higher prediction accuracy on Weibo data than Twitter -the two similar micro-blog sites. A possible reason is that Weibo has smaller and more focused number of topics. However, all methods perform well on Douban even though Douban has the largest number of topics, which increases the difficulty of prediction. It is because Douban is a platform where users usually rate and comment on limited topics of their interests, e.g., movies, books, musics, etc. -which could make it easier to profile their specific interests, compared to other sites such as Twitter where people may be interested in a broad range of topics from politics to entertainments. Finally, the performance on Zhihu is unsatisfying for all methods. The reason is that Zhihu is a Q&A website where users usually join to discuss trending topics and(or) topics specific to their domain knowledge while content they posted are mainly from other platforms (refer to as ''retweet''). Fig. 4 depicts the efficiency improvement due to the hashing operation of NTP 3 , where we purposely increase the dimensionality of (both intrinsic and extrinsic) embeddings. Increasing the dimensionality of embedding would obviously makes neural networks learning inefficient, while binary hash coding can significantly reduce computational cost which has already been illustrated in previous work [45] .
4) EFFICIENCY
5) EFFECTIVENESS OF RESHAPE
To demonstrate the effectiveness of reshaping (1-D to 2-D), we implement NTP 3 -1D which is only different from NTP 3 in that it performs the convolutional operations over the 1-D vector. The results illustrate that directly concatenating VOLUME 7, 2019 of vector representations does not improve, sometimes even deteriorate, the prediction performance. Fig. 5 depicts the effectiveness of network structure on predicting potential interested topics, which states that incorporating structural information improves the prediction performance on all datasets as expected in our motivation.
6) EFFECTIVENESS OF EXTRINSIC PREFERENCE
Model Convergence: In Fig. 6 , we plot the results of macro-P, macro-F1 and accuracy on four datasets along with the training process. We can clearly see that our method converges faster as epoch increases, except on Weibo data which has fewest average number of topics a user may participate in.
7) VISUALIZATION
To understand how well LSH captures the latent patterns among data, we compare and visualize embedding vectors in a 2D space with and without LSH, as shown in Fig. 7 where data distribution in (a) and (b) are fairly similar, as well as (c) and (d) -indicating that LSH preserve similarities very well. In addition, similar data after LSH tend to be more closer (their Hamming encodings become identical), which makes patterns embedded in data more salient.
F. MODEL INTERPRETATION
We now turn to interpret the modeling behavior of NTP 3 by investigating the influence of individual training data point on the final predicting performance with the method introduced in IV-F. More specifically, we randomly pick one testing user u from both Douban and Weibo, and compute the influence score of each training point. We then calculate the distance of each data point in the training set to u from two aspects: (i) network distance using the number of hops to measure the contribution of extrinsic preference (see Fig. 8(a) and 8(c) ), and (ii) hamming distance of binary hashing vectors to measure the contribution of both intrinsic and extrinsic preference (see Fig. 8(b) and 8(d) ). From Fig. 8 , we observe that: (1) in the nearest neighbor of u (1-hop), most immediate neighbors in the training set are positively contributing to predict u's topic participation. The most influential (both positive and negative) instances in the training set are those users with 2-hops and 3-hops away from u -note that 3-hops cover almost all (more than 99%) of users in the network. (2) Those data points closer to the user u (i.e., smaller Hamming distance (blue points towards left in Fig. 8(b) and 8(d)) ) are more helpful than nodes further away from u. 
VI. CONCLUDING REMARKS
We present an effective and efficient framework for predicting the next topics that users are likely to participate in on social media platforms, by modeling/coupling users intrinsic and extrinsic preferences. Historical textual postings and social networked data are combined to jointly learn user topic preferences via embeddings. Locality Sensitive Hashing is used in our framework to transform continuous latent embedding vectors into binary representations. Such a novel design not only makes our prediction efficient, but also well captures latent patterns among data which, in turn, significantly boosts the performance. We also demonstrate the interpretability of our model using influence functions by investigating the importance of each training sample on the topic prediction performance of a testing instance. Incorporating other characteristics, such as user demographics, geo-locations, current trending/emerging topics, etc. into the model might enhance the prediction accuracy. This, along with a more sophisticated model of capturing relationships among users and topics, is the focus of our future work.
