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Introduction
1.1 Introduction
From its beginning in the 1960’s, semiconductor electronics has undergone 
a spectacular growth. Continuous innovation and research caused an al­
most exponential improvement of the electronic capabilities. The number of 
components per integrated circuit (IC) doubled every two years, delivering 
increasingly faster and cheaper computers. This trend is informally known as 
Moore’s “law” ,1 and its success is mainly achieved by miniaturising compo­
nents. When Moore formulated his law, the typical length scale for integrated 
circuits was 10 ^m. Now, anno 2008, consumer electronics approach a 45 nm 
scale which is almost a thousand times smaller. However, the miniaturisation 
cannot continue indefinitely. Leakage and power-dissipation are increasingly 
difficult to control. In the next one or two decades IC’s will approach the 
atomic size and further miniaturisation will be impossible. Moreover, even 
before this point, quantum effects like electron tunneling will be playing a 
dominant role and typical devices like field effect transistors (FETs) will no 
longer work as expected. To keep up with Moore’s law, a different approach 
to electronics is needed.
One such approach is magneto electronics, or more commonly, spintron- 
ics. The term “spintronics” was originally coined by S. A. Wolf in 1996. It 
indicates a mix between conventional electronics, electronics based on the 
electron charge, with new technology based on magnetic properties, caused 
by the electron spin. There are fundamental differences between an electric 
charge and a magnetic moment. Electronic charge is conserved. If a de­
vice is sufficiently insulated it can be transported over arbitrary distances 
or it can be stored in batteries. However, the spin of the electron, or more 
precisely the orientation of its magnetic moment, is fragile. Even for a com­
1
2 Chapter 1: Introduction
pletely (magnetically) insulated system, temperature effects will randomize 
the orientation of the electron spins and after some time the overall magne­
tization is lost. Clearly, manipulating the electron spin requires a different 
approach than used in contemporary electronics. Nonetheless, spintronics 
could have some advantages over normal electronics. Spintronics could lead 
to lower-power switching, increased speed and increased integration densi­
ties. 2,3 Magnetic materials are used for long term storage, i.e. tapes and hard 
drives, and spintronics could lead to closer integration between storage and 
processing.
The term spintronics has become a catch-phrase for electronics incorpo­
rating magnetism. The “spin” in spintronics often refers to the electron spin, 
but it can also refer to the nuclear spin. For example, Kane describes a quan­
tum computer based on an array of phosphorus atoms.4 Here, the spins are 
the nuclear spin I  =  1 of the phosphorus atoms, the resulting states are de­
tected electronically. The electronics part of spintronics can also have differ­
ent interpretations. It can describe conventional semiconductor electronics, 
i.e. silicon based electronics, or it can describe fully metallic devices based 
on (non-)magnetic conductors. Because of the enormous amount of knowl­
edge and experimental know-how already developed for silicon, and the large 
investments in silicon technology, spintronic devices based on silicon have 
advantages. At the minimum, easy integration with existing semiconduct­
ing technology is a must. In this thesis the term “spintronics” will be used 
for applications that combine the electron spin with semiconductor based 
electronics.
1.1.1 Spin polarization
A key concept in spintronics as described in the previous section is the spin- 
polarization. Later on it will be useful to have a clear definition. There 
are several definitions possible, depending on the experiment in question.5 
For instance, similar to the magnetisation, we could compare the difference 
between the amount of spin-up electrons with the amount of spin-down elec­
trons. Alternatively, we could define the spin polarisation as the difference 
in conduction between both spin channels. The latter is a useful definition 
experimentally, but it is less practical for numerical calculations as it can be 
difficult to calculate. It would be more practical if we could express the po­
larization in terms of easily calculable properties. Many physical properties 
depend on electrons close to the Fermi-level only and it makes sense to define 
the polarisation in terms of the density of states at the Fermi-level:
N(up) — N(down) _ d
N  (up) +  N  (down) .
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F ig u r e  1.1 The density of states for cobalt (hexagonal crystal structure). DOS 
for the majority spins is along the positive ordinate, for the minority spins along 
the negative ordinate. All states up to the Fermi-level are occupied (shaded in 
the plot). The magnetisation is +3.19 per unit-cell but the spin-polarisation 
is -66%.
With this definition, the polarisation is always between +100% and -100%, 
positive (negative) values indicate the polarisation is (anti)parallel to the 
magnetisation. This polarisation is easily extracted from numerical calcula­
tions, but its relation to a measured “polarisation” depends on the experi­
ment in question.
This definition can sometimes lead to a somewhat counter intuitive value 
for the polarization. To illustrate this, let’s look at the density of states 
(DOS) of cobalt. Figure 1.1 shows the DOS for the majority and minority 
spins as function of energy. The magnetisation is defined as the difference 
between the number of spin up and spin down electrons. The number of 
spin up and spin down electrons is given by the area of the shaded regions 
in the figure, and is +3.19 per unit-cell, or +1.62 per cobalt atom. 
The polarisation depends on the densities of states at the Fermi-level; these 
are 0.31 for the majority spins and 1.50 states/unit-cell eV for the minority 
spins. Using equation 1.1, ferromagnetic cobalt has a negative polarisation 
of -66%.
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1.2 Spintronics
1.2.1 Early h istory
A discussion of spintronics should start in 1926 with the discovery of the 
electron spin by Uhlenbeck and Goudsmit.6,7 While analyzing the spectrum 
of helium Goudsmit accidentally found a formula for the observed doublets, 
describing the complete spectrum including a “forbidden” line. This line had 
been observed experimentally before. But it did not fit with the at that time 
accepted theory, and consequently it was being ignored as an experimental 
mistake. Goudsmit had no justification for his formula. Moreover, he also 
had to introduce a new parameter for the electron. Only later, when he 
discussed the hydrogen spectrum with Uhlenbeck, did they realise that this 
new degree of freedom was actually the magnetic moment of the electron. 
The term spin followed naturally: One way for a charged object to generate 
a magnetic field is for it to spin around its axis. Although the interpretation 
of the electron spin as a rotation of the electron has been abandoned, the 
term is still in use.
The next step towards spintronics was taken some ten years later by 
M ott.8,9 The transition metals show rather low conductivity when compared 
to the noble metals. Moreover, the temperature dependence of the con­
ductivity changes sharply at the Curie temperature. Mott showed that the 
relatively low conductivity was caused by the scattering of the conduction 
electrons, mainly s-electrons, into the d-bands. The temperature dependence 
was explained by considering two separate currents, one for each spin direc­
tion. Electrons with their spin parallel to the magnetisation see an almost 
full d-band. They have a small scattering probability and a low resistance. 
The d-band for the opposite spin direction is only partially filled. Electrons 
with the opposite spin can easily scatter into the d-band and the resistance 
is high. Above the Curie temperature the magnetic order would be lost and 
the two currents are identical.
After Mott had shown that a current can be split up into two parallel 
currents, one with spin “up” and one with spin “down” , it made sense to 
try to manipulate the currents independently. That the resistance of a ferro- 
magnet changes when a magnetic field is applied was already shown by Lord 
Kelvin. The effect is known as the magneto resistance effect, and if it also 
depends on the orientation of the field, as anisotropic magneto resistance 
(AMR). The effect is quite small, on the order of 1%, and it was gener­
ally believed that it was impossible to significantly increase it. However, a 
larger effect was achieved by Esaki, Stiles and von Molnar in 1967.10 They 
were able to change the current-voltage characteristics of a metal/magnetic
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insulator/metal junction by applying a magnetic field.
A turning point is the experimental discovery of the giant magneto resis­
tive effect (GMR), found independently by Fert and by Grünberg in 1988. 
Using a series of nano-meter thick layers of alternately iron and cobalt, they 
demonstrated a magneto resistance of the order of 100% .11,12 The discovery 
of the GMR can be considered as the beginning of spintronics, and was later 
awarded the Nobel prize in Physics in 2007.
1.2.2 Spin injection
Nowadays, spintronics is a large and active field. For a review see for instance 
references.3,13,14 Preferably, as motivated at the end of section 1.1, spintronic 
devices are based on semiconducting materials. A general spintronics exper­
iment then consists of three steps. First a spin-polarized current has to be 
injected into the semiconducting device. Then, it has to be controlled or 
manipulated. Finally, the resulting current has to be detected.
In section 1.2.3 some of the proposed spintronic devices will be discussed, 
and in section 1.2.4 some of the roadblocks to a successful spintronic device 
are explained. This section will describe different approaches to obtain a spin 
polarized current in a semiconductor. Spin detection is the inverse of the 
injection problem, and similar techniques as for spin-injection can be used. 
More often, instead of the spin-polarisation the resistance of a spintronic 
device is measured.
O ptical in jection
By irradiating a semiconductor with (circularly polarized) light, it is possi­
ble to selectively excite one spin direction. 14 This method has a theoretical 
maximum of 50%. However, experimental values higher than 50% are often 
found. The reverse effect can be used for the detection of spin polarization: 
The spin-polarization can be calculated from the polarization of the emitted 
light. 15 Optical injection and detection have the obvious disadvantage that 
they need auxiliary equipment.
E lectrical in jection
A different approach is to directly inject spin-polarized electrons. Johnson 
and Silsbee showed that spin polarized electrons can be injected into a metal. 
They used a simple permalloy/copper contact and showed that the current 
in the copper wire was spin-polarized. 16 However, the same kind of experi­
ment failed to show a large effect for spin-injection into a semiconductor. 17
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This was later explained by the large difference in conductivity in the ferro- 
magnet and the semiconductor. W ith a large “conductivity mismatch” the 
spin injection will be negligible unless the polarization in the ferromagnet 
approaches 100%.18
Several attempts to circumvent this conductivity mismatch have been 
proposed. One approach is to use an electron source with a comparable con­
ductivity. Dilute magnetic semiconductors, i.e. semiconductors doped with 
magnetic elements like manganese, have been considered. However, their 
Curie temperatures are typically too low for room temperature applications. 
Manganese-doped GaAs is one of the more promising materials, but the Curie 
temperature is still only 150 K . 19 Another option is to make the interface­
resistance spin-dependent, for instance by using tunnel barriers.20 Tedrow 
showed that a tunnel current through an Al/Al2O3/Ni junction was spin po- 
larized,21 and this was later modeled by Julliere.22 Recently, spin injection 
in silicon using Fe/Al2O3 tunnel contacts has been observed at 5 K. 23 A 
promising junction is amorphous CoFeB on a MgO tunnel barrier. A tunnel 
magneto resistance, that is the difference in resistance depending on an ap­
plied magnetic field, of 403 % at 5 K and still 260 % at room temperature has 
been measured. 24 Alternatively, for sources with a very large polarization the 
conductivity mismatch problem does not occur. A group of materials that 
has an intrinsic polarisation of 100% is half-metals. Half-metals are a main 
topic of this thesis and will be discussed in section 1.3.
O ther approaches
The best way to obtain a high spin polarisation is still unclear. It will depend 
on the device, the semiconducting material, and the operating temperature. 
Possibly, it could be using a completely different approach than the ones 
mentioned above. Ideally, it is via an all electrical setup, as optical instru­
ments or strong (external) magnetic fields can be unwieldy and they can 
cause interference with other electronics.
1.2.3 Proposed  devices
Several spintronic devices have been proposed. For instance, the spin based 
transistor by D atta and Das. 25 The electron spin has also been considered 
for use in a quantum computer. 26 There the two spin states function as the 
quantum equivalent of the traditional bit. However, these devices have not 
yet been realized experimentally.
Perhaps the simplest device that has been realized is the spin-valve. A 
spin-valve consists of two ferromagnets and a (non-magnetic) lead, see figure
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F ig u r e  1 .2 (left) Schematic drawing of a spin-valve. When the magnetization 
of the two ferromagnets is parallel the resistance low (left), when they are anti 
parallel the resistance is high (middle). The direction of the magnetization can 
be controlled by applying a magnetic held. (right) Measurements of a spin-valve 
by Jedema et al.27
F ig u r e  1.3 An MRAM.
1.2. The resistance of the spin-valve depends on the relative orientation of 
the two ferromagnets. A current is passed through the lead, and it gets spin 
polarized in the first ferromagnet. It then passes to the second ferromag- 
net. If the magnetisation of the second ferromagnet is parallel to that of the 
first magnet, the current can easily pass through and the device is in a low- 
resistance state. However, if the magnetisation is in the opposite direction 
the resistance will be high. The orientation of the two ferromagnets can be 
controlled by applying a magnetic field. Due to different shape anisotropies 
the ferromagnets will switch at different field strengths. By sweeping a mag­
netic field, all relative orientations can be realized. The spin-valve effect has 
been observed at room temperature.27
An application of a spin-valve is a magnetic random access memory 
(MRAM), see figure 1.3. An MRAM consists of a lattice of magnetic tunnel 
junctions, “bits” , and each tunnel junction forms a spin-valve. A specific bit
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can be accessed by choosing the corresponding “world” and “bit” lines, and 
the resistance determines its value, “0” or “1” . The bit can be set by passing 
a large current through the appropriate world and bit lines. These currents 
induce a magnetic field at the junction that sets the bit value. However, the 
necessary currents can be quite large and can partially flip nearby bits. A 
different way to set the bits, that uses a smaller current and does not affect 
nearby bits, is by using the spin-transfer torque effect.28 By passing a spin 
polarized current through the tunnel junction, the magnetization of the fer­
romagnet can be controlled. For an overview of possible spintronic devices 
see references. 3>13>14
1.2.4 R oadblocks
There are some roadblocks to spintronic devices operating at room temper­
ature. Firstly, there are intrinsic difficulties in working with a spin-polarized 
current. Spin transport is limited by spin-flip scattering, the main sources 
of which are scattering from magnetic impurities, the hyperfine interaction, 
and spin-orbit coupling. The first two processes are an interaction between 
two spins; ether between two electron spins or between an electron spin and 
a nuclear spin. In these processes the total spin is conserved. Spin-orbit 
coupling combines angular momentum and spin in a new quantum number 
J . The electron spin is no longer well defined and spin-flips are possible. 
The strength of the spin-orbit coupling scales with the charge of the atomic 
nuclei and is more important for the heavier elements. If present, the current 
can also couple to an external magnetic field. All these effects are important, 
and need to be carefully controlled. However, in an optimal setting, spin-flip 
lengths of the order of 1 mm have been obtained, showing that spin transport 
is feasible.29
Thermal excitations can also be a large source of depolarisation. When 
ferromagnetic materials are used, the operating temperature must be well 
below their Curie temperatures. Reversely, ferromagnetic materials with 
Curie temperatures well above room temperature are necessary.
Secondly, there are difficulties related to the specific configuration of the 
spintronic device. There is the problem of generating a spin polarized current 
in a semiconductor, as discussed in a previous section. Then there are effects 
related to the dimensions of the device. A device contains interfaces and 
surfaces, and these become increasingly important for smaller devices. If 
the device is small enough, surface and interface effects will dominate the 
device characteristics. The electronic and magnetic structure at a surface or 
interface can be vastly different from the bulk. Although these size-effects are 
not a priori negative, they are not yet fully understood. An good example of
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F ig u r e  1 .4 Schematic denstiy of states of: (a) A  semi-conductor, (b) a half­
metal; (c) a ferro-magnet, and (d) a non-magnetic metal.
this is NiMnSb. The bulk of NiMnSb is half-metallic. However, an interface 
between NiMnSb and a semiconductor, or a surface of NiMnSb, is generally 
not half-metallic. As a result, the half-metallic nature of NiMnSb is difficult 
to show experimentally and was contested at first.
To solve these problems, a better understanding of what happens at a 
surface or interface is essential. Possibly, new materials with better properties 
are necessary.
1.3 H alf m etals
1.3.1 D efinition
In the absence of spin-orbit coupling, or in cases where the spin-orbit cou­
pling is very weak, a solid can be described by two separate densities of state, 
one for each spin direction. These DOS can either be identical, resulting in 
a non-magnetic solid, or they can be different, and the solid is magnetic.a 
The electrical properties are determined by the position of the Fermi-level. 
For non-magnetic solids there are two possibilities: The Fermi-level inter­
sects a band, and the solid is a conductor, or it falls into a gap and the 
solid is an insulator. However, for magnetic solids there is a third option. 
The Fermi-level intersects a band for only one spin direction, see figure 1.4.
aIn fact, th e  situa tion  is a b it m ore com plicated depending on the  m agnetic ordering, 
i.e. for antiferrom agnets or ferrim agnets. For sim plicity only ferrom agnets are considered 
here.
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These materials are called half-metals, and they have some peculiar magnetic 
properties. Half-metals are completely polarised: Using equation 1.1 we find 
a polarisation of 100% (or -100%, if majority and minority spin-directions 
are reversed). And, because both the unit-cell and the insulating spin direc­
tion contain an integer number of electrons, half-metals necessarily have an 
integer magnetic moment per unit-cell.
Half-metals were first discovered by de Groot et al. in 1983 in a compu­
tational study on NiMnSb.30 Other half-metallic compounds are for example 
CrO2,31 or the colossal magnetic resistance materials like Lai_xCaxMnO3.32
1.3.2 H alf-m etals and experim ent
Experimentally, the status of half-metals is less clear. There is no real 
“smoking gun experiment” to prove the existence of half-metallicity in a 
specific compound. Experiments routinely show polarizations significantly 
below 100%, and highly spin-polarized charge injection using NiMnSb has 
not yet been achieved. Spin-polarized positron annihilation is probably the 
most reliable method, as it can measure the Fermi-surfaces for the separate 
spin directions. For bulk NiMnSb, a Fermi-surface was observed only for the 
majority spin direction, in agreement with half-metallicity.33,34 Later work 
found that although bulk NiMnSb is half-metallic, surfaces and interfaces of 
NiMnSb are generally not half-metallic.35 This explains the low polarisations 
measured, as many of the used techniques are very sensitive to surface.
Phonons usually lead to a decrease of the band-gap with temperature. For 
silicon for example the band-gap is roughly 5% smaller at room temperature 
than at 0 K .36 We can expect that the effect of phonons on the band-gap 
of a half-metal is similar. Depending on the half-metal and the position of 
the Fermi-level with respect to the half-metallic band-gap the effects on the 
spin-polarisation could be large.
1.3.3 A pplication  o f half-m etals
Notwithstanding the somewhat difficult experimental situation for half-metals 
they are still very appealing both from a theoretical as an experimental point 
of view. For applications that really need the 100% spin polarisation (for 
instance quantum computing) half-metals are a natural choice. For less de­
manding applications the high polarisation can be useful as well: The desired 
effect often scales with the polarisation. Some of the half-metals have a high 
Curie temperature, 780 K for NiMnSb, whereas the magnetic semiconductors 
typically have a Curie temperature well below room temperature.
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F ig u re  1 .5  The crystal structure of NiMnSb. It is faced centered cubic with 
symmetry F 43m, space group 216. Nickel is at position (0 ,0 ,0 ), manganese at 
( 4 , i , i ) and antimony at (3 , 4, 3 ).
From a computational view half-metals, and especially NiMnSb, are ideal 
test cases. Detecting changes in the band-gap is simpler than analyzing subtle 
changes in a complicated electronic structure. NiMnSb has been extensively 
studied, and there is a lot of data available to check the calculations. NiMnSb 
has a highly symmetric crystal structure and a small unit-cell, see figure 1.5. 
This leads to a fast convergence of the calculations.
1.4 C om putational Approach
In this thesis an ab initio computational study on half-metals and their prop­
erties is presented. Ab inito means that there are no phenomenological pa­
rameters: The whole model can be derived from first principles. A com­
putational approach has certain advantages over a purely experimental one. 
First of all, the experiment is completely contained in the computer and the 
experimenter has complete control over every parameter. Very high or very 
negative pressures can be calculated without extra difficulty. Parameters 
that are not easy, or even impossible, to adjust in practice can be controlled. 
This allows us, for instance, to study the ground state of a material for dif­
ferent crystal structures, or use fractional charges for the atomic nuclei. This 
can give valuable information that is not possible to obtain experimentally. 
Finally, calculations can sometimes be carried out much faster and cheaper 
than a corresponding experiment.
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However, when solving the ab initio equations some assumptions and 
simplifications must be made, and the final solutions are only as good as the 
model. For example, a known problem for density functional theory (DFT, 
see below) is the underestimation of the band-gap for the III-V semiconduc­
tors. It can also produce incorrect results when calculating highly correlated 
materials or properties involving excited states. When interpreting the cal­
culations, the limitations of the theory should be kept in mind.
An other problem can be the size of the system. The computational 
effort, i.e. computing time and amount of memory, often scales with a power 
of the system size. Even for moderately sized systems, this quickly becomes 
too large even for the largest supercomputers.
Writing an efficient and physically correct program can be enough to fill 
more than one thesis. In this thesis, therefore, an available and well tested 
program that implements efficient algorithms as described in the literature 
has been used. However, to present a general idea of the theory, and to 
have a frame in which to place references, density functional theory will be 
(briefly) discussed.
1.4.1 T he Schrodinger equation
The ground state properties of a solid can be found by solving the Schrodinger 
equation:
+  v j  ^  (1.2)
where the potential V and the multi-particle wave function ^  are a function 
of the coordinates of the electrons and nuclei. Particle i has mass mi and V i 
is the derivative with respect to the coordinates of particle i.
However, solving this equation exactly quickly becomes impractical, if 
not impossible. Even a single gram of, for instance, table-salt contains on 
the order of 1022 atoms. This results in an almost endless set of coupled 
differential equations.
The first step, known as the Born-Oppenheimer approximation, is to sep­
arate the equation in an atomic and an electronic part. The difference in mass 
between the electron and the proton is large: m  ~  1837. Consequently, the 
atomic nuclei and the electrons move at different timescales. When calcu­
lating the dynamics of the electrons, we can assume the nuclei are at rest. 
Reversely, when calculating the dynamics of the nuclei we can assume the 
electrons are always at their lowest energy configuration. As an even further 
simplification, the dynamics of the atomic nuclei could be treated classically.
£ ft2V?2m i
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F ig u r e  1 .6  Illustration of a unit-cell and lattice vectors in 2D. In this example 
the solid consists of two different elements, indicated by a circle and a star, placed 
in a regular pattern. The compound is fully described by the unit-cell (shaded 
area) and the vectors a and b: It can be constructed by placing the unit-cell at 
every integer combination of the two vectors.
The next step is to use the fact that most solids are ordered, figure 1.6. In 
that case we can choose a small cell, the unit-cell, and three lattice vectors T¿. 
The three lattice vectors form a Bravais lattice: The points kT\ +  lT2 +  mT3 
with k, l and m integers. We can build the complete solid by placing the 
unit-cell at all points (k ,l,m ) of the Bravais lattice. The unit-cell typically 
contains a small number of atoms and electrons and is much easier to deal 
with. After finding the solution to the Schrodinger equation in the unit-cell, 
we can reconstruct the solution for the whole solid using Bloch’s theorem:
A  (r +  T ) =  elk'T^ k (r) (1.3)
where the point r is in the unit-cell, and T is a point in the Bravais lattice. 
The index k is a new quantum number used to label the Bloch states. It is 
called the crystal momentum, or just the momentum. In the limit of a free 
electron gas, that is no nuclei and an infinitely large unit-cell, the crystal 
momentum is equal to the normal momentum.
The resulting equation, although simpler than the starting point, is still 
unwieldy. At this point, due to the electron-electron interaction, it is still not 
possible to decouple the differential equations and write the multi particle 
wave function as a product of wave functions for individual electrons.
1.4.2 D ensity  Functional Theory
There are several options to continue, for instance Hartree-Fock or Quantum 
Monte Carlo techniques. One approach popular in solid state physics is den­
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sity functional theory (DFT), developed by Hohenberg, Kohn and Sham .37,38 
The basic idea is that instead of trying to solve the many-body Schrodinger 
equation in terms of the multi particle wave function ^ (x o ,x i,.. .) ,  one can 
reformulate the problem in terms the electron density n(r). According to the 
Hohenberg-Kohn theorem, for a given external potential, the ground state 
density is unique and minimizes the energy. This allows us to look at a dif­
ferent system of “quasi” particles but with the same density. Because the 
density is the same, the ground state energy will be the same. The simplify­
ing step is when we define the particles to be non-interacting. This allows us 
to write the multi-particle wave function ^  =  ^ (x 0,x 1, . . . )  as a simple prod­
uct of the single-particle wave functions 0i(xi). The kinetic energy can be 
calculated from the single-particle wave functions, but the potential energy 
is more complicated. We now obtain the Kohn-Sham functional for the total 
energy:
7-r i  i \h 2V 2 * , x e2 f  n(r)n(r') ,
e ks =  -  £  dr^  (r)^ m T ^ j(r) +  ~2 \ r - r ' \  +occ.stated e
ƒ  drV external(r)n(r) +  E XC [n(r)] +  E nuc (1.4)
where E nuc is the energy for the nuclear repulsion. After some mathematics 
we obtain the following equations:
^ V 2 +  Veff(r,n (r))^  0i(r) =  ej0j(r) (1.5)2me r /
n(r) =  £  4>*i(r)fa (r) (1.6)occ.states
where the effective potential contains a term for the interaction with the 
atomic nuclei, Vexternal, the Coulomb interaction between the particles, and 
a term describing the particle exchange and correlation:
Veff (r, n(r)) =  Vexternal(r) +  e2 i  n (r ) dr' +  ^EXC[n(r)] (1.7)J |r — r'| on(r)
The remaining difficulty lies in the determination of the exchange and cor­
relation energy, E XC. Kohn and Sham used an approximation based on a 
uniform electron gas. They took the exchange and correlation energy at 
point r with local density \(r) to be equal to that of a uniform electron gas 
with the same density, n(r). This local density approximation (LDA) works 
remarkably well, and in 1998 the Nobel prize in chemistry was awarded to 
Kohn for the development of this method. The LDA approximation can be
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extended to include magnetic systems. Magnetic systems have, next to a 
charge density, also a magnetisation density. Similar to LDA a functional 
depending on the local magnetisation and density can be formulated. This 
is called the local spin density approximation (LSDA) .39,40
The L(S)DA functionals are based on a uniform electron gas. This is 
a good approximation if the density varies slowly over space. However, for 
real solids large fluctuations can be expected close to the nuclei. A logi­
cal and systematic extension is to include the gradient of the density in the 
functional. However, contrary to LDA, the derivation of such a functional 
is not straightforward, and the first gradient corrected functionals were less 
accurate than LDA. The success of LDA can, to some extend, be explained 
by the fact that it describes a real physical system. Hence, LDA implicitly 
obeys a number of conditions, e.g. the sum rule for the exchange-correlation 
hole. This also explains the failure of the first gradient corrected functionals, 
as they did not obey these conditions. Later functionals in the so-called gen­
eralized gradient approximation (GGA), did. See for instance the functional 
of Perdew and Wang.41 Some improvements of a GGA functional over an 
LDA functional are better total energies and structural energy differences.42 
The LDA functionals typically have a tendency to over-bind, GGAs have a 
tendency to bind less strong and provide a “first-order” correction. Several 
other functionals have been developed. However, it is probably impossible 
to express all the exchange and correlation effects in a single functional. 
For practical purposes the GGA functional gives an accurate description of 
ground-state properties.
Most of the calculations presented in this thesis are done using the pro­
gram VASP.43-47 It implements the DFT algorithm as described above with 
some extra optimizations. The wave functions are expanded in a plane wave 
basis. This allows for easy computation of the kinetic energy and of the 
Fourier transforms. Compared to basis sets consisting of functions that more 
closely resemble atomic wave functions, a plane wave basis set is very large. 
However, they can naturally incorporate the periodic boundary conditions 
of the unit cell. To reduce the number of plane waves in the basis set, the 
projector augmented plane wave method is used. In this method, the core 
electrons are frozen, i.e. treated differently from the valence electrons, and 
pseudo wave functions are used to describe the valence electrons. In these 
pseudo wave functions the rapid oscillations near the nucleus are removed, 
resulting in rapidly converging plane wave expansions. 48,49 Within the aug­
mentation sphere around each nucleus the full wave function is obtained by 
augmentation of the pseudo wave function with rapidly oscillating functions 
that are orthogonal to the core states. Non-linear core corrections are ap­
plied to improve the polarization.50 Integrations over the Brillouin zone are
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F ig u re  1 .7  Self-consistency loop for solving the DFT-equations.
performed using a Monkhorst-Pack k-point grid and a modified tetrahedral 
method.51,52 The exchange correlation potential is calculated using the gen­
eralized gradient approximation of Perdew and Wang with the corrections of 
Vosko, Wilk, and Nusair.40,41,53
The final equations are solved using an iterative approach, see figure 1.7. 
The input for the calculations are the atomic positions and the lattice con­
stants. Then, a starting density p0 is constructed, for instance by overlapping 
the atomic charge densities, or it can be taken from a previous calculation. 
The wave functions 0° are then calculated using equation 1.5, and a new 
density p1 is constructed from equation 1.6. At this point you either accept 
the p as the correct density or use it to improve the initial guess and re­
peat the process. From the converged wave functions 0” the total energy, 
the density of states, local magnetic moments, (via the Hellman-Feynmann 
theorem) atomic forces, and the band-structure can be calculated.
1.5 O utline
The original aim of this thesis is to investigate how recent advances in 
nanotechnology, i.e. the ability to create and manipulate structures on a 
nanoscopic scale, can be used to improve the performance of spintronic de­
vices. Although some spintronic effects persist up to room temperature, 
temperature is often a limiting factor in designing devices. It is impossi­
ble to remove all temperature effects completely. We can, however, try to
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minimize the effect of temperature for a specific temperature.
The most damaging effects for spintronics are magnetic excitations, i.e. 
magnons. A magnon can be thought of as a spin flip and thus directly effects 
the spin-polarisation. In this thesis, several ways to control these magnetic 
excitations by manipulating the magnon spectrum will be proposed. The 
first approach is to create nano structured arrays of ferromagnetic wires or 
dots. This allows us to interpolate between a continuous spectrum, typi­
cal for solids, and the discrete spectrum of a quantum dot. Alternatively, 
the spectrum can be manipulated by doping with magnetic or non-magnetic 
elements. Doping with non-magnetic elements would make the magnetic 
lattice amorphous, while doping with magnetic elements could increase the 
magnetic anisotropy, and would open a gap in the magnon-spectrum. For 
all these approaches it is important that their effect on the magnon spec­
trum is as large as possible, while their effect on the electrical properties is 
minimal: For half-metals it is important that they do not negatively effect 
the band-gap in the insulating spin-direction. No miracles can be expected 
from these approaches. The Curie temperature of the half-metal still sets an 
upper limit on the operational temperature, and if the manipulations affect 
the Curie temperature, they are likely to lower it. Nor will they improve 
the performance for all temperatures. They could, however, improve the 
performance for one specific temperature, at the expense of others. These 
approaches are expected to be generally valid, and they will be investigated 
for the case of NiMnSb in chapters 2, 3, and 4. Possible dopants are sug­
gested, and their effect on the electronic structure will be calculated. For 
nano structured contacts, surface and interface effects will play an impor­
tant role and they need to be controlled. It will be shown how to construct 
genuine half-metallic interfaces with NiMnSb.
In the second part of this thesis, chapters 5, 6 , and 7, a different source 
of depolarisation will be investigated: Spin-orbit coupling. The amount of 
spin-orbit coupling depends on the electronic structure and the orbital mo­
mentum of the electrons. However, the strength of the spin-orbit coupling 
is determined by the atomic charge (it is stronger for the heavier elements). 
A new type of materials, based on magnetic oxygen, in which the spin-orbit 
coupling is reduced to a minimum will be presented.
Finally, chapter 8 deals with an electrical aspect of spin-injection. An 
interface resistance depends, in part, on the work function. For some com­
pounds the work function, in turn, depends on the surface orientation. An 
anisotropy in the work function therefore suggests a similar anisotropy in the 
Schottky barrier at the interface, and can be used to tune the interface resis­
tance. The relation between work function and surface stability is examined 
for the case of CrO2, and a general rule is formulated.

2 :Chapter
D efects in half-metals and finite 
tem perature
The influence of defects in half-metals is calculated in the case 
of NiMnSb. Of the fourteen cases of intrinsic defects, five af­
fect the half-metallic properties. They are energetically very un­
likely to occur. Circumstances are discussed under which defects 
may even have a beneficial effect on the spin-polarisation of the 
conduction electrons. Deliberate doping by rare-earth atoms as 
well as the effect of nano-structured contacts may influence the 
magnon spectrum improving the behaviour at finite temperature.
J. Phys.: Condens. M atte r 16 S5517 (2004)
2.1 Introduction
The role of intrinsic defects in half-metals has been studied almost as long 
as half-metals have been recognized. The original calculations30 on NiMnSb 
were criticized for using a crystal structure different from the one reported 
on the basis of neutron diffraction studies.54 The latter crystal-structure, 
which differs by the interchange of manganese and nickel atoms, has no 
half-metallic properties. This prompted a neutron diffraction study in or­
der to establish the correct site occupancy as well as the degree of disorder. 
The crystal structure used in the original calculations turned out to be the 
correct one, no indication for site disorder was obtained and in particular 
the (partial) interchange of nickel and manganese contradicts the magnetic 
properties.55 In a later computational study, Orgassa et al. showed that 
3% of nickel-manganese interchange destroys the half-metallic properties.56
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F ig u re  2 .1  The magnon spectrum for an arbitrary direction in the Brillouin zone 
for: (a) the undoped magnet, (b) a magnetically amorphous compound, and (c) 
the magnet with an increased magnetic anisotropy. Magnon states with an energy 
below kB T  (dotted line) are thermally accessible, and can cause depolarisation.
Since this study appeared at the same time as experiments showing a lack 
of half-metallic properties at the surface,57 it lead to speculations about the 
occurrence of disorder in NiMnSb. However, spin-resolved positron annihi­
lation showed bulk NiMnSb to posses a Fermi-surface for one spin-direction 
exclusively to the precision of the experiment (0.01 electron) .33 This is a 
very precise technique, not depending on ultra low temperatures and high 
magnetic fields for its sensitivity (Pockets of the Fermi-surface can easily be 
overlooked by methods for the determination of the Fermi-surface like De 
Haas Van Alphen).
For various reasons a study of defects in half-metals seems timely. Not 
only the possible detrimental effects on the half-metallic properties are of 
interest, but also the opposite effect should be investigated: Can the delib­
erate introduction of defects enhance the half-metallic properties, especially 
at higher temperatures? The elementary magnetic excitations in a solid 
are the magnons. The magnonic band-structure shows magnon bands in­
creasing in energy in going from the centre of the Brillouin zone towards 
the boundary. They describe the dispersion of the magnons. The r  point 
represents a spin-spiral of infinite wavelength, while a k-point at the zone 
boundary (in a direction corresponding to a nearest neighbour direction in 
real space) describes an anti-ferromagnetic commensurate ordering in this 
direction. At finite temperatures these magnons can be excited, the easier 
the longer the wavelength. This leads to a reduction of the spin-polarisation 
of the conduction-electrons with temperature, till, at the Curie point, no 
net polarization will remain without an applied magnetic field. Preferably, 
the use of half-metals as a source of spin-polarized electrons should be lim­
ited to temperatures well below the Curie temperature. In this regime an 
optimisation of the polarisation is possible by modifying the magnonic band- 
structure by suitable doping, see figure 2.1. Three strategies are investigated 
here. The first one is the introduction of impurities that make the half-metal
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F ig u re  2 .2  A contact of nano-sized particles.
amorphous, preferentially so for the magnons (figure 2.1b). An amorphous 
system shows discrete energy levels contrary to the continuous bands in the 
crystalline state. Consequently, the number and type of magnons (a quite 
inappropriate name here) that can be thermally excited are different and the 
temperature-dependence of the spin-polarisation will be different also: Bet­
ter at some temperatures, worse at others. Of course, this strategy can only 
work if impurities can be found that affect the electronic structure as little 
as possible, in particular the dopants should not affect the band-gap of the 
half-metal. The art is to design imperfections with an optimal magnonic, 
but a minimal electronic impact.
A second strategy is based on enhancing the magnetic anisotropy. The 
effect of the magnetic anisotropy is the introduction of band-gaps at the r  
point of the magnonic band-structure, since the energy depends on the di­
rection of the magnetisation through the magnetic anisotropy (figure 2.1c). 
The effect is to reduce the number of magnon states energetically available 
at a given temperature and thus reducing the temperature-induced depolari­
sation of the conduction. This is beneficial at any temperature, but also here 
the important question is whether this can be achieved without degrading 
the half-metallic properties at zero temperature already.
The third possibility described here, is the effect of replacing a macro­
scopic contact between the half-metal and some material wherein spin polar­
ized charge carriers are needed by a contact of many nano-sized half-metallic 
particles, see figure 2.2. Also here there is a serious complication: Surfaces of 
half-metals are often not half-metallic, so, without special care, a nano-sized 
half-metallic particle will not be half-metallic for a non-negligible fraction of 
its volume. 35
All efforts along the lines sketched above will be useless unless dopants 
in half-metals can be found that maintain the half-metallic properties or a 
material can be designed to embed nano-sized half-metallic particles ensur­
ing half-metallic interfaces. This preservation of half-metallic behaviour is
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the central subject of this chapter. The examples worked out by means of 
electronic structure calculations are based on NiMnSb. The reason for this 
choice is that it has a high Curie temperature (740 K) and can be applied at 
low temperatures, unlike magnetite, which transforms into an insulator below 
120 K. Also, it has been recognized as a half-metal long ago and consequently 
has been studied in detail, both experimentally as well as computationally 
and theoretically. Also its crystal structure and chemical composition is quite 
similar to zinc-blende semiconductors. There are no reasons to assume, how­
ever, that a similar strategy could not work equally well for other half-metals.
2.2 Influence o f som e (hypothetica l) forms of  
intrinsic defects in N iM nSb
In order to understand the influence of various types of disorder on the elec­
tronic properties of NiMnSb, the structure and bonding in this compound 
are briefly discussed. NiMnSb crystallizes in the Heusler C1b structure, a 
face centered cubic structure which differs from the zinc-blende structure 
only by the presence of a third species at the (2,1, 2) position. Nickel occu­
pies the (4 ,1 , 4) position. The magnetic moment of 4 is carried by the 
manganese atom, hence the manganese atom for the minority-spin is triva­
lent. This leads to a situation very similar as in the III-V semiconductors: 
Both the trivalent and the pentavalent (antimony) atoms occupy sites with 
tetrahedral coordination, while the nickel mediates the antimony-manganese 
interaction. Indeed, there is a strong similarity between the valence bands of 
GaSb and minority spin NiMnSb, especially if the occupied nickel d-bands 
(but not their interactions) are removed.30 The tetrahedral coordination is as 
essential as it is for the III-V semiconductors. For the majority spin-direction 
all contributing basis-states are degenerate in energy in first approximation 
and consequently a band-structure results that is typical for an alloy: Broad 
bands, three of which intersect the Fermi-level with a large slope. No band­
gap exists for this spin-direction.
The effect of disorder was investigated in a unit-cell of 32 formula-units, 
so the concentration of defects is 3%. Most of the cases of disorder studied 
comprise the interchange of two species (where the empty (| , | , 4) site is 
considered as a species as well). The size of the unit-cell allows two types of 
interchange for each case: Interchanging nearest neighbours or interchanging 
more distant atoms. Both cases were investigated, see table 2.1. As expected, 
the interchange of a nickel and a manganese atom destroys the half-metallic 
properties in both cases. The results for nickel-antimony interchange are
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Ni Mn Vac Sb
Ni X + +
Mn X + X
Vac + + +
Sb X + X
T a b le  2 .1  Effect of interchanging two atoms: (+) indicates NiMnSb remains half- 
metallic upon interchange, (X) indicates a loss of half-metallicity. The upper-right 
corner indicates nearest-neighbour interchange, the lower-left part of the table 
indicates the interchange of more distant atoms.
somewhat surprising. Only in the case of interchanging more distant atoms 
the half-metallic properties are lost. The interchange of a nearest neighbour 
nickel-antimony pair preserves the half-metallic properties. Also, the case of 
manganese-antimony interchange is interesting. In case of the interchange 
of near atoms, the half-metallic properties are lost, but in the case of in­
terchange of more distant atoms an occupied localized impurity state for 
the minority-spin direction shows up with the conservation of half-metallic 
properties. The displaced manganese atom shows a magnetic moment of
2 only. A similar behaviour is observed in displacing an antimony atom 
to an empty position, but with the results for the near and more distant 
interchanges reversed as compared with manganese antimony interchange. 
The displacement of manganese atoms to empty sites does not affect the 
half-metallic properties, nor do the cases of nickel - empty sites interchange. 
Finally, the presence of an extra nickel atom or a missing nickel atom does 
not destroy the half-metallic properties. So, the majority of the defects have 
no influence on the half-metallic properties, while the most damaging defect 
(nickel-manganese interchange) costs 2.88 electron-volt, rendering its occur­
rence highly unlikely. As mentioned before, the temperature-dependence of 
the magnetisation, neutron diffraction as well as positron annihilation did 
not show any indication of the presence of disorder. A recent NMR study on 
thin films of NiMnSb on GaAs (111) showed that even in samples prepared 
at low temperatures, disorder was markedly absent.58
2.3 D eliberate in troduction  of defects
In view of the conclusions of the previous paragraph, the introduction of 
non-intrinsic defects in NiMnSb will be investigated in this paragraph with 
emphasis on the preservation of the half-metallic properties on the one hand,
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F ig u re  2 .3  Density of states the majority spin-direction and the minority spin- 
direction for NiMnSb with 3% Mn replaced by Sc.
while optimising the magnetic disorder on the other hand. Since the magnetic 
moments are centred on the manganese atoms, the optimal impact can be ex­
pected by the partial substitution of non-magnetic atoms for the manganese. 
The preservation of the half-metallic properties requires in first approxima­
tion the integrity of the band-gap. Since the origin of the band-gap is similar 
as in the III-V semiconductors, the non-magnetic atoms to replace the man­
ganese should be preferably trivalent transition metals. Clearly scandium 
fulfils these requirements. Support for this idea is obtained from the fact 
that NiScSb actually exists and even crystallizes in exactly the same crystal 
structure as NiMnSb.59 The calculated densities of states for NiMnSb with 
3% of the manganese replaced by scandium are shown in figure 2.3. Clearly 
the half-metallic properties are completely conserved. The scandium sites 
show a negligible magnetic moment (less than 0.1 ^ B).
2.4 Enhancing th e  m agnetic anisotropy
The origin of the magnetic anisotropy is mainly the spin-orbit interaction. 
The effect of this interaction in NiMnSb is expected to be weak. The strength 
of the spin-orbit interaction is an almost atomic quantity: It depends on the 
product of the wave function of interest and the gradients of the potential. 
The latter diverges at the nucleus, where the wave function vanishes; conse-
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F ig u r e  2 .4  Band structure of NiMnSb for the majority spin-direction (left) and 
the minority spin-direction (right).Vertical scale is in electron-volts.
quently the spin-orbit interaction has its major contributions in areas rather 
close to the nucleus, not being influenced much by the chemical environment. 
The effect of the spin-orbit interaction of a given strength on quantities like 
the magnetic anisotropy and the spin mixing is greatly influenced by the 
band-structure, however. In first order of approximation the spin-orbit in­
teraction couples states with the same angular momentum l. It will do so 
independently of the occupation of these states, but net effects for the quan­
tities we are interested in here only occur if the states are partially occupied. 
Also, in first order, spin-orbit interaction couples states of the same k-vector 
only. This means that only those parts of the Brillouin zone contribute that 
have partial occupation of the l manifold. On top of this, there exists a com­
petition between the band-structure and the spin-orbit interaction: Chemical 
bonding opposes the spin-orbit coupling. This so-called orbital quenching is 
less effective the higher the degeneracy of the l manifold. These rules can 
be summarized as follows. Given the strength of the spin-orbit interaction, 
its effect is optimal if states with high degeneracy are located close to the 
Fermi-level. This situation almost always occurs at a high symmetry point 
in the Brillouin zone. The flatness of the energy-bands here ensures the in­
volvement of a larger part of the Brillouin zone, the (near) degeneracy in this 
part of the zone inhibits orbital quenching and the vicinity of the Fermi-level 
leads to partial occupation of the l manifold. Exactly the opposite situation 
is present in NiMnSb, where three non-degenerate bands with large slope 
intersect the Fermi-level halfway the Brillouin zone (figure 2.4).
Spin-orbit interaction causes the mixing of the two spin-directions lead-
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ing to a reduction of the spin-polarisation of the conduction electrons at 
zero temperature already. Special care has to be taken to avoid that the 
desired increase in the magnetic anisotropy is not offset by this reduction. 
This latter effect takes place close to the Fermi-level, while the magnetic 
anisotropy can originate anywhere in energy as long as the l manifold re­
sponsible for it is partially occupied only. Ideally, this would imply a strong 
spin-orbit interaction in a core-like sub-shell. A properly chosen element 
from the lanthanide-series as a substituent could approximate this situation 
closely. The 4 f  electrons, not directly involved in chemical bonding, show 
a strong spin-orbit interaction and are energetically well separated from the 
Fermi-level. The choice of the lanthanide atom is determined by the require­
ment of both a spin-moment (maximal halfway the series) and an orbital 
moment (zero halfway the series, optimal at one and three quarters of the 
series). So holmium deserves serious consideration. The chance that this 
could be realized experimentally is indicated by the fact that NiHoSb does 
exist and actually is isostructural with NiMnSb.59 From the point of view 
of the preservation of the half-metallic properties, the same line of reasoning 
as in the previous chapter can be extended to more rare earth elements as 
long as they are trivalent (europium and cerium were already rejected based 
on their magnetic properties). Figure 2.5 shows the calculated density of 
states of NiMnSb with 13% of the manganese replaced by holmium. The 
holmium 4 f states give rise to a very narrow peak at -9 eV, far away from 
the Fermi-level, and the half-metallic properties are completely conserved.
2.5 Em bedding half-m etallic quantum -dots
The influence of finite size on the magnon spectrum is to replace the con­
tinuous spectrum by a discrete set of levels, not unlike the scenario for the 
substitution of scandium for manganese in NiMnSb. The advantage of consid­
ering a multitude of half-metallic quantum-dots as a contact is that a direct 
control over the size of the energy-gaps in the magnon-spectrum is available 
through the size of the quantum-dots. The surfaces of these quantum-dots 
form a serious complication. In the case of NiMnSb, for example, it was 
shown that not a single low index surface shows half-metallic properties.35 
These calculations did allow for surface reconstructions within the size of the 
unit-cell. Although no surface segregations were allowed in the calculations, 
it is more than likely that without a proper embedding in a suitable matrix 
an important fraction of the half-metal will not be half-metallic. A genuine 
half-metallic interface was obtained between NiMnSb and CdS. 35 But this 
result was obtained only for one specific interface in one direction (111). The
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F ig u r e  2 .5  Density of states as a function of energy for 13% holmium doped 
NiMnSb. Dashed line indicates the Fermi-level. Note the presentation of the band 
gap for the minority spin-direction. Horizontal scale: electron-volt. Vertical scale: 
states/unit-cell eV.
interface between the quantum-dots and the embedding matrix will in gen­
eral contain a multitude of orientations. On the other hand, the choice of 
the semiconductors (InP proved to yield half-metallic interfaces as well, these 
were the only cases investigated because of the lattice match) was motivated 
by the general interest in spin-polarized charge carriers in III-V semiconduc­
tors. No other requirements than just to restore half-metallic properties at 
the interfaces of as many as possible orientations exist for the embedding 
material. As mentioned before, NiScSb exists. It is a non-magnetic semicon­
ductor with a calculated band-gap of 0.5 eV, so the actual band-gap could be 
of the order of twice this value. It is isostructural with NiMnSb and isoelec- 
tronic with the minority-spin direction of NiMnSb. Clearly this material is 
as closely related as possible to the minority-spin direction of NiMnSb and it 
is exactly the integrity of this aspect of the half-metal we seek to achieve at 
the interface. Figure 2.6 shows the densities of states of the three interfaces 
of lowest index.
The temperature at which one desires to operate the contacts determines 
the optimal sizes of the band-gaps in the magnon spectra, which in their turn 
are defined by the sizes of the quantum dots. The distances between the 
dots also require consideration. Very short distances will lead to behaviour 
approaching that of a macroscopic contact, in the limit of large distances the 
Curie temperature will drop till even the super-paramagnetic regime may be
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F ig u re  2 .6  Density of states of the NiMnSb/NiScSb interface for the (100), 
(110), and (111) directions. Horizontal scale: electron-volts. Vertical scale: 
states/unit-cell eV.
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Chapter ______________________________________
The continuing drama of the  
half-metal /  sem iconductor 
interface
In this chapter, based on electronic structure calculations, the 
conditions are discussed under which a genuine half-metallic in­
terface between a heusler C1b half-metal and a semiconductor can 
exist. An explanation is given why for the III-V  semiconductors 
the double anion terminated (111) interface is the only possible 
interface. For semiconductors, based on transition metals, a much 
wider variety of interfaces are found to be possible.
J. Phys. D.: Appl. Phys. 39  793 (2006)
3.1 Introduction
Nowadays it is generally accepted that the physical and chemical properties of 
surfaces are in general quite distinct from the corresponding properties in the 
bulk of a material. This is the rule for a vast majority of materials, although 
the details of the surface properties depend on the electrical behaviour of the 
bulk. The majority of metals are pyrophoric, including common metals like 
iron and aluminium. They owe their stability to protective, chemically inert 
surface layers. Surfaces of metals are actively studied, experimentally as well 
as computationally. Surface reconstructions have been an active area of re­
search for decades in the field of semiconductors. The applications of III-V 
semiconductors in microelectronics have been slowed down considerably, in 
part because of the unfavourable surface properties as compared with silicon
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based devices. The interest in surfaces of half-metals is more recent. Activi­
ties were triggered by the difficulty to extract 100% spin-polarised electrons 
from half-metals,60 whose bulk half-metallic properties themselves are not 
in doubt.33 Consequently, most studies have concentrated on the question 
whether the half-metallic properties extend to the surface, to understand a 
possible failure to do so, and the design of a possible cure. The differences 
between surface and bulk properties in half-metals are depending on the 
origin of the half-metallicity itself. Strongly magnetic half-metals, like the 
colossal-magneto resistance materials and for example chromium-dioxide, be­
have distinct from heusler alloys, in particular the ones in the C1b structure. 
In the former ones, the half-metallic properties are practically determined by 
the species carrying the magnetic moment alone (i.e. the manganese in the 
CMR materials or the chromium in CrO2). As long as the valences of these 
ions are maintained at the surface, the half-metallic properties persist. For 
example, the density of states of the alkaline-earth-oxygen terminated (001) 
surface of LaSrMnO7 is remarkably similar to the density of states in the 
bulk ,61 with the Fermi-energy at the top of the valence band. The electronic 
structure of the stoichiometric (001) surface of chromium-dioxide show two 
oxygen derived surface states in the lower part of the band-gap, but they are 
at a comfortable distance from the Fermi-energy, which is located in the mid­
dle of the gap here.62 Chromium-dioxide shows the highest spin-polarisation 
at the surface of all half-metals.63 Actually it is the only half-metal, where all 
measurements at the surface show the complete spin-polarisation expected for 
half-metals. The two cases mentioned here have relatively simple surfaces, 
since they are electrically neutral already without surface reconstructions, 
segregations etc. However, it is expected that also for more complex surfaces 
the half-metallic properties will be unaltered at the surface as long as the 
valence of the magnetic species is unaffected. The situation in a half-heusler 
alloy as NiMnSb is fundamentally different. The half-metallic band-gap is 
similar to the bandgap in the III-V semiconductors: Manganese is trivalent 
like gallium in GaSb; the antimony is pentavalent while the role of the nickel 
is to mediate the manganese-antimony interaction. 30 It is vital that both the 
manganese and the antimony posses the tetrahedral coordination character­
istic of the zinc-blende structure. In other words, the half-metallic properties 
in a half-metal like NiMnSb are not only dependent on the right elements 
and valences, but also depend sensitively on the crystal structure. This is 
the reason why weakly magnetic half-metals like the heuslers will in general 
not posses half-metallic surfaces, where strongly magnetic half-metals like 
chromium-dioxide do. The degree of spin-polarisation of the various sur­
faces of, for example NiMnSb, varies as a function of the orientation and the 
composition. Altough it can be fairly high, genuine half-metallic magnetism
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is absent for all surfaces studied.35,64-66 This looks a bad starting point for 
the construction of a half-metallic interface. In most cases such an interface 
will be with a semiconductor, sometimes with a metal. The interface with 
a semiconductor will often have the injection of spin-polarized charge carri­
ers as goal. As a result of the conductivity mismatch between (half-) metal 
and semiconductor,18 a genuine half-metallic interface is desirable, i.e. a sit­
uation where for one spin-direction nowhere metallic conduction is possible: 
Not in the half-metal, not in the interface nor in the semiconductor. The use 
of heusler alloys may not be as bad as the lack of half-metallicity at their 
surfaces suggest: If the semiconductor under consideration is a III-V semi­
conductor, the similarity in electronic structure with NiMnSb may restore 
the half-metallicity at the interface, which was lost at the surface. Vacuum 
at a heusler surface is simply much more detrimental than a semiconductor. 
On the other hand, the use of an oxidic half-metal at an interface with a zinc- 
blende semiconductor may very well induce metallic states for the minority 
(semiconducting) spin-direction in the semiconductor. Genuine half-metallic 
interfaces of NiMnSb with InP and CdS were obtained in the (111) direction 
with both half-metal and semiconductor being anion terminated at the in- 
terface.35 This is the only interface showing genuine half-metallicity, but the 
detailed origin of the unique properties of this interface has never been ex­
plained. This is the subject of the first part of this chapter. The second part 
uses the conclusions of the first part and attempts to select semiconductors 
that show genuinely half-metallic interfaces for more than one and preferably 
all orientations of the interface.
3.2 G enuine half-m etallic interfaces: 
zinc-blende sem iconductors
In the introduction the importance of the similarity between the electronic 
structure of the minority spin-direction of NiMnSb and III-V semiconductors 
was stressed. But there are also differences. One of these differences has 
been discussed in the literature: Where the metal states important for the 
band-gap formation are even in the half-metal (manganese d-states) they are 
odd for the III-V semiconductor (for example Ga p-states). This difference 
is unimportant as long as the crystal structure does not posses inversion- 
symmetry. But this difference is the origin of the different electronic structure 
of half- and full-heuslers since the latter ones do possess inversion symmetry. 
There is another important difference for interfaces between NiMnSb and 
III-V semiconductors. The relevant states for the anion are identical, of
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F ig u re  3 .1  Density of states curves for NiMn(l - x ) GaxSb close to the Fermi-level 
for x=0, x=0.06, x=0.12 and x=0.25. In the latter case, the band-gap for the 
minority spindirection has disappeared.
course. But where the relevant states for the III-V semiconductor have the 
same principal-quantum number (for example 4s and 4p for Gallium), they 
are different in the half-metal (4s and 3d). This means that the ordering 
in energy between the s-function and the other function is reversed. The 
influence of this difference can be seen in figure 3.1.
The substitution of manganese by gallium leads to the introduction of 
gallium impurity s-states there where these s-states are found in the III-V 
semiconductor: At the bottom of both valence and conduction band. Already 
at concentrations lower to those expected at the interface the band-gap has 
disappeared. In other words, the semiconducting properties can be obtained 
equally well with a transition metal (the half-metal) or a main-group metal 
(the III-V semiconductor) but not with a mixture of them. Note that this 
situation is not unrelated with the limited substitution range of transition 
metals in III-V semiconductors as experienced in magnetic semiconductors. 
Let us consider the interfaces of low index. The (100) planes in NiMnSb
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consist of alternate layers containing Ni or Mn,Sb. The (110) planes contain 
all three components, while the (111) planes contain just one component 
each in the order Mn, Ni, Sb. The genuine half-metallic interface reported 
thus far is the (111) interface with anion termination for both half-metal 
and semiconductor at the interface. It is clear now why this is so: It is the 
only interface without anions coordinated by a mixture of main group- and 
transition-metals. The anion-anion bond at the interface is not unusual, it 
occurs also in several minerals like gudmundite, costibite and paracostibite.35
3.3 G enuine half-m etallic interfaces for m ore 
orientations
In many cases, the choice of the semiconductor will be based on a specific 
application. If there is some freedom in the choice of the semiconductor, 
one could use this in order to select a semiconductor imposing less stringent 
requirements on the interface as compared with a traditional III-V semicon­
ductor. In view of the lessons from the previous paragraph semiconductors 
based on transition-metals rather than main group metals should be consid­
ered. Also, similarities in crystal structure and lattice mismatch are points 
of consideration. For these reasons we limit ourselves to non-magnetic semi­
conductors in the heusler C1b structure. The magnetic moment of NiMnSb 
is 4 ; hence a reduction of the number of electrons by this number will 
either lead to a half-metallic antiferromagnet or a non-magnetic semiconduc­
tor. Replacement of Ni by Sc leads to the existing compound NiScSb, which 
crystallizes in the Heusler C1b structure indeed.59 Two isoelectronic, existing 
alloys are also of importance: NiTiSn and CoTiSb.67,68 All three compounds 
are non-magnetic semiconductors. The electronic structure, as well as the 
magnetic and electrical properties of the latter two were studied by Tobola 
et al. 69 Figure 3.2 shows the bandstructure of NiScSb. It is a semiconductor 
with an indirect band-gap; the bottom of the conduction band is located at 
the X point, just as in CoTiSb.
Table 3.3 compares lattice parameters, lattice mismatch and band-gaps 
with NiMnSb. The three semiconductors have advantages and disadvantages 
in allocations in combination with NiMnSb. NiTiSn has a very small lattice 
mismatch with NiMnSb (0.2%) and a good match in band-gap as well (It 
should be realized that the bandgaps for the semiconductors are underes­
timated in the calculations. This is probably not the case for half-metals). 
CoTiSb on the other hand has a larger band-gap, which may be advanta­
geous in some cases. The lattice mismatch is somewhat larger. NiScSb has
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F ig u r e  3 .2  Bandstructure of the non-magnetic semiconductor NiScSb.
Compound Bandgap (eV) Latt. param. (pm) mismatch (%)
NiMnSb
NiScSb
NiTiSn
CoTiSb
0.63
0.47
0.45
0.95
592.9 
605.5 
594.1
597.9
2.1
0.2
0.8
T a b le  3 .1  Calculated band-gap, lattice parameter, and lattice mismatch with 
respect to NiMnSb for several semiconducting heusler compounds.
an even larger mismatch, but it has the advantage of introducing one new el­
ement only, thus minimising complications related to interdiffusion. Another 
advantage of NiScSb is that it shows genuine half-metallic interfaces with 
NiMnSb for all interfaces of low index.70 Apparently the dramatic depolari­
sation at the half-metal/semiconductor interface can be avoided for carefully 
chosen materials.
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Chapter
Optim izing performance of 
half-metals at finite 
tem perature
Several aspects of half-metallic magnetism at finite temperature 
are discussed. Since NiMnSb is the simplest half-metal and the 
longest known it will be used as example. Also, it is a half­
metal with remarkable little on site Coulomb repulsion. Conse­
quently, it is a half-metal that is not notably corrupted by non­
quasiparticle states. There exists an anomaly at 90 K, described 
before, that will be shown to be unrelated to the position of the 
Fermi-level in the band-gap. Several substitutions are investi­
gated that could shed some light on the origin of the transition.
The calculated phonon spectrum is compared with experimental 
neutron scattering data. Finally, the spin-polarisation of inter­
faces of NiMnSb with the transition metal based non-magnetic 
semiconductors NiTiSn and CoTiSb is investigated. The elec­
tronic structure of an infinite two-dimensional array of NiMnSb 
quantum dots embedded in NiScSb is reported.
J. Phys.: Condens. M atter 19 315212 (2007)
4.1 Introduction
Half-metallic magnetism has been discovered almost a quarter of a century 
ago.30 Also, its importance for applications nowadays referred to as “spin- 
tronics” has been realized from the beginning.71 Experimental realisations
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have proven to be more problematic, a part of the problem is that sur­
faces and interfaces often turn out to be more complex than was assumed 
in the early days. Another complication is temperature. There are two fun­
damental reasons why the 100% spin-polarisation of a half-metal can only 
be approached. The first is the spin-orbit coupling. It mixes states of the 
two spin-directions. The strength of the spin-orbit interaction is basically an 
atomic property and scales with the fourth power of the nuclear charge. How 
much depolarisation results given the strength of the spin-orbit interaction is 
very much dependent on details of the band structure: It is for example very 
small for NiMnSb because of the free electron-like behaviour of the metallic 
charge carriers in the vicinity of the Fermi-level. If the remaining spin-orbit 
coupling is still problematic, the only alternative is the application of half­
metals based on lighter elements than 3d transition-metals.72 The second 
source of depolarisation is temperature. The thermal excitation of magnons 
leads to mixing of the two spin-directions giving a reduction of the spin­
polarisation with increasing temperature till the polarization vanishes at the 
Curie point. As discussed in chapter 2, there are several possibilities to in­
fluence the magnon spectrum in order to reduce the depolarizing effects of 
magnons. One way is to increase the magnetic anisotropy, since this will 
reduce the number of thermally available magnon states by the introduction 
of gaps in the magnon band structure at the r  point. Another strategy is 
the introduction of impurities with minimal effect on the electronic structure, 
but maximal influence on the magnon structure. The (partial) substitution 
of a trivalent element like scandium for manganese in NiMnSb will leave the 
band-gap for the minority spin direction unaffected. But since it lacks the 
magnetic moment of the manganese it replaces, the random suppression of 
magnetic moments will transform the continuous magnon spectrum into the 
discreet spectrum of an amorphous system. 70 A similar result is obtained by 
the application of the half-metal in the form of nano-dots. This strategy will 
be treated in the present chapter.
All these considerations are valid for half-metals in general. A problem, 
possibly specific for NiMnSb, is a phase transition at about 90 K .73 Al­
though the details of this transition are not completely clear yet, there are 
indications that half-metallic properties at that temperature are lost. One 
possibility is a feedback mechanism, 73 in which thermal excitations from the 
top of the valence band of the minority spin-direction to (majority) states 
at the Fermi-energy cause an avalanche effect. Other suggestions are that 
the transition is connected to some form of disorder of the small magnetic 
moment on nickel, leading to a loss of the half-metallic properties,74 the loss 
of the magnetic moment on nickel in case of disorder,75 the reduction of 
both manganese and nickel moments, 74 or it could be related to magnon-
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phonon interaction.76 The situation is far from clear, partially because mea­
surements on thin layers,74,77 give different results from measurements of bulk 
samples.78,79 Calculations will be presented in order to investigate whether 
partial substitution for nickel can suppress the spin-disorder. Another aspect 
is the influence of so called non-quasi particle states. These states are pre­
dicted to occur theoretically. 80 Although several possibilities to detect these 
states have been suggested, presently there is no experimental confirmation 
of their existence. However, the non-quasi particle states could be important 
at interfaces. Frequently, an interface of a half-metal with, for example, a 
semiconductor will not be half-metallic. This is not expected to be a problem 
as long as this interface is thin enough, thinner than the spin-flip scattering 
length. Nevertheless, the influence of the interface is often much stronger 
than expected. A possible explanation is that the interaction between non- 
quasi particle states (present throughout the half-metal, but not carrying a 
current) and quasi-particle states (confined to the interface) could lead to a 
situation where conduction for the semiconducting spin direction is possible 
over a much longer distance. Careful measurements of the temperature de­
pendence of the transport properties of interfaces could elucidate this point. 
It will be shown that they have a small influence in NiMnSb, which therefore 
is a true quasiparticle half-metal, even at non-zero temperature.
4.2 T he origin o f th e  band-gap in N iM nSb
The origin of the band-gap for the minority-spin-direction was explained in 
strict analogy with III-V semiconductors, where the manganese in the half­
metal plays the role of the trivalent metal in the semiconductor. The role 
of the nickel is to mediate the interaction between the tri- and pentavalent 
species, to insure a tetrahedral coordination for both manganese and anti­
mony and to realize this in a stable crystal structure. 30 This explanation 
does suggest that the MnSb in the zinc-blende structure should show a sim­
ilar band structure as NiMnSb. This is actually the case: Figure 4.1 shows 
the band structure of MnSb at the calculated equilibrium lattice parameter 
of 618 pm. That nickel is very efficient in stabilizing MnSb in the Heusler 
structure is dramatically exemplified by the fact that the addition of a nickel 
atom into zinc-blende MnSb reduces the equilibrium lattice parameter to 
591 pm in the resulting Heusler C1b phase. This clearly shows the impor­
tance of proper optimisation of equilibrium lattice parameters. The overall 
band structure of MnSb in the zinc-blende structure is similar to that of 
NiMnSb. Differences are, of course, the absence of the nickel d-states and 
the flatness of the top of the valence band and bottom of the conduction
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F ig u re  4 .1  Band structure of MnSb in the zinc-blende structure for (left) the 
majority spin-direction and (right) minority spin-direction. The overall topology 
is similar as in NiMnSb.
band due to the larger equilibrium lattice parameter of MnSb in the zinc- 
blende structure. Several attempts to explain the occurrence of the band-gap 
in NiMnSb on the basis of the nickel and manganese atoms alone have been 
published. 81,82 Since these calculations remove the antimony while keeping 
the lattice parameters fixed, the analyses are based on highly inflated lat­
tices. As a matter of fact, the experimental volume of existing Ni-Mn is more 
than a factor 2 smaller than that of NiMnSb. 83 Such a procedure can lead to 
band gaps for reasons differing from those pertaining to the real half-metal. 
Illustrating examples are found in the alkali-metals. With increasing lattice 
parameter they undergo a transition to a magnetic phase and eventually to a 
Mott insulating state. Thus a half-metallic solution induced by the inflation 
of the lattice alone is perfectly possible. This was demonstrated actually 
for lithium quite some time ago.84 There are no indications that lithium is 
a half-metallic ferromagnet under equilibrium conditions. In the first pa­
per on half-metallic NiMnSb the similarity between NiMnSb and zinc-blende 
GaSb was illustrated by the similarity in band structure and thus the inter­
actions. 85 However, this similarity is obscured by the nickel d-states. It is of 
importance to notice that the figure caption in figure 2 ' ‘where Ni d-states 
were deliberately removed from the Hamiltonian” 30 did not mean to imply 
that the mediating role of them in bridging the manganese antimony interac­
tion was excluded as well (this could have been stated more explicitly). If the 
nickel-manganese pair were sufficient to explain the band-gap in NiMnSb, the 
position of the antimony is irrelevant by definition. The contrary is the case, 
however. Figure 4.2 shows the density of states of NiMnSb in the (incorrect)
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F ig u r e  4 .2  Density of states for majority spin NiMnSb (negative ordinate, full 
line), minority spin NiMnSb (positive ordinate, full line), nonmagnetic copper 
(negative ordinate, broken) and NiMnSb minority spin with identical Ni and Mn 
lattices but antimony and empty sites interchanged (positive ordinate, broken 
line).
crystal structure as determined by Webster and Mankikar in 1984 as well as 
in the correct structure. The manganese and nickel lattices are identical, but 
the antimony and the empty site are interchanged. No band-gap occurs for 
the incorrect structure. Half-metallic ferromagnetism occurs only in the case 
that the antimony neighbours a nickel atom and not in the case antimony 
is coordinated by manganese.55 Actually, the density of states for NiMnSb 
with antimony and empty site interchanged shows an electronic structure 
very different from genuine NiMnSb, with many Van Hove singularities in 
a small panel around the Fermi-level. The interactions responsible for the 
band-gap in NiMnSb were probably best summarized by Kiibler: “a nickel 
induced manganese-antimony covalent interaction” .86 This is in line with the 
detrimental effects of disorder. Even 1% interchange suffices to suppress the 
half-metallic properties.87 The original explanation of the band-gap for the 
minority-spin direction in NiMnSb incorporates all these aspects in a nat­
ural way. It should be noted that the cases of disorder detrimental to the 
half-metallic properties in NiMnSb are thermodynamically the most unlikely70ones.70
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4.3 NiM nSb: a true quasiparticle half-m etal
The Fermi-level in a half-metal is determined by the metallic spin direction. 
So, no excitations are expected to be possible in the semiconducting spin di­
rection for energies smaller than the distance between the top of the valence 
band and the Fermi-level. However, in higher order these excitations can 
take place as a combination of excitations in the metallic spin direction and 
virtual magnons.80,88 The resulting states are called non-quasiparticle (NQP) 
or incoherent states. This many-body process requires a finite Hubbard U. 
For small Hubbard U the resulting spectral weight of the NQP states is pro­
portional to U, it saturates for U between 1 to 2 electron volt.89 A Hubbard 
U can be calculated in principle, but in practice it is treated as an empir­
ical parameter. So, it is in order to discuss the values of the Hubbard U’s 
appropriate for half-metals and in particular for NiMnSb.
Earlier work has assumed ad hoc a value of U of 2 eV: The purpose of 
it was not so much to give a quantitatively correct calculation of the NQP 
states in NiMnSb, but to compare the theoretically expected general spectral 
features of the NQP with those calculated for an actual material. NiMnSb 
was chosen because it is the simplest of all half-metals (cubic symmetry with 
three atoms per primitive unit cell only). But NiMnSb is an unusual material 
in many respects. The excitement over the occurrence of a band-gap (for 
one spin-direction exclusively) overshadowed the equally unusual electronic 
structure for the metallic (majority) spin-direction in NiMnSb. The density 
of states curves for the two spin-directions of high accuracy are shown in 
figure 4.2. The band-gap for the minority spin direction is evident, but we 
focus on the majority spin direction here. It shows a low, structureless density 
of states, free of any Van Hove singularities in a panel of several electron- 
volts around the Fermi-level. This is an unusual situation for a transition 
metal compound. Of all elemental solids, it resembles most the density of 
states of copper (also shown in figure 4.2). One wonders what the value of 
the Hubbard U will be for NiMnSb.
A direct experimental determination of a U is possible by means of Auger 
spectroscopy. To the best of our knowledge such measurements have not been 
reported. Another way to determine a Hubbard U is in comparing density 
functional calculations with photoemission measurements. The position of 
a one-electron level in density functional theory depends on the occupation 
of that level. The occupation of the level clearly changes in the photo­
emission process. Since the energy of a one-electron level is given in density 
functional theory as the partial derivative of the total energy of the system 
to the occupation of the level under consideration, the second derivative of 
the total energy with respect to the occupation of the one electron level gives
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the dependence of the position of the one-electron level on its occupation. 
The second derivative of the total energy is a very good approximation of the 
Hubbard U. In other words, it is expected that calculated one electron levels 
deviate from photoemission measurements, where the deviations are given 
by the Hubbard U’s. There is one caveat, however. Deviations should not 
be introduced by additional approximations within density functional theory 
like the use of atomic spheres or neglect of spin-orbit interactions. The first 
one is negligible for a cubic system with high packing ratio and the latter 
one is discussed below.
Besides the early work with spin-resolved photoemission measurements 
by Bona et al. focussing on the spin-polarisation at threshold, work has 
been reported by Robey et al. as well as Kang et al.60,90,91 Unfortunately, 
these measurements were neither angular nor spin-resolved and performed on 
poly-crystalline samples only. This is a serious drawback, since photoemis­
sion spectra are very surface sensitive, particularly for some of the excitation 
energies employed by the latter two groups. The surface electronic structure 
of NiMnSb deviates from that of the bulk. It is not half-metallic. Several 
phenomena are responsible for this. First of all, without special precautions, 
the surface of NiMnSb is very easily oxidized leading to a chemical compo­
sition different from that of the bulk, and the chance that the half-metallic 
properties will be maintained is vanishingly small. But without special care 
even a non-oxidized surface shows segregation with loss of the half-metallic 
properties.92-95 On the other hand, spin-polarized photo-emission measure­
ments on carefully sputtered and annealed polycrystalline NiMnSb resulted 
in a spin-polarisation of 40% half an electron volt below threshold. 96 This 
is much larger than the polarisation derived from magnetoresistance data. 97 
As explanation for the deviations from 100% the presence of another phase 
and/or a lower surface magnetisation was suggested. In addition, we remark 
that even the non-oxidized surface of the proper stoichiometry is not half- 
metallic because the origin of the half-metallicity in Heusler C1b’s requires 
an unperturbed zinc-blende like structure with tetrahedral coordinated man­
ganese and antimony atoms.35,98 This situation is violated at the surface.
The most detailed information is obtained from angular resolved photoe­
mission on single-crystals. The first of such measurements on a half-metal 
was the work of Kisker et al. on PtMnSb rather than NiMnSb. 99 The fact 
that PtMnSb was used rather than NiMnSb is only a minor complication 
since both compounds are isostructural as well as isoelectronic, and their 
calculated band structures are very similar. The main difference is caused by 
the relativistic mass-velocity and Darwin terms: the occurrence of a M0 Van 
Hove singularity originating from the bottom of the conduction band at r .  In 
NiMnSb the position of this singularity is higher in energy, above the panel
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of figure 4.2. This is reflected in the actual measurements. The integrated 
measurements of Robey et al. show a signal just below the Fermi-level that 
seems to be inconsistent with a half-metallic ferromagnet. But since the sur­
face of PtMnSb is not expected to be half-metallic, it is dangerous to draw 
conclusions for the bulk here. On the other hand, the angular resolved mea­
surements of Kisker et al. show a very good agreement with the calculated 
band structure. The largest systematic disagreement between the measured 
and calculated band structures is at the top of the valence band around the 
gamma point for the minority-spin-direction. This is a direct consequence of 
the spin-orbit interaction. While the strength of the spin-orbit interaction 
is an almost atomic property (it varies with the fourth power of the nuclear 
charge), its impact on the actual band structure is very much depending on 
the material and the k-vector. A maximal effect is obtained there where the 
orbit angular momentum is degenerate. This is exactly the case for the top 
of the valence band at the r  point. The size of the disagreement is in perfect 
agreement with what is expected for the strength of the spin-orbit inter­
action in PtMnSb. 100 The remaining disagreements between the measured 
photoemission data and the calculated dispersions are a direct measure of 
the Hubbard U. From this comparison we expect a Hubbard U of 0±0.1 eV 
for PtMnSb.
Recently, angle-resolved photoemission measurements were performed on 
NiMnSb. 101 The authors compare their measurements with calculated spec­
tra  and judge the comparison “not satisfying yet” . However, the one band 
which was detected is in remarkable good agreement with the highest band 
of the majority spin direction not intersecting the Fermi-level, both in the 
topology (dispersion) but also in the absolute position, with a typical ac­
curacy of 0.1 eV. Also, the fact that the detected band coincides with the 
electron-band with the least dispersion may not be coincidental. The influ­
ence of spin-orbit interaction at the r  point is negligible here as compared 
with PtMnSb. This primarily reflects the fact that, unlike the situation in 
PtMnSb, the state at the r  point for the majority spin-direction is double 
degenerate and shows very strong orbital quenching (it consists of one eigen­
value with mi =  0 and another one with a linear combination of mi =  ±2 
states). In order to allow for spin-orbit coupling, we need an admixture of 
the bridging m i =  ±1  states as well as the other m i =  ± 2  state, which are 
all higher in energy. Another reason is that the contribution of nickel to 
the spin-orbit interaction is smaller as compared to the heavier platinum. 
So, there is strong evidence that both NiMnSb as well as PtMnSb have a 
Hubbard U of the order of 0.1 electron volt.
The low value of U implies that at finite temperatures, the influence of 
non-quasiparticle states in NiMnSb is negligible as compared with the ef-
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F ig u r e  4 .3  The feedback model. Indicated are: spin-up states (left), spin-down 
states (right), Fermi-level (solid line), and the excitation barrier (A). (a) I f  A  
is small, electrons can be thermally excited from the majority spin direction to 
the bottom of the minority-spin conduction band. (b) This decreases the (local) 
magnetic moment causing the spin-up states to increase, and the spin-down states 
to decrease in energy. (c) The reduced excitation barrier is A '
fect of thermally excited magnons. These Heusler alloys have the property 
of showing dominantly quasiparticle behaviour at any temperature. This is 
quite unique. Other Heusler C1b half-metals like FeMnSb show band struc­
tures for the metallic spin-direction much more in line with what one expects 
for transition metal compounds: Less dispersive bands and several Van Hove 
singularities in the vicinity of the Fermi-level. This trend is even stronger in 
half-metals in the L2i structure. Half-metallic oxides like CrO2, the colos­
sal magnetoresistance materials and magnetite are even more localized. The 
latter is even a Mott insulator at low temperatures.
4.4 T he 90 K anom aly
As mentioned in the introduction, a phase transition is likely to take place 
around 90 K in NiMnSb. The exact nature is not clear, partially because of 
conflicting experiments, partially because of a lack of understanding. Two 
possible effects are discussed here. The first one is the influence of the position 
of the Fermi-level with respect to the band-gap. A position of the Fermi-level 
just above the top of the valence band or below the bottom of the conduction 
band forms a potential source of instability in a half-metal. Assuming a 
band-gap for the minority spin direction, as is the case for the majority of 
half-metals, thermal excitations from the top of the valence band are possible
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to the majority spin channel at the Fermi-level. These excitations increase 
the magnetic moment, leading to an increase in the exchange splitting. This 
implies a lowering of the majority spin bands with respect to the minority 
bands. Thus successive excitations require increasingly less energy. This 
positive feedback results in a collapse of the half-metallic properties. On 
the other hand, if the Fermi-level is close to the bottom of the minority spin 
conduction band, the situation is reversed. Thermal excitations are now from 
the majority spin channel at the Fermi-level to the minority spin conduction 
band and they decrease the magnetic moment. This, in turn, lowers the 
exchange splitting and raises the majority spin bands, and again results in 
a positive feedback, see figure 4.3. This phenomenon occurs for all possible 
cases independent whether the band-gap is for the minority or majority spins 
or whether the Fermi-level approaches the valence or conduction band. The 
effectiveness of this mechanism depends, besides on the position of the Fermi- 
level at zero temperature, strongly on the density of states at the Fermi-level 
for the metallic spin-direction, as well as the density of states at the top of the 
valence band or the bottom of the conduction band (whichever is closest to 
the Fermi-level). Suppose the Fermi-level is positioned a-symmetrically in the 
gap, so the influence of either valence or conduction band can be neglected. 
Assume the density of states at the metallic spin-direction is N  and that 
at the semiconducting it is zero within the gap and also N  elsewhere. The 
transfer of charge 5 by thermal excitation increases the exchange splitting by 
251, where I  is the exchange interaction. This shift is offset by a change in 
band-energy of 25/ N . So, a positive feedback is possible only, if the effect 
of the exchange splitting dominates, which leads to a Stoner-like criterion 
N I > 1. It should not be confused with the “real” Stoner criterion; it 
gives the condition under which thermal excitations can lead to a collapse of 
the half-metallic properties and thus could be named the “dynamic Stoner 
criterion”. We focus again the attention on figure 4.2. Not only are the 
densities of states low, but the variations with energy are also remarkably 
slow. Thus the effect of thermal excitations is very unlikely to be the origin 
of the 90 K anomaly. We will return to this point later.
The magnetic moment in NiMnSb is mainly carried by the manganese. 
However a small moment is found on the nickel. Since several studies link 
the transition to a disordering of the nickel moment, possibly connected with 
a loss of the moment altogether, we will investigate the possibility of sub­
stitutions on the nickel lattice in order to influence the transition. It is 
therefore useful to consider the situation in related Heusler C1b compounds. 
Isoelectronic PtMnSb is also half-metallic, but here the magnetic moment 
is just confined to the manganese sub lattice. It would be interesting to 
investigate whether PtMnSb undergoes a similar transition, in which case
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the transition is a property of the manganese sub lattice only. PdMnSb is 
not half-metallic, the Fermi-level intersects the valence band just below the 
minority spin band-gap. CoMnSb on the other hand is calculated to be a 
half-metallic with a total moment of 3 ^ B. 102 Experimentally, a compound 
with this composition exists, but it adopts a distorted structure with partial 
occupation of the cobalt on the empty sites in the pristine C1b structure. The 
experimentally determined magnetic moments are inconsistent with a half- 
metallic electronic structure. The next step is FeMnSb. This is a promising 
candidate: If it were to be a half-metal it would have a magnetic moment 
of 2 ^b, which it actually has: The moments of the iron and manganese 
sub lattices order antiferromagnetically with respect to each other, leading 
to 2 ^ B as the difference of the local moments. 103 Experimentally, the sit­
uation is more complex. FeMnSb exists, but its crystal-structure is similar 
to CoMnSb and consequently it is not half-metallic. However, partial sub­
stitution of nickel by iron is possible and the crystal structure remains the 
genuine C1b one up to 10% of iron. This really looks promising. Suppose 
the 90 K anomaly is due to a weakness of the coupling of the magnetisation 
of the nickel sub lattice to the magnetisation of the manganese sub lattice. 
Substitutions on either lattice may influence this coupling, either by intro­
ducing an anti-ferromagnetic coupling, or by strengthening a ferromagnetic 
coupling. Since the manganese sub lattice is responsible for the high Curie 
temperature, substitutions on the nickel sub lattice are preferred. Also, the 
substitutions should be sufficiently stable to make them realizable in prac­
tice. Of course, the prime consideration is whether these substitutions will 
preserve the half-metallic properties.
Substitutions of copper, iron and manganese for nickel were investigated 
using the LSW m ethod104 as well as extra nickel on the empty position in the 
C1b structure. The introduction of 9% copper leads to a half-metallic solution 
with the Fermi-level at the bottom of the conduction band (figure 4.4). The 
band gap is reduced to 0.37 eV (undoped: 0.45 eV). The magnetic moment 
is increased to 4.09 p B per formula-unit, located on the nickel and man­
ganese atoms (This non-integral magnetic moment is not in conflict with the 
half-metallic properties here since it pertains to a formula unit rather than a 
unit-cell). Substitution of 25% of the nickel by copper still shows a band-gap 
of 0.26 eV but the Fermi-level is located in the conduction band and the 
half-metallic properties were lost. Figure 4.4 shows the density of states of 
NiMnSb with a 9% substitution of the nickel by iron. It is clear that the half- 
metallic properties are preserved. The magnetic moments on manganese are 
not affected on the average, while the moments on the nickel are somewhat 
reduced. Its moments are ordered parallel to the manganese moments, while 
iron carries a small moment of 0.75 ^ B anti parallel to the other magnetic
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States/cell eV
F ig u re  4 .4  Density of states of Ni.91Cu.09MnSb for the minority spin-direction 
(dotted line), Ni.91Fe.09MnSb (broken line), and Ni.9 1M n 1 .0 9 Sb (full line).
species. The band-gap is reduced to 0.42 eV. Even the substitution of 25% 
of the nickel (that cannot be realised experimentally while maintaining the 
Heusler C1b structure) does not lead to the reversal of the nickel magneti­
sation. Figure 4.4 also shows the influence of the replacement of 9% of the 
nickel by manganese. The band-gap is 0.43 eV, practically the same as the 
undoped system. The Fermi-level is located in the middle of the band-gap. 
The moments of manganese and nickel are hardly affected at all, manganese 
at the nickel site orders antiferromagnetically with a moment of 2.1 ^ B. A 
substitution of 25% leads to a similar results with a small reduction of the 
nickel moments, still parallel to the manganese magnetisation. Finally, we 
consider the introduction of an extra nickel on the empty position in the C1b 
structure. The density of states is very similar as the undoped system. The 
band gap is reduced to 0.31 eV. The extra nickel is practically non-magnetic 
and the magnetic moments of the atoms in the pristine structure are hardly 
affected. Unfortunately, the magnetic moments of the nickel atoms are still 
ordered parallel to those of the manganese atoms.
None of the substitutions is able to alter the sign of the coupling between 
the manganese and nickel sub lattices at zero temperature. The robustness 
of this coupling is somewhat surprising in view of the fact that a thermal 
energy of just 90 K might break it. A valid question is whether the size of 
this coupling is modified in a useful way. It is clear that the substitution
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with copper will not work. Even if it enhances the strength of the coupling 
between the two magnetic sub lattices (which is not to be expected), the 
increase of the density of states for the majority spin direction to 1 state/eV 
and the position of the Fermi-level close to the bottom of the conduction 
band introduces a source of thermal instability possibly worse than in the 
undoped system. The substitution with iron and in particular manganese 
looks attractive. It introduces sizable moments on the sub lattice so it is 
unimaginable that this will not influence the coupling one way or the other. 
The DOS at the Fermi-level for the majority spin direction has also increased 
to 1 state/eV, but the Fermi-level is located in the middle of the band-gap. 
The substitution of iron is experimentally proven to be stable. No data are 
available for Ni1-xMn1+xSb to the best of our knowledge. This compound 
can be thought of as an alloy of the two existing (hence stable) compounds 
NiMnSb and Mn2Sb. From the total energy of the three compounds it follows 
that the substitution of a manganese for a nickel costs 45 meV. The effect of 
entropy at a typical annealing temperature should be sufficient to stabilize 
the substituted compound for small concentrations.
4.5 P honons in N iM nSb
For several reasons knowledge and understanding of phonons is important. 
Even at zero temperature phonons have an influence on the physical proper­
ties of a system through the effects of zero point motion. At finite tempera­
ture the phonon-spectrum determines thermodynamic functions. Anomalies 
in phonon-spectra can explain lattice instabilities and phase-transitions. Fi­
nally, it has been suggested that the 90 K anomaly in NiMnSb may be due to 
phonon-magnon interactions.76 Accurate measurements of the phonon (and 
magnon) spectra of NiMnSb were carried out by Hordequin and Borca. 105,106 
In this paragraph we will compare the calculated phonon spectrum with ex­
perimental data. First-principles phonon calculations have been carried out 
with the Vienna Ab initio Simulation Package (VASP) 43,46 using the Pro­
jector Augmented Wave method .48,49 Density functional theory within the 
Generalized Gradient Approximation was used.41 The phonon frequencies 
were obtained employing a direct method. 45 Calculations were carried out in 
a periodically repeated simple cubic super-cell (a =  1182.6 pm) containing 32 
formula units. In the super-cell a Ni, Sb, or a Mn atom was displaced 5 pm 
from its lattice position and the resulting forces on all 96 atoms calculated. 
Thus the inter-atomic force constant matrix was constructed. Subsequently 
eigenfrequencies were obtained by diagonalisation of the dynamical matrix. 
The Brillouin zone of the super-cell was sampled on a 4 x 4 x 4 k-point grid.
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F ig u re  4 .5  Calculated phononic band structure compared with the experimental 
points of Borca et al. 106 Vertical scale is in reciprocal centimetres. Right-hand 
side panel: integrated total phonon density of states (line). The contribution of 
nickel is indicated in black.
A Gaussian Fermi-smearing of 0.2 eV was applied. Figure 4.5 shows the cal­
culated phonon branches as well as the partial nickel and to tal densities of 
states. The experimental points are indicated with diamonds. In general a 
good agreement between calculations and experiment exists. The agreement 
is less at the zone boundaries, most notably for the K and X points. Excellent 
agreement exists for the optical modes at 225 cm-1 . From the comparison 
with the calculated spectrum, it is remarkable tha t only dispersionless op­
tical branches are detected experimentally. This is partially explained by 
the eigenfunctions associated with the various phonon modes. In interpret­
ing the eigenfunctions it has to be kept in mind th a t the cross-sections for 
scattering in NiMnSb are dominated by the contribution of the nickel-lattice 
(www.ncnr.nist.gov/resources/n-lengths/). At the r  point the eigenvector of 
the highest triplet is dominated by displacements of the nickel atom, while 
the lower triplet at ~175 cm -1 shows displacements on the antimony and 
manganese lattices. The la tter branch has not been observed experimentally 
indeed. At the X point the highest (doublet) state is also determined by the 
nickel sub lattice, in line with the fact th a t this mode is observed. The sin­
glet state somewhat lower in energy is not observed, however, in spite of its
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nickel character. This may be related to its more dispersive character. The 
other singlet state around 200 cm-1 at the X point originates primarily from 
the manganese and antimony lattices. The doublet at ~150 cm -1 has mixed 
character. The lowest three branches are characterized by displacements on 
the manganese and antimony lattices. Both are experimentally observed, but 
with a remarkable large discrepancy up to 25 cm-1 . At the L point, the low­
est doublet is of mixed character and is observed, the acoustical singlet is not 
observed at the L point, but its dispersion can be traced along the r-L  line. 
The observed doublet at ~150 cm-1 is of manganese-antimony character. 
The higher unobserved singlets are of m anganese/antim ony and nickel char­
acter in order of increasing energy respectively, while the highest (doublet) 
state is of mixed character, with a slight nickel dominance. The la tter state 
is observed. So, in general a good agreement is obtained, with as exception 
the acoustical branches at the X and K point. We have no explanation for 
this. Phonon-magnon coupling has been suggested as a possible explanation 
for the 90 K anomaly. On the basis of the phonon spectrum  alone it is not 
possible to make definite statem ents on the importance of phonon-magnon 
coupling. In the original paper ,76 the intersection of the very steep magnon- 
mode with the phonon-mode at 225 cm-1 was considered. We also found a 
mode at ~180 cm-1 th a t could be a candidate for magnon-phonon interac­
tions. The frequency is in line with the tem perature of the transition. W hat 
is different is the eigenvector of the phonon-mode. But magnon-phonon in­
teractions also depend on the derivative of the strength of the inter atomic 
exchange coupling with respect to distance. A priori it seems unlikely tha t 
this derivative is large in view of the high Curie tem perature of NiMnSb, the 
highest of all Heusler C1b compounds. This is not a rigorous prove, however, 
since the Curie tem perature depends on more than  one exchange-coupling 
only.
4 . 6  T h e  s p i n - p o l a r i s a t i o n  o f  h a l f - m e t a l l i c  
n a n o - d o t s
The prime source of the reduction of the spin-polarisation of the conduc­
tion electrons in NiMnSb are magnon excitations. It can be advantageous 
to replace a macroscopic contact with an array of nanoscopic quantum  dots. 
This way the continuous magnon-spectrum of a macroscopic contact can be 
replaced by a discrete spectrum  of the nano-dots. The size of the dots and 
their spacing can be optimized for maximal spin-polarisation at a specific 
tem perature .70 This way the spin-polarisation can be improved at moderate
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F ig u re  4 .6  The band structure of NiTiSn. Vertical scale: electron volts.
tem peratures. No miracles should be expected, however at higher tem pera­
tures, say beyond half the Curie tem perature. A serious complication is tha t 
none of the surfaces of NiMnSb are half-metallic, so without precautions, a 
negligible fraction of a quantum  dot will actually be half-metallic. A solution 
to this problem is to embed the quantum-dots in a suitable matrix. The em­
bedding m aterial should be insulating (or at least semiconducting) and show 
half-metallic interfaces with NiMnSb for all possible interfaces, or at least 
all interfaces of low index. Thus traditional main-group semiconductors like 
CdSe or InP cannot be used here. They show a genuinely half-metallic (111) 
interfaces, but all other interfaces cannot be half-metallic because they posses 
anion coordination by a m ixture of maingroup- and transition-m etals .98 Thus 
the only alternative is the use of semiconductors based on transition-metals. 
Three of them  have been considered: NiScSb, NiTiSn, and CoTiSb. They 
have different advantages and disadvantages. NiScSb has the advantage tha t 
it introduces one new element (Sc) only, but the lattice mismatch is the 
largest of the three semiconductors (2.1%). NiTiSn shows the smallest band­
gap, but also the smallest lattice mismatch with NiMnSb (0.2%). Interfaces 
between NiMnSb and NiScSb were studied before, the interfaces of lowest 
index were shown to conserve the half-metallic properties.70 Here we con­
centrate on the interfaces with NiTiSn and CoTiSb. Both compounds were 
studied by Tobola et al. 69 The band structure of NiTiSn is shown in fig­
ure 4.6; we refer for the band structure of CoTiSb to Tobola. Calculations
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F ig u re  4 .7  Density of states of a (110) interface between the half-metal NiMnSb 
and the nonmagnetic semiconductor NiTiSn.
were performed using the LSW m ethod . 104 In figure 4.7 we show the density 
of states for the (110) interface between NiMnSb and NiTiSn, it is clearly 
half-metallic. The (100) interface shows a similar density of states. However, 
the (111) interface is not half-metallic due to the presence of tin  derived 
states being pushed down from the conduction band. For this reason NiTiSn 
will not be further considered. The (100), (110), and (111) interfaces be­
tween NiMnSb and CoTiSb conserve the half-metallic properties completely. 
Of course, the ultim ate test for the preservation of half-metallic properties 
at the interface is the calculation of an actual quantum  dot. In figure 4.8 
we show the density of states of a two-dimensional array of quantum  dots of 
NiMnSb. Each unit consists of 16 conventional units of NiScSb, the quantum- 
dot is obtained by replacing the 4 central units by NiMnSb. Periodicity is 
used in the th ird  direction. The conclusion of figure 4.8 is tha t it is possible 
indeed to have nanoscopic dots of a half-metal th a t remain completely half- 
metallic even in the case of NiMnSb, provided the dots are embedded in a 
suitably chosen matrix. The study of the physical properties of this system 
at finite tem perature is underway.
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F ig u re  4 .8  Density of states of a two dimensional array of quantum-dots of 
NiMnSb embedded in NiScSb. The half-metallic properties are conserved.
4 . 7  C o n c l u s i o n s
Various explanations for the occurrence of the band-gap in half-metallic 
Heusler C1b alloys have been considered. Recent explanations based on a 
nickel-manganese interaction alone have to be rejected in favour of the origi­
nal explanation, in strict analogy with III-V semiconductors. The influence of 
non-quasi-particle states on properties at finite tem perature of both NiMnSb 
as well as PtM nSb was found to be negligible in view of the small Hubbard 
U ’s determined by the comparison of angular resolved photo-emission spectra 
with density functional calculations. The 90 K anomaly in NiMnSb has been 
considered. It seems unlikely th a t it is connected with a special position of 
the Fermi-level with respect to the band-gap, since this explanation requires 
high density of states near the Fermi-level, while these are exceptionally low 
and structureless in NiMnSb. Experimental work on PtM nSb could show if 
the anomaly is purely a feature of the manganese sub lattice or if it is caused 
by the disordering of the nickel moments. If the latter, substitution of nickel 
with either manganese or iron could have a positive effect on the transition. 
Calculated phonon-spectra have been compared with measured ones and on 
the whole a good agreement was observed. Finally several possibilities for 
the realisation of spin-injection from half-metallic nano-dots have been in­
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vestigated. Genuine half-metallic nano-dots can be realized by embedding 
in suitable chosen semiconductors (NiScSb and possibly CoTiSb) based on 
transition-metals.
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Anionogenic Ferromagnets
Magnetism in molecules and solids is understood to originate from 
atoms in that part of the periodic table where a particular value 
of the angular momentum appears first (i.e. the 2p, 3d and 4 ƒ 
series). In contrast to the many magnetic compounds containing 
transition-metal or lanthanide atoms, ferromagnetism based on 
atoms from the 2p series is very rare. We report density func­
tional calculations that show the existing compound rubidium 
sesquioxide is a ferromagnet with an estimated Curie temperature 
of 300 K, unprecedented in p-electron magnetism. The magnetic 
moment is carried by the anion. Rubidium sesquioxide is a con­
ductor, but only for the minority spin electrons (a so-called “half­
metal”). Half-metals play an important role in spintronics, i.e. 
electronics that exploits the electron spin. Since the magnetic mo­
ment resides on a light element (oxygen) spin-orbit interactions 
are considerably reduced compared to other half-metals. Conse­
quently spin-relaxation is expected to be suppressed by up to two 
orders of magnitude in comparison with materials presently used 
in spintronics.
J. Am. Chem. Soc. 127 16325 (2005)
5 .1  I n t r o d u c t i o n
The recent emergence of a technology known as spintronics, where infor­
mation is carried by the spin of electrons, has led to the requirement for 
materials with unpaired, mobile electrons whose spins can be aligned in par­
allel fashion. Suitable materials for practical spintronic applications need
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to have highly spin-polarised carriers th a t can be transported with low de­
coherence. 3,14 However, the vast m ajority of currently available magnetic 
materials, which generally contain unpaired d- or ƒ-electrons associated with 
transition-m etal or rare-earth atoms, fall short of these demanding require­
ments. We present electronic band structure calculations showing th a t the 
existing compound Rb4O6 is an intrinsic ferromagnet in which the mag­
netic moment is carried exclusively by the p-electrons of the oxygen anions. 
The calculated magnetic ordering tem perature is 302 K, unprecedented in p- 
electron magnetism. Furthermore, this compound displays metallic conduc­
tivity for one spin direction only and is thus in line with the requirements of 
an ideal spin injector for spintronic devices. Several more existing materials 
tha t are plausible candidates for anionogenic ferromagnetism and spintronic 
applications are discussed.
Although magnetic m aterials have fascinated mankind since ancient times, 
unexpected magnetic compounds are still being frequently discovered. Mag­
netism requires a degree of electron localization and magnetic moments are 
thus most likely to be found in series of the periodic table where a particular 
value of angular momentum first arises (that is, the 2p, 3d, and 4ƒ series). 
Materials containing magnetic 3d and 4 ƒ cations have been widely studied 
and are generally well understood. However, a further evolution in the study 
of magnetism is currently taking place, and it is emerging th a t 2p-electron 
and even closed-shell systems can display remarkable magnetic properties. 
For example, ferromagnetism with the surprisingly high Curie tem perature 
(TC) of 600 K has been reported in La-doped CaB6107 and in HfO2-x films 
where the T C is 500 K . 108 The origin of the spontaneous moments in these 
closed-shell materials is still unexplained. Ferromagnetism has also been 
dem onstrated in organic charge-transfer salts , 109 stabilized free radicals, 110 
rhombohedral C60, 111 and nanostructured carbon foam . 112 Systems th a t have 
been considered theoretically include CaO with a small number of calcium 
vacancies, 113 B-, C-, or N-doped C aO , 114 calcium pnictides with the zinc- 
blende structure , 115 and H-, B-, and P-doped diamond . 116 It is not clear 
whether these systems can be realized in practice. Magnetic systems based 
on 2p-electrons are expected to display novel properties not found in 3d- 
or 4ƒ-electron systems for the following reasons. Firstly, valence electrons 
in p-orbitals are more delocalized than  those in d- and f-orbitals. Secondly, 
spin-orbit coupling is small or negligible for atoms containing 2p valence elec­
trons since it scales with the fourth power of the atomic number. Properties 
such as extremely high magnetic ordering tem peratures, spin-polarisation 
with low decoherence, and stable quantum  states can thus be expected, with 
possible applications in devices such as spin valves and spin transistors, and 
also in quantum  computing. Despite these considerations, the scientific and
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F ig u re  5 .1  The electronic structure of the oxygen molecule (O2), the superoxide 
ion (O—) and the peroxide ion (O2,- ).
technological potential of materials tha t contain unpaired p-electrons has 
thus far been surprisingly little explored.
Perhaps the best known example of a magnetic 2p-compound is molecular 
oxygen, which orders in antiferromagnetic (AFM) fashion at 24 K . 117 Other 
dioxygen species exist, two of which are shown in figure 5.1. The superox­
ide (also known as hyperoxide) anion (O -) is also magnetic since it contains 
one unpaired electron in the n* antibonding level, while the filled n* level in 
the peroxide anion (O2- ) renders it non-magnetic. Peroxide and superoxide 
ions resemble dumbbells in shape, with oxygen-oxygen distances of 1.50 A 
and 1.28 A, respectively. 118 They can be stabilized by alkali-metal cations 
to form ionic salts; this type of m aterial is more likely to possess strong 
magnetic exchange interactions and exhibit long-range ordering phenomena 
than  molecule-based systems due to the close proximity of magnetic species 
in the ionic lattice. Indeed, long-range AFM ordering has been observed 
for the alkali-metal superoxides at tem peratures up to 15 K . 119 Superoxides 
are intrinsically stable compounds th a t release oxygen under heating and 
on contact with water and carbon dioxide. They are insulators and appear 
transparent orange or yellow in color. The peroxide anion is stable in combi­
nation with a wider range of cations, including all of the alkali and alkaline- 
earth  metals, and these compounds are all non-magnetic insulators. How­
ever, very few examples of mixed superoxide-peroxides have been reported. 
In the literature, compounds with stoichiometries between CsO2 and Cs2O2, 
presumably containing both  superoxide and peroxide anions, have been syn­
thesised but their structures and physical properties are unknown. 120 De­
tailed information is only available for rubidium sesquioxide, Rb4O6, which 
has been studied by elastic and inelastic neutron diffraction . 121,122 It con­
tains two superoxide anions to one peroxide anion in a cubic lattice; the 
chemical formula can be w ritten as (Rb+)4(O -)2(O2 -)1. Interestingly, the 
black color of Rb4O6 indicates a very different electronic structure to th a t of
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rubidium superoxide (yellow) and rubidium peroxide (white). Furthermore, 
this compound may be thought of as being mixed-valent with respect to 
oxygen, the n* level containing 2/3 of an electron per O2 unit. An analogy 
may thus be drawn between the alkali-metal superoxide-peroxides (A1+xO2) 
and transition-m etal oxides tha t possess a partially-filled eg level such as the 
well-known doped rare-earth m anganite series La1-x AExMnO3. These per- 
ovskites contain mixed-valent Mn3+ and Mn4+, the relative proportions of 
which change as trivalent La3+ is replaced by a divalent alkaline-earth cation 
AE2+. The nature of the magnetic ordering and the electrical conductivity 
vary widely across the doping series; the end members are both AFM in­
sulators, but ferromagnetic insulating and ferromagnetic metallic phases are 
found in between. 123 The changes in magnetic and electronic properties arise 
from the different electronic configurations of Mn3+ and Mn4+: Mn3+ has 
one electron in a doubly degenerate eg level whereas Mn4+ has an empty eg 
level and a half-filled t2g level: A closed-shell-type configuration. The super­
oxide ion is similar to Mn3+ in th a t it possesses orbital degeneracy (in the 
n* level). In similar fashion to the manganites, this degeneracy is known to 
have a m ajor effect on the crystal structure, giving rise to a rich variety of 
orbital ordering phenomena. 124 Furthermore, AFM ordering is observed for 
the x =  0 members of both the La1-x AExMnO3 series and the hypothetical 
A1+xO2 series. The non-magnetic peroxide ion is analogous to Mn4+ due to 
its closed-shell electronic configuration, with no orbital degeneracy. These 
observations raise the question of whether the mixed-valent character of the 
superoxide-peroxides could give rise to metallicity and ferromagnetism, as 
happens in a broad region of the La1-x AxMnO3 series. Such a possibility 
prom pted us to investigate the existing compound Rb4O6 using electronic 
structure calculations.
5 .2  M e t h o d
The calculations in this report were carried out using an ab initio technique 
based on Density Functional Theory, in the Generalised Gradient Approxima­
tion. This m ethod is implemented in the Vienna Ab initio Simulation Pack­
age (VASP) .41,43,44,46-49 The crystal structure determined at 5 K by Jansen, 
Hagenmayer and Korber from neutron diffraction data  was used for the cal­
culations (space group I43d, a =  9.22740 A at 5 K; Rb at 16c, x =  0.05395;
O at 24d, x =  0.4488; see figure 5.2) . 122
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F ig u re  5 .2  The conventional unit-cell of rubidium sesquioxide. The oxygen and 
rubidium atoms are white and black, respectively.
5 .3  R e s u l t s  a n d  D i s c u s s i o n
The calculated density of states (DOS) as a function of energy is shown in 
5.3a, where the bands are labeled in the same way as in figure 5.1. It shows a 
half-metallic30,125 ground state with a magnetic moment of 1 ^ B per Rb2O3 
unit, th a t is, 2/3 ^ B per oxygen-pair. Im portant questions to be answered 
are whether this state is stable with respect to AFM ordering and what 
Curie tem perature can be expected. Several possible AFM-ordered struc­
tures were investigated, but the ferromagnetically ordered state was found 
to be the most stable. The nearest and next-nearest neighbor exchange cou­
plings between the oxygen dumbbells were calculated as J 1 =  +4.194 meV 
and J 2 =  +0.398 meV, respectively. Using a simple Ising model, 126 a Curie 
tem perature of 302 K was obtained. Although this is not the most accurate 
strategy for calculating a Curie tem perature, it indicates an ordering tem ­
perature th a t greatly exceeds the Neel tem peratures of the superoxides and 
is unprecedented in p-orbital magnetism. These results also suggest th a t the 
analogy drawn between the A1+xO2 and La1-x AExMnO3 series is a valid one 
(see figure 5.4).
The main reason for the low Neel tem peratures in the AO2 superox­
ides (the highest ordering tem perature reported is 15 K for RbO2) 119 is
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F ig u re  5 .3  The calculated electronic density of states of rubidium-sesquioxide 
(Rb4O6) near the Fermi-level (EF) for the majority (left side) and minority (right 
side) spins: (a) The ground state with the bands labeled as in figure 5.1; (b) The 
influence on the n and n* bands of a phonon mode with a displacement of 1 
RMS as observed at 5 K; (c) The same phonon mode with a displacement of 
2 RMS. Note that the occurrence of a band-gap in the majority spin channel of 
a half-metal is unusual.
the weakness of the superexchange primarily responsible for AFM interac­
tions. Superexchange between adjacent O - dumbbells is only possible via 
the alkali-metal cations, which contain no energetically available states close 
to the Fermi energy, unlike the anions th a t mediate superexchange in “con­
ventional” cation-based m agnets . 127 Although no data  on the magnetic prop­
erties of Rb4O6 have been reported, the neutron diffraction pattern  collected 
at 5 K did not contain any superstructure reflections, 122 implying th a t no 
AFM ordering was detected.
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F ig u re  5 .4  Schematic comparison of phase diagrams of La\- x AExMnO3 (AE 
= alkaline-earth, phase diagram based on that in Kim  et al. 123) and the mixed 
superoxide-peroxide Rbi+xO2. Rb4O6 is at x = 1/3 in the series. Abbreviations 
are as follows: AFI = antiferromagnetic insulator; FI = ferromagnetic insulator; 
FM = ferromagnetic metal; NMI = non-magnetic insulator. Electrically insulat­
ing and conducting regions are shaded green and blue, respectively.
Experimental data  on mixed superoxide-peroxide materials are scarce. 
However, the pioneering work carried out by Jansen and coworkers provides 
various clues about the electronic properties of Rb4O6. 121,122 The black color 
of this material is consistent with the metallic character predicted by the 
calculations. More importantly, the neutron diffraction study of Rb4O6 was 
unable to distinguish between the peroxide and superoxide anions, although 
a pronounced anomaly in the atomic displacement factors perpendicular to 
the O-O bond was observed, indicating a dynamical occupation of the spin- 
polarised superoxide hole over all oxygen pairs and down to at least 5 K . 122 
This is consistent with the occurrence of hole conduction with a polaronic 
dressing. Although the conduction band width is rather small, the dynamic
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behavior down to 5 K indicates th a t no M ott insulating state occurs. Con­
cerning the lattice dynamics, inelastic neutron scattering data revealed two 
peaks at 750 and 1130 cm-1 , corresponding well to the characteristic stretch­
ing frequencies of peroxides (780 cm-1) and superoxides (1140 cm-1 ) . 122 
However, the detection of genuine peroxide and superoxide vibrational modes 
implies th a t the electron mobility is slower than  the ionic motion, an unlikely 
scenario. In order to clarify this issue, the vibrational modes at the Gamma 
point of the Brillouin zone were calculated for the measured average struc­
ture, using the m ethod of Kresse et al. 45 Three modes with frequencies of 
840, 866 and 1024 cm-1 were obtained. Although the agreement with the 
observed spectra is poorer than  is usually obtained by this method, these val­
ues are still consistent with the experimental measurements for the following 
reasons. Firstly, the calculations were based on the harmonic approximation, 
but a potential landscape with at least three minima is necessarily strongly 
anharmonic. Moreover, the two experimental peaks show widths (FWHM) of 
39 and 54 cm-1 . This implies th a t not only the extremes of a charge fluctua­
tion but also the intermediate stages are consistent with the measurements, 
making the assumptions of slow electron motion with respect to ionic mo­
tion unnecessary. However, a more fundamental study with more emphasis 
on anharmonicity is required to fully explain the experimental observations.
As previously mentioned, the elastic neutron diffraction data showed an 
averaged structure in which the superoxide and peroxide oxygen pairs could 
not be distinguished, but with large atomic displacement factors even at 
5 K ,122 implying th a t a strong electron-phonon interaction may be present. 
In order to test this possibility we calculated the electronic density of states 
for several phonon modes consistent with the experimentally observed broad­
ening. Figure 5.3b shows the calculated DOS for a typical phonon mode with 
a root mean square (RMS) displacement as observed at 5 K, while figure 5.3c 
shows the DOS calculated for a displacement twice as large. A large increase 
in bandwidths is noted, while the n band splits; the higher energy n band 
is shifted towards the Fermi energy by up to 2 eV in the case of figure 5.3c. 
This signifies a very large electron-phonon interaction indeed.
5 . 4  O u t l o o k
Finally, we address the question of whether anionogenic magnetism in su­
peroxide/peroxide systems is confined to Rb4O6. The first issue tha t should 
be clarified is the width of the stability region of the sesquioxide phase in 
the R b1+xO2 phase diagram. If the superoxide to peroxide ratio can be 
varied across the series then the analogy with the doped m anganite se­
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ries La1-xAxMnO3 represented in figure 5.4 is likely to be valid and half- 
metallic ferromagnetism with even higher Curie tem peratures might exist 
in this system. Similar properties might also be found for other A1+xO2 
materials. Cs2O3 is also known to be dark in color and may have a simi­
lar electronic structure and properties to Rb4O6;120 furthermore, the system 
(Rb1-xCsx)2O3 can be envisaged, where the half-metallic ferromagnetism 
could be tuned by varying both the ratio of the cations and anions. It is 
uncertain whether pure K2O3 can be isolated, but the series (K1-xRbx)2O3 
might be worth investigating. The substitution of a portion of the alkali- 
metal atoms in A2O3 by alkaline-earth elements such as Ba has also been 
reported ,128 but the crystal structures and physical properties of the result­
ing materials are unknown. This modification could open up a route to 
half-metallic ferromagnetism in the absence of nuclear magnetic moments, 
further decreasing the effects of decoherence on the polarized electron spins. 
The realization of such novel systems will require much effort in terms of 
chemical synthesis, but anionogenic ferromagnets based on dioxygen species 
could constitute a new family of magnetic materials of both scientific and 
technological importance, with enhanced properties not found in currently 
known magnetic systems.
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Chapter 6
Spintronic M aterials based on 
M aingroup Elem ents
Recently, half-metallic magnetism was predicted for rubidium- 
sesquioxide at relatively high temperatures. Here, we present 
density-functional calculations on related potassium and caesium 
oxides as well as hypothetical continuous series. Finally, we con­
sider ammonium-sesquioxide and estimate the Curie temperature 
of 250 K. All these half-metals posses band-gaps for the majority 
spin-direction.
J. Phys.: Condens. M atter 19 165203 (2007)
6 .1  I n t r o d u c t i o n
Spintronics exploits besides the charge also the spin of the electron. This 
requires the generation of electrons with some degree of spin-polarization as 
well as their detection. A straightforward way to realize this is to use electron- 
injection from elemental ferromagnets like iron, cobalt, or nickel. These ele­
ments are widely applied in devices based on the “giant magneto-resistance”. 
In other areas within spintronics a degree of spin-polarization as high as 
possible is required, preferentially 100%. Half-metals are considered in this 
area.129 These are materials that are metals for one spin-direction, while 
being semiconductors or insulators for the opposite spin-direction. Several 
factors complicate the application of half-metals, however. Half-metallicity 
is a genuine bulk-property of a material, where its application in spintron- 
ics relies on the injection of electrons with preferably 100% spin-polarization 
into another material (e.g. a semiconductor). This requires the crossing of an
65
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interface or a surface, whose properties can be very different from the bulk, 
depending on the origin of the half-metallicity. In ionic half-metals, like 
the colossal magneto resistance materials and chromiumdioxide, the half- 
metallicity is practically a property of a transition metal ion and its valence 
(Mn3'5+, Cr4+). No problems are to be expected as long this valence is main­
tained at the interface or surface. However, the half-metallic properties of 
alloys like NiMnSb depend also sensitively on the crystal-structure.64 Con­
sequently its surfaces are not half-metallic and half-metallic interfaces based 
on them  require clever engineering. 35
Since actual devices work at finite tem peratures, the effects of tem pera­
ture need to be considered. The therm al excitations of spin-waves (magnons) 
lead to reduction of the spin-polarisation of the conduction-electrons, until 
at the Curie-point no net-polarisation persists. Thus, devices based on half­
metals should operate well below the Curie tem perature requiring half-metals 
with high Curie-temperatures and /o r low operating tem peratures. Several 
ways of influencing the magnon-spectrum and thus the control tem pera­
ture have been suggested.70 Also, many-body effects like non-quasi-particle 
states have been suggested as a source of depolarization at finite tem per­
atures. However, these states have not been observed experimentally and 
the influence on the conductivity remains unsolved. It is worth mention­
ing th a t theoretically, the effect is expected to be different depending on 
whether the band-gap occurs for the majority-spin direction or the minority- 
spin one.130 Half-metals with majority-spin band-gaps are rare. Magnetite 
has been considered, but its half-metallic properties are being challenged. 
Rb4O6 has been predicted, 72 but its physical properties await experimental 
verification. The most promising candidate at this moment is the double 
perovskite Sr2FeMnO6. 131 Mn2VAl is calculated to be a half-metal with ma­
jority gap, but only so in the GGA approxim ation.132 Experimentally it has 
a low magneto-resistance so it is doubtful whether it is truly half-metallic. 133 
All the half-metals in this chapter have majority-spin band-gaps.
Another im portant factor is the spin-orbit coupling. It couples the spin 
and orbital degrees of freedom into a vector J  replacing the quantum  numbers
l and s with j  and j z. Strictly speaking, spin is not a good quantum  number 
anymore and spintronics ceases to exist. However, often the influence of the 
spin-orbit interaction is less drastic. The strength of the spin-orbit interac­
tion is an almost atomic quantity which increases rapidly with the nuclear 
charge (with the fourth power actually). The spin-orbit interaction is maxi­
mally effective if electron states for the different spin-directions as well as for 
the different components of the angular momentum are degenerate. The first 
condition is usually violated by the exchange splitting in case of a magnetic 
system, while the second degeneracy can be strongly lifted by the chemical
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bonding in a solid. Consequently, the net result is very much depending on 
details of the band structure. In NiMnSb, for example, it is minimal, since 
the three bands intersecting the Fermi-level are non-degenerate and show a 
very large dispersion (free electrons have no angular momentum). Neverthe­
less, spin-orbit interaction will be a limiting factor in critical applications at 
low tem peratures (where magnon excitations play a negligible role) even in 
the case of NiMnSb. Therefore we consider a new class of half-metals here: 
Anionogenic ferromagnets. The magnetic properties originate from oxygen, 
the anion, while the (heavier) cations are alkali-metals and their dominant 
valence-electrons do not posses angular momentum and hence no spin-orbit 
interactions. Moreover, the cation derived states are quite remote from the 
Fermi-level anyway.
Although magnetism based on d- or /-electrons is more common, several 
cases of magnetism based on p-electrons are known. The best example, of 
course is elemental oxygen. It possesses two unpaired electrons as a molecule. 
Solid oxygen orders antiferromagnetically with a Neel tem perature of 24 K .117 
Other well established examples are organic charge transfer salts,109 as well as 
stabilized organic radicals.110 Of more speculative nature is the magnetism in 
lanthanum  doped calcium-hexaboride,107 oxygen deficient hafniumoxide,108 
and rhombohedral C60. 111,134 Computational studies include calcium defi­
cient or doped calciumoxide,113,114 calciummonopnictides in the zinc-blende 
structu re ,115 cation vacancies in nickel and manganese oxide,135 and diamond 
with various dopants. 112,116 It is not clear however, whether these systems 
can be synthesized in practise.
In this chapter, we extend the work on rubidium-sesquioxide in presented 
in chapter 5, to caesium-sesquioxide This is an existing compound, isostruc- 
turally with Rb4Oe. Also, the continuous series (Rb1-xCsx)4O6 is considered 
as well as the hypothetical system (Rb1-xKx)4Oe. Also, the variation in 
the rubidium/oxygen ratio in sesquioxides will be considered. Next, we will 
consider the feasibility of realizing ammonium-sesquioxide, (NH4)4O6, com­
puted to be a half-metallic ferromagnet with a Curie-temperature of 250 K 
and containing elements from the first row of the periodic table exclusively. 
Finally, we give an update of a phase diagram of half-metals including the 
recent developments.
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F ig u re  6 .1  The electronic structure of several dioxygen species.
6 . 2  T h e  o r i g i n  o f  f e r r o m a g n e t i s m  i n  a l k a l i -  
s e s q u i o x i d e s
Two aspects of the ferromagnetism in the sesquioxides are somewhat unex­
pected: Oxygen as the carrier of the magnetic moment and the ferromagnetic 
coupling of the moments leading to a predicted rather high Curie tem per­
ature. Concerning the first aspect: The magnetic moment in rubidium- 
sesquioxide is carried by molecular ions rather than  isolated ions. Four O2 
species are known (see figure 6 .1). The neutral O2 molecule contains two 
unpaired electrons in the n* antibonding level. Solid oxygen orders antifer- 
romagnetically at a Neel tem perature of 24 K.
The superoxide ion, sometimes referred to as hyperoxide ion, has one 
more electron in the n* level and, consequently, the magnetic moment of the 
ion is reduced to 1 ^ B. The heavier alkali-metals form superoxides. They 
are transparent insulators: Apparently the half-filled n* band leads to a 
M ott insulating state. Consistent with this is the magnetic ordering: Alkali­
hyperoxides are antiferromagnets with Neel tem peratures up to 15 K . 119
The O2-  ion occurs in peroxides. Peroxides of alkali-metals including 
hydrogen, and alkaline-earth metals are well known, their stability increases 
markedly with the mass of the cation. As expected, they are non-magnetic, 
insulating transparent solids.
The fourth O2 species is the positive dioxygenyl ion O+. As expected, 
it has a magnetic moment of 1 ^ B. It forms solids like O2M F6 with M=As, 
Sb, and P t as well as O2Sb2F 11. 136,137 These compounds are param agnets 
with asymptotic Curie tem peratures close to 0 K, indicating a very small 
magnetic coupling. 138 In O2P tF 6, the platinum  also possesses a magnetic 
moment, resulting in a ferrimagnetic coupling with the dioxygenyl moment 
at 4.2 K.
Rubidium-sesquioxide has a composition in-between the super- and per-
6.3. Calculations 69
oxide. It is rather stable thermally, releasing oxygen slowly at tem peratures 
of 1000 K .139,140 However, it is hygroscopic and reacts with carbon dioxide 
in air. The black colour suggests th a t the electronic structure is very dif­
ferent from th a t of the super- or peroxides. The crystal structure has been 
studied with neutron diffraction at a tem perature of 5 K .122 It is cubic, all 
the oxygen atoms are equivalent and form dioxygen species with an oxygen- 
oxygen distance in-between those characteristic for peroxide and hyperoxide. 
Large a-thermal (5 K) atomic displacement factors perpendicular to the O-O 
axis were observed. This indicates th a t the single oxygen-oxygen distance 
observed is a time-average, with a dynamic occupation of the hyper-oxide 
hole over all oxygen pairs. The neutron diffraction did not show any extra 
lines due to antiferromagnetic ordering at 5 K (only a limited part of the 
spectrum  was displayed, however).
The Curie tem perature was calculated to be 300 K .72 The phonon-modes 
consistent with the observed low tem perature displacements factors were cal­
culated. These modes show a very large electron-phonon coupling (see fig­
ure 6.2). Thus the physics of rubidium-sesquioxide may be richer than  “ju s t” 
a half-metallic ferromagnet! This chapter discusses the electronic structure 
of the isostructural compound Cs4O6. Its electronic structure is quite compa­
rable with th a t of its rubidium analogue. Since usually more can be learned 
from (experimental) studies on a continuous series of compounds, the elec­
tronic structure of the series (Rb1-xCsx)2O3 is considered as well as the mixed 
series between Rb2O3 and the hypothetical K2O3. Also the series Rb4-xO6 
will be considered. The electronic structure of (NH4)4O6 is calculated and 
its Curie tem perature determined.
6 .3  C a l c u l a t i o n s
The calculations in this report were carried out using ab initio density func­
tional theory (DFT), within the generalized gradient approximation (GGA).41 
The implementation used is the Vienna Ab initio Simulation Package (VASP). 
The projector augmented wave (PAW) m ethod was employed.48,49 For all cal­
culations, the plane wave kinetic energy cut-off was 875 eV. The Brillouin 
zone was sampled using a 10 x 10 x 10 Monkhorst-Pack grid, leading to at 
least 44 k-points in the irreducible part.
43,44,46,47
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F ig u re  6 .2  The calculated density of states of rubidium-sesquioxide near the 
Fermi-level (EF) for the majority (left side) and majority (right side) spins. (a) 
The ground state with the states labeled as in figure 6.1; (b) The influence on 
the n and n* bands of a phonon mode with a displacement of 1 RMS as observed 
at 5 K; (c) The same phonon mode with a displacement of 2 RMS. For details, 
see Attema  et al. 72
6 . 4  A l k a l i - s e s q u i o x i d e s
The question arises whether the half-metallic properties of alkali-sesquioxides 
are confined to the case of rubidium only. The stability of superoxides 
and peroxides increases with the polarizability of the cation. Thus lithium ­
peroxide is unstable and even explosive, while sodium burns to its peroxide 
in air. The potassium-superoxide is stable, it is even applied in close circuit 
breathing apparatus where it reacts with exhaled carbon-dioxide and water 
releasing oxygen. O ther alkali-metals most likely to form sesquioxides are
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F ig u re  6 .3  (a) The density of states for Cs4O6 for the majority (left panel) and 
minority (right panel) spins, with the levels labeled as in figure 6.1. (b) The 
density of states for K4O6.
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thus potassium and caesium (we will not consider francium: it is extremely 
rare, and highly radioactive). Caesium-sesquioxide exists indeed, it has the 
same crystal structure as its rubidium-analogue, but has a slightly larger 
lattice-constant of 9.86 A . 141 The positions of the oxygen atoms were not 
refined, but the centre of the oxygen-pairs was given. We determined the 
crystal structure of the sesquioxide by relaxing the atomic positions keeping 
the lattice param eter fixed. The resulting structure is th a t caesium occu­
pies the 16c positions with positional param eter x =  0.0508, while oxygen 
occupies 24d with x =  0.4458. This leads to an oxygen-oxygen distance of 
1.40 A, the same as in the rubidium-sesquioxide. The density of states is 
displayed in figure 6.3(a). It is rather similar as rubidium-sesquioxide (fig­
ure 6.2). The Curie tem perature was determined by to tal energy calculations 
of the ferromagnetic ground state and two antiferromagnetic states. From 
these energies the nearest- and next-nearest neighbour coupling constants 
were calculated. A standard statistical mechanical analysis (for a description 
see Kubler et al. 126) then gives an estim ated Curie tem perature of 350 K. 
We tested this m ethod for the half-metal NiMnSb, and obtained a calculated 
Curie tem perature of 830 K whereas the experimental value is 730 K.
A ttem pts to synthesize potassium-sesquioxide failed. 141 However, we are 
interested in the series (Rb1-x Kx)2O3 (see next paragraph). There is good 
hope th a t this series exists, at least for not too big values of x. Therefore 
we calculated the electronic structure as well as the lattice param eter of 
potassium-sesquioxide in the structure of rubidium-sesquioxide. The result­
ing calculated density of states is shown in figure 6.3(b). The equilibrium 
lattice param eter is 9.0 A . The potassium atoms are in the 16c positions 
with x =  0.0518, the oxygen atoms in 24d with x =  0.4528. The Curie
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tem perature was calculated to be 323 K.
Comparing figures 6.3(a) & (b) and 6.2 it is clear th a t there is very little 
difference between K2O3, Rb2O3, and Cs2O3. The n* level for the majority 
spin states is filled and an energy gap for the m ajority spin direction exists 
between n* and a*. For the minority spin-direction the Fermi-level intersects 
the n* band. The reason the calculated density of states are so similar is tha t 
there are no metal-derived states at all in a broad range of more than  15 eV 
around the Fermi-level. Below the Fermi-level, metal-derived states occur at 
-9, -10 and -13 eV for the caesium-, rubidium-, and potassium-sesquioxides, 
respectively. The a and n bonding- and antibonding levels originate from 
oxygen 2p functions. Above them  states of oxygen 3s character are found 
and only at much higher energy, metal derived states occur. This situation 
is similar to the alkali-halides where, contrary to textbooks, the band gap is 
between halogen p-states (valence band) and a halogen s-derived conduction 
band .61,142 The main influence of the cation is on the lattice param eters of 
the sesquioxides, and through this on the Curie tem peratures.
The absence of metal states in a rather wide energy range around the 
Fermi-level explains (partially) why the Curie tem peratures of the sesquiox- 
ides are so much higher than  the Neel tem peratures of the superoxides. Three 
contributions to the exchange coupling can be distinguished in sesquioxides: 
Direct exchange, double exchange, and superexchange. The first two are 
positive here (ferromagnetic). Superexchange is an indirect coupling of mag­
netic moments on cations through anions. It can be either positive or neg­
ative. However, here the magnetic moments are localized on the anions. 
Consequently, superexchange in anionogenic magnets requires the coupling 
through cations, but since the alkali metals have no states in the vicinity of 
the Fermi-level, superexchange is very weak (of the order of the Neel tem per­
ature of an alkali-superoxide). Its competition with the ferromagnetic direct 
and double exchange is therefore negligible.
6 . 5  P o s s i b l e  c o n t i n u o u s  s e r i e s
In materials science it is often advantageous to investigate the properties of a 
continuous series of compounds as a function of composition rather than  the 
study of a single, individual compound. Scientifically, it enables the study 
of the functional dependence of physical and chemical properties and this 
often leads to more understanding than  the investigation of the properties 
for a single compound only. It also enables the optimization of a desired 
property, or the suppression of an undesirable aspect. One possibility to 
realize a continuous series is the application of more than  one alkali-metal.
6.5. Possible continuous series 73
F ig u re  6 .4  The calculated TC for hole or electron doped rubidium-sesquioxide. 
Rubidium-sesquioxide is at O^-  : O -  =  0.5.
The existence of both  rubidium-sesquioxide as well as caesium-sesquioxide 
in an identical crystal structure and with similar lattice param eters make 
the existence of a continuous series (Rb1-x Csx)4Q6 very probable. The half- 
metallic ferromagnetic properties of K2Q3, as calculated, make it worth while 
to consider mixed potassium /rubidium  sesquioxides. The failure to synthe­
size potassium-sesquioxide itself may very well imply th a t the compound 
does not exist, but the rubidium rich part of the series could be stable. Qn 
the other hand, the influence of the alkali metal on the band structure and 
calculated Curie tem peratures is small, so other series should be investigated 
as well.
An interesting question in this respect is how wide (in composition) the 
stability region of the rubidium-sesquioxide itself is. In other words, for what 
range of rubidium-oxygen ratios is the sesquioxide structure stable? Very 
early work gives hope th a t the stability-region is not very narrow even at low 
oxygen pressures. 143 The variation of the stoichiometry influences the number 
of charge carriers directly. So a large influence on the physical properties is 
expected.
Nothing is known about the crystal structure of rubidium-sesquioxide 
with stoichiometries deviating from the ideal one. Experimentally, quite 
some effort has been devoted to a (partial) substitution of an alkali metal 
by an alkaline-earth m etal. 128 This could similarly influence the physical 
properties through the concentration of charge carriers, but unfortunately 
no structures have been determined here, either. In order to get an im­
pression of the influence of the concentration of charge carriers, we calcu­
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lated rubidium-sesquioxide in its existing crystal structure as a function of 
the electron-concentration. Charge neutrality was ensured by compensating 
with a uniform background charge. Figure 6.4 shows the calculated Curie 
tem perature as function of the electron concentration expressed as the ra­
tio of peroxide and hyperoxide species in the material. The curve peaks 
near the sesquioxide composition 0.5. It should be stressed th a t the sys­
tem  will certainly transform  to other crystal structures, especially away from 
the sesquioxide composition. For example, the point 0 corresponds to the 
hyperoxide, which is actually antiferromagnetic in a very different crystal 
structure.
6 . 6  A m m o n i u m - s e s q u i o x i d e
In this section we will discuss the possibility of realizing ammonium sesquiox­
ide and predict its physical properties. The ammonium group NH4 has a 
crystal-chemistry which is very much like th a t of alkali ions. It resembles 
potassium and is similar in size as rubidium (Compare a =  6.57 Á for RbCl 
with a =  6.533 A for NH4Cl). If ammonium-sesquioxide could be synthesized 
and it were to have similar physical properties as its rubidium analogue, it 
would be a ferromagnet with a reasonably high Curie tem perature containing 
only elements with nuclear charge eight or less. Since the spin-orbit coupling 
strength scales with the fourth power of the nuclear charge, it could form a 
half-metal with an unprecedentedly pure spin-state.
There are no reports on the existence of ammonium-sesquioxide in the 
literature. No conclusions can be drawn on this fact concerning the sta­
bility of the compound since the literature on sesquioxide is very sparse 
anyway. But stability is an im portant issue. The ammonium-group can 
be considered as the first member of a series NAlk4 where Alk is hydro­
gen (H), methyl (CH3), ethyl (CH2CH3), etc. Several of these oxides have 
been synthesized and we discus them  in order to obtain some insight in 
the stability of ammonium-sesquioxide. The stability of oxygen-rich alkali­
oxides increases with the weight of the alkali-metal. The ammonium-oxides 
follow this trend: the tetra-m ethylam m onium  compounds are more sta­
ble than  the simple ammonium compounds, the tetra-ethyl ones more sta­
ble than  the methyl ones. Usually, the most unstable oxides are the ones 
with the highest oxygen content: The so-called ozonides containing the O - 
group. The stability of the ammonium-oxides compares favourably with 
tha t of the alkali-metal-oxides. Ammonium-ozonide exists and is stable 
below -126°C .144 Tetramethyl-ozonide is more stable than  the most stable 
alkali-ozonide: Caesium-ozonide; it decomposes at 75°C versus 55°C for the
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F ig u re  6 .5  The conventional unit-cell of ammonium-sesquioxide, containing six­
teen ammonium ions and twelve O2 ions. The oxygen, nitrogen and hydrogen 
atoms are red, green and white, respectively.
caesium-compound. Several ammonium-superoxides have been synthesised. 
So there is good reason to assume th a t the stability of ammonium-sesquioxide 
is a manageable problem.
The similarity in crystal structures between ammonium and rubidium 
compounds in general justifies the use of the experimentally determined 
structure of the rubidium sesquioxide for the starting point of the computa­
tional study of ammonium-sesquioxide. The nitrogen atoms were placed at 
the Wyckoff position 16c. The tetrahedral symmetry is broken: A threefold 
rotation axis remains. Consequently, there are two inequivalent hydrogen 
positions: 16c and 48e.
Relaxation of the lattice param eter and the positional param eters of the 
atoms lead to the following result: Space group 220 of international tables 
(I43d). Lattice param eter a =  9.46 A, Nitrogen at 16c with x =  0.0839, 
hydrogen at 16c with x =  0.0212, 48e with x =  0.1734, y =  0.0304, and 
z =  0.4480 and finally oxygen at 24d with x =  0.4480. This structure is 
shown in figure 6.5. The oxygen-oxygen distance is 1.38 Â , slightly smaller 
than  the 1.40 ÂA in Rb4O6. The tetrahedral ammonium group is slightly 
flattened with one N-H distance 0.02 Â closer to the nitrogen (1.03 A).
The calculated density of states is shown in figure 6.6. The compound 
is ferromagnetic with a magnetic moment of 2 ^ B, corresponding to |  ^ B
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F ig u re  6 . 6  The density of states of ammonium-sesquioxde.
per oxygen pair. It is a half-metal with a band-gap for the majority-spin 
electrons. The total energy of the ferromagnetic configuration was compared 
with several antiferromagnetic configurations. The ferromagnetic state was 
more stable than  the antiferromagnetic configurations considered here (anti­
ferromagnetic ordering in the (100) and (111) directions). The energy differ­
ences between the various configurations were used in a simple Ising model in 
order to estimate the strengths of the couplings and the Curie tem perature. 
The nearest neighbour coupling constant J  is +2.596 meV, the next nearest 
neighbour constant J 2 =  +1.983 meV. This leads to a Curie tem perature of 
250 K. These results are quite similar as compared to rubidium-sesquioxide. 
Differences to be expected are in the vanishingly small spin-orbit interac­
tions as compared with heavier alkali-metals. Also the phonon amplitudes 
and electron-phonon interactions might be stronger as compared with the 
rubidium compound.
6 . 7  D i s c u s s i o n
In this section, the relation of the anionogenic ferromagnets with other half­
metals is discussed. The discovery of half-metallic magnetism originates from 
computational studies on half-heusler alloys in order to elucidate the mecha­
nism of the magneto-optical Kerr effect.30 Computational studies have con­
tinued to contribute to the field, mainly because there is only one “smoking 
gun” experiment to prove half-metallicity. The best experiment to prove half- 
metallicity is (at this moment) spin-resolved positron annihilation. It requires 
specialized, dedicated equipment, it is relatively expensive and consequently,
1 1 t )  ' '
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— *---------------- -
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until now, it has only been applied to the archetype of half-metallicity: 
NiMnSb.33,145 Thus NiMnSb is the only experimentally proven half-metal, 
but this does not necessarily imply it is a useful half-metal. In spintronics 
half-metals can be applied as source of spin-polarized electrons. This implies 
spin-injection through an interface, the effect of conductivity mismatches, 
e tc . 18 The importance of these complications has been realized only recently. 
Thus, the only proven half-metal performs poorly as a spin-injector up till 
now, mainly because none of its surfaces is half-metallic and spin injection 
requires very specific interfaces,35 which have not yet been realized exper­
imentally. 146 Besides the heusler C1b half-metals, half-metals based on the 
L21 structure are actively studied with applications in spintronics in mind. 
Where the origin of the half-metallicity in the Heusler C1b is directly related 
to the similarity of these systems with III-V semiconductors (category I), the 
L21 compounds have reduced bandwidths and smaller band-gaps (category 
III) of the classification scheme of Fang et al. 125 All these half-metals are 
weak ferromagnets. Strong half-metals are found in oxidic materials, the 
best known examples are the colossal magnetoresistance materials and CrO2 
(category II).
Another distinction is the sign of the polarization of the half-metal, in 
other words, does it conduct for m ajority or minority spin electrons. Prac­
tically all half-metals conduct for the m ajority spin direction, with very few 
exceptions. The anionogenic ferromagnets, which are the subject of this 
chapter, conduct for the minority-spin electrons. Another example is in the 
double perovskites.
The properties of half-metals and some of their systematics can be visu­
alized by plotting the magnetic moments as function of number of valence 
electrons. These Slater-Pauling curves are plotted in figure 6.7 for a selection 
of half-metals. The criterion for the selection is to show the wide variety of 
half-metals, the half-metallic properties for some of them  are subject to dis­
cussion. The ordinate separates the half-metals with minority-spin gap from 
the ones with majority-spin gap. The ordinate itself shows half-metallic an- 
tiferromagnets, systems with 100% polarization, but no net magnetization. 
This unique state competes in stability with non-magnetic semiconductors. 
The half-metals discussed in this chapter are the first known examples of 
type IIB half-metals. The classification scheme is now complete, and no new 
half-metals in which the half-metallicity has a different origin are expected.
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Valence electrons
F ig u re  6 .7  Slater-Pauling curves for a selection of half-metals from the different 
classes of Fang et al. 125. The first class contains half-metals with a covalent band­
gap. The second class contains half-metals with a band-gap caused by charge­
transfer, and two sub cases can be distinguished. For IIA, the minority band is 
empty; for IIB the majority band is full. The third class contains half-metals 
with a d-d band-gap. Note: the half-metals on the horizontal axis (filled circles) 
are half-metallic antiferromagnets and their existence is not yet experimentally 
confirmed. Half-metallic antiferromagnets are not possible for type II half-metals 
(open circles).
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Stabilizing half-m etallic Rb4Og
Rubidium-sesquioxide was predicted to be a half-metallic ferro- 
magnet. However it was recently found experimentally to be an 
antiferromagnet with a relatively low Neel temperature. Here it 
is shown that this discrepancy is due to the unusual lattice dy­
namics. It is argued that a half-metallic ground state can be 
obtained by the application of pressure. Calculations on rubid­
ium hyperoxide give an insulating antiferromagnetic ground state 
consistent with the experimental Neel temperature.
7 .1  I n t r o d u c t i o n
Rubidium-sesquioxide is an unusual compound. It crystallizes in a cubic 
crystal structure and remains cubic down to 5 K, the lowest tem perature in­
vestigated. 122 This in contrast to all the other alkali oxides, which either crys­
tallize in low symmetry structures at room tem perature or show a series of 
phase transitions to structures with increasingly lower symmetry upon cool­
ing, with the exception of the “normal” octet compound oxide Rb2O. Alkali­
oxides are usually transparent, and can sometimes have a weak coloration 
(rubidium sub-oxide, Rb7O, at the metal rich side of the phase diagram is 
an exception). Rubidium-sesquioxide is opaque unlike all its neighbors in 
the rubidium-oxygen phase diagram: The normal oxide Rb2O is color-less, 
the peroxide RbO is yellowish, the hyperoxide RbO2 is pale yellow and the 
ozonide RbO3 is red. Very early work on rubidium-sesquioxide suggests tha t 
the range of stability of the sesqui-oxide phase in the rubidium-oxygen phase 
diagram is not narrow .143 All of these properties are highly unusual for an
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Energy per O2 Magnetic structure Transport
G K antiferromagnet (1GG) insulating
T6 K antiferromagnet (body-centered) insulating
6TG K ferromagnet half-metallic
239G K antiferromagnet (GG1) metallic
4154 K non-magnetic metallic
T a b le  7.1 Calculated configurations for rubidium-hyperoxide.
alkali oxide. Furthermore, neutron-diffraction122 shows the presence of large 
ionic motion down to a tem perature of 5 K, and electronic structure calcula- 
tions72 have suggested th a t rubidium-sesquioxide is actually a half-metallic 
ferromagnet. The unusual lattice dynamics was attribu ted  to six phonon 
modes with imaginary frequencies and the reader was cautioned th a t the 
physical properties of Rb2O3 could be more complex. Indeed, recently mea­
surements have shown the m aterial is antiferromagnetic with a rather low 
Neel tem perature.147 The same Communication also reported unsuccessful 
attem pts to calculate the ground state of antiferromagnetic rubidium hyper­
oxide, employing the semi-empirical LDA+U m ethod with a wide range of 
values for U (2 to 13.6 eV). It was suggested th a t these materials are difficult 
to calculate with presently available methods.
In this chapter, the suitability of density functional theory for com­
pounds containing molecular O2 will be demonstrated, and the insulating 
groundstate of rubidium hyperoxide is calculated using a reasonable value 
of U. Then, a mechanism th a t destabilizes the half-metallic configuration 
for Rb4O6 is proposed. Finally, we predict th a t by applying pressure, the 
half-metallic state can be recovered.
7 .2  R u b i d i u m - h y p e r o x i d e
We have calculated the electronic structure of rubidium hyperoxide with the 
same m ethod as in our earlier work on rubidium-sesquioxide, see chapters
5 and 6.43,44,46-49 One aspect is different, however. The hyperoxide anion 
has an exactly half-filled n* level, which can transform  into a M ott insulator 
in the solid. This state is difficult to obtain within density functional the­
ory w ithout the application of a Hubbard U. Since no measurements of the 
Hubbard U are known for hyperoxides, we chose a value of 2 eV. Three differ­
ent antiferromagnetic structures as well as ferromagnetic and non-magnetic 
structures were then calculated, as summarized in table 7.1. The energy dif-
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F ig u re  7.1 Density of states of antiferromagnetic insulating rubidium hyperox­
ide.
ference between the two lowest configurations is small and of the same order 
as the low (experimental) Neel tem perature (15 K). Both configurations are 
antiferromagnetic insulators in agreement with experiment. A half-metallic 
ferromagnet is found in a configuration with energy 670 K above the lowest 
state. Two fully metallic configurations are found at even higher energies, 
one with an antiferromagnetic structure and the other non-magnetic for the 
highest excited state. The density of states for the lowest energy configura­
tion of rubidium hyperoxide is given in figure 7.1. Many different (in fact 
infinite) antiferromagnetic solutions exist and therefore we do not claim tha t 
we have calculated the ground state (which is not known from experiment). 
Nevertheless, there is only one ferromagnetic solution and we have shown 
th a t this is definitely not the ground state. Thus, the m ethod used obtains 
reliable results for the hyperoxide, apart from the usual underestim ation of 
the band-gap. We have no explanation why our results differ so markedly 
from those reported by W interlik et al. 147 Calculations employing excessively 
large Hubbard U ’s might fail because of the application of atomic Hubbard 
U’s to molecular anions, but the calculations with more realistic Hubbard 
U’s should agree with our results as well as experiment.
82 Chapter 7: Stabilizing half-metallic Rb4O6
7 .3  M a g n e t i c  o r d e r i n g  a n d  p h o n o n s
Electronic structure calculations routinely exclude the effect of tem perature 
and neglect zero-point motion. The calculation of the Curie tem perature 
for rubidium-sesquioxide previously reported72 was standard in th a t it used 
the to tal energies of several (antiferro)magnetic structures with the oxygen 
ions at their equilibrium positions. The half-metallic ferromagnetic solution 
was found to be most stable. However, the phonon spectrum  calculated 
for rubidium-sesquioxide shows 6 phonon modes with imaginary frequen­
cies, which implies th a t the two most probable positions of the anions do 
not individually coincide with the average position. This is consistent with 
the experimentally determined atherm al motion down to 5 K. However, it 
implies tha t, in addition to calculations using the average positions of the 
oxygen ions, calculations using the most probable (lower symmetry) posi­
tions also need to be investigated in order to determine the magnetic ground 
state. Such calculations have been presented in chapter 5 .72 A half-metallic 
ferromagnetic solution was obtained with a strongly enhanced bandwidth. 
Similar calculations for lower-symmetry magnetic structures such as antifer­
romagnetic configurations with oxygen positions based on the most probable 
positions, met with insurmountable convergence problems. It is plausible 
tha t the antiferromagnetic state, as determined experimentally, is stable be­
cause of the contributions from the symmetry-broken configurations. Herein 
the oxygens have moved to more probable (lower-symmetry) site, whose ex­
istence is apparent from the presence of six imaginary frequency modes.
7 . 4  M a g n e t i c  s t r u c t u r e  u n d e r  p r e s s u r e
We now address the question of what influence pressure could exert on the 
imaginary frequency modes. Figure 7.2 shows the calculated pressure as 
function of the lattice param eter. It is clear th a t pressures obtainable using 
a diamond anvil cell allow a reduction of the lattice param eter by no less 
than  20%. Figure 7.3 shows the density of states of rubidium-sesquioxide for 
this lattice constant. The bandwidth of the valence band has increased by 
80% compared to th a t at ambient pressure. We next examine the phonon 
spectrum  under pressure.
Of the six imaginary frequency phonon modes at ambient pressure only 
three remain imaginary at a pressure of 770 kBar. We investigate which 
magnetic structure is most stable at the most probable oxygen positions of 
the three remaining phonon modes with imaginary frequency. Three con­
figurations were considered: A ferromagnetic, an antiferromagnetic in the
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F ig u re  7 .2  Calculated pressure as a function of lattice parameter for Rubidium- 
sesquioxide.
E - Ef (eV)
F ig u re  7 .3  Density of states of rubidium-sesquioxide for the two spin-directions 
under a pressure of 770 kBar.
(111) direction, and an antiferromagnetic one in the (100) direction. The 
ferromagnetic configuration has the lowest energy and is half-metallic, its
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F ig u re  7 .4  Density of states of rubidium-sesquioxide for the two spin-directions 
under a pressure of 770 kBar, including a phonon mode with imaginary frequency 
with an amplitude of 0.13A.
density of states is given in figure 7.4. The antiferromagnetic structure along 
the (100) direction is 15 meV per O2 higher in energy and shows a metallic 
band structure. In the calculation for the configuration with an antiferro­
magnetic ordering along the (111) direction the magnetic moments vanished. 
It is metallic and 19 meV per O2 higher in energy as compared with the 
half-metallic ground state. We conclude th a t the half-metallic state is the 
most stable configuration even in the presence of the three phonon modes 
with imaginary frequency.
7 .5  C o n c l u s i o n s
In summary, we have calculated the ground state of rubidium hyperoxide 
and found th a t an antiferromagnetic insulating configuration has the lowest 
energy, in agreement with experiment. This shows th a t density functional 
theory can adequately describe compounds containing molecular oxygen. In 
the case of rubidium-sesquioxide we attribu te  the discrepancy between the 
calculated and measured magnetic structure to the presence of six phonon 
modes with imaginary frequencies. The application of an experimentally 
accessible pressure reduces the number of these modes to three. Calculations 
of the magnetic ground state then show the half-metallic ferromagnetic phase
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is lowest in energy for all ionic positions of interest considered (the average 
and the probable ones).
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Chapter ________________________________________
W orkfunction anisotropy and 
surface stability of half-m etallic 
CrO2
Insight in the interplay between work function and stability is im­
portant for many areas of physics. In this chapter, we calculate 
the anisotropy in the work function and the surface stability of 
CrO2, a prototype half-metal, and find an anisotropy of 3.8 eV.
An earlier model for the relation between work function and sur­
face stability is generalized to include the transition-metal oxides.
We find that the lowest work function is obtained for surfaces with 
the most electropositive element, whereas the stable surfaces are 
those containing the element with the lowest valency. Most CrO2 
surfaces considered remain half-metallic, thus the anisotropy in 
the work function can be used to realize low resistance, half- 
metallic interfaces.
Phys. Rev. B. 77 165109 (2008)
8 .1  I n t r o d u c t i o n
Electron-emitting materials are applied in many established areas of tech­
nology, for example, vacuum electronic devices such as cathode-ray tubes, 
microwave devices and free electron lasers. They are also of interest in emerg­
ing technologies as organic light em itting diodes and spintronics, which can 
benefit from an understanding of the work function.
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An im portant aspect of the electron-emitting properties of the cathode 
material is the work function. The lifetime of the device is related to the 
surface stability and the applied voltage. This often implies tha t cathodes 
need to have both a low work function and a high surface stability. At first, 
these requirements appear to be incompatible: A low work function means 
loosely bound electrons, implying a less stable surface. This reasoning holds 
for the elements. For instance, cesium has a low work function (2.14 eV) 
but it is highly reactive, whereas gold is stable but has a high work function 
(5.1 eV ).148 Experimental results for alloys suggest the alloy effect: The work 
function and surface stability interpolate between those of the constituting 
elem ents.149 However, recent theoretical work has shown a different picture 
for intermetallic compounds. If a compound allows the formation of a surface 
of nonstoichiometric composition and charge transfer occurs, surfaces with a 
resulting surface dipole are possible. This surface dipole, depending on its 
orientation, raises or lowers the work function. The work function may be 
lowered to even below the work functions of the constituting elements. This 
was first dem onstrated in a computational study for BaAl4. 150 The barium 
term inated (001) surface has a work function of 1.95 eV, which is lower than  
tha t of elemental barium  (2.32 eV). It is even lower than  th a t of any element, 
which is clearly in contradiction with the alloy effect. It is im portant to notice 
tha t the work function for polar compounds, i.e. compounds containing atoms 
with different electronegativities, is expected to show a large anisotropy, as 
the surface dipole depends on surface orientation. For BaAl4 and similar 
compounds, the surface with the lowest work function was calculated to be 
the most stable as well. This was explained by the lower electronegativity 
of barium .151,152 The following model was formulated: For an intermetallic 
compound with polar surfaces, the difference in electronegativity determines 
the work function, and the most stable surface has the lowest work function.
Electron injection is also im portant for spin injection, i.e. spintronics. 
Spintronics aims to integrate the control of spin degrees of freedom with the 
conventional charge based electronics. For spin injection, a source of spin 
polarized electrons is needed. Materials considered for spin injection are 
half-metals, as they intrinsically have 100% spin polarisation. Work on spin 
injection further focuses on obtaining a spin polarization as high as possible 
at surfaces and interfaces.15,98 Recently, the importance of electrical band 
engineering for spin injection has become apparen t.153,154 Ideally, the states 
carrying the current on either side of the interface are aligned. However, 
in practice, there is a difference in chemical potential (see figure 8.1). This 
difference in potential causes a barrier at the interface and reduces the elec­
trical efficiency of the spin injection. Although an interface is more complex 
than  two surfaces, some properties of the two individual surfaces carry over
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to the interface. In a first approximation, the height of the interface barrier 
is related to the work function of the two separate surfaces. 155 For a given 
half-metal /  semiconductor interface, the anisotropy in work function can be 
used to minimize the potential barrier.
We will extend the applicability of the model include materials th a t are of 
interest for spintronic applications: Transition-metal oxides. In this chapter, 
we investigate the anisotropy in the work function and the surface stability of 
ferromagnetic CrO2. CrO2 is widely studied; it is a half-metal in calculations 
and it has experimentally shown a very high spin polarization . 156 The main 
difference between intermetallics and transition-m etal oxides is in the com­
bination of electronegativity and valency. For intermetallic compounds, the 
most electropositive atom  also has the lowest valency, resulting in stable, low 
work function surfaces. For transition-m etal oxides, the situation is reversed: 
The lowest valency occurs almost always for the most electronegative atom, 
in this case oxygen. Another difference between transition-m etal oxides and 
the previously studied compounds is the occurrence of magnetism. They will 
provide a challenging test for the model.
This chapter is organized as follows. First, we describe the com puta­
tional method. Then results on bulk CrO2 are briefly discussed. Results on 
the structural relaxation are presented, followed by the work functions and 
surface stabilities, and an outlook.
8 .2  C o m p u t a t i o n a l  M e t h o d
The calculations were carried out using density functional theory with the 
PW91 generalized gradient approximation functional.41,53 We employed pro­
jector augmented plane waves48,49 as implemented in the Vienna Ab ini­
tio Simulation Package (VASP) .43,46,47 The kinetic energy cutoff was set to 
400 eV. The Brillouin zone was sampled with a Monkhorst-Pack mesh with 
a 6 x 6 x 8 grid for bulk CrO2, a 1 x 6 x 8  for the (100) surfaces, 1 x 4 x 8  for 
the (110) surfaces, and 7 x 7 x 1  for the (001) and (011) surfaces. The work 
functions and surface stabilities were calculated using a supercell approach. 
The supercell contained slabs with thicknesses of six bulk unit cells for (001), 
(100), (011) and eight bulk unit cells for (110), with at least 10 A of vacuum. 
We used a minimal unit cell in the directions parallel to the surface. Surface 
reconstructions involving more than  one unit cell, or formation of a Cr2O3 
surface was not considered. The surfaces at both  sides of the slab were taken 
identical; therefore some slabs are nonstoichiometric. During relaxation, the 
central region of the slab was held fixed to obtain faster convergence.
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F ig u re  8 .1  A schematic drawing of the energy levels of an electron injec­
tor/semiconductor interface. Filled and empty states are shaded dark and light 
gray, respectively. The work function of the injector ($) is the difference between 
the chemical potential in the bulk and the vacuum potential. A  mismatch in 
the chemical potential of the injector and conduction band of the semiconductor 
results in a potential barrier at the interface (AY).
8 . 3  B u l k  C r O 2
Experimentally, CrO2 is a ferromagnet with a Curie temperature of 386 K.157 
The half-metallic character of CrO2 and several CrO2 surfaces (100 and 
110) has been shown using spin-resolved photoemission,158,159 x-ray absorp­
tion, 160,161 optical spectroscopy,162 and point contact Andreev reflection.163 
Earlier photoemission measurements found a small intensity near EF only, 
but this was probably due to surface disorder or the formation of Cr2O3 at 
the surface.158
Basically, CrO2 is an ionic compound containing Cr4+ and O2-. It has 
a magnetic moment of 2 ^B/f.u., located almost entirely on the chromium 
atoms. The half-metallic property of CrO2 is mainly caused by its chemical 
composition, i.e. the chromium valency, rather than the crystal structure. 
CrO2 is a strong magnet, the chromium magnetic moment does not depend 
on the size of the exchange splitting, as can be seen from the density of states 
figure 8.2.
The crystal structure of CrO2 is depicted in figure 8.3. It crystallizes in the 
rutile structure, space group P 4 2/mnm (No. 136), with experimental lattice 
parameters a = 4.4218 A and c = 2.9182 A. The chromium is at position 
2a, oxygen is at position 4 f  with parameter x = 0.301.164 The chromium 
atoms are almost perfectly octahedrally surrounded by oxygen atoms, with
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F ig u re  8 .2  Calculated density of states for CrO2.
Cr-O distances of 1.90 A and 1.89 A; each oxygen atom has three chromium 
neighbors.
The calculated electronic structure of bulk CrO2 has been extensively 
studied before. 31,165 Special attention has been given to the importance of 
correlation effects. 166,167 Because we are interested in structural optimizations 
and work functions, i.e. electrostatics, local density approximation (LDA) is 
adequate. In view of the comparison between LDA and LDA+U and the 
experiment made by Toropova et al. 166 we do not expect th a t the la tter 
performs better for our purposes. After relaxation of the lattice parameters 
and the positional param eter of the oxygen atoms, we found a =  4.405 A, 
c =  2.905 A with the oxygen at position 4 f  and x =  0.303. The calculated 
parameters agree with the experimental values (within 0.5%) and they will 
be used in this chapter. For convenience, we show the calculated density 
of states in figure. 8.2. It shows the crystal field splitting of the chromium 
4d band. As the chromium atoms have an octahedral coordination, its d 
band splits into a threefold degenerate band and a doubly degenerate eg 
band. The t 2g band shows additional structure due to the deviation from 
perfect octahedral symmetry. In the minority spin direction, the exchange 
interaction shifts the chromium 4d band completely above the Fermi-level 
and opens a band gap.
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F ig u re  8 .3  A CrO2 unit cell. Oxygen atoms are large (blue), while chromium 
atoms are small (white).
8 . 4  S u r f a c e s  o f  C r O 2
Although bulk CrO2 is a half-metal, it is not a priori  clear that surfaces of 
CrO2 should be half-metallic. For NiMnSb, the first discovered and, conse­
quently, the most extensively studied half-metal, surfaces and interfaces are 
generally not half-metallic.35 The half-metallic character of NiMnSb is a con­
sequence of the specific symmetry in the bulk. This symmetry is destroyed 
at the interface and, therefore, the half-metallic character is lost; only with 
careful engineering can half-metallic interfaces be constructed.98 However, 
for CrO2, surfaces will be half-metallic as long as the chromium valency is 
conserved. Indeed, earlier calculations for the (001) surface showed that the 
half-metallic character was maintained.62,168
In this section we will first describe in detail the calculated surfaces, 
both before and after structural relaxation, and we will compare with the 
literature where available. At the end of the section general conclusions will 
be presented.
8.4.1 (100) surfaces
Three different (100) surfaces can be constructed: One surface containing a 
chromium atom (100 Cr), one surface terminating with a single oxygen layer
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(100 Cr) (100 O) (100 OO)
F ig u re  8 .4  A view along [001] of the relaxed (100) surfaces. The top of the 
figure is the surface facing the vacuum, while the bottom is toward the bulk. 
Oxygen atoms are large (blue), while chromium atoms are small (white).
(100 O), and one surface term inating with two oxygen layers (100 OO), see 
figure 8.4.
For the (100 Cr) surface, the chromium in the first layer shifts 0.11 A 
inward. It has only three oxygen neighbors and, after relaxation, the nearest 
neighbor distance is 1.80 A on average. The oxygen atoms move -0.28 A and 
0.15 A along [010], and 0.61 A and 0.24 A outward for the second and fifth 
layers. The th ird layer moves 0.13 A outward. The relaxed structure agrees 
with the calculations reported by Hong and Che 168.
Upon relaxation of the (100 O) surface, chromium atoms in the second 
layer shift -0.10 A along [010]. The second and fifth layers also shift 0.10 A 
outward. The oxygen atoms shift 0.24 A and 0.16 A along [010] and 0.20 A 
and 0.28 A outward for the first and th ird layers respectively. Compared to 
Hong et al., the relaxation parallel to the surface is similar, but our shift 
perpendicular to the surface is larger.
For the (100 OO) surface, the first oxygen moves 0.18 A outward, and the 
oxygens in the fourth layer move 0.14 A outward. The chromium atoms in 
the th ird layer move 0.41 A outward and 0.15 A along [010], the chromium 
atoms in the sixth layer move 0.14 A outward. The oxygen atom in the top 
layer has only one chromium neighbor and, as a result, the Cr-O distance 
after relaxation is reduced to 1.59 A.
8.4.2 (001) surface
In the [001] direction only one term ination is possible, see figure. 8.5. The 
surface is stoichiometric, containing one Cr and two O atoms. The oxygen 
atoms in the top layer have lost one chromium neighbor, while the chromium 
has four oxygen neighbors. After relaxation, the chromium atoms move
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(001)
F ig u re  8 .5  A view along [100] of the relaxed (001) surface. The top of the figure 
is the surface facing the vacuum, while the bottom is toward the bulk. Oxygen 
atoms are large (blue), while chromium atoms are small (white).
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F ig u re  8 . 6  A view along [001] of the relaxed (110) surfaces. The top of the 
figure is the surface facing the vacuum, while the bottom is toward the bulk. 
Oxygen atoms are large (blue), while chromium atoms are small (white).
0.15 A inward and 0.23 A outward for the first and second layers, respectively. 
The oxygen atoms in the first layer move 0.31 A outward and 0.23 A along 
[110] toward the nearest chromium atom. The Cr-O distance for the surface 
oxygens is 1.72 A.
8.4.3 (110) surfaces
In the (110) direction, there are again three different terminations. One 
containing two oxygen and two chromium atoms (110 CrO), and two surfaces 
containing one oxygen [the (110 O) and (110 OO) surfaces], see figure 8.6.
After relaxation of the (110 CrO) surface, the fivefold surrounded chromium 
atom  in the top layer moves 0.16 A outward, while the fourfold surrounded 
chromium atom moves 0.05 A inward. The oxygen atoms in the first layer
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F ig u re  8 .7  A view along [100] of the relaxed (011) surfaces. The top of the 
figure is the surface facing the vacuum, while the bottom is towards the bulk. 
Oxygen atoms are large (blue), while chromium atoms are small (white).
move 0.51 A outward. The second and third oxygen layers move 0.10 A and 
0.21 A outward.
Adding another oxygen layer gives the (110 O) surface. Upon relaxation, 
the oxygen in the first layer moves 0.10 A outward. The oxygens in the second 
layer move 0.24 A outward. The second layer also contains two chromium 
atoms, one with five oxygen neighbors and one with 6 neighbors. The six­
fold surrounded chromium moves 0.27 A outward, the fivefold surrounded 
chromium moves slightly inward. The third layer oxygen moves 0.13 A out­
ward.
Finally, the (110 OO) surface is obtained by adding another oxygen layer. 
All chromium atoms have a bulklike sixfold coordination, but the first two 
oxygen layers have missing neighbors. The first layer oxygen atom has only 
one neighboring chromium, while the second layer oxygen atoms has two. 
The oxygens in the first layer relax 0.11 A outward. In the th ird  layer, one 
chromium moves 0.41 A outward reducing the distance with the first layer 
oxygen to 1.59 A ; the other chromium moves 0.15 A outward.
8.4 .4  (011) surfaces
In the (011) direction, see figure 8.7, CrO2 consists of planes containing either 
two oxygen or two chromium atoms. There are three possible terminations: 
a chromium term inated surface (011 Cr), one with a single oxygen layer 
(011 O), and one with a double oxygen layer (011 OO).
For the (011 O), the relaxation has only a small effect. The chromium 
atoms in the second layer only have five nearest oxygen atoms; they relax 
slightly outwards and move 0.16 A along [100]. The oxygens in the first layer 
are also missing a neighbor; they move a little inwards and -0.08 A along
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[100]. The final Cr-O distance at the surface is 1.81 A.
In the (011 OO) surface, the first layer oxygens have only one chromium 
neighbor. They move 0.23 A along [011] and 0.07 A inward, reducing the Cr- 
O distance to 1.59 A. The oxygen atoms in the second layer have 2 neighbors 
and they move + /-0.09 A along [100], 0.18 A along [011] and 0.14 A inwards 
The th ird  layer chromium moves 0.27 A outward, reducing the Cr-O distance 
to 1.79 A and 1.77 A.
The chromium term inated surface (011 Cr) shows the largest relaxation. 
The surface chromiums have only three oxygen neighbors. They relax -1.52 A 
along [011] and 0.56 A inward. The second layer oxygens move -2.15 A along 
[011] and 0.31 A outward, and -0.66 A and 0.70 A along [100]. The first and 
second layers have merged, forming a mixed chromium /  oxide layer. The 
chromium atoms are now located above the center of a rectangle formed by 
two oxygens from the newly formed outer layer and two oxygens from a lower 
layer.
8.4.5 E lectronic and m agnetic structures
Except for two surfaces, all the surfaces considered here are half-metallic. 
The unrelaxed (100 OO) surface and the relaxed (011 OO) surface show 
states in the minority spin band gap, derived from both the chromium and 
the oxygen atoms. For these slabs, the composition at the surface is too 
far from stoichiometry and the half-metallicity is lost. The band gap at the 
surface is largest for chromium term inated surfaces, the (100 Cr), (110 CrO), 
and (011 Cr). Adding oxygen to the surface decreases the band gap by both 
lowering the conduction band and raising the valence band, see figure 8.8.
For the stoichiometric slabs, all chromium atoms have approximately the 
same moment as in bulk CrO2. However, for the stoichiometric (001) surface, 
the moment on the surface chromiums is reduced to 1.3 ^ B. For nonstoichio- 
metric slabs, the magnetic moment near the surface is determined by the 
chromium to oxygen ratio. For the chromium rich surfaces, the (100 Cr), 
(110 CrO), and (011 Cr) surfaces, the magnetic moment of the outermost 
chromium atoms are 2.9, 2.6, and 3.0 , respectively. For the oxygen rich 
surfaces, the magnetic moment is 0.7 for the (100 OO) and 1.1 pB for 
the (110 OO) surface. The (011 OO) surface is no longer half-metallic, and 
the magnetic moment on the outermost chromium layer (0.1 ^ B) has almost 
disappeared.
8.4. Surfaces of CrO2 97
Surface Top layer Second layer Shortest
(100 Cr) Cr -0.11 O 0.61 1.77
(100 O) O 0.20 Cr 0.10 1.77
(100 OO) O 0.18 O 0.02 1.59
(001) Cr -0.15 1.72
O 0.31
O 0.31
(110 CrO) Cr 0.16 O 0.10 1.81
Cr -0.05
O 0.51
O 0.51
(110 O) O 0.10 Cr 0.27 1.78
Cr -0.04
O 0.24
O 0.24
(110 OO) O 0.11 O -0.03 1.79
(011 Cr) Cr -0.56 O 0.31 1.83
(011 O) O -0.02 Cr 0.02 1.80
(011 OO) O -0.07 O -0.14 1.59
T a b le  8 .1  Atomic relaxation of the top two layers perpendicular to the surface 
and the shortest chromium-oxygen distance at the surface. Distances are in 
Angstrom, positive values are toward the vacuum.
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E - Ef (eV)
F ig u re  8 . 8  The density of states for the minority spin direction of the relaxed 
(011 Cr), (011 O), and (011 OO) slabs.
8.4.6 C onclusions
The relaxations described in the previous sections have been summarized in 
table 8 .1, and we can draw the following conclusions. CrO2 has a tendency to 
m aintain the sixfold coordination of chromium at the surface. Consequently, 
chromium moves down into the surface and the oxygen moves upward for 
chromium or mixed term inated surfaces. To compensate for the lower coor­
dination at the surface, the chromium-oxygen nearest neighbor distances at 
the surface are reduced by about 5% to 1.82 A. From this, we can expect a 
smaller surface dipole for the relaxed surface. For the double oxygen term i­
nated surfaces, some of the oxygens only have a single chromium neighbor 
compared to three neighbors in the bulk. Upon relaxation this chromium 
moves to a distance of 1.59 A from the oxygen, lowering the surface dipole 
even further.
8 . 5  W o r k  f u n c t i o n
The work function is defined as the difference between the Fermi-level and the 
potential in the vacuum far from the surface. These potentials are calculated 
as described by Fall et al. 169 For the calculation of an accurate Fermi-level, a 
relatively thick slab is required. However, the average electrostatic potential
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position (A)
F ig u re  8 .9  The electrostatic potential V  averaged over a surface unit cell of 
the (001) slab as a function of the position in the slab. The slab runs from 0 to 
16 A. The dashed line indicates the electrostatic potential averaged over a bulk 
unit cell in the slab center. The position of the Fermi-level with respect to the 
averaged electrostatic potential is taken from a calculation of bulk CrO2. The 
work function $  is also indicated.
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Surface ^ u n r e la x e d  (eV) ^ r e la x e d  (eV)
(100) Cr 3.64 3.40
(100) O 6.38 6.23
(100) OO 8.59 7.20
(0 0 1 ) 4.72 6.30
(110) CrO 3.16 4.28
(110) O 6.25 5.80
(110) OO 8.45 7.13
(011) Cr 3.38 3.99
(0 1 1 ) O 5.83 5.54
(011) OO 8.06 6.94
T a b le  8 .2  Workfunctions for CrO2 surfaces
in the center of the slab converges for much thinner slabs. By combining a 
highly accurate calculation on bulk CrO2 for the position of the Fermi-level 
with a converged electrostatic potential of a thin slab, accuracies of a few 
hundredths of eV for the work function can be achieved. figure 8.9 illustrates 
the procedure for the (0 0 1 ) surface.
The calculated work functions are presented in table 8.2. The varia­
tion in work function is very large (3.8 eV for the relaxed surfaces). This 
is mainly due to a different surface termination. We see that an increas­
ing oxygen coverage leads to a significant increase in work function from
3.4 eV for the (100 Cr) surface to 7.2 eV for the (100 OO) surface. The 
work function for the (100 Cr) surface is significantly below the chromium 
work function (4.5 eV) . 148 If we consider only the single oxygen terminated 
surfaces, the anisotropy is 0.69 eV. For the surfaces with a double oxygen 
layer, the anisotropy is only 0.26 eV. The lowest work functions and largest 
anisotropy are found in the mixed oxygen/chromium surfaces and the pure 
chromium surfaces. For the oxygen terminated surfaces, the relaxation lowers 
the work function. According to the Smoluchowski model, an open surface 
has a low work function . 170 We expect relaxation to smooth the surface, and 
this would imply an increase in the work function. However, the decrease 
in work function can be explained by a smaller dipole moment due to the 
smaller Cr-O distance at the surface. The smaller dipole at the surfaces also 
explains the increase in work function for the chromium terminated surfaces. 
We conclude that the work function is mainly determined by the electroneg­
ativity of the surface atoms, with lower electronegativity leading to lower 
work functions.
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8 . 6  S u r f a c e  s t a b i l i t y  a n d  e n e r g y
Stability is a complex concept: A solid can become unstable in various ways. 
Some examples are transition toward another crystal structure, roughening or 
reconstruction of a surface, decomposition of a compound into its constituent 
elements, and chemical reaction with the atmosphere. The binding energy 
of a compound defines its stability toward decomposition. The anisotropy 
in the surface energy determines the stability toward deformation. The sta­
bility toward roughening also contains contributions from surfaces of other 
indices. In fact, each type of stability of a structure originates from an en­
ergy difference with a corresponding (transition) state. Thus, lowering the 
energy of the surface under consideration increases its stability indiscrim­
inately. The (relative) surface energy (7 ) will, therefore, be taken as the 
measure of its stability. In general, crystal surfaces with low energies are 
formed with large surface areas, and vice versa .171 However, of the different 
surface terminations with the same index, only the most stable one will be 
formed.
The surface energy is calculated as the difference between the energy of a 
slab and the equivalent bulk, normalized to unit area. For nonstoichiometric 
slabs, no equivalent bulk exists. A surface energy can be calculated, neverthe­
less, that varies with chemical potential, when a thermodynamic equilibrium 
is assumed between the bulk and reservoirs of the constituting elements.172 
For CrO2, the chemical potentials of chromium (pCr) and oxygen (pO) are 
linked to the total energy per formula unit (ECrO2) of the compound itself:
The energy of a general surface is the total energy of a slab with these 
surfaces exclusively (Eslab) minus the number of chromium atoms (NCr) and 
oxygen atoms (NO) times their respective chemical potentials and normalized 
to surface area (2AS). W ith eq. 8.1, p O can be eliminated in favor of E CrO2. 
The energy of surfaces of nonstoichiometric slabs (N O — 2NCr) will depend 
on p Cr with a slope that is determined by the (relative) difference of the 
number of oxygen and chromium atoms:
The chromium chemical potential can, in principle, be varied during crys­
tallization. Droplets of chromium or oxygen will form, however, when the
E CrO2 — PCr +  2 PO- (8 .1 )
2AS YSUrf(P'Cr) — Eslab — NCr pCr — NO pO (8 .2 )
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F ig u re  8 .10  Surface energy (eV/nm2) of the different (011) surfaces as function 
of the chromium chemical potential (^Cr, eV). Bulk-terminated (dotted lines) and 
relaxed surfaces (solid lines) are shown. The chemical potential ranges from the 
chromium bulk one to that minus the binding energy of CrO2. The (011) surface 
with half an oxygen atom per unit cell is stable in the largest part of the plot.
chemical potential of the respective element is larger than its elemental bulk 
energy. This sets reasonable limits on the chemical potentials:
p Cr < p Cr,bulk j p O <  p O,molecule (8.3)
When we combine this with the definition of the binding energy:
E CrO2,bind E Cr,bulk +  2 E O,molecule E CrO2 (8.4)
where E Cr bulk is the energy of a chromium atom in elemental chromium and 
E O,molecule is half the energy of an O2 molecule, we find the following range 
of interest for the chromium chemical potential:
E CrO2,bind < PCr — PCr,bulk < 0 (8.5)
8 . 7  S u r f a c e  s t a b i l i t y :  R e s u l t s
We start with the three (011) surfaces. Their surface energies are shown in 
figure 8.10. The surface energy of the single oxygen surface is relatively low 
initially and relaxation decreases it by a few eV. This corresponds well to the 
movement of the atoms at this surface. Both the chromium and the double 
oxygen surfaces are very unstable initially and are significantly stabilized by
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F ig u re  8 .11  Surface energy (eV/nm2) of the different (110) surfaces as function 
of the chromium chemical potential (^Cr, eV). Bulk-terminated (dotted lines) and 
relaxed surfaces (solid lines) are shown. The chemical potential ranges from the 
chromium bulk one to that minus the binding energy of CrO2. The single oxygen 
(110) surface is stable in the largest part of the plot.
F ig u re  8 .1 2  Surface energy (eV/nm2) of the different (100) surfaces as function 
of the chromium chemical potential (^Cr, eV). Bulk-terminated (dotted lines) and 
relaxed surfaces (solid lines) are shown. The chemical potential ranges from the 
chromium bulk one to that minus the binding energy of CrO2. The single oxygen 
surface is the most stable one.
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relaxation. This can be attributed to the incomplete coordination before 
and the improved coordination after relaxation of the chromium and oxygen 
atoms at the surface. In fact, the chromiums at the surface move into the 
surface past the subsurface oxygens, leading to an oxygen terminated sur­
face. For all three surfaces, a region of stability exists. For the chromium 
terminated surface the region is very small, though. The instability of the Cr 
surface is explained by noting that chromium has six neighbors in the bulk 
compared to only three neighbors for the oxygen atoms.
The surface energies for the (110) surfaces are shown in figure 8.11. Before 
relaxation, all three terminations are very unstable. The relaxation consider­
ably changes this picture. Again, stability regions for all three terminations 
exist, but that of the single O surface is largest.
The surface energies for the (100) surfaces (depicted in figure 8.12) show 
quite a different situation. The amount of relaxation is moderate for both 
the Cr and the (single) O termination and is directed (again) to improve the 
oxygen coordination of chromium. The outer oxygen at the double oxygen 
surface has only one Cr neighbor, which explains its initial instability. Here, 
the largest difference with the other directions is that only oxygen terminated 
surfaces are stable.
The (001) surface is stoichiometric. The surface is moderately stable 
initially with a surface energy of 7  =  13.76 eV/nm 2. The relaxation turns 
the surface into a purely oxygen one, but it stays relatively unstable (7 =  
8.34 eV/nm2). The cause is the partial coordination of the surface chromium 
by oxygen, as well. All stable terminations are, in fact, oxygen surfaces 
even those that are (partially) Cr terminated initially. Moreover, the energy 
variation is, surprisingly, small. It seems that all the surfaces try to attain a 
similar surface structure.
Summarizing, we find that for a wide range of the chromium chemical 
potential, the oxygen terminated surfaces of CrO2 are the most stable, be­
cause those provide an optimal coordination for the chromium atoms. With 
the same reasoning, the single oxygen terminated surfaces are more stable 
than the double oxygen terminated surfaces. The double oxygen terminated 
surfaces contain oxygens with a very low coordination, whereas at the single 
oxygen terminated surfaces the oxygen coordination is more like in the bulk. 
We conclude that the surface stability is predominantly determined by the 
valency of the surface atoms. For a given index, the most stable surface is 
generally the one containing atoms with the lowest valency.
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8 . 8  S u m m a r y  a n d  d i s c u s s i o n
The surface stability and work function of several CrO2 surfaces were inves­
tigated. We found a large variation (3.8 eV) in the work function. For the 
relaxed surfaces, the lowest work function is for the chromium terminated 
(100) surface (3.40 eV) and the highest for the double oxygen terminated 
(100) surface (7.20 eV). The oxygen terminated surfaces were found to be 
the most stable ones. All surfaces, except the unrelaxed (100 OO) and the 
relaxed (011 OO), retained the half-metallic properties.
In previous studies a model was formulated for the relation between sur­
face stability and work function of a range of intermetallic compounds. For 
these compounds, the work function showed a large anisotropy. The most sta­
ble surfaces also had the lowest work functions. 150-152 In the case of BaAl4, 
this model correctly predicts a stable Ba terminated surface that also has 
the lowest work function; the more electropositive element, i.e. Ba, prefers 
to reside at the surface and, hence, also induces a dipole moment that tends 
to lower the work function. The other intermetallics studied, CaAl4, LaB6, 
Ca2N, and BaAuIn3, exhibited similar behavior. This model fails, however, 
to explain the instability of the chromium terminated surfaces in CrO2. Here, 
the most stable surface is oxygen terminated, hence the surface dipole mo­
ment is unfavorable and increases the work function. Nevertheless, the oc­
currence of oxygen in the outer layer can be rationalized, as it has a lower 
valency than Cr. Thus, the Cr prefer to remain immersed below the surface 
to retain a high coordination. Based on these considerations we can now 
extend the model: The surface stability is determined by the valency of the 
atoms, and the atoms with the lowest valency form the most stable surface. 
The work function is determined by the electronegativity of the atoms, and 
the surface with the most electropositive atom has the lowest work function. 
This applies both to intermetallic alloys, and compounds combining metallic 
elements with nonmetallic elements of high valency.
Finally, we would like to discuss the implications of our findings, in par­
ticular, for spintronics. Although a conductor/semiconductor interface is 
different from a surface, the work function of the conductor still gives a 
reasonable indication of the Schottky barrier of the interface. The large 
anisotropy found in the CrO2 work function, therefore, suggests a similar 
anisotropy in the Schottky barrier. By tuning the conditions of the surface 
preparation, one can choose, in principle, the most favorable surface, e.g., to 
minimize the barrier height. Experimentally, Min et al. 154 have shown that 
adding an electropositive element, in their case gadolinium, to a ferromag- 
net/insulator/semiconductor contact lowers the interface resistance, while 
the spin tunnel polarization is hardly affected. Alternatively, by preparing
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different surface terminations of the half-metal CrO2, one may attain a sim­
ilar effect. Of course, the interface dipole is not formed by the metal contact 
exclusively. Contributions from the semiconductor, interface states, and pos­
sibly an insulating barrier material may also play a role.
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Summary and conclusions
9 . 1  S u m m a r y
The research presented in this thesis is aimed at achieving finite temperature 
spin injection. The work can be divided in three parts. Chapters 2 to 4 make 
up the first part. They are dedicated to the half-metallic half-heuslers, in 
particular NiMnSb. The problem of creating half-metallic interfaces between 
NiMnSb and a semiconductor is addressed. It is shown that the symmetry 
in the bulk is the origin of the half-metallic properties, and that with careful 
engineering half-metallic interfaces can be constructed. The importance of 
impurities and nano-scale structuring is discussed, and they are used to im­
prove the polarisation at finite temperature. Finally, thermal excitations in 
NiMnSb are investigated. The phonon spectrum is calculated and compared 
with experiment.
In the next three chapters the alkali-sesquioxides were presented. These 
are new ferromagnetic materials based on a 1 :2  mixture of peroxides, O ^ , 
and superoxides, O2- , stabilized by an alkali-metal. These compounds are 
unusual in that the magnetism originates from the 2p-electrons. Although 
magnetic ordering for compounds from the 2p series is not unknown, these 
compounds usually order antiferromagnetically with rather low critical tem­
peratures. However, rubidium sesquioxide, Rb4O6 , orders ferromagnetically, 
with a calculated Curie temperature of 302 K. This is unexpectedly high for 
2p-electron systems. Rubidium-sesquioxide also shows interesting physics at 
low temperatures, including a large electron-phonon coupling. Its phonon 
spectrum at normal conditions and under pressure has been calculated. Fi­
nally, oxides with a different superoxide/peroxide ratio, as well as sesquiox- 
ides with different cations were calculated.
In the last chapter, the relation between the work function and stability
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of half-metallic CrO2 was investigated. We found a large anisotropy in the 
work function. Due to the formation of a surface dipole, the work function 
can be very different from any of the elements in the compound. The surfaces 
containing the elements with the lowest valency are the most stable, whereas 
the work function is determined by the electronegativity of the elements at 
the surface. We expect that the trend found for the work function anisotropy 
holds for interfaces, and it can be used to construct low resistance interfaces.
9 . 2  O u t l o o k
Knowledge of the origin of half-metallicity is important when working with 
surfaces and interfaces, and this thesis makes some progress toward a bet­
ter understanding. The rules for creating genuinely half-metallic interfaces 
for NiMnSb brings the application of NiMnSb in spintronics a step closer. 
However, the reason for the 80 K anomaly in NiMnSb is still not clear. A 
positive feedback mechanism, causing an avalanche effect at the anomaly, 
was proposed in the literature. Although it is not likely to be the cause 
of the anomaly in NiMnSb, it can be problematic for half-metals where the 
Fermi-level approaches either the conduction or valence band-edge. Half­
metals in which the Fermi-level keeps far away from both band-edges are 
preferable. A magnon-phonon coupling appears to be the more likely cause 
for the anomaly. If so, an anomaly caused by magnon-phonon coupling can 
be expected to occur for half-metals in general. The possible ways to manip­
ulate the magnon spectrum as discussed in the first part of the thesis could 
be even more important than originally thought.
It would have been nice to present more quantitative results for the 
magnon spectrum. However, a reliable calculation of the magnon spectrum 
for bulk- and doped-NiMnSb turned out to be problematic. Published cal­
culations either give too little information for comparison (the magnon spec­
trum  is not shown), or they present a clearly incorrect spectrum . 173,174 Our 
calculations agree with unpublished data from Seagate, but they differ a fac­
tor of two with the only experiment conducted. 105,106 It is not clear if this 
difference results from the interpretation of the measurements, or if it is in­
herent in LDA. In the latter case, magnetic excitations in half-metals could 
be more complicated than those in normal magnets. Instead, a number of 
different topics of interest for spintronics have been studied.
The alkali-sesquioxides presented in the second part of the thesis are 
the first type of half-metals in group IIB: Half-metals with a completely 
filled majority-band. This completes the classification of half-metals, and no 
new physics based on the origin of half-metallicity can be expected. The
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sesquioxides are interesting in that the magnetic moment derives from 2p- 
electrons (opposed to the usual 3d-electrons). They exhibit a minimal spin­
orbit coupling and allow for extremely pure spin-states.
Whether the future of spintronics contains half-metals like NiMnSb or the 
alkali-sesquioxides is still open. A material that shows great promise is CoFeB 
(In cooperation with a group in Eindhoven, its electronic and magnetic struc­
ture as well as the effect of crystallisation were studied. These results have 
been published elsewhere) . 175 Carbon based materials, i.e. graphene or car­
bon nanotubes, are also considered. Some theoretical aspects of half-metals 
need more work. For instance, the magnon spectrum of NiMnSb. Also, the 
importance of electron correlations need more attention. Two half-metals 
studied in this thesis, NiMnSb and CrO2, show a very small Hubbard U. 
This could be typical for some classes of half-metals.

Sam envatting
Halfgeleider elektronica is een vakgebied dat gekend wordt door spectacu­
laire ontwikkelingen. Door onophoudelijke innovatie groeien de elektronische 
mogelijkheden al sinds de jaren ’60 exponentieel. Zo heeft een eenvoudige 
zakrekenmachine een grotere reken capaciteit dan de eerste supercomputers. 
Dit verschijnsel wordt mooi beschreven door de wet van Moore. Moore vond 
dat het aantal componenten in een computerchip ongeveer elke 18 maanden 
verdubbeld. Deze groei wordt voornamelijk gerealiseerd door miniaturisatie: 
een moderne transistor is sinds Moore met bijna een factor duizend verkleind. 
Het einde van de miniaturisatie is echter in zicht. De technische problemen 
bij het verkleinen worden steeds gecompliceerder, en het verkleinen wordt 
daardoor duur en economisch minder rendabel. Maar ook fundamentele 
beperkingen staan verdere miniaturisatie in de weg. Op een bepaald mo­
ment bestaat een transistor uit een enkel atoom, maar al eerder zal door 
bepaalde quantum-mechanische effecten de traditionele transistor niet meer 
werken. Om Moores Law bij te houden is miniaturisatie niet meer genoeg en 
zijn er andere technieken nodig.
Een mogelijke alternatief is spintronica. In de conventionele elektronica 
staat de lading van het elektron centraal maar een elektron heeft ook een mag­
netisch moment. Dit magnetische moment wordt veroorzaakt door de spin 
van het elektron. Spintronica is een uitbreiding van de bestaande elektronica 
met magnetisme. Een elektronische lading en een magnetisch moment zijn 
fundamenteel verschillend en er zijn dan ook nieuwe technieken nodig om 
ook de magnetische eigenschappen van het elektron te manipuleren. Toch 
biedt spintronica enkele voordelen. Zo wordt magnetisme ook gebruikt voor 
dataopslag (op bijvoorbeeld disks en tapes) en spintronica kan de koppeling 
tussen werkgeheugen en dataopslag verbeteren. Ook zou spintronica kunnen 
leiden tot hogere rekensnelheden en een lager energieverbruik.
Een kernbegrip in de spintronica is polarisatie. De spin van een elektron 
kan slechts twee waarden aannemen, “omhoog” of “omlaag” , en de polar­
isatie is het relatieve verschil tussen het aantal spin-omhoog en spin-omlaag 
geleidingselektronen. Een hoge polarisatie betekent dat de meeste spins van 
de geleidingselektronen dezelfde kant op staan; een lage polarisatie betekent 
dat er ongeveer evenveel elektronen met spin-omhoog als spin-omlaag zijn.
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Bij veel toepassingen zorgt een hogere polarisatie voor een betere werking en 
een hoge polarisatie is dus wenselijk.
Een bijzondere groep van materialen, en een belangrijk onderwerp van 
dit proefschrift, zijn half-metalen. Half-metalen zijn per definitie volledig 
gepolariseerd en daarom zeer interessant voor spintronica. De resultaten 
in dit proefschrift zijn gebaseerd op berekeningen aan enkele, relatief een­
voudige, half-metalen. De eenvoudige samenstelling en de volledige polar­
isatie van deze materialen maken zowel de uitvoering als de interpretatie 
van de berekeningen simpeler. De resultaten zijn echter niet beperkt tot de 
bestudeerde half-metalen, maar zijn ook geldig voor soort gelijke materialen.
Voordat op half-metalen gebaseerde spintronica ook buiten het laborato­
rium gebruikt kan worden, moeten er nog veel problemen worden opgelost. 
Zo zijn er effecten gerelateerd aan oppervlakken en grenslagen tussen twee 
materialen, maar ook temperatuursafhankelijke effecten, die de werking van 
spintronicatoepassingen beïnvloeden. Dit proefschrift onderzoekt een paar 
problemen, en laat zien dat in sommige gevallen deze effecten zelfs een posi­
tieve uitwerking kunnen hebben.
Een grenslaag tussen een half-metaal en een halfgeleider is over het alge­
meen niet half-metallisch, en met name bij de half-heuslers is dit een prob­
leem. Aanvankelijk werd de onvolledige polarisatie aan het oppervlak van 
NiMnSb gezien als bewijs dat half-metalen niet bestaan. Latere metingen 
aan de bulk lieten wel een volledige polarisatie zien en de afwijking van 
de eerdere metingen bleek te worden veroorzaakt door het oppervlak. In 
de hoofdstukken 2, 3 en 4 staat dit probleem centraal. Het blijkt dat de 
half-metallische eigenschappen van NiMnSb een gevolg zijn van de speci­
fieke symmetrie in de bulk. Die symmetrie is gebroken aan een oppervlak of 
grenslaag. Voor bepaalde grenslagen is de resterende symmetrie in staat om 
de grenslaag half-metallisch te houden, en handregels voor half-metallische 
grenslagen worden geformuleerd. Tenslotte worden de door de temperatuur 
veroorzaakte excitaties onderzocht. Doping en structurering op nano-schaal 
worden gebruikt om, op een gegeven vaste temperatuur, depolarisatie door 
temperatuurseffecten te beperken. Het phononspectrum van NiMnSb werd 
uitgerekend and vergeleken met experimentele metingen.
De volgende drie hoofdstukken behandelen de alkali-sesquioxides. Dit zijn 
nieuwe, magnetische, materialen gebaseerd op een mix van peroxides (O^- ), 
superoxides (O^- ) en een alkalimetaal. Het magnetisme wordt veroorza­
akt door de 2p electronen van het zuurstof. Magnetisme gebaseerd op 2p 
electronen komt meer voor, maar in de meeste gevallen betreft het anti- 
ferromagnetisme bij zeer lage temperaturen. Voor praktische toepassingen 
moet de Curietemperatuur (de temperatuur waarop de magnetische ordening 
verdwijnt) boven kamertemperatuur liggen en zijn de meeste 2p ferromag-
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neten niet geschikt. De alkali-sesquioxides daarentegen zijn ferromagneten 
met een hoge Curietemperatuur. Ook op lage temperaturen tonen de alkali- 
sesquioxides interessant gedrag: een opmerkelijke grote elektron-phonon kop­
peling. Het phononspectrum van rubidium-sesquioxide onder normale om­
standigheden en onder druk wordt berekend. Ook sesquioxides met een an­
dere superoxide/peroxide verhouding en met een ander alkali metaal worden 
onderzocht.
In het laatste hoofdstuk wordt gekeken naar werkfuncties. Voor veel 
toepassingen zijn stabiele oppervlakken met een een lage werkfunctie gewenst, 
maar deze eigenschappen sluiten elkaar uit voor de elementen. Voor niet el­
ementaire materialen is de situatie meer complex. De werkfunctie en de 
stabiliteit worden berekend voor oppervlakken van het half-metaal CrO2, en 
het volgende verband werd gevonden: de formatie van een oppervlakte dipool 
bepaalt in grote mate de werkfunctie, terwijl de stabiliteit van een oppervlak 
afhangt van de valentie van de elementen in het oppervlak. De gevonden 
trend voor oppervlakken geldt in mindere mate ook voor grenslagen, en kan 
worden gebruikt om grenslagen met lage weerstand te maken.
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