Space-time modelling of small area data is often used in epidemiology for mapping chronic disease rates and by government statistical agencies for producing local estimates of, for example, unemployment or crime rates. Although there is typically a general temporal trend which affects all areas similarly, abrupt changes may occur in a particular area, e.g., due to emergence of localized predictors/risk factor(s) or impact of a new policy. Detection of areas with "unusual" temporal patterns is therefore important as a screening tool for further investigations.
INTRODUCTION
For many areas of application such as small area estimates of income, unemployment, crime rates and rates of chronic diseases, smooth time changes are expected. However, due to changes in social structure, policy implementation or emergence of localized risk factor(s), some areas may exhibit unexpected changes over time. Therefore, detection of areas with unusual temporal patterns is an important issue in spatio-temporal analysis of small area data.
In the small area context, observed data for each spatial unit are often too sparse to provide reliable estimates. Bayesian hierarchical models offer a flexible framework which, through the use of spatially and/or temporally structured random effects, allows information to be shared between areas and across time points. Uncertainty of estimates can hence be reduced. As a natural extension to the purely spatial models such as those discussed in Best and others (2005) , time trends are often modelled independently of the spatial pattern. For example, in disease mapping, the effects of space and time are typically modelled additively on the log or logit scale as u i + γ t where u i and γ t are smoothed random effects capturing the spatial and temporal patterns respectively (Waller and others, 1997; Knorr-Held and Besag, 1998) . The separation of space and time encapsulated in the additive formulation assumes that all areas in the study region behave identically over time and therefore display the same temporal structure, namely, γ t , an assumption that ignores any localized behaviours. To relax this assumption, KnorrHeld (2000) extended the separable framework by including a space-time interaction term, which captures the additional variations that are not modelled by the space+time main effects. In a series of papers by MacNab and colleagues (2001; time series data for each spatial unit are modelled by a combination of a so-called "global" trend and a "regional" trend, both estimated using splines. Gaussian Markov random field structure is further imposed on the spline coefficients such that areas nearby tend to have similar trend patterns. While these models can accommodate flexibly a variety of time trend structures, the focus is on providing estimates but not detecting areas with unusual behaviours. To detect excess space-time variability, a recent paper by Abellan and others (2008) specified a mixture of two normal distributions, one with a larger variance than the other, for the space-time interaction term. Under this framework, allocation of an interaction term to the normal with a larger variance indicates excess variability present in the observed data. Classification of areas into "stable" and "unstable" risk clusters is then based on summary statistics of the selection probability (Abellan and others, 2008) . However, by construction, this model may not be particularly sensitive when the departures exhibit particular time patterns, for example, higher risks occurring at some consecutive time points.
Besides the model-based methods, detection of areas with unexpected changes based on test statistics has a far-longer history, e.g., the Knox test (1964) and Mantel's test (1967) . A recent paper by Robertson and others (2010) provides a thorough discussion on various test-based detection methods. Amongst those, the space-time permutation scan statistic by Kulldorff and others (2005) , a refinement of the space-time scan statistic of Kulldorff (2001) , is close in spirit to the method proposed in this paper. Implemented in SaTScan, this method and its space-only version have been widely applied in disease surveillance. However, the construction of the cylindrical scanning volume makes it inefficient to detect isolated clusters (i.e., elevated risk in a single or very small number of areas). Furthermore, inherited from the purely spatial scan statistic, this space-time extension is conservative in detecting secondary and subsequent clusters (Haining, 2003, page 257) . In the simulation study here, we will compare the performance of our proposed detection framework (referred to as BaySTDetect hereafter) to that of this popular permutation test approach.
Multiple comparison is one crucial issue to address under any detection model. Due to the large number of tests performed, some proportion of the declared areas induced by a decision rule is bound to arise by pure chance. Under the frequentist framework, the seminal paper by Benjamini and Hochberg (1995) offered a procedure to control the false discovery rate (FDR), which is defined as the expected proportion of the declared areas induced by a decision rule that are false positives. More recently, Newton and others (2004) and Müller and others (2004) provided a fully Bayesian treatment of this problem. Here, we utilise the procedure introduced in Newton and others (2004) to classify areas into usual and "unusual" based on the posterior probabilities that each area follows the common trend. This procedure aims to ensure that the posterior expectation of the false positive proportion is bounded by the predefined level.
With two substantive questions in mind, we analyse a set of mortality data on Chronic Obstructive Pulmonary Disease (COPD) in England and Wales (1990-1997) using BaySTDetect. COPD is a common chronic condition characterized by slowly progressive and irreversible decline in lung function. It is responsible for approximately 5% of deaths in the UK (Hansell and others, 2003) . While smoking is the main risk factor, exposure to high levels of dusts and fumes in industries such as mining are associated with higher risks of COPD (Coggon and Taylor, 1998; Miller and MacCalman, 2010) . In a spatial analysis of COPD mortality covering 1981-1999, higher rates of COPD mortality were noted in districts in England and Wales containing mining areas (Best and Hansell, 2009 ). Industrial Injuries Disablement Benefit was made available for miners developing COPD from 1992 onwards in the UK (Rudd, 1998; Seaton, 1998) . As miners with other respiratory problems with similar symptoms (e.g., asthma) could potentially have benefited from this scheme, our first question was to test whether this policy may have differentially increased the likelihood of a COPD diagnosis in mining areas. Spatial variability in COPD mortality has been shown to correlate well with spatial variability of COPD in hospital admissions and GP contacts (Hansell and others, 2003) , so mortality is likely to be a good proxy for COPD morbidity and prevalence. Therefore, one might expect to see a relative increase in rates of COPD mortality in men living in mining districts (very few miners are women), occurring against the known national trend of decreasing COPD mortality rates in men of all ages since the late 1980s (Lopez and others, 2006) related to changes in UK smoking trends over time. In addition to this, our second task is to explore the use of BaySTDetect as a tool for disease surveillance to highlight areas with a potential need for further investigation and/or intervention.
The structure of the paper goes as follows. In Section 2, we will first describe BaySTDetect, which involves a modelling framework and an FDR-based classification procedure. The COPD mortality data used in our case study will be described in Section 3. In Section 4, we will investigate the performance of BaySTDetect by a simulation study.
Application of the method to the COPD data will be detailed in Section 5.
BAYSTDETECT: DETECTION BASED ON BAYESIAN MODEL SELECTION

A general modelling framework
We formulate the modelling framework within a disease-mapping context, although this framework is completely general for any type of small area data that can be modelled by latent Gaussian Markov random field (Rue and Held, 2005) .
Let y i,t and E i,t be the observed and expected numbers of disease cases, respectively, in area i at time t. When the disease of interest is rare, a Poisson distribution is often assumed to model the count data. Specifically, at the first level of the model hierarchy, we have, y i,t ∼ P oisson(µ i,t · E i,t ) with i = 1, ..., N and t = 1, ..., T .
With the aim of detecting areas with temporal trends that differ from the common trend, we propose to describe the distribution of relative risk µ i,t , by two alternative models, one that assumes space-time separability for all areas and one that provides time trend estimates for each spatial unit individually. To be precise, at the second level of the hierarchy, µ i,t is modelled as
Model 1 (or the common trend model) combines the effects of space, η i , and time, γ t , additively (on the log scale), and consequently, the temporal trend pattern is the same for all areas, an assumption that can over-smooth local trends that display true departures.
In order to accommodate substantial departures from the common trend pattern, the alternative Model 2 (or the area-specific trend model) is formulated such that the temporal trends are estimated independently for each area. Here, u i is the area-specific intercept and ξ i,t depicts the local trend patterns. Using a Bayesian model selection formulation,
for each area a model indicator z i is introduced to select estimates from either Model 1 (z i = 1) or Model 2 (z i = 0). The posterior probability of selecting the common trend model, p i = P (z i = 1|data), can then be obtained, where a small value of p i indicates that the trend pattern of area i is unlikely to follow that of the common trend, γ t .
To fully specify the above modelling framework, priors are to be assigned to the model components. For Model 1, we assign a convolution prior for the spatial random effect term, η i , and a Gaussian random walk model of order 1 (RW(1)) to the temporal random effect term γ t . Introduced by Besag and others (1991) , the spatial convolution prior (or the BYM prior) combines a spatially structured random effect term, to which we assign the conventional conditional autoregressive model (CAR), and a spatially unstructured random effect term, which follows a Gaussian N (0, σ 2 η ) distribution. For the spatial CAR prior, we impose the neighborhood structure by defining an adjacency matrix W of size N × N such that the diagonal entries w i,i = 0 and the off-diagonal entries w i,j = 1 if areas i and j share a common boundary, and, otherwise w i,j = 0. To imple-ment the temporal RW(1) prior, we use its equivalent form of a one-dimensional CAR model (see e.g. Fahrmeir and Lang (2001) ). Similar to the spatial CAR prior, the temporal neighborhood structure is defined through a matrix Q where q h,t = 1 if |h − t| = 1 and q h,t = 0 otherwise with h and t indexing units of time. A global intercept, α 0 , is also included since both the CAR prior on η i and the RW(1) prior on γ t are constrained to sum-to-zero, i.e., i v i = 0 (as in Equation 2.2 below) and t γ t = 0. Although a BYM+RW(1) setting is assigned here, specification of Model 1 is application-specific, details of which will be provided in Section 5.
For Model 2, the same RW(1) prior structure is used on ξ i,t . Because of the sum-tozero constraint on the RW(1) prior, the estimated trend patterns are additively adjusted according to the observed data by an area-specific intercept u i . A vague prior is assigned to each u i so that no information is borrowed from other areas in estimating terms in the area-specific trend model, ensuring that each area is treated independently. However, estimates of the area-specific temporal variances, σ 2 i,ξ , can be unreliable if modelled independently. Therefore these (log) variances are modelled hierarchically.
Putting everything together, the full specification of the modelling framework is as
A weakly informative half Normal prior N (0, 1) bounded strictly below by 0 is assigned to each of σ η , σ v and σ γ , as suggested by Gelman (2006) . For the model indicator
This prior reflects the surveillance nature of the analysis where we expect to find only a small number of unusual areas a priori. We return to this prior specification in Section 6. A Normal(0,1000) prior is assigned to the hyperparameter a, the mean of the log area-specific trend variances (σ 2 i,ξ ) whereas for the variance parameter b 2 , a moderately informative prior is assigned, namely, b ∼ N(0,2.5 2 ) bounded strictly below by 0. This prior on the standard deviation corresponds to our prior expectation that roughly 10% of areas would have local temporal variability 10 times greater than the population median, i.e., P σ 
Detection rules based on the Bayesian FDR
As in Newton and others (2004) and Ventrucci and others (2010) , we employ the following procedure to derive a threshold which aims to bound the FDR by α, a preset level.
Specifically, a maximum integer-valued k is sought such that are then classified as unusual. This procedure aims to ensure that, on average, no more than (k · α) of these detected areas would have been truly usual, i.e., false positives.
In the simulation study, we will demonstrate how well the proposed detection method, coupled with this control procedure, tracks the preset FDR levels.
Data description
National mortality data on COPD (ICD9 
Simulation study
Generating the data
Data were generated for 8 time points for 354 LADs in England. Model 1, with BYM for the spatial component and RW(1) for the temporal component, was first fitted to the real COPD data and the posterior mean of the fitted model was then used for generating the simulated data. Data under various departure scenarios were simulated using either the original set of expected counts (summarised in Table 2 in Supplementary Material) from the real COPD data or a reduced set. The latter is formed by multiplying the original set by 1/5 in order to examine sensitivity of detection performance to the size of expected counts. Aggregated at the annual-district level, these reduced expected cases represent a situation where the disease of interest is extremely rare, a challenging situation for any detection method.
Reflecting the amount of information one area possesses, the expected counts and the overall spatial risk partially influence how difficult it is to detect an area if its temporal pattern differs from the common pattern. Fifteen areas, approximately 4% of a total 354, were chosen to be "unusual" areas; selection of these areas was based on ensuring a good contrast of expected counts and levels of risk (see Supplementary Material for details). Figure 2 illustrates the three departure patterns considered, which are representations of those seen in real analyses (e.g., in Glass (1998) ). Construction of these patterns is provided in Supplementary Material. Two realistic departure magnitudes are used, θ = 1.5 and 2, for each departure pattern. For the remaining 339 areas, the common trend is assigned. Fifty sets of data were generated under each of the 12 simulation scenarios (3 departure patterns × 2 magnitudes × 2 sets of expected counts).
Results
Model performance is summarized by sensitivity and empirical FDR. To calculate the empirical FDR, we take the mean of the false positive proportions, FP=
V R
, where V is the number of false positives and R is the total number of declared areas. When R = 0, FP is set to zero. For the sensitivity, we record the percentage of times (out of 50 simulations) that each of the 15 truly unusual areas was correctly identified. The
Receiver Operation Characteristic (ROC) curve is not used here for comparison because it suppresses the differences in sensitivity for areas with different levels of expected counts and overall risks.
For comparison, the space-time permutation test in SaTScan (2010) was also fitted to the simulated data. The threshold p-value, under which excess is declared, is set at 0.05. With p-value set to 0.05, the empirical FDR from SaTScan were quite high (in general >0.15) with highly variable false positive proportions under the departure scenarios considered (Table 3 in Supplementary Material).
For the sake of illustration, sensitivity is evaluated using a predefined FDR at the nominal 0.1 level. Using the original expected counts, Figure 4 summarises the ability to detect the 15 truly unusual areas using BaySTDetect (Columns 1 and 3) and SaTScan (Columns 2 and 4) under three departure patterns (row-wise). In each plot, the probabilities of correctly detecting the 5 truly unusual areas, each having a median expected count at one of the 5 percentiles, are joined by solid line (low spatial risks), dashed line (median spatial risks) and dotted line (high spatial risks). Overall speaking, BaySTDetect is more powerful in identifying the truly unusual areas than SaTScan, in particular when the data are sparse, e.g., detecting areas at the lower percentiles of the expected count distribution (when θ = 2) or with lower averaged spatial risks (when θ = 1.5).
Within each plot in Figure 4 , all lines consistently show an overall increasing pattern, indicating that both BaySTDetect and SaTScan tend to be more powerful in detecting changes in areas with larger expected counts, an expected result. The detection power also generally increases with the increasing level of spatial risk (from the solid line, to the dashed line, to the dotted line). It is interesting to point out that SaTScan achieved slightly higher or similar probabilities of detecting the two low spatial risk areas with relatively large expected counts (the right hand tails of the solid lines in the 2 nd and 4 th columns of Figure 4 ). This is because these two areas happen to be close together, a situation where the scanning windows used in SaTScan has the advantage.
Besides the expected number and the level of spatial risks, the detection power also somewhat depends on the pattern of departure. Departure patterns 2 and 3 appear to be easier to detect than departures with pattern 1. This is probably because departures under pattern 1 occurred in the middle of the observation period, whereas patterns 2 and 3 have departures at the beginning and/or end of the period. Thus there will be more smoothing of pattern 1 by the information borrowing from the previous and next time points imposed by the RW(1) prior than for either patterns 2 or 3. Such a difference is less marked as expected counts, spatial risks and/or departure magnitudes become higher.
When data are generated from the reduced expected numbers, neither SaTScan nor BaySTDetect could pick up areas with departures of θ = 1.5 (results not shown) at such a high level of sparsity. With θ = 2, Figure 5 demonstrates an overall better performance from BaySTDetect compared to SaTScan, particularly in detecting areas with medium (dashed lines) or high (dotted lines) spatial risks under departure patterns 2 and 3.
In terms of prior sensitivity on detection performance, the detection results were robust against different priors on b, the standard deviation of the log temporal variances (results not shown). Changing the prior on z i to a "less informative" one, e.g., Bern(0.5), appeared to increase the positive bias on FDR slightly but was robust in terms of power (see Section 6 for further discussion).
Application: Chronic obstructive pulmonary disease (COPD)
Motivated by the policy and public health issues discussed at the beginning of this paper, we analyse the COPD data using BaySTDetect to formally examine the evidence of the policy impact and to explore the ability of our method to perform disease surveillance. (Seaton, 1998) . Additionally, in some mining areas, doctors writing death certificates may have continued to put pneumoconiosis (another compensable illness) on the death certificate for miners dying of a respiratory disease, instead of COPD (Seaton, 1998) . The inconsistency of the unusual trend patterns associated with these three detected mining areas did not provide evidence to support the policy-related hypothesis set out in Section 1.
The other two unusual districts with a statistically significant local increasing trend As we increase the FDR threshold to 0.1 and 0.15, there were 7 and 9 LADs, respectively, identified as unusual (Figure 2 in Supplementary Material).
Two circular clusters of large numbers of areas were detected by SaTScan (Figure 6 (b)), both of which were associated with mining areas. The one in the north of England, containing 46 LADs (including 14 mining areas), expressed an excess risk of 1.05 dur-ing 1990-1992 while the one in Wales and the south-west with 20 LADs (including 7 mining areas) showed an increased risk of 1.12 between 1995 and 1996. Although the second smaller cluster may appear to be consistent with our hypothesis of the impact of government policy on mortality data, these results should be interpreted with great care since, as shown by our simulation study, a considerable number of these detected areas would be false discoveries. In addition, SaTScan missed out completely on identifying the two LADs in inner London.
Conclusion and discussion
BaySTDetect has demonstrated its superior performance in detecting various realistic departure scenarios in the simulation study and its usefulness in terms of both assessing policy impact and performing surveillance in the COPD application, while tightly controlling the false discovery rate.
In BaySTDetect, we utilise the posterior probability of selecting the common trend model, p i , for detection. This probability is also referred to as the "Bayesian falsediscovery probability" (BFDP) in Wakefield (2007) . Several procedures have been proposed to calibrate this probability, such as the decision theoretic approach in Müller and others (2006) and Wakefield (2007) in genetic studies, and through predefining the FDR level (e.g., Newton and others (2004) and Ventrucci and others (2010) ). Here, we follow the latter and obtain the classification threshold based on a predefined FDR. If the costs associated with false positives and false negatives can be specified, other thresholding criteria could be used.
How well the FDR is controlled depends somewhat on the prior on the model indicator z i . An unrealistic "uniform" prior (i.e., Bern(0.5)) on z i would result in underestimating the true FDR if only 10% of areas are expected to be unusual (see Supplemen-tary Material for explanation). In fact, an implicit assumption of our model formulation is that the proportion of unusual areas is small a priori, perhaps no more than 10%, so that a common trend can be meaningfully defined and estimated. This suggests a lower bound of about 0.9 for the prior on z i , and means that our method is suitable for detecting relatively rare events, such as early disease outbreaks or assessing impact of a policy which only targets a small proportion of areas. An alternative way to calibrate the p i is to approximate its sampling distribution under the null via Monte Carlo simulation and adopt a frequentist procedure for controlling the FDR. Although computationally intensive, the performance in bounding the preset FDR is independent of the prior specification as this calibration is model-specific. Comparison of these different procedures is a subject of ongoing research.
Under our detection approach, departures are easier to detect when the target area has large expected counts and/or high overall spatial risks. In the simulation study, the reduced set of expected counts presents a minimal level of information beyond which BaySTDetect is not likely to perform well. Below this level, one may have to aggregate the data over either a longer period of time or at a higher geographical level or both. In addition, the power of BaySTDetect is not affected by the geographical distribution of the unusual areas since all areas are treated independently under the area-specific model.
This feature also helps to target individual areas, making the detection more specific, rather than clusters of areas, which SaTScan usually identifies.
Public health surveillance systems are commonly used to monitor infectious diseases but rarely performed for chronic diseases. As demonstrated, the proposed method has high policy relevance for national or regional chronic disease surveillance to help identify departures from common trends that may require investigation and, perhaps, inter-ventions. For example, the detection results from BaySTDetect using the COPD mortality data could be used to improve local health care facilities for COPD prevention and management. This is indeed the case in Tower Hamlets but various schemes were only initiated over 10 years after the increasing trend started (TowerHamlets-Council, 2009; NHS-TowerHamlets, 2009 ).
The BaySTDetect modelling framework can be readily adapted to monitor infectious diseases, where areas with departures are likely to form local clusters. Spatial dependence of the model choice can be induced through a Gaussian random field prior on z i (e.g., in Fernandez and Green (2002) ) such that choice of model depends not only on the data but also on the hypothesised spatial structure of the alternative, potentially achieving higher power.
The time window over which changes are detected also needs to be considered.
BaySTDetect has been applied to data with 8 time points. For a longer time span (e.g., > 10 time points), the model indicator z i currently used is perhaps too restrictive since it assumes that the unusual trend applies to the entire time period. The modelling framework may need to be extended so that the model indicator is specific to both area and time point, namely, z i,t . Furthermore, we are currently developing a sequential fitting of BaySTDetect, where data are fed one time point at a time, in order to pinpoint the time of departure and to estimate the magnitude of departure from the common trend. This sequential framework could also be useful to initiate public health measures promptly. and θ = 2 using BaySTDetect (with FDR preset at 0.1) and
SaTScan (p-value=0.05). Data were generated from the original set of expected counts. The expected number of cases at each percentile is given in brackets.
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