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a b s t r a c t
We consider online scheduling problems to minimize modified total tardiness. The
problems are online in the sense that jobs arrive over time. For each job Jj, its processing
time pj, due date dj and weight wj become known at its arrival time (or release time)
rj. Preemption is not allowed. We first show that there is no finite competitive ratio
for problem 1|online, rj, dj|∑wjTj. So we focus on problem 1|online, rj, dj|∑wj(Tj + dj)
and show that D-SWPT (Delayed Shortest Weighted Processing Time) algorithm is 3-
competitive. We further study two problems 1|online, rj, dj, h(1), res|∑wj(Tj + dj) and
1|online, rj, dj, h(1),N − res|∑wj(Tj + dj), where res and N − res denote resumable and
non-resumable models respectively, and h(1) denotes a non-available time interval [s, αs]
with s > 0 and α ≥ 1. We give a lower bound of 1 + α for both problems and prove that
M − D − SWPT (Modified D-SWPT) is 3α and 6α-competitive in the resumable and non-
resumable models, respectively. Moreover, we extend the upper bounds to the scenario of
parallel machine scheduling with uniform job weight and an assumption that all machines
have the same non-available time interval [s, αs]. A lower bound of min{α, 1+ αm } is given
as well for the scenario.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Theminimization of total weighted tardiness on a single machine is one of the classical scheduling objectives considered
by many scholars. We state the classical single problem as follows. We are given a set of n jobs and a single machine. For
each job Jj with processing time pj, weight wj and due date dj, we have to generate a schedule to minimize total weighted
tardiness
∑n
j=1wjTj =
∑n
j=1wjmax{Cj − dj, 0}, where Cj is the completion time of job Jj. Using the three field notation, the
problem is denoted by 1|β|∑nj=1wjTj, where β describes special job characteristics.
In recent years, one of the basic assumptions made in deterministic scheduling was that all the useful information of
the problem instance was known in advance. However, this assumption usually fails in reality. This reason promotes the
emergence of online scheduling. Three online models are commonly considered in [2]. The first one assumes that there are
no release times and that the jobs arrive over list (one by one). The online algorithm has to schedule (or assign) the first job
in this list before next job presents in the list. The second model assumes that the running time of a job is unknown until
the job finishes. The online algorithm knows whether a job is still running or not. The third model assumes that jobs arrive
over time. At each time when the machine is idle, the algorithm decides which one of the available jobs is scheduled, if any.
When all information is available at the beginning (before scheduling), the problem is called offline.
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In this paper, we consider the third model where jobs arrive over time. Assume that for the machine there is a non-
availability interval [s, αs], during which the machine cannot perform the processing of any job. This assumption is
reasonable, since amaintenance period or a rest period is always necessary formanufacturing. There are twomodels divided
byhow tohandle the crossover job,which is the job affected by thenon-availability interval. The first is non-resumablemodel
where the crossover job that cannot be completed by time s is restarted from scratch at timeαs. Under the resumablemodel,
the crossover job is interrupted at time s and resumed from the point of interruption at time αs. In this paper, we analyze
both models.
We use the competitive analysis [1] to measure the performance of an online algorithm. For any input job sequence I , let
CON(I) denote the objective value of the schedule produced by the online algorithm AON and COPT (I) denote the objective
value of the optimal schedule. We say thatAON is ρ-competitive if
ρ = sup
I
{
CON(I)
COPT (I)
}
.
We also say that ρ is the competitive ratio ofAON . An algorithm is called optimal if the competitive ratio of this algorithm
matches the lower bound of competitive ratio for all online algorithms.
1.1. Previous results
There are several approximation results in the research of offline problems with an availability constraint. For single
machine scheduling problem to minimize total weighted completion time with an availability constraint, Kacem and Chu
[15] studied theWSPT rule and itsmodification and gave conditions underwhich these heuristics behave as 3-approximation
algorithms. Kellerer et al. [16] presented a 2+ -approximation algorithm for this problem.
Tan andHe [17] first considered availability constraint in online setting. They studied online scheduling,where jobs arrive
over list (the first online model), on two identical machines with an availability constraint to minimize the makespan. They
proposed an optimal 52 -competitive algorithm. This is the only result in online scheduling with an availability constraint.
To the best of our knowledge, there is no result to minimize total tardiness with an availability constraint in the online
scheduling literature. We summarize the results of minimizing total completion time which is a relatively simple objective.
This paper uses some results in this area. For problem 1|rj, online|∑ Cj, Vestjens [3] proposed the D-SPT (Delayed SPT)
algorithm and showed that it is optimal with a competitive ratio 2. By delaying the release time of the jobs, Lu et al. [7] gave
a general 2-competitive algorithm. Considering the situation which allows restarts, Stee et al. [8] improved the competitive
ratio to 32 . For problem P|rj, online|
∑
Cj, Vestjens [3] proved a universal lower bound of competitive ratio 1.309 for all
deterministic online algorithms. Recently, Liu and Lu [4] proved a 2-competitive algorithm for P|rj, online|∑ Cj using the
same idea as D-SPT algorithm [3]. In the preemption–resume environment, the currently known lower bound is 2221 given by
Vestjens [3]. Chekuri et al. [6] presented a relaxation technique that converts a scheduling problem of parallel machines to
a preemptive scheduling problem on a single machine. Based on this technique, they gave a (3− 1m )-competitive algorithm
for P|rj, online|∑ Cj. Recently, Liu et al. [5] presented a 2.618-competitive algorithm for Q2|rj, online|∑ Cj.
There are some results in total weighted completion time minimization problems. Hall et al. [13] gave a (4 +
)-competitive algorithm. Two algorithms given by Megow et al. [10] are 3.28-competitive for P|rj, online|∑wjCj
and 2-competitive for P|rj, online, pmtn|∑wjCj, respectively. Correa et al. obtained a 2.618-competitive algorithm for
P|rj, online|∑wjCj using a LP-base schedule. Zhang et al. [12] gave an online algorithm and its competitive ratio for arbitrary
m uniformly related machines with the objective of minimizing the scheduling length. Anderson and Potts [11] provided a
best possible deterministic online algorithm for 1|rj, online|∑wjCj. Liu and Lu [5] proposed a 2-competitive algorithm for
Q2|rj, online, pmtn|∑wjCj.
1.2. Our results
In this work, we first discuss the online scheduling on a single machine to minimize total weighted tardiness. We
prove that there are no competitive online algorithms for the problem. So, we focus on a related problem with modified
objective function. In the research of offline scheduling, the objective function
∑
jwj(Tj + dj)was adopted by Kolliopoulos
et al. [18], where wj denotes the weight of job Jj. In this work, we first deal with problem 1|online, rj, dj|∑wj(Tj +
dj), and give a 3-competitive algorithm. We further consider two problems 1|online, rj, dj, h(1), res|∑wj(Tj + dj) and
1|online, rj, dj, h(1),N − res|∑wj(Tj + dj). A lower bound of 1 + α is proved for the two problems, and upper bounds
of 3α and 6α are given for the two problems respectively. After that, we extend the upper bounds to the scenario on parallel
machine scheduling under the assumption that all machines have the same non-available time interval [s, αs] with s > 0
and α ≥ 1. We also prove a lower bound for the scenario.
The rest of the paper is organized as follows. Section 2 gives some notations, and deals with single machine scheduling.
Sections 2.1–2.4 consider problems 1|online, rj, dj|∑ Tj, 1|online, rj, dj|∑wj(Tj+dj), 1|online, rj, dj, h(1), res|∑wj(Tj+dj)
and 1|online, rj, dj, h(1),N − res|∑wj(Tj+ dj) respectively. Several upper and lower bounds are obtained. In Section 3, we
discuss parallel machine scheduling. In Section 3.1, we investigate problem P|online, rj, dj|∑(Tj + dj). Sections 3.2 and 3.3
deal with problems P|online, rj, dj, h(1), res|∑(Tj + dj) and P|online, rj, dj, h(1),N − res|∑(Tj + dj) respectively.
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2. Single machine scheduling
In this section, we deal with the problem of online scheduling on a single machine to minimize modified total weighted
tardiness with an availability constraint. We first study online scheduling to minimize total tardiness. After showing that
there is no finite competitive ratio for this problem (or total weighted tardiness problem), we investigate a modified total
weighted tardiness objective. We further research this objective function with an availability constraint in resumable
problem 1|online, rj, dj, h(1), res|∑wj(Tj + dj) and non-resumable problem 1|online, rj, dj, h(1),N − res|∑wj(Tj + dj),
respectively. Note that res and N-res denote resumable model and non-resumable model, respectively.
For job Jj, we use the following notations in the remainder.
rj: the release time of job Jj;
pj: the processing time of job Jj;
dj: the due date of job Jj;
wj: the weight of job Jj.
Cj: the completion time of job Jj;
Tj: the tardiness of job Jj (Tj = max{Cj − dj, 0});
2.1. Competitiveness for problem 1|online, rj, dj|∑wjTj
In this section, we will show that for the problem 1|online, rj, dj|∑wjTj there is no online algorithm with a constant (or
finite) competitive ratio. Since
∑
wjTj = 0 is possible, competitive analysis has no sense. We assume that∑wjTj > 0.
We are given a single machine. A sequence of jobs I = {J1, J2, . . . , Jn}which arrive online over time has to be scheduled
irrevocably on themachine.Wedenote Jj = (pj, dj) as a job. Themachine can schedule atmost one job at a time. The objective
is to minimize
∑
wjTj. Let CON and COPT denote the objective value of the schedule obtained by an online algorithm and that
of the schedule by an optimal offline algorithm, respectively.
By giving the following lemma, we show why we focus our attention on the modified total tardiness objective.
Lemma 1. For problem 1|online, rj, dj|∑wjTj with∑wjTj > 0, there is no online algorithm with a finite competitive ratio.
Proof. Let wj = 1 and  be a sufficiently small positive number. We give a job sequence to show that there is no online
algorithm with a finite competitive ratio. We begin with job J1 = (p1, p1 − ). We discuss two cases: the online algorithm
schedules J1 and the online algorithm never processes J1.
Case 1. The online algorithm schedules J1.
Suppose that the online algorithm schedules J1 at time S. At time S + p12 , we generate n− 1 jobs Ji = (0, S + p12 ) such that
i = 2, . . . , n. Therefore, CON ≥ [S+p1− (p1− )]+ (n−1) · [S+p1− (S+ p12 )] = S+ + p12 (n−1). However, the optimal
algorithm can process the last n−1 jobs first, then J1. Thus, COPT = (n−1) · [S+ p12 − (S+ p12 )]+ [S+ p12 +p1− (p1− )] =
S + p12 + . It follows
CON
COPT
≥ S +  +
p1
2 (n− 1)
S + p12 + 
→∞, n→∞. (1)
Case 2. The online algorithm never schedules J1.
We have CON → ∞. However, the optimal algorithm can process J1 at time 0 and COPT = p1 − (p1 − ) = . Therefore,
CON
COPT
→∞.
The lemma follows. 
2.2. Problem 1|online, rj, dj|∑wj(Tj + dj)
In this subsection, we give a lower bound of competitive ratio 2 for the problem 1|online, rj, dj|∑wj(Tj + dj). Then we
show that Delayed SWPT proposed in[11] is 3-competitive.
2.2.1. A lower bound
Vestjens [3] proved a lower bound of 2 for problem 1|online, rj|∑ Cj, which is a special case of problem
1|online, rj, dj|∑wj(Tj + dj)with dj = 0 andwj = 1. Hence, the bound applies to the latter problem.
Theorem 1. For problem 1|online, rj, dj|∑wj(Tj + dj), there is no online algorithm with a competitive ratio less than 2.
2.2.2. An upper bound
Using a relaxation idea proposed in [18], we will show that algorithm Delayed SWPT is 3-competitive for problem
1|online, rj, dj|∑wj(Tj + dj). For comprehension integrity, we restate the algorithm below.
5042 M. Liu et al. / Theoretical Computer Science 410 (2009) 5039–5046
Delayed SWPT: Suppose that the machine is available at time t. The algorithm chooses a job Jj with the smallest value of ratio
pj/wj among those available jobs. Ties are broken by the smallest processing time. If pj ≤ t, then start Jj at time t; otherwise,
Delayed SWPT does nothing until either time pj or another job is released before time pj.
Theorem 2. For problem 1|online, rj, dj|∑wj(Tj + dj), Delayed SWPT algorithm is 3-competitive.
Proof. Given a job instance I. Let σ and pi denote the schedule obtained by Delayed SWPT algorithm and an optimal
schedule, respectively. Let Cj(σ ), Tj(σ ) be the completion time and tardiness of job Jj in σ , respectively.∑
wj(Tj(σ )+ dj) =
∑
wjmax{Cj(σ ), dj}
≤
∑
wjCj(σ )+
∑
wjdj
≤ 2
∑
wjCj(pi)+
∑
wjmax{Cj(pi), dj}
≤ 3
∑
wjmax{Cj(pi), dj}
where the second inequality holds since Delayed SWPT is 2-competitive for problem 1|online, rj|∑wjCj [3], implying that∑
wjCj(σ ) ≤ 2∑wjCj(pi). The theorem follows. 
For the special casewithwj = 1 for each job Jj, sinceDelayed SPT algorithm is 2-competitive for problem1|online, rj|∑ Cj
[3], it is 3-competitive for problem 1|online, rj, dj|∑(Tj + dj). The reasoning is similar to the proof of Theorem 2.
2.3. Problem 1|online, rj, dj, h(1), res|∑wj(Tj + dj)
In this subsection, we consider a problem with a non-available period [s, αs] where s > 0 and α ≥ 1. We give a lower
bound of competitive ratio 1+ α and present a 3α-competitive algorithm.
2.3.1. A lower bound
Let CON and COPT denote the objective value of the schedule produced by an online algorithm and by the optimal schedule,
respectively.
Theorem 3. For problem 1|online, rj, dj, h(1), res|∑wj(Tj+ dj), there is no online algorithm with a competitive ratio less than
1+ α.
Proof. Consider the case with wj = 1. In the following we will give a job input sequence to show that there is no online
algorithm with competitive ratio less than 1+ α. Let dj = 0 for each job Jj, and thus Tj + dj = Cj. Job J1 with p1 = s arrives
at time 0. Without loss of generality, we assume that an online algorithm schedules J1 at time S1 ≥ 0. Below we will discuss
three cases by the value of S1.
Case 1. S1 ≥ s.
In this case CON ≥ αs+ s = (α + 1)s and COPT = s. It follows
CON
COPT
≥ 1+ α.
Case 2. 0 < S1 < s.
The online algorithm will complete J1 at time S1 + αs. We further generate n jobs with uniform processing time 1n3 at time
S1+, where  satisfies S1+ < s and n→∞. So, CON > (n+1)(S1+αs). On the other hand, the optimal schedule consists
of the last n jobs followed by J1. Given that n → 0, the last n jobs can be completed before time s, i.e., S1+ + 1n2 < s. This
implies COPT = n(S1 + )+ 1+n2n2 +
(
S1 +  + 1n2 + αs
)
→ (n+ 1)S1. By case condition S1 < s,
CON
COPT
>
(n+ 1)(S1 + αs)
(n+ 1)S1 > 1+ α.
Case 3. S1 = 0.
We further generate n jobs with uniform processing time 1
n3
at time , where n → ∞ and n → 0. The online algorithm
will complete J1 at time s and process all the rest jobs on or after time αs. So, CON > (nα+ 1)s. Similar to Case 2, the optimal
schedule consists of the last n jobs followed by J1. COPT = n + 1+n2n2 +
(
 + 1
n2
+ αs
)
→ αs It follows that
CON
COPT
>
(nα + 1)s
αs
> n→∞.
Based on the above three cases, the theorem follows. 
2.3.2. M-D-SWPT algorithm
In this subsection, we will propose an online algorithm M-D-SWPT based on Delayed SWPT algorithm proposed in [11].
With the assumption that in problem 1|online, rj, dj, h(1), res|∑wj(Tj + dj) all machines have a uniform non-available
interval, it is natural to adopt the schedule produced by Delayed SWPT and make further analysis for M-D-SWPT.
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Given an instance I for problem 1|online, rj, dj, h(1), res|∑wj(Tj + dj), let σ 1 be the schedule produced by algorithm
Delayed SWPT for problem 1|online, rj, dj|∑wj(Tj + dj) (for the same instance). We will divide the schedule σ 1 into two
parts by time s: the first part consists of jobs completed before time s as well as the processed segment before time s for the
job J that crosses the non-available time interval, if any, and the second part consists of the rest segment of job J and the
rest jobs that are processed after time s, or equally αs. Now we are ready to present the M-D-SWPT algorithm below.
M-D-SWPTworks in two steps.
Step 1: Let Delayed SWPT produce a schedule σ 1 for problem 1|online, rj, dj|∑wj(Tj + dj).
Step 2: Form a new schedule σ by increasing the completion times of the jobs belonging to the second part of σ 1 by (α−1)s,
i.e., the second part of σ 1 starts from time αs in the new schedule σ .
Note that if α = 1, algorithm M-D-SWPT reduces to Delayed SWPT.
Given a job instance I, let C∗(I) and COPT (I) be the optimal objective value for 1|online, rj, dj|∑wj(Tj + dj) and that for
1|online, rj, dj, h(1), res|∑wj(Tj + dj), respectively. Since the former problem is a relaxation of the latter one, C∗(I) is a
lower bound of COPT (I), i.e., C∗(I) ≤ COPT (I).
Let C1(I) and CON(I) be the objective value of the schedule produced by Delayed SWPT for problem 1|online, rj, dj|∑
wj(Tj + dj) and that of the schedule by M-D-SWPT for problem 1|online, rj, dj, h(1), res|∑wj(Tj + dj), respectively.
Combining Theorem 2 and C∗(I) ≤ COPT (I), we have the following results.
Lemma 2. C1(I) ≤ 3C∗(I) ≤ 3COPT (I).
Theorem 4. For problem 1|online, rj, dj, h(1), res|∑wj(Tj + dj), algorithm M-D-SWPT is 3α-competitive.
Proof. Given an instance I = {J1, . . . , Jn}. Let σ 1 be the schedule produced by Delayed SWPT, and Cj(σ 1) the completion
time of Jj in σ 1. Then C1(I) =∑nj=1wj(Tj + dj) =∑nj=1wjmax{Cj(σ 1), dj}. If all the jobs in σ 1 are completed on or before
time s, it is a trivial case. Therefore, we assume that there exist jobs completed after time s in σ 1. Without loss of generality,
we assume that Jk (1 ≤ k ≤ n) is the job that crosses time interval [s, αs].
By Step 2 of M-D-SWPT,
CON(I) =
k−1∑
j=1
wjmax{Cj(σ 1), dj} +
n∑
j=k
wjmax{Cj(σ 1)+ (α − 1)s, dj}
≤
n∑
j=1
wjmax{Cj(σ 1), dj} +
n∑
j=k
wj(α − 1)s
≤ 3COPT (I)+ (α − 1)
n∑
j=k
wjCj(σ 1)
≤ 3COPT (I)+ 3(α − 1)COPT (I)
= 3αCOPT (I)
where the second inequality holds due to Cj(σ 1) ≥ s for j = k, . . . , n, and the third inequality is by Lemma 2. The theorem
follows. 
2.4. Problem 1|online, rj, dj, h(1),N − res|∑wj(Tj + dj)
Given a non-available period [s, αs], resumable model can be regarded as a relaxed one for online strategies compared
with non-resumable model. So, the lower bound of (1 + α) in Theorem 3 applies for problem 1|online, rj, dj, h(1),N −
res|∑wj(Tj + dj). For the competitiveness of M-D-SWPT, we first present the following fundamental lemma.
Lemma 3. For 1|online, rj, dj, h(1), res|∑wj(Tj + dj) and 1|online, rj, dj, h(1),N − res|∑wj(Tj + dj), if algorithm AON is
β-competitive for the former problem, then it is 2β-competitive for the latter one.
Proof. Given an instance I = {J1, . . . , Jn}. Let σ 1 be the schedule produced byAON , and Cj(σ 1) the completion time of Jj in
σ 1. If either all jobs are completed before time s or there is one job completed exactly at time s, both are trivial cases. Thus,
without loss of generality, we assume that Jk (1 ≤ k ≤ n) is the job that crosses time interval [s, αs]. Hence, Cj(σ 1) > αs for
j = k, . . . , n.
For instance I, let C∗(I) and COPT (I) be the optimal objective value of 1|online, rj, dj, h(1), res|∑wj(Tj + dj) and that of
problem1|online, rj, dj, h(1),N−res|∑wj(Tj+dj), respectively. Since the former problem can be regarded as a relaxation of
the latter one, we claim that C∗(I) is a lower bound of COPT (I), i.e., C∗(I) ≤ COPT (I). Moreover, compared with the schedule
produced by Delayed SWPT in the former problem, the completion times of jobs {Jj|j = k, . . . , n} in the latter problem
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increase by some value y, the length of the processed segment job Jk before time s. Hence, considering the whole schedule
σ produced by M-D-SWPT for problem 1|online, rj, dj, h(1),N − res|∑wj(Tj + dj), we have
n∑
j=1
wjmax{Cj(σ ), dj} =
k−1∑
j=1
wjmax{Cj(σ 1), dj} +
n∑
j=k
wjmax{Cj(σ 1)+ y, dj}
≤ 2
n∑
j=1
wjmax{Cj(σ 1), dj}
≤ 2βC∗(I)
≤ 2βCOPT (I).
where the first inequality holds since y ≤ s ≤ αs ≤ Cj(σ 1) for j = k, . . . , n, and second one is due to lemma condition. The
lemma follows. 
Combining Lemma 3 and Theorem 4, we have the following result.
Theorem 5. M-D-SWPT is 6α-competitive for problem 1|online, rj, dj, h(1),N − res|∑wj(Tj + dj).
3. Parallel identical machine scheduling
In this section, we deal with the scenario of parallel identical machine scheduling with an availability constraint. Wewill
consider both resumable and non-resumable models.
We are givenmmachineswhich have a common non-available time interval [s, αs], denoted bymachine-1, . . ., machine-
m, respectively. Jobs arrive over time. At each timewhen one or several machines are idle, an online algorithmwill schedule
available jobs on those idle machines, if any. For a job instance I = {J1, . . . , Jn}, the jobs are scheduled irrevocably on m
machines. Onemachine canprocess atmost one job at a time. In the resumablemodel, the crossover job is interrupted at time
s and resumed from the point of interruption at timeαs, while in the non-resumablemodel, the crossover jobwill be aborted
at time s and then restarted from scratch at time αs. The objective of both models is to minimize modified total tardiness,
i.e.,
∑
(Tj+ dj). So, we assumewj = 1 for each job Jj. We denote the two models by P|online, rj, dj, h(1), res|∑(Tj+ dj) and
P|online, rj, dj, h(1),N − res|∑(Tj + dj) respectively.
Before considering the above two models, we first give some results for one related model without non-available
constraint P|online, rj, dj|∑(Tj + dj).
3.1. Problem P|online, rj, dj|∑(Tj + dj)
Vestjens [3] proved a lower bound of 1.309 for the problem P|online, rj|∑ Cj, which is a special case of problem
P|online, rj, dj|∑(Tj + dj)with dj = 0. So, the lower bound applies to the latter problem.
Theorem 6. For problem P|online, rj, dj|∑(Tj + dj), there is no online algorithm with a competitive ratio less than 1.309.
For the upper bound of problem P|online, rj, dj|∑(Tj+dj), we have the following theorem. Since the reasoning is similar
to that of Theorem 2, we omit it here. Note that Liu and Lu [4] proved that DSPT algorithm is 2-competitive for problem
P|online, rj, dj|∑ Cj.
Theorem 7. For problem P|online, rj, dj|∑(Tj + dj), DSPT algorithm is 3-competitive.
3.2. Problem P|online, rj, dj, h(1), res|∑(Tj + dj)
Below, we will give a lower bound of min{α, 1 + αm } and present a 3α-competitive algorithm as well for problem
P|online, rj, dj, h(1), res|∑(Tj + dj).
3.2.1. A lower bound
Let CON and COPT denote the objective value of the schedule produced by an online algorithm and by the optimal schedule,
respectively.
Theorem 8. For problem P|online, rj, dj, h(1), res|∑(Tj + dj), there is no online algorithm with a competitive ratio less than
min{α, 1+ αm }.
Proof. Let  be a sufficiently small positive number, and ϕ = min{α, 1 + αm }. We will construct a job input sequence
σ = (J1, J2, . . . , Jm, . . .) as follows. For each job Jj (j ≥ 1), dj = 0. Thus, Tj+ dj = Cj. The firstm jobs J1, . . . , Jm have uniform
length pj = s and arrival time rj = 0. We discuss two cases according to the schedule of the m jobs produced by an online
algorithm.
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Case 1. In the online schedule, at least one job in {Jj|j = 1, . . . ,m} is scheduled at or after time αs.
This implies CON ≥ (m− 1)s+ (α + 1)s = (m+ α)s and COPT = ms. We obtain
CON
COPT
≥ m+ α
m
= 1+ α
m
≥ ϕ.
Case 2. All jobs in {Jj|j = 1, . . . ,m} are scheduled before time s by the online algorithm.
Let Jk be the job with the latest starting time Sk. By the case condition, Sk < s. We further generate n jobs with a common
processing time 1
n3
at time Sk+. Therefore, CON ≥ (m−1)s+ (Sk+αs)+n(αs+ 1n3 ) = (m−1+α)s+Sk+n(αs+ 1n3 ). The
optimal algorithm will schedule J1, . . . , Jm−1 at time 0 onm− 1 machines (machine-1, . . ., machine-(m− 1)) respectively,
and schedule the last n jobs followed by Jm on machine-m. Thus, COPT = (m− 1)s+ n(Sk+ )+ 1+n2n2 + (Sk+ + 1n2 +αs) =
(m− 1+ α)s+ (n+ 1)(Sk + )+ 3+n2n2 .
CON
COPT
≥ (m− 1+ α)s+ Sk + n(αs+
1
n3
)
(m− 1+ α)s+ (n+ 1)(Sk + )+ 3+n2n2
= αs
Sk
> α ≥ ϕ, n→∞.
The theorem follows. 
3.2.2. M-DSPT-2 algorithm
In this subsection, we propose an online algorithm M-DSPT-2 based on the idea of DSPT algorithm proposed in [4] for
problem P|online, rj|∑ Cj. We use a relaxation idea of omitting the non-available interval to analyze the competitive ratio
of M-DSPT-2 algorithm. We will show that M-DSPT-2 algorithm is 2α-competitive.
For comprehension integrity, we restate the algorithm DSPT:
At any time t, if there are available machines, choose a job with the smallest processing time among available jobs with
max{rj, pj} ≤ t and schedule it on one of the available machines. If either rj > t for each available job Jj or there are no available
jobs, keep the available machines idle until the next job arrival.
Given an instance I, let σ 1 be the schedule produced by algorithmDSPT for problem P|online, rj|∑(Tj+dj) (for the same
instance). We divide the schedule σ 1 by time s into two parts: the first part consists of the jobs and part of job processed
before or at time s and the second part consists of the jobs and part of job processed after time s.
AlgorithmM-DSPT-2works as follows.
Step 1: Let DSPT algorithm produce a schedule σ 1 for problem P|online, rj, dj|∑(Tj + dj).
Step 2: Form a new schedule σ by increasing the completion times of jobs of the second part of schedule σ 1 (the part
completed after time s) by (α − 1)s, i.e., the second part of σ 1 starts from time αs in the new schedule σ .
Note that if α = 1, M-DSPT-2 reduces to algorithm DSPT.
Given a job instance I, let C∗(I) and COPT (I) be the value of an optimal schedule for problem P|online, rj, dj|∑(Tj + dj)
and the value of an optimal schedule for P|online, rj, dj, h(1), res|∑(Tj + dj), respectively. Since the former problem is a
relaxation of the latter one, C∗(I) ≤ COPT (I).
Let C1(I) and CON(I) be the objective values obtained by DSPT algorithm for P|online, rj, dj|∑(Tj + dj) and the objective
values obtained by M-DSPT-2 algorithm for P|online, rj, dj, h(1), res|∑(Tj + dj), respectively. Lemma 2 applies to the latter
problem due to Theorem 7. Thus, we also have the following theorem.
Theorem 9. Algorithm M-DSPT-2 is 3α-competitive for problem P|online, rj, dj, h(1), res|∑(Tj + dj).
We omit the proof of the above theorem since the reasoning is similar to that of Theorem 4.
3.3. Problem P|online, rj, dj, h(1),N − res|∑(Tj + dj)
First, since resumable model is a relaxation of non-resumable model, Theorem 8 applies to problem P|online, rj, dj, h(1),
N − res|∑(Tj + dj), that is, there is no online algorithm with a competitive ratio less than min{α, 1+ αm } for the problem.
Below we give a fundamental lemma.
Lemma 4. Given P|online, rj, dj, h(1),N − res|∑(Tj + dj) and P|online, rj, dj, h(1), res|∑(Tj + dj), if online algorithm AON
is β-competitive for the former problem, thenAON is 2β-competitive for the latter problem.
The proof is similar to that of Lemma3. The only difference lies in that for problem P|online, rj, dj, h(1),N−res|∑(Tj+dj),
there may be q (1 ≤ q ≤ m) crossover jobs Jk1 , . . . , Jkq and then the item y in the reasoning inequalities in the proof of
Lemma 3 is replaced by maxi=1,...,q{yi}.
Combining Lemma 4 and Theorem 9, we have the following theorem.
Theorem 10. M-DSPT-2 algorithm is 6α-competitive for problem P|online, rj, dj, h(1),N − res|∑(Tj + dj).
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