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Re´sume´
Dans ce travail, on conside´re des perturbations PT -syme´triques
d’un ope´rateur de Schro¨dinger semi-classique auto-adjoint sur la droite
re´el dans le cas d’un puits de potentiel simple. On suppose que le
potentiel soit analytique et on montre que les valeurs propres restent
re´elles sous la perturbation.
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1 Introduction
Les ope´rateurs PT -syme´triques ont a e´te´ propose´es comme une alter-
native aux ope´rateurs auto-adjoints en physique quantique. La re´alite´ du
spectre est alors importante du point de vue de la physique (voir, [1], [2] ,
[3], [4], [9]). Dans ce travail nous allons e´tudier des ope´rateurs de Schro¨dinger
PT -syme´triques sur l’axe re´el de la forme :
P = −h2
(
d
dx
)2
+ V (x),
et nous nous placerons dans la limite semi-classique 0 < h → 0. La PT -
symetrie de P signifie que
PPT = PT P, (1.1)
Ici les ope´rateurs de parite´ P et de renversement de temps T sont de´finis par
Pu(x) = u(−x), T u(x) = u(x), u ∈ L2(R). Remarquons que (1.1) revient a`
la condition suivante sur le potentiel complexe V :
V (−x) = V (x), x ∈ R.
Dans le cas d’un ope´rateur de Schro¨dinger auto-adjoint (a` potentiel re´el)
de la forme
P0 = −h2( d
dx
)2 + V0(x),
la PT -syme´trie equivaut a` la propriete´ que V0 est pair :
V0(−x) = V0(x).
Nous allons e´tudier les cas ou` V0 a un puits simple pour un niveau
d’e´nergie donne´ E0, et ou` V = V0 + iεW est une petite perturbation PT -
syme´trique de V0. Pour cela nous allons utiliser la me´thode BKW-complexe
(en supposant que V0 et W sont analytiques dans un domaine convenable)
et e´tablir une condition de Bohr-Sommerfeld.
Passons maintenant a` la formulation plus pre´cise de notre re´sultat. Soit
E0 ∈ R un niveau d’e´nergie fixe´. Soit
V0 ∈ C∞(R).
On fait les hypothe`ses suivantes sur V0 :
(H1) Il existe un m0 ≥ 0 tel que pour tout α ∈ N, il existe Cα > 0 tel
que |∂αxV0(x)| ≤ Cα(1 + |x|)m0−α, ∀x ∈ R.
(H1.1) Dans le cas ou` m0 > 0, il existe C0 > 0, tel que V0(x) ≥ 1C0 |x|m0 ,
pour |x| ≥ C0,
2
(H1.2) Dans le cas ou` m0 = 0, ∃C0 > 0, tel que V0(x) ≥ E0+ 1C0 , quand|x| ≥ C0.
(H2) V0 posse´de exactement un seul puits de potentiel :
{x ∈ R; V0(x) ≤ E0} = [α00, β00 ], {x ∈ R; V0(x) < E0} =]α00, β00 [,
ou` −∞ < α00 < β00 < +∞. De plus, V ′0(α00) < 0, V ′0(β00) > 0.
(H3) V0 admet un prolongement holomorphe a` un voisinage U dans C
de {x ∈ R; V0(x) ≤ E0}.
Nous allons e´tudier des petites perturbations PT -syme´triques de P0 de
la forme
Pε = −h2( d
dx
)2 + Vε(x), 0 < ε ≤ 1,
ou`
Vε(x) = V0(x) + iεW (x).
Ici W est re´el et impair,
W (−x) = −W (x).
Ainsi, on a bien Vε(−x) = V ε(x) et Pε est PT -syme´trique. On suppose
(H4) W ∈ C∞(R,R).
(H5) Comme dans (H1) et avec le meˆme m0, pour tout α ∈ N, il existe
Cα > 0 tel que |∂αxV0(x)| ≤ Cα(1 + |x|)m0−α, ∀x ∈ R.
∀α ∈ N, ∃Cα telle que |∂αxW (x)| ≤ Cα(1 + |x|)m0−α, ∀x ∈ R.
(H6) W admet un prolongement holomorphe a` un voisinage U dans C
de {x ∈ R; V0(x) ≤ E0}.
De´finition 1.1 Si U ⊂ C est un ouvert (comme par exemple dans les hy-
pothe`ses ci-dessus), V une fonction holomorphe sur U et P = −h2(d/dx)2 +
V (z), on dira que α = α(E) ∈ U est un point tournant pour l’e´quation
Pu = Eu si V (α) = E. Si de plus V ′(α) 6= 0, on dira que α est un point
tournant simple.
Soit D(E0, ε) le disque ouvert dans C de centre E0 et de rayon ε. Par le
the´ore`me des fonctions implicites on a :
Proposition 1.2 On suppose (H1)–(H6). Il existe ε0 > 0 telle que pour
E ∈ D(E0, ε0) et ε ∈ D(0, ε0), l’e´quation Vε(x) = E posse´de deux so-
lutions α0(E, ε), et β0(E, ε) de´pendent holomorphiquement de E et ε avec
α0(E0, 0) = α
0
0, β0(E0, 0) = β
0
0 . Ce sont des points tournants simples pour
Pε = (−hd/dx)2 + Vε.
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Pour (E, ε) ∈ D(E0, ε0) ×D(0, ε0) le segment ]α0(E, ε), β0(E, ε)[ appar-
tient a U et E − Vε(x) ne s’y annule pas. On peut alors de´finir la branche
continue de la racine carre´e, (E −Vε(x)) 12 pour (E, ε) ∈ D(E0, ε0)×D(0, ε0),
z ∈]α0(E, ε), β0(E, ε)[ qui est > 0 quand E est re´el et ε = 0. Introduisons
l’action
I(E, ε) = 2
β0(E,ε)∫
α0(E,ε)
(E − Vε(z)) 12dz.
Ici on inte´gre le long du segment oriente´ qui relie α0(E, ε) a` β0(E, ε)
Proposition 1.3 Sous les hypothe`ses (H1)–(H6), si ε0 > 0 est assez petit
alors l’action I(E, ε) est une fonction holomorphe de (E, ε) ∈ D(E0, ε0) ×
D(0, ε0), telle que
I(E, ε) = I(E, ε), quand ε ≥ 0.
De plus
∂
∂E
I(E, ε) 6= 0.
La preuve sera par des calculs directes en utilisant que Vε(−x) = Vε(x).
Il y aura une preuve indirecte plus loin.
Soit
Pε = h
2D2x + Vε(x), Dx =
1
i
d
dx
l’ope´rateur de Schro¨dinger sur R, re´alise´ comme un ope´rateur ferme´ non
borne´ L2(R) −→ L2(R) de domaine
D(Pε) = {u ∈ L2(R); u′, u′′, 〈x〉m0u ∈ L2(R)}, 〈x〉 = (1 + x2) 12
On sait alors que le spectre de Pε dans D(E0, ε0) est discret pour ε ∈ D(0, ε0),
si ε0 > 0 est assez petit.
Dans le cas ε = 0, P0 est auto-adjoint, donc les valeurs propres dans
D(E0, ε0) sont re´elles et on a meˆme,
inf σess(P0) > E0 +
1
C
.
Il est bien connu dans ce cas, que les valeurs propres sont donne´es par une
condition de quantification de Bohr-Sommerfeld (voir p.ex. [6], ch II, section
10, [7], exercise 12.3).
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The´ore`me 1.4 On fait les hypothe`ses (H1, H2). Il existe ε0, h0 > 0 et une
fonction re´elle I˜(E;h) de classe C∞ sur ]E0− ε0, E0 + ε0[×]0, h0[, admettant
un de´veloppement asymptotique
I˜(E;h) ∼ I(E) + hI1(E) + ..., h→ 0
dans l’espace C∞(]E0− ε0, E0 + ε0[), telle que les valeurs propres de P0 dans
]E0,−ε0, E0 + ε0[ sont donne´es par la condition de Bohr–Sommerfeld :
∃k ∈ Z, E = Ek, I˜(Ek, h) = 2kpih.
Nous pouvons maintenant e´noncer le re´sultat principal de ce travail.
The´ore`me 1.5 On fait les hypothe`ses (H1)–(H6). Il existe ε0 > 0 et h0 > 0
tels que σ(Pε) ∩ D(E0, ε0) ⊂ R quand 0 ≤ ε ≤ ε0, 0 < h ≤ h0. Plus
pre´cisement, il existe une fonction I˜(E, ε, h) sur D(E0, ε0)×D(0, ε0)×]0, h0[,
holomorphe en (E, ε), admettant un de´veloppement asymptotique
I˜(E, ε;h) ∼ I(E, ε) + hI1(E, ε) + ..., h→ 0
dans l’espace des fonctions holomorphes sur D(E0, ε0) × D(0, ε0), telle que
I˜(E, ε;h) ∈ R quand E, ε ∈ R, et telle que pour ε ∈]0, ε0[ les valeurs propres
de Pε dans D(E0, ε0) sont donne´es par la condition de Bohr–Sommerfeld :
∃k ∈ Z, E = Ek, I˜(Ek, ε;h) = 2kpih.
Remerciement. Nous tenons a` remercier Johannes Sjo¨strand qui nous a
propose´ le sujet de cette e´tude et qui nous a ensuite soutenu pendant le
travail.
2 Me´thode BKW complexe en ge´ne´ral
Dans cette section nous allons revoir quelques e´le´ments de la me´thode
BKW complexe, (voir [8], [11], [10]) pour plus de de´tails. Soit U ⊂ C un
ouvert simplement connexe, de´signons par Hol(U) l’espace de Fre´che´t des
fonctions holomorphes sur U muni de la topologie de convergence localement
uniforme. Soit V ∈ Hol(U) un potentiel tel que
V (z) 6= 0, z ∈ U. (2.1)
On conside´re l’e´quation de Schro¨dinger
Pu =
(
−h2
(
d
dx
)2
+ V (z)
)
u(z) = 0 (2.2)
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dans U , et on va d’abord chercher une solution BKW formelle de la forme :
u(z;h) = a(z;h)eiϕ(z)/h (2.3)
ou` a(z;h) a un de´veloppement asymptotique formel
a(z;h) ∼
+∞∑
j=0
aj(z)h
j (2.4)
dans l’e´space Hol(U).
En conside´rant le de´veloppement en puissances de h de
e−iϕ(z)/h(−h2∂2z + V (z))eiϕ(z)/ha(z;h) = 0,
on trouve (
(−(h∂z + iϕ′(z))2 + V (z)
)
a(z;h) = 0
ou` plus explicitement,(−(h∂z)2 + ϕ′(z)2 − 2iϕ′h∂z − ihϕ′′ + V (z)) a(z) = 0.
On est amene´ a` choisir ϕ solution de l’e´quation eiconale
(ϕ′(z))2 + V (z) = 0, (2.5)
qu’on peut facilement re´soudre sur U :
Proposition 2.1 On suppose qui’il n’y a pas de points tournants c’est a` dire
que V (z) 6= 0 pour tous z ∈ U . L’e´quation eiconale posse´de deux solutions
holomorphes a` des constantes pre´s, donne´es par :
ϕ(z) = ±
∫ z
z0
(−V (w)) 12dw, (2.6)
ou` z0 ∈ U . Ici, (−V (w)) 12 de´signe une branche holomorphe de la racine carre´
de −V (z) sur U .
Il reste ensuite a` chercher un de´veloppement formel, (2.4), tel que(
∂zϕ(z)∂z +
∂2zϕ(z)
2
− ih∂
2
z
2
)
a(z;h) = 0. (2.7)
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En annulant successivement les puissances de h, on trouve une suite d’e´quations
de transport :
(∂zϕ∂z +
∂2zϕ
2
)a0 = 0,
(∂zϕ∂z +
∂2zϕ
2
)a1 = i
∂2z
2
a0,
(∂zϕ∂z +
∂2zϕ
2
)ak = i
∂2z
2
ak−1, k ≥ 1.
(2.8)
La solution de la premie`re e´quation de transport est donne´e par
a0(z) = C(∂zϕ)
− 1
2 = C(−V (z))− 14 .
Proposition 2.2 Soit z0 ∈ U et fixons une solution de l’e´quation eiconale
(2.5). Soient a00, a
0
1, a
0
2, ... des nombres complexes arbitraires. Alors il existe
une unique solution BKW formelle de l’e´quation (2.2) de la forme (2.3),
(2.4) avec
a0(z0) = a
0
0, a1(z
◦) = a01, a2(z0) = a
0
2, ...
De´finition 2.3 On appelle ligne de Stokes une courbe γ : [a, b] → U de
classe C1, telle que
=m
∫ t
s
(−V (γ(τ)) 12dγ(τ) = 0
pour tous s, t ∈ [a, b]. Autrement dit, =mϕ doit eˆtre constant sur toute ligne
de Stokes.
Le re´sultat suivant permet de passer des solutions formelles a` des solutions
exactes en respectant la re`gle fondamentale de la me´thode BKW complexe
qui est de se de´placer toujours dans la direction ou` le facteur phase exp(iϕ/h)
est croissant en module, donc en particulier transversalement aux lignes de
Stokes.
The´ore`me 2.4 Soit −∞ < b < c < +∞ et γ : [b, c] → U une courbe de
classe C1, telle que d
dt
(−=mϕ(γ(t)) > 0, b ≤ t ≤ c. Soit
uBKW ∼ (a0(z) + ha1(z) + ...)eiϕ(z)/h (2.9)
une solution BKW formelle de (2.2).
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1. Il existe une solution exacte u de (2.2) et un voisinage ouvert B de γ(b)
tels que
u(z;h) = a(z;h)eiϕ(z)/h dans B,
a(z;h) ∼ a0(z) + ha1(z) + ... dans Hol (B).
(2.10)
B ne de´pend pas du choix de la solution BKW formelle.
2. Il existe un voisinage ouvert Γ
3. de γ(]b, c]) tel que si u est une solution exacte comme dans 1), alors la
description (2.10) s’e´tend a` Γ.
Ce re´sultat est bien connu. Voir par exemple [10].
On retourne maintenant a` la situation de´crite dans la section 1 et on
adopte les hypothe`ses (H1)–(H6). Nous avons de´ja` de´fini le puits [α00, β
0
0 ]
pour V0 − E0 et les points tournants α0(E, ε), β0(E, ε).
On s’inte´resse aux solutions a` de´croissance exponentielle pre`s de ±∞ de
l’e´quation
(−(h∂x)2 + Vε(x)− E)u(x) = 0. (2.11)
Introduisons les espaces vectoriels complexes
E± = E±(E, ε;h) = {u ∈ C∞(R); u ve´rifie (2.11) et u est borne´ sur R±}.
Graˆce a` l’ellipticite´ de Pε−E pre`s de±∞, on a le re´sultat bien connu suivant :
Proposition 2.5 dim E± = 1, c’est a` dire chaque espace est engendre´ par
une seule solution de (2.11) : E± = Cu±. La fonction u± est a` de´croissance
exponentielle pre`s de x = ±∞.
On peut aussi de´crire le comportement asymptotique de u± pre`s de ±∞.
Commenc¸ons par employer la me´thode BKW formelle sur ] − ∞, α00 − δ0]
et sur [β00 + δ0,+∞[ quand δ0 > 0 et pour ε0 > 0 assez petit en fonction
δ0. L’analyse sur les deux intervalles est essentiellement la meˆme et on va se
concentrer sur [β00 + δ0,+∞[. L’e´quation eiconale
(ϕ′(x))2 + Vε(x)− E = 0 (2.12)
posse`de la solution
ϕ(x) = i
∫ x
β0(E,ε)
(Vε(y)− E)1/2dy, x ≥ β00 + δ0, (2.13)
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ou` on choisit la branche de la racine carre´e qui de´pend continuement de (E, ε)
et qui est > 0 quand (E, ε) = (E0, 0). Il est alors clair que
∂αxϕ(x) = O(1)(1 + |x|)
m0
2
+1−α, α ∈ N. (2.14)
On cherche ensuite une solution BKW formelle comme dans (2.3), (2.4).
Alors le symbole a doit ve´rifier (2.7) c.a`.d. la suite des e´quations de transport
(2.8). Ici on peut prendre a0(x) = (∂xϕ)
−1/2 et si on pose ak(x) = fk(x)a0(x)
on trouve f0 = 1 et
∂xfk =
i
2∂xϕ
(
∂2xfk−1 + 2
∂xa0
a0
∂xfk−1 +
∂2xa0
a0
fk−1
)
, k ≥ 1. (2.15)
Par re´currence sur k on voit qu’on peut trouver des solutions f1, f2, ..., tels
que
∂αx fk = O(1)(1 + |x|)−k(1+m0/2)−α, (2.16)
donc pour les ak,
∂αxak(x) = O(1)(1 + |x|)−m0/4−k(1+m0/2)−α. (2.17)
Par des arguments standard d’e´quations diffe´rentielles ordinaires on peut
ensuite passer des solutions formelles aux solutions exactes pour arriver a` :
Proposition 2.6 ∀δ0 > 0, ∃ε0 > 0 tel que pour (E, ε) ∈ ((E0, ε0)×D(0, ε0),
l’e´quation (2.11) ait une solution holomorphe en (E, ε) de la forme
u+(z;h) = a(z;h)e
iϕ(z)/h ou` a(z;h) ∼
∞∑
j=0
ajh
j sur [β00 + δ0,+∞[
au sens suivant : Pour tout (N,α) ∈ N∗×N il existe une constante CN,α > 0
telle que
|∂α(a(x;h)−
N−1∑
j=0
ak(x)h
k| ≤ CN,αhN(1+ | x |)−
m0
4
−N(m0
2
+1)−α
pour x ∈ [β00 + δ0,+∞[. Ici a0 = (∂xϕ)−1/2 et ak ve´rifie (2.17).
Remarque 2.7 Nous avons le meˆme re´sultat dans un intervalle ]−∞, α00,−δ0]
ou` on choisit la branche oppose´ de la racine carre´e (Vε(x)− E) 12 .
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3 Analyse BKW pre`s d’un point tournant simple
Dans cette section on suit la pre´sentation dans [10] de pre`s. Soit Ω ⊂ C
un ouvert simplement connexe, V ∈ Hol (Ω). Soit z0 ∈ Ω un point tournant
simple,
V (z0) = 0, V
′(z0) 6= 0. (3.1)
Pour simplifier la notation on suppose que z0 = 0 et on s’inte´resse aux
solutions de (2.2) qui dans certaines re´gions prennent la forme a(z;h)eϕ(z)/h
(sans facteur i dans l’exposant pour simplifier les notations). Conside´rons
l’e´quation eiconale,
ϕ′(z) = V (z)
1
2 (3.2)
dans un voisinage de 0. (On diminuera Ω autour de z = 0 chaque fois que
cela nous arrange). Il est clair que ϕ(z) sera multi-value´ en ge´ne´ral et pour
mieux comprendre la structure de cette singularite´ on passe au recouvrement
double de Ω \ {0}, en posant z = w2. Alors
∂
∂z
=
1
2w
∂
∂w
,
et si on pose V˜ (w) = V (z) = F (z)z = F (w2)w2, ϕ(z) = ϕ˜(w), ou` F (0) 6= 0,
l’e´quation eiconale devient
∂wϕ˜ = F (w
2)
1
22w2,
ou` le membre droit est une fonction holomorphe paire. Si on exige aussi que
ϕ(0) = ϕ˜(0) = 0, on voit que ϕ˜(w) est une fonction holomorphe impaire de
la forme
ϕ˜(w) =
2
3
F˜ (w2)w3, ou` F˜ (0) = F (0)
1
2 = V ′(0)
1
2 .
Dans le coordonne´ z on obtient une fonction double-value´e,
ϕ(z) =
2
3
F˜ (z)z
3
2 . (3.3)
Cherchons maintenant des lignes de Stokes et anti-Stokes qui passent par
0. (Comme on a supprime´ le facteur i dans l’exposant dans les repre´sentations
BKW, <eϕ = Const. sur chaque ligne de Stokes et par de´finition =mϕ =
Const sur les lignes anti-Stokes). Sur de telles courbes nous avons <eϕ = 0
ou` =mϕ = 0, c’est a` dire =mϕ2 = 0 : =mF˜ (z)2z3 = 0. Autrement dit,
F˜ (z)2z3 = t3 pour un t ∈ vois (0,R) et en prenant la racine cubique nous
obtenons trois courbes γk
F˜ (z)
2
3 z = e2piik/3t, k ∈ {0, 1, 2} ' Z/3Z.
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On obtient la figure suivante ou` on a pris V ′(0) > 0 pour fixer les ide´es :
Chaque courbe γk \ {0} se de´compose en une ligne de Stokes γ−k et une ligne
d’anti-Stokes γ+k . Les trois lignes de Stokes et le point tournant de´limitent
trois “secteurs de Stokes” ferme´s Σk. Dans la figure 1 nous avons aussi trace´
quelques lignes de Stokes a` l’inte´rieur de chaque secteur.
Figure 1 – Lignes de Stokes pre´s d’un point tournant simple.
Soit ϕk la branche de ϕ dans Ω \ γ−k telle que <eϕk < 0 dans int (Σk),
ϕk(0) = 0. Remarquons que ϕk+1 et ϕk sont tous les deux bien de´finis dans
Σk ∪ Σk+1 et y ve´rifient ϕk+1 = −ϕk.
D’apre`s le principe fondamental de la me´thode BKW complexe il existe
des solutions exactes u = uj, j ∈ Z/3Z de l’e´quation (−(h∂)2 + V )u = 0
dans Ω telles que{
uj(z;h) = aj(z;h)e
ϕj(z)/h
aj(z;h) ∼ aj,0(z) + haj,1(z) + ...
dans int (Σj). (3.4)
Cette description asymptotique s’e´tend au complement d’un voisinage arbi-
trairement petit de γ−j ∪{0} (qui peut eˆtre atteint de Σj par des chemins qui
ne sont jamais tangents aux lignes de Stokes). On rappelle aussi que aj,0 est
unique a` un facteur constant pre`s et qu’on peut choisir
aj,0(z) = (ϕ
′
j(z))
− 1
2 , (3.5)
ou` pour l’instant on ne fixe pas la branche de la racine carre´e.
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Rappelons que si u, v sont des solutions de notre e´quation de Schro¨dinger
homoge`ne, alors le Wronskien
W (u, v) = (h∂u)v − u(h∂v).
est constant. Appliquant l’asymptotique de u0 et u1 en un point de int (Σ0 ∪
Σ1), nous voyons que W (u0, u1) a un de´veloppement asymptotique en puis-
sances de h :
W (u0, u1) = 2a0,0a1,0∂ϕ0 +O(h)
=
2ϕ′0√
ϕ′0ϕ
′
1
+O(h)
=
2ϕ′0√−(ϕ′0)2 +O(h)
= ±2i+O(h).
De la meˆme fac¸on
W (u1, u2) = ±2i+O(h)
W (u2, u0) = ±2i+O(h).
On peut de´terminer les signes de la fac¸on suivante : Fixons une branche
de (ϕ′j)
1/2 comme ci-dessus pour j = 0, 1, 2 mod 4Z. Alors pour deux secteurs
de Stokes diffe´rents, j 6= k nous avons dans l’inte´rieur de Σj ∪ Σk que
(ϕ′j)
1/2 = iνj,k(ϕ′k)
1/2, (3.6)
ou` νj,k ∈ Z/4Z est impair et νj,k = −νk,j.
En commenc¸ant dans Σ0 on fait un tour autour de 0 dans le sens positif
et on note que
(ϕ′1)
1/2 = iν1,0(ϕ′0)
1/2
(ϕ′2)
1/2 = iν2,1(ϕ′1)
1/2
(ϕ′0)
1/2 = iν0,2(ϕ′2)
1/2.
(3.7)
Cela veut dire que si on suit une branche continue de (ϕ′0)
1/2 autour de 0
dans le sens positif, alors apre`s un tour, on obtient la branche
i−(ν0,2+ν2,1+ν1,0)(ϕ′0)
1/2.
Mais ϕ′0 = V
1/4 pour une branche convenable de la racine quatrie`me et si
on suit cette fonction autour de 0 une fois, on trouve iV 1/4. Ceci donne la
condition de co-cycle,
ν0,2 + ν2,1 + ν1,0 ≡ −1 mod 4Z. (3.8)
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Nous pouvons maintenant pre´ciser les signes dans les calculs des Wronskiens
ci-dessus :
W (uj, uk) =
−2ϕ′k√
ϕ′j
√
ϕ′k
+O(h) = −2ϕ
′
k
iνj,k
√
ϕ′k
2 +O(h) = 2iνj,k +O(h). (3.9)
L’espace de solutions nulles est de dimension 2, donc nous avons une
relation
α−1u−1 + α0u0 + α1u1 = 0, (3.10)
ou` le vecteur (α−1, α0, α1)t ∈ C3 \ {0} est bien de´fini a` un facteur scalaire
pre`s. Appliquant W (uj, ·) a` cette relation, on obtient
(W (uj, uk))j,k
α−1α0
α1
 = 0, (3.11)
ou` plus explicitement,  0 a b−a 0 c
−b −c 0
α−1α0
α1
 = 0. (3.12)
Nous pouvons prendre α−1α0
α1
 =
 c−b
a
 , (3.13)
donc a` un facteur commun pre`s, nous avons
αj = ±i+O(h). (3.14)
(3.9) permet de pre´ciser les valeurs de a, b, c et de α−1, α0, α1 :
a =
1
2
W (u−1, u0) = iν−1,0 +O(h)
b =
1
2
W (u−1, u1) = iν−1,1 +O(h)
c =
1
2
W (u0, u1) = i
ν0,1 +O(h),
(apre`s l’insertion d’un facteur commun 1/2) ce qui donneα−1α0
α1
 =
 iν0,1−iν−1,1
iν−1,0
+O(h) =
 iν0,1iν1,−1
iν−1,0
+O(h). (3.15)
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Remarque 3.1 Parfois il est plus naturel de changer les notations, en e´crivant
iϕj dans (3.4) a` la place de ϕj de telle sorte uj(z;h) = aj(z;h)e
iϕj(z)/h avec
Imϕj ≥ 0 dans Σj. (3.5) devient alors aj,0(z) = (iϕ′j)−1/2 = V (z)−1/4 et dans
(3.6), (3.7) on doit remplacer ϕ′j par iϕ
′
j.
4 Quantification de Bohr Sommerfeld pour
un puits de potentiel sans PT syme´trie
Soit V0 un potentiel analytique a` valeurs re´elles sur un voisinage re´el de
[A,B], ou` −∞ < A < B < +∞. Soit E0 ∈ R et supposons qu’il existe
A < α00 < β
0
0 < B tels que
V0 − E0
{
> 0 dans [A,α00[∪]β00 , B],
< 0 dans ]α00, β
0
0 [.
(4.1)
On suppose aussi que α00 et β
0
0 sont deux points tournants simples pour
V0(x)− E0 :
V ′0(α
0
0) < 0, V
′
0(β
0
0) > 0,
L’une des lignes de Stokes de α00 atteint β
0
0 .
Figure 2 – Raccordement pour deux points tournants
Soit U b C un voisinage complexe de [A,B] dans lequel V0 s’e´tend ho-
lomorphiquement. Soit Vε(x) = V0(x) + iεW (x) ou` W (x) est une fonction
holomorphe dans U .
Si ε ∈ C est assez petit en module et E appartient a` un petit voisinage
complexe de E0, nous avons encore deux points tournants simples α0(E, ε),
β0(E, ε) proches de α
0
0 et β
0
0 qui de´pendent holomorphiquement de (E, ε).
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Le dessin indique les trois secteurs de Stokes Σj proches de α0 et trois
secteurs de Stokes Sj proches de β0 pour j = −1, 0, 1. Notons que A ∈ Σ0 et
B ∈ S0.
Pour chaque secteur Σj on a une solution exacte u = uj dans U de
l’e´quation de Schro¨dinger (−h2∂2 + Vε − E)u = 0 telle que
uj(z;h) = aj,α0(z;h)e
iϕj,α0
(z)/h
dans Σj, (4.2)
avec ϕj,α0(α0) = 0, Imϕj,α0 > 0 dans l’inte´rieur de Σj. De meˆme, on a une
solution exacte vj telle que
vj(z;h) = aj,β0(z;h)e
iϕ
j,β0
(z)/h
dans Sj, (4.3)
avec ϕj,β0(β0) = 0, Imϕj,β0 > 0 dans l’inte´rieur de Sj.
Quitte a` diminuer Σ0 et S0 pour que A 6∈ Σ0, B 6∈ S0 nous pouvons nous
arranger pour que u0(A) = 0, v0(B) = 0 et que u0, v0 de´pendent de manie`re
holomorphe de (E, ε). De la meˆme fac¸on, pour j = ±1, on peut s’arranger
pour que uj et vj de´pendent holomorphiquement de (E, ε).
Maintenant, conside´rons le proble`me de Dirichlet
− ((h∂)2 + Vε − E)u = 0, u(A) = u(B) = 0. (4.4)
En d’autres termes, nous cherchons le spectre de l’ope´rateur non borne´
Pε = −(h∂2) + Vε : L2(]A,B[)→ L2(]A,B[), (4.5)
de domaine 1
D(Pε) = {u ∈ H2(]A,B[); u(A) = u(B) = 0}. (4.6)
Nous voyons que
E ∈ σ(Pε)⇔W(u0, v0) = 0. (4.7)
Pour j = ±1 nous pouvons choisir uj, vj colline´aires :
uj(z;h) = c(h)e
iϕj,α0 (β0)/hvj,
c(h) ∼ c0(E, ε) + hc1(E, ε) + ... dans Hol (vois ((E0, 0),C2)).
(4.8)
Ici,
ϕj,α0(β0) = ±
∫ β0
α0
(E − Vε(z)) 12dz, (4.9)
1. Le cas d’un ope´rateur de´fini sur tout l’axe re´el comme dans les the´ore`mes 1.4, 1.5 se
traite de la meˆme fac¸on avec des modifications mineures.
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avec le signe + pour j = −1 et le signe − pour j = 1.
Quand E = E0, ε = 0, alors pour z < α
0
0 (re´el),
u0 =
1 +O(h)√
iϕ′0
eiϕ0,α0/h (4.10)
est a` valeurs re´elles, iϕ0,α0 < 0, iϕ
′
0,α0
> 0. Dans la discussion de la section 4
on peut choisir
ν1,0 = −1, ν0,−1 = −1, ν−1,1 = 1, (4.11)
respectant la condition (3.8). La relation (3.15) devient
α−1 = i+O(h), α0 = −i+O(h), α1 = i+O(h), (4.12)
et d’apre`s (3.10),
i(1 +O(h))u−1 − i(1 +O(h))u0 + i(1 +O(h))u1 = 0,
d’ou`
u0 = (1 +O(h))u1 + (1 +O(h))u−1. (4.13)
Pour z ∈]α00, β00 [, E = E0, ε = 0, comparons (cf la remarque 3.1)
u−1 = (1 +O(h))(iϕ′−1,α0)−
1
2 eiϕ−1,α0/h
et
u1 = (1 +O(h))(iϕ′1,α0)−
1
2 eiϕ1,α0/h.
(4.14)
D’apre`s (4.9), nous avons ϕ′−1,α0 > 0 (aussi ϕ1,α0 = −ϕ−1,α0) et donc,
arg (iϕ′−1,α0)
1/2 ∈ {pi/4,−3pi/4}, arg (iϕ′1,α0)1/2 ∈ {−pi/4,+3pi/4}.
Comme ν−1,1 = 1 nous avons aussi
(iϕ′−1,α0)
1/2 = i(iϕ′1,α0)
1/2. (4.15)
Les seules possibilite´s sont alors
(arg (iϕ′−1,α0)
1/2, arg (iϕ′1,α0)
1/2) = (
pi
4
,−pi
4
) ou (−3pi
4
,
3pi
4
).
A` des facteurs 1 +O(h) pre`s, on voit alors de (4.14) que u−1 = u1 et (4.13)
est bien en accord avec le fait que u0 est une solution re´elle de l’e´quation de
Schro¨dinger.
Voici une fac¸on plus directe de de´terminer arg (iϕ′∓1,α0)
1/2 : Pour z < α0
proche de α0, nous avons (iϕ
′
0,α0
)1/2 = (V0(z)−E0)1/4, la branche principale
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positive. Tournons maintenant dans le sens ne´gatif vers Σ−1. Dans la re´gion
de transition entre les deux secteurs Σ0 et Σ−1 nous avons, puisque ν−1,0 = 1,
(iϕ′−1,α0)
1/2 = i(V0(z)−E0)1/4 avec la meˆme branche de la racine quatrie`me,
ou` on met une coupure le long de ]α00, β
0
0 [. Quand on arrive a` ]α
0
0, β
0
0 [, on a
donc
arg (iϕ′1,α0)
1/2 =
pi
2
+ arg (V0(z)− E0)1/4 = pi
2
− pi
4
=
pi
4
:
arg (iϕ′∓1,α0)
1/2 = ±pi
4
, pour E = E0, ε = 0, α
0
0 < z < β
0
0 . (4.16)
Regardons maintenant les vj, qui en analogie avec (4.3) prennent la forme
vj =
1 +O(h)
(−iϕ′j,β0)1/2
eiϕj,β0/h dans int (Sj). (4.17)
Nous avons introduit le signe − dans la racine carre´ car nous avons main-
tenant −iϕ0,β0 > 0 quand E est re´el, ε = 0 et z > β0. (Ceci se comprend
encore mieux si on travaille avec la variable −z a` la place de z). Ici (cf. (4.8),
(4.9)) nous avons pour j = ±1,
ϕj,α0 = ϕj,β0 + ϕj,α0(β0) pour z ∈ Sj. (4.18)
Comme pour les uj il faut discuter le choix de la racine carre´ de (−iϕj,β0)1/2.
Pour cela on choisit la branche de (−ϕ′0,β0)1/2 qui est positive = (V − E)1/4
quand E est re´el, ε = 0 et z > β0. On de´finit ensuite les nombres µj,k par
(−iϕ′j,β0)1/2 = iµj,k(−iϕ′k,β0)1/2 dans int (Sj ∪ Sk), j 6= k. (4.19)
On fait le meˆme choix des µj,k que des νj,k, en progressant de S0 a` la place
de Σ0 dans le sens positif :
µj,k = ν−j,−k. (4.20)
Ainsi,
µ−1,0 = −1, µ0,1 = −1, µ1,−1 = 1, µk,j = −µj,k. (4.21)
Alors en analogie avec (4.13) et (4.16) nous avons
v0 = (1 +O(h))v1 + (1 +O(h))v−1, (4.22)
arg (−iϕ′±1,β0)1/2 = ±
pi
4
, dans ]α0, β0[, quand E ∈ vois (E0,R), ε = 0.
(4.23)
Quitte a` modifier vj et uj par des facteurs constants 1 + O(h), on peut
supposer que
u0 = u1 + u−1, v0 = v1 + v−1. (4.24)
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remarquons aussi que quand E est re´el et ε = 0, alors u−j = (1 +O(h))uj et
de meˆme pour vj. (Nous allons revenir a` cette proprie´te´ et montrer que les
pre´facteurs peuvent eˆtre e´limine´s).
Se rappelant que uj et vj sont coline´aires pour j = ±1, en utilisant (4.24)
on obtient,
W (u0, v0) = W (u−1, v1) +W (u1, v−1). (4.25)
Ici, on remarque que
ϕ−1,α0(z) + ϕ1,β0(z) =
∫ z
α0
(E − Vε(t))1/2dt−
∫ z
β0
(E − Vε(t))1/2dt
=
∫ β0
α0
(E − Vε(t))1/2dt =: 1
2
I(E, ε),
ou` la dernie`re e´galite´ de´finit l’action I(E, ε) et ou` on choisit la branche de la
racine carre´ qui est positif quand E est re´el, ε = 0 et α0 < t < β0. De meˆme,
ϕ1,α0(z) + ϕ−1,β0(z) = −
∫ β0
α0
(E − Vε(t))1/2dt =: 1
2
I(E, ε) = −1
2
I(E, ε),
Nous pouvons voir (E−Vε) 12 , comme une fonction holomorphe sur U\[α0, β0],
soit γ un contour ferme´ autour de [α0, β0] oriente´ dans le sens ne´gatif. Alors
I(E) := 2
∫ β0
α0
(E − Vε) 12dz =
∫
γ
(E − Vε) 12dz. (4.26)
Quand E ∈ R, ε = 0 nous avons aussi
I(E) =
∫
p−1(E)
ξdx = volR×R p−1(]−∞, E[), (4.27)
ou` p(x, ξ) = pε(x, ξ) = ξ
2 + V (x) est le symbole semi-classique de P = Pε
et ou` la courbe re´elle est oriente´e dans la direction du champ hamiltonien
Hp = p
′
ξ∂x − p′x∂ξ. Rappelons aussi que pour E ∈ R, ε = 0,
∂EI(E) = T (E) > 0, (4.28)
est la pe´riode primitive pour le flot de Hp dans la courbe d’e´nergie re´elle
p−1(E).
Revenons au calcul de notre Wronskien. On obtient
W (u−1, v1) =
2iϕ′−1,α0(1 +O(h))
(iϕ′−1,α0)
1
2 (−iϕ′1,β0)
1
2
e
i
2h
I(E,ε).
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Ici,
2iϕ′−1,α0
(iϕ′−1,α0)
1
2 (−iϕ′1,β0)
1
2
= ±1 (4.29)
puisque −iϕ′1,β0 = iϕ′−1,α0 et pour de´terminer le signe, on peut se placer sur
]α0, β0[ en supposant que E ∈ R, ε = 0. Alors iϕ′−1,α0 = i(E − V (z))1/2 est
d’argument pi/2 et nous savons que
arg (iϕ′−1,α0)
1
2 =
pi
4
= arg (−iϕ′1,β0)
1
2 .
On a donc +1 dans (4.29) :
W (u−1, v1) = 2(1 +O(h))e i2h I(E,ε). (4.30)
De la meˆme fac¸on on obtient
W (u1, v−1) = 2(1 +O(h))e− i2h I(E,ε). (4.31)
(4.25) donne alors
W (u0, v0) = 2((1 +O(h))e i2h I(E,ε) + (1 +O(h))e− i2h I(E,ε)). (4.32)
Ici les facteurs 1+O(h) de´pendent holomorphiquement de (E, ε) ∈ vois ((E0, 0),C2)
et ont des de´veloppements asymptotiques en puissances de h dans Hol (vois ((E0, 0),C2)).
On peut e´crire
W (u0, v0) = 2(1 +O(h))e− i2h I(E,ε)
(
e
i
h
(I(E,ε)+h2r(E,ε;h)) + 1
)
, (4.33)
ou`
r(E, ε;h) ∼ r0(E, ε) + hr1(E, ε) + ... dans Hol (vois (E0, 0),C2). (4.34)
Les ze´ros de W (u0, v0) sont donc donne´s par la condition de quantification
de Bohr-Sommerfeld,
I(E, ε) + h2r(E, ε;h) = (k +
1
2
)2pih, k ∈ Z. (4.35)
Rappelons maintenant que
d
dE
I(E, ε) = T (E, ε) 6= 0
est la pe´riode primitive du champ hamiltonien Hp = p
′
ξ∂x−p′x∂ξ sur la courbe
d’e´nergie complexe p = E restreinte a` un petit voisinage de la courbe re´elle
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pε=0(x, ξ) = E0. Alors, pour h petit, on peut appliquer le the´ore`me des fonc-
tions implicites dans sa version holomorphe pour conclure que l’application
vois (E0,C) 3 E 7→ I(E, ε;h) := I(E, ε) + h2r(E, ε;h) ∈ vois (I(E0, 0),C)
(4.36)
est bijective avec l’inverse
w 7→ I−1(w, ε;h)
tel que
I−1(w, ε;h) = I−1(w, ε) + h2(I−1)2(w, ε) + h3(I−1)3(w, ε) + ... (4.37)
dans l’espace des fonctions holomorphes en (w, ε) dans un voisinage de (I(E0, 0), 0).
Les valeurs propres de Pε (c.a`.d. les ze´ros de W (u0, v0)) dans un voisinage de
E0 sont alors donne´es par
Ek(ε;h) = I
−1((k +
1
2
)2pih, ε;h) (4.38)
pour k ∈ Z tels que (k + 1
2
)2pih appartient a` un voisinage de I(E0).
Quand ε = 0 alors Pε est autoadjoint et les valeurs propres sont re´elles.
On peut en de´duire que les termes dans les de´veloppements asymptotiques
en puissances de h de I et de I−1 sont re´els pour ε = 0.
5 Le cas d’un seul puits PT -syme´trique
On fait les hypothe`ses de simple puits de la section (4). Supposons aussi
que Pε soit PT -syme´trique quand ε > 0 est re´el (et donc aussi que B = −A) :
[PT , Pε] = 0, (5.39)
ou` Pf(x) = f(−x), T f(x) = f(x). Pour E complexe, on a
PT (Pε − E) = (Pε − E)PT . (5.40)
Soient u0(x, ε, E) et v0(x, ε, E) des solutions de (Pε − E)u = 0 comme dans
la section pre´ce´dente. Remarquons que graˆce a` (5.40) on peut choisir v0 de
la forme
v0(x, ε, E) = PT u0(x, ε, E) = u0(−x, ε, E). (5.41)
Comme dans la section pre´ce´dente on cherche les valeurs propres pre`s de E0
comme les ze´ros de la fonction W (E) := W (u0, v0). On trouve
W (E) = h∂xu0(0, ε, E)v0(0, ε, E)− u0(0, ε, E)h∂xv0(0, ε, E)
= h∂xu0(0, ε, E)u0(0, ε, E) + u0(0, ε, E)h∂xu0(0, ε, E),
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et on voit que
W (E) = W (E). (5.42)
D’autre part, nous avons (4.32) :
W (E) = 2(a(E, ε;h)e
i
2h
I(E,ε) + b(E, ε;h)e−
i
2h
I(E,ε), (5.43)
ou` a, b = 1 +O(h) ont des de´veloppements asymptotiques en puissances de
h dans Hol (vois (E0, 0)).
Pour E et ε re´els on sait que W (E) est re´el et donc les deux termes
dans (5.43) sont mutuellement conjugue´s complexes. Il en re´sulte d’abord
que I(E, ε) est re´el (comme e´nonce´ dans la proposition (1.3) et si on veut
ensuite prendre E complexe on a
I(E, ε) = I(E, ε), (5.44)
toujours avec ε re´el. On voit ensuite que
b(E, ε;h) = a(E, ε;h)
quand E et ε sont re´els et donc plus ge´ne´ralement que
b(E, ε;h) = a(E, ε;h), (5.45)
pour E complexe, toujours avec ε re´el.
Explicitons alors (4.33) :
W (E) = 2be−
i
2h
I(exp
i
h
(I(E, ε) + h2r) + 1),
ou`
r =
1
ih
ln
a(E, ε;h)
b(E, ε;h)
est re´el pour E re´el (toujours avec ε re´el). Il est alors clair que les valeurs
propres de Pε pre`s de E0, donne´es par (4.35), sont re´elles. Ceci termine aussi
la preuve du The´ore`me (1.5).
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