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INTEGRABILITY OF FREE NONCOMMUTATIVE FUNCTIONS
DMITRY KALIUZHNYI-VERBOVETSKYI, LEONARD STEVENSON, AND VICTOR VINNIKOV
Abstract. In [6], an algebraic construction is used to develop a difference-differential calculus
for free noncommutative functions. This paper gives necessary and sufficient conditions for
higher order free noncommutative functions to have an antiderivative.
Introduction
Noncommutative functions are graded functions between sets of square matrices of all sizes
over two vector spaces that respect direct sums and similarities. They possess very strong
regularity properties (reminiscent of the regularity properties of usual analytic functions) and
admit a good difference-differential calculus. Noncommutative functions appear naturally in a
large variety of settings: noncommutative algebra, systems and control, spectral theory, and
free probability. Starting with pioneering work of J. L. Taylor [10, 11], the theory was further
developed by D.-V. Voiculescu [12, 13], and established itself in recent years as a new and
extremely active research area – see, e.g., [3, 4, 8, 9, 7, 1], and the monograph of two of the
authors [6].
The goal of the present paper is to establish a noncommutative analog of the Frobenius
integrability theorem.
We begin by providing the necessary background on noncommutative (nc) sets and free nc
functions; we refer the reader to [6] for more detail. Let R be a unital, commutative ring andM,N be R-modules. Denote by Mnc the set of all square matrices of all sizes with entries
from M. Then a subset Ω of Mnc is called a nc set if it is closed under direct sums, i.e.,
X,Y ∈ ΩÔ⇒ X ⊕ Y = [X 0
0 Y
] ∈ Ω.
Define
(a) Ωn to be the set of all n × n matrices in Ω, and
(b) Ωd.s.e. = {X ∈ Mnc ∣ X ⊕ Y ∈ Ω for some Y ∈ Mnc}.
Further, Ω is called right admissible if for all X ∈ Ωn, Y ∈ Ωm and for all matrices Z ∈ Mn×m,
there exists an invertible r ∈ R such that [ X rZ
0 Y
] ∈ Ωn+m.
A mapping f ∶Ω → Nnc satisfying f(Ωn) ⊆ N n×n for all n ∈ N is called a (free) nc function if
it respects direct sums and similarities, i.e.,
f(X ⊕ Y ) = f(X) ⊕ f(Y ) for all X ∈ Ωn, Y ∈ Ωm,
f(SXS−1) = Sf(X)S−1 for all X ∈ Ωn and invertible S ∈ Rn×n
such that SXS−1 ∈ Ω.
Date: May 20, 2020.
DK-V was partially supported by NSF grant DMS-0901628. DK-V and VV were partially supported by BSF
grant 2010432, and by ANR-11-LABX-0040-CIMI within the program ANR-11-IDEX-0002-02. They also wish
to thank Serban Belinschi for organizing the workshop “Complex Analysis and Noncommutative Functions”,
3–7 October 2016, in CIMI, Toulouse, where a significant progress in this research has been achieved.
1
2 DMITRY KALIUZHNYI-VERBOVETSKYI, LEONARD STEVENSON, AND VICTOR VINNIKOV
On nc sets, this pair of conditions is equivalent to the condition that f respects intertwinings.
That is, given X ∈ Ωn, Y ∈ Ωm, and S ∈ Rm×n,
SX = Y S Ô⇒ Sf(X) = f(Y )S.
When Ω is a right admissible nc set, a difference-differential operator ∆ = ∆R acting on f
can be defined by evaluating f on block upper triangular matrices,
f ([ X Z
0 Y
]) = [ f(X) ∆f(X,Y )(Z)
0 f(Y ) ] .
The new function, ∆f , can be extended to a linear function of Z and is shown to have the
following properties with respect to direct sums and similarities,
∆f(X0 ⊕X1, Y )([ Z1
Z2
]) = [ ∆f(X0, Y )(Z1)
∆f(X1, Y )(Z2) ] ,
∆f(X,Y 0 ⊕ Y 1)([ Z1 Z2 ]) = [ ∆f(X,Y 0)(Z1) ∆f(X,Y 1)(Z2) ] ,
∆f(SXS−1, Y )(SZ) = S∆f(X,Y )(Z),
∆f(X,SY S−1)(ZS−1) =∆f(X,Y )(Z)S−1.
Equivalently, ∆f is said to respect intertwinings,
SX =WS Ô⇒ S∆f(X,Y )(Z) =∆f(W,Y )(SZ),
SY =WS Ô⇒ ∆f(X,Y )(ZS) =∆f(X,W )(Z)S.
More generally, let M0, . . . ,Mk,N0, . . . ,Nk be R-modules and let Ω(0), . . . ,Ω(k) be nc sets inM0,nc, . . . ,Mk,nc, respectively. Then, a function f defined on Ω(0)×⋯×Ω(k) with values k-linear
mappings from N n0×n11 ×⋯×N nk−1×nkk to N n0×nk0 , or equivalently,
f(X0, . . . ,Xk) ∈ homR(N n0×n11 ⊗⋯⊗N nk−1×nkk ,N n0×nk0 )
for all (X0, . . . ,Xk) ∈ Ω(0)n0 ×⋯×Ω(k)nk and all n0, . . . , nk ∈ N, is called an order k (free) nc function
if, given matrices of appropriate sizes, it respects direct sums and similarities, i.e.,
f(X01 ⊕X02 ,X1, . . . ,Xk)([ Z11Z12 ] ,Z2, . . . ,Zk) = [
f(X01 ,X1, . . . ,Xk)(Z11 ,Z2, . . . ,Zk)
f(X02 ,X1, . . . ,Xk)(Z12 ,Z2, . . . ,Zk) ] ,
f(X0, . . . ,Xj−1,Xj1 ⊕Xj2 ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj−1, [ Zj1 Zj2 ] , [ Z
j+1
1
Z
j+1
2
] ,Zj+2, . . . ,Zk)
= f(X0, . . . ,Xj−1,Xj1 ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj−1,Zj1,Zj+11 ,Zj+2, . . . ,Zk)
+ f(X0, . . . ,Xj−1,Xj2 ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj−1,Zj2 ,Zj+12 ,Zj+2, . . . ,Zk),
f(X0, . . . ,Xk−1,Xk1 ⊕Xk2 )(Z1, . . . ,Zk−1, [ Zk1 Zk2 ])
= [ f(X0, . . . ,Xk−1,Xk1 )(Z1, . . . ,Zk−1,Zk1 ) f(X0, . . . ,Xk−1,Xk2 )(Z1, . . . ,Zk−1,Zk2 ) ] ,
f(S0X0S−10 ,X1, . . . ,Xk)(S0Z1,Z2, . . . ,Zk) = S0f(X0, . . . ,Xk)(Z1, . . . ,Zk),
f(X0, . . . ,Xj−1, SjXjS−1j ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj−1,ZjS−1j , SjZj+1,Zj+2, . . . ,Zk)
= f(X0, . . . ,Xk)(Z1, . . . ,Zk),
f(X0, . . . ,Xk−1, SkXkS−1k )(Z1, . . . ,Zk−1,ZkS−1k ) = f(X0, . . . ,Xk)(Z1, . . . ,Zk)S−1k .
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Equivalently, for appropriately sized matrices, it respects intertwinings as follows:
T0X
0
1 =X02T0 Ô⇒ T0f(X01 ,X1, . . . ,Xk)(Z1, . . . ,Zk)
= f(X02 ,X1, . . . ,Xk)(T0Z1,Z2 . . . ,Zk),
TjX
j
1 =Xj2Tj Ô⇒ f(X0, . . . ,Xj−1,Xj1 ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj−1,ZjTj,Zj+1, . . . ,Zk)
= f(X0, . . . ,Xj−1,Xj2 ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj , TjZj+1,Zj+2, . . . ,Zk),
TkX
k
1 =Xk2Tk Ô⇒ f(X0, . . . ,Xk−1,Xk1 )(Z1, . . . ,Zk−1,ZkTk)
= f(X0, . . . ,Xk−1,Xk2 )(Z1, . . . ,Zk)Tk.
In this case, we write f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc).
Under this definition, we say our original nc functions are of order 0.
The difference-differential operator can be extended to order k nc functions as follows:
f ([ X01 Z
0 X02
] ,X1, . . . ,Xk)([ Z11
Z12
] ,Z2, . . . ,Zk)
= [ f(X01 ,X1, . . . ,Xk)(Z11 ,Z2, . . . ,Zk) + 0∆f(X01 ,X02 ,X1, . . . ,Xk)(Z,Z12 ,Z2, . . . ,Zk)
f(X02 ,X1, . . . ,Xk)(Z12 ,Z2, . . . ,Zk) ] ,
f (X0, . . . ,Xj−1, [ Xj1 Z
0 Xj2
] ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj−1, [ Zj1 Zj2 ] , [ Z
j+1
1
Z
j+1
2
] ,Zj+2, . . . ,Zk)
= f(X0, . . . ,Xj−1,Xj1 ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj−1,Zj1 ,Zj+11 ,Zj+2, . . . ,Zk)
+ j∆f(X0, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj−1,Zj1 ,Z,Zj+12 ,Zj+2, . . . ,Zk)
+ f(X0, . . . ,Xj−1,Xj2 ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj−1,Zj2 ,Zj+12 ,Zj+2, . . . ,Zk),
f (X0, . . . ,Xk−1, [ Xk1 Z
0 Xk2
])(Z1, . . . ,Zk−1, [ Zk1 Zk2 ])
= row [f(X0, . . . ,Xk−1,Xk1 )(Z1, . . . ,Zk−1,Zk1 ),
k∆f(X0, . . . ,Xk−1,Xk1 ,Xk2 )(Z1, . . . ,Zk−1,Zk1 ,Z)
+ f(X0, . . . ,Xk−1,Xk2 )(Z1, . . . ,Zk−1,Zk2 )] .
In each case j∆f , j = 0, . . . , k, yields an nc function of order k + 1, so that
j∆∶ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc)
→ T k(Ω(0), . . . ,Ω(j−1),Ω(j),Ω(j),Ω(j+1), . . . ,Ω(k);N0,nc, . . . ,Nj,nc,Mj,nc,Nj+1,nc, . . . ,Nk,nc).
This paper considers the process of undoing the operators j∆. When k = 0, this means we
are given a nc function, F , of order 1. It is proved that there exists an nc function, f , of order
0 such that ∆f = F if and only if 0∆F = 1∆F . This is done in the following steps.
First, an order 0 nc function f is defined up to the selection of the value of f at some arbitrary
point Y ∈ Ωs. This definition is inspired by formula (2.19) in [6]: given X ∈ Ωsm,
f(X) = Im ⊗ f(Y ) +∆f(Im ⊗ Y,X)(X − (Im ⊗ Y )).
It is then shown that this will yield an nc function f for which ∆f = F if and only if there
exists a value f(Y ) such that
(0.1) Tf(Y ) − f(Y )T = F (Y,Y )(TY − Y T )
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for all matrices T ∈ Rs×s. Next, we define DY ∶Rs×s → N s×s by DY (S) = F (Y,Y )(SY − Y S),
and show that DY is a Lie-algebra derivation:
DY (S)T − TDY (S) + SDY (T ) −DY (T )S =DY (ST − TS).(0.2)
Let Eij be the matrix with 1 in the i, j position and 0 elsewhere and let Fij ∶= DY (Eij).
Then, for some fixed c ∈ N ,
f(Y ) = s∑
i=1
(EiiFii +Ei1F1iEii) + cIs
is a value for f(Y ) that satisfies equation (0.1), that is, DY is an inner derivation. This is
proven by plugging matrices of the form Ers and Euv into (0.2) for S and T . This gives a large
set of equalities which provide enough information to show that (0.1) holds for all matrices T
of the form Epq. It is then a simple matter to linearly extend this result to show that it holds
for all matrices T .
For higher order nc functions, we turn to undoing the j∆ operators. That is, given k + 1 nc
functions, F0, . . . , Fk, each of order k + 1, it is proved that there exists an nc function, f , of
order k such that j∆f = Fj for 0 ≤ j ≤ k if and only if i∆Fj = j+1∆Fi for 0 ≤ i ≤ j ≤ k.
First, an order k nc function f is defined up to a selection of the value of f at some arbitrary
point (Y 0, . . . , Y k) ∈ Ω(0)s0 ×⋯ ×Ω(k)sk . For Zj ∈ N sj−1mj−1×sjmjj where j = 0, . . . , k, f is defined at
the “amplified” points (Im0 ⊗ Y 0, . . . , Imk ⊗ Y k) as
f(Im0 ⊗ Y 0, . . . , Imk ⊗ Y k)(Z1, . . . ,Zk)
=
⎡⎢⎢⎢⎢⎢⎢⎣
mj∑
ij=1
j=1,...,k−1
f(Y 0, . . . , Y k)(Z1i0,i1, . . . ,Zkik−1,ik)
⎤⎥⎥⎥⎥⎥⎥⎦ i0 = 1, . . . ,m0,
ik = 1, . . . ,mk
.
Then, given Xj ∈ Ω(j)sjmj and Zj ∈ N sj−1mj−1×sjmjj for j = 0, . . . , k,
f(X0, . . . ,Xk)(Z1, . . . ,Zk)
= f(Im0 ⊗ Y 0, . . . , Imk ⊗ Y k)(Z1, . . . ,Zk)
+ k∑
j=0
j∆f(Im0 ⊗ Y 0, . . . , Imj ⊗ Y j ,Xj, . . . ,Xk)(Z1, . . . ,Zj ,Xj − Imj ⊗ Y j,Zj+1, . . . ,Zk).
It is then shown that this yields an nc function f such that j∆f = Fj, j = 0, . . . , k, if and only
if there exists a value f(Y 0, . . . , Y k) which, for appropriately sized matrices T0, . . . , Tk over R,
satisfies
T0f(Y 0, . . . , Y k)(Z1, . . . ,Zk) − f(Y 0, . . . , Y k)(T0Z1,Z2, . . . ,Zk)
= F0(Y 0, Y 0, Y 1, . . . , Y k)(T0Y 0 − Y 0T0,Z1, . . . ,Zk),(0.3)
f(Y 0, . . . , Y k)(Z1, . . . ,Zj−1,ZjTj ,Zj+1, . . . ,Zk)
− f(Y 0, . . . , Y k)(Z1, . . . ,Zj , TjZj+1,Zj+2, . . . ,Zk)
= Fj(Y 0, . . . , Y j−1, Y j , Y j , Y j+1, . . . , Y k)(Z1, . . . ,Zj , TjY j − Y jTj ,Zj+1, . . . ,Zk),
(0.4)
f(Y 0, . . . , Y k)(Z1, . . . ,Zk−1,ZkTk) − f(Y 0, . . . , Y k)(Z1, . . . ,Zk)Tk
= Fk(Y 0, . . . , Y k−1, Y k, Y k)(Z1, . . . ,Zk, TkY k − Y kTk).(0.5)
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We let
jD(S) = (jDY (S)) = Fj(Y 0, . . . , Y j−1, Y j , Y j, Y j+1, . . . , Y k)(SY j − Y jS)
for j = 0, . . . , k; this is viewed as a k-linear function on Z1, . . . ,Zk by setting
Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(SY j − Y jS)(Z1, . . . ,Zk)
= Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(Z1, . . . ,Zj , SY j − Y jS,Zj+1, . . . ,Zk).
It is then shown that for each Fj , j = 0, . . . , k, there exists a value fj(Y 0, . . . , Y k) that satisfies
the corresponding difference formula, (0.3), (0.4), or (0.5), by using
(jD(S))T − T (jD(S)) + S (jD(T )) − (jD(T ))S = jD(ST − TS).(0.6)
Lastly, utilising the fact that i∆Fj = j+1∆Fi, i ≤ j, it is shown that f0(Y 0, . . . , Y k), . . . ,
fk(Y 0, . . . , Y k) can be chosen equal to one another so that we have a single value f(Y 0, . . . , Y k)
with which to define the function.
The following is a brief outline of the paper. Section 1 goes through the details of the
process of defining an antiderivative for a first order nc function. In Section 2, the details for
antidifferentiating sets of higher order nc functions are provided. Finally, Section 3 specializes
the integrability results in the following three important cases:
(a) The modules have the form Rd.
(b) The nc functions being integrated are nc polynomials.
(c) R = C, and the nc functions are analytic.
1. Integrability of First Order NC Functions
The main theorem of this section is the following.
Theorem 1.1. Let Ω ⊆Mnc be a right admissible nc set and let F ∈ T 1(Ω,Ω;Nnc,Mnc). Then
there exists an f ∈ T 0(Ω;Nnc) such that ∆f = F if and only if 0∆F = 1∆F . Furthermore, f
is uniquely defined up to a scalar matrix cI for c ∈ N in the following way: if f˜ is another nc
function such that ∆f˜ = F , then
f˜(X) = f(X) + cI.
To prove this, we first demonstrate the following fact about nc sets.
Lemma 1.2. Let Ω ⊆ Mnc be a right admissible nc set. Let s be an integer such that Ωs is
nonempty. Then
( ∞⊔
m=1
Ωsm)
d.s.e.
= Ωd.s.e..
Proof. It is clear that (⊔∞m=1Ωsm)d.s.e. ⊆ Ωd.s.e.. For the reverse inclusion, let X ∈ Ωd.s.e.; then
X ⊕ Y ∈ Ωt for some Y ∈ Mnc. Let ℓ be the least common multiple of s and t and define
X⊕Y =⊕ℓ/ti=1(X ⊕ Y ) ∈ Ωℓ. Then
X⊕Y = X ⊕ (Y ⊕ ℓ/t−1⊕
i=1
(X ⊕ Y )) ∈ ∞⊔
m=1
Ωsm.
So, by definition, X ∈ (⊔∞m=1Ωsm)d.s.e. . 
The following theorem is the first major step in the proof of our main result.
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Theorem 1.3. Let Ω ⊆ Mnc be a right admissible nc set, let F ∈ T 1(Ω,Ω;Nnc,Mnc), and let
Y ∈ Ωs. If 0∆F = 1∆F and there exists an f0 ∈ N s×s such that
(1.1) F (Y,Y )(SY − Y S) = Sf0 − f0S
for all S ∈ Rs×s, then there exists a unique f ∈ T 0(Ω;Nnc) such that ∆f = F and f(Y ) = f0.
Furthermore, for X ∈ Ωsm,
(1.2) f(X) = Im ⊗ f0 + F (Im ⊗ Y,X)(X − Im ⊗ Y ).
Proof. Suppose that (1.1) holds for some f0 ∈ N s×s. Given R ∈ Rsp×sm, we note that (1.1) can
be generalized using the direct sum property of F to give the following:
F (Ip ⊗ Y, Im ⊗ Y )(R(Im ⊗ Y ) − (Ip ⊗ Y )R) = R(Im ⊗ f0) − (Ip ⊗ f0)R.
Secondly, it will be shown that for X ∈ Ωsm, W ∈ Ωsp, R ∈ Rsp×sm, and for f(X), f(W ) defined
as in (1.2),
(1.3) Rf(X) − f(W )R = F (W,X)(RX −WR).
Indeed, using some of the difference formulas (3.40)–(3.46) from [6], we obtain
Rf(X) − f(W )R = R(Im ⊗ f0) +RF (Im ⊗ Y,X)(X − Im ⊗ Y )
− (Ip ⊗ f0)R −F (Ip ⊗ Y,W )(W − Ip ⊗ Y )R
= R(Im ⊗ f0) − (Ip ⊗ f0)R
+RF (Im ⊗ Y,X)(X − Im ⊗ Y ) − F (Ip ⊗ Y,W )(W − Ip ⊗ Y )R
= F (Ip ⊗ Y, Im ⊗ Y )(R(Im ⊗ Y ) − (Ip ⊗ Y )R)
+ F (W,X)((RX −R(Im ⊗ Y )) + 0∆F (W,Im ⊗ Y,X)(R(Im ⊗ Y ) −WR,X − Im ⊗ Y )
−F (Ip ⊗ Y, Im ⊗ Y )(WR − (Ip ⊗ Y )R) + 1∆F (Ip ⊗ Y,W, Im ⊗ Y )(W − Ip ⊗ Y,R(Im ⊗ Y )−WR)
= F (Ip⊗Y, Im ⊗Y )(R(Im ⊗Y )−WR)+ 1∆F (Ip⊗Y,W, Im ⊗Y )(W − Ip⊗Y,R(Im ⊗Y )−WR)
+ 0∆F (W,Im ⊗ Y,X)(R(Im ⊗ Y ) −WR,X − Im ⊗ Y ) + F (W,X)((RX −R(Im ⊗ Y ))
= F (Ip⊗Y, Im ⊗Y )(R(Im ⊗Y )−WR)+ 0∆F (Ip⊗Y,W, Im ⊗Y )(W − Ip⊗Y,R(Im ⊗Y )−WR)
+ 1∆F (W,Im ⊗ Y,X)(R(Im ⊗ Y ) −WR,X − Im ⊗ Y ) + F (W,X)(RX −R(Im ⊗ Y ))
= F (W,Im ⊗ Y )(R(Im ⊗ Y ) −WR) + 1∆F (W,Im ⊗ Y,X)(R(Im ⊗ Y ) −WR,X − Im ⊗ Y )
+ F (W,X)(RX −R(Im ⊗ Y ))
= F (W,X)(R(Im ⊗ Y ) −WR) + F (W,X)((RX −R(Im ⊗ Y ))
= F (W,X)(RX −WR).
With this equality, it is clear now that f , as defined in (1.2), is an nc function on Ω′ = ⊔∞m=1Ωsm
satisfying f(Y ) = f0.
By Proposition 9.2 in [6] and Lemma 1.2, it follows that f can be uniquely extended to an
nc function on Ωd.s.e.. Thus, it is clear that the restriction of f to Ω will also be an nc function.
Next, to see that ∆f = F on Ω′, it will be shown that for U ∈ Ωsn, V ∈ Ωsq,Z ∈ Rsn×sq,
∆f(U,V )(Z) = F (U,V )(Z).
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Let W = [ U Z
0 V
] ∈ Ωsp where p = n + q. Let S ∈ Rsp×sp have the form S = [ Isn 00 0 ] . Thus
Sf(W )−f(Ip ⊗ Y )S
= [ Isn 0
0 0
] [ f(U) ∆f(U,V )(Z)
0 f(V ) ] − [ In ⊗ f(Y ) 00 Iq ⊗ f(Y ) ] [
Isn 0
0 0
]
= [ f(U) − In ⊗ f(Y ) ∆f(U,V )(Z)
0 0
] .
At the same time,
SW − (Ip ⊗ Y )S = [ Isn 00 0 ] [ U Z0 V ] − [ In ⊗ Y 00 Iq ⊗ Y ] [
Isn 0
0 0
]
= [ U − In ⊗ Y Z
0 0
] .
As was proven above, Sf(W ) − f(Ip ⊗ Y )S = F (Ip ⊗ Y,W )(SW − (Ip ⊗ Y )S). Hence,
[ f(U) − In ⊗ f(Y ) ∆f(U,V )(Z)
0 0
] = F (Ip ⊗ Y, [ U Z0 V ])([ U − In ⊗ Y Z0 0 ]) .
Focusing only on the upper right hand entries gives us the following,
∆f(U,V )(Z) = 1∆F (In ⊗ Y,U,V )(U − In ⊗ Y,Z) + F (In ⊗ Y,V )(Z)
∆f(U,V )(Z) = F (U,V )(Z),
where the final step used the difference formula, equation (3.45) in [6], and the fact that
0∆F = 1∆F . Hence, ∆f(U,V )(Z) = F (U,V )(Z) as desired.
Now the functions f and F both have unique extensions to the set Ωd.s.e. by [6, Propositions
9.2, 9.3]. Suppose by contradiction that for some U ∈ Ωr, V ∈ Ωt and Z ∈ Rr×t, ∆f(U,V )(Z) ≠
F (U,V )(Z). For some integers p and q, U ′ = Ip ⊗ U and V ′ = Iq ⊗ V are in Ω′. Given E as a
p × q matrix of all ones, we would have that
∆f(U ′, V ′)(E ⊗Z) ≠ F (U ′, V ′)(E ⊗Z).
But this is not the case. Hence ∆f = F on the entire set Ωd.s.e.. Thus, the result clearly holds
on the smaller set Ω.
Finally, uniqueness of the nc function f with the desired properties is a consequence of the
fact that f must satisfy (1.2). 
To prove Theorem 1.1 it needs to be shown that a matrix f0 will always exist. To do this
some additional definitions and facts are needed.
Definition (a) Let Eαβ be the matrix with a 1 in position α,β and zeros elsewhere.
(b) Given a matrix Eαβ and a function F ∈ T 1(Ω,Ω;Nnc,Mnc), let
Fαβ(Y ) = F (Y,Y )(EαβY − Y Eαβ).
If the Y is understood, this may be shortened to Fαβ .
(c) A derivation of an algebra A is a linear map, D∶A→N , from A into a bimodule N overA that respects the Leibniz rule. That is, given S,T ∈ A,
SD(T ) +D(S)T =D(ST ).
8 DMITRY KALIUZHNYI-VERBOVETSKYI, LEONARD STEVENSON, AND VICTOR VINNIKOV
(d) A derivation of a Lie algebra A is a linear map, D∶A → N , from A into a bimodule N
over A that respects the Leibniz rule. That is, given S,T ∈ A,
[S,D(T )] + [D(S), T ] = D([S,T ]).
(e) A derivation of a Lie algebra A is called inner if there exists an N ∈ N such that, for all
S ∈ A,
D(S) = [S,N].
Clearly, an algebra A gives rise to a Lie algebra (A, [⋅, ⋅]) with the Lie bracket defined by[S,T ] = ST − TS, and a derivation D∶A→ N is also a Lie-algebra derivation.
It turns out that we can restate some of our assumptions in terms of derivations to simplify
the proof of the main theorem.
Proposition 1.4. Let Ω ⊆ Mnc be a right admissible nc set, let F ∈ T 1(Ω,Ω;Nnc,Mnc), let
Y ∈ Ωs, and suppose that
0∆F (Y,Y,Y ) = 1∆F (Y,Y,Y ).
Then the map
DY ∶ Rs×s →N s×s,
DY (S) = F (Y,Y )(SY − Y S)
is a derivation of the algebra Rs×s with values in the bimodule N s×s, and hence a Lie-algebra
derivation.
Proof. It needs to be shown that
SDY (T ) +DY (S)T =DY (ST ).
This is done as follows.
SDY (T ) +DY (S)T = SF (Y,Y )(TY − Y T ) + F (Y,Y )(SY − Y S)T
= (SF (Y,Y )(TY − Y T ) − F (Y,Y )(S(TY − Y T )))
− (F (Y,Y )((SY − Y S)T ) − F (Y,Y )(SY − Y S)T) +F (Y,Y )(STY − Y ST )
= 0∆F (Y,Y,Y )(SY −Y S,TY −Y T )−1∆F (Y,Y,Y )(SY −Y S,TY −Y T )+F (Y,Y )(STY −UST )
= F (Y,Y )(STY − Y ST ) =DY (ST ).

The following is a general result about derivations of Lie algebras.
Theorem 1.5. Let D∶Rs×s → N s×s be a Lie algebra derivation and let Dij = D(Eij). Then
Diikk = Diiℓℓ for all i, k, ℓ = 1, . . . , s. Further, D is inner, i.e. D(S) = SN −NS for some N ∈ N s×s,
if and only if Diikk = 0 for all i, k = 1, . . . , s, and then
(1.4) N = n∑
i=1
(EiiDii +Ei1D1iEii) + cIs
for some c ∈ N .
We will need the following lemma that gives the property of derivations of the Lie algebraRs×s in terms of the basis elements.
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Lemma 1.6. Let D∶Rs×s →N s×s be a Lie algebra derivation as in the formulation of Theorem
1.5. Then
ErsD
uv −DuvErs +DrsEuv −EuvDrs =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 r ≠ v s ≠ u
Drv r ≠ v s = u−Dus r = v s ≠ u
Drv −Dus r = v s = u
.(1.5)
Proof. Writing the defining property of the derivation D with S = Ers and T = Euv, we obtain
ErsD
uv −DuvErs +DrsEuv −EuvDrs = D(ErsEuv −EuvErs),
and (1.5) easily follows. 
Proof of Theorem 1.5. Using the defining property of Lie algebra derivations and assuming that
i ≠ j, we have
EjiD(Eii) −D(Eii)Eji +D(Eji)Eii −EiiD(Eji) =D(EjiEii −EiiEji),
EjiD
ii −DiiEji +DjiEii −EiiDji =Dji.
Writing out the j, i entry of these matrices gives
Diiii −Diijj +Djiji − 0 =Djiji,
Diiii −Diijj = 0,
Diiii =Diijj.
Since i, j are arbitrary and not equal, we find that Diikk =Diiℓℓ for all i, k, ℓ = 1, . . . , s as desired.
For the second statement, let us first assume that D is inner. In this case D(S) = SN −NS
for some N ∈ N s×s, for all S ∈ Rs×s. Thus,
Diikk = EkkD(Eii)Ekk = Ekk(EiiN −NEii)Ekk
= { 0 − 0, k ≠ i,
Nii −Nii, k = i,
= 0.
To determine the form of N , we let S = Eij . Then
Dij = EijN −NEij
=
⎡⎢⎢⎢⎢⎢⎣
Nj1 ⋯ Njs
⎤⎥⎥⎥⎥⎥⎦
−
⎡⎢⎢⎢⎢⎢⎣
N1i⋮
Nsi
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
N1i⋮
Nj1 ⋯ Nii −Njj ⋯ Njs⋮
Nsi
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where the last matrix has all entries that are not in the i-th row or j-th column equal to 0. Hence
EiiDii gives the values for row i of N except at position i where it gives 0. Further, it gives
these values in row i. Thus, summing over i gives all nondiagonal entries for N . Furthermore,
Ei1D
1iEii gives the value Nii −N11 for all i and its puts it in position i, i. Thus, (1.4) holds
with c = N11.
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Conversely, let Diikk = 0 for all i, k = 1, . . . , s, and let N be given by (1.4). Then
EpqN −NEpq
= Epq ( n∑
i=1
EiiD
ii +Ei1D1iEii + cIs) − ( n∑
i=1
EiiD
ii +Ei1D1iEii + cIs)Epq
= EpqEqqDqq +EpqEq1D1qEqq + cEpq − ( n∑
i=1
EiiD
iiEpq) −Ep1D1pEppEpq − cEpq
= EpqDqq +Ep1D1qEqq − ( n∑
i=1
EiiD
iiEpq) −Ep1D1pEpq.
Notice that if p = q then we obtain
EppN −NEpp = EppDpp − ( n∑
i=1
EiiD
iiEpp) .
To complete the proof, it needs to be shown that the right-hand side (denoted by X now) is
equal to Dpq. Observe that various summands give us information about the rows or columns of
Dii, D1p, and D1q. Note that EpqDqq tells us about row p of X , −( n∑
i=1
EiiD
iiEpq) tells us about
column q of X , and finally that Ep1D1qEqq −Ep1D1pEpq tells us about entry p, q of X . Thus,
we will look at the equations for row p except where row p intersects column q; at column q
except where it intersects row p; at the intersection point p, q. It must be shown that all other
entries of the matrix Dpq are 0. Thus, for X to be equal to Dpq, the following equalities must
hold.
(a) Dqqqm =Dpqpm where m ≠ q.
(b) −Dℓℓℓp = Dpqℓq where ℓ ≠ p.
(c) Dqqqq +D1q1q −Dpppp −D1p1p = Dpqpq .
(d) 0 =Dpqℓm where ℓ ≠ p and m ≠ q.
In the special case where p = q, the equalities become
(a) Dpppm = Dpppm where m ≠ p.
(b) −Dℓℓℓp = Dppℓp where ℓ ≠ p.
(c) 0 =Dpppp.
(d) 0 =Dppℓm where ℓ,m ≠ p.
We first prove these four equalities for the case where p ≠ q.
(a) In (1.5), let r = p and s = u = v = q, and look at entry p,m. Then, when m ≠ q, we obtain
Dqqqm =Dpqpm.
(b) We prove the equality in two steps. The first when ℓ ≠ q and the second when ℓ = q.
When ℓ ≠ q, apply (1.5) with r = s = ℓ, u = p, and v = q. Entry ℓ, q tells us that
D
pq
ℓq +Dℓℓℓp = 0,
which implies the desired equality. If ℓ = q, apply (1.5) with r = s = p and u = v = q.
Entry ℓ, p tells us that
−Dqqqp −Dppqp = 0 Ô⇒ −Dqqqp = Dppqp .
Then apply (1.5) with r = u = v = p and s = q. Entry q, q tells us that
−Dppqp = −Dpqqq Ô⇒ Dpqqq = Dppqp.
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Thus, −Dqqqp = Dpqqq .
(c) The equality will be handled in three steps. In the first, p, q ≠ 1. In the second, p = 1
and in the third q = 1. Since p ≠ q this will cover all cases. Notice that in all these cases,
D
qq
qq −Dpppp = 0 since we are assuming that diagonal entries are 0.
(i) When p, q ≠ 1, apply (1.5) with r = v = p, s = q and u = 1. Then entry 1, q tells us
that −D1p1p −Dpqpq = −D1q1q Ô⇒ D1q1q −D1p1p =Dpqpq .
(ii) If q = 1, apply (1.5) with r = v = p, s = u = 1. Then entry p, p tells us that
D
1p
1p +Dp1p1 =Dpppp −D11pp Ô⇒ D1111 −D1p1p = Dp1p1.
(iii) Finally, if p = 1, we have
D
1q
1q −D1111 =D1q1q .
This is immediate since D1111 = 0.
(d) The equality will be handled in three steps.
(i) First, apply (1.5) with r = p and s = u = v = q. Then entry ℓ,m where ℓ ≠ p, q and
m ≠ q tells us that
0 =Dpqℓm.
(ii) Second, apply (1.5) with r = u = v = p and s = q. Then entry ℓ,m where ℓ = q and
m ≠ p, q tells us that −Dpqqm =Dpqqm.
Hence, Dpqqm = 0.
(iii) Finally, apply (1.5) with r = u = p, s = q and v ≠ p, q. Then entry q, v tells us that
Dpqqp = 0.
Now we consider the case p = q.
(a) The equality is immediate.
(b) Apply (1.5) with r = s = p and ℓ = u = v. Then entry ℓ, p tells us, for ℓ ≠ p, that
−Dℓℓℓp −Dppℓp = 0.
Hence −Dℓℓℓp = Dppℓp .
(c) This holds since we are assuming that diagonal elements are 0.
(d) Finally, apply (1.5) with s = ℓ, u = v = p and r ≠ p, ℓ. Then entry r,m tells us, for
ℓ ≠m,p, m ≠ p, that
D
pp
ℓm = 0.
If ℓ =m, we have
Dppmm = 0
by assumption.
Thus, we have shown that D is an inner derivation. 
We will need the following two propositions.
Proposition 1.7. Let Ω(0) ⊆ M0,nc, . . . , Ω(k) ⊆ Mk,nc be right admissible nc sets, and let
g ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc). Then, for every i, j such that 0 ≤ i ≤ j ≤ k,
(1.6) j+1∆ i∆g = i∆ j∆g.
12 DMITRY KALIUZHNYI-VERBOVETSKYI, LEONARD STEVENSON, AND VICTOR VINNIKOV
Notice that, in the special case i = j = k = 0, (1.6) becomes 1∆∆g = 0∆∆g, which proves the
“only if” part of Theorem 1.1.
Proof of Proposition 1.7. We will first present the proof for i = j = k. For any matrices X0 ∈
Ω
(0)
n0 , . . . , X
k ∈ Ω(k)nk , Xk+1 ∈ Ω(k)nk+1 , Xk+2 ∈ Ω(k)nk+2 , Z1 ∈ N n0×n11 , . . . , Zk ∈ N nk−1×nkk , Zk+1 ∈Mnk×nk+1k , Zk+2 ∈ Mnk+1×nk+2k , we have
k+1∆ k∆g(X0, . . . ,Xk+2)(Z1, . . . ,Zk+2)
= k∆g (X0, . . . ,Xk, [Xk+1 Zk+20 Xk+2]) (Z1, . . . ,Zk, [Zk+1 0]) [ 0Ink+2]
= g⎛⎜⎝X
0, . . . ,Xk−1,
⎡⎢⎢⎢⎢⎢⎣
Xk Zk+1 0
0 Xk+1 Zk+2
0 0 Xk+2
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎠(Z
1, . . . ,Zk−1, [Zk 0 0])
⎡⎢⎢⎢⎢⎢⎣
0
0
Ink+2
⎤⎥⎥⎥⎥⎥⎦
.
On the other hand,
k∆ k∆g(X0, . . . ,Xk+2)(Z1, . . . ,Zk+2)
= k∆g (X0, . . . ,Xk−1, [Xk Zk+10 Xk+1] ,Xk+2)(Z1, . . . ,Zk−1, [Zk 0] , [ 0Zk+2])
= g⎛⎜⎝X
0, . . . ,Xk−1,
⎡⎢⎢⎢⎢⎢⎣
Xk Zk+1 0
0 Xk+1 Zk+2
0 0 Xk+2
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎠(Z
1, . . . ,Zk−1, [Zk 0 0])
⎡⎢⎢⎢⎢⎢⎣
0
0
Ink+2
⎤⎥⎥⎥⎥⎥⎦
,
which yields (1.6) in the case i = j = k. In the cases i = j < k, the identity (1.6) is proved
similarly.
Next we prove (1.6) for i = 0, j = k. For any matrices X0 ∈ Ω(0)n0 , X1 ∈ Ω(0)n1 , X2 ∈ Ω(1)n2
. . . , Xk ∈ Ω(k−1)nk , Xk+1 ∈ Ω(k)nk+1 , Xk+2 ∈ Ω(k)nk+2 , Z1 ∈ Mn0×n10 , Z2 ∈ N n1×n21 . . . , Zk ∈ N nk−1×nkk−1 ,
Zk+1 ∈ N nk×nk+1k , Zk+2 ∈ Mnk+1×nk+2k , we have
k+1∆ 0∆g(X0, . . . ,Xk+2)(Z1, . . . ,Zk+2)
= 0∆g (X0, . . . ,Xk, [Xk+1 Zk+20 Xk+2]) (Z1, . . . ,Zk, [Zk+1 0]) [ 0Ink+2]
= [In0 0] g ([X0 Z10 X1] ,X2, . . . ,Xk, [X
k+1 Zk+2
0 Xk+2
])([ 0
Z2
] ,Z3, . . . ,Zk, [Zk+1 0]) [ 0
Ink+2
] .
On the other hand,
0∆ k∆g(X0, . . . ,Xk+2)(Z1, . . . ,Zk+2)
= [In0 0] k∆g ([X0 Z10 X1] ,X2, . . . ,Xk+2)([ 0Z2] ,Z3, . . . ,Zk+2)
= [In0 0] g ([X0 Z10 X1] ,X2, . . . ,Xk, [X
k+1 Zk+2
0 Xk+2
])([ 0
Z2
] ,Z3, . . . ,Zk, [Zk+1 0]) [ 0
Ink+2
] ,
which yields (1.6) in the case i = 0, j = k.
In the other cases where i < j, the identity (1.6) is proved similarly. 
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Proposition 1.8. Let Ω ⊆ Mnc be a right admissible nc set, F ∈ T 1(Ω,Ω;Nnc,Mnc), and
Y ∈ Ωs. Suppose
0∆F (Y,Y,Y ) = 1∆F (Y,Y,Y ).
Let A,B,C ∈ Rs×s such that
AB = λA and BC = λC for some λ ∈ R.
Then
AF (Y,Y )(BY − Y B)C = 0.
In particular, if A = B = C = P and P 2 = P , then
PF (Y,Y )(PY − Y P )P = 0.
Proof.
AF (Y,Y )(BY − Y B)C
= F (Y,Y )(ABY −AY B)C + 0∆F (Y,Y,Y )(AY − Y A,BY − Y B)C
= F (Y,Y )(ABY C −AY BC) − 1∆F (Y,Y,Y )(ABY −AY B,CY − Y C)
+ 0∆F (Y,Y,Y )(AY − Y A,BY C − Y BC)
− 2∆ 0∆F (Y,Y,Y,Y )(AY − Y A,BY − Y B,CY − Y C)
= F (Y,Y )(λAY C − λAY C) − 1∆F (Y,Y,Y )(λAY −AY B,CY − Y C)
+ 0∆F (Y,Y,Y )(AY − Y A,BY C − λY C)
− 2∆ 0∆F (Y,Y,Y,Y )(AY − Y A,BY − Y B,CY − Y C)
= −1∆F (Y,Y,Y )(λY A −AY B,CY − Y C) − λ 1∆F (Y,Y,Y )(AY − Y A,CY − Y C)
+ λ 0∆F (Y,Y,Y )(AY − Y A,CY − Y C) + 0∆F (Y,Y,Y )(AY − Y A,BY C − λCY )
− 2∆0∆F (Y,Y,Y,Y )(AY − Y A,BY − Y B,CY − Y C)
= −1∆F (Y,Y,Y )(Y AB −AY B,CY − Y C) + 0∆F (Y,Y,Y )(AY − Y A,BY C −BCY )
− 2∆0∆F (Y,Y,Y,Y )(AY − Y A,BY − Y B,CY − Y C)
= 0∆F (Y,Y,Y )((AY − Y A)B,CY − Y C) − 0∆F (Y,Y,Y )(AY − Y A,B(CY − Y C))
− 2∆0∆F (Y,Y,Y,Y )(AY − Y A,BY − Y B,CY − Y C)
= 1∆0∆F (Y,Y,Y,Y )(AY − Y A,BY − Y B,CY − Y C)
− 2∆0∆F (Y,Y,Y,Y )(AY − Y A,BY − Y B,CY − Y C)
= 1∆1∆F (Y,Y,Y,Y )(AY − Y A,BY − Y B,CY − Y C)
− 2∆1∆F (Y,Y,Y,Y )(AY − Y A,BY − Y B,CY − Y C)
= 0,
where the last equality follows from Proposition 1.7. 
Corollary 1.9. Let Ω ⊆ Mnc be a right admissible nc set, let F ∈ T 1(Ω,Ω;Nnc,Mnc) and let
Y ∈ Ωs. Then DY is an inner derivation.
Proof. It only needs to be shown that (DY )iikk = 0 for all i, k = 1, . . . , s, and then Proposition 1.4
and Theorem 1.5 yield the result. It follows from Proposition 1.8 with P = Eii that (DY )iiii = 0.
The first statement of Theorem 1.5 then shows that (DY )iikk = 0 for all i, k = 1, . . . , s. 
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We note that the derivation D in Theorem 1.5 is automatically inner and thus Corollary 1.9
easily follows in the case where R = k is a field of characteristic 0 and N is a finite-dimensional
vector space over k by the Zassenhaus theorem (see, e.g., [5, Theorem 6]).
We are now in a position to finish the proof of the main theorem.
Proof of Theorem 1.1. First note that if there exists an f ∈ T 0(Ω;N ) such that ∆f = F , then
Theorem 3.24 in [6] shows that 0∆F = 1∆F . As we have mentioned earlier, this is also a special
case, k = 0, of Proposition 1.7. For the converse, Corollary 1.9 shows that DY is inner, so that
for any fixed Y there exists an f0 such that (1.1) holds for all S ∈ Rs×s. Moreover, it follows
from Theorem 1.5 with D = DY , that f0 = N where N is defined by (1.4). This satisfies the
requirements of Theorem 1.3 which then guarantees the existence of a function f ∈ T 0(Ω;Nnc)
such that ∆f = F . Thus, the proof is complete. 
2. Integrability of Higher Order NC Functions
The main result of this section is the following theorem extending Theorem 1.1 to higher
order nc functions.
Theorem 2.1. Let Ω(0), . . . ,Ω(k) be right admissible nc sets. For j = 0, . . . , k, let
Fj ∈ T k+1(Ω(0), . . . ,Ω(j−1),Ω(j),Ω(j),Ω(j+1), . . . ,Ω(k);N0,nc, . . . ,Nj,nc,Mj,nc,Nj+1,nc, . . . ,Nk,nc).
Then there exists an f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc) such that
j∆f = Fj , j = 0, . . . , k,
if and only if
i∆Fj = j+1∆Fi, 0 ≤ i ≤ j ≤ k.
Further, f is uniquely determined up to a k-linear mapping c∶N1 ×⋯×Nk → N0. Thus, if f˜ is
another antiderivative, then
f˜(X0, . . . ,Xk)(Z1, . . . ,Zk) = f(X0, . . . ,Xk)(Z1, . . . ,Zk) +C(Z1, . . . ,Zk),
where, for Xj ∈ Ω(j)nj and Zj ∈ N nj−1×njj , one has
(2.1) C(Z1, . . . ,Zk) =
⎡⎢⎢⎢⎢⎢⎢⎣
nj∑
αj=1
j=1,...,k−1
c(Z1α0,α1, . . . ,Zkαk−1,αk)
⎤⎥⎥⎥⎥⎥⎥⎦ α0 = 1, . . . , n0,
αk = 1, . . . , nk
.
We first extend Lemma 1.2 to Cartesian products of nc sets.
Lemma 2.2. Let Ω(j) ⊆ Mj,nc be right admissible nc sets for j = 0, . . . , k. Let s0, . . . , sk be
integers such that Ω
(0)
s0 , . . . ,Ω
(j)
sk are nonempty. Then
( ∞⊔
m0=1
Ω
(0)
s0m0)
d.s.e.
×⋯× ( ∞⊔
mk=1
Ω
(k)
skmk)
d.s.e.
= Ω(0)
d.s.e ×⋯×Ω(k)d.s.e.
Proof. By Lemma 1.2, corresponding elements of the direct products are equal. Hence, both
quantities are necessarily equal. 
The following theorem generalizes Theorem 1.3 to higher order nc functions.
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Theorem 2.3. Let Ω(j) ⊆Mj,nc be right admissible nc sets, let Y j ∈ Ω(j)sj , and let
Fj ∈ T k+1(Ω(0), . . . ,Ω(j−1),Ω(j),Ω(j),Ω(j+1), . . . ,Ω(k);N0,nc, . . . ,Nj,nc,Mj,nc,Nj+1,nc, . . . ,Nk,nc)
satisfy i∆Fj = j+1∆Fi for 0 ≤ i ≤ j ≤ k. Suppose there exists
g ∈ homR(N s0×s11 ⊗⋯⊗N sk−1×skk ,N s0×sk0 )
such that
F0(Y 0, Y 0, Y 1, . . . , Y k)(R0Y 0 − Y 0R0,Z1, . . . ,Zk)
= R0g(Z1, . . . ,Zk) − g(R0Z1,Z2, . . . ,Zk), R0 ∈ Rs0×s0,(2.2)
Fj(Y 0, . . . , Y j−1, Y j , Y j , Y j+1, . . . , Y k)(Z1, . . . ,Zj ,RjY j − Y jRj ,Zj+1, . . . ,Zk)
= g(Z1, . . . ,Zj−1,ZjRj ,Zj+1, . . . ,Zk) − g(Z1, . . . ,Zj−1,Zj ,RjZj+1, . . . ,Zk), Rj ∈ Rsj×sj ,
(2.3)
for all j = 1, . . . , k − 1, and
Fk(Y 0, . . . , Y j−1, Y k, Y k)(Z1, . . . ,Zk,RkY k − Y kRk)
= g(Z1, . . . ,Zk−1,ZkRk) − g(Z1, . . . ,Zk−1,Zk)Rk, Rk ∈ Rsk×sk .(2.4)
Then there exists f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc) such that j∆f = Fj, j = 0, . . . , k. Fur-
thermore, for Xj ∈ Ω(j)sjmj , j = 0, . . . , k, one has
(2.5) f(X0, . . . ,Xk)(Z1, . . . ,Zk) = G(Z1, . . . ,Zk)
+ k∑
j=0
Fj(Im0 ⊗ Y 0, . . . , Imj ⊗ Y j,Xj , . . . ,Xk)(Z1, . . . ,Zj ,Xj − Imj ⊗ Y j ,Zj+1, . . . ,Zk),
where
G(Z1, . . . ,Zk) =
⎡⎢⎢⎢⎢⎢⎢⎣
mj∑
ij=1
j=1,...,k−1
g(Z1i0,i1, . . . ,Zkik−1,ik)
⎤⎥⎥⎥⎥⎥⎥⎦ i0 = 1, . . . ,m0,
ik = 1, . . . ,mk
.
Proof. First, note that formulas (2.2)–(2.4) can be modifed by the direct sum rule using Rj ∈Rsjpj×sjmj for j = 1, . . . , k to give the following:
F0(Ip0 ⊗ Y 0, Im0 ⊗ Y 0, Im1 ⊗ Y 1, . . . , Imk ⊗ Y k)(R0(Im0 ⊗ Y 0) − (Ip0 ⊗ Y 0)R0,Z1, . . . ,Zk)
= R0G(Z1, . . . ,Zk) −G(R0Z1,Z2, . . . ,Zk),
Fj(Im0 ⊗ Y 0, . . . , Imj−1 ⊗ Y j−1, Ipj ⊗ Y j, Imj ⊗ Y j , . . . , Imk ⊗ Y k)
(Z1, . . . ,Zj ,Rj(Imj ⊗ Y j) − (Ipj ⊗ Y j)Rj ,Zj+1, . . . ,Zk)
= G(Z1, . . . ,Zj−1,ZjRj ,Zj+1, . . . ,Zk) −G(Z1, . . . ,Zj,RjZj+1,Zj+2, . . . ,Zk), j = 1, . . . , k − 1,
Fk(Im0 ⊗ Y 0, . . . , Imk−1 ⊗ Y k−1, Ipk ⊗ Y k, Imk ⊗ Y k)(Z1, . . . ,Zk,Rk(Imk ⊗ Y k) − (Ipk ⊗ Y k)Rk)
= G(Z1, . . . ,Zk−1,ZkRk) −G(Z1, . . . ,Zk)Rk.
Next, it will be shown that, for Xj ∈ Ω(j)smj , W j ∈ Ω(j)spj , Rj ∈ Rsjpj×sjmj , and for f(X), f(W )
defined as in (2.5),
R0f(X0, . . . ,Xk)(Z1R1, . . . ,ZkRk) − f(W 0, . . . ,W k)(R0Z1, . . . ,Rk−1Zk)Rk
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= k∑
i=0
Fi(W 0, . . . ,W i,X i, . . . ,Xk)(Z1, . . . ,Z i,RiX i −W iRi,Z i+1, . . . ,Zk).
Indeed, using the difference formulas (3.40)–(3.46) from [6], we obtain
R0f(X0, . . . ,Xk)(Z1R1, . . . ,ZkRk) − f(W 0, . . . ,W k)(R0Z1, . . . ,Rk−1Zk)Rk
= R0G(Z1R1, . . . ,ZkRk)
+R0 k∑
j=0
Fj(Im0 ⊗ Y 0, . . . , Imj ⊗ Y j,Xj , . . . ,Xk)
(Z1R1, . . . ,ZjRj ,Xj − Imj ⊗ Y j ,Zj+1Rj+1, . . . ,ZkRk)
−G(R0Z1, . . . ,Rk−1Zk)Rk
− k∑
j=0
Fj(Ip0 ⊗ Y 0, . . . , Ipj ⊗ Y j,W j , . . . ,W k)
(R0Z1, . . . ,Rj−1Zj ,W j − Ipj ⊗ Y j,RjZj+1, . . . ,Rk−1Zk)Rk
= R0G(Z1R1, . . . ,ZkRk) −G(R0Z1, . . . ,Rk−1Zk)Rk
+ k∑
j=0
R0Fj(Im0 ⊗ Y 0, . . . , Imj ⊗ Y j,Xj , . . . ,Xk)
(Z1R1, . . . ,ZjRj ,Xj − Imj ⊗ Y j ,Zj+1Rj+1, . . . ,ZkRk)
− k∑
j=0
Fj(Ip0 ⊗ Y 0, . . . , Ipj ⊗ Y j ,W j , . . . ,W k)
(R0Z1, . . . ,Rj−1Zj ,W j − Ipj ⊗ Y j,RjZj+1, . . . ,Rk−1Zk)Rk
= k∑
j=0
Fj(Ip0 ⊗ Y 0, . . . , Ipj ⊗ Y j, Imj ⊗ Y j , . . . , Imk ⊗ Y k)
(R0Z1, . . . ,Rj−1Zj,Rj(Imj ⊗ Y j) − (Ipj ⊗ Y j)Rj ,Zj+1Rj+1, . . . ,ZkRk)
+ k∑
j=0
Fj(W 0, . . . ,W j ,Xj, . . . ,Xk)
(R0Z1, . . . ,Rj−1Zj ,RjXj −Rj(Imj ⊗ Y j),Zj+1Rj+1, . . . ,ZkRk)
+ k∑
j=0
j∑
i=0
i∆Fj(W 0, . . . ,W i, Imi ⊗ Y i, . . . , Imj ⊗ Y j,Xj , . . . ,Xk)
(R0Z1, . . . ,Ri−1Z i,Ri(Imi ⊗ Y i) −W iRi,Z i+1Ri+1, . . . ,ZjRj ,Xj − Imj ⊗ Y j,Zj+1Rj+1, . . . ,ZkRk)
− k∑
j=0
Fj(Ip0 ⊗ Y 0, . . . , Ipj ⊗ Y j , Imj ⊗ Y j, . . . , Imk ⊗ Y k)
(R0Z1, . . . ,Rj−1Zj,W jRj − (Ipj ⊗ Y j)Rj ,Zj+1Rj+1, . . . ,ZkRk)
+ k∑
j=0
k∑
i=j
i+1∆Fj(Ip0 ⊗ Y 0, . . . , Ipj ⊗ Y j,W j , . . . ,W i, Imi ⊗ Y i, . . . , Imk ⊗ Y k)
(R0Z1, . . . ,Rj−1Zj ,W j − Ipj ⊗ Y j,RjZj+1, . . . ,Ri−1Z i,Ri(Imi ⊗ Y i) −W iRi,Z i+1Ri+1, . . . ,ZkRk)
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= k∑
j=0
Fj(Ip0 ⊗ Y 0, . . . , Ipj ⊗ Y j, Imj ⊗ Y j , . . . , Imk ⊗ Y k)
(R0Z1, . . . ,Rj−1Zj,Rj(Imj ⊗ Y j) −W jRj ,Zj+1Rj+1, . . . ,ZkRk)
+ k∑
j=0
k∑
i=j
i+1∆Fj(Ip0 ⊗ Y 0, . . . , Ipj ⊗ Y j,W j , . . . ,W i, Imi ⊗ Y i, . . . , Imk ⊗ Y k)
(R0Z1, . . . ,Rj−1Zj ,W j − Ipj ⊗ Y j,RjZj+1, . . . ,Ri−1Z i,Ri(Imi ⊗ Y i) −W iRi,Z i+1Ri+1, . . . ,ZkRk)
+ k∑
j=0
j∑
i=0
i∆Fj(W 0, . . . ,W i, Imi ⊗ Y i, . . . , Imj ⊗ Y j,Xj , . . . ,Xk)
(R0Z1, . . . ,Ri−1Z i,Ri(Imi ⊗ Y i) −W iRi,Z i+1Ri+1, . . . ,ZjRj ,Xj − Imj ⊗ Y j,Zj+1Rj+1, . . . ,ZkRk)
+ k∑
j=0
Fj(W 0, . . . ,W j ,Xj, . . . ,Xk)
(R0Z1, . . . ,Rj−1Zj ,RjXj −Rj(Imj ⊗ Y j),Zj+1Rj+1, . . . ,ZkRk)
= k∑
i=0
Fi(Ip0 ⊗ Y 0, . . . , Ipi ⊗ Y i, Imi ⊗ Y i, . . . , Imk ⊗ Y k)
(R0Z1, . . . ,Ri−1Z i,Ri(Imi ⊗ Y i) −W iRi,Z i+1Ri+1, . . . ,ZkRk)
+ k∑
i=0
i∑
j=0
j∆Fi(Ip0 ⊗ Y 0, . . . , Ipj ⊗ Y j ,W j, . . . ,W i, Imi ⊗ Y i, . . . , Imk ⊗ Y k)
(R0Z1, . . . ,Rj−1Zj ,W j − Ipj ⊗ Y j,RjZj+1, . . . ,Ri−1Z i,Ri(Imi ⊗ Y i) −W iRi,Z i+1Ri+1, . . . ,ZkRk)
+ k∑
i=0
k∑
j=i
j+1∆Fi(W 0, . . . ,W i, Imi ⊗ Y i, . . . , Imj ⊗ Y j,Xj , . . . ,Xk)
(R0Z1, . . . ,Ri−1Z i,Ri(Imi ⊗ Y i) −W iRi,Z i+1Ri+1, . . . ,ZjRj ,Xj − Imj ⊗ Y j,Zj+1Rj+1, . . . ,ZkRk)
+ k∑
i=0
Fi(W 0, . . . ,W i,X i, . . . ,Xk)(R0Z1, . . . ,Ri−1Z i,RiX i −Ri(Imi ⊗ Y i),Z i+1Ri+1, . . . ,ZkRk)
= k∑
i=0
Fi(W 0, . . . ,W i, Imi ⊗ Y i, . . . , Imk ⊗ Y k)
(R0Z1, . . . ,Ri−1Z i,Ri(Imi ⊗ Y i) −W iRi,Z i+1Ri+1, . . . ,ZkRk)
+ k∑
i=0
k∑
j=i
j+1∆Fi(W 0, . . . ,W i, Imi ⊗ Y i, . . . , Imj ⊗ Y j,Xj , . . . ,Xk)
(R0Z1, . . . ,Ri−1Z i,Ri(Imi ⊗ Y i) −W iRi,Z i+1Ri+1, . . . ,ZjRj ,Xj − Imj ⊗ Y j,Zj+1Rj+1, . . . ,ZkRk)
+ k∑
i=0
Fi(W 0, . . . ,W i,X i, . . . ,Xk)(R0Z1, . . . ,Ri−1Z i,RiX i −Ri(Imi ⊗ Y i),Z i+1Ri+1, . . . ,ZkRk)
= k∑
i=0
Fi(W 0, . . . ,W i,X i, . . . ,Xk)(R0Z1, . . . ,Ri−1Z i,Ri(Imi ⊗ Y i) −W iRi,Z i+1Ri+1, . . . ,ZkRk)
+ k∑
i=0
Fi(W 0, . . . ,W i,X i, . . . ,Xk)(R0Z1, . . . ,Ri−1Z i,RiX i −Ri(Imi ⊗ Y i),Z i+1Ri+1, . . . ,ZkRk)
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= k∑
i=0
Fi(W 0, . . . ,W i,X i, . . . ,Xk)(R0Z1, . . . ,Ri−1Z i,RiX i −W iRi,Z i+1Ri+1, . . . ,ZkRk).
With this equality, it is clear now that f , as defined in (2.5), is an order k nc function on
(⊔∞m0=1Ω(0)s0m0) ×⋯ × (⊔∞mk=1Ω(k)skmk) satisfying f(Y 1, . . . , Y k) = g. By Proposition 9.3 in [6] and
Lemma 2.2, f can be extended uniquely to an order k nc function on Ω
(0)
d.s.e × ⋯ × Ω(k)d.s.e.. In
particular, the restriction of the extended nc function to Ω(0) × ⋯ × Ω(k) is a nc function (of
order k) as well.
Next, it will be shown that j∆f = Fj on (⊔∞m0=1Ω(0)s0m0) × ⋯ × (⊔∞mk=1Ω(k)skmk). To do this, let
U ∈ Ω(j)sjnj , V ∈ Ω(j)sjqj ,Z ∈ Rsjnj×sjqj . We will show that
j∆f(X0, . . . ,Xj−1, U j , V j,Xj+1, . . . ,Xk)(Z1, . . . ,Zj ,Z,Zj+1, . . . ,Zk)
= Fj(X0, . . . ,Xj−1, U j , V j ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj ,Z,Zj+1, . . . ,Zk).
Let W = [ U Z
0 V
] ∈ Ω(j)sjpj where pj = nj + qj . Let S ∈ Rsjpj×sjpj have the form S = [ Isjnj 00 0 ] .
Then, when j = 0,
[ Isjnj 0
0 0
] f ([ U Z
0 V
] ,X1, . . . ,Xk)([ 0
Z1
] ,Z2, . . . ,Zk)
− f(Ip0 ⊗ Y 0,X1, . . . ,Xk)([ Isjnj 00 0 ] [ 0Z1 ] ,Z2, . . . ,Zk)
= [ Isjnj 0
0 0
] [ f(U,X1, . . . ,Xk)(0,Z2, . . . ,Zk) + 0∆f(U,V,X1, . . . ,Xk)(Z,Z1,Z2, . . . ,Zk)
f(V,X1, . . . ,Xk)(Z1,Z2, . . . ,Zk) ]
− [ f(In0 ⊗ Y 0,X1, . . . ,Xk) (0,Z2, . . . ,Zk)
0
]
= [ 0∆f(U,V,X1, . . . ,Xk)(Z,Z1, . . . ,Zk)
0
] .
At the same time,
[ Isjnj 0
0 0
][ U Z
0 V
] − [ Inj ⊗ Y j 0
0 Iqj ⊗ Y j ] [
Isjnj 0
0 0
] = [ U − Inj ⊗ Y j Z
0 0
] .
Plugging this into the function F0 gives
F0 (Ip0 ⊗ Y 0, [ U Z0 V ] ,X1, . . . ,Xk)([ U − Inj ⊗ Y
j Z
0 0
] , [ 0
Z1
] ,Z2, . . . ,Zk)
= F0 (Ip0 ⊗ Y 0, U,X1, . . . ,Xk)([ U − Inj ⊗ Y j0 ] ,0,Z2, . . . ,Zk)
+ 1∆F0(Ip0 ⊗ Y 0, U,V,X1, . . . ,Xk)([ U − Inj ⊗ Y j0 ] ,Z,Z1, . . . ,Zk)
+ F0 (Ip0 ⊗ Y 0, V,X1, . . . ,Xk)([ Z0 ] ,Z1, . . . ,Zk)
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= [ 1∆F0(In0 ⊗ Y 0, U,V,X1, . . . ,Xk) (U − Inj ⊗ Y j ,Z,Z1, . . . ,Zk)
0
]
+ [ F0 (In0 ⊗ Y 0, V,X1, . . . ,Xk) (Z,Z1, . . . ,Zk)
0
]
= [ F0(U,V,X1, . . . ,Xk)(Z,Z1, . . . ,Zk)
0
] .
Thus
Sf (W,X1, . . . ,Xk)([ 0
Z1
] ,Z2, . . . ,Zk) − f(Ip0 ⊗ Y 0,X1, . . . ,Xk)(S [ 0Z1 ] ,Z2, . . . ,Zk)
= F0(Ip0 ⊗ Y 0,W,X1, . . . ,Xk)(SW − (Ipj ⊗ Y j)S, [ 0Z1 ] ,Z2, . . . ,Zk)
can be written as
[ 0∆f(U,V,X1, . . . ,Xk)(Z,Z1, . . . ,Zk)
0
] = [ F0(U,V,X1, . . . ,Xk)(Z,Z1, . . . ,Zk)
0
] .
Focusing on the top entries gives
0∆f(U,V,X1, . . . ,Xk)(Z,Z1, . . . ,Zk) = F0(U,V,X1, . . . ,Xk)(Z,Z1, . . . ,Zk).
When j > 0, the proof is similar. Finally, we know that f,F0, . . . , Fk all have unique nc
extensions to Ω
(0)
d.s.e. × ⋯ × Ω(k)d.s.e. by Proposition 9.3 in [6]. It needs to be shown that on this
larger set, j∆f = Fj for j = 0, . . . , k.
When j = 0, suppose by contradiction that for some U ∈ Ω(0)r , V ∈ Ω(0)t and Z ∈ Rr×t,
0∆f(U,V,X1, . . . ,Xk)(Z,Z1, . . . ,Zk) ≠ F (U,V,X1, . . . ,Xk)(Z,Z1, . . . ,Zk).
For some integers p0 and q0, U ′ = Ip0 ⊗ U and V ′ = Iq0 ⊗ V are in Ω(0)d.s.e.. Given E as a p0 × q0
matrix of all ones and e as a q0 × 1 matrix of ones, we would have that for Xj ∈ Ω(j)sj for
j = 1, . . . , k, Z1 ∈ Rt×s1 and Zj ∈ Rsj−1×sj for j = 2, . . . , k,
0∆f(U ′, V ′,X1, . . . ,Xk)(E ⊗Z, e⊗Z1, . . . ,Zk) ≠ F (U ′, V ′,X1, . . . ,Xk)(E ⊗Z, e⊗Z1, . . . ,Zk).
But this is not the case. Hence 0∆f = F0 on Ω(0)d.s.e.×Ω(1)s1 ×⋯×Ω(k)sk , and by extension, on Ω(0)d.s.e.×⋯ ×Ω(k)
d.s.e.
. The proof for j > 0 is similar. Thus j∆f = Fj for j = 0, . . . , k on Ω(0)d.s.e. ×⋯ ×Ω(k)d.s.e..
The result clearly holds on the smaller set Ω(0) ×⋯×Ω(k). 
The following corollary will be useful in later sections.
Corollary 2.4. Under the assumptions of Theorem 2.3, the linear function G(Z1, . . . ,Zk) can
be written as
G(Z1, . . . ,Zk) = f(Im0 ⊗ Y 0, . . . , Imk ⊗ Y k)(Z1, . . . ,Zk),
and the formula for the antiderivative f can be written as
(2.6) f(X0, . . . ,Xk)(Z1, . . . ,Zk) = f(Im0 ⊗ Y 0, . . . , Imk ⊗ Y k)(Z1, . . . ,Zk)
+ k∑
j=0
Fj(Im0 ⊗ Y 0, . . . , Imj ⊗ Y j,Xj , . . . ,Xk)(Z1, . . . ,Zj ,Xj − Imj ⊗ Y j ,Zj+1, . . . ,Zk)
For the proof of Theorem 2.1, it needs to be shown that a multilinear form (understood as a
homomorphism on a tensor product) g as in Theorem 2.3 always exists.
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Proposition 2.5. Let N0, . . . ,Nk be R-modules and K = homR(N s0×s11 ⊗⋯⊗N sk−1×skk ,N s0×sk0 ).
Then:
(a) K is a bimodule over Rs0×s0 with left and right actions defined by
(S ⋅X)(Z1, . . . ,Zk) = SX(Z1, . . . ,Zk),
(X ⋅ S)(Z1, . . . ,Zk) =X(SZ1,Z2, . . . ,Zk),
where S ∈ Rs0×s0 ,X ∈ K and Z i ∈ N si−1×sii for i = 1, . . . , k.
(b) If 0 < j < k, then K is a bimodule over Rsj×sj with left and right actions defined by
(S ⋅X)(Z1, . . . ,Zk) = X(Z1, . . . ,Zj−1,ZjS,Zj+1, . . . ,Zk)
(X ⋅ S)(Z1, . . . ,Zk) = X(Z1, . . . ,Zj , SZj+1,Zj+2, . . . ,Zk)
where S ∈ Rsj×sj ,X ∈ K and Z i ∈ N si−1×sii for i = 1, . . . , k.
(c) K is a bimodule over Rsk×sk with left and right actions defined by
(S ⋅X)(Z1, . . . ,Zk) =X(Z1, . . . ,Zk−1,ZkS)
(X ⋅ S)(Z1, . . . ,Zk) =X(Z1, . . . ,Zk)S
where S ∈ Rsk×sk ,X ∈ K and Z i ∈ N si−1×sii for i = 1, . . . , k.
The proof is straightforward. With this proposition in mind, we make the following defini-
tions.
Definition (a) Define 0D∶Rs0×s0 → K by
0D(S) = F0(Y 0, Y 0, Y 1, . . . , Y k)(SY 0 − Y 0S),
where
F0(Y 0, Y 0, Y 1, . . . , Y k)(SY 0 − Y 0S)(Z1, . . . ,Zk)
= F0(Y 0, Y 0, Y 1, . . . , Y k)(SY 0 − Y 0S,Z1, . . . ,Zk).
(b) For 0 < j < k, define jD∶Rsj×sj → K by
jD(S) = Fj(Y 0, . . . , Y j−1, Y j , Y j , Y j+1, . . . , Y k)(SY j − Y jS),
where
Fj(Y 0, . . . , Y j−1, Y j, Y j, Y j+1, . . . , Y k)(SY j − Y jS)(Z1, . . . ,Zk)
= Fj(Y 0, . . . , Y j−1, Y j , Y j , Y j+1, . . . , Y k)(Z1, . . . ,Zj , SY j − Y jS,Zj+1, . . . ,Zk).
(c) Define kD ∶Rsk×sk → K by
kD(S) = Fk(Y 0, . . . , Y k−1, Y k, Y k)(SY k − Y kS),
where
Fk(Y 0, . . . , Y k−1, Y k, Y k)(SY k − Y kS)(Z1, . . . ,Zk)
= Fk(Y 0, . . . , Y k−1, Y k, Y k)(Z1, . . . ,Zk, SY k − Y kS).
Proposition 2.6. Let Ω(i) ⊆ Mi,nc be right admissible nc sets, and let Y i ∈ Ω(i)si , i = 0, . . . , k.
Suppose that, for some j ∈ {0, . . . , k},
Fj ∈ T k+1(Ω(0), . . . ,Ω(j−1),Ω(j),Ω(j),Ω(j+1), . . . ,Ω(k);N0,nc, . . . ,Nj,nc,Mj,nc,Nj+1,nc, . . . ,Nk,nc),
and
j∆Fj(Y 0, . . . , Y j−1, Y j , Y j , Y j, Y j+1, . . . , Y k) = j+1∆Fj(Y 0, . . . , Y j−1, Y j , Y j , Y j, Y j+1, . . . , Y k).
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Then jD is a derivation on the algebra Rsj×sj with values in K, and hence a Lie-algebra deriva-
tion.
The proof is essentially the same as the proof of Proposition 1.4, with just basic changes to
adapt to the higher order nc functions involved.
Proposition 2.7. In the assumptions of Proposition 2.6, if A,B,C ∈ Rsj×sj satisfy
AB = λA and BC = λC for some λ ∈ R,
then
A ⋅ jD(B) ⋅C = 0.
In particular, if A = B = C = P and P 2 = P , then
P ⋅ jD(P ) ⋅ P = 0.
The proof is essentially the same as that of Proposition 1.8, with minor changes for the higher
order functions involved.
Corollary 2.8. In the assumptions of Proposition 2.6, jD is an inner derivation.
This follows immediately from Theorem 1.5 and Proposition 2.7.
Thus, we know that each of order k + 1 nc functions F0, . . . , Fk can be written as the com-
mutator of some order k nc function, f0, . . . , fk respectively. It now needs to be shown that the
functions f0, . . . , fk can be chosen equal to one another. We first prove the following proposition.
Proposition 2.9. In the assumptions of Proposition 2.6, the inner derivation jD can be defined
by jD(S) = [S, gj] with the k-linear map gj ∈ K given by
(2.7) gj = −
sj∑
i=1
jD(Ei1) ⋅E1i.
In other words, gj satisfies the corresponding j-th identity in (2.2)–(2.4) where g is replaced by
gj, j ∈ {0, . . . , k}.
Proof. In view of Proposition 2.5 and the subsequent definition, it suffices to show that
Ers ⋅ gj − gj ⋅Ers = jD(Ers),
for all r, s ∈ Rsj×sj . Using Proposition 2.6, we obtain
Ers ⋅ gj − gj ⋅Ers = −
sj∑
i=1
Ers ⋅ jD(Ei1) ⋅E1i +
sj∑
i=1
jD(Ei1) ⋅ (E1iErs)
= −( sj∑
i=1
jD(ErsEi1) ⋅E1i −
sj∑
i=1
jD(Ers) ⋅ (Ei1E1i)) +
sj∑
i=1
jD(Ei1) ⋅ (E1iErs)
= −jD(Er1) ⋅E1s + jD(Ers) + jD(Er1) ⋅E1s = jD(Ers).

Proposition 2.10. Let gj ∈ K be as in Proposition 2.9, j = 0, . . . , k, and suppose that i∆Fj =
j+1∆Fi, 0 ≤ i ≤ j ≤ k. Then g ∈ K defined by
g(Z1, . . . ,Zk) = g0(Z1, . . . ,Zk) + k∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
Ei0,1gℓ(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,
E1,iℓ−1Z
ℓ,Zℓ+1, . . . ,Zk)
satisfies (2.2)–(2.4).
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For the proof of Proposition 2.10, we need the following lemma.
Lemma 2.11. Let c ∈ K, j ∈ {0, . . . , k}. Then, for every Rj ∈ Rsj×sj ,
(2.8) [Rj ,
sj∑
i=1
Ei1 ⋅ c ⋅E1i] = 0,
where K = homR(N s0×s11 ⊗⋯⊗N sk−1×skk ,N s0×sk0 ) is viewed as a bimodule over Rsj×sj .
Proof. Clearly, by linearity it suffices to show that (2.8) holds for Rj = Ers with arbitrary
r, s ∈ {1, . . . , sj}. We have
[Ers,
sj∑
i=1
Ei1 ⋅ c ⋅E1i] =
sj∑
i=1
(ErsEi1) ⋅ c ⋅E1i −
sj∑
i=1
Ei1 ⋅ c ⋅ (E1iErs) = Er1 ⋅ c ⋅E1s −Er1 ⋅ c ⋅E1s = 0.

Proof of Proposition 2.10. For j = 0, g satisfies (2.2) by Proposition 2.9 and Lemma 2.11.
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For 0 < j < k, the right-hand side of (2.3) can be written as
(Rj ⋅ g − g ⋅Rj)(Z1, . . . ,Zk) = (Rj ⋅ g0 − g0 ⋅Rj)(Z1, . . . ,Zk)
+ j−1∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
Ei0,1gℓ(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,E1,iℓ−1Zℓ,Zℓ+1, . . . ,ZjRj ,Zj+1, . . . ,Zk)
− j−1∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
Ei0,1gℓ(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,E1,iℓ−1Zℓ,Zℓ+1, . . . ,Zj,RjZj+1, . . . ,Zk)
+ s0∑
i0=1
⋯ sj−1∑
ij−1=1
Ei0,1gj(E1,i0Z1Ei1,1, . . . ,E1,ij−2Zj−1Eij−1,1,E1,ij−1ZjRj ,Zj+1, . . . ,Zk)
− s0∑
i0=1
⋯ sj−1∑
ij−1=1
Ei0,1gj(E1,i0Z1Ei1,1, . . . ,E1,ij−2Zj−1Eij−1,1,E1,ij−1Zj,RjZj+1,Zj+2, . . . ,Zk)
= − s0∑
p=1
F0(Y 0, Y 0, Y 1, . . . , Y k)(Ep,1Y 0 − Y 0Ep,1,E1,pZ1,Z2, . . . ,Zj−1,ZjRj ,Zj+1, . . . ,Zk)
+ s0∑
p=1
F0(Y 0, Y 0, Y 1, . . . , Y k)(Ep,1Y 0 − Y 0Ep,1,E1,pZ1,Z2, . . . ,Zj−1,Zj ,RjZj+1, . . . ,Zk)
− j−1∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
sℓ∑
p=1
Ei0,1Fℓ(Y 0, . . . , Y ℓ−1, Y ℓ, Y ℓ, Y ℓ+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,
E1,iℓ−1Z
ℓ,Ep,1Y
ℓ − Y ℓEp,1,E1,pZℓ+1,Zℓ+2, . . . ,Zj−1,ZjRj ,Zj+1, . . . ,Zk)
+ j−1∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
sℓ∑
p=1
Ei0,1Fℓ(Y 0, . . . , Y ℓ−1, Y ℓ, Y ℓ, Y ℓ+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,
E1,iℓ−1Z
ℓ,Ep,1Y
ℓ − Y ℓEp,1,E1,pZℓ+1,Zℓ+2, . . . ,Zj−1,Zj ,RjZj+1, . . . ,Zk)
+ s0∑
i0=1
⋯ sj−1∑
ij−1=1
Ei0,1Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,ij−2Zj−1Eij−1,1,
E1,ij−1Z
j,RjY
j − Y jRj ,Zj+1, . . . ,Zk)
= − s0∑
p=1
j+1∆F0(Y 0, Y 0, Y 1, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(Ep,1Y 0 − Y 0Ep,1,E1,pZ1,Z2, . . . ,Zj ,
RjY
j − Y jRj ,Zj+1, . . . ,Zk)
− j−1∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
sℓ∑
p=1
Ei0,1 j+1∆Fℓ(Y 0, . . . , Y ℓ−1, Y ℓ, Y ℓ, Y ℓ+1, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)
(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,E1,iℓ−1Zℓ,Ep,1Y ℓ − Y ℓEp,1,E1,pZℓ+1,Zℓ+2, . . . ,Zj ,
RjY
j − Y jRj ,Zj+1, . . . ,Zk)
+ s0∑
i0=1
⋯ sj−1∑
ij−1=1
Ei0,1Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,ij−2Zj−1Eij−1,1,
E1,ij−1Z
j,RjY
j − Y jRj ,Zj+1, . . . ,Zk)
= − s0∑
p=1
0∆Fj(Y 0, Y 0, Y 1, . . . , Y j−1, Y j , Y j , Y j+1, . . . , Y k)(Ep,1Y 0 − Y 0Ep,1,E1,pZ1,Z2, . . . ,Zj ,
RjY
j − Y jRj ,Zj+1, . . . ,Zk)
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− j−1∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
sℓ∑
p=1
Ei0,1 ℓ∆Fj(Y 0, . . . , Y ℓ−1, Y ℓ, Y ℓ, Y ℓ+1, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)
(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,E1,iℓ−1Zℓ,Ep,1Y ℓ − Y ℓEp,1,E1,pZℓ+1,Zℓ+2, . . . ,Zj ,
RjY
j − Y jRj ,Zj+1, . . . ,Zk)
+ s0∑
i0=1
⋯ sj−1∑
ij−1=1
Ei0,1Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,ij−2Zj−1Eij−1,1,
E1,ij−1Z
j,RjY
j − Y jRj ,Zj+1, . . . ,Zk)
= − s0∑
p=1
Ep,1Fj(Y 0, . . . , Y j−1, Y j , Y j, Y j+1, . . . , Y k)(E1,pZ1,Z2, . . . ,Zj ,RjY j −Y jRj ,Zj+1, . . . ,Zk)
+ s0∑
p=1
Fj(Y 0, . . . , Y j−1, Y j, Y j, Y j+1, . . . , Y k)(Ep,pZ1,Z2, . . . ,Zj ,RjY j − Y jRj ,Zj+1, . . . ,Zk)
− j−1∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
sℓ∑
p=1
Ei0,1Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,
E1,iℓ−1Z
ℓEp,1,E1,pZ
ℓ+1,Zℓ+2, . . . ,Zj ,RjY
j − Y jRj ,Zj+1, . . . ,Zk)
+ j−1∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
sℓ∑
p=1
Ei0,1Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,
E1,iℓ−1Z
ℓ,Ep,pZ
ℓ+1,Zℓ+2, . . . ,Zj ,RjY
j − Y jRj ,Zj+1, . . . ,Zk)
+ s0∑
i0=1
⋯ sj−1∑
ij−1=1
Ei0,1Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,ij−2Zj−1Eij−1,1,
E1,ij−1Z
j,RjY
j − Y jRj ,Zj+1, . . . ,Zk)
= − s0∑
p=1
Ep,1Fj(Y 0, . . . , Y j−1, Y j , Y j, Y j+1, . . . , Y k)(E1,pZ1,Z2, . . . ,Zj ,RjY j −Y jRj ,Zj+1, . . . ,Zk)
+Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(Z1, . . . ,Zj ,RjY j − Y jRj ,Zj+1, . . . ,Zk)
− j−1∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
sℓ∑
p=1
Ei0,1Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,
E1,iℓ−1Z
ℓEp,1,E1,pZ
ℓ+1,Zℓ+2, . . . ,Zj ,RjY
j − Y jRj ,Zj+1, . . . ,Zk)
+ j−1∑
ℓ=1
s0∑
i0=1
⋯ sℓ−1∑
iℓ−1=1
Ei0,1Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,iℓ−2Zℓ−1Eiℓ−1,1,
E1,iℓ−1Z
ℓ,Zℓ+1, . . . ,Zj ,RjY
j − Y jRj ,Zj+1, . . . ,Zk)
+ s0∑
i0=1
⋯ sj−1∑
ij−1=1
Ei0,1Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(E1,i0Z1Ei1,1, . . . ,E1,ij−2Zj−1Eij−1,1,
E1,ij−1Z
j,RjY
j − Y jRj ,Zj+1, . . . ,Zk)
= Fj(Y 0, . . . , Y j−1, Y j, Y j , Y j+1, . . . , Y k)(Z1, . . . ,Zj ,RjY j − Y jRj ,Zj+1, . . . ,Zk),
which is the left-hand side of (2.3).
For j = k, the proof is analogous, with the modifications corresponding to the definition of
the bimodule K in this case. 
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We are now in a position to prove the main theorem of this section.
Proof of Theorem 2.1. Suppose there exists an f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc) such that
j∆f = Fj , j = 0, . . . , k,. Then the equalities i∆Fj = j+1∆Fi follow by Proposition 1.7.
Conversely, if the equaities i∆Fj = j+1∆Fi hold for all i, j such that 0 ≤ i ≤ j ≤ k, then
by Proposition 2.10 there exists a g ∈ K satisfying (2.2)–(2.4). This, in turn, by Theorem
2.3 guarantees the existence of f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc) such that j∆f = Fj , j =
0, . . . , k, and moreover, (2.5) holds. 
3. Special Cases of Integrability
In this section, we will look at the major theorem for three specific subsets of nc functions.
In each case, we will look at how the special features of each set effect the main theorem.
3.1. The Modules M are of the Form M = Rd. Suppose that the modules M0, . . . , Mk
under consideration have the special form Rd0 , . . . , Rdk . In this case, a directional difference-
differential operator can be defined in position j as follows:
For j = 0:
0∆αf(X01 ,X02 ,X1 . . . ,Xk) ∶Rn10×n20 ×N n20×n11 ×⋯×N nk−1×nkk →N n10×nk0
0∆αf(X01 ,X02 ,X1 . . . ,Xk)(A,Z1, . . . ,Zk) = 0∆f(X01 ,X02 ,X1, . . . ,Xk)(Aeα,Z1, . . . ,Zk).
For 0 < j < k:
j∆αf(X0, . . . ,Xj−1,Xj1 ,Xj2 , . . . ,Xk) ∶
N n0×n11 ×⋯×N nj−1×n1jj ×Rn1j×n2j ×N n2j×nj+1j+1 ×⋯×N nk−1×nkk → N n0×nk0
j∆αf(X0, . . . ,Xj−1,Xj1 ,Xj2 , . . . ,Xk)(Z1, . . . ,Zj ,A,Zj+1, . . . ,Zk)
= j∆f(X0, . . . ,Xj−1,Xj1 ,Xj2 , . . . ,Xk)(Z1, . . . ,Zj ,Aeα,Zj+1, . . . ,Zk).
For j = k:
k∆αf(X0, . . . ,Xk−1,Xk1 ,Xk2 ) ∶ N n0×n11 ×⋯×N nk−1×n1kk ×Rn1k×n2k →N n0×n2k0
k∆αf(X0, . . . ,Xk−1,Xk1 ,Xk2 )(Z1, . . . ,Zk,A) = k∆f(X0, . . . ,Xk−1,Xk1 ,Xk2 )(Z1, . . . ,Zk,Aeα).
In each of these cases, we can rewrite the general difference-differential operators in terms of
the directional difference-differential operators as follows:
For j = 0:
0∆f(X01 ,X02 ,X1 . . . ,Xk)(Z,Z1, . . . ,Zk) =
d0∑
α=1
0∆αf(X01 ,X02 ,X1 . . . ,Xk)(Zα,Z1, . . . ,Zk).
For 0 < j < k:
j∆f(X0, . . . ,Xj−1,Xj1 ,Xj2 , . . . ,Xk)(Z1, . . . ,Zj ,Z,Zj+1, . . . ,Zk)
= dj∑
α=1
j∆αf(X0, . . . ,Xj−1,Xj1 ,Xj2 , . . . ,Xk)(Z1, . . . ,Zj ,Zα,Zj+1, . . . ,Zk).
For j = k:
26 DMITRY KALIUZHNYI-VERBOVETSKYI, LEONARD STEVENSON, AND VICTOR VINNIKOV
k∆f(X0, . . . ,Xk−1,Xk1 ,Xk2 )(Z1, . . . ,Zk,Z) =
dk∑
α=1
k∆αf(X0, . . . ,Xk−1,Xk1 ,Xk2 )(Z1, . . . ,Zk,Zα).
Now, suppose we have k + 1 nc functions F0, . . . , Fk each of which is order k + 1. SinceMj = Rdj , we can use linearity to rewrite each function as follows:
F0(X01 ,X02 ,X1 . . . ,Xk)(Z,Z1, . . . ,Zk) =
d0∑
β=1
F0,β(X01 ,X02 ,X1 . . . ,Xk)(Zβ,Z1, . . . ,Zk),
Fj(X0, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj ,Z,Zj+1, . . . ,Zk)
= dj∑
β=1
Fj,β(X0, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)(Z1, . . . ,Zj ,Zβ,Zj+1, . . . ,Zk),
Fk(X0, . . . ,Xk−1,Xk1 ,Xk2 )(Z1, . . . ,Zk,Z) =
dk∑
β=1
Fk,βf(X0, . . . ,Xk−1,Xk1 ,Xk2 )(Z1, . . . ,Zk,Zβ).
With this background established, we can write the main theorem as follows:
Theorem 3.1. Let Ω(0) ⊆ Rd0 , . . . ,Ω(k) ⊆ Rdk be right admissible nc sets. Let
Fj,β ∈ T k+1(Ω(0), . . . ,Ω(j−1),Ω(j),Ω(j),Ω(j+1), . . . ,Ω(k);N0,nc, . . . ,Nj,nc,Rnc,Nj+1,nc, . . . ,Nk,nc)
for j = 0, . . . , k and β = 1, . . . , dj. Then there exists an f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc)
such that j∆βf = Fj,β for j = 0, . . . , k and β = 1, . . . , dj if and only if i∆αFj,β = j+1∆βFi,α for
0 ≤ i ≤ j ≤ k, α = 1, . . . , di, and β = 1, . . . , dj. Furthermore, f is uniquely defined up to a k-linear
mapping c∶N1 ×⋯ ×Nk →N0, i.e., if f˜ is another antiderivative, then
f˜(X0, . . . ,Xk)(Z1, . . . ,Zk) = f(X0, . . . ,Xk)(Z1, . . . ,Zk) +C(Z1, . . . ,Zk),
with C defined as in (2.1).
Proof. It only needs to be shown that the conditions i∆αFj,β = j+1∆βFi,α for all α,β are in this
case equivalent to the condition i∆Fj = j+1∆Fi, where Fj’s are defined earlier in this section.
First, suppose that i∆αFj,β = j+1∆βFi,α for all appropriate i, j, α, β. Then
i∆Fj(X0, . . . ,X i−1,X i1,X i2,X i+1, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)
(Z1, . . . ,Z i,Z ′,Z i+1, . . . ,Zj ,Z ′′,Zj+1, . . . ,Zk)
= di∑
α=1
dj∑
β=1
i∆αFj,β(X0, . . . ,X i−1,X i1,X i2,X i+1, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)
(Z1, . . . ,Z i,Z ′α,Z i+1, . . . ,Zj ,Z ′′β ,Zj+1, . . . ,Zk)
= di∑
α=1
dj∑
β=1
j+1∆βFi,α(X0, . . . ,X i−1,X i1,X i2,X i+1, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)
(Z1, . . . ,Z i,Z ′α,Z i+1, . . . ,Zj ,Z ′′β ,Zj+1, . . . ,Zk)
= j+1∆Fi(X0, . . . ,X i−1,X i1,X i2,X i+1, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)
(Z1, . . . ,Z i,Z ′,Z i+1, . . . ,Zj ,Z ′′,Zj+1, . . . ,Zk).
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Conversely, suppose that i∆Fj = j+1∆Fi. Then
i∆αFj,β(X0, . . . ,X i−1,X i1,X i2,X i+1, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)
(Z1, . . . ,Z i,Z ′α,Z i+1, . . . ,Zj ,Z ′′β ,Zj+1, . . . ,Zk)
= i∆Fj(X0, . . . ,X i−1,X i1,X i2,X i+1, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)
(Z1, . . . ,Z i,Z ′eα,Z i+1, . . . ,Zj ,Z ′′eβ,Zj+1, . . . ,Zk)
= j+1∆Fi(X0, . . . ,X i−1,X i1,X i2,X i+1, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)
(Z1, . . . ,Z i,Z ′eα,Z i+1, . . . ,Zj ,Z ′′eβ,Zj+1, . . . ,Zk)
= j+1∆βFi,α(X0, . . . ,X i−1,X i1,X i2,X i+1, . . . ,Xj−1,Xj1 ,Xj2 ,Xj+1, . . . ,Xk)
(Z1, . . . ,Z i,Z ′α,Z i+1, . . . ,Zj ,Z ′′β ,Zj+1, . . . ,Zk).

3.2. The Functions are NC Polynomials. We define a nc polynomial of order k as follows.
Let xj = (xj1, . . . , xjdj), j = 0, . . . , k, and zj = (zj1, . . . , zjd′j), j = 1, . . . , k, be tuples of free noncom-
muting indeterminates. Let Gdj and Gd′j be free monoids on dj and d′j generators, gj1, . . . , gjdj
and g′j1 , . . . , g
′j
d′
j
, respectively. Let G = ∏kj=0 Gdj and G′ = ∏kj=1 Gd′j . Let N be a module over a
noncommutative unital ring R, p(w,v) ∈ N for w ∈ G and v ∈ G′. Then a nc polynomial of order
k is given by
p = ∑
w∈G
∣w∣≤L
∑
v∈G′
∣v1 ∣=⋯=∣vk ∣=1
p(w,v)(x0)w0(z1)v1(x1)w1⋯(zk)vk(xk)wk .
Here ∣w∣ = ∣w0∣ +⋯ + ∣wk∣, where ∣wj ∣ is the length of the jth word. Notice that the module of
nc polynomials of order k over R can be naturally identified with
⊕
v∈G′
∣v1∣=⋯=∣vk ∣=1
R⟨x1⟩⊗⋯⊗R⟨xk⟩,
where R⟨xj⟩ denotes the module of nc polynomials (of order 0) with coefficients in R.
One can evaluate p on matrices as follows. Let Xj ∈ (Rnj×nj)dj , j = 0, . . . , k, and let Zj ∈
(Rnj−1×nj)d′j , j = 1, . . . , k. Then
p(X0, . . . ,Xk)(Z1, . . . ,Zk) = ∑
w∈G
∣w∣≤L
∑
v∈G′
∣v1 ∣=⋯=∣vk ∣=1
p(w,v)(X0)w0(Z1)v1(X1)w1⋯(Zk)vk(Xk)wk ∈ N n0×nk ,
and a nc polynomial of order k can be viewed as a nc function of order k:
p ∈ T k(Rd0nc, . . . ,Rdknc ;Nnc,Rd′1nc, . . . ,Rd′knc).
For a word w ∈ Gd, let w[i] be the subword containing the first i letters of w and let [i]w be
the subword containing the last i letters of w.
Proposition 3.2. A first order nc polynomial p is integrable, that is, there exists a (zero-order)
nc polynomial q such that ∆q = p, if and only if for every monomial of positive total degree,
pwx
w[i0]zji0+1y
[∣w∣−i0−1]
w that is in p, pw
∣w∣−1∑
i=0
xw[i]zji+1y
[∣w∣−i−1]w is also in p. In this case, q has the
form q = q∅ + ∑
0<∣w∣≤L
pwx
w.
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Proof. Suppose that p has the desired form, i.e., can be written as
p = ∑
w∈Gd∶∣w∣≤L
pw
∣w∣−1∑
i=0
xw[i]zji+1y
[∣w∣−i−1]w.
Then, clearly, q(x) = q∅ + ∑
0<∣w∣≤L
pwx
w is an antiderivative of p. Conversely, given the zero-order
polynomial q as above, we can easily see that p =∆q has the desired property. 
We note that Proposition 3.2 has been proved, in an equivalent form, in [2, Theorem 2.4].
Remark: One can show that the property of the first order polynomial p stated in Proposition
3.2 is equivalent to the condition that 0∆p = 1∆p directly, bypassing Theorem 1.1. Indeed,
suppose that p has the desired form and hence can be written as
p = ∑
w∈Gd∶∣w∣≤L
pw
∣w∣−1∑
i=0
xw[i]zji+1y
[∣w∣−i−1]w.
Then
p([X Z1
0 W
] , Y )([Z
Z2
]) =∑
w
pw
∣w∣−1∑
i=0
[X Z1
0 W
]
w[i] [Zji+1
Z2ji+1
]Y [∣w∣−i−1]w
=∑
w
pw
∣w∣−1∑
i=0
⎡⎢⎢⎢⎢⎢⎣
Xw[i]Zji+1Y
[∣w∣−i−1]w + i−1∑
ℓ=0
X(w[i])[ℓ]Z1jℓ+1W
[∣w[i]∣−ℓ−1]
(w[i])Z2ji+1Y
[∣w∣−i−1]w
Ww[i]Z2ji+1Y
[∣w∣−i−1]w
⎤⎥⎥⎥⎥⎥⎦
=∑
w
pw
∣w∣−1∑
i=0
⎡⎢⎢⎢⎢⎢⎣
Xw[i]Zji+1Y
[∣w∣−i−1]w + i−1∑
ℓ=0
Xw[ℓ]Z1jℓ+1W
[i−ℓ−1](w[i])Z2ji+1Y
[∣w∣−i−1]w
Ww[i]Z2ji+1Y
[∣w∣−i−1]w
⎤⎥⎥⎥⎥⎥⎦
and
p(X, [W Z2
0 Y
])([Z1 Z]) =∑
w
pw
∣w∣−1∑
i=0
Xw[i] [Z1ji+1 Zji+1] [W Z20 Y ]
[∣w∣−i−1]w
=∑
w
pw
∣w∣−1∑
i=0
⎡⎢⎢⎢⎢⎣
Xw[i]Z1ji+1W
[∣w∣−i−1]w
∣w∣−1∑
ℓ=i+1
Xw[i]Z1ji+1W
([∣w∣−i−1]w)[ℓ−i−1]Z2jℓ+1Y
[∣w∣−ℓ−1]([∣w∣−i−1]w) +Xw[i]Zji+1Y w[∣w∣−i−1]
⎤⎥⎥⎥⎥⎦
=∑
w
pw
∣w∣−1∑
i=0
⎡⎢⎢⎢⎢⎣
Xw[i]Z1ji+1W
[∣w∣−i−1]w
∣w∣−1∑
ℓ=i+1
Xw[i]Z1ji+1W
([∣w∣−i−1]w)[ℓ−i−1]Z2jℓ+1Y
[∣w∣−ℓ−1]w +Xw[i]Zji+1Y w[∣w∣−i−1]
⎤⎥⎥⎥⎥⎦
.
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Hence,
0∆p(X,W,Y )(Z1,Z2) =∑
w
pw
∣w∣−1∑
i=0
i−1∑
ℓ=0
Xw[ℓ]Z1jℓ+1W
[i−ℓ−1](w[i])Z2ji+1Y
[∣w∣−i−1]w
=∑
w
pw
∣w∣−1∑
i=1
i−1∑
ℓ=0
Xw[ℓ]Z1jℓ+1W
[i−ℓ−1](w[i])Z2ji+1Y
[∣w∣−i−1]w,
1∆p(X,W,Y )(Z1,Z2) =∑
w
pw
∣w∣−1∑
i=0
∣w∣−1∑
ℓ=i+1
Xw[i]Z1ji+1W
([∣w∣−i−1]w)[ℓ−i−1]Z2jℓ+1Y
[∣w∣−ℓ−1]w
=∑
w
pw
∣w∣−1∑
ℓ=1
ℓ−1∑
i=0
Xw[i]Z1ji+1W
([∣w∣−i−1]w)[ℓ−i−1]Z2jℓ+1Y
[∣w∣−ℓ−1]w
=∑
w
pw
∣w∣−1∑
i=1
i−1∑
ℓ=0
Xw[ℓ]Z1jℓ+1W
([∣w∣−ℓ−1]w)[i−ℓ−1]Z2ji+1Y
[∣w∣−i−1]w.
Observing that
[i−ℓ−1](w[i]) = ([∣w∣−ℓ−1]w)[i−ℓ−1] = { gjℓ+2⋯gji, 0 ≤ ℓ ≤ i − 2,∅, ℓ = i − 1,
we conclude that 0∆p = 1∆p, and by Theorem 1.1 p is integrable.
Conversely, consider a polynomial of the form
p = ∣w∣∑
i=1
pw,ix
w[i−1]zjiy
[∣w∣−i]w
and suppose that 0∆p = 1∆p. To prove the result, we proceed by induction on the length of the
word w.
If w has length 1, then p = pgjzj is in the desired form: there is only one monomial. If
w has length 2, then p = pgj1gj2 ,1zj1yj2 + pgj1gj2 ,2xj1zj2 . We compute 0∆p(X,W,Y )(Z1,Z2) =
pgj1gj2 ,2Z
1
j1
Z2j2 and 1∆p(X,W,Y )(Z1,Z2) = pgj1gj2 ,1Z1j1Z2j2, so we conclude that pgj1gj2 ,1 = pgj1gj2 ,2.
Suppose by induction that pw,i, i = 1, . . . , ∣w∣, are all equal for any word w of length L − 1.
Then, for words of length L, we can write
L∑
i=1
pw,ix
w[i−1]zjiy
[L−i]w = (L−1∑
i=1
pw,ix
w[i−1]zjiy
[L−1−i](w[L−1]))yjL + pw,Lxw[L−1]zjL.
Note that the term in parentheses is also a polynomial of the same form as p, but using the
word w[L−1] instead of w. Call this polynomial p˜. We have
0∆p(X,W,Y )(Z1,Z2) = 0∆p˜(X,W,Y )(Z1,Z2)YjL
+ (pw,L L−2∑
i=1
X(w[L−1])[i−1]Z1jiW
[L−i−1](w[L−1]))Z2jL,
1∆p(X,W,Y )(Z1,Z2) = 1∆p˜(X,W,Y )(Z1,Z2)YjL + p˜(X,W )(Z1)Z2jL.
Since we are assuming that 0∆p = 1∆p, the comparison of the coefficients gives us that pw,i = pw,L
for all i = 1, . . . ,L − 1, as needed.
Proposition 3.2 can be generalized to the case of an nc polynomial of arbitrary order.
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Proposition 3.3. An nc polynomial p of order k + 1 is integrable with respect to j∆, that is,
there exists a nc polynomial q of order k such that j∆q = p, if and only if for every monomial,
p(w,v)(x0)w0(z1)v1(x1)w1⋯(zj)vj(xj)(wj)[i0]zj+1
ℓ
(j)
i0+1
(xj+1)[∣wj ∣−i0−1](wj)(zj+2)vj+1(xj+2)wj+1
⋯(zk+1)vk(xk+1)wk
that is in p, where wj = ℓ(j)1 ⋯ℓ(j)∣w∣ , the polynomial
p(w,v)
∣wj ∣−1∑
i=0
(x0)w0(z1)v1(x1)w1⋯(zj)vj(xj)(wj)[i0]zj+1
ℓ
(j)
i+1
(xj+1)[∣wj ∣−i−1](wj)(zj+2)vj+1(xj+2)wj+1
⋯(zk+1)vk(xk+1)wk
is also in p. In this case, q has the form
q = ∑
w∈G
∣w∣≤L
∑
v∈G′
∣v1∣=⋯=∣vk ∣=1
p(w,v)(x0)w0(z1)v1(x1)w1⋯(zj)vj(xj)wj(zj+2)vj+1(xj+2)wj+1⋯(zk+1)vk(xk+1)wk .
3.3. The Functions are Complex Analytic. In this section, we will consider three types of
analyticity (see [6, Chapter 7]); in each case, it will be shown that when nc functions of order
k + 1, F0, . . . , Fk, have the given analyticity property, the antiderivative also has the same type
of analyticity.
Let Vj be vector spaces over C, and let Wj be Banach spaces equipped with an admissible
system of rectangular matrix norms onWp×qj , p, q ∈ N, that is, all the rectangular block injections
ι
(j;s1,...,sm)
αβ ∶Wsα×sβj →Ws×sj , W ↦ EαWE⊺β
and the projections
π
(j;s1,...,sm)
αβ ∶Ws×sj →Wsα×sβj , W ↦ E⊺αWEβ
are bounded linear operators, j = 0, . . . , k, s1, . . . , sm ∈ N, s = s1 +⋯ + sm, where
Eα = col[0s1×sα, . . . ,0sα−1×sα, Isα ,0sα+1×sα, . . . ,0sm×sα].
Let Ω(j) ⊆ Vj,nc be finitely open nc sets, that is, for each n ∈ N, the intersection of Ω(j)n with
any finite-dimensional subspace U of Vn×nj is open in the Euclidean topology of U . Recall [6]
that a nc function f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is called
I(a) W -locally bounded on slices if for every n0, . . . , nk ∈ N, Y j ∈ Ω(j)nj , and Zj ∈ Vnj×njj ,
j = 0, . . . , k, and W j ∈ Wnj−1×njj , j = 1, . . . , k, there exists a δ > 0 such that
sup
t∈C∶∣t∣<δ
∥f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k)∥ <∞.
I(b) W -Gateaux (GW -) differentiable if for every n0, . . . , nk ∈ N, Y j ∈ Ω(j)nj , and Zj ∈ Vnj×njj ,
j = 0, . . . , k, and W j ∈ Wnj−1×njj , j = 1, . . . , k, the (complex) G-derivative,
d
dt
f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k)∣
t=0
exists.
I(c) W -analytic on slices if for every Y j ∈ Ω(j)nj and Zj ∈ Vnj×njj , j = 0, . . . , k, and W j ∈Wnj−1×njj , j = 1, . . . , k, f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k) is an analytic function of
t in a neighborhood of 0.
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By Theorem 7.41 in [6], conditions I(a)–I(c) are all equivalent.
Theorem 3.4. Let Ω(0), . . . ,Ω(k) be right admissible nc sets. Suppose that
Fj ∈ T k+1(Ω(0), . . . ,Ω(j−1),Ω(j),Ω(j),Ω(j+1), . . . ,Ω(k);W0,nc, . . . ,Wk,nc)
are W -analytic on slices, j = 0, . . . , k. Then there exists an nc function
f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc),
which is W -analytic on slices and satisfies
j∆f = Fj , j = 0, . . . , k,
if and only if
i∆Fj = j+1∆Fi, 0 ≤ i ≤ j ≤ k.
Further, f is uniquely determined up to a k-linear mapping as in Theorem 2.1 .
Proof. By Theorem 2.1, the above conditions are equivalent to the existence of an antiderivative
f . It suffices to show that f isW -locally bounded on slices. We use (2.6) in which Xj = Y j+tZj
for j = 0, . . . k:
f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k) = f(Y 0, . . . , Y k)(W 1, . . . ,W k)
+ k∑
j=0
Fj(Y 0, . . . , Y j , Y j + tZj , . . . , Y k + tZk)(W 1, . . . ,W j , tZj ,W j+1, . . . ,W k)
= f(Y 0, . . . , Y k)(W 1, . . . ,W k)
+ t k∑
j=0
Fj(Y 0, . . . , Y j, Y j + tZj, . . . , Y k + tZk)(W 1, . . . ,W j,Zj ,W j+1, . . . ,W k).
Since the functions Fj are W -locally bounded on slices, for fixed Y 0, . . . , Y k, Z0, . . . ,Zk, and
W 1, . . . ,W k, there exists a δ > 0 such that
Fj(Y 0, . . . , Y j, Y j + tZj, . . . , Y k + tZk)(W 1, . . . ,W j,Zj ,W j+1, . . . ,W k)
are bounded, say by Mj > 0, for ∣t∣ < δ. Then
∥f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k)∥ ≤ ∥f(Y 0, . . . , Y k)(W 1, . . . ,W k)∥ + δ k∑
j=0
Mj .
It follows that f is W -locally bounded on slices, and hence, W -analytic on slices as desired. 
For our second notion of analyticity, we require additionally that Vj are complex Banach
spaces equipped with an admissible system of rectangular matrix norms and that Ω(j) ⊆ Vj,nc
are open nc sets, i.e., Ω
(j)
n are open in Vn×nj , n = 1,2, . . ., j = 0, . . . , k. We say that an nc function
f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc)
is called
II(a) locally bounded if for every n0, . . . , nk ∈ N and Y j ∈ Ω(j), j = 0, . . . k, there exists a δj > 0
such that
sup
∥Xj−Y j∥<δj , j=0,...,k
∥f(X0, . . . ,Xk)∥Lk <∞,
where ∥ ⋅ ∥Lk is the norm of a k-linear form:
∥ω∥Lk = sup
∥W 1∥=...=∥W k∥=1
∥ω(W 1, . . . ,W k)∥.
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II(b) Gateaux (G)-differentiable if for every n0, . . . , nk ∈ N, Y j ∈ Ω(j)nj , and Zj ∈ Vnj×njj , j =
0, . . . k,
d
dt
f(Y 0 + tZ0, . . . , Y k + tZk)∣
t=0
exists in the norm ∥ ⋅ ∥Lk .
II(c) analytic if f is locally bounded and G-differentiable.
By Theorem 7.46 in [6], II(a)–II(c) are all equivalent.
Theorem 3.5. Let Ω(0), . . . ,Ω(k) be open nc sets. Suppose that
Fj ∈ T k+1(Ω(0), . . . ,Ω(j−1),Ω(j),Ω(j),Ω(j+1), . . . ,Ω(k);W0,nc, . . . ,Wk,nc)
are analytic for j = 0, . . . , k. Then there exists an analytic nc function
f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc)
such that
j∆f = Fj , j = 0, . . . , k,
if and only if
i∆Fj = j+1∆Fi, 0 ≤ i ≤ j ≤ k.
Further, f is uniquely determined up to a k-linear mapping as in Theorem 2.1.
Proof. We again use (2.6) so that f is given by
f(X0, . . . ,Xk)(W 1, . . . ,W k) = f(Y 0, . . . , Y k)(W 1, . . . ,W k)
+ k∑
j=0
Fj(Y 0, . . . , Y j,Xj , . . . ,Xk)(W 1, . . . ,W j ,Xj − Y j,W j+1, . . . ,W k).
Since the nc functions F0, . . . , Fk are analytic, they are locally bounded. Thus, for every Y j ∈
Ω(j), there exists a δj such that ∥Fj(X0, . . . ,Xk)∥Lk
is bounded, say by Mj when ∥Xj −Y j∥ < δj , j = 0, . . . , k. It follows from Theorem 1.5, Theorem
2.3, Proposition 2.9, Proposition 2.10, and Corollary 2.4 that f(Y 0, . . . , Y k) can be chosen a
bounded k-linear mapping. Then
∥f(X0, . . . ,Xk)∥Lk ≤ ∥f(Y 0, . . . , Y k)∥Lk + k∑
j=0
δjMj
when ∥Xj − Y j∥ < δj , j = 0, . . . , k. It follows that f is locally bounded and thus analytic. 
Finally, for our third notion of analyticity, we assume that Vj, Wj are operator spaces and
Ω(j) are uniformly open nc sets, j = 0, . . . , k, that is, for every s ∈ N and Y ∈ Ω(j)s , there exists
a nc ball
Bnc(Y, ǫ) = ∞∐
m=1
{X ∈ Vsm×smj ∶ ∥X − Im ⊗ Y ∥ < ǫ}
that is contained in Ω(j). We say that an nc function
f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc)
is called
INTEGRABILITY OF FREE NONCOMMUTATIVE FUNCTIONS 33
III(a) uniformly locally completely bounded if for every Y j ∈ Ω(j), j = 0, . . . , k, there exists a
δj > 0 such that
sup
Xj∈Bnc(Y j ,δj), j=0,...,k
∥f(X0, . . . ,Xk)∥Lk
cb
<∞.
Here, for a k-linear mapping ω∶W1 ×⋯ ×Wk →W0, we define
∥ω∥Lk
cb
= sup
n0,...,nk∈N
∥ω(n0,...,nk)∥Lk
where the k-linear mapping ω(n0,...,nk)∶Wn0×n11 ×⋯ ×Wnk−1×nk →Wn0×nk0 is defined by
ω(W 1, . . . ,W k) = (W 1 ⊙⋯⊙W k)ω,
W 1⊙⋯⊙W k ∈ (W1⊗⋯⊗Wk)n0×nk is the usual product of matrices, however the entries
are multiplied using tensor products, and ω acts on this matrix on the right entrywise –
we identify k-linear forms and associated linear forms on a tensor product of k factors;
see details in Section 7.4 of [6].
III(b) completely bounded Gateaux (Gcb)-differentiable if for every n0, . . . , nk ∈ N, Y j ∈ Ω(j)nj ,
and Zj ∈ Vnj×njj , j = 0, . . . k,
d
dt
f(Y 0 + tZ0, . . . , Y k + tZk)∣
t=0
exists in the norm ∥ ⋅ ∥Lk
cb
.
III(c) uniformly completely bounded (uniformly cb-) analytic if f is uniformly locally
completely bounded and Gcb-differentiable.
By Proposition 7.53 in [6], III(a)–III(c) are all equivalent.
Theorem 3.6. Let Ω(0), . . . ,Ω(k) be uniformly open nc sets. Suppose that
Fj ∈ T k+1(Ω(0), . . . ,Ω(j−1),Ω(j),Ω(j),Ω(j+1), . . . ,Ω(k);W0,nc, . . . ,Wk,nc)
are uniformly cb-analytic for j = 0, . . . , k. Then there exists a uniformly cb-analytic nc function
f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc)
such that
j∆f = Fj j = 0, . . . , k,
if and only if
i∆Fj = j+1∆Fi, j = 0, . . . , k.
Further, f is uniquely determined up to a k-linear mapping as in 2.1.
Proof. We again use (2.6) so that f is given by
f(X0, . . . ,Xk)(W 1, . . . ,W k) = f(Im0 ⊗ Y 0, . . . , Imk ⊗ Y k)(W 1, . . . ,W k)
+ k∑
j=0
Fj(Im0 ⊗ Y 0, . . . , Imj ⊗ Y j,Xj , . . . ,Xk)(W 1, . . . ,W j ,Xj − Imj ⊗ Y j,W j+1, . . . ,W k).
Since the nc functions F0, . . . , Fk are uniformly cb-analytic, they are uniformly locally com-
pletely bounded. Thus, for every Y j ∈ Ω(j), there exists a δj such that
∥Fj(X0, . . . ,Xk)∥Lk
cb
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is bounded on Bnc(Y 0, δ0) ×⋯ ×Bnc(Y k, δk), say by Mj, j = 0, . . . , k. It follows from Theorem
1.5, Theorem 2.3, Proposition 2.9, Proposition 2.10, and Corollary 2.4 that f(Y 0, . . . , Y k) can
be chosen a completely bounded k-linear mapping. Then
∥f(X0, . . . ,Xk)∥Lk
cb
≤ ∥f(Y 0, . . . , Y k)∥Lk
cb
+ k∑
j=0
δjMj
when Xj ∈ Bnc(Y j, δj), j = 0, . . . , k. It follows that f is uniformly locally completely bounded
and thus uniformly cb-analytic. 
References
[1] J. Agler and J. E. McCarthy. Aspects of Non-commutative Function Theory. Concr. Oper. 3: 15-24, 2016.
[2] J.M. Greene, J.W. Helton, and V. Vinnikov. Noncommutative Plurisubharmonic Polynomials, Part I: Global
Assumptions. Journal of Functional Analysis, 261:3390-3417, 2011.
[3] J.W. Helton, I. Klep, and S. McCullough. Analytic mappings between noncommutative pencil balls. J. Math.
Anal. Appl. 376 (2011), no. 2, 407–428.
[4] J.W. Helton, I. Klep, and S. McCullough. Proper Analytic Free Maps. J. Funct. Anal. 260 (2011), no. 5,
1476–1490.
[5] N. Jacobson. Lie Algebras. Interscience Publishers, a division of John Wiley & sons, New York, 1962.
[6] D.S. Kaliuzhnyi-Verbovetskyi and V. Vinnikov. Foundations of Free Noncommutative Function Theory.
Mathematical Surveys and Monographs, Vol. 199. American Mathematical Society, Providence, R. I., 2014.
[7] P.S. Muhly and B. Solel. Progress in noncommutative function theory. Sci. China Math. 54 (2011), no. 11,
2275–2294.
[8] G. Popescu. Free holomorphic functions on the unit ball of B(H)n. J. Funct. Anal. 241:268-333, 2006.
[9] G. Popescu. Free holomorphic automorphisms of the unit ball of B(H)n. J. reine angew. Math. 638:119-168,
2010.
[10] J.L. Taylor. A general framework for a multi-operator functional calculus. Advances in Math. 9:183–252,
1972.
[11] J.L. Taylor. Functions of several noncommuting variables. Bull. Amer. Math. Soc. 79:1–34, 1973.
[12] D.-V. Voiculescu. Free Analysis Questions I: Duality Transform for the Coalgebra of ∂X ∶B International
Math. Res. Notices 16:793–822, 2004.
[13] D.-V. Voiculescu. Free analysis questions. II: The Grassmannian completion and the series expansion at
the origin. J. Reine Angew. Math. 645:155–236, 2010.
Department of Mathematics, Drexel University, 3141 Chestnut St., Philadelphia, PA, 19104
E-mail address : dmitryk@math.drexel.edu
Department of Mathematics, Drexel University, 3141 Chestnut St., Philadelphia, PA, 19104
E-mail address : ls879@drexel.edu
Department of Mathematics, Ben-Gurion University of the Negev, Beer-Sheva, Israel, 84105
E-mail address : vinnikov@math.bgu.ac.il
