Abstract-In this paper, we present a method for reducing a regular, discrete-time Markov chain (DTMC) to another DTMC with a given, typically much smaller number of states. The cost of reduction is defined as the Kullback-Leibler divergence rate between a projection of the original process through a partition function and a DTMC on the correspondingly partitioned state space. Finding the reduced model with minimal cost is computationally expensive, as it requires an exhaustive search among all state space partitions, and an exact evaluation of the reduction cost for each candidate partition. Our approach deals with the latter problem by minimizing an upper bound on the reduction cost instead of minimizing the exact cost; The proposed upper bound is easy to compute and it is tight if the original chain is lumpable with respect to the partition. Then, we express the problem in the form of information bottleneck optimization, and propose using the agglomerative information bottleneck algorithm for searching a sub-optimal partition greedily, rather than exhaustively. The theory is illustrated with examples and one application scenario in the context of modeling bio-molecular interactions.
I. INTRODUCTION
Markov models are ubiquitously used in scientific and engineering disciplines, for example, to understand chemical reaction systems, to model speech recognition and data sources, or in Markov decision processes in automated control. The popularity of these models arises because the Markov property often renders model analysis tractable and their simulation efficient. However, sometimes the state space of a Markov model (i.e., its alphabet) is too large to permit simulation, even when harnessing today's computing power. Indeed, in stochastic modeling in computational biology [1] , or in ngram word models in speech recognition [2] , dealing with the state space explosion is a major challenge. Also in control theory, particularly for nearly completely decomposable Markov chains, state space reduction is an important topic [3] , [4] . A direct way of reducing the state space of a Markov chain is aggregation: With the help of a partition function, groups of nodes in the original transition graph are aggregated, resulting in a graph with a smaller number of nodes. The aggregated process, or aggregation, can be any Markov chain over this smaller transition graph, depending on how the transition probabilities are chosen. Another way of reducing the state space of a Markov chain is to project realizations of the original chain through the partition function. The process thus obtained is called the projected process, or projection. Ideally, for a given partition function, aggregated and projected process should coincide. However, as the projected process is generally not Markov, the aggregation "closest" to the projection is sought instead, where closeness has to be defined appropriately. In this paper, we quantify the distance between the projection and the aggregation by the Kullback-Leibler divergence rate (KLDR).
We focus on finding the optimal aggregation for a given alphabet size, i.e., on finding the partition function for which the KLDR between the projection and aggregation is minimized. Although, for a given partition function, the aggregation closest to the projection is easy to obtain (cf. [3] or Lemma 3 in this work), finding the optimal partition function remains computationally expensive because: (i) it requires an exhaustive search among all partitions of a given alphabet size, and (ii) it requires evaluating the KLDR for each candidate partition. In our approach, we relax the latter problem to evaluating an upper bound on the KLDR. More precisely, the aggregated Markov chain is lifted to the original alphabet; the KLDR between the lifted and the original Markov chain provides an upper bound which can be evaluated analytically [3] , [5] . Further relaxing the problem allows its expression in terms of the information bottleneck method [6] , casting the problem of state space reduction in terms of a widely used machine learning technique. As a result, we propose using the information bottleneck method for finding a sub-optimal partition function in a greedy manner, thus obviating the complexity of an exhaustive search for the cost of optimality.
A. Contributions and Related Work
In control theory, model reduction and, in particular, state space aggregation of Markov models is an important topic. For example, White et al. analyzed aggregation of Markov and hidden Markov models in [7] . In particular, they presented a linear algebraic condition for lumpable chains (see Definition 3 on page 4) and determined, for a given partition function, the best aggregation in terms of the Frobenius norm. Given the transition matrix of a Markov chain, they obtained a bipartition of its state space via alternating projection. Aldhaheri and Khalil considered optimal control of nearly completely decomposable Markov chains and adapted Howard's algorithm to work on an aggregated model [4] . The work of Jia considers state aggregation of Markov decision processes optimal w.r.t. the value function and provides algorithms which perform this aggregation [8] . Aggregation of Markov chains with information-theoretic cost functions was considered by Deng et al. [3] and Vidyasagar [9] , the first reference being the main inspiration of our work. Deng and Huang used the KLDR as a cost function to obtain a low-rank approximation of the original transition matrix via nuclear-norm regularization, thus preserving the cardinality of the state space [10] .
The idea of lifting the aggregated chain to the original state space, was used in, e.g., Deng et al. [3] and Katsoulakis et al. [11] . In [11] , the authors realized that the Kullback-Leibler divergence between the resulting Markov chains provides an upper bound on the reduction cost; however, their work is focused on continuous-time Markov chains, which makes a detailed comparison with our work difficult. Compared to [3] , our approach differs in the definition of the lifting and its consequences. More precisely, the lifting we use incorporates the one-step transition probabilities of the original chain, while the authors of [3] define lifting based only on the stationary distribution of the original chain. Consequently, while Deng et al. maximize the redundancy of the aggregated Markov chain, the lifting proposed here minimizes information loss in a welldefined sense. Moreover, the upper bound we obtain is better than the upper bound obtained in [3] , and it is tight if the original chain is lumpable.
The connection to spectral graph theory observed in [3] does not apply in our case, to the best of our knowledge. More precisely, for nearly completely decomposable Markov chains, the optimal bi-partition of the alphabet is determined by the sign structure of the Fiedler vector, the eigenvector associated with the second largest eigenvalue. Despite spectral graph theory being employed for model reduction and Markov chain aggregation for some time (e.g., [12] , [13] ), the authors of [3] first showed a connection between this eigenvectorbased aggregation method and an information-theoretic cost function.
In summary, by introducing a different lifting, we lose the connection to eigenvector-based aggregation, but instead gain the following: 1) Our lifting minimizes an upper bound on the KLDR between the projection and the aggregation, subject to the requirement that the lifted chain is lumpable.
2) The upper bound we obtain is tight if the original chain is lumpable. 3) Minimizing the upper bound proposed by our lifting minimizes information loss in a well-defined sense; this minimization, loosely speaking, yields the partition w.r.t. which the original chain is "most lumpable". 4) Relaxating the cost function allows applying the information bottleneck method for state space aggregation. The connection to the information bottleneck method is most interesting: Recently, Vidyasagar investigated a metric between distributions on sets of different cardinalities [14] , a problem very similar to the one considered in this work. He proposed an information-theoretic metric called the variation of information, and showed that the optimal reduced-order distribution on a set of given cardinality is obtained by projecting the original distribution. Specifically, the reduced-order distribution should have maximal entropy, which is equivalent to requiring that the partition function induces the minimum information loss; a sub-optimal solution to this problem is given by the information bottleneck method, cf. [15] .
We furthermore provide new insight in some aspects of the lifting proposed in [3] :
1) The KLDR between the original Markov chain and its aggregation, as defined in [3] , is an upper bound on the KLDR between the projection and the aggregation. 2) Following [16] , we introduce a compact matrix notation for the lifting introduced in [3] , allowing us to provide new proofs for some of the results shown there.
In works related to (graph) clustering, information-theoretic cost functions are often used for error quantification. In particular, in [17] , the authors use the information bottleneck method for partitioning a graph via assuming continuous-time graph diffusion. Moreover, in [18] and [19] pairwise distance measures between data points were used to define a stationary Markov chain, whose statistics are then used for clustering the data points. While [18] applies the information bottleneck method and obtains a result very similar to ours, the authors do not describe its importance for Markov chain aggregation. In [19] , the authors employ the same cost function as [3] and present an iterative algorithm similar to the agglomerative information bottleneck method [20] . While their work focuses on pairwise clustering, they conclude by stating that their results can be employed for Markov chain aggregation. Most recently, the authors of [21] proposed graph clustering by defining a dissimilarity function between the original and the aggregated graph and subsequently applying deterministic annealing to find the best clustering. They define a composite graph to cope with the problem of comparing graphs with different sizes and apply their results to Markov chain aggregation using KLDR as a dissimilarity measure.
Although the present work focuses on stationary Markov chains, we conjecture that our results can be generalized to time-homogeneous Markov chains with a starting distribution different from the invariant distribution, since they are still stationary in the asymptotic mean, or AMS [22] . A more detailed discussion of AMS can be found in [23] .
The extension to stochastic aggregations, i.e., an aggregation where the state space reduction is not performed by a deterministic partition function, but rather by a stochastic mapping, is not immediately possible, at least to the best of our knowledge. While a result similar to our Lemma 2 should hold also for stochastic mappings (cf. [24, Ch. 4.4] ), it is not clear how the stochastic aggregation should be lifted to a Markov chain on the original state space. Since deterministic mappings are preferable for their simplicity, we leave the topic of stochastic aggregations for future investigation.
B. Outline of the Paper
We start by introducing notation and information-theoretic quantities (Sections II-A and II-B) and their application to Markov chains (Section II-C) and functions of Markov chains (Section II-D; introducing also the notion of lumpability). Turning to the problem of state space aggregation in Section III, we restate results linked to the lifting method proposed by [3] (Section IV) and present an alternative and its properties (Section V). Section VI connects the proposed lifting method to the notion of relevant information loss recently introduced in [15] ; we exploit this connection in Section VII to show how the information bottleneck method can be employed for state space reduction. A few small examples are contained in Section VIII. The final section, Section IX, is devoted to a biologically inspired example.
II. NOTATION, PRELIMINARIES, AND SETUP

A. Random Variables and Stochastic Processes
Let (Ω, B, Pr) denote the probability space on which all random variables (RVs) and stochastic processes are defined. We denote RVs by upper case letters, e.g., Z, their (finite) alphabet by calligraphic letters, e.g., Z, and realizations by lower case letters, e.g., z, where z ∈ Z. For an index set I ⊂ N with finite cardinality card(I), let Z I := {Z i } i∈I ; in particular, we abbreviate Z n m := {Z m , Z m+1 , . . . , Z n }. The probability mass function (PMF) of Z is denoted by p Z , where
The joint PMF p Z I of Z I and the conditional PMF p Z I |Z J of Z I given Z J are defined similarly. In this work, discrete-time, one-sided random process are denoted by bold-faced letters, e.g., Z, and their (random) samples are indexed by the set of natural numbers, i.e., {Z 1 , Z 2 , . . . }. We assume each RV Z i takes values from the same, finite, alphabet Z. The random processes considered in this work are stationary. In particular, the marginal distribution of Z k is equal for all k and shall be denoted as p Z .
B. Information-Theoretic Quantities
In the remainder of this work we will need 
The entropy rate and the redundancy rate of a stationary stochastic process Z arē The redundancy rate is a measure of statistical dependence between the current sample and its past: For a process of independent, identically distributed RVs,H(Z) = H(Z) and R(Z) = 0. Conversely, for a completely predictable process, H(Z) = 0 andR(Z) = H(Z). In other words, the higher the redundancy rate, the lower the entropy rate and, thus, the less information is conveyed by the process in each time step.
We need another definition for the development of our results:
Definition 2 (Kullback-Leibler Divergence Rate). The Kullback-Leibler divergence rate (KLDR) between two stationary stochastic processes Z and Z ′ on the same finite alphabet Z is [25, Ch. 10]
whenever the limit exists and if
for all n, i.e., if for all n and all z
The limit exists, e.g., between a stationary stochastic process and a time-homogeneous Markov chain [25] as well as between Markov chains (not necessarily stationary or irreducible) [5] . Roughly speaking, the KLDR between a process Z and its model Z ′ quantifies the number of bits necessary per time step to correct the model distribution to arrive at the true process distribution.
C. Markov Chains
Let X be a regular, i.e., irreducible and aperiodic, timehomogeneous Markov chain on the finite alphabet X = {1, . . . , N } (see [16] for terminology). Its behavior is uniquely determined by its transition matrix P = {P ij }, where P ij := Pr(X n = j|X n−1 = i). The unique invariant distribution vector µ with its i-th component given by
For such a Markov chain we use the shorthand notation X ∼ Mar(X , P, µ). We assume furthermore that X is stationary, i.e., its initial distribution coincides with the invariant distribution.
With Definition 1, the entropy and the entropy rate of X, as well as the KLDR between two Markov chains X and X ′ on the same alphabet X with transition matrices P and P 
D. Functions of Markov Chains
We partition the alphabet X of the Markov chain X by a surjective function g: X → Y, where Y = {1, . . . , M }. In other words, g induces a partition of X by the preimages 1 of the elements of Y. Projecting X through the function, i.e., Y n := g(X n ), defines another stochastic process Y; in what follows we call this process the projected process, or simply the projection of X (see Fig. 1 ). If X is stationary, then so is Y. The following inequalities
hold by the data processing inequality [24] , [26] and by [27] . It is well known that Y is not necessarily Markov. The case where Y is a regular, time-homogeneous Markov chain, gives rise to the notion of lumpability: In order to present conditions under which a Markov chain is lumpable, we need the following matrices: Let V be an N × M matrix with V ij := 1 if i ∈ g −1 (j) and zero otherwise (thus, every row contains exactly one 1). Furthermore, U π is an M × N matrix with zeros in the same positions as V T , but with otherwise positive row entries which sum to one. In other words, with π being a positive probability vector,
Lemma 1 (Conditions for Lumpability). A stationary Markov chain X ∼ Mar(X , P, µ) is lumpable w.r.t. g iff for every positive probability vector ζ
Proof: See [16, Thm. 6.3.5 & Example 6.3.3] and note that
The corresponding result for continuous-time Markov chains on a countable alphabet has been proven in [28, Thm. 2] .
While the KLDR between two Markov chains is easy to compute, for the KLDR between a (non-Markov) function of Fig. 1 . Illustration of the problem: Assume a Markov chain X is given. We are interested in finding an aggregation of X, i.e., a Markov chain Y ′ g on a partition of the alphabet of X. This partition defines a function g (and vice-versa), which allows us to define a process Yg (via Yg,n := g(Xn)), the projection of X. Note that Yg need not be Markov. Lifting Y ′ g yields a Markov chain on the original alphabet, which can be projected to Y ′ g using the function g.
a Markov chain and Markov chain no closed-form solution is available. In special cases, however, the former can act as an upper bound on the latter, provided the Markov chains are chosen appropriately. We make this precise in Lemma 2. Let X and X ′ be stationary, time-homogeneous, regular Markov chains on the same alphabet X with transition matrices P and
Proof: The inequality follows from the fact that the Kullback-Leibler divergence reduces under measurements (e.g., [25, Cor. 3.3] or [26, Ch. 2.4]), i.e., that for all n,
It thus remains to show that the limits exist. Since P ′ ≫ P,D(X||X ′ ) exists and equals (8) 
III. PROBLEM STATEMENT
Throughout the remainder of this work we will stick to the following Assumption 1. The discrete-time Markov chain X ∼ Mar(X , P, µ) is stationary, i.e., the initial distribution equals its invariant distribution µ. The alphabet of X is X = {1, . . . , N } and the partition function is g: X → Y = {1, . . . , M } with 1 < M < N . The g-projection of X is the stationary process Y g over the alphabet Y, whose samples are defined by
We are interested in performing model reduction by employing information-theoretic cost functions. In particular, we specify the M -partition problem, equivalently defined in [3] : Definition 4 (M -partition problem). Given X and g as in Assumption 1, the M -partition problem searches for the partition function g such that the KLDR between the g-projection of X and its best Markov approximation is minimal, i.e., it solves argmin
For a fixed partition function g the best Markov approximation (in the sense of the KLDR) of the g-projection Y g can be found analytically. With the matrix notation introduced in Section II-D we present Lemma 3. Given X, g and Y g as in Assumption 1, let Y ′ g denote the best Markov approximation of the g-projection in the sense of the KLDR, i.e.,
Then,
which is a matrix notation for
Proof: See [25, Cor. 10.4] . From now on, we keep the notation Y ′ g for the optimal aggregation (see Fig. 1 ) of X, given a partition function g. We can now define the aggregation error of X w.r.t. g:
Definition 5 (Aggregation error). Given X, g and Y g as in Assumption 1, and
is the aggregation error of X w.r.t. g.
It immediately follows that the aggregation error is zero if X is lumpable.
Following [3] , we split the M -partition problem into two sub-problems: finding the best Markov approximation of the projected process Y g (to which Lemma 3 provides the solution), and minimizing the aggregation error over all partition functions g with a range of cardinality M . Thus, the optimization problem stated in (19) translates to finding
IV. π-LIFTING: BOUNDING THE AGGREGATION ERROR Often, a direct evaluation of the aggregation error in Definition 5 is mathematically cumbersome, since Y g is not necessarily Markov. The authors of [3] therefore suggested to lift the aggregation Y ′ g to a Markov chain X ′ over the alphabet X , which subsequently allows a computation of the KLDR.
The questions is now, whether there is a relation between the KLDR between X and the lifted chain X ′ , and the aggregation error,D(Y g ||Y ′ g ). Relying on Lemma 2, we will answer this question affirmatively.
Definition 6 (π-
Remark 2. An equivalent lifting method is suggested in [29] and [9] , [30] .
We conclude this section by presenting the elementary properties of π-lifting. Properties 1), 2), and 3) appear also in [3] ; the proofs can be found in Appendix A and, in contrast to the proofs in [3] , appear in short matrix notation. To the best of the authors' knowledge, properties 4) and 5) are proved for the first time here. 2) The invariant distribution of X ′µ g is µ;
V. A BETTER BOUND VIA P-LIFTING
In Section IV, we showed that the KLDR between X and the π-lifting with π = µ, X ′µ g , provides an upper bound on the aggregation error for a given partition function g. Unfortunately, the bound is loose in the sense that forD(Y g ||Y ′ g ) = 0, we may haveD(X||X ′µ g ) > 0; see also [9] . One of the reasons for this disadvantage of π-lifting is that, by construction, the lifted process X ′π g does not contain information about the transition probabilities between states of X. We therefore propose a lifting which takes into account the transition matrix P of the original process. 
One of the main contributions of this paper is to show that the KLDR between X and the P-lifting X ′P g yields a better bound than the one obtained using π-lifting. In Appendix B we prove
Theorem 1 (Properties of
4) (better bounds than π-lifting)
Tightness follows from the fact that for a lumpable X, the P-lifting yieldsP = P; the invariant distribution ofP trivially coincides with µ, the invariant distribution of P. In general, however, the invariant distribution ofP differs from µ, contrasting the corresponding result for the π-lifing (cf. Proposition 1, property 2).
Interestingly, the restriction to lumpable chains for the tightness result cannot be dropped: There are Markov chains X which are lumpable in a weaker sense (i.e., not for all initial distributions but, e.g., only for the invariant distribution) for which consequently the aggregation error vanishes, but for which the P-lifting does not yieldP = P. A simple example of such a chain is given in [16, p. 139] (cf. Section VIII-D).
As this theorem shows, P-lifting yields the best upper bound on the aggregation error achievable for Markov chains over the alphabet X . This can also be explained intuitively, by expanding the KLDR as
where (a) is due to Lemma 3. 
VI. P-LIFTING AND INFORMATION LOSS
We now analyze how the KLDR between the original process and a P-lifted process connects with the information loss induced by the projection function g. This parallels the analysis in [3] , claiming that π-lifting maximizes the redundancy rate 2 of the aggregated process. Interestingly, the cost function induced by P-lifting minimizes a special notion of information loss introduced recently. Moreover, the latter analysis paves the way for solving the state space reduction problem using information-theoretic algorithms, such as the information bottleneck method (cf. Section VII). [15] ). Let X be an RV with finite alphabet X , and let Y := g(X). Let S be another RV with alphabet S representing relevant information.
Definition 8 (Relevant Information Loss
The information loss relevant w.r.t. S is
A simple example to illustrate this notion of information loss is the following: Let S be a binary signal, and let X be this signal superimposed by noise, e.g., the output of a noisy communications channel. By passing X through a function g, e.g., a quantizer in a digital receiver, some information about S is lost. L S (X → Y ) does not quantify the information (about S) lost over the channel, but the additional information lost by quantizing the channel's output.
We now make a connection between Definition 8 and the KLDR between X and the P-lifted chain, X ′P g . To this end, let
Recall from (34) that
which, by adding and subtracting H(Y g,n ) can be rewritten asD
where L Yg,n (X n−1 → Y g,n−1 ) is the information loss relevant w.r.t. Y g,n induced by projecting X n−1 through the function g. Finding the optimal function g • thus amounts to minimizing information loss.
To the present date, we could not verify if this cost function has an interpretation in spectral theory. However, as mentioned above, it minimizes the difference between first-order upper and lower bounds on the entropy rate of the projected process 2 The reader should not be misled by the fact that the redundancy rate satisfiesR(Y ′ g ) = I(Y g,0 ; Y g,1 ), i.e., that it is formulated as a mutual information. The fact that the current sample Y g,0 shares much information with the future sample Y g,1 only emphasizes that the process is redundant, i.e., that it conveys little new information in each time step.
Y g and, with [31, Thm. 9], makes the projected process "as Markov as possible".
VII. THE INFORMATION BOTTLENECK METHOD: A POSSIBLE WAY TO MODEL REDUCTION
In this section we show that the state space reduction problem can be solved by a well-known information-theoretic algorithm: the information bottleneck method [6] . Since in [15] the information bottleneck (IB) method was reformulated in terms of relevant information loss, the results of Section VI are essential for the development of the following paragraphs.
Let X be a discrete RV representing an observation (e.g., the output of a noisy communications channel) or a data set. We are interested in a compressed representation Y of this RV. In rate-distortion theory (e.g., [25] ) one pursues the goal to minimize the mutual information between X and its compression Y , I(X; Y ), subject to satisfying a certain distortion criterion d (e.g., the mean-squared reconstruction error). This can be cast as a variational problem
where β is a Lagrange multiplier, and where stochastic compressions p Y |X (x, y) = Pr(Y = y|X = x) are permitted. The IB method takes up this approach by replacing the distortion measure by the negative mutual information between the compressed RV Y and a relevant RV S, representing the information one considers as meaningful and one wants to preserve (e.g., the binary input to the communications channel). The IB method therefore tries to solve
where the minimization runs over all stochastic relationships and where β trades compression and preservation of information: A large value of β places emphasis on preservation of relevant information, while a small value leads to high compression. Typical applications of the IB method include word and document clustering [20] , [32] or speech processing [33] , [34] .
With β → ∞, we focus on the second term of (40) which can be rewritten with Definition 8 as
With the restriction to deterministic compressions p Y |X determined by functions g: X → Y, one obtains a formulation of the IB method which minimizes the relevant information loss, i.e., which solves
For this problem, in [20] an iterative procedure, called agglomerative IB (AIB) was introduced, which successively merges two elements of a partition of X until the desired cardinality M is reached. The method is greedy, i.e., it minimizes the information lost in each step [20] , but does not guarantee that the global optimum (42), i.e., the least possible relevant information loss, is achieved.
Comparing (42) with (38) , one can see that the relevant information Y g,n depends on g, i.e., on the object to be optimized. Since in such a case the IB method is not applicable directly, we relax the problem by applying [15, Cor. 1]:
Instead of minimizingD(X||X ′P g ), we only minimize its upper bound given by (43). We thus look for
The possibility to apply the IB method and its algorithms (e.g., AIB) for state space reduction comes at the cost of optimality.
As the next subsection shows, this cost is not as high as one would expect.
A. Sub-Optimality of IB
By relaxing the M -partition problem to (44), one loses the property that the cost function minimizes the upper bound on the aggregation errorD(Y g ||Y ′ g ). However, the obtained upper bound is still better thanD(X||X ′µ g ):
where the last line is due to [3, Lem. 3] . The solution of the relaxed problem (44) might not coincide with the solution of (38) . To be specific: Even if a Markov chain X is lumpable, neither the AIB nor the IB method implementing the relaxed optimization problem necessarily find the optimal M -partition. We will elaborate on this topic in the example in Section VIII-C.
VIII. EXAMPLES
In this section we illustrate our theoretical results at the hand of a few examples. In particular, we show the applicability of the information bottleneck method for Markov chain aggregation in Section VIII-B.
A. Example 1
We take the matrix given in 
and use three different functions g inducing the following partitions of X : {{1, 2}, {3}}, {{1, 3}, {2}}, and {{1}, {2, 3}}. For all the resulting aggregations, we compute upper bounds on the aggregation error using both the π-lifting with π = µ and the P-lifting. In addition to that, the invariant distributions of the P-lifted Markov chains X ′P g are computed and compared to µ, the invariant distribution of the original chain X. The results are shown in Table I .
As it can be seen, the partition {{1}, {2, 3}} yields the best results in terms of KLDR. Moreover, it can be seen that the KLDR using P-lifting is smaller than the KLDR using π-lifting in all three cases, as suggested by Theorem 1. However, unlike for π-lifting with π = µ, the invariant distribution obtained with our method depends on g and in general differs from µ. An exception is the optimal partition, where Y g and Y ′ g are very close in terms of the KLDR, i.e., where X is "nearly" lumpable w.r.t. g.
B. Example 2
In this example we took the transition matrix P from [3, Fig. 7 ] and applied the agglomerative information bottleneck method [20] to aggregate the chain 3 , as described in Section VII. As it can be seen in Fig. 3 , the partitions of the alphabet appear to be reasonable and, for M = 5, coincide with the solution obtained in [3] . In essence, the aggregation reduces the alphabet to groups of strongly interacting states.
An interesting fact can be observed by looking at Fig. 2 , which compares the KLDR curves for both lifting methods (the aggregation was obtained using the agglomerative IB method in both cases). While for π-lifting the KLDR seems to be a function decreasing with increasing M , the same does not hold for P-lifting: If a certain partition is "nearly" lumpable, the KLDR curve exhibits a local minimum (cf. Theorem 1). Trivially, global minima with value zero are obtained for M = 1 and M = N ; thus, the curve depicted in Fig. 2 will decrease eventually if M is further increased.
These results are relevant for properly choosing the cardinality of the reduced state space: For π-lifting, it was suggested that a change in slope of the KLDR indicates that a meaningful partition was obtained [3, Section V.D]. Utilizing the tighter bound from P-lifting allows to choose the cardinality by detecting local minima.
C. Example 3
In this example we show that the relaxed optimization problem does not necessarily find the optimal partition. We start with a Markov chain X with state space X = {1, 2, 3} and investigate the bi-partition problem (i.e., M = 2). Let the 
Since this chain is lumpable for the partition {{1, 2}, {3}} (induced by the optimal function g • ), one obtains
Computer simulations show, however, that this partition leads to a larger value of H(X n |Y g • ,n−1 ) than the other two options (namely, 1.19 bit compared to 0.55 and 0.69 bit, respectively). Since here the AIB and IB methods coincide 4 , this example shows that the relaxation of the optimization problem does not necessarily lead to the optimal partition.
It is interesting to observe, however, that the information bottleneck method provides the same partition function as the method introduced in [3] , namely {{1}, {2, 3}}. The eigenvalues of the additive reversibilization of P are λ 1 = 1, λ 2 = −0.038, and λ 3 = −0.867, the latter two inducing the partitions {{1, 2}, {3}} and {{1}, {2, 3}}, respectively. Hence, IB and the method in [3] respond with the solution related to the eigenvalue with the second-largest modulus, while the optimal solution remains to be related to the second-largest eigenvalue. This suggests a closer investigation of the interplay between the proposed cost function, its relaxation, and spectral theory, especially when the relevant eigenvalues are negative, cf. [3] .
D. Example 4
We finally take an example from [16, pp . 139], which shows that our upper bound on the aggregation error is not tight in general, but only for lumpable X. To this end, let 
As it can be verified easily, this chain is lumpable in the weak sense w.r.t. the partition {{1}, {2, 3}}, but not lumpable; i.e., Y g is a Markov chain if X is initialized with the invariant distribution, but (13) is not fulfilled. To show that the bound is not tight, we observe thatD(Y g ||Y 
IX. APPLICATION TO MODELS OF BIO-MOLECULAR
SYSTEMS
Recent advances in measurement techniques brought the need for quantitative modeling in biology [1] . Markov models are a major tool used for modeling the stochastic nature of bio-molecular interactions in cells. However, even the simplest networks with only a few interacting species can result in very large Markov chains, in which case their analysis becomes computationally inefficient or prohibitive. In these cases, reducing the state space of the model, with minimal information loss, is an important challenge. We illustrate on an example how our reduction method can be used in such a scenario. The model defined by stochastic chemical kinetics evolves in continuous-time, following a continuous-time Markov chain (CTMC). We will show how our aggregation method can be applied to reduce this CTMC by aggregating a subordinated DTMC. The existing theory confirms that the resulting partition will also be suitable for the original CTMC.
For a well-mixed reaction system with molecular species S 1 , . . . , S n , the state of a system is typically modeled by a multiset of species' abundances: x = (x 1 , . . . , x n ) ∈ X ⊆ N n 0 .
The dynamics of such a system are determined by a set of r reactions. The k-th reaction reads
where ν ik ∈ N 0 and ν ′ ik ∈ N 0 denote the substrate and product stoichiometric coefficients of species i, respectively, and where c k is the rate with which the reaction occurs. If the k-th reaction occurs, after being in the state x, the next state will be x + (ν ′ k − ν k ) = x + µ k , where µ k is referred to as the stoichiometric change vector. The species multiplicities follow a continuous-time Markov chain and we denote the state of the system as the t-indexed random vector X(t) = (X 1 (t), . . . , X n (t)). The probability of moving to the state x + µ k from x after time ∆ is Pr(X(t + ∆) = x + µ k |X(t) = x) = λ k (x)∆ + o(∆), with λ k the propensity of reaction k, the functional form of which is assumed to follow the principle of mass-action λ k (x) = c k n i=1 xi ν ik [36] . The generator matrix R: X × X → R of the CTMC is determined by
and zero otherwise.
To illustrate, assume that a gene G spontaneously turns on and off at rates c 1 and c 2 respectively, and that it regulates the expression of protein P . More precisely, whenever a gene is turned on, the protein is synthesized at a rate c 3 , such that c 1 , c 2 ≪ c 3 , that is, the gene activation is slow relative to the rate of protein synthesis. Such a system requires a stochastic model and it can be specified with the following set of reactions:
Here, P 0 is introduced to simplify the system so that the total number of proteins is n P . This is arguably more realistic than the unlimited birth-death process, as P 0 represents the (limited) pool of amino-acid building blocks for the proteins. Finally, the protein can spontaneously degrade at rate c 4 .
Since the Markov process assigned to the model of a biochemical reaction network evolves in continuous-time, we cannot directly apply our aggregation method to the CTMC model of a biochemical network. Instead, we aggregate the subordinated DTMC: Definition 9 (Subordinated DTMC). Let X be a CTMC over the state space X with generator matrix R and transient marginal distribution π, such that π i (t) = Pr(X(t) = i). For λ ≥ sup i∈X |R ii |, let P := R/λ+I N (I N is an identity matrix of dimension N ). The DTMC defined by P is the subordinated process of X with uniformization constant λ, denoted by X λ .
The subordinated 5 DTMC agrees with the original process in its transient distribution [37] . Moreover, the KLDR between the subordinated DTMCs equals to the KLDR between the original CTMCs in the limit of a large uniformization constant, as can be shown by discretizing the time domain (see [38] for detailed presentation). The definition of the KLDR for CTMCs and its existence criterion can be found in [39, Ch. 6] . In the algorithm, we choose the uniformization constant λ = sup i∈X |R ii | + 1.
For the initial vector X(0) = (1, n P ) (where the components denote copy numbers of G 1 and P respectively), the CTMC has N = 2(n P + 1) reachable states (Fig. 4a) . After the chain exhibits stationary behavior, the algorithm is applied for n P = 100 and for M = 1, 2, . . . , 202. Moreover, the algorithm was adapted to search for the optimal partition after one partition class is fixed. This is desirable in scenarios where the modeler a priori wants to track the joint probability of all the states that satisfy a certain property. For example, one may be interested in a priori clustering those states for which the number of proteins is bigger than a given threshold T = 0.9n P , or all the states where the gene is turned on (depicted in the top row in Fig. 4a ). In Fig. 4b , we compare the upper bound on the aggregation error for the optimal partition, and optimal partition upon fixing each of the two mentioned partition classes. The results confirm that our algorithm provides only sub-optimal solutions, because, for example, lumping a priori all states with an activated gene yields a better bound than when no partition class is fixed. In particular, notice that for M = 2, lumping all states where the gene is turned on satisfies the criterion of lumpability, rendering the upper bound on the error to be within numerical precision.
X. CONCLUSION
In this work we presented a new method for Markov chain state space reduction based on information-theoretic criteria. Specifically, the Kullback-Leibler divergence rate between the process obtained by simply partitioning the alphabet of the original chain and its best Markov approximation is employed as a cost function. The Kullback-Leibler divergence rate between the original chain and the lifting of the optimal Markov approximation was shown to yield an upper bound on the cost function.
By properly defining the lifting, we not only obtain the best upper bound under certain restrictions, but also a cost function which links the reduced-alphabet model to the notion of lumpability. In addition to that, it is shown that the information bottleneck method can be used for model reduction by relaxing the optimization problem. Future work shall investigate possible connections between the proposed cost function and the spectral theory of Markov chains, the extension to nonstationary Markov chains, and the generalization to stochastic aggregations.
APPENDIX A PROOF OF PROPOSITION 1
For the first property (which is also mentioned in [3] ) we show that the condition
from Lemma 1 holds for all possible π-liftings and for all positive probability vectors ζ.
Since U π V = I for all positive probability vectors π, equality is achieved and the first result is proved.
For the second property (cf. [3, Thm. 2, Property 3]) note that with P ′ = VQU µ ,
where the second and third equality are due to Lemma 1 and the last follows from the definition of U µ in (12) . For the third property we refer the reader to [3, Thm. 1]. Next, observe that Q g(i)g(j) = 0 implies P ij = 0 (see (22) , combined with the fact that µ is positive [16, Thm. 4 
.1.4]).
For the entries of the lifted matrix we can now write
Since π is positive, it follows that P ′ ij = 0 implies P ij = 0, or equivalently, P ′ ≫ P. The last property immediately follows from Lemma 2; the lemma may be applied because X ′µ g is lumpable to Y ′ g (property 1) and P ′ ≫ P (property 4). This completes the proof.
APPENDIX B PROOF OF THEOREM 1
For the proof we note that another condition for lumpability is given by the entries of the matrix R = PV. In particular, iff for all h, l ∈ Y the elements
are the same for all i ∈ g −1 (h), the chain is lumpable w.r.t. g [16, Thm. 6.3.2] . Using this with (27) one getŝ
Clearly,R il assumes the same values for all i ∈ g −1 (h), as required. This completes the proof of the first statement 6 . The second statement is obvious from the Definition of Plifting and from the proof of property 4 of Proposition 1.
For the third statement, we introduce an arbitrary lifting
subject to j∈g −1 (l) b ij = 1 for all l ∈ Y and all i ∈ X . With (62), this condition is necessary and sufficient for lumpability of the lifted chainX with transition matrixP. We write for the KLDR
The last term can be written as i,j∈X
Here, the last term on the right is a cross-entropy, since both b ij and Pij R il are probability vectors on g −1 (l). The crossentropy is minimized 7 iff for all j ∈ g −1 (l)
Since the sums over i and l are expecations, the minimum is achieved iff above condition holds also for all i ∈ X and all l ∈ Y for which R il > 0. If R il = 0, the assignment for b ij is immaterial for j ∈ g −1 (l).
To show that the P-lifting indeed yields a better bound observe that with H(Y g,n |Y g,n−1 ) =H(Y For the fifth property, note that the sufficient and necessary condition for lumpability (13) , namely that
is the same for all i ∈ g −1 (h), can be used in the definition ofP:
This proves the "⇒" part. The "⇐" part follows from Lemma 2. This completes the proof. 
