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Abstract—In this paper, we propose a model-based deep
learning network, named FISTA-Net, by combining the inter-
pretability and generality merits of model-based Fast Itera-
tive Shrinkage/Thresholding Algorithm (FISTA) and strong
regularization and tunning-free merits of data-driven neural
network. The architecture of FISTA-Net consists of multiple
gradient descent, proximal mapping, and two-step update
blocks in cascade, which is designed by casting the FISTA
into a deep network. A key part of FISTA-Net is to develop
a proximal operator network for nonlinear thresholding
that can be effectively learned through end-to-end training.
All parameters of FISTA-Net including gradient step size,
thresholding value and two-step update weight are tunning-
free and learned from training data rather than being hand-
crafted. We further impose positive and monotonous con-
straints on the model-based parameters to ensure they
converge properly. We demonstrate, through visual results
and numerical metrics, that the learned FISTA can optimize
different parameters for different imaging tasks, i.e. Elec-
tromagnetic Tomography (EMT) and X-ray Computational
Tomography (X-ray CT). For both EMT and sparse-view CT,
superior results are achieved over state-of-the-art model-
based and deep learning methods.
Index Terms—Deep learning, EMT, FISTA, inverse prob-
lem, image reconstruction, model-based method, sparse-
view CT
I. INTRODUCTION
INVERSE problems for imaging applications are essentialthroughout physical and biomedical sciences, including op-
tical and radar systems, Magnetic Resonance Imaging (MRI),
X-ray Computed Tomography (CT), Positron Emission To-
mography (PET), Ultrasound Tomography (UT), and Electrical
Tomography (ET). The goal of an inverse problem in imaging
is to estimate an unknown image x from given measurements
b which relates to x via a forward operator Ay. The forward
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model of an imaging problem has the form [1]:
b = Ay(x) + ε (1)
where Ay denotes forward operator; ε is the noise in the
measured data. If y is independent with x and the operator
Ay is linear, it describes linear inverse problem of imaging
systems, e.g. MRI, CT. On the other hand, Ay represents non-
linear operator, modelling ’soft-field’ imaging systems such as
ET and Diffuse Optical Tomography (DOT) [2].
The inversion problem of (1) can be generally formulated
as an optimization problem that minimizes the cost function
argmin
x
D(x,b) + λR(x) (2)
where D is data fidelity to ensure consistency between the
reconstructed image x and measurements b; R is a regularizer
that imposes prior knowledge, e.g. smoothness, sparsity, low-
rank, non-local self-similarity; λ > 0 is the regularization
coefficient. Frequently, regularizer R is non-smooth, which
cannot be solved straightforward. First-order iterative proximal
gradient methods, such as the Iterative Shrinkage/Thresholding
Algorithm (ISTA) [3]–[5], Alternating Direction Method of
Multipliers (ADMM) [6] and Primal Dual Hybrid Gradient
(PDHG) algorithm [7] are prevailing approaches to solve
such problems with non-smooth regularizers with high com-
putational efficiency. While ISTA and ADMM have been
extensively investigated in solving linear inverse problems,
there also exists some variants for nonlinear problems [8]–
[10].
In addition to these model-based approaches, machine learn-
ing, particularly deep learning, has recently become a new
frontier of inverse problems in imaging [11]. Deep learning
approaches are commonly used for non-linear function approx-
imation under weak assumptions. Solving the inverse problem
of (1) with deep learning can be phrased as seeking a (non-
linear) mapping T †Θ that satisfies the pseudo-inverse property
[12]:
xrec = T †Θ(b) (3)
There are three common approaches for solving inverse
problems with deep learning (see Fig. 1), i.e.
1) Fully learned approach: This approach utilizes conven-
tional neural network as a ’black-box’ by feeding sufficiently
large amount of training samples to learn the linear/non-linear
mapping from measured data b to target image x without
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Fig. 1. Common approaches for solving inverse problems in imaging.
explicitly modeling the domain knowledge, i.e. the forward
operator A [13]–[16]. For this approach, the deep learning
model must learn the underlying physics of the problem, which
is difficult or even infeasible [17]. Thus far, the success of such
fully data-driven approaches is confined to tasks where the
forward operator is insignificant. It is challenging for a neural
network to invert the process of Eq. (1) from a low dimension
data b to a high dimensional image x [18]. Moreover, their
generalization ability has yet to be thoroughly demonstrated
in practice [19].
2) Image post-processing: This approach applies deep
learning based image post-processing to suppress noise and
remove artifacts. An initial ’coarse’ image is first generated
by certain analytical inversion, e.g. Filtered Back Projection
(FBP) [20], transforming from measurement domain to image
domain by leveraging the forward operator A. A trained deep
neural network Tw is cascaded afterwards to post process the
initial image and obtain the final finer image:
xrec = Tw
(
ATb
)
(4)
Notable successes of this approach have been achieved es-
pecially in low-dose CT imaging [20]–[23]. Whilst the images
can be improved in terms of certain metrics, e.g. Peak Signal-
to-Noise Ratio (PSNR), some researcher pointed out that the
’cosmetic improvements’ might result in over-smoothing and
loss of critical structural details in certain cases [24]. Without
a feedback mechanism that imposes data consistency, large
networks requiring a considerable amount of training data are
often needed in practical applications [25].
3) Model-based deep learning: The forward operator A
encapsulates the relevance of measured data b and target
image x. With the forward operator depicting underlying
physics, conventional model-based algorithms are underpinned
by two pillars, i.e. generality and stability. On the other hand,
despite the effectiveness of deep learning in capturing critical
features of data, its stability is usually unsatisfactory [26].
Model-based deep learning approach aims to combine the
advantages of these two paradigms.
This idea was first proposed in the Learned Iterative
Shrinkage-Thresholding Algorithm (LISTA) [27]. It aims to
train a non-linear predictor through unrolling the iterative
algorithm into feed-forward layers, which are optimized in
a data-driven manner. Following this seminal work, many
similar algorithms have been developed recently for inverse
problems in imaging. For instance, Yang et al. proposed a deep
architecture, dubbed ADMM-CSNet, by unrolling ADMM
solver in iterative steps, and all parameters are discrimina-
tively learned by end-to-end training for compressed sensing
applications [18]. Zhang et al. cast ISTA into deep network
and developed an effective strategy to solve the proximal
mapping using nonlinear transforms [28]. Adler et al. proposed
an iterative Convolutional Neural Network (CNN) to learn
the gradient descent [12], [19]. Hammernik et al. embedded
a variational model in an unrolled gradient descent scheme
and all parameters of the prior model are learned during the
training procedure [29]. Gong et al. formulated the inverse
problem using ADMM with CNN represented prior [30].
Aggarwal et al. proposed MoDL, a variational framework
involving a data-consistency term and a learned CNN to
capture the image redundancy [25]. All these work acknowl-
edged the significance of embedding data consistency term in
the deep learning network, which improved significantly its
generalization ablity and convergence performance.
This paper aims to ground the generalized model-based deep
learning approach on the Fast Iterative Shrinkage/Thresholding
Algorithm (FISTA) [5] by unfolding the iterative step into
cascaded block and replacing the nonlinear soft-thresholding
function to deep network, named as FISTA-Net. Main advan-
tages of FISTA-Net include:
1) Compared with state-of-the-art ADMM-based networks,
e.g. ADMM-CSNet [18], FISTA-Net does not involve
matrix inversion of the forward operator, which is de-
sirable when dealing with large-scale or ill-conditioned
inverse problems [8].
2) A CNN is designed to solve the proximal mapping
associated with the sparsity-constrained regularizer. The
learned CNN is shared throughout the iterations with
different thresholding values to deal with varying noise
at different iteration. The network is much easier to train
with a smaller size compared with existing methods.
3) FISTA requires manual parameter tweaking (e.g. gradi-
ent step size, regularization parameters) for different sce-
narios. In contrast, FISTA-Net autonomously determines
these parameters from the data manifold. In addition,
model-based constraints are further imposed on these
parameters to ensure their proper convergence.
In the following Sections, we first describe the FISTA-Net
starting from the original FISTA framework and cast it into the
deep learning network. The implementation details of FISTA-
Net are also presented. Then, we test and evaluate FISTA-
Net on two different imaging modalities, i.e. CT (linear) and
Electromagnetic Tomography (EMT) (nonlinear).
II. ITERATIVE SHRINKAGE/THRESHOLDING
FRAMEWORKS
XIANG et al.: FISTA-NET: LEARNING A FISTA NETWORK FOR INVERSE PROBLEMS IN IMAGING 3
A. ISTA
Iterative Shrinkage/Thresholding Algorithm (ISTA) is a
prevailing framework to solve (2) with non-smooth convex
regularizers. Each iteration of ISTA involves gradient descent
update followed by a shrinkage/soft-threshold step (e.g. prox-
imal operator) [31], [32]:
xk+1 = Tα
(
xk − µAT (A(xk)− b)
)
(5)
where µ = 1/L is an appropriate step size, and L must be
an upper bound on the largest eigenvalue of ATA, e.g. L >
λmax(A
TA) [27]. Tα is the shrinkage/thresholding operator
associated with the regularizer λR(x), which is defined by:
Tα(x)i = sign (xi) (|xi| − α)+ (6)
For certain R(x), Tα has closed forms. For instance,
Tα(x) = soft(x, α) when R(x) = ‖x‖1, where soft(x, α) =
sign(xi) max{|xi| − α, 0}. The shrinkage/threshold function
of R(x) = ‖x‖0 is Tα(x) = hard(x, α), where hard(xi, α) =
xi1|xi|≥α. A comprehensive coverage of proximal maps can
be found in [33].
B. FISTA
ISTA is generally recognized as a time-consuming method
[4], [5]. Two faster versions of ISTA are the two-step IST
(TwIST) algorithm [4], [34], and fast IST algorithm (FISTA)
[5]. FISTA solves (2) by iterating between the following
update steps:
xk = Tα
(
yk − µAT (A(yk)− b)
)
(7a)
tk+1 =
1 +
√
1 + 4t2k
2
(7b)
yk+1 = xk +
(
tk − 1
tk+1
)
(xk − xk−1) (7c)
The main improvement of FISTA is that the iterative shrink-
age operator Tα is not applied on the previous estimation
xk, but rather at yk which adopts a well-designed linear
combination of the previous two estimation xk, xk−1. FISTA
does not require more than one gradient evaluation at each
iteration but just an additional estimation that is smartly
chosen.
III. FISTA-NET
Sparse representation, lying on the fact that most natural
images could be well described by fewer basis coefficients
in certain transform domains, is an important tool in imaging
[35]. Herein we define a transform sparsity regularizerR(x) =
‖F(x)‖1, and rewrite (2) as:
xˆFl1 = argmin
x
{‖A(x)− b‖22 + λ‖F(x)‖1} (8)
where operator F(·) could be Fourier Transform (FT), Dis-
crete Cosine Transform (DCT) or Discrete Wavelet Transform
(DWT). Among them, DWT is the most common sparse
transform which has been applied in various fields [36], [37].
A. Network Mapping of FISTA
The proposed FISTA-Net to solve (8) is formulated as:
rk = yk − µkAT (A(yk)− b) (9a)
xk = TFθk(rk) (9b)
yk+1 = xk + ρk (xk − xk−1) (9c)
Eq. (9a) shows the gradient descent, which is followed by a
shrinkage/thresholding function (9b) represented by a learned
network. The update in (9c) is a two-step linear combination
of the previous two iterations. The unkown parameters of
FISTA-Net are Θ = {µk, ρk, θk}Nsk=1 , F(·), F˜(·), where Ns
is the number of cascaded stages, given the training data
pairs {(bi,xi)}Nti=1. Fig. 2 illustrates the overall architecture
of FISTA-Net and more details are provided hereafter.
Gradient descent module rk. This layer updates the re-
constructed image based on the gradient descent operation of
Eq. (9a), which is the closed-form numerical solution of data
consistency subproblem, given yk is the output of previous
layer. Explicitly, it aims to find a more accurate estimation that
minimizes ‖A(x)− b‖22. As the data consistency term corre-
sponds to the physical model, it imposes a physics constraint
to stabilize the solution. To preserve FISTA structure while
increasing network flexibility, we allow the step size µk to
change during iteration, whilst it is a constant in conventional
FISTA.
Proximal mapping module xk. The proximal operator
aims to remove noise and artifacts in the intermediate result
rk through thresholding in a certain transform domain. In
practice, existing sparse transformations need fine-tuning to
capture complex image details. FISTA-Net aims to learn
a more flexible representation F(·) and threshold θk from
training data.
In FISTA-Net, F(·) is designed as a combination of four
linear convolutional operators (without bias terms) separated
by a Rectified Linear Unit (ReLU) (see the dashed box in
Fig. 2). The first convolutional operator corresponds to Nf
filters (each of size 3 × 3) and the other three convolutional
layers correspond to Nf filters (each of size 3 × 3 × Nf ).
We set Nf = 32 by default. In order to inherit the merits
of residual learning, a skip connection is made from input to
output. Batch Normalization (BN) is not adopted because some
recent observations showed that BN layers are more likely to
introduce unpleasant artifacts when a network becomes deeper
and more complicated [38], [39].
Mathematically, the sparse transform is invertible, i.e. F˜ ◦
F = I, where I is the identity operator. Inspired by the loss
function of sparse autoencoder [40], we define the loss of the
transform F(·) as:
Ltsf = λ1Lsym + λ2Lspa
= λ1
Ns∑
k=1
∥∥∥F˜ (F (rk))− rk∥∥∥2
2
+ λ2
Ns∑
k=1
‖F(rk)‖1
(10)
where Lsym is a symmetry loss of inversion; Lspa is a sparse
constraint.
To deal with the changing noise/artifact level at each it-
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Fig. 2. The overall architecture of the proposed FISTA-Net withNs iterations. In specific, FISTA-Net consists of three main modules, i.e. gradient
descent, proximal mapping and two-step update.
eration, previously reported plug-and-play CNN approaches
require various pretrained denoiser with different noise levels
[41], [42]. MoDL shares the same network and the same regu-
larization parameter across iterations regardless of the variance
of noise level [25]. In FISTA-Net, differently, the parameters
of F(·) are shared throughout different iterations, whereas
θk, the shrinkage thresholding value, is a learnable parameter.
As the variance of noise and artifact progressively changes
with iterations, we allow θk to change at each cascaded stage.
The advantage of such setting is that we could maintain the
flexibility to adapt the noise variance at each iteration while
avoiding training various networks.
Two-step update module yk+1. FISTA is proven to con-
verge in function values as O
(
1/k2
)
compared to the slower
rate of O (1/k) of ISTA, where k is the iteration step. Its faster
convergence rate than ISTA lies in smartly choosing the update
weights of two previous results without requiring additional
gradient evaluation. In FISTA-Net, we inherit this advantage
by relaxing the constant update weights {tk} of (7c) with a
learnable parameter ρk that is autonomously learned from the
training dataset.
The total loss function of FISTA-Net is formulated as:
Ltotal = Lmse + λ1Lsym + λ2Lspa (11)
where ‖xNs − xgt‖22 is the MSE loss of the estimated output
of FISTA-Net with respect to the ground truth. We train the
network for different tasks with the following fixed hyperpa-
rameters: λ1 = 0.01, λ2 = 0.001 by default. The sparsity
constraint λ2 is set to a small value because the thresholding
function has a similar effect. Empirically, we found it is
adequate to set these weights such that the magnitude of
different loss terms is balanced into similar scales.
B. Model-based Parameter Constraints
Although {µk, θk, ρk}Nsk=1 are learnable and no manual
parameter tweaking is required in FISTA-Net, we further
introduce some constraints to ensure they converge properly.
The first prior knowledge is that {µk, θk, ρk}Nsk=1 should
be positive. In addition, the gradient step µk should decay
smoothly with iterations. Thresholding value θk should also
decay because the noise variances are suppressed progressively
with iterations. The two-step update weight ρk should increase
monotonously corresponding to the two-step update weight in
the FISTA. Henceforth, we regularize:
µk = sp(w1k + c1), w1 < 0 (12a)
θk = sp(w2k + c2), w2 < 0 (12b)
ρk =
sp(w3k + c3)− sp(w3 + c3)
sp(w3k + c3)
, w3 > 0 (12c)
where softplus function sp(x) = ln(1 + exp(x)); ρk ∈ (0, 1)
is consistent with FISTA; iteration step k = 1, 2, . . . , Ns. One
benefit of the softplus function lies in its simple derivative
function.
C. Initialization
ISTA-based methods can benefit significantly from warm-
starting, i.e. initialization near a minimum of the objective
function. For ill-conditioned problems, e.g. EMT, we adopt
the solution of (2) with Laplacian operator R(x) = ‖Lx‖22,
(L is Laplacian matrix) [43], [44] to initialize FISTA-Net:
x0 = (A
TA+ λ0L
TL)−1ATb (13)
where we set y1 = x0, and λ0 = 0.0001.
For well-conditioned problems, e.g. CT, no regularization is
needed for initialization and we simply apply iradon transform
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x0 = A
Tb. In our tests, we found that providing FISTA-Net
with such an initial guess marginally decreased training time,
although it did not generate better final results.
The convolutional network is initialized with Xavier algo-
rithm [45]. Parameters {w1, w2, w3, c1, c2, c3} are initialized
with {−0.5,−0.2, 1,−2,−1, 0}.
D. Implementation Details
The iteration step of FISTA-Net is fixed to do end-to-
end training. Since the networks are shared throughout and
{w1, w2, w3, c1, c2, c3} are decoupled with iteration, we may
choose a different number of iterations for reconstruction. In
our experiments, all the networks were optimized using Adam
algorithm with a mini-batch size of 64 [46]. Two learning
rates lr1 and lr2 are estimated from the first and second
moments of the gradients and applied to convolutional net-
work and {w1, w2, w3, c1, c2, c3}, respectively. The networks
were implemented in Python with the Pytorch library and
the training of FISTA-Net was performed on a workstation
with a GTX 1080TI GPU. Our scource code is available at:
https://github.com/jinxixiang/FISTA-Net.
IV. EXPERIMENTS AND RESULTS
In this section, we verify the proposed FISTA-Net with two
representative imaging modalities, i.e. the non-linear Electro-
magnetic Tomography (EMT) and the linear CT. Three prevail-
ing metrics, i.e. the Root Mean Square Error (RMSE), Peak
Signal to Noise Ratio (PSNR) and Structural Similarity Index
Measure (SSIM) [47], are utilized for quantitative assessment
of image quality.
A. Nonlinear Case: EMT
1) EMT Dataset: EMT is a non-intrusive and non-radiative
tomography modality that can image the cross-sectional con-
ductivity distribution inside the object without contact [44].
EMT is a nonlinear and ill-conditioned problem caused by the
dispersed nature of the electromagnetic field. An EMT dataset
is established using COMSOL Multiphysics by solving the
forward problem of EMT [14], [49]. Each sample contains
a 2-D conductivity distribution image with a dimension of
64×64 and a corresponding 1-D measurement vector with 64
elements. The EMT dataset consists of 24,000 training samples
(20% for validation) and 12,000 testing samples. In training
and validation data, samples contain 1, 2, and 4 round objects
with random locations and radius within the sensing region
(see Fig. 3). Testing data consist of two sets, i.e. set 1 with
1,2,4 round objects and set 2 with 3 round objects to verify
the generalization ability. The conductivity of all objects is
generated randomly in the range of (0.05, 0.5)S/m. White
noises are manually added in the dataset to achieve 40dB SNR.
2) Comparison Study: We compare our proposed FISTA-
Net with five recent state-of-the-art methods, i.e. Laplacian
regularization [43], [44], FITSA-TV [48], FBPConvNet [20]
and MoDL [25]. The last two methods and our FISTA-Net
are trained using pairs of measurement data and ground truth
images as input and output, respectively. Laplacian regulariza-
tion and FITSA-TV are model-based methods. FBPConvNet
Fig. 3. Examples of EMT dataset with different conductivity distribution
phantoms. Blue background indicates the sensing region of EMT with 8
coils placed in its periphery.
Fig. 4. Sensor response of EMT. Nonlinear characteristic leads to
absolute conductivity errors.
is a network-based method. Laplacian regularization is a base-
line method that provides initial guess x0 for FBPConvNet,
MoDL, and FISTA-Net. FITSA-TV employs the same iterative
framework with FISTA using Total Variation constraint. FBP-
ConvNet is an image post-processing method that suppresses
image noise and artifacts with U-Net. MoDL is one of the
state-of-the-art model-based deep learning methods originally
designed for MRI.
The EMT imaging results of different methods are shown
in Table I. It can be observed that FBPConvNet and FISTA-
Net produce much better visual results than traditional model-
based methods, with sharper edges and better shapes. It is
not surprising that FBPConvNet, which trained large U-Net
with many parameters to remove noise, can yield much better
visual results than MoDL. However, in some cases (row 2, 3),
FBPConvNet fails to recover all objects. This might be due to
the 3-object phantom does not appear in training set. Further
comparing the average quantitative metrics, i.e. PSNR, SSIM,
RMSE, on all test data (see Table II), we have the follow-
ing observations. First, our FISTA-Net outperforms the other
methods on both two test sets. Second, consistent with visual
observations, network-based FBPConvNet performs well in
terms of SSIM, which is comparable to FISTA-Net, but it has
moderate PSNR and RMSE results. This might be attributed
to the strong learning ability of networks to capture image
features, but RMSE and PSNR cannot be guaranteed without
data fidelity term. Third, all methods work better on set 1 than
set 2 because test set 2 with 3 round objects does not appear
in training set. Besides, our FISTA-Net is considerably small
with only 74,599 learnable parameters, compared to 482,449
parameters of FBPConvNet.
It is however worth mentioning that all methods failed
to reconstruct the absolute conductivity of objects perfectly.
One essential difficulty is that EMT image reconstruction
is a nonlinear problem, where Ay in (1) is the sensitivity
matrix of coils over spatial conductivity in the sensing region;
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TABLE I
COMPARISON OF THE PROPOSED FISTA-NET WITH STATE OF THE ART PARALLEL IMAGING APPROACHES ON EMT DATASET. (FIRST TWO ROWS:
TESTING SET 1; LAST TWO ROWS: TESTING SET 2)
Ground Truth Lap. Reg. (x0) TV (FISTA) [48] FBPConvNet [20] MoDL [25] FISTA-Net
TABLE II
QUANTITATIVE METRICS OF DIFFERENT METHODS ON EMT DATASET. THE BEST RESULTS OF COMPARATIVE METHODS ARE HIGHLIGHTED IN BLUE.
Testing set Index Lap. Reg. (x0) TV(FISTA) [48] FBPConvNet [20] MoDL [25] FISTA-Net
# of Pars. 1 1 482449 111745 74599
set 1
PSNR 16.140 17.996 18.194 19.384 21.304
SSIM 0.556 0.6612 0.911 0.697 0.912
RMSE 0.155 0.1259 0.123 0.107 0.086
set 2
PSNR 14.975 16.508 16.602 18.519 20.013
SSIM 0.472 0.630 0.889 0.635 0.882
RMSE 0.178 0.149 0.147 0.118 0.099
y is determined by true conductivity x, spatial coordinate,
excitation signals, etc. Ay(·) is customarily linearized around
a constant y0, leading to an approximated linear problem (see
Fig. 4). Nonlinearity errors arising from linear approximation
account for the imprecise absolute conductivity in the recon-
structed images. Although the forward operator Ay(·) can be
updated during iterations to achieve nonlinear reconstruction,
the computation cost and modeling errors using finite element
method make it impractical in reality.
3) Effect of Number of Layers: To evaluate the effect of
the number of layers, we tunned it from 5 to 9. Table III
summarizes the quantitative evaluation results of FISTA-Net
on testing set 2. The performance is gradually improved when
the number of layers is larger than 5, and the best results are
obtained by using 7 layers. The performance starts to degrade
thereafter. Although the number of learnable parameters is
fixed in all configurations, when the number of layers is larger
than 9, the GPU computational cost increases considerably.
Based on observation, the 7-layer configuration is a preferable
setting compromising imaging quality and computational cost.
4) Iteration results: Fig. 5 shows that the successive output
images in stages 1-7 by FISTA-Net become gradually clearer,
and we also see the model-based parameter ρk increases
with respect to increasing stages, while θk, µk decrease. This
implies the noise variance of reconstructed images is gradually
reduced across iterations and the newly generated image has
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TABLE III
QUANTITATIVE RESULTS OF DIFFERENT NUMBER OF LAYERS
Layers 5 6 7 8 9
PSNR 19.647 19.825 20.013 19.493 19.517
SSIM 0.870 0.876 0.882 0.868 0.866
RMSE 0.104 0.102 0.099 0.106 0.105
Fig. 5. Reconstructed intermediate EMT images by FISTA-Net and
corresponding learned parameters at different stages.
a large weight ρk in the final result. The observations are
consistent with the parameter configuration in a conventional
model-based reconstruction method. Therefore, the learned
parameters are meaningful as they play proper roles.
B. Linear Case: CT
1) Clinical CT dataset: CT image reconstruction is a linear
format of (1), where A is discretized Radon transform of
the object under investigation. Clinical CT data and images
established by Mayo Clinics, i.e. ’2016 NIH-AAPM-Mayo
Clinic Low-Dose CT Great Challenge’ [50], are used to
evaluate the FISTA-Net. The image dataset contains 2,378
full-dose CT images of 3mm thickness from 10 patients.
Sinograms for this dataset are 729 pixels by 720 views and
are created by re-projecting using the Matlab function radon.
The reference images were reconstructed by iradon operator in
MATLAB using all 720 views [20], [51]. The projection data is
down-sampled to 60 and 120 views, respectively, to simulate
a few view geometries. Among the ten patients’ data, eight
patients’ data were used for training and one patient’s data for
validation, and the remaining one for testing. In specific, there
are 1639 slices of 512 × 512 images in the training set, and
409 slices of 512 × 512 images for the validation data. The
test data contain 330 slices of 512 × 512 images.
2) Comparison Study: Four state-of-the-art methods were
compared against FISTA-Net, including FBP, FISTA-TV, FBP-
ConvNet, and MoDL. FBP is implemented with iradon func-
tion in Matlab/Python. We set the maximum iteration steps of
FISTA-TV as 200 and regularization parameter to be 0.01.
Fig. 6. Reconstructed intermediate 60-view CT images by FISTA-Net
at different stages and corresponding learned parameters.
Batch normalization layers are removed in MoDL because
artifacts could be introduced. We set the cascaded stage of
MoDL as 5. Similarly, the number of layers of our FISTA-Net
is configured as 7, following the same procedure as described
in Section IV-A.3.
Table IV shows the reconstructed images on the Mayo
Clinic CT dataset. In Table IV, the sparse-view FBP contains
obvious line artifacts. FISTA-Net removes the streak artifacts
effectively but some blocky artifacts are introduced, which is
a typical feature of TV regularized methods. FISTA-TV could
over-smooth some fine structures (see the zoomed-in figures in
row 2 and 4). FBPConvNet is advantageous over FISTA-TV in
terms of noise reduction and streak artifacts suppression. How-
ever, comparing to the ground truth, some details are blurred
or distorted to certain extent. This phenomenon might be
attributed to multiple downsampling and upsampling of UNet
and the image quality could be sub-optimal, as commented
by [52]. In comparison, FISTA-Net involves measurements
into the processing procedure to ensure the image quality is
optimal. The FISTA-Net maintained most of the details and
small structures with superior noise reduction.
Table V lists the quantitative results of 60 view and 120
view for different methods. The proposed FISTA-Net achieved
the best results in terms of all the metrics, which is consistent
with visual observations. In the cases of 60 and 120 views,
our model gained improvements of 3.34 dB PSNR over FBP-
ConvNet. FBPConvNet achieved the best quantitative results
among the comparative methods.
3) Iteration results: Fig. 6 shows the results of FISTA-Net
in different iterations for a CT image with a sparse view
60. The model-based parameter ρk increases with respect to
increasing stages while θk, µk decreases. The noise removal
and detail recovery effects are performed gradually across
the iterations. As a result, the end-to-end trained FISTA-
Net has similar parameter configurations with a conventional
model-based reconstruction method. Therefore, the learned
parameters facilitate image enhancement over pure network
methods with meaningful model-based parameters.
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TABLE IV
COMPARISON OF FISTA-NET WITH STATE OF THE ART PARALLEL IMAGING APPROACHES ON CT DATASET (60 VIEW).
Ground Truth FBP (x0) TV (FISTA) [48] FBPConvNet [20] MoDL [25] FISTA-Net
TABLE V
QUANTITATIVE METRICS OF DIFFERENT METHODS ON MAYO CLINIC CT DATASET. THE BEST RESULTS OF COMPARATIVE METHODS ARE
HIGHLIGHTED IN BLUE.
Testing set Index FBP (x0) TV(FISTA) [48] FBPConvNet [20] MoDL [25] FISTA-Net
# of pars 0 1 482449 111745 74599
60 view
PSNR 27.362 32.541 33.976 24.228 37.319
SSIM 0.706 0.787 0.942 0.682 0.951
RMSE 0.042 0.023 0.020 0.057 0.013
120 view
PSNR 29.230 35.181 36.091 27.067 40.189
SSIM 0.828 0.932 0.950 0.762 0.968
RMSE 0.034 0.017 0.157 0.044 0.009
V. CONCLUSION
In this paper, we propose a novel model-based deep learning
network named FISTA-Net derived from FISTA to solve
image reconstruction problems. The FISTA-Net has good
interpretability inherited from FISTA, and strong learning
ability underpinned by CNN to do noise removal and detail
recovery. FISTA-Net enjoys good generalizability due to the
decoupling of the data fidelity term and proximal operator term
by unfolding the FISTA into cascaded stages. By changing the
physics model A, FISTA can be readily extended to different
inverse problems in imaging. We validated on both linear
(CT) and nonlinear (EMT) imaging modalities with extensive
numerical and imaging experiments. We demonstrated that the
well-designed FISTA-Net led to superior results compared to
the given state-of-the-art approaches on EMT and CT datasets.
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