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Abstract 
Kubale, M., Interval edge coloring of a graph with forbidden colors, Discrete Mathematics 121 
(1993) 135-143. 
This paper is complementary to Kubale (1989). We consider herein a problem of interval coloring 
the edges of a graph under the restriction that certain colors cannot be used for some edges. We give 
lower and upper bounds on the minimum number of colors required for such a coloring. Since the 
general problem is strongly NP-complete, we investigate its complexity in some special cases with 
particular reference to those that can be solved by polynomial-time algorithms. 
1. Introduction 
The classical model of coloring the edges of a graph with single colors so that no 
edges on any vertex have the same color is too limited to be useful in many practical 
applications. A good illustration of this is the following well-known school timetable 
problem. Suppose we are given a set of teachers, a set of classes, and a set of lessons, i.e. 
meetings of one teacher with one class. We have to arrange the times at which the 
lessons are to be given. This scheduling problem can be represented by a bipartite 
graph (T, C; L) in which vertices in Tcorrespond to teachers, vertices in C correspond 
to classes and edges of L represent lessons. It is easy to see that the timetabling 
problem is equivalent to the edge-coloring problem stated in its standard form. In 
practice, however, there are usually more restrictions generated by staff requirements 
which have to be taken into consideration in finding a satisfactory timetable. For 
instance, we may have to take into account the fact that certain lessons require at least 
two consecutive hours and that some of them cannot be held at a priori specified time 
intervals. Due to such restrictions the mathematical models are not simple coloring 
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problems any more. For this reason we must consider more general notions of edge 
coloring, and the present paper is devoted to one such generalization. 
More formally, let G=( V, E) be a simple loopless graph with vertex set 
V={ur, . ..) II,,) and edge set E={e,, . . . , e,}. We define an edge-weighting function W: 
E + N, where N is the set of all positive integers. The pair (G, W) is said to be 
a weighted graph. By an interval k-coloring of (G, W) we mean a function C: 
E -+ {S~jl, . . ..k)} whose values are sets of consecutive integers satisfying 
IC(e)l= W(e) and C(e)nC(f)=@ h w enever en f#@. The intercal chromatic index 
x’(G, W) is the least k for which there is an interval k-coloring of (G, W). Moreover, we 
assume that with each edge eeE there is associated zero or more (but no more than 
a fixed number of) intervals of forbidden colors, i.e. the colors which cannot be 
assigned to e in any interval coloring of the graph G. Colors that are not forbidden 
form intervals of permissible colors. Since our coloring has to be an interval coloring 
without forbidden colors, it follows that C(e) must be consecutive permissible colors 
for all e. In other words, we are given ajbrhiddingfunction F: E + {SE { 1, . . , k}} with 
the property C(e)nF(e)=@ which must be satisfied in any interval k-coloring of 
a weighted graph (G, W). Consequently, an interval k-coloring of (G, W) that avoids 
F is an interval function C: E -+ {SC 11, . . . , k}} fulfilling IC(e)I = W(e) and 
C(e)nF(e)=@ for each eeE, and C(e)nC(f)=@ whenever en f#@. By the generalized 
(interval) chromatic index x’(G, W, F), we mean the least number of colors needed to 
map the edges of G to appropriate coloring intervals of size given by Win the presence 
of forbidden colors specified by F. A chromatic coloring is one that achieves the 
generalized chromatic index. 
It is not always easy to determine the value of x’(G, W, F). The general decision 
problem: ‘Given G, W, F and an integer k, is there an interval k-coloring of (G, W) that 
avoids F’ is strongly NP-complete, since it is already NP-complete to determine the 
chromatic index of a graph [S]. Hence, it is unlikely that the generalized chromatic 
index can be calculated by a polynomial-time algorithm. For this reason, in 
Section 2 we give lower and upper bounds on x’(G, W, F) that can be computed 
efficiently. In the subsequent two sections we investigate how the complexity of the 
problem is affected by restricting the problem’s domain. We consider some simplified 
subproblems caused by restrictions imposed on the form of functions Wand F and the 
structure of graph G. In this way we arrive at some negative results (NP-completeness 
proofs) in Section 3 and positive results (polynomial-time algorithms) in Section 4. All 
the results about special cases are then summarized in Section 5. We conclude with 
some remarks on the complexity of a relevant problem of interval vertex coloring of 
a graph with forbidden colors [lo]. 
2. Bounds on the generalized chromatic index 
Let pe be the first color forbidden for edge eEE and qe the last color forbidden for e. 
Obviously, pe < qe and pe = qe = 0 whenever F(e) = 0. If pe = 1 then by s, we denote the 
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size of the first interval of forbidden colors for e, i.e. { 1, . . . , se] E F(e) . Otherwise, we 
set s, = 0. 
Let E(u) be the set of all edges incident at vertex VE I’. By 
D(v)= 1 W(e), 
e E E(v) 
(1) 
we mean the weighted degree of vertex U. Next, by 
D+(u)=D(o)+min{s,: eEE(o)}, (2) 
we mean the appended weighted degree of v. The invariant 
6(G, IV, F)=max{D+(v): VEV} (3) 
stands for the value of the heaviest appended weighted degree in G. Now we are ready 
to prove the following theorem. 
Theorem 2.1. For any graph G and functions W, F, 
6(G, W,F),<x’(G, W,F). (4) 
Proof. In any chromatic coloring of graph G all the edges incident to any vertex 
v must have different colors greater than minjs,: eEE(v)$. By choosing a vertex with 
the heaviest appended weighted degree, we get the lower bound (4). 0 
Note that for all e we have W(e)+s,d$(G, W, F). This leads us to another lower 
bound on the generalized chromatic index, namely 
max{ W(e)+s,: ecE} <x’(G, W, F). (5) 
Both bounds (4) and (5) can be found in a linear time of O(m). 
In order to establish an upper bound on x’(G, W, F), by N+(e), eEE we denote the 
quantity 
N+(e)=D(u)+D(v)- W(e)+q,, (6) 
where e= {u, v>, which we shall call the appended weighted neighborhood of e. 
Next, by 
v(G, W, F)=max{N+(e): egE}, (7) 
we mean the value of the heaviest appended weighted neighborhood in G. 
Theorem 2.2. For any graph G and functions W, F, 
x’(G, W,F)<v(G, W, F). (8) 
Proof. Let L(G) be the line graph of G. From [lo, Theorem 2.2, p. 1271 and by the way 
the functions W and F are defined, it follows that x’(G, W, F)=x(L(G), W, F) < 
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max(hr(v)+q,: UE V), where N(u) is the weighted neighborhood of vertex 0 in graph 
L(G). Since N(z;)+q,= N+(e) for the corresponding edge of G, so x’(G, W, F)< 
max{N+(e): GEE), and the upper bound follows. 0 
The upper bound (8) can be obtained in a time proportional to the size of G, i.e. 
O(m + n). 
Note that the upper bound is tight in the sense that there are graphs for which the 
generalized chromatic index is equal to v(G, W, F). A simple example is an arbitrarily 
weighted star with a common set of forbidden colors { 1,2, 
x’(G, W, F)dmax(d,: GEE}, (9) 
where d, is the (24 -2)th permissible color at edge e (see 1121). Moreover, all such 
trees, bipartite graphs Kz,n an d planar graphs with d 3 14 are properly colorable 
within the first d permissible colors at each edge [3]. 
The last two results are derived from the theory of list colorings of graphs. Let L be 
a function which assigns a list L(e) of colors to every edge e of graph G. We say that 
G is L-edge-coloruhle if there is a proper edge coloring of G using, for each eE E, only 
a color from the list L(e). The list chromatic index x;(G) is defined as follows: 
X;(G)=min{k: if IL(e)1 =k for all eEE then G has an L-edge-coloring}. 
There is a well-known conjecture that x;(G)=x’(G). For more details on the list 
colorings of graphs, see [2, 43. 
3. NP-completeness results 
Let CIl, CI2, C13 stand for the decision problems for the chromatic index x’(G), 
interval chromatic index $(G, W), and generalized chromatic index x’(G, W,F), re- 
spectively. In what follows, in order to distinguish those features that make C13 an 
intractable problem, we consider the complexity of this problem in some of its more 
interesting special cases. 
For brevity, the weighting function is said to be uninomial if W: E + {I), I> 1, and 
unary if W: E+ (1). 
As we know, the general problem CIl is NP-complete [8]. This implies the 
NP-completeness of all special cases of C13 where general graphs are allowed since all 
of these include the CIl problem as a subproblem. It turns out, however, that C13 
remains an NP-complete problem even if every pair of vertices is joined by an edge. 
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Theorem 3.1. C13 is NP-complete even 
F(u, v) = 
(l,..., n} if {u, v}EE, 
8 otherwise. 
It is easy to see that x’(K,, W, F) d n + k if and only if x’(G) < k, and the claim of the 
theorem follows. 0 
In contrast to above, our second negative result deals with sparse bipartite graphs. 
Theorem 3.2. C13 is NP-complete even if G is a unary bipartite graph (V,, V2; E) with 
A < 3 in which each vertex v in V, has degree 2 or 3, the forbidding function is such that 
the edges incident to any vertex VE V, of degree 2 have a common forbidden color f d 3 
while the others are free ,from forbidden colors, and k = 3. 
Proof. Consider the following TIMETABLE problem [6]. Given finite sets: H of 
hours, C of classes, T of teachers, a subset A(c) E H of available hours for each class 
CEC, a subset A(t) c H of available hours for each teacher tE T, and for each pair (c, t) 
a number R(c, t) of hours during which teacher t is required to teach class c. The 
question is whether there is a timetable that places each lesson in one of its available 
hours. Even et al. [6] proved that TIMETABLE remains NP-complete even if 
restricted to IHI=3,IA(c)(=3, IA(t)l>2, R(c,t)=O or 1 for all cgC, tgT, and each 
teacher must teach whenever she/he is available. 
The restricted TIMETABLE problem can easily be reformulated in terms of 
coloring the edges of a graph B =( VI, Vz; E) in the presence of forbidden colors. 
Namely, represent the teachers by vertices of VI, the classes by vertices of V,, 
the hours by colors and, for each nonzero element R(c, t), give an edge between 
the corresponding vertices in V, and V2. Note that A=3, no vertex in V, is 
pendant, W(e)= 1 for all e, and F is such that all the edges incident to any 
vertex in V, have a common (possibly empty) set of forbidden colors. Now the 
question is whether $(B, W, F)< 3. This question is obviously an NP-complete 
problem. q 
If we allow arbitrary weights on the edges then the problem remains NP-complete 
even on such simple graphs as stars. 
Theorem 3.3. C13 is NP-complete even when restricted to stars with at most one 
forbidden color per edge. 
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Proof. We transform the following NP-complete PARTITION problem [9]: “Given 
a set of positive integers A ={a,, ,a,} such that ai +az + ... +a,=2b; is there 
a partition P of A such that 
to problem C13. 
For a given set A we construct a star K,,, around a hub vertex v on which n edges 
with weights ai, a*, . . . , a, are incident. The forbidding function is F(e) = {h + l> for all 
edges e. 
Suppose that x’(G, IV, F)<2b+ 1. This means that some of the edges of Ki,, can be 
colored completely within colors 1,. . . , b and the others within b + 2,. . . , 2b + 1. Thus, 
there exists a partition P of A. Conversely, the existence of partition P implies that 
there is an interval (2b+ 1)-coloring of Ki,, in which b + l&(e) for all e. Thus, 
X’(Kl,% W, F) < 2b + 1 if and only if there is a partition P of set A. 0 
4. Polynomial solvability results 
In this section we consider the cases where chromatic colorings can be found 
efficiently. Our first positive result deals with uninomial stars. 
Theorem 4.1. Ifevery edge of a star K,,, has a common weight 1 and just one permissible 
interval of colors then a chromatic coloring cun be found in time O(n log n). 
Proof. We transform our problem to that of scheduling n unit-length tasks with 
rational release times and deadlines on a single processor. Each edge eEE of 
K,,, corresponds to a unit-length task tE T with a release time rr=s,/l and deadline 
d,=fJl, where fe is the last color permitted for e. Now we apply to T an O(nlog n) 
algorithm based on the concept of forbidden regions [7] to obtain a schedule with 
minimum makespan, if one exists. Finally, the optimal schedule is easily transformed 
to a chromatic edge coloring of the star. 0 
The following theorem is a simple consequence of Theorem 4.1. 
Theorem 4.2. If G is a uninomial bipartite graph and F is such that all edges with 
forbidden colors have one permissible interval of colors and are incident to one vertex of 
maximum degree, then a chromatic coloring can be found in time O(mlogn). 
Proof. Let B be the above-mentioned bipartite graph with the bipartition (V,, Vz) 
and let VE V’r be the center of star S with forbidden colors for the edges. The chromatic 
coloring of B can be obtained in two phases. In the first one we color the edges of S as 
described in the proof of Theorem 4.1. In the second, we ignore the colors assigned to 
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S and determine a chromatic partition of the edges of B. The fact that v is a vertex with 
maximum degree in B implies that each color class (matching) has one edge from S. 
This edge determines an interval of colors assigned to all edges of the matching. Thus, 
the number of colors used in the second phase is the same as in the first one. 
By Theorem 4.1, the first phase of the algorithm can be accomplished in O(n log n) 
time. In the second phase we apply the Cole and Hopcroft algorithm with the 
complexity of O(mlogn). Thus, the overall running time of our algorithm is domin- 
ated by that of the second phase. 0 
Our next theorem deals with simple graphs such as n-vertex paths P,. 
Theorem 4.3. If P, is a path with a common weight 1 and each edge e has at most one 
interval offorbidden colors such that F(e) = { 1, . . . ,se}, then P, can be optimally colored 
in time O(n log 1). 
Proof. Let s be the maximum color among all colors forbidden for the edges of P,. By 
bounds (4) and (5) we have max(21, 1 +s} d $(P., W, F). On the other hand, 
$(P,, W, F) d 21+ s. The exact value and chromatic coloring can be found by means of 
binary search. 
Initially, let k =L31/2 J+ s. We want to decide about the interval k-colorability of P,. 
Let e 1, ...> e,_ 1 be a numbering of the edges from one endpoint to the other. Assume 
ei to be the first edge with s forbidden colors. We begin by assigning to it the highest 
possible interval of colors, i.e. [k-l + 1, . . . , k]. For each succeeding edge ej, if 
~,~+l~F(ej+i) and [s,,+l,... , sCJ + l] is a legal interval for ej, i.e. C(ejj l)n 
{s,, + 1) . . . , s,, + l} =@ then it is colored with the lowest possible interval of colors. 
Otherwise, ej is assigned the highest possible interval of colors of size 1, and so on. 
Similarly, we complete the coloring of edges ei_ 1, . . . , e,. After that, we store the 
obtained, solution and appropriately decrease the value of k. If, however, for some 
j edge ej cannot be colored within the limit then the presumed value k is increased 
appropriately and the process is repeated from ei with the new limit k, etc. 
The correctness of the method follows from the exhaustiveness of the binary search 
for a minimal k, so let us estimate the complexity of the algorithm. The time spent on 
coloring an edge is O(l), so verifying the k-colorability takes O(n) time. Since this step 
is executed r log, min(1, s}l times, the overall complexity is O(n log l), as claimed. 0 
We conclude this section with a positive result derived from the theory of comple- 
tion of latin squares [l]. To complete a partial latin square of side n is the same as to 
complete an edge coloring of K,,,. 
Theorem 4.4. If every edge of some complete subgraph of K,,, has just one perimissible 
color p <n while the other edges have no forbidden colors at all, then a chromatic 
coloring of K,,, can be obtained in time 0(n2 log n). 
Proof. See [l I]. 0 
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Table 1. 
Complexity classification for interval edge coloring 
Graphs CIl 
Genera1 graphs NPC 
Complete graphs OW) 
Bipartite graphs O(m log n) 
Trees O(n) 
Stars O(n) 
Paths O(n) 
-: NP-completeness proof. 
f: Polynomial-time algorithm. 
Cl2 C13 
NPC NPC 
NPC NPC- 
NPC NPC; 
NPC NPC 
O(n) NPC+ 
O(n) ?f 
References 
Holyer [S] 
Theorem 3.1 
Theorems 3.2, 4.2, 4.4 
Theorems 3.3, 4.1 
Theorem 4.3 
5. Complexity classification 
In the previous sections we have considered the complexity of (213, the generalized 
interval chromatic index problem, assuming various restrictions imposed on edge 
weights, the number and form of prohibited intervals per edge, and the structure of 
a graph. In this way we have identified several classes of highly structured graphs for 
which chromatic colorings can be obtained in polynomial time. The main results of 
this investigation are summarized in Table 1. 
Entries in the table are either ‘NPC’ for NP-complete, ‘?’ for ‘open’, or O(.) for an 
upper bound on the complexity derived from the best polynomial optimization 
algorithm known for the corresponding subproblem. In addition to this, in column 
C13 we have placed signs ‘-’ to indicate that there a negative result is known (by 
which we mean the NP-completeness proof) for a special case of the corresponding 
subproblem, and signs ‘+’ to indicate the existence of a positive result (in the sense of 
polynomial solvability) for a special case of that subproblem. 
We conclude with some remarks on the complexity of a related problem of interval 
vertex coloring of a graph with forbidden colors. First of all observe that interval edge 
coloring is harder than interval vertex coloring even when there are no forbidden colors 
at all. Specifically, if G is a star with arbitrary forbidden colors then interval vertex 
coloring is polynomially solvable, whereas the problem of interval edge coloring is 
NP-complete. This follows from the fact that interval coloring the edges of a graph G is 
equivalent to interval coloring the vertices of the line graph L(G) and that L(S,)= K,_ 1. 
In general, problem CN3 seems to be at most as hard as the corresponding CI3 problem 
on the same families of graphs. For more details on the subject, see [lo]. 
References 
[l] L.D. Anderson, Completing partial latin squares, Mat.-Fys. Medd. Danske Vid. S&k. 41 (1985) 
23-69. 
Interad edge coloring of a graph with forbidden colors 143 
[2] B. Bollobas and A.J. Harris, List-colourings of graphs, Graphs Combin. 1 (1985) 115-127. 
[3] O.V. Borodin, New structural properties of planar graphs with application in coloring, in: Proc. 33th 
Int. Wiss. Koll., Vol. 4, Ilmenau (1988) 159-162. 
[4] A Chetwynd and R. Hlggkvist, A note on list-colorings, J. Graph Theory 13 (1989) 8779.5. 
[S] R. Cole and J.E. Hopcroft, On edge coloring bipartite graphs, SIAM J. Comput. 1 I (1982) 540-546. 
[6] S. Even, A. ltai and A. Shamir, On the complexity of timetable and multicommodity flow problems, 
SIAM J. Comput. 5 (1976) 691-703. 
[7] M.R. Garey, D.S. Johnson, B.B. Simons and R.E. Tarjan, Scheduling unit-time tasks with arbitrary 
release times and deadlines, SIAM J. Comput. IO (1981) 256-269. 
[S] I. Holyer, The NP-completeness of edge-coloring, SIAM J. Comput. 10 (1981) 718-720. 
[9] R.M. Karp, Reducibility among combinatorial problems, in: R.E. Miller and J.W. Thather, eds., 
Complexity of Computer Computations (Plenum Press, New York, 1972) 85-103. 
[lo] M. Kubale, Interval vertex-coloring of a graph with forbidden colors, Discrete Math. 74 (1989) 
125-l 36. 
[l l] M. Kubale, Some results concerning the complexity of restricted colorings of graphs, Appl. Discrete 
Math. 36 (1991) 35546. 
[12] P. Vaderlind, Choosability in graphs: some results and open problems. A survey, in: M. Borowiecki 
and 2. Skupien, eds., Graphs, Hypergraphs and Matroids III, Section: Graph Theory (Zielona Gbra, 
1989) 157-163. 
