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Osservazioni su autoriferimento e verità
ANDREA CANTINI
The present essay deals with the fundamental role of self-refe-
rential notions in contemporary logic. As a special case study, we
survey recent ideas and results in formal semantics.
Keywords: direct self-reference, indirect self-reference, circular ob-
jects, truth, algorithm.
La struttura di questo saggio è duplice. Da un lato, s’intraprende
una riflessione sul ruolo dell’autoriferimento nella logica contempora-
nea e sulle sue forme, discutendo alcuni classici esempi di riflessività che
occorrono nella metalogica, nella teoria della ricorsività e la teoria degli
insiemi. Dall’altro, si riconsiderano le ‘ragioni’ della semantica formale
dopo Tarski: scopo precipuo è quello di far emergere il ruolo decisivo di
nozioni autoreferenziali di verità negli studi più aggiornati. La conclu-
sione chiude il cerchio: si propone l’analisi del nesso problematico fra
semantica formale, nei suoi due aspetti tipici (estensionale e intensionale),
e la teoria generale degli algoritmi, alla luce di spunti di ricerca recenti.
1. Sull’autoriferimento
L’autoriferimento appare in momenti decisivi della storia della logi-
ca del Novecento, e una discussione del suo ruolo specifico è inevitabile,
se si vogliono considerare i fondamenti della Teoria degli Insiemi, o ripen-
sare le radici della metalogica di Tarski e Gödel.
D’altra parte, è opportuno ricordare che sull’autoriferimento e la
sua sensatezza non è difficile trovare posizioni antitetiche. Così, per il
Wittgenstein del Tractatus1 «nessuna proposizione può enunciare qual-
cosa di sé, perché il segno proposizionale non può essere contenuto in se
stesso (ciò che è l’essenza della teoria dei tipi)». Al contrario, altri, in
1 Cfr. L. Wittgenstein, Tractatus Logico-Philosophicus, Routledge and Kegan Paul
Ltd., London 1922, 3.332.
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tempi recenti, hanno rilevato una caratteristica peculiare degli enunciati
autoreferenziali: i quali possiedono una valenza ‘procedurale’ (o ‘perfor-
mativa’), chiamano in gioco come costitutiva della loro comprensione
l’applicazione di operazioni. Insomma, gli enunciati autoreferenziali han-
no un’intrinseca dinamicità, che è anche attestata dal ruolo non-banale
dell’autoapplicazione nell’ambito della teoria degli algoritmi. La tecnica
della recursione è basilare nella programmazione, perché vi si fa uso es-
senziale di procedure che, come si suole dire, ‘chiamano’ se stesse nel
corso della loro esecuzione (procedure ricorsive). Come osservava Ma-
nin più di venti anni fa, «l’autoriferimento è la tecnica più importante
per trasformare un programma finito in un processo potenzialmente ar-
bitrariamente lungo».2
Ovviamente queste sommarie osservazioni non ci esimono dal ri-
spondere alla domanda principale: com’è possibile dare un senso preci-
so, rigoroso alle costruzioni riflessive, circolari? Nell’affrontare il proble-
ma distingueremo sostanzialmente fra due tipi di autoriferimento (indi-
retto e diretto rispettivamente), soffermandoci su alcuni casi che ci sem-
brano esemplari.
Una nota preliminare è in ogni modo necessaria, per chiarire che la
distinzione ‘indiretto’/ ‘diretto’ non è certo nuova e si trova già in Hof-
stadter.3 Ma lo stesso autore sostiene che non vi è autoriferimento diret-
to (neanche nel LISP4); anche Odifreddi afferma che «l’autoriferimento
non è mai diretto: esso deriva da una confusione ‘controllata’ di due
livelli di significato per gli interi, che sono riguardati sia come numeri sia
come nomi di formule».5
Purtuttavia, ci atterremo in quel che segue alla distinzione. Infatti,
mentre i citati autori considerano essenzialmente casi in cui l’autoriferi-
mento si attua con la mediazione di una codifica, si possono evidenziare
situazioni concettualmente e tecnicamente significative, in cui la codifica
non è per niente centrale nel meccanismo di riflessione, eppure si realizzano
forme forti di circolarità. In che senso si possa parlare di oggetti riflessivi o
circolari dovrebbe risultare chiaro dal commento del par. 3. Dallo stesso
paragrafo deriverà anche che le forme di autoriferimento diretto vengono
in realtà sterilizzate o eliminate. Ma il punto è che tale eliminazione richie-
2 Cfr. Yu.I. Manin, A Course in Mathematical Logic, Springer, Berlin-Heidelberg
1977, pp. 81-82.
3 Cfr. D. Hofstadter, Gödel, Escher, Bach: an Eternal Golden Braid, Basic Books,
New York, 1979 (trad.. it., Adelphi, Torino 1984).
4 Ibid., p. 800.
5 Cfr. P.G. Odifreddi, Classical Recursion Theory I, Elsevier-North Holland,
Amsterdam 1989, p. 165.
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6 Dimostrato da Kleene nel 1938.
de l’invenzione di modelli, non più abitati da numeri o stringhe finite, ma
da oggetti astratti (funzionali, insiemi infiniti), risultanti da costruzioni piut-
tosto raffinate. In altri termini, il diverso peso teorico dei modelli per gli
esempi della prima classe e quelli della seconda è il sintomo imprescindibile
di una differenza in re, e giustifica dunque, a nostro avviso, il mantenimen-
to della dicotomia «autoriferimento indiretto/autoriferimento diretto».
2. La modalità indiretta
Inizieremo ricordando il cosiddetto lemma di diagonalizzazione, che
riveste un ruolo importante nella dimostrazione dei teoremi limitativi di
Gödel, Tarski, Rosser. Nella memoria del 1931, Gödel prova l’esistenza
di teorie assiomatiche SF, formalizzate in un dato linguaggio L(SF) con
le seguenti caratteristiche:
(i) ad ogni espressione di L(SF) si può associare in modo effettivo
un nome gd(E) (il gödeliano di E);
(ii) per ogni formula A di L(SF) (con la sola x libera), si può costrui-
re un enunciato BA, tale che SF dimostra l’equivalenza
(1) BA↔A(x/gd(BA )).
In virtù di (1), attraverso la mediazione dell’operazione di codifica gd
(dunque indirettamente), l’enunciato BA è autoreferenziale, perché affer-
ma di godere della proprietà definita da A.
L’esempio è tipicamente metamatematico: riguarda, infatti, teorie
assiomatiche formalizzate (come l’aritmetica elementare PA) ed è stato
pensato per provare risultati metateorici negativi (come la non-definibilità
elementare delle verità aritmetiche elementari, o l’incompletezza di PA).
Ma esistono ambiti in cui l’autoapplicazione ha valenza positiva, e costitui-
sce uno strumento privilegiato per dimostrazioni di esistenza. Pensiamo
qui al classico risultato della teoria delle funzioni ricorsive parziali, noto
come (secondo) teorema di recursione.6 Si fissi, infatti, un’enumerazione
delle funzioni ricorsive parziali {0}, {1}, {2}, …. Seguendo Kleene, possia-
mo allora definire:
• {e}(n) ≅ k, se l’e-esima funzione ricorsiva parziale converge su n e
produce k come output;
• {e}(n) è non definito (= diverge), altrimenti.
Si ha allora che, se e ∈ ω, esiste allora un numero rec(e) ∈ ω, tale che
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 {rec(e)}(n) ≅ {e}(rec(e),n),
(dove t ≅ s indica che le due espressioni t, s o sono entrambe non
definite oppure hanno lo stesso valore). Si osservi che a sinistra ≅ di
occorre la funzione parziale il cui indice è rec(e); a destra invece abbiamo
rec(e) come argomento numerico della stessa funzione.
Il teorema stabilisce dunque la possibilità di definire implicitamente
funzioni computabili che soddisfano una sorta di condizione di autore-
ferenzialità, di nuovo anche qui indiretta perché la funzione ‘si applica a
se stessa’, solo nel senso che utilizza il proprio indice fra i suoi argomen-
ti. Non vi è dunque confusione di tipi tra funzioni e quei particolari
oggetti finiti che sono i loro programmi, così come nel lemma di diago-
nalizzazione sono tenuti ben distinti gli enunciati, che hanno il compito
di esprimere proposizioni, dai loro correlati oggettuali (i gödeliani).
Ma quali sono i presupposti dei risultati ora ricordati, quali le tecniche
dimostrative? Innanzi tutto, si fa uso essenziale dell’enumerabilità effettiva
degli enti in gioco (funzioni unarie o formule monadiche che siano), ed è
presente, in forma più o meno esplicita, il celebre argomento diagonale di
Cantor. Il quale è ricostruito nei due diversi contesti, aritmetizzando semplici
operazioni combinatorie sugli indici (gödeliani o programmi), come l’analo-
go delle funzioni di sostituzione o concatenazione su parole di un alfabeto
formale, la cui trattabilità computazionale non è problematica (essendo en-
trambe nella classe PTIME delle funzioni calcolabili in tempo polinomiale).
Ciò potrebbe bastare a sdrammatizzare il carattere quasi inquietante
di alcune costruzioni autoreferenziali: in un certo senso, esse vengono del
tutto eliminate e riassorbite da modelli logico-matematici, ben compresi
nel panorama post-gödeliano. Rimane però una sorta di insoddisfazione,
legata alla sensazione di una carente analisi teorica. Qual è, infatti, il qua-
dro concettuale delle costruzioni ricordate? Forse l’aritmetica? Intuitiva-
mente, la risposta giusta ci pare quella negativa; l’aritmetica è uno strumento
per costruire una interpretazione matematica consistente, ma non esauri-
sce la matematica pertinente al problema. Per chiarire meglio questi dub-
bi, ci sia permesso di ricordare brevemente la procedura diagonale: essa
consiste nel definire insiemi (rispettivamente funzioni di una variabile),
passando in maniera essenziale attraverso relazioni binarie (rispettivamen-
te funzioni di due variabili). Se, per esempio, si dispone di una relazione
binaria R, R può essere riguardata come una famiglia di insiemi, data in
forma parametrica: fissata la prima coordinata x, R determina l’insieme Rx
= {y: R(x, y)}. La diagonale  (R) di R è allora definita dalla condizione:
x ∈ (R) ↔ x ∈ Rx.
In apparenza niente di più semplice; eppure si noti, a destra dell’equi-
valenza, il ruolo ben distinto delle due diverse occorrenze della x: men-
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tre la prima contrassegna un elemento di Rx (ed è cioè un mero ‘dato’), la
seconda ha una funzione di controllo (quella di selezionare un elemento
della famiglia). Nel passare da R a (R), i due ruoli di x vengono a sovrap-
porsi (di qui il carattere non-banale della operazione di identificazione
di variabili a livello di struttura logica fine ...).
Vi è inoltre un’altra caratteristica non trascurabile nei due risultati,
caratteristica che l’abitudine dei logici alle tecniche gödeliane non deve
lasciare passare inosservata: si tratta della componente intensionale dei
due teoremi, sia nel loro enunciato, sia nelle rispettive prove. Le soluzio-
ni cercate (BA e rec(e) rispettivamente) dipendono infatti da una data
numerazione delle formule o delle funzioni, ma è anche chiaro che la
particolare scelta è irrilevante. D’altro canto, questa irrilevanza o invarianza
è lasciata all’intuizione e non viene rigorosamente esplicitata.
Si può allora chiedere di approfondire il quadro, fino a trovare ri-
sposte, dotate di un qualche spessore concettuale. Ci limiteremo qui a
ricordare due modi essenzialmente algebrici di concettualizzare sia
l’intensionalità, sia il carattere autoreferenziale dei due teoremi.
La prima via è legata all’algebrizzazione dei teoremi d’incompletez-
za di Gödel, intrapresa da Roberto Magari negli anni Settanta. L’idea
base consiste nell’assiomatizzare l’algebra di Lindenbaum dell’aritmeti-
ca elementare PA, come algebra di Boole con un operatore τ, che rap-
presenta la dimostrabililità formale (si legga τ(x) come «x è dimostrabile
in PA»), e che soddisfa le seguenti condizioni:
M1  τ(1) =1;
M2  τ(x) →  x  x  (condizione di Loeb);
M3  τ(x → y)    τ(x) → τ(y).
Nonostante la semplicità della definizione, le algebre di Magari sono
in grado di rendere ragione adeguatamente delle costruzioni gödeliane.
Vale infatti un importante teorema di punto fisso,7 in virtù del quale:
per ogni polinomio f(p, q) in cui p occorre sotto l’azione di τ, esiste un
polinomio g(q) che soddisfa l’identità f(g(q), q)=g(q); inoltre g(q) è unico e
esplicitamente definibile a partire da f(p, q)).
Inoltre, un fondamentale risultato di completezza, dimostrato da
Solovay8 nel 1976, ci assicura che M1-M3 caratterizzano la logica della
7 Cfr. G. Sambin, An effective fixed point theorem in intuitionistic diagonalizable
algebras, in «Studia Logica», 35, 1976, pp. 345-361.
8 R.M. Solovay, Provability intepretations of modal logics, in «Israel Journal of
Mathematics», 25, 1976, pp. 287-304.
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dimostrabilità di PA (e anzi di una qualunque estensione assiomatizzata
e Σ1-corretta dell’aritmetica primitiva ricorsiva). Il macchinario della
gödelizzazione e diagonalizzazione si lascia dunque assorbire, per quel
che attiene al primo e al secondo teorema di incompletezza, dalle semplici
proprietà dell’operatore di dimostrabilità, eliminando ogni riferimento
intensionale ai dettagli dell’aritmetizzazione. Va detto però che il suc-
cesso dell’algebrizzazione è parziale. Il metodo trova ancora oggi il suo
limite nella trattazione di alcune importanti costruzioni autoreferenzia-
li, che riguardano non solo la dimostrabilità, ma le dimostrazioni stesse e
un loro possibile confronto (witness comparison). Tipiche al riguardo le
prove del teorema generale di incompletezza di Rosser e del già ricorda-
to teorema di Solovay. Così, la formulazione in stile metamatematico del
lemma di Gödel, per quanto insoddisfacente, rimane ancora oggi la più
generale.
Un secondo approccio concettuale all’autoriferimento s’impone nel-
l’affrontare il problema di una riformulazione della teoria della ricorsivi-
tà, che sia coordinate-free, ovvero invariante rispetto alla scelta di nume-
razioni, e che sottolinei la generalità di risultati come il teorema di recur-
sione di Kleene. Il quadro, a cui si farà ora un breve cenno, è quello della
teoria delle numerazioni, sviluppata da Ersov9 negli anni 1973-1977, ma
che affonda le sue radici in idee di Kolmogorov, Malcev, Lacombe.
L’idea base consiste nel considerare una categoria EN, i cui oggetti
sono numerazioni, ovvero coppie ordinate (n, S), dove S è un insieme e n
è un’applicazione suriettiva di w (insieme dei naturali) su S. La nozione di
morfismo fa intervenire esplicitamente la computabilità, nel senso che  m è
detto morfismo fra gli oggetti (n1, S1) e (n2, S2) di EN, se m: S1→ S2 ed esiste
una funzione ricorsiva y : w → w, tale che m ° n1  = n2 ° y (è l’operazione
di composizione fra funzioni). Il punto importante è che nella categoria
delle numerazioni si riesce a formulare astrattamente una proprietà, la
quale garantisce la validità di una generalizzazione del teorema di Kleene.
Infatti, chiamiamo con Ersov precompleta una numerazione se e solo se,
per ogni funzione g ricorsiva parziale, c’è una funzione ricorsiva totale f
tale che, per ogni  i ∈ dom(g), n (g(i)) = n (f(i)). Si prova allora che se (n, S)
è precompleta e m è un morfismo S → S, allora m(e) = e, per qualche e in S.
Inoltre, tutte le numerazioni precomplete sono isomorfe (per una appro-
priata nozione di isomorfismo). È anche possibile mostrare che i concetti
di numerazione e di precompletezza sono flessibili, e trovano applicazioni
non solo alla teoria della ricorsività, ma anche a problemi di logica combi-
9 Cfr. Yu.L. Ersov, Theorie der Numerierungen I , II, in «Zeitschrift für mathemati-




natoria e allo studio di generalizzazioni dei teoremi di incompletezza (si
vedano gli studi di Visser10 e l’interessante legame tra precompletezza e
una forma forte di connesione topologica).
In conclusione, si deve osservare che la teoria delle numerazioni, a
prescindere dai suoi specifici meriti tecnici, evidenzia semmai un fatto
più generale: l’utilità di una comprensione strutturale astratta di certi
meccanismi apparentemente e irriducibilmente linguistici e intensionali.
D’altra parte, essa esemplifica in maniera significativa un fiorente sviluppo
di indagini, le quali, in misura sempre crescente, adottano la teoria delle
categorie nello studio rigoroso dei formalismi per la computabilità e dei
linguaggi di programmazione. Per inciso, ricordiamo pure che in anni
ormai lontani Lawvere11 suggeriva di considerare la nozione di categoria
cartesiana chiusa come contesto adeguato per l’analisi dell’argomento
diagonale; idea che è stata ripresa nell’ambito specifico di una spiegazio-
ne category-theoretic dei paradossi da Pavlovic12 nel 1992.
3. La modalità diretta, ovvero degli oggetti circolari in logica
Quale caso emblematico di autoriferimento diretto, consideriamo
in primo luogo la logica combinatoria (in breve CL), e cioè quel genera-
lissimo sistema logico che teorizza il concetto di funzione-in-intensione.
L’idea principale di CL è che abbia senso studiare una nozione primitiva
di funzione, intesa come operazione o regola di corrispondenza. In que-
sto senso meramente intensionale, al contrario di quanto avviene con il
concetto estensionale, insiemistico, le funzioni precedono la determina-
zione dei tipi (domini) di enti, ai quali esse possono ragionevolmente
applicarsi e dei loro possibili valori. Secondo tale intuizione, una opera-
zione F è interamente determinata dal suo comportamento applicativo,
ovvero da specifiche regole di calcolo (dette anche conversioni); e non vi
sono ragioni a priori per escludere dai possibili argomenti di F proprio
F stessa. Per esempio, talune operazioni combinatorie (come scambio
di due entità, duplicazione, ecc.) hanno un senso uniforme, sia che si
applichino a individui, sia che vengano definite su funzioni.
10 A. Visser, Numerations, lambda-calculus and arithmetic, in J.P. Seldin et al. (a cura
di), To H.B. Curry: Essays on Combinatory Logic, Lambda Calculus and Formalism,
Academic Press, New York 1980, pp. 261-284.
11 W.F. Lawvere, Diagonal arguments and cartesian closed categories, in P. Hilton (a
cura di.), Category Theory, Homology Theory and their Applications II, Springer, Berlin-
Heidelberg 1969, pp. 134-145.
12 D. Pavlovic, On the structure of paradoxes, in «Archive for Mathematical Logic»,
31, 1992, pp. 397-406.
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Senza scendere in troppi dettagli, ci limitiamo qui a ricordare che
CL si lascia presentare con grande economia di concetti. CL utilizza una
sola operazione primitiva esterna binaria Ap di applicazione universale,
la quale, se x, y sono operazioni, produce una nuova operazione Ap(x,
y). In breve, si scrive xy per Ap(x, y), e si adotta la convenzione di asso-
ciare a sinistra le parentesi; per esempio, xyz sta per ((xy)z), ovvero ab-
brevia Ap(Ap(x, y), z). Va qui sottolineato che tutti gli enti di cui si tratta
appartengono allo stesso tipo, e che la classica distinzione fra funzione e
argomento diviene qui essenzialmente contestuale: in Ap(x, y), x funge
da operatore, mentre y è l’operando, ma niente vieta che x e y possano
essere scambiati o addirittura coincidano. «Tutto è funzione»: vi è una
perfetta interscambiabilità di ruoli, al contrario di quel che accade nelle
situazione matematiche usuali (che sono naturalmente ‘tipate’).
Nella logica combinatoria tutte le operazioni n-arie vengono tratta-
te come operazioni unarie, utilizzando sistematicamente la ben nota idea
di Schoenfinkel e Curry, ovvero l’isomorfismo fra gli spazi di funzioni
[Y⊗Z]→X e [Y→[Z→X]] (in generale [X→Y] è l’insieme delle funzio-
ni definite sull’insieme X a valori nell’insieme Y): il valore di F(x, y) può
essere calcolato ‘per parti’, associando a x la funzione Fx e quindi passando
a valutare Fx(y)=F(x, y).
Alla base di CL vengono assunti due soli enti primitivi K e S, che rap-
presentano rispettivamente l’operazione di costruzione di funzioni costanti
e l’operazione di composizione, e che soddisfano le equazioni (conversioni):
Kxy = x e Sxyz = xz(yz).
Infine, l’identità è una congruenza rispetto all’applicazione.
La specificità di CL emerge da due basilari proprietà, direttamente
connesse: in CL non esistono limiti, né alla reificazione delle operazioni,
né alle costruzioni autoreferenziali. Infatti, dato un qualsiasi termine, si
può definire un nuovo termine di CL lx.t, che rappresenta l’operazione
definita da t e soddisfa l’equazione attesa (b-conversione):
(lxt)s = t[x:=s];
(t[x:=s] è ottenuto da t sostituendo ovunque x con s; si richiede che
vengano rispettate le solite condizioni per una sostituzione corretta). Così,
per esempio, in CL ha legittima cittadinanza l’operazione lx.xx.
In secondo luogo, per ogni operazione f, esistono oggetti a, tali che
f(a)=a;
ed è possibile determinare una soluzione della condizione, uniforme-
mente e mediante operazioni definibili in CL (i cosiddetti combinatori
paradossali di Curry, Turing e altri).
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Per quel che concerne le interpretazioni di CL, ci limitiamo a indi-
care sommariamente due strade. La prima è sintattico-operazionale: non
interessa tanto sapere che cosa sono gli enti su cui opera CL, quanto
provare che la congruenza indotta dal calcolo CL è non-banale, nel sen-
so che non tutti i termini sono identificati (tutte le equazioni sono
derivabili). A tal fine, la principale difficoltà sembra proprio scaturire da
situazioni circolari, come quelle evidenziate dalla equazione di punto
fisso. Ma qui si può intervenire con un’idea semplice, ma importante.
Quando una relazione di identità è intensionale, ed è dunque intera-
mente determinata da regole di calcolo, come le equazioni per K e S, è
naturale rimpiazzare = mediante una relazione che introduce una direzio-
nalità: l’identificazione di Sxyz con xz(yz) e di Kxy con x può essere vista
come il risultato di un processo di semplificazione che tende a eliminare
gli operatori K e S, e che procede ‘da sinistra a destra’. È dunque più
corretto rileggere le identità di base come istituenti una relazione  di
riduzione fra termini, che è preservata (in un senso ovvio) dall’applica-
zione, è riflessiva, transitiva, ma non è simmetrica, e che si basa sulle due
condizioni iniziali:
Kxy  x  Sxyz  xz(yz).
Il vantaggio di questa mossa sta nel fatto che in casi rilevanti, come
quello di CL, la relazione è indipendente dall’ordine con cui vengono appli-
cate le varie riduzioni e quindi dai ‘cammini’ seguiti per semplificare un
dato termine a: se a  b e a  c, allora esiste sempre un d tale che b  d e
c  d (confluenza o proprietà di Church-Rosser). Da ciò segue agevol-
mente che l’identità intensionale a = b può essere definita come riducibilità
di a,b, a uno stesso termine, e che, se il processo di calcolo di un termine
finisce, il risultato è univocamente determinato. Dunque CL non può
identificare K e S, ed è consistente.
Dalla precedente analisi si ricava una interpretazione tipicamente
metalogica di CL, e non si dà alcuna soluzione al problema se vi siano
strutture matematiche, che verificano le leggi della logica combinatoria,
e in cui = abbia una interpretazione standard, indipendente dall’analisi
dei processi computazionali. Insomma, sembra ancora lecito insistere
nel chiedersi che tipo di oggetti sono le operazioni combinatorie.
Una risposta feconda per le numerose applicazioni e attraente per la
sua bellezza matematica, venne elaborata, dopo un intervallo di circa
quaranta anni dalla scoperta di CL, da D. Scott nel 1969. Le idee fonda-
mentali di Scott13 sono sostanzialmente due; in primo luogo, non biso-
13 D. Scott, Data types as lattices, in «SIAM Journal of Computing», 51, 1976, pp.
522-587.
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gna partire da semplici insiemi, ma da insiemi dotati di una opportuna
struttura d’ordine; in secondo luogo, le operazioni debbono essere inter-
pretate non come funzioni arbitrarie, bensì come funzioni continue in
una ragionevole topologia dipendente dall’ordine. In tal modo, è possi-
bile costruire strutture (per esempio reticoli completi, o più in generale
domini nel senso di Scott), le quali soddisfano l’equazione D ≅ C[D→D]
dove C[D→D] è l’insieme delle funzioni continue da D in sé e ≅ una
naturale relazione di isomorfismo. La tecnica di costruzione consiste
nell’ottenere D come limite (diretto o inverso) di una famiglia (diretta o
inversa) di strutture approssimate. Anzi, è possibile generalizzare l’idea
di Scott, lavorando, invece che in strutture d’ordine, in una categoria
CAT, che abbia ragionevoli proprietà di chiusura (per esempio sia
cartesiana chiusa). Il problema della soluzione di D ≅ C[D→D] viene
allora semplicemente riproposto come ricerca di soluzioni per l’equazio-
ne di dominio X ≅ Y(X), dove X varia sugli oggetti della categoria pre-
scelta CAT, e Y è un endofuntore di CAT con certe caratteristiche natu-
rali che generalizzano la continuità.
Un esempio concreto più semplice e illuminante, dovuto indipen-
dentemente a Scott e a Plotkin, è quello del modello Pw, costruito
sull’insieme di tutti i sottoinsiemi di w (= l’insieme dei naturali). Infat-
ti, se Y : Pw → Pw, diciamo Y continuo (nel senso di Scott) se, per
ogni k ∈ w, vale
k ∈ F(X) ↔ k ∈ F(Y), per qualche Y ⊆ X che sia finito (**)
Ora è importante notare che, se si fissa una enumerazione dei sottoin-
siemi finiti {en} di w e una corrispondenza biunivoca (-, -) : w ⊗ w → w,
ogni operatore continuo è determinato interamente dai suoi valori sugli in-
siemi finiti e dunque dall’insieme in Pw
{(n, k): k ∈ F(en)} := GRAPH(F).
Quindi lo spazio delle funzioni continue da Pw in Pw può essere
riguardato come immerso in Pw per mezzo di GRAPH, che gioca il ruo-
lo di operatore di astrazione (l). Viceversa, ogni X ∈ Pw può essere visto
come un operatore continuo se si definisce, per Y ∈ Pw:
XY = {k ∈ Pw : ∃en (en ⊆ Y and (n, k) ∈ Y)} (***).
Sulla scorta di (**)-(***) si può allora provare che Pw è un modello di
CL (e anzi del più forte lambda calcolo). Inoltre, ragionando in Pw, diven-
ta evidente perché ogni operazione di CL abbia un punto fisso: gli operato-
ri continui di Pw sono tutti banalmente monotoni (rispetto all’inclusione),
e si può qui applicare un ben noto risultato di Knaster e Tarski. In base ad
esso, se F : Pw → Pw, e X ⊆ Y implica F(X) ⊆ F(X), si ha che la collezione
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FIX(F)={Z ⊆ w : Z = F(Z)}
è non-vuota (anzi costituisce a sua volta un reticolo completo). La prova
di esistenza di punti fissi può ottenersi seguendo due vie distinte, che
risalgono sostanzialmente a idee di Cantor e Dedekind (rispettivamen-
te). Da un lato, si possono scegliere soluzioni di tipo iterativo, definendo
per induzione due successioni di insiemi
S0 = insieme vuoto = Ø ; Sn+1 = F(Sn);
S0= w; Sn+1 = F(Sn).
Dalla continuità di F segue allora che Smin = ∪{Sn: n ∈ w} (Smax = ∩
{Sn: n ∈ w}) è il minimo (massimo) punto fisso di F (rispetto ovviamente
all’ordine parziale ⊆). L’altra via consiste nel dare definizioni, per così
dire, algebriche di Smin e Smax, e nel porre, seguendo sostanzialmente il
Dedekind di Was sind und was sollen die Zahlen:14
 Smin = ∩{X ⊆ w : F(X) ⊆ X};
 Smax = ∪{X ⊆ w : X ⊆ F(X)}.
Nel primo caso, quello della definizione iterativa, la definizione stessa
ci dice come si può costruire l’oggetto cercato, nel senso che esso viene
dato mediante una serie di approssimazioni successive; si può affermare
che l’autoriferimento diretto viene sostanzialmente ricondotto ad una nor-
male definizione induttiva. Va semmai sottolineato che, anche se F non
fosse continuo, ma solo monotono, l’idea della costruzione rimarrebbe
invariata, ma richiederebbe, per essere rigorizzata, un uso essenziale del-
la teoria cantoriana degli ordinali transfiniti (o di qualche assioma di
rimpiazzamento). Nel secondo caso, la definizione riposa invece sulle
proprietà generali di chiusura di Pw e sulla sensatezza della quantifica-
zione su insiemi qualsivoglia di numeri naturali (impredicatività nel sen-
so di Poincaré e Russell).
In sintesi, si può affermare che anche l’autoriferimento diretto della
logica combinatoria si lascia trattare in maniera rigorosa; solo che i modelli
che si richiedono, sono in certo senso più sofisticati, e rimandano a una
ontologia notevolmente elaborata e matematicamente assai ricca.
Il lettore potrà a questo punto chiedersi se non esistano altre situazio-
ni interessanti logicamente, in cui intervengono forme di riflessività diret-
ta. Vogliamo qui ricordare la teoria degli insiemi ‘sfondati’ (= non-well-
founded sets). Come è ben noto, nella originaria assiomatizzazione della
14 Cfr. R. Dedekind, Was sind und was sollen die Zahlen, Vieweg, Braunschweig
1888.
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teoria degli insiemi di Zermelo del 1908, non si esclude la possibilità che
possano esistere catene discendenti o circoli di insiemi rispetto alla rela-
zione di appartenenza (per esempio che valga, per qualche a, b, c, che
a∈b∈c∈a). Nell’assiomatizzazione classica si è venuta però affermando,
dopo i lavori di Zermelo e von Neumann, una concezione iterativa degli
insiemi, secondo la quale gli insiemi vengono generati a partire dal ‘vuo-
to’ o da una collezione di atomi, iterando indefinitamente (sugli ordina-
li) le operazioni di potenza e riunione. Secondo questa idea, vengono
dunque escluse situazioni di circolarità rispetto all’appartenenza (assioma
di fondazione); ma questa restrizione non è un difetto per la matematica
classica, nella quale gli insiemi figurano essenzialmente come supporti o
sostrati di strutture (intese come modelli di realtà matematiche statiche
e ben definite).
Negli ultimi venti anni però, si è assistito a un cambiamento di pro-
spettiva, causato dai problemi applicativi posti dall’Informatica alla Lo-
gica e alla Matematica. In particolare, si è fatta strada una concezione
degli insiemi come schemi di processi (computazionali). Ora risulta na-
turale schematizzare un processo mediante un grafo orientato G che esi-
bisce le ‘azioni possibili’, nonché il fatto che sia possibile iterarle (si pen-
si per esempio a un diagramma di flusso, in cui compaiano istruzioni
iterative, e quindi dei cappi, o loops). Per dare un’idea più precisa, se G
è una grafo, indichiamo l’esistenza di un cammino fra due elementi a e b
del supporto di G con a → b/G. Rappresentare G con un insieme signi-
fica cercare una applicazione D (o decorazione) dal supporto di G negli
insiemi, tale che, se a → b/G, allora D(a) ∈ D(b). Il punto è che, se si
vuole rappresentare fedelmente G mediante un insieme, e G contiene
dei cammini circolari, è inevitabile introdurre insiemi che violano la
fondatezza della appartenenza, come, paradigmaticamente, insiemi che
soddisfano la condizione di essere ‘autosingoletti’:
W = {W}.
In altri termini, l’assioma di fondazione che è sostanzialmente un prin-
cipio di minimo sull’estensione dell’universo insiemistico permette di de-
corare solo grafi associati a relazioni fondate, ed è eccessivamente restrittivo
per le applicazioni accennate. Ciò ha condotto a formulare negli anni Ot-
tanta (Forti-Honsell,15 Aczel16) un principio di massimo (o ‘libera costru-
zione’), il cosiddetto assioma di anti-fondazione AFA, secondo il quale ogni
grafo ha una e una sola decorazion insiemistica. In particolare, si postula
15 M. Forti e F. Honsell, Set Theory with free construction principles, in «Annali della
Scuola Normale Superiore di Pisa, Classe di Scienze», 10, serie IV, 1993, pp. 493-522.
16 P. Aczel, Non-wellfounded sets, CSLI Lecture Notes 14, Stanford 1988.
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che la relazione sia universale (in un senso preciso che non stiamo qui a
ricordare) fra tutte le possibili relazioni binarie (che sono insiemi). Da un
punto di vista dell’autoriferimento diretto, ciò comporta che valga un ana-
logo estensionale, rafforzato da una condizione di unicità, del teorema di
punto fisso della logica combinatoria: ogni ‘equazione insiemistica’ t(x) = x
ha esattamente una soluzione nell’universo degli insiemi che soddisfa AFA.
Ovviamente ci si può chiedere se AFA non sia pericoloso insieme
con gli assiomi di Zermelo-Fraenkel privi di fondazione. La risposta è
rassicurante: se c’è una contraddizione nel sistema con AFA, allora tale
contraddizione è già derivabile senza AFA. Limiti di spazio ci impediscono
di esplicitare in maggiore dettaglio anche soltanto alcune delle possibili
idee che stanno dietro la prova di consistenza relativa. Una possibile
idea guida è di tipo algebrico: si cerca di estendere l’universo standard
con le soluzioni delle equazioni insiemistiche; alternativamente si può
pensare di trattare gli insiemi sfondati come ‘limiti’ di insiemi fondati (in
un senso opportunamente precisabile). Il passo delicato è ovviamente la
definizione di una relazione di identità estensionale per l’universo este-
so, che sia ‘conservativa’ sui vecchi insiemi. È interessante osservare che
qui giocano un ruolo importante, ancora una volta, tecniche generalizza-
te di punto fisso (dove viene sottolineato lo studio di punti fissi massi-
mali e di principi duali dell’induzione), e che anche il teorema di Church-
Rosser, come è stato osservato da Antonelli, può essere applicato al fine
di provare l’esistenza di universi con insiemi sfondati.
3. Sulla verità
In questa seconda parte intendiamo sviluppare alcune considerazioni
logiche sul predicato di verità, uno dei concetti riflessivi per eccellenza.
Il nostro punto di partenza è che la discussione teorica e metateorica
non può fare a meno di confrontarsi con qualche forma di autoriferimento
nell’uso del termine «vero». Infatti, sia che si rifletta intorno al problema
della semantica dei linguaggi naturali, sia che si considerino modelli di
situazioni epistemiche, che coinvolgono soggetti razionali e le loro capacità
logiche, risulta del tutto naturale assumere che il predicato «vero» sia
applicabile a proposizioni che contengono il predicato medesimo. D’al-
tro lato, l’uso intuitivo di «vero» produce paradossi, come si sa bene a
partire dal classico ‘Mentitore’; la riflessività semantica genera situazioni
in cui certe idee standard sul vero, per esempio la bivalenza e la condizione
di adeguatezza materiale, entrano in conflitto.17
17 Cfr. C. Parsons, The Liar paradox, in «Journal of Philosophical Logic», 3, 1974,
pp. 381-412.
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Per concretezza, conviene richiamare l’impostazione classica della
semantica formale, dovuta all’opera di Alfred Tarski.18 Si supponga dun-
que di disporre di una teoria SF che soddisfa le ipotesi del lemma di
diagonalizzazione (cfr. par. 2), e si supponga che SF abbia un modello
naturale N. Sia inoltre L il linguaggio di SF, mentre L(T) è l’espansione
di L con un nuovo predicato monadico T, il cui significato inteso è quel-
lo di «vero». Il problema della verità per SF consiste nel provare l’esi-
stenza di un sottoinsieme T[N] di N, in modo che la struttura <N, T[N]>
verifichi le usuali condizioni classiche di chiusura del predicato «vero»,
e dunque anche lo schema (T) di adeguatezza materiale
T(A) ↔ A
(qui sopra si interpreta T con T[N], per qualunque enunciato A di L(T);
da qui in avanti, scriveremo per semplicità T(A) invece di T(gd(A)).
A prescindere dal ben noto significato filosofico di (T), in quanto
possibile corrispettivo formale della concezione corrispondentistica della
verità, lo schema di adeguatezza materiale riveste un ruolo più profon-
do ed essenzialmente logico, forse non sufficientemente sottolineato
nella letteratura, e non dissimile da quello dei principi di esistenza di
classi o di funzioni. Lo schema (T) sancisce una delle strategie tipiche
per semplificare o rendere più intellegibile il discorso razionale: l’intro-
duzione di entità ideali, astratte. Infatti, (T) autorizza a sostituire in un
determinato contesto salva veritate una proposizione di complessità ar-
bitraria mediante una proposizione atomica della forma soggetto-pre-
dicato come T(A).
Poiché la logica non può compiere miracoli, la riduzione locale di
complessità comporta un drammatico aumento di complessità nella effet-
tiva costruzione di T. Ne consegue, applicando il lemma di diagonalizza-
zione al predicato T, che il problema della verità per SF non ha una
soluzione adeguata in generale, ma ammette tuttavia esattamente una
soluzione, se lo schema (T) viene ristretto a enunciati di L (e cioè non
contenenti T). D’altra parte, se si guarda più da vicino la costruzione di
Tarski, vi è un altro aspetto del teorema che merita attenzione: si deve
infatti notare che l’interpretazione di T viene definita come limite di una
successione {Tn[N]: n ∈ w} costruita secondo un processo induttivo, in
cui ciascun Tn[N] definisce un predicato di verità adeguato solo per gli
enunciati di complessità logica al più n, e Tn[N] è definibile nel linguag-
gio di partenza L. Cruciale è dunque il fatto che il linguaggio L è indutti-
vamente generato e che gli enunciati sono distribuiti in una gerarchia




secondo la loro complessità logica, gerarchia che fa da sostegno alla de-
finizione ricorsiva di {Tn[N]: n ∈ w}.
Le conseguenze del risultato di Tarski sono ovviamente negative:
l’autoriferimento è bloccato ed è necessario innescare una sorta di asce-
sa semantica per interpretare proposizioni che contengono il predicato
«vero». Vi sono però aspetti tecnici e concettuali importanti, quali il carat-
tere induttivo di T, l’attenzione al nesso cruciale complessità logica/ve-
rità, che sono suscettibili di approfondimento e di ulteriori raffinamenti.
Supponiamo dunque di mantenere T fra i nostri predicati di base e do-
mandiamoci se possiamo indicare qualche teorizzazione coerente e
interessante, che tenga ferma senza riserve la tesi della circolarità di «ve-
ro». Ci limiteremo a schizzare due possibili vie19 di uscita: entrambe si
muovono sullo sfondo di una concezione epistemica della verità, intesa
come concetto limite, frutto di un processo di revisione o di approssimazio-
ne cumulativa.
La prima soluzione consiste nel perseguire idealmente una modaliz-
zazione della verità (o, se si vuole, un’assiomatizzazione della verità nel
più puro spirito formalistico). Consideriamo infatti quali proprietà di
chiusura debba avere un dato insieme S per interpretare T, secondo una
concezione che si discosti il meno possibile da quella tradizionale. In
primo luogo, si può ragionevolmente pensare che S si comporti classica-
mente, perlomeno per quel che concerne il significato dei connettivi e
dei quantificatori classici. Formalmente, basterà postulare che S sia consi-
stente, completo, ricco e deduttivamente chiuso, nel senso che verifica i
seguenti principi su T
T-cons: T(neg(x)) → ¬T(x); T-comp: ¬T(x)→T(neg(x));
T-E: T(ex(a)) → ∃xT(sub(a, x));
T-imp: T(imp(x, y))→(T(x)→T(y));
T-log: T(A), per ogni verità logica A di L(T);
(si presuppone l’aritmetizzazione della sintassi e la disponibilita di ope-
razioni neg, ex, imp, sub, che codificano la negazione, la quantificazione
esistenziale, l’implicazione e l’operazione di sostituzione rispettivamente).
Si deve inoltre cercare qualche naturale surrogato dello schema (T)
di adeguatezza materiale, che, per via del teorema di Tarski, è impossibi-
19 Esse sono presentate nel fondamentale lavoro di H. Friedman e M. Sheard, An
axiomatic approach to self-referential truth, in «Annals of Pure and Applied Logic», 33,
1987, pp. 1-21. Per ulteriori ricerche in tale direzione, si veda anche l’articolo di V. Hal-
bach, Conservative theories of classical truth, in «Studia Logica», 62, 1999, pp. 353-370 e
dello stesso autore la monografia Axiomatische Wahrheitstheorien, Akademie Verlag, Ber-
lin 1996.
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le verificare nella sua generalità. Una ragionevole reinterpretazione di
(T) si presenta con naturalezza, se si muove dall’assunto che la compren-
sione della nozione di verità sia interamente determinata dall’uso che
noi facciamo del predicato «vero», e che questo uso sia adeguatamente
rispecchiato non tanto dallo schema (T), ma dalle regole che permetto-
no di introdurre (eliminare) il predicato «vero» e la sua negazione:
• T-intro: A/T(A); ¬T-intro: ¬A/¬T(A);
• T-elim: T(A)/A; ¬T-elim: ¬T(A)/¬A.
Ora il punto significativo è che, attraverso una tipica costruzione
che procede per tentativi ed errori, si riesce a trovare un insieme S che
verifica i principi di cui sopra, e che risulta chiuso rispetto alle regole di
T-introduzione e T-eliminazione (le altre sono superflue). A tal fine,
basta partire da una struttura N che intepreta L (la parte del linguaggio
priva di T), ed espanderla induttivamente mediante una successione
{Sn: n ∈ w} di possibili interpretazioni del predicato di verità T. Allo
stadio iniziale, si suppone di essere nella condizione di massima ignoran-
za su T e dunque S0 è il predicato vuoto; allo stadio n+1, si identifica
l’estensione del predicato «vero» con l’insieme di tutti gli enunciati di
L(T) che sono classicamente veri in N, sotto l’ipotesi che T sia inter-
pretato come l’insieme Sn .
In generale, accade che un enunciato può oscillare nel suo compor-
tamento nel corso del processo che genera la successione {Sn: n ∈ w}: per
esempio, A può essere vero a livello k (cioè A ∈ Sk ma non a livello k+1,
e poi nuovamente A ∈ Sk+2, ecc. Ciò suggerisce di prendere come inter-
pretazione intesa di T l’insieme degli enunciati stabilmente veri di L(T),
ovvero quegli enunciati che, da un certo punto in poi, si trovano sempre
nella successione (c’e un k tale che per ogni m  k, A ∈ Sm ). La verifica dei
postulati su T e della chiusura rispetto alle T-regole non è difficile, ma
accade un fatto del tutto inatteso, almeno se si assume che il sistema
includa un minimo di aritmetica (necessario per sviluppare la sintassi):
la teoria risultante deve necessariamente20 avere modelli numerici non-
standard (in cui occorrono ‘numeri’ distinti dai familiari 0, 1, 2,…).
La situazione non è dunque interamente soddisfacente da un punto
di vista concettuale: anche se si riesce a provare la coerenza di naturali
condizioni semantiche di chiusura, che mancano la piena adeguatezza
materiale per la sola invalidità dell’assioma T(x) ↔ T(T(x)), non si vede
20 Cfr. V. McGee, Truth, Vagueness and Paradox, Hackett, Indianapolis 1991; M.
Sheard, A guide to truth predicates in the modern era, in «Journal of Symbolic Logic», 59,
1994, pp. 1032-1054; A. Cantini, Logical Frameworks for Truth and Abstraction, Elsevier-
North Holland, Amsterdam 1996.
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perché accettare strutture patologiche, estrinseche rispetto al tipo di pro-
blematica affrontata.
Procediamo allora verso una seconda soluzione, proposta da Kripke21
nel 1975. Anche nella teoria kripkeana si accetta pienamente il carattere
circolare del predicato «vero»; anzi, lo sfondo epistemico diviene
concettualmente più marcato. Intuitivamente, la verità viene presentata
come verificabilità o dimostrabilità ideale, essenzialmente fondata sul-
l’applicazione di specifiche regole, costitutive di un determinato schema
semantico G. Quali restrizioni generalissime, si postula soltanto che lo
schema coincida con quello classico sugli enunciati che non coinvolgono
il «vero» (condizione di conservatività), e che sia cumulativo: una volta
valutato un enunciato A mediante G come vero o falso, si ha che A man-
tiene invariato il proprio stato semantico (condizione di monotonia).
Inoltre, a differenza dell’approccio precedente, gli schemi semantici con-
siderati da Kripke non sono classici, perché il predicato di verità T non è
pensato come insieme nel senso matematico usuale, ma è riguardato come
potenzialmente dato, in fieri. Ad ogni stadio, l’interpretazione di T è
determinata da tre insiemi disgiunti: la collezione degli enunciati ai quali
è stato attribuito valore «vero», quella degli enunciati ai quali è stato
attribuito valore «falso», nonché la classe degli enunciati il cui valore è
lasciato indeterminato. La tricotomia è essenziale: i paradossi semantici
sono infatti nella rilettura kripkeana lo strumento tecnico per provare
che nessun schema semantico – sotto ipotesi molto generali – può pro-
durre una classificazione totale, esaustiva e coerente delle proposizioni
di L(T) (parzialità).
Per motivare il carattere parziale della verità, la strada più semplice
è quella di riconoscerne fino in fondo il carattere essenzialmente autorefe-
renziale e di reinterpretarlo in termini ricorsivi, quasi che le regole seman-
tiche siano assimilabili a un algoritmo, che «chiama se stesso» durante
la propria esecuzione. Infatti, dato un enunciato A di L(T), domandia-
moci quali sono le condizioni per potere affermare la verità (o la falsità)
di A. In generale, il quesito rimanda alla valutazione o di enunciati com-
posti medianti operatori logici, oppure di enunciati aventi complessità
logica nulla (atomi), fra i quali può però occorrere nuovamente il predi-
cato T di verità. Si innesca allora un tipico procedimento di ricerca ‘all’in-
dietro’: se da un lato il processo di valutazione può portare localmente
ad abbassare la complessità logica (per esempio, quando si passa dalla
verifica di una congiunzione alla verifica dei congiunti), esso può anche
non terminare con il semplice raggiungimento di atomi. Un enunciato
21 Cfr. S. Kripke, Outline of a theory of truth, in «Journal of Philosophy», 72, 1975,
pp. 690-716.
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della forma T(t), pur avendo complessità nulla, richiede in generale, per
essere valutato, l’applicazione delle regole semantiche a proposizioni
logicamente assai più complesse di T(t) medesimo (per esempio, si pen-
si a t come al codice di una proposizione universale, contenente a sua
volta T). Ma questo significa che il processo può ripartire indefinitamente,
a differenza di quel che accade con le nozioni non circolari di verità!
Quindi l’esito dell’analisi semantica, nell’ottica di Kripke, può essere
duplice:
1. Il processo termina con un verdetto definito di verità o falsità per
A, perché si raggiungono proposizioni che si lasciano (idealmente) verifi-
care o falsificare, in virtù di certe condizioni iniziali specificate dallo sche-
ma semantico (le quali, si badi bene, possono coinvolgere T stesso);
2. Il processo non termina, nel senso che le regole semantiche non
sono sufficienti a decidere lo stato di A e innescano una ricerca che va
avanti all’infinito.
Nel primo caso, seguendo Kripke, si dice che l’enunciato è fondato
(e dunque lo schema semantico G converge su A); altrimenti A si dirà
infondato (G diverge su A). In entrambi i casi la verità di A non dipende
solo dalla forma logica, ma dalla sua riconducibilità a una ipotetica base
di ‘fatti non semantici’ (espressi dalle condizioni iniziali). Affermare la
verità di un enunciato A è da questa prospettiva un atto che comporta
una sorta di ‘rischio’ o ‘scommessa epistemica’: non si tratta tanto di
enunciare una tesi sul ‘mondo’, ma di impegnarsi ad esibire una verifica
ideale di A (o di ¬A) sulla base delle specifiche regole di G!
Da un punto di vista astratto, uno schema semantico G è dunque
riguardato come un operatore ⊆-monotono, che associa a un dato sottoin-
sieme X di enunciati del linguaggio L(T) l’insieme degli enunciati G(X),
verificabili sulla base di X mediante (le regole di) G. Un predicato adegua-
to di verità nel senso di G è semplicemente un insieme di enunciati che
soddisfa le due condizioni:
1. Chiusura: Γ(X) ⊆ X (ogni enunciato verificabile mediante Γ, a
partire da X-verità è esso stesso Γ-vero);
2. Correttezza: X ⊆ Γ(X) (ogni X-verità è verificabile mediante Γ, a
partire da X-verità).
Ne segue che una possibile accezione X di «vero» (o X-verità) non è
altro che un punto fisso dell’operatore corrispondente a Γ, ovvero un
insieme che è comunque chiuso rispetto alle regole di T-introduzione e
T-eliminazione.
In contrasto con l’unicità della soluzione tarskiana classica, il già
menzionato teorema del punto fisso di Tarski ci assicura che in generale
Andrea Cantini
71
esistono molte nozioni di «vero» per ogni dato schema semantico; si pone
inoltre il problema di una classificazione dei possibili schemi e della loro
pluralità.
Non potendoci addentrare in questo studio, ci limitiamo a riporta-
re due risultati positivi, anche se parziali. In primo luogo, la monotonia
dello schema, quando sia accompagnata da una complessità analitica
limitata di G (per il lettore logico: non superiore alla complessità «Pi-
uno-uno»22) permette di dimostrare un teorema di completezza: è pos-
sibile assiomatizzare le leggi semantiche, ovvero quelle proposizioni su
T che sono X-vere, per qualunque nozione di «vero» modulo G. In
secondo luogo, fra gli schemi monotoni, acquista un rilievo particolare
l’interpretazione trivalente («vero»-«falso»-«ignoto») delle operazioni
logiche legata al cosiddetto schema forte di Kleene: è possibile infatti
mostrare mediante un’analisi di tipo assiomatico, che la teorizzazione di
quest’ultimo sistema porta ad una cornice teorica in certo senso minimale,
e in grado di interpretare unitariamente23 gli altri sistemi semantici, de-
rivati da semantiche monotone e definite dalle già ricordate formule
«Pi-uno-uno».
4. Semantica degli algoritmi e algoritmi della semantica
Dall’approccio di Kripke e dai successivi sviluppi, alternativi a quel-
lo kripkeano (primi fra tutti i modelli scoperti da Herzberger, Gupta,
Belnap24), la semantica logica esce radicalmente trasformata rispetto al-
l’originario progetto tarskiano: essa diviene studio astratto di processi
valutativi, modellati matematicamente mediante operatori e processi
iterativi generalizzati a essi associati, e si lascia dunque sussumere natu-
ralmente dalla teoria delle definizioni ricorsive, intese nel senso più am-
pio. Inoltre, quando si considerino soltanto schemi monotoni, la seman-
tica costituisce di fatto un capitolo della teoria delle definizioni induttive,
nata con Spector e Kleene negli anni Cinquanta a complemento e svilup-
po della teoria della computabilità.
In tempi più recenti, si è anzi osservato che l’inclusione teorica si
lascia invertire: sotto opportune ipotesi, è la teoria delle definizioni in-
duttive che diventa un capitolo di semantiche monotone sufficientemente
22 Vale a dire in forma normale prenessa, con un prefisso che consta di quantificazioni
universali su predicati seguite da quantificazioni arbitrarie su individui.
23 Cfr. A. Cantini, Logical Frameworks for Truth and Abstraction, cit. Per una sintesi
più recente, cfr. A. Cantini, Partial Truth, in V. Halbach et al. (a cura di), Principles of
Truth, Epistemische Studien 1, Haensel Verlag, Frankfurt 2002, pp. 183-202.
24 N. Belnap e A. Gupta, The Revision Theory of Truth, MIT Press, Cambridge,
Mass. 1993.
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ricche. Questo spostamento del centro di gravità della semantica logica
si avverte non soltanto a livello di tendenze generali della ricerca, ma è
giustificato da specifiche indagini logiche, connesse con problematiche,
che il lettore, a seconda della personale inclinazione, classificherà come
pertinenti all’Informatica Teorica o alla Logica Applicata, e che co-
munque si muovono attorno al tentativo di arricchire le categorie della
classica teoria della computabilità, nata negli anni Trenta con Turing e
Gödel.
In particolare, vorremmo dedicare la conclusione della relazione al
progetto di semantica intensionale del logico greco-americano Y. Mo-
schovakis.25 È bene premettere che si tratta di un progetto appena delinea-
to e non organicamente sviluppato, con molti aspetti da chiarire: la no-
stra sintesi, oltreché assai concisa, si limiterà a fornire al lettore solo gli
spunti principali, distinguendo comunque criticamente alcune tesi di or-
dine generale, che ci sembrano largamente condivisibili, da alcune posizio-
ni più impegnative (che chiameremo tesi ‘forti’).
L’idea di fondo di Moscovakis è che l’analisi dei fondamenti della
teoria dei programmi non si può limitare alla costruzione di una mera
semantica denotazionale, come fatto da Scott, Strachey e altri, a partire
dalla fine degli anni Sessanta. Questo perché i programmi non sono solo
notazioni per funzioni matematicamente determinate, ma racchiudono
un aspetto essenzialmente intensionale e dinamico: essi descrivono in
maniera compatta e rigorosa un complesso di azioni opportunamente
interconnesse, in processi operativi unitari e uniformi. Detto in breve,
un programma è la notazione (o implementazione) di un algoritmo; ma
programmi e algoritmi non coincidono: lo stesso algoritmo può essere
implementato in linguaggi distinti, dando luogo pertanto a programmi
distinti. I programmi sono entità linguistiche, concrete; gli algoritmi sono
entità semantiche, ovvero oggetti matematici astratti; regole, ma non
descrizioni di regole.
D’altro lato, un algoritmo va distinto dalla funzione matematica,
definita da un dato programma: per esempio, un algoritmo per calcolare
la divisione non è l’operazione matematica che esso calcola.
Fin qui le tesi generali di Moschovakis. Vediamo ora di riassumere
gli aspetti specifici e indubbiamente più critici del suo approccio.
La prima tesi ‘forte’, su cui il logico greco-americano poggia la sua
costruzione teorica, afferma che la proprietà fondamentale degli algoritmi
è la ricorsività. Un qualunque algoritmo non-banale fa uso di istruzioni
che permettono di chiamare se stesso nel corso del calcolo, e il meccani-
25 Y.N. Moschovakis, Sense and reference as algorithm and value, in J. Oikkonen et
al. (a cura di.), Logic Colloquium ’90, Springer, Berlin-Heidelberg 1994, pp. 210-249.
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smo ricorsivo è essenziale per definire processi di calcolo sempre più
potenti. La ricorsività è inoltre responsabile del fatto che gli algoritmi
definiscono, estensionalmente parlando, solo delle funzioni matemati-
che parziali, che possono divergere su certi argomenti.
La seconda tesi ‘forte’ è che le definizioni ricorsive presentano un
algoritmo direttamente: in termini tecnici, ciò equivale a ipotizzare che
ogni algoritmo sia specificabile attraverso una forma normale, e che que-
sta forma normale sia quella ricorsiva. Ovviamente, questa tesi è di fatto
una sorta di impegnativa congettura, che richiede di essere giustificata
sulla base di puntuali elaborazioni teoriche (cfr. sotto).
La terza tesi ‘forte’ è direttamente responsabile delle connessioni
con la teoria della verità e riguarda l’applicabilità del concetto di
algoritmo. Si sostiene infatti che questo concetto non è legato al dominio
dell’effettivamente calcolabile, ma ha senso anche se relativizzato a enti
astratti, non-effettivi (insiemi infiniti, funzionali). Un algoritmo può es-
sere compreso, anche se le ‘azioni’ che esso involve non sono effettive,
ma puramente idealizzate e al di fuori della portata di meccanismi
computazionali in senso proprio.
Una prima motivazione per questa posizione è sostanzialmente sto-
rica: l’originaria problematica della computabilità, a partire dalla fine
degli anni Quaranta, si è arricchita di studi, tutti tesi a mostrare che
nozioni e risultati classici della teoria classica della ricorsività hanno
valenza generale, e si applicano a domini molto più complessi dei natu-
rali (come il continuo o gli universi della teoria degli insiemi). Inoltre, in
virtù della prima tesi, ovunque abbia senso parlare di ricorsività, sia pure
generalizzata o astratta, ivi è anche legittimo utilizzare il concetto di
algoritmo, nella sua accezione generale, sganciata dal momento finitario.
Vi è però anche una seconda motivazione di ordine concettuale, che
spinge Moschovakis a sostenere la portata generalissima della nozione di
algoritmo. Si vuole infatti sostenere la sostanziale affinità fra il concetto
fregeano di senso (di un’espressione) e quello di algoritmo: il senso non
sarebbe altro che l’algoritmo che permette di determinare la denotazione
(il valore) di una espressione (ove quest’ultima la possegga).
L’idea di per sé non è affatto nuova (Dummett, Martin-Löf26); ma
nuovo è senz’altro il fatto che non ci si limita a riproporre una mera
analogia: si intraprende infatti l’elaborazione di una sistematica semantica
intensionale, complementare a quella estensionale di Scott. Vediamo di
26 Cfr. M. Dummett, Truth and other Enigmas, Duckword, London 1978, o, dello
stesso autore, i capitoli 4-6 di The Logical Basis of Metaphysics, Harvard, Cambridge,
Mass. 1991; P. Martin-Löf, Constructive Mathematics and Computer Programming, in R.
Cohen et al. (a cura di), Logic, Methodology and Philosophy of Science VI, North-Holland,
Amsterdam 1982, pp. 153-175.
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riassumerne i tratti fondamentali. In primo luogo, si estende la logica dei
predicati con un operatore di recursione simultanea (Lower Predicate
Calculus with Reflection LPCR). L’idea base è che ogni espressione di
LPCR denota una funzione monotona in un opportuno spazio (di regola
un ordine parziale completo), in cui l’esistenza di punti fissi è garantita
dal ben noto teorema di Knaster-Tarski. In questo quadro teorico risulta
dunque possibile fare costruzioni autoreferenziali assai generali di pro-
posizioni, funzioni, predicati, e, alla luce di quanto si è visto nella prima
parte, dovrebbe anche essere chiaro che si ottiene un formalismo basato
sull’autoriferimento diretto. Sintatticamente, se A1,...,An sono espressio-
ni, è permesso introdurre in LPCR una nuova espressione
«A ≡ A0 where p1 ≅ A1,..., pn ≅ An»,
il cui significato intuitivo è che A denota il risultato ottenuto sostituendo
p1,..., pn in A0 con i punti fissi simultanei del sistema di equazioni {p1 ≅
A1,..., pn ≅ An} (≅ sta ad indicare che i termini dell’equazione sono o en-
trambi definiti e uguali, o entrambi indefiniti).
In LPCR, accanto alla denotazione (o estensione) di A, che potrà
essere di volta in volta un valore di verità, un individuo di base, un pre-
dicato, una funzione, etc., rimane univocamente determinata l’intensione
di A, int(A), che rappresenta la controparte matematica dell’algoritmo
denotato da A. int(A) è ottenuta ‘compilando’, ovvero rendendo esplici-
ta la struttura operativa ‘fine’ di A mediante opportune regole di ridu-
zione, che portano in una forma normale del tipo «A ≡ A0 where p1 ≅
A1,..., pn ≅ An», secondo quanto richiesto dalla seconda tesi ‘forte’ di
Moschovakis. La funzione della forma normale è quella di evidenziare le
operazioni coinvolte nella definizione ricorsiva simultanea, che, secon-
do la prima tesi, costituisce l’essenza dell’algoritmo espresso da A. In
particolare, int(A) è un oggetto insiemistico, detto recursore, che esibisce
gli ingredienti di base della recursione; essi sono ricavati direttamente
dalla forma normale e coincidono essenzialmente con le estensioni di
A0,...,An. I risultati fondamentali della semantica algoritmica si lasciano
allora riassumere nei seguenti punti:
1. int(A) è sempre ben definito, anche se la denotazione di A è vuo-
ta; in particolare, vale un teorema di unicità della forma normale, e quin-
di anche di int(A);
2. la relazione di uguaglianza intensionale fra espressioni di LPCR,
int(A) = int(B), è decidibile.
1-2 corrispondono a essenziali requisiti di adeguatezza intuitiva: se
comprendere una espressione A, significa afferrarne il senso, dev’essere
possibile individuare univocamente ed effettivamente int(A), che ne co-
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stituisce il modello rigoroso. Inoltre, anche se in generale le espressioni A,
B di LPCR possono contenere operazioni infinitarie (come quantificatori,
funzionali, ecc.), il confronto delle rispettive intensioni si presenta come
un problema che non trascende i limiti dell’effettivo, ed è del tutto com-
patibile con le possibilità di un ipotetico soggetto conoscente.
Non dovrebbe essere difficile comprendere perché la proposta ora ac-
cennata costituisce una generalizzazione e un approfondimento dell’approc-
cio kripkeano alla semantica. In primo luogo, l’operatore di recursione dà al
linguaggio una potenza espressiva notevolissima: la nozione kripkeana di
verità circolare si lascia senza difficoltà alcuna definire in LPCR, e senza far
uso di codifiche (e dunque senza autoriferimento indiretto). In secondo luogo,
gli schemi semantici che regolano la verità autoreferenziale sono ricorsivi e
dunque sottendono algoritmi: la semantica si lascia inglobare in una teoria
generale degli algoritmi e quindi completare da una teoria del senso. Si ha
così un contesto unitario, nel quale confluiscono semantica e teoria della
ricorsività generalizzata, teoria del significato e teoria degli algoritmi.
Ovviamente, vi sono aspetti di notevole problematicità nella propo-
sta ora discussa. La principale perplessità nasce a nostro avviso dalla
seguente osservazione. Si sostiene giustamente che gli algoritmi sono di-
stinti dai programmi e sono entità semantiche, non linguistiche; si po-
trebbe però obiettare che la teoria si riduce a caratterizzare la nozione di
algoritmo, mediante la scelta di un particolare linguaggio di program-
mazione, sia pure generalissimo, come linguaggio canonico (o linguag-
gio in cui il senso di un’espressione è mostrato direttamente). Si fa poi
vedere che questo formalismo per la recursione ha delle buone proprie-
tà matematiche che servono, per dir così, a definire una nozione invariante
di contenuto ricorsivo di un algoritmo.
Ma siamo proprio sicuri che le identificazioni di senso di un’espressio-
ne, contenuto algoritmico, contenuto ricorsivo siano tutte legittime, anche
in ambito strettamente computazionale? D’altra parte, se si prende sul
serio l’analogia senso/algoritmo nel caso del linguaggio naturale, non è
affatto chiaro perché la comprensione del senso di un’espressione richieda
la compilazione dell’espressione stessa, fino a metterne in luce l’(ipotetico)
algoritmo ricorsivo che essa dovrebbe sottendere.
Questi problemi sono solo un assaggio delle difficoltà che si profila-
no a chi voglia prendere sul serio il progetto della semantica algoritmica,
e li dobbiamo rimandare a una succcessiva e più ampia discussione. Vi è
però una possibile linea di difesa contro l’ultima obiezione, che ritenia-
mo utile impostare, perché serve ad arricchire di contenuto intuitivo e di
una qualche plausibilità il nesso fra senso e ricorsività. Si tratta in realtà
di suggerire una indagine, alla luce dello sfondo teorico della semantica
algoritmica, su quelli che potremo chiamare «aspetti ricorsivi del dizio-
nario» (e del significato lessicale).
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Pensiamo per un attimo alla determinazione del significato di un’es-
pressione A – per esempio un aggettivo – mediante un normale diziona-
rio. La lettura del lemma specifico di A in generale può non esserci suffi-
ciente perché, a sua volta, richiede la comprensione di un’espressione B,
di cui non afferriamo il senso. Per inciso, astrattamente parlando, il lem-
ma su A può essere riguardato come una condizione della forma A ≅ Ψ1(B)
(essendo ora ≅ sinonimo di equivalenza definizionale). Di qui il naturale
passaggio alla lettura del nuovo lemma per B – diciamo B ≅ Ψ2 (C,D) – il
quale richiederà a sua volta l’acquisizione cruciale dei significati di C, D.
Ora l’esperienza ci insegna che la ricerca sul dizionario, dopo un numero
finito di letture lessicali, si arresta, perché arriva il momento in cui rite-
niamo di aver capito il significato di A. Immaginiamoci che cosa può
essere successo. Nelle situazioni più semplici avremo ricondotto il signifi-
cato di A a una serie finita di componenti lessicali a noi note; in termini
logici, potremo dire di disporre di una sorta di definizione esplicita di A.
Può darsi però (si pensi di procedere alla traduzione di un testo comples-
so) che la ricerca conduca a circolarità: per esempio, i lemmi per C e D
rimandano a B, avendo la forma (rispettivamente) C ≅ Ψ3(B) e D ≅ Ψ4(B).
Come spiegare allora la nostra soddisfazione? Intuitivamente, la risposta
è che ‘circolarità’ non è sinonimo di ‘viziosità’ (o di assenza di informa-
zione); il sistema delle condizioni Ψ1, Ψ2, Ψ3, Ψ4 può infatti risultare suf-
ficiente a fissare implicitamente non solo il significato di A, ma anche di
C o D, ecc. Non è certo raro il caso in cui la comprensione del significato
di A induce simultaneamente anche la comprensione del significato di
altre espressioni, inizialmente non considerate.
Dunque non ci pare irragionevole sostenere, proprio sulla base del-
la pratica di apprendimento lessicale (e non solo basandosi sull’esempio
del dizionario), che il significato di un’espressione venga in generale de-
terminato da un insieme finito di condizioni, che non escludono circolarità
e che possono quindi essere riguardate – in un contesto di sistemazione
teorica rigorosa – come vere e proprie equazioni ricorsive generalizzate.
Questo per il semplice fatto che la ricorsività è allo stadio attuale forse la
modalità concettualmente più motivata e flessibile per lo ‘scioglimento’
di circolarità.
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