We give a complete description of the discrete spectra in the branching law Π| G ′ with respect to the pair (G,
Introduction and main results
In this article, we determine the discrete spectra of the restriction Π| G ′ of an irreducible unitary representation of G to a subgroup G ′ , where
• Π is "attached to" a minimal elliptic coadjoint orbit (Section 2),
) with p = p ′ +p ′′ and q = q ′ +q ′′ .
We denote by G ′ the set of equivalence classes of irreducible unitary representations of G ′ (unitary dual). In Theorem 1.1 we prove a multiplicity-free theorem asserting dim Hom G ′ (π, Π| G ′ ) ≤ 1 for all π ∈ G ′ , and give a complete description of the discrete spectra for the branching: Disc(Π| G ′ ) := {π ∈ G ′ : Hom G ′ (π, Π| G ′ ) = {0}}, where Hom G ′ ( , ) denotes the space of continuous G ′ -homomorphisms. The irreducible unitary representations Π in consideration are of various aspects such as
• they are "geometric quantization" of indefinite Kähler manifolds (Section 2.3);
• they are "discrete series representations" for pseudo-Riemannian space forms (Section 2.5), [F79, S83] ;
• they are "unitarization" of the Zuckerman derived functor modules that are cohomological induction from a maximal θ-stable parabolic subalgebra q (Section 2.2), [V87, VZ84] .
The representations Π of G = O(p, q) are parametrized by ε ∈ {±} and λ ∈ A ε (p, q), see Definition-Theorem 2.1, and will be denoted by π p,q ε,λ . Our first main result gives a description of the discrete part (cf. Section 6.1) of the restriction Π| G ′ . Without loss of generality, we assume ε = +. In the general case where p ′ , p ′′ , q ′ , q ′′ ≥ 2 and λ > 2, all the three parameter sets Λ −+ (λ), Λ ++ (λ), and Λ +− (λ) are nonempty (Section 6).
As a corollary of Theorem 1.1 and its proof, we find a necessary and sufficient condition on the quadruple (p ′ , p ′′ , q ′ , q ′′ ) for the restriction Π| G ′ to have the following properties:
• Π| G ′ is discretely decomposable (Theorem 6.4),
• the discrete part (1.1) is at most a finite sum (Theorem 6.3),
• Π| G ′ contains only continuous spectrum (Theorem 6.2).
Our results can be also applied to the existence problem of symmetry breaking between smooth representations of G and its subgroup G ′ . Let Π ∞ be the Fréchet space of smooth vectors of the unitary representation Π of G, and π ∞ that of a unitary representation π of the subgroup G ′ .
Corollary 1.3. Let Π = π p,q +,λ ∈ G for λ ∈ A + (p, q) and π = π
ε,λ ′′ ∈ G ′ for some (δ, ε) = (−, +), (+, +), or (+, −). Then we have:
The second main theorem in this article is a quantitative result: for every (λ ′ , λ ′′ ) ∈ Λ δ,ε (λ), we construct explicitly in a geometric model of representations a holographic operator (an injective G ′ -intertwining operator)
and find a closed formula of its operator norm (Theorem 4.3).
Branching laws in the same setting with specific choices of p ′ , p ′′ , q ′ , q ′′ have been studied over 25 years:
• When (p ′′ , q ′ ) = (0, 0), Theorem 1.1 is nothing but the K-type formula, and can be computed by a generalized Blattner formula of the Zuckerman derived functor modules [V87, K92] , see also Faraut [F79] , .
• When p ′′ = 0, the restriction Π| G ′ is discretely decomposable (Theorem 6.4). In this case, Theorem 1.1 gives the whole branching law of the restriction Π| G ′ , which was determined in [K93, Thm. 3.3] . The special case (p, q) = (3, 3) with (p ′′ , q ′′ ) = (0, 1) was also studied in [ØS08] .
• When (q ′ , q ′′ ) = (1, 0) (hence q = 1), the branching law of Π| G ′ was obtained in [MO15] . In this case, Π| G ′ contains also continuous spectrum.
• In the case p ′′ = q = 1, an analogous result to (1.2) was studied in [KS18b, Thms. 4 
.1 and 4.2] when Π
∞ and π ∞ are cohomologically induced representations from more general parabolic subalgebras.
•
is at most of onedimensional by the general result of Sun and Zhu [SZ12] . In this case, the discrete spectra (1.1) are stated in Example 1.2, and some part of them have been obtained recently in Ørsted and Speh [ØS19] by a different approach under the constraints that b(λ) ≥ 0 (see (2.4) for notation).
For general p ′ , q ′ , p ′′ , q ′′ , the complete classification of discrete spectra (Theorem 1.1), and the construction of all holographic operators with a Parseval-type theorem (Theorems 4.3 and 5.1) were presented at the conference "Analyse harmonique sur les groupes de Lie et les espaces symétriques" en l'honneur de Jacques Faraut held in Nancy-Strasbourg in June, 2005, however, the manuscript [K02] has not been published.
Because of growing interest in branching problems for reductive groups in recent years, I come to think that the results and the methods here might be of some help for further perspectives such as a possible generalization of the Gross-Prasad conjecture for nontempered representations (e.g. [GP92, KS18b, ØS19] ) as well as analytic representation theory.
Irreducible unitary representations attached to minimal elliptic orbits
In this section, we discuss a certain family of irreducible unitary representations of G = O(p, q), denoted by π p,q ε,λ with parameter ε = ± and λ ∈ A ε (p, q) defined as below:
The representations π p,q ε,λ are a generalization of the finite-dimensional representations of the compact group O(p) on the space H m (R p ) of spherical harmonics (see Remark 2.2 (1)). These unitary representations π p,q ε,λ have been treated from various aspects in scattered literatures ([F79, HT93, K92, K93, KØ03, ØS08, ØS19, S83] ). For the convenience of the reader, we summarize a number of realizations of the representations π p,q ε,λ when ε = + in Section 2.1.
Throughout this section, we adopt the same notation as in [KØ03] .
2.1 Summary: four realizations of π
We use the German lower case letter g, k, · · · , to denote the Lie algebras of G, K, · · · , and write Z(g) for the center of the enveloping algebra of the complexified Lie algebra g C = g ⊗ R C. For g = o(p, q), we set
Definition-Theorem 2.1. Let p ≥ 2 and q ≥ 0. For any λ ∈ A + (p, q), there exists a unique irreducible unitary representation of G = O(p, q), to be denoted by π p,q +,λ , whose underlying (g, K)-module is given by one of (therefore, any of ) the following (g, K)-modules that are isomorphic to each other:
(ii) (geometric quantization of coadjoint orbits) the underlying (g, K)-module of the Dolbeault cohomology H
(iii) the underlying (g, K)-module of the subrepresentation of the parabolic induction I δ (λ + ρ) with K-types Ξ(K; b) (see Section 2.4);
(iii) ′ the underlying (g, K)-module of the quotient of the parabolic induction
(iv) the underlying (g, K)-module of the discrete series representation L 2 (X(p, q)) λ (see Section 2.5) for the symmetric space X(p, q) = O(p, q)/O(p−1, q).
in the Harish-Chandra parametrization for the standard basis, and the minimal K-type of π p,q +,λ is given by
The proof of the equivalence is given in [K92, Thm. 3] and [KØ03, Sect. 5.4 ], see also references therein. Since these rich aspects of the representations π p,q ε,λ is the heart of our main results in both the proof and perspectives, we give a brief account on each of these aspects in Sections 2.2-2.5 below. (2) The conditions (iii) and (iii) ′ in Definition-Theorem 2.1 make sense for q > 0; the other conditions for q ≥ 0.
Via the isomorphism of Lie groups O(p, q) ≃ O(q, p), we define an irreducible unitary representation π
By the K-type formula (see the condition (iii) in Definition-Theorem 2.1 and by the formula (2.6) of the Z(g)-infinitesimal character, the following proposition holds. 
2.2 Zuckerman derived functor modules A q (λ) Let G = O(p, q) , and θ the Cartan involution corresponding to a maximal compact subgroup K = O(p) × O(q). We take a Cartan subalgebra t of k, and extend it to that of g, to be denoted by j. Take the standard basis
]} of j * C such that the root system ∆(g C , j C ) is given by
Let q = l C + u be a θ-stable parabolic subalgebra of g C with Levi part l C containing j C and nilpotent radical u defined by
Then the normalizer L of u in G is given by
For ν ∈ Z, we write C νf 1 for the one-dimensional representation of the Levi subgroup L by letting the second factor act trivially. The same letter C νf 1 is used to denote a character of the Lie algebra l for ν ∈ C.
Zuckerman introduced cohomological parabolic induction R j q (j ∈ N) which is a covariant functor from the category of (l, L ∩ K)-modules (or that of metaplectic (l, L ∩ K)˜-modules) to that of (g, K)-modules.
We note that C λf 1 lifts to the metaplectic (l, L ∩ K)˜-module if and only if
, we obtain (g, K)-modules R j q (C λf 1 ) for j ∈ N, which vanish except for j = p − 2, and the resulting (g, K)-module is
Here we have adopted the convention and normalization in [V87, Def. 6.20] for R j q and in [VZ84] for A q (·). This normalization means that A q (ν) has nonzero (g, K)-cohomologies when ν = 0, whereas R j q preserves the Z(l)-and Z(g)-infinitesimal characters in the Harish-Chandra parametrization modulo the Weyl groups W L and W G .
The general theory of the Zuckerman cohomological parabolic induction (see [V87] for instance) assures that the (g, K)-module R (p + q) − 2), whereas the same condition may fail if the parameter λ wanders outside the "good range". Although our parameter set A + (p, q) contains finitely many λ that are outside the good range, the (g, K)-module R p−2 q (C λf 1 ) is nonzero and irreducible for all λ ∈ A + (p, q), see [K92, Thm. 3] applied to r = 1 with the notation therein.
Geometric quantization of elliptic orbits
Any coadjoint orbit of a Lie group carries a natural symplectic structure. We shall see that the irreducible unitary representation π p,q +,λ of G may be regarded as a "geometric quantization" of the minimal elliptic coadjoint orbit
where λ = ν − ρ if we adopt the normalization of the parameter for "quantization" as in [K94b] , see below.
As a homogeneous space, O ν (ν = 0) is identified with the homogeneous space G/L where L is the subgroup defined in (2.7). Since the same homogeneous space G/L arises an open G-orbit of the complex flag variety G C /Q where Q is the complex parabolic subgroup with Lie algebra q (Section 2.2) of the complexified Lie group G C , it carries a G-invariant complex structure. Moreover, it admits a G-invariant indefinite Kähler metric such that its imaginary part yields the Kostant-Kirillov-Souriau symplectic form.
For ν ∈ Z, we form a homogeneous line bundle
For λ ∈ Z + ρ with λ = 0, we take the Dolbeault cohomologies for the Gequivariant holomorphic line bundle
which carry a natural Fréchet topology by the closed range theorem of the ∂-operator due to Schmid and Wong [W95] , and the Fréchet G-module
is a maximal globalization of the (g, K)-module R j q (C λf 1 ). This shows the (g, K)-modules in (i) and (ii) in Theorem 1.1 are isomorphic to each other. If λ ∈ A + (p, q), then the Dolbeault cohomology for j = p − 2 contains a Hilbert space on which G acts as the unitary representation π p,q +,λ . For q ≥ 2, we can consider similar family of minimal elliptic coadjoint
by switching the role of p and q, and we obtain an irreducible unitary representations π
The irreducible unitary representations π p,q ε,λ of G may be interpreted as geometric quantization of the coadjoint orbits O ε,λ , and the Gelfand-Kirillov dimension is given by
Degenerate principal series representations
The indefinite orthogonal group G = O(p, q) has a maximal (real) parabolic subgroup P = MAN, unique up to conjugation, with Levi factor
Any one-dimensional representation of the first factor GL(1, R) is parametrized by (ε, ν) ∈ {±} × C, which extends to a character χ ε,ν of MA by letting the second factor trivial. We denote by I ε (ν) the G-module obtained as unnormalized parabolic induction Ind G P (χ ε,ν ). Our parameter ν is chosen in a way that the trivial one-dimensional representation 1 of G occurs as the subrepresentation of I + (0), and as the quotient of I + (2ρ) = I + (p + q − 2). Geometrically, the real flag variety G/P has a G-equivariant double covering
where
)N is a normal subgroup of P of index two, and the group G acts conformally on S p−1 × S q−1 endowed with the pseudo-Riemannian metric
We recall that H m (R p ) denotes the space of spherical harmonics of degree m. For p = 1, we consider only m = 0 and 1. The orthogonal group O(p) acts irreducibly on H m (R p ), and we shall use the same letter to denote the resulting representation.
For b ∈ Z, we define the following infinite-dimensional K-module:
We recall from Howe-Tan [HT93]:
Proposition 2.4. Suppose λ ∈ A + (p, q). Let b and ε be as in (2.4) and (2.5).
(1) There is a unique irreducible submodule of I ε (λ + ρ) with K-types Ξ(K, b).
(2) There is a unique irreducible quotient of I ε (−λ+ρ) with K-types Ξ(K, b).
(3) These two modules are isomorphic to each other.
Discrete series for semisimple symmetric spaces
We equip R p+q with the standard pseudo-Riemannian structure
Then g R p,q is nondegenerate on the following hypersurface
yielding a pseudo-Riemannian structure g X(p,q) of signature (p−1, q) with constant sectional curvature +1, sometimes referred to as a pseudo-Riemannian space form of positive curvature. We also set
Then X(p, q) − has a pseudo-Riemannian structure of signature (p, q − 1). There is a natural isomorphism (reversing the signature of the pseudo-Riemannian metric):
Then X(p, q) is a sphere S p−1 if q = 0, a hyperbolic space if p = 1, de Sitter manifold if p = 2, and anti-de Sitter manifold if q = 1. We note X(0, q) = ∅.
The group G = O(p, q) acts isometrically and transitively on X(p, q) ± , and we have G-diffeomorphims:
The pseudo-Riemannian metric g X(p,q) induces the Radon measure, and the Laplace-Beltrami operator ∆ ≡ ∆ X(p,q) on X(p, q).
For λ ∈ C, we consider a differential equation on X(p, q):
where ρ = 1 2 (p + q − 2), and set
3 General scheme
Our approach to the branching laws (Theorem 1.1) is to use analysis on G ′ -orbits in the reductive symmetric space G/H, as developed in [K94a, K98b] among others. In our setting, G/H ≃ X(p, q) admits principal orbits of the subgroup G ′ (see [K98b, Sect. 8.2] ), hence all the discrete spectrum in the branching law Π| G ′ can be captured though the analysis on principal G ′ -orbits, as formulated in Proposition 3.1 below.
Principal
We define three
Then the disjoint union
is conull in X(p, q). Accordingly, we have a direct sum decomposition of the Hilbert space:
which is stable by the action of G ′ . We shall see in (4.6)-(4.8) that the isomorphism classes of the isotropy subgroups of the subgroup G ′ at points in X(p, q) δε are determined uniquely by (δ, ε).
A priori estimate of Disc(Π| G ′ )
By using the general theory [K98b] , we explain the three families of irreducible representations of G ′ occurring in the branching law Π| G ′ (Theorem 1.1) arise from the decomposition (3.2).
Moreover the following parity condition holds:
Proof. The existence follows from the general results proved in [K98b, Thm.8.6 ]. The uniqueness is clear because these irreducible G ′ -modules are mutually inequivalent.
To show the parity condition (3.5), we observe that the central element −I p,q of G acts on π p,q ε,λ as a scalar (−1)
ε+1 , as one sees from the equivalent condition (iii) in Definition-Theorem 2.1.
Then one obtains (3.5) in view of
The above proof gives useful geometric information on functions that belong to irreducible components of the branching law: Proposition 3.2. In the setting of Proposition 3.1, suppose π ∈ G ′ satisfies
In this section we construct explicit intertwining operators (holographic operators) from irreducible G ′ -modules to irreducible G-modules:
by using a geometric realization of these representations in the L 2 -spaces of pseudo-Riemannian space forms X(p ′ , q ′ ) δ , X(p ′′ , q ′′ ) ε and X(p, q), as described in Section 2.5. Moreover, we find a closed formula for the operator norm of T 
Preliminaries
To state the quantitative results (Theorem 4.3), we set
, and δελ − ελ ′ − δλ ′′ > 0. Here δελ := λ when δ = ε and −λ when δ = ε.
Proof.
(1) Clear from the definition.
(2) The second statement is a special case of the first one. See also Lemma 4.2 for an alternative proof.
Jacobi functions and Jacobi polynomials
Let us consider the differential operator
We recall that for λ, λ ′ , λ ′′ ∈ C with λ ′′ = −1, −2, · · · , the Jacobi function ϕ (λ ′′ ,λ ′ ) iλ (t) is the unique even solution to the following differential equation
such that ϕ(0) = 1, see Koornwinder [Kr84] , for instance. We note that ϕ
. By the change of variables z = − sinh 2 t, g(z) := ϕ(t) satisfies the hypergeometric differential equation
The hypergeometric differential equation (4.3) has a regular singularity z = 0, and its exponents are 0, −λ ′′ . For λ ′′ = 0, we denote by g 1(0) (z) and g 2(0) (z) the unique solutions to (4.3) such that g 1(0) (0) = 1 and lim
We set u j(0) (t) := g j(0) (− sinh 2 t) for j = 1, 2. If λ ′′ = 0, −1, −2, · · · , then
(t) (see (4.5)), and thus we have 5) where 2 F 1 is the Gauss hypergeometric function. We need the following formulae for the L 2 -norms of the Jacobi functions.
Construction of holographic operators
We define the following diffeomorphisms Φ δε onto the open subsets X(p, q) δε by
By using the following coordinates:
as follows:
δε,λ is an isometry. The proof of Theorem 4.3 is divided into two parts:
• to compute the operator norm of T 
Operator norms of the holographic operators
We prove that the linear operator T λ ′ ,λ ′′ δε,λ is a scalar multiple of an isometric operator, and find its L 2 -norm. We do not need that h satisfies a differential equation in the proposition below.
δε,λ is an isometry upto scaling:
Proof. With respect to the diffeomorphisms (4.6)-(4.8), the invariant measure dµ on X(p, q) is expressed as
where 
Construction of smooth solutions on open sets
Since the Laplacian ∆ X(p,q) is not an elliptic differential operator unless the signature of g X(p,q) is definite (i.e., p = 1 or q = 0), eigenfunctions (in the distribution sense) of the Laplacian are not necessarily real analytic on X(p, q). In fact, when p ≥ 2 and q ≥ 1, one sees from the proof of Corollary 6.5 that T λ ′ ,λ ′′ δε,λ h is never real analytic on the whole space X(p, q) if h ≡ 0 and p ′ p ′′ = 0. We begin by considering the restriction of T λ ′ ,λ ′′ δε,λ h to the open set X(p, q) δε (Section 3.1) for each (δ, ε) = (−, +), (+, +), or (+, −).
δε,λ h(x) satisfies the differential equation (2.10) on the open set X(p, q) δε .
Proof. Suppose (δ, ε) = (+, −). We set
where we set
. We note that ρ = ρ ′ + ρ ′′ + 1. A short computation shows that
(4.13)
Via the diffeomorphism Φ +− (4.8), the Laplacian ∆ X(p,q) takes the form:
+− = 0 on X(p, q) +− if and only if ϕ satisfies the Jacobi differential equation (4.2). Thus Proposition 4.5 is shown for (δ, ε) = (+, −).
The proof for (δ, ε) = (−, +) is essentially the same, and that for (δ, ε) = (+, +) goes similarly. In this case, the Laplacian takes the form:
on X(p, q) ++ in the coordinates via Φ ++ , where we set
By the change of variables z = sin 2 θ, the function
satisfies the same hypergeometric equation (4.3), with regular singularities: the exponents at z = 0 are 0, −λ ′′ ; and those at z = 1 are 0, −λ ′ .
Boundary ∂X(p, q) δε
By definition (4.9), that T λ ′ ,λ ′′ δε,λ h is the extension of a solution to the differential equation (2.10) in the open domain X(p, q) δε (see Proposition 4.5) to the whole manifold X(p, q) by zero outside the domain. In order to prove a precise condition for such an extension to give a weak solution to (2.10) in L 2 (X(p, q)), we need an estimate of the solution near the boundary. In this section we study the boundary ∂X(p, q) δε . We observe that
Since ∂X(p, q) −+ is similar to ∂X(p, q) +− , we take a closer look at
which is a union of the following two submanifolds:
We note that the singular part ∂X(p, q) sing +− is diffeomorphic to X(p ′ , q ′ ) and that the map Φ +− extended to t = 0 in (4.8) surjects ∂X(p, q)
sing +− . On the other hand, the regular part ∂X(p, q) reg +− is a hypersurface in X(p, q). In a neighbourhood U of a point at ∂X(p, q) reg +− , we set
and take coordinates on U (⊂ X(p, q)) by
, and η ′ ∈ S q ′′ −1 . Then U ∩ X(p, q) +− is given by ξ 1 > 0, whereas U ∩ X(p, q) ++ is given by ξ 1 < 0.
Lemma 4.6. In the coordinates (4.15), the Laplacian ∆ X(p,q) takes the form 
By the change of coordinates in the first step, the Laplacian ∆ X(p,q) takes the form (4.14) with the second term replaced by
Then the change of variables (t, s) → (ξ 1 , ξ 2 ) in the second step yields
whence the lemma by short computations.
Extension as a weak solution in
The proof of Theorem 4.3 will be completed if the image of T λ ′ ,λ ′′ δε,λ gives weak solutions to the differential equation (2.10).
Proposition 4.7. Suppose (δ, ε) = (−, +), (+, +), or (+, −).
δε,λ h is a weak solution to the differential equation (2.10) on X(p, q). Proof. Since the Laplacian ∆ is a closed operator on L 2 (X(p, q)), and since T λ ′ ,λ ′′ δε,λ is a bounded operator by Proposition 4.4, it suffices to prove the assertion for a dense subspace of the Hilbert space. Thus we may and do assume that h is a K ′ -finite function. Then F is real analytic on X(p, q) δε and satisfies (2.10) in X(p, q) δε in the usual sense by Proposition 4.5.
In order to prove that F is a weak solution to (2.10) in the whole manifold X(p, q), we consider the boundary ∂X(p, q) δε , and explain the case (δ, ε) = (+, −). We may and do assume that p ′′ > 0. In fact, if p ′′ = 0, then
In order to prove that F is a weak solution to (2.10), it suffices to verify it near the boundary ∂X(p, q) +− = ∂X(p, q) reg +− ∪ ∂X(p, q) sing +− .
Case I. First, we deal with a neighbourhood U of a point at ∂X(p, q) reg +− . We take coordinates of U as in (4.15). We recall that the boundary U ∩ ∂X(p, q) +− is given by ξ 1 = 0 where ξ 2 > 0. Then Φ +− (z ′ , z ′′ , t) with z ′′ = (ω ′′ sinh s, η ′′ cosh s), see (4.17), approaches to boundary points in ∂X(p, q) reg +− , as t → 0 and s → ∞ with constraints C 1 < e s sinh t < C 2 for some 0 < C 1 < C 2 ,
Then it follows from (2.11) that the K ′ -finite function h has an asymptotic behavior
as s → ∞ for some analytic function a(z ′ , ω ′′ , η ′′ ), and therefore F = T
near the boundary ξ 1 ↓ 0, whereas F ≡ 0 for ξ 1 < 0. Since λ ′′ > 0 and since ∆ X(p,q) takes the form (4.16), the distribution ∆ X(p,q) F is actually a locally integrable function on U. Since F solves (2.10) in U \∂X(p, q) +− in the usual sense, so does F in U in the distribution sense.
Case II. Next, we deal with a neighbourhood U of a point at ∂X(p, q) sing +− . In this case, we use (z
Since F behaves as O(t λ ′′ −ρ ′′ ) when t tends to zero, so does
for any vector fields Y 1 , Y 2 on X(p, q). In view of the formula (4.12) of the measure dµ +− (t), these functions belong to L 1 loc (R, dµ +− (t)) if
which is automatically satisfied because λ ′′ > 0. Thus F is a weak solution to (2.10) near the boundary ∂X(p, q) δε when (δ, ε) = (+, −).
The other cases (δ, ε) = (+, +) and (−, +) are similar. Thus Proposition 4.7 is proved.
Exhaustion of holographic operators
In this section we prove that discrete spectra of the restriction Π| G ′ for Π ∈ Disc(G/H) (⊂ G) are exhausted by (1.1) counted with multiplicities, hence complete the proof of Theorem 1.1.
To be precise, we recall from Proposition 2.5 that any Π ∈ Disc(G/H) is of the form Π = π p,q +,λ for some λ ∈ A + (p, q), and from Proposition 3.1 that π ∈ G ′ satisfying Hom G ′ (π, Π| G ′ ) = {0} must be of the form π = π
is actually an element of Λ δε (λ). More strongly, we prove:
We already know in [K93] that the direct sum (1.1) equals the whole restriction Π| G ′ if p ′ = 0 or p ′′ = 0. In this case, Π = π p,q +,λ is K ′ -admissible (cf. Section 6.5), and the multiplicity of each K ′ -type occurring in Π coincides with that in (1.1). Hence the restriction Π| G ′ is discretely decomposable and is isomorphic to the direct sum (1.1). Thus, we shall assume p ′ p ′′ > 0 from now on.
The rest of this section is devoted to the proof of Theorem 5.1 in the case p ′ p ′′ > 0 and (δ, ε) = (+, −). The other cases where (δ, ε) = (−, +) or (+, +) are similar.
Kummer's relation
The hypergeometric differential equation (4.3) has a regular singularity also at z = ∞, and its exponents are
Suppose λ = 0. We write g + (∞) (z) and g − (∞) (z) for the unique solutions to (4.3) such that
and set u
Lemma 5.2 (Kummer's relation). Suppose λ = 0, −1, −2, . . . and λ ′′ = 0.
(1) There exist uniquely a(λ
Proof. The first statement is clear because g 1(0) (z) and g 2(0) (z) are linearly independent solutions to (4.3). To see the second statement, we begin with the generic case where λ ∈ {0, −1, −2, · · · } and λ ′′ ∈ Z. Then we have
; 1 + λ; z −1 ),
and Kummer's relation [Er53, 2.9 (39) 
remains to be the same (5.5) but g 2(0) (z) does not take the form (5.6). In fact, g 2(0) (z) contains a logarithmic term, and is given by the analytic continuation:
Then the change of basis may alter the coefficient a(λ ′ , λ ′′ , λ) in (5.3) but leaves b(λ ′ , λ ′′ , λ) invariant. Thus the lemma is proved.
We note that dµ +− (t) = dµ ρ ′ ,ρ ′′ (t), see (4.12), and
by the definition of the transform (4.13) of S λ ′ ,λ ′′ . We need the following:
Proof. By the asymptotic behavior (5.1) of g
because λ > 0. Likewise, by the asymptotic behavior (4.4) of g 1(0) (z) and g 2(0) (z) as z → 0,
In view of the Kummer's relation (5.3),
. Thus the lemma is proved.
Possible form of holographic operators
In this section we examine a possible form for a holographic operator π → Π| G ′ , and find a necessary condition on the parameter for Hom G ′ (π, Π| G ′ ) to be nonzero. We begin with the following:
Then in the geometric realizations of these representations on pseudo-Riemannian space forms (Section 2.5), T must be of the following form: there exists c ∈ C such that
Remark 5.5. We have used the Jacobi function u 1(0) (t) = ϕ 
Proof of Lemma 5.4. For any h in π
Suppose that h is K ′ -finite. We set
where S −1 λ ′ ,λ ′′ (see (4.13)) is applied to the last variable t. Then the following differential equations are satisfied:
where ∆ X(p ′ ,q ′ ) acts on z ′ -variables, and ∆ X(q ′ ,p ′ ) on z ′′ -variables. As in the proof of Proposition 4.5, the differential equation (2.10) yields the following differential equation (in the sense of distribution):
where L +− is defined in (4.1). Since λ = 0, the solution ψ +− (z ′ , z ′′ , t) is a linear combination of the basis u 
for some real analytic functions
. We observe that under the assumption λ > 0 we have
Since Supp T h ⊂ X(p, q) +− , the formula (4.10) of the invariant measure on X(p, q) and the definition (4.13) of
Since T is a continuous map between the Hilbert spaces, we have
whence there exists c ∈ C such that h + = ch for all K ′ -finite vectors h by Schur's lemma. Since T is a continuous map, we obtain Lemma 5.4.
Next, we show that the condition T h ∈ L 2 (X(p, q)) leads us to the following:
In Section 5.3, we treat the case λ ′′ = 1 2 .
Proof. As we have seen (5.11) in the proof of Lemma 5.4, u
occurs only when (p ′′ , q ′′ ) = (0, 1).) Thus Proposition 5.6 is proved.
The case λ
The case λ ′′ = 1 2 is delicate because there exists a continuous G ′ -homomorphism
such that the image of T consists of weak solutions to (2.10) in L 2 (X(p, q) +− ) without the assumption (λ ′ , λ ′′ ) ∈ Λ +− (λ). However, we shall see that T h cannot be a weak solution to (2.10) in L 2 (X(p, q)) unless (λ ′ , λ ′′ ) ∈ Λ +− (λ). For this, it suffices to show the following:
Lemma 5.7. In the setting of Lemma 5.4, suppose λ ′′ = 1 2
and (λ ′ , λ ′′ ) ∈ Λ +− (λ). Then the distribution ∆ X(p,q) (T h) is not a locally integrable function on X(p, q) for any nonzero K ′ -finite function h.
Proof. We consider a neighbourhood U at a point of ∂X(p, q) reg +− , and use the coordinates (4.15) as in Section 4.6. Then T h = 0 if ξ 1 < 0. Let us examine the behavior of T h in U ∩ X(p, q) +− near the boundary as ξ 1 ↓ 0.
Let
3) does not vanish. Hence there exist A ∈ C and B = 0 such that
We recall from (4.19) that h(z ′ , z ′′ ) has an asymptotic behavior
for for some real analytic function of (z
as s → ∞ in the coordinates z ′′ = (ω ′′ sinh s, η ′′ cosh s). Combining these two asymptotic behaviours as s → ∞ and t → 0 with ξ 2 = e s sinh t away from 0 and infinity, we obtain the asymptotic behavior of T h near the boundary ∂X(p, q) reg +− :
where the first term is given by
In view of λ ′′ = 1 2
, the proof of the lemma is reduced to the following.
Lemma 5.8. Let U be an open subset of R n , and P a differential operator on U of the form
such that P ′ and P ′′ are differential operators of variables ξ ′ = (ξ 2 , · · · , ξ n ) with smooth coefficients in ξ = (ξ 1 , ξ ′ ). Suppose that f (ξ) is a locally integrable function on U of the form
for some smooth function F . Then the distribution P (ξ 1 f ) is a continuous function in U. Furthermore, f is a weak solution to P f = 0 only when
Proof. The first assertion is clear. Moreover we have
For the second assertion, we observe that f is a smooth function on U reg := U \ {ξ 1 = 0}. Hence, in order to show P f = 0 in the distribution sense, it suffices to show that P f does not belong to L 1 loc (U) when
We introduce a locally integrable function f on U by
Clearly, the distribution
is not locally integrable unless
Further analysis of the branching laws
In this section we discuss further analytic aspects of the branching laws of the restriction Π| G ′ of a discrete series representation Π ∈ Disc(G/H) (⊂ G).
Generalities: discrete part of unitary representations
Any unitary representation π of a reductive Lie group L has a unique irreducible decomposition:
where dµ is a Borel measure on the unitary dual L, and m : L → N ∪ {∞} is a measurable function (multiplicity).
In what follows, we use the same letter to denote a representation space with the representation. Then the Hilbert direct sum
is identified with the maximal closed G-submodule of π which is discretely decomposable. We say that the unitary representation π disc is the discrete part of the unitary representation π, and its orthogonal complement π cont in π is the continuous part of π.
The unitary representation π is discretely decomposable if π = π disc , whereas π = π cont (i.e., π disc = {0}) means that the irreducible decomposition (6.1) does not contain any discrete spectrum.
The irreducible decomposition (6.1) is called the Plancherel formula when π is the regular representation on L 2 (X) where X is an L-space with invariant measure; it is called the branching law when π is the restriction Π| L of a unitary representation Π of a group G containing L as a subgroup. The support {σ ∈ L : Hom L (σ, π) = {0}} will be denoted by
We consider the restriction Π ∈ Disc(G/H) (⊂ G) to the subgroup G ′ . The unitary representation Π| G ′ of the subgroup G ′ splits into the discrete and continuous parts:
We ask Question 6.1. Let H, G ′ be reductive subgroups of G and Π ∈ Disc(G/H).
(
See [K98a, Thm. 6 .2] when G ′ = H in a general setting.
Criteria for (Π|
We retain the previous setting where
From now, we assume In particular Disc(G/H) = ∅.
Here are answers to Question 6.1 (1)-(3):
Theorem 6.2 (purely continuous spectrum). The following two conditions on (p ′ , p ′′ , q ′ , q ′′ ) are equivalent:
(i) Disc(Π| G ′ ) = ∅ for any Π ∈ Disc(G/H);
(ii) (p ′ , p ′′ ) = (1, 1), (p ′ , q ′ ) = (1, 1) or (p ′′ , q ′′ ) = (1, 1).
As a weaker property than Theorem 6.2, we have:
Theorem 6.3 (at most finitely many discrete summands). The following three conditions on (p ′ , p ′′ , q ′ , q ′′ ) are equivalent:
(i) # Disc(Π| G ′ ) < ∞ for any Π ∈ Disc(G/H);
(ii) # Disc(Π| G ′ ) < ∞ for some Π ∈ Disc(G/H);
(iii) p ′ p ′′ > 0, min(p ′′ , q ′ ) ≤ 1 and min(p ′ , q ′′ ) ≤ 1.
As an opposite extremal case to Theorem 6.2, we have:
Theorem 6.4 (discretely decomposable restriction). The following three conditions on (p ′ , p ′′ , q ′ , q ′′ ) are equivalent:
(i) The restriction Π| G ′ is discretely decomposable for any Π ∈ Disc(G/H);
(ii) The restriction Π| G ′ is discretely decomposable for some Π ∈ Disc(G/H);
(iii) p ′ = 0 or p ′′ = 0.
For a unitary representation Π of G, the space Π ∞ of smooth vectors (as a representation of G) is smaller in general than the space (Π| G ′ )
∞ of smooth vectors as a representation of the subgroup G ′ . This difference detects discrete decomposability of the restriction Π| G ′ as follows.
Corollary 6.5. Let Π ∈ Disc(G/H). Then the following three conditions are equivalent:
(i) The restriction Π| G ′ contains continuous spectrum in the branching law;
(ii) There does not exist a closed G ′ -irreducible submodule W in Π such that W ∩ Π ∞ = {0};
(iii) For any π ∈ G ′ and any ι ∈ Hom G ′ (π, Π| G ′ ), ι(π) ∩ Π ∞ = {0}.
Proof of Theorem 6.3: finitely many summands
We begin with the proof of Theorem 6.3.
Lemma 6.6. In the setting (6.2), the following three conditions on (p ′ , p ′′ , q ′ , q ′′ ) and λ ∈ A + (p, q) are equivalent:
(ii) #Λ +− (λ) = ∞; (iii) p ′′ = 0 or "p ′ ≥ 2 and q ′′ ≥ 2".
(2) Λ ++ (λ) = ∅ if λ > 2 or if "λ = 2 and p ′ ≡ q ′ mod 2".
We are ready to complete the proof of Theorem 6.2. On the other hand, it follows from Lemma 6.9 (2) that min(p ′ , p ′′ ) ≤ 1. Without loss of generality, we may and do assume p ′ = 1. In turn, the condition (6.3) imply (p ′ , p ′′ ) = (1, 1), (p ′ , q ′ ) = (1, 0), or (p ′ , q ′ ) = (1, 1).
Proof of the implication (i)
As we saw in Example 1.2, Disc(π p,q +,λ | G ′ ) = ∅ for any λ ∈ A + (p, q) with λ ≥ 1 if (p ′ , q ′ ) = (1, 0). Hence (p ′ , q ′ ) = (1, 0). Thus the implication (i) ⇒ (ii) in Theorem 6.2 is proved.
6.5 Proof of Theorem 6.4 and Corollary 6.5
In the category of (g, K)-modules, analogous results to Theorem 6.4 and Corollary 6.5 are known in a general setting, which we now recall: Proposition 6.10. Let (G, G ′ ) be a reductive symmetric pair. For Π ∈ G, we write Π K for the underlying (g, K)-module. Then the following four conditions are equivalent:
(ii) Π K is K ′ -admissible, namely, dim Hom K ′ (τ, Π K ) < ∞ for any τ ∈ K ′ .
(iii) There exists a G ′ -irreducible closed subspace π of Π such that π ∩ Π K = {0}.
(iv) There exists a G ′ -irreducible closed subspace π of Π such that π ∩ Π K is dense in the Hilbert space π. 
