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ABSTRACT 
Existence of solut ions of two-dimensional boundary-value 
problems of t h e  type 
0% = o i n  R, 
U(P) = o on rl, 
i s  discussed under conditions subsequently strengthened f o r  
uniqueness. I n  general, solut ions a r e  shown t o  l i e  between a 
maximum possible  and a m i n i m u m  possible,  which extremes a r e  
obtainable as l i m i t s  of sequences of so lu t ions  of c e r t a i n  l i n -  
e a r  problems. Under convexity assumptions on y, t h e  unique 
so lu t ion  i s  shown t o  be obtainable as a maximum over solut ions 
of an e n t i r e  c l a s s  of l i n e a r  problems, and i s  a l s o  obtainable  
by Newton' s method. 
F i n i t e  d i f fe rence  approximations are shown by a 
Gerschgorin-type analysis  t o  converge t o  so lu t ions  of t h e  above, 
a t  e s s e n t i a l l y  the r a t e  O(h1I3) as h -, 0, where h i s  t h e  
maximum mesh width .  The order of convergence i s  t i e d  t o  the  
ii 
The two-dimensional Laplace equation was used f o r  simplic- 
i t y  and f o r  conciseness of treatment. Generalizations are in-  
dicated i n  the  d i r ec t ion  of higher dimensions, more general  
e l l i p t i c  operators, non- homogeneous, non-linear d i f f e r e n t i a l  
equations and conditions other than Dir ich le t  on r1. 
. 
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CHAPTER I 
INTRODUCTION 
1.1 Object 
Mixed boundary problems of the type 
v2u = 0 i n  R, 
u = o  on ij, 
(1.1.1) 
(1.1.2) 
(1.1.3) 
i n  two dimensions are investigated.  R i s  a bounded two- 
dimensional region with boundary Fl U F2. Existence of solu- 
t i o n s  i s  obtained under the  m i l d  assumption 
(1.1.4) 
which, i n  e f fec t ,  permits the replacement of r by a bounded 
funct ion y having the  same values as y within t h e  a -p r io r i  
estimates on u made possible by (1.1.4). Uniqueness i s  es- 
tab l i shed  under t h e  a d d i t i o n a l ,  more r e s t r i c t i v e  hypothesis 
0’ 
ru ,< 0. (1.1.5) 
The problems of existence, uniqueness, and numerical ap- 
proximations of so lu t ions  of Di r ich le t  problems f o r  e l l i p t i c  
equations w i t h  solution-dependent source terms, e. g. 
2 
v2u = f (u )  (1.1.6) 
have received a g rea t  deal  of a t t e n t i o n  r ecen t ly  and a number of 
results have been obtained, f o r  example, i n  [l, 4, 9, 12 ,  13, 
14, 18, 201. 
Problems l i k e  (1.1.1 - 1.1.3) have received some a t ten t ion ,  
f o r  example, i n  [24] where they a r e  t r ea t ed  from t h e  poin t  of 
view of the va r i a t iona l  calculus and (1.1.3) i s  "weakly" satis- 
f i e d ,  but  I have not seen any work on the numerical approxima- 
t i o n  t o  t h e i r  so lu t ions  w i t h  estimates of the  e r r o r  i n  t h e  
approximation. 
Techniques similar t o  those applied t o  Mrichlet problems 
with a non-linear source term and t o  l i n e a r  problems with mixed 
conditions can be applied t o  y i e l d  the des i r ed  r e s u l t s  f o r  
problem (1.1.1 - 1.1.3). Thus the  exis tence proof has a pro- 
cedure somewhat p a r a l l e l  t o  that of [la] with results of (141 
and [17] being ca l l ed  upon. 
manner analogous t o  t h a t  i n  [ 9 ]  f o r  (1.1.6). 
t he  so lu t ions  of (1.1.1 - 1.1.3) can be approximated a rb i -  
t r a r i l y  c lose ly  by solutions of corresponding s e t s  of d i f f e r -  
ence equations i s  a Gerschgorin-type of analysis .  
t i o n s  being permitted d iscont inui t ies  where 
r2, the e r r o r  es t imates  must follow l i n e s  similar t o  those s e t  
down by [22] and [21] f o r  Dir ichlet  problems with non-smooth 
boundaries. The r e s u l t  here i s  0 [hu2/(2+u] convergence where 
Uniqueness i s  demonstrated i n  a 
The proof t h a t  
The solu- 
i n t e r s e c t s  
. 
3 
u i s  the Holder coef f ic ien t  i n  t h e  smoothness hypotheses on 
Y, rl, and r2. 
CHAPTER I1 contains the above-mentioned results on ex i s t -  
ence and uniqueness of solut ions u of (1.1.1 - 1.1.3) and, 
under su i t ab le  fu r the r  r e s t r i c t i o n s  on y, a proof of a maxi- 
mum operation f o r  u similar t o  t h a t  es tabl ished i n  1131 f o r  
(1.1.6). CHAPTER I11 contains t h e  method of f i n i t e  d i f f e r -  
ence approximations and r e s u l t s  f o r  them analogous t o  those 
of CHAPTERIL 
and sane possible  extensions of this paper i n  CHAPTER V. 
results of CHAPTERS I1 through I V  are then summarized i n  
CHAPTER VI. 
The e r r o r  analyses a r e  presented i n  CHAPTER I V Y  
The 
Some numerical r e s u l t s  are given i n  CHAPTER VII. 
The remaining port ion of t h i s  chapter i s  devoted t o  two 
problems from t h e  t r a n s f e r  of heat which can be t r e a t e d  by 
proper modifications of t h e  methods given i n  t h i s  paper. 
spec ia l  case of t h e  f i r s t  i s  used as a numerical example 
A 
i l l u s t r a t i n g  t h e  results. 
1.2 Motivation 
The f i rs t  example of a problem which can be put i n t o  a 
form su i t ab le  f o r  ana lys i s  by t h e  methods of this paper a r i s e s  
from requirements of re jec t ion  of waste heat i n t o  space by 
radiat ion.  The heat t r ans fe r  here  i s  governed by the Stephan- 
Boltzmann l a w  and the mathematical model y i e l d s  
V 2 T =  0 i n  R, (1 .2 .1)  
T = T g  on F l ,  (1.2.2) 
4 
(1. 2 . 3 )  
where T(P) i s  the temperature a t  points  P of E, E i s  
emissivity,  K i s  conductivity, u i s  t h e  Stefan-Boltzmann con- 
s t a n t  and 
outer  normal. 
aT/& i s  the  der ivat ive i n  the  d i r ec t ion  of t he  
The second example a r i s e s  from an attempt t o  keep the  w a l l s  
of a combustion chamber from melting. 
problems a r i s i n g  i n  combustion, cryogenics or  i n  those a r i s i n g  
i n  combining both technologies, l a rge  temperature gradients  a r e  
f requent ly  encountered. 
frm t h e  mathematical model assuming constant material prop- 
e r t i e s  no longer represents  t h e  temperature a t  po in ts  i n  t h e  
heat-carrying body. 
I n  many heat t r a n s f e r  
The so lu t ion  of t he  equations a r i s i n g  
Assume t h a t  p a r t  of the boundary i s  kept at  a constant 
temperature while t h e  t r ans fe r  of heat a t  t h e  remaining por t ion  
i s  governed by Newton's law. Let  t he  conductivity K > O  be 
a funct ion of temperature. 
t u r e  a re  
Then t h e  equations f o r  t he  ternpera- 
d ivk (T)g rad  T] = 0 i n  R, (1. 2.4) 
- 
T = T, on Ill (1. 2.5) 
a T  
an  
K(T) - = h(Tg - T) (1.2.6) 
where h > 0 i s  t h e  heat  t r ans fe r  coe f f i c i en t  and, typ ica l ly ,  
Tg, t h e  temperature of t he  gas, i s  such that  Tg >> T,. 
5 
Under the  transformation 
=6’ K(T) dT (1. 2.7)  
which i s  1 - 1, t h e  boundary value problem becomes 
v2, = 0 i n  R, (1.2.8) 
- u = o  on r1, (1 .2.9)  
- a U  = h[Tg - T(u)] on F2. 
a n  
(1.2.10) 
Thus (1.2.4 - 1.2.6) can also be placed (by (1 .2 .7) )  i n t o  a form 
su i t ab le  f o r  treatment by the methods of this paper. 
The advantage of having a problem of t h i s  type i n  t h i s  
l a t t e r  form becomes apparent upon examining the  system of f i n i t e  
difference equations. 
1.2.6) has most of i t s  equations non-linear while t h a t  corre- 
sponding t o  (1.2.8 - 1.2.10) has most of them l i n e a r .  
The system corresponding t o  (1.2.4 - 
CHAPTER I1 
SOLUTIONS OF THE BOUNDARY VALUl3 PROBLEMS 
FOR THE PARTIAL DIFFERENTIAL EQUATIONS 
2 . 1  Existence 
~~ 
Consider 
(2.1.1) 
(2.1.2) 
(2.1.3) 
where R i s  a bounded, two-dimensional region with boundary 
rl U r2, cons is t ing  of a f i n i t e  number of smooth arcs.  Here 
r1 denotes the  closure of rl. As was done f o r  Di r ich le t  
problems with non-linear source terms by Levinson [14] and 
P a r t e r  [18], y(P,u) i s  t o  be replaceable by a bounded funct ion 
- 
- 
YO requir ing t h a t  
(2.1.4) 
Before proceeding t o  smoothness requirements on y and on 
the boundary of R, it i s  necessary t o  make some def in i t ions .  
A po in t  P of the boundary U i s  s a i d  t o  have a 
- 
b a r r i e r  funct ion there,  i f  there  e x i s t s  a superharmonic funct ion 
copj continuous and s ingle  valued i n  Rj such t h a t  - 
(a) q ( P >  = 0, 
(b) w p ( ~ )  a 0, f o r  QZ - CPS. 
6 
7 
rl i s  said t o  be smooth i f  it can be covered by a f i n i t e  
number of c i r c l e s  i n  each of which, one of the  co-ordinates can 
be expressed as a function o f  the other ,  the "arc parameter". 
These functions a r e  required t o  have H'dlder continuous second 
der ivat ives .  
Some smoothness i n  the form of H'dlder conditions on deriva- 
t i v e s  of r with respect  t o  a r c  parameters and with respect  t o  
the dependent var iab le  i s  a l so  required.  Namely, l e t  there  be 
a number a such that 0 < a  < 1, and f i v e  pos i t ive  functions 
K(M),Ko(M),Kl(M),K2(M),  and K3(M) such that for a l l  P,P1, and 
P 2 C 2  and a l l  u, ul, and u2 whose absolute value i s  bounded 
above by M, 
Irp(pl,u) - rP(p2,u) l  5 K ( M ) I P ~  - p21a, 
( r ( p , u l )  - r ( P , u 2 ) (  <, KO(M)(ul - u21, 
Iru(pl,u) - r U ( p 2 , d I  < K ~ ( M ) I P ~  - p2la, 
(2.1.5) 
(2.1.6) 
(2.1.7) 
where rp denotes the  p a r t i a l  der iva t ive  with respect  t o  a r c  
parameter. 
Some a d d i t i o n a l  r e s t r i c t i o n s  of dR are necessary t o  in-  
sure  existence,  uniqueness, and some degree of smoothness of 
solut ions of some auxi l ia ry  problems of t h i s  sect ion.  Namely, 
( i )  A b a r r i e r  function must e x i s t  a t  each point  of 1'\1 U r 2 .  
(ii) The tangents t o  Pl and r2 a t  t h e  points of Fin F2 
must not  meet a t  e i t h e r  of the  two angles 0 o r  I. 
8 
( i i i )  l-' must be smooth. 
2 
( i v )  rl i s  smooth. 
Although used i n  this  sect ion and i n  sec t ion  4.1, th i s  l as t  
hy-pothesis can be dispensed with, under modifications t o  be in-  
d i ca t  ed. 
It will now be shown tha t  t he  search f o r  a so lu t ion  of 
(2.1.1 - 2.1.3) may be carr ied out i n  a bounded por t ion  of t h e  
(P,u) - space. 
Condition (2.1.4) implies t h e  existence of a p o s i t i v e  func- 
t i o n  ~ ( u )  which i s  decreasing f o r  l a r g e  u, such that, 
l i m  ~ ( u )  = 0, 
U* 
which s a t i s f i e s ,  f o r  l a rge  u, 
(2.1.10) 
(2.1.11) 
Furthermore, Levinson showed that 7 could be modified, with- 
out destroying these  properties,  so that uv(u) + 'ti i s  in-  
creasing f o r  l a r g e  u (see  1141 lemma 3.1). 
To der ive t h e  a p r i o r i  estimates,  cp i s  postulated as  a 
so lu t ion  of (2.1.3). The proof, that cp has a bound depending 
only on R and y, depends on the existence of a pos i t i ve  f'unc- 
t i o n  f o r  which upper and lower est imates  are avai lable ,  and 
the  d e f i n i t i o n  of a new function which i s  shown t o  be Jr = cp/(  
bounded, i n  two steps:  The first i s  the  proof tha t  any pos i t i ve  
maximum or  negative minimum must occur on t h e  boundary r2. The 
9 
second s t ep  i s  t o  show t h a t  these extremes have a bound depend- 
ing  on (. 
By Miranda [17], t he re  i s  a funct ion ( continuous i n  E 
which s a t i s f i e s  
0 2 5  = -1 i n  R, 
( = 1  on Fl, 
g=l on r2. 
(2.1.12) 
(2.1.13) 
(2.1.14) 
Greenspan [ll] and Batschelet [3]  use t h i s  funct ion t o  prove 
convergence of f i n i t e  difference approximations t o  so lu t ions  of 
l i n e a r  mixed problems under enough conditions t h a t  ( w i l l  have 
four  continuous der ivat ives .  Here, we a r e  only guaranteed t h a t  
the first and second der ivat ives  s a t i s f y  H'dlder conditions i n  
compact subsets  of R - r ln  F2. - -  
Let cp be a so lu t ion  of ( 2 . 1 . 1  - 2.1.3) and def ine $ by 
cp = <If* (2.1.15) 
Assume tha t  has a pos i t ive  maximum a t  an i n t e r i o r  
point  P of R. Since at P 
v c p = o ,  2 
i. e. 
we have 
- L  
- 5  
> O  (2.1.16) 
10 
a t  t h i s  point .  Thus Jr must take on any pos i t ive  maximum on 
the boundary. Since Jr i s  zero on Fl, t h i s  pos i t ive  maximum 
is possible only on T2. 
a postulated i n t e r i o r  negative minimum. 
A contradict ion i s  also reached for 
L e t  M1 > 0 be such t h a t  f o r  u > M1, ~ ( u )  i s decreasing 
and 
and 
(2 .1 .19)  
Now suppose %, the  posi t ive maximum of Jr a t  P c r 2  i s  such 
that 
MZ >%’  
Then a t  P, by ( 2 . 1 . 3 ) ,  ( 2 - 1 . 1 4 ) ,  and (2.1.151,  
r 
( 2.1 .20)  
( 2 . 1 . 2 1 )  
5 0, ( 2 . 1 . 2 2 )  
which cont rad ic t s  the  maximality of JI a t  P. Thus ( 2 . 1 . 2 0 )  is  
f a l s e ,  i.e. 
M.2 I M 1 ’  ( 2  J . 2 3 )  
11 
Similar ly  a negative minimum for $ on r2 has smaller magni- 
tude than M1. 
So, by (2 .1 .15 ) ,  any solut ion cp of ( 2 . 1 . 1  - 2.1.3) has 
the  a -p r io r i  bound 
IcpI 9 4 3  = "K"" 5 (2.1. 24) 
which depends only on R and 7. This e s t ab l i shes  t h e  f o l -  
lowing theorem: 
Theorem 2.1.1. - If cp i s  a so lu t ion  of ( 2 . 1 . 1  - 2 . 1 . 3 ) ,  
then cp has t h e  a p r i o r i  estimate 
where i s  t h e  so lu t ion  of (2.1.12 - 2.1.14) and Kl i s  so  
l a rge  t h a t  ~ ( u )  i s  decreasing for u > M1 and (2.1.18)  i s  
s a t i s f i e d .  
This  paves the way for  t h e  replacement of y by a bounded 
funct ion yo. In  f ac t ,  l e t  M4 _> M3 + 1 and 
r ( P A  14 I M 4  ( 2 . 1 .  25) 
1 ( 2 . 1 .  26) max[O,y(P,Mq) - u + M 4 ]  otherwise u > M4 Y ( P , M ~ )  if r ( ~ , ~ 4 )  2 0 ro(P,u) =: 
max[ O,y( P, -M4) - u - Mq] otherwise u < -M4 
The hypotheses s a t i s f i e d  by r are  a l s o  s a t i s f i e d  by To. The 
e a s i e s t  t o  ve r i fy  a r e  (2.1.5), (2.1.6). 
( 2 . 1 .  27) 1 T ( P , - M ~ )  if r(p,-M4) 2 0 i
A l i t t l e  more work i s  
required t o  ve r i fy  (2.1.11), and t h i s  i s  now car r ied  out. 
1 2  
For l a r g e  u but  where IuI - < M, (2.1.11) i s  immediate 
f o r  r from (2.1.25). Let u >M4.  Then s ince  uq(u) + u i s  
increasing,  
0 
M 4 d M * )  + M 4  - < U d U )  + (2.1.28) 
so t h a t  
by (2.1.19). Therefore by (2.1.28) it follows t h a t  
(2.1.29) 
i f  u > M 4 .  
The argument i s  s imilar  f o r  u < -M4. Thus ro satisfies 
By examining the  severa l  cases which a r i s e  it can be (2.1.11). 
seen t h a t  t h e  t r a n s i t i o n s  a t  
U = r ( P , - M 4 )  - M4, (if Y(P, -Mq)  < 01, 
u = -M4, 
u = M4, 
U = r ( P , M 4 )  + M4 (if r ( P , M 4 )  > o), 
can be made smooth enough so t h a t ,  besides  (2.1.5) and (2.1.6), 
yo 
ing(2.1.11). Since yo does not d i f f e r  from y for u - < M3 < 
M4, cp 
so lu t ion  of t h i s  s e t  of equations with y replaced by yo. 
satisfies t h e  inequa l i t i e s  (2.1.7 - 2.1.9) without v io l a t -  
i s  a so lu t ion  of (2 .1 .1  - 2.1.3) i f  and only i f  it i s  a 
13 . .  
The point of t h i s  l a t t e r  r e s u l t  i s  t h a t  we may proceed t o  
inves t iga t ing  exis tence o f  the so lu t ion  of (2.1.1 - 2.1.3) with 
r having one more ( c r u c i a l )  property:  There i s  an N > 0 such 
t h a t  f o r  a l l  PETz and 1 ut < m, 
12.1.30) 
Let the  dis tance between two s e t s  be defined as usual :  
d(A,B) = i n f  h' - Q) 
P E  
Q E B  
I n  what follows, the  various funct ions z, say, defined by 
solving c e r t a i n  boundary value problems, e x i s t  by the  r e s u l t s  
of Miranda \17]. Here, i f  the conditions on I'2 a r e  wr i t t en  as 
(2.1.32) 
then  t h e  first der iva t ive  of @ with respec t  t o  t h e  a r c  param- 
e t e r  needs t o  s a t i s f y  a H'dlder condi t ion on campact subsets.  
F2 of I'2j where d(F2,, fl I',) > 0, and @ t o  be bounded on 
such se t s .  The r e s u l t s  f o r  z i n  R then  a r e  t h a t  z i s  con- 
t inuous i n  
- - 
E and i t s  first and second p a r t i a l s  s a t i s f y  Hslder 
- 
conditions i n  compact subsets of R - rl n rz. 
Let uo be defined for  N '  > - N by 
02I.y) = 0 i n  R, 
- 
uo = 0 on I'l, 
(2.1.33) 
(2.1.34) 
( 2.1.35 ) 
Then uo - > o i n  E. L e t  
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urn = m a x  u,(P) 
P€F2 
and 
k = KO(um). 
Then 
(2.1.36) 
(2.1.37) 
'Urn 5 u < w < urn. - -  
Let U ~ + ~ ( P )  be defined i n  by 
(2.1.39) 
= 0 i n  R, (2.1.40) 
%+1= 0 on r,, (2.1.41) 
on r2,m20. (2.1.42) 
- 
'7 a%+l + k%+l = r(%) + k% 
Examine t h e  case m = 0 on r2: 
Theref ore, 
(2.1.43) 
(2.1.44) 
(2.1.45) 
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which implies 
u1  2 - uo. 
Having proved f o r  m = 1 t h a t  
'UO I urn 5 Urn-1 I uo 
proceed induct ively t o  t h e  case m + 1: On P2 
a an - + k(%+l - urn)= rCQ - r ( ~ - ~ )  + k(  
5 0, 
so t h a t  
%+lI urn 
and 
- -- h o  
an 
implying (2.1.47) f o r  a l l  m. 
(2 .1 .  46) 
(2.1.47) 
111 - urn-1) 
(2.1.48) 
(2.1.49) 
(2.1. 50) 
Thus, (s) i s  a uniformly bounded, monotonic sequence of 
functions. They are, i n  addition, harmonic, so t h a t  by Harnack's 
second theorem (Petrovsky [19] p. 178)  convergence i s  uniform i n  
every compact subset of R znd the  l i m i t  i s  harmonic. Since 
i s  assumed t o  have 8 b a r r i e r  function a t  each point ,  
- 
U r2 
t h e  l i m i t  
u = l i m  (2 .1 .51 )  
m- 
1 6  
i s  continuous i n  
(Petrovsky (191 p. 184).  
possible  t o  say more. 
R UF1 and takes  t h e  value 0 on Fl. 
Using t h e  r e s u l t s  of Miranda, it i s  
- -  
Let 6 > 0 and 28 be t h e  cmpac t  subset of R - rlnF2 
such t h a t  d(F6, Fl n F2) = 6: 
- 
R~ = (PEE/ d(p,i;, n F2) 2 61. (2.1.52) 
Recalling (2.1.42) , l e t  
Qm+l(P) = Y[P,yJP)l + kum(P) (271.53) 
f o r  m 2 0. Then by (2.1.5),  (2.1.7 - 2.1.9), t he  sequence of 
f i rs t  der iva t ives  of the  
satisfies a H6lder condition uniformly i n  R6 n r2. By 
Theorem 6,1 of Miranda [17] the  second p a r t i a l  der iva t ives  
with respect  t o  arc  parameter 
- 
- 
s a t i s f y  uniform H6lder conditions i n  R6 and, therefore,  t h e  
sequence of second p a r t i a l  der ivat ives  of 
continuous se t .  There is, then, a subsequence of second deriva- 
form an equi- 
t i v e s  which converges uniformly, so  t h a t  the boundary conditions 
on F2 are s a t i s f i e d  by the l i m i t  u. Furthermore, t h e  first 
and second der iva t ives  of u a r e  H6lder continuous on compact 
subsets of - Fl n F2. 
These l a s t  r e s u l t s  can be summarized as: 
Theorem 2.1.2. - I f  R i s  a bounded region of t he  xy-plane 
- 
with boundary 
through ( i v )  on page 7, and r(P,u) i s  a f’unction defined for 
a l l  PErZ and 311 f i n i t e  u, s a t i s fy ing  t h e  smoothness condi- 
Pl u r2, sa t i s fy ing  the  smoothness conditions (i) 
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t i ons  (2 .1 .5 )  through (2 .1 .9 )  on page 7 and the  fundamental 
condition (2.1.4) on page 6, then the re  e x i s t  so lu t ions  of 
(2 .1 .1  - 2.1.3) continuous i n  R and having E6lder continuous 
f irst  and second der iva t ives  i n  compact subsets  of R - ym2. 
- 
The bases of t h e  existence theorem 6,1 of Miranda a re  
some Schauder-like estimates on spaces of funct ions which, 
with some of i t s  der ivat ives ,  a r e  permitted various orders of 
d i scon t inu i t i e s  as  po in ts  approach Fin F2. If it i s  desired 
t o  re lax  the  smoothness of rl ( t o  dispense with ( iv )  on page a), 
Miranda has other  estimates which become more near ly  l i k e  the  
usual Schauder estimates (see Courant and Hilber t  [ 9 ]  p.331 ff.). 
The above arguments are modified, ch ie f ly  i n  t h e  d e f i n i t i o n  of 
- 
Rfj, namely, 
(2.1.54) 
This gives rise t o  a modification of Theorem 2.1.2 where the  
compact subsets  i n  the conclusion a re  those of 
- -  
R - Pl. 
The proof of this theorem could a l so  c a l l  upon r e s u l t s  of 
Agmon, Douglis, and Nirenberg [2] ,  espec ia l ly  on Theorem 12.2,  
but  more care  would have been necessary i n  def ining 
cpm, s ince the  boundary operators need t o  be smooth on t h e  
e n t i r e  boundary. 
- 
RE and 
The so lu t ion  u w i l l  be seen i n  what follows t o  be a 
maximum possible  so lu t ion  t o  (2.1.1 - 2.1.3) .  
fashion a minimum poss ib le  solut ion v can a l so  be obtained. 
I n  a similar 
18 
Briefly, (omitting the d e t a i l s  as they are p a r a l l e l  t o  t hose  
f o r  u) def ine vo by 
(2.1.55) 
(2.1.56) - 
(2.1.57) -
Define k analogously t o  (2.1.37) and (v,) by (2.1.40 ---2.1.42). 
Theh 
v = l i m  vm , 
In-m 
(2.1.58) -
Let Z be any so lu t ion  of (2.1.1 - 2.1.3). On r2 
- aZ = m (2.1.59) - 
an 
- < N' (2.1.60) -
auo/an = N', Lett ing w = uo - Z, by (2.1.60), s ince  
a w  - - > o  
an  - (2.1.61) - 
on r2, so t h a t  
z 5 uo i n  R. (2.1.62) -
To show that Z i s  bounded above by a l l  i terates another 
i nequa l i ty  implied by (2.1.6) , (2.1.37), and (2.1.39) i s  needed, 
namely, i f  -uOM 5 u ,< w 5 uOM then 
T(W) - Y(u) - k ( b  - W) > 0. (2.1.63) - 
Let w = ul - Z. By (2.1.43), on r2 
(2. 2.64) 
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Subtract (2.1.59) from (2.1.64) and obtain 
aw - + kw = r(u0) - r(z) - k(Z - UO) an 
> O  (2.1.65) 
by (2.1.62) and (2.1.63). Therefore 
z - < U l .  (2.1.66) 
Replacing uo by Um and ul by %+1 completes the  induc- 
t ion.  That is, m > 0 implies - 
Z I U m  (2.1.67) 
f o r  any .solut ion z of (2.1.1 - 2.1.3). The r e s u l t  i s  
z ,< u. (2.1.68) 
Carrying out a s imi la r  argument with v obtain f i n a l l y  t h a t  
v s z s u ,  (2.1.69) 
f o r  any Z solving ( 2 . 1 . 1  - 2.1.3). 
These f i n a l  results may be summarized as  
Theorem 2.1.3. - Under the  hypotheses of Theorem 2.1.2, if 
the  so lu t ion  u i s  defined as i n  i t s  proof, namely, by 
(2.1.51),  and the so lu t ion  v by (2.1.58),  then v < u and 
i f  z i s  any so lu t ion  o f  ( 2 . 1 . 1  - 2.1.3), then 
- 
v l  z < u .  - 
This r e s u l t  i s  l i k e  thz t  obtained i n  Courant and 
Hi lber t  [9], pp. 369-372, f o r  Di r ich le t  problems f o r  
v2u = f(P,u) i n  R, 
and l a t e r  by P a r t e r  [18] under more general  conditions on f 
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and the  boundary of R, s t i l l  however, f o r  D i r i ch le t  problems 
for the  non-linear Poisson equation d i r e c t l y  above. 
2 . 2  Uniqueness. 
In  addi t ion  t o  conditions (2 .1 .4  - 2.1.9), imposed t o  
guarantee the  exis tence of solut ions t o  problem ( 2 . 1 . 1  - 
2 . 1 . 3 ) ,  f 'urther r e s t r i c t i o n s  must be placed on y t o  guarantee 
the  uniqueness of a so lu t ion .  
value problem sa t i s fy ing  a l l  conditions of s ec t ion  2 . 1  but 
possessing i n f i n i t e l y  many solut ions,  consider t h e  two-point 
For an example of a boundary 
boundary-value problem, 
u = 0, 
du 
dx -= r ( u ) ,  
where 
Here one may take K ( M )  3 1, any 
~ ( u )  = l / u .  The so lu t ion  of 
O < x < l ,  
x = 0, 
x = 1, 
u < -1 
- 1 < u < l  - - (2 .2.4)  
u > 1. 
a, 0 < a < 1, KO(M) 1 and 
( 2 . 1 . 1 2 ) ,  (2 .1 .13 ) ,  ( 2 0 1 a 1 4 ) ,  
- 
where rl i s  ( 0 )  is 
( 2 . 2 . 1 )  
( 2 . 2  * 2 )  
( 2 . 2 . 3 )  
(2 .2 .5)  
( 2 - 2 . 6 )  
s o  t h a t  
m x  - 5 = 2.5, 
R 
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and so 
M1 = 2.5, 
and the  a p r i o r i  bound (2.1.24) f o r  solut ions of (2.2.1) , (2.2.2), 
(2.2.3) reads 
I C p l  L M3 = 6.25. (2. 2.7) 
But there  a re  m a n y  solut ions of this problem, sane of which a r e  
given by 
u = a x  (2. 2.8) 
f o r  any 1.1 < 1. The constant N of (2.1.30) may be taken t o  
be N = 1. The funct ion uo of (2.1.33), (2.1.34), (2.1.35) is 
- 
u (x) = x, 0 
so  t h a t  urn = 1, k = 1, and therefore  f o r  a l l  m > 0, - 
UJX) = x. 
Therefore, t he  l i m i t  i s  
u(x) = x, 
and s imi la r ly  
v(x) = -x. 
(2.2.9) 
(2. 2.10) 
(2. 2.11) 
(2. 2.12) 
SO i f  z i s  aw solu t ion  of (2.2.1), (2.2.2.), (2.2.3), 
-x 5 Z(X)  - < x, O < x < l .  - - (2. 2.13) 
I n  order t o  obtain uniqueness it i s  f i r t h e r  required t h a t  
y s a t i s f i e s  
r,(p,u) I 0. (2.2.14) 
Other s imi la r  conditions also can be used t o  deduce uniqueness. 
For example, see the  papers of Ablow and Perry 111, Kalaba [13], 
and PohoYzaev [20]. 
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First, consid.er the l i n e a r  problem 
v2w = 0 i n  R, 
w = o  on 71, 
(2.2.15) 
(2.2.16) 
(2. 2.17) 
where c 2 0. 
minimum f o r  w must be assumed on follows from (2.2.15) 
and (2.2.16). 
t r a d i c t s  (2.2.17) a t  t he  point P 6 @ where t h e  postulated 
maximum (minimum) occurs. If a t  F, c = 0, then consider q~ 
defined by 
That any postulated p o s i t i v e  maximum or negative 
If c > 0, then either of t hese  pos tu l a t e s  con- 
w = C $  (2. 2.18) 
where 5 i s  defined by (2.1.12 - 2.1.14) so t h a t  as before, 
(sec. 2.1) i f  $ has a pos i t i ve  m a x i m u m  (negative minimum) it 
occurs on r2. kt by (2.2.18) , (2.1.14) , (2.2.17), 
(2. 2.19) 
(2. 2.20) 
For e i ther  pos tu la te ,  &$/an w i l l  have the wrong sign. 
Therefore, t h e  following lemma i s  obtained: 
Lemma 2.2.1. - The l i n e a r  problem ( 2 . 2 . 1 5  - 2.2.17) with 
c(P) 2 0, has only the one solut ion w 0. 
Next, suppose t h e  non-linear problem (2 .1 .1  - 2.1.3) has 
two so lu t ions  u and v and def ine 
w = u - v ,  (2. 2. 21) 
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which satisfies 
v2w = 0 i n  R, 
By t h e  mean-value theorem, (2.2.24) becomes 
where 
(2.2.22) 
(2.  2. 23) 
(2. 2. 24) 
(2. 2. 25) 
c(p) = -Yu(P,cp) 20, (2.2.26) 
and cp i s  some number between u(P) and v(P) . By Lemma 2.2.1, 
problem (2.2.22) , (2.2.23), (2.2.25) has only the so lu t ion  
w 0, i . e .  
u 2 v. (2. 2. 27) 
It i s  possible  t o  get uniqueness even i f  y i s  not dif-  
ferentiable, by replacing (2.2.14) by 
i f  u < v then y(v) I ~ ( u ) .  (2.2.28) 
With t h i s  and (2.1.6), i f  u(P) # v(P), the boundary condition 
(2.2.25) s t i l l  holds with 
c(P) = eK,(M) 2 0 
f o r  some y such that 0 < 6 <1. - -  
These resul ts  can be s ta ted  as 
Theorem 2.2.1. - Under t h e  conditions of Theorem 2.1.2, i f  
~ ( P , u )  i s  non-increasing as a function of u, i n  p a r t i c u l a r  i f  
yu ,< 0, then  t h e r e  i s  only one solut ion of (2.1.1 - 2.1.3). 
(2. 2. 29) 
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The proof is s imi l a r  i n  s p i r i t  t o  t h a t  of Courant and 
Hi lber t  [91, pp. 320 - 324. 
2 . 3  Newton's Method and t h e  Maximum Operation. 
By strengthening t h e  hypotheses on y, r e su l t s  may be ob- 
ta ined  which p a r a l l e l  those of  Kalaba [131 where so lu t ions  of 
Dirdchlet  problems for  quasi- l inear  d i f f e r e n t i a l  equations, f o r  
example 
v 2 u = f ( P , u )  i n  R, ( 2 . 3 . 1 )  
were obtained by Newton's method as a maximum of so lu t ions  of a 
c l a s s  of l i n e a r  equations.  
For problem ( 2 . 1 . 1  - 2 . 1 . 3 ) ,  the  conditions of Theorem 
( 2  . l . 2 )  a r e  t o  be supplemented by yu 5 0 and 
where the  prime indica tes  the p a r t i a l  der iva t ive  with respec t  t o  
u, i . e . ,  y i s  convex i n  u .  That y s a t i s f i e s  t he  usual  in -  
equa l i ty  for convexity can be  seen by adding the  following two 
inequa l i t i e s  r e s u l t i n g  from ( 2 . 3 . 2 ) :  Let w = (1 /2 ) (u  + v ) .  
Then 
and 
A s u f f i c i e n t  conditions f o r  convexity i s  t h a t  y be twice 
continuously d i f f e ren t i ab le  i n  u and yuu 2 0. 
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The property of u being a maximum i s .  a l t e r e d  t o  t h a t  of 
being a minimum i f  y i s  concave, i . e .  , i f  
For t h e  concave case, however, it i s  n o t  necessary t o  
separately require  (2.1.4) s ince  it i s  then a consequence of 
(2.1.14) and (2.3.3) . 
Newton's method applied t o  t h e  problem of (2 .1 .1  - 2.1.3) 
i s  ca r r i ed  out as follows. Let  uo be any i n i t i a l  approxima- 
t ion ,  good or poor, t o  u, t h e  unique solut ion of (2 .1 .1  - 
2 . 1 . 3 )  guaranteed by sections 2.1 and 2.2. Consider t h e  
sequence of approximations (h) defined by the  l i n e a r  problems, 
m _ > l  
v 2 % = o  i n  R, (2. 3. 4) 
% = o  on Ti, (2.3.5) 
- 
To compare u with I+, l e t  w = u - and note on r2 t h a t  
by ( 2 . 3 . 2 ) .  That i s  
vzw = 0 i n  R, (2.3. 7) 
w = o  on F1, (2 .3.8)  
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(2.3.9) 
Therefore, because of (2.2.14), w 2 0, i .e. ,  f o r  a l l  m - > 1 
u m 5 u  i n  R ( 2.3.10) 
- 
independently of t h e  choice of uo. 
To compare urn+l with urn, m > 1 note t h a t  on - 
aum 
= T-(%--J + (urn - %-l)r'Curn-1) 
- r(yJ (2.3.11) 
by (2 .3 .2 )  and 
( 2.3.12 ) 
Subtract ing (2.3.11) from (2.3.12) ob ta in  f o r  w = urn+l - um 
t h a t  
a W  - r l ( y J w  2 0 on r2 an 
(2.3.8) holds, so t h a t  5 whereas i n  R, (2 .3 .7)  holds and on 
again w - > 0. That i s  
- 
%+l 2 urn i n  R. ( 2.3.13) 
With t h i s  and (2.3.10), 
sequence of harmonic functions and, as i n  sec t ion  2.1, i t s  l i m i t  
solves (2.1.1 - 2.1.3).  By Theorem 2 . 2 . 1 t h i s  i s  t h e  same func- 
t i o n  defined by t h e  l i m i t  of t h e  sequence defined i n  sec t ion  2.1. 
i s  a uniformly bounded, monotonic 
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Since t h i s  problem i s  equivalent t o  (2.3.4 - 2.3.6) with 
uo = u ( so  t h a t  u1 = u) ,  (2.3.10) implies t h a t  
u = max f l l (2 .3 .4  - 2.3.6) with m = , (2.3.14) 
uo 
If y were instead concave, a similar r e s u l t  with "max" re- 
placed by "min" i n  (2.3.14) would hold f o r  u. Here, of 
course, [%) i s  a non-increasing sequence. 
Summarizing, 
Theorem 2.3.1.  - Under t h e  conditions of Theorem 2.2.1, 
namely smoothness and 
Yu 5 0, 
i f  y i s  convex, then the  solut ion of (2.1.1 - 2.1.3) may be 
obtained by  Newton's method and t h e  maximum operation (2.3.14) 
i s  val id .  
CHAPTER I11 
APPROXIMATE SOLUTIONS 
3.1 Derivation of t he  Difference Equations. 
I n  t h i s  section, difference approximations a re  made which 
lead t o  systems of algebraic equations whose solut ion i s  shown 
i n  Chapter IV ,  t o  d i f f e r  from the  so lu t ion  of the  o r ig ina l  
boundary value problem by an amount tending t o  zero with h a t  
t h e  r a t e  h1I3. Higher order approximations a re  discussed i n  
Chapter V. 
I n  what follows it will be convenient t o  consult  f i gu re  1 
- 
where Rh i s  displayed. Here rh has i t s  poin ts  c i rc led ,  
has i t s  poin ts  with a s t e r i sks  superimposed, and Rh has 
i t s  poin ts  merely emphasized. Dashed l i n e s  on t h i s  f i gu re  in-  
d ica te  sec t ions  which a r e  singled out f o r  f u r t h e r  treatment i n  
f igu res  2 and 3. 
To der ive t h e  difference equations, a square ne t  of  mesh 
width h i s  superimposed on the  bounded region R and a sys- 
tem of equations i s  obtained, one equation a t  each node of t h e  
net.  These equations d i f fe r ,  depending upon t h e  r e l a t i v e  posi-  
t i o n  i n  t h e  net and three  types must be dis t inguished according 
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Exhibited points: 
Rh 
- 
Figure 1, - Rh. 
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as t h e  node l i e s  i n  R, near r, or on r2. 
All in te rsec t ions  of u I? with gr id  l i n e s  w i l l  be 
1 2 
considered along with intersect ions,  i n t e r i o r  t o  R, of hori-  
zontal  g r id  l i n e s  with v e r t i c a l  g r id  l ines ,  as nodes of t h e  
net. 
The t o t a l i t y  of a l l  nodes i s  denoted by Eh. Each point  
of Iih wi l l  have i t s  corresponding difference equations (de- 
generating on rl t o  a mere statement of t h e  func t iona l  value 
a t  t h a t  po in t ) .  The notation used here i s  l i k e  t h a t  of various 
papers of Bramble and Hubbard (see,  e. g. ,  [ 71). L e t  (l?zi=i Up2) 
- 
r h  = r n Eh (3.1.1) 
(3.1.2) 
- rh = P PERh - r h  but  P has 
* { I  a neighbor QCh 
* The s e t s  Fh and rh a r e  fu r the r  decomposed i n t o  
(3.1.4) 
and 
* 
l& and I?, a r e  defined analogously except here t h e  repre- 
s e n t a t i  on 
* 
= rhl u rtz (3.1. 6) 
would not necessar i ly  be a d i s j o i n t  union unless  it i s  re- 
quired t h a t  those points  P which have neighbors i n  both 
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L 
h2 
hl 
0 
I 
4 
\ 
1 
i 
Figure 2. - Points used i n  i n t e r i o r  
approximations. 
Figure 3. - Points  used i n  boundary 
approximations. 
3 2  
be placed i n  rhl, * thus making rhl  and rh2 
rtl n rtz = p ~ .  (3.1. 7) 
Figure 2, with < h, exhib i t s  5 poin ts  singled out by dashed 
l i n e s  i n  f igu re  1, and lzbel led 0, 1, 2, 3, and 4 i n  this new 
f igure.  
(XO,YO ), 1 t o  the  point  
Po E Rh lJ I?;. 
Forsythe and Wasow [lo] pp. 179 f f . )  or through an in t eg ra t ion  
- 
Here, f o r  example, 0 corresponds t o  the  point  PO = 
P1 = (xo + hl,yo) e tc .  Let 
Then e i t h e r  through Taylor 's  s e r i e s  (see 
mef,hod (Varga 
the  equation 
(& + &) 
[ 261 pp. 181 f f .  ) one obtains at t h e  poin t  PO 
corresponding 
(say u4) a re  
* t o  (2.1.1). For P E I?,,, one or  more values 
known t o  be zero and (3.1.8) reads 
0 
= 0 .  2 2ul 2u2 2u3 (G + &)uo - hl(hl+- hz(h2 + h4) - h3(h3 + hi)  
(3.1.9) 
For Po E r h l  t he  equation i s  merely 
uo = 0. (3.1.10) 
For PO E Rh t he  equation is  t h e  usual 
(4uo .. u1 - u2 - u3 - u4) 
= o  
h2 
(3.1.11) 
leqving only poin ts  i n  rh2 t o  consider. 
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Following Greenspan [ 111, e i t h e r  t he  boundary normal ex- 
tended inwardly from Po meets a gr id  l i n e  obliquely a t  
another node labe l led  P1, o r  between two nodes. I n  t h e  f i rs t  
case, t h e  outwardly directed normal der iva t ive  i s  replaced 
simply by 
where d = O(h) as + 0 i s  t h e  dis tance between Po and P1. 
I n  the  second case, consider f i g u r e  3. "he normal der iva t ive  
a t  Po i s  replaced by 
uO dl - d2 
d - u2 d(dl + dz) ul' 
The equations a t  these  points a r e  thus i n  one of two forms, 
(3 .1 .12)  
o r  
uO 1 2  - d Z U l  = Y(P(),UO)' (3.1.13) d u  - -  
d d(dl  + d2) d(dl + d2) 
3.2. Solution of t he  Difference Equations. 
The system of equations obtained by combining equations of 
- 
type (3.1.8 - 3.1.13) wri t ten a t  a l l  po in ts  of Rh where they 
apply may be considered i n  the form 
AU = d(u)  - - -  (3 .2.1)  
where the  matrix A i s  such t h a t  de t  A f 0 and i n  f ac t ,  A i s  
an M-matrix so t h a t  
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A - l  - > 0. (3. 2.2) 
This follows from a lemma due t o  Varga (see Roudebush [22] 
lemma 2, p. 11) since  a i j  ,< 0 f o r  i f j ,  a i i  > 0, and A i s  
reducible b u t  has normal reduced form (Varga [26], p. 46) with 
i r r educ ib ly  diagonally dominant submatrices along i t s  diagonal. 
Let N be defined by (2.1.30) and consider uo defined 
by 
Ax0 = - b (3.2.3) 
where bi i s  t'ne same as the ith component of d(u) i n  (3.2.1) 
unless  Pi€rh2. A t  t hese  points, (3.1.12) (analogously 
(3.1.13)) i s  replaced by 
- -  
= N + l .  (3. 2.4) uoo - uo1 d 
Then 
(3.2.5) 
(3. 2.6) 
(3. 2. sa) 
(3. 2.7) 
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where t h e  
d(u) of (3.2.1) unless  Picrh2' Here 
ith component of b(%) i s  the  same as t h a t  of  - 
- -  
~ ( S I  i = d(%) + k(%,i - %+l,i) 
= r(%i) + k(%,i - %+l,i)* 
This system of equations can a l s o  be wr i t t en  as 
( 3 . 2 . 8 )  
(3.2.9) 
K i  = O,Pi # rh2 
K i  = kYni,Pi E rh2, (3.2.10) 
N 
and A d i f f e r s  from A only i n  t h e  corresponding rows by 
having k added t o  the (already pos i t ive)  diagonal element i n  
those rows, so that  
0 2-l - < A w l .  (3. 2.11) 
L e t  Po E rh2. Then f o r  m = 0, (3.2.9) reads 
- < N + kUo,o + 1 
* u0,o - U 0 , l  
- d + kuO,O. (3.2.12) 
A l i k e  inequal i ty  holds if t h e  equation a t  Po were of the 
- 
form (3.1.13). A t  o ther  points of Rh, 
c P 
(3. 2.13) 
If (3.2.12) and (3.2.13) are combined, one obtains 
36 
AI ,., 
from which follows 
(3.2.14) 
(3.2.15) 
If (3.2.9) i s  again examined i n  t h e  l i g h t  of (3.2.15),  one ob- 
t a i n s  
by ( 2 . 1 . 3 0 ) .  Theref ore, 
so t h a t  
(3. 2.16) 
(3. 2.17) 
(3.2.18) 
If (3 .2 .15)  and (3.2.18)  i s  applied t o  (3 .2 .6)  one obtains 
N - 21) ,< 0 (3. 2.19) 
or 
-2 u - <3. (3. 2.20) 
A.2 1 -A20 (3, 2.21) 
-uo - 5 - u2. (3. 2.22) 
This and (2.1.3C) implies ( a s  (3 .2 .17)  followed) t h a t  
or 
Repeating t h e  s teps  leading from (3 .2 .15)  and (3 .2 .18)  t o  
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43.2.20) and (3.2.22)  with the subscr ipts  1 and 2 replaced by m 
and m + 1, m _> 1, completes the  induction, i . e .  
Therefore, t h e  components of {%) form a bounded monotonic 
sequence of r e a l  numbers and so  have limits. Since only a 
f i n i t e  number of ar i thmetic  operations a re  involved i n  each equa- 
t i o n  of ( 3 . 2 . 7 ) ,  t he  l i m i t  vector 
- u = l i m  & 
m*x, 
s a t i s f i e s  (3.2.1)  by v i r t u e  of (3.2.8) . 
Similarly def ining vo by 
where instead of (3.2.4) 
( 3 .  2. 24) 
(3.2.  25) 
= - N - 1  ( 3.2.26) voo - V0,l 
d 
i s  s a t i s f i e d ,  and vm by (3.2. 7) f o r  m - > 1, obtain a monotoni- 
tally increzsing sequence whose l i m i t  
v = l i m  5 - 
m-m 
(3.2.  27) 
a l s o  s a t i s f i e s  (3 .2 .1) .  
It i s  now shown t h a t  any so lu t ion  of ( 3 . 2 . 1 )  i s  bounded from 
above by u and from below by - v. To t h i s  end, l e t  - z be any 
so lu t ion  of ( 3 . 2 . 1 ) .  
a re  car r ied  out only on 
Subtracting t h e  l a t t e r  of 
- 
Again comparisons of d i f fe rence  expressions 
rh2, t he  only place they might d i f f e r .  
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from (3 .2 .4)  o b t a i n  fo r  w = u - z - -0 - 
W 
O - w1 >o.  
d -  
(3. 2.28)  
(3. 2.29) 
(3 .2 .30)  
Theref ore 
2 SUO' (3.2.31) 
One more i n e q u a l i t y  b e s i d e  (3.2.6)  i s  i m p l i e d  by (3.2.5) ,  
(3 .2 .6a)  and (2.1.6) ,  namely, i f  - I(uoll 5 u 2 w ,< lluo(I, then 
r(w) - y(u) - k(u - w) 2 0. (3.  2. 32) 
Now l e t  w = 3 - - z. By (3 .2.8)  
> O  - 
by (3. 2.31) and (3 .2 .32) .  But t h i s  implies 
u 
AW - _> 0, 
i. e. 
(3. 2.34) 
(3.2.35) 
(3. 2.36) 
I n d u c t i o n  i s  completed i n  t h e  same way as b e f o r e  f o r  (3.2.23) 
and the c o n c l u s i o n  i s  that 
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z < u. - - -  
Similarly,  
v e 2. - - -  
That is, any so lu t ion  of (3.2.1) i s  i n  t h e  " in te rva l"  
Therefore, t h e  following theorem i s  establ ished:  
Theorem 3.2.1.  - Under t h e  conditions of Theorem 
(3. 2.37) 
(3.2.38) 
Cv,uI. 
2.1.3,  
t h e  system of non-linear difference equations, obtained by the  
c l a s s i c a l  f ive-point scheme a t  i n t e r i o r  g r id  poin ts  and t h e  
elementary approximations (3.1.12) o r  (3.1.13) t o  the  boundary 
equation, possesses solutions.  Moreover, t he re  e x i s t s  a m a x i m a l  
and a minimal solut ion,  u, v, respect ively,  such t h a t  any solu- 
t i o n  z of (3.2.1)  satisfies 
v _ < z _ < u .  - - -  
3.3 Uniqueness of t h e  Solution of t h e  Difference Equations. 
Add t h e  addi t iona l  hypothesis t h a t  y i s  non-increasing 
i n  the  dependent var iable ,  i .e. ,  i f  
w < z  then Y ( 4  5 Y ( W L  (3.3.1) 
(2.2.14) being a spec ia l  case. Suppose t h a t  g and 1 a re  
two d i f f e ren t  so lu t ions  of ( 3 . 2 . 1 )  defined by (3.2.24) and 
(3.2.27)  respect ively.  Define w by 
w = u - v .  (3 .3 .2)  - - -  
- 
Then a t  a l l  po in ts  of R h  
- W l O  (3.3.3) 
where,for at l e a s t  one point., wi > 0 by assumption. In  a d d i -  
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t i o n  i f  t h i s  were not t r u e  for some point  of 
d i c t ion  i s  immediate s ince  i n  t h a t  case, 
rh2 a contra- 
Aw - = 0. (3.3.4) 
Thus it may be assumed t h a t  s t r i c t  inequal i ty  holds f o r  at 
l e a s t  one poixb on rh2. For such poin ts  Po 
by (3.3.1).  So t h a t  
Aw 5 0 - 
This with (3.3.3) implies - w = 0. That is, 
(3.3.5) 
(3.3.6) 
u = v  - -  
and since any so lu t ion  2 of (3 .2 .1)  must l i e  between them, 
uniqueness i s  proven. 
Thus there  i s  t h e  r e su l t  analogous t o  t h a t  of t h e  con- 
tinuous case: 
Theorem 3.3.1. - If the conditions f o r  t he  exis tence of 
so lu t ions  of (3.2.1J' a re  supplemented by 
ru 5 0, 
then there  i s  only one solut ion of t h e  non-linear d i f fe rence  
equations . 
3 .4  The P rac t i ca l  Solution of t h e  Difference Equations. 
Although sec t ion  3.2 covers existence by a proof which i s  
constructive,  i f  h i s  very small as  compared with t h e  diameter 
of R, the  algorithm c a l l s  f o r  t h e  repeated d i r e c t  so lu t ion  of 
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l a rge  systems of l i n e a r  equations. For one-dimensional prob- 
lems and, if h i s  not too s m a l l ,  for two-dimensional problems 
as well, t he  method i s  p r a c t i c a l  f o r  use on l a rge  computers t o  
obtain the  solut ion of ( 3 . 2 . 1 )  . 
Another p o s s i b i l i t y  a lso requir ing repeated d i r e c t  solu- 
t i o n s  of l i n e a r  systems i s  Newton's method set up f o r  (3.2.1) 
malogously t o  t h e  way it was done i n  sec t ion  2 3 f o r  t he  con- 
t inuous problem, again under t h e  assumption t h a t  The 
advantage of t h i s  method i s  i t s  convergence propert ies ,  namely 
y, 1. 0. 
12 - %+Ill I Kllu - 3 I l l 2  (3.4.1) 
whereas t h e  f i rs t  method's convergence i s  only l i nea r .  A d i s -  
advantage of t h i s  l a t t e r  method i s  the  f a c t  t h a t  t h e  matrix of 
coe f f i c i en t s  of t he  l i n e a r  system of equations i s  d i f f e r e n t  f o r  
each i t e r a t i o n .  Therefore recourse cannot be made t o  "factor-  
ing  methods" ( see  Varga [25]) t o  reduce t h e  number of a r i t h -  
metic operations pe r  i t e r a t i o n  as  can be where the  matrix i s  
independent of m. 
A t h i r d  p o s s i b i l i t y  i s  suggested by the  "s implif ied 
Newton's method" of Collatz [ 8 ] .  
ous problem, t h e  d i s c r e t e  case being e n t i r e l y  analogous) t h e  
f a c t o r  y'  appearing i n  (2.3.6) i s  replaced by y' (uo) 
and not changed from i t e r a t i o n  t o  i t e r a t i o n  as it i s  i n  t h e  
ordinary Newton's method. 
mediate" t o  t h e  other  two i n  t h a t  t h e  advantages of t h e  f i r s t  
Here (examining t h e  continu- 
This t h i r d  method appears " in t e r -  
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i n  t h e  invariance of t he  i t e r a t i o n  matrix are retained and, 
while t h e  convergence propert ies  are not those of t he  ordinary 
Newton's method, they a re  surely b e t t e r  than those of t h e  f irst  
method if % i s  already a reasonable approximation t o  u. 
Requiring solut ions with a f a i r  amount of d e t a i l  t o  two- 
dimensional problems and with a moderate amount of d e t a i l  t o  
three-dimensional problems i s  becoming increas ingly  common i n  
technological appl icat ions.  
mentioned methods of obtaining such so lu t ions  f o r  (3.2.1) no 
longer become p rac t i ca l .  
some s o r t  of "relaxat ion technique" f o r  these  l a r g e  order non- 
l i n e a r  systems. 
I n  view of t h i s  t h e  previously 
Instead it i s  necessary t o  make use of 
There are some r e s u l t s  ava i lab le  on t h e  convergence of 
various re laxa t ion  methods f o r  systems of non-linear a lgebraic  
( o r  transcendental ,  depending on y) equations. See, f o r  ex- 
ample, Lieberstein [B], and Bers [5] (where here the  systems 
a r i s e  from a d i f fe rence  method f o r  D i r i c h l e t ' s  problem f o r  
Poisson's equation with non-linear source term) and 
Schechter [ 231. 
It i s  shown here with the  a i d  of Schechter 's  r e su l t s ,  how 
(3.2.1) may be solved by a (non-linear) "Gauss-Seidel" type re- 
l axa t ion  and t h a t  even "over-relaxation" i s  possible.  I n  f ac t ,  
t he  numerical results of section 7 . 1  were obtained by using t h e  
one-line successive over-relaxation i t e r a t i v e  method where only 
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one equation per  mesh l i ne ,  corresponding t o  t h e  mesh point  on 
the  boundary r2, was non-linear. Thus the  t r i -d iagonal  matrix, 
which couples unknowns along t h e  l i n e ,  i s  p a r t i a l l y  factored 
i n t o  a product of upper and lower t r i angu la r  matrices. 
fac tor ing  per  i t e r a t i o n  can then be completed by solving exactly 
The 
th i s  s ingle  non-linear equation i n  a s ihgle  var iable .  
To apply t h e  r e s u l t s  of Schechter 's  paper d i r e c t l y ,  it be- 
comes necessary t o  take advantage of t h e  smoothness of l ? ~  
transform R i n t o  another region Rt whose corresponding 
boundary l?: i s  a subset of t h e  xl-axis, x2 = 0. 
t h e  transformation, t h e  d i sc re t i za t ion  i s  car r ied  out by means 
of a square gr id  whose elements a re  p a r a l l e l  t o  t h e  axes,so 
t h a t  t he  d i f fe rence  equations on 
(3.1.12) .  Having done this, it i s  possible,  a f t e r  r e j ec t ing  
t h e  i d e n t i t y  d i f fe rence  equations on rlh, t o  make A a sym- 
metric matrix, which i s  t h e  point  of t he  above transformation 
and a requirement for t h e  appl icat ion of Schechter 's  work. 
t o  
Upon making 
r2h are a l l  of t h e  form 
It w i l l  be discussed i n  Chapter V, sec t ion  5.4 how sym- 
metry of 
such a transformation. 
A ( truncated) may be obtained without i n s i s t i n g  upon 
However symmetry i s  obtained, i. e. , whether by t h e  above 
transformation, or by the  use of other  boundary approximations, 
l e t  
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where here it has been assumed t h a t  
been divided exac t ly  i n t o  subintervals  of length  h. If the  
poin ts  of Fl f 7  F2 
above summation i s  modified accordingly (being a t rapezoida l  
approximation of a boundary in t eg ra l )  . 
r2 i s  a mesh l i n e  and has 
t u r n  out not t o  be nodes of t h e  grid,  the  
A i s  pos i t i ve  def in i te .  If B i s  defined by 
since yu < 0, B i s  posi t ive d e f i n i t e  along with A. Define 
- -  r ( u )  = grad G(u), - 
- -  r(u) = - 0 ,  
(3.4.4) 
Then (3.2.1) i s  equivalent t o  
(3.4.5) 
It can be seen t h a t  for u E %, t he  r e a l  n-dimensional vector  
space, 
- 
(3.4.6) 1 
h2 
and % i s  a "solvent set". That is, [23], having chosen 
a r b i t r a r i l y  may be a l te red ,  determining a new 
u '  E % such t h a t  r i ( u ' )  = 0. Here A(A) denotes eigenvalue 
of A and 2(r2), t h e  length of F2. M4 w a s  defined p r i o r  
t o  (2.1.25) and N by (2.1.30). 
G(u) 2--  M4N X Z(I'2) 
- u E G, ui 
- - 
The i t e r a t i v e  procedure, analogous t o  t h e  Gauss-Seidel 
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process f o r  systems of l i n e a r  equations, proven convergent i n  
Schechter [ 231, i s  given as follows: 
Let  u ( ~ )  E &-,. Define - u(~+') by 
(3. 4.7) 
That is, t he  equation of (3.4.6) i s  regarded as a funct ion 
of t h e  ith var iab le  and i s  solved f o r  ui with guessed values 
(previous i terate) for all other  u . ( j  # i) i n  t h a t  equation. 
Schechter ac tua l ly  proves tha t  any " f ree  s teer ing" method of 
changing i converges, bht a s  a spec ia l  case, t h e  non-linear 
Gauss-Seidel method, consis t ing of taking each equation of 
(3.4.6) i n  turn,  does converge. 
ith 
J 
Schechter a lso proves a theorem on convergence of a type 
of over-relaxation, but the  s a t i s f a c t i o n  of t h e  conditions of 
h i s  $heorem depends very strongly upon t h e  
volves some g rea t e r  r e s t r i c t ions .  
y at  hand and in-  
The r e s u l t s  of this section may be summarized in ,  
Theorem 3.4.1. - If the matrix A of coe f f i c i en t s  of t h e  
system of f i n i t e  difference equations (3.2.1) i s  symmetric and 
i f  yu i s  non-positive and s a t i s f i e s  the  condi t ions of t h e  
exis tence theorem 2.1.2, then the  so lu t ion  of t h e  non-linear 
system of equations may be determined by a non-linear Gauss- 
Seidel i t e r a t i v e  method. 
CHAPTER IV 
CONVERGENCE OF SOLJJTIONS OF THE DISCRETE PROBLEMS 
TO THE CONTINUOUS 
That the  solut ions of the boundary value problems ( 2 . 1 . 1  - 
2.1.3) may be approximated a r b i t r a r i l y  c lose ly  by t h e  so lu t ions  
of t he  non-linear system of equations (3 .2 .1 )  i s  proven first 
under the r e s t r i c t i o n  yu 2 0. 
ments 
(2.1.40 - 2.1.42) can be approximated as c lose ly  as desired by 
the  corresponding elements 3 of t h e  sequence generated by a 
( 3 . 2 . 3 ) ,  (3.2.7). F ina l ly  convergence of - u of (3.2.24) t o  u 
of (2.1.51) as h + 0 i s  shown under assumption of uniqueness 
of t h e  solution. 
It i s  then shown t h a t  t h e  ele- 
of t h e  sequence generated by (2.1.33 - 2.1.35), 
Actually, t o  show convergence as h goes t o  zero, t h e  
approximating system i s  modified by r e j ec t ing  equations wr i t t en  
a t  po in ts  i n  a c i r c u l a r  neighborhood of t he  corners where t h e  
"Dir ichlet  boundary" and t h e  "Neumann boundary" in t e r sec t .  
radius,  k, i s  taken l a r g e r  than  h but  goes t o  zero with h. 
This approach i s  s imi l a r  t o  t h e  one used by Roudebush 1221 and 
Rosenbloom [21]  where equations were re jec ted  near  a l l  of a 
The 
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non-smooth boundary (assumed merely t o  have s t rong b a r r i e r  
function) t o  show (see 1221, p. 115) t h a t  t h e  d i sc re t e  approxi- 
mation approaches the  solution, assumed H6lder continuous with 
exponent a, of a Dir ichlet  problem f o r  a uniformly e l l i p t i c  
d i f f e r e n t i a l  equation, at  the rate ha2/2(1+a) which i s  h1I4 
i f  u s a t i s f i e s  a Lipshitz condition. 
T h i s  modification imposes no hardship on t h e  r e s u l t s  of 
t h e  other  chapters.  
4.1 Convergence When yu 6 0. 
It i s  now assumed t h a t  y, 5 0, t h a t  a l l  the  smoothness 
hypotheses (2.14 - 2.1.9) on y a re  satisfied and t h a t  rl 
and P2 a re  both smooth, the  condition on rl being l a t e r  
relaxed t o  get  s l i g h t l y  weaker results. 
We choose h and k so t h a t  
O < h < k ,  (4.1.1) 
both tending t o  zero i n  what follows. A modified gr id  i s  now 
- 
defined where some of t he  g r i d  po in ts  near t h e  corners Fl n F2 
a re  dropped from consideration, by s e t t i n g  
(4.1.2) 
there  i s  a 
such t h a t  lQ - PI - < h 
Q E R! 
J 
For these  de f in i t i ons  it i s  he lp fu l  t o  examine f igu re  4 which 
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i s  an i l l u s t r a t i o n  r e l a t i v e  t o  f igu re  1 of ii where k has 
been taken equal t o  2h as an example. The sets Rh,k, rh,k, 
h, k 
* rh,k, rh,k, l ,  e tc .  have t h e  same r e l a t i o n  t o  iih,k t h a t  Rh, 
* rh, rh,  rh,1, e tc .  respectively,  have t o  iih, adding the  poin ts  
of r: t o  t h e  set rh k 1. , ,  
A new f i n i t e  difference boundary problem i s  defined, i n  
- 
%,k by s e t t i n g  
&(P) = 0 i f  P E r k  0 (4.1.3) 
- 
re ta in ing  the  o r i g i n a l  equations a t  a l l  other  po in ts  of 
I t s  so lu t ion  I& i s  guaranteed unique by Theorem 3.3.1. 
Rh,k. 
of pi The d i f fe rence  function Z i s  now formed at poin ts  - 
- z = $ - u  - (4.1.4) 
where ui = u(Pi) and u i s  t he  unique so lu t ion  of ( 2 . 1 . 1  - 
2.1.3) guaranteed by the  r e su l t s  of CHAPTER 11. To estimate t h e  
e r r o r  i n  3, t h e  p a r t  of the matrix opera tor  A of (3.2.1)  
which s t i l l  remains will be applied t o  
c a l l  t h e  "truncated" matrix %. Thus from (3 .2 .1 )  
Z. For l a t e r  purposes 
4.Z - = -.-A* 
= &(EJ - (4.1.5) 
Let  D2 :$(Pi) denote any second p a r t i a l  der iva t ive  of v 
taken at t h e  poin t  Pi. Then r e s u l t s  of Miranda [17] show t h a t  
t he re  i s  a constant M2 such t h a t  
(4.1.6) 
. 
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Exhibited poin ts  
A, 0, * RE 
0 r:: 
a Rh, k 
':, k Y 
0, A 'h, k, 1 
'h, k, 2 0 
I 
Figure 4. - R ~ , ~  
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TO examine t h e  e r r o r  z at  a point  p0 E Rh+ u r:,k by - 
considering the  "formal error" A& f i g u r e  2 should be con- 
sulted. A Taylor 's  s e r i e s  procedure similar t o  t h a t  of 
Roudebush [22 ]  i s  used: 
Ul = Uo + hluxo + 1 2 h2 1 xxl  (4.1. 7) 
1 2 -  
1 2 -  
u2 = uo + h2uyo + z h2 uyy2 
u3 = uO - h3%0 + h3 %x3 
(4.1.8) 
(4.1.9) 
(4.1.10) 
where, f o r  example, uxo i s  a u b x  evaluated a t  the  poin t  Po 
and Lxxl 
Subtracting uo from both s ides  of (4.1.7) and (4.1.9), divid- 
ing (4.1.7) by hl and (4.1.9) by h3, and adding one obtains  
i s  a2u/dx2 a t  same point  between Po and P1. 
(4.1.11) 
ul - uo + u3 - uo - h l  N h3 - - -  
h l  h3 2 uxxl + -2- uxx3 ' 
Multiplying by 2/(hl + h3) and subt rac t ing  u one obtains  xxo 
(Gxxl - uxxo) 2 (u1 hlUO "t U 3  - 110) - hl uxxo - hl + h3 hl + h3 h3 
(4.1.12) 
h3 
( k x 3  - uxxo) 
hl + h3 
+ 
Analogously, operating on ( 4 . 1 . 8 )  afid (4.1.10) one obtains  
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Adding (4.1.12) and (4.1.13) one obtains  by (4.1.6) 
(4.1.14) 
To examine the  formal e r r o r  at poin ts  of rh,k,2, f i gu re  3 
should be consulted. 
Let % be the  value of u where the  normal i n t e r s e c t s  
t he  g r id  l i n e  between the  points l abe l l ed  1 and 2. Then 
as before. Also 
Eliminating (au*/ay) between these  equations y i e l d s  
(4.1.15) 
(4.1.16) 
(4.1.17) 
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so  t h a t  
By (4 .1"15) ,  
d 
(4.1.18) 
(4.1.19) 
(4.1.20) 
where d - < @ h. Combining (4.1.19) and (4.1.20) one obta ins  
Theref ore 
i. e. 
(4.1.21) 
(4.1. 23) 
(4. 1. 24) 
-d 
where 
sec t ion  3.2 i n  t h a t  t,he diagonal elemerits a f fec ted  have pos i t i ve  
Ak here has a s l i g h t l y  d i f f e r e n t  meaning than it has i n  
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numbers added which a re  not constant.  Nevertheless, t he  in- 
equal i ty  (3 .2 .11 )  s t i l l  holds, and t h i s  i s  the  key t o  t h e  e r r o r  
es t imate  i n  the non-linear case where 
s u l t  holds for t h e  simpler boundary equation (3.1.12) wherever 
i t  may be applied. 
placed by "0" leads t o  a r e su l t  l i k e  (4.1.24). 
r, ,< 0. A similar re-  
Here (4.1.17), with the  subscr ip t  n*n re-  
For Pi E I?: i t  is  already t r u e  t h a t  
/$(Pi) - u(Pi ) I  = O(ka). 
For P i  E r h  k 1 - I?: ? ?  
-k u ( P . )  1 = U(Pi) = 0. 
Compiling (4.1.14) (4.1.24) , and (4.1.25) y i e l d s  
(4.1. 25) 
(4.1.26) 
(4.1. 27) 
as h-0. Let t ing k = hp 2nd maximizing t h e  order  of con- 
vergence i n  ( 4 . 1 . 2 7 )  y i e lds  f i n a l l y  p = a / ( 2  + a) and thus 
the re  i s  a constant M > 0 such t h a t  
where e i s  a vector,  a l l  of whose components a re  1, - 
e = (:) 
and 1x1 i s  defined by - 
(4.1. 28) 
(4.1. 29) 
(4.1-30) 
. 
Since both A:' and A;' a r e  pos i t i ve  matrices,  (4.1. 28) and 
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( 3.2.11) inply 
To conplete the  proof of  convergence, it must be shown t h a t  t h e  
Components of A k e  a re  bounded independently of h. 
-1 
L e t  5 be the  unique so lu t ion  of ( 2 . 1 . 8  - 2.1.10), guar- 
anteed t o  have t h e  same smoothness as u as a spec ia l  case of 
Miranda' s theorem.. 
The vector  i s  defified by 
C i  = C(Pi) 0 (4.1.32) 
For 
t h a t  (4.1.14) w a s  found, tha t  
p0 E Bh,ky applying ( 2 e 1 w 1 2 ) ,  one obtains, i n  t he  manner 
(p4hS)(Po) = 1 i- o[;na2/(2+a)l , (4.1.33) 
s o  tha t ,  f o r  a l l  su f f i c i en t ly  small h, one has 
U S O ,  for p0 E r., 
manner t h a t  (4.1.24) was found, t h a t  
applying ( 2 u l . 1 4 ) y  one obtains, i n  t he  
Llg k y  2' 
(A&) (Fo) = 1 + 0 (4.1.35) 
so  t h a t  f o r  a l l  su f f i c i en t ly  s m a l l  h, one again has 
(4.1. 36) 1 (4.&(Po) 27- 
This i s  sure ly  True f o r  Po E r h ,k , l  s ince here, 4 i s  the  
iden t i ty .  'Therefme, 
(4.1.37) 
and by (4.1.31) , 
Izl 6 
Now, s ince  i s  a bounded 
Theorem 4.1.1. - Under 
theorem, Theorem 2.2 .1 ,  i f  
m";:/( 2+a) L. (4.1.38) 
function, we have thus  proved: 
t h e  hypotheses of t h e  uniqueness 
k = ha/(2+a), & converges t o  t h e  
so lu t ion  u of ( 2 . 1 . 1  - 2.1.3) a t  t he  r a t e  
I n  par t icu lar ,  i f  yu 
a rc  parameter of t he  representat ions of F1 and r2 s a t i s f y  
Lipschitz conditions (a = 1) with respect  t o  a rc  parameter, 
and the second der iva t ive  with respect t o  
then 
4.2 Convergence of t h e  D i s c r e t e  I t e r a t e  t o  the  Corresponding 
Continuous I t e r a t e .  
Let uo and vo be respect ively defined by (2.1.33 - 
2.1.35) and (2.1,55 - 2.1.57) with M' = N + 1. The sequences 
{SI and {v,) a re  then defined by (2.1.40 - 2.1.42), s t a r t i n g  
w i t h  uo and vo respectively.  Le t  lJo and Io be t h e  
S O l U t i O n S  O f  (3. 2.3) and ( 3 .  2.25) with Rh replaced by Rh,k 
u 
which implies t h e  replacement of Ap - b and - b by Ak, - b b  
and - -  bk, respect ively.  The sequences (I&] and (b) a re  then 
defined by (3 .2 .7 )  again with As &(&) and &(I&) replaced 
.., 
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by &, &(&), and h(T&), respect ively.  
The r e s u l t s  of sec t ion  (4.1)  already show t h a t  uo and 
vo may be approximated a r b i t r a r i l y  c lose ly  by Io and Io. 
It remains t o  show t h a t  t h i s  i s  a l so  t r u e  f o r  and vn f o r  
any n. 
Assme t h a t  unml and vn-l may be approximated by 
a-l9 U and L-1, respectively,  as c lose ly  as desired.  It w i l l  
be proven t h a t  I+, can then be approximated a r b i t r a r i l y  c lose ly  
by lJn, the  argument f o r  v being completely analogous. Thus, 
by hy-pothesis,for a r b i t r a r y  E > 0 t h e r e  i s  an ho< 0 suchthat 
f o r  a l l  h satis-ing 0 < h - < ho 
I -n- U 1 - Un-11 
n 
<, E, (4.2.1) 
where the  subscr ipt ,  k, appearing i n  t h e  previous section, has 
been dropped f o r  s impl ic i ty  and will not appear modifying func- 
But by the  r e s u l t s  of sect ion 4.1, t he re  i s  an 
t h a t  f o r  a l l  h s a t i s fy ing  0 < h - < hl 
h l  > 0 such 
w - Unl < E .  (4. 2.5) I -n 
Let 
- = En 39. (4. 2. 6) 
5 7  
Then 
(4. 2. 7) 
Thus at these  points ,  
. 
- < 2klEn-I(Pi) - %-1(Pi) 1 .  (4.  2.9) 
Therefore i f  h i s  such tha t  0 < h ,< min(ho, hl) , then 
I i $ (  2 2k E - e 
so t h a t ,  as i n  sec t ion  4.1, 
(4. 2.10) 
Recall ing t h a t  ( i s  a bounded function, the  following theorem 
holds: 
Theorem 4.2.1. - Without the  assumption ru 5 0, t h e  i t e r -  
a t e s  un f o r  t h e  continuous problem ( 2 . 1 . 1  - 2 .1 .3 )  and the  
i t e r a t e s  gk, f o r  the d iscre te  problem % = c&(u&) a re  
considered. I f  k = ha/(2+(r), then 
f o r  n - > 0. Similarly,  t h i s  i s  t r u e  f o r  t h e  i t e r a t e s  &,n and 
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4.3 Convergence of t h e  Discrete E m i t  Function t o  t h e  Continuous 
L i m i t  Function 
Under the  assumption tha t  t he  so lu t ion  t o  (2.1.1 - 2.1.3) 
i s  unique (but not necessar i ly  assuming t h a t  
shown t h a t ,  i f  5 i s  defined by e = &(gk) where k = 
h'/(2+a) and u by (2.1.51) , u can be approximated as  c lose ly  
yu ,< 0) it i s  now 
as desired by Uk by l e t t i n g  h go t o  zero. 
I
If  v i s  defined by (2.1.58) , then uniqueness of u 
implies t h a t  
u = v  '(4.3.1) 
Altho7igh not done i n  the previous sec t ions  (e.  g. , 4.2, 3.2) 
it now becomes necessary t o  subscr ipt  U and gn with k. 
That is ,  i n  CHAPTER 111, where they were f irst  discussed, 
and U were defined f o r  a p a r t i c u l a r  h. Let E > 0. Then 
from t h e  r e s u l t s  of CHAPTER I1 p r i o r  t o  Theorem 2.1.2, t h e r e  i s  
- 
& 
- 
an N1 such t h a t  f o r  a l l  P E Tih,k and n _> N, 
(4.3.2) E u < u n < u + -  2' 
By sec t ion  4.2 t he re  i s  an hl > 0 such t h a t  f o r  a l l  h with 
0 < h 5 hl and all Pi E xh,k 
Therefore, f o r  these  n and h 
(4.3.3) 
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Similarly the re  a re  N2, h2 such t h a t  n ,> N2, 0 < h < h2 
implies 
- 
V - E _ < V n -  7 E 5 &,k 5 3' (4.3.5) 
Equation (4.3.4) implies 
3 - u z  E.  (4.3.6) 
Equations (4.3.5) and (4.3.1) imply 
u - $ = v -  5 v - ,< €. (4.3.7) 
But (4.3.6) and (4-3 .7)  a r e  t h e  r e s u l t s  desired.  
i s  such t h a t  
That is, i f  h 
0 < h _< min(hl, hz) , then 
1% - UI < € (4.3.8) 
- 
a t  a l l  po in ts  of Rh,k. 
The r e s u l t  i s  
Theorem 4.3.1. - I f  there i s  only one solut ion,  u, of 
(2.1.1 - 2.1.3) t,hen gk converges t o  u as h + 0 i f  
- k = ha/(2+a), is e.,  f o r  points  O f  Rh,k, 
- uI = O[ha2/(2+a)]. 
I .  
CHAPTER v 
GENERALIZATIONS 
. 
The r e s u l t s  i n  t h i s  t hes i s  thus far a r e  s t a t e d  f o r  the  
Laplace equation i n  two dimensions f o r  mixed boundary condi- 
t i ons  which a r e  i n  p a r t  Di r ich le t .  
e l l i p t i c  equations, with non-linear source terms, extensions 
t o  higher dimensions, and extensions t o  more general  assumptions 
on the boundaries and boundary conditions can be c a r r i e d  out  i n  
some spots  very simply i n  others with some d i f f i c u l t y .  
Although t h e  numerical analysis  was ca r r i ed  out  on the  bas i s  
of t h e  c l a s s i c a l  f ive-point  difference approximation t o  the  
p a r t i a l  d i f f e r e n t i a l  equation on square networks, it can be 
extended i n  the  various direct ions taken i n  recent  years by 
workers (for example Bramble and Hubbard E71 and Roudebush [22] )  
i n  t h i s  f i e l d .  The purpose o f  t h i s  chapter is t o  ind ica te  the 
d i rec t ions  of general izat ion.  
5 .1  Higher Dimensions. 
Extensions t o  more general  
Although the  discussion i n  t h i s  t h e s i s  was ca r r i ed  out  
assuming everywhere t h a t  the equations were i n  two independent 
var iab les ,  almost a l l  arguments could have been ca r r i ed  out f o r  
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d i f f e r e n t i a l  equations i n  n-dimensional space. One reason f o r  
not  wr i t ing  it a l l  f o r  n var iables  i s  the  grea te r  length of 
the expressions which would r e s u l t  i n  the  numerical treatment 
s t a r t i n g  i n  CHAPTER 111, as, for example, f o r  (3.1.9) and the 
correspondingly l a r g e r  increase i n  d e t a i l  i n  the arguments f o r  
the e r r o r  estimates, as, for example, t h e  arguments leading 
from (4 .1 .7)  to(4.1.14).  Most of the references a r e  e i t h e r  
a l ready i n  n-dimensions, have statements indicat ing the exten- 
s ion of t h e i r  r e s u l t s  to  n-dimensions, or can be extended t o  
n-dimensions. 
A s  an example, consider Miranda's work 1171 which is  basic  
t o  t h i s  paper. The r e s u l t s  here a r e  s t a t e d  i n  m-dimensional 
space and c a r r i e d  out i n  great  d e t a i l  under t h e  assumption 
m - > 3, with statements about where arguments have t o  be modified 
f o r  the case m = 2 .  Two reasons f o r  t h i s  are the difference 
i n  form of Green's functions appearing i n  them, and the neces- 
s i t y  of considering the hypergeometric function f o r  m - > 3, 
the  case m = 2 being much simpler. 
Probably the g r e a t e s t  d i f f i c u l t y  would arise i n  the deriva- 
t i o n  and treatment i n  the error estimates of the difference 
equations on r2 where the non-linear boundary conditions 
apply, i f  they a r e  t o  be se t  up analogously with the  two- 
dimensional treatment here.  
5 . 2  P a r t i a l  D i f f e r e n t i a l  Equations. 
Although Laplace's equation w a s  t r e a t e d  throughout thds 
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paper, immediate extensions can be made t o  more general  homo- 
geneous equations and t o  t h e i r  non-homogeneous counterparts.  
I n  f a c t  the paper upon which t h i s  t h e s i s  r e s t s  most heavily, 
Miranda h 7 1 ,  t r e a t s  p a r t i a l  d i f f e r e n t i a l  equations of the  form 
. 
+ c(x)u  = f [x)  (5 .2 .1)  
i , k r l  i=l 
where {aik) is  pos i t ive  def in i te  i n  a l l  of 
conditions similar t o  those of uniform e l l i p t i c i t y .  
f i c i e n t s  i n  addi t ion s a t i s f y  c e r t a i n  H6lder conditions i n  do- 
R and s a t i s f i e s  
The coef- 
- 
mains not containing r, n f;z permitt ing c e r t a i n  orders of 
approach t o  i n f i n i t y  as the dis tance of these  domains from 
- r; n f;z approach zero.  
Again, the g r e a t e s t  d i f f i c u l t y  appears t o  be i n  the numeri- 
c a l  analysis  and w i l l  require some relaxing of  t h e  c l a s s  of 
difference approximations. This aspect  i s  t r e a t e d  i n  sect ion 
5 .4 .  
5.3 Boundary Conditions. 
Miranda ind ica tes  some ways t o  weaken the smoothness r e -  
quired of cp (and thus f o r  the am of sec t ion  2 . 1 )  i n  the 
boundary conditions (corresponding t o  ( 5 . 2 . 1 )  ) 
. 
(5.3.1) 
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on rz. 
of  CHAPTER IV) of a lower order. 
Pursuing t h i s  would lead t o  convergence ( i n  the  sense 
Stampacchia [ 241 discusses various weak ways of s a t i s f y i n g  
the boundary conditions and discusses non- l inear i t ies  i n  both 
p a r t i a l  d i f f e r e n t i a l  equation and boundary conditions from the 
point  of view of calculus of var ia t ions .  
With regard t o  Pl there a r e  a l s o  some d i rec t ions  of 
general izat ion:  
(i) The type of boundary condition may be other than 
Dir ich le t .  For example 
( 5 . 3 . 2 )  
i s  a p o s s i b i l i t y  and does not lead t o  too much d i f f i c u l t y  i n  
the numerical ana lys i s  as monotone propert ies  a r e  s t i l l  present 
and boundedness of the inverse independently of h s t i l l  holds.  
This i s  an espec ia l ly  useful general izat ion i n  appl icat ions t o  
heat  t r a n s f e r .  
( ii) rl = @. I n  other words, the non-linear Neumann 
type of conditions is  permitted a l l  around. Here some addi- 
t i o n a l  r e s t r i c t i o n s  need t o  be made on y f o r  existence as 
w e l l  as uniqueness. 
(iii) Relaxation of smoothness of rl: Here the r e s u l t s  
of t h i s  paper need t o  be combined with those of Roudebush 1221 
and r e s u l t s  obtained a r e  the e s s e n t i a l l y  
obtained there .  
O( hl/*) convergence 
. 
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5.4 Difference Equations. 
Here, a general izat ion can quickly be made s ince it w i l l  
be reca l led  t h a t  (3.1.11) was not  even analyzed i n  CHAPTER IV. 
That is ,  the mesh might as well  have been assumed not  neces- 
s a r i l y  square, but rectangular, t o  begin with, gaining the  
advantage of possibly " f i t t i n g "  the domain R a l i t t l e  b e t t e r  
by Rh. Convergence i s  then analyzed on the bas i s  of 
h = IIBX h i .  (5 .4 .1)  
Other mesh pat terns  have been considered i n  the  pas t  
with varying degrees of success. 
t o  consider them here since an a r b i t r a r y  t r iangula t ion  of R 
could possibly "f i t"  it b e t t e r  and is  amenable t o  differencing 
based upon Lhe in tegra t ion  technique. 
It might be advantageous 
(See Varga 1261, p .  184).  
It would c e r t a i n l y  be advantageous t o  consider the i n t e -  
gra t ion  technique s ince it takes boundary conditions with 
normal der iva t ives  without d i f f i c u l t y  and produces automatically 
a symmetric matrix. 
ca t ion  of Schechter 's  i t e r a t i v e  method's. Some e r r o r  analysis  
needs t o  be c a r r i e d  out ye t  for t h i s  type of boundary condi- 
t i o n  treatment.  
This is  t h e  i d e a l  s i t u a t i o n  f o r  the  appl i -  
CHAPTER VI 
SUMMARY AND CONCLUSIONS 
. 
This t h e s i s  i s  concerned with solving Laplace's  equation 
with mixed boundary conditions, p a r t  Di r ich le t  and p a r t  Neumann, 
i n  bounded two-dimensional regions. 
boundary where the normal der ivat ive en ters ,  it i s  a non-linear 
function y of t h e  solut ion i t s e l f .  Such boundary value 
problems have solut ions under some, not  too r e s t r i c t i v e  hypoth- 
eses  on the  smoothness of  y, including the  condition 
On that p a r t  of the 
(6-1.1) 
and on the  smoothness of the boundary. 
A construct ive existence proof is c a r r i e d  out giving two 
solut ions,  (possibly equal)  the  l a r g e s t  possible  and the  
smallest  possible,  as l imi t s  o f  two sequences of functions 
s a t i s f y i n g  two sequences of l i n e a r  boundary value problems 
r e l a t e d  t o  the o r i g i n a l .  When 
Yu 5 0, ( 6 . 1 . 2 )  
there  i s  only one solut ion and thus the  two l i m i t s  are equal. 
The in ten t ion  of t h i s  research w a s  t o  prove t h a t  the 
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appl icat ion of f i n i t e  differences could be made t o  e l l i p t i c  
equations with non-linear boundary conditions,  with a background 
of mathematical c e r t a i n t y  that  the  functions s o  obtained a r e  
near those which a r e  the  solutions of these boundary value 
problems. 
using the most elementary differencing method based upon the 
c l a s s i c a l  f i v e  point  scheme, as modified i n  the  t h i r d  chapter 
t o  f i t  problems of t h i s  type. 
large,  suggesting the need f o r  la rge  numbers of points t o  g e t  
moderate d e t a i l  i n  the solutions,  numerical r e s u l t s  suggest 
t h a t  with more care ,  b e t t e r  convergence of t h e  solut ions of the 
difference equations t o  tha t  of the  o r i g i n a l  problem is obtained 
i n  prac t ice .  
This is  c a r r i e d  out r igorously i n  the  four th  chapter, 
Although the exponent i s  not 
CHAPTER V I 1  
NUMERICAL EXPERIMENTS 
7 . 1  Radiation of Heat t o  Space. 
The following example a r i s e s  from the necess i ty  of r e j e c t -  
ing waste heat  i n t o  space. 
tangular r ad ia t ing  f i n .  
It represents  a sec t ion  of a r ec -  
It is required t o  f ind  approximations t o  the  temperature 
f i e l d ,  considered e s sen t i a l ly  t o  be two-dimensional and satis- 
fying the  following equations 
(7.1.1) V T = O  2 in  R:  O < x , y < l ,  
x = o ,  O < y < l ,  
an y = o ,  O < x < l ,  - 0 on Po: 
aT  - -  
T = l  on rl: x = l , O < y < l ,  
(7.1.2) 
(7.1.3) 
i n  what i s  r e a l l y  only the  f i r s t  quadrant por t ion  of a square 
two u n i t s  on a s ide ,  but considered as  above because of t h e  
symmetry of the  o r i g i n a l  problem. 
Define 
(7.1.5) 
67 
68 
which s a t i s f i e s  
(7 .1 .6 )  
( 7  J . 7 )  - -  - 0 on ro, a 51 an 
(7.1.8) 
( 7 . 1 . 9 )  
Therefore, i f  [ is t o  be defined by ( 2 . 1 . 1 2  - 2.1.14) on the  
e n t i r e  4-quadrant configuration, ( 7.1.6 - 7.1.9) implies t h a t  
5 ( X , Y )  5 C,(X,Y) (7 .1 .10)  
f o r  (x,y)~R. 
To place t h i s  i n  a form where t h e  a p r i o r i  es t imate  of  
sec t ion  2 . 1  may be obtained, it is necessary t o  def ine T1 by 
T = T  +1, ( 7 . 1 . 1 1 )  1 
and 
f (T1  + 1) 4 T1 > -1 - 
T < -1. 1 
Y ( T 1 )  = 
Problem ( 7 . 1 . 1  - 7 .1 .4 )  i s  then rewr i t ten  as 
+T, = o i n  R, 
T1 = 0 on rl, 
( 7 . 1 . 1 2 )  
( 7 . 1 . 1 3 )  
( 7 . 1 . 1 4 )  
(7 .1 .15)  
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Then f o r  -1 5 T1 < 0, 
( 7.1.16) 
1 < - .  
- lTll 
Therefore, i f  we take 
( 7.1.17) 
where m > 1 is f r e e  t o  be chosen, a l l  conditions of sec t ion  
2 . 1  are met. 
Since 
~x Cl = 2.5,  
r2 
it i s  possible t o  take M1 any number such t h a t  
% ’ 1, 
simply by making m la rge  enough i n  ( 7  e 1.17)  Thus 
M 3  = 2.5, 
i .e . ,  
5 2.5, 
s o  t h a t  
IT1 < 3.5. - 
( 7 .1 .18  ) 
(7.1.19) 
(7 .1 .20)  
(7.1.21) 
(7.1.22) 
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114 
118 
1/16 
1/32 
0.01211 
.00797 
-00468 
.00264 
. 
This i s  a coarse estimate i n  t h i s  case, which i s  subject  
t o  some improvement, perhaps, i f  I; were used instead of cl. 
However, applying the strong maximum pr inc ip les  ( s e e  Bers, 
John, Schechter [SI, p.  151) shows t h a t  
- 
IT1 5 1 i n  R .  (7.1.23) 
The boundary value problem w a s  replaced by a system of 
f i n i t e  difference equations following the  methods of sect ion 
3.1. A square mesh of  mesh width h w a s  used and w a s  s o  
s i t u a t e d  i n  the  square that t h e  edges were p a r a l l e l  t o  the  
g r i d  l i n e s  and of dis tance h from the  r e s u l t i n g  I$. 
Equations near the  corners were not r e j e c t e d  as required 
f o r  the convergence proof of CHAPTER I V  but l e f t  i n  f o r  ease 
of programming. The numerical r e s u l t s  presented show t h a t ,  a t  
l e a s t  i n  t h i s  case, convergence as h - 0 i s  s t i l l  possible .  
Error h I  
I 
Apparent 
order 
1.77 
The t h i r d  column of t h i s  table  is obtained by replacing (by 
assumption) the  inequal i ty  implied i n  (4.1.39) by equal i ty  
and the exponent by an unknown, aa 
namely w e  assume 
the  "apparent order", 
IIerrorll E = MII 
aa, based on the  second column. and solve f o r  
. 
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A s  already announced i n  sec t ion  3.4 t h i s  example was 
solved by a l ine-by-l ine successive over-relaxation scheme 
(S.O.R. ) . 
i nd ica t e  t h a t ,  a s  i n  the  l i n e a r  case where optimum values are 
obtainable rigorously,  there is  a value f o r  cu, t he  S.O.R. 
parameter, which i s  optimum. This i s  taken i n  the  sense t h a t  
any other value leads t o  more i t e r a t i o n s  before the  e r r o r  i n  
an a r i b t r a r y  i n i t i a l  approximation i s  reduced t o  an acceptable 
l e v e l  
A s e r i e s  of experiments on some rectangular  problems 
I n  conclusion, this numerical example has strengthened 
t h i s  t h e s i s  i n  indicat ing,  that the  predicted convergence of  
approximate so lu t ions  t o  the so lu t ion  of t he  continuous, does 
indeed take place i n  prac t ice .  However, it serves  t o  point  
up i ts  weaknesses and thus ind ica te  fu r the r  d i r ec t ions  f o r  
research. 
not r e j e c t  equations near the corners and an approach using 
nsmoothing'l operators might apply here as it did i n  P a r t e r  [la]. 
Secondly, something should be possible  i n  a n a l y t i c a l l y  pre- 
d i c t ing  a value which is optimum f o r  t h e  re laxa t ion  parameter. 
F i r s t ,  it should be possible  t o  prove t h a t  one need 
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