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PREFACIO
Uno de los caminos transitados frecuentemente en Matemática consiste en 
llevar a distintos niveles de abstracción conceptos presentados en la misma 
Matemática, o en otras disciplinas, y cuya definición ha sido dada inicialmente 
para casos concretos» También lo es la búsqueda de invariantes que resulten 
útiles para separar determinados objetos en clases. En este espíritu, el pre­
sente trabajo, se basa en la consideración del concepto de entropía como un 
importante invariante en el contexto de sistemas dinámicos y en su extensión 
en distintas direcciones.
La entropía de la cual partiremos es la introducida por Kolmogorov en 
los cincuenta como una generalización.  a sistemas dinámicos abstractos, de 
aquélla presentada por Shannon en su teoría de la información# la cual ya 
estaba implícita en los trabajos pioneros de Boltzmann.
La primera de las generalizaciones que consideraremos consiste en la in­
troducción de familias 1—paramétricas de entropías que contienen a la forma 
clásica de Kolmogorov-Shannon como un miembro. La idea consiste en llevar 
a un contexto abstracto, en el sentido de Kolmogorov, la familia de entropías 
introducida hace relativamente poco tiempo por C. Tsallis. Esta última está 
definida en el mismo nivel de abstracción que la entropía de Shannon, y la 
contiene como caso particular.
La entropía de Tsallis ha dado lugar a numerosos trabajos relacionados con 
diversas ramas de la Física y otras ciencias. De acuerdo con su formulación, 
a las familias del tipo de las que se considerarán en este trabajo las denom­
inaremos como "entropías de Kolmogorov-Tsallis”. De éstas nos interesarán 
fundamentalmente sus propiedades de invarianza y la determinación de cotas.
De la formalización matemática involucrada en la generalización ά la Kol­
mogorov surge uno de nuestros principales resultados: En el caso en que el 
sistema es ergódico las nuevas familias de entropías no contienen sustancial­
mente nueva información. Sin embargo no creemos que esto vaya en desmedro 
de las aplicaciones que se han difundido especialmente en la literatura física 
ya que como se verá, el proceso involucrado en nuestra definición no permite 
identificar información particular, mientras que en los trabajos como los men­
cionados se utiliza lo que en realidad es una cantidad de información muy 
específica.
Otra dirección en la cual puede extenderse la entropía clásica,de Kolmogorov- 
Shannon, tiene que ver con implementar los dinámicos por la acción de un 
grupo, en lugar de hacerlo por medio de transformaciones usuales en el espacio 
fase. Aquí se ha considerado primero la versión medida de entropías geométri­
cas y topológicas introducidas previamente y la comparación con éstas.
Por último se han tratado las llamadas ” entropías funcionales” , en estas la 
extensión está formulada en el sentido de dar los dinámicos por tranformaciones 
que actúan sobre funciones las cuales constituyen una partición de la unidad, 
en lugar de particiones conjuntistas como en el caso clásico.
La Plata, mayo 2000 Alejandro Mesón
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1. INTRODUCCION
La Teoría Ergódica constituye una im portante ram a de la M atem ática con 
estrechas conexiones con otras disciplinas.  Su principal objetivo es el estudio de 
propiedades cualitativas de acciones de grupos sobre distintos tipos de espacios 
(espacios de medida, espacios topológicos, variedades, etc.).
El origen de la palabra ergódico ( ergon = trabajo, odos =  camino ) se 
rem onta a los trabajos de Boltzmann acerca de la descripción de la acción 
de un grupo uno-parametrico de transformaciones sobre las variedades de en­
ergía, H  =  cte, de Hamiltonianos de interes en Mecánica Estadística. Tales 
variedades son invariantes por cada transformación debido a que la derivada 
del Hamütoniano H, a lo largo de cada curva solución, respecto del tiempo se 
anula.
Los primeros resultados notables fueron obtenidos para espacios de medida 
(X,Β,μ)  donde X  es un conjunto (espacio fase), Β es una σ —álgebra sobre 
X , y μ es una medida sobre Β que es preservada por una transformación en 
el espacio fase. Cronológicamente esto ocurrió en la decada de 1930, que es de 
cuando datan  los celebres teoremas de Birkhoff y von Nenmann. Más adelante 
se consideraron estructuras tales como espacios topológicos con una aplicación 
continua (o un homeomorfismo) o variedades con una aplicación diferenciable 
(ο un difeomorfismo).
Las acciones más frecuentemente consideradas en un principio fueron las 
llamadas discretas donde el grupo que actúa es el de los enteros, o continuas 
donde lo hace el grupo de los reales. Una estructura como las mencionadas ante­
riormente juntam ente con una transformación en el espacio fase, con caraterís- 
ticas especiales según la estructura considerada, es lo que se denomina nn 
sistema dinámico, aunque como se suele hacer en estos casos, por abuso, se 
le llama así directamente a la transformación. En este sentido los problemas 
que históricamente presentaron mayor interes son aquellos relacionados con el 
estudio del comportamiento de las órbitas discretas de sistemas dinámicos.
Un concepto im portante en Teoría Ergódica, debida fundamentalmente a 
sus propiedades de invarianza, es el de entropía.# Este surge a fines de la 
decada de 1940, introducido por Shannon en su trabajo  sobre Teoría de la 
Comunicación como el número positivo:
Las cantidades p0,p 1, ...,pk-1 involucradas se interpretan como componentes 
de nn vector de probabilidad obtenido a partir de nn experimento repetido 
independientemente un número infinito de veces. El significado del subíndice 
en H 1, será clarificado durante el desarrollo del presente trabajo.
Hacia fines de la decada siguiente Kolmogorov extiende el concepto an­
terior a un nivel más abstracto considerando espacios de medida (X, Β, μ) . 
La entropía de Kolmogorov involucra el promedio de la medida de sucesivas
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( 1. 1)
particiones del espacio fase por nombres de longitud n. Estas medidas se corre­
sponden, en el contexto de teoría de Shannon, con el promedio de la estimación 
de la cantidad de información obtenida de la repetición de un dado experimento 
a lo largo de un cierto período. La entropía de Shannon es recuperada a partir 
de la de Kolmogorov en el caso particular en el que el espacio fase es el conjunto 
de secuencias infinitas o bi-infinitas {χ,}, con xi ∈  {0,1 ,..., k — 1}, con con una 
probabilidad pXi asignada a cada elemento de la secuencia y siendo la medida 
considerada en la estructura la medida producto.
Al mismo nivel de abstracción que el de Shannon se han introducido familias 
dependientes de un parámetro q que contienen a la mencionada entropía de 
Shannon como un miembro particular. Entre estas merecen mencionarse como 
las más difundidas las llamadas entropía de Renyi y de Tsallis. Esta última 
apareció a fines de la década de 1980, motivada esencialmente por problemas 
relacionados con fractales. Explícitamente sn definición, asociada a nn vector
de probabihdad (p0,p1, ...,pk- i  ) es
(1.2)
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Uno de nuestros principales objetivos consiste en llevar a un contexto ab­
stracto esta definición, en la forma hecha por Kolmogorov con la entropía de 
Shannon.
La Teoría Ergódica, como comentamos al principio, se relaciona con diver­
sas disciplinas particularmente con la Física^ En nn lenguaje más acorde con 
Física Estadística podemos hablar de un espacio fase X el cual consiste en 
una colección de estados posibles de un nn sistema físico. Las sucesivas itera­
ciones de una transformación T entre estados (órbitas) describen la evolución 
temporal del sistema. Cuando el sistema se encuentra en equilibrio es posible 
establecer una medida μ sobre X bien definida, la cual es preservada por la 
transformación . En la mayoría de los ejemplos físicos la σ—álgebra Β se toma 
como la más pequeña tal que los observables (funciones definidas sobre X  y 
a valores reales o complejos) son medibles. En estos casos μ es definida como 
una medida de probabilidad T —invariante de manera tal que μ (E) puede in­
terpretarse como la estimación de la probabilidad de que nn instante dado el 
sistema se encuentre en nn estado χ perteneciente a E.
En este contexto, el teorema ergódico dice esencialmente que si la medida 
(o la transformación) cumplen con determinados requisitos que la definen como 
ergódica, entonces la frecuencia de visitas de las órbitas de nn estado inicial χ a 
nn conjunto E  ⊂  X es μ ( E ) . Es común entonces escuchar en el ambiente físico 
definir a nn sistema como ergódico si "pasa por todos los puntos" o "cubre todo 
el espacio fase".
Con otro tipo de estructura es posible la definición de entropías no me­
didas. La entropía topológica hace sn aparición hacia 1965 en el trabajo de 
Adler, Kongheim y McAndrew. En este caso la estructura es nn par (X, T) 
donde X nn espacio topológico compacto y T : X —> X  es nn homeomorfismo. 
La entropía topológica involucra el promedio de crecimiento del cardinal de 
subcubrirnientos finitos de cubrimientos obtenidos en forma sucesiva por nn
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proceso similar al de realizar la partición "por nombres" en el caso de es­
pacios de medida. Algo más tarde, a principios de la década de 1970, Rufus 
Bowen presenta una definición equivalente usando conjuntos (n ,ε) — separados 
y (n , ε) — generantes, y que está basada en la ε — capacidad de Kolmogorov. 
Esta definción tiene como espacio fase un espacio métrico no necesariamente 
compacto, aunque sin esta condición la entropía podría depender de la métrica. 
En el presente trabajo aparecerá una generalización de estas entropías al in­
tentar obtener cotas para la entropía en medida generalizada.
La obtención de simbólicos dinámicos asociados a un difeomorfisxno f  : 
M → M o a un flujo Φ = {φt : Μ → Μ / ί ∈  R} ocupa un lugar sumamente 
destacado en la teoría. Este proceso llamado "discretización" consiste en en­
contrar un secuencia {χi}i∈ z , χi ∈  {0,1, . . . , k -  1}, de modo que hay una 
conjugación (o semiconjugación) topológica entre el llamado conjunto básico 
Λ de M  y el conjunto de secuencias como las descriptas arriba, equipado con 
la topología producto discreta. Esto fue realizado inicialmente por Smale y 
continuado por Bowen.
Entropías topológicas y geométricas asociadas a acciones de grupos apare­
cen a mediados de la década de 1980, introducidas por Gromov, Ghys, Langevin, 
.Walzak, Bis y otros. En estos casos se consideran a los dinámicos dados a partir 
de acciones de un grupo sobre un espacio métrico.
Otro tipo de entropías son las entropías funcionales. Aquí la novedad es 
considerar, en lugar de las clásicas particiones conjuntistas, particiones de la 
unidad. En este caso los dinámicos están dados sobre espacios funcionales y 
la entropía de una partición se calcula en términos de la traza de una función 
de la matriz densidad, asociada a la partición, al estilo de la entropía de von- 
Neumann.
El presente trabajo se enmarca en el contexto descripto anteriormente. El 
mismo consta de tres capítulos, cada uno de ellos dedicado a una forma par­
ticular de generalizar la entropía.
En el próximo capítulo se consideran familias dependientes de un parámetro 
y se muestran resultados acerca de su invaxianza y otras propiedades. Se pondrá 
especial énfasis en analizar si los miembros de la familia proveen nueva infor­
mación. La respuesta en el caso ergódico es negativa. Esta afirmación, como 
veremos, no contradice los resultados de la literatura física siempre y cuando 
la entropía usada en la misma sea interpretada adecuadamente. También se 
obtienen cotas de la entropía respecto al conjunto de medidas invariantes; de 
esta manera aparecerá lo que llamaremos entropía topológica generalizada, de 
la cual se hacen varias consideraciones en distintas subsecciones.
En el capítulo 3 se introducen entropías asociadas a secuencias de palabras 
en un grupo que actúa sobre un espacio de medida, allí se relacionan estas 
entropías con las asociadas a acciones de grupos sobre un espacio métrico.
Finalmente, el capítulo 4 estará dedicado a considerar entropías funcionales 
usando particiones de la unidad y dinámicos determinados por acciones de 
grupos. Resultados relacionados con flujos serán presentados en un apéndice.
En la figura 1 se muestra un diagrama de las distintas generalizaciones y se 
especifica a qué capítulo del presente trabajo corresponden.
Figura 1-1
La numeración de los resultados ( teoremas, proposiciones, etc ) seguirá la 
siguiente convención:
nro de capítulo, nro de sección, nro de subsección, carácter para el orden
El carácter para el orden será una letra : a, b ,... si el resultado es debido a 
otros autores y un número 1,2,... si es originado en este trabajo.
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2. FAMILIAS DE ENTROPÍAS DEPEN­
DIENTES DE UN PARÁMETRO
2.1 Introducción
Como se expresó en el capítulo anterior, el concepto de entropía fue introducido 
por Shannon en su "Teoría Matemática de la Comunicación” como una me­
dida de la cantidad de información[49] y  luego extendido a sistemas dinámicos 
abstractos por Kolmogorov.[31]. Además recordemos que en el mismo nivel 
de abstracción, que el considerado por Shannon pueden introducirse familias 
de entropías dependientes de un parámetro q que contienen a la mencionada 
entropía de Shannon como un caso particular, más prcisamente cuando q → 1. 
Como lo mencionamos, dos de los ejemplos más conocidos fueron presentados 
por Renyi[45] y más recientemente por C. Tsallis[57]. Estas generalizaciones 
encuentran una gran cantidad de aplicaciones en varias ramas de la ciencia y 
la tecnología p. ej [40] [7] [43] [2] [32] [17].
En este capítulo extenderemos (definición 2.3.1) a un contexto abstracto, 
en el ya mencionado sentido de Kohnogorov, a la entropía de Tsallis. De esta 
forma relevantes resultados de Sinai, Ornstein y Melshakin[50][39][36] resul­
tarán consecuentemente extendidos. Debemos señalar que en un espíritu simi­
lar, D. Ruelle extendió la entropía de Renyi para el valor particular q =  2 [48].
Nuestro interés, como dijimos, estará dirigido principalmente a una formu­
lación más abstracta de las familias introducidas por Tsallis y a pnntnahzar el 
verdadero rol que cumplen sus miembros en cnanto al aporte de nueva infor­
mación con respecto a la entropía clásica .
Los teoremas de isomorfismo de la sección 2.4 y nn teorema de Sinai (para 
la entropía clásica) nos llevará a deducir que en ciertas condiciones, funda­
mentalmente la ergodicidad, no hay aporte sustancial de nueva información 
(teorema 2.5.2). Sin embargo por las razones expresadas en el prefacio y en 
el capítulo 1 creemos que esta afirmación no invalida lo realizado en el ámbito 
de la Física y otras disciphnas. Esto será desarrrollado específicamente en la 
sección 2.5.
En la sección 2.2 se introducirá la notación y se presentarán las definiciones 
básicas necesarias para el resto del capítulo. La sección 2.3 será dedicada a 
definir nuestra generalización, al "estilo Kolmogorov", de la entropía de Tsal- 
lis. Luego de discutir las propiedades de isomorfismo de la famiha introducida, 
en la siguiente sección se obtendrán cotas para la misma, de las cuales surgirá 
naturalmente lo que llamamos entropía topológica generalizada. En las sub- 
secciones en la que esta sección está dividida se presentarán diversos resultados 
relacionados con esta famiha de entropías.
7FAMILIAS DE ENTROPIAS DEPENDIENTES DE UN PARAMETRO
2.2 Definiciones previas y notación
La idea matemática de transformaciones que preservan la medida generaliza, 
de alguna manera, el concepto físico de sistema dinámico. Recordemos que, 
físicamente, un sistema dinámico es entendido como una colección de partículas 
ο estados sujetos a una ley que determina la evolución temporal y de manera 
que el teorema de Lionville se verifica. Además recordemos que las condiciones 
de equilibrio se interpretan, matemáticamente, como la existencia de una me­
dida invariante la cual es la probabilidad de que un estado pertenezca a un 
cierto snbespacio del espacio fase en un instante dado.
Desde un punto de vista m atem ático un sistem a dinám ico, o más precisa­
m ente un sistem a dinámico que preserva la m edida, es un cuádruple S  =  
(X, Β, μ , Τ)  , donde X es Un Conjunto (espacio fase), Β Una CT-álgebra, μ una 
m edida de probabilidad sobre Β y T  una aplicación del conjunto subyacente X  
a él mismo, la cual es medible y preserva la  m edida μ, esto es: para cualquier
Β ∈  Β, T -1H ∈  Β y p(T- 1D) =  μ(Β).
Ejem plo 2.2.a: Sistemas de Markov:
Sea A una matriz de k×k con coeficientes 0 ó 1, anotamos Ω =  {0,1,2,..., k — 1} . 
El espacio fase es el conjunto:
La matriz A indica que secuencias están permitidas, y es a veces llamada matriz 
de transferencia o de adyacencia.
A partir de la matriz de transferencia A se pueden definir un vector de 
probabilidad ρ =  (p0,p1, ...,pk-1) y una matriz estocástica E  =  (Eilj)ij=0 k-1
(o sea ∑ E ilj =  1) tal que E piE ij =  pj∙ Esto se hace de la siguiente manera:
j  i
Sea (q0, q1, ..., qk-1) Un antovector positivo de A y (vo, vi, ..., vk-1) un antovector 
positivo de AT (la traspuesta de A), normalizados de modo que ∑ qivi =  1. 
Por el teorema de Perron-Erobenius[22] la matriz A tiene un antovalor positivo 
e tal que e > |ei | donde ei es cualquier otro antovalor de A. Este antovalor
es también, claro está, maximal para AT. Luego hacemos Eiij =  i,j i , y esta
matriz cumple las condiciones ∑ E ilj =  1 y ∑piEi¿ =  pj, con pi =  qivi-
j  i
La medida queda definida del siguiente modo: cada punto {χί} tiene medida
jP ({χΐ}) = p X i -  Consideramos los "cilindros elementales"
C a P F C fa m  =  { χ ∈  ∑ A :χί =  α ί: i =  -m , ...,m}, Cuya medida se define Como:
Pueden considerarse cilindros más generales:
G“° =  {χ ∈  ∑A : xai =  α*: i =  0 , l, { α ο , α ί }  ⊂  Ω}, y se define en 
forma análoga la medida sobre esta clase más general.
Llamamos Β a la CT-álgehra generada por la semi-álgebra de cihndros. Por 
el teorema de extensión de Kolmogororov (ver por ej. [42] o [46]) hay una única 
medida de probabilidad en (∑A, Β) qne sobre los cilindros coincide con μ.
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La transformación es el desplazamiento σ : ∑A —> ∑A, dado por σx = x', 
donde x{ =  r i+1. La estrnctnra dinámica conocida como sistema de Markov es 
entonces el cuádruple (∑A, Β, μ, σ).
Ejemplo 2.2.b: Esquemas de Bemoulli
Consideramos nn vector de probabilidad ρ =  (p0,p1, ...,pk-1) ,o  sea 
∑ pi =  L El espacio fase es
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(2.1)
Se asigna, como antes, a cada punto {χί} la probabilidad pXi y al cihndro 
C -∑) . ,∑m =  {χ:χ* =  a i : i =  —m ,..., m} la medida
La transformación es el despazamiento σ del ejemplo anterior.
Este sistema dinámico podría ser considerado como un caso especial de 
sistemas de Markov. Específicamente aquel en el que la matriz de transferencia 
tiene todos sus coeficientes iguales a 1, siendo la matriz estocástica dada por 
Hi,j =  pj •
Ejem plo 2.2.C: Rotaciones en el círculo unitario:
Sea S1 =  {ζ ∈ C  : \z\ =  1} . Un sistema dinámico quedará definido por la 
siguiente estrnctnra: S1 como espacio fase, la transformación es la rotación
la σ- álgebra de Borel y la medida de Lebesgne normalizada.
Ejem plo 2.2.d: Rotaciones en un toro:
Tomamos como espacio fase el toro m−dimensional T m ≡  R m/Z m, esto 
es el espacio cociente formado identificado a aquellas m -uplas de números 
reales en las cuales todas sus componentes difieren en nn entero. Como se 
sabe, este espacio cociente es topológicamente eqnivante al producto cartesiano 
de m-copias de S1. Consideramos entonces a T m como espacio fase y como 
transformación una rotación en T m, la cual por lo anterior puede darse por
La σ- álgebra será la generada por producto de Borelianos en S1, y la medida 
se tomará como la medida de Lebesgne producto.
Finalizamos esta sección recordando el concepto de factor:
Definición 2.2.e: Un sistema dinámico S' = (X^, Β', Á , T7) es tm fac­
tor del sistema dinámico S =  (X, Β,μ,Γ), si existe una aplicación medible 
snryectiva f  : X -> X , tal que:
i) para cualquier Β’ ∈  B ′ ,μ ( f - 1B′) =  μ ∫ Β  )
ii) para cualquier χ, f (Tx)  =  T' (fx).
2.3 ^ntrop{a de f^olrno^orov^sallis
La generalización de Kolmogorov de la entropía de Shannon (1.1) se define
midiendo inicialmente la cantidad de informaeión disponihle H1, asociada a nna
k-1
partición de X . Si A  =  {A0, A1, Ak-1} ,es tal qne ∪  A' =  X; Ai ∩Aj =  φ
i=0
∀ i ≠  j ,  entonees
A quí μ (Α ↓) se intepreta como la  probabilidad de qne un punto aleatorio se 
encuentre en A '. Luego se calcula el promedio de esta cantidad de información 
cuando el experimento se repite infinitam ente. Finalm enten se involucra a toda 
la  información disponible. E n  un lenguaje más matemático esto se interpreta 
como el hecho de tomar el supremo sobre todas las particiones por conjuntos 
medibles.
A  continuación siguiendo este proceso definiremos una fam ilia de entropías 
que será el objeto central de estudio en todo este capítulo.
Para generahzar la  entropía de T sa llis  (E c.1.2) de acuerdo con el proced­
imiento anterior, comenzamos reemplazando "probabilidades pi por medidas
μ(Λ)"
donde q es un número real. E l caso q =  1, será impuesto por continuidad, y  
resulta entonces la expresión (2.2).
Para definir la  entropía asociada a una transformación T  usaremos la  ter­
m inología de ref. [30]. Dado χ ∈  X , consideramos los siguientes puntos en su 
órbita: χ, T x , T 2x ,.. .,T n~l x, puesto que A  es una partición, para cada uno de 
esos puntos hay nn único miembro de A  al cual pertenece. Podemos entonces 
asociar a cada punto χ una cnerda ℓ =  (ℓο ,ℓ !,...,ℓ„ _ ι), la  cual llamáramos 
el nombre de χ de longitud  n; la  asignación es hecha según la  prescripción 
F x  ∈  A¿., i =  . , η −  1. Consecuentemente se puede obtener de A  una
nueva partición:
A n =  {A n(ℓ) : A n(£) es el conjunto de puntos Con el mismo nombre ℓ 
de longitud n } .
D e fin ic ió n  2 .3 .1 : La  entropía m edia generalizada, asociada a una trans­
formación T  que preserva una medida μ es:
donde:
(2.4)
(2.5)
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la existenela de nlim^ —H 1 (An) pnede asegnrarse aplleando el sigmente resnltado 
de Anállsis: sea (an) nna snceslón de números reales ta l qne an+m ≤  an +  am,
entonces ( —an) converge. Ahora hacemos an =  H1(A n), entonces, por la 
snbaditividad de H1([8],[58]), se tiene qne H1(An+m) ≤  H1(An) +H 1(Am) y
nlim^ —H 1(An) existe. En el caso generalizado ta l existencia no pnede garanti- 
zarse de allí qne se tome el límite snperior en la Ee.2.6.
Observación 2: P ara el caso particular de los esquem as de Beruoulli 
E S (p0,p1, ...,pk-1), eonslderamos como partición el ,, generador canónico,,
ζ  = {Gi} , con Gi =  [χ =  (χ1)1∈ z : χ0 =  i} para 0 ≤ i ≤ k —l. O sea cada Gi 
será el cilindro G/,  cnya medida es pi . La partición ^  por nombres de longitnd
n , estará form ada en consecneneia por cilindros G -∫∑ .≠[∑ . Lnego
(2.8)
la cnal condnce a la entropía de Tsallis [57] para  q arbitrario y donde σ es el 
desplazamiento definido en el Ejemplo 2.2.b.
Lnego:
y recobramos la expresión de Shannon[49]
(2.^ )
(2T0)
con q —> l.
Observaeión 3: Es válido (Teorema de Kolmogorov-Sinai) qne H1 (p) ≡  
h1(ζ,σ ) =  h1 (σ) . Siu embargo, para q arbitrario Hq (p ) no coincide nece- 
sariamente con hq (σ) , debido a qne no pnede asegurarse qne ei snpremo sea 
alcanzado en el generador ζ .
Observaeión 4: Si p i =  1 (caso eqniprobable), i =  0 , 1 , . . . , k — l, entonces
h
la ecuación 2.8 resulta ĥq(ζ ,σ )  =  lo g k1-q. En particular para
l. .[ B S (p0 ,p1 ,..,.pk-1 )
el caso clásico de la observación anterior se deduce qne h1 (σ) =  log k .
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y:
(2.6)
( 2 . 7 )
donde para Hq(An) se tom a en 2.3 la snma extendlda sobre todos los nombres 
de longitnd n.
Observación í: En el caso clásico
A hora efectnando los correspondientes cálenlos:
2.4 Teoremas de isomorfismo y otras propiedades
Teorema 2.4.1: S eaS ' = (X , ,E , ,p , ,T ')  un fac to r (def. 2.2.e) del sistema
dinámico S  =  (X, Β ,μ ,Γ ) , entonces hq(T) ≤  hq(T ) para q >  1 y hq(T) ≥  
hq(T ) para q <  1.
Demostración: Sea A' =  {A0,A'1, ...,A'k-1} una partición por conjuntos 
medibles de X . Sea /  : X → X ' una función como en la definición 2.2.e y de­
notemos A = f -1 (A ') . Sea y Un punto de X ' Con nombre ℓ' =  (ℓο,ℓ'!, ...,ℓ'„_!)
respecto a (A ', T ')  , o sea (T ')2y ∈ A ; , , i  =  0,U. . . ,n—L Si χ  es punto de X  ta l 
que y =  f  (χ), entonces f  (T2r )  =  (T 1) y, en consecuencia F r  ∈  f -1 ( ∑ )  =  
A '1, o sea que el nombre de χ  respecto (A ,T ) es tam bién ℓ' =  (ℓ∩,ℓί, ....,ℓ'„_!). 
De lo anterior se deduce que si A n y (A ') son las particiones por nombres de 
longitud n, obtenidas a partir de A, A ' entonces
Esto impliea qne
y
Si los sistemas son isomorfos, esto es si la función f  es biyectiva, entonces se 
tendrá una igualdad En [37] el teorema anterior se demostró bajo está hipótesis, 
con una linea de razonamiento similar.
Dos sistemas S  y S  son débilmente isormorfos, si S  es un factor de S' y S' 
es un factor de S. Por lo tan to  se alcanza la igualdad con una condición menos 
fuerte que la de isomorfismo. Decimos entonces que la entropía generalizada 
resulta un invariante por isomorfismo débil
En general, se dice que una propiedad R relativa a dos sistemas dinámicos 
S  y S  es un invariante completo (débilmente completo) de tales sistemas si se 
verifica: S  y S' comparten la propiedad P  si y sólo si S  y S ' son isomorfos 
(débilmente isomorfos).
Con posterioridad a la publicación del teorem a anterior en [37], Takens y 
Verbitski en re f [56] , probaron nn teorem a similar para la entropía de Renyi.
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Lnego:
y en consecuencia ĥq(A ',T′)  =  ĥq(f 1 (A') , T ). 
Tenemos entonces:
P ara la entropía original de Kolmogorov, teorem as de isomorfismo habían sido 
probados en refs. [50] ,[39] ,[29]
P rop osic ión  2.4.2: Para cualquier entero m  ≥  2 es válido:
hq(Tm) =  (q -  1)-1 l -  exp (mĥq(T))] para todo q.
Demostración: Escribimos Ĥq (A ) = 1 +  (1 -  q) Hq (A ) . Recordemos que 
una partición A  es un refinamiento de una partición C, si todo elemento de C
es unión de elementos de A . Si q < 1, entonces Hq (A) ≥ Hq (C) , mientras que 
para q > 1 resulta Hq (A) ≤  Ĥq (C) .
Veamos la demostración para q > 1 . Consideramos una partición A , y sea 
A m la partición por nombres de longitud m  obtenida de A y de la transfor- 
mación T . Tenemos Hq ((A m)n) = l +  (l — q) Hq ((A m)n) donde ahora (A m)n 
es la partición con nombres de longitud n obtenida de la partición Am y de la 
transformación Tm. Lnego
donde A mn es la p a rtición con nombres de longitnd mn eonstrnida de la par- 
tición dada lnicialm ente y de la transform aelón T.
Lnego tom ando el snpremo sobre particiones finitas:
Para la o tra  designaldad:
Si l ∈  N  entonces nna partición por nom bres de longitnd ℓ' respecto a 
(A , T ) invoincra a ias órbitas χ , T r , ..., T l-1^ ,  p ara  cada pnnto χ. U na partición 
por nombres de longitnd n, con respecto a (A m, T m) involncra a las órbitas 
χ , T mr , ..., (T m ) n - 1 χ . En eonseenencia si l =  mn, m n + l ,  ..., m n + m ,  entonces 
A ' es nn refinam iento de (A m)n. Lnego:
para cnalqnier partición finita A .
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Einalm ente:
Consecnentemente:
de m anera entonces qne:
En conseenencia:
P ara q >  1 la dem ostración es sim ilar, teniendo en cuenta la lnversión de 
las desigualdades anteriores.
Proposición 2.4.3: hq(T1x T2) =  (q — l ) -1 [l — exp (ĥq(T1)) exp (ĥq(T2))] . 
Donde el producto de transformaciones está definido en la forma usual.
Demostración: Consideramos dos sistemas dinámicos: S1 =  (X 1, E1,p 1,T1), 
S2 =  (X2,E2, μ2,T2) y definimos su " producto ":
donde Β es la σ— álgebra generada por  rectángulos A1ix A2 j con Aak ∈  Ba
(a =  1, 2) y con μ la medida prodncto : μ (An x A2j) =  μ1 (A1i) . μ2 (A2j). 
Sean A  y A particiones de X 1 y X2, respectivamente, y sea A the partición 
producto A' y A '. Luego
, donde la snm a está
extendida sobre ios nombres ℓ' y I11, de longltnd n  y m  para T1 and T2, respec-
tivam ente. Como la σ —álgebra considerada es la  generada por los reetángnlos 
tenem os:
Luego:
y por lo tanto:
Como esto es válido para enalqnier partición por rectángnlos, tenem os:
o sea:
(2.13)
A continuación presentam os aigunos cálenlos qne generalizan resultados 
para el caso clásico [8] ,
[58]:
Ejem plo 2.4.4: hq (id : X —> X ) = 0
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Ejem plo 2.4.5: Entropía generalizada de rotaciones en el círculo unitario.
Consideramos el sistema dinámico del ejemplo 2.2.C: Ra : S1 —> S1 con 
Ra(z) =  az, S 1 =  {ζ ∈  C : \z\ = 1 } . Debemos distinguir dos casos:
Caso I: a es una raíz de la unidad, o sea a =  e2iri/r para algún entero 
positivo r. Como (Ra)r ≡  idS1, por el ejemplo 2.4.4 tenemos qne ((Ra)r) =  0 
para todo q, y por la proposición 2.4.2 r f q(Ra) =  0 y entonces hq (Ra) = 0 
para todo q.
Caso II: a no es una raiz de la unidad. Vamos a considerar nna familia 
de particiones (Ak)k∈ N, en la cual cada miembro es una partición del cúrenlo 
unitario por k intervalos iguales. O sea qne si A k es la partición por nombres 
de longitud n respecto (Ak, Ra) y N  (Ak) es el número de Conjuntos en esta, 
se tiene N  (A'k) ≤  nk.
Sea 4>q (χ) =  xq , q > 1; luego por un simple argumento de convexidad:
y por lo tanto:
k - 1pués ∑ μ(Ik) =  1, para cada k. Consecuentemente, si H q (A)  =  1+(1 — q) H q ( A )
i= 0
,entonces
y finalmente:
(2.15)
Como, por la definición 2.6, ĥq(Ak, Rα, μ ) ≤  0 para q > 1, se tendrá obvia- 
mente que ĥq(Ak, Rα, μ ) =  0. Luego 0 ≥ ĥq(Rα, μ) ≥  ĥq(Ak, Rα, μ) =  0, cou lo 
eual ĥq(Rα, μ) = 0 y en consecuencia hq(Rα, μ) =  0, para q > 1.
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(2.14)
Dada una particición A, si A n es la partición por nombres de longitud n 
con respecto a (.4, id ) , entonces A  =  A n para todo natural n. En consecuencia
hq (id) =  lim — log Hq (An) =  0, puesto que por lo anterior Hq (04∩ es con-
η →οο γι L J
stante con respecto a n. Luego hq (.Λ) =  0, para cualquier partición A  y por lo 
tanto hq(id) =  0.
Si λί =  1/k , Xi=μ(Iᵏ), donde Ιᵏ  es cada intervalo de la partición Αₖ , se 
tiene:
donde R =  (R1, ...,Rm) con Rj (z ) =  aj z .
En el caso en que aj =  e2∏i/rj para algún entero positivo rj , j  =  1,2,
por la proposición 2.4.3 y el ejemplo 2.4.5 tenemos que ĥq(R) =  ∑ ĥq(Rj ) =  0.
j
O sea hq(R) =  0.
Si para algunos j , aj es raiz de la unidad y para otros no, entonces para estos 
últimos la entropía de las correspondientes funciones coordenadas se anula. 
Para los otros las funciones coordenadas serán transformaciones ergódicas de 
S 1 y luego se realiza un análisis como en easo II  del ejemplo anterior.
2.5 El Caso ergódico
En vista de los resultados de la sección anterior, cabe preguntarse si lo enunci­
ado en el teorema 2.4.1 no es debido al hecho de qne en realidad los miembros de 
la familia de entropías no contienen sustancial nueva información con respecto 
a la involucrada en hi (T, μ ). Para este caso clásico la entropía es un invariante 
completo por isomorfismos para esquemas de Bernonlli. Recordemos que esto 
último significa que dos esquemas de Bernonlli tienen la misma entropía si y 
sólo si son isomorfos[39].
En este capítulo se considerá una situación más general: se tienen dos 
sistemas dinámicos, uno de los cuales es un esquema de Bernonlh (y por lo 
tanto ergódico [42] ó [28]), pero el otro es un sistema ergódico conjugado a 
un espacio de Lebesgne (los cuales serán llamados directamente espacios de
Lebesgne). Antes de avanzar recordemos la definición de ergodicidad:
Definición 2.5.a: Un sistema dinámico S  = (X, Β, μ, T) es ergódico si los
conjuntos medibles Β con T -1 (Β) =  Β satisfacen μ (Β) =  0 ó μ (X — Β) =  0.
Alternativamente se dice qne qne la medida μ es T — ergodiea.
Una condición equivalente es qne si una función medible f  : X  → R  verifica 
qne f  (Tx) = f  ( x) , μ a.e entonces es constante μ — a.e.
Una condición más fuerte qne la ergodicidad es la de ” mixing”.
Definición 2.5.b: Se dice que un sistema dinámico (o directamente la 
transformación) es débilmente mixing si:
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Ejemplo 2.4.6: Consideremos una rotación en un toro (ej. 2.2.d): 
R : Tm → Tm
para cada par de conjuntos medibles A, Β. Se dice qne el sistema (o la trans­
formación) es fuertemente mixing si:
Que la condición de fuertemente mixing implica la ergodicidad se ve de la 
siguiente manera: si Β es un conjunto medible T —invariante entonces, para 
todo n, μ (T-n (Β) ∩ (H — Β)) =  0. Luego μ (Β) μ ( X  — Β) = 0 y en conse­
cuencia T es ergódica.
Para la situación planteada al comienzo se tiene el siguiente teorema debido 
a Ya Sinai:
Teorema 2.5∙c[51]: Sean T  : X —> X, y un esquema de Bemonlli B S  (p) 
con h1 (T) > [hi]BSip) y T  ergódica, entonces B S  (p) es un factor de T.
Observación: Vamos a identificar al sistema dinámico con la transformación 
que preserva la medida considerada en la estructura. En consecuencia cuando 
digamos que una transformación es isomorfa o es un factor de otra, esto sig­
nificará que los sistemas dinámicos, como estructura, lo son. Consideraremos 
como otra hipótesis adicional que el espacio (X, μ) sea "numerable", esto es que 
L2 (X,μ),  estructurado como espacio de Hilbert, tenga un subconjnnto denso 
numerable.
Definición 2.5.d : Un sistema dinámico es un automorfismo de Bernoulli 
si es isomorfo a un esquema de Bemonlli.
El teorema 2.5.C, el teorema 2.4.1 y la siguiente proposición nos servirán de 
base para obtener una respuesta a lo planteado al principio de esta sección con 
respecto a la redundancia de la familia de entropías.
Proposición 2.5.1: Sea S =  (X, A, μ, T)un espacio de Lebesgne con T 
ergódica, y tal que h1 (T) ≥ logH, para algún entero H  > 1. Entonces para 
q > l :
Demostración: Sea T ergódica con hi (T) > log H, para algún entero H  
> 1. El miembro derecho de la desigualdad es la entropía clásica del esquema
de Bernoulli BS(p) ,  con p =  ( 1/K,..., 1/K)  (ver observación 4 debajo de la
ecuación 2.10).
Por el teorema 2.5.C B S  ( 1/K,..., 1/K) es un factor de T y entonces por el 
teorema 2.3.2 tendremos:
La última igualdad resulta también de lo puntualizado en la observación 4. 
De manera que
Ahora estaríamos en condiciones de responder negativamente a la pregunta 
de si la familia de entropías hq contiene nueva información:
Teorema 2.5.2: Sea S =  (X, A, μ, T)un espacio de Lebesgne con T
ergódica y h1 (T) > 0. Entonces:
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donde +q es una cierta función.
Demostración:
I) Caso q <  1
Vamos a necesitar el siguiente resultado que aparece en [56], y cuya demostración 
presentamos aquí por completitnd:
Lema: Sea h un número real tal qne 0 ≤ —tlog t < ĥ < ο ο ,  con t ∈  [0,1]. 
Entonces existe nn número natural m y un vector p =  (p0, ...,pm-1), de modo 
que se verifica:
Con lo qne queda probado el resultado.
A continuación determinaremos nn vector de probabilidad p qne reúna cier-
tas condiciones específicas. Sea 0 < q < + n ∈  N, definimos pi =  n-(1+q)/2 ,
i =  0,1,2,..., n — 1. Tenemos entonces qne
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Demostración del lema: Sea h un número tal 0 < h < οο. La aplicación
πι—1
p =  (p0, ... , pm—l)  1--- > —  ∑ pi  logpj es Una función Continua en el simple Δ  =
i=0
{p =  (p0, ..., pm—l)  : pi > 0 ,∑ pi =  1}, y que toma valores en [0,logm) ([58]-
[28]). Luego para m suficientemente grande existe un vector de probabilidad 
p = (Ρο, ...,Pm-1) ∈  Δ  tal qne
hSi en particular h = — +  logt > 0, consideramos pi =  tpi, i =  0 ,1, ...m - 1 .  En 
consecuencia
y
Sean
Usamos ahora el lema (notar qne h > —tlogt, para n suficientemente 
grande) y en virtud de este existe nn número natural m y nn vector (ωΟ,...,ωτη−1.)
con ∑ W i =  t y — ∑ U¡i log ωί =  h. Definimos:
Tenemos entonces determinado un esquema de Bernoulli E S (p) con en- 
tropía clásica igual a h1 (Τ). Entonces por el teorem a 2.4.c HS (p)es un factor 
de Τ  y luego por el teorema 2.3.2 se tiene hq (Τ) ≥  [hq]BS(p). Por o tra  parte,
m —1 n —1     q - i
como ∑  pq ≥  ∑  pq =  n  2q  y con ζ  el generador canónico, se tiene
i= 0  i= 0
Con lo cual como n puede tomarse arbitrariam ente grande se tendrá hq (T) =  
∞ , para q < 1.
Si q es negativo, entonces q < q0 con 0 < q0 <  1, y como hq >  hq0 el teorema 
vale tam bién en este caso.
II) Caso q >  1
Vamos a considerar primero la situación particular en que, para cualquier 
m  ≥  2, T m es ergódica y hi (Tm) >  0. Para  cada χ  >  0, elegimos nn número 
negativo Mq =  Mq (χ) Con la siguiente propiedad: para cualquier y >  0, χ  ≥  y
si y sólo si M q χ  ≥ (1 — q) y.
Si en particular X = hi (T) > 0, y H  es nn entero ta l que H  >  1, se 
tiene que h 1 (T) ≥  logH  si y sólo si Mqhl (T) ≥  (1 — q) logH . Por o tra  parte
h1 (T) ≥ logH implica que BS  ( 1/K, ...,1/K)  es nn factor de T (teorema de
Sinai), y Consecuentemente f q  ( T )  ≥  (1 — q)logH (c.f. prop. 2.5.1).
Tenemos además que h1 (T) ≥  (ĥq(Τ))/(1-q), si q >  1, lo Cu al se deduce de las
definiciones. En consecuencia M q h l  (T) ≥  ĥ q  (T) , o sea:
Supongamos que fuera
aplicando en particular a T m tenemos, usnado prop. 2.4.2:
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Luego:
finalmente obtenemos:
Luego para un m suficientemente grande existirá un entero K  > 1, tal que
Entonces tendríamos una contradicción con la proposición 2.5.1 aplicada 
a Tm. Recordar que se está suponiendo que todas las iteraciones de T son 
ergódicas.
En consecuencia si T es ergódica y Tm es ergódica, m ≥ 2 , se tiene que
Mqhl (T) =  ~hq (T)
Pasemos ahora a la situación general. Vimos que dada una transformación 
ergódica T con h1 (T) > 0 , existe un esquema de Bernonlh con entropía clásica 
igual a h1 (T) ([58]-[28]). Esto también será válido para sistemas dinámicos 
isomorfos a esquemas de Bernonlh, los cuales, como vimos, reciben el nom­
bre de automorfismos de BernouUi (lo de antomorfismo alude al hecho de ser 
transformaciones invertibles). Entonces si T  ergódica con hi (T) > 0, existe 
un antomorfismo de Bernoulli S con h1 (T) =  hx (S). Luego por el teorema de 
Sinai (teor. 2.5.C) S resulta ser un factor de T, o sea ĥ, (T) ≥ ĥ, (S ). Para 
cada tranformación T hay asociado nn operador LT : L2 (X,μ)  —> L2 (X,μ),  
definido por LT [f] (χ) =  f  (Τx). Se dice que este operador tiene espectro dis­
creto si hay una base ortonormal numerable de antofunciones. Por un teorema 
de Rohlin si T : X —> X es un antomorfismo de Bernoulli, con X numerable,
el operador asociado LT tiene espectro discreto (ver por ej. [58], pág. 109).
Puede probarse ([58], pág. 66) que si LT tiene espectro discreto entonces T es 
fuertemente mixing (ver def 2.5.b). Lo que se prueba en realidad es que
donde (.,.) denota el producto usual en L2 (X, μ). La definición 2.5.b es obtenida 
con /  =  IA, g =  IB ( IA, IB son las funciones características de A, Β respecti­
vamente).
De manera entonces que el automorfismo de Bernoulli S, mencionado en 
el parágrafo anterior es rnixing y se prueba que Sᵐ es ergódica para todo 
m ≥ 1[21]∙
ĥ ÍT)Recordemos que h1 (T) ≥ -π— si q > 1. En consecuencia:
1 — q
Así queda probado este caso para cualquier transformación ergódica.
I
Un teorema similar para el caso de la entropía de Renyi fue probado en 
ref. [56]
Para el caso clásico se demuestra la completitnd, ver a continuación del 
teorema 2.4.1, en el caso particular de esquemas de Bernonlh:
Teorem a 2.5.e (Ornstein[39]): Dos esquemas de Bernonlh B S  (p), B S  (p ) 
son isomorfos si y sólo si tienen igual entropía (clásica).
Hay clases de isomorfismos más restrictivos, por ejemplo los llamado iso- 
modismos finitarios. Recordemos sn definición:
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Mqh1 (T) ≥ ĥq (T) ≥ ĥq (S) =  Mqh1 (S) =  Mqh1 (T ).
Si tenemos dos vectores de probabilidad ρ y p  con todas las componentes 
distintas se considera el vector auxihar r  y se define el isomorfismo de B S  (p)a  
B S  ( r ) , y de B S  (r) a B S  (p) y dado que la composición de isomorfismos 
finitarios es finitario[29] podemos suponer, sin pérdida de generalidad que ρο =  
p0 , ya . En realidad lo que se puede asumir es que alguna de las componentes 
sean iguales, sino se reordena.
Ahora usamos la técnica de codificación Keane y Smorodinski para con­
struir el isomorfismo finitario en el caso mencionado. Damos a continuación 
una somera idea de como esta técnica es utilizada para este fin. Por simplicidad 
ilustraremos el procedimiento en Un Caso particular. Sean ρ =  (P0,Pi,P2,P3) 
y P =  (Ρο,Ρι, p 2) cou Ρο =  P0. Sea χ uua secuencia bi-infinita en el alfabeto 
{0,1,2,3} de B S ( p ) .  El símbolo 0, correspondiente a las componentes que 
coinciden es lo que se llama un "marcador". Tenemos que asignar a χ una 
secuencia bi-infinita y en el alfabeto {0, 1,2} de B S  (ρ ) . El primer paso es 
colocar en cada lugar en el que aparece un O en i  un 0 en ί/, Entre cada par de 
marcadores en χ aparecerá una cnerda de longitud ℓ, en símbolos 1,2,3. Luego 
a cada tal cnerda habrá que asignarle otra de longitud ℓ en los símbolos 1,2. 
Pensemos ahora que tenemos una tabla en cuya columna izquierda están todas 
las secuencias de longitud ℓ en los símbolos 1,2,3 y en la derecha todas las 
cnerdas de longitud ℓ en los símbolos 1,2 o peovisorianmete un símbolo espe­
cial e. Esto para cada longitud ℓ posible entre dos marcadores. A continuación 
consideramos una subdivisión del intervalo real [0,1] en subintervalos de lon­
gitud 3~e y otra en en snbintervalos de longitud 2~e. Damos entonces a cada 
intervalo los nombres de tales secuencias. Si uno de los intervalos de longitud 
3~e, o sea los de la columna izquierda de la tabla está contenido en uno de
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Definición 2.5.f: Un isomorfismo ∫  entre dos esquemas de Bernoulli es 
f initario si dado un elemento χ en el espacio fase X  ( ver 2.1), hay dos enteros 
ni ≤ n 2 , tal que para cualquier otro χ ∈  X que verifica χ' [n1 , n 2 ] =  χ [n1 , n 2 ], 
las coordenadas cero [∫(χ)]ο, [/(χ')]₀  y [/-1(®)]0, [f⁻1O1O]0 son iguales respec­
tivamente. Con χ [n1 ,n2 ] denotamos la palabra ^ ^ ₙ 1 + 1 .... x∏2- i x n2∙ Keane y
Smorodinski demostraron el teorema 2.5.e para isomorfismos initarios[29∫
El teorema de Keane y Smorodinski puede generalizarse para el caso que 
nos conduce a la entropía de Tsallis, que hemos denotado H q (p)(ver Ec.(2.9)): 
Teorem a 2.5.3: Dos esquemas de Bernoulli B S ( p ) , B S ( p )  con Hq (p) =  
H q (ρ') son isomorfos Unitariamente.
D em ostración: Sean p =  (p0 ,p 1 , ...,pₖ -1 ) y ρ' =  (p0 ,p'1 , ...,p[-1 ) (con k >  
3; l >  3) y para los cuales H q (p) =  H q (p') . Podemos determinar un ter­
cer vector de probabilidad r  =  (r0 , r 1 , ...,rₘ -1 ) con la misma entropía y con 
r0 =  pi , ri =  Pj para ciertos i , j .  Para esto puede asumirse sin pérdida 
de generalidad que los vectores están ordenados como: p0  ≥  p 1≥... ≥ p ₖ - 1  
y p0  ≥ p 1>∙∙∙ ≥ p ₗ - 1  con pₖ -1 ≥ pₗ -1 ∙ Consideramos un triple auxiliar r  =
(po,pₗ -1 , 1  -  (p0  +  pₗ -1 )), de modo que Hq (χ )  ≤ Hq (p) =  Hq (p') , para 
cualquier q. Luego puede modificarse la la entropía hasta alcanzar el valor 
Hq (r) =  H q (p); esto puede hacerse mediante particiones sucesivas del vector 
auxiliar:
los de la derecha, o sea de longitud 2-£,este será el asignado y copiado en y. 
Si ocurre lo contrario se asigna provisionalmente el símbolo e. Se continua de 
esta manera examinando las secuencias entre dos marcadores y se copian las 
que corresponda según el criterio prescripto. Se analizan ahora las secuencias 
entre dos marcadores seguidos 00, concatenamos tales secuencias y vemos sino 
fueron asignadas en algunas de las tablas anteriores, si no lo correspondió e se 
copia. Se continúa luego analizando los triples marcadores 000, etc.
De esta manera definimos f  : BS(p) —> BS(p)  por y =  f  (χ). Observemos 
que si μ y μ' son las medidas de probabilidad consideradas en la estructura de 
los esquemas de Bernonlli en la sec. 2.2, por construcción se tiene μ' (f  (A)) =  
μ (A), es decir, esta transformación preserva las medidas.
Observación: Para k = 2 (οℓ = 2) aunque la demostración es esencialmente 
la misma, debe tratarse por separado y se llega al mismo resultado. Para esto 
se debe realizar una conveniente elección de las componente del vector auxiliar 
r.
Conclusión: En el caso ergódico la entropía generahzada extendida a nn 
contexto abstracto a partir de la entropía de Tsalhs (Sec. 2.2), no aporta in­
formación sustancial con respecto a h1 (T). La cantidad que aparece en la 
literatura física y que hemos denotado por Hq, corresponde a una partición 
particular (el generador canónico) dando lugar, consecuentemente, a una in­
formación igualmente particular.
La generalización en el sentido de Kolmogorov hacia nn contexto más ab­
stracto requiere la consideración de toda la información, ο sea en lenguaje más 
matemático tomar todas las particiones del espacio fase por conjuntos medibles 
de la σ —álgebra de la estructura. De esta forma se tiene la situación expresada 
en el teorema 2.5.2.
Una familia de entropías más adecuada en el sentido de aportar nueva 
información se logra evitando el uso de particiones. Una posibilidad es ntihzar 
un enfoque por integrales de correlación en nn espacio metrizable, como es 
sugerido en [56]. En el apéndice I daremos una descripción con cierto detalle.
2.6 Cotas para la entropía generalizada
Esta sección, dividida en varias snbsecciones, estará dedicada fundamental­
mente a la obtención de cotas para la familia de entropías definida anterior­
mente. Estas cotas dependerán del parámetro, pero serán uniformes respecto a 
la medida. Algunas definiciones que presentaremos aquí son realmente básicas 
en la teoría, aún así creemos útil explicitarlas, principalmente para establecer 
la notación y la terminología.
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2.6.1 Cubrimientos.Conjuntos generantes y separados
Veremos ahora a un sistema dinámico como un par (X ,T), donde X  es un 
espacio topólogico compacto y T : X  —> X  un afunción continua. Sea U =  
(Ua)α∈Λ un cubrimento por abiertos de X , llamaremos N (U) al número de 
conjuntos en un subcubrimiento finito de U con la menor cardinalidad, o sea
Observación: para q =  1 tenemos K\(U) =  limHq(U) =  log N (U) ;
ki(U, T) =  Jin^ 1 {log [Hi(Un)]} y ki(T) =  snp {k1(U, T) : U es un cubrimiento 
que es la entropía topológica de Adler, Konghein y Me. Andrew[l].
Definición 2.6.1.a: Sea (X,d) metrizable compacto. Un subconjunto Y 
de X  es (n, ε)-generante con respecto a T, si para cada χ ∈  X , hay un elemento 
y ∈  Y tal que dn (χ, y) <  ε. Aquí n ∈  Z+ , e >  0 y dn la conocida métrica
Llamaremos o(n e =  min {Gard(Y) : Y es (n, ε) — generante respecto de T  }. 
Para q ≠  1, tenemos 
Definición 2.6.1.2:
Luego anotamos:
con
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(2.20)
(2.21)
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Definición 2.6.1.1: Para cualquier cubrimiento U y q ≠  1 arbitrario, la 
cantidda de información es:
Definimos entonces
donde
y
N  (U) =  min {k : (Uαi)i=1 2 k es nn subcubrimiento finito de U .}
A partir de U obtenemos un nuevo cubrimiento:
Kq(U) =  (q -  1)-1 [1 -  (N  (U ))1-q] .
kq( T ) = ( q - 1 ) -1 [ 1 - e x p ( ǩ q(T ) ) ]
ǩq(T ) = sup {ǩ q(U , T )  : U es un cubrimiento de X }
(2.16)
(2,17)
(2.18)
(2-19)
dn (χ,y) =  m ax{d (Ti (χ)),Ti (y)) : i =  0, 1, ...., n - 1} .
donde:
(2.22)
Observación 1: Para q =  1 tomamos el límite en la misma forma que antes 
y se tiene la entropía clásica de Bowen hi (T)[14j.
Observación 2: Si X no fuera compacto, definimos para un subconjunto 
compacto H  de X,
donde K'q;n e jr se define de la misma manera que Ec. 2.20, pero usando con­
juntos (n, e)-generantes para H  y luego estableciendo:
donde n =  m in  {|i| : x f  =  y i }  .
Según vimos, en el ejemplo 2.2.b, los esquemas de Bernoulli pueden ser 
vistos casos especiales de los llamados sistemas de Markov. En este caso el 
espacio fase es:
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(2.24)
(2.25)
Una definición dual es dada usando lo que se llaman conjuntos (η,€)- 
separados.
Definición 2.6.1.b: Un subconjunto Y  de X es (n, ε)-separado respecto 
de T  , si para cada χ ,y  E Y ,  con χ ≠  y, dn (χ, y) > ε.
Ahora llamamos:
βn, ε = max {Card(Y) : Y es (n , ε) — separ ado respecto de T  } ,
Para q ≠  1 obtenemos la definición dual a 2.6.1.2.
(2.26)
Luego ecuaciones duales a (2.20-2.23) y las observaciones I and 2 se ob­
tienen Cambiando On)£ por βn, ε.
En este contexto de dinámicos topologicos los esquemas de Bernoulli se 
definen como en las entropías de correlación del apéndice L El espacio fase es:
La topología es la que tiene por base a conjuntos de la forma:
C (I ) =  {χ =  (xn)n∈ z : xi =  si , i =  1,., m l < m
la cual es inducida por la métrica
dBS(χ ,y) =  2 |n|.
(2.23)
La topología es la misma que para el caso de Bernonlli. Recordemos del ejemplo 
2.2.a, que a partir a cada sistema de Markov ∑A se le asocian un vector de 
probabilidad ρ y una matriz estocástica P  de modo que la medida de cada 
cilindro se define a partir del par (p, R ) . Ahora podríamos calcular las entropías 
de correlación para sistemas de Markov, con respecto a la medida pPtp, y 
en forma similar a lo hecho antes ver que estas entropías coinciden con las 
obtenidas para el generador canónico ζ.
2.6.2 Generadores
A lo largo de este trabajo hemos venido mencionado el término "generador 
canónico" para aludir a una partición especial del espacio fase de esquemas de 
Bernonlli o más generalmente de sistemas de Markov. Vamos a recordar aquí 
su definición general:
Definición 2.6.2.a: Sea ζ  =  {G0,G 1, ...,Gk-1 } una partición del espacio 
X. Dada una transformación invertible T : X  —> X  , ζ  es un generador para 
T si para i ,y ∈ X  ( χ ≠ μ ) , χ β ρ  tienen distintos nombres bi-infinitos respecto 
a (ζ, T ) . El nombre bi-infinito de un punto χ respecto a (ζ, T) es la cnerda 
{il}ί∈ Ζ COn Τ1χ  ∈  Gil-
Definición 2.6.2.b: Esta es una definición que no hace uso de la estruc­
tura topológica. En el coxtexto de topológicos dinámicos se da la siguiente 
correspondiente definición:
Sea X nn espacio métrico compacto, T : X —> X nn homeomorfismo. La 
partición ζ  =  {Go, G1, ..., Gk-1 } es un generador para T si para cualquier 
cuerda bi-infinita {i1}1∈ z con i1 ∈  {0, 1 ,.... , k — 1} , el conjunto
contiene a lo sumo un punto de X  ( A =  clausura de A).
Recordemos que en el caso de esquemas de Bernonlli ya utilizamos, para 
el caso de medida, el generador ζ  =  {Gi} ,con Gi =  {χ : χο =  i} para 0 ≤ 
i ≤ k — 1. Esta partición efectivamente verifica la primera definición ya que el 
nombre bi-infinito de un elemento χ respecto a (ζ, T)es el mismo χ. Para el caso 
de la cantidad kq, introducida en la sección anterior, tenemos: N  (Qn) = kn
(2.27)
o sea:
(2.28)
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(2.32)
ǩq(ζ ,σ )  = l o g  (k1- q)
Consecuentemente si q > 1:
por Ec. (2.27):
luego para q > 1:
ζ  =  {Gi : i =  0, 1, ...k -  1} , Gi =  {χ : χ0 =  i} .
Hq(μ,An)≥(N(An))1-q. (2.31)
(2.30)
y finalmente:
Recordemso que en el caso especcccifico del ejemplo 2.4.5 el número de 
elementos de la partición tenía crecimiento hneal.
Consideramos como antes el generador canónico
(si λi = 1/k y χi=μ(Ai )).
Para Una partición A =  {A0, A1, ..., Ak-1} se tiene
(2.29)
Demostración: Inicialmente Usamos nn argumento similar al realizado en 
el ejemplo 2.4.5. Recordemos que si φ (χ) = χq, q > l, entonces:
El primer resultado concierne al caso especial de esquemas de Bernonlli:
Proposición 2.6.3.1: Consideremos el sistema dinámico B S  (p0,p1, ..,pk-1) . 
Sea σ el desplazamiento de Bernonlli y μ una medida σ— invariante. Entonces:
Los esquemas de Bernonlli son ergódicos, con lo que podríamos apelar al 
teorema 2.5.2 y por medio de la dependencia con la entropía clásica obtener 
una cota en función de la entropía topológica. Sin embargo aqrn hemos dado 
una prueba alternativa, sin usar el teorema de Sinai. Por otra parte, el método 
usado servirá como base para el próximo teorema.
A continuación extendemos, a sistemas dinámicos más generales, la proposi­
ción anterior.
Teorem a 2.6.3.2: Sea (X, d) un espacio métrico compacto. Sea T : X → 
X continua y μ una medida T — invariante. Luego:
hq(P,T) ≤ (q -  1)_1 {1 -  exp (kq(T))} para q > 1.
Demostración: Seguimos los lineamientos generales de Bowen[14]. Comen­
zamos considerando Un cubrimiento de (X ,d), Ug = {U0.U1, ..., Di-i} , por 
conjuntos de diámetro menor que ε y tal que cada punto de X  está en a lo 
sumo s +  1 miembros de I4, para algún entero positivo s.
Sea A ' =  {AoA'1, ...,A1-1} una partición de X  , con A' ⊂  Di. Para cada 
χ ∈ X, elegimos nn entorno Vx de χ, de manera que Vx tenga intersección no 
vacía con a lo sumo a s +  1 miembros de A '. Luego (vx)x es nn cubrimiento de
(X, d), y sea V =  {Yxi} i= 12 m un subcubrimiento finito de (vx)x.
Sea δ nn número de Lebesgne para V y Rn nn conjunto (n, δ) — generante de 
X  para Τ  Luego si Z ∈  Rn, existe Un miembro Vi (z) de V , tal que Βδ (T1 (z)) ⊂
Vi (z), para i =  0,1,..., n — 1.
Llamamos Hn al conjunto de cnerdas (j0jj 1i...,jn-1), tal que para z ∈  Rn,
Aji ∩Υ ( z )  ≠  0, i =  0,1,..., n -  1.
Ahora bien , si χ tiene nombre (jo,jir ..,jn- i ) , respecto a (Ae, T ) , y elegimos 
z £ Rn de manera que d(T l (χ) ,T i (ζ)) < δ ,  i = 0,1, ...,n — 1, se tiene 
Τ  (χ) ∈  Vi (z) ∩ Aji, y luego j n-1)pertenece a Hn • Sea
Jn = { (χβ ν••,j n-1) : hay algún χ con nombre χοβι,•••,j n-1)} ,
en consecuencia Jn C Hn-
Por construcción Vi (ζ) puede intersecar a lo snmo s +  1 miembros de A€, 
luego:
Gard(Jn ) =  Card{(joJl,--,jn-l) : hay algún χ con nombre ( jo j l , - ,  jn - 1)} ,
se tiene qne Gard(Jn ) =  N  (An)∙
Luego procediendo forma análoga a la proposición anterior obtenemos: 
An ) ≥ (Gard(Jn ))1 q • De manera entonces que para q > 1:
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Teniendo en cuenta que
Card(Jn ) ≤ (s + 1)n αn,δ
y en particular para el conjunto (n, δ) — generante de mínima cardinalidad:
Card(Hn ) ≤ (s +  l)n Card(Rn)
y consecuentemente, con ε →  0, y teniendo además en cuenta que
Para ehminar la constante sumada a kq(T), usamos en la expresión anterior 
T m en lugar de T  . En la parte de medida usamos la propiedad demostrada en la 
proposición 2.4.2. Para la parte topológica también es válida tal propiedad[14]. 
Luego la desigualdad anterior queda:
El teorema precedente generaliza el resultado de Bowen para el caso clásico[14].
La cota obtenida puede pensarse como una generalización de la entropía 
topológica en una de sus definiciones (la de Bowen). Adoptaremos el tér­
mino q— entropía topológica para las familias kq y Kq, las cuales generalizan, 
en el mismo sentido qne en 2.2, la entropía topológica en sus respectivas 
definiciones [1∫ [14] Puesto qne kq y kq dependen directamente del caso clásico. 
De las Ecs (2.16-2.19) y (2.20-2.23), resulta inmediatamente:
y
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y como m puede tomarse arbitrariamente grande:
con lo cual vemos qne no hay aporte de nueva información esencial. Aquí 
ni(T) y hi(T) sou las entropías de Bowen y Adler, Konghein y Mc. Andrew 
(ver definiciones 2.6.1.a y 2.6.1.b). No obstante ésta es la cota qne resulta 
naturalmente del enfoque variacional realizado.
Finalizamos con una relación entre la q—entropía en medida y la entropía 
clásica, considerando un valor especial del parámetro.
P ro p osic ión  2 .6 .3 .3  : h2(p ,T ) ≤  h1(p ,T ) +  1.
Demostración : Sea A  =  {A 1,A 2 , ...,A k}nna partición del espacio fase , y 
sea A n la partición por nombres asociada, definida en la forma usual. Tenemos:
log ( ∑  μ (An)2) ≥  ∑  μ (An) log μ (An) ,
donde recordemos qne la suma está extendida sobre todos los nombres de lon­
gitud n. Luego
En consecuencia:
exp (ĥ2(μ,T)) ≥  - h 1.
h2(μ,T) ≤ h1(μ,T) +  l (2.33)
Obser vación: En [47] D. Ruelle considera el caso q =  2, pero para la en- tropía de Renyi.
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3. F ivrP O P iA S  PO P ACCIO N FS DF 
CPO PO S
3.1 lntroducción
De acuerdo a lo puntuahzado en el capítu iof, la entropía de Koimogorov- 
Shannon puede generahzarse para dar hrgar, adem ás de las fam ihas presentadas 
en el capítulo anterior, a otras entropías cnya novedad reside en el lrecbo de 
qne los dinámicos están dados esencialm ente por palabras en los generadores 
del grnpo. En este sentido han sido tra tad as am pliam ente entropías topológ- 
icas y geom etricas asociadas con acciones de grnpos por Cromov, Chys, Bis, 
Langevin y W alczah.[26], [11], [12], [24], [33].
E n este capítulo considerarem os secnencias Ω =  ( m i)∞ 0 , donde cada ω, es 
nna palabra en i letras. E stas secnencias pneden in terpretarse como caminos 
en el grafo de Cayley del grnpo. Una entropía topológica associada a tales se- 
cnencias, o más precisam ente a clases de ellas, fne presentada por A. Bis[11] en 
dos definiciones eqnivalentes. Aqní introdncirem os la contraparte "en medida,, 
de la entropía de Bis.
3.2 E ntropía medida de secuencias
Sea Γ a un grupo finitamente generado el cual actúa sobre un espacio de medida 
(X , μ) y sea S un conjunto de generadores de Γ. Consideramos una secuencia 
Ω = (^ )^[0, cada ω, es una palabra en i elementos de S; o sea u:0 = e, 
^  ∈  S, ..., ^  = s1s^...si , con s+s^, .., si ∈  S. Recordemos que el grafo de Cayley 
asociado al par (Γ, S ) consiste en un grafo cuyos vórtices son los elementos de 
Γ y hay una arista entre los vértices q y ≠  si y sólo si q≠ -1 ∈  S. Podemos 
interpretar a las secuencias como caminos en el grafo de Cayley de la siguiente 
manera: si q = s1 s^...sn es una palabra en n generadores, le corresponde 
el camino uniendo los vórtices e, s1, ...,s1 s^...sn. Luego una entropía medida 
podría asignarse a caminos en el mencionado grafo.
En el contexto de este capítulo un sistema dinámico se entenderá como un 
cuádruple S  =  (X , Γ, Ω, μ) .
Para definir la entropía medida asociada un sistema dinámico comenzamos 
considerando una partición finita A  =  {A0, A 1, ..., Ak-1} de X ; si χ es un 
elemento de X  le asignamos una cuerda (I0, I 1, ..., In-1) en la siguiente forma: 
χ ∈  A'0, ∈  A'1, ..., ^ -1r  ∈  Esta cuerda será llamada el ,, nombre " 
de χ de longitud n respecto (Ω, A) . Sea An la partición obtenida de A  cuyos
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miembros son conjuntos de puntos con el mismo nombre respecto (Ω, A ) . La 
"cantidad de información" H  (A) se define como:
(3.2)
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(3.1)
(3.3)
Observación 1: Aquí se puede asegurar la existencia del límite en la Eq(51), 
por un argumento similar de snbaditividad al hecho en el caso clásico (c.f. 
observación debajo de la definición 2.3.1)
Observación 2: Aunque S no es escrito explicitamente en la estructura a 
la cual se asocia la entropía, debe entenderse que esta depende también del 
conjunto de generadores del grupo. Podría tomarse el ínfimo de las entropía 
obtenidas sobre todos los conjuntos finitos de generadores, como lo hace Eried- 
land para el caso topológico.
Observación 3: La entropía clásica es obtenida en el siguiente situación 
particular: el grupo acción es el grupo cíclico generado por una transformación
invertible T  : X → X, y u>i = Tl.
A  continuación puntnahzamos en que sentido entenderemos que una medida 
de probabilidad sobre X  es invariante con respecto a la acción del grupo Γ. Esto 
generalizará la definición, clásica, de transformación que preserva la medida.
Definición 3.2.1: Una medida μ es invariante por la acción del grupo Γ 
(o simplemente es Γ — invariante) si μ (s-1 (A)) =  μ (A), para todo generador
s y donde s-1 (A) =  {χ :β χ ∈  A}.
Ahora establecemos en qué sentido dos sistemas dinámicos serán consider­
ados equivalentes en el contexto de este capítulo.
Definición 3.2.2: Sean (Γ, S ) , (P ,S  ) acciones sobre los espacios de
medida (X,μ)  y ( X V )  respectivamente. Diremos (Γ / S1) es un factor de 
(Γ, S) si hay una función medible suryectiva φ : X  → X ' tal que:
i) φ (sr) =  s φ (χ) para cada par de generadores s , s de Γ y P1 respecti­
vamente.
ii) μ (A) =  μ (ip-1 (A)), para todo conjunto medible A.
Definición 3.2.3: Un sistema dinámico S ' = (X j Γ / A', μ )  es un factor
del sistema dinámico S =  (X, Γ, Ω, p)si los elementos de las secuencias A' son 
palabras, en generadores de los correspondientes grupos estructura, que dan 
lugar una acción (Γ , S ) que es un factor de la acción (Γ, S), determinada por 
elementos de la secuencia Ω.
Proposición 3.2. 4: S iS1 = (X A ' ^  ^ )  es un factor de S =  (X, Γ,Ω,μ), 
entonces h (Ω, μ) ≥ h (Ω', μ ) .
Cuando los dinámicos entran en juego se define la entropía de la partición
como:
y la entropía asociada a la secuencia Ω y la medida:
Demostración: Sea A' =  {A0,A'1, ...,A'k-1} una partición por conjuntos 
medibles de X \ Si φ : X  → X ' es la función snryectiva de la definición, 
entonces sea A = p -1 (A ) . Tomemos un punto y de X j  sn nombre de longitud
n, respecto a (Ω/ A')será Una Cnerda ℓ' =  (ℓο,ℓ'!,...,ℓ„_!) ,de modo que sea 
w[y ∈  A j , i =  0,1,..., n — 1. Si χ es punto de X  tal que y =  φ (χ) y con nombre
i
ℓ =  (ℓο,ℓι, ....,£∏-1) Con respecto a (D,A)se tendrá: φ(ωίχ) =  φ (s1s2...s^) =
s1s2...s'p (χ), (s1, s2, s ' i ∈  S', el conjunto de generatores de Ĥ ). De lo anterior 
se deduce que si An y (A') son las particiones por nombres de longitud n, es 
válido An =  <p_1 ((A  ) )• Luego:
Análogamente a lo hecho para la generalización del cap. 2, diremos que 
dos sistemas dinámicos S y S son débilmente isomorfos si S  es un factor de 
S y S  es un factor de S. También como antes se tendrá una igualdad en 
la proposición anterior. Dos sistemas serán isomorfos si las correspondientes 
acciones son conjugadas por una biyección medible.
3.3 Cotas
Comenzamos con la definición de entropía condicional la cual se dará en una
forma bastante similar a la de Kolmogorov-Shannon. Sea A  =  {Ao, A1, ..., Ak-1}
y Β =  {Βο, Β!, ..., Β/_ι} dos particiones finitas del espacio fase X, la entropía 
de A condicionada a Β, la cual será denotada por H  (A | E)es definida como: 
H (A  | Β) =  H (A ∀ Β) − H (Β), donde
A ∨ Β  =  {Ai ∩ Βj : Ai ∈  A y Βj ∈  Β }
Lema 3.3.1: h (Ω, A, μ) ≤ h (Ω, Β, μ) +  H  (A | Β)
Demostración: Como H  es análoga al caso clásico, se tiene la siguiente 
desigualdad [28]
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μ'((A')n = μ' (φ 1 (A')n) = μ (A n) .
h (Ω',μ′A') =  h (Ω,μ,φ 1 (A'))
y
Tenemos entonces:
H(An) ≤  H(An∨ Β n) = H ( Β n) + H ( A n | Βn).
Además
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A continuación trataremos de establecer un "medio” principio variacional 
entre la entropía medida y la entropía topológica definida en [11]. Esta última 
está asociada a nn sistema dinámico el cual se entiende en este caso como un 
triple (X, Γ, Ω), donde el espacio fase X  es un espacio métrico compacto. Según 
Bis, dos secuencias Ω =  (wi)∞0 y Ω' =  (ω[)/χ son equivalentes si existe una 
constante G > 0 ,  tal que para cada χ, y en el espacio fase se cumple:
Las clases de equivalencia para esta relación son llamadas "direcciones 
topológicas". La siguiente métrica en X  es considerada para cualquier se­
cuencia que representa una dirección topológica:
Definición 3.3.a: Un conjunto E  ⊂  X  es (n, ε) —separado si para χ, y ∈  E  
(χ ≠  y) dn (χ, y) > ε. Llamamos
βn ε = máx {cardE : E  es (n, ε) -  separado} ,
y tenemos la siguiente:
Definición 3.3.b: La entropía topológica de His[11], para secuencias Ω 
que representan la misma dirección, es definida por:
(3.4)
En su artículo. Bis prueba que la definición de esta entropía topológica no 
depende del representante en la clase de direcciones.
Una definición dual está dada por medio de conjuntos "generantes": un 
conjunto E  ⊂  X  es (n, ε) —generante si para cada χ ∈  X  existe nn y ∈  E, tal 
que dn (χ, y) ≤ ε. Si
αn,ε = min {cardE : E  es (n, ε) -  generante}
entonces, se puede definir equivalentemente a la entropía topológica de secuen­
cias:
(3.5)
• Sea :
N  (U) =  mín {card (Uαi) : (Uαi) es un subeubrimiento finito de U}
Otra definición equivalente, como en la entropía topológica clásica, se tiene 
usando cubrimientos de X: sea U = (DO) nn cubrimiento por abiertos de X  , 
llamamos:
Teorem a 3.3.2: Sea el sistema dinámico (X, Γ, Ω) con X  un espacio 
métrico compacto. Para cada medida μ, Γ—invariante, y para cualquier se­
cuencia Ω = (wA'∞0 , que representa una dirección topológica, la entropía me­
dida asociada al sistema dinámico (X, Γ, Ω, μ) está acotada superiormente por 
la entropía topológica asociada al sistema dinámico (X, Γ, Ω).
Demostración: Consideremos una partición finita A =  {A1,A2, ...,Ak} de 
X  y medida μ. Una medida μ definida sobre los borehanos de un espacio 
tópológico compacto es regular, si para cualquier ε > 0 y cualquier boreliano 
Β, existen un compacto H  ⊂  X y nn abierto U ⊂  X  tal que H  ⊂  Β  C 
U y p(U  — K) < ε. Si X es metrizable entonces toda medida de Borel de 
probabilidad es regular. Este es nn resultado standard (ver p.ej. [46]).
Como aquí estamos considerando nn espacio metrizable compacto, la me­
dida μ será regular. En particular para ε suficientemente pequeño, pueden ele­
girse conjuntos compactos H1, D2, .., B k de modo que Aj D Hj y μ (Aj — Hj ) <
k
ε, j  =  1,2,..., k. Sea H0 = X — ∪  Bj. Luego C = {H0, H1, H2, ..., Hk} es una
j=0
partición de X además μ(Βο) < ke.
Podemos suponer sin pérdida de generalidad que todos los conjuntos tienen 
medida estrictamente positiva, si por ej. se tuviera que en una partición A  = 
{A1, A2, ..., Ak}, ocurre que μ (Λ )  > 0, 1≤ i < r, y μ (A') =  0, r  < i ≤  k, 
entonces se considera la partición
esto no altera los cálculos que se realizarán más abajo.
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(3.6)
(3.7)
{ A 1, A 2, ..., A r - 1,A r ∪  A r+1 ∪  ... ∪  A k}  ,
y la entropía topológica es:
Definición 3.3.c:La entropía para una secuencia Ω y nn cubrimiento U se 
define como:
Sea U = {B0 U B1, ..., B0 U Bk} un cubrimiento de X  y sea μ Γ—invariante; 
ahora:
H  (Ω, Bn, μ) ≤ log N  (Βn) ≤ log (N (Un) x 2n) .
En consecuencia, por el lema 3.3.2:
h (Ω, A, μ) ≤ h (Ω, B, μ)+ H ( A  | Β) ≤ h (Ω) + l o g 2 + l .
Tenemos entonces:
h (Ω, A , μ) ≤ h (Ω) +  C, el cual sería, excepto por la constante, el resultado 
deseado.
Denotamos por Ω(m) a la secuencia (ω0, ωm, ω2m, ...) ,con m > l; afirmamos 
que:
Para probar la desigualdad correspondiente a la entropía medida consid­
eramos una partición finita de A  =  {A1,A 2, ...,A k} y denotamos por (Am)n 
a la partición por nombres de longitud n  respecto (A m, Ω(m)) y por A mn a la 
partición por nombres de longitud m n respecto (A, Ω); luego tendremos:
Consecuentemente h (Ω(m)), ≤  m h (Ω).
A hora:
m h (Ω, μ) ≤  h (D(m), μ) ≤  m h (Ω) + C  y entonces h (Ω, μ) ≤  h (Ω) + C /m . 
Puesto qne m puede ser tomado arbitrariam ente grande tenemos: h (Ω, μ) ≤
h (D ) .
I
Finalizamos esta sección buscando una relación con la entropía clásica: con­
sideramos una transformación T  : X  —> X,  con X  un espacio de medida y un 
grupo acción Γ generado por S  =  {T, T 2, ..., T k} donde k es un entero positivo 
fijo. Tomamos ahora una sucesión creciente de enteros positivos {mi} ta l qne 
k =  sup { m i+1 — m i} y definimos la secuencia Ω =  (ωi) por ωi = T mi. Sea
i
A  =  {A0, A1, ..., A1-1} una partición finita de X , la partición por nombres de
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h (Ω(m), μ) ≥ mh (Ω, μ) y h (Ω(m)) ≤ mh (Ω) .
ΐϊℓ
nhmo---- H  (Amn, μ) =  m h (A, Ω, μ ) , y el resultado signe tomado el supremo
sobre particiones finitas.
Para  la entropía topológica: Sea Ε nn conjunto (mn, ε) —generante re­
specto Ω de cardinalidad mínima, o sea qne si χ  ∈  E  existe nn y ∈  X  
ta l que d (Wix,Wiy) < ε ,  i = . ,mn — 1. Este conjunto es tam bién 
( + ε )  —generante respecto Ω(m), luego α n,ε,Ω(m) ≤  αmn,ε,Ω y
longitud n respecto (Ω, A') involucra las órbitas χ ,ω ιχ ,. . . ,  ωn-1χ, mientras que 
la partición por nombres de longitud kn respecto (A, T) involucra a su vez las 
órbitas x , T x , .,Tkn-1χ . Denotamos por H* y h* la cantidad de información 
y la entropía clássica de la función T  respectivamente.
Si (Ak) es la partición por nombres de longitud n respecto (A k,Tk) ten­
emos
3.4 Otra Clase de entropía asociada a acciones 
de grupos_______________ _____________
Presentamos a continuación una clase algo distinta de entropía medida rela­
cionada con la acción de grupos. Una entropía de similares caraterísticas fue 
tam bién introducida en [6]. Consideramos la misma estructura, o sea un espa­
cio de medida (X, μ) y un grupo finitamente generado Γ actuando sobre éste. 
Denotamos por Β  (n) y S  (n) la bola y la esfera de radio n respectivamente, 
en la m étrica de palabras de Γ (ver apéndice). O sea:
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h (Ω, A ) ≤  h* (A k, T k) =  kh* (A , T) (3.8)
h (Ω, μ) ≤  kh* (T, μ) (3.9)
ο sea:
(3.10)
(3.11)
B (n) = { γ ∈ Γ : ℓ ( γ )  ≤  n}
S(n)={γ∈Γ:ℓ(γ)=n}.
Si χ  ∈  X  entonces hay eard S  (1) órbitas originadas por la acción de cada 
generador sobre ese punto. A partir de cada una de estas órbitas se puede 
comenzar nuevamente y repitiendo el proceso se determ inan nuevas eard S  (1) 
órbitas, etc. Ahora si A  es una partición finita de X  cada una de esas ” 
ramificaciones " registra una secuencia de índices (los nombres, como antes), 
y de este modo cada punto tiene asociados distintos nombres de acuerdo a la 
secuencia elegida. Identificamos los puntos con los mismos nombresde longitud 
n para cada camino considerado formando asi la partición A n, y el trabajo  
sigue como antes:
Por la elección de la secuencia (ωβ ,se tiene que las órbitas para obtener 
una partición por nombres respecto (Ω, A) es una snbsecnencia de las órbitas 
respecto (A, T ) . Luego
D efin ición  3.4 .1 : La entropía medida asociada a la acción del grupo Γ se 
define por:
Notemos que si Ω =  (ω β /χ  es alguna seqnencia de palabras registrada por 
las órbitas, entonces
la últim a igualdad fue observada en [11 ]; o sea que esta versión medida está 
acotada además por su versión topológica (la de Ghys-Langevin-Wálczak).
D efin ición  3.4 .2: El grupo Γ tiene una acción expansiva sobre X  si existe 
una constante δ > 0 ta l que para todo χ, y ∈  X  (χ ≠  y) hay un entero positivo 
n con d (ηx, γy) >  δ para todo γ ∈  Β ( n ) .
Sea Ρn (Γ) = { x : η x  = x, para todo γ  ∈  S  (n)}
P rop osic ión  3.4.3: hGLW  (P) ≥  lim — log (eardPn (Γ)) si el grupo tiene 
una acción expansiva .
Demostración: Sea χ, y ∈  Pn (Γ) ( χ  ≠  y ) , o sea que ^ nx  =  χ  y 7 ny =  y, 
para γn ∈  S  (n) • Si d (γ ,χ, γiy) ≤  δ para γ i ∈  S  ( i ) , i =  0, 1 , ...η — 1 entonces 
d (γ ίχ ,γ ίμ ) ≤  δ Para todo natural i y en consecuencia χ  =  y , debido a la 
expansividad. Luego Rn (Γ) es un conjunto (n, 6) —separado en el sentido de 
[24], y en consecuencia:
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(3.12)
La versión topológica, debida a Ghys-Langevin-Walczak ( abreviada como 
entropía hGLW ) fue presentada en ref. [24] para  psendo-grupos de homeomor- 
fismos en nn espacio métrico. Recordemos que en el sentido de este artículo, E  
es (n, e) —separado si para χ, y ∈  E  (χ ≠  y) d ∫γ χ , qy) >  e para algún 7  ∈  Β  (n) 
y si h (Γ, ε) denota promedio de crecimiento de conjuntos (n, e) —separados de 
máxima cardinalidad, entonces
D efin ición  3 .4.a : La entropía—GDW se define como:
h (Ω, μ) ≥ h (Γ, μ) (3.13)
y en consecuencia:
h (Γ ,μ )≤  h (Ω, μ) ≤ h (Ω) ≤ hGLW (Γ)
La segunda desigualdad se debe a que si ε ι <  S2 entonces β > 
donde β„ e =  máx {cardE : E  es (n, ε) — separado} .
4. ENTROPíAS FUNCIONALES
4.1 Introducción
El concepto de entropía puede extenderse tam bién en o tra  dirección: considerar 
ciertas "particiones de la unidad" en lugar de particiones por conjuntos* De esta 
forma los dinámicos estarán dados por acciones sobre espacios más generales. 
Trabajos en esta linea son los de las reís. [25] ,[33], en donde se consideran 
álgebras de funciones. Una presentación con enfoque más físico es debida a 
Alicki, Fannes y otros autores[3], [4], [5]. E sta  ú ltim a fue introducida en un 
contexto más general de C*—álgebras o álgebras de von-Neumann, es decir un 
contexto más amplio que las citadas en primer término.
Recordemos que una C*— álgebra es un espacio de Banach estructurado 
con una multiplicación y una conjugación que verifica ciertas propiedades con 
respecto a la norma dada por la estructura de espacio de Banach. Para más 
información se puede consultar, por ejemplo [10]
Como ya se ha comentado la entropía de Kolmogorov ha sido tradicional- 
mente considerada como un parám etro de orden sumamente adecuado para 
carácterizar el comportamiento caótico en sistemas dinámicos clásicos. Con el 
objeto de obtener parámetros de orden análogos para  describir "caos cuánti­
co", se han hecho diversos intentos para extender la entropía de Kolmogorov 
a sistemas cuánticos (esencialmente álgebras de operadores). Para hacer más 
fácil la comparación con sistemas clásicos la mayor parte de los trabajos usan el 
lenguaje más general de álgebra de observables en lugar del espacio de Hilbert 
usual de la Mecánica Cuántica. Dos extensiones im portantes de la entropía 
clásica al caso no-conmntativo son debidos a Coimes, Narnhofer y Thirring 
(entropía-GNT)  [19], por un lado, y a Alicki, Eannes (entropía—AE). El punto 
de partida de estas dos generalizaciones es conceptnalmente diferente. La 
prim era tra ta  de relacionar, tan to  como sea posible, el caso no-conmntativo 
con el caso abeliano. La entropía—AE, por sn parte  tiene nna definición más 
directa, la cual está basada principalmente en le entropía cuántica de von- 
Neumann. Involucra particiones de la unidad por elementos del álgebra y nna 
m atriz densidad asociada a tales particiones.
El objetivo fundamental de este capítulo es extender a secuencias de pal­
abras la entropía de Alicki-Eannes. Si bien tratarem os particularm ente el lla­
mado caso conmutativo, en el que se consideran dinámicos sobre espacios de 
funciones (entropía funcional), en la siguiente sección presentaremos la estruc­
tu ra  y definición en forma general, esto es para C*—álgebras nmtales arbi­
trarias.
Los dos resultados principales de este Capítulo son que la entropía funcional, 
que introduciremos, está acotada superiormente por la entropía de Bis y que 
esta últim a coincide con una entropía topológica funcional.
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4.2 Definiciones previas y notación
En los llamados C*-sistemas dinám icos se considera la siguiente estructura: 
una C*— álgebra nnital U  , un funcional ω : U  —> C, qne se llama nn "estado" 
sobre U  y nn grupo finitamente generado Γ qne actúa sobre el álgebra. Los 
estados satisfacen la siguiente condición de invarianza ω (sA) =  ω (A), para 
cualquier generador s de Γ y A ∈  U . Esta condición generaliza la del capítulo 
anterior para medidas. Una partic ión  de la unidad  en U  es nn conjunto:
Si P  = {Ao, A1,..., Ak-1 }es una partición de la unidad en U  y ω es nn estado, 
la m a tr iz  densidad ρ  =  ρ (P, ω) es aquélla con coeficientes pi j =  ω (A*Ai) .
E jem plo 4.2.a: Un C*-sistema dinámico, qne corresponde a nn caso no- 
conmutativo, típico en Mecánica Cuántica de partículas, es el siguiente: sea 
H  nn espacio de Hilbert separable, Β (H ) denota el espacio de operadores 
acotados hneales en H . Los dinámicos están dados a partir de la acción del 
grupo sobre H , mientras que los estados quedan determinados por matrices 
densidad p consideradas como elementos de Β (H ) . Concretamente: ω (X) =  
(X) =  T r ( p X ) ,  donde X ∈  Β (H)  y la matriz densidad satisface: ρ ≥ 0, 
T r ( p )  =  1. Un estado es puro  si no admite una descomposición convexa no 
trivial.
La generalización de la entropía clásica de Kolmogorov al caso no-conmntativo, 
fue realizada primeramente por Connes y St(/rmer[18], para antomorfismos de 
álgebras de von-Nenmann y con estados traciales. Más adelante Coimes, Narn- 
hofer y Thirring]19] realizaron la extensión ya mencionada (en trop ía -G N T )  
para endomorfismos de C*-álgebras y cualquier clase de estados.
El que llamaremos caso conmutativo, corresponde a la siguiente estructura 
particular: U  =  L°° (X, μ) (la cual es realmente un álgebra de von-Nenmann),
el estado puede darse por la representación ωμ ( f )  =  f  f d p .  Consideremos nn
X
sistema dinámico (X, Γ, Ω, p)como en el capítulo anterior, donde recordemos 
qne Ω =  (wA'∞0 es una secuencia de palabras en los generadores del grupo.
A partir de la acción del grupo sobre X  se induce, para cada generador s, la 
transformación dinámica Φ ℓ ' ĥ → ĥ ,  dada por
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Φs [f] (χ) =  f (sχ) .
O sea que el caso conmutativo se deriva de nn sistema dinámico clásico, de 
allí que este caso también pueda recibir el nombre de clásico.
Las transformaciones anteriores se extienden naturalmente a cada palabra
De esta manera qne determinados los dinámicos en U.
Una partición (finita) de la unidad será entonces nn conjunto de "observ­
ables"
(4.1)Φi [f] (χ) ≡ Φωi [f] (χ) = Φs1s2...si [f] (χ) = f (s1s2...siχ) .
en Ω:
con * la conjugación compleja usual.
A continuación presentamos la generalización de la entropía de Alicki- 
Fannes para secuencias de palabras. Comenzaremos por el caso conmutativo: 
Si F  =  {fο, f 1, ..., f k-1 : f i  ∈  U }  es una partición de la unidad se define la 
"cantidad de información" como:
H [F ]= Tr(β(ρF))
( β (χ) =  — x l o g x  ). La matriz densidad pF , asociada a la partición F  tiene
coeficientes pij =  μ (f∨ i) =  f j j f i d μ.
X
El n —refinamiento F n de F  está dado por medio de los dinámicos como:
Fn = {Φ0 [fj0[ Φ1 [fj1] ...Φn-1 [fjn-1] : fji ∈ F }
La entropía asociada a F  , Ω, μ se define como:
(4.3)
Para asegurar la existencia del límite, se procede en forma análoga a como 
se hace en Teoría Ergódica clásica (observación debajo del definición 2.3.1). 
Otras propiedades que se usarán en el teorema 4.3.1 están demostradas en [3].
Definición 4.2.1:La entropía funcional asociada a la secuencia Ω y a la 
medida μ se define como:
Luego se define en forma similar al caso abeliano la entropía h [Ω, μ].
Para el caso especial del sistema usado en Mecánica Cuántica de partículas, 
comentado en el ejemplo 4.2.a, la entropía asociada podría llamarse entropía  
cuántica.
De aqrn en más nos restringiremos al caso conmutativo. Recordemos ahora 
la definición de entropía condicional para particiones de la unidad finitas F  y 
ζ  denotada como en el capítulo 3 por H [F | ζ], su definición es:
(4.6)
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(4.2)
(4.4)
(4.5)
H [F |ζ]=H [F ∨ζ]-H [ζ],
P -  {Aj0 (ω1Aj1) ... (ωn-1Ajn-1) : Aji ∈  P}  .
Debe observarse que la reducción al caso de la definición de entropía por 
particiones conjnntistas se tiene considerando como particiones de la unidad 
funciones características. El termino entropía funcional se usará sólo en el caso 
conmutativo.
Para el caso no conmutativo la definición se da en forma completamente 
análoga:
Si P  = {A0, Al, ..., Ak-1}es una partición de la unidad en un álgebra nnital 
U  y ω es un estado, la cantidad de información se define como en Ec. 4.2: 
H  [P] =  T r  (β (ρ)). Recordemos que la matriz densidad es pij  =  ω (A}Ai) . El 
n—refinamiento de la partición P  está dado por
donde F ∨  ζ  =  {fiyj : fi ∈  F  y qj ∈  ζ} . Nuevamente se nota qne considerando 
funciones características de conjuntos de una partición se obtiene la definición 
de entropía condicional escrita en el capítulo anterior.
A continnación listamos propiedades qne aparecen en [3] y qne vamos a 
necesitar para la demostración del primero de los teoremas de la próxima sec­
ción:
4.3 Resultados
Denotamos por htop (Ω) a la entropía de Bis definida en el capítulo 3.
Teorem a 4.3,1: Sea X nn espacio métrico compacto , Γ un grupo fini­
tamente generado que actúa sobre X y μ nna medida r —invariante definida 
sobre los borelianos de X. Para cualquier secuencia de palabras en los gener­
adores de del grupo Ω =  (wi)∞0 , la entropía funcional hfnc [Ω, μ] está acotada 
superiormente por htop (Ω).
Demostración: Sea F  =  {f0, f 1, ..., f k-1} una partición de la unidad por 
observables del sistema, escribimos:
donde Φί [f] (χ) =  f  (ωίχ) =  £i [f] (χ). Tenemos usando las propiedades lis­
tadas arriba:
H[ Fn] < H i r ' M G 71] = H[9n] + H[ Fn | ζ ”] ≤ H ^ n] +
∑1 H [Φί [F] | Φ* [ζ]] =  H [ζ”] +  nH  [F | ζ]i=0
Donde la primera desigualdad surge de la propiedad ii), la igualdad sigu­
iente es la definición de entropía Condicional, la próxima desigualdad se deduce 
de iii) y la última igualdad de la definición de entropía.
Si en particular ζ  =  I  = {IA0, ...,IAk-1} donde {Ao,Ai,...,Ak-1} es nna
partición por snbconjnntos de X e IA e la función característica de A, tenemos: 
H[ F n] < H  [Ia] +  H [Fn | J n] =  H [Jn] +  nH  [F | Τ] .
Para acotar el termino H [F | Τ] es conveniente reescribir la matriz densidad 
por medio nna representación integral, esto es la matriz será la asociada al
operador cuyo núcleo es
k - 1 _____
KF (χ, y) =  ∑ fi (χ) fj  (y) para la partición de la unidad F  =  {/ο, f 1, ..., f k−ι} .i=0
Consideramos entonces el operador integral con núcleo HF:
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(4.7)
El núcleo HF es una función medible de X a las proyecciones ortogonales 
unidimensionales en el espacio de matrices de k x k.
Φi[F ]={Φi[f0],...,Φi[fk-1]},
i ) H [F ∨ ζ ] ≤ H [F ] + H [ζ]
ii) H [F ] ≤  H [F ∨ζ]
iii) H [F ∨ ζ  | K] ≤  H [F | K] + H [ζ | K]
Vamos a anotar S (pF) =  Tr (β (pF)) =  H [F ], vale la siguiente designaldad[59]:
Puede elegirse una adecuada partición {Ao, A1, ..., Ak-1} de manera tal que 
sobre cada A' el núcleo H  se mantenga suficientemente próximo a una proyec­
ción unidimensional en un snbespacio de dimensión menor o igual que k. Luego 
por la continuidad de S como función sobre la matrices de k x k la expresión
S { ∫  —HF Yxdtj^j puede acotarse por un número ε suficientemente pequeño,
independientemente del miembro de la partición considerado.
Sea Ó(m) =  (ivo, ivm, iv2m ...), m > 1; afirmamos que
Llamamos (F n)m al m —refmanúento de .F 2
h (Ω(m), μ) ≥ h (Fn2, D(m), μ) = hm 1H  ((F m)n , μ) =
Tn ^
lim - —H  (F mn, μ ) =  m h (F , Ω, μ ) , para obtener el resultado deseadon-,^ mn
tomando supremo sobre particiones finit as de ia unidad.
A partir de I  construimos ei cubrimiento C =  {A0 U A 1, ..., A0 U A1-1} 
donde A0, A 1, ..., A1-1 son ios miembros de la par t ición definida arriba. Ahora: 
H  [Fn] ≤ H  [I n] +  εn ≤ log N  (I n) +  εn ≤ log [N (Cn) x 2n] +  εn , y conse- 
cuentemente
hjn0 [11, F ] ≤ hi0p (Ω, C) +  C . Si consideramos D(m) en lugar de Ω:
hfnc Ω(m),F  ≤ htop (D(m), G) +  G , luego por la afirmación anterior y la 
propiedad de homogeneidad establecida en el capítulo 3.
mhfnc [Ω, F ] ≤ mhtop (Ω, O)+C ó h fn c  (Ω, O)+ — ≤ htop(Ω)+
C m
—; y puesto que m puede ser tomado arbit rariamente grande: hfnc [Ω, μ] ≤ n1
htop(Ω) .
A continuación vamos a establecer una cota en términos de una entropía 
funcional topológica. Más precisamente vamos a mostrar que la entropía htop 
coincide con una entropía definida por particiones funcionales. Consideramos 
un espacio métrico compacto X el cual admite una descomposición por ciertos 
conjuntos especiales, por ejemplo X podría ser un pohedro y los conjuntos ser 
simples o cubos standard que se intersecan a lo sumo en sus bordes. O sea
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hfnc [Ω(m), μ] ≥ mhfnc [Ω, μ] .
Luego la expresión anterior está acotada por:
Entonces en nuestro caso:
Consideramos Una partición de la unidad F  =  {/ο.} , donde las funciones 
f a son ContmnaS en los interiores de los Conjuntos de la  descomposición. De­
notam os N (F)  =  ∑ su p  |fa | . E l n—refinam iento F71 está dado por la Ec. 4.3.
α
T eorem a 4.3.2: htop (Ω) -  htop [Ω] •
Demostración: Sea P  una descomposición{Xa}a=1 2 k, del tipo descripto 
más arriba. A partir de cada descomposición de esta clase puede determinarse 
un conjunto S = {S1,..., S]y, ..., Sk,..., Sjy} de tal forma que cada Sf es un re­
finamiento del miembro XQ por conjuntos de la misma "naturaleza topólogica" 
que los de la descomposición original, por ejemplo si cada Xa es un cubo stan­
dard también lo es cada S f. Luego S es un refinamiento de P . Ahora tenemos 
para cada a, j  : S“ ⊂  U\ ∪ ... ∪  Dm, donde D1, ..., Um son otros miembros de S. 
Podemos construir un cubrimiento O formado por estos entornos; luego:
donde Ĥ (A) el el número de conjuntos no. vacíos en A.
Los dinámicos para las iteraciones son dadas por las palabras en la secnencia
Ω,sea F  =  { fa} Una partición de la Unidad en las condiciones de antes, hay
una descomposición P  =  {XQ} tal que oscilación de F  respecto a P  puede ser 
acotada en la forma:
A hora definimos:
(4.8)
Ñ (Sn) ≤ N (On) x mn,
(4.9
con δ arbitrariamente pequeño.
y en consecuencia:
1 ≤ ∑  |gα,β|2 ≤ 1 +  ε,
RESULTADOS
y:
partición de la unidad. Tenemos para cada
Luego:
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En consecuencia:
Luego:
Ahora N  (F n) ≤ (1 +  ε)n/2 x N  (S n) ≤ (1 +  ε)n/2 x mn x N  (On) . 
Finalmente pasando a los correspondientes límites:
pero podemos identificar nna descomposición S con una partición de la unidad 
dada por funciones características de los miembros de S, ahora:
y
Este resultado generaliza el de Langevin y Walczak[33].
La generalización de los teoremas 4.3.1 y 4.3.2 al caso no-conmutativo po­
dría ser un problema de interes. Para esto habría que considerar adecuadas 
entropías topológicas no-conmutativas. Un intento podría ser:
k-1
elementos de una C*—álgebra unital. Sea N (P )  =  ∑ ||Ai ||, consideramos el
i=0
refinamiento P n dado por la acción de la transformación dinámica Φ como al 
principio de las sección 4.2 , luego con el promedio de crecimiento de N  (Pn) 
podría intentarse tener una cota superior para la entropía definida como en 
[3]. Sería además interesante relacionar esta entropía con la introducida por 
T. Hudetz[27].
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y
una partición de la unidad porsea
Para probar la otra desigualdad consideramos un cubrimiento O de X  con 
número de Lebesgne ε y tomamos una descomposición S tal que diamS < ε. 
Luego:
(4.10)N  (On) ≤ N  (Sn) ,
5. APENDICE I: ENTROPÍAS DE COR­
RELACIÓN
Sea (X, d) un espacio métrico compacto en el cual además están dadas una 
medida de probabilidad μ y una aphcación continua T  : X  —> X. Consideramos 
la métrica: dn (χ, y) =  max{d (T2 (χ)), T2 (y)) : i =  0 ,1 ,...,n — 1} y anotamos 
como He,n (χ) a la bola de radio ε en la métrica dn.
Definición 5.1: La entropía de correlación generalizada es:
y con el promedio de cantidad de información definido como:
Deberíamos comprobar que la integral obtenida para q =  1 (esto es q —> 
1) converge a la entropía clásica h1 (T) (c.f.Ec. 2.7). Para esto se utiliza el 
siguiente resultado:
Teorema 5.a (Brin-Katok[9]): Sea T : X  —> X una transformación con- 
tírnia en un espacio métrico compacto (X, d) y sea μ una medida de Borel en 
X que es T—invariante. Si h1 (T, μ) es la entropía clásica de Kolmogorov, se 
definen en X las funciones:
h1 (χ, T ) , hi (χ, T) se llaman la entropía local superior e inferior respectiva­
mente. Entonces:
i) La entropía local existe, o sea h1 (χ, T) =  hi (χ, T) =  h1 (χ, T), para todo
χ∈Χ
ii) h1 (χ) es una función T —invariante y /  h1 (χ) άμ =  h1 (T) •
Observación: Si μ es ergódica entonces Como hi (χ, T) O T =  h1 (χ, T) (por
ii)), se tendrá que h1 (χ, T) = Cte =  h1 (T) .
Corolario 5.2: lim ^ orr(T) =  h i  ( T )
Demostración: El corolario signe inmediatamente usando resultados básicos 
en Teoría de la Medida (Lema de Eaton, Teorema de convergencia monótona)
y el teorema de Brin-Katok.
45APÉNDICE I: ENTROPIAS DE CORRELACIÓN
donde
La invarianza quedará establecida en los siguientes términos:
Proposición 5.3: Sean (X1, d1) y (X2, d2) espacios metrizables compactos, 
consideramos transformaciones Ti : X i —> X i y T2 : X2 —> X2 y medidas p1 
y μ2 invariantes para tales transformaciones. Sea f  : X1 —> X2 una biyección 
medible tal que fOTi = T2°f y μ! (f-1 (A)) =  p2 (A) , para cualquier conjunto 
medible A. Si se verifica la siguiente condición para χ, y ∈  X1:
Consecuentemente para q > 1:
Para q < 1, se procede forma análoga, invirtiendo las desigualdades. 
Luego con ε —> 0 tenemos ĥqcorr (T1) =  ĥqcorr (T2) y finalmente hqcorr(Ti) =  
h ^ r(T2).
Las condiciones de invarianza relacionadas con la métrica imponen una 
restricción que no es tenida en cuenta en el teorema de Sinai, ya que éste sólo 
trata con espacios de medida. De ahí que para tener nueva información debería 
trabajarse en un espacio con "más estructura".
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entonces hq°rr(T1) =  N°rr(T2).
Una aplicación f  que verifica la doble desigualdad anterior se llama una 
función de distorsión acotada.
Demostración: Sean χ, y ∈  X1, z = f  (χ), tenemos:
llamamos:
La condición de distorsión acotada es equivalente a:
tenemos entonces que B 1n (χ) ⊂  f  1 (ΒΚε,η ( f  (χ))) , o sea que
Similarmente
A2 (B2n (f (χ))) ≤ μ! (BKe,n (χ)) .
y
La generalización realizada por Zanette[60] podría eventnalmente ser con­
siderada como una aproximación al enfoque anterior; la misma es obtenida
considerando la función simple (pq (χ) =  ∑ a iIAi, donde ai =  ^A' ) q-1 y con
i
{A '}  una partición del espacio fase por Conjuntos de diámetro ε.
Esquemas de Bernoulli: Veamos que ocurre con las entropías de correlación 
para esquemas de Bernoulli H S(p0,p 1, ...,pk-1) . Para esto consideramos una 
estructura topólogica en estos sistemas dinámicos. E sta es la siguiente:
Sea I  =  { s 1, ..., sm} ⊂  {0 ,1 ,...., k — 1} . La base para la topología está dada
por los cihndros (c.f. ejemplo 2.2.b)
donde n =  min {|i| : xi =  yi} .
Recordemos que la medida considerada es la medida producto de la me­
dida puntual pp ( { i} )  =  pi . Luego la medida de un cilindro G (I) estará dada
ΎΠ
por p (G  (I)) =  ∏ p si. Para cada m, la bola H2-m,n (χ ), en la métrica dBS,
i=l
respecto al desplazamiento σ, es precisamente el cilindro determinado por las 
coordenadas x - n , ..., r m-n+1. Esto es
donde la última igualdad surge por cálculo directo. Luego
Es decir, para esquemas de Bernoulli la entropía de correlación para la 
topología generada por los cilindros coincide Con la obtenida, en el caso pura­
mente medido, para el generador canónico ζ . Esto es la entropía de Tsalhs.
La entropía de correlación puede expresarse en términos de la "presión 
topológica. Llamemos
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C (I ) =  {χ =  (χn)n∈ z : χi =  si , i =  l, m, l <  m } .
E sta es la topología producto de la topología discreta en {0 ,1 ,..., k — 1} . 
Con ésta el desplazamiento (σχ)„ =  χ∏+ι es un homeomorfismo. Por otra parte 
el espacio es metrizable con:
o más directamente:
dBS(χ,y) =2 |n|,
B 2-m,n (χ) =  {y  : χi =  yi : i =  - n ,  m -  n +  1} .
En consecuencia Luego:
X  =  ΒS (0, l , ..., k -  1) =  {χ  =  (χn)n∈ z : χ ∈  {0, 1, ..., k -  1 }}  ,
equipado con la métrica d g S . O sea el espacio de secuencias bi-infinitas pero sin 
tener asignadas, en principio, probabilidades, sino una estructura topológica.
Sea A =  {a0i.„iak-1 : ai ∈  R }, definimoS f  =  fA : X  —> R  por f  (χ) =  aXQ.
Consideramos ahora en X  la medida definida como en el ejemplo 2.2.b con 
probabilidad puntual pi =  — —  . Las entropías de correlación, con esta
∑ ajj=0
medida, se calculan en forma totalmente análoga al caso anterior:
k - i  \
La expresión log ∑  ea< es la "presión topológica" P  ( f )  asociada al ob- 
\ i=° J
servable f  (χ) =  aXo y al "estado de equilibrio" dado por la medida producto 
de las probabilidades puntuales p i .  Una excelente descripción de esta clase de 
temas, tanto desde el punto de Matemático como Físico, está realizada en una 
Teoría debida a D. Rnelle y conocida como "Formahsmo Termodinámica" [48]. 
Luego podemos escribir la la entropía de correlación en términos de R  (f) :
Por el mencionado Formalismo Termodinámico la entropía de correlación, 
en este tipo de sistemas, es una función real analítica de q.
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y
6. APENDICE II: FLUJOS
En general los problemas relacionados con flujos, especialmente con flujos 
hanúltonianos, son mny importantes en Sistemas Dinámicos. Con el objeto 
de que el lector no pierda el hilo conductor del texto, consideramos adecuado 
presentar en forma de apéndice algunos resultados laterales que tienen que ver 
con este tema.
Primeramente recordamos la definición de entropía topológica de flujos en 
variedades y realizamos algunos comentarios acerca de la fórmula de Manning 
para flujos geodésicos. Aunque, como se mencionó anteriormente, la depen­
dencia de la entropía topológica generalizada con la entropía clásica es di­
recta, conservaremos la notación paramétrica para que haya consistencia con 
el enmarcamiento general del trabajo. Las definiciones y demostraciones in­
herentes a Geometría Diferencial y a Topología, que no se expliciten aquí, 
pueden encontrarse en cualquier texto básico sobre estas materias. Sea Φ un 
flujo en una variedad compacta M, esto es una familia de transformaciones 
Φ =  {φt : Μ —> Μ / t ∈  R} tal que p0 =  idM y φt+s =  φt o φs. Si se fija un 
punto χ ∈  Μ  se tendrá una curva parametrizada G°° dada por {φtx /  t ∈  R}, 
esta curva se llama la órbita de χ. Si sólo se considera al parámetro t (el "tiem­
po") variando en un cierto intervalo tendremos los que se llaman segmentos de 
la órbita. Una órbita 7  de un punto χ es periódica o cerrada si existe un inter­
valo [0, τ (γ )] tal que φτ(γ)χ =  χ. El número τ (γ ) es el período (minimal) de 
γ .
La q-entropía topológica (usando conjuntos generantes o separados) de Φ 
se define como:
Una definición alternativa es dada en la siguiente forma a partir de [15]: 
Definición 6.a: Sean t y ε dos números reales estrictamente positivos. Un 
conjunto Y ⊂  Μ es (ί,ε) —generante respecto a Φ si para todo y ∈  Y existe 
un χ ∈  Μ  tal que d (φs(χ), <φs(y)) < ε para 0 ≤ s ≤ t.
Definición 6.b: Sean t y ε dos números reales estrictamente positivos. Un 
conjunto Y ⊂  Μ es (t, ε) — separado respecto a Φ si para todo χ, y ∈  Y , χ ≠  y
es d (φs(χ), φs(y)) > ε, para algún s ∈  [0, t]∙
Sea o t)£ = min{Gard(Y) : Y es (t, ε) — generante respecto a Φ } y escribi­
mos para q ≠  1
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k'q(Φ) = k 'q(φt=1)
con
donde K 'q;t,ε se define como en la Ec. 2.20.
(6.1)
(6.2)
A nálogam ente con conjuntos separados: sea
donde gp es la  form a bilineal en Tp(M )  que d a  la  e s tru c tu ra  R iem anniana. 
E stam os in teresados particu larm en te  en el finjo geodésico en S M , esto  es 
φί(Ρ, v) = Ίυ  (i ), donde γ„ es la  geodésica en M  con 7 n(0) =  P y γ„ (0) =  v. 
Sea χ ∈ Μ ( β 1 revestim iento universal de M ), denotam os por B n (x )  a la  
bo la en M  respecto  a la  m étrica d heredada de la  e s tru c tu ra  R iem anniana de 
M . M anning probó que la  en trop ía topológica del finjo geodésico e stá  aco tada 
inferiorm ente por el prom edio de crecim iento del volum en de una de estas bolas 
. L lam am os Vx¡r  al volum en de la  bo la  Β β (χ) se tien e  entonces qne
donde ℓ( j )  es el m ínim o n  ta l que γ  es expresada com o una p a lab ra  γ  =  s 1s2...sn
con si ∈  S.
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BS,R =  Card{γ : γ ∈  π1(M ), ℓ(γ) ≤  R }
S ={γ:γ∈ π1(M),γF ∩F ≠Ø},
S  resu lta  ser nn  sistem a de generadores p a ra  7T1(M )[20]. L lam am os
Sea:
A dem ás existen  relaciones en tre  crecim iento del núm ero de geodésicas cer­
radas y  las cu rvatu ras principales. E sto  fue observado prim eram ente por 
Sinai [52]; luego M argnlis[35] obtuvo un  resu ltad o  m ás fuerte  en  el caso de 
cu rv a tu ra  constan te.
A continuación presentam os una co ta  p a ra  la  en tro p ía  en térm inos del 
prom edio de crecim iento núm ero de "palab ras" en el grupo fundam ental de 
Μ . Recordem os qne si S  es un  conjunto  de generadores p a ra  7r1(M ),n n a  pal­
ab ra  es sim plem ente una secuencia s 1.s2...sn , con si ∈  S .
C onsiderem os la  acción de 7T1 ( M )  en M  , d ad a  por antom orfism os del
revestim iento  universal. U n subespacio com pacto F  de M  es nn  dom in io  fu n ­
dam enta l respecto  a la  acción m encionada si:
k'q(Φ) ≥ (q -  1) 1 {1 -  exp [(1 -  q) L]} para q ≠  1 (6.3)
existe y  es independiente de χ  [34].
Siguiendo n u estra  nom enclatu ra param étrica , anotam os el resu ltado  de 
M anning como:
S M ={(p , v ) ∈ T (M ) / gp(v , v ) = 1 }
βtε =  max{Card(Y ) : Y  es (t , ε) — separado respecto a Φ } ,
la  definición es dada en form a dual com o antes.
Sea Μ  una variedad R iem anniana com pacta y  sea S  (Μ ) su  lib rado  tan g en te  
u n itario , o sea:
Por un resultado de J. Milnor[38] el hm ite W  = WS (Γ) =  lim ≠  log (BS,R)
R —>οο
existe. Además como se nota de la definición es independiente de la métrica 
Riemamúana en M.
Sea γ  ∈  π 1(M ) con ℓ(γ) ≤  E (D = diam(F)) entonces para cada χ ∈  E  se 
tiene que ά(x,ηx) ≤  R . Luego ηΒ  ⊂  BS (x). Se concluye de esto que L > W  
, y nuevamente usando nuestra acostum brada notación parametrica:
Sea A ⊂  M  un conjunto Φ—invariante, A es hiperbólico si el librado tangente 
admite una descomposición
T M  |A=  En 0  E° 0  E s, donde En, E°, E sson snbespacios tales que:
IIDTívll ≤  Gie- ^  ||v||, v ∈  E s, | D p - tv|| ≤  G1e-C2í nuil, v ∈  En
para ciertas constantes Gi, G2 >  O y donde D pt es la aplicación diferencial 
nsnal.
Un finjo Φ =  {φ β  satisface el Axioma-A de Smale si el conjunto no-errante 
Ω puede escribirse como Ω =  E  u  A, de m anera qne:
i) E  es el conjunto de puntos fijos de Φ, siendo E  nn conjunto finito e 
hiperbólico.
ii) El conjunto de órbitas periódicas del flujo es denso en A
ni) E  ∩ A =  Ø.
T eorem a 6.c  (descomposición espectral de Smale[53]): Si el flujo Φ =  {φĤ 
satisface el Axioma-A, entonces el conjunto no-errante Ω puede escribirse como 
una unión disjnnta Ó1 U ∩ 2 ∪  ... ∪  Ω*, de conjuntos cerrados invariantes ta l qne 
φί |nies topológicamente transitivo, esto es si U, V  son abiertos no vados, 
entonces (p^U) ∩ V  ≠  Ø para algún t0 >  0.
Recordemos además que un flujo Φ =  {pt} es expansivo si para nn ε >  0, 
hay un δ > 0 ,  de modo qne d ((ftx, p ty) < δ implica y =  φ.,χ, para algún s con 
|s| <  ε. El número δ se llama la constante de expansividad.
Sea X  nno de los miembros de la unión disjnnta, nn  finjo se llama G —denso 
si para cada χ  la variedad inestable en χ, definida por:
es densa en X .
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k'q(Φ) ≥ (q -  1) 1 {1 -  exp [(1 -  q) W]} (6.4)
La cota de Manning podría resultar trivial para espacio de curvatura con­
stante cero. A continuación veremos como obtener una cota para la entropía 
topológica de flujos más generales que los geodésicos, y que aún en este caso 
particular no resulta trivial. Para  esto vamos a introducir resultados qne son 
análogos a los qne fueron probados por Bowen para los llamados "difeomor- 
fismos Axioma-A". Las demostraciones signen cercanamente las lineas de ref. 
[16] y en consecuencia se podrían omitir los detalles. Recordamos algunas 
definiciones básicas:
El conjunto no-errante Ω de un flujo Φ =  { φ + Μ —> M } está definido por:
Ω =  {x ∈  M  : si , para un entorno U de χ y t > 0, existe un t0 > t ,
Wu (χ) =  {y ∈  X  : d (φt (χ) , φt (y)) —> 0 con t —> —∞}
tal que φt0(U) ∩ U ≠  Ø} . (6.5)
Para flujos Axioma-A, expansivos y G —densos, Rnfns Bowen probó los que 
llamó "teoremas de especificación para flujos" [15]. Estos dicen esencialmente 
que se puede prescribir la evolución de una órbita periódica para especificar 
nn conjunto finito de segmentos órbita arbitrarios con una precisión fija, ο sea 
para cualquier "tiempo" permitido, entre dos segmentos especificados se puede 
encontrar una órbita periódica que aproxima esta trayectoria. Estos teoremas 
son de gran im portancia para estudiar la estructura topológica de conjuntos 
hiperbólicos así como el comportamiento mecánico-estadístico de los segmentos 
órbita. En base a estos resultados se pueden comparar el promedio de crec­
imiento del número de órbitas periódicas y el cardinal de conjuntos separados 
o generantes. Esto fue realizado por Bowen en ref. [16] para difeomorfismos. 
Siguiendo esa linea de razonamientos y usando los mencionados teoremas de 
especificación se pueden adaptar ciertos teoremas de difeomorfismos para flujos. 
En particular se obtiene el siguiente resultado:
P rop osic ión  6 .1 : Supongamos que para entero j  , existe nn punto ivj in 
X  y un real tj, ta l qne p t (A) ∩ Ba (w) =  Ø , entonces S t a A < Kfitta, donde 
H  es una constante y ^  A es la máxima cardinalidad de los conjuntos (t, α)-
separados de A. Aquí a es ta l qne 0 < ε { ! <  -ó , donde δ es la constante de 
expansividad.
En particular si A es nn snbconjnnto cerrado estable de X , entonces
k'q{Φ u ) <  k'q (Φ); la restricción de Φ significa <pt |Apara todo t.
Ahora sí estamos en condiciones de dar una cota, para flujos como los 
descriptos, en un caso particular. Este será el flujo asociado a nn sistema 
hamiltoniano. En este caso la especificación estará dada por las "órbitas ho- 
moclínicas transversas". En consecuencia asumiremos la existencia de tales 
objetos.
Consideremos entonces el sistema hamiltoniano:
χ= X H (χ)
Un punto χο en el espacio fase R es nn equilibrio hiperbólico si XH (χο) =  0 
y además si el sistema hnealizado y =  DX0XH (y) es ta l qne DxoXH no tiene 
antovalores con parte real cero.
Si χο es nn equihbrio hiperbólico entonces existen las variedades inestable 
y estable en χο, y están dadas por [54]:
Wu (χΟ) =  {χ ∈  R2n : φί (χ) —> χο si t —> + ∞ } 
W s (χο) =  {χ ∈  R2n : (pt (χ) —>χο s i  t—> —∞} (6.7)
Una órbita homoeUnica es una solución χ  (t) del sistema hamiltoniano χ =  
XH (χ) ta l qne χ  (0) ∈  W u (χο) ∩ W s (χο) -  {χο} ! o equivalentemente χ  (t) —> 
χο cuando |t| —> ∞ .
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hamiltoniano. El flujo asociado se define por medio de las condiciones:
(6.6)
La órbita es llamada transversal si las variedades se intersecan transver-
salmente en χο.
Un teorema de especificación puede ser enunciado en este contexto de la 
siguiente forma[54]:
Para cada ε > 0 existe un número N y una sncesión de enteros (ni)i∈ / c z , 
tal que hay un punto y =  y (ni) con d (y, ∑ χ (t -  ni)) ≤  ε, donde n i+1—ni >  N  
y χ (t) es una órbita homoclmica transversal.
Además hay una versión para flujos del teorema de Birkhoff -Smale , la cual 
es declarada de la siguiente manera [55]:
Para un conjunto A ⊂  R (cerrado y estable para Φ =  {φβ y Ø ≠  A ≠  
R), p t=1V |A es conjugado topológicamente a un esquema de Bernonlli de dos 
símbolos ES (0,1) (ver Sec. 2.2).
Luego para un flujo hamiltoniano Φ de modo que existen órbitas homochni- 
cas, y consecuentemente hay especificación, obtenemos:
(6.8)
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La existencia de órbitas homoclímcas resulta útil para obtener criterios 
de caos. Hay nn interesante tratamiento de este problema el cual es esen­
cialmente variacional y que consiste en encontrar puntos críticos de nn fun­
cional adecuado. Una importante contribución en este aspecto se debe a 
Bolotin[13], y el funcional utilizado es: f  L (q, q) dt, donde L es el lagrangiano 
( ’ \  1 2L (q, qj =  − q — V  (q). Posteriormente han sido usadas variantes con condi­
ciones periódicas.
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