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Abstract
We consider, for maps in H1=2ðS1; S1Þ; a family of (semi)norms equivalent to the standard
one. We ask whether, for such a norm, there is some map in H1=2ðS1; S1Þ of prescribed
topological degree equal to 1 and minimal norm. In general, the answer is no, due to
concentration phenomena. The existence of a minimal map is sensitive to small perturbations
of the norm. We derive a sufﬁcient condition for the existence of minimal maps. In particular,
we prove that, for every given norm, there are arbitrarily small perturbations of it for which
the minimum is attained. In case there is no minimizer, we determine the asymptotic behavior
of minimizing sequences. We prove that, for such minimizing sequences, the energy
concentrates near a point of S1: We describe this concentration in terms of bubbling-off of
circles.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In recent years, several papers were devoted to the study of the fractional Sobolev
space H1=2 with values into the circle, in particular in the framework of the
Ginzburg–Landau model (see [6–8,16,23,24,27]). In this paper, we are interested in
the simplest of such spaces, namely in H1=2ðS1; S1Þ:
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Let
X ¼ H1=2ðS1; S1Þ ¼ fgAH1=2ðS1;R2Þ; jgj ¼ 1 a:e:g: ð1:1Þ
Here, H1=2 is equipped with its standard (Gagliardo) seminorm
jgj1=2 ¼
Z
S1
Z
S1
jgðxÞ  gðyÞj2
jx  yj2 dx dy
 !1=2
: ð1:2Þ
This seminorm can be computed in terms of the Fourier coefﬁcients of
g ¼PþNk¼N akeiky:
jgj21=2 ¼ 4p2
XþN
k¼N
jkj jakj2: ð1:3Þ
Maps in X have a well-deﬁned topological degree (winding number), see [9]; see also
[18] for the more general framework of VMO maps. This degree is deﬁned as follows:
each map gAX is the strong H1=2 limit of a sequence ðgnÞCCNðS1; S1Þ: We then set
deg g ¼ limn deg gn: This deﬁnition makes sense; see [18] for the details. The classical
degree formula
deg g ¼ 1
2p
Z
S1
g4gt ð1:4Þ
extends to this setting. Here, we interpret the integral as an H1=2  H1=2 duality; see
Remark 5 below. (Throughout this paper, we use the notation
ðz1 þ iz2Þ4ðw1 þ iw2Þ ¼ z1w2  z2w1:) Yet another formula is
deg g ¼
XþN
k¼N
kjakj2 ð1:5Þ
(see [11]). The H1=2 continuity of the degree is transparent from (1.3) and (1.5).
As a consequence of the H1=2 continuity, we easily see that, no matter which
seminorm / 
S equivalent to the standard one we consider, there exists d40
(depending on / 
S) such that deg g ¼ 0 whenever /gSod: Thus, for any such
/ 
S; we have
m/
S :¼ Inff/gS2; gAH1=2ðS1; S1Þ; deg g ¼ 1g40: ð1:6Þ
In this paper, we discuss a natural question raised by Brezis concerning (1.6),
namely
(P) Is the inﬁmum attained in (1.6)?
The answer is not obvious since X is not weakly closed. Indeed, it is easy to see that
the degree constraint could be lost in the weak limit. Here is a simple
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Example 1. Let gnðzÞ ¼ zð11=nÞ1ð11=nÞz; nX2: Then gnAH1=2ðS1; S1Þ; deg gn ¼ 1 and
gn,g  1 in H1=2 (so that deg g ¼ 0).
See [5] for a detailed discussion about Example 1.
There are many possible choices of seminorms in (1.6), but we conﬁne ourselves to
a class of seminorms which come from second-order elliptic operators and will be
introduced below. As we will see later, the answer to (P) is very sensitive to
the seminorm chosen. In particular, it is not stable under small perturbations of the
seminorm. This is due to lack of compactness and concentration phenomena for
minimizing sequences; this situation resembles closely to similar ones that occur for
elliptic equations with critical exponent (see, e.g., [19]), harmonic maps from surfaces
to general targets (see, e.g., [28]) and Yang–Mills ﬁelds on four manifolds (see, e.g.,
[29]). See also the references after Theorem 1.
The class of seminorms we are interested in is deﬁned as follows. Let A ¼
AðzÞAC0 be a symmetric matrix satisfying the usual assumption
ljxj2pðAðzÞxÞ 
 xpLjxj2 8zA %D 8xAR2 ð1:7Þ
for some l ¼ lðAÞ; L ¼ LðAÞ40: Here and in the sequel, D is the unit disc of R2
and we identify R2 with C and @D with S1: LetA be the set of continuous matrices
satisfying (1.7). Thus, if Sþ is the set of positive symmetric 2 2 matrices, A ¼
C0ð %D;SþÞ: Given AAA; we introduce an energy on H1ðD;R2Þ as follows
EAðuÞ ¼ 1
2
Z
D
ðAðzÞruðzÞÞ 
 ruðzÞ dx dy; ð1:8Þ
where z ¼ ðx; yÞ: We deﬁne a seminorm on H1=2ðS1;R2Þ by setting, for any
gAH1=2ðS1;R2Þ;
/gS2A ¼ InffEAðuÞ; uAH1g ðD;R2Þg; ð1:9Þ
here, H1g ¼ fuAH1; tr u ¼ gg: It is easy to see that this seminorm is equivalent to
(1.2). Moreover, the inﬁmum in (1.9) is attained precisely by the map u ¼
ugAH1ðD;R2Þ satisfying tr u ¼ g and
divðAruÞ ¼ 0: ð1:10Þ
Let mA be the inﬁmum corresponding to the choice / 
S ¼ / 
SA in (1.6). The
following two basic examples, that will be detailed in Section 2, illustrate how
sensitive is (P) to small perturbations:
Example 2. Let AðzÞ  Id (so that EA is the usual Dirichlet integral). Then mId ¼ p:
Furthermore, mId is attained precisely by the maps
gðzÞ ¼ gy;aðzÞ ¼ eiy z  a
1 %az; ð1:11Þ
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where aAD and yAR: These maps are the restrictions to S1 of the Moebius
transforms vy;aðzÞ ¼ eiy za1 %az of D into itself. The Gagliardo seminorm (1.2) coincides
with / 
SId up to a constant factor, so that the above maps minimize at the same
time (1.2) under the constraint deg g ¼ 1:
Example 3. Let aAC0ð½0; 1Þ be such that aX1; að1Þ ¼ 1; ac1; and let AðzÞ ¼
aðjzjÞId; thus
EAðuÞ ¼ 1
2
Z
D
aðjzjÞjruj2 dx dy:
Then mA ¼ p and mA is not attained. Note that, although jjA  IdjjLN could be
arbitrarily small, mA is never attained; compare this conclusion to that in Example 2.
The next example suggests that, in the general case, det A plays an important role.
Example 4. Let A be a constant matrix, A ¼ RT DR; where D ¼ l 0
0 m
 
for some
l; m40 and RASOð2Þ: Set w ¼ D1=2R: Let E be the ellipse E ¼ flx2 þ my2o1g and
denote by C a conformal representation of E into D; recall that C extends to a CN
orientation-preserving diffeomorphism from %E into %D (see, e.g., [26]). Set F ¼ FA ¼
ðC3wÞ : %D- %D and j ¼ FjS1 : S1-S1: Then mA ¼ p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detA
p
and all the minimal maps
are given by
g ¼ gy;a3j: ð1:12Þ
The previous example extends to the case of variable matrices of constant
determinant:
Example 5. Let AAA be such that det AðzÞ  const in %D: Let C ¼ CA be the
canonical A-conformal homeomorphism of %D onto itself; this C belongs to
W 1;pðD;R2Þ for some p42 (see Lemma 2.5 below for details). Set c ¼ CjS1 : S1-S1:
Then mA ¼ p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det A
p
and all the minimal maps are given by
g ¼ gy;a3c: ð1:13Þ
In view of Example 4, we set, for AAA;
MA :¼ p Min
zAS1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det AðzÞ
p
: ð1:14Þ
The main result of the paper is the following
Theorem 1. Let AAA and let MA be defined as in (1.14). Then
(i) mApMA;
(ii) If mAoMA; then mA is attained. Moreover, in this case each minimizing sequence
is compact.
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Thus, we see that MA deﬁnes a threshold. When mAoMA; the inﬁmum is attained
in (1.6) and the minimizing sequences are compact in H1=2; by Theorem 1. However,
if mA ¼ MA; it is easy to construct noncompact minimizing sequences (see the proof
of (i) in Theorem 1). On the other hand, in this case mA may or may not be attained
(cf. Examples 1 and 2).
The more delicate part of the theorem is conclusion (ii). The ﬁrst result of the type
‘‘strict inequality implies minimum attained’’ was established for the Yamabe
problem by Aubin in [4]. Such results subsequently proved to be extremely useful in
minimization problems with possible lack of compactness of minimizing sequences;
see, e.g., [10,13,14,19] and the more recent papers [15,16,21].
About noncompact minimizing sequences we have the following
Theorem 2. Let ðgnÞ be a noncompact minimizing sequence in (1.6) and let un be the
corresponding minimal extensions to D (in the sense of (1.9)). Then, up to subsequences,
we have
(i) there is some aAS1 such that
AðzÞrunðzÞ 
 runðzÞ dxdy, 2MAda in ðC0ð %DÞÞ: ð1:15Þ
Moreover, MA ¼ p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det AðaÞp :
(ii) The graphs Ggn ’s of the gn’s have the property that
Ggn,Ga þ da  ½S1
in the sense of currents; here, aAS1 is a constant (see Proposition 3:1 for
explanations).
(iii) For each n; there exists anAD such that unðanÞ ¼ 0: Moreover, an-a: If, in
addition, AAC1; then an is unique for large n:
(iv) Let a be as in (i). Write, as in Example 4; AðaÞ ¼ RT DR and let F ¼ FAðaÞ: Then
there is some yAR such that unBvy;FðanÞ3F; in the sense that
vn  un3ðvy;FðanÞ3FÞ1-Id strongly in H1ðD;R2Þ ð1:16Þ
and
run rðvy;FðanÞ3FÞ-0 in L2ðDÞ: ð1:17Þ
In particular, if jn ¼ ðvy;FðanÞ3FÞ1jS1 ; then gn3jn-Id in H1=2ðS1; S1Þ:
According to Theorem 2 above, noncompactness for a minimizing sequence ðgnÞ
always corresponds to concentration of energy of the minimal extensions near a
point aAS1: Intuitively, this energy may be thought of as carried by the zeros of the
minimal extensions (see Remark 7 for a precise statement in this sense). Thus, energy
is carried by vortices as in Ginzburg–Landau theories. This concentration is always
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characterized by ‘‘bubbling-off’’ of circles, to be interpreted either as convergence of
suitably rescaled subsequence to an entire solution or by creation of a ‘‘vertical part’’
in the sense of currents.
So far we were not able to characterize the elements of A for which mA
is attained. The best we can obtain is a generic result. In order to state it,
let us deﬁne
A0 :¼ fAAA such that mA is attainedg; A00 :¼ fAAA such that mAoMAg:
Theorem 3. Let A;A0 and A00 be defined as above. Then
(i) A00D!A0D!A;
(ii) if mA ¼ MA; then there is a sequence ðAnÞ such that jjAn  AjjLN-0 and, for each
n; mAn is not attained;
(iii) IntA0 ¼A00;
(iv) A00 ¼A:
Thus we see that mA is attained at least on an open and dense set of matrices. On
the other hand, if mA is not achieved, we can always perform an arbitrarily small
perturbation of A in order to attain the inﬁmum. Note also that (ii) extends the
contrast between Examples 2 and 3. From the previous theorems we conclude easily
the following characterization of matrices for which mA is achieved in a full
neighborhood of A in A:
Corollary 1. Given A˜AA; the following are equivalent:
(i) There exists d ¼ dðA˜Þ40 such that mA is attained for each AAA such that jjA 
A˜jjLNod;
(ii) EA˜ðuÞoMA˜ for some uAH1 such that tr uAH1=2ðS1; S1Þ and deg tr u ¼ 1:
Remark 1. The regularity assumption AAC 0 can be considerably weakened.
The conclusions of Theorem 1 remain the same if we assume, e.g., A continuous
only at each point of S1: There is also a variant of Theorem 2 in this more
general case. We will discuss variants of Theorems 1–3 during the proofs.
Theorems 1 and 2 can be presumably adapted to the case where we completely
remove any continuity assumption on A: It would be interesting to understand
which is the analogue of MA and how noncompact minimizing sequences
behave when we only assume A uniformly elliptic. (As it will be transparent
from the proofs, our blow-up analysis relies heavily on the continuity of A at the
points of S1:)
On the other hand, one could replace D by a multiconnected domain U and
consider maps with prescribed degrees on each component of @U (as in [5]). It is not
clear how to adapt our analysis to this setting.
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The remainder of the paper is organized as follows: in Section 2 we detail
Examples 2–5 and present some preliminary results. In Section 3, we prove
Theorem 1 and we perform the blow-up analysis necessary for proving Theorem 2.
In Section 4 perturbation arguments yield Theorem 3 and, as a consequence,
Corollary 1.
2. Examples and preliminary results
In this section, we discuss Examples 2–5 presented in the Introduction and prepare
the proofs of the main results.
We start with some straightforward computations, whose proofs are left to the
reader:
Lemma 2.1. Let vy;aðzÞ ¼ eiy za1 %az; yAR; aAD; be a Moebius transform. Then
(i) EIdðvy;aÞ ¼ p for any aAD and for any yAR;
(ii) let yAR; ðanÞCD be such that an-aAS1; and set un ¼ vy;an : Then
jrunj2 dx dy,2pda in ðC0ð %DÞÞ;
(iii) for any compact set KCD; there exists C ¼ CðKÞ40 such that
jjrvy;ajjLNðKÞpCðKÞ uniformly on aAD and yAR:
We next recall the following
Lemma 2.2 (Brezis [12]). Let gAH1=2ðS1; S1Þ and let uAH1g ðD;R2Þ: Then
deg g ¼ 1
p
Z
D
ux4uy dx dy: ð2:1Þ
If, in addition, uAH1ðD; S1Þ; then deg g ¼ 0:
Lemma 2.3 (Brezis and Nirenberg [18]). Let gAH1=2ðS1; S1Þ and let u be its harmonic
extension. Then juðzÞj-1 uniformly as jzj-1:
In the proof of Theorem 2 we will need a more general form of Lemma 2.3; see
Lemma 2.6 below.
Lemma 2.4 (Burckel [20]). Let f be a nonconstant holomorphic map in D: If
j f ðzÞj-1 uniformly as jzj-1; then f is a Blaschke product, i.e., there exist
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y0AR; n40 and a1;y; anAD such that
f ðzÞ ¼ eiy0
Yn
j¼1
z  aj
1 ajz: ð2:2Þ
We next discuss the examples presented in the introduction. We will repeatedly use
the following fact:
jruj2 ¼ ðu1x  u2yÞ2 þ ðu1y þ u2xÞ2 þ 2ux4uyX2ux4uy: ð2:3Þ
Let, as in Example 2, AðzÞ  Id: Integrating (2.3), using Lemma 2.2 and the degree
constraint on tr u; we ﬁnd mIdXp: Moreover, EIdðuÞ ¼ p is equivalent to
u1x ¼ u2y and u1y ¼ u2x in L2ðDÞ; ð2:4Þ
by Weyl’s lemma, this is equivalent to u being holomorphic. On the other hand,
it follows from Lemma 2.1 that the restrictions to S1 of the Moebius transforms
are minimizers. We claim that these are the only minimizers. Indeed if g is
a minimizer and u is its harmonic extension, then u is holomorphic, as we
have already noted. Moreover, by Lemmas 2.3 and 2.4, we ﬁnd that u is a
Blaschke product and thus holomorphic in a neighborhood of D: By Rouche´’s
theorem, u has a single simple zero (since deg g ¼ 1Þ and thus it has to be a Moebius
transform.
Remark 2. The above argument can be easily extended to the case of minimization
under the constraint deg g ¼ n40: In this case, the minimizers are precisely Blaschke
products of n Moebius transforms. A similar formula holds if no0; in this case, we
have to consider anti-holomorphic maps. Note also that the above proof yields
Min
1
2
Z
O
jruj2; juj ¼ 1 a:e: on @O; degðu; @OÞ ¼ 1
 
¼ p; ð2:5Þ
for each smooth bounded simply connected domain OCR2: In this case, the minimal
maps are precisely the conformal representations of O into D:
As for Example 3, note that mAXp; since aX1: If EAðuÞ ¼ p; then, by Example 2,
EIdðuÞ ¼ p; and thus u is a Moebius transform. On the other hand, clearly EAðuÞ4p
for each Moebius transform, by our choice of A: Thus, we never have EAðuÞ ¼ p:
Finally, with un as in Lemma 2.1(ii), we have EAðunÞ-p: Consequently, mA ¼ p and
mA is not attained.
We next turn to Example 4. If vAH1ðEÞ; thenZ
E
jrvj2 ¼
Z
D
jrðv3C1Þj2; ð2:6Þ
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since C1 is conformal. On the other hand, note that
Z
D
ðAruÞ 
 ru ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det A
p Z
E
jrðu3w1j2; ð2:7Þ
this follows by taking the form of w into account. Thus
Z
D
ðAruÞ 
 ru ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det A
p Z
D
jrðu3F1Þj2: ð2:8Þ
Note also that F is an orientation preserving diffeomorphism of %D into itself. By
combining this property with (2.8), we ﬁnd that u minimizes EA if and only if u3F1
minimizes EId: By Example 2 and (2.8), we ﬁnd that mA ¼ p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det A
p
and that all the
minimizers u of EA are of the form u ¼ vy;a3F:
In order to discuss Example 5, we need the following additional result
Lemma 2.5 (Alfhors and Bers [1]). Let AAA be such that det AðzÞ ¼ const in %D:
Then there exists a unique homeomorphism C of D onto itself, which extends to an
homeomorphism of %D onto itself, such that Cð0Þ ¼ 0; Cð1Þ ¼ 1 and with the following
properties:
(1) if F ¼ C or F ¼ C1; then FAW 1;pðD;R2Þ for some p42: Moreover, JF ¼
det JacF40 a.e. and, for any measurable function f :D-Rþ; we have
R
D
f ¼R
D
f 3FJF;
(2) if vAH1ðD;R2Þ-LNðD;R2Þ; then u ¼ v3FAH1ðD;R2Þ-LNðD;R2Þ and the
usual chain rule for the derivatives holds;
(3) if, in addition, tr vAH1=2ðS1; S1Þ; then tr uAH1=2ðS1; S1Þ and deg tr u ¼ deg tr v;
(4) with u and v as in ð2Þ; we haveZ
D
ðAruÞ 
 ru ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det A
p Z
D
jrvj2:
Proof. Replacing A by A˜ ¼ ðdet AÞ1A if necessary, we may assume det A  1: If
A ¼ ðAijÞ; we set
mðzÞ ¼ A22ðzÞ  A11ðzÞ  2iA12ðzÞ
A22ðzÞ þ A11ðzÞ þ 2
for any zA %D and we extend m to the whole plane by setting mðzÞ ¼ mð1=%zÞz2=%z2 for
jzj41: Then mALNðR2;R2Þ: If C is the canonical solution of the Beltrami equation
C%zðzÞ ¼ mðzÞCzðzÞ in R2; then C is a homeomorphism of D into itself. By [1], C has
properties (1) and (2). Property (4) follows easily from (1), (2) and the fact that C
satisﬁes a.e. the Beltrami equation.
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The second property in (3) follows from the degree formula (2.1) in Lemma 2.2
and the chain rule, with the help of a change of variable under the integral sign.
Therefore, it sufﬁces to establish the ﬁrst property in (3). Let
vAH1ðD;R2Þ-LNðD;R2Þ be such that tr vAH1=2ðS1; S1Þ: We claim that there
exists ðvnÞCCNð %D;R2Þ such that vn-v in H1; ðvnÞ is bounded in LN and
ðtr vnÞCCNðS1; S1Þ: Indeed, let g ¼ tr v and let ðgnÞCCNðS1; S1Þ be such that
gn-g in H
1=2: Let v1; v1n be the harmonic extensions of g; gn; respectively. Thus, we
have ðv1nÞCCNð %D;R2Þ and v1n-v1 in H1: On the other hand, since v2 ¼ v 
v1AH10 ðD;R2Þ-LNðD;R2Þ; there exists a sequence ðv2nÞCCN0 ðD;R2Þ such that
v2n-v
2 in H1 and jjv2njjNpjjv2jjN for each n: The above claim holds with vn ¼
v1n þ v2n: Thus, by (1) and (2), we easily obtain un ¼ vn3C-u in H1 (using dominated
convergence for functions, the chain rule and change of variables for the derivatives).
Hence, tr unAH1=2ðS1; S1Þ for each n and the conclusion follows from the continuity
of the trace operator. &
As for Example 5, note that if gAH1=2ðS1; S1Þ and u is the minimal extension in
(1.9), then uAH1-LN (see Proposition 2.1 below). Thus, by claims (1)–(3) in
Lemma 2.5, v ¼ u3C1 belongs to H1-LN; and in addition tr vAH1=2ðS1; S1Þ and
deg tr v ¼ 1: By property (4) in Lemma 2.5 and Example 2, we immediately obtain
mAXp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det A
p
: Moreover, equality holds if u ¼ vy;a3C; i.e., if g is given by (1.13).
Thus, mA ¼ p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det A
p
: On the other hand, let gAH1=2ðS1; S1Þ be a minimizer of (1.6)
and let uAH1-LN the corresponding minimal extension in (1.9). Arguing as above,
we see that v ¼ u3C1AH1-LN satisﬁes tr vAH1=2ðS1; S1Þ; deg tr v ¼ 1 andR
D
jrvj2 ¼ p: By Example 2, we infer v ¼ vy;a for some yAR and some aAD:
Property (1.13) follows by taking traces in the equality u ¼ vy;a3C:
We next discuss some properties of the unique ug that achieves the minimum in
(1.9), i.e., of the unique weak solution of
divðAðzÞruÞ ¼ 0 in D;
u ¼ g on S1:

ð2:9Þ
Clearly, we have
C1jgj1=2pjjrugjjL2pCjgj1=2; ð2:10Þ
for some C ¼ Cðl;LÞ depending only on A:
We ﬁrst collect some standard regularity and compactness properties of solutions
of (2.9):
Proposition 2.1. Let g; A and u as in ð2:9Þ: Then:
(1) if gAH1=2ðS1; S1Þ; then uAC0ðD;R2Þ and jujp1 in D;
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(2) let ðgnÞ be bounded in H1=2ðS1; S1Þ: Let ðAnÞCA be a sequence of matrices with
uniform ellipticity constants l; L and let ðunÞ be the corresponding sequence of
solutions of (2.9). Then ðunÞ is compact in C0locðD;R2Þ;
(3) if, in addition, ðAnÞ is compact in C0locðD;SþÞ; then ðunÞ is compact in H1locðD;R2Þ;
(4) if ðAnÞ is also bounded in C1locðD;SþÞ; then ðunÞ is compact in C1locðD;R2Þ:
Proof. The continuity of u in D follows from the celebrated De Giorgi–Nash–Moser
theorem. The estimate jujp1 in D is well known; it can be obtained from the
continuity of u and the maximum principle applied to the scalar functions w ¼
u1 cos yþ u2 sin y; yAR:
Let now ðgnÞ and ðAnÞ be as in (2). Since ðgnÞ is bounded in H1=2ðS1; S1Þ and
ðAnÞCA is a sequence of matrices with uniform ellipticity constants l;L; we ﬁnd
that ðrunÞ is bounded in L2: By (1), we next obtain that ðunÞ is bounded in H1: It
then follows from the De Giorgi–Nash–Moser theorem that ðunÞ is bounded in
C
0;a
locðDÞ for some aAð0; 1Þ independent of n; indeed the exponent a in the De Giorgi–
Nash–Moser theorem depends only on l; L; while the C0;a bound depends only on
jjunjjH1 : The conclusion of (2) is a straightforward consequence of the compact
embedding C0;aloc+C
0
loc:
Let now ðAnÞ be as in (3). Passing to a subsequence if necessary, we may assume
An-A in C
0
locðDÞ; un,u in H1 and un-u in L2; for some A and u: Clearly, u
satisﬁes divðAruÞ ¼ 0: Note that, in H1; we have the equality
divðArðun  uÞÞ ¼ divððA  AnÞrunÞ  div fn; ð2:11Þ
here, fn-0 in L
2
loc; since An-A in C
0
loc: If we multiply (2.11) by z
2ðun  uÞ; with
zACN0 ðD;RÞ; we ﬁnd thatZ
z2ðArðun  uÞÞ 
 rðun  uÞpjj fnjjL2ðsupp zÞjjrðz2ðun  uÞÞjjL2
þ jjAjjLN jjrz2jjLN jjrðun  uÞjjL2 jjun  ujjL2 :
Since un-u in L
2
loc; we ﬁnd that
R
z2jrðun  uÞj2-0: The testing function z being
arbitrary, this implies that un-u in H
1
loc:
To prove the last claim we observe that, from the standard L2-regularity theory for
(2.9), it follows that ðrunÞ is bounded in H1loc; since ðAnÞ is bounded in C1loc: Set
wn ¼ @xu1n: Then wn solves an equation of the form divðAðzÞrwnÞ ¼ div Fn with
Fn ¼ @xAijðzÞru1n: By the Sobolev embedding and the assumption on ðAnÞ; ðFnÞ is
bounded in L
p
loc for each p42: By Theorem 2 in [25] we infer that ðwnÞ is bounded in
W
1;q
loc for some q42: (The same holds for the full gradientrun:) Thus ðunÞ is bounded
in W
2;q
loc : The conclusion follows from the fact that, in 2D; W
2;q
loc is compactly
embedded into C1loc: &
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We will need the following generalization of Lemma 2.3.
Lemma 2.6. Let AAA; gAH1=2ðS1; S1Þ and let u be the minimal extension of g in
(1.9). Then juðzÞj-1 uniformly as jzj-1:
Proof. We argue by contradiction. Assume there is a sequence ðanÞCD such that
janj-1 and juðanÞjp1 e for some e40: Let Fn ¼ ðv0;anÞ1 ¼ v0;an (where v0;an is a
Moebius transform as in Example 2) and set wn ¼ u3Fn: Since Fn is conformal, we have
jjrwnjjL2 ¼ jjrujjL2 : ð2:12Þ
Note also that jwnjp1; so that ðwnÞ is bounded in H1: Assume that, up to a
subsequence, wn,w in H
1:
We claim that
jjrwnjjL2ðKÞ !
n
0 8K compact in D: ð2:13Þ
Indeed, we have
jjrwnjjL2ðKÞ ¼ jjrujjL2ðFnðKÞÞ-0;
since it is easy to see that
jFnðzÞjX1 2ð1 janjÞ
1maxz0AK jz0j 8zAK
and thus jFnðKÞj-0:
Using (2.13), we ﬁnd that w must be a constant. Since jtr wnj ¼ 1 a.e. on S1; we
ﬁnd that w  bAS1: Finally, we claim that ðwnÞ is compact in C0locðDÞ: Once this
claim is proved, it implies that wn-b uniformly on compact sets. However, note
that, by construction, jwnð0Þjp1 e for all n; whence jbjp1 e; a contradiction.
As for the proof of the claim, it relies on a straightforward computation that we
make explicit below and will be repeatedly used in the sequel. Let B :O-Sþ be
locally bounded, where O is some open set in R2; and let C : U-O be a C1-
diffeomorphism. If uAH1locðOÞ is a weak solution of divðBruÞ ¼ 0 in O; then
u3CAH1locðUÞ is a weak solution of divðCrðu3CÞÞ ¼ 0 in U ; where
CðzÞ ¼ jJCðzÞjðJacCðzÞÞ1BðCðzÞÞððJacCðzÞÞ1ÞT : ð2:14Þ
Lemma 2.7. Assume that C is a conformal representation. Then CðzÞ and BðCðzÞÞ
have the same ellipticity bounds. In particular, C and B have the same ellipticity
bounds.
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Returning to the proof of the claim, note that, by Lemma 2.7, the wn’s satisfy
divðAnðzÞrwnÞ ¼ 0 in H1; where the matrices An have ellipticity constants
independent of n: The claim follows from Proposition 2.1(2).
Proof of Lemma 2.7. For xAR2; let Z ¼ ððJacCðzÞÞ1ÞTx: Clearly, we have jjxjj2 ¼
jJCðzÞj jjZjj2; since C is conformal. Thus
ðCðzÞxÞ 
 x
jjxjj2 ¼
ðBðCðzÞÞZÞ 
 Z
jjZjj2 ð2:15Þ
and the conclusion follows. &
Remark 3. We never used the continuity of A; so that the same conclusion holds
for AALN:
As a consequence of the previous lemma we have the following
Proposition 2.2. Assume AAA; gAH1=2ðS1; S1Þ and let u be the minimal extension of
g in (1.9). If deg ga0 then there is some aAD such that uðaÞ ¼ 0:
Proof. We argue by contradiction. Since uAC0ðDÞ; it follows from Lemma 2.6 that,
if uðzÞa0 in D; then epjuðzÞjp1 for any zAD and for some e40:
Set vðzÞ ¼ uðzÞ=juðzÞj; zAD: Clearly, vAH1ðD; S1Þ and tr v ¼ g: By Lemma 2.2,
this implies that deg g ¼ 0: Contradiction. &
We end this section with an elementary characterization of compact minimizing
sequences for the problem (P):
Lemma 2.8. Let ðgnÞCH1=2ðS1; S1Þ be a minimizing sequence for (P) and let
ðunÞCH1ðD;R2Þ be the corresponding minimal extensions in (1.9). Assume that
un,u in H
1ðD;R2Þ and let g ¼ tr u (thus jgj ¼ 1 a.e.). The following are equivalent:
(1) un-u in H
1ðD;R2Þ;
(2) deg g ¼ 1;
(3) EAðunÞ-EAðuÞ:
Proof. ð1Þ ) ð2Þ: Clearly, gn-g in H1=2: Therefore, deg gn-deg g; by continuity of
the topological degree under H1=2 convergence.
ð2Þ ) ð3Þ: By a standard semicontinuity argument, if deg g ¼ 1; then g is a
minimizer for (P), and we then have gn-g strongly in H
1=2: (3) is then a consequence
of the fact that ðgnÞ is a minimizing sequence.
ð3Þ ) ð1Þ: Since jjujjA :¼ jjujj2 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EAðuÞ
p
is a norm on H1 which is equivalent to
the usual one, (3) and the weak H1 convergence of ðunÞ to u imply (1). &
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3. Proof of the main results
Proof of Theorem 1(i). We rely on Lemma 2.1 and Example 4. Let aAS1 be such that
det AðaÞpdet AðzÞ 8zAS1: ð3:1Þ
With A0 ¼ AðaÞ; we have MA ¼ MA0 : Let F be the map (corresponding to A0)
deﬁned as in Example 4. Pick a sequence ðanÞCD such that an-a; and set un ¼
v0;FðanÞ3F: Taking Example 4 into account, a direct computation yields
EAðunÞ ¼ 1
2
Z
D
ððAðzÞ  A0ÞrunÞ 
 run þ EA0ðunÞ
p 1
2
Z
D
jjAðzÞ  A0jj2jrunj2 dx dy þ MA0
¼ 1
2
Z
D
jjAðzÞ  Aða0Þjj2jrunj2 dx dy þ MA: ð3:2Þ
Thus
mAp lim
n-N
EAðunÞpMA; ð3:3Þ
by Lemma 2.1(ii). &
Remark 4. It is clear from the above proof that Theorem 1(i) holds under the weaker
assumption
lim
z-z0
jjAðzÞ  Aðz0Þjj2 ¼ 0 8z0AS1: ð3:4Þ
Proof of Theorem 1(ii). The main ingredient is
Lemma 3.1. Let un; uAH1ðD;R2Þ be such that:
(i) un,u in H
1;
(ii) with gn ¼ tr un; g ¼ tr u; we have jgnj ¼ 1 a.e. (and thus jgj ¼ 1 a.e.), deg gn 
k; deg g ¼ l:
Then
lim
n-N
EAðunÞXEAðuÞ þ MAjk  lj: ð3:5Þ
This is a generalization of Lemma 1 in [5] (there, AðzÞ  Id). Theorem 1(ii) follows
by combining Lemmas 2.8 and 3.1. Indeed, if ðgnÞ is a minimizing sequence, ðunÞ is
the sequence of corresponding minimal extensions in the sense of (1.9), and gn,g in
H1=2; then the inequality mAoMA combined with Lemma 3.1 imply that deg g ¼ 1:
Thus, mA is attained, by Lemma 2.8. &
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Proof of Lemma 3.1. In view of the desired conclusion, we may assume A smooth;
the general case will follow by uniform approximation of A with smooth matrices.
We ﬁrst note that vn ¼ un  u,0 in H1; and thus
EAðunÞ ¼ EAðuÞ þ EAðvnÞ þ
Z
D
ðAðzÞruÞ 
 rvn ¼ EAðuÞ þ EAðvnÞ þ oð1Þ ð3:6Þ
and thus it sufﬁces to prove that
lim
n-N
EAðvnÞXMAjk  lj: ð3:7Þ
Set dðzÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdet AðzÞp : It is easy to see that the following pointwise inequality holds:
ðAðzÞxÞ 
 xþ ðAðzÞZÞ 
 ZX2dðzÞjx4Zj 8zA %D 8x; ZAR2: ð3:8Þ
In particular, we have
ðAðzÞrvnÞ 
 rvnX2dðzÞ @vn
@x
4@vn
@y

: ð3:9Þ
Let cACNð %D; ½0; 1Þ to be speciﬁed later. Multiplying (3.9) by c and integrating, we
ﬁnd that
lim
n-N
EAðvnÞX lim
n-N
Z
D
cðzÞdðzÞ@vn
@x
4@vn
@y

: ð3:10Þ
Let vAH1ðD;R2Þ: Using the identity
2vx4vy ¼ @xðv4vyÞ þ @yðvx4vÞ; ð3:11Þ
we ﬁnd Z
D
cðzÞdðzÞvx4vy ¼ 1
2
Z
S1
cðsÞdðsÞv4vr  1
2
Z
D
@xðcðzÞdðzÞÞv4vy
þ 1
2
Z
D
@yðcðzÞdðzÞÞv4vx: ð3:12Þ
The above equality is clear when v is smooth; it actually holds for vAH1; as it is
easily seen by approximation. In general, the integral on S1 has to be interpreted in
the sense of H1=2  H1=2 duality; this is explained in the following
Remark 5. If g; hAH1=2ðS1;R2Þ; the quantity R
S1
g4ht is meaningful. It can be
computed as follows: take ðgnÞ; ðhnÞCCNðS1;R2Þ be such that gn-g; hn-h in H1=2:
Then the sequence ðR
S1
gn4ðhnÞtÞÞ has a limit (independent of ðgnÞ; ðhnÞ); this limit is
denoted
R
S1
g4ht: We mention, for further use, that, if gn,g and hn-h in H1=2
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(or gn-g and hn,h in H
1=2), then
Z
S1
gn4ðhnÞt-
Z
S1
g4ht: ð3:13Þ
We use (3.12) with v ¼ vn: Since vn,0 in H1 we ﬁnd, with the help of (3.10), that
lim
n-N
EAðvnÞX lim
n-N
1
2
Z
S1
cðsÞdðsÞðgn  gÞ4ðgn  gÞt

: ð3:14Þ
We now choose c as follows: let c0 : S
1-½0; 1 be deﬁned by
c0ðzÞ ¼
MA
pdðzÞ 8zAS
1:
We pick any smooth extension c of c0 such that 0pcp1: For this c; (3.14) yields
lim
n-N
EAðvnÞXMA
2p
lim
n-N
Z
S1
ðgn  gÞ4ðgn  gÞt

: ð3:15Þ
Since gn,g in H
1=2; we ﬁnd from (3.15) and (3.13) that
lim
n-N
EAðvnÞXMA
2p
lim
n-N
Z
S1
ðgn4ðgnÞt  g4gtÞ

: ð3:16Þ
Combining (3.16) with the degree formula (1.4) yields (3.7). The proof of Lemma 3.1
is complete. &
Remark 6. With more work, one could weaken further the assumption that A is
continuous to (3.4).
The main ingredient in the proof of Theorem 2 is the following
Lemma 3.2. Let gn; gAH1=2ðS1; S1Þ be such that gn,g in H1=2: Then, up to
subsequences, there are an integer mX0; points a1;y; amAS1 and nonzero integers
d1;y; dm such that
Z
S1
zðgn4ðgnÞt  g4gtÞ!
n
2p
Xm
j¼1
djzðajÞ 8zAC1ðS1;RÞ: ð3:17Þ
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If, in addition, deg gn  k and deg g ¼ l; then
Xm
j¼1
dj ¼ k  l: ð3:18Þ
Proof. Clearly, (3.18) follows from (3.17) applied to z  1 and the degree formula
(1.4). As we will see below, it sufﬁces to establish (3.17) when zAC10ðI ;RÞ; where I is
an open arc in S1: The case of a general z will be obtained via a partition of unity. In
the following, we always identify (with a slight abuse of notation) an arc I with an
open interval in R (using, e.g., the stereographic projection).
Recall that the maps in H1=2ðI ; S1Þ have a lifting in H1=2 þ W 1;1 (see [8]). More
speciﬁcally, if hAH1=2ðI ; S1Þ; there are functions jAH1=2ðI ;RÞ; cAW 1;1ðI ;RÞ such
that h ¼ eiðjþcÞ and
jjj1=2pCjhj1=2; ð3:19Þ
jcjW 1;1pCjhj21=2: ð3:20Þ
In addition, if hn-h in H
1=2; we may write hn ¼ eiðjnþcnÞ; with
jn-j in H
1=2 and cn-c in W
1;1: ð3:21Þ
We claim that, if g ¼ eiðjþcÞ; with j;c as above, thenZ
I
zg4gt ¼
Z
I
zðjt þ ctÞ: ð3:22Þ
Formula (3.22) is clear when g is smooth. In general, it follows by approximation,
using density of CNð %I; S1Þ into H1=2ðI ; S1Þ and (3.21).
Write now gn ¼ eiðjnþcnÞ: ThenZ
I
zðgn4ðgnÞt  g4gtÞ ¼
Z
I
zððjn  jÞt þ ðcn  cÞtÞ:
Using (3.19) and (3.20), we see that ðjnÞ is bounded in H1=2 and ðcnÞ is bounded in
W 1;1 (after possibly subtracting suitable multiples of 2p). Let *jAH1=2; *cABV be
such that, up to a subsequence, jn, *j in H
1=2 and a.e. and cn,
 *c in BV and a.e.
Since, up to a further subsequence, we may assume gn-g a.e., we ﬁnd that g ¼
g ¼ eiðjþcÞ ¼ eið *jþ *cÞ; that is ð *j jÞ þ ð *c cÞAðH1=2 þ BVÞðI ; 2pZÞ:
Claim. If f þ gAðH1=2 þ BVÞðI ; 2pZÞ; then
ð f þ gÞt ¼ 2p
X
mjdbj ; ð3:23Þ
for finitely many bjAI and mjAZ:
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Assuming the claim proved for a moment, we ﬁnd thatZ
I
zðgn4ðgnÞt  g4gtÞ ¼
Z
I
zððjn  jÞt þ ðcn  cÞtÞ
!n
Z
I
zðð *j jÞt þ ð *c cÞtÞ ¼ 2p
X
finite
mjzðbjÞ: ð3:24Þ
As already mentioned, (3.17) follows from (3.24) using a partition of unity on S1:
Indeed, consider a covering of S1 with two open arcs, I1 and I2: Since, for each arc,
there are ﬁnitely many corresponding points fa1j g and fa2kg; we may consider a
partition of unity 1 ¼ j1 þ j2 such that j1ða1j Þ ¼ 1; 8j and j2ða2kÞ ¼ 1; if a2kefa1j g:
Then, for each zACNðS1;RÞ; we have, with obvious notations,Z
S1
zðgn4ðgnÞt  g4gtÞ!
n
2p
X
j
d1j zða1j Þ þ 2p
X
k;a2
k
efa1
j
g
d2kzða2kÞ 8zAC1ðS1;RÞ:
Proof of the Claim. We set F ¼ eif ; so that F ¼ eig: Since eigABV ; we may take F
to be the canonical representative of eig: Thus F has one-side limits at each point of I :
These limits have to coincide. Indeed, we have
Z 0
e
Z e
0
dx dy
ðx  yÞ2 ¼ þN 8e40: ð3:25Þ
If, for some x0AI ; we had Fðx0  0ÞaFðx0 þ 0Þ; then (3.25) and formula (1.2) for
the Gagliardo seminorm would imply FeH1=2: This is absurd, since F ¼ eifAH1=2:
In conclusion, F is continuous. We are next going to differentiate the equality
F ¼ eif ¼ eig: Arguing as in the proof of (3.22) we have
F4Ft ¼ ft: ð3:26Þ
On the other hand, if fcjg is the (at most countable) set of discontinuities of g; we have
gt ¼ ðgtÞd þ
X
j
ajdcj ;
where ajAR; aj ¼ gðcj þ 0Þ  gðcj  0Þ; cjAI ; and ðgtÞd stands for the diffuse part of
the derivative. Then, by Volpert’s chain rule (see [3] for a proof), we have
Ft ¼ ieigðgtÞd þ
X
j
ðFðcj þ 0Þ  Fðcj  0ÞÞdcj :
Since F is continuous, we ﬁnd that
Ft ¼ ieigðgtÞd ð3:27Þ
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and thus
ðgtÞd ¼ F4Ft ð3:28Þ
(see [17] for a justiﬁcation of (3.28) using (3.27)).
Thus, by (3.26) and (3.28), we ﬁnd that
ft þ ðgtÞd ¼ 0:
Therefore,
ft þ gt ¼
X
j
ðgðcj þ 0Þ  gðcj  0ÞÞdcj : ð3:29Þ
Since F ¼ eig is continuous, we must have aj ¼ gðcj þ 0Þ  gðcj  0ÞA2pZ: Using
the fact that
PjajjpjgjBV ; we ﬁnd that there are only ﬁnitely many points cj ’s such
that aja0: Setting bj ¼ cj and mj ¼ aj=2p; the claim is proved. &
In order to interpret lack of compactness of minimizing sequences in terms of
bubbling-off of circles, it is convenient to consider the graphs of the maps gn as one
dimensional currents in the product space S1  S1; as already pursued in [23], in the
spirit of the general theory of Cartesian currents developed in [22].
Given gACNðS1; S1Þ; the graph of g is a one-dimensional smooth submanifold
without boundary, GgCS1  S1: If t/cðtÞ ¼ eit is the standard parametrization of
S1; we consider on Gg the orientation induced by the parametrization
t/ðcðtÞ; gðcðtÞÞÞ: The graph current Gg associated to g is deﬁned by its action on
smooth 1-forms gAD1ðS1s  S1s0 Þ through the formula
/Gg; gS ¼
Z
Gg
g 8gAD1ðS1  S1Þ: ð3:30Þ
Clearly, by Stokes theorem we haveZ
Gg
db ¼
Z
@Gg
b ¼ 0 8bACNðS1  S1Þ; ð3:31Þ
since Gg has no boundary in S
1  S1:
Let o be the standard volume form on S1: Then every 1-form gAD1ðS1s  S1s0 Þ can
be uniquely and globally written as
gðs; s0Þ ¼ g1;0ðs; s0Þ þ g0;1ðs; s0Þ ¼ Fðs; s0ÞoðsÞ þ F 0ðs; s0Þo0ðs0Þ ð3:32Þ
for suitable smooth functions F ; F 0ACNðS1  S1Þ: Thus, we have the direct sum
decompositionD1ðS1s  S1s0 Þ ¼ D1;0ðS1s  S1s0 Þ"D0;1ðS1s  S1s0 Þ; with obvious meaning
of the summands.
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Using the above decomposition and denoting by t ¼ tðsÞ the unit tangent ﬁeld to
S1 oriented counterclockwise, we may rewrite (3.30) as
/Gg; gS ¼
Z
S1
Fðs; gðsÞÞ þ
Z
S1
F 0ðs; gðsÞÞgðsÞ4gtðsÞ: ð3:33Þ
Clearly, when g is smooth the right-hand side (r.h.s.) of (3.33) deﬁnes a current
GgAD1ðS1  S1Þ ¼ ðD1ðS1  S1ÞÞ:
Indeed, if gn-g in D
1ðS1  S1Þ; then the corresponding densities satisfy Fn-F and
Fn
0-F 0 in CNðS1  S1Þ: Thus, /Gg; gnS-/Gg; gS; by uniform convergence of the
integrands. Moreover, by construction, this current coincides with the integration
over the graph, i.e., with (3.30).
Since F ; F 0 are bounded smooth functions, for each gAH1=2ðS1; S1Þ we can take
(3.33) as the definition of the graph current associated to g: Indeed, the ﬁrst term in
the r.h.s. of (3.33) is an integral of a bounded measurable function. We will see that
the second one can be interpreted as an H1=2  H1=2 duality in the sense of Remark
5. To do this, we introduce the superposition operator F : H1=2-H1=2 deﬁned by
FðgÞðsÞ ¼ F 0ðs; gðsÞÞ: Since F 0 is globally Lipschitz in the second variable, uniformly
with respect to s; from (1.2) we infer that the operatorF is well deﬁned and bounded
on bounded sets. Indeed, one has the straightforward estimate
jjFðgÞjj1=2pjjF 0jjC1ð1þ jjgjj1=2Þ; ð3:34Þ
whence the H1=2 continuity in F 0 of F 0ðgÞ follows. On the other hand, continuity with
respect to gAH1=2ðS1; S1Þ is well known (see, e.g., [2]). Recall that
H1=2ðS1Þ-LNðS1Þ is an algebra, that is, and for any f1; f2AH1=2-LN we have
f1; f2AH1=2-LN with the norm bound j f1 f2j1=2pj f1j1=2jj f2jjLN þ jj f1jjLN j f2j1=2:
From this, it is clear that the product FðgÞg in (3.33) belongs to H1=2 and is
continuous w.r.t. F 0: By Remark 5, the second integral in the r.h.s. of (3.33) is well
deﬁned and continuous w.r.t. F0: Thus, (3.33) deﬁnes a current for any
gAH1=2ðS1; S1Þ:
By (3.33) and the continuity of F w.r.t. g; we also deduce that, if gn-g in
H1=2ðS1; S1Þ; then Ggn,Gg as currents. Combining this fact with (3.31) and density
of smooth maps in H1=2 we obtain, in addition, that
/@Gg; bS ¼ /Gg; dbS ¼ 0 8bACNðS1  S1Þ 8gAH1=2ðS1; S1Þ; ð3:35Þ
i.e., Gg has no boundary in the sense of currents.
The following result, which parallels Lemma 3.2, describes change of topological
degree in terms of currents.
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Proposition 3.1. Let gn; gAH1=2ðS1; S1Þ be such that gn,g in H1=2: Then, up to
subsequences, there are finitely many points a1;y; amAS1 and nonzero integers
d1;y; dm such that
Ggn,
n
Gg þ
Xm
j¼1
djdaj  ½S1 in D1ðS1  S1Þ: ð3:36Þ
If, in addition, deg gn  k and deg g ¼ l; then
Xm
j¼1
dj ¼ k  l: ð3:37Þ
Here,
/da  ½S1; gS ¼
Z
S1
F 0ða; s0Þ ds0 ¼
Z
fagS1
g;
in the last integral, S1 is oriented counterclockwise.
Proof of Proposition 3.1. Clearly, (3.37) follows from (3.36) applied to gðs; s0Þ ¼
o0ðs0Þ; formula (3.33) and the degree formula (1.4). To prove (3.36), we rely on
Lemma 3.2.
Let gAD1ðS1s  S1s0 Þ; gðs; s0Þ ¼ g1;0ðs; s0Þ þ g0;1ðs; s0Þ: We deﬁne a smooth function
%gACNðS1s Þ by setting
%gðsÞ  1
2p
/ds  ½S1; gS ¼ 1
2p
Z
fsgS1
s0
g ¼ 1
2p
Z
fsgS1
s0
g0;1 ¼
Z
S1
s0
F 0ðs; s0Þ ds0: ð3:38Þ
Recall that H1dRðS1Þ ¼ R and it is generated by the volume form o on S1: Using the
Hodge decomposition in S1s0 ; we have
g0;1ðs; s0Þ ¼ %gðsÞo0ðs0Þ þ ds0bðs; s0Þ ¼ ð%gðsÞ þ btðs0Þðs; s0ÞÞo0ðs0Þ
for some bACNðS1  S1Þ:
Since ds0b ¼ db dsb; by (3.35) we obtain
/Gg; gS ¼
Z
S1
½Fðs; gðsÞÞ  btðsÞðs; gðsÞÞ þ
Z
S1
%gðsÞgðsÞ4gtðsÞ: ð3:39Þ
Clearly, we may assume (up to subsequences) that gn-g a.e. in S
1: Given gAD1;
we have Fðs; s0Þ  btðsÞðs; s0ÞACNðS1  S1Þ and, by dominated convergence,Z
S1
½Fðs; gnðsÞÞ  btðsÞðs; gnðsÞÞ!n
Z
S1
½Fðs; gðsÞÞ  btðsÞðs; gðsÞÞ: ð3:40Þ
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We apply Lemma 3.2 with zðsÞ ¼ %gðsÞ: there are points a1;y; amAS1 and nonzero
integers d1;y; dm such thatZ
S1
%ggn4gnt!n
Z
S1
%gg4gt þ 2p
Xm
j¼1
dj %gðajÞ
¼
Z
S1
%gg4gt þ
Xm
j¼1
djdaj  ½S1; g
* +
: ð3:41Þ
Adding (3.40) and (3.41), by (3.39) we conclude
/Ggn ; gS!n /Gg; gSþ
Xm
j¼1
djdaj  ½S1; g
* +
and the proof is complete. &
Proof of Theorem 2(i), (ii). Since ðgnÞ is a minimizing sequence, we may assume that,
up to subsequences, the minimal extensions un satisfy mn ¼ AðzÞrunðzÞ 

runðzÞ dx dy, m in ðC0ð %DÞÞ for some nonnegative measure m such that mð %DÞ ¼
2mA: Moreover, by Theorem 1, mA ¼ MA; because ðgnÞ is noncompact. By Lemma
2.8, we may assume that un,u; gn,g and deg ga1: We apply Lemma 3.2 to gn
and g:
We claim that, for these gn and g; we haveZ
S1
zðgn4ðgnÞt  g4gtÞ!
n
2pzðaÞ 8zAC1ðS1;RÞ ð3:42Þ
for some aAS1:
Indeed, let FACNð %D; ½1; 1Þ: By (3.6), (3.16), Lemma 3.2 and the fact that mA ¼
MA; we have
MA ¼ lim
n-N
EAðunÞXEAðuÞ þ p
Xm
j¼1
djdðajÞFðajÞ

 ð3:43Þ
and
Xm
j¼1
dj ¼ 1 deg ga0:
Choosing F such that FðajÞ ¼ sgn dj; we ﬁnd that
p
Xm
j¼1
jdjjjdðajÞjpMA:
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Taking the deﬁnition of MA into account, we see that we must have m ¼ 1; d1 ¼71:
Going back to Eq. (3.43), this implies that u (and thus g) is a constant. Therefore,
d1 ¼ 1 and, with a ¼ a1; (3.42) holds. Moreover, we must have dðaÞ ¼ MA=p: Using
again (3.6) and (3.16), we have, by (3.42),
pdðaÞ ¼ MA ¼ lim
n-N
EAðunÞX lim
n-N
Z
D
ð1 FÞðArvnÞ 
 rvn þ pdðaÞ;
for each FACNð %D; ½0; 1Þ such that FðaÞ ¼ 1: Since u is constant, this implies that
1
2
ðArunÞ 
 run ¼ 12ðArvnÞ 
 rvn,

Cda;
the constant C has to be MA; by conservation of mass.
We next prove claim (ii). By Proposition 3.1, we know that (up to a further
subsequence)
/Ggn  Gg; gS!n
Xm
j¼1
djdaj  ½S1; g
* +
8gAD1ðS1  S1Þ: ð3:44Þ
Let gðs; s0Þ ¼ zðsÞoðs0Þ: Using (3.33), (3.38) and (3.42), we obtain
2pzðaÞ ¼ 2p
Xm
j¼1
djzðajÞ:
Arguing as in the proof of (i), the fact that the above equality holds for each z implies
that m ¼ 1; d1 ¼ 1 and a1 ¼ a: Property (ii) is then a consequence of (3.44). &
Proof of Theorem 2 (iii), (iv). By Proposition 2.2, there is some anAD such that
unðanÞ ¼ 0: Recall that un,u in H1; where u is a constant map of modulus 1. By
claim (3) in Proposition 2.1, this convergence is locally uniform in D; therefore
janj-1 as n-N: Thus, up to a further subsequence, we may also assume an-aN
for some aNAS1:
We are going to prove that aN ¼ a: This will be essentially a consequence of a
blow-up argument based on Lemma 3.4 below. As in Example 4, we consider the
map F ¼ C3w associated to the constant matrix A0 ¼ AðaÞ; A0 ¼ RT DR: Here, we
choose the conformal map C by composing on the left with a rotation in such a way
that
FðaNÞ ¼ a: ð3:45Þ
As a ﬁrst step towards the blow-up analysis, we start by suitably rescaling the
sequence ðunÞ: With y0AR to be speciﬁed later, we deﬁne
vnðzÞ ¼ unððvy0;FðanÞ3FÞ1ðzÞÞ ¼ un3F13ðvy0;FðanÞÞ1ðzÞ: ð3:46Þ
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We claim that, up to a subsequence, vn-Id in H
1 (for a suitable choice of y0).
Indeed, using the properties of F and vy;a we discussed in the previous section, it is
easy to check that
sup
n
jjvnjjH1oN; deg vnjS1 ¼ 1 and vnð0Þ ¼ 0 for each n: ð3:47Þ
Moreover, taking into account Examples 2 and 4, and arguing as in the proof of
claim (i) in Theorem 1, we obtain
pp lim
n-N
EIdðvnÞp lim
n-N
EIdðvnÞ ¼ lim
n-N
EIdðun3ðFÞ1Þ
¼ lim
n-N
p
MA
EA0ðunÞ ¼ lim
n-N
p
MA
EAðunÞ ¼ p;
i.e.
lim
n-N
EIdðvnÞ ¼ p: ð3:48Þ
We next examine the equations satisﬁed by the vn’s. Set wn ¼ un3F1; so that vn ¼
wn3ðvy0;FðanÞÞ1: The maps wn and vn satisfy, respectively, divðBrwnÞ ¼ 0 and
divðCnrvnÞ ¼ 0: The matrices B and Cn can be computed using the equation
divðArunÞ ¼ 0; with the help of (2.14). By Lemma 2.7, the Cn’s have the same
ellipticity constants as B: Thus the sequence ðCnÞ has ellipticity constants
independent of n: Therefore, Proposition 2.1, claim (2), applies to the sequence
ðvnÞ: By (3.47), we ﬁnd
vn-v in C
0
locðD;R2Þ; vð0Þ ¼ 0: ð3:49Þ
More detailed information about the asymptotic behaviour of the vn’s will be
obtained from Lemmas 3.3 and 3.4 below.
Lemma 3.3. As n-N; the sequence ðCnÞ converges locally uniformly in D:
Proof. We identify z ¼ x þ iy with the matrix x
y
y
x
 
: By elementary calculations,
we ﬁnd that CnðzÞ ¼ GnðzÞT VnðzÞGnðzÞ; where
VnðzÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det AðaÞ
p C0ðD1=2RzÞD1=2RAðH1n ðzÞÞRT D1=2ðC0ðD1=2RzÞÞT
jC0ðD1=2RzÞj2 ð3:50Þ
and
GnðzÞ ¼ eiy0ð1 FðanÞF3H
1
n ðzÞÞ2
j1 FðanÞF3H1n ðzÞj2
¼ eiy0 j1þ e
iy0FðanÞzj2
ð1þ eiy0FðanÞzÞ2
: ð3:51Þ
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(In (3.50), (3.51) C0ð
Þ and Gnð
Þ are regarded as matrices instead of complex
numbers.) Here, Hn ¼ vy0;FðanÞ3F: Since v1y;b ¼ vy;beiy and an-aN; we get
H1n ðzÞ-aN locally uniformly in D: The conclusion follows easily by taking the
limit as n-N in the above formulas and by using the fact that jFðanÞj-1 as
n-N: &
Using Lemma 3.3 and claim (4) in Proposition 2.1, we ﬁnd that
vn-v in H
1
locðD;R2Þ: ð3:52Þ
We now turn to
Lemma 3.4. Let ðwnÞCH1ðD;R2Þ be bounded and such that, with gn ¼ wnjS1 ; we have
ðgnÞCH1=2ðS1; S1Þ and deg gn ¼ 1 for all n: Assume there exists b0AS1 such that
rwn-0 in L2locð %D\fb0gÞ: Let ðbnÞCD; bn-bNAS1 and tAR: Set vn ¼ wn3ðvt;bnÞ1:
Assume that EIdðvnÞ-p and that there exists vAH1ðD;R2Þ such that vn-v in H1loc:
Then:
(1) v is holomorphic;
(2) if, in addition, v is not a constant of modulus 1, then v is a Moebius transform,
vn-v strongly in H
1 and b0 ¼ bN:
Proof. Up to subsequences, we may assume rvn-rv a.e. in D: Since all the vn’s
have degree one on the boundary, we obtain, using (2.3), Example 2 and Fatou’s
lemma, that
pþ 1
2
Z
D
½ð@xv1  @yv2Þ2 þ ð@yv1 þ @xv2Þ2
ppþþ lim
n-N
1
2
Z
D
½ð@xv1n  @yv2nÞ2 þ ð@yv1n þ @xv2nÞ2
¼ lim
n-N
EIdðvnÞ ¼ p:
Thus v is an L2 solution of the Cauchy–Riemann equations; by Weyl’s lemma, this
implies that v is holomorphic in D: Clearly ðvnjS1ÞCH1=2ðS1; S1Þ and is a bounded
sequence. By weak compactness of traces, we infer vjS1AH1=2ðS1; S1Þ and, by lower
semicontinuity of the Dirichlet integral, we also have EIdðvÞpp: Arguing as in
Example 2, we can apply Lemma 2.4 in order to derive that v is a Blaschke product.
Using again the fact that EIdðvÞpp; we ﬁnd that v is either a constant of modulus 1,
or a Moebius transform; in the latter case, we have EIdðvÞ ¼ p: Thus, if v is
nonconstant, it holds that EIdðvnÞ-EIdðvÞ; i.e., vn-v in H1: It remains to prove
that b0 ¼ bN: Arguing by contradiction, we assume b0abN and we let
R0 ¼ jb0  bNj=2: We choose n0 such that jbn  bNjpR0=6 for any nXn0:
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Elementary calculations yield
ðvt;bÞ1ðz0Þ ¼ eit z
0 þ beit
1þ %beitz0 ¼ vt;beitðz
0Þ
and
jbN  v1t;bnðz0Þjp3jbN  bnj
for each z0AD such that jz0jp1=2: Thus we see that, for nXn0; we have
Kn ¼ v1t;bnðB1=2ÞCD-DR0ðbNÞ:
Since rwn-0 in L2ðD\DR0ðb0ÞÞ; we obtain, using the conformal invariance of the
Dirichlet integral, thatZ
B1=2
jrvnj2 dz ¼
Z
Kn
jrwnj2 dz0p
Z
D-DR0 ðbNÞ
jrwnj2 dz0
p
Z
D\DR0 ðb0Þ
jrwnj2 dz0-0 as n-N:
Hence @zv ¼ 0 in B1=2; and thus v is constant in D; by the identity principle for
holomorphic maps. This contradicts the fact that v is nonconstant. &
Proof of Theorem 2 (iii), (iv) continued: We apply Lemma 3.4 with t ¼ y0 to be
determined and
wn ¼ un3F1; bn ¼ FðanÞ; so that bN ¼ lim
n-N
bn ¼ lim
n-N
FðanÞ ¼ FðaNÞ ¼ a;
by our choice of F: By claim (i) of the theorem, (3.48) and (3.52), the vn’s satisfy the
second set of assumptions in Lemma 3.4 with b0 ¼ FðaÞ: By Lemma 3.4, we conclude
that v is holomorphic in D: By (3.49), vð0Þ ¼ 0; and thus v ¼ eiyz for some yAR:
Therefore, we can clearly choose y0 in such a way that vðzÞ ¼ z: Also, from
Lemma 3.4 and (3.45), we get FðaÞ ¼ b0 ¼ bN ¼ a ¼ FðaNÞ; thus aN ¼ a; FðaÞ ¼ a
and an-a; as claimed in (iii). In conclusion, claim (iv) is completely proved. Using
claim (i) of the theorem, (3.52) and conformal invariance, we have also
lim
n-N
1
2
Z
ðvy;an 3FÞ1ðDrÞ
AðzÞrun 
 run ¼ lim
n-N
1
2
Z
ðvy;an 3FÞ1ðDrÞ
A0run 
 run
¼ lim
n-N
MA
p
Z
Dr
jrvnj2 ¼ MAr2 8rAð0; 1Þ:
ð3:53Þ
Remark 7. As a complement to (3.53), there is yet another way to relate the
concentration of the energy near the zeroes of the minimal extensions un’s. In order
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to state it, let us introduce the vorticity sets of size rAð0; 1Þ as Urn ¼ fjunjprg and
V rn ¼ fjvnjprg: With some more work, it is possible to prove that, for the Hausdorff
distance, we have dða; UrnÞ-0; dðV rn; DrÞ-0 as n-N; and
lim
n-N
1
2
Z
junjpr
AðzÞrun 
 run ¼ lim
n-N
1
2
Z
jvnjpr
CnðzÞrvn 
 rvn ¼ MAr2: ð3:54Þ
Here we sketch brieﬂy the argument. Since vn-Id in H
1; arguing as in Lemma 2.6
we obtain jvnðzÞj-1 uniformly in n as jzj-1: Combining this with the fact that
vn-Id in C
0
loc; we get dðV rn; DrÞ-0 in the Hausdorff distance. Moreover, arguing as
in Lemma 3.4, we ﬁnd also that dða; UrnÞ-0: Since aN ¼ a; Lemma 3.3 yields
Cn-Id locally uniformly in D: Using change of variables and the convergence
vn-Id in H
1; relation (3.54) follows then easily.
Proof of Theorem 2 (iii) continued: It remains to prove that if, in addition, AAC1;
then an is the only zero of un for large n: Arguing by contradiction, we assume that
(up to a subsequence), for any n; there exists an
0AD\fang such that unðan0Þ ¼ 0: If we
deﬁne vn as in (3.46), this is equivalent to saying that there exists ðznÞCD\f0g such
that vnðznÞ ¼ 0 for all n; where zn ¼ Hnðan0Þ: Roughly speaking, moving an to the
origin by scaling, we are going to analyze the possible behaviour of the transformed
sequence ðznÞ: We ﬁrst claim that limn-N jznjo1: Otherwise (up to subsequences) we
get zn-z0 for some z0AS1: Hence, if we consider the scaled sequence w˜n ¼ vn3v1y;zn ;
by (3.48) we clearly have EIdðw˜nÞ-p as n-N: Thanks to the normalization w˜nð0Þ ¼
0; we can argue as in the blow up analysis for un in order to conclude w˜n-e
itz
strongly in H1 as n-N: Going back to vn; this clearly implies (arguing as in the
second part of Lemma 3.4 and in the proof of (3.53)) that jrvnj2 dx dy,2pdz0 : This is
clearly impossible, since vn-z in H
1
loc: Thus, limn-N jznjo1: We next claim that
limn-N jznj ¼ 0: Otherwise, up to subsequences, we have zn-z0; for some z0 such
that 0ojz0jo1: Using (3.49), we would get 0 ¼ vnðznÞ-vðz0Þ ¼ z0; which is a
contradiction. In conclusion, if the sequence ðznÞ exists we must have zn-0 as
n-N:
The nonexistence of zn relies on the following
Lemma 3.5. If AAC1ð %D;SþÞ; then ðCnÞ is bounded in C1loc:
Proof. As in the proof of Lemma 3.3, we write Cn ¼ GnðzÞT VnðzÞGnðzÞ: By (3.51),
ðGnÞ is clearly bounded in C1loc; since jFðanÞj-1 as n-N: Therefore, it sufﬁces to
prove that ðVnÞ is bounded in C1loc: In view of (3.50) and of the fact that A is C1; the
boundedness of ðVnÞ in C1loc amounts to proving the boundedness of ðH1n Þ in C1loc:
Since H1n ðzÞ ¼ F13vy0;eiy0FðanÞðzÞ; an explicit calculation yields
Jac H1n ðzÞ ¼ JacF1ðvy0;eiy0FðanÞðzÞÞeiy0
1 FðanÞFðanÞ
ð1þ eiy0FðanÞzÞ2
;
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from which it is obvious that ðH1n Þ is bounded in C1loc (since F is a diffeomorphism
and jFðanÞj-1). &
Proof of Theorem 2 (iii) completed: By Lemma 3.5 and Proposition 2.1, claim (5),
we conclude that vn-Id in C
1
loc: Since v is a C
1-diffeomorphism in D; vn is injective
in B1=2 for large n: This contradicts the equality vnð0Þ ¼ vnðznÞ; since zn-0: &
4. Generic results
Proof of Theorem 3. (i) Clearly, A0CA by deﬁnition. This inclusion is strict, as
shown by Example 3. On the other hand, A00CA0 by claim(ii) of Theorem 1. This
inclusion is strict, by Example 2.
(ii) We use a perturbation argument modeled on Example 3. Let jAC0ð %DÞ be such
that jjS1  0 and j40 in D: We set AnðzÞ ¼ AðzÞ þ 1njðzÞId; thus An-A uniformly
as n-N: Clearly, MA ¼ MAn for each n: Since mA ¼ MA by assumption, we have,
by claim (i) in Theorem 1, mApmAnpMAn ¼ MA ¼ mA; i.e., mAn ¼ MAn for each n:
We claim that mAn is never attained. Assume, by contradiction, that EAnðunÞ ¼ mAn
for some admissible map un: Since j40 in D we have
0o 1
2n
Z
D
jðzÞjrunj2dz ¼ EAnðunÞ  EAðunÞ ¼ MAn  MA ¼ 0
which is a contradiction.
(iii) Assuming A0AIntA0; then there exists a d40 such that mA is attained for any
AAA such that jjA  A0jjod: By claim (ii) above, we must have mA0oMA0 : Thus
IntA0CA00 and, by claim (i) above, it remains to prove that A00 is an open set.
This is an easy consequence of the fact that both MA and mA are continuous
functions of A; whence the strict inequality in the deﬁnition of A00 deﬁnes
necessarily an open set. The continuity of MA; is obvious, while the continuity of mA
is elementary. Indeed, if A; A0AA and e40; let ue; ue0 as in (1.9) such that
EAðueÞpmA þ e and EA0 ðue0ÞpmA0 þ e: Then
jmA  mA0jpjEAðue0Þ  EA0 ðue0Þj þ epjjA  A0jj2
1
l0ðA0ÞðmA
0 þ eÞ þ e; ð4:1Þ
for the continuous function lðA0Þ given by the least eigenvalue of A0 in %D: In (4.1),
we interchange A and A0: Adding these two estimates and letting e-0; we ﬁnd, by
Theorem 1,
jmA  mA0 jp 1
2
1
l0ðAÞ þ
1
l0ðA0Þ
 
ðmA þ mA0 ÞjjA  A0jj2
p 1
2
1
l0ðAÞ þ
1
l0ðA0Þ
 
ðMA þ MA0 ÞjjA  A0jj2;
so mA is a continuous function of A; as claimed.
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(iv) To prove density of A00; we construct, for a given AAA; an explicit
approximating sequence ðAnÞCA00: By Theorem 1, it sufﬁces to consider the case
where mA ¼ MA: We argue as in the proof of Theorem 1, claim (i). We pick an aAS1
such that MA0 ¼ MA; where, as usually, A0 ¼ AðaÞ: Let ðanÞCD; an-a; and let F be
the map associated to A0 as in Example 4. We know that, if we set un ¼ v0;FðanÞ3F and
Kn ¼ unðB1=2Þ; then
lim
n-N
EAðunÞ ¼ MA and 1
2
Z
Kn
A0run 
 run dz ¼ 1
4
MA for all n: ð4:2Þ
In the sequel, we take eo l2L where l; L satisfy ljxj2pAðzÞx 
 xpLjxj2 for any
xAR2:
By (4.2), we can choose n0 ¼ n0ðeÞ such that EAðun0ÞoMA þ MA8 e: We set, for
brevity, ve ¼ un0ðeÞ and Ke ¼ Kn0ðeÞ: We take jeAC0ð %D; ½0; 1Þ such that je  1 on Ke
and j  0 on S1 and we ﬁnally set
AeðzÞ ¼ AðzÞ  ejeA0: ð4:3Þ
We claim that ðAeÞ has all the desired properties. Clearly, ðAeÞ are continuous
symmetric matrices and, since eo l
2L; we easily infer that they are uniformly elliptic,
whence ðAeÞCA: By (4.3), we also obtain Ae-A uniformly as e-0:
An elementary calculation yields, with the help of (4.2),
mAepEAeðveÞpMA þ
MA
8
e e1
2
Z
Ke
A0rve 
 rve dz ¼ MA  MA
8
eoMA:
Since je  0 on S1; we clearly have MAe ¼ MA: Thus, the previous inequality gives
mAeoMAe for any e; i.e. ðAeÞCA00; and the proof is complete. &
Proof of Corollary 1. Clearly, (i) holds if and only if A˜AIntA0: By claim (iii) in
Theorem 3, this is in turn equivalent to mA˜oMA˜: The equivalence with (ii) follows
from the deﬁnition of mA: &
Acknowledgments
We would like to thank H. Brezis for useful discussions. We thank M. Giaquinta
for pointing out to us the preprint [23]. We also thank V. Nesi for useful discussions
and for drawing our attention on [1]. The two authors are partially supported by an
EC Grant through the RTN Program ‘‘Fronts-Singularities’’, HPRN-CT-2002-
00274. This collaboration was initiated while A.P. was visiting the Laboratoire J.-L.
Lions, Universite´ Pierre et Marie Curie; he thanks H. Brezis for the kind invitation
and the warm hospitality.
ARTICLE IN PRESS
P. Mironescu, A. Pisante / Journal of Functional Analysis 217 (2004) 249–279 277
References
[1] L. Alfhors, L. Bers, Riemann’s mapping theorem for variable metrics, Ann. of Math. (2) 72 (1960)
385–404.
[2] S. Alinhac, P. Ge´rard, Ope´rateurs pseudo-diffe´rentiels at the´ore`me de Nash-Moser, Intere´ditions,
Paris, 1991.
[3] L. Ambrosio, N. Fusco, D. Pallara, Functions of bounded variation and free discontinuity problems,
Oxford Mathematical Monographs, Oxford University Press, New York, 2000.
[4] Th. Aubin, Equations diffe´rentielles nonline´aires et proble`me de Yamabe concernant la courbure
scalaire, J. Math. Pures Appl. 55 (1976) 269–293.
[5] L. Berlyand, P. Mironescu, Ginzburg–Landau minimizers with prescribed degrees. Capacity of the
domain and emergence of vortices, to appear.
[6] J. Bourgain, H. Brezis, P. Mironescu, Lifting in Sobolev spaces, J. Anal. Math. 80 (2000) 37–86.
[7] J. Bourgain, H. Brezis, P. Mironescu, On the structure of the Sobolev space H1=2 with values into the
circle, C.R. Acad. Sci. Paris 331 (2000) 119–124.
[8] J. Bourgain, H. Brezis, P. Mironescu, H1=2 maps with values into the circle: minimal connections,
lifting and Ginzburg–Landau equation, Publ. Math. Inst. Hautes E´tudes Sci., to appear.
[9] A. Boutet de Monvel-Berthier, V. Georgescu, R. Purice, A boundary value problem related to the
Ginzburg–Landau model, Comm. Math. Phys. 142 (1991) 1–23.
[10] H. Brezis, Metastable harmonic maps, in: S.S. Antman, J.L. Ericksen, D. Kinderlehrer,
I. Mller (Eds.), Metastability and Incompletely Posed Problems, Springer, Berlin, 1987,
pp. 33–42.
[11] H. Brezis, Degree theory: old and new, in: M. Matzeu, A. Vignoli (Eds.), Topological Nonlinear
Analysis, Vol. II (Frascati, 1995), Progress in Nonlinear Differential Equations and Applications,
Vol. 27, Birkha¨user, Boston, MA, 1997, pp. 87–108.
[12] H. Brezis, Vorticite´ de Ginzburg–Landau, Graduate Course, Universite´ Paris 6, 2001–2002.
[13] H. Brezis, J.-M. Coron, Large solutions for harmonic maps in two dimensions, Comm. Math. Phys.
92 (1983) 203–215.
[14] H. Brezis, J.-M. Coron, Multiple solutions of H-systems and Rellich’s conjecture, Comm. Pure Appl.
Math. 37 (1984) 149–187.
[15] H. Brezis, M. Marcus, I. Shafrir, Extremal functions for Hardy’s inequality with weight, J. Funct.
Anal. 171 (2000) 177–191.
[16] H. Brezis, P. Mironescu, On some questions of topology for S1-valued fractional Sobolev spaces,
RACSAM Rev. R. Acad. Cienc. Exactas Fis. Nat. Ser. A Mat. 95 (2001) 121–143.
[17] H. Brezis, P. Mironescu, A. Ponce, W 1;1-maps with values into S1; in: S. Chanillo, P. Cordaro,
N. Hanges, H. Hounie, A. Meziani (Eds.), Geometric Analysis of PDE and Several Complex
Variables, Contemporary Mathematics Series, American Mathematical Society, Providence, RI, to
appear.
[18] H. Brezis, L. Nirenberg, Degree theory and BMO. I. Compact manifolds without boundaries, Selecta
Math. (N.S.) 1 (1995) 197–263;
H. Brezis, L. Nirenberg, Degree theory and BMO. II. Compact manifolds with boundaries, Selecta
Math. (N.S.) 2 (1996) 309–368.
[19] H. Brezis, L. Nirenberg, Positive solutions of nonlinear elliptic equations involving critical Sobolev
exponents, Comm. Pure Appl. Math. 36 (1983) 437–477.
[20] R. Burckel, An introduction to classical complex analysis, Vol. 1, Pure and Applied Mathematics,
Vol. 82, Academic Press, New York, 1979.
[21] O. Druet, Elliptic equations with critical Sobolev exponent in dimension 3, Ann. Inst. H. Poincare
Anal. Non Line´aire 19 (2002) 125–142.
[22] M. Giaquinta, G. Modica, J. Soucˇek, Cartesian Currents in the Calculus of Variations, in: Modern
Surveys in Mathematics, Vols. 37–38, Springer, Berlin, 1998.
[23] M. Giaquinta, G. Modica, J. Soucˇek, On sequences of maps into S1 with equibounded W 1=2 energies,
preprint.
[24] F. Hang, F. Lin, A remark on the Jacobians, Comm. Contemp. Math. 2 (2000) 36–46.
ARTICLE IN PRESS
P. Mironescu, A. Pisante / Journal of Functional Analysis 217 (2004) 249–279278
[25] N.G. Meyers, An LP-estimate for the gradient of solutions of second order elliptic divergence
equations, Ann. Scuola Norm. Sup. Pisa. Cl. Sci. 17 (1963) 189–206.
[26] Ch. Pommerenke, Boundary behaviour of conformal maps, in: Grundlehren der Mathematischen
Wissenschaften [Fundamental Principles of Mathematical Sciences], Vol. 299, Springer, Berlin, 1992.
[27] T. Rivie`re, Dense subsets of H1=2ðS2; S1Þ; Ann. Global Anal. Geom. 18 (2000) 517–528.
[28] J. Sacks, K. Uhlenbeck, The existence of minimal immersions of 2-spheres, Ann. of Math. 113 (1981)
1–24.
[29] S. Sedlacek, A direct method for minimizing the Yang–Mills functional over 4-manifolds, Comm.
Math. Phys. 86 (1982) 515–527.
ARTICLE IN PRESS
P. Mironescu, A. Pisante / Journal of Functional Analysis 217 (2004) 249–279 279
