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Abstract
We discuss some properties of yet another class of graphs whose smallest member is the Petersen
graph. These graphs, which we call extended Petersen graphs, arise naturally in the context of a
construction of Steiner systems S(2, 4, v) with maximal arcs but seem to be interesting on their own.
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1. Introduction
The famous Petersen graph [12] may be viewed as consisting of two complementary
circulant graphs (of the same degree) whose vertices are joined by a matching. Generalizing
this property, we may deﬁne a class of graphs which we call extended Petersen graphs (a
formal deﬁnition is given below). The motivation for considering this class of graphs at
all comes, curiously, from a problem in design theory, namely from that of the existence
of a Steiner system S(2, 4, v) with a maximal arc (again, the relevant deﬁnitions are given
below). The determining property that motivates our interest in extended Petersen graphs is
the existence of an orthogonal double cover of such graphs by a perfect matching: it is well
known that Petersen graph has exactly six perfect matchings (or 1-factors), each edge of the
Petersen graph is contained in exactly two 1-factors, and any two 1-factors have precisely
one edge in common [12].
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However, it is not without interest to examine various other properties of extended
Petersen graphs. Several of these are considered in the next section. Subsequently, we
examine the motivation and application of extended Petersen graphs.
2. Deﬁnition and some properties of extended Petersen graphs
All graphs considered will be undirected. For a positive integer n, the distance d(x, y) of
two elements x, y of Zn is given by d(x, y)=min(|x − y|, n− |x − y|).
Let n ≡ 1 (mod 4), n= 4k + 1, k1, and let S ⊂ {1, 2, . . . , 2k}, |S| = k. The extended
Petersen graph XP(2n, S) has as its vertex-set the set V = Zn × {1, 2}, and as its edge-set
the set
E = {x1y1 : d(x1, y1) ∈ S} ∪ {x2y2 : d(x2, y2) ∈ S¯} ∪ {x1x2 : x ∈ Zn} where
S¯ = {1, 2, . . . , 2k}\S.
We also say that d(x, y) is the length of the edge {x, y}.
Here, S is the reduced connection set of the (undirected) circulant
C(n, S) (cf. [4]), sometimes also called its symbol. Since we will not consider directed
circulants at all, we will refer to S simply as connection set; then S¯ is the connection set of
the complementary circulant.
The extended Petersen graph XP(2n, S) has 2n=8k+2 vertices, and is regular of degree
2k + 1. Thus, the smallest extended Petersen graph XP(10, {1}) [≡ XP(10, {2})] is the
Petersen graph.
It is evident that the class of extended Petersen graphs has a large overlap with the class
of 2-circulants (or 2-metacirculants) introduced by Alspach and others (see, e.g., [5]). At
the same time, these classes do not coincide. The motivation behind considering these two
classes was quite different: 2-circulants, or more generally metacirculants, were introduced
in the quest to obtain interesting families of vertex-transitive graphs, including non-Cayley
vertex-transitive graphs. On the other hand, extended Petersen graphs need not be vertex-
transitive.
2.1. Isomorphism
Let  ∈ Z∗n where Z∗n is the set of numbers in Zn relatively prime to n. Denote S =
{s : s ∈ S}. By analogy with circulants, two extended Petersen graphs G1 = XP(2n, S1),
G2 = XP(2n, S2) are said to be multiplier-isomorphic if S1 = S2 or S1 = S¯2 for some
 ∈ Z∗n. The following is obvious (cf. [13, Lemma 2.8]).
Lemma 1. Any two multiplier-isomorphic extended Petersen graphs are isomorphic.
Ádám’s conjecture [1] for circulants formulated in 1967 stated the converse, namely, that
any two isomorphic circulants are also multiplier-isomorphic. This conjecture was proved
to be false in general but holds for all circulants of order n where n is squarefree or of the
form n = 4m, with m odd and squarefree (and also for n = 8, 9 or 18); it fails in all other
cases. For survey and a history of Ádám’s conjecture, see [13,16–18].
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Table 1
2n no. XP Group orders Transitive
10 1 120 Yes
18 1 18 No
26 3 26 No
52 Yes
156 Yes
34 7 3× 34 No
2× 68 Yes
136 Yes
272 Yes
42 23 19× 42 No
4× 84 No
50 51 42× 50 No
2× 100 No
6× 100 Yes
2,000,000 Yes
For extended Petersen graphs (EPGs for brevity), the situation is similar. Any two iso-
morphic EPGs with 2n42 vertices are multiplier-isomorphic but for 2n50 we have:
Lemma 2. For any order 2n50 which is not squarefree there exist isomorphic but not
multiplier-isomorphic EPGs with 2n vertices.
Proof. Since for each EPG XP(2n, S) we have n ≡ 1 (mod 4), n cannot be of the form
n= 4t , thus if 2n is not squarefree, nmust be of the form n=p2t where p is an odd prime
3. If C(n, S1), C(n, S2) are two isomorphic but not multiplier-isomorphic circulants of
order n, n25 (which in such case always exist, [16,18]) then XP(2n, S1), XP(2n, S2)will
be two isomorphic but not multiplier-isomorphic EPGs. 
By the same token, any two isomorphic EPGs of squarefree order are multiplier-
isomorphic.
Let us mention at this place as a curious aside that a conjecture analogous to Ádám’s
conjecture was formulated for cyclic Steiner triple systems a third of a century earlier by
Bays [6] and Lambossy [14] (“Two isomorphic cyclic Steiner triple systems are multiplier-
isomorphic”) who proved their conjecture for the case of prime order. However, it took
much longer to disprove the Bays–Lambossy conjecture as the smallest counterexample
has order 49. Moreover, Bays–Lambossy conjecture need not hold even when the order is
a product of two distinct primes (see [19,20]).
2.2. Automorphisms
The dihedral groupDn is an automorphism group (not necessarily the full automorphism
group) of every extended Petersen graph XP(2n, S). In many cases, however, Dn is its full
automorphism group (see, e.g., Table 1). Every extended Petersen graph is either vertex-
transitive or has exactly two vertex orbits.
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The perfect matching F = {x1x2 : x ∈ Zn} in XP(2n, S) (consisting of the “spokes”)
has the property that deleting the edges of F disconnects XP(2n, S). When 2n> 10, F is
the only perfect matching with this property. Indeed, when 2n> 10, the circulant C(n, S)
has degree 2k4, and remains connected upon deleting from it the edges of any matching.
If F ′ is a perfect matching such that F ′ = F then deleting the edges of F ′ still leaves at
least one edge joining a vertex of Zn × {1} with a vertex of Zn × {2}, thus the edges of
F ′ do not form a cutset of XP(2n, S). It follows that any automorphism of XP(2n, S)must
preserve F .
Lemma 3. An XP(2n, S) is vertex-transitive if and only if the circulant C(n, S) is self-
complementary.
Proof. Clearly, if C(n, S) is self-complementary then XP(2n, S) is vertex-transitive.
For the converse, we may assume that 2n> 10, as the statement certainly holds for the
Petersen graph. As observed earlier, any automorphism of XP(2n, S) must preserve the
set of spokes F = {x1x2 : x ∈ Zn}.Since XP(2n, S) is vertex-transitive, there is an
automorphism  such that (01) = 02. Since the set of neighbours of 01 (i.e., the set
of vertices adjacent to 01) must be mapped onto the set of neighbours of 02 under ,
and F must be preserved under , it follows that (02) = 01. This in turn implies that
the set of neighbours of 02 must be mapped into the set of neighbours of 01 under .
Thus, if {x11 , . . . , x2k1 } ∪ {02} is the set of neighbours of 01 and {y12 , . . . , y2k2 } ∪ {01} is
the set of neighbours of 02 then {x1, . . . , x2k} ∩ {y1, . . . , y2k} = ∅ and {x1, . . . , x2k} ∪
{y1, . . . , y2k} ∪ {0} = Zn. Thus,  maps Zn × {1} ontoZn × {2} and thus C(n, S) is self-
complementary. 
In 1962, Horst Sachs [21] constructed self-complementary circulant graphs of each order
n such that each prime factor of n is≡ 1 (mod 4) and conjectured that this condition is also
necessary. This was proved in [8], and independently in [3]. Consequently:
Theorem 4. A vertex-transitive extended Petersen graph XP(2n, S) exists if and only if
every prime factor of n is congruent to 1 (mod 4).
It follows that the (full) automorphism group AutC(n, S) of the circulant C(n, S) and
the (full) automorphism group AutXP(2n, S) of the EPG XP(2n, S) are the same when the
EPG is intransitive, and AutC(n, S) is a subgroup of index 2 in AutXP(2n, S) when the
EPG is transitive (provided 2n> 10, of course).
2.3. Enumeration
In view of the results of the preceding two subsections, it is not too difﬁcult to per-
form a constructive enumeration of small EPGs (up to 50 vertices). The results
are summarized in Table 1; no. XP is the number of nonisomorphic EPGs of order 2n.
We would like to thank Rudi Mathon for his help in calculating the orders of the
automorphism groups of the EPGs, and in establishing the nonisomorphism of the
latter.
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2.4. Hamiltonicity
Theorem 5. Every extended Petersen graph XP(2n, S), 2n> 10, is Hamiltonian.
Proof. It is well known that the Petersen graph is non-Hamiltonian, so 2n> 10 is nec-
essary. Thus, let XP(2n, S) be an arbitrary extended Petersen graph, 2n18 or, which
is the same, k2 (n = 4k + 1). W.l.o.g. we may assume that 1 ∈ S. Consider the cir-
culant C = C(n, S¯) induced on Zn × {2}. Since the number of vertices of C is odd and
the degree of C is at least 4, by the Chen-Quimpo theorem [7] there exists a Hamilto-
nian path joining any two vertices of C, in particular, the (nonadjacent) vertices 02 and
(n− 1)2. If (02, (x1)2, . . . , (xn−2)2, (n− 1)2) is such a Hamiltonian path then (01, 11, . . . ,
(n− 1)1, (n− 1)2, (xn−2)2, . . . , (x1)2, 02, 01) is a Hamiltonian cycle of our XP(2n, S).

2.5. Connectivity
As usual, (G), (G), (G) will denote the vertex-connectivity of G, the edge-
connectivity of G, and the minimum degree of G, respectively.
Theorem 6. For each extended Petersen graphG=XP(2n, S), n=4k+1, (G)=(G)=
(G)= 2k + 1.
Proof. Let S be a cut-set ofG, i.e., the graphG−S is disconnected.We show |S|2k+1.
First, we show that there is a component C of G− S such that either C ∩ Zn × {1} = ∅ or
C ∩Zn× {2} = ∅. Assume, by contradiction, that for each component C there is an i = iC ,
0 iCn− 1 with (vi)1 ∈ C and (vi)2 ∈ C. Thus, for any two distinct componentsD and
D∗ of G − S, we get that there are i and j , respectively, such that {(vi)1, (vi)2} ∈ D and
{(vj )1, (vj )2} ∈ D∗. However, one of the two edges {(vi)1, (vj )1} and {(vi)2, (vj )2} is in
G, hence D and D∗ belong to the same component of G − S, a contradiction. Therefore,
we may assume that there is a component C of G − S with, say, C ∩ Zn × {2} = ∅. Let
v1 ∈ C, and let
A= {u1 : {u1, v1} ∈ E, u1 /∈C},
B = {u2 : {u1, v1} ∈ E, u1 ∈ C}.
Clearly, S ⊇ A ∪ B ∪ {v2}, thus |S| |A| + |B| + 1= 2k + 1. 
2.6. Chromatic index
By Vizing’s theorem, the chromatic index of any XP(8k + 2, S) is either 2k + 1
(Class 1) or 2k + 2 (Class 2). While the Petersen graph XP(10, {1}) is well-known to
be Class 2, the unique XP(18, {1, 2}) of degree 5 is Class 1, i.e., it is 1-factorable. Here, is
its 1-factorization:
F1: 0102, 1181, 2131, 4151, 6171, 1242, 2272, 3262, 5282,
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F2: 3132, 0111, 2141, 5161, 7181, 0262, 1252, 2282, 4272,
F3: 6162, 0181, 1121, 3141, 5171, 0232, 1272, 2252, 4282,
F4: 1112, 4142, 7172, 0121, 3151, 6181, 0252, 2262, 3282,
F5: 2122, 5152, 8182, 0171, 1131, 4161, 0242, 1262, 3272.
There are 3 nonisomorphic extended Petersen graphs XP(26, S) and each is Class 1.
(I) XP(26, {1, 2, 3}); the following is a decomposition of its edge-set into one 1-factor F
and three Hamiltonian cycles H1, H2, H3:
F = 0131, 11111, 7191, 0292, 32112, 1272, 2122, 4142, 5152, 6162, 8182,
101102, 121122,
H1 = (0111213141516171811011211119192521210262221127232122824202),
H2 = (1131512141618191121011111017172026212252112421023292228212),
H3 = (3161911010121121114171518111111262129242122722210252028232).
(II) XP(26, {1, 2, 4}); the following is a decomposition of its edge-set into one 1-factor
F and three 2-factors G1,G2, H whose each component is of even length:
F = 01111, 1131, 8191, 0282, 12112, 3292, 2122, 4142, 5152, 6162, 7172,
101102, 121122,
G1 = (01211117181121111016141)(31519192228212720262122521124210232),
G2 = (21618141)(01121317151111242721020232629212222528211211110191),
H = (0111213141516171911111211018182321126212924212272221025202).
(III) XP(26, {1, 3, 4}); the following is a decomposition of its edge-set as in I:
F = 01101, 3141, 5181, 02102, 3242, 5282, 1112, 2122, 6162, 7172, 9192,
111112, 121122,
H1 = (3112101112111181417161101915152729211202224262821021221232),
H2 = (0141115121613171101111121918182321126212924212272221025202),
H3 = (4151619101312112181711111110110232922282127202621225211242).
Next we show that each member of a (proper) subset of the set of all EPGs is Class 1.
Let k be even, and for i=1, . . . , k/2, letAi={2i−1, 2k−2i+2},Bi={2i, 2k−2i+1}
(so thatAk/2={k−1, k+2},Bk/2={k, k+1}). If S is a set such that for each i=1, . . . , k/2,
eitherAi ⊂ S andBi∩S=∅, orAi∩S=∅ andBi ⊂ S (and thus |S|=k), call XP(8k+2, S)
balanced.
Theorem 7. If k is even and 4k + 1 is a prime then each balanced XP(8k + 2, S) is of
Class 1.
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Remark. It is easily seen that the number of nonisomorphic balanced EPGs grows expo-
nentially.
Proof. To show that any balanced extended Petersen graph G is Class 1, we describe a
1-factorization F of G. We construct 1-factors of F in the following way. The “key” 1-
factor F of F contains exactly one edge of each length 1, . . . , 2k and 2k + 1 “spokes”
x1x2. Each of the remaining 2k one factors will consist of 2k edges of the same length d,
2k edges of a length d ′, and one spoke. The lengths d, d ′ are chosen so that if one of them
belongs to Ai , then the other is from Bi . We describe now in detail the structure of the
1-factorization ofF.We start with the key factor F . Let e={e′, e′′}, f ={f ′, f ′′} be edges
of F of length 2i−1 and 2k−2i+2 (inAi), respectively, and let g={g′, g′′}, h={h′, h′′}
be edges of F of length 2i and 2k−2i+1 (inBi), respectively.We place e, f, g, h so that if
{e′, e′′, f ′, f ′′}= {xi1, yi1, zi1, vi1}=Xi1 then {g′, g′′, h′, h′′}= {xi2, yi2, zi2, vi2}=Xi2.
(Here, we assume w.l.o.g. that Ai ⊂ S. This can always be done by choosing {f ′, f ′′} =
{xi1, xi + 2k − 2i + 21}, {e′, e′′} = {xi + 11, xi + 2i1}, {g′, g′′} = {xi2, xi + 2i2}, and
{h′, h′′} = {xi + 12, xi + 2k − 2i + 22}.Clearly, in the case of Bi ⊂ S the placement of
e, f, g, h is exactly the same.
Nowwe show how to choose xi1 for i=1, . . . , k/2. For i odd, we will have 0xi1xi+
11xi + 2i1xi + 2k − 2i + 212k. For i even, we will have 2k + 1xi1xi +
11xi + 2i1xi + 2k − 2i + 214k. We start with i odd, and deﬁne xi1 inductively.
Let x11 = 01. Suppose that xj 1, j < i, j odd has been deﬁned. For the sake of simplicity,
denote xi1 = ai, xi + 11 = bi, xi + 2i1 = ci, xi + 2k − 2i + 21 = di . Let i > 0 be the
smallest number such that xi−2 + i1 = cj or dj , j < i, for some j odd. Then xi1 =
xi−2 + 21 if i > 5 or i = 4, otherwise xi1 = xi−2 + 31 if i = 2 or 5. Note that the
case i = 3 or 1 cannot happen. Indeed, i = 3 would mean either that {i−2 = 5} but
theni=2, a contradiction, or i−2=6 but then i=4, a contradiction. If i=1, this would
mean either i−2 = 4 but then i = 2, a contradiction, or i−2 = 3, impossible as shown
above.
For i even, set x21= (2k+ 1)1; the other xis, i > 2, are deﬁned by induction as for i odd.
To show that xi1s are deﬁned properly, we prove that Xi1 ∩Xj 1 =∅ for 1 i < jk/2.
Clearly, Xi1 ∩Xj 1 = ∅ for i, j of different parities.
If both i, j are odd, j < i, let  be the largest odd number k/2.As xi1=xi+21 or xi+31,
we have di + 1 or di + 2= di−2. Thus,
d<d−2< · · ·<d3<d1.
Further, as ci = ai + 2i and ai > ai−2, c1<c3< · · ·<c since ci < di . We get ci < c3< · · ·
<c<d<d−1< · · ·<d3<d1. Moreover, ai < ci and bi < ci implies a1<b1<a3<b3
< · · ·<b<c<d< · · ·<d3<d1. From the deﬁnition of xi , we have ai = cj , bi = cj
which completes the proof in this case.
If both i, j are even, the proof is the same.
Thus, we have constructed the key factor F containing exactly one edge of each length
from {1, . . . , 2k}, and 2k + 1 spokes. Now we describe the remaining 1-factors of F.
Assume w.l.o.g. that Ai ⊂ S,Bi ⊂ S¯ for i = 1, . . . , k/2. As 4k+ 1 is a prime, the edges of
each length d , 1d2k form a cycle of length 4k + 1 in our XP(8k + 2, S). One of the
edges of the cycle belongs to F . Colour the remaining 4k edges alternately red and blue
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along the cycle. Assign to given i four 1-factors ofF as follows. Consider four matchings
H1, H2, H3, H4 formed by the red and blue edges of lengths 2i − 1 and 2k − 2i + 2.
Each of these four matchings covers all vertices of Zn × {1} but one. The vertices not
covered are (xi)1, (xi + 1)1, (xi + 2i)1, (xi + 2k− 2i + 1)1. Similarly, the four matchings
G1,G2,G3,G4 are formed by the red and blue edges of lengths 2i and 2k − 2i + 1; each
of these four matchings covers all vertices of Zn × {2} except for one, and the vertices not
covered are (xi)2, (xi + 1)2, (xi + 2i)2, (xi + 2k − 2i + 1)2. Now pair the matchings Gi
andHj so that ifGi does not cover the vertex a2 thenHj does not cover the vertex a1.Then
Hj ∪Gi ∪ {a1, a2} forms a 1-factor. The proof is complete. 
We conjecture that every extended Petersen graph, except Petersen graph itself, is of
Class 1.
3. Orthogonal double covers
Given a graph G, an orthogonal double cover (ODC) of G by 1-factors (or perfect
matchings) is a collection F of 1-factors of G such that every edge of G is contained in
exactly two 1-factors ofF, and any two distinct 1-factors ofF have exactly one edge in
common.
Let us remark that an ODC of G by 1-factors is sometimes termed a self-orthogonal
1-factorization of 2G (where each edge of G is “doubled”) (cf. [2]).
The set of all six 1-factors of the Petersen graph forms an ODC by 1-factors. Let us
stress, however, that, in general, graphs admitting an ODC by 1-factors may contain many
additional 1-factors.
By [15, Theorem 4.1], an ODC of a graph G by 1-factors yields a symmetric Howell
design. In particular, an ODC of an EPG XP(8k + 2, S) yields a symmetric Howell design
SH(4k + 2, 8k + 2). The latter is a symmetric (4k + 2× 4k + 2) square array with empty
diagonal whose off-diagonal cells are occupied by unordered pairs of vertices; a pair xy is
contained in a cell of the array precisely when {x, y} is an edge, and every vertex occurs in
each row (column) exactly once. Example 3.2 of [15] shows SH(6, 10) obtained from an
ODC of the Petersen graph by 1-factors.
As mentioned in the Introduction, the motivation for considering the class of extended
Petersen graphs comes from the connection between ODCs of EPGs by 1-factors, and the
existence of Steiner systems S(2, 4, v) with maximal arcs. We examine this connection
next.
A Steiner system S(2, 4, v) is an ordered pair (V ,B) where V is a v-set, and B is a
collection of 4-subsets of V called blocks such that each 2-subset of V is contained in
exactly one block. Hanani [11] was the ﬁrst to show that a Steiner system S(2, 4, v) exists
if and only if v ≡ 1 or 4 (mod 12). Among the best-known examples are PG(2, 3), the
(unique) projective plane of order 3, and AG(2, 4), the (unique) afﬁne plane of order 4
which are essentially (that is, when considering points as elements and lines as blocks)
Steiner systems S(2, 4, 13) and S(2, 4, 16), respectively.
A maximal arc in a Steiner system S(2, 4, v) (V ,B) is a nonempty subset S of V such
that for all B ∈ B, |S ∩ B| = 0 or 2.
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It is well known (cf., e.g., [9]) that if S is a maximal arc in S(2, 4, v) then |S|= (v+2)/3,
and necessarily v ≡ 4 (mod 12). The following has been shown recently in [9].
Theorem 8. A Steiner system S(2, 4, v) with a maximal arc exists if and only if
v ≡ 4 (mod 12).
The proof in [9] uses a combination of direct and recursive methods; the PBD-closure is
essential to complete the proof of Theorem 8. The present article is meant as a step towards
producing a direct existence proof for the existence of Steiner systems S(2, 4, v) with a
maximal arc.
Let us note, that, unlike in the case of Steiner triple systems, there seem to be no instances
of complete direct existence proofs. For example, in spite of many recent advances, the
spectrum for cyclic Steiner systems S(2, 4, v) has still not been determined.
The connection between extended Petersen graphs, orthogonal double covers of EPGs
by 1-factors, and the existence of Steiner systems S(2, 4, v) with a maximal arc is given by
the following theorem.
Theorem 9. Suppose an XP(8m+ 2, S) admits an orthogonal double cover by 1-factors,
and assume its complement XP(8m+ 2, S) admits a decomposition into copies of K4, the
complete graph on 4 vertices. Then there exists a Steiner system S(2, 4, 12m + 4) with a
maximal arc (of size 4m+ 2).
Proof. AnyODC ofG=XP(8m+2, S) consists of 4m+2 1-factors. LetF={F1, F2, . . . ,
F4m+2} be such an ODC. Denote the vertex-set of G by X = {x1, x2, . . . , x8m+2}. Put
V = X ∪F; then |V | = 12m + 4. Further, let B∗ be the set of K4’s decomposing the
complement G¯=XP(8m+ 2, S). Finally, letB′ = {{Fi, Fj , y, z} : {y, z}=Fi ∩Fj , i, j =
1, 2, . . . , 8m + 2, i = j}; sinceF is an ODC, the edge {y, z} is uniquely determined by
the choice of Fi, Fj . PutB=B∗ ∪B′, and consider (V ,B). Clearly, any pair of elements
Fi, Fj ofF are contained in a unique 4-subset in B′, and any pair of elements x, x′ of X
such that x, x′ /∈E(G) are contained in a unique block (=K4) of B∗. Given any pair of
elements Fi, x, there is a unique edge of Fi containing x; if this edge is, say, {x,w} then
there are exactly two 1-factors of our ODC containing this edge one of which is Fi .Suppose
the other 1-factor is, say, Fk then the pair of elements Fi, x is contained in the unique
4-subset of B′, namely {Fi, Fk, x,w}. Thus (V ,B) is a Steiner system S(2, 4, 12m + 4)
andF= {F1, F2, . . . , F4m+2} is its maximal arc. 
Example 1. The six 1-factors of the Petersen graph XP(10, {1}) forming an ODC can be
written as
Fi : 0102, 1121, 3141, 1232, 2242 mod 5,
G: i1i2, i ∈ Z5.
Together with a decomposition of XP(10, {1}) into K4’s given by {01, 31, 12, 22}mod 5,
this yields by Theorem 9 an S(2, 4, 16) with a maximal arc.
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Example 2. The 14 1-factors of XP(26, {1, 3, 4}) (one of the three nonisomorphic EPGs
of order 26) forming an ODC are given by
Fi : 0102, 1151, 2131, 4171, 6191, 81121, 101111, 1282, 22102, 32112,
4262, 52122, 7292 mod 13,
G: i1i2, i ∈ Z13.
Together with a decomposition of XP(26, {1, 3, 4}) into K4’s given by {01, 51, 22, 32},
{01, 61, 12, 52}, {01, 21, 62, 92}mod 13, this yields byTheorem 8 an S(2, 4, 40)with amax-
imal arc. (Let us remark that PG(3, 3), which is another Steiner system S(2, 4, 40), does
not contain a maximal arc.)
The orthogonal double covers of Examples 1 and 2 have the property that they admit a
cyclic automorphism, i.e., they are invariant under the mapping ij → (i+1)j , j =1, 2.We
call such an ODC cyclic. One 1-factor is obtained as i1i2, i ∈ Zn and is ﬁxed by the cyclic
automorphism ij → (i + 1)j , j = 1, 2 while the remaining 4k + 1 1-factors are obtained
from a single 1-factor under the action of this cyclic automorphism.
What properties must this single 1-factor possess in order to guarantee that the set of
1-factors obtained in such a way forms a (cyclic) ODC?We look at this question next.
Let G be a graph whose vertex set is Zn. Given two edges e1 = {u1, v1}, e2 = {u2, v2}
with d(u1, v1)= d(u2, v2)= d , the rotation-distance between e1 and e2 is given by r(d)=
min(r1, r2 : u1 + r1 = u2, u2 + r2 = u1) (cf. [10]).
A 1-factor F of an extended Petersen graph XP(8m+ 2, S) is basic if
(1) for every k ∈ {1, 2, . . . , 2m} there exist exactly two edges {xj , yj } and {zj , wj } of F
(where j = 0 or 1 but not both) of length k,
(2) {r(k) : k = 1, 2, . . . , 2m} = {1, 2, . . . , 2m}, i.e., the rotation-distances form a permu-
tation of {1, 2, . . . , 2m}.
Since the 1-factor F has 4m+1 edges, it follows that in a basic 1-factor F of any XP(8m+
2, S) there is exactly one edge of the form {i1, i2} (for some i ∈ Z4m+1).
Of course, the 1-factors Fi in Examples 1 and 2 are examples of basic 1-factors. The
connection between basic 1-factors and cyclic orthogonal double covers of a XP(8m+2, S)
by 1-factors is now almost instant and is given by the following.
Theorem 10. If there exists a basic 1-factor of an extended Petersen graphX=XP(8m+
2, S) then there exists a cyclic ODC ofX by 1-factors (and thus there exists a Steiner system
S(2, 4, 12m+ 4) with a maximal arc).
Proof. Let F be a basic 1-factor in a XP(8m+ 2, S), and letG be the single 1-factor given
by {i1, i2}, i ∈ Z4m+1. DevelopingF=F0 modulo 4m+1, i.e., applying the cyclic mapping
ij → (i + 1)j consecutively yields a setF of 4m + 1 1-factors {F0, F1, . . . , F4m}. Any
edge {i1, i2} occurs exactly twice in the set of 4m + 2 1-factors {F0, F1, . . . , F4m,G} of
X, namely in Fi andG. Also, any Fi andG have exactly one edge in common, namely the
edge {i1, i2}. Condition 1 in the deﬁnition of a basic 1-factor guarantees that each edge of
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the form {xj , yj }, j = 0, 1, occurs in exactly two 1-factors, and condition 2 (the condition
on rotation-distances) guarantees that any two 1-factors Fi, Fj have exactly one edge in
common. Thus, the setF ∪G of 4m+ 2 1-factors is a cyclic ODC of X. 
When n = 4m + 1 is a prime, there exists an XP(2n, S) with a basic 1-factor (cf. the
ﬁnite ﬁelds construction in [9]). In addition, we have veriﬁed that for each of the 3 extended
Petersen graphs with 26 vertices, each of the 7 EPGs with 34 vertices, each of the 23 EPGs
with 42 vertices, and each of the 51 EPGs with 50 vertices there exists a basic 1-factor, and
thus a cyclic ODC by 1-factors (in the case of 42 and 50 vertices, this veriﬁcation was done
by a computer). This leads us to the
Conjecture. Every extended Petersen graph XP(2n, S), 2n = 18, has a cyclic ODC by
1-factors.
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