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LIMITING ABSORPTION PRINCIPLE AND WELL-POSEDNESS FOR
THE TIME-HARMONIC MAXWELL EQUATIONS WITH ANISOTROPIC
SIGN-CHANGING COEFFICIENTS
HOAI-MINH NGUYEN AND SWARNENDU SIL
Abstract. We study the limiting absorption principle and the well-posedness of Maxwell
equations with anisotropic sign-changing coefficients in the time-harmonic domain. The
starting point of the analysis is to obtain Cauchy problems associated with two Maxwell
systems using a change of variables. We then derive a priori estimates for these Cauchy
problems using two different approaches. The Fourier approach involves the complement-
ing conditions for the Cauchy problems associated with two elliptic equations, which were
studied in a general setting by Agmon, Douglis, and Nirenberg. The variational approach
explores the variational structure of the Cauchy problems of the Maxwell equations. As
a result, we obtain general conditions on the coefficients for which the limiting absorption
principle and the well-posedness hold. Moreover, these new conditions are of a local charac-
ter and easy to check. Our work is motivated by and provides general sufficient criteria for
the stability of electromagnetic fields in the context of negative-index metamaterials.
Key words: Maxwell equations, sign-changing coefficients, well-posedness, limiting absorp-
tion principle, Cauchy problems, resonance, negative-index metamaterials,
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1. Introduction
Negative-index metamaterials are artificial structures whose refractive index has a negative
value over some frequency range. Their existence was postulated by Veselago in 1964 [36]
and confirmed experimentally by Shelby, Smith, and Schultz in 2001 [34]. Negative-index
metamaterial research has been a very active topic of investigation not only because of po-
tentially interesting applications, but also because of challenges involved in understanding
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their peculiar properties due to the sign-changing coefficients in the equations modeling the
phenomena.
In this paper, we study the stability of electromagnetic fields in the context of negative-
index metamaterials from a mathematical point of view. More precisely, we study the limit-
ing absorption principle and the well-posedness of Maxwell equations with anisotropic sign-
changing coefficients in the time-harmonic domain. Let D be an open, bounded subset of R3
of class C1 and let ε`, µ` be defined in R3zD¯, and ε´, µ´ be defined in D such that ε`, µ`,
´ε´, and ´µ´ are real, symmetric, uniformly elliptic matrix-valued functions. Set, for δ ě 0,
(1.1) pεδ, µδq “
#
pε`, µ`q in R3zD¯,
pε´ ` iδI, µ´ ` iδIq in D.
Here and in what follows, I denotes the p3ˆ 3q identity matrix and D¯ denotes the closure of
D. We also denote BR the open ball in R
3 centered at the origin and of radius R ą 0. We
assume as usual that for some R0 ą 0, D Ă BR0 , pε
`, µ`q “ pI, Iq in R3zBR0 , and
(1.2) ε`, µ`, ε´, µ´ are piecewise C1.
Given δ ą 0 and J P rL2pR3qs3 with compact support, let pEδ ,Hδq P rHlocpcurl,R
3qs2 be
the unique radiating solution of the Maxwell equations
(1.3)
#
∇ˆ Eδ “ iωµδH in R
3,
∇ˆHδ “ ´iωεδE ` J in R
3.
Physically, εδ and µδ describe the permittivity and the permeability of the considered medium,
ω is the frequency, D is a plasmonic structure of negative-index metamaterials and iδI de-
scribes its loss, and J is the density of charge.
The goals of this paper are to derive general conditions on pε0, µ0q for which pEδ,Hδq
are bounded and to characterize its limit. The corresponding scalar version of Maxwell
equations in the frequency regime is the Helmholtz equation. The well-posedness of the
Helmholtz equation with sign-changing coefficients has been studied intensively, with the
initial investigations initiated by Costabel and Stephan [9]. Later, the well-posedness and
the Fredholms character were investigated using the integral method [33] and the T -coercivity
method [5, 7] (and the references therein). Recently, one of the authors [23] obtained general
results on the limiting absorbtion principle and the well-posedness for the Helmholtz equation.
His approach is based on a priori estimates using Fourier and variational approaches for
Cauchy problems associated with two elliptic equations derived naturally in this context. The
use of the Cauchy problems in the context of the Helmholtz equations with sign-changing
coefficients originally appeared in [19]. The theory behind the Helmholtz equations is now
almost complete and is the state-of-the-art in this area.
There is very little in the mathematical literature about the stability of the (full) Maxwell
equations with sign-changing coefficients. The only known work in this direction that could
help us is due to Bonnet-Ben Dhia, Chesnel, and Ciarlet [6] using the T -coercivity method.
They considered a bounded setting with isotropic coefficients and obtained the well posedness
outside a discrete set of ω under requirements on ε and µ of a non-local nature, which is
generally difficult to check. The goal of this paper is to fill this gap by developing the
approach in [23] for the Maxwell equations. The idea is first to obtain the Cauchy problems
associated with two Maxwell systems via a change of variables and then to derive a priori
estimates for these Cauchy problems. Two approaches are proposed to obtain these estimates.
The Fourier approach involves the complementing conditions for Cauchy problems associated
with two elliptic equations, which were studied in more general setting by Agmon, Douglis,
and Nirenberg [2]. The variational approach explores the variational structure of the Cauchy
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problems. In comparison with the acoustic setting [23], new ideas are required to handle
the complex structure of the Maxwell equations and to be able to apply the theory on
complementing conditions for elliptic systems. In particular, various forms of the Poincare´
lemma and the Helmholtz decomposition are used with a suitable implementation of local
charts to avoid imposing topological conditions. As a result, we obtain very general conditions
on the (anisotropic) coefficients to ensure the well-posedness and the limiting absorption
principle. Moreover, these new conditions are local and easy to check. For example, the well-
posedness and the limiting absorption principle hold under the condition iq pε`,´ε´q and
pµ`,´µ´q are smooth near the interface BD and both satisfy the complementary condition on
the interface (Theorem 2.1 and Corollay 2.1), or iiq ε and µ are isotropic near the interface
and |ε` ` ε´| and |µ` ` µ´| are away from 0 there (Theorem 2.2 and Corollary 4.1), or
iiiq ε`, ´ε´, µ`, µ´ are equal to I near the interface and the interface is (strictly) convex
(Corollary 4.2).
Our work thus provides general sufficient criteria for the stability of electromagnetic fields
in the context of negative-index metamaterials in the electromagnetic setting. This work also
clarifies the role of the complementary conditions considered in [25] in ensuring the resonance
associated with negative-index metamaterials appeared in their various applications, such as
superlensing [25] and cloaking [28, 26], in the electromagnetic setting. Previous mathematical
works on applications of negative-index metamaterials, such as superlensing, cloaking using
complementary media, cloaking via anomalous localized resonance for a source or for an
object, can be found in [20], [22, 29], [3, 14, 15, 17, 21, 27, 28, 32], and [24], respectively, and
the references therein.
2. Statement of the main results
The starting point of our analysis is to obtain Cauchy problems associated with two
Maxwell systems using a change of variables. A central point of the analysis is then to
derive a priori estimates for these Cauchy problems. We first use a Fourier approach involv-
ing the theory of complementing conditions as developed by Agmon, Douglis, and Nirenberg
[2]. Given a unit vector e P R3, denote
R
3
e,` “
!
x P R3; xx, ey ą 0
)
and R3e,0 “
!
x P R3; xx, ey “ 0
)
.
Here and in what follows, x¨, ¨y denotes the standard scalar product in R3 or C3. The definition
of the complementing condition for the Cauchy problem of two elliptic equations is as follows
Definition 2.1 (Agmon, Douglis, Nirenberg [2]). Two constant, positive, symmetric matrices
A1 and A2 are said to satisfy the (Cauchy) complementing boundary condition with respect
to direction e P BB1 if and only if for all ξ P R
3
e,0zt0u, the only solution pu1pxq, u2pxqq of the
form
`
eixy,ξyv1ptq, e
ixy,ξyv2ptq
˘
with x “ y ` te where t “ xx, ey, of the following system#
divpA1∇u1q “ divpA2∇u2q “ 0 in R
3
e,`,
u1 “ u2 and A1∇u1 ¨ e “ A2∇u2 ¨ e on R
3
e,0,
that is bounded in R3e,` is p0, 0q.
Remark 2.1. Agmon, Douglis, and Nirenberg [2] (see also [1]) considered the complementing
conditions for a general elliptic system and derived properties for them. The special case given
in the above definition found a particular interest in the context of the Helmholtz equations
with sign-changing coefficients (see [23]).
Denote
Γ “ BD,
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and, for τ ą 0, set
Dτ “
!
x P D; distpx,Γq ă τ
)
and D´τ “
!
x P R3zD¯; distpx,Γq ă τ
)
.
For the Fourier approach, we prove the following result:
Theorem 2.1. Let 0 ă δ ă 1, J P rL2pR3qs3 with supp J Ă BR0 , and let pEδ ,Hδq P
rHlocpcurl,R
3qs2 be the unique radiating solution of (1.3). Assume that ε`, µ` P C1pD¯´τ q,
ε´, µ´ P C1pD¯τ q for some τ ą 0, and pε
`,´ε´qpxq and pµ`,´µ´qpxq satisfy the pCauchyq
complementing conditions with respect to the unit normal vector νpxq for all x P Γ. Then
(2.1) }pEδ,Hδq}L2pBRq ď CR}J}L2pR3q @R ą 0,
for some positive constant CR independent of δ and J . Moreover, pEδ,Hδq converges to
pE0,H0q strongly in rL
2
locpR
3qs6 as δ Ñ 0, where pE0,H0q P rHlocpcurl,R
3qs2 is the unique
radiating solution of (1.3) with δ “ 0. As a consequence, we have
(2.2) }pE0,H0q}L2pBRq ď CR}J}L2pR3q @R ą 0.
Let Ω be an open set of R3. Given punq Ă L
2
locpΩq and u P L
2
locpΩq, one says that un
converges to u in L2locpΩq if un converges to u in L
2pKq for every compact subset K of Ω.
Recall that, for ω ą 0, a solution pE,Hq P rHlocpcurl,R
3zBRqs
2, for some R ą 0, of the
Maxwell equations $&
%
∇ˆ E “ iωH in R3zBR,
∇ˆH “ ´iωE in R3zBR,
is called radiating if it satisfies one of the (Silver-Mu¨ller) radiation conditions
H ˆ x´ |x|E “ Op1{|x|q or E ˆ x` |x|H “ Op1{|x|q as |x| Ñ `8.
Here and in what follows, for α P R, Op|x|αq denotes a quantity whose norm is bounded by
C|x|α for some constant C ą 0. One also denotes
Hpcurl,Ωq “
!
u P rL2pΩqs3;∇ˆ u P rL2pΩqs3
)
,
Hlocpcurl,Ωq “
!
u P rL2locpΩqs
3;∇ ˆ u P rL2locpΩqs
3
)
,
Hpdiv,Ωq “
!
u P rL2pΩqs3; div u P L2pΩq
)
,
and, on BΩ, ν the unit normal vector directed to the exterior of Ω.
The proof of Theorem 2.1 is given in Section 3. The existence and uniqueness of pE0,H0q
are also established there. The analysis given in Section 3 requires a number of tools and
results, such as Poincare´’s lemma, the Helmholtz decomposition for both electric and mag-
netic fields, the analysis on the complementing conditions, duality arguments, and a result
on the trace estimate for Hpdiv,Ωq (Lemma 3.4), which is interesting in its own right. From
the analysis, we derive that the complementing conditions for the Cauchy problem associ-
ated with two Maxwell systems follows from the complementing conditions for the Cauchy
problems associated with two elliptic equations corresponding to the pair of permittivity and
permeability. To the best of our knowledge, this insight is new, and its discovery makes the
required conditions on ε and µ easy to check (see Proposition 2.1 below). The optimality
of the complementing conditions is discussed in Proposition 3.1, whose proof is given in the
appendix.
To check the complementing condition, one can use its following algebraic characterization
(see [23, Proposition 1]).
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Proposition 2.1. Let e P BB1, and let A1 and A2 be two constant, positive, symmetric
matrices. Then A1 and A2 satisfy the pCauchyq complementing condition with respect to e if
and only if
xA2e, eyxA2ξ, ξy ´ xA2e, ξy
2 ‰ xA1e, eyxA1ξ, ξy ´ xA1e, ξy
2 @ ξ P R3e,0zt0u.
In particular, if A2 ą A1, then A1 and A2 satisfy the complementing condition with respect
to e.
In this paper, for two p3ˆ3q matrices A and B, the notation A ą B means that xAx, xy ą
xBx, xy for all x P R3zt0u. A similar convention is used for A ě B. As a direct consequence
of Theorem 2.1 and Proposition 2.1, one obtains
Corollary 2.1. Let 0 ă δ ă 1, J P rL2pR3qs3 with supp J Ă BR0 , and let pEδ,Hδq P
rHlocpcurl,R
3qs2 be the unique radiating solution of (1.3). Assume that ε`, µ` P C1pD¯´τ q
and ε´, µ´ P C1pD¯τ q for some τ ą 0, and for each connected component of Γ,´
ε` ě ´ε´ ` cI or ´ ε´ ě ε` ` cI
¯
,
and ´
µ` ě ´µ´ ` cI or ´ µ´ ě µ` ` cI
¯
,
for some c ą 0. Then
}pEδ,Hδq}L2pBRq ď CR}J}L2pR3q @R ą 0,
for some positive constant CR independent of δ and J . Moreover, pEδ,Hδq converges to
pE0,H0q strongly in rL
2
locpR
3qs6 as δ Ñ 0, where pE0,H0q P rHlocpcurl,R
3qs2 is the unique
radiating solution of (1.3) with δ “ 0. As a consequence, we have
}pE0,H0q}L2pBRq ď CR}J}L2pR3q @R ą 0.
Theorem 2.1 (see also its consequence Corollary 2.1) provides very general conditions for
ensuring the well-posedness and the validity of the limiting absorption principle. One does
not require that ε` ` ε´ and µ` ` µ´ have the same sign on Γ. This was previously out of
reach.
Our next approach for addressing the Cauchy problems is a variational one. To this end,
we first introduce some notations.
Definition 2.2. Let τ ą 0 and U be a smooth, open subset of R3 such that U¯ Ă D. A
transformation F : DzU¯ Ñ D´τ is said to be a reflection through Γ if and only if F is a
diffeomorphism and Fpxq “ x on Γ.
Here and in what follows, when we mention a diffeomorphism F : Ω Ñ Ω1 for two open
subsets Ω and Ω1 of R3, we mean that F is a diffeomorphism, F P C1pΩ¯q, and F´1 P C1pΩ¯1q.
For a diffeomorphism F from Ω to Ω1, for a matrix A defined in Ω, and for a vector field E
defined in Ω, denote
F˚Apx
1q “
∇FpxqApxq∇FT pxq
J pxq
and F ˚ Epx1q “ ∇F´T pxqEpxq,
with x “ F´1px1q and J pxq “ det∇Fpxq. For a vector field J defined in Ω, we set
T˚Jpx
1q “
Jpxq
J pxq
.
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In what follows, dBΩ denotes the distance function to BΩ for an open, bounded subset Ω of
R
3, i.e.,
dBΩpxq :“ min
!
|y ´ x|; y P BΩ
)
for x P R3.
The main result in this direction is
Theorem 2.2. Let 0 ă δ ă 1, τ ą 0, J P rL2pR3qs3 with supp J Ă BR0 , and let pEδ,Hδq P
rHlocpcurl,R
3qs2 be the unique radiating solution of (1.3). Assume that there exist a smooth
open subset U of Rd with U¯ Ă D and a reflection F through Γ from DzU¯ onto D´τ such
that, with the notations
pε, µq “ pε`, µ`q in D´τ and pεˆ, µˆq “ pF˚ε
´,F˚µ
´q in D´τ ,
for each connected component O of D´τ ,
pεˆ´ ε ě cdα1Γ I in O or ε´ εˆ ě cd
α1
Γ I in Oq
and
pµˆ ´ µ ě cdα2Γ I in O or µ´ µˆ ě cd
α2
Γ I in Oq,
for some 0 ď α1, α2 ă 2 and for some positive constant c. In the case α1 ` α2 ą 0 in O,
additionally assume that
supp J X
`
O Y F´1pOq
˘
“ H.
Set, in D´τ ,
Eˆδ “ F ˚ Eδ and Hˆδ “ F ˚Hδ
and additionally assume that D is of class C2. Then, for all R ą 0 and for all open set V
containing Γ,
(2.3)
ż
BRzV
|pEδ ,Hδq|
2 `
ż
D´τ
|xpε´ εˆqEδ, Eδy| ` |xpµ´ µˆqHδ,Hδy|
`
ż
D´τ
|pEδ ´ Eˆδ,Hδ ´ Hˆδq|
2 ď C}J}2L2pR3q,
for some positive constant C “ CR,V independent of δ and J . Moreover, for any sequence
pδnq converging to 0, up to a subsequence, pEδn ,Hδnq converges to pE0,H0q strongly in
rL2locpR
3zΓqs6 as n Ñ `8, where pE0,H0q P rHlocpcurl,R
3zΓqs2 satisfies (2.3) with δ “ 0
and is a radiating solution of (1.3) with δ “ 0. In the case α1 “ α2 “ 0 for all con-
nected components of D´τ , the convergence holds in rL
2
locpR
3qs6 for δ Ñ 0, and the limit
pE0,H0q P rHlocpcurl,R
3qs2 is unique.
The meaning of the radiating solution of pE0,H0q in Theorem 2.2 is understood as follows.
A pair pE0,H0q P rHlocpcurl,R
3zΓqs2 satisfies (2.3) with δ “ 0 and is called a radiating
solution of (1.3) with δ “ 0 if pE0,H0q is a radiating solution of#
∇ˆ E0 “ iωµ0H in R
3zΓ,
∇ˆH0 “ ´iωε0E ` J in R
3zΓ,
and it satisfies
(2.4) pE0 ´ Eˆ0q ˆ ν “ 0 “ pH0 ´ Hˆ0q ˆ ν on Γ.
Note that (2.4) makes sense since, if α1 ` α2 ą 0 in O,
∇pE0 ´ Eˆ0q “ iωµH0 ´ iωµˆHˆ0 “ iωµpH0 ´ Hˆ0q ` iωpµ ´ µˆqHˆ0 in O
and
∇pH0 ´ Hˆ0q “ iωεE0 ´ iωεˆEˆ0 “ iωεpE0 ´ Eˆ0q ` iωpε´ εˆqEˆ0 in O.
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One can then check, in both cases α1 ` α2 ą 0 in O or α1 ` α2 “ 0 in O, that
E0 ´ Eˆ0 P Hpcurl,D´τ q and H0 ´ Hˆ0 P Hpcurl,D´τ q
using (2.3) with δ “ 0.
The proof of Theorem 2.2 is given in Section 4. The variational structure is explored in
Lemma 4.5. Important ingredients in the proof are two forms of Poincare´’s lemmas: one
with a gain in the integrability (Lemmas 4.1 and 4.2) and one with a gain of regularity
(Lemma 4.4). We also suitably use local charts to avoid imposing topological conditions.
Nevertheless, a more global approach in comparison with the proof of Theorem 2.1 is required
in order to remove undesirable terms in the process of using local charts (see Remark 4.2).
Some applications of Theorem 2.2 are given in Section 4.3.
Let Brpxq denote the open ball in R
3 centered at x and of radius r for x P R3 and for
r ą 0. It is shown in [28, Proposition 2.2] that if εˆ “ ε and µˆ “ µ in Brpx0q X D´τ for
some x0 P Γ and r ą 0, then resonance may occur. These requirements on ε, µ, εˆ, and µˆ are
related to the complementary property of media [25, Definition 1]. This property plays a role
in the construction of lensing and cloaking devices using negative-index materials [25, 26]
for which a localized resonance can take place, an interesting phenomenon of negative-index
metamaterials in which the solutions blow up in some regions and remain bounded in others
as the loss goes to 0.
The rest of the paper is organized as follows. The proof of Theorems 2.1 and 2.2 are given
in Sections 3 and 4, repectively. In the appendix, we present the proof of Proposition 3.1
on the optimality of complementing conditions for the Cauchy problem associated with two
Maxwell systems.
3. Fourier approach for the Cauchy problems
This section is devoted to the proof of Theorem 2.1. We first establish several lemmas
in Section 3.1 which are used in the proof of Theorem 2.1. The proof of Theorem 2.1 is
given in Section 3.2. The optimality of the complementing conditions used in Theorem 2.1
is discussed in Proposition 3.1 whose proof is given in the appendix.
3.1. Preliminaries. We begin this section by recall the following known form of Poincare´’s
lemma, see e.g. [12, Theorem 3.4].
Lemma 3.1. Let Ω be a simply connected, bounded, open subset of R3 of class C1. There
exists a linear, continuous transformation T : Hpcurl,Ωq Ñ rH1pΩqs3 such that
∇ˆ T puq “ ∇ˆ u in Ω.
We next establish the key ingredient of the proof of Theorem 2.1.
Lemma 3.2. Let Ω be a simply connected, bounded, open subset of R3 of class C1. Let
ε, εˆ, µ, µˆ be real, symmetric, uniformly elliptic matrix-valued functions defined in Ω and of
class C1. Let Je, Jm, Jˆe, Jˆm P rL
2pΩqs3 and let pE,Hq, pEˆ, Hˆq P rHpcurl,Ωqs2 be such that#
∇ˆ E “ iωµH ` Je in Ω,
∇ˆH “ ´iωεE ` Jm in Ω,
#
∇ˆ Eˆ “ iωµˆHˆ ` Jˆe in Ω,
∇ˆ Hˆ “ ´iωεˆEˆ ` Jˆm in Ω,
and
E ˆ ν “ Eˆ ˆ ν and H ˆ ν “ Hˆ ˆ ν on BΩ.
Set
E “ T pEq, Eˆ “ T pEˆq, H “ T pHq, Hˆ “ T pHˆq in Ω,
where T is the operator given in Lemma 3.1. We have
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1) If pε, εˆq satisfies the complementing condition with respect to νpxq for all x P BΩ, then
(3.1) }pE ´E, Eˆ ´ Eˆq}L2pΩq
ď C
´
}pE, Eˆ, Jm, Jˆmq}L2pΩq ` }E´ Eˆ}H´1{2pBΩq ` }pE ´E, Eˆ ´ Eˆq}rH1pΩqs˚
¯
.
2) If pµ, µˆq satisfies the complementing condition with respect to νpxq for all x P BΩ,
then
(3.2) }pH ´H, Hˆ ´ Hˆq}L2pΩq
ď C
´
}pH, Hˆ, Je, Jˆeq}L2pΩq ` }H´ Hˆ}H´1{2pBΩq ` }pH ´H, Hˆ ´ Hˆq}rH1pΩqs˚
¯
.
Here C denotes a positive constant depending only on ε, µ, and Ω.
Here and in what follows, rH1pΩqs˚ denotes the dual space of H1pΩq.
Proof. We only prove assertion 1q. Assertion 2q can be obtained similarly and its proof is
omitted. From the properties of T , we have
∇ˆ pE ´Eq “ ∇ˆ pEˆ ´ Eˆq “ 0 in Ω.
Since Ω is simply connected, there exists ϕ, ϕˆ P H1pΩq such that
(3.3) E ´E “ ∇ϕ, Eˆ ´ Eˆ “ ∇ϕˆ in Ω, and
ż
Ω
ϕ “
ż
Ω
ϕˆ “ 0.
We have, by the second equation of the system of pE,Hq,
(3.4) divpε∇ϕq “ divpεEq ´ divpεEq “ ´ divpεEq ´
i
ω
divpJmq in Ω,
by the second equation of the system of pEˆ, Hˆq,
(3.5) divpεˆ∇ϕˆq “ divpεˆEˆq ´ divpεˆEˆq “ ´ divpεˆEˆq ´
i
ω
divpJˆmq in Ω,
(3.6) p∇ϕ´∇ϕˆq ˆ ν “ pE ´Eq ˆ ν ´ pEˆ ´ Eˆq ˆ ν “ pEˆ´Eq ˆ ν on BΩ,
and, on BΩ,
(3.7)
´
ε∇ϕ` εE`
i
ω
Jm
¯
¨ ν ´
´
εˆ∇ϕˆ` εˆEˆ`
i
ω
Jˆm
¯
¨ ν
“
´
εE `
i
ω
Jm
¯
¨ ν ´
´
εˆEˆ `
i
ω
Jˆm
¯
¨ ν
“ ´
1
iω
∇ˆ pH ´ Hˆq ¨ ν “
1
iω
divΓrpH ´ Hˆq ˆ νs “ 0.
Since pε, εˆq satisfies the complementing condition, applying [30, Lemma 18] (with λ “ 1,
Σ1 “ 1, Σ2 ą 0 sufficiently large) and using the standard arguments of freezing coefficients,
we derive from (3.4), (3.5), (3.6), and (3.7) that
(3.8) }p∇ϕ,∇ϕˆq}L2pΩq ď C
´
}pE, Eˆ, Jm, Jˆmq}L2pΩq ` }E´ Eˆ}H´1{2pBΩq ` }pϕ, ϕˆq}L2pΩq
¯
.
We claim that, for u P H1pΩq with
ş
Ω u “ 0,
}u}L2pΩq ď C}∇u}rH1pΩqs˚ .
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In fact, fix ξ P L2pΩq arbitrary and set ξΩ :“
1
|Ω|
ş
Ω ξ. Let ϕ P H
1pΩq be the unique solution
of ´∆ϕ “ ξ ´ ξΩ in Ω and Bνϕ “ 0 on BΩ with
ş
Ω ϕ “ 0. We have
}∇ϕ}L2pΩq ď C}ξ}L2pΩq
and ˇˇˇ
ˇ
ż
Ω
uξ
ˇˇˇ
ˇ “
ˇˇˇ
ˇ
ż
Ω
upξ ´ ξΩq
ˇˇˇ
ˇ “
ˇˇˇ
ˇ
ż
Ω
∇u∇ϕ
ˇˇˇ
ˇ ď }∇u}L2pΩq}∇ϕ}L2pΩq,
and the claim follows.
Applying the claim, we have
}pϕ, ϕˆq}L2pΩq ď C}p∇ϕ,∇ϕˆq}rH1pΩqs˚ ,
and assertion 1q follows from (3.8) and the choice of ϕ and ϕˆ in (3.3). 
Remark 3.1. In the proof of Lemma 3.2, we used [30, Lemma 18]. This lemma is in the
spirit of the results given in [2] due to Agmon, Douglis, and Nirenberg where more regular
data are used.
We next establish a compactness result used in Lemma 3.5 which is a key ingredient of the
proof of Theorem 2.1.
Lemma 3.3. Let d ě 2, and let O Ă Rd be open, bounded, and of class C1. Let punq be a
bounded sequence in L2pOq. Then, up to a subsequence, punq converges in rH
1pOqs˚.
Proof. Without loss of generality, one may assume that punq converges weakly to u in L
2pOq.
It suffices to prove that, up to a subsequence, pvnq converges to 0 in rH
1pOqs˚ where vn :“
un ´ u in O. Let ϕn P H
1
0 pOq be the unique solution of ´∆ϕn “ vn in O. Since pvnq is
bounded in L2pOq, it follows that pϕnq is bounded in H
1pOq. Without loss of generality, one
may assume that pϕnq converges in L
2pOq. Then
(3.9)
ż
O
|∇ϕn|
2 “
ż
O
vnϕn Ñ 0 as nÑ `8.
We have, for ξ P H1pOq,ż
O
vnξ “ ´
ż
O
∆ϕnξ “
ż
O
∇ϕn∇ξ ´
ż
BO
Bνϕnξ.
It follows that
(3.10) }vn}rH1pOqs˚ ď C
´
}∇ϕn}L2pOq ` }Bνϕn}H´1{2pBOq
¯
.
Here and in what follows in the proof, C denotes a positive constant depending only on O.
Applying Lemma 3.4 below, we have
}Bνϕn}
2
H´1{2pBOq ď C}∇ϕn}L2pOq
´
}∇ϕn}L2pOq ` }vn}L2pOq
¯
(3.9)
Ñ 0 as nÑ `8.
The conclusion now follows from (3.9) and (3.10). 
In the proof of Lemma 3.3, we use the following result which is interesting in itself.
Lemma 3.4. Let d ě 2, and let O Ă Rd be open, bounded, and of class C1. Let u P Hpdiv, Oq.
We have
(3.11) }u ¨ ν}2
H´1{2pBOq ď C}u}L2pOq
´
}u}L2pOq ` }div u}L2pOq
¯
,
for some positive constant C depending only on O.
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Remark 3.2. Lemma 3.4 is in the spirit of [13, Lemma A.1]. Estimate (3.11) is stronger
than the standard one which asserts that
}u ¨ ν}H´1{2pBOq ď C
´
}u}L2pOq ` }div u}L2pOq
¯
.
Proof. Using a density argument, one may assume that u is smooth. Using local charts, it
suffices to prove that
(3.12) }u ¨ ν}2
H´1{2pBRd`q
ď C}u}L2pRd`q
`
}u}L2pRd`q
` }div u}L2pRd`q
˘
,
for u P C1pRdq with support in the unit ball, where Rd` :“ R
d´1 ˆ p0,`8q. Define, for
pξ1, xdq P R
d´1 ˆ R,
Fvpξ1, xdq :“
ż
Rd´1
vpx1, xdqe
´ix1¨ξ1 dx1 for v P C1c pR
dq.
We have
}u ¨ ν}2
H´1{2pBRd`q
“
ż
Rd´1
|Fudpξ
1, 0q|2
`
1` |ξ1|2
˘´1{2
dξ1
ď
1
2
ż 8
0
ż
Rd´1
|BxdFudpξ
1, xdq| |Fudpξ
1, xdq|
`
1` |ξ1|2
˘´1{2
dξ1 dxd.
Using Ho¨lder’s inequality, we obtain
(3.13)
}u¨ν}2
H´1{2pBRd`q
ď
1
2
˜ż
Rd`
|BxdFudpξ
1, 0q|2
`
1` |ξ1|2
˘´1
dξ1dxd
¸1{2˜ż
Rd`
|Fudpξ
1, 0q|2dξ1dxd
¸1{2
.
Since
|BxdFudpξ
1, xdq| “
ˇˇ
Fpdiv uqpξ1, xdq´
d´1ÿ
j“1
iξ1jFujpξ
1, xdq
ˇˇ
ď |Fpdiv uqpξ1, xdq|`
d´1ÿ
j“1
|ξ1jFujpξ
1, xdq|,
it follows from Parseval’s theorem that
(3.14)
ż
Rd`
|BxdFudpξ
1, xdq|
2
`
1` |ξ1|2
˘´1
dξ1dxd ď C
ż
Rd`
`
|div upxq|2 ` |upxq|2
˘
dx.
By Parseval’s theorem, we also have
(3.15)
ż
Rd`
|Fudpξ
1, xdq|
2dξ1dxd ď C
ż
Rd`
|upxq|2 dx.
Combining (3.13), (3.14), and (3.15) yields (3.12). 
As a consequence of Lemma 3.2, one can derive the following compactness result for
Maxwell’s equations, which is the key ingredient in the proof of Theorem 2.1.
Lemma 3.5. Let Ω Ă R3 be open, bounded, and of class C1 and let ε, εˆ, µ, µˆ be real,
symmetric, uniformly elliptic matrix-valued functions defined in Ω and of class C1. Let
pJe,nq, pJm,nq, pJˆe,nq, and pJˆm,nq Ă rL
2pΩqs3, and let pEn,Hnq, pEˆn, Hˆnq P rHpcurl,Ωqs
2 be
such that#
∇ˆ En “ iωµHn ` Je,n in Ω,
∇ˆHn “ ´iωεEn ` Jm,n in Ω,
#
∇ˆ Eˆn “ iωµˆHˆn ` Jˆe,n in Ω,
∇ˆ Hˆn “ ´iωεˆEˆn ` Jˆm,n in Ω,
and
En ˆ ν “ Eˆn ˆ ν and Hn ˆ ν “ Hˆn ˆ ν on BΩ.
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Let S be a connected component of BΩ and assume that
pε, εˆqpxq, pµ, µˆqpxq satisfy the complementing condition with respect to νpxq for all x P S,
pEn,Hn, Eˆn, Hˆnq are bounded in rL
2pΩqs12,
and
pJe,n, Jm,n, Jˆe,n, Jˆm,nq converges in rL
2pΩqs12 as nÑ `8.
There exists a neighborhood U of S such that, up to a subsequence, pEn,Hn, Eˆn, Hˆnq converges
in rL2pU X Ωqs12.
Proof. Let ℓ ě 1, xk P S, rk ą 0, and ϕk P C
1pR3q for 1 ď k ď ℓ be such that Brkpxkq X Ω
is simply connected with connected boundary, supp ϕk Ť Brk{2pxkq, and
řℓ
k“1 ϕ “ 1 in a
neighborhood U of S. For 1 ď k ď ℓ, set, Ok “ Brkpxkq X Ω, and, in Ok, define
Ek,n “ T pϕkEnq, Eˆk,n “ T pϕkEˆnq, Hk,n “ T pϕkHnq, Hˆk,n “ T pϕkHˆnq,
where T is the operator given in Lemma 3.1 for the set Ok. By Lemma 3.1, we have
}pEk,n, Eˆk,n,Hk,n, Hˆk,nq}H1pOkq ď C}pEn, Eˆn,Hn, Hˆn, Je,n, Jˆe,n, Jm,n, Jˆm,nq}L2pOkq.
Without loss of generality, one may assume that, as nÑ `8,
pEk,n, Eˆk,n,Hk,n, Hˆk,nq converges in rL
2pOkqs
12,
pEk,n ´ Eˆk,n,Hk,n ´ Hˆk,nq converges in rH
´1{2pBOkqs
6,
and, by Lemma 3.3,
pϕkEn ´Ek,n, ϕkEˆk,n ´ Eˆk,n, ϕkHn ´Hk,n, ϕkHˆn ´ Hˆk,nq converges in
“
rH1pOkqs
˚
‰12
.
Applying Lemma 3.2 1, we have
}
`
pϕkEn ´Ek,nq ´ pϕkEl ´Ek,lq, pϕkEˆn ´ Eˆk,nq ´ pϕkEˆl ´ Eˆlq
˘
}L2pOkq
ď C}
`
pϕkEn ´Ek,nq ´ pϕkEl ´Ek,lq, pϕkEˆn ´ Eˆk,nq ´ pϕkEˆl ´ Eˆk,lq
˘
}rH1pOkqs˚
` C}pEk,n ´Ek,l, Eˆk,n ´ Eˆk,l, Jm,n ´ Jm,l, Jˆm,n ´ Jˆm,lq}L2pOkq
` C}pEk,n ´ Eˆk,nq ´ pEl,n ´ Eˆl,nq}H´1{2pBOkq Ñ 0 as l, nÑ `8,
and
}
`
pϕkHn ´Hk,nq ´ pϕkHl ´Hk,lq, pϕkHˆn ´ Hˆk,nq ´ pϕkHˆl ´ Hˆlq
˘
}L2pOkq
ď C}
`
pϕkHn ´Hk,nq ´ pϕkHl ´Hk,lq, pϕkHˆn ´ Hˆk,nq ´ pϕkHˆl ´ Hˆk,lq
˘
}rH1pOkqs˚
` C}pHk,n ´Hk,l, Hˆk,n ´ Hˆk,l, Je,n ´ Je,l, Jˆe,n ´ Jˆe,lq}L2pOkq
`C}pHk,n ´ Hˆk,nq ´ pHl,n ´ Hˆl,nq}H´1{2pBOkq Ñ 0 as l, nÑ `8.
Hence pϕkEk,n, ϕkEˆk,n, ϕkHk,n, ϕkHˆk,nq is a Cauchy sequence in rL
2pOkqs
12 and therefore
convergence in rL2pOkqs
12. The conclusion then follows since
řℓ
k“1 ϕk “ 1 in U . 
We next recall the following well-posedness result on (1.3) (see [25, Lemma 6]).
1The complementing conditions holds on BOk X S a priori. However, since ϕk “ 0 in BrkpxkqzBrk{2pxkq,
one can modify ε, µ, εˆ, µˆ in BrkpxkqzB2rk{3pxkq so that the complementing conditions hold on the whole
boundary and the systems are unchanged, e.g. ε ą εˆ and µ ą µˆ in BrkpxkqzBrk{2pxkq (see Proposition 2.1).
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Lemma 3.6. Let 0 ă δ ă 1, f, g P rL2pR3qs3, and pεδ, µδq be defined in (1.1). Assume that
supp f, supp g Ă BR0 . There exists a unique radiating solution pEδ ,Hδq P rHlocpcurl,R
3qs2
to #
∇ˆ Eδ “ iωµδHδ ` f in R
3,
∇ˆHδ “ ´iωεδEδ ` g in R
3.
Moreover, we have
}pEδ,Hδq}Hpcurl,BRq ď
CR
δ
}pf, gq}L2 ,
where CR denotes a positive constant depending on R, R0, ε, and µ, but independent of f ,
g, and δ.
We now deal with the uniqueness of (1.3) for δ “ 0.
Lemma 3.7. Let J “ 0 and pE0,H0q P rHlocpcurl,R
3qs2 is a radiating solution of (1.3) with
δ “ 0. Then
E0 “ H0 “ 0 in R
3.
Proof. The proof is quite standard as in the usual case. We present it here for the com-
pleteness. Multiplying the equation of E0 by ∇ ˆ E¯0 (E¯0 denotes the conjugate of E0), we
have ż
BR0
xµ´1∇ˆ E0,∇ ˆE0y “
ż
BR0
xiωH0,∇ˆ E0y.
Integrating by parts the RHS and using the equation of H0, we obtainż
BR0
xµ´1∇ˆE0,∇ˆ E0y “
ż
BR0
ω2|E0|
2 `
ż
BBR0
iωpH0 ˆ νq ¨ E¯0.
This implies
ℜ
ż
BBR0
pH0 ˆ νq ¨ E¯0 “ 0.
It follows, see, e.g., [8, Theorem 6.10], that E0 “ H0 “ 0 in R
3zBR0 . Therefore, E0 “ H0 “ 0
in R3 by the unique continuation principle, see [4, 31] (see also [16, 35]). 
3.2. Proof of Theorem 2.1. We first prove (2.1) with r0 :“ R0 ` 1 by contradiction.
Assume that there exist a sequence pδnq Ă p0, 1q and a sequence pJnq Ă rL
2pR3qs3 with
supp Jn Ă BR0 such that
(3.16) }pEn,Hnq}L2pBr0 q “ 1 and limnÑ`8
}Jn}L2pR3q “ 0.
Here pEn,Hnq is the corresponding solution of (1.3) with δ “ δn and J “ Jn. By Lemma 3.6,
without loss of generality, one may assume that δn Ñ 0. Since#
∇ˆEn “ iωHn in R
3zBR0 ,
∇ˆHn “ ´iωEn in R
3zBR0 ,
we have, for R ą R0 ` 1{2, by [20, Lemma 5],
}pEn,Hnq}L2pBRzBR0`1{2q
ď CR}pν ˆ En, ν ˆHnq}H´1{2pdivΓ,BBR0`1{2q
ď CR}pEn,Hnq}Hpcurl,BR0`1{2zBR0 q
by the trace theory (see e.g. [12]).(3.17)
Combining (3.16) and (3.17) yields
(3.18) }pEn,Hnq}L2pBRq ď CR for all R ą 0.
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Fix ψ P C1c pR
3q (arbitrary) be such that ψ “ 0 in a neighborhood of Γ. We have, in R3,
∇ˆ pψEnq “ ψ∇ ˆ En `∇ψ ˆ En and divpε0ψEnq “ ψ divpε0Enq `∇ψ ¨ ε0En.
Using (3.18) and the system of equations of pEn,Hnq and applying e.g. [25, Lemma 1], one
may assume that
pψEnq converges in L
2pR3q,
which yields, since ψ is arbitrary,
(3.19) pEnq converges in L
2
locpR
3zΓq.
Similarly, one may also assume that
(3.20) pHnq converges in L
2
locpR
3zΓq.
For τ ą 0 sufficiently small (the smallness depends only on D), define F : Dτ Ñ D´τ by
FpxΓ ` tνpxΓqq “ xΓ ´ tνpxΓq @xΓ P Γ, t P p´τ, 0q
and set, in D´τ ,
pεˆ, µˆq “ pF˚ε
´,F˚µ
´q and pEˆn, Hˆnq “ pF ˚ En,F ˚Hnq.
Note that the pairs pε, εˆqpxq and pµ, µˆqpxq satisfy the complementing conditions with respect
to νpxq for all x P Γ if and only if the pairs pε`,´ε´qpxq and pµ`,´µ´qpxq do, by Propo-
sition 2.1. By a change of variables for the Maxwell equations, see e.g. [25, Lemma 7], we
have#
∇ˆ En “ iωµHn in D´τ ,
∇ˆHn “ ´iωεEn ` Jn in D´τ ,
#
∇ˆ Eˆn “ iωµˆHˆn ` Jˆe,n in D´τ ,
∇ˆ Hˆn “ ´iωεˆEˆn ` Jˆm,n in D´τ ,
and
En ˆ ν “ Eˆn ˆ ν and Hn ˆ ν “ Hˆn ˆ ν on Γ.
Here
Jˆe,n “ ´δωF˚I Hˆn and Jˆm,n “ δωF˚I Eˆn `F˚Jn in D´τ .
By Lemma 3.5, there exists a neighborhood U of Γ such that, up to a subsequence,
(3.21) pEn,Hn, Eˆn, Hˆnq converges in rL
2pU XD´τ{2qs
12.
It follows from (3.19), (3.20), and (3.21) that, up to a subsequence,
(3.22) pEn,Hnq converges in rL
2
locpR
3qs12.
Moreover, the limit pE0,H0q is in rHlocpcurl,R
3qs2 and is a radiating solution of the equations#
∇ˆ E0 “ iωµ0H in R
3,
∇ˆH0 “ ´iωε0E in R
3.
By Lemma 3.7, we have
E0 “ H0 “ 0 in R
3.
This contradicts the fact that }pEn,Hnq}L2pBr0 q “ 1 and, up to a subsequence, pEn,Hnq
converges to pE0,H0q in rL
2
locpR
3qs6.
Hence (2.1) holds for R “ R0 ` 1. This implies, exactly as in the proof of (3.18),
}pEδ,Hδq}L2pBRq ď CR}J}L2pR3q for all R ą R0 ` 1,
which is (2.1).
We next establish the remaining part of Theorem 2.1. By (2.1), for every sequence pδnq Ñ
0, there exists a subsequence pδnkq such that pEδnk ,Hδnk q converges weakly in rL
2
locpR
3qs6.
Moreover, the limit pE0,H0q P rHlocpcurl,R
3qs2 is a radiating solution of (1.3) with δ “ 0.
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By Lemma 3.7, the limit is unique. Therefore, pEδ,Hδq converges to pE0,H0q weakly in
rL2locpR
3qs6 as δ Ñ 0. It is then clear that (2.2) follows from (2.1). The strong convergence
follows from (2.1) by the same way (3.22) followed from (3.18) and once again using the
uniqueness of the limit. The proof is complete. l
A key part in the proof of Theorem 2.1 is the compactness result in Lemma 3.5 which is
derived from Lemma 3.2 where the complementing conditions plays a crucial role. Assume
that pε, εˆq and pµ, µˆq both satisfy the complementing conditions and of class C2. Then,
instead of (3.1) and (3.2), one has (see [2])››pE, Eˆ,H, Hˆq››
H1pΩq
ď C
´››pE, Eˆ,H, Hˆq››
L2pΩq
`
››pJe, Jˆe, Jm, Jˆmq››Hpdiv,Ωq
¯
(3.23)
for some positive constant C independent of pE, Eˆ,H, Hˆq, pJe, Jˆe, Jm, Jˆmq. The following
proposition shows that the complementing conditions on each pair pε, εˆq and pµ, µˆq are nec-
essary to have (3.23).
Proposition 3.1. Let Ω be a bounded, connected open subset of R3 and of class C2 and let
ε, εˆ, µ, µˆ be real, symmetric, uniformly elliptic matrix-valued functions defined in Ω and of
class C1. Assume that either pε, εˆq or pµ, µˆq does not satisfy the complementing condition at
some point x0 P BΩ. Then there exist sequences pJe,nq, pJm,nq, pJˆe,nq, pJˆm,nq Ă Hpdiv,Ωq and`
pEn,Hnq
˘
,
`
pEˆn, Hˆnq
˘
Ă rH1pΩqs6 such that#
∇ˆ En “ iωµHn ` Je,n in Ω,
∇ˆHn “ ´iωεEn ` Jm,n in Ω,
#
∇ˆ Eˆn “ iωµˆHˆn ` Jˆe,n in Ω,
∇ˆ Hˆn “ ´iωεˆEˆn ` Jˆm,n in Ω,
En ˆ ν “ Eˆn ˆ ν, Hn ˆ ν “ Hˆn ˆ ν on BΩ
sup
n
}pJe,nq, pJm,nq, pJˆe,nq, pJˆm,nq}HpdivpΩqq ă `8, sup
n
‖pEn, Eˆn,Hn, Hˆnq‖L2pΩq ă `8,
and
sup
n
‖pEn, Eˆn,Hn, Hˆnq‖H1pΩq “ `8.
The proof of Proposition 3.1 is given in the appendix.
4. Variational approach for the Cauchy problems
This section containing three subsections is devoted to Theorem 2.2. In the first section,
we present lemmas used in the proof of Theorem 2.2. The proof of Theorem 2.2 is given in
the second subsection. In the last section, we give some applications of Theorem 2.2.
4.1. Some useful lemmas. We begin with the following version of Poincare´’s lemma which
plays an important role in the proof of Theorem 2.2.
Lemma 4.1. Let 0 ď α ă 2 and Ω be a domain diffeomorphic to B1. There exists a linear
operator
T1 :
!
f P Hpdiv,Ωq; div f “ 0 in Ω
)
Ñ Hpcurl,Ωq
such that
∇ˆ T1pfq “ f in Ω
and
(4.1)
ż
Ω
|T1pfq|
2 dx ď C
ż
Ω
dαBΩ|f |
2 dx,
for some positive constant C “ Cpα,Ωq independent of f .
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Proof. We first consider the case Ω “ B1. Without loss of generality, one can assume that
1 ă α ă 2. We first assume that f is smooth (and div f “ 0). Set
(4.2) F pxq “ ´
ż 1
0
txˆ fptxq dt in B1.
Using the fact that, for two vector fields A and B defined in B1,
∇ˆ pAˆBq “ AdivB ´B divA` pB ¨∇qA´ pA ¨∇qB,
we have, in B1,
∇ˆ F pxq “ 2
ż 1
0
tfptxq dt`
ż 1
0
tpx ¨∇qfptxq dt “ 2
ż 1
0
tfptxq dt`
ż 1
0
t2
d
dt
rfptxqs dt “ fpxq.
We next prove (4.1). We haveż
B1
|F |2 dx
(4.2)
ď
ż
B1
ˆż 1
0
|tx||fptxq| dt
˙2
dx
Ho¨lder
ď
ż
B1
ˆż 1
0
|tx|2|fptxq|2p1´ |tx|qα dt
ż 1
0
p1´ t|x|q´α dt
˙
dx.
In what follows in this proof, C denotes a positive constant depending only on α and Ω.
Since ż 1
0
p1´ t|x|q´α dt “ pα´ 1q|x|´1
”
p1´ |x|q´α`1 ´ 1
ı
ď Cp1´ |x|q´α`1,
it follows thatż
B1
|F |2 dx ď C
ż
B1
ż 1
0
|tx|2|fptxq|2p1´ |tx|qα dtp1´ |x|q´α`1 dx(4.3)
y“tx
ď C
ż 1
0
ż
Bt
|y|2|fpyq|2p1´ |y|qαpt´ |y|q´α`1tα´4 dy dt
Fubini
ď C
ż
B1
|y|2|fpyq|2p1´ |y|qα
ż 1
y
pt´ |y|q´α`1tα´4 dt dy.
Since α ă 2, we have
ż 1
y
pt´ |y|q´α`1tα´4 dt “
1
2´ α
pt´ |y|q´α`2tα´4
ˇˇˇ1
y
`
1
p2´ αqp4 ´ αq
ż 1
y
pt´ |y|q´α`2tα´5 dt
(4.4)
ďC ` C
ż 1
y
t´3 ď Cy´2.
Combining (4.3) and (4.4) yields
(4.5)
ż
B1
|F |2 dx ď C
ż
B1
|fpyq|2p1´ |y|qα dy,
which is (4.6). The conclusion for a general f now follows by a standard approximation
process.
We now consider a general Ω. Let T : ΩÑ B1 be a diffeomorphism. Set, for x
1 P B1,
f 1px1q “
∇T pxq
Jpxq
fpxq with x1 “ T pxq and Jpxq “ detT pxq
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and
F 1px1q “ ´
ż 1
0
tx1 ˆ f 1ptx1q dt.
Since (see, e.g., [18, Lemma 3.59]),
∇1 ¨ f 1px1q “
∇ ¨ fpxq
Jpxq
“ 0 in B1,
it follows from the case Ω “ B1 that
∇1 ˆ F 1px1q “ f 1px1q in B1.
Set, for x P Ω,
T1pfqpxq “ ∇T
T pxqF 1px1q with x1 “ T pxq.
Then (see, e.g., [18, Corollary 3.58])
∇ˆ T1pfqpxq “ fpxq for x P Ω.
Assertion (4.6) now follows from (4.5). 
Remark 4.1. The definition of F in (4.2) is an explicit formula for solving the Poincare´
lemma in a star-shaped domain taken from a note of Dacorogna [11].
In what follows, we denote R3` “ tpx1, x2, x3q P R
3;x3 ą 0u, R
3
0 “ tpx1, x2, x3q P R
3;x3 “
0u, Q “ p´1, 1q3, Q` “ QX R
3
`, and Q0 “ QX R
3
0. The proof of Lemma 4.1 can be used to
obtain
Lemma 4.2. Let 0 ď α ă 2 and let Ω be an open bounded subset of R3 and let H : ΩÑ Q`
be a diffeomorphism. Denote S “ BQ`zQ0 and let U Ă R
3 be a neighborhood of S¯. There
exist an open set V Ă R3 containing H´1pS¯q and a linear operator
T1 :
!
f P Hpdiv,Ωq; div f “ 0 in Ω
)
Ñ Hpcurl,Ωq
such that
∇ˆ T1pfq “ f in Ω,
(4.6)
ż
Ω
|T1pfq|
2 dx ď C
ż
Ω
dαBΩ|f |
2 dx,
for some positive constant C “ Cpα,Ωq independent of f , and
T1pfq “ 0 in V XΩ if f “ 0 in H
´1pU XQ`q.
Proof. Without loss of generality, one can assume that 1 ă α ă 2. Let T1 : Q` Ñ B1 be a
bi-Lipschitz homeomorphism such that T1pSq “ Σ and C¯ Ă T1pUXQ`q, where Σ :“ BB1XR¯
3
`
and C :“
 
rσ; r P p0, 1q and σ P Σ
(
. Let Σ1 Ă BB1 be an open set of BB1 such that Σ¯ Ă Σ1
and C¯1 Ă T1pU XQ`q, where C1 “
 
rσ; r P p0, 1q and σ P Σ1
(
.
Let T : ΩÑ B1 be defined by
T “ T1 ˝H.
As in the proof of Lemma 4.1, set, for x1 P B1,
f 1px1q “
∇T pxq
Jpxq
fpxq with x1 “ T pxq and Jpxq “ detT pxq,
and
(4.7) F 1px1q “ ´
ż 1
0
tx1 ˆ f 1ptx1q dt.
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Define, in Ω,
T1pfqpxq “ ∇T
T pxqF 1px1q with x1 “ T pxq.
As in the proof of Lemma 4.1, we have
∇ˆ T1pfq “ f in Ω
and ż
Ω
|T1pfq|
2 dx ď C
ż
Ω
dαBΩ|f |
2 dx.
Let V be an open subset of R3 such that H´1pS¯q Ă V and V X Ω “ H´1pT ´1pC1qq. Such
a V exists by the choice of C1. Assume that f “ 0 in H
´1pU X Q`q. Then f
1px1q “ 0 for
x1 P C1. It follows from (4.7) that F
1px1q “ 0 for x1 P C1. This implies that T1pfq “ 0 in
H´1pT ´1pC1qq “ V X Ω. The proof is complete. 
In what follows, we use several times the following simple compactness result whose proof
is omitted.
Lemma 4.3. Let Ω be a bounded open subset of Rd of class C1 and let γ1 ă γ2. Assume that
punq Ă L
2
locpΩq is such that un Ñ u in L
2
locpΩq as nÑ `8 and
sup
n
}un}L2pdγ1
BΩ
,Ωq ă `8.
Then un Ñ u in L
2pdγ2BΩ,Ωq as nÑ `8.
Here and in what follows, for a non-negative, measurable function g defined in Ω, one
denotes, for u P L2locpΩq,
}u}L2pg,Ωq “
ˆż
Ω
g|u|2
˙1{2
.
For punq Ă L
2
locpΩq and u P L
2
locpΩq, one says that un Ñ u in L
2pg,Ωq as n Ñ `8 if
limnÑ`8 }un ´ u}L2pg,Ωq “ 0.
Let Ω be a bounded open subset of R3 with Lipschitz boundary. We denote
H0pcurl,Ωq “
!
u P Hpcurl,Ωq;uˆ ν “ 0 on BΩ
)
.
In the proof of Lemma 4.5, we also use the following form of Poincare´’s lemma:
Lemma 4.4. Let Ω be a simply connected, bounded, open subset of R3 of class C2. There
exists a linear continuous transformation T0 : H0pcurl,Ωq Ñ rH
1
0 pΩqs
3 such that
∇ˆ T0puq “ ∇ˆ u in Ω.
Consequently, for every s ą 0, for every 0 ď α ă 2, and for every β ě 0, there exists a
constant Cs “ Cps, α, β,Ωq ą 0 such that
(4.8) }T0puq}L2pd´αBΩ Ωq
ď s}u}Hpcurl,Ωq ` Cs}u}L2pdβBΩ,Ωq
.
Proof. We only prove (4.8) and we prove it by contradiction. Assertion (4.4) is known, see
e.g. [12, Theorem 3.6], [10, Theorem 8.16]. Assume that (4.8) does not hold. There exists a
sequence of punq Ă H0pcurl,Ωq such that
(4.9) 1 “ }T0punq}L2pd´αBΩ ,Ωq
ě s}un}
2
Hpcurl,Ωq ` n}un}
2
L2pdβBΩ,Ωq
.
Since T0 is continuous, it follows that the sequence
`
}T0punq}H1pΩq
˘
is bounded. Without
loss of generality, one may assume that T0punq Ñ v in rL
2pΩqs3 and weakly in rH1pΩqs3. By
Hardy’s inequality ż
Ω
d2BΩ|v|
´2 ď CΩ
ż
Ω
|∇v|2,
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we derive that ż
Ω
d´2BΩ |T0punq|
2 ď C.
Since 0 ď α ă 2, by Lemma 4.3, without loss of generality, one may assume that T0punq Ñ v
in rL2pd´αBΩ ,Ωqs
3.
From (4.9), one may assume as well that un á 0 weakly in H0pcurl,Ωq. Since T0 is linear
and continuous, this in turn implies that v “ T0plimnÑ`8 unq “ T0p0q “ 0. This contradicts
the fact }v}
L2pd´αBΩ ,Ωq
“ limnÑ`8 }T0punq}L2pd´αBΩ ,Ωq
“ 1. Therefore, (4.8) holds. 
We now present the key ingredient of the proof of Theorem 2.2, which is a variant of
Lemma 3.5.
Lemma 4.5. Let τ ą 0, 0 ă δ ă 1, s ą 0, and let Ω be a connected component of D´τ . Let
ε, εˆ, µ, µˆ be real, symmetric, uniformly elliptic matrix-valued functions defined in Ω. Let
Je, Jm, Jˆe, Jˆm P rL
2pΩqs3 and pE,Hq, pEˆ, Hˆq P rHpcurl,Ωqs2 be such that
(4.10)
#
∇ˆ E “ iωµH ` Je in Ω,
∇ˆH “ ´iωεE ` Jm in Ω,
#
∇ˆ Eˆ “ iωµˆHˆ ` Jˆe in Ω,
∇ˆ Hˆ “ ´iωεˆEˆ ` Jˆm in Ω,
and
(4.11) E ˆ ν “ Eˆ ˆ ν and H ˆ ν “ Hˆ ˆ ν on BΩ X Γ.
We have
1) if, for some c ą 0 and 0 ď α1 ă 2,
εˆ´ ε ě cdα1Γ I in Ω or ε´ εˆ ě cd
α1
Γ I in Ω
then, for every s ą 0 and for every 0 ď β ă 2, there exists a constant Cs ą 0,
depending only on s, β, c, α1, Ω, and the ellipticity of ε, εˆ, µ, µˆ such that
(4.12)
ż
Ω
|xpε´ εˆqE,Ey| ` |E ´ Eˆ|2 ď s
ż
Ω
|µH ´ µˆHˆ|2 ` Cs
ż
Ω
|Jm ´ Jˆm||Eˆ|
` Cs
ż
Ω
d
β
Γ|pE, Eˆ,H, Hˆq|
2 ` |pJe, Jˆe, Jm, Jˆmq|
2;
2) if, for some c ą 0 and 0 ď α2 ă 2,
µˆ´ µ ě cdα1Γ I in Ω or µ´ µˆ ě cd
α1
Γ I in Ω
then, for every s ą 0 and for every 0 ď β ă 2, there exists a constant Cs ą 0,
depending only on s, β, c, α2, Ω, and the ellipticity of ε, εˆ, µ, µˆ such that
(4.13)
ż
Ω
|xpµ ´ µˆqH,Hy| ` |H ´ Hˆ|2 ď s
ż
Ω
|εE ´ εˆEˆ|2 `Cs
ż
Ω
|Je ´ Jˆe||Hˆ|
` Cs
ż
Ω
d
β
Γ|pE, Eˆ,H, Hˆq|
2 ` |pJe, Jˆe, Jm, Jˆmq|
2.
Proof. We only establish assertion 1q and assume that ε´ εˆ ě cdα1Γ I. The proof of assertion
1q in the case εˆ´ ε ě cdα1Γ I and the proof of assertion 2q can be derived similarly. Without
loss of generality, one may assume that s is small.
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We use local charts for BΩ X Γ. Let ℓ ě 1 and let ϕk P C
1
c pR
3q, Uk Ă R
3 open ball, and
Hk : Uk Ñ Q for 1 ď k ď ℓ be such that Hk is a diffeomorphism, HkpUk X Ωq “ Q`, and
HkpUk X Γq “ Q0, supp ϕk Ť Uk, and Φ “ 1 in a neighborhood of BΩX Γ, where
Φ :“
ℓÿ
k“1
ϕk in R
3.
By Lemma 4.2, for 1 ď k ď ℓ, there exists Eˆk P Hpcurl, Uk X Ωq and an open Vk Ă R
3
containing BUk X Ω such that
(4.14) ∇ˆ Eˆk “ ∇ˆ pϕkEˆq in Uk X Ω,
(4.15) }Eˆk}L2pUkXΩq ď C}Eˆ}L2pdβ
Γ
,UkXΩq
,
(4.16) Eˆk “ 0 in Uk X ΩX Vk.
Here and in what follows, C denotes a positive constant depending only on c, α1, β, Ω, ε, εˆ, µ,
and µˆ; thus C is independent of s.
Set, for 1 ď k ď ℓ,
δϕkE “ ϕkpE ´ Eˆq in Uk XΩ,
Let s1 be a small positive number defined later. Since pE ´ Eˆq ˆ ν “ 0 on BΩ X Γ, by
Lemma 4.4, for 1 ď k ď ℓ, there exists δEk P H
1
0 pUk X Ωq such that
(4.17) ∇ˆ δEk “ ∇ˆ δϕkE in Uk X Ω,
(4.18) }δEk}L2pd´βBΩ ,UkXΩq
ď Cs1}δϕkE}L2pdβ
Γ
,UkXΩq
` s1}δϕkE}Hpcurl,UkXΩq.
It is clear then
(4.19) δEk “ 0 in BpUk X Ωq.
We have, in Ω,
∇ˆ pϕkE ´ ϕkEˆq “ ∇ϕk ˆ pE ´ Eˆq ` ϕk∇pE ´ Eˆq
(4.10)
“ ∇ϕk ˆ pE ´ Eˆq ` iωϕkpµH ´ µˆHˆq ` ϕkpJe ´ Jˆeq.
We derive from (4.18) that
(4.20) }δEk}L2pd´βBΩ UkXΩq
ď Cs1}E´Eˆ}L2pdβ
Γ
,UkXΩq
`Cs1}
`
E´Eˆ, µH´µˆHˆ, Je´Jˆe
˘
}L2pUkXΩq.
For 1 ď k ď ℓ, let ξk, ηk P H
1pUk X Ωq be such that
(4.21) ∇ξk “ δϕkE ´ δEk and ∇ηk “ ϕkEˆ ´ Eˆk in Uk X Ω.
Such ξk and ηk exist by Poincare’s lemma, (4.14), and (4.17); moreover, one can assume that
(4.22) ξk “ 0 on BpUk X Ωq and ηk “ 0 on BUk X Ω
since ∇ξk ˆ ν “ 0 on BpUk X Ωq by (4.19) and ∇ηk ˆ ν “ 0 on BUk X Ω by (4.16).
Extend ξk and ηk by 0 in ΩzUk and still denote these extensions by ξk and ηk. Set, in Ω,
(4.23) FE “ Φ
ˆ
εE ´ εˆEˆ `
i
ω
Jm ´
i
ω
Jˆm
˙
`
i
ω
∇Φˆ pH ´ Hˆq,
(4.24) δf “
ℓÿ
k“1
δEk , f “
ℓÿ
k“1
Eˆk, and δΦE “ ΦpE ´ Eˆq.
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It follows from (4.21) and (4.24) that, in Ω,
(4.25)
ℓÿ
k“1
∇ξk “ δΦE ´ δf and
ℓÿ
k“1
∇ηk “ ΦEˆ ´ f,
and from (4.15) and (4.20) that
(4.26) }δf}L2pd´βBΩ ,Ωq
` }f}L2pΩq ď Cs1}pJe, Jˆeq}L2pΩq
` Cs1}pE, Eˆ,H, Hˆq}L2pdβ
Γ
,Ωq
` Cs1}
`
E ´ Eˆ, µH ´ µˆHˆ
˘
}L2pUkXΩq.
Since, by (4.10) and (4.23),
FE “
i
ω
∇ˆ pΦHq ´
i
ω
∇ˆ pΦHˆq in Ω
and, by (4.11),`
∇ˆ pΦH ´ ΦHˆq
˘
¨ ν “ divΓ
`
pΦH ´ ΦHˆq ˆ ν
˘
“ 0 on BΩX Γ,
we obtain
(4.27) divFE “ 0 in Ω and FE ¨ ν “ 0 on BΩX Γ.
From (4.22) and (4.27), we have, for 1 ď k ď ℓ,ż
Ω
xFE ,∇ηky “ 0.
Summing this identity with respect to k and using (4.25), we obtain
(4.28)
ż
Ω
xFE ,ΦEˆy “
ż
Ω
xFE , fy.
We have, for 1 ď k ď ℓ,
i
ω
`
∇ˆ pϕkHˆq ´∇ϕk ˆ Hˆ
˘
“
i
ω
ϕk∇ˆ Hˆ
(4.10)
“ εˆpϕkEˆq `
i
ω
ϕkJˆm in Ω.
It follows that
divrεˆpϕkEˆqs “ ´
i
ω
div
`
ϕkJˆm `∇ϕk ˆ Hˆ
˘
in Ω.
We derive that, for 1 ď k, l ď ℓ,
(4.29)
ż
Ω
xεˆ∇ξl, ϕkEˆy “
i
ω
ż
Ω
x∇ξl, ϕkJˆm `∇ϕk ˆ Hˆy,
since ξl “ 0 on BΩ. Summing with respect to k and l and using (4.25), we getż
Ω
xεˆpδΦE ´ δf q,ΦEˆy “
i
ω
ż
Ω
xδΦE ´ δf ,ΦJˆm `∇Φˆ Hˆy.
This yields
(4.30)
ż
Ω
xεˆδΦE ,ΦEˆy “
ż
Ω
xεˆδf ,ΦEˆy `
i
ω
ż
Ω
xδΦE ´ δf ,ΦJˆm `∇ΦˆHy.
Noting that εE ´ εˆEˆ “ εpE ´ Eˆq ` pε´ εˆqEˆ in Ω, we obtain from (4.23) that
(4.31) FE “ εδΦE ` pε´ εˆqΦEˆ `
i
ω
Φ
´
Jm ´ Jˆm
¯
`
i
ω
∇Φˆ pH ´ Hˆq in Ω.
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Subtracting (4.30) from (4.28) and using (4.31), we have
(4.32)
ż
Ω
xpε´ εˆqδΦE ,ΦEˆy `
ż
Ω
xpε´ εˆqΦEˆ,ΦEˆy
“ ´
i
ω
ż
Ω
xΦ
´
Jm ´ Jˆm
¯
`∇Φˆ pH ´ Hˆq,ΦEˆy
`
ż
Ω
xFE , fy ´
ż
Ω
xεˆδf ,ΦEˆy ´
i
ω
ż
Ω
xδΦE ´ δf ,ΦJˆm `∇ΦˆHy.
From (4.22) and (4.27), we derive that, for 1 ď k ď ℓ,
(4.33)
ż
Ω
xFE ,∇ξky “ 0.
Summing (4.33) with respect to k and using (4.25), we getż
Ω
xFE , δΦE ´ δfy “ 0.
It follows from (4.31) that
(4.34)
ż
Ω
xεδΦE , δΦEy `
ż
Ω
xrε´ εˆsΦEˆ, δΦEy
“ ´
i
ω
ż
Ω
xΦpJm ´ Jˆmq `∇Φˆ pH ´ Hˆq, δΦEy `
ż
Ω
xFE , δf y.
We have, by (4.31),
(4.35)
ˇˇˇ
ˇ
ż
Ω
xFE , fy
ˇˇˇ
ˇ ď C
ˆż
Ω
|f |2
˙1{2ˆż
Ω
|xpε´ εˆqΦEˆ,ΦEˆy| ` |δΦE |
2
˙1{2
` C
ż
Ω
|pf, Jm, Jˆm,∇ΦˆH,∇Φˆ Hˆq|
2.
Since ε´ εˆ ě 0 and ε is uniformly elliptic, we deduce that
xpε´ εˆqx, xy ` xεy, yy ` xpε´ εˆqx, yy ` xpε´ εˆqy, xy ě C
`
xpε´ εˆqx, xy ` xεy, yy
˘
,
for any x, y P R3. It follows from (4.32), (4.34), and (4.35) that
(4.36)
ż
Ω
|xpε´ εˆqΦEˆ,ΦEˆy| ` |δϕE |
2
ď C
ż
Ω
|pJm, Jˆm,∇ΦˆH,∇Φˆ Hˆ, f, δf q|
2 ` C
ˇˇˇ ż
Ω
xεˆδf ,ΦEy
ˇˇˇ
` C
ż
Ω
|Jm ´ Jˆm||Eˆ| ` C
ż
Ω
|∇Φˆ pH ´ Hˆq||ΦEˆ|.
We next estimate
ˇˇˇ ş
Ωxεˆδf ,ΦEy
ˇˇˇ
. Sinceˇˇˇ
ˇ
ż
Ω
xεˆδf ,ΦEy
ˇˇˇ
ˇ “
ˇˇˇ
ˇ
ż
Ω
xpε´ εˆq´1{2εˆδf , pε´ εˆq
1{2ΦEy
ˇˇˇ
ˇ
ď
1
4s
ż
Ω
xpε´ εˆq´1{2εˆδf , pε´ εˆq
´1{2εˆδf y ` s
ż
Ω
xpε´ εˆq1{2ΦE, pε ´ εˆq1{2ΦEy
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and ε´ εˆ ě cdα1Γ I in Ω, we obtain
(4.37)
ˇˇˇ
ˇ
ż
Ω
xεˆδf ,ΦEy
ˇˇˇ
ˇ ď Cs
ż
Ω
d´2α1Γ |δf |
2 ` s
ż
Ω
xpε´ εˆqΦE,ΦEy.
Combining (4.26) and (4.37) yields
(4.38)
ˇˇˇ
ˇ
ż
Ω
xεˆδf ,ΦEy
ˇˇˇ
ˇ ď Cs,s1
ż
Ω
|pJe, Jˆeq|
2 ` Cs,s1
ż
Ω
d
β
Γ|pE, Eˆ,H, Hˆq|
2
`
Cs1
s
ż
Ω
|pµH ´ µˆHˆ, E ´ Eˆq|2 ` s
ż
Ω
xpε´ εˆqΦE,ΦEy.
Using (4.26) and the fact Φ “ 1 in a neighborhood of Γ X BΩ, we derive from (4.36) and
(4.38) that
(4.39)
ż
Ω
|xpε´ εˆqΦEˆ,ΦEˆy| ` |δϕE |
2
ď Cs,s1
ż
Ω
|pJe, Jˆe, Jm, Jˆmq|
2 ` Cs,s1
ż
Ω
d
β
Γ|pE, Eˆ,H, Hˆq|
2
`
Cs1
s
ż
Ω
|pµH ´ µˆHˆ, E ´ Eˆq|2
` Cs
ż
Ω
xpε´ εˆqΦE,ΦEy ` C
ż
Ω
|Jm ´ Jˆm||Eˆ|.
Take s1 “ Cs
2. One derives from (4.39) that, for s small,ż
Ω
|xpε´ εˆqΦEˆ,ΦEˆy| ` |δϕE |
2 ď Cs
ż
Ω
|pJe, Jˆe, Jm, Jˆmq|
2 ` Cs
ż
Ω
d
β
Γ|pE, Eˆ,H, Hˆq|
2
` s
ż
Ω
|pµH ´ µˆHˆq|2 ` C
ż
Ω
|Je ´ Jˆe||Hˆ|,
which implies (4.12). 
Remark 4.2. The proof of Lemma 4.5 involves local charts. The involvement is of a global
character in the sense that one has to combine local charts before deriving desired estimates
in some parts of the proof, see (4.36) and (4.39). In fact, one cannot derive variants of (4.12)
and (4.13) for pϕkE,ϕkEˆ, ϕkH,ϕkHˆq. To this end, note that, in Uk X Ω,#
∇ˆ pϕkEq “ iωµpϕkHq ` Je,k,
∇ˆ pϕkHq “ ´iωεpϕkEq ` Jm,k,
#
∇ˆ pϕkEˆq “ iωµˆpϕkHˆq ` Jˆe,k
∇ˆ pϕkHˆq “ ´iωεˆpϕkEˆq ` Jˆm,k,
where
Je,k “ ϕkJe `∇ϕk ˆ E, Jˆe,k “ ϕkJˆe `∇ϕk ˆ Eˆ,
Jm,k “ ϕkJˆm `∇ϕk ˆH, Jˆm,k “ ϕkJˆm `∇ϕk ˆ Hˆ.
Due to the terms ∇ϕkˆE, ∇ϕkˆ Eˆ, ∇ϕkˆH, and ∇ϕkˆHˆ in Je,k, Jˆe,k, Jm,k, and Jˆm,k, re-
spectively, we are not able to derive the variants of (4.12) and (4.13) for pϕkE,ϕkEˆ, ϕkH,ϕkHˆq.
This combination is the key difference between the proof strategies of Lemmas 4.5 and 3.5
and makes the proof of Lemma 4.5 more involved. Another difference between the proofs is
that one considers the extensions of ϕEk and ϕkpE ´ Eˆq in the proof Lemma 4.5 instead of
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the extensions of ϕEk and ϕkEˆ as in the proof Lemma 3.5 to ensure integration by parts
arguments, see (4.29) where ξk “ 0 on BpΩ X Ukq is required.
4.2. Proof of Theorem 2.2. For a simpler presentation, we will assume that D´τ is con-
nected. We first consider the case where α1 ` α2 ą 0. Set
β “ pmaxtα1, α2u ` 2q{2
and
δEδ “ Eδ ´ Eˆδ in D´τ and δHδ “ Hδ ´ Hˆδ in D´τ .
Then
(4.40) maxtα1, α2u ă β ă 2.
We first prove by contradiction that
(4.41) }pEδ,Hδq}L2pdβ
Γ
,BR0 q
ď C}J}L2pR3q.
Assume, for some δn Ñ 0 and Jn P rL
2pR3qs3 with supp Jn Ă BR0z
``
D´τ YF
´1pD´τ q
˘
“ H
that
(4.42) lim
nÑ`8
}Jn}L2pR3q “ 0 and }pEn,Hnq}L2pdβ
Γ
,BR0q
“ 1,
where pEn,Hnq is the solution corresponding to δn and Jn. Integrating by parts and using
the radiating condition, as usual, we obtainˇˇˇ
ˇˇℑ ż
BR0
xµ´1δn ∇ˆ En,∇ˆ Eny ´ ω
2xεδnEn, Eny
ˇˇˇ
ˇˇ ď
ˇˇˇ
ˇˇż
BR0
xiωJn, Eny
ˇˇˇ
ˇˇÑ 0 as nÑ `8.
This implies
(4.43)
ż
D
δnp|En|
2 ` |Hn|
2q Ñ 0 as nÑ `8.
By a change of variables for the Maxwell equations, see e.g. [25, Lemma 7], we have#
∇ˆ En “ iωµHn in D´τ ,
∇ˆHn “ ´iωεEn in D´τ ,
#
∇ˆ Eˆn “ iωµˆHˆn ` Jˆe,n in D´τ ,
∇ˆ Hˆn “ ´iωεˆEˆn ` Jˆm,n in D´τ ,
and
En ˆ ν “ Eˆn ˆ ν and Hn ˆ ν “ Hˆn ˆ ν on Γ.
Here
Jˆe,n “ ´δωF˚I Hˆn and Jˆm,n “ δωF˚I Eˆn in D´τ .
Note that, in D´τ ,
εE ´ εˆEˆ “ pε´ εˆqE ` εˆpE ´ Eˆq
and
µH ´ µˆHˆ “ pµ ´ µˆqH ` µˆpH ´ Hˆq.
Applying (4.12) and (4.13) for a sufficiently small s and using (4.43), we have
(4.44)
ż
D´τ
|xpε´ εˆqEn, Eny| `
ż
D´τ
|xpµ´ µˆqHn,Hny `
ż
D´τ
|pδEn , δHnq|
2 ď C.
This implies
(4.45) }En}L2pdα1
Γ
,BR0q
` }Hn}L2pdα2
Γ
,BR0 q
ď C.
Fix ψ P C1c pR
3q (arbitrary) such that ψ “ 0 in a neighborhood of Γ. We have, in R3,
∇ˆ pψEnq “ ψ∇ˆ En `∇ψ ˆ En and divrε0pψEnqs “ ψ divpε0Enq `∇ψ ¨ ε0En.
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Using (4.40) and (4.41), and applying [25, Lemma 1], one may assume that
pψEnq converges in rL
2pR3qs3,
which yields, since ψ is arbitrary,
(4.46) pEnq converges in rL
2
locpR
3zΓqs3.
Similarly, one may also assume that
(4.47) pHnq converges in rL
2
locpR
3zΓqs3.
Moreover, from (4.45), (4.46), (4.47) and the fact β ą maxtα1, α2u, by Lemma 4.3, one may
assume that
(4.48)
`
pEn,Hnq
˘
converges in rL2pdβΓ, BR0qs
6
and, by (4.44),
(4.49)
`
pδEn , δHnq
˘
converges weakly in rL2pD´τ qs
6.
Let pE,Hq be the limit of
`
pEn,Hnq
˘
in rL2locpR
3zΓqs6. From (4.44), we derive that pδE , δHq P
rL2pD´τ qs
2. From the equations of pE,Hq, it follows that pδE , δHq P rHpcurl,D´τ qs
2. One
also has
(4.50) δE ˆ ν “ δH ˆ ν “ 0 on Γ.
We have, for R ą R0,ˇˇˇ
ˇℜ
ż
BBR
H ˆ ν ¨ E¯
ˇˇˇ
ˇ “ limnÑ`8
ˇˇˇ
ˇℜ
ż
BBR
Hn ˆ ν ¨ E¯n
ˇˇˇ
ˇ (4.43)ď lim sup
nÑ`8
ˇˇˇ
ˇ
ż
BR
JnE¯n
ˇˇˇ
ˇ (4.42)“ 0.
Since pE,Hq satisfies the radiating condition, it follows that
E “ H “ 0 in the unbounded connected component of R3zD¯,
which in turn implies, by (4.50) and the unique continuation principle, that
(4.51) E “ H “ 0 in R3.
Combining (4.42), (4.48), (4.49), and (4.51) yields a contradiction. Hence (4.41) is proved.
Applying Lemma 4.5 again, we derive (2.3) from (4.41).
By the same method, one also obtains the following fact: for any pδnq Ñ 0, up to a
subsequence,
`
pEδn ,Hδnq
˘
converges in rL2locpR
3zΓqs6, and the limit is a radiating solution of
the corresponding system.
We next consider the case α1 “ α2 “ 0. We first prove by contradiction that
}pEδ,Hδq}L2pBR0 q
ď C}J}L2pR3q.
Assume, for some δn Ñ 0 and Jn P L
2pR3q with supp Jn Ă BR0 that
(4.52) lim
nÑ`8
}Jn}L2pR3q “ 0 and }pEn,Hnq}L2pBR0 q
“ 1,
where pEn,Hnq is the solution corresponding to δn and Jn. By a change of variables for the
Maxwell equations, see e.g. [25, Lemma 7], we have#
∇ˆ En “ iωµHn in D´τ ,
∇ˆHn “ ´iωεEn ` Jn in D´τ ,
#
∇ˆ Eˆn “ iωµˆHˆn ` Jˆe,n in D´τ ,
∇ˆ Hˆn “ ´iωεˆEˆn ` Jˆm,n in D´τ ,
and
En ˆ ν “ Eˆn ˆ ν and Hn ˆ ν “ Hˆn ˆ ν on Γ.
Here
Jˆe,n “ ´δωF˚I Hˆn and Jˆm,n “ δωF˚I Eˆn `F˚Jn in D´τ .
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Note thatż
Ω
|Jn ´ Jˆm,n||Eˆn| ` |Jˆe,n||Hˆn| ď
ˆż
Ω
|pJn, Jˆm,n, Jˆe,nq|
2
˙1{2ˆż
Ω
|pEˆn, Hˆnq|
2
˙1{2
.
As in (4.45), we then have
}En}L2pBR0 q
` }Hn}L2pBR0 q
ď C.
As in the proof of Theorem 2.1, one can prove that, up to a subsequence,
(4.53) pEn,Hnq converges in rL
2
locpR
3qs12.
Moreover, the limit pE0,H0q is in rHlocpcurl,R
3qs2 and is a radiating solution of the equations#
∇ˆ E0 “ iωµ0H in R
3,
∇ˆH0 “ ´iωε0E in R
3.
By Lemma 3.7, we get
E0 “ H0 “ 0 in R
3.
This contradicts (4.52) and (4.53). The uniqueness of pE0,H0q is a consequence of Lemma 3.7
and the strong convergence of pEδ,Hδq to pE0,H0q in rL
2
locpR
3qs12 can be derived as in the
proof of Theorem 2.1 and are omitted. 
4.3. Some applications of Theorem 2.2. In this section, we present two applications of
Theorem 2.2. The first is a consequence of Theorem 2.2 with α1 “ α2 “ 0. We have
Corollary 4.1. Let 0 ă δ ă 1, J P rL2pR3qs3 with supp J Ă BR0 , and let pEδ,Hδq P
rHlocpcurl,R
3qs2 be the unique radiating solution of (1.3). Assume that D is of class C2
and, for each connected component O of D´τ Y ΓYDτ with τ ą 0 small, the following four
conditions hold
either ε`|D´τXO or ε
´|DτXO is isotropic,
either µ`|D´τXO or µ
´|DτXO is isotropic,
ε`
`
xΓ´ tνpxΓq
˘
ě ´ε´
`
xΓ` tνpxΓq
˘
` cI or ´ ε´
`
xΓ´ tνpxΓq
˘
ě ε`
`
xΓ` tνpxΓq
˘
` cI
and
µ`
`
xΓ´tνpxΓq
˘
ě ´µ´
`
xΓ`tνpxΓq
˘
`cI or ´µ´
`
xΓ´tνpxΓq
˘
ě µ`
`
xΓ`tνpxΓq
˘
`cI,
for every xΓ P ΓXO and for every t P p0, τq, for some c ą 0. Then, for all R ą 0,ż
BR
|pEδ ,Hδq|
2 ď CR}J}
2
L2pR3q,
for some positive constant CR independent of δ and J . Moreover, pEδ,Hδq converges to
pE0,H0q strongly in rL
2
locpR
3qs6, as δ Ñ 0, where pE0,H0q P rHlocpcurl,R
3qs2 is the unique
radiating solution of (1.3) with δ “ 0. As a consequence,ż
BR
|pE0,H0q|
2 ď CR}J}
2
L2pR3q.
Remark 4.3. It is worth comparing Corollary 4.1 with Corollary 2.1. First, in Corollary
4.1, one does not require ε`, ε´, µ`, µ´ to be C1 near Γ. Second, in Corollary 2.1, one does
not require any isotropy conditions on ε`, ε´, µ`, µ´.
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Proof. For τ ą 0 sufficiently small (the smallness depends only on D), define F : Dτ Y Γ Y
D´τ Ñ Dτ Y ΓYD´τ by
FpxΓ ` tνpxΓqq “ xΓ ´ tνpxΓq @xΓ P Γ, t P p´τ, τq
and set, in D´τ ,
pεˆ, µˆq “ pF˚ε
´,F˚µ
´q.
For the simplicity of the presentation, we assume thatD´τ is connected. We will only consider
the case
ε`|D´τ is isotropic,
µ`|D´τ is isotropic,
ε`
`
xΓ ´ tνpxΓq
˘
ě ´ε´
`
xΓ ` tνpxΓq
˘
` cI,
and
µ`
`
xΓ ´ tνpxΓq
˘
ě ´µ´
`
xΓ ` tνpxΓq
˘
` cI
for every xΓ P ΓX O and for every 0 ă t ă τ , for some c ą 0. The other cases can be dealt
similarly.
For x1 P D¯´τ , set x “ F
´1px1q and J pxq “ det∇Fpxq. We have, for x P Γ,
∇F´1pxq∇F´T pxq “ I and J pxq “ ´1.
Since ε` is isotropic and ε`
`
xΓ ´ tνpxΓq
˘
ě ´ε´
`
xΓ ` tνpxΓq
˘
` cI in D´τ , it follows from
the definition of εˆ that, for sufficiently small τ ,
(4.54) εpx1q ě εˆpx1q ` cI{2 for x1 P D´τ .
Similarly, we have, for sufficiently small τ ,
(4.55) µpx1q ě µˆpx1q ` cI{2 for x1 P D´τ .
Take τ sufficiently small such that (4.54) and (4.55) hold. Applying Theorem 2.2, we obtain
the conclusion. 
Here is a direct consequence of Corollary 4.1. Let Ω1 and Ω2 be open subsets of D such that
Ω1XΩ2 “ H, D¯ “ Ω¯1YΩ¯2, BΩ1XBD ‰ H, and BΩ2XBD ‰ H. Assume that ε
´ “ ´γ1I in Ω1
and “ ´γ2I in Ω2, and ε
` “ I in R3zD for some constants γ1, γ2 ą 0 with mintγ1, γ2u ą 1 or
maxtγ1, γ2u ă 1. For J P L
2pR3q with supp J Ă BR0 , let pEδ,Hδq P rHlocpcurl,R
3qs2 be the
unique radiating solution of (1.3) for 0 ă δ ă 1. We have pEδ,Hδq is bounded in rL
2
locpR
3qs6.
Moreover, pEδ,Hδq converges to pE0,H0q strongly in rL
2
locpR
3qs6, the unique radiating solution
of (1.3) with δ “ 0. Note that this setting is out of the scope of Corollary 2.1 for γ1 ‰ γ2.
Here is another consequence of Theorem 2.2 for which α1 “ α2 “ 1. We first introduce
Definition 4.1. A connected component of Γ is called strictly convex if it is the boundary
of a strictly convex set.
We have
Corollary 4.2. Let 0 ă δ ă 1, τ ą 0, J P rL2pR3qs3 with supp J Ă BR0zpDτ YD´τ q, and
let pEδ,Hδq P rHlocpcurl,R
3qs2 be the unique radiating solution of (1.3). Let e,m be positive
symmetric matrix-valued functions defined in D´τ Y ΓYDτ such that they are constant and
isotropic on each connected component of their domain of definition. Assume that
D is of class C3, each connected component of Γ is strictly convex,
pε`, µ`q “ pe,mq in D´τ , and pε
´, µ´q “ ´pe,mq in Dτ .
Then, for R ą 0 and open V Ą Γ,
(4.56) }pEδ,Hδq}L2pBRzV q ď CR,V }J}L2pR3q @R ą 0,
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for some positive constant CR,V independent of δ and J . Moreover, for a sequence pδnq Ñ 0,
up to a subsequence, pEδn ,Hδnq converges to pE0,H0q strongly in L
2
locpR
3zΓq as n Ñ `8,
where pE0,H0q P rHlocpcurl,R
3zΓqs2 is a radiating solution of (1.3) with δ “ 0 and (4.56)
holds with δ “ 0.
Proof. For simple presentation, we assume that D is convex. Let F be defined as follows:
xΓ ´ tνpxΓq ÞÑ xΓ ` t
“
1` tcpxΓq
‰
νpxΓq,
for xΓ P Γ and 0 ă t ă τ (small). Here cpxΓq “ βtraceΠpxΓq where ΠpxΓq is the second
fundamental form of Γ at xΓ and ´1 ă β ă 0. By taking β sufficiently close to ´1, one can
prove that, see [23, Proof of Corollary 3],
F˚p´Iq ´ I ě γdΓI in D´τ .
for some positive constant γ (note that the definition of F˚ in this paper is different from the
one in [23] in which |detp∇Fq| is used instead of detp∇Fq). We are now in the range of the
application of Theorem 2.2 and the conclusion follows. 
Here is an immediate application of Corollary 4.2. Let D be a smooth strictly convex set
of class C3 and assume that, for δ ě 0,
pεδ , µδq “
#
I, I in R3zD,
´I ` iδI,´I ` iδI in D.
Let J P rL2pR3qs3 with supp J Ă BR0zpDτ YD´τ q and let pEδ,Hδq be the unique radiating
solution of (1.3). As a consequence of Theorem 2.2 and [23, Corollary 3], one has
}pEδ,Hδq}L2pBRzV q ď CR,V }J}L2pR3q @R ą 0,
for some positive constant CR independent of δ and J . Corollary 4.2 is a variant of [23,
Corollary 3] for the Maxwell equations.
Appendix A. Proof of Proposition 3.1
We only consider the case pµ, µˆq does not satisfy the complementing conditions at some
point x0 P BΩ. The other case can be dealt similarly. Then, from [2], there exist sequences`
pun, uˆnq
˘
Ă H2pΩq,
`
pfn, fˆnq
˘
Ă L2pΩq,
`
pn
˘
Ă H
3
2 pBΩq and
`
qn
˘
Ă H
1
2 pBΩq such that
div pµ∇unq “ fn, div pµˆ∇uˆnq “ fˆn in Ω,
un ´ uˆn “ pn on BΩ,
pµ∇un ´ µˆ∇uˆnq ¨ ν “ qn on BΩ,`
‖fn‖L2pΩq
˘
,
`
‖fˆn‖L2pΩq
˘
,
`
‖pn‖
H
3
2 pBΩq
˘
,
`
‖qn‖
H
1
2 pBΩq
˘
and
`
‖pun, uˆnq‖H1pΩq
˘
are bounded
and limnÑ`8 ‖pun, uˆnq‖H2pΩq “ `8.
Let φn P H
2 and φˆn P H
2 be the unique solution of
"
div pµ∇φnq “ fn in Ω,
φn “ pn on BΩ.
and
$&
%
div
´
µˆ∇φˆn
¯
“ fˆn in Ω,
φˆn “ 0 on BΩ.
By the standard theory of elliptic equations, one has
‖φn‖H2 ď C
´
‖fn‖L2 ` ‖pn‖H
3
2 pBΩq
¯
and
∥
∥
∥φˆn
∥
∥
∥
H2
ď C
∥
∥
∥fˆn
∥
∥
∥
L2
,
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for some positive constant C independent of n. Set
Hn “ ∇un ´∇φn and Hˆn “ ∇uˆn ´∇φˆn, in Ω.
We have, in Ω,
curlHn “ 0 “ curl Hˆn and div pµHnq “ 0 “ div
`
µˆHˆn
˘
.
Since un ´ uˆn “ pn “ φn on BΩ, and ϕˆn “ 0 on BΩ, we deduce that
ν ˆ
`
Hn ´ Hˆn
˘
“ 0 on BΩ.
Set
En “ Eˆn “ 0 in Ω
and, in Ω,
Je,n “ ´iωµHn, Jˆe,n “ ´iωµˆHˆn, Jm,n “ 0, and Jˆm,n “ 0.
One can easily check that pEn, Eˆn,Hn, Hˆnq and pJe,n, Jˆe,n, Jm,n, Jˆe,nq satisfies all the required
properties. 
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