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In the field of robotics, model predictive control is considered as a promising control
strategy due to its inherent ability to handle nonlinear systems with multi-dimensional
state spaces and constraints. However, in practice, the implementation of model
predictive control for a nonlinear system is not easy, because it is difficult to form an
accurate mathematical model for a complex nonlinear system. Moreover, the time
required for solving a nonlinear optimization problem depends on the complexity of
the system and may not be suitable for real-time implementation.
In this thesis, a general approach for implementing model predictive control for non-
linear systems is proposed, where a physics-based simulator is used for the prediction
of the states and a stochastic optimization based on particle belief propagation is used
to solve the optimization problem. To study the ability of the controller, a nonlinear
robotic system is built.
The designed controller is capable of handling nonlinear system for both single vari-
able and multiple variables. For the current system, the controller is unable to solve
the optimization problem in real time with the presence of constraints.
The proposed method provides a simpler approach for implementing model predictive
control, which can be used for a range of robotic applications. However, in this
method, the capability of the controller depends on the physics engine’s ability to
simulate different physical systems and the speed and accuracy of the physics engine.
Keywords: Model Predictive Control, Physics Engine, Particle Belief Propagation.
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Chapter 1
Introduction
Robotic hardware is getting more capable and complex at an enormous rate
with the improvement of science and technology, along with the persistent work
of a lot of researchers and engineers. However, with the increased complexity, it
is also getting increasingly difficult to design efficient controllers for the robots.
To design an efficient controller for a robotic system, simulation has been an
important tool over the last few decades [1]. Simulation is the process of building
a realistic model of the system and observing the operation and the outcome of
the system by executing the model. With the increasing speed and capability
of modern computers, simulators are also getting increasingly powerful and
efficient, which makes it possible to simulate more complex systems with better
accuracy.
Optimization is the process of choosing the best element from an available set
of elements using specific criteria. Generally, in control engineering problems,
a performance index or cost function is formed based on the outcome of the
system, which then needs to be maximized or minimized depending on the
desired goal. Optimization is considered to be one of the most important tool
for designing and operation of any system, as a properly optimized system can
have much higher efficiency [2].
However, the problem with simulation has always been the fact that it does
not provide an optimized result. Simulation can be carried out for a range of
reasonable inputs and the best system configuration can be chosen based on
the corresponding outputs. Unfortunately, this does not guarantee the best
possible solution and a sub-optimal result might get chosen during this process.
To overcome this problem, researchers were interested in combining simulation
with optimization, which is stated in literature as ”simulation optimization” or
”optimization via simulation” [3]. By combining simulation and optimization,
it is possible to find the best possible solution, without explicitly evaluating all
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possible input parameters. The motivation behind combining simulation and
optimization is to use minimum resources to obtain maximum information from
a simulation model.
Model predictive control (MPC) is a framework for online control, which requires
an explicit model of the system to generate control actions [4]. The controller
uses the model to predict the future possible outcomes of the system. A per-
formance index or cost function for the predicted states is formulated based on
the outcomes and the goal of the system. Finally, an optimized input (the best
possible outcome) is generated based on the predicted states and corresponding
cost functions using an optimizer.
The purpose of this thesis is to control a robotic system in real time by combin-
ing simulation and optimization using a model predictive control approach. In
this thesis, simulation is used as a replacement of the mathematical model for
predicting the future states of the system. The simulation generates future out-
comes of the system and an optimizer is used to find the best possible solution
from the predicted states. Moreover, for optimization a stochastic approach is
used based on the simulation. In the stochastic optimization framework, the
process includes one or more parameters that are random in nature. Stochastic
optimization approaches are capable of handling highly nonlinear, high dimen-
sional systems which are inappropriate for classical deterministic optimization
algorithms [5]. For this work, a generic sample based belief propagation tech-
nique called ”particle belief propagation” [6] is used, which is a message-passing
algorithm that can be used to solve inference problems, such as finding the
marginal distribution of random variables using a graphical model [6].
1.1 Motivation
In robotics, model predictive control has been a topic of interest due to the
fundamental nature of different robotic systems, such as the presence of multiple
variables, nonlinearity and constraints. Model predictive control has significant
advantages over conventional controllers for nonlinear multivariable systems [7].
It provides inherent robustness for handling nonlinear systems, with constraints
on both the state and control variables. Moreover, due to the intuitive nature of
MPC, tuning is much easier and provides intrinsic compensation for dead time
[4].
The most important aspects of MPC which separates it from other control
techniques are following: 1. It needs an accurate model of the system. Future
outcomes of the system are predicted using the model. The model should be
accurate enough to predict outcomes close to the real system. 2. It solves an
optimization problem at each time interval based on the current and previous
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state of the system. Only the first control action will be provided to the real
system as the whole process is repeated for the next time step.
However, the same properties that make it different from other control tech-
niques, pose some difficulties in its implementation. The main difficulties are
the formation of an accurate model for a higher dimension nonlinear system
and the computational power required for optimization after each time step for
a complex system.
Even though it is possible to design an accurate model of a low dimensional
system, it is extremely difficult to form a detailed and accurate mathematical
model of an inherently nonlinear, multivariable, higher order system. Moreover,
MPC performs optimization after each time step, which makes it computation-
ally expensive. With the rise of the complexity of the system model, designing
the model become more challenging and also the optimization problem requires
significantly increased computational burden, which may not be suitable for
real-time implementation. Due to this problem, the use of MPC in the 80’s and
90’s was rather limited to industrial processes, where the system is slow enough
to perform the optimization after every sample [7].
Meanwhile, due to the enormous increase in the computation speed of CPUs,
the interest is growing to use MPC for the systems with faster dynamics. In
the last decade, substantial research been done to improve the theoretical and
practical aspects of MPC. To avoid the complexity of nonlinear models for
implementing MPC, researchers have used simplified linearized models of the
system [8–12]. However, linearization of nonlinear system produces a few dif-
ficulties. The most important one is the introduction of uncertainty due to
the model mismatch, which affects the performance of the controller and in
the worst case scenario makes the system unstable. Researchers have also tried
to use the nonlinear model and subsequently solve the nonlinear optimization
problem [13–15]. However, the complexity of nonlinear optimization problem
depends on the system model, which is much more computationally expensive
and might be prohibitive for the real-time implementation for complex systems,
even for modern computers.
Simulation has been a frequently used tool for complex systems, where it is
impossible or at least difficult to find an optimized solution analytically [16].
With the improvement of physics based simulators, it is now possible to model
and simulate complex robotic systems in the simulator with reasonable accuracy
[17]. Physics based simulators, generally called as physics engines, enable the
user to simulate any physical system. They incorporate the law of physics while
managing interaction between different objects and model the motion of rigid
bodies in a physical world.
Considering the improvement of physics based simulators with the increase in
computational speed, prediction of the future states required for a model pre-
dictive controller can be achieved by using a physics based simulator. This will
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remove the need of forming a complex mathematical model for each and every
system. Moreover, currently available physics engines are capable of simulating
rigid bodies faster than real time [17, 18], which also provides the opportunity
to use simulation for online optimization.
Stochastic algorithms for optimization have been used for robust control design
as an alternative of deterministic numerical optimization [19, 20]. The deter-
ministic optimization depends on the complexity of the model which makes it
challenging for implementing in a nonlinear system. On the contrary, for a
stochastic algorithm the complexity of optimization does not depend on the
system model [21]. It obtains the optimal solution by sampling the set of po-
tential solutions a number of times, from where the best sample is chosen based
on their performances. This simplifies the analysis and design tasks, which
makes it suitable for high-dimensional nonlinear systems. Implementations of
stochastic MPC have already been proposed in [21–23].
Recently, Erez et al. [24] proposed a design for a real-time implementation of
MPC, based on a physics engine. Their final goal was to control a humanoid
robot with a combination of automatic control and human interaction. In their
approach, a human operator provides the high-level guidance to the robot and
a model predictive controller is used for low-level automatic control. The im-
plemented controller used a physics engine for the prediction of the states. Sim-
ilarly, Kumar et al. [25] proposed a model predictive control approach for the
manipulation of dexterous robotic hand. In their work, they also used a physics
engine for the prediction of the future states.
On the other hand, Ha¨ma¨la¨inen et al. [26] implemented a MPC algorithm for
online motion synthesis of a 3D human character based on a physics engine.
Another physics engine based MPC was proposed by Ha¨ma¨la¨inen et al. in [18].
In both cases, authors used a stochastic algorithm for the optimization. In [26]
a Sequential Monte Carlo sampling was used, while in [18] the authors used a
Particle belief propagation based optimization technique. The purpose of both
works was to generate adaptive and reactive responses for 3D characters in any
unknown environment.
Unfortunately, all the work stated above is still limited to simulation, any im-
plementation in real robotic hardware is yet to be reported. However, with the
successful implementation of online MPC for complex systems in the simulator,
we believe that it is possible to implement MPC based on a physics engine for
a real robotic system.
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1.2 Objective
The thesis has two objectives. The first objective is to propose a simple, efficient
and more general solution for the implementation of MPC in robotic systems
by combining simulation and optimization. The use of a physics engine for the
prediction of the future states provides a more generalized approach for model-
ing the system dynamics in MPC context. On the other hand, due to the use
of stochastic optimization technique based on the simulation, the complexity of
optimization is no longer dependent on the system model and can be used for
more general applications. The second objective is to build a robotic system
with nonlinear system dynamics, to test the functionality of the designed con-
troller, where the final goal is to test the capability of the controller to handle
a nonlinear system with multiple variables and constraints.
1.3 Outline
The thesis outline is as follows. Following the introduction, a general overview
of model predictive control is given in Chapter 2. This chapter also includes the
previous implementations of model predictive control in the field of robotics.
Chapter 3 includes the background theory for the particle belief propagation
technique. In Chapter 4, a general overview of the design of the model predictive
control by combining simulation and optimization is presented. On the other
hand, in Chapter 5, detail of the specific implementation of the proposed MPC
algorithm for a robotic system is discussed. Chapter 6 includes the details of the
experiments carried out to test the capability of the designed controller. The
results of the experiments are also discussed in this chapter. Finally, Chapter 7
includes the overall conclusion of the thesis work.
Chapter 2
Model Predictive Control
Model predictive control, in general, does not refer to a specific control tech-
nique. It is a framework for online control, including a range of control algo-
rithms, that uses dynamic model of the system to generate control actions. In
this framework, the controller predicts the future states of the system using the
model and solves an optimization problem at each time interval over a finite
horizon. The optimized control is applied to the system and based one the
feedback from the process the optimization process is repeated over the shifted
horizon.
The main difference between MPC and other conventional control techniques is
the manner by which it is being implemented. The conventional controller uses
off-line feedback policy, whereas, the MPC solves an online optimization prob-
lem. However, the biggest advantage of MPC is its ability to handle systems
with multidimensional state space and constraints. Constraints play an impor-
tant role in the controller design of any robotic system. Different constraints of
the system need to be considered while designing a controller for robotic sys-
tems. For example, to design a suitable path planner for mobile robots, different
constraints, such as geometric, dynamic and kinematic constraints needs to be
taken into account. Evidently, MPC provides excellent performances while han-
dling complex multivariable system with constraints in the process industries
[27, 28], which is why it is popular in the process industries. Moreover, the
MPC control strategy depends on solving an optimization problem based on
a cost function or a performance index. These cost functions or performance
indexes can be formulated intuitively using constraint on both state and control
input, which provides the opportunity to use it for a range of applications.
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2.1 Formulation and strategy
In this section, working principle of a model predictive controller is described.
Moreover, an example of formulating a typical model predictive controller for a
nonlinear system is presented.
MPC strategy : A model predictive controller is comprised of three distinct
elements, common for all algorithms used in MPC context: prediction model
objective/cost function and optimization. Different methods can be used to
implement these elements, which results in different algorithms for implement-
ing model predictive control. Figure 2.1 shows the basic structure of a model
predictive controller.
Figure 2.1: Basic structure of MPC [4].
In general, a mathematical model of the system is required which predicts the
output of the system. It is possible to formulate the model of the system using
different strategies, for example, impulse response model, step response model,
transfer function model and state space model. Even though, in research litera-
ture the state space model has always been preferred [29], in process industries
impulse response model is widely used [4].
At each time step t, the future states are predicted using the process model for
a fixed horizon Np, called a prediction horizon. Future outputs yˆ(t+k|t), where
k = 1....Np, are estimated for a range of future control inputs u(t+ k|t), where
k = 0......Np − 1. The prediction of the states are based on the previous and
current inputs and outputs of the process model until time t.
The cost function is a way of assigning a value to a certain action of the system.
Using this cost function, it is possible to assign a number to a system response,
based on the corresponding input, state variables and output. Generally, a
cost function indicates how close the system is to the desired outcome. The
optimization process uses the cost function to generate control actions until
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Figure 2.2: MPC strategy [4].
a certain prediction horizon. Generally, the purpose of the optimization is to
maximize or minimize the cost function. Optimization techniques may differ
depending upon the cost functions and the complexity of the system.
The optimization process yields an optimized control sequence u(t+ k|t). How-
ever, only the control u(t|t) is sent to the system and following controls are
discarded. This whole process is repeated for the next time step.
MPC Formulation: As we are interested in designing a model predictive
controller for a nonlinear system, a typical formulation of MPC for a nonlinear
system is described below.
Assuming state variables (x ∈ Rn) and inputs (u ∈ Rm), a discrete time non-
linear system can be expressed as
x(t+ 1) = f(x(t), u(t)), (2.1)
with the following constraints
x(t) ∈ X , ∀t ≥ 0, (2.2)
u(t) ∈ U , ∀t ≥ 0, (2.3)
where x(t) is the state and u(t) is the input variables, U is the set of feasible
input values and X is the set of feasible state values. For the nonlinear system
described above the optimization problem can be formed as
min
x(t), u(t)
J(x(t),u(t)), (2.4)
assuming,
x(t+ k|t) ∈ X , u(t+ k|t) ∈ U , (2.5)
x(t+ k + 1) = f(x(t+ k|t), u(t+ k|t)), k = 0, ...Np, (2.6)
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where Np is the prediction horizon, x(t+k|t), u(t+k|t) are the predicted values
of x(t+k), u(t+k|t) respectively at time t and x, u are the vectors that contain
the predicted states and input sequences.
x(t) = [x(t+ 1|t)T ......x(t+Np|t)T ]T (2.7)
u(t) = [x(t|t)T ......x(t+Np − 1|t)T ]T (2.8)
The cost function for the system can be formulated as
J(x(t),u(t)) =
Np−1∑
i=0
x(t+ k|t)TPx(t+ k|t)
+ u(t+ k|t)TQu(t+ k|t) + x(t+Np|t)Rx(t+Np|t), (2.9)
where P , Q and R are the weighting matrices. To solve the optimization prob-
lem different techniques can be used [30]. Assuming a solution of the optimiza-
tion problem is available, the first step of the optimized sequence is sent to the
system and the same process is repeated for the next time step. Algorithm 1
shows the general algorithm for model predictive control.
Algorithm 1 General MPC algorithm.
1: Input: Initial state, previous inputs and outputs, state and control con-
straints.
2: Output: Optimal control.
3: Form the optimization problem (2.4)-(2.9).
4: while MPC is running do
5: Measure current state x(t).
6: Solve the optimization problem.
7: Apply only u(t|t).
8: t = t+1.
9: end while
2.2 Model predictive control in robotics
The use of model predictive control has been proposed for a variety of robotic
applications. This section presents a brief discussion of previous works on model
prediction control in the field of robotics.
Wheeled mobile robots: Model predictive control has always been an in-
teresting prospect for wheeled mobile robots due to the fact that humans use
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predictive control to drive a car. Moreover, the formulation of the system model
and the solution of the optimization problem is much easier for wheeled mobile
robot because of the low dimensionality of the system.
Generally, the control of a mobile robot requires following tasks: perception,
path planning, path tracking and low-level control [8]. However, MPC has
generally been proposed for the path tracking task in mobile robot control. The
use of MPC is promising for path tracking because MPC provides excellent
performance when the reference trajectory is known [9]. For the path tracking
task, reference trajectory is known and also an accurate kinematic model of the
system can be formed, which makes it profoundly suitable for MPC.
One of the early implementations of MPC for the wheeled mobile robot was by
Ollero [8], where an implementation of Generalized predictive control (GPC)
was presented based on the work proposed by Clarke [31]. The Authors used a
linearized model of the system, which does not always provide desirable perfor-
mance. Other implementations of MPC using linearized model can be found in
[9–11].
Linearization of a nonlinear system is not always desirable because lineariza-
tion introduces uncertainties in the system. Moreover, if the nonlinear system
operates over a large dynamic range, the simplification is not practically viable
anymore and requires the use of a nonlinear model predictive control (NMPC)
[32].
Even though NMPC is a well-established theory in the control regime [33, 34],
it poses some difficulties in its practical implementation. In NMPC, a solution
of nonlinear optimization problem needs to be solved online, which is computa-
tionally expensive, most cases impossible for online optimization. On the other
hand, due the nonlinear nature of the system, it requires to solve a convex for
optimization, a difficult problem to be solved in practice [32].
Meanwhile, Neural Network is proved to be a useful tool to form functions of
nonlinear systems, a few researchers proposed neural network approach for MPC
[13, 35, 36]. Camacho [13] proposed a neural network based approach for mobile
robot path tracking for a nonlinear system.The advantage of using a neural
network based approach is its ability to model a complex nonlinear system [35].
This approach also reduced computational cost for sensor data processing, which
supposedly made the real-time implementation of MPC possible.
However, the use of neural network for mobile robots has also faced some well
known problems of neural network implementation. The main drawbacks of
using neural network were the presence of undesirable local minima and the
slow nature of the convergence of back-propagation learning [35]. Moreover,
the optimization method used in [13] is no longer efficient when the system
have high dimensionality and used for long ranges. The efficiency of the neural
network depends on the learning speed and learning effectiveness, which does
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not always meet the criteria for online optimization and consequently use of
MPC [37].
Robotic manipulators: Due to its wide range of applications, modeling and
controlling of robotic manipulator was one of the most important research fields
over the last 20 years in the field of robotics. Any articulated robot consists
of two or more joints can be considered as a complex nonlinear dynamic sys-
tem. However, in most of the industrial applications, the control problem was
simplified as linear [38].
Boscariol et al. [12] proposed a MPC controller for a four-link flexible mech-
anism using simulation. A linearized dynamic model was used for the flexible
manipulator. In the simulation, it provided better performance than the con-
ventional PID controller. However, the effect of uncertainty was not considered
and as shown in the result that performances degrade with the addition of noise
in the model.
As a flexible link manipulator is highly nonlinear in nature and linearization
affects the performance of the controller, a lot researchers were compelled to
use a neural network based approach, as the neural network provides excellent
performance when a nonlinear system is considered. A handful of researchers
used nonlinear MPC based on the neural network in [14, 15, 38, 39].
A comparative study between GPC and a neural network based GPC was done
by Durmus et al. [40]. They used the Lagrange-Euler approach for creating the
model of the system. GPC used a linearized model of the system for optimiza-
tion and a nonlinear model was used for neural-network based implementation.
In this study, it was also proved that due to the use of linearized version of the
system model, the performance of the controller degrades significantly. Accord-
ing to their simulation, the motion of the manipulation is more smooth and
flexible in case of the Neural network based MPC than the general GPC.
Humanoid Robots: Due to the inability of the wheeled mobile robots to move
in rough terrains and mimic human behaviors, humanoid robot has been at the
center of interest in the field of robotics for the last two decades. Effort has
been made in the field of humanoid robot to emulate the human behavior as
closely as possible, which makes the use MPC an important prospect due to
fact that human uses predictive approach for their movement such as walking,
running, jumping and balancing.
Dimitrov et al. [41] proposed a linear MPC for walking pattern generation of a
bided robot based on zero moment point model. In this approach, a linearized
model of the system with constraints was used. A problem of quadratic program
was solved for the optimization. Even though there were several algorithms to
solve a quadratic program problem, the ”Active set” approach was used by the
authors. Same authors also suggested in [42] that with this approach it is
possible to generate continuous walking gait online. Implementation of linear
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MPC for humanoid robots can also be found in [43, 44], where any reference
trajectory was unknown. The target for both the work was to mimic the human
walking behavior as closely as possible because human does not always follow
a specified trajectory to reach a goal but uses optimization technique based on
changing environment, trend to fall, obstacles etc.
Recently, Henze et al. [45] proposed another model predictive control approach
for humanoid robots, where it requires multiple contacts to complete a task.
A control strategy for the whole body is implemented, where the job of the
controller is to ensure posture stabilizing and balancing. Piperakis et al. [46]
presented a successful implementation of model predictive control on a practical
humanoid robot. A Nao humanoid robot was used for the implementation. A
constrained LMPC approximated by an orthonormal basis was used.
Aerial robots: A feasibility study for the implementation of MPC for a rotor-
craft based unmanned vehicle was done by Kim [47]. A nonlinear MPC was
used for the study, which was implemented for an autonomous helicopter.
Shim et al. [48] presented a study which showed the possibility of controlling
multiple autonomous aerial vehicle using nonlinear MPC in a complex envi-
ronment. Keviczky [49] presented a comparative study between a linear and
nonlinear MPC based on its probable use in an autonomous aerial vehicle. A
f-16 aircraft model was used to carry out the study. They provided an excel-
lent result about the computation time needed in both the cases. According
to the authors, even though the linear MPC provides satisfactory results when
computation time was concerned, the nonlinear MPC was yet not feasible for
with current computational speed at 2006. However, the simulation was done
in real time using a Pentium III single core computer, the possibility of its
implementation with faster computer today is yet to be studied.
But for the linearized MPC, the linearization of the model was not general. A
flight conditioned linearization was required for the proper implementation of
the controller, which is cumbersome to perform linearization for every specific
condition.
Other: MPC was also proposed for other kinds of robots than the ones de-
scribed above. Ginhoux et al. [50] and Bebek et al. [51] proposed the use of
model based technique for robotic assisted beating heart surgery. And recently
Dominici [52] proposed another MPC based approach for robotic assisted beat-
ing heart surgery. The purpose of their work was to cancel the relative motion
between the beating heart and the surgical instrument. However, Dominici [52]
improved the approach by implementing a Kalman active observer, which pro-
vided significantly better result. Even though it provided better results, it is not
yet perfectly suitable for use for the complex and complicated task of surgery.
Summary: Based on the literature, it is evident that the most important
bottlenecks for implementing online MPC are the complexity of forming the
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system model and the required computational speed for online optimization.
It is possible to implement linear MPC for nonlinear systems, but it does not
always provide desirable results. The robustness and stability of linear MPC
are not yet proven for the highly nonlinear system, due to the uncertainty
introduced by linearization of the model. Moreover, if the system operates over
a large dynamic range, use of a linearized model is no longer a viable option.
On the other hand, implementing nonlinear MPC is not always viable, a lot
of cases it is prohibitive for online implementation, due to the computational
burden required for a higher order fast dynamic system. To solve this problem,
researchers used few other techniques among which neural network provided sig-
nificantly improved performance. However, the formation of the neural network
problem is complicated and labor intensive.
Even though linear MPC could be used for lower order systems, the lineariza-
tion of any model is operation specific. To carry out linearization for different
operations is labor intensive and not usable in more general context. Due to
the above-mentioned reasons, it is necessary to look for an alternative solution.
Chapter 3
Particle Belief Propagation
For the optimization in the current work, a sampling based belief propagation
method is used. This chapter describes the background theory for the technique,
called particle belief propagation.
3.1 Markov random field
Probabilistic graphical models have proved to be powerful tools to represent
and visualize dependencies between a large number of random variables [53].
They are a combination of graph theory and probability theory, which makes
it easier to form large-scale probabilistic models. In other words, they com-
bine probability and logical structure, which provides a simple framework for
modeling and solving optimization and inference problem [54]. Moreover, prob-
abilistic graphical models can be used to approximate quantities, such as means
or marginal distributions, which are essential for message-passing algorithms
like belief propagation [6]. The two most commonly used graphical models are
a directed graphical model or a Bayesian network and a undirected graphical
model or a Markov random field.
A Markov random field (MRF) represents conditional dependencies between
random variables. Like any graphical model, a Markov random field consists
of nodes and edges. Every node corresponds to a random variable and edges
represent the probabilistic interaction between the connected pair of nodes.
However, in a Markov random field the direction of the interaction between
random variables are unknown. This is useful especially when it is required to
model systems, where the directionality of interaction between the variables is
not known [54]. Figure 3.1 shows an example of a Markov random field, where
nodes are connected to each other by undirectional edges.
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A B C
Figure 3.1: An example of a Markov random field, where each set A, B and C
contains a number of nodes.
The modeling of a Markov random field is based on the conditional dependencies
between the random variables. A random variable xA is said to be conditionally
independent of xB, given the observation of the variable xC , if
P (xA|xB, xC) = P (xA|xC). (3.1)
In other words, if the probability of xA is not affected by the observation of xB,
it can be said that xA is independent of xB. However, this dependency is based
on the observation of xC . This dependency relationship between a large number
of random variables can be represented intuitively using the graphical models.
In the graphical model shown in Figure 3.1, any node in set A is conditionally
independent of any node in C, given the set B, due to fact that all the paths
between nodes in A and C are blocked by the nodes in B.
To build a mathematical formulation of Markov random field, let us assume a
graphical model G = (V,E), where V is the set of nodes and E is the set of
undirectional edges. For each node k (k ∈ V ), xk is the corresponding random
variable, χk is the state space of xk (xk ∈ χk), x is the joint random variable
(xk)k∈V and Γk = set of neighbors of node k.
A process can be stated as a Markov random field, if the edges E of the graph
G are undirected and satisfies the following local Markov property that every
variable is conditionally independent of the remaining variables given its neigh-
bors. In this context, the graphical model G can be stated as a Markov random
field, if
∀k ∈ V, xk⊥xv−k|xΓk , (3.2)
which states that in a Markov random field, xk is conditionally independent of
other random variables (xv−k), given the neighbors of corresponding node k.
Let us consider the graphical model G as a simple first order Markov chain,
shown in Figure 3.2. In this network, node 1 has one neighbor, which is node 2.
Similarly, node 3 also has one neighbor, node 2. Using the local Markov property
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it can be said that node 1 is independent of node 3 given its only neighbor node
2 and vice-versa, which is equivalent to our previous description of conditional
dependency, where it was stated that if the paths between two nodes are blocked
by observed third node, the nodes are conditionally independent.
In the network shown in Figure 3.2, variable x1 is conditionally independent of
x3 because the path between x1 and x3 is blocked by node k = 2. Using this
consideration the joint probability of the network P(x) can be written as
P (x) = P (x2)P (x1|x2)P (x3|x2). (3.3)
X1 X2 X3
K=1 K=2 K=3
Figure 3.2: A simple Markov random field.
However, joint probability in a Markov random field can also be expressed
in terms of potential functions of the nodes, using the relationship between
a Markov random field and a Gibbs random field. The Hammerly-Clifford
theorem, which unifies the Markov random field and the Gibbs random field,
can be used to form a more generalized function to calculate joint probabilities
of random variables in a Markov random field.
Similar to the Markov random field, the Gibbs random field also uses graphical
models to represent a set of random variables and the relationship between the
random variables. In a Gibbs random field, the joint probabilities are expressed
using the function of cliques. A clique is a subset of an undirected graph which
is complete [55]. In other words, A clique is a fully connected subset of the
graph. According to the Gibbs theory, the joint probability of any set of random
variables can be expressed as the product of the potential function of each clique.
If we assume, C is the set that contains all the cliques ck of a Gibbs field, then
the joint probability of the set of random variables x = xk, where k = 0, 1....n
is
P (x) =
1
M
∏
ck∈C
ψ(ck), (3.4)
where ψ(ck) is the potential function of the clique ck and M is a normalization
constant.
3.2 Belief propagation 17
Evidently, both Markov random field and Gibbs random field uses an undirected
graph to represent the relationship between the random variables. According
to the Hammerly-Clifford theorem, in a same graph Markov random field and
Gibbs field are equivalent to each other. In the graphical model of Figure 3.2,
the joint distribution P(x) over the discrete random vector x is a Gibbs distri-
bution, if and only if the random vector x make up a Markov random field with
respect to the graph G. To summarize, in a Markov random field the probability
distribution can be factorized over the clique of the graph.
For simplicity and relevance to the work, we consider a pairwise Markov ran-
dom field approach. In a pairwise Markov random field, the cliques consist of
either one node or a pair of nodes, where the pairs are the nodes of the same
edge [56]. Incidentally, this setting suggests that the pairwise Markov random
field has two types of potential function, the potential function of the node and
the potential function of the edge (pair of nodes connected to the edge). Fi-
nally, using the Hammerly-Clifford theorem, the probability distribution for the
pairwise Markov random field can be defined as
P (x) =
1
M
∏
k∈V
ψk(xk)
∏
k,s∈E
Ψk,s(xk, xs), (3.5)
where ψk is the potential function of variable node k and Ψk,s is the potential
function for the edge that connects node k and node s. Equation 3.5 represents
a general form to calculate joint probabilities in a Markov random field because
the pairwise Markov random field model is very general and any graphical model
can be transformed into a pairwise Markov random field [57].
3.2 Belief propagation
Belief propagation is a message-passing algorithm which can be used to solve
inference problems, such as finding the marginal distribution of random vari-
ables in a graphical model. Belief propagation is a parallel iterative form of
dynamic programming, where it performs a dynamic programming recursion
when the system under consideration is a simple tree or chain [58]. Due to this,
it provides correct solutions for optimization and inference problems.
In belief propagation, neighboring nodes pass messages to each other and after
enough iteration, the messages converge. At each iteration, each node receives
messages from each neighboring nodes and sends messages to its neighbors.
Each node updates its message based on the message received from the neigh-
boring nodes in each iteration. After the convergence based on the received
messages, the belief for each node is calculated.
For a pairwise Markov random field, joint probabilities can be described using
(3.5). Let us assume in a graphical model, xs and xk are two neighboring nodes.
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A message from node s to k, ms:k, contains the information about the state of
target node k, according to source node s. The message essentially informs that
according to s, how likely it is for k to be in the corresponding state. A message
from the node s to node k can be written as
ms:k(xk) =
∑
xs
Ψk,s(xk, xs)ψk(xs)
∏
s∈Γs/k
ms:k(xs), (3.6)
where Γs is the set of neighboring nodes of s. The message from node s to
node k is sent recursively, which contains the message from all the other nodes
connected to s, except k. Figure 3.3 shows an example of message passing in
Markov random field. Figure 3.3(a) shows that node 2 send the message to
node 1 after collecting the messages from all its neighboring nodes except node
1. In the next step, shown in Figure 3.3(b), it collects the messages from all the
other nodes (including node 1) and updates its message.
1 2
3
4
m32
m42
m21
(a)
1 2
3
4
m32
m42
m12
(b)
Figure 3.3: (a) Message from node 2 to node 1. (b) Node 2 collects messages
to update its message.
Equation (3.6) represents the message that passes from one node to another.
This message passing continues until the messages converges, After convergence,
the belief at any node t can be calculated as
bk(xk) = ψk(xk)
∑
s∈Γk
ms:k(xk). (3.7)
Moreover, if the graphical model is a simple tree, belief b(xk) of any node k,
represents the marginal distribution of node k [53, 59].
3.3 Particle belief propagation
In a Markov random field, it is possible to solve an inference problem for parame-
ters such as marginal distribution of a random variable using belief propagation.
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If the Markov random field is a simple tree general belief propagation can be
used, otherwise, loopy belief propagation technique needs to be used [60]. These
approaches work well when the state space of each variable is relatively small or
the parametric form of the distribution is Gaussian. However, for continuous-
valued variables the effective state spaces need to be reduced, which can be
accomplished by either discretizing the state space or by random sampling [53].
Within the random sampling based approaches, a particle filter is the most
popular technique. The particle belief propagation is a generalization of the
particle filter, which can be used for more general graphical models [53].
In particle belief propagation, for each node k, a set of particles x1k....x
N
k are
generated from a proposal distribution qk(xk), where qk(xk) > 0. The belief of
any node k can be calculated as [6]
bk(x
i
k) = ψk(x
i
k)
∏
Γk
ms:k(x
i
k), (3.8)
and message from node s to node k can be written as
ms:k(x
i
k) =
1
N
N∑
j=1
ψ(xjs)Ψ(x
j
s, x
i
k)
∏
s∈Γs/k
mks(x
j
s), (3.9)
where i and j are sample index and N is the number of samples.
The optimization problem in this thesis involves solving an inference problem,
where the marginal probability of the states are calculated using particle be-
lief propagation. To find an optimized trajectory, a number of trajectories are
predicted from where the best trajectory is chosen. Each trajectory segment
is produced by generating samples at each time interval. Particle belief prop-
agation is used to generate good trajectories, where each trajectory segments
connects with the next one to form a full trajectory until the prediction horizon.
Chapter 4
MPC Combining Simulation and
Optimization
This chapter provides a general overview of the designing aspect of a model
predictive controller by combining simulation and optimization. The developed
algorithm for the proposed model predictive control is discussed in detail.
4.1 Simulation
Simulation plays an important part in the design of the proposed model pre-
dictive controller, as the efficiency of the controller depends on the accuracy of
the simulation. Physics engines are simulators, which enable the user to simu-
late any physical system. They incorporate the laws of physics while managing
interaction between different objects and model the motion of the bodies in a
physical world. However, the dynamics of the bodies handled by physics engines
separate them into two different categories, soft body dynamics and rigid body
dynamics. The simulator that incorporates soft body dynamics provides the
opportunity to simulate deformable objects, meaning that objects under con-
sideration may deform during simulation. Some simulators handle only rigid
bodies, where it is assumed that object under consideration does not deform.
In this thesis, we require a simulator, which handles rigid body dynamics as
there are no deformable objects used for the experiments. Generally, a rigid
body dynamic simulator has two separate phases of simulation, collision detec-
tion and dynamic response. In collision detection phase, the simulator takes
account all the objects and finds the objects that will collide with each other.
After finding the objects which will collide with each other, it calculates the
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contact points for the objects. In the next stage, based on the detected collision
points, the corresponding response of the system is calculated, which is then
used to simulate the system forward. The detail of the working principle of a
physics engine is outside the scope of this thesis, however, interested readers
can find the working principle in [61, 62].
Physics engines are extensively used in video games, animations and dynamic
simulations [63, 64]. There are a few open source physics simulators available
among which Open Dynamic Engine (ODE), Bullet, Havok and PhysX are the
most popular [17]. However, the choice of a physics engine for robotic applica-
tions is not straightforward. None of the physics engines was built for a specific
discipline, which is why each physics engine has their specific strengths and
weaknesses. Hummel et al. [65] presented a comparative study between ODE,
Bullet, PhysX, Havok and Newton. The authors used the following five crite-
ria for comparing the physics engines: collision computation, collision response,
constraint stability, interpenetration and advance collision and friction. Accord-
ing to their study, Havok was the fastest engine with the expense of accuracy.
On the other hand, Newton and PhysX were stable under constraints, but their
computation time for collision detection was significantly higher than the oth-
ers. Bullet and ODE perform similar for all the tests, however, ODE performed
reasonably fast and accurate when the number of collisions was not too large.
Other similar works can be found in [66–68], however, the most recent and rel-
evant work for this thesis can be found in [17], where the authors compared the
physics engines based on their performances for different applications including
different robotic systems. Moreover, this comparison includes a new physics
engine ”MuJoCo” created by the authors [69]. The authors used four different
models for simulation which are a 35-DOF robotics arm grasping a capsule,
25-DOF humanoid model, 5-DOF planar kinematic chain and stack of capsules.
According to their work, it was again suggested that no physics engine outper-
forms others in all the aspects. According to this work, the new physics engine
MuJoco was the fastest and the most accurate for robotic applications such
as grasping and humanoid robots. On the other hand, ODE performed best
for simulating disconnected bodies (stack of objects). Overall, ODE remained
reasonably accurate, even though it was significantly slower than MuJoCo. Mu-
JoCo would have been the best option for this work due its combined speed and
accuracy for robotic applications, but unfortunately it was not available as an
open source at the time this thesis work started, which is why ODE was chosen.
ODE is a constraint-based physics engine that uses Euler integration for simula-
tion [70, 71]. ODE has two main components, rigid Body dynamics and collision
detection Engine. In ODE, any mechanical system can be represented by bodies
and the joints. A joint connects the bodies and defines the rotation and orienta-
tion between the bodies. ODE has several joint types using which it is possible
to simulate a real mechanical system. For example, a simple robotic arm with
3 links can be constructed in ODE using two joints shown in Figure 4.1, where
body 1 corresponds the base link.
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Body 1 Body 2 Body 2Joint 1 Joint 2
Figure 4.1: Simple robotic arm with 3 links in ODE.
Like any physics simulator, ODE requires following inputs for its operation:
description of the system (model), system state, force/torque to control the
system and time step. Based on these parameters the simulator generates the
system state after the provided time step. An overview is shown in Figure 4.2.
Physics 
Engine
Current state of 
the system
Control Force/
Torque
Description of 
the sytem
Time step
System state
 after the
 provided time step
Figure 4.2: Operation with ODE.
4.2 MPC combining simulation and optimiza-
tion
We discuss a general approach toward designing a path finding algorithm in
MPC context, where the target is to find an optimized trajectory for a robotic
system. The specific implementation of this algorithm will be presented in
Chapter 5. MPC provides the opportunity to use any generic model for the
prediction of the states. In this case, a simulator is used to predict the future
outcome of the system. Moreover, a novel optimization technique based on
particle belief propagation is used. The optimization algorithm is adopted from
[18], where it was used for motion synthesis of 3D character animation in a
simulator.
Figure 4.3 shows the general structure of the MPC by combining simulation and
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Figure 4.3: Structure of the proposed model predictive controller.
optimization. The sample generator generates a number of control samples from
a proposal distribution, which is modified based on the marginal distributions
of the samples of the previous step. Marginal distributions of the samples are
calculated using particle belief propagation technique. Control samples are then
used by the simulator to generate predicted outputs of the system.
Samples were generated at each time step, which produce trajectory segments
for each sample using simulation. Particle belief propagation technique was
used to ensure that each trajectory segment connects with the next segment,
which produces a full trajectory until the prediction horizon. This essentially
produces a number of trajectories equal to samples of each control step. Every
trajectory is associated with a cost and based on the cost optimizer chooses the
best trajectory. The first step of the chosen trajectory is sent to the real robot
as a control signal and information of the best trajectory is used to generate
samples for the next control step by the sample generator. The first step of the
best trajectory is also sent to the simulator, which is used to move the simulation
forward. Moreover, a feedback about the system state is collected at each time
step, which is used to correct the possible error between the simulation and the
real system. The detail of the approach is described next.
As it was discussed the previous section, the ODE physics engine is used for the
prediction of the states. ODE is a black box dynamics simulator, where only
the current and future state variables are known based on any given input. The
simulator is used to simulate the system forward until the prediction horizon.
In this case, the system can be represented as
xk = f(xk−1,uk) + w, (4.1)
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where xk represents the state of the system and f(xk−1,uk) describes the tran-
sition from one state to next. Transition of the state form k − 1 to k can be
evaluated by stepping/running the dynamic simulation forward by one time
step.
For the convenience of expression, let us assume a vector Zk, which combines
state and input vectors at time k. Let us assume another vector Z which
contains the state and input of the whole trajectory until the prediction horizon
Np.
Zk =
[
xk
uk
]
, (4.2)
Z = [Z0, .....ZNp ]. (4.3)
Formation of the objective function or cost function is an essential part of the
optimization process. After forming the cost function, the task of the optimizer
is to maximize or minimize the cost function depending on the desired result
from the system.
For the system represented by (4.1), a cost function can be formulated based
on its states and corresponding inputs. The cost function of the system can be
represented as
J(xk,uk) = sk(xk) + ik(uk). (4.4)
Here, J(xk,uk) is the cost for the state at time k, sk(xk) is the cost of the
state and ik(uk) is the cost of the input. However, cost can be interpreted as a
probability using the following relationship [72]
r(xk,uk) ∝ exp(−J(xk,uk)), (4.5)
where r is the probability of reaching the state to xk for the input uk. Using
the relationship in (4.5), the equivalent probability density function of the cost
function in (4.4) can be formed. The equivalent probability density function for
the trajectories until the prediction horizon is then
P(Z) =
1
M
∏
k
[
− 1
2
(
sk(xk) + ik(uk)
)]
, (4.6)
where M is a normalization factor. Moreover, the probability density function
in (4.6) can be written in terms of potential functions [18] assuming the state
and input potentials have maximum value at zero cost.
P(Z) =
1
M
∏
k
αk(xk)βk(uk) (4.7)
=
1
M
∏
k
ψk(Zk), (4.8)
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where αk is the potential function of the state and βk is the potential function
of inputs and ψk is the potential function for the combined vector Zk. From
(4.4) and (4.8), it is now evident that optimization problem can be solved by
finding the maximum of the probability density function of the full trajectory
P (Z) instead of minimizing the cost function.
In (4.8), P(Z) shows the probability density of the full trajectory until the
prediction horizon. On the other hand, in (4.8) all the Zk are separate random
variables at each node k. As we need valid and complete trajectories where
each prediction step connects with the next prediction step, we need to add the
probabilities of connecting two adjacent states in (4.8).
It is possible to form the transition potential from one state to another by finding
probability density of states using (4.1). The probability density function of a
vector-valued Gaussian random variable can be expressed as
N (x; x¯,P) = |2piP|− 12 e− 12 (x−x¯)′P−1(x−x¯) (4.9)
where x is the random variable, x¯ is the mean and P is the variance. From
(4.9) and (4.1) we can form the forward and backward transition potential as
Ψf (Zk,Zk−1) = N
(
xk; fk(xk−1,uk),P
)
, (4.10)
Ψb(Zk−1,Zk) = N
(
xk−1; fk(xk,uk),P
)
. (4.11)
where Ψf and Ψb are respectively forward and backward transition potential
and P is the noise co-variance matrix (w ∼ N (0,P)). Using (4.10) and (4.11)
it is possible to write
Ψf (Zk−1,Zk) = Ψb(Zk,Zk−1). (4.12)
To ensure continuous trajectory (4.8) can be extended by using the forward and
backward transition potential as
P(Z) =
1
M
∏
k
ψk(Zk)
Np∏
k=1
Ψf (Zk−1,Zk)
Np−1∏
k=0
Ψb(Zk,Zk−1), (4.13)
where Np is the prediction horizon. In Chapter 3, Markov random field was
discussed, where (3.5) is a pairwise Markov random field. By comparing (4.13)
and (3.5), it is evident that (4.13) represents a Markov random field, where any
random variable Zk is conditionally independent of other variables given the
adjacent variables Zk−1 and Zk+1. The graphical representation for the Markov
random field in (4.13) is shown in Figure 4.4.
The Markov random field constructed in the (4.13) can be written in more
general form [6] as
P (Z) =
1
M
∏
s
ψs(Zs)
∏
(s,t)∈E
Ψs,t(Zs,Zt) (4.14)
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Figure 4.4: Markov random field.
where s is the current node, t is the target node and E is the set of the edges.
In Chapter 3, it was discussed that particle belief propagation can be used for
finding marginal probabilities of random variables using a graphical model. In
this case, the graphical model expressed by (4.14) is used to find the marginal
probability of producing a trajectory by the system, which will end up at certain
position xk for an input uk.
For the graphical model shown in Figure 4.4, belief bk at any node k can be
expressed as [6]
bk(Zk) = ψk(Zk)
∏
s∈Γk
ms:k(Zk), (4.15)
ms:k(Zk) =
∑
Zs∈Zs
Ψs,k(Zs,Zk)ψs(Zs)
∏
u∈Γs\k
mu:s(Zs), (4.16)
where Zs is the state space of Zs, Γs denotes the set of neighboring nodes of
any node s and ms:k denotes message from s to k.
The operation of MPC can be described using two distinct time steps, control
step and the prediction step. Control step n, refers to an optimized control
action sent to control the real robot. For each control step, a number of tra-
jectories are generated among which best trajectory is chosen and first control
action is sent to the system. The prediction step k, is the simulation step for
the prediction of the future states.
So far the graphical model only comprised of nodes that represent prediction
steps. However, this graphical model can be extended by including both pre-
diction time-step and control time-step. This will allow us to pass information
between prediction and control time-step. The system equation can be extended
as
xk,n = f(xk−1,n,uk,n) + w, (4.17)
where k represents the prediction horizon time step and n represents the control
step. The extended graphical model is shown in Figure 4.5. In this extension
of the graphical model, the prediction time-step represents the best trajectory
chosen for that particular control step.
In simulation, the initial state x0,n for the trajectory prediction for a control
step n can be found by using the first time step of the best trajectory of previous
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Figure 4.5: Extended graphical model [18].
best trajectory n− 1.
x0,n = f(x0,n−1,u1,n−1) (4.18)
So far, the algorithm is same as [18], where it was used for motion synthesis
of 3D characters for animation. However, in this thesis, we are interested in
implementing model predictive control for a real robotic system. The simulation
process is fully deterministic as there is no uncertainty introduced due to the
noise. On the other hand, due to the noise in the real system and the possible
model mismatch, it is possible to have discrepancies between the simulation and
the real system. To reduce the effect of the error between the simulation and
the real world, a feedback is taken at each time step. This feedback is used as
the initial position for predicting the future states at each control step.
Sample generation : To start the algorithm, a set of n number of samples
are generated from an arbitrary proposal distribution qk(Zk), such that Z
i
k ∼
qk(Z
i
k), where i is the sample index. This proposal distribution qk(Zk) can
now be used to form an importance sampling weighted beliefs and messages.
For particle belief propagation, the importance sampling corrected message and
belief can be expressed as [6]
mˆs:k(Z
i
k) =
1
N
N∑
j=1
Ψs,k(Z
j
s,Z
i
k)
ψs(Z
j
s)
qs(Z
j
s)
∏
u∈Γs/k
mˆu:s(Z
j
s), (4.19)
bˆk(Z
i
k) =
ψs(Z
i
k)
qs(Z
i
k)
∏
s∈Γk
mˆs:k(Z
i
k). (4.20)
If a graphical model is a simple chain or tree, the marginal probability distri-
bution is proportional to the belief [6, 59]. In this case, the belief bk(Z
i
k) is
equivalent to the marginal probability of a generated trajectory by the system
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to reach at xik for an input u
i
k. This marginal probability of the samples are
used to update the proposal density for the next step, resampling and also for
smoothing operation for the trajectories.
As the messages are updated using importance sampling technique, it is neces-
sary to form a proper proposal density because the accuracy of the estimation
depends on how close the proposal distribution to the target distribution. The
importance sampling technique is generally used when it is difficult to sample
from the target density. To avoid this difficulty, samples are drawn from a pro-
posal density from where it is much easier to generate samples. The purpose
of importance sampling approach is to approximate target density using the
samples generated from the proposal density. In this approach, each sample is
given a weight based on the difference between the proposal and target density
and the estimation is done based on the weights of the samples. However, in
case of a high number of low weight samples, resampling can be performed.
During resampling samples with low weights are discarded and more samples
are generated from the high weight samples.
Let us generate a set of samples Zik from the input potential β(uk)
i. The
simulator can be used to find the state of the system for any given sample of
the generates set. Using (4.1) we can write
xik = f(x
i
k−1,u
i
k) + w, (4.21)
where k is the time step and i is the sample index. From (4.21), it is evident
that it is possible to fully determine state xik from the generated sample u
i
k.
As the vector Zik consists of variable x
i
k and u
i
k, where u
i
k fully determines x
i
k,
it can be said that the proposal density q(Zik) depends only on u
i
k and can be
expressed as
q(Zik) = βk(u
i
k). (4.22)
As the samples are generated using the input potential βk(u
i
k), it is important
to form a proper input potential function by using the information of samples
generated at the previous control step. Samples with high beliefs at the previ-
ous control step can be used to generate samples for the current control step.
Referring to the extended graphical model in Figure 4.5, the samples for any
control step n are generated by using samples from the previous control step
n−1 as prior, where information passed from node (k+ 1, n−1) to node (k, n).
The control potential using the extended graphical model can be written as [18]
βk(u
i
k,n) = N (uik,n; 0, σ20Cu) N (uik,n; uik−1,n, σ21Cu)
N (uik,n; 2uik−1,n − uik−2,n, σ22Cu)P (uik,n|Zik−1,n−1) (4.23)
where the first term of right-hand side of the equation is used for minimizing the
control input and second and third term is for minimizing the first and second
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derivative of the control input, where Cu is the diagonal covariance matrix. In
this thesis, we use the angular velocity as u, to control the system. In this case,
the angular velocity, acceleration and jerk can be minimized using σ0, σ1 and
σ2 respectively.
The information from previous control step is represented by the last term of
the (4.23). Here, the control potential incorporates the information from the
previous control step. Beliefs of the previously generates samples are used to
generate new samples. In this case, a conditional Gaussian mixture model is
generated to pass the information form the previous control step [18]. The
Gaussian mixture model for passing information can be represented as
p(uik,n|Zik−1,n−1) ∝
N∑
j
wjN (uik,n; ujk+1,n−1, σ2mCu), (4.24)
wj = bˆjk+1,n−1(Z
j
k+1,n−1)N (xik−1,n; xjk,n−1, Q), (4.25)
where wi is the weight of the samples in the Gaussian mixture model and
bjk+1,n−1 is the belief of the sample at the previous control step. The weights are
calculated based on the belief of the samples in the previous control step.
Let us assume a N number of samples are generated from the proposal density
q(Zik). For these generated samples, it is possible to calculate the marginal
probability by calculating belief using the graphical model. Using (4.19), (4.20)
and (4.22), beliefs for the samples can be represented by (4.26)-(4.28) [18], where
beliefs of the sample depends only on the state potential.
bˆk(Z
i
k) = αk(x
i
k)mˆf (Z
i
k)mˆb(Z
i
k) (4.26)
mˆf (Z
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1
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N∑
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Ψf (Z
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k) αk−1(x
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k−1) mˆf (Z
j
k−1) (4.27)
mˆb(Z
i
k) =
1
N
N∑
j=1
Ψb(Z
j
k+1,Zk) αk+1(x
j
k+1)mˆb(Z
j
k+1) (4.28)
where mf is the forward message and mb is the backward message. The graph-
ical model is a simple tree, where any node can have maximum two neighbor-
ing nodes and at any instant, one node will receive messages from these two
neighboring nodes. Using this convention the messages are named forward and
backward messages.
Resampling: Resampling has an important effect on the accuracy of the esti-
mation when the importance sampling technique is used. Without resampling,
it is possible to have sample depletion, which means that after a few iterations,
most of the samples may have very small or zero weight [73]. However, resam-
pling also increases uncertainty for random sampling as it destroys information
[73], which is why it is desirable to perform resampling only when it is needed
for better estimation.
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In this approach, resampling is done based on the forward belief. The forward
belief for the system can be represented as
bˆf (Z
i
k) = α(x
i
k)mˆf (Z
i
k), (4.29)
mˆf (Z
i
k) =
1
N
N∑
j=1
Ψf (Z
j
k−1,Z
i
k)bˆf (Z
j
k−1). (4.30)
As we have generated messages and beliefs based on importance sampling, for-
ward belief in (4.29) essentially represents the weight of the sample. The number
of effective samples (samples with good weight) can be calculated as
Nth =
1∑
i
(
bˆf (Z
i
k−1)∑
j bˆf (Z
j
k−1)
) . (4.31)
Here Nth indicated the number of effective samples . This Nth can be used as a
reference for performing resampling. Resampling can be performed when Nth is
below a certain number, Nth < TN , where T can be used as a tuning parameter
to set the threshold for resampling. As performing resampling in each iteration
may result in loss of good samples, the proper choice of T is important for
efficient estimation.
Smoothing: To ensure the best use of information produced during the predic-
tion of states, a smoothing operation is done based on the beliefs of the samples
generated during the forward pass. In general, smoothing refers to estimating
the distribution of states at any time step, given that the information is available
up to some later time steps. For example, to estimate the conditional distri-
bution of P (xt|x1:l), for l < t, it is called the prediction of states. However,
if l > t the estimation is called smoothing. In this case, based on the belief
on the forward pass, estimation at any time instant is done. For smoothing
operation, more information is available than the prediction which generates
smoother trajectory. Smoothing operation is carried out using backward passes
on the graphical model. The starting point for the backward pass is estimated
based on the state of the samples at the end of the prediction horizon as [18]
xˆNp =
∑
i α(x
i
Np
)xNp∑
i α(xNp)
. (4.32)
In this case, the starting point is the mean of the states at that time weighted
by the state potential of the samples. Moreover, a Gaussian model is built
based on the states xk+1, xk and control vector uk. The Gaussian model is
weighted using the forward belief for each sample which essentially maximizes
the probability of the state to reach xk for the control vector uk. The smoothed
4.2 MPC combining simulation and optimization 31
state and control can be calculated as [18]
xˆk, uˆk = E[xk,uk|xk+1 = xˆk+1], (4.33)
E[xk,uk|xk+1 = xˆk+1] = µxk,uk + P(xk,uk),xk+1
(Pxk+1,xk+1 + λI)−1(xˆk+1 − µxk+1).
(4.34)
where µ is the mean and P is the co-variance matrix. The information from
smoothed trajectory obtained from this algorithm is also used to generate sam-
ples for the next time step.
Prediction and best control: The generated samples are used to simulate
the system forward. As we have already formed the cost function in (4.4) it is
now possible to optimize the control based on the cost function. For example,
if N samples are generated at each step, we will have N trajectories until the
prediction horizon and each trajectory has its own cost. These costs are then is
transformed into a probability density function according to (4.8). Among all
the generated trajectories, the best trajectory is
ib = arg maxi(P (Z
i)). (4.35)
where ib is the sample index of the best trajectory. The first step of the best
trajectory is then sent to the real robot. Information about the best trajectory
is also used to modify the control potential for the next step. The first step
of the best trajectory is also used by the simulator to move the system ahead
for the next iteration. Moreover, the initial state for the next controls step is
corrected based on the feedback from the real system. Algorithm 2 shows the
complete algorithm for MPC combining simulation and optimization for a single
control step.
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Algorithm 2 MPC algorithm by combining optimization and simulation for a
single control step n.
Require: Initial state x0,n(feedback from the real system), previous trajectories
ui1:Np,n−1, previous best trajectory u
b
1:Np,n−1, smoothed trajectory uˆ1:Np,n−1,
prediction horizon Np, number of samples N , resampling threshold T , cost
function Jk.
Ensure: Optimized control sequence, sampled trajectories.
1: Correct the initial state in the simulator using feedback from real system.
2: Save the current ODE state. (Master state)
3: for k = 1....Np do
4: Compute Nth of of the previous step. (4.31)
5: if Nth < TN then
6: Resample
7: end if
8: for i= 1...N do
9: if i==1 then
10: uik,n = u
b
k+1,n−1
11: else if i ==2 then
12: uik,n = uˆk+1,n−1
13: else
14: Generate sample uik. (4.22), (4.23)
15: end if
16: Simulate system forward using uik.
17: end for
18: Compute forward beliefs. (4.29),(4.30)
19: end for
20: Smoothing operation. (4.32)-(4.34)
21: Find optimal control. (4.35)
22: Restore the Master State.
23: Deploy optimal control in simulator. (4.18)
24: Deploy optimal control to the robot.
25: return: best trajectory ub1:Np,n, generated trajectory u
i
1:Np,n
and smoothed
trajectory uˆ1:Np,n.
Chapter 5
Robot Tray Balancing
In the previous chapter, the general algorithm for a MPC combining simula-
tion and optimization was described. In this chapter, details of the specific
implementation of the proposed algorithm on a robotic system are discussed. A
specific robotic system, which is essentially nonlinear in nature was built using
a robotic arm to implement the proposed algorithm and to test its functionality.
5.1 Task description
The robotic system under consideration consists of a freely moving object and
a flat platform attached to a robotic arm. The trajectory of the moving object
can be controlled by controlling the movement of the platform using the robotic
arm. Figure 5.1 shows the design of the platform which is attached to a robotic
arm and the object, a ball, is placed on the platform.
The task of the controller is to generate a trajectory, such that the object is
moved from any starting position to a user defined final position and balanced
on the target position. The movement of the ball is controlled by manipulating
the platform using the robotic arm. Two joints of the robotic arm are used
to rotate the platform about two different axes using angular velocity as the
control parameter.
To test the functionality of the designed controller, three different tasks are
considered. The first task is to control the ball in only one axis, whereas the
second task is to control the position of the ball in two axes using two joints
of the robotic arm. The final task is to control the robot with a presence of
constraint. Figure 5.1(a) shows the setup for the first two tasks. On the other
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hand, Figure 5.1(b) shows the setup for the final task, where an obstacle is
placed between the starting and the target point.
40 cm
4
0
 c
m
6 cm
(a)
40 cm
4
0
 c
m
6 cm
X
Target position
Obstacle
(b)
Figure 5.1: Design of the platform (a) for the first two tasks, (b) for the final
task.
For this robotic system under consideration, the state vector consists of two
variables, x and y-axis position of the ball on the platform. The state vector
can be represented as
xk = [xk yk]
T , (5.1)
where xk is the ball position in the x-axis and yk is the ball position in the
y-axis. Similarly, the control vector also consists of control angular velocities
for two joints. The control vector can be written as
uk = [u1k u2k]
T , (5.2)
where u1k is the control angular velocity of first joint and u2k is the control
angular velocity of the second joint. However, for the first task only one of the
state variable and the corresponding input variable is considered.
The cost function of the current system is formulated based on the equation
4.4. In this case, cost function can be represented as
J(xk) = (xt − xk)2 + (yt − yk)2, (5.3)
where xt is the target position in the x-axis and yt is the target position in the y-
axis. Each generated trajectory is associated with a cost based on (5.3). In (5.3),
only state variables are used to form the cost, but it is possible to include other
parameters in the cost function, such as control parameters (angular velocity
of joints) and linear velocity of the ball. Both approaches of forming the cost
function are used to test the effect of including different parameters in the cost
function. However, for the first task only one of the state variable and the
corresponding input variable is considered.
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5.2 Hardware
Hardware of the implemented system can be divided into five distinct parts: 1.
The KUKA lightweight robotic arm, 2. Platform, as the end-effector, 3. The
ball, which is the to be controlled, 4. Camera, to provide feedback 5. External
computer, to run the simulations and optimization process. Figure 5.2 shows
the hardware overview of the system (without the external computer).
(a)
(b) (c)
Figure 5.2: (a) Hardware of the system except the external computer. (b)
Platform and the ball (front view). (c) Platform (bottom view).
The KUKA LWR 4+ was used to manipulate the end-effector. It has seven
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revolute joints controlled by harmonic drives and compact brushless motors,
which allows the joints to rotate in seven different axes. For the current tasks,
the rotation of the platform around two axes from a fixed point of origin needs
to be controlled. Figure 5.3 shows the coordinate system used for this system
and Figure 5.4 shows the joints used to control the orientation of the platform.
The joint a5 is responsible for rotating of the platform about x-axis and joint
a6 rotates the platform about y-axis.
X-Axis
Y-
A
xi
s
(0,0)
(20,20)
(20,-20)
(-20,-20)
(-20,20)
Figure 5.3: Coordinate system of the system.
The rotation of the joints was controlled by using joint angular velocity. In
addition, using KUKA LWR 4+ it is possible to change the stiffness of the arm.
However, to make the simulation model simpler, a high stiffness value was used
which remained constant throughout the operation. The desired velocity of the
joints was applied using joint specific position control of the KUKA, using the
following equation:
θ = θ˙ × t, (5.4)
where θ is rotation in radian, θ˙ is angular velocity (rad/s) and t is the time
step.
The hardware configuration of KUKA LWR can be divided into two parts, the
robot arm and KRC. KRC is an industrial computer used to control the arm.
It is possible to communicate between the KRC and an external computer via
Ethernet connection using a User Datagram Protocol (UDP) [74]. For this
work, simulation and optimization were carried out on an external computer
and optimized controls were used to control the motion of the robotic arm from
the external computer.
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a5a6
Figure 5.4: Joints used to control the orientation of the platform.
The platform attached to the robotic arm is a rectangular plate, made of plastic
and the moving object is a red rubber ball. The parameters of the platform and
ball are shown in Table 5.1.
Platform Ball
Dimension 40cm× 40cm -
Radius - 3cm
Weight 0.98kg 0.04kg
Table 5.1: Parameters of the platform and the ball.
To provide feedback about the position of the ball on the platform, a camera
based feedback system was built. A Microsoft KINECT depth camera was used
to get the position of the ball in the fixed coordinate system. The camera was
fixed on top of the platform and calibrated to give the position of the ball on
the platform.
An external computer was used to control the whole operation of the system.
Evaluation of the processing time is important for the system, as the ability
of real-time controller depends on the processing power of the computer. The
external computer used has 4 physical processors with an operating frequency
of 3.3 GHz.
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5.3 Simulation model
As discussed in the earlier chapters, a realistic and accurate simulation model of
the system is important for designing a model predictive controller as it replaces
the mathematical model of the system. Based on the task of the system, a
simplified simulation model of the KUKA arm was built. Figures 5.5 and 5.6
show the model that was used for simulation. In this model, two joints a5 and
a6 are simulated using hinge type joints. A hinge joint allows rotation only
about one axis between the connected bodies.
Figure 5.5: Simulation model (side view).
Figure 5.6: Simulation model (top view).
An OpenGL library was used to visualize the simulation. However, visualization
of the simulation is computationally expensive and not possible to implement
in real-time with the optimization technique involved. Nonetheless, visualiza-
tion of the simulation is not important for this work and was only used for
documentation purpose.
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5.4 Software architecture
To communicate with the robot arm and control its motion from an external
computer, a software package called Fast Research Interface(FRI) is available
[74]. FRI is the software add-on that enables the communication between and
external computer and the KRC. Using FRI, it is possible to read robot sys-
tem data and execute custom programs to control the robot from the external
computer. Figure 5.7 shows the control architecture for the FRI.
FRI Remote
C++ library
FRI
Fast Research 
Interface
KRC
Motion Kernel
Robot arm
KRL
Robot Language 
Interpreter User Program
C++
UDP UDP
Figure 5.7: Control architecture for the FRI.
A basic framework for controlling the robot using FRI was already implemented
in the KUKA used [75]. OROCOS and ROS were used as middleware for the
communication using FRI. OROCOS is a free software framework developed for
multipurpose control of robotic systems [76]. Though OROCOS is flexible and
capable of running on any platform, the most important properties of OROCOS
is its real-time capability. The operation in OROCOS is based on components,
which can be used for real-time applications. Every component can have data
flow ports, by which it is possible to exchange data between the components.
Figure 5.8 shows typical data flow connections between OROCOS components.
On the other hand, ROS is an open-source programming framework designed
for a range of robotic applications [77]. ROS has become very popular within a
very short period of time since its unveiling in 2007. It can be labeled a meta-
operating system for robotic systems. It provides standard operating system
functionality, such as hardware abstraction, low-level device control, message-
passing between processes, and package management [77]. Moreover, it also
provides some high-level functionality, such as asynchronous and synchronous
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Figure 5.8: Typical data flow connections between OROCOS components [76].
calls, centralized database and a robot configuration system. In general, a
system in ROS can be represented by a number of independent nodes. These
nodes communicate with each other by passing messages with a certain topic
name.
Due to the integration of ROS and OROCOS it is possible to share messages
between them. Data published from a ROS node via a topic can be read from
an OROCOS port and vice versa.
Figure 5.9 shows the basic framework provided for communication between KRC
and an external computer using FRI. FRIServerRT is an OROCOS component,
which is the gateway between the KRC and the external computer. The robot
data from the KRC is collected by this component, which is then written to its
output ports. These data can be used by other components after connecting
the input port of the second component to the output port of the FRIServerRT.
Moreover, it can also be used to send data to KRC to control the robot motion
and stiffness. In this case, the output port of the second component needs to
be connected to the input ports of the FRIServerRT.
In this thesis work, a new OROCOS component Commander was created, which is
responsible for collecting only the relevant data from FRIServerRT and sending
the control data to FRIServerRT. Moreover, this component communicates with
a ROS node to collect the final control command, that needs to be sent to the
robot.
The system has three ROS nodes responsible for different operations: 1. A
camera node that runs the camera module and provides the position of the
ball 2. A simulation node that runs the simulation and optimization process 3.
A control node that collects the data from the camera, robot and simulation
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FRIControlFRIServerRT
KRCExternal Computer
Orocos KRL
Figure 5.9: Provided framework for robot control.
node. The control node handles the information from all the nodes and sends
the processed information to the relevant nodes and OROCOS component. A
complete overview of the software architecture is shown in Figure 5.10.
Camera node: The camera node provides the feedback about the ball position
on the platform. It uses OPENNI with OPENCV to collect and process images.
OPENNI is an open source SDK, which provides the framework for initializing
and collect data from depth sensors [78]. On the other hand, OPENCV is an
open source library for image processing and computer vision [79]. A ROS pack-
age cv bridge was used for the OPENCV library, which provides the interface
between ROS and OPENCV.
Camera position is fixed and calibrated to provide the position of the ball in
two dimensions with respect to the fixed coordinate system. For detecting the
ball, a color-based method was used. To have a significant difference in color
between the object and the background, a red ball was used, while the platform
was white. After processing the image of the ball on the platform, the calculated
position of the object was published via a ROS topic.
Simulation node: This node is responsible for running the simulation and
carries out the optimization based on the simulation. This node is part of a
request/response ROS-service, where it acts as a server. It receives the request
from the control node along with the current ball position. In turn, it responds
with the optimized control signal.
Control node: This node synchronizes the operation of the whole system. It
is connected to all other ROS nodes and the OROCOS component. It collects
information from the camera node as well as the joint position of the KUKA
arm from the OROCOS component Commander. It is a part of the same re-
quest/response service used by the simulation node, where it acts as the client.
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It sends the request with the current position of the ball in the real system and
collects the response from the simulation node in the form of the final control
signal. Collected final control signal is then sent to the Commander using a ROS
topic.
Commander Control
Camera
Simulation 
FRIServerRT
Robot Arm
FRIControl
Orocos
UDP
Orocos ROS
ROS
ROS
KRL
Request
Response
Inport
Outport
Inport
OutportInport
Outport
UDP
Topic
Topic
Topic
Figure 5.10: Software architecture of the system.
5.5 Operation
The data transfer between the KRC and external computer using FRI can be
done in two distinct modes, monitor mode and command mode. In monitor
mode, only the robot data can be read by the external computer. However,
in command mode in addition to reading the robot data, robot motion and
position can also be controlled externally. Moreover, to control the position,
motion and stiffness of the arm, KUKA has three different controllers, position
controller, Cartesian stiffness controller and axis-specific stiffness controller. For
the operation of the tasks, command mode and the joint position controller was
used throughout the operation.
After setting up KUKA in command mode and joint position controller mode,
all the OROCOS components and ROS nodes are started. The camera node
calculates the position of the ball and sends it to the control node. The control
node receives the position data and sends it to the simulation node as a request
and wait for the response from the simulation node. On the other hand, simu-
lation node receives the position data and set the ball position as the starting
point in the simulation model. This is done in every iteration, which essentially
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corrects position in the simulator in every step based on the feedback from the
real system. After that simulation node carries out the simulation and optimiza-
tion using the method discussed in algorithm 2 in chapter 4. In Figures 5.11 and
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Figure 5.11: Predicted trajectories at the beginning of the operation.
5.12, examples of generated trajectories are shown, where 50 samples were gen-
erated at each time step and prediction horizon was 10 time steps. Figure 5.11
represents the generated trajectories for the samples generated at the beginning
of the optimization process, where no previous information was available. On
the other hand, Figure 5.12 shows the generated trajectories after a few control
time steps. For the trajectories shown in Figure 5.12, the best trajectory was
chosen based on the cost function, which is marked in red.
When the simulation node finishes the calculation and finds the best controls
for the system, it responds to the request of the controller node and sends
the control information to the control node. Control node then passes it to
Commander, which is then sent to KUKA via FRIServerRT. To start the next
iteration, the simulation node again receives the ball position and set this value
as the starting position for the next control step.
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Figure 5.12: Predicted trajectories after few control step. Trajectory shown in
red represents the chosen best trajectory.
Chapter 6
Experiments and Results
This chapter presents experiments and their corresponding results that were
performed to test the functionality of the designed model predictive controller.
The quality of the simulation was evaluated and based on the experiment proper
simulation parameters were chosen. The capability of the designed controller
to handle a nonlinear system with multiple variables and constraints were eval-
uated.
6.1 Quality of simulation
The objective of this experiment was to analyze the quality of the simulation
with respect to the real system. The accuracy of the physics engine was evalu-
ated in this test and appropriate simulation parameter values were chosen.
For this experiment, the robotic system discussed in Chapter 5 was used. Joint
a5 was used to rotate the platform, to move the ball along the x-axis. A constant
angular velocity of 0.1 rad/s was used to rotate the platform. To compare the
similarity between real world and the simulation, the same operation was done
in the simulator, where the platform was rotated using the same constant joint
angular velocity of the corresponding joint and the position of the ball was
recorded at each time step.
The accuracy of the simulation depends on certain simulation parameters. The
parameters that affect the simulation of any physical system can be divided into
two categories: global simulation parameters of the simulator and parameters
attributed to physical properties of the system. Global simulation parameters
are the most important and easily tunable. In general, simulation in ODE
focuses more on high performance than accuracy [71]. However, the accuracy
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of the simulation can be increased by tuning these parameters. Among the
global simulation parameters, most relevant to this work are, simulation step
size, Error reduction parameter (ERP), Constraint force mixing (CFM). On the
other hand, The second category includes a number of parameters, such as the
shape, mass, bounce and friction between the objects.
Friction coefficient: The shape and mass of the objects are fixed and bounce
has no significant effect on the operation of the system, which makes the friction
between the objects an important parameter. To approximate friction between
contact points, ODE uses Coulomb friction model [71]. Using this model, the
simulator calculates the force magnitude and direction at each contact point.
ODE calculates the contact force as
Fm = µFN , (6.1)
where FN is the normal component of the force between the bodies and Fm is
the maximum limit of the frictional force and µ is the friction coefficient. As
we are simulating a ball, rotating on a flat platform, the force-induced torque
for the rotating ball is calculated in ODE as
τ = µFN
∑
ri, (6.2)
where ri is the distance of contact point from the rotating center.
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Figure 6.1: Comparison of ball positions for different friction coefficient.
To find out the effect of friction coefficient on the simulation, tests were carried
out for different friction coefficient values. Figure 6.1 shows a comparison be-
tween the real system and the simulated system for different friction coefficient
values. From the Figure 6.1, we can conclude that for the current system the
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friction coefficient does not have a significant effect on the accuracy of the sim-
ulation. In this experiment, a range of values from 0.1 to 100 were chosen and
the results suggest that for all the values, the simulation provided the similar
results.
Simulation step size: Another important parameter for accurate simulation
is the simulation step size. Simulation step size defines how much the system
will move forward by the simulator. ODE uses a semi-explicit Euler integrator
for numeric integration [71]. Due to the use of Euler integration, the time step
size of the simulation is an important factor as the accuracy of the simulator
decreases with the increase in time step size.
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Figure 6.2: Comparison of ball positions for different time step size.
Figure 6.2 shows that accuracy of the simulation depends on step size. However,
even though step size of 0.033 s did not provide the best result, it was chosen
because of the limitation of the camera feedback system used. The KINECT
depth camera used for the operation can operate at maximum 30 fps [80]. The
minimum time between two measurements of the depth sensor is 0.033 s. To
avoid synchronization error between the real system and the simulation, step
size of 0.033 s was chosen. Even though the bigger step size provides relatively
higher error, the accuracy of the simulation can be improved by tuning other
simulation parameters, such as error reduction parameter (ERP) and constraint
force mixing parameter (CFM).
Error reduction parameter (ERP): In ODE, to connect two or more rigid
bodies together, different joints can be used. Joints in ODE correspond to
constraints on the position and orientation between the connected bodies [71].
These constraints specify relative position and orientation between the bodies.
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However, these constraints may get violated due to numerical errors during
the integration phase of the simulation. One of the easiest way to reduce the
constraint violation error is to use smaller step size for simulation. Another way
of reducing constraint violation is using error reduction parameter (ERP). In
ODE, it is possible to correct constraint errors to some extent by using the error
reduction parameter. The error correction procedure in ODE involves applying
a joint specific force to restore the proper alignment of the bodies. This force
is controlled by the error reduction parameter. The ERP is generally a value
between 0 to 1, specifies the proportion of the joint error to be fixed during
the next simulation step. However, a higher value of ERP is not desirable as
it introduces damping in the system [81]. The system becomes fully damped if
ERP =1 is used. Figure 6.3 shows the comparison between the trajectories for
different ERP values for simulation step size of 0.033 s.
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Figure 6.3: Comparison of trajectories for different ERP values. (Step size =
0.033 s).
Figure 6.3 suggests that ERP has a significant effect on the accuracy of the
simulation. In this case, the tests were carried out with the time step of 0.033 s,
which provided higher error without using ERP, shown in Figure 6.2. However,
with ERP = 0.1, it provides a significant improvement in the accuracy of the
simulation.
Constraint force mixing (CFM) : In general, ODE uses hard constraints for
its operation, which means that the constraints are not allowed to be violated.
The use of hard constraints essentially suggests that no interpenetration between
the objects are allowed. However, we have used a rubber ball which is soft and
allows some natural penetration. Fortunately, ODE provides provisions for
violating the hard constraints using the parameter CFM.
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The CFM can be used to simulate contacts between softer objects where there
is some natural penetration between objects, when they are forced together. In
general, constraints for a joint can be expressed as
Jv = c (6.3)
where J is the Jacobian matrix and v is the velocity. However, in ODE the
constraint equation has the following form
Jv = c+ kCFMλ, (6.4)
F = JTλ (6.5)
where F is the force which is applied to enforce the constraints. The vector λ
is calculated using the constraint force F . In this case, nonzero value of kCFM
allows the violation of constraint proportional to kCFM .
To evaluate the effect of CFM on simulation, test were carried out with different
CFM values. Figure 6.4 shows the comparison of trajectories for different CFM
values for step size 0.033 s and ERP=0.1.
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Figure 6.4: Comparison of trajectories for different CFM values (step size=
0.033 s. ERP = 0.1).
Figure 6.4 shows that the proper choice of CFM value is important as it has a
significant effect on the accuracy of the simulation. From this experiment, the
CFM value which provided the highest accuracy was 0.1.
Based on the above tests, it is evident that the choice of simulation parameter
values is important for an accurate simulation of the system. Figure 6.5 shows
the average errors for all the experiments. From the Figure 6.5(a) we can
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Figure 6.5: Average error in simulation (a) for different step size, (b) for different
ERP values, (c) for different CFM values.
see that average error for time step size 0.033 s is relatively high, but from
Figures 6.5(b) and 6.5(c), it is apparent that accuracy for simulation even for
higher simulation step size can be increased by using proper ERP and CFM
values. For the current system, best parameter values chosen for simulation is
shown in Table 6.1, for which the average error is 0.4 cm.
To test the consistency of the results, total 20 trials of the same operation were
carried out using the same simulation parameters in Table 6.1. From the results
of trials, it was found that the average error for each trial was between 0.4 to
0.5 cm.
Moreover, to check the reliability of the chosen simulation parameters same
operation was carried out in y-axis, which showed the similar results. Among
20 trials in y-axis, the average error was found between 0.38 to 0.45. However,
the reliability of the chosen simulation parameter values were not tested with
different angular velocities.
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Parameter Value
Time step size 0.033 s
Friction coefficient 1
Error reduction parameter (ERP) 0.1
Constraint force mixing (CFM) 0.1
Table 6.1: Chosen parameter values from the experiment.
6.2 Robot tray balancing: Single variable con-
trol
The objective of this experiment was to evaluate the capability of the controller
for a nonlinear system with a single variable. In this experiment, the system
described in Chapter 5 was used, where the motion of the ball was controlled
in only one axis. The task for this test was to move the ball from any starting
point to a user defined target point and balance the ball at the target point. The
optimization parameters used for this experiment are shown in the Table 6.2
and the simulation parameters used are shown in Table 6.1.
Parameter Value
Number of trajectory per time step, N 50
Prediction Horizon, Np 15 time step (0.45 second)
Resampling Threshold, Tth 0.5
Table 6.2: Parameters used for optimization.
Figure 6.6 shows the position of the ball in x-axis with respect to time step.
In this case, the user defined target position was x = 0. From the figure, it
is apparent that the controller was capable of balancing the ball close to the
target. However, there was some offset between the desired target point and
the achieved final point. The probable reason behind the offset is the lack of
accurate measurements from the feedback system, which is mainly due to the
uncertainty in calculating the center of the ball.
To test the capability of the controller, further tests were made for different
target positions. Figure 6.7 shows the result of another test, where the target
position was x= 3. Moreover, to test the consistency of the controller, test were
carried out also for the y-axis. Figure 6.8 shows the trajectory of the ball in the
y-axis, where the target was y = 0.
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Figure 6.6: Single axis control (target x=0).
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Figure 6.7: Single axis control (target x=3).
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Figure 6.8: Single axis control (target y=0).
6.3 Robot tray balancing: Multivariable con-
trol
One of the important advantages of MPC over other conventional technique is
its ability to handle multiple variables. The purpose of this test was to evaluate
the capability of the proposed controller to work with multiple variables in real
time. Another important aspect of MPC is that it provides the opportunity to
form and modify the cost function intuitively. The effect of the modification of
the cost function was also evaluated in this experiment.
In this test, the aim was to move the ball from a starting position (x, y) to
the a user defined target position(xt, yt) using both the joints a5 and a6. For
this experiment the same optimization parameters in Table 6.2 and simulation
parameters of Table 6.1 were used. Figure 6.9 shows the trajectory of the ball
for the current task. In this case, the target coordinates were (0,0). To test
the reliability of the controller, the test was carried out for different starting
position. Figure 6.10 shows the trajectory, where the task was carried out with
a different starting position.
However, for the experiment results shown in Figures 6.9 and 6.10, cost function
included only state vectors, the position of the ball in x and y-axis. Other state
and control parameters can also be included in the cost function. For example,
the control parameters, angular velocities for the joints can also be included in
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Figure 6.9: Double axis control.
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Figure 6.10: Double axis control with a different starting position.
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Figure 6.11: Double axis control with modified cost function.
the cost function. The cost function can be modified as
J(xk,uk) = (xt − xk)2 + (xt − xk)2 + (u1k)2 + (u2k)2 (6.6)
Figure 6.11 shows the trajectory generated using the modified cost function.
Figure 6.12 shows the control velocities for joints a5 and a6. Figures 6.12(a)
and 6.12(c) show the applied velocity at each time step for joints a5 and a6 re-
spectively. Similarly, in Figures 6.12(b) and 6.12(d), the average velocity applied
in joint a5 and a6 is shown. From Figure 6.12, it is evident that including joint
velocity in the cost function, it is possible to generate an optimized trajectory,
with a lower range of control velocity.
From this test, we can conclude that the designed controller is capable of han-
dling systems with two variables. However, a noticeable aspect of the experi-
ment results was that the ball did not become completely steady at the final
position, instead, it moved within a range of ±1cm of the target position in
both x and y-axis.
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(b) Average velocity in joint a5.
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(c) Applied control velocity to joint a6.
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(d) Average velocity in joint a6.
Figure 6.12: Applied control velocity and the average velocity of joints a5 and
a6.
6.4 Robot tray balancing: Multivariable con-
trol with constraints
The objective of this test was to evaluate the ability of the controller to handle
a multivariable system with constraints. In this experiment, an obstacle was
placed between the starting and the target position to represent workspace con-
straints. For this experiment also the same simulation parameters in Table 6.1
and optimization parameters in Table 6.2 were used.
For the designed controller, the number of trajectories generated at each predic-
tion phase plays an important role for a multivariable system with constraints.
It is difficult to find an optimized trajectory for a system with a higher number
of variables and constraints if the number of samples is too small. On the other
hand, use of a higher number of samples increases the simulation and predic-
tion time. Similarly, the length of the prediction horizon also has an important
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effect, especially when constraints are present in the system.
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Figure 6.13: Trajectory with an obstacle between starting and target position
for the real sytem.
Figure 6.13 shows the trajectory of the controlled ball for the real system with
an obstacle between the starting and the target position. In this case, sample
number N = 50 and prediction horizon of Np = 15 time step were used. It is
evident from the Figure 6.13 that even though the controller was successful in
avoiding the obstacle, it was unable to balance the ball at the target position.
To ensure the validity of the result total 30 trials were carried out with the same
parameters, among which Figure 6.13 was the best result.
To choose the best optimization parameters for the current task, a number
of test were carried out in the simulator, with different sample numbers and
prediction horizons. Figure 6.14 shows the trajectories for different prediction
horizons using 50 samples in the simulator. From the Figure 6.14 it is evident
that for smaller prediction horizons (Np = 10 and 15 time step), the controller
was unable to complete the task in the simulator. However, for Np = 20 time
step the controller completed the task with 50 samples in the simulator.
Figure 6.15 shows trajectories for different prediction horizons, for sample num-
ber N = 60 in the simulator. From this figure, it is apparent that with 60
samples the controller was able to complete the task for all the perdition hori-
zon values (Np = 10, 15, 20 time step). However, for the small prediction
horizon Np=10 time step, the controller did not provide a good trajectory.
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(a) Prediction horizon Np = 10 time step.
−15 −10 −5 0 5 10 15
−20
−15
−10
−5
0
5
10
15
Position in X axis (cm)
Po
si
tio
n 
in
 Y
 a
xi
s 
(cm
)
 
 
Obstacle
Trajectory
Start point
Target
(b) Prediction horizon Np = 15 time step.
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(c) Prediction horizon Np = 20 time step.
Figure 6.14: Trajectory for different prediction horizons in the simulator, with
sample number N =50. Markers in the trajectory represent the time step.
From the results in Figures 6.14 and 6.15, we can say that for the current task
the combinations Np = 20, N= 50 and Np = 15, N= 60 are the best possible
combinations for which it was possible to complete the task in the simulator.
Moreover, to check the consistency of the result, test was carried out for different
starting and ending position using both the combinations, which is shown in
Figure 6.16.
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(a) Prediction horizon Np = 10 time step.
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(b) Prediction horizon Np = 15 time step.
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(c) Prediction horizon Np = 20 time step.
Figure 6.15: Trajectory for different prediction horizons in simulator, with sam-
ple number N =60, Markers in the trajectory represent the time step.
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(a) Np = 20, N= 50.
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(b) Np = 15, N= 60.
Figure 6.16: Trajectory for different starting and target point in simulator.
Increase in either sample number or prediction horizon increases the required
simulation time. Figure 6.17 shows the required time for simulation and opti-
mization for different sample size and prediction horizon.
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Figure 6.17: Time required for simulation and optimization.
From the Figure 6.17, it is evident that increase in prediction horizon or sample
number increases the optimization time. In this case, for both the combination
chosen from simulation, the controller was not capable of operating in real-time.
6.5 Discussion
A typical model predictive controller is superior to other conventional controllers
due to its ability to handle nonlinear systems with multiple variables and con-
straint. The purpose of the experiments was to evaluate above mentioned func-
tionality of the designed model predictive controller.
The objective of the first experiment (Section 6.1) was to check the quality of
the simulation for the built system. The results of the experiment suggest that
using ODE it was difficult to achieve highly accurate simulation. One of the
main reasons behind the discrepancy between the simulation and real world
was that the ODE physics engine emphasizes more on the performance of the
simulation rather than the accuracy, but the accuracy of the simulation can be
increased by tuning the simulation parameters. However, tuning the simulation
parameters is application specific and does not provide a general solution for
increasing the accuracy of the simulation.
From the result of the second and third experiment (Section 6.2 ad 6.3), it
is evident that the system is capable of controlling a simple nonlinear system
for both single variable and multiple variables. However, for the multivariable
system only two variables were considered. The capability of the controller to
handle a higher number of variables was not explored in this work.
The aim of the fourth experiment (Section 6.4) was to the test the constraint
handling capability of the controller for a multivariable nonlinear system. The
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result of the experiment shows that the controller was unable to complete the
task for a constrained multivariable system in real-time. The main reason be-
hind the failure of the controller was the simulation speed of the ODE physics
engine. From the experiment, it was evident that to successfully complete the
task a higher sample number or a longer prediction horizon was required. Unfor-
tunately, using a higher number of samples or longer prediction horizon increases
the simulation time for which real-time optimization was not possible.
Considering the overall results of the thesis work, the main difficulties behind
an implementation of physics engine based model predictive controller were the
accuracy and the speed of the simulation. Implemented controller corrects the
error between the simulation and the real world at each time step, which essen-
tially reduces the effect of inaccuracy of the simulation. However, simulation
speed of the ODE physics engine still remained as the major difficulty, espe-
cially when the complexity of the system increases. Nevertheless, the simulation
time can be reduced by using a faster computer and using a better computation
technique. For example, in this work, the prediction of the states was performed
in serial manner using only one processor at a time. The speed of the predic-
tions can be increased by using parallel computation techniques by ensuring
the simultaneous use of all four available processors. However, using a faster
computer may solve the problem for this particular system and the task, but to
solve the problem for general use with more complex systems, a faster simulator
is required.
Another important setback for this work was the speed of the camera based
feedback system. Due to the slow nature of processing speed of the camera, a
larger simulation step size needed to be chosen, which had a significant effect
on the accuracy of the simulation. However, this problem can be resolved by
using a faster feedback approach.
Irrespective of the difficulties discussed, the proposed approach showed promise
as all the faced problems can solved with further work. In this approach, the
design process of the controller is much simpler than other conventional tech-
niques of model predictive controls and provides opportunity to use it for a
range of robotic systems. Moreover, introduction of constraints to the system
is easier than the conventional mathematical formulation, for example, in the
fourth experiment (section 6.4), a workspace constraint was imposed by simply
adding an obstacle between starting and target point into the simulation model,
which is not trivial when a mathematical model is used. Moreover, constraints
on the control inputs can also be imposed by limiting the range of values for the
generated input samples. Similarly, with this approach cost functions can be
formed and modified more intuitively . An example of the effect of cost function
modification was shown in Figure 6.12, which suggests that the same task can
be completed by applying a lower range of velocities.
Chapter 7
Conclusion
The objective of the thesis work was to provide a generalized solution for imple-
menting model predictive control for robotic applications. In this approach, a
physics engine was used for prediction of the states and a stochastic optimization
technique was used for optimization.
One of the most important aspects of the thesis work was to ensure accurate
simulation. Physics engine ODE was chosen among the available open source
physics engines. The reason behind the choice of ODE was its accuracy com-
pared to other available physics engines. Even though ODE is not the fastest
of the available physics engines, it provides a balanced performance considering
the speed and accuracy of the simulation.
A significant part of the thesis was to design a proper optimization technique
for a real robotic system. As the aim of the thesis was to implement the MPC
algorithm for a nonlinear system, a stochastic optimization based on particle
belief propagation technique was chosen. To test the functionality of the con-
troller, a nonlinear robotic system was built and to control the robotic system
a software system was built. The quality of the simulation for the built system
was tested and appropriate simulation parameters were chosen for the current
system.
Finally to test the functionality of the designed controller, different experiments
were designed. The objective of the tests was to evaluate the performance of
the controller for a nonlinear system. From the results of the tests, it can be
concluded that the designed controller is capable of handling a nonlinear sys-
tem with single and multiple variables. However, for a nonlinear multivariable
system with constraints the controller is unable to operate in real time.
The proposed approach is potentially usable for a range of robotic applications
depending on the capability of the physics engine used. Even though, in this
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case, the controller was unable to handle constraints for a multivariable system,
from the results it is clear that with a faster simulator the problem is solvable.
The idea of using a physics engine for prediction of states in MPC context is
relatively new. However, the approach used in [24] is similar to this work in
a sense that a physics engine was used for implementing MPC. The work was
done in simulation and any implementation on a real robotic system is yet to
be reported. The most relevant work to this thesis can be found in [18], where
the MPC controller was designed for animation purpose. In this approach also
a physics engine was used for state prediction and an optimization technique
based on Particle belief propagation was used. In contrast, while both the works
were limited to simulations, in this thesis an implementation in a real robotic
system is presented.
Currently, available physics engines are limited in their capabilities for robotic
applications. Although, ODE was found to be the best available simulator for
robotic applications from several comparative studies between available physics
engines, it is still not sufficient for simulation-based controller design for complex
systems regarding its speed and accuracy. Even though the robotic hardware is
getting increasingly complex every day, simulation tools for the robotic systems
have not improved proportionally. Most of the currently available open source
physics engines were designed for animation, where the motivation was to pro-
vide visually-plausible simulation rather than physically accurate simulation.
A fast and accurate simulator explicitly for robotic system is still unavailable
which makes it difficult to implement any simulation-based approach for con-
troller design. With an advanced physics engine, it will be possible not only
to implement model-based controllers but also design more sophisticated con-
trollers for complex robotic systems using other control techniques.
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