The spring pendulum in resonance is a model system for formal reduction to one degree of freedom, where some symmetry (reversibility) is maintained. The reduction can be handled by equivariant singularity theory with a distinguished parameter, yielding an integrable approximation of the Poincar e map. This makes a concise description of certain bifurcations possible. The computation of reparametrizations from normal form to the actual system is performed by Gr obner basis techniques.
Introduction
In the study of Hamiltonian systems, normal form theory is often used to distill dynamical information. In this paper we develop a two-stage normalization process to gain insight into the global organization of (part of) the phase space, the associated dynamics and some bifurcations. The rst stage involves the standard Birkho normal form. It yields a rotational symmetry enabling a formal reduction to one degree of freedom. The second stage involves equivariant singularity theory with a distinguished parameter.
As a model system we consider the spring pendulum (see section 2) in 1 : 2 resonance, where some of the mechanical constants serve as parameters. This enables us to use intuitive descriptions of trajectories in terms of mechanical motions. As starting-point for the calculations a generic 1 : 2 resonant system is used, validating conclusions for all these systems. Many authors have contributed to this and related problems, see for instance 7, 16, 29, 30, 31, 33] .
The present method gives an integrable approximation of the iso-energetic Poincar e map, namely a planar Hamiltonian vector eld, to any order in both phase space variables and parameters. A simple 1 normal form is obtained, and we keep track of all transformations and reparametrizations. In this way we get quantitative information on certain bifurcations.
The planar Hamiltonian is simpli ed by applying equivariant singularity theory, as we look for normal forms under a suitable left-right equivalence. It turns out that the hyperbolic umbilic (D + 4 in Arnol'd's classi cation 1]) plays a key role here. This part of the normal form computation involves repeatedly solving the in nitesimal stability equation, where techniques from Gr obner basis theory are used.
Although we analyse the example system in some detail, the main emphasis lies on the method, which is applicable to many more systems. Therefore the theory is presented in greater generality than is needed for the present example. Sections 6, 8 and 9 provide tools applicable in the context of general (compact) symmetry groups, even though the Z 2 group occuring in the example is simple enough to be handled by ad-hoc methods.
Future research
The current paper employs Birkho normal forms and BCKV-restricted morphisms, to analyse a single system. We plan to enlarge this scope in two perpendicular directions: analyzing more systems, and using other methods. Along the rst axis, an obvious choice is to analyse the same system around other resonances, for example the 2 : 2 resonance discussed in 8]. There are also many other low-dimensional Hamiltonian systems that may be aptly analysed by our methods. Our focus will be on systems with nontrivial symmetry groups.
Secondly, we intend to compare our method to Duistermaat's 16] , who uses a slightly di erent equivalence relation between Hamiltonians, resulting in dramatically di erent codimensions for certain unfoldings. It is therefore interesting to compare results obtained in both ways.
Our overall aim remains to develop symbolic algorithms to compute the normalizing transformations, in order to get quantitative information on the bifurcations and the organisation of the phase space, similar to the approach of the current paper.
Sketch of the results
The spring pendulum lives in a four dimensional phase space. It is customary to restrict to energy level sets, thereby reducing the dimension to three. A Poincar e section subsequently reduces the associated vector eld to a planar symplectic map. Figure 1 shows a number of Poincar e map orbits. Coe cients are chosen such that the harmonic truncations of the constituting oscillators are in approximate 1 : 2 resonance. Our aim is to understand its structure, and to predict the parameter values for which bifurcations take place.
Using the Birkho normal form procedure we nd an integrable vector eld approximation to the Poincar e map. The associated planar Hamiltonian has a central singularity equivalent to the (symmetric) hyperbolic umbilic x(x 2 +y 2 ), in the case of the 1 : 2 resonance. A versal deformation of this singularity, with corresponding bifurcation diagram, is shown in gure 2. The underlying question of this research is: How are gure 1 and 2 related? Figure 3 graphically presents a partial answer. It shows which parts of the parameter space (u 1 ; u 2 ) and phase space, are actually visited by the system.
By purely topological arguments, it is a priori clear that some parts of phase and parameter space do not correspond to physical states or con gurations. This is re ected in the normalizing transformations we compute. We in fact obtain a quantitative answer, in the small-energy region, in the form of bifurcation equations in the original parameters. These results are checked against numerical estimates, with good agreement.
Overview of the reduction with distinguished parameters
One problem occurs in the naive application of equivariant singularity theory. The (formal) rotational symmetry of the Birkho normal form gives rise to a formal integral in the planar system. This parameter is distinguished, in the sense that it is a function on the original phase space. It is natural not to allow reparametrizations to depend on this distinguished parameter, in contrast to ordinary equivariant singularity theory; see also remark 2. Second, the variable , which can be interpreted as an angular momentum variable, is always positive. This gives special signi cance to the value = 0, which we also want to preserve. Transformations respecting both the distinguished nature as the zero level of are called BCKV-restricted reparametrisations 6, 10] .
Theorem 9 implements this restriction, and yields a versal deformation of the normalized system via BCKV-restricted reparametrizations:
x(x 2 + y 2 ) + ( 1 + u 1 )x + ( 2 + u 2 )y 2 :
Here i and u i are distinguished and ordinary parameters, respectively. One consequence of the theorem is that a versal deformation requires at least two Hamiltonian pitchfork bifurcations occur due to Z 2 symmetry.
distinguished parameters, but we have only one at our disposal. This problem can be attacked by the path formalism. The resulting normal form, presented in theorem 13, involves coe cients that are functions of the available parameters. They describe the path traced out by the system through the parameter space of the versal deformation. The BCKV normal form is built on the normal form in the ordinary context, together with the reparametrizations connecting it to the original system. See theorem 7 for these reparametrizations. The formal calculations involved make essential use of Gr obner basis techniques, and are a main focus of the present paper. It is dealt with in sections 8 and 9.
Outline of the procedure
To clarify the various contexts, phase spaces and systems from the outset, we here give a concise but detailed outline of the procedure leading to the BCKV normal form. This section is summarized in table 1.
The starting-point is the 2 degree-of-freedom Hamiltonian H 0 with a Z 2 Z 2 spatio-temporal symmetry, depending on several coe cients a i .
After Birkho normalizing, the system is renamed H n and has acquired From here one we forget about the boundary introduced by the coordinate transformation, and consider the system in a full neighbourhood of the origin in R 2 . The system is now subjected to a transformation bringing the central singularity into a simple form: the Z 2 -symmetric hyperbolic umbilic. We are left with a deformation H c of this singularity, in terms of the parameters b 1 and .
There exists a versal deformation of the hyperbolic umbilic with only two parameters. (In the non-equivariant case one nds three.) This deformation is denoted by H u . In section 5 we nd the reparametrizations that induce H c from H u . This step is computationally involved, indeed the second half of this paper is largely devoted to it. In this step we employ Gr obner basis techniques to e ciently compute the required morphisms.
Finally, we use the reparametrizations of section 5 to compute the BCKVrestricted normal form H B of our system.
Formal aspects: a perturbation problem
The transformations performed on the system are all either conjugacies or equivalences (i.e., , conjugacies modulo time scalings), except for one: the Birkho transformation. It provides a formal conjugacy. By theorems of Borel and Schwarz (see 5, 21, 16] ), this formal conjugacy can be lifted to a C 1 transformation , uniquely de ned modulo a at perturbation. The normalized Hamiltonian H 0 is therefore also de ned up to a at perturbation. This perturbation is generally not S 1 symmetric, so that H 0 only respects the acquired S 1 symmetry up to at terms.
These at terms account for the di erences between the integrable approximation ( gure 3) and the numerical pictures ( gure 1). Normalization reveals the dynamical skeleton of the iso-energetic Poincar e map, describing the actual system accurately for small energy, but disregarding details like transversality of stable and unstable manifolds (and chaos), and subharmonics. Subharmonics can be found by similar means though; see 9]. For more remarks on this at perturbation problem, see 6, 8, 10] 1.6 Notation (Parameters and coe cients) The dynamical systems we investigate depend on a number of variables. Certain variables are supposed to be constant during the evolution of the system, for example the mass of a pendulum. Throughout, we reserve the name coe cient for a`constant variable' that can take on arbitrary values, except possibly a few isolated ones that are excluded by non-degeneracy conditions. The name parameter is reserved for`constant variables' that are small; for our system these are the distinguished parameter and the detuning parameter b 1 = 1 ? 2a 1 .
(Hamiltonian contexts) The Hamiltonian system H we consider appears in many incarnations, depending on the context. We denote the appropriate context by a superscript, e.g. H 0 for the original Hamiltonian, H n for the Birkho normal form.
(Big-oh notation) We use the notation O(jx; yj n ) to denote terms of total order n and higher in x and y. In standard notation, this would be O(jxj n + jyj n ) = O((jxj+jyj) n ). Also, e.g. O(jc i ; j n ) stands for O(jc 1 j n +jc 2 j n + +j j n ), when c is a vector of coe cients. This will be clear from the context. 
The spring-pendulum system
This section introduces the system that is used as leading example: a planar pendulum suspended by a spring constrained to move along the vertical axis.
It is a typical two-degree-of-freedom Hamiltonian system with a Z 2 Z 2 (timereversal and re ection) symmetry. Introducing this speci c example allows us to describe the dynamics in terms of mechanical motion. The results obtained are more generally valid, however. This will be made precise (see also the remarks about Proposition 1).
We now describe the system. Masses are attached to both ends of the rod, while both rod and spring are massless. The con guration is given by the displacement of the suspension point and the angle of the pendulum with the vertical axis, denoted by x 1 and x 2 . The potential energy is U(x 1 ; x 2 ) = ?m 2 From now on, (2.4) is used as starting-point, with no conditions on the coefcients a i . This system has the same qualitative form as the spring-pendulum system, in fact, for a proper choice of the coe cients a i the latter is a high order perturbation of (2.4) (modulo a rescaling).
The physical origin of the system imposes some constraints on the coecients, for example a 1 > 0 and a 2 > 0. We will not use these. Instead, we keep an eye on the non-degeneracy conditions encountered during the calculations, allowing the a i to otherwise take arbitrary values. Some of these conditions are implied by the physical constraints. The resonance of the system in the proposition above is referred to as the P : Q resonance. In particular we refer to the 2 : 2 resonance instead of 1 : 1.
Reduction to one degree of freedom
The system, in the incarnation H n , now has acquired an additional (formal) S 1 symmetry, with action (z 1 ; z 2 ) 7 ! (e ip z 1 ; e iq z 2 ) for 2 S 1 = R=2 Z, and corresponding conserved quantity H 0 2 = z 1 z 1 + !z 2 z 2 . This symmetry enables us to formally reduce to a one-degree-of-freedom system. We rst express the normalized system in Hamiltonian polar coordinates
Here, and elsewhere in this section, the functions f i are of the same form as f 0 in Proposition 3, di ering only by innocent linear changes of variables. Let p = P= gcd(P; Q), q = Q= gcd(P; Q), and let r; s be integers such that pr ? qs = 1.
Consider the following symplectic coordinate change: where it is permissible to treat as an ordinary parameter. Note that in either setting we do not allow reparametrisations of to depend on phase variables, i.e., we regard it as a true parameter.
Remark 3 (Symmetries) When q is even, the acquired S 1 normal form symmetry group contains the re ection Z 2 symmetry S as a subgroup. Before reduction the symmetry group is therefore S 1 Z 2 Z 2 or S 1 Z 2 , depending on the parity of q, leading to a symmetry group Z 2 or Z 2 Z 2 for the reduced system. The special form for the coe cient of 3 was chosen for notational convenience, as will become apparent below. The coe cient b 1 vanishes at resonance (a 1 = 1=2). It is considered small throughout, and is referred to as detuning parameter, measuring the deviation from the resonant frequency. Remark 4 The rst nondegeneracy condition is 1 + 2a 1 6 = 0. If we continu to normalize to higher orders, more conditions of the form a 1 6 = p=q are found, where p=q 2 Q.
4 Normalization using singularity theory
We have reduced the original system near 1:2 resonance to a planar Hamiltonian H r depending on several coe cients b i , a detuning parameter b 1 and one distinguished parameter . Because it is planar now, we may use general (Z 2 -symmetric) planar morphisms (as opposed to symplectic ones) to further normalize our system. The resulting normal form is not dynamically conjugate, but equivalent to the original system, that is, conjugate modulo a statedependent reparametrization of time. Proof: See appendix A.1.
We say that H c is in central singularity reduced form, i.e., at the central singularity b 1 = = 0 it reduces to the normal form x(x 2 + y 2 ).
Remark 6 (Dependence of on coe cients) We consider in the above proposition to be xed, i.e., independent of parameters. It does depend on the coefcients b 2 ; b 3 ; : : : however, since H r j =b 1 =0 also depends on those.
Some leading order parameters and coe cients are: 5 Inducing H from a universal deformation
This section forms the core of the paper, in which we achieve our goal, namely nding the normalizing transformations explicitly. At this point our system H 0 is reduced to H c , a deformation of the central singularity x(x 2 +y 2 ), depending on parameters and c i , and on a number of coe cients d i . This singularity is of codimension two, with versal deformation H u := x(x 2 +y 2 )+u 1 x+u 2 y 2 , see gure 2. We are to nd transformations that induce H c from the model H u . In appendix C we give a necessary and su cient condition for versality of a deformation. This is the well-known in nitesimal stability equation 3 adapted to our equivariant context. For the particular case of H u this condition boils down to: For every Z 2 -invariant germ g vanishing at the origin there should exist Z 2 -invariant germs i (x; y), i = 1; 2; 3 and real numbers 1 ; 2 such that 1 (x; y)x @f @x + 2 (x; y)y 2 @f @x + 3 (x; y)y @f @y + 1 x + 2 y 2 = g(x; y)
Here f is the central singularity x(x 2 + y 2 ). For this f the condition is indeed satis ed (see Appendix C.1). Starting from the in nitesimal stability condition, versality is proved by invoking the Mather-Malgrange preparation theorem 23, 27] . We are however interested, not so much in existence, but rather in actually computing the morphisms and , up to a certain degree. There exists a rather straightforward algorithm to do so 22], which repeatedly uses the fact that we can solve equations of the form (5.1). The solutions i and i form the building blocks of and . This algorithm is presented in section 8. It can be regarded as a constructive proof of the existence of a formal solution for and .
Our ability to compute and now rests on our ability to compute solutions to (5.1). This can be done e ciently using ideas from Gr obner basis theory. In section 9 we present the algorithm. Here we give the results: Remark 8 (Singular circle) In appendix D, the singular circle of H u is de ned as the circular level set that touches the two saddle points arising for u 2 < 0 (see gure 2). By a topological argument, its pullback by must coincide with the singular circle of H c , de ned as the set of singular points of (3.2). Up to the order in x; y; c i and that we computed and in, we veri ed that they indeed do. Proof (of proposition 7): The rst part is proved by inspecting the algorithm described in section 8, and algorithm 18 (section 9.2). The fact that H c is required up to order A + 2 in order to compute only up to degree A is due to the rst derivatives of the central singularity being of second degree. Similarly, in order to x , it is su cient to compute H c up to degree 2 in (x; y) as the deformation directions associated to 1 and 2 are of degree 2 or less (namely x and y 2 respectively).
A little computer algebra yields the second part.
6 BCKV normal form BCKV theory classi es the family of systems H r as 2-degree-of-freedom systems. For a given member of the family (i.e., for certain values of the coecients) it provides a normal form system, which is itself a 2-degree-of-freedom system. This should be contrasted to the deformation H u , classifying H r as a family of planar systems; see remark 2.
The model H u predicts four di erent possible phase portraits, organized in a bifurcation diagram as shown in gure 2. The BCKV model, denoted by H B , a priori predicts the same possible phase portraits as the H u model.
However, it gives a more complete picture of the bifurcation diagram, as it re ects the structure that exists if the bifurcation lines of gure 2 are embedded nongenercially in the distinguished parameter space. First the necessary de nitions are given, in the context of a general (compact) symmetry group ?. In section 6.3 we specialize to the example system.
BCKV theory { de nitions and main theorem
We rst give a heuristic motivation for the form of allowable morphisms. Suppose that H B (x; y; ; u) is a normal form of the 2-degree-of-freedom system H n . Here x and y are phase space variables, the distinguished parameter and u the ordinary parameters. We require a morphism inducing H n from H B to respect the phase space and parameters. This means, as usual, that the ureparametrisation may not depend on x and y, but neither on . Furthermore, -reparametrizations are required to be independent of x and y, because is a constant of motion both for H n and the normal form H B .
Second, the distinguished parameter is physically interpreted as an angular momentum. By its nature, it is nonnegative. It is therefore natural to require the -reparametrization to respect the zero level. These ingredients lead to the following de nition. See appendix C for the notation. In formulae, this amounts to: there exist : R r+s ! R r , : R n+r+s ! R n such that = ( ; ), = ( ; ; ), (x; ; 0) = x, ( ; 0) = , (0; u) = 0, (0) = 0, and F(x; ; u) = G( (x; ; u); ( ; u); (u)). The , and are the analogs of and i of (5.2), but obey more restrictions. Morphisms ( ; ; ) as above are called BCKV-restricted morphisms.
We are looking for versal deformations, i.e., deformations such that every other deformation of the same germ can be induced from it. In 10, thm. 11], versal deformations with respect to BCKV-restricted morphisms are characterized; we give the ?-equivariant version here: 
Path formulation
As the number of distinguished parameters is xed, theorem 9 implies that when the central singularity f 0 has high codimension, there are no versal deformations with respect to ?-equivariant BCKV-restricted morphisms.
However, we can view the system as a subfamily of a versally deformed system. The normal form then includes functions that describe the submanifold, embedded in the versal system's parameter space, that the system traces out. Bifurcations of the intersection of this submanifold with the bifurcation set yields additional information. This description is usually called the path formulation, see 20, 3] . For this nal reduction, we need the following: Proof: Let h( ; u) be a reparametrization, and (x; ; u) a coordinate transformation, such that f( (x; ; u); h( ; u)) = g(x; ; u). De neh i ( ; u) := i + u i if 1 i r andh i ( ; u) := u i if r + 1 i s, and set ( 1 ; : : : ; s ) = ( 1 ; : : : ; r ). The lemma now applies. By genericity we may assume that the relevant derivatives have rank r, so we nd an invertible BCKV-restricted reparametrization such that h i ( ; u) =h i ( ( ; u)) for i = 1; : : : ; r, which means that for f(x; 1 + u 1 ; : : : ; r + u r ; h r+1 ?1 ( ; u); : : : ; h s ?1 ( ; u));
we have g(x; ; u) = f ( x ; ) ( ; ; u ), where : (x; ; u) 7 ! and u : (x; ; u) 7 ! u, proving the proposition.
BCKV normal form of H c
The constructive proofs of Proposition 12 and Lemma 11 provide an algorithm for computing the BCKV normal form. Using the reparametrizations found in Proposition 7 we arrive at the following: Remark 11 (Phantom bifurcation) The parameter is nonnegative, and close to resonance (a 1 1
2 ) the solution (7.1) is negative. In the system H 0 , therefore, the corresponding bifurcation does not occur. This conclusion also follows from the observation that at the bifurcation (7.1) the singular circle disappears (see appendix D), whereas H r exhibits this singularity for all parameter values (see remark 1). The second solution does de ne a bifurcation, however. We continue with a description of it.
Bifurcations and dynamical implications
First we discuss the bifurcation of the reduced system H c in the plane. If we let a 1 deviate su ciently far from the resonant value 1 2 , the corresponding points in the (u 1 ; u 2 ){plane in gure 2 will trace out a line that crosses the parabola twice, as u 1 is always negative.
Assume the parabola is crossed from below. Then at rst the system has one maximum inside the singular circle, and a saddle point outside it. After the rst Hamiltonian pitchfork bifurcation, two saddle points have formed on the singular circle, together with a minimum inside, with no critical points outside. The two saddle points have a heteroclinic connection because of the Z 2 symmetry.
The second bifurcation destroys the maximum, leaving only a minimum inside the circle, and again a saddle outside of it.
Topological remarks
A priori the spring-pendulum lives on the xed-energy submanifold in R 4 , in our case S 3 . This sphere is equivalent to D 2 S 1 , modulo an identi cation on @D 2 S 1 . ). Topologically it is a sphere, but has a cone-like singularity at 1 = 0 (see gure 5). This singularity has dynamical signi cance: it is always a xed point.
We now interpret the bifurcations on this (topological) sphere. Levels of H n are surfaces in R 3 3 ( 2 ; 3 ; 4 ) and intersect the reduced phase space in a curve; again, see gure 5. As in the previous section, suppose we traverse the (u 1 ; u 2 ){ plane on the left of the u 2 {axis crossing the parabola of Hamiltonian pitchfork bifurcations twice. First, the Hamiltonian has one maximum somewhere on S 2 , and a minimum at the pole. The heteroclinic connection appearing in the planar normal form after the rst bifurcation corresponds to a level curve passing through the pole. In this situation, the pole is no longer a minimum. At the second bifurcation the heteroclinic connection disappears, implying that the pole is an extremum again, now a maximum.
Dynamics of the spring-pendulum
At the pole, L 1 is a maximum, corresponding to the pendulum moving vertically without swinging (x 2 0, see gure 4). This periodic trajectory corresponds to the one with nontrivial stabilisor under the global S 1 {action, in other words, its period is half that of other periodic trajectories. Outside the parabola in gure 2 this motion is stable, corresponding to a minimum or a maximum of H n , but close to resonance it is unstable.
In the latter situation, the spring-pendulum exhibits two stable periodic trajectories. The lower mass traces out a {shaped and \{shaped path, respectively. Far away from resonance, one of these turned into the now-stable vertical motion, while the other turned into a purely swinging motion (x 1 const: in normalized coordinates). In ordinary coordinates this motion is special in that 
Comparison with numerical simulations
To check the results above, we integrated H 0 numerically, and plotted the iso{ To check (7.2), we located some bifurcation points, by varying the detuning parameter a 1 for xed H, a 2 and a 3 . Other a i were set to zero. The results are given in table 2. For these values of the energy, = 4H to good approximation. The nal column gives the bifurcation value of given by (7.2) in each situation. The agreement with the measured value of is very good, especially for small H, as expected.
Computing universal deformation morphisms
This section is devoted to describing an algorithm that computes morphisms inducing a given deformation from some universal deformation. First we duscuss the case without symmetry. This algorithm was rst described in 22], where it was taken for granted that the in nitesimal stability equation could e ectively be solved. In section 9 we solve this equation using Gr obner basis techniques. At the end we discuss the modi cations to the algorithm that incorporate the e ects of a symmetry group. We note that Gr obner bases appear more often in the context of dynamical systems, commonly in relation to nding fundmental invariant polynomials, see e.g. 11, 17, 18] .
Suppose that a deformation F(x; j ) of some germ f(x) 2 E n is given, that is, F(x; 0), x 2 R n . Suppose further that a versal deformation of f(x) has been found. In practice this means that some polynomials P j exist such that h @f @x i i En + span R fP j g = E n ; 
An algorithm computing deformation morphisms
The algorithm presented here was taken from 22]. It is an iterative algorithm, computing the solution degree by degree in the parameters. It constitutes a constructive proof of the existence of a formal solution, and an explicit algorithm for nding such a solution up to any desired degree.
The assumption that G = f(x) + P j P j (x) is a versal deformation implies that (8.1) holds. It is equivalent to the statement that for any germ g 2 E n , we can nd germs i (x) 2 E n and real numbers i that solve the in nitesimal The morphism ( ; ) is said to induce F from G.
An algorithm to solve the ini nitesimal stability equation is presented in section 9.
We make the inessential assumption that the versal deformation G is of the form G(x; u j ) = f(x) + P d j=1 j P j (x). The algorithm can be easily adapted to cope with more general deformations, but allowing these does not yield stronger results, and does clutter the notation.
So we are to nd a deformation morphism inducing F from G. The line of attack is to expand and as formal power series in the parameters j , and to solve (8.3) iteratively for increasing order in . We de ne The left-hand-side of (8.4) 
Universal deformations with symmetry
In the presence of a symmetry group ?, the versal deformation condition 8. (8.6) Here N is the number of generators v i . The functions v i f, P i and g are all ?-invariant, and we are to nd ?-invariant i 's and i 's that solve (8.6) 9 Solving the in nitesimal stability equation using singularity Gr obner bases
In section 8 we reduced the algorithmic problem of nding deformation morphisms to solving the in nitesimal stability equation (8.2) several times over. Solving this equation is similar to ordinary division. We present an e cient algorithm that uses ideas from Gr obner basis theory. Similar algorithms have been proposed in e.g. 12, 26] . First the the case without symmetry is discussed. In section 9.5 symmetry is incorporated.
To start, we reformulate our problem in a slightly more general way. The in nitesimal stability equation can be cast in the form
where we want to nd i 2 E n and i 2 R in terms of a given g 2 E n . The f 1 ; : : : ; f k ; r 1 ; : : : ; r m 2 E n are considered xed, and we suppose that hf i i En + span R fr 1 ; : : : ; r m g = E n ; By adding certain functions to our initial set of generators ff 1 ; : : : ; f k g, but in such a way that the ideal they generate remains the same, the output r can be forced to lie in an m-dimensional vector space. Moreover, it becomes uniquely determined, in a sense explained below. A set of generators that make our algorithm behave in this nice way is called a singularity Gr obner basis. The name is taken from 12]. Finally, a small computation brings the output in the desired form (9.1).
Remark 12 (Fixing the zero level) In our application, g of (9.1) vanishes at the origin, as we deal with potential deformations. This generally renders one of the deformation directions r i redundant. Apart from this detail, the discussion remains applicable to our situation without change.
De nitions
In order to write down the division algorithm we need the following concepts. They are adapted from 13]. Definition 16 A monomial ordering on Z n 0 , or equivalently on monomials x , is an ordering < such that i < is a linear ordering, i.e., for every ; exactly one of = , < , < holds. ii If < then + < + .
Monomial ordering
iii < is a well-ordering, i.e., every nonempty subset of Z n 0 has a smallest element under <. In our computations we use the following ordering. x < x if either the total degree of x is smaller than the total degree of x , or the total degrees are equal and x precedes x in lexicographic ordering. For example, x 2 y < xy 2 as xxy occurs before xyy in a dictionary. More precisely, the relation < holds if j j < j j, or j j = j j, and for some j we have i = i for i = 1; : : : ; j ?1 and j > j .
Here j j = 1 + + n .
Lowest term of a power series
The following concepts are the`opposite' of the LT, LM and LC used with ordinary Gr obner bases 13]. In that context they stand for leading term, leading monomial and leading coe cient respectively, and they refer to the greatest monomial occurring in a polynomial. In the context of truncated power series, the concept of greatest monomial is not well-de ned, however the smallest monomial is, and turns out to be useful. ? is a vector with nonnegative entries, and then x =x := x ? .
The division algorithm
Let a degree bound d be given. The following algorithm is a rst step towards solving (9.1) modulo terms of degree d or higher in g. We know a priori that the output r lies in the vector space (9.5). The following example shows that this not necessarily determines r uniquely.
Example
Taking f 1 = x 2 + y 2 , f 2 = xy and the monomial ordering we described before, then the input g = y 3 gives output q 1 = q 2 = 0, r = y 3 . On the other hand, we have y 3 = yf 1 ? xf 2 showing that q 1 = y, q 2 = x and r = 0 also satisfy the output criteria. It follows that for these f i the output criteria do not determine r uniquely.
A very similar problem is encountered when trying to solve the polynomial ideal membership problem. This problem is solved using Gr obner bases. Our problem can be solved in much the same way, using a modi cation of Gr obner basis ideas. See 12], 26].
Singularity Gr obner bases
We de ne a singularity Gr obner basis, or SGB for short, to be a set of generators for a given ideal that makes the division algorithm above behave nicely:
Definition 19 G = ff 1 ; : : : ; f k g is an SGB for an ideal I if I = hGi, and the output r of algorithm 18 is uniquely determined by (9.4) and (9.5), for all g.
For example, fx 2 + y 2 ; xyg is not an SGB, as we saw above. The set fx 2 + y 2 ; xy; y 3 g is, but we cannot prove this yet. See appendix F.
We now give an intrinsic characterisation of SGBs. To do so we need one de nition: Definition 20 Let I 2 E n be an ideal. MM(I) := hfMM(f)jf 2 Igi. Proposition 21 (Intrinsic characterisation of SGBs) G = fg 1 ; : : : ; g k g is an SGB for the ideal I = hGi if and only if hMM(g 1 ); : : : ; MM(g k )i = MM(I). We check the example above. G is not an SGB, and indeed: y 3 2 hGi because y 3 = y(x 2 +y 2 )?x(xy), so y 3 2 MM(hGi), but y 3 6 2 hMM(x 2 + y 2 ); MM(xy)i = hx 2 ; xyi.
Proof (of Proposition 21): 1. Assume that G is an SGB. Let g 2 hGi, and apply the division algorithm to g and the generators g i . Because the output r is uniquely determined, it must be zero. This implies that the algorithm never executed the Else part of the If statement. In particular, in the rst pass this means that MT(g i )jMT(g) for some i, in other words MM(g) 2 hMM(g 1 ); : : : ; MM(g k )i, or, as g is a general element of hGi, MM(hGi) hMM(g 1 ); : : : ; MM(g k )i. The reverse inclusion is immediate. This proves the rst part.
2. Assuming that MM(hGi) = hMM(g 1 ); : : : ; MM(g k )i, we want to show that r is uniquely determined by (9.4) and (9.5). Suppose it is not, and write g = P i g i + r = P 0 i g i + r 0 , or P ( i ? 0 i )g i = r 0 ? r where r ? r 0 6 = 0. We have r 0 ? r 2 hGi, implying that MM(r 0 ? r) 2 MM(hGi), and invoking the assumption we nd that MM(r 0 ? r) 2 hMM(g 1 ); : : : ; MM(g k )i. This in turn implies that MM(g i )jMM(r 0 ? r) for some i, contradicting (9.5), so r = r 0 .
Every ideal has an SGB. In appendix F we give a constructive proof of this fact: an algorithm that adds elements to a given set of generators G = 9.4 Solution of (9.1)
Our last task is to rewrite (9.6) in the form (9.1), that is, using the given r i , instead of a remainder r of the form (9.5).
Remark 13 If we may choose the form of the versal deformation ourselves, we can control the r i that occur in (9.1). If we choose P i = x i , where the set of x i forms the monomial basis of the vector space in (9.5), we get r i = x i and the output of the algorithm is automatically in the desired form.
Assume we have an SGB fg 1 ; : : : ; g t g for the ideal hf 1 ; : : : ; f k i, and let ij 2 E n be such that g i = P j ij f j . As noted above, these ij can be computed while computing the SGB; see appendix F. which is in the form (9.1) as desired.
The in nitesimal stability equation with symmetry
We now discuss how to modify the algorithm to make it applicable to the symmetric case. We assume that we are dealing with a compact symmetry group. This implies the existence of a nite Hilbert basis of invariants, and a For any r 2 R ? , let g 0 be an input yielding r as rest. As r and g 0 are in the same restclass, applying the algorithm to g = r yields r again, by the rst remark. This proves the second remark.
As R is the vector space of rest classes modulo hf i i En , A(R) contains all rest classes modulo hf 1 ; : : : ; f k i E ? n . By the rst remark again, the set R ? is exactly the set of possible r-outputs of the algorithm. This proves (9.8) and the algorithm.
Example
This example shows that R ? $ A(R) in general. The dimension of R ? is important, as it determines the codimension of the singularity. In practice, the spanning vectors of R ? can be obtained by applying the symmetric division algorithm to the averaged basis elements of R (whenever these are nonzero), with some linear algebra to identify dependent elements.
Let ? = Z 2 with action (x; y) 7 ! (y; x), and let f 1 = x + y and f 2 = xy. A Gr obner basis for this ideal over E n , with a degree-lexicographic ordening and x < y, is ff 1 ; f 2 ; y 2 g, and the space of rests is spanned by f1; yg. We nd A(R) = span R fA(1); A(y)g = span R f1; 1 2 (x + y)g. The element 1 2 (x + y) lies in the ideal, and applying the symmetric division algorithm we nd R ? = span R f1g, properly included in A(R). 9.5.2 Symmetric division in 1 : 2 and 2 : 2 resonance cases The symmetry groups considered in this paper are ? = Z 2 and ? = Z 2 Z 2 , with actions (x; y) 7 ! (x; y) and (x; y) 7 ! ( x; y), related to the 1 : 2 and 2 : 2 resonance case respectively.
As it turns out, these cases are particularly easy. Both the Gr obner basis algorithm 38 and the division algorithm 18 automatically produce ?-invariant outputs, and there is no need for further averaging. Moreover, the equality R ? = A(R) holds.
The averaging procedure sends terms x a y b with b odd (or a odd, respectively) to zero. These terms never appear during execution of the algorithms. Averaging leaves all other terms untouched.
A Appendix: Germ isomorphy
We give su cient conditions for germs to be isomorphic, with respect to morphisms respecting a symmetry. The case without symmetry is well known, see e.g. 23] , and the present results are straightforward generalisations of this case. See also 34]. The section ends with an application that was used in section 4.
Let ? be a compact group with a faithful linear action on R n . Group elements 2 ? are identi ed with their corresponding linear action. In this paper we only consider the groups Z 2 and Z 2 Z 2 , with action (x; y) 7 ! (x; 1 y) and (x; y) 7 ! ( 1 x; 2 y) ( i = 1 ) respectively. 
A.1 Application
Proposition 31 x( x 2 + y 2 ) + h:o:t: is Z 2 -isomorphic to x(x 2 + y 2 ), if 6 = 0 and 6 = 0. Here Z 2 has R 2 -action generated by (x; y) 7 ! (x; ?y).
Proof: First of all we apply a linear transformation, so that we can assume We write g = f + h, where g is the germ that is supposedly isomorphic to f. We have h 2 m ? k by hypothesis. 2 . Therefore, F(x; u 0 ; u 1 ; u 2 ) = x(x 2 +y 2 )+ u 0 + xu 1 + y 2 u 2 is a versal deformation of f.
In our application we only consider deformations that x the zero level, so that the parameter u 0 can be dispensed with; see remark 12.
D Appendix: Bifurcation analysis
The model in terms of which our system was described is the universal deformation G(x; y; u 1 ; u 2 ) = x(x 2 + y 2 ) + u 1 x + u 2 y 2 . This deformation has the following critical points: F Appendix: Constructing a Singularity Gr obner basis
This section addresses the problem of, given a set of generators for an ideal I, how to add elements from the ideal to this set so that it becomes an SGB.
(See section 9.3 for the de nition of an SGB.) The algorithm to accomplish this closely follows the Buchberger algorithm for ordinary Gr obner bases, see 13, chap. 2]. As a corollary we obtain a necessary and su cient condition for a set of generators to be an SGB. G ff 1 ; : : : ; f k g For every distinct pair (g i ; g j ) 2 G G, i < j, do the following:
Compute the remainder r of S(g i ; g j ) by division through G If r 6 = 0 then G G frg
Endif Endfor
The main loop is over every ordered pair of (nonequal) elements of G. When elements are added to G in the body of the loop, the number of pairs to be considered increases accordingly.
If it is also required to nd power series ij that express each element of the SGB in the original elements, we can use the following algorithm. Because for the ij , the ordering of the basis elements is important, we use ordered sequences (g 1 ; g 2 ; : : : ) instead of sets. (Correctness) hGi = hf 1 ; : : : ; f k i throughout the algorithm. In the end, we know that every S(g i ; g j ), g i ; g j 2 G, has remainder zero upon division through G. Let f 2 hGi. We must show MM(f ) 2 hMM(g 1 ); : : : ; MM(g t )i.
We can write f = P t i=1 h i g i , and de ne = min i (multideg (h i g i ) F.1 Condition for a set to be an SGB Corollary 39 A set G = fg 1 ; : : : ; g k g is an SGB if and only if S(g i ; g j ) reduces to zero upon division through G, for all 1 i < j k. Proof: If all S(g i ; g j ) reduce to zero, algorithm 37 does not add any element to the set G, so that G itself was an SGB to start with. To prove the converse, note that every S(g i ; g j ) is an element of hGi, meaning that each of them can be written in the form S(g i ; g j ) = P k q ij k g k + r, where r = 0. As G is an SGB by assumption, the rest upon division through G is unique, so it must be 0.
F.2 Examples
The central singularity in the 1 : 2 resonance case is f = x(x 2 + y 2 ), and is an SGB for the ideal generated by fg 1 ; g 2 g. 
