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In this paper we study functional ϕ-Laplacian equations with functional boundary
conditions. The non-linearity belongs to a class of completely continuous operators,
which includes Carathéodory ones, while the functional boundary conditions are given
by compactly-ﬁxed operators. We extend, in particular, a solvability result of C. Bereanu
and J. Mawhin.
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1. Introduction
The one dimensional ϕ-Laplacian equation (ϕ ◦ u′)′ = F (u), where ϕ is a homeomorphism of the real line and F is a
Carathéodory operator, turns into the Laplacian equation v ′′ = (F ◦ρ)(v) by means of the change of variables u = ρ(v), where
ρ : C1(I) → C1(I) is the homeomorphism
ρ(v)(t) = v(0) +
t∫
0
(
ϕ−1 ◦ v ′).
In general, F ◦ ρ is no longer a Carathéodory operator. As a result, it is advisable to consider, not only Carathéodory oper-
ators, but a wider class of functionals. In this paper we study functional ϕ-Laplacian equations with functional boundary
conditions. We wish to emphasize the main results of this research:
• Theorem 1. This presents the general solvability of functional ϕ-Laplacian equations with functional boundary condi-
tions. In Corollary 2, we extend C. Bereanu and J. Mawhin’s solvability result [8, Theorem 1].
• Theorem 3. This presents the existence of solutions to ϕ-Laplacian equations in the presence of lower and upper solu-
tions.
• Theorem 6. This concerns the abstract Nagumo-type condition in Theorem 3.
• Theorem 8. This characterizes admissible boundary conditions in Theorem 3.
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Throughout this paper, by a map F : dom(F ) ⊂ X → Y we understand a continuous mapping from a non-empty closed
subset, dom(F ), of a Banach space X to another Banach space Y ; however we do occasionally write continuous map for
emphasis. An extension of F is map G : dom(G) ⊂ X → Y satisfying F (x) = G(x) for all x ∈ dom(F ) ∩ dom(G).
The map F is said to be compact if F (dom(F )) is a relatively compact subset of Y , while F is said to be completely
continuous (respectively bounded) if F (B) is a relatively compact (respectively bounded) subset of Y for each bounded
subset B of dom(F ).
A slight change in the proof of Dugundji extension theorem [4, §7.7] shows that a completely continuous map
F : dom(F ) ⊂ X → Y has a completely continuous extension G : X → Y .
If X = Y , we shall denote the set of ﬁxed points of F by Fix F = {u ∈ dom(F ): u = F (u)}. The map F is said to be
compactly ﬁxed when Fix F is a (possibly empty) compact subset of X (see [4, §12]). In the case of M being a convex set and
F : M → M a compact map, Schauder’s theorem assures that Fix F 	= ∅.
In this paper we deal with measurable real functions deﬁned on the closed interval I = [0,1], endowed with the usual
algebraic structure and order. We denote by Lp , 1 p +∞, the Lebesgue spaces Lp(I) and with ‖·‖p , its norms. Analo-
gously, Wn,p is the Sobolev space Wn,p((0,1)).
The Banach space of continuous functions deﬁned on I , with the norm ‖·‖∞ , is denoted by C0, while C1 ⊂ C0 is formed
by the functions having a uniformly continuous derivative in (0,1), with the norm ‖u‖C1 = |u(0)| + ‖u′‖∞ .
We also consider the Banach space C−1 = {u′ ∈ W−1,∞((0,1)): u ∈ C0} endowed with the norm ‖u′‖C−1 = maxu−minu.
Here, and throughout the paper, D(u) = u′ is the distributional derivative, which gives an isometrical isomorphism from the
quotient space of C0 under the subspace of constant maps to C−1. Therefore, the dual space (C−1)′ can be identiﬁed
with the space BV0, formed by the bounded variation functions h on I satisfying h(0+) = h(1−) = 0, by deﬁning
∫
I u
′h ≡
− ∫I u dh, for u ∈ C0,h ∈ BV0. Recall that ∫I u dh = − ∫I h du whenever u ∈ W 1,1,h ∈ BV0. Here ∫I u dh is the Lebesgue–
Stieljes integral.
Notice that the injection L1 ↪→ C−1 transforms weakly compact sets into relatively compact sets (see IV.6.8 and IV.8.11,
both in [3]).
A weakly relatively compact subset of a Banach space Y is (norm) bounded and the converse holds if Y is a reﬂexive
space [3, II.3.28]. Therefore, the injections Lp ↪→ C−1 are completely continuous for 1< p +∞, and then, a bounded map
from M ⊂ C1 to Lp , is a completely continuous map from M to C−1.
We say that F : dom(F ) ⊂ C1 → C−1 is an Lp-Carathéodory map if there exists an Lp-Carathéodory function f (see [4,
§6.1]) such that F (u)(t) = f (t,u(t),u′(t)) for all u ∈ dom(F ) and a.e. t ∈ I . Recall that an order bounded subset of L1 is
relatively weakly compact (see IV.8.11 and V.6.1 in [3]), thus Lp-Carathéodory maps are completely continuous.
For each open subset J of I we deﬁne in C−1 a vector preorder by u′  J 0 if and only if u ∈ C0 is nondecreasing on
each connected subset of J . Notice that C−1 is not a lattice for the order I , in fact, {u′, v ′} ⊂ C−1 has an upper bound if
and only if u − v ∈ C0 has bounded variation.
We consider the linear maps D : C0 → C−1 given by D(u) = u′ (the distributional derivative) and ∫ : C−1 → C0, where∫
(u) is the unique v ∈ C0 such that v ′ = u and v(0) = 0. We also write ∫ ts u = ∫ (u)(t) − ∫ (u)(s).
In a lattice, x ∨ y and x ∧ y denote respectively the least upper bound and the greatest lower bound. Throughout this
paper ϕ :R →R is a homeomorphism satisfying ϕ(0) = 0.
3. Solvability for ϕ-Laplacian equations
We denote by ϕ̂ the continuous map ϕ̂ : C1 → C−1, ϕ̂(u) = (ϕ ◦ u′)′ . In the case of ϕ being the identity map, we denote
ϕ̂ by , that is (u) = u′′ .
Deﬁne A : C1 → C1 by A(u)(t) = u(0) + (u(1) − u(0))t . Notice that A(C1) is the subspace of C1 formed by the aﬃne
functions.
Consider a compactly ﬁxed map ξ : C1 → A(C1), a completely continuous map F : dom(F ) ⊂ C1 → C−1 and k ∈ [−∞,∞].
We deﬁne
B(ξ) = {u ∈ C1: A(u) = ξ(u)},
Sϕ(F ,k) =
{
u ∈ dom(F ): ϕ̂(u) = F (u) and ‖u‖C1  k
}
,
ηϕ(F ) = sup
{
‖u‖C1 : u ∈
⋃
0<λ<1
Sϕ(λF ,∞)
}
,
Sϕ(F ) = Sϕ
(
F , ηϕ(F )
)
.
Notice that Fix ξ = B(ξ) ∩ A(C1), ηϕ(F ) ∈ {−∞} ∪ [0,∞] and that Sϕ(F ,k) is a, possibly empty, compact subset of C1 for
each k < ∞.
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ρn(v) = v(0) +
∫ (
ϕ−1 ◦ (nv ′)).
Clearly, ρ−1n (u) = u(0) + 1n
∫
(ϕ ◦ u′), whereas ϕ̂ ◦ ρn = n and ρn(A(C1)) = A(C1). Notice that Sϕ(F ,∞) = ρn(S(Fn,∞))
and B(ξ) = ρn(B(ξn)), where Fn = 1n (F ◦ ρn), from ρ−1n (dom(F )) ⊂ C1 to C−1, and ξn : C1 → A(C1) is the compactly ﬁxed
map ξn = A − (A ◦ρn)+ (ξ ◦ρn). Therefore, the change of variables u = ρn(v) transforms the problem ϕ̂(u) = F (u), u ∈ B(ξ)
into (v) = Fn(v), v ∈ B(ξn). Furthermore, if 1 is the identity map, then infn∈N η1(Fn) ηϕ(F ).
Theorem 1. Let ξ : C1 → A(C1) be a compactly ﬁxed map and F : B(ξ) → C−1 a completely continuous map. If ηϕ(F ) < ∞, then
Sϕ(F ) 	= ∅.
Proof. It suﬃces to prove the theorem assuming that ϕ is the indentity map. Let k1 = 0 ∨ ηϕ(F ) and k2 > k1 ∨
sup{‖u‖C1 : u ∈ Fix ξ}. Deﬁne J : C1 → C−1 and χ : C1 → A(C1) to be the compact maps
J (u) =
(
1∧
((
k2 − ‖u‖C1
k2 − k1
)
∨ 0
))
F˜ (u), χ(u) =
(
1∧ k2‖u‖C1
)
ξ(u)
where F˜ : C1 → C−1 is a completely continuous extension of F . Also deﬁne σ : C0 → A(C1) as σ(u)(t) = t ∫ 10 u. Finally, let
u0 ∈ C1 be a ﬁxed point for the compact map L : C1 → C1 deﬁned by L = χ + (
∫ ◦ ∫ ◦ J )− (σ ◦ ∫ ◦ J ). Notice that u′′0 = J (u0)
and A(u0) = χ(u0).
Suppose that ‖u0‖C1  k2. Then, u′′0 = J (u0) = 0, thus u0 = A(u0) = χ(u0). Therefore, ‖u0‖C1  k2 and u0 ∈ Fix ξ , which
is impossible.
Suppose now that k1 < ‖u0‖C1 < k2. Note one has A(u0) = ξ(u0), thus u0 ∈ B(ξ) and then u′′0 = λF (u0), with λ =
k2−‖u0‖C1
k2−k1 ∈ (0,1). Therefore, ‖u0‖C1  ηϕ(F ) = k1, a contradiction.
Therefore, ‖u0‖C1  k1, which implies k1 = ηϕ(F ), u0 ∈ B(ξ) and u′′0 = F (u0); thus, u0 ∈ Sϕ(F ). 
Remark 1. If F (B(ξ)) ⊂ Lp ↪→ C−1, with 1  p ∞, then ϕ ◦ u′ ∈ W 1,p for all u satisfying ϕ̂(u) = λF (u), with 0 λ  1.
Furthermore, if F (B(ξ)) is a (norm) bounded subset of Lp and supu∈B(ξ)(mint∈I |u′(t)| + mint∈I |u(t)|) < ∞, then ηϕ(F ) <
+∞. If ξ ≡ 0 (Dirichlet conditions, u(0) = u(1) = 0), one has supu∈B(ξ)(mint∈I |u′(t)| +mint∈I |u(t)|) = 0.
C. Bereanu and J. Mawhin have proved in [8, Theorem 1] a universal solvability result for the abstract non-linear Dirichlet
problem, with a singular φ-Laplacian. The following Corollary of our Theorem 1 widely extends this result of C. Bereanu and
J. Mawhin.
Let φ : (−a,a) →R be a homeomorphism, where a ∈R. Deﬁne Sφ(F ) = {u ∈ dom(F ): (φ ◦ u′)′ = F (u) with ‖u′‖∞ < a}.
Corollary 2. Let ξ : C1 → A(C1) be a compactly ﬁxed map such that
sup
u∈B(ξ)
(
min
t∈I
∣∣u′(t)∣∣)< a, sup
u∈B(ξ)
(
min
t∈I
∣∣u(t)∣∣)< ∞,
and F : B(ξ) → Lp be a bounded map, with 1< p ∞. Then Sφ(F ) 	= ∅.
Proof. Let s :R → (−a,a) deﬁned by s(x) = ax/(1+|x|), ϕ = φ ◦ s, σ(v) = v(0)+∫ (s◦ v ′), for v ∈ C1, and χ = A− (A◦σ)+
(ξ ◦σ). Clearly, σ(B(χ)) ⊂ σ(σ−1(B(ξ))), which is a bounded subset of B(ξ). If we consider F ◦σ : B(χ) → Lp ↪→ C−1, we
conclude that there is a v0 ∈ Sϕ(F ◦ σ) (see Theorem 1 and Remark 1). Then, σ(v0) ∈ Sφ(F ). 
4. Lower and upper solutions
For α  β in C1 denote [α,β] = {u ∈ C1: α  u  β} and 〈α,β〉 = {u ∈ C1: A(α)  A(u)  A(β)}. Let D be a closed
subset of C1 with [α,β] ∩ D 	= ∅.
Deﬁne Dβα to be the set formed by those compactly ﬁxed maps ξ : C1 → A(C1) such that B(ξ) ⊂ 〈α,β〉 and B(ξ) ∩
[α,β] ⊂ D .
Let F : dom(F ) ⊂ C1 → C−1 and κϕ(F ,α,β) = inf{ηϕ(G): G ∈ R}. Here R is the set formed by the completely continuous
maps G : 〈α,β〉 → C−1 satisfying Sϕ(G) ∩ dom(F ) ⊂ Sϕ(F ) and Sϕ(G) ⊂ [α,β].
We say that α,β is a pair of lower–upper solutions if κϕ(F ,α,β) < +∞. It can be shown that u ∈ Sϕ(F ) if and only if
u ∈ dom(F ) and κϕ(F ,u,u) < +∞.
Theorem 3. If F : [α,β] ∩ D → C−1 satisﬁes κ = κϕ(F ,α,β) < +∞ and Dβα 	= ∅, then Sϕ(F , κ) 	= ∅.
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by Theorem 1, Sϕ(H) 	= ∅. On the other hand, Sϕ(H) ⊂ Sϕ(G) ⊂ [α,β], thus, Sϕ(H) ⊂ D . Therefore, Sϕ(F , κ + 1n ) 	= ∅ and
then Sϕ(F , κ) is the intersection of a decreasing family of compact sets. 
To conclude that α,β is a pair of lower–upper solutions, we need to ﬁnd a map G ∈ R. One can start extending F to
〈α,β〉, in such a way that the only condition to be checked is Sϕ(G) ⊂ [α,β]. The following result would be useful for this
purpose.
Lemma 4. Assume ϕ increasing. If u ∈ 〈α,β〉 and there is ε > 0 such that ϕ̂(β) B ϕ̂(u) A ϕ̂(α), where A = {t ∈ I: α(t) >
u(t); 0< u′(t) − α′(t) < ε} and B = {t ∈ I: u(t) > β(t); 0< β ′(t) − u′(t) < ε}, then u ∈ [α,β].
Proof. Suppose that U = {t ∈ I: u(t) > β(t)} 	= ∅. Let (b, c) be a connected component of the non-empty set {t ∈ U : u′(t) <
β ′(t)}. As β ′(b) = u′(b) and ϕ̂(β) B ϕ̂(u), there is a d ∈ (b, c) such that (ϕ ◦ β ′)(t)  (ϕ ◦ u′)(t) for all t ∈ (b,d), thus
β ′(t) u′(t), a contradiction. Analogously, it can be shown that α  u. 
Therefore, to comply with the requirement Sϕ(G) ⊂ [α,β], it suﬃces that ϕ̂(β) B G(u) A ϕ̂(α), for u ∈ 〈α,β〉
and A, B as above. For instance, let F : [α,β] → C−1 be an Lp-Carathéodory map and deﬁne G : 〈α,β〉 → C−1 as
G(u) = F (α ∨ (β ∧ u)).
Corollary 5. If ϕ is increasing, Dβα 	= ∅, k = ηϕ(G) < +∞, ϕ̂(α) F (α) and ϕ̂(β) F (β), then Sϕ(F ,k) ∩ D 	= ∅.
5. Nagumo-type conditions (ηϕ(G) < +∞)
Theorem 6. Let G : 〈α,β〉 → C−1 . Then, ηϕ(G) < +∞ if and only if there are k > 0 and H : 〈α,β〉 → BV0 satisfying∫
I
H(u)G(u)
∫
I
H(u)ϕ̂(u) and 0<
∫
I
H(u)ϕ̂(u),
for all u ∈ 〈α,β〉 with ‖u′‖∞ > k.
Proof. First observe that Sϕ(0) ∩ 〈α,β〉 is a bounded set, indeed, if u′(t) = u(1) − u(0), then ‖u′‖∞  ν0 ≡ (β(1) − α(0)) ∨
(β(0) − α(1)).
Suppose that ηϕ(G) < +∞. There is a k > ν0 with ϕ̂(u) /∈ {λG(u): 0  λ < 1} for all u ∈ 〈α,β〉 satisfying ‖u′‖∞ > k.
By applying the Hahn–Banach separation theorem, we see that there is an H(u) ∈ (C−1)′ = BV0 such that
∫
I H(u)ϕ̂(u) ∫
I H(u)G(u) and
∫
I H(u)ϕ̂(u) > 0. Notice that H(u) separates {ϕ̂(u)} from {λG(u): 0 λ < 1}.
Conversely, let k and H satisfy the condition in the statement and suppose that ηϕ(G) = +∞. Let λ ∈ (0,1), u ∈ Sϕ(λG)
with ‖u′‖∞ > k. Then
0<
∫
I
H(u)G(u) λ
∫
I
H(u)G(u)
which is imposible, thus ηϕ(G) < +∞. 
Notice that it is not necessary for H above to be continuous. We easily deduce a suﬃcient condition for ηϕ(G) to be
ﬁnite.
Corollary 7. Let G : 〈α,β〉 → C−1 and H : 〈α,β〉 → BV0 such that(
limsup
‖u′‖∞→+∞
∫
I
H(u)G(u)
)
∨ 0< lim inf
‖u′‖∞→+∞
∫
I
H(u)ϕ̂(u).
Then ηϕ(G) < +∞.
Remark 2. If the range of G is a subset of L1 ⊂ C−1, the space BV0 and the set 〈α,β〉 can be replaced in Lemma 6 and
Corollary 7 with L∞ and {u ∈ 〈α,β〉: ϕ ◦ u′ ∈ W 1,1}, respectively.
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Let α  β be in C1 and K+0 , K
−
0 , K
+
1 , K
−
1 be closed subsets of C
1 satisfying K+0 ∪ K−0 = K+1 ∪ K−1 = C1. Let us denote:
K0 = K+0 ∩ K−0 , K1 = K+1 ∩ K−1 , D = K0 ∩ K1, and consider the following subsets of [α,β]:
K2 =
{
u ∈ [α,β] \ K−0 : β(0) = u(0)
}
, K3 =
{
u ∈ [α,β] \ K−1 : β(1) = u(1)
}
,
K4 =
{
u ∈ [α,β] \ K+0 : α(0) = u(0)
}
, K5 =
{
u ∈ [α,β] \ K+1 : α(1) = u(1)
}
.
Notice that Ki ∩ K j = ∅ whenever i 	= j, i + j ∈ {2,4,6,8}, thus Ki ∩ D = ∅ for i = 2, . . . ,5.
Theorem 8. If Ki ∩ K j = ∅ whenever i + j ∈ {3,5,7,9}, then Dβα 	= ∅.
Proof. Deﬁne a bounded metric in C1 by d(u, v) = ‖u − v‖C1 ∧ 1. Also deﬁne two maps, ξ0, ξ1 : [α,β] → R by
ξ0(u) = u(0) +
(
β(0) − u(0))d(u, K−0 )+ (α(0) − u(0))d(u, K+0 ),
ξ1(u) = u(1) +
(
β(1) − u(1))d(u, K−1 )+ (α(1) − u(1))d(u, K+1 ).
If u ∈ K+0 ∩ [α,β], then
α(0) u(0) u(0) + (β(0) − u(0))d(u, K−0 )= ξ0(u) β(0),
since, for u ∈ K−0 ∩ [α,β], we have
α(0) u(0) + (α(0) − u(0))d(u, K+0 )= ξ0(u) u(0) β(0).
As a consequence, ξ0(u) ∈ [α(0), β(0)] for all u ∈ [α,β]. Analogously, we see that ξ1(u) ∈ [α(1), β(1)] for all u ∈ [α,β]. The
functions ξ0 and ξ1 each have an extension from C1 to [α(0), β(0)] and [α(1), β(1)], respectively.
Deﬁne ξ : C1 → A(C1) by ξ(u)(t) = tξ1(u) + (1 − t)ξ0(u). It is obvious that ξ is a compactly ﬁxed map (in fact, it is
compact) and that B(ξ) ⊂ 〈α,β〉.
Let u ∈ B(ξ) ∩ [α,β]. If u /∈ K−0 , then 0 = ξ0(u) − u(0) = (β(0) − u(0))d(u, K−0 ), thus u ∈ K2. Therefore B(ξ) ∩ [α,β] ⊂
K2 ∪ K−0 . Analogously, we see that
B(ξ) ∩ [α,β] ⊂ (K2 ∪ K−0 )∩ (K3 ∪ K−1 )∩ (K4 ∪ K+0 )∩ (K5 ∪ K+1 ).
Suppose that u ∈ B(ξ) ∩ [α,β] ∩ K2. As K2 ∩ Ki = ∅ for i = 3,4,5, we have u ∈ K−1 ∩ K+0 ∩ K+1 ⊂ K1. But K2 ∩ K1 = ∅, a
contradiction. Analogously, we see that B(ξ) ∩ [α,β] ∩ Ki = ∅ for i = 2,3,4,5. As a consequence
B(ξ) ∩ [α,β] ⊂ K−0 ∩ K−1 ∩ K+0 ∩ K+1 = K0 ∩ K1 = D,
thus ξ ∈ Dβα . 
7. Examples
Example 1. The map ξ(u)(t) = u(0)+ u′(0)+ (u(1)− u(0)− u′(0)+ ∫ 10 u)t is a (non-compact) compactly-ﬁxed map from C1
to C−1. Observe that Fix ξ = {0}. The correspondent boundary conditions are u′(0) = 0, ∫ 10 u = 0.
Example 2. Corollary 5 apllies not only to Carathéodory maps, but to a wider class of completely continuous operators. For
instance, consider F (u) = H(u) − ∫ 10 u or F (u) = H(u) − u(0), with H a Carathéodory map.
Example 3. The Nagumo conditions in the method of upper and lower solutions usually adjust known expressions. Essen-
tially, what authors do is to consider a map G from [α,β] to L1 as a pattern to compare with. For instance, in [1,2,9],
the authors consider G(u) = (θ ◦ |u′|)w , with w ∈ Lp . This condition is adapted from Kiguradze (see [2] and the references
therein).
Consider some maps F : [α,β] → L1, θ :R → (0,+∞) and w ∈ Lp , with 1 q+∞, 1p + 1q = 1 and denote by ψ and h
the following maps from R to R: h(x) = |x|1/q/θ(|x|) and ψ(x) = ∫ ϕ(x)0 h ◦ ϕ−1. Assume that
‖w‖p < sup |ψ | − (|ψ(ν0)| ∧ |ψ(−ν0)|)
(maxβ −minα)1/q ,
and ∣∣F (u)∣∣ (θ ◦ ∣∣u′∣∣)|w| for all u ∈ [α,β].
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To see that ηϕ(F ) < +∞, simply apply Corollary 7 (taking into account Remark 2) with H(u) = (h ◦ u′)1 Ju , where Ju ⊂ I
is an interval satisfying |u′|( Ju) = (|ν0|,‖u′‖∞). Here 1 Ju is the indicator function. Notice that(
h ◦ u′)ϕ̂(u) = (h ◦ ϕ−1 ◦ ϕ ◦ u′)ϕ̂(u) = ((ψ ◦ ϕ−1) ◦ (ϕ ◦ u′))′ = ((ψ ◦ u′))′.
Example 4. Let ϕ = Id, α ≡ 0, β ≡ 1 and F (u)(t) = |u′(t)|3( u(t)4 + e−|u
′(t)|), for u ∈ [α,β]. To see that ηϕ(F ) < +∞, consider
H(u) = 1 Ju
(u′)2 , with Ju as in Example 3. Therefore, if ‖u′‖∞ is greater enough:∫
I
H(u)ϕ̂(u) =
∫
Ju
u′′
(u′)2
= 1
ν0
− 1‖u′‖∞ = 1−
1
‖u′‖∞ ,
∫
I
H(u)F (u) =
∫
Ju
|u′|3( u4 + e−|u
′|)
|u′|2 
(
1
4
+ e−1
)∫
Ju
∣∣u′∣∣ 2
3
.
By applying Lemma 6, we conclude that ηϕ(F ) < +∞ and we have k = 3 as an a priori bound of the derivative for u ∈ [α,β]
such that u′′ = F (u).
Example 5. In the second-order four-point boundary value problem, the boundary conditions are u(0) = u(c), u(1) = u(d),
where 0 < c  d < 1 (see [7] and the references therein). If α  β are respectively a lower and an upper solution, in the
sense of [7], then α(0) α(c), α(1) α(d), β(0) β(c). We consider the closed sets
K−0 =
{
u ∈ C1: u(0) u(c)}, K+0 = {u ∈ C1: u(0) u(c)},
K−1 =
{
u ∈ C1: u(1) u(d)}, K+1 = {u ∈ C1: u(1) u(d)}.
If u ∈ K5, then u ∈ [α,β] and α(d) α(1) = u(1) > u(d), a contradiction, thus K5 = ∅. Analogously, we see that K3 = K4 =
K2 = ∅. Therefore the conditions in Theorem 8 are fulﬁlled.
Example 6. Consider the boundary conditions
0= g(u(0),u′(0),u′(1)), u(1) = h(u(0))
where g is nondecreasing in the second variable and nonincreasing in the third, while h is a nondecreasing function (see
[6,5,1]). Denote by D the set formed by those u ∈ C1 satisfying the above equations. If α  β are respectively a lower and
an upper solution in the sense of the above papers, then
g
(
α(0),α′(0),α′(1)
)
 0, α(1) = h(α(0)),
g
(
β(0),β ′(0), β ′(1)
)
 0, β(1) = h(β(0)).
If we deﬁne
K−0 =
{
u ∈ C1: g(u(0),u′(0),u′(1)) 0}, K−1 = {u ∈ C1: h(u(0)) u(1)},
K+0 =
{
u ∈ C1: g(u(0),u′(0),u′(1)) 0}, K+1 = {u ∈ C1: h(u(0)) u(1)},
it is easy to check that K3 = K5 = ∅ and K1 ∩ K2 = K1 ∩ K4 = ∅, thus Ki ∩ K j = ∅ for i + j ∈ {3,5,7,9}.
Example 7. Consider now the following boundary conditions:
r
(
u(0),u′(0),u(1),u′(1)
)= 0, s(u(0),u′(0),u(1),u′(1))= 0,
where r is nondecreasing in the second and third variables, while s is nondecreasing in ﬁrst variable and nonincreasing in
the fourth one (see [6,5,1]). Denote by D the set formed by those u ∈ C1 satisfying the above equations. The authors give
makeshift deﬁnitions for upper and lower solutions to the correspondent problem. If α  β are respectively a lower and an
upper solution in this sense, then
r
(
α(0),α′(0),α(1), v
)
 0, s
(
α(0),u,α(1),α′(1)
)
 0, for all u, v ∈R,
r
(
β(0), β ′(0),β(1), v
)
 0, s
(
β(0),u, β(1),β ′(1)
)
 0, for all u, v ∈R.
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K−0 =
{
u ∈ C1: r(u(0),u′(0),u(1),u′(1)) 0},
K+0 =
{
u ∈ C1: r(u(0),u′(0),u(1),u′(1)) 0},
K−1 =
{
u ∈ C1: s(u(0),u′(0),u(1),u′(1)) 0},
K+1 =
{
u ∈ C1: s(u(0),u′(0),u(1),u′(1)) 0},
then K2 = K3 = K4 = K5 = ∅, thus the conditions in Theorem 8 hold.
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