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Vériation des appliations temps réelFrançoise Simonot-Lion, YeQiong Song,Bernard Berthomieu, François VernadatMots-lés : vériation, temps réel, garantie déterministe, garantie probabilisteRésumé : e hapitre présente les moyens usuellement disponibles pour vérier qu'un système temps réel respeteles propriétés qui lui sont imposées. Cei reouvre des tehniques de vériation qui reposent sur des modèlesmathématiquement analysables de manière exhaustive ou partielle. Les garanties exigées quant au respet desontraintes pouvant être de nature déterministe ou probabiliste, nous proposons des tehniques pour es deux typesd'objetifs.1 IntrodutionLes propriétés des systèmes temps réel sontimposées par les missions qui leur sont deman-dées et par la dynamique des systèmes physiquessous leur ontrle (que e soit dans le ontexted'une ligne de prodution ou d'un système em-barqué). Nous nous intéressons, dans e hapitre,aux méthodes qui garantissent qu'un tel systèmeest orret. Ce terme signie qu'il doit assurer la





















DesriptionopérationnelleFig. 1.1  Vériation d'un système par model-hekingLa gure 1.1 présente les prinipales étapes dela vériation. Ce type d'approhes néessite troisingrédients : une desription opérationnelle du systèmeexpliitant omment fontionne le système ; un langage de spéiation permettant d'ex-primer les propriétés du système que l'on souhaitevérier (f setion 2.3, les logiques temporellesomme outil de spéiation) ; une proédure de déision permettant deontrler la onformité entre la desription opé-rationnelle du système et sa spéiation, 'est-à-
dire une proédure qui permet de vérier que lesystème satisfait eetivement les propriétés quel'on attend de lui. Cette phase de vériation dumodèle est souvent appelée ontrle de modèlesou model-heking (f setion 3.1, les prinipesalgorithmiques du model-heking).La deuxième ativité onsiste à prendre enompte l'implantation des logiiels sur une arhi-teture matérielle, à savoir sur un ou plusieursalulateurs, haun géré par un système d'exploi-tation, et ommuniquant, le as éhéant, via unearhiteture de ommuniation sous forme de ré-1





2 Vérifiation des appliations temps réelseaux, munis de protooles, et interonnetés pardes passerelles. Le résultat de ette ativité seranommé par la suite arhiteture opérationnelle.Les propriétés qui doivent être vériées lors deette ativité sont des propriétés usuellement ap-pelées non fontionnelles. Celles-i dépendent,en partiulier, des performanes des matériels sup-port (puissane de proesseurs, débit de réseaux,et.) et des temps induits par les stratégies departage de ressoures (protooles d'aès au mé-dium, ordonnaneurs loaux). La vériation depropriétés non fontionnelles revient globalementà évaluer deux types de aratéristiques : les datesd'ourrenes de ertains événements et les be-soins en termes de ressoures. Les aratéristiquesrelevant de l'un ou l'autre point peuvent appa-raître dans l'expression de ontraintes à respeter(ontraintes temporelles, ontraintes d'oupationmémoire, ontraintes de onsommation d'énergie,...) ou, le as éhéant, omme ritères à optimiser(minimiser un temps de réponse, une bande pas-sante, l'énergie onsommée, ...). De plus, le om-portement de tout système temps réel est étroite-ment dépendant de son environnement. Aussi, lespropriétés en général devront-elles être prouvéesen prenant en ompte l'impat de et environne-ment sur le système.Enn, on peut aborder le problème de la véri-ation de propriétés pour des systèmes temps réelde deux manières qui, d'ailleurs peuvent s'avéreromplémentaires dans ertains as : soit on onçoit un système de telle manièreque les propriétés soient obtenues par onstru-tion ; l'appliation de méthodes formelles qui par-tant de la spéiation des propriétés attendues etopérant par ranement et/ou dérivation onstruitautomatiquement la solution ; dans le domainedu temps réel, on peut iter, notamment, laonstrution d'un ordonnanement de tâhes fai-sable, la onstrution d'une messagerie (ongu-ration/ordonnanement de trames transmises surun réseau) faisable ou la synthèse de ontrleurtemps réel ; soit, dans le as de systèmes omplexes pourlesquels de telles méthodes ne sont pas appliablesau système dans sa globalité ou dont le développe-ment est partagé par plusieurs ateurs, on vérieà haque étape de la oneption que la solutionen ours d'élaboration vériera les propriétés ; làenore, suivant la plae dans le yle de dévelop-pement du système où la vériation est opérée,on distinguera : la vériation a priori, 'est-à-dire avant la réalisation du système ; e type devériation implique de onstruire un modèle dees systèmes qui soit pertinent pour les proprié-tés à vérier ; le test qui se fait sur tout ou partiedu système avant la mise en servie de elui-i ;et enn, la vériation qui peut être faite en ligne
pour garantir lors de l'exploitation et de la viedu système que ertaines propriétés sont toujourspréservées.Dans e hapitre, nous aborderons prinipale-ment le problème de la vériation de propriétésqui soient spéiques aux systèmes temps réel ete par onstrution de modèles de es systèmespuis méthodes d'études de es modèles. Les teh-niques proposées onerneront, alors, majoritaire-ment, la vériation a priori. De plus, deux mé-thodes peuvent être déployées : l'une fondée surune analyse mathématique exhaustive, l'autre surune analyse partielle. L'idéal est d'opérer la véri-ation par analyse mathématique du modèle dusystème. Malheureusement, la plupart des teh-niques de e type (voir le hapitre ¿¿ Automateset vériation¿¿ de la setion 1.9 ¿¿ Algorith-mique et programmation¿¿) sont diilement ap-pliables pour des modèles omplexes (la om-plexité d'un modèle peut venir d'une représenta-tion du système à un n niveau de granularitéou de la omplexité intrinsèque du système lui-même). Dans e as, la vériation peut être faitepar simulation, 'est-à-dire, exéution du modèle.Si le problème de l'analyse mathématique est e-lui d'une préision du modèle qui soit pertinentepour la vériation à réaliser, elui de la simula-tion tient dans la diulté d'exéuter le modèlesur une exhaustivité des sénarios. Ces deux mé-thodes sont en fait omplémentaires.2 Propriétés et garanties exigéesAvant de dérire les tehniques qu'il est pos-sible de mettre en ÷uvre pour opérer des véri-ations dans les systèmes temps réel, nous intro-duisons deux notions importantes. La première re-ouvre l'expression des propriétés dans le ontextetemps réel tandis que la deuxième onerne le typede garantie exigée quant au respet de es proprié-tés.2.1 Expression des propriétésDans le ontexte des systèmes temps réel, unegrande partie des propriétés s'exprime sous laforme de ontraintes appliquées aux dates d'our-renes d'événements signiatifs. Ci-dessous, nousdonnons l'expression de quelques ontraintes élé-mentaires.Contraintes sur des temps de réponse dusystème Elles sont utilisées pour spéier la a-paité exigée d'un système à répondre aux solli-itations tant internes qu'externes. Ce peut êtrela promptitude du système à réagir à une situa-tion détetée, l'aptitude de l'arhiteture logiielleimplantant une loi de ommande à fournir uneonsigne à un ationneur dans des temps raison-nables (par exemple, l'ationnement de la ré-





Propriétés et garanties exigées 3maillère entraînant l'axe de diretion d'un véhi-ule en fontion de l'angle et du ouple volantfourni par le onduteur, ...). Conrètement, ils'agit d'exprimer le fait que la durée séparant lesourrenes de même rang i de deux événements(dénommés, généralement, stimulus S et réponse
R) est inférieure à un délai donné δsup et supé-rieure à δinf . Notons, qu'usuellement ette pro-priété onsidère δinf = 0.
δinf < date(Ri) − date(Si) < δsupContraintes sur la régularité d'ourrened'un événement Dans e as, il s'agit de bor-ner la variation de durée qui sépare les our-renes suessives, i, i + 1, ... d'un même événe-ment périodique. Par exemple, l'existene d'unegigue, 'est-à-dire d'une variation de ette duréesur les dates d'aquisition des grandeurs signi-atives d'un système physique peut entraîner uneinohérene pour une loi de ommande qui repose-rait sur des reonstrutions de l'évolution de esgrandeurs par aluls approhés de leur dérivée.Dans un autre domaine, la non régularité de dif-fusion d'une image vidéo peut restituer un lmave une piétre qualité. On onsidère, pour expri-mer une telle ontrainte que E est l'événementonsidéré, T la période spéiée d'ourrene deet événement et une valeur ε quantiant la to-lérane sur l'irrégularité d'ourrene de E de lamanière suivante :
T − ε < date(Ei+1) − date(Ei) < T + εContraintes sur la simultanéité d'our-renes d'événements Ce type de ontraintess'applique, par exemple, à toute appliation de-vant diagnostiquer l'état d'un système physiqueà partir d'un ensemble de mesures sur e sys-tème ou de stimulus venant de e système ; laqualité du diagnosti est largement dépendantede la durée de l'intervalle pendant lequel les me-sures ont été réalisées sur le système physique. Unautre adre onerne les ontraintes de synhro-nisation entre la prodution de ux audio et vi-déo. Une ontrainte de simultanéité s'exprime surun ensemble d'événements E pour imposer queles ourrenes des événements de l'ensemble seproduisent dans un intervalle borné par ε ; ellepeut se présenter selon deux formes : l'intervalledoit ontenir une ourrene au moins de haqueévénement (simultanéité faible, équation 1.1) oul'intervalle doit ontenir les ourrenes de mêmerang de tous les événements (simultanéité forte,équation 1.2) :


















2.2 Types de garanties de propriétésLes exigenes imposées à un système tempsréel relèvent de plusieurs types de garanties sur lerespet des propriétés spéiées.Une garantie, dite déterministe, néessite quela ontrainte soit vériée à tout instant. Les teh-niques qui permettent d'obtenir un tel type de ga-rantie sur un système reposent généralement surune identiation du pire as et peuvent onduireà un surdimmensionnement du système dès queelui-i devient omplexe.Une garantie en moyenne ou probabiliste,est un autre moyen d'expression d'une exigene.Il s'agit de spéier, que sur une suite d'ins-tanes (par exemple les ourrenes suessivesdes ouples d'événements stimulus et réponse),un pourentage de elles-i doit respeter laontrainte donnée. On utilise généralement etype d'expression pour des ontraintes de tempsdites souples ou faibles. Notons que dans nombred'appliations temps réel, respeter e type d'exi-genes ne garantit pas la qualité du système. Parexemple, garantir qu'un temps de réponse est in-férieur à une borne dans 90% des as ne spéi-e pas la répartition des 10% de as où etteontrainte n'est pas vériée. Sur mille instanes, epeut être une tous les ent ou les ent premières ;si le système temps réel implante une appliationde ontrle-ommande, l'impat sur l'environne-ment ontrlé n'est pas le même et le systèmepeut, même, ne plus assurer sa mission de façonsûre.An de palier l'impréision que peut révélerune garantie en moyenne, il est possible d'exigerdes garanties déterministes qui tolèrent le non-respet d'une ontrainte par toutes les instanes àla ondition que la distribution des éhes relèved'un modèle spéié formellement. On parle alorsde garantie déterministe (m,k)−firm. Supposonsque la propriété s'exprime par une ontrainte bor-nant supérieurement un temps de réponse entreun événement stimulus et un événement réponse ;une garantie (m,k)−firm signie que, à tout ins-tant, pour les k dernières ourrenes suessivesde l'événement stimulus, m, au moins ont onduità une ourrene de l'événement réponse respe-tant la ontrainte.2.3 Formalismes d'expression des propriétésAprès avoir vu es diérents exemples de pro-priétés, nous introduisons maintenant quelquesformalismes, basés sur la logique temporelle, spé-iquement dédiés à l'expression et à la véri-ation de propriétés des systèmes dont l'étatévolue dynamiquement ave le temps. On peut





4 Vérifiation des appliations temps réels'intéresser à des propriétés purement qualita-tives telles que l'absene de bloage, la potentia-lité/inévitabilité d'un événement, et. On lassesouvent les propriétés à satisfaire en deux typesomplémentaires : les propriétés de sûreté ex-primant le fait que Rien de mauvais ne peut ar-river et les propriétés de vivaité exprimant lefait que Quelque hose de bon va arriver. Onpeut aussi vouloir quantier la propriété (tempsde réponse, temps d'utilisation d'une ressoure,et). Le bref panorama qui suit introduit les lo-giques temporelles qualitatives et une logiquetemporelle temporisée permettant quant à elled'adresser des propriétés de nature plus quantita-tive. Pour ette setion ainsi que pour la setion3.1, nous invitons le leteur intéressé à se reporterà (Arnold 1992), (Diaz 2003), (Shnoebelen 1999).Aspets qualitatifs Les logiques temporellessont des extensions du alul propositionnel ob-tenues en ajoutant de nouveaux onneteurs des opérateurs temporels  permettant de dérirel'évolution dynamique d'un système. Cette dyna-mique peut être perçue soit omme un ensembled'exéutions (approhe linéaire), soit omme l'ar-boresene des exéutions possibles (approhe ar-boresente). A haune de es pereptions est as-soiée une logique que nous dérivons maintenant.Par la suite, on onsidère un ensemble de variablespropositionnelles P permettant de apturer l'étatdu système.La logique temporelle linéaire LTL ex-prime des propriétés sur des séquenes d'états quele système atteint au ours d'une de ses exéu-tions. Une propriété LTL est satisfaite par un sys-tème si toute exéution du système la satisfait.Parmi les opérateurs temporels de LTL, on trouve
 permettant d'exprimer l'invariane et ♦ per-mettant d'exprimer la possibilité. De faon infor-melle, une séquene satisfait  φ si la propriété
φ est vraie sur tous les états de la séquene tan-dis qu'on notera ♦ φ pour spéier que la séquenepasse par un état où la propriété φ est vraie. L'ex-pressivité de LTL tient à la possibilité d'imbri-quer les diérents opérateurs temporels, ommele montrent les quelques exemples suivants :Exlusion mutuelle :  ¬(Sc1 ∧ Sc2)On n'atteint jamais un état où deux pro-essus sont en setion ritique.Vivaité :  (Requete ⇒ ♦ Reponse)
Toute requête sera suivie au bout d'untemps ni par une réponseEquité : ( ♦ Demande) ⇒ ( ♦ Accord)Toute requête inniment posée reevra uneinnité d'aordsLa logique temporelle arboresente CTLexprime des propriétés sur les exéutions pos-sibles d'un système, matérialisées par une arbore-sene de ses états suessifs. Une exéution parti-ulière du système orrespond don à une branhe(éventuellement innie) de et arbre. CTL utilisepar exemple les quatre opérateurs suivants dontla sémantique intuitive est illustrée par la gure1.2. AF φ Toujours nalement φEF φ Il est possible que nalement φAG φ Toujours partout φEG φ Il est possible que partout φComme pour LTL, l'expressivité de CTL tientà la possibilité d'imbriquer les diérents opéra-teurs temporels, omme le montrent es quelquesexemples :Exlusion mutuelle : AG (¬(Sc1 ∧ Sc2))On n'atteint jamais un état où deux pro-essus sont en setion ritique.Potentialité : AG ( Requete ⇒ EF Reponse)Toute requête sera potentiellement suivieau bout d'un temps ni par une réponseInévitabilité : AG ( Requete ⇒ AF Reponse)Toute requête sera inévitablement suivie aubout d'un temps ni par une réponseCTL et LTL ont des expressivités omplémen-taires : CTL omme LTL permet d'exprimer despropriétés de sûreté et de vivaité. CTL permetaussi d'exprimer des propriétés de potentialité.Par ontre, les propriétés d'équité ne sont pas ex-primables en CTL. Dans les deux as, es logiquesne permettent d'exprimer que des notions qualita-tives : ainsi on peut spéier qu'une réponse arriveen un temps ni mais on ne peut pas spéier queette réponse doit arriver en moins de k unitésde temps. Pour permettre e type de spéia-tion, les logiques temporelles lassiques (LTL ouCTL) ont été étendues an de pouvoir quantierle temps : on parle alors de logiques temporellestemporisées. On retrouve des logiques temporiséeslinéaires et arboresentes. A titre d'exemple nousintroduisons TCTL, l'extension temporisée de lalogique CTL.
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Fig. 1.2  Exemples de satisfation des modalités de CTLLogique temporelle temporisée TCTLTCTL enrihit les opérateurs temporels de CTLen prenant en ompte des informations quanti-tatives sur l'éoulement du temps. Ainsi les for-mules de TCTL font appel à un symbole relatio-nel ∼∈ {<,≤,=, >,≥} et un rationnel θ qui vapermettre de quantier l'éoulement du temps.Nous ne rentrerons pas plus en détail dans l'ex-posé de TCTL et renvoyons à (Shnoebelen, 1999)pour plus d'informations. Nous onluons ettesetion en donnons quelques exemples de proprié-tés TCTL.Séjour borné en setion ritique :
AG ( Sc ⇒ AF≤K¬ Sc)Un proessus ne reste pas plus de k unitésde temps en setion ritiqueRéativité bornée :
AG ( Probleme ⇒ ¬ AG≤5 Alarme) :Lorsqu'un problème survient, l'alarme sedélenhe et se prolonge au moins 5 unitésde tempsInévitabilité bornée :
AG ( Requete ⇒ AF≤k Reponse)Toute requête sera inévitablement suivie enmoins de k unités de temps par une ré-ponseLatene minimale :
AG ( Requete ∧ ¬ EF≤k Reponse)Une requête ne peut pas reevoir de réponseen moins de k unités de tempsEn ombinant les deux dernières formules, onpeut exprimer des ontraintes temporelles appli-quées aux dates d'ourrenes d'événements signi-atifs telles que elles présentées à la setion pré-édente. Ainsi une ontrainte du type
δinf < date(Ri) − date(Si) < δsuppourra s'exprimer par la formule suivante :
[AG ( Ri ∧ ¬ EF≤δinf Si)] ∧
[AG (Ri ⇒ AF≤δsup Si)]
3 Vériation à garantie déterministeL'objetif de ette setion est de présenterquelques tehniques permettant de vérier qu'unegarantie déterministe de propriété est assuréepar un système. En partiulier, nous proposonsdans un premier temps des tehniques qui s'ap-pliquent de manière générique à des modèles ex-primés dans un formalisme donné. Il s'agit no-tamment des méthodes d'analyse de modèles (oumodel-heking) de systèmes disrets temporisés.Dans un deuxième temps, nous prenons en ompteles objets lassiquement manipulés au sein d'unsystème temps réel, à savoir les ressoures, lestâhes et les messages/paquets, et nous introdui-sons quelques méthodes propres à la vériationde systèmes dérits sous forme de e type d'objets.3.1 Analyse de modèles  Model-hekingNous donnons maintenant les grands prinipesdu model-heking de formules de logiques tempo-relles. Le leteur intéressé se reportera ave pro-t à (Arnold, 1992), (Diaz, 2003), (Shnoebelen,1999).Une propriété exprimée en LTL (f setion2.3) est satisfaite par un système si toute exé-ution de elui-i la satisfait. Pour s'assurer deette propriéte, on vérie en fait qu'auune exé-ution du système ne satisfait la négation de laformule à vérier. Pour e faire, on assoie à lanégation de la propriété un automate de Buhiqui la aratérise et on eetue un produit syn-hrone entre le omportement du système et etautomate. On s'assure ensuite que les onditionsd'aeptation données par l'automate de Buhine sont pas satisfaites. Dans la négative, on dis-pose d'une séquene satisfaisant la négation de lapropriété que l'on herhait à vérier, don d'unontre-exemple. On peut proéder à la volée 





6 Vérifiation des appliations temps réelonstruire en même temps le produit synhroneet le graphe de omportement  et stopper etteonstrution dès qu'un ontre-exemple a été dé-teté. Lorsque la propriété à vérier est satisfaite,il faut bien sûr onstruire omplètement le produitsynhrone.La vériation d'une propriété ϕ de CTL (fsetion 2.3) onsiste à aluler sa théorie no-tée TH(ϕ) : i.e., l'ensemble des états satisfaisantla formule à vérier. Une propriété ϕ est satis-faite par un système si tous les états de elui-ila vérient : TH(ϕ) = S. Opérationnellement, leontrle de modèles revient don à dénir une ap-pliation TH : CTL 7→ P(S) où TH(f) = {s ∈
S : M, s |= f}.Dans le adre propositionnel, l'appliation TH sedénit par indution sur la struture de la for-mule f : TH(p) = {s ∈ S : p ∈ P et s |=
p}, TH(¬ F ) = S \ TH(F ) et TH(F ∧ G) =
TH(F )
T
TH(G).Pour les modalités de CTL (EF, AF, . . .), le pro-blème revient à trouver des appliations X et
Y de telle sorte que : TH(EF G) = X(TH(G))et TH(AF G) = Y (TH(G)). A titre d'exemple,nous présentons la aratérisation opérationnellede l'opérateur EF . Celle-i est obtenue omme lalimite d'une suite monotone à valeurs dans P(S).Cette suite est obtenue à l'aide du transformateurde prédiats Pre déni ainsi :





X0 = TH(F ) et Xk = Pre(Xk−1) [ Xk−1
Pre est une fontion roissante, de sorte que lasuite (Xn) est elle-même roissante dans un treillisomplet (à valeurs dans un ensemble de parties :
P(S)) et don onvergente.Limites opérationnelles du model-hekingIl faut noter que l'analyse de modèles n'agit pasdiretement sur la desription formelle du sys-tème (automates, réseaux de Petri, ...) mais surle graphe de omportement qui lui est assoié.Un premier problème réside dans la déidabi-lité de la nitude du graphe de omportement.Karp et Miller (Karp, 1969) ont donné une ré-ponse positive lorsque la desription du systèmeest donnée sous forme de réseaux de Petri de base ;le résultat préédent a été étendu par (Finkel,2001) pour les systèmes de transitions bien for-més, mais le problème est indéidable dans le asgénéral (Brand, 1983). Lorsque le graphe est ni,un deuxième problème est de lutter ontre l'explo-sion ombinatoire. De nombreux travaux ont étémenés pour faire fae à e problème. On peut iterles tehniques de ompression de graphes par lesBDD (Binary Deision Diagram) (Burh, 1990)
qui gérent l'explosion en permettant le stokagede graphes de grande taille et les méthodes (voirpar exemple (Diaz, 2003)) qui évitent ette explo-sion en onstruisant un graphe de omportementréduit : symétries, ontrle de modèles strutu-rel, ou les tehniques "ordre partiel", qui tententd'éviter la part d'explosion ombinatoire due à lareprésentation du parallélisme par l'entrelaementd'ations.Cas des desriptions temporiséesConstruire le graphe de omportement d'une des-ription temporisée  qu'il s'agisse de réseauxde Petri ou d'automates  est en général impos-sible : les transitions pouvant être tirées à toutinstant dans leur domaine de tir, les états ad-mettent en général une innité de suesseurs.Pour se ramener à un graphe de omportementni, des tehniques d'abstrations sont proposéespermettant d'obtenir une représentation nie duomportement du système équivalent  pour unelasse de propriétés données  au graphe inniqu'il symbolise.Contrairement aux automates lassiques, depart la nature des horloges, le modèle des auto-mates temporisés est un modèle inni. Le oneptde région (Alur, 1990) dénit un modèle nisémantiquement équivalent sur lequel pourrontdon être appliquées les tehniques lassiques devériation de formules. Plus préisément, le mo-dèle des régions dénit une relation d'équivalenesur un ensemble ni d'horloges telle que : (1) lenombre de lasses d'équivalene est ni, (2) les va-luations d'horloges d'une même lasse satisfont lesmêmes formules de la logique TCTL. Dans un au-tomate de régions, le nombre de régions roit ex-ponentiellement ave le nombre d'horloges et estproportionnel à la plus grande onstante manipu-lée dans les ontraintes. Les automates de zonesont pour but de réduire ette omplexité : unezone est un regroupement de une ou plusieurs ré-gions onvexes. Des algorithmes de onstrution àla volée de l'automate de zone ainsi que des stru-tures de données dédiées permettent de onstruireet de déider des propriétés sur l'automate de zonede manière eae.Dans le as des réseaux de Petri temporels,on peut iter deux abstrations utiles, obtenuespar groupement de ertains ensembles d'états enlasses d'états. La première, introduite dans (Ber-thomieu, 1983) permet l'analyse d'aessibilité desréseaux temporels et la vériation de leurs pro-priétés exprimables dans les logiques temporellesà temps linéaire (f setion 2.3). La seonde (Ber-thomieu, 2003) permet l'analyse de vivaité des ré-seaux temporels et la vériation de leurs proprié-tés exprimables en logiques temporelles à tempsarboresent (f setion 2.3). Pour es deux abs-





Vériation à garantie déterministe 7trations, la nitude du graphe de lasses est in-déidable dans le as général, toutefois es graphessont nis lorsque le réseau atemporel sous-jaentest borné.3.2 Vériation par analyse de trajetoiremajorante du ux d'arrivéeCette setion propose deux tehniques quis'appliquent à un modèle de systèmes tempsréel exprimé sous forme de ressoures (proes-seurs, mémoires, réseaux) et d'ativités ou-pant ou partageant es ressoures (tâhes, mes-sages/paquets). Ces tehniques reposent sur uneonnaissane de l'arrivée de es ativités dans lesystème au ours de la vie de elui-i (on parlede ux d'ativités) et don de la demande de res-soures liée à es ux. Dans le ontexte de la vé-riation à garantie déterministe, une onditionnéessaire d'obtention de résultats est d'avoir unemajoration des ux d'arrivée d'ativités ; ei im-plique notamment des hypothèses déterministessur l'environnement et les perturbations pouvantaeter le système.Ci-dessous, nous nous intéressons à une pro-priété s'exprimant par une ontrainte de temps deréponse, les événements stimulus et réponse étantrespetivement l'arrivée d'une ativité et la n deette ativité (ativation d'une tâhe / n d'exéu-tion de la tâhe, demande d'émission d'un message/ n de transmission du message) et nous mon-trons omment évaluer quel sera le temps de ré-ponse au ours de la vie du système, tout d'abordpar l'analyse du pire temps de réponse (théorie del'ordonnanement), puis par la méthode de alulde réseau (network alulus).Evaluation analytique du pire temps de ré-ponse Dans la ommunauté de l'ordonnane-ment temps réel, il est d'usage d'évaluer le tempsde réponse en onsidérant le pire as an de déter-miner l'ordonnançabilité d'un ensemble de tâhespériodiques/sporadiques. Pour un ensemble de
N tâhes (soures) périodiques ou sporadiques,haque tâhe (ou soure) τi (i = 1, 2, ..., N) estaratérisée par : une période (ou l'intervalle minimale d'in-terarrivée si l'arrivée de la tâhe est sporadique)
Ti ave laquelle la soure génère une demande detravail (appelée par la suite une instane) ; une durée d'oupation de la ressoure (ouserveur) Ci ; elle orrespond à une demande detraitement de l'instane dans le serveur ; éventuellement le déphasage maximal del'arrivée d'une instane par rapport au débutprévu de sa période ; e délai est appelé giguemaximale Ji (quand la soure τi est stritementpériodique, Ji = 0) ;
 ainsi que la borne supérieure sur le temps deréponse de ette tâhe, ou ontrainte d'éhéane,
δi. Selon la politique d'ordonnanement du ser-veur, le pire temps de réponse d'une tâhe (soure)peut être obtenu en appliquant des résultatsonnus issus de la théorie de l'ordonnanement(Liu, 2000). A titre d'exemple, nous donnonsles formules de alul du pire temps de réponsepour une politique d'ordonnanement à prioritéxe et sans préemption (le as non préemptifreouvre également l'ordonnanement de mes-sages/paquets dans un réseau).On note par i la priorité d'une soure τi ave
τi plus prioritaire que τj si i < j. Le pire as pourune soure périodique de priorité i orrespond àla situation où au moment de la génération d'uneinstane, il y a une instane de priorité inférieurequi vient de ommener son traitement dans leserveur et où toutes les instanes plus prioritairessont aussi prêtes à être soumises au serveur.Dans e pire as, le temps de réponse de lasoure de priorité i noté Ri est donné par :
Ri = Ci + Ji + Ii; Ri ≤ Ti (1.3)où Ii est le temps d'interférene durant lequelle serveur est oupé par le traitement des ins-tanes générées par les soures plus prioritairesque τi et par une instane d'une soure moins prio-ritaire générée juste avant l'arrivée de l'instanede priorité i .
















≤ 1).Evaluation de temps de réponse par la teh-nique de network alulus Fournir une ga-rantie de temps de réponse pour des messagesou paquets peut reposer sur la tehnique pré-édente. Néanmoins, d'une part, elle-i reposesur de fortes hypothèses de périodiité et, d'autrepart, elle est utilisable uniquement dans le adre





8 Vérifiation des appliations temps réeld'une vériation a priori et peut diilement, enraison du oût de alul, être utilisée en ligne.Dans le ontexte de la ommuniation tempsréel, on peut prendre en ompte le fait que lesréseaux implantent des limiteurs du tra en en-trée ; 'est sous es hypothèses qu'un modèle detra, dit (σ, ρ) − borné, a été proposé. Ce mo-dèle est très utilisé dans la ommunauté de l'In-ternet pour le ontrle de la qualité de servie aril est, de plus, simple à implémenter dans des mé-anismes de ontrle d'admission pour estimer enligne des temps de réponse. Cette approhe onsi-dère le système omme un ensemble de N souresayant des fontions umulatives d'arrivées orres-pondant, pour haque soure τi à une demandede quantité de ressoure (ou demande de travail)
Fi(t) aratérisée par :
Fi(t) − Fi(s) ≤ σi + ρi(t − s); ∀0 ≤ s ≤ t (1.5)où σi représente la taille de la rafale maximaleet ρi le débit moyen à long terme de la ième soure.La quantité du travail apportée par un paquet gé-néré par la soure τi 'est-à-dire le nombre de bitsà traiter par le serveur, est dénie par Wi bits. Ononsidère que le serveur a un débit c (en bit/s).Considérons maintenant un ensemble de Nsoures (σi, ρi) − bornées (i = 1, 2, ..., N) parta-geant un serveur non préemptif de apaité detraitement c bit/s et dans lequel les paquets sontservis selon la politique à priorité xe. Rappelonsqu'un paquet de la soure τi est plus prioritairequ'un paquet de τj si et seulement si i < j. Laborne du temps de réponse Di d'un paquet de la













(1.6)Pour que Di soit borné, il faut que c ≥ iX
j=1
ρj .4 Vériation probabilisteDans ette setion, nous proposons des mé-thodes permettant de vérier que des exigenes entermes de garanties probabilistes sont assurées parun système temps réel. De la même manière quepréédemment, nous fournirons dans un premiertemps des tehniques d'analyse de modèles repo-sant sur un formalisme générique de modélisationde systèmes disrets temporisés et stohastiques,
puis, dans un deuxième temps, nous onsidéreronsdes modèles de systèmes exprimés en termes d'a-tivités (tâhes, messages/paquets) et de ressoures(proesseurs, réseaux, mémoires). L'objetif géné-ral de es méthodes est d'estimer la probabilitéqu'une propriété soit respetée. Dans e as, onprend en ompte des environnements et des per-turbations aléatoires et, don, des modèles d'arri-vées de tâhes et de messages/paquets égalementaléatoires.4.1 Vériation par analyse de réseaux deles d'attenteUn système temps réel ou un réseau peut êtremodélisé sous la forme de réseaux de les d'at-tente. Ce formalisme permet de modéliser des res-soures de apaité donnée (par exemple, le débitd'un réseau) et des demandes d'aès à ette res-soure générées par des ativités (par exemple, desmessages/paquets) appelées lients. Les lientssont servis selon une politique d'aès à la res-soure (politique d'ordonanement). L'élément debase d'un tel modèle est la station. Celle-i estonstituée d'un ou plusieurs serveurs, qui mettenten ÷uvre la politique d'aès à la ressoure, etd'une le d'attente où sont lassés les lients en at-tente d'aès à ette ressoure. Le modèle du sys-tème dans e formalisme omprend, pour haquestation : la spéiation du ux d'arrivée deslients, généralement sous la forme d'un proes-sus stohastique et le temps de servie des lientsdans le serveur, exprimé lassiquement à l'aided'une loi probabiliste. Parmi de tels modèles, er-tains sont analysables mathématiquement (Allen,1990), omme 'est le as pour les les d'attentedites M/G/1, qui représentent un système à de-mandes d'aès multiples à un serveur unique.Dans un tel modèle, il est don possible de re-présenter la partie d'un système qui réalise l'aèsà un bus de ommuniation ou l'aès à un pro-esseur. Nous onsidérons, don, une le M/G/1pour laquelle le ux d'arrivée des demandes estMarkovien, le temps de servie de haque instanesuit une distribution de probabilité générale et lenombre de serveur est égal à 1, pour évaluer lestemps de réponse de messages/paquets partageantun bus.Dans le as où la politique de gestion d'aèsà la ressoure ne repose pas sur la priorité deslients, il est possible d'obtenir la distribution deprobabilité des temps d'attente de es lients ; eipermet alors de vérier si la probabilité de respetd'une propriété exprimée par une ontrainte detemps de réponse est supérieure à un seuil donné.Par ontre, lorsque la politique d'aès reposesur les priorités, e qui est le as le plus fré-quent dans les systèmes temps réel, il est impos-sible d'obtenir analytiquement, à l'aide du forma-





Vériation probabiliste 9lisme des les d'attente , la distribution des tempsd'attente des lients. Il est néanmoins possible deonstruire un modèle du système, selon e for-malisme, ave lequel les seuls résultats qu'il estpossible de déduire sont les moments, à savoir lamoyenne, la variane, ... Supposons que haqueativité ou soure de messages τi génère un uxde messages de priorité i qui suit une loi de Pois-son ave un taux d'arrivée λi (ette hypothèse estlassique en l'absene de onnaissane plus préisesur l'appliation). Chaque instane de message depriorité i a une durée de transmission onstante
Ci (temps de servie) sur le bus. Ce système deommuniation peut alors être modélisé par unele M/G/1 ave une politique de servie par prio-rité et sans préemption du serveur ; plus préisém-ment, e système relève alors d'une sous-lasse dumodèle M/G/1, notée M/D/1 (D omme détermi-niste), pour laquelle il est possible de aluler letemps de réponse moyen (Allen, 1990).On note : λ = λ1 + λ2 + ... + λN ave N le nombre desoures dans le système, aj = Pji=1 λjCj , E[C2] = λ1
λ
E[C21 ] + ... +
λN
λ
E[C2N ].Comme signalé i-dessus, seuls les momentspeuvent être évalués ; en partiulier, le tempsmoyen de réponse d'un message de priorité i estdonné par :
E[Qi] = E[qi] + Ci =
λE[C2]
2(1 − ai−1)(1 − ai)
+ Ci(1.7)ave a0 = 0.Ce temps moyen de réponse est omposé d'unepart du temps de traitement du message Ci etd'autre part du temps moyen d'attente d'un mes-sage dans la le E[qi]. On voit bien que E[qi] dé-pend non seulement des messages de priorité su-périeure à i mais aussi de eux de priorité infé-rieure à i à ause de la non-préemption. Notonsque e temps moyen ne donne qu'une indiationet que, ni la moyenne, ni la variane ne peuventapporter de garantie en termes de probabilité derespet d'une propriété sur un temps de réponse.Pour obtenir de telles garanties, on peut, soit uti-liser le formalisme des réseaux de les d'attenteou de mahines à états temporisées et stohas-tiques et appliquer une approhe de simulation(Allen 1990) soit mettre en ÷uvre des tehniquesspéiques aux types d'objets et de systèmes im-pliqués ; une telle tehnique est proposée au para-graphe suivant.
4.2 Estimation de probabilité de non-respetde propriétéDans le as où une politique d'aès à une res-soure repose sur la notion de priorité, d'une partet, dès qu'on intégre la modélisation de pertur-bations aléatoires de l'environnement suseptiblesd'altérer le servie des lients, d'autre part, il estindispensable de développer des tehniques spé-iques pour évaluer des distributions des tempsd'attente pour l'aès à la ressoure. Notons quel'altération du servie d'une instane générée parune soure (par exemple, un message/paquet gé-néré par un ordre d'émission sur un réseau) peutavoir des onséquenes diérentes selon que le sys-tème est guidé par le temps (time-driven) ou parles événements (event-driven). Dans le premieras, les instanes sont générées périodiquementet une altération du servie de l'instane onduità la perte de elle-i. Cette perte peut, suivantl'état du système, être tolérée. Néanmoins, il fautdans e as évaluer le nombre maximal d'instanesonséutives perdues, qui n'altère pas le ompor-tement global du système. Dans le as où le sys-tème est guidé par les événements, la perte d'uneinstane, si elle est détetée, provoque un traite-ment supplémentaire (par exemple, réativationde la tâhe ou retransmission du message), sur-hargeant ainsi le système. Dans es deux as, ilest néessaire d'évaluer par des tehniques spé-iques les garanties probabilistes de respet despropriétés à savoir, par exemple, probabilité dedépasser le nombre maximal de pertes sues-sives d'instanes, pour des systèmes guidés par letemps, ou probabilité de dépasser un temps de ré-ponse donné pour haque instane, pour des sys-tèmes guidés par les événements.Dans e paragraphe, nous introduisons uneméthode analytique spéique pour évaluer laprobabilité du non-respet de la ontrainte sur untemps de réponse dans le pire as en présene deserreurs aléatoires pour un système guidé par lesévénements et omposé de N soures τi, parta-geant un même serveur ave priorité et sans pré-emption. On suppose qu'une erreur arrivant lorsdu servie d'une instane est toujours détetée parle système et, alors, provoque une nouvelle géné-ration de la même instane. Le temps de réponsed'une instane de priorité i dans un système aveperte est déni omme l'intervalle entre la datede sa génération initiale et la date à laquelle etteinstane est eetivement servie ; on note par kle nombre total de générations de ette instanepour aboutir à un servie orret. Pour haqueinstane, nous obtenons alors le pire temps de ré-ponse de ette instane en modiant le alul dela période d'interférene (équation 1.4), obtenu ensetion 3.2) :
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+ 1)Cj + Ei(k)(1.8)où
Bi = max
i+1≤j≤N
(Cj)La fontion Ei(k) dépend du nombre d'erreurs
k survenues durant l'intervalle [0, t] et du temps
SCi néessaire avant une nouvelle génération del'instane de τi, soit :
Ei(k) = k × SCi (1.9)Il est évident que le temps de réponse aug-mente quand le nombre d'erreurs, k, sur la mêmeinstane augmente. Pour haque soure τi, il existeune valeur maximale de k, notée Kmaxi , au-delà delaquelle la ontrainte de temps de réponse des ins-tanes générées par la soure n'est plus respetée.Il s'agit de la plus grande valeur de k telle que :
Rmaxi ≤ δi
Rmaxi = Ci + Ji + Ii(k) (1.10)Le alul des temps de k est déterministe.Considérons, à présent, un modèle probabilisted'ourrene des erreurs, la probabilité du non-respet de la ontrainte sur le temps de réponsepeut alors être évaluée. Soit Nerr(t) la variablealéatoire qui représente le nombre de fois où uneinstane est erronée pendant [0, t], la probabilité
pi du non-respet pour une ativité τi de priorité
i donnée, est évaluée pour t = Rmaxi et k = Kmaxiet est donnée par :
pi = 1 − P [Nerr(R
max
i ) ≤ K
max
i ] (1.11)Nous appelons ette probabilité la probabilitédu non-respet dans le pire as ar le temps de ré-ponse alulé est elui du pire as. L'évaluation vadépendre du modèle probabiliste de Nerr(t) selonlequel une erreur survient.5 ExemplePour illustrer les apports de l'ensemble detehniques i-dessus et leur omplémentarité, nousonsidérons une appliation embarquée distribuéeautour du réseau CAN (Controller Area Net-work) (Paret, 1996) dans l'automobile. Le proto-ole d'aès au médium de CAN suit le prinipede bus priorisé.L'exemple hoisi, réseau inter - système,provient d'une étude de as proposée par PSAPeugeot-Citroën. Elle met en ÷uvre une arhite-ture matérielle (des alulateurs onnetés sur un
réseau CAN dont le débit est 250 Kbit/s). Danse ontexte, les alulateurs sont désignés ECU(Eletroni Control Unit). L'abstration que nousavons de l'arhiteture opérationnelle de e sys-tème est limitée au réseau et aux messages éhan-gés entre alulateurs sous des hypothèses d'envoide messages de la part des tâhes loalisées surhaque ECU. Dans le ontexte de l'életroniqueembarquée dans les automobiles, ette partie dusystème s'appelle une messagerie. Les alulateursonnetés sur CAN sont : CM : il supporte les tâhes implantant lesfontions de ontrle du moteur ; ABS/CDS : sur e alulateur s'exéutent lestâhes onernant le ontrle de l'ABS (Anti Blo-king System ou système anti-bloage des freins)et le ontrle de stabilité ; BSI : (Boîtier de Servitude Intelligent) ils'agit du entre du système embarqué ; il sertde passerelle entre diérents réseaux présentsdans l'arhiteture et transmet ertains ordres duonduteur aux fontions hargées de les mettreen ÷uvre sur d'autres alulateurs ; SUS : les tâhes implantées sur e alula-teur sont en harge du ontrle de la suspensiondynamique ; BVA : les tâhes implantées sur e alula-teur onernent la gestion de la Boîte de VitesseAutomatique ; CAV/CdP : la mesure de l'angle volant(Capteur d'Angle Volant) et un orreteur dephare onstituent les deux fontionnalités suppor-tées par e alulateur.La spéiation de la messagerie, 'est-à-direde l'ensemble des messages qui transitent sur leréseau CAN est donné dans le tableau 1.1. Cettemessagerie est entièrement dénie sous des hy-pothèses de périodiité des demandes d'émissiondes messages de la part des tâhes loalisées surles alulateurs ités i-dessus. Les messages sontlassés par priorité déroissante (Mi est plus prio-ritaire que Mj si i < j) ; pour haque message,on donne sa soure d'émission, ECUi, 'est-à-direle alulateur qui supporte la tâhe émettant emessage, si la taille, en otets, des données utilesqu'il ontient (rappelons que, lors de la transmis-sion d'une information appliative, des hampssupplémentaires sont ajoutées à ette informationpour en onstituer une trame ; dans le as du ré-seau CAN, la taille réelle de la trame est majoréepar ¨ 34+8×si
4
˝
+47+8× si bits), Ti la période, enms, d'émission du message.L'avant-dernière olonne du tableau 1.1 donne




ms pour un débit du réseau de 250Kbits/s) : Ci = (¨ 34+8×si4 ˝+47+8×si)τbit. Enn,





Exemple 11dans la dernière olonne, δi représente la borne im-posée sur le temps de réponse de haque instanedu message Mi. Nous onsidérons que la propriétéà vérier s'exprime par une ontrainte sur le tempsde réponse de haque message : la durée entre ladate d'émission de toute instane d'un message
Mi et la n de sa transmission sur le réseau doitêtre inférieure à δi. Nous appliquons dans un pre-mier temps les tehniques vues i-dessus, pour ob-tenir une garantie déterministe de ette propriété,puis, dans un deuxième temps, nous regardonsomment obtenir des garanties probabilistes.5.1 Garantie déterministeDans ette setion, on s'attahe à vérier quela propriété est respetée par toute instane dehaque message. Pour elà, il est possible d'appli-quer diretement les formules 1.3 et 1.4 pour ob-tenir le pire temps de réponse par la méthode vueau paragraphe 3.2. Les résultats, obtenus pour unegigue maximale Ji nulle, gurent dans la deuxièmeolonne, Ri, du tableau 1.2.Pour appliquer la tehnique vue en 3.2, ilest néessaire, au préalable, de traduire le mo-dèle initial (tableau 1.1) en un modèle de tra








(Ti + Ji) (1.13)Dans l'exemple onsidéré, par appliation desformules 1.12, 1.13 et 1.6, on obtient une bornesupérieure pour le temps de réponse de haquemessage. Ce résultat est donné dans la troisièmeolonne, Di du tableau 1.2.Message ECUi si Ti Ci δi
M1 CM 8 10 0,54 2
M2 CAV/CdP 3 14 0,34 2
M3 CM 3 20 0,34 2
M4 BVA 2 15 0,30 2,5
M5 ABS/CDS 5 20 0,42 2,5
M6 ABS/CDS 5 40 0,42 10
M7 ABS/CDS 4 15 0,38 10
M8 BSI 5 50 0,42 10
M9 SUS 4 20 0,38 10
M10 CM 7 100 0,50 10
M11 BVA 5 50 0,42 10
M12 ABS/CDS 1 100 0,2 100Tab. 1.1  Spéiation de la messagerie (temps en ms)Nous pouvons remarquer que les deux teh-niques appliquées i-dessus permettent, haune,d'obtenir une borne sur le temps de réponse et,ainsi de vérier de manière déterministe qu'uneontrainte de temps de réponse est respetée.L'évaluation analytique de pire temps de réponsefournit des bornes plus petites ou égales à ellesfournies par l'approhe du network alulus et,ainsi, les résultats obtenus par la dernière sont
plus pessimistes. En eet, dans l'exemple présentéii, il n'est pas possible d'obtenir de garantie dé-terministe de la propriété sur le temps de réponsedu message M5 en appliquant la tehnique dunetwork alulus alors qu'il est possible de la ga-rantir par l'approhe fournie en setion 3.2. En re-vanhe, il faut noter que la tehnique de networkalulus  peut prendre en ompte un modèlede tra plus général (borné supérieurement), in-





12 Vérifiation des appliations temps réelMessage Ri Di E[Qi] E[qi] Kmaxi Rmaxi pi
M1 1,04 1,04 0,587 0,047 1 1,67 0,01
M2 1,38 1,46 0,391 0,051 0 1,38 0,1
M3 1,72 1,87 0,394 0,054 0 1,72 0,1
M4 2,02 2,23 0,356 0,056 0 2,02 0,1
M5 2,44 2,76 0,479 0,059 0 2,44 0,1
M6 2,86 3,31 0,481 0,061 11 9,81 10−12
M7 3,24 3,80 0,443 0,063 10 9,56 10−11
M8 3,66 4,42 0,486 0,066 10 9,98 10−11
M9 4,04 4,93 0,448 0,068 9 9,73 10−10
M10 4,46 5,57 0,570 0,070 8 9,52 10−9
M11 4,72 5,93 0,491 0,071 8 9,78 10−9




≈ 0, 22), nous pouvons onstaterque la moyenne du temps d'attente est très faible,la majeure partie du temps de réponse étant dueà la durée de transmission. Ce résultat ne four-nit auune garantie probabiliste sur la faisabilitéde ette messagerie ; par ontre, il apporte uneaide au onepteur de la messagerie pour para-métrer son appliation (hoix de la priorité desmessages au vu des temps moyens de réponse ob-tenus, dimensionnement du débit du réseau, ...).Pour ompléter es évaluations et, en partiulier,obtenir des résultats en termes de garantie proba-biliste, en prenant en ompte les erreurs, il fautreourir à d'autres moyens.Aussi, dans e qui suit, nous herhons à éva-luer, pour haque message Mi, sa probabilité denon-respet de l'éhéane pour un modèle d'er-reurs donné. Dans la réalité, la plupart des busCAN embarqués dans l'automobile sont soumis àdes erreurs de transmission ar les supports detransmission de type paires torsadées non blin-dées, en partiulier, sont sensibles à des perturba-tions dues aux hamps életromagnétiques. DansCAN, haque trame erronée est retransmise au-tomatiquement augmentant ainsi le temps de ré-
ponse global du message. Le pire temps supplé-mentaire induit par k retransmissions peut êtreestimé par :
Ei(k) = k × (23τbit + max
j≤i
(Cj)) (1.14)Le temps supplémentaire induit par une er-reur de transmission est omposé d'une part dela trame de signalisation d'erreurs (23τbit dansle pire as) et d'autre part de la retransmissionde la trame orrompue. Dans le pire as, toutesles erreurs se produisent au dernier bit de laplus longue trame suseptible d'être retransmise.Compte tenu du protoole d'aès qui repose surla priorité, seule une trame plus prioritaire ouégale à la priorité i peut être retransmise.En appliquant les formules 1.8, 1.14 et 1.10,on obtient Kmaxi orrespondant au plus grand
Rmaxi tel que Rmaxi ≤ δi (voir tableau 1.2). La pro-babilité pi de non-respet de la propriété a été al-ulée sous l'hypothèse que haque transmission aune probabilité d'erreur p = 0, 1 (dernière olonnedu tableau 1.2). La probabilité d'avoir exatement
k erreurs (forément onséutives dans notre as)suit une distribution géométrique. Selon la for-mule 1.11, on a :






i ) = k]




pk(1 − p) (1.15)La probabilité de non-respet est fontiondu nombre maximal de retransmissions autorisé.Ainsi nous pouvons onstater que des messagesprioritaires mais ayant des éhéanes serrées ont





Conlusions 13des probabilités de non-respet plus importantes.Cette information permet au onepteur d'appli-ations de bien dimensionner le système s'il exigeune ertaine robustesse vis à vis du respet desontraintes sur des messages de priorité élevée.6 ConlusionsLa vériation d'appliations est une ativitéomplexe qui est souvent imposée par des régle-mentations internationales, nationales ou internesà une entreprise. En eet, es appliations relèventde systèmes dits ritiques dont la mise en serviepasse par une garantie déterministe ou probabi-liste de leur bon fontionnement. Cette garanties'obtient de plus en plus tout au long de leurdéveloppement par analyse de modèles du sys-tème. Cei amène deux problèmes prinipaux. Lepremier est elui de la modélisation, 'est-à-direde la spéiation d'une abstration du systèmetelle qu'elle puisse être analysée et que ette ana-lyse fournisse un verdit pertinent pour les ga-ranties attendues. Le deuxième problème est e-lui de l'exploitation des modèles soit par son ana-lyse mathématique, soit par simulation. Résoudre
es deux problèmes repose sur les formalismesqui supportent la représentation des systèmes àévénements disrets temporisés et éventuellementprobabilistes. Si de nombreuses avanées ont étéobtenues es dernières années sur e sujet (déve-loppement de nouveaux formalismes, maîtrise dela omplexité de l'analyse) et si on ommene àvoir quelques outils industriels appliant es ré-sultats, il n'en demeure pas moins que la générali-sation de l'appliation des tehniques de véria-tion reste à pénétrer tous les seteurs industrielsonernés par la oneption d'appliations tempsréel. Dans e hapitre, nous avons présenté la pro-blématique de la vériation dans le ontexte dutemps réel. Puis, nous avons identié quelques for-malismes et tehniques d'analyse qui ont atteintun degré signiatif de maturité et qui, pour er-taines, sont déjà appliquées dans l'industrie. En-n, grâe à l'exemple onret d'un système em-barqué dans une automobile, nous avons montréomment ertaines des tehniques présentées pou-vaient s'appliquer, quelles abstrations du systèmedevaient être onstruites et quels résultats pra-tiques on pouvait en attendre.
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