Abstract. In the hitting set problem one is given m subsets of a nite set N and one has to nd an X N of minimum cardinality that \hits" (intersects) all of them. The problem is NP-hard. It is not known whether there exists a polynomial-time approximation algorithm for the hitting set problem with a nite performance ratio. Special cases of the hitting set problem are described for which nite performance ratios are guaranteed. These problems arise in a geometric setting. We consider special cases of the following problem: Given n compact subsets of R d , nd a set of straight lines of minimum cardinality so that each of the given subsets is hit by at least one line. The algorithms are based on several techniques of representing objects by p o i n ts, not necessarily points on the objects, and solving (in some cases, only approximately) the problem of hitting the representative points. Finite performance ratios are obtained when the dimension, the number of types of sets to be hit and the number of directions of the hitting lines are bounded.
Introduction
In the hitting set problem 4] one is given m subsets R i N = f1 n g (i = 1 m ), and one has to nd an X N of minimum cardinality s o t h a t X \R i 6 = (i = 1 m )
. The hitting set problem is \isomorphic" to the set covering problem where, given subsets C j M = f1 m g (j = 1 n ) , one is asked to nd a set of indices X N of minimum cardinality such t h a t S j2X C j = M. The sense of the isomorphism is that the formulations of these problems as integer linear programming problems are identical. The problems are famous as being NP-complete and thus substantial e ort Department of Statistics, School of Mathematical Sciences, Tel Aviv University, T el Aviv 69978, Israel.
y IBM Almaden Research C e n ter, 650 Harry Road, San Jose, California 95120-6099, and School of Mathematical Sciences, Tel Aviv University, T el Aviv, Israel. has been made in the direction of solving them approximately (see for example 2 5 6 7] ).
An approximation algorithm in the context of the hitting set problem is one that delivers a set X N not necessarily of minimum cardinality. The performance of an approximation algorithm for a minimization problem is sometimes evaluated by t h e supremum (over problem instances) of the ratio of the solution value delivered by t h e algorithm to the optimal solution value (the performance r atio). It is not known whether there exists a polynomial-time approximation algorithm for the hitting set problem with a nite upper bound on its performance ratio. Such nite performance ratios are known only for special cases. For example, if the cardinalities of the sets R i are bounded by d then a performance ratio of at most d is guaranteed 5 1] . If the cardinalities of the sets C j (in the set covering interpretation) are bounded by k, a performance ratio of at most H(k) = P k i=1 1=i is guaranteed by the greedy heuristic 7] (see also 2 
8]).
In this paper we describe special cases of the hitting set problem for which nite performance ratios are guaranteed. These problems arise in a geometric setting. The problems we consider are special cases of the following: Given n compact subsets of R d , nd a set of straight lines of minimum cardinality s o t h a t e a c h of the given subsets is hit by at least one line. In a crude form this problem is a hitting set problem with an in nite matrix but can easily be reduced to one with a nite matrix of dimensions polynomial in the length of a certain description of the subsets. We restrict attention to hitting lines with their slopes restricted to a nite set, mostly lines parallel to the coordinate axes. We obtain nite performance ratios if we bound the dimension of the space and the types of sets. Remark 1.1. It is worth mentioning that the greedy algorithm does not provide a nite approximation ratio even in the problem of minimum cover of points in the plane by lines parallel to the coordinate axes. The following example is a realization of an example given in 7] . Let k be an integer. We construct k disjoint sets S j (j = 1 k ) consisting of k! points each (see Figure 1) . The set S j is a union of k!=j disjoint sets S (i)
consisting of j points each. Let H(j) denote P j q=1 1=q. The optimal solution of this problem consists of the k! horizontal lines L r = fy = rg, ( r = 1 k !) (see Figure  1(a) ). The greedy heuristic may pick t h e k!H(k) v ertical lines M r = fx = rg, ( r = 1 k !H(k)) (see Figure 1(b) ).
The problem of hitting objects in the plane with a minimum number of straight lines has a military application. In many cases when a bomber attempts to destroy targets on the ground, protected by a n ti-aircraft missiles, it has to spend as little time as possible close to the targets. Thus, careful planning of an air raid on a multi-target site (for example, a clsuter of fuel tanks) calls for a minimum numb e r o f t i m e s a b o m ber has to y across the site. Moreover, each pass has to be carried out as fast as possible, hence for each dive i n to the site there exists a straight line (a \stick") along which targets are destroyed. Another application (in three dimensions) is in medicine where radiotherapy is administered by inserting a minimum number of radioactive needles into a certain area of the body so as to achieve a required level of radiation (see 11] To conclude this introduction we m e n tion another application of a special case of our problem. Consider a system consisting of m components c 1 c m and a schedule which tells for each component c j the ( nite) set of time intervals during which c j is busy. W e need to inspect each component at least once during each t i m e i n terval of its operation. An inspection may be carried out in either of the following ways. First, we m a y place a permanent monitor on a component at a total cost of for all the checks on that component. Second, we m a y perform a check of the entire system at a time point a n d then we incur a total cost of for checking all the components active at the time. The problem can be modeled as follows. For each component c j place the time intervals of c j on the line L j = f(x y) : y = jg in the plane. We n o w h a ve a collection of horizontal line segments in the plane. The problem is to nd a collection of horizontal and vertical lines, so that each segment is hit by at least one of the lines, minimizing times the number of horizontal lines plus times the number of vertical ones. We later show that this problem is NP-hard even when all the intervals have unit length and endpoints of integral coordinates. Among other results, we p r o vide a polynomial-time approximation algorithm for the latter with a performance ratio of at most 2.
In Section 2 we discuss various problems of hitting line segments by v ertical and horizontal lines in the plane. In Section 3 we consider lines of restricted slopes. In Section 4 we discuss hitting general compact sets in the plane. In Section 5 we discuss extensions to higher dimensions. In Section 6 we prove NP-hardness of special cases of the problems considered here.
Hitting line segments in the plane
In this section we discuss approximation algorithms for the following problem: Problem 2.1. Hitting segments in the plane. Given a set = f 1 n g of vertical and horizontal line segments in the plane, nd the smallest number k and a set f`1 kg of straight lines parallel to the axes, so that each 2 is hit (intersected)
by at least one of the lines`i. Problem 2.1 is NP-hard even when all the line segments are horizontal with length 1 and their endpoints have i n tegral coordinates (see Proposition 6.2 below). Thus, we a r e interested here in approximation algorithms. The following proposition follows immediately from the famous K onig-Egerv ary theorem 3] and the fact the max-ow problem can be solved in polynomial-time: Proposition 2.2. The problem of hitting points in the plane with a minimum number of lines parallel to the axes can be solved i n p olynomial time.
Proof: Consider a graph G whose vertices correspond to all the straight lines passing through the given points and parallel to the axes. Let the edges of G correspond to the input points, so that a horizontal line and a vertical line that intersect at an input point correspond to adjacent v ertices in G. Obviously, G is bipartite. It is easy to see that Problem 2.1 is equivalent to nding a minimum vertex cover in G. I t i s w ell known (see 3]) that the latter can be solved in polynomial time as a maximum ow problem.
It is interesting to note that the same problem in R 3 is NP-hard (see Proposition 6.4 below).
We start with the case of line segments of equal lengths. For several of the propositions below w e omit the proofs. As a representative c a s e w e c hoose the following: Remark 2.4. If under the conditions of Proposition 2.3 we allow both horizontal and vertical segments then a performance ratio of at most 3 ; 1 K+1 can be guaranteed by t h e same algorithm. Problem 2.5. Find a minimum hitting set as in Problem 2.1, given that all the horizontal segments have the same length and all the vertical ones have the same length.
As already mentioned, Problem 2.5 is NP-hard. However, we h a ve Proposition 2.6. Problem 2.5 has a polynomial-time approximation algorithm whose performance r atio is at most 3.
Remark 2.7. If in Proposition 2.6 contains only horizontal segments then a performance ratio of 2 can be guaranteed since in that case a vertical line from the optimal solution can be replaced by t wo lines, whereas no horizontal lines have to be added. By symmetry, the same argument holds if all the segments are vertical.
Remark 2.8. We note that our approximation algorithms have the same guarantees of performance ratios in a more general case where hitting lines in di erent directions have di erent costs and one is asked to minimize the total cost of hitting lines. The validity o f this claim follows from the fact that in the proof we replace a line of the optimal solution by parallel lines for the solution of the approximating problems.
Our next development is an algorithm for segments of various lengths. For this case the nite guaranteed performance ratio depends on an upper bound on the length of segments. Proposition 2.9. If is a set of integral points and vertical and horizontal line segments of lengths between 1 and K then an approximate solution for Problem 2.1 with a performance r atio of at most 2dlog 2 Ke + 3 can be found in polynomial time. In view of Remark 3.2, we n o w consider the case where the slopes of the hitting lines are restricted to a given nite set of integer numbers. We note that a problem with rational slopes can be reduced to one with integral slopes. Problem 3.3. Given a collection = f 1 n g of horizontal unit segments in R 2 with integral endpoints and a nite set of integers S = fK 1 K s g (including the possibility o f K 1 = 1), nd the smallest number k and a set f`1 kg of straight l i n e s whose slopes are in S, s o t h a t e a c h j is hit by at least one of the lines`i.
Remark 3.4. Under the conditions of Problem 3.3, the corresponding point c o ver problem is NP-hard for s 3. The proof of this fact is similar to the one we g i v e in Proposition 6.4 for hitting in R 3 . Alternatively, the problem of hitting points in R 3 can be reduced by a careful projection to the point c o ver in R 2 with lines of three slopes. Fortunately, t h e point c o ver problem has a polynomial-time approximation algorithm with performance ratio s. T o see this, we recall a result from 5] and 1]. A s a n i n teger linear programming problem, the set covering problem is the following:
Minimize e T x subject to Ax e x 0 where A is a zero-one matrix and e = ( 1 1) T . Although the problem is NP-complete, it is possible to nd in linear time 1] a feasible solution z with e T z not greater than s times the optimum, where s is the largest number of 1's in any r o w o f A (in 5] the same level of approximation is obtained by rounding up an optimal solution of the linear programming relaxation of the problem). The proof is quite simple and we indicate it here for the sake of completeness. The algorithm selects a maximal set (with respect to inclusion) of mutually orthogonal rows of a i 1 a im of A. In the terminology of the set hitting problem (see Section 1) this corresponds to a maximal collection of disjoint subsets R i . Obviously, f o r a n y feasible solution x, e T x m since we h a ve t o h i t m disjoint sets. If we use all the members of the union of these sets R i then we get a hitting set since the collection is maximal. Speci cally, i f w e set x j = 1 for every j such t h a t a i j = 1 for some 1 m and x j = 0 otherwise, then x is a feasible solution and e T x sm. Proposition 3.5. There exists a polynomial-time approximation algorithm for Problem 3.3 with a performance r atio of at most (2 P dlog 2 jK j je+3 ) s where the sum is taken over the nite nonzero members of S.
Proof: If a line`of nite slope K i hits a certain set of horizontal unit segments, then there exists such a line which hits the same set of segments where at least one of the segments is hit at an endpoint. It follows that each segment is hit at a point where the x-coordinate is of the form q jK i j for some integer q. By this argument, there exists an optimal solution to the Problem 3.3 where each segment is hit at an x-coordinate of the form q K where K is the l.c.m. (least common multiple) of the nite nonzero members of S. W e n o w apply the idea of the proof of Proposition 2.9. Each segment w i l l b e represented by a point of the form q K where q is chosen to be congruent to 0 (mod 2 ) with the largest possible . The problem of covering the representative p o i n ts can be solved approximately in polynomial time, with a performance ratio of s (see Remark 3.4). The result then follows by the arguments in the proof of Proposition 2.9.
Hitting general sets in the plane
We n o w consider the problem of hitting general sets in the plane. However, we m a k e certain simplifying assumptions about the sets. Problem 4.1. Given a collection ; of compact and connected sets C 1 C n R 2 and a nite set of integers S = fr 1 r s g (;1 1] , nd the smallest number k and a set f`1 kg of straight lines whose slopes are in S, s o t h a t e a c h C j is hit by at least one of the lines`i.
Remark 4.2. The complexity of Problem 4.1 depends of course on the description of the sets C j . W e a r e i n terested in special cases where the sets C j are copies (more accurately, translates) of a xed nite number of types. For example, consider a special case where each C j is either a disk of radius 1 or a square of area 1 whose edges are parallel to the coordinate axes. In principle, for every xed nite set of types an approximation algorithm with a guaranteed nite performance ratio can be designed along the lines presented above. We rst construct a grid G of points in the plane so that each C j contains at least one point o f G. W e then represent each C j by a grid point p(C j ) and solve the point c o ver problem with the set ; 0 = fp(C j ) : j = 1 n g. The grid has to be chosen so as to satisfy the following conditions. There should exist a nite number K so that for every line`(whose slope is in S) there is a set of lines`0 1 0 K parallel tò , so that p(C j ) 2 S i`0 i for every C j such that C j \`6 = .
A more careful consideration reveals a simpli cation of the solution. Given the set of slopes S (see Problem 4.1), let us de ne for any s e t C R 2 a \closure" C with respect to S as follows. We omit the easy proof. As an example of an application of Proposition 4.3, consider the problem of hitting n given unit disks in the plane with a minimumnumber of lines parallel to the axes. It follows that this problem is equivalent to hitting unit squares whose edges are parallel to the axes. It can be easily seen, using the techniques presented so far, that the latter has a polynomial-time approximation algorithm with a performance ratio of at most 2. In fact, hitting n identical rectangles (whose edges are parallel to the axes) by lines parallel to the axes has a performance ratio of 2. In view of Proposition 4.3, we have the following: Proposition 4.4. The problem of hitting n copies (translates) of a compact connected set B R 2 with a minimum number of lines parallel to the axes has a polynomial-time approximation algorithm with a performance r atio of at most 2.
A generalization of the latter to the case of more than one type is obvious:
Proposition 4.5. The problem of hitting n sets, each of which is a copy (translate) of one of p compact connected sets B 1 B p R 2 with a minimum number of lines parallel to the axes has a polynomial-time approximation algorithm with a performance r atio of at most 2p.
Proof: First, we can replace each of the given sets by a rectangle and these rectangles will be of at most p distinct types. For each t ype we construct a grid of points from which representatives of rectangles of the type are chosen. A l i n è in an optimal solution of the problem can be replaced by at most two lines per type so that the resulting 2p lines cover all the representatives of rectangles covered by`.
Remark 4.6. In Proposition 4.5 we c a n a l l o w the hitting lines to have a n y t wo distinct slopes and not necessarily the ones parallel to the axes. If the number of permissible slopes is greater than 2 then we still get a nite performance ratio in polynomial time for any xed set of rational slopes. However, the ratio itself depends on the set of slopes and there does not seem to exist a uniform bound independent of the slopes themselves.
Yet another generalization is to disconnected sets. A nite performance ratio can be achieved in polynomial time for any xed set of rational slopes and a xed set of types. A more explicit result can be proven in terms of the number of connected components in the case of two slopes.
Proposition 4.7. Let B R 2 be any compact set consisting of q connected c omponents.
The problem of hitting n copies (translates) of B with a minimum number of lines parallel to the axes has a polynomial-time approximation algorithm with a performance r atio of at most 2q.
Proof: In view of Proposition 4.5, we can assume without loss of generality that each connected component o f B is a rectangle whose edges are parallel to the axes. Our approximation algorithm considers only two of the rectangles, namely, B x whose xdimension is maximal and B y whose y-dimension is maximal. For simplicity, suppose the units on the axes are equal to these maxima, respectively. N o w, for each c o p y C j of B, consider the corresponding copies of the rectangles B x and B y and denote them by C x j and C y j , respectively. It is easy to see that for every C j there exists at least one grid point p = p(C j ) = ( j j ) such that the line fx = j g intersects C x j and the line fy = j g intersects C y j . (If there is more than one such p o i n t c hoose the point w i t h smaller coordinates). Figure 3 depicts a set C consisting of three disjoint rectangles and its representative point. Note that here is another case where the representative points do not necessarily belong to the sets they represent. We n o w solve the point c o ver problem on the set of points p(C j ). We claim that this algorithm has a performance ratio of at most 2q. The proof is as follows. Consider a line`from an optimal solution. Suppose`is vertical (the case of a horizontal line is analogous). For each s e t C j which is hit by`, there is a certain connected component C 0 j of C j hit by`. W e classify these sets C j according to the connected component hit by`. F or all the sets in the same class there exist at most two lines parallel to`which c o ver all the representative points of members of the class. The number of classes is at most q.
Hitting in higher dimensions
Our approximation algorithms for hitting certain objects in the plane are based on the fact that minimum cover of points in the plane (by lines parallel to the axes) can be found in polynomial time. It is possible to extend the arguments relating the problems of hitting representative points and hitting objects to higher dimensions. However, unfortunately, the problem of hitting points in R 3 by lines parallel to the axes is NP-complete. We prove this fact in Section 6. On the other hand, the point c o ver problem can be formulated as a set covering problem (see Remark 3.4) and for every xed dimension the number of 1's per row is xed. This implies the existence of polynomial-time approximation algorithm with nite performance ratios for the point c o ver problem, on which w e can base such algorithms for hitting more general sets. The rst claim is: As in Sections 3 and 4, it is possible to extend this result to more general, not necessarily connected, compact sets and to directions other than parallel to the axes.
NP-completeness results
In this section we prove NP-hardness of two of the problems discussed in the paper. It is easy to check that three lines are both necessary and su cient t o i n tersect all the members of S. Moreover, any set of three such lines contains exactly one of lines fy = 2 g and fy = 3 g. The assignment of a truth-value to the variable corresponds the choice of one of these lines. The actual set S i representing u i is a translate of the set S, namely, S i = S + ( 8 i 4i) . Note that there is no vertical or horizontal line that intersects members of more than one of the sets S i . Thus, the presence of the line fy = 4 i + 2 g corresponds to u i being true whereas the presence of fy = 4 i + 3 g means u i is false. A clause E j is represented by a set of ve segments consisting of a pair T j = f 8n + 6 j + 2 ;2j ; 1] 8n + 6 j + 4 ;2j ; 2]g and a triple R j which depends on the structure of E j as we specify below. Note that there is no vertical or horizontal line that intersects members of more than one of the pairs T j . The triple R j is de ned as follows. Each literal of E j contributes one segment. The x-coordinates of the left-hand endpoints of the segments corresponding to x j y j and z j are 8n+6j +1 8n+6j +3 and 8n+6j+5, respectively. If a literal equals u i then the y-coordinate of the corresponding segment is equal to 4i+2. If it equals u i then this coordinate is equal to 4i+3. Figure 4 depicts a clause E j = u 1 _u 2 _ u 3 . It is easy to check that three lines are both necessary and su cient for hitting the ve segments in T j R j . Moreover, for any proper subset R 0 j R j , t wo lines are both necessary and su cient for hitting the segments in T j R 0 j . We leave it to the reader to verify that the set of clauses E 1 E m is satis able if and only if the set of segments we h a ve constructed can be covered in the sense discussed above b y 3 n + 2 m vertical or horizontal lines. The two c o vers of the set S i correspond to the assignment of truth-values to the variable u i . T h us, there are two sets, T i F i , each consisting of 1:5`lines, that cover the members of S i and we will refer to them as the \true" and the \false" lines of u i . W e choose the numerical values de ning the points in the sets S i , a (i) r b (i) r c (i) r (r = 1 , i = 1 n ) to be pairwise distinct with the following exceptions. We start the construction by representing each clause E j by a single point p j = ( j j j ). The coordinates of all these points will be pairwise distinct. We t h e n c hoose some of the coordinates of points in the sets S i subject to the following requirement. The pair ( j j ) will be associated with the literal x j , ( j j ) w i t h y j , and ( j j ) with z j . I f u i = x j then we set a (i) 4j ; 
