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We present an approach to computing the Darboux polynomials required in the Prelle{
Singer algorithm which avoids algebraic extensions of the constant eld, and describe a
partial implementation in REDUCE in which the leading terms of the polynomials are
obtained by a modied version of the method described by Christopher and Collins.
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1. Introduction
The Prelle{Singer procedure (Prelle and Singer, 1983) is a development of the Darboux
(1878) procedure for nding elementary rst integrals of two-dimensional polynomial
vector elds (P; Q) where P , Q 2 C[x; y]. Even if P , Q have coecients in Q, we may need
to introduce algebraic numbers (e.g. i,
p
2, etc) during the computations of the irreducible
Darboux polynomials fk required in step 2 of the Prelle{Singer procedure (Man, 1993)
or its generalized version (Man, 1994). (These polynomials are known under a large
number of other names: algebraic solutions (Darboux, 1878), integralgleichungen (Bruns,
quoted by Forsyth, 1900), sub-integrals (Forsyth, 1900), special polynomials (Bronstein,
1990), algebraic invariant curves (Schlomiuk, 1993b), special integrals of polynomial type
(Albrecht et al., 1996), eigenpolynomials (Man, 1994), and probably others. It is our
impression that the term \Darboux polynomial" is the one least likely to be used with
another meaning, and we therefore adopt it.) The appearance of these algebraic numbers
can be an obstacle in later steps of the procedure because the computations will then
be performed in an algebraic extension of Q, which can be dicult and time-consuming,
even though the extension may not be needed in the nal answer. This prompts the
question: is there a rational approach to computing the fk if P , Q 2 Q[x; y], in the sense
that the only algebraic extension computed is the minimal one needed to express the
answer?
We shall prove that such an approach exists in which we look for the fk over Q only,
and thus the computation over algebraic extensions of Q of the coecients ni in step 3
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or step 4 of the procedure can be avoided. Computationally speaking, it means we only
need to solve for the unknown coecients of the fi over Q (or Z) instead of C. Algebraic
extensions of Q only arise, in this approach, from the nal integration in the case where
no rational rst integral exists.
Working over C (or suitable extensions of Q), there is a way of determining the leading
homogeneous components of the prospective fk due independently to Christopher (Lloyd
and Pearson, 1993; Christopher, 1994) and (Collins, 1993a). We can adapt this method to
our rational approach, resulting in a procedure to obtain the leading terms which involves
operations over Z only. Thus we can give a partial implementation (in REDUCE) of our
rational approach to the Prelle{Singer procedure; its incompleteness lies in the fact that
we cannot, within the current standard REDUCE facilities, readily exclude irrational
coecients of lower-order terms in the fk. For example, one might ask: is it possible to
obtain only rational solutions of the equations for the remaining coecients by calling
solve in the current REDUCE system? Unfortunately, the answer is no because solve does
not, and cannot be forced to, return only the answers in Q,y and so its results would not
satisfy our requirements in some cases.z We shall describe our implementation of the new
approach and demonstrate how it works in comparison with the original Prelle{Singer
approach. We shall see that the new approach can solve eectively all the technically
dicult examples of polynomial type described in Man (1993).
Following the rst version of this paper, we were made aware of a number of inde-
pendent (re-)discoveries or proofs of the theoretical results we obtained or used. We are
therefore cautious about claiming to cite here the earliest or only sources. To keep this
paper self-contained we give proofs of all the points used in our implementation which
were not used previously.
2. Motivation
Here we motivate the idea of the rational approach, and set out the (rather natural)
conjectures we made concerning the existence of rational rst integrals and rational inte-
grating factors of a given polynomial vector eld over Q (some of which, we later found,
were already in the literature). In the next section, formal proofs of these propositions
will be given.
2.1. an example
Example 2.1. Given P = x2 + 1 and Q = x3 + x − xy, the derivation D is dened
as P @@x + Q
@
@y . If we look for irreducible Darboux polynomials (solutions of Df = fg)
over C, we obtain ff = x+ i, g = x− ig and ff = x− i, g = x+ ig for N = 1.x Notice
that the Darboux polynomials obtained are now over an algebraic extension of Q, namely
Q(i). Although the presence of the algebraic extension in this example does not cause
much diculty in the subsequent calculations, the extensions do in other cases. Now let
us restrict ourselves to looking for irreducible Darboux polynomials over Q (equivalently,
y For example, turning on the switch rational in REDUCE does not change the constant domain of
solve to Q .
z A full implementation of our rational approach should be possible in AXIOM, which allows domain
restrictions.
x N refers to the user-dened degree bound for the Darboux polynomials.
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over Z). We obtain ff = x2 +1; g = 2xg for N = 2. Solving n1(2x) = −(@P@x + @Q@y ) gives
us n1 = −12 and hence an integrating factor R = (x2 + 1)−1=2.
2.2. conjectures
Does this new approach always work? Believing it might, we formulated the conjectures
below. The rst two, which are not in fact new, are concerned with the question of
existence of rational rst integrals or rational integrating factors over Q, while the rest
are concerned with the irreducible Darboux polynomials to be computed in reality. By K
we denote a normal nite algebraic extension of Q.
Conjecture 2.1. If there is a rational rst integral with coecients in K, there is one
in Q(x; y).
Conjecture 2.2. If there is an integrating factor of the form R1=n, where n 2 Z and
R 2 K(x; y), there is one of the form S1=n, where S 2 Q(x; y).
Conjecture 2.3. If there is an irreducible Darboux polynomial fi 2 K[x; y], then there
is an irreducible Darboux polynomial f 2 Q[x; y] such that fi divides f over K.
Conjecture 2.4. If F 2 Q(x; y) is a rational rst integral and F contains fnii as a
factory over K, where fi are irreducible Darboux polynomials over K, then F contains fni
as a factor over Q, where f is an irreducible Darboux polynomial over Q, and fi divides f
over K.
Conjecture 2.5. If S1=n is an integrating factor, where S 2 Q(x; y), and S con-
tains fnii as a factor over K, where fi is an irreducible Darboux polynomial over K,
then S contains fni as a factor over Q, where f is an irreducible Darboux polynomial
over Q, and fi divides f over K.
Notice that the degree of the irreducible Darboux polynomials over Q may be larger
than over C, as illustrated in the example above; in fact, for a Darboux polynomial fi
over K, the corresponding f (as in Conjecture 2.3) will have a degree equal to the
sum of deg fi and the degree of the coecient eld extension over Q. This in principle
substantially worsens the complexity of the subsequent steps, but in practice the loss
here is outweighed by the gain from avoiding computations over K. We shall prove the
correctness of our conjectures in the next section and then give experimental results to
illustrate the eectiveness of such an approach.
3. Theoretical Results
Definition 3.1. Let k  K be elds. A eld automorphism  : K ! K is called a
k-automorphism if (a) = a for all a 2 k.
y We mean fnii is a factor of the numerator or the denominator of F , depending on ni > 0 or ni < 0.
34 Y.-K. Man and M. MacCallum
Definition 3.2. The Galois group of K over k is dened as G(K=k) = f j  is a
k-automorphism of Kg.y
Let P , Q 2 Q[x; y] and K be a normal nite algebraic extension of Q. Let G be the
Galois group of K over Q (so G is a nite group) and D = P @@x + Q
@
@y . The following
propositions assert, in more precise forms, the conjectures made in Section 2.2.
Proposition 3.1. If there exists an R 2 K(x; y), R =2 K such that DR = 0, then there
exists an S 2 Q(x; y), S =2 Q such that DS = 0.
Proof. Let a(z) =
Pm
n=0 anz
n, ai 2 Q(x; y), am = 1, be the minimal polynomial of R
over Q(x; y). Then we have
Da(z) =
m−1X
n=0
D(an)zn +
mX
n=1
nanz
n−1Dz:
Since a(R) = D(R) = 0, we have
0 =
m−1X
n=0
D(an)Rn:
Since the last expression is a polynomial in R with coecients in Q(x; y) and of degree
at most m − 1, we must have D(ai) = 0 for each i, otherwise it will contradict the
assumption that a(z) is of degree m. Now if ai 2 Q for each i then a(z) will be the
minimal polynomial of R over Q and hence R 2 K, which contradicts R =2 K. Therefore,
there exists at least one aj 2 Q(x; y) but aj =2 Q such that D(aj) = 0. This is the
required S. 2
The proof given here, and that of the next proposition, were supplied by M.F. Singerz.
However, we have found that a similar result and proof appear on p. 323 of Forsyth
(1900), the only (inessential) dierence being that his statement is in the context of
a proof of Bruns’ theorem on systems of n gravitationally interacting particles and is
therefore given for the case of a system of equations of the form y00i = Ai(x; y1; : : : ; yn).
We also note that an anonymous referee has pointed out to us that this proof and
that of the next proposition can be replaced by short derivations based on the fact (see
Kolchin, 1973, pp. 87 and 142) that linear (in)dependence of elements of a dierential
eld over constants is the same for all dierential elds containing those elements,
Proposition 3.1 suggests that one should rst look for a rational rst integral over Q.
If that fails then we look for an integrating factor. The next proposition asserts that this
too can be done over Q. We rst prove an auxiliary Lemma.
Lemma 3.1. If R1=n, where n 2 Z and R 2 K(x; y), is an integrating factor of the
1-form Qdx− P dy, then
DR
R
= −n(Px +Qy);
y For convenience, we shall simply use G to denote G(K=k) unless stated otherwise.
z Private communication.
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where D = P @@x +Q
@
@y , Px =
@P
@x and Qy =
@Q
@y .
Proof. Since R1=n is an integrating factor of Qdx− P dy, we have
@R1=nQ
@y
= −@R
1=nP
@x
;
which implies
@Q
@y
+
Q
n
@ logR
@y
= −@P
@x
− P
n
@ logR
@x
;
i.e.
DR
R
= −n(Px +Qy):
2
Proposition 3.2. Assume that if R 2 K(x; y) and DR = 0 then R 2 K.y If Qdx −
P dyz has an integrating factor of the form R1=n for some R 2 K(x; y), n 2 Z then it
has an integrating factor of the form S1=n for some S 2 Q(x; y).
Proof. Let R1=n, where R 2 K(x; y) and n 2 Z, be an integrating factor of the 1-form
Qdx− P dy. Using the above lemma, we have
DR
R
= −n(Px +Qy): (3.1)
Applying  2 G, the Galois group of K over Q, to both sides and summing over G, we
get X
2G
D(R)
R
= −nN(Px +Qy);
where N = jGj, the size of G, and R means the expression resulting from applying 
to each coecient of R. Letting S =
Q
2G R, we can rewrite the above equation as
DS
S
= −nN(Px +Qy): (3.2)
Now, using (3.1) and (3.2), we have
D

log
RN
S

= D(logRN )−D(logS) = ND(R)
R
− D(S)
S
= 0;
which implies
D

RN
S

= 0:
Since R
N
S 2 K(x; y), our hypothesis implies R
N
S 2 K. Let S = cRN for some c 2 K.
Write R =
Q
fnii , where ni 2 Z, fi 2 K[x; y] and fi is irreducible over K. Also, write
S =
Q
gmii , where mi 2 Z, gi 2 Q[x; y] and gi is irreducible over Q. We can assume that gi
y We assume that there is no rst integral in K(x; y) (and thus no rst integral in Q (x; y)).
z This is the 1-form associated with the autonomous system: _x = P (x; y) and _y = Q(x; y), where
P (x; y), Q(x; y) 2 C [x; y].
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are distinct and so relatively prime. Factorizing each gi in K[x; y], we have gi =
Q
gij ,
where gij 2 K[x; y] and gij are distinct and irreducible over K. Now we have
S =
Y
gmii =
YY
gij
mi
= c
Y
fnii
N
= cRN :
Therefore, unique factorizationy implies that N divides each mi and so we can write
S = SN for some S 2 Q(x; y). By (3.2), we have
D( S)
S
= D(logS1=N ) =
1
N
D(S)
S
= −n(Px +Qy);
which implies S1=n is the desired integrating factor with S 2 Q(x; y). 2
As well as supplying an alternative proof, as noted above, the anonymous referee drew
to our attention to the fact that Sit (1975) (see Lemmas 2.1 and 2.4 and Corollary 2.2
therein) had proved our Proposition 3.2 in that manner.
Proposition 3.3. If there exists an irreducible Darboux polynomial fi 2 K[x; y], then
there exists an irreducible Darboux polynomial f 2 Q[x; y] and fi divides f over K.
Proof. Since fi is an irreducible Darboux polynomial in K[x; y], 9 gi 2 K[x; y] such that
Dfi = figi. Let f =
Q
2Gi (fi), where Gi is the Galois group of the minimal normal
algebraic extension of Q required for expressing the coecients of fi. Then fi divides f
over K and f lies in Q[x; y] (since f is invariant under Gi). Also, f is irreducible over Q
due to our choice of Gi. Moreover, we have D((fi)) = (D(fi)) = (figi) = (fi)(gi),
where  2 Gi, and
D(f)
f
= D(log f) =
X D((fi))
(fi)
=
X
(gi);
so f divides Df . 2
Essentially the same proof applies for Darboux polynomials for more general dierential
systems, and this form has been given by Weil (1995a).
Proposition 3.4. If F 2 Q(x; y) is a rational rst integral and F contains fnii as a
factor over K, where fi are irreducible Darboux polynomials over K, then F contains fni
as a factor over Q, where f is an irreducible Darboux polynomial over Q.
Proof. Let Gi be the Galois group of the minimal normal algebraic extension of Q
required for expressing the coecients of fi. Since F 2 Q(x; y), F is invariant under any
 2 Gi. Let F = hfnii for some h 2 K[x; y]. Then F = (F ) = (h)(fi)ni , so (fi)ni
is also a factor of F for any  2 Gi. Let f =
Q
2Gi (fi). Then the arguments above
show that f is an irreducible Darboux polynomial over Q. Hence fni =
Q
2Gi (fi)
ni is
a factor of F over Q. 2
It is easy to see that we can prove the following proposition by the same argument
with F replaced by S, so we will not repeat the argument here.
y K[x; y] is a unique factorization domain (UFD).
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Proposition 3.5. If S1=n is an integrating factor, where S 2 Q(x; y), and S contains
fnii as a factor over K, where fi are irreducible Darboux polynomials over K, then S
contains fni as a factor over Q, where f is an irreducible Darboux polynomial over Q.
Remark. It is trivial to see that numerical denominators can be cleared so that Q can
be replaced by Z in the above results.
4. An Approach to Finding the Leading Terms
Darboux polynomials have recently featured in studies of two-dimensional autonomous
dynamical systems in the plane
_x = P (x; y); _y = Q(x; y);
where P;Q 2 C[x; y] (e.g. Schlomiuk, 1993a; Schlomiuk, 1993b; Lloyd and Pearson, 1993;
Collins, 1993a; Collins, 1993b; Christopher, 1994). The interest is focused on the existence
of algebraic invariant curves (AICs) of such a system, which are just solution curves f = 0
where f is an irreducible Darboux polynomial. The admission of AICs by a polynomial
vector eld is of interest for various reasons. For instance, it has been shown that, for
quadratic vector elds, the existence of a centrey is closely related to the admission of
various AICs of degree no higher than 3 (see, e.g., Schlomiuk, 1993a; Collins, 1993b).
The separatrix properties of AICs may be useful in other contexts e.g. some problems
concerned with solutions of Einstein’s eld equations in general relativity (see Hewitt,
1991).
In this context, Christopher (Lloyd and Pearson, 1993; Christopher, 1994)z and Collins
(1993b) independently found a method which restricts the possible leading terms of
Darboux polynomials. (Weil (1995a) has subsequently given an independent proof.) We
state this in Lemma 4.1.
Lemma 4.1. Given a two-dimensional system _x = P (x; y) and _y = Q(x; y), where P;Q 2
C[x; y], let n = maxfdegP;degQg, W (x; y) = xQ(x; y) − yP (x; y), and Wn+1 be the
terms of degree (n+ 1) in W . If Wn+1(x; y) 6= 0 and f(x; y) is an Darboux polynomial of
the given system, then the non-constant irreducible factors (over C) of the leading homo-
geneous component of f(x; y) (denoted by f+) are also non-constant irreducible factors
(over C) of Wn+1(x; y).
Proof. (Christopher) Since we are working over C, the irreducible factors are linear.
Suppose rx + sy, where we can without loss of generality take s 6= 0, is a linear factor
of f+ with multiplicity p so that f+ = (rx+ sy)p f . Then the highest-order terms in the
equation Df = fg are
p f(rPn + sQn)(rx+ sy)p−1 + (rx+ sy)p(Pn f;x +Qn f;y) = (rx+ sy)p fgn−1
where the subscripts n and n − 1 denote the terms of those degrees in the relevant
quantities. Since rx + sy and f are co-prime, rx + sy divides rPn + sQn: thus it also
divides x(rPn + sQn) = (rx+ sy)Pn + sWn+1 and hence divides Wn+1 2
y A centre is a critical point such that all integral curves in a suciently small neighbourhood are
closed.
z A summary of Christopher’s (1994) results can be found in Ye’s (1995) recent book (see pp. 474{475).
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This result says that if we factorize the polynomial Wn+1(x; y) over C, then we can
specify a priori the leading homogeneous components of the prospective Darboux polyno-
mials. But we may need to introduce algebraic numbers during factorization, for example
we would need to work over Q(
p
2) in order to split x2 − 2 into xp2. Diculties may
arise if Wn+1(x; y) is a high-degree polynomial. However, the result below, which is easier
to use in practice, follows easily (assuming the same notations as above).
Corollary 4.1. If P;Q 2 Z[x; y], Wn+1(x; y) 6= 0 and f(x; y) 2 Z[x; y] is a Darboux
polynomial, then the non-constant irreducible factors (over Z) of the leading homogeneous
component of f(x; y) divide Wn+1(x; y) (over Z).
Proof. If h(x; y) is a non-constant irreducible factor (over Z) of the leading homoge-
neous component of f(x; y), then each irreducible factor of h(x; y) over C is also an
irreducible factor of Wn+1(x; y), so h(x; y) must divide Wn+1(x; y). 2
We demonstrate how to use this Corollary with an example.
Example 4.1. For the ODE y dydx + y
2 + 4x(x + 1) = 0, we have P = y, Q = −y2 −
4x(x + 1), D = P @@x + Q
@
@y and Wn+1(x; y) = xQn − yPn = −x(4x2 + y2). Factorizing
Wn+1 over Z gives fx; 4x2 + y2g, neglecting the constant factors. So for degree N = 1,
there is only one possible Darboux polynomial to be tested, namely f = f1 + x, where f1
is an undetermined coecient, but f cannot divide Df (= y), so no Darboux polynomial
can be found in this case. Next try N = 2: we have two possible candidates, namely (1)
f = f1 +f2x+f3y+x2 and (2) f = f1 +f2x+f3y+4x2 +y2, where fi are undetermined
coecients. For (1), Df = −4f3x+f2y−4f3x2 +2xy−f3y2, and it is easy to see that f
cannot divide Df . For (2), Df = −4f3x + f2y − 4f3x2 − f3y2 − 8x2y − 2y3. Using the
division method (see Man, 1993), we can obtain f1 = f2 = f3 = 0 and f = 4x2 + y2, g =
−2y. Since there is only one g polynomial, we need to perform step 4 of the Prelle{Singer
procedure to try to nd an integrating factor R. Solving n1(−2y) = −(@P@x + @Q@y ) = 2y
implies n1 = −1 and R = 1=(4x2 + y2). Integrating, we can obtain the general solution
x+ 12 log(4x
2 + y2) = c, where c is an arbitrary constant.
Notice that if we follow the original Prelle{Singer approach, i.e. looking for Darboux
polynomials over C, we nd ff = 2ix + y; g = 2i + 2ix − yg and ff = −2ix + y; g =
−2i − 2ix − yg for N = 1, which would lead to the same integrating factor and of
course the same answer as before. Weil (1995a) noted that a further improvement can
be made by noting that the lowest-degree homogeneous component of W is similarly
divisible by the lowest-degree homogeneous component, f−, of f . This is of no help in
many cases, where f− is a constant, but in this example, W− = −(4x2 + y2) and it
follows immediately that this is a Darboux polynomial. (Further renements of this idea
will appear elsewhere.)
5. Some Comments
We now consider how the previous approach to the Prelle{Singer method (Man, 1993)
might compare with the modied approach in which we compute only Darboux polyno-
mials in Z[x; y], searching for such Darboux polynomials by taking the possible choices
of leading terms given by Corollary 4.1. The new approach has the following features.
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Table 1. The original Prelle{Singer approach.
N 1 2 3    n
max. no. of unknown coecients 2 5 9    n(n+3)
2
Table 2. The Christopher{Collins approach.
N 1 2 3    n
max. no. of unknown coecients 1 3 6    n(n+1)
2
1. For a given value of N and choice of leading terms, the number of unknown coe-
cients is less than or equal to the number of unknown coecients with the same N
and a given leading term in the previous approach. In the maximal case, there are
precisely N less unknown coecients to be considered. This fact can be seen from
Tables 1 and 2. It is oset by the fact that the number of choices of leading terms
in the Christopher and Collins’ approach may be greater than N + 1 (the number
of dierent leading terms to try in the original approach), but due to the exponen-
tial complexity of algorithms for solving sets of non-linear equations and the small
numbers of factors of Wn+1 in practical examples, there is usually a net gain.
2. We skip those values of N which are less than the smallest degree of the non-
constant irreducible factors of Wn+1 over Z, e.g. if Wn+1 = x2 + y2, then we do not
need to consider N = 1.
3. If Wn+1 contains only x or y, then we skip all those cases which would involve
both x and y in the leading homogeneous term of a possible candidate of a Darboux
polynomial.
4. We need to factorize Wn+1 over Z, which may be computationally expensive in
some cases.
5. Since we only consider Darboux polynomials over Z, the number of Darboux poly-
nomials obtained may be insucient for us to construct a rational rst integral in
the generalized sense of Man (1993), even if it exists;y thus we may have to carry
out the integrations in step 4 to obtain the answer.
6. The degree of the Darboux polynomials obtained will in general be higher than that
of those obtained by the original Prelle{Singer approach (e.g. see Example 2.1).
In Section 7, we shall provide some experimental results comparing the actual perfor-
mance of the new approach with the original Prelle{Singer approach.
y We will still get all strictly rational rst integrals, but will not obtain those involving non-integer
powers of the Darboux polynomials
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6. Implementation
It is easy to see that the new approach does not dier much from the original Prelle{
Singer approach|it only diers in the step of constructing the possible Darboux poly-
nomials with unknown coecients (i.e. step 1 inside the rst while-loop of the procedure
ps 1 or new ps 1 in Man (1993)). We can summarize our implementation of this partic-
ular step below:
1. compute Wn+1
2. factorize Wn+1 over Z
3. construct all possible leading homogeneous terms of Darboux polynomials of
degreey k and collect them in a set Sk.z
4. for each element in Sk do
(a) add the lower-order terms with unknown coecients to it
(b) proceed with the Prelle{Singer approachx as usual.
In implementing the third step here, we have used the strategy for speeding up the fac-
torization of homogeneous polynomials over Z proposed by Moritsugu and Goto (1989).
We have not implemented, or made any comparisons with, other possible strategies for
this step.
As we remarked in the Introduction, we have not yet enforced the constraint that
the trailing terms of the Darboux polynomials should have coecients in Q, so our
implementation of the improvements proposed above is still partial.
7. Comparison of Eciencies
The new approach has been implemented in REDUCE and experiments have been done
to test its computational eciency. We discover that the implemented program can solve
eectively all technically dicult problems of polynomial type mentioned in Table 11
in Man (1993) and those polynomial type examples taken from Murphy (1960) which
were unsolved within 10 minutes (real-time) using the original Prelle{Singer approach,
namely the Kamke (1959) examples k311 and k326, and the Murphy examples m640,
m680, m691 and m714. The dierences in timings between the new approach and the
original Prelle{Singer approach can be observed from Table 3 which contains a set of
15 examples. All tests are done interactively on a SUN SPARC-II workstation and the
timings are in terms of milliseconds. Those examples which a particular program failed
to solve within 10 minutes (real-time) are marked with an asterisk. The degree bounds
required in the new approach are given in the column N1 and those required in the
original Prelle{Singer approach are given in the column N2.
8. Conclusions and Perspectives
In this paper, we have shown that we can carry out the Prelle{Singer procedure with
purely rational computations (except for the nal integration step). The main idea is
y k has the same meaning as in ps 1 or new ps 1.
z For example, if Wn+1 is y(x2 + y2) then S1 = fyg, S2 = fy2; (x2 + y2)g and so on.
x That is, steps 2 and 3 inside the rst while-loop of the procedure ps 1 or new ps 1.
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Table 3. Comparison of eciencies.
Example N1 New approach N2 Original Prelle{Singer
k311 4 1870 1 *
k326 1 1530 1 *
k236 1 510 1 493
k148 1 629 1 986
k207 2 374 1 391
k138 2 680 1 544
k149 1 493 1 578
k150 1 425 1 340
k174 1 544 1 1020
k297 1 646 1 680
k305 4 1105 4 18581
m640 3 1224 1 *
m680 4 1326 1 *
m691 4 2380 1 *
m714 1 1751 1 *
to compute the Darboux polynomials over Q (or Z) instead of C. Although an ecient
implementation of this approach in REDUCE cannot be achieved by just calling top-level
commands like solve, we can obtain a partial rational approach via the recent results of
Christopher and Collins for estimating the leading homogeneous component of a Darboux
polynomial. This turns out to be an eective approach for computing solutions of ODEs of
polynomial type. The implemented program in REDUCE can solve all technically dicult
problems with polynomial coecients mentioned in Man (1993), which suggests that this
approach should be incorporated into the PSODE package. A further improvement can
be made by modifying the solve function in REDUCE to search only for integer roots of
a given system of algebraic equations. If that can be accomplished, then we will have a
complete rational approach. In addition, further theoretical research may be worth doing.
For example, it would be very useful if we could answer the following open problems (the
rst two also appeared in Collins (1993a)).
Problem 8.1. How can we estimate the lower-order terms of a prospective Darboux
polynomial for a given polynomial vector eld eectively?
The idea of Weil (see above) may be helpful here if f− is not constant. Moreover,
some techniques for nding Darboux polynomials for various special types of equation
or system (not necessarily rst order, but with restricted forms) or rst integrals of
more restricted form than we seek, are known (Albrecht et al., 1996; Codutti, 1992;
Sit, 1989; Weil, 1995b): indeed for second-order linear equations (equivalently, rst-order
Riccati equations) with rational coecients this has been combined with methods from
dierential Galois theory to great eect (Weil, 1995a; Ulmer and Weil, 1996).
Problem 8.2. If W (x; y) = 0 in Corollary 4.1, what general results concerning Darboux
polynomials may be deduced in this case?
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The only obvious point here is that for a given degree N , the leading term of the
possible g is known.
Problem 8.3. If the given vector eld contains transcendental function coecients, can
we still deduce results similar to Corollary 4.1?
On the positive side, replacement of C by a more general dierential eld in our main
theoretical results is direct, but on the negative side once we have more than two variables
to dierentiate things can become much more dicult, in that the integrating factor step
of Prelle{Singer is lost (cf. remarks in Weil, 1995a).
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