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Abstract
In this paper we look for periodic orbits for a Lagrangian system in a complete Riemannian manifold under the action of an
eventually unbounded potential. An upper bound on the fixed period is obtained by means of variational tools involving penalization
arguments and Morse theory.
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1. Introduction
In this paper we look for periodic orbits on a complete Riemannian manifold under the action of a potential which
grows at most quadratically. First of all, let us introduce some notations.
Here on, (M, 〈· , ·〉) denotes a connected finite-dimensional Riemannian manifold and d(· , ·) the distance canoni-
cally associated to the Riemannian metric onM.
Furthermore, fixed T > 0, let V : (x, s) ∈M × R → V (x, s) ∈ R be an at least C1 function which we assume
T -periodic in s.
Thus, onM we consider the problem
(1.1)
{
Dsx˙(s) + ∇xV (x(s), s) = 0 for all s ∈ [0, T ],
x(0) = x(T ), x˙(0) = x˙(T ),
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Our main result can be stated as follows.
Theorem 1.1. Let (M, 〈· , ·〉) be a smooth complete Riemannian manifold. For a fixed x0 ∈M, assume
(M1) there exists  > 0 such that
K(x) 0 if d(x, x0) ,
where K(x) = sup{K(π) | π ⊂ TxM}, with K(π) sectional curvature with respect to plane π ;
(M2) there exist a field K and an integer q > 2 dimM such that
(1.2)Hq
(
Λ(M),K) 
= {0},
where Λ(M) denotes the free loop space onM with the compact-open topology and Hq(· ,K) the qth group
of singular homology with coefficients in K.
Let V = V (x, s) be a C2 function which is T -periodic in s (T > 0) and satisfies
(V1) there exists λ ∈ R such that
lim sup
d(x,x0)→+∞
sup
v∈TxM,v 
=0
s∈[0,T ]
hessxV (x, s)[v, v]
〈v, v〉 < λ.
Then, if
(1.3)λT 2 < π2,
a solution of problem (1.1) exists and it is non-constant if integer q in (1.2) is large enough.
Clearly, when V ≡ 0, our result has to be consistent with previous ones about closed geodesics on non-compact
manifolds. On this topic, two of the main results are stated in [6,16]. More precisely, in [16, Theorem 3.3] Thor-
bergsson proves the existence of a closed geodesic on a non-contractible Riemannian manifoldM with non-negative
sectional curvature outside a compact set, which means to study the problem on a compact subset of M. Subse-
quently, in [6, Theorem 1.1], by means of variational tools Benci and Giannoni work on the whole manifoldM (up
to a non-trivial topology hypothesis, i.e., (M2)), so, they introduce a new “complementary” metric assumption, that is
(1.4)L = lim sup
d(x,x0)→+∞
K(x) 0 (fixed x0 ∈M).
Let us point out that condition (M1) is slightly stronger than (1.4). Indeed, (M1) implies (1.4), while, if L = 0 in (1.4)
then (M1) may fail. Nevertheless, (M1) holds if L < 0 in (1.4).
Anyway, a negative curvature assumption is needed. In fact, it is known that on complete Riemannian manifolds
of positive curvature closed geodesics may not exist (see [11]).
On the other hand, if V 
≡ 0 the existence of periodic orbits has already been studied both if potential V is bounded
(see [3] if M is compact and [1,8,15] if M is non-compact but with boundary) and if it is at most quadratic (see
[9,13]).
Here, we deal with a complete (possibly) unbounded manifoldM and an at most quadratic potential V . Our aim is
to prove Theorem 1.1 by using a variational approach as in [6]. But, in our setting, since potential V can be unbounded
we need assumption (M1), as condition (1.4) is too weak. Moreover, our result improves previous ones in [9,13] in
two different ways: firstly, all the hypotheses on V are ruled out up to (V1); secondly, condition (1.3) is significantly
weaker than their estimate on period T , i.e., 4λT 2 < 1.
Remark 1.2. In the case of non-autonomous systems, up to particular “behaviors” of potential V , there are not trivial
periodic orbits (i.e., constant solutions of (1.1)). On the other hand, if V = V (x) is independent of s, trivial periodic
orbits of problem (1.1) surely exist whenever V has critical points on M. Anyway, we can always avoid trivial
solutions taking q in (1.2) large enough (i.e., q > q¯ with q¯ as in (3.22)).
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growth). Indeed, by [5, Lemma 2.2] it follows that there exist μ, k ∈ R such that
(1.5)V (x, s) < λ
2
d2(x, x0) + μd(x, x0) + k for all (x, s) ∈M× R.
At any case, here on, without loss of generality, we will consider λ > 0 and μ = 0, that is,
(1.6)V (x, s) < λ
2
d2(x, x0) + k for all (x, s) ∈M× R
(cf. [7, Remark 3.3]).
Remark 1.4. In [7] the authors investigate the existence of solutions of the two-points problem related to the equation
in (1.1), i.e.,
(1.7)
{
Dsx˙(s) + ∇xV (x(s), s) = 0 for all s ∈ [0, T ],
x(0) = x1, x(T ) = x2
(fixed x1, x2 ∈M). In such a paper it has been proved that conditions (1.3) and (1.6) are enough in order to solve (1.7).
But, unluckily, such two hypotheses are not sufficient to prove the existence of periodic orbits solving (1.1). In fact,
in this case penalization arguments have to be used, and thus, stronger assumptions are needed in order to overcome
them.
Even more, it seems that (1.3) is not the best possible estimate of problem (1.1), as it was for the two-points
problem (1.7) (see [7, Example 3.6]). In fact, by using different hypotheses and techniques it has been proved that
problem (1.1) withM= RN has T -periodic orbits when λT 2 < 4π2 (see [2,10] and Remark 3.10). Finally, ifM 
=
R
N nothing is known about problem (1.1) when V grows more than quadratically.
2. Variational tools
Here on, if k ∈ N, k  1, H 1([0, T ],Rk) denotes the Hilbert space of the absolutely continuous curves whose
derivatives are square summable and
H 10
([0, T ],Rk)= {x ∈ H 1([0, T ],Rk) | x(0) = x(T ) = 0}.
Furthermore, H 1([0, T ],M) is the set of local H 1-curves contained in M equipped with a structure of infinite di-
mensional manifold modelled on H 1([0, T ],Rn), n = dimM. If M is smooth enough (at least C3) by the Nash
Imbedding Theorem it can be smoothly isometrically imbedded in some Euclidean space RN ; hence, H 1([0, T ],M)
can be identified with the submanifold of the curves of H 1([0, T ],RN) with support inM.
Define
Λ1(M) = {x ∈ H 1([0, T ],M) | x(0) = x(T )}.
It is known that Λ1(M) is a Riemannian submanifold of H 1([0, T ],M) equipped with the Riemannian structure
(2.1)〈v,w〉x =
T∫
0
〈Dsv,Dsw〉ds +
〈
v(0),w(0)
〉
for any x ∈ Λ1(M), v,w ∈ TxΛ1(M), where
TxΛ
1(M) = {v ∈ TxH 1([0, T ],M) | v(0) = v(T )}.
Clearly, if we define
(2.2)Zx =
{
v ∈ TxΛ1(M) | v(0) = v(T ) = 0
}
,
it is TxΛ1(M) = Zx ⊕ (Zx)⊥, where from (2.1) it is
(Zx)
⊥ = {w ∈ TxΛ1(M) | DsDsw = 0 for all s ∈ [0, T ]}.
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DsDsw = 0
is 2n-dimensional, n = dimM, we have
(2.3)dim(Zx)⊥  2n.
Moreover, Λ1(M) is complete ifM is complete, i.e., if it is a complete submanifold of Euclidean space RN (for
more details, see [12]).
In order to state the abstract critical point theorem we will use in the following (see Theorem 2.1 below), we recall
some basic definitions.
Let Λ be a C2 manifold modelled on a Hilbert space and F ∈ C2(Λ,R). We recall that the strict Morse index of a
critical point y¯ of F , denoted by m(y¯,F ), is the dimension of the maximal subspace of Ty¯Λ where the Hessian of F
is negative definite. The large Morse index of a critical point y¯ of F , denoted by m∗(y¯,F ), is the dimension of the
maximal subspace of Ty¯Λ where the Hessian of F is negative semidefinite.
A function F ∈ C1(Λ,R) satisfies the Palais–Smale condition in Λ if any (xm)m ⊂ Λ such that(
F(xm)
)
m
is bounded and lim
m→+∞F
′(xm) = 0
converges in Λ up to subsequences.
According to the definition in (M2), for any q ∈ N we set
Γq =
{
A ⊂ Λ | i∗
(
Hq(A,K)
) 
= {0}},
where i∗ is the induced map in homology by inclusion i :A → Λ.
The proof of Theorem 1.1 is based on the following result (see [6, Theorem 3.4] and references therein).
Theorem 2.1. Let F ∈ C2(Λ,R). Assume that
(i) for any critical point y of F , the Hessian hessF(y) defines a Fredholm operator of index 0;
(ii) F is bounded from below and satisfies the Palais–Smale condition;
(iii) Λ is complete or the sublevels of F are complete metric subspaces of Λ;
(iv) there exist q ∈ N and a field K such that
Hq(Λ,K) 
= {0}.
Then, there exists y¯, critical point of F , corresponding to the critical value
c = inf
A∈Γq
sup
y∈A
F(y)
and satisfying
m(y¯,F ) q m∗(y¯,F ).
Remark 2.2. Let us point out that previous defined manifold Λ1(M) is homotopically equivalent to free loop
space Λ(M), thus, they have the same homology groups (see [12, Theorem 1.2.10]). Whence, if (1.2) holds, for
the same q and K it is Hq(Λ1(M),K) 
= {0}.
3. Proof of Theorem 1.1
Here on, we shall consider on a Riemannian manifold (M, 〈· , ·〉) a C2 potential V = V (x, s) which is T -periodic
in s (T > 0).
Standard arguments show that the solutions of (1.1) are the critical points of functional
f (x) = 1
2
T∫
〈x˙, x˙〉ds −
T∫
V (x, s)ds on Λ1(M).0 0
112 R. Bartolo et al. / Differential Geometry and its Applications 24 (2006) 108–118If V is bounded from above, clearly f is bounded from below, but here we deal with potentials which can be un-
bounded; hence, two problems arise in the search of critical points of f :
• f may not be bounded from below;
• due to the periodicity of the problem and to the (possible) unboundedness of the manifold, f may not satisfy the
Palais–Smale condition (indeed, Palais–Smale unbounded sequences may exist).
In order to overcome these problems, we shall introduce a suitable penalization scheme which allows critical points
of f to be found. In fact, we shall apply Theorem 2.1 to the penalized functionals and, then, we will be able to find
critical points of f , i.e., solutions of (1.1).
Fixed x0 ∈M as in Theorem 1.1, let us consider a function U ∈ C2(M,R+) such that
(3.1)lim
d(x,x0)→+∞
U(x)
d2(x, x0)
= +∞
(such a function always exists and can be constructed onM by a regularization of the function d3(· , x0), for instance
by using a partition of unity).
Clearly, by (3.1) it follows that for all M > 0 a constant k1 > 0 exists such that
(3.2)U(x)Md2(x, x0) − k1 for all x ∈M.
Fixed any ε ∈ ]0,1], let ψε ∈ C2(R+,R+) be an increasing function such that
(3.3)ψε(σ ) =
{
0 if σ  1/ε,
σ if σ  1/ε + 1,
and ψε(σ ) σ for all σ  0. It is easy to check that
(3.4)ψε(σ )ψ1(σ ) for all σ  0 if ε  12 .
Define
(3.5)Uε(x) = ψε
(
U(x)
)
onM.
Obviously, it is ψε(σ ) σ − (1 + 1ε ) for all σ  0; hence,
(3.6)Uε(x)U(x) −
(
1 + 1
ε
)
for all x ∈M.
So, on Λ1(M) we consider the family of penalized functionals
(3.7)fε(x) = f (x) + Uε
(
x(0)
)
, ε ∈ ]0,1].
Clearly, (3.3) and (3.5) imply
(3.8)fε(x) f (x) for all x ∈ Λ1(M), ε ∈ ]0,1].
Remark 3.1. Reasoning as in [6, Remark 4.2], for all ε ∈ ]0,1] each critical point of fε is a closed solution of the
equation of (1.1), but not necessarily a periodic curve.
In order to apply Theorem 2.1 to perturbed functionals fε defined in (3.7), we have to prove some preliminary
lemmas.
Lemma 3.2. Assume (1.3) and (1.6) hold. Then, fixed ε ∈ ]0,1], there exist b0 = b0(λ,T ), b1 = b1(λ,T ), b2(ε) =
b2(λ,T , ε) strictly positive constants such that
(3.9)fε(x) b0‖x˙‖2 + b1d2
(
x(0), x0
)− b2(ε) for all x ∈ Λ1(M),
where ‖ · ‖ denotes the usual L2-norm.
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y˜(s) =
{∫ s
0 |x˙|dσ if s ∈ [0, s0]∫ T
s
|x˙|dσ if s ∈ ]s0, T ],
where s0 ∈ [0, T ] is such that y˜ is continuous, and thus, y˜ ∈ H 10 ([0, T ],R). So, we can consider
y(s) = y˜(s) + d(x(0), x0) for all s ∈ [0, T ].
Clearly, by definition it is
(3.10)
T∫
0
|y˙|2 ds = ‖x˙‖2 and d(x(s), x0) y(s) for all s ∈ [0, T ],
and, in particular, d(x(0), x0) = y(0). Furthermore, we have
(3.11)‖y˙‖2 = ‖˙˜y‖2 
(
π
T
)2
‖y˜‖2
((π/T )2 is the first eigenvalue of −d2/ds2 in H 10 ([0, T ],R)), while by Young inequality it follows
(3.12)‖y‖2 
(
T + 1
σ
)
y2(0) + (1 + σT )‖y˜‖2 for any fixed σ > 0.
By (1.3) a constant σ > 0 can be chosen so that
(3.13)λ(1 + σT ) <
(
π
T
)2
.
Hence, by (1.6) and (3.10)–(3.13) it follows
f (x) 1
2
‖x˙‖2 − λ
2
T∫
0
d2(x, x0)ds − kT  12‖y˙‖
2 − λ
2
‖y‖2 − kT
 1
2
‖ ˙˜y‖2 − λ
2
(1 + σT ) ‖y˜‖2 − λ
2
(
T + 1
σ
)
y2(0) − kT
 1
2
[
1 − λ(1 + σT )
(
T
π
)2]
‖ ˙˜y‖2 − λ
2
(
T + 1
σ
)
y2(0) − kT ;
so, there exists b0 = b0(λ,T ) > 0 such that
(3.14)f (x) b0 ‖x˙‖2 − λ2
(
T + 1
σ
)
d2
(
x(0), x0
)− kT for all x ∈ Λ1(M).
On the other hand, we can take a constant M > λ2 (T + 1σ ) and consider a suitable k1 > 0 such that (3.2) holds. Then,
fixed ε ∈ ]0,1], from (3.7), (3.6), (3.14) and (3.2), we have
fε(x) f (x) + U
(
x(0)
)−(1 + 1
ε
)
 b0‖x˙‖2 +
[
M − λ
2
(
T + 1
σ
)]
d2
(
x(0), x0
)− [kT +(1 + 1
ε
)
+ k1
]
,
i.e., (3.9) holds. 
Lemma 3.3. Assume (1.3) and (1.6) hold. Then, for any ε ∈ ]0,1] functional fε satisfies the Palais–Smale condition.
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(3.15)sup
m∈N
fε(xm)K, lim
m→+∞f
′
ε(xm) = 0.
Clearly, Lemma 3.2 and (3.15) imply that (xm)m is bounded in H 1([0, T ],RN); thus, there exists x ∈ H 1([0, T ],RN)
such that xm ⇀ x weakly in H 1([0, T ],RN) and xm → x uniformly in [0, T ] (up to subsequences). Moreover,
the completeness of M implies x ∈ Λ1(M) while by [4, Lemma 2.1] there exist two sequences (ξm)m, (νm)m ⊂
H 1([0, T ],RN) such that
ξm ∈ TxmΛ1(M), xm − x = ξm + νm for all m ∈ N,
ξm ⇀ 0 weakly and νm → 0 strongly in H 1
([0, T ],RN ).
Thus, standard arguments imply xm → x strongly in H 1([0, T ],RN). 
Fixed ε ∈ ]0,1], let xε ∈ Λ1(M) be a critical point of functional fε . Then, it results
hessfε(xε)[v, v] =
T∫
0
〈Dsv,Dsv〉ds −
T∫
0
〈Rx˙εvx˙ε, v〉ds
(3.16)−
T∫
0
hessx V (xε, s)[v, v]ds + hessUε
(
xε(0)
)[
v(0), v(0)
]
for all v ∈ TxεΛ1(M), where R is the Riemannian curvature tensor ofM (see, e.g., [6, Lemma 4.3]).
Thus, slight variants of the proof of [6, Lemma 4.4] allow us to obtain the following lemma.
Lemma 3.4. For any ε ∈ ]0,1] let xε be a critical point of fε . Then, hessfε(xε) defines a Fredholm operator of
index 0.
By Lemmas 3.2, 3.3, 3.4 and Remark 2.2, we can apply Theorem 2.1 and obtain the following result.
Proposition 3.5. Assume (M2), (1.3) and (1.6) hold. Then, if q satisfies (1.2), for any ε ∈ ]0,1] there exists a critical
point xε of fε corresponding to critical value
(3.17)cε = inf
A∈Γq
sup
x∈A
fε(x)
such that
(3.18)m(xε, fε) q m∗(xε, fε).
In order to complete the proof of Theorem 1.1, the last steps are “removing” the penalization on the critical points
found in Proposition 3.5 and avoiding the constant solutions. To this aim, we can state a particular version of Poincaré
inequality on a Riemannian manifold and can give an estimate of the large Morse index of the constant critical points
of penalized functionals fε .
Lemma 3.6. Given a curve x ∈ Λ1(M), it is
(3.19)
T∫
0
〈Dsv,Dsv〉ds 
(
π
T
)2 T∫
0
〈v, v〉ds for all v ∈ Zx,
with Zx defined as in (2.2).
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we can write v(s) ∈ Tx(s)M as
v(s) =
n∑
i=1
ai(s)ei(s) for all s ∈ [0, T ]
for suitable coefficients {ai(s)}ni=1 and, since {ei(s)}ni=1 is orthonormal, we have
〈
v(s), v(s)
〉= n∑
i=1
a2i (s).
On the other hand, taking into account that {ei}ni=1 is parallel along x = x(s), for all s ∈ [0, T ] we have
Dsv(s) =
n∑
i=1
a˙i (s)ei(s),
and thus,
〈
Dsv(s),Dsv(s)
〉= n∑
i=1
a˙2i (s).
In particular, if v ∈ Zx then (a1, . . . , an) belongs to H 10 ([0, T ],Rn). Therefore, the proof of (3.19) reduces to show
T∫
0
n∑
i=1
a˙2i ds 
(
π
T
)2 T∫
0
n∑
i=1
a2i ds,
which is true for all (a1, . . . , an) ∈ H 10 ([0, T ],Rn) as (π/T )2 is the first eigenvalue of −d2/ds2 in H 10 ([0, T ],Rn). 
Lemma 3.7. If (V1) holds, an integer q¯  2n exists such that if xε ≡ x¯, x¯ ∈M, is a constant critical point of fε ,
ε ∈ ]0,1], then it must be
(3.20)m∗(x¯, fε) q¯.
Proof. Firstly, let us remark that (V1) implies the existence of a suitable λ¯ λ such that
(3.21)hessx V (x, s)[v, v] λ¯〈v, v〉 for all (x, s) ∈M× [0, T ], v ∈ TxM.
On the other hand, it is well known that − d2ds2 in H 10 ([0, T ],Rn) has simple eigenvalues λk = ( kπT )2 (k  1), thus, an
integer k¯ exists such that λk¯  λ¯. Take
(3.22)q¯ = 2n + k¯
and
Hk¯ = span{ξ1, . . . , ξk¯} in H 10
([0, T ],Rn),
with ξk eigenfunction corresponding to λk . Clearly, H 10 ([0, T ],Rn) = Hk¯ ⊕ (Hk¯)⊥ and for all (a1, . . . , an) ∈ (Hk¯)⊥ it
is
(3.23)
T∫
0
n∑
i=1
a˙2i ds  λk¯+1
T∫
0
n∑
i=1
a2i ds.
Moreover, as xε ≡ x¯ is constant, we can fix an orthonormal basis {ei}ni=1 in Tx¯M such that
v(s) =
n∑
ai(s)ei for all s ∈ [0, T ], v ∈ Tx¯Λ1(M).
i=1
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Hk¯ (x¯) =
{
v ∈ Zx¯ | v(s) =
n∑
i=1
ai(s)ei with (a1, . . . , an) ∈ Hk¯
}
,
with Zx¯ as in (2.2), by (3.23) it is
(3.24)
T∫
0
〈Dsv,Dsv〉ds  λk¯+1
T∫
0
〈v, v〉ds for all v ∈ (Hk¯(x¯))⊥;
whence, (3.16) (with x˙ε ≡ 0, v(0) = 0), (3.21) and (3.24) imply
hessfε(x¯)[v, v] =
T∫
0
〈Dsv,Dsv〉ds −
T∫
0
hessx V (x¯, s)[v, v]ds  (λk¯+1 − λ¯)
T∫
0
〈v, v〉ds > 0
for all v ∈ (Hk¯(x¯))⊥ \ {0}. Hence, by
Tx¯Λ
1(M) =Hk¯(x¯) ⊕
(Hk¯(x¯))⊥ ⊕ (Zx¯)⊥
with dimHk¯(x¯) = dimHk¯ = k¯, (2.3) and (3.22) implies
m∗(x¯, fε) q¯. 
Proof of Theorem 1.1. Let q ∈ N be as in (M2). Fixed ε ∈ ]0,1] by Proposition 3.5 a critical point xε of fε exists
such that (3.17) and (3.18) hold. According to Remark 3.1 we already know that each xε is a closed curve which
solves the equation in (1.1), but we want to prove that, for ε sufficiently small, it is a periodic orbit, too. To this aim,
it is enough to prove that M1 > 0, ε¯ ∈ ]0,1] exist such that for all ε ∈ ]0, ε¯] it is
(3.25)sup
s∈[0,T ]
d
(
xε(s), x0
)
M1.
Indeed, if (3.25) holds, (3.3) and (3.5) imply the existence of ε¯1  ε¯ such that for all ε ∈ ]0, ε¯1] it is
U ′ε
(
xε(0)
)[
v(0)
]= 0 for all v ∈ TxεΛ1(M);
hence, xε is a critical point of f which solves (1.1).
Now, in order to prove (3.25), arguing by contradiction assume that there exists (εm)m ⊂ ]0,1], εm ↘ 0, and a
sequence (xm)m ⊂ Λ1(M) such that xm ≡ xεm is a critical point of fm ≡ fεm satisfying (3.17), (3.18) and
(3.26)lim
m→+∞ sups∈[0,T ]
d
(
xm(s), x0
)= +∞.
In these assumptions we claim that
(3.27)lim
m→+∞ mins∈[0,T ]d
(
xm(s), x0
)= +∞.
In fact, without loss of generality, we can assume that
(3.28)min
s∈[0,T ]d
(
xm(s), x0
)= d(xm(0), x0) for all m ∈ N.
From one hand, since the singular homology has compact support, a compact subset C ∈ Γq exists; thus, by (3.4)
and (3.17) we have
(3.29)+∞ > supf1(C) supfε(C) fε(xε) for all ε ∈ ]0,1/2].
On the other hand, if (‖x˙m‖)m is bounded, then (3.27) follows by (3.26); while, if (‖x˙m‖)m diverges positively (up to
subsequences), then (3.27) follows by (3.8), (3.14), (3.29) and assumption (3.28).
Now, we want to estimate the large Morse index of xm taking into account that (3.27) holds.
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is large enough, assumption (M1), [14, Lemma 3.39] and (3.27) give
T∫
0
〈Rx˙mvx˙m, v〉ds  0 for all v ∈ TxmΛ1(M);
so, for all v ∈ Zm, by (3.16), (V1) and Lemma 3.6 it follows
hessfm(xm)[v, v]
T∫
0
〈Dsv,Dsv〉ds −
T∫
0
hessx V (xm, s)[v, v]ds 
[(
π
T
)2
− λ
] T∫
0
〈v, v〉ds.
Thus, assumption (1.3) gives
hessfm(xm)[v, v] > 0 for all v ∈ Zm \ {0},
which implies
m∗(xm,fm) dim(Zm)⊥.
Whence, by (2.3) it is m∗(xm,fm) 2n, in contradiction with (3.18) as q > 2n.
Finally, if q > q¯ in (1.2) (q¯ as in (3.22)) then from Lemma 3.7 the found solution is non-constant, since, otherwise,
(3.20) contradicts (3.18). 
Remark 3.8. If potential V has an at most linear growth (i.e., it is λ = 0 in (1.5)), condition (1.3) is trivial for all
T > 0 and Proposition 3.5 still holds (with a simpler proof of Lemma 3.2). However, we cannot avoid hypothesis (V1)
since it is needed in Lemma 3.7 and in the last part of the proof of Theorem 1.1.
Example 3.9. Let us consider the classical one-dimensional harmonic oscillator
(3.30)
{
x¨(s) + λx(s) = 0 for all s ∈ [0, T ],
x(0) = x(T ), x˙(0) = x˙(T ).
By solving explicitly (3.30) it is possible to show that it admits non-trivial solutions if and only if it is λT 2 = 4k2π2
(k ∈ Z). On the contrary, for all the other values of T there exist only closed non-periodic orbits. In this example
Theorem 1.1 does not apply since condition (M2) fails.
Remark 3.10. Let us point out that, in the study of two-points problem (1.7), if x is a curve joining the two fixed
points, then each tangent vector v is such that v(0) = v(T ) = 0. Thus, inequality (3.19) is always satisfied and ( π
T
)2
is the best constant as it is the first eigenvalue of −d2/ds2 with Dirichlet boundary conditions. Instead, the first
non-trivial eigenvalue of −d2/ds2 with periodic boundary conditions is ( 2π
T
)2; hence, maybe, estimate (1.3) can be
improved but not by using the family of penalized functionals defined in (3.7).
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