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Abstract. Handling inconsistency is an inherent part of decision mak-
ing in traditional agri-food chains – due to the various concerns in-
volved. In order to explain the source of inconsistency and represent
the existing conflicts in the ontological knowledge base, argumentation
theory can be used. However, the current state of art methodology does
not allow to take into account the level of significance of the knowledge
expressed by the various ontological knowledge sources. We propose
to use preferences in order to model those differences between formu-
las and evaluate our proposal practically by implementing it within the
INRA platform and showing a use case using this formalism in a bread
making decision support system.
1 Introduction
Querying several heterogeneous data sources while taking into account the ontologi-
cal information [20] received recently growing interest both from academia and from
industry. In many societal oriented programs, the need for logic reasoning becomes im-
perative in order to both provide sound scientific recommendations and capitalise on
expert knowledge.
Let us consider the platform developed in the French Institute for Research in
Agronomy (INRA) to link agronomy insights with socio-economic developments and
behaviour of various stakeholders involved (farmers, consumers, biologists, industrial
partners etc.). It aims at identifying ways and solutions to maintain the quality of pro-
duction and satisfy the needs of the users, while limiting the environmental impact (see
e.g. the MEANS initiative1). The long-term ambition is to homogeneously integrate
information from different sources, namely the regional production practices, market
organization at local, national and international levels, and along the agri-food chains.
In practical applications such as the one described above, the knowledge obtained
by the union of several sources is inconsistent. Different inconsistency methods have
been devised in order to reason with such knowledge. Recently proposed, [9, 19] in-
vestigate inconsistency tolerant semantics. Argumentation theory [17] is another well-
known method for dealing with inconsistent knowledge [6, 1, 23]. It not only allows
1 http://www6.inra.fr/means eng/
to resolve inconsistency; furthermore, the reasons why certain formulas are not com-
patible can be highlighted and presented to a user in form of arguments. This intuitive
knowledge representation is of great interest when the output of the system is to be ex-
plained to end-users. Logic-based argumentation [8] considers constructing arguments
from inconsistent knowledge bases, identifying attacks between them and selecting ac-
ceptable arguments and their conclusions. The logic-based argumentation ontological
instantiation using the Datalog+/- family of languages has already shown the practical
interest in using argumentation for query answering explanation in OBDA [3, 4].
While argumentation-based techniques have already been successfully applied in
agronomy (for instance in traditional agri-food chains [26] or packaging conception
[25]) the current state of art methodology does not allow to take into account the degree
of significance of the knowledge expressed by the various knowledge sources. In the
INRA platform handling preferences is fundamental, since not all participants provide
information of equal importance, regarding the scope, priority and urgency of the is-
sues considered. Such handling needs to be generic: presupposing a total order (or any
property) of the preference relation would induce some loss of generality that will limit
the practical applicability.
The research task of this paper is to define the first preference-based argumentation
system that works with inconsistent ontologies and apply it and evaluate it in a bread
conception scenario within INRA. We demonstrate the expressivity gain of our approach
and provide a preliminary evaluation relying on domain experts. We also evaluate our
proposal theoretically by showing that there is a full correspondence between the results
obtained by using the newly proposed argumentation formalism and those obtained by
applying existing works in ontological base query answering.
2 Practical Scenario
The case of study considered in this paper relates to the debate that followed a recom-
mendation of the French Ministry for Health within the framework of the PNNS pro-
gram (“National Program for Nutrition and Health”). This recommendation concerns
the ash content (mineral matter rate) in flour used for common French bread. Various
actors of the agronomy sector are concerned, in particular the millers, the bakers, the
nutritionists and the consumers.
The PNNS recommends to privilege the whole-grain cereal products and in par-
ticular to pass to a common bread of T80 type, i.e made with flour containing an ash
content of 0.8%, instead of the type T65 (0.65%) currently used. Increasing the ash con-
tent comes down to using a more complete flour, since mineral matter is concentrated
in the peripheral layers of the wheat grain, as well as a good amount of components
of nutritional interest (vitamins, fibers). However, the peripheral layers of the grain are
also exposed to the phytosanitary products, which does not make them advisable from
a health point of view, unless one uses organic flour.
Other arguments, of various nature, are in favour or discredit whole-grain bread.
From an organoleptic point of view for example, the bread loses out in its “being
crusty”. From a nutritional point of view, the argument according to which the fibers are
beneficial for health is discussed, since some fibers could irritate the digestive system.
From an economic point of view, the bakers fear selling less bread, because whole-grain
bread increases satiety – which is beneficial from a nutritional point of view, for the reg-
ulation of the appetite and the fight against food imbalances and pathologies. However
whole-grain bread requires also less flour and more water for its production, thus reduc-
ing the cost. The millers also fear a decrease in the technicity of the processing methods
used in the flour production.
In this paper we will explain how the level of significance of the available infor-
mation, expressed using the preference relation, can be usefully exploited to provide a
priorization of possible decisions, an essential feature of decision support, which was
not the case before.
3 Knowledge Representation
We consider here the well known rule-based Tuple-Generating Dependencies (Datalog+/-
) family of languages that generalise certain subsets of Description Logics [5, 14]. Here
we restrict ourselves to Datalog+/- classes where the skolemised chase is finite (Finite
Expansion Sets).
We consider the positive existential conjunctive fragment of first-order logic, de-
noted by FOL(^,9), which is composed of formulas built with the connectors (^;!)
and the quantifiers (9;8). We consider first-order vocabularies with constants but no
other function symbol. A term t is a constant or a variable, different constants represent
different values (unique name assumption), an atomic formula (or atom) is of the form
p(t1; :::; tn) where p is an n-ary predicate, and t1; :::; tn are terms. A ground atom is an
atom with no variables. A variable in a formula is free if it is not in the scope of a quan-
tifier. A formula is closed if it has no free variable. We denote by X (with a bold font) a
sequence of variablesX1; ::; Xk with k  1. A conjunct C[X] is a finite conjunction of
atoms, where X is the sequence of variables occurring in C. Given an atom or a set of
atoms A, vars(A), consts(A) and terms(A) denote its set of variables, constants and
terms, respectively.
An existential rule (rule) is a first-order formula of the form r = 8X8Y(H[X;Y]) !
9ZC[Z;Y], with vars(H) = X [ Y, and vars(C) = Z [ Y where H and C are con-
juncts called the hypothesis and conclusion of R, respectively. We denote by R =
(H;C) a contracted form of a rule R. An existential rule with an empty hypothesis is
called a fact. A fact is an existentially closed (with no free variable) conjunct.
We recall that a homomorphism  from a set of atoms A1 to a set of atoms A2 is a
substitution of vars(A1) by terms(A2) such that (A1)  A2. Given two facts f and
f 0 we have f j= f 0 iff there is a homomorphism from f 0 to f , where j= is the first-order
semantic entailment.
A rule r = (H;C) is applicable to a set of facts F iff there exists F 0  F such that
there is a homomorphism  from H to the conjunction of elements of F 0. If a rule r is
applicable to a set F , its application according to  produces a set F [ f(C)g. The
new set F [ f(C)g, denoted also by r(F ), is called immediate derivation of F by r.
A negative constraint is a first-order formula n = 8X H[X] !? where H[X] is
a conjunct called hypothesis of n and X the sequence of variables appearing in the
hypothesis.
Knowledge base. A knowledge base K = (F ;R;N ) is composed of a finite set of
facts F , a finite set of existential rulesR and a finite set of negative constraints N .
R-derivation. Let F  F be a set of facts andR be a set of rules. AnR-derivation
of F in K is a finite sequence hF0; :::; Fni of sets of facts s.t F0 = F , and for all
i 2 f0; :::; ng there is a rule ri = (Hi; Ci) 2 R and a homomorphism i fromHi to Fi
s.t Fi+1 = Fi [ f(Ci)g. For a set of facts F  F and a query Q and a set of rulesR,
we say F;R j= Q iff there exists anR-derivation hF0; :::; Fni such that Fn j= Q.
Closure. Given a set of facts F  F and a set of rulesR, the closure of F with re-
spect toR, denoted by ClR(F ), is defined as the smallest set (with respect to) which
contains F and is closed under R-derivation. The tractability conditions of the consid-
ered rule-based language rely on different saturation (chase) methods. For algorith-
mic considerations, there are well known studied tractable fragments of Datalog+/-
(such as weakly-acyclic rule sets) that function with respect to the skolemised chase.
By considering the skolemised chase and the finite fragments of Datalog+/- ClR(F ) is
unique (i.e. universal model).
Finally, we say that a set of facts F  F and a set of rulesR entail a fact f (and we
write F;R j= f ) iff the closure of F by all the rules entails f (i.e. ClR(F ) j= f ).
Given a knowledge base K = (F ;R;N ), a set F  F is said to be inconsistent iff
there exists a constraint n 2 N such that F j= Hn, where Hn is the hypothesis of the
constraint n. A set of facts is consistent iff it is not inconsistent. A set F  F is R-
inconsistent iff there exists a constraint n 2 N such that ClR(F ) j= Hn. A set of facts
is said to be R-inconsistent iff it is not R-consistent. A knowledge base (F ;R;N ) is
said to be inconsistent iff F isR-inconsistent.
Example 1. Following the scenario use case of the paper, let us considerK = (F ;R;N )
where:
– F contains the following facts:
  F1 = Bread(bleuette) ^ ContaminantFree(bleuette)
  F2 = 9 e ExtractionRate(e,bleuette)
  F3 = 9 f (FiberContent(f,bleuette) ^ High(f))
– R consists of the following rules:
  R1 = 8 x,y (Bread(x) ^ ExtractionRate(y,x) ^ PesticideFree(x)!Moderate(y))
  R2 = 8 x,y,z (Bread(x) ^ ExtractionRate(y,x) ^ FiberContent(z,x) ^ High(z)!
Intensive(y))
  R3 = 8 x (Bread(x) ^ ContaminantFree(x)
! PesticideFree(x) ^MycotoxinFree(x))
– N contains the following negative constraint:
  N = 8 x (Intensive(x) ^Moderate(x))!?
K is inconsistent since (F ;R) j= N . Indeed, F1 and R3 allow to deduce Pesti-
cideFree(bleuette). Combined to F2 and R1 we obtainModerate(e). F1, F2, F3 and R2
deduce Intensive(e), violating the negative constraint N .
Note that (like in classical logic), if a knowledge base K = (F ;R;N ) is incon-
sistent, then everything is entailed from it. A common solution for knowledge bases
where preferences are not considered [9, 19] is to construct maximal (with respect
to set inclusion) consistent subsets of facts. In this finite chase case there is a finite
number of such sets. They are called repairs and denoted by Repair(K) defined:
Repair(K) = fF 0  F j F 0 is maximal for
 R-consistent setg.
In Example 1, we have the following repairs: fF1; F2g, fF2; F3g and fF1; F3g.
3.1 Argumentation
We first define the notion of an argument. For a set of formulae G = fG1; : : : ; Gng,
notation
V
G is used as an abbreviation for G1 ^ : : : ^Gn.
Definition 1. Given a knowledge baseK, an argument a is a tuple a = (F0; F1; : : : ; Fn)
where:
– (F0; : : : ; Fn 1) is a derivation sequence with respect to K
– Fn is an atom, a conjunction of atoms, the existential closure of an atom or the
existential closure of a conjunction of atoms such that Fn 1 j= Fn.
Example 2 (Example 1 Cont.). As an example of an argument, built with F1 and R3,
consider a = (fBread(bleuette) ^ ContaminantFree(bleuette)g;
fBread(bleuette) ^ ContaminantFree(bleuette);
P esticideFree(bleuette) ^MycotoxinFree(bleuette)g;
P esticideFree(bleuette)).
This is a natural way to define an argument when dealing with ontological rule-
based languages, since this way, an argument corresponds to a derivation.
To simplify the notation, from now on, we suppose that we are given a fixed knowl-
edge baseK and do not explicitly mentionF ,R,N if not necessary. Let a = (F0; :::; Fn)
be an argument. Then, we denote Supp(a) = F0 and Conc(a) = Fn. Let S  F a set
of facts, Arg(S) is defined as the set of all arguments a such that Supp(a)  S. Note
that the set Arg(S) is also dependent on the set of rules and the set of constraints,
but for simplicity reasons, we do not write Arg(S;R;N ) when it is clear to which
K = (F ;R;N ) we refer. Finally, let E be a set of arguments. The base of E is defined
as the union of the argument supports: Base(E) = Sa2E Supp(a).
Arguments may attack each other, which is captured by a binary attack relation
Att  Arg(F)Arg(F). Recall that the repairs are the subsets of F while the setR is
always taken as a whole. This means that the authors of the semantics used to deal with
an inconsistent ontological KB envisage the set of facts as inconsistent and the set of
rules as consistent. When it comes to the attack relation, this means that we only need
the so called “assumption attack” since, roughly speaking, all the inconsistency “comes
from the facts”.
Definition 2. Let K be a knowledge base and let a and b be two arguments. The argu-
ment a attacks argument b, denoted (a; b) 2 Att, if and only if there exists ' 2 Supp(b)
such that the set fConc(a); 'g isR-inconsistent.
Please note that this attack relation is not symmetric.
Definition 3. Given a knowledge base K, the corresponding argumentation framework
AFK is (A = Arg(F); Att) where A is the set of arguments that can be constructed
from F and Att is the corresponding attack relation as specified in Definition 2. Let
E  A and a 2 A. We say that E is conflict free iff there exists no arguments a; b 2 E
such that (a; b) 2 Att. E defends a iff for every argument b 2 A, if we have (b; a) 2 Att
then there exists c 2 E such that (c; b) 2 Att. E is admissible iff it is conflict free and
defends all its arguments. E is a complete extension iff E is an admissible set which
contains all the arguments it defends. E is a preferred extension iff it is maximal (with
respect to set inclusion) admissible set. E is a stable extension iff it is conflict-free and
for all a 2 AnE , there exists an argument b 2 E such that (b; a) 2 Att. E is a grounded
extension iff E is a minimal (for set inclusion) complete extension. For an argumentation
framework AS = (A; Att) we denote by Extx(AS) (or by Extx(A; Att)) the set of
its extensions with respect to semantics x. We use the abbreviations c, p, s, and g for
respectively complete, preferred, stable and grounded semantics.
4 Preference Handling
A preference based knowledge base is a 4-tuple K = (F ;R;N ;) composed of four
finite sets of formulae: a set F of facts, a setR of rules, a setN of constraints and a set
 of preferences. The preference relation  is defined over the facts F ( F  F).
We put no constraints on the preference relation except that it has to be reflexive and
transitive.
Example 3. Let us consider the following preference-based knowledge base from the
scenario use case:
– F contains the following facts:
  F1 = ExtractionRate(T65,bleuette)
  F2 = Bread(p) ^ ExtractionRate( ,p) ^Moderate( )
  F3 = Bread(p) ^ SaltAdjunction(s,p) ^ Reduced(s)
  F4 = Bread(p) ^ ExtractionRate( ,p) ^ Intensive( )
  F5 = Bread(p) ^ Crusty(p) ^ SaltAdjunction(s,p) ^Maintained(s)
– R consists of the following rules:
  R1 = 8 x,y (Bread(x) ^ ExtractionRate(y,x) ^Moderate(y)! Digestible(x))
  R2 = 8 x,z (Bread(x) ^ SaltAdjunction(z,x) ^ Reduced(z)
! LowSalt(x))
  R3 = 8 x,y (Bread(x) ^ ExtractionRate(y,x) ^Moderate(y)! PesticideFree(x))
  R4 = 8 x,y (Bread(x) ^ ExtractionRate(y,x) ^ Intensive(y)! HighFiber(x))
  R5 = 8 x,z (Bread(x) ^ Crusty(x) ^ SaltAdjunction(z,x) ^ Maintained(z) !
ConsumerFriendly(x))
– N contains the following negative constraints:
  N1 = 8 x (Intensive(x) ^Moderate(x))!?
  N2 = 8 x (Reduced(x) ^Maintained(x))!?
–  is defined by the experts as follows:
F3 and F4 express nutritional concerns, F2 expresses a sanitary concern, F5 a sen-
sorial concern, while F1 is neutral.
In the PNNS programme recommendation, nutritional concerns take priority over
sanitary ones, which take priority over sensorial ones.
The preference relation  is thus defined by:
F3  F4 > F2 > F5, while F1 is incomparable with the other facts.
The preferences on the facts are used to refine the set of repairs of an inconsis-
tent knowledge base. They specify different criteria allowing to select only some of the
repairs. We consider here three notions introduced by Staworko et al. [24]: locally op-
timal, Pareto optimal and global optimal. The locally optimal notions ensures that it is
not possible to obtain a better set by exchanging one of its formulae. We denote the set
of LO repairs by Repairlo(K). The next notion is that of a Pareto optimal repair; the
idea is that a subset X of a given repair cannot be exchanged by a formula  strictly
preferred to all the formulae of X . We denote the set of PO repairs by Repairpo(K).
The third notion is that of globally optimal repair. Here one considers exchanging a set
with another set. We denote the set of GO repairs by Repairgo(K). All three notions
are defined below. Note thatRepairgo(K)  Repairpo(K)  Repairlo(K).
Definition 4 ([24]). LetK = (F ;R;N ;) be a knowledge base andA0 2 Repair(K)
one of its repairs. We say thatA0 is a locally optimal (LO) repair iff there exist no' 2 A0
and  2 F nA0 such that  > ' and (A0 n f'g) [ f g is anR-consistent set.
Definition 5 ([24]). LetK = (F ;R;N ;) be a knowledge base andA0 2 Repair(K)
one of its repairs. We say that A0 is a Pareto optimal (PO) repair iff there exist no
X  A0 and  2 F nA0 such that
– X 6= ;
– for every ' 2 X we have  > '
– (A0 nX) [ f g is anR-consistent set.
Definition 6 ([24]). LetK = (F ;R;N ;) be a knowledge base andA0 2 Repair(K)
one of its repairs. We say that A0 is a globally optimal (GO) repair iff there exist no
X  A0 and Y  F nA0 such that
– X 6= ;
– for every ' 2 X there exists  2 Y such that  > '
– (A0 nX) [ Y is anR-consistent set.
5 Preference ranking
First note that the attack relation considered in this paper does not depend on the pref-
erence relation . Its goal is to underline the conflicts between the arguments coming
from conflicts from the knowledge base. Those conflicts still exist even if some piece of
information is preferred to another one. So in our framework we suppose that all attacks
always succeed.
This is the reason why the previous definition does not take preferences into ac-
count. It just allows to resolve the conflicts between different sets of arguments and to
obtain the extensions of the system. The preferences will allow to select only the best
extensions. This is showed in the next definition.
Definition 7. Let K = (F ;R;N ;) be a knowledge base, AFK the corresponding
argumentation framework, let  be a semantics and E an extension with respect to .
– E is a locally optimal (LO) extension iff there exists no ' 2 Base(E) and  2
F n Base(E) such that Arg((Base(E) n f'g) [ f g) is a conflict-free set and
 > '.
– E is a Pareto optimal (PO) extension iff there exists no X  Base(E) and  2
F n Base(E) such thatX 6= ; and Arg((Base(E) nX)[f g) is a conflict-free set
and for every ' 2 X we have  > '.
– E is a globally optimal (GO) extension iff there exists noX  Base(E) and Y  F
such that X 6= ; and Arg((Base(E) nX) [ Y ) is a conflict-free set and for every
' 2 X there exists  2 Y such that  > '.
We denote by Extlo (AFK) (respectively Extpo (AFK),
Extgo (AFK)) the sets of locally (resp. Pareto, globally) optimal extensions under se-
mantics .
The output of an argumentation framework is usually defined [15, Definition 12] as
the set of conclusions that appear in all the extensions (under a given semantics). In our
case, thanks to preferences, we have more information so we can restrict the number
of extensions to be used in reasoning. This allows for the intersection of extensions’
conclusions to be larger; consequently, we draw more sceptical conclusions.
Definition 8 (Output of an arg. framework). Let
K = (F ;R;N ;) be a knowledge base andAFK the corresponding preference-based
argumentation framework. The output of AFK under semantics  is defined as:
Output(AFK) =
\
E2Ext(AFK)
Concs(E)
where  2 flo; po; gog.
When Ext(AFK) = ;, we define Output(AFK) = ; by convention.
Example 4 (Example 3 Cont.). From the argumentation graph of the knowledge base
we obtain the stable / preferred extensions :
ext1 = Arg(fF1; F2; F3g)
ext2 = Arg(fF1; F2; F5g)
ext3 = Arg(fF1; F4; F3g)
ext4 = Arg(fF1; F4; F5g).
In this simple example, extension ext3 is the best according to all criteria (LO, PO,
GO). Selecting this extension yields the following conclusions: ExtractionRate(T65,bleuette),
Bread(p), SaltAdjunction(s,p), Reduced(s), ExtractionRate( ,p), Intensive( ), LowSalt(p)),
HighFiber(p)).
6 Theoretical Evaluation
This section contains the theoretical evaluation of our proposal. It shows that the result
returned by the argumentation system is equivalent to that returned by using repairs.
We also show that our argumentation framework satisfies the postulates for instantiated
argumentation systems. Finally, we study the properties of our system in case when the
preference relation is total.
6.1 Equivalence Results
This section shows that there is a full correspondence between the result obtained by
using our preference-based argumentation system and the result obtained by using the
repairs of the given inconsistent ontological knowledge base.
We show that if stable or preferred semantics is used to calculate extensions of
the argumentation system, its LO (resp. PO, GO) extensions correspond exactly to LO
(resp. PO, GO) repairs of the given knowledge base2.
Proposition 1. LetK = (F ;R;N ;) be a knowledge base andAFK the correspond-
ing preference-based argumentation system. Let  2 fp; sg and  2 flo; po; gog. Then:
Ext(AFK) = fArg(A0) j A0 is a  repair of Kg:
The previous result makes it possible to build a bridge between argumentation the-
ory and inconsistent ontological knowledge bases. Namely, it shows that a repair cor-
responds to an extension (under preferred or stable semantics). We see this result as
an opportunity to import the existing results from argumentation theory to inconsistent
ontological knowledge bases and vice versa.
6.2 Postulate Compliance
This section shows that the preference-based argumentation framework we propose in
this paper satisfies the rationality postulates for instantiated argumentation frameworks
[15]. We first prove the indirect consistency postulate which says that the closure of the
set of conclusions of every extension is a consistent set. It also specifies that the closure
of the output of an argumentation system must be consistent.
Proposition 2 (Indirect consistency). Let K = (F ; R; N ; ) be a knowledge base,
AFK the corresponding argumentation framework,  2 fs; pg and  2 flo; po; gog.
Then:
– for every Ei 2 Ext(AFK), ClR(Concs(Ei)) is a consistent set
– ClR(Output(AFK)) is a consistent set.
Since our instantiation satisfies indirect consistency then it also satisfies direct con-
sistency. This comes from R-consistency definition; namely, if a set is R-consistent,
then it is necessarily consistent. Thus, we obtain the following corollary.
Corollary 1 (Direct consistency). LetK = (F ;R;N ;) be a knowledge base,AFK
the corresponding argumentation framework and  2 fs; pg. Then:
2 Note that in the extreme cases when there are no preferences between formulae or when all
the formulae are equally preferred, all the repairs are LO, PO and GO. In that case, all the
preferred / stable extensions are LO, PO and GO as well.
– for every Ei 2 Ext(AFK), Concs(Ei) is a consistent set
– Output(AFK) is a consistent set.
We can now also show that the present argumentation formalism also satisfies the
closure postulate. This means that the set of conclusions of every extension is closed
with respect to the set of rules. The output of the argumentation system is closed with
respect toR as well.
Proposition 3 (Closure). Let K = (F ;R;N ;) be a
knowledge base, AFK the corresponding argumentation framework and  2 fs; pg.
Then:
– for every Ei 2 Ext(AFK), Concs(Ei) = ClR(Concs(Ei)).
– Output(AFK) = ClR(Output(AFK)).
6.3 The particular case of a total preference relation
This section studies the case when  is total. We say that  is total if and only if for
every '; 2 F , we have '   or   ' (or both). We show that in the case when
 is total, Pareto optimal and globally optimal repairs coincide. Furthermore, we show
that PO repairs (and GO repairs) coincide with preferred subtheories of K. However,
using LO repairs may still yield a different result.
Since for every '; 2 F , we have '   or   ' (or both) then we can stratify
F (with respect to ) in F1; : : : ;Fn such that:
– F = F1 [ : : : [ Fn
– for every i; j such that i 6= j, we have Fi \ Fj = ;
– for every i; j, for every ' 2 Fi, for every  2 Fj we have that '   if and only
if i  j.
For a formula ', we define Level(') = fi j ' 2 Fig. For a set A0  F , we define
Level(A0) = maxfLevel(') j ' 2 A0g.
Let us recall the definition of a preferred subtheory. The original definition [13]
supposes classical logic; we present a version adopted to the case of an inconsistent
ontological knowledge base.
Definition 9 (Preferred subtheory). Let us suppose a knowledge baseK = (F ;R;N ;
) such that  is total. Let F be stratified with respect to  into F1 [ : : : [ Fn. A pre-
ferred subtheory is a set A = A1 [ : : : [ An such that 8k 2 [1; n], A1 [ : : : [ Ak is a
maximal (for set inclusion)R-consistent subset of F1 [ : : : [ Fk.
It can easily be checked that every preferred subtheory is a maximal for set inclusion
R-consistent set.
The next proposition shows that in the case when preference relation  is total, GO
repairs coincide with PO repairs.
Proposition 4. LetK = (F ;R;N ;) be a knowledge base such that is a total order.
Then, the set of Pareto optimal repairs coincides with the set of globally optimal repairs.
The next proposition shows that in the case when preference relation  is total, PO
repairs (and GO repairs) coincide with preferred sub-theories.
Proposition 5. LetK = (F ;R;N ;) be a knowledge base such that is a total order.
Then, the set of preferred sub-theories of K coincides with the set of Pareto optimal
repairs of K.
The next example shows that LO repairs do not coincide with PO repairs even in
the case when  is a total order.
Example 5. Let K = (F ;R;N ;) with F = fwhiteBread(B), wholeWheatBread(B),
organicWholeWheatBread(B)g, R = ;, N = f8x (whiteBread(x) ^ wholeWheat-
Bread(x) ! ?), 8x (whiteBread (x) ^ organicWholeWheatBread(x) ! ?)g, and let
whiteBread(B)  wholeWheatBread(B)  organicWholeWheatBread(B).
Set A0 = fwholeWheatBread(B), organicWholeWheatBread(B)g is a locally opti-
mal repair but it not a Pareto optimal repair.
7 Qualitative Evaluation
The evaluation of the implemented system was done via a series of interviews with
domain experts. The first meeting dealt with the delimitation of the project objectives
and addressed fundamental questions such as: Is it possible to uniquely define a “good”
bread? Which scenarios of “good bread” should be considered? How could they be
defined from a nutritional, sanitary, sensorial and economic point of view? Which are
the main known ways to achieve them?
The first point to highlight is that our initial approach with experts included no
preference expression. The experts themselves raised the question of the importance
attached to the different pieces of knowledge modeled in the system. Moreover, in some
cases experts hesitated on the relevance of some facts or rules. From that first step of the
project, the need to take into account different levels of importance among arguments
became obvious. Preferences were introduced from that point.
Then a series of individual interviews constituted the elicitation phase. Each expert
gave more arguments which were complementing one each other. In parallel, the writing
of specifications for the demonstrator and the definition of the knowledge base structure
were conducted.
The knowledge and reasoning procedures were implemented using the COGUI
knowledge representation tool, with an extension of 2000 lines of supplemental code.
Three experts have validated our approach: two researchers in food science and cereal
technologies of the French national institute of agronomic research, specialists respec-
tively of the grain-to-flour transformation process and of the breadmaking process, and
one industrial expert - the Director of the French National Institute of Bread and Pastry.
In the next plenary meeting the real potential of the approach was shown. The ex-
perts were formulating goals and viewpoints they were interested in and the used system
together with the argumentation extension was yielding and ranking the associated pos-
sible propositions.
Four scenarios were more specifically evaluated. These scenarios concern four kinds
of consumers: obeses (fiber preference), people with iron deficiency (micronutrient
preference), people with cardiovascular disease (decreased salt preference) and vege-
tarians (limited phytic acid), which produces different sets of goals. For each scenario,
the system proposes several outputed recommendations. The audience for decreasing
salt tips the balance in favour of a recommendation for the T80 bread, while the audi-
ence for decreasing phytic acid pushes to specify recommendations towards a natural
sourdough bread or a conservative T65 bread. The results were considered as explanable
by experts, but not obvious, since many considerations had to be taken into account.
Let us focus on the case of vegetarians. Phytic acid, which is contained in the outer
layers of the wheat grain, is known to limit the bioavailability of cations, including es-
sential minerals such as coper, zinc or iron, which must be preserved especially for veg-
etarians. Therefore the conservative solution of T65 bread can be explained by the fact
that the current T65 bread contains few outer grain layers, thus limitating the phytic acid
risks. However, natural sourdough bread has a lower pH level. This acidity interferes
with the activity of phytic acid, thus avoiding the decrease of mineral bioavailability.
Now why chose one solution rather than another one? This point could be highlighted
by the system. Indeed, the choice depends on the ordering of consumer preferences.
Favouring organoleptic aspects of bread (e.g. crusty, white, honeycombed bread) leads
to chose the T65 solution, whereas favouring nutritional aspects (e.g. fibers, vitamins,
satiety) leads to the natural sourdough solution.
Two interests of the approach were more particularly highlighted. They concern
cognitive considerations. Firstly, experts were conscious that the elicitation procedure
was done according to their thought processes, that is, in the order of the production
chain, which is more natural and intuitive. The system was thus able to restitute the
knowledge in a different manner than the experts usually do, that is, combining infor-
mation from different steps of the chain, different disciplines and different objectives.
Secondly, from a problem that could initially seem simple, the experts realized that it
covered a huge complexity that a human mind could hardly address alone. The tool is
currently available to them under restricted access.
8 Conclusion and Related Work
This paper studied the problem of handling inconsistency in decision making in agri-
food chains. In this scenario, the ontological knowledge base can be inconsistent, due to
the various concerns involved. Argumentation theory can be used not only to deal with
inconsistency but also to explain the decision made by the system to a user. However,
despite the fact that the different pieces of knowledge can be of different importance
for a decision maker, existing argumentation-based systems for inconsistent ontology
handling cannot take this information into account. In this paper, we present the first
preference-based argumentation system that works with inconsistent ontological knowl-
edge bases and apply it to an agronomy scenario. We illustrate the scenario on examples
and present an overview of its evaluation by the domain experts. We also formally prove
that it has desirable theoretical properties.
In order to position our work let us discuss the related papers. A two-step approach
for preference-based argumentation was proposed recently [2]. In that work, the authors
propose a general argumentation framework that can be instantiated in different ways.
They propose to take into account both attacks and preferences in the first phase; the
second phase uses only preferences to refine the result. The main difference is that we
show it is possible to define an instantiation in which taking attacks and preferences
into account is done in completely separated phases: namely, in our approach the first
phase (inconsistency resolution) is done without looking at the preferences.
The links between argumentation semantics (stable, preferred, grounded) and dif-
ferent semantics in inconsistent ontological knowledge bases, such as AR, IAR or ICR
were recently studied [16]. The present paper is more general since it also takes into
account any reflexive and transitive preference relation between sources. We also show
the significance of the approach by showing the practical added value of our framework.
We now summarize other approaches that are more or less related to our work.
The ASPIC+ system [23] has also recently studied using preferences and structured
argumentation. This approach imposes restrictions on the preference relation and, of
course, does not consider equivalence results with the inconsistent ontology query an-
swering semantics or preference based repair selection. Another related contribution
comprises constructing an argumentation framework with ontological knowledge al-
lowing two agents to discuss the answer to queries concerning their knowledge without
one agent having to copy all of their ontology to the other [12]. However the authors do
not consider preferences. Let us also mention the work of Kaci [18] that only considers
symmetrical attack relations.
Binas and McIlraith [11] use argumentation in order to answer inconsistent queries.
The authors use the similar definitions of argument and attack as in this paper but
only consider propositional logic. Benferhat et al. [7] consider that a formula should
be deduced if no stronger reasons for deducing its negation exist. Recently, in OBDA,
preference handling methods have been extended to Datalog+/- families and DL-Lite
knowledge bases [21, 22, 10].
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