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Abstract—In weather forecasting, current and past observa-
tional data are routinely assimilated into numerical simulations to
produce ensemble forecasts of future events in a process termed
‘‘model steering’’. Here we describe a similar approach that is
motivated by analyses of previous forecasts of the Working Group
on California Earthquake Probabilities (WGCEP). Our approach is
adapted to the problem of earthquake forecasting using topologi-
cally realistic numerical simulations for the strike-slip fault system
in California. By systematically comparing simulation data to
observed paleoseismic data, a series of spatial probability density
functions (PDFs) can be computed that describe the probable
locations of future large earthquakes. We develop this approach
and show examples of PDFs associated with magnitude M [ 6.5
and M [ 7.0 earthquakes in California.
Key words: Earthquakes, forecasting, California seismicity,
earthquake hazard.
1. Introduction
In a series of reports, the Working Group on
California Earthquake Probabilities (WGCEP) have
computed probabilities of major earthquakes on
California faults over a 30-year period.1,2 These
forecasts are used to set insurance rates and by
emergency response planners and policymakers. A
review of the reports (FIELD, 2007) describes common
features, differences and assumptions of these stud-
ies. FIELD (2007) concludes by advocating the use of
numerical simulation-based approaches to the prob-
lem of multi-decadal earthquake forecasting. An
analogy may be drawn to weather and climate fore-
casting. Weather and seismicity are both complex,
chaotic phenomena. Current weather patterns are
routinely extrapolated to forecast several days into
the future. These forecasts utilize numerical simula-
tions of atmospheric behavior. Here we develop a
similar approach by using Virtual California, a
topologically realistic numerical simulation of strike-
slip faults in California, to develop a series of spatial
probability density functions (PDFs) that describe the
probable locations of future large earthquakes.
2. The WGCEP Approach
As summarized by FIELD (2007), the WGCEP
approach has been to (1) define a series of geological
fault segments; (2) use paleoseismic and other data to
determine the mean earthquake recurrence interval on
each segment; (3) assume a set of statistical distri-
butions to describe the recurrence statistics; (4)
compute the probability of multi-segment ruptures,
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assuming statistical independence of fault segments;
and (5) adjust the results to reflect the time-depen-
dence of the earthquake cycle (FIELD, 2007). The
result is a set of probabilities for the occurrence of
earthquakes M [ 6.5 over the next thirty years.
The WGCEP approach assumes that earthquakes
occur on geologically-defined fault segments, that
earthquake ruptures rarely jump between fault
segments, and that earthquake clustering can be dis-
counted (FIELD, 2007). However, earthquake clustering
is an established consequence of earthquake dynamics
(MARCO et al. 1996; ZHUANG et al., 2004) and there are
recent examples of earthquake ruptures jumping
between fault segments, for example the 1992 M 7.3
Landers earthquake (WALD and HEATON 1994) and the
2002 M 7.9 Denali earthquake (EBERHART-PHILLIPS
et al., 2003). The methods for including uncertainty
in the modeled probabilities are problematic (PAGE
and CARLSON, 2006).
3. The Virtual California Simulation Approach
Here we propose a method for computing proba-
bilities using the type of simulation-based approach
(RUNDLE, 1988; RUNDLE et al., 2001, 2002, 2004,
2005, 2006; VAN AALSBURG et al., 2007) advocated by
FIELD (2007). Virtual California (VC) is a topologi-
cally realistic numerical simulation of earthquakes
occurring on the San Andreas fault system. It
includes the major strike-slip faults in California
(Fig. 1). The approach using simulations such as VC
is similar to the WGCEP approach. It begins with a
series of faults divided into interacting fault elements,
and uses paleoseismic and other data to set the fric-
tional properties on each element. We then conduct a
series of numerical simulations that attempt to
reproduce the statistics and variability of the actual
fault system. We search through the simulations to
identify sequences of earthquakes that optimally
represent the known earthquake history; and use the
simulation data to measure the statistics and proba-
bilities for future earthquake occurrence in space and
time. The result is a set of probabilities for the
occurrence of earthquakes of any size larger than
the cutoff over user-selected future time-intervals.
The probabilities determined by the simulations are
time-dependent, implicitly include the effects of fault
interactions, and are based on the same published
data available to the WGCEP.
For this study, the VC fault model is composed of
650 fault boundary elements, each of 10 km width
and 15 km depth. Elastic dislocation theory is applied
to model fault element interactions. VC is a ‘‘back-
slip’’ model. The accumulation of a slip deficit on
each element is prescribed using available paleose-
ismic and instrumental data so that the long-term rate
of slip is matched, on average, by the observed rate of
stress accumulation on the faults (SAVAGE and
PRESCOTT, 1978; RUNDLE and KANAMORI, 1987; RUNDLE,
1988). The mean recurrence time of earthquakes
is determined using available data, to define friction
law parameters. The friction law has several parts,
including Mohr–Coulomb stick–slip properties; small
amplitude, stable aseismic slip that increases as stress
increases; and a stress-rate dependent failure criterion
based upon laboratory studies of the functional form
of the dynamic stress intensity factor. Fault interac-
tions lead to complexity and statistical variability.
Earthquake triggering, or initiation, is controlled
by friction coefficients along with the space- and
time-dependent stresses on fault elements which are
computed by boundary element methods. Historical
Figure 1
Map of California with the faults used in the Virtual California
simulations as shown
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earthquakes that have moment magnitudes m C 5.0
during the last 200 years are used to prescribe the
friction coefficients. A consequence of the minimum
size of the fault elements is that the simulations do
not generate earthquakes having magnitudes less than
about m C 5.8. Therefore, additional parameters
must be selected by systematic tuning of the model,
followed by a search for sequences of events that
optimally reproduce the known history of large
earthquakes. Similar to the WGCEP approach,
accuracy of results in the simulation approach are
explicitly constrained by the limited availability of
historic and instrumental data on large earthquakes
occurring on faults in the model.
4. VC and Assimilation of Paleoseismic Data
Virtual California is an example of a fault simu-
lator, other examples can be found as published by
WARD (1992, 1996, 2000), RICHARDS-DINGER and
DIETERICH (2008), and ROBINSON (2004). The topology
of VC faults is shown in Fig. 1. The San Andreas
fault (SAF) is the longest continuous fault and the
greatest source of seismic hazard in California.
Paleoseismic data from the SAF system provide an
unparalleled opportunity for documenting and
understanding the multi-cycle rupture history of a
major active fault. Paleoseismic data consist of geo-
logic observations of faulting from paleo-
earthquakes. Data most commonly reported include
characteristics of surface ruptures, number of rupture
‘‘events’’ during a Holocene or Quaternary time
interval (resulting in ‘‘average recurrence interval’’
for paleo-earthquakes), date of the most recent
earthquake and/or sequence of paleo-earthquakes
(with uncertainty), and measurements of surface
displacement from paleo-earthquakes (GRANT, 2007).
The relatively rich paleoseismic data set from the
SAF system provides an unparalleled opportunity for
comparison with results of simulations. The best
paleo-earthquake record in North America is from the
Wrightwood site on the SAF in southern California
(FUMAL et al., 2002; BIASI et al., 2002; WELDON et al.,
2004, 2005). There are records of multiple ruptures at
several other sites, including ten events at Pallett
Creek (BIASI et al., 2002; SIEH et al., 1989), and
Bidart Fan (GRANT et al., 2005), also on the southern
SAF. The record of paleo-earthquakes at these sites,
which ruptured most recently in A.D. 1857, has
formed the primary data set for probabilistic assess-
ments of future southern San Andreas fault
earthquakes, and for testing models of fault behavior
and earthquake recurrence (WELDON et al. 2005; BIASI
et al., 2002). Paleo-earthquake data are also available
from the northern SAF and other faults in the SAF
system, such as the San Jacinto and Garlock.
Paleoseismic data were compiled and formatted
for assimilation into VC simulations in an initial
feasibility study (VAN AALSBURG et al., 2007; GRANT,
2007). For this study, we used the same data set as
VAN AALSBURG et al. (2007). Our goal is to obtain the
statistical distribution of waiting times for simulated
large earthquakes on specified faults and fault ele-
ments of the SAF system. We advance the VC model
in 1 year increments, and simulate 40,000 years of
earthquakes on the SAF system. Average slip on the
fault elements and average recurrence intervals are
tuned to match observed average rupture intervals at
paleoseismic study sites. Due to fault interactions,
slip events in the simulations display highly complex
behavior, with no obvious regularities or predict-
ability. For distinct groups of fault elements, the
Weibull distribution represents the statistics of the
largest earthquakes in a number of cases reasonably
well, with fits to the empirical distribution functions
having regression coefficients in excess of 0.99
(YAKOVLEV et al., 2006).
5. ‘‘Data Scoring’’ Methods
VAN AALSBURG et al. (2007) describe a ‘‘data
scoring’’ method for identifying time windows in a
simulation record that are most similar to the actual
paleoseismic record. In any simulation, there are
intervals of simulated data that resemble the recent
past few hundred years of earthquakes, and periods
that are different. If we identify the intervals of
simulation data that optimally resemble the recent
past, we might hypothesize that the time intervals
following these optimal intervals might then possibly
characterize future activity on the actual San Andreas
fault system.
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Two data sets are used for scoring: VC simulation
data, and paleoseismic data from the natural SAF
system. For simulation data, we are interested in the
event—the location corresponding to the latitude and
longitude of the fault element, time of slip measured
in simulation years, and the amount of slip. The
analysis which follows used a catalog containing
200,000 events spanning 40,000 simulation years.
The second data of paleoseismic sites and as dis-
cussed above, consists of observations dating back
1000 years on the SAF system in California. Unlike
simulation data, paleo-earthquake times are known
only within a time window ranging from a few years
to several hundred years. This data is stored in XML
format similar to VC simulation data, with each
paleoseismic site containing one or more events
defined by a minimum and maximum time value.
There are 21 paleoseismic sites used to score the
Virtual California catalog and a total of 119 observed
events (see VAN AALSBURG et al., 2007; Table 1).
The first step in scoring is to associate paleose-
ismic sites with fault elements in the VC model. The
association can be as single site-element pair (near-
est-neighbor) or can include all VC elements within a
specified radius (long-range neighborhood). The
variable-range neighborhood is implemented because
VC is only a simple representation of actual faults.
To score a particular simulation year, we consider
the ‘‘current time’’ tsim in the simulation record
to represent the ‘‘present day’’, t = 2009. We then
compare the time history prior to tscore, i.e., t \ tsim,
to the known history from paleoseismic data. The
scoring algorithm proceeds as follows: (1) For each
paleoseismic site, we examine each Virtual California
element and compare its slip times to the slip times
recorded at that paleoseismic site. (2) A score is
assigned based on the method described above, using
the scoring function defined below. (3) If a Virtual
California element occurred within a time window,
the total score is incremented using one of the
methods described above. The score for a particular
simulation year is combined contributions from each
paleoseismic site.
In this study, the VC simulation data is scored
using a unit-height Gaussian function. The time tP,j(x)
are the time of the jth paleoseismic event in years
before ‘‘actual present’’ t = 2009 at the site x. Time
tS,i(x) is the time of the ith ‘‘simulation paleoseismic
event’’ in years before ‘‘simulation present’’ tsim at
the ‘‘simulation paleosite’’ x. r2P;jðxÞ is the quoted
squared error of the actual paleoseismic event at the
paleosite x. At each value of ‘‘simulation present
time’’ t, we compute a score for that year for fault
element i by summing over all paleoseismic events
by using the event scoring function:
At location x, the contribution to the score Si,j(t, x)
from the ith simulation event at time tS,i, with respect
to the jth paleoseismic event at time tP,j, is given by





This scoring function assigns a higher score to
events which occur closer to the mean paleoseismic
value, and a smaller score for simulation events fur-
ther removed in time from the actual paleoseismic
event. A Gaussian is constructed for each paleoseis-
mic event, centered about the mean event date so that
about 90% of its area lies within the error bounds.
This diminishes the importance of simulation events
that occur far from the mean time of the actual paleo-
earthquake. VAN AALSBURG et al. (2007) describe this
procedure in more detail, and show examples of a
‘‘high scoring’’ time and a ‘‘low scoring’’ time.
The scoring system does not invoke a penalty if
there are more VC earthquakes near a paleoseismic
site than there are observed paleo-earthquakes. The
rationale for this choice is that not all earthquakes can
Table 1
Fault probabilities and fault lengths for the next M [ 6.5
earthquake corresponding to the spatial probabilities shown in
Fig. 2a
Fault Eq. probability (%) Fault length (km)
Bartlett Springs 12.2 85.0
Calaveras 74.3 154.0
Concord-Green Valley 1.4 55.0
Death Valley 5.4 248.0
Greenville 0.7 73.0
Maacama 2.0 179.0
Rodgers Creek 2.0 62.0
San Gregorio 0.7 89.0
Sargent 0.7 53.0
San Andreas South 0.7 580.0
Faults not listed in the table had less than 0.1% probability of
occurrence for the next M [ 6.5 earthquake
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be observed using paleoseismic techniques, and thus
the paleoseismic data represent a minimum number
of paleo-earthquakes (GRANT, 2002).
6. Forecasting Feasibility Methods
Once a simulation time history has been scored
year by year to obtain the time series Score(tsim), we
use the scored simulation in a forecasting experiment
to forecast large earthquakes. The basic principle is
that the higher the score at time tsim, the more closely
the seismic history leading up to tsim resembles the
actual seismic history of California. The assumption
is that the seismic activity at ‘‘future’’ time intervals
for times t [ tsim will more closely resemble the
seismic future in California if the score value is high.
In addition, if we stack the time series data from
‘‘future’’ intervals, we can further surmise that the
statistics of these stacked intervals may represent the
statistics of future events on the real fault system. By
using only the set of high-scoring times, together with
their immediate future time intervals, we optimize
VC to forecast seismic activity on the SAF system.
We select the ‘‘high scoring’’ years by applying a
decision threshold. What constitutes a high score
varies by method, radius of neighborhood, etc. Typi-
cally, we select a score so that approximately the top
0.37% of the simulated events are ‘‘high scoring’’. For
each of these events we then compute the time until
the next large events, either m [ 6.5 or m [ 7.0 (VAN
AALSBURG et al., 2007). Although the paleoseismic
data have been used as part of the procedure to set the
model friction parameters and long-term offset rates
(e.g., RUNDLE et al., 2001), using them to score the
data is not redundant. The friction parameters use only
the long-term, average recurrence intervals. The data
scoring use the details of inter-event times, meaning
that the scoring algorithm uses the variability of the
data, rather than just long-term average rates.
7. Results
VAN AALSBURG et al. (2007) present several
scoring algorithms, including the unit-height Gauss-
ian scoring function described in Eq. 1, and showed
examples of temporal cumulative probability func-
tions (CDFs) obtained by stacking data from high
scoring years. These temporal CDFs represented the
probability of the next event larger than M [ 7.0 as a
function of time until the next event. The CDFs can
generally be characterized as having a Poisson
appearance because statistics from many fault ele-
ments were stacked. The median time to the next
event was found to be generally around eight years.
Applied to the present time (2009), this would indi-
cate a 50% probability of an M [ 7.0 event in
California by 2016. VAN AALSBURG et al. (2007) also
gave examples of the fit to the paleoseismic data set
for a representative low-scoring simulation year, and
a representative high-scoring simulation year.
Here we focus on identifying the probable loca-
tions of the next M [ 6.5 and M [ 7.0 earthquakes in
California that may occur on the fault system shown
in Fig. 1. To compute these locations, we use the top
0.37% of the highest scoring years as determined
from the scoring function Eq. 1. Using these 148
highest-scoring years as ‘‘the present’’, we then
determine the boundary element(s) that participate in
the ‘‘next’’ M [ 6.5 or M [ 7.0 events. A boundary
element is considered to have participated if it is
within 40 km of the latitude–longitude coordinates of
an actual, observed paleoseismic event. Compiling
these statistics, we obtain results shown in Figs. 2a, b
and 3a, b. These results demonstrate feasibility of the
method only, and should not be taken as a statistically
validated forecast.
Examination of Fig. 2a indicates that most of the
probability for the next M [ 6.5 event is associated
with the Calaveras fault in northern California, with
lower probability scattered among other faults in
northern California, including the Rodgers Creek
and Green Valley—Bartlett Springs fault system.
Figure 2b indicates that most of the probability for
the next M [ 7.0 earthquake is associated with the
Carrizo section of the San Andreas fault, the Garlock
fault, the northern San Andreas fault, the Hunting
Creek-Berryessa fault, and to a lesser extent the
Hayward and Rodgers Creek faults. The probability
for each of these faults is given in Tables 1 and 2.
In Fig. 3a and b, we address the question: ‘‘Dur-
ing the fixed time interval consisting of the next thirty
years from now, on which fault locations are at least 1
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M [ 6.5 (Fig. 3a) or at least 1 M [ 7.0 events most
likely to occur’’? Figure 3a shows that the relative
probability of M [ 6.5 earthquakes is widely dis-
tributed spatially among many faults (30-year
probability per M [ 6.5 event). Figure 3b shows that
for M [ 7.0 earthquakes, probability is concentrated
on the northern San Andreas fault between San
Francisco and Mendocino, on the Carrizo section of
the southern San Andreas fault, the Garlock and
White Wolf faults, the northern San Andreas fault,
the Rodgers Creek-Maacama faults, and the Hunting
Creek-Berryessa faults. The probabilities for each
fault are given in Tables 3 and 4.
In Fig. 4a and b, we address the question: ‘‘On the
northern and southern San Andreas fault, when during
the next thirty years are M [ 7 earthquakes most
likely to occur?’’ On the northern San Andreas fault,
we focus on the spatial locations identified in Fig. 3b
as being most likely to participate in a M [ 7 earth-
quake. These locations can be recognized as having
the red vertical bars, along the fault from Mendocino
down to San Francisco. Figure 4a indicates that the
Figure 2
a Map showing the fault boundary element relative probabilities for participation in the next M [ 6.5 earthquake. The corresponding fault
probabilities are tabulated in Table 1. b Map showing the fault boundary element relative probabilities for participation in the next M [ 7.0
earthquake. The corresponding fault probabilities are tabulated in Table 2
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highest probability years are years 9 and 17 counting
forward from the present, corresponding to 2018 and
2026. On the southern San Andreas fault, the most
likely locations for an M [ 7 earthquake during the
next thirty years can be recognized by the vertical red
bars located from the the Carrizon south to Fort
Tejon. Figure 4b indicates that the most probable
year for such an earthquake is year 26 counting for-
ward from present, or 2035. However, on both the
northern and southern San Andreas fault, there
remains significant, although lesser, probabilities for
such an event in other years.
Demonstrating the accuracy of a forecast is a very
difficult problem.3 Figure 4a and b also partially
Figure 3
a Map showing the relative probabilities that at least 1 M [ 6.5 earthquake will occur on the boundary element during the next 30 years. The
corresponding fault probabilities are tabulated in Table 3. Probability bars are only plotted if the corresponding integrated fault probabilities
are larger than 2%. b. Map showing the relative probabilities that at least 1 M [ 7.0 earthquake will occur on the boundary element during the
next 30 years. The corresponding fault probabilities are tabulated in Table 4
Table 2
Relative spatial probabilities that the next M [ 7.0 earthquake will
occur on a fault, corresponding to the spatial probabilities shown
in Fig. 2b
Fault Eq. probability (%) Fault length (km)





Rodgers Creek 2.2 62.0
San Andreas North 23.9 467.0
San Andreas South 37.0 580.0
Garlock 13.0 234.0
White Wolf 6.5 47.0
Fault lengths are also listed. Faults not listed in the table had less
than 0.1% probability of occurrence for the next M [ 7.0
earthquake
Table 3
Relative spatial probabilities that at least 1 M [ 6.5 earthquake
will occur on a fault during the next 30 years (30-year probability
per M [ 6.5 event)




San Andreas North 15.9 467.0
San Andreas South 25.9 580.0
San Jacinto 7.1 291.0
Elsinore 3.2 236.0
Imperial Valley 11.1 162.0
Garlock 1.9 234.0
Brawley 1.9 52.0
Probabilities correspond to those shown in Fig. 3a, and fault
lengths are also indicated
Faults not listed in the table had less than a 2% relative probability
of occurrence for a M [ 6.5 earthquake during the next 30 years
3 http://www.bom.gov.au/bmrc/wefor/staff/eee/verif/verif_
web_page.html.
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answer the question: ‘‘For times identified as ‘‘opti-
mal’’ during a VC simulation, do similar pasts imply
similar futures?’’ This question bears on the accuracy
of forecasts. The basic assumption in this paper is that
similar pasts do imply similar futures. If this is not the
case, use of simulations for earthquake forecasting
will probably not be possible. Here, we have used a
long history of simulations to identify optimal times
whose preceding activity is similar to the actual
paleoseismic events preceding the present, 2009. If
the events following these optimal simulation times
appear to be only a random sequence of earthquakes,
uniformly distributed over the thirty year interval,
this would suggest that past activity is not correlated
with future activity. In that case, our proposed tech-
nique would probably not be useful.
Figure 4a and b appear to indicate that while there
is a lower level background of random times, due to
statistical variations, there are nonetheless a few
times that stand out as preferred occurrence times for
future large earthquakes. For Fig. 4a (northern San
Andreas fault), these are years 9 and 17. For Fig. 4b
(southern San Andreas fault), year 26 stands out. As
the simulation model, including faults, average
recurrence times, average long-term slip rates, and
other model data are more closely matched to the
actual San Andreas fault system data, it is possible
that statistical variation will be reduced. Because
there are nonetheless a few preferred times for future
earthquakes that stand out above the relatively uni-
form background probability, Fig. 4a and b suggest
the conclusion that similar earthquake pasts seem to
be at least somewhat correlated with similar earth-
quake futures.
8. Discussion and Conclusions
We have presented a general method for using
numerical earthquake fault system simulations to
compute spatial forecast probabilities for earthquakes
having magnitudes above a given, threshold. Our
method utilizes catalogs of simulated earthquakes
from the model Virtual California, together with a
data scoring algorithm that identifies parts of simu-
lation catalogs most similar to recent earthquake
history in California as determined by paleoseismol-
ogy. Optimal parts of the simulation catalogs are
then used to compute statistical forecasts for future
large events. While our results are preliminary, the
probabilities we compute show the power of the
method.
Our method can be compared to the recent
methods developed by the Working Group on
California Earthquake Probabilities (2002, 2008) (see
notes [1, 2]), The WGCEP assume that coherent
geological fault segments exist and rupture repeat-
edly as a unit (characteristic earthquake assumption),
that earthquake ruptures do not generally jump from
one fault to another, that earthquake ruptures typi-
cally obey either Brownian Passage Time or log-
normal statistics, and that earthquakes on different
fault segments are independent and uncorrelated.
In contrast, VC is a physically, rather than statis-
tically, motivated model that assumes earthquake
faults interact elastically, that friction retards slip on
fault surfaces, and that faults typically slip at their
observed, long-term rates. VC uses topologically
realistic models of fault systems to generate catalogs
of simulated major earthquakes that can then be
analyzed statistically for patterns and other informa-
tion. Here we show how these simulated catalogs can
be used in earthquake forecasting. While the average
intervals between paleoearthquakes are used to assign
the frictional parameters on the model faults, the
Table 4
Relative spatial probabilities that at least 1 M [ 7.0 earthquake
will occur on a fault during the next 30 years (30-year probability
per M [ 7.0 event)
Fault Eq. probability (%) Fault length (km)






Rodgers Creek 0.6 62.0
San Andreas North 32.6 467.0
San Andreas South 54.0 580.0
Garlock 5.3 234.0
White Wolf 0.8 47.0
Probabilities correspond to those shown in Fig. 3a, and fault
lengths are also indicated
Faults not listed in the table had less than a 0.1% relative proba-
bility of occurrence for a M [ 7.0 earthquake during the next
30 years
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variability of the paleoearthquake occurrence times
are used to determine which parts of the simulated
catalogs are optimal for use in forecasting.
Finally, it is of interest to compare our forecasts to
paleoseismic observations published by GRANT and
SIEH (1994), GRANT (1996), and AKCIZ et al. (2009).
Figure 4
a Probability density function for the times during the next thirty years beginning from present (January 1, 2009) when a M [ 7.0 earthquake
is most likely to occur on the Northern San Andreas fault. Location on the fault corresponds to the high probability region on the NSAF shown
in Fig. 3b. Vertical bars on data points indicate the 1r Poisson counting uncertainty. b Probability density function for the times during the
next thirty years beginning from present (January 1, 2009) when a M [ 7.0 earthquake is most likely to occur on the Southern San Andreas
fault. Location on the fault corresponds to the high probability region on the NSAF shown in Fig. 3b. Vertical bars on data points indicate the
1r Poisson counting uncertainty
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Their work suggested that recent ruptures of the SAF
in the Carrizo were clustered in time (‘‘uncharacter-
istic earthquakes’’) rather than more regularly spaced
in time (‘‘characteristic earthquakes’’). So while the
long-term average recurrence time might be several
centuries (SIEH and JAHNS, 1984; WGCEP 1988 and
1995), their data showed evidence for as many as four
major earthquake ruptures between 1218 A.D. and
1510 A.D. The recent work by AKCIZ et al. (2009)
reveals shorter average intervals.
The results shown in Fig. 2b suggest that the next
major M [ 7.0 earthquake could occur on the Carrizo
reach of the SAF, possibly within thirty years from
2009. Under the ‘‘characteristic earthquake’’ sce-
nario, with the most recent major rupture having
occurred in 1857, it would be unlikely for another
major rupture to occur in the near future. However,
under a temporally clustered, ‘‘uncharacteristic
earthquake’’ scenario, a major rupture in the Carrizo
Plane might be expected in the near future.
With respect to M [ 6.5 earthquakes, the most
likely fault to rupture appears to be the Calaveras
fault. Evidence from Coulomb stress transfer calcu-
lations (REASENBERG and SIMPSON, 1992) indicates that
although the 1989 M 7.1 Loma Prieta earthquake
might have raised the stress on the Calaveras fault by
less than 1 bar, the seismicity rate nevertheless
declined in the years following 1989. For that reason,
the high probability on the Calaveras fault as shown
in Fig. 2a is somewhat unexpected, if direct stress
transfer from the Loma Prieta earthquake is assumed
to be a triggering event.
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