This paper presents a mathematical model coupling water flow and sediment transport dynamics that enables calculating the changing surface morphology through time and space. The model is based on the shallow water equations for flow, conservation of sediment concentration, and empirical functions for bed friction, substrate erosion and deposition. The sediment transport model is a non-capacity formulation whereby erosion and deposition are treated independently and influence the sediment flux by exchanging mass across the bottom boundary of the flow. The resulting hyperbolic system is solved using a finite volume, Godunov-type method with a first-order approximate Riemann solver. The model can be applied both to short time scales, where the flow, sediment transport and morphological evolution are strongly coupled and the rate of bed evolution is comparable to the rate of flow evolution, or to relatively long time scales, where the time scale of bed evolution associated with erosion and/or deposition is slow relative to the response of the flow to the changing surface and, therefore, the classical quasi-steady approximation can be invoked. The model is verified by comparing computed results with documented solutions. The developed model can be used to investigate a variety of problems involving coupled flow and sediment transport including channel initiation and drainage basin evolution associated with overland flow and morphological changes induced by extreme events such as tsunami. r
Introduction
One of the main factors responsible for erosion and deposition at the Earth's surface is sediment transport in flowing water. Water flow induces sediment transport and changes in the surface morphology, which in turn modify the flow. This process involves two sets of dynamics which are intimately coupled, one related to the flowing fluid which is rapid, and the other related to entrainment and deposition which is usually relatively slow. Typically, studies focussing on short time scales and small spatial scales tend to focus on flow dynamics (e.g., engineers studying dam-break hydraulics or flood risk caused by extreme rainfall events), whereas scientists interested in long time scales and relatively large length scales focus more on the substrate erosion and/or deposition dynamics. Having said that, engineers are now beginning to recognize the practical importance of a mobile bed in influencing flow dynamics (e.g., Cao et al., 2004) , while research scientists are recognizing the importance of flow dynamics in explaining landscapes (e.g., Roth et al., 1989; Parker, 1995, 2000) and sedimentary deposits (e.g., Allen and Hoffman, 2005) . A major challenge at present, and in the future, is to understand how flow and transport dynamics interact and how this coupling is manifest in landscapes and sedimentary deposits.
The purpose of this paper is to present a mathematical model which couples water flow and sediment transport dynamics that enables calculating the changing surface morphology through time and space (in two horizontal dimensions). The development of this model was motivated by the following three main factors. First, many scientific problems cannot be solved by neglecting flow dynamics (i.e., assuming that water moves as a gravity-driven flow in which dissipative forces associated with frictional resistance are balanced by the tendency for downslope movement, called the 'normal flow' model), something done in many current surface process models. For example, Smith and Bretherton (1972) demonstrated, using a linear stability analysis, the failure of the normal flow model in selecting a finite channel spacing when studying controls on channel initiation (see also Loewenherz, 1994 Loewenherz, , 1991 . Parker (1995, 2000) have since shown, also with a linear stability analysis, that the channel spacing problem is resolved by studying the full equations for shallow overland flow. These authors concluded stating that 'the flow model...is probably a better place to start in constructing a full model of drainage basin evolution than the normal flow model' (Izumi and Parker, 1995) . The present study appears to be one of the first to attempt this in two spatial dimensions. Second, surface process models based on empirical drainage area-discharge relationships require a suite of additional equations between properties such as channel width, channel slope, water depth, hydraulic radius, and mean flow velocity (e.g., see Tucker and Slingerland, 1997) . Although some of these equations have a good theoretical basis, many are solely empirical and most apply, only strictly, to alluvial rivers (also see discussion by Stark and Stark, 2001) . Most of these problematic relationships can be by-passed by solving directly for flow velocities and water depth from the flow equations as is done here. Third, many models coupling sediment transport and water flow apply only to either supply-limited (e.g., Howard, 1994) or transport-limited (e.g., Simpson and Schlunegger, 2003) conditions. Some models based on the concept of sediment transport capacity include both classes as end-member cases (e.g., Kooi and Beaumont, 1994) , although these models suffer from the problem that little is known about the time scale of entrainment mechanisms relative to that of the sediment transport required to achieve capacity. An alternative attractive approach is the so-called 'non-capacity' formulation (Cao et al., 2004 , see also Crave and Davy, 2001) . The difference between this approach compared to capacity formulations is that, rather than computing erosion or deposition based on whether the transport capacity is greater or less than the actual sediment discharge, erosion and deposition are treated as independent empirical functions and influence the sediment flux by exchanging mass across the bottom boundary of the flow.
The model presented in this study includes the shallow water equations for flow, conservation of sediment concentration, and empirical functions for bed friction, substrate erosion and deposition. Similar coupled sediment transport surface water flow models have been developed recently by Fagherazzi and Sun (2003) and Cao et al. (2004) . The model here differs from these in that (1) it is two-dimensional and (2) it can be applied both to short time scales where the flow, sediment transport and morphological evolution are strongly coupled and the rate of bed evolution is comparable to the rate of flow evolution (e.g., erosion and deposition related to a dam break or tsunami), or to relatively long time scales where the time scale of bed evolution associated with erosion and/or deposition is slow relative to the response of the flow to the changing surface and therefore the classical quasisteady approximation can be invoked (e.g., erosion due to overland flow driven by steady rainfall). The governing equations form a hyperbolic system which is solved numerically using a finite volume, Godunov-type method with a first-order approximate Riemann solver (Toro, 2001) . While more accurate techniques are available to solve these equations this scheme is utilized for its simplicity, efficiency and robustness. The intention of this work is to describe in detail how this numerical method can be implemented to solve a system of equations which have a wide range of applicability in Earth Science. The model presented is not intended to replace existing models which couple water flow and sediment transport, but rather it provides a means of addressing problems where flow dynamics are important, that more simplified models, based on normal-flow, cannot investigate. Having said that, we do feel that there is a need to rethink the governing equations used in many current models and that the formulation presented may offer new insight, not only concerning physical problems, but also regarding how one goes about modelling these problems. It is our view that this approach is likely to become more common in the future as earth scientists increasingly appreciate the importance of highly transient, extreme events, in forming landscapes and sedimentary deposits.
The remainder of the paper is organized as follows. First, the governing equations are presented. Second, the numerical method used to solve the equations is outlined in detail. Third, the accuracy of the model is tested against published solutions in the literature. Fourth, several potential applications of the model are briefly demonstrated. Finally, some conclusions are drawn and some comments on future work are made.
Governing equations
The formulation presented is based on shallow water theory, which assumes that the vertical component of acceleration has a negligible effect on the fluid pressure (i.e., pressure is hydrostatic). The resulting shallow water equations, which are obtained by depth-averaging the Navier-Stokes equations, are widely used to model free surface water flows over land or in open channels. For the case of flow over a mobile bed, the shallow water equations are coupled to equations for the conservation of sediment mass and evolution of bed topography. In two space dimensions, the complete system of equations are
where B x and B y are source/sink terms defined as
t is the time, x and y are horizontal coordinates, h is the flow depth, u; v are depth-averaged velocities in the x-, y-directions, respectively, z is the bed elevation, c is the flux-averaged volumetric sediment concentration, g is the gravitational acceleration, S fx and S fy are friction slopes in the x and y directions, respectively, is the coefficient of turbulent viscosity or eddy coefficient, f is the bed sediment porosity, E and D are substrate entrainment and deposition fluxes across the bottom boundary of flow (representing sediment exchange between the water column and bed), r ¼ r w ð1 À cÞ þr s c is the density of the water-sediment mixture, r 0 ¼ r w f þ r s ð1 À fÞ is the density of the saturated bed, a is the rainfall rate in excess of runoff and r w , r s are the densities of water and sediment, respectively. Similar equations have been presented in one-dimensional form recently by Fagherazzi and Sun (2003) and Cao et al. (2004) . Eq. (1) represents mass conservation for the water-sediment mixture. This equation differs from the traditional conservation equation for clearwater flows because of mass exchange between the flow and the erodible bed (i.e., the term involving E and D). As noted by Cao et al. (2004) this term is significant, not only in highly energetic flows encountered, for example during dam breaks, but also in fluvial systems. Eqs. (2) and (3) are equations for momentum conservation in the x-and y-directions, respectively. The terms on the lefthand side of these equations account for inertia and pressure effects in the flowing fluid. The kinematic wave equation and the normal flow condition (as discussed by Izumi and Parker, 1995) can be recovered from the shallow water equations by neglecting these terms. The terms of the right-hand side of the momentum equations (i.e., B x and B y ) account for sources or sinks in momentum related to (moving from left to right) bed topography, friction loss, diffusive turbulent momentum transfer associated with Reynolds' stresses, spatial variations in sediment concentration and momentum transfer due to sediment exchange between the flow and the erodible bed. These two later terms are only significant during the transport of highly concentrated flows, and thus do not appear in the classical clear-water equations. In this work (see also Garcia and Kahawita, 1986; Fiedler and Ramirez, 2000) the dependence of the turbulent viscosity on velocity and depth are neglected. Eq. (4) represents sediment mass conservation. Note that suspended and bed loads are not explicitly distinguished but are treated as a single mode, an approached followed by Cao et al. (2004) . This assumption reflects the fact that sediment transport takes place in a continuum between pure suspended load and pure bed load. Note also that although dispersive sediment transport has been neglected this could easily be included by adding diffusion terms (e.g., see Wu, 2004) . Eq. (5) links the local variation in bed elevation to sediment removed or accumulated on the bottom.
In order to close the governing equations it is necessary to specify additional relations for the friction slope and the substrate exchange fluxes across the lower flow boundary. For the friction slope, several classical equations exist, the suitability of which depend on the flow conditions. When flow is laminar as is often the case in overland flow, the Darcy-Weisbach equation is usually considered a reasonable approximation:
where f is the Darcy-Weisbach friction factor. Note that although f depends on the Reynolds number it is regarded as a constant in this work. For turbulent flow, the friction loss is usually approximated using the Manning equation
where n is Manning's roughness coefficient. The determination of the entrainment and deposition fluxes constitutes one of the most important and poorly constrained components of models for sediment transport and morphological evolution.
A large number of empirical relations have been proposed, a review of which can be found in Cao and Carling (2002) . For deposition of non-cohesive sediment, this study uses the relation
where o is the settling velocity of a single particle in tranquil water
n is the kinematic viscosity of water, d is the grain diameter, g is the gravitational acceleration, r s is the sediment particle density, C a is the near-bed volumetric sediment concentration and m is an exponent ($2). A value for C a is computed from the relation C a ¼ a c c where c is the depth-averaged volumetric sediment concentration and a c is a coefficient larger than unity. In order so that the near-bed concentration does not exceed ð1 À fÞ (where f is the bed sediment porosity), the coefficient a c is computed using a c ¼ minð2; ð1 À fÞ=cÞ (see Cao et al., 2004) . In the case of very fine grained cohesive sediments (not considered here), the deposition rate depends on a critical shear stress below which sediment particles begin to deposit (e.g., see Krone, 1962) . For entrainment of cohesive material, the following relation is used (see Izumi and Parker, 2000) 
where b is an entrainment coefficient, g is an exponent (typically 1-2) and u c is a threshold entrainment flow velocity, and E ¼ 0 for ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi u 2 þ v 2 p pu c . The entrainment flux for non-cohesive material is determined from the relation (see Cao et al., 2004 )
, y c is the critical value of Shield's parameter for the initiation of sediment motion, and E ¼ 0 for ypy c .
There are several advantages of the sediment transport formulation such as that presented here (see also Capart and Young, 1998; Cao et al., 2004) .
First, the fluxes due to entrainment and deposition are treated independently, which makes sense since they are indeed governed by completely different physics. Thus, rather than sediment being either deposited or eroded depending on whether the sediment transport capacity is less than, or greater than, the actual sediment discharge, both processes will occur simultaneously and the evolution of bed topography will simply be governed by which flux is locally the greatest. Second, as already noted above, the sediment load is treated as a single mode, rather than consisting of individual bed load and suspended load components. This continuum approach is attractive not only in the ease of implementation in a model but it also makes sense physically because of the difficulty of distinguishing individual load components when both exist in nature. A drawback of this approach is that it implies that bed load and suspended load are controlled by the same physics, which is not always the case. For example, bed load transport is affected by bottom slope while suspended sediment load is not. Third, the model requires no assumptions concerning whether morphological evolution is supply-limited versus transport-limited because this will depend on the relative importance of the entrainment and deposition fluxes for any given flow conditions. Finally, because an attempt is made to clearly separate the governing equations from the empirical relations, the substrate exchange fluxes can readily by modified, either to incorporate new data and transport models as they become available or to study different applications.
Numerical model
Combining the governing equations with the empirical relations just specified leads to a system of five equations for the five unknowns, hðx; y; tÞ, uðx; y; tÞ, vðx; y; tÞ, cðx; y; tÞ and zðx; y; tÞ. These equations are nonlinear and hyperbolic when ¼ 0. For practical purposes, the solutions to (1)-(5) maintain a hyperbolic character even when a0 because tends to be small. These solutions may involve sharp discontinuities or shocks which propagate within the domain. In this study we make use of a well established numerical technique that is both robust and reasonably accurate (Toro, 2001) .
In the following text, two main formulations are presented. The first is fully coupled and involves unsteady flow, which is applicable to situations where the rate of bed deformation is comparable to that of flow evolution. The second involves steady flow which is a reasonable assumption when the rate of bed evolution is slow relative to the rate of flow evolution.
Unsteady flow
For the purposes of obtaining a numerical solution, system (1)-(5) can be split such that Eq. (5) is treated separately. Physically, this is justified by the fact that the evolution of the bed (i.e., Eq. (5) is solely governed by the local entrainment and deposition fluxes. This enables one to write the following equations:
where U is the solution vector defined as 
The matrices qEðUÞ=qU and qGðUÞ=qU each have four real eigenvalues (only three of which are distinct, e.g., l 1;2 ¼ u AE ffiffiffiffiffi gh p and l 3 ¼ u for the first matrix) consistent with the fact that the system is hyperbolic.
Finite volume method
The technique used to solve system (13) is based on the finite volume method. Integrating (13) over an arbitrary element V i (Fig. 1) , the basic equation
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of the finite volume method obtained using the divergence theorem is given by
where n is the outward-directed unit vector normal to boundary S i and F is the flux vector. The integrand F Á n is the normal flux across a surface with normal n. Note that F Á n is defined as
where
and n ¼ n x n y " # .
Eq. (18) implies that the time rate of change in U inside a control volume depends on the total flux through the surface of the volume plus the sum of sources within the volume.
To facilitate solution of (18) we follow the approach of Zoppou and Roberts (1999) and introduce the rotation matrix T n ,
This matrix is used to align the normal n with the x-axis. Using the rotational invariance property of the two-dimensional shallow water equations, then
Using (23), Eq. (18) becomest
Within each control volume i the solution vector U is assumed to be constant. Moreover, the flux across each edge j of the control volume can be determined by the data in neighboring elements separated by edge j. Rewriting (24) in discrete form, the basic governing equation becomes
where DU i is the change in the solution vector over the time step Dt, A i is the area of element i, NðiÞ is the set of all elements that share an edge in common with element i, j is the index for the edges of element i, L i;j is the length of edge j in element i, S i are the sources associated with element i, and EðT n i;j U i ; T n i;j U j Þ is an estimate for the flux across the edge separating two neighboring elements.
Solution for flux
An estimate for the fluxẼðT n i;j U i ; T n i;j U j Þ across the edge separating two neighboring elements in Eq. (25) can be obtained by solving a series of local Riemann problems (see Toro, 2001) . The Riemann problem for a general hyperbolic system is the following initial value problem
where U l and U r are the constant states on the left and right of any given element interface, respectively. In the formulation presented here, because the rotation matrix aligns the outward normal for ARTICLE IN PRESS any given element edge with the x-coordinate direction, the problem involves only one-dimensional solutions oriented in the direction normal to the element interface. In this case, U l ¼ T n i;j U i and U r ¼ T n i;j U j . The structure of the Riemann problem for the twodimensional shallow water-sediment transport equations involves three distinct waves (Fig. 2) . The left and right waves (with speeds S l and S r , respectively) can either be shocks or rarefaction waves, whereas the middle wave (with speed S m ) is always a contact discontinuity (Toro, 2001) . Contacts and shocks are discontinuous solutions whereas rarefaction waves are continuous. The region between the left and right waves is called the star region. The variables h and u are constant in the star region between the waves S l and S r while v and c may change discontinuously across the contact wave S m . Because the solution for h and u is unaffected by v and c, the complete solution of the Riemann problem for the conservative quantities h and uh in the two-dimensional problem is identical to that for the one-dimensional shallow water equations.
Godunov-type methods use the solution of the Riemann problem to determine the intercell flux, which depends on the wave speeds. This study uses a first-order approximate Riemann solution based on the assumption that the left and right waves are both rarefaction waves (herein denoted HLL). With this assumption, u and h in the star region (i.e., u Ã and h Ã ) can be determined from the initial data h l , u l , v l , c l , h r , u r , v r and c r using (Toro, 2001) 
and
while the wave speeds can be computed using (Toro, 1992 )
Using these expressions, the first two components of the inter-element fluxẼðT n i;j U i ; T n i;j U j Þ can be calculated from
The third and fourth components of this flux can be determined from
whereẼ 1 is the first component of the flux calculated from (33) andẼ 3;4 are the third and fourth components ofẼðU l ; U r Þ. Once this flux is computed for each interface of an element the local solution can be advanced to the next time step according to Eq. (25). The wave speed estimates given by (30), (31) and (32) assume that a non-zero water depth exists everywhere. If a dry bed exists on either side of a cell interface, the eigenvalues related to S l and S r collapse onto one and the system of equations is no longer strictly hyperbolic. If a dry bed is to the left, the wave speeds should be computed as whereas for a dry bed on the right, the wave speeds are given by
The bed is regarded as 'dry' if the water depth is less than a small value ð1 Â 10 À6 mÞ. Restricting the water depth from dropping below this value avoids problems when evaluating the friction terms which involve division by h (see Eqs. (8) and (9)).
Time stepping
Eq. (25) is solved here using the standard explicit forward Euler method. However, in order to reduce numerical instabilities associated with rapid variations in velocities and/or water depth, the friction slope terms S fx and S fy are evaluated pointimplicitly (see Bussing and Murman, 1987; Fiedler and Ramirez, 2000) . This is achieved firstly by splitting the source term in (25) into the form
Àgh qz qx þ q 2 hu qx 2 þ q 2 hu qy 2 À ðr s Àr w Þgh 2 2r qc qx À ðr 0 ÀrÞðEÀDÞu rð1ÀfÞ Àgh qz qy þ q 2 hv qx 2 þ q 2 hv All terms in S 0 are evaluated at the previous time step, corresponding to a standard explicit scheme. For the friction terms, it is convenient to define a time-stepping coefficient b (0pbp1), enabling S f to be written in terms of the time steps n and n þ 1 as
Utilizing a Taylor series expansion, the friction term can be approximated as
where it should be understood that the derivatives are evaluated at the old (i.e., n) time step.
Introducing (43), (44) and (45) into Eq. (25) the governing equation can be written as
and I is the identity matrix. The advantage of this method is that the overall explicit character of the equation has been maintained but with improved stability. Nevertheless, because the scheme is explicit, the time step is constrained by the usual Courant condition. The time step is calculated from
where S max is the maximum wave speed across any interface in the entire model domain and c is the Courant number which has a value in the range 0ocp1.
Boundary conditions
Two main boundary conditions are encountered in this study: those corresponding to solid and transmissive boundaries. For a cell with a constant state U ¼ ½ u hu hv hc T which has an edge that forms a boundary, it is necessary to specify the unknown state U b on the other side of the boundary. No flow is permitted through a solid boundary, which is implemented in this scheme by setting U b ¼ ½ u À hu hv hc T . A transmissive boundary is implemented by setting U b ¼ U.
Steady flow
In cases when the bed evolution is much slower than the rate of flow evolution, it is common practice to approximate the flow as steady while the bed is evolving (e.g., see Izumi and Parker, 1995) . For this case, the system of governing equations can be written as
which is identical to Eqs. (1)-(5) except that the time derivatives in (1)-(4) have been dropped. All time evolution is now related to bed evolution. For the purpose of calculating a numerical solution to system (49)-(53) it is convenient to retain the transient terms (as in (1)-(5)) and obtain the steady-state flow solution by iteration (typically called the pseudotransient method). This approach has the advantage that the same numerical scheme used to solve the unsteady flow problem can be utilized. The general procedure involves the following steps to be performed repeatedly:
1. For a fixed topographic surface, repeatedly solve the flow problem (i.e., solve Eq. (13) using the method described in Section 3.1) until a steadystate solution is obtained, when the flow depth and/or flow velocities converge to approximately constant values. 2. Compute the entrainment and deposition fluxes and modify bed topography. 3. Recalculate flow problem described in 1.
Although the initial steady-state solution can involve a significant number of iterations, subse-quent solutions typically require few iterations because one can use flow depths and velocities from the previous calculation as an initial condition (see Table 1 ). Thus, the method is efficient and long time scales can easily be computed.
Accurate calculation of steady-state solutions for non-homogeneous conservation laws such as Eq. (25) requires delicate balancing between flux gradients and source terms, which can prove difficult with some numerical schemes (see LeVeque, 1998) . We have found no difficulty obtaining accurate solutions for the cases investigated in this study. This has been determined by comparing results computed from this model with results calculated using a second-order-accurate model based on the surface gradient method (see Zhou et al., 2001) .
Model verification
The accuracy of the presented numerical model is assessed by comparing computed results with published solutions.
Case 1-one-dimensional dam break
The first test problem is the one-dimensional dam break over a non-erosive bed, for which there is an exact solution (Stocker, 1957) . A 2000 m long horizontal, frictionless channel is investigated. Initially, a dam is located at 1000 m, separating two stagnant bodies of water with depths of 10 and 0.1 m. The dam is instantaneously removed at time ¼ 0. This setup presents a severe test case because it involves a transition from subcritical to supercritical flow, which causes problems with some numerical schemes. To study this problem, the computational domain is subdivided into 200 segments and the Courant number c is set to a conservative value of 0.5. The solution after 50 s (Fig. 3) shows a shock wave which has propagated $600 m downstream of the original dam, and a rarefaction wave that has propagated $600 m upstream into the reservoir. Both waves are well resolved with the first-order approximate Riemann solver.
Case 2-two-dimensional dam break
The second test is the problem introduced by Fennema and Chaudhry (1990) which involves the instantaneous breach of a two-dimensional dam in a horizontal frictionless, non-erosive channel. There is Note that for 2D quasi-steady flow over a mobile bed (case 4), initial time step takes an order of magnitude more time than latter steps. This is because once initial steady-state solution has been computed, it provides a more accurate initial condition for subsequent computations. a Note that 1D simulations are computed with the 2D model using few elements in direction in which there is no variation. no analytical reference solution for this test case but various numerical results can be found in the literature (e.g., Fennema and Chaudhry, 1990; Mingham and Causon, 1998; Alcrudo and Garcia-Navarro, 1993; Zoppou and Roberts, 1999) Stocker (1957, solid line) after 50 s for one-dimensional dam break problem with initial water depths of 10 and 0.1 m. Error E between exact solution C j and numerical solution c j is 0.0176 for water depth and 0.0477 for velocity, respectively, where E ¼ ð P n j¼1 jc j À C j jÞ=ð P n j¼1 jC j jÞ and n ¼ 200. Calculation was performed in 153 time steps and required a total CPU (user) time of 0.578 s (see Table 1 for details). Anastasiou and Chan (1997) and Figure 11 in Mingham and Causon, 1998). propagates laterally (Fig. 4) . At the same time, a negative depression wave spreads upstream into the reservoir. Computed water depths after 7.2 s compare well with results of Fennema and Chaudhry (1990) and with others (e.g., Alcrudo and Garcia-Navarro, 1993; Anastasiou and Chan, 1997; Mingham and Causon, 1998; Zoppou and Roberts, 1999) .
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Case 3-one-dimensional dam break over mobile bed
To test the ability to accurately calculate flow dynamics for the case of a mobile bed, numerical solutions are compared with calculations made recently by Cao et al. (2004) . The model setup consists of a 50 km long, initially horizontal, onedimensional frictional channel with a dam located at 25 km separating two initially stagnant bodies of water with depths of 40 and 2 m. The problem is discretized with 5000 cells and results are presented after 60 s. All parameters used for calculations are exactly the same as those used by Cao et al. (2004) . As shown in Fig. 5, results show the development of a heavily concentrated, eroding wave front which forms at the dam and which diminishes as it propagates downstream. A hydraulic jump is formed near the dam site due to rapid bed erosion, which reaches $5 m. This feature attenuates progressively as it propagates upstream and eventually disappears. As seen in Fig. 5 , results calculated here agree closely with those computed by Cao et al. (2004) .
Further applications
In order to demonstrate additional applications of the model we present briefly two more examples of calculations. The first illustrates the usefulness of the model for studying problems involving overland flow generated by rainfall, and in particular, for investigating channel initiation and development. This is also the first example where the steady fluid flow formulation is utilized (see Section 3.2). In this example, a 10 by 10 m initially planar surface (containing a random perturbation with a maximum amplitude of 0.01 m) with a slope of 0.2 is subjected to uniform rainfall with a rate of 10 mm/h. Substrate erosion is assumed to be governed by the cohesive law in Eq. (11) (with b ¼ 2:78Â 10 À8 m s À1 , g ¼ 1, u c ¼ 0:1 m s À1 ) whereas deposition is neglected. Bed friction is assumed to be given by the Darcy-Weisbach relation (i.e., (8)) with a constant friction factor f of 0. Fig. 5 . Numerical solution of one-dimensional dam break over a mobile bed showing water surface, bed topography and volumetric sediment concentration ðÂ10Þ after 60 s. Note good agreement between results computed with first-order numerical scheme described in this paper (solid curve labelled HLL) and a more accurate second-order total-variation-diminishing weighted average flux method used in conjunction with HLLC Riemann solver and a SUPERBEE limiter (see Toro et al., 1994) , also computed here (dashed curve labelled HLLC). Results also agree well with numerical solution computed by Cao et al. (2004) (dashed curve, see their Fig. 2d, d ¼ 8 mm) . erosion in response to uniform rainfall is characterized by the formation of quasi-periodic rills which have a spacing in this case of approximately 1 m (Fig. 6) . Rills begin to form ca. 2-3 m downstream of the drainage divide which is the distance required to attain the threshold flow velocity. Once initiated, rills incise and extend in a downstream direction to form a well developed network. We are currently using this model to investigate controls on channel spacing. As mentioned in the Introduction (and as discussed in detail by Izumi and Parker, 1995) , this problem cannot be addressed with more simplified flow models based on normal flow (i.e., pure balance between downstream gravitational forces and resisting bed friction forces) because neglecting dynamic terms in the governing equations leads to unbound flow convergence and no finite channel spacing.
The final application considered involves computing the morphological changes associated with the impact of a train of large waves or tsunami with a coast line. The initial setup for this problem consists of a planar surface with a slope of 0.004 and a coastline located at x ¼ 0 m. The water surface height at the left hand boundary is defined as a sinusoidal wave train with an amplitude of 5 m and a period of 30 min. Substrate erosion is assumed to be governed by the non-cohesive law defined in Eq. (12), deposition is described by (10) and bed friction is computed with Manning's relation ((9) , all parameter values are described in the figure caption). Calculations were performed with a Courant number c of 0.01 on a grid with 200 cells. Results presented in Fig. 7 show that large amounts of sediment are eroded following the rapid retreat of waves that have extended beyond the shoreline. This sediment is deposited further offshore ARTICLE IN PRESS in a large dune. The transition from erosion to deposition coincides with a large hydraulic jump. Although waves have incursions of more than 1 km inland of the original coastline, little erosion and deposition occur onshore in comparison to that observed offshore.
Conclusions
A model capable of simulating changes in surface morphology related to coupling between shallow water flow and sediment transport is described. The model is based on the finite volume method using a first-order approximate Riemann solver which is robust and efficient. The model produces results in very good agreement with analytical solutions as well as with published numerical results. Potential model applications include channel development related to rainfallinduced overland flow and sediment transport related to rapid events such as tsunami and/or floods. The formulation presented in this paper offers a number of advantages over many existing models used within the Earth Science community to compute surface evolution due to flowing water. These include (1) incorporation of flow dynamics (2) non-capacity sediment transport including both supply and transport limiting cases, (3) avoidance of several poorly understood empirical relations such as drainage area-discharge, and relationships between channel width, slope, water depth, hydraulic radius and mean flow velocity. Moreover, the model presented is based on well established equations, for which robust and accurate numerical solution techniques have been developed in different fields. One purpose of this paper is to increase awareness of these existing equations and techniques within the geoscience community and thus to offer a different approach (that is consistent with research in other fields) to study problems involving coupled water flow and sediment transport.
ARTICLE IN PRESS
