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Abstract
Let O be a smooth bounded domain in RN ; with NX5; a > 0; aX0 and 2n ¼ 2N
N2: We show
that the exponent q ¼ 2ðN1Þ
N2 plays a critical role regarding the existence of least energy (or
ground state) solutions of the Neumann problem
Du þ au ¼ u2n1  auq1 in O;
u > 0 in O;
@u
@n ¼ 0 on @O:
8><
>:
Namely, we prove that when q ¼ 2ðN1Þ
N2 there exists an a0 > 0 such that the problem has a least
energy solution if aoa0 and has no least energy solution if a > a0:
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1. Introduction
Let O be a smooth bounded domain in RN ; with NX5; a > 0 and aX0: Let
2n ¼ 2N
N2 be the critical exponent for the Sobolev embedding H
1ðOÞCLqðOÞ and
2# ¼ 2ðN1Þ
N2 : We consider the problem
Du þ au ¼ u2n1  auq1 in O;
u > 0 in O;
@u
@n ¼ 0 on @O:
8><
>: ðPa;qÞ
We regard a as ﬁxed and a as a parameter. From Theorem 3.2 of [18], due to Wang,
we know that if 2oqo2#; then problem ðPa;qÞ has a least energy solution for all
values of aX0: (Wang’s result actually holds for NX3:) A question that naturally
arises is the following: what happens for q ¼ 2#?
It is well known that the solutions of ðPa;qÞ correspond to critical points of the
functional Fa : H1ðOÞ-R; deﬁned by
FaðuÞ :¼ 1
2
jruj22 þ
a
2
juj22 þ
a
q
jujqq 
1
2n
juj2n2n ;
where jujp denotes the Lp norm of u in O: We recall that a least energy solution is a
function uAH1ðOÞ such that
FaðuÞ ¼ inf
N
Fa:
The set N is the Nehari manifold, N :¼ fuAH1ðOÞ: F0aðuÞu ¼ 0; ua0g: It is
interesting to note that when q ¼ 2# it is possible to determine explicitly the function
FajN by solving a quadratic equation. We take full advantage of this fact.
We recall that the inﬁmum
S :¼ inf
R
RN jruj2
ðRRN juj2nÞ2=2n
uAL2nðRNÞ;ruAL2ðRNÞ; ua0
( )
is achieved by the Talenti instanton UðxÞ :¼ ð NðN2Þ
NðN2Þþjxj2Þ
N2
2 : For e > 0 and yARN ;
we deﬁne Ue;y :¼ e
N2
2 Uðxye Þ:
Heuristically, we can summarize the main idea behind the analysis of problem
ðPa;qÞ; when q ¼ 2#; as follows. There exists an a0A0;þN such that infNFaoS
N
2
2N
for aoa0; and infN Fa ¼ S
N
2
2N
for aXa0: If aoa0; then ðPa;2#Þ has a least energy
solution whereas, if a > a0; then ðPa;2#Þ does not have a least energy solution.
Suppose a0 ¼ þN; so that there exist least energy solutions for all aX0: We choose
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a sequence ak-þN as k-þN and denote by uk a corresponding sequence of
least energy solutions. Then there would exist a sequence of positive numbers ek
converging to zero, and a sequence of points PkA@O; such that, modulo a
subsequence, Pk-P and jrðuk  Uek ;PkÞj2-0; as k-þN: We can use FakðUek ;PkÞ
to estimate FakðukÞ from below with an error that is oðakekÞ: However, from [1,18],
we have the estimate
FakðUek ;PkÞ ¼
S
N
2
2N
 S
N
2
2
HðPkÞAðNÞek þ 1
2
BðNÞakek þ oðakekÞ;
where AðNÞ and BðNÞ are positive constants that only depend on N; and
HðPkÞ is the mean curvature of @O at Pk with respect to the unit outward normal.
This lower bound is greater than S
N
2
2N
; for large k: This contradicts the hypothesis that
a0 ¼ þN:
It is somewhat delicate to justify the use of FakðUek ;PkÞ to estimate FakðukÞ from
below. This was ﬁrst done by Adimurthi et al. [2], who treated the case where a ¼ 0:
The argument involves an expansion to second order of the energy at Uek ;Pk and a
comparison of the eigenvalues of the linearized problem at Uek ;Pk with the
eigenvalues of a limiting problem.
The present analysis builds on the work of Adimurthi et al. [2], which we will
frequently refer to as [APY]. Of course, the works of Talenti [17], Bre´zis and
Nirenberg [9], Lions [15], Adimurthi and Mancini [1], and Wang [18] are also of
major importance for our study.
Our main result is the following:
Theorem. Let O be a smooth bounded domain in RN ; with NX5; a > 0 and aX0:
There exists a positive real number a0 ¼ a0ða;OÞ such that
(i) if aoa0; then problem ðPa;2#Þ has a least energy solution;
(ii) if a > a0; then problem ðPa;2#Þ has no least energy solution.
We remark that this result contrasts with Theorem 3.2 of [18], referred to above.
Also, from this theorem we deduce an inequality (see (15)) which implies Aubin’s
inequality (16) (see [6,11]).
We should mention that for any pair ða; aÞ (with a > 0 and aX0) problem ðPa;2#Þ
has the constant solution
u ¼ k :¼ aþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ 4ap
2
 !N2
2
:
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The energy of this solution is
FaðkÞ ¼ jOj
2#N
aþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃa2 þ 4ap
2
 !N
þ2
n
2
a
aþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃa2 þ 4ap
2
 !N224
3
5;
where jOj denotes the N-dimensional Lebesgue measure of O: It follows that for
a > 0 and aX0 sufﬁciently small, namely for apS=ð2jOjÞ 2N and a such that
FaðkÞpS
N
2 =ð2NÞ; then the least energy solutions might be constant.
When the domain O is a ball and a is small, Adimurthi and Yadava [3] proved
that ðP0;2#Þ has more than one solution for N ¼ 4; 5 and 6. However, when
N ¼ 3 a uniqueness result was proved by Zhu [21] for convex domains, a ¼ 0 and
small a:
Other works in the spirit of ours are those of Bre´zis and Lieb [8], Adimurthi and
Yadava [4], Zhu [20], Wang [19] and Chabrowski and Willem [10].
The organization of this work is as follows. In Section 2 we give the setup of our
work and the statement of the main result. In Section 3 we prove existence of least
energy solutions. We then assume that the value a0 is inﬁnite and analyze the
asymptotic behavior of the least energy solutions as a-þN: In Section 4 we prove
nonexistence of least energy solutions. In Section 5 we give a lower bound for a0; and
using the ideas of Chabrowski and Willem [10], give partial results concerning
existence of least energy solutions for a ¼ a0: In Appendix A we check that the
Nehari setN is a manifold and a natural constraint for Fa; we derive expressions for
FajN; and we derive upper and lower bounds for FajN: Finally, in Appendix B we
prove a technical estimate, used in our study, similar to those in Adimurthi and
Mancini [1].
Motivated by this work, in [13] the second author has proved an inequality which
improves inequality (15). In [14] he proves a family of inequalities which contains, as
special cases, an inequality in Zhu’s work [20] and the inequality in [13].
2. The setup and statement of the main result
Let O be a smooth bounded domain in RN ; with NX5: Let 2n ¼ 2N
N2 be the critical
exponent for the Sobolev embedding H1ðOÞCLqðOÞ and 2# ¼ 2ðN1Þ
N2 : Finally, let
a > 0 and aX0: We are concerned with the problem of existence of a least energy
solution of
Du þ au ¼ u2n1  au2#1 in O;
u > 0 in O;
@u
@n ¼ 0 on @O:
8><
>: ð1aÞ
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Solutions of ð1aÞ correspond to critical points of the functional Fa : H1ðOÞ-R
deﬁned by
FaðuÞ :¼ 1
2
jjujj2 þ a
2#
juj2#2# 
1
2n
juj2n2n : ð2Þ
We use the notations
jujp :¼
Z
jujp
 1
p
and jjujj :¼ ðjruj22 þ ajuj22Þ
1
2:
Unless otherwise indicated, integrals are over O:
We recall that the Nehari manifold is
N :¼ fuAH1ðOÞ: F0aðuÞu ¼ 0; ua0g:
For any uAH1ðOÞ\f0g; there exists a unique tðuÞ > 0 such that tðuÞuAN; the value
of tðuÞ is given in expression (A.1) of Appendix A. We deﬁne Ca : H1ðOÞ\f0g-R by
CaðuÞ :¼ FaðtðuÞuÞ:
As can be checked in Appendix B,
Ca :¼ 1
N
1
2#
1
2N
gþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g2 þ 4b
p N
þ2  2nb gþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g2 þ 4b
p N2 
; ð3Þ
where b; g : H1ðOÞ\f0g-R are deﬁned by
bðuÞ :¼ jjujj
2
juj22n
ð4Þ
and
gðuÞ ¼ gaðuÞ :¼ a
juj2#2#
juj2#2n
: ð5Þ
Equivalently,
Ca ¼ 1
N
b
N
2
2#
ðdþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ 1
p
ÞN þ 2
n
2
ðdþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ 1
p
ÞN2
 
; ð6Þ
with b as above and d : H1ðOÞ\f0g-R deﬁned by
dðuÞ ¼ daðuÞ :¼ gðuÞ
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bðuÞp ¼ 12 ajuj
2#
2#
jjujj  juj
2n
2
2n
; ð7Þ
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Obviously, every nonzero critical point of Fa is a critical point of Ca: Since the
Nehari manifold is a natural constraint for Fa; if u is a critical point of Ca; then tðuÞu
is a critical point of Fa:
As is usual, we say that ua0 is a ground state critical point of Fa; or a least energy
solution of ð1aÞ; if
FaðuÞ ¼ inf
N
Fa ¼ inf
H1ðOÞ\f0g
Ca:
Our aim is to establish existence and nonexistence of least energy solutions of ð1aÞ:
We will consider the minimization problem corresponding to
Sa :¼ inffIaðuÞjuAH1ðOÞ\f0gg;
where Ia :H
1ðOÞ\f0g-R is deﬁned by
Ia :¼ ðNCaÞ
2
N : ð8Þ
From (3) and (6) we obtain
Ia ¼ 1
4ð2#Þ 2N
ðgþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g2 þ 4b
p
ÞN þ 2:2nbðgþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g2 þ 4b
p
ÞN2
h i 2
N
: ð9Þ
and
Ia ¼ b
ð2#Þ 2N
ðdþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ 1
p
ÞN þ 2
n
2
ðdþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ 1
p
ÞN2
  2
N
: ð10Þ
We observe that
IaXb; ð11Þ
since
1
2#
1þ 2
n
2
 
¼ 1:
Before stating our main result, we recall that the inﬁmum
S :¼ inf
R
RN jruj2
ðRRN juj2nÞ2=2n
uAL2nðRNÞ;ruAL2ðRNÞ; ua0
( )
;
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which depends on N; is achieved by the Talenti instanton
UðxÞ :¼ NðN  2Þ
NðN  2Þ þ jxj2
 !N2
2
:
This instanton U satisﬁes
DU ¼ U2n1; ð12Þ
so that Z
RN
jrU j2 ¼
Z
RN
U2
n ¼ SN2 : ð13Þ
Let e > 0 and yARN : For later use, we deﬁne the rescaled instanton
Ue;y :¼ e
N2
2 U
x  y
e
 
; ð14Þ
which also satisﬁes (12) and (13).
Our main result is
Theorem 2.1. Let O be a smooth bounded domain in RN ; with NX5; a > 0 and aX0:
There exists a positive real number a0 ¼ a0ða;OÞ such that
(i) if aoa0; then ð1aÞ has a least energy solution;
(ii) if a > a0; then ð1aÞ does not have a least energy solution and
S
2
2
N
p b
ð2#Þ 2N
ðdþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ 1
p
ÞN þ 2
n
2
ðdþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ 1
p
ÞN2
  2
N ð15Þ
in H1ðOÞ\f0g; where b and d ¼ da are defined in (4) and (7), respectively. The
constant on the left-hand side of (15) is sharp.
Corollary 2.1 (Aubin’s inequality). Let O be a smooth bounded domain in RN ; with
NX5: For every B > 0; there exists a CðB;OÞ > 0 such that
S
2
2
N
 Bpjruj
2
2 þ CðB;OÞjuj22
juj22n
; ð16Þ
for all uAH1ðOÞ\f0g:
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Proof. From Lemma 5.1, there exists a constant %c > 0 such that the right-hand side
of (15) is less than or equal to
b 1þ 4
2#
dþ %cd2
 
and from Ho¨lder’s inequality juj2#2#pjuj2juj2
n=2
2n : Hence dðuÞpa2juj2jjujj: Let e > 0: For all
uAH1ðOÞ;
S
2
2
N
juj22np jjujj2 1þ
2
2#
a0
juj2
jjujj þ %c
a20
4
juj22
jjujj2
 !
¼ jjujj2 þ 2
2#
a0jjujj juj2 þ %c
a20
4
juj22
p ð1þ eÞjruj22 þ
a20
ð2#Þ2eþ aeþ %c
a20
4
 !
juj22: &
Remark 2.1. Let k > 0: By scaling, we easily check that
a0 k2a;
O
k
 
¼ ka0ða;OÞ:
3. Existence of least energy solutions and their asymptotic behavior
In this section we start by proving the basic properties of the map a/Sa and
assertion (i) of Theorem 2.1. We then assume that the value a0 in Theorem 2.1
is inﬁnite and analyze the asymptotic behavior of the least energy solutions as
a-þN:
As explained in the previous section, we consider the minimization problem
corresponding to
Sa :¼ inffIaðuÞjuAH1ðOÞ; ua0g:
From [1,18], we know that
0oS0o
S
2
2
N
ð17Þ
(see (42) and (46) ahead). Obviously, Sa is nondecreasing as a increases. Choose any
point PA@O: By testing Ia with Ue;P and letting e-0; we conclude that Sap S
2
2
N
for
all aX0:
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Lemma 3.1. If Sao S
2
2
N
; then Sa is achieved.
Proof. Let uk be a minimizing sequence with jukj2n ¼ 1: Since bpIa; from (11), ðukÞ
is bounded in H1ðOÞ: We can assume that uk,u in H1ðOÞ; uk-u a.e. on O; and
jrðuk  uÞj2,m and juk  uj2
n
,n in the sense of measures on %O: Modulo a
subsequence, the concentration–compactness lemma implies that
lim
k-N
jrukj22 ¼ jruj22 þ jjmjj
and
lim
k-N
jukj2
n
2n ¼ juj2
n
2n þ jjnjj ¼ 1;
where
S
2
2
N
jjnjj 22npjjmjj:
This last inequality is an immediate consequence of inequality (16). For Sa ¼
limk-N IaðukÞ; we obtain that Sa equals
1
4ð2#Þ 2N
½ðgN þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g2N þ 4bN
q
ÞN þ 2  2nbNðgN þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g2N þ 4bN
q
ÞN2 2N ;
with
bN ¼ jjujj2 þ jjmjj ¼
jjujj2 þ jjmjj
ðjuj2n2n þ jjnjjÞ
2
2n
and
gN ¼ ajuj2
#
2# ¼ a
juj2#2#
ðjuj2n2n þ jjnjjÞ
2#
2n
:
If u ¼ 0; then
bN ¼
jjmjj
jjnjj 22n
X
S
2
2
N
;
a contradiction. So ua0:
We claim that jjmjj ¼ 0: We argue by contradiction and suppose that jjmjja0: If
jjnjj ¼ 0; then Sa > IaðuÞ; which is impossible. So jjnjja0:
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Let x0 :¼ juj2
n
2n ; so that 1 x0 ¼ jjnjj: We deﬁne f ; g and h : ½0; 1-R by
f ðxÞ :¼
%
gx
2#
2n þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
g2x2
2#
2n þ 4
%
bx
2
2n þ 4 jjmjj
jjnjj2=2n
ð1 xÞ2 22n
s
;
gðxÞ :¼
%
bx
2
2n þ jjmjj
jjnjj2=2n
ð1 xÞ 22n
and
h :¼ f N þ 2  2nf N2g;
for
%
b ¼ bðuÞ and
%
g ¼ gðuÞ: The value Sa is
Sa ¼ 1
4ð2#Þ 2N
½hðx0Þ
2
N :
We wish to prove that the minimum of h occurs at 0 or 1: The former case
corresponds to u ¼ 0 and the latter to jjnjj ¼ 0: In either case we are led to a
contradiction. This will prove that jjmjj ¼ 0; thereby establishing the claim.
The derivative of h is
h0 ¼ f N3½Nðf 2 þ 4gÞf 0 þ 2  2nfg0:
Since
f 2 þ 4g ¼ 2f
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
g2x2
2#
2n þ 4g
r
;
we can write
h0 ¼ 2f N2 N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
g2x2
2#
2n þ 4g
r
f 0 þ 2ng0
" #
:
The expression for h0 can be further simpliﬁed by computing f 0:
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
g2x2
2#
2n þ 4g
r
f 0 ¼ 1
2n
2#
%
gx
2#
2n
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
g2x2
2#
2n þ 4g
r
þ 2#
%
g2x2
2#
2n þ 4g0
" #
¼ 2
#
2n %
gx
2#
2n
1f þ 22
n
2#
g0
 
:
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This yields
h0 ¼ 2ðN  1Þf N2½
%
gx
2#
2n
1f þ 2ng0
¼ 2ðN  1Þf N2x2
#
2n
1½
%
gf þ 2nx12
#
2n g0:
We notice that h0ð0Þ ¼ þN and h0ð1Þ ¼ N; at a zero of h0; g0o0:
At a point of minimum of h in the interior of ½0; 1; h0 ¼ 0 andﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
g2x2
2#
2n þ 4g
r
f 0 ¼ 2
#
2n %
gx
2#
2n
1f þ 2ng0  2n 1 2
2#
 
g0
 
¼  ð2#  2Þg0;
we notice that at a zero of h0; f 0 > 0:
We consider
k :¼ 2nx12
#
2n g0;
whose derivative is
k0 ¼  ð2n  2#Þx2
#
2n g0  2nx2
n2#
2n g00
>  ð2n  2#Þx2
#
2n g0
¼ x2
#
2n
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
g2x2
2#
2n þ 4g
r
f 0 for h0 ¼ 0
>
%
gf 0:
The zeros of h0 occur when
%
gf ¼ k: We just proved that k0 >
%
gf 0 at the zeros of h0:
This implies that the graphs of
%
gf and k can cross at most once, and that h0 has at
most one zero. If the function h were to have a minimum in the interior of ½0; 1; then
h0 would have at least three zeros because h0ð0Þ ¼ þN and h0ð1Þ ¼ N: We
conclude that h has no minimum inside ½0; 1: (The conditions on the derivative of h
at the end points of the interval, or the fact that the graphs of
%
gf and k cross, imply
that h0 does vanish inside ½0; 1; at a point of maximum of h:) Therefore the minimum
of h occurs either at 0 or 1 and we have proved our claim.
Since jjmjj ¼ 0; the function u is a minimizer for Ia: &
Lemma 3.2. The map a/Sa is continuous on ½0;þN½:
Proof. Let %aA½0;þN½: First we prove that a/Sa is continuous from the right at %a:
If S%a ¼ S
2
2
N
; then continuity from the right at %a is obvious. If S%ao S
2
2
N
; let u%a be a
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minimizer of I%a; which exists by the previous lemma. If a > %a; then
S%apSapIaðu%aÞ-S%a as ar%a: This proves continuity from the right at %a:
To prove continuity from the left we show that limas%a Sa ¼ S%a: If the value of the
limit on the left-hand side is S
2
2
N
; then this equality is obvious. So suppose
limas%a Sao S
2
2
N
: Choose a sequence aks%a and ukAH1ðOÞ; with jukj2n ¼ 1; such that
IakðukÞ ¼ Sak : By (11), the sequence ðukÞ is bounded in H1ðOÞ and we can assume
that uk,u in H
1ðOÞ: An application of the concentration–compactness principle, as
in the previous lemma, shows that ua0 and
lim
k-N
IakðukÞXI%aðuÞ:
So,
S%apI%aðuÞp lim
k-N
IakðukÞ ¼ limaks%a Sa
and S%a ¼ limaks%a Sa: &
By the previous lemma, the value
a0 :¼
þN; if Sao S
2
2
N
for all aA½0;þN½;
minfaA½0;þN½jSa ¼ S
2
2
N
g; otherwise:
8><
>: ð18Þ
is well deﬁned. By (17) it is not zero. Lemma 3.1 implies the following two
corollaries:
Corollary 3.1. The map a/Sa is strictly increasing on ½0; a0:
Corollary 3.2. If aA½0; a0½; then ð1aÞ has a least energy solution ua: If aAa0;þN½;
then ð1aÞ does not have a least energy solution.
This proves (i) of Theorem 2.1. Assertion (ii) of Theorem 2.1 will also follow once
we establish that a0 is ﬁnite.
Lemma 3.3. If Sao S
2
2
N
for all aX0; then
lim
a-þN Sa ¼
S
2
2
N
: ð19Þ
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Suppose ak-þN as k-þN and uk is a minimizer for Iak satisfying ð1akÞ: Then
uk,0 in H
1ðOÞ and
Mk :¼ max
%O
uk
converges to þN; as k-N:
Proof. Suppose Sao S
2
2
N
for all aX0 and choose any sequence ak-þN as k-þ
N: Let uk be a minimizer for Iak satisfying ð1ak Þ; which necessarily exists by Lemma
3.1 and rescaling. We claim that uk is bounded in H
1ðOÞ: Indeed, by (9),
1
ð2#Þ 2N
g2ðukÞpIaðukÞp S
2
2
N
:
So,
akjukj2
#
2#p
2#
2
  1
N
S
1
2jukj2
#
2n :
By ð1ak Þ;
jukj2
n
2n ¼ jjukjj2 þ akjukj2
#
2# : ð20Þ
Together,
jukj2
n2
2n p bðukÞ þ
2#
2
  1
N
S
1
2jukj2
#2
2n
p S
2
2
N
þ 2
#
2
  1
N
S
1
2jukj2
#2
2n ;
since, by (11), bðukÞpIakðukÞp S
2
2
N
: So jukj2n is bounded. Recalling that bðukÞ ¼ jjuk jj
2
jjuk jj22n
;
we conclude that uk is bounded in H
1ðOÞ:
From (20), we conclude that uk,0 in H
1ðOÞ: We can assume that uk-0 a.e. on O;
and jrukj2,m and jukj2
n
,n in the sense of measures on %O: Then
lim
k-N
jrukj22 ¼ jjmjj ð21Þ
and
lim
k-N
jukj2
n
2n ¼ jjnjj; ð22Þ
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where
S
2
2
N
jjnjj 22npjjmjj: ð23Þ
Thus,
S
2
2
N
X lim
k-N
Sak ¼ lim
k-N
Iak ðukÞX
jjmjj
jjnjj 22n
X
S
2
2
N
; ð24Þ
and the inequalities in (24) are equalities. This proves (19).
From ð1akÞ; the values Mk satisfy
a þ akM2#2k pM2
n2
k ð25Þ
and consequently Mk-þN as k-þN: &
Lemma 3.4. Let Sako S
2
2
N
and Sak-
S
2
2
N
as ak-a0A0;þN: Denote by ukAH1ðOÞ a
minimizer for Iak satisfying ð1akÞ: In case a0oþN suppose that uk,0: Then
lim
k-N
jrukj22 ¼ lim
k-N
jukj2
n
2n ¼
S
N
2
2
: ð26Þ
Moreover, if a0 ¼ þN; or if a0oþN and we further assume that limak-a0 Mk ¼
þN; then we also have
lim
k-N
akdk ¼ 0; ð27Þ
lim
k-N
jruk rUdk ;Pk j2 ¼ 0; ð28Þ
and PkA@O; for large k. Here, we are denoting
dk :¼ M
2
N2
k ;
and Pk is such that Mk ¼ ukðPkÞ:
Note. If a0 ¼ þN; Lemma 3.3 guarantees the conditions Sak- S
2
2
N
; uk,0 and
Mk-þN are satisﬁed.
Proof. By ð1akÞ; uk satisﬁes (20). Since uk,0 in H1ðOÞ; uk is bounded in H1ðOÞ:
Therefore, (21)–(24) hold, with equalities in (24). Hence, bðukÞ- S
2
2
N
: From (10),
D.G. Costa, P.M. Gira˜o / J. Differential Equations 188 (2003) 164–202 177
dðukÞ-0 and
lim
k-N
akjukj2
#
2# ¼ 0;
as uk is bounded in H
1ðOÞ: Taking limits in (20) as k-N;
jjnjj ¼ jjmjj: ð29Þ
Combining (24) and (29), equalities (26) follow.
We now use the Gidas and Spruck blow up technique [12]. Let vkðxÞ :¼
d
N2
2
k ukðdkx þ PkÞ for xAOk :¼ ðO PkÞ=dk; so that
Dvk þ ad2kvk þ akdkv2
#1
k ¼ v2
n1
k in Ok;
0ovkpvkð0Þ ¼ 1 in Ok;
@vk
@n ¼ 0 on @Ok:
8><
>:
Rewriting (25) in terms of the dk;
ad2k þ akdkp1:
So, we can assume that Pk-P0;
distðPk; @OÞ=dk-LA½0;þN;
Ok-ON :¼ fðx˜; xNÞARN1 R : xN > Lg
and akdk-%a: By the elliptic estimates in [5],
vk-v in C
2
locðONÞ; ð30Þ
where v satisﬁes
Dv þ %av2#1 ¼ v2#1 in ON;
0ovpvð0Þ ¼ 1 in ON;
@v
@n ¼ 0 on @ON
8><
>:
as ad2k-0: By lower semicontinuity of the norm, vAL
2nðONÞ and rvAL2ðONÞ: So,
we can apply Pohozaev’s identity and get %a ¼ 0; and thus v ¼ U :
If L ¼ þN; then ON ¼ RN : From (26),
S
N
2 ¼
Z
RN
jrU j2p lim
k-N
jrukj22 ¼
S
N
2
2
;
which is impossible.
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So L is ﬁnite. This implies that P0A@O: In fact, L has to be zero since vpvð0Þ:
Using a diffeomorphism to straighten a boundary portion of O; the argument in
Lemma 2.2 of [APY] shows that PkA@O for large k: Finally, from (26), (30) and
Z
RNþ
jrU j2 ¼ S
N
2
2
;
we deduce (28). &
As in [2,7], let
M :¼ fCUe;y;CAR; e > 0; yA@Og
and dðu;MÞ :¼ inffjrðu  VÞj2;VAMg: The setM\f0g is a manifold of dimension
N þ 1: The tangent space TCl ;el ;yl ðMÞ at ClUel ;yl is given by
TCl ;el ;yl ðMÞ ¼ span Ue;y;C
@
@e
Ue;y;C
@
@ti
Ue;y; 1pipN  1
  
ðCl ;el ;ylÞ
;
where Txð@OÞ ¼ spanft1;y; tN1g:
For large k; the inﬁmum dðuk;MÞ is achieved:
dðuk;MÞ ¼ jrðuk  CkUek ;ykÞj2 for CkUek ;ykAM: ð31Þ
Furthermore,
Ck ¼ 1þ oð1Þ; ð32Þ
yk-P0 and ek=dk-1 (see Lemma 1 of [7] and Lemma 2.3 of [2]). From (27),
akek-0: ð33Þ
We deﬁne
wk :¼ uk  CkUek ;yk ;
so that Z
rUek ;yk  rwk ¼ 0: ð34Þ
Now, on the one hand, from (28),
lim
k-N
jrðuk  CkUek ;ykÞj2 ¼ 0:
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On the other hand, from Poincare´’s inequality, and the fact that both the average of
uk and the average of CkUek ;yk ; in O; converge to zero,
lim
k-N
juk  CkUek ;yk j2n ¼ 0:
Together,
lim
k-N
jjwkjj ¼ 0: ð35Þ
Our next objective is the upper bound in Lemma 3.8 for
R
U2
n2
ek ;yk w
2
k in terms of
jrwkj22 þ ð2#  1Þak
R
U2
#2
ek ;yk w
2
k: This will be crucial in the lower bound estimates
for the energy in Section 4.
The eigenvalue problems arising from the linearization of ð1akÞ at Uek ;yk are related
to the eigenvalue problem in
Lemma 3.5 (Bianchi and Egnell [7], Rey [16]). The eigenvalue problem
Dj ¼ mU2n2j in RNþ ;
@j
@n ¼ 0 on @RNþ ;R
RNþ
U2
n2j2oN
8><
>:
admits a discrete spectrum m1om2pm3py such that m1 ¼ 1; m2 ¼ m3 ¼? ¼ mN ¼
2n  1 and mNþ1 > 2n  1: The eigenspaces V1 and Vð2n1Þ; corresponding to 1 and
ð2n  1Þ; are given by
V1 ¼ span U ;
Vð2n1Þ ¼ span
@U1;y
@yi

y¼0
; for 1pipN  1
( )
:
We will consider the eigenvalue problems arising from the linearization of ð1akÞ at
Uek ;yk : Let e > 0; ne > 0; and yeA@O with lime-0 ye ¼ y0: Let fji;egNi¼1 be a complete
set of orthogonal eigenfunctions with eigenvalues m1;eom2;epm3;epy for the
weighted eigenvalue problem
Djþ neU2#2e;ye j ¼ mU2
n2
e;ye j in O;
@j
@n ¼ 0 on @O;
(
with j1;e > 0 and Z
O
U2
n2ji;ejj;e ¼ di;j :
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Let
Oe :¼ ðO yeÞ=e:
The sets Oe converge to a half space as e-0: For a function v on O; we deﬁne *v
on Oe by
*vðxÞ :¼ eN22 vðex þ yeÞ:
The relation between these eigenvalue problems and the one considered in Lemma
3.5 is given in
Lemma 3.6. Suppose yeA@O; lime-0 ye ¼ y0; lime-0 ðeneÞ ¼ 0 and the sets Oe
converge to RNþ : Then, up to a subsequence,
lim
e-0
mi;e ¼ mi
and
lim
e-0
Z
Oe
U2
n2ð *ji;e  *jiÞ2 ¼ 0:
The mi and *ji satisfy
D *ji ¼ miU2n2 *ji in RNþ ;
@ *ji
@n ¼ 0 on @RNþ ;R
RNþ
U2
n2 *j2i ¼ 1;
8>><
>:
and the functions *ji are supposed extended to RN by reflection. In particular, from the
previous lemma, m1 ¼ 1; *j1 ¼ CU for some constant C > 0; mi ¼ 2n  1 for 2pipN
and mNþ1 > 2n  1: Also, f *jigNi¼2 is in the span of f@U1;y=@yijy¼0; for 1pipN  1g:
The proof of Lemma 3.6 is a consequence of the arguments in the proof of Lemma
3.3 of [APY], of Lemma 3.7 and of Remark 3.1. For the details we refer to the proof
of Lemma 5.5 of [14] for parameter s there equal to one.
Lemma 3.7. Suppose yeA %O; jeAH
1ðOÞ;
R
U2
#2
e;ye j
2
e-0;R jrjej2-0;
(
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as e-0: Then Z
U2
n2
e;ye j
2
e-0;
as e-0:
Proof. We denote the average of je in O by %je: By Poincare´’s inequality,
jje  %jej2n-0:
The limits in this proof are taken as e-0: So we can write je ¼ %je þ Ze; with Ze-0
in L2
n
: We know that Z
U2
#2
e;ye ð %j2e þ 2 %jeZe þ Z2e Þ ¼ oð1Þ:
We have the following estimates for the three terms on the left-hand side:Z
U2
#2
e;ye %j
2
eXb %j
2
e e;
for some b > 0; and
Z
U2
#2
e;ye Ze %je

p jZej2n j %jej
Z
U
N
N2
4
Nþ2
e;ye
 Nþ2
2N
pCjZej2n j %jeje;
by (39); and
Z
U2
#2
e;ye Z
2
ep jZej22n
Z
U
N
N2
e;ye
  2
N
pCjZej22nejlog ej
2
N ; ð36Þ
by (40). (Inequalities (39)–(41) are in the beginning of the next section.) Thus
b %j2e epCj %jejeþ oð1Þ:
This shows that %je
ﬃﬃ
e
p
is bounded. But if %je
ﬃﬃ
e
p
is bounded this shows that
%je
ﬃﬃ
e
p
-0: ð37Þ
We want to prove thatZ
U2
n2
e;ye ð %j2e þ 2 %jeZe þ Z2e Þ ¼ oð1Þ:
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For the ﬁrst term on the left-hand side we have, by (39) and then (37),Z
U2
n2
e;ye %j
2
epC %j2e e2-0:
For the third term we have Z
U2
n2
e;ye Z
2
epCjZej22n-0:
We claim that the remaining term also converges to zero. This will prove the lemma.
For the second term we have the estimate
ze :¼
Z
U2
n2
e;ye %jeZe

pjZej2n j %jej
Z
U
N
N2
8
Nþ2
e;ye
 Nþ2
2N
:
If N ¼ 5; by (41),
zepCjZej2n j %jejeNð1
4
Nþ2Þ
Nþ2
2N pCjZej2n j %jeje
N2
2 ¼ CjZej2n j %jeje
3
2:
If N ¼ 6; by (40),
zepCjZej2n j %jeje2jlog ej
2
3:
Finally, if NX7; by (39),
zepCjZej2n j %jeje2:
In all three cases, (37) implies that ze-0: &
Remark 3.1. If in the previous lemma, instead of assuming
R jrjej2-0; we assume
that
R jrjej2 is bounded, then we can still conclude %je ﬃﬃep -0 and R U2n2e;ye ð %j2e þ
2 %jeZeÞ ¼
R
Oe
U2
n2ð *%j2e þ 2 *%je *ZeÞ-0; as e-0:
Using Lemma 3.6 and the arguments in the proof of Lemma 3.4 of [APY], we
deduce
Lemma 3.8. Suppose yeA@O; lime-0 ye ¼ y0 and lime-0 ðeneÞ ¼ 0: There exists a
constant g1 > 0 such that, for sufficiently small e;
jrwj22 þ ne
Z
U2
#2
e;ye w
2Xð2n  1þ g1Þ
Z
U2
n2
e;ye w
2 þ Oðe2jjwjj2Þ
for w orthogonal to T1;e;yeðMÞ:
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4. Nonexistence of least energy solutions
In this section we prove (ii) of Theorem 2.1. The idea of the proof is to obtain a
lower bound for Ia and show that if a0; deﬁned in (18), is inﬁnite, then the least
energy solutions uk of ð1akÞ have energy IakðukÞ > S
2
2
N
; for large ak: This is impossible.
Therefore a0 is ﬁnite. By Corollary 3.2, (ii) of Theorem 2.1 follows.
Assume
uk ¼ CkUek ;yk þ wk;
(26), (31)–(33) and (35). From (10), Ia has the lower bound
IaXb 1þ 4
2#
d
 
ð38Þ
(this is also checked in (A.2) of Appendix A). We will expand b and d to second order
around Uek ;yk : We start by deriving estimates for the terms that appear in this
expansion.
We recall, from Bre´zis and Nirenberg [9], that, for yA %O; there exist positive
constants c1 and c2 such that:
if 1pqo N
N2; then
c1e
qðN2
2
ÞpjUe;yjqqpc2eqð
N2
2
Þ; ð39Þ
if q ¼ N
N2; then
c1e
N
2 jlog ejpjUe;yjqqpc2e
N
2 jlog ej; ð40Þ
and if N
N2oqp 2NN2; then
c1e
Nð1 q2nÞpjUe;yjqqpc2eNð1
q
2nÞ: ð41Þ
For brevity, we shall write
Uk :¼ Uek ;yk :
Estimate for jUkj22: For NX5; NN2o2: From (41),
jUkj22 ¼ Oðe2kÞ: ð42Þ
Estimate for jUkj2#2#: Since ykA@O and we are supposing that the domain is
smooth,
jUkj2#2# ¼
2#BðNÞek
2
þ oðekÞ; ð43Þ
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with
BðNÞ ¼ 1
2#
Z
RN
U2
#
¼oN 1
2N
ﬃﬃﬃ
p
p GðN
2
Þ
GðNþ1
2
Þ½NðN  2Þ
N
2 ;
as proved in Appendix B. Here oN is the volume of the N  1 dimensional unit
sphere.
Estimate for jrUkj22 and for jUkj2
n
2n : From Adimurthi and Mancini [1], since NX5;
jrUkj22 ¼
S
N
2
2
 %C1ek þ Oðe2kÞ ð44Þ
and
jUkj2
n
2n ¼
S
N
2
2
 %C2ek þ Oðe2kÞ; ð45Þ
where
%C1 ¼ HðykÞoN1ðN  2Þ
2
4
GðNþ3
2
ÞGðN3
2
Þ
GðNÞ ½NðN  2Þ
N2
2
and
%C2 ¼ HðykÞoN1
4
GðNþ1
2
ÞGðN1
2
Þ
GðNÞ ½NðN  2Þ
N
2 :
Here HðykÞ denotes the mean curvature of @O at yk with respect to the unit outward
normal and, as above, oN is the volume of the N  1 dimensional unit sphere. This
yields
jrUkj22
jUkj22n
¼ S
2
2
N
 2N2N SHðykÞAðNÞek þ Oðe2kÞ ð46Þ
with
AðNÞ ¼ 2
N
oN1
oN
GðNþ1
2
ÞGðN3
2
Þ
GðN2 ÞGðN22 Þ
¼ N  1
N
1ﬃﬃﬃ
p
p Gð
N3
2
Þ
GðN22 Þ
: ð47Þ
To justify the last equality we recall that if oNðrÞ is the volume of the N  1
dimensional sphere with radius r; then
oNðrÞ ¼
Z p
0
oN1ðr sin jÞ r dj ¼ rN1oN1ð1Þ
Z p
0
sinN2 j dj;
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which yields
oN1
oN
¼ oN1ð1Þ
oNð1Þ ¼
1ﬃﬃﬃ
p
p Gð
N
2
Þ
GðN1
2
Þ:
We mention that the Talenti instanton we use does not coincide with the one
in [1]. Denoting the Talenti instanton in Adimurthi and Mancini by V ; VðÞ ¼
UððNðN  2ÞÞ1=2Þ:
Estimate for
R
Ukwk:
Lemma 4.1.
Z
Ukwk

p
Oðe
3
2
kjjwkjjÞ if N ¼ 5;
Oðe2kjlog ekj
2
3jjwkjjÞ if N ¼ 6;
Oðe2kjjwkjjÞ if NX7:
8>><
>>:
ð48Þ
Proof.
Z
Ukwk

pjwkj2n
Z
U
2N
Nþ2
k
 Nþ2
2N
:
If N ¼ 5; then 2N
Nþ2o NN2: By (39),Z
Ukwk

pCjjwkjjeN22k ¼ Oðe32kjjwkjjÞ:
If N ¼ 6; then 2N
Nþ2 ¼ NN2: By (40),Z
Ukwk

pCjjwkjjðeN2k jlog ekjÞNþ22N ¼ Oðe2kjlog ekj23jjwkjjÞ:
If NX7; then N
N2o 2NNþ2: By (41),Z
Ukwk

pCjjwkjjðeNð1 2NNþ2 N22N Þk ÞNþ22N ¼ Oðe2kjjwkjjÞ: &
Estimate for jU j2n1k wk: From [APY], Eqs. (3.15), for NX5;Z
U2
n1
k wk ¼ OðekjjwkjjÞ: ð49Þ
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Estimate for U2
#1
k jwkj: Since 2NNþ2 > 1;
Z
U2
#1
k jwkjp jwkj2n
Z
U
N
N2
2N
Nþ2
k
 Nþ2
2N
pCjwkj2ne
ð1 N
Nþ2Þ
Nþ2
2
k
¼OðekjjwkjjÞ: ð50Þ
Estimate for
R
U2
n2
k w
2
k:
Z
U2
n2
k w
2
k ¼ Oðjjwkjj2Þ: ð51Þ
Now we will obtain a lower bound for IakðukÞ: Let vk ¼ uk=Ck ¼ Uk þ w˜k ¼
Uk þ wk=Ck: Because of (32), the sequence ðvkÞ satisﬁes (26) and the sequence w˜k
satisﬁes (35). Of course, dðvk;MÞ is achieved by Uk: Because I is homogeneous of
degree zero, IakðukÞ ¼ IakðvkÞ: We will compute IakðvkÞ but we will still call vk by uk;
and w˜k by wk:
Going back to (38), IaðukÞ is bounded below by the sum of bðukÞ and 42#bðukÞdðukÞ:
We start by obtaining lower bounds for bðukÞ and 42#bðukÞdðukÞ separately. The
expression for bðukÞ involves two terms: jjujj2 and jukj2
n
2n : The ﬁrst one is obviously
jjukjj2 ¼ jjUkjj2 þ 2
Z
rUk  rwk þ a
Z
Ukwk
 
þ jjwkjj2
¼A1 þ A2 þ A3: ð52Þ
For the second term we use
Lemma 4.2 ([APY] Lemma 3.5). Let q > 1 and L be a nonnegative integer with Lpq:
Let V and o be measurable functions on O with VX0 and V þ oX0: Then
Z
ðV þ oÞq ¼
XL
i¼0
qðq  1Þyðq  i þ 1Þ
i!
Z
Vqioi
þ O
Z
½V qrjojr þ jojq
 
;
where r ¼ minfL þ 1; qg:
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Taking L ¼ 2 and q ¼ 2n;
jukj2
n
2n ¼ jUkj2
n
2n þ 2n
Z
U2
n1
k wk þ
2nð2n  1Þ
2
Z
U2
n2
k w
2
k þ OðjjwkjjrÞ; ð53Þ
where r ¼ minf2n; 3g; i.e., r ¼ 3 if N ¼ 5; and r ¼ 2n if N > 5: The inequality
ð1þ zÞZX1 Zz; ð54Þ
for Z > 0 and zX 1; implies
jukj22n X jUkj22n 1
2
R
U2
n1
k wk
jUkj2n28
 
 ð2
n  1Þ R U2n2k w2k
jUkj2n2n
þ OðjjwkjjrÞ
!
¼B1 þ B2 þ B3 þ B4: ð55Þ
Let
l :¼ jrUkj
2
2
jUkj22n
:
From (44) and (45),
l ¼ 1þ OðekÞ: ð56Þ
Using (52) and (55), we can write,
bðukÞX %I1 þ %I2 þ %I3 þ %I4;
where
%I1 ¼ jjUkjj
2
jUkj22n
¼A1B1;
%I2 ¼ 2jUkj22n
Z
rUk  rwk þ a
Z
Ukwk  l
Z
U2
n1
k wk
 
¼A2B1 þ A1B2;
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%I3 ¼ 1jUkj22n
jjwkjj2  lð2n  1Þ
Z
U2
n2
k w
2
k
 
¼A3B1 þ A1B3
and
%I4 ¼ ½ðA1 þ A3ÞB4 þ ½A2ðB2 þ B3 þ B4Þ þ A3B2 þ A3B3
¼E1 þ E2 þ E3 þ E4:
By (42) and (45),
%I1 ¼ jrUkj
2
2
jUkj22n
þ oðekÞ:
We recall (35), wk-0 in H
1ðOÞ:
By (34), the ﬁrst of the four terms in %I2 is zero; by Lemma 4.1 and by (49) the
second and the third ones are oðekÞ:
%I2 ¼ oðekÞ:
By (45), (51) and (56),
%I3 ¼ 2
N2
N S
2N
2 jjwkjj2  ð2n  1Þ
Z
U2
n2
k w
2
k
 
The term E1 is oðjjwkjj2Þ because B4 is oðjjwkjj2Þ: The term E2 is oðekÞ because,
from Lemma 4.1, A2 is oðekÞ: The term E3 is oðekÞ because, from (49), B2 is oðekÞ:
Finally, the term E4 is oðjjwkjj2Þ because both A3 and B3 are Oðjjwkjj2Þ: Therefore,
%I4 ¼ oðekÞ þ oðjjwkjj2Þ:
Combining the expressions for %I1; %I2; %I3 and %I4;
bðukÞ ¼ jrUkj
2
2
jUkj22n
þ 2N2N S2N2 jjwkjj2  ð2n  1Þ
Z
U2
n2
k w
2
k
 
þ oðekÞ þ oðjjwkjj2Þ
X
jrUkj22
jUkj22n
þ 2N2N S2N2 g2jjwkjj2  ð2n  1Þ
Z
U2
n1
k w
2
k
 
þ oðekÞ;
for any ﬁxed number g2o1; because a > 0: This is our lower bound for bðukÞ:
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Now we turn to the term 4
2#
bðukÞdðukÞ and write
4
2#
bðukÞdðukÞ ¼ 2
2#
jjukjj
jukj2þ2
n=2
2n
akjukj2#2#: ð57Þ
We obtain a lower bound for jjukjj from (52). Using (34), (42), (44) and Lemma
4.1,
jjukjjX S
N
2
2
0
@
1
A
1
2
þOðekÞ þ Oðjjwkjj2Þ:
We obtain a lower bound for jukjð2þ2
n=2Þ
2n from (53). Using (45), (49), (51) and (54),
jukjð2þ2
n=2Þ
2n X
S
N
2
2
0
@
1
A
1
2
 2
2n
þOðekÞ þ Oðjjwkjj2Þ:
For the product we obtain the lower bound
jjujj2
jukj2þ2
n=2
2n
X 2
N2
N S
2N
2 þ OðekÞ þ Oðjjwkjj2Þ
¼D1 þ D2 þ D3: ð58Þ
To estimate the term akjukj2
#
2# we do not use Lemma 4.2 because it would give rise
to a term Oðakjjwkjj2
#Þ; for which we do not have estimates. Instead we use this
calculus
Lemma 4.3. Let Z > 2: For any zX 1;
ZðZ 1Þ
2
z2  C˜jzj þ 1pðz þ 1ÞZ; ð59Þ
where C˜ ¼ 1þ ZðZ 1Þ=2:
Proof. The difference between the right-hand side and the left-hand side is zero for
z ¼ 1 and 0. It is increasing for z > 0 and concave for 1ozo0: &
(Eq. (59) also hold for Z ¼ 2; with equality for negative values of z:)
As a consequence of Lemma 4.3,
jukj2
#
2#XjUkj2
#
2#  2#Cˆ
Z
U2
#1
k jwkj þ
2#ð2#  1Þ
2
Z
U2
#2
k w
2
k;
D.G. Costa, P.M. Gira˜o / J. Differential Equations 188 (2003) 164–202190
with
Cˆ :¼ C˜
2#
¼ 1
2#
þ 2
#  1
2
:
Using (43) and (49),
2
2#
akjukj2
#
2#XBðNÞakek þ ð2#  1Þak
Z
U2
#2
k w
2
k þ oðakekÞ
¼F1 þ F2 þ F3: ð60Þ
We will now substitute (58) and (60) in (57). On the one hand,
ðD1 þ D2 þ D3ÞF3 ¼ oðakekÞ
and
ðD2 þ D3ÞF1 ¼ oðakekÞ:
On the other hand, by (36),
D2F2 ¼ Oðake2kjlog ekj
2
N jjwkjj2Þ ¼ oðakekÞ:
So,
4
2#
bðukÞdðukÞX 2
N2
N S
2N
2 BðNÞakek
þ 2N2N S2N2 ð2#  1Þak
Z
U2
#2
k w
2
k
þ Oðjjwkjj2Þak
Z
U2
#2
k w
2
k þ oðakekÞ
X 2
N2
N S
2N
2 BðNÞakek þ g2ð2#  1Þak
Z
U2
#2
k w
2
k
 
þ oðakekÞ;
for any ﬁxed number g2o1: This is our lower bound for 42#bðukÞdðukÞ:
Combining the lower bounds for bðukÞ and for 42#bðukÞdðukÞ;
IakðukÞX
jrUkj22
jUkj22n
þ 2N2N S2N2 BðNÞakek
þ 2N2N S2N2 g2jjwkjj2 þ g2ð2#  1Þak
Z
U2
#2
k w
2
k

ð2n  1Þ
Z
U2
n2
k w
2
k

þ oðakekÞ:
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From Lemma 3.8, the term inside the square parenthesis is greater than
g2 
ð2n  1Þ
ð2n  1Þ þ g1
 
ðjjwkjj2 þ ð2#  1Þak
Z
U2
#2
k w
2
kÞ þ oðekÞ
 
:
Choosing g2X
ð2n1Þ
ð2n1Þþg1; yields that this term is greater than oðekÞ: Hence,
IakðukÞX
jrUkj22
jUkj22n
þ 2N2N S2N2 BðNÞakek þ oðakekÞ:
Substituting (46) into this expression, we obtain
IakðukÞX
S
2
2
N
þ 2N2N S2N2 BðNÞakek 1 S
N
2
AðNÞ
BðNÞHðykÞ
1
ak
þ oð1Þ
 
>
S
2
2
N
;
for large k:
So assume a0; in (18), is þN: Choose a sequence ak-þN as k-þN and
denote by uk a minimizer for Iak satisfying ð1akÞ: From Lemmas 3.3 and 3.4,
conditions (26), (31)–(33) and (35) hold. Therefore Sak ¼ IakðukÞ > S
2
2
N
for large k;
which is impossible. By Corollary 3.2, this establishes (ii) of Theorem 2.1.
Remark 4.1. Since S
N
2 ¼ RRN U2n ¼ oN 12N ﬃﬃﬃpp GðN2 ÞGðNþ1
2
Þ
½NðN  2ÞN2 ; it follows that
BðNÞ ¼ SN2 :
Using
oN ¼ 2p
N
2
GðN
2
Þ;
the common value is
BðNÞ ¼ SN2 ¼ p
Nþ1
2
2N1
1
GðNþ1
2
Þ½NðN  2Þ
N
2 :
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5. Least energy solutions of ð1a0Þ
In this section we give a lower bound for a0 ¼ minfa j Sa ¼ S=2
2
Ng; and give
partial results concerning existence of least energy solutions of ð1a0Þ:
From (10) we obtain
Lemma 5.1. There exists a constant %c > 4ð2#Þ2=N such that
Iapb 1þ 4
2#
dþ %cd2
 
: ð61Þ
Proof. Consider L : ½0;þN½-R; deﬁned by
Lð
%
dÞ :¼ 1
ð2#Þ 2N
ð
%
dþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
d2 þ 1
p
ÞN þ 2
n
2
ð
%
dþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
d2 þ 1
p
ÞN2
  2
N
:
Since @@
%
d
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
d2 þ 1
p
j
%
d¼0 ¼ 0 and @@
%
d
1ﬃﬃﬃﬃﬃﬃﬃﬃ
%
d2þ1
p j
%
d¼0 ¼ 0; the ﬁrst two derivatives of L at zero are
L0ð0Þ ¼ 1
ð2#Þ 2N
2
N
ð2#Þ 2N1 N þ 2
n
2
ðN  2Þ
 
¼ 4
2#
and
L00ð0Þ ¼ 1
ð2#Þ 2N
2
N
2
N
 1
 
ð2#Þ 2N2ð2NÞ2 þ 2
2#
½N þ ðN  2Þ ¼ 4
2#
2N  3
N  1 :
Fix any number c1 >
2
2#
2N3
N1 : There exists an e > 0 such that (61) holds for %c ¼ c1
and 0p
%
doe:
Fix any number c2 >
4
ð2#Þ2=N : From (10), there exists an L > 0 such that (61) holds
for %c ¼ c2 and
%
d > L:
The inequalities 2
2#
2N3
N1o 42#o 4ð2#Þ2=N show that maxf
2
2#
2N3
N1 ;
4
ð2#Þ2=Ng ¼
4
ð2#Þ2=N :
By taking %cXmaxfc1; c2g; %c sufﬁciently large, we can guarantee (61) for all
%
dA½e;L: &
Lemma 5.2. If aoAðNÞmax@O H; then Sao S
2
2
N
:
Proof. Choose PA@O such that HðPÞ ¼ max@O H: From (42) and (46),
bðUe;PÞ ¼ S
2
2
N
 2N2N SHðPÞAðNÞeþ oðeÞ;
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whereas, from (7) and (42)–(45),
dðUe;PÞ ¼ 2
S
N
2
2#
4
BðNÞaeþ oðeÞ:
The previous lemma implies that
Sap IaðUe;PÞ
p S
2
2
N
 2N2N S2N2 BðNÞae SN2 AðNÞ
BðNÞ HðPÞ
1
a
 1þ oð1Þ
 
¼ S
2
2
N
 2N2N Sae AðNÞHðPÞ1
a
 1þ oð1Þ
 
as e-0: Since, by assumption, aoAðNÞmax@O H ¼ AðNÞHðPÞ; Sao S
2
2
N
: &
Corollary 5.1. The value a0 is greater than or equal to AðNÞmax@O H:
We let jOj denote the Lebesgue measure of O: By testing Ia with constant functions
we obtain
Lemma 5.3. If ap S
ð2jOjÞ
2
N
; then a0XmaxfaA½0;þN½ j Iað1Þp S
2
2
N
g:
Note. The value of Iað1Þ is
Iað1Þ ¼ jOj
2
N
ð2#Þ 2N
aþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃa2 þ 4ap
2
 !N
þ2
n
2
a
aþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃa2 þ 4ap
2
 !N224
3
5
2
N
:
We have not determined the exact value of a0: However, using the ideas of
Chabrowski and Willem [10], we have the following proposition concerning existence
of least energy solutions for a ¼ a0:
Proposition 5.1. If a0 > AðNÞmax@O H then there exists a least energy solution
of ð1a0Þ:
Proof. Choose a sequence aksa0: Let uk be a minimizer of Iak satisfying ð1akÞ: As in
the proof of Lemma 3.3, we conclude that the sequence ðukÞ is bounded in H1ðOÞ: So
we can assume uk,u:
We claim that ua0: Suppose, by contradiction, that u ¼ 0: If the norms jukjLNðOÞ
are uniformly bounded, then, from (26), juj2n2n ¼ S
N
2
2 ; which contradicts u ¼ 0: If
jukjLNðOÞ-þN; then Lemma 3.4 implies that we can repeat the argument of the
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previous section to conclude that Sak >
S
2
2
N
; for large k: This is also a contradiction.
So ua0:
Since ua0; the argument in the proof of Lemmas 3.1 and 3.2 yields that u is a least
energy solution of ð1a0Þ: Indeed, with the notations in the proof of Lemma 3.1,
x0a0: If ½hð1Þ
2
N=½4ð2#Þ 2N  > S
2
2
N
; then Sa0 ¼ ½hðx0Þ
2
N=½4ð2#Þ 2N  > S
2
2
N
: Hence
Ia0ðuÞ ¼ ½hð1Þ
2
N=½4ð2#Þ 2N  ¼ S
2
2
N
: &
Remark 5.1. If a is sufﬁciently small and O is a (unit) ball, then the lower bound for
a0 in Corollary 5.1 is smaller than the lower bound for a0 in Lemma 5.3 so that the
previous proposition applies.
Proof. The lower bound for a0 in Corollary 5.1 is AðNÞ; given in (47). As a-0; the
lower bound for a0 in Lemma 5.3 tends to
ð2#Þ 2N
jOj 2N
S
2
2
N
0
@
1
A
1
2
¼ 2
#
2
  1
N
S
1
2
1
jOj 1N
¼ N  1
N  2
  1
Np
Nþ1
2N
2
N1
N
1
½GðNþ1
2
Þ 1N
½NðN  2Þ12 ½Gð
Nþ2
2
Þ 1N
p
1
2
¼ p
1
2
2N1
N  1
N  2
 
GðNþ2
2
Þ
GðNþ1
2
Þ
2
4
3
5
1
N
½NðN  2Þ12: &
Suppose now a0 ¼ AðNÞmax@O H: Once again, choose a sequence aksa0 and let
uk be a minimizer of Iak satisfying ð1akÞ: The argument in the proof of the previous
proposition shows that, modulo a subsequence, either uk,ua0; or uk,0 and
jukjLNðOÞ-þN: We have not determined which of these alternatives holds. In the ﬁrst
case u is a least energy solution of ð1a0Þ: In the second case let, as before, Pk be such
that ukðPkÞ ¼ jukjLNðOÞ: Any limit point of ðPkÞ is contained in the set of points of
maximum mean curvature of @O: For if y0 is a limit point of Pk; then
2N2N SHðykÞAðNÞek ¼ ½2
N2
N SHðy0ÞAðNÞek  2
N2
N SHðykÞAðNÞek
 2N2N SHðy0ÞAðNÞek
¼  2N2N SHðy0ÞAðNÞek þ oðekÞ:
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If Hðy0Þomax@O H; then the argument in the previous section shows that Sak > S
2
2
N
;
for large k:
We summarize these observations in
Proposition 5.2. Suppose a0 ¼ AðNÞmax@O H: Then
(i) either there exists a least energy solution of ð1a0Þ;
(ii) or any sequence, uk; of least energy solutions of ð1akÞ; for akoa0; ak-a0; has a
subsequence, uk; uk,0; jukjLNðOÞ-þN; the limit points of any sequence of
maximums of uk are contained in the set of points of maximum mean curvature of
the boundary of O:
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Appendix A. The functional restricted to the Nehari manifold
In this appendix we start by checking, using standard arguments, that the
Nehari setN is a manifold and a natural constraint for Fa (deﬁned in (2)). We then
derive expressions (3) and (6) for Fa restricted toN; we derive an expression for Ia
(deﬁned in (8)) equivalent to (9) and to (10), and we derive upper and lower bounds
for Ia:
Consider the set
N :¼ fuAH1ðOÞ: F0aðuÞu ¼ 0; ua0g;
where Fa is the C2 functional deﬁned in (2), and deﬁne Ja : H1ðOÞ-R by
JaðuÞ :¼ F0aðuÞu ¼ jjujj2 þ ajuj2
#
2#  juj2
n
2n :
The set N ¼ fuAH1ðOÞ: JaðuÞ ¼ 0; ua0g; is a manifold (called the Nehari
manifold). Indeed, if uAN; then J 0aðuÞa0; because if JaðuÞ ¼ 0 and J 0aðuÞu ¼ 0; then
0 ¼ 2nJaðuÞ  J 0aðuÞu ¼ ð2n  2Þjjujj2 þ ð2n  2#Þajuj2
#
2# :
This yields u ¼ 0: Furthermore, the Nehari manifold is a natural constraint for Fa;
by which we mean that any critical point of FajN is a critical point of Fa: In fact,
suppose that uAN is a critical point of FajN: Then there exists a lAR such that
F0aðuÞ ¼ lJ 0aðuÞ: Applying both sides to u; 0 ¼ JaðuÞ ¼ F0aðuÞu ¼ lJ 0aðuÞu: However,
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we just saw that J 0aðuÞua0 if JaðuÞ ¼ 0 (and ua0). It follows that l ¼ 0 and u is a
critical point of Fa:
For any uAH1ðOÞ\f0g there exists a unique tðuÞ > 0 such that tðuÞuAN; i.e.
F0aðtðuÞuÞtðuÞu ¼ 0: The value of tðuÞ is the solution of
jjujj2 þ ajuj2#2# ½tðuÞ2
#2  juj2n2n ½tðuÞ2
n2 ¼ 0:
Since 2#  2 ¼ 2
N2 is half of 2
n  2; the equation
aþ bt2#2  ct2n2 ¼ 0:
is quadratic in t
2
N2: Deﬁne the functionals a, b and c : H1ðOÞ\f0g-R by
aðuÞ :¼ jjujj2;
bðuÞ :¼ ajuj2#2# ¼ baðuÞ;
cðuÞ :¼ juj2n2n :
(Note that aaa:) The value of tðuÞ is
tðuÞ ¼ b þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2 þ 4acp
2c
 !N2
2
ðuÞ: ðA:1Þ
The functional t :H1ðOÞ\f0g-R is obviously continuous and the map u/tðuÞu
deﬁnes a homeomorphism of the unit sphere in H1ðOÞ with N: Its inverse is the
retraction u/ ujjujj:
We deﬁne Ca :H1ðOÞ\f0g-R by
CaðuÞ :¼ FaðtðuÞuÞ:
In terms of a, b; c and t;
Ca ¼ 1
2
at2 þ 1
2#
bt2
#  1
2n
ct2
n
:
Replacing (A.1) into this expression for Ca; and simplifying, leads to
Ca ¼ 1
N
1
2#
b þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃb2 þ 4acp
2c
 !N
c þ 2
n
2
b þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃb2 þ 4acp
2c
 !N2
a
2
4
3
5:
We now introduce the functionals b; g : H1ðOÞ\f0g-R; deﬁned by
b :¼ a
c
N2
N
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and
g ¼ ga :¼
b
c
N1
N
;
as in expressions (4) and (5), respectively. In terms of b and g; the expression forCa is
Ca ¼ 1
N
1
2#
1
2N
½ðgþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g2 þ 4b
p
ÞN þ 2  2nbðgþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g2 þ 4b
p
ÞN2:
This is (3). If we introduce still another functional d : H1ðOÞ\f0g-R; deﬁned by
d ¼ da :¼ g
2
ﬃﬃﬃ
b
p ;
as in expression (7), then we can write Ca as
Ca ¼ 1
N
b
N
2
2#
ðdþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ 1
p
ÞN þ 2
n
2
ðdþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ 1
p
ÞN2
 
:
This is (6).
We give an expression for Ia ¼ ðNCaÞ
2
N ; deﬁned in (8), equivalent to (9) and to
(10):
Ia ¼ bðdþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ 1
p
Þ 42n 2
2#
d2 þ 2
2#
d
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ 1
p
þ 1
  2
N
:
Since
4
2n
þ 2
N
2
2#
¼ 4
2#
;
Ia has the lower bound
IaXb 1þ 4
2#
d
 
: ðA:2Þ
For an upper bound for Ia we refer to Lemma 5.1.
Appendix B. The estimate for jUkj2
#
2#
In this appendix we use the ideas of Adimurthi and Mancini [1] to prove (43).
We wish to estimate jUe;yj2
#
2# ; where Ue;y is deﬁned in (14) and yA@O: By a change
of coordinates we can assume that y ¼ 0;
BRð0Þ-O ¼ fðx0; xNÞABRð0Þ j xN > rðx0Þg
D.G. Costa, P.M. Gira˜o / J. Differential Equations 188 (2003) 164–202198
and
BRð0Þ-@O ¼ fðx0; xNÞABRð0Þ j xN ¼ rðx0Þg;
for some R > 0; where x0 ¼ ðx1;y; xN1Þ;
rðx0Þ ¼
XN1
i¼1
lix2i þ Oðjx0j3Þ;
liAR; 1pipN  1:
We begin by supposing all the li’s are positive. Let Ue :¼ Ue;0 and S :¼
fðx0; xNÞABRð0Þ j 0oxNorðx0Þg: Then
jUej2
#
2# ¼
1
2
Z
BRð0Þ
U2
#
e 
Z
S
U2
#
e þ
Z
BC
R
ð0Þ-O
U2
#
e : ðB:1Þ
We will estimate each of the three terms on the right-hand side of (B.1). For the
third term we have
Z
BC
R
ð0Þ-O
U2
#
e p
Z
BC
R
ð0Þ
U2
#
e
¼O e
Z þN
R=e
rN1
ð1þ r2ÞN1 dr
 !
¼Oðe eN2Þ
¼OðeN1Þ:
Using this estimate, for the ﬁrst term on the right-hand side of (B.1) we have
1
2
Z
BRð0Þ
U2
#
e ¼
1
2
Z
RN
U2
#
e þ OðeN1Þ
¼ 1
2
e
Z
RN
U2
# þ OðeN1Þ
¼ 2
#
2
BðNÞeþ OðeN1Þ;
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with
BðNÞ :¼ 1
2#
Z
RN
U2
#
¼ 1
2#
oN
Z þN
0
rN1
ð1þ r2ÞN1 dr  ½NðN  2Þ
N
2
¼ N  2
2ðN  1ÞoN 
1
2N1
ﬃﬃﬃ
p
p GðN2
2
Þ
GðN1
2
Þ  ½NðN  2Þ
N
2
¼oN 1
2N
ﬃﬃﬃ
p
p GðN
2
Þ
GðNþ1
2
Þ ½NðN  2Þ
N
2 ;
here oN is the volume of the N  1 dimensional unit sphere.
So we are left with the estimate of the second term on the right-hand side of (B.1).
Let s > 0 be such that
Ls :¼ fxARN j jxijos; 1pipNgCBR
4
ð0Þ
and deﬁne
Ds :¼ fx0 j jxijos; 1pipN  1g:
For the second term on the right-hand side of (B.1),
Z
S
U2
#
e ¼
Z
S-Ls
U2
#
e þ OðeN1Þ
¼
Z
Ds
Z rðx0Þ
0
U2
#
e dxN dx
0 þ OðeN1Þ
¼O
Z
Ds
Z rðx0Þ
0
eN1
ðe2 þ jxj2ÞN1 dxN dx
0
 !
þ OðeN1Þ;
using the change of variables
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e2 þ jx0j2
q
yN ¼ xN ;
¼O
Z
Ds
eN1
ðe2 þ jx0j2ÞN32
Z rðx0Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e2þjx0 j2
p
0
1
ð1þ y2NÞN1
dyN dx
0
0
@
1
A
þ OðeN1Þ;
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since Z s
0
1
ð1þ t2ÞN1 dt ¼ s þ Oðs
3Þ;
¼O eN1
Z
Ds
P
lix2i
ðe2 þ jx0j2ÞN1 dx
0
 !
þ O eN1
Z
Ds
jx0j3
ðe2 þ jx0j2ÞN1 dx
0
 !
þ OðeN1Þ
¼O e2
Z
Ds=e
jy0j2
ð1þ jy0j2ÞN1 dy
0
 !
þ O e3
Z
Ds=e
jy0j3
ð1þ jy0j2ÞN1 dy
0
 !
þ ;OðeN1Þ
¼Oðe2Þ:
Combining the estimates for the three terms on the right-hand side of (B.1),
jUej2
#
2# ¼
2#
2
BðNÞeþ Oðe2Þ; ðB:2Þ
if all the li’s are positive. If all the li’s are negative, then the minus sign on the right-
hand side of (B.1) turns into a plus sign, and (B.2) follows. From these two cases we
deduce that (B.2) holds no matter what the sign of the li’s is.
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