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Abstract 
Adjacencies in the pure and complementary circulating register are studied. It is proved that 
there can only be zero, one or two adjacency pairs between cycles in the complementary 
circulating register. Also is given explicit formulas for the number of double adjacency-pairs 
and the number of cycles with internal adjacencies. Many of these results can be carried over to 
the pure summing register and the complementary summing register. 
1. Introduction 
We let N be the set of positive integers, while No = N w {0}. V, is the set of all 
binary n-tuples. Uppercase letters will be used when referring to n-tuples, while the 
corresponding lowercase letter will denote the coordinates as in: 
S = (So, sl, s2 .. . . .  s,_ 1). We define the conjugate S, the companion S', and the comp- 
lement S of the n-tuple S, by 
S= (go,S,,S2 . . . . .  s . - l ) ,  
S '  = (So ,S  1 . . . . .  Sn_2,Sn_ l )  , 
S= (go,~ .... ,g.-2,s-~-l), 
where gi = sl • 1 and • is addition modulo 2. 
The function w : V. ~ No gives the 'weight' of an n-tuple, 
n--1 
w(S) = Y si. 
i=0  
Greek letters will denote mappings: V, ~ V.. If we have a mapping: V. ~ V.,, where 
m < n (usually: m = 1 or m = n - 1), we will use ordinary lowercase letters ( f  g, h). 
The binary deBruijn graph Bn is a directed graph with 2" nodes each labelled with 
a unique binary n-tuple, and an edge from node S=(so, sl ..... s,_~) to node 
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T = (to, tl ..... t._ l) if and only if (sl, S2 . . . . .  Sn_ l) = (to, tl .... , t, 2)" We then say that 
Tis a successor of S, S is a predecessor f T and S, T are adjacent in B.. Since each node 
has exactly two successors, there are 2 "÷ ~ edges in the deBruijn graph of order n. 
IfS is a predecessor f T, Sis also a predecessor f T, and S, Sare predecessors of T'. 
The four nodes S, S, T and T' are denoted an adjacency quadruple. 
A cycle of period e in B. is an ordered set of distinct nodes {So, $1 ..... Se-1} such 
that Si+ 1 is the successor of Si, i = 0, l, ..., e - 2, and So is the successor of Se- 1. We 
can now define a factor as a set of non-intersecting cycles, which contains all the 
nodes of B.. 
Any function f :  V. ~-~ {0, 1}, defines a subgraph of B, by including all nodes, but 
only those 2" edges going from a node S=(so ,  S~ ..... s.-1) to the node 
(sl,..., s,_ 1,f(S))  for every S e V,. It is proved in [2, pp. 115-117], that a necessary 
and sufficient condition for a given feedback function f :  V. ~-~ {0, 1} to be a factor is 
that it can be written 
f(so, sl . . . . .  s.-1) = So ~3 f l  (s1 . . . . .  s.-1), (1) 
for some function f l :  V,_ 1 ~-~ {0, 1}. 
In a given factor, each node will uniquely identify a cycle. The cycle to which 
a vector S belongs, will be denoted (S). We have not introduced a different notation for 
the different factors. That will be given implicit from the context. 
Some factors have been given special names. The pure cycling register (PCR) has 
f(so, sl . . . . .  s._l  ) = So. 
It merely cycles the contents of the registers. Another common factor is the pure 
summing register (PSR) defined by 
n--1 
f (So 'S I ' ' ' "S" - I )=  E Sk' 
k=0 
where the addition is mod 2. 
If we complement all the function values of a given factor, we get another factor. 
Doing this with the PCR and the PSR, respectively, gives the complementary c cling 
register (CCR) defined by 
f (so ,s l  . . . . .  s. -1) = 1 ~So = go, 
and the complementary summing register (CSR) defined by 
. - -1  
f(so, sl . . . . .  s . - l )  = 1~3 ~ Sk. 
k=O 
We will in this paper mainly be studying adjacencies between cycles. Two cycles in 
a factor are adjacent whenever they share an adjacency quadruple, or equivalently, 
whenever they share a conjugate pair. If a conjugate pair is contained in a single cycle, 
we say that the cycle has an intracyclary adjacency. The number of conjugate pairs 
two cycles share, give the multiplicity of their adjacency. 
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Fig. 1. The joining and splitting of cycles. 
Adjacencies have been studied because they represent possible locations where 
cycles can be joined or splitted. Changing a single entry in the truth value table of the 
f l (  ) function for a given factor, will make exactly one conjugate pair to switch 
successors. If we, for example, complement the value of f l  (s~, s2 ..... s,_ 1), the two 
vectors S = (0, s 1, s2 ..... s,_ 1 ) and S will switch successors. This can result in a joining 
of two cycles or a splitting of one cycle, depending on whether the conjugate pair (S, S) 
is shared between two cycles or lies on only one cycle as shown in Fig. 1. 
A factor consisting of a single cycle through B,, gives a sequence of digits called 
a deBruijn sequence. The period length is exactly 2" (the longest possible for an nth 
order shift register). Regarded as a closed sequence, all distinct binary n-tuples occur 
exactly once in the sequence. The deBruijn sequences of any given order, are classified 
by their weight, which is equal to ~s ~ v. ~ fl  (S). By joining cycles in the PCR and CCR, 
respectively, one can study the deBruijn sequences of minimum and maximum weight. 
This approach can also be extended to deBruijn sequences of arbitrary weight. 
A necessity, however, is a detailed knowledge of adjacencies in the PCR and CCR. 
2. The  pure circulat ing register 
Our method for counting double adjacencies will first be applied to the PCR. This 
will make it easier to follow the more detailed approach necessary in the CCR. The 
formula for the number of double adjacencies in the PCR, n >/3, has been found 
earlier by Mykkeltveit I-4], using another method. 
The following two theorems will be used in the counting. Earlier proofs can be 
found in I-3, Theorem 7, 4]. We will give a different proof of Theorem 1 which is due to 
Fredricksen 1-1]. 
Let us first define a family of mappings of V. upon itself p~ : V, ~ V,, v ~ N o, 
recursively by 
pO S = S, P l  S = (S1 ,S2  . . . . .  Sn 1,So), p~S = Plpt,-1S, 
where S = (So, sl ..... s._ 1) e V,. We see that Pl S is the successor of S in PCR, and we 
call p the PCR-operator. 
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Theorem 1. The max imum number o f  adjacencies between two cycles in the PCR is 2. 
Proof .  We will prove this by contradiction. In this proof we will consider the nodes in 
the PCR-graph as being 1 x n-dimensional matrices over GF  (2) and will use lowercase 
bold type style letters when referring to them. 
Suppose there are two cycles in PCR for some n e N, with more than two adjacen- 
cies. Choose three of them. Let the three adjacencies be (x, :e), (y,p) and (z, ~), where we 
have that x ,y ,  z lie on the same cycle and .~,.P, :~ lie on the same cycle in the PCR. 
The n x n matrix R, is defined by R = [rij], where 0 < i , j  <~ n and rln = r~.~_ 1 = 1 
for i = 2, 3 . . . . .  n otherwise r o = 0. The successor of x in the PCR is represented by the 
1 x n matrix: xR.  Furthermore, by the associativity of matrix multiplication, the ith 
successor of x is xR ~. We also define u and 0, respectively, as the 1 x n-dimensional 
matrices 
u = [1 ,0 ,0  . . . . .  0] ,  0 = [0 ,0 ,0  . . . . .  0].  
Since y, z ~ (x) and ),  ~ ~ (.~), we can express all relevant matrices by x or :~: 
y = xR ~, z = xR  ~, .f, = .~R j, :, = .~R', (2) 
for suitable choices of i, j, s, t, where 0 < i , j ,  s, t < n and i # s, j :~ t (since y # z and 
.f # ~, respectively). We also note that i # j and s # t. (We cannot have i = j, since 
y and .P then would differ in the ith coordinate. Similarly, we cannot have s = t). 
From the definition of conjugate, we get x + i = y + .f = z + ~ = u. Substitution of 
the values from (2) gives 
xR ~ + .~.R j = U, xR  ~ + YcR t = u. (3) 
Right multiplication of these equations first by R t and R J, respectively, and then by R s 
and R i, respectively, gives the four equations: 
xR i+t + .,~R j+t = uR t, 
xR j+s ..F fcR j+t = uR j, 
xR  i+s ..]_ .~R j+s .=_ uR ~, 
xR i+s ._[_ .~R i+t = uR i. 
Adding all these together and simplifying (by the rules of matrix arithmetic over 
GF(2)) give this important identity which the parameters i , j ,  s, t must satisfy: 
u(R  i + R j + R ~ + R t + R i+t "4- R j+~) = O. (4) 
If the six terms on the left-hand side shall sum up to the all-zero vector, it must be 
possible to arrange them into three pairs such that in each pair the two powers of 
R are congruent (mod n). 
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We know that 
i :~ s 
¢ ¢ 
j :/: t 
There are now four possibilities which must be investigated separately. We will show 
that they all lead to contradictions. The use of (4) is crucial. 
Case 1: We suppose i = t and j  = s. From (3), we get, when we substitute in the last 
equation, 
xR ~ + .foR ~ = u, xR  j + iR  ~ = u. 
Adding these over GF(2) gives 
u(R ~ + R j) = O, 
which is a contradiction since i =# j, and 0 < i, j < n. 
Case 2: Now we suppose i = t and j =/= s. We can then simplify (4) to 
u(R i + R s + R i+t + R J+s) = O. 
The first two terms can never be paired off with each other, and neither can be paired 
off with the last term. The identity (4) can therefore never be satisfied. 
Case 3: If we suppose i =/= t and j  = s, we get a contradiction by the same reasoning 
as above. 
Case 4: Last, we suppose i ~= t and j =/= s. No two of the first four terms in (4) can 
then be paired off with each other and the identity (4) can therefore never be made 
true. 
None of these possibilities are consistent, and the hypothesis that there are two 
cycles in PCR for an arbitrary n with more than two adjacencies must be rejected. [] 
Theorem 2. There is at most one adjacency between a cycle with submaximal length 
(< n), and any other cycle in the PCR. Two cycles, both of  which have submaximal 
length, have no adjacencies at all. 
Proof. We start with the second part of the theorem. Choose an arbitrary vector 
S ~ V. such that the period of (S) is = e < n. The vector S must have the following 
structure 
rile blocks 
s = ( ~ )  
-~- (So, Sl . . . . .  Se- I ,S  . . . . .  Sn-1), (5) 
where A is some block of e digits. If the period of (S) is < n, there would be some f, 
0 < f < n, such that Pl ~ = ~- This is impossible since the vector S has different digits 
at positions 0, e, and every possible value of f makes two equal digits to be moved to 
these positions. This proves the second part. 
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Let S be defined and have the same properties as above. Suppose we have a double 
adjacency between (S) and (S), i.e. we have a second vector Te V, with the properties 
T#S,  Te(S) and 7~e(S). We can write T=ppS and S=peS for some p,e, 
O<p<e<n.  
We can now further specify the block A of e binary digits to: A = (soBspC), where 
B, C are blocks of p -  1 and e -p -  1 digits, respectively. Substituting this into (5) 
gives 
S = (soBspCsoBspC... soBspC), 
= (soBspCsoBspC. . .  soBspC), 
?" = (~CsoBspCsoB ... spCsoB). 
If we consider the last two vectors as being cyclic sequences (coordinate 0 succeeds 
coordinate n -  1), we see that they have a property in common: Every coordinate 
equals the one e positions from it in both directions, except at the positions n - e, 0, e, 
where the coordinates have the pattern d, d, d, for some d ~ {0, 1 }. From this we can 
deduce that no value of q, 0 < q < n, can give pqS = T, since no such translation of 
will move a required constellation i to positions n - e, 0, e. Thus the assumption 
that there is a double adjacency involving the submaximal length cycle (S) is false, and 
the theorem is proved. [] 
We now make an important definition. A vector S = (So, sl ..... sn-1) e Vn is neigh- 
bourly if and only if: S and ppS are on the same cycle in the PCR, So = 0, ppS ~ S for 
ap, O<p<n.  
Remark. We will later define neighbourly with regard to the complementary circula- 
ting register. The terms are related, but not identical. We should therefore have 
distinguished between 'neighbourly with regard to the PCR' and 'neighbourly with 
regard to the CCR'. But we will for simplicity omit this, and simply assume that 
implicit from the context. 
As examples, note that, in PCRs, S = (00010) is neighbourly with p = 1, since 
S= (10010) and plS = (10100) belong to the same cycle (cf. Fig. 2). (The vector 
Pl S = (00100) is also neighbourly with p = 4.) Another neighbourly vector in PCR5 is 
00010 . . . . . . . . . . .  10010 
I~100 -~ .................... 011101 
01000 "'" 01010 
10000 ~ 10100 
00001 01001 
Fig. 2. The neighbourly vector S = (00010). 
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T = (00011). The p-value is 2, since 7 ~ = (10011) and p'~"~ = (11100) belong to the same 
cycle. 
From the definition of the weight w(S) of S e In, we get w(plS) = w(S). In other 
words, the weight of the nodes will be constant within a cycle of the PCR. Therefore, 
for a given neighbourly vector S = (So,S1 ..... s~_ ~), the two nodes involved in the 
double adjacency: S, ppS must have the same weight• The same can be said about the 
vectors S, p~.  Both conjugations must substitute a '0' with a '1'. Thus we must have 
S O = Sp ----- O. 
Since w(ff) = w(S) + 1 in the PCR, S and ff can never belong to the same cycle 
- their weights will always differ by one. We can therefore have no intracyclary 
adjacencies. 
3. Counting double adjacencies in the PCR 
Three lemmas will pave the way for the theorem of this section. It gives the number 
of double adjacencies in the PCR. The first lemma will link the terms neighbourly and 
doubly adjacent. 
Lemma 1. I f  a vector S is neighbourly, the cycles containing S and S have a double 
adjacency. If  two cycles have a double adjacency, exactly one of them contains two 
neighbourly vectors with conjugates on the other. 
Proof. The first part is obvious from the definition of neighbourly and doubly 
adjacent. On the other hand, if two cycles have a double adjacency, the weights of the 
nodes in the cycle differ by one. The two nodes involved in the double adjacency in the 
cycle with least weight must both be neighbourly. [] 
Lemma 2. Necessary and sufficient conditions for a vector S e Vn to be neighbourly are 
that we have 
ppS = pqppS, (6) 
for so = O and a pair p, q E N satisfying O < q < n, O < p < n and q ~ n - p. 
A 
Proof. First the necessity: If S is neighbourly, we know that ppS and S are on the same 
cycle which implies (6) for 0 ~< q < n. Clearly q cannot be = 0. Since ppS v~ S, q also 
cannot be = n - p (which would give the identity transformation on the right-hand 
side of (6)). The other conditions are obvious from the definition of neighbourly. Now 
for the sufficiency: The only thing we must prove is that S v~ ppS, the rest is obvious• 
Therefore assume (6) and that S = ppS. The period of the cycle containing S would 
then be < n, and the period of the cycle containing S must be = n from Theorem 2. 
• . ~ ^ 
But since q ~ n - p by the assumption we get ppS ~ S from (6). This contradiction 
proves the sufficiency and the final part of the lemma. [Z 
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It is important o note that the p, q values in the lemma are unique for any given 
neighbourly vector, since there can only be two adjacencies between any two cycles in 
the PCR. In the next lemma we count the solutions of(6) for the different legal values 
of p, q. A substitution will save a lot of indices and clarify the proofs• We let T = ppS, 
T e V~. By expanding (6) and by using the substitution, we get 
(to, tx,t2 . . . . .  t , -1 )  = p~(to, t l , t2  . . . .  tn -p - l , t , -p , t , -p+1 . . . .  , tn- l ) ,  (7) 
with t~-p = to = 0. 
Lemma 3. The number of  neighbourly vectors #p(n), in PCR,  n >>. 3, is 
g,(n) = ~ c~(n/d)(n/d - 2)2 d- 1, (8) 
d[n•d ~ n 
where (9 ( )  denotes Euler's function• 
Proof. Each solution triple (T ,p,q)  of (7) will give a unique neighbourly vector 
S according to Lemma 2. Because if any two solutions of(7) differ in their p, q values, 
they must give different S vectors (since for each neighbourly S, the p, q pair in Eq. (6) 
is unique) and if they only differ in their T vectors the identical back substitution to the 
S vectors (S = pn-pT) ,  will conserve the difference• Evaluating the right-hand side of 
(7) gives 
(to, t l , t2  . . . . .  tn-1) = (tq, tq+l . . . . .  t~-p - l ,  tn-p, tn-p+l . . . . .  t~- l , to  . . . . .  t~-l) .  (9) 
(Note that the coordinate tn_p can be on either 'side' of to in the vector on the 
right-hand side of the equation•) Organizing the n equations of the coordinates, gives 
this array of relations: 
t o ,-~ tq ~ t2q  --, . . .  -,~ t _q  ~ to ,  
t 1 ,,~ tq+ 1 ~ t2q+l  ,,~ . . .  ,~ t _q+ 1 ~ t l ,  
td -1  "~ tq+a-1  '~  t2q+a- i  "~ . . .  "~ t -q+a- I  ~ ta -1 ,  
where d = gcd(n, q) and the ~ denotes either = or :~ .The subscripts are mod n. 
From (9) we see that there are equalities everywhere except after to and before t,_ p. 
Both these inequalities must be located to the same row (necessarily the first!), for 
a consistent assignment to be possible• Since we know that tn-r  = 0, the values in the 
first row are uniquely determined• The d - 1 coordinates tl . . . . .  ta- ~ can be assigned 
values arbitrarily and that determines the rest of the coordinates uniquely• 
For any given q, there are (n/d - 2) legal p-values (we cannot have n - p = q or 
n - p = 0), and for each such there are 2 d- 1 possible coordinate assignments, where 
d = gcd(n, q). A total of dp(n/d) values of q have the same d-value and by making the 
sum over all d I n, d # n, we exhaust all the possible q-values. Putting all this together 
yields (8) - -  and the lemma. [] 
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We are now ready to prove the main result of this section. 
Theorem 3(Mykkeltveit). The number of double adjacencies in the PCR, n >~ 3, ~(n)  is 
given by 
N(n) = 4)(n/d)(n/d - 2)2 e. (10) 
4d l  , n 
Proof. From Lemma 1 we get ~(n) = ½gp(n). Inserting the result from Lemma 3 gives 
the theorem. [] 
Some of the values of ~(n) can be found in Table 1. 
In this paper [4, Theorem 3], Mykkeltveit also proves a formula giving the 
number of double adjacencies with the property that reverse(S) ~ ppS, where re- 
verse(S) = (So, s,_ 1, s,_ 2 . . . . .  s2, sl). We will indicate how this result may be achieved 
with the current method as well. 
If we put the coordinates on a circle, it can be seen that a necessary and sufficient 
condition for 
(So,S,-  ~ ,s , -  2 . . . . .  s2,s~) = (s~,sp+l , . . . ,S . _ l , so  . . . . .  sp-1),  
is that the diameter perpendicular to the chord joining So and sp is an axis of symmetry 
for the circle. 
The coordinates which occur in the first line of our array of relations, do always 
satisfy this symmetry criterion, since they are mapped on each other and the two 
inequalities are symmetrically positioned. Thus, the only matter of importance is 
Table 1 
A table of the functions ~(n), J (n)  and qC(n) 
. ~'(n) J (n )  :¢(n) n 
3 1 1 0 3 
4 2 2 1 4 
5 6 2 2 5 
6 6 2 3 6 
7 15 3 6 7 
8 16 4 6 8 
9 25 3 I1 9 
10 28 4 24 10 
11 45 5 20 11 
12 44 4 14 12 
13 66 6 30 13 
14 66 6 54 14 
15 92 4 44 15 
16 96 8 28 16 
17 120 8 56 17 
18 138 6 61 18 
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whether the block t l, t2 . . . . .  td- 1 is symmetric. By using the number of non-symmetric 
(d-1)-tuples, 2 d -~-  2 tam, and the method from Lemma 3, we arrive at the 
expression 
1 
~*(n) = ~ ~ (a(n/d)(n/d - 2)(2 a- 1 _ 2ta/2j), 
d ln ,d#n 
for the number of non-symmetric double adjacencies, ~'*(n), which is equivalent to the 
one given in [4]. It is now easy also to prove Magleby's conjecture [3, p. 49], by noting 
that a block q, t2 ..... td- 1 is always symmetric when it is empty or consists of only one 
coordinate (d = 1, 2). 
Remark. The current method and the method in [4] for counting the double adjacen- 
cies are not as different as it may seem. In [4], the double adjacencies are described 
explicitly, while we give a set of relations they must satisfy. However, these relations 
may also be used to generate the adjacencies explicitly. Besides, the columns in our 
array of relations correspond to the blocks Do, D1 in [4]. To see this, observe that for 
each d, we may choose to let q = d, and get 
S = p_pT= (Do ..... Do, D1 ..... D1), (11) 
where Do = (0, tl ..... td-~), D1 =(1, tl .. . . .  td 1) exactly as in [4]. (The number of 
Do blocks is equal to p/d.) Suppose (n, K) = 1 and o is multiplication modulo n. For 
any solution of the array, it is easy to see that we may replace q by q o K and p by p o K 
and get a new neighbourly vector which has the same value of d and is related to the 
first by a permutation of the Dx blocks (the block in position j is moved to position 
joK).  For each q, we may transform the vector into the form in (11) by choosing 
K such that q o K = 1. We may therefore call vectors of the form (11) class representa- 
tives for the double adjacencies, where the equivalence classes are defined by the 
values of d. These classes were first described in [4, Theorem 1] and the multiplication 
by K above corresponds to the mapping nK in this paper. 
4. The complementary circulating register 
In principle, the same method as used for the counting of double adjacencies in the 
PCR can be applied to the CCR, but the situation is somewhat different han in the 
PCR due to the longer maximal cycle lengths, adjacencies in both 'directions' and the 
existence of intracyclary adjacencies. Both the preliminaries and the final proof will 
therefore be a bit more complicated. A new family of mappings of V. upon itself try: 
V. ~ V., v e No, is defined recursively by 
ooS ~-- S, O lS  = (Sl ,S 2 . . . .  ,Sn_ I ,So)  , (TvS = O'lO'v_ 1S , 
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where S = (So, sl ..... s,_ 1)e V,. We call a~ the CCR-operator. It has the following 
properties: 
• alS is the successor of S in CCR. 
• fin S = (S0, S 1 . . . . .  Sn-1)  = S. 
• a2nS = S. 
We have W(alS) = w(S) ___ 1, for all S e V,. Therefore the weights of two successive 
nodes always difl'er by one in a cycle in CCR and the period lengths must be even. Due 
to the third property above, every period length in CCR must be divisors of 2n. The next 
lemma gives more results on the structure of the nodes in cycles with submaximal length. 
Lemma 4. Every cycle in CCR, n >~ 3, has an even period 2e such that eln and n/e is odd. 
A node S, which is in a cycle with period length 2e < 2n, has the following structure: 
n/e blocks 
c~,__ ,~ (12) 
S = (AAAAA. . .  AA), 
where A denotes a block of e digits. 
Proof. If the period of the cycle containing S is 2e (< 2n), we know that 172eS -~- S. 
This gives 
(S2e, S2e+l . . . . .  Sn - I ,So ,S1  . . . . .  S2e-1  ) = (So ,S1 , . . . ,Sn_ I ) .  
If we examine the n equations of the coordinates, we get the only possible solutions 
when n/e is odd and S has the structure in (12), where A denotes an arbitrary block 
ore digits. [] 
Remark. The structure in (12) is not sufficient o say that the cycle containing S has 
period 2e. The period can be 2f, where f< e, if f satisfies f ie,  elf odd and a sub- 
structure of A is analog to the structure of S. 
Example. In CCR 9 with e = 3, A = (000) gives a cycle with period = 6, whereas 
A = (010) gives a cycle with period = 2 (consisting of the two vectors: (010101010) and 
(101010101)). 
It is not difficult to show, using Lemma 4, that in CCR, when n = 2J,j e N, all cycles 
have period = 2n (n has no odd divisors). Besides, in CCRp, p odd prime, exactly one 
cycle has length 2, the rest has (maximum) period = 2p. We get the only short cycle 
when e = 1, and this cycle contains the two vectors (0101..010) and (1010.. 101). 
5. Adjacencies and cycle lengths in the CCR 
From now on we denote by (S) the cycle generated by S in the CCR, i.e. the 
2e binary n-vectors: S, alS, a2S ..... aze-lS, where a2eS = S, eln (and n/e odd, cf. 
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00100 ",, 
10010° 11001: 
:o,,o,_...,, 
"", 11011 
", o i /  9110~- - - -1011 
Fig. 3. An intracyclary adjacency in CCR4. 
Lemma 4). A necessary and sufficient condition for an adjacency to exist between two 
cycles is that they share a conjugate pair. If one cycle contains two such vectors, we say 
that it has an intracyclary adjacency (cf. Fig. 3), otherwise we speak of an intercyclary 
adjacency. We say that an adjacency has direction from the node in the conjugate pair 
with a leading '0'. 
Two main differences from the PCR must be observed. First, in the PCR no 
intracyclary adjacencies exist. But in the CCR, intracyclary adjacencies exist for every 
n. (This can easily be seen by observing that the two vectors (000... 0) and (100... 0) 
are always on the same cycle and are conjugates of each other.) Second, we always 
have that S = ~r,S e (S), or equivalently, two complementary vectors are always on 
the same cycle in the CCR. And from this follows that whenever two different cycles 
have an adjacency ~ they contain S and S, respectively, they have another adjacency 
based upon ,q and ,q. We have therefore shown that adjacencies between different 
cycles in CCR are in pairs. The two adjacencies which make up one such pair will, 
because of the complementation, be directed ifferently. When counting the number 
of adjacencies between two cycles, we will because of this count one direction only, i.e. 
the number of nodes on one cycle, which has a first coordinate = 0 and which has 
a conjugate on the other cycle. 
We will now state and prove analogies in the CCR to Theorems 1and 2 in the PCR. 
In Theorem 1, we defined R, u, 0. We also need these vectors (1 x n matrices): 
v = [0,0,0,.. . ,0, 1], 1-- [1,1,1 ..... 1, 1-]. 
The following vector valued function of two integer variables allows us to use the 
matrix 'method' in Theorem 1 also on the CCR. We define F, : No x No ~ I/", by 
max (a, b) - 1 
F,(a, b) = v ~ R'. 
l=min(a,b) 
Some of the properties of the function F,( ) are stated in the following lemma. 
Lemma 5. For all a, b, c e No the function F, defined above satisfies the following 
identities: 
1. F,(a,a) = O. 
2. F, (a, b) = F, (b, a). 
3. F,(a + n,a)= l. 
4. F, (a, b) + F, (b, c) = F, (a, c). 
5. F,(a,b)R c = F,(a + c,b + c). 
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Proof. The identities are fairly direct consequences of the definition. Only the proof of 
the last will be given. We note that min(a, b) + c = min(a + c, b + c). A similar result 
holds for the max function: 
max(a ,  b) 1 
F . (a ,b )RC= v ~ R~R ~ 
/ ~min(a ,b )  
max (a, b) - 1 + c 
= v ~ R t 
l=min(a,b)+c 
= F.(a + c, b + c). [] 
The next lemma will show the use of the F( ) function. 
Lemma 6. The ith successor of  the vector x in the CCR is the vector xR  i + F(i,O). 
Proof. The proof is by induction. The induction basis (i = 0 and i = 1) is trivial. 
Assume the lemma proved for all integers < i. Then we know that the ( i -  1)th 
successor of x is xR ~- ~ + F(i - 1,0). Its direct successor and therefore the ith suc- 
cessor of x is 
(xR ' - '  + F ( i -  1,0))R'  + F(1,0) 
= xR i+ F ( i - I ,O)R  1 + F(1,0) 
= xR ~ + F(i, 1) + F(1,0) 
= xR i + F(i, 0). 
By the principle of induction, this proves the formula for all i ~ No. [~ 
We can now prove the analogy in the CCR of Theorem 1 about the maximum 
possible number of adjacency pairs between two arbitrary cycles in CCR for all n. 
Theorem 4. There can at most be two adjacency pairs between two arbitrary cycles in 
CCR for  all n. 
Proof. We will prove this by contradiction. Suppose there are more than two 
adjacency pairs between two cycles in CCR, for some n. By choosing one adjacency 
out of three of these pairs, we get y, z ~ (x), .f, ~ e (.~) and x ¢ y 4: z 4: x. Also, we 
assume the adjacencies chosen have the same direction. That is, if 
x = [Xo, Xl . . . . .  x . -  1], Y = [Yo,Yl . . . . .  Yn-1], Z = [Zo ,21  . . . . .  Zn-l], 
we have Xo = Yo = Zo. 
By exchanging both, one or none of y, z by its complement )3, :~, we can get 
a situation where we still have y, z e (x),.13, :~ E (~), but in addition y = crlx and z = asx 
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where 0 < i < n and 0 < s < n. In other words the ith and sth successors o fx  a rey  and 
z, respectively, and they are both among the n - 1 first successors of x. 
The relations between .13, ~ and .~ are ) = aj.~ and ~ = at.~, where 0 < j < 2n, 
0< t< 2n and j :/: n :/:t. 
The parameters i, s,j, t must satisfy these relations (mod n): 
1. i ,  s, since they are both less than n and we know that y :/: z. 
2. j ~ t, since y # z #3 7 • 
3. i ~ j, since y = aix and .f = ai.~. Therefore neither i = j nor i + n = j which is 
sufficient given the current ranges of i,j. 
4. s ~ t, by the same reasoning as above. 
Evaluation of the expression u(R i + R j + R ~ + Rt), gives another useful relation 
which the parameters i,j, s, t must satisfy: 
u(R ~ + R ~ + R ~ + R') 
= (z + ~)R' + (y + ) )R  s + (z + ~)R ~ + (y + .f)R t 
= (xR ~ + F(s, O) + foR' + F(t, O))R i 
+ (xR' + F(i, O) + foR ~ + F( j ,  O))R ~ 
+ (xR ~ + F(s, O) + foRt + F(t, O))R j 
+ (xR'  + F(i, O) + foR j + F(j ,  0))Rt 
= xR ~+~ + F(s + i,i) + foR t+i + F(t + i,i) 
+ xR  i+~ + F(i + s,s) + YcR j+~ + F( j  + s,s) 
+ xR  ~+~ + F(s + j , j )  + ~R '+j + F(t + j , j )  
+ xR i+t + F(i + t, t) + xR  j+' + F ( j  + t, t) 
= xR i+t _}_ .~R i+t + xR  s+j + ~R s+j 
+ F(t, i) + F(s, j  ) + F(s, i) + F(t , j )  
= u(g  i+t + gs+j) .  
We have expressed all vectors by x or :~, and used the properties of the F( ) function. 
The result can be expressed as 
u(R ~ + R j + R ~ + R t + R i+' + R ~+~) = 0. (13) 
Since 
i~s  
j~t  
(mod n), there are four cases to consider. 
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Case 1: i - t and s - j .  We know that 
0 = u + u = (y  + .f) + (z + ~). 
Expressing the vectors on the right-hand side by x or ~ gives 
0 = (xR  i + F(i,O) + YcR j + F( j ,O)) + (xR S + F(s,O) + YcR t + F(t,O)) 
= xR  ~ + YcR' + foR j + xR  s + F(i, t) + F( j ,  s) 
= xR  ~ + YcR'-~R ~ + YcRJ-~R s + xR  ~ + F(t - i,O)R ~ + F ( j  - s,O)R s. 
Both ( j - s )  and ( t - i )  must be =0 or =n.  From this, the expression can be 
simplified to 
0 = uR ~ + uR ~ + F( t  - i, O) + F ( j  - s, 0). (14) 
The resulting vector from the F( ) functions is either 0 or 1 and the right multiplica- 
tion by some power of R can make no significance. Therefore, the sum of the first two 
terms must be 0 or 1. Since i ~ s (mod n) and n ~> 3, neither of these values are possible 
and we have the required contradiction. 
Case 2: i~  t and s - j .  We can now cancel out the two terms R ~ and R j in 
(13), and get 
u(R  i + R t + R i+t + R j+~) = O. 
The two first terms cannot be paired off with each other and neither can be paired 
with the third term. Thus no values exist, which can satisfy the equation. 
Case 3: i -- t and s ~ j. We can now cancel out the terms R ~ and R', and prove the 
inconsistency exactly as above. 
Case 4: i ~ t and s ~ j. This time we cannot simplify (13): 
u(R  i + R j + R" + R t + R i+t + R s+j) = O. 
In this case any two of i,j, s, t are incongruent rood n and no two of the first four terms 
can be paired off with each other. But then it is also impossible to satisfy the equation. 
We have seen that all four cases lead to contradictions. Thus we must reject our 
hypothesis that there can be more than two adjacency pairs between two cycles in the 
CCR for some n and the theorem is proved. [] 
Theorem 5. There is at most one adjacency pair between one cycle with submaximal 
length (< 2n), and any other cycle in the CCR. Two cycles, both of  which have 
submaximal length, have no adjaceneies. 
Proof. We will prove both parts by contradiction. For the first part, note that if there 
exists a double adjacency pair between two cycles, one of which has submaximal 
length, we can find two vectors X, Y with Xo = 0 = Yo, such that the period of (X) is 
< 2n and that ~'e()~). Assume that the period of (X) is = 2e, e < n and that 
Y = apX, 0 < p < e. (This is no loss of generality, because if we had e < p < 2e, we 
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could just interchange the values of X, Y.) We showed earlier that the structure of 
X must be: X = (AAAAA. . .  AAA),  where A consists of e binary digits. The structure 
of A can be further specified to: (OBOC), where the two zeros are in position 0 and p, 
and the blocks B and C consist o fp  - 1 and e - p - 1 digits, respectively. We now get 
X = (OBOC1B1COBOC ...1B1COBOC), 
avX = (OC1B1COB ... OC1/~), 
= (1BOC1B1COBOC ... 1B1COBOC), 
ap""X = (1C1B1COB ... OC1/~). 
^ ^ 
Following the assumption, we have that the vectors X, Y belong to the same cycle or, 
equivalently that 
a,3( = a,'X, (15) 
for some r, in the interval 0 ~< r ~< 2n. We know that r ¢ 0, n, since Y ~ X ¢ Y. This 
means that (at least) one of the equations 
O.r, ~ ~ = apX, ar, apX = X, 
can be satisfied for one r', 0 < r' < n. (If we have r < n in (15), we put r' = r and the 
first equation is satisfied, and if r > n, we put r '  = 2n  - r and the second equation is 
satisfied.) But by inspection, we see that both the vectors X ,a~ have coordi- 
nates = 1, at positions 0, e. At the same time, none of the n - 1 first successors of either 
of them can have the same property. (Every of these successors have two different 
coordinates at the positions 0, e, except the (n - e)th successor which has two zeros in 
these positions.) Due to this contradiction, we must reject our hypothesis that the 
period of (X) is < 2n, and we have thus proved the first part of the theorem. 
For the last part, assume that there exists a vector X = (Xo, xl . . . . .  x,_ ~), which has 
the property that both (X) and (X) have periods < 2n, say 2e and 2f respectively. 
According to the assumption we must have that azy.~ = X, for some f 0 <f< n. But 
from the structure of X, we know that X has identical coordinates at positions 0, e. 
Every possible mapping a2y makes two different values moved to these positions. This 
contradiction proves the last part of the theorem. [] 
Remark. Note that Theorem 4 holds whether the two cycles are distinct or not. At 
most two vectors X, Y have first coordinates = 0 and a conjugate on the same cycle. 
But the two vectors X, Y, can be seen to have the same properties as the pair X, Y. 
Therefore, if the two cycles are, in fact, identical, we must have 
Y:L 
according to Theorem 4 (since for every Z ~ V,, n > 1, we have Z :~ Z). We will need 
this observation both in Lemma 7 and Theorem 6 below. 
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The following definitions are useful for describing properties of some vectors in Vn. 
A vector S, S e V,, is neighbourly if and only ifS 4: apS, So = Sp = 0 and Sand apS lie 
on the same cycle in CCR, for a p, 0 < p < n. The neighbourly vector is introvert if 
S and S are on the same cycle, otherwise it is extrovert. 
We will denote the number of neighbourly vectors in CCR, by gc(n). The next 
lemma is crucial in linking these definitions with the double adjacency pairs. 
Lemma 7. The number of intracyclary adjacencies in CCR, J (n) is equal to the number 
of introvert n-tuples. The number of double adjacency pairs, Cg(n) is equal to one half of 
the number of extrovert n-tuples. 
Proof. The restriction on p in the definition of neighbourly is important. Whenever 
a cycle contains two different vectors X, Y, with Xo = Yo = 0 and ~" e ()(), exactly one 
of X, Y is neighbourly due to the limited p-range. If and only if ~" ~ (X), which 
means that we have an intercyclary adjacency, exactly one of the two vectors X, Y 
will also be a distinct neighbourly vector. Each intracyclary adjacency corresponds to 
exactly one introvert n-tuple and each double adjacency-pair corresponds to exactly 
two extrovert n-tuples, one in each cycle. Since every neighbourly vector is either 
introvert or extrovert, we get the lemma. [] 
Every neighbourly n-tuple S, can be assigned a (unique) pair of distances (p, q), 
0 < p < n, 0 < q < 2n, q ¢ n such that 
ff pS : ~rqff pS 
and sp = 0. The uniqueness arises from Theorem 4 which shows that there can be at 
most one vector on (S) with a first coordinate = 0 which has a conjugate on (S), 
besides the pair S, S. 
Fig. 4 shows a specific example of the distance pair for the extrovert, neighbourly 
vector S = (00010)~ CCRs. Note that the vector (00100) in the figure is also 
neighbourly. 
00010 . . . . . . . . . . . . . . . .  10010 - 
00101 00100 ffi2 
01011 "7 .............................. 01001 
10111 " " - ,  10011 
01110 "".. 00110 --4 
11101 ' " . .  01101 
11010 "~ 11011 
10100 10110 
01000 01100 
10001 11001 
Fig. 4. The cycles (S) and (S), respectively, with S = (00010). 
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6. Counting the double adjacency pairs in the CCR 
We will proceed according to the strategy suggested by Lemma 7, which is to find 
the number of double adjacency pairs by finding the number of neighbourly and 
introvert n-tuples, respectively. 
Theorem 6. The number of intracyclary adjacencies in CCR, J (n),  satisfies 
J (n)  = ~d?(n) if n even 
[O(n)/2 if n odd = ~b(2n)/2 
for n >~ 3. 
Proof. According to Lemma 7, we can find J (n)  by counting the number of introvert 
n-tuples. For all introvert n-tuples S = (So, sl ..... s,_ ~), we have that 
s,  ps, g, (s) 
for one unique p, 0 < p < n by definition. Besides, since two complementary vectors 
always are in the same cycle in CCR, we know that S, S ~ (S). The two vectors S, S 
represent an intracyclary adjacency clearly different from S, S. Therefore, according to 
Theorem 4 and the remark before Lemma 7, we must have that 
S = trpS. (16) 
The n equations of the coordinates can be organized in the following d = gcd(n, p) sets 
of equations, each with exactly n/d relations (the subscripts are mod n): 
S O : Sp ~ S2p ~ . . .  "~ S -p  ~ SO, 
S1 ~Sp+l  "~ $2p+1 ~ . . .  ~ S_p+ 1 ~ S1, 
Sd-1  ~Sp+d- l~S2p+d-1  . . . .  ~S-p+d- l~Sd 1" 
The ~ -symbol denotes either = or =~. The first relation in the first row will be an 
equality. The first relation in the rest of the rows (if any!) will be inequalities. The rest 
of the columns will either consist of only equalities or only inequalities, since dip (by 
definition). Each row begins and ends with the same coordinate. 
There must be an even number of inequalities in each row if the set of equations is to 
be consistent. But this is also sufficient since each si, 0 ~< i < n occurs in only one row. 
The number of inequalities will always differ by one between the first row and the rest 
of the rows. Thus, there must be exactly one row and d = gcd(n, p) = 1. The number of 
inequalities in the resulting single row is (n - p - 1), which implies that (n - p) must 
be odd (i.e. no solutions if n = 5 and p = 3). The requirement So = 0, will determine all 
other sl values and make the solution for each legal p-value unique. (If n = 5 and 
p = 2, we get the intracyclary adjacency in Fig. 3). Since the p-values are different, 
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every solution gives a unique introvert n-tuple. Thus we have 
J (n)  = # {pl0 < p < nAgcd(p ,n )  = 1An ~ p (mod2)}. (17) 
Suppose n is even. Every p coprime to n, must be odd, which gives tp(n) elements in the 
set. When n is odd however, we must note that for all p, if gcd(p, n) = 17 0 < p < n 
then: gcd(n, n - p) = 1. Since p and n - p have opposite parity (and they can never be 
equal) exactly one half of the ~b(n) elements will satisfy the requirements in (17). 
By elementary properties of the q~-function one can prove the last identity in the 
theorem. E2 
Lemma 8. A necessary and sufficient condition for S ~ V, to be neighbourly with pair of 
distances (p, q), is that 
ffq(Sp . . . . .  S n 1,So, SS . . . . .  Sp 1):(Sp, Sp+l ... . .  Sn- l ,So  . . . . .  Sp 1)7 (18) 
where 0 < p < n, 0 < q < 2n, q # n, 2n -p ,  So = sp = O. 
Proof. To prove the necessity, we assume that S is neighbourly. Then the two vectors 
~ = (s~,s~+ ,,s~+ 2 . . . . .  s . -1,so,s-~,sS . . . . .  s~ 1), 
~pS : (Sp~Sp+ l~Sp+ 2~ . . . ,Sn-  l , so~s1,s2,  . . . ,Sp-1)~ 
must be on the same cycle, q steps apart and thus satisfy 
~r,S = ~qtrpS, (19) 
where 0 ~< q < 2n. That 0 < p < n and So = s, = 0, follows from the definition of 
neighbourly. We cannot have q = 0 or q = n; the two vectors above can be neither 
equal nor complementary. Besides q must also be ~ 2n - p, because otherwise 
o'pS : ~72n_po'pS 
and we would have apS = St which is incompatible with S being neighbourly. 
Conversely, to prove the sufficiency assume (18). We must show that S ¢apS,  the 
other requirements for S neighbourly with pair of distances (p, q), being obvious. 
Suppose then that S = apS. The period of (S) must then be < 2n which implies that 
the period of (S) must be = 2n according to Theorem 4. Furthermore, we must have 
a ,S  = S, 
and therefore q+p=2n from (19), which violates (18). This proves the 
sufficiency. [] 
The burden of the work lies in Lemma 11. There we will find the number of 
neighbourly n-tuples in 1I, by counting the solutions of Eq. (19) for the various legal 
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values of p, q. To simplify the notation we will make the substitution T = trpS. This 
gives 
(to, tl . . . . .  t,_ 1) = (sp, sp+ 1 . . . . .  s,_ 1, So, sl, sz . . . . .  sp_ O, (20) 
and we will use the vector T = (to, tl . . . .  , t,_ ~) in the lemma. From any found solution 
(T, p, q), we can easily generate the proper solution vector S, by substituting back in 
(20), if we wish. It is important o note that any two different solution triplets (T, p, q) 
always give two different S vectors, because if the triplets differ in the p value, they 
surely are different due to the uniqueness of the distance pair and if the solutions only 
differ in their T vectors, the identical substitution back in (20) will conserve the 
difference. No two solutions can differ only in the q value, since the T and p value 
determine q uniquely. 
Before starting the counting, two lemmas are needed. The proofs are straight- 
forward from the properties of the ~b-function, and are omitted. 
Lemma 9. For each divisor d of a given n • N, satisfying 
1 <<.d<n^n/dodd,  
there are dp(n/d)/2 values q such that 
0 < q < n A gcd(n, q) = d ^  q/d even. 
All values q with these properties correspond to exactly one such d. 
(21) 
(22) 
Example. If we have n = 20 and d = 4, we get q~(20/4)/2 = q~(5)/2 = 2 from Lemma 9, 
which is correct since we must have q • {8, 16}. And if we have n = 22 and d = 2, we 
get q~(22/2)/2 = t~(11)/2 = 5, which is correct since we must have q • {4, 8, 12, 16, 20}. 
Lemma 10. Let  q, n • N. The number of values q, such that 0 < q < n, gcd(n, q) = 2 and 
q/2 odd, is ~b(n)/2, if n is even, O, if n is odd. 
Example. If we have n = 20, Lemma 10 gives tk(20)/2 = 4 which is correct since we 
must have q • {2,6, 14, 18}. But if we have n = 22, ~b(22)/2 = 5 which is also correct 
since we must now have q • {2, 6, 10, 14, 18}. 
Lemma I I .  The number of neighbourly vectors gc(n) with regard to the CCR, in V., 
n~ 3, is 
gc(n) = ~b(n)n/2 + ~ c~(n/d)(n/d -2 )2  d-E, (23) 
d[n,n/d odd 
if n is even, and 
go(n) = ~ c~(n/d)(n/d - 2)2 d- 2, (24) 
din 
if n is odd. The summations are over all divisors d of n, 1 <<. d < n, in the first case only 
when n/d is odd. 
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Proof. From the substitution in Eq. (19), we must count the solutions of 
(~ , t l , t2  . . . . .  t , -p - l , t , -e , t ,  p+l , . . . , t ,  1)=aq(to, tl ..... t,-1), (25) 
having to = 0 = t,_p, 0 < p < n, 0 < q < 2n, q # n, 2n -p .  
Assuming that 0 < q < n, we get 
(to, t l  . . . . .  tn -p - l , t . -mt~ p+l . . . . .  tn_ l )  = (tq . . . . .  t n 1,t0 . . . . .  tq_ l ) .  (26) 
This vector equation gives n equations/inequations f the coordinates, which can (as 
done earlier) be organized as an array, consisting of d = gcd(n, q) sets of relations (of 
which exactly d relations are linearly dependent of the others): 
t o ~. tq ".. t2q ..~ t_q --~ to, 
t I ~ tq+ 1 ,~ t2q+l ... t -q+l  ~ t l ,  
td-1 ~ tq+d-1  "~ t2q+d-1.., t -q+d 1 ~ td - l "  
The ,-~-symbol denotes either = or ¢:. Were it not for the two complemented 
coordinates on the left-hand side of Eq. (26), we would have exactly q inequalities in 
the array• Moreover, since d]q, each column would consist of either only equalities or 
only inequalities, giving exactly q/d inequalities in each row. The complementations of 
to, t,_p make the two relations that have to, t,_p on the left-hand side, switch from 
inequalities to equalities and/or equalities to inequalities• Therefore, the presence of 
one of to or  tn_ p in a row will change the parity of the number of inequalities in that 
row and the presence of both to and t,_p in a single row (if this happens, it must 
necessarily be the first row) will not affect the parity of the number of inequalities 
compared to q/d. A necessary condition for the equation set to have a solution is that 
there is an even number of inequalities in each row. The condition is not sufficient 
however, if t,_p occurs in the first row, there must also be an even number of 
inequalities between it and to. (We must have (0 =)to = t,_p.) Thus there will be two 
classes of solutions to (25): 
• q/d is even, and t,_p is located to the first row. 
• q/d is odd, d = 2, and tn_ p is located to the second row. 
These classes will have no solutions in common, and we can therefore count them 
separately• 
As an example of the first class, let n -- l0 and q = 4. We get d = gcd(q, n) = 2 and 
q/d even. If we for a moment disregard the complementation of tn-p, Eq. (26) 
take this form: 
(to, t l ,  t2, t3, t4, ts, t6, t7, is,  t9) = (t4, ts, t6, tT, ts, t9, to, t l ,  t2, t3). (27) 
Starting with to on the left-hand side, we get the following array of relations: 
to :/: t4 : t8 ~: t2 = t6 :/: to, 
tl =ts=t9 :~t3- - - - tT :~t l .  
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The complementat ion of exactly one of tl . . . . .  tg, will switch the relation after that 
entry in the array. Only the two entries t2, t6 (in the first row) are possible candidates, 
since we must also have: tn_p = to. None of these violate p + q = 2n. And for each 
possible p-value, we get two solutions for q = 4, since the value of t~ can be assigned to 
0, 1 independently. 
We get an example of the second class if we let n = 10 and q = 6. Now we still have 
d = gcd(q, n) = 2, but q/d = 3 is odd. The array of relations take this form: 
to # t6 # t2 = t8 # t4 4: to, 
tl = t7 ~: t3 = t9 :~ t5 5 ~ t~. 
Now there is an even number of inequalities in the first row, so we cannot have any 
complementations of those entries. But in the second row, any entry can be comp- 
lemented to give a consistent set of relations. The two requirements to = 0 = tn-p 
determine all coordinates uniquely, which implies that there will only be one solution 
for each legal p-value. And the requirement p + q = 2n can never be violated in this 
case. This gives a total of 5 solutions for q = 6. 
We can now proceed with the counting of the solutions of each class in the first 
q range. First we assume q/d even and tn-pin the first row. Since d = gcd(q, n), we must 
have n/d odd, and for each drn, n/d odd there are ck(n/d)/2 q-values with q/d even 
according to Lemma 9. Due to the legal p-range, we cannot have n - p = 0. Thus 
there are n/d - 1 possible locations of n - p in the first row. 
Without the switch imposed by tn_p, there will be an inequality on each side of 
to and furthermore: the equalities and inequalities will be symmetrically placed 
around to. Due to this symmetry and that only one of the values q and - q is legal (an 
induction basis), exactly one of the values kq or k ( -  q) can (by induction) be proven to 
be legal for 1 -%< k < (n/d - 1)/2. This gives a total of (n/d - 1)/2 legal p-values in the 
range 0 < p < n for a given q-value. For  each such legal (p, q) pair, the coordinates in 
the first row are determined, while the others can be assigned values in 2 a- 1 ways. 
Summing up, we get: For each din, n/d odd, there are ~(n/d)/2 q-values with q/d even, 
d = gcd(n, q). This must be multiplied by the number of legal p-values and the number 
of coordinate assignments giving a total of 
d[n,n/dodd,  # n 
neighbourly vectors of the first class with 0 < q < n. 
Now consider the second class of solutions. We are still restricting q to the range 
0 < q < n. We must have gcd(n, q) = d = 2 and q/d odd. Thus we must have n even. 
Then there are ~(n)/2 different possible q-values, 0 < q < n which gives gcd(q, n) = 2 
and q/d = q/2 odd, according to Lemma 10. For each such q-value the value of n - p 
can be choosen freely to be any of the n/2 indices in the second row. Then at the same 
time, the value of all the coordinates have been determined, giving one solution for 
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each legal (p, q) pair and a total of qb(n)n/4 neighbourly vectors of the second class 
with n even, 0 < q < n. If n is odd, there will be no solutions of this class. 
Now we look at the second possible q-range. Assume n < q < 2n. Define 
q' = 2n -q .  Then 0 < q' < n. Apply aq, to both sides of (25). We get 
~rq,(to, t l , t2,  . . . , t . -p -  l , t . - r t ,  p+ l . . . .  , t . -1 )  = (to, t1 . . . .  , t . -1) ,  
where q' = 2n - q ,~- q = 2n - q' and the requirement q 4: 2n - p in (25) gives q' =~ p. 
- -  ! 
If we switch the two sides of the equation, substitute to = to and t._p = t,_p and 
evaluate, we get 
(to, t1 . . . . .  t._p l , t . -p , t . -p+l , . . . , t ,  i )=(tq, ,  .... t , -1 , to  . . . . .  tq,-l), (28) 
where we still must have to = t',_p. This time they are = 1, however, but that makes 
no difference in the counting process. We get a similar set of solutions as the set of 
solutions of (26) with a small modification: For each din, n/d odd, we get the same 
number of q' = 2n - q values. But for each such q', one of the otherwise legal p-values 
must be excluded due to the requirement q' 4: p. 
As an example, consider our previous example, n = 10. Now let q' = 4. The array of 
relations will be identical and the candidates for complementation  the left-hand 
side of (27) are still t2 and t6. But we must now reject t6, since this is a result of p = 4, 
which is = q'. 
For each legal (p, q') pair the number of coordinate assignments i 2 d- 1 as before. 
The number of neighbourly vectors of the first class in the second q-range (n < q < 2n) 
is therefore 
2 1 2 d-1. 
d l n, n/d odd 
We can add and find the total number of solutions of the first class, which is 
# (p, q) pairs # (p, q')pairs 
A 
d}n,n/d odd 2 dln,n/d odd 2 
= ~ 49(n/d)(n/d-2)2 n-2. (29) 
d ] n, n/d odd 
The summation is over all divisors d of n, 1 ~< d < n, which has n/d odd. 
In the second class, when n < q < 2n, we reason as before and find exactly the same 
number of solutions for this q-range as the first. (The restriction 2n - p 4: q = 2n - q' 
can never be violated when both n, q is even and (n - p) odd.) Thus the total number of 
solutions of the second class is 
249(n)n/4 = c~(n)n/2, (30) 
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for n even. There is no solutions of the second type for n odd. Adding together (29) and 
(30) yields the lemma. [] 
Now we have all the pieces needed to prove the main theorem of this paper. 
Theorem 7. The number of double adjacencies in CCR, C~(n) satisfies 
Cg(n) = I 1 ~ (a(n/d)(n/d- 2)2 a + 49(n)n/4 - ~b(n)/2 
\ u d I n, n/d odd 
if n odd, 
if n even, 
(31) 
fo rn~N,n>~ 3. 
Proof. From Lemma 7 we know that Cg(n)= ½(go(n)- J(n)). By using the results 
from Theorem 6 and Lemma 11, we get the theorem. [] 
Some of the values of J (n)  and if(n) can be found in Table 1. More compact 
formulas can be found for special n. 
Corollary 1. The number of intercyclary adjacencies in CCR, n >~ 3 is 
Cg(n) = ¼(n - 1)(n - 3), if n is prime, and Cg(n) = n/4(n/2 - 1) = 2k-2(2 k- 1 _ 1), if 
n=2k, keN.  
Proof. Obvious. [] 
In a previous ection, we studied whether or not the neighbourly n-tuples in the 
PCR satisfied reverse(S) = ppS. We will now address the question of whether there 
exists an analogy to this property for the CCR. When n = 6, some of the neighbourly 
n-tuples are 
S 1(000001) (000101) (000100) 
apS (001111) (001011) (001110)" 
If we now define: inv(S) = (So, s,_ 1, s,_ 2 ..... s~), we see that the first two, but not the 
last of the vectors above satisfy 
inv(S) = apS. (32) 
This property is proposed as the analogy for CCR. 
It can be seen that each vector satisfying = apS, (n, p) = 1 and n - p - 1 (rood 2), 
will satisfy (32). (We omit the details, but it is readily seen from the location of the 
equalities and inequalities in the coordinate relations.) Therefore, each introvert 
neighbourly vector satisfies (32). Since we, by transitivity, also must have S = inv(S), 
the block (Sl ..... s,_ 1) must be symmetric for these vectors. 
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t ~ n-p-I 
to/ i! 
ta l~  tnp+l 
Fig. 5. Symmetry equirements on the coordinates. See text for explanation. 
According to the substitution in (20), (32) is equivalent to 
(t._ p, t,_ p_ 1 ..... Fo, t,_ 1, ..., t,_ p + 1) = (to ..... t,_ p_ 1, t._ p, t._ p + 1 ... . .  t,_ 1 ) 
from which we get L(n - 1)/2/or [n/2 J new relations the coordinates must satisfy. As 
in the section on the PCR, we may depict these relations on a circle, where the 
diameter perpendicular to the cord joining to and t,_ p, will be an axis of symmetry. In 
this case, however, we have anti-symmetry on one side of the chord and symmetry on 
the other as shown in Fig. 5. 
One may now study each of the different kinds of neighbourly vectors and 
determine under which conditions they satisfy (32). 
Another topic for future investigations i  to determine whether it is possible to find 
group structures, equivalence classes and standard forms for the double adjacencies in
the CCR. We believe that to be difficult due to the inequalities in the array of relations 
and the four different classes of neighbourly vectors. It may be impossible to find an 
equally compact representation as was found in [4] for the PCR. 
7. The relationship between PCR, CCR, PSR and CSR 
Many of the theorems about the pure and complementary circulating registers, 
respectively, resemble ach other. Obvious examples are Theorems 1 and 2 for the 
PCR versus Theorems 4 and 5 for the CCR. This section will explain the particularly 
close relationship for n odd. 
First we define g, h: V. ~-* V,_ 1 by 
g(S) = (So ~ sl,  sl ~ s2 . . . . .  s . -  2 O) s,_ 1), 
h(S) = (So ~) sl,  Sl ~) s2 . . . . .  s,-2 ~) s,_ 1), 
where S = (So, S1 ..... s.-1) e V.. 
These functions have some useful properties which will be stated in the next lemma. 
Lemma 12. For an arbitrary S e II., we have: g(S) = h(S), g(S) = g(S), h(S) = h(,~), 
g(S) = g('~),h(S)= h("S), and each of  the equations g(X)  -- A, h(Y) = A has exactly 
two solutions in II, for  all A • I,I._ i. 
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Proof. The proofs are simple. Only the proofofg(S) = 9~) will be given. The two vectors 
S, S differ only in the first coordinate. Thus the n - 2 last coordinates in g(S) and 9(S) are 
equal. From the definition of the g-function, we can see that the first coordinates will be 
complementary, which gives the conjugation of g(S) and g(S) as stated. [] 
The pure summing register (PSR) and the complementary summing register (CSR) 
were defined earlier. The PSR operator and CSR operator, respectively, 
Z, ~" V. 1 ~ V._ 1" are defined by 
Z(ao,al . . . . .  a. -z )=(a l ,az  . . . . .  a. 2 ,ao~al  ~. . .~a . -2 )  
~(ao, al . . . . .  a . -2)  = (al,a2 . . . . .  a . - z ,ao  @ al • ... @ a. -2 ~ 1), 
where A = (ao, al ..... a.-2) e V._ 1. The next lemma will link all the definitions we 
have made so far in this chapter. It is a special case of a more general theorem proved 
by Mykkeltveit et al. [5, Theorem 2.1]. 
Lemma 13. For an arbitrary S ~ V. the following statements are always valid: 
1. For all n: g (p lS)  = zg(S) and g(a lS)  = ~9(S). 
2. For odd n: h(a lS)  = zh(S) and h(plS)  = ]h(S). 
3. For even n: h (p lS)  = zh(S) and h(a lS)  = ]h(S). 
Proof. The proofs follow directly from the definitions. Only the proof that for odd n: 
h(p iS)  = ]h(S) will be given. We evaluate both sides separately: 
h (a l S) = h(Sl ,  S2 . . . . .  sn-  l ,  So ) 
= (S 1 1~$2 . . . . .  Sn-2(~Sn- l ,Sn -  1 (~So)  
=(S I~S 2 . . . . .  S n 2~Sn- l ,Sn - l (~So) ,  
zh(S)= Z(So~Sl ,S I  ~S2 . . . . .  s. 2Gs . -1 )  
= (sl ~s2  . . . . .  s . - z  Os . - l ,So~(n-2)~s . - l )  
=(s l  @s2 .. . . .  s.-2@s.-1,So@S.-l). 
In the calculation of zh(S), we have used that in the sum of all coordinates in h(S) 
there are n - 2 terms ~ ~ sl (1 ~< i ~< n - 2). Every one of them equals 1, and since 
n - 2 is odd, we can simplify it the way we have done. [] 
8. The image of adjacencies 
Every cycle in CCR. has an image in B n_ 1 under the h function. (In this section 
a subscript indicates the order of a factor.) Suppose a cycle has period = 2e ~< 2n 
and is generated by a vector S E 1/".. Starting with S and applying the h function to 
each vector in the cycle, the images will trace along a cycle in PSR._ 1, according to 
Lemma 13. After e steps when reaching S, we have completed the cycle in PSR._ 1 
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(h(S) = h(S)). The second half of the cycle in CCR, is the complement of the first half, 
and has as image the same cycle in PSR, 1. 
The image under the function g(),  of an arbitrary cycle in PCR. can be found in 
a similar way. Suppose a cycle has period =f~< n and is generated by a vector T E V,. 
Starting with 7" and applying the g-function to each vector in the cycle in turn, gives 
a cycle in PSR, 1 according to Lemma 13. The cycle in PSR,_ 1 must have the same 
period, because the only other vector in V, which is mapped to the same vector in 
V, i as Tis 7~and this cannot ie on the same cycle as Twhen n is odd. But the distinct 
cycle containing T in PCR, will according to this, be mapped to the same cycle in 
PSR._ 1, and every cycle in PSR,_ 1 is the image of two complementary cycles in PCR, 
which must have even and odd weight, respectively. 
Lemma 12, stated that conjugated vectors in V, are mapped to conjugated vectors 
in V,_ 1 by both the 9( ) and h( ) function. On the other hand, two conjugated vectors 
in V,_ 1 are the image of four vectors in V, both by the g( ) and h( ) function, and can 
be arranged as two (complementary) conjugacy pairs. Fig. 6 shows that one adjacency 
pair in CCR, is mapped into a single adjacency between two cycles in PSR,_ 1. This 
adjacency must be the image of two adjacencies in PCR,. Note that since the two 
cycles in PCR, mapped onto the same cycle in PSR, have weights of opposite 
parity, a double adjacency in PSR. I must be the image of two double adjacencies in
PCR,. We could not have any adjacencies 'diagonally' to the right in Fig. 6. 
The intracyclary adjacencies in CCR, correspond to a single double adjacency in 
PCR, as shown in Fig. 7. We have proved the following theorem. 
Theorem 8. The number of cycles in CCR, is the same as the number of cycles in 
PSR._ 1. For odd n, the number of cycles in PCR. is two times the number of cycles in 
PSR, 1, and ~(n) = 2OK(n) + J(n). 
It is impossible to find a set of mappings from Lemma 13 which can be used to link 
the CCR and PCR for even n. The relation between CCR, and CSR, i provided by 
Lemma 13, is however valid for all n. It is possible that this could be exploited further 
and reveal more properties of the complementary circulating register. 
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Fig. 6. The mapping of adjacency pairs. 
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Fig. 7. The mapping of intracyclary adjacencies. 
9. Conclusions 
Two cycles in a factor in a deBruijn graph, are adjacent if they share a conjugate 
pair. In the PCR, the maximal number of adjacencies between two cycles is two. The 
formula for the number of such double adjacencies was known earlier, but another 
proof  was given here. It was shown that in the CCR, it was natural to refer to 
adjacency pairs rather than just adjacencies. A proof  was given that there could be 
only zero, one or two adjacency pairs between two arbitrary cycles, depending on 
their length. A formula was first found giving the number of intracyclary adjacencies. 
This made it possible to find a formula for the number of double adjacency pairs in the 
CCR. But it is difficult to present the solutions as compact as for the PCR. Finally, 
some relations between the PCR and CCR and to two other factors, the pure 
summing register and the complementary summing register, were developed. 
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