We prove the little Grothendieck theorem for any 2-convex noncommutative symmetric space. Let M be a von Neumann algebra equipped with a normal faithful semifinite trace τ , and let E be an r.i. space on (0, ∞). Let E(M) be the associated symmetric space of measurable operators. Then to any bounded linear map T from E(M) into a Hilbert space H corresponds a positive norm one functional f ∈ E (2) (M) * such that
Introduction
Let C(Ω) denote the space of continuous functions on a compact topological space Ω, equipped with the uniform norm. The classical little Grothendieck theorem asserts that for any bounded linear map T from C(Ω) into a Hilbert space H there exists a probability measure µ on Ω such that ∀ x ∈ C(Ω)
where K is an absolute positive constant. This result was extended by Maurey [9] to maps defined on any 2-convex Banach lattice Λ. Namely, if T : Λ → H is bounded, then there exists a positive norm one functional f ∈ (Λ (2) ) * such that
Here Λ (2) denotes the 2-concavification of Λ. The reader is referred to [8] for all notions on Banach lattices used in this paper.
On the other hand, the noncommutative analogue of the little Grothendieck theorem was obtained by Pisier [12] (see also [14] ). More precisely, let A be a C*-algebra, and let T : A → H be a bounded linear map. Then there exists a state f on A such that
In the spirit of Pisier's theorem, the first named author of the present paper extended in [5] Maurey's inequality to unitary ideals of operators on a Hilbert space, and more generally, to symmetric spaces of measurable operators, provided that the underlying r.i. spaces are 2-convex and satisfy an additional condition (see the discussion following Theorem 1.1 below for more details). It was conjectured in [5] that this additional condition should be irrelevant.
The main objective of this paper is to remove the additional condition mentioned above from the main result of [5] , so we obtain the full noncommutative analogue of Maurey's inequality. On the other hand, the arguments of [5] are rather lengthy, and unfortunately, contain some obscure points about polar decomposition (see [5, Lemma IV.5] ). Our proof of Theorem 1.1 below is simpler and more readable. To state our main result we need to introduce symmetric spaces of measurable operators.
Let M be a von Neumann algebra, equipped with a semifinite normal faithful trace τ , and let L 0 (M, τ ), or, simply L 0 (M) denote the topological * -algebra of all operators which are measurable with respect to (M, τ ). The topology of L 0 (M) is determined by convergence in measure. For x ∈ L 0 (M) and t > 0, µ t (x) denotes the t-th generalized singular number of x. The function t → µ t (x) is called the generalized singular number function and is denoted by µ(x). Recall that µ(x) is nonincreasing and µ(x) = µ(x * ) = µ(|x|), where |x| = (x * x) 1/2 is the absolute value of x. The reader is referred to [2] for more details on generalized singular numbers.
Let E be an r.i. space on (0, ∞) in the sense of [8] . The symmetric space E(M, τ ) of measurable operators associated with M and E is defined as the space of all measurable operators x ∈ L 0 (M) such that µ(x) ∈ E. E(M, τ ) is a Banach space equipped with the norm x E(M,τ ) = µ(x) E . E(M, τ ) is often denoted simply by E(M). The spaces E(M) are the so-called noncommutative symmetric spaces, studied in detail for the first time by Ovchinnikov [10] . Note that if M = B(ℓ 2 ) and τ is the usual trace on B(ℓ 2 ), E(M) is a unitary ideal of operators on ℓ 2 . On the other hand, if τ is finite, E can be taken to be an r.i. space on [0,
, the noncommutative L p -space associated with (M, τ ).
For r > 1, E (r) and E (r) denote the r-convexification and r-concavification of E, respectively.
Recall that if E is a p-convex and q-concave r.i. space, E (r) is a pr-convex and qr-concave r.i. space. If in addition p ≥ r and the p-convexity constant of E is equal to 1, then E (r) is a p/r-convex and q/r-concave r.i. space. In particular, if E is 2-convex with constant 1, E (2) is an r.i. space. Recall that if E is p-convex and q-concave, E can be renormed into an r.i. space which is p-convex and q-concave with constant 1.
The following is our main result. In the remainder of the paper, unless explicitly stated otherwise, M will denote a von Neumann algebra equipped with a normal faithful semifinite trace τ , and E will be an r.i. space on (0, ∞). K will denote a universal positive constant, which may change from line to line. 
This theorem is stated in [5] with the stronger assumption that E is p-convex with p > 2. For unitary ideals (i.e. when M = B(ℓ 2 ) equipped with the usual trace), the p-convexity assumption is weakened to 2-convexity plus an additional mild condition.
We should also emphasize the universality of the constant K in Theorem 1.1, which is of independent interest. In some special cases, it is much easier to prove the little Grothendieck inequality with a constant depending on the space E in consideration. This is, for instance, the case for E = L p (0, ∞) with 2 ≤ p < ∞ (see [18, Theorem 6.6] ).
The proof of Theorem 1.1 will be given in the next section. It depends on two other equivalent statements. One of them is the (difficult) lower estimate in the noncommutative Khintchine inequalities for the dual space E(M)
* of E(M), which is important for its own right. To state this equivalence it is more convenient to work with the noncommutative symmetric space [1, p. 745] for the general case. Let us also note that the latter case easily follows from the former by a standard approximation argument using the semifiniteness of τ .
We are ready to state the equivalence theorem of [7] . (ε k ) denotes a Rademacher sequence on a probability space, and E is the corresponding expectation. 
ii) There exists a positive constant C 1 such that for any bounded map T : E(M) → H and any finite sequence
iii) There exists a positive constant C 2 such that for any finite sequence (
where the infimum runs over all decompositions
Moreover, the constants C 1 and C 2 above satisfy the relations:
By standard arguments we obtain the following general noncommutative Khintchine inequalities for symmetric spaces of measurable operators. They generalize the Khintchine inequalities for noncommutative L p -spaces in [4] and [7] .
ii) If E is 2-convex and q-concave with constant 1 for some q < ∞, then for every finite sequence
where K q depends only on q. Moreover, K q ≤ Kq.
Proof. The second inequality of i) follows from Theorem 1.1 and Theorem 1.2. The first one is obtained by using the 2-concavity of E as in [7] . In the same way, the second inequality of ii) is a consequence of the 2-convexity of E. Thus it remains to prove the first one of ii). This is done via duality by using the second inequality of i). To this end, we need the K-convexity of E(M) (cf. e.g. [15] for the definition of K-convexity) . Under the assumption of ii), by [21] , E(M) is of type 2 with a constant T q depending only on q, so E(M) is K-convex. Alternately, we can also use [15, Theorem 7.11] . Indeed, by [16] , there exists an r.i. space
Thus it follows that E(M) is K-convex with constant majorized by K ′ q for some universal constant K ′ . Therefore, using the second inequality of ii) and duality, we deduce the first inequality of ii) with
Note that the q-concavity condition in Theorem 1.3, ii) is necessary. Indeed, under the 2-convexity assumption of E, the first inequality of ii) implies that E is of type 2, and so is of finite concavity. On the other hand, if E = L q (0, ∞) with 2 ≤ q < ∞, the optimal order of the constant K q above is O( √ q). We do not know whether this is true in the general case.
We end this section with some open problems. The first one concerns the noncommutative Khintchine inequalities. Theorem 1.3 gives a deterministic characterization of the expression E k ε k x k only when E satisfies one of the two conditions there. Recall that if E is a q-concave Banach lattice for some q < ∞, then for any finite sequence (
with relevant constants depending only on q and the q-concavity constant of E. At the time of this writing, we do not know how to characterize deterministically
The second problem is on the big Grothendieck theorem in the setting of this paper. Problem 1.5 Let E and F be two 2-convex r.i. spaces with constant 1.
We can state the following more general problem. 
This can be reformulated as follows. Does there exist a positive constant C (depending only on the cotype 2 constant of Y ) such that
In the case of E = L ∞ (0, ∞) (i.e. E(M) = M) the previous problem has a positive solution. In this case M can be replaced by any C*-algebra (see [13] ).
Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. We require two auxiliary lemmas.
Lemma 2.1 Assume that τ (1) = 1 and E = F * for an order continuous r.i. space
e. in the point-norm topology).
Proof. i) is [23, Lemma 1] . To show ii) we use standard duality for Banach space tensor product. We have
where ∧ ⊗ denotes the projective tensor product for Banach spaces, and where the duality is determined as follows. For T ∈ B(E(M), H) and
On the other hand, 
Recall that F (M)
∨ ⊗H can be identified as the norm closure in B(E(M), H) of w*-continuous finite rank maps (i.e. those associated with vectors in the algebraic tensor product F (M) ⊗ H). Now let T : E(M) → H with T ≤ 1. Then we deduce a net (T i ) such that each T i is a w*-continuous finite rank map from E(M) to H, T i ≤ 1 and T i → T in the w*-topology. Thus T i (x) → T (x) weakly in H for any x ∈ E(M). Therefore, an appropriate net of convex combinations of the T i 's converges to T strongly. 
Proof. The order continuity of E implies that
This implies in particular
Thus by (2.1) we deduce that ya = −ay, so ya 2 = a 2 y. Therefore, y commutes with all polynomials in a 2 , thus by functional calculus, with (a 2 ) 1/2 = a too. It follows that ay = ya = 0; whence ey = ye = 0. Combining this with (2.2), we get y = 0, which implies the desired density.
Proof of Theorem 1.1. We will prove one of the three equivalent statements in Theorem
In the sequel, τ is a normal faithful finite trace on M, so by normalization, we can further assume τ (1) = 1. Accordingly, E can be taken to be a 2-convex r.i. space on [0, 1]. The remainder of the proof is divided into several cases.
Case 1: E is p-convex and q-concave with constant 1 for some p > 2 and q < ∞. This is the main part of the whole proof. We will prove the little Grothendieck theorem for E(M). The pattern of the following argument is modelled on Haagerup's proof of the little Grothendieck theorem for C*-algebras (see [3] ). It is clear that it suffices to do this for every finite dimensional Hilbert space H. So in this part H is assumed finite dimensional. Fix a map T : E(M) → H such that T = 1. The p-convexity and q-concavity of E implies that E(M) is uniformly convex and uniformly smooth by virtue of [21] . In particular, E(M) is reflexive. Then T is weakly continuous, so the weak compactness of the unit ball of E(M) implies that T attains its norm (recalling that dim H < ∞). Thus there exists a ∈ E(M) such that a = 1 and T (a) = 1. We consider two subcases according to a ≥ 0 or not.
Subcase 1: a ≥ 0. Let h ∈ M be a selfadjoint operator. Then e ith is unitary for any t ∈ R. Consequently, e ith a e ith ∈ E(M) and e ith a e ith = 1.
Writing e ith a e ith = a − t 2 b + it(ha + ah) + o(t 2 ), where b = (h 2 a + ah 2 )/2 + hah, we have
By the selfadjointness of h,
.
where ε is a Rademacher function and E the corresponding expectation. Then we deduce that
Therefore,
Let ϕ = T * T (a). (More rigorously, ϕ = T * T (a) with T * : H = H * → E(M) * , where X denotes the complex conjugate of a Banach space X.) Then ϕ ∈ E(M) * = E * (M) and ϕ ≤ 1. On the other hand, ϕ(a) = 1. Consequently, ϕ = 1 and ϕ is a supporting functional of a, which is unique by virtue of the smoothness of E(M). ϕ must be positive and s(ϕ) ≤ e, where e = s(a) is the support projection of a. Indeed, it is easy to see that the absolute value of ϕ is also a supporting functional of a, which must coincide with ϕ by uniqueness. In the same way, eϕe = ϕ for eϕe is again a supporting functional for a. (In fact, one can easily show that ϕ is affiliated with the von Neumann subalgebra generated by the spectral projections of a.)
Next, let E (2) be the 2-concavification of E. E (2) is p/2-convex and q/2-concave (and so E (2) (M) is also uniformly smooth). Consider the one dimensional subspace Ca 2 ⊂ E (2) (M) generated by a 2 , and the functional f 0 : Ca 2 → C defined by f 0 (λa 2 ) = λ. Then f 0 = 1 and f 0 (a 2 ) = 1. By the Hahn-Banach theorem, f 0 extends to a norm one functional f on E (2) (M). Then f is the unique supporting functional of a 2 , and the preceding argument shows that ef e = f ≥ 0. Let ψ = af . We claim that ψ is a norm one functional on E(M) and supports a. Indeed, for any x ∈ E(M), by the Cauchy-Schwarz inequality
Thus ψ ≤ 1. However, ψ(a) = f (a 2 ) = 1. Then our claim follows. Therefore, by uniqueness, ϕ = ψ, i.e. ϕ = af . Passing to adjoints, we also have ϕ = f a.
Now since f a = af , inequality (2.3) becomes
On the other hand (recalling that f ≥ 0),
We will apply Lemma 2.2. To this end we need to deal with operators supported by e ⊥ . We claim that T (x) = 0 for every x ∈ E(M ) such that e ⊥ xe ⊥ = x. It suffices to consider the case where x is selfadjoint. Then
Since a and x are of disjoint support, by considering the commutative von Neumann subalgebra generated by a and x, we can assume that a and x are functions of disjoint support. Thus the p-convexity of E implies that
Combining the preceding inequalities (recalling that a = T (a) = 1), we get
whence the claim as t → 0 by the assumption that p > 2. Now let h ∈ M h and x = ha + ah + e ⊥ he ⊥ . Using the previous claim, (2.4) and the fact that f is supported by e, we have
By the density of {ha + ah + e ⊥ he ⊥ : h ∈ M h } in E(M) h given by Lemma 2.2, we deduce that T (x) 2 ≤ 2f (x 2 ) for any selfadjoint x ∈ E(M). It then follows that
Namely, (G) holds in this subcase with K = √ 2.
Subcase 2: a ≥ 0. Let a = u|a| be the polar decomposition of a. Let e 1 = u * u and e 2 = uu * . Then e 1 and e 2 are two equivalent projections of M. Since M is finite, their complementary projections e 
whence (by writing y = w * x)
where f = (g + wgw * )/2. Therefore, we still have the Grothendieck factorization for E(M ) with K = 2. Thus the proof of Case 1 is complete.
Case 2: E is p-convex with constant 1 for some p > 2. We will show the noncommutative Khintchine inequality for F (M), where F = E ′ . To this end note that F is p ′ -concave with constant 1, where p ′ denotes the conjugate index of p. In particular, F is order continuous. Consequently, M is dense in F (M) (see [22, Lemma 4.5] ). Thus in order to prove inequality (K) we need only to consider finite sequences (x k ) in M. Now let r > 1 and consider the r-convexification F (r) of F . The order continuity of F (r) implies that for any
Thus we are reduced to show inequality (K) with F (r) (M) in place of F (M) for all r close to 1. However, by Theorem 1.2, this is equivalent to the validity of the little Grothendieck theorem for G(M ), where G is the dual space of F (r) . Since F (r) is r-convex and rp ′ -concave with constant 1, G is r ′ -concave and s-convex with constant 1 , where s = rp/(1 + (r − 1)p). For r > 1 sufficiently close to 1 we still have s > 2. Thus G verifies the condition of Case 1. Consequently, the little Grothendieck theorem holds for G(M), so Case 2 is done.
Case 3:
The general case. Recall that E is a 2-convex r.i. space on [0, 1]. We will show the 2-concavity inequality (C). To this end fix a map T : E(M) → H with T ≤ 1. Let r > 1 and consider the r-convexification E (r) of E. By the Hölder inequality, E (r) ⊂ E and the inclusion has norm 1; so
is 2r-convex with 2r > 2. Therefore, applying Case 2 to E (r) (M), we obtain that for any finite sequence (
. Namely,
As in Case 2 we also have
This follows from the order continuity or the Fatou property of E. Therefore,
That is, inequality (C) holds for all finite sequences (x k ) ⊂ M. To pass from M to E(M) we use approximation as usual in such a situation. Indeed, if E is order continuous, M is dense in E(M), so we are done in this case. Otherwise, E = F * with F = E ′ . By Lemma 2.1, there exists a net (T i ) of w*-continuous finite rank maps in the unit ball of B(E(M), H) such that T i → T strongly. Since inequality (C) is stable under strong limit, we are reduced to prove (C) for each T i . Replacing T by T i if necessary, we can assume that T itself is w*-continuous and of finite rank. Now fix a finite sequence (
, where 1l [0, n] (x) denotes the spectral projection of a positive operator x corresponding to the interval [0, n]. Then x k,n ∈ M, so by the preceding inequality
However, for each k, x k,n → x k in E(M) relative to the w*-topology as n → ∞. It follows that
in H by virtue of the w*-continuity of T . On the other hand,
Therefore, we deduce
, as desired. Thus the proof of Theorem 1.1 is complete.
Applications to Schur multipliers
In this section we present some applications of our little Grothendieck theorem to Schur multipliers. We characterize the Schur multipliers from a 2-convex unitary ideal into a 2-concave one. Now the von Neumann algebra M is B(ℓ 2 ) and the trace τ is the usual trace Tr. Accordingly, instead of r.i. spaces on (0, ∞), we consider r.i. spaces on N, i.e. symmetric sequence spaces. Given a symmetric sequence space E, we denote the associated unitary ideal by S E . Namely, S E = E(B(ℓ 2 ), Tr) in the previous notation. Note that if E = ℓ p , S E becomes the usual Schatten class S p . In particular, S 1 is the trace class, S ∞ = B(ℓ 2 ), and S 2 = ℓ 2 (N 2 ) is the Hilbert-Schmidt class. As usual, the operators in S E are represented by infinite matrices. Let e ij be the canonical matrix units. Then every x ∈ S E is given by an infinite matrix x = (x ij ) i,j≥0 , i.e.
x ij e ij .
Equally, x can be also viewed as a function on N 2 . In the sequel we will not distinguish an infinite matrix and the corresponding function on N 2 . Let E and F be two symmetric sequence spaces. Let ϕ = (ϕ ij ) be an infinite matrix. We call ϕ a Schur multiplier from S E to S F if the map M ϕ : x → ϕ ij x ij i,j≥0 defines a bounded map from S E into S F . More generally, if X and Y are two Banach spaces of complex functions on N 2 , a Schur multiplier from X into Y is a function ϕ on N 2 such that M ϕ induces a bounded map from X into Y .
Recall that E(ℓ p ) is the space of complex matrices ϕ = (ϕ ij ) such that the sequence i → ϕ i · ℓp = ( j |ϕ ij | p ) 1/p belongs to E (with the usual convention for p = ∞). The norm of E(ℓ p ) is given by ϕ E(ℓp) = ϕ i · ℓp i≥0 E .
Let t E(ℓ p ) = {ϕ : t ϕ ∈ E(ℓ p )}, equipped with the natural norm, where t ϕ is the transpose of ϕ, i.e. t ϕ ij = ϕ ji . Note that E(ℓ p ) and t E(ℓ p ) are Köthe function spaces on N 2 . If X and Y are two Banach spaces of functions on N 2 , X + Y and X ∩ Y denote their sum and intersection, respectively. Recall that the norm of X + Y and X ∩ Y are given respectively by ii) ϕ is a Schur multiplier from
Moreover,
where the equivalence constants are controlled by a universal constant.
Proof. i) ⇒ ii). Let ϕ be a Schur multiplier from S E to S 2 . Let x be a finite matrix. Then by Theorem 1.1 and inequality (C) in Theorem 1.2,
Therefore, ϕ is a Schur multiplier from E(ℓ 2 ) ∩ t E(ℓ 2 ) to ℓ 2 (N 2 ). ii) ⇒ i). First observe that S E embeds contractively into E(ℓ 2 ) ∩ t E(ℓ 2 ). Indeed, let x ∈ S E , and let a i = j x ij e ij . Then by Theorem 1.3, ii)
whence the observation. It then follows that
ii) ⇔ iii). Let X be a 2-convex Köthe function space on N 2 . Then it is clear that ϕ is a Schur multiplier from X to ℓ 2 (N 2 ) iff ϕ ∈ ((X (2) ) ′ ) (2) . Therefore, the equivalence ii) ⇔ iii) follows.
It follows that there exist two bounded maps v and v ′ from S 2 to S F such that
where u and u ′ are respectively the left and right multiplications by g 1/2 . Note that u = M ψ and
ii . Using an average argument as above, we can further assume that v and v ′ are also given by Schur multipliers M ω and M ω ′ . Therefore, ω and ω ′ are Schur multipliers from S 2 to S F , and hence also from S F ′ to S 2 . Thus by Lemma 3.1,
. Now it is easy to show that ϕ = ψω+ψ ′ ω ′ belongs to L(ℓ ∞ ) + t L(ℓ ∞ ). Indeed, let ω = δ+γ with δ ∈ F (ℓ ∞ ) and γ ∈ t F (ℓ ∞ ). It is clear that ψδ ∈ L(ℓ ∞ ). We next show that ψγ ∈ L(ℓ ∞ ) + t L(ℓ ∞ ). To this end, by permutations of rows and columns if necessary, we may assume that the sequence (α i ) and (β j ) are nonincreasing, where β j = sup i |γ ij |. Define γ 
The preceding theorem extends the characterization of Schur multipliers from S q to S p for 1 ≤ p ≤ 2 ≤ q ≤ ∞ in [24] (see also [17] for the case of p = 1 and q = ∞). If one of E and F is an ℓ p , the space L in Theorem 3.3 is easy to be determined. For instance, let us consider the case where F = ℓ p with 1 ≤ p ≤ 2 (and E is still 2-convex with constant 1). By Remark 3.2, L = GH coincides with the space of multipliers from E to F . Thus if F = ℓ p , this latter space is equal to ((E (p) ) ′ ) (p) . Thus we get the following Corollary 3.4 Let E be a 2-convex symmetric sequence space with constant 1 and 1 ≤ p ≤ 2. Then a function ϕ on N 2 is a Schur multiplier from S E to S p iff ϕ ∈ G 1 (ℓ ∞ ) + t G 1 (ℓ ∞ ), where
The previous arguments apply equally to the case where one of the unitary ideals S E and S F is replaced by a Köthe function space on N 2 . By symmetry, it suffices to consider the case where the second ideal S F is replaced by a 2-concave Köthe function space on N 2 .
Theorem 3.5 Let E be a 2-convex symmetric sequence space with constant 1, and let X be a 2-concave Köthe function space on N 2 with constant 1. Then a function ϕ on N 2 is a Schur multiplier from S E to X iff ϕ ∈ [G(ℓ ∞ ) + t G(ℓ ∞ )]Y , where G = ((E (2) ) ′ ) (2) and Y = (((X ′ ) (2) ) ′ ) (2) . Moreover, the relevant constants are controlled by a universal constant.
In particular, if X = ℓ p (N 2 ) with 1 ≤ p ≤ 2, then ϕ is a Schur multiplier from S E to ℓ p (N 2 ) iff ϕ ∈ G 1 (ℓ q ) + t G 1 (ℓ q ), where G 1 = ((E (p) ) ′ ) (p) and q = 2p/(2 − p).
Proof. This proof is almost the same as that of Theorem 3.3. The only difference is that the space of Schur multipliers from S 2 to X coincides with the space Y , that makes simpler the present proof. We leave the details to the reader.
The theorem above in the case of S E = B(ℓ 2 ) and X = ℓ 1 (N 2 ) goes back to [6, Example b] (see also [11, Theorem 4.1] ).
