In the paper, we propose a new calculation scheme for American options in the framework of a forward backward stochastic differential equation (FBSDE). The wellknown decomposition of an American option price with that of a European option of the same maturity and the remaining early exercise premium can be cast into the form of a decoupled non-linear FBSDE. We numerically solve the FBSDE by applying an interacting particle method recently proposed by Fujii & Takahashi (2012d) , which allows one to perform a Monte Carlo simulation in a fully forward-looking manner. We perform the fourth-order analysis for the Black-Scholes (BS) model and the thirdorder analysis for the Heston model. The comparison to those obtained from existing tree algorithms shows the effectiveness of the particle method.
Introduction 2 FBSDE formulation
Let us take the probability space as (Ω, F, Q), where Q is a risk-neutral probability measure. We consider a generic process for the relevant stock price as dS t = (r t − y t )S t dt + S t σ t · dW t , (2.1) where W is a d-dimensional Q-Brownian motion and F is a natural filtration generated by W . All the stochastic processes are assumed to be F t -adapted. Here, r and y are processes for a risk-free interest rate and a dividend yield, respectively. σ ∈ R d is a volatility process. It is well-known (e.g. [24, 7, 21, 32, 23] ) that the price of an American option on S with a strike K and an expiry T can be expressed as
where Ψ + (x) = max(Ψ(x), 0) denotes a payoff function, which is Ψ(x) = x − K for a Call K − x for a Put .
C t is a process denoting an instantaneous early exercise premium C t = y t S t − r t K for a Call r t K − y t S t for a Put and
is a standard money-market account.
In the remaining part of this section, we provide a simple heuristic derivation of Eq. (2.2) for completeness. Firstly, let us provide the decomposition principle of the Snell envelope for a continuous semimartingale. Rutokowski (1994) [32] Suppose X is a continuous semimartingale with canonical decomposition
Proposition 1
where X 0 is a constant, M is a continuous local martingale with M 0 = 0, and V denotes a continuous finite variation process with V 0 = 0, whose decreasing component satisfies dV d t = ν t dt for some adapted nonnegative process ν. We assume that the condition Proof: See Appendix of [32] .
For concreteness, let us choose a Call option with strike K as an example. We consider the dynamics of the discounted payoff process. By applying Itô formula, we obtain d β 8) where δ(·) is a Dirac delta function. More precisely speaking, the term involves the delta function is represented by the local time. For our intuitive derivation, however, the Dirac delta function is more useful to borrow a clear economic insight in a later stage. Now, applying Proposition 1 gives
where, in the second equality, the last term vanishes due to the fact that the stock should be in-the-money region (S u > K) when the option is early exercised. It is now economically clear to see that the above result can be rewritten as
Note that 1 {Vu≤(Su−K) + } 1 {Su>K} = 1 {Vu≤(Su−K) + } since the option value should always be positive. For more rigorous treatment, see the related proof in [32, 23] as well as [2] . The case for a Put option can be shown similarly. Now, from Eq. (2.2), one can see
is a Q-martingale. Thus, we can conclude that the price of an American option satisfies
where Z ∈ R d is an appropriate F t -adapted process that should be solved at the same time with V . It is a non-linear FBSDE with a decoupled dynamics of forward component, or the stock process S. Here, we have replaced Ψ + by Ψ in the indicator function since V should be clearly positive. In the next section, we carry out perturbative approximation procedures to solve the above FBSDE.
3 Perturbative expansion and a particle method for FBSDE
In [14] , a systematic approximation procedures for a generic non-linear FBSDE is given. It treats the non-linear driver of the FBSDE as a perturbation and converted the original system into a series of decoupled linear FBSDEs, for which the issue is equivalent to solve general European contingent claims.
To apply the procedures, let us introduce perturbation parameter ǫ as
where θ(·) is the Heaviside step function. We now suppose that the solution of (3.1) can be expanded as a power series of ǫ:
Economically speaking, we treat the early exercise premium as a perturbation and expand the price of American option around the corresponding European price. The method [14] allows to derive a series of linear FBSDEs specifying the dynamics of (V (i) , Z (i) ) i≥0 for each order of ǫ. If the non-linear effects are sub-dominant and allow perturbative treatments, we can expect to obtain a reasonable approximation of the original model by setting ǫ = 1 at the end of the calculations. For the evaluation of an American option, the driver (or drift term) of the FBSDE is independent of the martingale component Z. Thus, in the following, we can focus on the level component V .
0th order
In the 0th order, we have
which clearly represents the dynamics of the corresponding European option price. We can easily see that it is solved as
Although there is no explicit expression of (3.3) for a generic stock process, it is always possible to obtain its approximation by asymptotic expansion (See [34, 25, 35, 36] for the details of asymptotic expansion.). It allows us, at least approximately, to have an explicit expression of
where X t = (S t , r t , y t , σ t , · · · ) contains all the relevant state processes. If necessary, application of Itô formula or using the process of Malliavin derivative (D t X t ) yields the corresponding martingale component Z (0) .
1st order
In the 1st order, the relevant FBSDE is given by
which is again linear and easy to integrate. We have
where, v
is obtained by the similar arguments given in the previous subsection. Although it is possible to evaluate (3.6) directly by Monte Carlo simulation, the time integration makes it rather time consuming. In fact, it soon becomes infeasible when one evaluates ǫ-higher order expansion terms.
In order to avoid the difficulty, we adopt an interacting particle method proposed in Fujii & Takahashi (2012d) [16] . We introduce an arbitrary F t -adapted strictly positive process {λ t } t≥0 to define
and
for s ≥ t. Then, we have the SDE of V
t,s for the time component s (≥ t),
t , we have
Here, τ 1 is a F t -stopping time associated with the first jump of Poisson process whose intensity process is given by {λ t } t≥0 . In contrast to (3.6), it is clear the expression of (3.11) allows one-shot Monte Carlo simulation. More detailed explanation for Monte Carlo simulation will be given in the later section. Although it is an interesting topic to obtain an optimal intensity process λ that achieves the smallest variance in simulation, it is beyond the current scope of the paper. In the numerical examples, we simply use a constant intensity.
Remark: In [16] , the intensity process λ is assumed to be deterministic or an independent process for the other underlyings, which makes the evaluation of Malliavin derivatives required for Z (i) simpler. For the evaluation of American option, this assumption is not necessary since there is no need to obtain Z (i) .
2nd order
For the 2nd order case, the relevant equation is given by
where δ(·) is a Dirac delta function as before. Since the FBSDE is linear, one can show easily that
As mentioned in the previous section, the difficulty in a naive application of Monte Carlo simulation becomes much clearer now. At each point of time u ∈ [t, T ] in a given path, one needs the value of V
u , which in turn requires to run Monte Carlo simulation as well as time integration.
Therefore, let us define
and use C t,s as before. Then, for s ≥ t, we have
with V t,T = 0. Thus, one obtains
Simple application of the tower property of iterated expectations gives
where τ 1 (τ 2 ) is the first (second) jump time of the Poisson process with the intensity process λ. Here, we have written
τ ) to lighten the notations.
3rd order
In the 3rd order, the relevant dynamics becomes
Here, the derivative of a Dirac delta function can be evaluated by approximating the delta function as a normal density function with a small variance, or using the integration-byparts formula if possible. For the details of calculation, see the later sections treating numerical examples. After integration, we obtain
Let us compress a convoluted expectation as before. Let us denote
and continue to use the simplified notations:
Borrowing the idea from McKean [29] and use the tower property of iterated expectations, we finally obtain
2 ) F t with the i-th jump time of the Poisson process denoted by τ i .
In (3.23), p = {1, 2} indicates one of the two particle groups. In both of the groups, the relevant state variables (or particles) follow the common diffusion dynamics ( those specified by BS or Heston models, for example) but those belong to different groups are independent each other, i.e., driven by the two independent set of Brownian motions. This particle representation compresses (E[ · |F τ 1 ]) 2 into a single expectation operation.
More concretely, for the evaluation of the second line, we use the branching diffusion method of McKean. For a each path of simulation, we (1): update the diffusion process of the underlyings X = {S, r, y, σ, · · · } in a standard way. (2): do Poisson draw with intensity λ at each step. (3): if it draws a "jump" (or particles interact) at τ 1 < T , then the path yields the two identical copies of particles {X p } p=1,2 of the underlying states as its offspring, which continue to evolve according to the identical diffusion equations but driven by the two independent set of Brownian motions. (4): for each particle group, we continue the Poisson draw of the second interaction until the maturity. (5): finally, extract the following term:
where τ p 2 is the second interaction time of each particle group. (6): Repeat the procedures (1-5) and take the average of the values gathered in (5).
4th order
We can continue the expansion to an arbitrary higher order. In the 4th order, we have
and hence
Using the similar notations as in the previous sections, one can show that
Using the tower property and particle representation, the above result can be expanded as 
Numerical Examples
This section demonstrates the validity of our method proposed in the previous section through numerical experiments.
Example 1: Black-Scholes model
The first example is taken from Black-Scholes model:
where r, y and σ are all nonnegative constants. We calculate the values up to the fourth order terms based on our scheme derived as (3.11), (3.17), (3.23) and (3.27) with 10 million trials in Monte Carlo simulation. Here, we adopt the values reported in [22] as benchmarks. In particular, difficulty arises in differentiations up to the second order of the delta functions required for evaluation of the third (3.23) as well as the fourth (3.27) order terms. Since the density function in Black-Scholes model is explicitly known, we are able to apply integration by parts (IBP) for computation of these terms in order to avoid differentiation of the delta functions. Moreover, we approximate each delta function by a normal density function with mean zero and a certain variance, which enables direct evaluation of the expectation. As for the third order term, consulting the results based on IBP, we are capable of determining an appropriate size of the variance for each normal density applied in the approximation of a delta function. Unfortunately, however, this IBP method does not yield stable results for some cases in computing the fourth-order term. It is clear that we want to use a small enough variance for the normal density so that it is a reasonable approximation of the delta function. On the other hand, too small variance increases the variation (dispersion) of simulation result. Therefore, we change the variance from some large value to a smaller one gradually for a given number of simulation paths and picks up the smallest value beyond which the variation (dispersion) starts to increase. This scheme can be applied to general cases where the density functions of the underlying models are not explicitly available. In fact, we adopt this approach for the numerical example for the Heston model in the next subsection 3 . Of course, there is no guarantee that the choice of variance that gives the smallest dispersion in simulation also yields the smallest bias in the numerical result. However, the numerical result suggests that the method produces accurate enough approximation for practical use given a reasonable number of simulation paths. Note here that the large number of paths used in this example is to confirm the convergence of higher order expansions. For practical pricing purpose, as can be seen in the following example of Heston model, there is no need to run such a large number of simulation trials. Table 1 presents the result for American put options with T = 3, K = 100, σ = 0.2 and r = 0.08, which confirms that the error ratios become improved in the results up to the third or the fourth order comparing with those up to the first and the second orders. In total, the approximations up to the fourth order provide the most precise ones in terms of the error ratios. Note also that for the dividend rate y = 0.12 and 0.07, adding the fourth order term to the third one makes the accuracies of the approximations improved, while for y = 0.04 and 0.00, it makes the accuracies worse in three and four out of the five cases, respectively. Table 2 (T = 3, K = 100) and Table 3 (T = 0.5, K = 100, r = 0.03, y = 0.07) present the results for American call options, which shows the error ratios become smaller by adding the third or/and fourth order terms.
Example 2: Heston model
The next example takes Heston model (4.2):
where ξ, η and θ are positive constants such that ξη ≥ θ 2 /2 and W 1,t ⊥W 2,t . Then, we compute the approximate values for American put prices (T = 0.25, 0.5, K = 100, r = 0.05, y = 0, η = 0.1, ξ = 3.0, θ = 0.04) up to the third order based on our scheme, (3.11), (3.17) and (3.23) with 50,000 trials in Monte Carlo simulation. Here, we adopt [1] as the benchmark values, in which a two-dimensional tree with two hundred time steps and a Control Variate technique is applied. Moreover, an asymptotic expansion method, particularly, the equation appearing in p.113 of [36] is used for computation of European option prices, that is, 0-th order v (0) . Table 4 demonstrates that our method works effectively in the Heston model, which suggests its applicability to the pricing problem of American options for other multidimensional models, too. The numerical result shows that the expansion up to the third order improves the accuracies in most of the cases. For the choice of the normal density as a approximate delta function, we have used the variance found to work well in the previous BS model. In the case where it produces too much dispersion in simulation, we have applied the general methodology explained in the previous subsection to pick up an appropriate variance. The example shows that the relatively small number of simulation trials is enough to obtain a reasonable accuracy for the practical use. In Table 5 , we have given the numerical results with larger number of simulations 500, 000 for the same set of American options with T = 0.5 in Table 4 . Although the improvement of accuracy from the second to the third order approximation becomes more robust in this case, one can observe that the size of the change in option prices is rather small.
Remark:
Although higher order integration is required, the direct evaluation of (3.13) ( and corresponding expressions in other orders ) is also possible once we know the transition density of the underlying states. For the diffusion models, it is always possible to obtain approximation using the asymptotic expansion [34] . If there exists efficient enough integration technique, such as Gaussian quadrature and its extension, it could provide another pricing technique. In fact, in BS model, we have compared this semi-analytic results (by brute force integration within ±5-sigma range and using a normal density function with variance of 1bp of the stock process at each time as an approximation for the delta function) to those obtained from the particle method up to the second order terms. We confirmed the consistency between their numerical results. 
Conclusions
This paper proposed a new calculation technique for American options in an FBSDE framework. The well-known decomposition of an American option price with that of the corresponding European option and additional early exercise premium can be written in a form of a decoupled non-linear FBSDE. We have used the recently proposed perturbation technique of FBSDE with an interacting particle method to obtain numerical results. We have tested the effectiveness of our approximation by comparing the numerical results Table 5 : The same setup with T = 0.5 in Table 4 but using larger number of simulation. to those obtained from existing tree algorithms. Although there remains some subtlety for choosing an appropriate variance for the normal density function as a proxy of the Dirac delta function, the proposed method for the variance choice yields accurate enough approximations for BS as well as Heston models. In the paper, we could only test a narrow range of parameters with relatively short expiries of options due to the limitation of existing benchmark results. However, the results are quite encouraging to suggest that our perturbation technique combined with an interacting particle method can be applied to much broader range of models and parameters.
