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Abstract—We propose two low-complexity lattice code con-
structions that have competitive coding and shaping gains. The
first construction, named systematic Voronoi shaping, maps short
blocks of integers to the dithered Voronoi integers, which are
dithered integers that are uniformly distributed over the Voronoi
region of a low-dimensional shaping lattice. Then, these dithered
Voronoi integers are encoded using a high-dimensional lattice
retaining the same shaping and coding gains of low and high-
dimensional lattices. A drawback to this construction is that
there is no isomorphism between the underlying message and the
lattice code, preventing its use in applications such as compute-
and-forward. Therefore we propose a second construction, called
mixed nested lattice codes, in which a high-dimensional cod-
ing lattice is nested inside a concatenation of low-dimensional
shaping lattices. This construction not only retains the same
shaping/coding gains as first construction but also provides the
desired algebraic structure. We numerically study these methods,
for point-to-point channels as well as compute-and-forward using
low-density lattice codes (LDLCs) as coding lattices and E8 and
Barnes-Wall as shaping lattices. Numerical results indicate a
shaping gain of up to 0.86 dB, compared to the state-of-the-art of
0.4 dB; furthermore, the proposed method has lower complexity
than state-of-the-art approaches.
I. INTRODUCTION
Lattice codes can achieve the capacity of the AWGN
channel [1], [2]; they use the same real algebra as the
AWGN channel; and they have algebraic structure that makes
them suitable for physical layer network coding, compute-
and-forward, and interference alignment, etc., [3]–[7]. These
information-theoretic results rely on random constructions of
high-dimensional pairs of “good” lattices: one lattice provides
the coding gain for AWGN channel, and the other lattice
provides the shaping gain.
Recent years have seen the development of practical, low-
complexity lattice codes with good coding gain [8]–[12].
However, in order for these high coding gain lattices to be
put in practice, they should satisfy a power constraint. In the
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lattice domain, the power constraint is satisfied by selecting
a set of coding lattice points that are in a specific shaping
region. One approach for this task is to use discrete Gaussian
shaping as pointed out in [2], [13]. Based on the concept of [2],
the discrete Gaussian shaping has been used in [14]. Another
approach, named systematic shaping, was proposed in [15].
Although systematic shaping alone does not provide shaping
gains, it was suggested in [15], to use systematic shaping
together with trellis shaping [16] or shell mapping [17] to
obtain shaping gains.
Another way to perform shaping is nested lattice shaping,
in which the Voronoi region of a high-dimensional sublattice
is used as the shaping region. One of the advantages of nested
lattice shaping over other shaping methods is it retains the
algebraic structure between the messages and the lattice codes
[3]. However, the use of a high-dimensional lattice for shaping
is costly, as the complexity of shaping increases sharply with
the dimension. Further, developing high-dimensional lattices
with good shaping gain is a challenging task. For example,
[15] proposes a nested lattice shaping scheme for low-density
lattice codes using the suboptimal M-algorithm, and this
approach yields only 0.4 dB of the possible 1.53 dB shaping
gain.
In this paper, we propose two low-complexity lattice code-
book constructions that result in good shaping/coding gains.
Our approach is to develop shaping schemes using low-
dimensional shaping lattices and high-dimensional coding
lattices. The first construction is named systematic Voronoi
shaping. In this construction, as the first step, we propose
an efficient algorithm to simultaneously maps short blocks of
integers to the Voronoi region of a low-dimensional lattice.
These mapped points are named dithered Voronoi integers.
When we do not use the dither, these Voronoi points result in
Voronoi integers, that is, integers that are uniformly distributed
over the Voronoi region. Low-dimensional lattices such as E8,
the Barnes-Wall lattice (BW16), and the Leech lattice can
be used for this step. The second step of this construction
is to encode these dithered Voronoi integers using a high-
dimensional coding lattice with high coding gain. This step is
performed using systematic lattice encoding, which is based
on the concepts of systematic shaping [15], but generalized
to parity check matrices with non-unit diagonal elements and
the use of a subtractive dither. Systematic lattice encoding is a
technique for mapping information integers onto lattice points
such that the lattice point is near the corresponding integer
sequence. This technique can be applied to any coding lattice
with a lower-triangular parity check matrix, such as LDLCs
2[8], LDA lattices [10], etc. As systematic lattice encoding only
needs shaped integers to obtain shaping gains, we detail an
alternative technique to obtain shaped integers and this method
is called non-uniform integers, which is based on non-uniform
signaling [18]. Then, we numerically study the performance
of our code construction using LDLCs, showing that it retains
the shaping gains of the shaped integers and the coding gains
of LDLCs. Numerical results show that systematic Voronoi
shaping results in 0.86 dB shaping gain with the use of
BW16 as the shaping lattice. As the codewords are shaped,
the marginal distribution of codeword elements are no longer
uniform, hence we develop an approximated maximum a
posteriori iterative decoder for LDLCs that accounts for the
marginal distribution of the shaped codewords.
An important application of lattice codes is compute-and-
forward [3], in which multiple sources transmit messages to re-
lays that estimate a linear combination of incoming messages.
Practical implementations of compute-and-forward were pro-
posed in [4], [5], [7]. Particularly, in [7], low-complexity
scaler quantizer is used for compute-and-forward, albeit it has
1.53 dB shaping loss due to scalar quantizer. A necessary
condition for compute-and-forward is an isomorphism between
linear combinations of lattice codes and linear combinations
of information integers. The first code construction does not
exhibit this algebraic structure, hence it is not suitable for
compute-and-forward. Therefore, we develop a second code
construction, named mixed nested lattice coding. In this con-
struction, shaping is provided by a series of low-dimensional
lattices into which a high-dimensional lattice such as an LDLC
is nested. This construction possesses the shaping and coding
gains of the respective shaping and coding lattices with the
same encoding/decoding complexity of the first construction.
Further, we prove that this construction retains the necessary
algebraic structure such that linear combination of lattice codes
can be mapped to a modulo linear combination of integers.
Hence, the mixed nested lattice code construction, described
in this section, not only has good shaping/coding gains for the
point-to-point AWGN channel, but it also has an advantage
over the first construction as it has the necessary algebraic
structure for applications such as compute-and-forward . We
show this construction has a self-dithering property, hence it is
practically desirable. Self-dithering means that the codewords
are approximately uniformly distributed over the shaping re-
gion, as if dithering has been added, without explicitly doing
so.
Notation: Matrices and vectors are denoted by bold upper
and lower case letters, respectively. The ith element of vector
a is denoted by ai and the pi, jqth element of a matrix A is
denoted by aij . The Gaussian distribution with mean m and
variance σ2 is denoted by N pm,σ2q. The n-dimensional inte-
ger and real fields are denoted by Zn and Rn, respectively. Fn
pl
denotes the n-dimensional field with size pl. The probability
density function (PDF) of x is denoted by ppxq. The modulo
summation is denoted by
À
. diagpAq denotes the diagonal
matrix with ith diagonal element aii. The transpose operation
is denoted by p¨qT . t¨s denotes element-wise rounding to the
nearest integer.
II. SYSTEM MODEL AND PRELIMINARIES
A. System Model
We consider an AWGN channel model. The source encodes
input information b P Zn to a lattice point x1 P Rn and
transmits over an AWGN channel. The received signal
y “ rx1 ` z, (1)
where z is Gaussian noise vector with per-dimension variance
σ2z , and r is the channel fading coefficient. In Section IV,
we will also consider the AWGN multiple-access channel for
purposes of compute-and-forward.
B. Lattice Codes
An n-dimensional lattice Λn is a discrete additive sub-
group of Rn. Any lattice can be obtained by taking integer
multiplication of basis vectors. Taking these basis vectors as
columns, the generator matrix G P Rnˆn is formed such that
Λn “ GZn. The inverse of generator matrix G is denoted
by H and it is called the parity check matrix. The shortest-
distance lattice quantization is denoted by QΛnpxq, which
maps any point x P Rn to the nearest point λ P Λn:
QΛnpxq “ arg max
λPΛn
}x´ λ}. (2)
Scaling a vector before quantization is equivalent to quantizing
the non-scaled vector by a scaled version of the lattice:
QΛnpαxq “ αQΛn
α
pxq, (3)
where α is any scalar. The modulo-lattice operation with
respect to Λn returns the quantization error:
x mod Λn “ x´QΛnpxq. (4)
The modulo operation satisfies the following scalar transfor-
mation
rαxs mod Λn “ α
„
x mod
Λn
α

. (5)
Let Pn denote the fundamental parallelotope (or fundamental
parallelepiped) region [19, p. 4] of Λn with respect to a basis
G:
Pn “ tGs|0 ď si ă 1u, (6)
where si is the ith element of s. There is a shifted parallelotope
region for each point of Λn. Any point in Pn is in exactly
one such region. The fundamental Voronoi region, denoted
by Vn Ă Rn, of Λn is the set of points that are closer
to λ “ 0 lattice point than to any other lattice point. Let
d be a random dither that is uniformly distributed over the
fundamental parallelepiped region (or the fundamental Voronoi
region). Then, px´ dq mod Λn is uniformly distributed over
Vn for any x P Rn, [20, Chap. 4.2].
The volume of the fundamental Voronoi region is denoted
by V pΛnq “ VolpVnq and it is equal to
V pΛnq “ VolpVnq “ |detpGq|, (7)
where detp¨q denotes the determinant operation. Let α be a
scalar, then V pαΛnq “ αnV pΛnq. The second moment of
3a lattice Λn characterizes the average power of a random
variable uniformly distributed across Vn:
σ2x “
1
n
E
“}x}2‰ “ 1
nV pΛnq
ż
Vn
}x}2 dx. (8)
The normalized second moment (NSM) of Λn is defined as:
GpΛnq “ σ
2
x
V pΛnqn2
. (9)
The shaping gain of Λn is defined as:
γ “ GpZ
nq
GpΛnq . (10)
III. SYSTEMATIC VORONOI SHAPING
In order to be used as a capacity approaching channel code
for the AWGN channel, a lattice code needs two elements: a
coding lattice with high coding gain, and a shaping method
that satisfies a power constraint with high shaping gain. Hence,
in Sec. III-A we propose a two-step lattice code construction,
named systematic Voronoi shaping, for AWGN channels that
results in good coding and shaping gains. The first step is
to uniquely map the information integers to the dithered
Voronoi integers, which are points inside the Voronoi region of
the shaping lattice. Then, we use systematic lattice encoding
approach [15] to encode these dithered Voronoi integers using
a high-dimensional lattice such that the codewords retain the
shaping gain from the first step and the coding gain from
the high-dimensional lattice. Then, we discuss an alternative
method, for dithered Voronoi integers, using non-uniform
signaling concepts [18]. Next, we discuss the two steps de-
coding operation for systematic Voronoi shaping. Lastly, we
numerically evaluate the shaping and coding gains of our
proposed schemes.
A. Systematic Voronoi shaping: Encoding
First, we describe the dithered Voronoi integers, a method
to encode integers to dithered integers that are inside the
fundamental Voronoi region of a shaping lattice. This mapping
is bijective. The key idea here is to shape relatively small
blocks of information integers using a low-dimensional lattice,
then to stack them to form a high-dimensional vector, which is
then encoded to a high-dimensional lattice. First, we describe
properties of the coding and shaping lattices, after which we
provide the steps of the proposed mapping. Then, we encode
the these concatenated points using a high-dimensional lattice.
We show that resulted code construction approaches the same
shaping and coding gains as the shaping and coding lattices.
Coding lattice: Let Λc,n be the n-dimensional coding lattice
defined by the lower-triangular parity check matrix H P Rnˆn.
Let hij denote the pi, jqth element of H. Let H¯ be the nˆ n
diagonal matrix with ith diagonal element equal to hii, i.e.,
H¯ “ diagpHq. Let us divide the diagonal elements of H
into n{m groups where m ăă n. Then we assume for the
rth group, the diagonal elements are equal, i.e., hii “ hr for
mpr ´ 1q ` 1 ď i ď rm.
Shaping lattice: Let Λs,m be the low m-dimensional lattice,
let Θ P Rmˆm denote its generator matrix, let Vs,m be
its fundamental Voronoi region, and Pm be its fundamental
parallelepiped. The generator matrix Θ must satisfy several
properties as follows. First, Θ is lower-triangular. Second, the
diagonal entries of Θ scaled by any diagonal element of H
must be integers, i.e.
hjjθii P Z, @ j “ t1, . . . nu. (11)
Finally, for each column j,
θij{θjj P Z, @ i. (12)
Well-known lattices such as Dm, E8, and BW16, scaled by
h´1jj M , 2h
´1
jj M , and
?
2h´1jj M satisfy these conditions for
M P Z. These lattices have good shaping gains, and they also
have low-complexity decoding algorithms [19], which make
them ideal for practical implementation.
Dithered Voronoi integers: Let the transmitter have an n-
dimensional integer column vector b P Zn. First, it di-
vides the integer vector b to n{m integer vectors such that
b “ rpb1qT , pb2qT , . . . pbn{mqT sT where br P Zm. Then,
these integer vectors br are uniquely mapped to the points
in fundamental Voronoi region of hrΛs,m. This mapping is
bijective.
The mapping procedure of integer information br “
pbr1, . . . , brmqT to cr “ pcr1, . . . , crmqT P VhrΛs,m goes as
follows. We approach this problem by first mapping the br
to integers inside the fundamental parallelepiped region of
the scaled shaping lattice hrΛs,m. Hence, we first choose
0 ď bri ď hrθii ´ 1, which yields the code rate of
R “ 1
m
mÿ
ii“1
log2 hrθii bits/dimension. (13)
We define fr by normalizing each element by hrθii:
fr “
ˆ
br1
hrθ11
,
br2
hrθ22
, ¨ ¨ ¨ , b
r
m
hrθmm
˙T
. (14)
As an element of fr P p0, 1sm, hrΘfr is in the fundamental
parallelepiped region hrPm of the scaled shaping lattice
hrΛs,m according to the definition of (6). In general, hrΘfr is
not a lattice point of hrΛs,m. However, it is an integer vector
by the properties of Θ:
hrΘf
r P Zm. (15)
It is also labeled by a unique br. Now, we create an m-
dimensional subtractive dither1 vector that is uniformly dis-
tributed over Pm. First we select the ith element ari that is
uniformly distributed over r0, θiiq, then we find the subtractive
dither vector that is uniformly distributed over Pm:
dr “ Θar. (16)
Now we form an n-dimensional dither vector:
d “ rpd1qT pd2qT . . . pdn{mqT sT . (17)
As fundamental parallelepiped partitions the lattice space, we
can find a representative point for hrΘfr ´ hrdr inside the
1We say subtractive dither, when it is known to both transmitter and receiver
[20, Definition 4.1.1].
4fundamental Voronoi region VhrΛs,m :
cr ´ hrdr “ hrΘfr ´ hrdr ´QhrΛs,m phrΘfr ´ hrdrq
“ rhrΘfr ´ hrdrs mod hrΛs,m. (18)
where QhrΛs,m p¨q P Zm based on (11) and (12), hence
cr P Zm. This mapping procedure uniquely maps the integer
information br, selected from 0 ď bri ď hrθii´ 1, to a vector
cr´hrdr that is inside the fundamental Voronoi region of the
shaping lattice for a given dither dr. Then, by concatenating,
we form the n-dimensional integer vector:
c “ rpc1qT pc2qT . . . pcn{mqT sT P Zn. (19)
High dimensional lattice encoding:
In this part, we present a framework based on [15] to encode
Voronoi points to lattice points of a high-dimensional lattice
while preserving the shaping gains. In [15], this encoding
framework is called systematic shaping.
In here, we generalize systematic lattice encoding2 for
non-unit diagonal elements. By retaining the high coding
gain properties of Λc,n, the systematic lattice encoding maps
integer vectors to lattice points such that the integer vector
elements can be obtained by simply rounding the lattice point
coordinates. Systematic lattice encoding can be performed for
any lattice if its parity check matrix is lower-triangular and
the procedure is as follows.
Given c P Zn, we find x P Λc,n. This can be done by
finding the integer vector k “ pk1, k2, . . . , knqt such that
Hx “ pc´ kq and (20)
|hiixi ´ ci| ď 1
2
for all i “ 1, . . . , n.
Note that line i of (20) is equivalent to
hiixi `
i´1ÿ
j“1
hijxj “ ci ´ ki. (21)
Due to the triangular structure of H, encoding is straight-
forward, with the ki and xi found recursively. Clearly, x1 “
c1{h11 and k1 “ 0. Continuing recursively for i “ 2, 3, . . . , n:
ki “ ´
[
i´1ÿ
j“1
hijxj
W
, (22)
and
xi “ 1
hii
«
ci ´
˜
i´1ÿ
j“1
hijxj ´
[
i´1ÿ
j“1
hijxj
W¸ff
. (23)
This encoding method guarantees that |hiixi´ci| ď 1{2. After
obtaining x, we subtract the dither vector d to find the final
lattice codeword:
x1 “ x´ d “ H´1pc´ kq ´ d. (24)
Shaping gain: Let us group x1 into n{m blocks as x1 “
rpx11qT px12qT . . . px1n{mqT sT . Now we consider the m-
2We use the term “systematic lattice encoding” instead of “systematic
shaping” to distinguish this method from the integer shaping procedure of
the previous subsection.
dimensional rth block of the resulting lattice codeword x1:
x1r “ h´1r pcr ` srq ´ dr “ h´1r pcr ´ hrdr ` srq, (25)
where sr P p´1{2, 1{2qm. Now we substitute (18):
x1r “ h´1r prhrΘfr ´ hrdrs mod hrΛs,m ` srq
“ rΘfr ´ drs mod Λs,m ` h´1r sr. (26)
According to (16), dr is uniformly distributed over fundamen-
tal parallelepiped Pm, hence, based on the generalized dither
concepts [20, Chapter 4.2], we can show that rΘfr´drs mod
Λs,m is uniformly distributed over the Voronoi region of
Λs,m, irrespective of the distribution of Θfr. Therefore,
rΘfr ´ drs mod Λs,m has the same average second moment
of Λs,m, hence, the average second moment of x1r is
σ2
x
1r “ 1
n
Er}x1}2s
“ 1
n
Er}rΘfr ´ drs mod Λs,m ` h´1r sr}2s
ď 1
n
Er}rΘfr ´ drs mod Λs,m}2s ` 1
n
Er}h´1r sr}2s
“ σ2Λs,m ` h´2r σ2sr . (27)
The volume of x1r is Vx1r “ VΛs,m`Vs where Vs corresponds
to the addition volume due to h´1r sr in (26). Based on this,
NSM of x1r is
Gx1r “ σ
2
x1r
V
2{m
x1r
ě σ
2
Λs,m
` h´2r σ2sr
rVΛs,m ` Vss2{m
“
σ2
Λs,m
V
2{m
Λs,m
ˆ
1` Vs
VΛs,m
˙´2{m
` h
´2
r σ
2
s
r
rVΛs,m ` Vss2{m
“ GΛs,m
ˆ
1` Vs
VΛs,m
˙´2{m
` h
´2
r σ
2
s
r
rVΛs,m ` Vss2{m
. (28)
The higher the constellation size (or rate) that we use, the
higher the VΛs,m , e.g., if we use ME8 as shaping lattice, then
VΛs,m “ MmVE8 and corresponding rate is R “ log2pMq
bits/dim. Hence, for large constellation sizes we can show that
Gx1r approaches GΛs,m as Vs and h´2r σ2sr do not grow with
constellation size. Therefore, it is evident from (10) that the
shaping gain of this encoding approaches that of Λs,m for large
constellation sizes. Numerical results verify this behavior of
shaping gains in Sec. III-C.
Remark 1: The use of dither makes the elements uniformly
distributed over the Voronoi region, hence, it gives the ad-
vantage of achieving the exact average second moment or
the same shaping gain. When the quantization resolution
increases, the role of dither becomes less prominent [20,
Chapter 4.1.1]. Let us consider an example. We use ME8 as
shaping lattice and cr are integer vectors uniformly distributed
over fundamental parallelepiped as obtained in (46). The
lattice quantizer is QME8pcrq “ QE8px{MqM , therefore for
large constellations (large M ), the number of possible points
of cr are large, hence, QE8pcr{Mq quantizer resolution is
high. In other words, for large constellations, the distribution
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Fig. 1: Marginal distribution of systematic LDLC Voronoi
shaping.
of cr{M is approximately uniform over VE8 . Therefore, for
large constellation sizes, the use of dither is less prominent
in obtaining the same shaping gain. This fact is verified in
numerical results. One can omit the use of dither depending
on the practical application requirements.
The marginal distribution of the codewords resulting from
systematic Voronoi shaping output is plotted in Fig. 1. We
have used the E8 lattice to obtain Voronoi integers (we did
not use the dither) and LDLC as the coding lattice. The
rate is fixed to 4 bits/dim and it is observed the output
distribution is approximately Gaussian. The AWGN optimal
input distribution is plotted for 4bits/dim, where it has an
average power of 11.74 dB. Use of the E8 lattice with
4bits/dim results in average power of 12.67dB and Gaussian
distribution with average power of 12.67 dB is plotted for
comparison.
Remark 2: If the encoder has a set of integer vectors that
have a certain shaping gain over the integer lattice, it is
possible to get that shaping gain using systematic lattice
encoding. It was suggested in [15] to use shell mapping
[17] or trellis shaping [16] to obtain shaped integers for this
task. The shaping gains of Voronoi integers are comparable
with the shell mapping for the same dimension, as can
be seen in Table II [17]. However, the complexity of m-
dimensional sphere shaped shell mapping is in the order
of Opm3R222R´1q, and the storage requirement is on the
order of Opm2plogmqR22R´1q, where R is the code-rate.
This shows the complexity is not only 3rd order with the
dimension but also depends on the rate. On the other hand,
dithered Voronoi integers have linear complexity (Opmq) with
the dimension and complexity does not depend the rate.
As discussed in [17], the trellis shaping has several disad-
vantages compared to shell mapping including low shaping
gains. Therefore, our proposed encoding is an alternative low-
complexity method to shell mapping to be used with system-
atic encoding. Further, it has the advantage of implementing
a dither, which is useful for low-rates.
Non-uniform integers–an alternative method: Here, we
discuss an alternative method to obtain shaped integers. A
key characteristic of the Voronoi mapping is that the resulting
codewords are uniformly distributed over the shaping region.
This is useful in practice because it results in fixed-rate
transmission. However, the ultimate shaping gain for fixed-
rate transmission is possible only with very high-dimensional
lattices [1], [21]. If we relax the uniformity constraint, we can
achieve near-optimal shaping gains even with small constel-
lations [18]. The following procedure stands as an alternative
method to obtain shaped integers with the cost of variable-rate
transmission.
Suppose a Bernoulli 1{2 source. We map variable-length
vectors of bits to integer vectors having a discrete Gaussian
distribution. This is accomplished using the following proce-
dure:
‚ We first select the desired continuous Gaussian distri-
bution. The variance of the distribution depends on the
desired rate.
‚ We quantize the distribution to the integers and assign
each integer its respective probability.
‚ Very low probability integers are omitted and the proba-
bility of each integer is normalized by sum probability.
‚ The Huffman procedure is performed using these in-
tegers and their probabilities to form a Huffman
code dictionary. For each integer, this dictionary
gives the unique bit vector. In MATLAB, the com-
mand huffmandictpintegers,probabilitiesq gen-
erates this dictionary.
‚ Finally, the variable length bits from source are assigned
to respective integers based on Huffman code dictionary.
Then we form an n-dimensional vector of these integers, i.e.
c P Zn to use as an input to systematic lattice encoding as in
the next step. As systematic encoding only slightly changes the
average power, the shaping gain of the non-uniform integers
is retained.
B. Systematic Voronoi shaping: Decoding
This section proposes a two-step decoding scheme to re-
cover the integer information from the received signal. The
first step is to use the lattice Λc,n to perform lattice decoding.
The second step is to reverse the mapping from the Voronoi
points to the integer information.
Lattice decoding using high-dimensional lattice: First, we
add the scaled dither vector rH´1H¯d to the received signal
(1):
y1 “ rx1 ` z` rd (29)
“ rH´1pc´ kq ` z,
where H´1pc´kq is a lattice point of Λc,n. In the next step,
the decoder simply performs lattice decoding using the high-
dimensional lattice:
xˆ “ QΛc,npy1{rq. (30)
Then, the receiver performs element-wise rounding to find the
respective integer vector:
cˆ “ tH¯xˆs. (31)
Although our code construction is general for any coding lat-
tice with lower-triangular parity check matrix, in our numerical
6Cl
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Step 1: ppxk|y
1
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c
0,k, ν
c
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1
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k
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|χv
k
|´2 ś
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k
νc
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ˆ
νv
k,l
2
ř
i,jPtχk, i‰ju
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´mc
k,j
q2
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k,i
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˙
where χvk “ ttj, 0u| hj,k ‰ t0, hl,kuu
Fig. 2: Approximated MAP LDLC message passing decoding
algorithm.
studies, we use LDLCs. Therefore, here we present a modified
LDLC decoder that accounts for the input distribution. The
standard LDLC decoder, proposed in [8], performs lattice
decoding ignoring the shaping boundary. Hence, it ignores
the marginal distribution of codeword elements, assuming
they are equally likely. However, as we have noticed in
Fig. 1, codeword elements are not equally likely. Here we
propose an LDLC decoder that approximates MAP decoding
according to the distribution over the codebook. Derivations
of the following are based on several assumptions. First, we
assume xi takes the Gaussian distribution given x is a lattice
codeword. Hence, we write:
ppxi|x P Λc,nq “ 1?
2piσx
e
´
x2
i
2σ2x , @i P t1, . . . nu, (32)
where σ2x is the average power of lattice codeword x. In order
to calculate ppxi|y1q, we use the same “trick” as in [8, Sec. III],
which assumes the elements xi are independent and identically
distributed (i.i.d) with the necessary condition of x P Λc,n.
Due to the i.i.d assumption, we have ppxi|y1q “ ppxi|y1iq. We
first calculate the correlation coefficient (ρxy1) between xi and
y1i:
ρxy1 “ Ery
1
ixis ´ Ery1isErxisb
Ery1i2s ´ Ery1is2
a
Erx2i s ´ Erxis2
“ rσxa
r2σ2x ` σ2n
. (33)
Then we find
ppxi|y1iq “
1b
2pi
σ2xσ
2
n
σ2n`σ
2
xr
2
exp
¨
˚˝´
´
xi ´ rσ
2
xy
1
i
σ2n`σ
2
xr
2
¯2
2
σ2xσ
2
n
σ2n`σ
2
xr
2
˛
‹‚.
(34)
The modified LDLC decoder uses ppxi|y1iq as the input,
which takes into account the codebook distribution, instead
of ppy1i|xiq, which is used in original LDLC decoder [8]. The
decoder steps are shown in Fig. 23.
Voronoi-reverse mapping: Let us suppose the lattice de-
coder (31) correctly estimates the integer vector c. Then it
divides c into n{m blocks. The Voronoi-reverse mapping
is the reverse mapping operation of cr to the information
vector br, described as follows. By definition, QhrΛs,m p¨q
is a lattice point of Λs,m, hence we can represent it as
´QhrΛs,m phrΘfr ´ hrdrq “ hrΘf¯r, where f¯r P Zm. Then,
using (18), any point cr can be written as:
cr “ hrΘfr ` hrΘf¯r, (35)
where the ith element of fr is 0 ď f ri ă 1 by definition (14).
Here cr is in the parallelepiped for Θf¯r. Using the lower-
triangular structure of Θ, the first row of (35) is:
cr1 “ hrθ11pf¯ r1 ` f r1 q, (36)
which has a unique solution since f¯ r1 is an integer and f r1 is
fractional. Continuing recursively for i “ 2, 3, . . . ,m,
cri “ hrθiipf¯ ri ` f ri q `
i´1ÿ
j“1
hrθijpf¯ rj ` f rj q, (37)
it is always possible to find unique f¯ ri and f ri . A decoding
algorithm is given as follows:
1) Input: cr with elements cri and generator matrix hrΘ
with elements hrθij
2) For each i “ 1, 2, . . . ,m:
a) Let tri “ f¯ ri ` f ri , then find it using (37):
tri “
cri ´
ři´1
j“1 hrθijt
r
j
hrθii
, (38)
b) find the integer part f¯ ri :
f¯ ri “ ttri u, (39)
c) find the information integer bri :
bri “ ptri ´ f¯ ri qθiihr. (40)
3) Output: integer vector br “ pbr1, . . . , brmq.
C. Numerical evaluation
Efficient quantization (lattice decoding) schemes are avail-
able for E8 and BW16 lattices [22]; further, E8, BW16 lattices
have the best shaping gains among 8 and 16 dimensional
lattices, which are found to be 0.65, 0.86 dB [19]. Hence,
we use E8 and BW16 lattices as shaping lattice to perform
systematic Voronoi shaping. The LDLC is used as the high-
dimensional coding lattice and LDLC parity check matrix
given in [15] is used, which has unit-diagonal elements.
Fig. 3 illustrates the shaping gains for systematic Voronoi
shaping for different rates (R “ log2pMq) using ME8
and LDLC lattices. When we do not use the dither, we
3It is noted that similar MAP decoding have been suggested for multiple
input multiple output (MIMO) channels in [12].
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Fig. 4: Shaping gain for scaled BW16 lattice with LDLC.
observe shaping gains of 0.20, 0.54, 0.62, and 0.65 dB for
constellations M “ 4, 8, 16, and 32. However, shaping gains
of 0.36, 0.58, 0.63 and 0.65 dB are observed when we use the
random dither. It is desired to use a fixed dither in practice.
For the E8 lattice, the best dither is [23, Eq. 5]:
dbest “ r0.01535 0.05002 0.0831 0.14786 0.18069
0.21463 0.25040 0.71103s,
(41)
and it results in the same shaping gains as using the random
dither. Further, it is observed that the gap between the shaping
gain of x1 and shaping bound is significant for small constel-
lation sizes irrespective of use of dither, however, it is less
significant and asymptotically small for larger constellations.
The reason for this gap is due to the fact that x1i is uniformly
distributed over ci ˘ 12 and the effect of the additional 12 is
significant for small constellations and for larger constellations
it is less significant as discussed in (28).
We have simulated the BW16 lattice to show the shaping
gain performance in Fig. 4. We observe similar behavior
to E8. As the constellation size increases, the shaping gain
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Fig. 5: Symbol error rate versus average SNR for Voronoi
integers. For n “ 104 and R “ 4.935 bits/dimension.
approaches that of the BW16 shaping bound, which is ap-
proximately 0.86 dB.
Therefore, from Fig. 3 and Fig. 4, we conclude that for
small constellations (small rates), the use of dither (random
or best) is important. Further, we conclude that the shaping
gain approaches shaping bounds of shaping lattices as the
constellation size becomes large, irrespective of dither been
used.
Fig. 5 shows the symbol error rate (SER) versus average
SNR for systematic Voronoi shaping, with comparison to
previously reported cases. The rate is fixed at R “ 4.935
bits/dimension and the block length is n “ 104; the slight
rate penalty is due to the selection of constellation sizes for
different rows of LDLC parity check matrix to protect the
unprotected integers as described in [15]. Observe that the
Voronoi integer shaping, using E8 as the shaping lattice, has
a 0.645 dB gain over hypercube shaping and 0.25 dB gain
over the high-complexity nested lattice shaping [15]. With
E8 Voronoi integer shaping, LDLCs are only 0.65 dB away
from the rates achieved by the uniform input distribution at
SER=10´5 for n “ 104, which is 1.53 dB away from AWGN
capacity. This shows that LDLC performs close to uniform
input distribution even with the inherited LDLC coding loss
of 0.8 dB for n “ 104 and the rate penalty of 0.4 dB due to
unprotected integers.
Fig. 6 shows the SER vs. average SNR for non-uniform
integer shaping, with n “ 104. In order to protect the integer
elements left less protected by the lower-triangular LDLC
structure, three Gaussians are used for the Huffman procedure.
For the first 9500 elements, N p0, 15q is used, for the second
350 elements, N p0, 15{5q is used, and N p0, 15{9q is used
for last 150 elements. These distributions result in rates of
3.9675, 2.7495, and 2.4961 bits/dimenation, respectively, and
the average rate is calculated to be p9500ˆ3.9675`2.7495ˆ
350`2.4961ˆ150q{10000“ 3.9028 bits/dimension. Based on
these integers, we obtain the LDLC code, then the second and
last sets of codewords are protected by scaling with factors 2
and 4 respectively. Fig. 6 shows that at SER 10´5 non-uniform
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Fig. 6: Symbol error rate versus average SNR for non-uniform
integers. For n “ 104 and R “ 3.9028 bits/dimension.
integer shaping shaping coincides with the uniform-input rate.
Non-uniform integer shaping largely mitigates the shaping loss
of LDLCs, leaving a 1.5 dB gap to AWGN capacity due to
the LDLC coding loss and additional loss due to less-protected
integer elements.
IV. MIXED NESTED LATTICE CODES
In this section, we propose our second lattice code construc-
tion, named as “mix nested lattice codes”. This construction
preserves the algebraic structure, which is important in the
recent work on lattice codes for multi-terminal applications.
One such application is compute-and-forward [3], in which
multiple sources transmit messages to relays, and the relays
estimate finite-field linear combinations of messages instead of
the individual messages. Then the relays forward the estimated
linear combination of messages. In this scenario, we must
consider power constraints on both the transmitters’ codewords
and the relays’ linear combination of codewords. We can
enforce the latter constraint by making an explicit connection
between integer combinations of lattice codewords and linear
network coding over finite fields. A standard approach [3] is to
construct a Voronoi codebook CpΛc,n{Λs,nq that is isomorphic
to the finite field Fkp.
However, a codebook which is designed by systematic lat-
tice encoding is not isomorphic to an underlying field. Hence,
we cannot use the Sec. III code constructions in scenarios such
as two-way relays and physical-layer network coding, in which
relays must forward linear functions of incoming messages.
Therefore, in this section, we propose mixed nested lattice
codes as our second code construction and prove it has
the necessary algebraic structure. This construction creates a
Voronoi codebook Λc,n X Vs,n. It does not necessarily create
the quotient nested lattice codebook Λc,n{Λs,n as Λs,n is not
in general a sublattice of Λc,n. This construction can be used
for the point-to-point AWGN channel as well for applications
where algebraic structure is needed. Further, this construction
has a self-dithering property, and hence is practically appeal-
ing.
A. Mixed nested lattice codes
In this section we present mixed nested lattice codes,
which uses distinct lattice pair to form a Voronoi codebook
Λc,nXVs,n. The shaping lattice is constructed by concatenating
repetitions of a low-dimensional lattice. A high-dimensional
lattice is used for the coding lattice. In the following, we state
the coding and shaping lattice properties of our construction,
and in the encoding/decoding schemes we detail the construc-
tion.
Coding lattice:
The coding lattice Λc,n is an n-dimensional lattice with
good coding gain, defined by the parity check matrix H. Let
H satisfy the following conditions. First, H is lower-triangular.
Second,H is a block matrix, where each block is of size mˆm
for m ! n and n is divisible by m, giving H the following
form:
H “
»
——————–
H11 0 0 0 0 0
H21 H22 0 0 0 0
H31 H32 H33 0 0 0
. . . . 0 0
. . . . . 0
Hpn{mq1 . . . Hpn{mqpn{mq
fi
ffiffiffiffiffiffifl
, (42)
where Hij is a diagonal matrix for i “ j and can have arbitrary
structure for j ă i. Let hij denote the pi, jqth element of H.
Further, the rth block matrix on the diagonal is of the form
hrIm, where Im is the m-by-m identity matrix. Let H¯ “
diagpHq.
Several lattice families can be designed to have this struc-
ture, including LDA lattices and LDLC lattices. For LDLCs,
we can design such a parity check matrix, and because m is
small, this constraint has limited impact on the structure of
the parity-check matrix for large n. For LDLCs, hii “ 1 and
Hij has sparse non-zero elements for i ‰ j.
Shaping lattice: Let Λs,m be the low-dimensional lattice
defined by the generator matrix Θ P Rmˆm, and let Vs,m be
its fundamental Voronoi region. Similar to before, Θ must be
lower-triangular and its diagonal entries of Θ scaled by any
diagonal element of H, defined in (42), must be an integer,
i.e., hjjθii P Z, j P t0, . . . nu. Finally, Θ should satisfy (12).
Let the shaping lattice Λs,n be the n{m-fold Cartesian product
of Λs,m:
Λs,n “ Λs,m ˆ Λs,m . . .ˆ Λs,mloooooooooooooo oooooooooooooon
n{m times
. (43)
Therefore, the Voronoi region of Λs,n, denote Vs,n, is the
n{m-fold Cartesian product of Vs,m.
Encoding: Consider a point-to-point communications channel
as described in Sec. II-A where the source wants to transmit
integer information b P Zn to the destination. First, the trans-
mitter divides b into n{m blocks, the rth block denoted by br,
and the ith element is selected from following constellation:
bri “ t0, 1, . . . , hrθii ´ 1u, (44)
where hrθii is the ith diagonal element of the generator matrix
hrΘ, which is related to the scaled shaping lattice hrΛs,m. We
9define
fr “
ˆ
bri
hrθ11
br2
hrθ22
. . .
brm
hrθmm
˙T
, (45)
where fr P r0, 1qm. Then, we map the integer blocks to
the fundamental parallelepiped of the scaled shaping lattice
hrΛs,m:
cr “ hrΘfr, (46)
where cr P hrPmXZm by the properties of Θ. Concatenating
the result, we obtain an n-dimensional integer vector:
c “ rpc1qT pc2qT . . . pcn{mqT sT . (47)
Now, similar to before, we create the subtractive dither vector
dr “ Θar that is uniformly distributed over Pm. Next, using
n{m dither vectors, we form the n-dimensional dither vector
d “ rpd1qT pd2qT . . . pdn{mqT sT .
Then, we subtract the scaled dither vector from c to obtain
c ´ H¯d. Now, we select an integer vector k P Zn to satisfy
the shaping condition, and we subtract it from c ´ H¯d. The
selection of k P Zn is explained later. Next, this vector c ´
H¯d´k is encoded block-wise using the parity check matrix H.
Encoding starts at the first block of c´ H¯d´k and continues
sequentially. Now, let us consider r-th block. Then the ith
codeword element is:
x1i “
ci ´ hiidi ´
řpr´1qm
j“1 hijxj ´ ki
hii
, (48)
where pr´ 1qm` 1 ď i ď rm. Note that the summation part
in (48) goes only from 1 to pr ´ 1qm instead of 1 to i ´ 1.
This is because the remaining elements from pr´ 1qm` 1 to
i´ 1 are zero as Hrr “ hrIm.
Next, we form the m-dimensional vectors kr , x1r , cr, dr,
and tr for the rth block:
kr “ rkpr´1qm`1 . . . krmsT P Zm, (49)
x1r “ rx1pr´1qm`1 . . . x1rmsT P Rm, (50)
cr “ rcpr´1qm`1 . . . crmsT P Zm, (51)
dr “ rdpr´1qm`1 . . . drmsT P Pm, (52)
and
tr “ rHr1Hr2 . . .Hrpr´1qs ¨ rpx11qT px12qT . . . px1r´1qT sT .
(53)
Based on these definitions, for the rth block, we have
hrx
1r “ cr ´ hrdr ´ tr ´ kr. (54)
We select kr such that4
kr “ QhrΛs,mpcr ´ hrdr ´ trq
“ hrQΛs,m
`
h´1r pcr ´ dr ´ trq
˘
. (55)
4Selection of integer kr does not change the tr as Hrr is a diagonal matrix.
For r “ 1, the tr “ 0, hence, k1 can be easily found given c1 ´ h1d1.
Then, x11 is obtained. Likewise, kr can be sequentially found, before using
it to obtain x1r .
According to the shaping lattice generator matrix structure, we
know QhrΛs,mp¨q P Zm, hence, kr P Zm. Hence,
x1r “ h´1r
“
cr ´ hrdr ´ tr ´ hrQΛs,m
`
h´1r pcr ´ dr ´ trq
˘‰
“ “h´1r pcr ´ hrdr ´ trq ´QΛs,m `h´1r pcr ´ dr ´ trq˘‰
“ rh´1r pcr ´ hrdr ´ trqs mod Λs,m
“ rh´1r pcr ´ trq ´ drs mod Λs,m. (56)
The dither dr is uniformly distributed over fundamental par-
allelepiped Pm, hence, similar to before, we can show that
rh´1r pcr ´ trq ´ drs mod Λs,m is uniformly distributed over
the Voronoi region of Λs,m, irrespective of the distribution of
cr´tr. Therefore, x1r is uniformly distributed over Vs,m, and
it has the same average second moment as Λs,m as well as
the same NSM.
By concatenating, we find the n-dimensional codeword x1:
x1 “ rx11 x12 . . .x1n{msT . (57)
As the Cartesian product does not change the NSM [20, Eq.
3.23], we know x1 has the same NSM as Λs,m. Therefore, x1
has the same shaping gain as Λs,m based on (10). The final
lattice codeword can be also represented as
x1 “H´1 `c´ k´ H¯d˘
“ x´H´1H¯d, (58)
where x “ H´1 pc´ kq and k “
rpk1qT pk2qT . . . pkn{mqT sT P Zn.
Remark 3: The vector tr in (53) is related to the high-
dimensional coding parity check matrix, and it acts as a self-
dither for the quantization step of (56). This fact is further
investigated in Sec. IV-C.
Remark 4: The shaping operation, using the M-algorithm,
has complexity OpndMq, [15] where d is typically 7 and
M is the depth of the search (M “ 151 was used in the
simulations in the following section). On the other hand, the
shaping operation using the E8 shaping lattice, as proposed
here, can be accomplished in in about 72 steps [19, p. 450],
so the complexity scales as 72 n
m
(that is 9n for the E8 lattice).
Both shaping operations are linear in n, but for the proposed
approach the coefficient on n is lower, and moreover results
in better shaping gain.
In the next subsection, we discuss the decoding of our mixed
nested lattice code construction.
Decoding: We first show the applicability of this scheme for
the AWGN channel. The received signal is given in (1). The
first step is to perform lattice decoding using high-dimensional
lattice. If a LDLC is used, then the decoder first uses the
approximated MAP LDLC decoder in Sec. III-B to obtain the
desired integer:
w “ HQΛc,n
ˆ
y `H´1H¯d
r
˙
. (59)
Assuming it correctly estimates the integer, w is
w “ c´ k. (60)
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Fig. 7: System model: Gaussian MAC channel based on
compute-and-forward.
Then we make n{m blocks of them and rth block is:
wr “ cr ´ kr. (61)
Substituting cr in (46), we have
wr “ hrΘfr ´ kr, (62)
where kr P hrΛs,m. Therefore we can represent it as kr “
hrΘk¯
r where k¯r P Zm. Hence, by substituting these, we
obtain
wr “ hrΘfr ´ hrΘk¯r, (63)
and multiplying by phrΘq´1, we get
phrΘq´1wr “ fr ´ k¯r. (64)
Here, fr is the only the fractional part. Hence, fr is
fr “ rphrΘq´1wrs mod Zm. (65)
Hence, the desired integer information vector br can be
obtained by
br “ hrΘ¯rphrΘq´1wrs mod Zm, (66)
where Θ¯ “ diagpΘq. It is possible to use the simple algorithm
in Sec. III-A to perform this modulo operation. As was shown,
there always exists an unique solution for br.
B. Algebraic structure for compute-and-forward
In this subsection, we show that mixed nested lattice codes
have the necessary algebraic structure for applications such
as compute-and-forward. We prove this by proposing the
encoding/decoding steps for the multiple-access compute-and-
forward network.
Encoding: Consider the multiple access channel as shown in
Fig. 7, which is the basic setting for compute-and-forward. Let
L sources use the multiple access channel to simultaneously
transmit their signals to a destination. Let bl P Zn be the
integer information, selected from a finite constellation, for
the lth source. It encodes the integer information to a lattice
codeword x1l P Λc,nXVs,n using mixed nested lattice encoding
as described in Sec. IV-A. Each signal xl obeys the same
power constraint5:
1
n
E
“}x1l}2‰ ď σ2x. (67)
5By using different constellation sizes for different sources, it is possible
to extend to asymmetric power constraints.
Now all the L sources transmit their power constrained signal
x1l via the multiple-access channel as shown in Fig. 7. The
received signal is
y “
Lÿ
l“1
rlx
1
l ` z, (68)
where rl P R is the fixed channel coefficient between lth user
to receiver and z P Rn is AWGN noise with per dimension
variance σ2z . The receiver is interested in estimating the linear
combination
v “
Là
l“1
albl, (69)
where al are integer coefficients and
À
denotes the modulo
sum. We represent integer coefficients and channel coeffi-
cients in vector form as aT “ ra1, a2, . . . , aLs and rT “
rr1, r2, . . . , rLs.
Decoding: First, the destination estimates a linear combination
of lattice codewords. For LDLC, this decoder is explained in
Appendix A. Let us suppose this decoder correctly estimates
the linear combination of lattice codewords, given by
u “
Lÿ
l“1
alxl “
Lÿ
l“1
alH
´1pcl ´ klq “H´1
Lÿ
l“1
alpcl ´ klq.
(70)
Multiplying by H, the destination obtains:
w “
Lÿ
l“1
alpcl ´ klq. (71)
Then the destination divides w into n{m blocks, and the rth
block is given by
wr “
Lÿ
l“1
alpcrl ´ krl q. (72)
Substituting for crl and krl as before, the destination obtains
wr “
Lÿ
l“1
alhrΘpfrl ´ k¯rl q “ hrΘ
Lÿ
l“1
alpfrl ´ k¯rl q. (73)
Now, it multiplies the result by Θ´1 and applies the modulo
operation over Zm:
rphrΘq´1wrs mod Zm “
«
Lÿ
l“1
alpfrl ´ k¯rl q
ff
mod Zm
“
«
Lÿ
l“1
alf
r
l
ff
mod Zm. (74)
11
Finally, it multiplies by hrΘ¯:
vr “ hrΘ¯rphrΘq´1wrs mod Zm
“ hrΘ¯
«
Lÿ
l“1
alf
r
l
ff
mod Zm
“
«
hrΘ¯
Lÿ
l“1
alf
r
l
ff
mod hrΘ¯1
m
“
«
Lÿ
l“1
alb
r
l
ff
mod hrΘ¯1
m. (75)
where 1m is m-dimensional all ones vector. By stacking all
the n{m blocks, the destination obtains
v “ rv1 v2 . . .vn{ms (76)
“
«
Lÿ
l“1
albl
ff
mod H¯Θ¯n1n,
where Θ¯n “ diagpΘnq and Θn is formed by repeating Θ
matrix n{m times on the diagonal:
Θn “
»
——–
Θ
Θ
.
Θ
fi
ffiffifl . (77)
This proves that we have a mapping φ that maps bl P Zn,
where ith element is formed by bli P 0, . . . hiiθii ´ 1, to a
lattice point in Λc,n X Vs,n such that
φ´1
˜
Lÿ
l“1
alxl
¸
“
Là
l“1
albl, (78)
where
À
is modulo summation over H¯Θ¯n1n, and
φ´1 puq “ H¯Θ¯n `rpH¯Θnq´1Hus mod Zn˘ . (79)
Remark 5: If modulo summation over finite field is re-
quired, it is necessary to design generator matrix of the shaping
lattice such that hiiθii “ pli where p is a prime number and
li P Z. For lattices such as scaled Dm, E8 and BW16, the
related prime number is p “ 2.
C. Numerical evaluation
In this section, we evaluate the performance of the mixed
nested lattice code construction. We designed the LDLC parity
check matrix based on the properties of (42). Further, we used
the similar degree variations (number of non-zero elements in
a row/column) and off diagonal elements of LDLC matrix as
in [15] for our simulations to retain the same coding gains.
Fig. 8 shows the shaping gains of mixed nested lattice
construction. First, we have used LDLC with n “ 96 and
obtained 0.47, 0.6, 0.64 and 0.65 dB shaping gains without
the dither. However, when we used the random dither (or
best fixed dither (41)), the shaping gain approaches 0.65 dB
shaping bound irrespective of the constellation sizes. Then,
we have used LDLC with n “ 104 and observed shaping
gains of 0.65 dB without using the dither, irrespective of
constellation sizes. This is due to the fact that the LDLC
codeword component tr in (56) acts as a self-dither. If we
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Fig. 8: Shaping gain for mixed nested lattice with E8.
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Fig. 9: Shaping gain for mixed nested lattice with BW16.
consider LDLC with n “ 104, the number of non-zero
elements of the majority of the rows/columns is 7. In this case,
each element of tr is a weighted sum of 6 distinct codeword
elements, hence, the number of possible values of tr elements
is higher. Therefore, the quantization resolution increases and
tr acts as a random dither for larger dimensions. However,
for lower-dimensions like n “ 96, the row/column degree is
small according to the generator matrix structure (42), hence,
quantization resolution is larger for tr to be a good random
dither.
Then, in Fig. 9, we have simulated the shaping gains of
mixed nested lattice using the BW16 lattice. We observe
similar behavior as with the E8 lattice, and it approaches the
BW16 shaping bound. Hence, based on Fig. 9 and Fig. 8,
we conclude that mixed nested lattice shaping together with
dithering approaches the shaping bound at any constellation
size (or any rate). Further, dithering is not necessary for larger
constellations or larger LDLC block lengths.
Now, we numerically evaluate a 2-source MAC compute-
and-forward network. We have selected the channel vector to
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Fig. 10: Symbol error rate performance of compute-and-
forward.
be h “ r2.1 1sT . Then the received signal is given by
y “ 2.1x11 ` x12 ` z. (80)
The receiver is interested in estimating the linear combination
v “ a1x1 ` a2x2. In our simulation, we use the lattice
16
?
2BW16 as the shaping lattice to create the mixed nested
lattice codebook with LDLC. We have used a coarse con-
stellation in order to protect the symbols that are connected
to the last rows of LDLC parity check matrix. This results
in slight rate loss (0.065 bits/dimension) and the final rates
are R1 “ R2 “ 4.685 bits/dim. For the computation rate
Rcomp “ 4.685 bits/dim, the respective SNR “ 48.21 dB,
and optimal integer coefficients are ra1 a2s “ r21 10s,
which are found using the method proposed in [6].
Fig. 10 shows the symbol error performance of this setup.
It is observed that mixed nested lattice codes are only 1.87
dB away from the compute-and-forward bound.
V. CONCLUSION
Faced with the need for practical, high-performance general-
ized shaping methods for lattice codes, we have proposed two
new lattice code constructions. By applying low-dimensional,
high-gain shaping lattices to short blocks of lattice codewords,
we obtain lattice codebooks that have high coding and shaping
gains and can be encoded and decoded with low complexity.
The first construction can be used for point-to-point AWGN
channels to obtain good shaping/coding gains. The second
construction can be used not only for point-to-point AWGN
channels, but also for compute-and-forward scenarios, such as
the two-way relay channel, in which a mapping between linear
combinations of lattice codes and modulo linear combination
of messages is required. We showed our constructions achieve
a shaping gain of 0.86 dB, however, shaping gain of over 1
dB should be easily achieved using the Leech lattice with our
methods.
While we have particularized to LDLCs herein, we hasten
to point out that the techniques presented in this paper can be
applied to any coding lattice with a check matrix with a lower-
triangular structure, including LDA lattices [10] and one-
level LDPC lattices [24]. The proposed techniques therefore
offer a general step towards the practical realization of the
performance advances promised by lattice codes.
APPENDIX
LDLC DECODING FOR COMPUTE AND FORWARD.
The received signal is given in (68). First, the destination
adds the dithers. Next, it estimates a linear combination of
lattice points:
u “
Lÿ
l“1
alxl, (81)
where al are an integer coefficients. Simple manipulation
shows that u is a LDLC lattice point:
u “
Lÿ
l“1
alH
´1cl “ H´1c1l, (82)
where c1l “
řL
l“1 alcl P Zn, hence, u is a lattice point in the
LDLC lattice, i.e. u P Λc,n . Further, it is possible to show
that u P C1 “ řLl“1 alC where x P C.
Typical compute-and-forward [3] first scales then subtracts
the dither to perform lattice decoding. However, here we
modify LDLC decoding method to decode to the closest lattice
point in the codebook C1 “ řLl“1 alC. That is equivalent to
MAP decoding considering C1 as the input codebook. The
approximated MAP decoder operation is:
uˆ “ argmax
u
ppu|yq (83)
“ argmax
u
ppy|uqppuq
ppyq .
As we want LDLC algorithm to converge to lattice point u,
the input distribution to LDLC algorithm is ppu|yq. In order
to do that we have to find the conditional probability function
ppu|yq. First we find the PDF of ppuq. We know u is a lattice
point in LDLC, hence, we use the same trick as in Sec. III-B
and make an assumption that the elements of u are i.i.d. given
u is a lattice point to derive the input distribution to LDLC.
The distribution is
ppu|u P Λc,nq “
nź
k“1
ppukq. (84)
Again with the i.i.d assumption, we have
ppy|uq “
nź
k“1
ppyk|ukq. (85)
Then we can find
ppu,y|u P Λc,nq “ ppy|uqppu|u P Λc,nq (86)
“
nź
k“1
ppyk|ukq
nź
k“0
ppukq
“
nź
k“1
ppuk, ykq.
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Now we need to find the distribution of ppuk, ykq where uk
and yk are correlated. We showed that marginal distribution
of xl takes approximately a Gaussian distribution, hence, we
assume that the marginal distribution of xl given it is a lattice
codeword follows is N p0, σ2xq. Therefore, with the assumption
that xl takes Gaussian distribution, we can prove that uk has a
Gaussian distribution as uk is sum of independent linear com-
bination of Gaussian random variables, and its distribution is
N
´
0,
řL
l“1 a
2
l σ
2
x
¯
. Similarly, based on Gaussian assumptions,
yk has the distribution N
´
0,
řL
l“1 r
2
l σ
2
x ` σ2z
¯
.
6
.
With these assumptions, first we find the correlation param-
eter ρykuk between uk and yk:
ρykuk “
řL
l“1prlalq2σ2xbřL
l“1 r
2
l σ
2
x ` σ2z
břL
l“1 a
2
l xl,i
(87)
“ σ
2
xprTaq2a
σ2x}r}2 ` σ2z
a
σ2x}a}2
.
Then, we can rewrite the variances of yk and uk in vector
form as σ2y “ σ2x}r}2 ` σ2z and σ2u “ σ2x}a}2. Then we can
find
ppuk|ykq “ 1c
2piσ2x
´
σ2z ||a||2 ´ σ
2
xpr
T
aq2
σ2z`σ
2
x||r||
2
¯
exp
¨
˚˝ ´
´
uk ´ pr
T
aqyk
σ2z`σ
2
x||r||
2
¯2
2σ2x
´
σ2z ||a||2 ´ σ
2
xpr
T
aq2
σ2z`σ
2
x||r||
2
¯
˛
‹‚. (88)
Hence, we use (88) as the input distribution to the kth
variable node of LDLC algorithm. Using this decoder, the
destination obtains an estimate for u.
Remark 6: Based on the input distribution to the decoder,
we can show that this LDLC decoder converges to the
compute-and-forward results [3] and it gets to the same
computation rates apart from the rate losses of practical codes.
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