The authors compared 
a number of diverse samples (Cooke, 1995) and published in a litany of studies over the course of the next decade (see e.g., Hare, 1996a Hare, , 1996b . However, the 2-factor model failed to replicate equally well across Caucasian and African American samples (Kosson, Smith, & Newman, 1990) , and substance-dependent males (McDermott et al., 2000) , opening it to further scrutiny.
The 3-Factor Model of Psychopathy
A decade after the publication of the PCL-R, failed to replicate the structural validity of the 2-factor model on data including the original development samples. Those authors found a 3-factor model that essentially divided the two previous factors into four parts: The original Factor 1 was divided into separate affective (new Factor 1) and interpersonal (new Factor 2) factors, and the original Factor 2 was divided into a separate behavioral factor (new Factor 3) and five items measuring criminality that were discarded. Also notable in the new 3-factor model was the emergence of a tertiary level of latent variables (labeled "testlets") between the factors and the PCL-R items.
This new 3-factor model was then successfully crossvalidated with different methods of psychopathy assessment, including the PCL-SV (Skeem, Mulvey, & Grisso, 2003) , descriptors of Antisocial Personality Disorder (APD) characteristics (APA, 2001) , and even with adolescents using the Antisocial Process Screening Device (Vitacco, Rogers, & Neumann, 2003) . The consistency of the model across assessment methods suggested that the 3-factor model was a model of the psychopathy construct rather than just of the PCL-R. However, recent evidence suggests that this factor structure does not extend to self-reported psychopathy characteristics (Williams & Paulhus, 2004) .
The 3-factor model was later replicated across both Caucasian and African American participants (Cooke, Kosson, & Michie, 2001) , thus appearing immune to at least one criticism of the original 2-factor model. The 3-factor model's superiority was later supported in an independent sample of adult male violent offenders in Sweden (Johansson, Andershed, Kerr, & Levander, 2002) , and with female felons (Warren et al., 2003) . More recently, Hall, Benning, and Patrick (2004) provided substantial evidence of good convergent and discriminant validity for the facets comprising the 3-factor model. However, problems with this supportive literature will be discussed in detail below.
What Is in a Testlet?
In presenting the 3-factor model, left a theoretical gap in what was statistically a sound analysis. More specifically, in structural modeling, it must make theoretical sense to fit items together into a latent variable. Otherwise, latent variables may simply represent a capitalization on chance relationships in the data (i.e., model overfitting) or unwanted sources of covariance (i.e., poor divergent validity). Factors composed of a small number of items (i.e., 3 or fewer), as are the testlets, are especially prone to such concerns (Kline, 1998) . Items within each testlet do indeed seem to make theoretical sense together. Testlets 1 and 2 respectively represent (T1) a narcissistic patronization of others and (T2) deceitfulness, whereas testlets 3 and 4 represent (T3) affective detachment and (T4) lack of accountability. Testlets 5 and 6, respectively represent (T5) disinhibition and (T6) dependence. Thus, the testlets are not only statistically coherent, they also make sound theoretical sense and are appropriate for further empirical evaluation.
The 4-Factor Model of Psychopathy
The 4-factor model retains the discarded criminality items as an additional factor.
1 This model initially emerged from the theoretical argument that removal of the criminality items may hinder the clinical utility of the PCL-R (Hare & Forth, 2002) . Despite the empirical stability of the 3-factor model, Hare (2003) characterizes the literature review on which the procedures were based as "somewhat selective and misleading" (p. 79). He elaborates that proponents of the 3-factor model have "curiously" failed to cite research supporting the 2-factor model, while citing that model's failure in a methodologically limited (interview-only assessments) study and a study of questionable generalizability (assessments conducted with adolescents). Furthermore, retained three items (including Item 9: Parasitic Lifestyle) in the 3-factor model on the basis of clinical experience and previous Item Response Theory (IRT) evidence of their importance, despite these items failing to converge in the IRT analysis in their own study. Hare (2003) offers this procedure as evidence of theoretical bias and elaborates that "the IRT credentials of [three of the discarded criminality items] are at least as good as those of item 9. Yet they did not make the list" (p. 82). This assertion was corroborated more recently (Bolt, Hare, Vitale, & Newman, 2004) . On the basis of these critiques (see Hare, 2003 , for full critique), the 2-factor model was retained (along with the 4-factor model) in the PCL-R2 (Hare, 2003) .
However, only limited empirical support exists for the 4-factor model with the PCL-R. Hill, Neuman, and Rogers (2004) demonstrated its superiority over the 2-and 3-factor models in the PCL-SV, although limitations of their approach will be detailed later. Presented in the PCL-R2 Manual (Hare, 2003) is otherwise unpublished evidence of the superiority of the 4-factor model over the 2-factor and a simple 1-factor model (Parker, Sitarenios, & Hare, 2003 , as cited in Hare, 2003 . Clearly, the 4-factor model warrants more empirical attention.
Further complicating matters, Hare (2003) includes a 2-factor/4-facet model that retains the original 2 factors (from the 2-factor model) and deems the newer 4-factors "facets." Although this model is conceptually similar to the 4-factor model, it is indeed a distinct model that needs to be placed under an empirical microscope. To date, this 2-factor/4-facet model has not been empirically validated.
GAPS REMAINING IN THE EXISTING LITERATURE
Despite the popularity of psychopathy factor structure research, meaningful gaps remain in the literature. Table 1 summarizes findings and limitations of PCL-factor literature following publication of the 3-factor model. These limitations will be reviewed in turn below.
Desired Sample Size
First and most simply, much of the post-Cooke and Michie (2001) PCL-R factor-analysis research has been conducted on samples of questionable size. Two methods for determining desired sample size for structural modeling (which includes Confirmatory factor analyses [CFA] ) are the per-item approach, which suggests 10 to 15 subjects per test item (Thompson, 2000) and the per-free-parameter approach, which requires 10 to 20 subjects for each parameter that the program must calculate for the particular model (Kline, 1998) .
There are (at least) two reasons the more conservative per-free-parameter approach may be most appropriate for research on the PCL-R. First, the PCL models are particularly complex, with testlets adding to this complexity (see section on Model Inclusion below). The per-freeparameter approach is the only method that accounts for such model complexities. Second, it is particularly problematic with small sample sizes (Kline, 1998) to have fewer than three indicators per latent variable, a situation that occurs for testlets 1 through 4 and 6. Table 2 presents the desired sample sizes for each method for each PCL-R and PCL-SV model.
Model Inclusion: Applying the Hierarchical Structure to all Models
If the testlet level discovered by represents valid divisions, as the data (and now theory) support that it does, then the testlets are also appropriate for the 2-and 4-factor PCL models (including the 2-factor/4-facet model). An attempt was made by Warren et al. (2002) to include the testlets into the 2-factor model, although a number of methodological limitations in the design and analysis call the applicability of their results into question. However, in a subjective review of overall fit indexes, Warren et al. opine that inclusion of Table 2 ). b. Does not meet minimum per parameter method N (see Table 2 ). c. The Warren et al. (2003) study has a number of methodological and statistical limitations that call its applicability into question.
summed testlet scores did in fact aid the 2-factor model. No study has yet included testlets in the 4-factor model. Perhaps the most compelling evidence for a 4-factor model is the finding that it outperformed the 3-factor model in the PCL-SV (Hill et al., 2004) . However, it is unclear in that publication whether the testlets were even included in the 3-factor model.
The PCL-R Factor Structure in Applied Assessments
Finally, a shift that has yet to take place in PCL-R psychometric literature is a move toward research conducted under more generalizable settings (see Table 1 for recent studies approximating typical clinical conditions). Robert Hare himself states, "The interrater reliability and all of the other indices for the PCL-R are impressive, at least when conducted under research considerations. I have no idea at all what the average clinician does when he or she goes into court and how reliable this person is. I really don't know," (Sinclair Seminars, 2000) .
What then are the implications of this gap for understanding the current debate regarding factor structures? Some answers may already exist. Hildebrand, de Ruiter, and de Vogel (2002) and Johanssen et al. (2002) seem by their descriptions to have collected the PCL-Rs under reasonably generalizable conditions. However, the results were inconsistent; Johanssen et al. found support for both the 2-and 3-factor models (both without testlets), whereas Hildebrand et al. (2002) failed to find support for either model. Although the Hildebrand study was severely underpowered (n = 98), the failure of either model to replicate raises concerns that any PCL-R factor structure generalizes to assessments conducted under applied, "in the field" conditions.
MODEL DIFFERENCES: IMPLICATIONS FOR CONSTRUCT VALIDITY
The 2-factor/4-facet model is merely an additional division of the original 2-factor model. The 4-factor model keeps only the 4 facets, and the 3-factor model merely drops the fourth factor/facet. However, this seemingly simple restructuring has been interpreted as having significant implications for the construct validity of the PCL-R.
Construct Validity
The most fundamental difference between the 3-factor and other models arises in this omission of the five criminality items that make up the fourth factor. Evidence for the 3-factor model has been interpreted as supporting the notion that the criminality items merely represent a behavioral "side effect" of psychopathy. Hare (2003) dismisses this debate as largely academic in that, "the test of personality pathology is deviant (and in this case antisocial) behavior, and the propensity for such behavior can be viewed as an integral component of the psychopathy syndrome, at least in the real world" (p. 82). Thus, the arguments that criminality is an effect of psychopathy and an essential component in the assessment of psychopathy are not mutually exclusive.
PCL-R Versus PCL-SV
A number of studies validating the 3-factor model (and questioning the fourth-factor items) have been conducted with the PCL-SV (see Table 1 ). Yet the only published study directly comparing the 3-and 4-factor models with the PCL-SV concluded better fit of the latter (Hill et al., 2004) . NOTE: PCL-R = Psychopathy Checklist-Revised; PCL-SV = Psychopathy Checklist-Screening Version; Y = model was supported; N = model was not supported; F = factor; FT = factor testlet. a. Item method N requires 10 to 15 subjects per observed item in the model (Thompson, 2000) . b. Parameter method N requires 10 to 20 subjects for each parameter that must be calculated in the model (Kline, 1998) .
Furthermore, use of the PCL-SV with civil psychiatric patients is potentially problematic for the purpose of redefining the psychopathy construct to begin with. Skeem, Mulvey, and Grisso (2003) accurately state that sampling from the general population (for which the PCL-SV was designed) is the most appropriate approach when trying to fine-tune a definition of personality and personality pathology. However, this point misses the fact that the PCL-SV has questionable content validity for measuring the entire construct, omitting items that are considered core psychopathy traits even under the 3-factor model. Models tested with the PCL-SV are meaningfully different from those conducted with the PCL-R, despite being given the same names. Thorough model comparisons should first be conducted on the PCL-R before overgeneralizing results from the SV. As Table 1 illustrates, no adequately powered study has addressed the fit of the 4-factor model with the PCL-R. Furthermore, no adequately powered study has even replicated the improved fit of the 3-factor model over the 2-factor model with male inmates for the PCL-R. In the current study, the authors sought to assess the general and relative fit of all 2-, 3-, and 4-factor PCL-R models (each with and without testlets) in PCL-Rs conducted on convicted sex offenders under applied clinical conditions.
METHOD Participants
Convicted male sex offenders (n = 1,566) in Kentucky were given the PCL-R as part of a comprehensive, statemandated, sex offender risk assessment. Mean age was 36.2 (18 to 79), with mean years of education equaling 10. Reported ethnicity was 84.6% Caucasian, 13.2% African American, 1.5% Hispanic, with one person of Asian ethnicity. Offense histories indicated a number of types of sex offenses, including rape (52% charged/37% convicted), sodomy (40%/30%), sexual abuse (45%/55%), incest (7%/4%), and miscellaneous other sex offenses (10%/8%). Also represented were a number of violent offenses, including robbery (1.9% charged), assault (5.3%), murder (0.3%), and kidnapping (2.6%), and nonviolent offenses, including theft (4.8% charged), drug offenses (2.4%), obstruction of justice (1.8%), and miscellaneous other charges (1.8%). Data regarding nonsexual offense conviction were not reliably available.
Clinician Training and Assessment Characteristics
Several conditions under which the current assessments were conducted suggest enhanced generalizability to applied sex offender risk assessments. The State statute mandating these assessments was retroactive in nature, placing significant time constraint demands on the clinicians to complete the risk assessment evaluations (of which the PCL-R was only part). The assessments were conducted as part of a new program on sex offenders and, at least initially, received much media coverage and resultant public scrutiny. In addition, the clinicians often split time testifying to their results in court.
Despite these pressures, typical in applied assessments, the clinician group was well trained in assessment in general and the PCL-R in particular. The vast majority (83%) of PCL-Rs were completed by doctoral-trained licensed clinical psychologists. The majority of evaluators completed the standard 3-day training offered by Robert Hare and Adelle Forth, which included detailed research review and PCL-R scoring training. In addition, all clinicians attended monthly 4-hour practicum meetings that contained detailed discussion about the scoring of all assessment tools, including the PCL-R. If scoring questions arose that were not readily resolved, then the chief psychologist e-mailed the instrument's developers for clarification and/or feedback. Clinicians from the unit also independently scored former cases using all the tools and discussed their scoring at the practicum. Following the initial training, all clinicians were required to attend continuing education seminars in sex offender risk assessment and this training always included a PCL-R training module. PCL-Rs in the current sample had a mean total score of 13.7 (median = 12; SD = 8.58) that ranged from 0 to 39.
Design and Procedure
CFAs were conducted for each of the eight models: the 2-factor with (2FT) and without (2F) testlets, the 3-factor with (3FT) and without (3F) testlets, the 4-factor with (4FT) and without (4F) testlets, and the 2-factor/4-facet with (2F4FT) and without (2F4F) testlets. The small proportion of missing observations (< 3%) was replaced with the means for the respective item. These missing observations primarily consist of items that were excluded as permitted by the scoring procedures but cannot be left unanswered for CFA purposes.
2 All analyses were conducted on AMOS 4.0 (Arbuckle, 1999) 
RESULTS AND DISCUSSION

General Model Fit
Both 3-factor models, both 2F2T models, and the 4FT model either met or approached good fit across a wide array of indexes, as to a lesser degree did the 2FT model (see Table 3 ).
3 Although the fit index values were slightly lower than previously published (i.e., , they support the validity of the PCL-R when assessed under applied clinical conditions. This finding is possibly due to different algorithms used by the statistical programs but may also be due to the increased error introduced by the applied (and relatively uncontrolled) methodology.
Relative Fit between Models
Chi Square Difference tests (see Table 4 ) indicated significant improvements for each model when testlets were included. The relative indexes (see Table 3 ) corroborate a ranking suggested by the overall fit indexes in that both 3-factor models outperformed all other models, followed in order by the 2F4FT, 4FT, 2F4F, 2FT, 4F, and 2F models. As shown in Table 4 , each 4-factor model significantly outperformed its respective (with and without testlets) 2-factor model counterpart. An interesting, if unexpected, result was the interaction such that the 2FT model actually outperformed the 4F model, and the 4FT model outperformed the 2F4F model. This substantiates our concerns regarding the neglect in previous research to incorporate testlets into every model when comparing it with the 3FT model. However, no other model surpassed either 3-factor model, corroborating the robustness of the 3-factor model's statistical superiority over other models in this sample of sex offenders collected under applied clinical conditions. The parameter estimates for the 3FT model are presented in Figure 1 .
The Best Models
Purely with regard to statistical fit, the 3FT model clearly emerges as the model providing the best fit among the six models tested. Although the basic 3F model provided the second-best fit, the significant improvements in fit for each model, when testlets were included, essentially nullifies each of the basic models (2F, 3F, 4F, and 2F4F) from further consideration as they each represent the inferior versions of the respective pair.
The 3-factor models represent models that are theoretically unique from the 2-and 4-factor models (by excluding the criminality items). The 2-and 4-factor, and the 2-factor/4-facet models are, however, theoretically very similar to each other; the 4-factor/facet versions merely having additional divisions of the same items. Thus, each of these models may be compared together, yet, separately from the 3-factor models. This evaluation between models was more straightforward in that the steps from 2-factor to 4-factor to 2-factor/4-facet (both with and without testlets) were deemed significant via chi-square significance test. Thus the 2F4FT model, providing significantly better fit than the next best alternative in the group, emerges as the model of choice among this group.
Limitations and Directions for Future Research
Some limitations are apparent in the current design. First, given the applied nature of the data collection, no inter-rater reliability data were available. Although the factor structure results obtained in the current study speak to the validity of the assessments (indirectly supporting reliability), there was no direct way to address the reliability of the assessments conducted under these conditions. Second is the question of generalizability beyond male sex offenders or between groups of sex NOTE: AIC = akaike information criterion; CAIC = consistent AIC; NFI = normed fit index; CFI = comparative fit index; GFI = goodness-of-fit index; AGFI = adjusted goodness-of-fit index; PGFI = parsimony goodness-of-fit index; RMSEA = root mean square error of approximation. a. For all χ 2 values, p < .001.
offenders. Future research not only needs to address the relative fit between these models, but the general fit of (primarily) the 4-factor models across different groups of offenders. Furthermore, in reviewing the recent literature on the PCL-R factor structure, an overstatement of findings becomes apparent. The statistical robustness of the 3-factor model does not itself suggest that the criminality factor should be dropped, merely that it could be. themselves offered a similar qualification. Yet with each corroboration of the 3-factor model, this qualification blurs. Perhaps the time has come to develop and formalize a flexible scoring method for the PCL-R; one in which the 4th-factor items may be included if good information is available but in which they may be excluded in the absence of such information. Doing so would not unnecessarily anchor the 4th-factor items to the other items as is now the case with the current prorating system of dealing with omitted items.
Possibilities also abound for increasing the content validity, and ultimately, the overall validity, of the PCL-R, and increasing the sophistication with which the PCL-R is used in risk assessments. The evident robustness of testlets suggests avenues for refinement of the PCL-R at both the item and test-wide levels. Although some divergence in items that share a testlet may be desirable, it may also be beneficial to develop new items to help capture the construct being tapped by each testlet. New items may either replace or augment existing items as determined in future research psychometrically comparing the items.
Given that the factor-structure models for the PCL-R have now been replicated with assessments conducted in applied clinical settings, a scoring method that more accurately reflects the underlying factor structure of the measure also seems called for. Such a scoring method should be able to account for more variance in clinical variables such as risk and treatment amenability. One method of doing so may be to simply weight each item score, testlet score, and factor score as per the obtained path loadings. At issue in this method would be the establishment of robust loadings, or perhaps the elimination of items for which loadings vary across samples.
As with most research, the conclusions that can be drawn from the current study are tempered with the needs for future empirical clarification. We hope that the current study has alleviated a gap by extending the PCL-R factor structure debate to sex offender assessments conducted under applied clinical conditions. NOTES 1. Hare (2003) actually includes Item 20 (Criminal Versatility) into the 4th factor with little rationale or empirical support for doing so. Given this lack of support, and for the sake of conceptual clarity, we have not included it here. Doing so only resulted in a +/-.01 change in some of the fit indexes for the 4-factor model and was thus inconsequential.
2. As excluding individual items while scoring the PCL-R is a valid procedure, omitted data do not suggest invalid assessments. Keeping only the assessments in which all items were scored is thus problematic from a selection standpoint (results may not generalize to valid assessments in which items were omitted). The statistical effect, if any, would be a restriction in the range of item scores, which in turn would restrict correlations and/or path loadings that incorporated that particular item, ultimately culminating in a reduction of fit-index values. Given the low occurrence of omitted items in the current data set, this impact is likely minimal.
3. Requests may be made to the corresponding author regarding access to the covariance matrices for each model. Requests will be considered on a case-by-case basis and granted in accordance with Kentucky Department of Corrections, University of Louisville, and American Psychological Association policies. NOTE: For both the 3-and 4-factor models, the loading between Factor 2 (1b in the 4-factor model) and Testlet 3 was slightly higher than 1.0, which is impermissible for a standardized loading (which range from zero to 1.0). Although the loading values were very close to 1.0, attempts were made to correct for potential distribution problems in Items 7 and 8. Inspection of the distributions for these items suggested that they may be positively skewed. However, square-root, inverse, and log 10 transformations provided no improvement in the loading in question for either the 3-or 4-factor models. It is unlikely that the issue is one of colinearity between the two items, as their correlation is only .42 in the entire sample of N = 1,566. It is therefore likely that the problem exists in the specification of the model and may result from several latent variables (all factors and all testlets but #5) having only two indicators. The result is also consistent with that found by who obtained a loading of 1.0 on that particular path. Forcing the problematic loading to 1.0 would change the Item 7 and 8 loadings to .62 and .72, respectively.
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