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g Elektron–Phonon–Kopplungskonstante
ω0 Phononenfrequenz
Ep Stabilisierungsenergie, Ep = g
2ω0
t Hu¨pfrate
γ orbitaler Index (θ, )
σ Spin–Index (↑, ↓)
I Energie des Doppelhoppings
J Energie der Hundschen Kopplung
U(o) Coulomb–Energie in gleichen (verschiedenen) Orbitalen
i, j Gitterplatzindizes
σλ Pauli–Spinmatrizen mit λ = x, y, z
Sλiγ, S
λ
i , S
λ lokale (mit und ohne orbitalen Index) und globale Spin–Operatoren
T λiσ, T
λ
i , T
λ lokale (mit und ohne Spin–Index) und globale Pseudospin–Operatoren
c
(+)
iγ↑ elektronische Vernichtungs– (Erzeugung–)Operatoren am Gitterplatz i
im Orbital γ mit Spin σ
b
(+)
i phononische Vernichtungs– (Erzeugung–)Operatoren am Gitterplatz i
epW Elektron–Phonon–Wechelwirkung
eeW Elektron–Elektron–Wechelwirkung
JT Jahn–Teller
HH Holstein–Hubbard
4 trimolekularer Komplex in der Dreieckskonfiguration
 Tetraeder, dargestellt als Plaquette
|a+ b〉 |a〉+ |b〉
iv
1. Einleitung
1.1. Motivation
In den letzten Jahren ist in der Festko¨rperphysik das Wechselspiel unterschiedlicher Frei-
heitsgrade wie Spin, Orbitale und Ladung in den Fokus des Interesses geru¨ckt. Grund
hierfu¨r ist die Erkenntnis, dass diese Freiheitsgrade reichhaltige und verschiedenartige
physikalische Pha¨nomene zur Folge haben, die zur Beschreibung neuer oder wiederent-
deckter Materialien unerla¨sslich sind. In dieser Arbeit wollen wir uns auf die magne-
tischen und orbitalen Strukturen konzentrieren. Ha¨ufig wird die orbitale Konfigurati-
on durch Beru¨cksichtigung des Jahn–Teller–(JT–)Effekts und der daraus resultierenden
Aufhebung der Entartung auf klassischem Niveau ausgewertet. Wir werden das Augen-
merk in dieser Arbeit auf die Quantennatur der Gitterschwingungen (Phononen) lenken
und uns mit der Frage bescha¨ftigen, wie sich diese auf die Spin– und orbitale Konfigu-
ration auswirken.
Die Arbeit ist wie folgt aufgebaut. Die weiteren Abschnitte dieses einleitenden Kapi-
tels geben einen U¨berblick u¨ber die zugrunde liegenden elektronischen und phononischen
Gegebenheiten. Die Relevanz fu¨r Materialen ist im letzten Abschnitt an einigen Beispie-
len verdeutlicht. Das fu¨r unsere Untersuchungen betrachtete Modell wird in Kapitel 2
eingefu¨hrt und hinsichtlich seiner Symmetrieeigenschaften analysiert. Zur weiteren Aus-
wertung wird die Lang–Firsov–Transformation durchgefu¨hrt. Die Bindungsverha¨ltnisse
zweier Elektronen auf einem Gitter (Bipolaron–Problem) werden in Kapitel 3 untersucht.
Unser besonderes Interesse gilt dabei dem unterschiedlichen Verhalten des Ein–Orbital–
und Zwei–Orbital–Modells. Um die Physik des Grundzustands und der niedrig liegenden
Anregungen zu diskutieren, leiten wir in Kapitel 4 ein effektives Spin–Orbital–Modell
her. Der phononische Quantencharakter geht u¨ber die Kopplungskonstanten in dieses
Modell ein. Eine Symmetrieanalyse und die Diskussion der durch die Parameter gegebe-
nen Grenzfa¨lle runden die Analyse des effektiven Hamiltonoperators ab. Abschließend
werten wir das effektive Modell fu¨r kleine Cluster aus und vergleichen die Ergebnisse
fu¨r den dimolekularen Komplex (Dimer) mit Resultaten aus der exakten Diagonalisie-
rung. Die Dreiecks– und Tetraeder–Konfigurationen werden analytisch behandelt. Diese
Anordnungen bilden die Grundeinheit fu¨r reale Strukturen in viel diskutierten Materia-
lien. Das Dreiecksgitter spielt z. B. die zentrale Rolle in Li/NaNiO2. Spinellen liegt das
Pyrochlorgitter zugrunde mit dem Tetraeder als Basiseinheit.
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1.2. Elektronische Konfiguration und
Kristallfeldaufspaltung
Betrachtet werden Elemente mit elektronischer 3d–Konfiguration. Bringt man diese Io-
nen in eine Ligandenumgebung mit definierten Symmetrieeigenschaften, spalten die fu¨nf-
fach (orbital–)entarteten Niveaus auf. Abbildung 1.1 zeigt diese Kristallfeldaufspaltung.
Um das Transformationsverhalten nachzuvollziehen, muss zuna¨chst die Wellenfunktion
in der Form
ϕnlm(~r) = Rnl(r)Ylm(ϑ, φ) (1.1)
dargestellt werden, wobei Ylm(ϑ, φ) die Kugelfla¨chenfunktionen sind. n bezeichnet die
Hauptquantenzahl, in unserem Fall also n = 3. Die Bahn-Quantenzahl l ist 2 fu¨r die
d–Orbitale und die magnetische Quantenzahl m la¨uft von −l, . . . , l. Fu¨r die Indizes nl
verwenden wir die Notation 3d. Man findet
eg
{
ϕu(~r) = ϕ3d0(~r) = C(r)
1
2
√
3
(2z2 − x2 − y2) ,
ϕv(~r) =
1√
2
(ϕ3d2(~r)) + ϕ3d−2(~r))) = C(r)12(x
2 − y2) ,
t2g


ϕξ(~r) =
 
√
2
(ϕ3d1(~r) + ϕ3d−1(~r)) = C(r)yz ,
ϕη(~r) =
−1√
2
(ϕ3d1(~r))− ϕ3d−1(~r))) = C(r)zx ,
ϕζ(~r) =
− √
2
(ϕ3d2(~r)− ϕ3d−2(~r)) = C(r)xy ,
mit C(r) =
√
15
4pi
R3d(r)
1
r2
und der imagina¨ren Einheit

(
2 = −1). Die kubische Gruppe
Oh liefert das Transformationsverhalten gema¨ß ihren irreduziblen Darstellungen eg und
t2g. Die energetisch gu¨nstigere Konfiguration ergibt sich durch die Anordnung der Li-
ganden. Fu¨r Tetraeder– oder Oktaeder–Anordnungen ist die Besetzung der t2g–Orbitale
energetisch gu¨nstiger, wa¨hrend bei Wu¨rfel–Anordnungen eg–Orbitale bevorzugt sind.
Eine tetragonale oder orthorhombische Verzerrung spaltet sowohl die eg– als auch die
t2g–Niveaus auf. Eine trigonale (rhomboedrische) Verzerrung generiert eine Aufspaltung
der t2g–Niveaus [1–3]. Wird die Symmetrie weiter reduziert (Oh ↘ D4h), zerfa¨llt die E–
Darstellung in zwei eindimensionale Darstellungen (ϕu(r)→ a1g und ϕv(r)→ b1g). Die
dreidimensionale T–Darstellung zerfa¨llt in eine eindimensionale (ϕζ(r)→ b2g) und eine
zweidimensionale (ϕξ,η(r) → eg) irreduzible Darstellung der D4h [4]. Wie werden uns
vorwiegend der Betrachtung von Elektronen in zweifach entarteten orbitalen Niveaus
widmen. Elektronische Korrelationen werden durch lokale Coulomb–Wechselwirkungen
innerhalb eines Orbitals und zwischen den Orbitalen an einem Gitterplatz beru¨cksich-
tigt. Zusa¨tzlich werden wir den Einfluss der Hundschen Kopplung untersuchen. Zur
Beschreibung wird das Zwei–Band–Hubbard–Modell verwendet, welches wir in Kapitel
2 einfu¨hren und diskutieren werden.
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.
ts
a1g
b1g
b2g
eg
eg
t2g
O(3)
oktaedrisch
Oh
D4h
tetragonal c/a > 1
3d
Abbildung 1.1.: Gezeigt ist die
Kristallfeldaufspaltung der fu¨nffach
entarteten 3d–Niveaus ausgehend
von oktaedrischer Ligandenumge-
bung [1–3]. c/a > 1 bedeutet die
Elongation der Oktaeder.
1.3. Elektron-Phonon-Wechselwirkung
Neben den elektronischen Freiheitsgraden spielt das Gitter, dessen Verzerrungen und
die Wechselwirkung des Gitters mit den Elektronen eine zentrale Rolle. Widmen wir
uns zuna¨chst dem Einfluss der Gitterverzerrungen. Dieser Betrachtungsweise liegt die
Arbeit von H. A. Jahn und E. Teller [5] zugrunde. Das mit gruppentheoretischen U¨ber-
legungen abgeleitete Theorem besagt Folgendes: Betrachtet man ein polyatomares, nicht
linear angeordnetes Moleku¨l mit vorgegebener Symmetrie und orbitaler Entartung der
elektronischen Zusta¨nde, dann ist diese Konfiguration nicht stabil. Um den Grundzu-
stand einzunehmen, wird eine Konfiguration niedrigerer Symmetrie herbeigefu¨hrt. Dabei
wird die elektronische Entartung zugunsten einer vibronischen Entartung aufgehoben.
Ein weiterer Beweis dieses Theorems ohne Diskussion einzelner Symmetrien und un-
ter Zulassung von Spin–Bahn– und Spin–Spin–Wechselwirkung wurde von Ruch und
Scho¨nhofer [6] abgeleitet. Clinton und Rice [7] zeigten das Jahn–Teller–Theorem unter
Verwendung des Hellmann–Feynman–Theorems.
Nun wollen wir uns der theoretischen Modellierung des Problems zuwenden. Anhar-
monische Effekte wollen wir außer acht lassen und das Phononensystem in harmonischer
Na¨herung betrachten. Es stellt sich nun die Frage, welcher Typ von Elektron–Phonon–
Kopplung fu¨r die 3d–Elektronen in Betracht kommt. Hierfu¨r muss die Ausreduzierung
der irreduziblen Darstellung unter Beru¨cksichtigung der Symmetriegruppe untersucht
werden. In den jeweiligen Ligandenumgebungen findet man [4, 8]
(E ⊗E)Oh = A1 + A2 + E ,
(T2 ⊗ T2)Oh = A1 + E + T1 + T2 , (1.2)
(E ⊗ E)D4h = A1 + A2 +B1 + B2 .
Diese Ausreduzierung gibt die Symmetrie der fu¨r die Kopplung mo¨glichen Moden an.
Der Γ ⊗ γ–Jahn–Teller–Effekt beschreibt also die Wechselwirkung von Elektronen in
Orbitalen, die nach Γ transformieren, mit γ–Moden. Wir wollen uns in dieser Arbeit
3
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 0
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Qeg,v
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Abbildung 1.2.: Adiabatisches Po-
tential des E ⊗ e–Jahn–Teller–
Effekts (Mexican hat).
auf Aspekte beschra¨nken, die durch Kopplung an symmetriebrechende Moden hervor-
gerufen werden. Kopplungen an die symmetrieerhaltende breathing–Mode (A1) sollen
also nicht betrachtet werden. In vielen Manganaten findet man kubische Konfiguration
der Mangan–Ionen und der E⊗e–Jahn–Teller–Effekt ist von entscheidender Bedeutung.
Allerdings ist dieser Fall bereits an einem Gitterplatz nicht vollsta¨ndig quantenmecha-
nisch lo¨sbar. Wir werden diesen Aspekt verdeutlichen. Der Kopplungsterm la¨sst sich,
bezogen auf die beiden eg–Zusta¨nde, elektronisch in Pseudospin–Notation ausdru¨cken.
Der Pseudospin–Operator koppelt an die Schwingungsmoden Qeg,u/v (Abb. 1.2) gema¨ß
[9]
K(Qeg,vT
x −Qeg,uT z) . (1.3)
T x/z bezeichnet Pseudospin–Operatoren und charakterisiert die fu¨r die Kopplung geeig-
nete elektronische Dichtekonfiguration. T x/z entspricht den zugeho¨rigen Pauli–Matrizen,
wobei die Zwei–Niveau–Basis von den Orbitalen und nicht vom Spin gebildet wird. Die
Definition dieser Operatoren ist in Gl. (2.7) angegeben. Das adiabatische Potential fu¨r
den E⊗e–Jahn–Teller–Effekt ist in Abb. 1.2 gezeigt und ergibt sich durch diagonalisieren
der Matrix in Gl. (1.3) zu
V E⊗ead = Q
2
eg ,u +Q
2
eg ,v ±K
√
Q2eg,u +Q
2
eg,v . (1.4)
K bezeichnet hier die Kopplungskonstante. Bezieht man nun den Impuls mit ein, ist das
Problem nicht durch eine Lang–Firsov–Transformation [10] (Abschnitt 2.2) lo¨sbar, da
nicht beide Kopplungsterme in Gl. (1.3) gleichzeitig eliminiert werden ko¨nnen.
Noch komplexer wird die Kopplung bei den t2g–Niveaus in kubischer Symmetrie. Beim
T ⊗ t–Jahn–Teller–Effekt koppeln drei Schwingungsmoden an die zugeho¨rigen Matrizen
der T2g–Darstellung. Diese Matrizen sind Generatoren der SU(3) und unter der Klassi-
fizierung T2g in Anhang A angegeben. Anders verha¨lt es sich allerding bei der Betrach-
tung der Wechselwirkung der t2g–Elektronen mit den Moden der E–Darstellung, dem
4
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Abbildung 1.3.: Schwingungsmoden des E ⊗ β und E ⊗ e–Jahn–Teller–Effekts.
T ⊗ e–Jahn–Teller–Effekt. Die Matrizen Eθ, sind diagonal, daher handelt es sich um das
Problem des verschobenen harmonischen Oszillators, welches mittels einer Lang–Firsov–
Transformation gelo¨st werden kann (Appendix A).
In dieser Arbeit wollen wir uns auf einen ganz a¨hnlichen Fall beschra¨nken — den
E ⊗ β–Jahn–Teller–Effekt. In tetragonaler Symmetrie kann bezu¨glich der (t2g ↘) eg–
Niveaus an zwei B–Moden gekoppelt werden. Die Kopplungsparameter sind im allge-
meinen verschieden und daher ist die Annahme einer dominanten Mode naheliegend.
Identische Kopplungen Kβ1g und Kβ2g fu¨hren formal auf die E⊗e–Kopplung (Gl. (1.3)).
Die einfachste Mo¨glichkeit der Ankopplung an eine symmetriebrechende Mode liefert die
Beschra¨nkung auf eine Mode im E ⊗ (β1g ⊕ β2g)–Effekt und der Beitrag lautet [11]
Kβ1gQβ1gT
z . (1.5)
Im Gegensatz zum T ⊗ e–Fall wird hier in tetragonaler Symmetrie an eine Mode gekop-
pelt.
1.4. Materialien und experimentelle Relevanz
Zur Erla¨uterung der experimentellen Relevanz sind in diesem Abschnitt exemplarisch
einige Materialien aufgelistet und ein U¨berblick u¨ber theoretische und experimentelle
Arbeiten gegeben. Ihre Gemeisamkeit liegt zum einen in der Bedeutung der Spin– und
orbitalen Freiheitsgrade zur Beschreibung der auftretenden Pha¨nomene und zum anderen
in noch offenen Fragestellungen, die Gegenstand aktueller Forschung sind. Dazu za¨hlt
auch der Einfluss der Elektron–Phonon–Wechselwirkung.
• Manganate [12–16]
Manganate mit Perovskit–Struktur bieten ein reichhaltiges Phasendiagramm und
sind aufgrund der Entdeckung des kolossalen Magnetwiderstandes (CMR) und
den daraus resultierenden mo¨glichen technischen Anwendungen in den Blickpunkt
5
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des Interesses geru¨ckt. Diese Verbindungen haben die Stuktur T1−xDxMnO3 mit
dreiwertigem T–Lanthanid–Ion (z. B. La) und zweiwertigem D, z. B. Erdalkali–
Metalle wie Ca, Sr und Ba. In der reinen Substanz (x = 0) liegt also dreiwertiges
Mn in der d4–Konfiguration t32ge
1
g aufgrund der starken Hundschen Kopplung vor.
Dotierung erzeugt zufa¨llig verteiltes vierwertiges Mn (d3–Konfiguration t32g). Das
Phasendiagramm zeigt magnetische und Metall–Isolator–U¨berga¨nge, teilweise ein-
hergehend mit strukturellen U¨berga¨ngen. Außerdem wurde schachbrettartige La-
dungsordnung bei x = 0.5 und Streifen fu¨r Ladungs– und orbitale Freiheitsgrade
im u¨berdotierten Regime gefunden. Der Effekt des kolossalen Magnetwiderstands
kann nicht allein mit dem Modell des Doppelaustauschs zwischen drei– und vier-
wertigen Mn–Ionen erkla¨rt werden. Daher wurde in diesen Systemen die starke
Elektron–Phonon–Kopplung, hervorgerufen durch den Jahn–Teller–Effekt der d4–
Ionen, zur Erkla¨rung vorgeschlagen.
• V2O3 [2, 17–23]
V2O3 ist das Musterbeispiel eines Mott–Hubbard–Systems mit einem Metall–Iso-
lator–U¨bergang von einer paramagnetisch–metallischen zu einer antiferromagne-
tisch–isolierenden Phase bei etwa 150 K. In der antiferromagnetischen Phase be-
sitzt das Gitter monokline Symmetrie. Bei ho¨heren Temperaturen (etwa 500 K)
existiert ein weiterer Metall–Isolator–U¨bergang zwischen zwei paramagnetischen
Phasen. In diesen Phasen liegt V2O3 in der Korund–Struktur vor. Die Vanadium–
Ionen bilden Paare entlang der hexagonalen c–Achse und ein Honigwabengitter
in der ab–Ebene. Die Sauerstoff–Oktaeder, welche die V3+–Ionen umgeben, sind
trigonal verzerrt. Dies generiert eine Reduzierung der Symmetrie von kubisch nach
trigonal (Oh ↘ D3d). Die Entartung der t2g–Niveaus wird aufgehoben. Das fu¨hrt
zu zwei niedriger liegenden eg– und einem a1g–Niveau.
Das V–Atom hat 3d5–Konfiguration, daher bleiben fu¨r die V3+–Ionen je zwei Elek-
tronen. Zuna¨chst wu¨rde man somit von einer zweifachen Besetzung der eg–Niveaus
mit parallelen Spins aufgrund der Hundschen Kopplung ausgehen. Castellani et
al. [2, 20, 21] erkannten, dass die auftretenden Pha¨nomene mit einem Ein–Band–
Hubbard–Modell nicht zu erkla¨ren sind und nahmen in ersten theoretischen U¨ber-
legungen an, dass pro Kation ein a1g–Elektron fu¨r eine diamagnetische kovalente
Bindung der V–Ionen in der c–Richtung belegt ist. Somit ergibt die Betrachtung
der zweifach entarteten eg–Niveaus bei viertel Fu¨llung ein Spin–
1
2
–System. Im Rah-
men dieses Modells konnte bei gegebener orbitaler Ordnung die Struktur der Spin-
ordnung in der antiferromagnetischen Phase erkla¨rt werden. Zwischen den Ebenen
sind die Spins ferromagnetisch gekoppelt. In der Ebene sind zwei na¨chste Nachbarn
eines V–Ions antiferro–, der dritte ferromagnetisch gekoppelt.
Neuere Experimente zeigen jedoch, dass sich das Vanadium–Ion in einem S = 1
(high–spin)–Zustand befindet und damit die Beschreibung von V2O3 als Spin–
1
2
–
6
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System nicht gerechtfertigt ist. Park et al. [23] fanden, dass die Besetzung des
a1g–Orbitals abha¨ngig von der vorliegenden Phase ist und somit die orbitalen Frei-
heitsgrade eine entscheidende Rolle spielen. Außerdem liegt diese Besetzung deut-
lich unter den von Castellani et al. angenommenen 50%. Um dem Rechnung zu
tragen, fu¨hrten Matteo et al. [19] ein effektives Hubbard–Modell mit zwei Elektro-
nen (S = 1) in den t2g–Niveaus und trigonaler Verzerrung ein.
Diese Erla¨uterungen sollen nur einen kurzen Abriss der experimentellen und theo-
retischen Bemu¨hungen zum besseren Versta¨ndnis von V2O3 geben. Eine Reihe von
Fragen ist noch ungekla¨rt. Unter anderem ist der Einfluss der Elektron–Phonon–
Wechselwirkung in diesem System wenig untersucht. Einen Hinweis auf die Be-
deutung gibt der mit dem Metall–Isolator U¨bergang einhergehende strukturelle
Phasenu¨bergang.
• LiNiO2 und NaNiO2 [1, 24–27]
Die Mott–Isolatoren LiNiO2 und NaNiO2 sind Gegenstand aktueller Forschung,
sowohl theoretisch als auch experimentell. Die Ni–Ionen bilden Dreiecksgitter–
Ebenen aus und sind von Sauerstoff–Oktaedern umgeben. Diese teilen sich fu¨r
benachbarte Ni–Ionen jeweils eine Kante. Die so entstehenden Oktaeder–Schichten
werden von Li– bzw. Na–Ebenen separiert. Fu¨r die elektronischen Eigenschaften
sind vorwiegend die eg–Elektronen der Ni–Ionen (low–spin Zustand t
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2ge
1
g) verant-
wortlich. Tatsa¨chlich liegt nicht exakt kubische Symmetrie vor, da die Ni– und
Li/Na–Gitterpla¨tze nicht gleichwertig sind und die Okteder in verzerrter Konfi-
guration vorliegen. Der Winkel der Ni–O–Ni–Bindung ist somit etwas gro¨ßer als
90◦. Fu¨r theoretische U¨berlegungen wird aber meist kubische Symmetrie und das
daraus resultierende Kristallfeld angenommen.
Beide Materialien sind isoelektronisch und isostrukturell. Trotzdem ist ihr Ver-
halten vollkommen verschieden. NaNiO2 zeigt einen kooperativen Jahn–Teller–
Phasenu¨bergang (trigonal ↘ monoklin) bei TJT = 480K und einen magnetischen
U¨bergang zu einem Typ–A–Isolator (antiferromagnetische Ordnung ferromagneti-
scher Ebenen) bei TN = 20K. Im Gegensatz dazu findet man bei LiNiO2 weder
magnetische Ordnung noch einen kooperativen Jahn–Teller–Effekt. Der Ursprung
dieses unterschiedlichen Verhaltens ist noch nicht abschließend gekla¨rt.
Reitsma et al. [24] fu¨hrten ein Modell ein, welches das Dreiecksgitter der Ni–
Ionen und den 90◦–Superaustausch der Ni–O–Ni–Bindungen beru¨cksichtigt. Um
das unterschiedliche Verhalten zu erkla¨ren, schlagen sie zur Unterdru¨ckung orbi-
taler Ordnung in LiNiO2 schwa¨cheren Superaustausch zwischen den Ni–Ebenen in
LiNiO2 vor. Begru¨ndet wird dies u. a. mit geringerer Hybridisierung des kleineren
Li–Ions mit dem Sauerstoff. Des weiteren wird angefu¨hrt, dass Li1−xNi1+xO2 nicht
sto¨chiometrisch vorkommt und ungeordnete Ni–Ionen in den Li–Ebenen auftreten
[24, 25]. Diese Unordnung schwa¨cht ebenfalls die Kopplung zwischen den Ebe-
nen. Die Ergebnisse der Molekularfeld–Theorie zeigen, dass der Superaustausch
7
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die x2 − y2–Orbitale bevorzugt, wa¨hrend der lokale Jahn–Teller–Effekt 3z2 − r2–
Orbitale favorisiert. Dieser Wettbewerb wird als Auslo¨ser fu¨r orbitale Unordnung
in LiNiO2 vorgeschlagen und es wird angefu¨hrt, dass den Phononen bei dieser
Art der Unordnung wohl eine entscheidende Rolle zufa¨llt. Der Einfluss des Jahn–
Teller–Effekts scheint also ausschlaggebend bei der Suche nach der Lo¨sung des
unterschiedlichen Verhaltens dieser so a¨hnlichen Materialien zu sein.
Vernay et al. [25] gehen von einem Zwei–Orbital–Modell aus. Das Hu¨pfen der
Elektronen der Ni–eg–Orbitale findet vorwiegend u¨ber die Sauerstoff–Ionen statt.
Daher werden die Orbitale in ihrem Modell als Ni–zentrierte Wannier–Orbitale be-
trachtet, die alle mo¨glichen Hu¨pfprozesse beru¨cksichtigen und die gleiche Symme-
trie wie die urspru¨nglichen eg–Orbitale besitzen. Dies wird durch effektives Hu¨pfen
zwischen benachbarten Ni–Ionen ausgedru¨ckt. Da immer ein eg–Zustand als gerade
und der andere als ungerade unter einer C2–Rotation gewa¨hlt werden kann, exi-
stiert kein Hu¨pfen zwischen den beiden Orbitalen. Unter diesen Bedingungen wurde
ein Spin–Orbital–Modell fu¨r das Dreiecksgitter der Ni–Ionen abgeleitet und durch
exakte Diagonalisierung und Molekularfeld–Verfahren fu¨r Cluster verschiedener
Gro¨ße ausgewertet. Die so erhaltenen Phasendiagramme zeigen im Bereich schwa-
cher Hundscher Kopplung Singulett–Phasen mit verschiedenen orbitalen Struktu-
ren. Fu¨r sta¨rkere Hundsche Kopplung werden ferromagnetische Phasen stabil.
Die Zuordnung der Phasen unter Beru¨cksichtigung der experimentellen Resultate
wird wie folgt gegeben. Fu¨r LiNiO2 wird eine Phase mit starker Dimer–Singulett–
Bildung vorgeschlagen. Die Orbitale jedes Singuletts sind parallel und und es han-
delt sich je nach Ausrichtung der Ni–Ni–Bindung um 3α2 − r2–Orbitale. Fu¨r den
antiferromagnetischen Grundzustand von NaNiO2 wird nicht der ha¨ufig postulierte
Zustand antiferromagnetisch gekoppelter ferromagnetischer Ebenen angenommen.
Stattdessen wird eine Singulett–Phase mit schwach gekoppelten antiferromagne-
tischen Ketten vorgeschlagen. Der Zustand zeigt global ferroorbitales Verhalten
bezu¨glich der 3α2− r2–Orbitale, wobei α von der Kettenrichtung abha¨ngt. Um die
beobachteten negativen Curie–Weiss–Konstanten zu reproduzieren, wird pha¨no-
menologisch ein ferromagnetischer Beitrag eingefu¨hrt, der keinen Einfluss auf die
Stabilita¨t der vorgeschlagenen Grundzusta¨nde hat.
Da die exakte Diagonalisierung zeigt, dass im Anregungsspektrum eine große An-
zahl Singuletts in der Energielu¨cke zwischen dem Grundzustand und dem er-
sten Triplett liegt, wird als Grundzustand ein resonating valence bond (RVB–)
Zustand eingebracht. Betrachtet man Singulett–Paare auf benachbarten Gitter-
pla¨tzen (valence bond (VB)), bricht dieser Zustand die Translationssymmetrie des
Gitters. Eine Superposition solcher Zusta¨nde, die die Translationssymmetrie wie-
der herstellt, wird als RVB–Zustand bezeichnet. Auch Lo¨sungen der Molekularfeld–
Gleichungen mit anderen Dimer–U¨berdeckungen des Dreiecksgitters, aber energe-
tisch nahe am Grundzustand, deuten auf die Beschreibung von LiNiO2 durch ein
Quanten–Dimer–Modell hin. Der resultierende RVB–Zustand wu¨rde das Fehlen
8
1.4. Materialien und experimentelle Relevanz
von Ordnung in LiNiO2 erkla¨ren.
Die Umsetzung und Diskussion eines solchen Modells wurde von Mila et al. [27]
durchgefu¨hrt. Es zeigt sich mit Hilfe von exakter Diagonalisierung und Quanten–
Monte Carlo–Simulationen, dass die RVB–Phase als Grundzustand in einem großen
Parameterbereich eines Quanten–Dimer–Modells auftritt [26, 27]. Es wird an-
gefu¨hrt, dass es sich bei dieser Phase in der Sprache des Spin–Orbital–Modells
um eine Spin–Orbital–Flu¨ssigkeit handelt. Diese liefert keinen Phasenu¨bergang
und keine Symmetriebrechung, steht also in Einklang mit den experimentellen
Befunden. Das Quanten–Dimer–Modell wird aus einem Spin–Orbital–Modell ab-
geleitet. Allerdings ist die U¨bersetzung der neuen Kopplungsparameter in die des
urspru¨nglichen Modells nicht offensichtlich.
• Spinelle [3]
In Vanadium–Spinellen AV2O4 mit A=Zn, Mg oder Cd bilden die V–Ionen (t
2
2g–
Konfiguration) ein Pyrochlorgitter und sind umgeben von Sauerstoff–Oktaedern,
die gemeinsame Kanten besitzen. Es handelt sich um ein Spin–1–System. Bei te-
tragonaler Verzerrung dieser Oktaeder liegt bei Elongation (c/a > 1) die Kristall-
feldaufspaltung gema¨ß Abb. 1.1 vor, bei Kompression der Oktaeder vertauscht die
Reihenfolge der eg– und b2g–Niveaus. Motome und Tsunetsugu [3] analysieren diese
Situation bei Betrachtung des high–spin Zustands, also bei Kompression und Be-
setzung der eg– und b2g–Orbitale mit je einem Elektron mit identischen Spins. Die
Phononen werden als klassische Objekte (adiabatische Na¨herung) behandelt. Un-
ter Verwendung von Molekularfeld–Theorie und Monte Carlo–Simulationen konnte
gezeigt werden, dass das Modell mit Superaustausch und Jahn–Teller–Verzerrung
zwei Phasenu¨berga¨nge beschreiben kann. Gefunden wurde ein struktureller Pha-
senu¨bergang. Die dadurch hervorgerufene orbitale Ordnung bewirkt bei weiterer
Abku¨hlung einen magnetischen U¨bergang mit komplexer antiferromagnetischer
Struktur. Der letzte Phasenu¨bergang wird durch Beru¨cksichtigung der Kopplung
zwischen u¨berna¨chsten Nachbarn stabilisiert. Die Gro¨ßenordung der U¨bergangs-
temperaturen stimmt mit den experimentellen Befunden u¨berein.
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Wir untersuchen den Hamiltonoperator fu¨r Elektronen auf einem Gitter mit zwei bahn-
entarteten Niveaus pro Gitterplatz (γ = θ, ) unter Einfluss der lokalen Beitra¨ge der
Elektron–Elektron– [2, 28] sowie der Elektron–Phonon–Wechselwirkung im Sinne der
E ⊗ β–Jahn–Teller–Kopplung [9]. H0 stellt den lokalen Beitrag des Hamiltonoperators
dar und beinhaltet die oben angefu¨hrten Wechselwirkungsterme Hee und HJT sowie den
Beitrag der Einstein–Oszillatoren an jedem Gitterplatz Hph. Ht beschreibt die Dyna-
mik der Elektronen auf dem Gitter. Damit setzt sich der Hamiltonoperator wie folgt
zusammen
H = Ht +H0 , (2.1a)
H0 = Hee +Hph +HJT , (2.1b)
Hee = HU +HUo +HJ +HI . (2.1c)
Im folgenden wird die Wirkung der einzelnen Beitra¨ge erla¨utert. Wir verwenden zur For-
mulierung elektronische und bosonische Operatoren. c
(+)
iγσ vernichtet (erzeugt) ein Elek-
tron am Gitterplatz i im Orbital γ mit dem Spin σ. Die Besetzungszahl niγσ ist gegeben
durch c+iγσciγσ und es gilt niγ = niγ↑ + niγ↓. Die mit Querstrich versehenen Gro¨ssen sind
aufzufassen als γ¯ = −γ und σ¯ = −σ, z. B. γ¯ =  fu¨r γ = θ und σ¯ =↓ fu¨r σ =↑. Die
phononischen Vernichter (Erzeuger) sind durch b
(+)
i gegeben. Die auftretenden Energie-
skalen t, U , Uo, J , I, g und ω0 sind positiv und es gilt ~ = 1.
Die Dynamik der Elektronen wird durch den Hu¨pfterm
Ht =
∑
〈ij〉γγ′σ
tγγ′c
+
iγσcjγ′σ (2.2)
generiert. 〈ij〉 bezeichnet benachbarte Gitterpla¨tze. Zur Vereinfachung wollen wir an-
nehmen, dass das Hu¨pfen orbitalerhaltend und isotrop ist und betrachten tγγ′ = −tδγγ′ .
Die lokale Elektron–Elektron–Wechselwirkung wird durch
Hee = U
∑
iγ=θ,
niγ↑niγ↓ + Uo
∑
i
niθ ni (2.3)
− J
2
∑
iγσ
(
niγσniγ¯σ + c
+
iγσciγσ¯c
+
iγ¯σ¯ciγ¯σ
)− I∑
iγ
c+iγ↑c
+
iγ↓ciγ¯↑ciγ¯↓
charakterisiert. Beschrieben durch die Terme HU (HUo) erfordert Doppelbesetzung des
gleichen Orbitals (verschiedener Orbitale) an einem Gitterplatz die Energie U (Uo).
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U eff = U effo
U eff =U effU eff
U effo
U effo + J
U effo + J
U effo − J
U effo − J
J = 0
SU(4) SU(2)θ × SU(2) SU(2)Orb × SU(2)SpinU(1)Orb × SU(2)Spin
Energie
Abbildung 2.1.: Aufspaltung der doppelt besetzten Energieniveaus unter Beru¨cksichtigung
der adiabatischen Korrektur der Coulomb–Wechselwirkungen U eff = U − 2Ep und U effo =
Uo+2Ep. Die phononischen Anregungen, gegeben durch Hph, und der konstante Beitrag −2Ep,
gegeben durch −Ep
∑
iγ niγ , wurden nicht mit einbezogen. Die Symmetrie–Klassifizierung wird
in Abschnitt 2.1 erla¨utert.
Die Modellierung der Hundsche Kopplung durch HJ tra¨gt, wie wir spa¨ter nach Um-
formulierung dieses Beitrags noch sehen werden, der Singulett-Triplett-Aufspaltung fu¨r
verschiedene orbitale Besetzung Rechnung. Der Doppelhopping–Term HI hingegen hebt
die Entartung des Dupletts der Energie U auf zu U ± I. Ht +Hee wird als Zwei–Band–
Hubbard–Modell bezeichnet.
Die lokalen Einstein–Oszillatoren, gegeben durch Hph in Gl. (2.4), werden durch har-
monische Oszillatoren an jedem Gitterplatz beschrieben. Hierbei vernachla¨ssigen wir
den aus der Grundzustandsenergie resultierenden konstanten Beitrag. Es handelt sich
um optische (Schwerpunkts–erhaltende) Moden und die Phononenfrequenz ω0 wird als
konstant angenommen. Die Beschreibung der E ⊗ β–Jahn–Teller–Kopplung wurde be-
reits in Gl. (1.5) eingefu¨hrt. Die Formulierung in Erzeugern und Vernichtern und die
Erweiterung auf das Gitter ergibt HJT.
Hph = ω0
∑
i
b+i bi HJT = −gω0
∑
i
(
b+i + bi
)
(niθ − ni) . (2.4)
Zu beachten ist, dass der Jahn–Teller–Term bei gleicher elektronischer Besetzung der
Orbitale verschwindet. JT–aktive Konfigurationen setzen also verschiedene Besetzung
der Orbitale voraus.
Betrachten wir nun den adiabatischen Grenzfall. Der Impuls der Phononen wird als
klein gegen den Beitrag der Elektronen vernachla¨ssigt. Damit ist die Auslenkung eine
klassische Gro¨ße und wir bezeichnen diese mit qi (dimensionslos). qi wird quantenme-
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chanisch u¨bersetzt in b+i + bi. Wir erhalten dann
(Hph +HJT)adia =
ω0
4
∑
i
(
q2i − 4gqi (niθ − ni)
)
(2.5a)
=
ω0
4
∑
i
(qi − 2g (niθ − ni))2 −Ep
∑
i
(niθ − ni)2 . (2.5b)
Ep = g
2ω0 ist der atomare Energiegewinn, auch Jahn–Teller–Stabilisierungsenergie ge-
nannt, hervorgerufen durch die Elektron–Phonon–Wechselwirkung mit der Kopplungs-
konstanten g. Der erste Term von Gl. (2.5b) beschreibt einen verschobenen harmonischen
Oszillator. Die Verschiebung ha¨ngt von der elektronischen Besetzung ab. Der zweite Bei-
trag besitzt die Struktur der Hubbard–Terme HU und HUo
− (niθ − ni)2 = 2niθni − 2
∑
γ
niγ↑niγ↓ − ni . (2.6)
Daraus ergibt sich eine effektive Coulomb–Wechselwirkung U eff = U − 2Ep und U effo =
Uo + 2Ep. Außerdem findet man eine Energieabsenkung −Ep pro Elektron. Die adiaba-
tische Behandlung fu¨hrt also zu renormierter Coulomb–Wechselwirkung und la¨sst den
Hamiltonoperator ansonsten unvera¨ndert. Dieser Aspekt wird bei der Symmetrieanalyse
wichtig werden, da sich die elektronischen Symmetrien durch geeignete Parameterwahl
im adiabatischen Fall reproduzieren lassen.
Der Einfluss der Renormierung durch die Elektron–Phonon–Wechselwirkung auf die
physikalischen Eigenschaften wird u. a. Gegenstand dieser Arbeit sein. Des weiteren be-
einflussen sich Jahn–Teller–Effekt und Doppelhopping wechselseitig. Dies fu¨hrt neben
dem elektronischen Hu¨pfen zu einer neuen lokalen Dynamik im System. Formal erkennt
man dieses Verhalten an mit phononischen Operatoren renormierter Kopplung I nach
der in Abschnitt 2.2 durchgefu¨hrten Lang–Firsov–Transformation. Allerdings wollen wir
diesen Beitrag hier vernachla¨ssigen, da unsere Betrachtungen vornehmlich auf das Wech-
selspiel der Elektron–Phonon– und Hundschen Kopplung unter Beru¨cksichtigung der
Coulomb–Abstoßung abzielen sollen. Wir werden uns daher bei den folgenden Untersu-
chungen auf den Fall I = 0 beschra¨nken. In Abbildung 2.1 ist die energetische Aufspal-
tung der doppelt besetzten Zusta¨nde gezeigt. Die dort angegebenen Symmetriegruppen
fu¨r die jeweilige Parameterwahl werden wir im folgenden Abschnitt 2.1 erla¨utern. Wir
werden in Abschnitt 2.2 sehen, dass der quantenmechanische Charakter der Phononen
durch einen modifizierten Hu¨pfterm beschrieben werden kann. Ansonsten a¨ußert sich
Hph + HJT natu¨rlich im phononischen Anregungsspektrum und in den renormierten
Coulomb–Wechselwirkungen.
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2.1. Symmetriebetrachtungen
Um uns einen U¨berblick u¨ber die guten Quantenzahlen des Problems, also die Eigenwer-
te der Erhaltungsgro¨ßen, zu verschaffen und spa¨ter diese Information zur Klassifizierung
der Systemeigenschaften zu nutzen, bescha¨ftigen wir uns in diesem Abschnitt mit den
Symmetrien und Erhaltungsgro¨ßen des Hamiltonoperators. Insbesondere bei der spa¨te-
ren Ableitung des effektiven Modells wird uns diese Analyse einen nu¨tzlichen Einblick
geben, fu¨r welche Parameterwahl analytische Aussagen getroffen werden ko¨nnen. Bei der
Untersuchung kleiner Systeme wird uns das Wissen um die Erhaltungsgro¨ßen in die Lage
versetzen, die Dimension des Hilbertraums deutlich zu verringern und die Eigenzusta¨nde
vollsta¨ndig zu klassifizieren.
Betrachten wir als Ausgangspunkt das Ein–Band–Hubbard–Modell. Fu¨r dieses Modell
ist bekannt, dass es invariant unter Rotationen im Spinraum und somit unter Opera-
tionen der SU(2)Spin ist [29]. Das sieht man, indem man den Hamiltonoperator durch
Operatoren, welche der Drehimpuls–Algebra gehorchen, ausdru¨ckt. Der lokale Anteil
kann dann durch ~S2i ausgedru¨ckt werden. Zusa¨tzlich existiert eine U(1)–Symmetrie,
welche die Ladungserhaltung repra¨sentiert. Im Grenzfall t  U geht das Ein–Band–
Hubbard–Modell in das Heisenberg–Modell u¨ber. Auch dieses Modell respektiert die
SU(2)–Symmetrie. In diesem Abschnitt werden wir zeigen, dass der Hamiltonoperator
aus Gl. (2.1) fu¨r U = Uo und g = J = 0 invariant unter Operationen der SU(4) ist.
Des weiteren wird die Symmetriebrechung durch Abweichungen von dieser Bedingung
untersucht. Fu¨r das elektronische System wurden diese Fragen vielfach untersucht, siehe
z. B. [30–32]. Ausgehend von den U¨berlegungen zum Ein–Band–Modell schreiben wir
den Hamiltonoperator in Spin– und Pseudospin–Operatoren um. Die Beschreibung der
orbitalen Freiheitsgrade durch Pseudospins, die sich wie die Spin–Operatoren durch die
Pauli–Matrizen ausdru¨cken lassen, rechtfertigt die Analogie zum Spin–1
2
–System. Orbi-
tale (Pseudospin–)Operatoren mit θ– und –Indizes bei festem Spin–Index verhalten sich
wie Spin–Operatoren mit ↑– und ↓–Indizes bei festem Orbital–Index. Wir unterscheiden
drei Arten von Operatoren: die lokalen Spin–1
2
–Operatoren in einem Orbital Sλiγ (lokalen
Pseudospin–1
2
–Operatoren fu¨r eine Spinrichtung T λiσ) und die lokalen (S
λ
i und T
λ
i ) und
globalen (Sλ und T λ) Spin– und Pseudospin–Operatoren. Zwischen diesen Operatoren
besteht der Zusammenhang
Sλ =
∑
i
Sλi =
∑
iγ
Sλiγ und T
λ =
∑
i
T λi =
∑
iσ
T λiσ . (2.7)
Die lokalen Operatoren mit Spin– bzw. orbitalem Index ko¨nnen mit Hilfe der Pauli–
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Matrizen σλ, λ = x, y, z ausgedru¨ckt werden:
Sλiγ =
1
2
∑
σσ′
c+iγσσ
λ
σσ′ciγσ′ =
1
2
(c+iγ↑, c
+
iγ↓) σ
λ
(
ciγ↑
ciγ↓
)
(2.8a)
und T λiσ =
1
2
∑
γγ′
c+iγσσ
λ
γγ′ciγ′σ =
1
2
(c+iθσ, c
+
iσ) σ
λ
(
ciθσ
ciσ
)
. (2.8b)
Die lokalen und globalen Operatoren erfu¨llen die Kommutatorrelationen der Spin–Alge-
bra
[Sλ, Sµ]− =
∑
ijγγ′
[Sλiγ, S
µ
jγ′ ]− =
∑
ijγγ′
δijδγγ′

λµν S
ν
iγ =

λµν S
ν und
[T λ, T µ]− =
∑
ijσσ′
[T λiσ, T
µ
jσ′ ]− =
∑
ijσσ′
δijδσσ′

λµν T
ν
iσ =

λµν T
ν , (2.9)
mit der imagina¨ren Einheit

(
2 = −1). Wa¨hrend jedoch die lokalen Operatoren mit
Spin– bzw. Bahn–Index nicht untereinander kommutieren, abgesehen von den beiden
z–Komponenten, erfu¨llen die lokalen und globalen Operatoren diese Eigenschaft und es
gilt
[Sλi , T
µ
i ]− = 0 und [S
λ
iγ, T
µ
iσ]−
{
= 0 fu¨r λ = µ = z ,
6= 0 sonst . (2.10)
Unter Verwendung der Identita¨ten
S2i =
3
4
ni − 32
∑
γ
niγ↑niγ↓ + 2~Siθ · ~Si , (2.11a)
T 2i =
3
4
ni +
1
2
∑
γ
niγ↑niγ↓ − 2~Siθ · ~Si − niθni , (2.11b)
(T zi )
2 = 1
4
ni +
1
2
∑
γ
niγ↑niγ↓ − 12niθni , (2.11c)
S2iγ =
3
4
(niγ↑ + niγ↓ − 2niγ↑niγ↓) , (2.11d)
und T 2iσ =
3
4
(niθσ + niσ − 2niθσniσ) (2.11e)
kann HJ zu
HJ = −J
∑
i
(
2~Siθ · ~Si + niθ ni
2
)
= J
∑
i
(
T 2i − (T zi )2
)− J
2
Ne (2.12)
umgeschrieben werden. Ne ist die Gesamtelektronenzahl
∑
iγσ niγσ. Die lokale Singulett–
Triplett–Aufspaltung fu¨r verschiedene orbitale Besetzung kann nun direkt abgelesen wer-
den mit
~Siθ · ~Si = 1
2
(
~S2i − ~S2iθ − ~S2i
)
=
1
2
(
~S2i −
3
2
)
:
{
−3
4
fu¨r S = 0 ,
1
4
fu¨r S = 1 ,
(2.13)
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wobei der Eigenwert von ~S2i durch S(S + 1) gegeben ist. Damit fu¨hrt ein Singulett
(S = 0) zu einer Energieverschiebung +J und ein Triplett (S = 1) zu −J . Die Triplett–
Konfiguration wird somit energetisch bevorzugt. Der Hamiltonoperator la¨sst sich nun
durch Spin– und Pseudospin–Operatoren darstellen und man findet [33]
H = Ht +Hph − 2gω0
∑
i
(
b+i + bi
)
T zi
−
∑
i
(
aS S
2
i + aT T
2
i + aST
~Siθ · ~Si
)
+
3
4
(aS + aT )Ne (2.14)
mit aS =
1
6
(4U + 2Uo − J), aT = Uo − J2 und aST = −43 (U − Uo − J). Die Terme der
zweiten Zeile entsprechen Hee. Neben den Operatoren S
λ und T µ definieren wir neun
Kombinationen
Πλµi =
1
2
∑
γγ′σσ′
c+iγσσ
λ
γγ′σ
µ
σσ′ciγ′σ′ . (2.15)
Die 15 Operatoren Sλ, T µ und Πλµ bilden die Generatoren der SU(4) [31]. Fu¨r die
Kommutatorrelationen findet man [34]
[Παβ , Sγ]− =

βγλΠ
αλ [Sα, Sβ]− =

αβγ S
γ
[Παβ , T γ]− =

αγλΠ
λβ [T α, T β]− =

αβγ T
γ
[Παβ ,Πγλ]− =

δαγ βλδ S
δ +

δβλ αγδ T
δ [Sα, T β]− = 0 .
(2.16)
Zur Diskussion der Symmetrie des Hamiltonoperators ist eine Darstellung in den gewa¨hl-
ten Generatoren der SU(4) hilfreich. Da die Spin–Operatoren Sλiγ keine dieser Genera-
toren sind, verwenden wir die aus den Gleichungen (2.11) folgende Identita¨t ~Siθ · ~Si =
1
8
(
S2i − 3T 2i + 6 (T zi )2
)
. Fu¨r Hee dargestellt in den angefu¨hrten Generatoren der SU(4)
ergibt sich damit
Hee = −
∑
i
(
bS S
2
i + bT T
2
i + bz (T
z
i )
2)+ (3
4
(bS + bT ) +
1
4
bz
)
Ne (2.17)
mit bS =
1
2
(U + Uo), bT =
1
2
(U + Uo − 2J) und bz = −U + Uo + J . Da das Hu¨pfen
als orbitalerhaltend angenommen wurde, ergibt sich aufgrund der Ladungserhaltung in
jedem Orbital eine U(1)θ × U(1)–Symmetrie mit den Generatoren
∑
i
niθ und
∑
i
ni.
Da Ladungserhaltung in jedem Orbital gilt, ist auch die Gesamtladung erhalten und
der Ne–Term verursacht keine Symmetriebrechung. Der Doppelhoppingterm bricht die
U(1)θ × U(1)–Symmetrie, da nur noch die Gesamtladung mit dem Generator
∑
i ni
erhalten ist.
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SU(4)-Symmetrie
Betrachtet man den Fall U = Uo und g = J = 0 oder im adiabatischen Grenzfall
U eff = U − 2Ep = Uo+2Ep = U effo bei J = 0, bleibt im lokalen elektronischen Anteil von
Gl. (2.14) nur der Term
Hee = −U
∑
i
(
T 2i + S
2
i
)
+
3
2
UNe (2.18)
erhalten. Dieser kommutiert nicht nur mit Sλ und T µ, sondern auch mit den neun Kom-
binationen Πλµ und ist somit SU(4)–invariant. Dies macht man sich durch Wechsel in die
kanonische Basis klar. Man wa¨hlt aus Gru¨nden der u¨bersichtlicheren mathematischen
Beschreibung die Operatoren Snm(i) = c
+
imcin [35], wobei m,n = 1, . . . , 4. In den Indizes
m,n sind orbitale und Spin–Freiheitsgrade zusammengefaßt als 1 = θ↑, 2 = θ↓, 3 = ↑
und 4 = ↓. Es handelt sich bei Snm um die 16 Generatoren der U(4), da die Ladungser-
haltung durch den Operator
∑
i,m S
m
m(i) beru¨cksichtigt wurde. Die bisher eingefu¨hrten
Operatoren lassen sich durch die Snm ausdru¨cken. Die Zusammenha¨nge sind in Anhang
B aufgelistet. Die Matrixeintra¨ge der Snm–Operatoren ergeben (S
n
m)kl = δkmδln. Fu¨r die
Kommutatorrelation findet man[
Snm(i), S
l
k(j)
]
− = δij
(
δnkS
l
m(i)− δmlSnk (i)
)
. (2.19)
Ferner gilt die Relation
4∑
k,l=1
Skl (i)
(
Skl (i)
)+
= ni (4− ni) = 2
(
T 2i + S
2
i
)
(2.20)
mit ni =
∑
γσ niγσ. Die erste Identita¨t la¨sst sich mit Hilfe der Defintion der S
n
m zeigen. Zu
dem Ausdruck mit lokalen Spin– und Pseudospins gelangt man unter Verwendung der in
Gl. (2.11) gegebenen Identita¨ten. Aus Gl. (2.20) liest man ab, dass Hee und damit H0 fu¨r
U = Uo und J = 0 als La¨nge eines Vektors im Raum aufgespannt durch die Generatoren
Snm ausgedru¨ckt werden kann. Da diese La¨nge invariant ist unter Rotationen in diesem
Raum ist H0 lokal SU(4)–invariant. Fu¨r den kinetischen Anteil beno¨tigen wir globale
Operatoren und es gilt
[Ht,
∑
i
Snm(i)]− = [H,
∑
i
Snm(i)]− = 0 . (2.21)
Somit besitzt der Hamiltonoperator fu¨r diese Parameterwahl globale SU(4)–Symmetrie.
SU(2)Spin × SU(2)Orb-Symmetrie
Gilt U = Uo + J bzw. im adiabatischen Fall U
eff = U effo + J , so la¨sst sich der lokale
elektronische Beitrag schreiben als
Hee = −
(
Uo +
J
2
)∑
i
(
S2i + T
2
i
)
+ J
∑
i
T 2i +
3
4
UoNe . (2.22)
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Der erste Beitrag ist SU(4)–invariant, wie wir aus Gl. (2.20) wissen. Der T 2–Term bricht
diese Symmetrie. Da dieser Beitrag allein nicht mit den Παβ–Operatoren kommutiert,
jedoch mit Sα und T α, findet man fu¨r Hee aus Gl. (2.22) lokal (und damit natu¨rlich auch
global) SU(2)Spin × SU(2)Orb–Symmetrie. Unter Beru¨cksichtigung von Gl. (2.21) stellt
man somit fu¨r U = Uo + J fest, dass unabha¨ngige Rotationen im Raum der globalen
Spins und Pseudospins H unvera¨ndert lassen. Die Generatoren der jeweiligen SU(2) sind
Sλ bzw. T µ und ko¨nnen als Linearkombinationen der Snm dargestellt werden.
Symmetriebrechung durch Jahn-Teller-Effekt und Hundsche Kopplung
Betrachtet man nun die durch die Hundsche und E ⊗β–Kopplung hervorgerufene Sym-
metriebrechung, erkennt man, dass beide Beitra¨ge die Symmetrie bezogen auf die elek-
tronischen Komponenten nur im orbitalen Sektor reduzieren. Abzulesen ist dies an den
Umformulierungen des Hamiltonoperators Gl. (2.14) und (2.17). Fu¨r beliebige Parame-
terwahl ergibt sich ein linearer und ein quadratischer Term in T zi , der vom elektroni-
schen bzw. Elektron–Phonon–Beitrag herru¨hrt. Daher bleibt die Spinisotropie erhalten,
wa¨hrend sich die orbitale Symmetrie von SU(2) auf U(1), generiert durch T z, reduziert.
Fu¨r den Beitrag der Hundschen Kopplung ist dies auch in Referenz [30] angegeben.
Da T zi nicht nur mit obigen Generatoren, sondern auch mit Π
zα kommutiert, kann fu¨r
beliebige Parameter U , Uo und g unter der Bedingung J = 0 auch von einer zugrunde
liegenden U(1)× SU(2)× SU(2)–Symmetrie ausgegangen werden, die wie folgt zu ver-
stehen ist. Die U(1)–Symmetrie wird im orbitalen Raum durch T zi generiert. Aus den
sechs Operatoren Πzα und Sα ko¨nnen die lokalen Spin–Operatoren in einem Orbital,
Sαiθ =
1
2
(Πzαi + S
α
i ) und S
α
i =
1
2
(Πzαi − Sαi ), definiert werden. Diese Operatoren erfu¨llen
die Spin–Algebra (Gl. (2.9)) und kommutieren fu¨r verschiedene orbitale Indizes. Sie bil-
den daher die Generatoren der SU(2)θ×SU(2). Diese Symmetrie spiegelt die Invarianz
unter Rotation im Spin–Raum der jeweiligen Orbitale θ und  wider.
A¨quivalent hierzu ist die Betrachtung der Operatoren Πzα und Sα als Generatoren
der SO(4). Sie erfu¨llen gema¨ß Gl. (2.16) die notwendigen Kommutatorrelationen [36]. Zu
beachten ist, dass ~Siθ · ~Si und T 2i nicht mit Πzαi kommutieren, wohl aber die Kombination
~Siθ · ~Si+ 12T 2i . Diese spaltet auf in einen SU(4)–invarianten Anteil und einen (T zi )2–Term
und daher findet man[
~Siθ · ~Si + 1
2
T 2i ,Π
zα
]
−
=
[
1
8
(
S2i + T
2
i
)
+
3
4
(T zi )
2 ,Πzα
]
−
= 0 . (2.23)
Damit erhalten wir eine analoge Beschreibung der elektronischen Symmetrie fu¨r den
Hamiltonoperator Gl. (2.14) bzw. (2.17). Um die SU(2)θ × SU(2)–Symmetrie von Hee
zu veranschaulichen, verwenden wir noch die Relation (T zi )
2 = S2i +T
2
i − 32
∑
γ S
2
iγ. Damit
kann dieser Beitrag wieder mit Generatoren der Gruppe ausgedru¨ckt werden. Man findet
mit J = 0 fu¨r H¯0 = H0 − CNe − Hph (die Konstante C ist in den Gleichungen (2.14)
18
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bzw. (2.17) angegeben)
H¯0 = −
∑
i
(
aS
(
S2i + T
2
i
)
+ aST
(
~Siθ · ~Si + 1
2
T 2i
)
+ 2gω0
(
b+i + bi
)
T zi
)
= −
∑
i
(
bS
(
S2i + T
2
i
)
+ bz (T
z
i )
2 + 2gω0
(
b+i + bi
)
T zi
)
= −
∑
i
((
bS +
1
2
bz
)(
S2i + T
2
i
)− 2
3
bz
∑
γ
S2iγ + 2gω0
(
b+i + bi
)
T zi
)
.(2.24)
Der erste Beitrag ist wie bereits gezeigt SU(4)–invariant. Die Reduzierung auf SU(2)θ×
SU(2) wird von den beiden folgenden Beitra¨gen in gleicher Weise generiert. Die Hund-
sche Kopplung erzeugt einen T 2i –Term mit einem unabha¨ngigen Kopplungsparameter
und erniedrigt somit die SU(2)θ × SU(2)–Symmetrie zu SU(2)Spin. Die Jahn–Teller–
Kopplung bricht im Gegensatz zur lokalen Spinkopplung in verschiedenen Orbitalen diese
Symmetrie nicht. Die Ergebnisse dieses Abschnitts sind in Tabelle 2.1 zusammengefasst.
Parita¨t
Neben den oben angefu¨hrten elektronischen Symmetrien des Hamiltonoperators existiert
eine weitere Erhaltungsgro¨ße, die auch die phononischen Freiheitsgrade mit einbezieht.
Es handelt sich um die Parita¨t. Der zugeho¨rige Parita¨tsoperator P = RF besteht aus
einem phononischen und einem elektronischen Beitrag, R und F , die gegeben sind durch
[37, 38]
P = RF mit R = exp
(

pi
∑
i
b+i bi
)
und (2.25)
F = exp
(

pi
∑
i
(
T yi −
1
2
ni
))
= exp
(
pi
2
∑
iσ
~c+iσ (σ
y −  )~ciσ
)
mit ~ciσ =
(
ciθσ
ciσ
)
.
Fu¨r die Wirkung der Parita¨tsoperation auf die elektronischen und bosonischen Erzeuger
und Vernichter findet man
P+~ciσP = σy~ciσ und P+b(+)i P = −b(+)i . (2.26)
Da P = P+ = P−1 gilt, ist P2 =  . Die Eigenwerte sind demnach p = ±1. Die
Parita¨tsoperation la¨sst H invariant. H − HJT ist zudem invariant bezu¨glich R und F .
Beide Operationen wechseln das Vorzeichen von HJT und lassen in der Kombination
auch diesen Beitrag unvera¨ndert.
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Fall Parameter elektronische Symmetrie Generatoren
1 U = Uo und J, g = 0 SU(4) Π
αβ , Sα und T α
2 U, Uo, g beliebig und J = 0 U(1)Orb × SU(2)θ × SU(2) Sαθ und Sα
3 U = Uo + J und g = 0 SU(2)Orb × SU(2)Spin Sα und T α
4 U, Uo, J und g beliebig U(1)Orb × SU(2)Spin T z und Sα
Tabelle 2.1.: Elektronische Symmetrien des Hamiltonoperators Gl. (2.1) (α, β = x, y, z). Fall
1 und 3 gilt auch fu¨r adiabatische Betrachtung mit U eff = U effo und J = 0 (Fall 1) bzw.
U eff = U effo + J (Fall 3).
2.2. Die Lang-Firsov-Transformation
Wir wollen im folgenden vorwiegend mit einem durch eine entsprechend angepasste
Lang–Firsov–Transformation [10] modifizierten Hamiltonoperator arbeiten. Diese Trans-
formation fu¨hrt zum Verschwinden des E ⊗ β–Terms, versieht allerdings den Hu¨pfterm
mit einem phononischen Anteil. Die Transformation und ihre Wirkung auf die elektro-
nischen und bosonischen Operatoren ist gegeben durch
ULF =
∏
i
Ui mit Ui = e
g(b+
i
−bi)(niθ−ni) (2.27a)
U+LF b
(+)
i ULF = b
(+)
i + g(niθ − ni) und U+LF c(+)iγσ ULF = c(+)iγσX(+)iγ . (2.27b)
X+iθ = Xi = e
−g(b+
i
−bi) sind hierbei Verschiebungsoperatoren, die von der Transformation
des verschobenen harmonischen Oszillators herru¨hren. Man erha¨lt fu¨r den transformier-
ten Hamiltonoperator H˜ = U+LFHULF
H˜t = −t
∑
〈ij〉γσ
c+iγσcjγσX
+
iγXjγ
H˜0 = (U − 2Ep)
∑
iγ
niγ↑niγ↓ + (Uo + 2Ep)
∑
i
niθni
− J
∑
i
(
2~Siθ · ~Si + niθ ni
2
)
+ ω0
∑
i
b+i bi −Ep
∑
iγ
niγ
− I
∑
iγ
c+iγ↑c
+
iγ↓ciγ¯↑ciγ¯↓X
+
iγX
+
iγXiγ¯Xiγ¯ . (2.28)
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Die Transformation renormiert die lokalen Kopplungsparameter in der Form, dass
die lokale Coulomb–Wechselwirkung fu¨r Elektronen im gleichen Orbital um 2Ep er-
niedrigt wird, wa¨hrend sie fu¨r verschiedene Orbitale um den gleichen Beitrag erho¨ht
wird. Diese Renormierung liegt im Verschwinden des Jahn–Teller–Terms bei Doppelbe-
setzung verschiedener Orbitale begru¨ndet. Betrachtet man fu¨r diesen Fall einen Gitter-
platz, kompensieren sich die Ep–Beitra¨ge von (Uo + 2Ep)niθni und −Ep
∑
γ niγ. Zwei
Elektronen in einem Orbital fu¨hren im Vergleich zu einem Elektron formal zu einer Ver-
dopplung der Kopplungskonstanten. Da die Stabilisierungsenergie quadratisch in g ist,
ergibt sich insgesamt eine Energieabsenkung von −4Ep, hervorgerufen durch die Terme
(U − 2Ep)niγ↑niγ↓ und −Epniγ fu¨r γ = θ oder .
Weiter stellt man fest, dass die Hundsche Kopplung von der Transformation unberu¨hrt
bleibt. Wie erwa¨hnt handelt es sich um eine Kopplung, die auf die Ausrichtung der Spins
zueinander abzielt. Diese ist fu¨r den Jahn–Teller–Beitrag unerheblich und resultiert im
unvera¨nderten H˜J = HJ .
Beim Prozess des Doppelhopping werden wie beim Hopping–Term die rein elektroni-
schen Operatoren gema¨ß Gl. (2.27b) durch polaronische Operatoren ersetzt. Obwohl es
sich um einen lokalen Beitrag handelt und X+iγX
+
iγXiγ¯Xiγ¯ auch als (X
+
iγ)
4 = e∓4g(b
+
i
−bi) (∓
fu¨r γ = θ, ) geschrieben werden kann, la¨sst sich der lokale Anteil des Hamiltonoperators
H˜0 nicht mehr exakt lo¨sen. Der Grund liegt im unendlich dimensionalen gekoppelten
Phononenraum. Diese Problematik erkennt man bereits an einfachen Modellen wie dem
Jahn–Teller–Problem auf einem Gitterplatz mit lokalem Hu¨pfen zwischen den Orbitalen
bzw. dem Holstein–Modell auf zwei Gitterpla¨tzen.
Wie erwa¨hnt wollen wir uns allerdings nicht dem Aspekt der durch das Doppelhopping
hervorgerufenen neuen lokalen Dynamik widmen, sondern uns auf die Einflu¨sse und das
Wechselspiel von Hundscher und Elektron–Phonon–Kopplung beziehen und setzen daher
I = 0.
2.3. Zusammenfassung
In diesem Kapitel wurde das mikroskopische Modell eingefu¨hrt und erla¨utert. Betrachtet
wurde ein Zwei–Band–Hubbard–Modell und die E ⊗ β–Jahn–Teller–Kopplung. Wir ha-
ben den adiabatischen Grenzfall betrachtet und dessen Auswirkung, die Renormierung
der lokalen Coulomb–Wechselwirkungen, veranschaulicht. Die durchgefu¨hrte Symmetrie-
analyse ist bezu¨glich der guten Quantenzahlen in dem betrachteten Problem von großem
Nutzen. Die abschließend durchgefu¨hrte Lang–Firsov–Transformation ermo¨glicht uns die
Lo¨sung des lokalen Anteils des Hamiltonoperators bei Vernachla¨ssigung des Doppelhop-
pings und gibt uns somit die Mo¨glichkeit einer sto¨rungstheoretischen Behandlung des
Problems.
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Wir wollen das Wechselspiel der lokalen Elektron–Elektron–Wechselwirkung (eeW) und
der Elektron–Phonon–Wechselwirkung (epW) studieren. Bereits am Hamiltonoperator
Gl. (2.28) nach Durchfu¨hrung der Lang–Firsov–Transformation liest man ab, dass die
lokale Coulomb–Abstoßung durch die epW im gleichen Orbital reduziert wird und in
verschiedenen Orbitalen erho¨ht wird. Bei Doppelbesetzung eines Orbitals kann es al-
so zu einer attraktiven Wechselwirkung zweier Elektronen trotz Coulomb–Abstoßung
kommen, wa¨hrend die Besetzung verschiedener Orbitale an einem Gitterplatz behindert
wird. Dieses Verhalten macht man sich mit folgender U¨berlegung klar. Der U¨bergang
von Einfach– zu Doppelbesetzung in einem Orbital versta¨rkt den Jahn–Teller–Effekt
und bewirkt eine Energieabsenkung. Doppelbesetzung in verschiedenen Orbitalen kom-
pensiert den Jahn–Teller–Effekt, da die fu¨r den Effekt relevante Dichtedifferenz niθ−ni
verschwindet. Diese Renormierung und die daraus resultierenden Effekte fu¨r das Bin-
dungsverhalten der Elektronen werden in diesem Kapitel untersucht. Wir wollen uns auf
den Fall starker epW, d. h. Ep/ω0  1, und repulsiver effektiver eeW (U eff = U − 2Ep)
beschra¨nken. Analysiert werden die mo¨glichen Hu¨pfprozesse zweier Elektronen auf ei-
nem Gitter und die daraus resultierende Mo¨glichkeit der Bildung von Bipolaronen, also
eines Zustands gebundener Polaronen. Einige Ergebnisse dieses Abschnitts sind bereits
in [39] publiziert.
3.1. Das Holstein-Hubbard-Modell
Zuna¨chst wollen wir analysieren, welche Effekte bereits das Ein–Band–Hubbard–Modell
mit epW liefert. Hier koppelt die symmetrieerhaltende breathing–Mode an die lokale
Dichte an jedem Gitterplatz. Der Holstein–Hubbard(HH)–Hamiltonoperator, welcher
neben der epW auch die lokale Wechselwirkung der Elektronen untereinander beru¨ck-
sichtigt, ist durch
HHH = −t
∑
〈ij〉σ
c+iσcjσ +
∑
i
(
ω0 b
+
i bi − gω0(b+i + bi)ni + Uni↑ni↓
)
(3.1)
mit ni = ni↑ + ni↓ gegeben.
Im folgenden werden zwei Elektronen im System betrachtet. Es wird untersucht, wel-
chen Einfluß die epW und die lokale Wechselwirkung der Elektronen auf die Bildung von
Polaronpaaren, sogenannten Bipolaronen, haben. Im Rahmen einer Hoppingentwicklung
bzw. im Regime starker ep–Kopplung (Ep/ω0  1) wird untersucht, welche Hu¨pfprozesse
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a)
b)
c)
d)
d1)
d2)
e)
e1)
e2)
Ht
Ht
Ht
Ht
Ht
Ht
Ht
Ht
Ht
Ht
+Phononen
+Phononen
+Phononen
+Phononen
+Phononen
a) − t
2 e−2E˜p
ω0
∞∑
n=1
(E˜p)
n
n!n
≈ − e−E˜p t
2
Ep
b) − t
2 e−2E˜p
ω0
∞∑
n=1
(E˜p)
n
n!n
≈ − e−E˜p t
2
Ep
c) − t
2 e−2E˜p
ω0
∞∑
n=1
(2E˜p)
n
n!n
≈ − t
2
2Ep
d) − t
2 e−2E˜p
ω0
∞∑
n=0
(E˜p)
n
n! (n + U˜ − 2E˜p)
≈ − e−E˜p t
2
U − Ep
e) − t
2 e−2E˜p
ω0
∞∑
n=0
(2E˜p)
n
n! (n + U˜ − 2E˜p)
≈ − t
2
U
Abbildung 3.1.: Hu¨pfprozesse und die zugeho¨rigen Energiekorrekturen. Die abgesenkten Nive-
aus entsprechen −Ep fu¨r Einfach– und −2Ep fu¨r Doppelbesetzung. Die Prozesse d1) und d2)
liefern denselben Beitrag zur Energiekorrektur, ebenso wie e1) und e2). A˜ steht fu¨r A/ω0 mit
A = U , Ep.
24
3.1. Das Holstein–Hubbard–Modell
 
 

 


 


 


 

	
	









 


 


 


 










 

ﬀ
ﬀ ﬁ
ﬁ
ﬂ
ﬂ ﬃ
ﬃ

  
 
!
!
"
"
#
#
$ $ $
$ $ $
$ $ $
% %
% %
% %
& & &
& & &
& & &
' '
' '
' '
( (
( (
( (
) )
) )
) )
* *
* *
* *
+ +
+ +
+ +
, , ,
, , ,
, , ,
- -
- -
- -
. . .
. . .
. . .
/ /
/ /
/ /
0 0
0 0
0 0
1 1
1 1
1 1
2 2
2 2
2 2
3 3
3 3
3 3
4
4
5
5 6
6
7
7 8
8
9
9 :
:
;
; <
<
=
=
>
>
?
?
@ @ @
@ @ @
@ @ @
A A
A A
A A
B B B
B B B
B B B
C C
C C
C C
D D D
D D D
D D D
E E
E E
E E
F F F
F F F
F F F
G G
G G
G G
H H H
H H H
H H H
I I I
I I I
I I I
J J J
J J J
J J J
K K K
K K K
K K K
L
L
M
M N
N
O
O P
P
Q
Q R
R
S
S T
T
U
U
V
V
W
W X X X
X X X
X X X
Y Y
Y Y
Y Y
Z Z Z
Z Z Z
Z Z Z
[ [
[ [
[ [
\
\
]
] ^
^
_
_ `
`
a
a b
b
c
c d
d
e
e
f
f
g
g
h h h
h h h
h h h
i i
i i
i i
j j j
j j j
j j j
k k
k k
k k
l l
l l
l l
m m
m m
m m
n n
n n
n n
o o
o o
o o
p
p
q
q r
r
s
s t
t
u
u v
v
w
w x
x
y
y
z
z
{
{ | | |
| | |
| | |
} }
} }
} }
~ ~ ~
~ ~ ~
~ ~ ~
 
 
 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
 
 
  
  
  
 
 
 
  
  
  
 
 
 
Ł Ł Ł
Ł Ł Ł
Ł Ł Ł
 
 
 
  
  
  
 
 
 
  
  
  
 
 
 



 


 


 


 







 
 
 
 
 
 
 
 
 
 
 
 
   
   
   
¡ ¡
¡ ¡
¡ ¡
¢ ¢
¢ ¢
¢ ¢
£ £
£ £
£ £
¤ ¤ ¤
¤ ¤ ¤
¤ ¤ ¤
¥ ¥
¥ ¥
¥ ¥
¦ ¦ ¦
¦ ¦ ¦
¦ ¦ ¦
§ §
§ §
§ §
¨ ¨
¨ ¨
¨ ¨
© ©
© ©
© ©
ª ª
ª ª
ª ª
« «
« «
« «
¬
¬
­
­
®
®
¯
¯
°
°
±
± ²
²
³
³
´
´
µ
µ
¶
¶
·
· ¸
¸
¹
¹
º
º
»
»
¼
¼
½
½ ¾
¾
¿
¿
À
À
Á
Á
Â
Â
Ã
Ã
Ä
Ä
Å
Å
Æ
Æ
Ç
Ç
È
È
É
É Ê
Ê
Ë
Ë
Ì
Ì
Í
Í
Î
Î
Ï
Ï Ð
Ð
Ñ
Ñ
Ò
Ò
Ó
Ó
Ô
Ô
Õ
Õ Ö
Ö
×
×
Ø
Ø
Ù
Ù
Ú
Ú
Û
Û
Ü Ü Ü
Ü Ü Ü
Ü Ü Ü
Ý Ý
Ý Ý
Ý Ý
Þ Þ Þ
Þ Þ Þ
Þ Þ Þ
ß ß
ß ß
ß ß
à à à
à à à
à à à
á á
á á
á á
â â â
â â â
â â â
ã ã
ã ã
ã ã
ä ä
ä ä
ä ä
å å
å å
å å
æ æ
æ æ
æ æ
ç ç
ç ç
ç ç
è è
è è
è è
é é
é é
é é
ê ê
ê ê
ê ê
ë ë
ë ë
ë ë
ì ì ì
ì ì ì
ì ì ì
í í
í í
í í
î î î
î î î
î î î
ï ï
ï ï
ï ï
ð ð
ð ð
ð ð
ñ ñ
ñ ñ
ñ ñ
ò ò
ò ò
ò ò
ó ó
ó ó
ó ó
ô ô
ô ô
ô ô
õ õ
õ õ
õ õ
ö ö
ö ö
ö ö
÷ ÷
÷ ÷
÷ ÷
ø ø ø
ø ø ø
ø ø ø
ù ù ù
ù ù ù
ù ù ù
ú ú ú
ú ú ú
ú ú ú
û û û
û û û
û û û
ü ü
ü ü
ü ü
ü ü
ý ý
ý ý
ý ý
ý ý
þ þ
þ þ
þ þ
þ þ
ß ß
ß ß
ß ß
ß ß
     
     
     
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
	 	
	 	
	 	

 
 


 
 


 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 











 









ﬀ
ﬀ ﬁ
ﬁ
ﬂ
ﬂ
ﬃ
ﬃ


 
 
!
! "
"
#
#
$
$
%
%
&
&
'
'
(
(
)
)
*
*
+
+
,
,
-
- .
.
/
/
0
0
1
1
2
2
3
3 4
4
5
5
6
6
7
7
8
8
9
9 :
:
;
;
<
<
=
=
>
>
?
?
@ @ @
@ @ @
@ @ @
A A
A A
A A
B B B
B B B
B B B
C C
C C
C C
D D D
D D D
D D D
D D D
E E E
E E E
E E E
E E E
F F F
F F F
F F F
F F F
G G G
G G G
G G G
G G G
H H H
H H H
H H H
I I
I I
I I
J J J
J J J
J J J
K K
K K
K K
L L
L L
L L
M M
M M
M M
N N
N N
N N
O O
O O
O O
P P P
P P P
P P P
Q Q
Q Q
Q Q
R R R
R R R
R R R
S S
S S
S S
T T
T T
T T
U U
U U
U U
V V
V V
V V
W W
W W
W W
X X X
X X X
X X X
Y Y Y
Y Y Y
Y Y Y
Z Z Z
Z Z Z
Z Z Z
[ [ [
[ [ [
[ [ [
\ \ \
\ \ \
\ \ \
\ \ \
] ]
] ]
] ]
] ]
^ ^ ^
^ ^ ^
^ ^ ^
^ ^ ^
_ _
_ _
_ _
_ _
` `
` `
` `
a a
a a
a a
b b
b b
b b
c c
c c
c c
d d d
d d d
d d d
e e
e e
e e
f f f
f f f
f f f
g g
g g
g g
h
h
h
h
h
h
h
i
i
i
i
i
i
j
j
j
j
j
j
j
k
k
k
k
k
k
k
l
l
l
l
l
l
l
m
m
m
m
m
m
m
n
n
n
n
n
n
n
o
o
o
o
o
o
p
p
p
p
p
p
p
q
q
q
q
q
q
r
r
r
r
r
r
1 dim
2 dim
a = 1a > 1
Abbildung 3.2.: Hu¨pfmo¨glichkeiten der beiden Elektronen in einer und zwei Dimensionen fu¨r
Prozesse ohne exponentiellen Abfall, links fu¨r nicht benachbarte besetzte Pla¨tze, rechts fu¨r
benachbarte besetzte Pla¨tze. Die roten Kreuze stehen fu¨r Prozesse c) und die gru¨nen Kreise
fu¨r Prozesse e).
beitragen und in welchem Maße sie zu einer Energieabsenkung durch Bipolaronbildung
fu¨hren [40, 41].
Die Lang-Firsov-Transformation fu¨hrt gema¨ss Gl. (2.28) auf den Hamiltonoperator
H˜HH = −te−E˜p
∑
〈ij〉σ
e−g(b
+
i
−b+
j
)eg(bi−bj)c+iσcjσ +
∑
i
(
ω0 b
+
i bi − Ep ni + U eff ni↑ni↓
)
(3.2)
mit Ep = g
2ω0 und U
eff = U − 2Ep. Die Gro¨ßen A˜ sind dimensionslos und durch A/ω0
gegeben. In Gl. (3.2) wurde E˜p = g
2 benutzt. Spa¨ter werden wir fu¨r A auch U , Uo, J und t
verwenden. Eine Variation der ep–Kopplung fu¨hrt somit zu einem Wechsel von repulsiver
lokaler eeW hin zu attraktiver Wechselwirkung fu¨r 2Ep > U . In letzterer Situation ist die
Bildung von lokalen Bipolaronen, d. h. Doppelbesetzung eines Gitterplatzes, energetisch
bevorzugt. Sie werden in der Literatur ha¨ufig auch mit S0 abgeku¨rzt. Es stellt sich die
Frage, ob es auch im Bereich effektiver repulsiver Wechselwirkung zu Bipolaronbildung
kommt.
Die Hu¨pfmatrixelemente liefern in erster Ordnung immer eine exponentielle Renor-
mierung e−E˜p der Hu¨pfwahrscheinlichkeit t. In zweiter Ordnung tritt ebenfalls dieser
Faktor auf, wenn sich die Gitterkonfiguration des Endzustands von der des Anfangs-
zustands unterscheidet. Ist das nicht der Fall, ergibt sich ein algebraischer Abfall der
Energiekorrektur mit U bzw. 2Ep, je nachdem, ob der zweifache Hoppingprozess u¨ber
die Doppelbesetzung eines Gitterplatzes fu¨hrt oder nicht. Dies soll im folgenden gezeigt
werden.
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Fu¨r die in Abbildung 3.1 dargestellten Hu¨pfprozesse werden die Matrixelemente be-
rechnet. Anfangs- und Endzustand entsprechen einem Grundzustand bei t = 0, der im
Falle repulsiver lokaler Wechselwirkung, d. h. U > 2Ep, durch
|ai〉 = c+iσc+i+aσ′|0〉el|0〉ph = |σσ′〉i,i+a (3.3)
gegeben ist. a ist ein beliebiger Gittervektor. Um Doppelbesetzung eines Gitterplatzes
auszuschliessen, wird a = |a| 6= 0 gefordert. |0〉el(ph) kennzeichnet den elektronischen
(phononischen) Vakuumzustand. Attraktive Wechselwirkung (U < 2Ep) resultiert in
der Doppelbesetzung eines Gitterplatzes (a = 0 und σ′ = σ¯). Dieser Fall soll hier jedoch
nicht analysiert werden und wir beschra¨nken uns auf repulsive effektive Wechselwirkung.
Die zugeho¨rigen Anregungszusta¨nde sind ebenfalls elektronische Grundzusta¨nde (Abb.
3.1 a-c) oder doppelt besetzte Zusta¨nde (Abb. 3.1 d und e), jeweils mit angeregten
Phononen, und ko¨nnen daher allgemein durch
|bj〉 = c+jσc+j+bσ′ |0〉el|{m}〉ph (3.4)
beschrieben werden. Hierbei ist b = |b| = 0 mit σ′ = σ¯ zugelassen und |{m}〉ph =∏N
i=1
1√
mi
(
b+i
)mi |0〉ph ist die Phononenkonfiguration des Gitters. mi gibt die Phononen-
zahl am Gitterplatz i an. Fu¨r b = 0, also Doppelbesetzung eines Gitterplatzes, ist die An-
regungsenergie ausgehend vom Grundzustand durch U−2Ep+ω0η gegeben. η ist hierbei
die Gesamtphononenzahl (Eigenwert zum Operator
∑
i b
+
i bi). Anregungen ohne Doppel-
besetzung (b 6= 0) sind ausschließlich phononischer Natur und die Anregungsenergie ist
ω0η mit η 6= 0. Die mo¨glichen Hu¨pfprozesse und die zugeho¨rigen Energieabsenkungen
(Berechnung in Anhang C) sind in Abb. 3.1 dargestellt, wobei U˜ = U/ω0.
Um nun zu ermitteln, ob Bipolaronbildung auch fu¨r repulsive effektive Wechselwir-
kung mo¨glich ist, wird die Hu¨pfmatrix aufgestellt. Nur die fu¨hrenden Beitra¨ge, d. h.
jene ohne exponentiellen Abfall, sollen betrachtet werden. In Frage kommen somit nur
die Prozesse c) und e). Die Gemeinsamkeit dieser Prozesse liegt in der unvera¨nderten
Verzerrungskonfiguration des Gitters fu¨r Anfangs– und Endzustand. Die Prozesse a),
b) und d) a¨ndern die Besetzung des Gitters und damit die Gitterkonfiguration. Die
zugeho¨rigen Energiekorrekturen sind exponentiell geda¨mpft. Hierin liegt ein entschei-
dender Unterschied zum Hubbard–Modell. Beispielsweise fu¨hren die Prozesse d) und e)
fu¨r g → 0 zum gleichen Energiebeitrag. Fu¨r die Prozesse vom Typ e) ist zu beachten,
dass Spinaustausch keinen Einfluss auf die Verzerrung des Gitters hat und daher e1)
und e2) denselben Beitrag liefern.
Um die Energiekorrekturen sto¨rungstheoretisch zu berechnen, ist der Operator
H˜t|bj〉〈bj|H˜t
Ea − Eb (3.5)
auszuwerten und in der Basis der Grundzusta¨nde Gl. (3.3) zu diagonalisieren. Ea ist die
Grundzustandsenergie −2Ep. Die Energie Eb der angeregten Zusta¨nde ist fu¨r Doppelbe-
setztung (b = 0) U−4Ep+ω0η und sonst −2Ep+ω0η. In Abbildung 3.2 sind fu¨r eine und
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zwei Dimensionen die Hu¨pfmo¨glichkeiten der beiden Elektronen dargestellt. Das Kreuz
steht fu¨r Prozesse der Kategorie c), der Kreis fu¨r e), wobei letztere aufgrund der zwei
mo¨glichen Endzusta¨nde Beitra¨ge in der Diagonale und der Nebendiagonale liefern, da
es zu einem Spinaustausch bei e) kommen kann.
Wir betrachten nun die Matrixdarstellung des Operators aus Gl. (3.5) fu¨r verschiede-
ne Spineinstellungen der beiden Elektronen. Die Basis ist durch |↑↓〉i,i+a und |↓↑〉i,i+a
gegeben. Fu¨r a = 1, wobei der Abstand zweier benachbarter Gitterpla¨tze auf 1 normiert
ist, ergibt sich(
λ µ
µ λ
)
mit λ = − (z − 1)t
2
Ep
− 2t
2
U
und µ =
2t2
U
. (3.6)
z ist die Koordinationszahl des Gitters. Fu¨r a = 1 mit parallelen Spins oder a 6= 1 findet
man nur Diagonalbeitra¨ge. Gleichung (3.6) liefert ein Spin–Singulett, das sogenannte
benachbarte Bipolaron, |BP〉 = 1√
2
| ↑↓ − ↓↑〉i,i+1. Wir werden im folgenden sehen, dass
dieser Zustand als Grundzustand in Betracht kommt, obwohl die effektive lokale Wech-
selwirkung repulsiv ist. Hierfu¨r beno¨tigen wir die anderen Eigenzusta¨nde des Systems.
Die Zusta¨nde |σσ〉i,i+1 und 1√2 | ↑↓ + ↓↑〉i,i+1 bilden ein Triplett. Die zugeho¨rigen Ener-
gien lauten
EBP = − 4 t
2
U
+ (1− z) t
2
Ep
und ET = (1− z) t
2
Ep
. (3.7)
Die Zusta¨nde |σσ′〉i,i+a fu¨r a > 1 liefern Ea>1 = − t2Ep . Es gilt ET > Ea>1 und
ET > EBP. Jedoch findet man fu¨r U < 4Ep eine von der Koordinationszahl z unabha¨ngi-
ge Bindungsenergie ∆ der Elektronen mit
∆ = EBP −Ea>1 = t
2
Ep
− 4t
2
U
. (3.8)
Dies bedeutet, dass die beiden Elektronen fu¨r U < 4Ep, also im Bereich repulsiver
effektiver Kopplung (U eff = U−2Ep), bevorzugt in Singulett–Konfiguration auf benach-
barten Pla¨tzen auftreten. Erst fu¨r U > 4Ep ist der Energiegewinn durch das Hu¨pfen
auf einen unbesetzten Gitterplatz energetisch gu¨nstiger (Prozess c in Abbildung 3.1).
Das Triplett kommt als Grundzustand nicht in Frage, da Hu¨pfen auf den benachbarten
besetzten Gitterplatz ausgeschlossen ist und somit kein Energiegewinn u¨ber den kine-
tischen Beitrag mo¨glich ist. Eine Zusammenfassung der Zusta¨nde und Energien ist in
Abb. 3.3 schematisch dargestellt.
Fu¨r das Phasendiagramm (Abb. 3.4) ist zu beachten, dass im Falle attraktiver effek-
tiver eeW das lokale Bipolaron der bevorzugte Zustand ist. Er wird mit S0 bezeichnet.
Angrenzend an diesen Bereich findet man das benachbarte Bipolaron–Singulett, auch
S1 genannt. Fu¨r positves U eff ergibt sich eine Bindungsenergie ∆, wobei ∆ = 0 den
Bereich
”
freier“ Polaronen (a > 1) von dem der benachbarten Bipolaronen (S1) trennt.
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6
E
− 2 Ep − 4 t2U − (z − 1) t
2
Ep
− 2 Ep − z t2Ep
− 2 Ep − (z − 1) t2Ep
Singulett 1√
2
| ↑↓ − ↓↑〉i,i+1
a > 1-Zusta¨nde |σσ′〉i,i+a
Triplett
| ↑↑〉i,i+1 , 1√2 | ↑↓ − ↓↑〉i,i+1 , | ↓↓〉i,i+1
6
?
6
?
6
?
∆
t2
Ep
4 t
2
U
Abbildung 3.3.: Schematische Darstellung der Energieniveaus im Holstein–Hubbard–Modell.
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Abbildung 3.4.: Gezeigt ist das
Phasendiagramm des Hubbard–
Holstein–Modells, gu¨ltig im Re-
gime starker Kopplung. Bemer-
kenswert ist, dass im Regime re-
pulsiver effektiver Wechselwirkung
ein Zustand gepaarter benach-
barter Elektronen als Grundzu-
stand existiert. Erst bei steigender
Coulomb–Abstoßung findet man
fu¨r freie Polaronen (a > 1) eine
niedrigere Energie.
In der durchgefu¨hrten Na¨herung liest man aus Gl. (3.8) ab, dass die Phasengrenze durch
U = 4Ep gegeben ist. Diese Phasengrenze wurde in Abbildung 3.4 nicht in der angegeben
Na¨herung sondern mit den exakten Summen ermittelt.
3.2. Das Jahn-Teller-Hubbard-Modell
In diesem Abschnitt wird der Einfluss eines zusa¨tzlichen orbitalen Freiheitsgrades auf
das System untersucht und wir betrachten das E ⊗ β–Jahn–Teller–Hubbard–Modell.
Da orbitalerhaltendes Hu¨pfen angenommen wird, ko¨nnen wir im Bipolaron–Problem
zwei Situationen unterscheiden: entweder haben beide Elektronen den gleichen oder ver-
schiedene orbitale Indizes. Untersuchen wir zuna¨chst den ersten Fall und schra¨nken den
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Hilbertraum auf Zusta¨nde mit dieser Eigenschaft ein. Die interorbitalen Anteile des Ha-
miltonoperators (Beitra¨ge mit Uo und J) tragen in diesem Fall nicht bei und man findet
Hγγ = −t
∑
〈ij〉σ
c+iγσcjγσ +
∑
i
(
ω0 b
+
i bi − gγ ω0(b+i + bi)niγ + Uniγ↑niγ↓
)
(3.9)
mit gθ = g und g = −g. Die beiden Anteile fu¨r γ = θ und  unterscheiden sich somit im
orbitalen Index und im Vorzeichen der Kopplung. Dieses Verhalten spiegelt die vibro-
nische Entartung wider. Dass Hθθ und H das gleiche Spektrum zuzuordnen ist, wird
durch Anwendung des (unita¨ren) Parita¨tsoperators aus Abschnitt 2.1 klar, denn es gilt
P+HγγP = Hγ¯γ¯.
∑
γ Hγγ ist somit invariant unter der Parita¨t. Fu¨r die Summanden Hγγ
gilt das nicht. Diese zeigen aber formal die Struktur des HH–Hamiltonoperators. Diese
formale U¨bereinstimmung muss jedoch richtig interpretiert werden, da beide Modelle,
bereits was die Ankopplung der Moden angeht, vollkommen verschiedene physikalische
Gegebenheiten wiedergeben. HHH und Hγγ besitzen jedoch das gleiche Spektrum. Daher
ko¨nnen wir, falls nur ein Orbital mit Elektronen besetzt wird, die Ergebnisse aus dem
vorangegangenen Abschnitt u¨bernehmen.
Es bleibt also der Fall zu betrachten, dass sich ein Elektron im θ–, das andere im –
Orbital befindet. Das orbitalerhaltende Hu¨pfen sichert das Beibehalten dieser Situation,
da U¨berga¨nge von θ nach  (und umgekehrt) ausgeschlossen sind. Zusa¨tzlich zur lokalen
Coulomb–Wechselwirkung in verschiedenen Orbitalen Uo wollen wir auch untersuchen,
welchen Einfluss die Hundsche Kopplung J auf das System zweier Polaronen auf einem
Gitter hat.
3.2.1. Resultate fu¨r Hundsche Kopplung J = 0
Betrachtet wird im folgenden wieder das Regime starker ep–Kopplung (Ep/ω0  1)
und repulsiver lokaler Wechselwirkung. Zuna¨chst wollen wir die Effekte ohne Beru¨ck-
sichtigung der Hundschen Kopplung analysieren. Sind beide Orbitale besetzt, ergeben
sich bisher nicht untersuchte Hu¨pfprozesse, dargestellt in Abbildung 3.5. Zusa¨tzlich sind
die Energiekorrekturen durch die Hu¨pfprozesse exakt und im Falle starker ep–Kopplung
angegeben.
Prozess c) liefert vo¨llig analog zum vorangegangenen Abschnitt den Beitrag − t2
2Ep
und
auch die Beitra¨ge zu a) sind in beiden Fa¨llen identisch. Der Grund liegt darin, dass nur
ein Elektron am Hu¨pfprozess beteiligt ist und das zweite Elektron auf das Hu¨pfen keinen
Einfluss hat. Dieses Resultat ist unabha¨ngig von den Spineinstellungen der Elektronen
und vom orbitalen Index des hu¨pfenden Elektrons.
In allen Prozessen ohne einen doppelt besetzten Platz als Anregungszustand, also a)–
c), hat die Spineinstellung der Elektronen keine Auswirkung auf die Energiekorrektur.
Allerdings kommt hier im Vergleich zum Ein–Band–Fall ein neuer Aspekt zum Tragen.
Wa¨hrend der HH–Fall identische Resultate fu¨r a) und b) liefert, unterscheiden sich die
Ergebnisse im E ⊗ β–Fall. Prozess b) ist der Prozess des
”
Hinterherhu¨pfens“ des zwei-
ten Elektrons mit interessanten Auswirkungen. Da das –Elektron auf einen Gitterplatz
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a)
b)
c)
d)
d1)
d2)
e)
e1)
e2)
Ht
Ht
Ht
Ht
Ht
Ht
Ht
Ht
Ht
Ht
+Phononen
+Phononen
+Phononen
+Phononen
+Phononen
θ

a) − t
2 e−2E˜p
ω0
∞∑
n=1
(E˜p)
n
n!n
≈ − t
2 e−E˜p
Ep
b) − t
2 e−2E˜p
ω0
∞∑
n=1
(−E˜p)n
n!n
≈ t
2 e−2E˜p
ω0
(
e−E˜p
E˜p
+ γ + ln(E˜p)
)
c) − t
2 e−2E˜p
ω0
∞∑
n=1
(2E˜p)
n
n!n
≈ − t
2
2Ep
d1) − t
2 e−2E˜p
ω0
∞∑
n=0
(−E˜p)n
n! (n+ U˜o + 2E˜p)
≈ − e−3E˜p t
2
Uo + Ep
d2) − t
2 e−2E˜p
ω0
∞∑
n=0
(E˜p)
n
n! (n+ U˜o + 2E˜p)
≈ − e−E˜p t
2
Uo + 3Ep
e1) − t
2 e−2E˜p
ω0
∞∑
n=0
(2E˜p)
n
n! (n+ U˜o + 2E˜p)
≈ − t
2
Uo + 4Ep
e2) − t
2 e−2E˜p
ω0
∞∑
n=0
(−2E˜p)n
n! (n+ U˜o + 2E˜p)
≈ − e−4E˜p t
2
Uo
.
Abbildung 3.5.: Hu¨pfprozesse bei Besetzung verschiedener, entarteter Orbitale (θ und ) und
die zugeho¨rigen Energiekorrekturen ohne Darstellung der energetischen Verschiebung. A˜ steht
fu¨r A/ω0 mit A = Uo, Ep.
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hu¨pft, der vorher durch ein θ–Elektron besetzt war, muss die Gitterverzerrung
”
umge-
kehrt“ werden. Daher kostet dieser Prozess im Gegensatz zu allen anderen Beitra¨gen
Energie.
A¨hnliches Verhalten findet sich auch fu¨r d) und e) wieder. Im HH–Fall liefern d1)
und d2) bzw. e1) und e2) die gleichen Energiekorrekturen. Fu¨r die Situation verschie-
dener orbitaler Besetzung ist jedoch zu unterscheiden, ob beide Hu¨pfprozesse in einem
Orbital stattfinden oder in verschiedenen. Ersteres kompensiert den exponentiellen Vor-
faktor 2E˜p ganz (e1) oder teilweise (d2). Hu¨pfen in θ und  versta¨rkt die exponentielle
Da¨mpfung (d1 und e2). Zuru¨ckzufu¨hren ist das auf die entgegengesetzten Verzerrun-
gen, die von X+iγ in verschiedenen Orbitalen hervorgerufen werden. Die Folge ist eine
alternierende Summe, die zu einer wesentlich geringeren Energieabsenkung fu¨hrt.
Kann nun ein Zustand mit beiden Elektronen in verschiedenen Orbitalen ein neuer
Grundzustand sein? Bezu¨glich der beiden Orbitale und der jeweiligen Raumrichtung
erha¨lt man, wie im vorangegangen Abschnitt gezeigt, fu¨r den Grundzustand ein be-
nachbartes Bipolaron. Vernachla¨ssigt man wieder die exponentiell schwachen Terme,
ergeben sich nur Diagonalbeitra¨ge. Unter Beru¨cksichtigung der Koordinationszahl zur
Gewichtung der Beitra¨ge zur Energiekorrektur ergibt sich fu¨r das Bipolaronproblem im
E⊗β–Jahn–Teller–Hubbard–Modell zusammenfassend das in Abbildung 3.6 dargestellte
Schema. Setzt man voraus, dass sich die beiden Elektronen in verschiedenen Orbitalen
befinden, liegt die Energie
”
freier“ Polaronen immer niedriger als die der a = 1-Zusta¨nde.
Als Grundzustand kommen also je nach Parameterwahl freie Polaronen und lokale oder
benachbarte Bipolaronen in Betracht.
Das Phasendiagramm ist identisch mit dem Phasendiagramm fu¨r das HH–Modell Abb.
3.4, jedoch mit zusa¨tzlicher zweifacher vibronischer Entartung der Zusta¨nde. Benachbar-
te |θ〉–Zusta¨nde kommen nicht als Grundzustand in Frage. Die Ursache ist der Jahn–
Teller–inaktive Anregungszustand bei Doppelbesetzung (niθ = ni) und die exponentiell
mit Ep unterdru¨ckte Energiekorrekur bei Prozessen mit orbitalem Austausch (e2).
3.2.2. Resultate fu¨r Hundsche Kopplung J 6= 0
Beru¨cksichtigt man außerdem die Hundsche Kopplung J fu¨r Elektronen in verschiedenen
Orbitalen, wird die Spinentartung benachbarter Elektronen aufgehoben. Die angeregten
Zusta¨nde bei Doppelbesetzung eines Platzes in verschiedenen Orbitalen sind in Tabelle
3.7 angegeben [2]. |β1/2/3〉 bilden ein lokales Spin–Triplett. Ihre Energie wird um den
Beitrag −J abgesenkt. Das lokale Spin–Singulett |β4〉 wird um den gleichen Beitrag
angehoben.
Vernachla¨ssigt man wie vorher die Terme mit exponentieller Renormierung, erha¨lt man
im Regime starker Kopplung (Ep/ω0  1) die in Abb. 3.6 aufgelisteten Beitra¨ge. Durch
diese Aufspaltung der Anregungsenergien wird auch die Entartung der benachbarten
Elektronen in verschiedenen Orbitalen aufgehoben. Die Triplett–Konfiguration benach-
barter Elektronen ist energetisch bevorzugt, da die Anregungsenergie um J niedriger
ist. Das Spin–Singulett ist bei Beru¨cksichtigung der Hundschen Kopplung energetisch
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J = 0 J 6= 0
E + 2Ep +
(z−1)t2
Ep
−4t2
U
−4t2
U
−t2
Ep
−2t2
Uo+4Ep
−2t2
Uo−J+4Ep
−2t2
Uo+J+4Ep
0
∆
|γγ〉| ↑↑〉i,i+1
1√
2
|γγ〉| ↑↓ + ↓↑〉i,i+1
|γγ〉| ↓↓〉i,i+1
1√
2
|γγ〉| ↑↓ − ↓↑〉i,i+1
|γγ¯〉| ↑↑〉i,i+1
1√
2
|γγ¯〉| ↑↓ + ↓↑〉i,i+1
|γγ¯〉| ↓↓〉i,i+1
1√
2
|γγ¯〉| ↑↓ − ↓↑〉i,i+1
|γγ¯〉|σσ′〉i,i+a mit a > 1
|γγ¯〉|σσ′〉i,i+1
Abbildung 3.6.: Schematische Darstellung der Energieniveaus im E⊗β–Jahn–Teller–Hubbard–
Modell fu¨r das Bipolaronproblem.
Zustand Energie
|β1〉 = c+iθ↑c+i↑|0〉el|{n}〉ph Uo − J + ω0η
|β2〉 = 1√2
(
c+iθ↑c
+
i↓ + c
+
iθ↓c
+
i↑
) |0〉el|{n}〉ph Uo − J + ω0η
|β3〉 = c+iθ↓c+i↓|0〉el|{n}〉ph Uo − J + ω0η
|β4〉 = 1√2
(
c+iθ↑c
+
i↓ − c+iθ↓c+i↑
) |0〉el|{n}〉ph Uo + J + ω0η
Abbildung 3.7.: Zusta¨nde mit Doppelbesetzung in verschiedenen Orbitalen und Energien des
lokalen Hamiltonoperators. η ist die Gesamtphononenzahl, also Eigenwert zu
∑
i b
+
i bi, und
charakterisiert somit die phononischen Anregungen.
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ungu¨nstiger. Bei Doppelbesetzung verschiedener Orbitale ist kein Jahn–Teller–Effekt
und daher kein Energiegewinn durch die ep–Kopplung mo¨glich. Die Hundsche Kopplung
hingegen bevorzugt Doppelbesetzung bei Triplett–Konfiguration. Sie wirkt demnach fu¨r
Spin–Tripletts dem Jahn–Teller–Effekt entgegen und versta¨rkt ihn fu¨r Spin–Singuletts.
Dennoch reicht der Einfluss von J im Bereich starker ep–Kopplung und fu¨r Uo > J
nicht aus, um die benachbarten Spin–Tripletts energetisch soweit abzusenken, dass sie
niedriger als die freien Bipolaronen liegen.
3.3. Zusammenfassung
Wir haben die Bildung von Bipolaronen fu¨r das Holstein–Hubbard– und E ⊗ β–Jahn–
Teller–Hubbard–Modell im Regime repulsiver effektiver Coulomb–Wechselwirkung (U >
2Ep) und fu¨r starke Elektron–Phonon–Kopplung (Ep/ω0  1) verglichen. Wie bei Bon-
ca et al. [41] angemerkt, ist im Holstein–Hubbard–Fall das nicht exponentiell geda¨mpfte
Austausch–Matrixelement in zweiter Ordnung Sto¨rungstheorie verantwortlich fu¨r die
Bildung eines Bipolarons bei starker Elektron–Phonon–Kopplung (Prozess e2 in Abbil-
dung 3.1). Wird hingegen die E ⊗ β–Kopplung bei Besetzung verschiedener Orbitale
betrachtet, findet man fu¨r eben dieses Matrixelement exponentielle Da¨mpfung (Prozess
e2 in Abbildung 3.5). Die Ursache liegt in der A¨nderung der Gitterverzerrung beim
Austauschprozess. Dies fu¨hrt bei Besetzung verschiedener Orbitale zu bevorzugter Bil-
dung von freien Polaronen. Im Regime starker Kopplung erha¨lt man fu¨r das Bipolaron–
Problem bei Betrachtung des Jahn–Teller–Hubbard–Falls formal das Phasendiagramm
des Holstein–Hubbard–Falls. In der Phase freier Polaronen sind Zusta¨nde mit gleicher
und verschiedener orbitaler Besetzung entartet, da die Elektronen nur auf leere Git-
terpla¨tze hu¨pfen und somit nicht wechselwirken. Das lokale und das benachbarte Bi-
polaron wird von Elektronen im gleichen Orbital gebildet, da in diesem Fall die lokale
Coulomb–Wechselwirkung durch den Jahn–Teller–Effekt abgesenkt wird. Das benach-
barte Bipolaron ist ein Spin–Singulett–Zustand fu¨r benachbarte Elektronen. Die Hund-
sche Kopplung senkt die Anregungsenergie bei Doppelbesetzung verschiedener Orbitale
ab. Diese Absenkung reicht im Regime starker Elektron–Phonon–Kopplung jedoch nicht
aus, um das benachbarte Spin–Triplett im Vergleich zu den freien Polaronen energetisch
zu begu¨nstigen.
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4. Effektiver Hamiltonoperator fu¨r
viertel Fu¨llung und E ⊗ β-Kopplung
4.1. Herleitung von Heff
Um Aussagen u¨ber den Grundzustand und die energetisch niedrig liegenden Anregungen
machen zu ko¨nnen, werden wir im folgenden einen effektiven Hamiltonoperator ableiten.
Heff wird den quantenmechanischen Charakter der Phononen beru¨cksichtigen und es er-
gibt sich ein Spin–Orbital–Hamiltonoperator vom Kugel–Khomskii–Typ [42, 43] mit, im
Vergleich zum rein elektronischen Fall, renormierten Kopplungsparametern. Vorteilhaft
ist, dass die Gro¨ße des zu behandelnden Hilbertraums fu¨r das effektive Modell durch die
Anzahl der elektronischen Freiheitsgrade festgelegt ist. Die phononischen Anregungen,
die im E ⊗ β–JT–Modell einen unendlich dimensionalen Hilbertraum vorgeben, gehen
in Heff u¨ber die modifizierten Kopplungen ein. Fu¨r kleine Systeme lassen sich dann Aus-
sagen u¨ber das exakte Spektrum und die Eigenzusta¨nde von Heff machen.
Zur Berechnung des effektiven Hamiltonoperators projizieren wir in den Raum der
Einfachbesetzung aller Gitterpla¨tze (viertel Fu¨llung) ohne phononische Anregungen be-
zu¨glich der durch die Lang–Firsov–Transformation hervorgerufenen verschobenen har-
monischen Oszillatorzusta¨nde. Wir beschra¨nken uns also auf den Fall repulsiver effek-
tiver Coulomb–Wechselwirkung, impliziert durch die Forderungen U − 2Ep > 0 und
Uo−J +2Ep > 0. Unter Beru¨cksichtigung von Hu¨pfprozessen, die eine Doppelbesetzung
erzeugen und anschließend in den Raum der Einfachbesetzung zuru¨ckfu¨hren, findet man
(Anhang E)
Heff =
∑
〈ij〉
{
α+
(
T xi T
x
j + T
y
i T
y
j
)
+
(
2γ − β+)T zi T zj + 14 (2γ + β+)
}{
~Si · ~Sj − 1
4
}
+
{
α−
(
T xi T
x
j + T
y
i T
y
j
)
+ β−
(
T zi T
z
j −
1
4
)}{
~Si · ~Sj + 3
4
}
=
∑
〈ij〉
JS ~Si · ~Sj + JT ~Ti · ~Tj + JST
(
~Ti · ~Tj
) (
~Si · ~Sj
)
+∆T T
z
i T
z
j +∆ST T
z
i T
z
j
(
~Si · ~Sj
)
+ C , (4.1)
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Abbildung 4.1.: Kopplungsparameter in Einheiten 2t2/ω0 als Funktion der Stabilisierungs-
energie Ep/ω0 = g
2 fu¨r U = 4ω0, Uo = 3ω0 und J = ω0. Die Abbildungen zeigen die Kopp-
lungsparameter fu¨r die unterschiedlichen Schreibweisen von Heff aus Gl. (4.1).
mit den Kopplungsparametern (dargestellt in Abb. 4.1)
α± = 2ω0 t˜ 2 e−2E˜p Γ¯
(
U˜o ± J˜ + 2E˜p , 2E˜p
)
,
β± = 2ω0 t˜ 2 e−2E˜p Γ¯
(
U˜o ± J˜ + 2E˜p , −2E˜p
)
, Γ¯(a, y) =
∞∑
n=0
(−y)n
n!(n+ a)
,
γ = 2ω0 t˜
2 e−2E˜p Γ¯
(
U˜ − 2E˜p , −2E˜p
)
und (4.2)
JS =
1
4
(β+ − β− + 2γ) JT = 14 (3α− − α+)
JST = α
− + α+ C = − 1
16
(3β− + β+ + 2γ)
∆T =
3
4
(β− − α−) + 1
4
(β+ + α+)− 1
2
γ ∆ST = β
− − α− − (β+ + α+) + 2γ .
Die mit ˜ gekennzeichneten Gro¨ßen sind in Einheiten von ω0 angegeben, d. h. A˜ =
A/ω0 mit A = t, U , Uo, J und Ep. α und β ohne ± bezeichnet im folgenden die
Kopplungsparameter fu¨r J = 0.
Im Limes starker Elektron–Phonon–Kopplung, d. h. E˜p  1, findet man als Abscha¨t-
zung fu¨r die Kopplungsparameter
α± ≈ 2t
2
Uo ± J e
−4E˜p , β± ≈ 2t
2
Uo ± J + 4Ep , γ ≈
2t2
U
. (4.3)
Im Grenzfall Kopplung → 0 geht der effektive Hamiltonoperator u¨ber in das Ergebnis
von Castellani et al. [2]. Die Kopplungsparameter sind
α± ≈ β± ≈ 2t
2
Uo ± J , γ ≈
2t2
U
. (4.4)
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a)
a1)
a2)
b)
b1)
b2)
Ht
HtHt
Ht
+Phononen
+Phononen
Abbildung 4.2.: Hu¨pfprozesse zweiter Ordnung bei viertel Fu¨llung
Die Anisotropie bezu¨glich der orbitalen Freiheitsgrade hat folgenden Hintergrund.
Wa¨hrend Prozesse im gleichen Orbital zum gleichen Beitrag fu¨hren (∝ γ), egal ob Spi-
naustausch stattfindet oder nicht (Abb. 4.2 a1 und a2), unterscheiden sich die Beitra¨ge
hervorgerufen durch orbitaler Austausch (∝ α, Abb. 4.2 b2) und dem Prozess ohne Aus-
tausch (∝ β, Abb. 4.2 b1). Dies fu¨hrt zu Isotropie im Spin und neuer Anisotropie im
Orbital. Neu ist in dem Sinne zu verstehen, dass sie nicht durch die Hundsche Kopplung
oder durch verschiedenen Hoppingraten wie in [2], sondern durch die Elektron–Phonon–
Wechselwirkung hervorgerufen wird. Die zugrunde liegenden Hu¨pfprozesse in Abb. 4.2
sind uns bereits als die mit e) markierten Prozesse aus dem Bipolaron–Problem in Ka-
pitel 3 bekannt.
4.2. Symmetriebetrachtungen fu¨r Heff
Wie bereits in Abschnitt 2.1 erwa¨hnt, werden wir zeigen, dass die elektronischen Sym-
metrien von H und Heff u¨bereinstimmen. Außerdem werden wir die resultierenden Er-
haltungsgro¨ßen spa¨ter verwenden, um den Hilbertraum zu zerlegen. Die Tabelle 4.1 zeigt
eine Zusammenfassung der elektronischen Symmetrien des effektiven Hamiltonoperators
analog zur Tabelle 2.1 in Abschnitt 2.1.
Die zugeho¨rige Symmetrie ergibt sich aus folgender U¨berlegung. In den Fa¨llen 1 (U =
Uo und J = g = 0) und 2 (U = Uo + J und g = 0) hat Heff die Gestalt
Heff =
∑
〈ij〉
K
(
~Ti · ~Tj − 1
4
)(
~Si · ~Sj + 3
4
)
+ L
(
~Ti · ~Tj + 3
4
)(
~Si · ~Sj − 1
4
)
(4.5)
mit K = L =
2t2
U
im Fall 1 und K =
2t2
U − 2J und L =
2t2
U
im Fall 2.
Im Fall 1 kann der Hamiltonoperator weiter umgeformt werden [35, 44] und es ergibt
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sich
H
SU(4)
eff + KN = 2K
∑
〈ij〉
(
~Ti · ~Tj + 1
4
)(
~Si · ~Sj + 1
4
)
(4.6)
=
K
2
∑
〈ij〉
∑
γγ′σσ′
c+iγσciγ′σ′c
+
jγ′σ′cjγσ =
K
2
∑
〈ij〉
∑
m,n
Snm(i)S
m
n (j) .
N ist die Anzahl der Gitterpla¨tze. Heff aus Gl. (4.6) besitzt globale SU(4)–Symmetrie
[35, 45, 46]. Dies wird klar bei Betrachtung der Operatoren Smn , die bereits in Abschnitt
2.1 verwendet wurden. Mit Hilfe der Kommutatorrelation Gl. (2.19) findet man
[Heff,
∑
i
Snm(i)]− = 0 . (4.7)
Da Spin–, Pseudospin– und Π–Operatoren aus Abschnitt 2.1 Linearkombinationen der
Smn sind (siehe Appendix B), ko¨nnen die globalen Operatoren als Generatoren der SU(4)
verwendet werden.
Bemerkenswert ist, dass das durch Gl. (4.6) gegebene Modell als Bestandteil der Mo-
delle mit SU(N)–Symmetrie (N ≥ 2) in einer Dimension integrabel ist und mit dem
Bethe–Ansatz gelo¨st werden kann [47]. Es ergibt sich ein gekoppeltes Gleichungssystem.
Direkt berechnet werden kann z. B. die Grundzustandsenergie im thermodynamischen
Limes in Abha¨ngigkeit von N . Weiterhin kann der Nachweis gefu¨hrt werden, dass es
sich beim Grundzustand im thermodynamischen Limes [34] bzw. falls die Anzahl der
Gitterpla¨tze dem Vielfachen von vier entpricht [46], um ein SU(4)–Singulett handelt.
Fu¨r vier Gitterpla¨tze la¨sst sich dieser Zustand als
|SU(4)〉 = 1√
24
∑
{ijkl}
c+iθ↑c
+
jθ↓c
+
k↑c
+
l↓|0〉 (4.8)
schreiben [32, 35], wobei die Summe u¨ber alle Permutationen der vier Gitterpla¨tze la¨uft.
Besta¨tigt wird dies auch vom Verhalten der Korrelationsfunktionen fu¨r Spin und Or-
bital. Diese mu¨ssen aufgrund der Vertauschbarkeit von Spin– und Orbital–Anteil im
Hamiltonoperator identisch sein. Sie zeigen Oszillationen mit einer Periode von vier als
Funktion des Gitterplatzes [46]. Fu¨r den Strukturfaktor erha¨lt man eine Spitze beim
Implus q = pi
2
, die umso sta¨rker hervortritt, je gro¨ßer das System ist. Analog ergibt sich
in der Dispersion fu¨r diesen q–Wert eine Aufweichung bis hin zu 0 im thermodynami-
schen Limes. Onishi und Hotta [32] fanden fu¨r das SU(4)–Zwei–Band–Hubbard–Modell
(siehe Abschnitt 2.1) ebenfalls dieses Verhalten des Strukturfaktors. Weiterhin unter-
suchten sie den Einfluss der Hundschen Kopplung und somit Symmetriebrechung. Sie
fanden, dass J zu einer Verschiebung der Position des Peaks der orbitalen Korrelations-
funktion zu q = pi fu¨hrt. Erla¨utert werden ihre Ergebnisse anhand einer Variation der
Gewichte der 24 Zusta¨nde im SU(4)–Singulett fu¨r vier Gitterpla¨tze.
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Sutherland [47] fand fu¨r die energetisch niedrig liegenden Anregungen N − 1 Zweige
fu¨r das SU(N)–Modell mit linearem Verhalten fu¨r kleine k–Werte. Die drei Anregungs-
zweige fu¨r das SU(4)–Modell weisen somit keine Bandlu¨cke auf. Mit Hilfe der fundamen-
talen Darstellungen der SU(4) [36] ko¨nnen jeweils vierfach entartete Spin– bzw. orbitale
Anregungen und eine sechsfach entartete gemischte Anregung klassifiziert werden [34].
Eine Analyse des Spektrums fu¨r endliche Systeme wurde von Yamashita et al. [46] mit
der Dichtematrix–Renormierungsgruppe und exakter Diagonalisierung durchgefu¨hrt und
anhand von Young Tableaux verdeutlicht.
Thermodynamische Eigenschaften wurden z. B. von Frischmuth et al. [48] unter Ver-
wendung eines Quanten–Monte Carlo–Algorithmus analysiert. Mittels numerischer Lo¨-
sung der Bethe–Gleichungen untersuchten Gu et al. [49, 50] magnetische Eigenschaften
durch Einfu¨hrung eines verallgemeinerten Zeeman–Terms. Dessen Einfluss und die zu-
geho¨rige Symmetriebrechung wurden unter Beru¨cksichtigung der Lande´–Faktoren fu¨r
Spin–, orbitale und gekoppelte Freiheitsgrade analysiert.
Der Hamiltonoperator mit SU(4)–Symmetrie wurde auch in ho¨heren Dimensionen
untersucht. Fu¨r das Quadratgitter wurde basierend auf einer Molekularfeld–Rechnung
ein flavour disordered state (flavour bezeichnet Spin– und orbitale Freiheitsgrade) ohne
langreichweitige Ordnung vorgeschlagen [35]. Durch Vergleich von Zusta¨nden mit lang–
und kurzreichweitiger Ordnung wurde auch fu¨r das Dreiecksgitter ein ungeordneter Zu-
stand als Grundzustand angegeben. Gebildet wird dieser Zustand durch Plaquetten be-
stehend aus SU(4)–Singuletts. Weitere Untersuchungen bezu¨glich der Formation von
Plaquetten auf diesen beiden Gittern wurden mit Hilfe der Molekularfeld–Theorie von
Mishra et al. [51] durchgefu¨hrt. Untersuchungen fu¨r kleine Cluster haben diese Ergeb-
nisse besta¨tigt [52, 53]. Penc et al. [53] konnten außerdem zeigen, dass eine ausreichend
starke u¨berna¨chste–Nachbarn–Wechselwirkung eine langreichweitige Ordnung auf dem
Dreiecksgitter hervorruft.
Setzt man nun U = Uo+J und g = 0 (K 6= L in Gl. (4.5)), stelltHeff aus Gl. (4.5) einen
Spezialfall des in einer Dimension vielfach untersuchten allgemeineren SU(2)× SU(2)–
Spin–Orbital–Modells dar. Die sechs Generatoren sind
∑
i S
λ
i und
∑
i T
λ
i mit λ = x, y, z.
Der Hamiltonoperator hat die Form
H
SU(2)×SU(2)
eff =
∑
〈ij〉
(
~Ti · ~Tj + x
)(
~Si · ~Sj + y
)
. (4.9)
Dieser Hamiltonoperator ist allgemeiner als der vorliegende Fall, beschrieben durch Gl.
(4.5). Setzt man die Energieskala K+L ≡ 1 und addiert zu jedem Summanden von Heff
den Beitrag −xy − 3
16
, identifiziert man
x =
3K − L
4(K + L)
und y =
3L−K
4(K + L)
⇒ x+ y = 1
2
. (4.10)
Man betrachtet also nur eine Strecke im xy–Phasendiagramm. Den Startpunkt liefert
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der SU(4)–Punkt fu¨r J = 0 (x = y = 1
4
). Strebt J dem Wert U
2
zu (maximaler Wert fu¨r
J , wegen U − 2J = Uo − J > 0) ergibt sich (x, y) = (34 ,−14).
Fu¨r das in Gl. (4.9) gegebene Modell wurde in einer Dimension ein reichhaltiges Pha-
sendiagramm bei Variation der Parameter x und y gefunden [54–59]. Zusa¨tzlich zur
SU(2) × SU(2)–Symmetrie besitzt dieses Modell eine Z2–Symmetrie fu¨r x = y. Diese
ru¨hrt von der Vertauschbarkeit von Spin– und orbitalen Freiheitsgraden her. Auf dieser
Linie liegt auch der SU(4)–Punkt. Daneben existieren vier weitere Punkte mit einer
exakten Lo¨sung fu¨r den Grundzustand in einer Dimension. Sie sind quadratisch um den
SU(4)–Punkt angeordnet. Fu¨r (x, y) = (3
4
,−1
4
) (bzw. (x, y) = (−1
4
, 3
4
)) ergibt sich fu¨r den
Grundzustand ein Produktzustand gebildet aus ferromagnetischem (bzw. –orbitalem)
Anteil und der Bethe–Lo¨sung fu¨r den Spin–1
2
–Antiferromagnet bezogen auf das Orbital
(bzw. den Spin) [45]. Am ferromagnetischen Punkt (x, y) = (−1
4
,−1
4
) kann die Grundzu-
standsenergie und die Bandlu¨cke durch Abbildung auf ein XXZ–Heisenberg–Modell [60]
berechnet werden. Der Grundzustand ist unendlich oft entartet [58, 60]. Des weiteren
existiert ein Punkt im Phasendiagramm, der durch benachbarte dimerisierte Singuletts
in Spin und Orbital, die jeweils gegeneinander verschoben sind [61, 62], charakterisiert
ist. Dieser Zustand ist zweifach entartet und durch (x, y) = (3
4
, 3
4
) gekennzeichnet.
x, y < −1
4
resultiert in einem ferromagnetischen (FM) und ferroorbitalen (FO) Grund-
zustand. Angrenzend ergeben sich eine FM Phase mit antiferroorbitaler (AFO) Ordnung
fu¨r steigende Werte von x und analog eine FO Phase mit antiferromagnetischer (AFM)
Ordnung fu¨r Erho¨hung der y–Werte. Zwischen diesen beiden Phasen wurde ein weiterer
Bereich ohne Bandlu¨cke gefunden, der die Z2–Linie im Bereich x, y zwischen ±14 entha¨lt.
Gro¨ßere positive Werte von x und y fu¨hren zu einer Phase mit Bandlu¨cke und spontaner
Dimerisierung.
Die genaue Struktur des Phasendiagramms, insbesondere im Bereich um den SU(4)–
Punkt, ist noch nicht abschließend gekla¨rt und, ebenso wie das Anregungsspektrum, Ge-
genstand aktueller Forschung. Die fu¨r unseren Parameterbereich relevante Strecke zeigt
nach diesen Erkenntnissen fu¨r wachsende Hundsche Kopplung einen Trend zu AFO/FM
Ordnung. Bemerkenswert ist, dass das isotrope Modell Gl. (4.9) in einer Dimension
auch als Spinleiter mit zwei verschiedenen Spinsorten auf je einer Strebe der Leiter (in
unserem Fall Spin und Pseudospin) betrachtet werden kann [63–65]. Um die Analogie
zum Spin–Orbital–Modell herzustellen, wird Wechselwirkung auf den Holmen und Ring–
Austausch, aber keine Wechselwirkung auf den Sprossen der Leiter angenommen.
Bezieht man nun fu¨r g = 0 die Hundsche Kopplung J ohne die Bedingung U = Uo+J
oder die Elektron–Phonon–Kopplung nichtadiabatisch mit ein, ergibt sich ein anisotroper
Beitrag im Orbital. Diesen Beitrag findet man im allgemeinen auch fu¨r die Beru¨cksichti-
gung der Elektron–Phonon–Wechselwirkung im adiabatischen Grenzfall. Die SU(2)Spin–
Symmetrie bleibt in diesen Fa¨llen erhalten, wa¨hrend die SU(2)Orbital zu U(1) mit dem
Generator
∑
i T
z
i reduziert wird. Wa¨hrend jedoch ohne oder bei adiabatischer Beru¨ck-
sichtung der Elektron–Phonon–Kopplung durch geeignete Parameterwahl eine ho¨here
Symmetrie hergestellt werden kann, ist dies bei quantenmechanischer Beru¨cksichtigung
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Abbildung 4.3.: Dimensionsloser
Anisotropie–Parameter ∆ = β/α
mit logarithmischer Skala fu¨r
den Fall spinloser Fermionen mit
Uo/ω0 = 0, 2, 4 (rot, gu¨n, blau).
der Phononen nicht mehr mo¨glich. Wir werden diesen Punkt und die Symmetrie fu¨r die
Grenzfa¨lle g = 0 und J = 0 spa¨ter noch genauer diskutieren (siehe Abschnitt 4.3).
4.3. Grenzfa¨lle fu¨r Heff
4.3.1. Ferroorbitaler (FO) Fall
Bei Besetzung von nur einem Orbital sind die fu¨r den orbitalen Austausch verantwortli-
chen Terme T xi T
x
j + T
y
i T
y
j zu streichen und T
z
i T
z
j ergibt
1
4
. Bezu¨glich der lokalen Wech-
selwirkungen sind nur noch U und g relevant und man findet in diesem Grenzfall das
Heisenberg–Modell
HFOeff = γ
∑
〈ij〉
(
~Si · ~Sj − 1
4
)
. (4.11)
Ohne Elektron–Phonon–Wechselwirkung ergibt sich also der bekannte Grenzfall fu¨r
t  U des Hubbard–Modells (γ = 2t2
U
). Auch dieses Modell kann in einer Dimension
gelo¨st werden und wie beim SU(4)–Modell ergibt sich als Grundzustand ein Singulett.
Eine auf dem Ansatz von Bethe basierende Lo¨sungsskizze ist bei Fradkin [29] zu finden.
Da es sich bei Gl. (4.11) um ein SU(2)–Modell handelt, fa¨llt es in die Klasse der von
Sutherland [47] gelo¨sten Modelle.
4.3.2. Spinlose Fermionen (Ferromagnetischer (FM) Fall)
Bei der Betrachtung spinloser Fermionen ist die Hundsche Kopplung nicht sinnvoll und
die relevanten Parameter sind durch Uo und g gegeben. In diesem Fall reproduziert man
das anisotrope Heisenberg–Modell (XXZ–Modell) im Pseudospin [66]
HFMeff =
∑
〈ij〉
[
α
(
T xi T
x
j + T
y
i T
y
j
)
+ β
(
T zi T
z
j −
1
4
)]
. (4.12)
41
4. Effektiver Hamiltonoperator fu¨r viertel Fu¨llung und E ⊗ β-Kopplung
0 0.25 0.5 0.75 1 1.25 1.5 1.75
Ep Ω0
-0.1
0
0.1
0.2
0.3
0.4
Ko
pp
lu
ng
sp
ar
am
et
er
2Α
JHei
JIsi
Abbildung 4.4.: Kopplungsparame-
ter JHei, JIsi und 2α in Einheiten
von 2t2/ω0 fu¨r J = 0 und U/ω0 = 4
mit Uo/ω0 = 2, 3, 4 (Farbverlauf
von hell nach dunkel). Im SU(4)–
Fall, d. h. U = Uo und g = 0, gilt
JHei = JIsi = 0.
Auch dieses Modell kann durch Abbildung auf ein Acht–Vertex–Modell [67] oder mit Hil-
fe des Bethe–Ansatzes [68–70] in einer Dimension gelo¨st werden. Bemerkenswert ist, dass
die Anisotropie fu¨r g = 0 und bei adiabatischer Behandlung des Problems verschwindet.
Der Anisotropie–Parameter ∆ = β/α > 1 stellt somit einen Effekt der quantenmechani-
schen Behandlung der Phononen fu¨r das Jahn–Teller–Problem dar. ∆ steigt exponentiell
mit steigender Elektron–Phonon–Kopplung und der Charakter des Modells verschiebt
sich von Heisenberg– zu Ising–artig. Dieses Verhalten ist in Abb. 4.3 fu¨r verschiede-
ne Werte von Uo gezeigt. Im Fall spinloser Fermionen fu¨hrt daher die Wechselwirkung
der Elektronen mit den Phononen zu bevorzugt antiferroorbitaler Ordnung. Die lokale
Coulomb–Abstoßung in verschiedenen Orbitalen Uo erho¨ht nur die Anregungsenergie,
hat also keine qualitative Auswirkung auf die Kopplungsparameter. Das Hu¨pfen der
Elektronen bewirkt also einen kooperativen Effekt bezu¨glich der Verzerrungskonfigu-
ration, a¨hnlich dem kooperativen Jahn–Teller–Effekt, der durch die Kopplung zweier
benachbarter Auslenkungen beschrieben wird.
4.3.3. Hundsche Kopplung J = 0
Verschwindende Hundsche Kopplung bedeutet fu¨r die Kopplungsparameter α+ = α− =
α und β+ = β− = β. Wir haben in Abschnitt 2.1 gesehen, dass in diesem Fall der
Hamiltonoperator U(1)Orb×SU(2)θ×SU(2)–Symmetrie besitzt. Das dies auch fu¨r den
effektive Hamiltonoperator der Fall ist, zeigt die Umformung
HJ=0eff =
∑
〈ij〉
{
2α
(
~Ti · ~Tj + 1
4
)(
~Si · ~Sj + 1
4
)
+ 2 (γ − α)
(
T zi T
z
j +
1
4
)(
~Si · ~Sj + 1
4
)
− (γ − β)T zi T zj −
1
4
(γ + β)
}
= HSU(4) +
∑
〈ij〉
{
JHei
∑
γ
~Siγ · ~Sjγ + JIsi T zi T zj + c
}
. (4.13)
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Der erste Beitrag mit der Kopplung 2α ist SU(4)–invariant, wie bereits an Gl. (4.6)
diskutiert. Die verbleibenden Parameter sind bestimmt durch JHei = γ − α, JIsi =
−1
2
(γ − 2β + α) und c = −1
8
(γ + 2β + α). Hier wurde verwendet, dass bei viertel
Fu¨llung die Zweiteilchen–Operatoren T zi S
λ
i durch
1
2
Πzλi ersetzt werden du¨rfen. Diese
wiederum sind mit den Spinoperatoren der einzelnen Orbitale verknu¨pft (wie in Anhang
B gezeigt und in Abschnitt 2.1 erla¨utert). Somit ist es analog zum mikroskopischen
Modell gelungen, Heff durch die Generatoren der Gruppe U(1)Orb × SU(2)θ × SU(2)
auszudru¨cken.
In Abb. 4.4 sind die zugeho¨rigen Kopplungsparameter gezeigt. An dieser Formulierung
des Hamiltonoperators kann die bevorzugte Spin– und Orbital–Konfiguration diskutiert
werden. Von der Lo¨sung im eindimensionalen Fall wissen wir, dass der Grundzustand
ein SU(4)–Singulett darstellt, also Singulett–Formation in Spin und Orbital. Dieser Bei-
trag wird jedoch exponentiell mit der Stabilisierungsenergie Ep unterdru¨ckt. Der Kopp-
lungsparameter der beiden Heisenberg–Modelle fu¨r die Spinfreiheitsgrade in jedem Band
wechselt das Vorzeichen, falls Uo < U . Man erha¨lt im Limes schwacher Kopplung bevor-
zugt FM Ordnung. Steigende Kopplung bewirkt Singulett–Formation. Der letzte Bei-
trag, ein Ising–Modell im Orbital, fu¨hrt mit steigender Elektron–Phonon–Kopplung von
AFO zu FO Ordnung. In diesem Regime erwartet man demnach fu¨r den Grundzustand
AFM/FO Ordnung. Die Hundsche Kopplung bevorzugt FM Ordnung und steht somit
in Konkurrenz zur Elektron–Phonon–Wechselwirkung.
4.3.4. Elektron-Phonon-Kopplung g = 0
Ohne Beru¨cksichtigung der Elektron–Phonon–Kopplung wurden bereits vielfach effekti-
ve Modelle abgeleitet, vgl. z. B. [2, 25, 45, 46, 71, 72]. Man findet mit Gl. (4.4)
Hg=0eff =
2t2
Uo − J
∑
〈ij〉
(
~Ti · ~Tj − 1
4
)(
~Si · ~Sj + 3
4
)
+
4t2
U
∑
〈ij〉
(
T zi T
z
j +
1
4
)(
~Si · ~Sj − 1
4
)
+
2t2
Uo + J
∑
〈ij〉
(
~Ti · ~Tj + 1
4
− 2T zi T zj
)(
~Si · ~Sj − 1
4
)
. (4.14)
Castellani et al. [2] verwenden allerdings die Bedingungen U = Uo + J + I und I = J .
Beim Vergleich muss dies beru¨cksichtigt werden [73].
Die Symmetriebrechung kann abermals analysiert werden, indem man Hg=0eff durch
Generatoren der zugeho¨rigen Symmetriegruppe U(1)Orb × SU(2)Spin ausdru¨ckt. Man
findet
Hg=0eff = H
SU(4) +
∑
〈ij〉
{
JSU(2)
(
~Ti · ~Tj − ~Si · ~Sj
)
+ Jz
(
T zi T
z
j +
1
4
)(
~Si · ~Sj − 1
4
)
− c′
}
(4.15)
mit JSU(2) = 2t2JU2o−J2 , Jz =
4t2
U
− 4t2
Uo+J
und c′ = t
2Uo
U2o−J2 . Der erste Beitrag ist SU(4)–
invariant mit der Kopplung 4c′. Die Produkte aus Spin– und Pseudospin–Vektoren bre-
chen diese Symmetrie zu SU(2)Orb×SU(2)Spin. Der letzte Term reduziert die Symmetrie
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Abbildung 4.5.: Symmetrie im adiabatischen Limes: (a) Gezeigt sind die mo¨glichen Werte fu¨r
SU(4)–Symmetrie gegeben durch Ep =
1
4(U −Uo) und J = 0. (b) Der graue Parameterbereich
zeigt die erlaubten Werte von UoU und
J
U , in welchem SU(2) × SU(2)–Symmetrie mo¨glich ist,
ohne die Bedingungen Ep > 0 und U0 − J + 2Ep > 0 zu verletzen. Die Geraden erfu¨llen die
SU(2)× SU(2)–Bedingung Ep = 14(U − Uo − J) fu¨r konstante Werte von EpU .
auf U(1)Orb×SU(2)Spin und verschwindet fu¨r U = Uo+J . Gilt neben g = 0 auch J = 0,
ko¨nnen wir das Ergebnis aus Gl. (4.13) des vorangegangenen Abschnitts verwenden. Es
handelt sich dann um den Spezialfall 0 ≤ JHei = −2JIsi.
4.3.5. Adiabatischer Limes
Die Kopplungsparameter des adiabatischen Limes sind in Tabelle 4.1 angegeben. Wie in
Abschnitt 2.1 diskutiert, ergeben sich renormierte Coulomb–Wechselwirkungen U eff und
U effo .
Man erkennt, dass fu¨r J = 0 und Ep =
1
4
(U − Uo) ein zusa¨tzlicher SU(4)–Punkt
existiert. Dieses Verhalten im Parameterraum ist in Abb. 4.5(a) gezeigt. Fu¨r diesen
Wert sind die sechs Anregungsenergien des urspru¨nglichen Modells U−2Ep und Uo+2Ep
entartet und der Ausgangspunkt ist ein SU(4)–symmetrisches Modell (vgl. Abb. 2.1).
Der effektive Hamiltonoperator hat die Form aus Gl. (4.6) mit
K = α = β = γ =
4t2
U + Uo
=
2t2
U − 2Ep =
2t2
Uo + 2Ep
. (4.16)
Einschalten der Hundschen Kopplung bricht die SU(4) zu SU(2) × SU(2), wenn die
Bedingung Ep =
1
4
(U − Uo − J) erfu¨llt ist. Dies bedeutet wieder Entartung der Anre-
gungsenergien U − 2Ep und Uo + J + 2Ep. Fu¨r Heff ergibt sich die Gestalt aus Gl. (4.5)
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mit
K = α− = β− =
4t2
U + Uo − 3J und L = α
+ = β+ = γ =
4t2
U + Uo + J
. (4.17)
Hierfu¨r mu¨ssen die Parameter allerdings so gewa¨hlt werden, dass die Anregungsenergie
Uo − J + 2Ep und die Stabilisierungsenergie Ep selbst positiv sind. Dies fu¨hrt auf einen
eingeschra¨nkten Parameterbereich, dargestellt in Abb. 4.5(b) und beschrieben durch
Uo
U
> 3
J
U
− 1 und Uo
U
+
J
U
< 1 . (4.18)
Diese Symmetrien ko¨nnen bei Betrachtung des allgemeinen effektiven Modells fu¨r g 6= 0
nicht reproduziert werden, da immer α < β gilt.
4.4. Zusammenfassung
Wir haben ein effektives Modell abgeleitet, dass zum einen die lokale Coulomb–Wechsel-
wirkung und die Hundsche Kopplung und zum anderen die E⊗β–Jahn–Teller–Kopplung
beru¨cksichtigt. Bekannt ist, dass das Hu¨pfen exponentiell mit der Stabilisierungsenergie
Ep renormiert wird. Nimmt man die phononischen Anregungen mit, ergibt sich fu¨r die
Hu¨pfprozesse ohne A¨nderung der Gitterkonfiguration eine Kompensation dieses expo-
nentiellen Beitrags. Man findet algebraisches Verhalten mit Ep. Die zugeho¨rigen Kopp-
lungsparameter sind γ und β±. Dieser Effekt ist uns bereits aus dem Bipolaron–Problem
bekannt. Exponentiellen Abfall erfahren im effektiven Modell bei viertel Fu¨llung somit
nur die Beitra¨ge mit orbitalem Austausch, repra¨sentiert durch α±. Diese Anisotropie im
orbitalen Freiheitsgrad resultiert in einem anisotropen Spin–Orbital–Modell im orbita-
len Sektor, d. h. XXZ–Charakter fu¨r das Orbital und isotropes Heisenberg–Modell fu¨r
den Spin–Index. Im Grenzfall starker Elektron–Phonon–Wechselwirkung dominiert der
Ising–artige Anteil im orbitalen Beitrag. Es sei hier nochmals angemerkt, dass dieses
spezielle Verhalten der Unterdru¨ckung des XX–Beitrags auf den Quantencharakter der
Phononen und die Jahn–Teller–Kopplung zuru¨ckzufu¨hren ist. Zur besseren Einscha¨tzung
des abgeleiteten Modells und der durch die verschiedenen Wechselwirkungen induzierten
Symmetriebrechung haben wir die Grenzfa¨lle des Modells betrachtet. Die Eigenschaften
wurden diskutiert und die Symmetrien mit denen des Ausgangsmodells verglichen. Be-
merkenswert ist, dass im adiabatischen Grenzfall analog zum Fall g = 0 durch geeignete
Parameterwahl die SU(4)– bzw. SU(2) × SU(2)–Symmetrie wieder hergestellt werden
kann. Dies ist bei quantenmechanischer Behandlung der Phononen nicht mehr mo¨glich
und man findet im orbitalen Sektor immer Symmetriebrechung SU(2)↘ U(1).
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Fall Parameter Kopplung Symmetrie
1
U = Uo und J, g = 0 α
+ = α− = β+ = β− = γ =
2t2
U
SU(4)adia. Ep =
1
4(U − Uo) α+ = α− = β+ = β− = γ
J = 0 =
4t2
U + Uo
2
U, Uo und g beliebig α
+ = α−, β+ = β−, γ U(1)Orb×
J = 0 beschrieben durch Γ¯ SU(2)θ × SU(2)
3
U = Uo + J und g = 0
α+ = β+ = γ =
2t2
U
SU(2)Orb×und α
− = β− =
2t2
U − 2J
SU(2)Spin
adia. Ep =
1
4(U − Uo − J)
α+ = β+ = γ =
4t2
U + Uo + J
und α− = β− =
4t2
U + Uo − 3J
4
adiabatisch
α+ = β+ =
2t2
Uo + J + 2Ep
,
U(1)Orb×
α− = β− =
2t2
Uo − J + 2Ep
SU(2)Spin
und γ =
2t2
U − 2Ep
U, Uo, g, J beliebig
α+, α−, β+, β−, γ
beschrieben durch Γ¯
Tabelle 4.1.: Elektronische Symmetrien des effektiven Hamiltonoperators Gl. (4.1).
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Um Einblick in die durch Heff modellierten Effekte zu bekommen, soll untersucht wer-
den, wie sich kleine Systeme unter dem Einfluss der lokalen epW und eeW verhalten.
Der dimolekulare Komplex (Dimer) zeigt mit steigender Kopplung g einen Wechsel des
Grundzustands von einem Zustand mit Einfluss der Spin– und orbitalen Freiheitsgrade
hin zu einem orbital–polarisierten Zustand. Dieses Verhalten deutet sich bereits bei den
Abscha¨tzungen fu¨r den Grenzfall starker Kopplung, d. h. Ep/ω0  1, gegeben in Gl.
(4.3) und in den Abbildungen 4.1 und 4.4 der Kopplungsparameter durch Dominanz
von γ und damit intraorbitalen Prozessen in diesem Regime an. Geht die epW gegen 0
erwartet man als Grundzustand ein Spin–Triplett und verschiedene orbitale Besetzung,
da diese Konfiguration die minimale Anregungsenergie Uo − J besitzt.
Experimentell interessant sind die Eigenschaften des Dimers z. B. in Hinblick auf die
fu¨r LiNiO2 diskutierten Quanten–Dimer–Modelle und resonating valence bond Zusta¨nde.
Eine ausfu¨hrliche Analyse des Modells fu¨r zwei Gitterpla¨tze im zweifach entarteten
Hubbard–Modell ohne Betrachtung der epW wurde sowohl fu¨r Entartung der t2g– als
auch der eg–Niveaus von Raczkowski et al. [74] durchgefu¨hrt.
In LiNiO2 und NaNiO2 bilden die Ni–Ionen Dreiecksgitter–Ebenen. Daher bietet der
trimolekulare Komplex (4) eine Mo¨glichkeit zur Untersuchung des Grundbausteins die-
ses Gittertyps. Der Tetraeder (), gebildet aus vier Moleku¨len mit tetragonaler Symme-
trie, ero¨ffnet weitere Optionen. Zum einen entspricht diese Konfiguration einem Vierer–
Cluster des Dreiecksgitters mit periodischen Randbedingungen. Andererseits bildet der
Tetraeder selbst die Basis des Pyrochlorgitters. Diese Konfiguration findet man z. B. in
Spinellen. Daher bieten uns beide Konfigurationen Einblick in die interessante Physik
geometrischer Frustration unter Beru¨cksichtigung des Spins, der orbitalen Freiheitsgrade
und unter Einbeziehung der phononischen Anregungen. Ein U¨berblick u¨ber geometrisch
frustrierte Systeme wurde z. B. von Ramirez gegeben [75].
Wir werden in diesem Abschnitt eine analytische Lo¨sung beider Konfigurationen
pra¨sentieren. Diese basiert auf der Zerlegung des Hilbertraums unter Verwendung der
Erhaltungsgro¨ßen und Ermittlung der symmetrieadaptierten Basis. Man erha¨lt ein iden-
tisches Phasendiagramm fu¨r4 und , da das Spektrum des4 mit einem Faktor 2
versehen im Spektrum des enthalten ist. Die im Parameterraum ausgedehnteste Phase
ergibt fu¨r den  ein SU(4)–Singulett, gegeben in Gl. (4.8), und ist somit nicht entartet.
Dieses Singulett bildet auch den Grundzustand fu¨r g = 0. Zusta¨nde mit ausschließlich
intraorbitalen Prozessen (∝ γ) generieren wie beim Dimer eine ferroorbitale Phase unter
dem Einfluss der JT–Kopplung. Zusa¨tzlich tritt ein neuer Bereich im Phasendiagramm
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|OS〉 = 1√2 |θ− θ〉 |SS〉 = 1√2 | ↑↓ − ↓↑〉
|OT1〉 = |θθ〉 |ST1〉 = | ↑↑〉
|OT2〉 = 1√2 |θ+ θ〉 |ST2〉 = 1√2 | ↑↓ + ↓↑〉
|OT3〉 = |〉 |ST3〉 = | ↓↓〉
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replacemen
θ ↓θ ↑
 ↓ ↑
|P±1 〉
|P±2 〉
|P±3 〉
|P±4 〉
|P±θ 〉
|P± 〉
|NP±1 〉
|NP±2 〉
|NP±3 〉
|NP±4 〉
|NP±θ 〉
|NP± 〉
|NP1〉
|NP2〉
|NP3〉
|NP4〉
Abbildung 5.1.: Elektronische Zusta¨nde, polare |P 〉 und nicht–polare |NP 〉, fu¨r zwei Gitter-
pla¨tze.
auf. Die zugeho¨rigen Zusta¨nde minimieren die Energie einzig u¨ber interorbitale Prozesse
(∝ α− und ∝ β−). Da Hundsche Kopplung und epW zur Stabilisierung dieser Phase
no¨tig sind, wird sie durch Spin–Tripletts, also ferromagnetisches Verhalten, charakteri-
siert.
5.1. Dimer
Untersuchen wir zuna¨chst den einfachen Fall zweier Gitterpla¨tze. Wir werden in diesem
Kapitel sowohl das zugrunde liegende E⊗β–JT–Hubbard– als auch das effektive Modell
auswerten und die Ergebnisse der exakten Diagonalisierung mit den Resultaten des Spin–
Orbital–Modells vergleichen. In Abb. 5.1 ist das gewa¨hlte Basissystem der elektronischen
Zusta¨nde, bestehend aus 16 nicht–polaren und 12 polaren Zusta¨nden, dargestellt. Die 16
nicht–polaren Zusta¨nde ergeben sich aus vier mo¨glichen Spinkonfigurationen (Singulett
und Triplett) und analog dazu vier Orbitalkonfigurationen. Farbe und Muster kodieren
somit den Zustand in Spin und Orbital. Abb. 5.2 zeigt das Spektrum fu¨r t = J = 0.
Dieses Verhalten macht man sich schnell an H˜ in Gl. (2.28) klar.
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5.1. Dimer
16 NP–Zusta¨nde
4
P ±
θ/ –Zusta¨nde
8 P±1−4–Zusta¨nde
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Abbildung 5.2.: Schematische Dar-
stellung fu¨r t = 0 des Spektrums fu¨r
das Dimer ohne die phononischen
Anregungen nω0 auf jedem Zweig
und ohne Hundsche Kopplung.
Eigensystem aus exakter Diagonalisierung des Hamiltonoperators
Wir werden uns nun eine geeignete Darstellung des Hamiltonoperators verschaffen, um
die Struktur der zu diagonalisierenden Matrizen mo¨glichst einfach zu halten. Da nur
orbitalerhaltendes Hu¨pfen zugelassen ist, zerfa¨llt der Hamiltonoperator in einen interor-
bitalen Anteil Hθ und einen intraorbitalen Anteil Hγγ. Wie bereits im Kapitel 3 u¨ber
die Bipolaronformation erwa¨hnt, la¨sst sich der intraorbitale Beitrag formal durch zwei
Holstein–Hubbard–Modelle darstellen. Beschrieben wird die elektronische Komponente
dieses Teilraums durch die 12 Zusta¨nde |P±θ/〉, |NP±θ/〉 und |NP1−4〉. Neben diesem in-
traorbitalen Anteil wird der
”
gemischte“ interorbitale BeitragHθ durch die verbliebenen
16 Zusta¨nde charakterisiert.
Eine weitere Vereinfachung bietet die Mo¨glichkeit, die phononische Bewegung des
Schwerpunkts (q = 0–Komponente) abzuseparieren. Man erkennt dies an folgender Um-
formulierung des Hamiltonoperators. Durch Zerlegung in die Fourierkomponenten der
Auslenkung b0 =
1√
2
(b1 + b2) und b =
1√
2
(b1 − b2) erha¨lt man
H = −t
∑
γσ
(c+1γσc2γσ + c
+
2γσc1γσ) + Uo
∑
i=1,2
niθni + U
∑
i=1,2 γ
niγ↑niγ↓ (5.1)
+ ω0(b
+
0 b0 + b
+b)− gω0√
2
[
(b+0 + b0)(nθ − n) + (b+ + b)(n1θ − n2θ − n1 + n2)
]
.
Fu¨r die Schwerpunktskoordinate des Elektron–Phonon–Anteils mit dem Index 0 handelt
es sich somit um einen verschobenen harmonischen Oszillator. Dieses Problem wird mit
der Transformation Uˆ = exp
(
g√
2
(b+0 − b0)(nθ − n)
)
gelo¨st. Diese kompensiert den epW–
Term und liefert die Energieverschiebung −1
2
Ep(nθ−n)2 mit nγ = n1γ+n2γ . Die orbitale
Differenz der Besetzungszahlen nθ − n liefert fu¨r Besetzung eines Orbitals ±2 und
fu¨r Besetzung verschiedener Orbitale 0. Der Hamiltonoperator kann somit aufgespalten
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werden in
H = Hθθ +H +Hθ
Hθθ = −t
∑
σ
(c+1σc2σ +H. c.) + U
∑
i=1,2
ni↑ni↓ + ω0 b
+b− gω0√
2
(b+ + b)(n1 − n2)− 2Ep
H(g) = Hθθ(−g) (5.2)
Hθ = −t
∑
γσ
(c+1γσc2γσ +H. c.) + Uo
∑
i=1,2
niθni
+ω0 b
+b− gω0√
2
(b+ + b)(n1θ − n2θ − n1 + n2) ,
wobei fu¨r die intraorbitalen Anteile auf den orbitalen Index verzichtet wird. Auch der
Beitrag des neuen mit Uˆ verschobenen harmonischen Oszillators wird weggelassen, da
dieser nur das Spektrum des Oszillators liefert.
In folgender Auflistung sind die Matrixelemente fu¨r die einzelnen Beitra¨ge des Hamil-
tonoperators aufgefu¨hrt
Ht |P+k 〉 |NP−k 〉
|P+k 〉 0 -2t
|NP−k 〉 -2t 0
k = 1, . . . , 4 bzw. θ/
HJT |NP+k 〉 |NP−k 〉
|NP+k 〉 0
√
2gQ
|NP−k 〉
√
2gQ 0
k = 1, . . . , 4
HJT |P+γ 〉 |P−γ 〉
|P+γ 〉 0 s
√
2gQ
|P−γ 〉 s
√
2gQ 0
s = ±1 fu¨r γ = θ/
mit Q = b+ + b. Betrachten wir zuna¨chst den Hilbertraum zu Hθθ. Fu¨r g = 0 kann
die Matrixdarstellung von Hθθ leicht diagonalisiert werden und findet die Eigenwerte
E± = λ± − 2Ep mit λ± = U2 ±
√
(U
2
)2 + 4t2 und die Eigenzusta¨nde |t±θ 〉 = Λ±(−|P+θ 〉+
2t
λ±
|NP−θ 〉) mit der Normierung Λ± =
(
( 2t
λ±
)2 + 1
)− 1
2 . Damit ergibt sich fu¨r die Matrix
mit g 6= 0 mit den Basiszusta¨nden |t±θ 〉 und |P−θ 〉
Hθθ(g) = H(−g) =

 E+
√
2gΛ+Q 0√
2gΛ+Q U − 2Ep
√
2gΛ−Q
0
√
2gΛ−Q E−

 . (5.3)
Fu¨r den –Hilbertraum ergibt sich die gleiche Matrix mit g → −g und somit ein un-
vera¨ndertes Spektrum. Dies spiegelt die vibronische Entartung wider. Vo¨llig analog fin-
det man im θ–Raum in der Basis der Eigenzusta¨nde fu¨r g = 0 (|t±k 〉 analog zu oben)
und |NP+k 〉 mit k = 1, . . . 4 vier identische 3× 3–Matrizen
Hθ(k) =

 λ+
√
2gΩ+Q 0√
2gΩ+Q 0
√
2gΩ−Q
0
√
2gΩ−Q λ−

 , (5.4)
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wobei in λ± U durch Uo zu ersetzen ist und die Normierung durch Ω± =
(
(λ±
2t
)2 + 1
)− 1
2
gegeben ist. Bei der Diagonalisierung ist darauf zu achten, dass die |t±〉–Zusta¨nde mit
gerader (ungerader) Phononenzahl nur an die |NP+1−4〉– bzw. die |P−γ 〉–Zusta¨nde mit
ungerader (gerader) Phononenzahl koppeln. Dies fu¨hrt zu einer Halbierung des Hilbert-
raums. Diagonalisiert wurden 200× 200–Matrizen.
Eigensystem des effektiven Modells
Heff liefert das Eigensystem aus Tabelle 5.1 fu¨r die 16 nicht–polaren elektronischen
Zusta¨nde, dargestellt in Abb. 5.1. Die Beschra¨nkung auf nicht–polare Zusta¨nde ergibt
sich aus der Betrachtung von Anregungen bezu¨glich der Zusta¨nde mit Einfachbesetzung.
Fu¨r den ferromagnetischen bzw. –orbitalen Fall kann man Heff umschreiben und direkt
die Eigenenergien ablesen. Gema¨ß Gl. (4.11) gilt fu¨r T z = ±1
HFOeff = γ
∑
〈ij〉
(
~Si · ~Sj − 1
4
)
= γ
(
~S2 − 2
)
(5.5)
unter Verwendung der Identita¨t
~S2 =
∑
i
~S2i +
∑
ij
~Si · ~Sj = 3N
4
+
∑
〈ij〉
~Si · ~Sj , (5.6)
wobei N die Anzahl der Gitterpla¨tze bezeichnet. Gleichung (5.6) ist gu¨ltig auf allen
Gittern, bei denen jeder beliebige Gitterplatz na¨chster Nachbar zu allen anderen Gitter-
pla¨tzen ist. Man liest die Eigenenergien direkt ab als
E111 = 0 und E011 = −2γ . (5.7)
Die Indizes an den Eigenwerten geben ST(T z)2 an mit S (bzw. T ) aus dem Eigenwert
S(S + 1) (bzw. T (T + 1)) von ~S2 (bzw. ~T 2). Im allgemeinen kann das Eigensystem
nicht nach T klassifiziert werden, da es sich nicht um eine Erhaltungsgro¨ße handelt.
Dies gelingt nur im Fall des Dimers.
Ebenso verfa¨hrt man im ferromagnetischen Fall Sz = ±1. Auch das XXZ–Modell im
Orbital, siehe Gl. (4.12), kann umformuliert werden als
HFMeff =
∑
〈ij〉
(
α−TiTj + (β− − α−)T zi T zj −
β−
4
)
= α−
(
~T 2 − (T z)2 − 1
)
+ β−
(
(T z)2 − 1) (5.8)
unter Verwendung obiger Identita¨t fu¨r ~S2, umgeschrieben fu¨r ~T 2, und
(T z)2 =
∑
i
(T zi )
2 +
∑
ij
T zi T
z
j =
N
4
+
∑
〈ij〉
T zi T
z
j . (5.9)
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Die Eigenwerte sind somit
E10 = −α− − β− , E110 = α− − β− und E111 = 0 . (5.10)
Die Eigenenergien sind um die konstante Energieabsenkung −2Ep (vgl. Gl. (2.28)) ver-
schoben. Allgemein kann man verwenden, dass ~S1 · ~S2 nur die Werte −34 und 14 anneh-
men kann. Damit fa¨llt ein Anteil des Hamiltonoperators Gl. (4.1) weg. Der verbleibende
orbitale Term kann wiederum leicht mit den oben verwendeten Identita¨ten behandelt
werden. Auszuwerten bleiben noch die Beitra¨ge fu¨r |NP±3/4〉. Da Isotropie im Spin gilt,
muss |NP−3 〉 mit |NP−1/2〉 ein entartetes Triplett zur Energie E10 bilden. Gleiches gilt
fu¨r |NP+3 〉 und |NP+1/2〉 mit der Energie E110 . Fu¨r die verbleibenden Spin–Singuletts
|NP±4 〉 findet man E00 = α+−β+ und E010 = −α+−β+. Vernachla¨ssigt man die Hund-
sche Kopplung und setzt J = 0, entartet |NP+1−4〉 mit E110 = E00 und |NP−1−4〉 mit
E10 = E010 .
Vergleich der Ergebnisse der exakten Diagonalisierung mit dem
Eigensystem von Heff
In Tab. 5.1 ist das Eigensystem des effektiven Modells und die Art der verschiede-
nen Kopplungen fu¨r J = 0 zusammengefasst. An den Matrixelementen liest man ab,
dass weder Ht noch HJT nichtverschwindende Matrixelemente fu¨r die Zusta¨nde |NP1−4〉
und |NP+θ/〉 liefern. Daher findet man fu¨r diese Zusta¨nde auch mit Heff den Eigenwert
0. Die Zusta¨nde |NP+1−4〉 haben ebenfalls verschwindende Hu¨pfmatrixeintra¨ge, koppeln
aber u¨ber die |NP−1−4〉 an den Jahn–Teller–Effekt. Diese |NP−1−4〉–Zusta¨nde haben Hu¨pf-
matrixelemente 6= 0. Daraus resultiert die Energieabsenkung der |NP+1−4〉–Zusta¨nde. Im
adiabatischen Grenzfall oder fu¨r g = 0 ergibt sich fu¨r diese Zusta¨nde der Eigenwert 0. Da
die |NP−1−4〉–Zusta¨nde direkt u¨ber das Hu¨pfen mit den |P+1−4〉–Zusta¨nden verknu¨pft sind,
ist ihre Energieabsenkung gro¨ßer, als die der |NP+1−4〉–Zusta¨nde. Die |NP−θ/〉–Zusta¨nde
erfahren den Jahn–Teller–Effekt nur indirekt u¨ber das Hu¨pfen in die |P+θ/〉–Zusta¨nde,
wa¨hrend die |NP−1−4〉 direkt vom Jahn–Teller–Effekt beeinflusst werden.
Fu¨r g → 0 findet man die Eigenenergien
E011 = −4t
2
U
, E010 = E10 = −4t
2
Uo
und E111 = E110 = E00 = 0 . (5.11)
Die exakten Eigenenergien des Zwei–Band–Hubbard–Modells fu¨r das Dimer sind die
bonding– und antibonding–Energien
E±011 =
U
2
±
√(
U
2
)2
+ 4t2 , E±010 = E
±
10 =
Uo
2
±
√(
Uo
2
)2
+ 4t2
und E111 = E110 = E00 = 0 . (5.12)
Entwickelt man E−011 und E
−
010 um t/U = 0 erha¨lt man in erster nichtverschwinden-
der Ordnung die Energien des effektiven Modells aus Gl. (5.11). Außerdem gilt E−010 <
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Abbildung 5.3.: (a–d) Vergleich der Ergebnisse der exakten Diagonalisierung (schwarze Punk-
te) und den Eigenwerten von Heff (farbige Linien) fu¨r verschieden Hu¨pfraten und U = 4.2,
Uo = 3.1. Alle Energien sind in Einheiten ω0 angegeben.
Eigenwerte von Heff Zusta¨nde Entartung Ht HJT
E111 = 0 |NP1−4〉, |NP+θ/〉 6 – –
E011 = −2γ |NP−θ/〉 2 direkt indirekt
E110 = E00 = α− β |NP+1−4〉 4 indirekt direkt
E010 = E10 = −α− β |NP−1−4〉 4 direkt direkt
Tabelle 5.1.: Eigensystem des Dimers zu Heff ohne Hundsche Kopplung und Kopplungen bzgl.
Ht und HJT des vollen Problems (Erla¨uterungen im Text).
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(b) Phasendiagramm fu¨r Uo = 0.5U und J = 0
Abbildung 5.4.: (a) Spektrum des Jahn–Teller–Hubbard–Modells. Die Pfeile markieren die
Phasenu¨berga¨nge. Nicht gezeigt sind die Energien −2Ep + ω0n fu¨r die Zusta¨nde |NP1−4〉 und
|NP+θ/〉. Die Phasengrenze zum U¨bergang vom inter– zum intraorbitalen Bipolaron (roter
Pfeil) ist in (b) gezeigt. Der gru¨ne Pfeil markiert den U¨bergang vom intraorbital zum lokalen
Bipolaron. Dieser ist durch eine Level–Abstoßung gekennzeichnet und kann im Rahmen des
effektiven Modells nicht erfasst werden. (b) Phasendiagramm fu¨r das molekulare JT–Hubbard–
Modell fu¨r verschiedene Hu¨pfraten t. Zum Vergleich ist die aus Heff ermittelte Phasengrenze
gezeigt. Alle Energien sind in Einheiten ω0 angegeben.
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E−011 < E111 fu¨r U > Uo. Man erwartet also, dass auch fu¨r schwache Elektron–Phonon–
Wechselwirkung (Ep/ω0  1) eine Phase mit favorisierter Besetzung verschiedener Or-
bitale existiert. Aus der Sto¨rungstheorie und den Ergebnissen zur Bipolaronformation
wiederum ist bekannt, dass im Grenzfall starker Kopplung (Ep/ω0  1) gleiche orbitale
Besetzung bevorzugt wird. Man erwartet also einen Wechsel des Grundzustands von
einer Phase orbitaler Bipolaronen in eine Phase benachbarter Bipolaronen im gleichen
Orbital, wie sie im Holstein–Hubbard–Modell gefunden wurden [40, 41].
In Abb. 5.3 sind einige Ergebnisse der niedrig liegenden Eigenenergien von Heff und
exakter Diagonalisierung in Abha¨ngigkeit der Sta¨rke der Elektron–Phonon–Kopplung g
fu¨r verschiedene Hoppingraten dargestellt. E111 ergibt immer −2Ep, da fu¨r die entspre-
chenden Zusta¨nde Hu¨pfen ausgeschlossen ist, und ist nicht dargestellt. Fu¨r kleine Hop-
pingraten (t = 0.4ω0, Abb. 5.3(a)) zeigen die Ergebnisse des effektiven Modellls und der
exakten Diagonalisierung nur geringfu¨gige Abweichungen. Fu¨r t = 0.8ω0 (Abb. 5.3(b))
erha¨lt man noch qualitative U¨bereinstimmung mit dem Spektrum der exakten Diagonali-
sierung. Bei t = 1.2ω0 und t = 2ω0 (Abb. 5.3(c) und 5.3(d)) versagt die Methode und die
Zweige werden falsch angeordnet, ein bekanntes Problem der Hoppingentwicklung fu¨r das
Polaronproblem. Der Grund ist das
”
Dazwischenschieben“ phononischer Anregungen
zwischen E−010 und 0. Um die richtige Anordnung der Zweige sicherzustellen, muss somit
|E−010 | < ω0 erfu¨llt sein. Fu¨r die Hoppingrate findet man die Bedingung t < ω02
√
Uo
ω0
+ 1.
Der in Abb. 5.3 gewa¨hlte Wert Uo = 3.1ω0 liefert tmax = 1.01ω0. Natu¨rlich ergeben sich
trotz richtiger Anordnung der Zweige gro¨ßere Abweichungen fu¨r steigendes t. Man er-
kennt außerdem, dass die Diskrepanz bei steigendem g fu¨r E011 zunimmt, wa¨hrend man
bei E110 = E00 und E010 = E10 bessere U¨bereinstimmung findet. Dies kann bereits im
adiabatischen Bild erkla¨rt werden. Die Gu¨ltigkeit der Na¨herung ha¨ngt vom Verha¨ltnis
der Hoppingrate zur Anregungsenergie ab. Wa¨hrend fu¨r verschiedene orbitale Besetzung
die Anregungsenergie mit Ep steigt (Uo+2Ep), wird sie bei Besetzung gleicher Orbitale
abgesenkt (U − 2Ep). Bei quantenmechanischer Behandlung dru¨ckt sich dies durch die
geringfu¨gige Erho¨hung des Wertes von γ mit Ep aus, wa¨hrend α und β verringert werden
(vgl. Abbildung 4.1 der Kopplungsparameter).
Abbildung 5.4(a) zeigt das Spektrum des JT–Hubbard–Modells fu¨r t = 2ω0. Der
gru¨ne Pfeil markiert den U¨bergang vom benachbarten intraorbitalen Bipolaron zum lo-
kalen Bipolaron, welches sich durch Doppelbesetzung auszeichnet und im Rahmen des
effektiven Modells nicht erfasst werden kann. Fu¨r t = 0 erwartet man diesen U¨bergang
bei U = 2Ep (vgl. Spektrum fu¨r t = 0 in Abb. 5.2), da unterhalb dieses Wertes attrakti-
ve Coloumb–Wechselwirkung vorliegt. Im Spektrum a¨ußert sich dieses Verhalten durch
eine Vermeidung der Kreuzung der Zweige. Wir wollen uns aber mit dem Wechsel von
inter– zu intraorbitalem Bipolaron bescha¨ftigen. Dieser Wechsel ist durch das Kreuzen
der Niveaus, markiert mit dem roten Pfeil, charakterisiert. Im Rahmen des effektiven
Modells handelt es sich um das vibronisch entartete intraorbitale Singulett |NP−θ/〉 und
die interorbitalen Zusta¨nde |NP−1−4〉.
Abbildung 5.4(b) zeigt die Phasengrenze fu¨r Uo = 0.5U und J = 0. In der Na¨herung
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Eigenwerte Zusta¨nde Entartung
E111 = 0 |NP1−4〉, |NP+θ/〉 6
E011 = −2γ |NP−θ/〉 2
E110 = α
− − β− |NP+1/2/3〉 3
E10 = −α− − β− |NP−1/2/3〉 3
E00 = α
+ − β+ |NP+4 〉 1
E010 = −α+ − β+ |NP−4 〉 1
Tabelle 5.2.: Eigensystem des Dimers zu Heff mit Hundsche Kopplung.
des effektiven Hamiltonoperators ergibt sich fu¨r die Phasengrenze 2γ = β + α. Die-
se Gleichung ist somit unabha¨ngig von der Hoppingrate t, da alle Kopplungsparameter
proportional zu t2 sind. Im Vergleich sind Phasengrenzen fu¨r verschiedene Hoppingraten,
ermittelt mit exakter Diagonalisierung aufgetragen. Man erkennt eine sehr gute U¨ber-
einstimmung fu¨r kleines t und auch fu¨r gro¨ßere t a¨ndert sich das qualitative Verhalten
nicht. Setzt man U = Uo und J = 0 ergibt sich keine Phasengrenze, da γ anna¨hrend
konstant bleibt mit steigender Elektron–Phonon–Kopplung, aber α und β abfallen. Der
Wert fu¨r 2γ und β + α ist jedoch identisch fu¨r g = 0 und liefert 4t
2
U
.
Unter Beru¨cksichtigung der Hundschen Kopplung ergibt sich eine Singulett–Triplett–
Aufspaltung der Zusta¨nde |NP±1−4〉. Das Eigensystem ist in Tabelle 5.2 aufgefu¨hrt. Da
α+ < α < α− und β+ < β < β− gilt, wird die Phasengrenze durch E011 = E10,
also 2γ = β− + α−, beschrieben. Bei festem Verha¨ltnis U/Uo breitet sich die Phase
des interorbitalen Bipolarons zu gro¨ßeren Kopplungssta¨rken hin aus. Sie wird somit
stabilisiert.
Diskussion
In Abbildung 5.5 wird die Aufspaltung der Energieniveaus nochmals veranschaulicht. Es
bleibt noch zu kla¨ren, wie die Energiebeitra¨ge zustande kommen. Die Aufspaltung ±α−β
kann im Rahmen des effektiven Modells verstanden werden als bonding–antibonding–
Aufspaltung der Zusta¨nde |NP+1−4〉 und |NP−1−4〉. Gleiches gilt fu¨r die Aufspaltung −2γ
und 0 fu¨r die Zusta¨nde |NP−θ/〉 und |NP+θ/〉. Wa¨hrend es sich jedoch bei bei den
Zusta¨nden zu den Energien E111 und E011 um zweifach vibronisch entartete Tripletts
und Singuletts handelt, wird die Entartung der beiden Quartetts |NP±1−4〉, bestehend
aus Singulett und Triplett, aufgehoben. Dass E110 und E00 nicht verschwinden, liegt an
den verschiedenen Beitra¨gen der Hu¨pfprozesse in verschiedenenen Orbitalen (vgl. Abb.
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Abbildung 5.5.: Schematische Darstellung der durch die verschiedenen Kopplungen verursachte
Aufhebung der Entartung am Beispiel des Dimers. Die Pfeile zeigen mo¨gliche Wechsel des
Grundzustands an.
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4.2). Im adiabatischen Limes ist dies nicht der Fall. Versta¨ndlich wird dieses Verhalten
mit folgender U¨berlegung. Werden die Phononen als statische Verzerrungen angesehen,
sind diese aufgehoben, sobald das Elektron den Gitterplatz verlassen hat. Somit ist keine
Information mehr u¨ber den Verzerrungszustand vorhanden und die Prozesse in Abb. 4.2
b) fu¨hren zur gleichen Energieabsenkung. Im nichtadiabatischen Fall jedoch ist durch
den Verschiebungsoperator Information u¨ber den Verzerrungszustand
”
gespeichert“ und
fu¨hrt zu einem geringeren Energiegewinn, falls sich dieser im Verlauf des Hu¨pfprozesses
a¨ndert, da fu¨r diese A¨nderung Energie beno¨tigt wird.
Somit lassen sich an dem einfachen Beispiel des Dimers bereits die Effekte der einzel-
nen Kopplungen diskutieren. Ohne Elektron–Phonon–Wechselwirkung erkennt man die
Singulett–Triplett–Aufspaltung, hervorgerufen durch den Beitrag der Hundschen Kopp-
lung, und die Entartungen der Energieniveaus. Diese Entartungen spiegeln die Sym-
metrien des Hamiltonoperators, diskutiert in Abschnitt 4.2, wider. Im adiabatischen
Grenzfall ko¨nnen sowohl die SU(4)– als auch die SU(2)× SU(2)–Symmetrie bei spezi-
eller Wahl der Stabilisierungsenergie Ep reproduziert werden. Die volle Komplexita¨t des
Problems und damit die nicht wiederherzustellende Symmetriebrechung im Orbital tritt
erst bei quantenmechanischer Behandlung des Phononenraums auf. Der 10–fach entar-
tete Eigenwert 0, bestehend aus zwei vibronisch entarteten Tripletts und einem zusa¨tz-
lichen Singulett–Triplett–Paar, spaltet auf. Das Singulett–Triplett–Paar, bestehend aus
den |NP+1−4〉–Zusta¨nden, wird durch die indirekte Ankopplung an das Hu¨pfen durch
den Jahn–Teller–Effekt energetisch abgesenkt. Durch diese indirekte Kopplung besteht
auch die Mo¨glichkeit der Aufspaltung des Paars durch die Hundsche Kopplung. Dieser
Prozess ist ohne Elektron–Phonon–Wechselwirkung des E ⊗ β–Typs nicht mo¨glich und
erga¨nzt das Anregungsspektrum. Die Aufspaltung der |NP−1−4〉–Zusta¨nde findet analog
zum kopplungsfreien Fall statt. Die Triplett–Zusta¨nde kommen dann als Grundzustand
in Betracht, falls 2γ < α− + β− und der Einfluss der orbitalen Freiheitsgrade u¨ber die
Spinfreiheitsgrade dominiert. Andernfalls ist der Grundzustand ein zweifach vibronisch
entartetes Singulett. Dieser Zustand besitzt orbitale Polarisierung und die Spinfreiheits-
grade sind ausschlaggebend fu¨r die Grundzustandseigenschaften.
5.2. Trimolekularer Komplex 4
Zum Studium der durch geometrische Frustration hervorgerufenen Effekte bietet sich
das Dreiecksgitter an. Seine Relevanz, z. B. in NaNiO2 und LiNiO2, wurde bereits zu
Beginn dieses Kapitels und in Abschnitt 1.4 diskutiert. Wir werden als Grundeinheit
dieses Gittertyps den trimolekularen Komplex (4) untersuchen. Zur Lo¨sung des 4
verwenden wir Symmetrieargumente zur Vereinfachung und Zerlegung des Hilbertraums.
Zuna¨chst wird benutzt, dass Sz =
∑
i S
z
i und T
z =
∑
i T
z
i mit Heff und untereinander
kommutieren. Spa¨ter werden wir verwenden, dass es sich auch bei den Eigenwerten von
~S2 um gute Quantenzahlen handelt und wir werden die Zusta¨nde zusa¨tzlich nach diesem
Kriterium klassifizieren.
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Abbildung 5.6.: Elektronische Zusta¨nde fu¨r den trimolekularen Komplex in der Dreieckskon-
figuration. Vierfache Entartung des Eigensystems jedes Blocks entsteht durch Kramers– und
vibronische Entartung.
Man kann somit den 64–dimensionalen Hilbertraum der einfachbesetzten Zusta¨nde
gema¨ß Tabelle 5.3 zerlegen. Dieser Hilbertraum ist aufgrund der Kramers– und der vibro-
nischer Entartung vierfach entartet und man kann sich daher auf einen 16–dimensionalen
Hilbertraum beschra¨nken. In Abb. 5.6 sind die Zusta¨nde fu¨r eine der vier mo¨glichen
Situationen gezeigt. Zur Berechnung der Eigenwerte und Eigenvektoren wird die C3v–
Symmetrie mit der in Tabelle 5.4 dargestellten Charaktertafel ausgenutzt. Die Charak-
tertafel und das Transformationsverhalten der Zusta¨nde liefert die Zerlegung in die irre-
duziblen Darstellungen [4]. Bei der Verwendung der C3v–Symmetrie wird vernachla¨ssigt,
dass sich die Moleku¨le, Orbitale und der Spin an jedem Gitterplatz ebenfalls transfor-
mieren. In dieser Betrachtung wird die C3v als Permutationsgruppe aufgefasst, wobei
die lokalen Eigenschaften (Spin– und orbitaler Index) an jedem Gitterplatz ebenfalls
permutiert werden.
Die Gruppentheorie sagt folgende Vielfachheiten der Darstellungen voraus: eine A1–
Darstellung im Teilraum a, je eine A1– und eine E–Darstellung in Teilraum b und c und
zwei A1–, eine A2– und drei E–Darstellungen im Teilraum d. Insgesamt ergibt sich also
fu¨r den 16–dimensionalen Hilbertraum
Γ16 = 5A1 ⊕ A2 ⊕ 5E . (5.13)
Analog zum Dimer ko¨nnen auch im4 fu¨r die Teilra¨ume a,b und c (ferromagnetisch und
–orbital) die Eigenwerte durch Umschreiben des Hamiltonoperators mit den Identita¨ten
fu¨r die Spin– und Pseudospin–Operatoren Gl. (5.6) und (5.9) direkt abgelesen werden.
Man findet
HFOeff = γ
(
~S2 − 15
4
)
und HFMeff = α
−
(
~T 2 − (T z)2 − 3
2
)
+ β−
(
(T z)2 − 9
4
)
(5.14)
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Fall Sz T z dim(Heff)
a ±3
2
±3
2
4× 1
b ±3
2
±1
2
4× 3
c ±1
2
±3
2
4× 3
d ±1
2
±1
2
4× 9
Tabelle 5.3.: Zerlegung des 64–dimensionalen
Hilbertraums fu¨r den trimolekularen Komplex
unter Verwendung der Erhaltungsgro¨ßen.
C+3 C
−
3
σ1σ2
σ3
1 2
3 E 2C3 3σv
A1 1 1 1
A2 1 1 -1
E 2 -1 0
Tabelle 5.4.: Charaktertafel fu¨r C3v–
Symmetrie [4].
und somit fu¨r die Energieeigenwerte ES mit S aus dem Eigenwert S(S + 1) von ~S
2
ES= 3
2
= 0 , ES= 1
2
= −3γ und
T
T z ±1
2
±3
2
1
2
−α− − 2β− —
3
2
2(α− − β−) 0
. (5.15)
Im Fall a ist keine Dynamik mo¨glich. Daher ist der zugeho¨rige Eigenwert 0 zum Ei-
genzustand |a1〉 = |A31〉. Als Basis im Fall b und c wa¨hlen wir
|A1/21 〉 =
1√
3
|κ1 + κ2 + κ3〉 ,
|E1/2u 〉 =
1√
6
|2 κ3− κ1− κ2〉 und |E1/2v 〉 =
1√
2
|κ1− κ2〉
(5.16)
mit κ=b (c) fu¨r den oberen Index 1 (2) an den Zusta¨nden. Der neundimensionale Un-
terraum im Fall d wird ebenfalls unter Beru¨cksichtigung des Transformationsverhaltens
klassifiziert. Die Zusta¨nde lassen sich zuna¨chst nach folgendem Schema angeben:
|λ〉 = 1√
2
|d3 + d6〉 |ξ〉 = 1√
2
|d3− d6〉 |A41〉 = 1√3 |d1 + d5 + d9〉
|µ〉 = 1√
2
|d8 + d2〉 |η〉 = 1√
2
|d8− d2〉 |A51〉 = 1√3 |λ+ µ+ ν〉
|ν〉 = 1√
2
|d4 + d7〉 |ζ〉 = 1√
2
|d4− d7〉 |A2〉 = 1√3 |ξ + η + ζ〉
(5.17)
|E3u〉 = 1√6 |2 d9− d1− d5〉 |E3v 〉 = 1√2 |d1− d5〉
|E4u〉 = 1√6 |2 λ− µ− ν〉 |E4v 〉 = 1√2 |µ− ν〉
|E5v 〉 = 1√2 |η − ζ〉 |E5u〉 = 1√6 |2 ξ − η − ζ〉
(5.18)
60
5.2. Trimolekularer Komplex4
Die |E〉–Zusta¨nde erfu¨llen zwar die Spureigenschaften der Charaktertafel (Tab. 5.4), al-
lerdings transformieren die drei E–Darstellungen dieses Teilraums nicht nach derselben
Matrix. Fu¨r die symmetrieadaptierte Basis muss jedoch auch diese Eigenschaft erfu¨llt
sein. Man findet, dass folgende Linearkombinationen sich gema¨ß dieser Bedingung ver-
halten
|E3u〉 = 1√3 |E3u +
√
2E4u〉 |E3v 〉 = 1√3 |E3v −
√
2E4v 〉
|E4u〉 = 1√3 |E3u〉 − 1√6 |E4u〉+ 1√2 |E5v 〉 |E4v 〉 = 1√3 |E3v 〉+ 1√6 |E4v 〉+ 1√2 |E5u〉
|E5u〉 = 1√3 |E3u〉 − 1√6 |E4u〉 − 1√2 |E5v 〉 |E5v 〉 = 1√3 |E3v 〉+ 1√6 |E4v 〉 − 1√2 |E5u〉 .
(5.19)
Das Transformationsverhalten der |E iu/v〉–Zusta¨nde, i = 1, . . . , 5 bezu¨glich der Symme-
trieoperationen (vgl. Abbildung zu Tabelle 5.4) ist durch
C+3 =
(
−1
2
√
3
2
−
√
3
2
−1
2
)
C−3 =
(
−1
2
−
√
3
2√
3
2
−1
2
)
(5.20)
σ1 =
(
−1
2
−
√
3
2
−
√
3
2
1
2
)
σ2 =
(
−1
2
√
3
2√
3
2
1
2
)
σ3 =
(
1 0
0 −1
)
gegeben. Fu¨r die Matrixdarstellung des Hamiltonoperators ist entscheidend, dass nur
Zusta¨nde, die nach der gleichen irreduziblen Darstellung transformieren, nichtverschwin-
dende Matrixelemente liefern. Demnach ist der A2–Zustand Eigenzustand zu Heff. Die
Zusta¨nde |A1/2/31 〉 sind ebenfalls Eigenzusta¨nde des Systems. Nichtdiagonalbeitra¨ge er-
geben sich fu¨r |A4/51 〉. Die Matrixdarstellung zu diesen Zusta¨nden lautet
4 : HA4/51eff =
(
p −√2(p− q)
−√2(p− q) q
)
(5.21)
mit p = α− + α+ − β− − β+ und q = 1
2
(3α− + α+ − 3β− − β+). Diese Matrix kann
parameterunabha¨ngig diagonalisiert werden und liefert
EA41 = −p+ 2q |A41〉 = 1√3 |A41 +
√
2A51〉
EA51 = 2p− q |A51〉 = 1√3 |
√
2A41 −A51〉 .
(5.22)
|E1/2/3u/v 〉 sind bereits Eigenzusta¨nde des Systems zu den gema¨ß der E–Darstellung je
zweifach entarteten Eigenwerten
EE1 = −α− − 2β− , EE2 = −3γ und EE3 = EE1 . (5.23)
Da die Entartung der E–Zusta¨nde aufgrund der Symmetrie des Systems erhalten sein
muss, ist die Kopplung notwendigerweise von der Matrixgestalt Gl. (5.24). Es stellt sich
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heraus, dass dies fu¨r die Zusta¨nde |E4/5u/v〉 der Fall ist und man findet
4 : HE4/5eff =


k 0 l 0
0 k 0 l
l 0 m 0
0 l 0 m


|E4u〉
|E4v〉
|E5u〉
|E5v〉
=⇒


k l 0 0
l m 0 0
0 0 k l
0 0 l m


|E4u〉
|E5u〉
|E4v 〉
|E5v 〉
(5.24)
mit k = α− − α+ − β− − β+ − γ , m = α+−α−
2
− β− − β+ − γ
und l = 1
2
(−α− − α+ + β− − β+ + 2γ) = 1
2
∆ST .
Parameterabha¨ngige Diagonalisierung liefert
EE˜4 =
1
2
(
k +m+
√
(k −m)2 + 4l2
)
|E˜4u/v〉 = 1√N4
(
|E4u/v〉+ lEE˜4−m |E
5
u/v〉
)
EE˜5 =
1
2
(
k +m−√(k −m)2 + 4l2) |E˜5u/v〉 = 1√N5
(
|E4u/v〉+ lEE˜5−m |E
5
u/v〉
)
(5.25)
mit N4/5 = 1 +
(
l
E
E˜4/5
−m
)2
.
Klassifizierung der Zusta¨nde und Diskussion
Aufgrund der Isotropie im Spinsektor ist der Gesamtspin ~S =
∑
i
~Si fu¨r Heff erhalten
und die Zusta¨nde ko¨nnen neben den irreduziblen Darstellungen der Gruppe C3v auch
nach den Eigenwerten S(S + 1) von ~S2 klassifiziert werden. Die daraus resultierende
Unterscheidung in Dupletts und Quartetts ist in Tabelle 5.5 aufgefu¨hrt. Die Analyse der
mo¨glichen Spinkonfigurationen ergibt [4]
Γ
1
2 ⊗ Γ 12 ⊗ Γ 12 = Γ 12 ⊕ Γ 12 ⊕ Γ 32 . (5.26)
Somit wird der 64–dimensionale Hilbertraum aus vier Spin–Quartetts und acht Spin–
Dupletts (32 Zusta¨nde) und den dazu vibronisch entarteten Zusta¨nden gebildet. Die
Entartung der Dupletts und Quartetts la¨sst sich z. B. durch ein a¨ußeres Magnetfeld
aufheben. Die Aufspaltung der Energieniveaus ist in Abb. 5.7 dargestellt. Zu beachten ist
hierbei, dass die zweidimensionalen E–Darstellungen auch zwei Dupletts bzw. Quartetts
enthalten.
Aufgrund der Anisotropie im orbitalen Sektor ist die Klassifizierung nach den Ei-
genwerten von ~T 2 im allgemeinen nicht mo¨glich. Anders ausgedru¨ckt: im allgemeinen
kommutiert Heff nicht mit ~T
2. Man findet jedoch, dass sich alle Eigenzusta¨nde — aus-
genommen die Zusta¨nde |E˜E4/5〉 — nach beiden Quantenzahlen charakterisieren lassen.
Um die Eigenzusta¨nde |E˜E4/5〉 zu bilden sind gema¨ß Gl. (5.25) sowohl |EE4〉 (Orbital–
Quartett) als auch |EE5〉 (Orbital–Duplett) no¨tig (vgl. Tabelle 5.5). Diese Eigenzusta¨nde
von Heff sind somit orbitale ”
Quartett–Duplett–Mischungen“. Besitzt Heff Isotropie im
orbitalen Sektor, d. h. SU(2) × SU(2)–Symmetrie, kann das Eigensystem auch nach
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Eigenwerte Zusta¨nde S |T z| Entartung
EA21 = EA31 = 0 |A21〉 , |A31〉 32 32 8
EA11 = EA41 = 2(α
− − β−) |A11〉 , |A41〉 32 12 8
EE1 = EE3 = −α− − 2β− |E1u/v〉 , |E3u/v〉 32 12 16
EE2 = −3γ |E2u/v〉 12 32 8
EA51 =
1
2
(α− + 3α+ − β− − 3β+) |A51〉 12 12 4
EA2 = −12 (3α− + α+ + 3β− + β+ + 4γ) |A2〉 12 12 4
EE˜4 =
1
2
(
k +m+
√
(k −m)2 + 4l2
)
|E˜4u/v〉 12 12 8
EE˜5 =
1
2
(
k +m−√(k −m)2 + 4l2) |E˜5u/v〉 12 12 8
4 SQ (4 OQ)
T z
Sz 3
2
1
2
3
2
A31 A
2
1
1
2
A11 A
4
1
8 SD (4 OQ)
T z
Sz 1
2
3
2
E2u/v
1
2
E4u/v
T z
Sz 3
2
1
2
1
2
E1u/v E
3
u/v
4 SQ (8 OD)
T z
Sz 1
2
1
2
A51, A2, E
5
u/v
8 SD (8 OD)
Tabelle 5.5.: Eigensystem zu Heff fu¨r den trimolekularen Komplex in der Dreieckskonfigu-
ration. Die Parameter k, m und l sind in Gl. (5.24) angegeben. Die Eigenzusta¨nde sind in
Spin–Quartetts (S = 3/2) und –Dupletts (S = 1/2) eingeteilt. Die Entartung ergibt sich
unter Beru¨cksichtigung der vorliegenden Kramers– und vibronischen Entartung und der Di-
mension der zugrunde liegenden Darstellung. Einbeziehung der Entartung generiert die hier
nicht aufgefu¨hrten Zusta¨nde. Die unteren Tabellen erla¨utern die Klassifizierung der symme-
trieangepassten Basis nach ~S2 und ~T 2. S (O) steht fu¨r Spin (Orbital). Q (D) meint einen
Quartett–Zustand mit S, T = 3/2 (Duplett–Zustand mit S, T = 1/2).
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4
5
8
4
5
6
6
8
4
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7 76 7
7
6
4
7
4
5
5
1
2
3
2
3
1
2
3
1 2
3
3 3
g = 0,J = 0,U 6= UoSU (4)g 6= 0, J = 0g 6= 0, J 6= 0
SU (2)× SU (2)
bzw.
bzw.
EA21
= EA31
= 0
EA11
= EA41
= 2(α− − β−)
EE1 = EE3 = −α− − 2β−
EE2 = −3γ
EA51
= 1
2
(α− + 3α+ − β− − 3β+)
EE˜5 =
1
4
(
α− − α+ − 4(β− + β+ + γ)−√
)
EE˜4 =
1
4
(
α− − α+ − 4(β− + β+ + γ) +√
)
EA2 = −12 (3α− + α+ + 3β− + β+ + 4γ)
Abbildung 5.7.: Schematische Darstellung der durch die verschiedenen Kopplungen verur-
sachten Aufhebung der Entartung am Beispiel des trimolekularen Komplexes. Die Levelfolge
wurde hier nicht zwingend beru¨cksichtigt. Die rot markierten Zusta¨nde stellen Spin-Quartetts,
die schwarzen Spin-Dupletts dar.
T klassifiziert werden. Bemerkenswert ist, dass im Fall des 4 die SU(2) × SU(2)–
Symmetrie zum Erreichen dieses Eigensystems nicht zwingend wieder hergestellt sein
muss. Es genu¨gt zu fordern, dass die Nebendiagonalelemente l aus Gl. (5.24) verschwin-
den. l entspricht jedoch gerade der Kopplung des anisotropen Spin–Orbital–Anteils des
Hamiltonoperators ∆ST (vgl. Gl. 4.1). Der rein orbitale Anisotropie–Beitrag kommu-
tiert fu¨r die Dreieckskonfiguration mit Heff. Die Begru¨ndung hierfu¨r erschließt sich aus
der Betrachtung der Matrixdarstellung dieses Anisotropie–Beitrags im Teilraum d. Nur
Eigenzusta¨nde von Heff dieses Teilraums lassen sich nicht nach T klassifizieren. Man
findet 
∑
〈ij〉
T zi T
z
j


d
= −1
2
 
9×9 (5.27)
und somit kommutiert dieser Anteil mit Heff.
Eine weitere Klassifizierung der Zusta¨nde ist u¨ber ihr Verhalten bei Einfluss der Hund-
schen Kopplung gegeben. Fu¨r J = 0 ist die Matrix Gl. (5.21) diagonal. Es entarten EA41
und EA51 (bonding–antibonding–Aufspaltung durch g und J) und EE3 mit EE˜4. Die Auf-
spaltung der A1–Niveaus unter dem Einfluss von g und J steht in Einklang mit den
Beobachtungen beim Dimer. Des weiteren ergibt sich eine Level–Abstoßung der Zweige
EE˜4/5 . Die Energie EE2 bleibt unter der Hundschen Kopplung invariant.
Abbildung 5.7 zeigt, dass der Jahn–Teller–Effekt die Entartung der A1–Niveaus teil-
weise aufhebt. Bemerkenswert ist, dass die Hundsche Kopplung zur vollsta¨ndigen Auf-
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(a) U = Uo = 4 und J = 0
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(b) U = 4, V = 3 und J = 1
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(c) U = 4, V = 3 und J = 0.5
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(d) adiabatisch fu¨r U = 4, V = 3 und J = 0.5
Abbildung 5.8.: Spektrum des trimolekularen Komplexes. Die Energien sind in Abb. 5.7 und
Tab. 5.5 angegeben. Die Energie ist um dem konstanten Beitrag 3Ep verschoben und in Ein-
heiten 2t2/ω0 aufgetragen.
spaltung dieser Beitra¨ge fu¨hrt, allerding nur unter Einfluss des Jahn–Teller–Effekts. Fu¨r
g = 0 bleiben diese Niveaus auch fu¨r J 6= 0 entartet.
Abbildung 5.8 zeigt fu¨r verschiedene Parameter das Spektrum des trimolekularen
Komplexes. Fu¨r g = 0 in Abb. 5.8(a) und 5.8(b) ergibt sich der SU(4)– bzw. SU(2) ×
SU(2)–Fall (vgl. Abb. 5.7 Mitte und rechts). Im adiabatischen Fall, dargestellt in Abb.
5.8(d), findet man ebenfalls SU(2) × SU(2)–Symmetrie fu¨r EE3 = EE˜4 , d. h. Ep =
1
4
(U − Uo − J) = 18 . Brechung der orbitale SU(2)–Symmetrie findet man fu¨r g = 0
und U 6= Uo + J (vgl. Abb. 5.8(c)) oder allgemein bei endlicher ep–Kopplung. Die
epW resultiert in der Aufspaltung des Null-Niveaus und der bei SU(4) entarteten Le-
vels. Das Spektrum ohne Hundsche Kopplung gleicht bis auf die Entartung bei g = 0
Abb. 5.8(a). Einbeziehen der Hundschen Kopplung fu¨hrt zur Aufspaltung der Quintett–
Duplett–Paare (EA41 ,EA51) und (EE3,EE˜4) (Abb. 5.7 links).
In Tabelle 5.5 ist das Eigensystem dargestellt und nach Gesamtspin und den irredu-
ziblen Darstellungen der Gruppe C3v klassifiziert. Man kann zeigen (Anhang F), dass je
nach Parameterwahl drei Grundzusta¨nde in Betracht kommen. Die zugeho¨rigen Ener-
gien sind EA2 , EE2 und EE1/3. Wa¨hrend |E2〉 ein ferroorbitaler Zustand ist und der
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Energiegewinn u¨ber intraorbitale Prozesse (γ) stattfindet, handelt es sich bei |E1/3〉 um
ein Spin–Quartett und ausschließlich intraorbitalen Prozesse sind mo¨glich. Das Spin–
Dublett |A2〉 kombiniert sowohl inter– als auch intraorbitale Prozesse.
Bezu¨glich des Phasendiagramms seien hier nur einige Punkte erwa¨hnt. Wir werden
spa¨ter sehen, dass das Phasendiagramm des4 identisch mit dem des Tetraeders ()
ist. Die Eigenenergien des4 sind, mit einem Faktor 2 versehen, identisch zu Eigenwer-
ten des  und auch die mo¨glichen Grundzustandsenergien sind bereits im4 vertre-
ten. Aus diesem Grund werden wir das Phasendiagramm zum Abschluss des Abschnitts
u¨ber das Eigensystem des Tetraeders ausfu¨hrlich diskutieren. Es sei an dieser Stelle
nur noch auf einen zentralen Punkt hingewiesen. Fu¨r die Stabilisierung der ferromagne-
tischen Phase, repra¨sentiert durch die Zusta¨nde |E1/3〉, sind sowohl die phononischen
Anregungen als auch die Hundsche Kopplung no¨tig. Adiabatische Beschreibung oder
Vernachla¨ssigung der Hundschen Kopplung fu¨hrt zu einer dominierenden
”
Mischphase“,
gegeben durch |A2〉.
5.3. Tetraeder 
Als Grundbaustein des Pyrochlor–Gitters dient der Tetraeder. Dieser dreidimensionale
Simplex kann in verschiedene Richtungen projiziert werden. Betrachtet man die (111)–
Richtung erha¨hlt man ein Dreieck mit einem zusa¨tzlichen Gitterpunkt im Schwerpunkt.
Die (100)–Richtung liefert eine Plaquette, eine quadratische Anordnung mit Verbindun-
gen zwischen den Gitterpla¨tzen 2–4 und 1–3 (vgl. Abbildung in Tab. 5.6(b)).
Fu¨r die Symmetrieeigenschaften zieht man die Tetraedersymmetrie Td heran. Die Cha-
raktertafel ist in Tabelle 5.6(c) aufgefu¨hrt. Vernachla¨ssigt wird dabei, dass sich die
lokalen Strukturen und der Spin an jedem Gitterplatz ebenfalls transformieren. Wir
verschaffen uns das Transformationsverhalten des Tetraeders. Dabei werden die vier
Mo¨glichkeiten der Besetzung durch farbige Markierung der Eckpunkte dargestellt.
Erneut kann aufgrund der Erhaltungsgro¨ßen und des Transformationsverhaltens der
Zusta¨nde der Hilbertraum gema¨ß Tabelle 5.6(a) zerlegt und nach irreduziblen Darstel-
lungen Γirrep klassifiziert werden [4]. Die 256 Zusta¨nde der Einfachbesetzung lassen sich
demnach in
Γ256 = 35A1 ⊕A2 ⊕ 20E ⊕ 15T1 ⊕ 45T2 (5.28)
zerlegen. Um die Anzahl der Indizes u¨berschaubar zu halten, werden wir den Index 1 bzw.
2 der A– und T–Darstellung spa¨ter bei der Bezeichnung der Zusta¨nde weglassen. Diese
werden mit A, E und T gekennzeichnet und, falls no¨tig, mit oberen Indizes nummeriert.
|T1/2/3〉 wird verwendet, um die drei Basiszusta¨nde der T–Darstellung zu benennen.
Bezu¨glich des Spins findet man fu¨r das Verha¨ltnis der Singuletts, Tripletts und Quin-
tetts
Γ
1
2 ⊗ Γ 12 ⊗ Γ 12 ⊗ Γ 12 = Γ0 ⊕ Γ0 ⊕ Γ1 ⊕ Γ1 ⊕ Γ1 ⊕ Γ2 . (5.29)
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Sz T z dim(Heff) Zerlegung nach Γirrep Quint. Trip. Sing.
±2 ±2 4× 1 4A1 4 – –
±2 ±1 4× 4 4(A1 ⊕ T2) 16 – –
±1 ±2 4× 4 4(A1 ⊕ T2) 4 12 –
±2 0 2× 6 2(A1 ⊕ E ⊕ T2) 12 – –
0 ±2 2× 6 2(A1 ⊕ E ⊕ T2) 2 6 4
±1 ±1 4× 16 4(2A1 ⊕ E ⊕ T1 ⊕ 3T2) 16 48 –
±1 0 2× 24 2(2A1 ⊕ 2E ⊕ 2T1 ⊕ 4T2) 12 36 –
0 ±1 2× 24 2(2A1 ⊕ 2E ⊕ 2T1 ⊕ 4T2) 8 24 16
0 0 1× 36 3A1 ⊕ A2 ⊕ 4E ⊕ 3T1 ⊕ 5T2 6 18 12
T z
S
2 (Quintett) 1 (Triplett) 0 (Singulett)
±2 2 2A1 6 2T2 4 2E
±1 8 2(A1 ⊕ T2) 24 2(A1 ⊕ E ⊕ T1 ⊕ 2T2) 16 2(E ⊕ T1 ⊕ T2)
0 6 A1 ⊕ E ⊕ T2 18 A1 ⊕ E ⊕ 2T1 ⊕ 3T2 12 A1 ⊕A2 ⊕ 2E ⊕ T1 ⊕ T2
(a) Zerlegung des Hilbertraums
1
34
2       
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  4
3
1 2
(b) Plaquette und Dreieck
E 8C3 3C2 6S4 6σd
A1 1 1 1 1 1
A2 1 1 1 -1 -1
E 2 -1 2 0 0
T1 3 0 -1 1 -1
T2 3 0 -1 -1 1
(c) Charaktertafel fu¨r Td–Symmetrie.
Tabelle 5.6.: (a) Zerlegung des 256–dimensionalen Hilbertraums fu¨r den Tetraeder unter Ver-
wendung der Erhaltungsgro¨ßen. In der unteren der beiden Tabellen gibt die Zahl in der jeweils
ersten Spalte die Anzahl der Quintetts, Tripletts und Singuletts an. (b) Projektionen des Te-
traeders auf Plaquette und Dreieck. (c) Charaktertafel fu¨r Td–Symmetrie [4].
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Somit wird der 256–dimensionale Hilbertraum gebildet aus 32 Singuletts, 48 Tripletts
und 16 Quintetts.
Im Teilraum T z = ±2 erwartet man den Zustand niedrigster Energie fu¨r S = 0,
da auf diese Weise den Elektronen die ho¨chst mo¨gliche Mobilita¨t erlaubt ist. Analog
erwartet man im Teilraum Sz = ±2 den Grundzustand fu¨r T z = 0. Dies la¨sst sich durch
Umschreiben des Hamiltonoperators fu¨r diese beiden Fa¨lle verifizieren. Wie beim Dimer
und beim4 findet man mit Gl. (5.6) und (5.9)
HFOeff = γ
(
~S2 − 6
)
und HFMeff ; = α
−
(
~T 2 − (T z)2 − 2
)
+ β−
(
(T z)2 − 4) (5.30)
und somit ergeben sich die Energieeigenwerte
ES=2 = 0 , ES=1 = −4γ
und ES=0 = −6γ
T
T z
0 ±1 ±2
0 −2α− − 4β− — —
1 −4β− −α− − 3β− —
2 4(α− − β−) 3(α− − β−) 0
(5.31)
mit S aus dem Eigenwert S(S+1) von ~S2 (analog fu¨r ~T 2). Die FO–Eigenwerte finden sich
auch in Tabelle 5.9 als A–Quartett, T–Triplett und E–Singulett wieder. Entsprechend
sind die FM–Energien identisch zu den sechs Spin–Quintett–Energien aus Tabelle 5.9.
Berechnet werden im folgenden die Energien der gemischten Beitra¨ge und die Eigen-
zusta¨nde. In Abbildung 5.9 ist ein Teil der Tetraeder–Zusta¨nde gezeigt. Die Notation
der Zusta¨nde ist gegeben durch
|r〉T zSz mit r = 1, . . . , dim(HT zSzeff ) . (5.32)
Wir werden zuna¨chst eine Klassifizierung des Hilbertraum nach der Gruppe S4 vorneh-
men. Dies erweist sich als sinnvoll, da sich die Gruppe Td gema¨ß
Td = C3 ∧ S4 ∧ Cs mit C3 = {E,C+31, C−31} , (5.33)
S4 = {E, S+4z, S−4z, C2z} und Cs = {E, σdb}
zerlegen la¨sst. Zu jedem Zustand existiert die zugeho¨rige Kramers–entartete Konfigura-
tion |r¯〉T zSz . Fu¨r diese gilt an jedem Tetraederplatz σi → σ¯i. Analog hierzu sind auch
die vibronisch entarteten Konfigurationen |r˜〉T zSz (γi → γ¯i) und die Kramers– und vi-
bronisch entarteten Zusta¨nde |¯˜r〉T zSz (γiσi → γ¯iσ¯i) zu beru¨cksichtigen.
Der Zustand |1〉22 wird von allen Symmetrieoperationen der Td reproduziert und trans-
formiert nach der A–Darstellung. Die Vektorra¨ume V 20, V 02 und V 001 beinhalten eine
Klasse von Zusta¨nden, die dadurch charakterisiert sind, dass mindestens eine der Quan-
tenzahlen Sz und T z 0 ist. Es zeigt sich, dass bei diesen Ra¨umen die oben angefu¨hrten
entarteten Konfigurationen zur Klassifizierung herangezogen werden mu¨ssen. In den Hil-
bertra¨umen mit Sz, T z 6= 0 ist das nicht no¨tig und die vierfache Entartung wird durch
die oben angegebenen globalen Spin– und Orbital–Operationen sichergestellt.
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V 21 nach V 12:
V 20 nach V 02:
V 21 nach V 111 :
V 112
V 113
V 114
V 20 nach V 001 :
V 112 , V
11
3 , V
11
4 nach V
10
1 , V
10
2 , V
10
3 :
V 112 , V
11
3 , V
11
4 nach V
01
1 , V
01
2 , V
01
3 : −→
−→
−→
−→
−→
−→−→
und
|θ ↑〉i=1,...,4
|θ ↓〉i=1,...,4
| ↑〉i=1,...,4
| ↓〉i=1,...,4
|1〉22
|1〉20 |2〉20 |3〉20
|1〉21 |2〉21 |3〉21 |4〉21
|5〉11 |6〉11 |7〉11 |8〉11
|9〉11 |10〉11 |11〉11 |12〉11
|13〉11 |14〉11 |15〉11 |16〉11
|k〉20 −→ |k〉02
|k〉20 −→ |k〉00
( |l〉21 −→ |l〉12 ) ( |l〉21 −→ |l〉11 )
( |m〉11 −→ |m− 4〉10 )
( |m〉11 −→ |m− 4〉01 )
k = 1, . . . 3
l = 1, . . . 4
m = 5, . . . 16
V T
zSz | 〉T zSz
Abbildung 5.9.: Symmetrieklassifizierung der Tetraeder–Zusta¨nde. Notation im Text.
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E S+4z S
−
4z C2z
A 1 1 1 1
B 1 -1 -1 1
E 2 0 0 -2(
1 0
0 1
) (
0 1
−1 0
) (
0 −1
1 0
) (−1 0
0 −1
)
Tabelle 5.7.: Charaktertafel fu¨r S4–Symmetrie [4] und Matrixdarstellung in der Basis Eu, Ev.
Teilra¨ume V 20, V 02 und V 001
Zur Klassifizierung der Zusta¨nde aus V 20 sind die drei in Abbildung 5.9 gezeigten
Zusta¨nde und die zugeho¨rige Kramers–entartete Konfiguration |r¯〉20 no¨tig. Analog hier-
zu muss fu¨r V 02 die vibronisch entartete Konfiguration |r˜〉02 und fu¨r V 001 die Kramers–
und vibronisch entarteten Zusta¨nde mit einbezogen werden. Somit ergibt sich jeweils ein
sechsdimensionaler Hilbertraum und man findet fu¨r die Charakterisierung gema¨ß S4
|A1a〉T zSz = 1√
2
|1 + 1ˆ〉T zSz |B1a〉T zSz = 1√
2
|1− 1ˆ〉T zSz
|A1b〉T zSz = 1
2
|2 + 2ˆ + 3 + 3ˆ〉T zSz |B1b〉T zSz = 1
2
|2 + 2ˆ− 3− 3ˆ〉T zSz (5.34)
|E1u〉T zSz = 12 |2− 2ˆ− 3 + 3ˆ〉T
zSz mit |kˆ〉20 = |k¯〉20 , |kˆ〉02 = |k˜〉02
|E1v 〉T zSz = 12 | − 2 + 2ˆ− 3 + 3ˆ〉T
zSz und |kˆ〉00 = |¯˜k〉00 .
Diese Einteilung basierend auf der Gruppe S4 dient als Ausgangspunkt zur Klassifi-
zierung nach Td. Dies wird erreicht durch eine zusa¨tzliche Charakterisierung nach der
Gruppe C3.
|Ai〉T zSz = 1√
3
|A1a +√2A1b〉T zSz |T i1〉T zSz = |B1a〉T zSz
|Eiu〉T zSz = 1√3 |A1b −
√
2A1a〉T zSz |T i2〉T zSz = 1√2 |E1u − E1v 〉T
zSz
|Eiv〉T zSz = −|B1b〉T zSz |T i3〉T zSz = − 1√2 |E1u + E1v 〉T
zSz
(5.35)
Der Label i = 1 wird im Teilraum V 001 beno¨tigt. In den Teilra¨umen V
20(02) ist eine
zusa¨tzliche Nummerierung der Zusta¨nde nicht no¨tig, da sie durch ihre Quantenzahlen
T z und Sz bereits eindeutig bestimmt sind.
Teilra¨ume V 21(12) und V 111
In Analogie zu den Teilra¨umen V 20, V 02 und V 001 werden durch Operationen der Gruppe
C3 auch in den je vierdimensionalen Unterra¨umen V
21(12) und V 111 keine neuen Zusta¨nde
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(außerhalb des Teilraums) generiert. Bezu¨glich der S4 findet man in U¨bereinstimmung
mit den Zusta¨nde |2〉, |2ˆ〉, |3〉 und |3ˆ〉 in Gl. (5.34)
|Ai〉T zSz = 1
2
|1 + 2 + 3 + 4〉T zSz |E iu〉T zSz = 1√2 |1− 4〉T
zSz
|Bi〉T zSz = 1
2
|1− 2− 3 + 4〉T zSz |E iv〉T zSz = 1√2 |2− 3〉T
zSz .
(5.36)
Bezieht man nun die C3 mit ein, ergibt sich eine A– und eine T–Darstellung
|T i1〉T zSz = |Bi〉T zSz
|Ai〉T zSz = |Ai〉T zSz |T i2〉T zSz = 1√2 | − E iu + E iv〉T
zSz
|T i3〉T zSz = 1√2 |E iu + E iv〉T
zSz
(5.37)
Wie in Gl. (5.35) ist i = 1 im Teilraum V 111 und wird fu¨r V
21(12) weggelassen.
Teilra¨ume V 112/3/4 und V
01(10)
1/2/3
Jeder dieser neun Unterra¨ume transformiert bezu¨glich der S4 vo¨llig analog zu V
21(12) und
V 111 . Symmetrieoperationen der C3 verknu¨pfen die drei Ra¨ume mit denselben Quanten-
zahlen, fu¨hren aber nicht aus dem zwo¨lfdimensionalen Raum heraus. Die Klassifizierung
nach S4 ergibt
|Ai〉T zSz = 1
2
(|4i− 3〉+ |4i− 2〉+ |4i− 1〉+ |4i〉)T zSz
|Bi〉T zSz = 1
2
(|4i− 3〉 − |4i− 2〉 − |4i− 1〉+ |4i〉)T zSz
|E iu〉T
zSz =
1√
2
(|4i− 3〉 − |4i〉)T zSz
|E iv〉T
zSz =
1√
2
(|4i− 2〉 − |4i− 1〉)T zSz . (5.38)
Wie oben steht i fu¨r den Index am Vektorraum, also i = 2, 3, 4 fu¨r V 112/3/4 und i = 1, 2, 3
fu¨r V
01(10)
1/2/3 . Fu¨r die Zusta¨nde aus V
11
2/3/4 findet man unter zusa¨tzlicher Betrachtung der
Symmetrieoperationen aus C3
|A2〉11 = 1√
3
|A2 +A3 +A4〉11 |T 21 〉11 = 1√2 |A2 −A3〉11
|E2u〉11 = 1√6 |2A4 −A2 −A3〉11 |T 22 〉11 = 12 |E2v − E3u − E4v + E4u〉11
|E2v〉11 = 1√2 |B2 − B3〉11 |T 23 〉11 = 12 | − E3v − E2u + E4v + E4u〉11
|T 31 〉11 = 1√2 |B2 + B3〉11 |T 41 〉11 = |B4〉11
|T 32 〉11 = 12 |E2v − E3u + E4v − E4u〉11 |T 42 〉11 = 1√2 |E3v − E2u〉11
|T 33 〉11 = 12 |E2u + E3v + E4v + E4u〉11 |T 43 〉11 = 1√2 |E2v + E3u〉11 .
(5.39)
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Abbildung 5.10.: Symmetrieklassifizierung der Tetraeder–Zusta¨nde mit Sz = T z = 0. Notation
im Text und in Abbildung 5.9.
Fu¨r die Resultate des Teilraums V
01(10)
1/2/3 sind in Gl. (5.39) die Quantenzahlen S
z und
T z zu ersetzen und jeder innere obere Index an den Zusta¨nden muss um 1 verringert
werden. |T 21 〉11 = 1√2 |A2 −A3〉11 ist z. B. durch |T 11 〉01 = 1√2 |A1 −A2〉01 zu ersetzen.
Teilraum V 002/3/4
Es bleiben noch 24 Zusta¨nde aus dem Raum Sz = T z = 0 zu klassifizieren. In Abb.
5.10 sind zwo¨lf Zusta¨nde dargestellt. Die verbleibenden zwo¨lf Zusta¨nde werden wieder
durch die globale Spin– und Orbital–Operation generiert, z. B. durch V˜ 002 , V¯
00
3 und
V¯ 004 . In Analogie zu den Zusta¨nden |2〉20/|3〉20 beno¨tigt man auch in diesem Fall die
konjugierten Zusta¨nde. Außerdem erkennt man, dass fu¨r ↓ → θ↑ (blau nach schwarz)
die Ra¨ume V 002/3/4 in V
11
2/3/4 u¨bergehen. Demnach findet man (vgl. Gl. (5.38))
|Ai〉00 = 1
2
|ψ + φ+ φˆ+ ψˆ〉00 |E iu〉00 = 1√2 |ψ − ψˆ〉00
|Bi〉00 = 1
2
|ψ − φ− φˆ+ ψˆ〉00 |E iv〉00 = 1√2 |φ− φˆ〉00
i ψ φ | ˆ 〉
2 |4〉00 |5〉00 | ¯ 〉
3 |6〉00 |7〉00 | ˜ 〉
4 |8〉00 |9〉00 | ¯˜ 〉
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Bezieht man die Gruppe C3 mit ein und klassifiziert nach deren Transformationsverhal-
ten, ergibt sich folgende Charakterisierung nach den irreduziblen A–Darstellungen
|A2〉00 = 1√
6
|A2 + A˜2 +A3 + A¯3 +A4 + A¯4〉00
|A3〉00 = 1√
6
|B2 + B˜2 + B3 + B¯3 + B4 + B¯4〉00 (5.40)
Die E–Darstellungen sind durch
|E2u〉00 = 12√3 |2(A2 + A˜2)− (A3 + A¯3)− (A4 + A¯4)〉00
|E2v〉00 = 12 |(B3 + B¯3)− (B4 + B¯4)〉00
|E3u〉00 = 12 | − (A3 + A¯3) + (A4 + A¯4)〉00
|E3v〉00 = 12√3 |2(B2 + B˜2)− (B3 + B¯3)− (B4 + B¯4)〉00 (5.41)
gegeben. Fu¨r die T–Darstellungen findet man
|T 21 〉00 = 1√2 |A2 − A˜2〉00 |T 31 〉00 = 1√2 |B2 − B˜2〉00
|T 22 〉00 = 12 | − E3u − E¯3u − E4v − E¯4v 〉00 |T 32 〉00 = 12 | − E3u − E¯3u + E4v + E¯4v 〉00
|T 23 〉00 = 12 | − E3v − E¯3v + E4u + E¯4u〉00 |T 33 〉00 = 12 |E3v + E¯3v + E4u + E¯4u〉00
|T 41 〉00 = 1√2 |A3 − A¯3〉00 |T 51 〉00 = 1√2 |B3 − B¯3〉00
|T 42 〉00 = 12 | − E2v − E˜2v − E4u + E¯4u〉00 |T 52 〉00 = 12 |E2v + E˜2v − E4u + E¯4u〉00
|T 43 〉00 = 12 |E2u + E˜2u − E4v + E¯4v 〉00 |T 53 〉00 = 12 |E2u + E˜2u + E4v − E¯4v 〉00
|T 61 〉00 = 1√2 |A4 − A¯4〉00 |T 71 〉00 = 1√2 |B4 − B¯4〉00
|T 62 〉00 = 12 | − E2u + E˜2u − E3v + E¯3v 〉00 |T 72 〉00 = 12 | − E2u + E˜2u + E3v − E¯3v 〉00
|T 63 〉00 = 12 | − E2v + E˜2v + E3u − E¯3u〉00 |T 73 〉00 = 12 |E2v − E˜2v + E3u − E¯3u〉00
(5.42)
Um nach Td zu klassifizieren, muss noch das Transformationsverhalten unter Cs, also
unter der Operation σdb, untersucht werden. Es stellt sich heraus, dass die nach S4
und C3 klassifizierten Zusta¨nde unter σdb die Td–Charaktertafel erfu¨llen und gleiche
Darstellungen nach der gleichen Matrix transformieren.
Somit sind die 256 Zusta¨nde vollsta¨ndig nach der durch die Tetraeder–Symmetrie vor-
gegebenen Gruppe Td klassifiziert und den irreduziblen Darstellungen zugeordnet. Dabei
wurde bereits die Erhaltung der z–Komponenten des Gesamtspins und –pseudospins zur
Zerlegung in Teilra¨ume verwendet. Zusa¨tzlich steht uns noch der Gesamtspin als Erhal-
tungsgro¨ße zur Verfu¨gung. ~S2 kommutiert mit Heff und somit muss eine Basis existieren,
die aus Eigenzusta¨nden zu beiden Operatoren gebildet wird. Diese Basis gilt es noch
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(
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(
(
)
)
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(
(
)
)
1
34
i j
2 
+
++
+
++
+
+
+
++
−−
−
−−
−
2
2
−2
1√
2
| ↑↓ − ↓↑〉|θθ〉ij
1√
2
| ↑↓ − ↓↑〉|〉ij
1√
2
|θ− θ〉| ↑↑〉ij
1
2
|θ− θ〉| ↑↓ + ↓↑〉ij
1√
2
|θ− θ〉| ↓↓〉ij
θ ↔ |A2〉000 = 1√6
|Eu〉200 = 1√3 |Ev〉200 =
|Eu〉022 = 1√3
|Ev〉022 =
|Eu〉012 = 1√6 |Ev〉012 = − 1√2
|Eu〉002 = 13√2
|Ev〉002 = − 1√6
Abbildung 5.11.: Mo¨gliche Grundzusta¨nde des Tetraeders. Die Singuletts bezu¨glich zweier
Gitterpla¨tze sind nach der Vorschrift i < j geordnet.
zu finden. Hierfu¨r kommen natu¨rlich nur Linearkombination aus Zusta¨nden einer Dar-
stellung Γ (z. B. die E–Darstellung) und mit den gleichen Quantenzahlen T z und Sz in
Frage. Die Zusta¨nde dieser Basis, bestehend aus Linearkombinationen der |Γ〉T zSz , wird
mit |Γ〉T zSzS bezeichnet und ist in Tabelle 5.8 aufgelistet. Die zugeho¨rigen Eigenwerte
sind in Tabelle 5.9 angefu¨hrt. Die rot und gru¨n markierten Eigenwerte entsprechen da-
bei Eigenwerten des4, versehen mit einem Faktor 2. Die Angaben in rot beziehen sich
zusa¨tzlich auf die mo¨glichen Grundzusta¨nde. Daher findet man fu¨r4 und  ein iden-
tisches Phasendiagramm. Dieses Phasendiagramm werden wir im folgenden Abschnitt
genauer diskutieren.
5.4. Phasendiagramm
In Abbildung 5.13 ist das Phasendiagramm gezeigt und in nachfolgender Tabelle ein
U¨berblick u¨ber die mo¨glichen Grundzusta¨nde mit den zugeho¨rigen Energien und Ent-
artungen gegeben. Parameterabha¨ngig sind drei Grundzusta¨nde zu diskutieren. Wir
wa¨hlen eine feste Anregungsenergie des lokalen Spin–Tripletts Uo − J = ω0 und die
SU(2)× SU(2)–Bedingung fu¨r g = 0, U = Uo + J .
Wie im vorangegangen Abschnitt erwa¨hnt, findet man bezu¨glich der mo¨glichen Grund-
zusta¨nde a¨quivalente Beschreibungen der Phasengrenzen fu¨r den 4 (trimolekularer
Komplex in der Dreieckskonfiguration) und den  (Tetraeder). Repra¨sentanten dieser
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2
) Abbildung 5.12.: Mo¨gliche Line-
arkombinationen am Beispiel von
|Eu/v〉200 . Die dicken Linien entspre-
chen den θ–Singuletts (vgl. Abb.
5.11).
Zusta¨nde fu¨r den  sind in Abb. 5.11 gezeigt.
Wir werden bei unserer Beschreibung des Phasendiagramms unten rechts beginnen
und die entstehenden Phasen mit steigendem U und sinkendem Ep diskutieren. Im Be-
reich U < 2Ep befinden wir uns im Regime lokal attraktiver Coulomb–Wechselwirkung
und erwarten somit einen Grundzustand, der aus doppelt besetzten Gitterpla¨tzen im
gleichen Orbital gebildet wird, vergleichbar mit den lokalen Bipolaronen in Kapitel 3.
Die Grenze U = 2Ep zwischen lokal repulsiver und attraktiver Coulomb–Wechselwirkung
ist durch die gru¨ne Kurve gekennzeichnet. Allerdings kann dieser Bereich im Rahmen
unseres effektiven Modells nicht beschrieben werden.
Im Bereich repulsiver Wechselwirkung findet man im Parameterraum eine durch einen
ferroorbitalen Spin–Singulett (FO–SS) Zustand charakterisierte Phase. Beim Tetraeder
handelt es sich um |Eu/v〉200 (vierfach entartet), der Zustand im 4 ist |E2u/v〉 (acht-
fach entartet). Somit ist S minimal (Singulett bzw. Duplett) und |T z| maximal. Im
Phasendiagramm liest man ab, dass dieser Bereich direkt an die Kurve U = 2Ep an-
schließt und damit die repulsive lokale Wechselwirkung im gleichen Orbital in dem Strei-
fen der FO–SS–Phase vergleichsweise schwach ist. In verschiedenen Orbitalen nimmt
die Coulomb–Abstoßung durch die Renormierung von Uo → Uo + 2Ep mit steigender
Elektron–Phonon–Kopplung zu. In diesem Parameterbereich erwartet man daher den
gro¨ßten Beitrag zur Energieabsenkung von intraorbitalen Prozessen (∝ γ, vgl. Abb. 4.2)
und man findet einen FO–SS–Zustand. Minimaler Wert von S gewa¨hrleistet eine maxi-
male Anzahl an Bindungen, die zum Energiegewinn beitragen. Bei der Beschra¨nkung
auf ein Orbital (Heisenberg–Modell) erha¨lt man fu¨r den  diese Zusta¨nde der E–
Darstellung als Grundzustand (z. B. [76]).
Natu¨rlich ko¨nnen auch beliebige Linearkombinationen herangezogen werden. Ha¨ufig
wird× und | | − betrachtet. Die Linien kennzeichnen Singuletts auf der Plaketten–
Darstellung des Tetraeders. Mo¨gliche Linearkombinationen sind in Abb. 5.12 aufgezeigt
und es gilt | | + +× = 0.
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U¨bersteigt nun U einen gewissen Wert, ist es energetisch gu¨nstiger auch orbitale Frei-
heitsgrade zu beru¨cksichtigen. Dies geschieht durch Bildung eines θ– und eines –Spin–
Singuletts im  (|A2〉000 in Abb. 5.11, nicht entartet). Fu¨r den4 handelt es sich um
ein intraorbitales Singulett in γ und der dritte Gitterplatz wird mit einem Elektron in
γ¯ besetzt (|A2〉 vierfach entartet). Zwischen den –Singuletts bzw. dem4–Singulett
und dem dritten Gitterplatz ko¨nnen nun auch interorbitale Prozesse stattfinden. Bei der
hier vorgenommenen Parameterwahl befindet sich der SU(4)–Punkt bei Ep = 0 und
U = ω0, also im Bereich dieser Phase. Man stellt fest, dass es sich beim nichtentarte-
ten Grundzustand des  um das SU(4)–Singulett aus Gl. (4.8) handelt. Wir wollen
daher diese Phase in Anlehnung an den Grundzustand des  SU(4)–Phase nennen,
auch wenn die Bildung dieses Zustands im 4 nicht mo¨glich ist. Der Zustand im 4
stellt eine
”
Vorstufe“ dar. Das erkennt man bereits an der nur durch einen Faktor 2 zu
unterscheidenden Energie.
Die Phasengrenze zwischen FO–SS und SU(4)–Singulett wird durch die Gleichung
3α− + α+ + 3β− + β+ − 2γ = 0 (5.43)
beschrieben. Erho¨ht man die Elektron–Phonon–Kopplung verbreitert sich der Bereich
der FO–SS–Phase. Dieses Verhalten erkennt man in der vergro¨ßert dargestellten einbe-
schriebenen Abbildung. Im adiabatischen Grenzfall (gestrichelte Kurve) wird die Pha-
sengrenze fu¨r Uo = xU und J = yU durch die Gleichung
U = 2Ep
(
3x+ y − 2 +√4(1 + x)2 + 6(1 + x)y + 6y2
x(4− x) + y(y + 2)
)
J=0−→ 2Ep 5
4− x (5.44)
beschrieben und erfu¨llt fu¨r Uo < U die Bedingung U > 2Ep. Ha¨lt man, wie im hier
betrachteten Fall, Uo − J = c fest und verwendet die SU(2) × SU(2)–Bedingung fu¨r
g = 0, U = Uo + J , ist die Phasengrenze durch
Uad =
2√
3
√
Ep(5Ep + c) (5.45)
gegeben. Diese Kurve ist in Abb. 5.13 dargestellt und stimmt recht gut mit der exakten
Auswertung u¨berein. Mit steigendem Uo − J = c dehnt sich die ferroorbitale Phase zu
gro¨ßeren U–Werten hin aus, wie man an Gl. (5.45) abliest.
An die SU(4)–Phase schließt sich ein Bereich an, dessen –Zustand sich durch ge-
genu¨berliegende Bindungen mit orbitalen Singuletts und Spin–Tripletts (OS–ST) aus-
zeichnet. Bemerkenswert ist, dass fu¨r den U¨bergang zur OS–ST–Phase sowohl die quan-
tenmechanische Behandlung der Phononen als auch die Hundsche Kopplung notwendig
sind. Wie im FO–SS–Fall handelt es sich um Zusta¨nde, die der E–Darstellung gehor-
chen. Der –Zustand ist |Eu/v〉02,01,002 (zehnfach entartet), der Zustand im4 ist |E1/3u/v〉
(achtfach entartet). Die Phasengrenze von der SU(4)–Phase zur OS–ST–Phase ist durch
α− + α+ − β− + β+ + 4γ = 0 (5.46)
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gegeben. Man liest leicht ab, dass aufgrund der positiven Kopplungsparameter diese
Grenze fu¨r g = 0 bzw. im adiabatischen Fall (α− = β− und α+ = β+) oder fu¨r ver-
schwindende Hundsche Kopplung (α− = α+ und β− = β+) nie erreicht wird. Sie ist
somit eine Besonderheit des Wechselspiels zwischen dem Jahn–Teller–Effekt und der
Hundschen Kopplung. Diese Phase tritt fu¨r, im Vergleich zur interorbitalen Anregungs-
energie Uo − J , starke intraorbitale Coulomb–Wechselwirkung auf. In diesem Bereich
ist somit das Ausnutzen der Energieabsenkung der Spin–Tripletts durch die Hundsche
Kopplung energetisch gu¨nstiger als die Bildung von Spin–Singuletts im gleichen Orbital.
Daher ist S maximal. |T z| ist minimal und orbitale Singuletts werden gebildet (vgl. Abb.
5.11 fu¨r ).
Im Vergleich zum Dimer fallen einige Unterschiede auf. Dort haben wir unterschie-
den zwischen inter– und intraorbitalen Bipolaronen. Hundsche Kopplung bevorzugt fu¨r
das interorbitale Bipolaron die FM Spinordnung. Aber auch fu¨r J = 0 findet man ei-
ne stabile Phase. Aufgrund der Beschra¨nkung auf zwei Gitterpla¨tze kann beim Dimer
eine Phase mit Energiegewinn durch inter– und intraorbitale Prozesse nicht existieren.
Die Phasengrenze vom inter– zum intraorbitalen Bipolaron verla¨uft gerade durch den
Parameterbereich dieser
”
gemischten“ Phase fu¨r den4 und den .
5.5. Zusammenfassung
Um einen Einblick in die durch das Wechselspiel der unterschiedlichen Freiheitsgrade
generierten Effekte zu bekommen, haben wir das effektive Modell fu¨r kleine Systeme
ausgewertet.
Das Dimer liefert einen guten Ausgangspunkt, um die Gu¨ltigkeit des effektiven Modells
mit Hilfe exakter Ergebnisse durch Diagonalisierung des Ausgangsproblems zu pru¨fen.
Zusa¨tzlich bilden die Singuletts und Tripletts in Spin und Orbital die Grundbausteine
komplexerer Strukturen und die Analyse dieses einfachsten Moleku¨lkomplexes tra¨gt so-
mit zum besseren Versta¨ndnis ausgedehnter Strukturen bei. Das Phasendiagramm des
Dimers zeigt sowohl bei Behandlung mit exakter Diagonalisierung als auch bei Aus-
wertung des effektiven Modells eine Phasengrenze zwischen intra– und interorbitalen
Bipolaronen.
Der in reellen Materialien viel diskutierte Einfluss der geometrischen Frustration mo-
tiviert die Untersuchung des4 und des . Fu¨r diese Moleku¨le ist es unter Verwendung
der Erhaltungsgro¨ßen und Beru¨cksichtigung der zugrunde liegenden Symmetrie des Mo-
leku¨ls gelungen, das Eigensystem analytisch zu bestimmen und nach den angefu¨hrten
Eigenschaften zu klassifizieren. Man findet, dass das Spektrum des4 mit einem Faktor
2 versehen im Spektrum des  enthalten ist. Da sich die mo¨glichen Grundzustandsener-
gien des  auch im4 wiederfinden, erha¨lt man fu¨r beiden Strukturen das gleiche Pha-
sendiagramm. In großen Bereichen des Parameterraums ergibt sich als Grundzustand das
SU(4)–Singulett, welches man als Grundzustand im isotropen Modell erwartet. Zusa¨tz-
lich findet man angrenzend an den Bereich attraktiver lokaler Coulomb–Wechselwirkung
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Phase Eigenzustand Energie Entartung
FO–SS
4 |E2u/v〉 −3γ 8
 |Eu/v〉200 −6γ 4
SU(4)–Singulett
4 |A2〉 −12(3α− + α+ + 3β− + β+ + 4γ) 4
 |A2〉000 −(3α− + α+ + 3β− + β+ + 4γ) 1
OS–ST
4 |E1/3u/v〉 −α− − 2β− 16
 |Eu/v〉02,01,002 −2α− − 4β− 10
Abbildung 5.13.: Phasendiagramm fu¨r4 und  fu¨r U = Uo+ J und Uo− J = ω0. Die Pha-
sengrenzen sind durch die schwarzen Kurven dargestellt. Es existiert eine Orbital–Singulett–
Spin–Triplett(OS–ST)–Phase und eine ferroorbitale und antiferrorbitale Spin–Singulett(FO–
SS/SU(4))–Phase. Die roten Kurven zeigen die Resultate fu¨r die Auswertung der Kopplungs-
parameter fu¨r starke (Gl. (4.3)) und schwache Kopplung (Auswertung bis zum zweiten Sum-
manden). In der eingefu¨gten Abbildung ist die FO–Phase nochmals vergro¨ßert fu¨r einen gro¨ße-
ren Bereich von Ep gezeigt. Die gestrichelte Kurve stellt das Resultat fu¨r den adiabatischen
Grenzfall dar (vgl. Gl. (5.45)). Die Tabelle fasst die Grundzustandseigenschaften nochmals
zusammen.
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eine ferroorbitale Phase. Aufgrund der Ergebnisse des Bipolaronproblems und der Domi-
nanz des Energiegewinns durch Spin–Austausch–Prozesse erwartet man einen Bereich,
in dem diese Phase stabil ist. Bemerkenswert ist, dass zusa¨tzlich eine Phase mit aus-
schließlich interorbitalen Prozessen existiert. Um diese Phase als Grundzustand zu sta-
bilisieren, beno¨tigt man sowohl die Hundsche Kopplung als auch die epW. Adiabatische
Na¨herung fu¨hrt zum SU(4)–Singulett als Grundzustand in diesem Parameterbereich.
An diesem Beispiel erkennt man die Bedeutung der Anisotropie, hervorgerufen durch
die nicht adiabtische Behandlung der Phononen.
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Quintetts:
|A〉22,21,202 = |A〉22,21,20
|A〉122 = |A〉12
|A〉112 = 12 |A1 +
√
3A2〉11
|A〉102 = 1√2 |A1 + A¯1〉10
|Ti〉122 = |Ti〉12
|Ti〉112 = 12 |T 1i + T 4i +
√
2T 3i 〉11
|Ti〉102 = 1√6 |
√
2(T 2i + T¯
2
i ) + T
3
i + T¯
3
i 〉10
|A〉022 = |A〉02
|A〉012 = 1√2 |A1 + A˜1〉01
|A〉002 = 1√6 |2A2 +A1 + A¯1〉00
|Ei〉022 = |Ei〉02
|Ei〉012 = 1√2 |E1i + E˜1i 〉01
|Ei〉002 = 1√6 |2E2i − E1i − E¯1i 〉00
|Ti〉022 = |Ti〉02
|Ti〉012 = 1√2 |T 3i − T˜ 3i 〉01
|Ti〉002 = 1√6 |2T 3i + T 1i + T¯ 1i 〉00
Singuletts:
|Ei〉200 = |Ei〉20
|Ei〉100 = 1√2 |E1i + E¯1i 〉10
|T 1i 〉100 = 1√2 |T 1i + T¯ 1i 〉10
|T 2i 〉100 = 1√6 |T 2i + T¯ 2i −
√
2(T 3i + T¯
3
i )〉10
|A1〉000 = 1√3 |A1 + A¯1 −A2〉00
|A2〉000 = |A3〉00
|E1i 〉000 = 1√3 |E1i + E¯1i + E2i 〉00
|E2i 〉000 = |E3i 〉00
|T 1i 〉000 = 1√3 |T 1i + T¯ 1i − T 3i 〉00
|T 2i 〉000 = |T 2i 〉00
Tripletts:
|Ti〉211 = |Ti〉21
|Ti〉201 = |Ti〉20
|A〉111 = 12 |
√
3A1 −A2〉11
|A〉101 = 1√2 |A1 − A¯1〉10
|Ei〉111 = |E2i 〉11
|Ei〉101 = 1√2 |E1i − E¯1i 〉10
|T 1i 〉111 = |T 2i 〉11
|T 1i 〉101 = 1√2 |T 1i − T¯ 1i 〉10
|T 2i 〉111 = 1√2 |T 1i − T 4i 〉11
|T 2i 〉101 = 1√2 |T 2i − T¯ 2i 〉10
|T 3i 〉111 = 12 |T 1i + T 4i −
√
2T 3i 〉11
|T 3i 〉101 = 1√2 |T 3i − T¯ 3i 〉10
|A〉011 = 1√2 |A1 − A˜1〉01
|A〉001 = 1√2 |A1 − A¯1〉00
|E〉011 = 1√2 |E1 − E˜1〉01
|E〉001 = 1√2 |E1 − E¯1〉00
|T 1i 〉011 = 1√2 |T 1i + T˜ 1i 〉01
|T 1i 〉001 = |T 4i 〉00
|T 2i 〉011 = 1√2 |T 1i − T˜ 1i 〉01
|T 2i 〉001 = |T 6i 〉00
|T 3i 〉011 = 1√2 |T 2i − T˜ 2i 〉01
|T 3i 〉001 = |T 7i 〉00
|T 4i 〉011 = 1√2 |T 3i + T˜ 3i 〉01
|T 4i 〉001 = 1√2 |T 1i − T¯ 1i 〉00
|T 5i 〉011 = 1√2 |T 2i + T˜ 2i 〉01
|T 5i 〉001 = |T 5i 〉00
Tabelle 5.8.: Eigenzusta¨nde |Γ〉T zSzS von ~S2 und Heff mit symmetrieadaptierter Basis.
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Zusta¨nde Energien
|A〉22,21,202 0
|A〉12,11,102 3(α− − β−)
|Ti〉12,11,102 −α− − 3β−
|A〉02,01,002 4(α− − β−)
|Ei〉02,01,002 −2(α− + 2β−)
|Ti〉02,01,002 −4β−
|Ti〉21,201 −4γ
|A〉11,101 α− + 2α+ − β− − 2β+
|Ei〉11,101 −12(α− − α+ + 5β− + β+ + 6γ)
|T 1i 〉11,101 −12(3α− + α+ + 5β− + β+ + 6γ)
|T 2i 〉11,101
|T 3i 〉11,101
(
k l
l m
)
|A〉01,001 2(α− + α+ − β− − β+)
|Ei〉01,001 −α− − α+ − 2β− − 2β+
|T 1i 〉01,001 −2α− − 3β− − β+ − 2γ
|T 2i 〉01,001 −α− − α+ − 3β− − β+ − 2γ
|T 3i 〉01,001 α− + α+ − 3β− − β+ − 2γ
|T 4i 〉01,001
|T 5i 〉01,001
(
q r
r p
)
|Ei〉200 −6γ
|Ei〉100 32(α− − α+ − β− − β+ − 2γ)
|T 1i 〉100 −12(3α− + α+ + 3β− + 3β+ + 6γ)
|T 2i 〉100 12(α− + 3α+ − 3β− − 3β+ − 6γ)
|A1〉000 α− + 3α+ − β− − 3β+
|A2〉000 −3α− − α+ − 3β− − β+ − 4γ
|E1i 〉000
|E2i 〉000
(
u w
w v
)
|T 1i 〉000 −β− − 3β+
|T 2i 〉000 −3β− − β+ − 4γ
k = −α−2 + α
+
2 − 3β
−
2 − 3β
+
2 − γ
m = 2α− − α+ − 2β− − β+ − 2γ
l = − 1√
2
(α− + α+ − β− + β+ − 2γ)
q = −2β− − 2β+
p = 2α− − 3β− − β+ − 2γ
r =
√
2(α− − α+)
u = −α−2 − 3α
+
2 − β− − 3β+
v = 3α
−
2 +
α+
2 − 3β− − β+ − 4γ
w = 32(α
− − α+)
Tabelle 5.9.: Eigensystem zu Heff fu¨r
die Plaquette. Der Index i steht fu¨r
1, 2, 3 bei den T– und fu¨r u, v bei den E–
Zusta¨nden. Die rot und gru¨n markierten
Eigenwerte entsprechen den doppelten
Eigenwerten des4. Rote Schrift kenn-
zeichnet die mo¨glichen Grundzusta¨nde.
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6. Zusammenfassung und Ausblick
Wir haben uns in dieser Arbeit mit den durch die gegenseitige Beeinflussung mikro-
skopischer Freiheitsgrade hervorgerufenen Effekten bescha¨ftigt. Vielfach wird sowohl
die Betrachtung der Kramers– als auch orbitaler Entartung herangezogen, um kom-
plexe Ordnungspha¨nomene bezu¨glich der magnetischen und orbitalen Eigenschaften in
Festko¨rpern zu erkla¨ren. Ha¨ufig wird dabei das Hauptaugenmerk auf rein elektronische
Korrelationen gelegt.
Wir haben untersucht, in welcher Weise die Interaktion der Elektronen mit dem Git-
ter neue Aspekte in die bereits komplexe Physik der rein elektronischen Freiheitsgrade
bringt. Die vorliegende elektronische Entartung fu¨hrt uns in diesen Systemen zur Be-
handlung des Jahn–Teller–Effekts. Aufgrund des unendlich dimensionalen Raums der
phononischen Anregungen ist im allgemeinen bereits bei der Ankopplung an zwei Mo-
den, wie z. B. beim E ⊗ e–Jahn–Teller–Effekt, eine Lo¨sung des lokalen Problems nicht
mehr mo¨glich. Um sto¨rungstheoretische Methoden zuga¨nglich zu machen, haben wir die
Konfiguration des E ⊗ β–Jahn–Teller–Effekts gewa¨hlt. Wie in der Einleitung erwa¨hnt,
ist dieser Zugang auch bei Ankopplung an zwei Moden im Rahmen des T ⊗ e–Jahn–
Teller–Effekts mo¨glich.
Der Einfu¨hrung des Modells in Kapitel 2 folgt eine auf der Spin–Algebra basierende
Symmetrieanalyse. Die Wechselwirkungen wurden hinsichtlich ihrer Symmetriebrechung
untersucht, um die Erhaltungsgro¨ßen einordnen zu ko¨nnen und diese zur Klassifizierung
heranzuziehen.
Ersten Einblick in die Physik der Systeme mit Jahn–Teller–Effekt und Korrelationen
haben wir uns bei der Behandlung des Bipolaron–Problems in Kapitel 3 verschafft.
Die Betrachtung zweier Polaronen auf einem Gitter im Grenzfall starker Kopplung
(Ep/ω0  1) hat ergeben, dass in diesem Regime aufgrund des exponentiell geda¨mpften
Austauschbeitrags die Energie der freien Polaronen immer geringer ist, als der Energie-
gewinn des interorbitalen Bipolarons. Es ist bekannt, dass im Holstein–Hubbard–Modell
trotz effektiv repulsiver Wechselwirkung eine stabile Phase eines benachbarten Bipo-
larons existiert. Das zugeho¨rige Phasendiagramm bleibt bei Betrachtung des auf orbita-
le Entartung erweiterten Hubbard–Modells mit E ⊗ β–Jahn–Teller–Kopplung erhalten.
Jedoch sind die Grundzusta¨nde (benachbartes Bipolaron und freie Polaronen) aufgrund
des zusa¨tzlichen orbitalen Freiheitsgrades ho¨her entartet.
Der Behandlung der Situation des
”
fast leeren“ Gitters folgt die Betrachtung des Ha-
miltonoperators bei viertel Fu¨llung, also einem Elektron pro Gitterplatz (Kapitel 4).
Unter der Bedingung, dass die Anregungsenergien aus dem Grundzustand die Hu¨pfra-
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te dominieren, wurde ein effektives Modell entwickelt. Bekanntestes Beispiel solch ei-
ner Entwicklung ist der U¨bergang vom Ein–Band–Hubbard–Modell zu einem effektiven
Heisenberg–Modell. Der zusa¨tzliche Freiheitsgrad der orbitalen Entartung resultiert in
einem Spin–Orbital–Modell. Diese effektiven Modelle wurden von Kugel und Khomskii
eingefu¨hrt und sind fu¨r elektronische Freiheitsgrade in der Literatur vielfach diskutiert.
Wir haben uns die Frage gestellt, wie die phononischen Freiheitsgrade die bekannten
elektronischen Modelle vera¨ndern. Die Phononen finden u¨ber modifizierte Kopplungspa-
rameter Eingang in die Theorie. Wa¨hrend intraorbitale Prozesse (∝ γ) wenig beeinflusst
werden, stellt sich die Situation fu¨r interorbitale Prozesse (∝ α, β) anders dar. Die
Beru¨cksichtigung der Gitterdynamik bewirkt anisotrope Beitra¨ge zum Energiegewinn,
hervorgerufen durch algebraische und exponentielle Da¨mpfung mit Ep fu¨r Erhaltung und
A¨nderung der Verzerrungskonfiguration des Gitters durch den Austausch–Prozess.
Bemerkenswerterweise spiegeln sich diese Pha¨nomene bei adiabatischer Behandlung
des Problems nicht wider. Im Rahmen einer adiabatischen Theorie, d. h. die Betrachtung
der Verzerrungen ohne Dynamik, ergibt die Elektron–Phonon–Wechselwirkung eine Re-
normierung der Coulomb–Wechselwirkungen. Intraorbital wird U verringert, wa¨hrend
Uo ansteigt. Diese Betrachtungsweise fu¨hrt im Vergleich zur phononischen Beschreibung
somit auf eine U¨berscha¨tzung des Energiegewinns durch intraorbitale Prozesse und kann
die Anisotropie interorbitaler Vorga¨nge und das exponentielle
”
Quenchen“ nicht repro-
duzieren.
Auch die Symmetrieanalyse zeigt deutliche Unterschiede auf. Ausgangspunkt stellt
das SU(4)–Modell dar. Sukzessive wird diese Symmetrie durch die Kopplungen gebro-
chen. Im Fall endlicher Elektron–Phonon–Wechselwirkung und beliebiger elektronischer
Kopplung findet man im orbitalen Sektor stets eine Reduzierung auf U(1), wa¨hrend,
in Analogie zum rein elektronischen Spin–Orbital–Modell, im adiabatischen Grenzfall
durch geeignete Parameterwahl ho¨here Symmetrien bis hin zur SU(4) reproduzierbar
sind.
Wie sich diese Effekte bei Auswertung des effektiven Modells in molekularen Syste-
men a¨ußern, wurde in Kapitel 5 untersucht. Zuna¨chst wurde das effektive Modell fu¨r das
Dimer ausgewertet und mit Ergebnissen der exakten Diagonalisierung verglichen. Dieses
einfache System wurde verwendet, um die Art der Kopplungen im mikroskopischen und
im effektiven Modell zu studieren. Da die Bildung freier Polaronen nicht gegeben ist,
findet man neben dem lokalen und intraorbitalen Bipolaron im Spin–Singulett–Zustand,
der in Analogie zum benachbarten Bipolaron steht, einen weiteren stabilen Grundzu-
stand: das interorbitale Bipolaron. Auch ohne Elektron–Phonon–Wechselwirkung stellt
dieser Zustand aufgrund der niedrigsten Anregungsenergie Uo − J den Grundzustand
dar. Die Hundsche Kopplung favorisiert das Spin–Triplett, wa¨hrend orbital ein Singu-
lett vorliegt.
Um auch geometrischer Frustration, wie sie z. B. in Dreiecks– und Pyrochlorgittern
auftritt, Rechnung zu tragen, haben wir deren Grundbausteine, den trimolekularen Kom-
plex (4) und den Tetraeder (), untersucht. Durch Verwendung der Erhaltungsgro¨ßen
und Einbeziehung der zugrunde liegenden Symmetrieeigenschaften der Komplexe ist es
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gelungen, das Eigensystem analytisch zu berechnen. Wir fanden, dass das Spektrum
des4 mit einem Faktor 2 im Spektrum des  enthalten ist und auch die mo¨glichen
Grundzustandsenergien entha¨lt. Daher ergibt sich das gleiche Phasendiagramm fu¨r beide
Stukturen mit vier Bereichen. Der Bereich effektiv attraktiver Coulomb–Wechselwirkung
wird im Rahmen unseres Modells nicht beschrieben, da Doppelbesetzung als energetisch
gu¨nstigster Zustand erwartet wird. Angrenzend ergibt sich eine ferroorbitale Phase, de-
ren Zusta¨nde aufgrund von Spin–Austausch–Prozessen energetisch bevorzugt werden. In
einem weiten Bereich des Phasendiagramms stellt das SU(4)–Singulett den Grundzu-
stand dar. Bemerkenswert ist die Ausbildung einer Spin–Triplett–Phase. Der Energie-
gewinn findet dort ausschließlich u¨ber interorbitale Prozesse statt. Als Grundzustand
kommt diese Phase nur bei phononischer und nicht adiabatischer Behandlung des Pro-
blems unter Einbeziehung der Hundschen Kopplung in Frage.
Fu¨r auf diesen Ergebnissen aufbauende weiterfu¨hrende Arbeiten bieten sich einige
Optionen an. Da das Spektrum der untersuchten Moleku¨le exakt bekannt ist, ko¨nnen
leicht thermodynamische Gro¨ßen, z. B. Spin– und orbitale Korrelationsfunktionen, be-
rechnet werden, um Einblick in das temperaturabha¨ngige Verhalten dieser Strukturen
zu erlangen. Zum anderen ist die Vergro¨ßerung der betrachteten Systeme und die Er-
weiterung auf Gitter unabdingbar zur Beschreibung realer Materialien. Die Molekular-
feldna¨herung bietet hierfu¨r eine Mo¨glichkeit. Einige Ergebnisse hierzu mit einem einfa-
chen Produktansatz sind in Anhang G angegeben. Man findet zwei Phasen mit ferro-
magnetischen/antiferroorbitalen Strukturen und umgekehrt. Die Phasengrenze ist durch
γ = β− gegeben und zeigt das wiederkehrende Wechselspiel des Energiegewinns durch
intra– und interorbitale Prozesse. Eine sto¨rungstheoretische Behandlung des Heisenberg–
Modells auf dem Pyrochlorgitter wurde z. B. in Ref. [77] verwendet, unter der Annahme,
dass die Austauschkopplung innerhalb der Tetraeder deutlich gro¨ßer ist, als zwischen
den Tetraedern. Als Grundzustand wurde eine Spinflu¨ssigkeit identifiziert. Eine weitere
Mo¨glichkeit der Erweiterung der Ergebnisse stellt die Betrachtung des T⊗e–Jahn–Teller–
Effekts dar. In Anhang A ist die Lang–Firsov–Transformation und somit die Lo¨sung des
lokalen Hamiltonoperators angegeben. In Analogie zu unserem Modell kann ebenfalls ein
T = 1–Spin–Orbital–Modell abgeleitet und ausgewertet werden.
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6. Zusammenfassung und Ausblick
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A. Transformation des
T ⊗ e-Jahn-Teller-Effekts und
Generatoren der SU(3)
Fu¨r den lokalen T ⊗ e–JT–Effekt ergibt sich die Kopplung [9]
HT⊗e = ω0
(
b+θ bθ + bb
)
+ gω0 (qθEθ + qE) . (A.1)
Die Matrixdarstellung fu¨r die Eγ–Matrizen ist am Ende dieses Anhangs gegeben. Diese
beiden Matrizen ko¨nnen als die beiden Diagonalmatrizen der SU(3) aufgefasst werden.
Auch die sechs Nichtdiagonalmatrizen und somit alle acht Generatoren der SU(3) sind
angegeben und nach ihrem Transformationsverhalten klassifiziert [9, 36]. Die Anwendung
der modifizierten Lang–Firsov Transformation
UT⊗e = UθU mit Uγ = exp
(
g(b+γ + bγ)Eγ
)
(A.2)
fu¨hrt zum Verschwinden des Kopplungsterms und ergibt fu¨r die phononischen Operato-
ren U−1b(+)γ U = b
(+)
γ + Eγ. Fu¨r die elektronischen Operatoren findet man
U−1θ cξUθ = cξ exp
(
1
2
g(b+θ − bθ)
)
U−1 cζU = cζ exp
(√
3
2
g(b+ − b)
)
U−1θ cηUθ = cη exp
(
1
2
g(b+θ − bθ)
)
U−1 cηU = cη exp
(
−
√
3
2
g(b+ − b)
)
U−1θ cζUθ = cζ exp
(−g(b+θ − bθ)) U−1 cζU = cζ .
(A.3)
Anwendung der Transformation auf HT⊗e ergibt wieder den Beitrag der harmonischen
Oszillatoren, wa¨hrend der Kopplungsterm verschwindet und ein elektronischer Term
−2Ep
(E2θ + E2 ) = −2Ep ∑
γ=ξηζ
(nγ + 2nγ↑nγ↓) + Ep
∑
γ 6=γ′
nγnγ′ (A.4)
auftritt. Dieser renormiert im Rahmen eines Hubbard–Modells fu¨r drei orbitale Frei-
heitsgrade die Kopplungsparameter. Die effektiven intra– und interorbitalen Coulomb–
Wechselwirkungen liest man direkt an Gleichung (A.4) ab. Es ergibt sich U eff = U−4Ep
und U effo = U+2Ep. Die Hundsche Kopplung bleibt unvera¨ndert. Der Beitrag des Hu¨pfens
wird analog zum E ⊗ β–Fall mit Verzerrungsoperatoren versehen und liefert
H˜T⊗et = −t
∑
〈ij〉σ
∑
γ=ξηζ
c+iγσcjγσX
+
iγXjγ (A.5)
mit Xiξ/η = exp
(
−1
2
g(b+iθ − biθ)∓
√
3
2
g(b+i − bi)
)
und Xiζ = exp
(
g(b+iθ − biθ)
)
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A. Transformation des T ⊗ e–Jahn–Teller–Effekts und Generatoren der SU(3)
Eg :
1
2
λ8 =
1√
3
Eθ = 1√3

12 0 00 1
2
0
0 0 −1

 E2θ = 14

1 0 00 1 0
0 0 4


1
2
λ3 = − 1√3E =

 12 0 00 −1
2
0
0 0 0

 E2 = 34

1 0 00 1 0
0 0 0


T2g :
−λ6 = τξ = −

0 0 00 0 1
0 1 0

 τ 2ξ =

0 0 00 1 0
0 0 1


−λ4 = τη = −

0 0 10 0 0
1 0 0

 τ 2η =

1 0 00 0 0
0 0 1


−λ1 = τζ = −

0 1 01 0 0
0 0 0

 τ 2ζ =

1 0 00 1 0
0 0 0


T1g :
λ7 = Lx =

0 0 00 0 −
0

0

 L2x = τ 2ξ
−λ5 = Ly =

 0 0

0 0 0
− 0 0

 L2y = τ 2η
λ2 = Lz =

0 −

0

0 0
0 0 0

 L2z = τ 2ζ
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B. Erla¨uterungen zur
SU(4)-Symmetrie
Aus Gru¨nden der U¨bersichtlichkeit beschra¨nken wir uns hier nur auf lokale Operato-
ren und lassen den Gitterplatzindex i weg. Zwischen den in Abschnitt 2.1 definierten
Operatoren Snm und den Spin–, Pseudospin– und Π–Operatoren besteht folgender Zu-
sammenhang
Sxθ =
1
2
(S21 + S
1
2) S
x
 =
1
2
(S43 + S
3
4)
Syθ = −
 
2
(S21 − S12) Sy = −
 
2
(S43 − S34)
Szθ =
1
2
(S11 − S22) Sz = 12 (S33 − S44)
(B.1)
T x↑ =
1
2
(S31 + S
1
3) T
x
↓ =
1
2
(S42 + S
2
4)
T y↑ = −
 
2
(S31 − S13) T y↓ = −
 
2
(S42 − S24)
T z↑ =
1
2
(S11 − S33) T z↓ = 12 (S22 − S44)
(B.2)
Πxx = 1
2
(S41 + S
3
2 + S
2
3 + S
1
4)
Πyx = −  
2
(S41 + S
3
2 − S23 − S14)
Πzx = 1
2
(S21 + S
1
2 − S43 − S34) = Sxθ − Sx
Πxy = −  
2
(S41 − S32 + S23 − S14)
Πyy = −1
2
(S41 − S32 − S23 + S14)
Πzy = −  
2
(S21 − S12 − S43 + S34) = Syθ − Sy
Πxz = 1
2
(S31 − S42 + S13 − S24) = T x↑ − T x↓
Πyz = −  
2
(S31 − S42 − S13 + S24) = T y↑ − T y↓
Πzz = 1
2
(S11 − S22 − S33 + S44) = Szθ − Sz = T z↑ − T z↓ .
(B.3)
Nun sollen einige Mo¨glichkeiten der Konstruktion der n2 − 1 Generatoren der SU(n)
fu¨r n = 4 vorgestellt werden. Verwendet werden ko¨nnen z. B. die sechs lokalen Spin–
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√
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1√
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3
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(b) Ebene mit 1√
6
F15 und 0F16
Abbildung B.1.: Darstellung der Skk im Raum aufgespannt durch F3,8,15. Die S
k
k bilden die
Eckpunkten eines regula¨ren Tetraeders. Die F16–Komponente betra¨gt
1√
2
.
und Pseudospin–Operatoren, Sαθ + S
α
 und T
α
↑ + T
α
↓ , und die neun Π
αβ–Operatoren mit
α, β = x, y, z. Dies ist a¨quivalent zur Betrachtung der Summen und Differenzen der
lokalen Operatoren mit Orbital– bzw. Spinindex, Sαθ ± Sα und T α↑ ± T α↓ . Daraus lassen
sich 11 linear unabha¨ngige Operatoren bilden (siehe Identita¨t bei Πzz). Mit den vier
Παβ–Operatoren mit α, β = x, y hat man wieder 15 Generatoren definiert. Betrachten
wir nun die Generatoren Snm. Es handelt sich um 16 Generatoren der U(4), da die La-
dungserhaltung u¨ber
∑
k S
k
k einbezogen wurde. Eine weitere Mo¨glichkeit bietet folgende
U¨berlegung. Da die Gruppe SU(3) eine Untergruppe der SU(4) darstellt, ko¨nnen die
ersten acht Generatoren durch eine erga¨nzende vierte Nullspalte und –zeile an die ge-
nerierenden Matrizen der SU(3) erzeugt werden (siehe Appendix A). Wir verwenden
die Notation Fi =
1
2
λi mit i = 1, . . . , 15. Weitere sechs Generatoren entstehen durch
Verschiebung der Nebendiagonalen [36]. Wir beno¨tigen noch eine Diagonalmatrix und
wa¨hlen
F15 =
1
2
√
6


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −3

 . (B.4)
Um die Diagonalmatrizen Skk und F3,8,15 in Beziehung zu setzen fehlt noch die Ein-
heitsmatrix F16 =
1
2
√
2
 
4×4. Die Vorfaktoren sind so gewa¨hlt, dass gilt Sp(Fi ·Fj) = δij 12 .
Dru¨ckt man die Skk durch die F–Matrizen F3,8,15,16 aus, ergibt sich fu¨r alle vier Operatoren
eine F16–Komponente von
1√
2
. Im dreidimensionalen Unterraum mit 1√
2
F16, aufgespannt
durch F3,8,15, liegen die S
k
k auf den Eckpunkten eines regula¨ren Tetraeders, dargestellt
in Abb. B.1(a). Die Diagonaloperatoren Sz, T z und −Πzz liegen auf einem gleichseitigen
Dreieck in der F8,3–Ebene mit
1√
6
F15 und 0F16, gezeigt in Abb. B.1(b).
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C. Hu¨pfmatrixelemente
Zu berechnen sind die Beitra¨ge zur zweiten Ordnung Sto¨rungstheorie, also allgemein
〈 am | H˜t | bk 〉 〈 bk | H˜t | a′l 〉
Ea − Eb . (C.1)
Es gilt A˜ = A/ω0 mit A = Ep, U und Uo. Umformulierungen und Approximationen der
in diesem Anhang auftretenden Summen sind in Anhang D angegeben.
Holstein-Kopplung
Prozess a)
Die Matrixelemente fu¨r diesen Prozess sind gegeben durch
∑
〈ij〉〈i′j′〉
〈 0 | cm↓cm+a↑c+i↑cj↑X+i Xjc+m+a+1↑c+m↓| {n} 〉
×〈 {n} | cm↓cm+a+1↑c+i′↑cj′↑X+i′ Xj′c+m+a+2↑c+m↓| 0 〉
=
∑
〈ij〉〈i′j′〉
〈 0 | X+i Xj | {n} 〉 δm+a+1 j δi m+a 〈 {n} | X+i′ Xj′| 0 〉 δm+a+2 j′ δi′ m+a+1
= 〈 0 |X+m+aXm+a+1 | {n} 〉 〈 {n} | X+m+a+1Xm+a+2 | 0 〉
= e−2E˜p〈 {n} |eg(b+m+a−b+m+a+1)| 0 〉 〈 {n} |e−g(b+m+a+1−b+m+a+2)| 0 〉
= e−2E˜p
∞∑
i,j,k,l=0
gi+l(−g)j+k
i!j!k!l!
×〈 {n} | (b+m+a)i (b+m+a+1)j | 0 〉 〈 {n} | (b+m+a+1)k (b+m+a+2)l | 0 〉
= e−2E˜p
∞∑
i,j,k,l=0
gi+l(−g)j+k√
i!j!k!l!
δnm+a+1k δnm+a+2l δnm+ai δnm+a+1j δnm+a0 δnm+a+20
(C.2)
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Insgesamt erha¨lt man fu¨r diesen Prozess
− t
2 e−2E˜p
ω0
∞∑
nm+a,nm+a+1,
nm+a+2=0,
η 6=0
∞∑
ijkl=0
gi+l+j+k(−1)j+k√
i!j!k!l!(nm+a + nm+a+1 + nm+a+2)
× δnm+a+1k δnm+a+2l δnm+ai δnm+a+1j δnm+a0 δnm+a+20
= − t
2 e−2E˜p
ω0
∞∑
i,j,k,l=0,
i+k+l 6=0
gi+l+j+k(−1)j+k√
i!j!k!l!(i+ k + l)
δkj δi0 δl0 = − t
2 e−2E˜p
ω0
∞∑
k=1
(E˜p)
k
k!k
.
(C.3)
mit der Gesamtphononenzahl η. Der zugeho¨rige Operator ist
∑
i b
+
i bi.
Prozess b)
Es ergibt sich analog zu a) fu¨r die Matrixelemente
e−2E˜p〈 {n} |eg(b+m+a−b+m+a+1)| 0 〉 〈 {n} |e−g(b+m−b+m+1)| 0 〉 .
Man erkennt an diesem Ausdruck, daß nur fu¨r a = 1 ein von Null verschiedener Beitrag
auftritt, denn durch das zweite Matrixelemente sind alle Phononenzahlen außer nm
und nm+1 zu Null festgelegt. Prozess b) tra¨gt also nur bei benachbarten Elektronen
im Ausgangszustand bei. In diesem Fall ergibt sich ein zu a) a¨quivalenter Beitrag (vgl.
Gl. C.3).
Prozess c)
Dieser Hu¨pfvorgang erha¨lt die Gitterkonfiguration und man findet fu¨r die Matrixelemen-
te
e−2E˜p | 〈 {n} |e−g(b+m+a+1−b+m+a)| 0 〉 |2 . (C.4)
Dieser Term liefert in zweiter Ordnung Sto¨rungstheorie
− t
2 e−2E˜p
ω0
∞∑
k,l=0
k+l 6=0
(E˜p)
k+l
k! l! (k + l)
. (C.5)
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Prozesse d) und e)
Die Matrixelemente fu¨r beide Prozesse werden vollkommen analog zu a) und c) berech-
net, nur die Nenner enthalten aufgrund der Doppelbesetzung eines Gitterplatzes die
renormierte lokale Coulomb–Wechselwirkung U eff = U − 2Ep. Daher ist nun als Anre-
gungszustand auch ein Zustand ohne Phononen (η = 0) zugelassen. Damit ergibt sich
fu¨r den die Gitterdeformation a¨ndernden Term aus d)
− t
2 e−2E˜p
ω0
∞∑
k=0
(E˜p)
k
k! (k + U˜ − 2E˜p)
, (C.6)
und fu¨r den konfigurationserhaltenden Beitrag e)
− t
2 e−2E˜p
ω0
∞∑
k,l=0
(E˜p)
k+l
k! l! (k + l + U˜ − 2E˜p)
. (C.7)
Jahn-Teller-Kopplung
Die Matrixelemente fu¨r den Jahn–Teller–Fall berechnen sich vollkommen analog zum
Holstein–Fall. Aufgrund des unterschiedlichen Vorzeichens im Exponent der Verschie-
bungsoperatoren fu¨r verschiedene Orbitale ergibt sich dann bei Hu¨pfen in verschiedenen
Orbitalen eine alternierende Summe.
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D. Umformung und Approximation der
auftretenden Summen
Nachfolgend werden einige nu¨tzliche Relationen und Approximationen fu¨r die unendli-
chen Summen, die bei der Analyse des Bipolaron–Problems und als Kopplungsparameter
des effektiven Hamiltonoperators auftreten, zusammengestellt. Die bei den Prozessen c)
und e) auftretenden Doppelsummen
∞∑
n,m=0
n+m6=0
(x)n+m
n! m! (n+m)
bzw.
∞∑
n,m=0
(x)n+m
n! m! (n+m+ a)
(D.1)
ko¨nnen analog zu den Prozessen a), b) und d) auf die Form
∞∑
n=1
(2x)n
n! n
bzw.
∞∑
n=0
(2x)n
n! (n + a)
, (D.2)
gebracht werden. Die erste Summe kann folgendermaßen umgeschrieben werden:
∞∑
n,m=0
n+m6=0
(x)n+m
n! m! (n+m)
=
∞∑
n,m=1
(x)n+m
n! m! (n +m)
+ 2
∞∑
n=1
xn
n! n
(D.3)
=
∞∑
m=1
∞∑
n=1+m
xn
n (n−m)! m! + 2
∞∑
n=1
xn
n! n
=
∞∑
m=1
( ∞∑
n=m
xn
n (n−m)! m! −
xm
mm!
)
+ 2
∞∑
n=1
xn
n! n
=
∞∑
m=0
( ∞∑
n=1
xn
n (n−m)! m!
)
=
∞∑
n=1
xn
nn!
( ∞∑
m=0
n!
(n−m)!m!
)
︸ ︷︷ ︸
2n
=
∞∑
n=1
(2x)n
n n!
.
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Dieselben Argumente auf die zweite Summe angewandt ergibt
∞∑
n,m=0
(x)n+m
n! m! (n+m+ a)
=
∞∑
m=0
∞∑
n=m
xn
(n + a) (n−m)! m! (D.4)
=
∞∑
n=0
xn
(n + a) n!
( ∞∑
m=0
n!
(n−m)!m!
)
︸ ︷︷ ︸
2n
=
∞∑
n=0
(2x)n
(n+ a) n!
.
Zur Approximation der Summen betrachtet man folgende Relationen. Die mit A ge-
kennzeichneten Formelbezeichnungen beziehen sich auf Referenz [78]. Zu zeigen ist, dass
im Limes großer x die Approximationen
∞∑
n=1
xn
n! n
!≈ e
x
x
und
∞∑
n=0
xn
n! (n + a)
!≈ e
x
x+ a
(D.5)
gu¨ltig sind. Die Abscha¨tzung der ersten Summe findet sich auch bei [79] und ist nach-
folgend skizziert.
∞∑
n=1
xn
n! n
≈
∞∑
n=1
xn
n! (n+ 1)
≈
∞∑
n=1
xn
n! (n+ 1)
+ 1 +
1
x
=
∞∑
n=−1
xn
(n+ 1)!
=
∞∑
n=0
xn−1
n!
=
ex
x
(D.6)
Fu¨r negative Argumente verwendet man die Darstellung mit dem Exponential Integral.
Durch Kombination von
∞∑
n=1
(−x)n
n! n
= E1(x) + γ + ln(x) (5.1.11A) und
1
x+ 1
< exE1(x) ≤ 1
x
(5.1.19A)
mit E1(x) =
∫ ∞
1
dt
e−xt
t
, (< x > 0) ergibt sich
∞∑
n=1
(−x)n
n! n
≈ −e
−x
x
− γ − ln(x) .
Die zweite Summe la¨ßt sich auch schreiben als
∞∑
n=0
xn
n! (n+ a)
6.5.12A
=
ex
a
M(1, 1 + a,−x) = e
x
a
∞∑
n=0
(−x)n
(a+ 1)n
(D.7)
mit den Kummer–Funktionen M(a, b, x) =
∞∑
n=0
(a)n
(b)n
xn
n!
und den Pochhammer Symbolen
(a)n = a(a + 1) . . . (a+ n− 1) wobei (a)0 = 1.
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Eine Mo¨glichkeit zur Approximation der Summen, gegeben durch M(1, 1 + c, x), im
Fall c und x→∞ mit |x| < |c| bietet folgende U¨berlegung (Gleichung (18) in Abschnitt
6.13.3. in Referenz [80]). Wegen c→∞ gilt
1
(c)n
=
Γ(c)
Γ(c+ n)
≈ 1
cn
(
1− n(n− 1)
2c
+O
(|c|−2)) (D.8)
und man findet unter Verwendung der geometrischen Reihe mit ξ = x
c
und 0 ≤ |ξ| ≤ 1−
mit  > 0
M(1, c, cξ) =
∞∑
n=0
(cξ)n
(c)n
≈
∞∑
n=0
ξn
(
1− n(n− 1)
2c
+O
(|c|−2))
=
1
1− ξ −
1
2c
∞∑
n=0
n(n− 1)ξn +O (|c|−2)
=
1
1− ξ −
1
2c
ξ2
d2
dξ2
(
1
1− ξ
)
+O
(|c|−2)
=
1
1− ξ
(
1− 1
c
(
ξ
1− ξ
)2
+O
(|c|−2)
)
. (D.9)
Damit ko¨nnen bei θ–Besetzung folgende Summen approximiert werden
∞∑
n=0
(2E˜p)
n
n!(n+ U˜o + 2E˜p)
≈ e
2E˜p
U˜o + 2E˜p
(
U˜o + 2E˜p + 1
U˜o + 4E˜p + 1
− 4E˜p
2
(U˜o + 4E˜p + 1)3
)
≈ e
2E˜p
U˜o + 4E˜p
,
∞∑
n=0
E˜p
n
n!(n+ U˜o + 2E˜p)
≈ e
E˜p
U˜o + 2E˜p
(
U˜o + 2E˜p + 1
U˜o + 3E˜p + 1
− E˜p
2
(U˜o + 3E˜p + 1)3
)
≈ e
E˜p
U˜o + 3E˜p
,
∞∑
n=0
(−E˜p)n
n!(n+ U˜o + 2E˜p)
≈ e
−E˜p
U˜o + 2E˜p
(
U˜o + 2E˜p + 1
U˜o + E˜p + 1
− E˜p
2
(U˜o + E˜p + 1)3
)
≈ e
−E˜p
U˜o + E˜p
.
Es zeigt sich, dass die Na¨herung fu¨r den verbleibenden Beitrag, gegeben durch den
Hu¨pfprozess e2) bei verschiedener orbitaler Besetzung, funktioniert falls Uo ≈ Ep. Diese
Annahme ist gerechtfertigt, da U > 2Ep und U ≈ Uo gilt. Man findet
∞∑
n=0
(−2E˜p)n
n!(n+ U˜o + 2E˜p)
≈ e
−2E˜p
U˜o + 2E˜p
(
U˜o + 2E˜p + 1
U˜o + 1
− 4E˜p
2
(U˜o + 1)3
)
≈ e
−2E˜p
U˜o
.
Auch die Matrixelemente fu¨r den Holstein–Hubbard–Fall lassen sich auf diese Weise
abscha¨tzen. Ist U hinreichend groß im Vergleich zu Ep, d. h. U˜  2E˜p − 1 und
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U˜ > 4E˜p − 1, ergibt sich
∞∑
n=0
(E˜p)
n
n!(n+ U˜ − 2E˜p)
≈ e
E˜p
U˜ − 2E˜p
(
U˜ − 2E˜p + 1
U˜ − E˜p + 1
− E˜p
2
(U˜ − E˜p + 1)3
)
≈ e
E˜p
U˜ − E˜p
,
∞∑
n=0
(2E˜p)
n
n!(n+ U˜ − 2E˜p)
≈ e
2E˜p
U˜ − 2E˜p
(
U˜ − 2E˜p + 1
U˜ + 1
− 4E˜p
2
(U˜ + 1)3
)
≈ e
2E˜p
U˜
.
Eine weitere Relation fu¨r a ∈  \{0} ist hilfreich, da in diesem Fall die unendliche
Summe durch eine endliche Summe dargestellt werden kann
∞∑
n=0
(−x)n
n! (n + a)
a∈\{0}
= x−aΓ(a)
(
1− e−x
a−1∑
n=0
xn
n!
)
. (D.10)
Außerdem ko¨nnen die Summe auch als Integral ausgedru¨ckt werden und sie stellen zur
unvollsta¨ndigen Γ-Funktion verwandte Funktionen dar [78]
Γ¯(a, x) ≡
∞∑
n=0
(−x)n
n! (n+ a)
6.5.4A
= x−a γ(a, x) 6.5.3A= x−a (Γ(a)− Γ(a, x))
6.5.2A
= x−a
∫ x
0
dt e−t ta−1 (< a > 0) .
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E. Herleitung des effektiven Modells
Unser effektives Modell beru¨cksichtigt Hu¨pfprozesse, die eine Doppelbesetzung erzeugen
und anschließend in den einfach besetzten Zustand zuru¨ckfu¨hren. Hierfu¨r sind sechs
angeregte elektronische Zusta¨nde |βjλ〉 zu betrachten [2], jeder erga¨nzt durch phononische
Anregungszusta¨nde |{n}〉. Die Zusta¨nde |βjλ〉 sind gerade durch die Doppelbesetzung des
Gitterplatzes j und einen leeren benachbarten Platz bestimmt und mit λ gekennzeichnet.
Je nach Zustand ergeben sich verschiedene Anregungsenergien Eβ: U − (N + 2)Ep fu¨r
Doppelbesetzung im gleichen Orbital und Uo±J−(N−2)Ep in verschiedenen Orbitalen,
jeweils plus phononische Anregungsenergien nω0. Die Grundzustandsenergie ist durch
−NEp mit N =
∑
iγ niγ gegeben. Der effektive Hamiltonoperator ist somit durch
Heff = ph〈0|H˜tAH˜t|0〉ph (E.1)
mit A =
∑
j
Aj und Aj =
∞∑
{n}=0
6∑
λ=1
|βjλ〉|{n}〉〈{n}|〈βjλ|
−NEp −Eβ
bestimmt, wobei |0〉ph den phononischen Vakuumzustand und |{n}〉 die phononischen
Konfigurationen zur Energie nω0 beschreibt. Fu¨r den Operator Aj findet man gerade
den Beitrag der Elektron–Elektron–Wechselwirkung in H˜0 aus Gl. (2.28), wobei die
Kopplungsparameter in Phononen–Operatoren u¨bergehen.
Aj = B2
∑
γ
njγ↑njγ↓ +
1
2
(
BUo−J1 +B
Uo+J
1
)
njθnj
− 1
2
(
BUo+J1 −BUo−J1
) (
2~Sjθ · ~Sj − njθnj
2
)
(E.2)
mit BUo±J1 = −
∞∑
n=0
|{n}〉〈{n}|
Uo ± J + 2Ep + nω0 und B2 = −
∞∑
n=0
|{n}〉〈{n}|
U − 2Ep + nω0 .
Fu¨r den effektiven Hamiltonoperator sind nun Terme der Form
t2c+iγσcjγσA
el
j c
+
jασ′ciασ′〈0|X+iγXjγAphX+jαXiα|0〉 (E.3)
auszuwerten, wobei mit Aph B2 und die Linearkombinationen der B
Uo±J
1 gemeint sind
und Aelj den Beitrag der elektronischen Operatoren repra¨sentiert. Zuna¨chst zum elektro-
nischen Anteil: Mit Hilfe der Relation [2]
cjγσA
el
j c
+
jασ′ =
[
cjγσ,
[
Aelj , c
+
jασ′
]
−
]
+
(E.4)
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findet man
cjγσAjc
+
jασ′ =
〈
BUo−J1
〉
δσσ′
(
δαγ njγ¯σ − δαγ¯ c+jγ¯σcjγσ
)
+
1
2
〈
BUo−J1 +B
Uo+J
1
〉 (
δαγδσσ′ njγ¯σ¯ − δαγ¯δσσ¯′ c+jγ¯σ¯cjγσ
)
+
1
2
〈
BUo+J1 −BUo−J1
〉 (
δαγδσσ¯′ c
+
jγ¯σ¯cjγ¯σ − δαγ¯δσσ′ c+jγ¯σ¯cjγσ¯
)
+ 〈B2〉 δαγ
(
δσσ′njγσ¯ − δσσ¯′c+jγσ¯cjγσ
)
, (E.5)
wobei 〈〉 das Matrixelement aus Gleichung (E.3) bezeichnet. Fu¨r den phononischen Anteil
sind zwei Fa¨lle zu unterscheiden, na¨mlich gleiche (α = γ) und verschiedene (α = γ¯)
orbitale Indizes.
∞∑
n=0
〈0|X+iγXjγ |{n}〉〈{n}|X+jγ¯Xiγ¯|0〉
a+ n
= e−2E˜p
∞∑
n=0
(−2E˜p)n
n!(n+ a)
und
∞∑
n=0
〈0|X+iγXjγ |{n}〉〈{n}|X+jγXiγ|0〉
a+ n
= e−2E˜p
∞∑
n=0
(2E˜p)
n
n!(n+ a)
. (E.6)
a bezeichnet die elektronischen Anregungsenergien in Einheiten ω0. Die Beitra¨ge aus
Gl. (E.6) werden die neuen, durch die Phononen renormierten, Kopplungsparameter in
unserem effektiven Spin–Orbital–Modell ergeben und sind gegeben durch die Kopplungs-
konstanten des Systems. Die Summen aus Gl. (E.6) sind uns bereits aus dem Bipolaron–
Problem (Kapitel 3) bekannt. Beschrieben werden Hu¨pfprozesse auf bereits besetzte
Pla¨tze und zuru¨ck in den Hilbertraum der Einfachbesetzung. Umformulierungen und Ap-
proximation der Summen sind in Anhang D angegeben. Die U¨bersetzung in die Spin–
und Pseudospin–Notation erha¨lt man durch Betrachtung der Wirkung des Operators
c+jγσcjγ′σ′ auf einen Zustand
∏
i c
+
iγiσi
|0〉el, welcher viertel Fu¨llung des Systems beschreibt.
Man findet folgende U¨bersetzungsregeln fu¨r Spin– und Pseudospin–Operatoren [2]
γ γ′ σ σ′
θ θ → 1
2
+ T z ↑ ↑ → 1
2
+ Sz
  → 1
2
− T z ↓ ↓ → 1
2
− Sz
θ  → T+ ↑ ↓ → S+
 θ → T− ↓ ↑ → S− .
(E.7)
Es ergibt sich z. B. c+jθ↓cj↓ → T+j
(
1
2
− Szj
)
. Die Verwendung dieser Umformulierung der
elektronischen Operatoren ergibt den effektive Hamiltonoperator aus Gl. (4.1).
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Grundzustand fu¨r den 4
Zu zeigen ist, dass EA2 , EE2 bzw. EE1/3 je nach Parameterwahl die mo¨glichen Grund-
zusta¨nde des trimolekularen Komplexes darstellen. Sicherlich gilt
EA2 = −
1
2
(
3α− + α+ + 3β− + β+ + 4γ
)
< 0 = E
A
2/3
1
, (F.1)
da alle Kopplungsparameter positiv sind. Aus demselben Grund gilt
E
A
1/4
1
= 2(α− − β−) > −α− − 2β− = EE1/3 (F.2)
und EA1/4 kommt deswegen nicht als Grundzustand in Betracht. Somit steht noch der
Nachweis fu¨r EE˜4/5 aus, wobei aufgrund des ±
√
–Beitrags gilt EE˜4 > EE˜5. Es ist somit
hinreichend zu zeigen, dass eine der drei oben angebenen mo¨glichen Grundzustands-
energien fu¨r alle Parameter kleiner als EE˜5 ist. Wir wa¨hlen dafu¨r den Nachweis mit
EA2 :
EA2 < EE˜5 (F.3)
⇐⇒ 7α− + α+ + 2β− − 2β+ + 4γ > √ , (F.4)
wobei mit
√
die Wurzel aus Tabelle 5.5 gemeint ist. Da beide Seiten der Ungleichung
positiv sind (β− > β+) darf quadriert werden und man findet
α−
(
3α− + 2α+ + 3β− − 3β+ + 6γ)− α+ (α+ − β− + β+ − 2γ) > 0 . (F.5)
Da die erste Klammer positiv ist, kann vor dieser Klammer α− durch α+ ersetzt werden.
Ist diese Ungleichung korrekt, so gilt auch Gl. (F.5). Es ergibt sich die Ungleichung
3α− + α+ + 4
(
β− − β+)+ 8γ > 0 , (F.6)
die aufgrund der positiven Kopplungsparameter und β− > β+ erfu¨llt ist. Somit ist
Gl. (F.3) gezeigt. Mit demselben Argument la¨sst sich auch leicht zeigen, dass EA2 < EA51
gilt.
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Grundzustand fu¨r den 
Da das Spektrum des4 in  enthalten ist, muss noch fu¨r die verbleibenden Energien
gezeigt werden, dass ausschließlich die Eigenwerte zu |A2〉000 , |Ei〉02,01,002 oder |Ei〉202 als
Grundzustandsenergien in Frage kommen. Wir arbeiten die Tabelle 5.9 der Eigenenergien
ab. Es gilt:
|A〉12,11,102 ,
|Ti〉12,11,102 , 3(α− − β−) > −α− − 3β− > −4β− > −2α− − 4β−
|Ti〉02,01,002 :
|A〉11,101 : α− + 2α+ − β− − 2β+ > −2α− − 4β−
|Ei〉01,001 , −12(α− − α+ + 5β− + β+ + 6γ) > −12(3α− + α+ + 5β− + β+ + 6γ)
|T 1i 〉01,001 : > −3α− − α+ − 3β− − β+ − 4γ
|A〉01,001 : 2(α− + α+ − β− − β+) > −3α− − α+ − 3β− − β+ − 4γ
|Ei〉01,001 : −α− − α+ − 2β− − 2β+ > −3α− − α+ − 3β− − β+ − 4γ
|T 1/2/3i 〉01,001 : α− + α+ − 3β− − β+ − 2γ > −α− − α+ − 3β− − β+ − 2γ
> −2α− − 3β− − β+ − 2γ
> −3α− − α+ − 3β− − β+ − 4γ
|Ti〉21,201 −4γ > −6γ
|T 1/2i 〉100 : 12(α− + 3α+ − 3β− − 3β+ − 6γ) > −12(3α− + α+ + 3β− + 3β+ + 6γ)
> −3α− − α+ − 3β− − β+ − 4γ
|Ei〉100 : 32(α− − α+ − β− − β+ − 2γ) > −3α− − α+ − 3β− − β+ − 4γ
|A1〉000 : α− + 3α+ − β− − 3β+ > −3α− − α+ − 3β− − β+ − 4γ
|T 1i 〉000 : −β− − 3β+ > −4β− > −2α− − 4β−
|T 2i 〉000 : −3β− − β+ − 4γ > −3α− − α+ − 3β− − β+ − 4γ
Die Eigenwerte zur E–Darstellung |E1/2i 〉000 ergeben gerade das Doppelte von EE˜4/5 beim4. Daher kommen nach Gl. (F.6) diese Zusta¨nde als Grundzustand nicht in Betracht.
Es verbleiben noch zwei T–Darstellungen. Betrachten wir den niedrigeren Eigenwert,
d. h. den Beitrag mit −√ fu¨r |T 2/3i 〉11,101 . Damit dieser Eigenwert immer gro¨ßer als der
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Beitrag von |A2〉000 ist, muss gelten
α−(24α− + 13α+ + 22β− − 7β+ + 44γ)− α+(α+ − 5β− + 2β+ − 10γ)
+ β−(2β− + β+ + γ)− β+(β+ − 2γ) + 8γ2 > 0 . (F.7)
Da die Ausdru¨cke in den Klammern der α−– und β−–Beitra¨ge positiv sind, genu¨gt es,
obige Relation unter Ersetzung von α− → α+ und β− → β+ fu¨r diese Faktoren zu zeigen.
Dies ist ausreichend, da α− > α+ und β− > β+ gilt. Man findet somit
α+(24α− + 12α+ + 27β− − 9β+ + 54γ) + β+(2β− + 3γ) > 0 . (F.8)
Aufgrund der positiven Kopplungsparameter und β− > β+ ist diese Relation erfu¨llt und
die Eigenwerte bezu¨glich der Linearkombinationen von |T 2/3i 〉11,101 liegen ho¨her als der
Eigenwert zu |A2〉000 . Vollkommen analog zeigen wir, dass dies ebenfalls fu¨r die Eigenwerte
zu den Linearkombinationen von |T 4/5i 〉01,001 gilt. Es ergibt sich
α−(13α− + 12α+ + 5β− − 5β+ + 26γ)− α+(α+ − β− + β+ − 6γ)
+ 2γ(β− − β+) + 8γ2 > 0 . (F.9)
Mit den gleichen Argumenten wie oben genu¨gt es zu zeigen, dass
13α− + 11α+ + 6β− − 6β+ + 32γ > 0 (F.10)
erfu¨llt ist. Dies ist der Fall und daher kommen auch die aus |T 4/5i 〉01,001 resultierenden
Eigenwerte nicht als Grundzustand in Betracht.
103
F. Grundzustand fu¨r4 und 
104
G. Molekularfeld–Ansatz
Um einen ersten Eindruck in die Physik des Gittersystems zu erhalten, behandeln wir
den effektiven Hamiltonoperator Gl. (4.1) mit dem Ansatz
|Ψ〉 =
∏
i
|ψi〉|φi〉
mit |ψi〉 = cosψi|θ〉+ sinψi|〉 und |φi〉 = cosφi| ↑〉+ sinφi| ↓〉 (G.1)
Zu bilden ist nun der Erwartungswert 〈ψj|〈ψi|Horbij |ψi〉|ψj〉〈φj|〈φi|Hspinij |φi〉|φj〉. Man fin-
det 〈
~Si · ~Sj
〉
=
1
4
cos(2(φi − φj)) und
〈
T zi T
z
j
〉
=
1
4
cos(2ψi) cos(2ψj) (G.2)
und damit fu¨r den effektiven Hamiltonoperator
〈Ψ|Heff|Ψ〉 =
∑
〈ij〉
(O1 +O2) cos(2(φi − φj)) + 3O1 −O2 (G.3)
mit O1 =
1
16
(
α− sin(2ψi) sin(2ψj) + β− cos(2ψi) cos(2ψj)− β−
)
und O2 =
1
16
(
α+ sin(2ψi) sin(2ψj) + (2γ − β+) cos(2ψi) cos(2ψj) + 2γ + β+
)
.
O1/2 sind die Erwartungswerte der orbitalen Anteile. Fu¨r ferromagnetische/antiferro-
orbitale Strukturen erha¨lt man die Energie −Nβ−. Anitferromagnetische/ferroorbitale
Strukturen liefern −Nγ.
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