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Abstract
In [SZJ12] the parabolic Kazhdan-Lusztig polynomials for Grassmannians are com-
puted by counting certain Dyck partitions. We “lift” this combinatorial formula to the
intersection cohomology of Schubert varieties in Grassmannians and we obtain many
bases of the intersection cohomology which extend (after dualizing) the classical Schu-
bert basis of the ordinary cohomology.
The cohomology of the Grassmannians has been studied since the late 19th century.
The original motivation was given by Schubert calculus: it turns out that many basis
questions in enumerative geometry (for example: how many lines intersect four given lines
in a 3 dimensional space?) can be approached via some computations in the cohomology
ring.
We denote by Gr(i, n) the Grassmannians of vector spaces of dimension i inside Cn. The
Schubert varieties Xλ ⊂ Gr(i, n) are parameterized by piece-wise linear paths λ in R2 from
(0, i) to (n, n− i) which can be obtained joining segments of the form (x, y)− (x+ 1, y+ 1)
and (x, y) − (x + 1, y − 1). From the Schubert varieties we get a cell decomposition of
Gr(i, n) and, by taking their characteristic classes, we obtain a distinguished basis of the
cohomology ring H•(Gr(i, n),Q), called the Schubert basis. Classical results such as Pieri’s
formula, which describes how to multiply the class of a Schubert variety with the Chern
class of a line bundle, and the more general Littlewood-Richardson rule, which describes
how to multiply two arbitrary Schubert classes, allow us to fully understand the ring
structure of H•(Gr(i, n),Q) and H•(Xλ,Q).
However, for applications in representation theory, when working with Schubert vari-
eties it is often more natural to study instead their intersection cohomology IH•(Xλ,Q).
The Schubert varieties are in general singular and the ordinary singular cohomology em-
beds as a submodule in the intersection cohomology. It is then natural to ask whether (and
how) one can extend the Schubert basis in a natural way to IH•(Xλ,Q), that is if one
could find a distinguished basis for IH•(Xλ,Q), for a Schubert variety Xλ. The study of
bases of the intersection cohomology of Schubert varieties of a Grassmannian is the main
subject of the present paper.
The dimension of the intersection cohomology of Schubert varieties can be computed in
terms of the Kazhdan-Lusztig polynomials. As usually, Kazhdan-Lusztig polynomials can
be computed via a recursive formula. However, Schubert varieties in Grassmannians are
very special among Schubert varieties in that they all admit small resolution of singularities
[Zel83]. At the level of Kazhdan-Lusztig polynomials this is reflected in the existence of
combinatorial non-recursive formulas to compute them.
Originally, Lascoux and Schützenberger describe a combinatorics for these polynomials
involving “binary trees” [LS81]. More recently, Shigechi and Zinn-Justin gave an equivalent
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formulation of this combinatorics, this time involving Dyck partitions [SZJ12]. A major
advantage of using Dyck partitions is that in this setting is also possible to describe formulas
for the inverse Kazhdan-Lusztig polynomials (this was originally shown by Brenti [Bre02]).
If λ and µ are paths with λ ≤ µ (i.e. λ lies completely below µ), a Dyck partition
between λ and µ is a partition of the region between λ and µ into Dyck strips as in the
following figure.
Figure 1: An example of a Dyck partition
By counting the number of Dyck partition satisfying some specific condition (see Def-
inition 2.7) we can recover the Kazhdan-Lusztig polynomial hλ,µ(v). More precisely, the
coefficient of vk in hλ,µ(v) is equal to the number of Dyck partitions with k strips.
The main goal of the present paper is to “lift” this combinatorics to the equivariant
intersection cohomology of Schubert varieties, obtaining a basis of the intersection coho-
mology parameterized by Dyck partitions.
It is very convenient to reinterpret equivariant intersection cohomology of Schubert
varieties as indecomposable singular Soergel bimodules as this allows us to have the rich
technology of Soergel bimodules at disposal. For example, morphisms between singular So-
ergel bimodules can be depicted using diagrams and the dimension of the spaces morphisms
can be computed using the corresponding Hecke algebra. Also the inverse Kazhdan-Lusztig
polynomial naturally occur in the setting of singular Soergel bimodules: they can be ex-
trapolated by looking at the direct summands occurring in singular Rouquier complexes
[Pat19].
The basic idea is to reinterpret any Dyck strip D as morphisms of degree one (de-
noted by fD) between the corresponding singular Soergel bimodules. Because the space
of degree one morphisms between these indecomposable singular Soergel bimodules is one-
dimensional the morphism fD is actually uniquely determined up to a scalar. (In §2.3 we
will fix a precise choice for the morphisms fD.)
For an arbitrary Dyck partition P = {D1, D2, . . . , Dk} we can consider the morphism
fP = fD1 ◦ fD2 ◦ . . . ◦ fDk . This is however not well defined: in general, different orders
of the elements in P (i.e. different orders for the composition of the morphisms fDi) may
lead to different morphisms.
A crucial technical point is to define a partial order  on the set of Dyck partitions. We
show that with respect to this partial order the morphism fP is well defined, up to a scalar
and up to smaller morphisms in the partial order. As a corollary, we conclude that after
fixing arbitrarily for any Dyck partition an order of its strips (the order must be admissible,
see Definition 2.25) the set {fP} gives us a basis of the morphisms between singular Soergel
bimodules. Hence, by evaluating this morphisms on the unity of the cohomology ring, we
also get bases of the (equivariant) intersection cohomology of Schubert variety.
Unfortunately, the basis we obtain is highly not canonical as there does not seem to
exist any distinguished way of choosing the order of the strips in the Dyck partitions. If
the Schubert variety is very simple, e.g. the corresponding partition has only two rows, we
do get a canonical bases.
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1 Singular Soergel Bimodules
We first recall some notation about Coxeter groups and their Hecke algebra from [EW14]
and [Wil11]. Let (W,S) be a Coxeter group with Bruhat order ≥ and length function `.
Let H be the Hecke algebra of W . The Hecke algebra has a basis {Hx}x∈W as a
Z[v, v−1]-module, called the standard basis of H. We denote by {Hx}x∈W the Kazhdan-
Lusztig basis.
If I ⊂ S, we denote by WI the subgroup of W generated by I. We say that I is finitary
ifWI is finite. In this case we denote by wI its longest element and by `(I) the length of wI .
For I finitary let HI := HwI . We denote by W
I the set of minimal coset representatives
in W/WI , i.e. W I = {x ∈W | xs > x for all s ∈ I}.
We define HI = HHI . This is a left ideal of H. For x ∈W I we define HIx = HxHI and
HIx = HxwI . Both {HIx}x∈W I and {HIx}x∈W I are Z[v, v−1]-basis of HI , called respectively
the I-standard and the I-parabolic Kazhdan-Lusztig basis. The I-parabolic Kazhdan-Lusztig
polynomials hIx,y(v) ∈ vN[v] are the coefficient of the change-of-basis matrix between these
two bases, namely
HIx = H
I
x +
∑
W I3y<x
hIx,y(v)H
I
y.
The inverse I-parabolic Kazhdan-Lusztig polynomials are the coefficients of the inverse
matrix, i.e. we have ∑
y∈W I
(−1)`(y)−`(x)gIx,y(v)hIy,z(v) = δx,z.
In Section §2 we describe some morphisms between singular Soergel bimodules using
the diagrammatics of [ESW17]. For this reason, even if our focus is mainly on one-sided
singular Soergel bimodules, we need to recall some notation and a few facts about two-sided
singular Soergel bimodules.
For simplicity, we work in the same setting as in [EW14]. Let h∗ be the reflection
faithful representation of W over R defined in [Soe07, Proposition 2.1]. There are linearly
independent sets {αs}s∈S ⊆ h∗ and {α∨s }s∈S ⊆ h such that for any s ∈ S we have
s(v) = v − α∨s (v)αs for all v ∈ h∗.
Remark 1.1. If W is a crystallographic Coxeter group there are other very natural choice
for h∗ coming from the theory of Kac-Moody groups (see [Ric17, Proposition 1.1]) for which
the results in [EW14] (and in this section) remain valid.
Moreover, if h∗ is defined to a subfield K ⊂ R, we can work over K instead of R.
Let R = Sym•(h∗) be the symmetric algebra of h∗. We regard it as a graded algebra
with deg(h∗) = 2. If I is finitary we define RI to be the subalgebra of WI -invariants in R.
We denote by (1) the grading shift.
For a simple reflection s ∈ S the Demazure operator ∂s : R→ R(−2) is defined as
∂s(f) =
f − s(f)
αs
.
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Note that if f is of degree 2 then ∂s(f) = α∨s (f). The Demazure operators satisfy the
braid relation, hence for any x ∈W with reduced expression x = s1s2 . . . sk we can define
∂x := ∂s1∂s2 . . . ∂sk : R→ R(−2`(x)).
If J ⊆ I then the ring RJ is a Frobenius extension of RI , i.e. RJ is free and finitely
generated as a RI -module there is a non-degenerate morphism of RI -modules, namely
∂wJwI : R
J → RI . Here non-degenerate means that there exists bases {xi} and {yi} of RJ
over RI such that ∂wJwI (xiyj) = δij . The comultiplication R
J → RJ ⊗RI RJ is the map
of RJ -bimodules which sends 1 to ∆JI :=
∑
xi ⊗ yi. This does not depend on the choice
of dual bases.
Definition 1.2. Let ~I = (I0, . . . , Ik) and ~J = (J1, . . . , Jk) be sequences of finitary subsets
of S. We say that (~I, ~J) is a translation pair if for any h we have Ih−1 ⊆ Jh ⊇ Ih.
If (~I, ~J) is a translation pair let
`(~I, ~J) :=
k∑
i=1
`(Ji)− `(Ii).
The generalized Bott-Samelson bimodule BS(~I, ~J) is the graded (RI0 , RIk)-bimodule
BS(~I, ~J) = RI0 ⊗RJ0 RI1 ⊗RJ1 . . .⊗RJk RIk(`(~I, ~J)).
Definition 1.3. Let J, I be finitary subsets of S. We defined the category JSBimI of (J, I)-
singular Soergel bimodules as the full subcategory of (RJ , RI)-bimodules whose objects are
direct sums of direct summands of shifts of generalized Bott-Samelson bimodules of the
form BS(~I, ~J), where (~I, ~J) is a translation pair with I0 = J and Ik = I.
If J = ∅ we call ∅SBimI the category of I-singular Soergel bimodules, and we denote
it by SBimI
There is a duality functor D on JSBimI defined by B 7→ Hom•RJ−(B,RJ), where here
Hom•RJ−(−,−) denotes the space of morphisms of left RJ -modules. The indecomposable
self-dual elements in JSBimI are in bijection with the double cosets inWJ\W/WI , and we
denote by JBIx the indecomposable self-dual bimodule corresponding to x ∈ WJ\W/WI .
There exists an isomorphism of Z[v, v−1]-modules
ch : [JSBimI ]→ JHI := HJH ∩HHI .
If x ∈WJ\W/WI is a double coset, we denote by x+ and x− resp. the longest and the
shortest elements in x.
Theorem 1.4 (Soergel’s conjecture for singular Soergel bimodules [EW14, Wil11]). For
any x ∈WJ\W/WI we have ch(JBIx) = JHIx = Hx+
Proposition 1.5 ([Wil11, Prop. 7.4.3]). Let x ∈ WJ\W/WI and let w ∈ W I such that
the coset wWI is the unique maximal WI-coset contained in x. Then
R⊗RJ JBIx ∼= BIw(`(x−)− `(w)).
When w is as in Proposition 1.5 then wwI is the maximal element in the cosetWJwWI ,
hence
HIw = HwwI ∈ JHI .
Going in the opposite direction, for w ∈ W I we define Sw = {s ∈ S | sw ≤ w in W/WI}.
(When W is a Weyl group. then the parabolic subgroup WSw is the stabilizer of the
Schubert variety corresponding to w.) We have
BIw = R⊗RJ JBIw for any J ⊆ Sw. (1)
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Theorem 1.6 (Soergel’s Hom Formula for Singular Soergel Bimodules [Wil11, Theorem
7.4.1]). Let B1, B2 ∈ JSBimI . Then Hom•(B1, B2) is a free graded left RJ -module and we
have an isomorphism
Hom•(B1, B2) = 〈ch(B1), ch(B2)〉 ·RJ ,
of graded RJ -modules. where 〈−,−〉 is the pairing in the Hecke algebra defined in [Wil11,
§2.3].
We can bundle together all the categories of (J, I)-singular Soergel bimodules into a
2-category.
Definition 1.7. The 2-category of singular Soergel bimodules SSBim is the 2-category
whose objects are the finitary subsets of S and such that, given two finitary subsets J, I ⊆ S,
we have
HomSSBim(J, I) = JSBimI .
1.1 Diagrammatic singular Soergel bimodules
Definition 1.8. A singular S-diagrams is a finite collection of oriented 1-manifolds with
boundary, colored by elements of S, embedded in the strip R× [0, 1] and whose boundary
is embedded in R× {0, 1}, the boundary of the strip.
Two 1-manifolds associated to colors s 6= t can intersect only transversely and cannot
intersect on the boundary of the strip. Moreover, two 1-manifolds associated to the same
color cannot intersect at all.
We refer to connected components of the complement of the 1-manifolds in the strip
as regions. Each region is labeled by a finitary subset I ⊆ S compatibly with the following
rule: if two finitary subsets are on two regions bordering the same 1-manifold labeled by s,
then they differ by the single element {s} with the one on the right side of the 1-manifold
(while looking in the direction of its orientation) being bigger, i.e. if I is on the right side
we have I = J unionsq {s}.
Moreover, each region labeled by I can be decorated by a polynomial f ∈ RI .
Example 1.9. Let S = {r, b, g, v}. The following is an example of a singular S-diagram
with some of the regions labeled (in gray). In this example f1 ∈ Rv and f2 ∈ R{r,g,b}
{r, b, g, v}{r, b, g}
{g, b}{b}{v, b}
{v}
f1
f2
To a singular S-diagram we associate a bottom sequence and a top sequence of finitary
sets, respectively given by the sequence of finitary sets appearing on the lower and on the
upper boundary of the strip.
Notice that the only sequences of finitary sets which can appear as bottom (or top)
sequence of some S-diagram are those in which two consecutive sets in the sequence differ
exactly by a single element of S. We call these sequences strict translation sequence.
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Singular S-diagrams will be always considered up to isotopy. If the top sequence of a
diagram D1 coincides with the bottom sequence of a diagram D2 then, up to an isotopy,
we can stack D2 on top of D1 to obtain a new diagram which we denote by D2 ◦ D1.
Similarly, if the last element of the bottom (and top) sequence of D1 coincides with the
first element of the bottom sequence of D2 we can stack horizontally two diagrams D1 and
D2 to obtain a new diagram which we denote by D1 ⊗D2.
Each S-diagram can be obtained, up to isotopy, by stacking together the following
“building boxes”:
D SSBim degree
IJ
s
RJ ⊗RI RI(η) id−→ RJ ⊗RI RI(η) 0
JI
s
IR
J id−→ IRJ 0
J
Is
fy : R
J ⊗RI RJ(η)→ RJ
f ⊗ g 7→ fg `(I)− `(J)
I
J
s
f y: RJ → RJ ⊗RI RJ(η)
1 7→ ∆JI
`(I)− `(J)
I
J s
fx : IR
J
I (η)→ RI
f 7→ ∂JI (f)
`(J)− `(I)
J
I
s
f x: RI → IRJI (η)
f 7→ f `(J)− `(I)
IJ
K
L
st
f↖↗ : RJ ⊗RK RK ⊗RI RI(η)→ RJ ⊗RL RL ⊗RI RI(η)
f ⊗ 1⊗ 1 7→ f ⊗ 1⊗ 1 0
Table 1: The building boxes
In every box I denotes the largest subset and J the smallest. The degree of the building
boxes is defined as in the third column of Table 1. We define the degree of a diagram to
be the sum of the degree of its building boxes.
Definition 1.10. We define the 2-category D as follows: the objects are finitary subset,
1-morphisms between I and J are the strict translation sequences starting in I and ending
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J , and 2-morphisms between two sequences K1 and K2 are isotopy classes of singular
S-diagrams with bottom sequence K1 and top sequence K2 up to isotopy.
Now we define a 2-functor Ξ : D → SSBim. The functor Ξ is the identity on objects
while on 1-morphisms sends a strict translation sequence to the corresponding induction
or restriction bimodules, i.e. Ξ(I) = RI and
Ξ(I1, . . . , Ik, Ik+1) =
{
Ξ(I1, . . . , Ik)⊗RIk RIk+1(`(Ik)− `(Ik+1)) if Ik+1 ⊂ Ik
Ξ(I1, . . . , Ik)⊗RIk+1 RIk+1 if Ik ⊂ RIk+1 .
To define Ξ on 2-morphisms it is enough to specifies the image of the generating 2-
morphisms as in Table 1.
Theorem 1.11. [ESW17] The 2-functor Ξ : D→ SSBim is well-defined and it is full on
2-morphisms.
The functor Ξ is not an equivalence of 2-category, even after taking the Karoubi enve-
lope of D. To achieve an equivalence, one would need to impose several relations to the
category D. Some of these relations are general for any hypercube of Frobenius extensions
and are discussed in [ESW17]. In (finite or affine) type A the full list of relations that we
need to add to D to obtain an equivalence with SSBim is described in [EL17] (a proof of
this fact is therein announced, but has not yet been published). In this paper we will not
actually need any of this as we will only make use of the diagrammatics as they provide an
insightful and convenient way to draw and describe morphisms between singular Soergel
bimodules.
The following definition is the diagrammatic counterpart of the duality functor D.
Definition 1.12. Given a S-diagram D we define D the S-diagram obtaining by reflecting
D over the line {y = 12} and then changing the orientation of all the 1-manifolds.
We say that D is the flip (upside down) of D.
If f is a 2-morphism in SSBim, there exists a S-diagram D such that Ξ(D) = f . Then
we can define the flip f of f as Ξ(D). This is well defined: if D′ is another S-diagram such
that Ξ(D′) = f , then we also have Ξ(D) = Ξ(D′).
1.2 Invariant forms on generalized Bott-Samelson bimodules
To better understand how the flip f of a morphism f behaves, we need to identify it
with the adjoint of f with respect to certain invariant forms. In this perspective, we
need to generalize the definition of intersection form from [EW14, §3.1] to generalized
Bott-Samelson bimodules.
Let BI ∈ SBimI be a I-singular Soergel bimodules. A left invariant bilinear form on
B is a graded bilinear map
〈−,−〉 : BI ×BI → R
such that for any b, b′ ∈ BI , f ∈ R and g ∈ RI we have
〈fb, b′〉 = 〈b, fb′〉 = f〈b, b′〉
〈b, b′g〉 = 〈b, b′g〉.
Let (~I, ~J) be a translation pair with ~J = (J1, . . . , Jk−1, Jk) and ~I = (I0 = ∅, I1, . . . , Ik−1, Ik =
I), i.e. we assume that I0 = ∅ and Ik = I. Consider the translation pair (~I ′, ~J ′) with
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~J ′ = (J2, J3, . . . , Jk) and ~I ′ = (∅, I2, I3, . . . , Ik). The morphism f y: RIk → RIk ⊗RJk RIk
induces a morphism
f y⊗ Id : BS(~I ′, ~J ′)→ BS(~I, ~J).
By induction on k we can define an element ∆(~I, ~J) as (f y⊗ Id)(∆(~I ′, ~J ′)).
If w = s1s2 . . . sk is a word with si ∈ S, then the ordinary Bott-Samelson bimod-
ule BS(w) can be realized as a generalized Bott-Samelson bimodule BS(~I, ~J), with ~J =
({s1}, {s2}, . . . {sk}) and ~I = (∅, ∅, . . . , ∅). In this case, the corresponding element ∆(w) :=
∆(~I, ~J) ∈ BS(w) coincides with the element ctop defined in [EW14, §3.4].
Let t ∈W be a reflection. Then we can write t = wsw−1 with ws > w and s ∈ S. The
root αt := w(αs) ∈ h∗ is well defined and it is positive. We can consider the operator
∂Tt : R→ R(−2)
defined by ∂Tt (f) =
f−t(f)
αt
. (We use the non-standard notation ∂Tt to distinguish it from
∂t, as they only coincide for t ∈ S.) If t = wsw−1 with ws > w and s ∈ S, then
∂Tt (f) = w
(
∂s(w
−1(f))
)
for all f ∈ R. In particular, if f ∈ R is of degree 2, then
∂Tt (f) = ∂s(w
−1(f)) = α∨s (w−1(f)). We write y
t−→
R
x if t ∈ T , yt = x and `(y) + 1 = `(x).
Lemma 1.13. Let x ∈W . Let f, g ∈ R with f of degree 2 and g of degree 2`(x)−2. Then
∂x(fg) =
∑
y
t−→
R
x
∂Tt (f)∂y(g).
Proof. The proof is by induction on `(x). The case `(x) ≤ 1 is trivial. Let x = ys with
s ∈ S and x > y. By induction we obtain
∂x(fg) = ∂y∂s(fg) = ∂y (g∂s(f) + s(f)∂s(g)) = ∂s(f)∂y(g) +
∑
z
t−→
R
y
∂Tt (s(f))∂z(∂s(g)).
If zs < z the term ∂z(∂s(g)) vanishes, while if zs > z and z
t−→
R
y, then also zs sts−−→
R
x.
In particular we have s 6= t, so s(αt) is a positive root and ∂Tt (s(f)) = ∂Tsts(f). The claim
now follows.
The right RI -module BS(~I, ~J) := R⊗R BS(~I, ~J) is one-dimensional in degree
`(~I, ~J) :=
k∑
i=1
`(Ji)− `(Ii).
Obvioulsy, in the bimodule BS(~I, ~J) the dimension of the vector space of elements of
degree `(~I, ~J) is much bigger. For this reason, we need to give the following definition.
Definition 1.14. We define LT (BS(~I, ~J)) to be the left R-module generated by ele-
ments of degree less than `(~I, ~J). In this section, we call lower terms the elements of
LT (BS(~I, ~J)).
Let (h∗)I be the subspace of WI -invariant elements in h∗ (or, equivalently, (h∗)I is the
subspace of elements of degree 2 in RI). We say that ρ ∈ h∗ is ample if ∂s(ρ) > 0 for every
s ∈ S \ I. Since the simple coroots α∨s are linearly independent there always exist a ample
ρ.
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Lemma 1.15. Let ρ ∈ (h∗)I be ample. Let w ∈ W I and w = s1s2 . . . sl be a reduced
expression for w. Then for any i ≤ l we have
∂si(si+1si+2 . . . sl(ρ)) > 0
Proof. See [Pat18, Lemma 4.2.1]
With this definition, every two elements of BS(~I, ~J) of degree `(~I, ~J) are multiple of
each other up to lower terms.
We say that a word w is I-reduced if w is a reduced word for w ∈W I . If B ∈ SBimJ
and J ⊂ I we denote by BI = B ⊗RI RI ∈ SBimI its restriction to a (R,RI)-bimodule.
Lemma 1.16. Let w be a word, ρ ∈ RI of degree 2 and consider 1⊗ := 1⊗ 1⊗ . . .⊗ 1 ∈
BS(w)I . Then 1⊗ · ρ`(w) = Nctop up to lower terms. If w is not I-reduced then N = 0
while if w is a I-reduced word for w then N = ∂w(ρk).
If, moreover, ρ is ample then N > 0.
Proof. If w is not I-reduced then
BS(w)I =
⊕
z
Bz(m) (2)
and all the elements z occurring in the RHS in (2) satisfy `(z) < k. Then, by degree
reasons the coefficient of ctop in 1⊗ · ρk has to be 0.
Assume now that w is I-reduced. Let w = s1s2 . . . sk and let wi = s1s2 . . . si−1si+1 . . . sk.
Let vi = sisi+1 . . . sk. As in the proof of [EW14, Lemma 3.10] one can see that
1⊗ · ρk = Nctop+ lower terms
with N =
∑
i ∂si(vi+1(ρ))Ni, where Ni is the coefficient of ctop in 1
⊗ · ρk−1 ∈ BS(wi). By
induction we have
N =
∑
i : wi I-reduced
∂si(vi+1(ρ))∂wi(ρ
k−1) =
∑
y
t−→
R
w
∂t(ρ)∂y(ρ
k−1)
Finally, applying Lemma 1.13 we get N = ∂x(ρk).
If ρ is ample, then by induction for any i such that wi is I-reduced we have Ni > 0
and also ∂si(vi+1(ρ)) > 0 by Lemma 1.15. Hence N > 0.
Let I ⊂ J be finitary subsets and fix a reduced expression wJwI for wJwI . Then
R⊗RJ RI is a direct summand of BS(wJwI)I and we have a natural embedding of (R,RI)-
bimodules
ϑ : R⊗RJ RI(`(J)− `(I))→ BS(wJwI)I
induced by sending 1⊗ ∈ R⊗RJ RI to 1⊗ ∈ BS(wJwI)I .
Lemma 1.17. The embedding ϑ : R ⊗RJ RI → BS(wJwI)I sends ∆((I), (J)) to ctop, up
to lower terms.
Proof. Since ϑ sends 1⊗ to 1⊗, it also sends 1⊗ ·ρ`(wJwI) to 1⊗ ·ρ`(wJwI) for every ρ ∈ (h∗)I .
Fix ρ ample so that ∂wJwI (ρ
`(wJwI)) 6= 0. Then it suffices to show that
1⊗ ρ`(wJwI) = ∂wJwI (ρ`(wJwI))∆((I), (J)) + lower terms
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By definition ∆((I), (J)) =
∑
i xi ⊗ yi where {xi} and {yi} are bases of RI over RJ
with ∂wIwJ (xi · yi) = 1. There exists a unique index i0 such that xi0 is of degree 0 and
yi0 is of degree 2`(wJwI). Then ∆((I), (J)) is equal to xi0 ⊗ yi0 = 1 ⊗ xi0yi0 up to lower
terms. Furthermore, we also have 1 ⊗ ρ`(wJwI) = ∂wJwI (ρ`(wJwI ) · 1 ⊗ xi0yi0 up to lower
terms and the claim follows.
Reiterating, we get a chain of embeddings
BS(~I, ~J) = R⊗RJ1 RI1 ⊗RJ2 . . .⊗RJk R
Ik(`(~I, ~J)) ↪→
↪→ BS(wJwI)⊗RJ2 RI2 ⊗RJk R
Ik(`(~I, ~J)− `(wJwI)) ↪→ . . . ↪→
↪→ BS(wJ1wI1 wJ2wI2 . . . wJkwIk) (3)
Lemma 1.18. The embedding in (3) sends ∆(~I, ~J) to ctop ∈ BS(wJ1wI1 wJ2wI2 . . . wJkwIk)
up to lower terms.
Proof. Consider the following diagram.
BS(~I, ~J)
BS(~I ′, ~J ′) BS(wJ1wI1)⊗R BS(~I ′, ~J ′)
BS(wJ2wI2 . . . wJkwIk) BS(wJ1wI1 wJ2wI2 . . . wJkwIk)
ctop ⊗ Id
f y⊗ Id
ctop ⊗ Id
α
Id⊗ββ
Notice that the lower square is commutative. The top triangle is “commutative up to lower
terms,” meaning that we have
α(f y⊗ Id)∆(~I ′, ~J ′) = ctop ⊗∆(~I ′, ~J ′)
up to lower terms (here we used the fact that fctop = ctopf for every f ∈ R). Therefore
(ctop ⊗ Id) ◦ β(∆(~I ′, ~J ′)) = (Id⊗ β) ◦ α ◦ (f y⊗ Id)(∆(~I ′, ~J ′)) = (Id⊗ β) ◦ α(∆(~I, ~J))
up to lower terms. We can conclude since by induction β(∆(~I ′, ~J ′)) = ctop up to lower
terms.
Lemma 1.19. The element ∆(~I, ~J) ∈ BS(~I, ~J) together with LT (BS(~I, ~J)) generates
BS(~I, ~J) as a left R-module.
Proof. By looking at grrk(BS(~I, ~J)) is it enough to show that ∆(~I, ~J) does not belong
to LT (BS(~I, ~J)). This is clear by looking at the embedding in (3), since the image of
∆(~I, ~J) contains ctop with non-trivial coefficient, hence it is not contained in the submodule
LT (BS(wJ1wI1 wJ2wI2 . . . wJkwIk)).
Therefore, we have a decomposition of left R-bimodules.
BS(~I, ~J) = R ·∆(~I, ~J)⊕ LT (BS(~I, ~J)). (4)
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Definition 1.20. Let Tr : BS(~I, ~J)→ R be R-linear map which returns the coefficient of
∆(~I, ~J) with respect to the decomposition (4). We denote by · the term-wise multiplication
on BS(~I, ~J). We define an invariant form 〈−,−〉(~I, ~J) on BS(~I, ~J), called the intersection
form, by
〈x, y〉(~I, ~J) = Tr(x · y)
Remark 1.21. Let (~I, ~J) and (~I ′, ~J ′) be translation pairs with end-point w ∈W I . Assume
that there exists an isomorphism ϕ : BS(~I, ~J) ∼−→ BS(~I ′, ~J ′) with ϕ(1⊗) = 1⊗. Then by
Lemma 1.18 we also obtain that ϕ(∆(~I, ~J)) = ∆(~I ′, ~J ′) up to lower terms. In particular,
the intersection form on BS(~I, ~J) does not depend on the choice of the reduced translation
pair.
Moreover, if (~I, ~J) is I-reduced and ρ ∈ (h∗)I is ample we have
〈1⊗, 1⊗ · ρ`(~I, ~J)〉 = ∂w(ρ`(~I, ~J))
1.2.1 Adjoint and flipped maps
Our next goal is to show that taking the adjoint with respect of the intersection forms is
the same as flipping the corresponding diagram. It is enough to show this for the “building
boxes” in Figure 1.
We consider first the clockwise cup and its flip, the clockwise cap. Let
~I ′ = (∅, I1, . . . , Ih−1, Ih, Ih, Ih+1, . . . , Ik),
~J ′ = (J1, . . . , Jh−1,K, Jh, Jh+1, . . . , Jk)
with Ih ⊂ K. Let
F := Id⊗f y⊗ Id : BS(~I, ~J)→ BS(~I ′, ~J ′)
be the morphism induced by f y: RIh → RIh ⊗RK RIh(`(K)− `(Ih)) and let
F := Id⊗fy ⊗ Id : BS(~I ′, ~J ′)→ BS(~I, ~J)
be the morphism induced by fy : RIh ⊗RK RIh(`(K)− `(Ih))→ RIh . We
Lemma 1.22. The maps F and F above are adjoint to each other with respect to the
corresponding intersection forms, i.e.
〈F (x), y〉
(~I′, ~J ′) = 〈x, F (y)〉(~I, ~J) for all x ∈ BS(~I, ~J), y ∈ BS(~I ′, ~J ′).
Proof. We have
f y(z) · (y1 ⊗ y2) = f y(1)zy1y2 = f y(x · fx(y1 ⊗ y2) for all z, y1, y2 ∈ RIh
hence F (x) · y = F (x · F (y)). Thus, to conclude that F and G are adjoint it is enough to
show that, for all x ∈ BS(~I, ~J) we have Tr(F (x)) = Tr(x).
Assume that x = g∆(~I, ~J) + b with g ∈ R and b ∈ LT (BS(~I, ~J)). By degree reasons,
also F (b) ∈ LT (BS(~I ′, ~J ′)). We conclude that Tr(F (x)) = Tr(x) by showing F (∆(~I, ~J)) =
∆(~I ′, ~J ′). This follows since the following diagram is commutative
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R⊗RJh RIh R⊗RJh RIh ⊗RK RIh
R⊗RIh RIh ⊗RJh RIh R⊗RIh RIh ⊗RJh RIh ⊗RK RI
R⊗RIh RIh R⊗RIh RIh ⊗RK RIh
Id⊗f y
f y Id⊗f y⊗ Id
Id⊗f y
∼= ∼=
as it can be easily checked, for example, by looking at the corresponding diagrams.
We consider next the counterclockwise cap and its flip, the counterclockwise cup. Let
now ~I ′′ = (∅, I1, . . . , Ih−1,K, Ih+1, . . . , Ik) and ~J ′′ = (J1, . . . , Jh−1, Jh, Jh+1, . . . , Jk) with
K ⊂ Ih. Let
G = Id⊗f x⊗ Id : BS(~I, ~J)→ BS( ~I ′′, ~J ′′)
be the morphism induced by f x: RIh → Ih(RK)Ih(`(Ik)− `(K)) and let
G = Id⊗fx ⊗ Id : BS( ~I ′′, ~J ′′)→ BS(~I, ~J)
be the morphism induced by fx : RIh (R
K)RIh (`(Ik)− `(K))→ RIh .
Lemma 1.23. The maps G and G above are adjoint with respect to the corresponding
intersection forms.
Proof. We have
z1 · f y(z2) = f y(z1z2) = fx(f x(z1)z2) for all z1 ∈ RK and z2 ∈ RIh .
so x ·G(y) = G(G(x) · y). Therefore, it is enough to show that Tr(x) = Tr(G(x)) for all
x ∈ BS( ~I ′′, ~J ′′).
Let x ∈ BS( ~I ′′, ~J ′′). We can write x = g∆( ~I ′′, ~J ′′) + b, with g ∈ R and b ∈
LT (BS( ~I ′′, ~J ′′)), so that Tr(x) = g.
By degree reasons, we have G(b) ∈ LT (BS(~I, ~J)). To conclude we just need to show
that G(∆( ~I ′′, ~J ′′)) = ∆(~I, ~J). This follows from the fact that the following diagram is
commutative.
R⊗RJ RI R⊗RJ RK
R⊗RI RI ⊗RJ RI R⊗RK RK ⊗RJ RK
R⊗RI RI R⊗RK RK
∼
Id⊗f y Id⊗f y
Id⊗fx
∼= ∼=
which can be illustrated by the following simple diagram equality.
12
K∅
I K \ I
J \ I J \K
K∅
K
J \K
=
Finally, we consider the last building box:
IJ
K
L
st (5)
On bimodules f↖↗ induces the canonical identification RJ ⊗RK RK ⊗RI RI(`(I)− `(J)) ∼=
RJ⊗RLRL⊗RIRI(`(I)−`(J)) and, by construction, f↖↗ clearly identifies the corresponding
∆ elements. In particular, f↖↗ is an isometry with respect to the corresponding intersection
forms and the inverse morphism of f↖↗, which is given by the following diagram
IJ
L
K
ts (6)
is also its adjoint. Notice that the diagram in (6) is the flip of (5).
We just proved the following fact.
Proposition 1.24. Let f : BS(~I, ~J) → BS(~I ′, ~J ′) be a morphism. Then the flipped
morphism f : BS(~I ′, ~J ′) → BS(~I, ~J) is the adjoint of f with respect to the corresponding
intersection forms.
1.2.2 Reduced translation pairs
Reduced translating sequences [Wil08, Definition 1.3.1] are the analogue of reduced expres-
sion for double cosets of Coxeter groups. Since we are only interested in one-sided singular
Soergel bimodules, we give an equivalent definition which is valid in our setting.
Definition 1.25. Let (~I, ~J) be a translation pair with ~I = (∅, I1, I2, . . . , Ik). Let v1 =
wJ1wI1 and vh = vh−1wJhwIh for every h ≤ k. We call vk the end-point of (~I, ~J).
We say that (~I, ~J) is reduced if for every h < k we have
`(vhwJh+1) = `(vh) + `(wJh+1).
13
If (~I, ~J) is a reduced translation pair with end-point w ∈ W I , then BIw is a direct
summand of BS(~I, ~J) with multiplicity 1. Note that (BIw)−`(w) = (BS(~I, ~J))−`(w) and
they are both spanned by 1⊗.
Lemma 1.26. Let (~I, ~J) and (~I ′, ~J ′) be two reduced translation pairs both having the same
end-point w ∈ W I . Let ϕ : BS(~I, ~J) → BS(~I ′, ~J ′) be a morphism such that ϕ(1⊗) = 1⊗.
Then also ϕ(1⊗) = 1⊗.
Proof. Since ϕ(1⊗) = 1⊗, then ϕ must be of degree 0, and so does ϕ. Then ϕ(1⊗) = c1⊗
for some scalar c. Let ρ ∈ (h∗)I . Then we have (cf. Remark 1.21
∂w(ρ
k) = 〈ϕ(1⊗), 1⊗ρk〉
(~I′, ~J ′) = 〈1⊗ρk, ϕ(1⊗)〉(~I, ~J) = c∂w(ρk).
If ρ is ample, then ∂w(ρk) > 0 and c = 1.
2 Singular Soergel calculus for Grassmannians
In this chapter we specialize to the case of the complex Grassmannians.
From now on W will denote the symmetric group Sn and h∗ the (n − 1)-dimensional
geometric representation over Q from [Hum90], that is, h∗ is the Q-vector space
h∗ :=
{
(xi)
n
i=1 ∈ Qn |
n∑
i=1
xi = 0
}
on which W acts by permuting the coordinates. The representation h∗ is reflection faithful
and Soergel’s conjecture holds for h∗.
We denote by sk ∈W the simple transposition (k k+1), so that S = {s1, s2, . . . , sn−1}.
We fix now once for all i with 1 ≤ i ≤ n−1 and I = S\{si} = {s1, s2, . . . si−1, si+1, . . . , sn−1}
so that WI ∼= Si × Sn−i ⊆ Sn.
The Grassmannian Gr(i, n) is a smooth complex projective variety, isomorphic to
SLn(C)/P , where P is a maximal parabolic subgroup of SLn(C) containing the upper
triangular matrices. Let T ⊆ SLn(C) be the maximal torus given by diagonal matrices.
The T -equivariant cohomology of Gr(i, n) (cf. [Bri98]) is
H•T (Gr(i, n),Q) ∼= R⊗RW RI .
Let DbT (Gr(i, n),Q) denote the T -equivariant derived category of constructible sheaves
of Q-vector spaces on Gr(i, n). If F ∈ DbT (Gr(i, n)), the hypercohomology H(F) is in a
natural way a module over H•T (Gr(i, n),Q), hence in particular a (R,RI)-bimodule.
Let K be the full subcategory of DbT (Gr(i, n)) whose objects are direct sums of shifts of
simple T -equivariant Q-perverse sheaves on Gr(i, n). Then the hypercohomology induces
an equivalence H : K → SBimI [Soe90, Gin91]. As a corollary, if Xw ⊆ Gr(i, n) is the
Schubert Schubert variety associated to w ∈W I we have IH•T (Xw,Q) ∼= BIw.
Consider the following set of n-tuples:
Λn,i := {λ = (λ1, . . . , λn) ∈ {↗,↘}n | #{k | λk =↘} = i}
The natural action of Sn induces a bijection
W I ←→ Λn,i
w 7→ λw = (λw1 , λw2 , . . . , λwn ) := w(↘,↘, . . . ,↘,↗,↗, . . . ,↗)
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Definition 2.1. By path we mean a piecewise linear path in R2 which is union of segments
of the form (x, y) → (x + 1, y + 1) or (x, y) → (x + 1, y − 1), for x, y ∈ Z. Every element
λ ∈ Λn,i can be thought as a path from (0, i) to (n, n − i), where to every ↗ in λ it
corresponds a segment (x, y) → (x + 1, y + 1) and to every ↘ corresponds a segment
(x, y) → (x + 1, y − 1). Hence, we can identify Λn,i with the set of paths from (0, i) to
(n, n− i). By a slight abuse of terminology we also call the elements in Λn,i paths.
In the following we will often identify an element w ∈W I with its corresponding path
λw ∈ Λn,i. For instance, we will denote indecomposable singular Soergel bimodules by BIw
or by BIλw indistinctly.
We can deduce many properties of an element w ∈ W I directly in terms of the corre-
sponding path λw. For example, the length `(w) of an element w ∈W I is half the area of
the region between λw and λid.
Definition 2.2. Let j be an integer with 0 ≤ j ≤ n and λ be a path. The height of λ at
j is the integer htj(λ) such that the point (j,htj(λ)) belongs to the path λ.
We have v ≤ w if and only if the path λv lies completely below λw, i.e. if htj(λv) ≤
htj(λ
w) for every j. We will simply write λv ≤ λw in this case. If λ and µ are paths with
λ ≤ µ we denote by A(λ, µ) the region of the plane delimited by λ and µ. If λ = λid, we
denote A(λid, µ) simply by A(µ).
From the path representation λw of an element w it is easy to recover its left descent
set. We have:
• sjw ∈W I and `(sjw) = `(w)− 1 if j is a peak for λw, i.e. if (λwj , λwj+1) = (↗,↘),
• sjw ∈W I and `(sjw) = `(w) + 1 if j is a valley for λw, i.e. if (λwj , λwj+1) = (↘,↗),
• sjw 6∈W I and sjwWI = wWI if j is on a slope of λw, i.e. if (λwj , λwj+1) = (↗,↗) or
(λwj , λ
w
j+1) = (↘,↘).
Definition 2.3. By box we mean a square rotated by 45◦ with side length
√
2 and whose
center is a point (x, y) with integral coordinates such that x+ y + i is odd.
We fill the regionA(λw) with boxes and we label each boxes by the horizontal coordinate
of its highest point as in Figure 2.
1
2
3
3
4
4
5
5
6
6
7
λw
(0, 4) (8, 4)
Figure 2: The path λw for w = s6s1s3s5s7s2s4s6s3s5s4 ∈ S8.
Any order in which we can remove a box from A(λw) so that at any step the upper
boundary of the remaining region is still a path in Λn,i gives rise to a reduced expression.
Moreover, all the reduced expressions of w arise in this way.
From the description above of reduced expression it is easy to see that no reduced
expression can contain a subword of the form sjsj+1sj .
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In particular, the function rexw : {1, 2, . . . , } → N given by
rexw(j) = #{k | ik = j for a reduced expression si1si2 . . . sik of w} =
= {boxes labeled by j between λw and λid}.
is well-defined. We have
htλw(j) = 2 rexj(w) + |i− j|
Notice that for v, w ∈W I we have v ≥ w if and only if rexv(j) ≥ rexw(j) for all j.
Moreover, if v ≥ w then there exists x ∈ W such that v = xw and `(v) = `(x) + `(w),
therefore the Bruhat order on W I is generated by sx > x with s ∈ S and `(sx) > `(x).
To simplify the notation, we will often use J ⊆ {1, 2, . . . , n} to denote the set {sj | j ∈
J}, e.g. we use W J and WJ to denote W {sj |j∈J} and W{sj |j∈J} respectively.
We have now all the tools to prove the following simple lemma.
Lemma 2.4. Assume that w ∈ W I has a valley in j and that λwa = . . . = λwj =↘ and
λwj+1 = . . . = λ
w
b =↗. Assume that v < w.
i) If x ∈W[a,b−1], then xv 6≥ w.
ii) Let Jˆ = [a, b−1]\{j}. Then, if x ∈W Jˆ[a,b−1] we have xw ∈W I and `(xw) = `(x)+`(w).
Roughly, the second point is stating that we can stack a “small tableau” on top of λw
to obtain the tableau of λxw.
1
2
2
3
3
4
4
5
5
6
6
7
7
8
λw
4
53
λx
Jˆ
Figure 3: In this example we have a = 3, b = 7 and j = 4.
Proof. Let λ = λw and µ = λv. Since µ < λ there exists k with htk(µ) < htk(λ). Actually,
there exists always such a k with k < a or k ≥ b. Otherwise, if hta−1(λ) = hta−1(µ) and
htb(λ) = htb(µ) then, since λwa = . . . = λwj =↘ and λwj+1 = . . . = λwb =↗ we also have
htk(µ) = htk(λ) for all k ∈ [a, b− 1].
Let now k with k < a or k ≥ b be such that htk(µ) > htk(λ). Since rexk(w) > rexk(v) =
rexk(xv) we have xv 6≥ w.
ii) To any element x ∈ W Jˆ[a,b−1] we can associate a path λxJˆ ∈ Λb−a,j−a. We claim that
the path λxw ∈ Λn,i corresponding to xw can be obtained by “stacking” the path λ˜xJˆ on
top of λw. In formulas, we have
λxwk =
{
λwk if k < a or k ≥ b− 1
(λw
Jˆ
)k−a if a ≤ k ≤ b.
.
If x is a simple reflection (i.e. if x = sj) the claim is clear. If `(x) > 1 then we can
write x = skx′ with x′ ∈ W Jˆ and `(x′) = `(x) − 1. By induction on `(x) we have
`(x′w) = `(x′) + `(w), and k is a valley for λx′w since it is a valley for λx′
Jˆ
. We conclude
that `(skx′w) = `(x′) + `(w) + 1.
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Lemma 2.5. Let y ∈ W I and let a ≤ j < b such that λya = . . . = λyj =↘ and λyj+1 =
. . . = λyb =↗. Let Jˆ = [a, b− 1] \ {j} and let x ∈W Jˆ[a,b−1].
Consider the (R,RI)-bimodule B := BJˆx ⊗RJˆ JˆBIy and assume BIz (mz) is a direct sum-
mand of B. If z ≥ y, then z = xy and mz = 0.
Proof. By Soergel’s conjecture (Theorem 1.4), it is sufficient to prove the correspondent
statement in the Hecke algebra. We can write
ch(B) = HJˆx ∗Jˆ JˆHIy =
∑
z
pz(v)H
I
z (7)
for some pz(v) ∈ Z[v, v−1]. Assume there exists z ≥ y such that pz(v) 6= 0. Since B is
self-dual, we have pz(v) = pz(v) = pz(v−1). So, if we write ch(B) in the I-standard basis
of HI , the term
τ := v− deg pz(v)HIz
must occur with a non-trivial coefficient in N.
Note that k is on a slope of λy for all k ∈ Jˆ . It follows that for any u ∈ WJˆ we
have uyWI = yWI , and so WJˆyWI = yWI . This implies H
I
y =
JˆHIy and, in particular,
HIy ∈ HJˆH. We can write
HJˆx = H
Jˆ
x +
∑
r∈W Jˆ
r<x
hJˆr,x(v)H
Jˆ
r = HxHJˆ +
∑
r∈W Jˆ
r<x
hJˆr,x(v)HrHJˆ .
Since HIy ∈ HJH and HJˆ ∗Jˆ HJˆ = HJˆ , we have
HJˆx ∗Jˆ HIy = HxHIy +
∑
r∈W Jˆ
r<x
hJˆr,x(v)HrH
I
y =
= HxH
I
y +
∑
r∈W Jˆ
r<x
hJˆr,x(v)HrH
I
y +
∑
t∈W I
t<y
hIt,y(v)HxH
I
t +
∑
r∈W Jˆ , t∈W I
r<x, t<y
hJˆr,x(v)h
I
t,y(v)HrH
I
t .
(8)
Recall that for any r < x we have hJˆr,x(v) ∈ vN[v]. Using Lemma 2.4(ii), we can rewrite
the first sum in (8) as ∑
r∈W Jˆ
r<x
hJˆr,x(v)HrH
I
y =
∑
r∈W Jˆ
r<x
hJˆr,x(v)H
I
ry,
so it cannot contain the term τ .
By Lemma 2.4(i) if t < y we have rt 6≥ y for any r ∈ W Jˆ[a,b−1]. It follows that the
term τ cannot occur neither in the second or in the third sum of (8). The only remaining
possibility is τ = HIz = HxHIy, hence z = xy and deg pz(v) = 0.
2.1 Dyck strips
Dyck paths are a very classical combinatorial object studied, for example for their con-
nection to Catalan numbers. In this section we recall the main result from [SZJ12] which
allows us to express Kazhdan-Lusztig polynomials in terms Dyck paths.
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Definition 2.6. A Dyck path is a path (in the sense of Definition 2.1) from (x0, y0) to
(x0 + 2l, y0), with x0, y0 ∈ Z and l ∈ Z≥0, and such that it is contained in the half-plane
{(x, y) ∈ R2 | y ≤ y0}.
To any Dyck path we associate a Dyck strip: this is the set of boxes given by squares
(rotated by 45◦ with side length
√
2) with center in the integral coordinates of the Dyck
path. If D is a Dyck strip corresponding to a Dyck path going from (x0, y0) to (x0 +2l, y0)
we define its height to be ht(D) := y0 and its length to be `(D) := 2l + 1, i.e. the length
of a Dyck strip is the number of its boxes.
Let λ, µ be paths with λ ≤ µ. We call a Dyck partition a partition of A(λ, µ) into
Dyck strips. Given a Dyck partition P, we denote by |P| the number of Dyck strips in P.
We denote by ht(λ, µ) the maximal height of a Dyck strip in P, for any Dyck partition of
A(λ, µ).
Our convention is to denote Dyck partitions by bold capital letters and Dyck strips by
capital letter, so a typical Dyck partition would be P = {D1, . . . , Dk}.
Given a box B centered in (x, y) we call the box centered in (x, y+ 2) (resp. (x, y− 2),
(x + 1, y + 1), (x + 1, y − 1), (x − 1, y − 1), (x − 1, y + 1)) the box just above (resp. just
below, NE, SE, SW, NW) of B.
NW
just
above
NE
SESW
just
below
•(x, y)
B
There are two special type of Dyck partitions of A(λ, µ) describing the I-parabolic (or
Grassmannians) Kazhdan-Lusztig polynomials.
Definition 2.7. We say that a Dyck partition P is of type 1 (resp. of type 2) if it satisfies
the following rules:
Type 1: For any Dyck strip D ∈ P if there exists a a Dyck strip D′ ∈ P containing a box
just above a box of D, then every box just above a box of D is in D′.
Type 2: For any Dyck strip D ∈ P, if there exists a Dyck strip D′ ∈ P containing a box
just below, SW or SE a box of D then every box just below, SW or SE a box of D
belongs either to D or D′.
Definition 2.8. Let λ, µ ∈ Λn,i with λ ≤ µ. For ? ∈ {1, 2} we denote by Conf?(λ, µ) be
the set of Dyck partitions of Type ? in A(λ, µ).
We define the following polynomials
Q
(?)
λ,µ(v) =
∑
P∈Conf?(λ,µ)
v|P|.
18
Figure 4: Two partitions resp. of Type 1 and 2 of the same region.
Theorem 2.9 ([SZJ12]). For any x, y ∈W with x ≤ y we have
Q
(1)
λx,λy(v) = h
I
x,y(v) and Q
(2)
λx,λy(v) = g
I
x,y(v)
where hIx,y(v) and gIx,y(v) denote respectively the Kazhdan-Lusztig polynomials and the in-
verse Kazhdan-Lusztig polynomials.
Moreover, for λ, µ ∈ Λn,i with λ ≤ µ, the set Conf2(λ, µ) has at most one element, thus
gIλ,µ(v) is a monomial.
We introduce some additional notation. Let λ, µ ∈ Λn,i with λ ≤ µ be such that the
region A(λ, µ) consists of a single Dyck strip D. Then we say that D can be added to λ
and we write λ+D := µ. Vice versa, we say that D can be removed from µ and we write
µ−D := λ.
2.2 Small Resolutions of Schubert varieties
A small resolution of singularities of a complex algebraic variety X is a morphism p : X˜ →
X where X˜ is smooth variety such that for every r > 0 we have
codim{x ∈ X | dim(p−1(x)) ≥ r} > 2r.
For every small resolution we have that H•(X˜,Q) ∼= IH•−dimX(X,Q).
Zelevinsky [Zel83] showed that all Schubert varieties in a Grassmannian admit a small
resolution. In our setting this means that, for any indecomposable Soergel bimodule BIx is
isomorphic to a generalized Bott-Samelson bimodule, i.e. that there exists a sequence of
finitary sets J1 ⊇ J2 ⊆ . . . ⊆ Jk ⊇ I such that
BIx := R⊗RJ1 RJ2 ⊗RJ3 . . .⊗RJk RI(`(x)). (9)
Following Zelevinsky, we describe how to construct such a sequence of finitary sets.
Let x ∈ W I and λ = λx. We denote by Peaks(λ) = {p ∈ [1, n] | (λp, λp+1) = (↗,↘)}
the set of peaks of λ.
Choose a peak p ∈ Peaks(λ). Let a the maximum index with the property that a < p
and λa =↘ and let b the minimum index with the property that b > p and λb =↗. We
obtain a new path λp ∈ Λn,i by setting
λpi =
{
λa+b−i for all i ∈ [a+ 1, b− 1],
λi otherwise.
We denote by xp the element xp ∈ W I such that λxp = λp. Clearly λp < λ and
Peaks(λp) = Peaks(λ) \ {p}.
Definition 2.10. An ordering (p1, p2, . . . , pk) of the elements of Peaks(λ) is called neat if
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Figure 5: From λ to λp.
• the height of p1 is less or equal than the height of the peaks adjacent to p1 in λ,
• (p2, p3, . . . , pk) is a neat ordering of Peaks(λp1).
For x ∈ W I let Sx = {s ∈ S | sx ≤ x in W/WI}. Recall from (1) that we have
BIx = R⊗RSx SxBIx.
Theorem 2.11 ([Zel83]). Let x ∈ W I , λ = λx and let (p1, . . . , pk) be a neat ordering of
Peaks(λ). Fix p = p1 and let a and b be defined as above. Let S˜ := Sxp \ {a, b− 1} and let
p = a+ b− p, so that Sx = S˜ unionsq {p}. Then we have:
SxBIx
∼=
Sx
(
RS˜ ⊗RSxp SxpBIxp
)(
`(Sx))− `(S˜)
)
In terms of S-diagrams we can obtain SxBIx from SxpBIxp as follows:
SxpBIxp
SxBIx =
p a b− 1
where the arrow labeled by a (resp. by b− 1) is neglected if a ≤ 0 (resp. b ≥ n+ 1).
In general, there are several possible neat orders for a path λ, thus the algorithm
of Theorem 2.11 gives rise to several different descriptions of the bimodule SxBIx. Since
End0(SxBIx)
∼= Q, we can canonically identify these bimodules via the unique isomorphism
sending 1⊗ := 1⊗ 1⊗ . . . 1 to 1⊗.
Example 2.12. Consider the path λ = (↗,↘,↗,↘) ∈ Λ4,2.
λ
1
2
3
Then (1, 3) and (3, 1) are both neat ordering of Peaks(λ). They give rise to the two
following different diagrammatic description of the bimodule BIλ:
3 1 1 2 2 1 3 1 3 2 2 3
∼=
while in terms of bimodules we have
R⊗R1,3 R1 ⊗R1,2 R1 ⊗R1,3 R1,3(3) ∼= R⊗R1,3 R3 ⊗R2,3 R3 ⊗R1,3 R1,3(3).
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2.3 Morphisms of degree one
From Theorem 2.9 and Soergel’s Hom formula [Wil11, Theorem 7.4.1] we obtain that
Hom1(BIλ, B
I
µ) =
{
Q if λ = µ±D for some Dyck strip D,
0 otherwise.
This means that to any Dyck strip we can associate uniquely up to a scalar a degree 1
morphisms of I-singular Soergel bimodules.
Assume that λ, µ are two paths such that λ = µ+D for some Dyck strip D. Most of
the peaks of λ are also peaks for µ. There are exactly two integers a, b+ 1 with a < b+ 1
such that λa 6= µa and λb+1 6= µb+1. We have a, b ∈ Peaks(λ) \ Peaks(µ). On the other
hand we have (a− 1) 6∈ Peaks(λ) and
(a− 1) ∈ Peaks(µ) ⇐⇒ λa−1 = µa−1 =↗ .
Similarly, (b+ 1) 6∈ Peaks(λ) and (b+ 1) ∈ Peaks(µ) ⇐⇒ λb+2 = µb+2 =↘.
Since D is a Dyck strip, we have hta(λ) = htb(λ) and all the peaks of λ between a and
b are of height smaller or equal than hta(λ). This means that we can find a neat ordering
of Peaks(λ) of the form
(p1, p2, . . . , pm, q1, q2, . . . qm′ , a, b, r1, r2, . . . , rm′′) (10)
satisfying the following rules:
• for every peak p ∈ Peaks(λ) such that p 6∈ [a, b] and htp(λ) < ht(D) we have p = pi
for some i ∈ [1,m],
• for every peak p ∈ Peaks(λ) such that p ∈ [a, b] we have p = qi for some i ∈ [1,m′],
• for every peak p ∈ Peaks(λ) such that p 6∈ [a, b] and htp(λ) ≥ ht(D) we have p = ri
for some i ∈ [1,m′′],
For λ = λx, let Sλ := Sx. In other words, Sλ is the set of peaks and slopes of λ. Using
Theorem 2.11, from the neat order (10) we can construct a diagram representing the object
BIλ of the form
. . . P Q R I∅
Sλ a b
where the upward arrows on the left are labeled by the elements of Sλ, the box labeled by
P, Q and R correspond respectively to the peaks pi’s, qi’s and ri’s.
Similarly, we obtain a neat ordering (p1, . . . , pm, q1, . . . qm′ , â− 1, b̂+ 1, r1, . . . , rm′′) of
Peaks(µ) (here the notation ĵ means that j is neglected if j 6∈ Peaks(µ)) and we obtain a
diagrammatic presentation of BIµ as follows.
. . . P′ Q′ R I∅
Sµ â− 1 b̂+ 1
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Apart from having differently labeled regions, the diagrams in the boxes P and P′
actually coincide. The same holds for Q and Q′.
Let ∆ = (Sλ ∪ Sµ) \ (Sλ ∩ Sµ) be the symmetric difference of Sλ and Sµ. Then
∆ ⊆ {a− 1, a, b, b+ 1}. Any j ∈ ∆ is distinct from the label of any arrow appearing in P
and Q, and it is distant from any label of a downward arrow in P and Q. Hence, up to a
canonical isomorphism we can draw BIλ as follows.
. . . P′′ Q′′ . . . R I∅
Sλ ∩ Sµ Sλ \ Sµ a b
The canonical isomorphism between these two diagrammatic presentations of BIλ is
simply given by crossing all the arrows in Sλ \ Sµ over P and Q. The box P′′ is equal to
P up to a relabeling of the regions.
We can similarly do the same for µ and obtain the following diagram representing BIµ:
. . . P′′ Q′′ . . . R I∅
Sλ ∩ Sµ Sµ \ Sλ â− 1 b̂+ 1
Now, to specify a morphism between BIλ and B
I
µ it is enough to do it “locally” via some
diagram of the form:
. . .
Sλ \ Sµ a b
fD
. . .
Sµ \ Sλ â− 1 b̂+ 1
(11)
Following [Per07], we define a partial order C on the set of boxes in A(λ). The order
C is generated by the relation θ C θ′ if θ is SW or SE of θ. If p ∈ Peaks(λ) we denote by
θ(p) the unique box containing p. Clearly, this is a maximal element with respect to C.
Define:
U :=
{
θ box in A(λ)
∣∣∣∣ ∃q ∈ {q1, . . . , qm′ , a, b− 1} such that θ C θ(q)and θ 6C θ(ri) for any i ∈ [1,m′′]
}
.
Let us call us, ue and uw respectively the labels of the southernmost, easternmost and
westernmost boxes of U .
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a q2
q1
b
p1
r1
r2
U
D µ
λ
us
uw
ue
We proceed to draw the morphisms fD as in (11) explicitly. To do this, we need to
divide into 8 cases, which depend on the precise form ofD and U . All the crossing involving
a black arrow are isomorphism of degree 0. The black arrows are meant to be neglected
whenever their label is not an element of {1, . . . , n}.
Case 1: We have a = b, i.e. D consists of a single box.
Case 1a) a− 1 and b+ 1 are both peaks.
a
uw
us
ue
ue + 1uw−1
uwusa
. . .. . .
Case 1b) a−1 ∈ Peaks(µ) and b+1 6∈ Peaks(µ). In this case uw = us and ue = a
a
us
a+ 1
us − 1
us a
. . .. . .
Case 1c) a − 1 6∈ Peaks(µ) and b + 1 ∈ Peaks(µ). This is completely analogous
to case 1b).
Case 1d) a− 1, b+ 1 6∈ Peaks(µ). In this case U is a single box labeled by a.
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aa+ 1a− 1
a
. . .. . .
Case 2: We have a < b, i.e. the Dyck strip D has length > 1.
Case 2a) a− 1 and b+ 1 are both peaks
uw
a b
us
ue
v − 1usv′
vuw−1
ue + 1
. . . . . .
where v = us − ue + b and v′ = v − ue + b+ a− uw.
Case 2b) a− 1 ∈ Peaks(µ) and b+ 1 6∈ Peaks(µ). In this case ue = b.
uw
a b
us
v + 1usv
a− 1 b+ 1
. . . . . .
where v = us + a− ue
Case 2c) a − 1 6∈ Peaks(µ) and b + 1 ∈ Peaks(µ). This is completely analogous
to case 2b).
Case 2d) a− 1, b+ 1 6∈ Peaks(µ).
a b
us
us − 1us
a− 1
b+ 1. . . . . .
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Proposition 2.13. i) The diagrams shown in cases 1a)-2d) are non-trivial morphisms
of degree one, hence they provide a basis of the one-dimensional space Hom1(BIλ, B
I
µ).
ii) Similarly, by taking the flips of the diagram shown above upside down we obtain again
non trivial morphisms of degree one, hence they provide a basis of Hom1(BIµ, BIλ).
iii) These morphisms do not depend on the different possible choice of a neat order of the
form as in (10) if we identify all the different bimodules so obtained via the canonical
isomorphisms.
Proof. It is a straightforward computation to check that all the listed morphisms are of
degree 1. To show that they are non-trivial, it is enough to check that the image of 1⊗ is
not trivial. For example, we consider the case 2a, which is the least trivial. We have
v − 1usv′
vuw−1
=
v − 1usv′
v uw−1
Thus, we can forget about about the arrow labeled by uw − 1. By isotopy, it is enough to
check that morphism corresponding to the following diagram is not trivial.
=
We compute now the image of 1⊗. Notice that the morphism corresponding to the
bottom half of the diagram, up to the dashed line, sends 1⊗ to 1⊗. The top half is given by
the composition of a clockwise cup and four left pointing crossings. The image of 1⊗ under
a clockwise cup is non trivial. It follows from [ESW17, Relation 1.12] that a left pointing
crossing represents an injective morphisms of bimodules. This concludes our proof.
Hence, they are the generators of the one-dimensional space of morphisms of degree 1.
The second statement immediately follows from the first one.
For the third statement, notice that if we choose a different order of the peaks pi’s,
then we will obtain a new box Pˆ instead of P. However, by Theorem 2.11, the bimodules
corresponding to the diagrams in the boxes P and Pˆ are canonically isomorphic. Similar
statements hold when we change the orders of the peaks qi’s or ri’s.
Definition 2.14. If λ = µ + D for a Dyck strip D, we denote by fµ,λD (or simply by fD)
the map fµ,λD : B
I
µ → BIλ defined above. We denote by gµ,λD (or simply by gD) the map
gµ,λD : B
I
λ → BIµ obtained by taking the flip of the diagram of fµ,λD .
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Remark 2.15. Also the morphisms gD do not depend on the different form of the neat
order, as long as it is of the form as in (10). For this we need to use Lemma 1.26 which
implies that the flip of a canonical isomorphism is also a canonical isomorphism.
2.4 Singular Rouquier Complexes and Morphisms of degree two
Let Cb(SBimI) be the bounded category of complexes of I-singular Soergel bimodules and
Kb(SBimI) be the corresponding homotopy category. For µ ∈ Λn,i we recall the definition
of the singular Rouquier complex
EIµ = [. . .
−2EIµ → −1EIµ → 0EIµ(= BIµ)→ 0] ∈ Cb(SBimI)
defined in [Pat19]. If x ∈ W I is such that µ = λx then EIµ can be obtained by taking
the minimal complex in Cb(SBimI) of the restriction of the (ordinary) Rouquier complex
Ex to a complex of (R,RI)-bimodules. The singular Rouquier complex is perverse [Pat19,
Theorem 4.13], i.e. for any i the bimodule −iEIµ(i) is a direct sum of indecomposable
self-dual singular Soergel bimodules. Moreover, by Theorem 2.9 and [Pat19, Remark 4.14]
we have
−iEIµ ∼=
⊕
λ∈Λn,i
gIλ,µ(v)=v
i
BIλ(−i)
Let λ and µ be two paths with λ < µ. Assume that there exists a Dyck partition
{C,D} ∈ Conf2(λ, µ) with two elements. Notice that this implies that BIλ(−2) is a direct
summand of −2EIµ.
From Soergel’s Hom formula we have
dim Hom2(BIλ, B
I
µ) =
(
coeff. of v2
in hIλ,µ(v)
)
+ #
ν ∈ Λn,i |
ν ≤ λ and there exist
Dyck strips T1 and T2 with
ν + T1 = λ and ν + T2 = µ
 .
(12)
To compute this dimension we thus need to classify all Dyck partitions in Conf1(λ, µ) with
two elements and all all the way in which one can obtain A(λ, µ) as a difference of two
Dyck paths. We divide this task into few cases.
2.4.1 The case of two overlying strips
Let λ, µ,C and D be as above, that is {C,D} ∈ Conf2(λ, µ). Assume that there exists a
box of C just below a box of D, hence any box just below a box of D is in C. Let {C ′, D′}
be any other Dyck partition of A(λ, µ). Two boxes lying one just above the other cannot
belong to the same Dyck strip, so we can assume D ⊆ D′ and C ′ ⊆ C.
Assume first ht(C) < ht(D). Then, since ht(D) ≤ ht(D′), we must have D′ = D
and C ′ = C. In particular there are no Dyck partitions in Conf1(λ, µ) with exactly two
elements.
D
C
Lemma 2.16. Let {C,D} ∈ Conf2(λ, µ) with ht(C) < ht(D). If there exists a box in C
just below a box of D then fD ◦ fC = 0
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Proof. There exist no strips T1 and T2 such that T1 unionsq D unionsq C = T2. From (12) it follows
that Hom2(BIλ, B
I
µ) = 0, so fD ◦ fC = 0.
Assume now ht(C) ≥ ht(D). Then there exists a unique Dyck partition of type 1
obtained by taking as C ′ the set of all boxes just below a box ofD and asD′ its complement.
D
C
D′
C ′
Figure 6: If ht(C) ≥ ht(D) there exists a unique type 1 Dyck partition {D′, C ′} of A(λ, µ).
Lemma 2.17. Let D,C,D′, C ′ be as above. Then the morphism fC ◦ fD is not trivial and
we have fC ◦ fD = fD′ ◦ fC′.
Proof. From (12) we have dim Hom2(BIµ, BIλ) = 1, so it is clear that fD ◦ fC is equal to
fD′ ◦ fC′ up to a scalar. To see that they actually coincide notice that we can choose a
neat ordering of Peaks(λ) of the form
(p1, p2, . . . , pm, q1, q2, . . . qm′ , aD, bD, r1, r2, . . . , rm′′ , aC , bC , r˜1, r˜2, . . . , r˜m′′′)
where aD, bD are the extreme boxes of D and aC and bC are the extreme boxes of C and
ht(pi) < ht(aC) ≤ ht(rj) for any i and j. Now it follows from the explicit description of
the morphisms above that starting from fD ◦ fC , we can apply an isotopy that “slides” fD
down and fC up to obtain fD′ ◦ fC′ .
Finally, since Hom2(BIµ, BIλ) is generated by fC ◦fD(= fD′ ◦fC′), the morphism fC ◦fD
must be non-trivial.
2.4.2 The case of two distant strips
Assume now that no box in D is just above or just below a box of C. In this case we say
that the two strips are distant. Notice that in this case we can apply fD and fC in any
order. However, as we will see, in general we have fD ◦ fC 6= fC ◦ fD.
It is evident that the only Dyck partition of A(λ, µ) with two elements into two strips
is {C,D}.
There exists a Dyck strip T1 that can be removed from λ such that T2 = D unionsq T1 unionsqC is
also a Dyck strip if and only if ht(D) = ht(C) and there are no peaks in λ between D and
C of height at least ht(D).
D T1
C
Assume that there does not exist such a strip T1. Then, by (12), dim Hom2(BIµ, BIλ) = 1
and there exists c ∈ Q so that fD ◦ fC ∼= cfC ◦ fD. In order to show that c ∈ Q∗ it is
enough to show that fD ◦ fC and fC ◦ fD are non-zero. We will show this in §2.5.
Assume now that there exists such a T1. Then dim Hom2(BIλ, B
I
µ) = 2. In general, as
the next example shows, the two morphisms fD ◦ fC and fC ◦ fD are not even multiple of
each others.
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Example 2.18. Let n = 4 and i = 2. Let λ = (↘,↗,↘,↗) and µ = (↗,↘,↗,↘) and
let D and C be the single-box Dyck strips as in the following picture.
D C
T1
µ
λ
Let λ + D := (↗,↘,↘,↗) and λ + C := (↘,↗,↗,↘). Let T1 be the Dyck strip
consisting of the only box in A(µ) and let T2 = CunionsqDunionsqT1. From Theorem [Pat19, Lemma
4.15] we can compute the Rouquier complex EIµ.
−2EIµ −1EIµ 0EIµ−3EIµ
BIλ(−2)
BIλ+D(−1)
BIλ+C(−1)
BIid(−1)
BIµ
⊕
⊕
0 0
c1 · fD
c2 · fC
c3 · gT1
fC
fD
fT2
with c1, c2, c3 ∈ Q. Since H−2(EIµ) = 0 we immediately see that at least one between c1
and c2 must be non-zero. We can assume c1 6= 0. Now a simple computation shows that
fC ◦ fD(1⊗) 6= 0. Since gT1(1⊗) = 0 and d2 6= 0, we see that also c2 6= 0.
Since d2 = 0 we see that c1fD ◦ fC − c2fC ◦ fD = c3fT ′ ◦ gT with c1, c2 6= 0.
One can actually explicitly compute the maps above and check that fD ◦ fC is not a
scalar multiple of fC ◦ fD, i.e. that also c3 6= 0.
We record the following lemma that will be proved in §2.5.
Lemma 2.19. Let D and C be two distant Dyck strips that can be removed from a strip
λ.
• If C unionsq D cannot be obtained as the difference of two Dyck strips then there exists
c ∈ Q∗ such that fD ◦ fC = c · fC ◦ fD.
• If ht(D) = ht(C) then there exists c ∈ Q∗ such that fD ◦ fC = c · fC ◦ fD ∈
Hom•6<λ(B
I
λ, B
I
µ).
It is also important to study the composition between a morphism fC and the flipped
morphism gD, when C and D are distant.
Lemma 2.20. Assume that D and C are distant strips. Then
fD ◦ gC = c · gC ◦ fD : BIλ+C → BIλ+D
for some c ∈ Q∗.
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Proof. From [Pat19, Lemma 4.15], every map of degree 2 between BIλ+C and B
I
λ+D can be
realized as a sum of maps factoring through BIµ+C
gR−→ BIµ+C−R → BIµ+D for some Dyck
strip R. This can happen only if there exists a Dyck strip T such that µ+D = µ+C−R+T .
Assume such a strip T exists. We claim that this implies T = D and R = C. In fact,
we have T unionsq C = D unionsqR, so D ⊆ T and C ⊆ R. Let U := T \D = R \ C. We can assume
that C lies on the right of D, so U lies on the left side of C and on the right side of D. In
particular the set of boxes U is either empty or connected. Assume that U is not empty.
R
D U
Cµ
Then the left and the right extreme boxes of R are resp. in C and in U , so in particular
ht(R) = ht(C). Similarly, the right extreme box of U must be an extreme box of T . But
this box as height ht(C) − 1, hence T cannot be a Dyck strip as it should contain also a
box of height ht(C).
2.5 Description of Rouquier complexes
The Example 2.18 above exhibits how the knowledge of singular Rouquier complexes is
a useful tool for computations involving the maps fD’s. The goal of this section is to
generalize this Example 2.18 to further describe the singular Rouquier complexes EIλ. This
will allow us to prove Lemma 2.19 in general.
Recall that the terms −iEIλ of the singular Rouquier complex E
I
λ. are determined by
the inverse I-parabolic Kazhdan-Lusztig polynomials gIµ,λ(v).
In Lemma [Pat19, Lemma 4.15] we described the first differential dµ−1 :
−1EIµ → BIµ.
We need now to understand the second differential dµ−2 :
−2EIµ → −1EIµ.
Proposition 2.21. Let ν < λ < µ ∈ Λn,i be such that BIν(−2)
⊕⊆ −2EIµ and BIλ(−1)
⊕⊆
−1EIµ. Assume there exists a Dyck strip C such that ν+C = λ. Then the second differential
dµ−2 of Eµ induces a non-trivial map between B
I
ν(−2) and BIλ(−1).
Proof. It is a consequence of the proof of [Pat19, Lemma 4.12] that for any summand
BIν(−2), the restriction of dµ−2 is not trivial. Let D be the Dyck strip such that λ+D = µ.
We divide the proof into four cases.
Case 1: D contains a box just above a box of C and ht(C) ≥ ht(D).
Notice that in this case {C,D} is of type 2. The only path κ, with κ 6= λ, such
that BIκ(−1)
⊕⊆ −1Eµ and Hom1(BIν , BIκ) 6= 0 is κ = µ−D′ = ν+C ′, where C ′ and
D′ are obtained as in Figure 6. At least one of the two maps BIν(−2)→ BIκ(−1)
and BIν(−2) → BIλ(−1) is not trivial. Since (dµ)2 = 0, we see from Lemma 2.17
that they must be both not trivial. The claim follows in this case.
Case 2: D contains a box just above a box of C and ht(C) = ht(D)− 1.
Also in this case {C,D} is of type 2. Then λ is the only path such that BIλ(−1)
⊕⊆
−1Eµ and Hom1(BIν , BIλ) 6= 0. Since the restriction of dµ−2 to BIν(−2) is not trivial,
the induced map BIν(−2)→ BIλ(−1) must be also non-trivial.
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Case 3: D contains a box just above a box of C, ht(D) > ht(C)
In this case {C,D} is of type 1 and proof is the same as in Case 1.
Case 4: C and D are distant Dyck strips.
Since C and D are distant Dyck strips, they can be removed from µ in any order
and we have ν = µ−D−C and λ = µ−C. The remaining part of this section is
devoted to this case. Our strategy is to construct a new complex E˜ ∈ Cb(SBimI)
whose minimal complex is EIµ and easier to study than EIµ itself.
Definition 2.22. We call R(D) the intersection of A(µ) and the smallest square (with
sides tilted by 45◦ from the axes) containing the Dyck strip D.
Let J˜D be the set of simple reflections occurring as labels of boxes ofD (or, equivalently,
of R(D)). Let jD be the label of southernmost box of R(D) and let JD = J˜D \ {jD}.
R(D)
D
C = R(C)
jD
jC
κ
µ
Since D and C are distant, the regions R(D) and R(C) are disjoint. Let κ be the path
obtained by removing from µ all the boxes in R(D) and R(C).
Let J = JD ∪ JC . Notice that every s ∈ J is on a slope of κ. It follows that BIκ =
R⊗RJ JBIκ.
We can think of R(D) and R(C) as sub-tableaux, and we define xR(D) (resp. xR(C))
to be the corresponding element in W JD
J˜D
⊆W ( resp. W JC
J˜C
⊆W ).
Consider the complex
E := ExR(D) ⊗R ExR(C) ⊗R EIκ ∈ Cb(SBimI).
In general the complex E is not minimal, and the minimal complex of E is EIµ. For any
i ≥ 0, the bimodules −iE are a direct sum of bimodules of the form
ByR(D)ByR(C)B
I
κ′(−i), with yR(D) ≤ xR(D), yR(C) ≤ xR(C) and κ′ ≤ κ.
Consider the subcomplex
E1 := ExR(D) ⊗R ExR(C) ⊗R BIκ ∈ Cb(SBimI)
of E.
Since JC and JD are distant, we have EJxR(C)
∼= (EJCxR(C))J ∈ Cb(SBimJ). Moreover,
there exists a complex of (RJD , RJ)-bimodules JDEJxR(C) such that
EJxR(C)
∼= R⊗RJD JDEJxR(C) ∈ Cb(SBimJ)
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In fact, for any i we have
−iEJxR(C)
∼=
⊕
k
BJzk(−i),
with zk ∈ W JJ˜C = W
JC
J˜C
. Since zkWJ = WJDzkWJ by Proposition 1.5 there exists an
indecomposable bimodule JDBJzk such that B
J
zk
∼= R⊗JD JDBJzk . Moreover, since by [Wil11,
Theorem 7.4.1].
Hom(JDBJzk ,
JDBJzk)
∼= Hom(BJzk , BJzk)
we can construct the complex JDEJxR(C) with
−i
(
JDEJxR(C)
) ∼= ⊕
k
JDBJzk(−i),
Consider now the complex
E2 := E
JD
xR(D)
⊗RJD JDEJxR(C) ⊗RJ JBIκ ∈ Cb(SBimI)
We have a decomposition E1 ∼= E2 ⊕ T , with T a contractible summand in Cb(SBimI).
As explained in [EW14, Footnote 3], since T is a subcomplex of E, we can always find
a decomposition of complexes E = E˜ ⊕ T such that E2 is a subcomplex of E˜.
Clearly, E ∼= E˜ ∈ Kb(SBimI), so the minimal complex of E˜ is again EIµ and moreover,
E2 is a subcomplex of E˜.
We can now go back to the original question. consider the indecomposable bimodule
BIν(−2): it is a direct summand of −2EIµ and therefore of −2E˜.
Let xR(C)−C be the element in W
JC
J˜C
corresponding to the tableau R(C) − C. Define
xR(D)−D similarly.
Claim 2.23. The indecomposable bimodule BIν(−2) is a direct summand of
BJDxR(D)−D ⊗RJD JDBJxR(C)−C ⊗RJ JBIκ(−2)
⊕⊆ −2E2.
Proof of the claim. From Lemma 2.4(i) we see that the bimodule BIν(−2) cannot be a
summand of ByR(D)ByR(C)B
I
κ′(−2) if κ′ < κ. Hence, it must be a summand of −2E2. We
see from Lemma 2.5 that the only summand of −2E2 containing BIν(−2) is BJDxR(D)−D ⊗RJD
JDBJxR(C)−C ⊗RJ JBIκ(−2).
Similarly, if κD = µ−D and κC = µ− C, we have
BIκD(−1)
⊕⊆ BJDxR(D)−D ⊗RJD JDBJxR(C) ⊗RJ JBIκ(−1)
⊕⊆ −1E2,
BIκC (−1)
⊕⊆ BJDxR(D) ⊗RJD JDBJxR(C)−C ⊗RJ JBIκ(−1)
⊕⊆ −1E2.
In EJDxR(D) the differential d
xR(D)
−1 induces a non-trivial map between the summands
BJDxR(D)−D(−1)
⊕⊆ −1EJDxR(D) and BJDxR(D = 0EJDxR(D) (cf. [Pat19, Lemma 4.15]). We call this
map ϕ. It follows that in the complex E˜ there is a non-trivial map
ϕ⊗ id⊗ id : BJDxR(D)−D ⊗RJD JDBJxR(C)−C ⊗RJ JBIκ(−1)→ BJDxR(D) ⊗RJD JDBJxR(C) ⊗RJ JBIκ.
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Claim 2.24. For any choice of the summands
BIν
⊕⊆ BJDxR(D)−D ⊗RJD JDBJxR(C)−C ⊗RJ JBIκ
BIκD
⊕⊆ BJDxR(D) ⊗RJD JDBJxR(C)−C ⊗RJ JBIκ
the map ϕ⊗ id⊗ id induces a non-trivial map between BIν(−2) and BIκD(−1).
Proof of the claim. Assume that there exists a decomposition such that the induced map
BIν(−2) → BIκD(−1) vanishes. Because of Lemma 2.5 this means that ϕ ⊗ id ⊗ id would
vanish modulo terms smaller that κ. Recall the support functor ΓI<κ from [Pat19, §4.1].
Then we have
ϕ(1⊗)⊗1⊗⊗1⊗ = (ϕ⊗id⊗id)(1⊗⊗1⊗⊗1⊗) ∈ ΓI<κ
(
BJDxR(D) ⊗RJD JDBJxR(C)−C ⊗RJ JBIκ
)
,
which is impossible since ϕ(1⊗) 6= 0.
It follows from the claim that for any choice of the minimal complex EIµ
⊕⊆ E˜, the map
induced by the differentials between the summands BIν(−2) ⊆ E−2µ and BIκD(−1) ⊆ E−1µ
must be non-trivial.
Proposition 2.21 allows us to finally give a proof of Lemma 2.19.
Proof of Lemma 2.19. Consider the Rouquier complex EIλ. The summand B
I
λ−D−C(−2)
occurs in −2EIλ(−1) while BIλ−D and BIλ−C(−1) occur in −1EIλ. As shown above the maps
between these summands are non-trivial, i.e. there exists c1, c2 ∈ Q∗ such that the first
two terms of Rouquier complex EIλ look like
−2EIλ
−1EIλ
0EIλ
−3EIλ
BIλ−D−C
BIλ−D
BIλ−C
...
BIλ⊕
⊕
⊕
...
. . . 0
c1 · fD
c2 · fC
fC
fD
Since dλ−2 ◦ dλ−1 = 0 and since {D,C} is the only Dyck partition of A(λ − C − D,λ)
with two elements, it follows that
fD ◦ fC = c2
c1
fC ◦ fD ∈ Hom26<λ−C−D(BIλ−C−D, Bλ).
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2.6 The construction of the basis
Let λ < µ be two paths and let P = {D1, D2, . . . , Dk} ∈ Conf1(λ, µ).
Definition 2.25. We say that an ordering (D1, D2, . . . , Dk) of P is admissible if for any
j the Dyck strip Dj can be added to λ+D1 + . . .+Dj−1. We denote by Adm(P) the set
of admissible orderings of P.
To any admissible ordering o = (Dσ(1), . . . , Dσ(k)) ∈ Adm(P) we can associate a map
fP,o = fDσ(k) ◦fDσ(k−1) ◦ . . .◦fDσ(1) : BIλ → BIµ. In general, the map fP,o will depend on the
choice of the order o. The goal of this section is to show that, fixing for any Dyck partition
P an order o ∈ Adm(P), the set {fP,o}P∈Conf1(λ,µ) gives a basis of Hom 6<µ(BIλ, BIµ).
Given a Dyck partition P = {D1, D2, . . . , Dk} ∈ Conf1(µ, λ) we call P(h) the subset
of strips in P of height h. Notice that all the Dyck strips in P(h) are pairwise distant.
Since P is of type 1, if ht(Di) > ht(Dj) then there is no box in Dj which is just above,
NW or NE a box of Di. It follows that any order of (Dσ(1), Dσ(2), . . . , Dσ(k)) for which
ht(Dσ(i)) ≤ ht(Dσ(i+1)) for all i is admissible.
Definition 2.26. Let P ∈ Conf1(λ, µ) and o ∈ Adm(P). We define oht to be the order
given by taking first all the strips of height 1 (in the same order as they occur in o), then
all the strips of height 2 and so on. We have oht ∈ Adm(P).
Lemma 2.27. Let P ∈ Conf1(µ, λ) and let o ∈ Adm(P). We denote by o(h) the restriction
of o to P(h). Then there exists c ∈ Q∗ such that
fP,o = c · fP(m),o(m) ◦ fP(m−1),o(m−1) ◦ . . . ◦ fP(1),o(1) = c · fP,oht .
Proof. Let oht = (D1, . . . , Dk) and o = (Dσ(1), Dσ(2), . . . , Dσ(k)). Assume that o 6= oht, i.e.
that σ is not the trivial permutation. Then, there exists an index j such that ht(Dσ(j)) >
ht(Dσ(j+1)). Since o ∈ Adm(P), this implies that the strips Dσ(j) and Dσ(j+1) can be
added in any order to µ + Dσ(1) + . . . + Dσ(j−1), so in particular they are distant. Hence
the ordering
o′ := (Dσ(1), . . . Dσ(j−1), Dσ(j+1), Dσ(j), Dσ(j+2), . . . Dσ(k))
is also admissible.
By induction on the length of the permutation σ we can assume fP,o′ = c′fP,oht for
some c′ ∈ Q∗. Moreover, since ht(Dσ(j)) 6= ht(Dσ(j + 1)), by Lemma 2.19, we have
fP,o = c
′′fP,o′ for some c′′ ∈ Q∗.
2.6.1 A partial order on Dyck partitions
Definition 2.28. Given two paths λ, µ with λ ≤ µ and P,Q ∈ Conf1(λ, µ), we write
P  Q if there exists an integer h > 0 such that P(j) = Q(j) for any j > h and P(h)
is finer than Q(h). By finer we mean that P(h) 6= Q(h) and for any strip in P(h) there
exists a strip in Q(h) containing it.
Lemma 2.29. The relation  defines a partial order on Dyck partitions.
Proof. Assume P  Q and Q  P. Then for the largest index h for which P(h) and Q(h)
differ we would have that P(h) is finer than Q(h) and Q(h) is finer that P(h). This is a
contradiction.
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Assume P  Q and Q  R. Let h be such that P(j) = Q(j) for all j > h and P(h)
is finer than Q(h). Let k be such that Q(j) = R(j) for all j > k and Q(k) is finer than
R(k).
We have P(j) = R(j) for any j > max{h, k}. If k = h then P(h) is also finer than
R(h). If k > h then P(k) = Q(k) is finer than R(k). If k < h then P(h) is finer than
Q(h) = R(h). In any case we have P  R.
For any two paths λ, µ with λ ≤ µ and for any Dyck partition P ∈ Conf1(λ, µ) we
arbitrarily fix an admissible order oP ∈ Adm(P).
Notation. To keep the notation under control we write fP instead of fP,oP where oP ∈
Adm(P) is the order that we have just fixed.
Our next goal is to show that the set {fP}P∈Conf1(λ,µ) is a basis of Hom 6<λ(BIλ, BIµ).
This will be achieved via a “double induction” on the following statements.
Let λ and µ denote paths with λ ≤ µ and P ∈ Conf1(λ, µ).
A(λ, µ,P) := For any o′ ∈ Adm(P) we have
fP,o′ ∈ cfP + span〈fQ | Q  P〉 ⊂ Hom 6<λ(BIλ, BIµ)
for some c ∈ Q∗.
A(λ, µ) := A(λ, µ,P) holds for any P ∈ Conf1(λ, µ),
Let now D be a Dyck strip that can be removed from µ and R ∈ Conf1(λ, µ−D).
B(λ, µ,D,R) := For any P ∈ Conf1(λ, µ) such that D ∈ P and P \ {D}  R and for any
o′ ∈ Adm(R) we have
fD ◦ fR,o′ ∈ span〈fQ | Q  P〉 ⊂ Hom 6<λ(BIλ, BIµ).
If, moreover, P \ {D}  R then
fD ◦ fR,o′ ∈ span〈fQ | Q ≺ P〉 ⊂ Hom 6<λ(BIλ, BIµ).
B(λ, µ) := B(λ, µ,D,R) holds for any D that can be removed from µ and any
R ∈ Conf1(λ, µ−D).
Notice that B(λ, µ,D,R) implies that if R  S ∈ Conf1(λ, µ −D) and {D} ∪ S is of
type 1, then
fD ◦ fR,o′ ∈ span〈fQ | Q  S ∪ {D}〉.
Moreover, if R ≺ S we have
fD ◦ fR,o′ ∈ span〈fQ | Q ≺ S ∪ {D}〉.
Lemma 2.30. Let λ, µ be paths with λ ≤ µ and assume A(λ, µ′) for all µ′ ≤ µ. Then
{fP}P∈Conf1(λ,µ) is a left R-basis of Hom 6<λ(BIλ, BIµ).
Proof. The case µ = λ is clear. By induction we can assume the statement for any µ′ with
λ ≤ µ′ < µ. First notice that Hom 6<λ(BIλ, BIµ) = 0 if µ 6≥ λ.
Consider the Rouquier complex EIµ. Let
M1(µ) = {ν ∈ Λn,i | ∃ Dyck strip Dν with ν +Dν = µ},
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so that we have
−1EIµ ∼=
⊕
ν∈M1(µ)
BIν(−1)
From [Pat19, Lemma 4.15] and the induction hypothesis we see that
Hom 6<λ(BIλ, B
I
µ) = span
〈
fDν ◦ g | ν ∈M1(µ), g ∈ Hom 6<λ(BIλ, BIν)
〉
=
= span
〈
fDν ◦ fP | ν ∈M1(µ), P ∈ Conf1(λ, ν)
〉
.
Let V := span
〈
fQ | Q ∈ Conf1(λ, µ)
〉
. We want to show Hom 6<λ(BIλ, B
I
µ) ⊆ V . This
will follow from the next claim.
Claim 2.31. LetD be a Dyck strip that can be removed from µ and letP ∈ Conf1(λ, µ−D).
Then fD ◦ fP ∈ V .
Proof of the claim. By induction, we can assume that the claim holds for all the pairs
(D′,Q) satisfying one of the following conditions:
• D′ is any Dyck strip that can be removed from µ with ht(D′) > ht(D) or ht(D′) =
ht(D) and `(D′) > `(D), and Q ∈ Conf1(λ, µ−D′)
• D′ = D and Q ∈ Conf1(λ, µ−D) with Q ≺ P.
If {D} ∪P is of type 1, then by A(λ, µ,P) we have fD ◦ fP ∈ span〈fS | S  {D} ∪P〉.
Hence, we can assume {D}∪P not of type 1. This means there exists a strip C ∈ P which
contains a box just below a box of D and such that ht(C) ≥ ht(D)− 1.
Let h := ht(D). Assume there exists a strip D′ ∈ P with D′ 6= C that can be removed
from µ such that ht(D′) > h. Then there exists an admissible order o˜ ending in a strip D′
as above. Notice that D and D′ are distant, hence by Lemma 2.19 we have
fP,o − cfP,o˜ ∈ span〈fQ | Q ≺ P〉
for some scalar c ∈ Q. By induction, we can assume o = o˜. Since fD ◦ fD′ = cfD′ ◦ fD for
some scalar c ∈ Q and ht(D′) > ht(D) we conclude by induction. Hence, we can assume
that there are not such strips D′.
Assume now ht(C) ≥ h. Then, there exists an admissible order o′ ∈ Adm(P) ending in
C and we can assume, as before, that o = o′. By Lemma 2.17 there exist Dyck strips C ′, D′
with C ′unionsqD′ = CunionsqD, such that {C ′, D′} is a partition of type 1 and that fD◦fC = fD′◦fC′ .
We have fC′ ◦ fP\{C},o′ ∈ span〈fQ | Q ∈ Conf1(λ, µ−D′)〉. Since ht(D′) ≥ ht(D) and
`(D′) > `(D) the claim now follows by our induction hypothesis.
It remains to consider the case ht(C) = h− 1. By the assumption above there are no
strips in P of height > h. There can be at most two strips R1, R2 ∈ P with ht(R1) =
ht(R2) = ht(D) touching C, as in the picture below.
D
C
R1 R2
Figure 7: The strips R1 and R2 are of maximal height in P
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There exists an admissible order o′′ ∈ Adm(P) ending in C,R2, R1. As before, it
is enough to consider the case o = o′′. Let T1, T2 and S1, S2 be Dyck strips such that
T1 = R1 unionsqD unionsq T2 and S1 = R2 unionsqD unionsq S2.
By Lemma 2.19 and Lemma 2.20 there exists c1, c2, c3 ∈ Q such that
fD ◦ fR1 ◦ fR2 = c1fR1 ◦ fR2 ◦ fD + c2fT1 ◦ fR2 ◦ gT2 + c3fR1 ◦ fS1 ◦ gS2 . (13)
Let R = P \ {R1, R2} and o′′R be the restriction of o′′ to R. We have fD ◦ fC = 0 and
`(R1) > `(D), so when precomposing with fR,o′′ the first term in the RHS of (13) vanishes
and the second term is in V by induction since `(T1) > `(D).
It remains to consider the third term in (13). Notice that either fR1 and fS1 commute
(up to a scalar), or there exists Dyck strips V1 and V2 with V1 = R1 unionsq S1 unionsq V2 and
fR1 ◦ fS1 = d1fS1 ◦ fR1 + d2fV1 ◦ gV2
for some d1, d2 ∈ Q. Since `(V1) > `(S1) > `(D) and ht(V1) = ht(S1) = ht(D), by
induction we obtain also fR1 ◦ fS1 ◦ gS2 ◦ fR,o′′R ∈ V .
We go back to the proof of the Lemma. It follows that Hom 6<λ(BIλ, B
I
µ) is generated
by the set {fP}P∈Conf1(λ,µ). We conclude since, if M is a finitely generated graded free
R-module, every set S ⊂M of homogeneous elements which generates M over R and such
that
grrkM =
∑
s∈S
vdeg(s)
is a R-basis of M .
Then since grrk Hom6<λ(BIλ, B
I
µ) = h
I
µ,λ(v), from Theorem 2.9 we see that the generat-
ing set {fP}P∈Conf1(λ,µ) has the right graded size, and it must be a basis.
Let λ, µ be paths and D be a Dyck strip removable from µ and such that λ ≤ µ−D.
For R ∈ Conf1(λ, µ−D) we define the sets
X(R, D) := {P ∈ Conf1(λ, µ) | D ∈ P and P \ {D}  R}
Y (R, D) := {Q ∈ Conf1(λ, µ) | Q ≺ P for all P ∈ X(R, D)}.
Notice that if R ∪ {D} is not of type 1 then B(λ, µ,D,R) is equivalent to
fD ◦ fR,o′ ∈ span〈fQ | Q ∈ Y (R, D)〉 ⊂ Hom 6<λ(BIλ, BIµ).
We write P  Y (R, D) if P  Q for any Q ∈ Y (R, D). Notice that if P ∈ X(R, D),
then P  Y (R, D). Moreover, if R ≺ S then Y (R, D) ⊆ Y (S, D).
Lemma 2.32. Let λ, µ be paths with λ ≤ µ and let P ∈ Conf1(λ, µ). Assume
i) A(λ, µ′) for all µ′ < µ;
ii) B(λ, µ′) for all µ′ < µ;
iii) A(λ, µ,Q) for all Q ∈ Conf1(λ, µ) such that Q ≺ P;
iv) B(λ, µ,D,R) for all Dyck strips D with ht(D) = ht(λ, µ) that can be removed from µ
and for all R ∈ Conf1(λ, µ−D) such that P  Y (R, D).
Then A(λ, µ,P) holds.
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Proof. Let oP = (D1, . . . , Dk) and o′ = (Dσ(1), . . . , Dσ(k)) ∈ Adm(P). Assume that σ is
not the trivial permutation. Then there exists j such that σ(j) > σ(j + 1). This implies
that the strips Dσ(j) and Dσ(j+1) can be added in any order, in particular they are distant.
Hence o′′ := (Dσ(1), . . . Dσ(j−1), Dσ(j+1), Dσ(j), Dσ(j+2), . . . Dσ(k)) ∈ Adm(P).
By induction on the length of the permutation σ we can assume that
fP,o′′ = d · fP + span〈fQ | Q ≺ P〉 ⊂ Hom 6<λ(BIλ, BIµ),
for some d ∈ Q∗. Now, up to replacing oQ with o′′, it is enough to prove the statement
when σ is the simple transposition (i i+ 1), i.e we can assume
o′ = (D1, . . . , Di−1, Di+1, Di, Di+2, . . . , Dk).
If DiunionsqDi+1 cannot be obtained as the difference of two Dyck strips then, from Lemma
2.19, we have fP,o′ = d′fP for some d′ ∈ Q∗. So we can assume in the following that h :=
ht(Di) = ht(Di+1) and that there exists Dyck strips T and T ′ such that DiunionsqDi+1unionsqT ′ = T .
Moreover, due to Lemma 2.27, we can also replace o by oht and o′ by o′ht. Notice that oht
and o′ht also differ by a single transposition.
Let P<i = {D1, . . . , Di−1}, o<iP = (D1, . . . , Di−1). Define similarly P>i+1 and o>i+1P .
Since o = oht, all the strips in P<i have height ≤ h. Let P<i(h) be the subset of P<i of
strips of height h and P<i(< h) the subset of strips of height < h. By Lemma 2.19, there
exist c ∈ Q∗ and c′ ∈ Q such that
fP,o′ − c · fP = c′ · fP>i+1,o>i+1P ◦ fT ◦ gT ′ ◦ fP<i,o<iP =
= c′ · fP>i+1,o>i+1P ◦ fT ◦ gT ′ ◦ fP<i(h),o<iP (h) ◦ fP<i(<h),o<iP (<h).
Notice that T ′ is distant from all the strips in P<i(h), hence by Lemma 2.20 there exists
c′′ ∈ Q∗ such that
gT ′ ◦ fP<i(h),o<iP (h) = c
′′ · fP<i(h),o<iP (h) ◦ gT ′ .
Let ν = λ +
∑
C∈P<i(<h)C − T ′. Since ν < µ, we can use the hypothesis A(λ, κ) for all
κ ≤ ν and Lemma 2.30 to write
gT ′ ◦ fP<i(<h),o<i(<h) ∈ span〈fR | R ∈ Conf1(λ, ν)〉 ⊂ Hom 6<λ(BIλ, BIν)
and
fP,o′ − c · fP ∈ span〈fP>i+1,o>i+1P ◦ fT ◦ fP<i(h),o<i(h) ◦ fR | R ∈ Conf
1(λ, ν)〉.
We need to “bound” each term of the form fP>i+1,o>i+1P ◦ fT ◦ fP<i(h),o<i(h) ◦ fR for
R ∈ Conf1(λ, ν), i.e. we need to show that
fP>i+1,o>i+1P
◦ fT ◦ fP<i(h),o<i(h) ◦ fR ∈ span〈fS | S ≺ P〉
Let U be the maximal Dyck partition in Conf1(λ, ν), i.e. the partition consisting only of
single boxes. Let ν ′ = ν+
∑
C∈P<i(h)C+T . Clearly {T}∪P<i(h)∪U ∈ Conf1(λ, ν ′) and
{T} ∪P<i(h) ∪U ≺ {Di, Di+1} ∪P<i.
Assume first that ν ′ = µ, i.e. P>i = ∅ and P = {Di, Di+1} ∪ P<i. Furthermore, in
this case we have h = ht(T ) = ht(λ, µ). Then P  {T} ∪P<i(h)∪U, so we can apply the
hypothesis A(λ, µ, {T} ∪P<i(h) ∪U) to deduce
fT ◦ fP<i(h),o<i(h) ◦ fU ∈ span〈fS | S ≺ P〉.
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If R ≺ U, we have by B(λ, µ′) for µ′ ≤ µ− T that
fP<i(h),o<i(h) ◦ fR ∈ span〈fQ | Q ≺ P<i(h) ∪U〉.
If Q ≺ P<i(h) ∪U, since {T} ∪ P<i(h) ∪U ∈ X(Q, T ), we also have P  Y (Q, T ). We
can now apply the hypothesis iv) and obtain as desired
fT ◦ fP<i(h),o<i(h) ◦ fR ∈ span〈fS | S ≺ {T} ∪P<i(h) ∪U〉 ⊆ span〈fS | S ≺ P〉.
We can now assume ν ′ < µ. Applying repeatedly the hypothesis B(λ, µ′) for some
µ′ < µ, we get
fP>i+1,o>i+1P
◦ fT ◦ fP<i(h),o<i(h) ◦ fR ∈ span〈fP>i+1,o>i+1P ◦ fV | V  {T}∪P
<i(h)∪U〉 ⊆
⊆ span〈fP>i+1,o>i+1P ◦ fV | V ≺ {Di, Di+1} ∪P
<i〉.
Let Dk be the last strip in P. Since o = oht we have ht(Dk) = ht(λ, µ). Applying again
repeatedly the hypothesis B(λ, µ′) for µ′ < µ we get
fP>i+1,o>i+1P
◦ fT ◦ fP<i(h),o<i(h) ◦ fR ∈ span〈fDk ◦ fV | V ≺ P \ {Dk}〉.
Since V ≺ P \ {Dk}, we have P ∈ X(V, Dk) and Y (V, Dk) ≺ P. The claim finally
follows from B(λ, µ,Dk,V).
Lemma 2.33. Let λ, µ be paths with λ ≤ µ. Let D a Dyck strip that can be removed from
µ and let ν = µ−D. Let R ∈ Conf1(λ, ν). Assume:
i) A(λ, µ′) for all µ′ < µ;
ii) B(λ, µ′) for all µ′ < µ;
iii) A(λ, µ,Q) if Q ∈ Y (R, D);
iv) B(λ, µ,D,Q) for all Q ∈ Conf1(λ, ν) with Q ≺ R;
v) B(λ, µ,D′,Q) for all Dyck strips D′ with ht(D′) > ht(D) and for all Q ∈ Conf1(λ, µ−
D′).
vi) B(λ, µ,D′,Q) for all Dyck strips D′ with ht(D′) = ht(D) and `(D′) > `(D) and for
all Q ∈ Conf1(λ, µ−D′) such that Y (Q, D′) ⊆ Y (R, D).
Then B(λ, µ,D,R) holds.
Proof. If R ∪ {D} is of type 1, then R ∪ {D} ∈ Y (R, D). Hence the claim follows from
A(λ, µ,R ∪ {D}). We assume now that R ∪ {D} is not of Type 1. Let
V := span〈fQ | Q ∈ Y (R, D)〉 ⊂ Hom 6≤λ(BIλ, BIµ).
We need to show that fD ◦ fR,o′ ∈ V for all o′ ∈ Adm(R). However, if o′, o′′ ∈ Adm(R),
by A(λ, ν) we have fR,o′ − cfR,o′′ ∈ span〈fQ | Q ≺ R〉 for some scalar c ∈ Q∗. By iv) is it
thus enough to show that fD ◦ fR,o′ ∈ V for some o′ ∈ Adm(R).
Let h := ht(D). Since R ∪ {D} is not of type 1, there exists a strip C ∈ R which
contains a box just below a box of D and such that ht(C) ≥ h− 1.
The strategy is similar to the proof of Claim 2.31. Assume there exists a strip D′ ∈ R
with D′ 6= C that can be removed from ν such that ht(D′) > h, then D′ and D are distant.
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Then there exists o′ ∈ Adm(R) ending in a strip D′ with this property. Since for some
scalar c ∈ Q we have fD ◦ fD′ = cfD′ ◦ fD and we can conclude by hypothesis v). We can
assume from now on that there are not such strips D′.
Assume first that ht(C) = h − 1. In this case there are no strips of height > h in R
and there are at most two strips R1, R2 ∈ R with ht(R1) = ht(R2) = h touching C (see
Figure 7). Since there are no removable strips of height > h we can find an admissible
order o′ ∈ Adm(R) whose last three elements are C,R2, R1.
As in the proof of Claim 2.31 we have
fD ◦fR1 ◦fR2 = c1fR1 ◦fR2 ◦fD+c2fT1 ◦fR2 ◦gT2 +d1fS1 ◦fR1 ◦gS2 +d2fV1 ◦gV2 ◦gS2 . (14)
for some scalars c1, c2, d1, d2 ∈ Q (the Dyck strips S1, S2,etc. have the same meaning as in
Claim 2.31).
Let o′R\{R1,R2} be the restriction of o
′ to R \ {R1, R2}. We need to compute
fD ◦ fR,o′ = fD ◦ fR1 ◦ fR2 ◦ fR\{R1,R2},o′R\{R1,R2} .
Since fD ◦ fC = 0 after precomposing with fR\{R1,R2},o′R\{R1,R2} the first term in the RHS
of (14) vanishes.
Consider the term fT1 ◦ fR2 ◦ gT2 ◦ fR\{R1,R2},o′R\{R1,R2} . Let U be the Dyck partition
in Conf1(λ, ν −R1− T2) which contains of all the Dyck strips in R \ {R1} of height h and
such that all the other Dyck strips in U are single boxes. Since gT2 commutes with all the
strips of height ≥ h we have, by B(λ, µ− T1),
fR2 ◦ gT2 ◦ fR\{R1,R2},o˜R\{R1,R2} ∈ span〈fS | S  U〉.
Claim 2.34. We have U ∪ {T1} ∈ Y (R, D).
Proof of the claim. Let P ∈ X(R, D). We have P(j) = ∅ if j > h. Moreover, P(h) is finer
or equal than R(h) ∪ {D} which in turn is finer than U(h) ∪ {T1}.
Notice that U ∪ {T1} is of type 1. By iii) we have fT1 ◦ fU ∈ V . If S ≺ U, then
Y (S, T1) ≺ U ∪ {T1}, hence Y (S, T1) ⊆ Y (R, D) and by vi) we conclude that
fT1 ◦ fR2 ◦ gT2 ◦ fR\{R1,R2},o′R\{R1,R2} ∈ V.
By a similar proof for the remaining terms in the RHS of (14) we finally obtain
fD ◦ fR1 ◦ fR2 ◦ fR\{R1,R2},o′R\{R1,R2} ∈ V
as desired.
It remains to consider the case ht(C) ≥ h. Since we assumed there are no strips D′
which are removable from ν, distant from D and of height > h, there exists an admissible
order o′ ∈ Adm(R) ending in C.
Let o′R\{C} be the restriction of o
′ to R \ {C}. As in Figure 6, there exists {C ′, D′} of
Type 1 such that D′ unionsq C ′ = D unionsq C. By Lemma 2.17 we have
fD ◦ fC ◦ fR\{C},o′
R\{C}
= fD′ ◦ fC′ ◦ fR\{C},o′
R\{C}
Consider now the Dyck partition U˜ ∈ Conf1(λ, ν−C) obtained by taking all the Dyck
strips in R \ {C} of height ≥ ht(C), and by replacing every strip in R \ {C} of height
< ht(C) with the single boxes of which it consists. We have U˜  R \ {C} and, moreover,
U˜ ∪ {D′, C ′} ∈ Conf1(λ, µ). By applying B(λ, µ−D′) we obtain
fD ◦ fR,o′ = fD′ ◦ fC′ ◦ fR\{C},o′
R\{C}
∈ span〈fD′ ◦ fS | S  U˜ ∪ {C ′}〉.
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Claim 2.35. We have U˜ ∪ {C ′, D′} ∈ Y (R, D).
Proof of the claim. Let P ∈ X(R, D) and let Q = P \ {D}. We need to show that
U˜∪{D′, C ′} ≺ P. Notice that there cannot be any strip in Q containing C, as this would
contradict the hypotheses that D ∈ P and that P is of Type 1. In particular this means
that Q(ht(C)) 6= R(ht(C)). Since Q  R, the maximal index j such that Q(j) 6= R(j)
must be j ≥ ht(C).
If j > ht(C) it is easy to see that (U˜ ∪ {D′, C ′})(j) = U˜(j) = R(j) and also Q(j) =
P(j). Since Q(j) is finer than R(j) the claim follows.
If j = ht(C) then (U˜ ∪ {D′, C ′})(ht(C)) = (R(ht(C)) \ {C}) ∪ {D′} and
P(ht(C)) =
{
Q(ht(C)) if ht(D) < ht(C)
Q(ht(C)) ∪ {D} if ht(D) = ht(C).
We have D ⊆ D′. We need to show that any other strip in Q of height ht(C) that is
contained in C is also contained in D′.
Let DQ be such a strip. Since P is of type 1, DQ cannot contain any box just below
a box in D, so it cannot contain any box in C ′. Since C ⊆ D′ unionsq C ′ it follows that
DQ must be contained in D′. Hence P(ht(C)) is finer than (U˜ ∪ {C ′, D′})(ht(C)), thus
P  U˜ ∪ {C ′, D′}.
C
R
D
P
DQ
C ′
D′
U˜ ∪ {C ′, D′}
Figure 8: An illustration of Claim 2.35.
Since U˜ ∪ {C ′, D′} is of type 1, we have, by A(λ, µ, U˜ ∪ {C ′, D′})
fD′ ◦ fU˜∪{C′} ∈ span〈fV | V ≺ P〉.
Notice that `(D′) > `(D). From Claim 2.35 it follows that for any S ≺ U˜ ∪ {C ′} we
have Y (S, D′) ≺ U˜∪ {C ′, D′} ≺ X(R, D), hence Y (S, D′) ⊆ Y (R, D). We can now apply
B(λ, µ,D′,S) to obtain
fD ◦ fR,o˜ ∈ span〈fV | V  U˜ ∪ {C ′, D′}〉 ⊆ span〈fV | V ≺ P〉.
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We can now put together the results of this section and obtain the main result of this
paper. We denote by gP ∈ Hom(BIµ, BIλ) the map obtained by taking the flip of fP. Recall
the definition of a cellular category from [Wes09].
Theorem 2.36. For any two paths λ, µ with λ ≤ µ the set {fP}P∈Conf1(λ,µ) is a basis of
Hom 6<λ(BIλ, B
I
µ).
For any two paths λ, µ the set {fP ◦ gQ} where P ∈ Conf1(λ, ν), Q ∈ Conf1(ν, µ) and
λ ≤ ν ≤ µ is a basis of Hom 6<λ(BIλ, BIµ).
The category SBimI is cellular with cellular basis {fP ◦ gQ}.
Proof. It is easy to see from Lemma 2.32 that B(λ, µ′) for all µ′ ≤ µ implies A(λ, µ′) for
all µ′ ≤ µ.
Fix λ and assume B(λ, µ) does not hold for some µ.
• Choose µ0 minimal such that B(λ, µ0) does not hold.
• Choose a pair (R0, D0) such that B(λ, µ0, D0,R0) does not hold for which ht(D0) is
maximal.
• Among the pairs (R, D) such that B(λ, µ0, D,R) does not hold and ht(D) = ht(D0)
choose (R1, D1) such that the set Y (R1, D1) is minimal.
• Among those pairs (R, D) for which B(λ, µ0, D,R) does not hold, ht(D) = ht(D1)
and Y (R, D) = Y (R1, D1) choose (R2, D2) such that D2 is of maximal length.
Since Y (R2, D2) ⊇ Y (R′2, D2) if R2  R′2, we can choose R2 to be minimal among the
partitions R ∈ Conf1(λ, µ0 −D2) for which B(λ, µ0, D2,R) does not hold.
By Lemma 2.33 there exists Q ∈ Y (R2, D2) such that A(λ, µ0,Q) does not hold. Let P
be a minimal element in Y (R2, D2) for which A(λ, µ0,P) does not hold. Then by Lemma
2.32 there must exist D′ and R′ with ht(D′) = ht(λ, µ0) ≥ ht(D2) and Y (R′, D′) ≺ P
such that B(λ, µ0, D′,R′) does not hold. We have Y (R′, D′) ≺ P ∈ Y (R2, D2) and P 6∈
Y (R′, D′), hence Y (R′, D′) ⊂ Y (R2, D2). This contradicts the minimality of Y (R1, D1).
It follows that B(λ, µ) and A(λ, µ) hold for all µ. Now Lemma 2.30 proves the first part.
For the second part, by Soergel’s Hom formula (Theorem 1.6) and Theorem 2.9, it
is enough to show that the set {fP ◦ gQ} generates. It follows directly from the first
part that, for ν ≤ λ, µ the subset {fP ◦ gQ}, with P ∈ Conf1(λ, ν), Q ∈ Conf1(λ, ν),
generates Hom≤ν(BIλ, B
I
µ)/Hom<ν(B
I
λ, B
I
µ). It is easy to see by induction on ν that the
subset {fP◦gQ}, with P ∈ Conf1(λ, τ), Q ∈ Conf1(λ, τ) and τ ≤ ν generates the subspace
Hom≤ν(BIλ, B
I
µ).
The fact that SBimI is cellular with cellular basis {fP ◦ gQ} is immediate from the
definitions.
2.7 Bases of the Intersection Cohomology of Schubert Varieties
Let λ and µ be paths with λ ≤ µ and let P ∈ Conf1(λ, µ). We define FP := fP(1⊗) ∈ BIµ.
It is a homogeneous element of degree |P| − `(λ).
Proposition 2.37. For a fixed path µ, the set {FP}, where P runs over all the sets
Conf1(λ, µ) with λ ≤ µ, is a R-basis of BIµ compatible with the support filtration.
Proof. By comparing the graded dimensions, it is enough to check that the set {FP}, with
P ∈ Conf1(ν, µ) and ν ≤ λ generates ΓI≤λBIµ.
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By Lemma [Pat19, Lemma 4.7] and Theorem 2.36 we know that ΓI≤λB
I
µ is spanned by
{fP ◦ gQ(1⊗)}, for P ∈ Conf1(ν, µ), Q ∈ Conf1(ν, λ) and ν ≤ λ.
If D consists of a single box, then it follows by the explicit description f the morphisms
given in Section §2.3 that gD(1⊗) = 1⊗ (see also Remark 2.15. Then by degree reasons we
have:
gQ(1
⊗) =
{
1⊗ ∈ BIν if |Q| = `(λ)− `(ν)
0 otherwise.
(15)
The proposition follows.
The basis {FP}, as the basis {fP}, critically depends on the admissible order chosen.
More generally, for any o′ ∈ Adm(P) we can define FP,o′ = fP,o′(1⊗). We have
FP,o′ ∈ cFP + spanR〈FQ | Q ≺ P〉.
for some c ∈ Q∗.
Let FP,o′ denote the element 1⊗ FP,o ∈ Q⊗R BIµ. Then we have
FP,o′ ∈ cFP + spanQ〈FQ | Q ≺ P, |Q| = |P|〉.
Example 2.38. The following is the smallest example of two Dyck partitions of type 1 P
and Q with |P| = |Q| and P  Q.
P Q
Lemma 2.39. If the tableau corresponding to µ has only 2 rows (or only 2 columns) then
there exists no Dyck partitions P,Q ∈ Conf1(λ, µ) such that P  Q and |P| = |Q|.
Proof. If the tableau of µ has only two rows, then every Dyck partition P ∈ Conf1(λ, µ)
for some λ ≤ µ has at most one strip of length > 1. The proposition easily follows.
Corollary 2.40. If the tableau corresponding to µ has only 2 rows (or only 2 columns) the
element FP,o ∈ BIµ = IH(Xµ,Q) does not depend on o ∈ Adm(P) up to a scalar.
2.8 Comparison with the Schubert basis
For any λ ∈ Λn,i the Schubert variety Xλ ⊆ Gr(i, n) is oriented and T -invariant, so it
induces a class in the T -equivariant Borel-Moore homology (cf. [Bri00])
[Xλ] ∈ HBM2`(λ),T (Gr(i, n),Q).
The set {[Xλ]}λ∈Λn,i is a R-basis of HBM•,T (Gr(i, n),Q). By taking the dual basis, we obtain
a left R-basis {Sλ}λ∈Λn,i of H•T (Gr(i, n),Q), called the Schubert basis.
For µ ∈ Λn,i consider the embedding iµ : Xµ ↪→ Gr(i, n). Then {i∗µSλ}λ≤µ is also a
left R-basis of H•T (Xµ,Q). By abuse of notation, we denote i∗µSλ simply by Sλ. Using the
canonical embedding H•T (Xµ,Q)(`(µ)) ⊆ IH•T (Xµ,Q) = BIµ we regard Sλ as an element
of (BIµ)2`(λ)−`(µ).
42
Let U(λ) be the maximal Dyck partition in Conf1(λ, µ), i.e. the one which consists
only of single boxes. In the previous section we introduced the basis {FP} of BIµ. Our final
goal is to show that Sλ can be obtained as the dual of the basis element FU(λ).
Since BIµ ∼= DBIµ and End0(BIµ) ∼= Q there exists a unique up to a scalar left invariant
form on BIµ. Let (~I, ~J) be a translation pair such that BIµ ∼= BS(~I, ~J). Then by Lemma
1.18 we have FU(λid) = ∆(~I, ~J) up to lower terms. Define ∆(µ) := FU(λid). Notice that
∆(µ) does not depend on the admissible order chosen for U(λid) up to smaller terms.
Definition 2.41. We define 〈−,−〉µ to be the unique invariant form on BIµ
〈−,−〉µ : BIµ ×BIµ ∈ R
such that
〈1⊗,∆(µ)〉µ = 1.
Recall by Proposition 1.24 that for any Dyck strip D the maps fD and gD are adjoint
to each other.
If the Dyck strip C is a single box, we can give an alternative description of the map fC .
Assume µ = λ+C, let j be the label of C (cf. Definition 2.3) and let sj be the corresponding
simple reflection. Let wµ and wλ the elements in W I corresponding to µ and λ, so that
we have wµ = sjwλ. The bimodule BIµ is a direct summand of BsjBIλ, and since BsjB
I
λ
is perverse this summand is uniquely determined. We denote by ιµ : BIµ → BsjBIλ and
piµ : BsjB
I
λ → BIµ respectively the inclusion and the projection of this summand, and by
eµ = ιµ ◦ piµ ∈ End0(BsBIλ) the corresponding idempotent.
We can choose ιµ so that ιµ(1⊗) = 1⊗. This also forces piµ(1⊗) = 1⊗. Since the vector
space Hom0(Bµ, BsjBλ) is one-dimensional, by Lemma 1.26 we have ιµ(1⊗) = 1⊗, and
therefore ιµ = piµ.
Consider the following morphism
φ := piµ ◦ (f y⊗ IdBIλ) : R⊗R B
I
λ = B
I
λ → BIµ(1)
where f y: R → Bsj (1) is the morphism defined by f y(1) = 12(αsj ⊗ 1 + 1 ⊗ αsj ). The
morphism φ is of degree 1, hence it is a scalar multiple of fC . We have
φ = (f y⊗ IdBIλ) ◦ piµ = (fy ⊗ IdBIλ) ◦ ιµ
where fy : Bsj → R(1) is the map defined by f ⊗ g 7→ fg. It follows that φ(1⊗) = 1⊗ =
gC(1
⊗), and we deduce φ = gC = fC , hence φ = fC .
For a simple reflection sj we simply write ∂j for the Demazure operator ∂sj , i.e.
∂j(f) =
f − sj(f)
xj − xj+1 .
Recall that the index i was fixed so that {si} = S \ I. The R-module structure on
H•T (Xµ,Q) equivariant Pieri’s formula (see for example [KT03, Proposition 2]):
Sλ · h = wλ(h)Sλ + ∂i(h)
∑
C single box that
can be added to λ
Sλ+C (16)
There is a similar formula which holds in BIµ:
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Proposition 2.42 (Equivariant Pieri’s formula in intersection cohomology). Let P ∈
Conf1(ν, µ), o ∈ Adm(P) and h ∈ (h∗)I . Then we have
FP,o · h = wν(h)FP,o + ∂i(h)
∑
F{C}∪P,(C,o),
where (C, o) ∈ Adm({C} ∪P) is the order beginning with C and continuing as in o.
Proof. If C is a Dyck strip we simply write FC instead of F{C}. We first show by induction
on ν that
1⊗ · h = wν(h)1⊗ + ∂i(h)
∑
C single box that
can be removed from ν
FC ∈ BIν . (17)
Let D be a box that can be removed from ν and let λ := ν − D. Let sj be the simple
reflection corresponding to the label of D. By the nil-Hecke relation [EW16, (5.2)] we have
∂j(wν(h))f y(1) = wν(h)⊗ 1− 1⊗ wλ(h) ∈ Bsj ,
and by induction
∂j(wλ(h))(f y(1)⊗1⊗) = wν(h)1⊗−1⊗ ·h−∂i(h)
∑
C single box that
can be removed from λ
1⊗FC ∈ BsjBIλ. (18)
We have FC ∈ ΓI≤λ−C(BIλ). Assume j is a valley for λ−C, or equivalently that C cannot
be removed from ν. Then also 1 ⊗ FC ∈ ΓI≤λ−C(BsjBIλ), thus piν(1 ⊗ FC) ⊆ ΓI≤λ−C(BIν).
Since ΓI≤λ−C(B
I
ν) is concentrated in degrees ≥ −`(ν) + 4 we must have piν(1⊗ FC) = 0.
Assume now that j is a valley for λ− C. In this case the boxes C and D are distant,
and we have the following diagram.
Bν−C BsjBIλ−C
Bν BsjB
I
λ
ιν−C
fC 1⊗ fC
piν
Since Hom1(Bν−C , Bν) ∼= Q, the diagram is commutative up to a scalar. However, by
taking the flip, since
piν−C ◦ (1⊗ gC) ◦ ιν(1⊗) = 1⊗ = gC(1⊗)
we see that FC = piν(1⊗ FC) ∈ BIν . We can now apply piν to (18) and get
∂j(wλ(h))piν(f y(1)⊗ 1⊗) = wν(h)1⊗ − 1⊗ · h− ∂i(h)
∑
C 6=D single box that
can be removed from ν
FC ∈ BIν .
Recall that FD = eν(f y(1)⊗ 1⊗). To show (17), it remains to check that ∂j(wλ(h)) =
∂i(h). Consider the reflection t := w−1λ sjwλ ∈ W = Sn. It is not contained in WI , so we
can write t = wsiw−1 for some w ∈WI . Now ∂j(wλ(h)) = ∂i(w(h)) = ∂i(h).
Finally, applying fP,o to (17) we obtain the original desired statement.
Corollary 2.43. Let λ, ν ≤ µ and P ∈ Conf1(ν, µ). We have
〈FP,Sλ〉µ =
{
1 if P = U(λ)
0 otherwise.
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Proof. If C is a Dyck strip that can be removed from µ, then gC : BIµ → BIµ−C is a
morphism of (R,RI)-bimodules, hence it also commutes with the H•T (Gr(i, n),Q)-action.
By (15) it follows that for P ∈ Conf1(ν, µ) we have
gP,o(Sλ) =
{
Sλ if P only consists of single boxes and λ ≤ ν
0 otherwise.
From the adjointness, we have 〈FP,Sλ〉µ = 〈1⊗, gP(Sλ)〉ν . It remains to show that
〈1⊗,Sλ〉ν = δλ,ν . We show this by induction on ν.
Recall that Sλ = 0 in BIν unless λ ≤ ν. If λ < ν by degree reasons follows 〈1⊗,Sλ〉ν = 0.
Assume now λ = ν and let h ∈ (h∗)I be such that ∂i(h) = 1. Let D be a Dyck strip that
can be removed from ν. Then by (16) and (17) we have
〈1⊗,Sν〉ν = 〈1⊗,Sν−D · h− wν−D(h)Sν−D〉ν = 〈1⊗ · h− wν−D(h)1⊗,Sν−D〉ν =
= 〈
∑
C single box that
can be removed from ν
FC ,Sν−D〉ν =
∑
C single box that
can be removed from ν
〈1⊗, gC(Sν−D)〉ν−C .
Now, gC(Sν−D) = 0 ∈ BIν−C unless D = C. We conclude because
〈1⊗,Sν〉ν = 〈1⊗, gD(Sν−D)〉ν−D = 〈1⊗, Sν−D〉ν−D = 1
by induction.
Corollary 2.44. Let {F ∗P} be the dual basis of {FP} with respect to the form 〈−,−〉µ.
Then Sλ = F ∗U(λ), where U(λ) ∈ Conf1(λ, µ) is the Dyck partition which consists only of
single boxes.
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