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We establish a connection between continuous-variable quantum computing and high-dimensional
integration by showing that the outcome probabilities of continuous-variable instantaneous quantum
polynomial (CV-IQP) circuits are given by integrals of oscillating functions in large dimensions. We
prove two results related to the classical hardness of evaluating these integrals: (i) we show that there
exist circuits such that these integrals are approximations of a weighted sum of #P-hard problems
and (ii) we prove that calculating these integrals is as hard as calculating integrals of arbitrary
bounded functions. We then leverage these results to show that, given a plausible conjecture about
the hardness of computing the integrals, approximate sampling from CV-IQP circuits cannot be
done in polynomial time on a classical computer unless the polynomial hierarchy collapses to the
third level. Our results hold even in the presence of finite squeezing and limited measurement
precision, without an explicit need for fault-tolerance.
Introduction.— Quantum computing is an imminent
quantum technology. At the core of the efforts to build
practical quantum computers is the belief that they can
efficiently solve problems in cryptanalysis [1–3] and quan-
tum simulation [4–12] for which all classical algorithms
would take a forbiddingly large amount of time. Conse-
quently, it has become vital to convincingly demonstrate
that quantum computers are capable of performing tasks
that are intractable for classical processors. This mile-
stone is commonly referred to as “quantum supremacy”
[13], which would result in a refutation of the Extended
Church-Turing thesis. Recent efforts towards a near-
term demonstration of quantum supremacy have focused
on the problem of sampling from the output distribu-
tion of restricted models of quantum computing. Ex-
amples include Boson Sampling [14, 15], random quan-
tum circuits [16, 17], the quantum approximate optimiza-
tion algorithm [18, 19], random Ising models [20, 21],
measurement-based quantum computing [22] and instan-
taneous quantum polynomial (IQP) circuits [23–25].
Continuous-variable (CV) quantum computing is a
universal model of quantum computing where the fun-
damental units of information can take a continuum of
possible values [26, 27]. This platform is ideally suited for
measurement-based optical quantum computing, which
provides many potential advantages compared to quan-
tum computers manipulating qubits [28, 29]. Progress
in characterizing quantum supremacy for CV quantum
computers has recently been addressed, notably in Ref.
[30], where it was shown that any classical algorithm that
can exactly sample from any fault-tolerant CV-IQP cir-
cuit must take exponential time unless the polynomial hi-
erarchy collapses to third level. Nevertheless, several im-
portant questions remain open. For instance, it is crucial
to determine whether the hardness result remains even
for approximate simulation of the circuits and whether
fault-tolerance is needed in CV-IQP circuits to demon-
strate quantum supremacy. It is also of great interest to
understand if CV-IQP circuits can be related to problems
of practical significance.
In this work, we connect the hardness of sampling
from CV-IQP circuits to the difficulty of computing inte-
grals of oscillating functions in a large number of dimen-
sions. High-dimensional integration is an important and
widely-studied problem in many areas of physics, chem-
istry, finance, and statistics. Although several techniques
are known for efficiently calculating one-dimensional in-
tegrals, extending them to many variables suffers from
the so-called “curse of dimensionality”. This is what
makes one-dimensional strategies ineffective for the high-
dimensional case, where general integrals require expo-
nential resources to be evaluated [31–36]. In fact, it has
already been shown that certain integrals arising in the
description of Boson Sampling circuits are #P-hard to
calculate [37]. Thus, although they are not the preferred
problem of computer scientists, integrals of functions over
many variables have been extensively studied with no
known efficient algorithms known for arbitrary integrals.
We prove that there exist CV-IQP circuits for which
the corresponding integrals are an arbitrarily good ap-
proximation of a weighted sum of independent #P-hard
problems. Furthermore, we show that evaluating these
integrals is as hard as for arbitrary bounded functions,
which are known to require exponential time to approxi-
mate on a classical computer in a worst-case setting[34–
36]. We then prove that if these integrals are #P-hard
to approximate on average, then any classical algorithm
for approximate sampling from the output of CV-IQP
circuits must run in exponential time unless the poly-
nomial hierarchy collapses to third level. We conclude
by showing that our results hold even if the input states
are finitely squeezed and the measurements have finite
precision, without an explicit need for fault-tolerance.
CV-IQP circuits.— Continuous-variable instantaneous
quantum polynomial (CV-IQP) circuits are a subclass
of circuits on a continuous-variable quantum computer
which can be decomposed as follows [30]: (i) Inputs
states are momentum-squeezed vacuum states, (ii) Uni-
tary transformations are diagonal in the position quadra-
ture (iii) measurements are homodyne momentum mea-
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2FIG. 1: Schematic representation of a CV-IQP circuit acting
on five qumodes. Vacuum states are squeezed in the momen-
tum quadrature by the action of squeezers S. A diagonal
unitary transformation Cf is applied, which in this case is
decomposed in terms of Z gates, controlled-Z gates and cubic
phase gates V . Finally, a momentum homodyne measurement
is performed on each individual qumode.
surements. A generic CV-IQP circuit is illustrated in Fig.
1.
We denote the position eigenstates of n optical
qumodes as |q〉 = |q1〉 |q2〉 . . . |qn〉 with q ∈ Rn and con-
sider circuits with diagonal gates Cf acting on position
eigenstates as Cf |q〉 = eif(q) |q〉, where f : Rn → R is a
polynomial. In the ideal case, the probability amplitude
of obtaining an outcome s = (s1, s2, . . . , sn) is given by
Af (s) =
1
(2pi)n
∫
Rn
eif(q)e−is·qdqn, (1)
where s · q = ∑k skqk is the inner product. The prob-
ability of outcome s is P (s) = |Af (s)|2. We refer to
this expression as a CV-IQP integral. Note that Af (s)
is the Fourier transform of eif(q) and therefore the CV-
IQP circuit is sampling from a distribution induced by
this Fourier transform. Based on the vast literature on
high-dimensional integration, it is reasonable to expect
CV-IQP integrals to be intractable to approximate for
general circuits where f(q) is a high-degree polynomial.
Note that for polynomials of degree 2, the circuits can be
efficiently simulated classically [38]. In the following, we
formalize this intuition by proving two results regarding
the computational complexity of CV-IQP integrals.
CV-IQP integrals as weighted sums of #P-hard
problems.— We begin by making a series of appropri-
ate approximations to the integral of Eq. (1). The in-
tegrand is highly oscillatory for large values of q leading
to contributions that average to zero. Therefore, we can
restrict the integration to the hypercube DL = [−L,L]n
for some appropriate L. Furthermore, we can approxi-
mate the integrand by a sum of indicator functions and
replace the integral by a Riemann sum. As shown in the
Supplemental Material, this leads to the expression
Af (s) =
∆qn
(2pi)n
N−1∑
b=0
∑
q
eiφbΘfb (q) + , (2)
where q takes on a finite amount of values with a spacing
∆q,  is an arbitrarily small approximation error, and we
have defined the angles φb =
2pib
N as well as the indicator
functions
Θfb (q) =
{
1 if f(q)− s · q ∈ [φb, φb+1) mod 2pi
0 otherwise.
(3)
Since there are only finitely many of them, we can asso-
ciate each vector q with an m-bit string x and view each
indicator function as a Boolean function Θfb (x). In this
case, we can write
Af (s) =
∆qn
(2pi)n
N−1∑
b=0
eiφbΩfb + , (4)
Ωfb : =
∑
x∈{0,1}m
Θfb (x). (5)
By definition, calculating Ωb is in the complexity class
#P. In fact, the problem of computing the approximation
in Eq. (4) belongs to a class that is the generalization of
the class GapP (the closure of #P under substraction)
where we allow N different complex phases eiφb instead
of only ei0 = 1 and eipi = −1. Such a class may be of
independent interest in complexity theory.
Since we have made no assumptions about f(q), we
are free to choose them such that the corresponding
quantities Ωfb are as hard to compute as possible. Let
Φ0,Φ1, . . . ,ΦN−1 be Boolean functions Φb : {0, 1}m−l →
{0, 1} such that computing ∑y Φb(y) is a #P-hard prob-
lem for all b. Denote by x = (b, y) an m-bit string where
the first l bits are a binary representation of b and the
remaining m − l are an arbitrary string y. Define the
function
f(x) = f(b, y) =
N−1∑
b′=0
2pi(b′ + 12 )
N
Φb′(y)δb,b′ , (6)
where δb,b′ is the Kronecker delta function. It then holds
that Θfb (b
′, y) = Φb(y)δb,b′ and in particular we can write
Af (s) =
∆qn
(2pi)n
N−1∑
b=0
∑
y∈{0,1}m−l
eiφbΦb(y), (7)
i.e. Af (s) is a weighted sum of quantities that are #P-
hard to compute. This is a strong indication that CV-
IQP integrals can be #P-hard to compute.
CV-IQP integrals as integrals of bounded functions.—
Consider the real part of the integral in Eq. (1), given
by
Re[Af (s)] =
1
(2pi)n
∫
Rn
cos[fs(q)]dq
n, (8)
3where fs(q) = f(q)−s ·q. For any real, bounded function
φ(q) satisfying |φ(q)| ≤ c for some c > 0, we can set
fs(q) = cos
−1[φ(q)/c] such that the real part of the CV-
IQP integral is proportional to the integral over φ(q)
Re[Af (s)] =
1
(2pi)n
∫
Rn
1
c
φ(q)dqn. (9)
Since calculating Af (s) is at least as hard as comput-
ing its real part, we conclude that CV-IQP integrals are
as hard to compute as integrals of any real, bounded
function. For example, in Ref. [36], it was shown that
numerical integration using deterministic algorithms re-
quires a worst-case number of function evaluations N
that is exponential in the dimension of the integral, i.e.,
N = 2O(n). The proof of this fact, which we reproduce
in the Supplemental Material, is based on the integra-
tion of fooling functions φ(q) satisfying |φ(q)| ≤ 1. From
the above discussion, we can design CV-IQP integrals
that are as hard to integrate as these fooling functions.
Therefore, we conclude that deterministic numerical al-
gorithms to evaluate CV-IQP integrals require exponen-
tial time on a classical computer in a worst-case setting.
Together with our previous results, this cements the un-
derstanding that calculating CV-IQP integrals is a chal-
lenging computational problem.
Hardness of sampling from CV-IQP circuits.— We
have previously presented arguments to establish the
computational hardness of approximating CV-IQP inte-
grals. We now formulate this concretely in the form of
the following conjecture.
Conjecture 1. There exists a family of polynomials F
and a corresponding family of CV-IQP circuits C such
that, for a fraction 1/8 of circuits Cf ∈ C with f ∈ F ,
it is a #P-hard problem to approximate the probability
|Af (0)|2 of obtaining outcome s = (0, . . . , 0) up to multi-
plicative error 1/4 + o(1) .
Our goal is to leverage this conjecture into a statement
about the computational hardness of approximate sam-
pling from the output distribution of CV-IQP circuits.
We will make use of the following Lemma, adapted from
Ref. [24] into a CV setting by using displacement circuits
to permute the outcome probabilities.
Lemma 1. Let Cf be a CV-IQP circuit acting on n
qumodes, where Cf is chosen from some appropriate
family of circuits. Let Cf,r be the circuit obtained by
adding diagonal gates Ur =
∏n
k=1 e
−iqˆkrk to Cf , with r =
(r1, r2, . . . , rn) and rk ∈ {−L,−L+2∆p, . . . , L−2∆p, L}
for some L > 1. There are ` = L/∆p possible values
of each rk. Assume that there exists a polynomial-time
classical algorithm A that can approximate the probabil-
ity distribution of any CV-IQP circuit C ′f up to additive
error . Then for any δ > 0, there exists an FBPPNP
algorithm that given access to A approximates |Af,r(0)|2
for a circuit Cf,r up to additive error
O
(
(1 + o(1))
δ`n
+ |Af,r(0)|2/poly(n)
)
(10)
with probability at least 1− δ.
See the Supplemental Material for a proof. Our
goal is to show that this Lemma also implies that the
FBPPNP algorithm gives a good multiplicative approx-
imation of CV-IQP integrals. For this we require an
anti-concentration result, namely we need to show that
|Af (0)|2 ≥ β(`−n) for some β > 0. From the Payley-
Zigmund inequality, it holds that
Pr(|Af (0)|2 ≥ αE[|Af (0)|2]) ≥ (1− α)2E[|Af (0)|
2]2
E[|Af (0)|4] ,
(11)
where the expectation is taken over all circuits Cf,s. As
shown in the Supplemental Material, there is a value of
L such that E[|Af (0)|2]2/E[|Af (0)|4] ≥ 1 and therefore
for α = 1/2 it holds that
Pr(|Af (0)|2 ≥ 1
2
`−n) ≥ 1
4
. (12)
For  = α(1−α)2/8 and δ = (1−α)2/2, Lemma 1 implies
that there exists an FBPPNP algorithm with access to the
classical sampling algorithm A that, with constant prob-
ability over the choice of circuits, approximates |Af (0)|2
up to additive error
O
(
(1 + o(1))
1
4
+ 1/poly(n)
)
|Af (0)|2, (13)
and therefore it also approximates |Af (0)|2 up to con-
stant multiplicative error 1/4+o(1). See the Supplemen-
tal Material for full details of this derivation. We are now
ready to state the main result of this section.
Theorem 1. Assume that Conjecture 1 is true. Then, if
there exists a classical algorithm running in polynomial
time that samples from any CV-IQP circuit up to additive
error 1/64, the polynomial hierarchy collapses to third
level.
Proof. From Lemma 1 and Eq. (13), a polynomial-time
classical algorithm that samples from any CV-IQP circuit
up to additive error 1/64 implies an FBBPNP algorithm
for approximating |Af (0)|2 up to a multiplicative error
of 1/4 + o(1) for at least a fraction 1/8 of circuits. From
Conjecture 1, this implies that the FBBPNP algorithm,
which is contained in the third level of the polynomial
hierarchy, can solve any problem in P#P . By Toda’s
theorem [39], the entire polynomial hierarchy is contained
in P#P and therefore this causes a collapse to third level.
4FIG. 2: Contour plot of the real part of the integrand for the polynomial f(q1, q2) = q1−q2+q1q2+q21−q22−q1q22−q21q2+q31 +q32 .
The left panel shows the ideal case of infinte squeezing and precision, whereas the remainder panels show, from left to right,
the case for precision ∆p = 10
−3 and squeezing σ = 3, σ = 1.5 and σ = 1 . In terms of decibels (dBs), using SdB = 10 log10 σ
2,
these approximately correspond to 9.5 dB, 3.5 dB, and 0 dB respectively. For large values of σ, the function is approximately
equal to the ideal case in the region of slow oscillations, but it becomes closer to functions that are easier to integrate when
squeezing is low.
Role of finite squeezing.— When the inputs are finitely
squeezed states with variance σ2, and the measurements
have limited precision ∆p as given by the projectors
ηsk =
∫ sk+∆p
sk−∆p |pk〉 〈pk| dpk, in the regime of σ  1/∆p,
the probability Pf (s) of obtaining an outcome s can be
expressed as P˜f (s) = |A˜f (s)|2 where
A˜f (s) =
(
∆p
pi3/2σ
)n/2 ∫
Rn
eif(q)−is·qe−q
2/(2σ2)dqn. (14)
Besides normalization factors, the only difference com-
pared to the integrals in the ideal case is the presence of
a Gaussian term e−q
2/(2σ2), which sets a scale σ for the re-
gion where the integrand is non-negligible. As discussed
previously, the fast oscillations of the function eif(q) also
introduce a region with non-negligible contributions to
the integral. This region is defined by a scale Losc. The
integrals in the ideal and the finite squeezing cases are
then excellent approximations of each other as long as
σ is sufficiently larger than Losc, retaining their compu-
tational hardness. For small σ, the integrals are close
to Gaussian integrals, which can be computed efficiently.
This is illustrated in Fig. 2 for the case where the func-
tion f(q) is a degree-3 polynomials over two variables.
Finally, we note that there is a trade-off between the
amount of squeezing in the initial states and the coeffi-
cients of the polynomial f(q). A transformation q → Tq
for some T > 1 induces a change Losc → Losc/T , allow-
ing us to make the region of slow oscillations as small as
desired compared to σ. This is illustrated in Fig. 3.
Discussion.— We have shown that, provided CV-IQP
integrals are on average #P-hard to approximate, ap-
proximate sampling from the output distribution of CV-
IQP circuits cannot be done in polynomial time on a
classical computer unless the polynomial hierarchy col-
lapses to third level. The conjecture that these inte-
grals are #P-hard to approximate is not only supported
FIG. 3: Contour plot of the real part of the integrand for
the polynomial f(q1, q2) = −Tq1 − Tq2 + T 2q1q2 − T 2q21 +
T 2q22 +T
3q1q
2
2−T 3q21q2 +T 3q31 +T 3q32 . The color code for the
contours is the same as in Fig. 2. The left panel shows the
case for T = 1 and the right panel shows the case for T = 1.5.
The effect of a larger value of T is to rescale the function so
that the region that contributes to the integral is reduced to
a smaller area, which can potentially compensate for lesser
amounts of squeezing and vice versa.
by our results connecting CV-IQP integrals to computa-
tional complexity theory, but also by decades of research
on attempts to efficiently compute high-dimensional in-
tegrals. Our results thus further supports the claim
that continuous-variable quantum computers are candi-
dates for challenging the Extended Church-Turing thesis
by demonstrating quantum supremacy in the near term.
Crucially, this holds even in the case of approximate sim-
ulation of CV-IQP circuits with finitely-squeezed input
states and limited precision, without the explicit need for
fault-tolerance and error correction.
To strengthen the claim of supremacy even further, it
is important to extend our results to the case where there
are errors in the diagonal circuit Cf |q〉 = eif(q) |q〉 and to
show that CV-IQP integrals remain hard to calculate for
a simple class of circuits, for example those correspond-
ing to degree-3 polynomials. Finally, it is of great inter-
est to understand the extent to which CV-IQP circuits
5may be able to directly solve challenging computational
problems. Indeed, as we have previously discussed, high
dimensional integrals appear in a large class of problems
of practical interest – notably in physics and finance –
making these a potentially fertile ground for applications
of continuous-variable quantum computing.
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6SUPPLEMENTAL MATERIAL
CV-IQP integrals
We perform a detailed derivation of the expressions for CV-IQP integrals. In the ideal case, input states are
infinitely momentum-squeezed vacuum states given by
|0〉p =
1√
2pi
∫
R
|q〉 dq. (15)
If the measurements are homodyne with infinite precision, the probability amplitude of obtaining an outcome s =
(s1, s2, . . . , sn) after the action of a diagonal circuit Cf is given by
Af (s) = 〈s|p Cf |00 . . . 0〉p
=
1
(2pi)n
∫
Rn
eif(q)e−is·q
′〈q′|q〉dq′ndqn
=
1
(2pi)n
∫
Rn
eif(q)e−is·qdqn. (16)
When the inputs are finitely squeezed states of the form
|σ〉k =
1
pi1/4
√
σ
∫
R
e−q
2
k/(2σ
2) |q〉 dqk (17)
with variance σ2, the action of the circuit Cf on the inputs produces the state
|f〉 = 1√Nn
∫
R
eif(q)e−q
2/(2σ2) |q〉 dq (18)
where we have defined N = 1/√piσ. If we then apply a measurement with limited precision ∆p given by the projectors
ηsk =
∫ sk+∆p
sk−∆p
|pk〉 〈pk| , (19)
the probability of obtaining an outcome s is given by
P˜f (s) = 〈f |
⊗
k
ηsk |f〉
=
1
Nn
∫
Rn
eif(q)−if(q
′)e−(q
2−q′2)/(2σ2)
[∏
k
∫ sk+∆p
sk−∆p
〈q′k|pk〉〈pk|qk〉dpk
]
dqndq′n
=
1
(2piN )n
∫
Rn
eif(q)−if(q
′)e−(q
2−q′2)/(2σ2)
[∏
k
∫ sk+∆p
sk−∆p
eipk(q
′
k−qk)dpk
]
dqndq′n
=
(∆p)
n
(piN )n
∫
Rn
eif(q)−if(q
′)e−(q
2−q′2)/(2σ2)e−is·(q−q
′)
∏
k
sinc[∆p(qk − q′k)]dqndq′n.
In practice, it is straightforward to obtain very high precision in homodyne measurements while it is challenging to
obtain large values of squeezing. Thus, in the regime where σ  1/∆p, the sinc functions are approximately equal to
1 in the region of non-negligible values of the integrand and we can write P˜f (s) = |A˜f (s)|2 where
A˜f (s) =
(
∆p
pi3/2σ
)n/2 ∫
Rn
eif(q)−is·qe−q
2/(2σ2)dqn. (20)
CV-IQP integrals as weighted sums of #P-hard problems
Recall the expression of Eq. (16) for the probability amplitude of obtaining an outcome s = (s1, s2, . . . , sn) in a
CV-IQP circuit. Let fs(q) := f(q) − s · q. For large values of q, the integrand is highly oscillatory and the integral
7averages to zero. This means that we can make the approximation
Af (s) =
1
(2pi)n
∫
DL
eifs(q)dqn + a (21)
for some appropriately chosen constant L, where DL = [−L,L]n is a hypercube of length 2L centered at the origin
and a is an arbitrarily small error due to the finite integration region. We can further approximate this integral by
a Riemann sum over a rectangular lattice
Af (s) =
1
(2pi)n
∑
q1,...,qn
eifs(q1,...,qn)∆qn + a + b
where qi ∈ {−L,−L+ ∆q, . . . , L− 2∆q, L−∆q} and b is the arbitrarily small error in the approximation. Our goal
is to further approximate the integrand function by a series of step functions. Let b ∈ {0, 1, . . . , N − 1} with N = 2l
for some integer l > 0 and define the angles
φb =
2pib
N
(22)
as well as the indicator functions
Θfsb (q1, . . . , qn) =
{
1 if fs(q) ∈ [φb, φb+1) mod 2pi
0 otherwise
(23)
so that we can approximate the complex exponential of the polynomial as
eifs(q) '
N−1∑
b=0
eiφbΘfsb (q). (24)
There are 2L/∆q possible values of each qi, so if we set 2L/∆q = 2
k for some integer k, we can associate each vector
(q1, . . . , qn) with an m-bit string x ∈ {0, 1}m, m = kn. Consequently, we can view each Θfsb as a Boolean function
Θfsb : {0, 1}m → {0, 1}. In this case, we write the approximation of the integral as
Af (s) =
∆qn
(2pi)n
N−1∑
b=0
eiφb
∑
x∈{0,1}m
Θfsb (x) + a + b + c
=
∆qn
(2pi)n
N−1∑
b=0
∑
x∈{0,1}m
eiφbΘfsb (x) + , (25)
where  = a + b + c and c is the error arising from the step-function approximation of e
ifs(q).
Exponential running time for deterministic numerical integration
We follow the results of Ref. [36] and consider, without loss of generality, a numerical integration algorithm A that
uses a fixed set of n-dimensional sampling points θ1, . . . , θN and an arbitrary mapping Λ to approximate the integral
of a function φ(q) as
A(φ) = Λ[φ(θ1), . . . , φ(θN )]. (26)
The error in the approximation is defined as
ε =
∣∣∣∣∫ φ(q)dqn −A(φ)∣∣∣∣ . (27)
To bound the number of function calls N , we define the fooling function
φ(q) = min
{
1,
1√
nδ
dist(q,Γδ)
}
(28)
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Γδ =
N⋃
i=1
Bδ(θi), (29)
dist(· , ·) is the Euclidean distance, and Bδ(θi) is a ball with radius δ
√
n centered at the point θi. By construction, the
fooling function satisfies φ(θi) = 0 for all i = 1, . . . , N and therefore the algorithm must output the same approximation
for φ(q) and −φ(q). This allows us to bound the additive error  in the approximation of the algorithm A in terms of
the value of the integral of φ(q) as [36]
ε ≥ 1
2
∣∣∣∣∫
Rn
φ(q)dqn −A(φ)
∣∣∣∣+ ∣∣∣∣∫
Rn
−φ(q)dqn −A(φ)
∣∣∣∣ (30)
≥ 1
2
∣∣∣∣∫
Rn
φ(q)dqn
∣∣∣∣+ 12
∣∣∣∣∫
Rn
−φ(q)dqn
∣∣∣∣
=
∫
Rn
φ(q)dqn. (31)
In fact, this bound also holds if we multiply φ(q) by any strictly positive function g(q) > 0 since the algorithm A also
gives the same answer for φ(q)g(q) and −φ(q)g(q), so we can write
ε ≥
∫
Rn
φ(q)g(q)dqn. (32)
Now recall the expression for the CV-IQP integral in the presence of finite squeezing, where we are omitting known
normalization factors
Af (s) =
∫
Rn
eif(q)−is·qe−q
2/(2σ2)dqn (33)
with the real part of the integral given by
Re[Af (s)] =
∫
Rn
cos[f(q)− is · q]e−q2/(2σ2)dqn. (34)
We now fix f(q) to satisfy the relation
f(q)− s · q = cos−1[φ(q)] := f˜s(q). (35)
Note that 0 ≤ φ(q) ≤ 1 and therefore the inverse cosine is well defined. Moreover, since we have made no restrictions
about diagonal circuits implementing eif(q), we take f˜s(q) to be an arbitrarily good polynomial approximation of
cos−1[φ(q)]. We then have
Re[Af (s)] =
∫
Rn
cos[f˜s(q)]e
−q2/(2σ2)
=
∫
Rn
φ(q)e−q
2/(2σ2)dqn + a
=
∫
Rn
φ(q)g(q)dqn + a (36)
where a is the arbitrarily small error arising from the polynomial approximation of cos
−1[φ(q)] and we have implicitly
defined
g(q) := e−q
2/(2σ2). (37)
The function g(q) is exponentially decreasing for large q which allows us to write
Re[Af (s)] =
∫
DL
φ(q)g(q)dqn + a + b (38)
9where, as before, DL = [−L,L]n is a hypercube of length 2L centered at the origin and b is an exponentially small
error arising from the approximation due to the finite integration region. From Eq. (38) we conclude that the
algorithm A must also, up to negligible errors a and b, incur an error  in evaluating the real part of the CV-IQP
integral and therefore an error at least  in evaluating the full complex value of the integral.
We now proceed to give a lower bound on the number of sampling points that are needed to achieve a fixed error
 in the numerical integration of the fooling function φ(q)g(q) and therefore also on the CV-IQP integral. We have
that ∫
DL
φ(q)g(q)dqn ≥
∫
DL/Pδ
φ(q)g(q)dqn
=
∫
DL/Pδ
g(q)dqn, (39)
where we have used the fact that φ(q)g(q) ≥ 0 for q ∈ Pδ and φ(q) = 1 for q /∈ Pδ. Since g(q) ≤ 1 for all q, it holds
that ∫
DL/Pδ
g(q)dqn ≥
∫
DL
g(q)dqn −Vol(Pδ)
>
∫
DL
g(q)dqn −N(δ
√
2pie)n
=
∫
Rn
g(q)dqn −N(δ
√
2pie)n + b
= (
√
2piσ)n −N(δ
√
2pie)n + b, (40)
where we used the bound Vol(Pδ) < (δ
√
2pie)n for the volume of an n-dimensional ball with radius δ. Combining
these results we obtain
 ≥ (
√
2piσ)n −N(δ
√
2pie)n + 2b. (41)
Combining this with Eq. (32) and recalling that b is the error arising from the finite integration region DL gives
N ≥
[
σ
δ
√
e
]n
− (− 2b). (42)
Therefore, as long as we choose δ < σ/
√
e for the fooling function, it will hold that N = 2O(n). We conclude that
there exists a class of worst-case fooling functions φ(q) and corresponding CV-IQP circuits such that to achieve a
constant approximation error in evaluating the corresponding CV-IQP integral, any classical numerical algorithm A
requires an exponential number of functions calls and therefore an exponentially large running time.
Hardness of Sampling
We begin with a proof of Lemma 1 in the main manuscript, which we reproduce here for clarity.
Lemma 2. Let Cf be a CV-IQP circuit acting on n qumodes, where Cf is chosen from some appropriate family of
circuits. Let Cf,r be the circuit obtained by adding diagonal gates Ur =
∏n
k=1 e
−iqkrk to Cf , with r = (r1, r2, . . . , rn)
and rk ∈ {−L,−L + 2∆p, . . . , L − 2∆p, L}. Assume that there exists a polynomial-time classical algorithm A such
that for any CV-IQP circuit C ′f , the algorithm A can approximate the probability distribution of C
′
f up to additive
error . Then for any δ > 0, there exists an FBPPNP algorithm that given access to A approximates |Af,r(0)|2 for a
circuit Cf,r up to additive error
O
(
(1 + o(1))
δ`n
+ |Af,r(0)|2/poly(n)
)
(43)
with probability at least 1− δ.
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Proof: We follow closely the proof of Ref. [24] adapted to CV-IQP circuits. Define prs = Pr(Cf,r outputs s).
Similarly, define qrs = Pr(A outputs s) on input Cf,r, denoting by q0s the probability for r = (0, 0, . . . , 0). From
Stockmeyer’s counting algorithm [40], there exists an FBPPNP algorithm with access to A that produces an estimate
q˜s such that
|q˜s − q0s| ≤ q0s/poly(n). (44)
Then it holds that
|q˜s − p0s| ≤ |q˜s − q0s|+ |q0s − p0s|
≤ q0s/poly(n) + |q0s − p0s|
≤ (p0s + |q0s − p0s|)/poly(n) + |q0s − p0s|
= p0s/poly(n) + |q0s − p0s|(1 + 1/poly(n)).
From Markov’s inequality we have
Pr
s
(
|q0s − p0s| ≥ 
δ`n
)
≤ E(|q0s − p0s|)δ`
n

=
1
`n
∑
r(|q0s − p0s|)δ`n

= δ,
where r is chosen uniformly at random and we have used the fact that
∑
r(|q0s−p0s|) = . Therefore with probability
at least 1− δ,
|q˜s − p0s| ≤ p0s/poly(n) + (1 + 1/poly(n))
δ`n
. (45)
Finally, p0s = Pr(Cf,0 outputs s) = Pr(Cf,s outputs 0) = |Af,s(0)|2 and we conclude that, with probability at least
1− δ,
|q˜s − |Af,s(0)|2| ≤ (1 + 1/poly(n))
δ`n
+ |Af,s(0)|2/poly(n) (46)
as desired.
We now prove an anti-concentration result for CV-IQP integrals with finite squeezing and precision. The same
statement holds as well for integrals in the ideal case. From the Payley-Zigmund inequality, it holds that
Pr(|Af (0)|2 ≥ αE[|Af (0)|2]) ≥ (1− α)2E[|Af (0)|
2]2
E[|Af (0)|4] , (47)
where the expectation is taken over all circuits Cf,s in the corresponding family. This family can be, for instance,
defined as the class of circuits that leads to CV-IQP integrals that approximate weighted sums of #P-hard problems.
Following Ref. [24], we have that
E[|Af (0)|2] = ECf,s [|Af (0)|2]
= Es,Cf [
∑
s
|Af (0)|2]
=
1
`n
ECf [
∑
s
|Af (0)|2] = 1
`n
+ o(1)
where the correction o(1) comes from the fact that the values of s are restricted to the finite integration region. This
gives an expression for the numerator in the right-hand side of Eq. (47). For our purposes, it suffices to upper bound
the denominator. We have
E[|Af (0)|4] = ECf [|Af (0)|4]
≤ max
Cf
|Af (0)|4
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so we just need to upper bound |Af (0)| for all circuits. From Eq. (16), the integrand is upper bounded in absolute
value by 1 and therefore
|Af (0)| = | 1
(2pi)n
∫
DL
eif(q)e−is·qdqn|
≤ 1
(2pi)n
Vol(DL)
=
(
L
pi
)n
(48)
where we used Vol(DL) = (2L)
n. We then have that
E[|Af (0)|2]2
E[|Af (0)|4] ≥
(
L
pi
√
`
)4n
=
(√
∆pL
pi
)4n
(49)
where we have replaced ` = L/∆p. The expression on the right hand side can be made equal to a constant by fixing
L, a free parameter of our choosing, appropriately. In that case, by setting L such that
L =
pi
(∆p)2
(50)
for a given ∆p, we have
E[|Af (0)|2]2
E[|Af (0)|4] ≥ 1 (51)
and therefore
Pr(|Af (0)|2 ≥ αE[|Af (0)|2])
= Pr(|Af (0)|2 ≥ α`−n) ≥ (1− α)2. (52)
The condition of Eq. (50) together with a large enough value of L for a good approximation to the integral can
both be met simultaneously provided that ∆p is small enough. Note that even if equality does not hold exactly in
Eq. (50), as long as (√
∆pL
pi
)
= 1 +O(1/n) (53)
we have that (√
∆pL
pi
)4n
= (1 +O(1/n))
4n
= O(1). (54)
Thus, from now on we assume that L satisfies Eq. (50) and statements hold for integrals over the corresponding
hypercube. Integrals with a different value of L will themselves be exponentially good approximations to this one, so
the following results would apply for such integrals as well. By setting α = 12 , from Eq. (52), we conclude that
Pr(|Af (0)|2 ≥ 1
2
`−n) ≥ 1
4
(55)
as desired for the anti-concentration result.
