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協定（TCP Veno)被提出�TCP Veno採用一種新的隨機丟包檢測機制使其基 
於無線網路的傳輸性能性能獲得了極大的提高。另一方面，IETF建議在 
Internet標準中採用選擇應答技術（Selective Acknowledgement)。本論文硏究 








Wireless applications over the Internet are getting popular. Most of these applications 
make use of the TCP as the transport protocol. In the wireless environment, random 
packet loss due to bit errors is common. TCP performance can degrade quite significantly 
in such an environment because of its assumption that all packet loss is due to congestion. 
A new version of TCP, TCP Veno, has previously been proposed to improve performance 
by a novel random-loss detection mechanism. Separately, the use of Selective 
Acknowledgement (SACK), has been included as an Internet standard by the IETF. This 
thesis investigates the enhancement of TCP Veno by incorporating SACK mechanism into 
the TCP Veno. A TCP stack of the integrated version has been implemented and tested. In 
particular, measurements on the performance of the protocol have been performed on 
experimental networks. By means of simulation tool (ns) and real network experiments, 
we demonstrate that combining Veno and SACK can yield good throughput improvement 
up to 60% over pure SACK. We also argue that SACK TCPveJ and SACK TCP are 
compatible and can co-exist harmoniously in different network environments. 
‘Condensed version of the result of this thesis has been published in "Improvements Achieved by SACK 
Employing Equilibrium-Oriented Mechanism over Lossy Networks," IEEE EUROCON'2001, July 2001. 
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TCP is the reliable, connection-oriented, end-to-end error, flow and congestion control 
protocol in the Internet, providing reliable transfer of data (packets or segments). Many 
popular Internet applications including World-Wide Web (WWW), File Transfer Protocol 
(FTP) and email require reliable data delivery over the network. TCP is the most widely 
used transport protocol for this purpose. 
Steven [4], listed the four basic congestion control algorithms that should be 
included in any modem implementation of TCP. These algorithms are slow start, 
congestion avoidance, fast retransmit, and fast recovery. All these algorithms change the 
size of the congestion window, which is used to control the rate of information at which 
the sender can send out data. One mechanism ~ additive increase/multiplicative decrease 
[5] - is widely used. TCP decreases the congestion window when the level of congestion 
goes up and increases the congestion window when the level of congestion goes down. 
Mathis et al [2] proposed Selective Acknowledgement (SACK) to enhance the 
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TCP performance over high speed networks with large bandwidth-delay products. With 
the original Reno algorithm, the sender receives acknowledgements that indicate up to 
which packets have been received correctly. When received packets are interspersed with 
missing packets, the sender does not know about the reception of packets with higher 
sequence numbers than the missing packets. With SACK, the ACK contains information 
on which specific packets have been received correctly and thus allowing the sender to 
retransmit multiple lost segments in one round trip time. 
Simulation results of SACK TCP (Reno + SACK) over low and high delay paths 
are documented in [3]. It shows that SACK TCP can improve the network performance 
significantly when compared with earlier TCP implementations. Since SACK TCP can 
recover from multiple packet losses in a single window within one round trip time, it can 
deal with bursty loss in an efficient way and avoid unnecessary retransmit timeouts. 
TCP was designed and tuned to perform well in fixed networks, where the main 
objective is to utilize the available bandwidth and avoid overloading the network. 
However, for wireless applications running over the TCP, packet losses due to 
transmission errors on the wireless link may confuse TCP and yield a throughput far from 
the available line rate. 
1.2 Motivation and Proposed Solution 
It is well known that TCP behaves poorly in mobile and wireless environments, 
principally because of its premise that packet loss is induced by congestion. Optimizing 
TCP performance in a lossy environment has been an active research area for the last few 
years. SACK TCP and its variants (D-SACK [6], PACK [7], RH [8]) are all 
recovery-based. As with other recovery techniques (i.e. NewReno [9], NetReno [10])，the 
sending rate of a TCP connection is halved whenever packet loss is detected. This 
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unnecessarily lowers the throughput when the loss is due to bit errors rather than network 
congestion. 
Recently, a new implementation of TCP congestion control algorithm called TCP 
Veno has been proposed [1]. TCP Veno estimates the available bandwidth to discriminate 
the network state -- congestive state or non-congestive state -- and accordingly set the 
slow start threshold (ssthresh) when packet loss is detected by three duplicate ACKs. In 
addition, TCP Veno refines the AI (additive increase) algorithm of TCP Reno. 
Experiments and simulations show that TCP Veno not only achieves significant 
throughput improvement over TCP Reno, particularly in wireless networks, but also 
shows good compatibility and flexibility with current TCPs. 
TCP Veno is a congestion control policy that refines the AIMD of Reno based on 
distinguishing losses caused by congestion and bit errors. We believe that further 
improvement over TCP Veno can be derived if a good retransmission strategy such as 
SACK is incorporated. This forms the main theme of this thesis: the study of the 
performance of the TCP that integrates SACK and Veno. 
Our implementation is referred as SACK TCPveno- By means of simulation and 
real network e x p e r i m e n t s 2 , 肌 demonstrate that SACK TCPvenoCan obtain the satisfactory 
throughput improvement over SACK T C P � . We also show SACK TCPveno's 
compatibility with SACK TCP. 
2 We have implemented SACK TCPveno in NetBSDl. l , source code is available on 
http://www.broadband.ie.cuhk.edu.hk 
3 It is inappropriate for us to compare SACK TCPveno with SACK TCP, since the former is based on the 
refined congestion control algorithm and the later on recovery phase of TCP. In fact, these different 
modifications, both of which are beneficial to TCP from different angles, has not any confliction between 
them. 
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DIFF*BaseR TT > ssthresh is set to cwndiosJl, same as in Reno, because the network is 
likely to be in a congestive state. Note that all the above calculations are not executed 
when TCP is in the initial slow start stage. Veno has the same initial startup behavior as 




Based on the estimation of available bandwidth utilization, Veno's better throughput is 
achieved not at the expense of other connections. It can co-exist harmoniously with other 
TCP connections, including those that employ Reno and Tahoe. When it experiences more 
than one segment loss within a window, the data segment cannot be recovered within one 
RTT. 
SACK TCPveno combines the retransmission strategy of SACK TCP with the 
congestion control policy of TCP Veno. The main difference between SACK TCP and 
SACK TCPveno is the change from SACK TCP's AIMD (additive increase and 
multiplicative decrease) to TCP Veno's refined AIMD. 
Similar to TCP Veno, SACK TCPveno detects the utilization of available 
bandwidth in the network by estimating the amount of data packets in the bottleneck 
buffer to distinguish whether packet loss is due to network congestion or bit errors, and 
then controls the reduction amount of sending window accordingly. Additionally, it tries 
to stay longer in the equilibrium region (where the network available bandwidth is fully 
utilized) during the Additive Increase phase in order to reduce the congestion loss 
experienced by the current TCP connection. 
16 
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3.1 Distinguishing between Types of Packet Loss 
There are mainly two types of packet loss: 1) the congestive loss caused by buffer 
overflow (network congestion), and 2) the random loss caused by bit errors or other 
non-congestive reasons. 
A good flow control algorithm must be able to deal with network congestion as 
well as network under-utilization in an intelligent way. When the network is congested, 
TCP must reduce the transmission rate to alleviate congestion situation. When the 
network is lightly loaded, TCP must be able to increase the transmission rate so as to 
better use the available bandwidth. Conventional TCP deduces congestion based on the 
detection of packet loss. Even if the loss of packets is due to random bit errors, TCP 
reduces the transmission rate immediately, leading to under-utilization of the network 
bandwidth. The key to avoiding unnecessary triggers of the congestion-control 
mechanism is to be able to distinguish between congestive loss and random loss. 
TCP Veno uses the TCP Vegas [12] congestion avoidance mechanism to detect 
the network state. SACK TCPveno adopts the same idea, but with the addition of the SACK 
selective acknowledgement mechanism. It is known that the network capacity is usually 
measured by bandwidth delay product (BDP): the product of the available bandwidth and 
the round trip propagation delay (not including the queuing delay). When the amount of 
the outstanding data in the network is equal to BDP, the bandwidth will be fully utilized 
and almost no extra queue delay is encountered by sent data. But if the amount of 
outstanding data is larger than BDP, some data packets are accumulated in the buffer of 
the bottleneck link. Although fully utilized, the network is now trapped into a congestive 
state even though buffer overflow has not occurred yet. On the other hand, if the sending 
window is less than the amount of BDP packets or no packets are accumulated in the 
network buffer, we can declare the network to be under-utilized and in non-congestive 
17 
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State because there is available bandwidth not being used. 
In TCP Veno, when DIFF*BaseRTT < p, available bandwidth is regarded as 
under-utilized and TCP is in a non-congestive state since there are no more than packets 
queuing in the buffer of bottleneck link excluding data flowing along the path experienced 
by the current TCP connection. Otherwise, the available bandwidth is fully utilized and 
congestion state is entered when DIFF*BaseRTT > p. For some conservative estimation 
reason and dampening effect consideration, p is set to 3 in SACK TCPveno in the 
simulations and the experiments, same as in TCP Veno. This is used to separate the 
region between congestion state and non-congestion state. 
The evolution of congestion window between SACK TCP and SACK TCPveno in 
the lossy environment is compared in Figure 3.1. The BDP of the simulated network is 25 
packets (packet size is IkBytes). In the figure of SACK TCP, there are five packet losses 
due to congestions (buffer overflow) that are labeled as CI, C2, C3, C4 and C5 and four 
packet losses due to error that are labeled as Rl, R2, R3 and R4. It shows that each loss is 
treated as congestion loss and the window is always halved. 
In the figure of SACK TCPveno, the blue line represents the estimated number of 
packets in bottleneck buffer and the red line is the congestion window. There are three 
congestion losses and four random losses that are labeled as C# and R# respectively. It is 
found that all the congestion losses CI, C2 and C3 are correctly judged to be induced by 
congestion (since their corresponding estimated number of packet in bottleneck buffer is 
larger than 3，seeing to blue curve below). 
Among the four random losses, R2 and R3 occur in the non-congestive state since 
TCP connection has not reached the network available bandwidth (for single connection, 
the maximum available bandwidth equals to link capacity). Therefore, based on such 
unutilized deduction (the estimated number of the current window is lower than BDP), the 
sending window of TCP connections is reduced into 4/5 rather than halved. Referring to 
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evolution of SACK TCPveno，the estimation on these two random losses is correct. 
Whereas, referring to SACK TCPveno of Figure 3.1，two random losses (R1 and R4) 
are mis-judged as congestion losses since the random losses occur when the estimated 
number of packets accumulated in the bottleneck buffer is more than p. Therefore, their 
window is sharply cut into half. However, since these two losses occur close to the 
network congestive state and all of its available bandwidth has been utilized totally. In 
some sense, quickly leaving the network congestion is correct choice when such kind of 
random packet losses occurs. 
19 
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Figure 3.1: Changes of congestion window in SACK TCP and SACK TCPveno when there 
are random loss and congestion loss in the network. 
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3.2 Refined Multiplicative Decrease 
3.2.1 Algorithm 
A receiver sends a duplicate ACK on reception of each out-of-sequence packet. The 
SACK TCPveno sender interprets reception of three duplicate ACKs as packet loss and 
then it enters fast recovery phase. 
The sender retransmits a lost packet and cuts congestion window in half. 
Meanwhile, SACK TCP maintains one variable called pipe for trying to estimate the 
number of outstanding packet in flight, namely pipe = LW^-S as the initial value when 
fast retransmit is triggered. Following that, pipe is decreased by one segment for every 
received ACK since each received ACK (duplicate ACK or non-duplicate ACK) implies 
one data packet has left the network pipe. During recovery phase, the sender will suspend 
sending retransmitted data packet or new data until the pipe is less than half of the loss 
window. As soon as one data packet is sent to network by sender, pipe is increased by one 
segment, indicating that there is one more packet sent into network pipe. Therefore, the 
use of the pipe variable can decide when to send a packet, and SACK TCP sender tries to 
keep half of the loss window of data packets in the pipe. 
S A C K TCPveno performs same actions in the fast recovery phase as S A C K TCP, 
the main difference is its loss window is not always halved like SACK, it may be reduced 
less (1/5) or 1/2 depending on distinguishing between the network non-congestive state or 
congestive state. 
In details, if the packet loss is estimated to be due to congestive reason, the 
4 LOSS WINDOW (LW): The loss window is the size of the congestion window after a TCP sender detects 
loss using its three duplicate ACKs. 
21 
Chapter 3 SACK TCPveno 
window is set into half and tries to release the network congestion state as much as 
possible. Namely, 
if(DIFF*BaseRTT > P) 
cwnd = cwnd/2; 
If the packet loss is estimated to be due to non-congestive reason, TCP window 
size should not be dropped too severely. It means there is some available bandwidth not to 
be used. TCP Veno only reduces its current window to A!cwnd. Namely, 
if(DIFF*BaseRTT <P) 
cwnd = cwnd* 4/5; 
When packet loss occurs in congestive state and thus window is halved, SACK 
TCPveno behaves identical to S A C K TCP. However, when packet loss occurs in 
non-congestive state and then the window is only reduced by 1/5 as referring to Veno 
mechanism. In this situation, SACK TCPveno can keep a higher sending rate during fast 
recovery phase since the sender will send retransmitted data packet or new data earlier 
whenever the pipe is less than 4/5 of the loss window, as comparing to that the pipe is less 
than half of the loss window in SACK TCP. 
3.2.2 Recovery in Consecutive packet Losses 
In this subsection, we will study how TCP window evolves when multiple packet losses 
occur. Our study clearly shows that the refined MD algorithm implemented in SACK 
TCPveno can alleviate the consecutive window reduction induced by consecutive fast 
retransmits. 
Figure 3.2 and Figure 3.3 show the evolution of congestion window and the sent 
packet sequence number of SACK TCP and SACK TCPveno in the lossy network 
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environment. SACK TCP always cuts its window into half in the recovery stage, whereas 
SACK TCPveno cuts the window in a way that depends on the type of packet loss. 
Referring to Figure 3.2，at time 23s, SACK TCP experiences one packet loss due 
to bit error or other non-congestive reasons, its window size is mechanically cut by half 
from 23 packet to about 11 packets after this loss is detected by fast retransmit mechanism. 
Shortly after that, at 23.3s another packet is dropped because of bit errors, the sending 
window is again reduced from about 12 packets to 6 packets. After experiencing these two 
consecutive window reductions, TCP will spend a lot of time to reach the network 
capacity since its sending window (6 packets) is now far away from the network capacity 
ofBDP=25packets. 
Comparatively, SACK TCPveno only reduces this window from 22 to 13 packets 
after experiencing two consecutive random losses. Its positive impact on TCP 
performance can be clearly seen in Figure 3.3. One may suspect that when there are 
multiple connections, this aggressive window adjustment will be detrimental to other 
connections (e.g., other conventional TCP or SACK TCP connections) that share the same 
bandwidth. In Chapter 4，we will study SACK TCPveno's compatibility with SACK TCP 
connections in details and conclude SACK TCPveno indeed obtains improved performance 
without any bandwidth stealing from SACK TCP connections. 
Figure 3.3 contains a red 'x' and a blue ‘+，for each packet as it arrives and leaves 
the gateway. A black 'o' means the packet is lost either because the router's queue is full 
or because of random error. A green ‘.’ means that the segment's acknowledgment is 
received by the sender. Three packets with sequence number 2489，2525 and 2582 are 
lost due to random loss. In SACK TCP (blue line in Figure 3.2)，it slows down its 
outstanding rate by half for each packet lost detection. After three times of fast retransmit 
and fast recovery phases, it suffers from having cut the congestion window too much and 
cwnd becomes very small — in this case, 5. The network is severely under-utilized because 
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it can afford around 25 packets. On the other hand, SACK TCPveno's cwnd (red line of 
Figure 3.2) becomes 12 after experiencing three fast retransmit and fast recovery phases 
induced by those random packet losses. Since it knows from its probes that the network is 
under-utilized when window is evolving in additive increase phase and packet loss occurs, 
it only decreases the cwnd by 4/5 for each time. Therefore, SACK TCPveno can retransmit 
packets earlier and can send more new packets within the fast recovery phase when there 
is spared bandwidth. 
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Figure 3.2: Comparisons on the changes of congestion window between SACK TCP and 
SACK TCPveno when there are three consecutive random losses. 
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Figure 3.3: The flow of TCP packets in bottleneck buffer and the received ACKs in TCP 
sender side where three consecutive packet losses is caused by random loss. 
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3.2.3 Recovering Multiple Packet Losses within a Single Window 
It is known that the throughput of TCP without SACK is degraded when there are multiple 
packet losses within a window. In order to investigate this situation when losses are 
random, the behavior of TCP Veno, SACK TCP and SACK TCPveno are discussed and 
shown in the following figures. 
Figure 3.4 shows the behaviour of TCP Veno when four random losses are 
experienced within one single window. After receiving three DUPACKs at the sender, its 
congestion window is cut into 4/5 because the network is estimated to be in 
non-congestive state. However, although the first packet loss is detected, the Veno sender 
still does not know the following three packets are lost, as in TCP Reno. As a result, it has 
to wait for a long period until the later packets' retransmission timer has expired. In this 
long timeout period, no packet will be sent and the bandwidth of the network will be 
wasted. After retransmission timeout, TCP Veno starts its slow start mechanism again 
and the congestion window goes back to 1 packet. 
Figure 3.5 shows the zoom-in figure of the sequence number of TCP Veno. The 
sender is forced to wait for a retransmit timeout when four packets are dropped (2103, 
2105, 2107 and 2109) from a single window of data. 
The sender receives 18 duplicate ACKs for packet 2103 (it brings the congestion 
window to 17 where equals to 4/5 of loss window 22 and usable window^ to 25 where 
equals to 17 {cwnd) +18 (DUPACKs)). It retransmits packet 2103 on the third, and is able 
to send thirteen packets 2125-2137 as a result of receiving the 6th through 18th duplicate 
ACKs. After that, the ACK for packet 2105 brings the sender out of fast recovery with a 
usable window set to the congestion window of 17 (4/5 of the loss window 22). 
5 Usable window: how much data packet it can send immediately. It counts starting from the first data packet 
is sent but not ACKed. 
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The third dup ACK, corresponding to the receiver's receipt of packets 2125-2127, 
initiates the second fast retransmit and fast recovery and triggers a retransmission of 
packet 2105. Thus, it reduces the congestion window to 12 (4/5 of loss window 17) and 
sets the usable window to 15 (12+3). After that, the following ten dup ACKs, 
corresponding to the receiver's receipt of packets 2128-2137, brings the usable window to 
25 (15+10). However, the total of 33 unacknowledged packets from 2105 to 2137 
exceeds the usable window and no more new data packet can be sent until it receives 
another new ACK. 
The next ACK for 2106 brings the sender out of fast recovery again and it brings 
the congestion window and usable window to 12. However, the sender is frozen because 
the total of 31 unacknowledged packets 2107-2137 exceeds the congestion window and 
the ACK clock is lost. The sender must await a retransmission timer expiration to 
proceed. 
Once the timer expires, the sender retransmits packet 2107, receives an ACK for 
2108，and transmits 2109 and 2110. After a timer expiration, Veno sometimes retransmits 
packets (in this case, packet 2110) that is has already transmitted and that have already 
been cached at the receiver. 
From Figure 3.4 and Figure 3.5, it is shown that the total number of packets sent is 
less. Although TCP Veno can detect the first packet loss that is not due to congestion, it is 
not able to recover all losses. Without the SACK option, there is no additional information 
to tell sender which specific packets have or have not been received. 
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Figure 3.4: The behaviour of TCP Veno when there are multiple packets random lost 
within a window. (Upper) Changes of congestion window in TCP sender side and (Lower) 
the flow of TCP packets in bottleneck buffer and the received ACKs in TCP sender side. 
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Figure 3.5: Zoom in figure for the sequence number plot of TCP Veno examining four 
random packets loss within a window�. 
In Figure 3.6, we show the evolution of SACK TCP when four random packets are 
lost within a window. SACK TCP enters the fast recovery phase as soon as 3 DUPACKs 
are received. From the information provided by the SACK option, the sender knows 
which packets have or have not been received successfully. Thus, SACK TCP can 
6 Sender processing delay: the time-tick delay of the time interval for processing the received packets in 
sender side. The time-tick used in the simulation is 50ms. 
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recover all packet losses within one round trip time. 
Figure 3.7 shows the sequence number plot of SACK TCP in Figure 3.6 during 
fast retransmit and fast recovery phase in more details. There are 4 packets lost (2123, 
2125,2127 and 2129) within a window. 
When the sender receives first three duplicate ACKs (it corresponds to the 
receiver's receipt of packets 2124, 2126 and 2128) for packet 2123, the congestion 
window is set to 10 where equals to half of loss window 21 and the variable pipe is set to 
18 (loss window - 3). Then, it retransmits packet 2123 on the third duplicate ACK and 
pipe is increased to 19. Later, 10 more duplicate ACKs (it corresponds to the receiver's 
receipt of packets 2130-2139) for packet 2123 arrives and then pipe is decreased to 9. 
Sender is able to send one packet because pipe is smaller than cwnd. By the previous 
received duplicate ACKs, they contain SACK option to tell the sender which packets have 
not received. At this moment, the sender knows four lost packets have not received in 
receiver side, but it can only retransmit packet 2125 and then increases pipe to 10. After 
that, 4 more duplicate ACKs (it corresponds to the reception of packets 2140-2143) are 
received and the decrement of pipe lets the sender to send 4 more packets. At this time, 
the sender retransmits another two missed packets 2127 and 2129 and sends out two new 
packets 2144-2145. After that, the sender receives the ACKs for 2124, 2126 and 2128 
corresponding to the received retransmitted packet 2123, 2125 and 2127 respectively in 
the receiver side. Then, three new packets 2146-2148 are sent. Finally, the received ACK 
of 2143，it corresponds to the reception of the last retransmitted packet 2129, takes SACK 
TCP sender out of fast recovery. The sender then starts its linearly increase with 
congestion window starting from 10. 
However, the congestion window is still cut by half no matter regardless of the 
type of packet loss. During the recovery phase, the later three retransmitted packets can be 
sent starting from the reception of the DUPACK and then 5 new packets can be sent. 
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After the recovery phase, the additive increase algorithm is followed and the window is 
increased sluggishly from this smaller beginning value. 
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Figure 3.6: The behaviour of SACK TCP when there are multiple packets random lost 
within a window. (Upper) Changes of congestion window in TCP sender side and (Lower) 
the flow of TCP packets in bottleneck buffer and the received ACKs in TCP sender side. 
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Figure 3.7: Zoom in figure for sequence number plot of SACK TCP examining four 
random packets loss. 
The behavior of SACK TCPveno for the same situation is shown in Figure 3.8. 
SACK TCPveno senses that it is in non-congestive state when the packet is lost. So, it not 
only cuts the sending window less severely (1/5) than SACK TCP, but also it can identify 
which packets are actually lost with the help of SACK option. 
Figure 3.9 shows the details picture of the sequence number plot of SACK 
TCPveno in Figure 3.8 during fast retransmit and fast recovery phase. The situation is 
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similar to TCP Veno and SACK TCP with four packets loss randomly (2124, 2126, 2128 
and 2130) within a window. 
When the sender receives first three duplicate ACKs (it corresponds to the 
receiver's receipt of packets 2125, 2127 and 2129) for packet 2124 (it sets the congestion 
window to 16 where equals to 4/5 of loss window 21)，the variable pipe is set to 18 (loss 
window 一 3). Then, it retransmits packet 2124 on the third duplicate ACK and pipe is 
increased to 19. Later, 4 more duplicate ACKs (it corresponds to the receiver's receipt of 
packets 2131-2134) for packet 2124 arrives and then pipe is decreased to 15. Sender is 
able to send one packet because pipe is smaller than cwnd. By the previous received 
duplicate ACKs, they contain SACK option to tell the sender which packets have not 
received. At this moment, the sender knows the lost four packets have not received in 
receiver side, but it can only retransmit packet 2126 and then increases pipe to 16. After 
that, 10 more duplicate ACKs (it corresponds to the reception of packets 2135-2144) are 
received and the decrement of pipe lets the sender to send 10 more packets. At this time, 
the sender retransmits another two missed packets 2128 and 2130 and sends out eight new 
packets 2145-2152. After that, the sender receives the ACKs for 2125, 2127 and 2129 
corresponding to the received retransmitted packet 2124, 2126 and 2128 respectively in 
the receiver side. Then, three new packets 2153-2155 are sent. Finally, the received ACK 
of 2144, it corresponds to the reception of the last retransmitted packet 2130，takes SACK 
TCPveno sender out of fast recovery. The sender then starts its linearly increase with 
congestion window starting from 16. 
Since the constant output rate is controlled by the value of congestion window 
minus pipe during recovery phase, SACK TCPveno can retransmit the later three lost 
packets in a faster way starting from the reception of the DUPACK. Also, 11 new 
packets can be sent. After out of recovery phase, the cwnd is starting from 16 for entering 
the additive increase phase. 
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Figure 3.8: The behaviour of SACK TCPveno when there are multiple packets random lost 
within a window. (Upper) Changes of congestion window in TCP sender side and (Lower) 
the flow of TCP packets in bottleneck buffer and the received ACKs in TCP sender side. 
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Figure 3.9: Zoom in figure for the sequence number plot of SACK TCPvmo examining 
four random packets loss. 
By comparing the behaviours of TCP Veno, SACK TCP and SACK TCPveno 
experiencing multiple random packets loss within a window, SACK TCPveno can resolve 
both weakness of TCP Veno and SACK TCP. In case of TCP Veno, while it can detect 
the packet loss that is due to random error, it cannot recover all lost packets since no 
additional information tells the sender which packet have not received in the receiver side. 
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Consequently, ACK clock is lost and it waits for a long timeout idle period that wastes the 
available bandwidth. Finally, slow start is started and TCP Veno retransmits all the 
packets (starting from the packet that cannot be recovered) again, but some packets have 
already been cached at the receiver side. In case of SACK TCP, it can recover all losses, 
but it always cut its sending window sharply without distinguishing whatever kind of 
packet loss actually occurs. On the other hand, SACK TCPveno can distinguish which kind 
of packet loss before making decision to reduce the sending window. During the fast 
recovery phase, SACK TCPveno can send the second lost packet earlier than SACK TCP. 
Besides, SACK TCPveno can send more new packets than SACK TCP before it exits the 
fast recovery phase where the network is affordable and without any adverse effects 
caused. Finally, when entering the additive increase phase, SACK TCPveno obtains a 
larger cwnd that is much closer to the BDP than SACK TCP does. Hence, SACK TCPven� 
can reach the network capacity much faster than SACK TCP. 
3.3 Refined Additive Increase 
3.3.1 Algorithm 
After the fast recovery phase ends, SACK TCPveno performs the refined additive increase 
phase. The amount of cwnd increment is based on the current state of TCP ™ 
non-congested or congested, cwnd can be increased by one segment for every RTT if the 
estimated number of accumulated packets in bottleneck buffer is less than 3. Such 
evolving is similar to SACK TCP additive increase algorithm, namely 
if (DIFF*BaseR TT < p) //non-congestion state or network is under-utilized 
cwnd = cwnd+1 for every RTT 
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However, if there are more than 3 accumulated packets queuing in bottleneck 
buffer, this indicates that all the available bandwidth has been fully utilized and network is 
entering the congestion state even though there is no buffer overflow yet. TCP Veno 
increases the cwnd by one segment for every other RTT rather than for every RTT. This 
refined mechanism defers onset of buffer overflow and thus reduces the congestion loss 
without lowering the utilization of the available bandwidth. Meanwhile, the increment of 
the sending rate is slowed down. 
if (DIFF*BaseRTT > P) //congestion state or network is fully utilized 
cwnd = cwnd+J for every other RTT 
Figure 3.10 shows an example of the results of SACK TCPven�and SACK TCP 
when there is no random loss. We see that SACK TCPveno has an extended congestion 
avoidance period as compared to SACK TCP's. At the same time, the average sending 
rate of S A C K TCPveno is smoother than that of S A C K T C P . 
38 
Chapter 3 SACK TCPveno 
16, , , — ~ , , r - 
h - ,7^、,、 / ^ “ � //^、厂-1 ‘ Z \ / \ / \ r K 1/ ！ i SACK TCPvwio's congestion window (cwnd) | 
^ g — sending rate 
i - - - estimated number of packet in the buffer (est pklin buf) | • 
I 广、 /、 广 
V , � ’ 1 , / \ 
£ I / i 
S ‘ / 1 / I ，2- I 丨 , / � ' ， • � � ； -
？''」、。' ；:,.'、？ ；厂|,一| I, 
” 丨、Z \ o' » ‘ 1 1 1 
20 30 40 50 60 70 dO 
time (s) 16| , 1 1 , , 1 IkVW 
I  
• ——SACK TCPs congestion window (cwnd) * 6 - I ——sending rate -
？ 
2 - -
0' ‘ ‘ » 1 X  
20 30 40 50 60 70 60 
time (s) 
Figure 3.10: (Upper) Congestion window, sending rate of SACK TCPveno and the number 
of estimated packets at the bottleneck buffer (Lower) Congestion window and sending 
rate of SACK TCP. 
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3.3.2 Advantages 
By this refined additive increase mechanism, SACK TCPveno can extend the additive 
increase duration of SACK TCP and stay longer in the equilibrium region. Here 
equilibrium region is defined as the region in which all the available bandwidth has been 
fully utilized and there is no buffer overflowing. 
Figure 3.11 and Figure 3.12 shows the evolution of both SACK TCP and SACK 
TCPveno in no lossy network environment. Obviously, there are 7 AIMD cycle periods in 
SACK TCP but only 5 in SACK TCPveno within the same time duration. Because of the 
extension of additive increase phase, SACK TCPveno can decrease the number of 
congestion loss. 
Let us see the one-cycle average utilization of both SACK TCP and SACK 
TCPveno. The Value of the horizontal line in Figure 3.7 and 3.8 is 25，which is equal to 
BDP (=22) plus 3 packets (estimated packets in the bottleneck buffer). This line clearly 
separates over-utilized and under-utilized regions. In one cycle of SACK TCPveno, about 
551 packets are successfully sent from time 6.6s to 9.5 seconds, its average throughput at 
this period is 190 packets/s, In contrast, for SACK TCP, there is only about 414 packets 
sent successfully from time 5.8s to 8s cycle, its average throughput is 187 packets/s. 
Therefore we conclude that SACK TCPveno has an improvement over SACK TCP even in 
the non-lossy environment because of its refined additive increase algorithm that actually 
dominates the most part of TCP evolution. This will be much obvious when the 
normalized buffer size (the ratio of available bottleneck buffer to BDP of TCP connection) 
[13] is less than one. We will study this in detail in chapter 5. 
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Figure 3.11: The behaviour of SACK TCP in the wired network during Additive Increase 
phase. (Upper) Changes of congestion window in TCP sender side and (Lower) the flow 
of TCP packets in bottleneck buffer and the received ACKs in TCP sender side. 
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Figure 3.12: The behaviour of SACK TCPveno in the wired network during Additive 
Increase phase. (Upper) Changes of congestion window in TCP sender side and (Lower) 
the flow of TCP packets in bottleneck buffer and the received ACKs in TCP sender side. 
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3.4 Other Issues 
3.4.1 Two Side Modifications 
Two-sided Modifications - on both receiver and sender sides - are needed when 
traditional TCP Reno is enhanced to SACK TCPveno because SACK option and recovery 
strategy are added. Nowadays, SACK is being implemented in many OS [14][15], thus 




In this chapter, experimental results are shown to demonstrate the performance 
enhancement of SACK TCPveno over SACK TCP. We have tested SACK TCPveno 
extensively across the public Internet together with the Dummynet network. These results 
show that SACK TCPveno behaves well across a very wide range of network conditions. 
Under less random packet loss conditions, the behavior of SACK TCPveno is generally 
similar to that of SACK TCP with only a small improvement; but under heavy random 
loss, SACK TCPveno connection shows significant improvement without adversely 
affecting other TCP connections. 
4.1 The Network Scenario 
Figure 4.1 shows an experimental network topology. Single-connection and multiple 
connections experiments in this chapter are conducted using this set-up. Srcl ... SrcN are 
the TCP senders including SACK TCP and SACK TCPveno of NetBSDl.l and 
Dstl."DstN are the TCP receivers by using Linux OS that implements SACK options. 
The links are labeled with their bandwidth capacity and delay. All the buffer size of the 
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senders and receivers are set to 64kbytes. The packet size used in all experiments is 
1460bytes. A drop-tail router is set up by using Dummynet embedded in FreeBSD4.2, and 
we can use IPFW[\6][\1] command to configure forward / backward buffer size Bf! Br, 
forward / backward bandwidth BWf/BWr, forward / backward propagation delay Df! A*, 
forward / backward packet drop rate Lf / Lr. 
Packet direction 
— • 丁 
Src 1 Dst 1 
X Dummynet X  
. ' l O M b p ^ T h i ^ / A W s W r , Df, Lf \ ‘―；~ 
, 4 "j— 10Mbps, 1ms 
z 义 状 i ^ ’ . 呕 , ： 
SrcN 7 DstN 
10Mbps, 1ms  
^  
Ack direction 
Figure 4.1: Dummynet network configuration. 
In the following experiments, we assume the sources have infinite data to send 
destinations. 
4.1.1 Dummynet 
Dummynet [17] is a flexible tool designed for testing networking protocols such as TCP. 
It is used on FreeBSD machines acting as routers and then simulates queue and bandwidth 
limitations, delays, packet losses, and multipath effects. 
Dummynet works by intercepting packets in their way through the protocol stack, 
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and passing them through objects called pipes. The objects of pipe simulate the effects of 
bandwidth limitations, propagation delays, bounded-size queues and packet losses. Each 
pipe can be configured separately by ipfw commands of FreeBSD. By using these 
commands, different limitations (e.g. delay, bandwidth, loss rate) can be applied to 
different traffic traversing over routers. 
In the experiments, we set up full-duplex communication channel, acting as a 
bottleneck when traffic flows from Src to Dst” Following lists ipjw command sets, 
ipfw flush 
ipfw add pipe 1 ip from Src_ip to Dst ip 
ipfw add pipe 2 ip from Dst ip to Src_ip 
ipfw pipe 1 config bw queue 5/plr Ly delay Df 
ipfw pipe 2 config bw BWr queue Br plr delay Dr 
where "ipfw flush" clear all the previous setting. Then, a forward channel pipe 1 
that allows IP packet flowing from the sender with IP address Src ip to the receiver with 
IP address Dst一ip is added. In order to allow full duplex communication, another channel 
pipe 2 that allows traffic flowing from the receiver with IP address Dst ip to the sender 
with IP address Srcjp is also added. Finally, both forward and backward channels are 
configured. The related parameters such as bandwidth (BWf and BWr), buffer size (5/and 
Br), propagation delay {Df and Dr) and random packet loss rate {Lf and I �a r e set 
associated with these pipes. 
For example, we set both forward and backward channels to bandwidth of 
1.6Mbps, buffer size 12 packets, and propagation delay 60ms with random packet loss 
rate of 1 %. The above commands are set as the followings. 
ipfw pipe 1 config bw L6Mbit/s queue 12 plr 0,01 delay 60ms 
ipfw pipe 2 config bw L6Mbit/s queue 12 plr 0,01 delay 60ms 
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4.2 Experiment Results 
4.2.1 Single Connection 
In this section, the congestion window evolution of SACK TCPveno and SACK TCP is 
investigated. Then, the comparisons of SACK TCPveno and SACK TCP on the sending 
rate and the throughput under different packet-loss probabilities, buffer size and 
propagation delay are studied. 
4.2.1.1 Congestion Window Evolution 
Figure 4.2 shows the SACK TCPveno 's and SACK TCP's congestion window evolution 
with loss probability of 1 %. The bottleneck in Figure 4.1 is set to 800kbps link speed with 
the propagation delay 70ms and the buffer size 8 packets. 
In Figure 4.2, the congestion window of SACK TCPveno fluctuate around the 
equilibrium point (BDP « 10 packets) of the connection, in contrast congestion window of 
SACK TCP is away from system equilibrium during most evolution period. Generally 
speaking, SACK TCPveno utilizes more bandwidth than SACK and can significantly 
eliminate performance degradation suffered from the serious random loss. In this case 
(random loss rate of 1 %), the throughput of SACK TCPveno (38 pkt/s) is 58% higher than 
that of SACK TCP (24 pkt/s). 
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Figure 4.2: Congestion window evolution of SACK TCP and SACK TCPveno over 
dummynet with loss rate 1% 
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4.2.1.2 Sending Rate and Throughput Evolution 
The previous section o f congestion window evolution roughly shows that SACK TCPveno 
can perform better in lossy networks. In this section, we investigate the sending rate and 
throughput of SACK TCP and SACK TCPveno and compare their performance. The effect 
of different loss rate on these two different TCPs is explored. In real networks, buffer size 
and propagation delay are also the factors to affect TCP behavior. Therefore, we also 
study the performance of these TCPs under different buffer size or propagation delay in 
wired and wireless networks. 
The sending rate can show the ability of the TCP sender to adapt the change of 
network. It captures the number of bytes sent within a fixed time interval that is around 
several RTT. On the other hand, the throughput is the number of bytes that the receiver 
actually receives within a fixed period. The throughput is obtained by the different 
between the starting sequence number and the ending sequence number of the ACKs that 
the sender receives divided by the total sent time. In this experiment, we use tcpdump [ 18] 
to capture all the packet header information. 
4.2.1.2.1 Impact of Packet Loss Rate Due to Lossy Link 
Figure 4.3 illustrates the sending rate evolution of a TCP connection running over the 
network configuration in Figure 4.1 with loss probabilities ranging from 0.01% to 10%, Bf 
=12 packets, BWf 二 BlVr= 1.6Mbps, Df =Dr = 60ms and the maximum segment size of 
1460bytes. In this three-dimension graph, z-axis is the sending rate of TCP connections; 
x-axis is time; y-axis is loss probability. The duration of all experiments is 200s. 
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Figure 4.3: The sending rate of SACK TCP and SACK TCPveno in the networks with loss 
prob. ranged from ICT* to 10''. 
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In Figure 4.4，the throughput of SACK TCP and SACK TCPveno under different 
packet loss rate in the lossy link are shown. It is observed that the throughput of SACK 
TCPveno is always higher than that of SACK TCP under different random loss 
probabilities. This figure clearly shows that SACK TCPveno has significant improvement 
over SACK TCP in heavy loss situation while at low loss rate the throughput of SACK 
TCPveno is roughly similar to that of SACK TCP. Specifically, SACK TCPveno is 60% 
higher than SACK when random loss is near 1%, and 5% higher when random loss rate is 
near 0.01%. 
BW = 1,6Mbps，RTT = 120ms, buffer size = 12 
200 —   
180 I — 十 SACK TCPv咖 
160 
I MO  
S 120 \ \  I • w—— 
1 80 I 60 — W ~ 
0 J 
10-5 10^ lOf 10^ 10-1 
packet loss rate 
Figure 4.4: Comparison of the throughput between SACK TCPveno and SACK TCP in the 
networks with different packet loss rate. 
However, it is worthwhile to emphasize that under high loss rates, both SACK 
TCP and SACK TCPveno experience frequent timeouts, and each one is difficult to 
maintain its self-clocking property. Referring to Figure 4.3 the performance of both TCPs 
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degrade seriously at loss rate 10"' because both of TCP window are halved induced by 
frequent timeout actions. 
4.2.1.2.2 Impact of Buffering 
The effect of buffer on the bottleneck link is related to the BDP of the network. For LANs, 
the round-trip delay of the connection is small, so that the BDP could be much smaller 
than the buffering in the bottleneck link. However, in WANs that usually have the larger 
round-trip delay, the buffering on the bottleneck link is typically of the same order of 
magnitude as, or smaller than the BDP. As defined in [13], in most cases we use the 
normalized buffer size -- ratio of the bottleneck buffer size to BDP — describe this 
situation for differentiating between LAN and WAN. In this experiment, the impact of 
different value of normalized buffer size is investigated by measuring the sending rate and 
the throughput of SACK TCPveno and SACK TCP. 
The sending rate evolution with different size of the normalized buffer is shown in Figure 
4.5 and Figure 4.6. The network configuration in Figure 4.1 with the BWf =BWr = 
1.6Mbps, Df=Dr = 60ms and the varying buffer size is showed in following table. 
Normalized buffer size 0.3 0/7 
Buffer (packets) {Bf, Br) 5 12 16 32 
Table 4.1: Settings of bottleneck buffer size in different normalized buffer size. 
In Figure 4.5, no random loss is generated in the network. It is shown that both 
TCP versions can obtain smooth sending rate with the maximum utilization when buffer 
space is sufficiently large (the normalized buffer size > 1). When the normalized buffer 
size is 0.7, the sending rate of SACK TCPveno oscillates less frequently than that of SACK 
TCP. In other word, the sending rate of SACK TCPveno is smoother than SACK TCP in 
wired networks. 
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pkt loss rate = 0. BW = 1.6Mbps, RTT = 120ms 
SACK TCP 
normalized buffer size 0 3 ' � 0 time (s) 
pkt loss rate = 0. BW = 1.6Mbps, RTT = 120ms 
隨 T C P v 柳 
normalized buffer size 0 3 q time (s) 
Figure 4.5: The sending rate of SACK TCP and SACK TCPveno in the wired networks 
with different normalized buffering size. 
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In Figure 4.6, the network with packet loss rate 1% is tested under varied 
normalized buffer size. By comparing the sending rate of SACK TCPveno with that of 
S A C K TCP, S A C K TCPveno maintains its sending rate higher than S A C K T C P regardless 
of the values of normalized buffer. 
Figure 4.7 illustrates the throughput of two TCP versions on different normalized 
buffer size in wired or lossy networks. There is no difference between the throughput of 
SACK TCPveno and SACK TCP on the network without random loss. Also, both TCPs 
performance suffer severely since bursty losses have dominated the most part of the 
connection evolution in case of 0.1. In lossy networks, the line of SACK TCPveno always 
stays higher than that of SACK TCP. If the normalized buffer size is larger than or equal 
to 0.3, the throughput lines stay around the same level. Thus we can conclude that 
different values of the normalized buffer size do not impact the significant improvement 
o f S A C K TCPveno. 
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Figure 4.6: The sending rate of SACK TCP and SACK TCPveno in the lossy networks with 
different normalized buffering size. 
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Figure 4.7: Comparison of the throughput between SACK TCPveno and SACK TCP in the 
networks with different normalized buffer size. 
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4.2.1.2.3 Impact of Propagation Delay 
The sending rate evolution with different propagation delay is shown in Figure 4.8 and 
Figure 4.9. The network configuration in Figure 4.1 with the link speed 1.6Mbps and the 
corresponding settings listed in Table 4.2 on different propagation delay with normalized 
buffer around 0.7 is set up. 
Propagation delay ( m s ) ^ 1 2 0 ^ ^ 
Buffer (packets) 5 12 17 Ys 
Table 4.2: Settings of bottleneck buffer size in different propagation delay. 
In Figure 4.8，no random loss is generated in the network. It indicates that the 
smaller the propagation delay, the higher the oscillation frequency of sending rate in both 
TCPs. However, all oscillation frequencies in SACK TCPveno are lower than that of 
SACK TCP with the same propagation delay settings on 60ms, 120ms and 180ms. So, 
SACK TCPveno is smoother than SACK TCP in the sending rate of wired networks. 
57 
Chapter 4 Experiments 
pkt loss rate = 0, BW = 1.6Mbps, normalized buffer size = 0.7 
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Figure 4.8: The sending rate of SACK TCP and SACK TCPveno in the networks without 
random loss with different RTT. 
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In Figure 4.9, the network with packet loss rate 1% is tested under varied 
propagation delay. By comparing the sending rate on different propagation delay, SACK 
TCPveno keeps its rate much closer to catch up the BDP than SACK TCP does. This 
shows SACK TCPveno enhances SACK TCP in lossy networks no matter what the length 
of propagation delay is. 
Figure 4.10 illustrates the throughput of two TCP versions on different 
propagation delay in wired or lossy networks. SACK TCPveno maintains its throughput in 
a little bit higher than SACK TCP's on the network without random loss. On the network 
with random loss, it is clearly shown that the line of SACK TCPveno always stays higher 
than the line of SACK TCP. If the RTT is larger, the percentage of throughput 
enhancement by SACK TCPveno is larger. No matter what the length of propagation delay 
is, it does not influence the improvement of SACK TCPveno on lossy networks. 
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Figure 4.9: The sending rate of SACK TCP and SACK T C P v e n o in the lossy networks with 
different RTT. 
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Figure 4.10: Throughput of SACK TCPveno and SACK TCP in the networks with different 
RTT. 
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By comparing the sending rate and throughput on different loss rate, on different 
buffering size and on different propagation delay, all results show that SACK TCPveno can 
improve SACK TCP significantly in lossy network. Also, SACK TCPveno is not harm, 
and even have small improvements in wired networks. 
4.2.2 Multiple Connections 
In real network, many TCP connections will share the same bottleneck path. It is 
important that the same TCP versions must have a fair share on the network bandwidth. 
Also, it is better that different types of TCP are compatible each other without any conflict. 
In the following sections, the fairness and compatibility issues are investigated. 
4.2.2.1 Fairness 
In this section, the fairness of SACK TCPveno among multiple connections when they 
share the same bottleneck is investigated. 
The sequence number versus time plot is used for illustrating the fairness among 
the same type of TCP in multiple connections. The sequence number of the received 
ACK and the received time are logged in the sender side in order to show the throughput 
when time goes. The trace of the sequence number can show how multiple connections 
share the same bottleneck bandwidth. When the connection's sequence number is higher 
than another connection's sequence number at a particular moment of time, it means the 
connection can share more bandwidth. 
Figure 4.11 shows multiple connections of SACK TCP (red lines) or multiple 
connections of SACK TCPveno (blue lines) with number of connections ranged from 2 to 4 
under network configuration without random loss in Figure 4.1. It shows that all the lines 
stick closely together in both of the SACK TCP or SACK TCPveno no matter what the 
number of connections (2,3 or 4) is. Also, from Table 4.3，the fairness (F) for each SACK 
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TCPveno connection (48.84%, 51.16%) is nearly the same in case of 2 connections. In case 
of 3 connections, the fairness percentages of each SACK TCPveno are 33.65%, 34.10% 
and 31.95%. For 4 connections of SACK TCPveno, the fairness percentages are 25.89%, 
25.02%, 24.49% and 24.60%. It is shown that SACK TCPveno can share the network 
bandwidth fairly among them so do SACK TCP. In SACK TCP connections, the fairness 
percentages in 2，3 or 4 connections are also nearly the same, so SACK TCP is also a fair 
protocol. 
Table 4.3 also shows that all total throughputs of SACK TCPveno connections are 
little bit higher than that of all SACK TCP connections under 2, 3 or 4 connections. 
S A C K T C P S A C K TCPveno 
"2C i 2 Total i 2 Total 
~ U 9 7 l 3 185.86 9 U 7 TsiO? 
52.26% 47.74% 48.84% 51.16% 
3C i 2 3 Total 1 2 ~ 3 T o t a l 
"~U 113.39 138.45 123.75 375.59 126.66 1 2 9 . 4 7 1 2 0 . 2 7 3 7 ^ 
3 0 . 1 9 % 3 6 . 8 6 % 3 2 . 9 5 % 3 3 . 6 5 % 3 4 . 4 0 % 3 1 . 9 5 % 
4C I " " “ 1 " " “ “ " 2 3 " " “ ~ Total 1 " " “ 2 “ “ ~ 3 “ “ 4 T o t a l 
" U " 122.22 122.13 118.11 108.20 470.66 122.07 117.95 115.46 115.99 47^46 
25.97% 25.95% 25.09% 22.99% 25.89% 25.02% 24.49% 24.60% 
Table 4.3: Throughtput (KBytes/s) of multiple connections from 2 to 4 in case of without 
random loss. (C = connection, U = utilization (KBytes/s) and F = fairness = IJ# / UTotal). 
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Figure 4.11: Fairness of multiple connections in wired networks. 
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Figure 4.12 shows the ACK sequence number of 2，3 or 4 TCP connections that are either 
SACK TCP or SACK TCPveno with the same network configuration done by the 
experiment in Figure 4.11 except with packet loss rate 1%. No matter the number of 
connections are, SACK TCPveno connections among themselves are as fair as SACK TCP 
connections. However, by comparing the total throughput, SACK TCPveno is always 
higher than SACK TCP from Table 4.4. For 2 connections, the total throughput of SACK 
TCPveno (181.3 pkt/s) is higher than that of SACK TCP (160.0 pkt/s) in 13.6%. In case of 
3 connections, SACK TCPveno with the total throughput 353.23 pkt/s that is 32.8 % higher 
than that of SACK TCP with the total throughput 265.98 pkt/s. When there are 4 
connections sharing the same bottleneck link, SACK TCPveno ' s total throughput (453.90 
pkt/s) is also more than SACK TCP (326.21 pkt/s) in 27.4%. It is shown that SACK 
TCPveno connections can utilize the extra spare bandwidth, but SACK TCP cannot utilize 
in the same case. 
SACK TCP SACK TCPveno 
1 I 2 丨 Total i 2 p r ^ 
" U 159.96 9230 T s T ^ 
~ F 50.49% 49.51% 50.76% 49.24% 
3C i 2 ~ 3 “ Total 1 2 " " " 3 P f ^ 
"Ti S T S 87.60 265.98 114.19 1 2 1 ? ^ 1 1 7 . 2 9 35323 
~ F 3 6 . 3 0 % 3 0 . 7 7 % ~ 3 2 . 9 3 % 3 2 . 3 3 % 3 4 . 4 6 % 3 3 . 2 1 % 
4C " “ i 2 “ ” 3 “ 4 Total 1 “ “ 2 " " ” ~ 3 ~ 4 Total 
" U 9 0 . 3 5 8 3 . 1 9 9 6 . 8 5 85.82 356.21 112.30 114.18 116.06 111.36 4 5 ^ 
F 25.36% 23.36% 27.19% 24.09% 24.74% 25.16% 25.57% 24.53% 
Table 4.4: Throughtput (KBytes/s) of multiple connections from 2 to 4 with packet loss 
rate 1%. (C = connection, U = utilization (KBytes/s) and F = fairness = U# / UTotal). 
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By this experiment, SACK TCPveno is fair when it shares the bandwidth with 
themselves no whether there is random loss or not. In case of lossy network, SACK 
TCPveno can obtain higher throughput than SACK TCP because it can utilize the spare 
bandwidth in the network by distinguishing the packet loss between congestion loss and 
random loss. 
4.2.2.2 Compatibility 
In this subsection, the performance for multiple co-existing connections of SACK 
TCPveno and SACK TCP is illustrated when they share the same network bandwidth. 
Figure 4.13 verifies the compatibility between SACK TCPveno and SACK TCP in 
wired network without random loss. The network topology in Figure 4.1 is used and a 
mixture of three TCP connections sharing a common bottleneck link 3.2Mbps with 
propagation delay 120ms and buffer size 24 packets is run. The lower figure in Figure 
4.13 shows the sequence number evolution of three SACK TCP connections (red lines) 
when run simultaneously, and the upper figure in Figure 4.13 shows the results when two 
SACK TCP connections (red lines) and one SACK TCPveno connection (blue line) are run 
simultaneously. As shown in the two figures, SACK TCPveno competes for resources with 
SACK TCP in a fair manner without stealing any bandwidth from SACK TCP when no 
random loss is assumed. 
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Figure 4.13: Compatibility between SACK TCPveno and SACK TCP in wired networks 
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Figure 4.14 shows the results of the same experiments but with random loss rate of 
10-2. It is observed that the performance of two SACK TCP connections in the upper 
figure are close to those in the lower figure while the SACK TCPveno connection in the 
upper figure exhibits significantly superior performance than the SACK TCP connections. 
Therefore, the SACK T C P v e n o ' s improvement over SACK TCP connections are 
attributable to the efficient utilization of the available bandwidth and is not brought about 
by "stealing" bandwidth aggressively from SACK TCP connections. 
In the upper figure, the throughput of SACK TCPveno and SACK TCP 1 and 
SACK TCP 2 are 127.0 pkt/s, 81.8 pkt/s and 94.0 pkt/s respectively. The total throughput 
is 302.9 pkt/s. In the lower figure, the throughputs of 3 SACK TCP connections are 96.5 
pkt/s, 87.6 pkt/s and 81.8 pkt/s accordingly and the total throughput among these 3 
connections is 266.0 pkt/s. By means of total throughput, there is 13.9% improvement 
when replacing one SACK TCP connection to SACK TCPveno connection in the network. 
SACK TCPveno is a promising way to enhance SACK TCP because it can co-exist 
with SACK TCP without conflict. 
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Figure 4.14: Compatibility between SACK TCPveno and SACK TCP in lossy networks 
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We have seen consistently from all of our experiments that at a high random-loss 
rate SACK TCPveno flows receive higher bandwidth than SACK TCP flows. This is 
because by employing a mechanism that distinguish between congestion loss and random 
loss, SACK TCPveno increase its window more aggressively under higher loss than SACK 





In this thesis, we have proposed a new TCP version, SACK TCPveno, which combines TCP 
Veno congestion control and SACK TCP retransmission strategy to achieve performance 
improvement. By distinguishing between types of packet loss, the amount of sending rate 
reduction can be adjusted to achieve better performance. 
The essence of the Veno algorithm is as follows. If the packet lost is caused by network 
congestion, the sending rate is halved in order to alleviate congestion. If the packet loss is 
caused by random loss, 20% of the original sending rate is reduced to prevent 
under-utilization of the network bandwidth due to false detection of congestion. When 
congestion is detected, the increment of sending rate will be slowed down. In addition, 
SACK TCPveno also attempts to stay longer in the additive increase phase . 
The advantage of TCP Veno is its ability to fully utilize the network bandwidth in 
lossy channel. However, it is not able to deal with bursty loss. Although SACK TCP is 
able to handle bursty loss, it often leads to under-utilization of the network bandwidth. 
Our proposed scheme is a hybrid of TCP Veno and SACK TCP. It can fully utilize the 
network bandwidth in lossy channel, yet it is also able to handle bursty loss. 
We have investigated the performance of SACK TCPveno under different network 
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conditions by conducting experiments in real networks. The results show that the 
proposed solution can utilize the network bandwidth independent of the packet loss 
probability, network buffer size and propagation delay. We have demonstrated our SACK 
TCPveno can increase the throughput of SACK TCP up to 60%. 
Also, we have verified the fairness and compatibility issues. When multiple 
SACK TCPveno and SACK TCP connections share the same network bandwidth, the 
bandwidth acquired by the connections are roughly the same when there is no random loss. 
However, when there is random loss, SACK TCPveno connections can achieve higher 
throughput. We are able to show that this improvement is not at the expense of SACK 
TCP connections because even if we replace the SACK TCPveno with SACK TCP 
connections so that all connections are SACK TCP, the throughput of each SACK TCP 
connection does not improve. In other words, the improvement of SACK TCPven�is due 
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