Originally devised for baseball, the Pythagorean Won-Loss formula estimates the percentage of games a team should have won at a particular point in a season. For decades, this formula had no mathematical justification. In 2006, Steven Miller provided a statistical derivation by making some heuristic assumptions about the distributions of runs scored and allowed by baseball teams. We make a similar set of assumptions about hockey teams and show that the formula is just as applicable to hockey as it is to baseball. We hope that this work spurs research in the use of the Pythagorean Won-Loss formula as an evaluative tool for sports outside baseball.
I. Introduction
The Pythagorean Won-Loss formula has been around for decades. Initially devised by the well-known baseball statistician Bill James during the early 1980s, the Pythagorean Won-Loss formula provides the winning percentage (WP) a baseball team should be expected to have at a particular time in a season based on its runs scored (RS) and allowed (RA): Early on, James believed the exponent to be two (thus the name "Pythagorean" from a sum of squares). Empirical examination later advised that was more suitable. For years, baseball statisticians used the Pythagorean Won-Loss formula to predict a team's won-loss record at the end of the season. "Sabermetricians" (statistical analysts affiliated with the Society of American Baseball Research) also used the percentage to comment on a team's level of over-performance/under-performance as well as the value of γ adding certain players to their lineup. Until recently, however, the Pythagorean Won-Loss formula had been devoid of any theoretical justification from first principles. Miller (2007) addressed this issue by assuming that the RS and RA follow independent Weibull distributions and subsequently derived James's formula by computing the probability that the runs a particular team scores exceeds the runs it allows. He found, as empirical observation had consistently suggested, that the most suitable value of γ was indeed approximately 1.8.
A few researchers have applied Bill James's model to other sports. For example, Schatz (2003) applied the model to football and determined that an appropriate value of γ is around 2.37. Oliver (2004) did the same for basketball and determined that an appropriate value of γ is around 14. Rosenfeld et al. (2010) drew upon this research and used the Pythagorean Won-Loss formula to predict overtime wins in baseball, basketball, and football. Cochran and Blackstock (2009) applied the Pythagorean Won-Loss formula to hockey, (as did Marc Foster as far back as 2001as have Chris Apple and Marc Foster (Apple and Foster 2002; Foster 2010) .). Cochran and Blackstock They used least squares estimation to estimate James's model as well as several modifications of it. They found that James's original Pythagorean Won-Loss formula, with a value of γ around 1.927, is just as accurate as the results produced by more complex models.
Few outside of Alan Ryder (hockeyanalytics.com), however, have provided a theoretical verification from first principles for applying the Pythagorean Won-Loss formula to any sport other than baseball. We add to his efforts here. Specifically, we make the same assumptions that Miller (2007) made for baseball and find that the Pythagorean Won-Loss formula applies just as well to hockey as it does to baseball. Our results thus provide theoretical justification for using the Pythagorean Won-Loss formula, initially intended for baseball, as an evaluative tool in hockey Our work is organized as follows. We first discuss our model and estimation results; in particular, we sketch the derivation of the Pythagorean Won-Loss formula. Afterwards, we examine our model's statistical validity by performing tests of statistical independence as well as goodness of fit. Our statistical independence tests make it clear that dependence between goals scored (GS) and goals allowed (GA) for any hockey team, if present, is quite weak. Finally, we conclude by summarizing our findings and discussing potential avenues of future research.
II. Model Development
In this section, we prove that if GS and GA are drawn from independent translated Weibull distributions then the Pythagorean Won-Loss formula holds. Specifically, we assume that the distribution of the number of goals a hockey team scores and the number of goals it allows each follow independent translated two-parameter Weibull distributions with the following probability density functions: 
are indicator variables that are equal to 1 if their arguments are greater than -0.5 and are zero otherwise. We specifically translated the Weibull densities by a factor of 0.5 to ensure that our data (the integer representing the score) is at the center of the bins for our chi-squared goodness of fit tests. Continuous distributions are used to facilitate computation by transforming sums into integrals, and facilitate getting a simple, closed-form expression such as the Pythagorean formula. Of course, continuous distributions do not truly represent reality as baseball and hockey teams only score integral values of points; however, the Weibull is a flexible distribution and by appropriately choosing its parameters, it can fit many data sets. Miller (2007) showed the Pythagorean Won-Loss formula can be derived by computing the probability that the number of goals a team scores is greater than the number of goals it allows. We sketch the argument below: 
The mean goals scored (GS) and mean goals allowed (GA) for our translated Weibull densities are: (Casella and Berger 2002; Miller 2006) . Therefore, after a bit of algebra: In the next two sections, we test the fundamental assumptions our model makesnamely statistical independence between goals scored and goals allowed and the appropriateness of the Weibull densities to model our data.
IV. Model Testing: Statistical Independence of Goals Scored and Goals Allowed
Naively, one would think that the distributions of goals scored and goals allowed should be treated as dependent distributions. For example, if a team has a big lead, the coaching staff might change players or use up remaining time on the clock. On the other hand, if a team is trailing toward the end of a game, the staff may pull the goalie to increase the probability of scoring.
Some of these arguments also apply to other sports, including baseball. Recent research in "sabermetrics" (Ciccolella 2006; Miller 2007) , however, suggests that the distributions of runs scored and runs allowed can indeed be considered independent. We tested whether this argument is true for hockey by performing non-parametric statistical tests of Kendall's Tau and Spearman's Rho (Hogg et al 2005) for each team on a gameby-game basis. Below are our results of each of these tests, which test the null hypothesis that the distributions of GS and GA are independent: After we assume commonly-accepted critical thresholds of 0.05 and 0.10, instituting Bonferroni corrections reduces these thresholds to 0.00167 and 0.00333. Since our pvalues for our estimates of τ and ρ are well above these thresholds, we have no reason to believe the existence of any meaningful dependence between the distributions. Therefore, our assumption about goals scored and goals allowed being independent is not unreasonable.
Intuitively, the effects we described at the beginning of the section probably contribute to the slight dependence in goals scored and goals allowed. These effects, however, essentially wash out, similar to the findings in Ciccolella (2006) 
These bins are appropriate to ensure that our data occurs in the center of our bins (this is always true, as the goals scored and allowed must be non-negative integers). The number of bins was determined on a team by team basis according to each team's distribution of goals scored and goals allowed.
To perform our test, we computed the following statistics (Shao, 1999) : Under the null hypothesis that the distributions of goals scored and goals allowed for each particular team follow Weibull distributions, the chi-square statistics should follow a chi-squared distribution with degrees of freedom equal to one less than the total number of bines. We can reject this null hypothesis at significance levelα if the chisquare test statistic is greater than or equal to the ( )
quantile of a chi-squared distribution with degrees of freedom one less than the number of bins (Shao 2009 2. One could also perform a more micro analysis as suggested in Miller (2006) to incorporate lower order effects. Baseball has several natural candidates, ranging from park effects to the presence or absence of a designated hitter depending on where the game is played. Similarly, there are natural candidates to investigate in hockey. The first is rink effects, ranging from having the home crowd to slight differences in the rinks (see Weiner 2009 for some of the differences between rinks, even though they all have the same dimensions for the ice). Other items include power plays (which means both how well a team does on power plays, as well as how likely they or the opponent is to provide an opportunity), `meaningless' goals late in the game (such as goals scored by the leading team when the trailing team pulls its goalie), and overtime scoring (and its relation to classifying the game as a win or a loss). As our model already does a great job explaining the data, it is likely that these are lower order effects that mostly wash out, but it would still be interesting to see the size of their effects.
3. Almost surely professional sports players do not discuss how to ensure their scoring conforms to a Weibull distribution. Regardless, we used such a model here as doing so leads to a tractable double integral that can be solved in closed form. One of primary advantages of the Pythagorean formula is the simplicity of the resulting statistic; however, in an age of powerful and everpresent computing power, the need for a simple statistic is lessened. Consequently, there are several other approaches one may take:
a. One possibility is to look at linear combinations of Weibull distributions. The resulting fit to the data cannot be worse, as our situation is just the special case of one Weibull distribution. One would have a sum of individually tractable integrals, all yielding closed-form expressions. b. Along these lines, one could replace a Weibull distribution with a linear combination of a Weibull distribution and a point mass at zero. Such a model allows one to accommodate for the probability of being shut out and have another density to model scoring. A similar idea is used via a quasi-geometric model in (Glass and Lowry, 2008) to model scoring in baseball games. c. The scoring data for both baseball and hockey is well-modeled by a one-hump distribution, namely the probability initially rises to a maximum and then continuously falls. Instead of using a Weibull distribution, one could use a Beta distribution instead, where the density becomes ( ) (with a, b > 0 our shape parameters); here Γ is the Gamma function (which is a generalization of the factorial function, with Γ(n+1) = n! for n a non-negative integer) and I(0 ≤ x ≤ 1) is the indicator function which is 1 for x between 0 and 1 and 0 otherwise. For many choices of a and b we find that a Beta distribution captures the general shape of the observed scoring data; however, while closed-form expressions exist for the mean and the variance of the Beta distribution in terms of its parameters, for general choice of the parameters we do not have a nice closed form expression for the needed double integral. Thus, if Beta distributions were to be used, one would be reduced to numerical approximations to find the dependence of the winning percentage on the parameters of the teams.
