Driven by a wide range of applications, many principal subspace estimation problems have been studied individually under different structural constraints. This paper presents a unified framework for the statistical analysis of a general structured principal subspace estimation problem which includes as special cases non-negative PCA/SVD, sparse PCA/SVD, subspace constrained PCA/SVD, and spectral clustering. General minimax lower and upper bounds are established to characterize the interplay between the informationgeometric complexity of the structural set for the principal subspaces, the signal-to-noise ratio (SNR), and the dimensionality. The results yield interesting phase transition phenomena concerning the rates of convergence as a function of the SNRs and the fundamental limit for consistent estimation. Applying the general results to the specific settings yields the minimax rates of convergence for those problems, including the previous unknown optimal rates for non-negative PCA/SVD, sparse SVD and subspace constrained PCA/SVD.
1. Introduction. Spectral methods such as the principal component analysis (PCA) and singular value decomposition (SVD) are a ubiquitous technique in modern data analysis with a wide range of applications in many fields including statistics, machine learning, applied mathematics, and engineering. As a fundamental tool for dimension reduction, the spectral methods aim to extract the low-dimensional structures embedded in the highdimensional data. In many of these modern applications, the complexity of the datasets and the need of incorporating the existing knowledge from the subject areas require the data analysts to take into account the prior structural information on the statistical objects of interest in their analysis. In particular, many interesting problems in high-dimensional data analysis can be formulated as a structured principal subspace estimation problem where one has the prior knowledge that the underlying principal subspace satisfies certain structural conditions (see Section 1.2 for a list of related problems).
The present paper aims to provide a unified treatment of the structured principal subspace estimation problems that have attracted much recent interest in both theory and practice.
1.1. Problem Setup. To fix ideas, we consider two generic models that have been extensively studied in the literature, namely, the matrix denoising model and the spiked Wishart model (see, for example, [31, 4, 46, 3, 13, 21, 61, 17, 22, 47, 6] , among many others).
Definition 1 (Matrix Denoising Model). Let Y ∈ R p 1 ×p 2 be the observed data matrix generated from the model Y = UΓV + Z where Z ∈ R p 1 ×p 2 has i.i.d. entries from N (0, σ 2 ), Γ ∈ R r×r is a diagonal matrix with ordered diagonal entries λ 1 ≥ λ 2 ≥ ... ≥ λ r > 0 for 1 ≤ r ≤ min{p 1 , p 2 }, U ∈ O(p 1 , r), and V ∈ O(p 2 , r) with O(p, r) = {W ∈ R p×r : W W = I r } being the set of all p × r orthonormal matrices.
Definition 2 (Spiked Wishart Model). Let Y ∈ R n×p be the observed data matrix whose rows Y i ∈ R p , i = 1, . . . , n, are independently generated from N (µ, UΓU + σ 2 I p ) where U ∈ O(p, r) with 1 ≤ r ≤ p, and Γ ∈ R r×r is diagonal with ordered diagonal entries λ 1 ≥ ... ≥ λ r > 0. Equivalently, Y i can be viewed as Y i = X i + i where X i ∼ N (µ, UΓU ), i ∼ N (0, σ 2 I p ), and X 1 , . . . , X n and 1 , . . . , n are independent.
In the past decades, these two models have attracted substantial practical and theoretical interest and have been studied in different contexts in statistics, probability, and machine learning. This paper addresses the problem of optimal estimation of the principal (eigen/singular) subspaces spanned by the orthonormal columns of U (denoted as span(U)), based on the data matrix Y and the prior structural knowledge on U. Specifically, we aim to uncover the deep connections between the statistical difficulty of the estimation problem as measured by the minimax risk and the geometric complexity of the parameter spaces as characterized by functions of certain entropy measures.
Since the principal subspaces can be uniquely identified with their associated projection matrices, estimating span(U) is equivalent to estimating UU . A commonly used metric for gauging the distance between two linear subspaces span(U 1 ) and span(U 2 ) is
In this paper, we use d(·, ·) as the loss function and measure the performance of an estimator U of U by the risk R( U, U) = Ed( U, U).
1.2. Related Works. The problem considered in this paper can be viewed as a generalization and unification of many interesting problems in highdimensional statistics and machine learning. We first present a few examples to demonstrate the richness of the structured principal subspace estimation problem and its connections to the existing literature.
1. Non-negative PCA/SVD. Non-negative PCA/SVD aims to estimate span(U) under the assumption that entries of U are non-negative. This problem has been studied by [20, 44] under the rank-one matrix denoising model (r=1), where the statistical limit and certain sharp asymptotics were carefully established. However, it is still unclear what are the minimax rates of convergence for estimating span(U) under either rank-one or general rank-r settings under either the spiked Wishart model or matrix denoising model. 2. Sparse PCA/SVD. The goal of sparse PCA/SVD is to recover span(U) under the assumption that columns of U are sparse. Sparse PCA has been extensively studied in the past two decades under the spiked Wishart model (see, for example, [18, 70, 51, 62, 66, 57, 13, 41, 8, 14] , among many others). In particular, the exact minimax rates of convergence under the loss d(·, ·) was established by [13] in the general rank-r setting. In contrast, theoretical analysis for the sparse SVD is relatively scarce, and the minimax rate of convergence remains unknown. 3. Subspace Constrained PCA/SVD. The subspace constrained PCA/SVD assumes the columns of U to be in some low-dimensional linear subspaces of R p . In other words, U ∈ C A (p, k) = {U ∈ O(p, r) : AU .j = 0 for all 1 ≤ j ≤ r} for some rank (p − k) matrix A ∈ R p×(p−k) where r < k < p. Estimating the principal subspaces under various linear subspace constraints has been considered in many applications such as network clustering [60, 33, 34] . However, the minimax rates of convergence for subspace constrained PCA/SVD remain unknown. [2, 30, 39, 29, 15, 38] and references therein for recent theoretical results. Under the Hamming distance, the minimax rate of convergence was established by [39] , but the minimax theory under the loss d(·, ·) is still lacking.
In addition to the aforementioned problems, there are many other interesting problems that share the same generic form as the structured principal subspace estimation problem. For example, multivariate isotonic regression can be treated under the matrix denoising model with r = 1 and one aims to estimate the leading singular vector with the monotonicity constraint. See [42, 43] for its applications in the statistical analysis of metagenomics data. In a special case of matrix denoising model, namely, the Gaussian Wigner model Y = λuu + Z ∈ R n×n , where Z has i.i.d. entries (up to symmetry) drawn from a Gaussian distribution, the Gaussian Z/2 synchronization problem [28, 47] aims to recover the leading singular vector u where u ∈ {u ∈ R n : u 2 = 1, u i ∈ {±n −1/2 }}. These important applications provide motivations for a unified framework to study the fundamental difficulty and optimality of these estimation problems.
On the other hand, investigations of metric entropy as a measure of statistical complexity has been one of the central topics in theoretical statistics, ranging from nonparametric function estimation [67, 26, 65, 64, 63] , highdimensional statistical inference [50, 56, 57, 13, 41] to statistical learning theory [27, 40, 10, 7, 35, 37, 12, 48] . Among them, interesting connections between the complexity of the parameter space and the fundamental difficulty of the statistical problem as quantified by certain minimax risk have been carefully established. In this sense, the current work stands as a step along this direction in the context of principal subspace estimation under some general random matrix models.
Main Contribution.
The main contribution of this paper is threefold. Firstly, a unified framework is introduced for the study of structured principal subspace estimation problems under both the matrix denoising model and the spiked Wishart model. Novel generic minimax lower bounds and risk upper bounds are established to characterize explicitly the interplay between the information-geometric complexity of the structural set for the principal subspaces, the signal-to-noise ratio (SNR), and the dimensionality of the parameter spaces. The results yield interesting phase transition phenomena concerning the rates of convergence as functions of the SNRs and the fundamental limit for consistent estimation. The general lower and upper bounds reduce determination of the minimax optimal rates for many interesting problems to mere calculations of certain information-geometric quantities. Secondly, to obtain the general risk upper bounds, new technical tools are developed for the analysis of the proposed estimators in their general forms. On the other hand, the minimax lower bounds rely on careful constructions of multiple (composite) hypotheses about the structured parameter spaces, and non-trivial calculations of the Kullback-Leibler (KL) divergence between certain mixture probability measures. Thirdly, by directly applying our general results to the specific problems discussed in Section 1.2, we establish the minimax optimal rates for those problems. Among them, the minimax rates for non-negative PCA/SVD, sparse SVD and subspace constrained PCA/SVD, are to our knowledge previously unknown.
1.4. Organization and Notation. The rest of the paper is organized as follows. After introducing the notation at the end of this section, we characterize in Section 2 a minimax lower bound under the matrix denoising model using local metric entropy measures. A general estimator is introduced in Section 3 and its risk upper bound is obtained via certain global metric entropy measures. In Section 4, the spiked Wishart model is discussed in detail and generic risk lower and upper bounds are obtained. The general results are applied in Section 5 to specific settings and minimax optimal rates are established by explicitly calculating the local and global metricentropic quantities. In Section 6, we address the computational issues of the proposed estimators and discuss some extensions and make connections to some other interesting problems.
For a vector a = (a 1 , ..., a n ) ∈ R n , we denote diag(a 1 , ..., a n ) ∈ R n×n as the diagonal matrix whose i-th diagonal entry is a i , and define the p norm a p = n i=1 a p i 1/p . We write a ∧ b = min{a, b} and a ∨ b = max{a, b}. For a matrix A = (a ij ) ∈ R p 1 ×p 2 , we define its Frobenius norm as
ij and its spectral norm as A = sup x 2 ≤1 Ax 2 ; we also denote A .i ∈ R p 1 as its i-th column and A i. ∈ R p 2 as its i-th row. Let O(p, k) = {V ∈ R p×k : V V = I k } be the set of all p × k orthonormal matrices and O p = O(p, p), the set of p-dimensional orthonormal matrices. For a rank r matrix
The columns of U and the columns of V are the left singular vectors and right singular vectors associated to the non-zero singular values of A, respectively. For a given set S, we denote its cardinality as |S|. For sequences {a n } and {b n }, we write a n = o(b n ) or a n b n if lim n a n /b n = 0, and write a n = O(b n ), a n b n or b n a n if there exists a constant C such that a n ≤ Cb n for all n. We write a n b n if a n b n and a n b n . Lastly, c, C, C 0 , C 1 , ... are constants that may vary from place to place.
2. Minimax Lower Bounds via Local Packing. We start with the matrix denoising model. Without loss of generality, we focus on estimating the structured left singular subspace span(U). Specifically, for a given subset C ⊂ O(p 1 , r), we consider the parameter space
for some fixed constant L > 1. For any U ∈ O(p 1 , r) and ∈ (0, 1), the -ball centered at U is defined as
and for any given subset C ⊂ O(p 1 , r), we define
We introduce the concepts of packing and covering of a given set before stating a general minimax lower bound. Following [65] , we also define the metric entropy of a given set. The following theorem gives a minimax lower bound for estimating span(U) over Y(C, t, p 1 , p 2 , r), as a function of the cardinality of a local packing set of C, the magnitude of the leading singular values (t), the noise level (σ 2 ), the rank (r), and the dimension (p 2 ) of the right singular vectors in V.
for some c ∈ (0, 1/640]. Then, as long as
where the infimum is over all the estimators based on the observation Y.
Remark 1. The proof of the above theorem is divided into two parts, the strong signal regime (t 2 σ 2 p 2 ) and the weak signal regime (t 2 σ 2 p 2 ). In the strong signal regime, a general lower bound for testing multiple hypotheses is applied to obtain (2.2), whereas in the weak signal regime, a generalized Fano's method for testing multiple composite hypotheses is used instead, with a careful analysis of pairwise KL divergence between certain mixture probability measures. The arguments generalize the ideas in [57, 58, 13, 15, 69] .
A key observation from the above theorem is the role of the local packing set G(B(U 0 , 0 ) ∩ C, d, α 0 ) and its entropy measure log |G(B(U 0 , 0 ) ∩ C, d, α 0 )| in characterizing the fundamental difficulty of the estimation problem. Similar phenomena connecting the local packing numbers to the minimax lower bounds has been observed in other problems, including nonparametric function estimation [65] , high-dimensional linear regression [50, 56] , and sparse principal component analysis [57, 13] .
A sharp minimax lower bound for estimating span(U) under the unstructured matrix denoising models (i.e., C = O(p 1 , r)) is given in [15] ,
which, in light of the packing number estimates for the orthogonal group (Lemma 1 of [13] ), is a direct consequence of our lower bound (2.2) for any U 0 ∈ O(p 1 , r). In addition, comparing the lower bounds (2.2) and (2.3), we can see that the information-geometric quantity log |G(B(U 0 , 0 ) ∩ C, d, α 0 )| essentially quantifies the intrinsic statistical dimension (which is rp 1 in the case of C = O(p 1 , r)) of the set C.
Risk Upper Bound using Dudley's Entropy Integral.
In this section, we consider a general singular subspace estimator and study its theoretical properties. Specifically, we obtain its risk upper bound which, analogous to the minimax lower bound, can be expressed as a function of certain entropic measures related to the structural constraint C.
Under the matrix denoising model, with the parameters (Γ, U, V) ∈ Y(C, t, p 1 , p 2 , r) for some given set C ⊂ O(p 1 , r), we consider the structured singular subspace estimator
Before stating our main theorem, we need to make more definitions about quantities that play important roles in our subsequent discussions.
Definition 5 (T (C, U)). For given C ⊂ O(p 1 , r) and any U ∈ C, we define the set Under the matrix denoising model, for any given subset C ⊂ O(p 1 , r) and the parameter space Y(C, t, p 1 , p 2 , r), it holds that
Remark 2. The proof of the above theorem is involved, which relies on careful analysis of the supremum of a Gaussian process as well as the supremum of a Gaussian chaos of order 2. In the former case, we applied Dudley's integral inequality (Theorem 9) and the invariance property of the covering numbers with respect to Lipschitz maps (Lemma 2), whereas in the latter case, a Arcones-Giné decoupling inequality (Theorem 10) as well as the generic chaining argument (Theorem 11) were used to obtain the desired upper bounds. The detailed proof can be found in Section 7.
Remark 3. Interestingly, both the risk upper bound (3.2) and the minimax lower bound (2.2) indicate (two) phase transitions in their rates as a function of the SNR t/σ, with the first critical point at
and the second critical point at
where in the upper bound ζ = ∆ 2 (C) and in the lower bound ζ = log |G(B(U 0 , 0 )∩ C, d, α 0 )|. Specifically, the phase transition at the first critical point highlights the role of the dimensionality of the right singular vectors (V) and the change of the rates of convergence from an inverse quadratic function (σ 2 √ p 2 ζ/t 2 ) to an inverse linear function (σ √ ζ/t) of t/σ. The message from the second phase transition concerns the statistical limit of the estimation problem: consistent estimation is possible only when the signal-to-noise ratio t/σ exceeds the critical point (3.4) asymptotically. See Figure 1 (left) for a graphical illustration. Comparing our risk upper bound (3.2) to the minimax lower bound (2.2), we can observe the similar role played by the information-geometric quantities that characterize the intrinsic statistical dimension of the sets C or T (C, U). Specifically, in (3.2), the quantity ∆(C) is related to the global covering entropy, whereas in (2.2), the quantity log |G(B(U 0 , 0 ) ∩ C, d, α 0 )| is associated to the local packing entropy. To obtain the minimax optimal rate of convergence, we need to compare the above two quantities and show
Proving the above equation in its general form is difficult. Alternatively, we briefly discuss the affinity between these two geometric quantities yielded by information theory and leave more detailed discussions in the context of some specific examples in Section 5. By definition of the packing numbers, we have the relationship In Section 5, by focusing on some specific examples of C that are widely considered in practice, we show by calculation that equation (3.5) holds, which along with our generic lower and upper bounds recovers some existing minimax rates, and more importantly, helps to establish some previously unknown rates for interesting problems.
4. Structured Eigen Subspace Estimation in the Spiked Wishart Model. We turn the focus in this section to the spiked Wishart model where one has i.i.d. observations Y i ∼ N (µ, Σ) with Σ = UΓV +σ 2 I, which is usually referred as the spiked covariance. Similar to the matrix denoising model, a minimax lower bound based on some local packing set and a risk upper bound based on the Dudley's entropy integral can be obtained.
4.1.
Minimax Lower Bound. For any given subset C ⊂ O(p, r), we consider the parameter space
where L > 1 is some fixed constant. The following theorem provides minimax lower bound for estimating span(U) over Z(C, t, p, r) under the spiked Wishart model.
Under the spiked Wishart model where (Γ, U) ∈ Z(C, t, p, r), suppose there exist some U 0 ∈ C, 0 > 0 and α ∈ (0, 1) such that a local packing set G(B(U 0 , 0 ) ∩ C, d, α 0 ) satisfies
for some c ∈ (0, 1/32]. Then, as long as
Remark 4. To prove the above theorem, similar to the proof of Theorem 1 under the strong signal regime, we consider the local δ-packing set G(B(U 0 , ) ∩ C, d, δ) satisfying (4.1), and applied the general lower bound for testing multiple hypotheses by controlling the pairwise KL divergence between the associated probability measures.
In [69] , a sharp minimax lower bound for estimating span(U) under the unstructured spiked Wishart model was obtained as 
Comparing the general lower bound (4.2) with (4.3), we can see that the local entropic quantity log |G(B(U 0 , 0 ) ∩ C, d, α 0 )| again characterizes the intrinsic statistical dimension (which is rp in the case of C = O(p, r)) of the set C. See Section 5 for more examples.
Risk Upper Bound.
Under the spiked Wishart model, to estimate the eigen subspace span(U) under the structural constraint U ∈ C, we start with the sample covariance matrix
SinceΣ is invariant to any translation on Y, we assume µ = 0 without loss of generality.
Similar to the matrix denoising model, for the spiked Wishart model, with a slight abuse of notation, we define the eigen subspace estimator as
The following theorem provides the risk upper bound of U.
Theorem 4. Under the spiked Wishart model, for any given C ⊂ O(p, r) and the parameter space Z(C, t, p, r), suppose n ≥ C 0 (log t/σ 2 + r) for some C 0 > 0, then
where ∆(C) is defined in Theorem 2.
Remark 5. The proof of the above theorem relies on similar sets of techniques as the proof of Theorem 2, but with more refined calculations based on certain concentration bounds for random matrices.
Similar to the matrix denoising model, the above risk upper bound has a great affinity to the minimax lower bound (4.2), up to a difference in the information-geometric (metric-entropic) measures of C, and the sharpness of our results relies on the relative magnitude between the pair of quantities ∆ 2 (C) and log |G(B(U 0 , 0 ) ∩ C, d, α 0 )|. Nevertheless, the lower and upper bounds under the spiked Wishart model are different from those under the matrix denoising model, reflecting the fundamental discrepancies between the two matrix models.
In addition, phase transitions in the rates of the lower and upper bounds as functions of the SNR t/σ 2 can be observed with the first critical point at ζ/ √ tn) of t/σ 2 , whereas the phase transition at the second critical point implies the statistical limit of the estimation problem in the sense that consistent estimation is possible only when t/σ 2 exceeds the critical point (4.6). See Figure 1 (right) for a graphical illustration.
Metric Entropies and Minimax
Rates for Some Specific Examples. In the following, building upon the minimax lower bounds and the risk upper bounds established in the previous sections, we obtain minimax optimal rates for various structural principal subspace estimation problems of broad interest. Specifically, in light of our general results concerning arbitrary C, we show the asymptotic equivalence of various local and global entropic measures associated to some specific examples of C. Note that all of the above discussions under the general settings such as the phase transition phenomena also apply to each of the examples. Similarly, under the spiked Wishart model where (Γ, U) ∈ Z(C N (p, r), t, p, r) and r = O(1), there exist some (U 0 , 0 , α) and a local packing set G(B(U 0 , 0 )∩ C N (p, r), d, α 0 ) satisfying (4.1) such that
In light of our lower and upper bounds under both the matrix denoising model (Theorem 1 and 2) and the spiked Wishart model (Theorem 3 and 4), with Proposition 1, we are able to establish sharp minimax rates of convergence for non-negative PCA/SVD. 
and the estimator given in (3.1) is rate-optimal. Similarly, for the spiked Wishart model with U ∈ C N (p, r) where r = O(1), if n ≥ C 0 (log t σ 2 + r) for some C 0 > 0, then
where the minimax rate can be attained by the estimator defined by (4.4).
The minimax rates for non-negative PCA/SVD, which were previously unknown, turn out to be the same as the rates for the ordinary unstructured SVD [15] and PCA [69] . This is due to the surprising results of Proposition 1 that, under the finite rank scenarios, the seemingly much smaller subset C N (p, r) of O(p, r) has asymptotically the same geometric complexity as O(p, r). Remark 6. [20] considered the rank-one Gaussian Wigner model Y = λuu + Z ∈ R p 1 ×p 1 , which can be treated as a special case of the matrix denoising model. Specifically, it was shown that, for u = arg max u∈C N (p,1) u Yu, it holds that sup (λ,u)∈Z(C N (p,1),t,p,1)
which, by the fact that 1 − | u u| ≤ d( u, u), can be implied by our result (see also Section 6.2). Similar problems were studied in [44] under the setting where p 1 /p 2 → α ∈ (0, ∞). However, the focus there is to unveil the asymptotic behavior of u u as well as the analysis of an approximate message passing algorithm, which is different from ours. Proposition 2 enables us to establish sharp minimax rates of convergence for sparse PCA/SVD using the general lower and upper bounds from the previous sections.
Under the matrix denoising model with U ∈ C S (p 1 , r, k) where k = o(p 1 ) and r = o(k), it holds that
where the minimax rate can be attained by the estimator defined by (3.1).
Similarly, under the spiked Wishart model with U ∈ C S (p, r, k) where k = o(p) and r = o(k), it holds that, if n ≥ C 0 (log t σ 2 + r) for some C 0 > 0,
The minimax rate (5.4) for the spiked Wishart model (sparse PCA) recovers the ones obtained in [57] and [13] under the either the rank-one or the general rank r settings. In contrast, the result (5.3) for the matrix denoising model (sparse SVD), to the best of our knowledge, has not been established.
5.3.
Subspace Constrained PCA/SVD. In some applications such as network clustering [60, 33, 34] , it is of interest to estimate principal subspaces with certain linear subspace constraints. For example, under the matrix denoising model, for some fixed
Again, subspace constrained PCA/SVD can be solved based on the general results given in the previous sections, along with the following proposition on the local and global entropic quantities associated with C A (p 1 , r, k).
Proposition 3. For given A ∈ R p 1 ×(p 1 −k) of rank (p 1 − k), under the matrix denoising model where (Γ, U, V) ∈ Y(C A (p 1 , r, k), t, p 1 , p 2 , r), there exist some (U 0 , 0 , α) and a local packing set G(B(U 0 , 0 )∩C A (p 1 , r, k), d, α 0 ) satisfying (2.1) such that
Similarly, for given B ∈ R p×(p−k) of rank (p − k), under the spiked Wishart model with (Γ, U) ∈ Z(C B (p, r, k) , t, p, r), there exist some (U 0 , 0 , α) and a local packing set G(B(U 0 , 0 ) ∩ C B (p, r, k), d, α 0 ) satisfying (4.1) such that
Proposition 3 leads to the novel minimax rates of convergence given below. 
Spectral
Clustering. As discussed in Section 1.2, spectral clustering can be treated as estimation of the structural eigenvector under the rankone matrix denoising model Y = λuv + Z ∈ R n×p where λ = h 2 2 θ 2 2 is the global signal strength, u = h/ h 2 ∈ C n ± = {u ∈ R n : u 2 = 1, u i ∈ {±n −1/2 }} indicates the group labels, and Z has i.i.d. entries from N (0, σ 2 ). As a result, important insights about the clustering problem can be obtained by calculating the entropic quantities related to C n ± and applying the general results from the previous sections. Under the matrix denoising model where (λ, u, v) ∈ Y(C n ± , t, n, p, 1), it holds that ∆ 2 (C n ± ) n. In addition, if t 2 = Cσ 2 ( √ pn + n)
for some constant C > 0, then there exist some (u 0 , 0 , α) and a local packing set G(B(u 0 , 0 ) ∩ C n ± , d, α 0 ) satisfying (2.1) such that log |G(B(u 0 , 0 ) ∩ C n ± , d, α 0 )| n.
Theorem 8. Under the spectral clustering model defined in Section 1.2, or equivalently, the matrix denoising model Y = λuv + Z ∈ R n×p where u ∈ C n ± , the estimator u = arg max u∈C n ± u YY u satisfies
In addition, if t 2 σ 2 (n + √ np), then
Intuitively, the fundamental difficulty for clustering relies on the interplay between the global signal strength λ, which reflects both the sample size (n) and the distance between the two clusters ( θ 2 ), the noise level (σ 2 ), and the dimensionality (p). In particular, the lower bound from the above theorem shows that one needs λ 2 σ 2 ( √ pn + n) in order to have consistent clustering. Moreover, the risk upper bound implies that, whenever λ 2 σ 2 ( √ pn + n), the estimator u is consistent. Theorem 8 thus establishes the fundamental statistical limit for the minimal global signal strength for consistent clustering. Note that similar phenomena have also been observed under the Hamming distance [2, 39, 15 ].
6. Discussions. In this paper, we studied a collection of structural principal subspace estimation problems in a unified framework by exploring the deep connections between the difficulty for statistical estimation and the geometric complexity of the parameter spaces. Minimax optimal rates of convergence for a collection of structured PCA/SVD problems are established. In this section, we discuss the computational issues of the proposed estimators as well as the extensions and connections to other problems.
Computationally Efficient Algorithms and the Iterative Projection
Method. In general, the constrained optimization problems that define the estimators in (3.1) and (4.4) are computationally intractable. However, in practice, many iterative algorithms have been developed to approximate such estimators.
For example, under the matrix denoising model, given the data matrix Y, the set C, and an initial estimator U 0 ∈ O(p 1 , r), an iterative algorithm for the constrained optimization problem arg max U∈C tr(U YY U) can be realized through iterations over the following updates for t ≥ 1:
and W t+1 is r × r upper triangular; 3. Projection: U t+1 = P C (U t+1 ).
Here the projection operator P C (·) is defined as P C (U) = arg min G∈C d(U, G). The above algorithm generalizes the ideas of the projected power method (see, for example, [9, 16, 45] ) and the orthogonal iteration method [25, 41] .
Clearly, the computational efficiency of this iterative algorithm relies on the complexity of the projection operator P C for a given C. Fortunately, in the rank-one case (r=1), [24] pointed out that, whenever the set C is an intersection of a convex cone and the unit sphere, the projection operator P C (·) admits an explicit formula and can be computed efficiently. This class of spherical convex sets includes many of the above examples such as non-negative PCA/SVD, subspace constrained PCA/SVD, and multivariate isotonic regression. The case of spectral clustering, under the rank-one setting, is also straightforward as the projection has a simple expression P C n ± (u) = sgn(u)/ √ n. For the case of sparse PCA/SVD, the computational side of the problem is much more complicated and has been extensively studied in literature [51, 23, 62, 32, 41, 59, 68, 19] .
In addition to the iterative projection method discussed above, there are several other computationally efficient algorithms such as convex (semidefinite in particular) relaxations [52, 20, 5] and the approximate message passing algorithms [19, 20, 44, 49] , that have been considered to solve the structured eigenvector problems. However, the focuses of these algorithms are still rank-one matrices, and it remains to be understood how well these algorithms generalize to the general rank-r cases. We leave further investigations along these directions to future work. 6.2. Extensions and Future Work. As mentioned in Section 1.2, an important special case of matrix denoising model is the Gaussian Wigner model [20, 44, 47] , where the data matrix Y = UΓU +Z ∈ R p×p is symmetric, and the noise matrix Z has i.i.d. entries (up to symmetry) drawn from N (0, σ 2 ). Consider the parameter space Z(C, t, p, r) defined in Section 4.1. It can be shown that, under similar conditions to those of Theorem 1,
Moreover, if we define U = arg max U∈C tr(U YU), then its risk upper bound can be obtained as
These general bounds combined with the entropic quantities calculated in Section 5 would yield many other interesting optimality results. For instance, recall that the Gaussian Z/2 synchronization problem can be treated as a rank-one Gaussian Wigner model Y = λuu + Z where u ∈ C n ± . In this case, we have, for t σ √ n inf u sup (λ,u)∈Z(C n ± ,t,n,1)
and, for u = arg max u∈C n ± u Yu, sup (λ,u)∈Z(C n ± ,t,n,1)
This implies that, about Gaussian Z/2 synchronization, to have consistent estimation/recovery, one needs λ σ √ n, and the estimator u is consistent whenever λ σ √ n. These results make interesting connections to the existing works [28, 47] concerning the so-called critical threshold or fundamental limit for the SNRs in Z/2 synchronization problems.
In the present paper, under the matrix denoising model, we only focused on the case where the prior structural knowledge on the targeted singular subspace span(U) is available. However, in some applications, structural knowledge on the other singular subspace span(V) can also be available. An interesting question is whether and how much the prior knowledge on span(V) will help estimation of span(U). Some preliminary thinking suggests that novel phenomena might exist in such settings. For example, in an extreme case, if V is completely known a priori, then after a simple transform YV = UΓ + ZV, estimation of span(U) can be reduced to a Gaussian mean estimation problem, whose minimax rate is clearly independent of the dimension of the columns in V and therefore quite different from the rates obtained in this paper. The problem again bears important concrete examples in statistics and machine learning. The present work provides a theoretical foundation for studying these problems.
Proofs.
In this section, we prove Theorem 2 in detail. The proofs of Theorems 1, 3 and 4, Propositions 1-4 and the technical lemmas are proved in the supplementary material [11] . The proofs of Theorems 5-8 are omitted as they are direct consequences of the above theorems and propositions.
Proof of Theorem 2. Throughout, for any X, Y ∈ R p 1 ×p 2 , we denote X, Y = tr(X Y). We first state a useful lemma. r) , and Γ = diag(λ 1 , ..., λ r ). Then for any W ∈ O(p 1 , r), we have λ 2
By Lemma 1 and the fact that tr( U YY U) ≥ tr(U YY U), or equivalently YY , UU − U U ≤ 0, we have
For H 1 , if we set
we can write
. It then follows that (7.2)
The rest of the proof is separated into three parts. In the first two parts, we obtain upper bounds for the right-hand side of equation (7.2) . In the third part, we derive the desired risk upper bound.
Part I. For the term sup W∈C tr(ZVΓU G W ), we have
To control the expected suprema of the Gaussian process sup G∈T (C,U,V) G, Z , we use the following Dudley's integral inequality (see [55, pp. 188] ).
Theorem 9 (Dudley's Integral Inequality). Let {X t } t∈T be a Gaussian process, that is, a jointly Gaussian family of centered random variables indexed by T , where T is equipped with the canonical distance d(s, t) =
For the Gaussian process sup G∈T (C,U,V) G, Z , the canonical distance defined over the set T (C, U, V) can be obtained as follows. For any G 1 , G 2 ∈ T (C, U, V), the canonical distance between G 1 and G 2 , by definition, is
. Theorem 9 yields
for some universal constant C > 0. Next, for any G 1 , G 2 ∈ T (C, U, V), without loss of generality, if we assume G 1 = G W 1 UV and G 2 = G W 2 UV , where W 1 , W 2 ∈ C \ {U}, then it holds that
where we used the fact that HG F ≤ H F G . The next lemma, obtained by [53] , concerns the invariance property of the covering numbers with respect to Lipschitz maps. Part II. To bound sup W∈C tr(Z G W Z), note that tr(Z G W Z) = vec(Z) D W vec(Z), where vec(Z) = (Z 11 , ..., Z p 1 1 , Z 12 , ..., Z p 1 2 , ..., Z 1p 2 , ..., Z p 1 p 2 ) , and
It suffices to control the expected supremum of the following Gaussian chaos of order 2, (7.9) sup
where P(C, U) = {D W ∈ R p 1 p 2 ×p 1 p 2 : W ∈ C \ {U}}. To analyze the above Gaussian chaos, a powerful tool from empirical process theory is the decoupling technique. In particular, we apply the following decoupling inequality obtained by [1] (see also Theorem 2.5 of [36] ).
Theorem 10 (Arcones-Gené Decoupling Inequality). Let {g i } 1≤i≤n be a sequence of independent standard Gaussian variables and let {g i } 1≤i≤n be an independent copy of {g i } 1≤i≤n . Let B be a collection of n × n symmetric matrices. Then for all p ≥ 1, there exists an absolute constant C such that From Theorem 10 and the fact that for given W ∈ C \ {U} we have Evec(Z) D W vec(Z) = 0, then where Z is an independent copy of Z. The upper bound of the right hand side of (7.10) can be obtained by using a generic chaining argument developed by [54] . To state the result, we make the following definitions that characterize the complexity of a set in a metric space.
Definition 7 (admissible sequence). Given a set T in the metric space (S, d), an admissible sequence is an increasing sequence {A n } of partitions of T such that |A 0 | = 1 and |A n | ≤ 2 2 n for n ≥ 1.
Definition 8 (γ α (T, d) ). Given α > 0 and a set T in the metric space (S, d), we define γ α (T, d) = inf sup t∈T n≥0 2 n/α diam(A n (t)), where A n (t) is the unique element of A n which contains t and the infimum is taken over all admissible sequences.
The following theorem from [54, pp. 246] provides an important upper bound of the general decoupled Gaussian chaos of order 2.
Theorem 11 ([54] ). Let g, g ∈ R n be independent standard Gaussian vectors, and Q = {q ij } 1≤i,j≤n ∈ R n×n . Given a set T ⊂ R n×n equipped with two distances d ∞ (Q 1 , Q 2 ) = Q 1 − Q 2 and d 2 (Q 1 ,
for some absolute constant L ≥ 0.
A direct consequence of Theorem 11 is (7.11) E sup D∈P(C,U)
[vec(Z) Dvec(Z )] ≤ Cσ 2 (γ 1 (P(C, U), d ∞ ) + γ 2 (P(C, U), d 2 )).
Our next lemma obtains estimates of the functionals γ 1 (P(C, U), d ∞ ) and γ 2 (P(C, U), d 2 ). Part III. By (7.2) (7.6) (7.7) and (7.14), we have, for any (Γ, U, V) ∈ Y(C, t, p 1 , p 2 , r)
