In this paper, we focus on finite Bravais lattice energies per point in two dimensions. We compute the first and second derivatives of these energies. We prove that the Hessian at the square and the triangular lattice are diagonal and we give simple sufficient conditions for the local minimality of these lattices. Furthermore, we apply our result to Lennard-Jones type interacting potentials in order to complete our previous works [Commun. Contemp. Math., 17(6):1450049, 2015] and [SIAM J. Math. Anal., 48(5):3236-3269,2016]. We find the maximal open set for the areas of the primitive cell for which the square and the triangular lattice are local maximizers, local minimizers or saddle points. Finally, we present a complete conjecture, based on numerical investigations and rigorous results among rhombic and rectangular lattices, for the minimality of the classical Lennard-Jones energy per point with respect to its area. In particular, we prove that the minimizer is a rectangular lattice if the area is enough large.
1 Introduction
Minimization at high and low densities: our previous works
In our previous work with Zhang [5] , generalized in [3] , we studied some two-dimensional lattice energies among Bravais lattices. More precisely, these energies are defined, for any Bravais lattice
where f : (0, +∞) → R is the interacting potential, with |f (r)| = O(r −p ), p > 1 in order to get |E f (L)| < +∞ for any L ⊂ R 2 . Thus, using the optimality of the triangular lattice Λ 1 (see (2.1) for the precise definition of Λ A ) for the theta functions, defined for any α > 0 by
proved by Montgomery [19] , we get the minimality of the triangular lattice, at high density 1 (i.e. for an area A → 0), for some interacting potentials f . In particular, we prove the following results for Lennard-Jones (see [3] for examples and motivation) type interactions defined, for a = (a 1 , a 2 ) and t = (t 1 , t 2 ), by V LJ a,t (r) := a 2 r t 2 − a 1 r t 1 , (a 1 , a 2 ) ∈ (0, +∞) 2 , 1 < t 1 < t 2 .
(1.1) Theorem 1.1 ( [3, 5] ). Let V LJ a,t defined by (1.1), then:
1. for any A ≤ π a 2 Γ(t 1 ) a 1 Γ(t 2 ) 1 t 2 −t 1 , the triangular lattice Λ A is the unique minimizer, up to rotation,
[L] among Bravais lattices of fixed area A; 3 . if π −t 2 Γ(t 2 )t 2 ≤ π −t 1 Γ(t 1 )t 1 , then the minimizer of L → E V LJ a,t
the triangular lattice Λ A is a minimizer of E V LJ a,t among Bravais lattices of fixed area A if and only if
A ≤ inf |L|=1,L =Λ 1 a 2 (ζ L (2t 2 ) − ζ Λ 1 (2t 2 )) a 1 (ζ L (2t 1 ) − ζ Λ 1 (2t 1 )) 1 t 2 −t 1 ,(1.
[L] among all the Bravais lattices (without a density constraint) is unique and triangular.
We remark that point 2. implies the non-minimality of Λ A if A is sufficiently large. Hence, in [5] , we numerically computed that the right side term of (1.2) in the classical case V (r) = r −6 −2r −3 is
Furthermore, we conjectured that the square lattice must be a minimizer for some values of the area (in an interval) larger than A BZ . Obviously, our method, based on the global optimality of the triangular lattice for L → θ L (α), was not adapted to prove the optimality of another lattice (square, rectangular or rhombic). Thus, the goal of this paper is to study L → E V [L] locally in order to get more information about the optimality of the triangular and the square lattice, and then to precise our conjecture about the minimizers with respect to the area.
The study of this kind of energy is important to find good competitors for some crystallization problems (see [6] for a recent review) where the interacting potential is radial (as in [27] ). The study of L → E f [L] gives a good intuition of the shape of the minimizer of
Furthermore, the triangular lattice plays a fundamental role. Indeed, it was proved by Rankin [22] , Cassels [7] , Ennola [13] and Diananda [12] , in a series of improving papers (see the recent review by Henn [15] ), that Λ A is the only minimizer of L → ζ L (s), s > 0, among Bravais lattices of fixed area A, for any A > 0. This result was rediscovered by Montgomery [19] from the optimality of the triangular lattice for the theta functions. Moreover, it is easy to show (see [3, Prop. 3 
if f is completely monotone. Hence, these results was profusely used in Mathematical Physics (Superconductivity, Bose-Einstein Condensates, di-block copolymer melts, etc.). Indeed, a lot of complex interactions are simplified as a two-body interaction in the periodic case (see for instance [1, 8, 21, 23, 25, 28] ).
Main results about the local minimality of square and triangular lattices
Moreover, the local study of L → E f [L], i.e. to search for its local minimizers/maximizers and saddle points, allows to characterize the local stability of some special lattices. For that, it is efficient to use the usual parametrization in the 2d half modular domain 2 D = {(x, y) ∈ R 2 ; 0 ≤ x ≤ 1/2, y > 0; x 2 + y 2 ≥ 1}, that we are going to present in Section 2.1, as in [19, 22] . Hence, the topology for the lattices is the usual topology in D ⊂ R 2 . Furthermore, the square lattice corresponds to the point (0, 1) and the triangular lattice to the point (1/2, √ 3/2). Montgomery used exactly this parametrization and proved that the theta functions admit only (0, 1) and (1/2, √ 3/2) as critical points: the first one is a saddle point and the second one is a (local) minimizer. We will write
for any Bravais lattice L A of area A. More precisely, we will study energies defined, for (x, y) ∈ D and A > 0, by
where the sum is taken over all the (m, n) ∈ Z 2 \{(0, 0)}. The works of Coulangeon, Schürmann and Lazzarini [9, 10, 11] give the first general results for the local minimality of some lattices
In particular, the Hessians at the square and the triangular lattice are both diagonal. Hence, the usual sufficient condition associated to the nature of these critical points are given by two inequalities in the square case, and by only one condition in the triangular case. Thus, it is clear that, for any classical interacting potential f ∈ F (constructed with exponentials, inverse power laws or other classical functions), the triangular lattice is, for almost every A > 0, a local minimizer or a local maximizer (see Corollary 3.12).
This very useful result could be applied to a lot of types of potentials. We choose here, as a prolongation of our previous works, to apply it to all the Lennard-Jones type potentials defined by (1.1). Hence, we find the largest open sets of values of the parameter A where the square and the triangular lattices are local minimizers/maximizers or saddle points on D. 
Part A: Local optimality of the triangular lattice. For any (a, t) as in (1.1), let
then we have:
is a local minimizer of (x, y) → E V LJ a,t (x, y, A);
is a local maximizer of (x, y) → E V LJ a,t (x, y, A).
Part B. Local optimality of the square lattice. Let
and define
It holds:
(x, y, A).
Conjecture for the classical Lennard-Jones potential
In particular, for the classical Lennard-Jones interaction V , i.e. a = (2, 1) and t = (3, 6), we will give a complete conjecture, improving that of [5] , based on our previous result and numerical simulations among rhombic and rectangular lattices (see Section 2.2 for a precise definition of these lattices). A summary of this conjecture is given in Figure 1 This conjecture is actually comparable to the numerical study of Ho and Mueller [20, Fig. 1 and 2] about the two-component Bose-Einstein Condensates (see also the review [17, Fig. 16 Table 1 : Summary of our works. The abbreviations "num." and "loc. min" correspond respectively to "numerically showed" and "local minimality".
A 6 E V (x, y, A) is the sum of two terms with opposite behavior. The first one, ζ L (12), is minimized by the triangular lattice and the second one, −A 3 ζ L (6), admits a degenerate minimizer. We found exactly the same kind of terms in the energy studied by Ho and Mueller (see Section 5.4 for more explanations). Using a method of Rankin [22] and bounding the minimizer of y → E V (0, y, A) in terms of A, we show the following result, which partially prove the point (4) of our Conjecture in Figure 1 : 
After giving the precise definitions, in Section 2, of the parameters, energies and lattices we are going to study, we compute, for any A > 0, the first and second derivatives of (x, y) → E f (x, y, A) in Section 3. In particular, we prove Theorem 1.2. Thus, we apply this result to Lennard-Jones type potentials V LJ a,t in Section 4 and we prove Theorem 1.3. In Section 5, we study numerically (x, y) → E V (x, y, A) in the classical Lennard-Jones case V (r) = r −6 − 2r −3 , especially among rhombic and rectangular lattices, and we explain our Conjecture in Section 5.4.
2 Lattices, parametrization and energies
Lattice parametrization and general energy
Let L = Zu ⊕ Zv ⊂ R 2 be a Bravais lattice. We say that A is the area of L if |u ∧ v| = A, i.e. the area of its primitive cell is A. If L is of area 1/2, we use the usual parametrization (see Rankin [22] or Montgomery [19] ) of L by (x, y) ∈ D where the half fundamental modular domain D is
It corresponds to parametrize u and v with (x, y) ∈ D such that
Thus, a lattice L A of area A is uniquely parametrized by vectors u A and v A such that
with (x, y) ∈ D. Therefore, we get, for any (m, n) ∈ Z 2 ,
and all these values are the square of the distances between (0, 0) and the points of the lattice L A .
We recall that the triangular lattice of area A (also called "hexagonal lattice" or "Abrikosov lattice" in the context of Superconductivity) is defined, up to rotation, by
and the square lattice of area A is √ AZ 2 .
In Figure We define the space of functions F by
Thus, for any A > 0, for any Bravais lattice L A of area A and any f ∈ F, we define its f -energy by
where the sum is taken over all (m, n) ∈ Z 2 \{(0, 0)}. Thus, the function (x, y) → E f (x, y, A) belongs to C 2 (D) and, for any k ∈ {1, 2},
with respect to any variables. Furthermore, the symmetry E f (−x, y, A) = E f (x, y, A) justifies the fact that we study (x, y) → E f (x, y, A) in the half modular domain D. such that x = cos θ and y = sin θ. Thus, we define, for any f ∈ F, any π/3 ≤ θ ≤ π/2 and any A > 0,
Rhombic and rectangular lattices
Proof. This is clear because, since L is rhombic, 
Computation of first and second derivatives of E f
In this part, we compute the first and second derivatives of (x, y) → E f (x, y, A) with respect to x and y, for fixed A > 0. We do not give all the details of the computations, but only the key points.
First derivatives
The following results stay true if there is no conditions for the second derivative of f in the definition of F. Furthermore, we are going to find again a result of Coulangeon and Schürmann [11, Thm. 4.4 . (1)] in the simple two-dimensional case, that is to say the fact that the square lattice and the triangular lattice are both critical points of
Indeed, all the shells of Λ A and √ AZ 2 are 2-designs.
Proposition 3.1. We have, for any f ∈ F, any A > 0 and any (x, y) ∈ D,
Proposition 3.2. For any A > 0 and any f ∈ F, (0, 1) is a critical point of (x, y) → E f (x, y, A).
Proof. By Proposition 3.1, we get
The first sum is equal to zero by pairing (m, n) and (−m, n). The second is equal to zero because
by exchange of variables.
Lemma 3.3. For any (m, n) ∈ Z 2 \{(0, 0)}, let q(m, n) = m 2 + mn + n 2 and F : R → R be such that the following sums are convergent, then
Proof. The key point is the fact that, for any (m, n) ∈ Z 2 \{(0, 0)},
Consequently, we get
and (3.1) is proved. For the second equality, we compute
and (3.2) is clear. For the last one, we remark that, using q(m, n) = q(n, m),
and it follows that
Combining this equality with (3.2), we get the result. is a critical point of (x, y) → E f (x, y, A). In particular, we have
Proof. Using Proposition 3.1, we obtain
and
We remark, using the exchange of m and n, that
Thus, by (3.1), we get
and the result is proved.
Now we recall a simple application of Montgomery results [19] to the case of completely monotone interacting potentials. We say that f is completely monotone if, for any k ∈ N and any r > 0,
Proposition 3.5. ( [19] ) If f ∈ F is completely monotone, then for any A > 0 and for any (x, y) such that 0 < x < 1/2 and y > √ 3/2, we have Examples 3.6. In particular, the previous Proposition holds for f s/2 (r) = 1 r s/2 , s > 2 and f α (r) = e −παr . The first case corresponds to the Epstein zeta functions defined by
which will be denoted by ζ(x, y, s, A) in the last part of this paper. The second case corresponds to the theta functions defined by
where the term p = 0 is added.
Second derivatives
Proposition 3.7. For any A > 0, any f ∈ F and any (x, y) ∈ D, we have
Proof. Clear by direct computation. The last point follows from ∂ x E f (x, y, A) = 0 and the expression of this derivative in Proposition 3.1.
Corollary 3.8. Let A > 0 and f ∈ F, then the second derivatives at point (0, 1) are:
The both first results are obvious. Furthermore, we have
by pairing, in each sums, (m, n) and (−m, n).
Proposition 3.9. If A > 0 and f ∈ F are such that
Proof. It is clear by the previous corollary, and because (0, 1) is a critical point of the energy for any f ∈ F (see Proposition 3.2).
Proposition 3.10. Let f ∈ F, then the second derivatives at point
are:
is a local minimizer of (x, y) → E f (x, y, A)
is a local maximizer of (x, y) → E f (x, y, A).
Proof. We write, for any (m, n) ∈ Z 2 \{(0, 0)} and any A > 0,
A direct computation give us
2 , A , and more precisely
By (3.1), we get,
and (3.8) is proved. For the second equality, applying (3.2) and (3.3), we get
Hence, (3.9) is established. By (3.1), the first sum in the expression of
2 , A is equal to 0. Combining (3.2) and (3.3), we easily prove that the second part is also equal to 0.
Corollary 3.12. If f ∈ F is analytic on an open neighbourhood of (0, +∞), then for almost every
) is a local minimizer or a local maximizer of (x, y) → E f (x, y, A).
Proof. If f is analytic, then f ′ and f ′′ are analytic on an open neighbourhood of (0, +∞) and T f is also analytic on an open neighbourhood of (0, +∞). Then, the set of zeros of A → T f (A) is a discrete set and T f (A) = 0 for almost every A > 0.
Examples 3.13. This result is true for any sum of inverse power laws f (r) = p i=1 a i r −s i , s i > 1, any sum of exponential functions or any mixing of these type of functions (see [3] for more examples).
Application to Lennard-Jones type interactions
The aim of this part is to apply the previous results to Lennard-Jones type potentials. We recall our definition from [3, Section 6.3].
Definition 4.1. For any t = (t 1 , t 2 ) ∈ R 2 such that 1 < t 1 < t 2 and any a = (a 1 , a 2 ) ∈ (0, +∞) 2 , we define the Lennard-Jones type potential on (0, +∞) by
Hence, its lattice energy is defined, for any Bravais lattice
where the Epstein zeta function of lattice L is defined, for s > 2, by ζ L (s) = p∈L\{0} 1 |p| s .
Furthermore, we define the following lattice sums:
As we explained in [3, Section 6.3], these potentials are used in molecular simulation (classical interaction between atoms, hydrogen bonds, for finding energetically favourable regions in protein binding sites) or in the study of social aggregation [18] . In particular, the classical (12−6) LennardJones potential (see [16] ) is a good simple model that approximates the interaction between neutral atoms.
Theorem 4.1. For any (a, t) as in Definition 4.1, let
Proof. According to Proposition 3.10, we easily get by (3.2) and (3.3) , we remark that
Consequently, we obtain
and T f (A) > 0 if and only if A < A 0 . The second point is clear. 
Proof. We use Proposition 3.9 and we compute
Now, we remark that g(s) > 0 and k(s) > 0. Indeed, we have
By change of variable (m, n) = (k + ℓ, k − ℓ), we obtain, since the number of terms is larger in the sum on the right than in the left one,
. Therefore, we get, for any s > 1,
With exactly the same arguments, we find, for any s > 1,
Hence, the result is proved because
Remark 4.4. In the classical Lennard-Jones case a = (2, 1) and t = (3, 6), we numerically compute A 1 ≈ 1.1430032 and A 2 ≈ 1.2679987. In particular, if A > A 2 , then the square lattice cannot be a minimizer of (x, y) → E V (x, y, A).
5 The classical Lennard-Jones energy: numerical study, degeneracy as A → +∞ and conjecture
In this part, we study the energy per point associated to the classical Lennard-Jones potential, i.e. a = (2, 1) and t = (3, 6) . Hence, the corresponding interaction potential is given by
and its lattice energy is defined, for any Bravais lattice L, by Table 2 : Summary of our numerical and theoretical studies for the minimization among rhombic lattices of
Minimality among rhombic lattices
In Table 2 , we give the results of our numerical and theoretical investigations for the minimization of
with respect to the area A. For any fixed A > 0, we call θ A a minimizer of θ → E V (θ, A). We split (0, +∞) into four domains Rhi, 1 ≤ i ≤ 4, and we explain below these results. In [5, Theorem 3.1], we proved that if 0 < A < 
, and we numerically compute A BZ ≈ 1.1378475.
Furthermore, see Figure 4 for the A = 1 case. For an area between A BZ ≈ 1.13785 and A 1 ≈ 1.43003, the minimizer seems (numerically) to cover monotonically and continuously the interval [76.43 • , 90 • ) (see Figure 5, 6 and 7) . There is no doubt about the fact that the transition from 60 • to 76.43 • is discontinuous (see Figure 5) .
For A in the domain Rh4, our numerical simulations give us the optimality of θ A = 90 • for A 1 < A < 20. We will see in the next subsection that the minimizer seems to stay rectangular if A is large enough (see Figure 8 for the A = 3 case). 
Rect3
A > A 2 ր on (1, +∞) num.+proved for large A in Prop. 5.3 Table 3 : Summary of our numerical and theoretical studies for the minimization among rhombic lattices of
Remark 5.1. It numerically appears that the minimizers of (x, y) → E V (x, y, A) on D are rhombic lattices if 0 < A < A 2 .
Minimality among rectangular lattices
As in the previous subsection, we give the results of our numerical and theoretical investigations for the minimization of
with respect to area A in Table 3 . For any fixed A > 0, we call y A a minimizer of y → E V (y, A). We split (0, +∞) into three domains Recti, 1 ≤ i ≤ 3 and we explain below these results. In particular, we will partially explain the behavior of the minimizer on Rect3. The optimality of y A = 1, i.e. the square lattice, on Rect1 is clear by [5, Theorem 3 .1] and Montgomery result [19, Lemma 7] . Indeed, Montgomery proved that ∂ y θ(x, y, α) ≥ 0 for any (x, y) ∈ D and any α > 0, where θ(x, y, α) := E fα (x, y, 1/2) and f α (r) = e −παr . Furthermore, we proved in [5, Theorem 3.1] that, for any 0 < A < π (120) 1/3 and any Bravais lattice L A with area A,
where C A is a constant depending on A but independent of L A and g A (α) ≥ 0 for any α ≥ 1. Thus, we get ∂ y E V (y, A) ≥ 0 for any y ≥ 1 when 0 < A < π (120) 1/3 . Therefore, y = 1 is the unique minimizer of y → E V (y, A).
On Rect2, y = 1 seems numerically to be the minimizer (see Figure 9 ). Actually, it is not difficult to prove rigorously, by using the algorithmic method detailed in [4, Lem. 4.19] , that y → E V (y, A) is an increasing function, for some A ∈ Rect2. Numerically, in the domain Rect3, the minimizer seems to cover (1, +∞) monotonically and continuously with respect to A. In particular, we have the degeneracy of the minimizer as A goes to infinity, i.e. lim A→+∞ y A = +∞ (see Figures 10, 11 and 12 ).
Remark 5.2. The degeneracy of the minimizer, as A → +∞, follows from the fact that
6) and the derivative, with respect to x, of the right side expression is positive by Proposition 3.5. Furthermore, the competition between ζ L (12) and −2A 3 ζ L (6) is naturally won by the first one as A → 0, and that explains why the triangular lattice is the minimizer for A ∈ Rect1.
The following results prove the degeneracy of the minimizer among rectangular lattices, as A → +∞, and the fact that the minimizer of where
In particular, Proof. Let A > 0 and y ≥ 1, then we have
we have lim
Let y A be a minimizer, then we have E V (y A , A) ≤ E V (A 1/3 , A) , that is to say
We remark that, for any s ∈ {3, 6} and α ≥ 1,
Thus, we get, for A ≥ 1,
In particular, this inequality fails if A is enough large. Indeed, we can rewrite this inequality as
The discriminant of polynomial R A is
Thus, if A is sufficiently large, then 0 < ∆ A < 4ζ Z 2 (6) 2 A 6 . If follows that R A admits two positive zeros if A is enough large, which are 1 ≤ X 1 (A) < X 2 (A) given in the statement of the proposition. Therefore, R A (y 3 A ) ≥ 0 implies that, for A large enough, X 1 (A) ≤ y 3 A ≤ X 2 (A) with
as A → +∞, where C 1 and C 2 are both positive constants, and the result is proved. Proof. Let us prove that, for A sufficiently large and any (x, y) ∈ D, ∂ x E V (x, y, A) ≥ 0 with equality if and only if x = 0. Using Rankin's notations [22, Section 4., p. 157] and the notation of Examples 3.6 for the Epstein zeta function, we get, for any x = 0,
• C 1 and C 2 are both positive constants;
Rankin [22, Eq. (21) ] proved that Λ(k, y, 3) > 0 for any k ≥ 1 and any y ≥ √ 3/2. Furthermore, by definition, we can write Λ(k, y, 3) = y 7/2Λ (k, y, 3) and Λ(k, y, 6) = y 13/2Λ (k, y, 6), whereΛ(k, y, 3) andΛ(k, y, 6) have the same order with respect to y. Therefore, we get, for any (x, y) ∈ D,
Thus, since (see Rankin [22, p. 158 
and (see [19, p. 81 
with equality for any k ≥ 1 if and only if x = 0, we obtain that this quantity is positive, for any (x, y) ∈ D, for A large enough. Consequently, there exists A 4 such that for any A > A 4 ,
with equality if and only if x = 0. Thus, we get x A = 0 for any A > A 4 .
A summary of both previous results is:
Corollary 5.6. For any A > 0, we call (x A , y A ) ∈ D a minimizer of (x, y) → E V (x, y, A). Then:
1. for A large enough, x A = 0;
it holds lim
A→+∞ y A = +∞.
Remark 5.7. It numerically appears that the minimizer of (x, y) → E V (x, y, A) on D is a rectangular lattice for any A > A 1 .
Remarks about the global minimality
Using our previous work [5] , we can prove the following result explaining why the A = 1 case is fundamental for finding the global minimizer of the Lennard-Jones energy, among Bravais lattices, without area constraint.
is the unique minimizer of (x, y) → E V (x, y, 1), then the global minimizer of (x, y, A) → E V (x, y, A) is unique and triangular. 
Furthermore, we proved in [5, Proposition 4.1] that the area of a global minimizer is smaller than 1. Thus, if the triangular lattice is the unique minimizer among Bravais lattices of fixed area 1, then it is the case for every fixed area such that 0 < A < 1. Consequently, the minimizer of the energy is unique and triangular, because the minimum among dilated triangular lattices with respect to the area is unique.
We numerically check that (1/2, √ 3/2) seems to be the minimizer of (x, y) → E V (x, y, 1), but a rigorous proof have to be done. A strategy could be the following: While the first point seems difficult to prove by using classical estimates, the proofs of both other points are clear.
Summary of our results, numerical studies and conjectures
In this part, we summarize the supposed behavior of the minimizer (x A , y A ) of (x, y) → E V (x, y, A) based on our theoretical and numerical studies among rhombic and rectangular lattices. The summary is given in Figure 18 . In the following description, we detail the proved results and the conjectures based on numerical investigations.
More precisely, we have: 4. For A BZ < A < A 1 ≈ 1.143, the minimizer seems, numerically, to be a rhombic lattice.
More precisely it covers continuously and monotonically the interval of angles [76.43 • , 90 • );
5. For A 1 < A < A 2 ≈ 1.268, the square lattice is a local minimizer, by Theorem 4.3. Furthermore, it seems, numerically, that the square lattice is the unique minimizer;
6. For A > A 2 , then it seems, numerically, that the minimizer is a rectangular lattice. For A large enough, we give a proof of this fact in Proposition 5.5; Hence, since, for L A = √ AL where L has a unit area,
θ L (1) and θ L+u (1) can be compared respectively to ζ L (12) and −ζ L (6). Furthermore, δ can be compared to A 3 . Increasing δ (respectively A), Ho and Mueller find, as in this paper, that L → argmin L {min (L,u) {E δ (L, u)}} (respectively argmin L {E V [L]} for us) is triangular at the beginning, becoming rhombic (with a discontinuous transition), square and finally rectangular. Another recent work [2, 24] on Wigner bilayers presents a surprising similarity.
It is actually natural to conjecture that:
• the behavior of the minimizers of L → E f [L A ] with respect to the area A is qualitatively the same for all the Lennard-Jones type potentials;
• more generally, we can imagine that we find the same result for any potential f written as
where f 1 and f 2 are both completely monotone and f has a well, i.e. f is decreasing on (0, a) and increasing on (a, +∞), because, for any i ∈ {1, 2}, L → E f i [L A ] has the same properties as L → θ L (α), for any α > 0 (see Proposition 3.5).
