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Abstract--This paper extends the work of a previous paper on error ate estimation for linear discriminant 
functions by considering additional non-Gaussian distributions from the Pearson VII family. The Pearson 
VII family is an elliptically contoured family of probability densities with a parameter mthat controls 
the tail length of the distribution. For m > 2 (i.e. reasonably light tails) the estimators perform similarly 
to previous Gaussian case studies and previous simulated exponential and uniform distributions. For m 
~< 1.6 (i.e. heavy tails) results imilar to previous Cauchy cases are obtained. The 0.632 estimator generally 
performed best for large m, but it does not perform as well as the e0 and convex bootstrap when the tails 
are heavy. The positive bias of e 0 no longer pertains when the tails are heavy. 
1. INTRODUCTION 
Interest in error rate estimation has been renewed in recent years due to work of Glick [1] and Efron 
[2]. They showed that improvements can be made over the popular leave-one-out estimator of 
Lachenbruch and Mickey [3]. In particular, a resampling-type estimator called the 0.632 by Efron 
was found to be promising. 
Chernick et al. [4, 5] in an extensive simulation study for Gaussian populations confirmed the 
superiority of the 0.632 estimator over other resampling-type estimators including the leave-one- 
out estimator. Chernick et al. [6] demonstrated that even for selected non-Gaussian populations 
the 0.632 estimator generally performed best. However, they showed that for a particular 
multivariate Cauchy distribution, the convex bootstrap and the e0 estimator performed better than 
the 0.632 estimator. 
Good performance of the 0.632 estimator comes from the fact that it is an appropriately weighted 
average of the negatively biased apparent error rate and e0 (which usually has a positive bias). For 
Cauchy distributions and sample sizes t> 20 the e0 estimator no longer has this positive bias, while 
the apparent error rate maintains its negative bias. Consequently, the bias of the 0.632 estimator 
becomes ignificant and leads to a r.m.s, error that is larger than that of some of its competitors. 
Chernick et al. [6] conjectured that this phenonmenon, observed for the particular Cauchy 
distribution studied, could be generalized to a large class of heavy-tailed distributions. In this paper, 
we study performance of these estimators for a variety of Pearson VII bivariate distributions. Our 
purpose is to see how relative performance of the estimators i affected by tail behavior, which for 
this family is systematically controlled by the parameter m. 
We also briefly consider two other estimators, a modified convex bootstrap and an adaptively 
weighted conbination of the e0 and apparent error rate estimators. These two estimators were 
suggested in Chernick et al. [6] as possible improvements o the convex bootstrap and the 0.632 
estimator, respectively. 
In this, as in previous studies, we consider two-class problems (previous tudies also included 
some three-class problems), assume equal a priori probabilities for the classes and estimate the 
conditional expected error rate given a training set, for a new randomly selected observation vector 
from the mixture of the distributions. The mixture proportion for each class is equal to 0.5. 
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2. DEFINIT ION OF ESTIMATORS 
The basic set of seven estimators i the same as those defined and studied in Chernick et al. [4, 6]. 
For completeness we define these estimators again as well as two new estimators studied here for 
the first time. 
The apparent error rate (denoted in tables and figures as APP) is obtained simply by counting 
the number of training vectors misclassified and dividing by the total number of training vectors. 
This estimator, also known as resubstitution, has a negative bias that can be large in small samples. 
Chernick et al. [4, 6] have shown empirically that the bias increases linearly with the true error rate. 
The leave-one-out estimator (denoted U and also referred to as cross validation or the U method) 
is obtained by constructing the linear discriminant function(s) based on the training set with one 
training vector left out. This discriminant function is then used to classify the one remaining 
training vector. This procedure is repeated for all n training vectors. The total number misclassified 
divided by n is then the leave-one-out estimate of the expected error rate. Because of its near 
unbiasedness this estimator has been popular. Unfortunately it often has a large variance in small 
samples, and several alternative stimators are superior over a variety of population distributions 
in terms of r.m.s, error. 
The five resampling estimators are variants of the bootstrap, and all involve the generation of 
bootstrap samples. A bootstrap sample is obtained by sampling with replacement from the training 
set. Bootstrap samples vary from the original training set in that some training vectors will be 
observed twice or three times, some only once and some not at all. Exact repetition frequencies 
for the training vectors depend on n and can be found in Chernick and Murthy [7]. Based on 200 
bootstrap samples an estimate of the bias of the apparent error rate is obtained and added to the 
apparent error rate. The standard bootstrap (denoted BOOT) uses the bias estimate based on the 
bootstrap-sample analog to equation (2.10) in Efron [2]. 
The MC and convex bootstrap (denoted MC and CONV, respectively) follow the same 
procedure as the standard bootstrap except for the way the bootstrap samples are generated. In 
the case of the MC estimate, the bootstrap samples are restricted to control the number of training 
vectors appearing zero, one, two and three times. These repetition frequencies are controlled to 
match as closely as possible the asymptotic repetition frequencies given in Chernick and Murthy 
[7]. 
The convex bootstrap takes a linear combination of two distinct randomly selected training 
vectors with weights 2 and 1 - 2, where the weight 2 is uniformly selected on [0, 1]. This estimator 
is chosen to smooth the empirical distribution function. Technically the estimator will not be 
consistent since the smoothed istribution will not converge to the true cumulative distribution 
function. 
A consistent modification was easily devised. The modified convex bootstrap (denoted MCONV) 
is obtained just as the convex bootstrap except hat 2 is chosen to have its distribution concentrated 
more and more near 1 as n increases. We achieve this by taking the n th root of a uniform random 
variable on [0, 1] for 2. For the small sample sizes of this study there was very little difference 
between these convex bootstrapestimators, andin fact CONV often performed as well as MCONV. 
The e0 estimator (denoted e0) is obtained by ordinary bootstrap sampling. For each bootstrap 
sample, training vectors not included in the bootstrap sample are classified based on the linear 
discriminant rule constructed for the bootstrap sample. The percentage misclassified are averaged 
over the 200 bootstrap samples to give the e0 estimate. Except for heavy-tailed distributions this 
estimator has a positive bias. However, for very heavy-tailed distributions (i.e. m ~< 1.5) the bias 
is negative. 
The 0.632 estimator (denoted 632) is a weighted average of the apparent error rate and the e~ 
estimate with weights 0.368 and 0.632, respectively. The number 0.368 is actually a decimal 
approximation to l/e, the asymptotic expected percentage of training vectors not included in a 
bootstrap sample. 
Chernick et  al. [4, 6] observed empirically a linear trend in the bias of APP and a near constant 
bias in e0 for all but the Cauchy distribution. This suggested that a weighting that varies based 
on a preliminary estimate of the error rate might do a better job of cancelling out the two opposite 
biases. Specifically, we found that for all but heavy-tailed istributions the quadratic function 
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0.24t-0.48t 2 fits well to the bias of e0 and the linear function -0 .3 t  fits well to the bias of the 
apparent error rate where t is the true error rate. Based on these formulas the weight that cancels 
the biases is w = 0.3/(0.54-0.480. The weight w applies to e0 and 1-w tO APP. Note that 
w = 0.555, when t = 0 and w = 1 when t = 0.5. This compares to the constant weight w = 0.632 
for the original 0.632 estimator. For this study, we substitute the U method estimate for t in the 
formula for w. This so-called adaptive 632 estimator has generally smaller bias than 632 as expected 
but usually has a larger r.m.s. We also considered 632 itself as a substitute for t but without success. 
Improvement on 632 by adaptive weighting appears to be more difficult than we had originally 
thought. Variability about the fitted curves seems to be too great since even if we use the true error 
rate for t (not legitimate for an estimator but useful in determining the fruitfulness of the approach) 
we see no improvement. 
3. PEARSON VII B IVARIATE  D ISTR IBUT IONS.  
Multivariate Pearson v I r  distributions are given by the following density function: 
F(m) IX1-1/2 
f (X )  = F (m -p/2)~'/2[1 + (x - t t ) 'Z - ' (X  - #)]m, 
where # is the location vect9.r, Y. is the scaling matrix, m is a parameter affecting dependence and 
tail behavior and p is the dimension of the vector X. The parameter m is required to be greater 
than p/2.  In this study we c~nsider only bivariate distributions (i.e. p = 2) and vary m from 1.3 
to 3.0. The distribution is elliptically contoured and for p = 2 has Cauchy marginal distributions 
when m = 1.5. Second moments exist (for p = 2) only for m greater than 2.5 and first moments 
only for m greater than 1.5. Additional information on the Pearson VII family and its uses in 
simulation studies can be found in Johnson [8]. Since the family is elliptically contoured it is similar 
to the normal distribution except for the tail behavior. Consequently it is a natural family to use 
to test effects on estimators to departures from multivariate normality (particularly the tail behavior 
which is easily varied with m). 
4. SUMMARY OF RESULTS 
The simulations consist of 200 replications of training sets per case. Each replication uses the 
generation of 200 bootstrap samples to compute the estimates. There are a variety of cases for each 
value of m corresponding to training set sizes of n = 14, 20 and 29 and various true error rates 
in the range of 0.05-0.50. Only two-class and two-dimensional problems were considered. 
The tables and figures show comparisons of r.m.s, error and bias for the seven estimators. The 
two modified estimators did not perform better than their original counterparts and hence are not 
included. Table 1 shows the number of times each estimator ranked first, second or third for cases 
with m = 1.3, 1.5, 1.6 and 1.7 and Table 2 shows the same counts for m = 2.0, 2.5 and 3.0. 
Figure 1 shows the r.m.s, and bias curves versus the true error rate for m = 1.5 (i.e. the Cauchy 
case) and n -- 20 with 632, e0, MC and BOOT plotted together on the top two curves and CONV, 
U and APP plotted on the bottom two curves. Figure 2 shows the same set of curves for m = 3.0 
(a light-tailed case). For m > 1.7 the results are similar to past results for both Gaussian and 
light-tailed non-Gaussian distributions. When rn ~< 1.6 the pattern observed by Chernick et al. [6] 
for a Caunchy distribution pertains as can be seen in Fig. 2. As m decreases from 2.0 to 1.5 the 
bias of e0 decreases and eventually becomes negative. This is evident from the tables since 632 ranks 
first in 18 out of 30 cases and in the top three in 29 out of 30 cases when m = 2.0 but only in first 
in 2 out of 12 when m = 1.7. When m = 1.5, CONV and e0 rank first more often than 632. 
5. CONCLUSIONS 
Simulation results indicate that the 0.632 estimator generally performs better than the other 
competitors considered here for a wide variety of distributions. The success of 632 seems to be due 
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Table 1. Summary comparison of estimators using r.m.s, error (number of simulations on 
which estimator attained top three ranks) 
632 MC e0 BOOT CONV U APP Total 
M= 1.3 
1st 0 0 2 0 10 0 0 12 
2nd 3 0 0 9 0 0 0 12 
3rd 0 9 0 1 2 0 0 12 
Total 3 9 2 I 0 12 0 0 36 
M= 1.5 
1st 6 I 8 5 12 0 1 33 
2nd 8 4 0 14 7 0 0 33 
3rd 3 15 2 4 8 0 1 33 
Total 17 20 10 23 27 0 2 99 
M= 1.6 
1st I 1 2 1 5 0 2 12 
2nd 4 3 0 5 0 0 0 12 
3rd 0 4 0 4 4 0 0 12 
Total 5 8 2 10 9 0 2 36 
M=l .7  
1st 2 1 2 1 2 1 3 12 
2nd 3 3 1 4 1 0 0 12 
3rd 4 2 0 3 2 0 I 12 
Total 9 6 3 8 5 1 4 36 
to the fact that it weighs e0 and APP appropriately to approximately cancel their opposite biases. 
However, for heavy-tailed Pearson VII distributions and n >/20, the bias of e0 is no longer opposite 
to APP, and we find that CONV, BOOT and e0 often have smaller r.m.s, errors than 632. This 
phenomenon was also noticed previously by the authors for another multivariate Cauchy 
distribution. These results indicate that tail behavior of the population distribution affects relative 
performance of the estimators. No other characteristics of the population distributions have yet 
shown an effect. It seems that 632 can be recommended over the others unless it is suspected that 
the population distributions have heavy tails. 
Additional comparisons with other potential competitors uch as those given by Snapinn and 
Knoke [9, 10] should be carried out before definitive recommendations can be made. 
Table 2. Summary comparison of estimators using r.m.s, error (continued) (number of 
simulations on which estimator attained top three ranks) 
632 MC e0 BOOT CONV U APP Total 
M= 2.0 
1st 18 1 3 0 I 0 7 30 
2nd 10 4 4 2 5 2 3 30 
3rd 1 9 3 8 5 0 3 30 
Total 29 14 10 10 11 2 13 90 
M= 2.5 
1st 21 0 8 1 0 0 3 33 
2nd 10 3 4 5 4 2 5 33 
3rd 1 13 1 6 10 0 2 33 
Total 32 16 36 12 14 2 10 99 
M= 3.0 
1st 21 0 6 0 0 0 3 30 
2nd 9 3 5 3 2 2 6 30 
3rd 0 8 1 8 11 I 1 30 
Total 30 11 12 11 13 3 10 90 
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