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Mixing time and cutoff phenomenon
for the interchange process on dumbbell graphs
and the labelled exclusion process on the complete graph
Richa´rd Patko´ and Ga´bor Pete ∗
Abstract
We find the total variation mixing time of the interchange process on the dumbbell graph (two
complete graphs, Kn and Km, connected by a single edge), and show that this sequence of chains
exhibits the cutoff phenomenon precisely when the smaller size m goes to infinity. The mixing time
undergoes a phase transition at m ≍ √n. We also state a conjecture on when exactly cutoff holds
for the interchange process on general graphs.
Our proofs use coupling methods, and they also give the mixing time of the simple exclusion
process of k labelled particles in the complete graph Kn, for any k ≤ n, with cutoff, as conjectured
by Lacoin and Leblond (2011). In particular, this is a new probabilistic proof for the mixing time
of random transpositions, first established by Diaconis and Shahshahani (1981).
1 Introduction
Given a connected finite graphG (V,E) on N vertices, the discrete time lazy interchange process
is a group-invariant random walk on the symmetric group SN , where each step of the walk consists
of either staying put with probability one half, or multiplying the element σt at time t with a
transposition (v1v2), where (v1, v2) is an edge of G selected uniformly at random.
The mixing time of an interchange process was first studied by Diaconis and Shahshahani [7],
who proved, using the representation theory of the symmetric group, that the total variation
mixing time of the lazy process on the complete graph Kn is (1 + o(1))n logn, with cutoff phe-
nomenon: the total variation distance of the distribution of the current location from stationarity
decreases from around 1 to around 0 abruptly, in a time window negligible compared to the mix-
ing time itself (see Subsection 2.1 below for precise definitions). Probabilistic proofs were given
in [22, 4, 5]. For general graphs, a central result is the proof of Aldous’ conjecture by Caputo,
Liggett, and Richthammer [6]: the spectral gap of the process is always determined by the spectral
gap of simple random walk on the underlying graph itself. However, understanding the mixing
time requires more than just finding the spectral gap; results on different graph families have been
obtained, in chronological order, by Jonasson [15], Erikshed [10], Oliveira [23], Lacoin [16, 17],
Hermon and Pymar [13], Alon and Kozma [2], Hermon and Salez [14].
The question of finding conditions that ensure or forbid the cutoff phenomenon was posed by
Aldous and Diaconis [1], and has been studied in many papers since then; see [9, 3] and the references
therein. In any sequence of Markov chains, if the product of the spectral gap and the mixing time
does not tend to infinity (i.e., the so-called product condition fails), then cutoff cannot hold, as
shown by the eigenvector corresponding to the second largest eigenvalue [19, Section 18.3]. One
may speculate that if a sequence of “natural” Markov chains does not have this obvious obstacle,
then cutoff does hold. For transitive Markov chains, there is an example due to Pak that satisfies
∗’Re´nyi Institute, Not The Hungarian Academy of Sciences, and Institute of Mathematics, Budapest University of
Technology and Economics. http://www.math.bme.hu/~rpatko and http://www.math.bme.hu/~gabor.
1
the product condition while has no cutoff [19, ibid.], but the case of interchange processes is wide
open. From a different point of view, Cayley graphs of finite simple groups tend to be expanders
[12], where the product condition obviously holds, and cutoff is conjectured by Peres [21]. Hence
it is not immediately obvious if there are any graphs where the interchange process (which is a
random walk on a Cayley graph of SN , a Z2-extension of the simple group AN ) does not satisfy
the product condition.
The dumbbell graphs are typical examples with bad mixing properties for the simple random
walk, hence it is natural to investigate what happens for the interchange process on them. To state
our first result, we let tmix (ε) denote, as usual, the smallest time when the total variation distance
of the chain from stationarity, started from a fixed vertex, gets below ε.
Theorem 1.1 (Dumbbell interchange). Let G = Gn,m be the graph consisting of two complete
graphs with n and m vertices respectively, connected by a single edge. Let us assume that m = m(n)
is a function of n such that m ≤ n. Note that the edges set has size |E| ∼ (m2 + n2)/2. Then we
have the following for the 12 -lazy interchange process on this graph:
i) If ∃ c > 0, such that c√n ≤ m ≤ n, then, for all 0 < ε < 1/2,
(1− o(1)) |E|nm
n +m
logn ≤ tmix(ε) ≤ (1 + o(1)) |E|nm
n+m
logn (1.1)
ii) If we have 1≪ m = m(n)≪ √n, then, for all 0 < ε < 1/2,
(2− o(1))|E|m logm ≤ tmix(ε) ≤ (2 + o(1))|E|m logm (1.2)
iii) If m remains bounded, then, for all large enough n and all 0 < ε < 1/2,
A(ε,m) |E| ≤ tmix(ε) ≤ B(ε,m) |E|, (1.3)
where A(εm,m) > B(1/4,m) if εm is small enough.
In particular, the interchange process has cutoff if and only if m(n) → ∞, which is exactly when
the product condition holds.
Inspired by these results, we state the following somewhat provocative conjecture. It is a
formulation of the idea that the interchange process can fail to have cutoff only if some local
obstacle governs the mixing time. This is not a purely graph theoretical characterization that
would be immediate to check, but it still may be a good start.
Conjecture 1.2 (Interchange cutoff). Let Gn = (Vn, En) be a sequence of finite simple graphs,
with tIPmix(Gn) denoting the total variation mixing time of the discrete time interchange process.
(i) Cutoff holds if and only if the product condition holds.
(ii) If tIPmix(Gn)≫ |En|, then cutoff holds.
(iii) If tIPmix(Gn) ≤ O(|En|), then cutoff fails if and only if the graphs Gn have bounded bad
bottlenecks: there exists K <∞ such that, for all n large enough,
∃Wn ⊂ Vn with 1 ≤ |Wn| ≤ K and |∂EWn| ≤ K |En|
tIPmix(Gn)
, (1.4)
where ∂ES is the set of edges connecting S with its complement.
One direction is easy: we will show in Proposition 2.1 that the existence of the bounded bad
bottlenecks Wn implies that the product condition fails. Also, one simply cannot have Wn ⊂ Vn
with |Wn| → ∞ and |∂EWn| = O(|En|)/tIPmix(Gn). Let us mention that our conjecture seems to
be closely related to the natural conjecture that Hermon and Pymar’s [13, Theorem 1.4] holds
with an exponent 1/2 instead of 1/4; furthermore, it is consistent with the conjectures of [23] and
[13] comparing the mixing time of the interchange process with the mixing time of independent
particles.
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In order to better place Theorem 1.1 in context, and to state our second theorem, we need to
say a few words about the proof of the first one. The first step is to replace the “bridge” edge
connecting the two cliques with nm “thin bridges”, one edge for each pair of vertices in different
cliques, with probability 12|E|nm of choosing the transposition represented by the edge. That is,
we “distribute the probability” between the new edges equally, and hence the new process can be
coupled to the original process so that one of the new edges is chosen exactly when the old edge
is chosen. A key observation will be that these “bridge” transpositions happen so rarely that the
permutation of the particles within in each clique typically has enough time to get mixed in between
them. (We emphasize that this is only the typical behaviour, and there are still many instances
of bridge transpositions occurring shortly after each other, causing non-trivial complications; see
Proposition 3.2. Moreover, whenm is constant, we symmetrize only the connections to the n-clique;
see Proposition 3.3. Nevertheless, to explain the big picture, let us stick to this simplistic view.)
This has two consequences:
(1) The original and the new process can be coupled so that mixing in the two happen simulta-
neously. Thus we can study the mixing time of the new (much more symmetric) process.
(2) The mixing time of the new process is determined by the mixing time of how the particles
are partitioned into the two cliques. Moreover, because of the symmetries of the new process,
this partition is always uniformly distributed among all possibilities with a given number of
particles that are not in the clique where they started. Thus we only have to understand the
mixing time of the number of particles that started in the smaller clique and are currently
there. This process is just a time-changed version of the Bernoulli–Laplace diffusion
model, with urn sizes n and m. In that model, at each step, one ball is chosen from each
urn uniformly at random, then the two balls are switched. In our case, we make moves only
when bridge transpositions happen.
Given this reduction, we need the mixing time of the Bernoulli–Laplace model, which has
been determined by different methods in earlier works. Diaconis and Shahshahani [8] use the
representation theory of the symmetric group both for the lower and upper bounds. Their proof
is spelled out for the m = n case, establishing cutoff, and they mention that everything goes
through for the case of general m, overlooking the phase transition (and the need for a different
argument) for m = O(
√
n). An elementary algebraic approach was recently given in [20]. More
probabilistically, after noticing that the Bernoulli–Laplace model can be considered as a birth-and-
death chain on {0, 1, . . . ,m}, the work of Ding, Lubetzky and Peres [9] can be applied, who prove
that cutoff for these chains is equivalent with the product condition, with mixing time given by the
expected hitting time of the median of the stationary distribution, starting from the worse endpoint.
However, even though one can write a recursion for expected hitting times, solving the recursion
explicitly is not a completely trivial task analytically (done heuristically in [20]); moreover, for the
case m = o(
√
n) it cannot give the precise answer, since the median is “inside” the 0 state. Finally,
Lacoin and Leblond [18] give a complete probabilistic treatment of the simple exclusion process
on the complete graph Kn, with k = k(n) labelled or unlabelled particles, which means that the
location of these particles only is followed during the interchange process. In the unlabelled case,
by considering the set of original particle locations as one urn, the empty locations as the other
urn, we get the Bernoulli–Laplace model. In that paper, cutoff for k ≫ 1 and the phase transition
at k ≍ √n were established. The labelled case has some direct similarities with the interchange
process on Gˆn,m; however, the exact mixing time was not found in [18] for the labelled process.
The L2-mixing time of the labelled process with k ≤ (1 − ε)n/2, different from the total variation
mixing time, was found in [11] using spectral arguments.
Our proofs for the Bernoulli–Laplace model are in parts similar to those of Lacoin and Leblond
[18]. However, since we learnt about that paper only after our first draft was written, and we feel
that our proofs are simpler at several places, we have decided to present these proofs in detail,
keeping our paper self-contained. Moreover, we are able to complete their work on the labelled
exclusion process, and prove the following theorem. After seeing our draft, Hubert Lacoin suggested
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that the strong stationary time method of Matthews [22] might also generalize to the case of k
particles. This suggestion indeed seems to work, which would give a completely different proof.
Theorem 1.3 (Complete graph exclusion). For the 12 -lazy exclusion process on the complete
graph with n vertices and k labeled particles, for any 1 ≤ k ≤ n, for every ε ∈ (0, 1), we have
tmix(ε) = n log k +Oε(n) ,
where the constant in the error term depends on ε but not on k.
We are working here with the 12 -lazy processes only for convenience. Even without laziness, the
exclusion process would be aperiodic for any 1 ≤ k ≤ n − 2, and the result could be proved for
the non-lazy version with mixing time halved. However, for k = n− 1 or n, the process is periodic
(there are odd and even permutations), hence something needs to be done about that. In the usual
version for k = n, there is a natural 1n -laziness, which is large enough to produce mixing between
even and odd permutations, but small enough to keep the mixing time at 1+o(1)2 n logn. To keep
our results consistent for all values of k, we have decided to go with 12 -laziness.
Sketch for the Bernoulli–Laplace model. When m ≪ √n, with high probability no original
particle can be found in the smaller clique in the stationary distribution, and it is not hard to
prove that the phenomenon of all particles leaving the smaller clique actually governs mixing. For
1 ≪ m ≪ √n one can rather directly compute the time needed for that, obtaining cutoff. For
m ≍ 1, we have to work not with the Bernoulli–Laplace model, but with a “half-symmetrized
chain”, for which direct probabilistic arguments easily give the mixing time, with no cutoff. In
the case m = Ω(
√
n), mixing turns out to be governed by the number of original particles in the
smaller clique being as close to the stationary mean as the stationary standard deviation. The lower
bound is found by Chebyshev’s inequality on the number of original particles residing in the larger
clique. For this reason, the mean and variance of this quantity at time t, are calculated using the
eigendecompositions of transition matrices of projections of the original chain. The upper bound
is found by coupling of two copies of the Bernoulli–Laplace process. We also note that the mixing
time for the m ≍ √n case can be obtained by plugging in m ≍ √n in either one of the two cases.
Sketch for the exclusion process. We consider the set of positions where the particles start as
one clique K, and the starting empty locations as another clique Kc, to get a process very similar
to the previous ones. The particles leaving K are arriving at uniform random locations, hence the
mixing time is governed by two phenomena: (i) the number of particles that are in K should be
close to stationarity, which is basically a Bernoulli–Laplace process; (ii) the particles that have
never left K should be well-mixed within K, which is basically another exclusion process. The time
(1 + o(1))n log k is just enough for item (i). On the other hand, the number of particles that have
never left K during this time turns out to be o(√k), which takes us into the easier case of the
exclusion process, and the number of transpositions happening within K is again just enough for
item (ii). Of course, there are some complications coming from the fact that the “particles that
have never left K” are somewhat special, but this effect will turn out to be unimportant.
Organization of paper. In Section 2, we present some basic definitions and results, including a
proof of the easy direction of Conjecture 1.2. In Section 3, we present the reduction to the Bernoulli–
Laplace model and what we call the half-symmetrized chain, including the proofs of items (1) and
(2) above. In Section 4, we present the computations of the mixing time of the (half-)symmetrized
chains, completing the proof of Theorem 1.1. Finally, in Section 5, we prove Theorem 1.3 on the
mixing time of the exclusion processes.
Acknowledgments. We are grateful to Bala´zs Ra´th, Jonathan Hermon and Hubert Lacoin for
useful discussions, comments and references. Our work was supported by the ERC Consolidator
Grant 772466 “NOISE”, and by the Hungarian National Research, Development and Innovation
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2 Preliminaries
2.1 Mixing time definitions
If µ and ν are probability measures on the finite set Ω, then the total variation distance, denoted
by ‖µ− ν‖, is defined as
‖µ− ν‖ := max
A⊂Ω
|µ (A)− ν (A) |.
Let X(n) be a sequence of irreducible aperiodic Markov chains on the (finite) state spaces Ω(n).
Let P tn(·, ·) be the t-step transition matrix, and let πn be the stationary distribution of X(n). Let
dn(t) := max
x∈Ω(n)
∥∥P tn(x, ·)− πn∥∥ .
Then, for 0 < ε < 1, the ε-mixing time of X(n) is defined as t
(n)
mix (ε) = inf{t > 0 | dn(t) < ε}. By
cutoff phenomenon for the sequence X(n) we mean that, for any 0 < ε < 1,
t
(n)
mix(ε)
tnmix(1 − ε)
→ 1, as n→∞.
Our Markov chains will be reversible and lazy, hence the eigenvalues of P = Pn are 0 ≤ λn ≤
· · · ≤ λ1 = 1. For the spectral gap, the Dirichlet variational formula [19, Lemma 13.7] says that
1− λ2 = inf
{
E(f)
‖f‖22
:
∑
x
f(x)π(x) = 0
}
, (2.1)
where
E(f) := 1
2
∑
x,y∈Ω
(
f(x)− f(y))2π(x)P (x, y) and ‖f‖22 := ∑
x∈Ω
f(x)2π(x) .
The relaxation time is t
(n)
relax := 1/(1− λ(n)2 ), and it is easy to see that the product condition
t
(n)
relax ≪ t(n)mix , i.e., (1− λ(n)2 ) t(n)mix →∞ (2.2)
must be satisfied in order for the cutoff phenomenon to hold [19, Section 18.3].
2.2 Basics of the stationary distribution and the symmetrized chain
In the dumbbell graph Gn,m, let K1 and K2 be the two cliques, with vertex sets identified with
{1, . . . , n} and {n + 1, . . . , n +m}, respectively, with a single edge connecting n and n + 1. The
stationary distribution of the interchange process is of course uniform on the symmetric group
SN , with N = n +m. As a corollary, the stationary distribution of the number of particles from
{n + 1, . . . , n + m} that reside in K1 is the hypergeometric distribution HypGeom(N,m, n):
from a population size N , with m marked individuals, in a sample of size n, this is the random
number of marked individuals. It is well-known and not hard to prove that
E
(
HypGeom(n+m,m, n)
)
=
mn
m+ n
,
Var
(
HypGeom(n+m,m, n)
)
=
m2n2
(m+ n)2(m+ n− 1) .
(2.3)
As mentioned in the Introduction, we will consider a symmetrized underlying graph Gˆn,m:
we replace the “bridge” edge (n, n+1) with nm “thin bridges”, one edge (i, j) for each i ∈ K1 and
j ∈ K2 with “weight” 1/(nm), meaning that, in the interchange process, the probability of choosing
one of these edges is 1/(2|E|nm) instead of the usual 1/(2|E|).
The virtue of this symmetrization is that now the projection of the interchange process that
follows the movement of a single particle between the cliques is still Markovian, shown on Figure 2.1.
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K1 K2
1
2|E|n
1
2|E|m
1− 1
2|E|n
1− 1
2|E|m
Figure 2.1: Following a single particle between the cliques in the interchange process over Gˆn,m.
The eigenvalues of the transition matrix of this Markov chain are 1 and 1− n+m2|E|nm , with right
eigenvectors (1, 1) and
(−mn , 1), which form an orthonormal basis w.r.t. the stationary distribution(
n
n+m ,
m
n+m
)
. The spectral gap n+m2|E|nm of this projection is obviously an upper bound on the
spectral gap of the original chain, hence we get a lower bound cε
|E|nm
n+m on the ε-mixing time; see
[19, Theorem 12.5]. A better lower bound is given by Wilson’s method [24], [19, Theorem 13.28]:
if we denote the second eigenvalue by λ2, and the second eigenvector, as a function on the state
space (K1,K2) by φ2, then we can lift it to an eigenvector Φ of the interchange process on Gˆn,m,
with the same eigenvalue, by
Φ(σ) :=
n+m∑
i=n+1
φ2(σi) ;
in words, we look at where σ took the particles of K2 and count −mn for all that have been moved
to K1 and 1 for all that have not been moved out of K2. One can easily show that
R := max
σ∈Sn+m
EX0=σ
∣∣Φ(X1)− Φ(σ)∣∣2 = 1
2|E|
(
1 +
m
n
)2
,
and then Wilson’s bound is
tn,mmix ≥
1
2 log
(
1
λ2
) log(Φ(id)2(1− λ2)
2R
)
∼ |E|mn
m+ n
log
(
mn
m+ n
)
. (2.4)
Our results will show that this bound is useful only in the extreme cases: when m ≍ 1, it demon-
strates a lack of cutoff, while in the case of m ≍ n it is actually sharp.
2.3 Bounded bad bottlenecks
We will now prove the following proposition regarding the easy direction of Conjecture 1.2:
Proposition 2.1. Let Gn = (Vn, En) be a sequence of finite simple graphs, and let t
IP
mix(Gn) denote
the total variation mixing time of the discrete time interchange process over Gn.
(i) If the bounded bad bottlenecks (1.4) exist, then the product condition (2.2) does not hold.
(ii) There cannot existsWn ⊂ Vn with |Wn| → ∞, |Wn| < |Vn|/2, and |∂EWn| = O(|En|)/tIPmix(Gn).
Proof. (i) Assume the existence of a sequence Wn satisfying (1.4). For any vertex vn ∈ Wn,
we have deg(vn) − |Wn| ≤ |∂EWn|, hence there exists some constant K˜ < ∞ such that deg(vn) ≤
K˜|En|/tIPmix(Gn). Fix such a vertex v = vn, and consider the function f : SN −→ R defined by
f(σ) = 1{σ(v)=v}. We will use this f to give an upper bound on the spectral gap via (2.1).
Firstly, ‖f‖22 = 1/N . In order to compute E(f), notice that f(σ1) 6= f(σ2) for a pair of
permutations with P (σ1, σ2) > 0 if and only if σ
−1
1 σ2 is a transposition given by an edge emanating
from v, and one of the σi’s fixes v. Therefore, E(f) = deg(v)|En| 1N . Altogether, (2.1) gives that
tIPrelax(Gn) ≥
|En|
deg(v)
≥ t
IP
mix(Gn)
K˜
,
and hence the product condition (2.2) indeed fails.
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(ii) Assume that there does exist such a sequence of subsetsWn. In tmix(Gn) steps, the expected
number of transpositions using edges in ∂EWn is t
IP
mix(Gn)|∂EWn|/|En| = O(1). Therefore, the
number of particles in the complement W cn at time t
IP
mix(Gn) that started in Wn remains tight.
On the other hand, in the stationary distribution, the number of particles in W cn that started in
Wn has a HypGeom(N, |Wn|, N − |Wn|) distribution, with mean (N − |Wn|)|Wn|/N ≥ |Wn|/2≫ 1
and standard deviation ∼ (N − |Wn|)|Wn|/N3/2 (see (2.3)). Thus, by Chebyshev’s inequality, this
random number goes to infinity in probability. Comparing with the previous tightness, we get
that the distribution at time tmix(Gn) has total variation distance close to 1 from stationarity,
contradicting the definition of mixing time.
3 Reduction to the Bernoulli-Laplace chain
We will always think of the 12 -laziness of the interchange process as first attempting a transposi-
tion, then actually doing it only with probability 1/2. Hence, by time t, there are t attempted
transpositions.
3.1 Mixing within the cliques
As mentioned in the Introduction, the discrete time interchange process on the complete graph Kk,
with 1/2 laziness, has total variation mixing time tIPmix(Kk) = (1 + o(1)) k log k [7, 4, 5]. A well-
known general fact [19, Eq. (4.33)], valid in any Markov chain, is that after the mixing time, the
total variation distance from stationarity is decaying exponentially fast on the scale of the mixing
time. In our case, there exists a universal constant c > 0 such that, for all L > L0 = 1,
dIPKk(Lk log k) < exp(−cL) . (3.1)
We will not use the sharp result that L0 = 1 works here; it is much easier to prove the result for
L0 = 4 [19, Corollary 8.10], and this will actually suffice for us. (This will be important when we
say that our arguments give a new proof of tIPmix(Kk) = (1 + o(1)) k log k itself.)
We will apply the bound (3.1) to the interchange process over Gn,m and Gˆn,m restricted to
the cliques K1 and K2. By this restriction we mean that we simply ignore the effect of the bridge
transpositions (they are considered as lazy no-moves).
Proposition 3.1. Consider the lazy interchange process over Gn,m or Gˆn,m, restricted to the
cliques, as defined above. Fix ε > 0, and let t = n
2
m1−ε . Then, at time t, the total variation
distance of the process from having independent uniform permutations in both cliques is at most
C˜ exp
(
−c˜ mεlogm
)
, with some absolute constants 0 < c˜, C˜ <∞.
When m is a constant, then, at time t = n1+ε, the total variation distance of the permutation
in K1 from the uniform distribution is at most C˜ exp
(
−c˜ nεlog n
)
, with some constants 0 < c˜, C˜ <∞
that may depend only on m.
Proof. The number of attempted transpositions within K1 has a binomial distribution: T1 d=
Binom
(
t,
(
1− 1|En|
)
(n2)
(n2)+(
m
2 )
)
. This has expectation at least c1n
1+ε, so, by a standard large
deviations estimate, the probability that it is less than c12 n
1+ε is at most exp(−c˜1n1+ε). If the
number of these attempted transpositions is indeed at least c12 n
1+ε, then, by (3.1), the distribution
of the resulting permutation within K1 has total variation distance less than exp(− c c12 nε/ logn)
from uniform.
The number of attempted transpositions within K2 is T2 d= Binom
(
t,
(
1− 1|En|
)
(m2 )
(n2)+(
m
2 )
)
.
This has expectation at least c2m
1+ε, and is less than c22 m
1+ε with probability < exp(−c˜2m1+ε).
If it is not this small, then, by (3.1), the distribution of the resulting permutation within K2 has
total variation distance less than exp(− c c22 mε/ logm) from uniform.
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The attempted transpositions within K1 and K2 are independent from each other, except for
their numbers (T1+T2 plus the number of attempted bridge transpositions equals t). Thus, if Xi(t)
denotes the configuration within Ki at time t, then
P
(
X1(t) = σ1, X2(t) = σ2
)
= E
(
P
(
X1(t) = σ1, X2(t) = σ2
∣∣ T1, T2))
= E
(
P
(
X1(t) = σ1
∣∣ T1)P(X2(t) = σ2 ∣∣ T2)) . (3.2)
Let πi denote the stationary distribution of Xi(t), and for notational ease, let us write fi(σi) :=
P(Xi(t) = σi | Ti). Then, the total variation distance, conditionally on (T1, T2), can be written as∑
σ1,σ2
∣∣∣P(X1(t) = σ1, X2(t) = σ2 | T1, T2)− π1(σ1)π2(σ2)∣∣∣
=
∑
σ1,σ2
∣∣f1(σ1) f2(σ2)− π1(σ1)π2(σ2)∣∣
≤
∑
σ1,σ2
{∣∣f1(σ1)− π1(σ1)∣∣f2(σ2) + π1(σ1)∣∣f2(σ2)− π2(σ2)∣∣}
=
∑
σ1
∣∣f1(σ1)− π1(σ1)∣∣+∑
σ2
∣∣f2(σ2)− π2(σ2)∣∣ .
(3.3)
The first term is the TV-distance of π1 and X1(t), conditioned on T1. With probability at least
1 − exp(−c˜1n1+ε), this T1 is such that this TV-distance is at most exp(− c c12 nε/ logn). So, the
expectation over T1, T2 of the first term is at most exp(−c˜1n1+ε) + exp(− c c12 nε/ logn). Similarly,
the expectation over T1, T2 of the second term is at most exp(−c˜2m1+ε) + exp(− c c22 mε/ logm).
Altogether, the total variation distance of the chain from the product of the uniform distributions
is at most C˜ exp
(
−c˜ mεlogm
)
, as desired.
When m is a constant, then the number of transpositions in K1 by time t = n1+ε is at least
c1n
1+ε with probability at least 1−exp(−c˜1n1+ε), and if this event happens, then the total variation
distance from uniform is at most exp(−c c1nε/ logn) by (3.1), hence the claim follows.
In the interchange process over Gˆn,m, every time a bridge transposition happens, uniform ran-
dom particles get moved, and they arrive at uniform random places. Moreover, the attempted
bridge transpositions are independent of the chain restricted to the cliques, except for the number
of steps in the two chains. Using the argument of (3.2,3.3), if enough time has passed so that,
with high probability, the number of steps within the cliques is beyond the mixing time given by
Proposition 3.1, and also the number of bridge transpositions is large enough so that the number of
particles in a given clique that started from that clique has mixed, then the full system has mixed.
As noted in the Introduction, the latter process is a time-changed Bernoulli–Laplace diffusion model
with two urns, one containing n and the other containing m balls. The mixing time for this process
will turn out to be of larger order than the mixing time within the cliques, hence that will be the
dominant term.
3.2 Coupling between the original and the symmetrized process
We will prove later that tIPmix(Gˆn,m) satisfies the bounds (1.1, 1.2) of Theorem 1.1. Note that both
cases satisfy tIPmix(Gˆn,m) ≍ n2m logm, which is much larger, for m(n) → ∞, than the time scale
n2
m1−ε of Proposition 3.1. This makes it possible to prove the following statement.
Proposition 3.2. Assume m(n) → ∞, and assume that we already know (proved later) that
tIPmix(Gˆn,m) ≍ n2m logm, with cutoff. Then tIPmix(Gn,m) ∼ tIPmix(Gˆn,m), also with cutoff.
Proof. We will write whp for “with high probability”, i.e., for a probability tending to 1. Let Xt
be the interchange process on Gn,m, and Xˆt the interchange process on Gˆn,m. We are going to
couple Xt to a third process, X˜t, which will just be a time-changed version of Xˆt with a small time
shift, while P(Xt 6= X˜t) will be small for all relevant values of t.
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Whenever we choose an edge within a clique in Gn,m, then we can choose the same edge in
Gˆn,m too, since the distribution of choices is the same. Failure of the coupling can only occur if we
choose “the bridge” in Gn,m. In this case we have to choose what happens in Gˆn,m, where there
are nm tiny bridges. Notice that the time between bridge transpositions is a geometric random
variable with mean ≍ n2, hence the probability of choosing a bridge before n2m1−ε is at most m−1+ε.
We will call this event, with any ε ∈ (0, 1/2) fixed, a short run, and the complement a long run.
By Proposition 3.1, after a long run, the order of the particles, conditioned on the identity of the
particles in the cliques, is very close to being uniform. Hence the permutation given by a long
run, followed by a bridge transposition, can be coupled to be the same in Xt and Xˆt, with a small
probability C˜ exp
(
−c˜ mεlogm
)
of failure.
What makes life more difficult is that, during the order n2m logm steps, there are orderm logm
bridge transpositions (with probability at least 1 − exp(−cm logm)), hence short runs do happen.
However, the probability of two short runs right after each other is of orderm−2+2ε, hence whp this
is not going to happen during our order m logm runs, so we will be able to ignore this possibility.
We will present three cases of a long run followed by a short run, which is then followed by
another long run. In the process Xt, in the first long run, whp there is a uniform mixing of particles
in both cliques (a permutation denoted by U1). Then we have a bridge transposition T1, then a
non-uniform mixing V2 in the cliques by the short run, then another bridge transposition T2, and
a final permutation U3 in the cliques that is again close to uniform. From these permutations, we
will produce a time-shifted process X˜t on Gˆn,m.
In the first case, assume that inGn,m, the particles on the bridge remain fixed by the permutation
V2. Then T2 simply switches back T1, and the final permutation U3 reshuffles the cliques uniformly,
as if U1, T1, V2, T2 had never happened. So, the part U1, T1, V2, T2, U3 of the process Xt will be
coupled to a single U˜3 in X˜t.
In the second case, exactly one of the particles leaves the bridge in Gn,m under V2. Assume
that after U1, we had particles (x, y) on the bridge (left and right side, respectively), and that the
left one leaves under V2. After V2, we have (x
′, x) on the bridge, where x′ 6= x from K1. After T2,
we have (x, x′), then the system reshuffles under U3, with some pair (x
′′, y′′) on the bridge at the
end. Note that the distribution of x′ is uniform among the particles present in K1 before U1 (it
is uniform among particles different from x, but x is uniform itself), and y is uniform among the
particles of K2. Thus, the effect of U1, T1, V2, T2, U3 can be imitated by a sequence U˜1, T˜1, U˜3 in X˜t.
The case of the right side particle leaving the bridge can be handled similarly.
In the third case, both particles leave the bridge in Gn,m under V2. This means that T1 and T2
happen to uniform random elements, except that T2 can choose neither particle from T1. In Gˆn,m,
we can simulate this by just two independent uniformly random transpositions. Assume that (x, y)
were the particles on the bridge in Gn,m before T1. Then the probability that Gˆn,m chooses x or
y to imitate T2 is of order
1
m . Thus, the effect of U1, T1, V2, T2, U3 can be imitated by a sequence
U˜1, T˜1, V˜2, T˜2, U˜3 in X˜t with probability 1−O
(
1
m
)
.
If there are no two short runs right after each other, then we can do the coupling between Xt
and X˜t going through all the short runs one-by-one from the beginning (possibly using the uniform
permutation U3 after a short run as the uniform distribution U1 preceding the next short run).
Define Ot to be the event that for all time s ≤ t, the coupling “is OK”: there are no two
consecutive short runs, at every long run the permutations have been mixed sufficiently, and in
every short run the “bad part” of the third case discussed above, of probability O(1/m), did not
occur. What is the probability of Ot, when t ≍ n2m logm? We already know that whp the
number of runs is of order m logm, and similarly, the number of short runs is of order mε logm
(with a failure probability that is exponentially small in mε). Let us condition on these events.
Then, the probability that there is a long run where the permutations did not mix sufficiently is
O(m logm exp(−c˜mε/ logm)), which tends to 0. The probability that there are two short runs
after each other is O(m−1+2ε logm), which tends to 0 if ε < 1/2. The probability that the bad
part of the third case occurs during any of the short runs is at most O(mε−1 logm). So, altogether,
P(Ot) ≥ 1−O(m−1+2ε logm).
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Conditioned on Ot, the permutations Xt and X˜t are the same. Conditioned on the complement
Oct , their total variation distance is at most 1. Thus, for any t ≍ n2m logm,
dTV
(
Xt, X˜t
)
≤ P(Oct ) = O(m−1+2ε logm) . (3.4)
We now give a bound on the order of the time we time-shifted to get X˜t. For each short run,
the time shift is at most (from the first case above) the total length of a long run, a short run, and
two transpositions. For the O(mε logm) short runs, the total length is O(n2mε logm) whp. Note
that this is of smaller order than the mixing time n2m logm for Gˆn,m.
Let us denote tˆ := tIPmix(Gˆn,m), and let δ ∈ (0, 1) arbitrary. By the triangle inequality:
dTV
(
X(1+δ)tˆ, π
)
≤ dTV
(
X(1+δ)tˆ, X˜(1+δ)tˆ
)
+ dTV
(
X˜(1+δ)tˆ, π
)
.
The first term in the sum is o(1) by (3.4). The second term is o(1) because the time shift
from X˜(1+δ)tˆ to the process Xˆt is smaller than δtˆ/2 whp, hence we can use the smallness of
dTV
(
Xˆ(1+δ/2)tˆ, π
)
.
For a lower bound, we use the following:
dTV
(
X(1−δ)tˆ, π
)
≥ dTV
(
X(1−δ)tˆ, π
∣∣O(1−δ)tˆ)P(O(1−δ)tˆ)
= dTV
(
X˜(1−δ)tˆ, π
∣∣O(1−δ)tˆ)P(O(1−δ)tˆ) . (3.5)
To estimate the last expression, notice that
dTV
(
X˜(1−δ)tˆ, π
)
= dTV
(
X˜(1−δ)tˆ, π
∣∣O(1−δ)tˆ)P(O(1−δ)tˆ)
+ dTV
(
X˜(1−δ)tˆ, π
∣∣Oc
(1−δ)tˆ
)
P(Oc
(1−δ)tˆ
) ,
therefore
dTV
(
X˜(1−δ)tˆ, π
∣∣O(1−δ)tˆ)P(O(1−δ)tˆ) ≥ dTV (X˜(1−δ)tˆ, π)− P(Oc(1−δ)tˆ)
≥ dTV
(
Xˆ(1−δ)tˆ, π
)
− P(Oc
(1−δ)tˆ
)
= 1− o(1)− o(1) ,
where the inequality in the second line used that X˜t is just a slower version of Xˆt. This shows
that (3.5) is 1− o(1), finishing the proof of Proposition 3.2.
In the case when m remains a constant, the above coupling would not work. So, we will use
a “half-symmetrized” graph G′n,m instead of Gˆn,m: we replace the bridge edge of Gn,m between n
and n+ 1 by n small bridges
{
(i, n+ 1), i = 1, . . . , n
}
, each with weight 1/n.
Proposition 3.3. For m constant, ε ∈ (0, 1/2) fixed, the interchange process Xt on Gn,m can be
coupled to the interchange process X ′t on G
′
n,m such that P(Xt = X
′
t for all t ≤ n2+ε) = 1− o(1) as
n→∞.
Proof. In time n2+ε, the number of bridge transpositions is of order nε whp, and the probability
that any of the runs between them has length less than n1+ε is at most O(nεn1+ε/n2), which tends
to 0. Condition on having order nε runs, and on all of them being at least of length n1+ε. By the
second part of Proposition 3.1, at the end of each run, the permutation in K1 can be considered to be
uniform whp, so can be coupled to the process X ′t. The coupling fails with conditional probability
O(nε exp(−c˜ nε/ logn)) = o(1). Altogether, the coupling fails with probability O(n2ε−1) = o(1),
and we are done.
Given Propositions 3.2 and 3.3, it is now enough to find tIPmix(Gˆn,m) for m(n) → ∞, and
tIPmix(G
′
n,m) for m ≍ 1, and the statements of Theorem 1.1 will follow.
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4 Mixing in the symmetrized chains
Following the paragraph after Proposition 3.1, we will focus on how the number of particles that
started in K1 and are presently in K1 evolves.
4.1 The lower bound in the case c
√
n ≤ m ≤ n
Let us now assume that m = Ω(
√
n), but m ≤ n. In this case we can construct a lower bound for
the total variation mixing time in the following way. Let p be a particle and
f tp = 1{p ∈ K2 at time t}; Lt :=
∑
p started inK1
f tp .
We need to find a time t, as large as possible, for which the number Lt of particles that started
in K1 and are now in K2 is still different from the typical number L∞ in the stationary distribution.
We want to apply Chebyshev’s inequality, hence we need the expectation and the variance of Lt.
For these, we have
E
(
Lt
)
=
∑
p started inK1
E
(
f tp
)
,
Var
(
Lt
)
=
∑
p6=q
p,q started in K1
Cov
(
f tp, f
t
q
)
+
∑
p started in K1
Var
(
f tp
)
.
(4.1)
The expectation and variance of f tp can be calculated using the eigenvalues and eigenvectors of the
single-particle chain of Figure 2.1: we write π(x)P t(x, y) = (1x, P
t
1y)π, where π is the stationary
distribution of the chain, then decompose 1x and 1y in the basis of eigenvectors, and apply P
t, to
get:
E
(
f tp
)
= P
(
p ∈ K2 at time t
∣∣∣ p started inK1) = m
m+ n
− m
m+ n
(
1− m+ n
2|E|mn
)t
,
Var
(
f tp
)
= E
(
f tp
)− E(f tp)2.
Plugging in t = tn,λ =
|E|nm
n+m (logn− logλ), with 0 < λ = λn ≪ n, we have(
1− m+ n
2|E|mn
)t
=
√
λ√
n
(1 + o(1)),
hence
E
(
f tp
)
=
m
m+ n
−
√
λm(1 + o(1))√
n(m+ n)
, (4.2)
and
Var
(
f tp
) ≤ m
m+ n
− m
2
(m+ n)2
=
mn
(m+ n)2
, (4.3)
where the last inequality is due to the monotonicity of x(1− x) on x ∈ (0, 1/2).
Regarding the covariances in (4.1), we have
Cov
(
f tp, f
t
q
)
= P
(
p, q ∈ K2 at time t
∣∣∣ p, q started inK1)− P(p ∈ K2 at time t ∣∣∣ p started inK1)2.
The first probability is independent of p and q (for p 6= q). In order to calculate it, we need the
Markov chain of pairs of particles, with three states: both particles are in K1; they are in different
cliques; both are in K2. This chain is described by the following transition matrix:
M =
1−
1
|E|n
1
|E|n 0
n−1
2|E|mn 1− m+n−22|E|mn m−12|E|mn
0 1|E|m 1− 1|E|m
 .
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This matrix has eigenvalues 1, 1 − m+n−1|E|mn , and 1 − m+n2|E|mn , with right eigenvectors (1, 1, 1),(
m(m−1)
n(n−1) , −m−1n , 1
)
, and
(−mn , n−m2n , 1), which form an orthonormal basis w.r.t. the stationary
distribution
((
n
2
)
, nm,
(
m
2
))
/
(
n+m
2
)
. With the same method as above, we get the following:
Cov
(
f tp, f
t
q
)
=
m(m− 1)
(m+ n)(m+ n− 1)(m+ n− 2)
(
m+ n− 2+
+ (m+ n)
(
1− m+ n− 1|E|mn
)t
− 2(m+ n− 1)
(
1− m+ n
2|E|mn
)t)
−
(
m
m+ n
− m
m+ n
(
1− m+ n
2|E|mn
)t)2
.
(4.4)
We will plug in t = tn,λ =
|E|mn
n+m (logn− log λ) again. To keep track of lower order terms, we
will use the following lemma:
Lemma 4.1. If 0 ≤ a, b with a+ b ≤ 1, and t ≥ 1, then (a+ b)t ≤ at + tb.
Proof. For positive integer values of t, the claim has a simple probabilistic meaning. The LHS is
the probability that at least one of two disjoint events (with probabilities a and b) occurs all along
t independent tries. The RHS is an upper bound on the probability that the first event happens
always or the second event happens at least once. Since we do not see how to extend this argument
for non-integer values of t, here is an analytic proof.
Given b, we first check the claim at the extremes of a, namely, a = 0 and a = 1 − b. In both
cases, the claim is obvious at b = 0 and b = 1, while the derivative in b of the difference between
the two sides has a fixed sign for b ∈ (0, 1), hence the claim also holds for these intermediate values
of b. Next, we check the statement for the intermediate values a ∈ (0, 1− b). Now the derivative in
a of the difference between the two sides has a fixed sign, hence the claim follows.
Now, the Taylor expansion exp(−ε) = 1− ε+O(ε2) and the previous lemma imply that
(1− ε)t = exp(−εt) +O (tε2) ,
as ε→ 0 and t→∞. This gives(
1− n+m
2|E|mn
)tn,λ
=
√
λ√
n
+O
(
logn
n2m
)
=
√
λ√
n
+O
(
logn
n5/2
)
,(
1− n+m− 1|E|mn
)tn,λ
=
λ
n
+O
(
logn
n2m
)
=
λ
n
+O
(
logn
n5/2
)
,
using that Ω(
√
n) ≤ m. We now plug these into (4.4) to get
Cov
(
f tp, f
t
q
)
=
m(m− 1)
(m+ n)(m+ n− 1)
(
1 +
(
1 +
2
m+ n− 2
)
λ
n
− 2
(
1 +
1
m+ n− 2
) √
λ√
n
+O
(
logn
n5/2
))
− m
2
(m+ n)2
(
1−
√
λ√
n
+O
(
logn
n5/2
))2
=
m
(m+ n)2
{
(m− 1)
(
1 +
1
m+ n− 1
)(
1− 2
√
λ√
n
+
λ
n
+O
( √
λ
n3/2
))
−m
(
1− 2
√
λ√
n
+
λ
n
+O
(
logn
n5/2
))}
=
m
(m+ n)2
{
− 1 +O
(√
λ√
n
)}
.
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This and (4.3) together give
Var
(
Lt
)
= n(n− 1)Cov (f tp, f tq)+ nVar(f tp, f tq)
≤ nm
(m+ n)2
{
(n− 1)
(
−1 +O
(√
λ√
n
))
+ n
}
=
nm
(m+ n)2
O
(√
λ
√
n
)
.
(4.5)
On the other hand, (4.2) gives us
E
(
Lt
)− E(L∞) = √λ√nm
n+m
(1 + o(1)). (4.6)
The key point is that the difference (4.6) is of larger order than the standard deviation of Lt
given by (4.5), and also than the standard deviation of L∞ given by (2.3), if
λ = λn ≫ n
m2
,
which is satisfied for any λn →∞, since m ≥ c
√
n. Thus, the difference between Lt and L∞ should
be possible to detect with high probability.
More precisely, fix any sequence λn →∞ such that logλn ≪ logn, so that we get a good lower
bound for the cutoff. Then, (4.6) and Chebyshev’s inequality with (4.5) yield
P
(
Lt ≥ mn
m+ n
−
√
λ
2
m
√
n
m+ n
)
= P
(
Lt − E(Lt) ≥
√
λ
2 + o(1)
m
√
n
m+ n
)
≤ Var
(
Lt
)
(4 + o(1))(m+ n)2
λm2n
= O
( √
n√
λm
)
,
(4.7)
which goes to 0 because m = Ω(
√
n) and λ = λn → ∞. Furthermore, Chebyshev’s inequality
with (2.3) yields
P
(
L∞ ≤ mn
m+ n
−
√
λ
2
m
√
n
m+ n
)
= P
(
L∞ − E(L∞) ≤ −
√
λ
2
m
√
n
m+ n
)
≤ Var
(
L∞
)
4(m+ n)2
λm2n
= O
(
1
λ
)
,
(4.8)
which goes to 0 again. Comparing (4.7) and (4.8) shows that Lt and L∞ are asymptotically singular
as n→∞. This finishes the proof of the lower bound in (1.1).
4.2 The upper bound in the case c
√
n ≤ m ≤ n
For the upper bound in (1.1), we are going to use Proposition 3.1, which says it is sufficient to
prove mixing for the Bernoulli–Laplace diffusion in order to see mixing for the interchange process
on Gˆn,m. We are going to present a coupling argument for the upper bound on the mixing time of
the Bernoulli–Laplace model.
We define the coupling on the number of starting particles in K1 that reside in K1 at time t,
for two such configurations. (Here we note that this number is between n−m and n, since the n
particles of K1 do not fit into K2 if m < n).
Let us assume that the number of original particles in K1 is k. Then we have:
P
(
jump to k + 1
)
=
(n− k)2
2|E|nm , P
(
jump to k − 1
)
=
k(m− n+ k)
2|E|nm ,
P
(
we remain at k
)
= 1− (n− k)
2
2|E|nm −
k(m− n+ k)
2|E|nm .
(4.9)
Let the coupled chains be Xt and Yt. We couple them in the following way. Assuming Xt = xt,
Yt = yt, toss a fair coin to decide whether to attempt to move Xt. If it is heads, let Xt+1 be given
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by (4.9), with k = xt. If it is tails, move Yt with the analogous probabilities (simply replacing xt
by yt). Assuming X0 = x, Y0 = y, with x ≥ y, we define Dt = Xt − Yt, and then, for the jump
probabilities of Dt, we have
P
(
Dt+1 −Dt = 1
)
=
(n− xt)2
2|E|nm +
yt(m− n+ yt)
2|E|nm
P
(
Dt+1 −Dt = −1
)
=
(n− yt)2
2|E|nm +
xt(m− n+ xt)
2|E|nm
P
(
Dt+1 −Dt = 0
)
= 1− (n− xt)
2
2|E|nm −
yt(m− n+ yt)
2|E|nm −
(n− yt)2
2|E|nm −
xt(m− n+ xt)
2|E|nm .
(4.10)
Thus, for the expectation of the jump:
E
(
Dt+1 −Dt
∣∣ Xt = xt, Yt = yt) = − 1
2|E|nm(xt − yt)(n+m) =
−Dt(n+m)
2|E|nm . (4.11)
Iterating this, starting with 0 ≤ x− y ≤ m,
Ex,y (Dt) ≤
(
1− n+m
2|E|nm
)t
m ∼ m exp
(
−t n+m
2|E|nm
)
. (4.12)
This expectation gets close to 0 only for some t that is not good enough for the bound (1.1) that
we are aiming it. It will nevertheless be useful in the forthcoming argument, which we designed
after the treatment of the Ehrenfest urn model in [19, Theorem 18.3].
The process Dt is somewhat similar to a random walk on the integers, except that it has a drift
and laziness that depends not only on the current location Dt, but even on the states (Xt, Yt). To
simplify this situation, we will couple Dt to a “symmetrized” process St, still driven by the events
of (Xt, Yt), and this St to a slower “copycat process” Lt, which moves the same way but with a
fixed (maximal) laziness.
Given Xt = x and Yt = y, the symmetrized process is defined from (4.10) by
P
(
St+1 = St + 1
)
= P
(
St+1 = St − 1
)
:=
P(Dt+1 = Dt + 1) + P(Dt+1 = Dt − 1)
2
=: px,y ,
P
(
St+1 = 0
)
:= 1− 2 px,y .
Note that the negative drift in (4.11) shows that for Dt the probability of going left (in the negative
direction) is always larger than for St. Thus we can couple Dt and St as follows. If Dt goes left, let
St go left with probability
P(St+1=St−1)
P(Dt+1=Dt−1)
, right with probability 1− P(St+1=St−1)
P(Dt+1=Dt−1)
. If Dt goes right,
let St also go right. Hence, the marginal distributions correspond to the original Dt and St and we
have Dt ≤ St (if D0 ≤ S0). Also note that St has the same laziness as Dt, given (Xt, Yt).
Now let the lazy copycat process be the time-homogeneous random walk given by
P
(
Lt+1 = Lt ± 1
)
=
m
2|E|n, P
(
Lt+1 = Lt
)
= 1− m|E|n.
Note that the maximal laziness of St, achieved at (x, y) = (n, n−m), is indeed the laziness of Lt
given here. Now the coupling between St and Lt is as follows. Let the sequence of non-lazy moves
made by St be s1, s2, · · · ∈ {±1}. Let us now assume that Xt = x and Yt = y. Then St moves
left (or right) with probability px,y. If St does move, let Lt move with probability
m
|E|n · 1px,y . The
direction of the move of Lt is the first move from the list {s1, s2, . . . } that have not been used yet
for the copycat process (this can be done, since by the coupling there are at least as many moves
of St as there are of Lt). This way, Lt “moves like a shadow of St”, just with a smaller speed.
So, if τD, τS , τL are the times at which Dt, St, Lt reach 0, respectively, then we have
P
(
τD > u
) ≤ P(τS > u) ≤ P(τL > u), for all u > 0. (4.13)
We will need the following statement:
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Proposition 4.2. Let Lt be a symmetric random walk with laziness probability 1 − 1M . Let τL be
the time when Lt reaches 0. Then there exists c1 ∈ R and u0 ∈ Z+, such that, for all u > u0,
Pk
(
τL > uM
) ≤ c1k√
u
.
Proof. Let Nt be a simple symmetric random walk. By Theorem 2.26 in [19], we know that if τ
N
is the time it takes Nt to reach 0, then
Pk
(
τN > u
) ≤ ck√
u
. (4.14)
We can couple Lt and Nt such that Lt is the lazy copycat version of Nt. Then, if τu is the (almost
surely finite) time it takes for Lt to move u times, then
Pk
(
τN > u
)
= Pk
(
τL > τu
)
. (4.15)
For the right hand side,
Pk
(
τL > τu
)
=
∞∑
t=1
Pk
(
τL > t
)
P
(
τu = t
) ≥ 2Mu∑
t=Mu2
Pk
(
τL > k
)
P
(
τu = t
)
≥ Pk
(
τL > 2Mu
)
P
(Mu
2
≤ τu ≤ 2Mu
)
.
(4.16)
Since τu = ξ1 + . . .+ ξu, where ξi ∼ Geom
(
1
M
)
, the weak law of large numbers tells us that
P
(∣∣∣ξ1 + . . .+ ξu
u
−M
∣∣∣ > ε) = P(|τu −Mu| > εMu)→ 0, as u→∞.
Thus, for any δ > 0 and u > u0 large enough, we have P
(
Mu
2 ≤ τu ≤ 2Mu
)
> 1− δ. Plugging this
into (4.16) and using (4.14), identity (4.15) gives us
Pk
(
τL > 2Mu
) ≤ ck√
u(1 − δ) .
Taking c1 =
c
1−δ , we are done.
Now, applying this proposition to our copycat process Lt with M =
|E|n
m , from (4.13) we get
Px,y
(
τD > s+ u|E| n
m
∣∣∣Ds) = PDs (τD > u|E| nm) ≤ PDs (τL > u|E| nm) ≤ c1Ds√u .
Then, taking expectation over Ds, using (4.12):
Px,y
(
τ > s+ u|E| n
m
)
≤
c1m exp
(
−s n+m2|E|nm
)
√
u
. (4.17)
Hence, we can choose s = |E|nmn+m logn and u = α
m2
n to get
Px,y (τ > s+ u) ≤ c1√
α
.
This means that, for any ε > 0,
tmix(ε) ≤ |E|nm
n+m
logn+ O(|E|m) , (4.18)
end the proof of (1.1) is complete.
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4.3 The case 1≪ m≪√n
We will look at the event that every particle that started in K2 (let us call these red particles) is
in K1 at some time t. Note that the probability in the stationary distribution π is asymptotic to
exp
(
2m2
n
)
= 1− o(1), because m = o (√n).
For a lower bound on the mixing time, take t = 2|E|m logm−λ|E|m. The probability of every
red particle being in K1 at time t can be upper bounded by the probability that every red particle
has at some point visited K1. The time τ it takes for this to happen can be described as follows:
τ =
m−1∑
k=0
τk where τk ∼ Geom
(
m− k
2|E|m
)
are independent.
Hence we have E(τ) = (2 + o(1))|E|m logm, and Var(τ) ≤ 4|E|2m2, and so, by Chebyshev’s
inequality,
P
(
τ < 2|E|m logm− λ|E|m) ≤ 4|E|2m2
λ2|E|2m2 =
4
λ2
.
Hence for any δ > 0, if λ > 0 is large enough, then at t = 2|E|m logm− λ|E|m we have
max
σ∈Sn+m
∥∥P t (σ, ·)− π∥∥ ≥ 1− δ ,
and thus the lower bound of (1.2) follows.
For the upper bound, let us look at the probability that a red particle p resides in K2 at time t:
P t (p ∈ K2) = m
m+ n
+ (1 + o(1))
n
m+ n
exp
(
−t m+ n
2|E|mn
)
.
Plugging in t = 2|E|m logm+ λ|E|m, we get:
P t (p ∈ K2) = m
m+ n
+ (1 + o(1))
n
m+ n
1
m1+
m
n
exp
(
−λ
2
(
1 +
m
n
))
.
Since m = o (
√
n), we can take a union bound for the probability that any red particle is in K2:
P t (reds ∩ K2 6= ∅) ≤ m
2
m+ n
+
mn
m+ n
1
m1+
m
n
exp
(
−λ
2
(
1 +
m
n
))
+ o(1)
≤ exp
(
−λ
2
)
+ o(1).
That is, the contribution to the total variation distance of P t(σ, ·) and the stationary distribution
π from the part of the probability space where any red particle still resides in K2 is at most
exp
(−λ2 )+o(1). On the other hand, on the event that all red particles are in K1, the total variation
distance is small due to the permutations in K1 having mixed in O (n logn) time, as explained in
Subsection 3.1. Hence, for large λ, the total variation distance at t = 2|E|m logm+λ|E|m is small,
and the upper bound of (1.2) follows.
4.4 The case m ≍ 1
We are going to prove that the interchange process X ′t over the “half-symmetrized” graph G
′
n,m,
introduced right before Proposition 3.3, whenm is fixed, satisfies the total variation distance bounds
of (1.3). By Proposition 3.3, this is inherited to the interchange process over Gn,m, and hence part
(iii) of Theorem 1.1 will be proved.
As in the previous subsection, we will look at the event O that all the m red particles starting in
K2 are in K1. Note that O has stationary probability 1−o(1) as n→∞. Furthermore, conditioned
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on X ′t ∈ O, the red particles are uniformly located in K1, and the identity of the m non-red particles
in K2 is also uniform, hence
P(X ′t 6∈ O)− o(1) ≤ dTV(X ′t, π) ≤
P(X ′t 6∈ O)
1− o(1) .
So, it is enough to bound the probability P(X ′t 6∈ O). Now the chain is not as symmetric as before,
hence exact calculations are not viable, but we still can give good enough bounds.
For each particle i ∈ {n+1, . . . , n+m} started in K2, let τi be the first time when it enters K1,
and let τ := max{τi : n+1 ≤ i ≤ n+m}. Clearly, τi stochastically dominates a geometric random
variable with success probability 1|En| , since even if the particle is at the bridge vertex n + 1, we
need a bridge transposition to occur. This implies that P(X ′t ∈ O) ≤ P(τ ≤ t) < 1− ε holds for all
t < Kn2, where K is large if ε > 0 is small. This gives the lower bound in (1.3).
For an upper bound, consider the Markov chain with 3 states on Figure 4.1, a projection of the
movement of a single particle.
{1, . . . , n} n + 1
{n+2,
...,
n+m}
1
2|E|n
1
2|E|
m−1
2|E|
1
2|E|
1 − 1
2|E|n
1 − m
2|E|
1 − 1
2|E|
Figure 4.1: A projected chain for a single particle in the interchange process over G′
n,m
.
A standard calculation gives that Eτi ≍ n2 both for i = n + 1 and for i ∈ {n+ 2, . . . , n+m}.
This implies, by Markov’s inequality and a union bound, that P(τ > Kn2) < ε, if K is large
enough. Moreover, the additional time γi after τi when particle i is first back at K2 follows a
geometric random variable γi with success probability
1
2n|En|
, and hence, for any t ≍ n2, we have
P(t < mini γi) > 1− o(1). Altogether, for t = Kn2, with K large enough, we have
P(X ′t ∈ O) ≥ P(τi < t < τi + γi for all i) > 1− 2ε ,
which gives the upper bound in (1.3), and finishes the proof of Theorem 1.1.
5 The labelled exclusion process in the complete graph
First of all, here are the results of Lacoin and Leblond [18] on the labelled exclusion process, written
here for the lazy version:
Theorem 5.1 ([18]). For the 12 -lazy exclusion process on the complete graph with n vertices and k
labelled particles, for every ε ∈ (0, 1) there exists β > 0 such that, for every k and n,
tmix(1− ε) ≥ n log k − βn .
Moreover, if limn→∞ k(n)/
√
n = 0, then for every for every ε ∈ (0, 1) there exists β > 0 such that,
for every k and n,
tmix(ε) ≤ n log k + βn .
Proof of Theorem 1.3. It remains to prove that, for any c > 0, ε > 0, δ ∈ (0, 1), if n is large
enough and k ≥ c√n, then, at time T := (1 + ε)n log k we are at TV-distance at most δ from
stationarity.
Let K be the subset of vertices where the labelled particles start, let LT be the number of
labelled particles at time T who have never left K, and color them purple. Clearly, as n→∞,
E(LT ) = k
(
1− n− k
2
(
n
2
) )T ∼ k exp(−(1 + ε)n− k
n
log k
)
= exp
((
k
n
− εn− k
n
)
log k
)
.
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We will first assume that k ≤ n/2. Then, the above formula for E(LT ) and Markov’s inequality
give
P
(
LT ≤ exp
((
k
n
− ε
2
n− k
n
)
log k
))
≥ 1− k−ε/4 . (5.1)
The point is that this is o(
√
k) with high probability, hence it will be possible to use the upper
bound of Theorem 5.1 for the location of these leftover particles within the clique K. Of course,
this upper bound also follows from our proof in Subsection 4.3, since at this time all particles have
left K whp, and they are at uniform random positions in Kc.
The non-purple particles may be either in Kc or in K, but in either case, since moving between
the two parts always happens to a uniform random location, their positions within their parts is
uniform. Moreover, the attempted transpositions of the non-purple particles within themselves and
with the empty locations are independent of the attempted transpositions of purple particles within
themselves and with the empty locations, except for their numbers. Thus, using the argument of
(3.2,3.3), once enough time has passed so that
(1) the number of particles that are currently in K is close to its stationary distribution,
(2) and the location of the purple particles (conditioned on their number) is close to uniform
within K,
then the entire configuration is close to stationarity.
The process of item (1) is simply a time-changed Bernoulli–Laplace model, whose mixing time
can be estimated by our previous results. Namely, we have now two urns, of sizes k and n − k,
with Ω(
√
n− k) ≤ k ≤ n − k, hence case (1.1) of Theorem 1.1 applies, except that the speed of
the bridge transpositions is not 12|E| , but
k(n−k)
2(n2)
. Of course, we have a random time change, but,
by the law of large numbers, the mixing times can just be multiplied by these speeds. So, we get a
mixing time
1
2|E|
2
(
n
2
)
k(n− k)
|E|k(n− k)
k + n− k log(n− k) =
1 + o(1)
2
n logn ≤ (1 + o(1))n log k ,
with cutoff, where the last inequality used that c
√
n ≤ k.
By [19, Proposition 4.7], there is an optimal coupling between our time-changed Bernoulli–
Laplace process at time T and its stationary distribution, such that the number of particles currently
in K is the same in the two, with probability close to 1. This coupling can be pulled back to a
coupling between the exclusion process and its stationary distribution. Conditioning on the event
of successful coupling can change the probability of any event only by a small additive amount,
hence the bound of (5.1) on LT still holds with high probability.
To understand item (2), condition on LT = ℓ and on the identity of these ℓ particles, for any
fixed ℓ that satisfies the bound of (5.1). Look at the movement of the ℓ purple particles within K
during the T steps. We have the conditioning that, for each purple particle, there is no transposition
going to Kc before time T , while, for every non-purple particle, there is at least one transposition
going to Kc. This conditioning certainly changes the distribution of the number γ of attempted
transpositions by time T within K, but it does not change the fact that the number γ∗ among these
transpositions that actually happen still has distribution Binom(γ, 1/2), and it does not break
the symmetry between these transpositions: each is uniformly distributed among the edges in K,
independently from each other. Therefore, we only need to determine if, under the conditioning, γ
is large enough with high probability for the mixing of the purple particles in K.
Without the conditioning, the distribution of γ is Binom
(
T,
(k2)
(n2)
)
. This has expectation (1 +
ε + o(1))k
2 log k
n , which goes to infinity with n because of the condition k ≥ c
√
n. Hence, by a
standard large deviations bound,
P
(
γ <
(
1 +
ε
2
) k2 log k
n
)
< exp
(
−cε k
2 log k
n
)
, (5.2)
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with some cε > 0 that depends only on ε. Using the bound of (5.1) on ℓ,(
1 +
ε
2
) k2 log k
n
≥
(
1 +
ε
2
)
k log ℓ , (5.3)
and we also have ℓ ≪ √k, hence the upper bound in Theorem 5.1 would tell us that, without the
conditioning, γ would be large enough. But what is the effect of the conditioning?
Let αi and α
∗
i , for i = 1, . . . , ℓ, denote the number of attempted and actual transpositions
between the ith purple particle and Kc. Similarly, let βj and β∗j , for j = 1, . . . , k − ℓ, denote the
number of attempted and actual transpositions between the jth non-purple particle and Kc. We
want to show that
P
(
γ <
(
1 +
ε
2
) k2 log k
n
∣∣∣ ∀i α∗i = 0, ∀j β∗j ≥ 1)→ 0,
as n→∞. The conditioning on {∀i α∗i = 0} can only stochastically increase the distribution of γ,
hence we can ignore it. On the other hand, the conditioning on {∀j β∗j ≥ 1} will turn out not to
be too drastic, because the event itself is not extremely unlikely. For each j,
P
(
β∗j = 0
)
=
(
1− 1
2
n− k(
n
2
) )T = exp(−(1 + ε+ o(1))n− k
n
log k
)
.
Inductively adding more and more j’s, one can easily see that the events {β∗j ≥ 1} are all negatively
correlated with each other, hence
P
(∀j β∗j ≥ 1) ≥ P(β∗j ≥ 1)k−ℓ ≥ (1− exp(−(1 + ε+ o(1))n− kn log k
))k
= exp
(
−(1 + ε+ o(1))n− k
n
log k + log k
)
≥ exp
(
(1 + ε)
k
n
log k
)
,
(5.4)
where the last inequality holds if n is large enough.
Now, denoting the events G :=
{
γ <
(
1 + ε2
)
k2 log k
n
}
and B := {∀j β∗j ≥ 1}, the bounds (5.2)
and (5.4) give us
P(G | B) = P(G ∩ B)
P(B) ≤
P(G)
P(B) < exp
(
−cε k
2 log k
n
+ (1 + ε)
k
n
log k
)
→ 0,
where the convergence to 0 holds because k goes to infinity. As explained above, this finishes the
proof for the case k ≤ n/2.
Finally, we reduce the case of k > n/2 to the case of k ≤ n/2 by the following simple trick. Color
the first n/2 particles red, the remaining k−n/2 particles blue. Also, think of the n− k unlabelled
empty locations as labelled white particles. By time T = (1+ ε)n logn, the red particles are δ-close
to stationarity, and the blue and white particles together are δ-close to stationarity, as labelled
exclusion processes. This means that the positions of the red, blue, white particles relative to each
other, the permutation of the red particles among each other, and the permutation of the blue and
white particles among each other, this data altogether is 2δ-close to stationarity. Moreover, the
attempted transpositions that have happened within the red and within the blue-white groups are
also independent from each other, except for their numbers. Again by the argument of (3.2,3.3),
this means that the entire configuration is close to stationarity, and we are done. (Note where
the laziness for the k = n − 1, n cases is used: without the laziness, the sum of the numbers of
actual transpositions between the differently coloured groups would be fixed at any given time, and
although equations (3.2,3.3) would still hold, the resulting conditional TV-distances would not be
small at all: at any odd time, the measure would be concentrated on odd permutations.)
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