Abstract-Stability of state estimators for Markov jump linear systems featuring time-varying and correlated noise processes are studied in this paper. Three conditions for stability are presented, starting with a more general one requiring positiveness of the covariance of the error estimate, and is applicable to a class of filters that contains the well known linear minimum mean square estimators. It is then derived a more strict condition based on the plant parameters only, which may be interpreted as requiring that the state additive noise pervades every system dynamics. Finally, we consider a structural notion linked with the reachability gramian and we show it is a sufficient condition for the previous ones to be fulfilled, thus linking the filter stability with the structure of the plant, and present a simple rank test. Illustrative examples are included.
I. INTRODUCTION
There are many control system applications requiring state estimates with some suitable properties, such as small estimation error, robustness to parameter variations, no bias and stability. Unfortunately, some of those properties are often conflicting, e.g. optimality and stability. In fact, as it is well known from the theory of linear time invariant (LTI) and linear time varying (LTV) systems, when optimal filters are used in unstable plants, the estimation error may grow to infinity in an exponential fashion [1] , [9] , [10] .
While the structural conditions related to stability of state estimators are well known for both LTI and LTV systems, we have a different scenario for Markov jump linear systems (MJLS). Prior to the work [8] it was only known that mean square (MS) detectability plus MS stabilizability together worked as a sufficient condition for the stability of the linear minimum mean square estimators (LMMSE) for MJLS [5] . This is a quite significant result for MJLS. However, apart from the fact that the result is sufficient, the proof of stability involves convergence of the filter gains, making it hard or even impossible to extend results to broader classes of systems, see also Remark 2 expanding on this subject. Even some simple extensions like the incorporation of periodic Markov states, or noise with time varying intensity, may be extremely hard to obtain.
In this paper we follow an idea that is not related with any kind of gain convergence. We explore a property that can be physically interpreted as: the noise can excite all filter dynamics and, by doing so, exposes unstable dynamics. Formally, if the error covariance is positive at some time instant and there are unstable dynamics, then the error covariance tends to infinity, exposing the lack of stability of the filter. We may write the same result in a slightly different manner, as follows. Consider the conditional error covariance Q j (t) = E{Q(t)1 {θ(t)=j} }, where Q(t) is the standard error covariance matrix of the filter, θ is the Markov state and 1 {·} is the indicator function. Suppose that Q j (t) is positive definite at all times, a condition we refer to as Q > 0 for short. Suppose also that the error covariance is uniformly bounded from above; we refer to this condition as bounded Q for short. If Q > 0 and Q is bounded, then the error covariance is bounded even if the noise intensity/parameters change. This invariance of existence of upper bounds for the error covariance is precisely the notion of filter stability appearing in [9] , [10] , also in [1] and in this paper. As for the requirement for bounded Q, there exist some sufficient conditions for it, as MS-detectability, but this subject is not in the scope of the present paper. Regarding the condition Q > 0, we proceed with a deeper study. We consider the "second moment" variable X(t) that is common in MJLS literature and show that X(t) > 0 implies Q > 0 in the terms of Theorem 1.
Motivated by the fact that both the positiveness of X(t) and Q(t) are relatively difficult to check, mainly if there are time-varying parameters, we seek for a computationally milder condition. We explore the structural notion of average reachability (AR) in the particular context of MJLS with ergodic Markov chains and time-invariant parameters. We show that AR ensures that X(t) > 0 and we also present a rank test for it.
The paper is organized as follows. Section II gives the notation used throughout the paper. Section III addresses the stability of a class of estimators for MJLS and Section IV derive sufficient, easier to check conditions for stability.
II. PRELIMINARIES
Consider the class of MJLS with time-varying additive noise in the variable x described by
where x(t) ∈ R n is the state process with initial condition x 0 , y(t) ∈ R ny is the measurement process and both {w(t)} t≥0 and {v(t)} t≥0 are additive disturbances influencing the dynamic of the state and measurement processes respectively. Here, {θ(t)} t≥0 is a general Markov chain and we only require finite dimension for its state space S
A. Basic assumptions
The following hypothesis are considered in this paper. Assumption 1: The state space of the Markov chain {θ(t)} t≥0 is denoted by S = {1, . . . , N}. The transition rate matrix of the chain is denoted by Λ = [λ ij ], with λ ij = lim Δt→0 P(θ(t + Δt) = j|θ(t) = i) − 1 {i=j} /Δt. Assumption 2: {w(t)} t≥0 ({v(t)} t≥0 ) is a Wiener process of dimension n w (n v ) with incremental covariance operator I w dt (I v dt), where I w (I v ) is the identity matrix of dimension n w × n w (n v × n v ).
Assumption 3: x 0 is a random variable satisfying E{x 0 } =x 0 and E{x 0 x 0 } = Ψ. x 0 and θ(0) are independent. Also, x 0 and the process {w(t)} t≥0 ({v(t)} t≥0 ) are independent.
Assumption 4: A = (A 1 , . . . , A N ) is a set of matrices of dimensions n × n, and B(t) = (B 1 (t), . . . , B N (t)) is made of matrices of dimensions n × n w . The set A as well as the remaining parameters except B, are given and fixed, and the same is valid for Λ. D θ(t) D θ(t) > 0 (nonsingular measurement noise) for each t ≥ 0.
Remark 1: Assumptions 1-3 represent minimal properties of the stochastic processes in the plant. Assumption 1 indicates that the variable θ(t) is the state of a standard homogeneous Markov chain with finite dimension, and it allows for rather general setups containing transient states, cemetery states, non-communicating groups of states, and of course the chain is not required to be ergodic, which significantly enlarges the set of applications for our results when compared with works that require ergodic chains. Assumptions 2 and 3 impose basic regularity hypothesis, frequently found in literature; there is no loss of generality in assuming unitary covariance for w and v as other cases are covered by adjusting B. Assumption 4 is standard in the context of MJLS with known parameters.
B. Notation
Let Z 0 be the non-negative integers. Let R n,q (respectively R n ) be the linear space formed by all matrices of size n × q (respectively n × n) and R r0 the closed convex cone of symmetric positive semi-definite matrices {U ∈ R r : U = U ≥ 0} (R r+ when all matrices are positive definite). For U ∈ R n,q , N (U ) and Im(U ) represent the null and the image space of U respectively. U denotes the transpose of U ; U ≥ V means that U − V ∈ R r0 and U > V means U − V ∈ R r+ . The operator 1 {.} is the indicator function, E{·} is the expectation operator, and tr{.} denotes the trace. Let M r,n be the linear space formed by a number N of matrices such that
(U j ∈ R r+ ) for all j = 1, . . . , N. M r,n with the inner product given by
is a Hilbert space. We use the norm ||U || = U, I in M n0 . Following [2] we employ the linear and invertible operators vec and ϕ, where vec is the operator that stacks the columns of a matrix in a single column vector, and ϕ is defined in such a manner that, for
Regarding the Markov chain, we consider P(t) = [p ij (t)], t ≥ 0, the transition semi-group on S, where p ij (t) = P(θ(t + s) = j|θ(s) = i), i, j ∈ S. We set p(t) = [p 1 (t), . . . , p N (t)] with p i (t) = P(θ(t) = i) and p(0) = π the initial distribution probability of the Markov chain. For a given π we denote
which comprises Markov states with positive initial distribution along with the ones that can be reached from them. S π,rec stands for the subset of S π formed by its recurrent Markov states. Now, let the operator T : M n −→ M n be defined as,
for each i ∈ S, and U ∈ M n . We denote
. This operator is involved in the dynamics of some key functions as we shall see further.
III. ERROR BOUNDEDNESS OF LINEAR STATE

ESTIMATION
Here the noise processes affecting variables x and y may be correlated, that is E{w(t)v(t) } = W (t). We take into account linear observers in the form
wherex is a certain vector in R n , and assume that the sets of gain matrices K i (t), t ≥ 0, are computed based on the system parameters and not on the observed variables y(t), θ(t), which we call as linear Markovian state observer (LMSO). These filters can be computed off-line and are much simpler to implement than the more complex filters whose gains depend on θ, such as the Kalman filter. As we know, x(t) is the state estimate at time instant t and by setting x(t) = x(t) −x(t), follows that
We define Q(t) = E{x(t)x(t) |F t , G t }, where F t = σ{y(s) : 0 ≤ s ≤ t} and G t = σ{θ(s) : 0 ≤ s ≤ t} are the σ-fields generated by the measurement process and the Markov chain until the time instant t, respectively. Using standard machinery from filtering theory for time varying linear systems theory, we can derive the following linear differential equation related to Q:
with Q(0) = Ψ−x 0x 0 ∈ R n0 . We also introduce the average matrix:
Now, when differentiating the average matrix Q j (t) we obtain:
(6) A natural question arising in filtering problems refers to the boundedness of the error covariance, and it is known that MS-detectability is a sufficient condition for the bounded Q; this question is not in the scope of this paper, so that in the remainder of this section we assume Q is bounded.
Assumption 5: (Bounded Q): there exists a matrix Q * ∈ R n0 such that Q j (t) ≤ Q * for all t ≥ 0 and j ∈ S. Expanding on the boundedness of Q, we study its invariance under perturbations on the model. This issue has been addressed in filtering literature, with some variations, under the general denomination of filter stability and error bound filter or error sensitivity, see e.g. [7] , [9] , for systems without Markov jumps. For discrete-time MJLS some preliminary studies were presented in [6] . Here, we introduce perturbations on the initial condition of (5) and study its new solution, denoted by P (t), which satisfies:
where Σ ∈ R n0 . If P is average bounded for any Σ ∈ R n0 , we say that the filter is stable. Stability is relevant when implementing the filter because the modelled initial condition Ψ−x 0x 0 may contain errors, and even infinitesimal errors may cause fast divergence of P , see Example 2. Q(t) can be interpreted as the "modelled error covariance" linked with (1), based on which the gain function K(t) is usually designed (e.g.,
−1 , j ∈ S, is prescribed in [3] for LMMSE), while P (t) is interpreted as the "actual error covariance" of the estimates obtained with the given gains.
Definition 1: We say that the LMSO given in (3) is stable if, for each Σ ∈ R n0 , there exists P * ≥ 0 such that E{P (t)} ≤ P * for all t ≥ 0, where P (t) is given by (7). Assumption 6: (Q > 0): Q j (t) > 0 for all t > 0 and j ∈ S, that is, the "nominal" conditional error covariance of the LMSO is positive. 
Proof: For a fixed t * > 0 we have Q(t * ) ≥ μI, for some μ > 0. By differentiating E{P (t)1 {θ(t)=j} } and denotingṖ j (t) = d dt E{P (t)1 {θ(t)=j} } , j ∈ S, we obtain:
For each Σ there exists a sufficiently small > 0 such that the following inequalities hold: μ < 1 and P j (t * , Σ) ≤ I; the later inequality allows to write:
Now, consider the functions Z j (t) = Q j (t) − μP j (t, Σ) for each j ∈ S and t ≥ t * satisfyinġ
(10) From (9) and 1 − μ > 0, one can check that the solution of (10) is positive definite for t ≥ t * and j ∈ S. This fact and the Assumption 5 lead to P j (t) ≤ P * , for t ≥ t * and all j ∈ S, where P * = ( μ) −1 Q * . Finally we have E{P (t)} = i∈S P i (t) ≤ N P * , concluding the proof. Remark 2: It is shown in [3] , [5] for MS-detectable and MS-stabilizable systems that Q(t) converges as time elapses, and the associated gains given by K * i = lim t→∞ K i (t), i ∈ S, yield an MS-stable limiting dynamics A i − K * i C i . This can be employed to show that the LMMSE is stable. This means that MS-detectability and MS-stabilizability work together as a sufficient condition for the stability of the filter, in this sense competing with the above result where MS-stabilizability is not required; in fact, there are systems covered by Theorem 1 that are not MS-stabilizable, see Example 1. Note that the proof of Theorem 1 is irrespective of the limiting dynamics of the system, which may allow for future extensions. As a simple example, we can replace matrices C i by periodic matrices C i (t + δ) = C i (t) (with period δ > 1), thus avoiding the convergence of Q(t), and still keep Theorem 1 essentially unaltered. See also Example 3 in this connection.
Example 1: Consider the system (A, B, C, D, Λ) with S = {1, 2, 3} and: First we consider Ψ −x 0x 0 as the initial covariance matrix for the LMMSE design ("nominal setup") and, in a second step, we employ this filter for estimating the state of a system with initial covariance Σ ("actual setup"). We have computed Q i (t) via (6) by which we checked its positiveness and Assumption 5 by direct inspection of the "nominal" error
Then, Theorem 1 ensures that the filter is stable. Figure 1 illustrates the norm of the "actual" error P (t) for five different initial conditions P (0) = Σ, confirming that P (t) is bounded. We mention in connection with Remark 2 that, by applying the LMI test appearing in [3] , the system is not MS-stabilizable.
Example 2: Consider the system (A, B, C, D, Λ) with
, j ∈ S, and Λ, π andx 0 are as in Example 1. Now we have the following two cases: (a) Q(0) = 0 ∈ R 2 . The filter presents bounded nominal error Q(t) = 0, while the actual error P (t) diverges exponentially as illustrated in Figure 2 , where we have considered Σ = 10 −6 I. (b) Q(0) = I. We note from simulations that the nominal error meets both the conditions of Theorem 1, that is, Q j (t) is positive and bounded for all t > 0 and j ∈ S. Thus, with Σ = 1.7I, the actual error P (t) is also bounded leading to the filter stability, see Figure 3 .
Example 3: Consider parameters as in Example 1, and assume that F changes periodically with period 5 according to the following rule. For each = 0, 1, . . . , where B is as in Example 1. For j = 2, 3, F j (t) = B j , t ≥ 0. We show in Figure 4 the norm of E{Q(t)} which is positive and bounded, and the norm of E{P (t)} with different initial conditions, where we observe that P is bounded, as expected for a stable filter. Note that one would not be able to check stability of the filter via its limiting behaviour, as Q(t) does not converge.
IV. POSITIVENESS OF THE STATE SECOND MOMENT OF THE PLANT AND AR AS SUFFICIENT CONDITIONS FOR Q > 0
The condition on the positiveness of Q required in Theorem 1 can be checked, as illustrated in Example 1, by directly computing the gains and solving the differential equation of Q. This verification process can be done off-line provided the system parameters are available, however it requires large amounts of memory and computation in view of the timevarying nature of the noise considered in this paper (via parameters W (t) and B(t)). This motivates us to seek easier to test conditions, preferably linked with the structure of the system, which leads to a deeper understanding of the filters. In fact, as we will see, there is a close link between a reachability notion and the positiveness of Q when we deal with optimal estimators.
The first step is to study the link between the positiveness of Q with the positiveness of the second moment matrices of the process x(t), given by
and satisfies the linear matrix differential equations (see e.g.
[4])
A useful result that is valid for systems with ergodic chains is given next. It follows as an immediate combination of Proposition 19 and Corollary 18(iv) (when applied to systems with ergodic chains) presented in [8] .
Theorem 2: Assume that the Markov chain is ergodic and that
If for each initial conditions x 0 and π we have X j (t) > 0 for all t > 0 and all j ∈ S, then Q j (t) > 0 for all t > 0 and j ∈ S, or, equivalently, there is no non-trivial projection operator P such that P(x(t)) = 0 (a.s.). Proof: In this proof, for brevity we write E (a.s. t, j) for any event E such that P (E|θ(t) = j) = 1. We proceed by contradiction supposing that there exist t > 0 and v = 0 such that vQ j (t)v = 0, for some j ∈ S. By assuming the ergodicity hypothesis follows that p j (t) > 0, which leads to v E{Q(t)|θ(t) = j}v = 0, yielding in turn P (v Q(t)v = 0|θ(t) = j) = 1; that is, v Q(t)v = 0 (a.s. t, j). Considering Γ(·, ·) the transition matrix ofż = (A θ(s) − K θ(s) (s)C θ(s) )z. For each realization of {θ(t)} t≥0 the estimation error matrix Q(t) can be written as:
Thus, v Q(t)v = 0 (a.s. t, j) yields Q(0)Γ(t, 0) v = 0 and W (τ )B(τ ) Γ(t, τ ) v = 0 (a.s. t, j), for all τ ∈ [0, t], which in turn leads to
(a.s. t, j) for 0 ≤ τ ≤ t, due to the positiveness of bothW (t) and D θ(t) D θ(t) for each t. Noting that
and using (14) one obtains:
(15) Now consider the state transition matrix Φ linked with the solution of the state equation in (1) . It is simple to check for each realization of the chain that
From (15) and (16), and the fact that Γ(t, t) = Φ(t, t) = I we obtain
Next we consider one version of the state equation of the system in (1) with a different statistics for the initial condition; in order to avoid any confusion with (1), we will introduce the state equation:
with initial condition satisfying E{ζ(0)} = 0 and E{ζ(0)ζ(0) } = Ψ −x 0x 0 . We also introduce the process X (t) = E{ζ(t)ζ(t) |G t }, which satisfies for each realization of the chain:
Then, since Q(0)Γ(t, 0) v = 0, the first equality in (14) and (17) produce v X (t)v = 0 (a.s. t, j). Hence we have 0 = v E{X (t)|θ(t) = j}v = v E{ζ(t)ζ(t) |θ(t) = j}v = v E{ζ(t)ζ(t) 1 {θ(t)=j} }v which is a contradiction with the hypothesis of positiveness of the second moment state for the initial condition ζ(0). Thus, we have shown that
It remains to prove that for any non-trivial projection operator P acting on subspaces of R n we obtain Px(t) = 0 for all t > 0. In fact, let us suppose that there exists P such that Px(t) = 0 (a.s.) for some t > 0. That is, there exists v ∈ R n , v = 0, such that (v x(t))v = vv x(t) = 0 (a.s.) for some t > 0 and v = 0, which is equivalent to v x(t) = 0 (a.s.). This is equivalent to v Q j (t)v = v E{x(t)x(t) |θ(t) = j}p j (t)v = 0 for some t > 0 and v = 0, which is an absurd in view of (19).
Remark 3: Note that the condition in (13) is granted when W (t) is small enough, so that the condition is valid in particular for systems with uncorrelated noise processes v and w.
AR and positiveness of the state second moment
In what follows we seek for a condition for positiveness of X relying on a system gramian. To that end, we assume that the plant parameters are time invariant, i.e., there exists B ∈ M n,nw such that B j (t) = B j , for all t ≥ 0 and j ∈ S. The AR notion require of positiveness of the reachability gramian, which is defined as:
Definition 2 (AR): The tuple (A, B, Λ) is average reachable (AR) if there exists t > 0 such that E{Υ rch (0, t)|θ(0) ∼ π} > 0 for every initial distribution π.
It follows as a direct application of Corollary 4.7 in [8] that AR is equivalent to positiveness of the system second moment variable X, when handling systems without time varying parameters and ergodic chains.
Theorem 3: Assume that the Markov chain is ergodic and that the system parameters are time invariant, that is, there exist B ∈ M n,nw and a matrix W such that B(t) = B and W (t) = W . Then, the following statements are equivalent:
(i) The tuple (A, B, Λ) is AR.
(ii) There exists ρ > 0 and T > T 1 such that for each initial conditions x 0 and π we have E{x(t)x(t) } ≥ ρI for all t ≥ T . (iii) For each initial conditions x 0 and π we have X j (t) > 0 for all t > 0 and all j ∈ S. A rank test for AR can be obtained in a computational fashion. For each given π ∈ R N , consider the sets of matrices R(k) ∈ M n , k ≥ 0, given by the recurrence:
which in turn allow to the define the reachability matrices R j ∈ R n,nN given as:
for all j ∈ S π,rec , whereN := n(n+1)N 2
. The full rank of R j , for all j ∈ S π,rec characterizes the AR of the system for the given initial distribution π (to what we call π-AR due to the known π, see [8] ) but π may be not available in many situations. To overcome this difficulty we consider certain initial distributions π ( ) , = 1, . . . ,m, each of them "exciting" each of the set of recurrent Markov states, S rec,1 , . . . , S rec,m , where each π ( ) is concentrated on an arbitrary state belonging to S rec, . Thus we have following.
Theorem 4 (AR test, [8] ): Consider the initial distributions π (1) , . . . , π (m) as defined above. The statements below are equivalent:
(i) (A, B, Λ) is AR.
(ii) rank(R j ) = n, for all j ∈ S ,rec, , = 1, . . . ,m.
(iii) (A, B, Λ) is π-AR for all probability distribution π ∈ R N .
V. CONCLUSIONS
In this paper we have revisited the results in [8] giving emphasis on the issue of stability of linear Markovian state observers for MJLS. We relax the requirement of optimality of the filter as to make results valid for a considerably larger class of Markovian state observers, and we also carry out extensions that have been indicated in [8, . This leads to three sufficient conditions for stability whose degrees of conservatism increase with the ease of computation. The conditions are chained as follows -the most general one is that Q(t) > 0 as explained in Theorem 1, then Theorem 2 considers X(t) > 0 as a sufficient condition for Q(t) > 0 (valid for systems with ergodic chains and under an additional hypothesis on the noise correlation), and finally Theorem 3 states that AR is sufficient for X(t) > 0 (for systems with time invariant parameters). A simple rank test for AR is also given. The results provide new ideas and tools for further exploring the stability issue of estimators for stochastic systems in future works.
