Introduction
The origin of the optimal transportation problem is the following problem that G. Monge [64] proposed at Paris Royal Science Academy in 1781: What is the most convenient way to move a sand pile from one place to another? This is called Monge's problem. In the 20th century, this problem was generalized by L.V. Kantorovich [45] , [46] so that one can consider it in a mathematically easier framework and is called the Monge-Kantorovich problem (MKP for short) nowadays 1 . The MKP required the study of the MongeAmpère equation 2 . Many kinds of researches on the MKP have been done rapidly, e.g., the studies on the applications of the MKP to partial differential equations, limit theorems of the probability theory, log-Sobolev's inequality for probability measures, economics and image processings, on the MKP over the Riemannian manifold and Wiener space and on the geometry of the infinite dimensional space and the MKP (see [1-3, 19, 20, 25, 27, 29, 31, 32, 36, 37, 43, 50, 52, 70-72, 77, 80, 81] and the references therein). We refer the readers to the above references for a general theory. We call the MKP and its generalization the optimal transportation problem and consider it as the problem of a random mechanics (=stochastic mechanics) determined by the least action principle. Next we do not fix initial and terminal points x 0 and x 1 . Instead, for a fixed P 0 and P 1 ∈ M 1 (R d )(:= the space of all Borel probability measures on R d , with a weak topology), A(P 0 , P 1 ) : When c = I, T (δ x 0 , δ x 1 ) = I(x 0 , x 1 ), from which (1.2) turns out to be a generalization of (1.1). Here δ x denotes a probability measure which satisfies δ x (A) = 0(x ̸ ∈ A) and = 1(x ∈ A). When L = L(u) and is convex, the following holds:
L(t, ϕ(t);φ(t))dt ϕ(0)
== {µ ∈ M 1 (R d × R d )|µ(dx 0 × R d ) = P 0 (dx 0 ), µ(R d×dxT (P 0 , P 1 ) = inf{E[L(X(1) − X(0))]|P X(t) −1 = P t (t = 0, 1)} = inf { E [∫ 1 0
L(Ẋ(t))dt
] P X(t) −1 = P t (t = 0, 1), t → X(t) is absolutely continuous a.s. Indeed, by Jensen's inequality (see e.g. [5] ), 4) and x 0 + t(x 1 − x 0 ) is a (unique if L is strictly convex) minimizer of (1.1).
In section 2 we discuss the MKP more precisely. In the application, we also have to consider the case where u → L(u) is concave. Even in this case, T (P 0 , P 1 ) can be finite if we suppose an appropriate integrability condition on P 0 and P 1 .
Next we consider the case where stochastic processes 5 under consideration are continuous semimartingales (see e.g. [39, 51] ). Let A denote the set of all progressively measurable R d -valued stochastic processes {u(t) = u(t, ω)} 0≤t≤1 6 defined on a complete filtered probability space (Ω, F, {F t } t≥0 , P ) 5) and consider the following stochastic optimal control problem (see [33] ):
Notice that the set of stochastic processes over which the infimum is taken is not always nonempty. In section 3 we discuss the minimizer of V (P 0 , P 1 ) which can be considered as the stochastic optimal control version of T (P 0 , P 1 ), and also show that T (P 0 , P 1 ) can be obtained by the zero noise limit of V (P 0 , P 1 ). In section 4 we describe the continuum limits of T (P 0 , P 1 ) and V (P 0 , P 1 ) and the applications of T (P 0 , P 1 ) to the stochastic optimal control problems.
5 family of random variables
, by Strassen's Theorem or by the Duality Theorem in section 2, T (P 0 , P 1 ) is a total variation distance (see [81] ), but V (P 0 , P 1 ) is not. Since P 0 ×P 1 ∈ A(P 0 , P 1 ), A(P 0 , P 1 ) ̸ = ∅. If P 1 is absolutely continuous with respect to the Lebesgue measure, then the set of stochastic processes over which the infimum is taken in (1.6) is not empty from B. Jamison [42] .
Monge-Kantorovich Problem
In this section we briefly explain how Monge's problem stated in section 1 can be formulated as a mathematical problem and describe Kantorovich's approach and the idea of the proof given by W. Gangbo and R.J. McCann [35] .
Monge's Problem
We discretize Monge's problem to formulate it mathematically. For n ≥ 1, take sets S 0 := {x 1 , · · · , x n } and S 1 := {y 1 , · · · , y n } ⊂ R d which consist of n points. Take a function ϕ which determines how to move n sands in S 0 to S 1 , i.e., {ϕ(x 1 ), · · · , ϕ(x n )} = S 1 . Suppose that the cost to move a sand from x i to ϕ(x i ) is proportional to |ϕ(x i ) − x i |. Then the cost to move sands from S 0 to S 1 by ϕ is proportional to
To minimize the cost, we consider the following minimization problem:
, where {z 1 , · · · , z n } = S 1 . From this, we obtain
Study the properties, the uniqueness and the existence of a minimizer of the following minimization problem:
Kantorovich's approach
In Monge's problem, the integral in the infimum is not linear in ϕ. We describe Kantorovich's approach to simplify the problem.
Proposition 2.1 For any
This lead to Kantorovich's idea. (Kantorovich's approach) Show that there exist a unique minimizer of T (P 0 , P 1 ) and a Borel measurable ϕ : R d → R d so that the following holds:
Suppose that c ≥ 0. We describe the idea of the proof of (2.4), from W. Gangbo, R.J. McCann [35] . For this purpose, we first describe the so-called 'Duality Theorem'. Since the mapping P → T (P 0 , P ) is convex and lower semicontinuous in a weak topology, and since the dual space of the space of all finite Borel measures on R d with a weak topology is
Remark 2.1 (see [28] 
Suppose that ϕ is uniformly Lipschitz continuous and that H(z)/|z| → ∞ (|z| → ∞). Then the following holds. (i) If H is smooth, then u(t, x; ϕ) is uniformly Lipschitz continuous and is a unique weak solution of the following Hamilton-Jacobi equation:
where
(2.7) is called the Hopf-Lax formula for a solution of (2.9). (ii) If ϕ is bounded, then u(t, x; ϕ) is bounded, uniformly Lipschitz continuous and is a unique viscosity solution of (2.9).
Definition 2.1 (Viscosity solution) (see [18, 29, 49] 
called a viscosity solution of (2.9) if it is both a viscosity subsolution and a viscosity supersolution of (2.9).
One can easily prove the existence of a minimizer µ o of T (P 0 , P 1 ), by the compactness, in a weak topology, of the set A(P 0 , P 1 ) and the lower semicontinuity of µ →
By the theory of C. Smith, M. Knott [76] on the generalization of the notion of the subdifferential of a convex function, there exists ϕ(t, ·) ∈ L 1 (P t ) (t = 0, 1) such that for any maximizing sequence {ϕ n (1, ·), ϕ n (0, ·)} n≥1 of the right hand side of (2.5), From now on, we assume that c = I and the following:
is partially differentiable at z = x, then the gradient vanishes from (2.11), i.e.,
, and u = DH(z) if and only if z = DL(u) (see [81] ), from which
, then the set of the maximizers of the following is known to be locally bounded:
Hence, for any x, x ∈ R d , letting y x denote a maximizer, the following holds: there exists θ ∈ (0, 1) for which
In particular, ϕ(0, ·) is locally Lipschitz continuous. If P 0 (dx) << dx, then P 0 (dx)−a.s., ϕ(0, ·) is differentiable and the above argument can be justified.
Theorem 2.4 (see [35]) Suppose that c = I and L(u) = L(|u|) and that (A.2) holds. For any
P 0 , P 1 ∈ M 1 (R d ) for which P 0 (dx) << dx and T (P 0 , P 1 ) is finite,
there exists a locally Lipschitz continuous function
We give an example of Theorem 2.4 where L(u) = |u| 2 and one which is not considered in Theorem 2.4 where L(u) = |u|. In particular, we describe PDEs which is useful in the study of the MKP and give their applications. Example 2.1 (the case of L = |u| 2 /2). (i)-PDE which appears in the study of the minimizer of
2.10)-(2.11) can be rewritten as follows: 13) where the equality holds µ o (dxdy)-a.s. In particular, x → |x| 2 /2 + ϕ(0, x) is convex and (2.12) can be rewritten as follows:
Hence, from Theorem 2.4, if P 0 (dx) << dx, then the unique minimizer of T M (P 0 , P 1 ) can be written as Dφ by a convex function φ.
. The above argument implies that the study of Monge's problem can be reduced to the study of a convex solution of the so-called Monge-Ampère equation (2.15) . In particular, considering the application of Monge's problem itself, for any mutually disjoint measurable sets A i in R d , consider the case where 
This means that Dφ : A 0 → A 1 is bijective and the following holds:
(see [36] on this PDE).
(ii) an application of T M (P 0 , P 1 ) -Construction of a solution to the FokkerPlanck equation (see [43, 53] 
where 
and let X(t, x) denote a solution of the following, provided it exists:
Suppose that the following holds: (i) Ψ has bounded derivatives from the second to the fourth orders;
is bounded below; (iv) |D log ρ 0 (x)|/(1 + |x|) is bounded. Then, from [53] , (2.21) has a unique solution and the following holds: for any T, δ > 0, 23) where the equality holds µ o (dxdy)-a.s. First we show that we can assume that ϕ(1, y) = ϕ(0, y). For z ∈ supp(P 0 ) ∩ supp(P 1 ), there exists x ∈ supp(P 0 ), y ∈ supp(P 1 ) such that
It does not matter even if we put
Hence the right hand side of (2.5) in the Duality Theorem can be rewritten as follows:
We consider a variational problem which approximates (2.25):
If there exists φ and a for which
(2.28)
Here it should be true that |Dφ(x)| ≤ 1 (the equality holds in supp(P 0 ) ∪ supp(P 1 )). Putting
and
(2.29) Let X(t, x) be a solution to the following, provided it exists:
a(X(s, x))Dφ(X(s, x)) p(s, X(s, x)) ds. (2.30)
If p i (i = 0, 1) are Lipschitz continuous and supp(P 0 ) and supp(P 1 ) are mutually disjoint and compact, then the above argument can be justified and it is known that X(1, x) is a (not necessary unique) minimizer of T M (P 0 , P 1 ).
(ii) an application of T M (P 0 , P 1 ) -Optimal conducting material (see [29] )-. Given a fixed amount of some conducting material, when a density of a given electric charge changes from P 0 to P 1 , what is the best placement of the conducting material so as to minimize the Joule heating ? Let σ(dx) denote the conductivity probability distribution of the conducting material. Then the Joule heating is
For a minimizer σ * (dx) of the infimum of (2.31) and a maximizer u * (= −(electrostatic potential)) of (2.31) with σ = σ * can be written, from the PDE(2.28), as follows:
Du * (x) and Du * (x)σ * (dx) represent electric field and current density respectively. We also note that
Historical remark: Duality Theorem was proved by H.G. Kellerer [47] , using a functional analytic method, in a more general setting (the proof by the minmax principle is given in [81] , see also [38] for the recent development). When c(x, y) → ∞ (|y − x| → ∞), Selection Lemma which is useful in the stochastic optimal control theory gives a simple proof of the Duality Theorem (see [59] ). When c = I, L = |u| 2 , P 0 (dx) << dx, Y. Brenier [6, 7] solved the MKP completely (see [57] for a probabilistic alternative proof). W. Gangbo, R.J. McCann [35] generalized Y. Brenier's result, including the case where L = |u| p (p > 1). The discussion above is due to their paper. L.C. Evans, W. Gangbo [30] proved the MKP when L = |u| and P 0 and P 1 have mutually disjoint compact supports. L.A. Caffarelli, M. Feldman, R.J. McCann [10] and N.S. Trudinger, Xu-Jia Wang [79] independently proved that the minimizer of the MKP when L = |u| p (p > 1) is convergent as p → 1 and the limit is a minimizer of the MKP when L = |u|. A minimizer of the MKP is not unique when L = |u| (see [22] ). When d = 1 and F 0 is continuous, F −1 1 (F 0 (x)) and F −1
respectively (see [23, 67, 75] ). In particular, minimizers obtained in [10, 30, 79] are the same.
Optimal transportation problem for continuous semimartingales
In this section we describe the Duality Theorem for V (P 0 , P 1 ) and its applications. For the sake of simplicity, we assume that
is finite, one can easily prove the existence of a minimizer {u(t)} 0≤t≤1 of V (P 0 , P 1 ) by the general theory of the weak convergence of continuous semimartingales (see [40] ) and by the lower semicontinuity of {
. From now on, for the sake of simplicity, we also assume a stronger assumption than (A.2) in section 2.
, is of class C 1 , strictly convex and there exists p > 1 such that lim inf |u|→∞ L(u)/|u| p > 0. Since P → V (P 0 , P ) is convex and is lower semicontinuous and since the dual space of the space of all finite Borel measures on R d with a weak topology is C b (R d ), by the general theory of classical solutions to the Hamilton-JacobiBellman equation (see [33] ), we have Theorem 3.1 (Duality Theorem) (see [62] 
). Suppose that (A.3) holds. Then for any
where the suprimum is taken over all classical solutions ϕ of the following Hamilton-Jacobi-Bellman equation:
In particular, if V (P 0 , P 1 ) is finite, then there exists a measurable b(t, x) so that a minimizer u(t) = b(t, X u (t)). [61] ).
A classical solution of (3.2) is also a viscosity solution of it. [18, 29, 49] 
Definition 3.1 (Viscosity solution) (see
). (i). ϕ ∈ U SC([0, 1]× R d ) is a viscosity subsolution of (3.2) if whenever h ∈ C 1,2 ([0, 1) × R d ) and ϕ − h takes its maximum at (s, y) ∈ [0, 1) × R d , ∂h(s, y) ∂s + 1 2 △h(s, y) + H(D x h(s, y)) ≥ 0. (ii). ϕ ∈ LSC([0, 1]×R d )is a viscosity supersolution of (3.2) if h ∈ C 1,2 ([0, 1)× R d ) and ϕ − h takes its minimum at (s, y) ∈ [0, 1) × R d , ∂h(s, y) ∂s + 1 2 △h(s, y) + H(D x h(s, y)) ≤ 0. (iii). ϕ ∈ C([0, 1] × R d ) is
called a viscosity solution of (3.2) if it is both a viscosity subsolution and a viscosity supersolution of (3.2).
, from which we have
Corollary 3.2 (see [62]). Suppose that (A.3) holds. Then, for any
P 0 , P 1 ∈ M 1 (R d ), (3.1
) with the supremum taken over all bounded, uniformly Lipschitz continuous viscosity solutions holds.
As properties of minimizers of V (P 0 , P 1 ), we have Theorem 3.3 (see [62] 
the following forward backward stochastic differential equation (FB-SDE):
3)
We consider h-path processes (see [21, 26, 34, 41, 42, 66, 73, 78, 82] ). Let
and {ξ(t)} 0≤t≤1 be a unique weak solution to the following SDE (see [39, 51] ):
From Theorem 3.3, we rediscover the following well known fact (see [21, 34, 78, 82] ).
Corollary 3.4 (see [62]). For any
for which the following holds: [57] ). Suppose that L = |u| 2 and
Remark 3.2 (see
Replace W (t) by εW (t) (ε > 0) and define V ε (P 0 , P 1 ) similarly to V (P 0 , P 1 ). Denote by T (P 0 , P 1 ) and V ε (P 0 , P 1 ) the supremum on the right hand sides of the Duality Theorems for T (P 0 , P 1 ) and V ε (P 0 , P 1 ) respectively. Let * denote the convolution of two measures and g ε (x) := (2πε) −d/2 exp(−|x| 2 /(2ε)). From Theorem 3.1, we obtain the Duality Theorem for T (P 0 , P 1 ) by the zero noise limit of V ε (P 0 , g ε * P 1 ).
Theorem 3.5 (see [63]). Suppose that (A.3) holds. Then for any
In particular, T (P 0 , P 1 ) = T (P 0 , P 1 ).
Remark 3.3
When L ∼ |u| 2 (|u| → ∞), by the zero noise limit of V ε (P 0 , P 1 ), we can prove the existence of a minimizer of T M (P 0 , P 1 ) (see [63] ).
An application the MKP to marginal problems for stochastic processes
The problem of the construction of a stochastic process with given marginal distributions is called the marginal problem (see [23, 44, 48, 71, 75] and the references therein). This is not only the problem in the theory of probability. For instance, consider the construction of a graph of a function with a given Gauss curvature. For a smooth function y = u(x) : R d → R, the Gauss cur-
, considering the upper part of a graph as the inside of the surface of a graph. As a problem of the PDE, the problem is reduced to solve the following PDE: for a probability density function p : (see e.g., [3, 36, 57] and the references therein). This problem can be considered, from the probability theory point of view, as follows (see Example 2.1): construct a random variable X defined on the probability space
dx) such that the probability distribution is p(x)dx and there exists a function u so that 
Marginal problems for semimartingales
In this section, for the sake of simplicity, we assume (A.3) in section 3.
Let
Inspired by Born's probabilistic interpretation of a solution to Schrödinger's equation, E. Nelson proposed the following problem (see [66, 68, 69] ). Construct a Markov diffusion process {X(t)} 0≤t≤1 for which the following holds:
The first result was given by E. Carlen [11, 12] (see [13, 65, 83] for different approaches). T. Mikami [53] generalized it to the case with a variable diffusion matrix. P. Cattiaux, C. Léonard [14] [15] [16] [17] extensively generalized it to the case which also includes the jump-type Markov processes. In these papers they assumed the following: Finite energy condition: for some b for which (4.2) holds,
is not unique (see [53] or [14] [15] [16] [17] ).
In this section we consider Nelson's problem under a more general condition than (4.5). Generalized finite energy condition: there exists p > 1 such that for b for which (4.2) holds,
In the rest of this section we first consider the case where (4.4) holds for a finite number of times, and then taking a continuum limit, we complete the proof of the original problem.
From the Duality Theorem, we have Theorem 4.1 (see [60] 
Then, applying Theorem 4.1 on small time intervals of [0, 1], by the theory of the weak convergence of semimartingales (see [40] ), we have
Theorem 4.2 (see [60]). Suppose that (A.3) holds. Then the following (i)-(ii) hold. (i) For any
(ii) For any P := {P t (dx)} 0≤t≤1 , ⊂ M 1 (R d ) for which v(P) is finite, v(P) has a unique minimizer b o (t, x) and V(P) has a minimizer. In particular, for any minimizer {u(t)} 0≤t≤1 ∈ A of V(P), (4.8) and (4.11) hold. In addition, if L is strictly convex, then v(P) and V(P) has a unique minimizer and (4.12) holds (see [62] ).
Remark 4.2 (i) Under (A.3), if v(P) is finite, then the generalized finite energy condition holds. (ii) If L is convex and lim inf
|u|→∞ L(u)/|u| 2 > 0, then
Marginal problems for absolutely continuous stochastic processes
In this section we consider the zero noise limit of section 4.1. Stochastic processes under consideration are absolutely continuous in time t as in the case of the MKP. Our PDE is Liouville equation, i.e., instead of (4.2), we consider the following: for any f ∈ C 1,1 In this section, for the sake of simplicity, we assume (A.4). L = L(u), L(u) is convex and lim inf |u|→∞ L(u)/|u| 2 > 0. Repalce W (t) and △ by √ εW (t) and ε△ in (4.9)-(4.10), and accordingly we replace V(P) and v(P) by V ε (P) (ε > 0) and v ε (P) (ε ≥ 0) .
t → X(t) is absolutely continuous a.s.
} . (4.14)
Then we have In particular, any weak limit point of a minimizer of V ε (P) is a minimizer of V 0 (P). [56] When d = 1, we show that V 0 (P) has a unique minimizer and that it is not random. Then we have Corollary 4.5 (see [56] 
Theorem 4.4 (see

An application to Markov optimal control problem
As a fundamental problem of the stochastic optimal control theory, the test of the Markov property of a minimizer of a stochastic optimal control problem is known. In this section we describe an application of the MKP to this problem. We only consider the case of d = 1. Instead of (1.5), for {u(t)} 0≤t≤1 ∈ A and a measurable σ(s, y) for which |σ(s, y)| ≥ 1, let {Y u,σ (t)} 0≤t≤1 be a solution to the following, provided it exists: 
