A grey information system (GIS) is a new kind of IS. Uncertainty measurement (UM) can provide a new perspective for data analysis and help to reveal the essential features of data. This article studies UM for a GIS. The main work of this paper includes: first, the similarity degree between two information values of each attribute in a GIS is constructed. And then, the tolerance relation induced by a given subsystem is acquired by the similarity degree. After that, the information structure of this subsystem is brought forward. Additionally, measures of uncertainty for a GIS are explored. Moreover, the optimal selection of information structures based on the proposed uncertainty measures is studied and the application of these measures is displayed. Finally, to verify the validity of these measures, statistical effectiveness analysis is carried out. These results will help us understand the intrinsic properties of uncertainty in a GIS.
Rough set theory, brought forward by Pawlak [1] , is an extension of the classical set theory which is based on equivalence relation and is usually suitable for handling symbolic data. Besides, rough set theory, is a significant approach for managing imprecision, vagueness, and specially uncertainty, which doesn't require any prior knowledge other than the data itself [2] [3] [4] [5] [6] . This theory is developed around the concept of an information system (IS) [7] [8] [9] . An IS usually represents the relationship between objects and attributes. Because rough set theory has a good processing performance for uncertain data, it becomes a powerful tool for managing uncertainty of IS [10] [11] [12] . Recently, this theory has attracted attention of a great many researchers, and most applications of this theory are connected with ISs [13] [14] [15] [16] .
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Grey system theory is put forward by Deng [17] . The main contents of grey system theory include grey relational degree, grey system modeling, grey system prediction, grey decision analysis and grey comprehensive analysis. Moreover, this theory has good ideas and methods in the evaluation, diagnosis, analysis, modeling, prediction, decision-making, control and optimization of uncertain systems. Besides, grey system theory is a momentous method to reflect uncertainty, which provides a solution to uncertainty problems under the condition of small samples and poor information. This theory deals directly with the original data, and searches the intrinsic regularity of data. Grey system theory also has been developed rapidly and has been successfully used in a wide range of fields, such as ANFIS modelling [18] , price forecast [19] , safety evaluation [20] , decision making [21] and grey variable precision [22] . In addition, this theory uses grey numbers to represent uncertain information and then can manage many practical problems in some fields such as risk management [23] , analysis of the evaluation method [24] , VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ capacity estimation [25] , construction of bridge [26] , grey prediction [27] and grey prediction model [28] . Uncertainty plays a vital role in practical problems [29] [30] [31] , so uncertainty measurement (UM) becomes more and more popular [32] , [33] . UM is an important foundation for describing the classification ability of system and improving classification accuracy in rough set theory. To evaluate uncertainty of a system, Shannon brought in the concept of entropy in physics to communication theory [34] . The extension of entropy and its variants can be used in ISs or rough sets [35] [36] [37] [38] . In this connection, some scholars have done some exploration and have made many excellent research contributions. For instance, D'Urso [39] proposed several uncertain clustering methods based on different theoretical approaches for modeling the uncertainty; Dai et al. [40] defined the concepts of knowledge information entropy, knowledge rough entropy, knowledge granulation and knowledge granularity measure in set-valued ISs; Dai et al. [41] , [42] studied uncertainty measures in incomplete ISs; Kang and Miao [43] investigated information granularity in formal concept analysis based on conceptbases; Qin et al. [44] studied knowledge structures and uncertainty measures in a tolerance knowledge base; Sun et al. [45] introduced rough entropy-based uncertainty measures to evaluate the roughness and accuracy of knowledge; Yao [46] proposed granularity measures and complexity measures of partition-based granular structures; Sun et al. [47] put forward a feature selection method using neighborhood entropy-based uncertainty measures for cancer classification from gene expression data; Zheng and Zhu [48] investigated the uncertainty measures of rough sets in a Neighborhood System-space.
B. MOTIVATION AND INSPIRATION
The study of UM of an IS is becoming increasingly significant. However, the problem of UM for a GIS has not been studied. So this article focuses on it. Up to now, information granulation and information entropy have been two main methods to measure uncertainty of an IS. The uncertainty measures are studied from two different perspectives.
Why do we study measures of uncertainty for a GIS? This is because a GIS has uncertainty and has wide application foreground, the tools for dealing with the uncertainty of a GIS are special and important, and the impact of UM for a GIS is significant. Why do we study information structure in a GIS? This is because information structure in a GIS is very helpful for knowledge discovery from a GIS. Why do we use information structures to measure the uncertainty of a GIS? This is because it is hard to compare the size of measure values of uncertainty for a GIS. Moreover, if dependence between two information structures is obtained, then the size of measure values of uncertainty for a GIS can be compared by means of the dependence. Why do we study information structures and UM together? This is because if information structures are established, then UM tools of a GIS will be given. Why do we investigate similarity degree between two information values of each attribute in a GIS? This is because similarity degree is an effective tool for description of relationships between two information values. Moreover, tolerance relation on the object set of a GIS can be constructed on the basis of similarity degree.
The general work is displayed in FIGURE 1:
C. COMPARISON AND DISCUSSION
In this section, we discuss the references for UM in this paper, so as to see the innovation of this paper more clearly. 1) Chen et al. [2] investigated measures of uncertainty for neighborhood rough sets. First, they introduce the concept of neighborhood granule. Then, they propose several uncertainty measures of neighborhood granules, which are neighborhood accuracy, information quantity, neighborhood entropy and information granularity in the neighborhood systems. Furthermore, they prove that these uncertainty measures satisfy non-negativity, invariance and monotonicity, and give the maximum and minimum of these measures. Finally, they prove that information quantity, neighborhood entropy and information granularity measures are better than the neighborhood accuracy measure in the neighborhood systems by theoretical analysis and experimental results.
2) Xie et al. [14] studied information structures and uncertainty measures in an incomplete probabilistic set-valued IS. First, according to Bhattacharyya distance, they propose the distance between two objects in a given subsystem of an incomplete probability set-valued IS. Then, they obtain the tolerance relation on an object set by using this distance. Next, they introduce the information structure of this IS. Moreover, they study the dependence between two information structures by using inclusion degree. Finally, as an application for information structures, they explore measures of uncertainty for this IS. And to evaluate the performance of the proposed measures, they give effectiveness analysis from the angle of statistics. This paper mainly focuses on the study of information structure in an incomplete probabilistic set-valued IS.
3) D'Urso [39] researched the uncertainty measures of information. First, he presents the connection between information and uncertainty. Then, he proposes several uncertain clustering methods, i.e. fuzzy clustering, possibilistic clustering, shadowed clustering, rough sets-based clustering, intuitionistic fuzzy clustering, evidential clustering, credibilistic clustering, type-2 fuzzy clustering, neutrosophic clustering, hesitant fuzzy clustering, interval-based fuzzy clustering, and picture fuzzy clustering for measuring uncertainty. Finally, he describes how all of these clustering methods can measure information-related uncertainty in different ways. 4) Dai et al. [41] considered UM for incomplete interval-valued ISs based on α-weak similarity. Firstly, they define the maximum and the minimum similarity degrees, and also define the concept of α-weak similarity relation. Secondly, they introduce accuracy, roughness and approximation accuracy to evaluate the uncertainty in incomplete interval-valued ISs. Furthermore, they show the effectiveness of the constructed uncertainty measures of these ISs by doing the experimental analysis. 5) Dai and Xu [42] focused on constructing uncertainty measures in incomplete ISs by pure rough set approach. First, they investigate three kinds of UMs, including accuracy, roughness and approximation accuracy. And then, theoretical analysis shows that two of the three measures can be used to evaluate the uncertainty of incomplete ISs. Finally, they conduct experiments on incomplete real-life data sets to test the effectiveness of these two uncertainty measures. 6) Qin et al. [44] gave knowledge structures and uncertainty measures in a tolerance knowledge base. First, they present knowledge structures in a tolerance knowledge base. Then, they use inclusion degree to study the dependence and independence between knowledge structures. Next, they give the mapping and lattice characterizations of these knowledge structures. Finally, they explore uncertainty measures of knowledge structures in a tolerance knowledge base. 7) Sun et al. [45] proposed rough entropy-based uncertainty measures in incomplete decision systems. First, they introduce the concept of rough entropy. And then, they present some entropy-based uncertainty measures in incomplete decision systems. Finally, they discuss the important properties of these uncertainty measures and the relationships among them. 8) Sun et al. [47] probed uncertainty measures of neighborhood rough sets. First, they introduce some uncertainty measures such as neighborhood entropy, conditional neighborhood entropy, neighborhood mutual information and neighborhood conditional mutual information in order to evaluate the relevance between genes and related decision in neighborhood rough set. Then, they investigate some important properties and propositions of these measures, and establish the relationships among these measures. 9) Zheng et al. [48] explored uncertainty measures of NS-based rough sets. First, they introduce a rough membership function and a rough intuitionitic membership function. And then, to measure the uncertainty of NS-based rough sets, they propose fuzzy entropy and intuitionistic fuzzy entropy of rough sets based on rough membership function and rough intuitionstic membership function, respectively. 10) This paper inquires into UM for a GIS. Due to the particularity of GISs, we use not only rough set theory but also grey system theory to deal with GISs. The main work of this paper includes: first, we construct the similarity degree between two information values in a given subsystem of a GIS. And then, we establish the tolerance relation by the similarity degree. After that, we bring forward the information structure of this subsystem. Additionally, we explore θ-information granulation, θ-information amount, θ-rough entropy and θ-information entropy these four measures of uncertainty for this GIS. Moreover, we study the optimal selection of information structures based on uncertainty measures and give the application of these measures. On the whole, to test and verify the validity of these measures, we carry out statistical effectiveness analysis.
The comparison and discussion between this paper and several representative literatures are shown in TABLE 1.
D. STRUCTURE AND ORGANIZATION
The remaining sections of this article are designed below. Section 2 retrospects the essential notions of binary relations, interval numbers, grey numbers and GISs. Section 3 presents the tolerance relation induced by this subsystem. Section 4 investigates information structures in a GIS. Section 5 puts forward UMs for a GIS and analyzes the performance of the presented measures. Section 6 studies the optimal selection of information structures based on uncertainty measures. Section 7 gives an application of the proposed measures. Section 8 carries out effectiveness analysis. Section 9 concludes this article.
II. PRELIMINARIES
In this article, U signifies the finite universe, 2 U expresses a set of all subsets of U and |X | means the number of elements in X ∈ 2 U .
Put U = {u 1 , u 2 , · · · , u n }.
Assume R ⊆ U ×U . R is said to be an equivalence relation on U , if it satisfies:
(1) reflexive: ∀ u ∈ U , uRu;
(2) symmetric: ∀ u, v ∈ U , uRv implies vRu;
(3) transitive: ∀ u, v, w ∈ U , uRv and vRw imply uRw.
In addition, if R reflexive and symmetric, then it is said to be a tolerance relation on U .
B. INTERVAL-VALUED AND GREY NUMBERS

Let
A grey number is such a number whose exact value is unknown but within an interval or a general set of numbers. In this article, a grey number is denoted by ⊗.
An interval grey number ⊗ ∈ [a,b] is such a number who has both upper and lower bounds, where a andb represent the infimum and supremum of ⊗, respectively.
A white number ⊗ ∈ [a,b] is such a grey number, where infimum a= supremumb.
A lower grey number ⊗ ∈ [a, +∞) is such a grey number who only has the lower bounds, where a represents the infimum of ⊗.
An upper grey number ⊗ ∈ (−∞,ā] is such a grey number who only has the upper bounds, whereā represents the supremum of ⊗. 
otherwise. Similar to the definition of similarity between two interval values, the following definitions are introduced.
Then the possible degree of ⊗ 1 relative to ⊗ 2 is defined as
, 0}}.
Then the following properties hold:
Then the similarity degree of ⊗ 1 and ⊗ 2 is defined as
C. A GREY INFORMATION SYSTEM
This part recalls the notion of a grey information system (GIS). Definition 10 [1] : Suppose that U is a finite set of objects. A expresses a finite set of attributes. Then the ordered pair (U , A) is referred to as an information system (IS), if every
Definition 11 [49] : Suppose that (U , A) is an IS. Then (U , A) is said to be a grey information system (GIS), if ∀ u ∈ U and a ∈ A, a(u) is a grey number.
Example 12: Mobile phones have become especially significant in our daily life. Now, we take into account the evaluation problem of mobile phone parts suppliers. Let U = {u 1 , u 2 , · · · , u 12 } be a set of twelve mobile phone parts suppliers. Suppose that A = {a 1 , a 2 , a 3 , a 4 , a 5 } is a set of five evaluation indexes, where a 1 , a 2 , a 3 , a 4 and a 5 indicate the evaluation indexes ''Quality'', ''Average price'', ''On−time delivery rate'', ''Order completion rate'' and ''Order flexibility'', respectively. The evaluation results are displayed in TABLE 3 . The data in TABLE 3 are illustrated below. a 1 (u 1 ) ∈ [6.5, 6.6] expresses the quality of the mobile phone parts supplier u 1 is between 6.5 and 6.6. Then a 1 (u 1 ) is an interval grey number. a 2 (u 8 ) ∈ (−∞, 16] expresses the average price of the mobile phone parts supplier u 8 will not exceed 16. Then a 2 (u 8 ) is an upper grey number. a 5 (u 5 ) ∈ [8.1, +∞) expresses the order flexibility of the mobile phone parts supplier u 5 is at least 8.1. Then a 5 (u 5 ) is a lower grey number.
Consequently, the pair (U , A) is a GIS.
III. TOLERANCE RELATIONS IN A GIS
To introduce the tolerance relation in a GIS, the similarity degree in a GIS is displayed firstly.
A. THE SIMILARITY DEGREE BETWEEN TWO INFORMATION VALUES ON A GIVEN ATTRIBUTE
Definition 13: Assuming that (U , A) is a GIS. Given a ∈ A.
(1) If ∃ i such that in(a(u i ))] − = −∞, then a * is defined as
Example 14 (Continued From Example 12): By Definition 13, the conclusions can be obtained as below.
(1) (a 1 ) * dose not exist but (a 1 ) * = 8.9; (2) (a 2 ) * = 9, (a 2 ) * = 25; (3) (a 3 ) * = 80, (a 3 ) * = 96; (4) (a 4 ) * = 85, (a 4 ) * = 97; (5) (a 5 ) * = 6.2, (a 5 ) * = 8.9.
In addition, it can be conveniently expressed as 
{a} can be briefly expressed as R θ a . Then ∀ i and u ∈ U , R θ a (u) (a = a 1 , a 2 , · · · , a 5 ) is obtained (see TABLE 9 ). An algorithm for computing the tolerance class is designed as below.
Algorithm 1 Computing the Tolerance Class
R θ B (u) Input: A GIS (U , A), a threshold θ ∈ (0, 1], B ⊆ A and u ∈ U . Output: The tolerance class R θ B (u). 1 for i = 0; i < |U |; i + + do 2 for j = |U | − 1; j > i; j − − do 3 for a(u i ) ∈ [a,b] and a(u j ) ∈ [c,d], do 4 s(a(u i ), a(u j )) = SD(in(a(u i )), in(a(u j )). 5 end 6 for a(u i ) ∈ [a,b] and a(u j ) ∈ (−∞,d], do 7 s(a(u i ), a(u j )) = SD( in(a(u i )), [a * , d]). 8 end 9 for a(u i ) ∈ (−∞,b], a(u j ) ∈ [c,d], do 10 s(a(u i ), a(u j )) = SD( [a * , b], in(a(u j ))). 11 end 12 for a(u i ) ∈ [a,b], a(u j ) ∈ [c, +∞), do 13 s(a(u i ), a(u j )) = SD( in(a(u i )), [c, a * ]). 14 end 15 for a(u i ) ∈ [a, +∞), a(u j ) ∈ [c,d], do 16 s(a(u i ), a(u j )) = SD( [a, a * ], in(a(u j ))). 17 end 18 for a(u i ) ∈ [a, +∞), a(u j ) ∈ (−∞,d], do 19 s(a(u i ), a(u j )) = SD( [a, a * ], [a * , d] ). 20 end 21 for a(u i ) ∈ (−∞,b], a(u j ) ∈ [c, +∞), do 22 s(a(u i ), a(u j )) = SD( [a * , b], [c, a * ] ).R θ B = {(u, v) ∈ U × U : ∀ a ∈ B, s(a(u), a(v)) ≥ θ}, R θ B (u) = {v ∈ U : (u, v) ∈ R θ B }. 33 Obtain R θ B (u). Obviously, R θ B ⊆ U × U is a tolerance relation and R θ B = a∈B R θ a . Proposition 18: Suppose that (U , A) is a GIS. If C ⊆ B ⊆ A, then ∀ θ ∈ (0, 1], R θ B ⊆ R θ C ; if 0 ≤ θ 1 ≤ θ 2 ≤ 1, ∀ B ⊆ A, R θ 2 B ⊆ R θ 1 B . Proof: It is apparent.
IV. INFORMATION STRUCTURES IN A GIS
In this category, information structures in a GIS are considered.
A. SOME CONCEPTS OF INFORMATION STRUCTURES IN A GIS
can be referred to as the fuzzy neighborhood or the information granule of the point u i . Based on Qian's idea [50] , the concept of information structure is presented as below.
Definition 21:
Then S θ (B) is said to be the information structure of the subsystem (U , B) in relation to θ.
, then S θ 1 (B) and S θ 2 (C) are deemed to be the same. It can be written as S θ 1 (B) = S θ 2 (C). Below, dependence between information structures is proposed.
Definition 23: Let (U , A) be a GIS. Put θ 1 , θ 2 ∈ (0, 1] and B, C ⊆ A.
(
is regarded as to depend on S θ 1 (B), this can be written as S θ 1 (B) S θ 2 (C)
(2) If S θ 1 (B) S θ 2 (C) and S θ 1 (B) = S θ 2 (C), then S θ 2 (C) is regarded as to depend strictly on S θ 1 (B), this can be written as S θ 1 (B) ≺ S θ 2 (C).
B. PROPERTIES OF INFORMATION STRUCTURES IN A GIS
In this subsection, properties of information structures in a GIS are displayed.
Theorem 24: Assuming that (U , A) is a GIS. Given θ 1 , θ 2 ∈ (0, 1] and B, C ⊆ A. Then
Theorem 25: Suppose that (U , A) is a GIS. Given θ 1 , θ 2 ∈ (0, 1] and B, C ⊆ A. Then
It can be immediately proved by Theorems 24 and 25.
Theorem
Proof: (1) Owing to B ⊆ C, by Proposition 18, it can be obtained that
By Theorem 25, S θ (C) S θ (B).
(2) Owing to θ 1 ≤ θ 2 , by Proposition 18, it can be gotten that
By Theorem 25, S θ 2 (B) S θ 1 (B).
Proof: This follows from Theorem 27.
V. MEASURING UNCERTAINTY OF A GIS
In this part, UMs for a GIS are put forward. The performance of the presented measures is analyzed.
A. GRANULATION MEASURES FOR A GIS
The axiom definition of information granulation in a GIS is first manifested. Definition 29: Let (U , A) be a GIS. Given a function M θ : 2 A → (−∞, +∞) and θ ∈ (0, 1]. Then M θ is said to be an information granulation function in (U , A) in relation to θ, if M θ meets:
(1) Non-negativity:
Note that M θ (B) is termed as θ-information granulation of the subsystem (U , B) .
Like Definition 5 in [50] , θ-information granulation of a GIS is manifested below.
Definition 30: Let (U , A) be a GIS. Given θ ∈ (0, 1] and B ⊆ A, Then θ-information granulation of (U , B) is defined as
Proposition 31: Assuming that (U , A) is a GIS. Then ∀ B ⊆ A and θ ∈ (0, 1],
Proposition 32: Let (U , A) be a GIS. Given θ 1 , θ 2 ∈ (0, 1] and B, C ⊆ A. Then
This proposition expresses that θ-information granulation increases as available information gets coarser, and vice versa. That is, as available information is more uncertain, θinformation granulation value is bigger. Consequently, it can be concluded that the uncertainty of a GIS can be evaluated by θ-information granulation displayed in Definition 30.
Proposition 33: Let (U , A) be a GIS.
Proof: This can be proved by Theorem 27 and Proposition 32.
Corollary 34: Assuming that (U , A) is a GIS. Given 0 < θ 1 ≤ θ 2 ≤ 1 and B ⊆ C ⊆ A. Then
Proof: It follows immediately from Proposition 33.
Theorem 35: G θ in Definition 30 is an information granulation function under Definition 29.
Proof: (1)''Non-negativity'' is obvious.
(3) ''Monotonicity'' can be obtained by Proposition 32.
B. INFORMATION AMOUNTS IN A GIS
Like definition 10 in [51] , information amount is presented as below. Definition 36: Let (U , A) be a GIS. Given θ ∈ (0, 1] and B ⊆ A. Then θ-information amount of the subsystem (U , B) is defined as
Theorem 37: Let (U , A) be a GIS. Given θ ∈ (0, 1] and B ⊆ A. Then 
C. ENTROPY MEASURES FOR A GIS
Rough entropy, introduced by Xu et al. [52] . Similar to Definition 10 in [51] , θ-rough entropy of a specific IS is put forward below. Definition 39: Let (U , A) be a GIS. Given θ ∈ (0, 1] and B ⊆ A. Then θ-rough entropy of (U , B) is defined as 
Proposition 41: Let (U , A) be a GIS. Given θ 1 , θ 2 ∈ (0, 1] and B, C ⊆ A. Then
(2) Similar to the proof of Proposition 32, it can be obtained
and ∃ j,
. This proposition clarifies that the θ-rough entropy value gets bigger as the available information is more uncertain. Therefore, it can be concluded that θ-rough entropy put forward in Definition 39 can evaluate the uncertainty of a GIS.
Proposition 42: Let (U , A) be a GIS.
Proof: This can be easily proved by Theorem 27 and Proposition 41.
This proposition shows that θ-rough entropy decreases when the θ gets bigger, and it increases when θ gets smaller; θ-rough entropy increases when θ-information structure gets smaller, and it decreases when θ-information structure gets bigger.
By Propositions 41 and 42, it can be concluded that θrough entropy introduced in Definition 39 can be used to evaluate the uncertainty of a GIS. That is, the more certain θ-information structure is, the smaller θ-rough entropy value gets. 
. Proof: It follows immediately from Proposition 42.
Theorem 44: E θ r in Definition 39 is an information granulation function under Definition 29.
Proof: (1) ''Non-negativity'' is obvious.
Entropy often can measure out-of-order degree of a system in physics. Shannon introduced that the entropy in physics can be used to measure uncertainty of an IS [34] .
Like Definition 8 in [51] , the definition of θ-information entropy is presented.
Definition 45: Let (U , A) be a GIS. Given θ ∈ (0, 1] and B ⊆ A. Then θ-information entropy of (U , B) is defined as = B 1 , B 2 , · · · , B 5 ) of the GIS (U , A) are given, where a 2 , a 3 , a 4 , a 5 } (see . Example 49: (Continued from Example 48) . Pick θ = 0.1, · · · , 0.9. The following results can be obtained. (1) It can be seen that θ-information granulation and θrough entropy both decrease monotonously with the increase of the value of θ, from this, it can be concluded that the uncertainty of four subsystems decreases as the θ value increases (see FIGURES 2, 3, · · · , 6).
(2) It can be concluded that the change of θ-information granulation and θ-rough entropy are closely related to θ, the change of θ-information amount and θ-information entropy are not closely related to θ (see FIGURES 2, 3, · · · , 6).
Example 50: (Continued from Example 49) . Pick θ = 0.1, · · · , 0.9 and B i = B 1 = {a 1 }, B 2 = {a 1 , a 2 }, · · · , B 5 = A. The following results can be obtained. (1) Consider θ-information granulation and θ-rough
will be gotten. This shows the larger the subsystem, the smaller the measured value (see FIGURES 7, 8 , · · · , 15).
(2) If we pick θ = 0.8, consider θ-information amount and θ-information entropy, then
will be gotten. This shows the larger the subsystem, the smaller the measured value (see FIGURE 14) . 
VI. THE OPTIMAL SELECTION OF INFORMATION STRUCTURES BASED ON UNCERTAINTY MEASURES
In the process of using information structure to study uncertainty measures, we often face the questions of when the uncertainty measure reaches the maximum and minimum values (we call these two the optimal values ) and how to determine the corresponding optimal information structures. Therefore, in this section, the optimal selection of information structures based on the proposed uncertainty measures is obtained. 
A. THE OPTIMAL SELECTION OF INFORMATION STRUCTURES BASED ON θ -INFORMATION GRANULATION
In this subsection, we select the optimal information structure based on θ-information granulation. structure in the subsystem (U , B) based on θ-information granulation;
(2) If there exists θ 2 ∈ D B such that G θ 2 (B) = min{G θ (B) : θ ∈ D B }, then S θ 2 (B) is said to be the minimum information structure in the subsystem (U , B) based on θ-information granulation.
The maximum and minimum information structures in the subsystem (U , B) based on θ-information granulation are collectively said to be the optimal information structures based on θ-information granulation.
Theorem 53: Let (U , A) be a GIS. Given B ⊆ A.
is the minimum information structure in (U , B) based on θ-information granulation;
(2) If θ 2 = min{θ : θ ∈ D B }, then S θ 2 (B) is the maximum information structure in (U , B) based on θ-information granulation.
Proof:
By Definition 52, S θ 1 (B) is the minimum information structure in (U , B) based on θ-information granulation.
(2) Similarly, it can be obtained by Proposition 33 and Definition 52. In this subsection, we select the optimal information structure based on θ-information amount.
Definition 55: Suppose that (U , A) is a GIS. Given B ⊆ A.
(1) If there exists θ 1 ∈ D B such that E θ 1 (B) = max{E θ (B) : θ ∈ D B }, then S θ 1 (B) is said to be the maximum information structure in the subsystem (U , B) based on θ-information amount;
(2) If there exists
is said to be the minimum information structure in the subsystem (U , B) based on θ-information amount.
The maximum and minimum information structures in (U , B) based on θ-information amount are collectively said (U , B) based on θ-rough entropy.
VII. AN APPLICATION
As an application of the presented measures, rough entropy of a rough set in a GIS is put forward in this section.
A. θ -ACCURACY AND θ -ROUGHNESS IN A GIS
Definition 62 [1] : Let (U , A) be an IS. Given B ⊆ A and X ∈ 2 U . Put
Then B(X ) and B(X ) can be termed as the lower and upper approximation in the subsystem (U , B) , respectively.
If BX = BX , then X is definable in the subsystem (U , B) ; otherwise, X is rough in the subsystem (U , B) .
The accuracy α B (X ) and roughness ρ B (X ) of a rough set X in the subsystem (U , B) are respectively defined below(see [1] ). (U , B) . Then θ-accuracy and θ-roughness of X in the subsystem (U , B) are respectively defined below.
If X is θ-definable in the subsystem (U , B) , then ρ θ B (X ) = 0; if X is θ-rough in the subsystem (U , B) , then ρ θ B (X ) = 0.
B. ROUGH ENTROPY OF A ROUGH SET IN A GIS
Definition 65: Assume that (U , A) is a GIS. Put B ⊆ A. Given X ∈ 2 U is a θ-rough set in the subsystem (U , B) (i.e., ρ θ B (X ) = 0). Then, θ-rough entropy of X in the subsystem (U , B) is defined as follows:
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Furthermore, if X = U , then ∀ B ⊆ A and θ ∈ (0, 1], 
Proof: This follows from Theorems 27 and 67. Corollary 70: Assume that (U , A) is a GIS. Given θ 1 , θ 2 ∈ (0, 1] and B, C ⊆ A. If B ⊆ C, θ 1 ≤ θ 2 , then 
Example 72 (Continued From Example 71): We compare ρ θ
A (X ) and (RE) θ A (X ) when X changes. Pick X = X 1 , X 2 , · · · , X 6 , where 9 , u 10 } and X 6 = X 5 ∪ {u 11 , u 12 }. Pick θ = 0.1, · · · , 0.9. Then ρ θ A (X ) and (RE) θ A (X ) are given (see TABLES 15 and 16) .
VIII. EFFECTIVENESS ANALYSIS
The effectiveness analysis is done from dispersion and correlation as below. TABLE 15 . θ -roughness ρ θ A (X )(X = X 1 , X 2 , · · · , X 6 ).
A. DISPERSION ANALYSIS
In this article, the standard deviation coefficient is put forward. θ -RE (RE ) θ A (X )(X = X 1 , X 2 , · · · , X 6 ).
Given a data set X = {u 1 , · · · , u n }. Then its arithmetic average value u = 1 n n i=1 u i , standard deviation σ (X ) = 1 n n i=1 (u i − u) 2 , and its standard deviation coefficient
Example 73 (Continued From Example 72): Pick θ 1 = 0.1, θ 2 = 0.2, · · · , θ 9 = 0.9.
For i = 1, 2, · · · , 5, denote
, · · · , H θ 9 (B i )}, X B i E = {E θ 1 (B i ), E θ 2 (B i ), · · · , E θ 9 (B i )}. Then This means the dispersion degree of E θ and H θ are relatively smaller, while the dispersion degree of G θ is maximum.
From FIGURES 2-6 and these standard deviation coefficients, the following results can be obtained.
(1) If monotonicity is only needed, then G θ , H θ , E θ r and E θ can better measure uncertainty of a GIS.
(2) If only the dispersion degree is taken into account, then E θ and H θ can relatively better measure uncertainty of a GIS, while G θ will worse measure uncertainty of a GIS.
B. CORRELATION ANALYSIS
Pearson correlation coefficient between two data sets is presented as below.
Assume that X = {x 1 , x 2 , · · · , x n } and Y = {y 1 , y 2 · · · , y n } are two data sets. Then their arithmetic average values are defined as
x i , y = 1 n n i=1 y i . And Pearson correlation coefficient r(X , Y ) between X and Y is defined as
Obviously, −1 ≤ r(X , Y ) ≤ 1.
r(X , Y ) = 0, so to speak, X and Y have no correlation; r(X , Y ) > 0, so to speak, X and Y have positive correlation; r(X , Y ) < 0, so to speak, X and Y have negative correlation. Peculiarly, r(X , Y ) = 1 manifests that X and Y have completely positive correlation, r(X , Y ) = −1 manifests that X and Y have completely negative correlation. 0.7 ≤ r(X , Y ) < 1, 0.4 ≤ r(X , Y ) < 0.7 and 0 < r(X , Y ) < 0.4 indicate this correlation will be height, moderate and low positive correlation between X and Y , respectively; −1 ≤ r(X , Y ) < −0.7, −0.7 ≤ r(X , Y ) < −0.4 and −0.4 < r(X , Y ) < 0 indicate this correlation will be height, moderate and low negative correlation between X and Y , respectively.
Example 74 (Continued From Example 73): Take θ = 0.5, denote X G (θ ) = {G θ (B 1 ), · · · , G θ (A)}, X H (θ ) = {H θ (B 1 ), · · · , H θ (A)}, X E r (θ ) = {E θ r (B 1 ), · · · , E θ r (A)}, X E (θ ) = {E θ (B 1 ), · · · , E θ (A)}.
The compared results of Pearson's correlation coefficients of four θ-measure sets are displayed in TABLE 17. From TABLE 17 , the following conclusion is demonstrated. (see TABLE18). 
IX. CONCLUSIONS
In this paper, a GIS expresses an IS whose information values are grey numbers. The tolerance relation in a GIS has been presented on the basis of similarity degree. The concept of information structure in a GIS has been introduced based on tolerance relation, and properties of these information structures have been discussed. By using information structures, we have investigated four UMs for a GIS. This paper studies the optimal selection of information structures based on uncertainty measures, and gives the application and conducts the effectiveness analysis of these measures. This paper also compares and discusses our paper with some literature. However, due to the particularity of GIS and the focus of this work, this paper does not carry out simulation experiment. In the future, we will pay more attention to applications and study three-way decisions in GISs.
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