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Abstract
Almost all fields of science rely upon statistical inference to estimate unknown
parameters in theoretical and computational models. While the performance of
modern computer hardware continues to grow, the computational requirements for
the simulation of models are growing even faster. This is largely due to the in-
crease in model complexity, often including stochastic dynamics, that is necessary
to describe and characterize phenomena observed using modern, high resolution,
experimental techniques. Such models are rarely analytically tractable, meaning
that extremely large numbers of expensive stochastic simulations are required for
parameter inference. In such cases, parameter inference can be practically impos-
sible. In this work, we present new computational Bayesian techniques that ac-
celerate inference for expensive stochastic models by using computationally cheap
approximations to inform feasible regions in parameter space, and through learning
transforms that adjust the biased approximate inferences to closer represent the
correct inferences under the expensive stochastic model. Using topical examples
from ecology and cell biology, we demonstrate a speed improvement of an order of
magnitude without any loss in accuracy.
Keywords: parameter estimation; statistical inference; continuum-limit approxima-
tion; Bayesian inference; approximate Bayesian computation; sequential Monte Carlo
1 Introduction
Modern experimental techniques allow us to observe the natural world in unprecedented
detail and resolution [16]. Advances in machine learning and artificial intelligence pro-
vide many new techniques for pattern recognition and prediction, however, in almost all
scientific inquiry there is a need for detailed mathematical models to provide mechanistic
∗To whom correspondence should be addressed. E-mail: matthew.simpson@qut.edu.au
1
ar
X
iv
:1
90
9.
06
54
0v
1 
 [s
tat
.C
O]
  1
4 S
ep
 20
19
insight into the phenomena observed [2, 20]. This is particularly true in the biological
and ecological sciences, where detailed stochastic models are routinely applied to develop
and validate theory as well as interpret and analyze data [8, 23, 87].
Two distinct computational challenges arise when stochastic models are considered,
they are: (i) the forwards problem; and (ii) the inverse problem, sometimes called the
backwards problem [86]. While the computational generation of a single sample path, that
is the forwards problem, may be feasible, hundreds or thousands or more of such sample
paths may be required to gain insight into the range of possible model predictions and to
conduct parameter sensitivity analysis [34, 49, 55]. The problem is further compounded
if the models must be calibrated using experimental data, that is the inverse problem of
parameter estimation, since millions of sample paths may be necessary.
In many cases, the forwards problem can be sufficiently computationally expensive
to render both parameter sensitivity analysis and the inverse problem completely in-
tractable, despite recent advances in computational inference [69]. This has prompted
recent interest in the use of mathematical approximations to circumvent the computa-
tional burden, both in the context of the forwards and inverse problems. For example,
linear approximations are applied to the forwards problem of chemical reaction networks
with bimolecular and higher-order reactions [15], and various approximations, including
surrogate models [64] and emulators [13], are applied to inverse problems with expensive
forwards models, for example, in the study of climate science [36]. Furthermore, a num-
ber of developments, such as multilevel Monte Carlo methods [32], have demonstrated
that families of approximations can be combined to improve computational performance
without sacrificing accuracy.
In recent years, the Bayesian approach to the inverse problem of model calibration
and parameter inference has been particularly successful in many fields of science in-
cluding, astronomy [75], anthropology and archaeology [43, 54], paleontology and evolu-
tion [59, 63, 73], epidemiology [53], biology [46, 80, 89], and ecology [26, 71]. For complex
stochastic models, parameterized by θ, computing the likelihood of observing data, D, is
almost always impossible [10, 42, 79]. Thus, approximate Bayesian computation (ABC)
methods [69] are essential (Section 4). ABC methods replace likelihood evaluation with
an approximation based on stochastic simulations of the proposed model, this is captured
directly in ABC rejection sampling [5, 63,73] (Section 2); here M samples are generated
from an approximate posterior using stochastic simulations of the forwards problem as a
replacement for the likelihood. Unfortunately, ABC rejection sampling can be computa-
tionally expensive or even completely prohibitive, especially for high-dimensional param-
eter spaces, since a very large number of stochastic simulations are required to generate
enough samples from the approximate Bayesian posterior distribution [69]. This is further
compounded when the forwards problem is computationally expensive.
In contrast, an appropriately chosen approximate model may yield a tractable likeli-
hood that removes the need for ABC methods [9,83,85]. This highlights a key advantage
of such approximations because no ABC sampling is required. However, approxima-
tions can perform poorly in terms of their predictive capability, and inference based on
such models will always be biased, with the extent of the bias dependent on the level of
accuracy.
We consider ABC-based inference algorithms for the challenging problem of parameter
inference for computationally expensive stochastic models when an appropriate approx-
imation is available to inform the search in parameter space. Under our approach, the
approximate model need not be quantitatively accurate in terms of the forwards prob-
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lem, but must qualitatively respond to changes in parameter values in a similar way to
the stochastic model. In particular, we extend the sequential Monte Carlo ABC sampler
(SMC-ABC) of Sisson et al. [68] (Section 2) to exploit the approximate model in two
ways:
1. to generate an intermediate proposal distribution, that we call a preconditioner, to
improve ABC acceptance rates for the stochastic model; and
2. to construct a biased ABC posterior, then reduce this bias using a moment-matching
transform.
We describe both methods and then present relevant examples from ecology and cell
biology. Example calculations demonstrate that our methods generate ABC posteriors
with a significant reduction in the number of required expensive stochastic simulations,
leading to as much as a tenfold computational speedup.
As a case study for this work, we focus on stochastic models that can replicate many
spatiotemporal patterns that naturally arise in biological and ecological systems. Stochas-
tic discrete random walk models (Section 4), henceforth called discrete models, can ac-
curately characterize the microscale interactions of individual agents, such as animals,
plants, micro-organisms, and cells [1, 18, 45, 74, 78, 81]. Mathematical modeling of pop-
ulations as complex systems of agents can enhance our understanding of real biological
and ecological populations with applications in cancer treatment [12], wound healing [14],
wildlife conservation [21,57], and the management of invasive species [17, 74].
The discrete model formulation can replicate many realistic spatiotemporal patterns.
For example, Figure 1(A),(B) demonstrates typical microscopy images obtained from in
vitro cell culture assays using prostate cancer cells (PC-3 line) and breast cancer cells
(MBA-MD-231 line). In vitro cell culture assays are ubiquitous and important in the
study of cell motility, cell proliferation and drug design. Various patterns are observed:
PC-3 cells tend to be highly motile, and spread uniformly to invade vacant spaces (Fig-
ure 1(A)); in contrast MBA-MD-231 cells tend be relatively stationary with proliferation
events driving the formation of aggregations (Figure 1(B)). These phenomena may be
captured using a lattice-based discrete model framework by varying the ratio Pp/Pm
where Pp ∈ [0, 1] and Pm ∈ [0, 1] are, respectively, the probabilities that an agent at-
tempts to proliferate and attempts to move during a time interval of duration τ > 0.
For Pp/Pm  1, behavior akin to PC-3 cells is recovered (Figure 1(C)–(F)) [39]. Setting
Pp/Pm  1, as in Figure 1(H)–(K), leads to clusters of occupied lattices sites that are
similar to the aggregates of MBA-MD-231 cells [1, 65].
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Figure 1: Discrete random walk models can replicate observed spatial patterns in cell culture: (A) PC-3 prostate cancer cells (reprinted
from [40] with permission); and (B) MBA-MD-231 breast cancer cells (reprinted from [65] with permission). (C)–(F) Discrete simulations
with Pp/Pm  1 replicate the uniform distribution of (A) PC-3 cells. (H)–(K) Discrete simulations with Pp/Pm  1 replicate spatial
clustering of (B) MBA-MD-231 cells. (G) Averaged population density profiles for the discrete model with highly motile agents, Pm = 1
(dashed green), and near stationary agents, Pm = 5 × 10−4 (dashed orange), compared with the logistic growth continuum limit (solid
black).
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It is common practice to derive approximate continuum-limit differential equation de-
scriptions of discrete models [14,39,67] (Section 4). Such approximations provide a means
of performing analysis with significantly reduced computational requirements, since eval-
uating an exact analytical solution, if available, or otherwise numerically solving a dif-
ferential equation is typically several orders of magnitude cheaper computationally than
generating a single realization of the discrete model, of which hundreds or thousands may
be required for reliable ABC sampling [10]. However, such approximations are generally
only valid within certain parameter regimes, for example here when Pp/Pm  1 [14, 67].
Consider Figure 1(G), the population density growth curve from the continuum-limit
logistic growth model is superimposed with stochastic data for four realizations of a dis-
crete model with Pp/Pm  1 and Pp/Pm  1, under initial conditions simulating a
proliferation assay, where each lattice site is randomly populated with constant probabil-
ity, such that there are no macroscopic gradients present at t = 0. The continuum-limit
logistic growth model is an excellent match for the Pp/Pm  1 case (Figure 1(C)–(F)),
but severely overestimates the population density when Pp/Pm  1 since the mean-field
assumptions underpinning the continuum-limit model are violated by the presence of
clustering (Figure 1(H)–(K)) [1, 65].
As we demonstrate in Section 2, our methods generate accurate ABC posteriors for
inference on the discrete problem for a range of biologically relevant parameter regimes,
including those where the continuum-limit approximation is poor. In this respect we
demonstrate a novel use of approximations that qualitatively respond to changes in pa-
rameters in a similar way to the full exact stochastic model.
2 Results
In this section, we present details of two new algorithms for the acceleration of ABC
inference for expensive stochastic models when an appropriate approximation is available.
First, we present essential background in ABC inference and sequential Monte Carlo
(SMC) samplers for ABC [68, 76]. We then describe our extensions to SMC samplers
for ABC and provide numerical examples of our approaches using topical examples from
ecology and cell biology.
2.1 Approximate Bayesian computation
Bayesian analysis techniques are powerful tools for the quantification of uncertainty in
parameters, models and predictions [31]. Given observations, D ∈ D, and a proposed
model parameterized by the vector θ ∈ Θ, then Bayes’ Theorem states
p(θ | D) = L(θ;D)p(θ)∫
Θ
L(θ;D)p(θ) dθ ,
where the prior, p(θ), and the likelihood, L(θ;D), represent assumptions on the parame-
ters and model, respectively. The posterior, p(θ | D), quantifies parameter estimates and
uncertainty after conditioning on the observations.
Unfortunately, for many stochastic models of practical interest, the likelihood func-
tion is intractable. ABC methods replace likelihood evaluation with an approximation
based on stochastic simulations of the proposed model, this is captured directly in ABC
rejection sampling [63,73] (Algorithm 1) whereM samples are generated from an approx-
imate posterior, denoted by p(θ | ρ(D,Ds) ≤ ). In Algorithm 1, we have: Ds ∼ s(D | θ)
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is a data generation process based on simulation of the discrete model; ρ(D,Ds) is a dis-
crepancy metric that quantifies the difference between simulations, Ds, and observations,
D; and  is the discrepancy threshold. The resulting accepted parameter samples are
distributed according to p(θ | ρ(D,Ds) ≤ )→ p(θ | D) as → 0.
Algorithm 1 ABC rejection sampling
1: for i = 1, . . . ,M do
2: repeat
3: Sample prior, θ∗ ∼ p(θ).
4: Generate data, Ds ∼ s(D | θ∗).
5: until ρ(D,Ds) ≤ 
6: Set θi ← θ∗.
7: end for
By inspection of Algorithm 1, the average acceptance probability of a proposed pa-
rameter sample θ∗ is O(d) [28], where d is the dimensionality of the data space, D. This
renders rejection sampling computationally expensive or even completely prohibitive, es-
pecially for high-dimensional parameter spaces [56, 68]. Summary statistics can reduce
the data dimensionality, however, they will often incur information loss [4, 28].
2.2 Sequential Monte Carlo for ABC
In the SMC-ABC method, importance resampling is applied to a sequence of R ABC
posteriors with discrepancy thresholds 1 > · · · > R, with R indicating the target ABC
posterior. GivenM weighted samples {(θi, wi)}Mi=1, called particles, from the prior p(θ),
particles are filtered through each ABC posterior using three main steps for each particle
θi:
1. the particle is perturbed using a proposal kernel density qr(θ | θi);
2. an accept/reject step is performed; and
3. importance weights are updated.
Once all particles have been updated and reweighted, resampling of particles is performed
to avoid particle degeneracy. The SMC-ABC algorithm as initially developed by Sisson
et al. [68] and Toni et al. [76] is given in Algorithm 2.
Efficient use of SMC-ABC depends critically on the selection of appropriate proposal
kernels and threshold sequences. Beaumont et al. [6] and Filippi et al. [30] (Supplemen-
tary Material) present methods to determine proposal kernels such that the importance
resampling step from r−1 to r is efficient, that is, the average acceptance probability is
high while still targeting the correct distribution. The efficiency can be evaluated though
the Kullback-Leibler divergence [44] of the proposal distribution at r−1 relative to the
target distribution at r, given by,
DKL(ηr−1(·); p(· | ρ(D,Ds) ≤ r)) =
∫
Θ
p(θr | ρ(D,Ds) ≤ r) loge
p(θr | ρ(D,Ds) ≤ r)
ηr−1(θr)
dθr,
where ηr−1(θr) is the proposal process
ηr−1(θr) =
M∑
j=1
qr(θr | θjr−1)wjr−1. (1)
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Algorithm 2 SMC-ABC
1: Initialize θi0 ∼ p(θ) and wi0 =
1
M , for i = 1, . . . ,M;
2: for r = 1, . . . , R do
3: for i = 1, . . . ,M do
4: repeat
5: Set θ∗ ← θjr−1 with probability
wjr−1∑M
k=1w
k
r−1
;
6: Sample transition kernel, θ∗∗ ∼ qr(θ | θ∗);
7: Generate data, Ds ∼ s(D | θ∗∗);
8: until ρ(D,Ds) ≤ r
9: Set θir ← θ∗∗;
10: Set wir ←
p(θir)∑M
j=1w
j
r−1qr(θ
i
r | θjr−1)
;
11: end for
12: Resample weighted particles, {(θir, wir)}Mi=1, with replacement;
13: Set wir ←
1
M for all i = 1, . . . ,M;
14: end for
In an adaptive SMC scheme, the proposal kernel, qr(θ
∗ | θ), is chosen such that the
efficiency is optimal under certain assumptions on the kernel and target distribution
families (Supplementary Material). In this work, we apply such an adaptive scheme [6,
24,30] that seeks to select an optimal proposal kernel, qr(θr | θr−1) based on the weighted
samples from the previous iteration {(θir−1, wir−1)}Mi=1 (Supplementary Material).
2.3 Informing proposals with approximate models
Consider a fixed sequence of ABC posteriors for the stochastic model inference problem,
{p(θ | ρ(D,Ds) ≤ r)}Rr=1. We want to apply SMC-ABC (Algorithm 2) to efficiently sam-
ple from this sequence with adaptive proposal kernels, {qr(θ∗ | θ)}Rr=1 [6,30]. Our method
exploits an approximate model to further improve the average acceptance probability.
Say we have a set of weighted particles that represent the ABC posterior at threshold
r−1 using the stochastic model, that is, {(θir−1, wir−1)}Mi=1 ≈ p(θr−1 | ρ(D,Ds) ≤ r−1).
Now, consider applying the next importance resampling step using an approximate data
generation step, D˜s ∼ s˜(D˜s | θ), where s˜(D˜s | θ) is the simulation process of an approxi-
mate model1. The result will be a new set of particles that represent the ABC posterior at
threshold r using this approximate model, denoted {(θ˜ir, w˜ir)}Mi=1 ≈ p˜(θ˜r | ρ(D, D˜s) ≤ r).
As noted in the examples in Section 1, approximate models are not always valid. This
implies that p˜(θ˜r | ρ(D, D˜s) ≤ r) is always biased and will not in general converge to
p(θ | D) as r → 0. However, since the approximation will typically yield a significant
computational advantage, it is very cheap to compute the distribution
η˜r(θr) =
M∑
j=1
q˜r(θr | θ˜jr)w˜jr, (2)
1Throughout, the overbar tilde notation, e.g. x˜, is used to refer to the ABC entities related to the
approximate model.
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with proposal kernel q˜r(θr | θ˜jr) that is possibly distinct from the qr(θr | θjr−1) used in
ηr−1(θr) (Equation (1)). To improve the efficiency of the sampling process we simply
require
DKL(ηr−1(·); p(· | ρ(D,Ds) ≤ r)) > DKL(η˜r(·); p(· | ρ(D, D˜s) ≤ r)), (3)
for η˜r(θr) (Equation (2)) to be more efficient as a proposal mechanism compared with
ηr−1(θr) (Equation (1)). That is, it does not matter that p˜(θ˜r | ρ(D, D˜s) ≤ r) is biased,
it just needs to be less biased than p(θr−1 | ρ(D,Ds) ≤ r−1).
This idea yields an intuitive new algorithm for SMC-ABC; proceed through the se-
quential sampling of {p(θ | ρ(D,Ds) ≤ r)}Rr=1 by applying two resampling steps for each
iteration. The first moves the particles from acceptance threshold r−1 to r using the
computationally cheap approximate model, and the second corrects for the bias between
p˜(θ˜r | ρ(D, D˜s) ≤ r) and p(θr | ρ(D,Ds) ≤ r) using the expensive stochastic model, but
at an improved acceptance rate. Since the intermediate distribution acts on the proposal
Algorithm 3 Preconditioned SMC-ABC
1: Initialize θi0 ∼ p(θ) and wi0 =
1
M , for i = 1, . . . ,M;
2: for r = 1, . . . , R do
3: for i = 1, . . . ,M do
4: repeat
5: Set θ∗ ← θjr−1 with probability
wjr−1∑M
k=1w
k
r−1
;
6: Sample transition kernel, θ˜
∗∗ ∼ qr(θ˜ | θ∗);
7: Generate data, D˜s ∼ s˜(D | θ˜∗∗);
8: until ρ(D, D˜s) ≤ r
9: Set θ˜
i
r ← θ˜
∗∗
;
10: Set w˜ir ←
p(θ˜
i
r)∑M
j=1w
j
r−1qr(θ˜
i
r | θjr−1)
;
11: end for
12: for i = 1, . . . ,M do
13: repeat
14: Set θ˜
∗ ← θ˜jr with probability
w˜jr∑M
k=1 w˜
k
r
;
15: Sample transition kernel, θ∗∗ ∼ q˜r(θ | θ˜∗);
16: Generate data, Ds ∼ s(D | θ∗∗);
17: until ρ(D,Ds) ≤ r
18: Set θir ← θ∗∗;
19: Set wir ←
p(θir)∑M
j=1 w˜
j
r q˜r(θ
i
r | θ˜
j
r)
;
20: end for
21: Resample weighted particles, {(θir, wir)}Mi=1, with replacement;
22: Set wir ←
1
M for all i = 1, . . . ,M;
23: end for
mechanism to accelerate the convergence time of SMC-ABC, we denote the sequence
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{p˜(θ˜r | ρ(D, D˜s) ≤ r)}Rr=1 as the preconditioner distribution sequence. The algorithm,
called preconditioned SMC-ABC (PC-SMC-ABC), is given in Algorithm 3.
One particular advantage of the PC-SMC-ABC method is that it is unbiased, since
one could recast PC-SMC-ABC to obtain the SMC-ABC method with a specialized pro-
posal mechanism based on the preconditioner distribution (Supplementary Material).
This means that PC-SMC-ABC is completely general, as discussed in Section 3, and is
independent of the specific stochastic models that we consider here.
2.4 Using approximations to emulate exact models
The PC-SMC-ABC method is a promising modification to SMC-ABC that can accelerate
inference for expensive stochastic models without introducing bias, even for cases where
the approximate model is a poor approximation. However, other approaches can be used
to obtain further computational improvements. Here, we consider an alternate approach
to utilizing approximate models that aims to get the most out of a small sample of
expensive stochastic simulations. Unlike PC-SMC-ABC, this method is generally biased,
but it has the advantage of yielding a small and fixed computational budget. Specifically,
we define a parameter α ∈ [0, 1], such that 1/α is the target computational speedup, for
example, α ≈ 1/10 should result in around 10 times speedup. We apply the SMC-ABC
method using M˜ = b(1−α)Mc particles based on the approximate model, and then use
Mˆ = dαMe particles based on the stochastic model to construct a hybrid population of
M = Mˆ + M˜ particles that will represent the final inference on the stochastic model.
The key idea is that we use the Mˆ particles of the expensive stochastic model to inform
a transformation on the M˜ particles of the approximation such that they the emulate
particles of expensive stochastic model. Here, b·c and d·e are, respectively, the floor and
ceiling functions.
Assume that we have applied SMC-ABC to sequentially sample M˜ particles through
the ABC posteriors from the approximate model, {p˜(θ˜r | ρ(D, D˜s) ≤ r)}Rr=1, with R = .
For the sake of the derivation, say that for all r ∈ [1, R] we have available the mean vector,
µr, and the covariance matrix, Σr, of the ABC posterior p(θr | ρ(D,Ds) ≤ r) under the
stochastic model. In this case, we use particles θ˜
1
r, . . . , θ˜
M˜
r ∼ p˜(θ˜r | ρ(D, D˜s) ≤ r) to
emulate particles θ1r, . . . ,θ
Mˆ
r ∼ p(θr | ρ(D,Ds) ≤ r) by using the moment matching
transform [47,72]
θir = Lr
[
L˜−1r
(
θ˜
i
r − µ˜r
)]
+ µr, i = 1, 2, . . . ,M˜, (4)
where µ˜r and Σ˜r are the empirical mean vector and convariance matrix of particles
θ˜
1
r, . . . , θ˜
M˜
r , Lr and L˜r are lower triangular matrices obtained through the Cholesky fac-
torization [62] of Σr and Σ˜r, respectively, and L˜
−1
r is the matrix inverse of L˜r. This
transform will produce a collection of particles that has a sample mean vector of µr and
covariance matrix Σr. That is, the transformed sample matches the ABC posterior under
the stochastic model up to the first two moments.
In practice, it would be rare that µr and Σr are known. If p(θr−1 | ρ(D,Ds) ≤ r−1)
is available, then we can use importance resampling to obtain Mˆ particles, θ1r, . . . ,θMˆr ,
from p(θr | ρ(D,Ds) ≤ r), that is, we perform a step from SMC-ABC using the expensive
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stochastic model. We can then use the unbiased estimators
µˆr =
1
Mˆ
Mˆ∑
i=1
θir and Σˆr =
1
Mˆ − 1
Mˆ∑
i=1
(θir − µˆr)(θir − µˆr)T, (5)
to obtain estimates of µr and Σr. Substituting Equation (5) into Equation (4) gives an
approximate transform
θˆ
i
r = Lˆr
[
L˜−1r
(
θ˜
i
r − µ˜r
)]
+ µˆr, i = 1, 2, . . . ,M˜, (6)
where Σˆr = LˆrLˆ
T
r . This enables us to construct an estimate of p(θr | ρ(D,Ds) ≤ r) by
applying the moment-matching transform (Equation (6)) to the particles θ˜
1
r, . . . , θ˜
M˜
r then
pooling the transformed particles θˆ
1
r, . . . , θˆ
M˜
r with the particles θ
1
r, . . . ,θ
Mˆ
r that were used
in the estimates µˆr and Σˆr. This results in an approximation of p(θr | ρ(D,Ds) ≤ r)
using a set of M particles θ1r, . . . ,θMr with θi+Mˆr = θˆ
i
r where 1 ≤ i ≤ M˜.
This leads to our moment-matching SMC-ABC (MM-SMC-ABC) method. First,
SMC-ABC inference is applied using the approximate model with M˜ particles. Then,
given M samples from the prior, p(θ), we can sequentially approximate
{p(θr | ρ(D,Ds) ≤ r)}Rr=1. At each iteration the following steps are performed:
1. generate a small number of particles from p(θr | ρ(D,Ds) ≤ r) using importance
resampling and stochastic model simulations;
2. compute µˆr and Σˆr = LˆrLˆ
T
r ;
3. apply the transform from Equation (6) to the particles at r from the approximate
model;
4. pool the resulting particles with the stochastic model samples; and
5. reweight particles and resample.
The final MM-SMC-ABC algorithm is provided in Algorithm 4.
The performance of this method depends on the choice of α. Note that in Algorithm 4,
standard SMC-ABC for the expensive stochastic model is recovered as α→ 1
(no speedup, inference unbiased), and standard SMC-ABC using the approximate model
is recovered as α → 0 (maximum speedup, but inference biased). Therefore we expect
the choice of 0 < α < 1 to give a trade-off between computational improvement and
accuracy. Clearly, the expected speed improvement is proportional to 1/α, however, if
α is chosen to be too small, then the statistical error in the estimates in Equation (5)
will be too high. We explore this trade-off in the Supplementary Material and find that
0.05 ≤ α ≤ 0.2 seems to give a reasonable result.
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Algorithm 4 Moment-matching SMC-ABC
1: Given α ∈ [0, 1], initialize Mˆ = dαMe and M˜ = b(1− α)Mc;
2: Initialize θ˜
i
0 ∼ p(θ) and w˜i0 =
1
M˜ , for i = 1, . . . ,M˜;
3: Initialize θi0 ∼ p(θ) and wi0 =
1
M , for i = 1, . . . ,M;
4: Apply SMC-ABC to generate the sequence of approximate particles {(θ˜i1, w˜i1)}M˜i=1,
{(θ˜i2, w˜i2)}M˜i=1, . . . , {(θ˜
i
R, w˜
i
R)}M˜i=1
5: for r = 1, . . . , R do
6: for i = 1, . . . ,Mˆ do
7: repeat
8: Set θ∗ ← θjr−1 with probability
wjr∑M
k=1w
k
r−1
;
9: Sample transition kernel, θ∗∗ ∼ qr(θ | θ∗);
10: Generate data, Ds ∼ s(D | θ∗∗);
11: until ρ(D,Ds) ≤ r
12: Set θir ← θ∗∗;
13: Set wir ←
p(θir)∑M
j=1w
j
r−1qr(θ
i
r | θjr−1)
;
14: end for
15: Estimate means and covariances µ˜r, Σ˜r, µˆr, and Σˆr;
16: Compute Cholesky decompositions Σ˜r = L˜rL˜
T
r and Σˆr = LˆrLˆ
T
r
17: for i = 1, . . . ,M˜ do
18: Set θi+Mˆr ← Lˆr[L˜−1r (θ˜
i
r − µ˜r)] + µˆr and wi+Mˆr ← w˜ir;
19: end for
20: Resample weighted particles {(θir, wir)}Mr=1 with replacement;
21: Set wir ← 1/M for all i = 1, . . . ,M;
22: end for
2.5 Numerical examples
In this section, we provide numerical examples to demonstrate the accuracy and perfor-
mance of the PC-SMC-ABC and MM-SMC-ABC methods. For our first example, we
consider the analysis of spatially averaged population growth data. The discrete model
used in this instance is relevant in the ecological sciences as it describes population growth
subject to a weak Allee effect [74]. We then analyze data that is typical of in vitro cell
culture scratch assays in experimental cell biology using a discrete model that leads to
the well-studied Fisher-KPP model [25, 58]. In both examples, we present the discrete
model and its continuum limit, then compute the full Bayesian posterior for the model
parameters using the PC-SMC-ABC (Algorithm 3) and MM-SMC-ABC (Algorithm 4)
methods, and compare the results with the SMC-ABC (Supplementary Material) using
either the discrete model or continuum limit alone.
It is important to clarify that when we refer to the accuracy of our methods, we refer
to their ability to sample from the target ABC posterior under the expensive stochastic
model. The evaluation of this accuracy requires sampling from the target ABC posterior
under the expensive stochastic model using SMC-ABC. As a result, the target acceptance
thresholds are chosen to ensure this is computationally feasible.
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2.5.1 Lattice-based stochastic discrete random walk model
The stochastic discrete model we consider is a lattice-based random walk model that is
often used to describe populations of motile cells [39]. The model involves initially placing
a population of N agents of size δ on a lattice, L [14,67], for example an I ×J hexagonal
lattice [39]. This hexagonal lattice is defined by a set of indices
L = {(i, j) : i ∈ [0, 1, . . . , I − 1], j ∈ [0, 1, . . . , J − 1]}, and a neighborhood function,
N (i, j) =
{
{(i− 1, j − 1), (i, j − 1), (i+ 1, j − 1), (i+ 1, j), (i, j + 1), (i− 1, j)} if i is even,
{(i− 1, j), (i, j − 1), (i+ 1, j), (i+ 1, j + 1), (i, j + 1), (i− 1, j + 1)} if i is odd.
Lattice indices are mapped to Cartesian coordinates using
(xi, yj) =

(
i
√
3
2
δ, jδ
)
if i is even,(
i
√
3
2
δ,
(
j +
1
2
)
δ
)
if i is odd.
(7)
We define an occupancy function such that C(`, t) = 1 if site ` is occupied by an agent
at time t ≥ 0, otherwise C(`, t) = 0. This means that in our discrete model each lattice
site can be occupied by, at most, one agent.
During each discrete time step of duration τ , agents attempt to move with probability
Pm ∈ [0, 1] and attempt to proliferate with probability Pp ∈ [0, 1]. If an agent at site `
attempts a motility event, then a neighboring site will be selected randomly with uniform
probability. The motility event is aborted if the selected site is occupied, otherwise the
agent will move to the selected site (Figure 2(A)–(C)). For proliferation events, the local
neighborhood average occupancy,
Cˆ(`, t) =
1
6
∑
`′∈N(`)
C(`′, t),
is calculated and a uniform random number u ∼ U(0, 1) is drawn. If u > f(Cˆ(`, t)),
where f(Cˆ(`, t)) ∈ [0, 1] is called the crowding function [11, 39], then the proliferation
event is aborted due to local crowding effects and contact inhibition. If u ≤ f(Cˆ(`, t)),
then proliferation is successful and a daughter agent is placed at a randomly chosen
unoccupied lattice site in N (`) (Figure 2(A),(D)–(E)). The evolution of the model is
generated through repeating this process though M time steps, t1 = τ, t2 = 2τ, . . . ,
tM = Mτ . This approach, based on the work by Jin et al., [39], supports a generic
proliferation mechanism since f(Cˆ(`, t)) is an arbitrary smooth function passing through
f(0) = 1 and f(K) = 0, where K > 0 is the carrying capacity density. However, in
the literature there are also examples that include other mechanisms such as cell-cell
adhesion [41], directed motility [7], and Allee effects [12].
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Figure 2: Example of movement and proliferation events in a lattice-based random walk
model, using a hexagonal lattice with lattice spacing, δ. (A) An example hexagonal
lattice neighborhood N (`). An agent at site ` attempts a motility event (A)–(C) with
probability Pm. (B) Motility events are aborted when the randomly selected neighbor
site is occupied. (C) The agent moves to the selected site, if unoccupied. An agent at
site ` attempts a proliferation event (A),(D)–(E) with probability Pp. (D) Proliferation
events are successful with probability f(Cˆ(`, t)), resulting in an unoccupied site being
selected. (E) The daughter agent is placed at the selected site and the number of agents
in the populations is increased by one.
2.5.2 Approximate continuum-limit descriptions
Discrete models do not generally lend themselves to analytical methods, consequently,
their application is intrinsically tied to computationally intensive stochastic simulations
and Monte Carlo methods [39]. As a result, it is common practice to approximate mean
behavior using differential equations by invoking mean-field assumptions, that is, to treat
the occupancy status of lattice sites as independent [14, 67]. The resulting approximate
continuum-limit descriptions (Supplementary Material) are partial differential equations
(PDEs) of the form
∂C(x, y, t)
∂t
= D∇2C(x, y, t) + λC(x, y, t)f(C(x, y, t)), (8)
where C(x, y, t) = E [C(`, t)], D = limδ→0,τ→0 Pmδ2/(4τ) is the diffusivity, λ = limτ→0 Pp/τ
is the proliferation rate with Pp = O(τ), and f(·) is the crowding function that is related
to the proliferation mechanism implemented in the discrete model [11, 39]. For spatially
uniform populations there will be no macroscopic spatial gradients on average, that is
∇2C(x, y, t) = 0. Thus, C(x, y, t) is just a function of time, C(t), and the continuum limit
reduces to an ordinary differential equation (ODE) describing the net population growth,
dC(t)
dt
= λC(t)f(C(t)). (9)
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For many standard discrete models, the crowding function is implicitly f(C) = 1−C [14].
That is, the continuum limits in Equation (8) and Equation (9) yield the Fisher-KPP
model [25, 58] and the logistic growth model [77, 83], respectively. However, non-logistic
growth, for example, f(C) = (1− C)n for n > 1, have also been considered [39,67,77].
2.5.3 Temporal example: a weak Allee model
The Allee effect refers to the reduction in growth rate of a population at low densities.
This is particularly well studied in ecology where there are many mechanisms that give
rise to this phenomenon [74]. We introduce an Allee effect into our discrete model by
choosing a crowding function of the form
f(Cˆ(`, t)) =
(
1− Cˆ(`, t)
K
)(
A+ Cˆ(`, t)
K
)
,
where Cˆ(`, t) ∈ [0, 1] is the local density at the lattice site ` ∈ L, at time t, K > 0 is
the carrying capacity density, and A is the Allee parameter which yields a weak Allee
effect for A ≥ 0 [82]. Note that smaller values of A entail a more pronounced Allee
effect with A < 0 leading to a strong Allee effect that can lead to species extinction [82].
For simplicity, we only consider the weak Allee effect here, but our methods are general
enough to consider any f(·).
Studies in ecology often involve population counts of a particular species over time [74].
In the discrete model, the initial occupancy of each lattice site is independent, leading to
no macroscopic spatial gradients on average. It is reasonable to summarize simulations
of the discrete model at time t by the average occupancy over the entire lattice,
C¯(t) = (1/IJ)
∑
`∈LC(`, t). Therefore, the continuum limit for this case is given by [82]
dC(t)
dt
= λC(t)
(
1− C(t)
K
)(
A+ C(t)
K
)
, (10)
with C(t) = E [C¯(t)], λ = limτ→0 Pp/τ , and C(0) = E [C¯(0)].
We generate synthetic time-series ecological data using the discrete model, with ob-
servations made at times t1 = τ × 103, t2 = 2τ × 103, . . . , t10 = τ × 104, resulting in
data D = [Cobs(t1), Cobs(t2), . . . , Cobs(t10)] with Cobs(t) = C¯(t) where C¯(t) is the average
occupancy at time t for a single realization of the discrete model (Section 4). For this
example, we consider an I × J hexagonal lattice with I = 80, J = 68, and parameters
Pp = 1/1000, Pm = 0, δ = τ = 1, K = 5/6, and A = 1/10. A uniform initial condition
is applied, specifically, each site is set to occupied with probability P(C(`, 0) = 1) = 1/4
for all ` ∈ L, giving C(0) = 1/4. This combination of parameters is selected since it is
known that the continuum limit (Equation (10)) will not accurately predict the popula-
tion growth dynamics of the discrete model in this regime (Supplementary Material).
For the inference problem we assume Pm is known, and we seek to compute p(θ | D)
under the discrete model with θ = [λ,A,K] and λ = Pp/τ . We utilize uninformative
priors, Pp ∼ U(0, 0.005), K ∼ U(0, 1) and A ∼ U(0, 1) with the additional constraint
that A ≤ K, that is A and K are not independent in the prior. The discrepancy metric
used is the Euclidean distance. For the discrete model, this is
ρ(D,Ds) =
[
10∑
j=1
(
Cobs(tj)− C¯(tj)
)2]1/2
,
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where C¯(tj) is the average occupancy at time tj of a realization of the discrete model
given θ. Similarly, for the continuum limit we have
ρ(D, D˜s) =
[
10∑
j=1
(Cobs(tj)− C(tj))2
]1/2
,
where C(tj) is the solution to the continuum limit (Equation (10)), computed numerically
(Section 4). We compute the posterior using our PC-SMC-ABC and MM-SMC-ABC
methods to compare with SMC-ABC under the continuum limit and SMC-ABC under
the discrete model. In each instance,M = 1000 particles are used to approach the target
threshold  = 0.125 using the sequence 1, 2, . . . , 5 with r = r−1/2. In the case of MM-
SMC-ABC the tuning parameter is α = 0.1 (Supplementary Material). The Gaussian
proposal kernels, qr(θr | θr−1) and q˜r(θr | θ˜r), are selected adaptively (Supplementary
Material).
Figure 3 and Table 1 present the results. SMC-ABC using the continuum-limit model
is a poor approximation for SMC-ABC using the discrete model, especially for the prolif-
eration rate parameter, λ (Figure 3(a)), which is expected because Pm = 0. However, the
posteriors estimated using PC-SMC-ABC are an excellent match to the target posteriors
estimated using SMC-ABC with the expensive discrete model, yet the PC-SMC-ABC
method requires only half the number of stochastic simulations (Table 1). The MM-
SMC-ABC method is not quite as accurate as the PC-SMC-ABC method, however, the
number of expensive stochastic simulations is reduced by more than a factor of eight
(Table 1) leading to considerable increase in computational efficiency.
Figure 3: Comparison of estimated posterior marginal densities for the weak Allee model.
There is a distinct bias in the SMC-ABC density estimate using the continuum limit
(CL) (black dashed) compared with SMC-ABC with the discrete model (DM) (green
dashed). However, the density estimates computed using the PC-SMC-ABC (orange
solid) and MM-SMC-ABC (purple solid) methods match well with a significantly reduced
computational overhead.
Table 1: Computational performance comparison of the SMC-ABC, PC-SMC-ABC, and
MM-SMC-ABC methods for the weak Allee model inference problem. Computations are
performed using an Intel® Xeon™ E5-2680v3 CPU (2.5 GHz).
Method Stochastic samples Continuum samples Run time (hours) Speedup
SMC-ABC 28, 588 0 47.1 1×
PC-SMC-ABC 13, 799 58, 752 21.1 2×
MM-SMC-ABC 3, 342 36, 908 5.6 8×
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2.5.4 Spatiotemporal example: a scratch assay
We now look to a discrete model commonly used in studies of cell motility and prolifera-
tion, and use spatially extended data that is typical of in vitro cell culture experiments,
specifically scratch assays [50].
In this case we use a crowding function of the form f(Cˆ(`, t)) = 1− Cˆ(`, t)/K, where
K > 0 is the carrying capacity density, since it will lead to a logistic growth source
term in Equation (8) which characterizes the growth dynamics of many cell types [67,83].
The discrete model is initialized such that initial density is independent of y. Therefore,
we summarize the discrete simulation by computing the average occupancy for each x
coordinate, that is, we average over the y-axis in the hexagonal lattice [39], that is,
C¯(x, t) = (1/J)
∑
(x,y)∈LC((x, y), t). Thus, one arrives at the Fisher-KPP model [25, 58]
for the continuum limit,
∂C(x, t)
∂t
= D
∂2C(x, t)
∂x2
+ λC(x, t)
(
1− C(x, t)
K
)
, (11)
where C(x, t) = E [C¯(x, t)], D = limδ→0,τ→0 Pmδ2/(4τ), and λ = limτ→0 Pp/τ .
Just as with the weak Allee model, here we generate synthetic spatiotemporal cell
culture data using the discrete model. Observations are made at times t1 = 3τ × 102,
t2 = 6τ × 102, . . . , t10 = 3τ × 103, resulting in data
D =

Cobs(x1, t1) Cobs(x1, t2) . . . Cobs(x1, t10)
Cobs(x2, t1) Cobs(x2, t2) . . . Cobs(x2, t10)
...
...
. . .
...
Cobs(xI , t1) Cobs(xI , t2) . . . Cobs(xI , t10)
 ,
with Cobs(x, t) = C¯(x, t) where C¯(x, t) is the average occupancy over sites (x, y1), (x, y2),
. . . , (x, yJ) at time t for a single realizations of the discrete model. As with the weak
Allee model, we consider an I×J hexagonal lattice with I = 80, J = 68, and parameters
Pp = 1/1000, Pm = 1, δ = τ = 1, and K = 5/6. We simulate a scratch assay by
specifying the center 20 cell columns (31 ≤ i ≤ 50) to be initially unoccupied, and apply
a uniform initial condition outside the scratch area such that E [C(`, 0)] = 1/4 overall.
Note, we have selected a parameter regime for which the continuum limit is an accurate
representation of the discrete model average behavior (Supplementary Material).
Since we have spatial information for this problem, we assume Pm is also an unknown
parameter and perform inference on the discrete model to compute p(θ | D) with
θ = [λ,D,K], λ = Pp/τ , and D = Pmδ
2/4τ . We utilize uninformative priors,
Pp ∼ U(0, 0.008), Pm ∼ U(0, 1), and K ∼ U(0, 1). For the discrepancy metric we use the
Frobenius norm; for the discrete model, this is
ρ(D,Ds) =
[
10∑
j=1
I∑
i=1
(
Cobs(xi, tj)− C¯(xi, tj)
)2]1/2
,
where C¯(xi, tj) is the average occupancy at site xi at time tj of a realization of the discrete
model given parameters θ. Similarly, for the continuum limit we have
ρ(D, D˜s) =
[
10∑
j=1
I∑
i=1
(Cobs(xi, tj)− C(xi, tj))2
]1/2
,
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where C(xi, tj) is the solution to the continuum-limit PDE(Equation (11)), computed
using a backward-time, centered-space finite difference scheme with fixed-point iteration
and adaptive time steps [66,70] (Section 4). We estimate the posterior using our PC-SMC-
ABC and MM-SMC-ABC methods to compare with SMC-ABC using the continuum limit
and SMC-ABC using the discrete model. In each case, M = 1000 particles are used to
approach the target threshold  = 2 using the sequence 1, 2, . . . , 5 with r = r−1/2. In
the case of MM-SMC-ABC the tuning parameter is α = 0.1 (Supplementary Material).
Again, Gaussian proposal kernels, qr(θr | θr−1) and q˜r(θr | θ˜r), are selected adaptively
(Supplementary Material).
Results are shown in Figure 4 and Table 2. Despite the continuum limit being a
good approximation of the discrete model average behavior, using solely this continuum
limit in the inference problem still leads to bias. Just as with the weak Allee model,
both PC-SMC-ABC and MM-SMC-ABC methods produce a more accurate estimate of
the SMC-ABC posterior density with the discrete model. Overall, PC-SMC-ABC is
unbiased, however, MM-SMC-ABC is still very accurate. The main point for our work is
that the PC-SMC-ABC and MM-SMC-ABC methods both produce posteriors that are
accurate compared with the expensive stochastic inference problem, whereas the cheap
approximate model alone does not. From Table 2, both PC-SMC-ABC and MM-SMC-
ABC require a reduced number of stochastic simulations of the discrete model compared
with direct SMC-ABC. For PC-SMC-ABC, the reduction is almost a factor of four, and
for MM-SMC-ABC, the reduction is almost a factor of eleven.
Figure 4: Comparison of estimated posterior marginal densities for the scratch assay
model. There is a distinct bias in the SMC-ABC density estimate using the continuum
limit (CL) (black dashed) compared with SMC-ABC with the discrete model (DM) (green
dashed). However, the density estimates computed using the PC-SMC-ABC (orange
solid) and MM-SMC-ABC (purple solid) methods match well with a reduced computa-
tional overhead.
Table 2: Computational performance comparison of the SMC-ABC, PC-SMC-ABC, and
MM-SMC-ABC methods, using the scratch assay model inference problem. Computa-
tions are performed using an Intel® Xeon™ E5-2680v3 CPU (2.5 GHz).
Method Stochastic samples Continuum samples Run time (hours) Speedup
SMC-ABC 46, 435 0 20.6 1×
PC-SMC-ABC 13, 949 13, 179 5.6 4×
MM-SMC-ABC 4, 457 10, 594 1.9 11×
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2.6 Summary
The two examples presented here demonstrate the efficacy of our two new methods, PC-
SMC-ABC and MM-SMC-ABC, for ABC inference with expensive stochastic discrete
models. In the first example, the weak Allee model, data were generated using parame-
ters that violate standard continuum-limit assumptions; in the second, the scratch assay
model, the Fisher-KPP continuum limit is known to be a good approximation in the
parameter regime of the generated data. In both examples, final inferences are biased
when the continuum limit is exclusively relied on in the SMC-ABC sampler. However, the
results from our new algorithms, PC-SMC-ABC and MM-SMC-ABC, show significantly
more accurate posteriors can be computed at a fraction of the cost of the full SMC-ABC
using the discrete model, with speed improvements over an order of magnitude.
As mentioned in Section 2.4, the tuning parameter, α, in the MM-SMC-ABC method
effectively determines the trade-off between the computational speed of the approximate
model and the accuracy of the expensive stochastic model. The values α = 0 and α = 1
correspond to performing inference exclusively with, respectively, the continuum limit
and the stochastic discrete model. Based on numerical experimentation (Supplementary
Material), we find that α ≈ 0.1 is quite reasonable, however, this conclusion will be
dependent on the specific model, the parameter space dimensionality, and the number of
particles used for the SMC scheme.
3 Discussion
In the life sciences, computationally challenging stochastic discrete models are routinely
used to characterize the dynamics of biological populations [14, 18, 67]. In practice, ap-
proximations such as the mean-field continuum limit are often derived and used in place
of the discrete model for analysis and, more recently, for inference. However, parameter
inferences will be biased when the approximate model is solely utilized for inference, even
in cases when the approximate model provides an accurate description of the average
behavior of the stochastic discrete model.
We provide a new approach to inference for stochastic models that maintains all the
methodological benefits of working with discrete mathematical models, while avoiding
the computational bottlenecks of relying solely upon repeated expensive stochastic sim-
ulations. Our two new algorithms, PC-SMC-ABC and MM-SMC-ABC, utilize samples
from the approximate model inference problem in different ways to accelerate SMC-ABC
sampling. The PC-SMC-ABC method is unbiased (Supplementary Material), and we
demonstrate computational improvements of up to a factor of almost four are possible.
If some bias is acceptable, then MM-SMC-ABC can provide further improvements of
approximately a factor of ten. In general, the expected speedup will always be around
1/α, and α ≈ 0.1 is reasonable based on our numerical investigations (Supplementary
Material).
There are some assumptions in our approach that could be generalized in future work.
First, in PC-SMC-ABC, we assume that the condition in Equation (3) holds for all r;
this is reasonable for the models we consider since we never observe a decrease in per-
formance. However, it may be possible for the bias in the approximate model to be so
extreme for some r that the condition in Equation (3) is violated, leading to a decrease
in performance at specific transitions. Acceptance probabilities could be estimated by
performing a small set of trial samples from both ηr−1(θr−1) and η˜r(θr) proposal mecha-
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nisms, enabling automatic selection of the optimal proposal mechanism. Second, in the
moment matching transform proposed in Equation (4), we use two moments only as this
seems to be sufficient for the problems we consider here. However, our methodology is
sufficiently flexible that additional moments can be incorporated if necessary.
There are many extensions to our methods that could be considered. We have
based our presentation on a form of an SMC-ABC sampler that uses a fixed sequence
of thresholds. However, the ideas of using the preconditioning distribution, as in PC-
SMC-ABC, and the moment matching transform, as in MM-SMC-ABC, are applicable
to SMC schemes that adaptively select thresholds [24]. Recently, there have been a
number of state-of-the-art inference schemes introduced based on multilevel Monte Carlo
(MLMC) [32,86]. Our new SMC-ABC schemes could exploit MLMC to combine samples
from all acceptance thresholds using a coupling scheme and bias correction telescoping
summation, such as in the work of Jasra et al. [38] or Warne et al. [84]. Early ac-
cept/rejection schemes, such as those considered by Prangle [60], Prescott and Baker [61],
and Lester [48], could also be introduced for the sampling steps involving the expensive
discrete model.
Delayed acceptance schemes [3, 27, 33] are also an alternative approach with similar
motivations to the methods we propose in this work. However, these approaches can be
highly sensitive to false negatives, that is, cases where, for a given θ, the approximate
model is rejected but the exact model would have been accepted. Due to this sensitivity
to false negatives, the delayed acceptance form of ABC can be biased. Our PC-SMC-ABC
approach is not affected by false negatives due to the use of the second set of proposal
kernels, q˜r(θ | θ˜). This ensures that PC-SMC-ABC is unbiased, which is a distinct
advantage over delayed acceptance ABC.
We have demonstrated our methods using a lattice-based discrete random-walk model
that leads to mean-field continuum-limit approximations with linear diffusion and a source
term of the form λCf(C). However, it is important to note that our methods are more
widely applicable. We could further generalize the model to deal with a more general class
of reaction-diffusion continuum limits involving nonlinear diffusion [85,88] and generalized
proliferation mechanisms [65, 77]. Our framework is also relevant to lattice-free discrete
models [10,18]; we expect the computational improvements will be even more significant
in this case. Many other forms of model combinations are also be possible. For example,
a sequence of continuum models of increasing complexity could be considered, as in
Browning et al. [9]. Alternatively, a sequence of numerical approximations of increasing
accuracy could be used for inference using a complex target PDE model [19]. Linear
mapping approximations of higher order chemical reaction network models, such as in Cao
and Grima [15], could also exploit our approach. Another particularly relevant and very
general application in systems biology would be to utilize reaction rate equations, that
are deterministic ODEs, as approximations to stochastic chemical kinetics models [35,87].
In this work, novel methods have been presented for exploiting approximate models
to accelerate Bayesian inference for expensive stochastic models. We have shown that,
even when the approximation leads to biased parameter inferences, it can still inform the
proposal mechanisms for ABC samplers using the stochastic model. The computational
improvements are promising and Bayesian analysis of expensive stochastic models will be
more computationally feasible as a result.
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4 Methods
This section presents standard computational methods that are applied to forwards prob-
lems of the models we consider in this work.
4.1 Stochastic simulation of the discrete model
In the work of Jin et al. [39], they consider crowding functions with f : [0, 1] → [0, 1].
This is not quite sufficient to enable a crowding function with a carrying capacity K < 1
since motility events will cause the carrying capacity to be violated. Therefore, we take
f : [0, 1] → [−1, 1]. If f(Cˆ(`s)) < 0 then the site `s is removed from the set of occupied
sites at time t, denoted by L(t), with probability Pp|f(Cˆ(`s))|. Given these definitions,
the lattice-based random walk proceeds according to Algorithm 5.
Algorithm 5 Lattice-based random walk model
1: Initialize L(0) ⊂ L with |L(0)| = N and t← 0;
2: while t < T do
3: N ← |L(t)|;
4: for i = [1, 2, . . . , N ] do
5: Choose `s ∈ L(t) uniformly at random with probability 1
N
;
6: Choose `m ∈ N (`s) uniformly at random with probability 1|N (`s)| ;
7: if C(`m, t) = 0 then
8: Generate u ∼ U(0, 1);
9: if u ≤ Pm then
10: Set L(t)← {`m} ∪ L(t)\ {`s};
11: end if
12: end if
13: end for
14: for i = [1, 2, . . . , N ] do
15: Choose `s ∈ L(t) uniformly at random with probability 1
N
;
16: Set Cˆ(`s)← 1|N (`s)|
∑
`′s∈N (`s)C(`
′
s, t);
17: Generate u ∼ U(0, 1);
18: if u ≤ Pp|f(Cˆ(`s))| then
19: if f(Cˆ(`s)) ≥ 0 then
20: Choose `p ∈ {`′s ∈ N (`s) : C(`′s, t) = 0} uniformly at random with prob-
ability 1− Cˆ(`s);
21: Set L(t)← {`p} ∪ L(t);
22: else
23: Set L(t)← L(t)\ {`s};
24: end if
25: end if
26: end for
27: t← t+ τ
28: end while
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4.2 Numerical solutions of continuum-limit differential equa-
tions
In our case, the approximate model is a deterministic continuum equation that is either
a nonlinear ODE or PDE. In both cases we apply numerical schemes that automatically
adapt the time step size to control the truncation error.
4.2.1 ODE numerical solutions
The Runge-Kutta-Fehlberg fourth-order-fifth-order method (RKF45) [29] is a numerical
scheme in the Runge-Kutta family of methods to approximate the solution of a nonlinear
ODE of the form,
dC(t)
dt
= h(t, C(t)), 0 < t,
where h(t, C(t)) is a function that satisfies certain regularity conditions and the initial
condition, C(0).
Given the approximate solution, ci ≈ C(ti), an embedded pair of Runge-Kutta meth-
ods, specifically a fourth and fifth order pair, are used to advanced the solution to
ci+1 ≈ C(ti + ∆t) +O(∆t4) and estimate the truncation error that can be used to adap-
tively adjust ∆t to ensure the error is always within some specified tolerance τ .
The fourth and fifth order estimates are, respectively,
ci+1 = ci + ∆t
(
25
216
k1 +
1, 408
2, 565
k3 +
2, 197
4, 104
k4 − 1
5
k5
)
, (12)
and
c∗i+1 = ci + ∆t
(
16
135
k1 +
6, 656
12, 825
k3 +
28, 561
56, 430
k4 − 9
50
k5 +
2
55
k6
)
, (13)
where
k1 = h(ti, ci),
k2 = h
(
ti +
∆t
4
, ci +
∆t
4
k1
)
,
k3 = h
(
ti +
3∆t
8
, ci + ∆t
[
3
32
k1 +
9
32
k2
])
,
k4 = h
(
ti +
12∆t
13
, ci + ∆t
[
1, 932
2, 197
k1 − 7, 200
2, 197
k2 +
7, 296
2, 197
k3
])
,
k5 = h
(
ti + ∆t, ci + ∆t
[
439
216
k1 − 8k2 + 3, 680
513
k3 − 845
4, 104
k4
])
,
k6 = h
(
ti +
∆t
2
, ci + ∆t
[
− 8
27
k1 + 2k2 − 3, 544
2, 565
k3 +
1, 859
4, 104
k4 − 11
40
k5
])
.
Note that the truncation error can be estimated by  = |ci+1−c∗i+1|. After each evaluation
of Equation (12) and Equation (13), a new step size is determined by ∆t← s∆t, where
s = [τ/(2)]1/4. If  ≤ τ , then the solution is accepted and the new ∆t is used for the
next iteration. Alternatively, if  > τ then the solution is rejected and a new attempt is
made using the new time step. This process is repeated until the solution advances to
some desired time point T . For more details and analysis of this method, see Iserles [37].
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4.2.2 PDE numerical solutions
In this work, we consider numerical solutions to PDEs of the form
∂C(x, t)
∂t
= D
∂2C(x, t)
∂x2
+ λC(x, t)f(C(x, t)), 0 < t, 0 < x < L, (14)
with initial conditions
C(x, 0) = c0(x), t = 0,
and Neumann boundary conditions
∂C(x, t)
∂x
= 0, x = 0 and x = L.
Given the approximate solution, cji ≈ C(xi, tj) for i = 1, 2, . . . N , then we apply a first
order backward Euler discretization in time and first order central differences in space to
yield
cj+12 − cj+11
∆x
= 0,
cj+1i − cji
∆t
= D
cj+1i+1 − 2cj+1i + cj+1i−1
∆x2
+ λcj+1i f(c
j+1
i ), i = 2, 3, . . . , N − 1,
cj+1N − cj+1N−1
∆x
= 0,
(15)
where cj±1i±1 ≈ C(xi ± ∆x, tj ± ∆t). The solution is stepped forward in time using fixed
point iterations that are initialized by a first order forward Euler estimate.
The truncation error is estimated by
 =
∆t
2
max
1≤i≤N
∣∣∣∣∣
(
dc
dt
)j+1
i
−
(
dc
dt
)j
i
∣∣∣∣∣ , with
(
dc
dt
)j+1
i
≈ c
j+1
i − cji
∆t
.
After solving the nonlinear system (Equation (15)) using fixed point iteration, a new
step size is determined by ∆t ← s∆t, where s = 0.9√τ/ and τ is the truncation error
tolerance [66, 70]. If  ≤ τ , then the solution is accepted and the new ∆t is used for the
next time step. Alternatively, if  > τ then the solution is rejected and a new attempt
is made using the new time step. This process is repeated until the solution advances to
some desired time point T .
Software availability Numerical examples presented in this work are available from
GitHub https://github.com/ProfMJSimpson/Warne RapidBayesianInference 2019.
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Appendix A Proposal efficiency and adaptive pro-
posal kernels
In the SMC-ABC algorithm, the process of sampling at the target threshold, r, given
the weights of the previous threshold, r−1, is described by [30]
ξr (θr | D) = 1
ar,r−1
∫
Θ
∫
D
1B(D,r) (Ds) s(Ds | θr)qr(θr | θr−1)w(θr−1) dDsdθr−1, (A.1)
where the data space, D, has dimensionality d, B(D, r) is a d-dimensional ball centered
on the data with radius r, and 1A (x) denotes the indicator function with 1A (x) = 1, if
x ∈ A, otherwise 1A (x) = 0. The normalization constant, ar,r−1, can be interpreted as
the average acceptance probability across all particles. This can be seen by noting that
Equation (A.1) can be reduced to
ξr (θr | D) = 1
ar,r−1
∫
D
1B(D,r) (Ds) s(Ds | θr)
[∫
Θ
qr(θr | θr−1)w(θr−1) dθr−1
]
dDs
=
ηr−1(θr)
ar,r−1
∫
D
1B(D,r) (Ds) s(Ds | θr) dDs
=
ηr−1(θr)E
[
1B(D,r) (Ds) | θr
]
ar,r−1
=
ηr−1(θr)P(Ds ∈ B(D, r) | θr)
ar,r−1
. (A.2)
Here the distribution ηr−1(θr) represent the proposal mechanism and
P(Ds ∈ B(D, r) | θr) is the probability that simulated data is within r of the data D
given a parameter value θr. Therefore, the normalizing constant is
ar,r−1 =
∫
Θ
ηr−1(θr)P(Ds ∈ B(D, r) | θr) dθr
= E [P(Ds ∈ B(D, r) | θr)] , (A.3)
that is, ar,r−1 is the average acceptance probability.
From a computational perspective, the goal is to choose ηr−1(θr) to maximize ar,r−1.
However, this would not necessarily result in a ξr (θr | D) that is an accurate approxi-
mation to the true target ABC posterior p(θr | ρ(D,Ds) ≤ r). To achieve this goal, we
require ηr−1(θr) such that the Kullback-Leibler divergence [44],
DKL (ξr (· | D) ; p(· | ρ(D,Ds) ≤ r)), is minimized.
Beaumont et al. [6] and Filippi et al. [30] demonstrate how the latter goal provides
insight into how to optimally choose ηr−1(θr). The key is to note that
DKL (ξr (· | D) ; p(· | ρ(D,Ds) ≤ r)) can be decomposed as follows,
DKL (ξr (· | D) ; p(· | ρ(D,Ds) ≤ r)) =
∫
Θ
p(θr | ρ(D,Ds) ≤ r) loge
[
p(θr | ρ(D,Ds) ≤ r)
ξr(θr | D)
]
dθr
=
∫
Θ
p(θr | ρ(D,Ds) ≤ r) loge
[
ar,r−1p(θr | ρ(D,Ds) ≤ r)
ηr−1(θr)
∫
D 1B(D,r) (Ds) s(Ds | θr) dDs
]
dθr
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=∫
Θ
p(θr | ρ(D,Ds) ≤ r) loge
[
p(θr | ρ(D,Ds) ≤ r)
ηr−1(θr)
]
dθr
+
∫
Θ
p(θr | ρ(D,Ds) ≤ r) loge [ar,r−1] dθr
−
∫
Θ
p(θr | ρ(D,Ds) ≤ r) loge
[∫
D
1B(D,r) (Ds) s(Ds | θr) dDs
]
dθr
=DKL (ηr−1 (·) ; p(· | ρ(D,Ds) ≤ r))− E
[
loge
(∫
D
1B(D,r) (Ds) s(Ds | θr) dDs
)]
+ loge ar,r−1
=DKL (ηr−1 (·) ; p(· | ρ(D,Ds) ≤ r))− E(θr) + loge ar,r−1, (A.4)
where E(θr) = E
[
loge
(∫
D 1B(D,r) (Ds) s(Ds | θr) dDs
)]
is independent of ηr−1(θr). By
rearranging Equation (A.4), we obtain
DKL (ηr−1 (·) ; p(· | ρ(D,Ds) ≤ r)) = DKL (ξr (· | D) ; p(· | ρ(D,Ds) ≤ r))+E(θr)−loge ar,r−1.
That is, minimizing DKL (ηr−1 (·) ; p(· | ρ(D,Ds) ≤ r)) is equivalent to minimizing
DKL (ξr (· | D) ; p(· | ρ(D,Ds) ≤ r)) and maximizing ar,r−1 simultaneously. Therefore,
any proposal mechanism that is closer, in the Kullback-Liebler sense, to
p(· | ρ(D,Ds) ≤ r) is more efficient.
We apply the optimal adaptive scheme of Beaumont et al. [6] and Filippi et al. [30]
for multivariate Gaussian proposals. That is, we set
qr(θr | θr−1) = 1√
(2pi)n det(Σ)
exp
(−(θr − θr−1)TΣ−1(θr − θr−1)/2) ,
where n is the dimensionality of parameter space, Θ, and
Σ =
2
M− 1
M∑
i=1
(θir−1 − µr−1)(θir−1 − µr−1)T with µr−1 =
1
M
M∑
i=1
θir−1.
In the PC-SMC-ABC method, we find that independent Gaussian proposals are more
effective for the second stage proposal step q˜r(θ
i
r | θ˜
i
r) since the covariance of the approx-
imate particles {θ˜ir}Mi=1 is not a good candidate for the exact target.
Appendix B Analysis of PC-SMC-ABC
Here we demonstrate that the PC-SMC-ABC method is unbiased. In particular, we show
that the weighting update scheme can be interpreted as importance sampling on the joint
space distribution of particle trajectories and that this joint target density admits the
target posterior density as a marginal.
Given the target sequence, {p(θr | ρ(D,Ds) ≤ r)}Rr=1, and approximate sequence,
{p˜(θ˜r | ρ(D, D˜s) ≤ r)}Rr=1, with prior p(θ0), r−1 > r and proposal kernels q˜r(θr | θ˜r)
and qr(θ˜r | θr−1), we write the unnormalized weighting update scheme for PC-SMC-ABC.
That is,
w˜ir = w
i
r−1
p(θ˜
i
r | ρ(D, D˜s) ≤ r)Qr−1(θir−1 | θ˜
i
r)
p(θir−1 | ρ(D,Ds) ≤ r−1)qr(θ˜
i
r | θir−1)
, (B.1)
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and
wir = w˜
i
r
p(θir | ρ(D,Ds) ≤ r)Q˜r(θ˜
i
r | θir)
p(θ˜
i
r | ρ(D, D˜s) ≤ r)q˜r(θir | θ˜
i
r)
, (B.2)
where Qr−1(θ
i
r−1 | θ˜
i
r) and Q˜r(θ˜
i
r | θir) are arbitrary backwards kernels. Substitute
Equation (B.1) into Equation (B.2) and simplify as follows,
wir = w
i
r−1
p(θir | ρ(D,Ds) ≤ r)Q˜r(θ˜
i
r | θir)
p(θ˜
i
r | ρ(D, D˜s) ≤ r)q˜r(θir | θ˜
i
r)
× p(θ˜
i
r | ρ(D, D˜s) ≤ r)Qr−1(θir−1 | θ˜
i
r)
p(θir−1 | ρ(D,Ds) ≤ r−1)qr(θ˜
i
r | θir−1)
= wir−1
p(θir | ρ(D,Ds) ≤ r)Q˜r(θ˜
i
r | θir)Qr−1(θir−1 | θ˜
i
r)
p(θir−1 | ρ(D,Ds) ≤ r−1)q˜r(θir | θ˜
i
r)q(θ˜
i
r | θir−1)r
× p(θ˜
i
r | ρ(D, D˜s) ≤ r)
p(θ˜
i
r | ρ(D, D˜s) ≤ r)
= wir−1
p(θir | ρ(D,Ds) ≤ r)Q˜r(θ˜
i
r | θir)Qr−1(θir−1 | θ˜
i
r)
p(θir−1 | ρ(D,Ds) ≤ r−1)q˜r(θir | θ˜
i
r)qr(θ˜
i
r | θir−1)
× 1. (B.3)
Now, recursively expand the weight update sequence (Equation (B.3)) to obtain the final
weight for the ith particle,
wiR =
p(θi1 | ρ(D,Ds) ≤ 1)Q˜1(θ˜
i
1 | θi1)Q0(θi0 | θ˜
i
1)
p(θi0)q˜1(θ
i
1 | θ˜
i
1)q1(θ˜
i
1 | θi0)
×
R∏
r=2
p(θir | ρ(D,Ds) ≤ r)Q˜r(θ˜
i
r | θir)Qr−1(θir−1 | θ˜
i
r)
p(θir−1 | ρ(D,Ds) ≤ r−1)q˜r(θir | θ˜
i
r)qr(θ˜
i
r | θir−1)
=
p(θiR | ρ(D,Ds) ≤ R)
p(θi0)
R∏
r=1
Q˜r(θ˜
i
r | θir)Qr−1(θir−1 | θ˜
i
r)
q˜r(θ
i
r | θ˜
i
r)qr(θ˜
i
r | θir−1)
=
p(θiR | ρ(D,Ds) ≤ R)
p(θi0)
∏R
r=1Br−1(θ
i
r−1 | θir)∏R
r=1 Fr(θ
i
r | θir−1)
, (B.4)
where Fr(θ
i
r | θir−1) = q˜r(θir | θ˜
i
r)qr(θ˜
i
r | θir−1) is the composite proposal kernel and
Br−1(θ
i
r−1 | θir) = Qr−1(θir−1 | θ˜
i
r)Q˜r(θ˜
i
r | θir) is the composite backward kernel. We
observe that Equation (B.4) is equivalent to the weight obtained from direct importance
sampling on the joint space of the entire particle trajectory [22,68], that is,
wiR =
piR(θ
i
0,θ
i
1, . . . ,θ
i
R)
pi0(θ
i
0,θ
i
1, . . . ,θ
i
R)
.
Here, the importance distribution, given by
pi0(θ
i
0,θ
i
1, . . . ,θ
i
R) = p(θ
i
0)
R∏
r=1
Fr(θ
i
r | θir−1),
is the process of sampling from the prior and performing a sequence of kernel transi-
tions. Finally, we note that the target distribution admits the target ABC posterior as a
marginal density, that is,∫
RR
piR(θ
i
0,θ
i
1, . . . ,θ
i
R) dθ
i
0 . . . dθ
i
R−1 = p(θ
i
R | ρ(D,Ds) ≤ R).
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Therefore, for any function f(·) that satisfies certain regularity conditions,
M∑
i=1
f(θiR)w
i
R →
∫
R
f(θR)p(θR | ρ(D,Ds) ≤ R) dθR = E [f(θR)] ,
as M→∞, that is, the PC-SMC-ABC method is unbiased.
Appendix C Choice of α in MM-SMC-ABC
The performance of MM-SMC-ABC is dependent on the tuning parameter α ∈ [0, 1].
Since MM-SMC-ABC will only propagate dαMe particles based on the expensive stochas-
tic model, α can be considered as a target computational cost reduction factor with 1/α
being the target speed up factor. However, intuitively there will be a limit as to how
small one can choose α before the statistical error incurred from the estimates of µr and
Σr is large enough to render the approximate moment matching transform inaccurate.
It is non-trivial to analyse MM-SMC-ABC to obtain a theoretical guideline for choosing
α, therefore we perform a computational benchmark to obtain a heuristic.
For both inverse problems we consider in Section 2.3 of the main manuscript, the weak
Allee model and the scratch assay model, we applied MM-SMC-ABC under identical
conditions as in the main manuscript except for the sequence {αk}5k=0 with α0 = 0.8 and
αk = αk−1/2 for k > 0. For each αk in the sequence, N independent applications of
MM-SMC-ABC was applied. The computational cost for each αk is denoted by Cost(αk)
and represents the run time in seconds for an application of MM-SMC-ABC with αk. We
also calculate an error metric,
Error(αk) = J (ΘR,ΘR(αk), P ) ,
where ΘR =
{
θiR
}M
i=1
is a set of particles from an application of SMC-ABC using the
expensive stochastic model, and ΘR(αk) =
({
θiR
}dαkMe
i=1
∪
{
θ¯
i
R
}b(1−αk)Mc
i=1
)
is the pooled
exact and approximate transformed particles from the jth application of MM-SMC-ABC.
For P ∈ N, the function J(·, ·, P ) is the P -th order empirical moment-matching dis-
tance [51,52,90], given by
J(X,Y, P ) =
P∑
m=0
∑
b∈Sm
1
|Sm|m
(
µˆ(X)b − µˆ(Y)b
µˆ(X)b
)2
,
for two sample sets X = {x1,x2, . . . ,xM} and Y = {y1,y2, . . . ,yM} with xi,yi ∈ Rn
for n ≥ 1, and Sm = {b : b ∈ Nn, ‖b‖ = m}. For any n-dimensional discrete vector
b = [b1, b2, . . . , bn]
T ∈ Nn, then µˆ(X)b is the bth empirical raw moment of the sample
set X,
µˆ(X)b =
1
M
M∑
i=1
xbi ,
where xbi = x
b1
i,1 × xb2i,2 × · · · × xbni,n.
We estimated the average Cost(αk) and Error(αk) for each value of αk for both the
weak Allee effect and the scratch assay inverse problems. Figure C.1 displays the esti-
mates and standard errors given P = 6 and N = 10, with the value of αk shown. There
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Figure C.1: Cost versus error plots for different values of the tuning parameter α. Av-
erages and standard errors are shown for N = 10 independent applications of the MM-
SMC-ABC method to the (A) weak Allee effect model (log scale (C)) and (B) the scratch
assay model (log scale (D)).
is clearly a threshold for α such that error becomes highly variable if α is smaller than
this threshold. For both the weak Allee effect model (Figure C.1(A),(C)) and the scratch
assay model (Figure C.1(B),(D)), the optimal choice of α is located between α2 = 0.2
and α4 = 0.05. Therefore, we suggest a heuristic of α ∈ [0.1, 0.2] to be a reliable choice.
If extra performance is needed α ∈ [0.05, 0.1] may also be acceptable, but if accuracy is
of the utmost importance then α ≈ 0.2 seems to be the most robust choice. In general,
the choice of optimal α is still an open problem.
Appendix D Derivation of approximate continuum-
limit description
Here we derive the approximate continuum-limit description for our hexagonal lattice
based discrete random walk model with generalized crowding function f : [0, 1]→ [−1, 1].
We follow the method of Simpson et al., [67] and Jin et al., [39].
Our main modification is dealing with a potentially negative crowding function. To
deal with this case, we define two auxiliary functions,
f+(C) =
{
f(C) if f(C) ≥ 0,
0 otherwise,
, f−(C) =
{
|f(C)| if f(C) < 0,
0 otherwise.
(D.1)
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Note that f(C) = f+(C)− f−(C), as this is important later.
We assume a mean-field, that is, for any two lattice sites, (x1, y1), (x2, y2) ∈ R2, then
their occupancy probabilities are independent, which results in the property,
E [C((x1, y1), t)C((x2, y2), t)] = E [C((x1, y1), t)]E [C((x2, y2), t)]. Using this property, we
denote C(x, y, t) = E [C((x, y), t)] and write the conservation of probability equation that
describes the change in occupancy probability of a site over a single time step,
∆C(x, y, t) =Pm (1− C(x, y, t)) Cˆ(x, y, t)− PmC(x, y, t)
(
1− Cˆ(x, y, t)
)
+
Pp
6
(1− C(x, y, t))
 ∑
(x′,y′)∈N(x,y)
C(x′, y′, t) f
+(Cˆ(x′, y′, t)
1− Cˆ(x′, y′, t)

− PpC(x, y, t)f−(Cˆ(x, y, t),
(D.2)
where ∆C(x, y, t) = C(x, y, t+ τ)− C(x, y, t),
Cˆ(x, y, t) = 1
6
∑
(x′,y′)∈N(x,y)
C(x′, y′, t), (D.3)
and
Cˆ(x′, y′, t) = 1
6
∑
(x′′,y′′)∈N(x′,y′)
C(x′′, y′′, t). (D.4)
The conservation of probability equation (Equation D.2) deserves some interpretation.
The first term is the probability that site (x, y) is unoccupied at time t and becomes
occupied at time t + τ due to a successful motility event that moves an agent from an
occupied neighboring site into (x, y). The second term is the probability that site (x, y)
is occupied at time t and becomes unoccupied at time t + τ due to a successful motility
event that moves the agent away to a neighboring site. The third term is the probability
that site (x, y) is unoccupied at time t and becomes occupied at time t + τ due to a
successful proliferation event from an occupied neighboring site. The final term is the
probability that the site (x, y) is occupied at time t and becomes unoccupied at time t+τ
due to f(Cˆ((x, y), t)) < 0.
For a hexagonal lattice site, (x, y), we have six immediate neighboring lattice sites,
(x1, y1) = (x, y + δ), (x2, y2) = (x, y − δ), (x3, y3) = (x+ δ
√
3/2, y + δ/2),
(x4, y4) = (x− δ
√
3/2, y + δ/2), (x5, y5) = (x+ δ
√
3/2, y − δ/2), and
(x6, y6) = (x − δ
√
3/2, y − δ/2). The positions of these neighbors are shown in the
schematic in Figure D.1. We obtain an expression for C(x, y, t) at each of the six neigh-
boring lattice points by associating C(x, y, t) with a continuous function and performing
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Figure D.1: Schematic of the local neighborhood for the hexagonal lattice. Neighbor
coordinates are (x1, y1) = (x, y+ δ), (x2, y2) = (x, y− δ), (x3, y3) = (x+ δ
√
3/2, y+ δ/2),
(x4, y4) = (x− δ
√
3/2, y + δ/2), (x5, y5) = (x+ δ
√
3/2, y − δ/2), and
(x6, y6) = (x− δ
√
3/2, y − δ/2).
a Taylor expansion about the point (x, y). The result is,
C(x1, y1, t) = C(x, y, t) + δ∂C(x, y, t)
∂y
+
δ2
2
∂2C(x, y, t)
∂y2
+O(δ3),
C(x2, y2, t) = C(x, y, t)− δ∂C(x, y, t)
∂y
+
δ2
2
∂2C(x, y, t)
∂y2
+O(δ3),
C(x3, y3, t) = C(x, y, t) + δ
√
3
2
∂C(x, y, t)
∂x
+
δ
2
∂C(x, y, t)
∂y
+
δ2
2
[
3
4
∂2C(x, y, t)
∂x2
+
√
3
2
∂2C(x, y, t)
∂x∂y
+
1
4
∂2C(x, y, t)
∂y2
]
+O(δ3),
C(x4, y4, t) = C(x, y, t)− δ
√
3
2
∂C(x, y, t)
∂x
+
δ
2
∂C(x, y, t)
∂y
+
δ2
2
[
3
4
∂2C(x, y, t)
∂x2
−
√
3
2
∂2C(x, y, t)
∂x∂y
+
1
4
∂2C(x, y, t)
∂y2
]
+O(δ3),
C(x5, y5, t) = C(x, y, t) + δ
√
3
2
∂C(x, y, t)
∂x
− δ
2
∂C(x, y, t)
∂y
+
δ2
2
[
3
4
∂2C(x, y, t)
∂x2
+
√
3
2
∂2C(x, y, t)
∂x∂y
+
1
4
∂2C(x, y, t)
∂y2
]
+O(δ3),
C(x6, y6, t) = C(x, y, t)− δ
√
3
2
∂C(x, y, t)
∂x
− δ
2
∂C(x, y, t)
∂y
+
δ2
2
[
3
4
∂2C(x, y, t)
∂x2
+
√
3
2
∂2C(x, y, t)
∂x∂y
+
1
4
∂2C(x, y, t)
∂y2
]
+O(δ3).
(D.5)
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Therefore, we obtain an expression for Cˆ(x, y, t),
Cˆ(x, y, t) = 1
6
∑
(x′,y′)∈N(x,y)
C(x′, y′, t)
=
1
6
6∑
k=1
C(xk, yk, t)
= C(x, y, t) + δ
2
4
[
∂2C(x, y, t)
∂x2
+
∂2C(x, y, t)
∂y2
]
+O(δ3). (D.6)
This expression is required for the first, second, and fourth terms in the conservation
equation (Equation (D.2)).
To deal with the third term in Equation (D.2) we require an expression for
g+(Cˆ(xk, yk, t)) = f+(Cˆ(xk, yk, t))/(1− Cˆ(xk, yk, t)), k = 1, 2, . . . , 6. By combining Equa-
tion (D.5) and Equation (D.6) we obtain
Cˆ(x1, y1, t) = C(x, y, t) + δ∂C(x, y, t)
∂y
+
δ2
4
[
∂2C(x, y, t)
∂x2
+ 3
∂2C(x, y, t)
∂y2
]
+O(δ3)
Cˆ(x2, y2, t) = C(x, y, t) + δ∂C(x, y, t)
∂y
+
δ2
4
[
∂2C(x, y, t)
∂x2
+ 3
∂2C(x, y, t)
∂y2
]
+O(δ3)
Cˆ(x3, y3, t) = C(x, y, t) + δ
√
3
2
∂C(x, y, t)
∂x
+
δ
2
∂C(x, y, t)
∂y
+
δ2
4
[
5
2
∂2C(x, y, t)
∂x2
+
√
3
∂2C(x, y, t)
∂x2
y +
3
2
∂2C(x, y, t)
∂y2
]
+O(δ3)
Cˆ(x4, y4, t) = C(x, y, t)− δ
√
3
2
∂C(x, y, t)
∂x
+
δ
2
∂C(x, y, t)
∂y
+
δ2
4
[
5
2
∂2C(x, y, t)
∂x2
−
√
3
∂2C(x, y, t)
∂x2
y +
3
2
∂2C(x, y, t)
∂y2
]
+O(δ3),
Cˆ(x5, y5, t) = C(x, y, t) + δ
√
3
2
∂C(x, y, t)
∂x
− δ
2
∂C(x, y, t)
∂y
+
δ2
4
[
5
2
∂2C(x, y, t)
∂x2
−
√
3
∂2C(x, y, t)
∂x2
y +
3
2
∂2C(x, y, t)
∂y2
]
+O(δ3),
Cˆ(x3, y3, t) = C(x, y, t)− δ
√
3
2
∂C(x, y, t)
∂x
− δ
2
∂C(x, y, t)
∂y
+
δ2
4
[
5
2
∂2C(x, y, t)
∂x2
+
√
3
∂2C(x, y, t)
∂x2
y +
3
2
∂2C(x, y, t)
∂y2
]
+O(δ3).
(D.7)
Each expression in Equation (D.7) is of the form Cˆ(xk, yk, t) = C(x, y, t) + C¯k, where
C¯k = O(δ). This allows us to consider the Taylor expansion of g+(Cˆ(xk, yk, t)) about the
density C(x, y, t), that is,
g+(C + C¯k) = g+(C) + C¯kdg
+(C)
dC +
C¯2k
2
d2g+(C)
dC2 +O(δ
3). (D.8)
Using Equation (D.8), we can obtain an expression for the summation within the third
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term of the conservation equation (Equation (D.2)), that is,
∑
(x′,y′)∈N(x,y)
C(x′, y′, t) f
+(Cˆ(x′, y′, t)
1− Cˆ(x′, y′, t) =
6∑
k=1
C(xk, yk, t)g+(C(x, y, t) + C¯k)
= g+(C(x, y, t))
6∑
k=1
C(xk, yk, t) + dg
+(C)
dC
6∑
k=1
C¯kC(xk, yk, t)
+
d2g+(C)
dC2
6∑
k=1
C¯2k
2
C(xk, yk, t) +O(δ3). (D.9)
After substitution of Equation (D.7) into Equation (D.9) and some tedious algebra we
arrive at∑
(x′,y′)∈N(x,y)
C(x′, y′, t) f
+(Cˆ(x′, y′, t)
1− Cˆ(x′, y′, t) = 6C(x, y, t)g
+(C(x, y, t))
+
3δ2
2
g+(C(x, y, t))
[
∂2C(x, y, t)
∂x2
+
∂2C(x, y, t)
∂y2
]
+ 3δ2C(x, y, t)dg
+(C)
dC
[
∂2C(x, y, t)
∂x2
+
∂2C(x, y, t)
∂y2
]
+ 3δ2
dg+(C)
dC
[(
∂C(x, y, t)
∂x
)2
+
(
∂C(x, y, t)
∂y
)2]
+
3δ2
2
C(x, y, t)d
2g+(C)
dC2
[(
∂C(x, y, t)
∂x
)2
+
(
∂C(x, y, t)
∂y
)2]
+O(δ3). (D.10)
Finally, we substitute Equation (D.6) and Equation (D.10) into Equation (D.2) to obtain
∆C(x, y, t) =Pm (1− C(x, y, t))
[
C(x, y, t) + δ
2
4
∇2C(x, y, t)
]
− PmC(x, y, t)
[
1− C(x, y, t)− δ
2
4
∇2C(x, y, t)
]
+
Pp
6
(1− C(x, y, t))
[
6C(x, y, t)g+(C(x, y, t)) + 3δ
2
2
g+(C(x, y, t))∇2C(x, y, t)
+ 3δ2C(x, y, t)dg
+(C)
dC ∇
2C(x, y, t) + 3δ2dg
+(C)
dC (∇C(x, y, t) · ∇C(x, y, t))
+
3δ2
2
C(x, y, t)d
2g+(C)
dC2 (∇C(x, y, t) · ∇C(x, y, t))
]
− PpC(x, y, t)f−(C(x, y, t) +O(δ3). (D.11)
Here we have used the notation ∇2C = ∂2C
∂x2
+ ∂
2C
∂y2
, and ∇C · ∇C = (∂C
∂x
)2 + (∂C
∂y
)2. After
rearranging Equation (D.11), we obtain
∆C(x, y, t) =Pmδ
2
4
∇2C(x, y, t) + PpC(x, y, t)
[
(1− C(x, y, t)) g+(C(x, y, t))− f−(C(x, y, t))]
+ Ppδ
2H(C(x, y, t)) +O(δ3) (D.12)
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where
H(C(x, y, t)) =1
4
g+(C(x, y, t))∇2C(x, y, t) + 1
2
C(x, y, t)dg
+(C)
dC ∇
2C(x, y, t)
+
1
2
dg+(C)
dC (∇C(x, y, t) · ∇C(x, y, t)) +
1
4
C(x, y, t)d
2g+(C)
dC2 (∇C(x, y, t) · ∇C(x, y, t)) .
Note that f+(C(x, y, t)) = g+(C(x, y, t))(1− C(x, y, t)) and, by Equation (D.1), that
f(C(x, y, t)) = f+(C(x, y, t))− f−(C(x, y, t)). Then Equation (D.12) becomes
∆C(x, y, t) = Pmδ
2
4
∇2C(x, y, t) + PpC(x, y, t)f(C(x, y, t)) + Ppδ2H(C(x, y, t)) +O(δ3).
After dividing by the time interval, τ , and choosing δ2 = O(τ) and Pp = O(τ), then we
have the following limits,
lim
τ→0
Pmδ
2
4τ
= D, lim
τ→0
Pp
τ
= λ, lim
τ→0
∆C(x, y, t)
τ
=
∂C(x, y, t)
∂t
, lim
τ→0
Ppδ
2
τ
= 0.
Therefore, we arrive at the continuum-limit approximation
∂C(x, y, t)
∂t
= D∇2C(x, y, t) + λC(x, y, t)f(C(x, y, t)).
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Appendix E Additional results
We provide the multivariate posteriors for the results provided in the main text. In both
Figure E.1 and Figure E.2 the contours of the posterior bivariate marginals generated, at a
significant reduction in computational cost, both the PC-SMC-ABC and MM-SMC-ABC
methods align very well with contours of the posterior bivariate marginals SMC-ABC
using the expensive discrete model alone, however, the is a clear bias in the contours
posterior bivariate marginals generated with SMC-ABC using the continuum-limit ap-
proximation alone.
Figure E.1: Comparison of estimated posterior marginal densities for the weak Allee
model. There is a distinct bias in the SMC-ABC density estimate using the continuum
limit (CL) (black dashed) compared with the SMC-ABC method with the discrete model
(DM) (green dashed). However, the density estimates computed using the PC-SMC-ABC
(orange solid) and MM-SMC-ABC (purple solid) methods match well with a reduced
computational overhead.
33
Figure E.2: Comparison of estimated posterior marginal densities for the scratch assay
model. There is a distinct bias in the SMC-ABC density estimate using the continuum
limit (CL) (black dashed) compared with the SMC-ABC method with the discrete model
(DM) (green dashed). However, the density estimates computed using the PC-SMC-ABC
(orange solid) and MM-SMC-ABC (purple solid) methods match well with a reduced
computational overhead.
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Appendix F Effect of motility rate on continuum-
limit approximation
Here we demonstrate the ability (or lack thereof) of the continuum-limit approximation
to capture the average behavior of the discrete model for the two examples considered
in the main manuscript: the weak Allee model; and the scratch assay model. Figure F.1
plots the solutions to the continuum-limit differential equation against realizations of the
discrete model for both motile, Pm = 1, and non-motile, Pm = 0, agents.
In the case of the weak Allee model (Figure F.1(A)), the continuum limit does not
match the average behavior in either case, though it does perform better when Pm = 1
than when Pm = 0. The remaining discrepancy when Pm = 1 is can be related to the
ratio Pp/Pm and to the effect of the neighborhood radius, r (see Jin et al. [39] for further
explanation). Decreasing Pp/Pm and increasing r will correct this discrepancy. The
scratch assay continuum limit captures the average behavior of the discrete model very
well when Pm = 1 (Figure F.1(B)), but does not capture the scratch closing behavior of
the discrete model when Pm = 0 (Figure F.1(C)).
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Figure F.1: Continuum-limit approximations for the (A) weak Allee model and (B)-(C)
the scratch assay model plotted against stochastic simulations of the discrete model. (A)
For the weak Allee model, the continuum limit (black solid) does not capture the average
behavior of the discrete model for motile agents, Pm = 1, (green dotted) or non-motile
agents, Pm = 0, (orange dotted). (B)-(C) For the scratch assay model, the continuum
limit (solid) is a very good match of the average behavior of the (B) discrete model
(dot-dashed) for motile agents, Pm = 1, but a very poor approximation of the average
behavior of the (C) discrete model (dot-dashed) for non-motile agents, Pm = 0, especially
in the scratch region. Parameters used in the simulations are Pp = 1/1000, λ = Pp/τ
D = Pmδ
2/4τ , K = 5/6, and A = 1/10. The stochastic simulations are performed on an
I × J hexagonal lattice with I = 80, J = 68, τ = 1 and δ = 1.
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Appendix G Synthetic data
The full synthetic data used in the main manuscript for computational examples is pro-
vided in Table G.1 for the Allee effect model and in Table G.2 for the scratch assay
model.
Table G.1: Synthetic data used for the weak Allee effect model example.
t 0 1, 000 2, 000 3, 000 4, 000 5, 000 6, 000 7, 000 8, 000 9, 000 10, 000
C¯(t) 0.27 0.33 0.41 0.50 0.57 0.63 0.70 0.74 0.77 0.80 0.82
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Table G.2: Synthetic data used for the cell culture assay model example.
C¯(x, t) t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10
i xi 0 300 600 900 1200 1500 1800 2100 2400 2700 3000
0 0.43 0.26 0.43 0.44 0.50 0.57 0.51 0.65 0.68 0.71 0.76 0.79
1 1.30 0.25 0.43 0.51 0.46 0.37 0.47 0.63 0.69 0.74 0.78 0.76
2 2.17 0.37 0.40 0.38 0.43 0.57 0.53 0.66 0.74 0.69 0.75 0.82
3 3.03 0.28 0.43 0.40 0.41 0.47 0.46 0.65 0.75 0.72 0.65 0.72
4 3.90 0.32 0.37 0.47 0.46 0.43 0.53 0.62 0.66 0.71 0.75 0.74
5 4.76 0.32 0.35 0.44 0.47 0.53 0.54 0.72 0.69 0.66 0.66 0.81
6 5.63 0.37 0.35 0.40 0.44 0.50 0.63 0.57 0.71 0.66 0.66 0.76
7 6.50 0.37 0.41 0.50 0.44 0.50 0.57 0.72 0.69 0.75 0.74 0.81
8 7.36 0.26 0.38 0.49 0.47 0.53 0.62 0.60 0.65 0.62 0.79 0.66
9 8.23 0.37 0.35 0.47 0.51 0.56 0.43 0.56 0.66 0.69 0.72 0.76
10 9.09 0.35 0.38 0.41 0.50 0.40 0.57 0.60 0.59 0.71 0.84 0.78
11 9.96 0.37 0.35 0.46 0.41 0.49 0.63 0.54 0.59 0.72 0.78 0.71
12 10.83 0.32 0.31 0.40 0.43 0.50 0.57 0.57 0.63 0.81 0.71 0.81
13 11.69 0.28 0.43 0.32 0.41 0.53 0.57 0.49 0.72 0.71 0.75 0.81
14 12.56 0.35 0.47 0.31 0.47 0.51 0.63 0.54 0.60 0.74 0.81 0.74
15 13.42 0.26 0.37 0.40 0.51 0.53 0.59 0.62 0.59 0.72 0.78 0.66
16 14.29 0.35 0.24 0.24 0.49 0.56 0.57 0.69 0.71 0.62 0.76 0.72
17 15.16 0.34 0.25 0.41 0.43 0.47 0.69 0.68 0.63 0.65 0.68 0.74
18 16.02 0.34 0.50 0.34 0.44 0.51 0.47 0.57 0.65 0.74 0.71 0.78
19 16.89 0.50 0.32 0.41 0.35 0.46 0.49 0.54 0.71 0.71 0.66 0.79
20 17.75 0.29 0.31 0.38 0.49 0.54 0.49 0.53 0.65 0.63 0.66 0.76
21 18.62 0.46 0.38 0.44 0.44 0.46 0.50 0.54 0.63 0.69 0.71 0.56
22 19.49 0.38 0.29 0.32 0.41 0.51 0.53 0.62 0.66 0.71 0.74 0.76
23 20.35 0.41 0.35 0.40 0.37 0.47 0.53 0.65 0.57 0.85 0.76 0.75
24 21.22 0.32 0.34 0.37 0.37 0.40 0.66 0.69 0.59 0.65 0.75 0.76
25 22.08 0.21 0.29 0.35 0.41 0.49 0.65 0.59 0.63 0.69 0.68 0.75
26 22.95 0.34 0.21 0.32 0.38 0.40 0.51 0.68 0.65 0.62 0.71 0.79
27 23.82 0.29 0.24 0.22 0.41 0.46 0.49 0.71 0.59 0.68 0.75 0.71
28 24.68 0.41 0.34 0.29 0.44 0.49 0.59 0.60 0.65 0.71 0.62 0.71
29 25.55 0.29 0.25 0.32 0.38 0.40 0.57 0.54 0.76 0.56 0.74 0.82
30 26.41 0.26 0.22 0.46 0.29 0.56 0.60 0.65 0.65 0.68 0.81 0.69
31 27.28 0.00 0.25 0.41 0.43 0.46 0.56 0.69 0.60 0.76 0.79 0.76
32 28.15 0.00 0.18 0.29 0.44 0.51 0.47 0.49 0.54 0.66 0.71 0.75
33 29.01 0.00 0.21 0.35 0.43 0.54 0.51 0.63 0.68 0.62 0.66 0.72
34 29.88 0.00 0.22 0.24 0.40 0.49 0.56 0.63 0.63 0.74 0.72 0.79
35 30.74 0.00 0.19 0.37 0.43 0.44 0.56 0.57 0.71 0.57 0.85 0.76
36 31.61 0.00 0.21 0.40 0.34 0.50 0.59 0.53 0.65 0.78 0.71 0.74
37 32.48 0.00 0.21 0.40 0.34 0.54 0.50 0.63 0.75 0.79 0.75 0.72
38 33.34 0.00 0.21 0.34 0.47 0.38 0.60 0.65 0.62 0.78 0.72 0.75
39 34.21 0.00 0.15 0.37 0.47 0.51 0.63 0.54 0.71 0.65 0.78 0.82
40 35.07 0.00 0.21 0.34 0.40 0.40 0.46 0.63 0.69 0.66 0.71 0.79
41 35.94 0.00 0.19 0.26 0.46 0.53 0.51 0.65 0.68 0.65 0.76 0.79
42 36.81 0.00 0.26 0.32 0.29 0.53 0.57 0.68 0.66 0.68 0.63 0.79
43 37.67 0.00 0.16 0.28 0.50 0.44 0.60 0.60 0.54 0.74 0.72 0.74
44 38.54 0.00 0.21 0.31 0.49 0.59 0.50 0.66 0.74 0.72 0.69 0.72
45 39.40 0.00 0.22 0.31 0.37 0.57 0.53 0.62 0.62 0.78 0.72 0.76
46 40.27 0.00 0.24 0.32 0.41 0.49 0.59 0.65 0.72 0.68 0.72 0.82
47 41.14 0.00 0.22 0.37 0.51 0.46 0.46 0.56 0.62 0.69 0.72 0.76
48 42.00 0.00 0.28 0.24 0.44 0.56 0.59 0.68 0.63 0.60 0.68 0.74
49 42.87 0.00 0.25 0.35 0.37 0.47 0.51 0.60 0.71 0.71 0.71 0.75
50 43.73 0.32 0.21 0.41 0.37 0.51 0.66 0.46 0.63 0.59 0.75 0.76
51 44.60 0.32 0.21 0.26 0.38 0.57 0.56 0.56 0.74 0.66 0.78 0.76
52 45.47 0.47 0.21 0.26 0.49 0.37 0.57 0.76 0.59 0.74 0.71 0.78
53 46.33 0.40 0.26 0.38 0.46 0.50 0.51 0.59 0.53 0.62 0.74 0.66
54 47.20 0.40 0.25 0.31 0.46 0.51 0.56 0.66 0.71 0.78 0.63 0.75
55 48.06 0.34 0.29 0.34 0.51 0.51 0.49 0.53 0.60 0.76 0.76 0.71
56 48.93 0.25 0.31 0.37 0.44 0.38 0.51 0.63 0.62 0.66 0.75 0.79
57 49.80 0.35 0.24 0.44 0.38 0.43 0.51 0.63 0.76 0.71 0.72 0.76
58 50.66 0.26 0.31 0.29 0.43 0.50 0.65 0.59 0.66 0.68 0.68 0.76
59 51.53 0.31 0.31 0.32 0.41 0.51 0.63 0.68 0.51 0.69 0.74 0.76
60 52.39 0.29 0.40 0.37 0.41 0.49 0.56 0.66 0.63 0.71 0.87 0.75
61 53.26 0.41 0.37 0.28 0.35 0.51 0.54 0.71 0.65 0.68 0.69 0.75
62 54.13 0.19 0.24 0.32 0.37 0.51 0.69 0.65 0.68 0.65 0.76 0.68
63 54.99 0.31 0.38 0.49 0.37 0.44 0.37 0.65 0.68 0.63 0.71 0.81
64 55.86 0.37 0.29 0.40 0.43 0.49 0.62 0.65 0.68 0.66 0.71 0.75
65 56.72 0.26 0.37 0.37 0.43 0.44 0.56 0.51 0.60 0.59 0.84 0.78
66 57.59 0.29 0.26 0.49 0.46 0.41 0.57 0.53 0.60 0.82 0.63 0.71
67 58.46 0.35 0.28 0.50 0.40 0.56 0.53 0.63 0.74 0.66 0.78 0.81
68 59.32 0.29 0.31 0.40 0.44 0.50 0.62 0.57 0.63 0.71 0.65 0.71
69 60.19 0.40 0.41 0.32 0.44 0.49 0.63 0.66 0.71 0.71 0.68 0.76
70 61.05 0.26 0.44 0.38 0.43 0.47 0.62 0.62 0.66 0.68 0.74 0.78
71 61.92 0.40 0.29 0.35 0.50 0.51 0.57 0.40 0.62 0.60 0.68 0.78
72 62.79 0.26 0.41 0.41 0.34 0.47 0.66 0.60 0.60 0.72 0.76 0.72
73 63.65 0.40 0.50 0.38 0.43 0.56 0.59 0.53 0.69 0.76 0.74 0.72
74 64.52 0.35 0.29 0.43 0.62 0.43 0.53 0.59 0.66 0.63 0.76 0.68
75 65.38 0.34 0.43 0.47 0.47 0.51 0.65 0.54 0.62 0.72 0.76 0.69
76 66.25 0.28 0.47 0.40 0.53 0.53 0.54 0.72 0.65 0.68 0.68 0.74
77 67.12 0.35 0.37 0.37 0.56 0.54 0.49 0.62 0.74 0.75 0.78 0.82
78 67.98 0.37 0.47 0.38 0.41 0.63 0.62 0.59 0.59 0.81 0.76 0.75
79 68.85 0.28 0.35 0.40 0.37 0.51 0.50 0.71 0.71 0.72 0.66 0.74
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