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Abstract 
The empirical literature on R&D and productivity has shown that there is indeed a positive influence of R&D 
investment on output growth. However, the exact relation depends to a large extent on the approach chosen 
(i.e., functional form). Because most studies concentrate on a limited number of countries or sectors and use 
their own specific  methodology,  comparison  is difficult. This paper aims at providing a broad overview of cross- 
country and cross-sector differences in the relation between (direct) R&D and output growth, using a common 
methodology, so that comparison is easier. The functional form used is a translog production function, which 
is applied to data for 15 manufacturing sectors and 9 principal OECD countries. 
Keywords.  R&D and productivity,  JEL-codes: 030, 040, 057 
1. Introduction 
This paper is concerned with the relation between technological change and output growth. 
It tries  to establish  an  empirical relation between  technological change in the  form of 
cumulated Research and Development (R&D) expenditures  and the growth rate of value 
added. 
There are many papers in this field, both theoretical and empirical.  On the theoretical 
side, the relation between technological change and growth is prominent in both the evolu- 
tionary approaches to the economic process (e.g.,  Nelson and Winter [1982], Dosi et al. 
[1988],  Verspagen  [1992a]  and  the  so-called new  growth theory  (e.g.,  Romer  [1990], 
Grossman and Helpman [1991], an overview is in Verspagen [1992b]).  Both of these ap- 
proaches stress, although in a different way and from different starting points, the influence 
of technology as a factor related to increasing returns to scale, and being the primary source 
of economic growth in the long run. 
The contribution of technology to output or productivity growth is difficult to measure. 
For example,  there are all sorts of problems associated with R&D statistics as indicators 
of technological progress. These problems concern both the way in which R&D activities 
are defined (for example,  some aspects of the technology process are left out of it), but 
also more fundamental problems  in the measurement of the effects of technology (such 
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The aim of this paper is to apply an econometric model to estimate the contribution of 
R&D to economic growth in a broad sample of sectors and countries. An important ques- 
tion in this respect is to what extent there are differences between sectors and countries 
with regard to this contribution. Sectoral differences in the influence of R&D or (more 
general) technology are related to differences in technological opportunities and character- 
istics. In general, it is assumed that the influence of technology is largest in the scientific 
sectors, in which the application of recent technologies plays a large role. 
There seems to be more dispute in case of country-differences with regard to the in- 
fluence of R&D. Traditionally,  economists have viewed technology as a public good, available 
(in the long run) to all countries.1 Recently, however, theoretical insights  from various 
perspectives have pointed to the endogenous nature of technological change, and therefore 
have stressed the differential impact that R&D might have in different countries. One par- 
ticular school of thought that seems to stress the issue of differential impact is the work 
on national systems of innovation, which stresses the differences in institutional- and policy- 
contexts with regard to technology in different countries (for example, Lundvall [1992] 
and Nelson [1993]). 
Because of the problems associated with R&D as a measure of technology, the paper 
starts with a  section on the problems encountered when trying to measure the influence 
of technological change on growth.  This section also gives a brief overview of some of 
the themes and outcomes of the empirical literature on R&D and productivity. It concludes 
by trying to point to some gaps in the existing literature, and thus sets out the main lines 
along which the paper will be developed. 
Section 3 gives a broad overview of some main trends in the dataset that will be used. 
It provides some basic descriptive statistics on R&D-inputs, as well as a preliminary cross- 
section-country regression on the relation between R&D and productivity growth. This 
section also provides a classification of sectors into high-, medium-, and low-tech that will 
be used in the rest of the paper. 
Section 4 contains the bulk of the actual empirical analysis. It provides a flexible model 
of output growth (in the form of a translog function), and estimates its parameters from 
a dataset of 11 countries and three different sets of sectors. The results and conclusions 
are summarized in Section 5. 
2.  Issues in Assessing the Contribution of R&D to Economic Growth  2 
Griliches [1979] has outlined the main problems when trying to measure the contribution 
of R&D to economic growth in a production function framework. He makes a distinction 
into the following categories: 
1.  The measurement of output (production) is problematic, especially in the so-called high- 
technology industries,  where the influence of R&D can be expected to be highest. 
2.  Problems associated with the measurement of the so-called knowledge-stock, or research 
and development capital. 
3.  Econometric problems, for example multi-collinearity and simultaneity. R&D PRODUCTIVITY  119 
The discussion in this section will focus on Griliches' first two points, although it will 
also try to take into account some of the possible solutions (or additional problems) that 
have been suggested since his pioneering contribution.  3 
The main problems associated with the measurement of output arise from the fact that 
technological change in many cases has an influence on product quality. The production 
function approach usually only takes into account process innovations, i.e., it does not 
provide much attention to these quality changes. If product quality changes, it is likely 
that the standard (national accounting) statistics used by economists underestimate total 
output growth in terms of quality units. 
One solution to this problem has been to use so-called hedonic price indices (see,  for 
example, Griliches [ 1971]), which take into account quality changes of the underlying prod- 
ucts. These methods have mainly been applied to the cases of computers (see, for example, 
Baily and Gordon,  [1988]  for an application to the issue of productivity growth), and 
automobiles. 
The second type of problems relates to the measurement of R&D capital. One very prac- 
tical problem in this case arises from the fact that R&D, although a highly specialized activ- 
ity, makes use of the traditional factors labor and capital. This means, for example, that 
most series for labor input or gross fixed capital formation will include labor or assets used 
in the R&D process. IfR&D is included in an analysis as a separate factor, this might easily 
lead to double-counting. Schankerman [1981] provides an overview of the consequences 
of this problem in the context of production function estimates involving R&D, and comes 
to the conclusion that the estimated rate of return to R&D is biased (downwards).4  Hall 
and Mairesse [1992]  also find that adjusting for double-counting is important. 
A different (and perhaps more fundamental) problem associated with the measurement 
of R&D capital stems from the very nature of technological change. To a certain extent, 
technology has public features, i.e., its effect partly spills over to firms or institutions not 
involved in the actual creation of the knowledge (see,  for example, Arrow,  [1962]).  This 
(positive) externality of knowledge creation is very crucial in the so-called new-growth theory. 
There are many forms which these spillovers  might take. One possible form concerns 
spillovers  between different business  sectors in  the economy (for example, knowledge 
spillovers  might occur between the sectors computers and office machinery, and elec- 
tronics). 5 Another form of spillover might occur between different knowledge creating in- 
stitutions (like universities and private firms engaged in R&D). Still another form might 
occur between (the same sectors in) different countries.  6 Cohen and Levinthal [1989] have 
provided an insightful analysis which shows R&D-spillovers crucially depend on some of 
the receiving party's characteristics.  More specifically, they showed that highly R&D- 
intensive firms are also better able to assimilate spillovers.  In an international context, this 
assimilating capability might also be related to the educational quality of the (R&D-)labor 
force, and other aspects of a country's national system of innovation [Lundvall, 1992]. 
Nadiri [1993]  and Griliches [1991]  have provided overviews on the issue of measuring 
R&D-spillovers. Three different methodologies to assess the empirical impact of R&D- 
spillovers emerge from their surveys.  First, there is the case-study-approach, in which de- 
tailed data are used to measure spillovers in particular cases, such as agriculture. Griliches 
[1991] surveys these case-studies in some detail. Second, there is the econometric approach, 120  B. VERSPAGEN 
in which cost or production functions are estimated, using R&D by other firms or sectors 
as an input,  alongside own R&D.  Griliches [1979,  1991]  and Nadiri [1993] provide an 
overview of this approach. Third, spillovers might be embodied in intermediate-input flows, 
or patent-flows between sectors. Although in a  strict sense,  some of these flows do not 
constitute spillovers (they are paid for, and their value is thus assumed to become apparent 
in their price), Nadiri [1993] nevertheless discusses them under the heading of spillovers. 
Input-output and patent-flow-matrices have been used to measure these types of flows.  7 
Measuring spillovers is not easy, and most studies surveyed by Griliches and Nadiri differ 
considerably with regard to methodology, even within the three broad groups outlined. 
Nevertheless, the conclusion that spillovers are important is certainly warranted by the avail- 
able evidence. Nadiri [1993], in his  survey, reports indirect rates of return for the U.S. 
varying between 9 and 314 %.8 Thus, R&D-spillovers might well be more important than 
the direct effects of R&D. 
Still another problem relates to the heterogenous nature of R&D,  which is usually dif- 
ferentiated between basic, applied and development-related. Each of these different types 
of R&D can be expected to have its own rate of return and degree of risk.  Moreover, it 
is a well-known phenomenon that the source of financing matters. Projects financed with 
government money (subsidies) are usually considered to be more risky or less economically 
valuable than purely privately financed projects.  9 
As a final point in the discussion here, the problem of depreciation of R&D and the lag- 
structure of its effects deserves mentioning. The economic value of knowledge depreci- 
ates.10 Moreover, this economic value is likely to be realized a considerable time after the 
R&D-effort was made. The lags involved relate to time lapsing between the beginning of 
a project and its ending, between the results of the research and the embodiment of them 
into a new product or process, the introduction of an innovation and the time it becomes 
profitable, etc. It is not obvious how these phenomena should be incorporated in an econo- 
metric sense. 
Despite these problems, there is a large literature on the relation between R&D and pro- 
ductivity growth. Many of the problems have been tackled in some way or another in this 
literature, but some of them remain largely unsolved. An excellent survey of this literature 
is given by Mohnen [1992]. Some of the most important conclusions from his survey will 
be recapitulated now. An additional survey, focusing more on the firm level, is given by 
Mairesse and Sassenou  [1991]. 
First,  it seems that the conclusions on the influence of R&D on productivity depend 
to a large extent on the approach (i.e., functional form) used. Even when restricted to one 
particular type of models (factor demand models based on the duality theory), Mohnen 
[1992:  15] concludes that "It]he results seem to depend more on the underlying model 
than on the country concerned." This indicates the importance of choosing a functional 
form that is sufficiently flexible, i.e., does not impose any unnecessary conditions with 
regard to, for example, elasticities of substitution or returns to scale. 
Second, most studies find a positive influence of R&D on productivity. However, the exact 
influence is  hard to establish.  In the two tables that summarize Mohnen's survey, the 
estimated (positive) rate of returns to R&D investment vary from 3 to 274%. Rates of return 
seem to differ between sectors, more than they differ between countries. Again, this result 
seems, however, to depend on the approach chosen: "In the cross-section dimension, the REeD PRODUCTIVITY  121 
elasticities of output with respect to R&D are higher in the scientific (i.e., research inten- 
sive) sectors. (...) However, in the time-series dimension, where the elasticities tend to 
drop, there is not much difference between the two types of sectors" [Mohnen 1992:  13]. 
Third, the influence of R&D investment is indeed to some extent connected to spillovers. 
The exact influence of these spillovers seems, however, even harder to identify than the 
effect of direct R&D:  "The rates of return to indirect R&D  show a much greater [than 
direct R&D,  author] dispersion, partly due, perhaps, to the different choices of weighting 
matrices"  [Mohnen 1992:  6]. 
These results seem to indicate the need for a study that considers both the cross-section 
and cross-country dimension of the relation between R&D and productivity, using a com- 
mon methodology for all estimates, and applying a flexible approach. It is the aim of this 
paper to cover this gap. 
3.  A  First Look at the  Data 
The aim of this section is to outline the main trends in growth and R&D in the sectors 
and countries that will be considered in the next section. The sectors that will be looked 
at are the following: 11 
food products (foo); textiles and related products (tex); wooden products (woo); paper 
and printing (pap); chemicals (che); refined petroleum (pet); rubber and plastic prod- 
ucts (rub); other nonmetallic minerals (min); ferrous metals (fme); nonferrous metals 
(nme); fabricated metal products (fam); nonelectrical machinery, computers and office 
machinery (mac); electrical machinery (elm); transport equipment (tra); instruments 
(ins); other manufacturing (oth). 
For each of these sectors, data on value added, employment, investment and R&D ex- 
penditures are available. The latter two variables are used to construct stock variables, by 
means of a perpetual inventory method (see the data-appendix for details). 
Figures la and lb present data on the importance of R&D in different sectors. The numbers 
depicted are (unweighted) averages over all countries for which data is available.  Principally, 
these countries are  Canada,  Germany,  France, Japan,  Italy,  Norway,  Sweden,  United 
Kingdom and the U.S.A. However, since data can be missing for some sectors, the averages 
presented may exclude some countries. 
Figure la presents average R&D intensifies  (R&D as a percentage of value added). Overall, 
it appears that the sectors which are usually identified as high-tech appear to have the highest 
values. These sectors are machinery, instruments, chemicals, transport equipment and elec- 
trical machinery. Within four of these sectors, one can identify core-R&D areas in the form 
of 4-digit ISIC subsectors. These are pharmaceuticals (within chemicals), computers and 
office machinery (within machinery), electronic components and communication equip- 
ment (within electrical machinery), and aircraft (within transport equipment). 
Petroleum appears as a somewhat intermediate sector between the high-tech and medium- 
tech segments of the graph. Because of the highly natural resource based character of this 
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Figure la. R&D intensity  (R&D as a percent  of value added). 
of the regressions below. The medium-tech group consists of nonmetallic minerals, other 
manufacturing, ferrous and nonferrous metals, and rubber and plastic products. The other 
industries,  with R&D intensities well below 2%,  can be regarded as low-tech. 
Another feature that emerges from the graph is that in most cases, there is a distinction 
between the two periods. The first one (1973-1980) is characterized by lower R&D inten- 
sities than the second one (1981-1988). This holds for all sectors, except other manufac- 
turing,  and is in line with evidence at the aggregate level. 
The next graph, Figure lb gives an overview of the growth rates of the R&D-stock for 
each of the sectors. The presented results are again unweighted sample averages. The im- 
portance of high-tech sectors for R&D activities also comes out of the graph for the growth 
rate of the R&D stock.  As could be expected, four of the five high-tech sectors rank on 
top of the list of growth rates. Only transport equipment ranks somewhere in the middle. 
Growth rates of this variable are positive in all sectors. 
Next, consider Figure 2, which gives a cross-section-country overview of the relation 
between growth of total factor productivity growth  lz and R&D-intensity. Although there 
seems to be quite some noise in the data, there does seem to be a positive relationship 
between the two variables, indicating the impact of R&D on productivity growth. This im- 
pression is confirmed by a more formal, though simple, regression, which gives the following 
result (RDI is R&D-intensity,  TFP is total factor productivity growth): 13 
TFP  =  0.134RDI+  0.016 
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It is evident from the graph, however, that these results depend on several influential ob- 
servations. For example, if the sample is (arbitrarily) restricted to datapoints for which 
RDI  <  0.1,  the regression looks as  follows: 
TFP  =  0.524 RDI+  0.009 
(3.76)  (3.41)  R2  =  0.17. 
The regression results are indicated in the graph by the two lines (one for each sample). 
Although the coefficients in these regressions are quite significant, they are hard to accept 
as the final piece of evidence for a positive relation between R&D and productivity growth. 
In a more sophisticated analysis one would like to take into account the time dimension 
in a more adequate way (e.g., the choice of 1980 for the measurement year of RDI is arbi- 
trary), and one would like to account for sector and country-effects in a better way.  14 This 
is exactly the aim of the following section, where a more formal production function frame- 
work will be applied in the estimations. 
4.  Production Function Estimates 
The formal approach to measuring the contribution of R&D to productivity growth that 
will be applied here is taken from Nadiri and Prucha [1992]. In the present context, this 
approach overlooks many of the problems with regard to measurement discussed above. 
The only justification provided for this is the argument that the available dataset simply 
does not support many of the sophisticated solutions that have been suggested. For exam- 
ple, no systematic indication is available on the distinction between basic,  applied and 
development-oriented parts of R&D,  or about government financing. Naturally, this will 
have an effect on the outcomes of the estimations.  The general cross-country nature of 
the dataset, and the comparability of the sectoral results for the major OECD countries, 
however, seem to provide an interest for the analysis, despite its unsatisfactory nature in 
many other aspects. 
The model consists of a translog production function along with its first order condi- 
tions in a maximization-context.15 The reason for adopting this model instead of a simpler 
one (like a Cobb-Douglas) lies in the ambition to use one functional form for a large range 
of countries and sectors. Given the finding of Mohnen [1992] that the functional form deter- 
mines to a large extent the results, not applying any firm restrictions in this respect seems 
to be of uttermost importance. 16 Given the large number of parameters to be estimated 
in this approach, no attempt to include foreign R&D or R&D carried out in other sectors 
will be made. Thus, any effects related to spillovers of this type will not be included in 
the model otherwise than by the time variable in the translog function. This clearly limits 
the scope of the paper to assessing  the influence of direct R&D. 
An attempt, however, will be made to correct for double-counting of R&D (see above). 
The way in which this is done is described below. No attempts have been made to estimate 
the differential impact of basic vs. applied vs. development-R&D, or the source of financ- 
ing.  In this  respect,  it does not seem too unreasonable to  assume that these country- 
differences will in some way be represented by differences in the estimated output-elasticities R&D PRODUCTIVITY  125 
of R&D. The problem with regard to depreciation and time-lags has been captured by the 
construction of the R&D-stock as a perpetual inventory, a highly pragmatic procedure that 
is by now quite common in this field (see for example, Griliches,  [1990]). 
Thus, the model used is specified as follows.  Denote output, labor, the capital stock, 
and the R&D stock by Q, L, K, R, respectively. T will denote a time trend, related to all 
sorts of disembodied technological change. A subscript t denotes time. The function looks 
as follows 
lnat  -~  ce  o  +  ~Llnit  +  aKlnKt  +  OtRlnR t  +  OtTTt + 
1 c~rL(lnLt)  2 +  o~LKlnLtlnKt  +  e~lnLtlnR t  +  C~LTlnLtTt  + 
2 
1  aKK(lnKt)2  +  aKRlnKtlnR  t  +  CexvlnKtTt  + 
2 
_  1 
10tRR(lnRt)  2  +  oZRrlnRtT~ +  2  CeTTT2" 
2  (1) 
The o~'s are parameters to be estimated later on.  Denoting the (rental)  price of factor I 
by Pz and the price of output by P,  Shephard's lemma gives expressions for the factor 
shares. 17 
PLtLt 
PtQt  -  ~  +  aLrlnLt  +  OZLKlnKt +  eLLRlrlRt +  ~LTTt  (2) 
PtQt  -  O~K  +  c~rKlnLt  +  OLKKlnKt +  OtKRlrlRt +  CeKTTt  (3) 
PRtRt 
PtQt  -  al~  +  o~z~lnLt  +  o~lnKt  +  aRelnR t  +  o~RzTt.  (4) 
The greater flexibility of the translog function only comes at the expense of a relatively 
large number of parameters to be estimated, in this case 15. Moreover, the value of the 
parameters themselves are not very interesting from a theoretical point of view. Instead, 
it is more useful to look at the elasticity of output with respect to each of the factors. This 
quantity (denoted egj,  where the subscript I  stands for L, K, R, or 7) can be obtained 
by differentiating the production function (1) with respect to each of the separate factors, 
which, for factors L, K and T yields expressions (2)-(4), and a similar expression for T. 
The rate of return (or marginal productivity) to physical- and R&D-capital, which will 
also be reported, can be calculated by dividing through eQK and eQR by the ratios K/Q and 
R/Q,  respectively. 
Using the data from the previous section, equations (1)-(4) are estimated by 3SLS, using 
lagged (once and twice) values of the variables (including prices, but not factor shares) 
as instruments.  Because there are 15 datapoints for each sector at the most, and 15 parameters 
have to be estimated, some kind of pooling will have to be applied. Along the lines sketched 126  B. VERSPAGEN 
above, pooling will be done over sectors, splitting the total sample into three different groups: 
high-tech, medium-tech and low-tech sectors. 18 A fixed-effect sector dummy is included 
in order to account for different intercepts of the production function between sectors within 
the same panel. 19 
In order to illustrate the effects of double counting on the estimates of the impact of 
R&D on productivity, and the estimated rates of return to R&D and capital, two different 
sets of time series are used in the regressions.  One consists of the original time series, 
i.e., with R&D-labor input included in the sector's employment used for production, R&D- 
capital outlays included in the series used to calculate the capital stock, and R&D wage 
costs included in the wage bill used to calculate the price of labor. 
The other set includes time series which are corrected for this double counting in an 
(admittedly) crude way. The procedure that was used to make the corrections is the follow- 
ing. For each country, aggregate statistics on the share of capital outlays in total business 
R&D expenditures are available. It is assumed that the complement of this share consists 
of wage costs. The aggregate R&D labor force in the business sector is also available.  Then, 
it is assumed that the composition of R&D outlays is similar across sectors (an assumption 
necessary because sectoral data on the composition are not available on a large enough 
scale), and also that wage costs per R&D-worker are equal across sectors. Thus, the assumed 
gross fixed capital formation, employment and wages attributed to R&D can be calculated, 
and subtracted from the total series for these variables, to arrive at the assumed inputs 
into the non-R&D part of the sector. 
Because of space considerations, the regression results will in first instance be limited 
to reporting the calculated output elasticities and their standard errors. The elasticities are 
obtained by substituting the sample means of the independent variables in the definitions 
for the elasticities, and the standard errors are calculated using the variance-covariance 
matrix of the parameter estimates  obtained in the 3SLS procedure.  In each case,  two 
estimates will be reported, for corrected and uncorrected data. 
The results for the high-tech sectors are documented in Table 1. 20 In general, the results 
indicate that R&D,  as well as the more traditional production factors labor and capital, 
are highly significant in explaining the growth rate of output. This holds for all countries 
in the table, except for the case of R&D for Canada. The time trend is significant for Japan, 
the UK and Germany only (in the latter case, the trend is negative, but hardly significant). 
Leaving out the time trend does not change the results drastically.  21 
The signs of the elasticities found are generally as expected (all positive), with the ex- 
ception of many of the time-trend related elasticities. Some of the latter have rather large 
negative values (USA, Canada), which is hard to explain. 22 The orders of magnitude are 
also as expected, with high values for labor, lower for capital, and still somewhat lower 
for R&D. Most of the estimated elasticities are significant at reasonable confidence-levels, 
with t-values well above two. 
With respect to R&D, the general finding is that it is important in these high-tech sectors. 
It is notable that although there are small differences between the corrected and uncor- 
rected estimates, these differences are not significant at any reasonable significance levels 
(as can be seen by comparing the differences with the standard errors implicit in the t-values). 
In all but one case, the value of the estimated R&D-elasticity is indeed somewhat larger 
in case of corrected data, and the capital-elasticities are all lower in case of corrected data. R&D PRODUCTIVITY  127 
Table  1.  Estimated output elasticities in the high-tech sectors (machinery, transport equipment, instruments, 
chemicals),  1973-1988.* 
L  K  R  T  eg  -  eK** 
Country  (1)  (2)  (1)  (2)  (I)  (2)  (1)  (2)  (1)  (2)  n*** 
USA  0.756  0.757  0.130  0.110  0.170  0.171  -0.t47  -0.293  0.040  0.060  70 
(44.8)  (45.4)  (3.09)  (2.39)  (3.22)  (3.08)  (2.66)  (4.46)  (0.48)  (0.71) 
JPN  0.548  0.547  0.135  0.123  0.083  0.084  0.014  0.02l  -0.052  -0.039  56 
(86.8)  (85.5)  (5.08)  (4.23)  (2.73)  (2.52)  (1.t5)  (1.65)  (0.94)  (0.65) 
GER  0.752  0.751  0.142  0.134  0.079  0.079  -0.029  -0.044  -0.063  -0.055  49 
(35.7)  (31.3)  (4,10)  (3.42)  (3.45)  (3.18)  (1.04)  (1.33)  (1.13)  (0.89) 
UK  0.820  0.820  0.190  0.179  0.109  0.109  -0.059  -0.158  -0.082  -0.070  56 
(60.2)  (59.9)  (3.21)  (3.00)  (2.31)  (2.31)  (1.47)  (3.18)  (0.81)  (0.70) 
CAN  0.671  0.672  0.047  0.043  0.050  0.057  -0.174  -0.006  0.004  0,014  56 
(85.2)  (110.9)  (1.00)  (0.88)  (0.96)  (0.78)  (3.31)  (0.31)  (0.07)  (0.25) 
NOR  0.763  0.763  0.219  0.212  0.077  0.073  0.018  0.011  -0.142  -0.138  55 
(15.3)  (14.7)  (2.39)  (2.28)  (0.91)  (0.85)  (1.16)  (0.61)  (0.88)  (0.85) 
*Subsector-specific  dummy intercepts  included  in the regression.  Numbers between brackets are absolute t-values. 
Columns labeled (l): data not corrected for double-counting; columns labeled (2): data corrected for double counting. 
**Elasticity of R capital minus  elasticity  of K. 
***Number of observations  in the regressions. 
The reported R&D-elasticities are different between countries, although the differences 
are in most cases not significant. In a t-test, only the differences between the United States 
and Germany and between the United States and Canada yield (absolute) values above 1.5 
(1.58  and  1.62,  respectively,  which  point  to  low  significance  levels)] 3 The  estimated 
elasticity for R&D is highest in the  United States,  than the  United Kingdom, Japan and 
Germany. Overall, the values of the elasticities are clearly higher than in the ones for the 
aggregate level found in Nadiri and Prucha [1992]. They find elasticities between 2 and 3 %. 
With respect to the differences of elasticities for R and K, the table shows that in most 
cases,  the output elasticity of capital is higher than  for R&D.  The USA and  Canada are 
the exceptions to this finding.  However, the reported differences are not significant for any 
country,  with all  t-values well below one. 
The same regressions were carried out for the medium-tech sectors. The output elasticities 
and their estimated standard errors are in Table 2. In general, the results are similar, i.e., 
positive and significant elasticities, except for the case of R&D, where elasticities are lower 
and no longer significant in most cases. Italy stands out with a negative (although insignifi- 
cant) value.  Although the hypothesis of a significant positive influence on R&D in these 
sectors has to be rejected on the basis of the results, the fact that almost all R&D-elasticities 
are positive might be indicative of an R&D-effect, which is, however, so small as to not 
yield significant estimates for the elasticities. Again, the differences between corrected and 
uncorrected data are small and not significant by any standards.  Country-differences are 
also small and not significant,  but in  this case the elasticity of K  is significantly higher 128  B.  VERSPAGEN 
Table 2, Estimated output elasticities in the medium-tech sectors nonmetallic, minerals, rubber and plastic prod- 
ucts, basic metals, other manufacturing),  1973-1988.* 
L  K  R  T  e R  -  eK** 
Country  (1)  (2)  (1)  (2)  (1)  (2)  (1)  (2)  (1)  (2)  n*** 
USA  0.753  0.753  0.163  0.159  0.019  0.019  0.003  -0.001  -0.143  -0.140  70 
(31.6)  (31.6)  (5.80)  (5.66)  (0.37)  (0.35)  (0.27)  (0.07)  (2.10)  (2.03) 
JPN  0.474  0.474  0.173  0.169  0.037  0.038  0.079  0.079  -0.136  -0.131  70 
(58.8)  (58.2)  (10.7)  (10.3)  (1.27)  (1.26)  (3.23)  (3.27)  (3.04)  (2.87) 
GER  0.723  0.723  0.173  0,171  0.021  0.021  0.059  0.059  -0.152  -0.150  70 
(29.0)  (29.0)  (2.38)  (2.34)  (0.40)  (0.40)  (4.16)  (4.17)  (1.27)  (1.25) 
UK  0.876  0.876  0.262  0.260  0.023  0.023  0.038  0.038  -0.239  -0.237  70 
(33.0)  (32.7)  (9.84)  (9.76)  (0.81)  (0.80)  (8.23)  (8.11)  (4.56)  (4.49) 
ITA  0.624  0.625  0.320  0.319  -0.024  -0.024  -0.091  -0.091  0.345  0.343  68 
(11.9)  (11.9)  (3.37)  (3.35)  (0.29)  (0.30)  (3.39)  (3.43)  (2.54)  (2.53) 
BEL  0.881  0.881  0.259  0.257  0.012  0.011  0.061  0.061  -0.247  -0.246  62 
(36.7)  (36.6)  (4.28)  (4.21)  (0.13)  (0.12)  (4.48)  (4.35)  (1.80)  (1.78) 
DNK  0.696  0.696  0.196  0.192  0.041  0.041  -0.028  -0.047  -0.154  -0.151  42 
(14.5)  (14.2)  (2.13)  (2.20)  (0.48)  (0.48)  (0.79)  (1.22)  (1.62)  (1.72) 
FRA  0.701  0.701  0.343  0.341  0.028  0.028  0.023  0.024  -0.315  -0.313  48 
(43.3)  (43.8)  (9.98)  (9.98)  (1.20)  (1.20)  (4.58)  (4.74)  (16.1)  (16.4) 
SWE  1.146  1.146  0.260  0.255  0.040  0.040  0.025  0.025  -0.220  -0.215  70 
(47.2)  (47.2)  (7.07)  (6.85)  (0.79)  (0.80)  (2.98)  (2.92)  (2.69)  (2.59) 
CAN  0.715  0.715  0.095  0.093  0.0003  0.0005  -0.751  -0.777  -0.092  -0.094  70 
(79.5)  (77.9)  (1.75)  (1.72)  (0.01)  (0.01)  (10.8)  (11.3)  (1.15)  (1.17) 
NOR  0.702  0.702  0.260  0.257  0.025  0.026  0.009  0.009  -0.235  -0.232  70 
(23.7)  (23.1)  (4.57)  (4.52)  (0.74)  (0.75)  (1.12)  (1.07)  (2.68)  (2.66) 
*Subsector-specific  dummy intercepts  included  in the regression.  Numbers between brackets are absolute t-values. 
Columns labeled (1): data not corrected for double-counting; columns labeled (2): data corrected for double counting. 
**Elasticity of R capital minus  elasticity  of K. 
***Number of observations  in the regressions. 
than the one for R  in almost all cases (Canada,  and to a lesser extent,  Denmark,  are the 
exceptions).  With regard to the other factors,  it seems like the elasticities  for capital are 
somewhat higher  overall in  this  group  of sectors  (relative to Table  1). 
Finally, Table 3  gives the estimations for the low-tech sectors.  The results with regard 
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Table 3.  Estimated output elasticities in the low-tech sectors (food products, textiles, wooden products, paper 
and printing, fabricated meN),  1973-1988.* 
L  K  R  T  e  R  -  eK** 
Country  (l)  (2)  (1)  (2)  (1)  (2)  (1)  (2)  (1)  (2)  n*** 
USA  0.676  0.676  0.112  0.111  0.009  0,009  -0.032  -0,039  -0,103  -0.102  70 
(49.5)  (48.8)  (2.68)  (2.64)  (0.43)  (0.43)  (1.11)  (1.31)  (1.72)  (1.70) 
JPN  0.564  0.564  0.121  0.119  0.005  0.005  -0,008  -0.010  -0.116  -0.114  70 
(77.2)  (76.0)  (3.24)  (3.16)  (0.16)  (0.16)  (0.28)  (0.35)  (1.73)  (l.69) 
GER  0.664  0.664  0,145  0.145  0.001  0.001  0.008  0.002  -0.144  -0.144  70 
(20.9)  (20.7)  (2.67)  (2.65)  (0.03)  (0.03)  (0.53)  (0,14)  (1.61)  (1.59) 
UK  0.743  0.743  0.135  0.134  0.018  0.018  0.034  0.034  -0.117  -0. t 16  70 
(45.3)  (45.0)  (2.87)  (2.82)  (0.60)  (0.60)  (7.99)  (7.95)  (1.55)  (1.53) 
ITA  0.542  0.543  0.208  0.208  0.001  0.001  -0.007  -0.007  -0.206  -0.206  63 
(12.6)  (12.6)  (2.41)  (2.41)  (0.09)  (0.09)  (0.43)  (0.43)  (2.07)  (2.06) 
BEL  0.677  0.677  0.162  0.161  0.003  0.003  -0.059  -0.072  -0.159  -0.158  62 
(21.7)  (21.8)  (2.79)  (2.78)  (0.07)  (0.06)  (2.39)  (2.78)  (2.02)  (2.02) 
DNK  0.739  0.739  0,197  0.196  -0.0005  -0.001  0.017  0.017  -0.197  -0.197  70 
(32,3)  (38,5)  (2.84)  (2.83)  (0.01)  (0.02)  (1.35)  (1.29)  (2.00)  (1.99) 
FRA  0.676  0.676  0.183  0,183  0,007  0.007  -0.003  -0,003  -0.176  -0.175  70 
(23.5)  (23.4)  (3.81)  (3.79)  (023)  (0.23)  (0.45)  (0.44)  (2.28)  (2.27) 
SWE  0.700  0.700  0.206  0.204  0.012  0.012  -0.266  -0.286  -0,194  -0.192  70 
(21.2)  (21.6)  (3.03)  (3.02)  (0.28)  (0.29)  (7.31)  (7.64)  (1.99)  (I .98) 
CAN  0,696  0.696  0.059  0.058  0.003  0.003  -0.019  -0.019  -0.057  0.056  70 
(48.4)  (48.3)  (1.16)  (1.14)  (0.07)  (0.08)  (1.35)  (1.35)  (0.70)  (0.68) 
NOR  0.782  0.781  0,221  0.220  0.008  0.008  0.014  0.014  -0,213  -0.213  70 
(28.7)  (28.6)  (5.00)  (4.98)  (0.22)  (0.22)  (1.52)  (1.51)  (2.90)  (2.89) 
*Subsector-specific  dummy intercepts included in the regression. Numbers between brackets are absolute t-values. 
Columns labeled (1): data not corrected for double-counting; columns labeled (2): data corrected for double counting. 
**Elasticity of R capital minus  elasticity  of K. 
***Number of observations  in the regressions, 
positive values within the limits of reasonable values. R&D is mostly positive again, but 
now much smaller than in any of the other two sector-groups. However, the difference be- 
tween the elasticities for K and R is only weakly significant in most cases, indicating the 
lower values for K in this group of sectors. For the time trend, there are again four coun- 
tries with a  significant result.  For two of these countries (Japan and Canada),  relatively 
large negative coefficients arise, a result without a clear economic interpretation. The other 
two countries (the UK and Italy) have reasonably positive time trends. 
Tables 1-3 reported estimated output-elasticities. From an economic viewpoint, however, 
the rates of return to the factors are also interesting.  These can be obtained by dividing 
the output elasticities through by the factor-output ratio. Table 4  gives the results of this 
exercise with respect to the two forms of capital in the model:  K (physical capital) and 
R (R&D- or knowledge capital).  The expectation for the values of these rates of return 130  B. VERSPAGEN 
Table  4.  Estimated rates of return* to K and R  ("corrected model"). 
High-Tech  Medium-Tech  Low-Tech 
Country  K  R  r R  -  rK**  K  R  r R  -  rK**  K  R  rl~  -  rK** 
USA  0,143  0.227  0.084 (0.74)  0.169  0.138  -0.031  (0.08)  0.151  0,247  0.096 (0.15) 
JPN  0,159  0.213  0.054 (0.46)  0.173  0.255  0.082 (0.37)  0.160  0.124  -0.036 (0.04) 
GER  0.149  0.232  0.083  (0.74)  0.158  0.360  0.202  (0.22)  0.144  0.052  -0.092 (0.05) 
FRA  na  na  na  0.156  0.228  0.072  (0.40)  0.148  0.363  0,215  (0.14) 
UK  0.162  0,222  0.059 (0.42)  0.194  0.224  0.030  (0.10)  0.129  0.524  0.395  (0.43) 
ITA  na  na  na  0.154  -0.737  -0.891  (0.36)  0.142  0.269  0.128  (0.04) 
BEL  na  na  na  0.181  0.076  -0,105  (0.16)  0.147  0.061  -0.086 (0.09) 
DNK  na  na  na  0.172  0.262  0.090  (0.18)  0.170  -0.031  -0.201  (0.10) 
NOR  0.188  0.222  0.034 (0.11)  0.183  0,254  0.071  (0.19)  0.148  0.174  0.027 (0.03) 
SWE  na  na  na  0.155  0.230  0.075  (0.24)  0.138  0,185  0.047 (0.07) 
CAN  0.155  0.241  0,086 (0.36)  0.190  0.010  -0.183 (0.18)  0.160  0.129  -0.031  (0.02) 
*t-values for columns K and R are the same as for the underlying output-elasticities in Tables 1-3, because 
the rate of return is equal to the elasticity divided by the factor output ratio (which is taken as nonstochastic). 
**Rate of return on R  minus rate of return on K. 
would be that within a sector, the rate of return to R is higher than the one for K (R&D 
gets paid a higher rate because of the associated risk). Across sectors, a worldview in 
which there are no barriers to entry would produce the expectation that the rates of return 
to one factor are equal, whereas inequalities might arise because barriers to entry exist. 
National institutional differences in combination with (international) barriers to entry might 
lead to the expectation of international differences in rates of return (as in the national 
systems approach pointed to above). 
Table 4  shows that the first of these expectations (rates of return to R higher than to 
K) is confirmed in most cases. In the high-tech sectors, this is true for all countries in 
the estimation, whereas in the medium-tech sectors, there are four (out of 11 cases) ex- 
ceptions, and in the low-tech sectors, there are five (out of 11) exceptions. Although the 
differences in rates of return on K and R have the expected sign, none of them is actually 
significantly different from zero, as indicated by the t-values in the table. One also has 
to keep in mind that for the two latter categories, the estimated rates  of return (as the 
associated output-elasticities) for R are usually not significant. Overall, rates of return to 
K attain (plausible) values around 0.15-0.20, whereas rates of return to R range from 0.22 
to 0.52 (excluding the negative values). With regard to R&D, these values for the rate of 
return are in broad accordance with the ones reported in the surveys by Mohnen [1992] 
and Mairesse and Sassenou [1991] (although they report a wide range of rates of return, 
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With respect to inter-country differences, to be expected on the basis of the insight on 
national systems of innovations, these seem to be virtually absent in the case of high-tech 
sectors. The argument about similarities between output-elasticities in these sectors (and 
the t-tests used to test this) can be repeated for the present case. In other sectors, the rates 
of return to R seem to be somewhat more disperse between countries.  However, not too 
much significance should be attributed to these results, given the apparently large noise 
that is included in them. 
5.  Conclusion 
This paper has  investigated  the  role of R&D  in productivity increases over the period 
1973-1988.  In a first description of the data, a clear trichotomy between sectors emerged. 
The first group of sectors, the so-called high-tech sectors (machinery, chemicals, transport 
equipment and instruments), is characterized by a high ratio of R&D to value added, and 
high growth  rates for the  stock of knowledge inputs.  The  second group of sectors,  the 
medium-tech sectors (nonmetallic minerals, basic metals, rubber and plastic products, other 
manufacturing) are characterized by average R&D to value added ratios. The low-tech sec- 
tors (food products, textiles, wood, paper and printing, and fabricated metal) generally display 
low R&D-intensity. 
A broad survey of the empirical literature on R&D and productivity showed that there 
is a  need for a  study that looks at the relationship between R&D and productivity in a 
broad sample of sectors and countries. Most existing studies are specific to one combina- 
tion of sector, country and methodology. The survey also showed there are many (measure- 
ment) problems in this area, many of which could not be solved in a satisfactory way in 
the context of the rest of the paper. Other issues, however, are picked up in the remainder 
of the paper,  and their  implications are actually tested. 
The second part of this paper applied a translog production framework to sectoral data 
for 11 OECD countries (Belgium, Denmark, Canada, Germaw, France, Japan, Italy, Nor- 
way, Sweden, United Kingdom and the USA). For each of these countries, one set of equa- 
tions was estimated for three pooled samples of five sectors, along the lines of the classifica- 
tion of high-, and medium-, and low-tech sectors introduced in the first part. The produc- 
tion function used has three inputs: labor, capital and the knowledge stock (cumulated R&D). 
Additionally,  a time trend  was included  to capture the effects of disembodied technical 
change. This approach only looks at own (country) R&D, and does not include R&D from 
other sectors or countries. The equations were estimated for two cases: one in which, ac- 
cording to the way in which R&D statistics are traditionally presented,  R&D was double 
counted,  i.e.,  R&D-employment and  -capital expenditures  are included  also in,  respec- 
tively, labor and capital-stock (the other factors in the production function);  and one for 
which  a  correction for this double-counting was attempted. 
There are three major findings that come out of the estimations. First, the influence of 
R&D on output (as estimated by the output-elasticity of the R&D-stock),  is only signifi- 
cant in the high-tech sectors. In the cases of the medium-tech and low-tech sectors, most 
estimated elasticities are positive, but their standard errors are too large to produce confi- 
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firm-level. For example, Griliches and Mairesse [ 1984] find that R&D-elasticities of out- 
put vary considerably between firms in the scientific and other sectors, and Cuneo and 
Mairesse [1984] find slightly higher output-elasticities for scientific firms (see also Mairesse 
and Sassenou [1991], for an overview of firm-level studies). 
Second, the bias due to double-counting of R&D does not seem to be large. The estima- 
tion results between corrected and uncorrected data do not differ to a great extent. In most 
cases,  the apparent bias  in the uncorrected data  does have the direction predicted by 
Schankerman [1981], but the differences between the two estimates are only minor. This 
seems to be in contrast to results obtained by Schankerman [1981] or Hall and Mairesse 
[1992]. A good explanation for this contrast remains to be found in future research, but 
obvious candidates for the explanation are differences in functional form and aggregation 
level (macro vs.  sector vs.  firm). 
Third, in as far as significant rates of return to R&D could be estimated (i.e., mainly for 
the high-tech sectors); the results seem to indicate that the pay-off to R&D is consistently 
higher than the pay-off to physical capital (risk-markup),  although the difference is not 
significant, indicating that the risk-premium is small relative to the noise in the data. Rates 
of return to R&D do not vary significantly among countries. The higher rate of return of 
R&D relative to capital is consistent with a priori expectations (and previous results from 
similar studies, see Mohnen [1992], Mairesse and Sassenou, [1991]), while international 
differences in R&D-returns would be consistent with the idea that national systems of in- 
novation are important. 24 
Appendix.  A Description  of the Data and its Sources 
Source for all the data on values, as well as employment, is OECD. Stocks of R&D and 
investment in  fixed capital are constructed using  a  perpetual inventory method,  with 
depreciation rates of 0.1 in the case of fixed capital and 0.15 in the case of R&D. Initial 
stocks are calculated as the value of investment of next year, divided by the depreciation 
rate plus an assumed growth rate of 0.05. 
Sources for price data are as follows. Producer prices which are used to deflate value 
added are taken from UNIDO. The price index for investment is assumed to be equal across 
sectors, but not countries, and is taken from the Penn World Tables (mark 5). R&D expen- 
ditures are deflated by the GDP price deflator, which is taken from the same source. Ren- 
tal prices for R&D and fixed capital are assumed to be equal to this price index multiplied 
by the respective depreciation rate plus an interest rate equal to 0.05 (as in Nadiri and 
Prucha,  [1993]). 
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Notes 
1. The traditional Solow-growth model, for example, predicts convergence of per capita income across coun- 
tries, as countries converge to the same point on the production function. 
2.  Section-title after Griliches [1979]. 
3.  The last point, which is mainly related to the need for a simultaneous model, is implicitly addressed in the 
empirical part of the paper. 
4.  He applies a  one-equation Cobb-Douglas framework. 
5.  This of course introduces another difficult debate: on how to define sectors. The present paper sticks to the 
highly pragmatic statistical classifications used widely in applied economics. 
6.  Here, the presence of multinational companies carrying out R&D and production in different places has a 
large influence. Trade (in technology inputs) is also important (see Coe and Helpman, [1993]). 
7.  The work by Scherer [1982a,  1982b]  is the main source of inspiration for many studies in this vein. 
8.  Most studies on the industry level report rates of returnbetween 20-110 %. 
9.  Mohnen [1992]  provides an overview of studies finding differences in rates of return between privately and 
publicly financed R&D.  Most studies find a  lower rate of return for publicly financed R&D. 
10.  There is, however, an important distinction between private and social depreciation, because of the presence 
of spillovers as discussed above. This distinction will not be pursued here, but Griliches [1979]  gives a good 
summary of the arguments. 
11. Abbreviations between brackets will be used in the graphs below. 
12.  Defined as the growth rate of output minus the growth of labor input (weighted by the wage share in value 
added) minus the growth rate of the capital stock (weighted by the complement of  the wage share in value added). 
13.  t-values (based upon a heteroscedastic-consistent  covariance matrix) between brackets, R 2 values are adjusted 
for degrees of freedom. 
14.  Note that this is not easy to do by means of dummy variables in a cross-section-country framework as above, 
because of the limited number of degrees of freedom that will be left. 
15.  This is still another part of the analysis that is subject to critique. Some authors (for example, [Dosi, 1988]) 
have argued that maximization is not a very useful concept in the context of innovation, due to the inherently 
risky nature of the R&D-process. Different varieties of this argument exist, ranging from a complete refuta- 
tion of the full rationality principle, to maximization with risk-premiums. 
16. As a controlling exercise, the data were also used to estimate a number of Cobb-Douglas related functions 
(under varying assumptions with regard to scale economies). These all consisted of one equation-models, 
estimated in log-levels. The results of these exercises are not documented for reason of space considerations, 
but are available on request. The results, for all the factors, were very mixed, and no systematic pattern with 
a useful economic interpretation could be detected in the results. 
17.  Note that this approach is essentially an equilibrium approach, in which all factors, including R&D, are paid 
their marginal returns. In various parts of the literature (e.g., Nelson and Winter, [1982],  new growth theory), 
it has been pointed out that this is not a very useful approach, because R&D is probably related to market 
power, and can therefore be expected to be paid more than its marginal returns. (In fact, this is the underlying 
assumption in many new growth models, such as Romer, [1990]). In the present context, estimations have 
been carried out in which a fixed (multiplicative) mark-up-above-marginal-returns was added to the price 
of R in equation (4). The estimation results for t,his equation, however, were very difficult to interpret (output- 
elasticities became insignificant, highly variable, and more often than not insignificant). These results are 
not documented, but available on request. The issue is left out of the subsequent analysis, as many of the 
other points raised above. 
18.  The classification of sectors into high-, medium- and low-tech is, admittedly, an arbitrar r procedure. Within 
OECD, there is a current discussion on how to actually do this. The most common approaches use R&D- 
intensity to classify, as is done here. The problem with this approach, however, is that in many cases, especially 
in relatively aggregated sectors, R&D-intensity differs considerably between intra-sector products. For ex- 
ample, within electrical mactainery (as it is being used here), R&D-intensity is likely to differ between lightbulbs 
and the Intel Pentium chip (which are both included). Although theoretical approaches to this problem might 
be developed, practical application of these will (in the near future) be severely limited by the actual availability 
of data. The problem is somewhat different, and perhaps easier, in case of classifications used for foreign 
trade statistics (such as SITC),  which are based upon products, rather than activities. 
19.  In fact, estimations without these dummy-variables yielded comparable results. These are available on request. 134  B. VERSPAGEN 
20. The number of observations differs  among regressions  because of missing values in the data. 
21. Results  not documented, but available on request. 
22. Note that the period of estimation includes  the period of slow productivity  growth in the 1970s which was 
especially  apparent in the United States. 
23. In this t-test, the covariance between the two estimated parameters is set to zero, so that the variance of the 
difference is set equal to the sum of the variances of the two separate parameters.  The difference between 
the United States and Japan yields a t-value of 1.43,  all other combinations yield values  well below  one. 
All reported values  relate to the uncorrected data,  but results are similar for corrected data. 
24. Most scholars in this field, however, would not accept models as the present one as useful tests of their 
hypotheses,  because they do not explicitly take into account many of the variables considered to be important 
(e.g.,  institutions). 
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