Given the increasing number of devices that is going to get connected to wireless networks with the advent of Internet of Things, spectrum scarcity will present a major challenge. Application of opportunistic spectrum access mechanisms to IoT networks will become increasingly important to solve this. In this paper, we present a cognitive radio network architecture which uses multi-stage online learning techniques for spectrum assignment to devices, with the aim of improving the throughput and energy efficiency of the IoT devices. In the first stage, we use an AI technique to learn the quality of a user-channel pairing. The next stage utilizes a non-parametric Bayesian learning algorithm to estimate the Primary User OFF time in each channel. The third stage augments the Bayesian learner with implicit exploration to accelerate the learning procedure. The proposed method leads to significant improvement in throughput and energy efficiency of the IoT devices while keeping the interference to the primary users minimal. We provide comprehensive empirical validation of the method with other learning based approaches.
I. INTRODUCTION
With the rise of Internet of Things (IoT), more and more devices are going to get connected to the network and most of them are going to rely on wireless solutions to enable connectivity [1] .
With large number of devices sharing the same physical location trying to access the network over wireless channels, we need intelligent ways of reusing the available spectrum resources to
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cater to their needs. Cognitive Radio (CR) is now viewed as a potential solution to the problem of increasing spectrum scarcity [2] - [4] . By enabling the co-existence of licensed and unlicensed users in a spectrum band, CR aims to improve the overall spectrum utilization in a wireless environment where spectrum resources are scarce [5] - [8] . The unlicensed users, commonly referred as Secondary Users (SUs), leverage holes available in the licensed spectrum, which are the result of spectrum under-utilization by Primary Users (PUs), to transmit their data. Since
PUs have exclusive right to access the allocated spectrum band, SUs are required to maintain a low interference profile with these PUs during opportunistic spectrum access. This requires the SUs to sense the channel for presence of PU traffic whenever it wants to transmit. Each sensing operation comes with an associated cost of both energy and time spent on sensing the channels. In an IoT ecosystem, most of the devices are going to be either battery powered or rely on energy harvesting for power requirements. In such an energy budgeted scenario, there is need for smart spectrum sensing algorithms which can reduce the time spent by an IoT node on sensing the channels and thereby increase the throughput and energy efficiency [9] . Recently, there has been an increasing interest in utilizing CRN concepts for IoT systems. Authors of [10] consider the problem of reducing the overhead of spectrum sensing and derive optimal set of parameters for maximizing throughput in an IoT scenario. The work in [11] proposes a two step co-operative spectrum sensing method which increases the global accuracy of sensing and improves the energy efficiency of the SUs.
In this paper, we focus on an IoT network architecture which includes a central node and a number of IoT devices and we assume a Cognitive Radio Network (CRN) for the system. The
IoT devices are assumed to be the SUs in the system and rely on opportunistic spectrum access for data transmission.
Multiple approaches have been proposed for reducing the time spent by SUs on sensing the channels. Two popular approaches available in the literature are to optimize (a) Channel Selection: rank the channels in an order such that the probability of finding a free channel with reduced number of sensing is high [12] - [14] and (b) Optimize inter-sensing interval: calculate inter-sensing interval for each of the channels based on the available PU traffic statistics and sense at these intervals instead of sensing the channel at the start of every transmission [15] - [17] .
The channel selection problem in CRNs has been widely studied by formalizing it as a Reinforcement Learning (RL) problem. This includes posing it as a Multi-Armed Bandit (MAB) problem [18] - [21] , applying Q-Learning [22] , [23] etc. Another popular approach followed for channel selection in CRN is combinatorial bandits [24] , [25] where each combination of channel allocation is seen as an action. In [26] , a comparison study of different MAB algorithms is presented in the context of spectrum access in IoT networks. Empirical results show that application of MAB algorithms to IoT networks is able to improve the successful transmission probabilities even in the case of dynamically changing channel conditions. However all these works assume that the channel has to be sensed every frame before data transmission. These methods do not leverage the fact that there are multiple SUs and the system can learn about the PU traffic by combining the sensing information from all the SUs and exploit the learned information to optimize the inter-sensing interval across on each channel.
Another approach to optimize the spectrum allocation problem is by the application of traditional Artificial Intelligence(AI) techniques. Evolutionary algorithms [27] like Genetic Algorithms(GA) [28] , Particle Swarm Optimization(PSO) [29] , Gravitational Search(GS) [30] etc., have been shown to provide promising solutions to the problem. These algorithms are required to calculate the quality of a resultant channel assignment configuration (fitness) from the observations and the assumption is that the data for calculating the value of fitness is available to the algorithm. However, in this problem, we are given neither the PU traffic characteristics nor the SNR values at SUs. This make it difficult to directly apply evolutionary algorithms to our setting. But, as we show later in the paper, we could use the concepts these techniques to design algorithms such that the estimation of data for fitness calculation is run simultaneously with the evolutionary algorithms to find improved spectrum allocation strategies. However, the AI technique by itself does not optimize the inter-sensing interval.
An approach to reduce the number of sensing required by the SUs and improve the system throughput is to try to optimize the inter-sensing interval by estimating the idle period and skip the sensing phase accordingly. The work in [15] proposes a framework for calculating the optimal frame duration for SUs to maximize the throughput while keeping the collision probability to PUs within a limit for an exponential traffic model. Later [17] showed that PU traffic patterns can be best approximated with heavy tailed distributions and provided an optimal inter-sensing interval policy for HED traffic model. However, both these works were limited to developing a policy optimized for inter-sensing interval and were not dealing with the channel ordering for sensing and were dependent on apriori information of channel parameters. The requirement of PU traffic parameters for the optimally predicting inter-sensing interval severely limits the application of these algorithms to an IoT network.
Until the recent work in [31] , the idea of jointly optimizing both inter-sensing interval and channel selection without assuming any apriori knowledge of the PU channel traffic was not exploited 1 . In [31] , a two-stage reinforcement learning method which combines the residual OFF time estimation and channel ordering without the knowledge of channel parameters is proposed in a single SU scenario. By using a parametric Bayesian learning method to estimate the residual OFF time, they were able to learn an inter-sensing interval policy and combine it with a channel ordering policy based on MAB concepts. However, applying this to an IoT network presents a few challenges. The channel ordering method in [31] cannot be trivially extended to multiuser scenario. It also assumes that the SU always has data to transmit and in an IoT network, this assumption does not hold true. Further, a classical parametric Bayesian approach is employed for learning the primary traffic; this limits its extension to new unseen traffic models. It also limits the performance of the method when actual traffic model differs substantially from the assumed model.
In this paper, we introduce a multi-stage non-parametric learning based approach for opportunistic spectrum access of IoT devices. It works by combining AI and RL techniques for channel selection and non-parametric Bayesian method for estimating the residual OFF time PUs in a multi-user cognitive radio environment when PU traffic information is not available. We propose a centralized solution where a central hub is responsible for resource allocation for the devices in the network. We list the major contributions of this paper below: 1) In the first stage, by leveraging the information that the central node can obtain from all SU devices in the network, we propose a RL/AI based algorithm to efficiently estimate the quality of the channels for each user and predict which channels will be idle with high probability.
2) At the next stage. to efficiently estimate the residual OFF time distribution of PUs by combining observations from multiple devices in the network, we introduce a non-parametric Bayesian online learning algorithm. The learned non-parametric model is used to predict how long a channel will stay idle once it is sensed to be free. This part helps the devices to skip the channel sensing part for multiple frames.
3) In the third stage, we augment the output from the non-parametric Bayesian learner for 1 We use the term residual OFF time to denote the time period for which the PU channel stays idle once an SU senses it to be free. residual OFF time prediction with an exploration factor and present a way to implicitly incorporate exploration into the learning agent. Based on stochastic approximation paradigm, we introduce a method to adaptively vary the exploration factor such that the observed PU collision remains below the allowed threshold for collisions. Typically, the use of nonparametric distribution estimation techniques is limited since they require more number of samples. Our method of exploration mitigates this limitation by exploiting the structure of the problem and hence can work well even with limited number of samples.
4)
We performed extensive empirical validation of proposed method and the results are provided for different PU and SU traffic scenarios.
The remainder of the paper is structured as follows: Section II discusses the system model and Section III presents the proposed method. Section IV presents the results of comprehensive numerical validation and Section V concludes the paper.
II. SYSTEM MODEL
We consider an IoT network where N denotes the set of PUs and M denotes the set of SUs, with |N | = N and |M| = M . Each PU has its own licensed channel; there are N channels available for IoT devices in the network for opportunistic access. At any time, we have two sets of primary users, N a denoting the set of active PUs and N i denoting the set of idle PUs with N a ∪ N i = N and N a ∩ N i = φ. The state transition diagram of PU is given in Figure 1 .
On data Data sent On Collision Once the PU has data to transmit, it moves from idle to active state and directly accesses the channel without sensing for any ongoing traffic since it has the exclusive right over the use of the channel. However, some cognitive IoT device may be using the channel at that point of time, which can result in collision. Since PU is the licensed user for the channel, the PU re-transmits immediately after collision. Hence PU stays in the active state until it successfully sends its data.
Upon successful transmission, PU goes back to idle state, where it waits until new data needs to be transmitted. . If any device D j is in the wait state, U assigns one of the channels, C j,t , to that device to sense. The device D j senses the channel C j,t and reports the observation back to U .
If the channel is not free, either because PU is using it or another IoT device is using it, the IoT device will move back to wait state, and wait until it is given another channel to sense. It can also encounter a collision from PU during the transmission phase. If this happens, the IoT device moves to wait state and again the sense cycle starts. If the channel C j,t is sensed to be free by D j , it can access the channel and try to send data through it and receive a throughput of T j,k on successful transmission. Upon successful transmission, the SU moves to idle state and stays until new data is generated. In case a transmission is unsuccessful, the device goes back to wait state with zero throughput and the central node considers it at the next channel allocation cycle. The state transition diagram of an IoT device D j is given in Figure 2 .
For primary user traffic we consider two continuous time traffic models based on the recent empirical studies [31] Generalized Pareto distribution. The probability density function is given by
where x > θ and k > 0. 
and OFF time distribution with mean OFF period
In the simulation, we chose the parameters of the models to closely match with the empirical observations which reflect real life PU traffic use cases. It should also be noted that Exponential traffic can be generated as a special case of HED by changing the OFF time distribution to have only one component with p 1 = 1.
For modelling IoT device traffic, we use multiple models. Incorporating observations from machine type communications (MTC) and analyzing the traffic patterns of majority of applications, [32] classifies IoT traffic into three elementary classes:
1) Periodic Update (PU): When the IoT device sends data at regular intervals of time, the traffic generated can be seen as Periodic Update. This type of traffic is non-real type and is usually of fixed data size. An example will be the temperature sensor from a machine shop floor which sends temperature updated to central server at regular intervals.
2) Event Driven (ED): When an IoT node needs to transmit data in response to the event it sensed, the traffic generated is classified as Event-Driven. This type of traffic is irregular and usually real-time servicing. An example is the fire-alarm sensor in the machine shop floor responding to the fire in one of the local stations.
3) Payload Exchange (PE): This traffic type comprises of all the high volume transmissions from the IoT node to the server. This could be the response to an independent request or a follow up of one of the above mentioned traffic events. This can also include data streaming events.
For the purpose of our algorithm validation, we use first two traffic models for IoT devices in conjunction with the traffic models discussed for primary user traffic.
III. PROPOSED APPROACH
The proposed approach comprises of algorithms for (a) channel order selection for sensing and (b) residual OFF time prediction for each channel. In this section, we first present the general framework for interaction between the central hub and IoT devices and then provide the proposed algorithms.
A. Sensing and transmitting at IoT device
Reiterating, reducing the number of sensing required by the IoT device will improve both throughput and energy efficiency. From [31] , we make the observation that if we can predict the time for which a channel is likely to stay free, the device can skip sensing the channel for multiple frames/packets. In a single SU scenario, [31] proposes a parametric Bayesian method to predict how long a PU channel remains idle once it is sensed to be free and uses it to skip sensing over an appropriate number of frames. It is also assumed that SU device will always have data to transmit. However, the work in [31] cannot be trivially extended and applied to the IoT setting. Typically, in an IoT network, the number of devices is large and the SU traffic is not always ON. Hence the number of sense/send actions taken by a single SU will be small which in-turn will reduce the number of samples the SU sees and learns from. This will present a problem to the SU learner as it will require long time periods to accumulate enough channel samples to learn a model with high accuracy. In order to circumvent this problem, we exploit the fact that though each SU may see a channel only for a short period, there are usually many SUs in an IoT network and the total number of times the channel is seen is large enough to build/estimate the traffic distribution on that channel.
Motivated by the fact that central node U , which has access to observation from all the IoT devices, can learn about the traffic characteristics faster than individual nodes, we propose to move the learning algorithm to the central node and make the IoT device a passive node which responds to the commands from central node U . This architecture also brings in the additional advantage that the IoT node does not have to be of significant compute capability, as the learning and channel allocation takes place in the central node.
The algorithm that runs at each IoT device D j is given in Algorithm 1. Whenever the device needs to send data, it will move to M w where it will wait for the central node U to assign a channel c for the device to sense. It will sense the channel c and update the central node with the sensed traffic occupancy. If the channel is found to be idle and the predicted residual OFF time (t skip ) is given by U , the IoT device can occupy that band and start transmission. The transmission ends either when the payload is over, or the predicted residual OFF time is over or a collision occurs. Upon successful transmission, the IoT device will update the obtained throughput to the central node. Otherwise, it will update the central node with a transmission failure and go back to the wait state. The IoT device also communicates the number of frames sent successfully to the central node.
B. Online learning and Resource Allocation at Central Node
In the proposed method, the central node assigns one channel at a time to each IoT device for sensing 2 ; thereby reducing the energy spent on sensing all the available channels. This approach also has an added advantage that the IoT device can immediately start sending data after finding a free channel and obtain a better throughput/latency. Since the central node is aware of the actions taken by each of the SUs, this will also mitigate inter-SU collisions. We need the central hub to learn about the channel characteristics fast and be able to pair an IoT device to a channel where it sees better throughput characteristics and also to predict how long
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We depend on five functions in the main algorithm for assigning channels and predicting residual OFF times. We first provide a brief description of each below.
1) GETCHANNEL():
This function is responsible for assigning a channel to each of the devices in wait state, M w .
2) UPDATECHANNEL(): This function is the interface for devices to update the observations to the central node. When each of the devices returns an observation to the central node, this function will update the observation to corresponding channel-device quality matrix 3 (denoted by V c,d ) maintained at the central hub.
3) PREDICTRESIDUALOFFTIME(): This function is responsible for predicting the residual OFF time of each of the channel, once it is sensed to be free.
4) UPDATERESIDUALTIMEPREDICTOR():
Observation from the IoT devices that how long the device was able to use the channel before a collision happened is used by the residual time predictor to build the residual OFF time distribution and predict the number of frames for which one can skip sensing.
5) UPDATEEXPLORATIONFACTOR():
For estimating the residual time for each PU, we build a discrete distribution of quantized residual OFF time based on observed OFF times using a non-parametric Bayesian technique. This function is used to update the exploration scheme to be used by the central node.
If GETCHANNEL() can assign a channel which is good (in terms of both occupancy and capacity)
for an IoT device, the device will not have to sense multiple channels before finding a free channel. Further, if PREDICTRESIDUALTIME() is able to predict the residual time with good accuracy, the IoT device can skip sensing the channel in every frame and at the same time not increase the interference to the PU when compared to a method which sense the channel in every frame. The pictorial representation in Figure 3 depicts the interactions between the central hub and the IoT nodes in the CRN. The interactions happen in the numbered order given in the figure and the arrowheads show the direction of information flow. The variable listed alongside each arrow refers to the input/output from each module or the action. We now proceed with the details of our proposed approach in the succeeding subsections.
C. Channel selection using Learning
In order for the central node to assign channels for each requesting device, it requires to know the quality of a channel with respect to an IoT device. This will be a function of (a) what capacity the channel can offer the device and (b) the PU traffic characteristic on the channel. In the case of single SU, channel selection using MAB is quite popular [18] , [21] . However, we deal with multiple SUs that demand for a channel at the same instant. This problem reduces to assigning the best user-channel permutation in case we know the value of each user-channel pairing. However, we do not have access to that value and hence learn that from data. A similar problem is dealt with in case of [25] using combinatorial bandits; however, their solution is restricted to the case where the number of channels is greater than the number of users, both of which do not change with time. In our formulation, the number of active users and the number of available channels change with time. Hence, we need to search over all possible permutations to arrive at a channel assignment. This is very computationally demanding. For example, then we have 5 free channels and 20 SUs requesting for channels, the search space is 20!/15! = 1860480.
Therefore we propose to use an AI technique called hill climbing which has substantially low complexity.
We employ a learning technique which combines the ideas of AI method, hill climbing [33] , and reinforcement learning technique called -greedy [34] . 
Here κ is a problem dependent parameter, also known as learning rate. When we set κ = 1, the central hub gives importance to only last observation and completely discards any of the past learning. Conversely, if κ is very close to 0, the central hub will take long time to build up the value proceed. This process can be continued until there are no new swaps possible which will improve the quality value of the channel assignment configuration.
Even though the above mentioned method will search and find a high value channel assignment configuration with less complexity, the value table maintained at the central node needs to be estimated correctly for hill climbing to work. However, we don't assume the availability of this knowledge at start and needs an exploration strategy to build the value table similar Create a random swap of Z j to getẐ j
7:
Calculate qualityv j forẐ j 8:
Z j+1 =Ẑ j 10:
end if
12:
Exit loop when no new swap is giving solutions with improved quality 13: end while 
19: end function knowledge, there is no available literature which thoroughly evaluates the PU network traffic characteristics seen in an IoT system. Faced by the challenge to design an algorithm which has to work on an yet unseen system model, we are base our algorithm design on the popular non parametric Bayesian estimation paradigm.
One of the main changes of this work when compared to [31] is that, here we exploit the fact that one is only interested in the quantized values of the time periods that the SUs can skip and not actually in the continuous distribution of the residual OFF time. Since the SUs only transmit in intervals of their frame size, even if we have a continuous distribution estimator, we will have to quantize the predicted values to work with the SUs frame period. Hence, we can map the problem of estimating the residual OFF time to estimating a discrete distribution. In this discrete distribution, each point corresponds to the number of frame periods a SU can skip.
However, the total number of points in this distribution is unknown to the central hub and will depend on the PU traffic 4 . In an unstructured learning environment, the problem would be of building a discrete distribution where the number of discrete values in the support is unknown and this general problem is fairly difficult to handle [35] , [36] . However, for us, the problem requires only the largest residual OFF time only to define the support for the Dirichlet prior.
5
In our problem, we can resort to assuming a very high number as the maximum possible OFF time, for example 1000 frame periods. It should also be noted that because of the structure of the problem, if we observe quantized residual OFF time of r c , then quantized values less than r c are also possible candidates for residual OFF time. LetK denote the class of highest possible quantized residual OFF time 6 . With the problem of estimating the residual OFF time reduced to estimating a discrete distribution with a known support {0, 1, . . . ,K}, we can now use a non-parametric Bayesian method to estimate the underlying distribution using Dirichlet distribution as prior since it is the conjugate prior for categorical distributions 7 .
The Dirichlet distribution, D k = D(a 1 , . . . , aK), is parameterized by positive scalars a i > 0
The probability density function of p = (p 1 , . . . , pK) when p ∈ SK is given by
Let the categorical distribution of residual OFF times be denoted by T R ∼ Cat(τ 1 , . . . , τK) and t R,s denote the s th observed sample of residual OFF time. After observing the n samples of residual OFF time, the posterior of T R can be calculated as
. . , pK; a 1 , . . . , aK) t R,1:n f (t R,i |p 1 , . . . , pK). 4 The total number of points depend on the maximum PU OFF time which we do not know. 5 Because of the structure of our problem, occurrence of any previously unseen residual OFF time also means that any residual OFF time lower than the observed value are also possible in the network. 6 For all practical senarios, this number can be fixed as a high value depending on the problem. 7 The Discrete distribution that is being built for PU residual OFF time is a categorical distribution with each OFF period as a class.
Simplifying, we get the parameter for posterior update as
where 1(·) is the indicator function. The update can also be done in an online setting by updating one sample observation at a time. Note that this sample (τ ) is either the time takes to sent the SU payload successfully, or the time it was able to transmit until is see a collision or the time duration predicted by U to be skipped. Further, if the same channel is selected again by the same device or by another device within a specific time period 8 , we consider this as a sample of single residual OFF time and update the parameter corresponding to the sum of the residual OFF times observed in both the samples together. We denote this time period as hold time. Therefore, if an update to a channel comes within the hold time after last update, then both the samples will be combined into one sample and the prior corresponding to the sum will get updated. This will help in updating samples corresponding to the long residual OFF times which may be spread across multiple transmissions of the devices. Hence, the categorical distribution of residual OFF times which is of our interest has the posterior distribution as the Dirichlet distribution with updated parameters. Further, we augment it with an additional exploration probability to derive Create an augmented distributionp
Sample from augmented distribution, t skip ∼p Let the quantized time period τ is indexed by k
12:
if this update is before hold time is over then 13:
Let j be the index of previous sample 14: Update D c as a c,j+k ← a c,j+k + 1
15:
else 16: Update D c as a c,k ← a c,k + 1 after hold time is over 17: end if
18: end function
In our setting, the central node is responsible for predicting the residual OFF time for each of the channels. For predicting the residual OFF time of channel c, we first sample a categorical distribution with parameter p from the maintained Dirichlet prior and then sample a point , t skip , from p, which corresponds to the discrete quantized time to skip. This is sent to the SUs to indicate the number of frames it can send without sensing. By sampling from the prior distribution and then sampling from the categorical p, one ensures that with non-zero probability the central node will try to explore various skip periods. Since the central node is building the distribution by also taking actions based on the past observed values of residual OFF time, it needs to try transmit for longer times than what it has already observed to build the tail part of posterior distributions. Rather than using only the Bayesian sampling technique to explore various residual OFF periods, we can make the central node explicitly try high values of skip periods to build the tail of the distribution. We can sample according to the maintained prior for 1 − fraction of the time and for fraction of the time, we can try to transmit SU data for really high values of skip period to explore longer OFF periods. Since we assume a high value for the support of the categorical distribution,K, we can modify the sampled categorical distribution p itself to achieve this. By scaling p with 1 − and adding a mass of atK, the exploration is made implicit to the residual time predictor. We denote this augmented distribution byp. Hence by using a non-parametric Bayesian method to estimate the residual OFF time and augmenting it by appropriately scaling and adding a mass to tail, we arrive at a simple algorithm with implicit exploration for accelerated learning. Usingp instead of p will cause higher collision.
However, in a CRN, SUs are allowed to collide with the PU traffic as long as the fraction of such collisions are maintained under a pre-specified threshold. Hence, the exploration factor can be selected such that the experienced collisions is within the allowed threshold.
E. Various approaches for setting exploration factor
A main research problem in reinforcement learning is addressing how to control the exploratory behaviour of the agent without losing the ability to learn. In the main algorithm, this part is handled by the UPDATEEXPLORATIONFACTOR() method. Below, we discuss three different ways of controlling the exploratory behaviour of the learning agent.
Even though it may appear naive, one of the most popular method is to keep the parameter a constant throughout the time so that the learning agent will always explore with a constant probability. With a user-given value , the strategy for UPDATEEXPLORATIONFACTOR() can be
One of the main disadvantage of constant exploration is that the cumulative penalty associated with exploratory actions will increase linearly over time; an undesired characteristic for any learning algorithm. If we can appropriately decay the exploration factor over time, then we can counter this linearly increasing cumulative regret. Exponentially decaying the exploration factor with time is also a popular approach [34] . With a user provided value for β, the strategy for
A high value of β can lead to sub-optimal exploration whereas a low value can lead to very slow learning process. The optimal value of decaying parameter β is problem dependent.
This brings up the question that can we adaptively calculate the exploration factor based on the observed PU traffic behaviour? Below we provide an affirmative answer to this question by drawing insights from the recent developments in stochastic optimization methods.
F. Adapting the exploration factor
In a CRN, when the PUs allow SUs to opportunistically access the spectrum, there is a need to introduce a threshold for collision. Let T int denote maximum collisions SUs are collectively allowed on any given channel. On a heavy PU traffic scenario, the SUs will have to behave conservatively (sense more often) to maintain the collisions below this threshold. However, in medium and low traffic scenarios, the SUs can forgo sensing every frame and exploit the allowed collision threshold to achieve better performance. Since we do not assume any knowledge of the PU traffic characteristics, the exploration factor needs to be learned from the observed data itself. Note that different channels may encounter different percentages of collision; therefore, we learn vary the exploration factor individually for each channel.
The collision seen by a PU in our model has two sources: (a) the traditional SU-PU collision which can happen even if SU senses every frame (this is caused when the PU starts transmitting after the SU's sensing period or if the energy detector makes an error) and (b) the collision because the SU skipped sensing the channel. The first contributor depends on factors like the burstiness of the PU traffic and the probability of missed detection of the energy detector whereas the second is directly related to the non-parametric Bayesian estimator and the exploration factor . We are interested in the effect of varying as it is the parameter under the control of the algorithm. We assume that the other factors remain constant while we vary ; therefore, we can infer that variation in collision is a function of the current exploration value t . Let g( ,θ) denote the number of observed collisions; it is a function of the exploration factor and other above mentioned factors which are denoted by vectorθ. Let L( ) = l(T int , g( ,θ)) denote a loss function we like to optimize to achieve a g( ,θ) as close to T int as possible. As is the only variable parameter, we consider the loss function as a function of alone. Since we have noisy observations about g( ,θ) and an online learning setting, we could use Stochastic Gradient Descent (SGD) to optimize our objective. This require us to calculate the gradient of loss function w.r.t to as
This presents a problem as we do not have the functional relationship g to calculate the gradient.
However, we do have access to samples of g( ,θ) directly for known values of . This particular observation about the problem enables us to make use of the stochastic approximation techniques to calculate the gradients, without the knowledge of the functional relationship.
Simultaneous Perturbation Stochastic Approximation [37] (SPSA) is a stochastic approximation method that lets us perform gradient descent even when the functional relationship between the objective and the parameter to optimize is unavailable in the model. The gradient is estimated by querying the system with slightly perturbed parameters. The algorithm consists of four tunable parameters which determine the performance; the parameters a and α correspond to the step size of the gradient descent update. a indicates the initial value and α denotes the rate at which the step size should be decreased with each iteration. The parameters v and γ deal with the magnitude of the perturbation provided to the input. Here, v denotes the initial value of perturbation and γ controls the rate of decay. These parameters are tuned for one kind of application and need not be re-tuned for each instance. Interested readers are referred to [37] for detailed explanation as well as practical tips for setting these values.
For our setting, we perturb our input parameter to the system, , and we then have access to the number of collisions encountered on that channel using the specified ; we wish to minimize the loss function
is chosen as loss function due to its convex behaviour and simplicity in conveying the objective. The SPSA updation strategy for each channel c to vary the exploration factor in given in Algorithm 5.
Here, k denotes the number of updates performed on the channel c whereas count denotes the number of times the subroutine is called for a specific channel c. Every time the subroutine is called, we can assign an exploration factor t and observe g( t ,θ), the number of collisions caused. This in turn gives us a sample of the loss function,
. From the algorithm, we can see that we need two such samples to do a single update for the exploration factor . At step 9, we use these two samples to calculate the psuedo-gradient information for the function g(·) and at step 10, we update the exploration factor.
= {−1, 1} with probability 1/2 5: if count is odd then 6:
12: end if
G. Discussion
We would like to re-emphasize that we present a broad framework by which multiple cognitive users access the unlicensed channels to maximize their own throughput and at the same time try to reduce the number of sensing operations, without causing significant interference to the PUs.
The proposed multi-stage approach is such that it allows the framework to replace or extend any of the stages without affecting the other parts of the framework. As an example, in case a better algorithm is proposed for channel selection for the requesting SUs, the new algorithm can replace Algorithm 3 without disrupting the rest of the framework. The action taken at each stage and the observations from the system are fed to the next stage. Hence, if the channel selection algorithm wrongly estimates the quality of a channel, the following residual OFF time predictor stage will correct it by using the throughput seen during the skip interval. On the other hand, if the residual time predictor is in error, the channel selection stage will receive more collision updates which will in turn reduce the probability of picking that channel. Further, if the exploration stage picks a larger than appropriate, the penalization in the form of collisions will lead to correction in all stages. In this way, all the stages help in correcting one another and jointly improve the performance.
IV. SIMULATION RESULTS
In this section, we present our simulation setting and provide results for the proposed algorithm.
Traditionally, to simulate multiple users in CRNs, an assumption that the number of available primary channels is greater than the number of SUs is made [20] , [25] . Now, in the era of IoT, the above assumption does not hold true; we are dealing with more of devices than the number of available channels. Hence, we consider a scenario in which there are 5 primary channels (N = 5) and 20 IoT devices (M = 20) that are competing for secondary access. It has been suggested through the study of real-life traces that heavy-tailed distributions like GPD are suited to model the distribution of the idle times of primary traffic [38] . Also, in notable works like [15] , the exponential distribution is used to model the primary traffic. Therefore, for our simulations, we show results in two different PU traffic models -GPD and Exponential. We model each channel independently where the ON times and idle times of the PU are independent and identically distributed (iid) samples from the respective distributions. The distribution for each channel is modelled with parameters randomly selected from the range mentioned in Table   I . In order to make our simulations more realistic, we also account for the probability with which the SU's transmission might fail due to channel error. This implies that the failure in secondary transmission is not due to collision with the PU alone, a fraction of the failures is also due to channel error. Note that the central node cannot distinguish between these failures and hence treats all failed transmissions as collisions with the PU.
As stated in Section II, the IoT device transmissions could be periodic updates or event-driven transmissions. For our simulations, we consider periodic SUs that transmit once in SU interval frames for a duration of SU ON frames. The SUs that are event driven turn on with an alarm probability, P alarm and they remain in the transmitting state for an exponentially distributed amount of time with parameter λ [32] . The setting in which the device transmissions are eventdriven represents a scenario where the payload of the secondary users is more. The parameters are set such that there is a heavy demand for the primary channels in this case. Parameters used for the simulation are listed in Table I .
Our multi-stage learning algorithm consists of a set of tunable parameters. The parameter η is set to 0.2 and it corresponds to the fraction of times channel is selected at random instead of performing the hill climbing algorithm. This is done to ensure that all the channels are sampled enough while building the value table. κ, set to 0.5, denotes the rate at which the value is built, i.e., the weight given to a newly observed sample in comparison with the previously maintained estimate for the value of the device-channel pairing, as specified in Algorithm 3.
The parameters for SPSA determine the convergence of the gradient descent algorithm and their significance is mentioned in Section III-F; they are set as a = 5, α = 0.2, v = 0.1 and γ = 0.4
for all the simulations. T int , the threshold for collision on each channel as seen by the SU, can be chosen based on a variety of factors such as the nature of primary traffic, the reliability and latency requirements of the SUs, etc. In our formulation, we choose T int to be 0.1.
As mentioned in Section I, works like [11] , [21] , [39] do not exploit the distribution of the primary traffic to skip sensing. Therefore, we compare the proposed algorithm with the following 1) Traditional -Here, the channel is sensed every frame before the data is transmitted. This setting also makes use of the channel selection algorithm given in Algorithm 3.
2) Genie -This method represents a channel skipping method which has perfect knowledge of exact ON and OFF times once a channel is chosen for transmission by the channel selection algorithm given in Algorithm 3.
3) Raj2018 -The two-stage algorithm presented in [31] is to address the case of a single cognitive user. However, the second stage, i.e., the parametric Bayesian learning to estimate the residual OFF time can be employed in our setting in place of Algorithm 4. Note that the channel selection framework is still according to Algorithm 3.
Comparison with [31] highlights the impact of using non-parametric approach for the estimation of the residual off time as opposed to a parametric approach. We note that [31] itself outperforms [15] , [17] . Hence, outperforming [31] indicates that we also outperform the other algorithms. We now discuss the metrics for evaluation of our algorithm. To quantify the performance of our algorithm, we consider the following metrics-throughput, the average number of frame collisions encountered and the number of sensing operations that are performed. As the SUs can achieve different maximum throughput on different channels, we model the capacity as a random number which is fixed for each user-channel pairing. All simulations are performed for a fixed set of values for the capacity. For all the metrics, i.e., throughput, number of sensing and frame collisions, we plot the cumulative values normalized to the number of frames the SU attempts to transmit till time t, say F t per active SU. Let N active,t refer to the number of SUs that are ON at a given time instant t. Then, for a metric X, we plot
We now present the results of our simulations in the subsequent subsection in GPD and exponential traffic for periodic as well as the event driven SUs. All the presented results are averaged over 250 independent iterations. Please note that in our figures, the legend in provided in one plot and the same markers are used in the other plots as well.
A. Results for Periodic Traffic SUs
In Figure 4 , the results for the proposed algorithm in GPD primary traffic are shown. As the GPD model is heavy-tailed, we see long primary idle periods. This explains the low fraction of collisions that are observed. We can see that the SPSA method explores more often since the total number of collisions is much below T int . By doing so, it achieves higher throughput as compared to the other variants of the proposed algorithm. The gain achieved when algorithms to skip sensing a channel are employed is also evident from both the throughput and the number of sensing plots. We outperform the traditional algorithm in both the metrics by a non-trivial margin. We can also see that we outperform the parametric Bayesian learning method proposed in [31] in terms of both throughput and number of sensing operations. The SPSA variant of the proposed method performs as well as a genie which has exact knowledge of the underlying The results in an exponential traffic model are shown in Figure 5 . The advantage over a traditional algorithm which performs channel sensing for every frame is evident from these curves. In terms of the number of frame collisions, we can see that the algorithm learns over time to pick the channel that reduces collisions. This trend is universally observed as they all employ the same channel selection algorithm. The percentage of frame collisions encountered is lower than the permissible threshold of 0.1 over time. We can see that the throughput for all the variants are almost equal. The number of sensings is the least for [31] as it assumes the case of exponential primary traffic in its model. All the proposed variants perform equally well and is comparable to an all-knowing genie in case of throughput and number of sensing operations.
B. Results for event driven traffic in SUs
We present the results for event driven traffic in the form of a table which features the metrics obtained at the end of the simulation period in Table II . We can see that the SPSA variant of the proposed algorithm achieves the least number of collisions as compared to the other algorithms and is comparable to the genie method. It also achieves the highest throughput among the other methods that learn the primary traffic. Although the frame collisions by the proposed SPSA method is marginally higher than the other methods, the number of collisions is below the allowed threshold, T int . A similar trend is observed in the case of GPD traffic model. To assign the channels to the SUs, if a brute force search over all the possible combinations is performed, a higher throughput can be achieved. This is at the cost of computational complexity and the corresponding latency involved during channel assignment at the central node. In the case of SUs that are event-driven, a decrease in throughput and sensings is observed with an increase in the number of SUs. This is because the number of SUs that are ON is typically greater than the number of available channels. Therefore, when the channels are being used by other SUs or is already sensed to be occupied by the PU, the remaining SUs do not sense that channel. This explains why the number of sensings of the SUs that are ON reduces with increase in the number of devices in the network. We noticed that the SPSA variant of the proposed method outperforms other variants in terms of the number of sensing operations required by 50%. A similar argument can be extended to the case of throughput. As the number of SUs increases, the throughput obtained at each SU is lesser. Event driven traffic usually has a longer payload; this helps leverage the continuous idle times in the primary traffic. Also, if our predicted residual time is longer than the payload of the transmitting SU, the channel is assigned to the next SU in line without sensing. This strategy helps reduce both sensings and frame collisions, especially in the event driven scenario, as the secondary traffic is dense.
D. Evolution of exploration factor in SPSA
To illustrate the working of adaptively changing the exploration factor , we plot the evolution of over time for a single realization in high, low and medium primary traffic scenarios as shown in Figure 6 . A realization of the heavy exponential traffic is considered, where the percentage of collisions on a specific channel is high. The exploration factor is then expected to learn that this is a busy channel from the data and restrict from exploring much. We can observe over time goes close to zero as the percentage collisions experienced on that channel is high. When a lighter exponential is considered, the algorithm learns to adopt medium values for the exploration factor. When a relatively free channel such as one experiencing GPD traffic is considered, the percentage of observed collisions is much below the threshold. In this case, we can afford to explore more to leverage the allowed threshold for collision. We can see that in this case, the SPSA prompts the exploration factor towards higher values.
V. CONCLUSION
In this paper, we proposed a multi-stage non-paramteric learning method for spectrum access in a cognitive radio network for IoT devices. For assigning channels to the IoT devices, we combined a traditional AI technique, hill climbing with an -greedy exploration strategy. Then, a non-parametric Bayesian learning method using the Dirichlet prior was employed to estimatethe distribution of the residual primary OFF time, which in turn was used to predict the number of frames for which one can skip sensing the channel. Further, to leverage a given threshold We show through exhaustive simulations that the proposed method requires significantly lesser number of channel sensings and achieves comparable throughput while adhering to the collision threshold imposed when compared to the traditional method. In an energy constrained scenario, this helps in improving the energy efficiency of the IoT devices.
As the IoT ecosystem grows, we will see more resource constrained devices getting into the network. Cognitive capabilities should be built into these networks, either into the devices themselves or as a central entity to respond to the rapidly evolving requirements of the heterogeneous collection of devices. In this paper, we presented a centralized learning algorithm where the intelligence is embedded in a central entity. Application of distributed learning techniques which are energy efficient could further help the devices to be more autonomous and the network to be more flexible. We believe that further effort towards the development of energy efficient AI/RL techniques for edge devices can substantially contribute to the improvement of IoT networks.
