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Abstract
At first in the setting of the Heisenberg group we show the chain rule for a function u ∈ BVH (Ω)
when composed with a Lipschitz function f : R → R and prove that v = f ◦ u belongs to BVH (Ω)
and |DHv|  |DHu|. More precisely the following result is shown:
DHv = f ′(u˜)∇HuL2n+1 + 2ω2n−1
ω2n+1
(
f (u+)− f (u−))νuSQ−1d Ju + f ′(u˜)DcHu.
Secondly using the chain rule above we prove a compactness theorem for SBVH functions.
 2003 Elsevier Inc. All rights reserved.
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Introduction
Let Hn be the Heisenberg group and let Ω ⊂ Hn be an bounded subset. BVH (Ω) de-
notes the set of all L1 functions u :Ω→R with bounded H -variation. A result concerning
the decomposition of the Radon measure DHu, the generalized horizontal derivative of u,
for u ∈ BVH(Ω) has been obtained in [16], namely
DHu=DaHu+DjHu+DcHu (1)
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ω2n+1
(u+ − u−)νuSQ−1d Ju +DcHu, (2)
where DaHu,D
j
Hu,D
c
Hu denote the absolute continuous part, the jump part and the Cantor
part of DHu, respectively, ∇Hu is the approximate H -gradient of u, while u+, u−, νu are,
respectively, the approximate upper limit, lower limit and jump direction of u at a jump
point, Ju is the jump set of u, ωk denotes the (k − 1)-dimensional Hausdorff measure of a
unit sphere in Rk . The space SBVH(Ω) consisted of u ∈ BVH(Ω) with DHuc = 0 is one
of the most suitable frameworks in which lots of problems of calculus of variation can be
well posed. For instance, a typical variational problem containing a volume and a surface
energy is
min
{∫
Ω
[|∇Hu|2 + α(u− g)2]dL2n+1 + βSQ−1d (Su): u ∈ SBVH(Ω)
}
, (3)
where α,β > 0, g ∈L∞(Ω) are fixed, SQ−1d denotes (Q−1)-dimensional spherical Haus-
dorff measure in Hn with respect to the Carnot–Carathéodory metric d . When such a
problem is considered by means of the direct method of calculus of variation, the SBVH
compactness theorem plays a very important role. Motivated by ideas of [1,2,4,5], one can
study the behavior of u ∈ BVH (Ω) composed with a Lipschitz function to characterize
SBVH functions hence to prove the compactness theorem. This leads us to investigate the
composed function v = f ◦ u, where u ∈ BVH (Ω) and f : R → R is a Lipschitz func-
tion and we will see that the diffuse part (Definition 1.5), the jump part of the derivative
DHv behave in a quite different way. In analogy with the classical chain rule formula,
D˜H v = f ′(u˜)D˜H u, while
D
j
Hv =
f (u+)− f (u−)
u+ − u− D
j
Hu.
In the course of the proof of chain rule we mainly use the blow-up technique due to the
H -linear structure of Hn and an argument of tangent measures [4].
As pointed out in [1,2,4,5], the key to prove the SBVH compactness theorem is to es-
tablish a criterion that u ∈ BVH (Ω) belongs to SBVH(Ω). We complete it by making use
of the method which is initially proposed by Ambrosio [2], Alberti and Mantegazza [1].
The paper is written as follows. Section 1 is devoted to give some definitions and nota-
tions. The Chain rule for BVH functions is shown in Section 2 and a compactness theorem
for SBVH functions is proven in Section 3.
1. Definitions and notations
Now we briefly recall the Heisenberg group Hn associated with the vector fields
X1, . . . ,Xn, Y1, . . . , Yn, where
Xj = ∂
∂xj
+ 2yj ∂
∂t
, Yj = ∂
∂yj
− 2xj ∂
∂t
, j = 1, . . . , n
[3,8,10,11,14]. If P = [z, t], M = [ξ, τ ] with z, ξ ∈ Cn, t, τ ∈ R1 are points of Hn, we
define P ·M := [z+ ξ, t + τ + 2 Im(zξ¯ )] as the group operation, P−1 := [−z,−t] as the
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P ·M (P fixed) as the group translation from Hn to Hn, ‖P‖∞ := max{|z|, |t|1/2} as a
homogeneous norm of Hn, d(P,M) := ‖P−1 ·M‖∞ as the distance between points P
and M . The distance defined as above is equivalent to the Carnot–Carathéodory distance
dC(·, ·) associated with X1, . . . ,Xn, Y1, . . . , Yn [8,14,16].
It is well known that the Hausdorff dimension of (Hn, d) is Q = 2n + 2. A natural
measure dL2n+1 on Hn given by the Lebesgue measure dL2n+1 = dzdt on Cn ×R is left
(right) invariant and is a Haar measure of Hn [11,14]. Throughout this paper B(P, r), Br
denote closed balls, respectively, with center P and center 0 and with a common radius r
with respect to the metric d , while U(P, r) denotes an open ball. Hsd (Ssd ) denotes the s-
dimensional Hausdorff (spherical Hausdorff ) measure with respect to the metric d [8,14],
and unless with otherwise specification,Ω denotes a bounded open subset of Hn. Notations
not specified in the paper are the same as ones in [8,16]. For f ∈ C1H (Ω), the H -gradient∇Hf is defined by ∇Hf := (X1f, . . . ,Xnf,Y1f, . . . , Ynf ).
Definition 1.1 (Pushforward of a measure). Let ϕ : Hn → Rk be a Borel map, and let
µ = (µ1, . . . ,µp) be a vector measure with finite total variation in Hn. We define the
pushforward of a measure µ as a vector measure ϕ#(µ) in Hn by setting
ϕ#(µ)(F )= µ
(
ϕ−1(F )
)
for any Borel set F ⊂ Rk .
Definition 1.2 (Weak∗ convergence [4]). Let X be a separable metric space and ν ∈
[Mloc(X)]m and let (νh)⊂ [Mloc(X)]m. We say that (νh) locally weakly∗ converges to ν
if
lim
h→∞
∫
X
udνh =
∫
X
udν
for every u ∈ Cc(X); if ν and νh are finite, we say that νh weakly∗ converges to ν if
lim
h→∞
∫
X
udνh =
∫
X
udν
for every u ∈ C0(X).
To investigate the asymptotic behavior of an R2n-valued measure µ near a point x of its
support, we introduce the rescaled measures
µx,ρ(B) := µ(τxδρB).
Let Ix,ρ = δρ−1τx−1 be the composition of a translation and the homothety with scaling fac-
tor ρ that maps x to 0. We notice that µx,ρ coincides with Ix,ρ# (µ) and for ρ < dist(x, ∂Ω)
the measures µx,ρ are defined for any Borel set C ⊂ B1, where B1 is the unit ball of Hn.
Definition 1.3 (Tangent measures [4,12]). We denote by Tan(µ,x) the set of all R2n-valued
finite Radon measures ν in B1 which are weak∗ limits of
1
µx,ρi with cx,ρ = |µ|
(
Bρ(x)
)
cx,ρi
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gent measures to µ at x and Tan(µ,x) is called the tangent set of µ at x .
Definition 1.4 (BVH functions [6,8,10]). We say that f :Ω→R is of boundedH -variation
in an open set Ω ⊂ Hn, if f ∈L1(Ω) and
|DHf |(Ω) :=
∫
Ω
d|DHf |
:= sup
{∫
Ω
f divH φ dL2n+1: φ ∈ C10 (Ω,HHn),
∣∣φ(P )∣∣ 1
}
<+∞,
where divH φ =∑(Xiφi + Yiφn+i ). The set of all such functions f is a Banach space
when endowed with the norm ‖f ‖BVH (Ω) = ‖f ‖L1(Ω) + |DHf |(Ω) and it is denoted by
BVH(Ω).
Definition 1.5. In the decomposition expression (1) of u ∈ BVH (Ω), the sum of absolute
continuous part DaHu = ∇Hu · L2n+1 and the Cantor part DcHu is called diffuse part of
DHu and denoted by D˜Hu.
Definition 1.6 [16]. Let u ∈ L1(Ω) and M ∈ Ω \ Su. We say that u is approximately
differentiable at M in the sense of Pansu’s (briefly approximately differentiable) if there
exists a vector (a, b) ∈R2n with a, b ∈Rn such that
lim
r↓0
∫
−U(M,r) |u(P )− u˜(M)− 〈(a, b),πM(τM−1P)〉|
d(P,M)
= 0,
the vector (a, b) is called the approximate H -gradient of u at M and denoted by ∇Hu(M).
The set of approximate differentiability points is denoted by Du.
Theorem 4.4 in [16] shows that the approximate H -gradient ∇Hu is just the density of
the absolutely continuity part of DHu with respect to L2n+1.
2. The chain rule in BVH
We start with showing the BVH compactness theorem.
Theorem 2.1 (Compactness theorem for BVH(Ω)). Let Ω ⊂ Hn be a bounded open set.
Assume that a sequence (uh)⊂ BV loc(Ω) satisfies
sup
h
{∫
A
|uh|dL2n+1 + |DHuh|(A)
}
<∞, ∀AΩ open.
Then there is a subsequence (uh(k)) converging in L1 to u ∈ BVH(Ω).loc
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C∞(Ω) such that
‖fh − uh‖L1(A) <
1
h
and ∫
A
|DHfh|dL2n+1  ‖DHuh‖(A)+ 1
h
.
Then (fh) ⊂ W 1,1H (A) ∩ C∞(A) and since by Theorem 1.28(I) in [10] the embedding
BVH(A) ↪→ Lq(A) is compact for any 1  q < Q/(Q − 1), we conclude that there ex-
ists a subsequence (fh(k)) such that
fh(k) → u= lim
k→+∞uh(k) in L
1
loc(Ω).
It is easy to see by the lower semicontinuity of variation with respect to L1 convergence
that ‖u‖BVH (A)  limk→+∞ ‖fh(k)‖BVH (A) <∞. So u ∈ BVH,loc(Ω). ✷
Theorem 2.2 (Chain rule in BVH ). Let u ∈ BVH(Ω) and f ∈ C1(R,R) be a Lipschitz
function satisfying f (0)= 0 if L2n+1(Ω)=∞. Then v = f ◦ u belongs to BVH (Ω) and
D˜H v = f ′(u˜)DaHu+ f ′(u˜)DcHu= f ′(u˜)D˜H u, (4)
D
j
Hv =
2ω2n−1
ω2n+1
(
f (u+)− f (u−))νuSQ−1d Ju, (5)
where u˜ is the Lebesgue representative of u as an L1 function, νu is the jump direction of
u at its each approximate jump point (see [16]).
Proof. We first prove that v ∈ BVH(Ω) and |DHv|M|DHu|, whereM = supx∈R |f ′(x)|
is the Lipschitz constant of f . To do this, given any open set A Ω we can apply Theo-
rem 2.2.2 in [9] to u to get a sequence (uh)⊂ C∞(A) converging in L1(A) to u such that
(|DHuh|(A)) converges to |DHu|(A). Then, since f is a Lipschitz function, vh = f (uh)
converge in L1(A) to v and
|DHvh|(A)=
∫
A
|DHvh|dx =
∫
A
∣∣f ′(uh)∣∣|DHuh|dx
M
∫
A
|DHuh|dx =M|DHuh|(A).
Letting h→∞, the lower semicontinuity of variation yields |DHv|(A) M|DHu|(A),
hence |DHv|M|DHu| by Proposition 1.43(ii) in [4].
Proof of (4). Let DHu= g|DHu| be a polar decomposition of the measure DHu. Since
the diffuse part of the derivative has no natural scaling or dimension, in the blow-up argu-
ment we work with the tangent set to a measure and choose the blow-up points P0 ∈Ω\Su,
where Su is the set of all Lebesgue discontinuity points of u, according to these conditions:
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measure and |DHu|(B(P0, r))= o(rQ−1);
(b) DHv(B(P0,r))|DHu|(B(P0,r)) converge to some limit λ(P0) as r ↓ 0.
We prove that λ(P0)= f ′(u˜(P0))g(P0). In fact, let cr = |DHu|(B(P0, r)), mr be the mean
value of u in B(P0, r) and
ur(P ) := u(τP0δrP )−mr
crr1−Q
, vr (P ) := v(τP0δrP )− f (mr)
cr r1−Q
.
The normalization is chosen in such a way that |DHur |(B1) = |DHu|(B(P0, r))/cr = 1.
Denoting by I r (P ) the scaling map δ1/r(τP−10 P), by condition (a), we can find an infini-
tesimal sequence (ri)⊂ (0,∞) such that |DHuri | = I ri# (|DHu|)/cri weakly∗ converge in
B1 to a nonzero measure µ as i →∞; since P0 is a Lebesgue point of g. Theorem 2.44
of [4] implies that I ri# (DHu)/cri weakly∗ converges in B1 to g(P0)µ as i →∞. By the
Poincaré inequality (see [2, Theorem 1.17]) we obtain
∫
B1
∣∣ur(P )∣∣dL2n+1 = ∫
B1
|u(τP0δrP )−mr |dL2n+1
cr r1−Q
= 1
cr r
∫
B(P0,r)
∣∣u(P )−mr ∣∣dL2n+1
=
∫
Br (P0)
|u(P )−mr |dL2n+1
crr
 1
cr r
( ∫
B(P0,r)
|u−mr |Q/(Q−1) dL2n+1
)(Q−1)/Q
 γ
cr
|DHu|
(
B(P0, r)
)= γ.
With (‖DHuri‖BVH (B1))i bounded, by the compactness Theorem 2.1 for BVH(Ω), we
can assume that (uri ) converges in L1(B1) and L2n+1-a.e. in B1 to some function u0.
Recalling that DHuri = I ri# (DHu)/cri , the continuity of distributional derivatives yields
DHu
0 = g(P )µ.
Now we investigate the behavior of vri . Since |DHvri |  M|DHuri |, extracting one
more subsequence (not relabeled) we can assume that |DHvri | weakly∗ converge in B1 to
a measure σ Mµ as i→∞. By applying the mean value theorem to f we obtain∣∣∣∣f (z)− f (mr)cr r1−Q − f ′(mr)
z−mr
crr1−Q
∣∣∣∣Mω(|z−mr |) |z−mr |cr r1−Q ,
where ω is a continuity modulus of f ′(z). Hence∣∣vr (P )− f ′(mr)ur(P )∣∣Mω(cr ∣∣ur(P )∣∣r1−Q)∣∣ur(P )∣∣
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imply that vri converge L2n+1-a.e. in B1 to
v0 = f ′(u˜(P0))u0. (6)
On the other hand, since |vri |M|uri | the functions are also equiintegrable, and the Vitali
type dominated convergence theorem [4] shows that (vri ) converges to v0 also in L1(B1).
In particular (DHvri ) weakly∗ converges to DHv0 in B1.
Choosing t ∈ (0,1) such that µ(Bt ) > 0 and µ(∂Bt) = 0 (hence σ(∂Bt) = 0), by
the continuity properties of the measure of Bt under weak∗ convergence (see Proposi-
tion 1.62(b) in [4]) and (6) we obtain
lim
i→∞
DHv(Btri (P0))
|DHu|(Btri (P0))
= lim
i→∞
DHv(Btri (P0)
|DHu|(Bri (P0))
|DHu|(Bri (P0))
|DHu|(Btri (P0))
(7)
= lim
i→∞
DHv
ri (Bt )
µ(Bt)
= DHv
0(Bt )
µ(Bt)
(8)
= f ′(u˜(P0))DHu0(Bt )
µ(Bt)
= f ′(u(P0))g(P0). (9)
By condition (b) we infer that λ(P0)= f ′(u˜(P0))g(P0). Since |DHu|-a.e. P0 ∈Ω\Su has
properties (a) and (b),
DHv(Ω\Su)= f ′(u˜)g|DHu|(Ω\Su)= f ′(u˜)DHu(Ω\Su)= f ′(u˜)D˜H u.
Taking into account that DjHv(Ω\Su) = 0 because of Sv ⊂ Su, we conclude that
D˜H v(Ω\Su) = f ′(u˜)D˜H u. Noting that D˜H v vanishes on Borel subsets of Su we arrive
at identity (4).
Proof of (5). The identity is still true even though f is not continuously differentiable.
Noticing that Jv , being contained in Sv , is a subset of Su and(
v+(P0), v−(P0), νv(P )
)∼ (f (u+), f (u−), νu),
put P0 everywhere in the formula,
while f (u+)= f (u−) on Ju\Jv . Using the fact Su\Ju is SQ−1d -negligible [16] and (1) we
obtain
D
j
Hv =DHvJv =DHv(Jv ∩ Ju)+DHv
(
Jv ∩ (Su\Ju)
) (10)
= 2ω2n−1
ω2n+1
(
f (u+)− f (u−))νuSQ−1d (Jv ∩ Ju) (11)
= 2ω2n−1
ω2n+1
(
f (u+)− f (u−))νuSQ−1d Ju. ✷ (12)
Based on the mollifying argument the smoothness requirement on f in Theorem 2.2
can be dropped.
Theorem 2.3. Let u ∈ BVH(Ω) and f : R →R be a Lipschitz function satisfying f (0)= 0
if L2n+1(Ω)=∞. Then v = f ◦ u belongs to BVH (Ω) and
DHv = f ′(u)DaHu+
2ω2n−1 (
f (u+)− f (u−))νuSQ−1d Ju + f ′(u˜)DcHu.ω2n+1
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hence constant functions belong to BVH(Ω). Let fε = f ∗ Jε be the mollified functions
[10] and let vε = fε ◦ u. By Theorem 2.2 we infer
DHvε = f ′ε(u)DaHu+
2ω2n−1
ω2n+1
(
fε(u
+)− fε(u−)
)
νuS
Q−1
d Ju + f ′ε(u˜)DcHu (13)
for ∀ε > 0. Since |DHvε|(Ω) are equibounded and since (vε) uniformly converges to v
in Ω as ε ↓ 0 we obtain v ∈ BVH(Ω) and that the measures DHvε weakly∗ converge to
DHv. On the other hand, f ′ε(t)= f ′ ∗Jε(t) converges to f ′ as ε ↓ 0 at any Lebesgue point
of f ′. Denoting by F the set of Lebesgue points of f ′, we know that DHu vanishesL2n+1-
a.e. in u−1(R\F). So f ′ε(u)DHu converge to f ′(u)DHu, L2n+1-a.e. in Ω . Similarly, f ′ε(u˜)
converge to f ′(u˜), |DcHu|-a.e. in Ω because |DcH |(u˜−1(R\F))= 0. Letting ε ↓ 0 and using
the dominated convergence theorem we complete the proof. ✷
Remark 2.4. When f and u in Theorem 2.3 are replaced by vector-valued functions, the
corresponding results are still valid.
3. SBVH compactness theorems
The method to prove the compactness theorem below originates from [1,2] in the
Euclidean cases and a slightly different version in [5]. To our aim, we introduce the auxil-
iary set of functions
X(ψ)= {φ ∈ C1(R) :‖φ′‖∞ <+∞, ∣∣φ(s)− φ(t)∣∣ψ(|s − t|), t, s ∈R}.
Theorem 3.1 (SBVH compactness theorem). Let (uh)⊂ SBVH(Ω) be a sequence of spe-
cial functions of bounded variation in Ω and assume that
(i) The sequence (uh) is uniformly bounded in the BVH norm;
(ii) The approximate H -gradient sequence (∇Huh) is equiintegrable;
(iii) There exists a function ψ : [0,∞)→[0,∞] such that ψ(t)/t →+∞ as t → 0, and
sup
h
∫
Suh
ψ
(∣∣u+h − u−h ∣∣)dSQ−1d <∞, ∀h ∈ N.
Then one may extract a subsequence (not relabeled) which converges in L1(Ω) to some
u ∈ SBVH(Ω). Moreover, the absolute continuous part and the jump part of the derivatives
converge separately, i.e., DaHuh ⇀D
a
Hu and D
j
Huh ⇀D
j
Hu weakly∗.
Lemma 3.2. Let ψ be as above and let u belong to BVH (Ω). Then
sup
φ∈X(ψ)
∣∣DH (φ(u))− φ′(u˜)(DaHu+DcHu)∣∣(Ω)
 2ω2n−1
ω2n+1
∫
ψ
(|u+ − u−|)dSQ−1d . (14)Su
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sup
φ∈X(ψ)
∣∣DH (φ(u))− φ′(u˜)(DaHu+DcHu)∣∣(Ω)
= 2ω2n−1
ω2n+1
sup
φ∈X(ψ)
∫
Su
∣∣φ(u+)− φ(u−)∣∣dSQ−1d
 2ω2n−1
ω2n+1
∫
Su
ψ
(|u+ − u−|)dSQ−1d . ✷
Lemma 3.3. Let ψ and X(ψ) be as above. Let u ∈ BVH (Ω), and let λ be an R2n-valued
measure on Ω such that |λ|(Su)= 0 and
sup
φ∈X(ψ)
∣∣DH (φ(u))− φ′(u˜)λ∣∣(Ω) <+∞. (15)
Then λ=DaHu+DcHu.
Proof. We first prove that
sup
φ∈X(1)
∫
Ω
∣∣φ′(u˜)∣∣dσ =+∞ (16)
whenever u ∈ BVH(Ω) and σ ∈M+(Ω) is nontrivial. It is easy to see that the set X(1),
up to translations by constants, coincides with {φ ∈C1(R): ‖φ′‖∞ <+∞, ‖φ‖∞  1/2}.
For fixed M > 0, take
φ1(t) := 12 sin(2Mt), φ2(t) :=
1
2
sin
(
2Mt + π
2
)
,
so that φ1, φ2 ∈X(1), and set
A :=
{
x ∈Ω : ∣∣φ′1(u˜)∣∣> M√2
}
, B :=
{
x ∈Ω : ∣∣φ′2(u˜)∣∣ M√2
}
=Ω \A.
We then get
M√
2
σ(Ω)= M√
2
(
σ(A)+ σ(B)) ∫
A
∣∣φ′1(u˜)∣∣dσ +
∫
B
∣∣φ′2(u˜)∣∣dσ

∫
Ω
∣∣φ′1(u˜)∣∣dσ +
∫
Ω
∣∣φ′2(u˜)∣∣dσ  2 sup
φ∈X(1)
∫
Ω
∣∣φ′(u˜)∣∣dσ.
Letting M →+∞, we arrive at (16).
Set µ=DaHu+DcHu− λ. It is sufficient to prove µ= 0. Since |DaHu|, |DcHu| and |λ|
do not charge the set Su, we conclude that µ and SQ−1d Su are mutually singular. Hence,
from (14) we obtain
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φ∈X(ψ)
∫
Ω
∣∣φ′(u˜)∣∣d|µ| = sup
φ∈X(ψ)
∣∣φ′(u˜)µ∣∣(Ω)
 sup
φ∈X(ψ)
∣∣∣∣φ′(u˜)µ+ 2ω2n−1ω2n+1
(
φ(u+)− φ(u−))SQ−1d Su
∣∣∣∣(Ω)
= sup
φ∈X(ψ)
∣∣DH (φ(u))− φ′(u˜)λ∣∣(Ω) <+∞.
Now we can easily check that the first supremum is finite if and only if |µ| = 0, since there
is no bound on ‖φ′‖∞ when φ ∈X(ψ). ✷
Proof of Theorem 3.1. From (i), (ii) and Theorem 2.1, we can assume that uh → u in
L1(Ω) and a.e. in Ω , DHuh ⇀ DHu weakly∗ in the sense of measures, and approxi-
mate H -gradient ∇Huh converge weakly in L1(Ω,R2n) to g. It is enough to prove that
DaHu+DcHu= g. Taking φ ∈X(ψ), by inequality (14) and the fact that uh ∈ SBVH(Ω)
for every h, we get
C = 2ω2n−1
ω2n+1
sup
h
∫
Suh
ψ
(∣∣u+h − u−h ∣∣)dSQ−1d  2ω2n−1ω2n+1
∫
Suh
ψ
(∣∣u+h − u−h ∣∣)dSQ−1d (17)

∣∣DH (φ(uh))− φ′(uh)∇HuhL2n+1∣∣(Ω). (18)
The functions φ(uh) converge to φ(u) in the weak topology of BVH (Ω), and then the
measures DH(φ(uh)) converge weakly∗ to DH(φ(u)) as measures. Since φ′ is bounded
and continuous, the sequence (φ′(uh))h is uniformly bounded and converges to φ′(u) a.e.
Hence, φ′(uh)∇Huh converge weakly∗ to φ′(u)g as measures, and then(
DH
(
φ(uh)
)− φ′(uh)∇HuhL2n+1)⇀ (DH (φ(u))− φ′(u)gL2n+1)
weakly∗ as measures. We get from (17) and (18)
C  lim inf
h
∣∣DH (φ(uh))− φ′(uh)∇HuhL2n+1∣∣(Ω) ∣∣DH (φ(u))− φ′(u)g∣∣(Ω).
Now taking the supremum over all φ ∈X(ψ) and applying Lemma 3.3, we complete the
proof. ✷
The theorem below is a special case of Theorem 3.1 and is often useful.
Theorem 3.4 (Compactness theorem for SBVH (Ω)). Let
ϕ : [0,+∞)→[0,+∞], θ : (0,∞)→ (0,∞]
be lower semicontinuous increasing functions and assume that
lim
t→∞
ϕ(t)
t
=∞, lim
t→0
θ(t)
t
=∞. (19)
Let (uh)⊂ SBVH (Ω) such that
sup
h
{∫
Ω
ϕ
(|∇Huh|)dx +
∫
J
θ
(∣∣u+h − u−h ∣∣)dSQ−1d
}
<∞. (20)uh
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converging in BVH(Ω) to v ∈ SBVH(Ω).
Proof. We verify that (i)–(iii) of Theorem 3.1 are fulfilled. Let M be the least upper bound
of ‖uh‖∞. By (19) we can find α ∈R and β ∈ (0,∞) such that
ϕ(t) t + α, ∀t ∈ [0,∞), θ(t) βt, ∀t ∈ (0,2M].
These inequalities imply
|DHuh|(Ω)=
∫
Ω
|∇Huh|dx + 2ω2n−1
ω2n+1
∫
Juh
∣∣u+h − u−h ∣∣dSQ−1d

∫
Ω
ϕ
(|∇Huh|)dx − αL2n+1(Ω)+ 2ω2n−1
ω2n+1β
∫
Juh
θ
(∣∣u+h − u−h ∣∣)dSQ−1d .
This show that the total variations |DHuh|(Ω) are equibounded. Hence (i) is satisfied.
(19) and (20) imply the equiintegrability of ∇Hu. So (ii) and (iii) are obviously fulfilled.✷
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