Significance of Life

Introduction: Data and Methods
Life expectancy is a key characteristic of human longevity and development; worldwide policies aim to increase it. Effective policies may be based on informative monitoring systems. This sets a high priority for estimating and comparing life expectancy for small populations.
Using the Monte-Carlo simulation approach, Silcocks et al. (2001) , Toson et al. (2003) , and Eayres and Williams (2004) have evaluated methodologies for small-area life expectancy estimation in the UK context. They showed that expectancy at birth is distributed normally, while estimates of its standard error are shown to be distributed with a significant skew for the small population size. They also demonstrated that traditional life table methodology without special corrections for age bands with zero deaths in a small population performs rather well, and that the choice of the minimal age of the open age interval and modeling the mortality in that interval are important for estimating life expectancy and its standard error. Based on simulated dependency of standard errors on population size, a minimum population years-at-risk size of 5,000 for estimating life expectancy at birth was recommend in the UK context. Our work extends this previous research in several directions. First, we confirm some of the findings in the literature in a wider context of mortality schedules and population structures. We conduct simulations based on all available male and female life tables for Austria, Italy, Japan, Russia, Spain, Sweden and the UK. We use data from the Human Mortality Database (2010) . For each life table scrutinized, we consider five stable population age compositions corresponding to -2 percent, -1 percent, 0 percent, 1 percent and 2 percent annual population growth rates. Based on those mortality and population schedules, we consider six population sizes of 1,000, 5,000, 10,000, 25,000, 50,000, 100,000, 250,000 and 1 million persons (altogether, 47,680 populations).
Second, we present empirical relations between the estimation error of life expectancy indicators and the corresponding life table and population characteristics (life expectancy, life table standard deviation of age at death, and population growth rate). Third, we evaluate estimation errors for both the life expectancy at birth and for life expectancy at age 60, the measurement of which is demanded in the context of policies oriented on population ageing and pension systems. Fourth, we provide more in-depth analysis of the normality of life expectancy estimates for small populations, and illustrate that age composition may play a crucial role affecting the normality of estimates (which is important for establishing confidence limits and significance of the observed variation for the life expectancy).
Unlike the previous works, we consider indicators of unabridged life tables. We have also studied the estimates for abridged life table calculations based on the age groups 0, 1, 5, 10, ..., 85+ years. However, both the previous works and our own study (not reported here) indicate that usage of abridged life tables as opposed to unabridged ones has only a small effect on estimation accuracy as compared to the choice of procedure for the open age interval. At the same time, we found that the estimates for abridged life tables tend to be systematically biased when age composition deviates from the stationary population, irrespective of the population size (these distortions are caused by a deviation from the stationary age composition within individual age intervals). Therefore, it might be recommended to avoid using abridged life tables unless the population age composition is fairly close to stationary.
In the three works cited above, the open age interval was chosen to start at 85, 90, or 95 years; in the event that no deaths occur in the open age interval, the corresponding mortality rate was taken from a known life table and not from the simulated population. We use a different approach, adjusting the open age interval in such a way that there is at least one death in it and, hence, we do not use (unavailable in practice) rates from the theoretical life table in order to conclude the life table for the simulated population.
In this paper we describe how the simulations are designed; then we continue with a discussion of life table calculations, followed by the presentation of results. We conclude by presenting illustrative case studies and general recommendations. The paper is supplemented by an Appendix with table material.
Simulations Design
Simulations are carried out in a multi-step procedure. For each of the life tables used, for each population growth rate (-2 percent, -1 percent, 0 percent, 1 percent, 2 percent per annum), and for each of the studied population sizes, we generate a stable population with respective characteristics (the population is generated in single-year age groups and concluded by open age intervals starting at age 100). All generated populations consist of integer numbers of people at each age. In the event that rounded population numbers at individual age groups do not sum up exactly to the desired population size, we randomly add or withdraw people from the population (with probabilities determined by the stable population age structure). Once the stable population of a given size is prepared, we run 25,000 simulations of the number of deaths by age group imputing the mortality rates from the life table. At each age group, the number of deaths is generated according to the binomial distribution (we use R package version 2.11.1). Once death counts are generated, we compute a life table for  the simulated situation and store the results for life expectancy and other life table  characteristics. The number of simulations mentioned above (25,000) is considerably higher than those used in our above-cited literature (2,000 by Silcocks et al. and Toson et al.; 10,000 by Eares and Williams). Such a high number was chosen in order to reduce statistical errors of the simulations' outcome to an acceptable minimum as described next. The standard error of normal sample standard deviation S is given as ( )
, where σ is unknown standard deviation estimated by S , and n is the sample size (Ahn and Fessler 2003) . At 2000 = n , the standard error amounts to about 1.6 percent of the standard deviation, which, being relatively small, may nonetheless considerably affect the outcome of the estimation (especially in view of necessity to study normality of the estimates and their confidence limits). We increased the number of simulations to 25,000 so that the relative standard error of the standard deviation falls below 0.5 percent.
Life Table Procedures
Small population size creates specific problems when constructing a life table in the usual way. In particular, the absence of deaths at certain age intervals brings the death rate to zero and may distort the life table. Comparing life tables computed with zero death rates for such age groups or, alternatively, with artificially-imputed small death rates indicates that the former, more naive method performs better (Toson et al. 2003 ; Eares and Williams 2004) (we also came to a similar conclusion based on simulations in the case of Russia, not presented here). This does not apply, however, to the open age interval, where applying zero mortality would result in assuming immortality with profound implications for life expectancy estimates. Toson et al. (2003) and Eares and Williams (2004) proposed to impute an externally determined mortality (e.g., from the national life table) for the open age interval with no deaths observed. We have examined this method and, indeed, extra knowledge about mortality at open age intervals improves the life expectancy estimates considerably. However, in many practical cases there could be no basis to assume that old-age mortality in a certain small population will be exactly the same as observed elsewhere or nation-wide. Often, the very purpose of estimating life expectancy for small areas would be to reveal the differences; for this purpose imputing standard mortality at open age intervals may not be sufficient. Therefore, we present here an alternative approach, where the boundary of the open age interval is lowered to such a level (from the original level of 110 years) that it comprises at least one observation of death. As rough as it may be, this method performed better in our simulations than alternatives with a minimum of 2, 3, …, 7 observations in the open age interval (we do not present the results for those alternatives here). Except for very small and growing populations, standard deviations of life expectancy estimates produced by this method were comparable to standard deviations of estimates produced by imputing the theoretical mortality from the original life table for the open age interval. For a stationary population of 1,000 people, the former standard deviation is about 20 percent higher than the latter; for 2,000 people it is 5 percent higher; 2 percent for 5,000 people; and 1 percent for a stationary population of 25,000 people.
Results
General overview
In this section, we outline the general variation of estimation biases and standard errors according to population size, stable growth rates, and mortality levels. A more detailed analysis of the factors of estimation errors follows in the sections below.
Although, there are distinguishable differences in the results for males and females, the differences are by far smaller as compared to the estimation errors themselves. Therefore, we pool all results together, irrespective of the gender of the population.
In Appendix Tables A1 to A5, we present simulation results for populations with different growth rates. Each table is split into two parts, corresponding to lower and higher mortality (with life expectancy at birth exceeding and falling below 55 years, respectively). Our results confirm that estimates of life expectancy at birth become more and more biased (upwards) as population size decreases. As indicated by the columns denoted by bias_e0 and bias_e60 in Appendix Tables A1 to A5, there are notable upward biases in life expectancy estimates for all population sizes up to 10,000 people inclusively. For stationary and shrinking populations, the biases amounted to about one year for populations as small as 1,000 people, and 0.2 years for populations of 5,000 people. For growing populations, these estimates must be doubled. 
and in the case of life expectancy at 60, to a population with 1,000 people at age 60 and above:
( N and + 60 N are the total population size and population at age 60 and above).
Theoretically, if there were no problems associated with zero death counts at some age groups, especially at the open age interval, the rescaled standard errors should be similar at all population sizes, because the standard errors would be reversed squareroot functions of population size. However, with extremely small population sizes, the problem of the 'zero count' persists and pushes both the biases and the standard errors of the estimates upwards. This problem is particularly strong for growing populations.
Detailed view: Biases
Simulated associations between estimation biases and standard deviations (the determinants of the latter will be considered in the next section) for different population sizes and age compositions are presented in Figure 1 . For population sizes exceeding 10,000, estimation biases may be neglected. For smaller populations, the bias is considerably higher and strongly depends on population and mortality age patterns. For populations as small as 1,000 people, it may vary between 0.5 and 3.5 years depending primarily on the age composition. Given the strong dependency of the bias on age structure, we recommend considering individual corrections in each specific case depending on the actual age composition of the population. The results corresponding to population sizes of 1,000 people are within the triangle; the lines within the triangle mark the results corresponding to three selected stable population age structures (growth rates -2 percent, 0 percent, and +2 percent per annum).
For the sample set of stable populations examined, we found the following regression relation which may be used to assess the estimation bias for life expectancy at birth: Estimates of life expectancy at 60 for small populations are also considerably biased. Unlike the case of 0 e , the estimation bias of 60 e is well correlated with the standard deviation of the estimation, yet other factors (e.g., the mortality level) play an important role (see Figure 2 ). For small populations where the estimates from the Appendix Tables are not accurate enough, the following regression relation may be used: 
Detailed view: Standard deviation of the estimates
As population size decreases, standard deviations of life expectancy estimates increase approximately as an inverse square-root of population size. Yet at a smaller population size, the square-root-approximation underestimates the standard errors, as seen in the results presented in the Appendix Tables (because of the higher prevalence of cases where some age groups do not contain deaths or even the exposed population).
Age composition and the underlying mortality schedule also contribute to standard errors. To study those effects, we first eliminate the population size effect by considering the standard errors 0 s , 60 s rescaled for a hypothetical population of 1,000 persons (Eqs. 1 and 3). We then average the rescaled standard errors for large populations, where the distortions caused by zero death counts at individual age groups are not pronounced. The minimum population size, from which we started averaging the rescaled standard errors, was different for different population growth rates. We averaged the rescaled errors from a population size of 1,000 for declining populations, from a population size of 5,000 for stationary or moderately (1 percent) growing populations, and from a population size of 10,000 for those growing at 2 percent per annum. Coefficients, which could be used to correct those averages to obtain actual rescaled standard errors for different population sizes and growth rates, are presented in Table 1 (in most applications, these corrections may be neglected). Overall association between estimated parameters 0 s and the underlying true life expectancy at birth is presented in Figure 3 . In the figure, we present only stationary populations with zero growth rates; more general results follow next. Despite the evident overall association between the life expectancy at birth and its estimation error, the particularities of mortality age patterns may strongly affect the estimation errors (note the case of Russian males highlighted in the figure). There is a stronger association between the standard deviation of the estimated life expectancy at birth and the life table standard deviation of the age at death (see Figure 4 for stationary populations). We calculate the life table standard deviation of the age at death by the following formula:
Here 0 e is life expectancy at birth, X=100 is the maximum life For practical applications, the results of our simulations may be summarized in the following regression relation:
where 08 . 0 = err σ years and parameters depend on the population age composition modeled in our simulations by the growth rate r (expressed in percent per annum: 0 = r for stationary population, 1 = r for population age composition formed by 1 percent annual growth of births, etc.):
Standard deviations of estimates of life expectancy at 60, not affected by the specific influence of infant mortality, follow a more consistent association with life expectancy at 60 (see Figure 5 for stationary populations). The wide variety of simulated cases may be described by the following regression: 
Normality of life expectancy estimate's distribution
Previous research (Silcocks et al. 2001; Eares and Williams 2004) suggested that the distribution of estimates may be considered to be approximately normal, which might simplify practical use of standard errors of estimates (in applications such as the construction of confidence intervals, hypotheses testing, examining the significance of temporal or geographical variation of life expectancy, etc.) However, our study, based on a wider set of population structures, indicates that the estimates' normality may be assumed only under certain conditions, which we discuss below.
We examined the normality of simulated distributions for stable populations and mortality schedules corresponding to the Japanese female life table in 2007 (see Figures 6 and 7 for selected histograms with superimposed normal distributions; for this particular exercise, we used 10,000 simulations). Even at a remarkably large population size, the distributions of estimates for life expectancy at birth may significantly deviate from normal distributions where population age structure is non-stationary (see the case of the stable population declining at 2 percent per annum in Figure 6 ; even at a population size of 100,000, not shown in the figure, the test for normality of life expectancy at birth estimates fails for such stable populations). For stationary or moderately growing stable populations, however, the distribution of life expectancy at birth estimates is closer to normality beginning with a population size of 10,000 (all distributions of estimates are strongly skewed for a population of 1,000 persons). Distributions of estimates of life expectancy at age 60 do not deviate significantly (at the 90 percent confidence level, Pearson's criterion, 10,000 simulations) from the normal distribution for stationary populations at a population size of 5,000. However, they become skewed for growing populations.
Although deviations from normality may be statistically significant at some population sizes and age compositions, these are certain distribution percentiles and not the normality of distributions as such, which are important for most applications. Estimates of selected percentiles derived from simulated distributions and from the corresponding normal distributions are presented in Appendix Tables A6 and A7 . Percentiles obtained assuming the normality of estimates of life expectancy at birth or at age 60 are fairly close to those obtained directly from simulated distributions at a population size of 50,000 or more. Assuming normality for a population of 5,000 or less might be discouraged, unless the tested difference in life expectancies falls far beyond the confidence limits. When studying populations of an intermediate size between 5,000 and 50,000, one must be aware of the possible effects of deviation of the population age composition from the stationary age composition. 
Illustrative Examples
Simulation results illustrate that estimations of life expectancy for small populations may be associated with considerably high standard errors and biases. Those must be taken into account both in designing the system of statistical observations and in interpreting geographical, temporal and other variations of longevity obtained from small populations. Further down we present several illustrations of this kind. Case 1. Establishing confidence limits for life expectancy. Let life expectancy at birth be estimated at 86 years in a population of 20,000 people. What, roughly, would be the confidence limits for the actual life expectancy at the 95 percent confidence level assuming stationary age composition? From Appendix Assuming the independence of the estimates for the two populations, we may compute the standard error of the difference between the estimates of life expectancy: More accurate calculations based on Eq. (7) yield 1.13 years.
Given the standard deviation and assuming normal distribution, the observed difference of 86.0-83.5=2.5 years yields p-value 4.9 percent (double-sided alternative), i.e., the difference is significant at the 5 percent significance level. The two populations are different with respect to life expectancy at birth at the 95 percent confidence level. Based on more accurate estimates presented above, the p-value may be estimated at a lower level: 2.7 percent.
Let us examine the significance of the difference in life expectancy at age 60. From Appendix Table A1 
Assuming the independence of the estimates for the two populations, we may compute the standard error of the difference between the estimates of life expectancy: Given the standard deviation and assuming normal distribution, the observed difference of 26.1-25.5=0.6 years yields p-value 38.2 percent (double-sided alternative), i.e., the difference may not be considered significant at the 5 percent significance level. The two populations do not differ significantly with respect to life expectancy at age 60. The result remains under more accurate calculations: Estimates based on Eq. (8) produce p-value of 28.4 percent. Estimates based on Eq. (9) produce p-value 39.0 percent.
Case 3. Minimal population size meeting the required level of estimation accuracy. Consider a situation where life expectancy at age 60 is estimated to be about 25 years, the proportion of the population aged 60 and more is 30 percent, and the age composition is stationary. Then suppose that the policy maker demands measurements of life expectancy at age 60 to be made at the regional level with errors not exceeding 0.75 years at a 95 percent confidence level. What would the recommendation be about minimal population size for estimating the life expectancy at age 60 with the required accuracy? A difference of 0.75 years would not be statistically significant at the 95 percent confidence level at a standard deviation higher than 38 . 
General Recommendations
We have shown that both the standard errors and the estimation bias become very high at a population size of around 5,000 or less. Additionally, the distributions of estimation errors deviate strongly from normality at such population sizes, which precludes building confidence limits and conducting other statistical analyses. Therefore, estimating life expectancies for such populations must be discouraged.
Based on rough estimates from Appendix Tables A1-A5 and assuming that the standard error of the estimates of the life expectancy at birth is about 1 year or less, we may conclude that population exposure years should be about 25,000 people or more for a low-mortality population. To estimate life expectancy at 60 with a standard error of about 0.25 years, the population size should be about 100,000 or more for stationary populations, 50,000 for populations declining at 2 percent, and 200,000 for populations growing at 2 percent per annum. These rough estimates only outline how strict the requirements on population size could be in order to secure relatively accurate estimations.
Our study indicates that more precise assessments of estimation errors and of minimal population size may vary considerably depending on actual population age composition and mortality schedules. Even the requirements for estimation errors may vary from population to population, depending, e.g., on observed spatial and social variation of mortality as well as on policy demands. In a country with high spatial diversity in life expectancy (e.g., Russia), even a low-precision estimate of life expectancy at the municipal level may reveal important regional differences, while for a country with more homogeneous regional mortality variation, like many western European countries, estimates must be conducted with higher precision, so that they reveal informative variations of mortality levels and not the random sample-size effects.
In most applications of estimation errors, it is convenient to assume a normal distribution of the estimates. However, our simulations indicate that such assumptions may safely be used only starting from a population size of 50,000. For populations of 5,000 or less, such assumptions are not acceptable. In intermediate situations, normality assumptions may only be used as a rough approximation. More precise assessments, if necessary, may demand a detailed analysis and perhaps additional simulations tailored to the particular situation.
We do not find any advantages in using abridged life tables instead of unabridged ones even for a small population with many age groups containing no death observations. Even more, abridged life table calculations may lead to strong biases when the population age composition deviates from the stationary composition. Hence, it might be advised to use the unabridged life tables rather than the abridged ones when the population is not stationary.
Our simulation results show that procedures for the open age interval are crucial for the efficiency of life expectancy estimation. Although we found efficiency in our simple approach based on adjusting the open age interval in such a way that there is at least one death observed, more research on procedures for the open age interval might be important. Ahn, S. and A. Fessler. 2003 Tables   Table A1 . Standard errors and estimation biases for life expectancy estimates for selected population sizes at a population growth rate of zero percent. 
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