Abstract The semantic gap problem, which can be referred to as the disconnection between low-level multimedia data and high-level semantics, is an important obstacle to build real-world multimedia systems. The recently developed methods that can use large volumes of loosely labeled data to provide solutions for automatic image annotation stand as promising approaches toward solving this problem. In this paper, we are interested in how some of these methods can be applied to semantic gap problems that appear in other application domains beyond image annotation. Specifically, we introduce new problems that appear in videos, such as the linking of keyframes with speech transcript text and the linking of faces with names. In a common framework, we formulate these problems as the problem of finding missing correspondences between visual and semantic data and apply the multimedia translation method. We evaluate the performance of the multimedia translation method on these problems and compare its performance against other autoannotation and classifier-based methods. The experiments, carried out on over 300 h of news videos from TRECVid 2004 and TRECVid 2006 corpora, show that the multimedia translation method provides a performance that is comparable to the other auto-annotation methods and superior performance compared to other classifier-based methods.
Introduction
Rapidly growing quantities of multimedia data, such as digital image and video archives, have created a demand for methods that can perform effective and efficient indexing, retrieval, and analysis of such data [1, 2] . However, there is a gap between what users need, and what current methods can provide: users often wish to retrieve data based on their semantic content, whereas existing methods can work only on rather low-level visual representation of multimedia data. This gap, described as the semantic gap, refers to "the lack of coincidence between the information that one can extract from the visual data and the interpretation that the same data have for a user in a given situation" [1] , and has become one of the central problems in multimedia. In [3] , it is argued that the semantic gap consists of a hierarchy of gaps, and that it can be characterized by mainly two different types of gaps: namely, the gap between descriptors and labels, and the gap between labels and full semantics. We use the term semantic gap to denote the gap between descriptors and labels.
Current studies in image and video retrieval usually confine themselves to either text [4] or low-level features [1, 5, 6] , or to simple combinations of text and low-level features [7] [8] [9] [10] . The bridging of the semantic gap by linking the low-level descriptors, extracted from the visual data with the symbolic labels obtained from semantic data, is of utmost importance to improve the capability of these systems.
In most of the current systems, semantics is provided through manual labeling, and classifiers are then trained in a supervised way to link the low-level features with labels. The literature is broad and includes many different methods for detecting and recognizing specific objects (e.g., cars or pedestrians), faces, and scenes [11] [12] [13] [14] [15] [16] . However, most of these methods suffer from two major drawbacks.
First, in order to train a supervised system for object classes or for specific objects, labels need to be manually provided. This process requires a lot of human effort and can generate only subjective and error-prone semantic information. Therefore, most studies use small and controlled data sets with only few specific categories. Moreover, an image in such data sets is usually uncluttered and contains a single, centered instance of a specific category (e.g., an airplane, a face, a building in the middle and covering a large portion of the image). The number of categories has been increased in some of the data sets including Caltech data sets [17] [18] [19] , PASCAL data set [20, 21] , and LabelMe data set [22, 23] , but the issue of uncluttered content usually remains.
A second and more important problem is that, due to the variety of semantic concepts, separate models must be built for each concept. However, this is difficult, if not impossible, when the number of categories to be learned is large [24] . Therefore, most of the current methods can work only in limited domains and only for a few distinct object categories or faces in controlled environments, and hence are not suitable for building large-scale systems.
Recently, it became a challenge to discover the links between visual and semantic information from the large annotated image collections. The labels in such data sets can be manually entered by a few people (such as stock photographs or museum images [25] ); can be generated through community tagging (such as Flickr [26] ) or through games (such as ESP game [27, 28] ); or can be made available without any additional effort due to the nature of the data (news photographs with captions [29] ). In any case, it is easier to generate these data sets compared to the data sets discussed previously, and therefore they are available in larger volumes.
However, these data sets provide only loosely labeled data, such as the keyword descriptions for the entire image, but do not provide localized semantic data, such as the labels for the segmented regions of an image. Although we know "what the image is about" we do not know "where the object is specifically".
Let us consider the examples in Fig. 1 . Given a single image and no prior knowledge, the correspondences between visual and semantic information are ambiguous. Semantic information provided through keywords asserts that the images have the referred objects or faces. However, it is not known which part of the visual information is linked to that semantic information. For example, in the top leftmost image we know that there is an elephant in the image but we do not know where it is. Similarly in the bottom leftmost image, we know that it contains the face of Bush, but we do not know which one it is.
Moreover, since the number of categories in such data sets is specified by the vocabulary of keywords used in labeling, the number of categories is generally in the order of hundreds. The labels are usually incomplete, subjective or error-prone [30] . There are some keywords which do not correspond to any visual information, such as the abstract words, or may correspond to a more general description which cannot be matched with a single piece of visual information, such as the city/country names [31] . Similarly, there are some regions/areas in the image which cannot be described with any keyword.
Due to all these problems, this type of data cannot be directly used within a supervised classification scheme to learn specific categories as required by most of the traditional systems.
In recent studies, as an alternative to supervised methods, machine learning techniques mostly adapted from text retrieval literature, have been used to link visual data with semantics in loosely labeled data sets. These studies handle the aforementioned problems using concurrent occurrences of visual and semantic information, and discarding the noisy information automatically using large volumes of data itself.
While such methods are mostly utilized for retrieval and automatic image annotation problems, we argue that, they are also relevant to the solution of a more general semantic gap problem. This relevance is also stated by Hare et al. [3] as "auto-annotation attempts to bridge the gap between descriptors and symbolic labels by learning which combinations of descriptors represent objects, and what the labels of the objects should be".
In order to understand this idea, consider the examples in Fig. 1 again. If we have other images where the elephant is in forest, or in water; and where Bush is together with Blair, or Merkel, then we can capture the link between the brown region and the elephant; the link between the face and the name of Bush; or in general the link between an object and its label as an important solution to recognition in the large scale.
In the following, we first review the studies for automatic image annotation by grouping them into three categories, and discuss their applicability to the semantic gap problem. Inspired by the challenges in large video collections, we then present new problems where it is also required to link visual data to semantics going beyond image annotation. We then show that various problems can be solved through a common framework.
Review and discussion of related studies in automatic image annotation
The goal of automatic image annotation is to predict the descriptive keywords for an image using the knowledge learned from other annotated images. Recently, there have been many attempts to solve the automatic image annotation problem. These studies can be grouped into three categories based on how they learn the links between visual and semantic data. The methods in the first category view image annotation as a classification problem and classify the entire image or its parts into annotation keywords. In [32] , labeled images are used as bags of examples and multiple-instance learning is proposed to classify images. Separate classifiers are built for each concept; an image is positive if a given concept (e.g., a waterfall) is present somewhere in it and negative if the concept is absent. Using a similar formulation, in [33] , a Maximum Entropy based approach is proposed and multiple binary classifiers are built to annotate the images. In [34] , the problem is formulated as M-ary classification in which each of the semantic concepts of interest defines an image class and the classes compete directly at the time of annotation. In [35] , image concepts are modeled by 2-D multi-resolution Hidden Markov Models; an image is labeled with the concepts that best fit the content. In [16] , a visual scene modeling and classification approach using a combination of text modeling methods and local invariant features is presented. It uses bag-of-visterms representation in a multi-class classification scheme and learns N concepts by training N SVMs (oneagainst-all). In testing phase, each test image is assigned to the class of the SVM that has the highest output of its decision function.
The methods in the second category model the joint distribution of words and image regions in the annotated image collections with the assumption that either the image regions and words are independent [36] [37] [38] , or there is a conditional relationship provided by a hidden aspect variable [24, 39, 40] . The image regions are either represented by continuous descriptors or in the form of blobs which refer to the labels of clusters that are obtained by vector quantization of region descriptors. In [36] , a Cross-media Relevance Model is introduced and a training set of annotated images is used to estimate the joint probability of observing a word with a set of blobs in the same image. In subsequent studies, discrete blob representation is replaced with the direct modeling of continuous descriptors of the regions, and two new models are proposed: the Continuous Relevance Model [37] and the Multiple Bernoulli Relevance Model [38] . The model proposed in [39, 41] is a generative hierarchical aspect model inspired by the model proposed for text [42] ; it combines the aspect model with a soft clustering model. Images and corresponding words are generated by nodes arranged in a tree structure. Image regions represented by continuous descriptors are modeled using a Gaussian distribution, and words are modeled using a multinomial distribution. In [40] , the Corr-LDA (Correspondence Latent Dirichlet Allocation) model is proposed; this model finds the conditional relationships between latent variable representations of sets of image regions and sets of words. The model generates first the region descriptions and then the caption words. In [43] , the probabilistic latent space models are modified to give higher importance to words. First the definition of latent space is constrained by focusing on words, then visual variations are learned conditioned on the space learned from words.
The methods in the third category learn the direct correspondences between image regions and words [44] [45] [46] [47] . The first model proposed by Mori et al. [44] learns the joint distribution of blobs and words using the co-occurrence statistics. In [45] , learning the correspondences between blobs and words is tackled as a translation problem. A probability table linking blobs and words is learned using Statistical Machine Translation techniques [48] . In [46] , correlations between blobs and words are discovered based on co-occurrence counts and also on the cosine similarity of occurrence patterns-the documents including those items. The results are observed to be better if words and blobs are weighted in inverse proportion to their occurrence and Singular Value Decomposition is applied to suppress the noise. In [47] , the spatial context is considered and the probability of a blob being aligned with a particular word is estimated depending on the word assignments of its neighboring blobs using Markov Random Fields.
Here, we discuss the three categories according to their applicability to the semantic gap problem. The classifierbased approaches in the first category require the learning of one classifier for each word or for a set of words, and therefore are not scalable. Although higher performances are reported with the models in the second category for annotation and retrieval purposes, these methods have two drawbacks. First, they do not learn exact mappings between regions and words; hence it is difficult to generalize these approaches for a larger domain of semantic gap problems in which labels should be linked with regions, such as for the recognition of objects and faces. Second, the links between the regions and keywords are learned through an image. Although context information is shown to be helpful in many recognition tasks, relying on context has some drawbacks. For instance, if all we learned is that tigers are on grass then we cannot recognize the tigers at the circus, or if all we learned is that person A is with person B, then we cannot recognize him when he is with C. Based on these insights, we argue that approaches in the last category better address the semantic gap problem.
When considered together, there is a common characteristic among all the three categories. They are all limited with the semantic concepts that can be described visually and thus may not fully satisfy the users which look for abstract concepts [31] .
Prior to all the learning methods mentioned above, visual data is required to be processed. Here, we briefly summarize some of the methods used for this purpose.
For segmentation into regions, Normalized Cuts image segmentation algorithm [49] is used in the data set generated by [45] . In [50] , several other segmentation algorithms are evaluated and it is shown that the success of image segmentation algorithms has an effect on the image annotation performance. But it is only a slight difference, and in [51] , it is claimed that using a fixed grid partitioning is usually sufficient.
Feature selection is another criterion slightly affecting the performance [52] . While color and texture features extracted from regions have been heavily experimented (see [50] for a comparison), features extracted from local descriptors have also been used [53] .
Selection of the number of clusters for the methods that use quantized representations is also another decision affecting the results in the form of polysemy (same blob may correspond to different visual information), or synonymy (different blobs may correspond to the same visual information). Several values are empirically evaluated and usually clusters in the order of hundreds are used.
Motivation
Video collections are available in huge volumes creating a demand for efficient access to the content. Toward this end, TRECVid video retrieval evaluation organized by NIST [54, 55] is an important effort in providing benchmark data sets. As also addressed with the high-level feature task of TRECVid, automatic labeling of video content is an important challenge [56] . The requirement for scalable methods that can learn large number of concepts with minimal effort as an alternative to supervised systems suggests the application of image annotation techniques to video data sets. However, while the Corel data set consisting of stock photographs with a few annotation keywords-provided in [39, 45] -was extensively studied in image annotation literature as being a more difficult and noisier one, TRECVid data set is studied in a similar setting by only a few groups (e.g., [38, 57, 58] ).
In TRECVid data set, keyframes for a small number of videos are manually annotated with a collaborative effort. The common approach in the image annotation studies working (1,3) and (2), the shots corresponding to visual appearances are (2, 5) and (1, 3, 4) , respectively on TRECVid data is to treat the video keyframes as if they are images and then to directly apply their image annotation methods to annotate keyframes. However, such methods are limited with the number of annotation words provided by the lexicon in the training set.
An alternative approach is to use the speech transcript text, which, although noisy, is available for the entire set of videos. The speech transcript text is usually aligned with the closed caption text [59] . This process, which is usually referred to as video alignment, aligns the text with video frames only temporally but not related to the visual content. Therefore, even after video alignment the links between visual and semantic information are unknown. We refer to this problem as video association problem.
For a better understanding of the problem, let us consider an example. Usually, in broadcast news, an anchorperson mentions an event when he/she is introducing the story, but the event visually appears later in the story, probably with an aligned text which does not include any related word to the event. For instance, in the story about Clinton's visit to China shown in Fig. 2 , the names of Clinton and Great Wall are mentioned in the speech transcripts, but it is not known which shot includes the corresponding visual appearances. Since the time difference between the visual and textual descriptions can be large, or the order can be different, using a set of shots in a neighborhood may still not solve such a problem.
Another important challenge, especially for news videos, is to handle queries related to people that lie at the core of most stories. Searching for names in the speech transcript text is likely to produce incorrect results due to the incorrect alignments mentioned earlier. Moreover, the shots associated with the text may include no people at all; many other people besides the target; or another person, particularly the anchorperson or reporter. On the other hand, the recognition of faces is a long-standing and difficult problem [60, 61] . It is still a challenge to recognize faces in different poses, environments, or illuminations and without affected by occlusion, clutter, aging, clothing or make-up.
The problem of labeling large number of faces in realistic environments as in TRECVid videos, which we refer to as face naming, requires alternative solutions, and can also be tackled by associating faces and names in large collections. As an attempt in this direction, in [62] , face and name information is integrated to improve the performance of person queries by modeling the timing between the naming and appearance of people in news videos. In some other studies faces are grouped given the names [63, 64] . Initially, the faces appearing in a news photograph are assumed to be linked to the names in the caption, and then different methods are used to correct these links. The most relevant solution in linking faces with names is the Name-It system [65] , which aims to associate faces and names in news videos using co-occurrence statistics.
Discussion on the challenges in videos
Here, we summarize the challenges through the perspective of image annotation approaches.
-Providing alternatives to manual annotations. As discussed earlier, the scalable systems should not depend on manual annotations which are difficult to obtain. The alternative is to use the available speech transcripts as semantics to be linked to visual information [58, 66] . -Going from images to video stories. In a video, not a single keyframe, but a sequence of keyframes are associated with the speech transcript text. A story is an ideal unit to associate visual and semantic information in a video. However, this provides rough association and it is thus required to learn the direct links between the visual units in a story and the words in speech transcripts. This problem suggests the use of image annotation techniques to be applied on video stories by widening the perspective. -Generalization of the visual information. The labeling of faces is not different from the labeling of objects if the problem is turned into the problem of finding the links between visual information (faces in this case) and semantic information (names in this case). The only difference is in the representation of faces. This suggests the utilization of image annotation studies not only for labeling of objects or scenes but also for labeling of faces in a similar formulation.
Proposed approach
We argue that the new problems together with image annotation can be formulated commonly as the problem of missing correspondences between visual and semantic data. In all cases, the semantics is associated with visual information only loosely within a given image or video story, but the correspondences are missing. However, the concurrent appearance of the same visual and semantic information in other images or videos provides hints about the correspondences.
In the following, we describe a framework to formulate a wide range of problems as the problem of missing correspondences between low-level visual data and semantics, and discuss how the gap between them can be bridged based on the idea of capturing the co-occurrences. Building on [39, 45] , we then utilize the multimedia translation method to link visual and semantic data.
Formulation of the problem as missing correspondences
Consider a multimedia collection M = {m 1 , . . . , m N }, where each m n = (v n , s n ) is an associated pair of visual content v n and semantic content s n , such as an image annotated with keywords or a video with associated speech transcript text (see Fig. 3 ).
Both type of data may need some processing to obtain informative descriptions. The visual content may be pro- cessed to split it into subparts and to extract descriptive features from each of those subparts. For example, in an image, subparts can be obtained by segmenting it into regions; and in a video, the subparts can be obtained by segmenting it into shots. Similarly, semantic content may be processed to obtain only nouns which are likely to describe visual content, e.g., a named entity detector can be used to extract the names corresponding to faces.
The visual content in an associated pair m n = (v n , s n ), is then represented as v n = {v n 1 , . . . , v n k }, where each v n i is referred to as a visual term and k is the number of visual terms in v n ; and the semantic content is represented as s n = {s n 1 , . . . , s n l }, where each s n j is referred to as a semantic term and l is the number of semantic terms in s n .
The visual terms v n i are from the set V = {V 1 , . . . , V K }, which we refer to as visual vocabulary, and similarly the semantic terms s n j are from the set S = {S 1 , . . . , S L }, which we refer to as semantic vocabulary. We require that both sets consist of discrete elements in order to provide the formulation for a wide range of problems.
Each associated pair provides only loose links between visual terms and semantic terms. Given a single associated pair m n , a semantic term s n j can be associated with any of the visual terms v n i , i = 1 . . . k. The correct correspondences between a specific visual term and a specific semantic term can be learned if they co-occur in different associated pairs with different terms. These learned correspondences can then be provided through a correspondence table to map visual terms to semantic terms in a new multimedia data.
Multimedia translation to find correspondences
With this formulation, the problem is very similar to the problem faced in machine translation literature. In machine translation, the words in one language are linked to the words in another language through a lexicon. The typical solution to learn the lexicon is to use an aligned bitext where the rough correspondences at the paragraph or sentence level are known. Brown et al. proposed that having unknown one-to-one correspondences between words, learning the joint distributions of words in two languages from rough correspondences can be formulated as a missing data problem [48] . This relevance is first discussed in [45] and used to link image regions with keywords in annotated image collections. Here, we use this approach to address a more general problem to find the correspondences between any type of visual and semantic data.
Having a set of different associated pairs, as an analogy to the aligned bitext in machine translation, the problem can be reformulated in order to maximize the conditional probability Pr(s | v), which is called the likelihood of translation (s, v), where v = {v 1 . . . v k } is a set of visual terms and s = {s 1 . . . s l } is a set of semantic terms. Note that, in this study, we use the direct translation model by discarding the language model.
In the following, we summarize the formulation of Brown et al. adapted to the linking of semantic terms with visual terms, which is referred to as multimedia translation. For the details of the formulation and its adaptation to multimedia translation the reader should refer to [45, 48] .
Among the set of models proposed by Brown et al., we utilized Model 1, which assumes that all connections are equally likely, since there is no order relation among the visual or semantic terms (a detailed discussion of why a more powerful translation model has not been chosen can be found in [52] ).
The statistical machine translation approach uses the idea of alignments to indicate connections of words in the source and target strings. Adapting the same idea, for an associated pair with k visual terms and l semantic terms, we denote a j = i as an alignment to specify that a semantic term s j in position j in s is connected to a visual term v i in position i in v, and a j = 0 if it is not connected to any visual term. Therefore, a is a vector of integers a 1 . . . a l , where each a j can take values from 0 to k.
Considering the alignments, the likelihood of (s|v) can be written in terms of conditional probability Pr(s, a|v), where a is a random alignment in all possible sets of alignments, as
Assuming a uniform alignment probability (each alignment being equally probable), for a given set of visual terms, the joint likelihood of a set of semantic terms and an alignment is written as
where t (s j |v a j ) is the translation probability of the semantic term s j given the visual term v a j , is a fixed small number used to represent that the number of semantic terms is independent of the set of visual terms in that associated pair, and (k + 1) l is the number of all possible alignments. Then, Pr(s|v) can be written as in the following by performing sums over all possible alignments:
The goal is to maximize Pr(s|v) subject to the constraint that for each v
where v is a particular visual term, and s is a particular semantic term.
Through the introduction of the Lagrange multipliers λ e and the Kronecker delta function δ, which is equal to one when both of its arguments are the same and equal to zero otherwise, the maximum is achieved for
where l j=1 δ (s, s j )δ(v, v a j ) is the number of times v connects to s in a.
Since the translation probabilities appear on both sides, the solution of this maximization problem requires an iterative process and can be achieved using the Expectation Maximization (EM) algorithm as proposed by Brown et al. [48] and as first adapted to the multimedia translation problem in [45] . Here, we summarize this iterative process.
For a training set consisting of a set of aligned pairs s N ) , the problem can be turned into finding t (s|v) as
where c(s|v; v n , s n ) is the expected number of times that v connects to s in the translation (s n , v n ). Here λ −1 e is used only for normalization.
In Model 1, c(s|v; v n , s n ) can be calculated for each associated pair iteratively as
where l j=1 δ(s, s j ) is the count of s in s and
Given an initial estimate for the translation probabilities, the new estimate for t (s|v) is then found using the above equation with the new alignments.
Translation probabilities are stored in a correspondence table. The process starts with some initial values for translation probabilities and assigns the alignments for each associated pair. Assuming that the alignments are given, reconstructing the correspondence table is just a matter of counting. Then, revised translation probabilities are obtained by normalization based on these alignments and the alignments are updated iteratively based on the new values for translation probabilities. Model 1 is proved to have a unique local maximum so that parameters derived for it in a series of EM iterations will converge independent of the initial values.
The computed correspondence probabilities can be used in the following ways:
(i) For predicting the semantic term corresponding to a visual term: in this case, the semantic term with the highest probability given the visual term is chosen. (ii) For predicting the set of semantic terms given a set of visual terms in a visual content: in this case, the posterior probabilities for all visual terms are marginalized, and a few semantic terms with the highest probabilities are chosen. (iii) For ranked-retrieval of visual content given a semantic term: in this case, the posterior probabilities for each video content are found as above by marginalizing, but then these posterior probabilities are used to find the relation to a given semantic content.
Application of multimedia translation on videos
In the following, inspired by the challenges in video data sets, we first re-visit the problem of annotating video keyframes with words through the multimedia translation approach and then introduce new problems to show the applicability of the formulation to various visual and semantic information beyond annotated images.
Linking regions to keywords in annotated keyframes
As shown in Fig. 4 , when an associated pair is a manually annotated keyframe of a shot, visual content refers to the keyframe and semantic content refers to the annotation keywords. Keyframes are first segmented into regions, and features are extracted from regions. Then, these features are vector quantized to obtain a vocabulary of visual terms. On the other side, a vocabulary of semantic terms is built after a pruning step which selects the annotation keywords with frequencies higher than some specified threshold. When the correspondences are learned, they can be used to automatically predict annotation keywords for unseen keyframes (automatic annotation), or to retrieve keyframes based on their relevance to the query words (ranked retrieval). Most importantly, since the direct correspondences are Fig. 4 Linking regions to keywords in annotated keyframes. Regions are mapped to visual terms through segmentation and vector quantization, and annotation keywords are mapped to semantic terms through text-processing techniques. Then the problem is turned into learning the links between visual and semantic terms. While given a single instance learning the links is not possible, the concurrent occurrences in large number of available annotated keyframes provide that information Similarly, the words in the middle are the words remaining after applying text-processing techniques on the speech transcript text which are mapped to semantic terms. While given a single video story learning the links between visual appearances of keyframes and speech transcript words is not possible, the concurrent occurrences in large number of available video stories provide that information learned, they can be used to predict labels for the regions (region labeling) as an alternative to large-scale object recognition. They can also be used in a setting similar to the query by semantic example method as proposed by [67] .
In this setting, the formulation is the same as the approach in [45] . We only re-visit this problem to make the reader familiar with the notation and to prepare a basis for the comparisons with other related approaches (see Sect. 5 for a detailed experimental evaluation). Our main contribution lies in the application of multimedia translation to the following problems.
Linking keyframes to speech transcripts in video stories
In a video story, the speech transcript text is roughly related to the visual information, but the direct correspondences are unknown. In this section, we describe our formulation for this problem and show that learning the direct correspondences in a video story can be achieved by the application of multimedia translation. As shown in Fig. 5 , here the visual content in the form of video sequence and the semantic content in the form of speech transcript text constitute an associated pair within a story. In this study, we define the subparts of the visual content to be the keyframes. Therefore, visual terms correspond to the quantized visual representations of the keyframes extracted from the video stories. Since the visual objects and scenes are usually described by nouns, the speech transcript text is processed, and tagging, stemming, and stopword elimination steps are applied to obtain a set of nouns constituting the semantic terms.
Making an analogy to the image annotation, in video association problem, regions as being the subparts of images are replaced with keyframes as being the subparts of video stories. Therefore, the counterpart of region labeling process is to predict words for keyframes (keyframe annotation), and the counterpart of annotating images is to annotate video stories (story annotation). 
Linking faces to names in video stories
The formulation for naming faces as finding the correspondences between faces and names is very similar to the one described for the video association problem. It is again a video story that is the associated pair. However, in this problem the subparts of visual content are the faces detected in keyframes, and subparts of semantic content are the names appearing in the speech transcript text. The vocabulary of visual terms consists of the representatives of face clusters, and the vocabulary of semantic terms consists of the names (see Fig. 6 ).
Experimental results
In this section, we present a detailed evaluation of the proposed framework. The experiments are carried out on the TREC Video Retrieval Evaluation (TRECVid) data set provided by NIST [54, 55] . Namely, on the TRECVid 2004 corpus which consists of over 150 h of CNN and ABC broadcast news videos, and on the TRECVid 2006 corpus, which consists of 158 h of English, Arabic, and Chinese news videos. The shot boundaries, and the keyframes extracted from each shot are provided by NIST.
The data set is evaluated in the form of two subsets due to the unavailability of some information for the entire data set. In all cases we used 2/3 of the data for training and 1/3 for testing.
The first subset consists of keyframes from the development sets with the available manual annotations. Although the annotations are completed by a collaborative effort of all participants, still this subset is a small portion of the entire data set. This subset is used for the experiments in linking regions of keyframes with annotation words (Sect. 5.2). These experiments are performed only to generate a basis for comparison with other related studies (see Sect. 6).
The second subset is a more challenging one where speech transcript is used as the semantic information. This subset consists of the videos where the segmented video stories are provided and the speech transcript text is available. It is used in the experiments for linking the keyframes of a video story with the speech transcript text (Sect. 5.3), and for linking faces with names (Sect. 5.5).
In this study, we compute the probabilities using the Giza++ tool [68, 69] , which is part of the Statistical Machine Translation toolkit developed in 1999 at the CLSP at Johns Hopkins University. Specifically Model 1 is utilized and ten iterations are performed in training.
In the following, first we describe the evaluation criteria used, and then present the results for the three problems.
Evaluation criteria
We first compute standard recall, precision and F 1 measures for performance evaluation, where recall = number of correct predictions number of occurrences in the set precision = number of correct predictions total number of predictions
Then, the average word recall and average word precision values are obtained by first computing the recall and precision values for each word (semantic term), and then taking the average over all the words with nonzero recall. These measures are widely used in performance evaluation of existing automatic annotation systems [24, 37, 38, 46] . We use mean average precision (mAP) to evaluate the ranked retrieval performance; this is the standard way of evaluating ranked retrieval performance. The average precision of a query q, (AP(q)), is computed as the sum of the precisions of retrieved relevant images at rank i divided by the total number of relevant images (relevant(q)) for the query q. The mean average precision (mAP) is then defined as the mean of average precisions (AP) of all queries, N q .
AP(q)
In addition to these standard measures, we use another intuitive measure for annotation performance: average annotation performance (aap). Illustrating with an example for image annotation, if aap is specified as 30%; this means 30% of the annotation words predicted for an image in the test set are correct.
# correct words predicted for test image i # words in test image i N
Experiments on linking regions to words in annotated images
In the TRECVid 2004 data set, 114 videos from the development set are manually annotated with a collaborative effort of the participants [70] with 614 keywords, most of which have very low frequency, spelling and format errors. With a preprocessing step, we corrected the errors and excluded the high (higher than 5000) or low (lower than 20) frequencies from the vocabulary, resulting in 115 remaining keywords. There are a total of 28156 keyframes. Similarly, in the TRECVid 2006 data set, LSCOM annotations [71] with 449 concepts are used; 170 concepts remained after preprocessing. There are a total of 31226 keyframes. On the side of visual content, keyframes are first segmented into regions and then each region is represented by a set of features. In this study, we preferred to use fixed-size grids, and partitioned the keyframes into 5 × 7 grids. We experimented with mean and standard deviation of HSV and RGB values, Canny edge orientation histograms, Gabor filter outputs, and various combinations of these features. We also experimented with the use of salient points for obtaining the visual terms, but the results were worse than the features used, and will not be discussed.
The grids are then transformed into visual terms by vector quantization with k-means using several K values. The choice of K affects the performance of the system; as K increases, there will be more homogeneous terms which have a higher chance of matching a single object or scene, but large K values result in large translation tables, which is costly and noisy. We empirically evaluated several K values ranging from 500 to 5000 with several random partitioning of the Since the quantitative evaluation of region labeling requires the manual labeling of regions, which is costly and subjective, we, instead, use annotation performance as an approximation, since correct correspondences suggests correct annotations. When all retrievals are evaluated (for each semantic term, the number of retrieved keyframes is equal to its frequency in the test set), the mAP is 0.28; and when the first 20 retrieved keyframes are evaluated for all terms the mAP is 0.34 for all 170 concepts, and 0.55 for the best 100 concepts. The results show that when annotations are not available, the proposed system can be used effectively for ranked retrieval.
Experiments on linking keyframes to speech transcripts in news stories
In the experiments using speech transcript text, keyframes of 221 videos from TRECVid 2004 with temporally aligned automatic speech recognition (ASR) transcripts provided by LIMSI [72] were used. ASR is in free text form and requires preprocessing. Therefore, we applied tagging, stemming, and stop-word elimination steps and have used only those nouns that appeared more than 100 but fewer than 1888 times (these rough values are determined by looking at the frequency plot of all the words) to generate a final vocabulary of 297 semantic terms.
The keyframes of the stories are represented by global 18×3×3 HSV, 4×4×4 RGB, 17 bin Canny edge orientation, and 1000 bin SIFT keypoint histograms [73, 74] . The keyframes are transformed into visual terms by quantizing the features with k-means using several K values ranging from 500 to 5000. The best results are obtained for K = 3000. The stories are represented with these visual terms. The story boundaries are provided by NIST. A total of 5768 stories containing 65758 keyframes were used. The number of words corresponding to the stories ranges from 4 to 105, and the average number of words per story is 15.
The correspondences between keyframes and speech transcripts are learned using a training set of 155 videos with 4070 stories and 45922 keyframes and used for the annotation of stories and keyframes of shots, and for story-based ranked retrieval.
The system performance is measured using 66 test set videos with 1698 stories and 19836 keyframes. Translation probabilities are used to predict words for the individual shots ( Fig. 10 ) and for the stories (Fig. 11) . The results show that the system can predict the correct words, especially for those stories related to weather, sports, and economy that frequently appear in the broadcast news, and which can be represented with the global color and edge features used. The shot auto-annotation examples in Fig. 10 show that even for those shots with no speech transcripts (as in the first two shots), or which have irrelevant words due to the misalignment problem (as in the third shot), the proposed method is able to predict the correct words by learning the links between keyframes and speech transcripts within the story.
The average annotation performance (aap) of our system is 23% per story. The average word recall and precision values for the words with nonzero recall are 0.25 and 0.35, Fig. 10 Top words predicted for some shots using the ASR outputs on TRECVid 2004. ASR texts aligned with those shots temporally are shown at top in italic. Note that, the shots with empty or wrong aligned ASR text can be correctly retrieved using the predicted words respectively. Out of 297 words used in training, 220 have nonzero recall in the test set. For those 100 words with the highest recall, the average word recall and precision are increased to 0.40 and 0.45 respectively. Figure 12a shows word recall and precision values for some words.
Story-based query results in Fig. 13 show that the proposed system is able to detect the associations between words and scenes/objects. In these examples, the shots within each story are ranked according to the marginalized word posterior probabilities, and the shots matching the query word with the highest probability are retrieved; a final ranking is done among all shots retrieved from all stories, and all videos and final-ranked query results are returned to the user.
Use of wordnet
In speech transcript text, a large number of words appear very rarely. When the number of semantic terms is large, associations with visual terms cannot be accurately captured, since the probabilities would be distributed over a large number of terms. On the other hand, most of the words share similar semantic meanings. If these semantic relationships were captured, then the associations could be learned more effectively. Ontologies are helpful in creating semantic relationships, but their creation is costly and moreover they may be incomplete. In this study, we use WordNet [75] to automatically create an ontology; we take the words in the WordNet hierarchy instead of original ASR words as the semantic terms.
We have incorporated the WordNet hierarchies into both manual annotations and ASR text. First, for each word, those words that are in the upper level WordNet hierarchy are added to the vocabulary (e.g., sport is added for football, baseball, basketball, tennis, etc.). Second, part meronyms (part-whole relationships) are added (e.g., leaf is added for plant). Finally, the vocabulary is constructed by excluding words with frequencies which are too high or too low.
Incorporating WordNet hierarchies enhances performance in several ways. First, vocabulary size is increased with the addition of new words, leading to a better representation; the increase was 162 words for manual annotations, and 566 for ASR. Second, there was a considerable increase in the average annotation performance, average word recall and average word precision values, and the number of words with nonzero recall. For manual annotations, the number of words with nonzero recall increased to 70, and average word recall and average word precision increased to 0.25 and 0.50, respectively. For ASR, the number of words with nonzero recall increased to 435, and average annotation performance increased to 35%. The addition of new ontological words, as well as improvements in word recall and precision values are reflected in the word recall-precision graph (Fig. 12b) .
Experiments on linking faces to names
For face naming, the same set of videos for story-based alignment is used (TRECVid 2004). Faces in the keyframes are detected, and represented with 6 × 5 grids of color (meanstd of HSV, RGB) and texture (9 bin Canny edge orientation histogram, Gabor filter outputs, 500 bin SIFT keypoint histogram) features. The faces are transformed into visual terms by quantizing the features with k-means using several K values (50, 100, 200) . HSV concatenated with Gabor using K = 200 gives the best results. 92 person names, only 25 of which have a frequency greater than 100, are extracted from the speech transcripts manually, since our focus is not on named entity detection. The correspondences between faces and names are learned using a training set of 155 videos with 2070 stories and 6428 faces and then used for aligning faces with names within the stories. Figure 14 presents some samples in which the faces in each story are ranked according to the probability of their association with the queried name and retrieved successfully. Irrelevant shots would be retrieved in a solely text-based system since the query names are not aligned with the correct faces. For instance, in the second row of Fig. 14 , the name Clinton appears in a previous shot which does not even contain a face.
Comparative experiments
In this section, we present the results of comparative experiments with several approaches. First, we evaluate four approaches proposed for auto-annotation from the second and the third categories. Then, we compare multimedia translation method with the traditional classifier-based methods by focusing on multi-class Support Vector Machines (SVM) on TRECVid 2006 high-level feature extraction task.
Comparison of auto-annotation approaches
As stated previously, methods other than those of the third category suffer from not directly learning one-to-one correspondences and may thus not be suitable for solving problems in other domains, such as for the recognition of objects and faces. On the other hand, the methods in all categories are applicable to the image annotation problem and can therefore be compared on this basis.
To understand the advantages and disadvantages of the multimedia translation method (Translation) over other methods, we selected one method from the second group, namely the Cross Media Relevance Model (CMRM) proposed by Jeon et al. [36] and two other methods from the third category, namely the Cooccurrence method proposed by Mori et al. [44] , and the SvdCos method proposed by Pan et al. [46] and compared them based on their image annotation performances. All four models work on the discrete representation of the visual data.
Since the implementations of these methods are not publicly available, we implemented them ourselves according to the descriptions in their papers. We used the same data set used in Sect. 5.2, with 115 semantic terms and 2000 visual terms obtained by the concatenation of HSV and Gabor features extracted from 5 × 7 grids and quantized with k-means.
The results are summarized in Table 1 . In case 1 , the number of words predicted per image is the same as the number of actual annotation words, while in case 2 , 5 words are predicted per image. The SvdCos, Translation, and Co-occurrence methods can predict a smaller number of words compared to the CMRM method, but with higher precision. Fig. 15 shows the F 1 scores for words with best prediction performance for case 2 . Considering the F 1 scores for words with nonzero recall, the Co-occurrence method has the highest performance, while CMRM has the lowest. According to the average annotation performance, all four methods are equally successful, with the Translation method performing slightly better.
In case 1 , the number of words with nonzero recall is largest for CMRM (81), and smallest in Cooccurrence (18).
When we compare only among these 18 words, the following results are obtained, as shown in Table 2 : CMRM has the highest average word recall (0.45), Cooccurrence has the highest average word precision (0.49) but lowest average word recall (0.27), and Translation has the highest F 1 score (0.39) by a small margin. Depending on the type of application, one may choose to predict more words with low accuracy or fewer words with higher accuracy. For instance, a web search engine may prefer to predict a smaller number of frequently searched concepts with higher accuracies. However, there is a trade-off between the number of words predicted and word-prediction performance. Predicting too few words would be undesirable, as in the case of the Co-occurrence method. Therefore, the Translation and SvdCos methods are more balanced compared to the other two.
Another issue in the selection of one of the annotation methods is the use of context information. As stated earlier, CMRM learns the joint distribution of words and images within a context. This is an advantage of CMRM in learning rare words and thus predicting more words, since the context does not change much in the TRECVid data set for the training and test examples. However, it becomes a big disadvantage when the context changes since the words can no longer be predicted.
To gain more insight into how context affects annotation performance, we have created a small, noise-free artificial data set. We have constructed a training set by creating permutations of ten concepts. We assume that each image contains two concepts with visual terms V i and V j , and with two corresponding semantic terms S i and S j . That is, the training set includes the following matching tuples
We further assume that there is a rare concept which only appears with concept 1 but nothing else, adding another tuple ({V 1 , V 11 }, {S 1 , S 11 }) to the training set. In the test set, there are five other unseen visual terms co-occurring with the visual terms in the training set. Now we consider two cases in the test set: ({V 1 , V 15 }) and ({V 11 , V 15 }), where V 1 and V 11 are the visual terms already observed in the training set while V 15 is not.
We do not expect any system to predict a semantic term S 15 corresponding to visual term V 15 , but the predictions of semantic terms corresponding to V 1 and V 11 tell much about the context dependency. With our experiments on CMRM and Translation methods, we observe that the Translation method can predict the correct semantic terms in both cases, whereas the CMRM method can predict for V 1 , but not for V 11 , meaning that the rare words cannot be predicted by the CMRM method if they are not appearing in the same context of the training samples. On the other hand, the Translation method can predict any word without depending on the context, since it learns direct correspondences between visual and semantic terms.
As a real-case example, the foreign minister of each country is most likely to be seen with his prime minister in the news. Therefore, a context-dependent approach is likely to couple the face of a prime minister to the face of his foreign minister, since it would increase its performance. Now, consider the performance of such a system on a news photo taken from a summit of foreign ministers from all over the world. In this case, the context-dependent approach would suffer, since the context is completely different from the one it was trained in, as nicely demonstrated by the toy problem considered above.
The problem can be overcome with the use of larger volumes of data with the assumption that in the ideal case, every pair appearing in the data, however, should be considered carefully. To compare the performance of translation approach with the classifier-based methods, we trained our system using the same set of high level concepts used in TRECVid 2006 high-level feature extraction task [55] . In TRECVid 2006, 39 concepts (LSCOM-lite annotations) are used in high-level feature extraction task and 20 of these are evaluated. Most of the submissions for high-level feature extraction task use SVM to learn the concepts. Participants used the whole development set for training. The performance of each system was evaluated by NIST on TRECVid 2006 test set by visually inspecting the submissions. Since we used the development set for both training and testing due to the availability of manual annotations, our training and test sets are not the same as the ones used in TRECVid evaluation. We trained a multiclass SVM as described in [76] on the same data as we used in Translation by using the multi-class SVM tool in [77] . We performed single-word queries for all 39 concepts using Translation and multi-class SVM methods and retrieved as many keyframes as each concept appears in the test set, and computed the average precision for each concept. Figure 16 shows average precision values for 20 concepts that were evaluated in TRECVid 2006. Translation approach performs considerably better in most of the concepts. High performance figures for some concepts (e.g., for animal, weather, computer-tv-screen) are most probably due to duplicates or near duplicates existing in training and test sets.
Summary and discussion
In this study, we attack the semantic gap problem in large annotated data sets where multimedia data appear with semantic information and formulate it as the missing correspondences between the low-level multimedia data and the semantic content. After reviewing the studies in image annotation which integrate visual data to semantics using loosely labeled data sets and discussing their relevancy to the semantic gap problem, we proposed that the semantic gap can be addressed as the translation of multimedia data to semantics.
Our main contribution is threefold: (i) expanding the domain of association problems from images to video sequences and presenting new problems, (ii) commonly formulating these problems within the same framework, and (iii) adaptation of translation method to a wide range of problems going beyond image annotation.
The multimedia translation method has originally been developed within the machine learning literature and adapted to learning in multimedia problems in [45, 39] . The novelty of this study does not lie in the translation method itself, but in the adaptation of the method to new problems. In particular, we have described problems in which this proposed framework and the translation method can be applied: linking regions of keyframes with annotation keywords, linking keyframes in a video story to speech transcripts, and linking faces to names.
With extensive experimental studies on the TRECVid 2004 and TRECVid 2006 corpora which consist of over 300 h of news videos, we show that novel applications including the automatic annotation of video keyframes, video story annotation, large-scale object and face recognition, and as a result of all, better retrieval on large-scale video datasets are possible.
On TRECVid 2006, we obtained better results in annotation performance compared to TRECVid 2004 most probably due to better manual annotations, but worse results in story annotation experiments due to the low performance of the automatic story boundary detection.
We also conducted additional experiments and compared the performance of the proposed method with other auto-annotation and classifier-based systems and showed its advantages over other methods.
In this study, we used the statistical machine translation approach to find the associations. However, we argue that any other method, with the requirement that it learns direct correspondences between visual terms and semantic terms, could also be used in place of the translation method.
We should also note that, although we focus on visual information, there is no limit in the choice of multimedia content, which could be anything such as audio, range data, sensor outputs, symbols, etc. Similarly, in this study, semantics is represented in the form of text, but it can also be in some other form.
