Abstract. Wind resource assessment is a key aspect of wind farm planning since it allows to estimate the long term electricity production. Moreover, wind speed time-series at high resolution are helpful to estimate the temporal changes of the electricity generation and indispensable to design stand-alone systems, which are affected by the mismatch of supply and demand. In this work, we present a new generalized statistical methodology to generate the spatial distribution of wind speed time-series, using Switzerland as a case study. This research is based upon a machine learning model and demonstrates that statistical wind resource assessment can successfully be used for estimating wind speed time-series. In fact, this method is able to obtain reliable wind speed estimates and propagate all the sources of uncertainty (from the measurements to the mapping process) in an efficient way, i.e. minimizing computational time and load. This allows not only an accurate estimation, but the creation of precise confidence intervals to map the stochasticity of the wind resource for a particular site. The validation shows that machine learning can minimize the bias of the wind speed hourly estimates. Moreover, for each mapped location this method delivers not only the mean wind speed, but also its confidence interval, which are crucial data for planners.
Introduction
Wind resource assessment is a key component of the planning phase for every wind farm project. In particular, wind speed time-series at fine resolution (i.e. hourly or sub-hourly) are helpful to estimate the temporal changes of the electricity generation and indispensable to design stand-alone systems that are affected by the mismatch of supply and demand. In addition, the variability of wind speed is important to evaluate the impact of the electricity injection into the power grid. Wind speed and direction data are measured worldwide by weather stations at various time-intervals. However, their coverage is inadequate to identify suitable locations to build new wind farms. In many cases, after a potential site has been identified, the planning phase continues with at least a year of continue wind measurements using a meteorological mast [1] , which is a device that measures wind at various heights. This step highly increases the total cost of the project and therefore has a non-negligible impact on the rate of return of the initial investment. One way to decrease the planning costs is by employing techniques to estimate the temporal variability of the wind resource on the potential site, i.e. wind resource assessment.
Several techniques have been developed over the years to estimate the spatio-temporal pattern of the wind resource. The majority of these techniques are part of a set referred to as numerical wind flow models, which estimate the wind resource solving the physical equations that govern the motion of air in the atmosphere [2] . These methods have varying level of complexity, derived by the type and amount of equations they include. The simplest ones are the mass-consistent models [3] , first developed in the 1970s, which only solve the equation of conservation of mass. On the other end of the complexity spectrum are numerical weather prediction models (NWP; [2] ), which solve all the computational fluiddynamics equations plus others that govern the energy exchanges between soil and atmosphere. These methods are able to estimate both the long term wind resource and its time variability, even though they tend to be time-consuming and computationally expensive [4] .
Another branch of research has been dedicated to the development of techniques for wind resource assessment based purely on statistical algorithms. Statistical models correlate wind speed data from weather stations, with remotely sensed physical parameters, to infer the wind spatio-temporal pattern. As demonstrated in previous work [4] , statistical methods are accurate, computationally efficient, and less time-consuming than physical models. These methods have been tested in the literature for estimating both the long term pattern of the wind resource (e.g. [4] - [8] ) and for time-series estimations with models such as ARMA (Auto Regressive Moving-Average; [9] , [10] ), Markov chain [11] and autoregressive models [12] . However, the spatio-temporal prediction, i.e. the estimation of the hourly wind speed pattern in areas where no direct observations are available, of wind speed time-series using machine learning techniques is a recent research topic [13] . The major problem in wind resource assessment is the large amount of uncertainty involved, which ranges from malfunctions of the weather stations to the extrapolation of the wind speed profile in complex terrains. Assessing this uncertainty is difficult with numerical wind flow models, but straightforward with statistical wind resource assessment, which can precisely account for all these sources of uncertainties [8] .
In this work, we present a new generalized statistical methodology, based on machine learning, to generate the spatial distribution of wind speed time-series, using Switzerland as a case study. This research is a continuation of the work we presented at EWEA 2015 [14] , and demonstrates that statistical wind resource assessment can be successfully used for estimating wind speed time-series. In fact, this method is able to efficiently obtain reliable wind speed estimates and to propagate all the sources of uncertainty, from the measurements to the mapping process, so that the final confidence intervals allow a reliable estimation of the stochasticity of the wind resource for a particular site. 
Materials and Methods

Dataset
We collected 10 min average wind speed data over 5 years from 161 stations of the MeteoSwiss (Swiss Federal Office of Meteorology and Climatology) network. The stations are sparsely located across Switzerland (the exact location is depicted in Fig.1 ) and measure wind at a height of 10 m AGL These data provide the variable for the machine learning model to estimate it in locations where no weather observations are available. The wind speed measurements were correlated with around 8'000 predictors, consisting of environmental and climate data with different time and spatial resolutions covering Switzerland. A detailed list of all the data employed for this study, which were collected from various open data repositories, is presented in Table 1 .
Machine Learning Approach
This research employed the wind resource assessment method, based on machine learning, developed by Veronesi et al. [4] to estimate the long term wind speed and direction distributions over large regions. Machine learning algorithms are very flexible since they are data driven, meaning that the method works the same way with wind long term averages or hourly observations. In this research we employed the method developed in [4] to estimate wind hourly speeds, thus the machine learning algorithm was run for a total of 8'790 times, one for each hour of the year, to provide detailed wind speed time-series.
This approach was developed to statistically estimate the wind field not only in space but also in time. In the paper we presented last year at the EWEA annual event [14] , we used this approach to estimate the long term wind speed distribution in Switzerland over a 1 Km grid. With this research we went one step further, adding a temporal component to the analysis. In this work the machine learning algorithm was employed to estimate a long term hourly time-series for each grid cell. For long term time series, we mean that the 10 min data were aggregated over the entire sampling period to produce average time-series, with uncertainty, which include the range of variation of wind speed for every hour of the year. In other words, the results we present can be used to assess the average hourly range of variation of the wind resource.
One of the main objective of this study was to provide planners with more informative wind speed time-series, compared with other wind resource assessment methods. The crucial difference between statistical and physical wind resource assessments is in the way they handle uncertainty. Machine learning is perfectly able to assess its own accuracy, thus providing planners with high-resolution error information that physical methods cannot provide. This is true for long term planning, as demonstrated by Veronesi et al. [4] , but it is also important in time-series analysis. Having access to a detailed uncertainty estimation may in fact allow for a more precise estimation of the risk involved in developing a site, with a finer spatio-temporal granularity compared to long term averages.
To reach this objective we devised the method in such a way as to include every possible source of uncertainty, from the variability present in the data to the error that affects the machine learning estimations. The latter is relatively easy to include, since contrary to numerical wind flow models, statistical methods are by default able to assess their uncertainty. On the contrary, the variability in the weather observations is more difficult to incorporate in the model. For example, in the 5 years of data we gathered for this experiment it is safe to assume that in certain hours the anemometers would record higher than average wind speed, maybe caused by storms. Therefore, when the 10 min data are aggregated some of them will present high values, and other low values. Using only the average speed for each hour means losing the information in regards to the variability in the data. It is important for planners to know that certain hours present historically more variable speeds, while others generally present calmer winds. For this reason, and to account for the data variability, we used a resampling approach called Bootstrapping [15] to fit multiple statistical models to the 30 hourly observations (i.e. 6 samples/hour over 5 years). This way we were able to propagate the variability from the anemometer data to the wind speed predictions, while also accounting for all other sources of uncertainty. This allowed us to provide a full uncertainty estimation, in terms of confidence intervals, for each location and each time frame we estimated. [19] Digital Elevation Model -GMTED2010 7.5 ArcSeconds
Validation
The validation of the estimates was carried out with a five-fold spatio-temporal cross-validation. We created a cross-validation loop consisting of 1'000 iterations. For each iteration, 20% of the weather stations were randomly excluded from the training process of the machine learning algorithm. The algorithm was then trained using data from one particular hour of the year, chosen randomly. Then the testing was done comparing the estimates from the machine learning algorithm with the wind observation from the same hour in the stations excluded from training. The bias, i.e. the difference between wind observations and machine learning estimates, was calculated after each iteration of the validation loop. The results were then aggregated by month, to show the monthly accuracy of the spatio-temporal wind speed model. Instead of just presenting the average bias, which is not much informative, we included its full distribution as monthly box-plots.
Extrapolation to Hub Height
For extrapolating the wind speed from 10 m, i.e. the height of the weather stations, to hub height, we employed the process presented in Grassi et al. [20] , briefly described here.
This process exploits the logarithmic relation between wind speed and terrain roughness indicated by Equation 1 from [21] :
Where ̅ is the wind speed at hub height (m/s), ̅ is the wind speed at reference height (m/s), in this case 10 m, is the hub height (m), is the reference height (m), i.e. 10 m. The important parameter of this equation is 0 , the roughness height. This is the parameter that controls the increase in wind speed with altitude and depends on terrain and land-use. Essentially, this parameter described the changes in the vertical wind shear caused by the friction with the earth surface, which depends directly upon the type of land cover. On areas of bare land or small vegetation, this parameter is close to zero, whereas in areas of taller vegetation or covered by buildings this parameter is closer to 1.
Equation 1 represents a standard method to extrapolate wind speed with elevation, but its accuracy is strongly dependent upon the precision of the roughness parameter. This is generally taken from literature and assigned based on the land-use and vegetation types of the location of the planned wind farm. However, this approach has some limitations, since it considers the wind shear as something that depends only on local terrain conditions and land cover. On the contrary, the downwind terrain conditions have also a large impact on the wind shear in the area considered for the turbine placement. For example, imagine we want to build a wind farm on arable land, which on its South-East side is bordered by a forest. The wind coming from this direction would have a much lower speed compared to the one coming from other directions. If we only consider the land cover of the wind farm area, i.e. arable, we will overlook this aspect, thus potentially overestimating the electricity production of the wind farm.
In Grassi et al. [20] the authors present an approach carried out on GIS applications that is perfectly able to take the directionality of the wind into account for computing the roughness height. This approach not only considers the terrain roughness of the local area under investigation, but also the downwind areas and their terrain conditions in respect to 12 wind directions. This approach allows a more accurate computation of the 0 factor and thus a better understanding of the potential of a site to become suitable for wind farm planning.
Results and Discussions
This research presents the results of a case study carried out in Switzerland to test a method, based on statistical wind resource assessment, to map the spatio-temporal pattern of wind speed across the country. The final output of the model is a wind speed map of Switzerland at a spatial resolution of 1 km, and a temporal resolution of 1 h. Statistical wind resource assessment is an efficient method of estimation, meaning that the computational time and load are minimal, compared to numerical wind flow models. This allows its integration with simulation techniques capable of estimating the error propagation every step of the process, aiming not only to estimate the average wind speed time-series, but also to provide planners with detailed confidence intervals. In fact, we carried out simulations using the 5 years of data we collected at 10 min of temporal resolution, to specifically propagate the variance of the measurements into the statistical model. The model is then perfectly able to assess its own accuracy, which means that the confidence intervals we present are the sum of all the variance and uncertainty sources. This is a crucial information that allows the precise calculation of the risk involved in developing a site where the uncertainty is high, since the amount of electricity generated can potentially fluctuate substantially in time. Figure 2 shows the results of the validation process: the monthly bias (i.e. difference between observed and estimated values) for the percentiles 5 th and 95 th . We present only these values because Figure 2 we can clearly observe that the variation of the bias of the 5th percentile is relatively small, while it is more acute for the 95 th , where the bias is above absolute 1 m/s. In essence, on average the bias of both percentiles is very low, and this indicates that we are able to provide planners with a reasonable estimate of the full range of variability of the wind speed (i.e. 90% of the time the wind speed is within this range). The purpose of this test is only to show that considering the uncertainty around the mean wind speed is crucial for planners to identify correctly the interval of probability of the power output. For this reason, we considered a single turbine, which is often not a realistic scenario for wind farms, where multiple turbines are located relatively close to each other and factors such as the wake effect need to be considered to calculate the total power output. However, since we are only interested in showing the effect of considering uncertainty when computing the potential power output, considering a single turbine is sufficient. The results are shown in Figure 4 . In this plot we not only included the mean wind speed, but also all the percentiles we calculated in our study. Considering only the mean wind speed, certain time intervals seem productive. However, what we can tell by adding a measure of the local variability of the wind resource is that even in these intervals the productivity of the wind farm may be well below average, for certain years. This can be clearly identified using the confidence intervals we provide. This is a crucial information since it may allow planners to not only calculate the average power output, but also its upper and lower boundary and assign precise probability of occurrence to each of them. This certainly allows a very precise assessment of the risk involved in developing a site. 
Conclusions
This research is an example of the use of statistical wind resource assessment for estimating hourly time-series, including a precise range of uncertainty. Estimating the wind resource at high spatiotemporal resolution using statistical methods is certainly much faster than with traditional methods based on computational fluid dynamics, as demonstrated in [4] , and this makes this method useful for the industry. In fact, being able to provide practitioners with hourly confidence intervals at high spatial resolution can be advantageous not only for planning but also for wind farms operations. The method presented here is based on machine learning and estimates the spatio-temporal pattern of the wind speed including a detailed uncertainty estimation, in the form of confidence intervals. With such a method practitioners are able to determine a priori the range of variability of the wind resource along the year, and in every mapped location. This may be useful to estimate the power production in specific weeks or months, but it cannot be used for forecasting. In fact, the results we generate are only accurate in providing a range of variation, not in providing the exact wind speed in future time intervals.
Moreover, machine learning contrary to numerical weather prediction, is a data driven approach. This means that in areas with very low coverage of weather stations, for example in the Swiss Alps, its estimates are affected by a higher uncertainty. This could only be decreased by either adding weather observations or potentially using numerical wind flow models to increase the climatic information for these areas. The important thing to remember about statistical wind resource assessment, which makes it an effective method, is that it is able to estimate its own accuracy, thus allowing practitioners to spot problematic locations. This is very difficult to achieve with numerical weather prediction models.
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