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ABSTRACT
We investigate the impact of the new LUNA rate for the nuclear reaction 22Ne(p,γ)23Na on
the chemical ejecta of intermediate-mass stars, with particular focus on the thermally-pulsing
asymptotic giant branch (TP-AGB) stars that experience hot-bottom burning. To this aim we
use the PARSEC and COLIBRI codes to compute the complete evolution, from the pre-main
sequence up to the termination of the TP-AGB phase, of a set of stellar models with initial
masses in the range 3.0M−6.0M, and metallicities Zi = 0.0005, Zi = 0.006, and Zi = 0.014.
We find that the new LUNA measures have much reduced the nuclear uncertainties of the
22Ne and 23Na AGB ejecta, which drop from factors of ' 10 to only a factor of few for the
lowest metallicity models. Relying on the most recent estimations for the destruction rate of
23Na, the uncertainties that still affect the 22Ne and 23Na AGB ejecta are mainly dominated
by evolutionary aspects (efficiency of mass-loss, third dredge-up, convection). Finally, we
discuss how the LUNA results impact on the hypothesis that invokes massive AGB stars
as the main agents of the observed O-Na anti-correlation in Galactic globular clusters. We
derive quantitative indications on the efficiencies of key physical processes (mass loss, third
dredge-up, sodium destruction) in order to simultaneously reproduce both the Na-rich, O-
poor extreme of the anti-correlation, and the observational constraints on the CNO abundance.
Results for the corresponding chemical ejecta are made publicly available.
Key words: stars: evolution – stars: AGB and post-AGB – stars: carbon – stars: abundances –
stars: mass loss – Physical Data and Processes: nuclear reactions, nucleosynthesis, abundances
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1 INTRODUCTION
Low- and intermediate-mass stars (with initial masses up to 6-8
M) play a key role in the chemical evolution of the Universe.
During their lives they experience a rich nucleosynthesis and var-
ious mixing episodes, eventually ejecting significant amounts of
newly synthesized elements into the interstellar medium. Quanti-
fying their chemical contribution is of key relevance to understand
the chemical enrichment of galaxies and several theoretical stud-
ies were carried out to this purpose (Cristallo et al. 2015; Doherty
et al. 2014a,b; Cristallo et al. 2011; Siess 2010; Ventura et al. 2013;
Karakas & Lattanzio 2014; Ventura & Marigo 2010; Marigo 2001;
Forestini & Charbonnel 1997).
Despite the valuable efforts, large uncertainties still affect the
yields of various elements, due to the uncertainties of the physical
processes (i.e., mass loss, convection, mixing, nuclear reactions)
that characterize the advanced evolutionary stages, in particular the
thermally-pulsing asymptotic giant branch (TP-AGB).
In this study we will focus on the nucleosynthesis of 22Ne and
23Na and their ejecta produced by stars massive enough to expe-
rience the process of hot-bottom burning (hereinafter also HBB)
during the AGB phase (Mi > 3-4 M). When, during the quies-
cent AGB evolution, the temperature at the base of convective en-
velope exceeds ' 0.07GK, the CNO, NeNa and MgAl cycles are
efficiently activated (Forestini & Charbonnel 1997), with the effect
of significantly altering the abundances of the catalysts involved in
the proton-capture reactions. The NeNa cycle is responsible for af-
fecting the abundances of isotopes between 20Ne and 24Mg. The
current uncertainties of the 22Ne and 23Na ejecta are dramatically
high, up to factors of ' 10, given the large uncertainties that affect a
few reaction rates involved in the NeNa cycle (e.g., Karakas 2010;
Izzard et al. 2007; Ventura & D’Antona 2005b). The poor knowl-
edge of resonances in 23Na(p,α)20Ne and 23Na(p,γ)24Mg is criti-
cal (Hale et al. 2004). The rate of the NeNa cycle is determined by
the slowest reaction of the chain, the 20Ne(p,γ)21Na (Rolfs & Rod-
ney 1988), and most uncertainties are caused by the 22Ne(p,γ)23Na
reaction. In fact, the systematic analysis carried out by Izzard et al.
(2007) has shown that the ejecta of 23Na is dominated by the un-
certainties in the 22Na(p,γ)23Na rate, with the destruction rates of
23Na(p,γ)24Mg and 23Na(p,α)20Ne playing a lesser role.
The contribution of resonances to the 22Na(p,γ)23Na rate is
still uncertain because of the large number of levels of 23Na, the
complexity of direct measurements and the interpretation of indi-
rect data. This is particularly true for resonances at energies cor-
responding to the typical temperatures of hot-bottom burning in
AGB stars, i.e. 0.07GK . T . 0.11GK (e.g., Marigo et al. 2013;
Boothroyd et al. 1995).
In this paper we analyze the impact on 22Ne and 23Na ejecta
of the new rate for 22Ne(p,γ)23Na that has been recently revised
following accurate measurements at LUNA (Cavanna et al. 2015).
We computed a large set of evolutionary models for stars that expe-
rience HBB and the third dredge-up during the AGB phase. The re-
sults are compared to those obtained with other versions of the rate
in the literature, and also by varying other parameters that are crit-
ical for the evolution of AGB stars. The final aim is to re-evaluate
the uncertainties that affect the 22Ne and 23Na ejecta, as well as
to explore the implications we may draw on the hypothesis that
metal-poor AGB stars are promising candidates to explain the O-Na
anti-correlation exhibited by Galactic globular clusters’ stars (e.g.,
D’Antona et al. 2016; D’Ercole et al. 2012; Ventura & D’Antona
2009).
The structure of the paper is organized as follows. In Section 2
we recall the main results and improvements obtained with recent
LUNA data for the S-factor of the 22Ne(p,γ)23Na reaction. In Sec-
tion 3 we outline the most relevant characteristics and input physics
of the stellar evolutionary models. In Section 4 we discuss the evo-
lution of the surface abundance of neon, sodium and magnesium
isotopes in stars that experience HBB and the third dredge-up dur-
ing the TP-AGB phase. A quantitative comparison of the 22Ne and
23Na ejecta as a function of the initial stellar mass and metallicity
is provided in Section 5. In the context of the origin of the O-Na
anti-correlation in Galactic globular clusters (GGCs), Section 6 an-
alyzes the impact of the new LUNA rate on the AGB star hypothe-
sis. Section 7 closes the paper providing a summary and a few final
remarks.
2 THE NEW LUNA RATE FOR 22Ne(p,γ)23Na
In stellar models the 22Ne(p,γ)23Na reaction has usually been
described according to one of the two popular rate compila-
tions quoted in Table 1. They collect direct and indirect data on
22Ne(p,γ)23Na resonance strengths, namely: Angulo et al. (1999,
hereinafter NACRE); Iliadis et al. (2010a,b, hereinafter IL10). The
latter was recently updated by the STARLIB group including new
indirect data (Sallaska et al. 2013). It differs from the previous ver-
sion by less than 3% in the range of temperatures explored in this
paper and we will still refer to IL10. Because of the uncertain-
ties that affect some resonance strengths and the different treatment
of other debated resonances (Cavanna et al. 2015, and references
therein), the discrepancy between the NACRE and the IL10 total
reaction rate is up to a factor of ' 1000 at T ∼ 0.08 GK, well inside
the range that is relevant for HBB (see figure 1).
This situation was recently improved by direct measure-
ments performed at LUNA in the underground facility of the Gran
Sasso National Laboratory, where the low-background environ-
ment (Broggini et al. 2010; Costantini et al. 2009) and the avail-
able setup (Cavanna et al. 2014) offer the possibility to investigate
nuclear reactions down to very low energies (Cavanna et al. 2015).
In Cavanna et al. (2015) three new resonances were observed
for the first time, at 156.2,189.5 and 259.7keV laboratory energy.
In addition, more precise 23Na excitation energies corresponding
to the new resonances were found, except for the 189.5keV res-
onance. For other three resonances, at 71,105, and 215keV, new
upper limits to the strengths were obtained.
In order to estimate the new total reaction rate a Monte Carlo
method was used (see for more details Cavanna et al. 2015). The
new data were combined with previous direct measurement re-
sults for higher energy resonances (Depalo et al. 2015) and with
literature resonant and non-resonant contributions (Iliadis et al.
2010a,b).
The new central value of the reaction rate lies between those
of NACRE and IL10, see Fig. 1. The more precise excitation en-
ergies found for the 156.2keV and 259.7keV resonances are re-
sponsible for the increase of the reaction rate by a factor of 3− 5
with respect to IL10 at temperatures 0.12GK . T . 0.20GK. For
0.08GK . T . 0.25GK the 1σ lower limit of the new reaction rate
is above the upper limit calculated by IL10. Another effect of the
direct observation of three new resonances in the range of temper-
atures 1.7GK . T . 2.5GK is the reduction of the error bars of the
total reaction rate, in comparison to NACRE and IL10. Neverthe-
less the new reaction rate has still larger uncertainties than IL10 for
0.05GK . T . 0.1GK. This is because of the different treatment
of the 71and105keV resonances, for which further investigation is
c© 2016 RAS, MNRAS 000, 1–??
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Figure 1. Total reaction rate normalized to IL10, as a function of tempera-
ture, calculated by NACRE (red line), IL10 (green line) and Cavanna et al.
(2015) (black line). The colored regions show the corresponding uncertain-
ties. The range of temperatures relevant for the occurrence of HBB is also
indicated.
necessary. As a matter of fact, in the range of temperatures of HBB
in TP-AGB stars, see Fig. 1, the new reaction rate is higher than
IL10 by about a factor of 20, which will significantly impact on
model predictions.
3 STELLAR EVOLUTIONARY MODELS
Stellar evolutionary models for intermediate-mass stars were cal-
culated with the PARSEC and COLIBRI codes (Bressan et al. 2012;
Marigo et al. 2013). The PARSEC tracks cover the evolution from
the pre-main sequence up to the initial stages of the thermally-
pulsing asymptotic giant branch (TP-AGB) phase. Starting from
the first thermal pulse computed with PARSEC, the subsequent evo-
lution up to the almost complete ejection of the envelope is fol-
lowed with the COLIBRI code. The reader should refer to the afore-
mentioned papers for all details about the two codes.
We shortly recall the prescriptions for the adopted input
physics which are mostly relevant for this work, common to both
PARSEC and COLIBRI. Stellar convection is described by means
of the classical mixing length theory (Böhm-Vitense 1958). The
mixing length is assumed to scale linearly with the pressure scale
height, Hp, according to setting the proportionality factor αMLT =
1.74, following our recent calibration of the solar model (Bressan
et al. 2012).
Overshoot is applied to the borders of convective cores as well
as at the base of the convective envelope, and is described through
the parameter Λ which sets its extension in units of Hp. In the
range of intermediate stellar masses under consideration our de-
fault choice is Λc = 0.5 for convective core overshoot (across the
classical Schwarzschild border) and Λe = 0.7 for envelope over-
shoot.
The network of nuclear reaction rates includes the proton-
proton chains, the CNO tri-cycle, the NeNa and MgAl cycles, and
the most important α-capture reactions, together with few α-n re-
actions. In the burning regions, at each time step, the network is
integrated to derive the abundances of 26 chemical species: 1H, D,
3He, 4He,7Li, 8Be, 4He, 12C, 13C, 14N, 15N, 16N, 17N, 18O, 19F,
20Ne, 21Ne, 22Ne, 23Na, 24Mg, 25Mg, 26Mg, 26Alm, 26Alg, 27Al,
28Si. Our initial reference set of nuclear reaction rates is taken from
the JINA reaclib database (Cyburt et al. 2010), from which we also
take the Q-value of each reaction. In total we consider 42 reaction
rates (for the complete list and references see Table 1 of Marigo
et al. 2013). No neutron-capture reactions are included.
We computed the evolution of intermediate-mass stars with
initial masses in the range between 3.0M and Mup (in incremen-
tal steps of 0.2M), the upper limit being the maximum mass for
a star to develop a carbon-oxygen degenerate core at the end of
the core helium burning phase. With the adopted input physics
and prescriptions (e.g. the extension of convective core overshoot)
we find that Mup ' 5− 6M for the metallicity range under con-
sideration. As for the chemical composition we consider three
choices of the initial metallicity Zi and helium content Yi, namely:
(Zi,Yi) = (0.0005,0.249); (0.006,0.0259); (0.014,0.273). For each
Zi the corresponding Yi is derived assuming a linear relation with
a helium-to-metals enrichment ratio ∆Y/∆Z = 1.78, a primordial
helium abundance Yp = 0.2485, a Sun’s metallicity at its birth
Z = 0.01774, and a present-day Sun’s metallicity Z = 0.01524
(more details can be found in Bressan et al. 2012). The initial distri-
bution of metals is assumed to follow a scaled-solar pattern (Caffau
et al. 2011) for Zi =0.006, 0.014, while we adopt an α-enhanced
mixture with [α/Fe]=0.4 for Zi = 0.0005. This latter is suitable
to describe the chemical pattern of low-metallicity Halo stars and
first-generation stars in Galactic globular clusters. Considering that
the initial metallicity Zi = 0.0005 includes the abundances of all el-
ements heavier than helium (hence also the α-elements), the iron
content of our α-enhanced mixture corresponds to [Fe/H]∼ −1.56
(see also Section 6). The assumed chemical composition of the evo-
lutionary models is summarized in Table 1.
Major effects on the NeNa nucleosynthesis show up during
the TP-AGB phase of stars with hot-bottom burning. Therefore it is
worth recalling the main features of the COLIBRI code, and our ref-
erence set of prescriptions according to Marigo et al. (2013, here-
inafter also M13). Other model assumptions, summarized in Ta-
ble 2, will be tested and discussed later in the paper (Sects. 5.1 and
6).
The evolution of the models presented in this work is followed
at constant mass until the onset of the TP-AGB phase. To com-
pute the mass-loss rate along the TP-AGB we first adopt the semi-
empirical relation by Schröder & Cuntz (2005), modified accord-
ing to Rosenfield et al. (2014), and then, as the star enters the dust-
driven wind regime, we adopt an exponential form M˙ ∝ exp(MaRb),
as a function of stellar mass and radius (see for more details Be-
dijn 1988; Girardi et al. 2010; Rosenfield et al. 2014). The lat-
ter was calibrated on a sample of Galactic long-period variables
with measured mass-loss rates, pulsation periods, masses, effective
temperatures, and radii. We emphasize that the combination of the
two mass-loss laws was calibrated through observations of resolved
AGB stars in a large sample nearby galaxies of low metallicities
and various star-formation histories, observed with the HST/ACS
Nearby Galaxy Survey Treasury (Rosenfield et al. 2016, 2014; Dal-
canton et al. 2009), leading to a satisfactory reproduction of the
measured star counts and luminosity functions.
In COLIBRI we account for the changes in the surface chem-
ical composition caused by the occurrence of the third dredge-up
and hot-bottom burning. As for the third dredge-up we adopt a hy-
brid approach that involves detailed physics as well as free param-
eters. We perform numerical integrations of the envelope structure
at the stage of the post-flash luminosity peak to determine if and
when the third dredge-up is expected to take place according to a
temperature criterion (Marigo & Girardi 2007). The chemical com-
position of the pulse-driven convection zone is predicted by solv-
ing a nuclear network that includes the main α-capture reactions.
c© 2016 RAS, MNRAS 000, 1–??
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Table 1. Prescriptions adopted in the stellar evolutionary models (PARSEC
and COLIBRI codes), namely: initial metallicity Zi, initial helium abundance
Yi (both in mass fraction), distribution of metals, range of initial masses Mi.
The upper mass limit corresponds to Mup, that is the maximum mass for
a star to develop an electron-degenerate C-O at the end of the He-burning
phase. Three experimental versions, together with a theoretical version for
the rate of 22Ne(p,γ)23Na, are reported. The ratio <συ><συ>IL10 gives the value
of a given rate at a temperature of 0.1 GK, normalized to the IL10 version.
Stellar parameters
Zi Yi initial partition Mi [M] range
of metals (in steps of 0.2M)
0.0005 0.249 [α/Fe]=0.4 3.0-5.0
0.006 0.259 scaled-solar 3.0-5.4
0.014 0.273 scaled-solar 3.0-5.6
Rate for 22Ne(p,γ)23Na
Reference type acronym <συ><συ>IL10
Iliadis et al. (2010a) experimental IL10 1.00e00
Cavanna et al. (2015) experimental LUNA 1.80e01
Angulo et al. (1999) experimental NACRE 3.13e02
Cyburt et al. (2010) theoretical CYB10 4.35e03
The efficiency of the third dredge-up as a function of stellar mass
and metallicity is computed with an analytic formalism based on
full stellar models (Karakas et al. 2002). It includes adjustable pa-
rameters which are suitably modified in order to reproduce basic
observables of AGB stars, such as carbon star luminosity func-
tions, M-C transition luminosities, surface C/O ratios (e.g., Marigo
2015; Rosenfield et al. 2014; Marigo et al. 2013; Girardi et al. 2010;
Marigo et al. 2008; Marigo & Girardi 2007; Marigo et al. 2003).
The process of hot-bottom burning experienced by massive
AGB stars (with initial masses Mi > 3−4M, depending on metal-
licity and model details) is consistently taken into account in
terms of energetics and nucleosynthesis.The nucleosynthesis of all
species is coupled in time and in space with a diffusive description
of convection.
A key characteristic of the COLIBRI code is that the equation
of state for ' 800 atomic and molecular species, and the Rosseland
mean of the gas opacities across the atmosphere and the deep enve-
lope are computed on-the-fly, ensuring a full consistency with the
changing abundances of all involved chemical elements (Marigo &
Aringer 2009).
As for the nuclear reaction 22Ne(p,γ)23Na we mainly investi-
gated three different experimental rates, namely: LUNA, IL10, and
NACRE (see Table 1). Each selected option is adopted throughout
the evolutionary calculations, from the main sequence to the end of
the TP-AGB phase. For comparison, we also tested the theoretical
rate from Cyburt et al. (2010), which was calculated with the ver-
sion 5.0w of the NON-SMOKERWEB code (Rauscher & Thielemann
2000). We note that in the temperature range of interest for HBB,
T ≈ 0.07−0.12 GK, the theoretical CYB10 rate is larger than IL10
by factors of ∼ 1000.
4 CHANGES IN THE SURFACE 22Ne AND 23Na
ABUNDANCES
4.1 Prior to the TP-AGB: the second dredge-up
We will briefly discuss here the predicted changes in the surface
Ne-Na abundances that may take place before the development of
thermal pulses in intermediate masses, with 3M . Mi . 6M. We
focus on the first and second dredge-up processes in the context of
classical models, i.e. neglecting the possible contribution of extra-
mixing events.
The first dredge-up takes place at the base of the red giant
branch (RGB) when material that was processed through partial
hydrogen burning via the CNO cycle and p-p chains is brought up
to the surface. Models predict an increase of surface nitrogen, and
a reduction of the isotopic ratio 12C/13C. As for the Ne-Na isotopes
minor changes are expected, and their abundances remain essen-
tially those of the initial chemical composition.
The situation is different when the second dredge-up occurs
during the early-AGB (hereinafter also E-AGB) of stars with initial
masses Mi > 3− 4M (depending on metallicity and other model
details). In these stars the base of the convective envelope deep-
ens into the layers previously processed by the temporarily extin-
guished H-burning shell. The surface is enriched with material con-
taining the products of complete H-burning. Significant variations
in the surface concentrations of the Ne-Na isotopes are expected,
as illustrated in Fig. 3 for a set of models with initial metal-poor
composition. We see that 23Na increases by a factor of 5-10 (larger
for higher stellar masses), while 22Ne is correspondingly reduced.
These trends agree with the predictions of other stellar models in
the literature (Karakas & Lattanzio 2014; Ventura & D’Antona
2006; Smiljanic et al. 2009; Mowlavi 1999b; Forestini & Charbon-
nel 1997).
The effects of different 22Ne(p,γ)23Na rates on the final Ne-
Na abundances after the second dredge-up is minor. Comparing the
results obtained with the rates quoted in Table 1, we find that the
relative differences with respect to the NACRE rate span a range
' 1− 4% for 23Na and to ' 0.5− 1% for 22Ne. This means that
the Ne-Na surface concentrations after the second dredge-up are
mainly controlled by the depth of the envelope penetration (e.g.
through the mixing length, and/or the overshoot parameter). Con-
versely, the nuclear rates have a dramatic impact during the TP-
AGB phase, when intermediate-mass stars are affected by the third
dredge-up and hot-bottom burning. This aspect is discussed next,
in Section 4.2.
4.2 During the TP-AGB: HBB nucleosynthesis and the third
dredge-up
Evolutionary calculations of the TP-AGB phase indicate that the
activation of the NeNa cycle at the base of the convective enve-
lope requires relatively high temperatures, T > 0.05 GK, which can
be attained in luminous and massive AGB and super-AGB stars,
preferably at low metallicity (e.g., Doherty et al. 2014b; Marigo
et al. 2013; Karakas & Lattanzio 2007; Forestini & Charbonnel
1997). Figure 2 compares the predicted temperatures at the base of
the convective envelope, Tbce, in TP-AGB models of various initial
masses and two choices of the metallicity. Higher temperatures are
reached by stars of larger mass and lower metallicity. The model
with Mi = 5.0M and Zi = 0.0005 attains the highest temperatures,
up to Tbce ∼ 0.12 K. In all models the final drop in temperature
is caused by the reduction of the envelope mass by stellar winds,
which eventually extinguishes HBB.
Provided that the NeNa cycle operates for sufficiently long
time, the main result is the synthesis of 23Na at the expenses of
the Ne isotopes. In general, the competition between production
(through the reaction 22Ne(p,γ)23Na) and destruction (through the
reactions 23Na(p,α)20Ne and 23Na(p,γ)24Mg) depends on the tem-
perature of the burning zone and the duration of the process.
c© 2016 RAS, MNRAS 000, 1–??
MNRAS LATEX guide for authors 5
Figure 2. Evolution of the temperature at the base of the convective envelope as a function of the current stellar mass, during the TP-AGB phase of a few
selected models with initial masses of 3.0, 3.4, 4.0, and 5.0 M, and metallicities Zi = 0.014 (left plot) and Zi = 0.0005 (right plot).
Table 2. Prescriptions for convection, mass loss and third dredge-up assumed in our TP-AGB models. The M13 set corresponds to our reference choice,
initially adopted for all stellar models considered in this work. The A-F combinations are tested in stellar models with the lowest metallicity, i.e. Zi = 0.0005,
[α/Fe]=0.4, for which HBB is most efficient (see Section 6).
model αML M˙ λmax notes
class
M13 1.74 M13 M13 reference set a 
very efficient
third dredge-up
λmaxup to ' 1
A 1.74 VW93 M13 popular mass-loss law
B 1.74 B95 M13 efficient mass loss
with η = 0.02
C 2.00 M13 M13 efficient HBB
D 1.74 M13 λ = 0 no third dredge-up
E 2.00 M13 0.5 efficient HBB
moderate third dredge-up
23Na(p,α)20Na reduced by 5
F 1.74 B95 λ = 0 efficient mass loss
with η = 0.03
no third dredge-up
23Na(p,α)20Na reduced by 3
a Input prescriptions as in Marigo et al. (2013)
The picture above becomes more complex if, in addition to
HBB, the star experiences also the third dredge-up. During the
power-down phase of a thermal pulse the base of the convective
envelope may reach the region that was previously affected by
the pulse-driven convective zone (hereafter PDCZ), which causes
a rapid change in the surface chemical composition. The stan-
dard chemical composition of the PDCZ mainly consists of 12C
(' 20%− 25%), 16O (' 1%− 2%), 22Ne (' 1%− 2%), with 4He
practically comprising all the rest (Boothroyd & Sackmann 1988;
Mowlavi 1999b), almost regardless of metallicity and core mass.
Figure 4 (left panel) shows the predicted abundances in the
PDCZ developing at each thermal pulse in TP-AGB stars with ini-
tial mass Mi = 5M and initial metallicity Zi = 0.006, computed
with the COLIBRI code. We note that 4He, 12C, and 16O achieve the
typical concentrations that characterize the classical PDCZ compo-
sition. The amount of mass dredged-up at each thermal pulse and
the corresponding efficiency λ1 are also illustrated in Fig. 4 (right
panel). Similar results apply to the other metallicities here consid-
ered. In all models with Mi > 4M the the third dredge-up is pre-
dicted to become quite deep as thermal pulses develop, reaching
a maximum around λ ' 1. These trends are obtained following the
predictions of full stellar AGB calculations of Karakas et al. (2002),
which are characterized by very efficient third dredge-up. Different
prescriptions, i.e. lower values of λ, are adopted in additional sets
of AGB models, which are discussed in Sections 5.1.2 and 6. The
rapid decrease of λ takes place over the last stages, when the enve-
lope mass is dramatically reduced by stellar winds.
In the context of this study it is interesting to analyze the abun-
dances of 22Ne and 23Na in the PDCZ, and the effect of the en-
velope chemical composition on them. The 22Ne isotope is rela-
1 According to a standard notation the efficiency of the third dredge-up
is expressed with λ = ∆Mdup/∆Mc, which is the fraction of the core mass
increment over an inter-pulse period that is dredged-up to the surface at the
next thermal pulse.
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Figure 3. Surface abundances of 22Ne (right) and 23Na (left) as a function of the initial stellar mass at the zero-age main sequence (ZAMS) and after the
second dredge-up on the E-AGB. Predictions are shown for three choices of the 22Ne(p,γ)23Na rate, namely: NACRE (magenta short-dashed line), IL10 (blue
long-dashed line), LUNA (red solid line).
tively abundant in the PDCZ, increasing up to nearly 1% in mass
fraction in the Zi = 0.0005 models, while it reaches up to ' 2%
in the Zi = 0.014 models, where it exceeds the 16O abundance. In
the PDCZ 22Ne is the product of the chain of α-capture reactions
that starts from the 14N, left over by the H-burning shell at the end
of the inter-pulse period, i.e. 14N(4He,γ)18F(β+ν)18O(4He,γ)22Ne.
Therefore, at each thermal pulse the abundance 22Ne in the PDCZ
depends on the current CNO content in the envelope, and positively
correlates with the efficiency of the third dredge-up. In fact, the in-
jection of primary 12C into the envelope by the third dredge-up in-
creases the CNO abundance available to the H-burning shell, which
will be mainly converted into 14N during the quiescent inter-pulse
periods.
Conversely, the abundance of 23Na in the PDCZ is largely un-
affected by He-burning nucleosynthesis during the thermal pulse
(Forestini & Charbonnel 1997), while it is essentially determined
by the shell H-burning during the previous inter-pulse period. In
fact, when a thermal pulse develops, the associated PDCZ can reach
the inter-shell region where some unburnt 23Na survived against
proton captures. Then, this secondary 23Na is mixed out in the
PDCZ and eventually injected into the envelope during the third
dredge-up (see Mowlavi 1999b, for a thorough analysis). More re-
cently, Cristallo et al. (2009) discussed the formation of a 23Na-
pocket in the transition region between the core and the envelope,
which may provide an additional source of sodium. However, those
results apply to low-mass stars and should not affect the ejecta of
sodium from more massive AGB stars considered here.
In view of the above, it is clear that the third dredge-up and
HBB nucleosynthesis are closely coupled and affect the surface
abundances of 22Ne and 23Na, (see, e.g., Ventura & D’Antona
2006; Karakas & Lattanzio 2003; Mowlavi 1999a; Forestini &
Charbonnel 1997, for similar results discussed in the past litera-
ture). Each time a third dredge-up event takes place, some amounts
of 22Ne and 23Na are injected into the convective envelope where
they will be subsequently involved in the NeNa cycle when HBB is
re-activated during the quiescent inter-pulse periods.
This is exemplified in Fig. 5, which shows the evolution of the
surface abundances in low-metallicity stars that undergo both HBB
during the quiescent inter-pulse periods and recurrent third dredge-
up episodes at thermal pulses. The spikes of 22Ne correspond to
the quasi-periodic enrichment caused by the third dredge-up, while
the subsequent decrease (particularly evident in the bottom-left
panel) shows the destruction due to 22Ne(p,γ)23Na when HBB is
reignited.
Comparing the four panels of Fig. 5, each corresponding to
a different choice of the rate for 22Ne(p,γ)23Na, it is also evident
that the abundance trends of 22Ne, 23Na, and 24Mg are critically
affected by this reaction. Note, for instance, how much the ampli-
tude of the saw-teeth trend for 22Ne is reduced when passing from
CYB10 to LUNA. This simply reflects the fact that with the new
LUNA rate proton captures on 22Ne nuclei are much less frequent
than predicted by CYB10 when HBB is active.
Besides the evolution of the surface abundances, it is particu-
larly relevant to quantify the amount of the processed material AGB
stars expel via stellar winds. Therefore, in the next section we will
analyze the ejecta of 22Ne and 23Na and their uncertainties, with
particular focus on the impact of the new LUNA rate.
5 AGB EJECTA OF 22Ne AND 23Na
Figure 6 illustrates the ejecta of 22Ne and 23Na produced by all
stellar models in our reference grid Marigo et al. (2013, M13, see
also Table 2), for three choices of the initial composition and three
choices of the 22Ne(p,γ)23Na rate. We do not present the results for
24Mg since, contrarily to the evolution of the abundance, the time-
integrated ejecta are found to be little affected by the adopted rate.
This is due to two reasons. In stars of relatively low mass or high
metallicity the temperature at the base of the convective envelope
may not reach the values necessary to activate the Mg-Al cycle. In
more massive and metal-poor stars, that attain the suitable temper-
ature conditions, the main contribution to the time-integrated 24Mg
ejecta comes from the very initial stages when the abundance of
this isotope starts to be quickly reduced by proton captures (see
the initial steep decrease of 24Mg in all panels of Fig. 5). The ini-
tial drop of the 24Mg abundance is practically independent of the
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Figure 4. Characteristics of the third dredge-up as a function of the core mass during the TP-AGB evolution of a star with initial mass Mi = 5M and metallicity
Zi = 0.006. Input prescriptions correspond to our reference set (M13; see Table 2), while other assumptions for the third dredge-up are discussed later in the
paper (see Sections 5.1, 6 and Table 2). Left panel: Abundances (in mass fraction) left in the PDCZ after the development of each thermal pulse as a function
of the core mass. Right panel: Amount of dredged-up material at each thermal pulse (black triangles connected by solid line), and efficiency parameter λ (filled
magenta circles connected by dashed line). Similar trends hold for the other Zi considered in this work.
assumed rate for the 22Ne(p,γ)23Na reaction. Then, when the abun-
dance evolution of 24Mg becomes affected by the 23Na production
rate (as the 24Mg curve reaches a minimum and starts to increase),
the 24Mg concentration has already decreased by orders of magni-
tude, and the contribution to the ejecta remains small. For instance,
the differences in the final 24Mg ejecta are within ∼ 2−5% for the
models in Fig. 5.
We see that the LUNA results are intermediate between those
predicted with NACRE and IL10. At a given initial stellar mass,
the LUNA ejecta for 23Na are lower than NACRE, but somewhat
larger than IL10. The opposite is true for 22Ne. The differences
become prominent towards higher initial stellar masses and lower
metallicities, conditions that favor the development of HBB.
In this respect the bar diagrams also show the minimum mass
for the activation of HBB, in particular the NeNa cycle, in AGB
stars as a function of the metallicity. We adopt an empirical def-
inition, looking for the stellar mass above which the chemical
yields of 22Ne and 23Na, calculated with different rates for the
22Ne(p,γ)23Na reaction, start to differ in the bar diagram of Fig. 6.
At lower masses the yields are essentially the same because the nu-
clear rate remain too low during the TP-AGB phase. We see that
this mass limit is ∼ 4.8M at Zi = 0.014, ∼ 4.2M at Zi = 0.006,
and ∼ 3.0M at Zi = 0.0005.
We also see that the trend of the 22Ne and 23Na ejecta with the
stellar mass is not monotonic. At increasing stellar mass, the ejecta
initially increase, reach a maximum, and then decrease again. The
maximum 22Ne and 23Na ejecta do not occur at the same initial
mass, but a lower mass for 22Ne, both decreasing with the metal-
licity.
These behaviors are the combined result of the strength of
HBB, the efficiency of the third dredge-up, the TP-AGB lifetime,
and their dependencies on stellar mass and metallicity.
5.1 Nuclear versus stellar model uncertainties
We discuss here the impact of the uncertainties associated to the
nuclear rate cross sections, as well as those produced by evolution-
ary aspects that characterize the AGB evolution. As to super-AGB
stars, the reader may refer to the studies of Doherty et al. (2014a,b).
5.1.1 Nuclear uncertainties
Figure 7 displays the uncertainties in the 22Ne, 23Na and 24Mg
ejecta ascribed only to the current uncertainties in the LUNA rate of
the 22Ne(p,γ)23Na reaction, for our reference set of stellar model
prescriptions. The error bars for 22Ne and 23Na increase in models
with larger initial mass and lower metallicity. This is not surpris-
ing since these conditions favor the development of HBB due to
the higher temperatures attained at the base of the convective enve-
lope.
Let us denote with fL and fU the ratios of the between the
ejecta obtained with the lower and upper limits of the LUNA rate
and the those obtained with the recommended LUNA rate. In the
AGB models with Zi = 0.0005 and initial masses in the range
3.0 − 5.0M the error bars for the 22Ne and 23Na ejecta corre-
spond to factor pairs ( fL, fU) of ' (0.92 − 0.97,1.01 − 1.28) and
(0.43 − 0.95,1.01 − 1.25), respectively. These values are signifi-
cantly lower than the error bars estimated by Izzard et al. (2007),
who reported much wider ranges ∼ (0.14− 0.17,1.00− 1.01) and
∼ (0.53−0.62,33−106) for the 22Ne and 23Na ejecta produced by
the lowest metallicity set of their synthetic TP-AGB models2 when
varying the 22Ne(p,γ)23Na rate only.
The LUNA improvement is indeed striking for the upper limit
of 23Na ejecta, as the relative uncertainty has decreased from ∼ 100
to ∼ 1.25 in the worst case. No significant effect is predicted for the
ejecta of 24Mg.
To have a global evaluation of the nuclear uncertainties affect-
ing the ejecta of 22Ne and 23Na we should consider other relevant
reactions involved in the NeNa cycle, in particular 20Na(p,γ)21Ne,
23Na(p,α)20Ne and 23Na(p,γ)24Mg. To this aim we refer to the re-
sults of detailed investigations carried out by Izzard et al. (2007)
and more recently by Cesaratto et al. (2013).
2 The quoted results of Izzard et al. (2007) refer to stellar models with
Zi = 0.0001 and Mi = 4,5,6M.
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Figure 5. Evolution of envelope abundances of Ne, Na, and Mg isotopes (in mass fraction) during the whole TP-AGB phase of a star with initial mass
Mi = 5M, metallicity Zi = 0.0005, and α- enhancement [α/Fe] = 0.4. Time is counted since the first TP. The model experiences both HBB and third dredge-
up events. All models share the same input physics but for the rate of 22Ne(p,γ)23Na, as indicated in the labels (see also Table 1). Major differences show up
in the evolution of 22Ne, 23Na, and 24Mg.
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Figure 6. 22Ne and 23Na ejecta expelled into the interstellar medium by stellar winds during the whole TP-AGB phase by intermediate-mass stars with HBB
as a function of the initial mass and for three choices of the original metallicity, namely: Zi = 0.014, Zi = 0.006, and Zi = 0.0005. The plots compare the results
obtained with four choices for the 22Ne(p,γ)23Na rate (as indicated in the upper labels).
In the work of Izzard et al. (2007) all reaction rates involved
in the NeNa cycle were varied simultaneously in all possible com-
binations of lower and upper limits, available at that time. As to
the 23Na+p rates, the reference rates were taken from Rowland
et al. (2004), and multiplicative factors of /1.3,×1.3 and /40,×10
were adopted to define the lower and upper limits for the rates of
23Na(p,α)20Ne and 23Na(p,γ)24Mg, respectively.
A conclusion of the study by Izzard et al. (2007) was that
the ejecta of 22Ne and 23Na are mainly affected by the uncertain-
ties of the 22Ne(p,γ)23Na rate (see tables 6 and 7 of Izzard et al.
(2007)). Only for 23Na the lower-range uncertainties in the ejecta
were found to be somewhat influenced by the uncertainties in the
destruction rates 23Na+p (see their table 7).
More recently, Cesaratto et al. (2013) calculated new rates for
23Na(p,α)20Ne and 23Na(p,γ)24Mg based on nuclear experiments
which allowed, for the first time, to derive an upper limit estimate
for the strength of a 138-keV resonance, until then neglected in pre-
vious studies. A consequence of this is that the recommended rate
for 23Na(p,γ)24Mg has been reduced significantly (by over one or-
der of magnitude at T ' 0.07 GK), compared to the IL10 version. At
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Figure 7. Ejecta and corresponding uncertainties of 22Ne, 23Na, and 24Mg
due to the uncertainties in the LUNA rate for the 22Ne(p,γ)23Na nuclear
reaction, as a function of the initial stellar mass and metallicity (magenta
triangles for Zi = 0.014, blue squares for Zi = 0.006, and read circles for
Zi = 0.0005). Symbols show the results obtained with the recommended
rate, while the error bars correspond to the use of the lower and upper limits
for the rate (see Fig. 1).
Figure 8. Uncertainties in the 22Ne, 23Na, and 24Mg ejecta contributed
by stars with initial masses in the range Mi = 3.0− 5.0M and metallicity
Zi = 0.0005. The red error bars represent the uncertainties in the LUNA rate
and are the same as in Fig. 7. The empty symbols correspond to the ejecta
obtained with the recommended LUNA rate while varying other model pre-
scriptions, namely: Vassiliadis & Wood (1993) mass-loss law (green pen-
tagons), Blöcker (1995) mass-loss law (magenta squares), mixing-length
parameter αML = 2.0 (blue triangles), no third dredge-up (black circles).
the same time, the contribution of the 138-keV resonance is found
to be negligible for the 23Na(p,α)20Ne reaction and the revised rate
of Cesaratto et al. (2013) is in excellent agreement with that of
IL10.
As a result, the 23Na destruction due to proton captures ap-
pears to be totally dominated by the 23Na(p,α)20Ne reaction over
the temperature range relevant for HBB. The (p,α)/(p,γ) reaction
rate ratio is & 100 all over the temperature interval characteristic of
HBB, so that a minor leakage into the Mg-Al cycle is expected (see
figure 16 of Cesaratto et al. 2013).
Therefore, despite the large reduction of the 23Na(p,γ)24Mg
rate, the impact on the abundance of 23Na is quite small. In their
test nucleosynthesis calculations, applied to an AGB model with
HBB, Cesaratto et al. (2013) derived an increase in the final 23Na
abundance by only ' 13% compared the predictions obtained with
the IL10 rate.
Concerning the present estimates for the lower and upper limit
uncertainties of the 23Na+p reactions over the range temperature
range 0.07-0.1 GK, the typical dividing/multiplicative factors with
respect to the recommended rate do not exceed ' 1.20− 1.25 in
the case of the IL10 rate for 23Na(p,α)20Ne, and are within the
range ' 1.4−3.0 in the case of the rate for 23Na(p,γ)24Mg revised
by Cesaratto et al. (2013). These values correspond to relatively
small uncertainties and should be taken into consideration when
discussing the role of AGB stars with HBB in the context of the
observed O-Na anti-correlations of GGC stars (see Section 6).
c© 2016 RAS, MNRAS 000, 1–??
MNRAS LATEX guide for authors 11
5.1.2 Evolutionary uncertainties
It is instructive to compare now the current nuclear uncertainties
with those that are driven by stellar evolution uncertainties. It is
well known that the most problematic aspects to treat on theoret-
ical grounds are those related to mass loss, third dredge-up and
HBB, due to our still defective knowledge of the complex physics
involved. Basically, we lack an accurate determination of the effi-
ciency of these processes, and how they vary with the mass and the
composition of the star.
Mass loss is commonly parameterized in AGB stellar mod-
els and several possible options are available. Depending on the
adopted mass-loss rate prescription quite significant differences
arise in the evolutionary models, mainly in terms of lifetimes, num-
ber of thermal pulses, chemical enrichment, final core mass, and
HBB over-luminosity (see, e.g. Rosenfield et al. 2016; Kalirai et al.
2014; Ventura & D’Antona 2005b). HBB efficiency is also criti-
cally affected by the adopted theoretical framework to treat convec-
tion and its related parameters (e.g., Ventura & D’Antona 2005a).
The depth of the third dredge-up is still much debated among AGB
modelers (e.g., Marigo & Girardi 2007; Marigo 2015, for a re-
view), as it critically depends also on technical and numerical de-
tails (Mowlavi 1999a; Frost & Lattanzio 1996). For massive AGB
stars with Mi & 4M, the situation is particularly heterogeneous, as
the predictions for the efficiency λ vary from high (≈ 1 or larger, e.g.
Herwig 2004; Karakas et al. 2002; Vassiliadis & Wood 1993), to
moderate (e.g., Cristallo et al. 2015; Ventura & D’Antona 2008). In
this mass range direct constraints from observations are still lack-
ing, making the overall picture rather unclear.
In view of the above, we estimated the impact of stellar evolu-
tion assumptions computing additional TP-AGB models with (Zi =
0.0005, [α/Fe]=0.4), each time changing an input prescription. The
adopted prescriptions are summarized in Table 2. With respect to
the reference model, calculated following M13, the changes were
applied to the mixing-length parameter αML, the mass-loss rate M˙,
and the third dredge-up efficiency λ. The reference M13 model is
characterized by a very efficient third dredge-up (with a maximum
λ close to unity; see right panels of Fig. 4), a relatively efficient
HBB which leads to the activation of the CNO, NeNa, MgAl cy-
cles (see Fig. 5), and a mass-loss prescription that was calibrated
on a sample of Galactic Miras.
The sequence of the four models A−B−C−D was chosen to
test the effect on the ejecta of 22Ne, 23Na, and 24Mg when varying
the strength of the aforementioned processes. It is worth noting that
there is a strong coupling among them so that a change in one pro-
cess may have a sizable impact also on the others. The main results
are presented in Fig. 8 for the whole mass range considered and
the lowest metallicity Z = 0.0005, for which HBB is expected to be
most efficient.
Efficiency of mass loss: Models A and B differ from model M13
in terms of the mass-loss law. While model A adopts the popular
mass-loss formula proposed by Vassiliadis & Wood (1993, here-
inafter also VW93), model B uses the Blöcker (1995) prescription
with the efficiency parameter η = 0.02, which gives much higher
rates. We find that the VW93 model predicts chemical ejecta that
are comparable with those of the M13 reference models. In fact the
two mass-loss prescriptions, though based on different approaches
and different calibration samples, share a similar functional depen-
dence that predicts an exponential increase of M˙ during the initial
stages of the TP-AGB evolution (see the discussion in Marigo et al.
2013).
Large differences show up, instead, between the M13, A mod-
els, and the models B. As to this latter group, the higher mass-
loss rates lead to a reduction of the TP-AGB lifetimes, particularly
significant for the most massive and luminous AGB stars. For in-
stance, the B model with Mi = 5.0M suffers a lower number of
third dredge-up episodes (14 instead of 30) and HBB remains ac-
tive for a shorter time. As a consequence, compared to the reference
M13 models, the B models predict ejecta of 22Ne and 23Na that are
lower by factors in the range 1.3− 9.2 and 1.1− 2.7, respectively.
The reduction of the 24Mg yield is smaller, by factors in the range
' 1.02−1.5.
Efficiency of HBB: Models C test the effect of increasing the
strength of HBB. This is obtained setting the mixing length param-
eter to a higher value (αML = 2.00) compared to the reference value
(αML = 1.74). As a consequence, hotter temperatures are attained
in the deepest layers of the convective envelope so that nuclear
reactions in NeNa cycle occur faster. Also, the maximum quies-
cent luminosity attained is larger (e.g., log(L)max ' 4.81 instead of
' 4.76 for the reference M13 model with Mi = 5M). Despite the
stronger HBB, the integrated yields of 22Ne, 23Na, and 24Mg for
C models are found to be lower than the M13 predictions (by fac-
tors in the range ' 1.1−1.9). This is explained considering that the
higher luminosities reached byC models favor a more intense mass
loss, which anticipates the termination of the AGB phase (e.g., 24
thermal pulses in C model compared to 30 in M13 model with
Mi = 5M).
Efficiency of the third dredge-up: As models M13, A, B, C are
all characterized by a very efficient third dredge-up, we explored in
the D models the case in which no dredge-up (λ = 0) is expected to
take place during the entire TP-AGB evolution. In this way we may
sample the overall uncertainty in the chemical yields bracketed by
two opposite conditions. The main effect of taking λ = 0 is that no
newly synthesized 22Ne is injected into the convective envelope at
thermal pulses. As a consequence, the production of 23Na through
the 22Ne(p,γ)23Na reaction during the inter-pulse phase is greatly
reduced as it involves only the cycling of the NeNa isotopes that are
originally present in the envelope when HBB is activated. This is
evident in Fig. 8 where the 22Ne and 23Na yields predicted in mod-
els D are found to be lower than those produced by the reference
models M13 by a factor in the ranges ' 8−22 and ' 1.1−4.1, re-
spectively. The variation in the 24Mg yields is not monotonic with
the stellar mass. The absence of the third dredge-up favors larger
24Mg yields at initial masses of 3.5− 4.2M, while smaller yields
are predicted at larger masses, Mi & 4.5M. This complex trend is
the time-integrated result of mass loss and HBB efficiency during
the TP-AGB evolution in stars of different initial masses.
In summary, from this exercise it is evident that the im-
provements in the nuclear S-factor for the 22Ne(p,γ)23Na reaction
achieved with LUNA have significantly reduced the uncertainties
in the chemical ejecta of 22Ne and 23Na produced by intermediate-
mass AGB stars with HBB. On the other hand, we conclude that
remaining, not negligible, uncertainties are ascribed mainly to evo-
lutionary aspects that still urge a substantial theoretical effort.
To give some representative numbers we refer to the (Mi =
5.0M,Zi = 0.0005) model. The largest uncertainty factors for the
22Ne yields due to the nuclear S-factor of 22Ne(p,γ)23Na have de-
creased from ≈ 5 − 7 to ≈ 10 − 30%. As to the 23Na yields, we
go from ≈ 100 to ≈ 2. At the same time, the evolutionary un-
certainties still make a large contribution, rising the factors up to
≈ 18 for 22Ne and to ≈ 4 for 23Na. As to the 24Mg yields, the
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impact of 22Ne(p,γ)23Na is found to be smaller than in previous
estimates (e.g., Izzard et al. 2007), and its nuclear uncertainties
should be dominated by other nuclear reactions in the NeNa cycle
(23Na(p,γ)24Mg, 24Mg(p,γ)25Al), not analyzed here.
6 THE OXYGEN-SODIUM ANTI-CORRELATION IN
GGCS
In recent years a number of studies have analyzed the hypothesis
of metal-poor intermediate-mass AGB and super-AGB stars ex-
periencing HBB as plausible candidates to explain the observed
anti-correlations between light elements (C-N,O-Na, Al-Mg) that
characterize the chemical patterns exhibited by the stars of Galactic
globular clusters (e.g., D’Antona et al. 2016; Renzini et al. 2015;
Conroy 2012; D’Ercole et al. 2010; Ventura & D’Antona 2009;
Renzini 2008; Prantzos et al. 2007; Karakas et al. 2006; Ventura &
D’Antona 2005c; Fenner et al. 2004; Herwig 2004; Denissenkov
& Herwig 2003, and references therein). Though a uniform con-
sensus on the AGB scenario has not been reached (other stellar
candidates are discussed, for instance, by Denissenkov & Hartwick
2014; Krause et al. 2013; de Mink et al. 2009; Prantzos et al. 2007;
Decressin et al. 2007), it is interesting to look at the patterns of
the AGB chemical yields on the observed O-Na anti-correlation
diagram. Relevant properties of the AGB ejecta are provided in Ta-
ble 3.
In Fig. 9 we show the evolution drawn by a few selected low-
metallicity models (with Zi = 0.0005, and [α/Fe]= 0.4), during their
whole TP-AGB evolution, until the complete ejection of the enve-
lope. This is the result of the combined effect of both HBB and the
third dredge-up (if present), and mass loss.
Among the seventeen clusters included in the catalog of Car-
retta et al. (2009), which span a large range in metallicity, four
(NCG 1904, NGC 3201, NGC 6254, NGC 6752) have iron abun-
dances ([Fe/H]' -1.579, -1.512, -1.575, -1.555, respectively) that
are quite close (within the errors) to that of our set of low-
metallicity models ([Fe/H]' -1.56)3. The abundance data for these
clusters (grey dots), draw a well-defined O-Na anti-correlation,
with a few stars extending into the upper region characterized by
the highest Na enrichment, which is the main focus of the analysis
that follows.
We note that the Mi = 3.6M model exhibits a modest abun-
dance evolution, characterized by a little depletion of O, and some
enrichment in 23Na due to a relatively mild HBB. Moving to larger
stellar mass (i.e. Mi = 4.4,5.0M) HBB becomes stronger and the
models draw an extended loop, along which 23Na is initially de-
stroyed together with O, and later it is efficiently produced thanks
to the periodic injection of fresh 22Ne by the third dredge-up at
thermal pulses, followed by the operation of the 22Ne(p,γ)23Na re-
action during the inter-pulse periods (see also Fig. 5). As HBB be-
comes weaker and eventually extinguishes (due to the reduction of
the envelope mass by stellar winds), some additional O enrichment
may occur if a few final third dredge-up events take place before the
termination of the TP-AGB phase. Conversely, if no third dredge-
up occurs (λ = 0 as in models F and D; Table 2) the source of 22Ne
synthesized during thermal pulse is not at work so that the abun-
dance loop does not show up and sodium is essentially destroyed
3 Our reference solar mixture (Caffau et al. 2011), and that from Kurucz
(1994) used in the spectroscopic work of Carretta et al. (2009) are character-
ized by similar metal abundances, corresponding to a total Sun’s metallicity
Z ' 0.0152 and 0.0158, respectively.
Figure 9. O-Na anti-correlation in stars of GGCs. Spectroscopic data (or-
ange dots) for 17 clusters are taken from the catalog of Carretta et al.
(2009). The data for clusters with iron content −1.51 .[Fe/H]. −1.58 are
marked with grey dots. Standard spectroscopic notation is adopted, i.e.
[Yi/Fe] = log(ni/nFe)− log(ni,/nFe,) (with ni being the number density of
the element i). The curves display the evolution of abundance ratios during
the whole TP-AGB phase for a few selected models with initial metallicity
Zi = 0.0005. The corresponding stellar masses (in M) are indicated on the
plot. All models correspond to the reference M13 prescriptions, except for
those labeled with F and D (see Table 2 for details). In each curve the empty
circle marks the abundances after the second dredge-up, while the filled cir-
cle indicates the final ratios at the termination of the TP-AGB phase.
by HBB with respect to its abundance after the second dredge-up.
The significance of the different trends is discussed further in Sec-
tion 6.1.
The left panels of Fig. 10 (from top to bottom) compare the
results obtained with the M13 prescriptions but varying the rate
of the 22Ne(p,γ)23Na reaction applied to the low-metallicity set
of stellar models. Each stellar model is represented by a point in
the diagram, whose coordinates are the surface abundance ratios
computed as weighted averages, that is summing up the amounts
of elements ejected at each time time step and then normalizing
them to the total ejected mass. The range of initial masses goes
from 3.0 M to 5.0 M in steps of 0.2M.
A feature common to all panels of Fig. 10 is that, indepen-
dently of the adopted input physics, the sequence of AGB mod-
els at increasing initial stellar mass runs crosswise the observed
anti-correlation, the higher-mass ones reaching lower [O/Fe] val-
ues. This trend has already been reported in the literature (see e.g.,
Ventura & Marigo 2010). The only way to make the stellar mod-
els bend over the populated region is to invoke a dilution process
with gas of pristine composition, which basically shares the same
chemical pattern as the field stars of the same [Fe/H].
According to a present-day scenario the observed anti-
correlation would be the result of multiple star formation episodes
within GGCs, in which the ejecta of AGB stars from a first gen-
eration polluted the gas involved in the subsequent secondary star
formation events (Ventura & D’Antona 2008). In this framework
GGC stars that populate the upper region of the anti-correlation
(high Na, low O) would exhibit the chemical abundances of pure
AGB ejecta, while stars on the opposite extreme (low Na, high O)
would sample a pristine composition, typical of the first generation.
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Table 3. Properties of AGB models with initial metallicity Zi = 0.0005 and composition of their ejecta, obtained with the LUNA rate. The prescriptions used
in the different sets of models are also described in Table 1. From left to right the columns indicate: the initial stellar mass, the total number of thermal pulses,
the final core mass, the average helium abundance (in mass fraction), the average abundance ratios expressed as < [ni/n(Fe)] > (with abundances by number)
in the ejecta of C, N, O, the enhancement factor of the CNO content, and the average abundance ratios of Na, Mg, and Al. As to Li, the corresponding average
abundance is expressed as log[n(Li)/n(H)] + 12.
Zi = 0.0005, Yi = 0.249, [α/Fe]=0.4
Reference M13 prescriptions
Efficient third dredge-up
Mi [M] Ntp Mfin [M] <X(He)> <A(Li)> <[C/Fe]> <[N/Fe]> <[O/Fe]> Rcno <[Na/Fe]> <[Mg/Fe]> <[Al/Fe]>
3.0 11 0.81 0.30 3.74 1.81 1.45 0.49 11.77 0.76 0.44 0.05
3.2 11 0.82 0.31 3.95 1.34 2.21 0.46 10.75 0.85 0.43 0.08
3.4 12 0.83 0.32 3.46 1.21 2.28 0.42 10.94 1.03 0.44 0.11
3.6 13 0.85 0.33 3.30 1.03 2.12 0.35 10.94 1.08 0.44 0.15
3.8 14 0.86 0.34 3.19 0.99 2.12 0.28 10.75 1.07 0.45 0.26
4.0 16 0.88 0.35 3.12 0.90 2.14 0.19 10.23 0.99 0.45 0.32
4.2 17 0.89 0.35 3.03 0.78 2.12 0.08 9.95 0.82 0.45 0.43
4.4 20 0.91 0.36 2.91 0.70 2.11 -0.04 10.26 0.75 0.45 0.56
4.6 23 0.93 0.36 2.77 0.57 2.07 -0.17 9.71 0.62 0.43 0.67
4.8 26 0.94 0.37 2.72 0.54 2.07 -0.22 9.76 0.58 0.42 0.71
5.0 30 0.97 0.37 2.72 0.48 2.01 -0.32 8.85 0.43 0.39 0.74
Models B: Efficient mass loss with Blöcker (1995) and η = 0.02
Mi [M] Ntp Mfin [M] <X(He)> <A(Li)> <[C/Fe]> <[N/Fe]> <[O/Fe]> Rcno <[Na/Fe]> <[Mg/Fe]> <[Al/Fe]>
3.0 10 0.80 0.30 4.00 1.37 2.23 0.46 10.36 0.76 0.42 0.05
3.2 10 0.81 0.31 3.66 1.01 2.31 0.44 9.78 0.94 0.42 0.09
3.4 10 0.82 0.32 3.38 1.31 2.22 0.38 8.86 1.03 0.42 0.12
3.6 10 0.84 0.33 3.15 0.27 2.27 0.30 7.30 1.06 0.41 0.16
3.8 11 0.85 0.34 2.97 1.19 2.14 0.23 7.18 1.01 0.42 0.26
4.0 11 0.87 0.35 2.83 0.19 2.18 0.10 5.62 0.91 0.41 0.32
4.2 12 0.89 0.35 2.70 0.98 2.04 -0.01 5.23 0.67 0.41 0.43
4.4 12 0.91 0.36 2.60 0.25 2.04 -0.21 3.91 0.46 0.39 0.55
4.6 13 0.92 0.36 2.65 -0.03 1.85 -0.37 2.81 0.23 0.36 0.65
4.8 13 0.94 0.37 2.55 0.07 1.92 -0.45 2.95 0.17 0.35 0.72
5.0 14 0.96 0.37 2.70 0.49 1.74 -0.48 2.52 0.02 0.33 0.72
Models C: Efficient HBB with αML=2.0
Mi [M] Ntp Mfin [M] <X(He)> <A(Li)> <[C/Fe]> <[N/Fe]> <[O/Fe]> Rcno <[Na/Fe]> <[Mg/Fe]> <[Al/Fe]>
3.0 10 0.81 0.30 3.82 1.38 2.03 0.46 8.77 0.77 0.41 0.05
3.2 10 0.82 0.31 3.41 1.27 2.11 0.40 8.82 1.00 0.42 0.10
3.4 11 0.83 0.32 3.31 1.04 2.19 0.33 8.76 1.08 0.43 0.14
3.6 12 0.84 0.33 3.18 0.72 2.06 0.26 8.41 1.03 0.42 0.18
3.8 13 0.86 0.34 3.13 0.73 2.04 0.16 8.18 0.97 0.42 0.31
4.0 14 0.87 0.35 3.05 0.70 2.04 0.04 7.82 0.83 0.42 0.42
4.2 15 0.89 0.35 2.94 0.49 1.96 -0.16 6.70 0.60 0.39 0.58
4.4 17 0.91 0.36 2.82 0.47 1.97 -0.24 7.22 0.57 0.38 0.66
4.6 19 0.93 0.36 2.74 0.33 1.91 -0.37 6.53 0.40 0.35 0.74
4.8 21 0.94 0.37 2.72 0.31 1.90 -0.42 6.42 0.36 0.34 0.75
5.0 24 0.97 0.37 2.76 0.24 1.83 -0.51 5.74 0.21 0.31 0.73
Models D: No third dredge-up (λ=0)
Mi [M] Ntp Mfin [M] <X(He)> <A(Li)> <[C/Fe]> <[N/Fe]> <[O/Fe]> Rcno <[Na/Fe]> <[Mg/Fe]> <[Al/Fe]>
3.0 17 0.85 0.29 -1.14 -0.29 0.68 0.36 1.00 0.72 0.40 0.06
3.2 20 0.86 0.31 -0.77 -0.29 0.72 0.35 1.00 0.79 0.40 0.08
3.4 24 0.88 0.32 0.68 -0.29 0.76 0.34 1.00 0.85 0.40 0.11
3.6 29 0.90 0.32 2.50 -0.30 0.79 0.33 1.00 0.89 0.40 0.13
3.8 34 0.92 0.33 3.47 -0.89 0.91 0.32 1.00 0.93 0.39 0.22
4.0 38 0.94 0.34 3.27 -0.99 1.10 0.17 1.00 0.96 0.39 0.25
4.2 41 0.96 0.35 3.03 -0.81 1.29 -0.43 1.00 0.51 0.39 0.48
4.4 42 0.97 0.35 2.89 -0.75 1.34 -1.08 1.00 0.15 0.32 0.79
4.6 44 0.99 0.36 2.77 -0.72 1.36 -1.50 1.00 0.00 0.23 0.89
4.8 47 1.00 0.36 2.72 -0.70 1.36 -1.64 1.00 -0.05 0.19 0.90
5.0 50 1.02 0.37 2.72 -0.67 1.36 -1.72 1.00 -0.15 0.14 0.80
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Table 3 – continued
Models E: Efficient HBB with αML = 2, λmax = 0.5, 23Na(p,α)20Na / 5
Mi [M] Ntp Mfin [M] <X(He)> <A(Li)> <[C/Fe]> <[N/Fe]> <[O/Fe]> Rcno <[Na/Fe]> <[Mg/Fe]> <[Al/Fe]>
3.0 12 0.82 0.30 4.07 1.53 1.52 0.45 7.76 0.74 0.42 0.05
3.2 13 0.83 0.31 3.45 1.15 1.94 0.40 7.73 0.91 0.42 0.09
3.4 14 0.84 0.32 3.32 1.02 1.99 0.32 7.49 1.06 0.43 0.14
3.6 15 0.86 0.33 3.22 0.67 1.83 0.23 7.18 1.08 0.43 0.19
3.8 16 0.87 0.34 3.13 0.66 1.87 0.10 6.59 1.12 0.43 0.33
4.0 18 0.89 0.34 3.04 0.51 1.91 -0.05 6.58 1.08 0.43 0.45
4.2 20 0.91 0.35 2.94 0.45 1.88 -0.22 6.34 1.01 0.42 0.61
4.4 22 0.92 0.36 2.82 0.28 1.84 -0.41 5.73 0.89 0.39 0.73
4.6 24 0.94 0.36 2.74 0.21 1.78 -0.56 5.11 0.76 0.35 0.80
4.8 25 0.95 0.37 2.72 0.15 1.78 -0.63 4.75 0.71 0.33 0.81
5.0 29 0.98 0.37 2.76 0.09 1.72 -0.71 4.37 0.59 0.31 0.77
Models F: Efficient mass loss with Blöcker (1995) and η = 0.03, λ = 0, 23Na(p,α)20Na / 3
Mi [M] Ntp Mfin [M] <X(He)> <A(Li)> <[C/Fe]> <[N/Fe]> <[O/Fe]> Rcno <[Na/Fe]> <[Mg/Fe]> <[Al/Fe]>
3.0 17 0.84 0.29 -1.41 -0.29 0.68 0.36 1.00 0.72 0.40 0.06
3.2 19 0.86 0.31 -0.21 -0.29 0.72 0.35 1.00 0.79 0.40 0.08
3.4 23 0.88 0.32 1.59 -0.29 0.76 0.34 1.00 0.85 0.40 0.11
3.6 23 0.89 0.32 3.46 -0.31 0.80 0.33 1.00 0.89 0.40 0.13
3.8 28 0.91 0.33 3.38 -1.20 0.94 0.31 1.00 0.94 0.39 0.22
4.0 29 0.92 0.34 3.09 -0.99 1.16 0.10 1.00 1.03 0.40 0.27
4.2 27 0.93 0.35 2.87 -0.83 1.30 -0.31 1.00 0.95 0.40 0.42
4.4 24 0.94 0.35 2.76 -0.77 1.35 -0.68 1.00 0.73 0.38 0.65
4.6 20 0.95 0.36 2.74 -0.74 1.36 -0.86 1.00 0.54 0.35 0.76
4.8 20 0.96 0.36 2.73 -0.71 1.36 -0.95 1.00 0.46 0.34 0.79
5.0 17 0.98 0.37 2.89 -0.71 1.35 -0.86 1.00 0.35 0.33 0.76
In between are all the GGC stars born out of a mixture in which the
AGB ejecta were partially diluted into a pristine gas.
In this simplified picture low-metallicity AGB models should
be found in the upper part of the observed anti-correlation. Look-
ing at Fig. 10 we note that depending on the assumed rate
22Ne(p,γ)23Na, the sequence of AGB models change their location
significantly. In particular, the NACRE models are characterized by
high [Na/Fe] and hardly intersect the data but for the highest stel-
lar masses, the IL10 models cross the anti-correlation in the middle
not touching the Na-richest, O-poorest points, the LUNA sequence
attain Na abundances consistent with the upper extreme of the anti-
correlation, but fails to reach the points with the lowest oxygen
abundance, i.e. [O/Fe]< −0.4. We address this point in Section 6.1.
It is now interesting to examine the behavior of the models
when a simple dilution model is adopted. The dilution effect can be
mimicked according to the formula (Conroy 2012):
[Yi/Fe] = log
(
(1− fp)10[Yi/Fe]o + fp10[Yi/Fe]p]
)
, (1)
where the subscripts o and p refer to the original pristine gas and
the pure AGB ejecta, and fp is the fraction of the AGB ejecta mixed
into the gas.
For each set of models we applied Eq. 1 to draw a dilution
curve, which starts at [Yi/Fe]p given by the AGB evolutionary
calculations (with fp = 0) and ends at a point having coordinates
([O/Fe]o, [Na/Fe]o); with fp = 1). For this latter we assume two
combinations (0.4,-0.3) and (0.5, 0.0) to mimic some dispersion in
the [Na/Fe]o and [O/Fe]o ratios, which is present in the observed
data.
By eye, the set of LUNA models at the bottom-left panel
of Fig. 11 seems to reproduce better the trend of O-Na anti-
correlation, compared to the other cases. However, we note that
data at lower [Na/Fe] are not completely covered by our most mas-
sive TP-AGB models (up to Mi = 5M). In this respect the im-
pact of other AGB model prescriptions (i.e. efficiency of mass loss,
HBB, and third dredge-up) may be important and are analyzed later
in this section.
We caution that the relatively good match of our reference
LUNA models cannot be taken as a full support to the AGB star
hypothesis. In fact, these models are characterized by an efficient
third dredge-up, which produces a net increase in the CNO abun-
dance in the ejecta, at variance with the observational indication
that in various GGCs stars that belong to the first and second popu-
lations, have constant CNO, within the errors, or relatively similar
(e.g., Ivans et al. 1999; Carretta et al. 2005). Recent spectroscopic
observations (e.g., Yong et al. 2009, 2015) have revealed a much
more complex situation: there are stars belonging to the same clus-
ters that exhibit non-negligible variations of the CNO, others that
show a constant CNO abundance. Given this intricate picture we
analyse various degrees of CNO enrichment in Section 6.1.
In order to keep the increase of the CNO abundance low in
the AGB envelopes a possibility is to invoke that almost no third
dredge-up took place at thermal pulses. In this way the ejecta would
exhibit the nucleosynthesis fingerprint of an (almost) pure NeNa
cycle. In the models this condition can be obtained assuming a
very efficient mass-loss rate and/or imposing that depth of the third
dredge-up events was small (low λ).
To explore the impact of these assumptions let us analyze the
set of TP-AGB evolutionary calculations referred to as B, C, and
D in Table 1. Relevant properties of the ejecta are presented in Ta-
ble 3.
The quantity Rcno is defined as the ratio between the aver-
age CNO abundance in the ejecta and the initial value at the time
the star formed. We note that in our adopted definition of Rcno the
abundances are expressed by number and not by mass fraction since
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Figure 10. O-Na anti-correlation in stars of GGCs. Observed data are the same as in Fig. 9. In each panel the sequence of filled squares (from right to left)
corresponds to the elemental ratios [Na/Fe] and [O/Fe] in the TP-AGB ejecta of stars with initial composition Zi = 0.0005, [α/Fe]=0.4, and masses from 3.0
M to 5.0 M in steps of 0.2M. Few selected values of the mass (in M) are indicated nearby the corresponding model. Panels of the left row: all models
share the same AGB phase prescriptions (our reference case M13), but for the rate of 22Ne(p,γ)23Na (see Table 1). Panels of the right row (from top to bottom):
results obtained with the LUNA rate, but varying other model assumptions, as described in Table 2 and marked by the corresponding capital letter on top-left.
See the text for more explanation.
during CNO cycle operation what is conserved is the number of the
catalysts and not their mass.
The results of our calculations are shown in Figs 10 and 11
(see the label at the top of each panel for identification). As to the
sets B and C, they are both characterized by a shorter TP-AGB
evolution, which reduces the number of TPs, hence limiting the
CNO increase at the surface. At the same time, the shortcoming is
that the most massive AGB models considered here (Mi > 3.8M)
tend to produce sodium ejecta that are lower than the standard case,
and do not reach the upper extreme of the anti-correlation. This
would imply that the O-Na anti-correlation is caused by AGB stars
within a very narrow mass range, which requires an extremely fine-
tuned initial-mass function.
In the case D with λ= 0 the CNO abundance is unchanged, but
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16 A. Slemer, P. Marigo, D. Piatti et al.
B
C
A D
Figure 11. O-Na anti-correlation in stars of GGCs. Observed data are the same as in figure 10. The models correspond to a range of initial masses from 4.0
M to 5.0 M in steps of 0.2M. Lower mass models, Mi < 4.0M, are not included because mostly too far from the observed anti-correlation. Following
equation (1) two dilution curves (solid and dashed lines) have been applied to each AGB model, corresponding to two choices of the pristine gas’ composition.
Each dot along the curves refers to a given value of the dilution fraction fp, which is made increase from 0 (pure AGB ejecta) to 1 (pristine gas) in steps of
0.1. The models are the same as in Fig. 10. See the text for more explanation.
on the O-Na diagram the agreement is poor as the most massive
AGB stars experience a significant depletion of oxygen, whereas
their sodium abundance becomes even lower. In fact no fresh 22Ne
is injected into the envelope at TPs and when the 22Ne(p,γ)23Na
reaction is reactivated during HBB no significant amount of 23Na
is synthesized. Moreover, as already mentioned in Sec. 5.1.2, mod-
els without third dredge-up tend to have longer TP-AGB lifetimes
(mass loss is less efficient because of their higher effective temper-
atures), so that a larger amount of oxygen is burnt into nitrogen.
6.1 Can we recover the Na-rich, O-poor extreme of the
anti-correlation?
All AGB models described so far are not able to extend into the
O-poor extreme of the anti-correlation, matching the sodium abun-
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Figure 12. The same as in Figs 10 and 11, but referred to the set E of AGB models, characterized by a very efficient HBB, moderate third dredge-up, and a
reduced rate for 23Na(p,α)20Na by a factor of 5, so as to limit the destruction of sodium.The models correspond to a range of initial masses from 4.0 M to
5.0 M in steps of 0.2M.
F F
Figure 13. The same as in Figs 10 and 11, but referred to the set F of AGB models, characterized by efficient mass loss, no third dredge-up, and a reduced
rate for 23Na(p,α)20Na by a factor of 3, so as to limit the destruction of sodium.
dances at the same time. The inability of AGB models to reach
[O/Fe]< −0.5 has been already reported by D’Ercole et al. (2012)
who invoked the occurrence of an extra-mixing process during the
red giant branch phase of GGC stars.
More generally, examining the available AGB ejecta in the
literature we realize that three main issues affect their suitability to
represent the extreme composition of the first stellar generation in
GGCs (see also D’Antona et al. 2016). Namely, to our knowledge,
no existing AGB (or super-AGB) model has shown to fulfill the
whole set of conditions:
• [O/Fe] < −0.5
• 0.5 . [Na/Fe] . 0.8
• Rcno . 3−4, or more stringently, Rcno ' 1.
The first two conditions, which apply to the upper extreme of
the anti-correlation, are difficult to meet since a more efficient de-
struction of oxygen via the ON cycle is usually accompanied by
an efficient destruction of sodium through the 23Na(p,α)20Ne reac-
tion, and to a lesser extent through the 23Na(p,γ)24Mg. This trend
is more pronounced with increasing stellar mass, as clearly shown
in all panels of Fig. 10.
A way to increase the overall sodium production is to assume
an efficient third dredge-up, so that newly synthesized 22Ne can
be injected into the envelope and later burnt into 23Na. But this
brings along the problem of increasing the CNO abundance, yield-
ing Rcno >> 1, as shown in Table 3.
An alternative possibility is that of lowering the destruction
of sodium, by reducing the current rate for 23Na(p,α)20Ne reac-
tion. This suggestion has been put forward by Ventura & D’Antona
(2006), and more recently by D’Antona et al. (2016); Renzini et al.
(2015); D’Orazi et al. (2013).
In view of the above, we single out an optimal set of AGB
model prescriptions that best reproduce the chemical constraints
on Na, O, and CNO content, which characterize the upper extreme
of the anti-correlation.
To achieve this goal we follow a sort of “calibration path”,
which requires several model calculations and tests. For a given
level of third dredge-up efficiency, we first adjust the mixing-length
parameter and the mass loss to obtain the right temperature evolu-
tion at the base of the convective envelope that produces the right
O-depletion in the average ejecta. Clearly, some mild degeneracy
between convection and mass loss efficiencies is present, but the
uncertainty range is small for reasonable choices of the parame-
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ters. Then, we reduce the destruction rate of 23Na(p,α)20Ne by the
suitable factor that allows to reach the required Na enrichment.
We summarize here the final results of our investigation. Let
us start from the constraint on the CNO abundance, and consider
two possible requirements expressed by Rcno . 3−4 and Rcno = 1,
respectively. They define two classes of TP-AGB models.
The requirement Rcno . 3− 4 implies that some dredge-up is
allowed to take place during the TP-AGB evolution. Under these
conditions, our best set of models (named E in Table 2) is calcu-
lated assuming a moderate third dredge-up, with a maximum effi-
ciency λmax = 0.5, which produces Rcno . 4− 5 for initial masses
Mi > 4.4M. We are able to reach the lowest [O/Fe] by increasing
the mixing length parameter to αML = 2.0, which causes a very ef-
ficient HBB. At the same time, we prevent a large destruction of
sodium by reducing the IL10 rate for 23Na(p,α)20Ne by a factor of
5. All other prescriptions are the same as in our reference M13 set.
The results are presented in Fig. 12 and the relevant character-
istics of the ejecta are listed in Table 3. This set of AGB models is
able, for the first time, to reproduce the Na-rich, O-poor extreme of
the O-Na anti-correlation, while keeping a mild CNO increase. The
most massive AGB models, with Mi = 4.6−5.0M reach the stars
with the lowest [O/Fe] as a consequence of a suitable combina-
tion of efficient HBB and mass loss, without the need of invoking
extra-mixing episodes as suggested by D’Ercole et al. (2012). At
the same time, we confirm previous suggestions (D’Antona et al.
2016; Renzini et al. 2015) about the need of decreasing the de-
struction rate of sodium.
The requirement Rcno = 1 implies that no third dredge-up oc-
curred. Under this stringent assumption, our best performing set
of models (named F in Table 2), is calculated with αML = 1.74,
adopting a more efficient mass-loss prescription (Blöcker 1995,
with η = 0.03), and reducing the 23Na(p,α)20Ne rate by a factor
of 3. As before, all other prescriptions are the same as in M13.
The results are shown in Fig. 13 and the properties of the cor-
responding ejecta are summarized in Table 3. The upper extreme
of the anti-correlation and its dispersion is also well described
by the average abundance of the AGB models with initial masses
4.0M . Mi . 5.0M.
Compared to the set E with Rcno > 1, in models F we apply a
few changes in the input prescriptions which are explained as fol-
lows. The absence of dredge-up episodes in models F makes both
the atmospheres and the convective envelopes somewhat hotter, as
a consequence of the lower opacities4. This leads to increase the
strength of HBB, so that αML = 1.74 (instead of 2) already allows
us to obtain the required oxygen depletion. At the same time, the
TP-AGB evolution is a little shorter which prevents an excessive
destruction of both oxygen and sodium. Also in this case we have
to limit the consumption of sodium by reducing the nuclear rate of
proton captures.
In this context model predictions are heterogeneous. On one
hand, relatively lower efficiencies of the third dredge-up are pre-
dicted at increasing core mass as a consequence of the weaker ther-
mal pulses5 (Ventura & D’Antona 2008; Cristallo et al. 2015). In
addition, the combined action of hot dredge up (Goriely & Siess
2004) and hot bottom burning limits the occurrence of the third
4 Equation of state and detailed Rosseland mean opacities are computed
with the ÆSOPUS at each time step during the evolution, consistently with
the chemical composition.
5 when the maximum He-burning luminosity attained during thermal
pulses is lower.
dredge up in stars with initial mass > 5−6M (see the discussion
in Straniero et al. 2014). Interestingly, independent indications to-
wards a modest third dredge-up in stars with Mi ≈ 3−4M are also
derived from the analysis of the Galactic initial-final mass relation
(Kalirai et al. 2014). On the other hand, other AGB models predict
that the efficiency of the the third dredge-up increases with the stel-
lar mass (e.g., Karakas & Lattanzio 2014; Herwig 2004; Karakas
et al. 2002). On observational grounds, the high Rb abundances
measured in luminous AGB stars in the Magellanic Clouds and in
the Galaxy hint that stars with HBB do experience the third dredge-
up (Zamora et al. 2014; García-Hernández et al. 2009, 2006). It fol-
lows that quantifying the efficiency of the third dredge-up in mas-
sive AGB stars is still an open issue and it can be reasonably treated
as a free parameter in AGB models to explore the impact of various
assumptions, in a way similar to what we performed in this study.
For comparison, in Fig. 14 we show our best-fitting models (E
and F) together with the predictions of other two theoretical stud-
ies, namely Ventura et al. (2013), and Doherty et al. (2014b), which
include AGB and super-AGB models. We note that quite different
abundances characterize the different sets of models, even when
sharing the same, or similar, initial mass and metallicity. In partic-
ular, as already discussed by these authors, the O-poor and Na-rich
extreme of the anti-correlation is not reached by the models, in the
framework of their adopted prescriptions. As already mentioned,
D’Ercole et al. (2012) suggested that this difficulty may be over-
come assuming deep mixing during the RGB phase of the second
generation stars forming in a gas with high helium abundance.
On the other hand, our analysis shows that the extreme of the
O-Na anti-correlation may, in principle, be reproduced with pure
ejecta of AGB stars, without invoking extra-mixing episodes in
other phases.
In particular, our calculations demonstrate quantitatively that
a sizable reduction (by a factor of 3-5) of the rate of the reaction
23Na(p,α)20Ne is necessary to prevent an excessive sodium de-
struction when the third dredge-up is not efficient or even absent.
We should caution, however, that such a drastic change in the rate
is not supported by recent nuclear cross section studies (Cesaratto
et al. 2013; Iliadis et al. 2010a). The present lower-limit estimates
allow to reduce the recommended rate by a factor of ∼ 1.2−1.3 at
the largest.
We did not attempt to fulfill additional chemical constraints,
such as those related to the Mg-Al anti-correlation (Carretta 2015).
We have verified that no significant magnesium destruction is pre-
dicted in AGB models with the adopted set of nuclear rates. In
this respect we note that our reference rate for 25Mg(p,γ)26Al is
taken from IL10, while a recent revision with LUNA has increased
it by roughly a factor of ' 2 at the temperatures relevant for HBB
(Straniero et al. 2013). We plan to adopt the latter rate and to extend
our chemical investigation of the Mg and Al isotopes in a follow-up
study.
Also, as shown in Table 3, our massive TP-AGB models ex-
hibit a large helium content in their ejecta (mainly determined by
the second dredge-up on the E-AGB), which would correspond to
an increase of ∆Y ' 0.1− 0.12 with respect to the assumed initial
value, Yp = 0.2485. These values are larger than the typical range
∆Ymax ' 0.01− 0.05 reported by Milone et al. (2014) for a group
of GGCs, and may represent a severe issue to the AGB star sce-
nario (Bastian et al. 2015). We note, however, that our analysis
is focused on the Na-rich, O-poor extreme of the anti-correlation,
which is mainly populated by the stars of the cluster NGC 2808.
For this cluster the helium spread is large, ∆Ymax ' 0.14 (Milone
et al. 2012), consistent with our predictions.
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Figure 14. Comparison of mean oxygen and sodium abundances in the
AGB and super-AGB ejecta computed by various authors. Our best fit-
ting models (E and F) are shown together with the predictions of Ven-
tura et al. (2013) (initial masses in the range 4.0−8.0M; filled circles for
Zi = 0.0003; empty circles for Zi = 0.001); Doherty et al. (2014b, ; initial
masses in the range 6.5−7.5M; filled triangles for Zi = 0.001; empty trian-
gles for Zi = 0.0001; mass loss prescription: Blöcker (1995) with η = 0.02).
A few selected values of Mi are indicated (in M) nearby the corresponding
models.
A deeper scrutiny of all these additional chemical constraints
requires a dedicated study on each specific cluster, as well as to ex-
tend the analysis to other metallicities, and it is beyond the original
aim of the present paper.
7 SUMMARY AND CONCLUSIONS
In this theoretical study we analyzed the ejecta of 22Ne and
23Na contributed by intermediate-mass stars during their entire
evolution. In particular, we focused on the impact of the new
LUNA measurements of the astrophysical S-factor for the reaction
22Ne(p,γ)23Na. The new experimental set-up and the discovery of
three new resonances have led to a significant reduction in the un-
certainty of the rate, which drops from factors of ' 100 down to
just a few. At the temperatures most relevant for stellar evolution-
ary models the new LUNA rate is significantly lower than the pre-
vious estimate provided by NACRE, but somewhat larger than that
of Iliadis et al. (2010a).
In order to evaluate the current uncertainties that still affect
the ejecta of 22Ne and 23Na, and to disentangle those associated
to nuclear physics from those related to other evolutionary aspects,
we calculated a large grid of stellar evolutionary models with ini-
tial masses in the interval from 3M to 5−6M, for three values of
the initial composition. For each stellar model, the entire evolution,
from the pre-main sequence to ejection of the complete envelope,
was computed varying a few key model prescriptions, namely the
rate of 22Ne(p,γ)23Na, the rate of mass-loss on the AGB, the ef-
ficiency of the third dredge-up, and the mixing-length parameter
used in our adopted theory of convection.
In the light of the results obtained with the new LUNA rate
for 22Ne(p,γ)23Na, we provide below a recapitulation of the most
relevant processes that affect the ejecta of 22Ne and 23Na from
intermediate-mass stars, the main uncertainty sources, and the im-
plications we derived in relation to the Na-rich, O-poor extreme of
the O-Na anti-correlation in GGCs.
• The second dredge-up on the early-AGB causes a significant
increase of the surface abundance of 23Na, up to a factor of ' 10 in
stars with high mass and low metallicity. Correspondingly, the sur-
face concentration of 22Ne is diminished by ≈ 30%. These elemen-
tal changes hardly depend on the adopted rate for 22Ne(p,γ)23Na,
while are controlled by other physical parameters, e.g. the effi-
ciency of mixing and the extension of convective overshoot applied
to the inner border of the convective envelope. During the subse-
quent TP-AGB phase significant changes in the surface abundances
of 22Ne and 23Na are caused by the occurrence of third dredge-up
events and HBB.
• The main effect of the third dredge-up is the injection of fresh
22Ne into the envelope at thermal pulses, which will be later in-
volved in the NeNa cycle during the next inter-pulse period. The
process of HBB leads to an initial depletion of 23Na, followed by
an increase of its abundance – through the reaction 22Ne(p,γ)23Na
– when 23Na and 24Mg reach the nuclear equilibrium. The quan-
titative details of these general trends critically depend on the rate
assumed for 22Ne(p,γ)23Na.
• Comparing the results for 22Ne and 23Na obtained with our
reference set of input prescriptions for the AGB evolution, but vary-
ing the rate for 22Ne(p,γ)23Na, we find that the 23Na ejecta pre-
dicted with the LUNA data are quite lower than those derived with
NACRE, and somewhat larger than with IL10. The opposite behav-
ior applies to 22Ne.
• Comparing the results for 22Ne and 23Na obtained with the
recommended LUNA rate as well as the associated lower and upper
limits, we estimated the current uncertainties of the chemical ejecta
directly ascribed to the nuclear S-factor. At low metallicity the am-
plitudes of the largest error bars reach factors of ' 2 for 23Na and
' 10− 30% for 22Ne. These uncertainties are significantly lower
than those reported in past studies.
• Other reactions involved in the NeNa cycle may contribute
to the nuclear uncertainties of the 22Ne and 23Na ejecta, in par-
ticular the destruction rates for sodium, i.e. 23Na(p,α)20Ne and
23Na(p,γ)24Mg. Our present-day knowledge, based on nuclear
cross section experiments (Iliadis et al. 2010a; Cesaratto et al.
2013), indicates that destruction of sodium is largely dominated by
the 23Na(p,α)20Ne reaction at the temperatures relevant for HBB
0.07GK . T . 1.1GK. The estimated lower and upper limit un-
certainties for this rate are, however, relatively low, not exceeding
20−30%.
• The remaining uncertainties of the chemical ejecta for 22Ne
and 23Na are mainly dominated by stellar evolutionary aspects,
in particular the efficiency of convection, mass loss, and third
dredge-up events. While the efficiencies of mass loss and convec-
tion mainly control the duration of HBB and the activation of the
nuclear cycles, the third dredge-up has a direct effect on the to-
tal abundance of the isotopes that enter in the cycles. In fact, the
amount of material that is dredged-up to the surface determines the
amount of new 22Ne that is added into the envelope and later con-
verted into 23Na by the 22Ne(p,γ)23Na reaction. Our tests indicate
only varying the efficiency of the third dredge-up in low-metallicity
AGB stars from high values (λ ' 1) to zero (λ = 0) causes a reduc-
tion of the 22Ne ejecta by factors of 10-20, as well a reduction 23Na
ejecta by factors of 4-5.
• We examined our results in relation to the hypothesis that the
observed O-Na anti-correlation observed in GGCs’ stars is due
c© 2016 RAS, MNRAS 000, 1–??
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to processed material in the ejecta of low-metallicity AGB stars.
The ejecta obtained with the LUNA rate, together with our refer-
ence AGB model prescriptions, are able to recover the most Na-
enriched stars of the anti-correlation, which are expected to exhibit
the chemical composition of pure AGB ejecta. By adopting a sim-
ple dilution model, the general morphology of the anti-correlation
is also satisfactorily reproduced. At the same time, however, we
predict a sizable increase of the CNO content in the AGB ejecta
(caused by the efficient third dredge-up assumed in the models), a
feature that is at variance with the observations.
On the other hand, assuming no or weak third dredge-up, hence
no or little 22Ne enrichment in the envelope, models are not able
to produce the highest [Na/Fe] values on the upper extreme of the
anti-correlation. This difficulty holds also under the assumptions of
very high mass loss and/or strong HBB, as in both cases the TP-
AGB phase is shortened and no significant replenishment of 22Ne
is predicted. The contribution from super-AGB stars, not explic-
itly treated in this work, is likely not to improve the situation since
sodium ejecta tend to decrease at increasing stellar mass (Doherty
et al. 2014b; D’Ercole et al. 2010).
• Starting from our reference AGB models, we changed various
input prescriptions to verify whether the chemical constraints on
sodium, oxygen and CNO content can be simultaneously fulfilled.
After several tests, we singled out two optimal sets of AGB model
assumptions under which the Na-rich, O-poor extreme of the anti-
correlation is, for the first time, reproduced by pure AGB ejecta
(without invoking external processes such as extra-mixing on the
RGB).
In the first set of models we allow a moderate third dredge-
up, so that the CNO abundance increases by a factor . 4 − 5.
Matching the oxygen and sodium abundances requires an effi-
cient HBB and a significant reduction, by a factor of 5, of the
rate for 23Na(p,α)20Ne, in combination with the LUNA rate for
22Ne(p,γ)23Na.
In the second set of models we impose the absence of any third
dredge-up event, in order to keep the total CNO abundance con-
stant. In this case the extreme of the anti-correlation is also reached
by adopting moderately different prescriptions for the mass loss,
HBB, and the sodium destruction rate (with a reduction by a factor
of 3).
• Such "calibrated" modifications (by a factor of 3-5) of the nu-
clear rate for 23Na(p,α)20Ne confirm quantitatively earlier sugges-
tions by independent studies (D’Antona et al. 2016; Renzini et al.
2015; Ventura & D’Antona 2006). At the same time, they appear
to be too large if one considers that present lower-limit estimates
of the nuclear cross section allow a maximum reduction by a factor
of ' 1.3. At present, this poses a severe problem that undermines
the suitability of the AGB star solution in the context of the GGCs
anti-correlations. Future nuclear experiments will be of key rele-
vance to quantify more precisely the extent of sodium destruction
in the stellar sites where the NeNa cycle operates.
• Other constraints, such as the magnesium depletion and the
helium spread of different stellar populations, are not explicitly
considered in the chemical calibration. We note that our AGB ejecta
at low metallicity, likewise many other sets in the literature, are
highly enriched in helium as a consequence of the second dredge-
up. In the framework of a simple dilution model, this would likely
imply a large helium spread between stars of the first and second
generations, and therefore may represent a serious difficulty to the
AGB scenario, as discussed by Bastian et al. (2015, but see also
Chantereau et al. (2016) for a different approach).
In conclusion, the AGB star hypothesis still deserves further
quantitative analyses, which may be performed through stellar evo-
lution experiments similar to those we have carried out in this study.
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