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Gegeven zij een eindige populatie, bestaande uit de elementen 
Aan het element ei kan de grootheid y1 (i = 1. 2•e•o• N) gemeten wor-
deno In het volg~nde zullen.we geen scherp onderscheid mak.en tussen het 
element en de daaraan gemeten grootheden. 
Uit deze populatie wordt een aselecte steekproef van.de omvang n 
getrokken. Den uitkomsten van de metingen kunnen voorgesteld worden 
door 
Z.1 •• e o • ,Zn • 
Het steekproefgemiddelde z is dan een zuivere schatter van het popula-
tiegemiddelde Y. 
Indien aan de elementen nog andere grootheden dan z., bijv. de groot-
heden 
(1) (k) 
.!. ••••• .!. • 
gemeten kunnen worden, dan kunnen schatters van Y. gevonden worden, die 
onder zekere voorwaarden een kleinere variantie bezitten dan de schat-
ter z.. Er wordt dan gebruik gemaak.t van de correlatie tussen l. en !.(j) 
(j = 19 ••• , k). Onder deze schatters bevinden zich de quotientschatters 
(ratio-estimators). 
In dit rapport wordeh enkele typen quptientschatters behandeld. 
Daarbij is steeds k = 1 zodat aan elk element van de populatie slechts 
de grootheden z. en.!. gemeten worden. Een verdere beperking is die tot 
aselecte steekproeven zonder teruglegging (simple random sampling). be-
halve in paragraaf 6, waar een eenvoudig geval van "probability sampling" 
wordt behandeld. 
1. Definities 
De populatie bestaat. uit N elementen met de eigenschappen 
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Uit deze populatie wordt zonder teruglegging een aselecte steekproef 
van n (n ~ N) elementen getrokken. Iedere greep van n elementen heeft (N)-1 dan een kans n om getrokken te worden. De getrokken elementen wor-














(z1 ,.!1 > , • • • , (In ,.!n > • 
Verder worden de volgende definities gegeven: 
1
' .-x=l ~ = N l x. • l 










(i = 1, ••• , N), r. 
-l. 
N 
=.1. I r. 9 N . 1 l. 1= 
n 
r = - I r. ; 
n i=1 -i 
1 n - 2 2 
= --1 l (x. - x) , s 
n - i=1 -i - -:, 
1 n - 2 
= n - , I <zi - z> , 
i=1 
1 n 
= I ( x. - xHz. - z> n 
-
1 i=1 -1 - l. 
1 n 
= I (r. 1 n - i=1 -l. 
n CL 13 
= - I x. r. ; 
n i=1 -1 -1 
-2 
- r) • 








-1 - x)(r. 
- -1 - r.> . , 
Met.! en z. worden bedoeld stochastische grootheden met kansverdelingen 
P [ X = x) = ; en P [z = y J = j' 9 voor i = 1 , 2, • • • , N • 
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£,o Quotientschatters 
De bekendste en meest gebruikte quotientschatter is 
i=Xo 
:x: 
Indien de waarde van X bekend is kunnen met i schattingen van Y ver-
richt wordeno Is X niet bekend 1 dan kan met de quotientschatter 
z. 
r =- (2o2) 
:x: 
een schatting van Yo X ~, worden gemaakto 
Een andere voor de hand liggende quotientschatter is 
i = x o r {2o3) 
Van deze schatter kan de onzuiverheid exact bepaald en zuiver geschat 
worden 9 waardoor de zuivere quotientschatter 
... ~- n(N - 1) (- --) Vi = Ar + -.--..,,;;.. I. :x:r ~ - N(n 1) - --
ontstaato 
Met de boven gedefinieerde schatters van Y kan de som NY van alle 
y. geschat worden door deze schatters met N te vermenigvuldigeno 
1 
Er zijn meerdere quotientschatters bekendo Door MICKEY [11] en 
WILLIAMS [19] werden gehele klassen van (zuivere) quotientschat.ters 
geconstrueerdo 
De schatters i., en f 
3o De onzuiverheid van i., 
De schatter i., is in het algemeen onzuiver. Wel geldtt zeals uit 
(2o1) direct duidelijk zal zijn, dat P[.2, = YJ = 1 voor n = N9 dus dat 
i "asymptotisch raak11 (consistent) iso 
' Omdat f zowel in de noemer als in de teller een stochastische va-
riabele bevat is het niet eenvoudig ~i. te bepaleno Indien echter voor 
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elke mogelijke steekproef geldt 9 dat x ~ 0 en tevens, dat X ~ 0, dan 
kan worden aangetoond 9 dat voor elk natuurlijk getal m 
met 




'l.. - y 
'Sz. = ---y (3o2) 
(zie de Appendix). Verder wordt in de Appendix aangetoond 9 dat voor 
m = 1 de derde term van het tweede lid van (3o1) van de orde n-2 is. 
Voor een eerste benadering B1 (,i) van de onzui verheid B(,i) van f kan 
men dus nemen 
N - n y c20 .,,J 
= 0 ii '?!" - -=- = N - 1 X XY 
1 
N - n 
-r ( l-120 ° "02>~}, Y 20 .. {3o3) = o- ?-1; . N - 1 n X 
'.la 
met 
Cov (!.,z.) µ 11 
i; = --------· = ------ C {Var(,!) • vif(z}}~ (µ, 20 o u02 )~ 
(3o4) 
In de Appendix worden de verwachtingen van (S,!) 0 (Sz) 6 voor 
a+ S < 4 vermeldo 
... . 
Zowel B als B1 nemen af met toenemende steekproefomvang n en ver-
dwijnen geheel voor n = N, hetgeen in overeenstemming is met het feit 9 
dat i_ "asymptotisch raak" iso Verder is B1 = 0 indien 
(3o5) 
Indien de regressie van z op x gegeven wordt door een rechte door 
de oorsprong 9 dan is de schatter i_ zuiver. Stel namelijk 
[(v, Ix,)"" a.x. 
~l. l. 1 




Een zuivere schatter voor B1 (i) is 
1>., (i) N = n (= 2 = 
nNX2 X 
XS ) fl 
--xy 
waarbij dus de waarde van X bekend wordt ondersteldo 
(308) 
In de Appendix wordt voor de onzuiverheid B nog de volgende onge= 
lijkheid afgeleid~ 
IB(i) I n o Va::' 
4a De variantie van i 
Men ziet direct in~ dat 
, ) = 1 0 Omda.t Btf van de orde n is kan men volstaan met de eerste term van 




[(z. - 'y') 2 = ?2 o &(sz. - s!.) 2 + 
+ 2V o f<s!.){s!. - sz.Hi - Y) + £(s.!)2 Ci - Y) 2 .(4.3) 
De laat ste twee. termen van het twee de lid van ( 4. 3) z ij n weer van de 
orde n-2 o Voor een eerst~ benadering Var1 (z) van Var(z) vindt men dus 
Var,(j) = r{E(s,!>2 - 2f(S,!HSz) + f{S_z) 2} = 
N - n 'I2 ("20 "11 "02) 
= 
, 
0 n "';;T -2--=-+'? = N - X XY y 
, 
N - n rt).120 21; 0 ( ~ ).120 ° ).102> 2 "02J (4.4) = •-- ~ - +~ ' N - 1 n X fi y 
met r;; gedefinieerd als in ( 3 o 4) • Ui t ( 4. 4) blij kt, dat Var ,C.i) afneemt 
met toenemende steekproefomvang n, terwijl Var 1(,i) = Var(f) = 0 voor 
n = N. 
Nu rijst direct de vraag wanneer deze variantie kleiner·is dan die 
van de .schatter z.._Gemaakkelijk is in te zien, dat (zie ook A3.16) 
).l 
(-) N - n 02 Var v =--. -&. N - 1 n • 
zodat de relatieve doeltreffendheid (efficiency) van 'i_ t.o.v. z. in 
eerste benadering gegeven wordt door 
en dit is groter dan 1 indien 
Een zui vere schatter var 1 (f) van Var 1 {i,) is 
var 1 (z) N - n. {(v2 2 -- -2 2) = . " "-- o S - 2xy o S + X o S + nmF -x -- -xy -Y 
(N - n)(n - 1) (s2 2 2 )} 
-
2 nN(n - 2} • -x • ¾,: - .!xy 0 
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5o De schatter !. 
Tussen de schatters i, en!. bestaat de relatie 
i = x o ! , 
zodat 
£f = x -1 o Ei , 
(-> - -2 c-> c-> - -2 c-> Var !. = X o Var z , Var 1 !. = X o Var 1 z. , 
en 
(-> - - 1 c-, c-> - _, c-> B !. = X O B z fl B, !. = X . 0 B, l. Iii 
waarin B(f) de onzuiverheid :van fen B1(f) een eerste benadering van 
deze onzuiverheid iso De waarde van X wordt bij deze schatter onbekend 
ondersteldo 
Een, in het algemeen onzuivere 9 schatter van B1 (f) is 
( 2 ) 
s s 
- M· - n - ~b (r) = ~ 0 r O - = =ast o 
1 - ·nN - -2 --
lE ~ 
Een, in het algenieen onzuivere 9 schatter van Var1(.f) wordt gegeven door 
s ' ( ) N - n var, r = nN ~
2 2) 2 -x =· o r __ ::l,1,. ~ .)l 
- -2 xy ~,?. 
X -- iL, 
De schatter !, vindt toepassing bij het schatten van fractieso Stel 
dat de populatie bestaat uit een aantal klassen met N. elementen in de 
1 
i-de klasse, zodat 
N. = Np. en l p. = 1o 
1 1 . 1 
1 
De stochastische variabelen !. en z worden als volgt gedefinieerdi z. 
neemt in de i-de en j-de klasse de waarde 1 en in de overige klassen 
de waarde O aan; x neemt in de j-de en k-de klasse de wa.arde 1 en in 
-de overige klassen de waarde O aano 
In een aselecte steekproef zonder teruglegging van n elementen be-
vinden zich nun. , n. en 11,. elementen uit de i-de, j-de en k-de klasseo 
-1 -J -
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Een schatting van 
p. + p. 
l. J 
Pj + pk 




n. + n. I l.v 
"L 
-J. -., v=1 r = = =- 0 
n. + .!4t n 
-J I X X 
v=1 -v 
in te zien, dat 
x = p. + pk 
' 
y 
= pi + p. ; J J 
µ20 = (pj + pk)( 1 - pj = pk) 
µ11 = p. - (p. + pk)(p. + p.), J J l. J 
u02 = (p. + p.)(1 = p. = p.} 0 l. J l. J 
Na enige herleiding volgt dan met (5.4) en (3o3), dat 
( ) N - n B1 r = N = 1 
en uit (5.3) en (4.4), dat 
p. 
l. 
( + )2 !, 
n pj pk 
(p. +p.)(p. +pk) 
Var,(!:) = : : ~ 0 __ i _ __..,J __ i__,3,......._ • 





Met (5o5) en (506) kunnen, in het algemeen onzuivere, schatters 
van B1 en Var1 gevonden warden. Zij luideng 
N - n 
= ...-( =n---1""") N .... (5o13) 
var1 (i·) N = n = (n = ON ° 
n(n. + n.)(n. + nk) 
-l. -J -i -
Speciale gevallen verkrijgt men door een der p 0 s gelijk aan O te 
stelleno 
60 Eliminatie van de onzuiverheid door verandering van steekproefpro= 
cedureo 
Het is duidelijki dat de schatters i en r zuiver zouden zijn in= 
dien de kans op het trekken va.n de steekproef evenredig zou zijn met Xo 
LAHIRI [9] heeft een methode aangegeven om dit op eenvoudige wijze te 
realisereno Daarbij wcirat·-steeds verondersteld 9 da.t x·. > 0 voor i = 1 ~ 1 
0 0 0 ii 
De populatie bestaat weer uit de elementen (y.,x.) met i = 1, 2~ 
1 l. ' 
No Stel Mis de som van den grootste waarden x. in de populatieo 
l. 
Kies een aselect getal ~ met O ~ ~ < M0 en M0 ~ Mo Trek verder een a-
selecte steekproef zonder teruglegging van n elementeno Indien nx ~ ~ ~ 
dan is de procedure voltooido Indien echter nx < tr. dan dient de gehe= 
le procedure herhaa.ld te worden, doWoZo er dient opnieuw een getal E;, 
gekozen en een aselecte steekproef getrokken te wordeno 
Een andere en eenvoudiger methode werd gegeven door MIDZUNO [12] o 
Hierbij wordt het eerste element getrokken met een kans, evenredig met 
de bijbehorende waarde Xo Stel Mis de waarde van de grootste van alle 
xi in de populatieo Kies een aselect getal; met O ~ ~ < M1 en MY~ Mo 
Trek aselect een element (y.,x.}o Indien Xo ~ ~g dan wordt dit element 
1 1 1 
als eerste in de steekproef opgenomeno Indien xi ' ,i dan wordt het ge= 
trokken element teruggelegd en wordt de procedure herhaald tot een ele= 
ment is getrokkeno De overige n = 1 elementen warden op de normale wij= 
ze aselect uit de overgebleven N = 1 elementen van de populatie getrok= 
keno 





waarin {xo ,00011 X,} een willekeuriP'~ P:TP~p ''an n elementen iso De 
1 1 in 
schatter z. is nu zuiver want 
= !. {x T O (:( f} = 
Xo }] = 
i 
n 
= (!T 1 }: Y = Y , (602) 
as 
waarin L de sommatie betekent over alle ( !) mogelijke steekproeven van 
as 
n ui t N ,element en o 
Voor de variantie van i is geen ~xacte uitdrukking bekendo In de 
Appendix wordt aangetoond, dat voov 
* 
* 
~n eerste benadering Var1(i) van 
Var (z) geldt 
* Var1 (z) = Var1 (f) o 
Het is echter mogelijk Var*{z) zuiver te schatten met 
hetgeen gemakkelijk te verifieren iso 
In [13] wordt uitvoeriger op een en ander ingegaano 
De schatters 2., en 2., 0 
7o Verband tussen i en i' 
Bij de quotientschatter is gegeven door (2o3), wordt de waarde van 
X bekend en~ 0 en tevens xi~ 0 (i = 1~oooi N) ondersteldo Door HARTLEY 
en ROSS [7] werd voor de eerste maal de onzuiverheid B(z) van z exact 
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bepaaldg 
B<i> = £ i - 'f = x O £ ~ - &z = 
= £ .! o t!. - l.! o !. = -Cov (,!,!,) o 
Deze onzuiverheid kan verder zuiver geschat worden met 
( .... ) N - 1- h - N - 1 (- -- ) bv =----• s =----•----- z-xr, 
- o¥.. N -xr n - 1 N --
zodat een zuivere schatter 
... , 411- n ( N - 1 ) (- --) l. - Ar + · 0 z - x __ r 
- - N(n - 1) 
van Y gevonden kan worden. 
De schatter i is slechts dan "asymptotisch raak" indien Y = XR, 
zeals direct uit {2o3) blijkt. Hij is zuiver indien y. = Rx. (i = 19 l l 
000 9 N) en ook indien de regressie van z op x gegeven wordt door een 
rechte door de oorsprong. 
Bo De variantie van i 
De variantie van f kan exact bepaald wordeng 
.... -2 -) -2 N - n ll002 Var{z) = X o Var(!:, = X o N _ 1 ° ~ o (801) 
Uit (8.1) blijkt direct 9 dat Var(z) afneemt met toenemende n en een 
functie is van de correlatie tussen .!. en l,o Verder is Var(,f) = 0 voor 
n = N. 
De doeltreffendheid van z_ toOoVo z is 
en deze is groter dan 1 indien 3rll002 < ll020 ° 
Een zuivere schatter van Var(j_) is 
( ... ) N - n -2 2 varv = N °Xs o 
"'- n -r 
(803) 
De schatter i is in het algemeen te prefereren boven de schatter i., 
omdat de·laatste meestal niet en de eerste altijd "asymptotisch raak" 
iso Verder wordt de onzuiverheid van i niet kleiner voor toenemende n 
en is i eenvoudiger uit de waarnemingen te berekenen dan fo Voor de 
kwestie van de eventuele asymptotische norma.liteit van deze schatters 
wordt verwezen naar paragraaf 11 o 
9o De variantie van 2.,u 
Een directe berekening van Var(fu) is zeer tijdrovend en lastigo 
Hierbij vooral bewijzen de Zogono nsymmetrische gemiddelden" {afko~ 
sg; sgn) goede diensteno ROBSON [15] berekende Var(fu) met behulp van 
3=dimensionale sgn, terwijl hij als nevenresultaat een zuivere schatter 
van deze variantie verkreega 
De gebruikte sgn worden als volgt gedefinieerd; 
0 0 U 
a 8 y 
o ( P P P) Xo Vo To i 
-1 &1 -1 p p p 
0 0 0 
Verder is gemakkelijk na te gaan, dat 
I 
[<(a181y~),ooo, {a 13 y )) = < (a,,eir~),ooo~ (a 8 y )) 0 
a u p p p u u u p p p 
Door bijvo alle yQs gelijk O te stellen warden 2=dimensionale sgn 
verkregen terwijl men 1=dimensionale verkrijgt door voor bijvo alle 
e~s en yQs O te substituereno In de Appendix warden voor 1=dimensiona= 
le sgn enkele vermenigvuldigingsregels afgeleido Voor verdere bijzon= 
derheden wordt verwezen naar [ 17] ~ [ 18] en [ 15] o 
(.· 
ROBSON vond voor Var(i,8 h 
Var(i0 ) = Nn=Nn [< (020)) 8 = {(010) 9 (010)) 0 + 
+ ({200).i(001),(001)) 8 + 2 ( (100}1l(010)i(001) >8 + 
= 2 ( ( 110 ), ( 001 ) /' 0 - N ; 1 < ( 100 ) , ( 100) i ( 001) 11 ( 001) ? ij + 
+ c!: ~)N {((010),(010) ) 0 - 2 ( (100),(010),(001) ) 0 } + 
+ ( ! : ~ )N { ( ( 200) t ( 002) ) i - < ( 100) , ( 100) & ( 002) ) 0 + 
= < ( 200) ' ( 001 ) i ( 001) > 8 + 2 < ( 100) t ( 100) $ ( 001) 9 ( 001) > q] 0 
(9o4) 
Een zuivere schatter var(i0 ) van Var(f8 ) wordt eenvoudig gevonden door 
in (9o4) de accenten van de sgn te schrappeno 
De in ( 9 o 4) voorkomende sgn dienen nog in de momenten l-\iSy ( sgn 
zonder accent in de steekproefmomenten !.as) "vertaald" te wordeno In 
de Appendix wordt de daartoe te gebruiken methode aangeduido 
Voor oneindig grate populaties, dus voor N ~ m of bij steekproe-
ven zonder terugleggingi neemt de schatter i 0 de volgende gedaante aang 
~ ~= n (- --) ]I.. 8 : A:,'. + n = 1 l,, = ~! o 
Voor N ~ = geldt verder• dat (zie bijvo (A9o2)} 
a B y 
0 £!. p]f.. pr. p 0 
(906) 
(Voor sgn van andere dimensies geldt uiteraard een zelfde relatie als 
(906))0 Met {9a6) ziet men direct, dat (9a4) voor N ~ ~ overgaat in 
Var(i 0 ) = ¾ (£z2 - ! 2 + R2£~2 + 2XYR = 2R£:!S'.: = x2R2 ) + 
1 (~ --~ c 2 (' 2 -e 2 -c 2 ~) 
+ n(n = i) Y = 2XYn +e,,!_ o c!, ""'Xe-!, = Re.!, - 2X R "" 
= ¾ {Var(z) + R°2 Var(!_) = 2R2Cov (.!,,Z)} + 
( 4) n = n Door in 9o de accenten te schrappen en de factoren N ~ 
N + 1 N = -1 -
N en N door 1 te vervangen vindt men een zui_vere s-chatter var{i 6 ) 
van Var(f O ) o De sgn zonder -a-ccent moeten nu nog 11vertaaldn worden in 
de steekproefmomenten !aao In de Appendix wordt voor iedere in (9o4) 
voorkomende sg het resultaat van de vertaling vermeldo 
mo Een eenvoudige schatter van de variantie van i" 
Het schatten van Var(z0 ) met behulp van (9o4) is bewerkelijk en 
tijdrovendo Een andere schattingsmethodet ontleend aan [4], wordt hier= 
onder beschreveno 
Uit de verzameling van alle(;!) steekproeven zonder teruglegging 
van m elementen worderi a.s-e"le-ct zonder teruglegging k steekproeven ge-
trokkeno Dit betekent 9 dat k maal zonder teruglegging m elernenten 
(y.,x.) worden getrokken en dat deze elementen worden teruggelegd v6or-
J. l. 
dat de volgende steekproef van m elementen wordt getrokkeno Indien een 
steekproef geheel identiek is aan een reeds eerder getrokkenei da.n 
wordt deze steekproef als niet getrokken beschouwdo 
Uit elk der k steekproeven wordt Y geschat met 
voor J = 1 9 000 9 ko De schatter 
is een zuivere schatter van Yo De variantie van f 0 is nu 
"" p = k { l I {y ~ ) 2 = 1 I y ~ 0 y ~ } 
pk p J·=~ J p(p = 1) o J.. J 1 J2 
F J1rJ2=1 I 
met p = (!)o Een zuivere schatter van Var(i, 0 ) is dus 
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k k 
Var( .;v) = P - k {l \" (~v. )2 __ 1__ \" •o •v } 
,I(,. k k L ..._ - k{ k 1 ) L Z., 1 ° Z.J· 2 = p J"=1 J - • .I.. .., J1rJ2=1 
p - k { 1 ~ (ir'J!)2 - (irV >2}0 
= p{k - 1) k j:1 • • 
Voor k = 2 wordt dit 
var(i") = P 4-p 2 (.f.1 - .fe)2 • {10o5) 
een vorm, die in [4] 
1 overo 
gegeven wordto Voor N ~ m gaat de factor P - 2 in p 
llo Betrouwbaarheidsintervallen 
Bij de practische toepassingen neemt men aan 9 dat de hier behan-
delde schatters voor grote steekproefomvang een bij benadering normale 
verdeling bezitten met verwachting Y (voor de schatter r met verwach-
ting Yo X -l en voor de schatter z. met verwachting Y --Cov (,!_;,!)) en 
variantie Var (schatter)o 
MADOW [10], ERDOS en RENYI [2] en HAJEK [5] bewezen, ender zekere 
voorwaarden, stellingen omtrent asym.ptotische normaliteit, welke di-
rect op de schatters z en i toegepast kunnen wordeno MADOW [10] bewees 
verder dat, onder zekere voorwaarden, z en i asymptotisch een simultane 
normale verdeling bezitteno Met een stelling van CRAMER [1, po366] kan 
dan aangetoond worden 9 dat de schatters i., ! en z0 asymptotisch nor-
maal verdeeld zijno 
De voorwaarden, waarover hierboven wordt gesproken 9 worden hier 
niet vermeld, gedeeltelijk omdat moeilijk nagegaan kan worden of de te 
onderzoeken populatie in concrete gevallen aan deze voorwaarden vol-
doeto 
Voor grote n worden benaderde tweezijdige betrouwbaarheidsgrenzen 
voor Y gevonden met 
i:, ! ~a/2 Vvar 1 (z) 1 
(met analoge vormen voor de andere schatters), waarin ~a gevonden wordt 
uit 
..J.,_ r= exp(-~t2 )dt = a. \l21T'. 
f;a -1_ 
{11o2) 
Met de schatter r vindt men betrouwbaarheidsgrenzen voor Yo X - 1 en 
met de schatter i betrouwbaarheidsgrenzen voor Y - Cov(!,,!)o 
Door FIELLER [3] 11 PAULSON [14} en KLERK-GROBBEN [8} werd uitgegaan 
van de veronderstelling~ dat !. en l. een simultane norm.ale verdeling be-
zitten, zodat ook 
y 
v--x 
M.. - -X 
normaal verdeeld is; Zij bewezen, dat 
(X! = Y~) 1(-;F 
( 11o3) 
voor grote n Qij benadering N(0,1) verdeeld iso Voor kleine n heeft z 
bij benadering een Student-verdeling met n - 1 vrijheidsgradeno Twee= 
- - -1 zijdige betrouwbaarheidsgrenzen voor Yo X 9 met onbetrouwbaarheid a, 
warden dan gevonden door het tweede lid van (11o3) gelijk aa..~ *~ate 
stellen en de zo ontstane vergelijkingen van de tweede graad in 
- =1 Yo X op te losseno 
HAJEK [6] toonde aan, dat 1 indien de sahatter i.. asymptotisch nor= 
maal verdeeld is en aan (306) (en dus ook aan (3o7)) is voldaani de on= 
betrouwbaarheid van het betrouwbaarheidsinterval met de grenzen 
1 (s2 s s2) + - ,-x -xv --'IT V t o V - ~-2~+,.,.g_ 
&. - a/2 "'- n -2 -=- -2 .. 
!. ~'! z 
( 1 L4) 
waarin t 0 gevonden wordt uit P[t ~ t 0 } = a® waar i een Student-verdeling 
met n - 1 vrijheidsgrenzen bezit, kleiner is dan ao 
120 De doeltreffendheid van de behandelde schatters 
De toepassing van de schatters i.. en i is slechts dan aan te bevelen 
indien de regressiekromme van l. op!. een rechte door de oorsprong iso 
(c 
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Bij twijfel kan dit laatste eerst getoetst wordeno Indien deze kromme 
niet door de oorspro~g gaat bestaat de mogelijkheid van onzuiverheid 
en grote variantieso In deze paragraaf wordt dan ook aangenomen, dat 
de genoemde regressiekromme een rechte door de oorsprong is zodat de 
besproken·schatters alle zuiver zijno Verder wordt voor de eenvoud een 
zeer grote of oneindig grote popu.latie (N ~ ~) ondersteldo Alle trek= 
kingen in de steekproef zijn dan onderling onafhankelijko 
Om de doeltreffendheid van de schatters te kunnen bepalen wordt 
eerst een zuivere quotientschatter, lineair in de r.t met minimale voor-
-i 
waardelijke variantie afgeleido~Stel 
S(z I x) = ax (a> 0 en constant) (1201) 
en 
Var(!_ I x) = g(x) (g(x) > 0 voor alle x)o (12o2) 
Dan volgt 
Y = ax. , £ <!. I x) = ao {12o3) 
In de Appendix wordt verder aangetoond 9 dat de schatter 
{ n }=1 z = X l 1 
• 1 g(x.) i= -J. 
met 
Var(~) = X o £ _l (x.) _ 2 . { n 1 }-1 
1=1 g -i 
( 1205) 
aan de gestelde eisen voldoeto 
Volgens een stelling van CRAMER [1, PPo 353-4] mag Var(!) voor 
zeer grote n geschreven worden als 
Var(z) ~ l x2 {r -b}-10 
- n g~.!,J 
(1206) 
De doeltreffendheid van de schatters z, ii> i_ en ii wordt gemeten 
toOoVo de schatter ~o Hun varianties worden in de Appendix eerst in de 
x. en de g(x.) uitged.rukto De doeltreffendheid luidt nu bij benadering: 
J. J. 
-19= 
Eff(1.,) ~ x2[£ g(x) 0 {~x2g(_!) + a2var(~)}] = 1, 
Eff(f) ~ {£x2 + (n - 1 )Y} 0 {n £ g(~) 0 £x2g(2f) }=1 ,( 1208) 
Eff(,i)~ {[g(.!) 0 f g(~) }=1 , (~2o9) 
Eff(~ 1 )~x2{£~ 0 £x2g(x)}=1o (12orn) 
' g\_!J - -
Uit (12o7) en (1208) leidt men direct afi dat Eff(l,) > Eff(z)i 
hoewel het verschil afneemt met toenemende no Verder blijkt direct uit 
(12o7) en (12010), dat Eff(i') > Eff(i)o De keuze tussen de schatters 
i en i' is moeilijker, maar kan bepaald worden door de overwegingj dat 
i" altijd zuiver is, ook als niet aan (12o1) is voldaano 
Van de functie g(x) warden drie vormen besr:nouwd~ 
g(x) = bx=2 , g(x) = bx-1 en g(x) = b~ 
met b > Oo In onderstaand schema wordt de situatie voor deze drie vor-
men van g(x) voor iedere schatter afzonderlijk weergegeveno Daaruit 
blijkt dat de doeltreffendheid van de schatter i voor g(x) = bx=1 gro= 
ter is da.n 1o Dit is mogelijk omdat de schatter !, wel een minimale 
voorwaardelijke variantie maar kennelijk geen minimale variantie onder 
alle mogelijke schatters van Y bezito 
i 
i 
b g(x) = 2 
X 
2 .. 2 
£x {b + a Var{.!_)} 
n - 1 1 _.;;;;..,_ 0 
n 
cx2 -2 
c;, 0 £!, 
Var.(x) 
=20-
g(x) b = -X 
2 
a Var(.!_} 
1 - -_-.-----2--= 
bX + a Var(!_) 
- C -1 X c;.X 
g(x) = b 
2 2 btx + a Var{_!) 




De nummering van de Appendix loopt parallel met de nummering van 
de paragrafen waarop toelichting wordt gegeveno 
A3o Met (3o2) werden reeds de grootheden S.e, en Sz gedefinieerdo Men 
verifieert gemakkelijk de relatie 
i = y : Y(Sz - Sx) - S.?£(i - Y) O 
Met volledige inductie in m kan dan verder de betrekking 
{A3o2) 
bewezen wordeno Omdat hier slechts van een eindig aantal termen sprake 
is, kunnen links en rechts verwachtingen worden genomen waaruit dan 
direct (3o1) volgto 
Voor m = 1 geldt dus 
£1 = y + Y{C{Sx) 2 - £.(S,!) (Sz)} + f;(s,!)2(i - '?) 0 (A3o3) 
Blijft nu nog over aan te tonen, dat 1£(S!_) 2(z -Y)I minstens van de 
-2 . { ) . orde n 1So Met A3o2 en m = 1 vindt men 
(s!.) 2(.t - Y) = Y{(s.!) 2 (sz) (S!,) 3} (1 - S,?£) + (S_!) 4(f - Y) = 
- 2 
= Y{(S,!) (Sz) - (S!,) 3 - (S~) 3(sz)} + (S,?£) 4i> (A3o4) 
De verwachting van de eerste term van bet laatste lid van ( A3 o 11) is 
vole;eris (A3.11) en A3o12) van de orde n-2o Omdat de populatie eindig 
isj heeft Iii zeker een maximum M. Dus 
terwijl £(Sx) 4 volgens (A3o12) van de ~rde n-2 iso 
Een be:redigender afschatting van £(S,?£) 4z wordt verkregen indien 
men onderstelt, dat x. > 0 en y. > 0 voor i = 1iooo, No Dan kan name= 
1 1 
lijk de volgende ongelijkheid afgeleid wordeng 
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n n 
I Zi I x.r. ~ - i=1 - i=1 -1-i n x. X I -1 < Z = X n = X = r . n n -1 ... 
I I i=1 I x. x. x. 
i=1 -i i=1 -1 i=1 -1 
n 
< X I r. = nXro 
-
-1 i=1 
Dusi indien men op dezelfde wijze als Sx en Sz de grootheid Sr defini-
eert, 
C 4 - - 4 
e,(Sx) i ! nX ~r_( S!,) (A3o7) 
waaruit volgt 11 dat E(S!,) 4i van minstens de orde n=2 iso 
In het bovepstaande werden geen bijzondere e1sen aan de populatie 
gesteldo Meestal wordt de volgende afleiding gegeven (zie bijvoorbeeld 
[16] ): 
_ x. _ t t l3z _ ~ 
i = X -=:- = y 1 + Sx = Y( 1 + Sz) l 
X V=O 
\) (-S~) a (A3o8) 
Hierbij wordt dan de eis gesteld, dat 1s.!1 < 1 voor elke mogelijke 
steekproef van de omvang no Verder neemt men in (A3o8) links en rechts 
verwachtingen zonder de zekerheid 9 dat dan het gelijkteken blijft gel-
deno 
a. 8 Hieronder volgen voor a+ 8 ~ 4 de verwachtingen van {S,?E,) (Sz) o 
Alle niet vermelde momenten met a.+ B ! 4 kunnen door verwisseling of 
door identificatie van.! en l. uit de vermelde afgeleid wordeno 
£(s2f) = £(sz) = o, 
t( S,!) ( Sz) = N = n N - 1 0 <==-; nXY 





n'¥Y, (A3o 11) 
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c( )3{ ) N - n {( 2 6 · 6 2 ) µ31 ~ S,2£ Sz. = ( N - 1 ) ( N - 2) ( N - 3) N - nN + n + N n 3x°'.3y + 
+ (n - 1)N(N - n -
De afleiding van (3a11) gaat als volgt~ 
Cov(2", 9x) = XY - X fi = -XB(i,) 11 
, 
Cov(f9x) = r,;(f,,!) 0 {Var(f) 0 Var(x)} ::! 11 
- ~ Var{_!) = X 0 




A6o Het hieronder volgende bewijs van (6a1) is gebaseerd op een idee 
van LAHIRI [9]o Op een rechte wordt een lijnstuk AB ter lengte NM 0 in 
N gelijke delen ter lengte Mi verdeeldo Elk van deze N delen wordt 
weer onderverdeeld in een stuk ter lengte x, en een stuk ter lengte 
1 




0 0 0 . t-=-:=1 
(i - 1)W I iW o a o. ~,e=:=:~~: =ti (N - 1 )W NW 
Men kiest nu aselect een punt op AB op een afstand (v1 - 1)Mi + ~, 
van A door eerst aselect een natuurlijk getal v1 (1 ~ v1 ~ N) en daar= 
na aselect een reeel getal ~, (0 ~ ~,< M0 s M1 ~ M) te kiezeno Indien 
~, > xv kiest men een geheel nieuw tweetal getallen v2 (1 ~ v2 ~ N) 
1 
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en t 2 (0 ~ t 2 < M')• enzo Na.J.. - 1 herhalingen geldt voor de eerste 
maal t; ~ xv • , met 
JI. -.i1. 
- ( - _x)j-10 P[.J. = j) = 'fr 1 M9 (A6; 1) 
Men ziet gemakkelijk in, dat 
X-, 
P[~.J.. = i, .J.. = j] x =w ( x)j-1 1 - -M' ii 
1 
0 ~ = ( - x)j-1 x. 1 - M' 0 NM1, (A6o2) 
dus 
co 




P[ . . ·J 1 V. = 1 1 1 = J = - o 
-.J., JI. NX (A6o3) 
Er ziJn 9 bij gegeven steekproefomvang n, (!) verschillende steek-
proeven mogelijk. De werkelijk getrokken elementen worden hierna met 
{x. 9 000 9 x. } weergegeven. Dan geldt 
1 1 in 
Ter 
p*[{x19 0009 X} = 
- --n 
x. }) = 
J,.n 
n 
= l P~. = iv• daarna de andere n - 1 elementen] = 
v=1 :al. 
n 
= I P[v. = i ] 0 P ( de andere n - 1 elementen f v . = 
v=1 -...i V -...i 
n 
x. 
(:: ~)-1 = (:)-1 
1 x. n iv 1 }: v=1 V = -o 0 ·o 
v=1 'NX nx 
controle verifieert men gemakkelijk 9 dat 
l p * [ {~, 9 0 0 0 •- .!n} = {x. t O O O t x. }] = 1, 1 as n 











* De variantie Var (i) van i wordt als volgt gevonden~ 
( - ) 2 -1 -t (i) 2 = 1 X -!:- 0 (:) X = 
as x X 
"" "f o £( 1 + sz){r( sx. - so!) m t l 
v=O 
, S 'v •- ( S· )m+1 ( ~ v\. , \- _!) , = _!, l,_ = L}Jo 
* ~ Voor een eerste benadering Var1(.t) van Va:r (z) t waarbij slechts ver= 
,;rachtingen van term.en van de tweede graad in Sc! en Sz. wo:rden meege= 
teldll v-indt men derhalvei 
A9o De vermenigvuldigingsregels voor sgn Zl.Jn niet moeili,jk te vinden, 
ze worden uitvoerig behandeld in [18] o Hier volgen enkele voorbeeldeni 
a+b \' a b 
x. + l x. x. , 
l. if j l. J 
en dus 
1 ) N - 1 ( (a.)9 o (b)' = i (a + b 9 + N a 11bY , 
\' a+b C + \ b a+c \ a b C l x. x. l x. x. + l x. x. x. t 
i~j l. J i~j 1 J i~j~k 1 J K 
en dus 
< > < > 1 ( 1 ( ) N = 2 <. · ( 4° a ' 0 b 9 C 9 = i a + b t C )' + i a + C: , b + N a' b j C >0 ' A9 0 ) 
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, a+c b d , a+d b c , a b+c d + 
+ L x. X, x. + L x. x. xk + L x. x. x. 
i;j;k 1 J K i;j;k 1 J i;j;k 1 J K 
+ 
\ a b+d C \ a b C d L x. x. xk + L x. x. x. x , 
i;j;k 1 J i;j;k;m 1 J K ~-in {A9o5) 
en dus 
<a 9b}° o <b,c)' = N{N 1_ 1) <a+ c,b + d)' + N(N ~ 1) <a+ d 9b + c)9 + 
N - 2 < d)v N ;_ 2 · 
+ N(N - 1J a.+ c,b, + N(N - 1) <a+ d,b,c)' + 
N-2 · N-2 ( '-' + N(N _ i)<b + c,a,d)' + N(N _ 1) b + d 9 a 9c/ + 
( N - 2 )( N - 3) ( )' + N(N _ 1) a,b,c,d o 
Voor sgn zonder accent gelden precies dezelfd~ regels 9 waarbij 
echter N vervangen dient te worden door no Het behulp van deze regels 
kunnen vormen aJ.s bijvo <(110),(001))' in de momenten lJ omgerekend wor-
deno Met (A9o2) vindt men: 
((110) 9 (001))0 = N ~ 1 ((110))'., <(001))' - N ~ 1 <(111))' = 
1 (Nf~ .o £! - £~!) = = N - 1 
1 (Nih, 11 + NX!R - ·2 -. N - 1 l.102 - Y )o 
Voor alle in (9o4) voorkomende sgn (zonder accent) volgen hier-
onder de omzettingen in de steekproefmomenten !.as =( (a,O,B);>o 






1 2 2 
<(100) 9 (100) 9 (002)> = (n _ ,)(n _ 2 ) (n £1o!o2 - n!eo!o2 + 
(A9 o 14) 
1 3 2 2 ( ( 100) • ( 100) , ( 001) , ( 001)) = ( n _ 1 )( n = 2 j{ n _ 3) ( n .! 10!o 1 + 
(A9 a 15) 
----x---~-
.!!Qo De variantie van i' wordt als volgt gevondeno Stel 
(A10o1) 
dan is 9 wegens de zuiverheid van de schatter 2' » 
(A10o2) 
De variantie van j_J = <1> is nu 
Var(i,i) = £((1;> - (1;>')2 = [<1><1> - <1> 1 <1)' 1 = 
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= p - k (<2>v - (1 1> 1 ) pk . , t .(A10,3) 
hetgeen een andere schrijfwijze is voor (10.3)o 
A12o De zuivere quotientschatterj lineair in de r., met de kleinste 
1 
(voorwaardelijke) variantie wordt, met (12.1) en (12o2), als volgt ge= 
vondeno Stel 
n 
z = I 
i=1 
Dan geldt, indien ~ een zuivere schatter van Y is, 
n 
~) = I 
i=1 
>..££(r.lx.) 
1 -1 -1 






Verder geldt voor de variantie 
Var(~ I x) = f{(~ - Y) 2 I x} = 
= f[{ I >.. (r. 
• 1 1 -1 1= 
n 
= a I 
i=1 











Onder de voorwaarde (A12o3) dienen de >.i zo bepaald te warden, dat 





2 ~ '- -- -x) A. g(x.) - 2µ( l ,..._ -
1 1 i=1 1 
(A12o5) 
geminimaliseerd te worden. Dit geeft, met partiele differentiatie naar 
de >.. ~ 
1 




{ n 1-1 - \ 1 z - X l 
- - i=1 g(~i) 
n r. I -1 
i=1 g(xi) 
~{ n 1 }=1 Var(,! I x) = X l ( ) o 
. 1 g x. 1= 1 
(A12o7) 
Bij het bepalen van Var(_!) wordt gebruik gemaakt van de volgende 
bekende relatie tussen voorwaardelijke en onvoorwaardelijke variantie: 
Var(.!) = £ Var(,! I _!) + Var{£(.! I ~)} (A12o9) 
Met (A12o9) vindt men dan Var(_!), zeals gegeven in (12o5)o 
De varianties van de schatters z, i, i. en 2..' dienen nu nog in xi 
en g(x.) uitgedrukt te wordeno 
1 
De schatter i:g 
1 n 
= - l x.r. , 
n i= 1 -1-1 
1 n £v =££(;;I _x) =£- I x. £(r. Ix.)= E.ax = r, 
.JI.,. .11., n. -1 -1 -1 -
1=1 
Var('l,. I x) = £ { (z. - ail I x} = 
dus met ( A 12 o 9) g 





De schatter i_: 
'l. - n i = X - = .!.. l x.r. , 
x ni i=l - 1- 1 
-
(A12o 14) 
- n £i = ££Ci I!,)=£.!.. .l !,i £(!:,i I,!)= £.a'f = Y, {A12o15) 
nx 1=1 
-
Var{i I ·x) = . t £[{J .!j_ C!,i - a)} 2 I x] = 
n X 1=1 
x2 n 2 
= ~ I· x.g(x.), 
c.-c;. • 1 1 1 
n X 1= 
(A12o16) 
(A 12017) 
Volgens een stelling van CR.AMER [1 9 PPo 353-4] mag voor n ~ = Var{f) 
geschreven worden als 
(A12o 18) 
De schatter z: 
n 
... 1 - ~ I. = - X 1., r. , 
n i=1 -1 
(A12o19) 
- n 
£ i. = £ £ Ci I x) = £ ....!... l £ ( r • I ,!) = £ aX = Y, 
- n i=1 -1 
(A12.20) 
·x2 Var{z) = - £g(!_) o 
n 
(A12o22) 
De schatter i I g 
~v = xr + n 
""' n-
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n ( x x. - i) ( - --) - ~ - + -1 . - r l - !!::'. - • l n -n - 1 =i ' 1=1 (A12o23) 
(A12o24) 
[{ n ( x x. _ x) }2 ] Var(v' Ix)=£ l -+ 1 , 1 (r. -a) Ix= 
"'- • 1 n n - -i · 1= 
g(x.), 
1 
n ( x x. - x )2 Var(fv) = £ l - + -1 ~ g(x.) = 
i= 1 n n - -1 
= l £ x2g(x) - ( 1 1) £g(x) a Var(~)~ n - - nn- - -
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