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Preface and Summary 
Over the past two decades, the theory of optical imaging 
has been transformed by the application of linear transform theory 
to optical image evaluation. The optical engineer may now speak 
of the "response function" of an optical system in the same sense 
as an electrical engineer speaks of the frequency response of 
an electrical circuit. Such "response functions" provide compre-
hensive and objective information about optical systems in an 
intuitively meaningful way. Further, with the advent of computers, 
the calculation of optical response functions has become rapid and 
straightforward. 
Linear transform theory is easily applied to two limiting 
extremes in optical imaging. For incoherent illumination (thermal 
sources), linear theory may be used to describe intensity distribu-
tions in an optical system. For fully coherent illumination (e.g. 
laser light), the behavior of the complex amplitude may be described 
using linear theory: A large majority of optical applications may 
be classed in one of these two very different regimes to which 
lineartheory may be applied. 
However, there remains a partially coherent regime between 
these two extremes where the preconditions of linear theory cannot 
be met. The theory of partially coherent imaging has received much 
attention recently because it has applications in fields, such as 
microscopy, electron microscopy, microdensitometry, optical data 
processing, and astronomy, where partial coherence is almost 
unavoidable. Because of the importance of these applications, and 
because of the success of the new methods of optical image evalua-
tion, there has been increasing pressure for the development of 
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new performance criteria for partially coherent, imaging. This 
search has been badly hampered by the fundamental non-linearity 
of the partially coherent imaging process. 
This thesis is an account of research undertaken to develop 
a useful performance indicator for the evaluation of optical systems 
imaging in partially coherent light. In the first two chapters, 
the theory of partially coherent imaging is presented and applied 
to a familiar optical system, the microdensitometer. In the third 
chapter, two-point resolution criteria are investigated and rejected 
as performance indicators. In the fourth chapter, a new performance 
indicator is developed which specifically gauges the tendency of a 
system to produce "edge-ringing." Although this new indicator is 
not comprehensive, it offers much of the intuitively meaningful 
information provided by a "response function" for a linear system. 
In the fifth chapter, a quantitative relationship is established 
between the phenomenon of "edge-ringing" and the familiar phenomenon 
of Fresnel diffraction. In the sixth chapter, a new method is pre-
sented for computing the Optical Transfer Function (OTF) of an 
incoherent optical system. This method is based on series repre-
sentations in orthogonal functions. In the final chapter, it is 
shown that series representations and linear programming may be used 
to optimize the design of an optical system which suppresses edge-
ringing in coherent or partially coherent light. 
Parts of this research have already been published. The in-
vestigation of two-point resolution criteria (Chapter 3) appeared 
in 1973 (Kintner, E.C., and Sillitto, R.M., 1973, Optica Acta 20, 
721), and the relationship between edge-ringing and Fresnel 
diffraction was described in 1975 (Kintner, E.C., 1975, Optica 
Acta 22, 235). It is expected that reports will be published soon 
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on the new edge-ringing performance indicator (Chapter 4), the new 
method for computing the Optical Transfer Function (Chapter 6), and 
the method of linear programming for optimizing optical systems 
(Chapter 7). 
I would like to express my gratitude to the Ministry of 
Defence which has generously supported this research for four years. 
I especially wish to express my appreciation to Mr. R.M. Sillitto 
of the Department of Physics, University of Edinburgh. Throughout 
my stay in Edinburgh, he has offered sound advice and steady en-
couragement. It has been a pleasure and an honor to work with him. 
Finally, I want to thank my wife Jean. She has been a loyal 
and patient supporter during my research and especially during the 
writing of this thesis. In fact, she has provided more than moral 
support. She has done all the typing for the thesis, inscribed all 
the equations and prepared all the figures. In a real sense, this 
has become "her" thesis as well as mine. 
Chapter 1 
Introduction to Partially Coherent Imaging 
In this chapter, the theory of partially coherent imaging is 
introduced. It is shown that linear theory may be applied easily 
to two important optical situations, coherent imaging and incoherent 
imaging. Then the mutual intensity function is defined using an 
interference model. The Van Cittert-Zernike theorem is described 
and used to illustrate several examples of partially coherent imag-
ing. It is emphasized that partially coherent imaging is not 
"linear" in a conventional sense; thus the concepts of linear theory 
are not easily applied to partially coherent optical systems. 
Finally, the theory of partial coherence is developed in more, detail, 
and it is shown that coherent and incoherent imaging may be expressed 
as limiting cases of partially coherent imaging. 
Much of the material presented here has already been presented 
in detail elsewhere. Born and Wolf (1964, Chapter 9) include a dis-
cussion of-linear transform theory applied to coherent and incoherent 
imaging. Other excellent discussions appear in O'Neill (1963), 
Goodman (1968), and Cathey (1974). The theory of Partial Coherence 
is the subject of a chapter in Born and Wolf (1964, Chapter 10), a 
book by Beran and Parrent (1964), and a review article by Thompson 
(1969). 
In spite of this abundance of reference material, a further 
discussion of linear transform theory and partial coherence theory 
is appropriate here for several reasons: 1) it will serve as a 
useful reference for the research described in later chapters of 
this thesis; 2) it establishes a simple and consistent dimensionless 
notation which avoids unnecessary obscuration of the key principles 
involved; 3) it clarifies several conceptual problems which have 
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appeared in earlier discussions of partially coherent imaging. 
When one speaks of a "linear" system, for which a Fourier-
transform response function can be defined, one assumes that the 
input to such a system may be treated as the superposition of simple 
components, each of which is processed independently by the system. 
The resulting processed components may then be recombined to form 
the output. For example, consider an electrical system with an 
input voltage (or amplitude) A.(x). Then A may be regarded as the 
sum of an infinite number of separate infinitesimal components, i.e. 
A.(x) :f A (x') J (x - x') A x'in 
CO 
Let the characteristic behavior of the system be described by its 
response to a unit impulse; that is, by a spread function: 
(x') -'[ s'iserv j-, R (x'). 
Then, to each infinitesimal input 
1A(x') 
there corresponds an output 
A 1 (x')J(x-x') 
It is important to note that the response function R is dependent 
only on the difference between x and x', not on these variables 
individually. A system which has. this characteristic is said to be 
stationary. The complete output is the sum of all these infinitesimal 
responses (in other words, the convolution of the spread function 
with the input function): 
AOU* 	
z f 	ax,. 
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The theory of Fourier transforms allows this result to be 
expressed in a different way. Let the Fourier transforms of the 
above functions be expressed as 
F.T.[A.(x] z1q. , ( 0 ., 	n 







Then, through the convolution theorem for Fourier transforms 
= 
I 
c.. ('• 	(O in )  
This result implies that the input may be broken up into an infinite 
number of frequency components 	 which together characterize 
the input. Each frequency component, independent of all other fre-
quency components, is multiplied by the system response at that 
frequency. The result is a new frequency spectrum which characterizes 
the output. 
The special advantage of. linear theory and Fourier-transform 
response functions is that one can define a simple function which 
comprehensively describes the performance of a system, and which at 
the same time is completely independent of the input. So powerful 
is this approach that its use is familiar in all branches of physics 
and engineering. 
In order tobe amenable to linear analysis, a system must 
satisfy at least two preconditions. First, the system must be 
4 
unaffected by a shift of the co-ordinate axis. Thus, if the axis 
of the input is shifted, the only change is a corresponding shift in 
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This is merely another way of stating that the response R is a 
function of one variable, not two, as has been noted earlier; that 
is, the system is stationary. Therefore, this requirement is called 
the Principle of Stationarity. Second, the signal components in the 
system must combine additively (linearly); that is 




then A 	C) = 1A 	(x) + 2A 	(x), 
out 	out 	out 
orAt 	 ()( ) = { lA in 	+ ?A in ( )] 
This is called the Principle of Superposition, and it ensures that 
separate components are processed independently. 
In electrical systems, the independent variable Cx) usually 
refers to time. Thus a third requirement is often imposed that the 
system must not anticipate the input, i.e. 
R 	0 for x<O. 
Such a system satisfies the Principle of Causality. In optics, the 
independent variables are usually spatial co-ordinates, so that the 
requirement of causality is inappropriate. 
The principles of linear theory, which are successfully applied 
to the description of the amplitude in electrical circuits, may be 
applied to the description of the amplitude distribution in an optical 
system, provided the illumination is coherent (Born and Wolf, 1964, 
Chapter 9). Let the (complex) amplitude in the object plane of a 
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lens system be described by A.(xY). Then the lens system may be 
visualized as a linear filter with a spread function, K(x,y). A 
"unit impulse" in this context is characterized by . a point source 
in the object plane; in this case the spread function is simply the 
amplitude diffraction pattern of the lens. When the Fraunhofer 
approximation is valid, this spread function is the (inverse) Fourier 
transform of the lens aperture. Thus, the Fourier transform has a 
fundamental physical significance in coherent optics. 
In order to take advantage of this physical inter-relationship, 
it is useful to replace the geometrical co-ordinates of the optical 
system by new dimensionless co-ordinates. Following the convention 
established in Born and Wolf (1964, Chapter 9), let a be the radius 
of a circular pupil, and let 
artc 	1 1/ci 
where 	and 	are the geometrical co-ordinates in the pupil. In 
the object plane, or its conjugate image plane, let 
x= 	 an4 
where 7 and 7 are again geometrical co-ordinates, and where A is 
the mean wavelength of the (quasi-monochromatic) light and f is the 
distance from the pupil to the object (image) plane. 
With this notation, the amplitude point-spread function K may 
be obtained directly from the pupil function 2'( through the inverse 
Fourier transform: 
00 
() =ffA( ~ ,-Oe' (Xt + Y ~) J ~ A 
There appears to be no universally-adopted definition of the 
Fourier transform, especially with regard to signs and factors of 
21T. The above definition, which will be adhered to throughout this 
thesis, maintains the physical convention that the amplitude point-
spread function is the Fraunhofer diffraction pattern obtained from 
the pupil function (see Born and Wolf, 1964, Chapter 9). 
The pupil function may be specified by 
•ç 	 t 
0 	 elsewhere. 
The real function 	( 	')) , which is identically zero if the lens 
is aberration-free, allows one to describe the aberrations of the 
lens as deformations of the wavefront at the pupil, through the 
diffraction theory of aberrations. The function 70 ( ,'j  ) , normally 
identical to 1, may represent a filter in the pupil plane which 
attenuates or suppresses optical frequency components. Such pupil 
plane filtering is the basis of optical information processing tech-
niques. 
In practice, the spread function of the lens does not comply 
strictly with the Principle of Stationarity. Off-axis aberrations 
may cause the diffraction pattern of the lens to vary over the 
image plane. However, if the variation is small over an "iso-
planatic" region which is large compared to the size of the diffrac- 
tion spot, then the system may be regarded as stationary within this 
region. 
For two reasons, the description of the complex amplitude in 
optics is inconvenient. First, the amplitude is not directly observ-
able because optical detectors respond to energy, not amplitude. 
Second, only in special circumstances is the illumination in an 
optical system coherent. For many ordinary situations, a system 
utilizes illumination from thermal or quasi-thermal sources, loosely 
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regarded as " incoherent. " 
In incoherent imaging, it is the intensity (rather than .the 
amplitude) which is transmitted linearly by an optical system. In 
order that the intensities from all elements superpose linearly, 
every resolvable element in the object must be independent of all 
other resolvable elements. When two resolvable elements are (par -
tially) coherent, they tend to interfere in the image. Such inter-
ference (if it occurs) is a violation of the Principle of Superposi-
tion which makes linear transform theory inapplicable. 
So valuable is the technique of linear transforms that one is 
tempted to apply it without sufficient caution to all circumstances 
involving "incoherent" illumination (Parrent, 1970; Swing, 1972; 
Kinzly, 1972). Such applications may yield useful results, but it 
can lead to confusion if the system happens not to be linear. The 
failure of the theory in these circumstances is a consequence of the 
violation of the Principle of Superposition. 
For some circumstances (such as photographic imaging in day-
light or under ordinary artificial lighting) , the Principle of 
Superposition is quite easily satisfied, and linear transform 
theory can be applied with great success. However, in applications 
such as microscopy the object may be so small and the illumination 
so regulated that resolvable objects may not be independent. In 
these situations, one must treat the assumptions of linear theory 
with great caution. 
If the preconditions of linear theory can be met, then the 
theory may be applied easily to incoherent imaging. Again, the output 
of the system is described as a convolution of the input distribution 
with a "spread function" characterizing the system. In this case, 
however, all these functions are expressed in terms of intensity 
rather than amplitude. Thus 
I (x,y ff I ; (x ') P SF (x—x', y - 	x' dy', out 
where I(xy)is the image intensity distribution and I.n(x'y') 
out 
is the object intensity distribution. The "Point-Spread Function," 
PSF(x,y), is simply the squared modulus of the amplitude point-spread 
function introduced earlier; 
PSF(,yK(x,y)l 
Then, through the autocorrelation theorem of Fourier transform theory, 
the transform of the Point-Spread Function (known as the Optical 
Transfer Function) is the autocorrelation of the pupil function: 
coo 
F.T.{PSF(x,y)]E OTF()JJ 
Again, the response function appropriate to an incoherent optical 
system has a simple physical significance and is readily derived 
from a knowledge of the pupil function, ) ( , '7 ). The OTF has 
rapidly become an important assessment criterion for optical systems 
imaging in incoherent light. 
The key concepts of the modern theory of partial coherence 
were introduced by Zernike. In his fundamental paper (1938) , he 
quantified partial coherence by introducing the mutual intensity 
function. Then he demonstrated quantitatively how partial coherence 
arises from finite incoherent sources (the Van Cittert-Zernike 
theorem). Finally, he showed that the mutual intensity propagates 
like a wave through free space. From these foundations, further 
contributions towards a complete description of partial coherence 
have been made by Hopkins (1951, 1953, 1957a), Wolf (see Born and 
Wolf, 1964, Chapter 10), and Beran and Parrent (1964). 
WIJ 
The theory of partial coherence is based on the theory of 
interference and diffraction, which in turn is based on the super-
position of two waves emanating from two point sources, P 1 and P2 . 
If the amplitude atx due toP 1 is A1 (), and similarly, if A 2 (- ) 
is the amplitude due to P 2 , then the intensity at x is 
/ - \ I()= A()A
, 
 X) 
= (A,(+A 1().(A() +A()) 
A,(x 1 2 + I A(x 	* (ln4erference erns). 
If P1 and P 2 radiate randomly and independently of each other, i.e. 
they are incoherent, then the interference terms average to zero 
and one may write 
Thus for this situation the intensities superpose linearly. If 
this is true for all pairs of points in the object field, then the 
Principle of Superposition is satisfied and linear theory may be 
applied to the intensity field. However, if P 1 and P 2 are in some 
way correlated with each other, then the interference terms may be 
non-zero and may lead to visible interference effects. For example, 
if P1 and P 2 represent pinholes illuminated by a quasi-monochromatic 
point source, then this situation corresponds to Young's Experiment, 
and one expects to see regular interference fringes whose oscillations 
are described by the interference terms. In this case, the linear 
superposition of intensities is completely inappropriate. 
It is instructive to write the interference terms from the 
above equation in the following manner: 
(interference terms) = 2 r = 2 
Ii. 	 L 	It. 
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This expression shows that 	combines the dimensions of intensity 
with a complex "index of coherence" 	the modulus of which 
Ifj 	specifies the degree of interdependence between P 1 
and P 2' and hence the degree of interference to be expected. As 
a generalization of this concept, one may replace the term 
by a "mutual intensity" function r (x11 x2 , ?). This function 
implies a hypothetical Young's Experiment with pinholes located at 
	
and X , and with a time delay ? introduced in 	P is then 
a measure of the visibility and phase of the resulting fringes. If 
= 0, the function is a measure of the spatial coherence between 
the two points in the plane of x. If X1 = X2 , P (5 	? ) is a 
measure of the temporal coherence of the source, which may be 
Fourier transformed to give its spectral distribution. In investi-
gations of spatial coherence, the illumination is usually assumed 
to be quasi-monochromatic ( ) J <K I ) so that 	r (,5ç; ?') 
effectively remains coherent as ' varies in the neighborhood of 
zero. It can be shown that r( 1 , ; D ) propagates like a wave 
through an optical system (Zernike, 1938). Further, it maybe seen 
that P contains all the information about the intensity distribution, 
since the intensity is a subset of the function P 
I() r(, ; = o) 
In the fully incoherent limit, all of the information about the 
field is contained in the intensity subset, since all other compon-
ents of P are zero, i.e. 
r (x,,x 2 	o) = I () U-.) ( - 
(incoherent limit). 
In this case,.intensities will superpose linearly, and linear 
theory may be applied. However, such a description is an over- 
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simplication. Parrent (see Beran and Parrent, 1964, P. 57) 
pointedly remarks that such a field cannot possibly exist, at least 
not on scales corresponding to the wavelength of light. Consider 
a region near a blackbody source; if incoherence persisted over 
distances smaller than the wavelength of the radiation, then the 
random wavelets emitted from the surface would cancel each other, 
and no net radiation could result. In more practical circumstances, 
one can infer that coherence must be inversely dependent on source 
size. For example, if an incoherent source is allowed to shrink 
to a very small size, it approaches an "ideal point source"; then 
the illumination is considered coherent. 
Figure 1 	 - 
- X I 
S 
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This qualitative relation between coherence and the size of 
an incoherently illuminated aperture is made quantitative by the 
Van Cittert-Zernike theorem. Zernike (1938) derived it by integrating 
over the set of independent random radiators representing the source. 
It is also possible, in fact useful, to produce the theorem backwards 
from Zernike's (1938) formula for the propagation of the mutual 
intensity. Let r(,;=o) be the mutual intensity on a surface 
73 (Figure 1). Then in a plane to the right of the surface 73 the 
mutual intensity is given by 
( 	 - 	
k(S,—S) 
rx, 1; o) Jf ' ty,, ; OJ 	 d, 
The parameter k is the mean wave number of the light (which is 
12 
assumed to be quasi-monochromatic) . The variables s and s 2 
represent the path lengths between 	and, and 	and , respec- 
tively. If the individual elements of the surface r(7,v;o) are 
randomly radiating, and are sufficiently small so that the sum of 
the contributions from them is satisfactorily approximated by an 
integral, it is permissible to use in place of r P 
(_ - r 
This allows one integral to be cleared from the preceeding equation. 
The remaining integral 
rx,x 1 ;O) J 1()_(I SOS 
2- 
is similar to integrals which occur in diffraction theory. The 
similarity becomes obvious if x is taken to be fixed. Then it is 
seen that the distribution of mutual intensity around x due to an 
incoherent source at the surface 23 is (within a constant) the same 
as the amplitude distribution in the diffraction pattern due to an 
aperture at 73 illuminated by coherent plane waves. This equivalence 
between mutual intensity on the one hand and diffraction on the 
other is the substance of the Van Cittert-Zernike theorem. 
Note also that since I is a function of one variable (y) only, 
the integral is to a first approximation a function only of the 
difference (x 1-x2 ) between positions in the observing plane, i.e. 
it also is a function of one variable. A mutual intensity field 
for which P is a function only of the separation of the two 
observation points, not their individual positions, is said to be 
stationary. (Note that a similar constraint on the response function 
of a linear system is embodied in the Principle of Stationarity.) 
Using the Van Cittert-Zernike theorem, one can test whether 
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the Principle of Superposition is met in a given optical system. 
For instance, it is found that the coherence width (the distance 
in the object plane over which two points are appreciably coherent) 
is about 1/20 mm for sunlight. That is, two points more than 
1/20 mm apart reflect sunlight virtually independently of each 
other. If the optical system is a camera imaging an outdoor scene, 
every resolvable point in the scene is, effectively, radiating 
light independently. Therefore, the intensities from such independ-
ent sources superpose linearly, and a Fourier-transform response 
function description of the camera is in order. 
Conversely, the Van Cittert-Zernike theorem indicates 
circumstances in which optical system linearity may break down. 
The microscope is a familiar example. The object to be viewed is 
usually illuminated by light passing through a condenser lens. 
According to the Van Cittert-Zernike theorem, the pattern of the 
mutual intensity corresponds to the diffraction pattern associated 
with the condenser aperture. If the numerical apertures of the 
condenser and the objective are comparable, and if the objective is 
well corrected, then the resolution of the objective (determined by 
its diffraction pattern) is comparable with the diffraction pattern 
of the condenser. The objective is thus able to resolve areas over 
which the coherence is appreciable. Consequently, separate resolv-
able elements in the object are not necessarily independent, 
intensities in general will not superpose linearly, the system is 
not linear, and it will produce distortions not predicted by linear 
theory. It is to avoid these complications that microscopists 
commonly "overfill" the objective. That is, they make the cone of 
light illuminating the object larger than the objective aperture to 
ensure that the 	 coherence patch of the illumination is 
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smaller than the resolution of the objective. 
This failure of linearity in optical applications is familiar 
in another situation, the cascading of optical systems used with 
incoherent light (De Velis and Parrent, 1967). In a truly linear 
system (recall again the electrical analogy) the transfer function 
for two linear filters in series is the product of their individual 
transfer functions; that is 
It is well known that this relationship fails to hold for optical 
systems (especially at high spatial frequencies), and the source of 
this failure should now be obvious. Assuming that the object viewed 
by the first optical system is incoherently illuminated, each 
independent point in the object will be smeared out by the Point-
Spread Function of the system (i.e. the intensity diffraction 
pattern, which is the inverse Fourier transform of the Optical 
Transfer Function) . Therefore, the image formed by the first system 
is partially coherent over distances comparable with the size of the 
Point-Spread Function. If the second optical system is able to 
resolve the diffraction pattern of the first, then the resolvable 
points in the "object" (the image formed by the first system) are 
not entirely independent, and the second system does not operate 
linearly. In this situation, the OTF of the second system loses 
its significance. Of course, it is still possible to specify an 
Optical Transfer Function for the system as a whole; however, that 
OTF is not the cumulative product of the two component transfer 
functions. 
Thus in realizable optical systems the conditions for linearity 
are not met. An immediate consequence of this failure of linearity 
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is that the response of the system ceases to be object-independent. 
In spite of this limitation, however, many authors have attempted 
to define an "apparent transfer function" (Swing and Clay, 1967; 
Becherer and Parrent, 1967; Watrasiewicz, 1971; Rao, 1971; Mondal, 
et al., 1972) valid for a specific object only. To derive this 
function, one decomposes the object into its frequency components 
and then observes the response at each, frequency. The ratio of 
output to input for each frequency defines the "transfer function." 
So far this appears to correspond to the procedure used for linear 
systems. However, the implicit assumption that an output frequency 
component is induced by the input component of the same frequency 
is not justified in this case; any frequency may contribute. For 
this reason, the apparent transfer function is not defined entirely 
by the system but is also a function of the object. Even varying 
the contrast of a dark edge or the amplitude of a sinusoidal or 
triangular grating object is sufficient to modify the "apparent 
transfer function." 
Again, it is instructive to think in terms of electrical 
circuits. All real electrical systems are slightly non-linear. 
In living with this reality, an electrical engineer is often two-
faced. First, he pretends that a system is completely linear 
and specifies its frequency response. Then he accounts for 
departures from linearity by specifying the harmonic distortion, 
intermodulation distortion, etc. For systems intended to give a 
near-linear response, such a technique is justifiable because the 
non-linear distortions are usually a few per cent or less. However, 
if the distortion is very large, such a treatment is invalid. One 
cannot look at a given output frequency component and say that it 
is induced by an input component of the same frequency. In fact, 
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it might be a second (or higher) harmonic of *a lower input frequency, 
or it might represent the heterodyne frequency of two higher fre-
quency components. Thus an electrical engineer is intuitively 
familiar with the limitations of linear theory; he does not speak 
of the frequency response of a diode, for example. 
Similar considerations apply in optics. For instance, a 
photographic system can be described usefully by its Optical 
Transfer Function (frequency response) . One may then separately 
consider such small non-linear effects as reciprocity failure or 
edge effects. However, should linearity fail significantly (this 
is the case in the general theory of partial coherence) then the 
linear theory is not valid and is appreciably inaccurate. 
To re-iterate what has been said up to this point: the ampli-
tude in electrical systems is analogous to the amplitude in optical 
systems; i.e. linear transform analysis of electrical amplitude 
carries over into the analysis of the optical amplitude in the Abbe 
theory for coherent imaging. It is only by great good fortune that 
nature permits one to apply linear theory to the observable intensity 
in optics, and then only for truly incoherent illumination. Obviously, 
a Fourier transform response function is not applicable to a system 
involving significant partial coherence, because such systems are 
inherently non-linear. One is therefore obliged to devise a more 
general treatment of the properties of a system employing partially 
coherent illumination. Several authors have developed such treatments, 
which in some respects parallel the treatment applicable to incoherent 
systems. 
For convenience, the introductory development given here uses 
the notation and parallels the development in Born and Wolf (1964, 
Chapter 10). Again, a useful starting point is the equation governing 
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the propagation of the mutual intensity in free space: 
i(s,- s 1 ') 
Q2. 	 P1dP1. 
Z 73 
This equation describes the mutual intensity at a pair of points in 
the Q plane in terms of the mutual intensity in the P plane. Propa-
gation through an optical system may be described by replacing iks  
with the more general amplitude response function K(P,Q) which 
describes the amplitude at Q due to a point source located at P. 
Thus K represents the Green's function appropriate for the given 
optical system. The equation then becomes 
I(P,,P)K(P,,Q,)Fc*(P2,Q2) A p P2.  
73 '13 
(Born and Wolf, 1964, Sec. 10.4, Eq. 47). 
The two points P and Q, representing positions in the object and 
image planes respectively, may be specified in terms of their two-
dimensional Cartesian co-ordinates. However, to save unnecessary 
complication in the present discussion, it is sufficient to assume 
one-dimensional object and image "planes," so that it is only neces-
sary to specify the x-variable. The extension to two dimensions 
should always be obvious as the discussion progresses. Further, it 
is convenient to assign equal co-ordinate values to conjugate points 
in the object and image planes. That is, if x1 in the image plane 
is conjugate with x0 in the object plane, x 1 = x0 . With these sim-
plifications,the above equation may be written 
00 
i(x, ; x:):JfI0 (xoo')K(x 0 ;x)1(xx)dxo x. 
-00 
Consider now a system in which partially coherent light trans-
illuminates an object. Let the amplitude transmission of the object 







where 	represents the incident illumination, which is assumed to 
be uniform. 
At this point in the conventional theory of imaging, it is 
customary to invoke the Principle of Stationarity. This implies 
that within a relatively broad region of the object plane the amp-
litude point-spread function, representing the image of a point 
source, does not vary with position. Therefore within this "iso-
planatic" region 
K(x0 ;x1 ) may be replaced by K(x1-x0). 
In addition, a similar argument may be invoked for the illumination 
function J. The Van Cittert-Zernike theorem shows that in pract-
ical situations of illumination the partial coherence between two 
points is a function of the distance between the two points (over 
a relatively broad region). Therefore, within a "quasi-isoplanatic' 
region (depending on the characteristics of the illumination) the 
mutual intensity is stationary, i.e. 
J(xo;x) may be replaced by J(x0-x). 
Note also that in practical imaging only the intensity in the 
image plane is observable. Hence the left-hand side of the general 
equation may be written 
1(x) = J1 (x;x) 
Taking into account all these modifications, anew imaging 
equation may be developed from the earlier one: 
1(x) ff (x'- x") F(x') F*(x/) (x-x ')K(x- x ") x'x", 
00 
Thus far the theory of partially coherent imaging super- 
ficially parallels the theory of incoherent imaging. In incoherent 
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imaging, the image intensity is described as the convolution of 
the object intensity distribution with the Point-Spread Function 
which characterizes the lens system. The present case is more 
complicated; the imaging equation appears to be a "double-convolu-
tion" of two amplitude transmission functions F with two amplitude 
response functions K, modified by the presence of the mutual 
intensity function, J. 
At this point in the conventional development, the Fourier 
transform is introduced. In order to pursue the parallel, the 
above three functions may be described as the superposition of 
Fourier spectra, as follows: 
00 







The variable t is interpreted as a spatial frequency. In these 
definitions, the Fourier transform functions 	,)ç,, and 	are 
entirely abstract; no assumptions (other than mathematical) have 
been made which associate these functions with any physical dis-
tributions. Of course, where the Fraunhofer approximation is valid, 
it is customary to associate these functions with distributions in 
appropriately-defined "pupil planes" of the optical system. 
So natural is this association that it is appropriate to 
pause here and examine its justification. It should be re-
emphasized that in the first instance the introduction of the 
Fourier transform is strictly a mathematical convenience. Any 
association of the transform with a physical distribution is 
secondary, and must be made with the understanding that certain 
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physical approximations are being assumed. 
An example will serve to illustrate this issue. Consider the 
idealized coherent optical filtering apparatus shown in Figure 2: 
Figure 2 
NO 	 1(x) 
source 	object 	 filter 	 image 
condenser 	 lens 1 	 lens 2 
An object plane is transilluminated by coherent light from an axial 
source. (Alternatively, coherent illumination could be provided by 
a laser.) The system forms an image of the object plane in its 
conjugate image plane. The lenses are so arranged that the parallel 
wavefronts from the source in the object plane are brought to a 
focus on axis in the filter plane, then again rendered parallel in 
the image plane. Consequently, the source plane and the filter 
plane are also conjugate. If a transparent object is located in the 
object plane, it is found (using the Abbe theory of imaging) that 
the light distribution produced by lens 1 in the filter plane cor- 
responds to the Fourier transform of the object centered on the axis. 
This Fourier transform may be modified by an appropriate filter lo-
cated in the filter plane. The resulting amplitude distribution is 
transmitted by the second lens (which performs a second Fourier trans-
form) to the image plane. In this particular case, the identifica-
tion of the Fourier transform with a physical plane in the system 
is explicit. A physical filter located in the filter plane is 
Fourier transformed to represent a spread function in the image 
plane. 
However, the situation can be made more complicated by shift-
ing the point source to a position slightly off-axis. Then the 
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image of the point source in the filter plane is correspondingly 
shifted off-axis, and if an object is placed in the object plane the 
object spectrum is similarly shifted. The previous Fourier filter 
plane is thus out of position with respect to this new source. 
Evidently, the physical location of the explicit Fourier transform 
plane is determined by the location of the point source. When the 
illumination is obtained from an ensemble of point sources in the 
source plane (corresponding to partially coherent or incoherent 
illumination), no physical plane in this system can be identified 
exactly as a "Fourier transform plane." 
Consequently, for partially coherent imaging some other 
physical definition for the Fourier transform domain must be made. 
If the illumination of the system were incoherent, an optical 
engineer would have no hesitation in identifying the aperture of 
the optical system with the Fourier transform domain. In the 
present case, the Fourier transform could be associated with the 
first lens (the "entrance pupil") or the second lens (the "exit 
pupil"). Of course, this association cannot be exactly correct, 
because the Fourier transform of the object function does not 
appear explicitly in either pupil, whatever the illumination. 
However, if the Fraunhofer approximation is accepted then the 
amplitude spread function produced in the image plane by a 
point source in the object plane is adequately described as the 
inverse Fourier transform of the pupil function (see Born and Wolf, 
1964, Sec. 9.5; also Goodman, 1968, pp.  83 ff.). 
Therefore, whenever required throughout this discussion, the 
Fourier transform of the object and image planes will be associated 
with the "pupil plane" of the optical system, subject to the cau-
tionary note sounded above. 
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Just as it is appropriate (with reservations) to describe the 
function )'( ( ) in terms of a pupil function characterizing the lens 
system, Hopkins (1953, 1957a) has shown that it is possible to des-
cribe the function 9 ( ) in terms of an "effective source." This 
fictitious source (also called the associated monochromatic source 
in Born and Wolf, 1964, Sec. 10.4.2) is presumed to be a quasi-
monochromatic incoherent light source of finite dimensions which 
gives rise to a stationary mutual intensity function J(x) at the 
object plane, through the Van Cittert-Zernike theorem. Thus, for 
example, a point source on axis (coherent illumination) would be 
represented by 
while an incoherent source could be represented by 
10 Y 
that is, a constant. 
The concept of the "effective source" requires that the exact 
Fourier transform of the physical source should appear in the ob-
ject plane. This implies, for example, that an axial point source 
(see Figure 2) should produce an illumination of the object plane 
consisting of plane waves perpendicular to the optical axis. Off-
axis point sources (which may be members of an ensemble of sources 
making up an extended source) each produce plane waves which are 
oblique to the optical axis at the object plane. If the source 
plane is moved along the optical axis, then the illuminating wave-
fronts at the object plane become curved. However, if this curva-
ture remains small over an area comparable to the resolution of the 
lens system (lenses 1 and 2 in Figure 2), then the significance of 
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the "effective source" concept is unchanged. Of course, for the 
example of coherent imaging in Figure 2, the filter plane always 
remains conjugate with the source plane, so that a shift of the 
source plane results in a shift of the filter plane (see Klein, 
1970, Chapter 9). Nevertheless, the interpretation of the image 
remains the same. 
With these definitions, the partially coherent imaging process 
may be described in terms of spatial frequency distributions. An 
instructive approach is to replace the mutual intensity function in 
the previous imaging equation by its Fourier transform representa-
tion: 
00 	
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Then the above imaging equation may be written 
DO =f ~(~)JA(Yjt) I 00 
The function A(x, ) may be interpreted as the amplitude distribu-
tion in the image plane produced by the lens system characterized 
by K when the object F is illuminated by a point source located at 
in the source plane. The intensity distribution in the image 
plane of the partially coherent system may therefore be viewed as 
the sum of the intensity distributions induced by each of the 
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independent point sources which together make up the effective 
source. This view of the partially coherent imaging process was 
first suggested by Hopkins (1953, 1957a). 
Further insight into the imaging process may be obtained 
by considering the function A(x, ) in greater detail. The 
function K may be replaced by its Fourier transform representation, 
which leads to 
(XX , ) , -2iriX 
/ 	.. 	l7r 
e f F(x')[f 	(')e 	d']e -00 
00 r 	00 	 / 
J '1J F(x')e 	x Je2d. 
-00 	 -00 
The integral in brackets is the forward Fourier transform of F(x'), 
so 
00 
M Y 	 e 
21YL X f A 	, 	e-2irX 
A more convenient form of this result is obtained by introducing a 
variable change, 	= - 
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Because the two integrals in brackets are unbounded, they may be 
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The grouping of the brackets in this final expression is 
intended to aid in interpreting this representation of the partially 
coherent imaging process. Thus, the image intensity distribution 
I(x) is seen to be the inverse Fourier transform of the expression 
between the outer brackets. This expression is equivalent to the 
spatial frequency spectrum of the image intensity distribution, 
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-00 
where the new function ,2'  is defined by 
CI • 
00 
This description shows that the function, which represents the 
object may be separated from the function,,/ , which represents the 
imaging system (the source 9 and the lens 2i combined) and is 
independent of the object. However, the equation also shows that 
to determine the magnitude of one frequency component t in the 
intensity, it is necessary to consider all the frequency components 
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in the object (by integrating over ' "). The function ,7 , which 
characterizes the optical system, is therefore not a linear response 
function, because such a response function would be a function of 
one variable, to , rather than two. To emphasize this distinction, 
Born and Wolf (1964, Sec. 10.5) describe .T as a "transmission 
cross-coefficient. II 
Other presentations of the partially coherent imaging 
equation (e.g. Thompson, 1969) often include quadratic phase fac-
tors which do not appear here. Cathey (1966) first pointed out 
that the lens system may introduce a quadratic phase error between 
the object and image planes. This problem is similar to the problem 
of wavefront curvature discussed in connection with the "effective 
source." For two reasons, these phase factors can be shown to be 
inconsequential for partially coherent imaging. First, since it 
is assumed that only the intensity is observable in the image plane, 
the phase of the image is of no significance. Of course, in special 
circumstances (e.g. holography) the phase can be made observable by 
using a coherent reference beam. Second, it can be shown (by an 
argument similar to that used in discussing the effective source) 
that the phase difference between two points within an "isoplanatic" 
region large with respect to the resolution is negligible and thus 
does not contribute to the imaging process. The question of Cathey's 
quadratic phase factors is.thus obviated by the assumption of iso-
planatism. 
Having constructed a general theory of partially coherent 
imaging, it is useful to show that the imaging equation reduces to 
simple and familiar expressions in the two limiting extremes of 
coherent imaging and incoherent imaging. This can be done easily 
by inserting into the imaging equation the appropriate expressions 
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for the effective source. 
First, consider the coherent limit, Using for the effective 
source 
q ( 0 = 1 0 s () 
the function J becomes 
j_(I 
;) 
Thus the intensity spatial frequency spectrum may be written 
J( 0 	 )  - L~ )J 
	 * 
I, 
The function between each pair of brackets, 
	
.A() ='1()( 	S 
is the amplitude response of the lens system ) to the object 	, 
expressed in terms of spatial frequencies. This amplitude frequency 
response is autocorrelated to give the intensity frequency response, 
which implies that the intensity distribution in real space is 
given by 
1(x) 1 01 A(x)1 1 	ii : K( x-x')F(x') x , l 2 . 
In other words, in the coherent limit the system linearly transmits 
the optical amplitude, whose squared modulus gives the intensity 
distribution. This ,is the substance of the Abbe theory of image 
formation. 
For the incoherent limit, the effective source is written 
1 0 . 
The function 7 becomes 
J( 1 	) 10J °° 	,)N(L+ 0 j = 1. OTF
-00 
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that is, .7 is equivalent to the Optical Transfer Function for the 
system. The imaging equation in frequency space becomes 
00 
J(L) I/ OTF( 0 )[ + 	1] 	" 
1 0 .0TF(Z 0)f 
00 
The autocorrelation integral in this case represents the frequency 
spectrum of the intensity transmission of the object: 
(intensity transmission) E O(x) = I F(x)J, 
.00 
[Fourier transform] 	e'() 
Therefore the equation shows that in the incoherent limit the 
intensity distribution is transmitted linearly via the Optical 
Transfer Function. 
At this point, it might be wise to insert a cautionary remark 
about the interpretation of the intensity spectrum J (' ). There 
may be a tendency to confuse this function with the power spectrum 
( ) which is familiar in the context of electrical circuits. In 
order to highlight the difference between these two functions, con-
sider the amplitude distribution A(x), whose Fourier transform is 
00 
A() f A(x) 2-'r (x)ecA t -Go 
The power spectrum is the squared modulus of the amplitude spectrum 
and is obtained by taking the Fourier transform of the autocorrelation 
function of A(x); that is 
= 	 oo 	L00 ' A*(x,) A x']edx. 
On the other hand, the intensity is 
1(x) =A(x) A* (x = I A(x)J , 
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and its Fourier transform is 
Go 
Q()=f T( x) e2 	dx. 
-00 
Note that by the autocorrelation theorem 
These two results may be juxtaposed as follows: 
the power spectrum is the Fourier transform of the auto-
correlation function; 
the intensity spectrum is the autocorrelation function of 
the Fourier transform. 
The key point emerging from this discussion is that the Fourier 
transform and the autocorrelation operation are not commutative; 
that is 
Therefore, in discussions of partially coherent imaging, S (,,) is 
a new function which does not have an analogue in the electrical 
engineering context. 
The intensity is important in optical imaging because it is 
the only quantity which is directly observable. Only indirectly 
can the amplitude be made observable by special techniques such as 
holography. Hence in optics the power spectrum loses its importance; 
it is the intensity and its frequency distribution which are 
physically significant. 
It is worthwhile to examine the behavior of the "cross-
correlation coefficient"/'( , ; 	) for different states of partial IZ 
coherence. This is illustrated (Figures 3-6) by schematic diagrams 
of ,7 in the ( 	,) plane and by graphs of the function 7( 	;O) 
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for unaberrated systems. Recall that 7 is defined by the equation 
Although infinite limits are specified for the integral defining 7, 
the domain of integration is in fact determined by the finite domain 
of the pupil function and, for partially coherent illumination, the 
finite domain of the effective source function. The interaction 
between these limits governs the general behavior of </ 
In the examples which follow, the pupil function is assumed 
to have unit modulus, although it may have aberrations: 
1 	1 IIi 
II >1 








o (t> es 
The parameter es specifies the size of the effective source. The 
normalization constant is chosen so that the background illumination 
in the image plane remains constant as the source size is varied. 
When the illumination is fully coherent ( 	0), the 
function ,J has the form shown in Figure 3a. As indicated by the 
boundary, 7 vanishes everywhere outside a square, centered on the 
origin, whose half-width is one (the half-width of the pupil). 
Within this square, the graphical representations of the pupil 
function and its complex conjugate are superposed at right angles 
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to each other. The vertical contours indicate constant values of 
the function 2 , and the horizontal contours indicate constant 
values of its complex conjugate. If the pupil is unaberrated, the 
function 7 has a constant value of one within the square. A 
section of this unaberrated function along the 	axis produces 
a rectangle, as shown in Figure 3b. The simple symmetry of Figure 3 
is a consequence of the fact that coherent optical systems are l in-
ear with respect to amplitude. 
If the illumination is partially coherent with an effective 
source which does not fill the objective pupil (0 < 	< 1), the 
function 	is modified as shown in Figure 4. In the first and 
third quadrants, the non-vanishing values of 	. are again bounded 
by a square, but the half-width of the square is now (1 +  les 
In the second and fourth quadrants, the boundary is partly determined 
by the periphery of the pupil function, not the effective source, 
according to the constraints 
'— )- 
I 	2. 
> 2. 	and ( , —ç)< ~ i. 
These constraints are indicated by the dashed lines in Figure 4a. 
Inside this boundary, the symmetry of the function Y in the co-
herent limit has been destroyed by the smearing effect of the 
source. If the pupil is unaberrated, a section of the plot of 
along the 	axis produces a trapezoid (Figure 4b). 
When the source size exceeds the pupil size (1 <  
the. hexagon of Figure 4a expands in the first and third quadrants 
(Figure 5a). The boundary is now largely determined by the pupil 
rather than by the source. Within the region satisfying either of 
the constraints 
I I ) 	es 1 ) 	or 	I 2 I 	( S 	—I ) es 
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(indicated by the dashed lines in Figure 5a), the integral defining 
7 is entirely unaffected by the finitesize of the effective 
source. In this region the function T for partially coherent 
imaging is equivalent to the function j which would be obtained 
if the illumination were incoherent (see below). In particular, 
the section of the plot ,7( ' ; O), indicated by Figure 5b for an 
unàberrated system, is indistinguishable from the Optical Transfer 
Function (OTF) characterizing the system in the presence of inco-
herent illumination. Nevertheless, because the function 	is 
still partly bounded by the source, the optical system is in 
general still non-linear with respect to intensity. 
In the incoherent limit ( S' es -b 00 ) the hexagon of Figures 
4a and 5a becomes infinitely long, as shown in Figure 6a. Because 
the integral defining 7 is not bounded by the source, the value 
of the integral depends on the quantity ( - ) only. There- 
fore, contours of constant ( 's,. - 	), shown by the dashed lines 
in Figure 6a, represent constant values of the function 	. This 
invariance reflects the fact that in incoherent illumination the 
optical system is linear with respect to intensity. The section of 
Figure 6a along the 	axis (shown in Figure 6b for an unaberrated 
pupil) is therefore equivalent to the Optical Transfer Function (OTF). 
In the next chapter, these representations of the behavior of 
partially coherent imaging systems will be used to analyze the per-
formance of a microdensitometer. In Chapter 6, the function 
7( 'E ;O) is given special significance as a performance indicator 
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Chapter 2 
An Example of Partially Coherent Imaging: The Microdensitometer 
Recently, the microdensitometer has received attention as an 
important example of partially coherent imaging. It has been recog-
nized that the conditions of illumination in a microdensitometer 
may cause non-linear operation. 
For several reasons, the microdensitometer is particularly 
suitable for analysis using the theory of partial coherence. First, 
the optical layout of a microdensitometer is basically simple and 
easily modelled. Second, because the microdensitometer is used to 
scan objects in one dimension, it may be regarded as a one-dimen-
sional optical system. Third, since it is used for quantitative 
observations, it invites quantitative analysis. 
In this chapter, the microdensitometer will serve as an 
illustration of the theory developed in Chapter 1. Some of the 
important results of the analyses carried out by Swing (1972) and 
Kinzly (1972) will be discussed in terms of this simplified theory. 
Finally, an attempt will be made to define a quantitative indicator 
of. the non-linear distortions which may arise in microdensitometer 
imaging. 
A typical microdensitometer system is shown schematically in 
Figure 1. A thermal. (incoherent) source is used to illuminate the 
pre-slit. The pre-slit is imaged onto the object plane by the 
influx optics. The pre-slit image, modulated by the transmission 
of the object, is focused onto the plane of the analyzing slit. 
This slit selects a portion of the final image to be detected by 
the photocell and associated electronics. The pre-slit, object, 
and analyzing slit are located in conjugate planes of the imaging 
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Figure I 
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system. Usually, the pre-slit image is reduced in size from the 
pre-slit to the object, then magnified from the object to the 
analyzing slit. 
In normal operating conditions, the analyzing slit defines 
the portion of the object which is sampled by the detector. The 
pre-slit, whose image is adjusted to be slightly larger than the 
analyzing slit, serves to reduce the amount of stray light in the 
optical system. With this arrangement, the group of components to 
the left of the object plane may be regarded together as the 
"effective source." This source is characterized by the function 
a constant 	 1 	< (); f •0 
The parameter 	defines the half-width of the effective source. 
Very commonly, the source just fills the objective aperture, so 
that 
In his article (1972), Swing has paid particular attention to 
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the transfer of coherence through the illuminating optics. It is 
worthwhile to reconsider the significance of the "effective source" 
in order to simplify his arguments. Consider the illuminating system 
illustrated in Figure 2. Each point in the object plane is illumin-
ated by a cone of light which passes through to the objective aper-
ture. In reduced co-ordinates, the radius of the objective aperture 
is defined to be one, so the radius of the cone of illumination at 
the aperture is I es , the half-width of the effective source. The 
aperture is shown overfilled, i.e. 	 I 
Projecting the peripheral .rays of the cone of illumination 
backwards through the illuminating system indicates, that the para-
meter es is limited by either of two apertures, that of the 
condenser or that of the influx optics. It is assumed that the 
aperture of the condenser is filled by incoherent light; that is, 
the coherence interval at the condenser aperture is much smaller 
than the aperture itself. With an incandescent source, this con-
dition is almost impossible to avoid, regardless of the exact 
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position of the source. Under these conditions, Born and Wolf 
(1964, Section 10.5) show that the mutual coherence transferred 
through the system is unaffected by aberrations in either the 
condenser or the influx optics. Therefore, the illumination is 
appropriately represented by an incoherent effective source with 
finite half-width es 
In the preceeding discussion, it has been assumed that the 
pre-slit acts only as a field stop in the illuminating system and 
does not explicitly affect the imaging process. This is proper 
when the image of the pre-slit in the object plane is well-resolved 
and larger than the area sampled by the analyzing slit. Then the 
illumination over the sampled area may be regarded as stationary. 
Swing (1972) and Kinzly (1972) both consider cases in which the 
pre-slit is not fully resolved and therefore contributes to the 
imaging process. In such cases, the mutual coherence function at 
the object plane is not stationary, and the concept of an "effec-
tive source" is not applicable. 
The arrangement discussed by Swing (1972) and Kinzly (1972), 
in which the pre-slit (rather than the analyzing slit) controls the 
sampling of the object, is undesirable because it makes conflicting 
demands on the influx optics. On the one hand, the influx optics 
should have as large an aperture as possible, in order to maximize 
the value of 	and thereby improve the linearity of the optical 
system (see below). On the other hand, the influx optics must be 
highly corrected, in order to produce in the object plane an exact 
image of the pre-slit. Satisfying both these requirements simul-
taneously may be expensive, at least. 
When the pre-slit is large enough to be ignorable, the influx 
optics need not be highly corrected. As has been shown, the 
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coherence of the illumination is affected only by the aperture of 
the illuminating optics, not the aberrations. If the pre-slit is 
used as a field stop to reduce stray light, the influx optics must 
produce an image of the slit which serves this role without affect-
ing the area of the object selected by the analyzing slit. This is 
a much less exacting requirement than that imposed when the pre-
slit is used as a sampling slit. 
This arrangement also avoids the ad hoc inequality which Swing 
(1972) is obliged to derive in order to relate the coherence of the 
source, the size of the pre-slit, and the characteristics of the 
object and the objective. The concept of the effective source 
allows all of the illuminating optics to be characterized by one 
parameter, 	es 
, and this parameter is fixed by either the con- 
denser aperture or the aperture of the influx optics. The resulting 
analysis is clearly simpler than that carried out by Swing. 
It is useful to assume that the object to be imaged by the 
microdensitometér is band-limited. Let the half-width of the 
amplitude transmittance spectrum be denoted by 	. Note that the 
intensity transmission spectrum, which is more familiar, may be 
obtained be autocorrelating the amplitude spectrum. Therefore, the 
half-width of the intensity spectrum is double the half-width of 
the amplitude spectrum. 
The imaging equation for the intensity spectrum, derived in 
Chapter 1, may be used to illustrate imaging in the microdensitometer. 
Recall that the properties of the optical system (including the 
illumination) may be characterized by a two-dimensional function, 
the transmission cross-coefficient .7( , ; 2 • Similarly, the 
contribution of the object to the imaging process may be character-
ized by a new two-dimensional function: 
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Note that 	 ; 	) vanishes whenever either I ,I > 
or J > 	. Therefore, 37 occupies a square centered 
on the origin in the ( 	, 	
) plane. 









It is seen that the two-dimensional functions representing the 
object and the image are multiplied together and integrated to 
obtain the intensity spectrum. For incoherent imaging, by contrast, 
a one-dimensional function representing the object is multiplied 
by a one-dimensional function representing the system transfer 
function; no integration is necessary. 
The partially coherent imaging process is illustrated in 
Figure 3, an extension of the figures used to illustrate the trans-
mission cross-coefficient in Chapter 1. Again it is assumed that 
the source overfills the objective, tes > 1, so that the function 
7 	2-, ) is similar to the function in Chapter 1, Figure 5a. 
This function vanishes outside a hexagon-shaped boundary indicated 
in the figure. Superposed over this function is a square indicating 
the boundary of the band-limited object function 	( 	; ) ). 
To obtain one component ,Ji ( 	 ) in the intensity spectrum, these 
superposed functions are integrated along the diagonal line shown 
in the figure. 
Figure 3 
boundary of 




In principle, the object could be resolved completely if 
!~ 1. Then the square which indicates the boundary of the 
function 	7 ( , ; 	) would be entirely enclosed within the 
diagonal boundaries indicating the limits of the objective aperture. 
Figure 3 indicates the conditions under which the imaging 
process may be regarded as "linear". If (and only if) the source 
size overfills the objective, 	es> 1, there exists a region of 
the function 	 ) which is indistinguishable -from the 
function 	 ) obtained with incoherent illumination. 
This "linear" region is bounded by the inequalities 
e S 
—1 	and 	I t j I < Ses —1, 
which are indicated by the dashed lines in the first and third quad-
rants. If the object spectrum ,j 	 , ; 	) lies entirely 
within this region, the image spectrum obtained is indistinguishable 
from the spectrum to be expected when the illumination is incoherent. 
Therefore, two conditions for linearity may be defined: 
> 1 
es >1 	6 
Swing (1972) and Kinzly (1972) have derived a similar pair of 




In these inequalities, 	is the half-width of the intensity 
transmission spectrum of the object, and 4r is the half-width of 
the intensity transfer function (i.e., the OTF). As pointed out 
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earlier, these quantities differ from their amplitude equivalents 
by a factor of 2; this factor cancels when the ratio is taken. The 
half-width of the amplitude transfer function, 6o /2, is normalized 
to one in the reduced co-ordinates used here. The parameter E is 
the ratio of the numerical aperture of the influx optics to the 





The linearity conditions derived by Swing and Kinzly are applicable 
only if the pre-slit does not affect the imaging process and the cone 
of illumination is limited by the aperture of the influx optics. 
When these pre-conditions are met, the parameter E is equivalent 
to the parameter 	es • Thus the new conditions derived here are 
both simpler and more generally applicable than those of Swing and 
Kinz ly. 
If, as illustrated in Figure 3, the bandwidth of the object 
function is not contained entirely within the "linear" region, the 
integrand for the intensity spectrum is in places appreciably 
different from the integrand expected in the incoherent limit. It 
is this discrepancy which gives rise to non-linear imaging. 
Swing (1972) suggests that non-linear imaging cannot arise if 
es 
> 2. Such a source size implies that non-linear imaging 
could occur only if the object bandwidth exceeds the resolution of 
the objective, a situation which Swing asserts has no meaning. 
Figure 3 shows that this suggestion is not exactly true, because the 
formal integration over 	" in the imaging equation extends to 
infinity. Therefore, no matter what the source size ( es 
non-linear discrepancies may arise for observable frequencies in the 
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intensity spectrum if the bandwidth of the object falls outside 
the "linear" region of the function .7 ( t p .; 	i.e. 
> eS 
This point may be academic because non-linear effects diminish 
rapidly with increasing source size and tend to be almost unnotice-
able when es 	2. Further, increasing the source size to improve 
linearity also tends to increase the amount of scattered light 
within the microdensitometer system. For practical microdensitometry, 
a compromise must be made between non-linearity on the one hand and 
scattered light on the other. 
The above discussion suggests that it might be possible to 
quantify the non-linear characteristics of a microdensitometer by 
defining a "discrepancy" function which characterizes a given 
system's departure from linear operation. Specifically, it would 
be useful to define an average measure of the quantity 
17 ;)] 
where 
R, 	 +) 
is the transmission cross-coefficient representing the real system, 
and the transmission cross-coefficient 
0, 
y 	' 2. ( 	) L 	) 	oTFft- I C .  
defines the standard of linear operation. 
Naturally, a root-mean-square average suggests itself: 
B(L) 	Io+ 	 (; )I2wf(0 .Ic- -Co 
42 
A weight function is required to limit the integration since the 
integrand otherwise remains finite at infinity. It is appropriate 
to choose a weight function which is representative of the objects 
likely to be imaged. In this sense, the discrepancy function must 
be object dependent. Denoting the representative weight function 
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Unfortunately, this performance indicator for partially 
coherent imaging has not been pursued further. 
From the above discussion, it is clear that microdensitoineter 
"linearity" may be enhanced by maximizing the size of the effective 
source es 
Non-linear imaging is inevitable unless the effec- 
tive source overfills the objective 	es >1). Linear imaging is 
more easily achieved if the analyzing slit is used as the sampling 
slit and the pre-slit serves only as an illumination field stop. 
Special attention may have to be given to the design of the ob-
jective optics in order to minimize the problems of scattered 




Two-Point Resolution Criteria in Partially Coherent Imaging 
Two-point resolution criteria are among the most familiar 
performance criteria for optical systems. Intuitively, they are 
simple and apparently meaningful indicators of optical performance; 
in practice, they are relatively easy to implement. Because of 
this familiarity and simplicity, it seemed desirable to investigate 
the suitability of two-point resolution criteria as performance 
criteria for systems imaging in partially coherent light. This 
approach seemed even more attractive when compared with the alter-
native of trying to find a "response-function" criterion for a 
fundamentally non-linear process. 
- However, two-point resolution criteria have several draw-
backs, even for systems imaging in incoherent light. First, such 
criteria do not completely describe systems whose main function is 
to image extended objects. Second, it-has been pointed out (Linfoot, 
1964) that two-point criteria are relatively insensitive to aber-
ration, particularly for "well-corrected" systems. 
Nevertheless, there is a large body of literature in which 
two-point resolution criteria are applied to a variety of optical 
systems and situations. A search of this literature reveals 
several investigations which are pertinent to the present discussion. 
Since the microscope is the most familiar exemplar of partially 
coherent imaging, and since two-point criteria were first applied 
to microscopy, it is not surprising that several previous investi-
gations considered the microscope. Rayleigh himself recognized 
(1896) that the conditions of illumination in a microscope could 
affect the resolution of two point-like objects. 
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A definitive study of two-point resolution in a microscope 
was carried out by Hopkins and Barham (1950; this investigation is 
discussed in detail in Born and Wolf, 1964, Sec. 10.5.2). They 
showed that the partially coherent illumination in a microscope 
is governed by the aperture of the condensing lens, specifically 
by the ratio of the numerical aperture of the condensing lens to 
the numerical aperture of the objective lens. This conclusion is 
not affected by the type of illumination used (critical or Khler) 
Further, they pointed out that for some states of partially coherent 
illumination, the resolution of two pinholes in an opaque screen is 
enhanced somewhat compared with either the coherent or incoherent 
limit. This effect is most significant when the numerical aperture 
of the condenser is about 1.5 times the numerical aperture of the 
objective. 
Grimes. and Thompson (1967) considered two-point resolution 
without reference to microscopy. With the aid of a computer, they 
presented a large number of image intensity distributions for a 
pair of point objects imaged in partially coherent light.' They 
observed that the peaks in the image intensity distribution due to 
two partially coherent point sources may not coincide with, the 
gaussian image points of the two sources. Thus the separation of 
the two peaks in the image does not necessarily indicate the true 
separation of the objects. 
Other investigators considered, the Sparrow criterion with 
unequally bright point sources (Asakura and Ueno, 1974), the 
Rayleigh criterion with unequally bright point sources and an 
incoherent background (Bhatnagar, et al., 1971), and unequally 
bright point sources in a partially coherent background (De and 
Basuray, 1972). McKechnie (1972), again emphasizing the situation 
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in the microscope, discussed the effect of an obstruction in the 
aperture of the condensing lens. 
All of the above investigations assumed unaberrated imaging. 
Of greater interest for the present discussion are papers by Som. 
(1971) and McKechnie (1973). Som considered two-point imaging in 
a microscope with second-order spherical aberration. McKechnie 
considered a microscope with defocusing. He investigated unusual 
geometries for the illuminating system, and showed that, in certain 
circumstances of illumination and defocus, equally-bright point 
sources could appear unequally bright in the image. Also, in the 
presence of defocusing, the image intensity distribution may have 
three peaks - two corresponding to the object points with a third 
spurious peak between them. 
The present investigation assumes two equally bright point 
sources in a dark field, imaged by a circularly symmetric optical 
system with a variable degree of primary spherical aberration. 
To derive the intensity distribution of an optical system 
imaging in partially coherent light, it is necessary to specify 
both the real and imaginary parts of the complex amplitude distri-
bution due to each point source. Thus, if two partially coherent 
point sources are on opposite sides of the optical axis and each a 
distance A from it, the intensity on the axis joining the two 
gaussian images is given by the following superposition of the com-
plex amplitude distributions: 
The functions U 1 = U - L ) and U2 = U(V+A ) are the amplitude 
distributions produced in the image plane by the point sources in 
the object plane (with.the co-ordinates V and A suitably chosen). 
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The "index of coherence," 	 , is in general a complex number 
(0 ~ j IJ 	1) which takes the values T. = 0 for incoherent 
sources and 	= 1 for fully coherent sources. 
In a microscope, partial coherence is a consequence of the 
finite aperture of the condensing lens. Hopkins and Barham (1950) 





where PA is the ratio of the numerical aperture of the condenser 
to the numerical aperture of the objective. This representation 
more accurately reflects the situation in the microscope. However, 
because the above function may become negative for certain values 
of the argument, there exist certain states of partially coherent 
illumination for which the two points appear more easily resolvable 
than for incoherent illumination. Rayleigh (1896) was aware of 
this possibility, and pointed out the extreme example: if 
were made = -1 (i.e. the two points were in aritiphase) , the in-
tensity midway between the gaussian image points must vanish for any 
separation of the sources, however small. In the present investiga-
tion, the parameter '3' 	is taken to be real and non-negative, thus 
confining the discussion to the domain of worst resolution. 
The complex amplitude distribution due to a single point 
source imaged by an aberrated optical system may be obtained from 
the diffraction theory of aberrations. The procedure described in 
Born and Wolf (1964, Sec. 9.1) employs a normalized co-ordinate 
system so that dimensions in the exit pupil of the system  
are given by: 
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The complex amplitude in the image plane due to a point source P 
is then 
U(u) v, 	 f 
hr 
(Born and Wolf, 1964, Sec. 9.1). 
This amplitude is normalized to unity at the gaussian image point 
in an unaberrated system, and it is readily seen that if the first 
and last terms within the brackets are set to zero, the integral 
yields the familiar Airy diffraction pattern. The real function 
is the aberration function (valid for the isoplanatic neigh-
borhood of P) which represents the imperfections of the optical 
system. Spherical aberration may be represented by using a Zenike 




The advantage of this representation is that, for small aberrations, 
the Zernike polynomial automatically refocuses the system to the 
plane of "best" focus. The last term in the square bracket, which 
corresponds to displacements normal to the image plane (defocus), 
thus becomes redundant and is therefore suppressed. Since this 
aberration function is independent of 0 , the symmetry of the 
above integral may be exploited; it is thus necessary to integrate 
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for O 1!~ 0 !~ ir only. 
In general, the integral for the amplitude distribution must 
be computed numerically. Hopkins and Yzuel (1970) have previously 
performed such integrations. Also, Hopkins (1957b,1962) and 
Macdonald (1971) have described techniques for performing similar 
integrations which occur in the computation of the Optical Transfer 
Function (OTF). It would seem logical, therefore, to apply some of 
their techniques to the present problem. 
The integral under consideration has the form 
ffep{if(1,e)dGdp. 




so that the integral becomes 
2ir  
U(v): 	exp ( if()e) a t 
The suggested advantage of this change of variables is that each 
infinitesimal element of integration (d 0 dt) represents a constant 
infinitesimal area. In the original system of variables, the 
infinitesimal element (d8 d) represented an area proportional 
to the radial variable 	. Thus the center of the pupil was 
represented by a much denser grouping of integration points than 
was the periphery. In fact, for simple aberrations, the phase 
shift in the pupil, 	(p G ), is most rapidly varying at the 
periphery, and one would desire denser integration samples in this 
region. The change of variables is intended to offset this effect. 
The obvious disadvantage of this technique is that it requires, 
for each different value of the variable t, the numerical computa.- 
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tion of the square root of t. Note that in the integrand under 
consideration, 
	
Integrand = 	 elll  
the aberration function may be replaced by the new function 
which avoids the use of the square root function. However, the 
explicit appearance of the square root in the second term of the 
integrand (vIE cos e 	cannot be avoided. Procedures such as 
the square root subroutine demand a significant amount of computer 
time. 
The second technique used by Macdonald (1971) was originally 
suggested by Hopkins (1957b; see also Hopkins, 1962). He noted 
that in the numerical evaluation of an integral involving a complex 
exponential, 	 - 
U(v)ffex{L(x,y)} dxdy, 
rapid variations in the function 0 could lead to large but 
essentially self-cancelling variations in the integrand, so that 
the net contribution to the integral would be small. In these 
circumstances, Hopkins suggested that the mean contribution of an 
infinitesimal rectangle could be calculated by expanding the 
function 0 as a Taylor series, retaining the zeroeth- and first-
order terms. Let the infinitesimal rectangle surrounding an 
integration point be bounded by the lines 
x.= x 	 ± 
Then the mean value of the integrand is approximated by 
50 







) and 	= 3 
Xp Yc, 
On carrying out the integrations, this approximation becomes 
exp 	(xy) 	
Sin.  f 6 X Ø ()C ,y)} 
[r-. 0 " ( X P ) Y, )] 
S ri [ø (x,y)} 
This mean value is used in place of the integrand itself when 
summing over the integration samples. The required first deriva-
tives are obtained by taking differences from neighboring integra-
tion points. Hopkins specifically recommends this technique for 
"integrals occurring in the diffraction theory of aberrations." 
(Hopkins, 1962, p. 904) 
Again, there are evident disadvantages to this technique. 
First, the technique calls for the computation of the sine function, 
another costly subroutine. Since no great accuracy is required, 
this difficulty may be mitigated by replacing the provided sine 
subroutine with a Maclaurin series approximation, 
5mCx 	 1—- 	
+--; - X 	 3! 
Second, the technique requires the calculation of partial first 
derivatives from differences between neighboring integration points. 
If the integration were one-dimensional, a computer program could 
be written which would calculate the value of the integrand one 
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step ahead of the summation and retain the value of the integrand 
for the point one step behind. From these values the single 
required derivative could be computed quickly and directly as the 
integration progressed. However, the integration contemplated is 
two-dimensional, and there is no a priori reason for arguing that 
the variation with respect to one of the variables (t, e ) is any 
greater than that with respect to the other. Therefore, it is 
necessary to calculate first derivatives using four neighboring 
integration points, two differing in t and two differing in e 
The least uneconomical way this may be done is to calculate all the 
values of the integrand in one step and store these in a two-
dimensional array. Then the summation (integration) can be carried 
out as a second step, using values of the integrand from the stored 
array. This means, first, that the integration must be carried out 
in two steps instead of one; and second, that a (highly inefficient) 
two-dimensional array is required. 
Despite the obvious drawbacks in the Macdonald-Hopkins 
integration techniques, one might hope that their use would lead 
to greater overall efficiency in'practical computations. Specifi-
cally, one might expect that the Macdonald-Hopkins procedure would 
lead to more accurate results than a simpler procedure using the 
same number of integration samples. Further, one might expect that 
the Macdonald-Hopkins procedure would converge more rapidly as the 
number of integration samples is increased. These gains would off-
set the increased computing overhead created by the more complicated 
procedure. 
Surprisingly, these expectations were not fulfilled. With a 
reasonable density of integration samples, the procedure required 
an appreciable amount of computer time and produced results which 
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were disappointingly inaccurate. Moreover, when the integration 
density was increased (by large factors in some trials) , conver-
gence was very poor. 
No satisfactory explanation for this behavior was found. 
However, it was observed that the Hopkins technique of weighting 
the integrand by sinc functions seemed to make little difference 
in the results obtained. Perhaps the integrand was not "rapidly-
varying" in the sense required by the Hopkins technique. Further, 
it was suggested (Lane, private communication) that the use of the 
new radial variable (t) invited difficulties due to the rapid 
variation of the square root function near the origin. 
After a lengthy trial of the Macdonald-Hopkins procedure, 
an attempt was made to calculate the integral by the simplest 
technique possible, the rectangular rule in (jot e co-ordinates. 
This experiment met with immediate success. For a given density 
of integration points, the new procedure ran much more quickly 
than the Macdonald-Hopkins procedure, and produced much more 
accurate results. Further, when the integration density was 
increased, convergence was surprisingly rapid. Consequently, 
this procedure was adopted for calculating the required spread 
functions. 
The accuracy of the integration procedure could be tested 
by computing the diffraction pattern for an unaberrated system and 
comparing this with the Airy diffraction pattern, 
1(v): 	 F 	(vfl1 
Lvi 
Using 100 steps in the radial variable and 50 steps in the angle 
variable, the adopted integration procedure could reproduce the 
Airy distribution within 1% from the central peak to the first 
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secondary maximum, except in the region very close to the first 
zero. Near the zeroes of the distribution, a percentage error 
becomes meaningless, as both the theoreticaland computed values 
of the distribution become vanishingly small. 
This integration procedure was used to calculate two ampli-
tude distributions representing systems with moderate amounts of 
spherical aberration. The aberration values A 40 = T  
were chosen; these correspond to 6 and 18 wavelengths maximum 
wavefront deviation (at the pupil periphery) due to primary 
spherical aberration, coupled with the appropriate refocusing through 
the Zernike polynomial. These amplitude distributions are plotted 
in Figure 1, together with the amplitude distribution for an unaber-
rated system. 
In reviewing the published paper reporting this investigation, 
(Optica Acta 20, 721, 1973) , an anonymous referee pointed out that 
the Zernike polynomials are self-focusing only for "small" aberra-
tions. It was not immediately obvious that the aberrations 
specified above are "small" in this sense. Therefore, it was 
necessary to locate exactly the image plane of best focus, and to 
verify that the amplitude distribution in this plane is not signifi-
cantly different from that in the plane determined by the Zernike 
polynomial. 
The plane of best focus may be located by maximizing the 
intensity at the gaussian image point (the Strehi criterion). The 
Strehl intensity is given by 
The focusing parameter (u) has been restored to allow adjustments 
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The derivative of U is easily obtained: 
I 2TT 
I U (u v 	If exp{i{k 	,e)v cos(- 	uAJ { /]j . Jo 
This integral is obviously similar to the integral for the ampli-
tude spread function; thus only minor modifications in the previous 
integration procedure are needed to compute the derivative. It 
was therefore rather simple to set up an interactive computer 
program which allows one to calculate 
I(uv=o1o) 	and 	1 I(u,v=O 1 =O) LA 
for values of the parameter uentered from the teletype. Using 
the sign and magnitude of the successive derivatives to guide the 
choice of u, only a few minutes at the teletype were needed to ob- 
tain the required information. For the larger of the two aberrations 
(A40 = 342- )), best focus occurs at u0 0.36. The Strehl intensity 
at this point is 0.0330, while the Strehi intensity at u = 0 is 
I = 0.0329; clearly, the difference is negligible. Thus the 
Zernike polynomials remain effectively self-focusing for the moder-
ate values of aberration considered here. 
Having computed complex amplitude distributions, it is 
possible to obtain two-point intensity distributions for each opti-
cal system. With the complex amplitude separated into real and 
imaginary components, the two-point intensity distribution is. given 
(as before) by 	 - 
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v) (u 1 ) + ( u)2 + ( u)1 + ( u 	+2(UrU+U(Uo) 
where U 1 = U(v - A ) and U2 = U(v + A ). The two point objects 
are separated by (2 A ) , and the coherence parameter is a real 
number, 0 	
'I2 	
1.. Note that the symmetry in this formula 
implies that I( A ; v) = I(v; A ); note also that the intensity 
distribution for equally-bright point sources is even, so that 
I( A ;v) = I( A ;-v). Using the above formula, relative intensity 
distributions IC A ;v)/I(0;0) were calculated for A and v between 
o and 5 in steps of 0.1, and for 	between 0 and 1 in steps of 
0.2. 
For a given spherical aberration coefficient A 40 and 
coherence parameter 	, the distributions IC A ;v) may be 
visualized as a family of curves with v as the independent var-
iable and A as a parameter which identifies a particular curve 
in the family. It is equally valid to consider both A and v 
as continuous variables, in which case I( A ;v) can be represented 
by a three-dimensional surface. This surface can be displayed as 
a contour map, with A and v as co-ordinates in the horizontal 
plane and the relative intensity I( A ;v)/I(0;0) as the height. 
Four representative examples of these contour maps are shown in 
Figures 2-5. Since the distributions are symmetrical about both 
the v and A axes, only one quadrant is shown. The additional 
symmetry with respect to the interchange of v and A is readily 
apparent. Sectioning any one of these figures with a plane perpen-
dicular to the A axis at i' gives a graph of the two-point 
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As originally defined, Rayleigh's criterion applies to unaberrated 
systems imaging in incoherent light. Rayleigh considered two 
equally-bright point sources to be just resolved when the central 
peak in the image intensity distribution of one point source coin-
cides with the first zero in the distribution of the other. When 
this occurs, the combined distribution has the familiar double-
humped profile, and the intensity at the low point of the saddle is 
0.735 times the intensity of either peak. When applying the 
"Rayleigh criterion" to more general optical systems (e.g. aberrated 
systems or systems imaging in partially coherent light), it has 
become customary to assume that the criterion is satisfied when a 
double-humped distribution exists with a dip-to--peak ratio of 0.735. 
(McKechnie, 1973, has pointed out a pathological case in which 
defocusing produces a third peak midway between the two peaks 
representing the gaussian images of the two points. Such a 
situation did not arise in this investigation.) 
In order to obtain the Rayleigh resolution from the numeri-
cally tabulated distributions I( A ;v) , two interpolations were re-
quired. First, for each A , the value of v for which I( A ;v) is a 
maximum was determined. Grimes and Thompson (1967) have pointed out 
that this value of v is not necessarily equal to A . Then, from a 
table of such maximum values, I 	( A ;v) , a second interpolation max 
was used to find that value of A 0 which satisfies the equation: 
I( A 
0 	max 	0 
;0)/I 	( A ;v) = 0.735. 
The first interpolation was carried out by finding the maximum 
tabulated numerical value for i(A iV)IAfixed* This value and the 
four tabulated values immediately adjacent to it were used to 
determine a parabola: 
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The value of v for which this approximation is a maximum is readily 
determined from the first two coefficients: 




bias 	2a A 
With the table of values I 	( A max 	;v) determined in this way, the 
equation for the Rayleigh resolution was solved by using Aitken's 
method for reverse interpolation. The resolutions obtained in this 
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For the special case of an unaberrated system, the accuracy 
of the interpolation procedure may be checked in the incoherent 
and coherent limits. By definition, resolution for an incoherent 
(unaberrated) system occurs when the separation (2 L 	corresponds 
to the first zero in the intensity Point-Spread Function, i.e. 
(2 A 0) = 3.832. The interpolation procedure yields the reassuring 
value (260) = 3.8308. 
The generalization of the Rayleigh criterion to coherent 
imaging is obtained by superposing two amplitude point spread 
functions and squaring to obtain the intensity distribution. From 
this distribution, it is desired to find that value of A for 
which the ratio of the saddle intensity to the peak intensity is 














The second term in the denominator represents the small but non-
negligible contribution to the peak intensity provided by the 
amplitude distribution of the more distant point source. Since by 
definition this contribution is zero for the incoherent limit, its 
effects are easily overlooked (see, for example, Born and Wolf, 
1964, p.  424). A further hazard is that the apparent intensity 
peak in the image distribution does not in general correspond to 
the gaussian image of the point source (as has been assumed in the 
above equation). This is the effect demonstrated by Grimes and 
Thompson (1967). Close investigation shows, however, that the 
Grimes-Thompson effect is negligible in the present situation. 
Solving the above equation yields the resolution separation 
(2A 0 ) = 5.144. This again agrees comfortably with the value, 
0 
' —(2 A 0 )- 
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(26 0) = 5.146, obtained using the interpolation procedure, although 
it differs significantly from the value, (26 0) = 4.82, calculated 
erroneously in Sec. 8.6 of Born and Wolf (1964). 
Earlier, it was stated that the error in the intensity distri-
butions obtained from the computed amplitude spread functions was 
less than 1%. It is appropriate to estimate the error induced in 
the calculated resolution by this integration error. Consider the 
following highly schematic representation of the situation in two-
point resolution: 
_ + 
Two identical symmetrical distributions, y = f(x) , are superposed 
with a separation (2 A) between them. The two distributions are 
considered to be "resolved," at a separation (2A 0) , when the cross-
ing point midway between them is at a certain height. Let the 
value of the function in the neighborhood of this crossing be dis-
placed upwards by an amount y (due to an error in the specifica-
tion of f(x), for example). , Then the "resolution" condition can be 
restored, apparently, by a displacement 	x) of each of the two 
distributions. From the above diagram, it is easy to see that the 
shift (A x) necessary to compensate the error ( y) is 
= -y (f)' 
Clearly, S x may be identified with SA , the amount by which the 
half-separation t 	is falsely increased by the error 8 Y. 
In the coherent limit, y corresponds to the amplitude, U i,. 
For the unaberrated system, this amplitude is a real function whose 
behavior at the crossing point is 
Y U   
P A 	 A 
The Rayleigh criterion is satisfied for a separation (2) = 5.2 
(i.e. 6 0 = 2.6). Using tables of the Bessel functions, it is 
easily found that 
Y'l = —0.35 1t 	so 	 su 
2.6 	 0.35t- 
The relative error is then given by 
 SU 
(2. 	 *O.35 It 	0.92. 
An error of 1% in I corresponds to an error of 0.5% in U, since 
U 
Strictly speaking, however, the 1% error in I is specified relative 
to the local value of I. At the crossing point, I = U2 = (0 . 37) 2 = 
0. 14, so that 8 I1.4 x 	(relative error 1%), and 8 U= 2 x 10. 
Therefore, the maximum relative error in the computed resolution is 
	
SA 	2IO 	< 0.25% 
A O 	0.'2. 
A similar argument may be applied in the incoherent case, 
where y corresponds to the intensity, I. For an unaberrated system, 
the behavior of this distribution at the crossing point is 
y 
  -2 211(A)  
A 	A 
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By definition, the Rayleigh criterion is satisfied for a separation 
(2L)3.8 (i.e.I 0 l.9). Thus 
2 05812 11 0.3 30 
- 	(.9 	(.9 	
._O.&t25, 	° 
0.25 '.9 
and the relative error is 
 SI _- = 
(2t 0 ) 	LO.'t25 	0.309  
At the crossing point, IO.37, so that 3 I = 3.7 x lo 	(relative 




A O 	0.808 
These calculations give the maximum errors in resolution for 
an unaberrated system in the two limits of coherent and incoherent 
illumination. Errors for partially coherent imaging must lie be-
tween the two values given. The light distributions from aberrated 
systems are qualitatively so similar to those from unaberrated systems 
that the above error estimates should not be significantly affected. 
Consequently, it is possible to specify an upper limit of 0.5% on 
the errors for all the calculated resolutions. 
The most striking feature of the resolution curves in Figure 6 
is their similarity. Though the aberration reaches 18 A, and the 
Strehl intensity ratio drops to 0.03, nowhere does the resolution 
curve change by more than a few per cent. This is because a small 
aberration causes part of the central peak intensity to be redis-
tributed into the diffraction rings, without significantly 
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displacing the first intensity minimum which is the crucial deter-
minant of the Rayleigh criterion. Furthermore, the similarity 
between the aberrated and unaberrated two-point intensity distribu-
tions in Figure 6 indicates that there is no alternative definition. 
of a two-point criterion which would readily differentiate between 
aberrated and unaberrated systems. Som' s (1971) plots of "contrast" 
(the relative size of the dip between the two peaks in the .two-point 
distribution) confirm this observation. The inability to discrimi-
nate variations in well-corrected systems, or even moderately aber-
rated systems as in the present case, is a drawback of the Rayleigh 
criterion, and of two-point criteria generally, which Linfoot (1964) 
has previously pointed out for the incoherent case. 
This drawback is a symptom of a general inadequacy of two-
point criteria. The relevance of such criteria to the usual case 
of incoherent imaging is fundamentally restricted because they over-
look the complexity of the general image intensity distribution for 
a realistic extended object (Linfoot, 1964). In addition, the per-
formance of an optical system in partially coherent light is charac-
terized not merely by the intensity distribution I () , but by the 
complex mutual intensity function, r (x1 ,x2 ), of which the intensity 
function, 1(x) = r 	is merely a subset. For example, in the 
Rayleigh criterion as implemented here, the only reference to the 
mutual intensity function r is a single real positive number, 
Linfoot concludes that the Rayleigh criterion is not truly 
relevant as a quality criterion for systems imaging extended 
objects in incoherent light. One must further conclude that in 












C 	TEST PROGRAM TO COMPARE NUMERICAL INTEGRATTON 





DATA VA/O.,095,1.,1.5,2.,2.5,3. ,3,5,3.832,5.136/ 
C 	A IS THE ABERRATION PARAMETER 
MO. 	 - 
DO 100 N=1, 10 
C. 
	
	V IS THE RADIAL CO-ORDINATE IN THE IMAGE PLANE 
V=VA(N) 
C 	FIND INTENSITY OF AIRY DIFFRACTION PATTERN AT V 
IF (V) 300, 300, 200 
C 	13F:SJ IS BESSEL FUNCTION SUEROUTINE FROM IBMSSP 




C 	FIND COMPUTED INTENSITY OF DIFFRACTION PATTERN 
400 CALL. E3NORM(Y0 9 ,V) 
8N=Y*CCNJG(Y) 
100 WRITE (6,1) BJ, BN 
STOP 
1 FORMAT (2(1X,F6.3)) 
END  
C 	TEST PROGRAM TO FIND POSITION OF BEST FOCUS 
C cnr APERRATCO PUPIL (SEE TEXT) 
C 
COMPUEX V, VP 
CCMMON A 
C 	READ VALUE OF ABOPRATTCN 
READ (5,1) A! 
WF?ITE (592) AR 
C 	A IS AUURRATIflN PARAMETER PASSED TO SUBROUTINES 
.2 0) 18 
C 	READ ESTIMATED POSITION OF REST FOCUS 
100 READ (5,1) U 
C 	CA! L INTrG'lATIOJ SUBROUTINES 
CALL BNORM(Y,tJ,Q.) 
CALL O'JORM(YP,U,O.) 
C 	COMPLTO STRFIll. INTENSITY (F) AND DERIVATIVE (0) 
Or? .*R EAL C Y*CUN JG ( VP) 
fl =Y AC ON JG C V 
WRITE (6,3) U, D, B 
GUTO 100 
1. FORMAT (F693) 
2 FORMAT (11W, 'ABERRATION COEFFICIENT = ', F6.3) 
3 FCR1.4 AT iix, 'u = I t F6.3, 5X, '0 = I t 1PE10.3. 5X, 




SUDRDLJTIHE TO COMPUTE COMPLEX AMPLITUDE BY 
C DIFFRACTION THEORY OF At3EPPATIONS 
C 
	





C V IS C3MPLFX AMPL ITUPE - RETURNED 
C 
	
U IS FnCuSIrIG PARAMETER 








MR. AND MA ARE NUMBER OF STEPS IN RADIAL AND 
C ANGULAR VARIABLES, RESPECTIVELY 








INTEGPATF OVER ANGULAR VARIABLE 
On 100 0=1, MA 
A=M*DA_ 0A2 
C  50= CO S( A 
C 
	
INTGfATE OVER RADIAL VARIABLE 
fl' 100 0:1, MR 
O=NDR-0R? 
X =9 I'RH') 
C 
	
CI.0PU1F SPHERICAL ABFRPATI CN 
AL I 	. * ABk ( X'X-X) 
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C 	SURROUTINF TO C1MP(ITE PART OF DERIVATIVE 01 
C STFJHt. IFITFNSITY (SEC TFXT 
C 






DATA F'R,MA/100950/, PI/3.1159/ 









DII 100 J=1, MR 
P1411=rI*D1'- 0R2 
X= HO HI] 
AIIr6,*A(XXX) 
AR=AI%t.I-CISIJ"V''.IIOUX ?. 
C 	NOTP DIFFFPENT INT1GANI) 
100 S=S+X*PIIIlCEXP(CMPLX(O.,AR)) 
CNORM=2 • / (MA'MR) 






A New Performance Indicator for Partially Coherent Imaging 
I. Introduction 
In Chapter 1, it was shown that the non-linearity inherent 
in partially coherent imaging frustrates the development of a gen-
eral performance indicator corresponding to the Optical Transfer 
Function (OTF). Any attempt to define such an indicator leads to 
a specification which is not generally representative of a system's 
performance because it is dependent on the chosen "test object." 
Of course, partially coherent imaging is linear in terms of the 
mutual intensity function r 5tl'3E2  ? ), and it is possible to. 
calculate the transfer of this function through an optical system. 
However, the mutual intensity is neither readily observable nor 
intuitively meaningful. It is a function of all pairs of points 
in the object and image planes, rather than a function of individual 
points as are the amplitude and intensity functions. It is there-
fore much more complicated to use than the intuitively meaningful 
Optical Transfer Function. 
In this situation,-it seems more useful to try to achieve 
selective "improvements" in partially coherent imaging, rather 
than attempt to develop a general performance criterion. One 
undesirable feature of imaging in coherent or partially coherent 
light is the phenomenon of edge-ringing, characterized by the 
appearance in the image of spurious fringes near the edges of 
opaque objects. These fringes are explained by the fact that the 
amplitude transfer function for an unapodized optical system has 
a sharp cutoff, which leads to spurious oscillations in the 
(inverse) Fourier transform (the amplitude point-spread function). 
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An analogous effect occurs in communications theory when filters 
with very steep cutoffs are used to transmit rapidly varying sig-
nals. Each of these effects is synonymous with the well-known 
Gibbs phenomenon (see Bracewell, 1965, pp. 209-211). 
Several examples of edge-ringing were published by Considine 
(1966). One photograph showed the apparent similarity of edge-
ringing to Fresnel diffraction. In fact, the two phenomena. are 
related (as will be demonstrated in Chapter 5). A second photo-
graph showed edge-ringing in the image of a bar chart transillumi-
nated by fully coherent light. . In this example, resolution was 
degraded by a factor of 3 when incoherent illumination was re-
placed by coherent illumination. This degradation was due largely 
to the confusion of the image caused by the spurious oscillations 
in intensity which characterize edge-ringing. 
Considine himself pointed out that edge-ringing in coherent 
imaging could be suppressed if the optical system were apodized 
to make the cutoff of the amplitude transfer function sufficiently 
gradual. Apodization to suppress edge-ringing would improve the 
imaging process by: 
improving the resolution of a bar chart, compared with 
the resolution which is obtained in the presence of edge-
ringing; and 
obviating the misinterpretation of object structures 
caused by the appearance of edge-ringing artefacts. 
It should be recognized, however, that apodization would not 
"linearize" an optical system, nor would it obviate other problems 
of partially, coherent imaging such as edge-shifting and effects 
caused by phase shifts in the object. 
Smith (1971, 1972, 1973; Leaver and Smith, 1973) described 
a criterion for apodization which ensures the suppression of edge.-
ringing in coherent illumination. He showed that if the amplitude 
transfer function of the system (i.e. the pupil function) is ex-
pressible as an autocorrelation of some other (arbitrary) function, 
then the amplitude point-spread function (the inverse Fourier 
transform of the pupil function) is everywhere real and non-
negative. This requirement is sufficient to suppress edge-ringing. 
One can sense an intuitive justification for this criterion if 
one thinks of the correspondence with the case of incoherent imaging. 
In this case, the appropriate transfer function is the OTF, which 
is derived by autocorrelating the pupil function. Because the OTF 
is an autocorrelation, its inverse Fourier transform (the Point-
Spread Function) is everywhere real and positive, and thus unable 
to produce the spurious oscillations in intensity which appear as 
edge-ringing. 
Experience has shown that Smith's criterion is easily 
misunderstood. Thus it is appropriate to emphasize what it pro-
mises and what it does not promise. Consider, for example, five 
representative optical systems (Figure 1) with amplitude response 
functions (pupil functions) A ( ) and associated amplitude 
point-spread functions K(x) . (The drawings in Figure 1 are meant 
to be illustrative and are not drawn to scale.) The first response 
function (a) is a gaussian, whose inverse Fourier transform (the 
spread function) is also a gaussian. Because both the response 
function and the spread function decay monotonically and asymptoti-
cally to zero, it'is easy to see that blurring (not edge-ringing) 
is -the worst effect produced by such a system. In systems (b) , (c), 
and (d), the spread functions remain non-negative, which implies 
that the associated response functions must be expressible as auto- 
Figure I 
PUPIL FUNCTION 	 SPREAD FUNCTION 
K(x) 







correlations. Note, however, that response function (c) is no 
longer monotonic, and response function (d) is neither monotonic 
nor always non-negative. In the latter case, the "phase reversals" 
which occur in the response function may lead to spurious artefacts 
in the image of an extended object. Such phenomena occur in inco-
herent imaging when the Optical Transfer Function has negative 
excursions. A good example is the defocused image of a radial bar 
chart (see O'Neill, 1963, p. 26). Nevertheless, a little thought 
shows that when an isolated straight edge (step function) is imaged, 
the non-negative spread functions of these systems may be convolved 
with the straight edge to produce a monotonic image distribution, 
free of edge-ringing. 
However, when the spread function of system (e) is convolved 
with the straight edge, the small negative excursions of the spread 
function produce small oscillations (edge-ringing) in the image in-
tensity distribution. "Edge-ringing" is restricted by definition 
to include only this example; therefore, Smith's criterion, by 
definition, excludes only this example. 
Smith's criterion is thus rather more narrowly defined than 
may be realized at first. It is automatically satisfied by all 
incoherent systems, even those which may produce spurious effects 
such as "phase reversals." Other criteria similar to Smith's 
criterion may be applied in such situations. For example, Mino and 
Okano (1971) have suggested an apodizing filter to suppress phase 
reversals in a defocused incoherent imaging system. However, the 
particular advantage of Smith's criterion is that it leads to a 
relatively simple performance criterion for partially coherent 
imaging systems. 
Since edge-ringing does not occur in incoherent imaging, and 
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since edge-ringing in coherent imaging may be suppressed through 
the use of apodization, one may infer that edge-ringing in par- 
tially coherent imaging can be suppressed through the use of limited 
apodization. Stating this slightly differently: since, a priori, 
an incoherent system is free from edge-ringing (because it auto-
matically satisfies Smith's criterion) , and since a coherent system 
can be made free from edge-ringing (by specifying a pupil function 
which satisfies Smith's criterion), it is reasonable to expect that 
partially coherent imaging can be made free from edge-ringing 
through some suitable application of Smith's criterion. It remains 
to be shown how Smith's criterion may be applied to the partially 
coherent imaging process. 
In the following sections, the proposed extension of Smith's 
criterion to partially coherent imaging will be carried out for a 
simplified one-dimensional model. Later, it will be shown that the 
results obtained from the one-dimensional model are easily extended 
to two dimensions. The notation to be used corresponds to that used 
in Chapter 1. 
II. Intuitive Definition of the Edge-Ringing Criterion 
In Chapter 1, it was shown that the intensity spatial frequen-
cy spectrum in a partially coherent imaging system is given by 
00 
J() f7( t". 	 (Z")")  
OV 
where ' (t ) is the amplitude spatial frequency spectrum of the 
object. The "transmission cross-coefficient" (Born and Wolf, 1964, 
p. 530): 
ft 3 L) = I 	)J(( ~ )Olt ) 
Mml 
is a function which combines the attributes of the objective pupil, 
2 ( t ), with the illuminating source, 9 ( ). 
This imaging equation may be used as the basis for an in-
tuitive illustration of the criterion to be proposed. Consider 
the image spectrum of a straight edge object. This object is 
specified by the Heaviside step function 
Ii 	 x>O 
F(x)
x(O 
whose Fourier transform is (after Bracewell, 1965, p. 365) 
S() + 
Inserted in the imaging equation, this leads to 
t 	ir 
(1 0):f I,.- 	 2T J  (r)- 	d. ;}3 ji 
Ii 	, ")(r) a 2r 	 Tr 




The last integral in this expression poses a formidable computa-
tional problem which does not need discussion here. Instead, 
consider particularly the function T as it appears in the second 
term. 
In the incoherent limit 
00 
0) J  (0. 	OTF(0)f0+). 
CO 
Thus 7 represents the response function of the system:, in terms 
of the quantity which is transmitted linearly, i.e., the intensity. 
In this case, because the OTF is the autocorrelation of.the pupil 
function, the incoherent system automatically suppresses edge-
ringing. 
In the coherent limit, the function 	behaves as 
7(t0 a) = 	Oy) :L o* ))C)  
Again, (apart from a constant) t7 corresponds to the response 
function of the system in terms of the quantity which is transmitted 
linearly by the system, in this case the complex amplitude. In 
general, edge-ringing is to be expected in the coherent limit. 
However, Smith's criterion states that to suppress edge-ringing in 
coherent imaging it is sufficient that the pupil function .2 ( 
be expressible as an autocorrelation. 
Hence the following double coincidence is observed in the 
coherent and incoherent limits: 
In each case, the function 
00 
() EY( 0., o) =fç(o( 	)N() 
is equivalent (apart from arbitrary constants) to the 
response function of the system. 
In each case, edge-ringing is suppressed when 	() 
corresponds to an autocorrelation. 
This observation naturally leads to the hypothesis that throughout 
the range of partially coherent imaging the appropriate condition 
for the suppression of edge-ringing is that the function Z 
defined above, must correspond to an autocorrelation. 
This tentative edge-ringing criterion can be tested by 
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calculating directly the image of a straight edge and imposing the 
condition that this image be free of edge-ringing. In fact, it 
will be shown that the tentative criterion, as presented above, is 
somewhat too severe. From these results, a modified criterion will 
be established which is the necessary and sufficient condition 
for the suppression of edge-ringing in partially coherent imaging. 
III. Verification of the Edge-RingingCriterion 
The image intensity distribution of a straight edge is, of 
course, the inverse Fourier transform of its spatial frequency 
spectrum (given above). In Chapter 1, the image distribution was 
shown to be 







This expression and its physical interpretation were first given 
by Hopkins (1953, 1957a). 
Smith's criterion for the suppression of edge-ringing 
(implicitly) requires that the image intensity of a straight edge 
should rise monotonically from its (asymptotic) minimum to its 
(asymptotic) maximum. Accordingly, the first derivative of the 
intensity distribution may be obtained as follows: 
f
) 




=,2f 9(t)R tt fA *( x.,t) 	A(x ) )} c1 
-00 
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Assume that F(x) is the Heaviside step function 
c 	. 
	
F+ 	'( + 0 
(The subscript + indicates that the positive half-plane is 
bright. The reversed situation, in which the positive half-plane 
is dark, will be considered shortly.) Then 
.p 2ITL 	X 
X, 	z  J K(x') e clx' 
so 
- A~ (x, 	R( ) x)e 
Introducing this reult into the above equation, 
/
Q)Re [f ) K""(O e. 	dx K(x)e2}J - I (x): at 
dx + 	 -00 
Z'Re 
f K(x X 	 x'—xA 
V 	 —00 
cix'} 
00 
Re j K (xV g K(x')J(x'-x)1 x's. 
00 
However, because . ( ) is real by definition, J(-x) = J*(x). Then 
21e[K(){J K(x') T(x-x') 
 -00 clx + 
2. -Re {K(x)fK(x-W) (x') ax/Il 
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For edge-ringing to be suppressed in this case, the derivative 
must be positive for all x. 
Alternatively, consider the reversed Heaviside step function 
0 
I 	 ,c<Q. 
The slope of the resulting image distribution is 
r 0 
jx 
L(x 	21e(x)[J  
which must be everywhere negative for edge-ringing to be suppressed 
in this case. 
Therefore, in order that edge-ringing be suppressed for both 
cases, it is required that both the quantities 
I(x) 2e jR(x){J K(x-') 1 
1 * i 
dx + 
and 
0 	 * 
(x) = 2 -Re(K(x){J K(x-X')J(x')dx' 
dx - - 00 
be positive for all x. 
These two derivatives should be compared with the inverse 
	










e (Recall 9 ( ) is real.) 
:K(x) J(x-x'Y(x') dx']. 
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This result shows that the function Q(x) and the two derivatives 
are related as follows: 
ie[Q(xJ 	{ I~(x)- 	I_(x']C1 X 
(Note that the subtraction of 1(x) from I+(x)  is a mathematical 
operation suggested by the form of Q(x); it does not correspond to 
any physical experiment.) 
The tentative criterion for the suppression of edge-ringing 
specifies that the function 	( ) should be representable as an 
autocorrelation. This implies that Q(x) must be real and non-
negative. Obviously, two problems remain to be clarified: 
The tentative criterion requires Re[Q(x) to be non-
negative. Does this imply that the two functions 	I+(x) and
dx 
d  
1(x) are each, independently, non-negative? If this can be 
demonstrated, then the tentative criterion is sufficient to suppress 
edge-ringing. 
The tentative criterion, arrived at intuitively, implicitly 
requires Im(Q(x)} to vanish, but the two derivatives of image inten-
sity impose a restriction on RejQ(x)} only; there is no explicit 
restriction on Im[Qx). 	Are the properties of Im(Q(x)} relevant 
to the edge-ringing problem? If it could be shown that Im(Q(x)} 
vanishes, then the tentative criterion, in the form originally 
proposed, would be necessary to suppress edge-ringing. 
A simple intuitive argument may be applied to the first 
problem. Assume for the moment that the pupil is unaberrated and 
unapodized; that is 
Ii 
= 
(0 	 IU >1 
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Then one can show that in coherent light the images of the forward 
and reversed edges are given by 
x lir 	 2. 
t~(x[ + f 5incd]irr  
I_(x) 
[ ' - 
_L
2.  zTrX 
ir f 	5inC I c 	J 0 
where 
• 	r' 	Sin 
Sincc 
These two functions are plotted in Figure 2a, and the corresponding 
function [I(x) - 1(x)] is plotted in Figure 2b. Notice that the 
edge-ringing phenomenon is very much more pronounced on the bright 
side of the edge than on the dark side. It is sometimes assumed 
that there are no intensity fluctuations on the dark side of the 
edge; however, inspection of the figure will show small fluctua-
tions in the dark region. These fluctuations are even more evident 
in photographs of the phenomenon (e.g. Leaver and Smith 1973). 
(It should be remembered that this model is based on Fraunhofer 
diffraction, not Fresnel diffraction.) Nevertheless, to a good 
approximation one can say that the fluctuations to the right of 
the axis in Figure 2b are due exclusively to the fluctuations in 
similarly, one can say that the fluctuations to the left of 
the axis are due to 1(x). Thus one may argue intuitively that if 
fluctuations in the function I I+(x) - 1(x)] are suppressed, they. 
will also be suppressed in the two separate function I+(x) and 
1(x). 
This argument may be expanded in the following way. Note 
that 
Re  Q(X Re{K(x)[jk(x')J(x') j Ifl +R{K(x)[fK(xx')J(x')dxj 
- 4. 
Figure 2 
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=11e. I K(%)[f -OK(X—X')T(Y") d' +j 
0 
 K 
The first integral corresponds to the forward edge and the second 
corresponds to the reversed edge. In the coherent limit (where 
edge-ringing is most pronounced) J(x) = a constant, and one may 
write: 
e[Q(x)J 	e{ K(x){JK(x')x' j)dfl 
This equation remains approximately valid for partially coherent 
situations near the coherent limit (where edge-ringing remains 
significant). The function K(x) tends to have a large central 
maximum near the origin and to be small elsewhere. If x is much 
greater than zero, the first integral includes the central maximum 
while the second integral excludes it. Therefore, the absolute 
value of the first integral is much larger than that of the second 
integral. Hence the fluctuations of the function K(x) are weighted 
much more heavily by the integral representing the forward edge than 
by the integral representing the reversed edge. Conversely, if x 
is much less than zero, then the central maximum is contained in the 
second integral, which thus dominates the first. Let there be two 
constants, cx and 	, such that if 0<+igx  then 
I 	 ) >> ) f ' 	I 
-00 
and ifO>oCx then 
1'f_OOK(x—x').J(x')cJx'1 << I L°(')x')' 
Then, where x satisfies one of these conditions, the fluctuations 
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of one edge completely dominate those of the other, which may 
therefore be neglected. In the case of Figure 2, one may choose 
and o 	-; for the region between these limits, Q(x) 
is monotonic anyway. 
To a good approximation, therefore, the proposed criterion 
treats the forward and the reversed edges independently. Requiring 
that Re 
I 
 QW1 be everywhere positive is thus equivalent to ob-
viating fluctuations in the image of both the forward and the re-
versed edges. To this extent, the proposed criterion is sufficient 
to suppress edge-ringing. 
For the second problem, the significance of Im [Q(x)}, it is 
simplest to consider the two extreme cases of incoherent and 
coherent imaging. In the incoherent limit, Q() is necessarily 
an autocorrelation (the OTF) so that Q(x) is necessarily real and 
non-negative (the Point-Spread Function); Im[Q(x)} therefore 
vanishes. Except for this incoherent limit, however, there is no 
a priori reason to expect that Im fQ(x) does not exist. In fact, 
examples will be presented in which Im fQ(x} is quite appreciable. 
Thus, it appears that the tentative criterion is too strict in 
prohibiting the existence of Im [Qx . In general, Im LQ(x)  may 
exist, but it has no relevance to the definitive edge-ringing 
criterion, which restricts the behavior of Re I QW1 only. 
Therefore, Re {Q(x > 0 is the condition which is necessary 
and sufficient for the suppression of edge-ringing. To satisfy 
	
this condition, it is sufficient (although not necessary) that 	0. 
be an autocorrelation. 
IV. Applications of the Edge-Ringing Criterion 
An interesting consequence of this criterion may be inferred 
77 
by considering the definition of the function ? 
(U 
 
10. 	4-')x') 	,. 
Let 9. ( ) represent a uniform source of finite size, i.e. 
f constant 	U tes 9r) = I es 
Since )( () vanishes for J 	> 1, the integral is unaffected by 
a change in the size of the effective source, 	as long as 
	
1. Therefore, edge-ringing vanishes for 1 	'< O0es 
even though the imaging process remains partially coherent and 
non-linear. 
It is often suggested (e.g. Parrent 1970) that edge-ringing 
is a definitive symptom of partially coherent imaging. The above 
result shows that where edge-ringing appears the imaging process 
must be partly coherent and non-linear. However, the converse is 
not true; if a system is free of edge-ringing, it does not neces-
sarily follow that the imaging process is incoherent and linear. 
The proposed edge-ringing criterion might be employed in 
either of two ways. First, it might be used a posteriori to assess 
the edge-ringing tendencies of a given system. Second, it might 
be used a priori to design a system which includes an apodizing 
filter to suppress edge-ringing. 
For assessing the edge-ringing performance of a given system, 
the following convention is proposed. If a system is free of edge-
ringing, then the function Re (Q (x)1 must be non-negative and may 
be expressed 
Re [Q(x)} = P(x) I 2 
Note that one may visualize the function P(x) as the Fourier 
transform of a notional pupil function 70 (t ) which images in 
incoherent light. 
For a system which is not necessarily free of edge-ringing, 
a new function D(x) may be included: 
Q 	= IP(x)12 + D(x). 
In this case, 
I 
 PW 	 is a function which (in some sense) "best 
fits" Re (Q(x)} , and D(x) accounts for any difference. It is not 
entirely clear how the expression "best fit" should be defined 
quantitatively in this context. One obvious approach is to define 
D(x) to include all the imaginary components and all the negative 
real excursions of the function Q(x) , i.e. 
D(x) = ½[Re [Q1 - Re [Q(x)}I] + urn 
Then the real part of D(x) becomes an indicator of the system's 
edge-ringing tendencies. 
In order to design a system which is free of edge-ringing, 
it may be possible to reverse the above procedure. If an appro-
priate function P(x) is specified, it is necessary to find a 
function K(x) which satisfies the equation 
I P(x)I 2 = Re fQ(  W)} = Re (K(  W) [ J00.  K (x-x 1 ) J (x ') dx]
* ) 
Alternatively, it may be possible to solve this problem by taking 
the Fourier transform of the above equation. If (in order to sim-
plify the problem) the system is assumed to be aberration-free, then 
the preceeding equation may be written 
I P(x)V = Q(x) = K(x) [ IK(x_x')J(x')dx'] 
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and the Fourier transform of this equation is: 
00 L(')')':  
An entirely different method to obtain an optimum edge-ringing 
filter which uses the method of linear programming will be discussed 
in a later chapter. 
One difficulty to be anticipated in the design of apolizing 
filters is that a filter which satisfies the edge-ringing criterion 
in one isoplanatic region of the image plane may not satisfy the 
criterion in another. In the incoherent limit, of course, the 
problem does not arise because Q(x) is always real and non-negative, 
no matter what the aberrations. However, in all other cases a 
change in the aberrations from one isoplanatic region to another 
will modify Q(x) so that it could become negative. It might be 
possible to design a filter which suppresses edge-ringing over 
several isoplanatic regions simultaneously, but (since the filter 
absorbs light) it seems likely that such an improvement can be 
gained only at the expense of overall system illumination. Clearly, 
a compromise must be reached between suppression of edge-ringing 
and overall illumination. 
It should be pointed out that the function 	(' ) lends it- 
self to wider use as a general criterion of image quality in par-
tially coherent imaging. In the incoherent limit, it is identical 
to the Optical Transfer Function (cYrF) which has already established 
its usefulness in imaging assessment. In the coherent limit, it 
corresponds to the amplitude transfer function (the pupil function). 
Thus it may be regarded as a "quasi-transfer" function, serving as 
a representative transfer function for systems imaging in partially 
coherent light. Of course, numerous authors have pointed out the 
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essential non-linearity of the partially coherent imaging process 
(e.g. Becherer and Parrent 1967, and Swing and Clay 1967). Never-
theless, if one remains aware of this fundamental ambiguity and is 
appropriately cautious, this "quasi-transfer" function offers an 
intuitively meaningful criterion (in terms of the familiar theory 
of linear transfer functions) for assessing systems imaging in 
partially coherent light. It is more promising in this respect 
than other criteria recently proposed, e.g. two-point resolution 
(Kintner and Sillitto, 1973), low contrast OTF (Watrasiewicz, 1971), 
"apparent transfer function" (Becherer and Parrent, 1967) , trian-
gular waves (Mondal, et al., 1972) , etc. 
V. Illustrations 
In order to demonstrate some of the ideas discussed above, 
several examples of the function 	( ) and its Fourier transform 
Q(x) have been computed. For simplicity, these examples illustrate. 
only a one-dimensional model. The pupil function includes an 
elementary form of apodization and may be affected by "defocusing" 
or "spherical aberration." 
In these examples, the function 	( ) is obtained by numer- 
ical integration from the equation 
:7( ;o) 	c *(i) 	l 
and the function Q(x) is then obtained through a simple Fourier 
transform. The normalization constant c is chosen so that 	(0)El. 
For convenience in illustrating these examples, Q(x) is arbitrarily 
re-normalized so. that its maximum absolute value is equal to one, 
i.e. IQ(x)Imax El. 
JI 
The pupil function takes either of two forms, 
(IbII) e2 C4 





I b')e. 	IH 	i 
0 	 in >1 
(Spherical Aberration) 
The parameter a specifies the amount of aberration and the parameter 
b specifies the degree of apodization (of a simple-minded type). 
It should be noted that the triangular function which results when 
b = 1 (and aE.0) is. the autocorrelation of a rectangle function. 
The "effective source" function is simply 
1 - "es 9M 
0 	 'U > 'es 
Figures 3-8 show six sets of plots, each representing one 
hypothetical system with specified degrees of aberration and apodi-
zation. For each system, four different values of the coherence 
parameter 	) are represented by the four different curves. 
The upper plot shows the modulus of the "quasi-transfer" function 
( ). In the incoherent limit (e51 00.), this is equivalent 
to the Modulation Transfer Function (MTF), and in the coherent limit 
0), it is the modulus of the pupil function. The two lower 
plots show the imaginary and real parts of the "spread" function 
Q(x). Again, in the incoherent limit Q(x) corresponds to the Point-
Spread Function (PSF), which is necessarily real and non-negative. 
(The PSF is equivalent to the Line Spread Function in this one-
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amplitude point-spread function. 
By comparing these plots, one may readily see some of the 
features which have been predicted. In the first set (Figure 3), 
the response function in the coherent limit. (the pupil function) 
has a sharp cutoff which gives rise to negative excursions in the 
real part of Q(x). This phenomenon has been identified with edge-
ringing. On the other hand, the incoherent response function (the 
OTF) has a smooth roll-off, and as required the real part of Q(x) 
is non-negative. Two other curves, representing two degrees of 
partial coherence, are also plotted. These seem to indicate that 
edge-ringing is not significant for systems where 
Apodization, sufficient to satisfy Smith's criterion in the 
coherent limit, has been included in an unaberrated system to 
produce the second set of plots (Figure 4). The apodization has 
reduced the high frequency response, but in return edge-ringing 
has been entirely eliminated. 
In the third set of plots (Figure 5) , some defocusing has 
been introduced in an unapodized system. Though the aberration 
does not affect the modulus of the pupil function, it clearly 
reduces the high frequency response of the system in the incoherent 
limit. This implies as a consequence the broadening of the central 
maximum in the "spread" function below. Further, the aberration 
has led to an increase in the size of the negative excursions of 
Re (Q(x)} ; this signifies increased edge-ringing effects. Also, 
IM (Qix} no longer vanishes in all cases, as it had before. 
The aberration and apodization which were considered separate-
ly in the preceding sets of plots are combined in the next set of 
plots (Figure 6). These show that the apodization which suffices 
to suppress edge-ringing in an unaberrated system is no longer 
W 
sufficient in the defocused system. Nevertheless, edge-ringing 
(as evidenced by the negative excursions of - Re W ) has been 
reduced considerably. 
To show the effects of a different type of aberration, similar 
calculations were carried out using a pupil function with "spherical 
aberration." The fifth set of plots (Figure 7) shows that, in the 
absence of apodization, this aberration also aggravates the problem 
of edge-ringing. However, when apodization is included in the 
sixth set (Figure 8) , edge-ringing appears to be reduced more effec-
tively than in the case of the defocused pupil. The greater effec-
tiveness of apodization in this situation is easily explained. 
Compared with defocusing, spherical aberration tends to distort the 
optical wavefront most strongly near the periphery of the pupil, 
and it is this region which is most affected by the apodization 
illustrated here. This suggests that an optical designer attempt-
ing to reduce the effects of edge-ringing through the use of 
apodization should be relatively more tolerant of higher-order 
aberrations, to ensure equal suppression of edge-ringing over 
several isoplanatic regions. 
As a further demonstration of this work, the images of square 
wave test patterns have been computed for the systems described 
above. Square wave, patterns were used in preference to a straight 
edge for two reasons. First, square wave test patterns (or three-
bar resolution charts) are commonly used in the practical testing 
of optical systems. Second, the intensity distribution in the 
image of a square wave pattern is much easier to compute than the 
distribution in the image of a straight edge, due to the awkward• 
integral (pointed out in Section I) which appears in the imaging 
equation for the straight edge. Nevertheless, it is easy to see 
fl 
that the image of a very low frequency square wave reproduces the 
features of the image of a straight edge; in fact, a straight edge 
may be regarded as the low frequency limit of a square wave. 
By expanding the imaging equation using a square wave object, 
one can show (see Appendix A) that the intensity spatial frequency 
spectrum of the image of a square wave is 
J (L)= 
CO 




] 	 0)(i7  







for 	0 	(Note: 
where 	is the fundamental frequency of the square wave. This 
formidable-looking algorithm is actually rather simple to program 
for a computer. The resulting spectrum, which appears as discrete 
frequency components, is easily Fourier transformed to obtain the 
image distribution. 
The function ,J ( E , ; t 2. ) is, of course, 
h): 	f9(( 1 + 1+fl, 
where, as before, the normalization is chosen so that 
(a 1 0) 	1. 
85 
This means that unit intensity in the final plot corresponds to 
the level of illumination in the image plane if no object were 
present. 
Again, six sets of plots are shown (Figures 9-14), each 
representing a specified system. The four individual plots (a-d) 
in each figure correspond to the same four values of the coherence 
parameter 	as were used in the previous figures. The four 
curves on each of these plots show two full cycles of the square 
wave image for four fundamental square wave frequencies, 
The lowest frequency curves indicate system edge-ringing performance, 
while the highest frequency curves tend to indicate response near 
the resolution limit. 
It is easy to observe many of the phenomena discussed earlier. 
Clearly, edge-ringing develops in the unapodized and unaberrated 
system as the coherence is increased. Apodization (b = 1) eliminates 
edge-ringing in the unaberrated system, but in the aberrated systems 
(defocusing and spherical aberration), apodization is only partly 
successful in suppressing edge-ringing. 
An additional feature illustrated in these plots is the 
occasional phase reversal of the square wave image. (For example, 
phase reversal occurs for 	= 0.99 on all the plots in Figure 11.) 
Phase reversal is a familiar phenomenon In aberrated incoherent 
systems (see Section V. However, the reversal usually occurs at 
high spatial frequencies where the MTF (the modulus of the OTF) is 
small so the reversed wave is only weakly modulated. By contrast, 
in coherent illumination the phase-reversed wave may be fully 
modulated, since the modulus of the response function may remain 
constant until the cutoff is reached. This effect persists to a 
lesser degree in partially coherent imaging because the "response" 
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remains sufficiently great up to the cutoff frequency. An inspec-
tion of the photographs published by Considine (1966) also reveals 
these gross phase reversals for a bar chart transilluminated by 
coherent light. In fact, a combination of aberration and coherence 
may explain the severely reduced resolution he observed for coherent 
imaging. Clearly, pupil apodization of the type considered here 
would reduce these effects by selectively reducing system response 
at high frequencies. 
Very close inspection of some of these plots may raise a 
question about the definition of "edge-ringing." Specifically, 
several of the curves for systems supposedly free of edge-ringing 
(notably the curves for 	= 0.19 in Figures 9d and 10a) show 
small indentations in the waveforms which would seem to correspond 
to edge-ringing. It is important to remember that the edges of 
these square wave objects are not isolated straight edges (as assumed 
in the definition of edge-ringing) , except in the low frequency 
limit. Consequently, the response of one specific edge may combine 
with the response due to neighboring edges, producing these per-
turbations. This is an example of the type of artefact, discussed 
in Section I, which does not satisfy the strict definition of edge-
ringing. 
VI. Extension of the Criterion to Two Dimensions 
The principle of the new edge-ringing criterion is easily 
applied to two-dimensional optical systems. However, a fundamental 
ambiguity appears in Smith's criterion when it is extended to two 
dimensions. This ambiguity arises because a straight edge, which 
has been used to define edge-ringing, is basically a one-dimensional 
object.. Smith himself (1973) pointed out this ambiguity for coherent 
87 
imaging. It is appropriate to clarify this problem before dis-
cussing the two-dimensional partially coherent edge-ringing 
criterion. 
Smith (1971) originally obtained his criterion by considering 
the convolution of a straight edge object with a line-spread 
function. Consider a straight edge object oriented arbitrarily in 
the object field, and let the Cartesian co-ordinate system be 
defined so that the x-axis is perpendicular to the edge. Then 
this object is represented by 
( 1 	 '> 0 
F(x,y) 
(.. 0 	 x<O. 
Note that this object function is independent of y; in this sense 
the object is one-dimensional. The amplitude response to this 
object produced by a system with amplitude response function K(x,y) 
is given by 
A(x,y) 	F( x y') K (-x', -') 
 
00 	 00 ;f[f K(x_x',yy')c1 y ']x' 
0 	00 
f L(x—x')dx' =f L(x')4x' 
The function L(x) is the amplitude line-spread function, which is 
obtained by integrating the amplitude point-spread function K(x,y) 
over all y. The line-spread function represents the amplitude 
distribution in the image of a bright line located on the y-axis. 
Of course, as it has been defined here, the line-spread function 
is dependent on the orientation of the Cartesian co-ordinate 
system. From the above expression, it is easy to see that the 
image amplitude of the straight edge A(x,y) will be monotonic 
in x if and only if the amplitude line-spread function L(x) is 
everywhere non-negative. Conversely, if there are negative 
fluctuations in L(x) , these will express themselves as edge-ringing 
fluctuations in A(x,y) . Therefore, for a two-dimensional optical 
system imaging in coherent .light, the condition which must be 
satisfied for the suppression of edge-ringing is that the amplitude 
line-spread function should be everywhere non-negative. 
In his earliest paper (1971), Smith showed that this cri-
terion would be satisfied if the amplitude point-spread function 
K(x,y), which is integrated to obtain the amplitude line-spread 
function L(x) , were everywhere non-negative. This implies that 
the pupil function (the Fourier transform of the amplitude point-
spread function) must be expressible as a two-dimensional auto-
correlation: 
00 	 - 
(strict criterion). 
However, while this requirement is sufficient to ensure that the 
amplitude line-spread function is everywhere positive, it is not 
entirely necessary. In a later paper (1973), Smith pointed out 
that there exists a class of amplitude point-spread functions 
which, although not themselves everywhere non-negative, can be 
integrated to yield amplitude line-spread functions which are 
everywhere non-negative. These functions can be obtained by re-
quiring the pupil function to be expressible as a one-dimensional 
autocorrelation: 




It is obvious that the class of pupil functions which satisfy 
Smith's first (strict) criterion is a subset of the larger class 
of pupil functions which satisfy Smith's second (loose) criterion. 
The alternate subset of pupil functions which satisfy the loose 
criterion but not the strict criterion appears to be narrowly 
defined; in other words, there is very little difference between 
the two criteria in practice. Three features are worth noting, 
however: 
As Smith has noted (1973), apodized pupils which satisfy 
only the loose criterion tend to pass more light than do apodized 
pupils which satisfy the strict criterion. 
The strict criterion (which requires the pupil function 
to be a two-dimensional autocorrelation) automatically ensures 
the suppression of edge-ringing, no matter what the orientation 
of a straight edge in the object field. The loose criterion 
implicitly defines one orientation for the notional straight edge. 
Thus an asymmetrical pupil function may satisfy the loose criterion 
for one orientation of the edge, but not for another. This 
ambiguity is obviated, however, if the pupil function is postulated 
to be circularly symmetric. 
The loose criterion ensures the suppression of edge-ringing 
at a straight edge because, as has been pointed out, a straight 
edge is basically a one-dimensional object. Where the strict 
criterion is not satisfied, artefacts may be expected near more 
complex two-dimensional objects. In particular, it is anticipated 
(although this has not been demonstrated) that systems which 
satisfy the loose criterion but not the strict criterion will 
exhibit "corner-ringing" near rectangular corners. Since there 
is very little difference between the two criteria, however, this 
907 
effect is expected to be negligIble. 
Having discussed the difference between Smith's two coherent 
edge-ringing criteria in two dimensions, it is now appropriate to 
extend these criteria to partially coherent systems. Clearly, the 




Similarly, the loose criterion will be satisfied when 
0, 0)R 	W) , 
(loose criterion). 
Since coherent imaging represents the extreme case of the edge-
ringing problem, and since even in this limit there is very little 
difference between the strict criterion and the loose criterion, 
the difference between these two criteria should be even less 
significant in partially coherent imaging. 
VII. Conclusion 
A new performance indicator for partially coherent imaging 
has been demonstrated which specifically gauges the tendency of an 
optical system to produce edge-ringing. In addition, this new in- . - 
dicator can be used for the general assessment of systems imaging in 
partially coherent light because it is intimately related to the 
rigorous transfer functions which describe coherent and incoherent 
imaging. Although it does not provide complete information about 
the performance of an optical system which is non-linear (as does a 
transfer function for a linear system) , the new criterion is intui-
tively and objectively meaningful. Therefore, it should prove val-
uable in the design and evaluation of optical systems imaging in 
partially coherent light. 
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Appendix A 
Imaging a Square Wave in Partially Coherent Illumination 
The partially coherent imaging equation is 
9 (L)  
Cho 
{ f
9 '1 r)'(r') 	+")(") l'  0 
- I .7• • I, . 	 '- f - 	 ( 	; F,  ). ,-* ( ")c" 
do- 
Consider-as an object a fully-modulated square wave, whose 
amplitude is given by 
°° 	
(-•1) 
F( 	 [(2 	( 	x] L ~ ..ac cos 2. 	2n+1 
The Fourier transform of this object is 
s() + [g((2 n+i) - ) + ((2 	 ) t 'R + E )) + 
Then 





) 0 Zn+i 
+ 1 2. 	.  
[nO 2.m+i. 
[2+1 - + ') ~ S((2+i) 	(+"))]] 
[s((2n+i) t it) + ((2n+i) 	)]] 
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Thus the imaging equation, including the square-wave object, 
becomes 
I #—I 
J( •L)=ii O )0)s(0) 
GO 	 m 
1 V (-I) 	-' 
L 	.j J (i ~ t 	;0)[S((2rn+±) 	)((2m+1) 9 
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Clearly, the imaged spectrum of the bar chart is grouped into 
a set of discrete frequencies which are multiples of the fundamental 
frequency, 	. (Notice that the last term. (the double summation) 
produces even harmonics of the fundamental frequency 	. The 
spectrum of a bar chart imaged in incoherent light consists 
necessarily of odd harmonics only. The appearance of these even 
harmonics is thus a consequence of the (partially) coherent 
illumination.) 
The double summation in the last term is unwieldy in its 
present form. It is desirable to group together all the terms 
which contribute to a specific frequency component . From 
inspection it appears that the double sum can be reorganized in 
a form such as the following: 
Last term = 	[f (2i 	- )+ 4 	(2i + 
where the form of the f.'s must be determined. With a view 
1 
-. 	towards achieving this format, and abbreviating 
(- 1.) 
(2. rn + j)(2 n + 1') 
as 	
[ 
m J n] I 
the double sum may be re-written as follows; 
Double sum = 












+(2. n 	;(lv.i)) (2.(m+nL)+) 
mro nO 
(0000. 
.1 	'.0 I n Zo m)h 
>o 
I + 	[ 	]((2n+1);-(21))S(2(rn-n)4 
4W to 





The individual double sums so organized can be re-worked one-by.-
one in the following manner: 
I{ 	(-1) il o (2 L) R; 1 n. 1) R)S(2 (n+t_n_ 1+1) - ) 
t1nO 
R 0 
Un +i 	(2 n+ 	(1 i 	fl 
(In .i)(l-n-i) 	
; )] 	- 
	
Vt2O 	 . 	 . 
95 
- 
® 	I1 	-' (ln.L)(L(i-n L).t) 	 (ins 0)S(2(n+-n-1'1) 	) 
j:j .:O 
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(lm.i)(lm-li +1) 	' 0 
Met 
Thus the entire last term may be written: 
Last term = 
[






	(23+i.)(lj -2. 41) 




L(j+i)(1 - 2j - I) 
j:O 
DO 
~{ 	 1 
jul. 
jzO 
Finally, the entire image intensity spectrum (for the domain 
> 0) may be written 




DO 	 DO 
- 	




(The negative domain is then most readily derived from the 
identity J 	) = J 
An effective way of checking the validity of the above 
expression is to demonstrate that in the case of incoherent 
illumination, it reduces to 
R oTF( 0)•[k g(0) 	 a~ i) -J 
1:0 
This follows if three theorems can be proved: 
a) 	 OT  () 	in incoherent illumination. 
Proof: Since 	 , and since 
9  ( ) is a constant for incoherent illumination: 
f((-)+ )N()c 
OT 
It also follows that (in the incoherent limit) 
= 	 Os 
1. 	 1 
b)i.L 
3=0  (2j+1) - 	
or 	Y- -iF 	2J+1y - T 
j:O 
This ensures that the null frequency component is correct. 
c) For all integers i ) 0, 
00 
(a+i)(a-a+t 
This ensures that all even harmonics vanish. 
C 	SUBPOt!TP-1P. TO C 4LCUL !AT E I MCF SPCTPUM OF SQUARE NAVE-. 
C !MAGjC BY PA.T TALLY COHERENT IMAGING SYSTEM 
C 	(SEE TEXT AND APPENDIX) 
C 
C 	PAR.IMETE1?S - 
C X!P IS FUNUA4ONT4L F'E0UEt.CY OF SQUARE WAVE 
C 	A0 IS ZEI)ETH-flPflER CO.PPtlENT 
C ' A IS ARRAY COP!TAINItIr, REAL CrMPONFNTS OF HARMOrJ!CS 
C . 	A IS ?PRAY CNT 41 flING fl'AG IN.Ry COMPONENTS OF HAP 'ONI Cs 
C A09 A, AND B ARE FFTURNED 
C 
SUBROUTINE SPFCT(XIR,A0,A,B) 
DPIENSION A(50), B(50) 
C"PLEX CCF, R, Vi, Y2 
DATA PJ/3.14159/ 







IF (1-50) 100, 100, 200 
200 AC=AO/(PI*P1)+CCF(0.,').)/4, 




IF (X1-29) 400, 400, 500 




0010 300 	 - 
C 	CALCULATE EVEN H4"ONIC'S 







IF (J—I) 700, 000, PO0 
C 	SIJM2 (I TO 'INFINITY') 
800 Y1=0, 
900 ARGI=2*J+1 
ARG2= 2w (J— I) '-1 





C 	FINAL SUM 
1000 R=(Y1—Y2)*( (—j)**I)/(pj*pI) 
A(2*I)=RFAL(R) 
Ei(2*I)  =AI MAG(P) 
1=1+1 




The Calculation of the Transmission Cross-Coefficient for a 
Partially Coherent System with Apodization and Defocusing 
The cross-coefficient for a one-dimensional optical system 
is calculated from the equation 
The pupil function of an optical system with defocusing and 
a simple form of apodization may be given by 
(i-blI)e' 	 I 
The effective source function may be written 
If es 
IU >es• 
where 	es is the effective source size. The normalization con- 
stant is given by 






This normalization ensures that 7 (O;O) 1 for all choices of 
the effective source 	and the. apodization parameter b. 
Although the formal limits of integration are infinite, the 
true integration domain is limited to the region where the 
non-vanishing regions of the functions 9 1 ), and J( * overlap. 
In many cases, the integral vanishes because these regions do not 
overlap at all. When they do overlap, the integration limits 
must be determined logically. Then the integral may be written 
2. 
-; I (t- 	Ie I 21T I 	(1-6) .t. 	 2 
This expansion allows some simplification: 
R 	t 	 1+U exaq(()-( 
+ 2 
) )c 
ex 	2. 	2 
C n - 	Pl20 t. ')j (i-bI 1+t)(l 6 ILU) 
The remaining integral may be calculated by numerical integration. 
In the coherent limit, where the effective source function 
may be replaced by a delta-function, the expression for the cross-
coefficient is much simpler: 
=(1-611,1)(1-611 1) exp[21ra( - 	)}. 
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S1JB'9UTINF TO CALCULATE VALUE OF TRAISISSID) 
C CPf15S-CUcFFICINT FflP flPTI CAL SYSTEM JTH APOO!LAT ION 
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C CCF IS VALUE OF CVCSS-COEFF!CINT 	RETURNED 
C 
	
xii AND X12 tJE INPUT FPFCLE'CIES 
C XIS IS EFFECTTV F SOUCE SIZE 
C 
	
A IS 1EF(1CUS IrJ( PAA'1ETFR (AVELEHGTHS) 
C B IS AP{)I1ATJO 1 PARAMETER 
C 
COMPLEX FUNCTION CCF(XI1,X12) 
CCMPLEX C, Cl, SUM, Y, YP 









BRANCF- IF SOUrCE S!LE APP°.CACHES C1HEPENT LIMIT 
IC (XIS .LT. EPS) GOlD 100 
C 
	
RETURN IF CROSS -COEFFICIN1 VANISHES 
IF ((-X2) .61. 2.) RFTUQ 
IF ((Xl-lo) .GT. XIS) 	FTUti 
IF (- (l.+X2) .GT. XIS) ET1PN 
C 
	
CALCULATE L!?'ITS OF ItlEGRZL 
EL2=1.-X1 
PL1=-(1.+X2) 
IF (XIS .LT. RL2) RL=XIS 
IF (-XIS .01. RU) RL1XIS 
C 
	
SET UP IPTEGQATTrIN  
r1=CpLx(o.,FnFrI4 1 (x1x2)) 
'JC=I. +(RL?-PL1)*NO 








PERFORN INTEGRATION BY TRIANGULAR RULE 

















CALCULATE COSS-COEFFICIENT IN COHERENT LIMIT 
100 IF (ABS(Xi) .61. 1.) RETURN 







Edge-Ringing and Fresnel Diffraction 
An interesting by-product of the research into edge-
ringing was a short investigation into the relationship between 
edge-ringing and Fresnel diffraction. At first, one is inclined 
to overlook any such relationship, since the two phenomena tend to 
be considered in separate circumstances. Edge-ringing is thought 
to be a manifestation of Fraunhofer diffraction in a lens pupil, 
while Fresnel diffraction occurs at a coherently illuminated sharp 
boundary and is easily thought to be independent of any optical 
system. However, edge-ringing was found to be indistinguishable 
from Fresnel diffraction when observed with a simple optical 
system. One is thus led to the hypothesis that the two phenomena 
represent limiting regimes of the same physical process. The 
two separate interpretations are due to two different viewpoints 
of a single physical situation. 
In this chapter, these two viewpoints are highlighted, and 
are shown to be reconcilable. Numerical results are presented 
to show the effect of defocusing in coherent optical systems, and 
some of the implications are discussed. An article based on this 
work has been published in the Optica Acta (1975, 22, 235). 
Consider the optical arrangement shown in Figure 1, in which 
spatially coherent monochromatic plane waves illuminate a straight 
edge. A "perfect" lens of finite aperture images an object plane 
located near the straight edge. From a naive viewpoint there are 
two sources of diffraction in this system. First, the straight 
edge produces Fresnel diffraction in the object space. Second, 





straight 	object lens 	 image 
edge plane plane plane 
P 	P la 
I C — ' '—C' 
AS S 
ç(x) 	F(x) x() 	A  
space. These two diffraction processes must somehow combine to 
produce the final image. 
If the Fraunhofer approximation is valid, the image may be 
described as the convolution of the function representing the 
object, F(x'), with an amplitude point spread function character-
izing the lens, K(x'); i.e. 
CO 
A(x)fF(x')K(x—x')dx' 
The amplitude point-spread function is merely the (inverse) Fourier 
transform of the pupil function 
K(x') L ( 	
(
t)_&L1) dr,, 




The function 	( ), which is identically zero if the lens is 
perfect and the object is located in the plane of best focus, can 
represent aberrations in the lens as deformations of the ideal 
wavefront, through the diffraction theory of aberrations (see 
Born and Wolf, 1964, Section 9.1). 
Of course, in general the imaging process is two-
dimensional, and can be described by the equation 
00 
2A(x,y)=ffzF(xy) 1K(xx'., -y')d'dy' 
Go 
However, for a straight edge or similar object which is non-
varying in one dimension, this imaging equation is greatly 
simplified. If the y-axis is defined to lie along the straight 
edge, the object function depends on x only: 
1F(x1 y)= 1(x) 
and the imaging equation becomes 
2Axy = A(x) L 
F ( x/)[f 2K(xx/, 	d y_ y') y '] Jx' 
-00 
f F(x')K(x-x') dx'. 
The problem is thus appropriately described in one dimension. 
Note that, since the new spread function K(x) is of the form 
((x)f K(x 1 y') dy' 
its Fourier transform (the pupil function appropriate for the 
one-dimensional case) is given by 
103 
;( 	2),s(17. 
In other words, only the diameter of the lens pupil perpendicular 
to the straight edge contributes to the imaging equation. 
Given the optical arrangement shown in Figure 1, there are 
two alternative choices for the object and spread function: 
1) If the focused object plane of the lens is located to 
the right of the straight edge (As > 0) , then the system may be 
visualized as imaging the Fresnel diffraction pattern which appears 
in the object plane. The amplitude distribution of this diffrac-
tion pattern is given in most standard texts (Born and Wolf, 1964, 
Section 8.7): 










=exp(i )i. [ -- + - £ exp(i . i9cJ.
2. 
Complex constants (such as that outside the bracket) which may 
be grouped with the illumination constant will be neglected through-
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In this model the separate Fresnel and Fraurihofer diffraction 
effects appear explicitly in the object and spread functions 
respectively. Unfortunately, the resulting convolution is diffi-
cult to evaluate in general. However, if the aperture is very 
large (a-a' 	), the spread function becomes a well-known represen- 
tation of the S -function. Thus, in the large aperture limit the 
lens should exactly reproduce the Fresnel diffraction pattern in 
the image plane, i.e. 
l;rn{A,(x)} 	JF,(x')s(x-x')d'F(x. 
This limiting case of model 1, which ignores the effects of the 
lens, will be referred to as the Fresnel diffraction model. 
2) If the lens aperture is small, however, the Fraunhofer 
diffraction effects of the lens may not be neglected. It then 
becomes more convenient to re-write the imaging equation, choosing 
the straight edge itself as the object. This is represented by 
the Heaviside step function 
F1 (x) 
(0 
The object no longer lies in the plane of best focus, and the 
defocusing may be described by a wavefront deformation as shown 
in Figure 1. Let C represent a spherical reference wavefront 
emanating from a point P in the object plane, and let C' represent 
a spherical wavefront emanating from a point P' in the defocused 
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plane of the straight edge. Then, taking A s as positive in Figure 
1, the path difference between these two wavefronts may be approx-
imated by the aberration function 
A5  
Including this defocusing term in the equation for the pupil 
function and substituting the new object function in the imaging 
equation gives 
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The quantity within the braces is the'Fourier transform of the 
straight edge (cf. Bracewell, 1965): 
I I = 
-L [ I S (t ) + z 
A S 2- 	2wd 
Therefore, the amplitude distribution is (within a constant) 
M 	I ] e x p [2~1 4 1 A(x)=j 
-ø [T 
	) 21r 	 x 	S 
- i f21!± (o)1 - 1exp 	
J 21T -ø + j —ex 
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If ' ( ) vanishes, then 
+ .  f! Sin( 2-wx l2.  
.i. +.f 1s 	SI4 d' 
2. 	iT 0 
This is the formula which represents edge-ringing for a finite 
system focused on a straight edge. 
If, however, the system is defocused as shown in Figure 1 
(A s 0), the amplitude distribution becomes 
f
f2Tn\2Tr
A(x)l +_ 	- Sjni 	)ex 2 ir IA 2 s ' J 
(This equation has been derived previously by Rowe (1969), who 
goes on to give detailed numerical integrations and plots of the 
resulting defocused edge-ringing.) 





1 2.  cit. 
Interestingly, the variable w is identical to the variable defined 
earlier: 
W= A
~! S x 
Two different models have now been proposed to account for the 
same physical situation. Clearly, these two models should provide 
equivalent descriptions of the image. In particular, when the 
aperture is very large (a - oo ) , the second model should reproduce 
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Clearly, this will be true if it can be shown that 
exp( L Ir) '/ 
sin Orwt)exp(im ~ '-)cit=
- 
£ 
f exp)c. °  0 
The right-hand side of the above equation may be expanded 
as a power series and integrated term-by--term: 
exp(-i)ff 
('b' 	1 ( Or RHS= 	 J I -:-) D2"d?L 2.. 	0 	ri;O 
= exp(-) Y 1 ( ~`) 	 -~ 2n air 
e.xp (_[-)JY cc 1. 	1r'\" b4I 
(n+j) 2. 
Similarly, expanding the sine factor on the left-hand side gives 
00 n 
LI-15 =--.f 	
(-i) 	2n+i 1ni,2-i 	 fz .rr
it 	w 	t ex cit 
0 rj=O 
00 	 r 
(-1) 	
Tr w 	* exp t 
2.n 2n+ij I in 	 . 	 d-t] IJ (in~i)1 1 0 	 r / 
IM 
The integral in brackets is listed in Abramowitz and Stegun 
(1964), equation 7.4.4: 
00 	
I 1 flexp(_a1) d - F3 ... (2n-i) 
- 	
- 	 d 
In the present context this may be modified as follows: 
/ 	(2n+1)! 	_n 
J 21 (n_1)!cia = 	 22. n (2n+1) 	V 
Letting a = i ir/2 and inserting this result into the series for the 
left-hand side gives 




(In+i)! (2n+i)n!22 	()_ 	} 
Re-arranged, this quickly becomes 




which is equivalent to the series expansion for the right-hand 
side. Thus the second model yields Fresnel diffraction in the 
large aperture limit. 
The second model has been used to compute numerical examples 
of the edge-ringing/Fresnel diffraction phenomenon. Since edge-
ringing is qualitatively so similar to Fresnel diffraction, no 
sample plot is included here (see, however, Considine, 1966, 
Smith, 1971, or especially Rowe, 1969). Of particular interest 
in the present discussion is the behavior of the fringe spacing 
as a lens system, - such as that in Figure 1, is adjusted through 
focus. This is shown in Figure 2, where the following dimension- 
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less co-ordinates are used: 
y= 
2As A s 
The ordinate (y) in Figure 2 is thus dependent on the aperture (a), 
while the abscissa (z) is dependent on both the aperture (a) and 
the focus (As). The three solid curves in Figure 2 show the 
positions of the first three bright fringes in the diffraction 
pattern. In order to compare these curves with the predictions 
of the Fresnel theory (the limiting case of model 1), note from 
the Fresnel diffraction model that the variable w is related to 
the above co-ordinate definitions through the equation 
Y = wJi 
Examination of the Cornu spiral (Born and Wolf, 1964, Section 8.7), 
or consultation of tables of Fresnel integrals (Abramowitz and 
Stegun, 1964, table 7.7) , shows that the first three bright fringes 
of Fresnel diffraction occur when w 1.27, 2.35, 3.09. The loci 
of these predicted fringes are shown by the dashed curves in 
Figure 2. 
It is easily seen that, as predicted, the. edge-ringing fringes 
(model 2) converge to these curves as z becomes large, that is, as 
the aperture becomes larger or as defocusing increases. In other 
words, the Fresnel model (which ignores the Fraurthofer diffraction 
of the lens) simply and adequately describes the image when the 
lens is focused away from the straight edge and the aperture is 
sufficiently large. On the other hand, by neglecting the finite 
Figure 2 
, r  
-2.0 	-1.0 	0 	1.0 	2.0 
z 
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aperture of the lens, the Fresnel model erroneously predicts the 
complete collapse of the diffraction fringes when the lens is 
focused on the edge (A s = 0) . The second model unambiguously 
describes the image when t s = 0 (edge-ringing), as well as when 
As <0. The latter situation, that of "virtual" Fresnel fringes 
located behind the straight edge, has been discussed previously 
by Sillitto and Wilson (1958). 
Since defocusing has been treated here as a simple aberration, 
it is interesting to consider the effect of other aberrations on 
edge-ringing. In particular, one may examine the behavior of a 
lens with primary spherical aberration by considering the aber -
ration function: 
() 
As in the previous case, it is found that spherical aberration 
causes the edge-ringing fringes to expand, at least for small 
aberrations. However, for aberrations greater than one wavelength 
(a5 >1), the expansion appears almost to cease, with the fringe 
spacing remaining about double the spacing of the unaberrated 
fringes. In fact, just as the defocused fringes appear to 
expand as the square root of the defocusing parameter, fringes 
in the spherical aberration model appear to expand as the fourth 
root of the aberration parameter. 
An important consequence of the edge-ringing phenomenon is 
that it may limit the resolution of a lens imaging in coherent 
light. Considine (1966) shows an example in which the resolution 
of a bar chart is degraded by a factor of 3 when coherent illumina-
tion is substituted for incoherent illumination. He argues that 
this severe degradation is due to the mutual confusion of the 
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edge-ringing fringes appearing in the image. Clearly, any mech-
anism which enlarges the edge-ringing fringes (such as the aber-
rations discussed here) must cause severe deterioration in the 
performance of an optical system. These results emphasize the 




A New "Analytic" Method for Computing the Optical Transfer Function 
I. Introduction 
In Chapter 4, a new edge-ringing criterion was established 
for partially coherent imaging. It was suggested that this new 
criterion might be employed a priori in the design of an apodizing 
filter included in an imaging system 'in order to suppress edge-
ringing. In the next chapter, a new method for optimizing such 
a filter will be proposed. This new method uses the technique of 
linear programming to optimize the choice of coefficients in a 
series representation for the apodizing filter. 
It was discovered while investigating this optimization 
technique that a series representation for the pupil function of 
an optical system could be used as the basis of a new method for 
computing the Optical Transfer Function (OTF). Because of the 
importance of the Optical Transfer Fuflction in modern lens design, 
this new YrF method has been investigated carefully. 
It is worthwhile to present the new OTF method in a complete 
and unified form. Further, some of the results which are derived 
in developing the new method will be important when discussing 
the optimization of apodizing filters. Therefore, although it 
requires a departure from the logical sequence of this thesis 
as a whole, the present chapter will be devoted to the new "analytic" 
method for computing the Optical Transfer Function, and the dis-
cussion of partially coherent imaging systems will be resumed in 
the next chapter. 
As a familiar and powerful tool for the analysis of imaging 
systems, the Optical Transfer Function needs no introduction. It 
113 
offers a simple but meaningful description of system performance 
based on the diffraction theory of aberrations. 
Although in theory the Optical Transfer Function (OTF) is 
easily obtained from the pupil function of an optical system, in 
practice the calculation is not simple. In all but trivial cases, 
the OTF must be calculated numerically, using one of two methods: 
In the double-transform method (Lerman, et al., 1967), 
the pupil function is (inverse) Fourier-transformed into the 
image plane to produce the amplitude point-spread function. The 
intensity Point-Spread Function (PSF) , which is the squared modulus 
of this function, is obtained and then Fourier-transformed back 
into the pupil plane to produce the OTF. 
In the autocorrelation method (Hopkins, 1962; Macdonald, 
1971), the pupil function is multiplied by  shifted conjugate 
analogue of itself. The resulting function is integrated to obtain 
the OTF. 
Both these methods require a compromise between computational 
speed and numerical accuracy, and much effort has been expended 
to devise techniques which improve this compromise. 
The method introduced here avoids the use of numerical 
integration altogether. Instead, the pupil function of an optical 
system is expressed as a series of orthogonal functions (involving 
the Zernike polynomials) whose coefficients completely characterize 
the pupil. This series representation is easily Fourier-transformed 
to obtain a. series representation of the amplitude point-spread 
function (Zernike, 1934). 
The squared modulus of the amplitude point-spread function 
furnishes the intensity Point-Spread Function (PSF) . The PSF like- 
wise can be expressed as a series expansion in orthogonal functions, 
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which likewise can be Fourier-transformed to produce a series 
representation for the Optical Transfer Function. The key feature 
of the new method is the cross-multiplication of the two series 
representing the amplitude spread function and its complex conjugate 
to produce a double-series representation of the PSF. This double 
series may be re-expressed,as a single series through a summation 
procedure which uses an unvarying set of cross-multiplication 
coefficients. 
Theoretically, the new method corresponds to a double-
transform method which uses the cross-multiplication procedure 
to produce the PSF. Practically, the method is quite straight-
forward because of the simple Fourier transformation properties 
of the orthogonal functions. The series expansion coefficients 
characterizing the OTF are obtained by combining (in a specified 
way) the coefficients characterizing the pupil function with the 
unvarying cross-multiplication coefficients. 
In the following section, the basic method will be developed 
more fully. In Section III, some characteristics of the orthogonal 
functions will be described, and details of cross-multiplication 
procedures for both the pupil plane and the image plane will be 
discussed. Finally, techniques for obtaining the coefficients 
characterizing the system will be proposed in Section IV. 
II. The Basic Procedure 
A. The Amplitude Transform 
In their discussion of the diffraction theory of imaging, 
Born and Wolf (1964, Chapter 9) show that the pupil function of 
an optical system may be characterized by a series of functions 
which are complete and orthogonal on the unit circle. These 
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functions have the form: 
if 
	 m 	 m and n are integers, 
n>O, Imi 4 n; 
(m+n) is always even. 
The functions Rm(,  ) are the Zernike polynomials, which are dis-
cussed in Born and Wolf (1964, Chapter 9 and Appendix VII). 
Using these functions, the pupil function of an optical system 
may be written in the dimensionless form: 
(U: 




0 	 10>1 
is usually defined to have unit modulus, i.e.  
Although in principle N must approach infinity for this representa-
tion-to be exact, in practice only a finite number of terms in the 
series is necessary. The coefficients km  may be real, represent-
ing systems with masks or apodization; or they may be complex, 
representing aberrated systems. 
Note that this representation differs slightly from the 
representation more commonly seen: 
N r 
(1 y) exp{2ri 	i' R'' ( ) 	rnO n 	nJ3 COS 
•iO r=O 
where the coefficients km are usually assumed to be real. In this 
representation, the pupil function is expressed as a function of 
a series expansion •for Ehe wavefront distortion in the pupil. 
However, the presence of the exponential function in this expression 
tends to obscure the simple Fourier transform properties of the 
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series representation. 
The amplitude point-spread function corresponding to the 
earlier representation of the pupil function is given by the 
(inverse) Fourier transform of the series expansion. In dimen-




ff '~ c 
If the circular co-ordinates 
	
x = r cos e 	 = jO C05 IP 
y = r sin() 
	
7=/ Sfl$° 
are introduced, this Fourier transform may be written: 
I lit 
f(r,e):ff ), 0)exp{-21rfoos( 0 -e)}fc 0 djo. 
Substituting the series representation of the pupil function 
into this transform equation leads to a series expansion for the 
amplitude point-spread function: 
(r)e)ffz I krn1/ 








:II mj R( 	J emep{_21rr, cos(o_O)}d?j1d1. n=O m:-n M  	 o 
With the help of a well-known equation for the Bessel functions 
(cf. Born and Wolf, 1964, Section 8.5): 
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•., 	2ir. 
L 1 	CCOS c( - I e e 	deJ(x 
	
2ir 0 . n 
the integral in brackets may be written: 
I I = e 	2ir 
M 
e 	21'(-) 3m (2 1Tr,p) 
(since J 
n  (-x) = (-l) "J (x) when x is real). n 
The transform equation has now become 
N 	 I 
Om kJ 	{2_ e 	3 m (2 1T 1p)] j0d,p 
fl=Omz-I 	 0 
m irner r' m E (-i)k e 	L (211  10 n:-n 
Born and Wolf (1964, Appendix VII) show that 
T' (v) 
 
When this is used to replace the bracketed integral, the final 
expression for the transformed series becomes 
N 11 	
VYI 	 e 1  K(r) O)211 I I (-i)mke. 
ZlTr 
L1) 	
J 1 (2 1rr) 1 
p=o =-n pn  
21T 	
n m 	1 (2Trr) irne 
= 	 (-Ok e n 2rrr I'tO v-fl 
From the foregoing discussion, it should be seen that the set of 
f-0 n 	M 
orthogonal functions 2f' 	y') transforms into the image plane 
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to form a new set: 
	
l 	 e Transform
l
Iv y"   (jo, o) 	V (r) e) 2 TT(t) I(2irr) 	e 2Trr 
This new set of functions is orthogonal over the image plane 
(e between 0 and 21r ; r between 0 and ), and it completely 
characterizes all functions whose Fourier transforms lie within 
the unit circle. 
It appears that Zernike (1934) previously developed this 
Fourier-transform procedure in order to investigate amplitude 
distributions in the phase-contrast microscope. Obviously, this 
procedure may be used to calculate diffraction patterns in the 
image plane of an optical system. In fact, such diffraction 
patterns, for optical systems with simple aberrations, were pub-
lished by students of Zernike (Nijboer, 1943, 1947; Nienhuis and 
Nijboer, 1948; reported in Born and Wolf, 1964, Section 9.4). 
However, they employed a procedure which uses the exponential 
representation for the pupil function pointed out earlier. This 
procedure is physically equivalent to Zernike's (1934) procedure, 
but it fails to utilize the basic simplicity of the inter-
relationship between the orthogonal functions in the pupil and 
image planes. 
B. The Optical Transfer Function 
In the same way as the pupil function, it is also possible 
to represent the Optical Transfer Function using orthogonal 
functions. Since the OTF corresponds to the autocorrelation of the 
pupil function, it occupies a region in the pupil plane bounded by 
a circle of radius 2. Therefore, it must be possible to express 
119 
the OTF in the form: 
OTF (.p y') --- Autocorrelation f ,  so))IR IT 
	
=*± ±V(P/1) r) 	(j+1 even) 
j=0 i=_j 	
J 	J 
Consequently, the Point-Spread Function, which is the (inverse) 
Fourier transform of the OTF, can be expressed by 
PSF = 
J- j 
- 	I ± V(2 	 (j+J even). IT jzO 
The factor of 	in the equation for the OTF preserves the con- 
vention that the OTF has unit modulus. The additional factor of 
4 in the equation for the PSF ensures that the Fourier-transform 
relationship is consistent. It is possible, of course, to incor-
porate these factors in the definition of the coefficients t. 
The Point-Spread Function may be obtained by taking the 
squared modulus of the amplitude point-spread function. Thus 
the series representation for the amplitude point-spread function 
may be multiplied by its complex conjugate to obtain a double-
series representation of the PSF: 
PSF(r,9)=-- I K ()V 
=[k;v (rO)I 	k ,V ,('- e 1LII-, 
m' 
pn 	 J n' m' 	
)J n 	n 
k tm 	','V(r,o)V','(r,e) 
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(Superscript bars denote complex conjugation.) 
If this double series for the PSF can be re-expressed as a single 
series in the form defined above, then the OTF follows by implica-
tion. 
The function contained within the brackets in the last line 
of the double-series equation for the PSF contains the cross-
multiplied image plane orthogonal functions, but it is independent 
of the coefficients characterizing the optical system. The 
crucial assertion is now made that this bracketed function may be 
replaced by the approximate series representation: 
I ] J , Vmm(2r,O) . 
From what has already been stated about the orthogonal functions 
Vm(r, 0 ), in particular, from the fact that the set describes all 
functions whose Fourier transforms lie within the unit circle, it 
should be clear that (as J- 	) the set of functions V(2r, 0 ) 
J 
must completely describe all functions (including the cross-
multiplied orthogonal functions) whose transforms lie within a 
circle of radius 2. Further, the angular dependence of the 
bracketed term is e i(m-m')ø  , so thatk is fixed, I = m-m', and 
only a series in j is required. Other properties of this represen-
tation will be discussed in a later section. 
Substituting this series.representation into the double-
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The essential feature of the new method is that the set of 
coefficients which characterizes both the PSF and the OTF: 
	
N N 	Yfl ] += II k'k', 
V:O n':O 	nn Marne 	
n 
m2 = lesser ((n-i), n') 
mi = greater ((-n-i), -n') 
may be obtained directly (that is, without explicit transformations) 
by combining (in a specified way) the coefficients characterizing 
the pupil function with the cross-multiplication coefficients, b a ,. 
nn 
These cross-multiplication coefficients are mathematically defined 
and are therefore independent of the optical system. Explicit 
numerical integration has been avoided entirely. 
III. Mathematics and Computation 
A. Zernike Polynomials 
The usefulness of the Zernike polynomials for describing 
the pupil functions of optical systems has been cited by several 
authors. However, because details of the properties of the Zernike 
polynomials are scattered throughout the literature, it seems 
appropriate to collect some of. the relevant material here. 
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The set of functions 
fl.~ O;Imln 
(rn+n) even 
is defined to be complete and angularly symmetric, and orthogonal 
in the unit circle. The Zernike polynomials Rm(10)  are the unique 
set of polynomials which satisfy these requirements (Bhatia and 
Wolf, 1954; Born and Wolf, 1964, Appendix VII). These polynomials 
are solutions of the differential equation 
=0 
where '( = n(n+2), and (n-m) must be even 	(Zernike, 1934). 
These solutions are related to the hypergeometric functions 
through the equation 
1) 	
(vi + rv. F 	









and to the Jacobi polynomials through the equation 
M R o) jo p 
(0) 
 ) (2/ -1) 
( 2. 
(Tatian, 1974). 
Finally, the Zernike polynomials may be computed directly from 
the formula 
() 	
S 	 n-is 
Rp)=> (- 1) 
—s)!(';''  
where n > 0 	n, (m+n) is even, and Rm( ) = Rm ( P ) 
nt 	nj 
(Bhatia and Wolf, 1954; Born and Wolf, 1964, Sec. 9.2.1 and Appen-
dix VII). 
In common with other sets of orthogonal polynomials, the 
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Zernike polynomials satisfy a recurrence relation for varying 
degree (n) . This recurrence relation is useful for calculating 
numerical values of the Zernike polynomials. In the present case, 
it takes the form 
	
113 (1 )+k 1 	C). L pf 
The coefficients in the above equation are 
i<,= 2(' + j)(pi-m +i) 
= I. 
In ~ rn 	\Inrn 
k 	{n(t)k1_1 
j 2 -i)1+(n-i)k3 
The recurrence procedure can be started using 
No second starting value is needed, since the k 4 coefficient 
corresponding to the non-existent polynomial R 2 () is identi-
cally zero, and the recurrence relation formed in this way success.-
fully produces the polynomial R 2 ( ). 
To be useful in practice, such a recurrence procedure should 
be numerically stable (Abramowitz and Stegun, 1964, p. xiii); 
that is, numerical errors appearing in the specification of any 
quantity in the relation should not be magnified as the recurrence 
proceeds. Unfortunately, the above procedure is not absolutely 
stable in all cases. This behavior may be examined quantitatively 
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using the method of forward error analysis (Fox and Mayers, 1968, 
p. 40). It is found that the problem becomes worse as ,m increases, 
and is most severe in the neighborhood off = 0. As an example 
of such a situation, a small error in the specification of 
R(fi0) is magnified about 3000 times when R(r) is computed. 
These errors need not be prohibitive if modest demands are made 
of the procedure, but it is well to be aware that the problem 
exists. 
Two further relations for varying order (m) have been noted 
by Nijboer (1947): 
rn 	n-m+2- 	Pfl1. 	 fl+YY 	Rmi() rR = 2(n+i) fl,j) + 2(n#i) n-I 
m+i 
p R () 2(n.t) R 1  ()+ 2(n+1n-i ¶j) 
B. Orthogonality Relations 
	
The functions j1f ()0) 	in the pupil plane are defined 
to obey the orthogonality relation: 
f V " ('P' r)11(p, o) 
00 
1 r 	21r (rn-m')f 	1 
1ç•p)1p1pi [I' e 	 dOJ 
J 	0 
2wS 	,1 ._!L 
L 	mm] 
(Born and Wolf, 1964, Sec. 9.2.1). 
It follows that the functions V (r, e)} in the image plane 
should obey a similar orthogonality relation: 
2ir 
jJ 	V(r,ø) 1 (r,9)rd8dr 
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The orthogonality integral for the Bessel functions may be found 
in Abramowitz and Stegun (1964, Eq. 11.4.6), or in Watson (1962, 
pp. 404-405). Note that the rule which requires (m+n) be even 
further implies that (n+n') is also even in the above orthogonality 
relation; this obviates the possibility of obtaining a non-zero 
integral for odd combinations of n and n'. 
C. Cross-Multiplication of Orthogonal Functions 
It is now appropriate to discuss two cross-multiplication 
procedures for the 'two sets of orthogonal functions in the pupil 
and image planes. The requirement for a cross-multiplication 
procedure in the image plane has already been established in the 
derivation of the "analytic" OTF; the cross-multiplication procedure 
in the pupil plane may prove useful for calculating the coeffi-
cients in the series representation of the pupil function. 
Each procedure requires a series representation for the 
product of a pair of orthogonal functions; that is 
py + PY% 1 rn , 
°)E a j  ,iI 	 (pupil plane), nr 	j 
j O 
and 
• V(r,e)V ' (r,)>1 1, 	'' (2r, o) 	(image plane).nn 
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Clearly, the order ( ) of these expansions is determined by the 
orthogonality of the angular part of the functions 'if and V 1 so 
that only a series in j is required for each expansion. Note 
that, because the radial functions in the image plane are not 
indexed according to I , as are the radial functions in the pupil 
plane, no indexing of the b-coefficients in the image plane is 
required. 
The cross-multiplication in the pupil plane can be reduced 
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The coefficients [.ci.J may be found using the orthogonality 
relation for the Zernike polynomials. Thus 
f'[Rçn'y] pp,J, 
=:' [ 	 m.an R (
do)] R 
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Already, several properties of the coefficients I' 	& } VnMI nn' 
can be pointed out. First, because (j+1) must be even, it follows 
that (n+n'+j) must also be even. Second, it is obvious that only 
polynomials of degree j (n+n') can result from the multiplication 
of two polynomials of degree n and 	Further, since the above 
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integral for the coefficients is symmetric with respect to n, n', 
and j, it follows that the coefficients 	ci , vanish unless 
mm' Mn 
n i~- (j+n') and n' —4 (j+n). Therefore, the non_vanishing( rn .cti} 
are a finite set restricted to 
n-n'( :!~ j ::~ (n+n'), (n+n'+j) even. 
Third, because all the Zernike polynomials are, by definition, 
normalized to unity at p = 1 (i.e. Rm(,  =l)E 1), it can be seen 
that 
mm' 
c(, = 1 
It is possible to calculate the coefficients analytically 
by replacing each of the three Zernike polynomials in the above 
equation with its corresponding series representation. The integral 
can then be solved explicitly, term-by-term. The result is a 
triple summation over the terms obtained: 
(n-ImI) (n_J mh I)(J — II) 
(i)s+s+k( ns)!( n I sI)!(J _k)! 







(1 = m+m'). 
Unfortunately, these terms are rapidly-growing factorials of 
alternating sign. The summation over these terms quickly swamps 
the numerical capacity of a computer, even using double-precision 
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arithmetic. Therefore, this procedure is useful for determining 
only the coefficients of lowest degree. 
A practical alternative to finding the coefficients by 
numerical integration is to solve for them as unknowns in a system 
of linear equations. Let 	be a set of sample points in the 







If the number of such equations corresponds to the number of unknown 
cross-multiplication coefficients, this system of equations may be 
inverted to obtain these coefficients. 
In order to obtain equations which are linearly independent 
(in a numerical sense) , it is necessary to choose the set of 
sample points (1.} with some care. For example, the Zernike 
polynomials tend to vary rapidly asp -4 1. Therefore, it is 
useful to distribute the variables 1p more densely in this region. 
This may be done, for example, by introducing a new variable x, 
over which the sample variables are distributed evenly; that is, 
where I is the total number of sample points. 
The b-coefficients for cross-multiplication in the image 
plane are also obtained through the use of the appropriate ortho-
gonality condition. Thus the series representation for the product 
of two orthogonal functions in the image plane, stripped of its 
angular dependence, is 
1 1 	n T 	(2nr) 	 I (2irr)] 








n'r 	J — L. nn' 
Applying the orthogonality relationship gives 
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0 
Again, several properties of the representation are immed-
iately evident. First, because (j+1) must be even, it follows 
that (n-n'-j) is also even for the allowable coefficients. This 
justifies the replacement of the expressions involving (-i) with 
equivalent expressions involving (-1). Second, because these 
radial functions, unlike the Zernike polynomials in the pupil 
plane, are not indexed with respect to order (9.), the b-coeffi-
cients need not be so indexed. However, for any such series ex-
pansion it must always be required that Iii ~ j. Since I can 
be as large as (n+n'), it must be asserted that 
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J =  O 	lor n r' j <(n+n'). 
Finally, it should be noted that since these radial functions are 
not polynomials there is no reason to suppose that there is an 
upper limit on j beyond which the b-coefficients vanish. 
Analytic solutions have been given (Erd6lyi, 1954, p. 351) 
for integrals similar to the one appearing in the equation.for the 
b-coefficients. However, these solutions impose restrictions on 
the arguments of the Bessel functions which specifically exclude 
the case presented here. Therefore, it appears necessary to 
resort to numerical integration to calculate these coefficients. 
In principle, the cross-multiplication of two orthogonal 
functions in the image plane is reproduced exactly by an infinite 
series representation using the coefficients specified above. In 
practice, however, the series, must be truncated with a finite number 
of terms. For the new method to be useful, therefore, the cross-
multiplication must be approximated to sufficient accuracy by a 
sufficiently small number of terms. Fortunately, the theory of 
orthogonal functions provides a simple quantitative test for the 
convergence of the series representation. 
Let a real function y(x) be approximated by the series 
N 
YN1' E (x), r1.0 
where the functions { f(x)} form a complete set of functions which 
are orthogonal with weight function w(x) on the interval x 1 to x2 . 
Then the mean-square error of the approximation on this interval is 
given by 	 X ' 	 2 
I y(x)  YN 	I w(x).cx 
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jX1[ 
y 1 (x) -2 y(x)yN ( x) + y(x)Jw(x)ds 
In the limit as N - 00, E N should vanish. Orthogonal functions 
have the useful property that the quantity EN is minimized 
for fixed N if the coefficients 
{ C3 





 -- J 	y(x)f(x)w(x)dx 
Using this equation and the orthogonality equation, 
/  I = c fl nfl I 
which defines c, the equation for EN becomes 
EN = C- 
where 
C 	y 1 (x)(x) d  
The relative root-mean--square error for the approximation is thus 
V, 
e(r.rn.s.) ={1- 	c,,a/C] 
Applying this general procedure to the cross-multiplication 
process in the image plane, the relative r.m.s. error of the 
series representation is found to be 
e3. I , - 	2( 1+ 1)/C flfl J 
where the "checksum" C 
nn' 
 is defined by 
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c nn , jfl(2Trf J(2iir) 1i+i(2.TT')12 
0 1 	 2irr 	2ir 	
lr•2.dr 
1°[J(x) Jnl+i.(x)]2.  x 3 dx 
Again, the quantity C, must be computed-by numerical integration. 
Using this procedure, the series representation for the cross-
multiplication process may be tested for convergence, and the 
series may be truncated when e is sufficiently small. 
In order to ensure that accurate values are obtained for 
the quantities calculated by numerical integration, two sources 
of numerical error must be investigated. First, errors are intro-
duced by the finite size of the numerical integration step. Second, 
an error is introduced when a finite numerical integral approxi-
mating an infinite integral is truncated. Upper limits for these 
errors may be obtained from close inspection of the integrals using 
well-known approximations for the Bessel functions. 
An estimate of the first error may be obtained through numer-
ical analysis of the integration procedure. If an integral is 
evaluated using Simpson's Rule: 
f fl xl 1(x) dx 	+(f +f 
xo 	
+ 
3 ... 	Zn-i' 
+ 	
+ç.) +f 1 
in] 
the error of the evaluation is given by 
Integration Error: E = 	
f(4)() 
where 	is some value of xin the integration interval (Abramo- 
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witz and Stegun, 1964, Equation 25.4.6). Since 
2  = 
(x- x 0 ) 
h 
the integration error may be expressed more simply by 
Integration Error: 	




(For reasons which will become apparent, it may be useful to 
divide the numerical integral into two or more integrals. There-
fore, the upper and lower bounds of the integral are not assigned 
a priori physical values.) The problem of finding an upper limit 
to E f is thus reduced to finding an upper limit to 	
(4) ml. 
Two such upper limits must be found, one for the integrand in the 
equation for the b-coefficients, 
f(x) = .1 	(x) Jn , 1 (x) 3 + (Zx) 
and the other for the integra.nd in the convergence check, 
f(x) [J+(x)J,+1(x)I 2 x3 
In order to gain insight into the behavior of these 
integrands, it is useful to consider first the behavior of the 
Bessel functions. Inspection of graphs of the Bessel functions 
(e.g. Jahn]ce and Emde, 1933, p. 192) shows that, for 3(x) (n ) 0), 
the functions rise monotonically from zero at x=0 to a peak near 
x-n, then begin to oscillate with an amplitude which decays approx-
imately as the inverse square root of x. Two well-known limiting 
expressions for the Bessel functions illustrate this behavior. 
First, when x -40, the monotonic behavior of the Bessel functions 
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is approximated by 
3 Cx 	a) 	1. 	 (Abramowitz and Stegun, n! '2 
1964, Equation 9.1.7). 
Second, when x is large (x n) 
'T  X n) 	Co s (x 	 (Abramowitz and Stegun, (
1964, Equation 9;2.1). 
Using these expressions, an intuitive idea of the behavior 
of the integrands is readily obtained. Each integrand may be 
divided into three regions. In the first region, near the origin, 
the integrand rises monotonically from zero (at x=O) to a peak 
at which oscillation sets in (induced by the limiting behavior of 
at least one of the Bessel functions). Over the second region, 
the other Bessel functions join in the general oscillation of the 
integrand. In the third region, where all the Bessel functions 
are oscillating, the amplitude of the oscillation decays very 
rapidly. 
In the first region, only the origin itself is a potential 
source of numerical error, since the integrand is monotonic and 
well-behaved in this region. In both the second and the third 
regions, the integrand may be regarded as consisting of an oscil-
lating term governed by a monotonically-decaying amplitude term. 
The variations of the oscillating term reach a maximum when all 
the Bessel functions begin to oscillate (at the boundary between 
the second and third regions). Hence an error estimate based on 
the third region (which is easily modelled) and extrapolated back 
into the second region must overestimate the error in the second 
region. It is probable that the maximum value of the fourth 
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derivative (and thus the maximum value of the error) lies near 
the boundary between the second and third regions. 
For each integrand, a quantative estimate of this maximum 
value may be' obtained from a model of the third region. In this 
model, each Bessel function in the integrand is replaced by its 
limiting expression for large x. Since only a rough estimate is 
required, it is convenient to suppress the phase terms in these 
expressions. Thus, the behavior of the integrand for the b-
coefficients may be characterized by 
2ir 	x 	cos x cos x cos 2x 
r 
- 	 cos xL2c.osx-1J 
/2.  -2ir 	x 	2cos x —cos x 
(The second term in brackets will make a negligible contribution 
to the fourth derivative of this expression; therefore, it is 
dropped from further consideration.) Similarly, the behavior of 
the integrand for the convergence check may be characterized by 
f (X) 	2_) 
 cos
1 
X]2 )(7  
4 	_5 - x cos x 
Sinde the fourth derivative of these expressions tends to increase 
as x decreases, it is prudent to evaluate the derivative at the 
smallest value of x for which this model holds. 
In certain circumstances (to be discussed below) it may 
be possible to argue that the maximum value of the fourth derivative 
lies in the region x ) 3. When this is the case, a further 
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simplification of the above expressions is possible. In this 
region, the monomial terms are so slowly varying (compared with 
the periodic terms) that they may be regarded as constant when 








A b (x 	L C')hr 	
; 
Ac(xC)= 2x ¶ 	C , 
(where x 	x ) 3). 
C 
After this approximation, it is simple to find 
II 
d 	 4 
4 cos x = '10 cos x - 29 sin 	- 1'32 




and the maximum value of this quantity is 
Max 	coss.JI = 9.0. I d  4 ) 
Combining all the terms of this error analysis, an upper 
limit on the numerical errors of each of the two integrals may 
be specified: 
Integration Error: IEI < ( x2 n_x0 )k4 _3/2 X_1/I .90 180 
C 
 (x 2 -x0) , 
(x2-X0) 	'1 Integration Error: 	 x• IEI < 	180 h 90 c 
0.0 9 h x (x - x) 
(x ) 3; valid for integration domain x > 3). 
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Two lessons may be drawn from the form of the above expres-
sions. First, since the error estimate is proportional to the 
fourth power of the size of the integrating step (h), a small 
reduction in the step size is rewarded with a dramatic increase 
in accuracy. Second, because the error estimate is so markedly 
dependent on x, there is a strong case for dividing each numerical 
integral into two integrals. The first, near the origin, requires 
dense integration steps to obviate numerical errors, the second, 
further out, may use larger steps to increase efficiency, without 
impairing accuracy. If these integrals are divided at a point 
x > 3, the error estimates derived above may be applied directly 
to the second integral. 
Although these error estimates apply only to the integration 
domain x ) 3, they are nevertheless quite useful because problems 
in the domain 0 . x !L.3 may be obviated in other ways. First, 
since the integrand must be tabulated in order to calculate the 
numerical integral, it is practicable to calculate the fourth 
derivative explicitly over this small region using well-known 
numerical techniques (see, for example, Hildebrand, 1956) 
Second, if the numerical integral is split into two integrals 
(as suggested) at a point x> 3, then the above error estimates 
may be applied to the second integral at least. Third 1 when the 
parameters n, n ' , and j are all large, the integrands are (by 
inspection) monotonic and well-behaved in the region  ( 3. 
In fact, a little thought will show that for (n+n') 5 5, severe 
oscillation of the integ rand cannot break out until x > 3. The 
domain 0 x !~ 3 thus ceases to be a problem altogether. 
A similar approach may be used to estimate an upper limit 
to the error due to truncation. Let the integral be calculated 
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from the origin to some value x. Then the infinite integral may 
be divided into two integrals, 
f oo f ( %) C1 	fXt () dx + j f ( ,A) dx 
0 	 0 	 X  
and the second integral on the right represents the truncation 
error. Again, the integrand in this integral may be approximated 
by replacing each Bessel function with its limiting expression 
for large x. Thus the two integrands of interest may be char-
acterized by 
-/  




periodic terms I. 
An upper limit to the truncation error is then obtained by suppres-
sing the periodic terms in the above expression and integrating: 
Truncation Error: JbI If fb(x)4x1 < 2i 'If x 	cix 
xt 	 X  
I F-61< •- 	= 0.144 
Truncation Error: I IC 	I  JX 	 (x)d)c <I C 
I E1 < t -: 	0.101 
These error estimates may be compared with the computed magnitude 
of the integral to find the relative magnitude of the truncation 
error. 
Although it is hoped that analytic expressions will be found 
eventually for both the cross-multiplication coefficients b, 
nn 
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and the checksums C
nn
" at present it is necessary to compute 
these quantities by numerical integration. A set of computer pro-
grams has been written which performs these calculations using the 
principles discussed above (see Appendix A). To date, the series 
representations for all cross-multiplications up to degree 6 have 
been calculated. 
Three representative sets of cross-multiplication coefficients 
are presented (Table 1) to illustrate these calculations. The 
first set (n-O, n'=O) corresponds to the series representation for 
an unaberrated pupil. Thus the associated series in the image 
plane should reproduce the Airy diffraction pattern and the series 
in the pupil plane should reproduce the familiar unaberrated OTF: 
r 
oir 0 (10,') 	[2 
(Hopkins, 1962). 
The second set (n=4, n 1 =4) corresponds loosely to first-order 
spherical aberration. The third set (n0, n 1 =4) represents the 
interaction which takes place between these two pupil function 
components when the two series representing the amplitude point-
spread function are cross-multiplied. 
For each cross-multiplication, the checksum Cfor the 
nn' 
series representation is given at the top. Then the values of the 
coefficients b3 . are given, along with the r.m.s. error for the 
nn 
series up to j. In each case, the series appears to converge 
rapidly until j = 20, after which convergence almost ceases. 
At first, the large errors which remain in the second and 
third series appear to cast doubt on the validity of these series re-
presentations. However, the various cross-multiplications of the 
TABLE 1 
Ni = 0, N2 = 0 
CHECKSUM = 5.66989 x iO 
J COEFF ERROR 
0 7.855 x 10- 1 0.6752 
2 -1.177 x 10 0.2209 
4 4.932 x.10 0.0767 
6 -1.678 x iO 0.0483 
8 1.151 x iO 0.0322 
10_ 2 10 -6.589 x 0.0263 
2 12 4.427 x 10- 0.0236 
2 14 -4.455 x 10 0.0210 
16 3.147 x 10-2 0.0198 
18 -1.297 x 10_2 0.0196 
* * * 
38 -3.256 x 0.0195 
e 8 = 0.0196 
e 8 = 0.0195 
Ni = 4, N2 = 4 
CHECKSUM = 1.71597 x 10 
J COEFF ERROR 
8 8.077 x 10 2 0.8881 
10 -1.317 x 10_1 0.5741 
-2 
12 9.793 x 10 0.3386 
_2 14 -5.566 x 10 0.2335 
-2 
16 2.457 x 10 0.2101 
-2 
18 -1.051 x 10 0.2061 
* * * 
38 -3.398 x 10 0.2044 
e 8 = 0.0113 
e 8 = 0.0112 
Ni=0,N2=4 
CHECKSUM = 1.21110 x 10- 3 
J COEFF ERROR 
4 4.962 x 2 10- 0.8926 
6 2.665 x 0.8923 
8 -1.049 x 10_i 0.5401 
2 10 8.204 x 10- 0.1978 
-2 
12 -2.242 x 10 0.1522 
14 -2.589 x 10' 0.1516 
16 -6.634 x 10 4 0.1515 
18 3.514 x 1O 3 0.1506 
* * * 
38 -3.063 x 1073 0.1497 
e 8 = 0.0070 
e 8 = 0.0069 
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image plane functions contribute unequally to the OTF. Thus 
the checksum, which has the dimensions of (intensity-squared) , is 
proportional to the square of the weight of the cross-multiplication. 
The actual weight of each cross-multiplication in the OTF depends 
of course on the pupil function coefficients. This weight may 
be calculated easily as part of the summation procedure for the 
coefficients t.. Assuming each cross-multiplication has ugit 




These normalized errors are shown below each series. With the 
exception of the (0,0) series (which has an error of 2% as shown), 
all of the series tested have normalized errors of 	1% for J < 20. 
Note that the only contribution to the (0,0) cross-multipli-
cation series comes from the factor I  112. It is therefore 
possible to exclude this term from the summation process and to 
calculate its contribution to the OTF directly, rather than through 
the series representation. The OTF of an aberrated system would 
then be expressed as the OTF of an unaberra,ted system combined with 
a sum representing the perturbations caused by the aberrations, 
i.e. 
I of 2 
' [2 cos'() - sin (2 cos'())YO 	Tr 	 2 	 2 
 } 
j :i 1:-j 
(The substitution of Z for t indicates that the series representing 
the term 1 012 has been excluded.) This modification eliminates 
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the 2% error associated with the (0,0) series representation. 
If the optical system is "well-corrected," the perturbations will 
be small compared with the unperturbed OTF; consequently, the 
errors inherent in calculating these perturbations will also be 
small. This suggests that the new method will yield OTF's accurate 
to within a few percent. 
IV. Pupil Function Coefficients 
The technique of representing the pupil function of an 
optical system by a series expansion has been discussed pre-
viously by several authors. For example, Barakat (1962) expressed 
a circularly symmetric pupil function in terms of series of 
Chebyschev polynomials. Recently, Tatian (1974) has discussed 
expansions of more general pupil functions in terms of the Zernike 
polynomials which are more naturally applicable to optical systems. 
Unfortunately, in these and other references there has been 
relatively little discussion of methods for obtaining the appro-
priate pupil function coefficients. The tendency has been to 
develop ad hoc techniques for special situations. Of course, the 
method used for obtaining pupil function coefficients will depend 
on the nature of the original information about the pupil. In 
theoretical investigations, for instance, this input may take the 
form of a continuous function describing deviations from the ideal 
wavefront. In practical design problems, the input may consist of 
ray-trace data. For real systems, pupil distortions may be 
inferred from interferograms. Each of these situations may require 
a different method for the evaluation of the pupil function coeffi-
cients. 
It is important to establish such methods because the spe-
cification of the series representation for the pupil function 
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is the only source of controllable error in the new method. In 
order to minimize this error, care must be taken to ensure, first, 
that each coefficient is determined accurately, and second, that 
enough coefficients are used so that the series expansion accurate-
ly represents the pupil function. 
If the pupil function of an optical system is approximated 
by a series of orthogonal functions (involving the Zernike poly-
nomials): 
p4 	pi 	 p4 	n 	 ZM 1P ir' 1J°) 	
m 
V 
P1 	 E k fl n (jO e 
fl.O Wia-I1 
the optimum choice of coefficients km (in the least-squares 





:(fl4i) vCL p,?)1(p)e 	dyci1o. 
The root-mean-square error of this approximation is given by 
t4 n 
e(r.m.s.) Ii -E L () k I1/c} I 
where 
I 	2ir 	 2. 
C:Jj I)((f,?)I,p°dj. 
A. 	In very simple situations, it may be possible to obtain the 
coefficients by using the above coefficient equation directly. As 
a trivial example, consider the series expansion for an unaberrated 
pupil stopped down to a radius 
JOS 
< 1. The pupil function is 
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1 	 1°js 
0 
Since this pupil function is circularly symmetric, the coeffi-
cients km  vanish unless m=O. The coefficient equation thus gives 
- (n+i)J  'PS 1f 1 ir  - trn° 	1 	m 
fl 	iT 	 L0 	





0 m 	Q. 
Using the series representation of the zeroeth-order Zernike 
polynomials, this becomes 
k 2(fl 4 i)f(1) 5 !f(( j / 2> 	 (n even). 
This expression can be simplified by replacing the index n with 










(1)S (2j-S) 	p 
S:O 	 2(-s ~ i) 	' 
and can be simplified further by replacing the index s with the 
new index ij-s: 
2. 	 1 ( n-.-L)! 1 	1 	jo 
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The accuracy of this expansion is easily checked using the equation 
for the r.m.s. error, 
3 	(°)' 
e(r.m.s.)[1_ 
 IT 	 )OS izo 
Although this pupil function is not obviously relevant to or-
dinary imaging problems, it is potentially very useful in partially 
coherent imaging problems because it can represent the "effective 
source" function, 	), for a small circularly symmetric 
illumination source. For this reason, it has been investigated 
in some detail (see computer programs, Appendix B). Figure 1 
is a plot of a series expansion of 50 terms, with coefficients 
calculated using the above equation, representing a small source 
with radius 	= 0.1. This demonstrates that the expansion can 
approximate the source rather well over most of the unit circle, 
though the Gibbs phenomenon causes fluctuations in the neighborhood 
of the pupil stop. Not surprisingly, this latter effect becomes 
worse asbecomes smaller. 
JOS  
B. 	Another method for obtaining series expansion coefficients 
may be useful when an aberrated pupil function is specified in 
the form: 
l7rt 
Often, the aberration function 4' is itself specified by a series 
representation (Born and Wolf, 1964, Chapter 9). Any such repre-
sentation may be converted to a series involving the Zernike poly-
nomials 
N 	b 





W. I 	 t LVJ 
rM 
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through the use of the appropriate linear transformation 
(Tatian, 1974). (Because 	is usually defined to be real, it 
follows that 	J2•) The exponential in the pupil function 
may be expanded as a series: 
(11T4,)2 i(2+)3 + ifl4 	+ (24)N R 
3! 	4! N! 
The successive powers of cJ may be computed by using the cross-
multiplication procedure for the Zernike polynomials, described 
earlier. The limitation on this procedure appears to be the 
convergence of the series for the exponential, which can be 
checked by estimating the remainder term RN.  An upper limit for 
this term is 
- 	N 
IR I <I (llTfp.nax) 
I 	NI 	I NI 
where 	max is the largest absolute value of the aberration 
function. To ensure 1% accuracy requires about 20 terms when the 
maximum aberration is 1 ? and almost 40 terms when the aberration 
is 2A. Clearly, this method will be useful only for small aber-
rations. 
C. 	Finally, coefficients may be obtained by sampling the pupil 
function at a finite set of points. This corresponds to the 
method suggested for finding cross-multiplication coefficients 
in the pupil plane. Where the number of sample points is equivalent 
to the number of unknown coefficients, the corresponding set pf 
linear equations may be inverted to obtain the coefficients 
directly. Alternatively, if the number of sample points exceeds 
the number of unknown coefficients, the coefficients may be obtained 
using the method of least squares. In order. to get accurate 
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values for the coefficients, the sample points must be distrib-
uted evenly over the pupil. 
This short discussion has merely outlined several possible 
methods for obtaining the coefficients for the series representation 
of the pupil function. The increasing interest in such series 
representations ensures that these and other methods will be fully 
explored. 
V. Discussion 
The new method for calculating the Optical Transfer Function 
offers two clear advantages over previous methods. First, it 
promises to be much faster than previous methods, since time-
consuming numerical integrations are avoided. A single set of 
coefficients serves to describe both the pupil function and the 
amplitude point-spread function, and a simple summation procedure 
suffices to determine a second set of coefficients which describes 
both the Optical Transfer Function and the intensity Point-Spread 
Function. If values of these two sets of orthogonal functions are 
tabulated and stored in a computer, complete distributions of all 
these functions may be constructed quickly and easily. 
The second advantage of the new method, equally important, 
is that the numerical accuracy of the method can be closely 
monitored and controlled. Typically, the accuracy of a numerical 
integration method is assumed to be adequate when the method success-
fully reproduces (to a specified tolerance) the predictable per-
formance of a simple optical system. Such empirical tests represent 
an uncertain compromise between speed and accuracy. Because the 
mathematical operations in the new method are explicit, analytic, 
and simple, the accuracy of each operation is open to careful 
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investigation and control. 
In addition to the problems already discussed, the new OTF 
method invites further research in several important areas. Pre-
sently, only the fundamental principles of the new method have 
yet been established. Much of the method currently rests on ad 
hoc numerical techniques. However, the fundamental simplicity of 
the method strongly suggests that better theoretical foundations 
may be discovered. Such improvements would not only add to the 
elegance of the method; they would simplify its implementation 
and perhaps extend its applications. 
For example, Tatian (1974) has shown that it is possible to 
modify the Zernike polynomials to be orthogonal over an annulus. 
It should thus be possible to modify the new OTF method to compute 
the Optical Transfer Function for systems with annular pupils. 
Such generalizations will broaden considerably the usefulness of 
the new method. 
Another theoretical improvement of the method would be the 
discovery of analytic expressions for the cross-multiplication 
coefficients. In principle, these coefficients are similar to 
the Clebsch-Gordon coefficients which occur in the angular 
momentum theory of quantum mechanics (Messiah, 1962; Rose, 1957). 
(I am especially indebted to Dr. Alan Edwards of the Royal Ob-
servatory, Edinburgh, who first pointed this out to me.) The 
theory of the Clebsch-Gordon coefficients is well-established, and 
shows that these coefficients are analytically inter-related. The 
extension of this formalism to the new OTF method would be 
extremely valuable. 
Finally, it should be pointed out that the Zernike functions 
are not the only set of functions which are orthogonal in the unit 
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circle. Although the Zernike functions are natural for repre-
senting the pupil function, it has become evident that they are 
not appropriate for expressing the Optical Transfer Function. 
This is a consequence of the different "boundary conditions" for 
the two types of function. The Zernike functions are required for 
representing the pupil function because they form the unique 
set of orthogonal functions which are finite everywhere in the 
unit circle, including the boundary (p= 1). However, because 
the Optical Transfer Function is derived from the autocorrelation 
of a circular pupil function, both it and its first derivative 
vanish at the boundary. 
This can be shown by considering the OTF of an unaberrated 
pupil 
cos 12 	-"P . 	II 2 nL '2. 
(Hopkins, 1962) 
and its derivative 
As, -' 2 (the boundary of the OTF), both these functions vanish. 
By using Schwarz's inequality, Hopkins (1962) has shown that the 
modulus of the OTF for an aberrated pupil function is everywhere 
equal to or less than the modulus of the unaberrated OTF; that is 
OTF .ço) 	JT,(10 )J 
Consequently, the cYrF and its first derivative vanish at the bound-
ary (o2) for all pupil functions. 
Therefore, it is inappropriate for the orthogonal functions 
describing the OTF to be finite at the boundary. This fact 
explains why the series expansions for the cross-multiplications 
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in the image plane do not converge as rapidly as one would desire. 
However, it is possible to express the OTF in terms of another 
set of orthogonal functions which vanish, or whose derivatives 
vanish, at the boundary. Work is progressing on an OTF method, 
analogous to the method already described, which uses such a 
function set to express the OTF. It is anticipated that this 
newer method will yield much more accurate results than the 
method just discussed. 
Although the theoretical aspects of the new method offer 
fascinating possibilities for research, the real value of the 
method lies in its ability to assist directly in the design of 
real optical systems. For this reason, it is important to 
demonstrate the utility of the new method by implementing it 
on a computer system which includes (for example) a graph plotter 
or a real-time graphic display. 
VI. Conclusion 
A new method-for computing the Optical Transfer Function 
has been demonstrated which avoids the use of numerical integra-
tion. In speed and accuracy, the new method offers a significant 
gain over the awkward numerical methods currently used. Mathemat-
ical procedures have been described which will be useful in 
implementing the new method. Finally, several key areas for 
further research have been discussed. 
AppendixA: Computer Programs for Image-Plane Cross-Multiplication 
Coefficients 
C 	COMPLETE EXPANSIONS OF CRCSS—MULTIPLICATIONS 
C - 
DATA IBL,ISTAR/' ','*'/ 
100 READ (5,1) NI, N2 
IF (01 •LT. 0) STOP 
C 	COMPUTE LEAST SOUAPES CHFCK FOR CPOSS—MULTIPLICATION 
C SET STAR IF COUVERGE10E NOT OBTAINED 
CALL BCHFCK(N1,N2 9 CHECK,IFLAG) 
IFL=IBL 
IF (IFLAG .NE. 0) IF1=ISTAP 
WRITE (5,2) Ni, S42, CHECK, tEl 
WRITE (5 9 3) 
SUM =0. 
C 	START CALCULATIONS AT FIRST NON—ZFcO COEFFICIENT 
C AND COMPUTE SUCCEEDING COEFFICIENTS 
J5=Nl +PJ2 




	SET STAR IF CONVERGENCE NOT OBTAINED 
IL=1BL 
IF (!FLAG ,NE. 0) IFL=ISTAR 
C 	COMPUTE CONTRIBUTION CF COEFFICIENT TO LEAST—SQUAPES FIT 
PSUtCJEFF*COEFFf(2.(J,1)) 
C 	ACCU(1LLATE LEAST—SCUAPES CONTRIBUTIONS 
SU(4S UM+ PSUM 
C 	FIND MEAN—SQUARE ERROR 
TEST=1.—SUN/COECK 
C 	SET FLAG A1D RESET TEST IF MEAN—SQUARE ERROR 
C (PARADOXICALLY) BECCMES LESS' THAN ZERO 
IT= I? L 
IF (TEST .GE. 0.) GOTO 300 
IT=IS TAR 
TEST=0. C 	CO-IPUTE R—tl—S ERROR 
300 TEST=SQRT(TEST) 
WITE (6.4) J, CCEF, IFI, PSUM, TEST, IT 
C 	EXIT IF ERrOR LESS THAN 1 PER CENT 
IF (TEST *LE. 0.01) GOT',) 400 
200 CONTINUE 
C 	WRITE NESSA(E IF CCNVERGENCE NOT OBTAINED 
WRITE (6,5) 
400 WRITE (6,6) 
GOlD 100 
1 FflPM.T (213) 
2 FflRMAT ('ONI = ', 129 3X 9 'NZ = ', 12, 5X9 
I 	'CHECKSUM = ', 1PBI2.5, ).X, Al) 
3 FORMAT ('0 J', 3X, 'COEFFICIENT', 11X, 'CHECK', 
• 	 I 	7X, 'ERROR', I, IX, 50(111—)) 
4 FORMAT (IX, 12, 3Y, 1PI10, 3, 1X, Al, 3X, 1PE12.5, 
1. 	5X, OPF7.4, 1X, Al) 
5 FORMAT ('OCONVERGENCE NOT OBTAINED.') 
6 FORMAT  
END 




C 	IN! TI tLIZATICN 
(. 
C".0 AN1 (2))) 	A'?(?C'T0) , R:fl(30(rn) , BN2(30011 
P!.1SI FIN AJ(2000), 8J(30O0) 
DTt. 1 1., L?,F)x! if) X/2),3flC1,O.01 ,).05/ 
1AT Y TO1.,C,PI/0.001,0.144, 3.!'15)/ 
C 	rJLr:S Cflt!TAIr EFSSr L FUNC 1 ICS - RCCPRO=ORDEP 
C FIL' 8 = 0.-20. 	STP 0.01 
C 	FILE 9 = 0.-150. STFP 0..05 
r:fl?4c rILF 5(40,2000.1J,I08) 
)EFINU FILE 9(40, 3000,U, ICc) 




4r) (8 1 NI+I) Alit 
pry) °'i+ 	BIt 
'1 (3 11 42+I) AN2 
J) ('-'U2+1) 13N2 
(3'J+l) AJ 
°EtD (9'J+lI BJ 
C 












IF (2 *1 .IT. LI) GGTII 100 
C 	FI;:ST INTEGP..L CCWPECTE) FCP. UPPER END P0P(T 
SIJM1= (S(I'1-T2/2.)*S!MP1 
C 
C 	SECCNO INTIGRAI 
C 
C 	sc:.o I'TFGL COPECTED FC 1flF9 EN) PCI1T 
SU'•1=T2/2. 







• 	 T2=tli(12)FJ?(12)*EJ(2*I2)/(X2tX2) 
SU12=SUM2+2.T1+T2 
1=1+2 
C 	TEST FCP C0'VFP.GENCE OF SECINO INTEGRAL 
T=TEST*X2**(-2.5)/ABS(SUMI+SUM*SP1P2) 
• 	C 	SThW IF .SEA1NOER LESS THAN TCL * VALUE OF INTEGRAL 
IF (T .LE. 1.) GOT') 300 
IF (Z*I .LT. L21 GOTO 200 








R F. T(J N 
END 






Cfl'Th1r A'Jl(?cJOO) , Il?(?)TC) , E!I(3000) , UN2(3(rY)) 
)iT 	LI ,L2,DX 1.,OX2/2000 9 3000,0.01,0.05/ 
!.TA 
C 	TL - S CIiTT' PTSSL FUNCT 1(1!! S - FC)RDrfl)ER 
C F!( 	= 0.-20. 	5FFP 0.01 
r]L 9 = 0.-150. STCP 0.05 
"JF FILE 6( 40,2000,U,108) 
r"rl'E 
 





I -. ! t. 7 	(9'')141) ANt 
4O (''1+1) BPII 
( 3' I2+1 ) AU2 
FAD ('N2+1 I BN2 
C 






X 1=11 16 DXI 
X2=I 2*DXt 
1= (JJ1 (11 ).\2 (1!)) tt2 	X1 *'t(-3) 
T2l1(J2), A N ' (12))s*2 * 
SU'1=SU11+2.tT1+T2 
=1+2 
IF (1 • L1. Li) G0111 100 
C 	F !ST I?:T!GL CRECTEfl FCP UPPER END PCINT 


















Tl=(BM1(I1)*T2(I1))*2 * X1**I-3) 





TEST FOR CONVERGENCE CF SECCND I"JTEGIIAI 
T=TFSTX2**1 -4) /f[5( SU- +StJ'12*S IMP2 ) 
C 
	
STCjP !F F MI!1flE LESS THAI 101 * VALUE OF INTEGRAL 
IF (T .LE. 1) GOT 310 
IF (I .11. L2) Of) TO 200 
C 
	




C 	COMPUTE CHECK USING VALUE OF INTEGRAL 
C 
CHECK=P I*PI*( SUM1 +SUM2) 
RETURN 
END 
C 	PN1GRP4 TO TEST CONVEP.O,ENCE (IF SERIFS REPRESENTATION 
C FOP EFFCC.TrV SOURCE 
C 
OINESIflN S(201 ) , P(201)9 Y(5) 
C 
	
	PF4r) EFFECTIVE SOURCE SIZE 
100 P r an (5,1) P140 
IF (}Ir .LE. 0.) GOTO 800 
R2=PHO*rH1 




C 	READ DEGREF OF APPROXIMATICN REQUIRED 
200 REAR (5,2) N 
C 	BRANCH (IF REQUESTrw TO PRINTOUT 
IF (N .LE. I) GOTO 4D0 




SC 141 )=T 
C 	TEST IF nr:QUIPEI) NUMBER OF COEFFICIENTS COMPUTED 
IF (I .LT. N) COTO 300 
C 	Cfl';PUTF RMS FEP.'JR OF APPROXIMATION 
EP..=SCRT(1.,-SIiM/R2) 
WRITF (6,3) N, ERR 
coro ?oo 
C 	PR lilT, (JUT APPROXIMATE EFFECTIVE SOURCE FUNCTION • 
400 l:RITE (0,4) 
11=1+1 
flI) 500 J=1, 10 
PP 600 L=1, 5 
r=(J - 1)/1o..s(L-1)/50. 
C 	C0PUTE ZQNIKE POLYNOMIALS USING LECENDRE POLYMCMIALS 
X=2. Rr-1, 
C 	LEI' IS LFNDRE POLYNOMIAL SUBROUTINE FROM IBM-SSP 
r.M.L LFP( P,X ,Ni 
C 	CP'PUTE VALUE OF FUNCTION 
V 1=0. 
00 700 K=1, Ni 
700 VT=YT+S(K)*P(K) 
600 Y(L)=YT 
C 	PRINT FUNCTION AT INTERVALS OF 0.02 
R=( J- 1)/10, 
500 WRITE (6,5) R, (Y(L), L=195) 
WRITE (6,6) RHO, I, ERR 
G'TO 100 
800 STOP 
1 	R'\T 	(F6.3) 
2 	FCRMT 	(14) 
I 	FflPIiAT 	(lx, 	II, 	lx, 	IPEI0.'3) 
4 	FORMAT 	( 61-40 	RHO, 	4X, 	6IISOURCF) 
5 	FORMAT 	(lx, 	F5.2, 	2X, 	5(IX,F6,3)) 
e 	FORMAT 	(lx, 	'SIZE 	= 	', 	F6,3, 	9 	I t 	13, x 
1 ' 	TEIMS, 	PMS 	FR000 	= 	it 	IPEI0.3, 	II) 
FNI) 
r. 
C S'Jt'flIJT IN 	TO 	COMPUTE 	C2EF FIG TENTS 	FflP 	SEPT FS 
(D. 
C REPrESENTATION OF 	FF FFCT!V 	snurci 	(S Er 	TEXT) tV 
C 06 1 )110)4 — 	PRONE TO lOSS OF NIJlEP.IC.\L 	ACCUPACY 
C 
C PARAMFTrpS II 
C S 	IS 	VALUE OF COEFFICIENT 	PETUPED 51 
C J 	TS 	DEGRt 	OF 	COEFFICIENT In 
C 1 010 	IS 	SIZE OF 	EFFECTIVE 	SCUPCE 
c S 0 
SIJNPOUTI1-4F 	SJ(S,J,RHO) ti 





100 N=N+1 10 
IF 	(N .GT. 	J) 	GOTO 200 




0010 100 rt H. 










Optimization Using Linear Programming 
In Chapter 4, a new edge-ringing criterion was established 
for partially coherent imaging. It was shown that this criterion 
could be used, a posteriori, as a performance indicator for a given 
optical system. It was also suggested that the criterion could be 
used, a priori, in the design of an apodizing filter included in an 
optical system in order to obviate edge-ringing. In this chapter, 
a new method will be proposed for optimizing such a filter design, 
based on the linear programming routine and the technique (intro-
duced in the previous chapter) of expressing the pupil function of 
an optical system by a series representation. 
Unfortunately, for several reasons this method has not yet 
been fully developed. First, the technique of using series repre-
sentations was not developed until late in the research period 
reported in this thesis. Second, it became obvious almost immediate-
ly that series representations could form the basis of a new method 
for computing the Optical Transfer Function. The development of 
this new method (reported in the previous chapter) delayed research 
into the linear programming method. Third, although linear program-
ming has long been established as a valuable tool in business 
(operations research), applications in science appear to be rare. 
Research has therefore been hindered by the necessity of adapting 
conventional linear programming algorithms to optical applications. 
Although no numerical or experimental results can be reported 
here, the theory of the linear programming method has been explored 
and should be discussed. Many of the techniques developed as part 
of the new YIF method are also applicable to the linear programming 
method. It is hoped that these theoretical results will form a 
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sound foundation for future research. 
I. Series Representations 
It was shown in the previous chapter that the pupil function 




30 = I 	>1 k 	mi 
P.1=0 .-fl 
(m+n even). 
where the functions 7m(,,0) are the Zernike polynomials. This 
pupil function is easily transformed into the image plane to produce 
the corresponding amplitude point-spread function: 
N n 
E k'R(r) e 
r:0 Pn:-fl 
N n 
n J 	(2iyr)I ,n9 p1+1. E 	
2iTr 	
C 	 (m+n even). 
n=O m-.i 
The notation to be used in this chapter differs slightly 
from the notation used in the preceeding chapter. There, the 
Zernike polynomials were represented by the roman letter R. Here, 
it will be convenient to represent Zernike polynomials in the 
pupil plane by the script letter ) , in the same way that other 
pupil plane functions are represented by script letters. The 
radial functions in the image plane corresponding to the Zernike 
polynomials in the pupil plane will be denoted by the roman letter 
R, as defined in the above equation. This notation is intended to 
simplify and clarify the relationship between functions in the 
pupil plane and the image plane. However, it should be noted that. 
while the Zernike polynomials in the pupil plane are all real, the 
corresponding image plane functions R(r) are real when n is even 
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but imaginary when n is odd. 
All circular pupil functions, regardless of angular symmetry, 
may be expressed by this general series representation. However, 
for many practical applications it is sufficient to assume circular 
symmetry and discard the angular part of the above expansions. 
Thus the above pupil and image plane functions may be reduced to 
N 	 N 
= k ° 1 	jo) 	K(r) = >  
ri,2 	 n,2 
In order to minimize extraneous notation, these two expressions will 
henceforth be written 
K(r) = 	kP(r) 
This notation may be interpreted in either of two ways. First, it 
could imply the re-definition of the coefficients and functions so 
that the new notation is exactly correct, i.e. 
7,o) =7 ° p) 	T(r)=R 2 (r) 
Second, the new notation could be understood to abbreviate the more 
complicated notation it replaces. The first interpretation would 
be more practical for real computations involving circularly 
symmetric optical systems. However, the second interpretation makes 
it easier to invoke previously defined mathematical relations (such 
as orthogonality relations), and it keeps open the possibility of 
extending the method to pupil functions which for some reason are 
not circularly symmetric (for example, systems with off-axis aber-
rations). For this theoretical discussion, the second interpreta-
tion will be assumed. 	 - 
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This series representation was introduced so that., the con-
tinuous pupil function could be characterized by a finite set of 
discrete numbers (the pupil function coefficients) in the hope 
that it would be easier to optimize such a finite set rather than 
to optimize the continuous functions it represents. In the next 
section, linear programming will be introduced as a means for op-
timizing a set of numbers within a specified set of constraints. 
II. Linear Programming 
Linear programming may be defined as an optimizing routine 
which: 
determines a set of positive real numbers, { x} , 
satisfying a set of I constraints, each of which may be 
expressed by one of the forms: 
< bi 
>b 
and which maximizes the sum 
c 
The coefficients in the constraint matrix fa. j the limits of 
the constraints fb. , and the coefficients of the objective 
function {c} are all to be specified in advance. Although the 
unknown numbers {x.) are required to be non-negative, it is 
possible to extend the linear programming method to include real 
unknowns. Let each such real unknown be the sum of two non-negative 
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unknowns, i.e. 
x = x -x. 
+ 	- 
These two positive unknowns may be optimized independently by the 
linear programming routine. When x is to be positive, x will be 
positive and x_ will be set to zero; when x is to be negative, x 
will be positive and x will be zero. Throughout this discussion, 
it will be assumed that the linear programming routine has been 
modified in this way to optimize real variables. 
The linear programming routine has become one of the most 
fundamental techniques in operations research, and many powerful 
diagnostic tools are now available to enhance its usefulness. 
However, scientific applications are difficult to find. The only 
other application which has been discovered in the optics literature 
is a procedure for formulating color recipes from a selection of 
colorants (Blanger, 1974). As a result, one of the difficulties 
in applying linear programming to physical problems is translating 
into physical terms the techniques developed in a business context. 
Because of its importance in operations research, there exist 
many introductory texts for linear programming. One particularly 
valuable introduction is provided in the first chapter of the book 
by Lasdon (1970). Other introductions are easily found. Unfortu-
nately, most of these introductions are oriented towards business 
applications, and a reader with scientific applications in mind 
is somewhat at a disadvantage. 
Since introductions to linear programming are readily avail-
able, no complete desciiption will be offered here. Linear program-
ming will be regarded as a kind of "black box" optimization routine 
for problems of the form defined above. Nevertheless, in order to 
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use this "black box" efficiently, certain properties of the routine 
should be discussed. 
First, when a linear programming problem is specified, it is 
usually assumed that the problem has a solution which satisfies the 
constraints and that this solution yields a finite optimum value 
for the objective function. A solution which satisfies the con-
straints, whether or not it is optimal, is said to be feasible. It 
is possible to define a set of constraints which cannot be satisfied 
by any solution; such a constraint set is said to be inconsistent. 
On the other hand, it is possible to define a set of constraints which 
may be satisfied by a solution with no upper limit on the objective 
function; such a constraint set is said to be unbounded. Although 
these pathological situations are unexpected, the linear program-
ming routine must be able to diagnose them if they arise. 
Second, where no a priori knowledge about the solution exists, 
the linear programming routine must proceed in two stages. In the 
first stage, a feasible solution must be discovered; in the second 
stage, this solution is optimized. The first stage is time-
consuming, and it often leads to an initial feasible solution which 
is far from optimal. Therefore, it is always desirable, where 
possible, to bypass the first stage by specifying some initial 
feasible solution for the problem. 
III. The Optimization of an Apodizing Filter for an Unaberrated 
Coherent Optical System 
As discussed in Chapter 4, Smith (1971) showed that edge-
ringing in a coherent optical system could be suppressed if the 
amplitude point-spread function were required to be non-negative, 
i.e. (for a circularly symmetric system): 
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K (r) ) 0 	0 ~ r < 00 	 "Edge-Ringing Constraint" 
This requirement corresponds to the "strict" form of Smith's 
criterion (see Chapter 4). The amplitude point-spread function in 
the image plane corresponds to the pupil function in the pupil plane 
via the Fourier transform. This pupil function is defined within 
a unit circle, and (in the absence of aberration) its transmission 
must lie between zero and one: 
1. 
	 "Physical Realizability 
Constraints" 
2(io) 0 
It is desirable to find a pupil function which satisfies these 
constraints in the pupil and image planes while preserving max-
imum resolution and illumination. 
The optimization problem posed in the preceding paragraph 
requires a pair of continuous functions Of and K) to satisfy a 
set of continuous constraints. This problem becomes much simpler 
if the unknown functions are represented by a discrete set of 
numbers and the continuous constraints are replaced by discrete 
constraints. Therefore, let the pupil function be sampled at a 
set of Ii points fj} and let the amplitude point-spread function 
be sampled at a set of 12 points f ri 	Then, using the series 
representations for these two functions, the discrete constraints 
may be expressed: 
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{(r1)E kR(r1 ) ~ o) 
	12 Constraints; 
Edge-Ringing. 
The edge-ringing problem has now been expressed in the form of.a 
linear programming problem, with a set of unknown coefficients 
{ k} satisfying a set of linear constraints. it remains to spec-
ify a linear objective function to be maximized.. Note that the only 
contribution to the central amplitude peak in the image plane, thus 
the only contribution to the Strehl intensity, comes from the term 
J1 (2irr) 
R0 (r) = 21r 
2Trr 
It is therefore appropriate to require the linear programming 
routine to maximize the coefficient k 0 while satisfying the above 
constraints, i.e. 
11 	n=o 
Maximize C = 	c k , where c n fl = 	0 	all other n. 
Although other indicators of optimal performance may be suggested, 
the physical and mathematical simplicity of the Strehl definition 
in this situation is self-evident. 
The number and distribution of the constraint points 
fpi l 
and [ r.} are not arbitrary; in some sense they must be represent- 
ative of the continuous constraints they replace. If the constraint 
sets were efficiently defined, any violation of the continuous con- 
straints in the. intervals between sampling points would be negligible. 
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On the other hand, if the constraint sets were improperly defined, 
it might be possible to find a solution which satisfies the con-
tinuous constraints at the sample points but-violates them wildly 
in the intervals. Such a solution would be meaningless. Intuitive-
ly, if N is the number of unknown coefficients, Ii the number of 
constraints in the pupil plane, and 12 the number of constraints in 
the image plane, there must be a quantitative relation betw.een 
these numbers which sets the minimum number of constraints (Ii and 
12) required to ensure stable behavior of the optimization. Further, 
in some way (as yet unexplained) this relation must be an extension 
of the familiar sampling theorem. 
Although the linear programming problem described above was 
defined to ensure exact compliance with Smith's criterion, alter-
native constraints are possible. For example, instead of requiring 
the amplitude point-spread function to be greater than zero, a 
designer may specify that it be greater than some other value; 
thus 
(K (r1 ) =E kI(r) ~ 6) 	 12 Constraints. 
In many cases, the designer may be willing to tolerate small viola-
tions of Smith's criterion (say b -O.05) in return for increased 
resolution and illumination. This would be appropriate if the ob-
ject to be imaged were relatively free of sudden changes in con-
trast which would be prone to edge-ringing. It would be worthwhile 
to undertake a program of numerical experiments to see how the res-
olution and illumination vary as the value of the parameter b is 
adjusted. 
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IV. The Optimization of an Apodizing Filter for a Coherent Optical 
System in the Presence of Aberrations 
In Chapter 4, examples were shown to indicate that an apo-
dizing filter sufficient to suppress edge-ringing in an unaberrated 
system might not be adequate to suppress edge-ringing in the pre-
sence of aberrations. The usefulness of the apodization technique 
would be enhanced if 'filters could be designed which were "aber-
ration-tolerant," that is, if edge-ringing could be controlled even 
in the presence of specified aberrations. The linear programming 
method may be extended to the design of such filters. 
Although such an extension could be applied to any type of 
aberration, an "aberration" of particular significance is defocusing. 
In a microscope, the specimen often has a noticeable thickness; 
thus objects at one particular depth are in focus while other ob-
jects at other depths are slightly out of focus. Clearly, it would 
be desirable to suppress edge-ringing for objects throughout the 
depth of the specimen. 
In order to discuss such problems, it is necessary to separate 
the pupil function into two functions, one representing the con-
trolled apodization and the other representing the uncontrolled 
aberrations. Each of these two new functions may be expressed as 
a series representation, and these series 'representations may be 
cross-multiplied to obtain the complete pupil function. 
Let the aberrations be expressed by the function 
expj2iri 	p)}. 
The function 4' (/ ) is defined to be real and corresponds to the 
path-length deviations due to the aberrations. Consequently, the 
function V (1o) and the coefficients Y 	be complex. The 
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calculation of the coefficients 	from the function 4' is at 
best inconvenient. A general procedure which reduces this obstacle 
has yet to be developed, although useful techniques have been dis-
cussed in the preceding chapter. 
The apodizing filter (to be determined) may be represented 
by the series 
(where the coefficients [xc ) are assumed to be real). 
The complete pupil function 2( ( ) may be obtained using the 
cross-multiplication procedure for orthogonal functions in the 
pupil plane (discussed in the preceding chapter): 
=[xnn ç)][ 1: Y 	, (,0)] 
N+N' P4 14' 
=IEE a 
V 	 L , 	
nfl
,  X 	j 
Thus the amplitude point-spread function becomes 
k(r)E [i 	x'F]R(r) 
.1 	nn 
E cI i , 'f'R.(r)} n [ ~7 1 	n 
Although the pupil function for an aberrated system is complex, 
it was shown in Chapter 4 that Smith's criterion could be applied 
to the real part of the function Q. For the one-dimensional case 
discussed in Chapter 4, edge-ringing is suppressed when the system 
satisfies the condition 
RetQ(x)}e{K(x)[fK(x-x')I(x') dx']) 	0 	(for all 
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When the illumination is fully coherent, the function J is constant, 
so the above condition becomes 
R e[ QW J =Ref KW 	K (x') dx') 
CO 
(Again, the superscript bar denotes complex conjugation.) The 
integral is a constant whose value (through the theory of Fourier 
transforms) is merely .2( (0). Representing this constant by 	, the 
edge-ringing constraint in the one-dimensional case becomes, finally 
RefQ(x} =1e[1i((x)1iO 
In the present case of a circularly symmetric system, it is, 
easy to see that the edge-ringing constraint may be written 
PefQ(r)} = i{ )(°) K(r)] = 1e { T K(01 
[ Z: 	J 	Rj W] 	O. 
n 	j 	n' 
Since all quantities except the coefficients 1 Y.1 and the constant 
are real, this reduces to 
XJT T o , Pe{ ' t' ,1  'R (r)  ~ 0 n 	j 	ii' 	fin 
(The caution should be repeated that, for non-symmetric systems, 
imaginary functions. R.(r) arise when j is odd.) 
If the factor iT remains constant, this form of the edge-
ringing constraint may be used in a linear programming routine which 
optimizes the apodization coefficients {x fl ). Unfortunately, 	is 
dependent on the pupil.function which is being optimized. Strictly 
speaking, therefore, the problem is no longer "linear." However, 
it may be possible to estimate an initial value for K by predicting 
(roughly) the form of the apodized pupil function. The linear 
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programming routine may be carried out using this assumed value 
of k . Then a new value of 7 may be calculated from the pupil 
function "optimized" by the linear programming routine. These 
steps may be repeated iteratively until the "optimum" pupil function. 
does not vary appreciably from one iteration to the next. 
At each stage of the process the factor K may be calculated 
using the cross-multiplication procedure 
= )((0) 
E , 	 (Recall j even.) 
I 
j 	 nfl 
For an aberrated system, it is no longer obvious that max-
imizing the coefficient x0 leads to optimal performance therefore, 
some attempt should be made to justify retaining this performance 
indicator. Since the function 	(j ) is entirely real and non- 
negative, the coefficient x0 represents the mean amplitude transmit-
tance of the apodizing filter. The mean intensity transmittance is 
the average of the square of the function X,(p). Thus, although 
these two performance indicators are not identical, it is still 
reasonable to maximize the mean amplitude transmission as an approx-
imation to maximizing the energy transmitted by the filter. 
An apodizing filter which is "aberration-tolerant" must be 
able to reduce edge-ringing to within specified limits when the 
system is unaberrated as well as when the aberration reaches its 
maximum value. Therefore, the linear programming problem for the 
optimum apodizing filter in the presence of aberrations involves 
a larger constraint set. The new problem may be expressed: 
1) Find a set of real coefficients {x} 
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2) satisfying the constraints 
tYx7.Jjo) 2 oJ 
} 





	 12 Constraints; 
Edge-ringing, Unaberrated 
(
Re{'t',} J(r)] 2 b 
P1 	j 	n' 
12 Constraints; 
Edge-ringing , berrated 
3) which maximizes the coefficient x0 . 
(The constants b and b 1 are, self-evidently, edge-ringing 
tolerances for unaberrated and aberrated imaging.) 
It has been assumed throughout this discussion that the pro-
posed iterative process will converge.. This is not obvious, since 
the edge-ringing constraints are so critically dependent on the 
phase of the factor IZ. However, it is expected in any case that 
apodization will be effective in suppressing edge-ringing only for 
systems with small aberrations. Under these circumstances, it 
should not be difficult to assign a plausible initial value for . 
In fact, if the aberration does not exceed )'/i, the real part of 
K. must always remain positive and the process should be well-
behaved. In addition, including constraints for the unaberrated 
pupil function as well as the aberratéd pupil function should 
inhibit wild excursions of the optimization process. Still, these 
assertions remain to be confirmed experimentally. 
It is necessary to provide a test for the convergence of the 
iterative process. The apodizing filter may be considered to be 
optimized when the most recently calculated function 
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differs negligibly from the function computed at the previous iter-
ation. Let 	() represent the most recently computed apodization 
function and X,.'(1 ) represent the previously computed function; 
then 
for all 
Again employing series representations, the function 	(,o ) may 
be written 
If the weighted root-mean-square value of i€ (o) is taken as a 
quantitative convergence indicator, the orthogonality relation for 
the Zernike polynomials provides a simple convergence test. The 












(X"- X2 ç- 
(x-x,) 
2(ri+1) 1 ç 	n+1 
(Recall that for circularly symmetric systems the summation is for 
even values of n only.) When the computed value of e reaches a 
specified tolerance, the iterative process may be terminated. 
In Chapter 4, it was pointed out that an apodizing filter 
sufficient to suppress edge-ringing for an unaberrated system may 
be inadequate to suppress edge-ringing in the presence of aber-
rations. This suggests that "aberration tolerance" may be bought 
only at the price of decreased resolution and illumination. In 
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fact, it may be impossible to design a filter for certain aberration 
limits and edge-ringing tolerances. Such a situation would result 
in an inconsistent constraint set for the linear programming problem. 
Again, a program of numerical experiments to test various combina-
tions of parameters would clarify what compromises are obtainable. 
V. The Optimization of an Apodizing Filter for a Partially Coherent 
Optical System 
When the illumination in an optical system is partially co-
herent, the edge-ringing criterion no longer applies to the spread 
function K and its associated pupil function 	. Instead, it is 
necessary to consider the "quasi-point-spread" function Q (and its 
pupil plane analogue, the "quasi-transfer" function 	. These 
functions were defined in Chapter 4 for a one-dimensional system: 
Q(x) K(x) [I K(x-x') J(x') dx']c'o 
00 
	 dx'. 
It was shown that in order to suppress edge-ringing in partially 
coherent imaging the function Q(x) must satisfy the criterion 
Re[Q(x)} > o. 
In order to design apodizing filters for partially coherent imaging, 
the linear programming method may be modified to use edge-ringing 
constraints based on the function Q. 
At first glance, the use of the function Q with the linear 
programming method appears to be precluded because the "unknown" 
function K appears twice in the equation defining Q. In this sense, 
the function Q is "quadratic," not "linear," with respect to the 
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function K. However, closer inspection' suggests that the behavior 
of the function .Q is largely determined by only one of the appear-
ances of the function K; in important situations the other appear-
ance affects Q almost negligibly. Therefore, it is possible to 
take advantage of the fact that the function Q tends to behave lin-
early with respect to the function K. 
This property may be illustrated by recalling the derivation 
of the function Q(x) in Chapter 4. There it was shown that 
Q(x)= (x) [J °° (x-x') J(x') x'J 
K(x)[inverse Fourier Transform[9(O2(()}] 
(Since by definition 9. ( ) is real, the star over 9. indicating 
complex conjugation is without significance. It will henceforth. 
be ignored.) 'Consider the influence of the function 	( ) 
(within the brackets) on the function Q(x). When the illumination 
is coherent, 9 ( ) reduces to a delta-function, and only the con-
stant )(0) influences Q. This simplifies the problem so that the 
linear programming method may be applied directly as described in 
the preceeding sections. When the illumination is partially coher-
ent (near the coherent limit, the function 9 (' ) has a finite 
width which illuminates a small part of the pupil function 2( ( 
near the origin. This small region of the pupil function only 
slightly perturbs the function Q(x) from its behavior in the coherent. 
limit (where it corresponds to K(x)). Further, only the center of 
the pupil function ( ( ) is illuminated by the source function 
while aberrations, and apodization of the type being considered, 
tend to exert their greatest influence towards the periphery of the 
pupil. Therefore', the function ( () which appears in the 
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brackets in the above equation is of secondary importance in deter-
mining the behavior of the function Q(x). 
The perturbing effects of the secondary function ) (' ) may 
be taken into account by an iterative process similar to the one 
introduced in the preceeding section. Let the function 2 ( ) be 
represented in the above equation by an assumed function  
This function may be held fixed while the function K(x) outside 
the brackets is optimized. The Fourier transform ( ( ) of this 
new optimum function is substituted for the earlier function  
and the optimization is then repeated. This iterative process may 
be continued until the most recently optimized function K(x) differs 
negligibly from the previously optimized function. The process is 
summarized in Figure 1. 
Convergence of the iterative process may prove to be rapid, 
since the secondary appearance of ( ( ) exerts little influence 
on the function Q(x). This influence increases as the source size 
grows larger, but a larger source size corresponds to less coher-
ence and therefore less difficulty with edge-ringing. Only near 
the coherent limit is the edge-ringing problem significant, and 
here the iterative process should be most effeOtive. 
This iterative optimization process is easily implemented 
using series representations and the linear programming method. 
Assuming a circularly symmetric system, the function Q may be 
written 
Q(r) = K(r) I Inverse "Fourier" Transform[ (1)2(jo)] 
= K(r)P(r). 
Requiring Re j Q(r) } 2 0 corresponds to imposing the "strict" form 
of Smith's criterion. Using series representations, Q becomes 
Figure I 
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Q(r)[k j T 1 (r)J [iR 	(r)1 
ni n2. 	 J 
By definition, the function P(r) must have as its pupil plane 
analogue 
P(r) 	P() 	 =1.
/ n2. 
The source function 9 (p ) may be expressed in terms of a series 
representation. Such an expansion for a uniform circularly sym-
metric source with a small radius was obtained in the preceeding 
chapter. Most practical partially coherent sources correspond to 
this model, and it is difficult to imagine situations for which 
it would not be appropriate. The coefficients {p 2  are readily 
obtained through the pupil plane cross-multiplication procedure: 
S 3 Oo)] - [5— ' .4 _q . 4 
nM 
V.— ' 
I an3 9 S 3 k4] niP 	Pninif 
	
n2. n3 n' 	 n2. 
n2. E c- 
n2. = 	) Q 
	S 3 k 4L—	39 fl 
n3 r9 
The function Q(r) may be evaluated by using the cross-multi-
plication procedure for image plane functions, also defined in the 
preceeding chapter: 
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6 nt,ni kE7j P(2.r) 
fl 	ni. nZ 
=9  
n 
The justification for this procedure should be almost self-evident, 
since it corresponds to that discussed in connection with the OTF 
method in the previous chapter. The pupil plane "quasi-transfer" 
function vanishes outside a circle whose radius cannot exceed 2. 
Therefore, the functions 	 are sufficient for describing 
the (circularly symmetric) function 	(p ) in the pupil plane, 
and the functions {Rj(lr.)T are sufficient for describing its image 
plane analogue, Q(r). The factor of 4 is introduced to satisfy 
the definition of the coefficients b 	 described in the 
nn I I 
previous chapter. 
Using the results of the earlier cross-multiplication in the 
pupil plane, the function Q(r) may be expressed in terms of the 
pupil function and source function coefficients 
pnZI S,,3 k 
n3 n'l 
so 
n Q(r) = 	
fljfl 	
5fl3 "1 	4] 
nnI ni n3 n4 	 J  
As noted earlier, the seco: idary appearance of 	), repre- 
sented by. the coefficients { i n4 } in the above equation, exerts 
little influence on the function Q(r). These coefficients may 
therefore be held constant while the other coefficients { k11 are 
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optimized by the linear programming routine. For an unaberrated 
optical system (where the coefficients {k.} are real), the appro-
priate linear
, 
 programming constraints for edge-ringing may be 
written• 




E E E 	nj,n2 fl3fl4 	 1(r i )] ~ 
ft 	 n tl n3 n9 
12 Constraints; Edge-ringing. 
The prime over the coefficients
{ 
k' 4 indicates that these coef-
ficients are held constant at the values previously determined in 
the iterative process while the coefficients 
{ k n1I are optimized. 
Although the coefficients in this case are real, the bar denoting 
complex conjugation is retained because it will be significant 
when considering aberrated systems. 
The above expression may be re-organized to facilitate the 
operation of both the linear programming routine and the iterative 
process: 
I fr)ni.  
where 
n2. 
f 	= : 	 :• 	 Q 39 s 3R(r1). n n n2. n3 I 
The coefficients I  n4 1 (2r.)} contain all the quantities which are 
defined in advance and which remain constant throughout the optimi-
zation process (e.g. source characteristics and cross-multiplication 
coefficients). These coefficients may be calculated once at the 
start of the optimization process and do not need to be re-calculated. 
Before each linear programming step except the first, the coeffi-
cients k'} must be updated to the values obtained at the pre-
vious linear programming step. With the coefficients (f4(2ri)1 
171 
already computed, the calculation of the new edge-ringing con-
straints for the next linear programming step is relatively simple. 
It is not difficult to see how this process may be extended 
to partially coherent imaging systems with aberrations. As 
before, the pupil function 2 ( ) is replaced by the product of 
two pupil plane functions, one representing the aberrations and 
the other representing the filter to be optimized, i.e. 
1f( )ijJ() L FE E x i W 1 ] 7(). 
J L J' i1 	
)IJI 
Substituting the expression 
Y T7- 	Xj1Yj2  
for the coefficients [ k 	the equation for the function Q(r) 
becomes 
ni 
Li 57 	 Ifljfl 	
n3, n4 S n3 
'' L "i ni n3 n'l 
n I 	
] [[ E 
r 'I 
fl h6 	
5b n5 	R (ar). x i 'j 
Proceeding as before, the edge-ringing constraints for the linear 
programming problem may be written 
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Note that the factor K from the earlier iterative process for 
coherent imaging has been absorbed by the function P(r). 
The preceeding discussion has produced.a breathtaking pleth-
ora of coefficients and summations. Fortunately, although the 
computations are tedious, they are basically simple and therefore 
well-suited for programming on a computer. It remains to be shown 
that such an effort will lead to useful results. Given the, uncer-
tainties built into the above expressions at several stages, it is 
appropriate to review the preceeding development in order to 
identify potential sources of error. 
Cross-multiplications of functions in the pupil plane produce 
series expansions which are finite. Consequently, all the summa-
tions involving the coefficients [ a 1 . 2 'J are inherently exact. 
Cross-multiplications of functions in the image plane result 
in infinite series expansions. Therefore, practical summations 
over the coefficients f b? 	} involve a finite truncation error, jl,j2 
which can be calculated. Fortunately, only one such cross-multipli-
cation arises in the computation of edge-ringing constraints for 
partially coherent imaging systems. Further, it should be remem-
bered that this cross-multiplication represents only a "small" 
perturbation of the amplitude point-spread function K(r) required 
to produce the new function Q(r). Hopefully, errors in calculating 
this perturbation will have little detrimental influence on the 
optimization process. 
Series expansions for the finite source function  
involving the coefficients j s } are also a source of truncation 
error. Again, the magnitude of this error can be calculated, as 
has been shown in Chapter 6. 
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Finally, the calculation of aberration coefficients for any 
optical system, real or theoretical, tends to involve some approx-
imations and some uncertainty. With caution, the errors due to 
this source may be reduced to negligible proportions. 
The cumulative effect of all these uncertainties is diffi-
cult to assess. While the sources of error are numerous, they con-
tribute to a perturbation process in which their net effect may be 
relatively small. Detailed numerical experiments are required to 
show if the process is practical in spite of the handicaps. 
VI. Discussion 
-The most important feature of the method just discussed is 
the introduction of series representations for pupil plane and image 
plane functions. This technique allows continuous functions to be 
replaced by finite sets of coefficients. Further, it has been 
shown that continuous constraints may be replaced by constraints 
defined at finite sets of sampling points. By replacing continuous 
functions and continuous constraints with discrete sets of coef-
ficients and constraints, it becomes possible to apply practical 
optimization techniques to optical problems such as the suppression 
of edge-ringing. 
Linear programming is merely one such optimization technique. 
It has the advantage of being intrinsically simple and highly 
developed.- Nevertheless, it has been shown that linear programming 
may be applied to at least one significant optical problem. The 
application to unaberrated coherent imaging is completely straight- - 
forward, while with some elaboration it is possible to consider 
aberrated and partially coherent imaging as well. 	- 	- 
However, there do exist alternative optimization techniques 
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which may be applied to the problem defined above. One such tech-
nique is a generalization of linear programming known as "quadratic 
programing." In this routine, the constraints remain linear 
functions of the unknown coefficients, but the quantity to be opti-
mized may be a quadratic function of the unknowns. Clearly, the 
use of this routine would permit the designer to optimize a quan-
tity based on the intensity transmission of the optical system 
rather than the amplitude transmission as in the present discussion. 
Further generalizations are possible in which both the 
objective function and the constraints may be quadratic, or even 
more complicated. Such "non-linear programming" techniques are 
discussed in Lasdon (1970), and other discussions are easily found. 
If quadratic constraints are permitted, it may be possible to dis-
pense with the iterative processes defined in this chapter, since 
the required constraints are (in general) quadratic combinations 
of the real and imaginary parts of the various coefficients. 
In conclusion, it appears that series representations and 
mathematical programming techniques together offer a rich field 
for further research. 
175 
Conclusion 
This thesis has discussed several different approaches to 
the evaluation and optimization of optical systems imaging in 
partially coherent light. It is appropriate here to review what 
has been achieved and to suggest directions for future research. 
In Chapter 1, a unified presentation of the theory of 
partially coherent imaging was developed. This presentation was 
based on a dimensionless co-ordinate system which makes it easier 
to visualize the imaging process. Simple models were used to 
demonstrate the behavior of optical systems in different conditions 
of illumination. In Chapter 2, the theory developed in the pre-
vious chapter was applied to a familiar optical system, the 
microdensitometer. 
In Chapter 3, the familiar Rayleigh two-point resolution 
criterion was evaluated as a performance indicator for partially 
coherent imaging systems. It was concluded that two-point 
resolution criteria as a class are insensitive to aberrations 
in an optical system regardless of the coherence of the illumin-
ation. Further, they do not convey sufficient information about 
a system's ability to image extended objects. They are therefore 
valueless as performance indicators. 
In Chapter 4, a new performance indicator for partially 
coherent imaging was developed. This indicator specifically 
gauges the tendency of a system to produce edge-ringing. In 
addition, it is closely related to the linear transfer functions 
which may be specified for coherent and incoherent imaging systems. 
Therefore, although it must always be remembered that partially 
coherent imaging is not linear in a conventional sense, this 
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new indicator should be useful for e valuating systems imaging 
in partially coherent light. 
As part of this investigation, the relationship between 
edge-ringing and Fresnel diffraction was established quantitatively. 
It was shown in Chapter 5 that these two apparently separate 
phenomena are in fact manifestations of the same physical process. 
It was demonstrated in Chapter 4 that apodization could be 
used to suppress edge-ringing in coherent or partially coherent 
imaging. In order to apply the new edge-ringing performance 
indicator to the design of apodizing filters, a technique was 
developed for expressing the pupil function of an optical system 
in terms of a series expansion in orthogonal functions. It was 
then found that the technique of series representations led to 
two important applications. 
First, series representations can be used as the basis 
of a new method for computing the Optical Transfer Function (OTF). 
This new method was described in Chapter 6. Because the new 
method avoids explicit numerical integration, it should prove to 
be faster and more accurate than previous numerical methods for 
computing the OTF. 
Second, the coefficients for the series representation of 
an optical system can be optimized using the method of linear 
programming. The theory and applications of this method were 
discussed in Chapter 7. This approach may be used to design 
apodizing filters for systems imaging in coherent or partially 
coherent light. 
Because the technique of series representations was dis-
covered only in the last year of the research project, the 
methods based on it have not yet been fully developed. 
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Consequently, the last two chapters of this thesis read as much 
like research proposals as final reports of research accomplished. 
The topics which invite further research should be re-emphasized 
here. 
First, the theory of the new "analytic" method for computing 
the Optical Transfer Function (OTF) should be researched fully in 
order to reinforce its foundations and extend its applications. 
At present, the key principles of the method have been established 
but several new developments would enhance its usefulness. It 
was pointed out in Chapter 6 that, although the Zernike functions 
were useful for describing the pupil function, a different set of 
orthogonal functions should be used to describe the Optical Transfer 
Function. This modification should increase the accuracy attainable 
with the new method. A close examination of the relationship 
between this new method and the method of the Clebsch-Gordon 
coefficients in quantum mechanics would aid this effort. 
Finally, it should be possible to extend the method to optical 
systems with unusual pupil shapes (e.g. elliptical or annular 
apertures) by defining the appropriate set of orthogonal functions. 
Second, the usefulness of the new OTF method lies in its. 
ability to aid in the design of real optical systems. For this 
reason, the new method should be implemented on a computer system, 
preferably a system including graphic displays for output. Such 
a project would demonstrate the techniques needed to apply the new 
method in practice, and would indicate the efficiency of the new 
method compared with previous methods. 
Third, the possibilities for the linear programming method 
should be explored. Specifically, the ability of the linear pro-
gramming method to optimize the design of apodizing filters for 
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varying tolerances in the presence of varying aberrations should 
be demonstrated, particularly for coherent imaging. 
Finally,' it would be interesting to undertake an experimental 
project to test the usefulness of apodizing filters in optical 
systems which employ coherent or partially coherent illumination. 
The most difficult part of such a project would be the development 
of techniques for making apodizing filters. The most practical 
possibility appears to be vacuum deposition of metal on a rotating 
substrate. However, the answers to such problems await further 
investigation. 
It appears that this research project has been successful on 
three grounds. First, it. has accomplished its. stated objective 
in producing a performance indicator for partially coherent imaging. 
Second, it has led to the development of several other potentially 
valuable optical techniques. Third, it has opened the way towards 
a number of fascinating research projects for the future. For 
this writer at least it has been a rewarding experience. 
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