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SELF GRAVITATING COSMIC STRINGS AND THE ALEXANDROV’S
INEQUALITY FOR LIOUVILLE-TYPE EQUATIONS.
DANIELE BARTOLUCCI(1,‡), DANIELE CASTORINA(2)
Abstract. Motivated by the study of self gravitating cosmic strings, we pursue the well known
method by C. Bandle to obtain a weak version of the classical Alexandrov’s isoperimetric in-
equality. In fact we derive some quantitative estimates for weak subsolutions of a Liouville-type
equation with conical singularities. Actually we succeed in generalizing previously known re-
sults, including Bol’s inequality and pointwise estimates, to the case where the solutions solve
the equation just in the sense of distributions. Next, we derive some new pointwise estimates
suitable to be applied to a class of singular cosmic string equations. Finally, interestingly enough,
we apply these results to establish a minimal mass property for solutions of the cosmic string
equation which are supersolutions of the singular Liouville-type equation.
Keywords: Self gravitating cosmic strings, Isoperimetric inequalities on surfaces, Singular
Liouville equations, Conical singularities.
1. Introduction
Let a > 0 and N > −1. Motivated by the study of cosmic strings configurations in the framework
of Einstein’s general relativity, the systematic study of the equation
(1.1) −∆u = (eau + |x|2N eu) =: f in R2,
has been initiated in some recent works [25], [37], [43]. A basic question about (1.1) is for which
values of β := 12pi
∫
R2
f it admits solutions. This is already a non trivial task for radial solutions,
where however the sharp thresholds are known [37], while it is still open in the general case. A
first step to set up this problem is to try to characterize the values of β (which we denote by β0)
which can be achieved along blow up sequences. Let us assume for the moment that x0 ∈ R
2
is a blow up point (see Definition 6.3 below) relative to a sequence of solutions of (1.1). By
using known arguments based on Brezis-Merle’s estimates [18], one can prove that x0 is isolated
and that β0 ≥ min{2(1 + N−),
2
a}, where N− = min{0, N}, see [43]. However it is also well
known that this ”minimal mass” is not sharp in general, the optimal values being found via a
refined analysis of the blow up behavior of a sequence of solutions in the same spirit of [32], see
[43]. Concerning this point, the more subtle situation is met when the blow up point x0 is not
finite. In this case, after the Kelvin transform x 7→ x|x| and even if N > 0, one ends up with
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a singular problem (see (6.20) below) where the weights multiplying the nonlinearities eau, eu
are power-type functions unbounded (in general) near the origin. To find out a minimal mass
gets even more complicated in this case. This is one of our motivations, since we succeed in
obtaining a simpler and shorter argument yielding better (than min{2(1 + N−),
2
a}) estimates
of the minimal masses which in some cases are also sharp, see Theorem 6.4. Our result is based
on some new pointwise estimates suitable to be applied to (1.1) and (6.20), see Proposition 6.1.
Moreover, as far as we are interested in the set of β for which (1.1) admits solutions, then in
general the above estimates on β0 do not suffice to catch the optimal range. In this more general
setting one needs to work out a much harder blow up analysis which takes into account the many
allowed asymptotic behaviours as well as the sharp values of the corresponding local masses to
be obtained via a local Pohozaev’s identity. This kind of studies are based on the concentration-
compactness-quantization theory for Liouville type equations [18], [31], [32] and its more recent
generalizations to some singular cases, see [10], [15], [16], [42] and [41] for a comprehensive ex-
position of the subject. Interestingly enough, it turns out that, at least in a particular range of
values for a, our result already provides the best possible estimate for β, i.e. 4a , see (j) in Theorem
6.4. Indeed, if N > 0 and 1N+1 < a <
2
N+1 , then the sharp lower threshold (see [43]) reads β ≥
4
a .
Next, let us fix some notations. Here and in the rest of this paper Ω ⊂ R2 is any open, bounded
and simply connected domain, and V̂ ∈ L∞(Ω) any measurable function satisfying,
(1.2) 0 < a ≤ V̂ ≤ b < +ı, for a.a. x ∈ Ω,
for some fixed 0 < a ≤ b < ı. We assume that α ∈ [0, 1) and that Ω contains the origin, 0 ∈ Ω,
and set
hα(x) = −2α log |x|, x ∈ R
2 \ {0}.
We are interested in the analysis of some quantitative properties of subsolutions of the singular
Liouville-type equation [33], [36]
(1.3) −∆v =
V (x)
|x|2α
ev in Ω,
where
(1.4) V (x) = V̂ (x)eg(x), g ∈ C0(Ω) and subharmonic in Ω.
Unless otherwise specified we assume α ∈ (0, 1) and with an abuse of notation also write 1α
meaning +∞ whenever α = 0.
We will be concerned with some integral inequalities and pointwise estimates for weak subso-
lutions of (1.3). However, if u is a solution of (1.1), then it is a supersolution of (1.3). This is
another interesting point about our result, since we are able to handle a case which does not fit
in the general assumptions needed to apply the Alexandrov-Bol’s inequality [4]. We achieve this
goal by a clever use of an auxiliary unknown which is in fact a subsolution of a singular Liouville
equation, the inequality in (1.3) being obtained by neglecting some negative terms. However,
no informations are at hand concerning these negative terms other than their weak regularity
properties, as dictated by the equation (1.1) itself. This is why, unlike previously known results,
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we have to keep weaker regularity assumptions about v (see (a) and (b) below).
Actually, this is a general problem that arises in the study of solutions of singular coopera-
tive Liouville systems [38]. In those cases one has to deal just with supersolutions of singular
Liouville-type equations sharing poor regularity properties. Moreover, in that situation the above
mentioned arguments based on the Pohozaev’s identity fail to provide the needed sharp local
masses. Another interesting point about our result is that it provides a direct method to obtain
some estimates about the local masses in this case as well.
So, either one of the following assumptions will be made about v.
(a) v ∈ L1(Ω), V ehα+v ∈ L1(Ω) and v is a solution of (1.3) in the sense of distributions.
By the results in [18] (see [18] Remarks 2 and 5) and standard elliptic regularity theory [28] any
such solution satisfies
(1.5) v ∈W 2,ploc (Ω \ {0}) ∩W
2,q(Ω), for any p ∈ [1,+∞), q ∈
[
1,
1
α
)
.
(b) v is a strong subsolution of (1.3), that is,
(1.6) v ∈W 2,ploc (Ω \ {0}) ∩W
2,q(Ω), for some p > 2 and some q ∈
(
1,
1
α
)
,
and satisfies
(1.7) −∆v ≤
V (x)
|x|2α
ev for a.a. x ∈ Ω.
Obviously, by the Sobolev embedding Theorem, we have v ∈ C1loc(Ω \ {0}) ∩ C
0(Ω), a fact
that will be used throughout the discussion with no further comments.
Definition 1.1. We say that ω ⊂ R2 is a simple domain, if it is an open and bounded domain
whose boundary ∂ω is the support of a rectifiable Jordan curve. We will also say that ω ⊂ R2 is
a regular domain if it is an open and bounded domain whose boundary ∂ω is the union of finitely
many rectifiable Jordan curves. We will denote by ωB the closure of the (possibly disconnected)
bounded component of R2 \ω and by ωB its interior. The set of regular domains includes the set
of simple domains which is just characterized by the condition ωB = ∅.
Let ω ⋐ Ω be any regular domain and let us define,
Lα(∂ω) =
∫
∂ω
e
v+g+hα
2 dℓ,
where dℓ denotes the standard arc-length on ∂ω,
(1.8) Mα(ω) =
∫
ω
ev+g+hαdx,
(1.9) K̂(x) =
1
2
V̂ (x), x ∈ Ω,
and, for any K0 ≥ 0 and λ ∈ [0, 1)
(1.10) γω(λ,K0) = 2πλ −
∫
{K̂>K0}∩ω
(K̂ −K0)e
v+g+hαdx.
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In [4] C. Bandle adopted a weighted rearrangement argument to prove the following inequality,
(1.11) L2α(∂ω) ≥ (2γω(1− α,K0)−K0Mα(ω))Mα(ω), with ω any simple domain,
whenever 2γω(1 − α,K0) − K0Mα(ω) > 0 and 0 ∈ ω. We remark that the inequality in [4] is
more general since it allows one to replace g + hα with the difference of two subharmonic (not
necessarily continuous) functions, say g+−h−. In that case 2πα should be replaced by the total
mass relative to the distributional Laplacian of −h− in ω. Our proof could be modified to allow
these kind of data. However, on one side the analysis of the cosmic strings equation (1.1) does
not require this more general assumptions, which indeed fit more naturally in the framework of
the geometric problem (see the short discussion below for more details about this point). On
the other side, because of our weak formulation of the problem, the needed modifications would
call up for a more involved technical discussion. Therefore we skip this part here for the sake of
simplicity. Actually (1.11) is just a local formulation of a singular version of a classical isoperi-
metric inequality on surfaces, the Alexandrov’s inequality, which has a long history in geometry,
[2], [17], [27], [29]. From this point of view, and in case g ≡ 0 and α = 0, then Lα and Mα
are just the local expressions of the length and the area of a portion of a surface whose volume
element (in local isothermal coordinates) takes the form evdx and whose Gaussian curvature is
K̂(x). If α 6= 0 then the origin {0} is a conical singularity of order α, see [46], and the effect of a
non vanishing and possibly singular g is equivalent in general to the introduction of other kind
of singularities, see [2], [4]. However, as mentioned above, our main motivation is not just with
respect to the geometric problem, which is in fact by now well understood, see [20] (§2.1, §2.2),
[4] (§I.3.5) and [34], [35] for more details and [44], [45] for more recent results in this direction.
It is worth to remark that, besides the classical geometric applications [7], [8], [9], [21], [46],
other well known physical problems motivate this kind of studies, such as those arising in the
statistical mechanics description of guiding-centre plasmas [15], turbulent Euler flows [12], [22]
and self-gravitating classical systems [6], [47].
Actually, a weaker (and well known in geometry) inequality, known as Bol’s inequality [17],
which in our notations reads as
(1.12) L2α(∂ω) ≥
1
2
(8π(1− α)−Mα(ω))Mα(ω), with ω any simple domain,
newly derived in the P.D.E. setting in [3], has been since then widely used in the analysis of
elliptic problems with exponential nonlinearities in two-dimensions, see [4], [5], [7], [14], [23],
[24], [26], [39], [40] and more recently [11], [12], [13]. The reason for its success in this context
essentially relies on the fact that it can be used to build up a weighted rearrangement-type
argument [4] to estimate the eigenvalues of linear Dirichlet problems on abstract surfaces, or
either of the linearized equations for problems with exponential nonlinearities such as (1.3).
One of our aims here is to prove (see Theorem 3.1 below) a weaker version of the Alexandrov’s
inequality as derived in [4] §I.3.5 where v was assumed to be an analytic subsolution of (1.3).
Actually, analyticity in [4] was a reasonable and well suited assumption as it allowed the author
to handle the general framework described above. On the contrary, as far as we are concerned
with (1.4), it seems a rather strong assumption. This will be our first concern since we are not
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aware of any proof of (1.11) under weaker assumptions such as those in (a) or (b). Actually,
in [40], (1.12) is proved for V ≡ 1, α = 0 and v ∈ C2(Ω) ∩ C0(Ω ) a classical subsolution of
(1.3). Other results in [24] and more recently in [11], [12], where v is still assumed to be of class
v ∈ C2(Ω) ∩ C0(Ω ), are concerned with various forms of Bol’s inequality. So we also obtain a
unified proof and a generalization of these inequalities in case V satisfies (1.4) and α ∈ (0, 1),
see Theorem 4.1 and Corollary 4.2.
We also make a point which deserves a separate discussion. The case where ω ⋐ Ω is multiply
connected in (1.12) with V ≡ 1 and α = 0, has been handled in Lemma 4.2 in [24] by using the
fact that the inequality holds on simply connected domains, and by assuming that
(1.13)
∫
Ω
ev ≤ 8π.
However, it is readily seen that the same argument will not work when trying to extend the
Alexandrov’s inequality (1.11) on multiply connected domains ω ⋐ Ω from simply connected
ones. The point is that, even in case g ≡ 0 and α = 0, the Alexandrov’s inequality is much
stronger than Bol’s inequality, since it provides a kind of measure of ”how far” the isoperimet-
ric ratio is from the one with K̂ ≡ K0 assumed to be constant. Therefore one of our goals
is to show that there is no need to assume (1.13), because in fact not only (1.12) but also
the Alexandrov’s inequality hold on multiply connected domains ω ⊂ Ω as well, see Theorem
3.1 and Corollary 4.2 below. It is understood that this observation applies as far as Ω itself
is assumed to be simply connected, otherwise these inequalities are well known to be false in
general, see [20], [35] and more recently [12]. Although we will not discuss it here, it is worth
to remark that a major improvement in the P.D.E. analysis of the Bol’s inequality in case
Ω is assumed to be multiply connected has been recently obtained in [12].
We divide the proof of Theorem 3.1 into two steps. In the first step we manage to pass from
the elliptic inequality (1.7) to an elliptic equation for an auxiliary function. In the second one
we work out a weighted rearrangement argument. The advantage of this approach is that the
arguments in these two steps are suitable to be moved as they stand in the proof of the needed
pointwise estimates, see Theorem 5.1 below. Even in this case we obtain a generalization of
other results [4], [40] previously derived under stronger assumptions. In any case these pointwise
estimates will be the main tool in the analysis of the blow up phenomenon relative to (1.1).
We remark that part of our results are likely to be well known to experts. For example a weaker
form of Corollary 4.2 has been already used in [5] but its proof was given for granted there.
This paper is organized as follows. In section 2 we discuss an inequality by A. Huber and its
consequences. In section 3 we prove the Alexandrov’s inequality (Theorem 3.1). Some Corollaries
and improved versions of Theorem 3.1 are discussed in section 4. The pointwise estimates are
discussed in section 5. Finally the application arising in cosmic strings theory is discussed in
section 6. A technical result is established in the Appendix.
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2. Preliminaries: An inequality by A. Huber and its consequences.
In this section we discuss a particular form of the Huber’s inequality [30] suitable to be applied
to our problem. The result due to A. Huber [30] is more general than the one we discuss here
and for the sake of simplicity we report only the part which will be needed throughout.
Let ω ⊂ R2 be a regular domain and let us keep the same notations as in the introduction above.
Then we have
Theorem 2.1. [Huber’s inequality, see [30]] Let ω ⋐ R2 be a simple domain. Then it holds:
(2.1)
∫
∂ω
e
g+hα
2 dℓ
2 ≥ 4π (1− α) ∫
ω
eg+hαdx, if 0 ∈ ω,
(2.2)
∫
∂ω
e
g+hα
2 dℓ
2 ≥ 4π ∫
ω
eg+hαdx, if 0 /∈ ω.
We will need the following generalization of Huber’s result.
Theorem 2.2. Let ω ⋐ R2 be a regular domain. Then it holds:
(2.3)
∫
∂ω
e
g+hα
2 dℓ
2 ≥ 4π (1− α) ∫
ω
eg+hαdx, if 0 ∈ ω ∪ ωB,
(2.4)
∫
∂ω
e
g+hα
2 dℓ
2 ≥ 4π ∫
ω
eg+hαdx, if 0 /∈ ω ∪ ωB,
where dℓ denotes the arc-length on ∂ω.
In particular, if ω is not simply connected, then all the inequalities are strict.
Remark 2.3. In view of this result we will be free to use the inequality (2.3) in all the cases
considered so far.
Proof. In view of Theorem 2.1 we are obviously left to discuss the cases where ω is not simply
connected and prove in particular that in all those cases the inequalities are strict.
Let us assume for the moment that ω = ω1 \ω0 for a pair of simple domains such that ω0 ⊂⊂ ω1
and ∂ω = ∂ω1 ∪ ∂ω0. For any domain ω ⊂ R
2, let us set
ℓ(∂ω) =
∫
∂ω
e
g+hα
2 dℓ, m(ω) =
∫
ω
eg+hαdx.
Thus, if 0 ∈ ω, we may use (2.1) and (2.2) to obtain
ℓ2(∂ω) = ℓ2(∂ω1 ∪ ∂ω0) > ℓ
2(∂ω1) + ℓ
2(∂ω0) ≥
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4π(1− α)m(ω1) + 4π(1− α)m(ω0) > 4π(1− α)m(ω),
and the desired conclusion follows in this case. On the other side, if 0 /∈ ω1, we obtain
ℓ2(∂ω) = ℓ2(∂ω1 ∪ ∂ω0) > ℓ
2(∂ω1) + ℓ
2(∂ω0) ≥
4πm(ω1) + 4πm(ω0) > 4πm(ω).
Finally, if 0 ∈ ω0 we obtain
ℓ2(∂ω) = ℓ2(∂ω1 ∪ ∂ω0) > ℓ
2(∂ω1) + ℓ
2(∂ω0) ≥
4π(1− α)m(ω1) + 4π(1− α)m(ω0) > 4π(1− α)m(ω).
The case where R2 \ ω has finitely many bounded components readily follows by an induction
argument on the number of ”holes” of ω. 
3. Alexandrov’s inequality
In this section we prove a weak version of the celebrated Alexandrov’s inequality in the form
first provided in [4] for analytic subsolutions of (1.3). We remark that, as in [4], the case where
the equality holds in Alexandrov’s inequality can be completely characterized as well. We keep
the same notations as in Definition 1.1.
Theorem 3.1. [Alexandrov’s inequality [2], [4], [20], [35]]
Let Ω ⊂ R2 be any open, bounded and simply connected domain with 0 ∈ Ω and ω ⋐ Ω be any
relatively compact regular domain. Fix α ∈ [0, 1) and let v satisfy either (a) or (b). Then:
if 0 ∈ ω ∪ ωB, then, for any K0 ≥ 0, it holds
(3.1) L2α(∂ω) ≥ (2γω(1− α,K0)−K0Mα(ω))Mα(ω),
while if 0 /∈ ω ∪ ωB, then, for any K0 ≥ 0, it holds
(3.2) L2α(∂ω) ≥ (2γω(1,K0)−K0Mα(ω))Mα(ω).
Remark 3.2. One would be tempted to include the strict inequality K0Mα(ω) < 2γω(1−α,K0)
as an hypothesis to obtain (3.1), at least since otherwise (3.1) is trivially satisfied. However that
inequality is not needed during the proof. The same consideration holds for (3.2) and the in-
equality K0Mα(ω) < 2γω(1,K0). In particular there is even no need to assume the nonnegativity
of γω(λ,K0). However it is well known that if K0Mα(ω) ≥ 2γω(1 − α,K0), then in general no
bound for Mα(ω) is possible in terms of L
2
α(∂ω), see for example [34] p.1207.
Remark 3.3. If ω is not simply connected and 0 ∈ ωB, then there is no hope to obtain (3.2),
that is, (3.1) with α = 0. In other words, the fact that the a ”hole” contains the singularity
makes the isoperimetric ratio lower by an amount that is at least as larger as the full weight of
the singularity. Actually this is the same reason why Alexandrov’s inequality fails on a general
multiply connected domain Ω, see [12] p.14 for further details.
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Remark 3.4. We recall some well known facts and refer the reader to [28] §2.8 for further
details. An open domain ω is said to be regular with respect to the Laplacian if for any x ∈ ∂ω
there exist a barrier function at x relative to ω. In particular any regular (according to Definition
1.1) domain ω is regular with respect to the Laplacian. We will use the fact that the classical
Dirichlet problem with continuous boundary data on a regular domain admits a unique solution
in the class of functions that are continuous up to the boundary.
Proof.
Once (3.1) is proved for 0 ∈ ω ∪ ωB, a straightforward approximation argument shows that
indeed (3.1) holds whenever 0 ∈ ω ∪ ωB as well. Also, once the result has been established for
K0 > 0, then the case K0 = 0 is worked out by an elementary limiting argument. Therefore we
will just discuss the cases 0 ∈ ω ∪ ωB and K0 > 0.
The proofs of either (3.2) or of (3.1) in case α = 0 as well as that of (3.1) in case 0 ∈ ωB are easier
than that of (3.1) in case 0 ∈ ω and α ∈ (0, 1). Therefore, in particular to avoid repetitions, we
will just be concerned with the proof of (3.1) in case 0 ∈ ω and α ∈ (0, 1).
In view of (1.5), it is obvious that if v satisfies (b) then it also satisfies (a), so we will be
concerned just with the former case.
The Proof of (3.1) when v satisfies (b) and 0 ∈ ω, α ∈ (0, 1) and K0 > 0.
Unless otherwise specified, we assume 0 ∈ ω, α ∈ (0, 1) and K0 > 0.
Step 1.
For any fixed relatively compact and regular domain ω ⋐ Ω such that 0 ∈ ω we can find an
open, simply connected and smooth domain Ω0 such that
ω ⋐ Ω0 ⋐ Ω.
Let us also define
f(x) := −∆v −
V (x)
|x|2α
ev, x ∈ Ω \ {0},
which in view of (1.7) and (b) satisfies
f ∈ Lploc(Ω \ {0}) ∩ L
q
loc(Ω), and f(x) ≤ 0, for a. a. x ∈ Ω,
for some p > 2 and some q ∈
(
1, 1α
)
. Therefore, in view of (1.6), Theorem 9.15, Corollary 9.18
and Lemma 9.17 in [28] we see that the linear problem
(3.3) −∆w = f(x) in Ω0, w = 0 on ∂Ω0,
admits a unique solution w ∈ W 2,ploc (Ω0 \ {0}) ∩W
2,q(Ω0) ∩ C
0(Ω0 ), for some p > 2 and some
q ∈
(
1, 1α
)
. Clearly w is subharmonic (see [28] §2.8 and Ex. 2.7, 2.8).
Next let g1 be the Perron’s (see [28] §2.8) solution of ∆g1 = 0 in ω, g1 = v on ∂ω. Since v ∈ C
0(ω),
then in view of Remark 3.4 g1 is well defined and continuous up to the boundary. Finally let us
set η = v−w− g1. Then, since v satisfies (1.6), we see that η ∈W
2,p
loc (ω \{0})∩W
2,q(ω)∩C00 (ω)
for some p > 2 and some q ∈
(
1, 1α
)
and satisfies
(3.4) −∆η = 2K̂ eg2+hα eη for a. a. x ∈ ω, η = 0 on ∂ω,
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with
(3.5) g2 = w + g1 + g continuous in ω and subharmonic in ω.
Thus, in particular by using (1.6), we conclude that
(3.6) η ∈W 2,ploc (ω \ {0}) ∩ C
1
loc(ω \ {0}) ∩W
2,q(ω) ∩ C00 (ω),
for some p > 2 and some q ∈
(
1, 1α
)
. Since η ∈ W 2,q(ω), by Sobolev embedding Theorem,
standard elliptic estimates (see Lemma 9.17 in [28]), an elementary smoothing argument and
the maximum principle for W 2,2(ω) solutions (see Theorem 9.1 in [28]), we see that η ≥ 0 in ω.
In particular, since η ∈ W 2,2loc (ω \ {0}), a well known version of the strong maximum principle
(see Theorem 9.6 in [28]) applies and we see that η is also strictly positive in ω \ {0}. Finally,
due to the fact that η is also weakly superharmonic, then it satisfies (see [28] Ex. 2.8)
η(x) ≥
1
2πr
∫
∂Br(x)
η dℓ,
for any x ∈ ω whenever Br(x) ⋐ Ω. Whence we also have η(0) > 0 and we conclude that
(3.7) η(x) > 0 ∀x ∈ ω and η(x) = 0 ⇐⇒ x ∈ ∂ω.
Step 2. Setting tm = max
ω
η and
dτ = eg2+hαdx, dσ = e
g2+hα
2 dℓ,
for any t ∈ [0, tm) we define
(3.8) Ω(t) = {x ∈ ω | η(x) > t}, Γ(t) = {x ∈ ω | η(x) = t}, µ(t) =
∫
Ω(t)
dτ,
being understood that Γ is defined for t = tm as well.
Since η satisfies (3.4) then Γ(t) has null two-dimensional measure, whence we conclude that µ
is continuous. Moreover, in view of (3.7), the following relations hold true
(3.9) Ω(0) = ω, Γ(0) = ∂ω, µ(0) =
∫
ω
dτ.
The fact that Γ(t) has null 2-dimensional measure is well known.
Clearly we can extend µ on [0, tm] by setting µ(tm) = lim
tրtm
µ(t) = 0+ whence µ ∈ C0([0, tm]).
Next, since η satisfies (3.4), then by a well known consequence (see for example [19] p.158) of
the co-area formula and of Sard’s Lemma we see that
(3.10)
dµ(t)
dt
= −
∫
Γ(t)
eg2+hα
|∇η|
dℓ, for a. a. t ∈ [0, tm].
Remark 3.5. Let I ⊆ [t0, tm] be the set where (3.10) holds. Obviously we may assume that if
t ∈ I then t is not a critical level of η. In particular, letting t0 ∈ (0, tm] be the unique t such that
0 ∈ Γ(t0), there is no loss of generality in assuming t0 /∈ I.
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For any s ∈ [0, µ(0)) ≡ [µ(tm), µ(0)), we introduce the following weighted decreasing re-
arrangement of η,
(3.11) η∗(s) = |{t ∈ [0, tm] : µ(t) > s}|,
where |E| denotes the Lebesgue measure of a Borel set E ⊂ R. Setting η∗(µ(0)) = 0, and
using the fact that Γ(t) has null 2-dimensional measure, it is not difficult to check that η∗ ∈
C0([0, µ(0)]) is the inverse of µ on [0, tm] (hence continuous in [0, µ(0)]), coincides with the
distribution function of µ and it is also strictly decreasing and differentiable almost everywhere.
A crucial point at this stage is to prove that η∗ is not just continuous but also locally absolutely
continuous. It turns out that in fact it is even locally Lipschitz in (0, µ(0)), see Appendix 7. In
particular, in view of (3.10), we obtain
(3.12)
dη∗(s)
ds
= −
 ∫
Γ(η∗(s))
eg2+hα
|∇η|
dℓ

−1
,
for any s ∈ I∗, where [0, µ(0)] \ I∗ is a set of null measure and η∗(I∗) = I, µ(I) = I∗.
Next, let us define
F (s) = 2K0
∫
Ω(η∗(s))
eηdτ, s ∈ [0, µ(0)],
where
(3.13) F (µ(0)) = 2K0
∫
ω
eηdτ = 2K0Mα(ω),
and we have set
(3.14) F (0) = lim
sց0+
F (s) = 0.
Clearly F (s) is strictly increasing, continuous, and even locally Lipschitz in (0, µ(0)). In fact it
satisfies
|F (s)− F (s0)| ≤ C|µ(η
∗(s))− µ(η∗(s0))| = C|s− s0|, ∀ 0 = µ(tm) < s0 < s < µ(0),
for a suitable constant C > 0. In particular it holds∫
Ω(η∗(s))
eudτ =
s∫
0
eη
∗(λ)dλ, ∀ s ∈ [0, µ(0)],
so that
(3.15)
dF (s)
ds
= 2K0e
η∗(s),
d2F (s)
ds2
= 2K0
dη∗(s)
ds
eη
∗(s) =
dη∗(s)
ds
dF (s)
ds
, ∀ s ∈ I∗.
For any s ∈ I∗ the Cauchy-Schwartz inequality yields,
(3.16)
 ∫
Γ(η∗(s))
dσ

2
≤
 ∫
Γ(η∗(s))
eg2+hα
|∇η|
dℓ

 ∫
Γ(η∗(s))
|∇η|dℓ
 =
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(
−
dη∗(s)
ds
)−1 ∫
Γ(η∗(s))
(
−
∂η
∂ν
)
dℓ
 ,
where ν = ∇η|∇η| is the exterior unit normal to Ω(η
∗(s)) and we have used (3.12). Since η satisfies
(3.6), then it is easy to check that∫
Γ(η∗(s))
(
−
∂η
∂ν
)
dℓ =
∫
Ω(η∗(s))
2K eηdτ,
for any s ∈ I∗, whence, in particular we deduce that∫
Γ(η∗(s)))
(
−
∂η
∂ν
)
dℓ ≤ 2
∫
{K>K0}∩Ω(η∗(s)))
(K −K0) e
ηdτ + 2K0
∫
Ω(η∗(s)))
eηdτ ≤
2
∫
{K>K0}∩ω
(K −K0) e
ηdτ + 2K0
∫
Ω(η∗(s)))
eηdτ = 2γ˜+ω (K0) + F (s),
for any s ∈ I∗, where
(3.17) γ˜+ω (K0) =
∫
{K>K0}∩ω
(K −K0) e
ηdτ.
Plugging this estimate in (3.16) we conclude that,
(3.18)
 ∫
Γ(η∗(s))
dσ

2
≤
(
−
dη∗(s)
ds
)−1 [
2γ˜+ω (K0) + F (s)
]
,
for any s ∈ I∗. Since ω is open and by assumption 0 ∈ ω, by setting t0 = η(0) we have that either
t0 < tm, and then 0 ∈ Ω(t) for any t ∈ (0, t0) and 0 /∈ Ω(t) for any t ∈ [t0, tm), or 0 ∈ Ω(t) for any
t ∈ (0, tm). The discussion concerning the latter case is easier so, in order to avoid repetitions,
we will only prove (3.1) for t0 < tm. Let s0 ∈ (0, µ(0)) satisfy η
∗(s0) = t0. Clearly we can apply
Huber’s inequality (2.3) to conclude that,
(3.19)
 ∫
Γ(η∗(s))
dσ

2
≥ 4π(1 − α)µ(η∗(s)) = 4π(1− α)s, ∀ s ∈ I∗ ∩ (s0, µ(0)).
On the other side, using the maximum principle and the fact that Γ(t) has null two-dimensional
measure, it is not difficult to check that R2 \Ω(t) has no bounded components with t ∈ (t0, tm).
Therefore the singular point 0 ∈ R2 cannot be contained in a bounded component of R2 \ Ω(t)
with t ∈ (t0, tm), so we can use (2.4) to conclude that
(3.20)
 ∫
Γ(η∗(s))
dσ

2
≥ 4πµ(η∗(s)) ≥ 4π(1 − α)µ(η∗(s)) = 4π(1− α)s, ∀ s ∈ I∗ ∩ (0, s0).
Substituting the last two inequalities in (3.18), we obtain,
4π(1− α)s ≤
(
−
dη∗(s)
ds
)−1 [
2γ˜+ω (K0) + F (s)
]
, ∀ s ∈ I∗,
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Multiplying by dF (s)ds
(
−dη
∗(s)
ds
)
it is readily seen that the last two inequalities are equivalent to,
4π(1 − α)s
dF (s)
ds
(
dη∗(s)
ds
)
+ 2
dF (s)
ds
γ˜+ω (K0) +
dF (s)
ds
F (s) ≥ 0, ∀ s ∈ I∗,
and we conclude that
(3.21)
d
ds
[
4π(1 − α)s
dF (s)
ds
− 4π(1− α)F (s) + 2γ˜+ω (K0)F (s) +
1
2
(F (s))2
]
≥ 0, ∀ s ∈ I∗.
Let P (s) denote the function within square brackets in (3.21). Since F and η∗ are both
continuous and locally Lipschitz continuous in [0, µ(0)] and, in view of (3.15), since dF (s)ds is
continuous and locally Lipschitz continuous in [0, µ(0)] too, then we come up with the inequality
P (µ(0)) − P (0) ≥ 0.
Therefore we can use (3.13), (3.14), (3.15) and η∗(µ(0)) = 0 to obtain
4π(1 − α)µ(0) + (2γ˜+ω (K0)− 4π(1 − α))Mα(ω) +K0M
2
α(ω) ≥ 0.
By the Huber’s inequality (3.19) once more and (3.9) we have
(3.22) L2α(∂ω) =
∫
∂ω
e
v+ĝ+hα
2 dℓ
2 =
 ∫
Γ(0)
dσ

2
≥ 4π(1 − α)µ(0) ≥
(4π(1− α)− 2γ˜+ω (K0))Mα(ω)−K0M
2
α(ω) =
(2(2π(1 − α)− γ˜+ω (K0))−K0Mα(ω))Mα(ω) = (2γω(1− α,K0)−K0Mα(ω))Mα(ω),
which concludes the proof of (3.1). 
4. Corollaries and/or improved versions of Theorem 3.1
The first slightly improved version of Theorem 3.1 we wish to discuss has to do with the
possibility to allow ω = Ω. Actually this was the point of view in [40] where however Ω was
assumed to be smooth, v ∈ C2(Ω) ∩ C0(Ω) and α = 0 and V ≡ 1. Here we have,
Theorem 4.1. Let Ω ⊂ R2 be a simple domain of class C1,1 (see [28]) such that 0 ∈ Ω and fix
α ∈ [0, 1). Let g (as defined in (1.4)) satisfy g ∈ C0(Ω) and for any r > 0 small enough v satisfy
(1.7) and
(4.1) v ∈W 2,p(Ω \Br(0)) ∩W
2,q(Ω) ∩ C0(Ω), for some p > 2 and for some q ∈
(
1,
1
α
)
.
Then (3.1) holds with ω ≡ Ω.
Proof. The proof follows step by step the one of Theorem 3.1 with very few and minor modifi-
cations, so we just skip it. 
Next we discuss a Corollary which is an oversimplified (we choose V ≡ 1) and weaker (we fix
K0 =
1
2) version of Theorem 3.1. It improves and generalizes former results in [3], [24] and in
[40]. When α = 0 it is just the Bol’s inequality, first discovered by G. Bol [17].
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Corollary 4.2. [Singular Bol’s inequality [17] and [4], [24], [40]] Let Ω ⊂ R2 be any open,
bounded and simply connected domain with 0 ∈ Ω and ω ⋐ Ω be any relatively compact regular
domain. Fix α ∈ [0, 1) and let v satisfy either (a) or (b) with V̂ ≡ 1. Then:
(i) if 0 ∈ ω ∪ ωB, then it holds
(4.2) L2α(∂ω) ≥
1
2
(8π(1 − α)−Mα(ω))Mα(ω),
while if 0 /∈ ω ∪ ωB, then it holds
(4.3) L2α(∂ω) ≥
1
2
(8π −Mα(ω))Mα(ω);
(ii) if Ω is assumed to be simple and of class C1,1, V̂ ≡ 1, and if v satisfies (4.1) and (1.7),
then (4.2) holds with ω ≡ Ω.
Proof. In view of (1.2), (1.9) and (1.10), if V̂ ≡ 1 and K0 =
1
2 , then K̂ ≡
1
2 and we have
γω
(
1− α,
1
2
)
= 2π(1 − α) −
∫
{K̂> 1
2
}∩ω
(
K̂ −
1
2
)
ev+g+hαdx ≡ 2π(1− α),
so that
2γω(1− α,K0)−K0Mα(ω) = 4π(1 − α)−
1
2
Mα(ω).
Therefore (4.2), (4.3) readily follow from (3.1), (3.2).
The inequality claimed in (ii) follows by the same argument and Theorem 4.1. 
5. Pointwise estimates based on the weighted rearrangement
In this section we will establish pointwise estimates for strong subsolutions. More specifically
we will prove the following theorem, which improves and generalizes former results in [3], [40]:
Theorem 5.1. Let Ω ⊂ R2 be any open, bounded and simply connected domain with 0 ∈ Ω and
ω ⋐ Ω be any relatively compact regular domain. Fix α ∈ [0, 1) and let v satisfy either (a) or
(b) with V̂ ≡ 1. Then:
(i) If 0 ∈ ω ∪ ωB and Mα(ω) < 8π(1− α) then it holds
(5.1) max
ω
ev ≤
(
1−
Mα(ω)
8π(1− α)
)−2
max
∂ω
ev,
while if 0 /∈ ω ∪ ωB and Mα(ω) < 8π, then it holds
(5.2) max
ω
ev ≤
(
1−
Mα(ω)
8π
)−2
max
∂ω
ev.
(ii) If Ω is assumed to be simple and of class C1,1 and if v satisfies (4.1) and (1.7), then (5.1)
holds with ω ≡ Ω.
Proof. We will be mainly concerned with (5.1), which is the more involved case. The rest of
the proof goes along the same lines with minor changes, and we skip this part here to avoid
repetitions.
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Let η be exactly the same function as defined in Step 1 in the proof of Theorem 3.1. We recall
from Step 2 that if we set V̂ ≡ 1 and K0 =
1
2 , then K̂ ≡
1
2 , F (s) =
∫
Ω(η∗(s)) e
η dτ , s ∈ [0, µ(0)]
and γ˜+ω (1/2) = 0 (see (3.17)). Moreover, setting
(5.3) Pα(s) = 4πsF
′(s)− 4πF (s) +
1
2
(F (s))2, ∀ s ∈ (0, µ(0))
then from (3.21) we have
(5.4) Pα(s) ≥ Pα(0) = 0 ∀ s ∈ [0, µ(0)].
We also recall that if we define
(5.5) Jα(s) =
s
F (s)
−
s
8π(1 − α)
, s ∈ (0, µ(0))
then we can differentiate and from (5.3), (5.4) obtain
(5.6) J ′α(s) = −
Pα(s)
4π(1− α)F 2(s)
≤ 0, s ∈ (0, µ(0))
Hence Jα is C
1 and nonincreasing. Thanks to l’Hopital rule we can extend it by continuity to
s = 0 as follows
(5.7) lim
s→0+
Jα(s) = lim
s→0+
s
F (s)
= lim
s→0+
1
F ′(s)
=
1
F ′(0)
.
In particular, since F ′(0) = maxω e
η, for any s ∈ (0, µ(0)) we get
(5.8) max
ω
eη ≤
1
Jα(s)
.
On the other hand, again by (5.4), for s ∈ (0, µ(0)) we deduce
(5.9) sF ′(s) ≥ F 2(s)
(
1
F (s)
−
1
8π(1 − α)
)
.
Notice that thanks to the hypothesis (5.1) we have F (s) ≤ F (µ(0)) =Mα(ω) < 8π(1−α), which
in turn by (5.9) and F ′ > 0 implies that for s ∈ (0, µ(0)) it holds
Jα(s) = s
(
1
F (s)
−
1
8π(1 − α)
)
=
sF ′(s)
F ′(s)
(
1
F (s)
−
1
8π(1 − α)
)
≥
F 2(s)
F ′(s)
(
1
F (s)
−
1
8π(1 − α)
)2
=
1
F ′(s)
(
1−
F (s)
8π(1 − α)
)2
.
(5.10)
Thus combining (5.8) and (5.10), we obtain that for any s ∈ (0, µ(0)) it holds
(5.11) max
ω
eη ≤ F ′(s)
(
1−
F (s)
8π(1 − α)
)−2
.
So, passing to the limit as s ր µ(0) in (5.11) and noticing that F ′(µ(0)) = eη(µ(0)) = 1 and
F (µ(0)) =Mα(ω), we finally have
(5.12) max
ω
eη ≤
(
1−
Mα(ω)
8π(1− α)
)−2
.
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Now, since η = v − g3 (with g3 subharmonic and continuos in ω, see Step 1) and since η = 0 on
∂ω, then by the weak maximum principle and (5.11) we obtain
max
ω
ev = max
ω
eη+g3 ≤ max
ω
eηmax
ω
eg3 ≤
(
1−
Mα(ω)
8π(1 − α)
)−2
max
ω
eg3
=
(
1−
Mα(ω)
8π(1 − α)
)−2
max
∂ω
eg3 =
(
1−
Mα(ω)
8π(1− α)
)−2
max
∂ω
ev,
(5.13)
which is (5.1) as claimed. 
6. An application of Alexandrov-Bol’s inequality arising in cosmic strings
theory.
The aim of this section is to discuss an explicit example arising in cosmic strings theory, see
[43]. To simplify the exposition, in this section we let N− = min{0, N}, while Bδ will be used
to denote a ball of radius δ > 0 centered at an arbitrarily fixed point x0 ∈ R
2. We have the
following:
Proposition 6.1. For any N,L > −1 and a > 0, let u ∈ L1loc(R
2) be a solution (in the sense
of distributions) of:
(6.1)
−∆u = (|x|2N eu + |x|2Leau) := f in R2,∫
R2
f < +∞.
If Ma,N,L := max{1, a}
∫
Bδ
f < 8π(1 + min{N−, L−}), then
(6.2) max
Bδ
eu ≤
(
1−
Ma,N,L
8π(1 + min{N−, L−})
)−2
max
∂Bδ
eu.
Remark 6.2. The proof of this result relies on Theorem 5.1 and the fact that suitably modified
logarithms of the datum f satisfy (b). We are indebted with G. Tarantello for bringing this fact
to our attention.
Proof. We will discuss the case N ≥ L first, and then indicate how to derive the latter case
N < L from the former.
The Proof of (6.2) in case N ≥ L.
If N ≥ L we rewrite (6.1) as follows:
−∆u = |x|2L(eau + |x|2(N−L)eu) := |x|2Lg in R2.
Observe that by the results in [18] we know that u+ ∈ L∞(B2δ), which spells that f ∈ L
∞(B2δ)
whenever L ≥ 0, while f ∈ L∞(Ω1) on any compact subset Ω1 ⊂ B2δ\{0} whenever −1 < L < 0.
By standard elliptic regularity u is then smooth away from the origin if −1 < L < 0, while it is
of class C2(B2δ) if L ≥ 0. Thus we shall further divide our discussion in two subcases, namely
L ≥ 0 and −1 < L < 0.
The Proof of (6.2) in case N ≥ L and L ≥ 0.
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If L ≥ 0 the estimate (6.2) is a direct consequence of (5.1) with α = 0. In fact we will prove
that the function
(6.3) ηa = log(g) + log(max{1, a}), x 6= 0,
satisfies (b) with V = |x|2L, and α = 0, that is,
(6.4) ηa ∈W
2,p
loc (B2δ \ {0}) ∩W
2,q(B2δ)
for some p > 2 and some q > 1 and
(6.5) −∆ηa ≤ |x|
2Leηa a.e. in R2.
Clearly, as far as we are concerned with (6.4), and since here L ≥ 0, then it will be enough to
prove the W 2,q(B2δ) regularity of ηa for some q > 1. At this point, let us set
(6.6) Va(x) = |x|
2(N−L) e(1−a)u
and
(6.7) ξa(x) := u(x) +
1
a
log (1 + Va(x)) ,
so that
(6.8) −∆u = |x|2L (1 + Va(x)) e
au = |x|2Leaξa .
In order to compute ∆ξa, we observe that, since N ≥ L, then 1 + Va(x) is bounded away from
zero. Hence we have
(6.9) ∆ log (1 + Va(x)) =
∆Va(x)
1 + Va(x)
−
|∇Va(x)|
2
(1 + Va(x))
2 ,
and, for x 6= 0,
(6.10) ∆Va = (1− a)Va(x)∆u+
|∇Va(x)|
2
Va(x)
.
So, by using (6.8), (6.9) and (6.10), for x 6= 0, we find
(6.11) ∆ log (1 + Va(x)) =
(
(1− a)Va(x)
1 + Va(x)
)
∆u+
|∇Va(x)|
2
Va(x) (1 + Va(x))
2 .
Notice that the r.h.s. in (6.11) may be singular at x = 0, but since u ∈ C2(B2δ), then the
asymptotic behavior is dictated just by the term |x|2(N−L) in the definition of Va(x) as given
by (6.6). In particular, since Va(x) = O(|x|
2(N−L)) and |∇Va(x)| = O(|x|
2(N−L)−1) as x ≈ 0, we
conclude that:
(6.12)
|∇Va(x)|
2
Va(x) (1 + Va(x))
2 =
{
O
(
|x|2(N−L)−2
)
, N > L
O(1) , N = L
.
Thus, from (6.12), we see that the r.h.s. of (6.11) is in Lq(B2δ) for some q > 1 whenever N ≥ L,
and the required regularity of ηa is established. Next, in view of (6.7) and (6.11) we obtain,
(6.13)
−∆ξa = −∆u
(
a+ Va(x)
a (1 + Va(x))
)
−
|∇Va(x)|
2
aVa(x) (1 + Va(x))
2
≤ |x|2Leaξa
(
a+ Va(x)
a (1 + Va(x))
)
, a.e. in R2.
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Finally we distinguish two cases: if a ∈ (0, 1], from (6.13) we find,
−∆ξa ≤
|x|2L
a
(
a+ Va(x)
1 + Va(x)
)
eaξa ≤
|x|2L
a
eaξa .
In particular, letting ηa := aξa then ηa satisfies (6.5). On the other hand, for a > 1, the
previous computations imply that,
−∆ξa ≤ |x|
2L
1 + 1aVa(x)
1 + Va(x)
 eaξa ≤ |x|2Leaξa ,
and the desired conclusion again follows for ηa := aξa + log a.
The proof of (6.2) in case N ≥ L and −1 < L < 0.
The proof for −1 < L < 0 is inspired by the previous but is slightly more delicate. This time
the estimate (6.2) will be a direct consequence of (5.1) with α = −L. In fact we will prove that
in this case ηa, defined as in (6.5), satisfies (b) with V ≡ C|x|
2L, and α = −L, that is,
ηa ∈W
2,p
loc (B2δ \ {0}) ∩W
2,q(B2δ)
for some p > 2 and some q > 1 and
(6.14) −∆ηa ≤
1
|x|2|L|
eηa a.e. in R2.
Once again, it will be enough to prove the W 2,q(B2δ) regularity of ηa for some q > 1. With the
same definitions of Va and ξa as given by (6.6) and (6.7), notice that, since u
+ ∈ L∞(B4δ) and
N ≥ L, then g is bounded. The difference now is that the r.h.s of (6.8), due to the presence of
|x|2L with L < 0, is not bounded but belongs to Lq(B4δ) for any 1 < q <
1
|L| , which in turn
yields that u ∈W 2,q(B2δ). As before, by using (6.9), for x 6= 0, we find
(6.15) ∆ log (1 + Va(x)) =
(
(a− 1)Va(x)
1 + Va(x)
)
∆u+
|∇Va(x)|
2
Va(x) (1 + Va(x))
2 .
Notice that the r.h.s. in (6.15) is singular at x = 0. However, the first term can be estimated as
follows: ∣∣∣∣(a− 1)Va(x)1 + Va(x) ∆u
∣∣∣∣ ≤ |1− a||∆u|
with ∆u ∈ Lq(B2δ) for any 1 < q <
1
|L| , while the second term can be treated exactly as in
(6.12). Thus, we see that the r.h.s. of (6.15) is in Lq(B2δ) for some q > 1 whenever −1 < L < 0,
and the required regularity of ηa is established. Next, in view of (6.7) and (6.15) we obtain,
(6.16)
−∆ξa = −∆u
(
1 + aVa(x)
1 + Va(x)
)
−
|∇Va(x)|
2
Va(x) (1 + Va(x))
2
≤
1
|x|2|L|
eξa
(
1 + aVa(x)
1 + Va(x)
)
, a.e. in R2.
Once again we distinguish two cases: if a ∈ (0, 1], from (6.16) we find,
−∆ξa ≤
1
|x|2|L|
(
1 + aVa(x)
1 + Va(x)
)
eξa ≤
1
|x|2|L|
eξa .
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In particular ηa := ξa satisfies (6.14). On the other hand, for a > 1, the previous computations
imply,
−∆ξa ≤
a
|x|2|L|
 1a + Va(x)
1 + Va(x)
 eξa ≤ a
|x|2|L|
eξa ,
and the desired conclusion again follows for ηa := ξa + log a.
Next, let us discuss the case N < L.
The proof of (6.2) in case N < L.
By a direct calculation we see that if u satisfies (6.1) with parameters (N,L, a), than the function
v = au satifies:
−∆v = a(|x|2Ne
1
a
v + |x|2Lev) = a|x|2N (e
1
a
v + |x|2(L−N)ev) in R2
which is essentially (6.1) but with the different choice of parameters (L,N, 1/a). Furthermore
we notice that:
M1/a,L,N = max
{
1,
1
a
}∫
Bδ
a(|x|2Lev + |x|2Ne
1
a
v) =
= max{1, a}
∫
Bδ
(|x|2Lev + |x|2Ne
1
a
v) = max{1, a}
∫
Bδ
(|x|2Leau + |x|2Neu) =Ma,N,L
In particular, since L > N , this means that we can repeat the same discussion of the previous
case with minor changes. Indeed, it will enough to replace u and L with v and N respectively,
but with the choice of V (x) = a|x|2L (as in (5.1)) and Va(x) = |x|
2(L−N) e(1−
1
a
)v (as in (6.6)). 
At this point we can apply our results to the blow up analysis of self-gravitating strings [43].
For any N > −1 and a > 0 we let u ∈ L1loc(R
2) be a solution (in the sense of distributions) of:
(6.17)

−∆u = (eau + |x|2N eu) := f in R2,∫
R2
f < +∞.
The above problem (6.17) fits in the framework of Proposition 6.1 for L = 0, hence if Ma,N :=
max{1, a}
∫
Bδ
f < 8π(1 +N−), we have that
(6.18) max
Bδ
eu ≤
(
1−
Ma,N
8π(1 +N−)
)−2
max
∂Bδ
eu.
As a direct consequence of (6.18) one can find a lower threshold for the mass, as we shortly
describe below, which is usually obtained through a longer and more complicated blow-up anal-
ysis, see [43]. Our approach allows for a shorter proof based on Proposition 6.1.
However we should take into account also the presence of blow-up at infinity. In this regard,
an important tool is the so called Kelvin transform uˆ of u, given explicitly by:
(6.19) uˆ(x) := u
(
x
|x|2
)
+ βa log
1
|x|
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with βa =
1
2pi
∫
R2
eau + |x|2N eu. It is not difficult to prove (see [43]) that if u satisfies (6.17),
then uˆ satisfies
(6.20) −∆uˆ = |x|aβa−4eauˆ + |x|βa−2(N+2)euˆ in R2
where βa > max{2/a, 2(N + 1)}. In this way we see that equation (6.20) is a particular case
of (6.1) with N = β−2(N+2)2 and L =
aβ−4
2 , which explains the full generality we pursued in
Proposition 6.1.
In order to specify our results, let us then consider a sequence {uk} ⊂ L
1(R2) satisfying (6.1),
(6.21)
−∆uk = e
auk + |x|2Nk euk =: fk
βa,k :=
1
2π
∫
R2
eauk + |x|2Nk euk
with
(6.22) Nk → N > −1 and βa,k → β as k → +∞.
Furthermore, let uˆk be the sequence of corresponding Kelvin transforms as in (6.19), which
satisfy
(6.23) −∆uˆk = |x|
aβa,k−4eauˆk + |x|βa,k−2(Nk+2)euˆk := fˆk in R
2,
We give the following
Definition 6.3. We say that x0 ∈ R
2 is a blow-up point for a sequence of functions uk if
there exists a sequence xn → x0 and a subsequence kn such that ukn(xn)→ +∞ as n→∞. We
say that uk has a blow-up point at infinity (and we write x0 = ∞) if the sequence uˆk has a
blow-up point at x0 = 0.
In the spirit of [18] and thanks to Proposition 6.1 we will now see that a blow–up point, finite
or not, requires a fixed amount of the L1–norm of fk. In fact,
Theorem 6.4. Let {uk}k∈N be a sequence that satisfies (6.21) and (6.22). Suppose that uk has a
blow-up point at x0 and let ukn be a subsequence as in Definition 6.3. The following alternatives
hold:
(j) If x0 6= 0,∞, then for any δ > 0 it holds
(6.24) β∞ := lim inf
n→+∞
1
2π
∫
Bδ
fkn ≥
4
max {1, a}
.
(jj) If x0 = 0, then for any δ > 0 it holds
(6.25) β∞ := lim inf
n→+∞
1
2π
∫
Bδ
fkn ≥
4(1 +N−)
max {1, a}
.
(jjj) If x0 =∞, then for any δ > 0 it holds
(6.26) β∞ := lim inf
n→+∞
1
2π
∫
Bδ
fˆkn ≥
(2 + min{(aβ − 4)−, (β − 2(N + 2))−})
max {1, a}
.
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Remark 6.5. As mentioned in the introduction, the minimal mass value obtained in (a) is
sharp, see [43].
Proof. The proof of (j) and (jj) is an immediate consequence of (6.18), since it can be shown (see
[43]) that blow-up points are isolated. In fact, for each blow-up point x0 one can find δ0 = δ0(x0)
such that for any 0 < δ1 < δ0 it holds:
sup
|x|=δ1
ukn ≤ Cδ1 , ∀ n ∈ N.
Hence, if for some δ > 0 either (6.24) or (6.25) were not true, then, since fk is nonnegative,
(6.18) would contradict the fact that x0 is a blow-up point. The same argument applies to the
proof of (jjj). In this case we just use (6.2) of Proposition 6.1 and (6.22), (6.23). 
7. Appendix
In this appendix we prove that η∗ (as defined in (3.11)) is locally Lipschitz in (0, µ(0)).
Lemma 7.1. For any α ∈ [0, 1) and 0 < a ≤ a < b ≤ b < µ(0), there exist C = C(a, b, α) > 0
such that
(7.1) η∗(a)− η∗(b) ≤ C(b− a).
Proof. For fixed a < b as above we can find an open set Ωa,b such that
{x ∈ ω : η∗(b) ≤ η(x) ≤ η∗(a)} ⋐ Ωa,b ⋐ ω.
Using Green’s representation formula, and in view of (3.6), it is not difficult to check that
|∇η(x)| ≤ C + C
∫
Ωa,b
dy
|x− y||y|2α
, ∀ x ∈ Ωa,b.
It is well known that ∫
Ωa,b
dy
|x− y||y|2α
≤
∫
BR(0)
dy
|x− y||y|2α
≤ C(1 + |x|1−2α),
for some R ≥ 1 depending on Ωa,b. So we find
(7.2) |∇η(x)| ≤ C + C|x|1−2α ∀ x ∈ Ωa,b,
for a suitable constant C > 0. Let
dτ = eg2+hαdx,
with g2 as in (3.5). Thus, by the co-area formula and Sard’s Lemma we obtain
b− a = µ(η∗(b)) − µ(η∗(a)) =
∫
η>η∗(b)
dτ −
∫
η>η∗(a)
dτ =
∫
η∗(b)<η≤η∗(a)
dτ ≥
∫
η∗(b)<η<η∗(a)
dτ =
η∗(a)∫
η∗(b)
 ∫
Γ(t)
eg2+hα
|∇η|
dℓ
 dt ≥ η
∗(a)∫
η∗(b)
 ∫
Γ(t)
eg2+hα
C + C|x|1−2α
dℓ
 dt ≥
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C1
η∗(a)∫
η∗(b)
 ∫
Γ(t)
eg2
|x|2α + |x|
dℓ
 dt ≥ C2 η
∗(a)∫
η∗(b)
 ∫
Γ(t)
dℓ
 dt = C2 η
∗(a)∫
η∗(b)
L1(Γ(t))dt ≥
C2 inf
η∗(b)≤t≤η∗(a)
L1(Γ(t))
η∗(a)∫
η∗(b)
dt = C(η∗(a)− η∗(b)),
where L1(Γ) is the 1-dimensional Lebesgue measure of the set Γ and in the last inequality we
have used the standard isoperimetric inequality to conclude that
L1(Γ(t)) ≥ 4π|Ω(t)| ≥ 4π|Ω(η
∗( a ))| > 0,
for any η∗(b) ≤ t ≤ η∗(a). 
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