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Première partie
Introduction à la Supersymétrie
1
2Dans cette première partie, nous allons exposer les notions de base de la supersymé-
trie. D’une part, Nous exposerons l’approche traditionnelle de la supersymétrie, dans le
formalisme des superchamps. D’autre part, nous présenterons l’approche géométrique et
ses bénéﬁces, quant à la construction de théories supersymétriques. Nous construirons ex-
plicitement des lagrangiens invariants sous supersymétrie pour des superchamps chiraux
dans un premier temps, avant d’exhiber une théorie de jauge supersymétrique et ses subti-
lités. Ensuite, nous montrerons diﬀérentes manières de briser cette théorie, aﬁn d’exhiber
brièvement les traits caractéristiques de la construction du Modèle Standard Supersymé-
trique Minimal (MSSM). Mais tout d’abord, remontons le temps, aﬁn de replacer cette
théorie dans son contexte historique.
Chapitre 1
Introduction
Dans ce premier chapitre, nous allons faire un bref rappel historique sur le Modèle
Standard (MS) et la supersymétrie. Il nous incombe, dans un premier temps de présen-
ter en détail l’algèbre de supersymétrie, puis brièvement nous montrerons deux de ses
représentations nécessaires à la construction du MSSM.
Sommaire
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1.1 Le Modèle Standard
Le XXème siècle fut riche en découvertes fondamentales. En eﬀet, les travaux d’Ein-
stein (1879-1955) sur la relativité restreinte puis sur la relativité générale, changèrent
notre perception de l’espace et du temps, en uniﬁant ces deux concepts dans un même ob-
jet géométrique : l’espace-temps que l’interaction gravitationnelle est capable de courber.
Parallèlement, l’école de Copenhague, dans les années 1920-1930, déﬁnissait une interpré-
tation satisfaisante de la mécanique quantique grâce au concept de complémentarité onde-
corpuscule ; avec comme chefs de ﬁle, principalement Niels Bohr (1885-1962) et Werner
Heisenberg (1901-1976). Il fallut attendre encore quelques années pour qu’un physicien : P.
A. M. Dirac (1902-1984) parvienne à réconcilier partiellement ces deux théories. La notion
de particules ponctuelles fut déﬁnitivement remplacée par celle de champ, objet étendu à
tout l’espace-temps. Les caractères quantiques et relativistes purent alors coexister dans
un même formalisme : ce fut la naissance de la théorie quantique des champs.
Du côté expérimental, la découverte des forces faible et forte, ainsi que de tout un
spectre de particules inconnues tant dans les rayons cosmiques que dans les accélérateurs,
laissèrent les physiciens de l’époque quelque peu perplexes. C’est avec les travaux pré-
curseurs de Pierre Curie (1859-1906) puis d’Emy Noether (1882-1935) sur la notion de
symétrie, que la compréhension actuelle des principes de la physique se mit en place. Ainsi,
la notion de symétrie (invariance par rapport à un groupe de transformations) permit une
simpliﬁcation de l’étude des problèmes de physique en utilisant de manière systématique
le théorème de Noether : liant symétrie, quantité conservée et quantité relative. D’autre
part, les vertus simpliﬁcatrices de la notion de symétrie, permirent à Gell-Mann (1929-)
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de mettre un peu d’ordre dans cet éventail de particules grâce à l’hypothèse des quarks,
qui se révéla être en accord avec le modèle des partons de Feynman (1918-1988). C’était
la naissance du modèle standard, dont l’avènement est l’hypothèse de la brisure de la
symétrie électrofaible par Glashow-Salam-Weinberg (Prix Nobel 1979). Même si le sec-
teur de la chromodynamique quantique résiste encore à une compréhension complète, les
principaux phénomènes de la physique des particules sont connus. Le modèle standard
se permet même une intrusion dans la cosmologie, aﬁn de donner des explications sur
ce qui s’est passé quelques instants après le Big Bang. De la à croire, comme certains le
pensaient déjà à la ﬁn du XIXème, que toute la physique est connue, que seuls restent des
points de détails, il n’y qu’un pas.
Cependant, de nombreux problèmes restent encore en suspens, autant au niveau théo-
rique que phénoménologique. Un des premiers problèmes, et non des moindres, est la
notion d’énergie du vide qui rend modèle standard et relativité générale incompatibles.
Alors qu’en théorie quantique des champs, les corrections à l’énergie du vide sont liées
à la masse des particules (≃ 178 GeV pour le quark top) ; les indications astronomiques
sur la constante cosmologique nous donnent une énergie du vide de l’ordre de quelques
eV seulement. D’autres diﬃcultés proviennent de questions plus subtiles, telles que la
hiérarchie de l’échelle électrofaible et la naturalité de la masse du boson de Higgs, vis à
vis de l’échelle de Planck . Tous ces problèmes sont intimement liés à la notion de renor-
malisation d’une théorie des champs contenant une particule scalaire responsable d’une
brisure de symétrie (et donc non “protégée” par cette dernière).
Nous avons énoncé l’importance de la notion de symétrie dans la physique moderne,
qui permit à Gell-Mann de simpliﬁer la compréhension que nous avions des particules
élémentaires. Ainsi est venu l’idée d’ajouter un nouveau type de symétrie, entre bosons
(particules de spin entier) et fermions (particules de spin demi-entier) : la supersymétrie ;
et ce, aﬁn de régler les derniers problèmes du Modèle Standard. Cette symétrie fut mise
en évidence tout d’abord par des mathématiciens : Golfand et Liktmann en 1971 [56],
pour des raisons purement esthétiques : élargir le groupe de symétrie d’espace-temps
(groupe des rotations et translations dans un espace-temps, appelé groupe de Poincaré).
Une première réalisation non linéaire fut étudiée par Volkov et Akulov [92] deux ans après.
Cependant, l’utilité de cette symétrie a été démontré de manière indépendante dans les
problèmes de divergences quadratiques d’une théorie quantique des champs par Wess et
Zumino en 1973 [95–97].
La construction de lagrangiens supersymétriques a été ensuite généralisée par Salam
et Strathdee [83, 84], Ferrara et al. [41, 42], grâce aux concepts de super-espace et de
superchamps ; concepts que nous allons présenter en détails dans le prochain chapitre.
1.2 Supersymétrie
En 1967, Coleman et Mandula [11] fournissent un argument rigoureux qui prouve sous
certaines hypothèses, que le groupe de symétrie continu maximal respectant le groupe de
Lorentz, à quatre dimensions, est le groupe de Poincaré. Si on cherche alors, à rajouter des
symétries continues d’espace-temps, toute théorie devient triviale (i.-e. sans interaction).
Ce théorème n’autorise donc, a priori, que des symétries internes.
Cependant, il est possible de contourner le problème en “relâchant” certaines des hy-
pothèses de ce théorème, à savoir que l’algèbre utilisée n’implique que des relations de
commutation. Ceci autorise alors, l’utilisation d’une algèbre avec des anticommutateurs,
appelée algèbre de Lie graduée. Ainsi, le fait d’incorporer des générateurs qui anticom-
mutent, ouvre la voie à la supersymétrie. En eﬀet, pour pouvoir relier des composantes
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bosoniques (qui commutent) et fermioniques (qui anticommutent), les générateurs de su-
persymétrie doivent, eux-mêmes, posséder le caractère fermionique. Par conséquent, l’al-
gèbre de Lie de la supersymétrie est une algèbre de Lie graduée, avec des éléments pairs
(possédant le caractère bosonique) et impairs (avec le caractère fermionique).
Cette algèbre est donc déﬁnie par l’introduction de nouveaux générateurs, qui se trans-
forment comme les représentations
(
1
2
, 0
)
et
(
0, 1
2
)
du groupe de Lorentz. Ce sont donc des
spineurs de Weyl. Comme ils se transforment sous le groupe de Lorentz, la supersymétrie
n’est pas une symétrie interne. Cependant, ce ne sont ni des vecteurs, ni des tenseurs (ils
ne portent pas d’indices de Lorentz). Ils ne sont, dès lors, pas soumis au théorème de
Coleman-Mandula. On peut alors considérer que la supersymétrie est une extension du
groupe de Poincaré.
Il est intéressant de noter qu’en 1975, Haag, Lopuszański et Sohnius ont prouvé que
la supersymétrie était la seule symétrie additionnelle de la matrice S autorisée par ces
hypothèses de Coleman-Mandula étendues ( [65] et [93] pour un traitement plus récent).
Dans cette thèse, nous allons travailler sur deux champs d’investigations de la super-
symétrie. D’une part, nous présenterons le formalisme des superchamps, non sans avoir
exhibé l’algèbre. Et nous nous concentrerons sur les représentations chirales et vectorielles.
D’autre part, nous présenterons le formalisme géométrique de la supersymétrie ainsi que
son application à la construction de modèles supersymétriques. Ceci nous amènera à
présenter les élément clefs de la construction d’un modèle supersymétrique phénoménolo-
giquement viable : le Modèle Standard Supersymétrique Minimal (MSSM).
Cette présentation succincte du MSSM, nous permettra de nous intéresser à un pro-
blème particulier dans la partie suivante : la suppression du canal Zh dans l’annihilation
de neutralinos au repos, puisque ce processus est potentiellement intéressant dans le cadre
de recherche de Matière Noire (MN) supersymétrique. Nous mènerons dans un premier
temps une étude numérique aﬁn de démontrer l’intérêt d’un tel canal. Ensuite, un calcul
d’amplitude sera réalisé avec des spineurs polarisés aﬁn de démontrer l’importance de la
polarisation dans la désintégration de neutralinos au repos. Puis, nous mettrons en évi-
dence les problèmes liés à la divergence haute énergie pour des bosons de jauge massifs
polarisés longitudinalement, ainsi que l’importance de la jauge choisie pour mener les
calculs. Ceci nous mènera à étudier l’indépendance de jauge pour les deux diagrammes
intervenant dans le calcul de l’amplitude cherchée. Ainsi, nous mettrons en évidence une
première relation non triviale. Après cette étude, nous montrerons par des techniques
“Pinch” le lien entre l’unitarité à haute énergie de la théorie et l’unitarité des matrices de
mélanges des neutralinos. On aura alors une deuxième relation, qui s’avérera nécessaire
pour expliquer l’annulation relative entre les deux diagrammes et donc la disparition du
canal qui semblait potentiellement intéressant. Riche de notre expérience sur l’annihilation
de neutralino au repos en un boson de jauge et un scalaire de Higgs, nous investiguerons
ﬁnalement, les propriétés de polarisations des bosons W lors de l’annihilation de matière
noire. Une fois mise en évidence, la polarisation des W nous permettra de montrer la
diﬀérence attendue dans les spectres par rapport au cas non polarisé. S’ensuivra une dis-
cussion sur la possibilité de mettre en évidence ce phénomène pour des expériences de
type télescope à neutrinos ou pour l’explication des données de l’expérience HEAT.
Ensuite, nous reviendrons à l’algèbre de supersymétrie ainsi qu’aux autres représen-
tations possibles du multiplet d’hélicité (0,1/2). Après une présentation non exhaustive
des diﬀérents multiplets de supersymétrie N = 1 à quatre dimensions, nous présenterons
leurs réalisations en termes de superchamp pour le multiplet (0,1/2). Nous insisterons en
particulier sur un type de représentation peu connu, que nous appellerons multiplet X.
Ce multiplet sera présenté en détails. Subséquemment, nous introduirons un mécanisme
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de dualité entre diﬀérents objets sans supersymétrie tout d’abord, puis avec supersy-
métrie. Ce mécanisme, nous permettra de mettre en évidence des liens entre diﬀérents
superchamps qui sont diﬀérentes facettes d’une même représentation en termes d’états
physique : la représentation (0,1/2). Il sera alors naturel de développer la dualité multi-
plet X, multiplet de 3-forme en composantes aﬁn de vériﬁer ce que l’on a obtenu avec le
formalisme des superchamps. Enﬁn, nous présenterons quelques couplages possibles avec
le multiplet X, mais aussi avec le multiplet de 3-forme. Nous conclurons sur les diﬀé-
rentes représentations du multiplet (0,1/2) rencontrées, leurs rôles respectifs en tant que
représentations de champs physiques, ainsi que leurs liens internes par relation de dualité.
1.3 Algèbre de supersymétrie
En théorie quantique des champs, une densité lagrangienne est construite de manière
à être invariante sous le groupe de Poincaré. Ce groupe est lui-même une extension du
groupe de Lorentz (groupe des rotation à quatre dimensions), qui possède le tenseur
Mmn pour générateur, auquel on adjoint le vecteur Pm : le générateur du groupe des
translations, avec m, n, des indices de Lorentz (ou indices vectoriels). L’algèbre du groupe
de Poincaré est donnée par les relations de commutations de ses générateurs :
[Pm, Pn] = 0, (1.1)
[Mmn, Pp] = i (ηmpPn − ηnpPm) , (1.2)
[Mmn, Mpk] = i (ηmpMnk − ηmkMnp − ηnpMmk + ηnkMmp) . (1.3)
Ce groupe est étendu au groupe de super-Poincaré en ajoutant les générateurs fermio-
niques : Qα et Q
β˙
, qui sont des spineurs de Weyl ; α et β˙ étant des indices spinoriels :
α = 1, 2 ; α˙ = 1˙, 2˙. Ces générateurs satisfont les relations supplémentaires [65] :
{Qα, Qβ} = 0,
{
Q
α˙
, Q
β˙
}
=0,
{
Qα, Q
β˙
}
= −2 (σmǫ) β˙α Pm, (1.4)
[Pm, Qα] = 0,
[
Pm, Q
β˙
]
=0, [Pm, Qα] =0, (1.5)
[Mmn, Qα] =−i (σmn) βα Qβ,
[
Mmn, Q
α˙
]
=−i (σmn)α˙β˙Q
β˙
, (1.6)
avec σm, les matrices de Pauli (les conventions sont données en annexe A). L’algèbre
ainsi obtenue (relations (1.1) à (1.6)) est alors dite graduée car elle contient en plus
des commutateurs, des anticommutateurs. On parle aussi de superalgèbre du groupe de
super-Poincaré. Alors que le groupe de Poincaré contient 10 générateurs bosoniques : Pm
et Mmn, le groupe de Poincaré élargi contient de plus 4 générateurs fermioniques : Qα et
Q
β˙
, soit un total de 14 générateurs.
En utilisant les matrices de Pauli et leurs propriétés par rapport à l’algèbre de Cliﬀord,
nous pouvons mettre en évidence la relation suivante :
σmσn = −ηmn + 2σmn. (1.7)
Il s’ensuit que :
tr (σmσn) = −2ηmn. (1.8)
Si nous appliquons cette identité à la dernière relation de la ligne (1.4), on obtient alors :
(σn)β˙α
{
Qα,Qβ˙
}
= 4Pn. (1.9)
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Maintenant, prenons : n= 0. Si nous nous limitons aux éléments de matrice de type :
4 〈ψ|P0 |ψ〉 = 〈ψ|Q1Q1˙ +Q1˙Q1 +Q2Q2˙ +Q2˙Q2 |ψ〉 , (1.10)
où la relation de conjugaison pour un spineur de Weyl : χα˙ ≡ (χα)∗ a été utilisée, nous
obtenons :
4 〈ψ|P0 |ψ〉 = 〈ψ|Qα (Qα)∗ + (Qα)∗Qα |ψ〉 ≥ 0. (1.11)
Donc, dans une théorie supersymétrique l’énergie de tout état est déﬁni positif. Et
l’absence d’énergie du vide est la condition nécessaire et suﬃsante pour l’existence d’un
vide supersymétrique
〈0|P0 |0〉 = 0 ⇔ Qα |0〉 = 0. (1.12)
Cette remarque va se révéler très importante lors de l’étude de la brisure de supersymétrie.
1.4 Multiplets de supersymétrie
À partir de l’algèbre (1.1-1.3), il est possible de construire des représentations irré-
ductibles du groupe de Poincaré. Pour cela, la méthode du petit groupe ou méthode de
Wigner [98] est utilisée, dans le but de construire les états propres de la représentation.
En incorporant les relations supplémentaires (1.4-1.6) induites par la supersymétrie, nous
procédons de manière similaire. Nous obtenons alors les représentations irréductibles de
l’algèbre de super-Poincaré en considérant les états massifs distinctement de ceux de masse
nulle [38, 46, 85]. Nous trouvons ainsi que les particules appartenant à un même multi-
plet ont même masse, mais aussi que le nombre de degrés de liberté bosoniques est égal
au nombre de degrés de liberté fermioniques dans ce même multiplet. Il est possible de
montrer ces propriétés, directement à partir de l’algèbre.
D’une part, l’opérateur de masse : P2, qui est un Casimir du groupe de Poincaré,
est aussi un opérateur de Casimir de l’algèbre de supersymétrie, à cause des relations de
commutation (1.4) entre l’opérateur Pm et les opérateurs Qα, Qβ˙. Par conséquent toutes
les particules d’un même multiplet posséderont la même masse.
D’autre part, le vecteur de Pauli-Lubanski :
Wm =
1
2
ǫmnpqPnMpq, (1.13)
qui est un Casimir pour le groupe de Poincaré et à partir duquel le spin des particules
est déﬁnit, n’est pas un Casimir pour l’algèbre de supersymétrie. C’est pourquoi, une
représentation irréductible de l’algèbre de supersymétrie contiendra des états physiques de
spins diﬀérents, mais de même masse. Nous parlerons donc de multiplets de supersymétrie
ou de supermultiplet.
De plus, les opérateurs Qα, Qβ˙ étant des opérateurs fermioniques, ils auront la pro-
priété de changer le nombre fermionique d’une unité, ce qui peut s’écrire :
(−1)NF Qα = −Qα (−1)NF , (1.14)
où NF est l’opérateur du nombre fermionique. Maintenant, si nous considérons la trace
sur une représentation ﬁnie de l’algèbre : R ( supermultiplet), alors :
trR
[
(−1)NF {Qα,Qβ˙}] = trR [−Qα (−1)NF Qβ˙ + (−1)NF Qβ˙Qα] (1.15)
= trR
[
−Qα (−1)NF Qβ˙ +Qα (−1)NF Qβ˙
]
(1.16)
= 0, (1.17)
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où nous avons utilisé la propriété de cyclicité de la trace.
Si la propriété d’anticommutation des opérateurs fermioniques est prise en compte,
nous obtenons :
trR
[
(−1)NF Pm
]
= 0⇒ tr (−1)NF = 0, pour Pm 6= 0 ﬁxé.
Avec la déﬁnition : (−1)NF = +1 pour un état bosonique et (−1)NF = −1 pour un état
fermionique, alors nous pouvons mettre en évidence le résultat suivant :
nB (R)− nF (R) = 0, (1.18)
avec nB et nF , respectivement nombre de degrés de liberté bosoniques et fermioniques
dans la représentation R de l’algèbre de supersymétrie. Dès lors, une représentation de
l’algèbre de supersymétrie possède le même nombre d’états bosoniques, que d’états fer-
mioniques ayant même masse , ce qui constitue ce que nous avons appelé auparavant un
supermultiplet. Les supermultiplets les plus connus sont :
Le multiplet chiral
Φ ∼ (A, χα| F ) avec


A : champ scalaire complexe (2B),
χα : spineur de Weyl (4F),
F : champ scalaire complexe auxiliaire (2B).
Le multiplet vectoriel de masse nulle
V ∼ (am, λα, λα˙| D) avec


am : champ de jauge (3B),
λα, λ
α˙
: spineurs de Majorana (4F),
D : champ scalaire re´el auxiliaire (1B).
Nous avons pris le soin de noter entre parenthèses les nombre de degré de libertés
fermioniques (F) et bosonique (B) pour des particules n’étant pas sur couche de
masse.
À partir de ces deux représentations, nous sommes capables de construire la version super-
symétrique du modèle standard, le fameux Modèle Standard Supersymétrique Minimal
(MSSM). Nous passerons sous silence dans cette thèse, la généralisation supersymétrique
de la brisure électrofaible par le mécanisme de Higgs, qui fait intervenir un champ vectoriel
massif, puisqu’une telle représentation est elle-même réductible.
Chapitre 2
Super-espace et superchamps :
approche traditionnelle
La construction de lagrangiens dans une théorie des champs supersymétrique nécessite
de représenter les multiplets par des superchamps. Eux-mêmes sont déﬁnis sur un espace
généralisé dont on va détailler l’élaboration. Cela nous permettra de présenter l’approche
traditionnelle pour construire une théorie supersymétrique.
Sommaire
2.1 Superchamp et représentation de l’algèbre . . . . . . . . . . . 9
2.2 Superchamp chiral . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Lagrangien supersymétrique renormalisable . . . . . . . . . . 13
2.4 Superchamp vectoriel . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Théorie de jauge supersymétrique . . . . . . . . . . . . . . . . 16
2.1 Superchamp et représentation de l’algèbre
Les opérateurs déﬁnissant l’algèbre de supersymétrie (1.4) sont déﬁnis sur l’espace des
états, ou espace de Hilbert. Or, il est plus commode de travailler avec une représentation
de l’algèbre sur un espace vectoriel. Nous savons que le générateur des translations (inﬁ-
nitésimales) peut être représenté sur un espace vectoriel à quatre dimensions par l’action
d’une dérivée d’espace-temps :
am∂mf (x
m) = [f, iamPm] , (2.1)
où am est le paramètre inﬁnitésimal de la translation, et f une fonction de l’espace-temps
(pouvant représenter un champ physique). Il serait utile d’avoir le même type de relation
pour les charges de supersymétrie :Qα etQ
α˙
. Toutefois, ces opérateurs étant fermioniques,
il est alors nécessaire d’étendre la notion usuelle d’espace-temps à celle de super-espace,
intégrant deux variables de Grassmann, θα et θ
α˙
, en plus de la coordonnée d’espace-
temps usuelle xm. Alors qu’un champ ordinaire ne dépend que des points d’espace-temps,
le superchamp F va dépendre en prime des variables de Grassmann θα et θα˙ qui se
transforment comme des spineurs de Weyl sous le groupe de Lorentz. Les translations et
les transformations de supersymétrie vont alors être réalisées comme l’action d’opérateurs
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diﬀérentiels sur le super-espace ainsi déﬁni, telles que :
am∂mF
(
xm, θα, θ
α˙
)
= [F , iamPm] , ζ QF
(
xm, θα, θ
α˙
)
= [F , iζ Q] ,
avec
ζ Q = ζαQα + ζ α˙Q
α˙
. (2.2)
Il faut maintenant trouver une déﬁnition des opérateurs Qα et Q
α˙
, en tant qu’opé-
rateurs diﬀérentiels, qui reproduise l’action des charges de supersymétrie sur un élément
du groupe (lui-même agissant sur les états à une particule de l’espace de Hilbert). Or, un
élément ﬁni de ce groupe est déﬁni par1 :
F
(
xm, θ, θ
)
= exp
(
θ Q+ θ Q− ixmPm
)
. (2.3)
Nous devons construire une représentation linéaire de ce groupe. Ceci peut être réalisé
en considérant l’action induite par les éléments du groupe dans l’espace des paramètres
(xm, θα, θ
α˙
). Avec la déﬁnition précédente, il est possible de multiplier deux éléments du
groupe, de manière à obtenir :2.4
F
(
xm, θ, θ
)
F
(
am, ξ, ξ
)
= F
(
xm + am + iξσmθ − iθσmξ, θ + ξ, θ + ξ) , (2.4)
où l’utilisation de la formule de Hausdorﬀ :
eAeB = exp
(
A+B +
1
2
[A,B] + ....
)
, (2.5)
a été simpliﬁée par le fait que les commutateurs d’ordres supérieurs ont disparus grâce
aux propriétés d’anticommutation des variables de Grassmann.
Ainsi, les générateurs de supersymétrie induisent un mouvement dans l’espace des
paramètres du groupe :
exp
((
ξQ+ ξ Q− iamPm
))
:
(
xm, θ, θ
)→ (xm + am + iξσmθ − iθσmξ, θ + ξ, θ + ξ) .
(2.6)
D’autre part, si nous réalisons un développement du superchamp :
F
(
xm + am + iξσmθ − iθσmξ, θ + ξ, θ + ξ)
= F
(
xm, θ, θ
)
+
(
am + iξσmθ − iθσmξ) ∂F
∂xm
+ ξα ∂F
∂θα
+ ξα˙
∂F
∂θα˙
+ ...
(2.7)
il est alors possible d’identiﬁer l’action de l’algèbre de supersymétrie sur le superchamp :
F
(
xm, θ, θ
)→ exp (i (ξQ+ ξ Q+ amPm))F (xm, θ, θ) , (2.8)
qui est donc générée par des opérateurs diﬀérentiels agissant sur des fonctions de l’espace
des paramètres :
Pm = −i∂m, (2.9)
Qα =
∂
∂θα
− iθα˙ (σmǫ)α˙α ∂m, (2.10)
Q
α˙
=
∂
∂θα˙
− iθα (σmǫ) α˙α ∂m. (2.11)
1on se contente d’élément du groupe connexes à l’identité, car on ne s’intéresse qu’à des transformations
infinitésimales
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En utilisant la relation : ξσmθ = −θ σmξ, et en notant que les générateurs agissent
sur la droite et non sur la gauche comme dans la formule (2.4), nous trouvons donc :{
Qα, Q
α˙
}
= −2i (σmǫ) α˙α ∂m. (2.12)
Ainsi, cette représentation linéaire de l’algèbre de supersymétrie est cohérente avec l’al-
gèbre de supersymétrie (1.4).
Il est important de noter que le superchamp F
(
xm, θ, θ
)
peut être développé en fonc-
tion des variables (spinorielles) θ et θ. De par les propriétés d’anticommutation de ce
type de variables, le développement sera ﬁni et les coeﬃcients de ce développement se-
ront des champs ordinaires (c’est-à-dire des champs qui ne dépendent pas des variables
de Grassmann, mais seulement de la coordonnée xm). Il est possible de montrer que la
représentation de l’algèbre construite à partir d’un superchamp générique F est réduc-
tible en général. Pour avoir une représentation irréductible, il faut imposer des conditions
supplémentaires sur le superchamp F .
À partir de l’action de l’algèbre de supersymétrie sur un superchamp (2.8) et de
l’expression des générateurs de cette algèbre (2.9), (2.10) et (2.11), il est aisé de noter que
l’action d’une transformation inﬁnitésimale de supersymétrie sur un superchamp s’écrit :
F → F + δF, avec : δF = (ξQ+ ξ Q)F. (2.13)
À présent, nous allons nous intéresser aux contraintes à imposer de manière à travailler
avec une représentation irréductible.
2.2 Superchamp chiral
Connaissant les opérateurs diﬀérentiels représentant l’algèbre sur le super-espace (2.10-
2.11), il est évident que les dérivées usuelles : ∂α et ∂α˙, ne vont pas commuter avec les
générateurs de l’algèbre (2.10) et (2.11). Il est alors possible de déﬁnir des opérateurs de
dérivation covariants par rapport aux transformations de supersymétrie par :
Dα =
∂
∂θα
+ iθα˙ (σ
mǫ)α˙α ∂m,
D
α˙
= ∂
∂θα˙
+ iθα (σmǫ) α˙α ∂m.
(2.14)
Il faut noter que ces opérateurs dérivent d’une multiplication par la gauche des éléments du
groupe (par opposition aux générateurs de l’algèbre qui sont déﬁnis par une multiplication
par la droite (2.4)).
Avec cette déﬁnition, nous pouvons écrire les relations d’anticommutation suivantes :
{Dα, Qβ} =
{
Dα, Q
β˙
}
=
{
D
α˙
, Qβ
}
=
{
D
α˙
, Q
β˙
}
= 0 (2.15)
{Dα, Dβ} =
{
D
α˙
, D
β˙
}
= 0,
{
Dα, D
α˙
}
= 2i (σmǫ) α˙α ∂m (2.16)
Comme ces opérateurs anticommutent avec les charges de supersymétrie, ils commutent
avec les transformations de supersymétrie :
Dα (δF ) = δ (DαF ) . (2.17)
Par conséquent, les opérateurs Dα sont bien des dérivées covariantes par rapport aux
transformations de supersymétrie.
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Il est alors intéressant d’imposer des conditions du type :
Dα˙Φ = 0, (2.18)
sur un superchamp. Le superchamp ainsi contraint est appelé superchamp chiral. Le ca-
ractère fermionique des dérivées covariantes impose que l’application successive de trois
dérivées spinorielles est nulle. Cette propriété implique qu’il est possible d’exprimer na-
turellement le superchamp chiral Φ en fonction d’un superchamp complexe non contraint
V , que nous appellerons prépotentiel, avec :
Φ = D
2
V, (2.19)
Φ = D2V . (2.20)
Il s’avère instructif de remarquer que :
D
α˙
θα = 0, (2.21)
D
α˙
ym = 0 avec ym = xm + iθσmθ, (2.22)
ce qui implique que n’importe quelle fonction de θ et ym satisfera obligatoirement la
contrainte de chiralité (2.18). Ainsi, Φ (ym, θ) est la solution la plus générale de l’équation
(2.18). Le superchamp ainsi formé admet un développement en θ, ce qui nous donne :
Φ (ym, θ) = A (y) +
√
2θχ (y) + θθF (y) , (2.23)
où A et F sont des champs scalaires complexes et χ un spineur de Weyl. En utilisant
les identités de Fierz (A.32), une translation ym → xm peut être réalisée, aﬁn d’ avoir la
forme la plus générale du superchamp Φ au point xm quelconque :
Φ
(
xm, θ, θ
)
= A+
√
2 θχ+ θθF + iθσmθ∂mA+
i√
2
θθθσm∂mχ+
1
4
θθθθA. (2.24)
Par le même raisonnement sur Φ, nous avons immédiatement le superchamp hermitique
conjugué :
Φ
(
xm, θ, θ
)
= A+
√
2 θχ+ θθF − iθσmθ∂mA+ i√
2
θθθσm∂mχ+
1
4
θθθθA, (2.25)
qui satisfait à la contrainte :
DαΦ = 0. (2.26)
Si, Φ est un superchamp chiral gauche, Φ est un superchamp chiral droit.
Comme déjà mentionné dans la section précédente, il est possible de calculer l’action
d’une transformation inﬁnitésimale de supersymétrie sur un superchamp :
Φ→ Φ + δΦ, avec : δΦ = (ξQ+ ξ Q)Φ,
ce qui nous donne après calcul pour le superchamp chiral :
δA =
√
2ξχ, (2.27)
δχα =
√
2ξαF + i
√
2
(
σmξ
)
α
∂mA, (2.28)
et surtout :
δF = i
√
2ξ σm∂mχ, (2.29)
qui est une dérivée totale. La partie F d’un superchamp chiral nous permettra donc de
construire des densités lagrangiennes supersymétriques.
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2.3 Lagrangien supersymétrique renormalisable
Avant de construire un lagrangien supersymétrique renormalisable, il est utile d’étudier
diﬀérents types de produits de superchamps chiraux en un même point. Comme Q, Q,
D et D sont des opérateurs diﬀérentiels linéaires sur le super-espace, tout produit de
superchamps chiraux (resp. antichiraux) est un superchamp chiral (resp. antichiral). De
même, le produit d’un superchamp chiral par un superchamp antichiral donne un champ
vectoriel dont nous étudierons les propriétés dans le prochain chapitre.
Nous commençons avec les calculs suivants :
Φi (y, θ) Φj (y, θ) = AiAj +
√
2θ (χiAj + Aiχj) + θθ (AiFj + AjFi − χiχj) , (2.30)
et :
Φi (y, θ) Φj (y, θ) = AiAj +
√
2θχjAi +
√
2θχiAj + 2θχiθχj + FjAiθθ
+F iAjθθ +
√
2θθθχiFj +
√
2 θθθχjF i + θθθθF iFj,
(2.31)
enﬁn :
Φi (y, θ) Φj (y, θ) Φk (y, θ) = AiAjAk +
√
2θ (χiAjAk + AiχjAk + AiAjχk) (2.32)
+ θθ (AiAjFk + AiFjAk + FiAjAk − χiχjAk − χiχkAj − χjχkAi) .
Le coeﬃcient de θθ est appelé F-terme et celui de θθθθ, D-terme. Il faut remarquer que
nous avons travaillé au point : ym = xm + iθσθ. Or, il serait plus intéressant d’exprimer
les produits précédents en fonction d’un point d’espace-temps : x, générique. C’est ce que
nous allons faire en utilisant les identités de Fierz (A.32), qui nous permettent de trouver :
[ΦiΦj]F = AiFj + AjFi − χiχj, (2.33)[
ΦiΦj
]
D
= F iFj − ∂mAi∂mAj − i
2
(
χiσ
m∂mχj +
i
2
∂mχiσ
mχj
)
, (2.34)
[ΦiΦjΦk]F = AiAjFk + AiFjAk + FiAjAk − χiχjAk − χiχkAj − χjχkAi. (2.35)
Il est nécessaire d’utiliser des termes qui sont invariants sous transformation de su-
persymétrie à une dérivée totale près. Nous avons montré précédemment (2.29) que le
terme F possédait le comportement adéquat. D’autre part, une étude des superchamps
vectoriels nous apprendrait qu’il en est de même pour les termes D. Donc, le lagrangien
sera construit seulement à partir de F et D termes de produits de superchamps. Une
forme générale pour un lagrangien supersymétrique, s’écrit :
L =
∑
i
[
ΦiΦi
]
D
+ ([W (Φ)]F + h.c.) , (2.36)
où W (Φ) est le “superpotentiel” qui doit contenir le produit de trois superchamps au
maximum pour être renormalisable. , C’est pourquoi, il est possible d’exprimer ce super-
potentiel comme :
W (Φ) =
1
2
mijΦiΦj +
1
3
λijkΦiΦjΦk, (2.37)
avec mij et λijk symétriques dans leurs indices. Un tel superpotentiel (2.37) est appelé
superpotentiel de Wess-Zumino. Il est évident à partir des relations (2.33) et (2.35) que le
superpotentiel contient un terme de masse ( visible pour les scalaires après élimination du
champ auxiliaire F ) et un terme d’interaction, alors que le D terme du lagrangien (2.36)
renferme la partie cinétique. Ce lagrangien décrit des particules scalaires et des fermions.
Pour les champs de jauge, il faut attendre la prochaine section.
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2.4 Superchamp vectoriel
Dans la partie précédente, nous avons utilisé des contraintes pour avoir un superchamp
chiral. Maintenant, en imposant au superchamp général la contrainte de réalité, nous allons
construire le superchamp vectoriel. Nous utilisons un paramétrage un peu spécial, mais
sans perte de généralité qui nous permettra d’éliminer toute composante pouvant être
issue d’une représentation chirale :
V
(
x, θ, θ
)
= C +
√
2θψ +
√
2θψ + 4θθH + 4θθ H − 2
√
2θσmθVm (2.38)
+ 4
√
2θθθ
[
λ+
i
2
σm∂mψ
]
+ 4
√
2θθθ
[
λ+
i
2
σm∂mψ
]
+ 16θθθθ
[
D +
1
2
∂m∂
mC
]
,
où C et D sont des champs scalaires réels ; H un scalaire complexe, ψ et λ des spineurs de
Weyl, Vm un champ vectoriel réel. Il est utile pour la suite de calculer les transformations
de supersymétrie de ce superchamp :
δV =
(
ξQ+ ξ Q
)
V, (2.39)
qui déterminent les transformations pour les composantes :
δC =
√
2
(
ξψ + ξ ψ
)
, (2.40)
δψα = −
√
2ξαH − (ξ σm)α (Vm − i√2∂mC) , (2.41)
δψα˙ = −
√
2ξα˙H + (ξσ
m)α˙
(
Vm + i
√
2∂mC
)
, (2.42)
δH = −
√
2ξ
(
λ+
i
2
σm∂mψ
)
, (2.43)
δH = −
√
2ξ
(
λ+
i
2
σm∂mψ
)
, (2.44)
δVm =
(
ξσmλ− ξ σλ
)
+
√
2∂m
(
ξψ + ξ ψ
)
(2.45)
δλα =
√
2ξαD + i (ξσmn)α fmn (2.46)
δλα˙ =
√
2ξα˙D − i
(
ξ σmn
)
α˙
fmn (2.47)
δD =
i√
2
∂m
(
λσmξ + ξσmλ
)
(2.48)
Ainsi, le lecteur peut remarquer que les champs λ, λ, D et fmn = ∂mVn − ∂nVm forment
une représentation irréductible de l’algèbre de supersymétrie et la variation de D est une
dérivée totale.
Il est alors possible d’isoler les champs de la représentation irréductible2 par application
successive de dérivées covariantes sur le superchamp V :
Wα = − i
4
D
2
DαV. (2.49)
Le champ ainsi construit est chiral car l’application successive de trois dérivées D est nul,
mais c’est aussi un invariant de jauge par construction. À partir de la forme explicite
des opérateurs covariants de dérivation (2.14) et du développement du superchamp réel
2on considère alors que les autres champs sont non physiques, puisqu’on ne s’intéresse qu’à la partie
(1/2,1) du multiplet réductible V .
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(2.38), nous pouvons calculerWα. Ce champ étant chiral, il est plus commode de se placer
au point ym = xm + iθσmθ, pour simpliﬁer le calcul (voir section 2.2) :
Wα (y) = −iλα + θαD − i (σmn) βα θβfmn + θθσmαβ˙∂mλ
β˙
, (2.50)
dont les composantes sont invariantes sous transformation de jauge. De même, le super-
champ hermitique conjugué peut être construit par application successives de dérivées
spinorielles :
W
α˙
=
i
4
D2D
α˙
V. (2.51)
Le superchamp ainsi construit admet le développement suivant :
W
α˙
(y) = iλ
α˙
+ θ
α˙
D + i (σmn)α˙β˙ θ
β˙
fmn + θ θσ
m α˙β∂mλβ. (2.52)
Les superchamps spinoriels Wα et W
α
satisfont respectivement les contraintes de chiralité
(2.18) et d’antichiralité (2.26). De plus, il peut être remarqué que d’après les relations
d’anticommutation (2.15) et (2.16), nous avons par ailleurs l’égalité suivante :
Dα˙D
2D
α˙
= DαD
2
Dα. (2.53)
Cette relation implique la contrainte supplémentaire :
Dα˙W
α˙
= DαWα. (2.54)
Les superchamps Wα et W
α˙
sont appelés tenseur de champ par analogie avec le tenseur
de champ pour une théorie de jauge non supersymétrique comme l’électrodynamique
quantique3 par exemple.
Ce superchamp a un intérêt crucial en supersymétrie, car il nous permet de construire
un lagrangien cinétique invariant pour le champ de jauge [94] :
Lcin = −1
4
(
[WαWα]F +
[
W α˙W
α˙
]
F
)
, (2.55)
= −1
4
fmnfmn − i
2
(
λ σm∂mλ+ λσ
m∂mλ
)
+
1
2
D2. (2.56)
Présentement, nous allons montrer un exemple de construction particulière d’un super-
champ vectoriel qui sera de grande importance pour la suite. À l’aide de superchamps
chiraux, nous pouvons construire un superchamp réel :
i
(
Φ− Φ) = i (A− A)+ i√2 (θχ− θ χ)+ 4iθθF − 4iθθ F (2.57)
− 2
√
2iθσmθ∂m
(
A+ A
)− 2√2θθθσm∂mχ+ 2√2θθθσm∂mχ+ 16iθθθθ (A− A) .
Si l’expression précédente est identiﬁée avec l’équation (2.38), nous obtenons :
C = i
(
A− A) , ψ = iχ, H = iF,
Vm = ∂m
(
A+ A
)
, λ = 0, D = 0.
(2.58)
Avec la forme générale (2.38) et cette forme particulière (2.57) du superchamp vectoriel,
nous sommes capable de conserver la partie purement vectorielle du superchamp réel et
de se passer des termes issus de la représentation chirale, ceci en étendant la notion de
transformation de jauge habituelle :
Vm → Vm + ∂mα devient : V → V + i
(
Φ− Φ) . (2.59)
C’est cette extension que nous allons étudier dans la section suivante.
3ou QED, acronyme de Quantum ElectroDynamic en anglais
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2.5 Théorie de jauge supersymétrique
Le travail précédent a permis de montrer la possibilité de paramétrer les transforma-
tions de jauge par des superchamps chiraux Λ, Λ, telles que :
V 7→ V + i (Λ− Λ) ,
Φ 7→ e−2igΛΦ,
Φ 7→ e2igΛΦ.
(2.60)
Il faut cependant faire attention au fait que Λ et Λ sont des superchamps chiraux. Pour
une symétrie U (1) globale, nous n’avons pas besoin de champ de jauge. La phase globale
est alors une constante, qui peut être réelle pour un groupe de symétrie abélienne de type
U (1). Cette constante satisfera automatiquement la condition de chiralité (2.18), c’est
donc bien une représentation de l’algèbre de supersymétrie. Par contre, si la symétrie
doit être jaugée, il est évident que la phase Λ devra être un superchamp chiral local. En
conséquence la composante la plus basse dans son développement en terme de variable de
ce superchamp sera un champ scalaire complexe. La transformation de jauge ainsi étendue
au cas supersymétrique, sera obligatoirement une représentation du groupe de symétrie4
U (1)
C
. Donc, en plus de l’invariance de jauge habituelle, une invariance d’échelle est
présente, due à la partie imaginaire du scalaire complexe.
Les champs C, H et χ du superchamp vectoriel ne sont pas des degrés de liberté
physiques, puisqu’ils peuvent être annulés par une condition de jauge judicieusement
choisie (qui aura aussi la vertu de ﬁxer les champs chiraux à une échelle d’énergie). À
l’inverse, les champs λ et D sont bien invariants de jauge, et le champ vectoriel Vm est
bien soumis à la condition de jauge usuelle :
Vm → Vm + ∂m
(
A+ A
)
. (2.61)
Nous pouvons remarquer que dorénavant, le couplage ΦΦ (lagrangien cinétique) n’est plus
invariant de jauge. Le nouveau couplage minimal invariant est alors :
Linv = Φe2gVΦ. (2.62)
Avec la supertransformation de jauge et les propriétés du champ vectoriel, nous constatons
qu’il est possible de travailler avec une représentation irréductible de l’algèbre de super-
symétrie, i.-e. travailler dans la jauge qui annule les champs non physiques. Ceci revient
à faire une transformation de jauge, dite de Wess-Zumino, avec un paramètre ΛWZ qui
vériﬁe les conditions :
−i (A− A) = C, −iχ = ψ, −iF = H. (2.63)
Nous constatons, que seule la partie imaginaire du champ A est ﬁxée dans cette jauge, la
liberté sur la partie réelle de ce champ nous permet de conserver l’invariance de jauge habi-
tuelle. Ainsi cette jauge ﬁxe la partie imaginaire de la symétrie U(1)C et donc l’invariance
d’échelle pour nous laisser avec le groupe de jauge habituel : U(1).
Dans cette jauge, le superchamp réel s’écrit :
VWZ = −2
√
2θσmθVm + 4
√
2θθθ λ+ 4
√
2θ θθλ+ 16θθθ θD, (2.64)
4Nous utilisons ici la notation U (1)
C
pour signifier le groupe de symétrie habituel U (1) plus une
invariance d’échelle. Cette notation est un abus de langage, puisque le paramètre du groupe est complexe.
La symétrie ne peut donc pas être unitaire.
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il est alors possible de calculer :
V 2WZ = −
√
2θθθ θV mVm, (2.65)
et
V 3WZ = 0. (2.66)
Ainsi à partir de l’ordre trois, le développement de l’exponentielle dans le lagrangien (2.62)
sera nul. Dans cette jauge, le lagrangien invariant contiendra un nombre ﬁni de termes,
ce qui simpliﬁe l’étude de la théorie.
Cependant, suite à l’analyse les transformations (2.41), (2.42), (2.43) et (2.44), il est
possible de s’apercevoir que des termes “non physiques” réapparaissent au cours d’une
transformation de supersymétrie. Donc, cette jauge n’est pas invariante sous transfor-
mation de supersymétrie. Nous pouvons cependant maintenir les bonnes propriétés de
la jauge de Wess-Zumino, en associant à chaque transformation de supersymétrie, une
transformation de jauge compensatoire déﬁnie par :
χα =
(
ξ σm
)α
Vm, 2
√
2F = ξ λ,
χα˙ = (ξσ
m)α˙ Vm, 2
√
2F = ξλ.
(2.67)
Ce processus paraît quelque peu arbitraire. Pourtant, nous montrerons dans les chapitres
suivants, comment trouver un mécanisme plus intuitif en passant par le formalisme de la
géométrie diﬀérentielle sur le super-espace.
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Chapitre 3
Géométrie différentielle dans le
super-espace
La construction de lagrangien supersymétrique se faisant par multiplications de super-
champs, et l’utilisation pour ces derniers de développements explicites dans les variables
de Grassmann, θ et θ, rendent cette méthode très lourde en termes de calcul, mais aussi au
niveau conceptuel. Ainsi, il a été montré dans le chapitre précédent la nécessité de ﬁxer une
partie de l’invariance de jauge permise par une théorie supersymétrique pour s’aﬀranchir
de termes non physiques. Termes, qui réapparaissent inlassablement sous transformation
de supersymétrie, si nous ne prenons garde de réaliser des transformations de jauge com-
pensatoires. Pour ces raisons, il est judicieux d’introduire des méthodes de calcul basées
sur des concepts géométriques. Cette démarche permet d’obtenir des résultats identiques,
d’une façon plus élégante, aussi bien du point de vue conceptuel qu’au niveau purement
calculatoire. En géométrie, nous renonçons à travailler avec des développements dans les
variables de Grassmann et l’utilisation de dérivées covariantes sous transformation de
jauge et de supersymétrie y est substituée. Tout se ramène alors à des manipulations
algébriques sur ces dérivées. Il est alors possible d’avoir une description géométrique de
la supersymétrie [94].
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3.1 Définition du super-espace
Le super-espace est un espace-temps muni de composantes spinorielles, comme nous
l’avons déjà présenté dans la section 2.1. Ainsi, un point du super-espace est déﬁni par la
donné de : zM =
(
xm, θµ, θµ˙
)
, où M est un superindice, m un indice de Lorentz, µ et µ˙
des indices spinoriels. Nous avons la loi de commutation :
zMzN = (−1)mn zNzM , (3.1)
avec la graduation : m = 0 pour M vectoriel,
m = 1 pour M spinoriel.
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Il est alors possible de déﬁnir :
∂M =
(
∂m,
∂
∂θµ
, ∂
∂θµ˙
)
dérivée, repère de l’espace tangent du super-espace,
dzM =
(
dxm, dθµ, dθµ˙
)
élément diﬀérentiel, repère de l’espace cotangent du super-espace
(dual de l’espace tangent).
Dans ces conditions, nous avons une généralisation naturelle de la déﬁnition des champs
de vecteurs qui sont des élément de l’espace tangent :
ξ = ξM∂M . (3.2)
Le supervierbein EA = dzME AM est une généralisation du repère local de Cartan, au
super-espace. Les dérivées covariantes (2.14) s’écrivent donc :
DA = E
M
A ∂M avec E
M
A =

 δma 0 0i (θ σmǫ)
α
δµα 0
i (θσmǫ)α˙ 0 δα˙µ˙

 , (3.3)
où les ∂M constituent la base du super-espace ; les DA, la base covariante, et E MA est
l’inverse de E AM avec la relation de dualité : E
A
M E
N
A = δ
N
M .
L’algèbre de supersymétrie est Z2-graduée, donc nous utilisons le commutateur gra-
dué :
(DC , DB) = DCDB − (−1)cbDBDC , (3.4)
De manière générale, cette équation peut être réécrite géométriquement, en exprimant le
commutateur en fonction de la torsion et de la courbure qui sont des objets directement
liés à la géométrie de l’espace. Connaissant les règles de commutation pour DA ((2.15) et
(2.16)), il est évident que nous travaillons dans un espace plat, cependant la supersymétrie
introduit une torsion :
(DC , DB) = −T ACB DA, (3.5)
avec
T β˙aγ = −2i (σaǫ) β˙γ , (3.6)
le seul élément non nul (2.16) de la torsion.
Le produit extérieur est déﬁni par :
dzMdzN = − (−1)mn dzNdzM . (3.7)
Avec ces déﬁnitions, le superchamp F (z) apparaît comme une forme diﬀérentielle de
degré 0. Quelques formes sont présentées dans le tableau suivant, aﬁn d’appréhender les
nouveaux objets auxquels nous serons confrontés :
Objet Type de forme
F 0-forme
A = dzMAM 1-forme
F = 1
2
dzMdzNFNM 2-forme
Ω(p) = 1
p!
dzM1 ...dzMpΩMp...M1 p-forme
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Pour se familiariser avec les formes, rien de tel que d’eﬀectuer quelques calculs élé-
mentaire. Soient A et B des 1-formes, il est possible de vériﬁer que :
AB = −BA, (3.8)
ce qui implique :
AA = 0. (3.9)
D’une manière générale, nous pouvons écrire1 :
Ω(p)Ω(q) = (−1)pq Ω(q)Ω(p). (3.10)
Remarque : nous pouvons exprimer les p-formes dans la base covariante.
Exemples :
A = EAAA, (3.11)
F =
1
2
EAEBFBA. (3.12)
3.2 Opérations de dérivation
Dérivée extérieure
Parfois nommée dérivée de de Rahm, nous commençons par présenter cette opération
sur des exemples :
dF = dzM∂MF , (3.13)
dA = dzMdzN∂NAM , (3.14)
dF =
1
2
dzMdzNdzK∂KFNM . (3.15)
Ainsi, pour une p-forme, nous avons :
d
(
1
p!
dzM ...dzNΩN...M
)
=
1
p!
dzM ...dzNdzL∂LΩN...M . (3.16)
Dans ces conditions, il est évident que cette opération de dérivation change le degré des
formes auxquelles elle est appliquée,
d : p− forme → (p + 1)−forme.
Par déﬁnition, l’opérateur d est nilpotent, i.-e. :
d2 = 0, (3.17)
et il obéit à la règle de Leibniz :
d
(
Ω(p)Ω(q)
)
= Ω(p)dΩ(q) + (−1)q dΩ(p)Ω(q). (3.18)
Il sera nécessaire de connaître la dérivée extérieure du vielbein :
dEA = dzMdzN∂NE
A
M . (3.19)
1Attention, ici p et q sont les degrés des formes. Nous avons alors une algèbre N-graduée pour les
formes.
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En utilisant les déﬁnitions (3.3) et (3.6), nous obtenons :
dEA = 1
2
EBECT ACB ,
= TA.
(3.20)
Dans la base covariante, le champ de force, F = dA, devient :
F = d
(
EAAA
)
= TAAA + E
AEBDBAA
= 1
2
EAEB
(
T CBA AC +DBAA − (−)abDAAB
)
,
(3.21)
d’où :
FBA = T
C
BA AC +DBAA − (−)abDAAB. (3.22)
Produit intérieur
C’est le produit d’un champ de vecteurs :
ξ = ξM∂M (3.23)
avec une forme diﬀérentielle. Par déﬁnition, ce produit s’écrit :
iξdz
M = ξM . (3.24)
De même que pour la dérivée extérieure, cette opération change le degré des formes,
iξ : p− forme → (p− 1)− forme,
c’est pourquoi il est fait mention d’antidérivation de degré (−1) pour qualiﬁer cette opé-
ration.
Quelques exemples :
Soit F une 0-forme : iξF = 0 (par déﬁnition).
Soit A une 1-forme : iξA = ξMAM : 0-forme.
Soit F une 2-forme : iξF = dzMξNFNM : 1-forme.
Soit Ω(p)une p-forme : iξΩ = 1(p−1)!dz
M1 ...dzMp−1ξMpΩMp...M1 : (p-1)-forme.
Quelques propriétés :
Nilpotence : iξiξF = ξMξNFNM = 0, à cause des symétries de ξMξN et FNM .
Règle de Leibniz pour la dérivée intérieure :
iξ
(
Ω(p)Ω(q)
)
= Ω(p)iξΩ
(q) + (−1)qiξΩ(p)Ω(q). (3.25)
3.3 Dérivée de Lie
Nous avons construit des opérations de dérivation (intérieure et extérieure) qui changent
le degré des formes diﬀérentielles. À présent, nous voulons construire une opération simi-
laire, mais conservant le degré de la forme à laquelle elle est appliquée. Il est commode
de remarquer qu’en combinant judicieusement les diﬀérents types de dérivations déﬁnis
auparavant, nous pourrons réaliser une opération possédant cette propriété. Comme pré-
cédemment, nous commencerons par travailler sur des exemples. Soit A, une 1-forme, nous
pouvons calculer :
iξdA = dz
MξN (∂NAM − ∂MAN) ,
diξA = dz
M
(
∂Mξ
NAN + ξ
N∂MAN
)
.
(3.26)
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La dérivée de Lie sera alors déﬁnie par :
LξA = (iξd+ diξ)A = dz
M
(
ξN∂NAM + ∂Mξ
NAM
)
. (3.27)
Pour un élément diﬀérentiel, nous avons :
Lξdz
M = dξM , (3.28)
dont découle la règle de Leibniz :
Lξ (AB) = (LξA)B + A (LξB) . (3.29)
La dérivée de Lie est ainsi une dérivée au sens usuelle. Elle ne change pas le degré de la
forme sur laquelle elle est appliquée. D’autre part il n’y a pas de signe dû à la N-graduation
dans l’espace des forme qui apparaissent dans la règle de Leibniz2. La diﬀérenciation
de A par le champ de vecteur ξ, qui n’est autre que le paramètre inﬁnitésimal d’une
transformation de coordonnées générales sur le super-espace, nous donne :
δξAM = ξ
N∂NAM +
(
∂Mξ
N
)
AN . (3.30)
Cette dernière relation nous permet d’établir le résultat important suivant :
L ξA = dz
MδξAM = δξA. (3.31)
Il est aisé de démontrer la propriété :
[Lη, Lξ]A = L[η,ξ]A avec [η, ξ] = ϕ et ϕ
K = ηL∂Lξ
K − ξL∂LηK (3.32)
Ce qui peut se généraliser aisément pour les p-formes [13].
3.4 Transformation de supersymétrie
Dans ce formalisme, la transformation de supersymétrie apparaît comme une dériva-
tion de Lie par rapport à un champ de vecteur déﬁni par :
ξM =
(−i (ξσmθ + ξ σmθ) , ξµ, ξµ˙) , (3.33)
ce qui nous permet d’écrire :
δξF = LξF = ξM∂MF =
(
ξαQα + ξα˙Q
α˙
)
F . (3.34)
À partir de l’équation (2.6), nous remarquons qu’une telle transformation correspond
à une translation dans le super-espace. Ayant déﬁni cette propriété pour une 0-forme,
la notion de transformation de supersymétrie sera étendue pour les p-formes grâce à la
notion de dérivée de Lie.
Une autre utilité de cette déﬁnition des transformation de supersymétrie (3.34) est la
possibilité de travailler dans la base covariante :
δξF = ξADAF , (3.35)
2dans les autres cas, la dérivation est qualifiée de graduée, mais graduée au sens des formes et non
Z-graduée au sens de l’algèbre de supersymétrie
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avec :
ξA = ξME AM , (3.36)
=
(−2i (ξσaθ + ξ σaθ) , ξα, ξα˙) . (3.37)
Alors, une transformation de supersymétrie se décompose en une translation d’un para-
mètre ξa dans la partie espace du super-espace et d’une transformation, appelée super-
translation :
δξF =
(
ξa∂a + ξ
αDα + ξα˙D
α˙
)
F , (3.38)
ainsi :
δSTF =
(
ξαDα + ξα˙D
α˙
)
F . (3.39)
Il est important de noter que lorsque nous travaillons à θ = θ = 0 3, alors δξF| =
δSTF|. Cette caractéristique simpliﬁera le formalisme, nous permettant de remplacer les
développement dans les variables de Grassmann par des applications successives de dé-
rivées covariantes et des projections sur θ = θ = 0, aﬁn d’obtenir les composantes d’un
superchamp. Nous reviendrons plus précisément sur ce fait quand nous discuterons de
l’extraction des composantes des diﬀérents superchamps. Après avoir déﬁni les transfor-
mations de supersymétrie en terme de formes diﬀérentielles, il sera possible d’écrire la
structure de jauge en terme de 1-forme pour le potentiel de jauge A, de 2-formes pour le
champ de force covariant : F = dA, où ces objets sont bien déﬁnis sur le super-espace.
3nous écrirons une barre après le superchamp pour signifier que nous prenons les variables de Grass-
mann nulles, ce qui correspond à une projection du super-espace sur l’espace-temps.
Chapitre 4
Application du formalisme géométrique
aux superchamps chiraux
Dans cette partie, nous allons utiliser le formalisme géométrique aﬁn de déﬁnir les com-
posantes ainsi que les transformations de supersymétrie pour des superchamps chiraux.
Nous démontrerons l’utilité de cette approche pour construire des lagrangiens supersymé-
triques.
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4.1 Définition des composantes et lagrangien cinétique
Nous commençons par un rappel des contraintes de chiralités et d’antichiralité :
D
α˙
Φ = 0, (4.1)
DαΦ = 0. (4.2)
La méthode utilisée pour déﬁnir les composantes consiste à extraire la composante la plus
basse du développement dans les variables de Grassmann (ce qui correspond à prendre
θ = θ = 0 du superchamp ainsi obtenu) pour le superchamp Φ et ses dérivées par rap-
port aux composantes fermioniques. Cette méthode se révèle plus pratique que de faire
des développements dans les variables de Grassmann comme précédemment, car nous
manipulons directement des relations de commutations ou d’anticommutations issues de
l’algèbre. Il est nécessaire de déﬁnir les composantes :
Φ| = A, DαΦ| =
√
2χα, D
2Φ
∣∣ = −4F, (4.3)
Φ
∣∣ = A, Dα˙Φ∣∣∣ = √2χα˙, D2Φ∣∣∣ = −4F . (4.4)
Les transformations de supersymétrie sont, elles, données par l’opération :
δξΦ = ξ
ADAΦ. (4.5)
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Avec la condition de chiralité et la déﬁnition de ξ dans la base covariante (3.37) ; en
remarquant que ξa dépend explicitement des variables de Grassmann, nous trouvons :
δξA = δξΦ| = ξαDαΦ| (4.6)
=
√
2ξχ. (4.7)
Aﬁn de continuer le raisonnement pour le terme suivant, il faut prendre la dérivée spino-
rielle de δξΦ, de manière à avoir accès à la transformation du champ χ :
δξχα =
1√
2
δξDαΦ| (4.8)
=
1√
2
(
ξβDβDαΦ
∣∣+ ξα˙ {Dα, Dα˙}Φ∣∣∣) , (4.9)
Finalement, nous obtenons :
δξχα =
√
2
(
ξαF + i
√
2
(
σmξ
)
α
∂mA
)
. (4.10)
Nous réalisons la même opération pour le champ auxiliaire F :
δξF = −1
4
δξD
2Φ
∣∣ (4.11)
= −ξα˙
4
({
Dα, D
α˙
}
DαΦ
∣∣∣− Dα {Dα, Dα˙}Φ∣∣∣) (4.12)
= −ξα˙
4
(
2
{
Dα, D
α˙
}
DαΦ
∣∣∣− 2i (σmǫ) α˙α ∂m DαΦ|) . (4.13)
En utilisant les relations de commutations (2.16) , l’équation précédente devient :
δξF = i
√
2 ξ σm∂mχ. (4.14)
Les manipulations algébriques sont similaires pour le superchamp conjugué.
Le lagrangien cinétique s’écrira :
16× LΦΦ = Dα˙D2D
α˙ (
ΦΦ
) ≡ [ΦΦ]
D
. (4.15)
En utilisant la déﬁnition des composantes du superchamp Φ et de son complexe conjugué,
la construction du lagrangien supersymétrique en composantes se fera grâce à l’application
successive des opérateurs de dérivations supersymétriques covariants. Cette méthode nous
permet de trouver :
LΦΦ = FF − ∂mA∂mA−
i
2
(χσ∂mχ+ χσ∂χ) . (4.16)
Le résultat précédent est similaire à ce que nous permettait de trouver la méthode de
la multiplication des superchamps (11.5). Par conséquent, nous avons un lagrangien su-
persymétrique décrivant un champ scalaire complexe et un spineur de Weyl. Ce type de
lagrangien sera utilisé dans le MSSM pour décrire les termes cinétiques des champs de
matière.
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4.2 Lagrangiens invariants
Nous avons déjà remarqué que le F-terme d’un superchamp chiral se transformait
comme une dérivée totale. Il est alors possible d’écrire un lagrangien du type :
LF = D2Φ + h.c. avec Dα˙Φ = 0. (4.17)
La variation de ce lagrangien sous transformation de supersymétrie sera alors de la forme :
δLF = ∂mXm, (4.18)
où
Xm = i
√
2 ξ σmχ. (4.19)
Par conséquent la variation de l’action sous transformation de supersymétrie est nulle :
δ
∫
d4xL = 0, (4.20)
prouvant que le lagrangien ainsi construit est supersymétrique.
En fait, nous venons d’examiner le prototype de toute construction de lagrangien
supersymétrique. Il a été noté aussi la possibilité de construire un lagrangien supersy-
métrique en prenant le D-terme d’un superchamp réel. Or, nous avons constaté que la
contrainte de chiralité oﬀrait la possibilité d’exprimer tout champ chiral en fonction d’un
prépotentiel (11.1). Par conséquent, le lagrangien (4.17) peut être réécrit comme :
LD = D2D2V + h.c. (4.21)
Il y a donc une correspondance entre les deux types de construction de lagrangien. D’autre
part, l’égalité suivante se révèle riche d’enseignements :
D2D
2
V + h.c. =
{
D2, D
2
}
Re(V ) + i
[
D2, D
2
]
Im(V ). (4.22)
Ainsi, prendre V complexe semble inutile puisque d’après l’annexe (A.48), la partie ima-
ginaire du lagrangien (4.21) ne contribuera que comme une dérivée totale. Une autre
remarque importante provient de l’égalité :
DαDDα = Dα˙D
2D
α˙
=
1
2
{
D2, D
2
}
− 8∂m∂m, (4.23)
qui nous permettra selon les cas de calculer des lagrangiens avec plus ou moins de rapidité
suivant l’ordre dans lequel les dérivées seront placées.
Enﬁn, les principales diﬀérences entre ces deux types de construction résident dans les
invariances possibles des lagrangiens. Par exemple, dans le cas d’une F-densité pour des
champs chiraux, la D-densité associée grâce au prépotentiel V est soumise à l’invariance :
V → V +Σ avec Σ un superchamp linéaire déﬁni parD2Σ = 0. Alors que si nous travaillons
directement avec une D-densité, nous aurons juste l’invariance : V → V + F + F où F
(resp. F ) est (anti)chiral.
L’invariance de ces lagrangiens sous ces transformations a de multiples conséquences
(par exemple, en ce qui concerne la renormalisation [63] et le couplage à la supergravité).
Cependant, ce n’est pas le sujet traité dans cette thèse.
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4.3 Lagrangien potentiel et champs auxiliaires
Pour trouver une application à la construction de lagrangien avec une F-densité, il est
utile de remarquer que le produit de deux superchamps chiraux Φ1 et Φ2 est aussi un
superchamp chiral :
D
α˙
(Φ1Φ2) = 0. (4.24)
Cette propriété s’étend naturellement à un produit d’un nombre quelconque de super-
champs chiraux. Ainsi, n’importe quelle fonction analytique W (Φ) de superchamps chi-
raux Φi sera elle-même chirale :
D
α˙
W (Φ) =
∑
WiD
α˙
Φi (4.25)
= 0, (4.26)
en dénotant :
Wi =
∂W
∂Φi
. (4.27)
Ainsi, nous obtenons une autre classe de lagrangiens en prenant le F -terme de W (Φ), une
fonction analytique en Φi quelconque :
D2W (Φ) = WijD
αΦjDαΦi +WiD
2Φi, (4.28)
en ajoutant son hermitien conjugué, nous parvenons à l’expression suivante :
Lpot = −1
4
(
D2W (Φ) +D
2
W (Φ)
)
≡ −1
4
(
[W (Φ)]F +
[
W (Φ)
]
F
)
(4.29)
=
(
−1
2
Wij(A)χjχi +Wi(A)Fi + h.c.
)
. (4.30)
Si partie cinétique (11.6) et partie potentielle (4.30) sont à présent regroupées, nous
observons que le champ F ne possède toujours pas de dynamique, d’où son nom de champ
auxiliaire :
δ
δF
∫
d4xL ≡ δFL ⇒ F = −WA(A), (4.31)
δ
δF
∫
d4xL ≡ δFL ⇒ F = −WA(A). (4.32)
Au niveau quantique, les équations du mouvement ne peuvent évidement pas être utilisée
pour éliminer ce champ auxiliaire. Nous pouvons cependant procéder à une redéﬁnition de
celui-ci de manière à le faire découpler du reste (on parle souvent de manière abusive de
diagonalisation). Ainsi, la partie contenant des champs F ou leurs complexes conjugués
dans le lagrangien total s’écrit :
FF +WAF +WAF = FF − Veff , (4.33)
où la redéﬁnition suivante a été réalisée :
F = F +WA. (4.34)
En outre, le potentiel eﬀectif pour les champs scalaires Veff est déﬁni par :
Veff = |WA|2 . (4.35)
La fonction analytique W est appelée superpotentiel, puisqu’une fois les champs auxi-
liaires éliminés, cette fonction nous donnera un potentiel pour les scalaires mais aussi des
termes de couplage pour les fermions, de type Yukawa. Ce sont ces termes qui communi-
queront des masses aux fermions dans le MSSM par le mécanisme de Higgs.
Chapitre 5
Structure de jauge dans le formalisme
géométrique
À présent, nous allons utiliser la technologie développée dans le chapitre 3 pour com-
prendre la structure de jauge d’une théorie supersymétrique du point de vue géométrique.
Nous allons surtout nous concentrer sur des groupes unitaires, en particulier tout ce qui
suit est fait pour le groupe abélien : U(1) = {eiϕ, ϕ ∈ R}.
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5.1 Structure de jauge
En géométrie, le potentiel de jauge A est une 1-forme sur le super-espace avec la
transformation de jauge suivante :
A 7→ A+ dα avec α un superchamp re´el. (5.1)
Ainsi des superchamps complexes conjugués Ψ, Ψ, chargés sous cette symétrie, se trans-
forment comme :
Ψ 7→ egαΨ, Ψ 7→ e−gαΨ (5.2)
Comme pour une théorie de jauge sur l’espace à quatre dimensions, nous sommes obligés
d’introduire des dérivées covariantes :
DΨ = (d− gA)Ψ, DΨ = (d+ gA)Ψ (5.3)
Le tenseur de champ F = dA est invariant de jauge grâce à la nilpotence de l’opérateur
d. Néanmoins, il est plus commode de travailler dans la base covariante :
DΨ = EADAΨ, DΨ = EADAΨ , (5.4)
avec
DAΨ = (DA − gAA)Ψ, DAΨ = (DA + gAA)Ψ. (5.5)
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En utilisant les règles du calcul diﬀérentiel, nous trouvons les égalités suivantes :
DDΨ = −gFΨ, DDΨ = +gFΨ, (5.6)
qui sont souvent appelée identité de Bianchi du premier type. Ces égalités s’écrivent aussi :
(DA,DB)Ψ = −T CAB DCΨ− gFABΨ,
(DA,DB)Ψ = −T CAB DCΨ+ gFABΨ.
(5.7)
Nous constatons alors l’apparition du potentiel de jauge dans les règles de commutation
des dérivées, qui peut être identiﬁé comme la courbure de la section du ﬁbré des repères
déﬁni par le champ de jauge A.
Il est aussi important de noter la nilpotence du nouvel opérateur de dérivation, ce qui
implique l’identité de Bianchi de second type :
DF = 0. (5.8)
5.2 Superchamps covariant chiraux
Les conditions de chiralité doivent être invariantes de jauge, ce qui s’écrit :
DαΨ = 0, Dα˙Ψ = 0. (5.9)
De plus, en utilisant la relation (5.7), nous obtenons :
{Dα,Dβ}Ψ = −gFαβΨ,{
Dα˙,Dβ˙
}
Ψ = +gF α˙β˙Ψ,
(5.10)
ce qui nous donne des conditions sur le tenseur champ de force :
Fαβ = 0,
F α˙β˙ = 0.
(5.11)
Ces contraintes sont appelées contraintes conventionnelles.
Nous avons, en outre, la propriété suivante :{
Dα,Dβ˙
}
Ψ = −T β˙aα DaΨ− gF β˙α Ψ. (5.12)
Il est possible de mettre en évidence que si la contrainte conventionnelle supplémentaire :
F α˙β = 0 (5.13)
est utilisée ; il y aura alors similarité avec les relations (2.16). Cette contrainte peut être
remarquée, à partir de la relation (3.22), qui nous donne :
F α˙β = DβA
α˙ +D
α˙
Aβ − 2i (σmǫ) α˙β Am, (5.14)
comme une redéﬁnition de Am : soit A α˙β = −2i (σmǫ) α˙β Am. Ceci nous donnera par la
suite une déﬁnition covariante plus simple du superchamp potentiel de jauge1.
1Cette contrainte conventionnelle nous affranchira de termes “non physiques” et simplifiera considé-
rablement les équations. Cette simplification permettra de résoudre plus facilement les contraintes sans
perte de généralité de notre part.
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Par déﬁnition, le champ de force est une forme fermée, i.-e. : DF = 0 (dans le cas non
supersymétrique, cette équation correspond à la première paire d’équation de Maxwell
pour une théorie de jauge abélienne). Si l’espace ordinaire (variété non supersymétrique,
simplement connexe) était utilisé, la cohomologie de de Rahm nous apprendrait que grâce
à la propriété de nilpotence de l’opérateur d, le tenseur de champ serait automatiquement
une forme exacte : F = dA. Ceci reste vrai pour une théorie supersymétrique. Toutefois
l’étude des identités de Bianchi de second type en composantes, sans utiliser le fait que
le tenseur de champ F soit une forme exacte, nous apportera de précieuses informations.
Ainsi, il est possible d’écrire explicitement cette identité grâce aux déﬁnitions (3.12) et
(3.20) :
EAEBEC
(
DCFBA + T
D
CB FDA
)
= 0 (5.15)∮
CBA
(
DCFBA + T
D
CB FDA
)
= 0 (5.16)
où
∮
CBA
signiﬁe permutation circulaire sur les indices, en respectant les lois de commuta-
tions ou d’anticommutation suivant les indices2. Cette dernière équation (5.16), avec les
relations (5.11) et (5.13) prises en compte, nous donne :
T β˙fγ Ffα + T
β˙f
α Ffγ = 0, (5.17)
T β˙fγ F
α˙
f + T
α˙f
γ F
β˙
f = 0. (5.18)
Remarque si la contrainte conventionnelle (5.13) n’avait pas été utilisée, l’équation
(5.17) aurait été remplacée par :
DγF
β˙
α +DαF
β˙
γ + T
β˙f
γ Ffα + T
β˙f
α Ffγ = 0. (5.19)
À partir de l’annexe A.1, il est possible de remarquer que nous pouvons passer d’une
notation avec des indices spinoriels à une notation avec des indices de Lorentz.
Compte tenu de la déﬁnition de la torsion (3.6), il est alors correct de réécrire
l’équation précédente de la forme :
T β˙fα
(
Ffγ − i
2
DγFf
)
+ T β˙fγ
(
Ffα − i
2
DαFf
)
= 0. (5.20)
Cette équation est équivalente à l’égalité (5.17) par une redéﬁnition du champ Ffα.
Or, vue la déﬁnition (3.22), cette redéﬁnition revient à prendre la contrainte conven-
tionnelle. Il est possible de remarquer que ce type de redéﬁnition peut être réalisé
pour chacune des identité de Bianchi, faisant intervenir un terme contenant F β˙α .
Donc, la contrainte conventionnelle est bien une redéﬁnition possible du tenseur
champ de force qui simpliﬁe les calculs, et non une redéﬁnition arbitraire.
Une décomposition en éléments irréductibles (A.33) des éléments de la relation (5.17) se
révèle avantageuse :
T β˙fγ Ffα ≡ F β˙γ α (5.21)
= ǫγαF
β˙ + F β˙(γ α). (5.22)
Le premier terme de l’équation précédente correspond à la représentation
(
0, 1
2
)
et le
second3 à la représentation
(
1, 1
2
)
.
2
∮
CBA
CBA = CBA+ (−1)a(c+b)ACB + (−1)(b+a)cBAC
3Les parenthèses dans le deuxième terme de l’équation (5.22) signifient qu’il y a symétrie dans les
indices.
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Si cette décomposition (5.22) est injectée dans l’équation (5.17) en utilisant la déﬁni-
tion de la torsion (3.6), nous obtenons :
Faα =
i
4
σa αα˙F
α˙. (5.23)
Par le même raisonnement, nous pouvons montrer que :
F β˙a = −
i
4
σβ˙βa Fβ. (5.24)
Les équations (5.23) et (5.24) peuvent être réécrites comme :
Faα = +iσa αα˙W
α˙
, (5.25)
F β˙a = −iσβ˙βa Wβ, (5.26)
où des facteurs ont été réabsorbés dans la redéﬁnition de Fαaet F β˙a aﬁn de simpliﬁer
l’écriture. En étudiant toujours les identités de Bianchi (5.15), il est possible d’extraire
les relations suivantes :
DγFβa +DβFγa = 0, (5.27)
D
γ˙
F β˙a +D
β˙
F γ˙a = 0, (5.28)
qui imposent des conditions de chiralité :
D
α˙
Wα = 0, DαW
α˙
= 0.
Toujours d’après les identités (5.15), nous avons :
DγF
β˙
a +D
β˙
Fγa + T
β˙f
γ Ffa = 0.
Après calcul, cette dernière relation nous donne :
DβWβ = Dα˙W
α˙
,
ainsi que :
Fba =
1
2
(σba)
β˙
α˙D
α˙
W β˙ −
1
2
(σba)
α
β DαW
β,
ayant utilisé les propriétés d’antisymétrie du tenseur Fba.
Finalement, il est aisé de vériﬁer que les autres identités issues de l’équation (5.15) sont
satisfaites par les informations déjà obtenues sur FAB. Donc, ce tenseur est entièrement
déterminé lorsque le superchamp Wα est connu.
Nous avons ainsi mis en évidence l’existence d’un champ Wα, ayant les mêmes pro-
priétés que dans la partie 2.4 à l’aide des identités de Bianchi. Maintenant, en résolvant
les contraintes, nous retrouverons le superchamp réel V de la partie précédente, ainsi que
son lien avec Wα.
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5.3 Solution des contraintes
Les contraintes à résoudre, s’écrivent en fonction du potentiel de jauge :
Fαβ = DαAβ +DβAα = 0,
F α˙β˙ = D
α˙
Aβ˙ +D
β˙
Aα˙ = 0,
dont les solutions sont :
Aα = DαX, A
α˙ = D
α˙
X. (5.29)
Il est possible de noter que X et X sont des superchamps conjugués l’un de l’autre à cause
des propriétés d’hermiticité de la 1-forme A. De plus, les équation (5.29) impliquent que
ces mêmes superchamps sont déﬁnis à un champ chiral près.
Les superchamps X et X, doivent restituer les transformations de jauge pour A (5.1),
ce qui implique les transformations suivantes :
X 7→ X + α− 2iΛ,
X 7→ X + α− 2iΛ, (5.30)
où Λ et Λ sont des superchamps chiraux (mais pas covariants). Les superchamps X et X
sont appelés prépotentiels. Il est commode de déﬁnir les combinaisons :
X+ =
1
2
(
X +X
)
avec transformation de jauge : X+ 7→ X+ + α− i
(
Λ + Λ
)
, (5.31)
2V = i
(
X −X) avec transformation de jauge : V 7→ V + i (Λ− Λ) . (5.32)
Nous reconnaissons ainsi le superchamp V (2.38). En déﬁnissant :
Φ = egXΨ, Φ = e−gXΨ,
nous retrouvons les propriétés des transformations de jauge usuelles (2.60). Il est important
de noter que les transformations de jauges sur A et sur V sont décorrélées. Ce sont deux
degrés de liberté indépendants l’un de l’autre. Si le paramètre de jauge α est ﬁxé, nous
conservons cependant une invariance sur V . Et réciproquement, si le superchamp i
(
Λ− Λ)
est ﬁxé, le paramètre α demeure libre. Ce fait est très important pour la suite, car il faudra
toujours faire attention lorsque nous parlerons de transformation de jauge.
Le produit invariant de jauge est alors :
ΨΨ = Φe2gVΦ. (5.33)
La théorie de jauge de la partie précédente a dont été retrouvée en utilisant le langage
géométrique. Désormais, nous nous attachons à établir le lien entre Wα et V . Pour cela,
l’équation (5.14) et la contrainte conventionnelle (5.13) sont utilisées, ce qui nous donne :
Am = − i
2
σ β˙βm
(
DβAβ˙ +Dβ˙Aβ
)
. (5.34)
Il peut être noté que le champ de jauge “physique” est formé à partir des superchamps X
et X ; eux mêmes provenant de la partie spinorielle de la 1-forme A.
En utilisant les solutions des contraintes (5.29), nous obtenons :
Am = − i
2
σ β˙βm
(
DβDβ˙X +Dβ˙DβX
)
.
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À partir des déﬁnitions (5.31) et (5.32), nous avons :
X = X+ − iV,
X = X+ + iV,
nous permettant d’obtenir :
Am = ∂mX+ +
1
4
σ β˙βm
[
Dβ, Dβ˙
]
V. (5.35)
Il est alors possible de remarquer, que si nous posons :
Vm = 1
4
σ β˙βm
[
Dβ, Dβ˙
]
V,
alors nous avons l’égalité suivante :
Vm = Am − ∂mX+.
Les transformation de jauges sur le champ Am ainsi que sur X+, nous donnent :
Vm → Vm + ∂m
(
Λ + Λ
)
.
Autrement dit, il est possible d’identiﬁer la composante en θ = θ = 0 de ce superchamp
avec le champ Vm déﬁni en (2.38). Nous avons donc la même loi de transformation que
celle exhibée par la relation (2.61).
En résumé les contraintes (5.9) et (5.13) permettent d’exprimer les composantes de la
connexion en fonction du superchamp V et d’une partie pure jauge, X+ :
Aα = DαX+ − iDαV,
Aα˙ = D
α˙
X+ + iD
α˙
V,
Am = ∂mX+ +
1
4
σ β˙βm
[
Dβ, Dβ˙
]
V.
D’autre part, en réexprimant les identités suivantes :
Fβa = DβAa − ∂aAβ, F β˙a = D
β˙
Aa − ∂aAβ˙, (5.36)
en fonction de Wα, W
α˙
et V , nous obtenons :
Wα =
1
4
D
2
DαV, W
α˙
= 1
4
D2D
α˙
V . (5.37)
Ainsi, les superchamps Wα, W
α˙
et V ont été obtenus en partant de l’aspect géométrique
de la supersymétrie.
Il est aussi intéressant de noter, que le terme pure jauge X+peut être réabsorbé, en se
plaçant dans une jauge judicieusement choisie :
α = −X+. (5.38)
Une fois dans cette jauge, nous avons les relations suivantes :
Aα = −iDαV, (5.39)
Aα˙ = +iD
α˙
V, (5.40)
et donc :
Wα = +
i
4
D
2
Aα,
W
α˙
= − i
4
D2Aα˙,
(5.41)
ce qui nous donne des renseignements sur la composition en champs “physiques” de la
connexion A. Nous avions déjà remarqué dans la section 2.4, que les champs physiques
du secteur de jauge étaient contenus dans les superchamps spinoriels Wα et W
α˙
.
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5.4 Composantes des superchamps et transformations
de supersymétrie
Muni des nouvelles dérivées covariantes (5.5), il est possible de redéﬁnir les compo-
santes du superchamp chiral (section 2.2). Pour cela, il suﬃt de remplacer les dérivées
covariantes de supersymétrie (2.14) par des dérivées covariantes par rapport aux trans-
formations de supersymétrie mais aussi de jauge (5.5) :
DA → DA = DA − gAA, (5.42)
dans les déﬁnitions (11.3) et (11.4), ce qui détermine la nouvelle caractérisation des com-
posantes :
Ψ| = A, DαΨ| =
√
2χα, DαDαΨ| = −4F, (5.43)
Ψ
∣∣ = A, Dα˙Ψ∣∣∣ = √2χα˙, Dα˙Dα˙Ψ∣∣∣ = −4F . (5.44)
Les champs déﬁnis ainsi ne sont plus les mêmes que précédemment (11.3-11.4), mais une
combinaison de ceux-ci avec les champs de jauge. Pour le secteur de jauge, il est évident
de prendre :
Am| = iam, Wα| = −iλα, W α˙
∣∣∣ = iλα˙ DαWα| = −2D.
Nous allons, à présent, nous s’intéresser aux transformations de supersymétrie. Il est
important de noter l’eﬀet conjoint d’une transformation de supersymétrie et d’une trans-
formation de jauge sur les diﬀérents superchamps :
δΨ = iξdΨ+ gαΨ = iξDΨ+ g (α+ iξA)Ψ,
δΨ = iξdΨ− gαΨ = iξDΨ− g (α+ iξA)Ψ,
δA = LξA+ dα = iξF + d (α+ iξA) .
La transformation de Wess-Zumino, est déﬁnie comme une combinaison d’une transfor-
mation inﬁnitésimale de supersymétrie et d’une transformation de jauge de paramètre :
α = −iξA , (5.45)
dépendant explicitement du superchamp vectoriel ξM . Nous obtenons ainsi les relations
suivantes :
δWZΨ = iξDΨ, δWZΨ = iξDΨ, δWZA = iξF.
Il est essentiel de noter que les transformations ainsi construites n’utilisent que des opé-
rateurs covariants (par rapport aux transformations de supersymétrie et de jauge). Il est
aussi instructf de noter, que le superchamp réel α est exprimé comme la décomposition
suivant une base déﬁnie par le superchamp vectoriel ξA, de la connexion A.
Pour le superchamp chiral, nous avons :
δWZΨ = ξ
ADAΨ.
Avec la condition de chiralité et la déﬁnition de ξ dans la base covariante (3.37), la
composante la plus basse du superchamp chiral Ψ se transforme comme :
δWZA = δWZΨ| = ξαDαΨ| ,
=
√
2ξχ.
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Si nous poursuivons le raisonnement pour le champ χα, la transformation de supersymétrie
de ce champ est donnée par :
δWZχα =
1√
2
δWZDαΨ| ,
ce qui nous redonne bien la transformation de supersymétrie obtenue par l’équation (2.28),
mais avec une dérivée spatiale covariante :
δWZχα =
√
2ξαF + i
√
2
(
σmξ
)
α
DmA.
De même :
δWZF = −1
4
δWZD2Ψ
∣∣ ,
= −ξα˙
4
(
2
{
Dα,Dα˙
}
DαΨ
∣∣∣− [Dα,{Dα,Dα˙}]Ψ∣∣∣) ,
= −ξα˙
4
(
2
{
Dα,Dα˙
}
DαΨ
∣∣∣− 2i (σmǫ) α˙α [Dα,Dm] Ψ|) .
En utilisant les relations de commutations (5.7) et la forme du tenseur de champ (5.25),
nous obtenons :
δWZF = i
√
2 ξ σmDmχ+ 2igξ λA.
Il est maintenant nécessaire de traiter le multiplet de jauge :
δWZam = −i δWZAm| ,
= −i ξαFαm| − i ξα˙F α˙m
∣∣ .
En exploitant les équations (5.25) et (5.26), il est aisé de retrouver :
δWZVm = −i
(
ξσmλ+ ξσλ
)
. (5.46)
Pour ce qui est de la partie jaugino, il est important de se souvenir que Wα est un champ
chiral :
−iδWZλα = iξDWα| ,
= ξβDβWα
∣∣ .
Connaissant le contenu en champ de Wα (2.50), nous parvenons :
δWZλα = iξαD − (σmnξ)α fmn, (5.47)
où nous avons utilisé la déﬁnition :
fmn = ∂man − ∂nam = −iFmn| .
De même, le complexe conjugué de λα se transforme comme :
δWZλ
α˙
= −iξα˙D − (σmnξ)α˙ fmn. (5.48)
Pour le dernier terme du multiplet de jauge, nous trouvons :
δWZD = −1
2
δWZD
αWα| ,
= −1
2
(
ξβDβD
αWα
∣∣+ ξβ˙ {Dα, Dβ˙}Wα∣∣∣) .
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Après calcul, nous obtenons :
δWZD = ∂m
(
ξ σmλ− ξσmλ) . (5.49)
Ainsi, la transformation de Wess-Zumino, nous permet de réaliser directement une trans-
formation de supersymétrie et une transformation de jauge compensatoire dans un cadre
géométrique qui simpliﬁe les expressions. Ceci nous permet de toujours travailler dans la
jauge de Wess-Zumino, en s’aﬀranchissant aisément des champs non physiques.
5.5 Lagrangien invariant de jauge
Après avoir déﬁni proprement les composantes du superchamp covariant chiral (5.43),
ainsi que ses transformations de supersymétrie, il nous est possible de calculer le lagrangien
invariant (5.33) :
16× L = Dα˙D2Dα˙ΨΨ.
Pour ce calcul, il est utile de connaître les formules suivantes :[
Dα,D2
]
Γ = −4iσmαα˙DmD
α˙
Γ− 8gWαΓ, (5.50)[Dα˙,D2]Γ = 4iσmαα˙DmDαΓ + 8gW α˙Γ, (5.51)[
D2,D2
]
Γ = −4iσmαα˙Dm
[
Dα,Dα˙
]
Γ− 8g (DαWα) Γ (5.52)
−16 (g − 1)W αDαΓ− 16 (g + 1)W α˙Dα˙Γ,
Par conséquent, nous trouvons :
L = −DmADmA− i
2
(χσDχ+ χσDχ) (5.53)
+ FF − i
√
2g
(
λχA− λχA)+ gAAD.
Ce lagrangien nous donne le couplage champ de jauge/champ de matière. Cependant,
il faut lui adjoindre le lagrangien cinétique pour le champ de jauge. Ce dernier s’écrit
naturellement :
L = − 1
16
(
D2W 2 +D2W 2
)
,
qui après calcul, nous permet d’écrire en composantes :
L = − i
2
(
λσ∂λ+ λσ∂λ
)− 1
4
f bafba +
1
2
D2. (5.54)
Le lagrangien total, sera alors l’addition des lagrangiens (5.53) et (5.54). Comme tou-
jours pour avoir la théorie eﬀective, il faut se débarrasser des champs auxiliaires. Dans ce
cas ci, l’équation du mouvement pour F est triviale, il n’y a donc pas besoin de diagona-
liser. Par contre, pour le champ auxiliaire D, il nécessaire de déﬁnir :
D = D + gAA.
Ainsi le lagrangien total devient :
L = − i
2
(
λσ∂λ+ λσ∂λ
)− 1
4
f bafba −DmADmA− i
2
(χσDχ+ χσDχ)
− i
√
2g
(
λχA− λχA)+ FF + 1
2
D
2 − VD
(
A,A
)
,
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avec
VD =
1
2
g2
(
AA
)2
,
le potentiel scalaire issu de la diagonalisation du champ auxiliaire D.
Chapitre 6
Brisure de supersymétrie et MSSM
Nous avons remarqué dès l’introduction de l’algèbre (section 1.3) la condition néces-
saire à la brisure de supersymétrie (1.11). Dans ce chapitre, nous allons investiguer les
diﬀérentes manières de réaliser cette condition et la phénoménologie associée à ces dif-
férents types de brisure spontanée de supersymétrie. Mais nous évoquerons aussi brisure
dite douce de supersymétrie, aﬁn de pouvoir donner une présentation succincte du MSSM.
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6.1 Brisure par D-terme
Fayet et Iliopoulos [37] ont observé qu’un terme :
LFI = ξD = −1
4
ξ
(DW +DW)∣∣ ,
était invariant de supersymétrie et invariant de jauge pour un groupe de jauge de type
U(1) ; où Wα et W
α˙
sont les tenseurs de champ d’une théorie de jauge abélienne et ξ une
constante réelle. Ainsi, il n’y a aucune objection possible à l’ajout d’un tel terme dans la
théorie1.
Néanmoins, les équations du mouvement pour le champ auxiliaire, se trouveront mo-
diﬁées :
D = −
(
ξ +
1
2
∑
i
γiAiAi
)
,
1Nous remarquerons cependant que ce terme peut briser la symétrie CP. Dans le cas où le vecteur de
ce multiplet est polaire et non axial, le champ auxiliaire D devient du même coup un pseudoscalaire, qui
n’est pas invariant sous CP.
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avec γi la charge du superchamp Φi. Ainsi, la partie du potentiel scalaire provenant du
champ auxiliaire D s’écrira :
VD =
1
2
(
ξ +
∑
i
γiAiAi
)2
. (6.1)
Il est ainsi aisé de remarquer que la présence du paramètre ξ dans le potentiel permet de
réaliser une brisure de supersymétrie ou de jauge suivant le signe relatif entre les deux
parties du potentiel.
Nous nous se concentrons, à présent, sur la brisure de supersymétrie, dont nous présen-
tons le modèle le plus simple développé par Fayet en 1975 [36,37]. Pour cela, on considère
un seul champ chiral avec un potentiel donné par :
VD =
1
2
(
ξ + γAA
)2
,
dont le terme contenu dans la parenthèse est toujours positif pour ξ et γ déﬁnis positifs.
Le minimum du potentiel est alors donné pour A = 0 ; avec
VD =
1
2
ξ2,
soit un minimum du potentiel (ou vide de la théorie) non nul, ce qui constitue une signature
de la brisure de supersymétrie. Cette condition s’apparente à la condition sur le vide2
(1.11). Comme cela, le champ auxiliaire D acquiert une énergie du vide (ou vev pour
vacuum expectation value en anglais) non nulle et donc le jaugino associé obtient une loi
de transformation inhomogène (2.46). Ce spineur est alors le spineur de Goldstone qui
reste sans masse, tout comme les autres champs du multiplet de jauge. À l’inverse, le
champ scalaire contenu dans le superchamp de matière reçoit une masse par le potentiel
scalaire : M2A = ξγ, alors que le fermion associé, reste lui sans masse. Le spectre en masse
est alors non supersymétrique pour le champ de matière.
6.2 Condition de brisure de supersymétrie d’O’Raifear-
taigh
Dans cette section, nous étudions la brisure de supersymétrie par F-terme. Ainsi, nous
débutons avec l’étude du lagrangien de Wess-Zumino généralisé :
LWZ = − 1
16
∑
i
[
ΦiΦi
]
D
− 1
4
(
[W (Φ)]F +
[
W (Φ)
]
F
)
,
avec le superpotentiel :
W (Φ) = λiΦi +mijΦiΦj + gijkΦiΦjΦk,
où mij et gijk sont totalement symétriques.
Ainsi, en composantes, nous trouvons :
LWZ = 1
16
∑
i
(
FiF i − ∂mAi∂mAi − i
2
(χiσ∂χi + χiσ∂χi)
)
(6.2)
+
(
λiFi +mij
(
FiAj − 1
2
χiχj
)
+ gijk
(
FiAjAk +
1
2
χiχjAk
)
+ h.c.
)
.
2ceci provient de l’égalité : 〈0|P0 |0〉 = 〈0|Veff |0〉 qui est valide si les effets dépendant de l’espace-
temps ainsi que les condensats de fermions sont négligés.
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Comme nous l’avons déjà noté dans la section 4.3, la diagonalisation des champs auxiliaires
nous donne l’égalité suivante :
Veff (A) =
∑
i
|Fi|2 ,
où :
−F i = λi +mijAj + gijkAjAk. (6.3)
De cette façon, la condition pour avoir un extremum local du potentiel, en Ai = 0,
s’écrit [78] :
mijλj = 0, (6.4)
et celle pour avoir un minimum local :
1
2
M2ij ≡
(
1
2
mikmkj gijkλk
gijkλk
1
2
mikmkj
)
≥ 0,
avec M la matrice de masse des scalaires. La matrice de masse des fermions étant mij, il
est évident que la condition pour avoir un spectre supersymétrique est donnée par :
gijkλk = 0. (6.5)
Nous nous sommes concentré jusqu’à présent sur la recherche d’un minimum local, alors
que ce qui est pertinent est le minimum absolu. Or d’après la déﬁnition du potentiel,
l’inégalité suivante : Veff ≥ 0 est automatiquement vériﬁée. Ainsi, toute condition qui
assure Veff = 0, assure un minimum absolu. Cette condition est donc donnée par :
Fi = 0. (6.6)
Il est important de noter la symétrie du potentiel Veff :
Veff (A+ z, m, λ) = Veff (A, m(z), λ(z)),
avec :
mij(z) = mij + 2gijkzk,
λi(z) = λi +mijzj + gijkzjzk. (6.7)
La condition de minimum absolu (6.6), grâce à la relation (6.7) implique un spectre
dégénéré entre bosons et fermions (6.5). Par contre la réciproque n’est pas toujours vraie.
Ainsi, si λ(z) 6= 0, alors F 6= 0 et nous avons alors un vide non-supersymétrique. Mais si
mij = 0 et gijk = 0, le spectre en masse reste dégénéré (6.5). Le champ mis en cause dans
ce phénomène découple, d’où son appellation de champ factice. Dans ces conditions, il est
donc possible d’avoir un spectre supersymétrique bien que la supersymétrie soit brisée au
niveau du vide. Cette remarque se révélera importante pour la dernière partie de cette
thèse.
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6.3 Potentiel d’O’Raifeartaigh
De nouveau, nous débutons avec un lagrangien de type Wess-Zumino :
LWZ = − 1
16
2∑
i=0
[
ΦiΦi
]
D
− 1
4
(
[W (Φ)]F +
[
W (Φ)
]
F
)
.
Mais, nous travaillons avec un potentiel spéciﬁque : le potentiel d’O’Raifearthaigh, qui
est le potentiel minimal pour avoir une brisure de supersymétrie par F-terme :
W (Φ) = λΦ0 +mΦ1Φ2 + gΦ0Φ
2
1. (6.8)
Étudions à présent, les équations du mouvement pour les champs auxiliaires Fi :
F 0 = −λ− gA21,
F 1 = −mA2 − 2gA0A1,
F 2 = −mA1,
qui nous donnent le potentiel eﬀectif :
Veff =
∣∣λ+ gA21∣∣2 + |mA2 + 2gA0A1|2 + |mA1| .2 (6.9)
Dans ce cas précis, il n’y a aucune solution possible avec tout les Fi simultanément nuls.
Ainsi, la condition (6.6) n’est pas réalisée et aucun champ ne découple. Nous sommes alors
en présence d’une brisure de supersymétrie avec un spectre de masse non supersymétrique.
Si les paramètres vériﬁent la relation m2 > gλ, alors le minimum absolu du potentiel
a lieu pour :
〈A1〉 = 〈A2〉 = 0,
alors que 〈A0〉 reste indéterminé. À ce minimum absolu, nous avons :
F 1 = F 2 = 0 et F 0 = −λ.
Le minimum du potentiel est donc :
Veff = λ
2.
D’une part, la partie du lagrangien (6.2) donnant la masse aux fermions, s’écrit :
LFM = −
1
2
(mχ1χ2 + 2g 〈A0〉χ1χ1) + h.c. (6.10)
Il est ainsi possible de remarquer que χ0 reste sans masse : c’est le fermion de Goldstone
associé à la brisure d’un générateur fermionique. D’autre part, le potentiel nous donne le
lagrangien de masse pour les bosons :
LBM = −m2
(
A1A1 + A2A2
)
+ 2gλ
(
A21 + A
2
1
)
,
où il peut être remarqué que le scalaire A0 est sans masse. Le scalaire A2, quant à lui,
possède une masse m, alors que le champ scalaire complexe A1 se décompose en deux
scalaires réels possédant des masses distinctes. Ainsi, les champs A0 et A2 restent dégénérés
en masse avec leurs superpartenaires χ0 et χ2, alors que A1 acquiert une masse diﬀérente
de son partenaire supersymétrique à cause de son couplage au superchamp Φ0, qui contient
le fermion de Goldstone.
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6.4 Brisure douce
Dans les parties précédentes, nous avons discuté de la brisure spontanée de super-
symétrie. Cependant, si à la version supersymétrique du modèle standard, un terme de
type Fayet-Iliopoulos pour le groupe de jauge U(1)Y est ajouté, les partenaires super-
symétriques des bosons de jauge admettront un état de masse nulle, appelé fermion de
Goldston ou goldstino. Or la non observation d’une telle particule, implique que ce type
de brisure de supersymétrie n’est pas phénoménologiquement viable. De même, pour es-
pérer réaliser un superpotentiel de type O’Raifeartaigh, il faudrait ajouter à la théorie
un superchamp singlet pour les symétries du modèle standard. Or, le modèle standard ne
possède pas de tellle particule.
De manière plus générique, l’étude des théories supersymétriques spontanéments bri-
sées par F-termes et/ou D-terme nous fournit la règle de somme suivante après minimi-
sation du potentiel scalaire et élimination des champs auxiliares :
Tr
[
M2scalaires re´el
]
= 2Tr
[
M2fermions chiraux
]
.
De cette relation découlent des masses trop faibles pour certains des partenaires super-
symétriques associés aux particules du modèle standard. Ainsi, une extension supersy-
métrique du modèle standard ne peut avoir une brisure spontanée de supersymétrie. Il
sera donc crucial de générer une brisure explicite de supersymétrie. Cependant pour ne
pas perdre toutes les propriétés de l’algèbre de supersymétrie (en particulier certaines
propriétés à haute énergie de la théorie que nous n’avons pas le temps de développer dans
cette thèse), il sera nécessaire de travailler avec une brisure douce de supersymétrie. Par
douce, il faut comprendre une brisure dont les termes possédent des couplages avec des
dimensions positives (en échelle de masse) pour conserver la hiérarchie adéquate entre
l’échelle électrofaible et la masse du boson de Higgs-Englert-Brout d’une part, et l’échelle
de Planck d’autre part.
Dans le contexte d’une théorie générale renormalisable, les termes possibles sont don-
nées par le lagrangien [55] :
Lsoft = −1
2
(Mλλλ+ h.c.)−
(
m2
)
ij
AiA
j
−
(
1
2
bijAiAj +
1
6
aijkAiAjAk + h.c.
)
− 1
2
(
cijkAiAjAk + h.c.
)
.
Ce lagrangien consiste en un terme de masse pour les jauginos (fermions associés aux
champs de jauge) et les higgsinos, des termes de masse pour des champs scalaires associés
aux fermions (m2)ij et bij, des couplages trilinéaires pour les scalaires a
ijk et cijk.
6.5 Modèle Standard Supersymétrique Minimal
Dans tout ce qui précède, nous avons montré les ingrédients de base pour construire une
théorie supersymétrique. Dans cette section, nous fournirons les éléments pour comprendre
la construction du MSSM. En premier lieu, il faut remarquer qu’il faut remplacer les
champs du MS par des superchamps. En termes de composantes, le lagrangien de cette
théorie est constitué de quatre parties distinctes : matière, jauge, interactions de Yukawa et
enﬁn les termes de brisure douce. Mais avant de présenter le lagrangien, il est nécessaire
de présenter les multiplets nécessaires et leurs propriétés sous les diﬀérents groupes de
symétrie du MS : U(1)Y × SU(2)L × SU(3)C . Nous commençons avec les multiplets de
jauge et leurs charges.
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Multiplets de jauge : (Am, λ, λ ; D)
Champ de jauge Bm Wm Gm
Jaugino associé b˜ w˜ g˜
représentation de SU(2)L 1 3 1
représentation de SU(3)C 1 1 8
Multiplets chiraux (matière) : Φ ≡ (A,χ ; F )
Φs, S = H1 H2 Q L E
c Dc U c
hypercharge Y -1/2 1/2 1/6 -1/2 1 1/3 -2/3
représentation de SU(2)L 2 2 2 2 1 1 1
représentation de SU(3)C 1 1 3 1 1 3 3
Avec ces déﬁnitions, il est alors possible d’écrire les diﬀérentes parties du lagrangien.
Partie matière : elle contient les champs de matière : les fermions ainsi que leurs par-
tenaires supersymétriques, mais aussi les champs de Higgs nécessaires à la brisure
de symétrie électrofaible et leurs superpartenaires, les higgsinos :
Lmatie`re =
∑
S
LΦSΦS
où S = H1, H2, Q, L, U c, Dc, Ec.
Par conséquent, en composantes, la décomposition suivante peut être obtenue après
projection sur l’espace à quatre dimensions :
Lmatie`re = Lmatcin + Lint + Laux,
avec
Lmatcin = −
∑
S
(
DmASDMAs + i
2
(χSσ∂χS + χSσ∂χS)
)
,
Lint = −i
√
2
∑
S
(
ASλχS − χSλAS
)
,
Laux =
∑
S
(
FSF S + ASDAS
)
,
De plus, il faut prendre des dérivées covariantes par rapport aux groupes de symé-
trie dont le champ de matière est une représentation. Nous avons avons adopté les
notations suivantes :
λα = g1yb˜
α + g2w˜
α + g3g˜
α, (6.11)
D = g1D1 + g2D2 + g3D3. (6.12)
Partie jauge : elle contient la partie cinétique des champs de jauge et de leurs parte-
naires supersymétriques :
Ljauge = −
(
D2
(
1
16g21
W 21 +
1
8g22
tr(W 22 ) +
1
8g23
tr(W 23 )
)
+ h.c.
)
Chaque partie de ce lagrangien est séparée en trois éléments distincts lors de la
projection sur l’espace à quatre dimensions : les termes cinétiques des champs de
jauge analogues à ceux du MS, puis les termes cinétiques des jauginos et enﬁn les
termes “cinétiques” des champs auxiliaires.
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Partie Yukawa : ce lagrangien reproduit les termes de Yukawa du MS, qui donnent
la masse aux fermions, ainsi qu’une contribution à la masse de leurs partenaires
supersymétriques (l’autre partie provenant des termes de brisure douce) :
LY ukawa = 1
4
(
D2W (Φ) + h.c.
)
,
avec3
W (Φ) = µH1 ·H2 + yeL ·H1Ec + ydQ ·H1Dc + yuQ ·H2U c,
le superpotentiel le plus général respectant la R-parité [35].
Partie douce : les lagrangiens précédents étaient invariants sous transformation globale
de supersymétrie, ce qui constitue l’extension supersymétrique du MS. Cependant, la
non-observation de particules supersymétriques, nous oblige a rejeter cette théorie.
Pour qu’elle soit viable, il faut lui adjoindre des termes de brisure douce :
Lsoft = −mSASAS +
(
βSA
3
S +mjauginosλ
2 −m23h1 · h2 + h.c.
)
.
Pour résumer, le MSSM est déﬁni par le lagrangien suivant :
LMSSM = LMSsupersyme´trique + Lsoft.
Ayant le lagrangien en composantes, la première tâche à eﬀectuer est la diagonalisation
des champs auxiliaires aﬁn de les découpler de la théorie et de faire apparaitre le poten-
tiel eﬀectif pour les scalaires. Ensuite, il faut minimiser ce potentiel qui va générer des
termes de masses pour diﬀérents champs via le mécanisme de Higgs. Puis, le lagrangien
étant déﬁni en termes d’états propre d’interactions, il faut diagonaliser les diﬀérentes ma-
trices de masses aﬁn d’obtenir les états propres de masse. Une fois ce travail réalisé, nous
avons encore la possibilité de nous placer dans une jauge particulière, la jauge unitaire par
exemple, qui est très utilisée puisqu’elle permet de réabsorber les bosons de Goldstone.
Enﬁn, un lagrangien complet en composantes étant obtenu, il nous sera permit de dicter
des règles de Feynman et ainsi de calculer des sections eﬃcaces, des probabilités de dés-
intégrations, etc... Nous ne réaliserons pas ces diﬀérentes étapes car ce n’est pas le sujet
de cette thèse. Néanmoins, nous présenterons les parties du lagrangien intéressantes pour
nos travaux au moment voulu. La partie suivante est basée sur le MSSM alors que dans
la dernière partie nous reviendrons sur des aspects plus formels sur les représentations de
l’algèbre de supersymétrie.
3Il est important de noter ici que tous les superchamps sont dans la représentation fondamentale de
SU(2)L. Par conséquent, pour former des singlets de SU(2)L , il est nécessaire d’introduire le produit ·
pour la multiplication de deux doublets de SU(2)L qui est défini comme suit :
L ·H ≡ LiHi= ǫijLiHj ,
avec
ǫ12 ≡ −1= −ǫ21.
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Deuxième partie
Annihilation de neutralinos :
suppression du canal Zh et forme du
spectre en WW
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Dans cette seconde partie, nous allons nous intéresser à la phénoménologie de l’annihi-
lation de neutralinos. Plus précisément, les neutralinos étant des particules de Majorana,
elles sont leurs propres antiparticules. Ainsi, leur annihilation au repos en bosons de jauge
et en scalaires de Higgs-Englert-Brout (HEB), impose des contraintes sur les polarisations
des bosons de jauge émis. Dans un premier temps, nous nous concentrerons sur l’annihi-
lation de neutralinos en un boson Z et un scalaire de HEB, aﬁn d’évaluer les problèmes
à haute énergie engendrés par la polarisation du Z. Dans un second temps, la forme du
spectre d’annihilation en deux bosons W polarisés ou non sera étudiée. Nous investigue-
rons ensuite les implications possibles de la polarisation des W pour des télescopes à
neutrinos mais aussi pour l’analyse de données issues de la détection de positrons dans
des expériences de type ballons (HEAT en particulier [16]).
Chapitre 7
Introduction au problème
Dans ce premier chapitre, nous présenterons les neutralinos à partir des états propres
d’interactions. Puis le problème qui nous intéresse, sera exposé dans le cadre de recherche
de matière noire supersymétrique. Nous mènerons une première analyse naïve du phéno-
mène aﬁn d’établir que les amplitudes pour l’annihilation de neutralinos en Zh ou en tt
par échange de boson Z semblent du même ordre de grandeur. Puis, ces amplitudes seront
comparées numériquement dans le but de déceler si notre analyse simpliste était correcte
pour le modèle mSugra et pour le MSSM.
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7.1 Matrice de masse des neutralinos
Dans le MSSM, les neutralinos sont des états propre de masse, combinaisons linéaires
du mélange de jaugino et higgsino1 :
χi = Ni1b˜+Ni2w˜3 +Ni3h˜1 +Ni4h˜2.
Ce sont des spineurs de Majorana, c’est-à-dire qu’ils sont leurs propres antiparticules
(consulter l’annexe B.5).
Il y a trois termes distincts qui donnent des contributions à la masse des neutralinos
dans le lagrangien du MSSM :
Lmasse = Lcouplage + Lpotentiel + Lsoft,
1la matrice de mélange N sera présentée plus en détails dans ce qui suit.
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qui s’expriment comme2 :
Lcouplage = −i
√
2
∑
S=1,2
tr
(
H†Sλ
αh˜αS − h˜α˙Sλα˙HS
)
,
Lpotentiel = −µ
(
h˜11h˜
2
2 + h.c.
)
,
Lsoft = −1
2
(
M1b˜b˜+M2 (w˜1w˜1 + w˜2w˜2 + w˜3w˜3) + h.c.
)
.
Nous pouvons alors exprimer la contribution neutre du lagrangien de masse sous forme
matricielle :
Lmχ = −
1
2
(
ψ0 TMψ0 + h.c.
)
,
avec :
ψ0 =


−ib˜
−iw˜3
h˜11
h˜22

 , ψ0 T (−ib˜,−iw˜3, h˜11, h˜22)
La matrice de masse dans la base
(
b˜, w˜3, h˜
1
1, h˜
2
2
)
est alors donnée par :
M =


M1 0 −mZsW cβ mZsW sβ
0 M2 mzcW cβ −mZcW sβ
−mZsW cβ mzcW cβ 0 −µ
mZsW sβ −mZcW sβ −µ 0

 , (7.1)
avec la notation :
sW = sin θW ,cW = cos θW , (7.2)
sβ = sin β, cβ = cos β, (7.3)
où l’angle β est déﬁni par : tan β = v2/v1, v2 et v1 étant respectivement les valeurs
moyennes dans le vide (vev pour vacuum expectation value en anglais) des champs de
Higgs-Englert-Brout [20,66]H1 etH2 après brisure du groupe SU(2)L×U(1)Y en U(1)QED
[18]. Il est évident que les termes non diagonaux proportionnels à mZ , regroupés dans des
matrices 2 × 2, dans la matrice de masse (7.1) résultent de la brisure électrofaible. En
eﬀet ces éléments de matrice proviennent de termes de mélanges Higgs-higgsinos-bosons
de jauge après minimisation du potentiel de Higgs. Cette dernière remarque se révéle
importante pour la suite.
Cette matrice peut être diagonalisée par une matrice unitaire N :
N⋆MN−1 = MD, (7.4)
oùMD est la matrice diagonale contenant les masses des neutralinos. Si les phases pouvant
violer CP autorisées dans la matrice de masse des neutralinos sont négligées, il est possible
2la définition de λ est donnée dans la première partie, équation (6.11).
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de choisir une base dans laquelle la matrice N est réelle. Dans ce cas, les masses de
neutralinos sont réelles et signées.
Le lagrangien s’écrit alors :
Lmχ = −
1
2
(
χ0 Ti MD iiχ
0
i + h.c.
)
. (7.5)
Les matrices de mélange ont été utilisée pour déﬁnir les états propres de masse, qui sont
appelés neutralinos, à partir des états propres d’interaction : χ0i = Nijψ
0
j . Dans tout ce
qui suit, nous utilisons la notation quadri-spineur (voire Annexe A.4) :
χi =
(
χ0i α
χ0 α˙i
)
.
Cette écriture nous permet de mettre le lagrangien (7.5) sous la forme condensée :
Lmχ =
1
2
χi (MD)ii χi.
7.2 Importance du canal Zh pour la détection indirecte
de matière noire
Après la naissance de la relativité générale et de la théorie quantique des champs, se
sont mis en place les modèles standards de la physique des particules et de la cosmolo-
gie. Chacune des deux théories comporte de très beaux succès comme les concordances
des prédictions théoriques avec les résultats expérimentaux en physique des particules
tels que la nucléosynthèse primordiale et le rayonnement cosmologique. Il faut faire face
cependant à des lacunes sur le plan théorique et des faiblesses devant certaines mesures ex-
périmentales. Citons à ce stade quelques exemples : matière noire, platitude de l’Univers,
asymétrie baryonique, constante cosmologique... Or, il se trouve que phénoménologique-
ment, cosmologie et physique des particules peuvent s’accorder sur certains aspects par
l’émergence de solutions à partir de scénarii conjoints comme la baryogénèse.
Cependant, le modèle standard de la physique des particules et celui de la cosmologie
seuls se révèlent incapables de décrire la quantité de données observationnelles récemment
collectées sur une large échelle de distances. Aussi ad-hoc qu’elle puisse sembler, l’hypo-
thèse de la matière noire [47,62] constitue probablement une partie de l’ensemble des ingré-
dients nécessaires pour comprendre l’augmentation de la self-interaction gravitationnelle
de la matière, sur des échelles allant de la galaxie à l’Univers visible. D’autres ingrédients
encore plus exotiques, comme l’énergie noire répulsive, ou la modiﬁcation de la gravitation
elle-même, peuvent se révéler nécessaires pour rendre compte de l’apparente accélération
de l’Univers. En l’absence d’une solution théorique uniﬁée, les recherches expérimentales
sont le seul moyen de prouver la validité de telles hypothèses, comme l’existence de cette
mystérieuse matière noire. Ainsi, la découverte d’une nouvelle particule, dont l’interaction
non-gravitationnelle serait compatible avec une densité relique de matière noire froide re-
quise par le CMB (Cosmic Microwave Background), et qui pourrait expliquer la formation
de structures à grande échelle [90,91], permettrait de conforter l’hypothèse de la matière
noire. Les interactions de cette particule avec les particules du MS sont, par déﬁnition très
faibles et ce, pour tenir compte de la non-observation d’une telle forme de matière. Jusqu’à
présent l’observation de ces nouvelles particules se révèle très compliquée à obtenir, un peu
comme pour le neutrino prédit par Pauli en 1930. Des débats tels que ceux rencontrés au-
tour de l’annonce de l’expérience DAMA [7,9,12,21–25,27–34,43,44,49,57–61,69,79,81,87]
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pour la détection directe de matière noire sont illustratifs de cette diﬃculté. C’est pour-
quoi il est crucial de pouvoir faire des tests croisés et de comprendre les résultats d’autant
de diﬀérentes façons possibles ; avec des théories bien motivé. Tous ces ingrédients sont
nécessaires pour mener des analyses croisées de données expérimentales ; aﬁn d’aﬃrmer
ou d’inﬁrmer un scénario de matière noire. Dans cette partie, nous allons travailler avec
le très étudié neutralino (χ) des modèles supersymétriques (mSugra ou MSSM) que nous
avons présenté dans la section précédente.
Dès 1965 [10,99,100], il a été montré que si une nouvelle particule stable existait, elle
pourrait avoir une abondance signiﬁcative aujourd’hui. L’Univers primordial peut être vu
comme une soupe, ou plasma de particules d’espèces diﬀérentes en expansion très proche
de l’équilibre thermique. Or l’observation par Hubble en 1929 de l’expansion de l’Uni-
vers, implique que ce dernier ne cesse de se refroidir depuis le Big Bang. Ainsi chacune
des espèces relativistes (chaudes) dans la phase dense de l’Univers devient non relativiste
(froide) au cours d’un changement de régime, lorsque la température descend en-dessous
de son énergie de masse (T < mi). Si le plasma primordial restait à l’équilibre thermique,
l’Univers serait entièrement déterminé par sa température. Cependant, ce sont les phéno-
mènes hors équilibres qui déterminent les moments marquant de l’histoire de l’Univers tels
que le découplage des neutrinos, des photons (à l’origine du CMB), de la nucléosynthèse
primordiale... C’est cette notion d’écart à l’équilibre qui nous permettra de calculer la
densité relique de matière noire. L’évolution d’un gaz hors équilibre est dictée par l’équa-
tion de Boltzmann. Par conséquent, pour connaître la densité relique de matière noire,
le système d’équations de Boltzmann couplées décrivant le plasma primordial devra être
résolu. Ce système comprend une équation par espèce présente avec toutes les intérac-
tions impliquant tous les processus pouvant faire varier le nombre de particules de l’espèce
considérée. Donc, pour une espèce i l’équation de Boltzmann s’écrira :
dni
dt
= −3Hni −
N∑
j=1
〈σijvij〉
(
ninj − ne´qi ne´qj
)
−
∑
j 6=i
[
〈σXijviX〉
(
ninX − ne´qi ne´qX
)
− 〈σXijvjX〉
(
njnX − ne´qj ne´qX
)]
−
∑
j 6=i
[
Γij
(
ni − ne´qi
)
− Γji
(
nj − ne´qj
)]
, (7.6)
où H ≡ R˙
R
est le paramètre de Hubble avec R(t) le facteur d’échelle et ni la densité de
l’espèce i. D’autre part, nous avons adopté les notations suivantes :
σij =
∑
X
σ(ij → X), (7.7)
σXij =
∑
X
σ(iX → jY ), (7.8)
Γij =
∑
X
Γ(i→ jX). (7.9)
Le premier terme du membre de droite de l’équation (7.6) est la dilution due à l’expansion
de l’Univers, le second terme décrit les annihilations (i = j) et les coannihilations (i 6= j),
le troisième terme les diﬀusions et enﬁn le dernier terme les désintégrations. Les crochets
〈〉 signiﬁent que nous avons considéré la moyenne thermique. La vitesse relative entre
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deux particules i et j est, quant à elle, déﬁnie par :
vij =
√
(pi.pj)
2 −m2im2j
EiEj
, (7.10)
avec pi la quadri-impulsion et Ei l’énergie de la particule i. La densité de particules i à
l’équilibre ne´qi est donnée par :
ne´qi =
gi
(2π)3
∫
pifi, fi =
1
e(Ei−µi)/T ± 1 , (7.11)
pi étant la tri-impulsion de la particule, µi son potentiel chimique et fi la distribution
d’impulsion à l’équilibre cinétique.
Dans le scénario standard, des annihilations de neutralinos ont eu lieu dans le passé
comme nous venons de l’expliquer, ont gelé à certains endroits et recommencé à d’autres,
en particulier dans les points chauds tels que le centre galactique ou le noyau du soleil.
Dans ces endroits spéciﬁques, la matière noire s’est accumulée. Un point crucial est l’étude
des produits de désintégrations des particules issues de l’annihilation de neutralinos, pri-
sonniers dans ces objets massifs. Ces études sont nécessaires pour évaluer la pertinence
de la détection indirecte de matière noire. Cependant pour identiﬁer un signal indirect,
mais aussi pouvoir mesurer une masse pour le neutralino à partir de données provenant
de ﬂux (par exemple de photons ou de neutrinos ), il est nécessaire de distinguer précisé-
ment un tel ﬂux du fond astrophysique très mal connu. Ce fond n’est estimé que via des
spectres en énergie suivant des lois de puissance. Dès lors, la détection indirecte pourra se
révéler fructueuse si les neutralinos s’annihilent en particules se désintégrant en photons
ou neutrinos avec des spectres les plus durs possibles, et une coupure proche de la masse
du neutralino. C’est la manière la plus sûre de pouvoir “sortir”, de manière inambiguë,
un signal du fond astrophysique. À partir des ﬁgures (7.1) et (7.2), les canaux les plus
prometteurs sont ceux avec deux bosons de jauge (χχ → W+W−, ou ZZ) ou bien un
boson de jauge et un scalaire de Higgs-Englert-Brout (HEB) (χχ→ Zh).
Sur la ﬁgure (7.1), les spectresW+W− et Zh sont de formes similaires. De tels spectres
sont dit durs. Ceci provient du fait que les bosons de jauge de SU(2) sont lourds et
se désintègrent rapidement en une paire neutrino/lepton chargé. Dans le processus ττ ,
les neutrinos seront moins énergétiques, car il y a une désintégration en trois corps :
τ → µνµντ . Pour le processus tt , la désintégration se fait en deux étapes : d’abord
t→ Wb puis b → cµνµ, ce qui explique le spectre basse énergie. Nous pouvons faire une
première remarque sur ce canal : le diagramme avec échange de boson Z en voie s devrait
être le processus prépondérant, de par le fait que le boson Z est beaucoup plus léger que
les particules SUSY impliquées dans les autres diagrammes. Le spectre bb est dit mou
(ou “soft” en anglais), et n’est donc pas intéressant pour la détection indirecte. Il serait
possible de faire le même type d’analyse pour la ﬁgure (7.2).
Les spectres diﬀérentiels en énergie pour les neutrinos (ﬁgure (7.1)) et les photons
(ﬁgure (7.2)) ont été extraits d’une simulation PYTHIA avec 106 événements pour chaque
canal, exprimés comme fonctions de x = Eν, γ/mχ. Pour le canal Zh par médiation de
boson Z, qui nous concerne particulièrement, nous avons pris la précaution de corriger le
résultat non polarisé de PYTHIA par un facteur ∝ x(1 − x), ceci aﬁn d’avoir un boson
Z purement longitudinal, qui supprime l’émission de neutrinos vers l’avant, comparé au
canal WW . Malgré ce facteur, le canal Zh produit toujours le second spectre le plus dur.
Pour les photons, la partie dure du canal Zh autour de x ≈ 1 vient de HEB légers
h se désintégrant via des boucles en deux photons, et donc n’apparaît qu’aux grandes
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Fig. 7.1 – Flux diﬀérentiel de neutrinos pour les principaux canaux de désintégration
provenant de l’annihilation de neutralinos. Les normalisations (dépendant des rapports
de branchements) sont arbitraires, de manière à pouvoir comparer les formes de tous les
canaux. La dépendance en mχ (1 TeV ici) est faible .
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Fig. 7.2 – Flux diﬀérentiel de photons pour les principaux canaux de désintégration
provenant de l’annihilation de neutralinos.
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valeurs de x. Ceci nous laisse alors seulement un petit nombre d’événements (∼10/bin)
et ainsi des incertitudes statistiques conséquentes, qui n’apparaissent pas dans la ﬁgure
(7.2). Il n’y a évidemment pas d’événements pour x > 1, mais la forme précise de ce
spectre (probablement similaire à celui des WW dans la ﬁgure (7.1)) est obscurcie par
ces incertitudes.
7.3 Comparaison naïve entre χχ → Zh et χχ → tt via
médiation de boson Z
Les états propres de masse pour les particules supersymétriques sont supposés plus
massifs aﬁn de rendre compte de la non observation de ces nouvelles particules. Cette
propriété est commune à tout modèle phénoménologiquement viable. C’est ainsi que les
processus avec médiation de bosons Z vont être favorisés, ces particules étant légères.
Nous travaillerons toujours avec des matrices de mélange N réelles et des masses de
neutralinos signées. En particulier mχ3 < 0, donc C
V = 0 (voir déﬁnition (B.2) dans
l’appendice B.1). De plus, nous mènerons notre étude dans la limite de découplage du
pseudo scalaire A, donc sin (α− β) ≃ −1 (équation (B.5)). Si seul les couplages sont pris
en compte, nous pouvons extraire le comportement suivant :

Z
χ
χ
Z
h
A (χχ→ Zh)Z ∝
−g2mZOZ11
cos2 θW
, (7.12)

Z
χ
χ
t
t
A
(
χχ→ tt)
Z
∝ −g
2mtO
Z
11
cos2 θW
, (7.13)
avec (voire appendice B.1) :
OZij = Ni4Nj4 −Ni3Nj3. (7.14)
Dans l’amplitude (7.13), nous avons juste considéré le couplage axial puisque le cou-
plage vectoriel ne participe pas à l’annihilation de neutralinos dans l’approximation de
particules de Majorana au repos. Nous nous sommes contentés d’ajouter des termes de
masse provenant de la cinématique pour faire une comparaison grossière. Il peut ainsi être
noté que les amplitudes devraient donner des contributions du même ordre de grandeur.
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7.4 Processus dominant ou dominé ?
Pour mener une étude numérique, il convient de choisir un point précis de l’espace des
paramètres du modèle mSugra : m0 = 3000GeV , m1/2 = 800 GeV , A0 = 0, tan β = 10 et
µ > 0. Ainsi pour l’annihilation de neutralinos au repos (grâce au code DarkSusy version
3.14.02 [26] et Suspect version 2.003 [1]), nous avons :
vσ (χχ→ all) = 1, 053.10−28cm3/s
vσ
(
χχ→ tt) = 1, 028.10−28cm3/s
vσ (χχ→ WW ) = 4, 375.10−31cm3/s
vσ
(
χχ→ bb) = 1, 217.10−30cm3/s
vσ (χχ→ ZZ) = 2, 294.10−31cm3/s
vσ (χχ→ Zh) = 1, 485.10−31cm3/s
D’après ces résultats, le canal Zh ne semble plus particulièrement intéressant puisque
sa section eﬃcace est très supprimée. Toutefois, si l’annihilation de neutralinos en tt par
médiation de boson Z est calculée, nous trouvons le résultat suivant :
vσ
(
χχ→ tt)
Z
= 1, 831.10−28cm3/s.
Il est instructif de remarquer que ce processus donne une contribution importante pour
le canal tt. Le même calcul pour une annihilation en Zh via un boson Z, nous donne :
vσ (χχ→ Zh)Z = 4, 716.10−28cm3/s,
qui est du même ordre de grandeur que pour tt, comme prédit par l’analyse simpliste. Il
est même possible de remarquer que ce canal devrait dominer la section eﬃcace totale
d’un facteur 4 environ. Donc, nous sommes en droit de nous demander quel mécanisme
permettra de supprimer le canal Zh et non le canal tt. Des eﬀets d’interférence entre
les diﬀérentes voies pour chaque canal peuvent être supposés et peut-être jouer un rôle.
Cependant la présence des matrices de mélange impliquées dans les diﬀérents couplages
rendent les expressions naalytiques des amplitudes peu lisibles.
Dans un premier temps, il est nécessaire de comprendre les autres processus impli-
qués dans chaque canal daans le but d’investiguer l’eﬀet potentiel d’interférences. Pour
tt, l’autre diagramme pouvant intervenir est la médiation de sfermions en voie t ; dia-
gramme très supprimé si les sparticules sont très lourdes, ce qui est le cas de tout modèle
phénoménologiquement intéressant. Pour le canal Zh, il y a deux autres diagrammes qui
rentrent en jeu :
• échange de pseudoscalaire A en voie s : diagramme très supprimé puisque nous
travaillerons toujours dans la limite de découplage (B.7) aﬁn de simpliﬁer l’analyse
du phénomène3,
• échange de neutralinos en voie t :

χi
χ
χ
Z
h
Donc, a priori, seulement deux diagrammes interviennent dans le canal Zh s’annulant
l’un l’autre avec une précision relative de 10−3. Une telle suppression semble trop marquée
pour être accidentelle.
3Il est possible de noter que cette hypothèse n’implique aucune différence conceptuelle, juste une
simplification des calculs.
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Fig. 7.3 – (χχ→ Zh)Z sur tous les canaux de désintégration pour diﬀérents m0, m1/2
7.5 Généralité de la suppression dans le modèle mSugra
Avant de supposer une quelconque raison pour cette suppression, nous devons être
certain de ne pas travailler sur un point critique de l’espace des paramètres. Pour cela
un balayage du plan m1/2, m0 est réalisé (grâce à l’interface entre Suspect et DarkSusy
développé dans [75]).
Sur la ﬁgure (7.3), il peut être remarqué le canal Zh via médiation de boson Z s’impose
sur l’ensemble du plan
(
m1/2,m0
)
, sauf dans la zone de bas m1/2, où l’annihilation est
dominé par le canal bb . Par contre sur la ﬁgure (7.4), nous observons une suppression de
ce même canal pour tout le plan
(
m1/2,m0
)
, lorsque voie s et voie t sont prises en compte.
Une remarque importante à propos de cette ﬁgure tient dans le fait que plus m1/2 et
m0 sont grands, meilleure est la suppression. Cette propriété implique que la suppression
apparaît de manière explicite, quand les paramètres de brisure de supersymétrie m1/2, m0
sont grand devant mZ le paramètre de brisure électrofaible. D’après ces deux graphiques,
nous pouvons conclure que nous ne somme donc pas sur un point critique de l’espace des
paramètres.
Cependant il est encore possible de se demander si ce n’est pas un artefact du modèle
mSugra ; ce modèle utilisant une brisure de supersymétrie via la gravitation. Or, le mé-
canisme de brisure n’étant toujours pas connu, ne serait-il pas plus prudent de travailler
dans le cadre le plus général ?
7.6 Comparaison du phénomène dans mSugra et dans
le MSSM
Le MSSM est un modèle eﬀectif où aucune hypothèse sur le mécanisme de brisure
n’est faite. Il est cependant nécessaire de faire une supposition sur le type de brisure, qui
doit être douce, de manière à conserver les bonnes propriétés UV de la théorie. Ainsi, nous
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Fig. 7.4 – (χχ→ Zh)Z+χ sur tous les canaux de désintégration pour diﬀérents m0, m1/2
voulons vériﬁer que la suppression du canal Zh a bien lieu dans ce modèle plus général.
Aﬁn de travailler avec un minimum de paramètres à faire varier, nous supposons une
uniﬁcation des forces à une échelle d’énergie MGUT qui nous donne la relation suivante
[72] :
M1 =
5
3
tan θWM2 ≃ 0.5M2.
Les amplitudes à calculer sont4 :
A (χχ→ Zh)Z = −i
√
2βZh
m2χ
m2Z
g2
c2W
OZ11, (7.15)
A (χχ→ Zh)χ = i
√
2βZh
m2χ
m2Z
g2
c2W
4∑
i=1
2OZ1iO
h
1i (mχi −mχ)mZ
2m2χ + 2m
2
χi
−m2h −m2Z
, (7.16)
avec Ohij déﬁni dans l’appendice B.3, équation (B.10) :
Ohij = ((cWNi2 − sWNi1) (sβNj4 − cβNj3) + (i↔ j)) . (7.17)
Le premier constat à faire concerne les amplitudes contenant les matrices de mélange
N . Ces dernières obscurcissent l’observation possible d’interférences. Le phénomène im-
pliquant l’annulation entre ces deux amplitudes semble non trivial... Pour notre étude
numérique, ces amplitudes doivent être exprimées en fonction des paramètres fondamen-
taux du modèle, à savoir les masses des diﬀérentes particules du modèle standard, ainsi
que les paramètres de brisure électrofaible : µ et de supersymétrie : M1, M2. Pour cela,
4L’approximation de découplage du pseudoscalaire A (B.7) a été explicitement utilisée
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les valeurs propres et les vecteurs propres exacts de la diagonalisation de la matrice de
masse (7.1) doivent être connus (voire [71]). Comme déjà mentionné, nous travaillons ici
avec des matrices de mélange N réelles, donc les masses seront signées :
ǫ1mχ1 = −
(
a
2
− C2
6
)1/2
+
(
−a
2
− C2
3
+
C3(
8a− 8
3
C2
)1/2
)1/2
+
1
4
(M1 +M2) , (7.18)
ǫ2mχ2 = +
(
a
2
− C2
6
)1/2
−
(
−a
2
− C2
3
− C3(
8a− 8
3
C2
)1/2
)1/2
+
1
4
(M1 +M2) , (7.19)
ǫ3mχ3 = −
(
a
2
− C2
6
)1/2
−
(
−a
2
− C2
3
+
C3(
8a− 8
3
C2
)1/2
)1/2
+
1
4
(M1 +M2) , (7.20)
ǫ4mχ4 = +
(
a
2
− C2
6
)1/2
+
(
−a
2
− C2
3
− C3(
8a− 8
3
C2
)1/2
)1/2
+
1
4
(M1 +M2) , (7.21)
où ǫi est le signe de la ièmevaleur propre avec :
C2 =
(
M1M2 −m2Z − µ2
)− 3
8
(M1 +M2)
2 ,
C3 = −1
8
(M1 +M2)
3 +
1
2
(M1 +M2)
(
M1M2 −m2Z − µ2
)
+ (M1 +M2)µ
2
+
(
M1c
2
W +M2s
2
W
)
m2Z − µm2Z sin 2β,
C4 =
(
M1c
2
W +M2s
2
W
)
m2zµ sin 2β −M1M2µ2 +
1
16
(
M1M2 −m2Z − µ2
)
(M1 +M2)
2
− 1
256
(M1 +M2)
4 +
1
4
(M1 +M2)
(
(M1 +M2)µ
2 +
(
M1c
2
W +M2s
2
W
)
m2Z − µm2Z sin 2β
)
,
et
U = −C
2
2
3
− 4C4, S = −C23 −
2
27
C32 +
8
3
C2C4,
D = −4U2 − 27S2, a = 1
21/3
Re
[
−S + i
(
D
27
)1/2]1/3
.
Les masses des diﬀérents neutralinos sont données par les équations (7.18), (7.19), (7.20) et
(7.21) qui ne sont pas ordonnées. Il s’avère nécessaire de renommer les masses en fonction
de leurs valeurs absolues aﬁn d’obtenir mχ1 < mχ2 < mχ3 < mχ4 .
D’une part, les vecteurs propres sont donnés par :
Ni2
Ni1
= − 1
tan θW
M1 − ǫimχi
M2 − ǫimχi
, (7.22)
Ni3
Ni1
=
µ (M2 − ǫimχi) (M1 − ǫimχi)−m2Zsβcβ ((M1 −M2) c2W +M2 − ǫimχi)
mZ (M2 − ǫimχi) sW (cβµ+ ǫimχisβ)
, (7.23)
Ni4
Ni1
=
−ǫimχi (M2 − ǫimχi) (M1 − ǫimχi)−m2Zc2β ((M1 −M2) c2W +M2 − ǫimχi)
mZ (M2 − ǫimχi) sW (cβµ+ ǫimχisβ)
.
(7.24)
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σ(χχ→Zh)Z+χ
σ(χχ→Zh)Z dans le MSSM (ﬁgure de contour) et dans mSugra (points blancs)
D’autre part, il faut prendre en considération la condition de normalisation :
Ni1 =
(
1 +
(
Ni2
Ni1
)2
+
(
Ni3
Ni1
)2
+
(
Ni4
Ni1
)2)−1/2
.
Nous sommes alors prêts à utiliser les formules (7.15) et (7.16) en fonction de (M1, µ) aﬁn
de réaliser un balayage dans ce plan (ﬁgure (7.5)). Comme précédemment la suppression
du canal est valide pour presque tout le plan, excepté dans la région de bas µ. Or, dans
cette région le neutralino le plus léger est majoritairement de type higgsino, cette région
n’est donc pas intéressante d’un point de vue phénoménologique. Nous pouvons conclure,
que la suppression a lieu dans l’approximation MSM ≪ MSUSY . Cependant, le point
crucial de cette approximation est l’inégalité suivante : mZ ≪MSUSY ce qui correspond à
la hierarchie nécessaire entre brisure électrofaible et brisure de supersymétrie pour avoir un
modèle phénoménologiquement viable. Donc, ce ne sera pas la supersymétrie, qui assurera
la suppression du canal. D’autre part, comme la suppression est un phénomène général,
un autre type de symétrie en sera responsable. De ce fait, ne devons-nous pas chercher du
côté de l’invariance de jauge en premier lieu ?
Chapitre 8
Amplitude polarisée et approximation
MSUSY ≫MMS
Dans ce chapitre, nous commencerons par calculer les amplitudes polarisées pour l’an-
nihilation de neutralino en Zh. Puis, l’approximation MSUSY ≫ MMS, mise en évidence
précédemment, sera utilisée aﬁn de simpliﬁer la forme analytique des amplitudes (7.15)
et (7.16). Enﬁn, nous essaierons de mettre en évidence les problèmes liés à cette approxi-
mation, ce qui nous mènera sur des pistes à examiner pour comprendre le phénomène mis
en jeu dans l’annulation du canal Zh.
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8.1 χχ→ Zh via boson Z en voie s
Dans cette section, l’amplitude (χχ→ Zh)Z sera calculée d’une manière un peu dif-
férente de celles des références habituelles [48, 89]. En eﬀet, nous travaillons dans l’ap-
proximation de neutralinos au repos. Les eﬀets de cette approximation sont les premiers
points à investiguer. Par construction, les neutralinos sont des particules de Majorana, i.-
e. ils sont leurs propres antiparticules. Comme l’approximation de repos est utilisée pour
les neutralinos piégés dans les corps massifs, le spin et la projection du spin du système
initial pour de telles particules doivent être nuls (ceci à cause du principe d’exclusion de
Pauli). Étant donné la présence dans l’état ﬁnal d’une particule scalaire S = 0 et d’une
particule vectorielle S = 1, la seule polarisation possible pour cette dernière particule
est une polarisation longitudinale. Il est possible de remarquer que le système ﬁnal doit
posséder un moment angulaire non nul, plus précisément : L = 1, pour assurer la conser-
vation du moment angulaire total : J = L+ S. Dans ce cas ci, il s’avère inutile de mener
un calcul avec une somme sur toutes les hélicités possibles, puisqu’un seul état d’hélicité
contribuera à la section eﬃcace. Ainsi, il sera utile pour le calcul, autant que pour la com-
préhension du problème, de travailler avec des amplitudes polarisées. En outre, avec cette
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technique, nous aurons directement accès à l’amplitude physique, et non à son module
au carré comme c’est le cas lors d’un calcul avec des sommations sur les diﬀérentes héli-
cités (consulter l’annexe B.6 pour plus de détails). Le but de cette analyse est de rendre
manifeste les phénomènes d’interférences.

Z, q
χ, p
χ, pp
Z, k
h, l
L’amplitude du diagramme précédent s’écrit :
A (χχ→ Zh)Z =
−iCACZ
q2 −m2Z
(χ (p′) γµγ5χ (p))
(
gµν − qµqν
m2Z
)
εν (k) , (8.1)
avec χ = u, le neutralino entrant, d’impulsion p et χ = v “l’antineutralino” entrant, avec
une impulsion p′. Ici, u et v sont des spineurs de Dirac habituels (c’est pourquoi une dis-
tinction entre χ et χ est faite, et que les lignes fermioniques associées sont orientées). Nous
eﬀectuerons les calculs avec des spineurs au repos dans la base chirale (voir Appendice
A) :
χ (p0) =
√
mχ
(
ξs
ξs
)
,
avec ξ+ 1
2
=
( − 1
0
)
: l’orientation vers le haut de la projection du spin suivant l’axe z,
et ξ− 1
2
=
(
0
+ 1
)
: l’orientation vers le bas.
D’autre part, les spineurs pour les antiparticules sont déﬁnis tels que :
χ (p′0) =
√
mχ (−ηs′ , ηs′) ,
où ηs′ est l’orientation de la projection du spin. Travaillant avec un état initial scalaire,
le boson Z dans l’état ﬁnal possédera seulement une polarisation longitudinale, comme
expliqué précédemment. Cette polarisation s’écrit :
εµ (k) =
1
mZ
(
kz, 0, 0, k0
)
.
Il est utile de remarquer que l’orientation de la base de référence permettant de déﬁnir la
direction de la polarisation du boson Z est, a priori, diﬀérente de celle de l’état initial.
Toutefois l’état initial étant scalaire, il n’y a pas d’orientation préférentielle pour le système
de coordonnées. Donc, pour simpliﬁer les calculs, l’orientation donnée par la direction de
propagation du boson Z sera choisie.
Au repos, nous avons : qµ =
(
2mχ,~0
)
. Après simpliﬁcation, l’amplitude (8.1) devient :
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A (χsχs′ → Zh)Z =
iCACZ
4m2χ −m2Z
mχ
mZ
(ηs′σ
µξs + ηs′σ
µξs)
×
(
gµν − qµqν
m2Z
)(
kz, 0, 0, k0
)
,
Le lecteur doit faire attention qu’un spin “up” pour une particule signiﬁe un spin “down”
pour l’antiparticule correspondante. Cette propriété est automatiquement prise en compte
lorsqu’on impose la condition de Majorana (B.15) :
ηs = −iσ2ξs. (8.2)
L’amplitude précédente prend alors la forme suivante :
A (χ↑χ↓ → Zh)Z =
iCACZ
4m2χ −m2Z
mχ
mZ
(σµ11 + σ
µ
11) (8.3)
×
(
gµν − q0q0
m2Z
)(
kz, 0, 0, k0
)
.
Avec la déﬁnition des matrices de Pauli donnée en Appendice A.16, nous obtenons :
A (χ↑χ↓ → Zh)Z =
2iCACZ
4m2χ −m2Z
mχ
mZ
(1, 0, 0, 0) (8.4)
×
(
gµν − q0q0
m2Z
)(
kz, 0, 0, k0
)
.
À ce stade, il faut noter que l’état initial est de genre temps, donc indépendant de l’orienta-
tion de l’espace. Cette propriété était attendu pour l’annihilation au repos de neutralinos.
Ainsi, l’équation (8.4) devient :
A (χ↑χ↓ → Zh)Z = −2iCACZ
mχ
m3Z
kz. (8.5)
Après un peu de calcul cinématique, il peut être montré que :
kz = mχβZh,
où βZh est la fonction cinématique usuelle :
βZh =
√
1− (mh +mZ)
2
4m2χ
√
1− (mh −mZ)
2
4m2χ
. (8.6)
En utilisant la déﬁnition des constantes de couplages (B.3) et (B.6), ainsi que la
déﬁnition (B.4), nous trouvons :
A (χ↑χ↓ → Zh)Z =
−ig2OZ11
cos2 θW
m2χ
m2Z
βZh. (8.7)
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Si l’orientation des spin initiaux est inversée, il est aisé de noter que cela revient à rem-
placer la composante (1,1) des matrices de Pauli dans l’équation (8.3), par la composante
(2,2). De plus, il est à signaler l’apparition d’un signe moins global, provenant de la
condition de Majorana (8.2). Finalement, l’amplitude avec les spin initiaux renversés,
sera exactement identique à celle que nous venons de calculer (8.7) à un signe près. Donc
la condition de Majorana impose l’antisymétrie de l’amplitude de manière évidente. Pour
avoir l’amplitude totale pour ce processus, la diﬀérence de ces deux contributions doit
être considérée avec le bon facteur de normalisation, ce qui nous permet de trouver :
A (χχ→ Zh)Z = −ig2
√
2
OZ11
cos2 θW
m2χ
m2Z
βZh (8.8)
Ce résultat peut être rencontré dans la littérature par un calcul prenant en compte toutes
les polarisations possibles de l’état initial [48,89]. Il est alors intéressant de constater qu’au
repos, une seule polarisation contribue.
Maintenant, nous sommes en mesure de comparer l’équation (8.8) avec :
A
(
χχ→ tt)
Z
= −ig2
√
2
OZ11
cos2 θW
mχmt
m2Z
T3tβtt, (8.9)
où
βtt =
√
1− m
2
t
m2χ
,
avec T3 l’isospin faible du quark top.
Dans cette section, nous avons calculé l’amplitude exacte pour l’échange de boson Z
en voie s. La diﬀérence principale entre les amplitudes (8.8) et (8.9) est un facteur mχ.
Cette propriété explique pourquoi la section eﬃcace σ (χχ→ Zh)Z est dominante par
rapport à σ
(
χχ→ tt)
Z
; propriété qui a été mis en évidence de manière numérique dans
le chapitre précédent. Nous pouvons cependant nous demander comment l’ajout de la voie
t nous donnera le comportement adéquat de l’amplitude pour ce canal ?
8.2 Canal t
En utilisant, comme précédemment, un calcul à partir de spineurs polarisés, il est
possible de calculer l’amplitude associée au diagramme suivant :

χi, Q
χ, p
χ, pp
Z, k
h, l
A (χχ→ Zh)χi =
−iCAχiχZChχiχ
Q2 −m2χi
(χ (p′) (/Q+mχi) γ
µγ5χ (p)) εµ (k) ,
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avec
Qµ =
(
mχ − k0, 0, 0, kz
)
.
Les calculs se font suivant la logique montré pour le calcul du canal Zh, en voie s. Une
fois tous les calculs réalisés, nous trouvons :
A (χχ→ Zh)χi =
ig2
√
2
cos2 θW
m2χ
m2Z
βZh
2OZ1iO
h
1i (mχi −mχ)mZ
2m2χ + 2m
2
χi
−m2Z −m2h
. (8.10)
Dorénavant, le problème est de comprendre comment deux amplitudes apparemment si
diﬀérentes que celles rencontrées précédement (8.8) et (8.10), peuvent s’annuler avec un
tel degré de précision.
8.3 Développement en série de Taylor des amplitudes
Comme nous l’avons montré dans la section 7.6, les formules analytiques pour les
masses et les matrices de mélanges sont plutôt longues. Ainsi, il n’est pas aisé de com-
prendre le phénomène d’interférences entre les amplitudes (8.8) et (8.10) de manière ana-
lytique. Il est donc utile dans un premier temps de simpliﬁer ces expressions à l’aide
de méthodes d’approximations. Nous avons déjà noté que la symétrie assurant l’annula-
tion exacte entre les deux amplitudes semblait restaurée dans l’approximation : MSM ≪
MSUSY , donc nous allons utiliser un développement en MSM/MSUSY des formules (7.18-
7.21) pour les masses :
mχ1 ≃M1−m2Z
sin2 θW (M1 + µ sin 2β)
µ2 −M21
,
mχ2 ≃M2−m2Z
cos2 θW (M2 + µ sin 2β)
µ2 −M22
,
mχ3 ≃ −µ−m2Z
(1− sin 2β) (µ+M1 cos2 θW +M2 sin2 θW )
2 (µ+M1) (µ+M2)
,
mχ4 ≃ +µ+m2Z
(1 + sin 2β)
(
µ−M1 cos2 θW −M2 sin2 θW
)
2 (µ−M1) (µ−M2) .
Le même type de développement est utilisé pour les éléments de la matrice de mélange :
N2i
N1i
≃ − 1
tan θW
M1 −mχi
M2 −mχi
,
N3i
N1i
≃ µ(M2 −mχi) (M1 −mχi)−m
2
Z sin β cos β ((M1 −M2) cos2 θW +M2 −mχi)
mZ (M2 −mχi) sin θW (µ cos β +mχi sin β)
,
N4i
N1i
≃ −mχi
(M2 −mχi) (M1 −mχi)−m2Z cos2 β ((M1 −M2) cos2 θW +M2 −mχi)
mZ (M2 −mχi) sin θW (µ cos β +mχi sin β)
.
Avec ceci, à l’ordre zéro du développement dans les amplitudes, nous trouvons :
A (χχ→ Zh)Z ≃ −
√
2βZhm
2
χg
2 cos 2βt2W
1
(M21 − µ2)
, (8.11)
A (χχ→ Zh)χ ≃
√
2βZhm
2
χg
2 cos 2βt2W
(M21 + µ
2)
(M21 − µ2)
(
M21 + µ
2 − 1
2
m2h
) . (8.12)
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Ainsi dans notre approximation, l’annulation exacte entre les deux canaux est obtenu
après développement du propagateur dans l’équation (8.12).
Ainsi, dans l’approximation MSUSY ≫MSM , l’exactitude de la suppression a été mise
en évidence. Ceci semble correct d’après l’analyse des graphiques (7.4) et (7.5). Cette
méthode est quelque peu “brutale”. Néanmoins, ce développement semble reproduire les
résultat de [64] utilisant la théorie des perturbations. Nous allons étudier à présent, le
phénomène en utilisant cette méthode aﬁn de comprendre ce qu’un tel développement
peut nous apprendre de plus sur la suppression du canal Zh.
8.4 Théorie des perturbations
La mécanique quantique est principalement basée sur le formalisme hamiltonien où le
principal problème est la diagonalisation de matrices, aﬁn de trouver vecteurs et valeurs
propres. Ici aussi, notre problème se résume à une diagonalisation de matrice (7.1), aﬁn
d’extraire l’information pertinente sur ses vecteurs et valeurs propres pour comprendre le
phénomène qui nous intéresse. Ainsi, nous utilisons la théorie des perturbations dans le but
de dégager le phénomène de suppression d’une manière plus élégante que précédemment.
Pour commencer, séparons la matrice de masse M en deux parties :
M = M0 +W,
avec M0 la matrice de masse “non-perturbée” :
M0 =


M1 0 0 0
0 M2 0 0
0 0 0 −µ
0 0 −µ 0

 ,
et :
W = mZ


0 0 −sW cβ sW sβ
0 0 cW cβ −cW sβ
−sW cβ cW cβ 0 0
sW sβ −cW sβ 0 0

 ,
la perturbation.
Si comme précédemment, nous nous place dans l’approximation :mZ ≪M1, M2, µ, de
manière à avoirW ≪M0, la matriceW peut alors être considérée comme une perturbation
du système M0. Il nous sera donc possible d’utiliser la théorie des perturbations dans sa
forme standard de Rayleigh-Shrödinger [73]. Premièrement, nous devons connaître les
valeurs et vecteurs propres non perturbés. En d’autre mots, le système suivant doit être
résolu :
N0M0N
0T = m0.
Une fois cette étape réalisée, nous obtenons pour les valeurs propres non perturbées (après
normalisation) :
m0 = diag (M1,M2,−µ, µ) ,
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et pour les vecteurs propres non perturbés :
N0 =


1 0 0 0
0 1 0 0
0 0 1√
2
1√
2
0 0 −1√
2
1√
2

 .
Ces derniers peuvent être réécrits comme :
N0T = (ϕ01, ϕ
0
2, ϕ
0
3, ϕ
0
4).
Maintenant, les corrections au premier ordre enmZ/MSUSY , sont données par la valeur
moyenne de la perturbation W dans la base non perturbée ϕ0n, ce qui s’écrit :
m1n =
〈
ϕ0n
∣∣W ∣∣ϕ0n〉 ,
en notation de Dirac. Ainsi notre problème se limite au calcul de :
W 0 = N0W N0T .
Les perturbations aux masses seront juste les éléments diagonaux de W 0 :
W 0 = mZ


0 0 sW s−√
2
sW s+√
2
0 0 − cW s−√
2
− cW s+√
2
sW s−√
2
− cW s−√
2
0 0
sW s+√
2
− cW s+√
2
0 0

 , (8.13)
avec
s− = sβ − cβ,
s+ = sβ + cβ.
À cause de la structure de la matrice W , il est évident que les termes diagonaux de
(8.13) sont nuls, ce que nous avons vériﬁé. Alors, nous n’avons pas de corrections à la
masse au premier ordre. En outre, nous savons que :
〈
ϕ0p
∣∣ ϕ1n〉 = W 0pnm0n −m0p pour p 6= n.
Sachant, que les vecteurs propres de la perturbation, sont orthogonaux :
∣∣ϕ1n〉 = ∑
p6=n
W 0pn
m0n −m0p
∣∣ϕ0n〉 ,
il est possible de calculer : N1T = (ϕ11, ϕ
1
2, ϕ
1
3, ϕ
1
4) explicitement ;
N1
mZ
=


0 0 − sWC1
M2
1
−µ2
sWS1
M2
1
−µ2
0 0 cWC2
M2
2
−µ2 − cWS2M2
2
−µ2
− sW s−√
2(M1+µ)
cW s−√
2(M2+µ)
0 0
sW s+√
2(µ−M1)
cW s+√
2(M2−µ) 0 0

 , (8.14)
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avec
C1,2 = (µsβ +M1,2cβ) ,
S1,2 = (M1,2sβ + µcβ) .
Au premier ordre, la matrice de mélange est écrite comme : N = N0 +N1. Avec cette
déﬁnition, nous pouvons calculer les amplitudes (7.15) et (7.16). Avant de faire ceci, il
faut cependant réﬂéchir à quelle matrice de mélange, il faut appliquer les perturbations,
de manière à avoir un développement cohérent pour chacune des amplitude (par cohérent,
j’entends ayant la même puissance de MSM/MSUSY dans l’amplitude).
D’une part, pour l’amplitude (7.15), les choses sont simples puisque le vertex χχZ,
n’existe pas à l’ordre zéro, quand le neutralino le plus léger est majoritairement bino (M1 <
M2, µ). Nous sommes donc obligés de travailler avec les matrices de mélanges perturbées
pour ce vertex. Toutefois, l’autre vertex nécessaire est purement “modèle standard” , par
conséquent nous obtenons l’amplitude suivante :
A (χχ→ Zh)Z ≃ −
√
2βZhm
2
χg
2 cos 2β tan2 θW
1
(M21 − µ2)
. (8.15)
Ce phénomène provient de la nécessité d’avoir un mélange entre higgsinos et jauginos
pour bénéﬁcier d’un couplage au boson vectoriel Z, ce qui arrive seulement après brisure
électrofaible.
D’autre part, il s’avère obligatoire de perturber les termes hors diagonaux dans les
vertex χχiZ et hχχi de l’amplitude (7.16), ce qui implique :
A (χχ→ Zh)χ ≃
√
2βZhm
2
χg
2 cos 2β tan2 θW (8.16)
× (M
2
1 + µ
2)
(M21 − µ2)
(
M21 + µ
2 − 1
2
m2Z − 12mh2
) .
Il est aisé de remarquer que les mêmes résultats que précédemment sont obtenus : équa-
tions (8.11) et (8.12). Cependant, les équations (8.15) et (8.16) ne sont pas du même
ordre en MMS/MSUSY dans le développement et ce, à cause du propagateur dans l’égalité
(8.16). Donc, un développement de celui-ci doit être eﬀectué, qui nous donne ﬁnalement :
A (χχ→ Zh)χ ≃
√
2βZhm
2
χg
2 cos 2β tan2 θW
1
(M21 − µ2)
(
1 +
1
2
m2Z +m
2
h
M21 + µ
2
)
.(8.17)
Le premier terme de l’équation (8.17) annule exactement l’amplitude (8.15). Comme précé-
demment, la suppression du canal Zh à l’ordre zéro dans le développement en mZ/MSUSY
a été mise en évidence. L’information supplémentaire ici, provient du terme suivant dans
le développement, qui semble être d’ordre (mZ/MSUSY )
2.
De plus, il paraît possible de décomposer l’amplitude avec propagation de neutralino
en voie t en deux parties. Une partie annule celle avec échange de boson Z en voie s
et une partie sous-dominante (cette dernière assertion reste à démontrer). De manière
analytique, pour comprendre ce phénomène il faudrait pouvoir mettre l’amplitude (7.16)
sous la forme :
A (χχ→ Zh)χ = i2
√
2βZh
mχ
mZ
g2
cos2θW
(
mχ
mZ
OZ11 +
4∑
i=1
Ri
)
, (8.18)
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avec :
Ri =
OZ1iO
h
1i
(
2mχimχ − 4m2χ − 2m2χi +m2h +m2Z
)
2m2χ + 2m
2
χi
−m2h −m2Z
. (8.19)
Ceci impliquerait une relation non intuitive entre les couplages :∑
i
OZ1iO
h
1i = −
mχ
mZ
OZ11.
De surcroît, cette écriture compacte cache une réalité encore plus complexe une fois utilisée
la déﬁnition des couplages ( (7.14), (7.17)) :
(
N2i4 −N2i3
) mχ
mZ
= −∑4i=1 (N14Ni4 −N13Ni3)
×{(cWN12 − sWN11) (sβNi4 − cβNi3)
+ (cWNi2 − sWNi1) (sβN14 + cβN13)} . (8.20)
La découverte du lien complexe qui lie voie s et voie t pour le canal Zh, semble proche.
Cependant la relation nécessaire pour comprendre en partie l’annulation, est hautement
non triviale. Chercher directement à retrouver une telle relation paraît illusoire. Il semble
alors plus facile d’extraire le comportement factice de la voie s, qui induit un mauvais
raisonnement (nous nous contenterons de raisonner sur la voie s dans un premier temps,
les calculs étant plus aisés). Le fait que seule la polarisation longitudinale est possible
pour le boson Z, a déjà été mis en avant. Il semble que ce soit cette polarisation qui pose
problème, c’est ce que nous essaierons de comprendre dans la partie suivante.
8.5 Polarisation longitudinale et unitarité à haute éner-
gie
Le problème semble provenir de l’approximation MSUSY ≫ MMS, qui est équivalente
à une limite de haute énergie pour l’impulsion du boson Z émis. Or nous savons que dans
cette approximation, le vecteur de polarisation du boson Z est aligné avec la direction de
son impulsion, ce qui se matérialise par la relation approchée suivante :
εµ (k) ≃ kµ
mZ
. (8.21)
Cette dernière égalité signiﬁe que la composante kz peut être remplacée par k0 dans
l’amplitude (8.5), sachant que :
k0 = mχ − m
2
h +m
2
Z
4mχ
.
Ainsi nous trouvons pour l’amplitude :
A (χχ→ Zh)Z = −i
√
2
g2OZ11
cos2 θW
m2χ
m2z
(
1 +
m2Z −m2h
4m2χ
)
, (8.22)
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ce qui est équivalent à faire un développement de βZh au premier ordre en m2Z/M
2
SUSY ,
m2h/M
2
SUSY dans l’équation (8.8). Il est important de noter que l’un des facteurs mχ de
l’amplitude (8.22) vient d’un terme
√
s dans l’approximation de neutralinos au repos
(ce qui peut être vériﬁé à partir du calcul exact exprimé dans [89]). Alors, il devient
possible de mettre en évidence une partie du problème. D’après le théorème optique (voir
section 9.4), le comportement de la section eﬃcace à haute énergie peut être estimé. Ce
comportement doit aller comme 1/s. Compte tenu de la dynamique, ceci implique une
amplitude constante. Or, nous avons mis en évidence la présence d’un terme dominant
en
√
s pour l’amplitude. Ainsi, nous comprenons pourquoi une telle section eﬃcace pose
problème, puisque l’amplitude du diagramme en voie s semble violer l’unitarité de la
théorie.
Maintenant, si un tel développement pour l’équation (8.9) est utilisé, nous trouvons :
A
(
χχ→ tt)
Z
= −i√2 g
2OZ11
cos2 θW
T3
mtmχ
m2Z
(
1− m
2
t
2m2χ
)
. (8.23)
Il est donc possible de remarquer, qu un facteur de mχ supplémentaire est présent dans
l’égalité (8.22), comparé à l’amplitude (8.23). Cette présence explique l’apparente domina-
tion de A (χχ→ Zh)Z sur A
(
χχ→ tt)
Z
. De plus, toujours d’après la même référence [89],
nous pouvons vériﬁer que le terme mχ dans l’amplitude (8.23) ne provient pas d’un
√
s
dans la limite de repos pour les neutralinos. Il peut de même être vériﬁé qu’une telle
amplitude ne dépend pas de s, ce qui est en accord avec le théorème optique.
La seule manière pour le canal Zh de s’abstraire du problème d’unitarité, est l’annu-
lation du terme dominant de l’amplitude (8.22) avec un terme similaire en voie t. Cette
analyse ne pose pas de problèmes particuliers. De même que pour la voie s, elle correspond
à un développement de βZh, cependant le problème réside dans l’analyse du second terme
de l’équation (8.10). Comme en théorie des perturbations, pour comprendre le phénomène
d’annulation, il faudrait de surcroît que l’amplitude puisse se mettre sous la forme d’un
terme dominant plus un reste comme dans l’équation (8.18). Cette propriété expliquerait
en même temps la domination du canal tt dans l’approximation au repos.
Il est possible de noter que nous sommes capable d’établir des relations d’ordre entre
les diﬀérentes amplitudes en voie s. Cependant nous n’avons pas encore les moyens de
dire de manière inambiguë si le mauvais comportement au repos provient seulement de
problèmes d’unitarité à haute énergie ou bien si la problématique dans l’approximation
de faible vitesse, fait rentrer d’autres phénomènes en jeux. L’ambiguïté provient de l’ap-
proximation au repos, où termes de masse et termes cinétiques sont confondus. Cependant
nous commençons à comprendre de manière plus précise un des phénomènes mis en jeu :
l’unitarité de la théorie.
8.6 Théorème d’équivalence
Comme nous l’avons déjà vu, à haute énergie, le boson Z possède une polarisation
longitudinale (ceci est dû au caractère Majorana des neutralinos). C’est une caractéristique
spéciﬁque du mécanisme de Higgs. Quand la jauge unitaire est utilisée, comme c’est le
cas ici, le scalaire de Goldstone est absorbé par le boson Z, ce qui lui confère une partie
de sa composante longitudinale. Ainsi dans l’approximation haute énergie, il est possible
de remplacer le boson Z par sa composante longitudinale qui n’est autre que le boson de
Goldstone. C’est ce que nous apprend le théorème d’équivalence [68].
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Il est donc possible de remplacer le vertex Z − Z − h dans l’amplitude (8.5) par le
couplage G− Z − h :
CZGh = iCG (k − k′)µ , (8.24)
avec CG =
g
2 cos θW
, et comme nous savons que :
k0 − k′0 = m
2
Z −m2h
2mχ
,
nous avons alors :

Z
χ
χ
G
h
A (χχ→ Zh)Z = −i
√
2
g2OZ11
cos2 θW
(
1− m
2
h
m2Z
)
, (8.25)
qui est l’amplitude calculée précédemment (8.22), sans le terme dominant, et donc sans
le terme violant l’unitarité à haute énergie. Il est intéressant de remarquer que, grâce
à la dynamique, ce calcul donne directement la contribution “physique” sans le terme
“problématique” qui est sensé s’annuler avec le diagramme en voie t. Le lecteur devra faire
attention à ce genre d’analyse sur un seul diagramme, qui est très trompeuse, comme nous
l’avons déjà remarqué. Ainsi, il nous est impossible de tirer une information concrète de ce
genre d’analyse. Cette analyse a été menée, puisqu’il nous est encore impossible de tirer
un raisonnement complet sur la voie t. Cependant, l’eﬀet de l’interprétation de la partie
longitudinale du boson Z a pu être remarqué. Cette composante provient de la jauge
dans laquelle le calcul est réalisé lorsque l’analyse est menée sur un canal seul. Donc,
l’indépendance de jauge devrait jouer un rôle dans le phénomène de suppression du canal
Zh. Il peut être remarqué que conformément à l’intuition qui a été développée suite à
l’analyse perturbative, le terme restant ici est deux ordres de grandeur plus bas que le
terme dominant.
Ainsi dans ce chapitre, nous avons mis en évidence deux phénomènes potentiellement
intéressants pour rendre compte de la suppression du canal Zh au repos. En premier lieu,
il y a le problème d’unitarité à haute énergie ; mais aussi l’invariance de jauge de la théorie
qui semble jouer un rôle. C’est ce que nous allons investiguer dans le prochain chapitre.
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Chapitre 9
Invariance de jauge et unitarité
Dans la partie précédente, le fait de travailler dans la jauge unitaire a révélé des ambi-
guïtés. En eﬀet, des termes potentiellement dangereux du point de vue de l’unitarité de la
théorie à haute énergie peuvent apparaître, selon l’interprétation de la partie longitudinale
du boson Z. Ainsi dans ce chapitre nous vériﬁerons dans un premier temps l’indépendance
de jauge, avant d’utiliser des techniques dites “pinch” pour extraire la partie de chaque
amplitude violant l’unitarité à haute énergie.
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9.1 Indépendance de jauge
Lorsque les calculs sont réailsés dans la jauge unitaire, le boson de Goldstone se “ca-
che” dans la composante longitudinale du boson Z. Or, le boson de Goldstone est, par
déﬁnition, dépendant de jauge. Ainsi, l’analyse sur un seul diagramme a toutes les chances
d’être faussée. De plus dans ce formalisme, la jauge est ﬁxée donc aucun paramètre de
jauge n’apparaît dans les amplitudes. La présence de paramètres de jauge nous aurait per-
mis de discriminer les parties pertinentes des parties factices, dépendantes explicitement
de la jauge. Pour toutes ces raisons, l’indépendance de jauge du canal Zh sera vériﬁée
explicitement dans ce qui suit, en travaillant dans la jauge de ’t Hooft : la jauge Rξ [82].
Cette jauge permet d’avoir une “traçabilité” du paramètre de jauge. De plus elle est par-
ticulièrement intéressante puisqu’elle découple tout de même les champs de jauge et les
scalaires, à l’arbre.
En premier lieu, il convient de remarquer que dans le superchamp réel qui comporte
le multiplet de jauge, seule la partie vectorielle est soumise à des transformations de
jauge usuelles. Ainsi, les jauginos sont eux-mêmes invariants sous ces transformations.
Les higgsinos quand à eux, sont invariants, mais par construction. Alors le neutralino
sera intrinsèquement invariant, ce qui implique que l’échange de neutralino en voie t sera
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indépendant de jauge. Donc, nous aurons seulement deux diagrammes dépendants de
jauge, qui seront : échange de Z et de G en voie s.
La diﬀérence avec la jauge unitaire réside dans le fait que même si le boson de jauge
n’a pas encore absorbé le Goldstone, il possède tout de même une partie longitudinale.
Cette propriété provient de la séparation de la partie réelle du champ de Higgs entre une
valeur moyenne (vev) et une perturbation (champ de Higgs physique). Ainsi les champs
de jauge possèdent une masse et donc une partie longitudinale. Cette dernière correspond
à la partie scalaire d’un champ de jauge massif lorsqu’on procède à une décomposition de
Stückelberg.
Le propagateur du champ de jauge en jauge Rξ, s’écrit :
−i
q2 −m2Z
(
gµν − (1− ξ) qµqν
q2 − ξm2Z
)
,
il est possible de décomposer sa partie longitudinale comme :
1− ξ
(q2 −m2Z) (q2 − ξm2Z)
=
1
m2Z (q
2 −m2Z)
− 1
m2Z (q
2 − ξm2Z)
. (9.1)
De cette façon, il peut être noté que la partie longitudinale ne contient pas encore la
partie provenant du Goldstone : le propagateur est constitué de la partie habituelle en
jauge unitaire moins la contribution du Goldstone, qui va provenir, dorénavant, d’un
diagramme diﬀérent.
En outre, les couplages eux, ne changent pas. Ainsi l’amplitude (8.1), devient :
A (χχ→ Zh)Zξ =
−iCACZ
q2 −m2Z
(χ (p′) γµγ5χ (p))
(
gµν − (1− ξ) qµqν
q2 − ξm2Z
)
εν (k) .
Compte tenu de la décomposition du propagateur (9.1), l’amplitude précédente s’écrira :
AZξ = AZ + AGξ, (9.2)
avec AZ l’amplitude déjà calculée (8.1) et AGξ une amplitude avec médiation d’un scalaire
de Goldstone factice, mais conservant des couplages de jauge aux particules extérieures.
Ici, nous ne nous intéressons qu’à la partie dépendante de jauge, autrement dit la seconde
amplitude du membre de droite de l’égalité précédente (9.2) :
AGξ (χχ→ Zh)Z = −i
CACZ
m2Z
(χ (p′) γµγ5χ (p))
qµqε (k)
q2 − ξm2Z
.
Après quelques manipulations algébriques, il est possible d’obtenir :
qµ (χ (p
′) γµγ5χ (p)) = (p+ p
′)µ (χ (p
′) γµγ5χ (p)) (9.3)
= χ (p′)
(
/p+mχ + /p
′ −mχ
)
γ5χ (p) .
Si les lignes fermioniques extérieures sont considérées sur couche de masse, ce qui est le
cas pour l’amplitude qui nous intéresse ; la relation précédente (9.3) devient :
qµ (χγ
µγ5χ) = 2mχχγ5χ.
Avec la déﬁnition des couplages, nous obtenons :
AGξ (χχ→ Zh)Z =
−ig2OZ11
2 cos2 θW
mχ
mZ
(χγ5χ)
qε (k)
q2 − ξm2Z
. (9.4)
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Nous sommes donc parvenus à une forme simple pour l’expression de la partie dépendante
de jauge de l’amplitude avec échange de boson Z en voie s. À présent, ce résultat doit
être comparé à l’amplitude avec échange d’un boson de Goldstone, tenant compte des
couplages des diﬀérentes particules au boson de Goldstone. Pour cela, le vertex Z−Z−h
est remplacé par celui G− Z − h (8.24). Le propagateur du scalaire est simplement :
i
q2−ξm2
Z
,
avec ξm2Z la masse du boson de Goldstone.
Mais les choses se compliquent pour le vertex G−χ−χ. En eﬀet, même si le boson de
Goldstone est absorbé par le boson de jauge en jauge unitaire, il n’a pas le même couplage
aux neutralinos. Pour connaître ce couplage, il est nécessaire de se remémorer la déﬁnition
de G et de h en fonction des scalaires complexes avant la brisure de symétrie :
h = −
√
2 (sinα Re h1 + cosα Re h2) , (9.5)
G = −
√
2 (cosβ Im h1 + sin β Im h2) . (9.6)
Ainsi le couplage G−χ−χ aura la même structure que le couplage h−χ−χ. Cependant
le couplage sera imaginaire et dépendra de l’angle de mélange β (9.6) :
CGχiχjG =
igOGij
2 cos θW
, (9.7)
où
OGij = (Ni2cW −Ni1sW ) (cβNj3 + sβNj4) + (i↔ j) . (9.8)
Nous nous intéressons seulement à l’annihilation de neutralinos les plus légers (i = j = 1).
Comme le couplage est imaginaire, le boson de Goldstone couple de manière axiale aux
neutralinos.
Maintenant, nous avons tous les éléments nécessaires pour calculer l’amplitude du
diagramme suivant :

G
χ
χ
Z
h
A (χχ→ Zh)G = −CGχχCG (χ (p′) γ5χ (p))
(q + k′)µ
q2 − ξm2Z
εµ (k) . (9.9)
Si la cinématique est prise en compte : q = k+k′ ainsi que de la condition de polarisation :
kε (k) = 0, l’amplitude précédente devient :
A (χχ→ Zh)G = −CχχGCG (χγ5χ)
2qε (k)
q2 − ξm2Z
.
Avec les déﬁnitions des couplages, l’amplitude précédente devient :
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A (χχ→ Zh)G = i g
2OG
11
cos θW
(χγ5χ)
qε (k)
q2 − ξm2Z
. (9.10)
Les amplitudes (9.4) et (9.10) sont de structure similaire mais de signe opposé. De plus,
il est évident que l’amplitude totale doit être indépendante du choix de jauge. Ainsi, à
partir de ces mêmes amplitudes, nous pouvons extraire la relation :
OZ11
mχ
mZ
= −1
2
OG11,
qui peut être développée, utilisant les déﬁnitions (7.14) et (9.8) :
(
N214 −N213
) mχ
mZ
= − (N12cW −N11sW ) (sβN14 + cβN13) . (9.11)
Cette dernière équation est intéressante pour plusieurs raisons. Premièrement, elle ras-
semble les éléments nécessaires (masses et matrices de mélanges) à la relation requise
entre les couplages des amplitudes (7.15) et (7.16) avec un signe moins devant cβ et sous
une forme simpliﬁée. Deuxièmement, il est intéressant de noter qu’elle ne contient que
valeurs propres et vecteurs propres, ce qui semble donc provenir de la diagonalisation de
la matrice de masse.
Dans cette section, nous n’avons fait aucune hypothèse sur le neutralino utilisé, ainsi
la relation (9.11) peut être généralisée pour n’importe quel neutralino :
(
N2i4 −N2i3
) mχi
mZ
= − (Ni2cW −Ni1sW ) (sβNi4 + cβNi3) . (9.12)
De la même manière, nous pouvons étendre cette relation à une coannihilation χi − χj
quelconque :
OZij
mχi +mχj
mz
= −OGij ,
qui est une écriture simpliﬁée pour l’égalité suivante :
(Ni4Nj4 −Ni3Nj3)
mχi +mχj
mZ
(9.13)
= − ((Ni2cW −Ni1sW ) (sβNj4 + cβNj3) + (i↔ j)) .
Ainsi nous avons extrait des relations nécessaires à l’indépendance de jauge. Il est possible
de vériﬁer leurs validités de manière numérique, mais nous n’en avons pas encore procédé
à la démonstration analytique. Ce sera la tâche de la prochaine section.
9.2 Diagonalisation de la matrice de masse et indépen-
dance de jauge
Dans la section précédente, les relations nécessaires à l’indépendance de jauge ont
été extraites. Cependant, nous n’avons encore aucune justiﬁcation à ces égalités. Nous
pouvons juste mettre en évidence leurs structures, qui impliquent des relations entre
vecteurs propres et valeurs propres. Dans ce qui suit nous allons raisonner à partir de
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l’équation (9.12) par simplicité mais une extension à la relation (9.13) bien que lourde au
niveau des calculs, ne pose aucun problème conceptuel. Nous débutons de la relation de
diagonalisation de la matrice M (7.4) :
(NM)ii = (MDN)ii ,
qui nous donne un système de quatre équations :
Ni4 +Ni3 =
mZ (cos β − sin β)
mχi + µ
(Ni2 cos θW −Ni1 sin θW ) , (9.14)
Ni4 −Ni3 = −mZ (cos β + sin β)
mχi − µ
(Ni2 cos θW −Ni1 sin θW ) , (9.15)
Ni1 (mχi −M1) = mZ sin θW (Ni4 sin β −Ni3 cos β) , (9.16)
Ni2 (mχi −M2) = −mZ cos θW (Ni4 sin β −Ni3 cos β) . (9.17)
Les équations (9.14) et (9.15) sont utilisées pour calculer le couplage χχZ :
N2i4 −N2i3 = − (Ni2 cos θW −Ni1 sin θW )2
m2Z cos 2β
m2χi − µ2
.
Désormais, nous insèrons dans l’équation précédente les déﬁnitions de Ni1 (9.16) et Ni2
(9.17) pour avoir une forme qui se rapproche de la relation recherchée (9.12) :
N2i4 −N2i3 = (Ni2 cos θW −Ni1 sin θW ) (Ni4 sin β −Ni3 cos β) (9.18)
× m
3
Z cos 2β
m2χi − µ2
(
cos2 θW
mχi −M2
+
sin2 θW
mχi −M1
)
.
Il est possible de remarquer que, par rapport à l’équation (9.18), nous n’avons pas le
bon signe relatif entre Ni4 et Ni3 dans le membre de droite de l’équation (9.18). Ceci
provient du fait que dans la matrice de masse, n’intervient que le couplage χχh et non
χχG comme dans la relation (9.12). Il est donc nécessaire de restaurer le bon signe, en
espérant que cette manipulation nous permettra de retrouver la relation (9.12). Dans ce
but, nous utilisons de nouveau les équations (9.14) et (9.15) pour extraire une déﬁnition
de Ni4 et Ni3 :
Ni3 = mZ (Ni2 cos θW −Ni1 sin θW ) mχi cos β + µ sin β
m2χi − µ2
,
Ni4 = −mZ (Ni2 cos θW −Ni1 sin θW ) mχi sin β + µ cos β
m2χi − µ2
.
Ainsi, nous trouvons la relation suivante :
Ni4 sin β +Ni3 cos β
Ni4 sin β −Ni3 cos β =
mχi + µ sin 2β
mχi cos 2β
,
qui nous permet d’écrire :
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N2i4 −N2i3 = (Ni2 cos θW −Ni1 sin θW ) (Ni4 sin β +Ni3 cos β)
× m
3
Z (mχi + µ sin 2β)
mχi
(
m2χi − µ2
) ( cos2 θW
mχi −M2
+
sin2 θW
mχi −M1
)
.
Cette relation, d’apparence complexe, se simpliﬁe en utilisant le polynôme caractéristique
de l’équation de diagonalisation de la matrice de masse (7.4), de manière à donner l’équa-
tion cherchée (9.12). Ainsi, la validité des relations nécessaires à l’indépendance de jauge
a été prouvée. Il faut noter que ces relations proviennent explicitement de la diagonalisa-
tion de la matrice de masse. Nous pouvons cependant nous demander s’il n’y a pas une
manière plus subtile de démontrer cette équation.
9.3 Matrice de masse et invariance de jauge
En partant toujours de la relation de diagonalisation (7.4) :(
NMN−1
)
ij
= δijmi,
nous pouvons insérer un opérateur hermitique P quelconque dans l’équation précédente :
(mi +mj)
(
NPN−1
)
ij
=
(
N
(
M †P + PM
)
N−1
)
ij
. (9.19)
Il est possible de remarquer que si nous prenons pour P , la matrice qui change le signe
d’un higgsino par rapport à l’autre :
P = T3
=


0 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 1


et pour M , la matrice de masse usuelle, la relation précédente (9.19) est exactement la
relation nécessaire pour l’indépendance de jauge (9.13). Ce phénomène peut s’expliquer
par la structure par bloc de la matrice de masse :
M =
(
A C
CT B
)
avec :
A une matrice 2× 2 diagonale pour prendre en compte l’aspect Majorana des jauginos,
B une matrice 2× 2 antidiagonale pour reﬂéter le caractère Dirac des higgsinos qui sont
chargés sous SU(2),
C une matrice 2× 2 de déterminant nul qui provient du fait, que la combinaison neutre
de A et W3 reste sans masse.
Donc la relation recherchée provient de la déﬁnition même de la matrice de masse, elle-
même construite à partir d’un lagrangien invariant de jauge. Il est maintenant aisé de
remarquer que le couplage χχZ est une empreinte du caractère Dirac des higgsinos, eux-
mêmes chargés sous SU(2), alors que le neutralino est un spineur de Majorana. Ainsi,
même lorsque la combinaison neutre d’isospin est considérée pour construire une particule
de Majorana, une trace du caractère Dirac des higgsinos reste.
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9.4 Borne d’unitarité
À haute énergie, grâce au théorème optique, le comportement de la section eﬃcace
est connu. Il doit aller comme 1/s, ce qui signiﬁe que l’amplitude carrée doit être une
constante. Or nous pouvons extraire des amplitudes à vitesse non nulle les comportements
suivants [89] :
A (χχ→ Zh)Z ∝
√
s/mχ,
alors que :
A
(
χχ→ tt)
Z
∝ mt/mχ.
Ainsi, il est évident qu’à haute énergie le canal Zh via Z viole l’unitarité, alors que ce
n’est pas le cas pour le canal tt via Z (ce que nous avons déjà mis en évidence dans
le chapitre précédent). Il est enﬁn possible de mettre une déﬁnition au terme “mauvais
comportement” déjà utilisé. Or ce genre de problème d’unitarité est déjà connu pour être
présent dans le modèle standard. La solution arrive par l’addition de diﬀérentes voies.
Ainsi, lorsque nous nous intéressons à des sections eﬃcaces polarisées, le singlet tt peut
s’annihiler en un boson Z et un scalaire de HEB. Une annihilation entre échange de Z
en voie s et de top en voie t doit être réalisée. Cette suppression entre canaux, bien que
plus simple ne paraît pas triviale non plus. Cependant, l’existence du canal s présuppose
une brisure spontanée de symétrie, impliquant des relations entre couplages de Yukawa et
couplage au boson de jauge. Ainsi les deux canaux g 1
m2
Z
gmZ ∝ g 1mty sont proportionnels
au rapport g/ 〈h〉 et peuvent ainsi s’annuler. La complication pour les neutralinos provient
des termes de masse issus à la fois de la brisure électrofaible, ainsi que de la brisure de
supersymétrie via des termes doux.
Aﬁn de mieux cerner le problème avec les neutralinos, nous utiliserons la méthode dite
“pinch” [6,14,15]. Pour simpliﬁer les choses, nous travaillerons dans la jauge de Feynman :
ξ = 1. Dans cette jauge, le propagateur du boson Z est purement transverse, donc exempt
de tout problème d’unitarité à haute énergie. Ainsi , les diagrammes divergents seront :
échange de Goldstone en voie s et échange de neutralino en voie t.
Nous commençons par travailler sur le diagramme avec échange de Goldstone. En
jauge de Feynman, l’amplitude (9.9) devient :
A (χχ→ Zh)G = CGχχCG (χ (p′) γ5χ (p))
(q + k′)µ
q2 −m2Z
εµ (k) .
Une fois dans la limite de haute énergie (8.21), nous avons pour la cinématique :
q = k + k′
k = q − k′
}
⇒ (q + k′) k = q2 −m2h.
Nous obtenons donc :
A (χχ→ Zh)G = CGχχCG (χγ5χ)
(
1 +
m2Z −m2h
q2 −m2Z
)
.
En utilisant la déﬁnition des couplages, l’amplitude précédente se réécrit :
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A (χχ→ Zh)G = ig
2
2 cos2 θWmZ
(cWN12 − sWN11)
× (sβN14 + cβN13) (χγ5χ)
(
1 +
2m2Z −m2h
q2 −m2Z
)
, (9.20)
si la relation due à l’invariance de jauge de la matrice de masse (9.11) est utilisée, l’équation
précédente nous donne :
A (χχ→ Zh)G =
−ig2
cos2 θW
OZ11
mχ
m2Z
(χγ5χ)
(
1 +
2m2Z −m2h
q2 −m2Z
)
. (9.21)
À partir de l’équation précédente, il est possible séparer le terme divergent à haute énergie.
En eﬀet, le premier terme de (9.21) se comportr comme A ≃ √s =
√
q2, divergent à haute
énergie, alors que le second terme possèdera le bon comportement grâce à la présence du
propagateur du Goldstone. La manipulation précédente sur l’algèbre peut être visualisée
de manière diagrammatique :

G
χ
χ
Z
h
=

χ
χ
Z
h
+ Reste 1
Explorons maintenant ce qui se passe pour l’échange de neutralinos en voie t :
A (χχ→ Zh)χ = −2i
4∑
i=1
CA1iC
h
1i
Q2 −m2χi
(χ (p′) (/Q+mχi) γ
µγ5χ (p))
kµ
mZ
,
le facteur deux devant la somme provient des deux orientations possibles pour la ligne
fermionique intérieure, pour prendre en compte le caractère Majorana du neutralino. Cette
fois la dynamique du diagramme est déﬁni par :
p = k +Q,
p′ = k′ +Q.
Ainsi l’amplitude peut être exprimée comme :
A (χχ→ Zh)χ =
−2i
mZ
4∑
i=1
CA 1iCh 1i
Q2 −m2χi
{χ (/Q+mχi)
× (/p−mχ − (/Q−mχi)−mχi +mχ) γ5χ} ,
qui, après réarrangement, donne :
A (χχ→ Zh)χ =
−2i
mZ
4∑
i=1
CA 1iCh 1i
Q2 −m2χi
{(χ (/Q+mχi) (/p−mχ) γ5χ) (9.22)
− (χ (/Q+mχi) (/Q−mχi) γ5χ)
+ (χ (/Q+mχi) (mχ −mχi) γ5χ)} .
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Nous ne nous intéressons qu’à des amplitudes sur couche de masse, ainsi la troisième ligne
de l’équation précédente (9.22) disparaît pour nous laisser l’expression suivante :
A (χχ→ Zh)χ =
−i
2 cos2 θW
4∑
i=1
OZ1iO
h
1i
mZ
{
χγ5χ− mχ −mχi
Q2 −m2χi
(χ (/Q+mχi) γ5χ)
}
.(9.23)
Comme précédemment cette équation peut être vue sous forme diagrammatique :

χ
χ
χ
Z
h
=

χ
χ
Z
h
+ Reste 2
Ainsi à partir de (9.20) et (9.23), nous devons avoir l’égalité suivante :
∑
i
OZ1iO
h
1i =
1
2
OG11,
qui, compte tenu des déﬁnitions des diﬀérents couplages, s’écrit :
(cWN12 − sWN11) (sβN14 + cβN13) =
4∑
i=1
{(N14Ni4 −N13Ni3) (9.24)
× ((cWN12 − sWN11) (Ni4sβ −Ni3cβ)
+ (cWNi2 − sWNi1) (N14sβ −N13cβ))} .
Cette égalité est requise pour que la théorie reste unitaire à haute énergie. Nous pouvons
remarquer que cette équation d’apparence compliquée devient une tautologie quand la
condition d’unitarité des matrices de mélanges est utilisée :
NijNkj = δik.
Alors l’unitarité à haute énergie requiert l’unitarité de la matrice de mélange.
9.5 Extraction du reste
Dans la section précédente, nous avons extrait des relations entre les couplages à partir
de la condition d’unitarité (9.24) et de l’invariance de jauge (9.11). Si ces identités sont
regroupées, nous obtenons l’égalité suivante :∑
i
OZ1iO
h
1i = −
mχ
mZ
OZ11,
dont la complexité peut être montrée explicitement :
(
N2i4 −N2i3
) mχ
mZ
= −
4∑
i=1
(N14Ni4 −N13Ni3) (9.25)
× {(cWN12 − sWN11) (sβNi4 − cβNi3)
+ (cWNi2 − sWNi1) (sβN14 + cβN13)} .
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Cette identité relie les couplages présents dans l’amplitude du diagramme avec médiation
de boson Z (7.15), à ceux du diagramme avec échange de neutralinos (7.16) .
Cette relation nous permet, comme nous l’avions supposé auparavant (8.4), d’écrire
l’amplitude (7.16) sous la forme :
A (χχ→ Zh)χ = i2
√
2βZh
mχ
mZ
g2
cos2θW
(
mχ
mZ
OZ11 +
4∑
i=1
Ri
)
(9.26)
avec :
Ri =
OZ1iO
h
1i
(
2mχimχ − 4m2χ − 2m2χi +m2h +m2Z
)
2m2χ + 2m
2
χi
−m2h −m2Z
. (9.27)
Ainsi nous comprenons bien que le premier terme de (9.26) annule exactement l’amplitude
(7.15). Ceci explique de manière inambiguë pourquoi regarder seulement le canal Zh via
Z s’avère totalement faux.
Le problème non élucidé est de comprendre pourquoi ce reste est sous-dominant :∑
i
Ri ≪ mχmt/m2Z .
Nous avons montré, en utilisant la théorie des perturbations, qu’eﬀectivement ce reste
semblait d’ordre mZ/mχ, ce qui sera vériﬁé de manière exacte en utilisant une étude
systématique de la série des perturbations.
9.6 Étude du terme restant après annulation
Avec la théorie des perturbations, nous cherchons à résoudre l’équation suivante :
(Mo +W )ij N
T
jl = N
T
ilml, (9.28)
avec un développement en puissance de mZ/mχ des valeurs et vecteurs propres :
mi = m
0
i +m
1
i + ... (9.29)
N = N0 +N1 + ... (9.30)
Ici, nous supposons que les vecteurs perturbés sont orthogonaux aux vecteurs non pertur-
bés. La normalisation des vecteurs perturbés ne sera pas prise en compte, ceci ne modiﬁant
pas les propriétés de l’analyse faite ici. À partir du système (9.28), la relation suivante
peut être extraite :
(
N0N q T
)
pn
=
(
N0WN q−1T
)
pn
m0n −m0p
−
q−1∑
j=1
mjn
(
N0N q−j T
)
pn
m0n −m0p
.
Cette dernière relation nous permet d’exprimer le vecteur perturbé d’ordre q comme :
N q Tin =
∑
p6=n
((
N0WN q−1T
)
pn
m0n −m0p
−
q−1∑
j=1
mjn
(
N0N q−j T
)
pn
m0n −m0p
)
N0Tip . (9.31)
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σ(χχ→Zh)Z en fonction de M1 avec µ = 3M1
De la même manière, les valeurs propres s’écrivent :
mqi =
(
N0WN q−1T
)
ii
. (9.32)
Finalement un système de deux équations inhomogènes (9.31) et (9.32) est obtenu. Ce
système peut être calculé par récurrence. Nous avons déjà eﬀectué les calculs pour q = 0,
et q = 1 dans la section 8.4.
La structure des diﬀérents éléments doit être rappelée : M0 est une matrice diagonale
par blocs, tout comme N0, alors que W et N1 sont antidiagonales par blocs. Par récur-
rence, nous remarquons que N q sera diagonale par blocs si q est pair et antidiagonale
par bloc si q est impair. À cause de cette structure, mqi sera non nul seulement pour q
pair. De plus, q est la puissance de mZ dans le développement. D’autrepart, le facteur
de normalisation sera de type N2, donc automatiquement analytique en m2Z . Par consé-
quent, mi sera une fonction analytique de m2Z/m
2
χ. La partie diagonale par blocs de N
admettra un développement en puissance paires de mZ/mχ, et la partie antidiagonale, un
développement en puissances impaires.
Ainsi par une analyse consciencieuse, il est possible de montrer que AZ , tout comme
Aχ, possédera un développement en puissances paires de mZ/mχ. Dans le chapitre sur
les perturbations, il a été mis en évidence la suppression exacte à l’ordre zéro, donc le
terme suivant sera en m2Z/m
2
χ, qui sera donc supprimé par rapport à mt/mχ. Finalement,
le phénomène de suppression du canal Zh est compris, ainsi que l’ordre de grandeur du
terme restant. Le travail précédent peut être résumé par les inégalités suivantes :
A (χχ→ Zh) ∝ m
2
z
m2χ
≪ A (χχ→ tt) ∝ mt
mχ
≪ A (χχ→ Zh)Z ∝ 1.
Donc, le comportement du rapport suivant est connu :
σ (χχ→ Zh)Z+χ
σ (χχ→ Zh)Z
∝ m
4
Z
M41
,
ce qui est visible sur la ﬁgure (9.1) où le coeﬃcient directeur de la suppression est −4.
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Chapitre 10
Effets de la polarisation des W sur les
spectres de positrons et de neutrinos
Dans tout ce qui précède, nous nous sommes intéressés seulement à la désintégration
de neutralinos en Zh. Cette étude nous a permis de noter l’importance de la faible vitesse
des neutralinos sur la polarisation des bosons de jauge émis. Or, sur la ﬁgure (7.1), nous
remarquons que les bosons W ont, a priori, un spectre plus dur, donc potentiellement
plus important pour la détection indirecte de MN. Ce spectre a été obtenu par le code
DarkSusy qui calcule les sections eﬃcaces d’annihilation de neutralinos dans les diﬀérents
canaux. Cependant, pour les calculs de désintégration des produits d’annihilation, les
cascades et l’hadronisation des quarks, ce code dispose de tables générées à partir de
Pythia, utilisant des méthodes de Monte Carlo. Toutefois, Pythia ne calcule que des
processus non polarisés. Alors, nous pouvons nous interroger sur l’importance des eﬀets
dûs à la polarisation des W qui n’ont pas étés pris en compte.
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10.1 Polarisation des W
Avant de discuter de la polarisation des W , il est important de faire quelques rappels
sur la qualiﬁcation des spectres mous ou durs. Ces notions sont relatives, néanmoins nous
pouvons qualiﬁer un spectre de “dur” lorsqu’il est plat ou de pente positive, c’est le cas
pour l’annihilation de neutralinos en une paire de W , lorsque ceux-ci se désintègrent
directement en une paire neutrino-lepton chargé. Un spectre sera “mou” lorsque sa pente
aura un coeﬃcient directeur négatif, comme pour des produits d’annihilation donnant
des neutrinos ou des positrons (suivant le type de détecteur auquel on va s’intéresser)
via des désintégrations en trois corps (comme pour les τ) ou bien lors d’une cascade
de désintégration (phénomène d’hadronisation). Plus le spectre sera dur, et plus il sera
facile de remonter à la masse des neutralinos. D’autre part, la dureté du spectre renforce
l’alignement neutrino-muon, lors de la conversion d’un neutrino en muon. Or dans les
télescopes à neutrinos, seule la lumière Cerenkov émise par le muon est observée. Ainsi, la
dureté du spectre et donc l’alignement muon-neutrino, permettra un rejet des neutrinos
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Fig. 10.1 – Flux diﬀérentiel de neutrinos pour les principaux canaux de désintégration
provenant de l’annihilation de neutralinos. Les normalisations (dépendant des rapports
de branchements) sont arbitrairement choisies, de manière à faciliter la comparaison des
formes de tous les canaux. Comme sur la ﬁgure (7.1), le spectre d’annihilation en Zh est
corrigé en tenant compte de la polarisation du Z, tandis que le spectre pour la pair de W
ne tient pas encore compte d’une polarisation éventuelle des W .
atmosphériques.
Il est important de noter que sur la ﬁgure (7.1), deux régimes distincts dans le spectre
d’annihilation de neutralinos en WW peuvent être séparés. Cette séparation est faite de
manière schématique sur la ﬁgure (10.1). La première partie qui est en pente descendante,
provient de l’hadronisation : WW → qq → ν + X où X est un hadron, alors que la
deuxième partie, qui est “dure”, résulte de la désintégration leptonique des bosons de
jauges. Par conséquent sur un même spectre, on peut avoir une partie dure et une partie
douce. Ces observations préliminaires s’avèreront nécessaires lors de la discussion de ces
spectres pour des expériences d’astronomie avec des neutrinos.
La problématique de la polarisation à haute énergie, rencontrée dans le cas d’anni-
hilation de neutralino en un boson de jauge et un scalaire, devrait être complètement
diﬀérente dans le cas d’annihilation en deux bosons de jauge. Cependant, nous savons
que les bosons produits doivent être transverses [19]. Aﬁn d’éviter une analyse complète
de chaque diagramme, nous choisissons dans cette section une étude basée sur la conser-
vation de nombres quantiques pertinents. Il est important de noter que nous négligeons
des eﬀets possibles de violation de CP dans les matrices de masse des charginos et des
neutralinos. Dans ces conditions, la condition de Majorana (B.12) combinée à la valeur
propre d’un fermion de Majorana sous opération de parité (B.20), nous apprend que le
système initial est état propre de CP avec la valeur CP = −1, pour des particules de
Majorana identiques dans l’onde s. De plus, on a déjà noté que le moment angulaire total
devait être nul : J = 0. Il faut à présent comprendre l’état de CP de l’état ﬁnal.
Tout d’abord, il convient de remarquer que les bosons W ne sont pas états propres
de C, ni de P . Cependant l’état de CP d’un système de deux bosons de jauges est lui
déterminé. Il est nécessaire de commencer par rechercher quelle est la parité orbitale d’un
système de deux bosons. De manière générale, les états propres de moment orbital de
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deux particules sont déﬁnis par leur projection sur les états
∣∣∣W+(~k, σ3)W−(−~k, σ′3)〉 où
σ3, σ′3 sont les projections du spin des bosons de jauge suivant une direction quelconque.
L’angle entre cette direction et la direction de propragation du W+ est donnée par sa
tri-impulsion ~k, qui déﬁnit l’angle solide Ω. La projection sus-mentionnée s’écrit :
∣∣W+W−, E, L, M, S, Σ3〉 =
∫
dΩY ML (Ω)
∣∣∣W+(~k, σ3)W−(−~k, σ′3)〉 , (10.1)
avec E, L, M, S et Σ3 respectivement l’énergie, le moment orbital, la projection du
moment orbital, le spin et la projection du spin de l’état ﬁnal. Les fonctions Y ml sont les
harmoniques sphériques. Il est donc possible de déduire de la relation précédente que :
P
∣∣W+W−, E, L, M, S, Σ3〉 = (−1)Lη2p(W ) ∣∣W+W−, E, L, M, S, Σ3〉 .
Par conséquent, la parité de l’état ﬁnal est donnée par le moment orbital relatif L via la
valeur propre (−1)L.
Pour ce qui est de la conjugaison de charge, le système est considéré dans un état
propre du moment angulaire :
∣∣W+W−, E, L, M, S, Σ3〉 = ∑
σ3
∫
dΩY ML (Ω) 〈1, σ3; 1, σ′3 |S,Σ3〉
∣∣∣W+(~k, σ3)W−(−~k, σ′3)〉 .
L’angle solide −Ω désigne ici la direction (π−θ, π+φ). La transformation par conjugaison
donne :
∣∣W−W+, E, L, M, S, Σ3〉 = ∑
σ3
∫
dΩY ML (Ω) 〈1, σ3; 1, σ′3 |S,Σ3〉
∣∣∣W−(~k, σ3)W+(−~k, σ′3)〉 .
La deuxième intégrale se ramène à la première par la succession de changements suivants :
Ω → −Ω,
Y ML (−Ω) = (−1)LY ML (Ω),
〈1, σ3; 1, σ′3 |S,Σ3〉 = (−1)S 〈1, σ′3; 1, σ3 |S,Σ3〉 .
D’autre part pour des champs bosoniques, la propriété de commutation suivante est
connue : ∣∣∣W+(~k, σ3)W−(−~k, σ′3)〉 = ∣∣∣W−(−~k, σ′3)W+(~k, σ3)〉 .
Il en résulte que :
C
∣∣W+W−, E, L, M, S, Σ3〉 = (−1)L+S ∣∣W−W+, E, L, M, S, Σ3〉 .
Alors l’opération de conjugaison de charge du système de deux bosons conjugués nous
donne un facteur (−1)J . Par conséquent, l’état ﬁnal doit être état propre de CP tel que :
CP (e´tat final) = η2CP (W )(−1)2L+S.
Si la conservation du moment angulaire total est prise en compte, nous obtenons :
J = L+ S = 0, (10.2)
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Fig. 10.2 – Cinématique de l’annihilation de neutralino au repos en une paire de W .
et donc :
CP (e´tat final) = (−1)L.
Ainsi, pour avoir conservation de la symétrie CP , l’état ﬁnal doit être dans l’onde p : L =
1. Connaissant cette contrainte, l’équation (10.2) implique que le spin total S du système
ﬁnal doit valoir 1. Donc, nous avons deux possibilités pour assurer cette conﬁguration : la
combinaison antisymétrique des états |↑↓〉 et |↓↑〉, celle de |↓ 0〉 et |0 ↓〉 ou encore de |↑ 0〉
et |0 ↑〉. Cependant la projection du spin dans la direction de propagation desW doit être
nul, ce qui s’écrit sZ = 0. Ainsi les états ﬁnaux contenant des bosons W longitudinaux
sont interdits.
10.2 Effets de la polarisation des W sur le spectre
Il est possible de réaliser un développement en amplitude d’hélicité de la désintégration
d’un boson W dans son référentiel de repos, en une paire neutrino-lepton chargé par la
formule suivante1 :
AmWmν ,ml(θCM , φ) = amνmld
(1)
mW ,mnu+ml
(θCM)e
imWφ,
où mW , mν et ml sont respectivement les projections du spin des diﬀérentes particules
sur l’axe Oz, lui-même déﬁni par l’axe du spin du W . La matrice d(1) de rotation d’un
spin un est donnée par :
d(1)(θ) =


1
2
(1 + cos θ) − 1√
2
sin θ 1
2
(1− cos θ)
1√
2
sin θ cos θ − 1√
2
sin θ
1
2
(1− cos θ) 1√
2
sin θ 1
2
(1 + cos θ)

 ,
avec les lignes et les colonnes rangées dans l’ordre : m = 1, 0,−1. Ainsi le comportement
de la désintégration de bosons de jauge polarisés transversalement, dans leurs référentiels
de repos est donné par :
A1↑↑ =
eiφ
2
(a↑↑(1 + cos θCM) + a↓↓(1− cos θCM)) ,
A−1↓↓ =
e−iφ
2
(a↑↑(1− cos θCM) + a↓↓(1 + cos θCM)) .
1la cinématique de la réaction est présentée sur la figure (10.2)
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Fig. 10.3 – Section eﬃcace fonction de x = (1+cos θCM)/2 pour des W transverses (ligne
noire), et pour des W non polarisés (pointillés).
Par un calcul de désintégration du boson W en νl suivant le raisonnement de la section
(8.1), nous trouvons que seul a↑↑ est non nul, d’après les propriétés de chiralité d’un
neutrino, ce qui implique :
A(W⊥ → νl) ∼ 1± cos θCM ,
avec le signe + pour un W ayant son spin aligné avec sa direction de propagation et un
signe - pour un W ayant son spin orienté en sens inverse.
Ainsi le taux de désintégration, proportionnel à la section eﬃcace :
Γ = |A+|2 + |A−|2 ,
doit aller comme x2 + (1 − x)2, avec x = Eν/EW = (1 + cos θCM)/2, après la transfor-
mation de Lorentz dans la direction d’émission du boson W . À partir de la ﬁgure (10.3),
les eﬀets de la polarisation des W sur la forme du spectre de désintégration des W sont
évidents. Alors le spectre d’annihilation de neutralinos en W sera plus dur que prévu, ce
qui constitue une nouvelle intéressante. Cependant, les spectres intégrés seront les mêmes
pour des sections eﬃcaces polarisées et non polarisées. Donc, d’un point de vue expéri-
mental, pour une expérience qui n’a pas encore acquis assez de statistique, nous n’aurons
pas accès à la forme précise du spectre où une diﬀérence nette pourrait être visible. Mais
la seule donnée pertinente sera le spectre intégré, où la donnée de la polarisation n’est
elle, pas pertinente....
Puisque que nous nous intéressons à l’aspect expérimental, autant essayer de se placer
dans un cas réaliste : la détection par un télescope à neutrino sous-marin de type Antares
[2] par exemple. Il faut savoir que la perte d’énergie des muons dans l’eau en fonction
de la distance est : dEµ(x)/dx = 1GeV/5m. Il convient alors de prendre en compte
dans l’étude du spectre, la conversion du neutrino en muon. Dans un premier temps, il
est intéressant de se concentrer sur les événements contenus, i.-e. ceux dont la trace est
entièrement contenue dans le volume instrumenté. Dans ce cas, la fonction Γ doit être
pondérée par la probabilité de désintégration d’un neutrino en un muon, section eﬃcace
qui doit aller comme l’énergie du neutrino : Eν . Donc, le spectre doit correspondre à
xΓ(x). Comme nous pouvons le constater sur la ﬁgure (10.4), le ﬂux attendu devient plus
important pour des énergies de neutrinos plus grandes (+50% à grand x), pour des bosons
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transverses. Malgré cette nouvelle caractéristique, le taux intégré reste identique pour des
W transverses et non polarisés, lorsque le seuil est en dessous de 0,5, c’est-à-dire lorsque
le neutrino emporte moins de 50% de l’énergie du W .
À présent, on peut se demander, quel va être le changement dans les spectres pour
des événements non-contenus ? Le spectre prend alors un facteur de Eν supplémentaire,
puisque la désintégration du neutrino en muon n’a pas eu lieu dans le volume instrumenté.
Comme toujours la ﬁgure (10.4) issue de ce nouveau spectre , présente une diﬀérence de
forme nette entre W transverses et W non polarisés. Mais cette fois-ci, la diﬀérence dans
les spectres intégrés est elle aussi visible (même si elle reste faible : inférieure à 5%) pour
toutes les valeurs de seuil.
Ainsi, l’eﬀet sur la forme des spectres considérés est important, alors que celui sur le
taux intégré est négligeable. En outre, jusqu’à présent nous n’avons raisonné que sur la
partie dure du spectre d’annihilation de neutralinos en WW , c’est-à-dire avec des W qui
se désintègrent directement en pair νl. Il est temps de considérer le spectre total ; c’est ce
qui est fait sur la ﬁgure (10.5) pour les neutrinos et sur la ﬁgure (10.6) pour les positrons.
Pour conclure, nous pouvons dire que la donnée de la polarisation desW provenant de
l’annihilation de neutralinos au repos, change la forme des spectres mais aussi la valeur
des spectres intégrés, de manière ﬁne mais observable pour une expérience qui maîtrise
ses erreurs statistiques. Cependant, la résolution en énergie pour l’expérience Antares ne
permettra jamais de rendre compte d’une pareille diﬀérence. D’autre part, le changement
dans la forme du spectre, permettrait de montrer le caractère Majorana de la matière noire.
Une telle découverte nous mettrait encore plus sur la voie de la CDM supersymétrique...
10.3 Conclusion
Dans toute cette partie, nous avons mis en évidence un problème non trivial pour
le canal Zh. Après avoir souligné l’importance potentielle de ce canal pour la détection
indirecte de matière noire, on a souligné la domination de celui-ci en voie s pour diﬀérents
modèles ainsi que la suppression de ce canal, lorsque les diﬀérents diagrammes sont addi-
tionnés. Ceci nous a permis d’obtenir une condition pour avoir la suppression de manière
exacte, à savoir la domination des termes de brisure supersymétrie sur ceux provenant de
la brisure électrofaible.
Pour comprendre le phénomène mis en jeu, nous avons calculé l’amplitude polarisée
dans le but de souligner la seule polarisation possible pour le boson de jauge Z : la
polarisation longitudinale, quand les neutralinos sont au repos. Connaissant l’hypothèse
permettant d’avoir la suppression, nous avons utilisé diﬀérents types de développement :
développement de Taylor et théorie des perturbations. Ces développements ont été réalisés,
dans le but de montrer le phénomène mis en cause : la suppression exacte à l’ordre
zéro en mZ/mχ entre les deux voies du canal. Ainsi, il a été possible de suggérer une
forme probable pour une décomposition de l’amplitude avec échange de neutralino en
voie t, ainsi qu’une relation nécessaire pour l’annulation entre les constantes de couplages.
Ensuite, nous avons travaillé sur l’extraction du mauvais comportement pour la voie
s. Connaissant la propriété de polarisation du boson de jauge mais aussi l’hypothèse
nécessaire à l’annulation, nous avons mis en évidence le rôle joué par la symétrie de jauge,
ou plutôt l’indépendance de jauge.
Dans la partie suivante, nous avons vériﬁé de manière explicite l’indépendance de
jauge, ce qui nous a permis de montrer la relation nécessaire entre matrice de mélanges
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Fig. 10.4 – Flux d’événements pour la désintégration de bosons W transverses (ligne
continue), et pour des W non polarisés (pointillés).
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Fig. 10.5 – Flux diﬀérentiel de neutrinos pour la désintégration d’une paire de W prove-
nant de l’annihilation de neutralinos.
10
-2
10
-1
1
10
10 2
10 3
10 -1 1
pond
true
mass
process
Egammamx
dN
dx
Fig. 10.6 – Flux diﬀérentiel de positrons pour la désintégration d’une paire de W prove-
nant de l’annihilation de neutralinos.
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et valeurs propres. Dans un premier essai, nous avons prouvé cette relation à partir de
l’équation de diagonalisation de la matrice de masse, avant de trouver une démonstration
plus subtile, mettant en évidence le lien entre invariance de jauge de la matrice de masse,
isospin du higgsino et indépendance de jauge des voies en question. Ensuite nous avons
souligné de manière qualitative, la violation de l’unitarité à haute énergie pour le processus
Zh en voie s. Ce phénomène nous a permis d’extraire une deuxième relation, triviale, une
fois l’unitarité de la matrice de mélange et la condition de découplage du pseudoscalaire
A, utilisées. Puis, nous avons signalé la nécessité des deux relations précédentes, aﬁn
d’extraire la suppression du canal Zh, ainsi que l’existence d’un reste, dont l’analyse
systématique en théorie des perturbations a prouvé qu’il était sous-dominant.
Enﬁn, riches de notre expérience sur les problèmes de polarisations de bosons de
jauge issus d’annihilations de matière noire au repos, nous avons examiné le problème
de l’annihilation de neutralinos en bosons W . Nous avons montré de manière précise
que ces bosons devaient être transverses. Finalement, nous avons mis en évidence les
diﬀérences dans la forme de spectres mais aussi pour les spectres intégrés, quand les W
sont transverses. Suite à cette analyse, il semble possible pour une expérience possédant
assez de statistique de discriminer la polarisation W . Cette donnée permettrait d’avoir,
en plus de l’information sur la masse de la matière noire, une indication très précieuse sur
la caractère Majorana ou Dirac de cette matière et donc peut-être, de nous mettre sur la
voie de la matière noire supersymétrique.
D’un point de vue réaliste, il semble que l’expérience ANTARES, n’aura jamais la
précision nécessaire pour espérer mettre en évidence l’eﬀet de la polarisation des W . Ce-
pendant, on peut espérer que le recoupement de diverses expériences utilisant la détection
de neutrino (IceCube, Amanda...) puissent nous permettre d’accéder à cette information.
Pour ce qui est du spectre en positron (ﬁgure (10.6)), que nous n’avons pas encore dis-
cuté, se pose en plus le problème de la propagation de ces particules. Les positrons étant
chargés, ils vont fortement interagir au cours de leur propagation, ce qui va modiﬁer consi-
dérablement les spectres. L’eﬀet de cette propagation est discuté dans [67], d’où est tirée
la ﬁgure (10.7). L’analyse est faite pour de la MN issue de dimensions supplémentaires.
Cependant, si on voulait reprendre cette analyse sur la propagation des positrons issus de
l’annihilation de neutralinos, il faudrait prendre en compte la polarisation des W , ce qui
permettrait d’ajuster les données de HEAT avec un “clump” plus loin. Or cette propriété
semble plus réaliste.
Cette partie constitue une incursion dans le MSSM et toute sa complexité, due au
nombre de paramètres beaucoup plus important que dans le modèle standard. On a pu
déceler l’importance de l’invariance de jauge et de la condition d’unitarité pour la sup-
pression du canal Zh dans un “fourbis” de couplages et de matrices de mélanges. Mais
on a aussi pu extraire de l’information importante sur le canal WW directement utili-
sable pour l’analyse de données expérimentales. Enﬁn, on a pointé du doigt, la nécessité
d’implémenter des processus polarisés dans le code PYTHIA.
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Fig. 10.7 – Fraction de positron attendue dans le repère des particules Z3-chargées les
plus légères (LZP), surimposé sur les données de l’expérience HEAT [16].
Troisième partie
Dualité
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Après une partie phénoménologique, nous reprenons ici, des considérations plus for-
melles sur les représentations de l’algèbre de supersymétrie. Ainsi, nous allons présenter
dans un premier temps, d’autres représentations de l’algèbre. Puis dans un second temps,
nous présenterons une notion de dualité bien particulière sans supersymétrie. Ensuite nous
examinerons l’extension de cette notion de dualité au super-espace. Finalement, après
avoir constaté les liens par dualité entre diﬀérentes représentations du multiplet (0,1/2),
nous allons nous intéresser aux couplages possibles de ces diﬀérents superchamps.
Chapitre 11
Multiplets de supersymétrie N = 1
Nous avons déjà mentionné dans l’introduction (1.4), le fait que l’on peut répéter
l’analyse de Wigner du groupe de Poincaré, pour le groupe de super-Poincaré aﬁn de
classiﬁer les diﬀérentes représentations irréductibles de l’algèbre de supersymétrie N = 1,
à quatre dimensions. Il faut cependant faire attention. Cette analyse se fait en termes
d’états physiques sur un espace de Hilbert, alors qu’en théorie des champs, on travaille
avec des champs locaux sur un espace vectoriel. De plus, nous avons remarqué la néces-
sité d’avoir des champs auxiliaires dans un multiplet de supersymétrie, aﬁn que l’algèbre
puisse se fermer hors couche de masse. C’est pourquoi, il sera possible d’avoir diﬀérentes
représentations en termes de champs locaux, pour une même description en termes d’états
physiques, la diﬀérence résidant dans la forme et le nombre des champs auxiliaires. Nous
allons présenter dans un premier temps diﬀérents multiplets de supersymétrie N = 1 à
quatre dimensions ; avant de nous attacher à leurs représentations en termes de super-
champs contraints.
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11.1 Représentations unitaires, description en termes
de champs locaux
Les multiplets de supersymétrie N = 1 sont toujours de la forme (s, s+1/2), où s est le
spin le plus bas, des états contenus dans le supermultiplet. Voici une liste non exhaustive
de quelques supermultiplets de supersymétrie N = 1 à quatre dimensions :
Multiplet (0,1/2) en terme d’états physiques, ces multiplets contiennent deux degrés
de liberté bosoniques et deux degrés de liberté fermionique :
• Le multiplet chiral [97]
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Φ ∼ (A, χα| F ) avec


A : champ scalaire complexe,
χα : spineur de Weyl,
F : champ scalaire complexe auxiliaire,
Ce supermultiplet a déjà été amplement discuté dans la première partie.
• Le multiplet linéaire [42,86]
L ∼
(
L,
Λα
Λ
α˙ , bmn
)
avec


L : champ scalaire re´el,
Λα, Λ
α˙
: spineur de Majorana,
bmn : tenseur antisyme´trique.
Il est important de noter, que ce multiplet ne contient pas de champ auxiliaire à
proprement parler.
• Le multiplet de 3-forme [51]
Y ∼
(
Y,
ψα
ψ
α˙ , Clmn| H
)
avec


Y : champ scalaire complexe,
ψα, ψ
α˙
: spineur de Majorana,
Clmn : tenseur antisyme´trique,
H : scalaire re´el.
• Le multiplet X
X ∼
(
X,
ηα
ηα˙
| ϕα
ϕα˙
, E, c, Vm,
Ωα
Ω
α˙
)
avec


X : champ scalaire complexe,
ηα, η
α˙ : spineur de Majorana,
ϕα, ϕ
α˙ : spineur de Majorana,
E : champ scalaire complexe,
c : constante,
Vm : vecteur complexe,
Ωα, Ω
α˙
: spineur de Majorana.
Le trait caractéristique de ce superchamp, est la présence d’une constante comme
composante.
Multiplet (1/2,1) un seul multiplet de ce type est connu : le multiplet de jauge déjà
rencontré dans la première partie. Il contient deux degrés de liberté bosoniques, mais
cette fois sous la forme d’un champ de jauge sans masse et deux degrés de liberté
fermioniques représentés par un spineur de Majorana.
• Le multiplet vectoriel de masse nulle
V ∼
(
am,
λα
λ
α˙ | D
)
avec


am : champ de jauge,
λα, λ
α˙
: spineur de Majorana,
D : champ scalaire re´el.
Multiplet (1,3/2) ce multiplet aussi contient deux degrés de liberté fermioniques et
bosoniques, véhiculés par un champ de jauge et un champ de Rarita-Schwinger
[17,40,45,77].
• Le multiplet (1,3/2)
(
Bm,
Γmα
Γ
α˙
m
| ρα
ρα˙
, P, J, Ym, Tmn,
Σα
Σ
α˙
)
où


Bm : champ de jauge,
Γmα, Γ
α˙
m : Champ de Rarita− Schwinger,
ρα, ρ
α˙ : spineur de Majorana,
P : champ scalaire re´el,
J : champ scalaire complexe,
Ym : vecteur complexe,
Tmn : tenseur antisyme´trique,
Σα, Σ
α˙
: spineur de Majorana.
Le multiplet présenté ici, correspond au multiplet de de Wit-van Holten [17]. Il est
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relié au multiplet de Ogievetsky-Sokatchev [53, 70] par une relation de dualité si-
milaire à celle entre multiplet chiral et linéaire que nous allons présenter ultérieu-
rement. Une présentation de ce mécanisme sur le super-espace peut être trouvée
dans [52–54].
Multiplet (3/2,2) même si cette thèse est basée sur la supersymétrie rigide, on ne peut
cependant pas oublier de présenter le multiplet de supergravité apparaissant dans
le modèle mSugra :
• Le multiplet minimal [39,88]
(
e am ,
ψmα
ψ
α˙
m
| ba, M
)
avec


e am : graviton,
ψmα, ψ
α˙
m : gravitino,
ba : vecteur re´el,
M : scalaire complexe.
Cette liste de multiplets est non exhaustive. Désormais, il est intéressant de noter que pour
les représentations (0,1/2) et (1,3/2), des relations de dualité existent entre les diﬀérents
multiplets. Ainsi, pour la représentation (0,1/2), sur laquelle on va se concentrer à partir
de maintenant, il existe une relation duale entre le multiplet chiral et le multiplet linéaire.
De même, il existe une dualité entre le multiplet de 3-forme et le multiplet X. Dans la
suite de ce chapitre, nous allons présenter plus en détails, la description en termes de
superchamps sur le super-espace, des multiplets (0,1/2), sachant que les distinctions entre
les diﬀérentes représentations résident dans un jeu de contraintes appropriées.
11.2 Multiplet chiral (rappel)
Les contraintes pour ce type de superchamp, comme on l’a déjà noté (section 2.2)
sont :
D
α˙
Φ = 0, DαΦ = 0.
Ces contraintes admettent une solution en terme d’un prépotentiel V , qui est lui-même,
un superchamp complexe non contraint ou prépotentiel :
Φ = D
2
V, (11.1)
Φ = D2V . (11.2)
Les composantes d’un tel superchamp sont :
Φ| = A, DαΦ| =
√
2χα, D
2Φ
∣∣ = −4F, (11.3)
Φ
∣∣ = A, Dα˙Φ∣∣∣ = √2χα˙, D2Φ∣∣∣ = −4F , (11.4)
alors que les transformations de supersymétrie sont données par :
δξΦ = ξ
ADAΦ,
Cette dernière relation s’écrit en composantes :
δξA =
√
2ξχ, δξχα =
√
2
(
ξαF + i
√
2
(
σmξ
)
α
∂mA
)
, δξF = i
√
2 ξ σm∂mχ.
Le lagrangien cinétique, quant à lui, est donné par la formule suivante :
16× LΦΦ = Dα˙D2D
α˙ (
ΦΦ
)
, (11.5)
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ce qui, après projection sur l’espace à quatre dimensions, détermine le lagrangien suivant :
LΦΦ = −∂mA∂mA−
i
2
(χσ∂mχ+ χσ∂χ) + FF . (11.6)
11.3 Multiplet linéaire
Le multiplet linéaire [42,86] est un superchamp réel soumis aux contraintes
D2L = 0, D
2
L = 0, (11.7)
dont la solution en termes de prépotentiels non contraints s’écrit :
L = Dα˙D
2Ψ
α˙
+DαD
2
Ψα,
avec Ψα et Ψα˙ des superchamps chiraux non contraints. Ces prépotentiels spinoriels, sont
soumis à l’invariance :
Ψα → Ψα + χα,
Ψ
α˙ → Ψα˙ + χα˙,
où le superchamp χα est soumis à la contrainte :
Dα˙D
2χα˙ +DαD
2
χα = 0.
Les composantes du superchamp linéaire sont données par les opérations de projection
suivantes :
L| = L, DαL| = Λα, Dα˙L
∣∣∣ = Λα˙, [Dα, Dα˙]L∣∣ = −13σkαα˙εklmnhlmn,
où L est un champ scalaire réel ; Λα, Λ
α˙
des spineurs de Weyl qui composent un spineur
de Majorana et hlmn le tenseur de champ de la 2-forme1 :
hlmn = ∂lbmn + ∂mbnl + ∂nblm.
Les transformations de supersymétrie, elles, sont données par :
δL = ξΛ + ξΛ, δbnm = ξσnmΛ + ξσnmΛ,
δΛα =
(
σmξ
)
α
(
i∂mL− 16εmnopHnop
)
, δΛα˙ = (ξσ
m)α˙
(−i∂mL− 16εmnopHnop) .
Le champ linéaire L étant réel, son lagrangien cinétique va s’écrire, sur le super-espace :
L = − 1
32
(
D2D
2
+D
2
D2
)
L2. (11.8)
Une fois l’intégration sur les variables de Grassmann réalisée, on obtient le lagrangien en
composantes suivant :
L = 1
2
∗ hm ∗ hm − 1
2
∂mL∂mL− i
2
(
Λσ∂Λ + ΛσΛ
)
.
Il est important de remarquer que dans ce multiplet, seul deux degrés de liberté bosoniques
sous la forme d’un champ scalaire réel et d’un champ de jauge de type 2-forme, ainsi qu’un
champ fermionique de Majorana, vont se propager. Ainsi, cette représentation est classiﬁée
comme étant de type (0,1/2) ; à savoir le même type de représentation en terme d’états
physiques qu’une représentation chirale.
1En fait, la supersymétrisation de la 2-forme bmn, est elle-même une 2-forme, mais sur le super-
espace : BMN . L’étude des identité de Bianchi [80] sur son champ de force : H = dB, nous montre qu’il
est totalement déterminé par la donnée du superchamp linéaire présenté précédemment, à la manière
dont apparaît le superchamp spinoriel Wα à partir de l’étude de l’identité de Bianchi sur le tenseur de
champ de superQED : dF = 0.
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11.4 Multiplet de 3-forme
Le superchamp de 3-forme [5, 51] est un superchamp chiral :
D
α˙
Y = 0, DαY = 0, (11.9)
ayant la contrainte supplémentaire :
D2Y −D2Y = 8i
3
εklmnΣklmn, (11.10)
où Σklmn est le champ de force d’une 3-forme Clmn :
Σklmn = ∂kClmn − ∂lCmnk + ∂mCnkl − ∂nCklm. (11.11)
Le superchamp de 3-forme étant contraint, il admet une solution en terme de prépotentiel
non contraint Ω :
Y = D
2
Ω, Y = D2Ω, (11.12)
avec, contrairement au superchamp chiral, un prépotentiel Ω réel.
Les contraintes (11.9) et (11.10), nous donnent le développement en composantes sui-
vant :
Y | = Y, DαY | =
√
2ψα, (11.13)
Y
∣∣ = Y , Dα˙Y ∣∣∣ = √2ψα˙, (11.14)
et :
D2Y
∣∣+ D2Y ∣∣∣ = −8H, (11.15)
D2Y
∣∣− D2Y ∣∣∣ = 8i
3
εklmnΣklmn. (11.16)
Si on pose :
Λ =
1
3
εklmnΣklmn, (11.17)
aﬁn de simpliﬁer l’écriture, on a :
D2Y
∣∣ = −4H + 4iΛ,
D
2
Y
∣∣∣ = −4H − 4iΛ.
Il est avantageux de comprendre la provenance de ce superchamp de manière géométrique
pour la suite. En eﬀet, lorsqu’on procède à l’analyse des identités de Bianchi sur ΣABCD,
le tenseur de champ de la 3-forme sur le super-espace, on met en évidence que ce tenseur
est entièrement déterminé par le superchamp Y respectant les contraintes sus-mentionnée
(11.9-11.10). Eﬀectivement, on obtient l’égalité suivante :
Σδγba = (σba)δγ Y.
Or la contraction de cette forme, avec les éléments diﬀérentiels covariants (3.3), doit
être neutre sous R-symétrie ; alors que les éléments diﬀérentiels spinoriels sont eux-même
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chargés sous ce type de symétrie. L’élément Σδγba, et donc le superchamp Y , seront char-
gés sous R-symétrie, ce qui va s’avérer une caractéristique importante pour réaliser des
couplages.
De nouveau, pour avoir les transformations de supersymétrie de ce superchamp, nous
allons appliquer la dérivée de Lie par rapport au champ ξm déﬁni par l’équation (3.37) :
δξY =
√
2ξψ, δξψα =
√
2ξαF˜ + i
√
2
(
σmξ
)
α
∂mY, δξF˜ = i
√
2ξσ∂ψ,
δξY =
√
2ξψ, δξψ
α˙
=
√
2ξ
α˙
F˜ + i
√
2 (σmξ)α˙ ∂mY , δξF˜ = i
√
2ξσ∂ψ,
où on a posé pour simpliﬁer :
F˜ = H − iΛ,
F˜ = H + iΛ,
ce qui implique :
δξH =
i√
2
(
ξσ∂ψ + ξσ∂ψ
)
.
En prenant en compte les déﬁnitions (11.11) et (11.17), on obtient :
δξCklm = −
√
2
16
εklmn
(
ξσnψ − ξσnψ) .
Le lagrangien cinétique, quant à lui, va être identique à celui pour un superchamp
chiral (11.5) :
16× L = Dα˙D2Dα˙
(
Y Y
)
, (11.18)
ce qui après calcul nous donne :
L = −∂mY ∂mY − i
2
(
ψσ∂mψ + ψσ∂ψ
)
+H2 + Λ2. (11.19)
11.5 Multiplet de 3-forme et représentation produit
Le multiplet de 3-forme possède une application en tant que description eﬀective d’un
condensat de jauginos [4, 8]. Pour être plus précis, on sait que le champ de force d’une
théorie de jauge supersymétrique est contenu dans les superchamps spinoriels W α et W α˙,
soumis aux contraintes suivantes :
Dα˙Wα = 0, D
αW
α˙
= 0, (11.20)
DαWα = Dα˙W
α˙
. (11.21)
Est-il possible de construire une représentation produit du type WαWα ? Pour répondre à
cette question, il faut rechercher les conséquences des contraintes (11.20) et (11.21) sur la
représentation produit. La contrainte de chiralité (11.20) implique que la représentation
produit est elle-même chirale. On peut cependant se demander quelle va être la contrainte
supplémentaire associée à la relation subsidiaire (11.21). Pour cela, il faut considérer les
composantes du superchamp spinoriel :
Wα| = −iλα, DαWα| = −2D, D2Wα
∣∣ = 4 (σ∂λ)
α
,
W
α˙
∣∣∣ = iλα˙, Dα˙W α˙∣∣∣ = −2D, D2W α˙∣∣∣ = −4 (σ∂λ)α˙ .
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Mais, il est aussi très utile de connaître les relations suivantes :
DβWα = −i (σbaǫ)βα f ba − ǫβαD,
Dβ˙W α˙ = −i (ǫσba)β˙α˙ f ba − ǫβ˙α˙D,
où λ est le jaugino, fab le champ de force du champ de jauge am et D le scalaire réel
auxiliaire. Ainsi, on peut calculer :
D2W 2 = 8iλσ∂λ− 4D2 + 2f bafba − iεabcdfabfcd, (11.22)
D
2
W
2
= 8iλσ∂λ− 4D2 + 2f bafba + iεabcdfabfcd, (11.23)
alors, on a la contrainte supplémentaire sur la représentation produit :
D2W 2 −D2W 2 = −2iεabcdfabfcd,
alors que la combinaison orthogonale, nous donne le lagrangien de super-Yang-Mills.
Donc, il est évident que la représentation produit possède les caractéristiques d’une
3-forme ; ainsi, on va déﬁnir Y comme un superchamp composite :
Y = W 2 et Y = W
2
. (11.24)
D’une part, il faut noter qu’ici, la 3-forme n’est pas quelconque, mais une forme de Chern :
D2Y −D2Y = 2i∂a ∗Qa,
avec : ∗Qa = −εabcd (ab∂cad − 2i3 abacad). D’autre part, on sait que :
εabcd∂aQbcd = −2
3
εabcdfabfcd.
Par conséquent, en composantes, on a pour le champ composite :
Y | = −λ2, DαY | = −2 (ǫσbaλ)α f ba + 2iλαD, (11.25)
Y
∣∣ = −λ2, Dα˙Y ∣∣ = −2 (ǫσbaλ)α˙ f ba − 2iλα˙D, (11.26)
alors que grâce aux relations (11.22) et (11.23) déjà calculées, on a :
D2Y
∣∣ = 8iλσ∂λ− 4D2 + 2f bafba − iεabcdfabfcd, (11.27)
D
2
Y
∣∣∣ = 8iλσ∂λ− 4D2 + 2f bafba + iεabcdfabfcd. (11.28)
Si on veut calculer le lagrangien donnant la dynamique du condensat de jaugino, il suﬃt
de remplacer les composantes du superchamp de 3-forme Y dans le lagrangien (11.19) par
les composantes de ce superchamp en fonction de W (11.25-11.28).
11.6 Multiplet X
Dans ce qui suit, nous allons investiguer un nouveau jeu de contraintes pour un su-
perchamp complexe général :
D2X = 4c, D
2
X = 4c, (11.29)
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où c est un nombre complexe quelconque. En particulier nous allons examiner quelles
sont les composantes de ce nouveau multiplet, les propriétés spéciﬁques de celles-ci sous
transformations de supersymétrie, avant de montrer que ce multiplet n’est en fait qu’une
autre représentation en terme de champs locaux du supermultiplet (0, 1/2).
À partir des contraintes (11.29), on peut déﬁnir les composantes du superchamp X
par applications successives des dérivées covariantes de supersymétrie :
X| = X, DαX| =
√
2ϕα, D
α˙
X
∣∣∣ = √2ηα˙, D2X∣∣∣ = 4c,
Dα˙DαX
∣∣ = √2Vα˙α, D2X| = 4E, DαDα˙DαX∣∣∣ = 4√2Ωα˙. (11.30)
Cet ensemble contient toutes les composantes indépendantes du superchamp X. L’appli-
cation d’autres dérivées covariantes, ferait apparaître des dérivées de ces champs. Comme
exercice, on peut calculer les deux éléments restants, et on trouve :
D
2
DαX
∣∣∣ = 4i√2σ∂η,
D
2
D2X
∣∣∣ = −16X + 16i√2∂mV m,
qui ne sont autres que les dérivées de termes déjà présents. Les composantes pour le
superchamp complexe conjugué sont , quant à elles, données par :
X
∣∣ = X, DαX∣∣ = √2ηα, Dα˙X∣∣∣ = √2ϕα˙, D2X∣∣ = 4c,
DαDα˙X
∣∣ = √2V αα˙, D2X∣∣∣ = 4E, Dα˙DαDα˙X∣∣∣ = 4√2Ωα. (11.31)
Désormais, il faut rechercher les transformations de supersymétrie pour les compo-
santes de ce superchamp :
δξX =
√
2
(
ξϕ+ ξη
)
,
δξϕα = −
√
2ξαE −
(
σmξ
)
α
Vm,
δξη
α˙ = −
√
2ξ
α˙
c− (σmξ)α˙
(
Vm + i
√
2∂mX
)
,
δξE = −
√
2ξ
(
Ω +
i
2
σ∂ϕ
)
,
δξVm = ξ
(
σmΩ +
i
2
σnσm∂nϕ
)
+ iξσmσ
n∂nη − i∂m (ξϕ) ,
δξΩ
α˙
=
−i√
2
(σmξ)α˙ ∂mE −
√
2ξ
α˙
X + iξ
α˙
∂mV
m − i
2
(
σnσmξ
)α˙
∂mVn.
La présence de la constante génère une transformation de supersymétrie inhomogène
pour le champ fermionique η ; ce qui constitue une signature de la brisure spontanée de
supersymétrie.
Il est intéressant de noter qu’il est possible de redéﬁnir Ω comme :
ωα˙ = −
(
Ω +
i
2
σm∂mϕ
)α˙
,
ce qui revient à prendre une autre déﬁnition de la composante θαθ
2
:
D
α˙
D2X
∣∣∣ = 4√2ωα˙.
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On obtient alors les transformations de supersymétrie suivantes :
δξX =
√
2
(
ξϕ+ ξη
)
,
δξϕα = −
√
2ξαE −
(
σmξ
)
α
Vm,
δξη
α˙ = −
√
2ξ
α˙
c+ (σmξ)α˙
(
Vm + i
√
2∂mX
)
,
δξE =
√
2ξω,
δξVm =
√
2ξσmω + iξσmσ
n∂nη + iξσnσm∂
nϕ,
δξω
α˙ = i
√
2 (σmξ)α˙ ∂mE − iξα˙∂m
(
V m + i
√
2∂mX
)
.
De la même manière, on obtient avec le superchamp complexe conjugué :
δξX =
√
2
(
ξη + ξϕ
)
,
δξϕ
α˙ = −
√
2ξ
α˙
E − (σmξ)α˙ V m,
δξηα = −
√
2ξαc+
(
σmξ
)
α
(
V m + i
√
2∂mX
)
,
δξE =
√
2ξω,
δξV m =
√
2ξσmω + iξσmσ
n∂nη + iξσnσm∂
nϕ,
δξωα = i
√
2
(
σmξ
)
α
∂mE − iξα∂m
(
V
m
+ i
√
2∂mX
)
.
Il est important de noter que c’est le terme ω qui semble se transformer comme une dérivée
totale.
Le superchamp X étant complexe, le lagrangien cinétique invariant va s’écrire :
16× LXX = −Dα˙D2D
α˙ (
XX
)
. (11.32)
Ainsi, le lagrangien en composantes va se calculer par application successives des dérivées
covariantes de supersymétrie, en tenant compte des contraintes sur le superchamp X
(11.29), ce qui nous donne :
16× LXX = −Dα˙D2D
α˙
X X −XDα˙D2Dα˙X + 2Dα˙DαXDαDα˙X + 2DαDα˙XDα˙DαX
+ 2Dα˙D
αD
α˙
XDαX −Dα˙X
{
D2, D
α˙
}
X + 2DαXDα˙DαD
α˙
X
+
{
D
α˙
, D2
}
XDα˙X +
{
D
α˙
, D2
}
XDα˙X −D2XD2X − 16cc.
Pour continuer ce premier calcul, il est utile de connaître les relations suivantes :
Dα˙D
2D
α˙
X = −16X − 4iσm α˙β∂mDα˙DβX (11.33)
Dα˙D
2D
α˙
X = −16X − 4iσm α˙β∂mDβDα˙X (11.34){
D
α˙
, D2
}
X = −2DαDα˙DαX (11.35){
D2, D
α˙
}
X = −2DαDα˙DαX (11.36)
DαD
α˙
XDα˙DαX = D
α˙
DαXDαDα˙X + 8∂mX∂
mX (11.37)
+ 2i
(
D
α˙
DαXσmαα˙∂mX +DαDα˙Xσ
α˙α
m ∂
mX
)
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ainsi, on trouve :
LXX = −∂mX∂mX −
i
2
(ησ∂η + η σ∂η)− VmV m − EE − cc+ ϕΩ + Ωϕ.(11.38)
À partir du lagrangien, il est possible de constater que seuls deux champs vont se propager :
X et η, les autres champs étant auxiliaires. De plus, comme on l’a constaté, la constante
semble briser la supersymétrie, mais seulement au niveau du vide, c’est-à-dire que le
vide est non supersymétrique car non nul. Toutefois, aucun mécanisme ne vient propager
cette brisure aux degrés de liberté de la théorie. Ainsi le spectre reste dégénéré et donc
supersymétrique2.
2C’est en quelque sorte l’analogue du champ factice rencontré section 6.2.
Chapitre 12
Dualité sans supersymétrie
En physique, la notion de dualité est une notion au contour ﬂou, dont le terme peut
référer à des phénomènes très diﬀérents. On peut citer la dualité de Poincaré, celle de
Hodge... Les exemples ne manquent pas. Cependant, nous allons nous consacrer à la
présentation de ce que nous entendons par “dualité” dans ce chapitre.
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12.1 Dualité pseudoscalaire/2-forme
Dans la partie précédente, nous avons mentionné la présence d’une 2-forme comme
champ de jauge, présente dans le multiplet linéaire. De ce fait, il faut commencer par
déﬁnir les propriétés d’un tel objet. Tout d’abord, il faut préciser que la seule forme
pour un potentiel de jauge n’est pas un champ vectoriel (ou plutôt une 1-forme dans le
langage géométrique, pour être précis) comme en QED. D’autres types de potentiels de
jauge existent avec une autre phénoménologie. En particulier, il est possible de déﬁnir
une 2-forme totalement anti-symétrique : bmn, comme potentiel de jauge [76]. De la même
manière que pour QED, on va être capable d’écrire un champ de force :
hlmn = ∂lbmn + ∂mbnl + ∂nblm,
qui sera par déﬁnition, invariant sous la transformation de jauge suivante :
bmn → bmn + ∂mβn − ∂nβm.
Le paramètre de jauge : βm est alors, lui-même, une 1-forme. En outre, le champ de force
satisfera l’identité de Bianchi suivante :
εklmn∂khlmn = 0. (12.1)
Remarque Dans tout ce qui suit nous allons avoir besoin de déﬁnir la dualité de Hodge.
Soit P , une p-forme, dans un espace à n≥p dimensions, on déﬁnit le dual de Hodge
comme :
∗P a1...an−p = 1
p!
εa1...anPan−p+1...an . (12.2)
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Donc, le dual de notre champ de force sera :
∗hk = 1
3!
εklmnhlmn,
ce qui nous permet de réécrire l’identité de Bianchi (12.1) :
∂k ∗ hk = 0, (12.3)
mais aussi, une action cinétique invariante de jauge :
L = 1
2
∗ hm ∗ hm. (12.4)
Nous avons tous les éléments pour déﬁnir ce que nous entendons par action duale1.
Action de type I déﬁnissons une action au premier ordre contenant un pseudoscalaire
a et un vecteur Xm, de la façon suivante :
LI = Xm∂ma+ 1
2
XmXm. (12.5)
• Variation de l’action par rapport au pseudoscalaire a :
on trouve : ∂mXm = 0, cette équation est similaire à l’identité de Bianchi pour
le tenseur de champ de la 2-forme (12.3), ce qui nous permet d’énoncer l’égalité
suivante :
Xk =
1
3!
εklmn∂lbmn.
Alors, en déﬁnissant : ∗hm = Xm, le lagrangien (12.5) se réécrit :
L = 1
2
∗ hm ∗ hm,
que l’on reconnaît comme étant le lagrangien pour une 2-forme présenté précédem-
ment (12.4).
• Variation de l’action par rapport au vecteur Xm :
ceci nous procure l’équation : Xm = −∂ma.
Ainsi, on trouve l’action cinétique pour un champ scalaire :
L = −1
2
∂ma∂ma.
Finalement, le lagrangien au premier ordre (12.6), nous donne deux lagrangiens au second
ordre, selon le champ qu’on varie dans l’action. C’est dans ce sens qu’on parle de dualité
entre l’action cinétique pour la 2-forme et celle pour le pseudoscalaire.
Action de type II on peut aussi déﬁnir une action au premier ordre, de la manière
suivante :
LII = Xm ∗ hm + 1
2
XmXm, (12.6)
où Xm est toujours un champ vectoriel. Cependant, le champ connu cette fois-ci,
est le tenseur de champ de la 2-forme.
1dans tout ce chapitre, et le suivant, nous noterons en gras les champs (resp. superchamps) qui ne
sont pas connus ab initio.
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• Variation de l’action par rapport au vecteur Xm :
on obtient alors : Xm = − ∗ hm.
Ainsi, on retrouve l’action cinétique pour une 2-forme (12.4) :
L = −1
2
∗ hm ∗ hm.
• Variation de l’action par rapport à bmn :
on utilise une intégration par parties, qui nous permet d’exprimer le lagrangien
précédent (12.6) comme :
LII = −εmnop∂nXmbop + 1
2
XmXm.
Ainsi, la variation par rapport à bmn, nous donne l’équation : ∂nXm − ∂mXn = 0,
dont la solution est naturellement : Xm = ∂ma, où a est un champ scalaire.
Ainsi, nous avons écrit un second type de lagrangien au premier ordre, avec toujours un
vecteur comme multiplicateur de lagrange, et le tenseur de champ d’une 2-forme comme
champ connu. Comme précédemment, selon le champ par lequel on fait varier le lagran-
gien, on obtient le lagrangien au second ordre pour un champ scalaire ou une 2-forme.
12.2 Dualité champ de jauge/champ de jauge
Il est possible d’écrire un lagrangien au premier ordre de type :
L = 1
4
GmnGmn − 1
2
GmnFmn, (12.7)
où Gmn est un tenseur quelconque et Fmn le champ de force du champ de jauge dont les
propriétés sont connues.
• Variation par rapport à Gmn :
on trouve immédiatement : Gmn = Fmn, et le lagrangien (12.7) devient automati-
quement le lagrangien de Yang-Mills habituel.
• Variation par rapport à Am :
il est utile d’insérer la relation (A.10) dans le lagrangien aﬁn de pouvoir l’écrire sous
la forme :
L = −
(
1
4
∗Gmn ∗Gmn + An∂m ∗Gmn
)
.
Ainsi la variation par le champ de jauge nous donne l’égalité suivante :
∂m ∗Gmn = 0,
qui se résout grâce à l’égalité :
Gmn = ∂mBn − ∂nBm.
Ceci nous montre que Gmn est le tenseur de champ d’un potentiel de jauge.
Par conséquent, nous avons montré qu’un champ de jauge est dual d’un champ de jauge,
soit le champ de jauge est self-dual au sens de la dualité déﬁni dans ce chapitre.
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12.3 Dualité constante/3-forme
Dans un premier temps, on va s’intéresser aux propriétés de la 3-forme Clmn, dont le
champ de force :
Σklmn = ∂kClmn − ∂lCmnk + ∂mCnkl − ∂nCklm,
est invariant sous la transformation de jauge :
Clmn → Clmn + ∂lΛmn + ∂mΛnl + ∂nΛlm,
où Λmn, le paramètre de jauge est une 2-forme. De part nature, l’identité de Bianchi :
dΣ = 0 est satisfaite. Il est, dès lors, possible d’écrire le lagrangien cinétique invariant
pour un tel objet :
L = −1
2
(∗Σ)2.
La caractéristique de cette théorie, provient du fait que l’équation du mouvement pour la
3-forme :
∂kΣ
klmn = 0, (12.8)
est exactement soluble avec le tenseur de champ déﬁni par :
Σklmn = εklmnc,
où c est une constante.
Action de type I il est correct d’écrire un lagrangien au premier ordre de la forme [3] :
LI = 1
2
X2 +X ∗ Σ. (12.9)
• Variation par rapport à Clmn :
ce qui produit : εklmn∂kX = 0, équation déjà connue (12.8), dont la solution est
X = k, avec k constant.
• Variation par rapport à X :
On a alors : X = − ∗ Σ.
Si on eﬀectue le remplacement dans le lagrangien (12.9), après utilisation des équa-
tion du mouvement, on obtient de même un lagrangien constant.
Ainsi, pour le cas de la 3-forme aussi, on peut déﬁnir une relation de dualité.Cependant
cette fois l’objet dual d’un champ est une constante.
Action de type II un autre lagrangien au “premier ordre” acceptable, est :
LII = 1
2
X2 + c.X, (12.10)
où c est une constante.
• Variation par rapport à c :
il faut faire attention ici ; c est une constante et non un champ ; ce qui ne permet
pas une variation du lagrangien. Il faut écrire l’action associée pour le second terme
de l’équation (12.10) :
SII = c
∫
d4xX. (12.11)
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On ne peut pas faire varier l’action par rapport à c non plus. Cependant, on sait
que l’action (12.11) doit alors être nulle quel que soit c, ce qui implique :∫
d4xX = 0.
La solution la plus générale à ce problème de topologie est2 :
X = εabcd∂aCbcd,
soit X le tenseur de champ d’une 3-forme. Ainsi le lagrangien (12.10) devient le
lagrangien cinétique pour une 3-forme, dont les équations du mouvement déﬁnissent
le tenseur de champ comme une constante.
• Variation par rapport à X :
On alors : X = −c. Ainsi le lagrangien (12.10) après remplacement de X se trans-
forme lui-même en une constante.
2pour un espace à quatre dimensions simplement connexe.
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Chapitre 13
Version supersymétrique
Nous allons construire la version supersymétrique du mécanisme de dualité présenté
dans le chapitre précédent. Au maximum, nous essaierons d’utiliser le formalisme des
superchamps, aﬁn de vériﬁer l’analogie de la méthode sur le super-espace avec ce que
nous faisions précédemment sur l’espace à quatre dimensions. Cependant, cette démarche
ne sera pas toujours possible, nous obligeant parfois à travailler avec des lagrangiens en
composantes.
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13.1 Dualité chirale/linéaire
Lagrangien de type I
Dans sa version supersymétrique [70,80], le lagrangien (12.5) devient :
LI = − 1
32
(
D2D
2
+D
2
D2
)(
V2 +
√
2V
(
Φ + Φ
))
, (13.1)
où Φ, Φ sont des superchamps chiraux, alors que V est un superchamp réel non contraint.
Variation par rapport à Φ, Φ : en fait les superchamps chiraux étant contraints, on
va utiliser leurs prépotentiels déﬁnis par :
Φ = D
2
Σ, Φ = D2Σ,
où les prépotentiels Σ, Σ sont des superchamps complexes non contraints.
Après intégration par parties, le lagrangien (13.1) devient :
LI = − 1
32
(
D2D
2
+D
2
D2
)(
V2 −
√
2
(
ΣD
2
V + ΣD2V
))
. (13.2)
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Il faut donc varier l’action par rapport aux superchamps non contraints Σ, Σ, ce qui
nous donne les contraintes sur V :
D
2
V = 0, D2V = 0, (13.3)
ce sont les contraintes pour un superchamp linéaire1, que l’on a déjà présentées
dans la section 11.3. Une fois les contraintes prises en compte, en renommant le
superchamp V en L, on obtient le lagrangien cinétique :
L = − 1
32
(
D2D
2
+D
2
D2
)
L2, (13.4)
qui est bien le lagrangien cinétique pour une superchamp linéaire (11.8).
Variation par rapport à V : ce superchamp n’étant, par déﬁnition, pas contraint, on
peut directement varier le lagrangien (13.1) par rapport à celui-ci, et on trouve :
V = − 1√
2
(
Φ + Φ
)
.
Cette contrainte, avec l’élément de volume choisi pour l’écriture du lagrangien, nous
donne :
L = 1
32
(
D2D
2
+D
2
D2
)
ΦΦ,
qui est l’action cinétique pour un champ chiral usuel (11.5).
Lagrangien de type II
Intéressons nous maintenant, à la dualité de type II (12.6), dont la version supersy-
métrique est donnée par le lagrangien :
LII = 1
32
(
D2D
2
+D
2
D2
) (
V2 + 2VL
)
, (13.5)
avec cette fois, L le superchamp linéaire comme champ déterminé et toujours V, le su-
perchamp réel non contraint.
Variation par rapport à L : comme dans le cas chiral, le superchamp linéaire L, étant
contraint, il s’exprime donc naturellement en fonction d’un prépotentiel. Ce prépo-
tentiel a déjà été présenté en section 11.3, c’est le superchamp spinoriel Ψα non
contraint, qui permet d’écrire L comme :
L = Dα˙D
2Ψ
α˙
+DαD
2
Ψα,
ce qui nous permet de réaliser une intégration par partie du lagrangien (13.5) :
LII = 1
32
(
D2D
2
+D
2
D2
)(
V2 − 2
(
Ψα˙D
2D
α˙
V +ΨαD
2
DαV
))
.
Il est maintenant aisé de faire une variation par rapport aux superchamps spinoriels
non contraints : Ψα et Ψ
α˙
, ce qui impose les contraintes suivantes sur V :
D2D
α˙
V = 0, D
2
DαV = 0.
1Il est intéressant de noter, que l’on aurait pu travailler avec un superchamp V complexe. On aurait
alors trouvé le même type de contraintes. On aurait alors parlé de superchamp complexe linéaire [50], qui
contient un nombre plus important de champs auxiliaires.
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Si on se rappelle les relations permettant d’extraire la partie invariante de jauge d’un
superchamp réel quelconque (??), on s’aperçoit rapidement que le superchampV, est
constitué uniquement de la partie pure jauge, ce qui peut s’écrire : V = 1√
2
(
Φ + Φ
)
.
Ainsi, le lagrangien au premier ordre (13.5) devient :
L = 1
32
(
D2D
2
+D
2
D2
) (
ΦΦ
)
,
qui n’est autre que le lagrangien cinétique pour un superchamp chiral (11.5).
Variation par rapport à V : on parvient alors à l’équation V = −L, qui nous permet
de réécrire le lagrangien (13.5) :
LII = − 1
32
(
D2D
2
+D
2
D2
)
L2,
qui est bien le lagrangien cinétique pour un superchamp linéaire.
Donc, le mécanisme de dualité présenté dans le chapitre précédent, sans supersymétrie,
admet une extension supersymétrique, du moins pour la dualité pseudo-scalaire/2-forme.
Mais qu’en est-il pour les autres types de dualité ? C’est à cette question que nous allons
répondre dans les sections suivantes.
13.2 Dualité multiplet de jauge / multiplet de jauge
On écrit l’action :
L = 1
8
(
D2
(
Gα
(
1
2
Gα −Wα
))
+D
2
(
Gα˙
(
1
2
G
α˙ −W α˙
)))
, (13.6)
avec Wα le superchamp de jauge et Gα un superchamp spinoriel chiral. La contrainte
de chiralité pour le superchamp habituellement totalement non contraint, provient de
l’élément de volume sur lequel on travaille, qui dans ce cas est chiral. Ainsi, pour que
l’action soit supersymétrique, il est nécessaire qu’elle soit issue d’un produit (ou d’une
contraction lorsqu’on travaille avec des superchamps spinoriels) de superchamps chiraux.
Néanmoins, il ne sera pas nécessaire de considérer le superchamp Gα comme contraint
quand on variera l’action par ce superchamp2.
Variation par rapport à Gα, G
α˙
: on a immédiatement
Gα = W α, Gα˙ = W α˙.
Ainsi le lagrangien (13.6) s’écrit :
L = − 1
16
(
D2W 2 +D
2
W
2
)
,
qui n’est autre que le lagrangien cinétique pour le superchamp de jauge.
2Il est possible de mener l’analyse en considérant le superchamp Gα contraint. Cependant, ceci nous
ferait considérer une action définie avec les prépotentiels de Gα et Gα˙ sur un super-espace vectoriel (où
la densité s’écrit D
2
D2 + h.c.). Les propriétés des opérateurs de dérivation nous amènerons aux mêmes
conclusions qu’en travaillant sur un élément de volume chiral en considérant les superchamps chiraux
comme non contraints.
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Variation par rapport à Wα, W
α˙
: il faut faire attention ici. L’expression des super-
champs Wα et W α˙ à partir du champ de force (5.25) et (5.26), et la déﬁnition de
celui-ci en fonction du potentiel de jauge (5.36), nous permet d’obtenir les relations
suivantes :
Wβ = −1
4
σa
ββ˙
(
D
β˙
Aa − ∂aAβ˙
)
, (13.7)
W
β˙
= −1
4
σβ˙βa (DβA
a − ∂aAβ) . (13.8)
Cependant, contrairement au cas non supersymétrique, l’expression du champ de
force en fonction du champ de jauge, ne va pas être une condition suﬃsante pour
avoir les conditions adéquates sur Gα. Par exemple si on utilise les relations (13.7)
et (13.8) pour réaliser une intégration par parties du lagrangien (13.6), on parvient
à l’expression suivante :
L = 1
16
(
D2G2 +D
2
G
2
)
+
1
32
(
σaαα˙D
2
(
D
α˙
GαAa − ∂aGαAα˙
)
+ σα˙αa D
2
(
DαG
α˙
Aa − ∂aGα˙Aα
))
,
où la variation par rapport à Aa, nous donne la contrainte de chiralité alors que les
variations par rapport à Aα et son complexe conjugué nous donnent les contraintes
supplémentaires :
Dα˙D
αGα = 0,
DαDα˙G
α˙
= 0,
qui sont redondantes avec la notion de chiralité. De ce fait, la variation par rap-
port aux superchamps de jauge n’apporte aucune information supplémentaire. Ceci
provient du fait que, contrairement au cas non supersymétrique, l’égalité : F = dA
sur le super-espace, ne détermine pas entièrement le champ de force. Comme on l’a
montré dans le chapitre 5, il faut de plus imposer des contraintes sur le champ de
force (5.11) et (5.13). Ce sont ces contraintes qui ne sont pas prises en compte par
la donnée des relations (13.7) et (13.8). On a déjà noté que l’expression naturelle
des champs W α et W α˙ était :
Wα = D
2
DαV, W
α˙
= D2D
α˙
V.
Ainsi, après une première intégration par parties, prenant en compte la condition
de chiralité sur Gα, le lagrangien (13.6) devient :
L = 1
16
(
D2G2 +D
2
G
2
)
+
1
8
D2D
2
(
GαDαV −Gα˙Dα˙V
)
.
On peut alors réaliser une seconde intégration par parties, aﬁn d’obtenir :
L = 1
16
(
D2G2 +D
2
G
2
)
+
1
8
D2D
2
((
DαGα −Dα˙Gα˙
)
V
)
, (13.9)
ce qui après variation par rapport à V , nous donne la relation supplémentaire sur
Gα :
DαGα = Dα˙G
α˙
,
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déﬁnissantGα comme un superchamp de jauge. Par conséquent le lagrangien (13.9),
s’écrit :
L = 1
16
(
D2G2 +D
2
G
2
)
. (13.10)
Il faut tout de même noter que ce lagrangien semble avoir un signe inadapté à la
normalisation choisie.
Finalement, on a mis en évidence la dualité multiplet de jauge/multiplet de jauge dans le
formalisme supersymétrique.
13.3 Dualité multiplet de jauge / multiplet de jauge en
composantes
On a remarqué dans la partie précédente que la dualité avec des superchamps n’était
pas si évidente à implémenter. De manière à vériﬁer la version supersymétrique de la
dualité champ de jauge/champ de jauge, nous allons dans cette section, mener les calculs
en composantes.
En premier lieu, nous devons déﬁnir les composantes du superchamp Gα :
Gα| = −iχα, DβGα| = −i (σbσaǫ)βαBba − ǫβαH, D2Gα| = +4 (ηα + (σ∂χ)α) ,
G
α˙
∣∣∣ = +iχα˙, Dβ˙Gα˙∣∣∣ = −i (σbσaǫ)β˙α˙Bba − ǫβ˙α˙H, D2Gα˙∣∣∣ = −4(ηα˙ + (σ∂χ)α˙) ,
avec H = (C+ E).
Par conséquent, le lagrangien (13.6) devient :
4× L = 2i (χ (η + σ∂χ) + χ (η + σ∂χ))− 2 (C2 − E2)− 2C.B bb +BabBab
− 2i (λ (η + 2σ∂χ) + λ (η + 2σ∂χ))+ 4DC− 2Babfab. (13.11)
Variation par rapport à Gα et G
α˙
: si on réalise la variation en composantes, on trouve
δχL ⇒ηα = 2
(
σ∂
(
λ− χ))
α
, δχL ⇒ηα˙ = 2 (σ∂ (λ− χ))α˙ , (13.12)
δCL ⇒D = C+ 1
2
B aa , δEL ⇒E = 0, (13.13)
δηL ⇒χα = λα, δηL ⇒χα˙ = λ
α˙
(13.14)
δBbaL ⇒Bab = fab. (13.15)
En insérant l’équation (13.14) dans la relation (13.12), on obtient : ηα = η
α˙ = 0.
Dans ces conditions, le lagrangien (13.11) devient :
L = − i
2
(
λσ∂λ+ λσ∂λ
)
+
1
2
D2 − 1
4
f bafba, (13.16)
qui n’est autre que le lagrangien de super-Yang-Mills (5.54).
Variation par rapport à Wα et W α˙ : comme précédemment, on varie par rapport aux
composantes du superchamp de jauge. On obtient alors :
δλL ⇒ηα = −2 (σ∂χ)α , δλL ⇒ηα˙ = −2 (σ∂χ)α˙ ,
δDL ⇒C = 0, δamL ⇒εmnop∂nBop = 0,
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où on a utilisé la dualité de Hodge (12.2) pour obtenir la variation par rapport au
champ de jauge am. Il est alors possible de réécrire le lagrangien (13.11) comme :
L = − i
2
(χσ∂χ+ χσ∂χ) +
1
2
E2 − 1
4
∗Bba ∗Bba,
où Bba est le champ de force d’un champ de jauge et E un scalaire réel. On retrouve
alors un lagrangien de type super-Yang-Mills3.
Pour conclure, on a bien vériﬁé le mécanisme de dualité multiplet de jauge/multiplet
de jauge en composantes. la conséquence de cet exercice est, comme dans le cas non
supersymétrique, le fait que le multiplet de jauge est self-dual.
13.4 Dualité multiplet X / multiplet de 3-forme
Nous avons présenté dans la section 1.4, un multiplet contenant le tenseur de champ
d’une 3-forme. Ainsi, on peut se demander si une version supersymétrique du mécanisme
de dualité exposé dans le chapitre précédent (section 12.3) entre une 3-forme et une
constante est réalisable, et surtout quelle forme va prendre la constante dans une théorie
supersymétrique ? Compte tenu du fait que le superchamp de 3-forme est chargé sous
R-symétrie, le lagrangien au premier ordre s’écrira :
LI = − 1
16
DD
2
D
(
VV +VY +VY
)
, (13.17)
avec V un superchamp complexe quelconque de charge opposée au superchamp Y , qui
est un superchamp de 3-forme.
Variation par rapport à V : on obtient la relation suivante
V = −Y ⇒ L = 1
16
DD
2
D
(
Y Y
)
.
Variation par rapport à Y : comme pour le superchamp chiral, il faut faire attention
au fait que Y est un superchamp contraint qui s’écrit en fonction d’un prépotentiel :
Y = D
2
Ω, Y = D2Ω,
où Ω est un superchamp réel. Ainsi, nous pouvons réaliser une intégration par parties
du lagrangien (13.17), qui devient :
L = − 1
16
DD
2
D
(
VV − Ω
(
D
2
V +D2V
))
.
Si on eﬀectue, présentement, la variation du lagrangien par rapport au superchamp
non contraint Ω, on trouve la contrainte suivante :
D
2
V +D2V = 0. (13.18)
D’après les propriétés des opérateurs Dα et Dα˙, il est évident que D
2
V et D2V,
déﬁnissent respectivement un superchamp chiral et son hermitique conjugué. De
3Il est important de remarquer que dans la version superchamp (13.10), le lagrangien semblait posséder
le mauvais signe pour la normalisation. Ceci provient du fait que les définitions du tenseur de champ de
jauge fba et de son dual au sens de Hodge sont interchangées dans ce nouveau superchamp.
13.5. DUALITÉ X/Y : FORMULATION EN COMPOSANTES I 119
plus, la contrainte (13.18) implique que ce champ chiral est imaginaire pur. Or
la seule possibilité pour un tel champ d’être imaginaire pur, c’est que ce soit une
constante, autrement dit :
D
2
V = ic, D2V = −ic,
où c est une constante réelle. On retrouve ainsi les contraintes pour le superchamp
X (11.29). Le lagrangien va donc pouvoir s’exprimer comme :
L = − 1
16
DD
2
D
(
XX
)
,
après redéﬁnition : X = V.
Il est impossible de rendre compte de la dualité de type II, i.-e. avecX comme superchamp
connu, puisque dans l’état actuel de nos connaissances sur ce multiplet, nous n’avons pas
réussit à extraire une solution des contraintes en terme de superchamp non contraint.
Ainsi, il va être intéressant de réaliser l’opération de dualité en composantes, aﬁn de
vériﬁer que la dualité est possible dans les deux sens. Cette vériﬁcation s’avère nécessaire
pour tester la cohérence du mécanisme de dualité dans ce cas précis.
13.5 Dualité X/Y : formulation en composantes I
Dans cette partie, nous allons calculer le lagrangien (13.1) :
LI = − 1
16
DD
2
D
(
VV +VY +VY
)
, (13.19)
en composantes. Pour cela, nous allons scinder ce lagrangien en plusieurs parties, aﬁn de
simpliﬁer les calculs. Il s’agit en premier lieu de construire une densité lagrangienne pour
un superchamp complexe quelconque :
16× L
VV
= Dα˙D
2D
α˙ (
VV
)
,
ce qui, après calcul, nous donne :
16× LV V = Dα˙D2D
α˙
V V +
{
Dα˙, D
2
}
V D
α˙
V − 2Dα˙DαDα˙V DαV − 2DαDα˙VDα˙DαV
+ D
2
V D2V +Dα˙V
{
D2, D
α˙
}
V +D2VD
2
V (13.20)
− 2Dα˙DαV DαDα˙V − 2DαVDα˙DαDα˙V +VDα˙D2Dα˙V.
De plus, il nous faut connaître le couplage de ce superchamp au superchamp de 3-forme :
16× LVY = Dα˙D2Dα˙ (VY ) ,
utilisant les contraintes (11.9) et (11.10), on obtient :
16× LVY = Dα˙D2Dα˙V Y +−2Dα˙DαDα˙V DαY (13.21)
− 2DαDα˙V {Dα˙, Dα}Y +D2V D2Y +Dα˙V [Dα˙, D2]Y.
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Ainsi, avec les lagrangien (13.20) et (13.21), on a les éléments pour calculer le lagrangien
(13.19), responsable de la dualité. On connaît déjà la déﬁnition des composantes du super-
champ de 3-forme : (11.13)-(11.16), il nous reste à déﬁnir les composantes du superchamp
complexe général V :
V| = B, DαV| =
√
2Πα, D
α˙
V
∣∣∣ = √2φα˙,
D
2
V
∣∣∣ = 4G, Dα˙DαV∣∣ = √2Wα˙α D2V| = 4H,
DαD
α˙
DαV
∣∣∣ = 4√2ωα˙, Dα˙DαDα˙V∣∣∣ = 4√2ζα, Dα˙D2Dα˙V∣∣∣ = 16I,
(13.22)
ainsi que celles pour le superchamp complexe conjugué V :
V
∣∣ = B, DαV∣∣ = √2φα, Dα˙V∣∣∣ = √2Πα˙,
D2V
∣∣ = 4G, DαDα˙V∣∣ = √2Wαα˙, D2V∣∣∣ = 4H,
Dα˙DαD
α˙
V
∣∣∣ = 4√2ωα, DαDα˙DαV∣∣∣ = 4√2ζα˙, Dα˙D2Dα˙V∣∣∣ = 16I.
(13.23)
Il est aussi nécessaire de connaître les transformations de supersymétrie de ce superchamp
générique :
δξB =
√
2
(
ξΠ+ ξφ
)
, (13.24)
δξΠα = −
√
2ξαH−
(
σmξ
)
α
Wm, (13.25)
δξφ
α˙
= −
√
2ξ
α˙
G+ (σmξ)α˙
(
Wm + i
√
2∂mB
)
, (13.26)
δξG = −
√
2ξ
(
ζ +
i
2
σ∂φ
)
, (13.27)
δξH = −
√
2ξ
(
ω +
i
2
σ∂Π
)
, (13.28)
δξWm = ξσm
(
ω − i
2
σn∂nΠ
)
− ξσm
(
ζ − i
2
σn∂nφ
)
− 2i∂m (ξΠ) , (13.29)
δξω
α˙ =
−i√
2
(σmξ)α˙ ∂mH−
√
2ξ
α˙
I+ iξ
α˙
∂mW
m +
i
2
(
σmσnξ
)α˙
∂mWn, (13.30)
δξζ
α =
i√
2
(
σmξ
)
α
∂mG+
√
2ξαI+
1√
2
ξαB+
i
2
(σnσmξ)α ∂mWn, (13.31)
δξI =
i√
2
(
ξσm∂mω − ξσm∂mζ
)− 1√
2
 (ξΠ) . (13.32)
Avec ces déﬁnitions, on peut calculer les diﬀérentes parties du lagrangien (13.19). On
se concentre tout d’abord sur L
VV
. Pour ce premier calcul, il est judicieux de se rappeler
des relations (11.35)-(11.37), qui vont nous permettre de trouver :
16× L
VV
= −16∂mB∂mB− 4iDαDα˙Vσα˙αm ∂mB− 4iD
α˙
DαVσmαα˙∂mB− 4D
α˙
DαVDαDα˙V
+ D2VD
2
V +D
2
VD2V +Dα˙D
2D
α˙
VV +BDα˙D
2D
α˙
V
− 2DαDα˙DαVDα˙V − 2Dα˙DαDα˙VDαV − 2Dα˙VDαDα˙DαV − 2DαVDα˙DαDα˙V,
comme cela, nous obtenons en composantes :
L
VV
= −∂mB∂mB+ i√
2
(
V m∂mB+ V
m
∂mB
)
+WmWm +HH (13.33)
+ GG+ IB+ IB− ζφ− ζ φ− ωΠ− ωΠ.
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De la même manière, on calcul LVY :
16× LVY = −16∂mB∂mY − 4iσmαα˙D
α˙
DαV∂mY +D
2
VD2Y +Dα˙D
2D
α˙
V Y
−2Dα˙DαDα˙V DαY +Dα˙V
[
Dα˙, D
2
]
Y.
On trouve alors :
LVY = −∂mB∂mY + i√
2
Wm∂mY − i
2
φσ∂ψ −G(H − iΛ) + IY − ζψ.
Pour l’hermitique conjugué, on obtient :
L
VY = −∂mB∂mY +
i√
2
Wm∂mY − i
2
φσ∂ψ −G(H + iΛ) + IY − ζψ.
Pour résumer le lagrangien (13.19) va s’écrire en composantes :
LI = ∂mB∂mB− i√
2
(
Wm∂mB+W
m
∂mB
)−WmWm −HH−GG (13.34)
− IB− IB+ ζφ+ ζφ+ ωΠ+ ωΠ
+ ∂mB∂
mY − i√
2
Wm∂mY +
i
2
φσ∂ψ +G(H − iΛ)− IY + ζψ
+ ∂mB∂
mY − i√
2
W
m
∂mY +
i
2
φσ∂ψ +G(H + iΛ)− IY + ζψ.
Variation de LI par rapport aux superchamps Y , Y
δYLI ⇒ I = −B+ i√
2
∂mW
m, δYLI ⇒ I = −B+
i√
2
∂mW
m
, (13.35)
δψLI ⇒ ζα = −
i
2
(
σ∂φ
)
α
, δψLI ⇒ ζ
α˙
= − i
2
(σ∂φ)α˙ , (13.36)
δHLI ⇒ 0 = G+G, δΛLI ⇒ 0 = ∂m
(
G−G) . (13.37)
La dernière équation (13.37) nous donne : G−G = 2iK où K est un réel.
Le lagrangien (13.34) devient donc :
L
VV
= −∂mB∂mB− i
2
(
φσ∂φ+ φσ∂φ
)−WmWm −HH−GG+Πω + ωΠ,
où GG = K2. Après identiﬁcation des composantes :
B = X, φα = ηα, Wm = Vm,
H = E, G = c, Πα = φα, ωα = Ωα,
on retrouve bien le lagrangien pour le superchamp contraint X (11.38), mais avec la
contrainte : D
2
X + D2X = 0, ce qui implique que la constante c apparaissant dans les
égalités (11.29) est imaginaire pure. Finalement, on a bien vériﬁé que le superchamp X
est le dual du superchamp Y .
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Variation de LI par rapport aux superchamps V, V
δXLI ⇒ I = −
(
B+ Y
)
δXLI ⇒ I = −
(
B+ Y
)
(13.38)
+
i√
2
∂mWm, +
i√
2
∂mWm,
δφLI ⇒ ζα = −
i
2
(
σ∂ψ
)
α
, δφLI ⇒ ζ
α˙
= − i
2
(σ∂ψ)α˙ , (13.39)
δΠLI ⇒ ωα = 0, δΠLI ⇒ ωα˙ = 0, (13.40)
δWLI ⇒ Wm = i√
2
∂m
(
B+ Y
)
, δ
W
LI ⇒ Wm = i√
2
∂m
(
B+ Y
)
, (13.41)
δHLI ⇒ H = 0, δHLI ⇒ H = 0, (13.42)
δGLI ⇒ G = H − iΛ, δGLI ⇒ G = H + iΛ, (13.43)
δωLI ⇒ Πα = 0, δωLI ⇒ Πα˙ = 0, (13.44)
δζLI ⇒ φα = ψα, δζLI ⇒ φ
α˙
= ψ
α˙
, (13.45)
δILI ⇒ B = −Y, δILI ⇒ B = −Y , (13.46)
En portant les deux dernières équations (13.46), dans les égalités (13.41) et (13.38), on a
ﬁnalement :
I = H =WM = Πα = ωα = 0.
Si on reporte ces équations dans le lagrangien (13.34), on obtient :
L = −∂mY ∂mY − i
2
(
ψσ∂ψ + ψ σ∂ψ
)
+H2 + Λ2
qui est le lagrangien cinétique pour le superchamp de 3-forme Y (11.19). Par conséquent,
on a bien prouvé la dualité en composantes, et on retrouve bien le résultat donné par le
formalisme des superchamps. Il est temps maintenant d’élucider le mécanisme de dualité
pour la formulation de type II.
13.6 Dualité X/Y : Formulation en composantes II
Dans la partie précédente, nous avons vériﬁé la dualité entre superchamp de 3-forme
et superchamp X pour le lagrangien de type I, en composantes. Or, on sait que la dualité
peut avoir lieu à partir d’une autre forme, où cette fois, c’est le superchamp X qui est
connu :
16× LII = XV +XV +VV, (13.47)
V étant le superchamp complexe général (13.22). Comme déjà mentionné dans la section
13.4, il est impossible de conﬁrmer la dualité dans le formalisme des superchamps dans
ce cas-ci, puisqu’on ne connaît pas le prépotentiel pour X. Ainsi, on va se contenter de
vériﬁer la dualité en composantes.
Nous rappelons ici, la déﬁnition du lagrangien L
VV
(13.33) :
L
VV
= −∂mB∂mB+ i√
2
(
Wm∂mB+W
m
∂mB
)
+WmWm +GG+HH+ IB+ IB
−ζφ− ζ φ− ωΠ− ωΠ. (13.48)
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Pour le couplage V −X en composantes, on trouve :
LXV = ∂mX∂mB+ i
√
2Wm∂mX + V
mWm + IX +Hc+GE +
i
2
ψσ∂η − ζϕ− ωη − φΩ,
et pour son hermitique conjugué :
LXV = ∂mX∂mB+ i
√
2W
m
∂mX + V
m
Wm + IX +Hc+GE +
i
2
Πσ∂η − ζϕ− ωη − φΩ.
Pour résumer, le lagrangien (13.47) en composantes, prend la forme :
LII = −∂mB∂mB+ i√
2
(
Wm∂mB+W
m
∂mB
)
+WmWm +GG+HH+ IB+ IB
− ζφ− ζ φ− ωΠ− ωΠ
+ ∂mX∂
mB− i√
2
Wm∂mX − i
√
2V m∂mB− V mWm + IX +Hc+GE + i
2
Πσ∂η
− ζϕ− ωη − φΩ
+ ∂mX∂
mB− i√
2
W
m
∂mX − i
√
2V
m
∂mB− V mWm + IX +Hc+GE + i
2
Πσ∂η
− ζϕ− ωη − φΩ.
Variation de LII par rapport aux superchamps X, X :
δXLII ⇒ I = B− i√
2
∂mWm, δXLII ⇒ I = B−
i√
2
∂mWm, (13.49)
δηLII ⇒ ωα = i
2
(
σ∂Π
)
α
, δηLII ⇒ ωα˙ = i
2
(σ∂Π)α˙ , (13.50)
δϕLII ⇒ ζα = 0, δϕLII ⇒ ζ
α˙
= 0, (13.51)
δVLII ⇒ Wm = −i
√
2∂mB, δVLII ⇒ Wm = −i
√
2∂mB, (13.52)
δELII ⇒ G = 0, δELII ⇒ G = 0, (13.53)
δωLII ⇒ φα = 0, δωLII ⇒ φ
α˙
= 0. (13.54)
À présent, il faut prendre en compte la constante c. Pour retrouver l’analogue de ce qui
a été fait dans la section précédente, il est judicieux de travailler avec un imaginaire pur.
Ainsi le terme à minimiser dans l’action est :
ic
∫
d4x Im(H) ;
à savoir que la partie imaginaire de H doit être un terme topologique. Il est ainsi logique
de prendre :
Im(H) =
1
3
εklmnΣklmn ≡ Λ.
Alors que la partie réelle de H, n’est elle-même pas contrainte par la relation de corres-
pondance. Donc, on va déﬁnir
Re(H) = −H.
Prenant en compte toutes ces considérations, on arrive à :
L = −∂mB∂mB− i
2
(
Πσ∂Π+Πσ∂Π
)
+H2 + Λ2 − 2icΛ,
124 CHAPITRE 13. VERSION SUPERSYMÉTRIQUE
qui, après identiﬁcation :
B = Y et Πα = ψα,
n’est autre, que le lagrangien cinétique d’une 3-forme (11.19), plus une dérivée totale.
De plus, il possible de remarquer qu’en insérant les équations du mouvement (13.49-
13.54) dans les transformations de supersymétrie du superchamp V générique (13.24-
13.32), on obtient les transformations de supersymétrie pour un superchamp chiral, si on
pose c = 0 ; ou bien celles pour un superchamp de 3-forme pour c 6= 0. Par conséquent
les composantes trouvée par cette relation de dualité, forment bien une représentation
irréductible de l’algèbre de supersymétrie.
Variation de LII par rapport aux superchamps V, V :
δBLII ⇒ I = 
(
X −B) + i√
2
∂m
(
Wm − 2V m
)
, (13.55)
δ
B
LII ⇒ I = 
(
X −B) + i√
2
∂m
(
Wm − 2Vm
)
, (13.56)
δΠLII ⇒ ωα = i
2
(σ∂η)α , δΠLII ⇒ ωα˙ =
i
2
(σ∂η)α˙ , (13.57)
δφLII ⇒ ζα = −Ωα, δφLII ⇒ ζ
α˙
= −Ωα˙, (13.58)
δHLII ⇒ H = −c, δHLII ⇒ H = −c, (13.59)
δWLII ⇒Wm = i√
2
∂m
(
X −B)+V m, (13.60)
δ
W
LII ⇒Wm = i√
2
∂m
(
X −B) +Vm, (13.61)
δGLII ⇒ G = −E, δGLII ⇒ G = −E, (13.62)
δωLII ⇒ Πα = −ηα, δωLII ⇒ Πα˙ = −ηα˙, (13.63)
δζLII ⇒ φα = −ϕα, δζLII ⇒ φ
α˙
= −ϕα˙, (13.64)
δILII ⇒ B = −X, δILII ⇒ B = −X. (13.65)
En utilisant les équations (13.55), (13.56), (13.65), (13.61) et (13.65) ; on obtient :
W
m
= V m + i
√
2∂mX et I = − i√
2
∂mW
m
,
ce qui nous permet de calculer le lagrangien (13.47) :
L = −∂mX∂mX − i
2
(ησ∂η + ησ∂η)− V mV m − EE − cc+ ϕΩ + ϕΩ,
qui n’est autre que le lagrangien cinétique pour le superchamp X (11.38).
En conclusion, nous avons bien montré la relation de correspondance pour la deuxième
forme possible de lagrangien et ce, même si nous n’avons pas accès à cette relation dans
le langage des superchamps, à cause du manque de connaissance sur le superchamp X.
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13.7 Dualité de type I, avec Y comme représentation
produit
On réécrit le lagrangien (13.34) en considérant Y et Y comme des superchamps com-
posites (11.25-11.28) :
LI = +∂mB∂B− i√
2
(
Wm∂mB+W
m
∂mB
)−WmWm −HH−GG− IB− IB
+ ζφ+ ζ φ+ ωΠ+ ωΠ (13.66)
− ∂mB∂m
(
λ2
)
+
i√
2
Wm∂m
(
λ2
)
+
i√
2
φσc∂c
(−σbaλf ba + iλD)
+ Iλ2 +
√
2ζ
(− (σbaλ) f ba + iλD)
− ∂mB∂m
(
λ
2
)
+
i√
2
W
m
∂m
(
λ
2
)
+
i√
2
φσc∂c
(−σbaλf ba − iλD)
+ Iλ
2
+
√
2ζ
(− (σbaλ) f ba − iλD)
− Re(G) (4iλσ∂λ− 2D2 + f bafba)+ iIm(G) (εabcdfabfcd) .
Variations de LI par rapport à Wα, W α˙
Par rapport à la partie précédente, on fait varier l’action (13.34) par rapport à Wα et
W
α˙
, ce qui nous donne les équations suivantes :
δλLI :(
I+ B− i√
2
∂mW
m
)
λα = − 1√
2
(− (ζσab)α fab + iζαD)− 4iRe(G) (∂λσ)α
+
i
2
√
2
(
− (∂φσσab)α f ba + i (∂φσ)αD) , (13.67)
δλLI :(
I+ B− i√
2
∂mW
m
)
λα˙ = − i√
2
(− (ζσab)α˙ fab − iζα˙D)− 4i Re(G) (∂λσ)α˙
+
1
2
√
2
(− (∂φσσab)α˙ fab − i (∂φσ)α˙D) , (13.68)
δDLI :
4
√
2Re(G)D = ∂φσλ− ∂φσλ+ 2i (ζλ− ζλ) ,
δV bLI :
∂a
(√
2
(
Re(G)fab − iIm(G)f˜ab
)
+
(
ζ − i
2
∂φσ
)
σabλ+
(
ζ − i
2
∂φσ
)
σabλ
)
= 0
(13.69)
On peut essayer de mettre les équations précédentes sous une forme évoquant celles,
lorsque le superchamp Y n’était pas considéré comme composite (13.35-13.37). Aﬁn de
simpliﬁer les expression, on pose : φ =
(
ζ − i
2
∂aφσ
a
)
, et on se rappelle la déﬁnition de Y
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(11.24) : (
I+ B− i√
2
∂mW
m
)
Y = − 1√
2
φψ − 4iRe(G) (∂λσλ) , (13.70)(
I+ B− i√
2
∂mW
m
)
Y = − 1√
2
φψ − 4i Re(G) (∂λσλ) , (13.71)
2
√
2Re(G)D = i
(
φλ− φλ) , (13.72)
∂a
(√
2Re(G)fab + φσabλ+ φσabλ
)
= i
√
2∂a
(
Im(G)f˜ab
)
. (13.73)
Il est évident qu’une solution à ce système d’équation est :
φ = Re(G) = ∂a (Im(G)) = 0. (13.74)
Dans ce cas de ﬁgure, le problème se ramène alors au système d’équation (13.35-13.37),
qui nous a donné le lagrangien cinétique pour le superchamp X (11.38). Cependant, on
peut analyser le problème à partir du changement de variable : Y = W 2. Dans la section
13.5, nous avons calculé δLI/δY = 0, alors qu’ici, nous avons cherché : ∂LI/∂W = 0. Or,
le lien entre les deux variation est donné par :
δLI
δW
=
δLI
δY
δY
δW
.
Ainsi, la solution à l’équation : δLI/δW = 0 est δLI/δY = 0 puisque nous voulons
explicitement que δY/δW soit non nul pour eﬀectuer le changement de variable.
Chapitre 14
Interactions renormalisables
Nous allons à présent, nous concentrer sur certains couplages possibles entre les diﬀé-
rents types de superchamp. Le but étant de montrer comment coupler les nouveaux objets
aux multiplets connus formant le MSSM.
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14.1 Couplages de jauge pour des superchamp chiraux
(rappel)
On eﬀectue ici un bref rappel du chapitre 5. Un superchamp chiral peut avoir un poids
de Kähler : γ(Φ) = −γ(Φ) quelconque, avec des transformations de jauge, données par :
Φ′ = eγαΦ, Φ
′
= e−γαΦ,
où α est un superchamp réel. On reprend les déﬁnitions des contraintes et des composantes
usuelle pour ce type de superchamp (cf. partie 11.2), en remplaçant les dérivées covariantes
de supersymétrie par des dérivées covariantes pour des transformations de supersymétrie
et de jauge :
DA → DA = DA − γAA, (14.1)
où A est le champ de jauge. Les transformations de supersymétrie sont alors données par :
δξA =
√
2ξχ, (14.2)
δξχα =
√
2
(
ξαF + i
(
σmξ
)
α
DmA
)
, (14.3)
δξF = i
√
2ξ
(
σDχ+
√
2γλA
)
. (14.4)
Nous avons déjà calculé le lagrangien invariant à la section 5.5 :
16× L = Dα˙D2Dα˙ΦΦ.
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qui en composantes nous a donné :
L = −DmADmA− i
2
(χσDχ+ χσDχ) (14.5)
+ FF − i
√
2γ
(
λχA− λχA)+ γAAD.
14.2 Couplages de jauge pour le superchamp X
À cause des contraintes provenant de la supergravité, le superchamp X possède un
poids de Kähler : γ(X) = 2 et γ(X) = −2. Comme précédemment, les transformations
de jauge sont données par :
X ′ = eγαX, X
′
= eγαX,
où α est un superchamp réel. De même, on utilise les déﬁnitions des contraintes et des
composantes usuelle pour ce type de superchamp (cf. partie 11.6), et on remplace les
dérivées covariantes de supersymétrie par des dérivées covariantes de supersymétrie et de
jauge (14.1). Il est alors possible de calculer la nouvelle contrainte :
D2X = D2X + γ (DαAαX + 2AαDαX)+ γ2AαAαX.
Il est important de noter qu’en procédant à la transformation de jauge α = −X+ (5.38),
et en se plaçant dans la jauge de Wess-Zumino pour le superchamp V (2.63), il est aisé
de vériﬁer que :
D2X∣∣ = D2X∣∣ ,
puisque Aα| = 0, dans cette jauge, d’une part et d’autre part la contrainte conventionnelle
(5.11) implique DαAα = 0.
Ensuite, la contrainte (5.13), nous donne : D
α˙
Aα = iσα˙αm A
m. Donc, dans les mêmes
conditions de jauge, le terme :
Dα˙D2X
∣∣∣ = Dα˙D2X∣∣∣+ 2γ Dα˙AαDαX∣∣∣ ,
est nul pour
D
α˙
D2X
∣∣∣ = −2i√2 (σmη)α˙ am.
De même, on a :
D2D2X
∣∣∣ = D2D2X∣∣∣+ 2γ D2AαDαX∣∣∣+ 4γ Dα˙AαDα˙DαX∣∣∣+ 2γ2 Dα˙AαDα˙AαX∣∣∣ ,
qui est nul pour
D
2
D2X
∣∣∣ = −8√2γam (V m + i√2∂mX + λη)+ 4γ2amamX.
Par conséquent, la contrainte (11.29) originelle ne change pas, ni le contenu en champ
du multiplet. Ainsi, cette représentation de type (0,1/2), admet d’être chargée sous un
groupe de symétrie de type U(1).
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Il est nécessaire, de calculer l’eﬀet de ce changement de déﬁnition sur les transforma-
tions de supersymétrie :
δWZX = ξ
αDαX + ξα˙D
α˙
X,
ce qui donne pour les composantes :
δξX =
√
2
(
ξϕ+ ξη
)
, (14.6)
δξϕα = −
√
2ξαE −
(
σmξ
)
α
Vm, (14.7)
δξη
α˙ = −
√
2ξ
α˙
c− (σmξ)α˙
(
Vm + i
√
2DmX
)
, (14.8)
δξE = −
√
2ξ
(
Ω +
i
2
σDϕ
)
, (14.9)
δξVm = ξ
(
σmΩ +
i
2
σnσmDnϕ
)
+ iξσmσ
nDnη − iξDmϕ− i
√
2γξσmλX, (14.10)
δξΩ
α˙
=
−i√
2
(σmξ)α˙DmE −
√
2ξ
α˙DmDmX + iξα˙DmV m − i
2
(
σnσmξ
)α˙DmVn
+i (3γ − 2) ξα˙λϕ+ 2i (γ + 1) ξα˙λη − γξϕλα˙ −
√
2γξ
α˙
DX. (14.11)
On peut calculer de même, les transformations de supersymétrie pour le superchamp
complexe conjugué :
δξX =
√
2
(
ξη + ξϕ
)
, (14.12)
δξϕ
α˙ = −
√
2ξ
α˙
E − (σmξ)α˙ V m, (14.13)
δξηα = −
√
2ξαc+
(
σmξ
)
α
(
V m + i
√
2DmX
)
, (14.14)
δξE = −
√
2ξ
(
Ω +
i
2
σmDmϕ
)
, (14.15)
δξV m = ξ
(
σmΩ +
i
2
σnσmDnϕ
)
+ iξσmσ
nDnη − iξDmϕ− i
√
2γξσmλX, (14.16)
δξΩα =
−i√
2
(
σmξ
)
α
DmE −
√
2ξαDmDmX + iξαDmV m − i
2
(σnσmξ)αDmV n
+i (3γ + 2i) ξαλϕ+ 2i (γ − 1) ξαλη − iγξϕλα +
√
2γξαDX. (14.17)
Il est alors possible de calculer le lagrangien :
16× L = −Dα˙D2Dα˙XX.
Pour cela, il est utile de se remémorer les formules (5.50-5.52) , aﬁn de trouver :
L = −DmXDmX − i
2
(ησDη + ησDη)− VmV m − EE − cc+ ϕΩ + ϕΩ
− i
√
2γ
(
ληX − ληX)− γXXD. (14.18)
Il est intéressant de remarquer que la structure de ce lagrangien pour le champ scalaire
X est similaire à celle pour le champ scalaire A dans le lagrangien (14.5). Autrement dit,
on va pouvoir construire l’analogue d’un mécanisme de brisure de type Fayet-Iliopoulos
avec le superchamp X ; et on en tirera la même phénoménologie qu’avec des superchamps
chiraux.
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14.3 Superpotentiel contenant une 3-forme
La contrainte supplémentaire pour le superchamp de 3-forme (11.10) ne sera pas li-
néaire, i.-e. une combinaison linéaire de superchamp de 3-forme ne va pas être lui-même
un superchamp de 3-forme. Cependant, une telle combinaison sera chirale. Cette dernière
caractéristique, nous permettra tout de même d’écrire un superpotentiel pour le super-
champ Y . De plus, comme on l’a déjà mentionné, le superchamp de 3-forme est chargé sous
R-symétrie. Le superpotentiel que l’on pourra construire sera limité par cette contrainte.
Enﬁn, le fait de se restreindre à des lagrangiens renormalisables, nous impose des termes
cubiques dans les superchamps au maximum. Ainsi, on peut écrire le superpotentiel sui-
vant :
W˜ (Y,Φ) = aY + biY Φi + cijY ΦiΦj, (14.19)
avec a, bi et cij, des termes symétriques dans leurs indices, ayant pour dimensions res-
pectives : [masse]2, [masse]1et [masse]0. Le lagrangien total s’écrit donc :
L = 1
16
D
2
D2
(
Y Y + ΦiΦi
)− 1
4
(
D2W˜ (Y,Φ) +D
2
W˜ (Y ,Φ)
)
,
soit en composantes :
L = H2 + Λ2 − ∂mY ∂mY − i
2
(
ψσ∂ψ + ψσ∂ψ
)
+ FiF i − ∂mAi∂mAi − i
2
(χiσ∂χi + χiσ∂χi) + 2aH
−
(
(−H + iΛ) (biAi + cijAiAj) + 1
2
ψχi (bi + cijAj)− Y
(
biFi + cijAiFj − cij
2
χiχj
)
+ c.c.
)
.
En utilisant la notation (4.27), on peut avoir une écriture plus condensée :
L = LY Y + LΦiΦi +
(
F˜WY + FiW˜Ai −
1
2
(
ψχiW˜Y Ai + χiχj
)
+ h.c.
)
(14.20)
Il est attrayant, comme toujours, dans une théorie supersymétrique de commencer
par étudier les équations du mouvement pour les champs auxiliaires. Il est tout aussi
intéressant de connaître l’équation du mouvement pour le champ scalaire Y . On trouve :
δYL ⇒ −Y = W˜AiY Fi + W˜Y Y F˜ , (14.21)
δFiL ⇒ F i = −W˜Ai , (14.22)
δHL ⇒ H = −Re
(
W˜Y
)
, (14.23)
δΛL ⇒ 0 = ∂m
(
Λ + Im(W˜Y (Y ))
)
, (14.24)
⇔ Λ = −Im(W˜Y (Y )) +K. (14.25)
Si on utilise la méthode habituelle, i.-e. insérer les équations du mouvement des champs
auxiliaires dans le lagrangien (14.20) aﬁn de trouver le lagrangien eﬀectif1, on obtient :
Leff = −∂mY ∂mY − i
2
(
ψσ∂ψ + ψσ∂ψ
)− ∂mAi∂mAi − i
2
(χiσ∂χi + χiσ∂χi)
−
∣∣∣W˜Ai∣∣∣2 − ∣∣∣W˜Y ∣∣∣2 +K2,
1Le résultat est le même avec une redéfinition des champs auxiliaires, qui est plus juste pour une
théorie quantique.
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avec comme équation du mouvement pour Y :
Y = W˜AiY W˜Ai + W˜Y Y W˜Y , (14.26)
qui est une équation diﬀérente de celle que l’on avait auparavant (14.21) prenant en compte
les équations pour les champs auxiliaires (14.22), (14.23) et (14.25). On peut remarquer
que dans l’équation (14.26) provenant du lagrangien eﬀectif, il manque l’équivalent d’un
terme linéaire en Y apparaissant dans (14.25). Ce phénomène provient du caractère non
algébrique de l’équation pour Λ (14.24). Dans ce cas précis, il n’est pas possible d’utiliser
l’équation du mouvement pour Λ dans le lagrangien. Nous allons montrer une manière de
contourner ce problème ultérieurement en utilisant une équivalence entre représentation
avec un superchamp de 3-forme et représentation chirale.
La présence de la constante dans l’équation (14.25), découle du caractère non algé-
brique de l’équation du mouvement pour Λ (14.24), puisque ce champ est en fait un tenseur
de champ pour une 3-forme. Il est intéressant de noter que le terme linéaire présent dans
le potentiel (14.19), va générer une constante réelle pure dans le potentiel eﬀectif (qui
est un ingrédient nécessaire pour briser la supersymétrie), alors que c’est le champ de
3-forme (partie imaginaire de F˜ ) qui va nous procurer la partie imaginaire de la constante
présente dans le potentiel eﬀectif. Justement, en terme de potentiel eﬀectif, la présence
de cette constante imaginaire est l’équivalent d’un terme linéaire dans le superpotentiel.
Il est alors possible de réaliser une brisure d’O’Raifeartaigh sans terme linéaire dans le
superpotentiel, si on utilise à bon escient un superchamp de 3-forme.
Si on retourne à présent aux équation du mouvement pour le champ auxiliaire :
F˜ = H − iΛ,
on trouve immédiatement :
F˜ = −W˜ Y − iK, (14.27)
à comparer avec l’équation (4.32). On peut ainsi refaire l’analyse d’O’Raifeartaigh (section
6.2), à partir de l’égalité (6.3) où on a dorénavant−iKi + λi pour coeﬃcient du terme
linéaire.
Ceci revient à dire que l’on peut avoir une formulation chirale équivalente en ajoutant
au superpotentiel W˜ , un terme linéaire pour chaque superchamp de 3-forme Y et en les
remplaçant par des superchamps chiraux Ψ = (AΨ, χΨ, FΨ) :
W (Ψ,Φ) = W˜ (Ψ,Φ)− iKΨ,
les équations du mouvements pour les champs auxiliaires FΨ sont alors algébriques :
δFΨL = 0 ⇒ FΨ = −WAΨ = −W˜AΨ − iK,
δFΨL = 0 ⇒ FΨ = −WAΨ = −W˜AΨ + iK.
Il est alors possible de redéﬁnir le champ auxiliaire : FΨ = FΨ + W˜A
Ψ
+ iK. Le potentiel
eﬀectif s’écrit alors de manière usuelle, les équations pour les champs auxiliaires étant
dorénavant algébriques :
Veff = |WA|2 avec A = (AΨ, A),
=
∣∣∣W˜A∣∣∣2 +K2 + iK (W˜AΨ − W˜AΨ) ,
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Il nous est alors permis de calculer l’équation du mouvement pour le champ scalaire AΨ :
−AΨ = W˜AiAΨFi + W˜AΨAΨ(W˜Aψ(A) + iK).
Cette équation étant identique à celle pour Y (14.21), une fois les équations du mouvement
pour H (14.23) et Λ (14.25) prises en compte. De la sorte, on a bien prouvé qu’il y avait
équivalence entre les deux types de formulation.
Comme déjà mentionné précédemment, une application possible est le mécanisme de
brisure de O’Raifeartaigh vu à la section 6.3. Ici, il est intéressant de remplacer le super-
champ chiral neutre par un superchamp de 3-forme, en oubliant le terme linéaire :
W (Y, Φ1, Φ2) = gY Φ
2
1 +mΦ1Φ2,
ce qui donne :
Veff = m
2 |A1|2 + |2gY A1 +mA2|2 +
∣∣gA21 − iK∣∣2 ,
qui est exactement le potentiel eﬀectif d’O’Raifeartaigh (6.9) avec A0 remplacé par Y
et λ par −iK. Il est important de noter qu’en utilisant un superchamp de 3-forme, on
s’aﬀranchit du terme linéaire nécessaire à la brisure, puisque celui-ci arrive naturellement
par les équations du mouvement pour la 3-forme.
14.4 Conclusion
En conclusion, dans cette partie, nous avons mis en évidence diﬀérentes représentations
possibles en termes de champs locaux de la représentation (0,1/2) (voir tableau (14.1)).
Nous avons mis en évidence que la principale diﬀérence entre ces représentations résidait
dans les champs auxiliaires, dont certains sont même des champs de jauge. On a particu-
lièrement étudié, le multiplet X, qui semble contenir dans ses composantes une constante
qui génère des lois de transformations inhomogènes pour le fermion de Majorana. Par
conséquent, ce multiplet qui est une représentation de l’algèbre de supersymétrie semble
contenir en lui, la signature de la brisure spontanée de supersymétrie au niveau du vide,
de la même manière que l’équation du mouvement pour la 3-forme dans le superchamp
Y génère une constante qui semble briser la supersymétrie au niveau du vide. Il reste à
trouver comment propager cette brisure à d’autres champs, les couplages de ces super-
champs à d’autres étant fortement contraints à cause des poids de Kähler qui leurs sont
associés. On peut remarquer que dans le cas chiral, un potentiel qui génère une énergie
du vide non nulle, mais qui ne change pas la dégénérescence du spectre de masse, justiﬁe
l’appellation de champ factice pour le champ associé à cette brisure.
Ensuite nous avons rappelé la notion de dualité sans supersymétrie entre diﬀérents
objets. Puis, nous en avons montré l’extension supersymétrique qui relie diﬀérentes repré-
sentations de type (0,1/2). En particulier, nous avons insisté sur la dualité superchamp
de 3-forme/superchamp X, qui fait apparaître le lien entre constante et tenseur de champ
d’une 3-forme en tant que terme topologique.
On a ﬁni par étudier le mécanisme de brisure d’O’Raifeartaigh, en utilisant notre
connaissance du superchamp de 3-forme, ce qui nous a aﬀranchi de la nécessité d’insé-
rer un terme linéaire dans le superpotentiel, celui-ci arrivant de façon naturelle lorsqu’on
utilise l’équation du mouvement pour la 3-forme. Le but de cette partie, était de mon-
trer au lecteur que la supersymétrie ne se limite pas aux superchamps chiraux, mais
qu’il existe d’autres représentations possibles de l’algèbre, plus ou moins contraignantes.
Leurs utilisations peut se révéler fondamentales dans l’étude du mécanisme de brisure de
supersymétrie.
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Type Contraintes Champs propageant Champs auxiliaires
Chiral : Φ, Φ D
α˙
Φ = 0, DαΦ = 0 A, χ F
Linéaire réel : L D2L = D
2
L = 0 L, Λ, bmn /
3-forme : Y, Y
D
α˙
Y = 0, DαY = 0,
D2Y −D2Y = 0 Y, ψ, Clmn H
X D
2
X −D2X = c X, η E, V m, c, ϕ, Ω
Tab. 14.1 – Résumé des représentations du multiplet (0,1/2) étudiés dans cette thèse.
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Annexe A
Conventions et définitions de base
Nous collectons ici les déﬁnitions, conventions et identités impliquant les objets qui
sont fréquement utilisés dans nos calculs. Notre intention n’est pas d’être exhaustif mais
d’essayer de présenter un ensemble de formules et de relations qui sont utiles pour exécuter
des calculs explicites.
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A.1 Quantités basiques dans SO(3,1) et SL(2,C)
On utilise le tenseur métrique, avec la convention suivante :
[ηab] = diag (−1,+1,+1,+1) , (A.1)
et son inverse, déﬁni par :
ηacη
cb = δba. (A.2)
Le tenseur totalement antisymétrique εabcd, quant à lui, est normalisé tel que :
ε0123 = +1, ε
0123 = −1. (A.3)
Le produit de deux tenseurs ε est donné par :
εabcdεefgh = −δabcdefgh, (A.4)
où le symbole de Kronecker multi-index est déﬁni comme :
δabcdefgh ≡ det
[
δij
]
, (A.5)
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avec i = a, b, c, d et j = e, f, g, h. En utilisant une notation moins formelle, ceci peut
être écrit comme :
δabcdefgh = δ
a
eδ
bcd
fgh − δafδbcdghe + δagδbcdhef − δahδbcdefg, (A.6)
δbcdfgh = δ
b
fδ
cd
gh + δ
b
gδ
cd
hf + δ
b
hδ
cd
fg, (A.7)
δcdgh = δ
c
gδ
d
h − δchδdg . (A.8)
Ainsi, on a les égalités suivantes pour les contractions d’indices de deux tenseurs totale-
ment antisymétriques ε :
εabcdεefgd = −δabcefg, (A.9)
εabcdεefcd = −2δabef , (A.10)
εabcdεebcd = −6δae , (A.11)
εabcdεabcd = −24. (A.12)
On fait aussi une utilisation intensive du tenseur totalement antisymétrique à deux
dimensions :
ǫαβ = −ǫβα, (A.13)
avec la convention : ǫ21 = ǫ12 = +1. Ce tenseur joue en quelque sorte le rôle d’une métrique
pour les indices des spineurs de SL(2,C) , comme on le montrera ultérieurement. Avec
cette déﬁnition, on a les égalités suivantes :
ǫαβǫγδ = −δαγ δβδ + δβδ δαγ , (A.14)
ǫαβǫβγ = δ
α
γ . (A.15)
On a les mêmes déﬁnitions et identités pour le tenseur avec les indices pointés, ǫα˙β˙ = −ǫβ˙α˙.
Les spineurs ψ de Weyl contiennent deux variables de Grassmann (anticommutantes)
ψ1, ψ2. Pour de telles variables, on a :
ψ1ψ1 = 0
ψ2ψ2 = 0
et ψ1ψ2 = −ψ2ψ1,
ce qui s’écrit de manière formelle :
ψαψα = 0 et ψαψβ = −ψβψα.
Le tenseur ǫmonte et descend les indices des spineurs. Pour un spineur à deux composantes
ψα, cette propriété s’écrit :
ψα = ǫαβψβ, ψα = ǫαβψ
β.
La convention standard pour la sommation sur les indices spinoriels est la suivante :
ψχ = ψαχα = χψ, ψχ = ψα˙χ
α˙ = χψ.
On a
ψ2 = ψψ = ψαψα = ǫ
αβψβψα
= ǫ12ψ2ψ1 + ǫ
21ψ1ψ2 = 2ψ2ψ1 = −2ψ1ψ2,
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mais aussi :
ψαψβ =
1
2
ǫαβψ
2, ψαψβ = −1
2
ǫαβψ2.
Les tenseurs Vαα˙ possédant une paire d’indices dont un indice pointé et un autre non
pointé sont équivalents à des vecteurs Vm. Les matrices qui eﬀectuent la transition entre
les représentations :
Vαα˙ = σ
m
αα˙Vm,
sont les matrices de Pauli :
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (A.16)
ou bien : σm = (I2,
−→σ ) de manière condensée (que l’on utilise avec la convention suivante :
(σm)αα˙). On utilise aussi les matrices σ
m = (I2,−−→σ ), ce qui se réécrit en faisant apparaître
les indices spinoriels :
σm α˙α = ǫα˙β˙ǫαβσm
ββ˙
= − (ǫσmǫ)αα˙ . (A.17)
Une autre forme utile de l’égalité précédente est :
(σmǫ) α˙α = (σ
mǫ)α˙α , (ǫσ
m) αα˙ = (ǫσ
m)αα˙ . (A.18)
Ces matrices forment une algèbre de Cliﬀord :(
σaσb + σbσa
) β
α
= −2ηabδβα, (A.19)(
σaσb + σbσa
)α˙
β˙
= −2ηabδα˙
β˙
. (A.20)
Le produit de deux matrices de Pauli, peut être écrit comme :
σaσb = −ηab + 2σab, (A.21)
σaσb = −ηab + 2σab, (A.22)
avec le tenseur antisymétrique de trace nulle déﬁni comme :(
σab
) β
α
=
1
4
(
σaσb − σbσa) β
α
, (A.23)(
σab
)α˙
β˙
=
(
σaσb − σbσa)α˙
β˙
. (A.24)
Ce tenseur σab (resp. σab) est self-dual (resp. antiself-dual) :
εabcdσ
cd = −2iσab, εabcdσcd = +2iσab, (A.25)
et satisfont, comme conséquence de la trace nulle, les identités suivantes :(
ǫσabǫ
)β
α
= − (σab) β
α
,
(
ǫσabǫ
) α˙
β˙
= − (σab)α˙
β˙
, (A.26)(
ǫσab
)αβ
=
(
ǫσab
)βα
,
(
ǫσab
)
α˙β˙
=
(
ǫσab
)
β˙α˙
. (A.27)
D’autres égalités intéressantes, provenant de l’algèbre de Cliﬀord des matrices σ, sont :
tr
(
σaσb
)
= −2ηab, (A.28)
σaαα˙σ
β˙β
a = −2δβαδβ˙α˙, (A.29)
σaαα˙σa ββ˙ = −2ǫαβǫα˙β˙, (A.30)
σa α˙ασβ˙βa = −2ǫα˙β˙ǫαβ, (A.31)
138 ANNEXE A. CONVENTIONS ET DÉFINITIONS DE BASE
qui peuvent être vues comme un cas particulier des identités de Fierz :
σaαα˙σ
b
ββ˙
= −1
2
εαβεα˙β˙η
ab + εα˙β˙
(
σabε
)
αβ
+ εαβ
(
εσab
)
α˙β˙
+
(
σafε
)
αβ
(
εσbf
)
α˙β˙
+
(
σbfε
)
αβ
(
εσaf
)
α˙β˙
. (A.32)
A.2 Relations impliquant plus de deux matrices σ
Pour le produit de trois matrices sigma, les égalités suivantes sont utiles :
(
σabσc
)
αβ˙
=
1
2
(
ηacηbd − ηbcηad + iεabcd)σd αβ˙,(
σaσbc
)
αβ˙
=
1
2
(
ηacηbd − ηbcηad + iεabcd)σd αβ˙,(
σabσc
)β˙α
=
1
2
(
ηacηbd − ηbcηad − iεabcd)σβ˙αd ,(
σaσbc
)β˙α
=
1
2
(
ηacηbd − ηbcηad − iεabcd)σβ˙αd ,
et
(
σaσbσc
)
αα˙
=
(−ηabηcd + ηcaηbd − ηbcηad + iεabcd)σd αα˙,(
σaσbσc
)α˙α
=
(−ηabηcd + ηcaηbd − ηbcηad − iεabcd)σα˙αd .
Il est aussi utile de connaître les formules suivantes :
σb ββ˙
(
σab
) γ
α
= −δγβσaαβ˙ +
1
2
δγασ
a
ββ˙
,
σb ββ˙
(
σab
)γ˙
α˙
= +δγ˙
β˙
σaβα˙ −
1
2
δγ˙α˙σ
a
ββ˙
,
σβ˙βb
(
σab
)γ˙
α˙
= −δβ˙α˙σa γ˙β +
1
2
δγ˙α˙σ
a β˙β,
σβ˙βb
(
σab
) γ
α
= +δβασ
a β˙γ − 1
2
δγασ
a β˙β,
tr
(
σabσcd
)
= −1
2
(
ηacηbd − ηadηbc + iεabcd) ,
tr
(
σabσcd
)
= −1
2
(
ηacηbd − ηadηbc − iεabcd) ,[
σab, σcd
]
= ηacσbd − ηadσbc − ηbcσad + ηbdσac,{
σab, σcd
} β
α
= tr
(
σabσcd
)
δβα,(
ǫσab
)αβ
(σabǫ)γδ = −δαγ δβδ − δαδ δβγ ,
et ﬁnalement :
− i
4!
εabcd
(
σaσbσcσd
) β
α
= δβα,
i
4!
εabcd
(
σaσbσcσd
)α˙
β˙
= δα˙
β˙
.
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A.3 Notation spinorielle pour les vecteurs
Des tenseurs Tαβ, T α˙β˙ ont la décomposition suivante :
Tαβ = +ǫαβT + Tαβ
⌣
, (A.33)
T α˙β˙ = −ǫα˙β˙T + T α˙β˙
⌣
, (A.34)
avec
T =
1
2
Tαα, T =
1
2
T
α˙
α˙ , (A.35)
et
Tαβ
⌣
=
1
2
(Tαβ + Tβα) , (A.36)
T α˙β˙
⌣
=
1
2
(
T α˙β˙ + T β˙α˙
)
. (A.37)
On peut transformer des indices vectoriels en une paire d’indice pointé, non pointé et
inversement, en utilisant les matrices de Pauli :
Vm = −1
2
σα˙αm Vαα˙, (A.38)
Vαα˙ = σ
m
αα˙Vm. (A.39)
Alors que le produit scalaire entre deux vecteurs s’écrit :
TaV
a = −1
2
Tαα˙V
αα˙. (A.40)
A.4 Spineurs
Dans la base de Weyl (ou représentation chirale), les matrices de Dirac sont données
par :
γm =
(
0 σm
σm 0
)
et γ5 = iγ0γ1γ2γ3 =
( −✶2 0
0 ✶2
)
D’après les relations (A.19) et (A.20), on a une algèbre de Cliﬀord pour les matrices de
Dirac :
{γm, γn} = −2ηmn
Il est plus aisé en général de travailler avec des matrices de Dirac qu’avec celles de Pauli,
utilisées dans le formalisme des spineurs de Weyl. Par conséquent, il est plus intéressant
de travailler avec des quadri-spineurs qu’avec des bi-spineurs. Deux types de constructions
de quadri-spineurs sont possibles à partir de spineurs de Weyl.
• un spineur de Majorana ΨM est constitué d’un spineur de Weyl χα et de son her-
mitique conjugué χα˙ :
ΨM =
(
χα
χα˙
)
, ΨM = (χ
α, χα˙) ,
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• un spineur de Dirac ΨD est lui, constitué de deux spineurs de Weyl diﬀérents ψα et
χα˙ :
ΨD =
(
ψα
χα˙
)
, ΨD =
(
χα, ψα˙
)
.
On a utilisé la déﬁnition suivante pour la conjugaison complexe des bispineurs :
Ψ = Ψ†γ0.
Il est aussi utile de connaître certaines formules ; soient :
Ψ =
(
ψα
χα˙
)
Φ =
(
ϕα
ηα˙
)
,
deux spineurs de Dirac, on a les formules suivantes :
ΨΦ = ψη + χϕ =
(
ΦΨ
)†
Ψγ5Φ = ψη − χϕ = −
(
Φγ5Ψ
)†
ΨγµΦ = χσµη + ψσµϕ =
(
ΦγµΨ
)†
Ψγµγ5Φ = χσ
µη + ψσµϕ =
(
Φγµγ5Ψ
)†
A.5 Relations utiles
Par déﬁnition, on a :
D2 = DαDα= −DαDα, (A.41)
D
2
= Dα˙D
α˙
= −Dα˙Dα˙. (A.42)
L’algèbre de supersymétrie est donnée par :{
Dα, D
α˙
}
= 2i (σmǫ) α˙α ∂m, (A.43){
Dα, Dα˙
}
= −2iσmαα˙∂m, (A.44){
Dα, D
α˙
}
= −2iσmα˙α∂m. (A.45)
À partir de là, on peut calculer des commutateurs impliquant des produits de dérivées,
très utiles pour les calculs de lagrangiens en composantes :[
Dα, D
2
]
= −4iσmαα˙∂mD
α˙
, (A.46)[
D
α˙
, D2
]
= −4iσm α˙α∂mDα, (A.47)[
D
2
, D2
]
= 8∂m
(
2∂m + iDσmD
)
, (A.48)[
D
2
, D2
]
D
2
= 16D
2
. (A.49)
Annexe B
bases du MSSM
Dans ce chapitre, nous nous contentons de donner les parties nécessaires du Lagran-
gien du MSSM pour nos calculs. On donne aussi quelques éléments sur les spineurs de
Majorana, dont un exemple de calcul de section eﬃcace non polarisée.
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B.1 Couplage Z − χ− χ
Le lagrangien d’un tel couplage s’écrit :
L = 1
2
4∑
i,j=1
χiγ
µ
(
CVij − CAijγ5
)
χjZµ, (B.1)
avec
CVij =
g
4 cos θW
(
OZij −OZ∗ij
)
, (B.2)
CAij =
g
2 cos θW
(
OZij +O
Z∗
ij
)
, (B.3)
et
OZij =
(−Ni3N∗j3 +Ni4N∗j4) . (B.4)
Si on néglige la violation de CP, on peut travailler dans une base telle que : CVij = 0.
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B.2 Couplage h-Z-Z
La partie du lagrangien du MSSM contenant ce couplage est :
L = 1
2
CZhZµZ
µ, (B.5)
avec :
CZ = − gmZ
cos θW
sin (α− β) . (B.6)
Il est important de noter que l’on va toujours travailler dans la limite de découplage du
pseudo scalaire A : mA ≫ mZ , ce qui implique la relation suivante :
α = β − π
2
. (B.7)
B.3 Couplage h− χ− χ
Le couplage h− χ− χ, est donné par le lagrangien :
L = g
2
hχi
(
sinα
(
L∗ijPL + LijPR
)
+ cosα
(
K∗ijPL +KijPR
))
χj, (B.8)
avec
Kij =
1
2
(Ni4 (Nj2 − tan θWNj1) + (i↔ j)) ,
Lij =
1
2
(Ni3 (Nj2 − tan θWNj1) + (i↔ j)) .
La forme symétrique de K et L vient du caractère Majorana des neutralinos, qui nous
permet d’écrire :
χi (1± γ5)χj = χj (1± γ5)χi.
Dans le cas spécial où Nij est réel, ce qui est le cas intéressant pour nous, on peut
réécrire le lagrangien comme :
L = 1
2
4∑
i,j=1
Ch ijhχiχj, (B.9)
où :
Ch ij =
g
2 cos θW
Ohij, (B.10)
avec
Ohij = ((Ni2 cos θW −Ni1 sin θW ) (sinαNj3 + cosαNj4) + (i↔ j)) . (B.11)
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B.4 Couplage Z − f − f
Enﬁn la dernière partie du lagrangien important pour notre travail est :
L =
∑
f
fγµ
(
CffZV − CffZA γ5
)
fZµ,
avec
CffZV = −
g
2 cos θW
(
T3f − 2 sin2 θWQf
)
,
CffZA = −
g
2 cos θW
T3f ,
où Qf et T3f sont la charge et la troisième composante de l’isospin faible. On travaille
avec la convention : T3top = 1, et Qtop = 23 .
B.5 Particule de Majorana
Comme les neutralinos sont neutres, ils sont leurs propres antiparticules. Ce sont donc
des particules de Majorana [74]. Ainsi on peut utiliser les règles de Feynman pour des
fermions de Dirac, si on fait attention à l’orientation choisie pour les lignes fermioniques.
La condition de Majorana est la suivante :
χ = χc = CχT . (B.12)
Le développement en ondes planes de l’opérateur de Majorana sera alors :
χ (t, x) =
∫
d3p
(2π)3/2
∑
s=±
(
as (p)us (p) e
−ip.x + a†s (p) vs (p) e
ip.x
)
. (B.13)
Appliquant la condition de Majorana (B.12) dans le développement précédent (B.13),
nous trouvons les conditions suivantes :
us = Cγ
0v∗s , (B.14)
vs = Cγ
0u∗s. (B.15)
Ainsi particules et antiparticules ne sont plus des degrés de liberté indépendants.
Il est aussi utile de connaître les propriétés de telles particules sous l’opération de
parité, données par :
Pχ(t, x)P−1 = η∗pγ
0χ(t,−x), (B.16)
Pχc(t, x)P−1 = η∗pγ
0χc(t,−x). (B.17)
Or l’équation (B.17) peut se réécrire :
Pχc(t, x)P−1 = η∗pγ
0Cγ0χ
∗(t,−x),
= −η∗pCχ∗(t,−x). (B.18)
Cependant, la transformation par parité de χc découle de celle du champ χ :
Pχc(t, x)P−1 = CPχT (t, x)P−1,
= Cγ0Pχ∗(t, x)P−1,
= ηpCχ
∗(t,−x). (B.19)
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Par conséquent, les équations (B.18) et (B.19) nous donnent l’égalité suivante :
ηp = −η∗p,
il en résulte que
ηp = ±i. (B.20)
B.6 Un exemple de calcul avec des particules de Majo-
rana
Dans cette appendice, nous donnons un exemple de calcul avec des particules de Ma-
jorana.

Z, q
χ, p
χ, pp
Z, k
h, l
On exécute le calcul pour une matrice de mélange N réelle et donc avec des masses de
neutralinos signées. En particulier, on a : mχ3 < 0 et C
V = 0. De plus, on travaille dans
la limite de découplage : sin (α− β) ≃ −1 (B.5). L’amplitude s’écrit :
A =
−iCACZ
q2 −m2Z
(χ (p′) γµγ5χ (p))
(
gµν − qµqν
m2Z
)
εν (k) ,
avec χ = u et χ = v , u et v étant des spineurs de Dirac.
On calcule le module carré de l’amplitude :
|A|2 =
∣∣∣∣ CACZq2 −m2Z
∣∣∣∣
2
(χ (p′) γµγ5χ (p)χ (p) γ5γ
νχ (p′))
(
gµρ − qµqρ
m2Z
)
(B.21)
×
(
gνσ − qνqσ
m2Z
)
ερ (k) εσ ∗ (k) .
On s’intéresse ici, à une section eﬃcace non polarisée, donc on peut utiliser les relations
suivantes :
∑
spin
u (p)u (p) = /p+m,
∑
spin
v (p) v (p) = /p−m,
∑
polarization
εµ (q) εν ∗ (q) = −
(
gµν − q
µqν
m2Z
)
.
Avec les propriétés de la trace, le module carré de l’amplitude (B.21) devient :
1
4
∑
spin
|A|2 = −1
4
∣∣∣∣ CACZq2 −m2Z
∣∣∣∣
2
tr
[(
/p′ −mχ
)
γµγ5 (/p+mχ) γ
νγ5
]
(B.22)
×
(
gµρ − qµqρ
m2Z
)(
gνσ − qνqσ
m2Z
)(
gµν − q
µqν
m2Z
)
.
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Après un peu d’algèbre de Dirac, on obtient :
1
4
∑
spin
|A|2 =
∣∣∣∣ CACZq2 −m2Z
∣∣∣∣
2 ((
p′p−m2χ
)
gµν − p′µpν − p′νpµ) (B.23)
×
(
gµν − 1
m2Z
(kµkν + 2qµqν) +
1
m4Z
(
qµqνq
2 + (qµkν + qνqµ) qk
)− qµqν qk2
m6Z
)
,
sachant que q2 = s et k2 = m2Z . On trouve alors :
1
4
∑
spin
|A|2 = 1
m6Z
∣∣∣∣ CACZs−m2Z
∣∣∣∣
2 {(−3m6Z + 2s m4z − (s2 + 2qk2)m2Z + s qk2)m2χ
+ 2
(
m4Zpk −m2Zpq qk
)
p′k +
(
m2Z
(
m2Z − s
)2
+
(
2m2Z − s
)
qk2
)
pp′
+ 2
(
2m4Zpq − (s pq + pk qk)m2Z + pq qk2
)
p′q
}
.
À présent, on a besoin de spéciﬁer la cinématique. On travaillera dans le référentiel du
centre de masse :
pq =
s
2
, (B.24)
pp′ =
s
2
−m2χ, (B.25)
pk =
s+m2Z −m2h
4
−
√(s
4
−m2χ
)(s+m2Z −m2h
2
√
s
−m2Z
)
cos θ, (B.26)
p′k =
s+m2Z −m2h
4
+
√(s
4
−m2χ
)(s+m2Z −m2h
2
√
s
−m2Z
)
cos θ. (B.27)
Ainsi, après intégration sur l’angle θ, on a :
1
4
∑
spin
|A|2 = 1
6m6Zs
∣∣∣∣ CACZs−m2Z
∣∣∣∣
2 {
m2χ
(
6s4 − 12 (m2h + 2m2Z) s3 + (32m4Z + 12m2zm2h + 6m4h) s2
− (64m4Z − 20m2Zm2h + 12m4h)m2Zs+ 2 (m2h −m2Z)2m4Z)
+m4Z
(
s3 +
(
10m2Z − 2m2h
)
s2 +
(
m2h −m2Z
)2
s
)}
Il nous est donc possible de calculer la section eﬃcace :
σ (χχ→ Zh) = 1
128π
√
s
(
s− 4m2χ
)
√
1− (mh +mZ)
2
s
√
1− (mh −mZ)
2
s
∑
spin
|A|2 .
Nous sommes intéressés par l’annihilation de neutralinos au repos, ce qui nous permet de
réaliser le développement suivant : s ≃ 4m2χ
(
1 + v
2
4
)
. Donc la section eﬃcace devient :
vσ (χχ→ Zh)Z =
g4 OZ11
2
βZh
256πm2χm
4
Zc
4
W
(
m4Z − 2
(
4m2χ +m
2
h
)
m2Z +
(
m2h − 4m2χ
)2)
,(B.28)
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avec :
βZh =
√
1− (mh +mZ)
2
4m2χ
√
1− (mh −mZ)
2
4m2χ
. (B.29)
Si on avait choisi de travailler avec une matrice de mélange imaginaire et des masses de
neutralinos déﬁnies positives, on aurait eu le même résultat. La seule diﬀérence aurait été
le remplacement de χ par γ5χ dans les calculs, aﬁn de changer le signe du terme de masse
par rapport à celui de l’impulsion.
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Origine et Manifestation de la Brisure de Supersymétrie
• Phénoménologie de l’annihilation de neutralinos en Zh et WW
• Représentation (0,1/2) et Dualité
Résumé La supersymétrie est une extension possible du modèle standard. Il faut en maî-
triser autant les aspects formels que la phénoménologie caractéristique pour espérer découvrir si
c’est une symétrie choisie par la nature.
La supersymétrie offre un candidat privilégié pour la matière noire : le neutralino le plus léger
χ, un des enjeux actuels est de comprendre au mieux les spectres d’annihilation de neutralinos
produisant des particules détectables. Ainsi, le canal Zh est important de par la nature dure de
son spectre. Cependant, la section efficace d’annihilation de neutralinos dans ce canal est sup-
primée quand la supersymétrie est brisée. L’annulation de ce canal est alors à chercher dans des
phénomènes connus pour le MS : indépendance de jauge et unitarité UV de la théorie. En outre,
la suppression est liée au caractère Majorana des neutralinos , mais aussi à la limite d’annihila-
tion au repos, qui confère une polarisation au boson Z. Le même phénomène de polarisation est
mis en évidence pour l’annihilation en WW . Néanmoins, la polarisation des W ne supprime pas
le canal mais modifie la forme des spectres de ses produits de désintégration qui pourraient être
détectés.
D’un point de vue plus formel, les différentes représentations sur le super-espace du multiplet
(0,1/2) sont passées en revue. Nous nous concentrons sur deux représentations spécifiques, le
multiplet de 3-forme et le multiplet X. Le premier nous permet de réaliser un mécanisme de
brisure de supersymétrie de type O’Raifeartaigh, sans singlet dans le superpotentiel. Le second
multiplet contient les propriétés d’une brisure de supersymétrie. Nous mettons en évidence une
relation de dualité entre ces deux représentations.
Mots-Clefs : Modèle Standard, supersymétrie, matière noire, MSSM, neutralino, super-
espace, superchamp, théorie de jauge.
Abstract Supersymmetry is an interesting extension of the Standard Model. Hence, its-
formal and phenomenological aspects need to be understood before establishing it is realized en
Nature.
Supersymmetry offers a natural darkmatter candidate. To check this hypothesis, a crucial
point would be the Indirect Detection of neutralino annihilation products. Among annihilation
channels, the one with a Z boson and a Higgs scalar, is of interest because of the hard spectrum
it yields. However, the spectra needs to be weighted by branching ratios.The Zh channel is then
known to be suppressed. We notice that the deeper broken the supersymmetry, the stronger the
suppression. Thus the channel suppression has to be understood in terms of gauge independence
of different diagrams involved, and high energy unitarity. A key element of the suppression for
this channel is the Z boson polarization, which comes from the initial Majorana particles at
rest. Finally, we investigate the role of polarization in the WW channel. Here, polarization does
not suppress the channel but modifies the shape of the decay products spectra. This could be
important from an experimental point of view.
On a more formal side, we point out different kinds of representations of the (0,1/2) multiplet
in superspace. First we concentrate on a new kind of superfield called X. We next present a
duality in four dimensions, before showing its extension to superspace. Without supersymmetry,
this duality links a 3-form to a constant. In superspace, we find that the duality links a 3-form
superfield to the new X superfield. It is essential to understand that some components of the
3-form and the X superfield seem to help supersymmetry breaking. Finally we try to transmit
this breaking to usual chiral superfields.
Keywords : Standard Model, Supersymmetry, Dark Matter, MSSM, neutralino, super-
space, superfield, gauge theory.
