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Abstract
We analyse the impact of $\mathrm{r}\mathrm{e}$-sampling on the ability of altificial
$\mathrm{n}\mathrm{e}\iota \mathrm{u}’ \mathrm{a}\mathrm{l}$ networks to correctly learn a binary classification $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{b}\mathrm{l}\mathrm{e}\mathrm{l}\mathrm{n}$ . We
use the bootstrap $\exp_{1}\cdot \mathrm{e}\mathrm{s}\mathrm{s}\mathrm{i}\mathrm{o}\mathrm{n}$ of the prediction error to identify the
optilnal $\mathrm{r}\mathrm{e}$-sampling proportions.
1 Introduction
Since a neural network minimizes an overall $\mathrm{e}\mathrm{r}\mathrm{l}\cdot \mathrm{o}\mathrm{r}$ , the proportion of types
of data in the training set is critical. A network trained on a data set with
900 good and 100 bad cases will bias its decision towards good cases, as
this allows the algorithm to lower the overall error (which is much more
heavily influenced by the good cases). If the $1^{\cdot}\mathrm{e}\mathrm{p}\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ of good and
bad cases is different from the real popnlation, the $\mathrm{n}\mathrm{e}\mathrm{t}\mathrm{w}\mathrm{o}\iota\cdot \mathrm{k}’ \mathrm{s}$ clecisions may
be biased. A typical example would be disease diagnosis. Perhaps $90^{07_{0}}$, of
patients routinely examined are clear of a disease. A network is hence trained
on an available data set with a 90/10 split. It is then nsed in diagnosis on
patients complaining of specific physical $\mathrm{P}^{\mathrm{l}\mathrm{o}\mathrm{b}\mathrm{l}\mathrm{e}\mathrm{n}\mathrm{l}\mathrm{S}}$ , where the likelihood of
dise\‘asse might be 50/50. The networle will $\mathrm{n}\mathrm{a}\mathrm{t}\mathrm{u}\iota\cdot \mathrm{a}\mathrm{l}\mathrm{l}\mathrm{y}$ fail to rec.ognize dise.asse
in some nnhealthy patients. In contlast, if traineel on the ’ complainants”
data, and then tested on ’ $\prime 1^{\cdot}\mathrm{o}\mathrm{u}\mathrm{t}\mathrm{i}\mathrm{n}\mathrm{e}^{i}$’ data, the network may raise a $\mathrm{n}\iota \mathrm{m}\mathrm{l}$ ) $\mathrm{e}\mathrm{r}$
of false positives. In such circumstances, the training set may need to be
$\mathrm{r}\mathrm{e}$-sampled to take acconnt of the distribntion of data (i.e. $1^{\cdot}\mathrm{e}\mathrm{p}\mathrm{l}\mathrm{i}\mathrm{c}.\mathrm{a}$tion of the
less numerous cases, or removal of $\mathrm{s}\mathrm{o}\mathrm{n}\mathrm{l}\mathrm{e}$ of$\cdot$ the $\mathrm{n}\mathrm{t}\mathrm{l}\mathrm{l}\mathrm{l}\iota \mathrm{e}\mathrm{r}\mathrm{o}\mathrm{u}\mathrm{s}$ ($i$ases). A $\mathrm{c}\mathrm{o}\mathrm{I}\mathrm{n}\mathrm{n}\mathrm{l}(\mathrm{n}$
practice is to $\mathrm{r}\mathrm{e}- \mathrm{s}\mathrm{a}\mathrm{n}\mathrm{l}\mathrm{p}\mathrm{l}\mathrm{e}$ the tr\‘aining set so that $\mathrm{t}\mathrm{h}\mathrm{t}^{\lrcorner},1^{\backslash }\mathrm{e}$ is the $\mathrm{s}\mathrm{a}\mathrm{n}\iota \mathrm{e}$ llrmber
of patterns for each class. The ($1^{\mathrm{t}}$estion we address $\mathrm{h}\mathrm{t}^{\mathrm{J}},\iota\cdot \mathrm{e}$ is whetter this is
appropriate for empirical $\mathrm{l}\mathrm{e}\mathrm{a}\iota\cdot \mathrm{n}\mathrm{i}\mathrm{n}\mathrm{g}$ of $\mathrm{n}\mathrm{e}\mathrm{t}1^{\backslash }\mathrm{a}\mathrm{l}$ networles.
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This paper is organized as foll $o\mathrm{w}\mathrm{s}$ : First, we present the bootstrap for-
mulation of the problem. Then we run a numerical experiment to asses
empirically the impact of $\mathrm{r}\mathrm{e}$-sampling on the network ability to learn.
2 Bootstrap
The Bootsirap techniques (see [1]) were introduced in 1979 as a computer-
based method for estimating the standard error of empirical distributions.
The method enjoys the advantage of being completely automatic and not
requiring theoretical computations or assunlptions on the original distribu-
tions. It was further extended to estimate prediction error.
2.1 Definitions
$\bullet$ Let $\mathrm{x}_{i}=(\mathrm{I}_{i}, O_{i}^{d}),$ $i=1,$ $\ldots,$ $n$ be the $i^{th}$ element (pattern) of the training
set $\mathrm{x}$ . $\mathrm{I}_{i}$ is an input vector and $O_{i}^{d}$ is the desired output as opposed to
the actual output of the network $O_{i}$ .
$\bullet$ A bootstrap sample $\mathrm{x}^{*}$ has $n$ elements, generated by sampling with
replacement $n$ times from the original data set $\mathrm{x}$ . For example, if
$\mathrm{x}=\{\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}, \mathrm{x}_{4}, \mathrm{x}_{5}\}$ , a possible bootstrap $\mathrm{r}\mathrm{e}$-sampling may result in
$\mathrm{x}=$ { $\mathrm{x}_{3}$ , X3, $\mathrm{x}_{1},$ $\mathrm{x}_{4},$ $\mathrm{x}_{2}$ }.
$\bullet$ Having observed a random sample of size $n$ fronu a $\mathrm{p}\iota\cdot \mathrm{o}\mathrm{b}\mathrm{a}\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y}$ distri-
bution $F$ , the empiricai distribution function $\hat{F}$ is defined to be the
discrete distribution that puts probability $1/n$ on each pattern $\mathrm{x}_{i}$ .
$\bullet$ A plug-in estimate of a $\mathrm{p}\mathrm{a}\mathrm{l}\cdot \mathrm{a}\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{r}\theta=t(F)$ is defined to be $\theta\wedge=t(\hat{F})$ .
In other words, we estimate the function $\theta=t(F)$ of the probability
distribution $F$ by the same function of the enlpirical distribution $\hat{F}$ ,
$\theta\wedge=t(\hat{F})$ . For example, if we consider the mean of the desired values,
it is defined as $\theta=E_{F}(O^{d})=\frac{1}{N}\sum_{i=1}^{N}O_{i}^{d}$ . In the sanle manner, the plug-
in estimate of the mean is $\theta\wedge=E_{\hat{F}}(O^{d})=\frac{1}{N}\sum_{i=1}^{N}(O_{i}^{d})^{*}$ . In the above
example, $E_{F}(O^{d})= \frac{1}{5}\sum_{i=1}^{5}O_{i}^{d}$ , and its plug-in estimate is: $E_{\hat{F}}(O^{d})=$
$\frac{1}{5}\sum_{i=1}^{5}(O_{i}^{d})^{*}=\frac{1}{5}(2O_{3}^{d}+O_{1}^{d}+O_{4}^{d}+O_{2}^{d})$ .
$\bullet$ Suppose we train the network on the patterns contained in $\mathrm{x}$ , producing
a predicted value $O_{0}$ for the input $\mathrm{I}=\mathrm{I}_{0}$ . We write: $O_{0}=f_{\mathrm{x}}(\mathrm{I}_{0}),$ $\mathrm{w}\mathrm{h}\mathrm{e}\mathrm{l}\cdot \mathrm{e}$
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$O_{0}$ is the output of the network trained with the set $\mathrm{x}$ and presented
with the input $\mathrm{I}_{0}$ .
$\bullet$ $Q[O^{d}, O]$ denotes the measure of error between the desired ontput $O^{d}$,
and the prediction $O$ . In the case of classification, a common meas $\mathrm{t}\mathrm{l}\cdot \mathrm{e}$
of error is $Q[O^{d}, O]=0$ if $O^{d}=O$ and 1 otherwise.
2.2 Prediction Error
Let $(\mathrm{I}_{0}, O_{0}^{d})$ denote a new observation (i.e. a new pattern) from $F$ , the
complete population of patterns. The prediction error for $f_{\mathrm{x}}(\mathrm{I}_{0})$ is defined
by
err $(\mathrm{x},F)\equiv E_{F}\{Q[O_{0}^{d}, f_{\mathrm{x}}(\mathrm{I}_{0})]\}$ (1)
where the notation $E_{F}$ denotes the expectation over a new observation.
On the other hand, the plug-in estim.ate of err $(\mathrm{x},F)$ is given as:
err $( \mathrm{x}^{*},\hat{F})=\frac{1}{n}\sum_{i=1}^{n}Q[O_{i}^{d}, f_{\mathrm{x}}*(\mathrm{I}_{i})]$ (2)
In this expression, $f_{\mathrm{x}^{\mathrm{s}}}(\mathrm{I}_{i})$ is the predicted value at I $=\mathrm{I}_{i}$ , based on the
network trained with the bootstrap data set $\mathrm{x}^{*}$ .
We could use err $(\mathrm{x}^{*},\hat{F})$ as an estimate of the prediction error, but it
involves only a single bootstrap sample and hence is prone to be biased.
Instead we focus on the average prediction error. The approximation to
the prediction error is an average on $B$ bootstrap sanuples and $n$ observed
patterns:
$E_{\hat{F}}[err( \mathrm{x}^{*},\hat{F})]=\frac{1}{B}\sum_{b=1}^{B}\sum_{i=1}^{n}Q[O_{i}^{d}, f_{\mathrm{x}^{*b}}(\mathrm{I}_{i})]/\uparrow.\iota$ (3)
If the distribution $F$ is known and finite, the $n$ observed patterns are
replaced by the complete population and the prediction error of the network
trained on bootstrap samples is:
$E_{F}[err( \mathrm{x}^{*},F)]=\frac{1}{B}\sum_{b=1}^{B}\sum_{i=1}^{n}Q[O_{i}^{d}, f_{\mathrm{x}^{*b}}(\mathrm{I}_{t})]/n$ (4)
In our bootstrap experiment, we will estimate the average prediction error
for various schemes of $\mathrm{r}\mathrm{e}$-sampling of the data set.
3 Numerical Experiments
3.1 Patterns
Each pattern is composed of six inputs, arranged as a vector, and one output.
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3.1.1 Inputs
All elements in the input can take the values in $\{0,1\}\mathrm{t}_{J}^{s}\mathrm{x}\mathrm{c}’ 1\iota \mathrm{s}\mathrm{i}\mathrm{v}\mathrm{e}\mathrm{l}\mathrm{y}$ :
where $\alpha,$ $\beta,$ $\gamma,$ $\delta,$ $\epsilon,$ $\epsilon\in\{0,1\}$ (5)
The pattern is said to be symmetric if it has the fornl:
and it is said to be asymmetric otherwise. There is $2^{()}=64$ different vectors in
the complete sample space and $2^{\mathit{3}}=8\mathrm{s}\mathrm{y}\mathrm{m}\mathrm{n}\mathrm{l}\mathrm{e}\mathrm{t}\mathrm{l}\cdot \mathrm{i}\mathrm{c}$vectors. There is $64-8=56$
asymmetric vectors.
3.1.2 Outputs
If the input vector of the $\mathrm{p}\mathrm{a}\mathrm{t}\mathrm{t}\mathrm{e}\mathrm{l}\cdot \mathrm{n}$ is symmetric, the output is 1. Il is $0$
otherwise. This is a symmetry detection problen] for 6 bits code.
3.2 Architecture and Raining Algorithms
We trained feed-forward neural network with one hidden layer of.3 $\sim 10$
neurons as varying parameters, using back-propagation ([2]) and a conj $\iota$gate
gradient algorithm ([6] and [7]). A stochastic noise based algorithm propose$(1$
by the second author was also experimented (see [5]; [3] and [4]). The results
presented in the next experiment is the 6 hidden neurons’ case with conjugate
gradient. The results did not differ significantly and were quite independent
from the architecture and the learning algorithms.
3.3 ${\rm Re}$-sampling Scheme
The complete patterns in the sample space consist of 8 symmetric vectors
and 56 asymmetric vectors for a total of 64. The $\mathrm{p}\iota\cdot \mathrm{o}\mathrm{p}\mathrm{o}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ of $\mathrm{s}\mathrm{y}\mathrm{m}\mathrm{m}\mathrm{e}\mathrm{t}\iota\cdot \mathrm{i}\mathrm{c}$
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vectors is 8/64. The $\mathrm{r}\mathrm{e}$-sampling scheme will moelify systematically this
proportion to create different training sets on which the network learning
ability is assessed. We will:
1. decide a proportion (for exanlple 40/64), then
2. take randomly with replacenlent 64 vectors $\mathrm{s}\iota$ch that the $\mathrm{P}^{\mathrm{r}\mathrm{o}}\mathrm{P}^{(\rangle\iota\cdot \mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}}$
decided in step 1 is respected: if the $\mathrm{P}^{\mathrm{l}\mathrm{O}}\mathrm{p}\mathrm{o}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ is 40/64, pick ranclonlly
40 tinles a vector in the set of $\mathrm{s}\mathrm{y}\mathrm{I}\mathrm{l}\mathrm{l}\mathrm{n}\mathrm{l}\mathrm{e}\mathrm{t}\mathrm{l}\cdot \mathrm{i}\mathrm{c}$ vectors and $\mathrm{t}_{l}\dot{c}\iota \mathrm{k}\mathrm{e}\iota\cdot \mathrm{a}\mathrm{n}\mathrm{e}\mathrm{l}\mathrm{o}\mathrm{n}\mathrm{l}\mathrm{l}\mathrm{y}$
24 $(=64-40)\mathrm{a}\mathrm{s}\mathrm{y}\mathrm{n}\mathrm{l}\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{c}$ vectors to complete the training set.
A second experiment is also undertaken where we apply duplicated boot-
strapping: Instead of a $\mathrm{r}\mathrm{e}$-sampling set of 64 $\mathrm{v}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{o}\mathrm{l}\cdot \mathrm{S}$, we take 128 $(=64\cross 2)$
vectors.
3.4 Experiment
We $\mathrm{r}\mathrm{e}$-sample the sanuple space in order to assess the network learning ability.
In the experiment,
1. The proportion ranges the values from 4 to 60 by step of 4.
2. For each proportion, we construct 100 $1^{\cdot}\mathrm{e}$-sampling sets.
3. For each of these sets, we estimate the weights of the network. Each
network must $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{v}\mathrm{e}\mathrm{l}\cdot \mathrm{g}\mathrm{e}$ on the bootstrap set.
4. For each network, we compute the bootstrap prediction error on the
original sample set as expressed in Eq. (4):
$E_{F}[err( \mathrm{x}^{*},F)]=\frac{1}{B}\sum_{b=1}^{B}\sum_{i=1}^{n}Q[O_{i}^{d}, f_{\mathrm{x}^{*b}}(\mathrm{I}_{i})]/\uparrow\iota$
This experiment allows us to address the following issne: if we know the
true population $F$ of the patterns, how should we sanlple in $0\iota\cdot \mathrm{d}\mathrm{e}\mathrm{r}$ to optisize
the enlpirical learning of neural networks in general?
3.5 Results
The results are presented graphically in Figs. 1 and 2 for cases re-sampling
64 and 128 vectors, respectively. The vertical axis denotes the mean number
of miss-classified patterns when. $\dot{\mathrm{t}}$he network that learned the training set
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was tested on the complete sample space. If the error is $0$ , it means that
the network ability to generalize is perfect. The standard deviation of this
$\mathrm{e}\mathrm{l}\cdot \mathrm{r}\mathrm{o}\mathrm{r}$ is also presented under the form of a box surrounding the mean. The
horizontal axis denotes the proportion of symmetric vectors in the training
set. When the abscise is 48, it nleans that the 64 patterns of the $\mathrm{t}\mathrm{l}\cdot \mathrm{a}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{g}$ set
consists of 48 synlmetric and 16 $‘ \mathrm{a}\mathrm{s}\mathrm{y}\mathrm{n}\mathrm{l}\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{c}$ vectors.
The classification error attains a $\mathrm{n}\mathrm{l}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{r}\mathrm{n}\iota \mathrm{m}-$ corresponding to a maxi-
nlum in the generalization ability-aronnd values for the proportion between
12/64 and 20/64. The same observation repeats when we $1^{\cdot}\mathrm{e}$-sample 128 vec-
tors. In that case, the $\mathrm{o}\mathrm{p}\mathrm{t}\mathrm{i}\mathrm{n}\mathrm{l}\mathrm{a}\mathrm{l}$ proportion seems to lie in the range between
24/128 and 40/128. Clearly the optimal proportion is neither the original
distribution in the sample space nor the $50^{07_{0}},- 50\%_{\mathrm{P}^{\mathrm{l}\mathrm{O}}\mathrm{P}^{\mathrm{O}\iota\cdot \mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}}}$ often applied in
prac.tice for binary classification $\mathrm{P}^{\mathrm{l}\mathrm{o}\mathrm{b}\mathrm{l}\mathrm{e}\mathrm{m}\mathrm{s}}$ . Rather, it lies sonlewhel$\cdot$e between
these two values.
One might remark that when $\mathrm{r}\mathrm{e}$-sampling with replo,cement, the $\mathrm{n}n\mathrm{m}\mathrm{b}\mathrm{e}\iota$.
of different patterns in the training set varies. This $\mathrm{c}\mathrm{e}\mathrm{l}\cdot \mathrm{t}\mathrm{a}\mathrm{i}\mathrm{n}\mathrm{l}\mathrm{y}$ has an $\mathrm{i}\mathrm{n}\mathrm{l}\mathrm{p}\mathrm{a}\mathrm{c}\mathrm{t}$
on the network performance on the sample space. We plotted in Figs. 3 and
4, the nuean number of different patterns for each $\mathrm{r}\mathrm{e}$-sanlpling $\mathrm{P}^{\mathrm{l}\mathrm{O}}\mathrm{p}\mathrm{o}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$.
We observe that this mean number is higher when the original proportions
in the sample space are respected. We may conjecture that even though
there is fewer different patterns to learn flom, the network still perfornl
better where the proportion is optinl\‘al. This indicates the importance of
identifying the optimal proportion when training a network.
4 Conclusions
We presented the bootstrap expression of the prediction $\mathrm{e}\mathrm{r}\mathrm{l}\cdot \mathrm{o}\mathrm{r}$ to $\mathrm{b},\mathrm{a}$sse on1
work on sound statistical theory. Then, we set up nnnlerical $\mathrm{e}\mathrm{x}\mathrm{p}\mathrm{e}\mathrm{l}\cdot \mathrm{i}\mathrm{n}\mathrm{l}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{s}$
nleeting the following requirements:
1. all sample space is known,
2. it is finite and small so that training is fast and easy,
3. its distribution function is unbalanced so that the $\mathrm{e}\mathrm{H}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{s}$ of re-sampling
are easy to assess.
We assessed empirically the impact of $\mathrm{r}\mathrm{e}$-sanupling on the network ability
to learn and the importance of the $\mathrm{r}\mathrm{e}$-sampling $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o}\mathrm{l}\cdot \mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$. In binary clas-
sification problems, it has been a $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{l}\mathrm{n}\mathrm{l}\mathrm{o}\mathrm{n}$ practice to present networks to
be trained with an equal number of patterns in each class, $\mathrm{i}\mathrm{r}\iota\cdot \mathrm{e}\mathrm{l}\mathrm{e}\mathrm{v}\mathrm{a}\mathrm{n}\mathrm{t}$ of the
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nbr of symmetric pattern
Figure 1: Miss-classification Error for 64 Patterns
Test Set Error of Network Trained on 128 Random Patterns
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nbr $0^{\mathrm{i}}$ symmetric pattern
Figure 2: Miss-classification Error for 128 Patterns
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Mean Number of Different Patterns in the Training Set




nbr of symmetric $\mathrm{p}\mathrm{a}\mathrm{t}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{s}/\uparrow \mathrm{o}\mathrm{t}\mathrm{a}\mathrm{l}$
Figure 3: Mean Number of Different Patterns for 64 Patterns
Mean Number of Diiferent Patterns in the Training Set




nbr of symmetric $\mathrm{p}\mathrm{a}\mathrm{t}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{s}/\mathrm{t}\mathrm{o}\mathrm{t}\mathrm{a}\mathrm{l}$
Figure 4: Mean Number of Different Patterns for 128 Patterns
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original distribution. The $\mathrm{n}\mathrm{u}\mathrm{m}\mathrm{e}\mathrm{l}\cdot \mathrm{i}\mathrm{c}\mathrm{a}\mathrm{l}\iota\cdot \mathrm{e}\mathrm{s}\mathrm{u}\mathrm{l}\mathrm{t}\mathrm{s}$ of this paper indicate that the
learning ability of the network is indeed enhanced by $1^{\cdot}\mathrm{e}$-sampling, $\mathrm{b}\iota \mathrm{t}$ only
a few repetition of the $\mathrm{s}\mathrm{c}\mathrm{a}\mathrm{l}\cdot \mathrm{c}\mathrm{e}$ patterns nlay be a most efficient sc.henue.
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