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I. INTRODUCTION AND PROBLEM STATEMENT 
We consider the optimal control of a linear dynamic system subject not 
only to control constraints, but also to random disturbances and imperfect 
observations. For simplicity of development we shall restrict our discussion 
here to the scalar system 
B(t) = a(t) X(t) + b(t) u(t) (1) 
where X is the state variable, u is the control, and (a, 6) are prescribed for all 
time t of interest. The initial conditions for the system (1) are drawn from a 
Gaussian (normal) distribution of specified mean xO.and covariance 0:. 
Subject to certain constraints (to be specified) on u, we wish to choose a 
control policy which will minimize (in a sense to be specified) a functional 
of the terminal state L(X(t,)) w h ere tN represents the final time and L(X) is a 
function chosen to evaluate the seriousness of deviations of X(tN) from a 
desired value. We can easily modify the ensuing analysis if we are concerned 
with system performance in the interval (to, fN) as well as, or in lieu of, the 
terminal time. To perform this minimization we will be permitted two types 
of action: 
(a) measurements of the system state which will be corrupted by additive 
noise, 
(b) control action which will be corrupted by actuation errors and random 
inputs. 
These actions are to be taken at specified (discrete) times in the interval 
* Taken from the dissertation [l] submitted to the Faculty of the Polyte&nic 
Institute of Brooklyn in partial fulfillment of the requirements for the degree of Doctor 
of Philosophy, 1962. 
t Now with the Space Technology Laboratories Inc., Redondo Beach, Caiifornia. 
419 
6 
420 ORFORD 
(to, tN), viz., &, *.., tj, ..., tN. The choice of these times depends on the 
particular problem and may itself be subject to optimization [2], although 
we shall not consider that aspect here. 
This problem arises for example by gross simplification of the analysis of 
optimal mid-course guidance of a space vehicle. In that case noisy navigation 
data is to be analyzed periodically to ascertain the velocity corrections 
required to assure the arrival at a desired destination. These corrections are 
limited by the thrust of the rocket motors and by the propellant available. 
As time evolves along the trajectory, the navigation data analysis becomes 
more precise, yet the effectiveness of the available thrust steadily decreases 
thereby forcing a compromise. This type of stochastic problem has been 
examined by Lawden [2] and Rosenbloom [3] for example. Our approach 
here will be somewhat different than that of those authors. We will establish a 
concept of state for this stochastic problem and a functional equation which 
specifies the optimal control. Unfortunately, all the difficulties of solving 
functional equations are preserved here; however, we will solve a simple 
example and display some interesting characteristics of the optimal control. 
A general reference for this type of problem is the book by Bellman [4]. 
The solution to (1) may be written 
X(h) = @(tie tn) x(k) -i- 1;; @@N, T) h(7) U(T) dT 
where @(t, T) satisfies 
&t, T) = u(t) qt, 7); @(T, T) = 1. 
The control u(t) is impulsive, u(tj) = uj8(t - tj). Designating 
xj = WN, tj) a$), 
(2) then becomes 
N-l 
x,,, = X,, -/- 2 Ajuj 
j=n 
where A, = @(tN, tj) b(t,). We have let A, G 0 in order to condense some 
notation in later developments; however, this will cause no loss of generality. 
The system obeys the linear difference equation 
Measurements are of the form 
Y(fn) = dtn) -vtJ + 4t7J 
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or, revising the notation, 
~,z = J&,x, + vn (5) 
where we have subscripted the time index and where M, = @(t,, tN> m(t,). 
Here a, is a purely random Gaussian process such that for all (n, K) 
Ev,, = 0; Ev,v, = R,&,, (6) 
where E is the expectation operator, R, is specified and positive definite and 
S,, is the Kronecker delta. 
The control shall be of the form 
uj = ilj + tij (7) 
where i& is the known part of the applied control constrained to an admissible 
class, z& E Qi, and zii contains the actuation errors and random forces. We will 
assume that rZj is of the form 
u”j = Sj(dj) Zj (8) 
where Sj(Oj) is a specified matrix function of ir, and zj is a vector of purely 
random Gaussian processes with characteristics 
Ezj = 0; Ezjzk = IS,,, (9) 
I being the identity matrix. For example, suppose li is composed of a purely 
random force plus an actuation error whose standard deviation is proportio- 
nal ~2. Then we would have 
so that 
and 
Etz,Gj = (kjdj)2 + 1;. 
We shall assume that the known control G is constrained in the following 
way : 
(a) Saturation : 
I 4 I 52 #P (11) 
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(b) (propellant) reservoir limited: 
It will be convenient to modify this constraint specification by defining an 
additional state variable (remaining propellant) 
so that 
&+I = & - I 4 Iv Bo = Poe, 
and we require 
pj 2 0 all j. (14) 
Then our class of admissible controls 6, E Sz, is defined by (11) and (14). 
Note that (14) requires 1 z&I 5 pjsi. 
Our task is to minimize the functional L(+) by suitable choice of a control 
policy. However, in view of (5) and (7), we see that (x, U) are random varia- 
bles, and therefore so is the functional L(xN). We must therefore be content 
with discussing only the statistical properties of L(xN). At a particular 
instant tj, we will have collected certain data 
(a) the history of observation: {JQ,, ‘.‘, r,> 
(b) the past known controls: {do, ..., I&-~} 
(15) 
which we combine as 
Dj = (yo, "*,yi, Go, ***, t-&}. (16) 
At the instant tj our control action must be based on all of this data, yet 
nothing more. At a later time there will be additional data and we must 
suitably account for it in our action at that time. We express this requirement 
by writing 
1-2~ = tij(Di), (17) 
i.e., the control is to be a function of the available data. We shall denote the 
optimal control by u*. Since the functional L(xN) is a random variable, we 
elect to minimize the conditional expectation of L(xlv) with respect to the 
data available by choice of the current control value and all future control 
fututbns, i.e., 
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This is the frequently used criterion of statistical decision theory, and we may 
view our problem as a multistage decision process [4]. 
We can now see the fundamental difference between optimizing stochastic 
and deterministic systems. For deterministic systems, given the state (x, & t) 
at any instant we may determine the optimal control u*(T; X, 8, t) as a pro- 
gram over the remaining portion of the trajectory, an open loop concept. 
However, we may also determine it as a function of the instantaneous state, 
u*(x, /I, T), a feedback concept. In the stochastic case, since the future realiza- 
tion of the data is a random variable, we will be able to assign a value to the 
optimal control only at the present instant (in terms of the accumulated data) 
and may determine the future control only as a function of the data that will 
be received. Only the feedback concept of specifying the optimal control 
remains for the stochastic case, i.e., the function 
Uj*(Dj) = opt. z&(Dj). 
II. A STATEFOR THIS STOCHASTICPROBLEM 
We will now show that there is a state for our stochastic problem and that 
we may form the optimal control on these small number of state quantities 
rather than the entire collection D without any loss of performance. First let 
us explicitly define the random quantities in (18). The quantity X, will be 
equal to 
The data collection D, for i > j will be 
Dt = {Dip f&Yk; j < k I N) = {Dj, f&-l, M$k + ok; j < k 5 N}. 
Like (19), xk is given by 
k-l 
The basic random variables in (18) are then {xi, zi, vi+,; j 2 i < N}. 
The functional (18) is therefore 
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Since (zi, ok) are purely random quantities, we may write 
dP(xj, Zi, ~i+l; j < i < N 1 Dj) = dP(xi ) 09) dP(Z,, a,+l; j I i < N) (22) 
where we have left the multiple product dP(z,, vi+r;j I i < N) as one term 
for notational simplicity. Furthermore, we may establish that [I, 51 
dP(x, 1 Di) = N&Cj, Pi) dxj, (23) 
i.e., Gaussian with conditional mean sj and covariance Pj which obey the 
recurrence forms 
ij+l = C1 - rj+l”j+l) % + ri+lYj+li i. = @(TV, to) x0 (24a) 
f'j+l = (1 - rj+lMj+l) (Pi + Qj); PO = @(lN, to) 0;. Wb) 
Here 
and 
Qj = A;Sj(dj) S,‘(tij). 
Now we show by induction that we may form the optimal control on the 
quantities (&, Pi, &) in lieu of Di with no loss in performance. Assume that 
we have established that uF(fi, Pi, pi) is equivalent to ui(DJ for all i > j 
and that we have obtained these functions. Now (&, Pi, /3*) can be obtained 
by (14) and (24) from [Zj, Pj, pi, zi,, a*, vk+r ; j 5 k < i] without explicit 
knowledge of Dp Since we have determined the functions UT, j > i, then we 
need only minimize (21) with respect to 0, i.e., 
min .*a 
dj(Dj) I I 
G(x~, tZj(Dj), ?fp Pj, piy z<, w<+I) dxj dP(Zi, Vi+l; j I i < N) (26) 
where G represents the grandiose function L(xN) N,,(Zj, Pj) displaying the 
implicit variables. It is clear from the form of (26), that all Dj yielding the 
same (&, Pj, &) will require the same uj *. A proof by contradiction is imme- 
diate. Therefore we conclude that if the optimal control may be formed on 
(Pi, Pi, &) in lieu of Di for i > j, then this property is also true at i = j. 
Since the above argument holds without assumption at j = N - 1 (and 
j = N), the proof by induction is complete. We may now deal with the 
quantities (a, P, /3) in lieu of the collection D. 
Let us examine more closely the behavior of the quantities (xj, pi) (4) (14) 
and the quantities (Zj, Pi, &) (24), (14). In the deterministic case, the quanti- 
ties (+ pj) are the “state” of our system. The term “state” signifies that with 
the knowledge of these quantities we may calculate the future behavior of the 
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system. Perhaps then we should use the more explicit term “state of our 
knowledge” in lieu of “state.” 
In the stochastic case, at any instant our entire (a posteriori) knowledge 
of the system behavior is contained in the data Dj or equivalently the con- 
ditional probability p(xj ) Dj) and the remaining propellant &. This con- 
ditional probability is specified by (a,, Pj) (23) so that the “state of our 
knowledge” can be taken as (& Pj, flj) in this stochastic case. As in the 
quantum theory, state becomes a probabilistic concept in which we recover 
the deterministic quantities as the uncertainties become negligible, i.e., with 
o”, and s(G) identically zero, Eqs. (24) (14) reduce to (4), (14). 
The structure of the optimal controller is a tandem one (Fig. 1) consisting 
of two computers. The first is a “filter” which determines the state (2, P, j3). 
The second is a computer to determine u*. The operation of the filter is 
CONTRCLLEO X 
SYSTEM 
Y  
NEASURINS 
INSTRUMENTS 
r- -----1 
FIG. 1. Structure of the optimum system 
completely independent of the control problem. For example, if the control 
error does not depend on 0, then Pj is determined a priori for all j and (k, 8) 
become the state. We may compute 2 by a conventional time varying mean 
square filter [5] without regard to the particular L(xN) to be minimized. 
However, one should not be misled into thinking that the control computer 
would then simply treat (2, 8) as the state of a deterministic system and 
compute an appropriate II*. We will see that the control computer must 
account for the stochastic aspect of the problem. 
III. A FUNCTIONAL EQUATION FOR THE OPTIMAL CONTROL 
Let us now define a cost functional from (18) by replacing the data Dj by 
the state (aj, Pi, &), viz., 
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where I& = #,& Pk, /?,) and j < k < N. The cost functional f,(& Pi, &) 
is the cost of proceeding from time tj to the end under an optimal control 
policy. Obviously, 
fN(iN, pN, PN) = =bN) 1 (;N, pN) (28) 
since we have set AN = 0. 
In terms of the state variables for our stochastic problem we now can set 
up a dynamic programming relationship for the optimal control. Rewriting 
(24a) as 
we may show [l] that Q is a Gaussian random variable uncorrelated with 
D, or (?,, iii) and with characteristics 
E7jj = 0; @f = (Pj + Qj - Pj+& w 
Now consider that we are at step j with state (aj, Pj, flj) and that we have 
determined the optimal cost fi(& Pi, /Ii) and the optimal control function 
@(A?~, Pi, pi), i > j. Let us apply an arbitrary control 5, E Qj and then 
proceed optimally from step j + 1 to the end. The arbitrary control B, E In, 
will transform (ij, Pi, pi) into ($j+i, Pj+l, Is,+i) by (29), (24b), and (14), from 
which point we will know explicitly the optimum cost fj+l(Sj+l, Pj+l, pj+l). 
Since the transformation (29) involves a random variable vi, the cost of 
applying an arbitrary control 2ij E .n, should be 
(31) 
In other words, we multiply the optimal cost for each small region of the 
(+%+17 pi+19 P,+J P s ace by the probability of getting there from the point 
(2, Pi, &)under control tij and then integrate over the entire (Jj+i, Pj+l, rS,+l) 
space. The optimal control uj* should be the zi, E Q, that minimizes (31) 
yielding the optimal cost. Therefore we have the recurrence form 
(32) 
with the boundary condition (28). This heuristic development of (32) has 
been confirmed rigorously [I]. 
The development up to this point can be extended in a direct manner to 
the vector case [l] ; however, one must realize that the dimensionality of the 
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solution grows very quickly. Since Pi is a symmetric (covariance) matrix, 
(ii, P*, &) involves +(d + 1) (d + 2) variables where d is the dimension of X, 
e.g., if d = 3, th en we have ten variables on which we form the optimal con- 
trol. If the control error is not a function of 6, then Pj is determined a priori 
for alli and we may form the control on just (a,, &) which is of dimension 
d+ 1. 
IV. SOME REXJLTS ON THE OPTIMAL CONTROL 
An analytic solution to the functional equation for the optimal control is 
hardly ever possible, and because of dimensionality, computation of the 
optimal control is usually impractical if d > 1. However, we may obtain some 
interesting characteristics of the optimal control for the following example. A 
particle leaves the x axis at t = 0 with an unknown velocity drawn from a 
INACTION REGION 
FIG. 2. The Inaction Region in the (&,&,) plane 
Gaussian distribution N(0, 0:). We measure the particle position every 0.1 
time units in purely random Gaussian noise, viz., r(ti) = x(t,) + w(tJ. We 
wish to bring the particle back to the x axis at 2 = 1 by application of two 
impulses of acceleration applied at times (K,, k,), k, being the last impulse 
time. The control is perfect, Ski f 0, and limited by 
I f4cl I + I dkz I 5 PO = Al; I ‘7Ci I 5i $ki> 
The optimal control policy may be shown to be as follows [l]. At step k, 
the optimal policy is to minimize 1 Ek2 + Aek,iik, [ subject to the constraint 
[ &, 1 I min (&*, I,+) for any L(x,) that is monotonic nondecreasing in 
j xN 1. This result simply states that at the last step we should do the best 
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we can to null the estimated miss. If we consider L(xN) = A&, then at step K, 
the optimal control has the following characteristics (Fig. 2). In the plane 
(Gkl, pie,), there exists a region inside of which the optimal control is identically 
zero (Inaction Region). This region is bounded in &I by the maximum allow- 
able impulse at step A,, and otherwise by a smooth curve that eventually 
intersects the Sk1 axis. If (.Gk,, pkl) falls outside of the Inaction Region, the 
optimal control brings the point (&, + &,u:,, &I - ) u:, I) to the boundary 
Ii 
-1.0 
-2.0 
If 
k, 
FIG. 3. The optimal control u:, vs. &., 
of the Inaction Region as shown in Fig. 2. The optimal control is plotted in 
Fig. 3 for a typical set of parameters with two different values of j&1 and with 
#kl = &* = 2. Note that we have assumed 1 A+ 1 > 1 Akz I, else “;I = 0. 
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