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In this paper, we present a segmentation methodology of handwritten documents in their distinct entities,
namely, text lines and words. Text line segmentation is achieved by applying Hough transform on a subset
of the document image connected components. A post-processing step includes the correction of possible
false alarms, the detection of text lines that Hough transform failed to create and finally the efficient
separation of vertically connected characters using a novel method based on skeletonization. Word seg-
mentation is addressed as a two class problem. The distances between adjacent overlapped components
in a text line are calculated using the combination of two distance metrics and each of them is categorized
either as an inter- or an intra-word distance in a Gaussian mixture modeling framework. The performance
of the proposed methodology is based on a consistent and concrete evaluation methodology that uses
suitable performance measures in order to compare the text line segmentation and word segmentation
results against the corresponding ground truth annotation. The efficiency of the proposed methodology
is demonstrated by experimentation conducted on two different datasets: (a) on the test set of the
ICDAR2007 handwriting segmentation competition and (b) on a set of historical handwritten documents.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Segmentation of a document image into its basic entities, namely,
text lines and words, is considered as a non trivial problem to solve in
the field of handwritten document recognition. The difficulties that
arise in handwritten documents make the segmentation procedure a
challenging task. Different types of difficulties are encountered in the
text line segmentation and the word segmentation procedure. In the
case of text line segmentation procedure, major difficulties include
the difference in the skew angle between lines on the page or even
along the same text line, overlapping words and adjacent text lines
touching. Furthermore, the frequent appearance of accents in many
languages (e.g. French, Greek) makes the text line segmentation a
challenging task. In the case of word segmentation, difficulties that
arise include the appearance of skew and slant in the text line, the
existence of punctuation marks along the text line and the non-
uniformspacingofwordswhichisacommonresidualinhandwritten
documents.
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In this paper, we present a segmentation methodology of hand-
written documents in their distinct entities, namely, text lines and
words. The main novelties of the proposed approach consist of (i) the
extension of a previously published work for text line segmentation
[1] taking into account an improved methodology for the separation
of vertically connected text lines and (ii) a new word segmentation
technique based on an efficient distinction of inter and intra-word
gaps using the combination of two different distance metrics. The
distance metrics that we use comprise the Euclidean distance metric
and the convex hull-based metric. The distinction of the two classes
is considered as an unsupervised clustering problem for which we
make use of the Gaussian mixture theory in order to model the two
classes. Extensive experimentation proves the efficiency of the pro-
posed methodology against different combinations of gap metrics on
two different datasets including (a) modern and (b) historical hand-
written documents. The test set of ICDAR2007 handwriting segmen-
tation competition is used as the set of modern handwritten doc-
uments. A consistent benchmarking enables the comparison of the
proposed methodology against the state-of-the-art.
The paper is organized as follows: Section 2 is dedicated to the
related work for text line and word segmentation of handwritten
documents. In Section 3, the proposed methodology to segment text
lines is detailed. Section 4 deals with the proposed word segmenta-
tion method. In Section 5, we present the experimental results and,
finally, Section 6 describes conclusions and future work.3170 G. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183
2. Related work
A wide variety of segmentation methods for handwritten docu-
ments has been reported in the literature. We categorize these meth-
ods depending on whether they refer to text line segmentation, word
segmentation or both text line and word segmentation. To this end,
an analytical description of the related work on the text line seg-
mentation problem is presented in Section 2.1. Section 2.2 refers to
the word segmentation methodologies that exist in the literature. Fi-
nally, Section 2.3 presents description of works that encounter both
text line and word segmentation problems.
2.1. Text line segmentation
There are mainly three basic categories that these methods lie
in: methods making use of the projection profiles, methods that are
based on the Hough transform and, finally, smearing methods. Also,
several methods exist that cannot be included in a certain category
since they do not share a common guideline.
Methods that make use of the projection profiles include parti-
tioning into vertical strips and horizontal run calculation [2] as well
as calculation of the projection profiles of every vertical strip (chunk)
and traverse around any obstructing handwritten connected com-
ponent (CC) by associating it to the text line above or below [3].A c -
cording to methods that make use of the Hough transform, a set of
points of the initial image comprise the input while the lines that fit
best to this set of points are calculated. The set of points considered
in the voting procedure of the Hough transform is usually either the
gravity centers [4] or minima points [5] of the CCs. A recent block
based Hough transform approach [1] takes into account the gravity
centers of parts of CCs. Smearing methods include the fuzzy RLSA
[6] and the adaptive RLSA [7]. The fuzzy RLSA measure is calculated
for every pixel on the initial image and describes “how far one can
see when standing at a pixel along horizontal direction”. The adap-
tive RLSA is an extension of the classical RLSA [8] in the sense that
additional smoothing constraints are set in regard to the geometri-
cal properties of neighboring CCs. Other methodologies include the
use of the adaptive local connectivity map [9] by summing the in-
tensities of each pixel's neighbors in the horizontal direction, the
use of foreground/background transitions counting combined with
a min-cut/max-flow graph cut algorithm [10] as well as of the the-
ory of Kalman filtering to detect text lines on low resolution images
[11]. An overview of text line segmentation methods is presented in
Table 1. For a more detailed description of methodologies for text
line segmentation, interested readers should consult [12].
2.2. Word segmentation
Algorithms dealing with word segmentation in the literature are
based primarily on analysis of geometric relationship of adjacent
components. Components are either CCs or overlapped components
(OCs). An OC is defined as a set of CCs whose projection profiles
overlap in the vertical direction. Related work for the problem of
word segmentation differs in two aspects. The first aspect is the
way the distance of adjacent components is calculated while the
second aspect concerns the approach used to classify the previously
calculated distances as either between word gaps or within word
gaps. Most of the methodologies described in the literature have a
preprocessing stage which includes noise removal, skew and slant
correction.
Many distance metrics are defined in the literature. Seni et al.
[22] presented eight different distance metrics. These included the
bounding box distance, the minimum and average run-length dis-
tance, the Euclidean distance and different combinations of them
which depend on several heuristics. A thorough evaluation of the
proposed metrics was described. A different distance metric was de-
fined by Mahadevan [23] which was called convex hull-based met-
ric. After comparing this metric with some of the metrics of [22]
concluded that the convex hull-based metric performs better than
the other ones. Kim et al. [24] investigated the problem of word
segmentation in handwritten Korean text lines. To this end, they
used three well-known metrics in their experiments: the bounding
box distance, the run-length/Euclidean distance and the convex hull-
based distance. For the classification of the distances, the authors
considered three clustering techniques: the average linkage method,
the modified Max method and the sequential clustering. Their ex-
perimental results showed that the best performance was obtained
by the sequential clustering technique using all three gap metrics.
Varga and Bunke [25] extended classical word extraction techniques
by incorporating a tree structure. Since classical word segmentation
techniques depend solely on a single threshold value, they tried to
improve the existent theory by letting the decision about a gap to be
taken not only in terms of a threshold but also in terms of its con-
text, i.e. the relative sizes of the surrounding gaps. Experiments that
have been conducted with different gap metrics as well as threshold
types showed that their methodology yielded improvements over
conventional word extraction methods.
In all the aforementioned methodologies the gap classification
threshold used derives: (i) from the processing of the calculated dis-
tances, (ii) from the processing of the whole text line image or (iii) af-
ter the implementation of a clustering technique over the estimated
distances. There also exist methodologies in the literature that make
use of classifiers for the final decision of whether a gap is a between
word gap or a within word gap [26–28]. An early published work
making use of classifiers for the word segmentation problem is the
work of Kim and Govindaraju [26]. After a character segmentation
methodology which was performed in the whole text line image to
determine the possible segmentation points and the calculation of a
feature vector for every possible segmentation point, a simple neu-
ral network was adopted to determine the segmentation points. The
neural network used had eight input units, four hidden units and
one output unit. A similar work was presented in [27] by Huang and
Srihari. This approach claimed two differences from previous meth-
ods: (i) the gap metric was computed by combining three different
distance measures, which avoided the weakness of each of the indi-
vidual one and thus provided a more reliable distance measure and
(ii) besides the local features, such as the current gap, a new set
of global features were also extracted to help the classifier make a
better decision. The classification was done by using a three-layer
neural network. The feature vector contained eleven features. The
neural network had eleven input units, four hidden units and two
output units. The authors report a 90.82% overall accuracy on the
“Cedar Letter” documents while the method described in [26] pre-
sented an accuracy of 87.36%. Finally, a different approach was pre-
sented from Luthy et al. [28]. The problem of segmenting a text line
into words was considered as a text line recognition task, adapted
to the characteristics of segmentation. That is, at a certain position
of a text line, it had to be decided whether the considered position
belonged to a letter of a word, or to a space between two words. For
this purpose, three different recognizers based on hidden Markov
models were designed, and results of writer-dependent as well as
writer-independent experiments were reported.
2.3. Text line and word segmentation
Apart from papers that deal only with the text line or the word
segmentation problem, there exist works that consider both the text
line and word segmentation problem. In these works, the input to
the methodology is a handwritten page image (in contrast to the
methodologies presented in Section 2.2 where a text line imageG. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183 3171
Table 1
Text line segmentation methods of handwritten documents.
Authors Category Short description
Bruzzone and Coffetti [2] Projection profiles
method
The algorithm is based on the analysis of horizontal run projections and connected components grouping
and splitting on a partition of the input image into vertical strips, in order to deal with undulate or
skewed text. Goal of the algorithm is to preserve the ascending and descending characters from been
corrupted by arbitrary cuts. The algorithm has been designed for cursive text and it can be applied also
to hand-printed one
Arivazhagan et al. [3] Projection profiles
method
The projection profile of every vertical strip (chunk) is calculated. The first candidate lines are extracted
among the first chunks. These lines traverse around any obstructing handwritten connected component
by associating it to the text line above or below. This decision is made by either (i) modeling the text
lines as bivariate Gaussian densities and evaluating the probability of the component for each Gaussian
or (ii) the probability obtained from a distance metric
Likforman et al. [4] Hough transform
method
Potential alignments are hypothesized in the Hough domain and validated in the image domain. The
gravity centers of the connected components are the units for the Hough transform
Pu and Shi [5] Hough transform
method
The Hough transform is first applied to minima points (units) in a vertical strip on the left of the image.
The alignments in the Hough domain are searched starting from a main direction, by grouping cells in
an exhaustive search in six directions. Then a moving window, associated with a clustering scheme in
the image domain, assigns the remaining units to alignments. The clustering scheme (natural learning
algorithm) allows the creation of new lines starting from the middle of the pages
Louloudis et al. [1] Hough transform
method
The methodology incorporates a block based Hough transform approach which takes into account the
gravity centers of parts of connected components. After the first candidate text line extraction, a post-
processing step is used to correct possible splitting as well as to detect text lines that the previous
step did not reveal. A key idea in the whole procedure is the partitioning of the connected component
domain into three distinct sub-domains each of which is treated in a different manner
Shi and Govindaraju [6] Smearing method The fuzzy RLSA measure is calculated for every pixel on the initial image and describes “how far one
can see when standing at a pixel along horizontal direction”. By applying this measure, a new grayscale
image is created which is binarized and the lines of text are extracted from the new image
Gatos et al. [7] Smearing method The adaptive RLSA is an extension of the classical RLSA in the sense that additional smoothing constraints
are set in regard to the geometrical properties of neighboring connected components. The replacement
of background pixels with foreground pixels is performed when these constraints are satisfied
Shi et al. [9] Other A methodology that makes use of the adaptive local connectivity map. The input to the method is a
grayscale image. A new image is calculated by summing the intensities of each pixel's neighbors in the
horizontal direction. Since the new image is also a grayscale image, a thresholding technique is applied
and the connected components are grouped into location maps by using a grouping method
Douglas et al. [10] Other A technique that uses the count of foreground/background transitions in a binarized image to determine
areas of the document that are likely to be text lines. Also, a min-cut/max-flow graph cut algorithm
is used to split up text areas that appear to encompass more than one line of text. A merging of text
lines containing relatively little text information to nearby text lines is then applied
Lemaitre and Camillerapp [11] Other A methodology which is based on a notion of perceptive vision: at a certain distance, text lines can be
seen as line segments. This method is based on the theory of Kalman filtering to detect text lines on
low resolution images
Nicolas et al. [13] Other A method that confronts the problem from an Artificial Intelligence perspective. The aim is to cluster
the connected components of the document into homogeneous sets that correspond to the text lines
of the document. To solve this problem, a search over the graph that is defined by the connected
components as vertices and the distances among them as edges is applied
Li et al. [14] Other A technique that models text line detection as an image segmentation problem by enhancing text line
structures using a Gaussian window and adopting the level set method to evolve text line boundaries
Weliwitage et al. [15] Other A method that involves cut text minimization for segmentation of text lines from handwritten English
documents. In doing so, an optimization technique is applied which varies the cutting angle and start
location to minimize the text pixels cut while tracking between two text lines
Basu et al. [16] Other A technique for multi-skewed document of handwritten English or Bengali text. It is assumed that
hypothetical water flows, from both left and right sides of the image frame, face obstruction from
characters of text lines. The stripes of areas left unwetted on the image frame are finally labeled for
extraction of text lines
Yin and Liu [17] Other An approach based on minimum spanning tree (MST) clustering with new distance measures. First, the
connected components of the document image are grouped into a tree by MST clustering with a new
distance measure. The edges of the tree are then dynamically cut to form text lines by using a new
objective function for finding the number of clusters. This approach is totally parameter-free and can
apply to various documents with multi-skewed and curved lines
Yin and Liu [18] Other A methodology based on minimum spanning tree (MST) clustering with distance learning. Given a
distance metric, the connected components of the document image are grouped into a tree structure.
Text lines are extracted by dynamically cutting the edges of the tree using a new objective function. For
avoiding artificial parameters and improving the segmentation accuracy, the distance metric is designed
by supervised learning
Stamatopoulos et al. [19] Other A combination method of different segmentation techniques is presented. The goal is to exploit the
segmentation results of complementary techniques and specific features of the initial image so as to
generate improved segmentation results
Roy et al. [20] Other A technique that is based on morphological operation and run-length smearing. At first RLSA is applied
to get individual word as a component. Next, the foreground portion of this smoothed image is eroded
to get some seed components from the individual words of the document. Erosion is also done on
background portions to find some boundary information of text lines. Finally, using the positional
information of the seed components and the boundary information, the lines are segmented
Du et al. [21] Other A method that is based on the Mumford–Shah model is described. The algorithm is script independent.
In addition, morphing is used to remove overlaps between neighbouring text lines and connect broken
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was used as input). Manmatha [29] presented a methodology to ex-
tract words from handwritten historical documents. The input was a
grayscale handwritten page image. The text line segmentation pro-
cedure was based on the calculation of the vertical projection profile.
The vertical projection profile was smoothed with a Gaussian filter
in order to eliminate false alarms and to reduce sensitivity to noise.
The local maxima of the smoothed profile defined the space between
text lines. The methodology for word segmentation was based on
the creation of blobs. A blob can be regarded as a connected region
in space. In order to calculate the blobs, a differential expression
based on second order partial Gaussian derivatives was used. The
experimental results reported a word error rate of 17.4% based on
the assumption that a hit was counted if only 60% of the area of the
word was found in the result. Ataer et al. [30] presented a method-
ology in which both text line segmentation and word segmentation
procedures made use of projection profiles. The experimental results
showed 100% accuracy on the text line segmentation procedure and
82% accuracy on word segmentation. The work of Marti and Bunke
[31] was based on the projection profiles for text line segmenta-
tion. They used the convex hull-based metric for the computation
of the distances of adjacent components and a threshold to classify
the calculated distances which was based on characteristics of the
text line image to be segmented. The threshold was defined per text
line. Kim et al. [32] presented a system that performed word recog-
nition starting from a handwritten document image. The text line
segmentation module was based on the notion that the baseline of
a handwritten text line is well-defined, as people seem to write on
an imaginary line on which the core of each word of the text line
resides. This imaginary baseline was approximated by the local min-
ima points of each CC. The word segmentation module used was the
one described in [26]. Experimental results showed an overall 95.3%
accuracy on 20 document images of different writing styles (discrete,
cursive, mixed) for text line segmentation and 94.5% accuracy for
word segmentation. Recently, Stafylakis et al. [33] presented a novel
methodology for both text line and word segmentation. The text line
segmentation module used a Viterbi algorithm while an SVM-based
metric was adopted to locate words in each text line.
3. Text line segmentation
The proposed methodology for text line segmentation in hand-
written document images deals with the following challenges: (i)
each text line that appears in the document may have an arbitrary
skew angle and converse skew angle along the text line, (ii) text lines
may have different skew directions, (iii) accents may be cited either
above or below the text line and (iv) parts of neighboring text lines
may be connected.
The text line segmentation methodology is based on [1] and in-
cludes three stages: (i) pre-processing, (ii) Hough transform mapping
and (iii) post-processing, wherein a novel methodology is presented
for the efficient separation of vertically connected characters.
3.1. Pre-processing
The pre-processing stage consists of three steps. In the first step,
theCCsofthebinaryimageareextracted. Then,theaveragecharacter
height AH for the whole document image is calculated based on the
average height of all CCs. We assume that the average character
height equals to the average character width AW. The final step
includes the partitioning of the CCs domain into three sub-domains
which are denoted as “Subset 1”, “Subset 2” and “Subset 3”. These
sub-domains are treated in a different manner by the methodology.
“Subset 1” is expected to contain all components which corre-
spond to the majority of the characters with size which satisfies the
following constraints:
(0.5 ∗ AHH<3 ∗ AH)a n d( 0 . 5 ∗ AWW)( 1 )
where H, W denote the component's height and width, respectively,
and AH, AW denote the average character height and the average
character width, respectively.
“Subset 2” is expected to contain all large CCs. Large components
are either capital letters or characters from adjacent text lines which
touch each other. The height of these components is defined by the
following equation:
H3 ∗ AH (2)
Finally, “Subset 3” should contain characters like accents, punc-
tuation marks and small characters. The equation that defines this
set is
((H<3 ∗ AH)a n d( 0 . 5 ∗ AW >W)) or
((H<0.5 ∗ AH)a n d( 0 . 5 ∗ AW <W)) (3)
3.2. Hough transform mapping
In this stage, Hough transform takes into consideration only the
CCs' “Subset 1”. In our approach, instead of having only one repre-
sentative point for every CC, a partitioning is applied for each CC
lying in “Subset 1”, to equally sized blocks, so as to have more repre-
sentative points voting in the Hough domain. An exception might be
applied on the rightmost block. The width of each block is defined
by the average character width AW. An example is shown in Fig. 1.
After the creation of blocks, we calculate the gravity center of the
CC contained in each block. The set of all these points contributes to
the Hough transform.
The Hough transform is a line to point transformation from the
Cartesian space to the Polar coordinate space. A line in the Cartesian
coordinate space is described by the equation
x cos() + y sin() = p (4)
It is easily observed that the line in the Cartesian space is repre-
sented by a point in the Polar coordinate space whose coordinates
are p and . Every gravity center in the subset corresponds to a set
of cells in the accumulator array of the (p,) domain. To construct
the Hough domain, the resolution along  direction was set to 1◦
letting  take values in the range of 85–95◦ and the resolution along
p direction was set to 0.2∗AH (as in [4]).
After the computation of the accumulator array we proceed to the
following procedure: We detect the cell (pi,i) having the maximum
contribution and we assign to the text line (pi,i) all points that vote
in the area (pi − 5,i)...(pi + 5,i). To decide whether a CC belongs
to a text line, at least half of the points representing the correspond-
ing blocks must be assigned to this area. After the assignment of a
CC to a text line, all votes that correspond to this particular CC are
removed from the Hough transform accumulator array. This proce-
dure is repeated until cell (pi,i) having the maximum contribution
contains less than n1 votes in order to avoid false alarms. During the
evolution of the procedure, the dominant skew angle of currently
detected lines is calculated. In the case that the cell (pi,i) has a max-
imum contribution less than n2 (n2>n1), an additional constraint
is applied upon which, a text line is valid only if the correspond-
ing skew angle of the line deviates from the dominant skew angle
less than 2◦.
3.3. Post-processing
The post-processing stage consists of two steps. At the first step,
(i) a merging technique over the result of the Hough transform isG. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183 3173
Fig. 1. An example showing the partitioning of connected components to blocks of width AW and the corresponding gravity centers. All connected components not placed
in a bounding box correspond to either “Subset 2” or “Subset 3”.
Fig. 2. Example of a connected component that is not split. (a) lines yi; (b) area
under green `dotted' line checked in Eq. (5); (c) final result.
Fig. 3. Example of a connected component that is split into two parts. (a) lines yi;
(b) zone Z1 (starting from green `dotted' line to blue `solid' line); (c) final result.
applied to correct some false alarms and (ii) CCs of “Subset 1” that
were not clustered to any line are examined to determine whether
a new line is detected (see [1]). After the detection of the final set of
lines, all components lying in “Subset 3” as well as those unclassified
components of “Subset 1” become grouped to the closest line.
The second step deals with large components lying in the sub-
domain “Subset 2”. All components of this subset mainly belong to
n detected text lines (n > 1). Our novel methodology for splitting
these components consists of the following:
(A) Calculate yi, which are the average y values of the intersection
of detected line i and the CCs' bounding box (i = 1...n)( s e e
Figs. 2–4(a)).
(B) Exclude from the procedure the last line n if the condition at Eq.
(5) is not satisfied.

xe
ye
x=xs
y=yn−(yn−yn−1)/10
I(x,y)

xe
ye
x=xs
y=yn−1
I(x,y)
>0.08 (5)
where (xs,ys), (xe,ye) are the coordinates of the bounding box
of the component (see Fig. 2(b) and (c)) and I the image of the
component (value 1 for foreground and 0 for background pixels).
Eq. (5) verifies that the component area near line n is due to
a vertical character merging and not due to a long character
descender from text line n−1( s e eFig. 2(c)).
Fig. 4. Example of a connected component split into three parts. (a) lines yi;( b )
zone Zi (starting from green `dotted' line to blue `solid' line); (c) final result.
(C) For every line i, i = 1...n−1, we define zones Zi taking into ac-
count the following constraint:
yi +
yi+1 − yi
2
<y<yi+1 (6)
Then, we compute the skeleton of the CC, detect all junction
points and remove them from the skeleton if they lie inside
zone Zi. If no junction point exists in the segmentation zone
Zi we remove all skeleton points on the center of the zone
(Figs. 3(b) and 4(b)).
(D) For every zone zi flag with id `1' the skeleton parts that intersect
with line i. All other parts are flagged with id `2'. Finally, in
each zone zi separation of the initial CC into different segments
is accomplished by assigning to a pixel the id of the closest
skeleton pixel (Figs. 3(c) and 4(c)).
4. Word segmentation
The word segmentation procedure is divided into two steps. The
first step deals with the computation of the distances of adjacent
components in the text line image and the second step concerns the3174 G. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183
Fig. 5. (a) A text line image and (b) the same text line after skew correction.
Fig. 6. (a) A text line image and (b) the same text line after slant correction.
classification of the previously computed distances as either inter-
word gaps or inter-character gaps. For the first step, we propose
the average of two different metrics: the Euclidean distance metric
[22] and the convex hull-based metric [23]. The classification of the
computed distances is performed using a well-known methodology
from the area of unsupervised clustering techniques, the Gaussian
mixtures.
4.1. Distance computation
In order to calculate the distance of adjacent components in the
text line image, a pre-processing procedure is applied. The pre-
processing procedure concerns the correction of the skew angle as
well as the dominant slant angle [34] of the text line image (Figs. 5
and 6). The computation of the gap metric is considered not on the
CCs but on the OCs, where an OC is defined as a set of CCs whose
projection profiles overlap in the vertical direction (see Fig. 7).
We define as distance of two adjacent OCs the average value of
the Euclidean distance and the convex hull-based distance. The Eu-
clidean distance between two adjacent OCs is defined as the mini-
mum Euclidean distance among the Euclidean distances of all pairs
of points of the two adjacent OCs (Fig. 8). For the calculation of the
Euclidean distance we apply a fast scheme that takes into consider-
ation only a subset of the pixels of the left and right OCs instead of
the whole number of black pixels. In order to define the subset of
pixels of the left OC, we include in this subset the rightmost black
pixel of every scanline. The subset of pixels for the right OC is de-
fined by including the leftmost black pixel of every scanline. Finally,
the Euclidean distance of the two OCs is defined as the minimum of
the Euclidean distances of all pairs of pixels.
We calculate the convex hull-based metric as follows: Given a
pair of adjacent OCs Ci and Ci+l,l e tHi and Hi+l be their convex hulls,
respectively. Let L be the line joining the centers of gravity (or cen-
troid) of Hi and Hi+l.L e tPi and Pi+l be the points of intersection of
L with the hulls Hi and Hi+l, respectively. The gap between the two
convex hulls is defined as the Euclidean distance between the points
Pi and Pi+l (see Fig. 9).
4.2. Gap classification
For the gap classification problem a novel approach is used. This
approach is based on the unsupervised classification of the already
computed distances into two distinct classes representing the word
inter-class and the word intra-class, respectively. To this end, we
adopt the use of Gaussian mixtures, a methodology which, to the
best of our knowledge, was never used in previous works on word
segmentation. A mixture model based clustering is based on the idea
that each cluster is mathematically presented by a parametric distri-
bution. We have a two clusters problem so every cluster is modeled
with a Gaussian distribution. The algorithm that is used to calculate
the parameters for the Gaussians is the EM algorithm. We use this
methodology since the Gaussian mixtures is a well known unsuper-
vised clustering technique with many advantages which comprise:
(i) the mixture model covers the data well, (ii) a density estima-
tion for each cluster can be obtained and (iii) a “soft” classification
is available. For a detailed description on the Gaussian mixtures the
reader should consult [35].
5. Evaluation and experimental results
5.1. Performance evaluation methodology
In the literature, the performance evaluation of a segmentation
algorithm is mainly based on visual criteria in order to calculate the
percentage of the correct segments. Manual observation of the seg-
mentation result is a very tedious, time consuming and not in all
cases unbiased process. To avoid user intervention, we use an auto-
matic performance evaluation technique based on comparing the de-
tected segmentation result with an already annotated ground truth.
Similar evaluation strategies have been followed in several docu-
ment segmentation competitions, such as ICDAR2003, ICDAR2005
and ICDAR2007 [36–38] page segmentation and ICDAR2007 hand-
writing segmentation competitions [7]. The performance evaluation
is based on counting the number of matches between the areas de-
tected by the algorithm and the areas in the ground truth. We use
a table whose values are calculated according to the overlap of the
labeled pixel sets as either text lines or words and the ground truth.
Let I be the set of all image points, Gi the set of all points inside the
i text line (or word) ground truth region, Rj the set of all points inside
the j text line (or word) result region, T(s) a function that counts
the elements of set s. Table MatchScore(i,j) represents the matching
results of the i ground truth region and the j result region as follows:
MatchScore (i,j) =
T(Gi ∩ Rj ∩ I)
T((Gi ∪ Rj) ∩ I)
(7)
The performance evaluator searches within the MatchScore Table
for pairs of one-to-one, one-to-many or many-to-one matches. We
call a pair one-to-one match (o2o) if the matching score for this
pair is equal to or above the evaluator's acceptance threshold th.A
g_one-to-many match (go2m) is a ground truth text line (word) that
“partially” matches with two or more text lines (or words) in the
detected result. A g_many-to-one match (gm2o) corresponds to two
ormoregroundtruthtextlines(orwords)that“partially”matchwith
one detected text line (or word). A d_one-to-many match (do2m)i s
a detected text line (or word) that “partially” matches two or more
text lines (or words) in the ground truth. Finally, a d_many-to-one
match (dm2o) corresponds to two or more detected text lines (orG. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183 3175
Fig. 7. The overlapped components of the text line image are defined based on the projection profile.
Fig. 8. The arrows define the Euclidean distances between adjacent overlapped
components.
words) that “partially” match one text line (or word) in the ground
truth.
If N is the count of ground truth segments (text lines or words), M
is the count of result segments (text lines or words), and w1, w2, w3,
w4, w5, w6 are pre-determined weights, we calculate the detection
rate (DR) and recognition accuracy (RA) as follows:
DR = w1
o2o
N
+ w2
g_o2m
N
+ w3
g_m2o
N
(8)
RA = w4
o2o
M
+ w5
d_o2m
M
+ w6
d_m2o
M
(9)
where the entities o2o, g_o2m, g_m2o, d_o2m and d_m2o are calcu-
lated from MatchScore table (Eq. (7)) following the steps of [39] and
correspond to the number of one-to-one, g_one-to-many, g_many-
to-one, d_one-to-many and d_many-to-one, respectively.
A global performance metric can be defined if we combine the
values of DR and RA. We can define the following F-Measure (FM):
FM =
2 ∗ DR ∗ RA
DR + RA
(10)
5.2. Experimental results
The proposed methodology is tested on a modern set of handwrit-
ten images as well as on a historical set of handwritten images. The
modern set that we use is the test set of the ICDAR2007 handwriting
segmentation competition [7]. To this end, we conducted several ex-
periments which are described in detail in the following sections. For
the sake of comparison we implemented three state of the art tech-
niques for text line segmentation and two for word segmentation.
For text line segmentation we implemented the projection profiles
[30], the fuzzy RLSA [6] and the Hough based approach described in
[4]. The techniques to which we compare the proposed methodol-
ogy for the word segmentation procedure are the projection profiles
[30] and the RLSA [8]. Parameters n1 and n2 in the proposed text
line segmentation methodology (Section 3.2) are experimentally de-
fined (n1 = 5, n2 = 9). Also, the evaluator's acceptance threshold th
(Section 5.1) for text line and word segmentation is defined 0.95 and
0.9, respectively, in order to comply with the corresponding values
of the ICDAR2007 handwriting segmentation contest [7].
5.2.1. The modern handwritten set
The modern set of handwritten images is the test set of IC-
DAR2007 handwriting segmentation competition and contains 80
images. None of the documents include any non-text elements (such
as lines, drawings, pictures and logos) and are all written in several
languages including English, French, German and Greek. Almost all
documents have two or more adjacent text lines touching in several
areas. Some of them have variable skew angles among text lines.
Furthermore, there are document images having text lines with dif-
ferent skew directions as well as document images having text lines
with converse skew angles along the same text line. The appearance
of accents is common in Greek and French handwritten documents.
All documents are written from different writers and in the major-
ity of the documents the distance of adjacent text lines is very small
leading to a highly dense text. For all images, we have the corre-
sponding ground truth in terms of text lines and words. The total
number of text lines is 1773, while the corresponding number for
words is 13311.
The detailed comparative results for text line segmentation in
terms of DR, RA, FM and the number of matches are given in Table 2.
In this table we also include all methodologies that participated in
the handwriting segmentation competition of ICDAR2007. It is worth
noting that our methodology slightly outperforms all the other ap-
proaches achieving DR 97.4% and RA 97.4%. Figs. 10 and 11 contain
two text line segmentation results of the proposed methodology as
well as of the three state-of-the-art methodologies.
Concerning word segmentation, we combined the distance met-
rics defined in Section 4.1 with two gap classification techniques.
These comprise (i) the proposed Gaussian mixture classification
methodology and (ii) the methodology described in [40] that uses
the median of the lengths of the white pixels on the scanline which
has the maximum number of black to white transitions. Table
3 contains experimental results for word segmentation in terms
of DR, RA, FM and the number of matches. The average value of
both distance metrics when using the proposed gap classification
methodology (Gaussian mixtures) yields the best results (DR: 93.9%;
RA: 90.8%). The word segmentation module takes as input the re-
sult of the proposed text line segmentation technique. Although,
there is a small improvement in performance between the proposed
methodology and the one presented in [40], the advantage of the
proposed methodology is that it is parameter free, contrary to the
methodology described in [40] where an experimentally defined
factor is required for the calculation of the final threshold. Finally,
Table 4 contains experimental results after combination of all text
line segmentation methods with all word segmentation methods.
In this table we have also included the results of all methodolo-
gies that participated in the ICDAR2007 Handwriting segmentation
competition. As it is reported in Table 4, the proposed method-
ology outperforms all other methodologies. In order to visualize
the results of the word segmentation procedure we demonstrate
the word segmentation result of the proposed methodology and of
the best combinations of text line and word segmentation on two
handwritten documents in Figs. 12 and 13, respectively.
5.2.2. The historical handwritten set
The set of historical handwritten images contains 40 images taken
from the historical archives of the University of Athens [41] and from
George Washington's collection from the Library of Congress [42].
Both subsets contain images with relatively straight text lines while
the text is rather sparse. The appearance of accents is common on
Greek historical handwritten documents. Finally, all documents are
writtenbydifferentwriters.Forallimages,wehavemanuallycreated
the corresponding ground truth in terms of text lines and words.
The total number of text lines was 1095 while the corresponding
number for words was 8576.
The detailed comparative results for text line segmentation in
terms of DR, RA, FM and the number of matches are listed in Table 5.3176 G. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183
Fig. 9. (a) Handwritten text line image (b) zoomed version of handwritten text line image. The convex hulls are defined with the blue color. The green line determines the
line segment that connects two gravity centers. Finally, the red line segment is the convex hull-based distance.
Table 2
Comparative experimental results for line segmentation over the test set of ICDAR2007 handwriting segmentation competition.
Line segmentation NMD R R A F M o 2og o 2mg m 2od o 2md m 2o
Projection [30] 1773 1610 58.3 66.5 62.1 925 222 216 102 482
Fuzzy RLSA [6] 1773 1813 77.6 75.3 76.4 1288 76 277 126 186
Hough [4] 1773 1984 88.5 78.4 83.1 1532 14 136 66 29
ICDAR2007 Handwriting Competition
ILSP_LWSeg 1773 1773 97.3 97 97.1 1713 5 34 17 10
PARC 1773 1756 92.2 93 92.6 1604 40 76 34 85
UOA-HT 1773 1770 95.5 95.4 95.4 1674 14 54 27 28
BESUS 1773 1904 86.6 79.7 83 1494 9 151 72 21
DUTH-ARLSA 1773 1894 73.9 70.2 72 1214 149 227 107 354
RLSA 1773 1877 44.3 45.4 44.8 632 264 346 122 757
Proposed 1773 1770 97.4 97.4 97.4 1717 6 34 17 13
Fig. 10. Text line segmentation result on a Greek handwritten document produced by (a) proposed method; (b) Hough method [4]; (c) fuzzy RLSA method [6] and (d)
projection profile method [30].G. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183 3177
Fig. 11. Text line segmentation result on a cursive English handwritten document produced by (a) proposed method; (b) Hough method [4]; (c) fuzzy RLSA method [6] and
(d) projection profile method [30].
Table 3
Experimental results for word segmentation using combinations of distance metrics and gap classification methodologies over the test set of ICDAR2007 handwriting
segmentation competition.
Distance metric Classification methods NMD R R A F M o 2og o 2mg m 2od o 2md m 2o
Euclidean Convex LT GM
CC 13311 13322 91.8 91.7 91.7 11933 326 869 410 732
CC 13311 13249 91.8 92.3 92.0 11953 334 779 367 764
CC C 13311 13334 92.4 92.1 92.2 12018 302 828 390 673
CC 13311 13666 93.4 90.3 91.8 12106 202 1137 535 427
CC 13311 13622 93.2 90.5 91.8 12093 206 1082 514 454
CC C 13311 13655 93.9 90.8 92.3 12190 175 1062 503 3713178 G. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183
Table 4
Comparative experimental results for line and word segmentation over the test set of ICDAR2007 handwriting segmentation competition.
Line segmentation Word segmentation NMD R R A F M o2og o 2mg m 2od o 2md m 2o
Proposed Proposed 13311 13655 93.9 90.8 92.3 12190 175 1062 503 371
Proposed Projections [30] 13311 17762 85.8 59 69.9 9638 287 6876 2689 742
Proposed RLSA [8] 13311 14931 83 71.2 76.6 9957 395 4022 1699 1045
Hough [4] Proposed 13311 13873 89.8 85.3 87.5 11536 227 1489 670 554
Hough [4] Projections [30] 13311 18734 83.8 54.3 65.9 9309 275 7128 2773 696
Hough [4] RLSA [8] 13311 15306 82 68.3 74.5 9815 329 4118 1723 892
Fuzzy [6] Proposed 13311 12782 81.2 84.5 82.8 10349 450 1391 649 1173
Fuzzy [6] Projections [30] 13311 16581 74.3 55.1 63.3 8165 486 6444 2517 1388
Fuzzy [6] RLSA [8] 13311 15024 81 69 74.5 9644 444 4133 1746 1181
Projections [30] Proposed 13311 11645 64.1 74.8 69.0 7956 721 1594 724 2336
Projections [30] Projections [30] 13311 15803 60.1 47 52.7 6308 655 6140 2330 2176
Projections [30] RLSA [8] 13311 13826 75.3 70.8 73.0 8971 741 3513 1484 1811
ICDAR2007 Handwriting Competition
ILSP-LWSeg ILSP-LWSeg 13311 13027 90.3 92.4 91.3 11732 303 834 378 819
PARC PARC 13311 14965 84.3 72.8 78.1 10246 422 3482 1524 1088
UOA-HT UOA-HT 13311 13824 91.7 87.6 89.6 11794 263 1418 668 602
BESUS BESUS 13311 19091 80.7 52 63.3 9114 327 6172 2449 823
DUTH-ARLSA DUTH-ARLSA 13311 16220 80.2 61.3 69.5 9100 394 5896 2440 954
RLSA RLSA 13311 13792 76.9 74 75.4 9566 639 2064 920 1633
Fig. 12. Word segmentation result on Greek handwritten document when using (a) proposed methodology, (b) Hough [4] for line segmentation and RLSA [8] for word
segmentation, (c) fuzzy RLSA [6] for line segmentation and RLSA [8] for word segmentation and (d) projection profile [30] for line segmentation and RLSA [8] for word
segmentation.
It is worth pointing out that our methodology outperforms the other
three approaches achieving DR 98.9% and RA 99.1%. Fig. 14 contains
a document image after text line segmentation using the proposed
methodology and the three state of the art text line segmentation
techniques.
The same combination of experiments that is applied for the mod-
ern set is also applied on the historical set on the word segmentation
problem. Table 6 contains the experimental results in terms of DR,
RA, FM and the number of matches. It is clear that the average of
the two distance metrics using Gaussian mixtures as the gap classi-
fication methodology yields the best results (DR: 86.8%/RA: 84.2%).
The input to the word segmentation module is the result of the pro-
posed methodology for text line segmentation (as is the case for the
modern set). Table 7 contains experimental results after combinationG. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183 3179
Fig. 13. Word segmentation result on cursive English handwritten document when using (a) proposed methodology, (b) Hough [4] for line segmentation and RLSA [8] for
word segmentation, (c) fuzzy RLSA [6] for line segmentation and RLSA [8] for word segmentation and (d) projection profile [30] for line segmentation and RLSA [8] for
word segmentation.
Table 5
Comparative experimental results for line segmentation over the historical set.
Line segmentation NMD R R A F M o 2og o 2mg m 2od o 2md m 2o
Projection [30] 1095 1098 77.4 77.2 77.3 800 63 128 57 134
Fuzzy [6] 1095 1093 83.9 83 83.4 881 19 132 65 41
Hough [4] 1095 1511 76.8 51.6 61.7 718 3 493 242 7
Proposed 1095 1093 98.9 99.1 99.0 1082 2 4 2 4
of all text line segmentation methods with all word segmentation
methods. In order to visualize the results of the word segmentation
procedures we demonstrate the word segmentation result of the
proposed methodology and of the best combination of text line and
word segmentation in Fig. 15.
Fig. 16 summarizes some problems that are encountered at the
word segmentation procedure. Due to non uniform spacing between
adjacent words there are cases that parts of adjacent words are
merged (undersegmentation) and cases where parts of the same
word are split into two or more words (oversegmentation). The3180 G. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183
Fig. 14. Text line segmentation result on a historical document produced by (a) proposed method; (b) Hough method [4]; (c) fuzzy RLSA method [6] and (d) projection
profile method [30].
Table 6
Experimental results for word segmentation using different distance metrics and different classification methods over the historical set.
Distance metric Classification methods NMD R R A F M o 2og o 2mg m 2od o 2md m 2o
Euclidean Convex LT GM
CC 8576 8080 81.1 87.8 84.3 6655 697 510 235 1546
CC 8576 8282 81.8 85.9 83.8 6674 643 733 342 1419
CC C 8576 8305 83.4 87.2 85.3 6854 586 630 292 1280
CC 8576 8685 85.9 84.8 85.3 7022 444 953 440 959
CC 8576 8810 85.1 82.5 83.8 6895 445 1190 554 956
CC C 8576 8809 86.8 84.2 85.5 7087 397 1050 485 843G. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183 3181
Table 7
Comparative experimental results for line and word segmentation over the historical set.
Line segmentation Word segmentation NM D R R A F M o 2og o 2mg m 2od o 2md m 2o
Proposed Proposed 8576 8809 86.8 84.2 85.5 7087 397 1050 485 843
Proposed Projections [30] 8576 8869 67.7 66.4 67.0 5053 914 2118 907 2448
Proposed RLSA [8] 8576 10056 64.7 53.1 58.3 4611 684 3096 1264 1665
Hough [4] Proposed 8576 11698 72 47.9 57.5 5035 371 4217 1454 863
Hough [4] Projections [30] 8576 11453 63 45.4 52.8 4215 823 3955 1705 2241
Hough [4] RLSA [8] 8576 9946 60.6 50.1 54.9 4275 669 3022 1236 1631
Fuzzy [6] Proposed 8576 8818 80.3 77.6 78.9 6454 456 1278 597 981
Fuzzy [6] Projections [30] 8576 8887 62.2 60.6 61.4 4502 942 2394 1036 2529
Fuzzy [6] RLSA [8] 8576 10084 63.7 52 57.3 4512 691 3113 1268 1679
Projections [30] Proposed 8576 8324 72.9 75.9 74.4 5789 598 1256 558 1561
Projections [30] Projections [30] 8576 8930 57.9 56.4 57.1 4161 926 2294 959 2573
Projections [30] RLSA [8] 8576 9865 62.8 52.8 57.4 4420 770 3010 1229 1871
Fig. 15. Word segmentation result on a historical document when using (a) proposed methodology, (b) Hough [4] for line segmentation and RLSA [8] for word segmentation,
(c) fuzzy RLSA [6] for line segmentation and RLSA [8] for word segmentation and (d) projection profile [30] for line segmentation and RLSA [8] for word segmentation.3182 G. Louloudis et al. / Pattern Recognition 42 (2009) 3169--3183
Fig. 16. Indicative errors of the proposed word segmentation methodology. Arrows indicate components on the result that are either undersegmented or oversegmented.
Table 8
Computational costs for text line segmentation.
Text line segmentation methodologies Time (s)
Fuzzy run-length 25.0
Projection profiles [26] 0.1
Hough [4] 0.2
Proposed 0.4
Table 9
Detailed computational costs of the proposed word segmentation method.
Computational cost for proposed segmentation methodology Time (s)
Skew detection and correction 2.2
Slant detection and correction 12.2
Gaussian mixture classification 0.9
Total 18.2
problem is even more obvious on the historical documents.
Table 8 presents the computational cost of all text line segmen-
tation methodologies that are involved in our experimentation pro-
cedure. The environment used for development was Borland C++ 6
while the PC used was an Intel Core 2 Quad at 2.8Ghz with 4Gb of
Ram. The typical size of the binary image is 2500×2000. Finally, Table
9 contains the computational cost of the proposed word segmenta-
tion method. We give detailed times for skew and slant detection
and correction as well as Gaussian mixture classification. From this
table it is obvious that most of the time is consumed for the detec-
tion and correction of the dominant slant angle.
6. Conclusions and future work
In this paper, we present a segmentation methodology of hand-
written documents in their distinct entities, namely, text lines and
words. The main novelties of the proposed approach consist of (i) the
extension of a previously published work for text line segmentation
[1] taking into account an improved methodology for the separation
of vertically connected text lines and (ii) a new word segmentation
technique based on an efficient distinction of inter and intra-word
gaps using the combination of two different distance metrics. The
distance metrics that we use comprise the Euclidean distance metric
and the convex hull-based metric. The distinction of the two classes
is considered as an unsupervised clustering problem for which we
make use of the Gaussian mixture theory in order to model the two
classes. From our experimental results it is shown that the proposed
methodology outperforms existing state-of-the-art methods for text
line and word segmentation in handwritten documents. Future work
mainly concerns the improvement of the proposed word segmenta-
tion methodology using a punctuation detection method as well as a
feedback from the character segmentation and recognition modules.
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