We consider the problem of estimating the principal components of a population correlation matrix from a limited number of measurement data. Using a combination of random matrix and information-theoretic tools, we show that all the eigenmodes of the sample correlation matrices are informative, and not only the top ones. We show how this information can be exploited when prior information about the principal component, such as whether it is localized or not, is available by mapping the estimation problem onto the search for the ground state of a spin-glass-like effective Hamiltonian encoding the prior. Results are illustrated numerically on the spiked covariance model.
PACS numbers:
Introduction. The availability of large-scale measurements of the dynamical evolution of complex systems, such as in biology, finance, sociology, ... calls for new methods to extract information from those data. Of crucial importance is the characterization of the correlation structure of the data, which reflects the underlying interaction network between the system components. A widely-used technique is principal component analysis (PCA), which retains only the components corresponding to the largest eigenvalues of the empirical correlation matrix computed from the data, considered as most informative. PCA applications range from computer vision [1] to finance [2] , to neuroscience [3] and many others. PCA can, however, be inefficient in some cases [4] , in particular when the number T of available data is comparable to the number N of system components, a situation referred to as high-dimensional data analysis [5] . In this Letter we focus on one aspect of this question, namely, how to estimate the main eigenmode(s) of the 'true' system correlation matrix at large N/T ratio. We show that considering only the main components of the empirical correlation matrix, as PCA does, is generally not optimal, and that taking into account the eigenmodes associated to the low eigenvalues can greatly improved the quality of the predictions.
To fix notations let us consider a collection of N Gaussian random variables x i (i = 1, . . . , N ), with zero means and (population) covariances C ij . Assume we have observed T independent realizations of those variables, which define the N × T -dimensional rectangular matrix X, e.g. X 3,2 corresponds to the second observation of variable x 3 . The ratio r = N/T is hereafter called sampling noise, with perfect sampling corresponding to the limit case r → 0. The empirical covariance matrix, C ≡ 1 T X · X † , also called sample covariance matrix is an estimator of the population correlation matrix C. Let us callξ m , m = 1, 2, ..., N , the normalized eigenvectors ofĈ, corresponding to eigenvaluesλ 1 ≥λ 2 ≥ ... ≥λ m . Similarly we call ξ m and λ m the normalized eigenvectors and eigenvalues (ranked in decreasing order) of C.
While the distribution of the eigenvalues ofĈ is well characterized [6] , much less is known about its eigenvectors, see [7] and references therein. We want to estimate the top component ξ 1 . A simple estimator is provided bŷ ξ 1 , which is naturally expected to be exact when r → 0 (in the absence of eigenvalue degeneracy), see Fig. 1 . For finite r, however,ξ 1 is generally not a perfect estimator, and we show below how the knowledge of the other empirical eigenvectorsξ m , with m ≥ 2, may considerably help to improve the estimate of ξ 1 . To do so we study the scalar products w m ≡ξ m · ξ 1 (Fig. 1) . Those overlaps are stochastic variables with zero mean, and variances w 2 m , where · denotes the average over X. We show that the variances w Last of all, we present one practical application where the knowledge of the overlaps w m helps us to improve our prediction of the top component ξ 1 .
Calculation of the mean squared overlaps. Let ρ(λ) be the density of eigenvalue of C, andρ(λ) = 1 N m δ(λ − λ m ) be the average density of eigenvalues ofĈ. We define W 2 (λ,λ) as the mean squared overlap, multiplied by N , between the eigenvectors of C and C associated to, respectively, the eigenvalues λ andλ; The rescaled overlaps are recovered through the relations
. (1) Function g includes the off-diagonal elements of the resolvent ofĈ, which are discarded in the usual calculation of the densityρ. g is intimately related to
We calculate g in Eq.
(1) using an extension of the Edwards-Jones formalism [8] and the replica trick:
the action is given by S η (φ,φ) = dλρ(λ)ln (µ − λ)(μ − λφ)−η + 1 r ln(1−rφ)+φφ. In the infinite-N limit the integral over φ andφ in g is dominated by the contribution of the saddle-point of S 0 , φ * ,φ * , roots of
Matching the leading terms of the order of 1/µ when µ → ∞ in Eqs. (1) and (3) gives us the expression for the Stieltjes transform ofρ,
This equation allows us to calculate the 'noise-dressed' densityρ, which depends on r throughφ * , from the knowledge of ρ. We then obtain
in the limit of ǫ → 0 + , as one can verify by direct inspection of Eq. (1) and using the Sokhotski-Plemelj identity. Eqs. (3-4) agree with existing results [6, 9] , found with different methods. Our replica-based approach is simpler and provides all the moments of the overlap distribution, through the derivatives of the action S η in η = 0. Our formalism shows that the distribution of W m is Gaussian in the N → ∞ limit, with a variance given by Eq. (5), and gives in addition the large deviations of W m for large but finite N [10] .
Application to the spiked covariance model. While all the calculations listed above hold for any matrix C we illustrate them on the popular spiked covariance model, in which all but one eigenvalue, say, λ 1 ≡ γ, are equal to unity. The eigenvalue spectrum is given by
with α = 1 N → 0 in the infinite-size limit. Eigenvalue γ represents the 'signal', with its associated eigenvector ξ 1 . We consider the case γ > 1 below, but similar results are found for γ < 1.
The saddle-point order parameters φ * ,φ * are computed from the extremization of S 0 , with ρ given by Eq. (6) for vanishing α. We then computeρ from Eq. (4). For 'weak' signals, γ < γ c (r) ≡ 1 + √ r, ρ coincides with the spectrum of the correlation matrix of N independent variables, the so-called Marcenko-
are the edges of the distribution [31] . For 'strong' signal, γ > γ c (r), the spectrumρ is equal to the MP spectrum up to small corrections of the order of α, plus a Dirac distribution separated from the MP bulk, centered in
and of mass α. The onset of a signal-related eigenvaluê γ at the critical value of γ = γ c (r) was first reported in [12] and mathematically proven in [13] . Similar 'retarded learning' transitions are encountered in models of neural networks [14] and in the Gaussian Matrix ensemble [8] .
The rescaled squared overlaps W 2 between the eigenvectors of C andĈ are straightforwardly obtained from Eqs. (3) and (5). As we are interested in the projections of the sample eigenvectors onto the signal eigenmode ξ 1 we fix λ = γ. Forλ ∈ [λ − (r);λ + (r)] spanning the MP bulk spectrum we obtain
The excellent agreement between this theoretical prediction and numerical simulations is shown in Fig. 2 . W 2 in Eq. (8) is an increasing function ofλ, which diverges only at the MP edgeλ =λ + (r) and for the critical signal eigenvalue γ = γ c (r). In addition, for γ > γ c (r), we obtain the overlap between the top eigenvectors of C andĈ. Keeping in mind that the mass α of the Dirac distribution inλ =γ stands for 1 N we get recovering the result in [15, 16] , applied in several contexts [17, 18] . We stress that the results above are valid for the density ρ in Eq. (6) in the α → 0 limit. In principle W 2 can be calculated with our formalism for any distribution ρ.
All empirical eigenvectorsξ m are informative about ξ 1 . To quantify the information about the component ξ 1 contained in the eigenvectorsξ m we introduce the mutual information I between those variables. I(Y, Z) is defined as the difference between the entropy of variable Y and the entropy of Y conditioned to Z; it measures how much the knowledge of Z reduces the uncertainty on the estimate of Y . I is non-negative and vanishes if and only if Y and Z are independent [19] .
We first choose Y = ξ 1 , Z =ξ 1 . Under the assumption that both eigenvectors are Gaussianly distributed, holding when N → ∞ [20] , the mutual information per variable for the spiked covariance model reads [19] 1
where w 2 1 is given by Eq. (9), and is plotted in Fig. 3 . The information conveyed by the empirical principal componentξ 1 on its population counterpart ξ 1 is a monotonously increasing function of γ when γ > γ c (r), and vanishes for γ < γ c (r). Standard inference procedures, estimating the principal component from the first empirical eigenvector [21] , therefore fail for weak signal.
Let us now choose Y = ξ 1 , Z = {ξ m ; 2 ≤ m ≤ f N }, with f ≤ 1. Assuming that correlations between overlaps are negligible for large N the mutual information between the principal component and the fraction f of the top eigenvectors in the MP spectrum can be calculated within the replica symmetric framework [10] , with the result
where Λ(f ) is such that f = λ) . The Edwards-Anderson order parameter q is the square of the expectation value of ξ 1 conditioned to the empirical eigenvectors {ξ m }, andq is the conjugated force. The mutual information is plotted in Fig. 3 as a function Inference with prior knowledge about the principal component. Based on the study of the overlaps w m above we may express the principal component ξ 1 as a weighted sum of the sample eigenvectors,
where the σ m 's are Gaussian variables of zero means, and unit variances (m ≥ 2), and we have neglected the O(1/ √ N ) fluctuations of the overlap w 1 . Equation (12) implicitly defines the likelihood of the component ξ 1 given the sample eigenvectors. In the absence of any prior information the average value of ξ 1 is simply equal to w 2 1 ξ 1 , and vanishes in the weak signal regime. This estimate discards the information contained in the sample eigenvectorsξ m .
In many practical applications, however, prior knowledge over the principal components is available, such as the entries of those components are positive, sparse, bounded from above, etc ... A physically-sound prior knowledge we consider hereafter is the localization of principal components, found to be important for the identification of site in contacts on the three-dimensional structure of proteins [22] , or in the study of phonons in liquid crystals [23, 24] . Drawing our inspiration from condensed matter physics we consider the inverse participation ratio
and look for estimates of the principal component with large IPR. More precisely the objective function to be maximized is the log-posterior distribution of ξ 1 , which sums the IPR in Eq. (13) and the log-likelihood implicitly defined by Eq. (12) . To simplify this computational problem we consider a discrete version of Eq. (12), where the σ m 's are constrained to take ±1 values. As a result we have at our disposal a pool of 2 N −1 candidate components for ξ 1 with equal log-likelihoods. We can then simply look for the binary configuration {σ m ; m ≥ 2} in this pool, which maximizes the IPR.
The IPR in Eq. (13), once expressed in terms of the σ m 's, may be interpreted as minus the Hamiltonian of an effective spin system, with a mixture of k-body interactions, where k ranges from 1 to 4. The interactions are non-linear combinations of the eigenmodes components, and may have positive or negative signs. This spinglass Hamiltonian is strongly reminiscent of the Hopfield model [25] . Each entry (ξ 1 ) i , i = 1, ..., N , of the principal component may be interpreted as the 'magnetization' of the spin configuration along the 'pattern' i, whose m th entry is w 2 m (ξ m ) i . Our Hamiltonian is quartic in the magnetizations, and not quadratic as in the Hopfield model.
To find the ground state of −IPR, denoted by ξ
, we resort to simulated annealing with a Monte Carlo scheme [32] . The overlap between ξ (GS) 1 and ξ 1 is shown for different sizes N in Fig. 4 . We find a better (higher) value than the one corresponding to the naive estimate based onξ 1 . The improvement is maximal for γ close to γ c (r), that is, in the critical region separating weak from strong signals. Remarkably, while the naive estimate breaks down for γ < γ c (r) regime in the large N limit this does not seem to be the case for our procedure. The inset of Fig. 4 suggests the existence of a second transition point, well inside the weak signal regime, above which ξ 1 may be approximately inferred even for large system sizes. Below this second transition point the ground state vector ξ
is not aligned along ξ 1 any longer. This phenomenon is confirmed by exhaustive searches of the configuration space for small sizes N < 25. This transition is strongly reminiscent of the phase diagram of the Hopfield model [26] : at low temperatures and intermediate loads (below the critical load ≃ 0.14) the patterns to be stored correspond to local minima of the Hopfield Hamiltonian, and are uncorrelated with the ground state. Conclusions. We have described a general formalism for the calculation of the distributions of the overlaps (namely, the scalar products) between the eigenvectors of the true (population) correlation matrix and the ones of its empirical (sample) counterpart. Our framework reproduces and unifies already existing results on the second moments of those overlaps in a compact way; in addition it allows us to compute all the higher moments [10] , extending what has been done so far on the large deviations of the eigenvalues in uncorrelated ensembles [27, 28] . Our calculation of the mutual information between the population and sample eigenvectors shows that eigenvectors with low eigenvalues are strongly informative about the population principal components. We have described a general procedure capable of exploiting this information in the presence of prior knowledge, by mapping the inference problem onto the search for the the ground state of a spin-glass-like Hamiltonian coding for the prior. We have shown the efficiency of the approach when one knows a priori that the top components are localized and the values of the overlaps. It would be interesting to apply our procedure to different priors, in order to test the generality of the (second) transition found in the weak signal regime, or in cases where the value of the overlaps is unknown and eigenvalue-cleaning techniques [9, 29] ) must be used for their estimation. Our approach could also be extended to infer more than one principal components. While the case of a finite number of separated eigenvalues (multiple-spiked covariance model) is straightforward, it would be interesting to consider O(N )-dimensional degenerate subspaces, as in [30] .
