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In Abwesenheit gemeinsamer globaler Normen stellt die private Ordnungsbildung eine
bedeutende Quelle für die Regelung grenzüberschreitender Kommunikation im Internet
dar. Plattformbetreiber treten hier als Vermittler vielfältiger Kommunikationsweisen
auf, für die sie private Regeln mit transnationalem Geltungsbereich setzen. Die Disserta-
tion untersucht anhand von sechs digitalen Plattformen - Facebook, Twitter, YouTube,
Tumblr, Flickr und Pinterest - die Herausbildungsprozesse dieser Regeln über einen Zeit-
raum von zehn Jahren. Zwei Fragen leiten die Arbeit: (1) Welche sind die institutionellen
Merkmale einer Norm- und Regelsetzung durch digitale Plattformen für die grenzüber-
schreitende Kommunikation der Nutzer*innen? (2) Wie lassen sich die Prozesse der Her-
ausbildung und des Wandels institutioneller Regeln für die Nutzerkommunikation von
Plattformen zeitlich plausibilisieren? Der theoretische Beitrag der Arbeit ist, eine institu-
tionelle Perspektive auf die private Governance von Plattformen und den Wandel dieser
Governance-Form zu entwerfen. Etablierte Modelle der Selbstregulierung und der Selbs-
torganisation im Medienbereich müssen dafür notwendigerweise um ein Modell trans-
nationaler privater Governance ergänzt werden. Hierzu wird das Paradigma des Private
Ordering der Internet-Governance-Forschung aufgegriffen. Um schließlich den Wandel
privater Plattformregeln nachzuvollziehen, wird auf den diskursiven Institutionalismus
abgestellt. Damit rücken Diskurse über Regeln in den Mittelpunkt der Erklärung für in-
stitutionellen Wandel. Empirisch nähert sich die Arbeit der schwer beobachtbaren Go-
vernance der Plattformen durch eine Dokumenten- und Diskursanalyse. Die Untersu-
chung historischer Versionen der Nutzungsbedingungen und Gemeinschaftsstandards
der Plattformen und die Rekonstruktion des begleitenden Mediendiskurses über etwa
zehn Jahre bilden die Datengrundlage. Im Ergebnis lässt sich zeigen, dass die Gover-
nance durch Plattformen, sowohl hinsichtlich der Transnationalität als auch des Private
Ordering, neue Regelungsstrukturen und -instrumente befördert. Das bevorzugte In-
strument ist eine Governance durch Vertrag im Privatrecht. Zudem ]indet eine gesell-
schaftliche Auseinandersetzung über spezi]ische Regeln, programmatische Ideen und in-
stitutionelle Leitbilder einer Governance durch Plattformen statt. Verhandelt wird dabei
die Angemessenheit, die Anwendbarkeit und die Legitimität einer Plattform-Governance
als Ganze. Es lässt sich zeigen, dass sich die private Ordnungsbildung als ein dominantes






In the absence of globally shared norms, private ordering provides an important source
for how cross-border communication is governed on the Internet. Especially, commerci-
al online-platforms have become central intermediaries of user communication for
which they set private rules with transnational scope. This dissertation focuses on six di-
gital platforms as cases — Facebook, Twitter, YouTube, Tumblr, Flickr and Pinterest — to
examine the processes by which these rules develop over a period of ten years. The work
is guided by two questions: (1)What are the institutional characteristics of the norm- and
rule-setting by digital platforms for cross-border communication of users? (2) How can the
emergence and change of these institutional rules for user communication be explained
over time? As a theoretical contribution, an institutional perspective on private gover-
nance by platforms is developed. Models of self-regulation and self-organisation, as esta-
blished in media governance research, must necessarily be complemented by a model of
transnational private governance. For this purpose, reference is made to the paradigm of
‘private ordering’ in Internet governance research. Furthermore, in order to understand
emergence and change of platform rules, discursive institutionalism is used as a theore-
tical approach. Thus, discourses on norms and rules are at the center of explanation for
why institutional change is happening. Empirically, the work approaches the governance
by platforms, which is dif]icult to observe systematically, by combining document and
discourse analysis. The investigation of historical versions of platforms’ terms of
services and community standards as well as the reconstruction of the accompanying
media discourse over about ten years build the basis for qualitative data analysis. As a
result, it can be shown that the governance by platforms promotes new regulatory struc-
tures and instruments for cross-border online communication, both with regard to its
transnational scope and in the de]inition of the private side of governance. The preferred
instrument can be regarded as governance by contract. In addition, there are public de-
bates surrounding speci]ic platform policies, programmatic ideas and institutional prin-
ciples of a governance by platforms. Its adequacy, applicability and legitimacy as a whole
are being negotiated. In summary, it can be shown that the formation of private order
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Um das Jahr 2012 berichteten Medien auffällig häu]ig über Fälle sogenannter Content-
Takedowns digitaler Plattformen wie Facebook, YouTube und Twitter. Es waren meist
die betroffenen Nutzer*innen1 selbst, die berichteten, dass ein bestimmtes Foto, ein
Kommentar oder ein Video plötzlich nicht mehr online zu ]inden gewesen sei. Stattdes-
sen hätten sie eine Nachricht von der Plattform erhalten, die besagt habe, dass ihr Bei-
trag	gegen	die	Nutzungsbedingungen	verstoßen	hätte	und	deshalb	entfernt	worden	sei.	
Facebook löste zu jener Zeit eine längere Diskussion aus, da das Unternehmen Fotos
von stillenden Müttern entfernt hatte, auf denen die Brustwarzen der Frauen zu sehen
waren. Unter dem öffentlichen Druck von Interessengruppen formulierte Facebook eine
explizite Ausnahme von der ansonsten eher strikten Regel zur Darstellung von Nacktheit
und erlaubte diese Darstellungen fortan.2 Die Plattform Twitter hatte in jenem Jahr mit
Besitzer*innen von Nutzerkonten zu tun, die den damaligen indischen Premierminister
Manmohan Singh personi]izierten und in Teilen parodierten. Parodien öffentlicher Per-
sonen sind auf Twitter erlaubt. Die populären Konten wurden dennoch gesperrt, da sie,
wie es hieß, über das Satirische hinaus den Premierminister verunglimpften und gegen
die Nutzungsbedingungen verstießen.3 YouTube und sein Mutterkonzern Google veröf-
fentlichten im Jahr 2012 einen weiteren sogenannten Transparenzbericht. Darin veran-
schaulicht das Unternehmen seit einiger Zeit regelmäßig den Umfang der Anfragen von
Regierungen und Behörden aus aller Welt, gewisse als rechtswidrig erachtete Nutzerin-
halte vom Dienst zu entfernen. Google bot im genannten Jahr detaillierte Einblicke in ei-
nige, wenn auch nicht die meisten der Anfragen. Zum Beispiel gab das Unternehmen an,
1 In der vorliegenden Arbeit wird sich um eine geschlechterinklusive Sprache bemüht. Statt des generischen Mas-
kulinums wird deshalb der Gender-Stern (Asterisk*) eingesetzt. Die Verwendung des Asterisk leitet sich aus der
Computersprache ab und dient dort als Platzhalter für eine Kombination von Buchstaben. Verzichtet wird auf
den Asterisk nur bei Wortkopplungen (‚Nutzerregeln‘) oder wenn aus stilistischen Gründen Organisationen per-
sonalisiert	werden	(‚Plattformbetreiber‘	statt	‚Unternehmen,	die	eine	Plattform	im	Internet	betreiben‘).
2 Gillespie (2018a: Kap. 6) rekonstruiert die Kontroverse um die Darstellungen von stillenden Müttern und die
Reaktion	von	Facebook	ausführlich	in	seinem	neuesten	Buch.
3 Unter	anderem	berichtete	The	Hindu	Times	am	26.	August	2012	über	diesen	Fall.
dass es der Aufforderung einer kanadischen Behörde, das YouTube-Video eines kanadi-
schen Bürgers zu löschen, der darin auf seinen Pass uriniert und diesen die Toilette hin-
unterspült, nicht nachgekommen sei. Einer britischen Aufforderung, 640 Videos von fünf
Benutzerkonten zu entfernen, die angeblich den Terrorismus unterstützen, sei dagegen
Folge geleistet worden, nachdem Google festgestellt habe, dass die Nutzer*innen die Ge-
meinschaftsrichtlinien	missachteten.4
Dies sind lediglich drei Episoden, über die im Jahr 2012 in den Medien berichtet
wurde. Es sind nur drei von zahlreichen anderen Vorfällen, die in den vergangenen Jah-
ren öffentlich diskutiert wurden. Und es sind nur drei bekannt gewordene Fälle, die ei-
ner enormen Anzahl nicht öffentlicher Entscheidungen gegenüberstehen, die kontinu-
ierlich ‒ 24 Stunden am Tag und sieben Tage die Woche ‒ im Sinne der Plattformen
getroffen	werden.
Das	Untersuchungsproblem
Diese Episoden illustrieren verschiedene Zusammenhänge, die für die heutige Regelung
gesellschaftlicher Kommunikation relevant sind. Im Sinne der vorliegenden Abhandlung
wird mit diesen Zusammenhängen vor allem das Untersuchungsproblem für eine wis-
senschaftliche Bearbeitung formuliert. Erstens: Die Episoden in all ihrer Unterschied-
lichkeit der Situationen und Kontexte verdeutlichen zusammengenommen die hochgra-
dig komplexen Dynamiken der Kommunikation auf digitalen Plattformen. Private
Unternehmen wie Facebook, Twitter und YouTube stellen eine Infrastruktur für die so-
ziale Kommunikation einer möglichst breiten Öffentlichkeit zur Verfügung. Diese Platt-
formen werden heutzutage für alle möglichen Arten der Kommunikation in allen mögli-
chen Kontexten genutzt. Sie reichen etwa von intimen Darstellungen aus dem
persönlichen Leben über Grenzen des Humors bis zu terroristischer Propaganda. Zwei-
tens: Aus den genannten Episoden geht hervor, dass es sich hier um grenzüberschreiten-
de Kommunikations]lüsse handelt. Die Zahl der weltweiten Nutzer*innen von Plattfor-
men übersteigt mittlerweile die Millionengrenze um ein Vielfaches. Die entsprechenden
Regelungsverfahren der Plattformen setzen sich gleichsam über die Grenzen einer natio-
nalstaatlichen Kommunikationsordnung hinweg. Drittens: Es sind ebendiese kommerzi-
ellen Plattformen, die eine beträchtliche Entscheidungshoheit darüber besitzen, welche




Kommunikation akzeptabel ist und welche nicht. Sie bewerten dies auf der Grundlage
und unter Abwägung der Nutzungsbedingungen sowie weiterer Regelwerke, die sie for-
muliert haben und jederzeit ändern können. Durch die Zustimmung der Nutzer*innen
wird ihnen das Recht, indes nicht die Verp]lichtung zur Kontrolle und Sanktionierung
der	Nutzerinhalte	eingeräumt.	
In Abwesenheit gemeinsamer globaler Normen und Gesetze repräsentiert die priva-
te Ordnungsbildung somit eine bedeutsame Quelle für die Regelung gesellschaftlicher
Kommunikation im Internet. Plattformbetreiber*innen treten hier als zentrale Vermitt-
ler*innen vielfältiger Kommunikationsweisen auf, für die sie Normen und Regeln mit
transnationalem Geltungsbereich aufstellen. Auf Basis dieser institutionellen Regeln er-
möglichen sie und beschränken gleichzeitig die Kommunikation der Nutzer*innen. Sie
setzen und ändern folglich kontinuierlich die Bedingungen, nach denen Informationen
gesucht,	empfangen	und	verbreitet	werden.	
Die drei Episoden zeigen darüber hinaus Folgendes: Vieles über diese Zusammen-
hänge ist über die Medien bekannt geworden. Diese berichten über kontroverse Einzel-
fälle, in denen Nutzerinhalte gelöscht wurden, und hinterfragen die grundsätzlichen Prä-
missen einer Kommunikationsregelung durch Plattformen. Mehr und mehr solcher
Vorfälle schufen in den vergangenen Jahren eine gestiegene Aufmerksamkeit seitens der
Medien, die wiederum eine neue kritische Öffentlichkeit zum Thema der Plattform-Go-
vernance entstehen ließ. Dies ist ein Abbild gesellschaftlicher Relevanzkonstruktion. So-
bald ein Thema relevant wird, wird es auch kontrovers diskutiert. Umgekehrt verweisen
Kontroversen im Diskurs auf Relevanz. Dies scheint hinsichtlich der Governance von
Plattformen	für	die	grenzüberschreitende	Kommunikation	der	Fall	zu	sein.
Ziele	der	Arbeit
Die digitalen Plattformen fungieren heute als Vermittler und Kuratoren interpersonaler
Kommunikation und öffentlicher Diskurse. Es besteht dringender denn je ein Bedarf, die
private Ordnungsbildung der digitalen Kommunikationsplattformen selbst zu theoreti-
sieren, um diesbezüglich zu einem neuen Verständnis institutioneller Regeln und Prakti-
ken zu gelangen sowie die zentralen Leitideen und die damit verbundenen sozialen Me-
chanismen einer Ordnungsbildung im Bereich der Online-Kommunikation klarzustellen.
In der vorliegenden Studie soll daher die Genese institutioneller Regeln als Fundament
einer privaten Governance zur Regelung der Nutzerkommunikation untersucht werden.
I. Einführung 3
Besonderes Augenmerk wird dabei auf Theorien und Methoden gelegt, die geeignet er-
scheinen,	diese	Prozesse	zu	untersuchen.








Der theoretische Beitrag der vorliegenden Arbeit besteht darin, eine institutionelle Per-
spektive auf die private Governance von Plattformen und den Wandel dieser neuen Go-
vernance-Form zu entwerfen. Geleitet durch die Media-Governance-Forschung der Kom-
munikationswissenschaft sowie fundiert durch Ansätze der Neuen Institutionentheorie,
sollen sowohl die institutionellen Merkmale einer Governance der Plattformen heraus-
gearbeitet als auch die Prozesse dieser Ordnungsbildung plausibel rekonstruiert wer-
den. Etablierte Modelle der Selbstregulierung und der Selbstorganisation im Medien-
bereich müssen dafür notwendigerweise um ein Modell transnationaler privater
Governance ergänzt werden. Den Vorschlägen von Sigrid Quack (2006) für eine dynami-
sche Governance-Analyse folgend, sollen darüber hinaus die Herausbildung und der
Wandel dieser Regeln nachvollzogen werden. Hierfür wird auf diskursiv und kommuni-
kativ orientierte Ansätze der Neuen Institutionentheorie abgestellt. In diesen werden
die Diskurse über Regeln in den Mittelpunkt der Erklärung für einen institutionellen
Wandel gerückt. Sie lenken damit den Blick auf die interaktiven Prozesse der Aushand-
lung und Verdrängung, der Habitualisierung und Durchsetzung verschiedener, auch wi-
dersprüchlicher Governance-Formen. Zusammenfassend kann man durch die theoreti-
sche Argumentation zu einem kommunikationstheoretischen Verständnis von
Governance als ein „kommunikationsintensive[r] Interaktionsprozess“ (Schuppert 2006:
453) gelangen, in dem die Interdependenzen zwischen Akteuren diskursiv sichtbar
werden.
Mit Blick auf das Forschungsdesign wird mit den kommunikativen und diskursiven
Ansätzen des Neoinstitutionalismus eine Brücke zwischen Theorie und Methode ge-
schlagen. Mithin emp]iehlt es sich, sich der schwierig beobachtbaren Governance der
4 I. Einführung
 
Plattformen in Form einer Kombination aus Dokumenten- und Diskursanalyse systema-
tisch zu nähern. Die Untersuchung historischer Versionen der Nutzungsbedingungen
und Gemeinschaftsstandards von sechs bekannten Plattformen in Verbindung mit einer
Rekonstruktion des begleitenden Mediendiskurses über mehrere Jahre bildet die Daten-
grundlage	für	die	empirische	Umsetzung.
Die Governance der Plattformen ist in ein Ge]lecht fragmentierter sozialer Normen,
staatlicher Regelungen sowie kultureller Kontexte von Kommunikation eingebettet. Im
Rahmen der vorliegenden Arbeit wird auf diesen normativen und regulativen Kontext
verwiesen, der allerdings nicht systematisch im Sinne eines Rechtsvergleichs oder einer
rechtlichen Einordnung untersucht wird. Das private Regelungshandeln wird damit
nicht gegen die staatlichen Regeln in diesem Bereich abgewogen. Gleichwohl sollte die
öffentliche Ordnungsbildung nicht gänzlich aus dem Fokus verschwinden. So wird eine
private Governance stets als eine durch öffentliches Recht koordinierte und kodi]izierte
Ordnungsbildung verstanden. Es erfolgt schließlich keine rechtliche Auslegung der pri-
vaten Regeln für die Kommunikation. Eine Beurteilung, inwiefern das Handeln der Platt-
formen auch zu einer Einschränkung der Meinungsfreiheit von Nutzerinnen und Nut-
zern führen kann, ist daher nicht möglich und wäre zudem im Kontext des Einzelfalls zu
prüfen. Bei der empirischen Beantwortung der Fragen wird keine Kausalität unterstellt.
Die Herausbildung kann zeitlich plausibel nachvollzogen, aber nur beschränkt erklärt
werden; die tatsächlichen Motive sind nicht nachzuvollziehen. Dessen ungeachtet ist
kein Vergleich der Plattformen untereinander vorgesehen; vielmehr soll die Gesamtheit
der untersuchten Plattformen eine angemessene Bandbreite der institutionellen Ele-
mente und ihrer unterschiedlichen Ausgestaltung sowie des Governance-Diskurses re-
präsentieren. Mit der vorliegenden Abhandlung erfolgt der Versuch einer vorsichtigen,
aber nötigen Verzahnung der Media- mit der Internet-Governance-Forschung. Die Rele-
vanz privater Akteure in der Norm- und Regelsetzung im Internet wird als ein institutio-
nelles	Modell	auf	die	Regelung	gesellschaftlicher	Kommunikation	übertragen.
Argumentationsgang	der	Arbeit
Für die Umsetzung der Ziele und die Beantwortung der Fragestellungen wird die Arbeit
anhand der folgenden Argumentation aufgebaut: Im zweiten Kapitel wird der For-
schungsstand im Kontext der Plattform-Governance anhand konzeptionell-empirischer
Befunde systematisiert. Die breite wissenschaftliche Befassung mit dem Thema erfor-
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dert eine Auswahl relevanter Befunde. In diesem Forschungsüberblick sollen dement-
sprechend drei analytisch hilfreiche Perspektiven auf eine Governance durch Plattfor-
men für die Online-Kommunikation aufgezeigt werden. Dabei sollen Bereiche betrachtet
werden, in denen besondere Kon]liktpotenziale wahrgenommen und angrenzende Pro-
blemstellungen veranschaulicht werden. Dies geschieht einerseits hinsichtlich der Dyna-
miken der Nutzerkommunikation und beobachtbarer Problembereiche (Kap. II.1). Ande-
rerseits wird die Literatur zur normativen Rolle von Plattformen für die Ausübung von
Meinungsfreiheit im Internet sowie zum regulativen Kontext von Plattformen re]lektiert,
wobei vor allem auf die Ausgestaltung des haftungsrechtlichen Rahmens verwiesen wird
(Kap. II.2). Das besondere Interesse des Forschungsüberblicks besteht letztlich darin, Er-
kenntnisse zum eigentlichen Kern der privaten Governance digitaler Plattformen – so-
wie zu deren Regeln und Praktiken – zusammenzutragen und den Themenbereich auf
diese Weise zu spezi]izieren. Die Spezi]ika werden vor allem unter dem Aspekt der Con-
tent-Moderation, das heißt der soziotechnischen Praktiken des Kuratierens, der Kontrol-
le und der Sanktionierung von Nutzerinhalten durch Plattformen in der Forschung dis-
kutiert (Kap. II.3). Mit der Übersicht wird versucht, die Diskussionsstränge mittels eines
Dreiklangs	der	Forschungsperspektiven	nachzuvollziehen.
Nach dieser Öffnung des Forschungsthemas und dessen Perspektiven wird in Kapi-
tel drei die Governance durch Plattformen theoretisch weiter eingegrenzt. Es wird das
Ziel zu erfüllen sein, den Brückenbegriff ‚Governance‘ sinnvoll mit einer Regelungstheo-
rie zu begründen, die institutionellen Merkmale privatwirtschaftlicher Governance für
die Online-Kommunikation herauszuarbeiten und schließlich die dynamischen Prozesse
des institutionellen Wandels anhand kommunikativer sowie diskursiver Interaktion für
das hier formulierte Erkenntnisinteresse zu beleuchten. Die Media-Governance-For-
schung hat sich in jüngster Zeit verstärkt der Institutionentheorie, insbesondere den
neuen institutionentheoretischen Ansätzen, zugewendet, um das neue Phänomen einer
plattformvermittelten Kommunikation zu theoretisieren (Jarren 2016; 2019). Die vorlie-
gende Studie knüpft an die Relevanzbeschreibungen bisheriger Forschungsarbeiten an
(Kap. III.1). Diese haben auch dazu beigetragen, die Beteiligung privater Akteure an der
Regelung gesellschaftlicher Kommunikation in Form der Modelle der Selbstregulierung
und der Selbstorganisation in die Governance der Medien zu integrieren (Puppis
2010b). Die private Ordnungsbildung der Plattformen verlangt jedoch danach, diesbe-
züglich ein neues Modell privater transnationaler Governance für die Kommunikation zu
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ergänzen. Zu diesem Zweck wird auf die Diskussion in der Internet-Governance-For-
schung verwiesen. Dort wurde das sogenannte Private Ordering, das heißt die privat-
wirtschaftliche Ordnungsbildung, basierend auf vertraglichen Vereinbarungen, als ein
vorherrschendes Paradigma im transnationalen Regelungsfeld ‚Internet‘ ausführlich be-
schrieben (Elkin-Koren 2012; Bygrave 2015). Entsprechend werden die Merkmale der
Transnationalität sowie die Institution des Vertrags herausgearbeitet (Kap. III.2.2) und
in einem Modell einer transnationalen privaten Governance für die Kommunikation zu-
sammengefasst. In einem abschließenden Vergleich mit den Modellen der Selbstregulie-
rung und der Selbstorganisation wird dieser Argumentationsschritt zusammengefasst
(Kap.	III.2.4).	
Für die Rekonstruktion der Herausbildungsprozesse institutioneller Plattformre-
geln lässt sich weitergehend theoretischer Gewinn aus neoinstitutionalistischen Ansät-
zen ziehen. In der einschlägigen Forschung wurde bereits dafür argumentiert, die gesell-
schaftlichen Aushandlungsprozesse über Regeln in den Mittelpunkt der Betrachtung zu
rücken. Mit dem Ziel, institutionellen Wandel dynamisch zu analysieren, werden die An-
sätze von Vivien A. Schmidt (2008) zum Discursive Institutionalism und von Joep P. Cor-
nelissen, Rodolphe Durand, Peer C. Fiss, John C. Lammers sowie Eero Vaara (2015) zum
Communicative Institutionalism eingeführt (Kap. III.3.2). Beide Ansätze stellen die Insti-
tutionalisierung von Regeln, Programmen sowie Leitideen unter der Bedingung öffentli-
cher Diskussion und Kommunikation ins Zentrum ihrer Erklärungslogik. Vor diesem
Hintergrund lässt sich in einem Zwischenfazit ein Verständnis einer Governance für die
Kommunikation	durch	kommunikative	Interaktion	begründen	(Kap.	III.4).
Die erarbeiteten theoretisch-begrif]lichen Grundlagen werden im vierten Kapitel in
ein qualitativ-interpretatives Forschungsdesign überführt. Dieses Kapitel ist für die Arg-
umentation besonders ausschlaggebend, da die zuvor angestellten Überlegungen und
Forschungsstrategien nun hinsichtlich der methodologischen Bedingungen detailliert
begründet und untermauert werden müssen. In der Analyse wird auf sechs privatwirt-
schaftliche Plattformen mit Hauptsitz in den USA fokussiert: Facebook, Flickr, Pinterest,
Tumblr, Twitter und YouTube. Es ist erforderlich, diese Auswahl der Fälle zu begründen
und die Herausforderungen einer solchen Forschung herauszustellen (Kap. IV.1–2). Eine
weitere Aufgabe besteht darin, den Regeltext der Plattformen und den diskursiven Kon-
text miteinander zu verknüpfen. Dies geschieht durch die Kombination zweier qualitati-
ver Forschungsmethoden. Die empirische Analyse der historischen Versionen von Nut-
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zungsbedingungen und Gemeinschaftsstandards der untersuchten Plattformen (Kap.
IV.3.1) wird mit einer begleitenden Diskursanalyse zu den Regeln auf der Grundlage der
englischsprachigen Medienberichterstattung kombiniert (Kap. IV.3.2). Für die Erstellung
der Korpora ist jeweils ein eigenes Verfahren nötig, nach dem die Dokumente und Mate-
rialen ausgewählt und analysiert werden. Die geschaffenen Materialkorpora werden mit
Methoden qualitativ-interpretativer Inhaltsanalysen ausgewertet. Dabei wird für die Do-
kumentenanalyse auf die strukturierende qualitative Inhaltsanalyse nach Philipp May-
ring (2015) und für die Diskursanalyse auf einen quanti]izierenden Zugang für die Ana-
lyse öffentlicher Diskurse in Anlehnung an die Vorschläge von William A. Gamson (1988;
Gamson/Modigliani	1989)	zurückgegriffen.	
In Kapitel fünf werden die Befunde der Empirie in enger Anlehnung an die generier-
ten Ergebnisse der Dokumenten- und Diskursanalyse veranschaulicht. Im Fokus steht
die Darstellung des Wandels: einerseits des rekonstruierten faktischen Wandels der
Nutzungsbedingungen und der Gemeinschaftsstandards über einen Zeitraum von etwa
zehn Jahren (Kap. V.1), andererseits der öffentlich wahrgenommene Wandel der Platt-
formregeln, wie er im medienöffentlichen Diskurs über die Jahre reproduziert wird
(Kap. V.2). Dabei sieht das konzeptionelle Forschungsdesign vor, die Entwicklungen zeit-
lich	plausibilisieren	zu	können.	
Im sechsten Kapitel treffen die Ergebnisse der empirischen Untersuchung auf die
vorangegangene theoretische Fundierung und die methodische Umsetzung. Sie werden
in diesem Kapitel hinsichtlich der beiden zentralen Fragestellungen verdichtet. Der Pro-
zess der Herausbildung einer privaten transnationalen Governance der Plattformen
wird anknüpfend an den Vorschlag des diskursiven Institutionalismus auf der Ebene
spezi]ischer Regeln und Policy-Lösungen, an das grundlegendere Programm der Con-
tent-Moderation und an die gesellschaftlich sedimentierten institutionellen Leitideen
dieser Ordnungsbildung diskutiert (Kap. VI.1–3). In Form einer zusammenfassenden Ta-
belle werden die Herausbildung der institutionellen Charakteristiken einer privaten Go-
vernance von Plattformen sowie ihre gegenwärtige Erscheinungsform auf den drei Ebe-
nen	noch	einmal	erläutert	(Kap.	VI.4).	
Mit einer Zusammenfassung der Erkenntnisse und deren Kontextes wird die Arbeit
in Kapitel sieben abgeschlossen. Dabei wird der Blick auch auf die Aspekte gerichtet, die




II Plattform-Governance im Kontext 
der Forschung
Die folgende Übersicht stellt eine analytische Zusammenfassung der jüngeren wissen-
schaftlichen Literatur im Zusammenhang mit Kommunikation, Governance und digitalen
Plattformen dar. Das Hauptziel des Forschungsüberblicks besteht darin, Erkenntnisse
und Befunde zum konkreten Thema der privaten Governance digitaler Plattformen, ih-
rer Regeln und Diskurse zusammenzutragen und diesen Themenbereich zu spezi]izie-
ren. Darüber hinaus wird das Thema kontextualisiert und angrenzende Problemstellun-
gen aufgezeigt. Die Regelung der Kommunikation im Kontext digitaler Plattformen ist
divers, komplex und dynamisch in Hinblick auf die Problemzusammenhänge und die be-
teiligten	Akteure.
Das Phänomen der sozialen Medien ist in der Kommunikationswissenschaft in den
vergangenen 15 Jahren umfangreich und facettenreich bearbeitet worden. Dies offenbart
sich unter anderem daran, dass allein im deutschsprachigen Raum hierzu mehrere Sam-
melbände, Handbücher und kompakte Themenbücher erschienen sind. So enthält das
erstmals 2010 erschienene und 2019 aktualisierte Handbuch Online-Kommunikation von
Wolfgang Schweiger und Klaus Beck (2010; 2019) zentrale Fragestellungen, Themen-
und Anwendungsfelder, die auch zum damals noch neuen Phänomen der sozialen On-
line-Netzwerke einen Bezug herstellen. Bereits konkreter auf diese Angebote und ihre
Nutzungsweisen gemünzt, erschien 2013 das Buch Social Media von Jan-Hinrik Schmidt
(2013) in der Reihe Medienwissen kompakt. Im Jahr 2017 schließlich gaben Schmidt und
Monika Taddicken das Handbuch Soziale Medien heraus (Schmidt/Taddicken 2017a), das
noch einmal die Vielzahl der Einsatzbereiche und Anwendungsfelder sozialer Medien
veranschaulicht und die ]lankierenden Diskussionen zur Privatheit und zum Daten-
schutz, zur Ökonomie sozialer Medien oder zum Recht dieser Dienste erörtert. In jedem
dieser Werke werden die Vielschichtigkeit und die Kontextualität in Bezug auf das Phä-
nomen ‚soziale Medien‘ deutlich, sodass von einer prägenden Durchdringung sozialer
Medien in vielen gesellschaftlichen Lebensbereichen gesprochen werden kann. Diese
reicht von der individuellen Kommunikation bis hin zu den veränderten Strukturen ge-
sellschaftlicher Öffentlichkeit, wie Schmidt und Taddicken (2017b) im Vorwort ihres
Handbuchs konstatieren. In jüngster Zeit ist den neuesten Entwicklungen dieses evolu-
tionären Phänomens im SAGE Handbook of Social Media nachgespürt worden (Burgess
et	al.	2018).	
Ohne große Schwierigkeiten ließe sich ein Großteil der Facetten der Social-Media-
Forschung mit dem Thema dieser Arbeit argumentativ verknüpfen. In diesem For-
schungsüberblick sollen indes analytisch hilfreiche Perspektiven auf die Plattform-Go-
vernance für die Online-Kommunikation dargelegt werden. Dabei sollen auch Bereiche
betrachtet werden, in denen besondere Kon]liktpotenziale wahrgenommen werden. In
den vergangenen Jahren kam es zu einer Reihe technologischer Innovationen im Bereich
der digitalen Kommunikationsplattformen, die insbesondere die Aufmerksamkeit der
Medien auf sich gezogen haben. Die Forschung hat sich in der öffentlichen Diskussion
zunehmend den Fragen und Bedenken gewidmet, die in diesem Zusammenhang aufge-
kommen sind. Mit der Übersicht erfolgt der Versuch, diese Diskussionsstränge mittels ei-
nes Dreiklangs der in der Forschung re]lektierten Perspektiven nachzuvollziehen. Jede
dieser Forschungsperspektiven betrachtet das Phänomen ‚soziale Medien‘ auf einer Ebe-
ne (Mikro-, Makro- und Mesoebene). Die Literatur zu diesen Perspektiven lässt sich zu-
dem jeweils um einen Begriff sortieren, mit denen das Phänomen ‚soziale Medien‘ ge-
nauer	beschrieben	wurde.
Im ersten Teil der Übersicht wird Literatur zusammengetragen, die die kommunika-
tiven Dynamiken auf sozialen Online-Netzwerken untersucht. In dieser Perspektive
wird auf die Mikroebene der einzelnen Teilnehmer und ihre unterschiedlichen Nut-
zungsarten und -formen sozialer Online-Netzwerke fokussiert. Die Kommunikationswis-
senschaft hat hier einen hohen Erkenntnisgewinn zum Verständnis der Nutzung und
Wirkung von Online-Netzwerken beizutragen. Sie hat zudem aufgezeigt, dass mit sozia-
len Netzwerken auch problematische Kommunikationsphänomene und Nutzungsweisen
verbunden	sind.
In der zweiten Perspektive äußert sich die Literatur zur Makroebene und der Frage,
wie sich die Online-Intermediäre als eine bedeutsame Gruppe von Akteur*innen in ein
Ge]lecht transnationaler Internet Governance einfügen und welche Rolle sie in der Ver-
wirklichung von Meinungs- und Informationsfreiheit spielen. Wird die Governance-Fra-
ge analytisch unterschieden, dann entfaltet sich in dieser Forschung die Dimension einer
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Governance of Platforms.5 Sie befasst sich konkret mit dem normativen und rechtlichen
Regulierungskontext	des	Handelns	von	Intermediären.
Eine dritte Perspektive entwickelt sich in den vergangenen Jahren verstärkt um den
Plattform-Begriff. Sie zielt auf die Beantwortung der vielfältigen Fragen zu einer Gover-
nance by Platforms ab. Diese Dimension verschiebt die Governance-Frage damit auf die
Mesoebene der Organisation und fragt unter anderem konkret nach den privaten Regeln
und den Regelungspraktiken der Plattformanbieter im Umgang mit der Nutzerkom-
munikation. Die Content-Moderation stellt dahin gehend das zentrale Konzept dar, um
das eine kritische Forschung kreist. Die ökonomischen und sozialen Eigenschaften von
Plattformen	werden	in	dieser	Perspektive	ebenfalls	thematisiert.
Die untersuchte Literatur ist analytisch nach diesen drei Themen gegliedert. Ein Fo-
kus wird dabei auf konzeptionell-empirische Arbeiten gelegt. Alle drei Perspektiven kon-
textualisieren und präzisieren das Thema der Abhandlung. Eine private Governance der
Plattformen für die Online-Kommunikation kann nicht ohne die kommunikativen Dyna-
miken der Nutzer*innen auf der ‚Plattformober]läche‘ sowie den normativen Kontext
und die rechtlichen Rahmenbedingungen verstanden werden. Mit gesteigertem Interes-
se hat sich die Forschung in den vergangenen Jahren der ‚Governance-von-Plattformen‘
gewidmet, sodass auch hierzu empirisch wie konzeptionell Befunde vorliegen, die das
Kernthema der Arbeit präzisieren. Alle drei Perspektiven geben bereits Auskunft über
die veränderten institutionellen Bedingungen, unter denen heute im Internet kommuni-
ziert	wird.
1 Dynamiken der Online-Kommunikation: Angebots- und 
Nutzungskonstellationen sozialer Netzwerke
Die Untersuchung vielfältiger Nutzungspraktiken sozialer Online-Netzwerke erfreut sich
anhaltender Beliebtheit und verkörpert einen Schwerpunkt der kommunikationswissen-
schaftlichen Forschungsagenda. Die Kommunikationswissenschaft reagierte etwa ab
5 Die analytische Unterscheidung einer ‚Governance of‘ und einer ‚Governance by Platforms‘-Dimension geht
zurück auf Laura DeNardis und Andrea Hackl (2015). Tarleton Gillespie (2018c) und Robert Gorwa (2019) nut-
zen	diese	Unterscheidung	der	Perspektiven	ebenfalls,	um	ihren	Forschungsüberblick	zu	strukturieren.
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Mitte der Nullerjahre auf die Web-2.0-Technologie (O’Reilly 2007) und die Verlagerung
alltäglicher Kommunikationshandlungen auf ein neues Angebot an Netzwerk- und Mul-
timedia-Plattformen im Internet. Soziale Online-Netzwerke kristallisierten sich als eine
der besonders populären und weitverbreiteten Anwendungen dieser Technologie her-
aus (Kaplan/Haenlein 2010). Die damit verbundenen direkten und indirekten Netzwer-
keffekte und der sogenannte User-generated Content gelten als wesentliche Merkmale
einer Web-2.0-Kultur. Die Bedeutung nutzergenerierter Inhalte verweist auf das spezi]i-
sche Phänomen des ‚Producers‘ (Bruns 2006), das die Konvergenz von Produzent*in
und Nutzer*in von Inhalten in einer interaktiven Umgebung repräsentiert. Die konsu-
mierende Person wird somit zum „Prosumenten“ (Dogruel/Katzenbach 2019: 4). Diese
nun vor allem durch die Beiträge von Nutzer*innen geprägten partizipativen Angebote
bedeuteten für die kommunikationswissenschaftliche Forschung, die sich bislang auf die
massenmedial vermittelte Kommunikation konzentriert hatte, ein neues Phänomen. Die
kommunikationswissenschaftliche Nutzungsforschung stellt dabei den Begriff ‚soziales
Netzwerk‘ oder ‚soziale Medien‘ ins Zentrum ihrer Studien und transportiert damit eine
bestimmte Perspektive auf das Forschungsobjekt. In dieser Perspektive stehen die Nut-
zer*innen und ihre individuellen Nutzungshandlungen im Mittelpunkt. In einer frühen
und viel zitierten De]inition sozialer Netzwerke von Danah Boyd und Nicole Ellison wird
dieser	Fokus	deutlich:
„We de]ine social network sites as web-based services that allow individuals to
(1) construct a public or semi-public pro]ile within a bounded system, (2) articu-
late a list of other users with whom they share a connection, and (3) view and
traverse their list of connections and those made by others within the system.“
(Boyd/Ellison	2007:	211)
In dieser De]inition steht das soziale Netzwerk der nutzenden Person im Mittelpunkt,
das sie nun durch die Online-Dienste artikulieren und öffentlich sichtbar machen kann
(ebd.;	vgl.	auch	Boyd	2004).	
In einer ersten Phase, etwa zwischen 2004 und 2010, konzentrierten sich die mei-
sten Studien somit auf die neuen, erweiterten Gestaltungsspielräume, die soziale Medien
ihren Nutzer*innen bieten. Gerade die Kommunikationswissenschaft nahm sich dieser
Perspektive an, konnte sie doch dafür auf ein etabliertes Repertoire an Modellen aus der
Mediennutzungs-	und	Medienwirkungsforschung	zurückgreifen.	
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Zu dieser Zeit entstanden zudem die bedeutenden Markt-Medien-Studien6, die nach
wie vor regelmäßig und kommerziell einen Datenbestand zur Diffusion und Nutzung so-
zialer Netzwerke erheben – so auch in Deutschland. In den ersten Jahren des sogenann-
ten Social Web galt es also in erster Linie, die Nutzer*innen und ihre kommunikativen
Praktiken besser zu verstehen. Dies geschah in Form anwendungsbezogener Untersu-
chungen und Studien zum Einsatz in spezi]ischen Nutzungskontexten (Schmidt et al.
2010). Basierend auf einer mehr oder weniger großen Fallbasis setzten sich diese Studi-
en mit verschiedenen Nutzungs- und Angebotskonstellationen auseinander, untersuch-
ten Nutzungshäu]igkeiten, Nutzungsgewohnheiten, -präferenzen und -motive sowie die
Auswirkungen dieser Kommunikationsformen auf gänzlich unterschiedliche gesell-
schaftliche Bereiche. Eine Vielzahl empirischer Studien erforschte etwa die Selbstdar-
stellung und das Offenlegungsverhalten von Nutzer*innen – ein Phänomen, das die
Schaffung eigener ‚persönlicher Öffentlichkeiten‘ bedeutet (Schmidt 2013: 25 ff.). Identi-
tätsbildung und Nutzerpersönlichkeiten von Jugendlichen und jungen Heranwachsen-
den standen ebenfalls im Vordergrund (Boyd 2008; Correa et al. 2010). Anhand der Er-
forschung des Informations-, Beziehungs- und Identitätsmanagements in sozialen
Netzwerken ließen sich Nutzertypologien erstellen (Schmidt et al. 2010: 260f.). Die Neu-
bewertung des Konzepts von Freundschaft (Boyd/Ellison 2007; Marwick/Boyd 2011;
Tufekci 2008) wurde ebenfalls von der kommunikationswissenschaftlichen Verhaltens-
forschung analysiert ‒ auch im deutschen Kontext (Brailovskaia 2013; Trost 2013). Klas-
sische kommunikationswissenschaftliche Modelle, wie sie in der Grati]ikationsforschung
entwickelt wurden, wurden gleichsam im Zusammenhang mit sozialen Medien getestet
(Orchard et al. 2015). Umfangreichere Nutzungsstudien zielten auf ein besseres Ver-
ständnis der soziodemogra]ischen Struktur der Angebote, anhand derer dann der Grad
der individuellen Adoption, die Nutzungsmotive und -persönlichkeiten sowie der soziale
Kontext	untersucht	wurden	(Jers	et	al.	2013).	
In einem Zwischenstand zum kommunikationswissenschaftlichen Forschungsstand
zu sozialen Netzwerken im Internet gelangt Christoph Neuberger (2011) zu folgendem
Ergebnis: Soziale Online-Netzwerke seien bis dato vor allem aus sozialpsychologischer
und pädagogischer Sicht empirisch untersucht worden, wobei sich die Studien auf die
6 Als bedeutsame Markt-Media-Studien für Deutschland gelten die Allensbacher Computer- und Technik-Analyse
(ACTA) oder die Studien der Arbeitsgemeinschaft Online-Forschung (AGOF), die in ihren Messungen und Aus-
weisungen	der	Reichweiten	auch	soziale	Online-Angebote	listen.
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einzelnen Teilnehmer*innen konzentrierten, die für sich oder im Kontext ihrer direkten
Freunde betrachtet werden (vgl. ebd.: 35). Dem kann hinzugefügt werden, dass die Ver-
haltensforschung zu den Nutzungspraktiken dabei häu]ig auf kurzfristige Beschreibun-
gen und Effekte ausgelegt war, wohingegen langfristige Beobachtungen zu kommunikati-
ven Dynamiken und grundsätzlichen Veränderungen fehlten (Hogan/Quan-Haase 2010).
Die Fülle von Themen, die mit sozialen Netzwerken aus Nutzersicht verbunden sind,
sind zu zahlreich, um sie hier umfassend darzustellen. Der erwähnte Beitrag von Neu-
berger aus dem Jahr 2011 bietet aber mit Blick auf die wesentlichen Themenbereiche in
der Kommunikationswissenschaft einen adäquaten Überblick, der sich bis in die heutige
Forschung	fortschreiben	lässt.
Gleichwohl kann eine grundsätzliche Veränderung der Dynamiken beobachtet wer-
den. Wie Neuberger (2011: 52) konstatierte, verlagerte sich das Identitäts- und Bezie-
hungsmanagement der Nutzer*innen auf sozialen Netzwerken von einem vornehmlich
privaten Kommunikationskanal nun zusehends in die Öffentlichkeit. Dies warf nicht nur
neue Fragenstellungen in der Forschung auf, sondern bedeutete eine zunehmende Mani-
festation sozialer Netzwerke als ein Kanal öffentlicher Kommunikation in allen mögli-
chen gesellschaftlichen Lebensbereichen. Diese Entwicklung ist von besonderer Rele-
vanz, da sie den Blick auf die Dynamiken der Nutzerkommunikation geändert hat und
das Wechselspiel individueller Nutzungsweisen in einen größeren gesellschaftlichen
Kontext stellt. Zwei Themen der Nutzungsforschung machen diese Form einer ‚Vergesell-
schaftung‘	sozialer	Netzwerke	(von	Kardorff	2006)	besonders	deutlich.
Soziale	Netzwerke	als	allgegenwärtige	Orte	des	Politischen	
In den folgenden Jahren, etwa ab 2009, re]lektierte auch die Forschung facettenreich die
allgegenwärtige Nutzung sozialer Medien in der Gesellschaft und die zunehmende Ver-
]lechtung mit allen Lebensbereichen. Soziale Medien wurden beispielsweise in beru]li-
che Aktivitäten aufgenommen, etwa in der Nachrichtenproduktion und -verteilung im
Journalismus, für die Informationsverbreitung im Gesundheitswesen, in Bildung, Politik,
Recht	und	öffentlicher	Verwaltung	(van	Dijck/Poell	2015).	
Die gesellschaftliche Durchdringung eines zunehmend öffentlichen Kommunika-
tionskanals zeigte sich insbesondere in der Verstrickung sozialer Netzwerke mit politi-
schen Institutionen und Organisationen. Ging es in den ersten Jahren um den normalen
Laiennutzer/die normale Laiennutzerin und dessen/deren Nutzung sozialer Netzwerke
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als privater Kommunikationskanal – mehrheitlich zu Unterhaltungszwecken –, etablier-
ten sich soziale Netzwerke um das Jahr 2009 verstärkt als Orte politischer Kommunika-
tion (Moorstedt 2008). Im Zuge dessen erweiterte sich auch das Forschungsfeld in der
Kommunikationswissenschaft, die sich nun auch auf die Nutzungsweisen sozialer Netz-
werke durch politische Parteien, Regierungen und Verwaltungen, Parlamente und Abge-
ordnete oder Lobbyisten konzentrierte. Die Forschungsfragen richteten sich dement-
sprechend auf Formen, Funktionen und den Wandel der Politikvermittlung über soziale
Netzwerke, die Informationsverbreitung, die politische Interaktion oder die Partizipati-
on einer allgemein diffusen Öffentlichkeit (Emmer/Bräuer 2010; Mergel/Bretschneider
2013;	Sievert/Nelke	2014).	
In regelmäßigem Turnus untersuchte die politische Kommunikationsforschung die
Nutzung sozialer Netzwerke als Kanal und Instrument in Wahlkämpfen. Seinen Anfang
nahm dieses Forschungsthema mit dem US-amerikanischen Präsidentschaftswahlkampf
von Barack Obama im Jahr 2008. Dessen Nutzung sozialer Netzwerke als Wahlkamp]in-
strument verstärkte die wissenschaftliche Aufmerksamkeit auch in Deutschland und
ließ eine Reihe von Studien zur Rolle sozialer Netzwerke im Bundestagswahlkampf 2009
und noch einmal im Jahr 2013 entstehen (Wladarsch et al. 2014; Hinz 2015; 2017). Poli-
tiker*innen und Parteien integrieren diese Angebote aber auch außerhalb von Wahl-
kampfzeiten in ihre politischen Kampagnen (Neumann 2014). Journalist*innen und
Medien nutzen sie wiederum als Quelle für Themen und zur Distribution journalisti-
scher und redaktioneller Inhalte (Lischka 2018; Jungherr 2014). Die politische Kom-
munikation, das heißt, die Verbreitung und Rezeption politischer Informationen in Zei-
ten von Social Media mag den Stellenwert der Massenmedien zumindest in Deutschland
noch nicht erreichen (Faas/Sack 2016), hat aber bereits eigene soziale Netzwerklogiken
etabliert (Bennett/Segerberg 2012; Juris 2012; van Dijck/Poell 2013; Klinger/Svensson
2015). Die zunehmende Verbreitung politischer Informationen wirft fortwährend auch
grundsätzliche Fragen nach dem zusätzlichen Potenzial hinsichtlich der politischen Par-
tizipation sowie der demokratischen Willensbildung in Gesellschaften auf (Hohmann/
Faas	2014).
Gerade die Etablierung sozialer Netzwerke als Orte der politischen Diskussion ver-
deutlicht den quasiöffentlichen Charakter dieses Hybridmediums für gänzlich verschie-
dene Kommunikationsmodi und -formate. Eine klare Trennung zwischen interpersona-
ler Kommunikation, Gruppenkommunikation und Massenkommunikation ist kaum
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mehr möglich. „Dadurch werden auch etablierte Grenzziehungen zwischen dem Öffentli-
chen und dem Privaten brüchig“ (Schmidt 2012: 137). Die Beschreibung sozialer Netz-
werke als Orte des Politischen spiegelt die Relevanz dieser Netzwerke nicht für die pri-
vate, sondern nun vor allem auch für öffentliche Kommunikation einer Gesellschaft
wider,	die	neuen	Logiken	der	Sichtbarkeit	und	Aufmerksamkeit	folgt.
Bereiche	problematischer	Online-Kommunikation
Die neuen Möglichkeiten der Produktion und Verbreitung nutzergenerierter Inhalte und
das partizipative Element der Web-2.0-Technologie wurden anfangs häu]ig positiv mit
neuer Kreativität, aktiver Vernetzung und Teilnahme sowie kollaborativer Arbeit konno-
tiert (vgl. Bird 2011; Lee 2008). Trotz aller – zum Teil euphorischer – Wertschätzung der
Angebote sozialer Medien (van Eimeren/Frees 2007) ließ die zunehmende öffentliche
Sichtbarkeit der Kommunikation problematische, gefährliche und kon]liktreiche Nut-
zungsweisen erkennen. Mit dem Wachsen der Plattformen hinsichtlich der Zahl der Nut-
zer*innen und damit auch bezüglich der verbreiteten Inhalte traten vermehrt uner-
wünschte und kontroverse Inhalte hervor, die Kon]likte unter Nutzer*innen, mit den
Plattformbetreibern oder mit einer breiten Öffentlichkeit außerhalb der Plattform auslö-
sten. Hier offenbart sich ein grundsätzliches Problem bei der Kommunikation auf sozia-
len Online-Netzwerken: Inhalte von geringer Qualität und von geringem Wert für die
Nutzer*innen beeinträchtigen ihre Bindung an die Plattform. Die Interaktion und die
Verweildauer der Nutzer*innen auf der Plattform werden geringer. Aus plattformökono-
mischer Sicht besteht die Gefahr umgekehrter Netzwerkeffekte. „Reverse network ef-
fects set in if the content curation systems don’t scale well. As more producers create
more content, the relevance of the content served to consumers on the network
shouldn’t decrease“ (Choudary 2012). In der Folge bemühen sich die Betreiber darum,
ihre Dienste anfangs vor allem frei von Spam, Schadsoftware, Darstellungen von Kindes-
missbrauch und später von Hassrede, Beleidigungen, Drohungen und Pornogra]ie zu
halten.	
Die medienpädagogische und -psychologische Forschung hat diese negativen Effek-
te, die Gefahren und Herausforderungen problematischer Inhalte sowie kommunikativer
Verhaltensweisen von Nutzern sozialer Online-Netzwerke thematisiert (vgl. zum Bei-
spiel Dittler/Hoyer 2012). Bullying‘, ‚Doxing‘, ‚Cyberstalking‘ oder ‚Revenge Porn‘ sind
auch im deutschen Sprachraum geläu]ige Anglizismen, die im Zusammenhang mit pro-
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blematischer Online-Kommunikation unter Nutzer*innen untersucht wurden. Anstößige
Inhalte, Hassrede, sexuelle Belästigungen und Mobbing, die Darstellung von Gewalt, die
Sorge um den Schutz von Daten und Privatsphäre sowie Sucht- und Abhängigkeitser-
scheinungen lösten als Phänomene neuer Kommunikations- und Informationsformen
immer wieder gesellschaftliche Diskussionen aus und gaben den Anstoß zu intensiver
Forschungstätigkeit (Kuzma 2011; 2013; Boyd 2014; Dreßing et al. 2014; Citron 2014;
Awan	2014;	Oksanen	et	al.	2014;	Ben-David/Matamoros-Fernandez	2016).	
Eine weitere Herausforderung stellt ferner die globale Dimension der heutigen Nut-
zerkommunikation auf sozialen Netzwerken dar. Die Skalierung der Dienste hinsichtlich
der Nutzerzahlen über Grenzen und Kulturräume hinweg schlug sich in Forschungsfra-
gen nieder, zum Beispiel der Frage, wie die Nutzung der Plattformen die öffentliche In-
formations- und Meinungsfreiheit befördern und eine politische Opposition in autoritär
geführten Ländern ermöglichen kann (Lynch et al. 2014). Eine Vielzahl von Studien, vor
allem in der westlichen Welt, richtete das Interesse der Forschung auf die Nutzungswei-
sen sozialer Netzwerke in autoritär regierten Ländern. Als im Jahr 2009 eine Serie von
Protesten und Revolutionen den ‚Arabischen Frühling‘ in Ländern wie Iran, Ägypten
oder Tunesien auslöste, würdigten Medien wie Forschung die sozialen Medien – allen
voran Twitter und Facebook – als neue Mittel von Dissidenten, Oppositionellen und Pro-
testbewegungen im Kampf um politische Transformation (Howard et al. 2011; Comninos
2011; Lotan et al. 2011; Lim 2012; Soengas-Pérez 2013; Bruns et al. 2013). Im Ergebnis
vieler dieser Studien wird klar, dass diese Plattformen eine freiheitliche Alternative der
Kommunikation boten, mit denen die staatliche Kontrolle der traditionellen Medien in
diesen Ländern unterlaufen werden konnte. Soziale Online-Netzwerke spielten in dieser
Zeit eine zentrale Rolle bei der Mobilisierung von Menschen und der Verbreitung der
Proteste. Damit wurden die Dienste jedoch gleichzeitig zu einem Ort politisch unüber-
sichtlicher	Interessen	und	zum	Teil	gewaltsam	ausgetragener	Kon]likte.
In der jüngeren Vergangenheit lösten das Thema Terrorismus sowie gewaltverherr-
lichende und extremistische Inhalte auf sozialen Netzwerken besonderen Druck auf die
politisch-demokratischen Systeme aus, gegen solche Inhalte vorzugehen. Soziale Netz-
werke bieten auch terroristischen Gruppen wie dem sogenannten Islamischen Staat eine
kostenlose Infrastruktur mit einer potenziell globalen Reichweite. Die Nutzung sozialer
Netzwerken für Propagandazwecke, zur Rekrutierung, Radikalisierung und Finanzie-
rung des Terrorismus ist eine radikale Fortentwicklung der Hass- und Gewaltkommuni-
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kation mit Auswirkungen auf die Sicherheitslage ganzer Gesellschaften (Berger/Morgan
2015; Weimann/Jost 2015; Reuter et al. 2016). Der gesellschaftliche Druck auf politische
Entscheidungsträger, hier zu einer anderen ‒ auch gesetzlichen ‒ Lösung zu kommen,
wuchs. Der Blick der Gesetzgeber richtete sich dafür nicht nur auf die Inhalte und deren
Urheber*innen, sondern auch auf die Orte der Kommunikation selbst. Gerade in der
jüngsten Vergangenheit kam es hier zu Veränderungen im Umgang mit terroristischen
Inhalten sowohl hinsichtlich des rechtlich-regulativen Rahmens als auch aufseiten der
Regelung	durch	die	Anbieter.
Es sei an dieser Stelle noch einmal betont, dass sich die Forschung, die sich mit pro-
blematischen Inhalten und negativen Implikationen einer privaten wie öffentlichen
Kommunikation über soziale Medien auseinandersetzt, für diese Arbeit als hoch rele-
vant erwies. Nutzerinhalte wie die beschriebenen tragen insbesondere zu den kommuni-
kativen Dynamiken auf sozialen Netzwerken bei. Eine Reaktion oder Nichtreaktion der
Anbieter*innen oder anderer beteiligter Akteur*innen auf diese Probleme beein]lusst
und verändert in erheblichem Maße die Bedingungen und Regeln, unter denen kommu-
niziert	wird.	
Im Resümee zum Forschungsstand weist Neuberger (2011: 51 f.) mehrere Lücken
aus, die die bisherige Forschung trotz umfangreicher Forschungsarbeit zu Social Media
vernachlässigt hat. Sie beziehen sich auf Fragen der Makro- und Mesoebene des Phä-
nomens sozialer Netzwerke. Neuberger verweist zu Recht auf den Bedarf an Erkenntnis-
sen zur Rolle sozialer Netzwerke im Gefüge des gesamten Internets und zu ihrer Funkti-
on im Zusammenhang mit einer integrierten Netzwerköffentlichkeit. Des Weiteren zeigt
sich eine Lücke bei der Frage nach den geltenden Nutzungsregeln zwischen Betreibern
und Nutzer*innen. Die Formulierung und Durchsetzung dieser Regeln und das Ein]lus-
spotenzial von Betreibern, wenn es darum geht, ihre (ökonomischen) Interessen gegen-
über ihren Nutzer*innen durchzusetzen, fand in der Forschung bisher wenig Beachtung
(ebd.: 51). Was also fehlt, ist eine Regelungs- und Governance-Perspektive, die nach den
institutionellen Bedingungen fragt, unter denen heute auf sozialen Online-Netzwerken
kommuniziert wird. Stellt man die Frage nach der Governance grenzüberschreitender
Online-Kommunikation geraten, die Betreiber sozialer Netzwerke und der Kontext ihres
Handelns	automatisch	in	den	Fokus	des	Forschungsinteresses.
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2 Governance von Online-Intermediären: Plattformen als 
Proxy staatlicher Kommunikationsregelung
Social-Media-Dienste machen die sozialen Interaktionen einschließlich negativer Aspek-
te wie Hass, Mobbing, Beleidigungen, Gewalt und unerlaubte Inhalte für die Gesellschaft
als Ganzes sichtbar, zugänglich und nachvollziehbar. Diese neue „Hyper-Transparenz“
(Mueller 2015) löst nicht zuletzt Diskussionen darüber aus, wer für die Kontrolle sol-
cher Inhalte zuständig ist. Wer sind die Akteur*innen mit regulativer Verantwortung und
Autorität, bei wem setzt die Regulierung an, und unter welchen Prämissen wird re-
guliert? Die Frage nach den Verantwortlichkeiten für rechtswidrige, kontroverse oder
schlicht	unerwünschte	Inhalte	offenbart	einen	neuen	Blickwickel	auf	das	Phänomen.	
Dieser Teil des Literaturüberblicks befasst sich folglich mit dem normativen Kontext
und den Leitvorstellungen der Regelung grenzüberschreitender Kommunikation auf
Diensten wie Facebook, YouTube und Twitter sowie mit den zentralen rechtlichen Kodi-
]izierungen, die die privaten Infrastrukturen für die Kommunikation ermöglichen. Der
Blick entfernt sich hiermit weitestgehend von einer kommunikationswissenschaftlichen
Forschung. Der Komplex der Fragen zum normativen und regulativen Ordnungsrahmen
von Plattformen wird mehrheitlich in der Politikwissenschaft aufgegriffen. Im Zusam-
menhang mit einer globalen Governance des Internets werden diese Fragen insbesonde-
re im Bereich der internationalen Beziehungen sowie in den Regulierungs- und Rechts-
wissenschaften	erörtert.
Im Zusammenhang mit der Diskussion zum Recht sowie zur Regulierung sozialer
Medien ist nunmehr eher von den Online- oder Internet-Intermediären die Rede, also
von denjenigen Akteur*innen, die eine Vermittlungsrolle einnehmen. Nach einem allg-
emeinen Verständnis kann dies jede Organisation sein, „that enables the communication
of information from one party to another“ (Cotter 2005: 2). Interessanterweise stammt
eine spezi]ische De]inition aus einem 2010 veröffentlichten Bericht der Organisation für
wirtschaftliche	Zusammenarbeit	und	Entwicklung	(OECD).	
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Es	heißt	dort,	Internet-Intermediäre
„bring together or facilitate transactions between third parties on the Internet.
They give access to, host, transmit and index content, products and services
originated by third parties on the Internet or provide Internet-based services to
third	parties“	(Perset	2010:	9).
Die wesentlichen Funktionen von Internet-Intermediären bestehen gemäß dieser geläu-
]igen De]inition darin, den Zugang zu Inhalten zu ermöglichen und das Hosting, die
Übertragung oder die Indizierung von Inhalten, Produkten oder Dienstleistungen zur
Verfügung zu stellen. Obwohl Intermediäre mithin bei der Übertragung und Verbreitung
helfen, impliziert der Begriff, dass sie selbst nicht diejenigen sind, die diese Vermittlung
initiieren, das heißt, sie treten weder als Produzent*in noch als Sender*in dieser Inhalte
auf (MacKinnon et al. 2015: 21). Klassische journalistische Mediendienste sind von die-
sem Begriffsverständnis folglich ausgenommen. In bestimmten politischen Kontexten
und Rechtsordnungen wird der Begriff gelegentlich als ein rhetorisches Instrument ver-
wendet, um darauf hinzuweisen, dass ein bestimmter Dienst nun gerade nicht unter eine
traditionelle	Medienregulierung	fällt	(vgl.	Gasser/Schulz	2015:	2).	
Mit dem Versuch, Internet-Intermediäre entlang ihrer technischen Leistung und fu-
nktionalen Bedeutung zu de]inieren, wird naheliegend das Ziel verfolgt, diese auch regu-
lativ einordnen und voneinander abgrenzen zu können. So existieren verschiedene Klas-
si]ikationen stilisierter ‚Gattungen‘ von Intermediären, die je nach technologischer
Infrastruktur und ökonomischen Interessen sowie Geschäftsmodellen variieren. Unter
den Begriff ‚Internet-Intermediär‘ fallen Internetzugangs- und Diensteanbieter, Daten-
verarbeitungs- und Webhosting-Anbieter, Internetsuchmaschinen, E-Commerce-Platt-
formen sowie Bezahlsysteme und schließlich auch partizipative Netzwerkplattformen,
die nutzergenerierte Inhalte vorhalten und eine private sowie öffentliche Nutzer-zu-Nut-
zer-Kommunikation ermöglichen. Diese Abgrenzungsversuche bieten für eine Regulie-
rung der Anbieter jedoch wenige Anknüpfungspunkte, da die Angebote ganz unter-
schiedliche	Informationsbedarfe	der	Nutzer*innen	erfüllen	(Schulz/Dankert	2016).
Obwohl alle diese Typen von Intermediären an einer globalen Informations- und
Kommunikationsinfrastruktur mitwirken, stehen die Letztgenannten ‒ die partizipati-
ven Netzwerkplattformen ‒ in unmittelbarer Verbindung zu den drängenden globalen
Herausforderungen grenzübergreifender Kommunikation – vor allem in Hinblick auf die
Verwirklichung und die Bedingungen der Meinungsfreiheit im Internet (MacKinnon et
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al. 2015). Dabei wird die Rolle von Plattformen als Quelle für die freie Meinungsbildung
adressiert, aber auch das Risiko, dass diese zentralen Orte der Kommunikation mani-
puliert werden und Ein]luss auf demokratische Willens- und Meinungsbildung genom-
men wird (Schulz/Dankert 2016; Schweiger 2017). Gemeinsam tragen die im Folgenden
herangezogenen Befunde aus der Literatur zu einer Fundierung der ‚Governance of Plat-
forms‘-Perspektive	bei.
Die Regelung von Nutzerinhalten im Internet ist geprägt von fragmentierten Rechts-
ordnungen, heterogenen Regeln, verschiedenen Akteursgruppen und vielfältigen Wert-
vorstellungen sowie Interessen, nach denen die Akteure handeln. Seit dem Weltgipfel
zur Informationsgesellschaft (WSIS) im Jahr 2005 ]indet eine interdisziplinäre Diskussi-
on darüber statt, nach welchen Prinzipien, Normen, Regeln, Entscheidungsverfahren
und Programmen die Governance des Internet statt]inden soll und welche Rolle und Ver-
antwortung die Regierungen, der Privatsektor und die Zivilgesellschaft dabei tragen
(Cheung/Weber 2008). Dabei liegt das Erkenntnisinteresse der Forschung insbesondere
darauf, die jeweilige Rolle von Staaten und privatwirtschaftlichen Unternehmen sowie
ihr	Verhältnis	untereinander	zu	untersuchen.	
In enger Beziehung zum (Menschen-)Recht auf Meinungs- und Informationsfreiheit
beschäftigt sich eine Reihe von Studien mit den rechtlichen und politischen Rahmenbe-
dingungen für das Empfangen und die Verbreitung von Inhalten im Internet. Diese Ma-
kroperspektive in der Forschung wird vom wiederkehrenden Verweis auf die Allgemeine
Erklärung der Menschenrechte getragen, die in Artikel 19 ein Recht auf Meinungsfreiheit
und freie Meinungsäußerung erklärt.7 Gestützt wird diese Norm zusätzlich von der er-
sten Resolution des Menschenrechtsrats der Vereinten Nationen zur Meinungsfreiheit
im Internet aus dem Jahr 2012, in der es heißt, dass die gleichen Rechte, die of]line gel-
ten, auch online gelten, insbesondere das Recht auf Meinungsfreiheit (United Nations
Human Rights Council United Nations 2012). Darüber hinaus betonen internationale
Leitlinien, allen voran die Ruggie Principles on Business and Human Rights (Ruggie 2011),
die gesonderte Verantwortung privater Unternehmen, die neben der staatlichen P]licht
zum Schutz der Menschenrechte besteht. Der Sonderbeauftragte John G. Ruggie (2008)
stellte im Jahr 2008 vor dem UN-Menschenrechtsrat die jeweilige Verantwortung der
Akteursgruppen	vor.	
7 The Universal Declaration of Human Rights (UDHR), Paris, 10. Dezember 1948 (General Assembly resolution
217	A),	URL:	https://www.un.org/en/universal-declaration-human-rights/index.html.
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Danach	ist	es
„the State duty to protect against human rights abuses by third parties, including
business; the corporate responsibility to respect human rights; and the need for
more	effective	access	to	remedies“	(ebd.).
Akteur*innen aus Politik, Wirtschaft und Zivilgesellschaft, die sich an der Diskussion zur
Ausgestaltung einer Internet Governance beteiligen, aber auch solche aus der Wissen-
schaft selbst referenzieren diese Rahmenwerke immer wieder, um auf die menschen-
rechtlichen Implikationen staatlicher Regulierung oder kommerzieller Unternehmenstä-
tigkeit hinzuweisen. Zugleich formulierten sie auf der Grundlage der Ruggie Principles
ihre eigenen Interessen, Positionen und Analysen im Diskurs (Dutton et al. 2010; Jørgen-
sen	2013;	Benedek/Kettemann	2014;	Lucchi	2014).	
Die internationale Diskussion ist lange Zeit von der dichotomen Fragestellung ge-
prägt worden, ob die Internettechnologien zu mehr Meinungs- und Informationsfreiheit
verhelfen oder Mittel der Kontrolle seien. Mittlerweile hat sich allgemein das Ver-
ständnis durchgesetzt, „that the very same technologies which give voice to democratic
activists living under authoritarian rule can also be harnessed by their oppressors“ (Dei-
bert/Rohozinski	2010b:	43 f.).
Intermediäre	als	Proxy	staatlicher	Internetzensur
Von besonderer Relevanz in diesem Kontext war in den vergangenen Jahren das Thema
Internetzensur (Kreimer 2006; Balkin 2009; Bambauer 2012; Heins 2014; Murdoch/Ro-
berts 2013; Nash 2013). Im Allgemeinen werden darunter staatliche Eingriffe in den On-
line-Informations]luss verstanden, sodass beispielsweise unliebsame Internetwebseiten
und -inhalte für Nutzer*innen nicht zugänglich sind oder Netzwerke im Zuge eines soge-
nannten Shutdowns gesperrt werden. Solche Eingriffe auf Ebene der Infrastruktur wer-
den direkt von Staaten angeordnet und meist durch private Betreiber umgesetzt. Die Er-
forschung von staatlicher Zensur und technischer Internet-Filterung konzentrierte sich
typischerweise auf autoritäre Regime (Boas 2006). Die erste Länderstudie zu allen be-
kannten staatlich angeordneten Internet-Filterverfahren, herausgegeben von Ronald
Deibert,	John	Palfrey,	Rafal	Rohozinski	und	Jonathan	Zittrain	(2008),	fokussiert	auf	die	
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Regionen Ostasien, den Nahen Osten und Nordafrika sowie Zentralasien.8 China gehörte
zu den ersten Ländern, die nationale Filtersysteme einführten, was unter dem Begriff
‚The Great Firewall of China‘‚ zu einem Paradigma staatlicher Internetzensur geworden
ist. Das sehr grundsätzliche Resultat dieser ersten Studie von Deibert et al. lautete, dass
die untersuchten Staaten vehement nach Wegen suchten, den Zugang zu Informationen
für die Bürger*innen innerhalb ihrer Grenzen zu ]iltern und zu kontrollieren. Aber auch
sonst sei das Internet ein umkämpftes Terrain globaler Politiken von Staaten, Unter-
nehmen und der Zivilgesellschaft (Zittrain/Palfrey 2008). In einem weiteren Länderver-
gleich zwei Jahre später (Deibert et al. 2010), diesmal mit einem Fokus auf die OSZE-Re-
gionen (unter anderem Russland, EU-Europa, USA und Australien), ermittelten die
Autoren eine Vielzahl nicht nur neuer, sondern vor allem subtilerer Methoden, das Inter-
net zu kontrollieren: „[M]anaging cyberspace has shifted subtly from policies and practi-
ces aimed at denying access to content to methods that seek to normalize control and
the exercise of power in cyberspace through a variety of means“ (Deibert/Rohozinski
2010a: 6). Staatliche Kontrolle und Eingriffe in das Internet normalisierten sich auch in
liberalen Demokratien. Es lässt sich nach Derek E. Bambauer (2012) eine evolutionäre
Entwicklung des Verständnisses der Internetzensur nachzeichnen: Der anfängliche tech-
nologische Optimismus, demzufolge so gut wie keine Zensur im Internet möglich sei, da
das Netz solche Maßnahmen umgehe, wich der normativen Erkenntnis, dass es vor al-
lem autoritäre Staaten seien, die die Internetinformationen überwachen. Dann sei nach
Bambauer die dritte Evolutionsstufe erreicht worden, „where ]iltering was increasingly
ubiquitous regardless of [the] political system“ (ebd.: 3). Zusätzlich begannen Staaten,
die Kontrolle der Inhalte und die Verantwortung für Restriktionen auszugliedern und
den	marktdominanten	kommerziellen	Plattformen	zu	überlassen	(ebd.:	7).
Zu den indirekten und subtileren Methoden der Internet-Filterung gehört der Ein-
bezug von Internetunternehmen. Aufgrund ihrer schnell wachsenden Nutzung und
Reichweite standen bei solchen Zensur- und Regulierungsmaßnahmen zunehmend die
Plattformen im Fokus. Seth F. Kreimer (2006) bietet eine treffende rechtliche und nor-
mative Analyse, die erläutert, wie die neuen Intermediäre als eine Art Stellvertreter für
staatliche Regulierungsmaßnahmen herangezogen werden, um Kommunikation und
Meinungen indirekt zu kontrollieren, einzuschränken oder gar zu unterdrücken. Er be-
8 Die empirischen Länderstudien zur staatlichen technischen Internet-Filterung beziehen sich weitestgehend auf
autoritär	geführte	Länder	in	den	oben	angesprochenen	Regionen.
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zeichnet diese Regulierungsstrategie als „censorship by proxy“ (ebd.). Ethan Zuckerman
(2010) diese Kontrollregime ähnlich, nämlich als „Intermediary Censorship“. Diese Stra-
tegie wird nicht nur von repressiven Regierungen verfolgt, sondern ebenso von Strafver-
folgungs- und Regulierungsbehörden demokratischer Staaten. Kreimer verweist auf den
Umstand, dass die technischen Bedingungen der Online-Kommunikation innerhalb einer
Architektur aus Netzen es erschweren, sowohl Quelle als auch Empfänger*in eines uner-
wünschten Inhalts auszumachen. Diese Endpunkte des Netzes seien folglich schwierig
zu sanktionieren. Die Inhaltsregulierung oder Zensur durch Staaten suche stattdessen
nach dem „weakest link“ (Kreimer 2006: 27) in dieser Kette und fokussiere auf den In-
termediär als Mittler der Kommunikation zwischen Endpunkt und staatlicher Kontrolle.
Jonathan Zittrain charakterisiert dieses schwächste Glied der Kette als „internet point of
control“ (Zittrain 2003; 2004), sieht in dieser Form der Inhaltsregulierung über den In-
termediär – sofern er mit Bedacht implementiert wird – aber zunächst einen legitimen
Mechanismus, geltendes Recht in einem ansonsten kaum zu regulierenden Bereich
durchzusetzen. Die indirekte Regulierung der Kommunikation über Intermediäre biete
„the greatest chance of approximating the legal and practical frameworks by which so-
vereigns currently sanction illegal content apart from the internet“ (Zittrain 2003: 688).
Auf diese Art und Weise werden zugleich die Kosten des Monitorings und der Sank-
tionierung	externalisiert.
Neben diesen offensichtlichen Vorteilen für staatliche Regulierer erkannten Zittrain
und andere Autor*innen aber auch die Gefahr dieser Strategie ‒ vor allem für die Mei-
nungsfreiheit. Kreimer fasste bereits 2006 das Für und Wider des regulatorischen Zu-
griffs auf Internet-Intermediäre zusammen, das auch im heutigen Diskurs immer wieder
auftaucht.9 Bei jeder Entscheidung, einen als rechtswidrig eingestuften Inhalt durch In-
termediäre entfernen zu lassen – und sei sie noch so berechtigt –, bestehe laut Kreimer
die Gefahr, dass eigentlich geschützte Inhalte fälschlicherweise entfernt würden. Es gebe
dabei keine Garantien der Verhältnismäßigkeit oder andere Schutzmechanismen eines
ordentlichen Verfahrens. Dessen ungeachtet sei es wahrscheinlich, dass Intermediäre
die kostspielige rechtliche Prüfung von geschützter und ungeschützter Kommunikation
für hunderte von Einzelfällen aufgeben und eher prophylaktisch Inhalte blockieren, um
9 Ähnliche Argumente werden in der Diskussion zum Beispiel im Zusammenhang mit dem sogenannten Right to
be Forgotten auf EU-Ebene (Rosen 2012) oder dem deutschen Netzwerkdurchsetzungsgesetz (Lang 2018)
vorgebracht.
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die Gefahr von Sanktionen zu umgehen. Es bestehe die Gefahr von Kollateralschaden,
wenn legitime Sprache gelöscht wird, um einen Haftung zu vermeiden. Die Antworten
der Intermediäre auf dieses Regulierungsproblem seien eben nicht präzise und individu-
ell auf den jeweiligen Einzelfall ausgerichtet, sondern zielten auf breite kostengünstigere
Lösung ab. Schließlich, so Kreimer, sei die Wahrscheinlichkeit, dass Regulierungsmaß-
nahmen, die über Proxys vermittelt werden, vor Gericht angefochten werden, geringer
(Kreimer	2006:	68-77).	
Neben diesen konzeptionellen Arbeiten wurde im Kontext liberaler Demokratien die
Inhaltsregulierung durch Staaten als durchaus legitime Praktik für das Sperren und Ent-
fernen illegaler und gefährdender Online-Inhalte untersucht. Diese Studien vergleichen
dabei häu]ig den rechtlichen Ordnungsrahmen verschiedener Länder miteinander und
zeigen dabei unter anderem die Varianz der De]initionen für ‚illegale‘ oder ‚gefährdende‘




Die essenzielle Frage der Internet Governance, wer welche Verantwortung übernimmt,
bot einen fruchtbaren Diskussionsboden für die sich entwickelnden Haftungsregime von
Internet-Intermediären. Wenn es jedoch darum geht, welcher Grad eines regelnden Ein-
griffs in das Handeln der Plattformen gerechtfertigt werden kann, wurden in der Wis-
senschaft unterschiedliche Ansichten vertreten, je nachdem, ob den Plattformen eine er-
möglichende oder eine eher verhindernde Rolle für die Ausübung von Meinungsfreiheit
im	Internet	eingeräumt	wurde.
Um es Betreibern privater Plattformen zu ermöglichen, problematische oder illegale
Inhalte zu entfernen, wurde dennoch ein rechtliches Privileg innerhalb der Haftungs-
regime für Intermediäre geschaffen. Dieses Privileg gewährt sozialen Netzwerkplattfor-
men eine weitgehende Immunität von der Haftung für nutzergenerierte Inhalte, die auf
ihren Seiten veröffentlicht werden. Die rechtliche Immunitätsgewährung ist an bestimm-
te Prüf-, Abhilfe- und Mitteilungsp]lichten durch die Betreiber gebunden, entbindet die
Plattform aber weitgehend von der rechtlichen Verantwortung für gesetzwidrige Nutze-
rinhalte (Chmelik 2016). Der Zweck des Haftungsprivilegs, das in vielen demokratischen
Staatsformen gewährt wird, besteht darin, Plattformen dazu zu ermutigen, die Kom-
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munikation der Nutzer*innen möglichst ungehindert zu erlauben, aber gleichzeitig eine
aktive Rolle bei der Beseitigung problematischer Inhalte zu übernehmen (Cheung/We-
ber 2008; Stalla-Bourdillon 2012: 156). Nach Sophie Stalla-Bourdillon liege darin jedoch
das zentrale Dilemma der Haftungsregulierung von Internet-Intermediären: „[H]ow can
one promote freedom of expression while expecting Internet intermediaries to take the
initiative to police their systems or networks“, gibt sie zu bedenken (Stalla-Bourdillon
2012:	155).
In liberalen Demokratien stellen die Haftungsregime ein zentrales Prinzip der regu-
latorischen Rahmenbedingungen für das Handeln von Plattformen dar. Für die Ausge-
staltung der Regelung der Haftung von Online-Intermediären existieren weltweit ver-
schiedene Modelle. Deren jeweilige De]inition von Intermediären fällt ebenso vielfältig
aus wie die mehr oder weniger spezi]ischen Regeln, die für sie erlassen wurden. Die USA
und die Europäische Union können als Beispiel für ein Rechtssystem mit einem explizi-
ten und weitreichenden regulatorischen Rahmen speziell für Intermediäre dienen (Gas-
ser/Schulz 2015). In den USA, Hauptsitz der Mehrheit der digitalen Plattformbetreiber,
sind die zentralen Regelungselemente der Communications Decency Act von 1996, Sek-
tion 230 sowie Sektion 512(c) des Digital Millennium Copyright Act (DMCA), die einen
‚sicheren Hafen‘ für Online-Vermittler darstellen (Elkin-Koren 2005; Farrand/Carrapico
2013). In der Europäischen Union liefert die E-Commerce-Richtlinie unter Sektion 4
(Art. 12 bis 15) die zentralen rechtlichen Elemente der Haftungsregelung für Interme-
diäre.10 Die Richtlinie legt Kriterien fest, nach denen die unterschiedenen Typen von In-
termediären von der Haftung für illegale Inhalte oder Aktivitäten von Nutzer*innen be-
freit sind (Feick/Werle 2010; Daly/Farrand 2011). Aber selbst in der EU existiert wegen
der unterschiedlichen Umsetzung in den Mitgliedsstaaten keine einheitliche Lösung
(Kuczerawy/Ausloos	2015).
Beide Jurisdiktionen wurden in der Diskussion um die Governance von Internetin-
halten und mit Bezug zur Governance von Plattformen vielfach besprochen (Edwards
2005; Hans 2012; MacKinnon et al. 2015; Klonick 2017; Gillespie 2018c). Ein gängiges
Verfahren, rechtswidrige Inhalte zu entfernen, das dabei etabliert wurde, sind die soge-
nannten Notice-and-take-down-Programme. Im Rahmen solcher Programme, die Ende
der 1990er-Jahre entstanden sind, zeichnen die Plattformbetreiber dafür verantwort-
10 European Parliament. Directive 2000/31/EC, Directive on Electronic Commerce, European Union. June 8, 2000,
URL:	https://eur-lex.europa.eu/eli/dir/2000/31/oj.
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lich, bestimmte Inhalte unverzüglich von ihren Plattformen zu entfernen (take-down),
nachdem sie eine Mitteilung einer autorisierten Partei erhalten haben (notice). Notice-
and-take-down-Programme werden heutzutage eingesetzt, um mit einer ganzen Reihe
unerwünschter Inhalte umzugehen ‒ von anstößigem Material und Verleumdung bis hin
zur Verletzung geistiger Eigentumsrechte (Tusikov 2017: 52). Dennoch ]inden sich zahl-
reiche Beispiele, die darauf hindeuten, dass diese Verfahren auch für politisch geschützte
Rede	verwendet	wird	(Wagner	2016:	72;	Lee	2008).
Für die Plattformen ergibt sich damit ein fragmentierter Regelungsrahmen für zu-
lässige und unzulässige Nutzerhandlungen, der je nach Land spezi]isch ausfällt. Gleich-
zeitig bilden diese rechtlichen Normen die Grundlage für erlaubte Interventionen in die
Nutzerkommunikation. Sie erhalten durch das ‚Safe Harbor‘-Abkommen das Recht, aber
nicht die Verp]lichtung, einzugreifen (Gillespie 2018b: 216). Die rechtlichen Bedingun-
gen stellen sicher, dass hasserfüllte, beleidigende Kommentare oder aber urheberrechtli-
che geschützte Inhalte schnell entfernt werden, ohne dass Internet-Intermediäre einer
Haftung	unterliegen.
Wie Zuckerman (2010: 79) grundlegend feststellt, bewirkt das Haftungsprivileg da-
her die Schaffung privater Regulierungsinstrumente innerhalb der Plattformen, um die
private Governance von Inhalten zu ermöglichen. Das heißt auch, dass die Denotation
des Begriffs ‚Intermediär‘, die besagt, dass dieser als ein ‚neutrales‘ Bindeglied zwischen
anderen Entitäten fungiert, aufgegeben werden sollte. Der Begriff ‚Online-Intermediär‘
beinhaltet inzwischen mehr als nur die Vermittlung zwischen den Interessen zweier Par-
teien. Intermediäre stellen darüber hinaus eine Infrastruktur zur Verfügung, die es Men-
schen ermöglicht, auf Informationen im Internet zuzugreifen, diese zu erstellen, zu teilen
oder eben auch zu manipulieren. Aus diesem Grund müssen sie die Interessen vieler be-
teiligter Parteien wie Endverbraucher*innen, Inhaltsanbieter*innen, Käufer*innen, Verk-
äufer*innen, Werbetreibende oder Regulierungsbehörden ausbalancieren. Plattformen
nehmen heutzutage einen zentraleren Platz mit erweiterten Funktionen in sozialen und
wirtschaftlichen Prozessen ein, als die traditionellen Vermittler der alten Kommunika-
tionsordnung	es	vermochten.	
Die geltenden Haftungsregime für rechtswidrige Materialien, die von Nutzer*innen
über Plattformen verbreitet werden, sind dabei ein besonderes Beispiel für die Interakti-
on zwischen Nutzer*innen, Plattformen und staatlicher Regulierung, die die regulativen
Dynamiken	der	Governance	von	Plattformen	verdeutlicht.
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3 Governance durch digitale Plattformen: Private Regeln und 
Regelungspraktiken
Plattformen agieren in einem stark fragmentierten transnationalen Rechtsrahmen für
die Regelung von Inhalten, der ihre Leistung als Vermittler ermöglicht und gleichzeitig
einschränkt. Neben der Frage, wie Plattformen als Intermediäre der Online-Kommunika-
tion reguliert werden, hat sich für diese Forschung eine weitere Perspektive als beson-
ders relevant herausgestellt: Wie und weshalb regeln die Plattformen selbst die Inhalte
und das Verhalten ihrer Nutzer*innen? Abgesehen von den geltenden rechtlichen Nor-
men haben Plattformen ein eigenes Interesse daran, ein Governance-System für das
kommunikative Verhalten der Nutzer*innen zu entwickeln. Diese Forschungsperspekti-
ve ‒ die ‚Governance by-Platforms‘-Perspektive ‒ beleuchtet tiefergehend die Regeln und
Praktiken derjenigen Unternehmen, die die privaten Infrastrukturen für die Kommuni-
kation schaffen und verwalten. Hier wird sich auf die Mesoebene einer Governance der
Online-Kommunikation begeben. Dabei bewegt sich die Forschung zu diesem Thema
zwischen juristischen Einordnungen, sozialwissenschaftlicher Policy- und Governance-
Forschung sowie den Critical Platform Studies. Letztere wurden als ein neuer For-
schungszweig zwischen politischer Ökonomie, Cultural Studies und den techniksoziolo-
gischen	Ansätzen	der	Science	and	Technology	Studies	(STS)	verortet.	
Unter dem Plattform-Begriff be]indet sich eine breite Forschungslandschaft, die sich
mit den Strukturen und Wettbewerbsregeln zwei- und mehrseitiger Online-Plattform-
märkte beschäftigt, die vor allem durch Netzwerkeffekte auf Nachfrageseite entstehen.11
Obwohl von den Effekten skalierender Netzwerke insbesondere Social-Media-Plattfor-
men pro]itieren, werden von dieser Diskussion innerhalb der Plattformökonomie alle
möglichen digitalen Plattformen und ihre Anbieter*innen erfasst. Plattformen treten in
diesen Märkten als Vermittler von Angebot und Nachfrage auf und bieten Partner*innen
hierfür	eine	adäquate	Interaktionsinfrastruktur.
11 Einen ersten Einstieg zur Plattformökonomie und unter Berücksichtigung der Netzwerkeffekte geben Dogruel
und	Katzenbach	(2019)	im	aktualisierten	Handbuch	Online-Kommunikation.
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Eine weitere angrenzende Debatte, die die Publizistik interessiert, ist die Frage, wel-
che Leistungen Plattformen im Vergleich zu herkömmlichen Medien erbringen. Ist die
Bereitstellung einer Plattform und Kommunikationsinfrastruktur bereits eine Vermitt-
lungsleistung von gesellschaftlicher Relevanz? Die Diskussion dazu, ob Plattformen wie
Medien behandelt werden sollten, wird weiter an späterer Stelle kurz gestreift, führt
aber	zu	weit	weg	von	den	organisationalen	Regeln	und	Praktiken	der	Plattformen.
Disziplinübergreifend erkennt diese Literatur die bedeutende Stellung von Platt-
formbetreibern, deren Regeln und Regelungshandeln für die Bedingungen heutiger
Kommunikation im Internet an. Diese Beobachtung wird in der Forschung entsprechend
als „private governance of online speech“ (Klonick 2017), „governance by social media
platforms“, „privatized governance“ (DeNardis/Hackl 2015), als ein „global private go-
vernance regime“ (Wagner 2016) oder konzeptionell als die „new school speech regula-
tion“	einer	algorithmisierten	Gesellschaft	(Balkin	2018)	bezeichnet.
Der Plattform-Begriff ist für diese Forschungsperspektive zentral, und die Moderati-
on von Inhalten – im Englischen ‚content moderation‘ – bildet das grundlegende ord-
nungsbildende	Konzept.	Auf	beide	Aspekte	wird	im	Folgenden	näher	eingegangen.
Der	Plattform-Begriff	im	Zentrum	kritischer	Forschung
Der Plattform-Begriff hat sich weniger in der Public-Policy-Forschung – die, wie zuvor
dargestellt, eher von Internet-Intermediäre spricht – als vielmehr in der kritischen Platt-
formforschung etabliert. ‚Plattform‘ ist als ein soziotechnischer Begriff eingeführt wor-
den, der verschiedene semantische Bedeutungen in sich trägt. Im Zusammenhang mit
sozialen Medien wurde der Begriff der Plattform prägend von Tarleton Gillespie (2010;
2017) anhand von vier semantischen Dimensionen erörtert. Die Plattform erweist sich
als eine Metapher, die (1) auf eine rechen- und computergestützte Infrastruktur verwei-
sen kann, (2) auf eine bestimmte Architektur in Form einer erhöhten, ]lachen und zu-
gänglichen Ebene, die (3) im übertragenen Sinne als eine ermöglichende Basis für Han-
deln verstanden werden kann und schließlich (4) eine politische Dimension enthält, die
dem Ausgangspunkt einer politischen Positionierung entspricht. Diese Konnotationen
weisen bereits darauf hin, dass ‚Plattform‘ weder als Begriff noch als Metapher die Neu-
tralität einer bloßen Infrastruktur transportiert: „‚platform‘ emerges not simply as indi-
cating a functional shape: it suggests a progressive and egalitarian arrangement, promi-
sing to support those who stand upon it“ (Gillespie 2010: 350). Gillespie betont
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ausdrücklich, dass die Verwendung des Plattform-Begriffs eine bewusste diskursive Po-
sitionierung der privatwirtschaftlichen Unternehmen selbst sein kann, die spezi]isch ge-
nug ist, um etwas zu bedeuten, und vage genug, um an mehreren Orten für mehrere Ziel-
gruppen zu funktionieren (ebd.: 349). Dies bestätigen zum Teil auch Philip Napoli und
Robyn Caplan (2017), die dem Widerstand der Plattformen dagegen, als Medienunter-
nehmen charakterisiert zu werden, nachgehen. Die großen Plattformbetreiber bestan-
den vehement darauf, als reine Technologieunternehmen betrachtet zu werden. Dies hat
regulative, rechtliche und politische Implikationen. Wie das Papier jedoch zeigt, ist dies
keine rein semantische Unterscheidung, sondern hängt mit der Klassi]izierung von Kom-
munikationstechnologien und -diensten sowie die Wahrnehmung, Erwartungen und An-
nahmen zusammen, die darau]hin in der Öffentlichkeit, in der Politik und bei Regulie-
rer*innen	über	diese	Technologien	vorherrschen.
Um den Begriff ‚Plattform‘ lassen sich etwa seit 2010 Studien zu Fragen der Organi-
sation, des technischen Designs und der Geschäftsmodelle von Plattformen sortieren
(Parker et al. 2016). Daran schließen weitere Studien an, die nach den Machtverhältnis-
sen zwischen Plattform und Nutzer*in, der Legitimität und der Verantwortung einer ko-
ordinierenden privaten Ordnung für die Online-Kommunikation fragen. Diese Arbeiten
lassen sich zusammenfassen zu einem Forschungsfeld der Critical Platform Studies12
(Gorwa 2019; Plantin et al. 2018; Bogost/Montfort 2009) oder der Kritik an den sozia-
len Medien (van Dijck 2013; Fuchs 2018). Sie richten den Fokus auf die historisch-kultu-
rellen und soziotechnischen Dynamiken sowie die kontextspezi]ischen Realitäten digita-
ler Kommunikationsplattformen in Gesellschaften. „Collectively, they highlight how
platforms’ affordances simultaneously allow and constrain expression, as well as how
technical, social, and economic concerns determine platforms’ structure, function, and
use“	(Plantin	et	al.	2018:	6).	
Die Akzentuierung sozialer Medien als soziotechnischer Plattformen bedingte
gleichzeitig eine Kritik der bisherigen Social-Media-Forschung. Die ältere Forschung, so
die Kritik von Gillespie (2015), habe zwar die sozialen Dynamiken der Kommunikation
auf Plattformen untersucht, aber die Bedingungen ignoriert, die die Plattformen selbst
stellen, oder diese schlicht als gegeben hingenommen. Ebenso steht im Sinne der kriti-
schen Plattformforschung das ‚Soziale‘ der sozialen Medien als wenig aussagekräftiges
12 Viele der Forscher*innen beteiligten sich an einem gemeinsamen ‚Manifesto‘ zur Gründung eines neuen SAGE
Journals	‚Social	Media	+	Society‘	im	Jahr	2015	(vgl.	Papacharissi	2015).
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Attribut zur Disposition (Bucher 2015; Jensen 2015). So argumentiert José van Dijck
(2015) dafür, „to replace the term ‚social media‘ with ‚connective media‘ and I also call
for a multi-layered examination of the ‚culture of connectivity‘ to include techno-cultural
as well as socio-economic aspects.“ Zizi Papacharissi (2015) erachtet die Betonung des
Sozialen sozialer Medien als verwirrend, wenn nicht gar als über]lüssig, da die Gesell-
schaft	und	die	Medien,	die	sie	erschaffen,	stets	sozial	gewesen	seien.
Die Kritik der Plattformforschung bezieht sich indes nicht nur auf die Konzeptionie-
rung des Untersuchungsobjekts, sondern auch auf die Plattform und das Handeln ihrer
Betreiber. Grundsätzlich lehnt diese Forschung das Verständnis von Plattformen als neu-
tralen Vermittler ab. Plattformen als soziotechnische Systeme werden stattdessen im-
mer sozial geformt. „Far from being neutral platforms for everyone, social media have
changed the conditions and rules of social interaction“, betonen van Dijck und Poell
(2013: 2). „Platforms intervene“ – so bringt Gillespie zu einem späteren Zeitpunkt die
aktive und proaktive Kuratierung der Nutzerkommunikation durch Plattformen auf den
Punkt (Gillespie 2015). Kritisiert werden außerdem die ökonomische Rationale der Ge-
schäftsmodelle (Scholz 2016; Srnicek 2017) und die dahinterstehende Ideologie einer
auf der Kommodi]izierung von Daten und der Inwertsetzung der Überwachung von Nut-
zer*innen au]bauenden „social media industry“ (Sandvig 2015) der Silicon-Valley-Unter-
nehmen	(Cohen	2008;	van	Dijck/Poell	2015;	Silverman	2016;	Faltesek	2018).
Unter dem Aspekt der (technischen) Affordanz wurden infrastrukturelle Eigen-
schaften, technische Architektur und technisches Design von Plattformen studiert (Plan-
tin et al. 2018). Affordanz meint die besonderen Eigenschaften oder Merkmale einer
Umgebung, die es ermöglichen – und in einigen Fällen auch dazu dienen –, bestimmte
Arten von Praktiken zu fördern, ohne aber zu determinieren, welche Praktiken sich ent-
falten werden (Boyd 2014: 10; Boyd 2011). Die soziotechnischen Eigenschaften von
Plattformen, darin ist sich die Forschung einig, sind von grundsätzlicher Natur für die
heutige Infrastruktur des Internets. Anne Helmond (2015) hat anhand der Transformati-
on von Facebook den Wandel von einer sozialen Netzwerkseite zu einer sozialen Online-
Plattform veranschaulicht. Aus einer historischen Perspektive erklärt sie den Aufstieg
der Plattform zum dominierenden infrastrukturellen und wirtschaftlichen Modell des
sozialen Internets – eine Entwicklung, die Helmond als die ‚Plattformatisierung‘ (Platfor-
matization)	des	Internets	bezeichnet.
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Zusammengefasst ausgedrückt formen die Normen, Strategien, Mechanismen und
Ökonomien der Plattformen eine eigene institutionelle Logik, die theoretisch in den Ar-
beiten von van Dijck und Poell (2013) sowie Klinger und Svensson (2015) entworfen
wurde. Zu dieser Logik gehören die soziotechnischen Prinzipien der Programmierbar-
keit, der Konnektivität und Vernetzung sowie der Data]izierung sozialer Informationen
und Beziehungen. Die Plattformforschung zeigt dabei auf, dass sich die Logik plattform-
vermittelter Kommunikation in ihren Prinzipien von der Logik der Massenmedien unter-
scheidet. So spricht van Dijck von der grundsätzlichen Transformation kommunikativer
Grundprinzipien, „from networked communication to ‚platformed‘ sociality, and from a
participatory culture to a culture of connectivity“ (van Dijck 2013: 5 f.). Die tiefe Durch-
dringung, die strukturgebende und prägende Wirkung von Plattformen für die Gesell-
schaft hat José van Dijck, Thomas Poell und Martijn de Waal dazu bewogen, nicht weni-
ger als ein neues Modell der Gesellschaft darin zu erkennen, nämlich das der „Platform
Society“	(van	Dijck	et	al.	2018).	
Plattform ist in der Tat mehr als ein Begriff. Plattform ist ein Konzept, das in der
Wissenschaft, aber auch darüber hinaus eine diskursive Resonanz gefunden hat. Platt-
formen prägen als kommerzielle digitale Kommunikationsinfrastrukturen das gesell-
schaftliche Leben insgesamt. Anders als noch in den ersten Nutzungsstudien suggeriert,
wird die Relevanz von Plattformen nun für alle gesellschaftlichen Lebensbereiche be-
tont. Plattformen entfalten längst Relevanz über die eigentliche Gruppe von Nutzer*in-
nen hinaus und betreffen aufgrund vielfältiger Formen der Datensammlung und Datena-
uswertung auch Nicht-Nutzer*innen. Zusammengenommen bieten die Studien der
neueren Critical Platform Studies nun eine kritische Lesart der weitgehenden sozialen
Folgen	plattformvermittelter	Kommunikation.
Den Tenor dieser kritischen Re]lexionen greifen einige Arbeiten auf, die sich speziell
aus Sicht der Policy-Forschung und der Ethnologie von Organisationen mit den eigentli-
chen formellen Regeln von Plattformen sowie den Praktiken ihrer Implementation und
Durchsetzung beschäftigen und damit eine Governance durch Plattformen spezi]ischer
beleuchten. Für die vergangenen zwei bis drei Jahre kann hier ein gesteigertes For-
schungsinteresse konstatiert werden, dessen empirisch-konzeptionelle Befunde im Fol-
genden	re]lektiert	werden.
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Die	Content-Moderation	als	grundlegendes	Konzept	privater	Governance
Die Plattformen haben in den vergangenen Jahren ausgefeilte Mechanismen und Gover-
nance-Strukturen entwickelt, mit denen sie die Kommunikation ihrer dispersen Nut-
zer*innen kuratieren, koordinieren und ordnen. Das zugrunde liegende Konzept einer
Governance-by-Platforms-Perspektive ist die Content-Moderation, also das Management
und die Kuratierung der Inhalte sowie der kommunikativen Interaktion jeglicher Platt-
formnutzer*innen. Die Content-Moderation beschreibt den eigentlichen zentralen
Dienst von Kommunikationsplattformen. „Moderation is the essence of platforms. It is
the commodity they offer. It is their central value proposition“ (Gillespie 2018b: 201; vgl.
auch Gillespie 2018a). Die Praktiken der Inhaltemoderation ermöglichen und beschrän-
ken die Nutzerkommunikation; sie sind die „governance mechanisms that structure par-
ticipation in a community to facilitate cooperation and prevent abuse“ (Grimmelmann
2015:	47;	Hervorhebung	im	Original	kursiv).	
Die Möglichkeiten der Content-Moderation und der Intervention werden grundsätz-
lich durch das Recht (insbesondere das Recht auf Meinungsfreiheit), die Privatautono-
mie und das Haftungsprivileg kodi]iziert. In einigen Fällen gehen diese regulativen Ein-
griffe weiter, als das Gesetz es verlangt. Anreize für Plattformen, eine eigene
Governance-Struktur zur Regelung von Inhalten und zum Verhalten der Nutzer*innen zu
etablieren, werden also nicht nur vom Recht, sondern vor allem von ökonomischen Inte-
ressen geschaffen (Klonick 2017: 1616; Balkin 2018; Gillespie 2018c). Die Sanktion
unerwünschten Verhaltens oder verstörender Inhalte dient der Rentabilität der Plattfor-
men, den geschäftlichen Beziehungen zu Partner*innen, zum Beispiel Werbetreibenden
und Datenhändler*innen, dem Au]bau neuer Kundenzweige, der technischen Sicherheit
und dem Vertrauen in die Kommunikation und wirtschaftliche Transaktionen sowie
schließlich dem Au]bau und der P]lege einer funktionierenden Gemeinschaft von End-
nutzer*innen, in der es gilt, Kon]likte ef]izient zu lösen (vgl. Balkin 2018: 1181). Kate
Klonick (2017: 1618‒1621) diskutiert bezüglich der Frage, weshalb die Plattformen ei-
gene Content-Moderation-Systeme entwickelt haben, zusammenfassend drei Faktoren:
1) aufgrund eines stark prinzipiellen Glaubens an die Normen der freien Meinungsäuße-
rung; 2) aufgrund eines Bewusstseins für die unternehmerische und auch wirtschaftli-
che Verantwortung; und 3) aufgrund der Notwendigkeit, den Normen der Nutzer*innen
gerecht zu werden, um den wirtschaftlichen Betrieb zu gewährleisten. Der letzte Punkt
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sollte hier nicht verkannt werden. Die Regeln folgen – dies wird betont – in einem hohen
Maße dem normativen Verständnis und den Erwartungen der jeweiligen Gemeinschaft
von Nutzer*innen. Je höher die Nutzerbindung – also die Zeit und der Grad der Interakti-
on	mit	der	Plattform	–	ist,	desto	höher	sind	auch	die	Werbeeinnahmen.
Auch wenn es gute Gründe für die Content-Moderation gibt, bleibt der Grad der In-
tervention in die Nutzerkommunikation ein zweischneidiges Schwert, wie es Gillespie
formuliert (2018c: 17). Intervenieren die Plattformbetreiber zu stark und löschen ver-
mehrt Inhalte, nehmen sie den Nutzer*innen die Möglichkeit der Interaktion und das
Vertrauen, unbeschränkt kommunizieren zu können. Regulieren sie dagegen zu wenig,
besteht die Gefahr, dass Nutzer*innen mit verstörendem Material oder unangenehmen
Situationen konfrontiert werden. Dadurch könnte die Nutzerbindung sinken, sodass die
Seitenaufrufe	abnehmen	und	Werbeeinnahmen	verloren	gehen	(ebd.).	
Das zunehmende Forschungsinteresse und die aus der Forschung gewonnenen Er-
kenntnisse re]lektieren eine neue Tendenz bei den Plattformunternehmen. Heute erken-
nen diese zumindest an, dass sie Inhalte auf ihren Plattformen aktiv moderieren. Details
zur komplexen Organisation der Inhaltemoderation bleiben indes weiterhin geheim. Die
Content-Moderation der großen Plattformen stellt damit für die öffentliche Wahrneh-
mung einen historisch undurchsichtigen Prozess dar (Klonick 2017; Gillespie 2018c; Ro-
berts 2018). Unter diesen Bedingungen hat die Wissenschaft die Content-Moderation
durch Plattformen meist nur investigativ und anekdotisch – statt systematisch und ana-
lytisch – beobachten können. Geht es etwa um die internen Richtlinien, Handlungsan-
weisungen und Prozesse, nach denen die Content-Moderatoren und die Policy-Teams
der Unternehmen ihre Entscheidungen treffen, verweisen viele Forscher*innen auf eini-
ge wenige investigative Berichte von Journalist*innen, die teilweise auf durchgestoche-
nen	Dokumenten	basieren.13
13 Siehe zum Beispiel: Adrian Chen, Inside Facebook's Outsourced Anti-Porn and Gore Brigade, Gawker,
(16.02.2012), http://gawker.com/5885714/inside-facebooks-outsourced-anti-porn-and-gore-brigade-where-
cam el-toes-are-more-offensive-than-crushed-heads [https://perma.cc/4CTN-9342]; Adrian Chen, The Laborers
Who Keep Dick Pics and Beheadings Out of Your Facebook Feed, Wired (23.10.2014), https://www.wired.com/
2014/10/content-moderation/ [https://perma.cc/3THX-XSVE]; Catherine Buni und Soraya Chemaly, The Secret
Rules of the Internet, The Verge (13.04.2016), http://www.theverge.com/2016/4/13/11387934/internet-mo-
derator-history- youtube-facebook-reddit-censorship-free-speech [https://perma.cc/3C35-RCRR]; Sarah Ro-
berts, Social Media’s Silent Filter, The Atlantic (08.03.2017), https://www.theatlantic.com/technology/archive/
2017/03/commercial-content-	moderation/518796/	[https://perma.cc/XB2U-AW4W].
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Gleichwohl fokussiert ein Teil der Forschung ganz spezi]isch auf Regeln und Prakti-
ken der Content-Moderation. Und mehr noch: Dieser neue Fokus „slices through the
myth that they [the platforms] are neutral conduits, to reveal the inner workings, their
animating logics, their economic imperatives, and the actual foodprint they leave on the
dynamics of sociality and public discourse“ (Gillespie 2018a: 14). Das Konzept der Con-
tent-Moderation als grundlegendes Paradigma einer Governance durch Plattformen ent-
faltet sich in der Forschung in zwei Dimensionen: die formellen Regeln der Inhaltemode-
ration, darunter die Nutzungsbedingungen und die Gemeinschaftsrichtlinien, und die




Die privatrechtliche Grundlage der Content-Moderation bilden die formellen, öffentlich
gemachten und explizierten sowie die organisationsinternen Regeln der Plattformor-
ganisation. Die Richtlinien zu den Inhalten und zum Verhalten werden typischerweise in
der Form von allgemeinen Nutzungsbedingungen und Gemeinschaftsstandards for-
muliert (Price/Verhulst 2004; Gillespie 2018c). Die private Governance durch Verträge
(Private Ordering) ist als wesentliches Paradigma der Ordnungsbildung in der Internet-
Governance-Forschung mittlerweile umfangreich behandelt worden und dient rechts-
und politikwissenschaftlichen Studien als konzeptioneller Fokus. Da das Paradigma der
privaten Ordnungsbildung in der Kommunikationsregelung die Bedingungen für den Zu-
gang zu und den Austausch von Informationen und Kommunikation für die Gesellschaft
fundamental ändert, haben sich vor allem rechtswissenschaftliche Abhandlungen dieser
Thematik angenommen (Reidenberg 1996; Elkin-Koren 1998; 2012; Lessig 1999; Benk-
ler 2000; Bunker 2000; Mueller 2010; Bygrave 2013). Die Diskussion des Private Orde-
rings wurde und wird nach wie vor mit einem Schwerpunkt auf der Produktion und dem
Zugang zu urheberrechtlichen Werken sowie der Durchsetzung von Urheber- und ande-
ren Eigentumsrechten im Internet geführt (Elkin-Koren 1998; 2004; Bridy 2010; Hof-
mann	2012;	Burk	2012;	Tusikov	2017).	
Disziplinen außerhalb der Internet-Policy- und Governance-Forschung setzten sich
erst kritisch mit den Vorgängen der privaten Regelung von Online-Kommunikation aus-
einander, als die Nutzerzahlen von Plattformen stiegen und die grenzübergreifenden
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Kommunikationsdynamiken sichtbarer und erfahrbarer wurden. Die sozial- und kultur-
wissenschaftliche Forschung thematisiert seit etwa 2010 die vertraglichen Bedingungen,
unter denen die wachsenden Online-Communitys der Plattformen geregelt werden. Da-
bei sind systematische und vor allem langfristige empirische Untersuchungen des Wan-
dels der Regeln nach wie vor rar. In jüngster Zeit ist die Aufmerksamkeit für die Regeln
der Plattformen sehr stark gestiegen. In jüngeren Arbeiten werden nun erstmals auch
die Regeln der Plattformen untersucht und relevante Hinweise auf deren Entwicklung
gegeben.
Gillespie (2018a) widmet sich in seinem jüngsten Werk eingehend den Nutzungsbe-
dingungen und Gemeinschaftsrichtlinien verschiedener Plattformen als bedeutender
Teil der Content-Moderation. Seine Perspektive ist indes keine institutionelle, sondern
eine diskursiv-kulturelle. Er rekonstruiert die Regeln der Plattformen als „discursive
performances“ (ebd.: 45 ff.), die mit dem Zweck kommuniziert werden, den Nutzer*in-
nen die Verfahren und Regeln der Moderation zu erklären. Empirisch untersuchte er die
Regeln von mehr als 60 Plattformen, darunter Bild- und Videodienste, Blogs und App-
Stores. In einigen nutzte er das Internet-Archiv, um alte Versionen und den Wandel nach-
zuvollziehen. Allerdings kann hier nicht von einer systematischen Darstellung und Ana-
lyse des Wandels dieser Regeln über mehrere Jahre gesprochen werden. Zudem beruhen
Gillespies Ergebnisse auf einigen persönlichen Interviews, über die als methodischer Zu-
gang jedoch nichts weiter gesagt wird. Ein bedeutendes Ergebnis von Gillespies Arbeit
ist trotz allem ein plattformübergreifender Katalog von Kategorien unerlaubter Nutze-
rinhalten. Plattformen haben mit der Zeit gewisse Standardkategorien unerlaubter oder
unerwünschter Nutzerinhalte entwickelt. Er führt diese Ähnlichkeit der Kategorien auf
ähnliche Probleme mit Inhalten zurück, mit denen alle Plattformen früher oder später
konfrontiert werden. Darüber hinaus beobachten und lernen Plattformbetreiber von der
Kommunikationsregelung	anderer	(Gillespie	2018c).
Gillespies Blick ist der eines kritischen und bereits langjährigen Beobachters des
Handelns der Plattformen. Dieses, so stellt er in einem Artikel fest (Ananny/Gillespie
2016), löst punktuell immer wieder öffentliche Kontroversen aus. Die Plattform-Gover-
nance, so wird hier argumentiert, wird dann durch plötzlich auftretende ‚Shocks‘
beein]lusst, durch die ein Zyklus der öffentlichen Empörung über das Handeln der Platt-
formen	ausgelöst	wird.
36 II. Plattform-Governance im Kontext der Forschung
 
Der rechtswissenschaftliche Beitrag von Klonick (2017) ist wahrscheinlich am eng-
sten mit den Fragestellungen dieser Arbeit verknüpft. Klonick hat eine empirisch fun-
dierte Untersuchung der Regelwerke und des Regelungshandelns digitaler Plattformen
vorgelegt, die im amerikanischen Rechtsverständnis und regulatorischen Rahmen ver-
ankert ist. Ihr Artikel basiert auf einem Methodendesign, der zeigt, dass die Plattformen
neuerdings offener dafür sind, zum Prozess der Content-Moderation mehr Auskunft zu
geben. So war es Klonick möglich, Interviews mit Repräsentant*innen der Plattformen
zur Entstehung und Weiterentwicklung der Plattformregeln durchzuführen. Dessen un-
geachtet nutzte sie archivierte Materialien und interne Dokumente. Auf dieser Datenba-
sis beschreibt Klonick, wie drei große Online-Plattformen – Facebook, Twitter und You-
Tube – ihre Inhalte moderieren. Die Datengrundlage erlaubt es ihr zudem, das Konzept
der Content-Moderation in den breiteren Diskussionszusammenhang einer Governance
von Kommunikation und die Herausbildung eines Werteverständnisses zur freien Mei-
nungsäußerung im privaten Sektor einzuordnen. Auf ein Ergebnis ihrer Untersuchung
wurde zuvor bereits eingegangen: Klonick veranschaulicht, dass die Moderationssyst-
eme der Plattformen zur Kuratierung der Nutzerinhalte von den amerikanischen Nor-
men eines Rechts auf freie Meinungsäußerung und einer wahrgenommenen unter-
nehmerischen Verantwortung geprägt werden (ebd.: 1616). Sie stellt außerdem fest,
dass die Plattformbetreiber eine wirtschaftliche Notwendigkeit sehen, eine Umgebung
zu schaffen, die die Erwartungen der Nutzer widerspiegelt. Die Interviews mit Repräsen-
tant*innen der Plattformen ermöglichten es Klonick, auch Details über längere Entwick-
lungsprozesse der Regeln, organisationsinterne Diskussionen und konkrete Entschei-
dungsverfahren in Erfahrung zu bringen. Die Veränderungen und Überarbeitungen am
System	der	Content-Moderationen	führt	sie	auf	vier	Ein]lüsse	zurück:	
1. Anfragen von Regierungen: Die Plattformarchitektur wird
auch durch staatliche Eingriffe beein]lusst und unterliegt
diesen. „This interference can be through the more direct
need to comply with local laws and jurisdictions, or by the
more subtle in]luences of government lobbying and
requests“	(ebd.:	1650).
2. Medienberichterstattung: „The media do not have a major
role in changing platform policy per se, but when media
coverage is coupled with either (1) the collective action of
users or (2) a public ]igure’s involvement, platforms have
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historically	been	responsive“	(ebd.:	1652).
3. Ein]lüsse dritter Parteien: „Civil society and third-party
groups had and continue to have an impact on the policies
and	practices	of	major	social	media	platforms“	(ebd.:	1655).
4. Veränderungen durch den Prozess selbst: „[M]uch of the
change in moderation policy and guidelines comes simply
from the process of moderation. As new situations arise
during moderation, platforms will both tweak current policy
as	well	as	develop	new	rules“	(ebd.:	1657).
Neben Ein]lüssen auf die Plattform von außen stellt Klonick regelmäßige Veränderungen
am System der Content-Moderation auch aufgrund interner Beobachtungsprozesse und
Diskussionen der Regelwerke und Verfahren fest. Dabei erkennt sie eine stärkere Hin-
wendung zu aktiven und proaktiven Verfahren, „than simply waiting for new types of
content to ]ilter through the system“ (ebd.: 1658). In dem Bewusstsein, dass die Er-
kenntnisse Klonicks auf den (zum Teil auch lückenhaften) Selbstauskünften von Vertre-
ter*innen der Plattformen beruhen, fundiert diese Arbeit dennoch grundlegend das Ver-
ständnis einer privaten Governance von Plattformen, die sich fortwährend im Kontext
pluralistischer	Normen,	Akteur*innen	und	Mechanismen	institutionell	herausbildet.	
Insgesamt lässt sich konstatieren, dass neben den genannten nur noch wenige empi-
rische Studien die Inhalte der öffentlich zugänglichen Regelwerke der Plattformen analy-
sieren. Eine erste frühe Vergleichsstudie zu den Nutzungsbedingungen von Internet-
Service-Providern erschien 2003. Die Autorinnen Sandra Braman und Stephanie Roberts
(2003: 445) nahmen die privatrechtliche Natur der Ordnung für die Internetkommuni-
kation zum Anlass, die Vertragsbedingungen von über 30 kommerziellen und nichtkom-
merziellen Telekommunikations- und Internetzugangsanbietern (ISPs) eingehend zu un-
tersuchen. Die Ergebnisse ihrer Untersuchung deuten auf ein Wissensgefälle zwischen
den Anbieter*innen und den Nutzer*innen hin, wenn es darum geht, welche Regeln exi-
stieren und wie diese angewendet werden. Zudem bestehe auch hinsichtlich der vertrag-
lich ]ixierten Verantwortlichkeiten eine Asymmetrie: „ISPs do not want to be content
providers but do want to control all content“ (ebd.: 438; Hervorhebungen im Original).
Auf der einen Seite übertragen die Nutzer*innen die Rechte an den Inhalten an die An-
bieter*innen, haften aber weiterhin unabhängig. Auf der anderen Seite übernehmen An-
bieter*innen kaum Verantwortung. Dieser Widerspruch in der Regelung von Verantwor-
tung, bei der sich Unternehmen das Recht vorbehalten – aber eben nicht die P]licht
38 II. Plattform-Governance im Kontext der Forschung
 
auferlegen –, Nutzerinhalte zu entfernen, ist auch in den Nutzungsbedingungen von
Plattformen festgehalten und hat sich als ein Prinzip der Governance-by-Platforms mani-
festiert	(Gillespie	2018b:	205).	
Braman und Roberts (2003: 423) gelangen zu dem Schluss, dass diese Vereinbarun-
gen verfassungsrechtliche Standards in Bezug auf die Meinungsäußerungsfreiheit und
die Privatsphäre der Nutzer*innen missachten und dabei gleichzeitig neue Regeln für
die Kommunikation setzen. Die Verträge, denen die Nutzer*innen zustimmen müssen,
wenn sie den Service nutzen möchten, bezeichnen sie daher als das De-facto-Gesetz für
die heutige Internetkommunikation. Bis heute hat sich an dieser Einschätzung wenig ge-
ändert. Eduardo Celeste (2018) vergleicht die Regeln der Nutzungsbedingungen digita-
ler Plattformen mit verfassungsrechtlichen Schriften. Obwohl es sich um einen reinen
Vertrag zwischen privaten Parteien handelt, so Celeste, übernehmen diese Regeln den
traditionellen Fachjargon der Verfassungstexte und formulieren ihren Inhalt in Bezug
auf gewisse Rechte, Grundsätze und P]lichten. Werden diese nach den Prinzipien der
Rechtsstaatlichkeit bewertet (einvernehmlich, transparent, gleich und relativ stabil an-
gewendet sowie fair durchgesetzt), stellen sich für Nicolas Suzor (2018) die Nutzungs-
bedingungen von Plattformen als wenig legitime Form der Governance dar. Luca Belli
und Jamila Venturini (2016) erweitern den Bezugsrahmen ihrer empirischen Untersu-
chung der Nutzungsbedingungen noch einmal. Die Anwendung von Nutzungsbedingun-
gen und anderen privaten Regeln der Kommunikation habe einen grundlegenden
Ein]luss auf die freiheitliche Ausübung der Menschenrechte von Internetnutzer*innen
„with particular regard to freedom of expression (innovation), the right to privacy and to
due	process“	(ebd.:	1).
Hinsichtlich der Wirkung dieser Verträge als Governance-Mechanismus für Online-
Communitys, ihr Verhalten, ihre Kommunikation sowie für den Zugang zu Informationen
fällt die Kritik in der Forschung deutlich aus. Fair]ield (Fair]ield 2008) beschreibt die
Verträge als „anti-social contracts“ und weist auf die Gefahr die Kreativität virtueller Ge-
meinschaften hin. Er betont, dass vertragliche Regelungen prinzipielle Einschränkungen
zur Folge haben, da sie naturgemäß nicht alle rechtlichen Bedürfnisse der kreativen
Communitys abdecken könnten, und plädiert für die Weiterentwicklung des öffentlichen
Rechts zur Unterstützung dieser Communitys. Für Emily Laidlaw (2010; 2015) stellen
die Nutzungsbedingungen den Mechanismus dar, mit dem Plattformen den Zugang zu
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Informationen und zur Teilhabe im Internet bestimmen. Damit seien Plattformen die
neuen	Information-Gatekeeper	im	Internet.
Ebenfalls mit einer expliziten Verbindung zur Meinungsfreiheit im Internet unter-
suchte Jillian C. York (2010) die Regelungspraktiken von fünf Plattformen – Facebook,
YouTube, Flickr, Twitter und Blogger – hinsichtlich der Regeln zur Deaktivierung oder
Löschung von Nutzerkonten. Das Ergebnis verdeutlicht, dass die Plattformen eigene De-
]initionen akzeptabler und nicht akzeptabler Formen der Kommunikation geben und
durchsetzen und damit Ein]luss auf die Bedingungen für Meinungsfreiheit im Internet
nehmen. Die Standards, die diese privaten Plattformen anwenden, sind in der Regel
pragmatisch und subjektiv und werden ständig überprüft sowie verfeinert. Gleichwohl
macht York deutlich, dass die Plattformen selbst unter dem Druck der Regierungen stün-
den, die von ihnen fordern, bestimmte Inhalte zu unterdrücken. Privatwirtschaftliche In-
teressen, fragmentierte Rechtsrahmen sowie unterschiedliche Normen und Werte hin-
sichtlich der Kommunikation erfordern einen schwierigen Balanceakt, der im
übertragenen Sinne die Herausbildung einer quasiöffentlichen Sphäre auf den Plattfor-
men beschreibt, aber diesbezüglich keine klare Lösung gibt: „The question of who
should determine what is acceptable speech on these quasi-public areas has no clear
answer, nor is there an obvious way to determine the extent to which allowable content
standards	should	be	tailored	to	individual	countries	or	regions“	(ebd.:	29).
Studien aus den folgenden Jahren re]lektieren Ausschnitte der allgemeinen Nut-
zungsbedingungen und Gemeinschaftsrichtlinien Bezug nehmend auf bestimmte Kom-
munikationsphänomene oder Problemzusammenhänge.14 Danielle Keats Citron und He-
len Norton (2011) diskutieren beispielsweise die Regelung von Hassrede durch
Plattformen. Die Sorge um potenzielle geschäftliche, ethische und instrumentelle Nach-
teile hat Plattformen dazu motiviert, ‚Hate Speech‘ als unzulässig in die Geschäftsbedin-
gungen und Gemeinschaftsrichtlinien aufzunehmen. Solche Schlüsselbegriffe wie ‚Hate
Speech‘ werden dabei jedoch wenig spezi]isch de]iniert, stellen Citron und Norton in ih-
rer damaligen Analyse fest (ebd.: 1458). Joanne Kuzma thematisiert Belästigungen in
der Online-Kommunikation und erläutert, wie Schutzmaßnahmen technisch implemen-
14 Es existiert eine Vielzahl von Studien, die sich spezi]isch mit den Datenschutzregeln der Plattformen beschäfti-
gen und diese auch systematisch sowie über einen längeren Zeitraum untersuchen. Umfangreich ‒ mit über 60
Fällen ‒ geschieht dies bei Kuzma (2011); die längerfristige Entwicklung der Facebook-Datenschutzrichtlinien
wird	bei	Shore	und	Steinman	(2015)	nachvollzogen.
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tiert werden (Kuzma 2013). Youmans und York (2012) zeigen anhand von Fallbeispielen
auf, wie die Plattformen ihre Nutzungsbedingungen während der Unruhen des Arabi-
schen Frühlings auslegten und so die Nutzung durch politische Aktivist*innen gegen das
Regime behinderten und erschwerten. Tatjana Milosevic (Milosevic 2016) hinterfragt
die Wirksamkeit des derzeitigen Selbstregulierungssystems sozialer Netzwerke am Bei-
spiel der Bekämpfung von Cybermobbing unter Kindern. Was die Regelung hinsichtlich
extremistischer und terroristischer Inhalte betrifft, kommt Citron (2018: 5) zu dem
Schluss, dass die Veränderung der Plattformregeln in diesem Fall weniger eine freiwilli-
ge Marktentscheidung gewesen, sondern vielmehr als Reaktion auf den Druck von Re-
gierungen vorgenommen worden sei ‒ insbesondere aufgrund einer drohenden europäi-
schen	Regulierungslösung.
Schließlich hat die Forschung auch die prinzipiellen Mechanismen des Zustande-
kommens der vertraglichen Vereinbarungen zwischen Plattformen und Nutzer*innen th-
ematisiert. Durch ein einfaches Anklicken eines Buttons stimmen die Nutzer*innen frei-
willig allen Plattformregeln zu. Dass alle Nutzer damit wirklich den Regeln zustimmen
und diese akzeptieren würden, wurde als „die größte Lüge des Internet“ (Obar/Oeldorf-
Hirsch 2018) entlarvt. In Studien konnte nachgewiesen werden, dass die Nutzer*innen
die Regeln weder vollständig lesen noch verstehen oder dass sie diese gar als störend
emp]inden und ignorieren (ebd.; vgl. auch Bakos et al. 2014). So steht wiederholt die
Empfehlung bzw. Forderung im Raum, die Regeln klarer, konsistenter und transparenter
zu formulieren und den Nutzer*innen zu vermitteln und darüber hinaus auf Verstöße
der	Richtlinien	auch	zu	reagieren	(Newland	et	al.	2011:	3).	
Auffällig ist, dass diejenigen Stimmen, die in den Regeln positive Effekte einer ko-
stenef]izienten und vertrauensfördernden Koordinierung des Nutzerverhaltens im Sinne
des traditionellen Community Managements sehen (Baron 2002), im Laufe der Zeit ei-
ner kritischen Forschung wichen. In dieser wird zwar anerkannt, dass Plattformen die
Freiheit besitzen, auch außerhalb des rechtlichen Rahmens Inhalte und kommunikative
Verhaltensweisen als erlaubt oder nicht erlaubt zu de]inieren. Nichtsdestotrotz wird in
den vielfältigen Problemzusammenhängen der Studien stets verdeutlicht, wie sehr pri-
vate Regeln die Kommunikation der Nutzer*innen dominieren, ohne dass dabei Details
der Verfahren der Anwendung, der Durchsetzung und der Entscheidung transparent
nachvollzogen werden können. Während die Plattformen die Nutzungsbedingungen und
Gemeinschaftsrichtlinien öffentlich zugänglich machen müssen, thematisiert und kriti-
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Die im Folgenden genannte Literatur bezieht sich auf die Entscheidungs]indung durch
private Unternehmen als Akteur*innen einer Governance für die Online-Kommunikati-
on, die, wie weiter oben festgestellt wurde, nach anderen Logiken und unter Verwen-
dung anderer Instrumente eine Ordnungsbildung etabliert hat. Die Content-Moderation
von Plattformen funktioniert heute als Hybridmodell, das zum einen automatisierte und
nutzerbasierte Verfahren der Inhaltskuratierung sowie -]ilterung und zum anderen ein
hohes	Maß	an	menschlicher	Moderatorenarbeit	vorsieht.
Die algorithmische Steuerung der Kommunikation ist ein Forschungsthema, das die
Media-Governance-Forschung mit der Techniksoziologie verbindet (Katzenbach 2013;
Musiani 2013; Napoli 2014). Im Zusammenhang mit der Content-Moderation und der
allgemeinen Kuratierung der Nutzerinhalte thematisiert die Forschung die verschiede-
nen Funktionen algorithmengetriebener Verfahren. Diese durchsuchen Kommentare vor
der Veröffentlichung; sie erkennen und ]iltern illegale oder gefährliche Inhalte (Sandvig
et al. 2014), sortieren und strukturieren Inhalte auf dem Newsfeed (Sandvig 2014), kon-
struieren so Sichtbarkeit und Unsichtbarkeit (Bucher 2012; 2017) und personalisieren
das allgemeine Nutzererlebnis (Napoli 2015). Diese Forschung zur algorithmischen
Steuerung der Kommunikation betont, dass hinter den Algorithmen immer auch
menschliche Entscheidungen stehen. Unter dieser Prämisse wurde der Frage, inwiefern
über die zugrunde liegenden Software-Prozesse auch eine ‚algorithmische Macht‘ ausge-
übt werden kann, besondere Aufmerksamkeit geschenkt (Beer 2009; Mager 2012). Dar-
an anlehnend wurde ebenfalls Fragen nach den ideologischen Leitvorstellungen dieser
Systeme, einer möglichen Verzerrung der erzeugten Ergebnisse und nach dem Diskri-
minierungspotenzial algorithmisch-basierter Entscheidungen nachgegangen (Bozdag
2013).
Neben den technisch implementierten Mechanismen der Content-Moderation lag in
den vergangenen Jahren ein großes Interesse auf den menschlichen Anteilen an diesen
Systemen. Die Plattformen haben heutzutage eine komplexe Organisation von Arbeits-
kräften zusammengestellt, die die Moderation übernehmen. Diese Arbeit setzt sich zu-
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sammen aus „company employees, temporary crowdworkers, outsourced review teams,
legal and expert consultants, community managers, ]laggers, administrators, modera-
tors, super]laggers, nonpro]its, activist organizations, and the entire user population“
(Gillespie	2018b:	201).	
Die Content-Moderation der Plattformen basiert zu einem großen Teil auf den Mel-
dungen der Nutzer*innen. Das sogenannte Flagging oder Reporting unerwünschter oder
anstößiger Inhalte durch die Nutzer*innen ist mittlerweile ein allgegenwärtiger Gover-
nance-Mechanismus, der Plattformen auf problematische Inhalte hinweist, damit diese
überprüft werden können (Crawford/Gillespie 2016). Die sukzessive Einführung techni-
scher Features wie Buttons, Flag-Buttons und Tags stellt indes nicht nur eine bessere
Kontroll- oder Ausdrucksmöglichkeit für die Informations- und Kommunikationsbedarfe
der Nutzer*innen dar, sondern mit diesen wird jede Interaktion der Nutzer*innen auch
in zusätzliche auswertbare Daten umgewandelt (Goodwin et al. 2016). Plattformen
haben zudem sogenannte Trusted Flagger Programs initiiert, mit denen die Arbeitskraft
ausgewählter Plattformnutzer*innen und externer Akteur*innen kooptiert wird, um
eine private Governance-Infrastruktur zur Durchsetzung der Plattformrichtlinien zu er-
stellen. Plattformen priorisieren hierbei die Überprüfung von Inhalten, die von vertrau-
enswürdigen Personen oder Organisationen als inakzeptabel gemeldet wurden (NYU
2017;	Schwemer	2018).	
Besonders kritisch registrierten die allgemeine Öffentlichkeit und auch die For-
schung die Auslagerung bestimmter Dienstleistungen der Content-Moderation, mit de-
nen dritter Vertragspartner*innen beauftragt wurden. Insbesondere standen dabei die
Arbeitsbedingungen sowie die psychischen und gesundheitlichen Folgen derjenigen Per-
sonen im Fokus, die im Schichtbetrieb einen Teil der gemeldeten Inhalte ]inal begutach-
ten (van Doorn 2017; Cohen 2008). Ein Großteil dieses Verfahrens, das eine ganze Indu-
strie der „Commercial Content Moderation“ entstehen ließ (Roberts 2014; 2016), iist
erst durch investigative Berichte und Dokumentationen sowie durch aufwendige For-
schung	ans	Licht	gekommen.	
Jede Plattform bedient sich heute einer Kombination aus automatisierter Filterung,
dem Melden von Verstößen sowie der menschlichen Überprüfung mittels Moderatoren.
Gillespie fasst zusammen: „Platforms moderate (through removal, ]iltering, and suspen-
sion); they recommend (through news feeds, trending lists, and personalized sugge-
stions); and they curate (through featured content and front-page offerings)“ (Gillespie
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2018b: 202). Um sicherzustellen, dass die Inhalte legal, relevant und wertvoll sind,
nehmen die Plattformen Ein]luss auf die Inhalte und personalisieren das Nutzungserleb-
nis für jeden einzelnen Nutzer/jede einzelne Nutzerin. All diese Mechanismen sind tägli-
che Praxis der Plattformen und unterliegen dabei gleichzeitig ständigen Anpassungen
und	Veränderungen.
4 Zwischenfazit: Die Komplexität der Verantwortlichkeiten und 
Governance-Mechanismen
Der vorangegangene Literaturüberblick hat den gegenwärtigen Stand der Forschung an-
hand dreier Schlüsselbegriffe sortiert, die für die hier im Zentrum stehenden digitalen
Kommunikationsplattformen verwendet werden: Je nach Disziplin und Erkenntnisinte-
resse ist die Rede von sozialen Online-Netzwerken, Internet-Intermediären oder von di-
gitalen Plattformen. Die Begriffe transportieren jeweils eine bestimmte Perspektive, die
den Gegenstand dieser Arbeit in einen Kontext setzt und durch neuere Befunde der kriti-
schen Plattformforschung gewinnbringend fundiert. Die Unterscheidung ist daher vor
allem eine analytische, die in der Forschungsrealität nicht in dieser Trennschärfe zu ]in-
den ist. Bei der Beschreibung des Social-Media-Phänomens kommt es stets zu begrif]li-
chen Überlappungen und Varianten. Es zeichnet sich die Emergenz einer alternativen
Perspektive auf das Phänomen der sozialen Online-Netzwerke ab. Während es in den
Anfängen der Forschung vorwiegend um Nutzungspraktiken ging, nehmen neuere Ar-
beiten eher die technischen Plattformen und das Regelungshandeln ihrer kommerziellen
Betreiber	in	den	Blick.
Forschungsgegenstand einer Reihe früher Studien waren die unzähligen Episoden
und pluralen Praktiken der Nutzung sozialer Online-Netzwerke. Diese Perspektive be-
leuchtet auf der Mikroebene eingehend die Konstellationen zwischen Social-Media-An-
geboten und individuellen Nutzungshandlungen. Die kommunikationswissenschaftliche
Mediennutzungs- und Medienwirkungsforschung leistet hier seit mehreren Jahren
grundlegende Arbeit. Die facettenreiche Forschung spiegelt die zunehmende Durchdrin-
gung beinahe aller gesellschaftlichen Lebensbereiche durch die Nutzung sozialer Netz-
werke wider ‒ von der privaten interpersonalen Laienkommunikation bis hin zu einer
44 II. Plattform-Governance im Kontext der Forschung
 
professionellen Massenkommunikation. Es hat sich eine private Infrastruktur für die öf-
fentliche Kommunikation manifestiert, die die nationalstaatlichen Grenzen überschrei-
tet. Die Dienste werden dabei wiederholt von verschiedensten Akteur*innen zur Austra-
gung von Kon]likten und undurchsichtigen Interessen genutzt und sind damit zu Orten
des Politischen geworden. Die Forschung zur Nutzung sozialer Online-Netzwerke re]lek-
tierte so auch den Missbrauch sozialer Netzwerke und problematische Verhaltenswei-
sen. Dabei reichten die Themen von individuellen Beleidigungen bis hin zu Bedrohungen
der öffentlichen Sicherheit durch extremistische und terroristische Propaganda. Proble-
matische Inhalte und Nutzungsweisen skalieren mit dem Wachstum der Nutzerzahlen.
Sie tragen zu den grenzübergreifenden, kommunikativen Dynamiken in sozialen Netz-
werken bei. Eine Reaktion – oder auch Nichtreaktion – der Dienste oder politischen Ent-
scheider*innen auf die Probleme beein]lusst und verändert in erheblichem Maße die Be-
dingungen, unter denen kommuniziert wird. Im Ergebnis tritt zutage, dass die
Dynamiken grenzüberschreitender Kommunikation den Druck sowohl auf die öffentli-
chen	als	auch	auf	die	privaten	Regelungssysteme	erhöhen.
Die eigentliche Governance-Perspektive vollzieht sich analytisch in zwei Dimensio-
nen: einer Governance von Plattformen und einer Governance durch Plattformen. Erste-
re fokussiert auf den normativen und rechtlichen Regelungskontext auf der Makroebene.
Im Zentrum dieser Forschungsperspektive steht der Begriff des Online-Intermediärs.
Die hier insbesondere von den Politik- und Rechtswissenschaften geprägte Forschung
referenziert wiederkehrend auf den normativen Rahmen der Menschenrechte, insbeson-
dere auf die Bedingungen für die Meinungsfreiheit im Internet. Diese Forschung forcier-
te nun also eine andere Perspektive auf soziale Netzwerke, indem sie begann, die Rolle
der Internetunternehmen als privatwirtschaftliche Akteure im Ge]lecht transnationaler
Internet Governance sowie als neue Intermediäre der Kommunikation zu adressieren. In
diesem Zusammenhang wurde die Bedeutung der Internet-Intermediäre als Proxys für
staatliche Internetzensur und Regelungsmaßnahmen hervorgehoben. Diese Regulie-
rungsstrategie ‒ ob nun von autoritären oder von demokratischen Staaten durchge-
setzt ‒ zielt dabei auf die populären Online-Intermediäre, um eine staatliche Kontrolle
der Internet-Infrastruktur oder der Kommunikation zu erreichen. Die Privatisierung
staatlicher Rechtsdurchsetzung hat sich normalisiert. In den Blick geraten nun auch die
verschiedenen Rechtsrahmen, in denen Internet-Intermediäre handeln. In den USA, in
der Europäischen Union sowie in anderen liberalen Demokratien wird hier eine prinzi-
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pielle Befreiung von der rechtlichen Haftung von Intermediären für die Verbreitung nut-
zergenerierter Inhalte geregelt. Mit dem Ziel, die Meinungsfreiheit und den Fluss von In-
formationen möglichst ungehindert zu ermöglichen, wird Internet-Intermediären und
Plattformen ein rechtliches Privileg gewährt. Weiterhin zeigte sich, dass das Haftungs-
privileg eine private Kommunikationsinfrastruktur von Plattformen erst ermöglicht hat
und	eine	private	Governance	der	Plattformen	damit	rechtlich	kodi]izierte.
Schließlich knüpft daran eine dritte Forschungsperspektive an, die den Kern einer
Governance durch Plattformen betrifft und damit die Mesoebene der Organisation be-
tont. Die Critical Platform Studies stellen den Begriff ‚Plattform‘ in den Mittelpunkt, der
ein soziotechnisches Verständnis der Regelung von Kommunikation vermittelt. Die Er-
forschung der Bedingungen, die kommerzielle Plattformen an die Kommunikation ihrer
Nutzer*innen stellen, werden hierbei durch techniksoziologische, kulturwissenschaftli-
che oder politökonomische Ansätze begründet. Als das grundlegende Konzept einer Go-
vernance durch Plattformen hat sich die Content-Moderation herausgestellt. Nach wie
vor lassen sich nur wenige Details zu den organisationsinternen Regeln und Praktiken
für die Moderation von Nutzerinhalten in Erfahrung bringen. Konzeptionell konnte aller-
dings geklärt werden, dass die vertraglichen Vereinbarungen in Form von Nutzungsbe-
dingungen und Gemeinschaftsrichtlinien die institutionelle und rechtliche Basis der
Content-Moderation darstellen. Die Praktiken und Verfahren der Content-Moderation
bestehen heutzutage aus hybriden Modellen vollständig automatisierter, Community-ba-
sierter sowie menschlicher Entscheidungen durch Moderator*innen. Vereinzelt wurde
sich in Studien auch empirisch den öffentlich zugänglichen Plattformregeln gewidmet,
wobei systematische Analysen zu längerfristigen Veränderungen rar sind. In den Studien
wird aber dennoch wiederkehrend die Relevanz dieser Regeln als ein neues Ordnungs-
paradigma für die Online-Kommunikation und gleichzeitig als ein Instrument der Platt-
formen,	mit	dem	diese	die	Content-Moderation	kommunikativ	vermitteln,	betont.	
Es wird nun im Folgenden darum gehen, genau dieses institutionelle Fundament ei-
ner Governance durch Plattformen anhand ihrer Merkmale genauer zu charakterisieren
sowie deren Genese und Veränderung über die vergangenen Jahre zu rekonstruieren.
Die öffentlich zugänglichen Plattformregeln – dies wurde in der bisherigen Forschung
deutlich – sind nicht stabil, sondern unterliegen Veränderungen, die durch die Plattform
selbst, durch die kommunikativen Verhaltensweisen der Nutzer*innen oder durch die
Normen, Regeln und Interessen von Akteur*innen im weiteren Kontext der Plattformen
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hervorgerufen werden. Soziale Netzwerke werden für alle möglichen Zwecke und für
alle möglichen Arten der Kommunikation genutzt. Die Problembereiche der Kommuni-
kation wie die politischen Diskurse haben sich im Lauf der Zeit geändert. Sie beein]lus-
sten dabei auch, wie sich die Plattformen selbst um neue Verhaltensweisen der Nut-
zer*innen organisieren und neue Prozesse sowie Strukturen etablierten. Das
Forschungsfeld einer Plattform-Governance muss diese Kontexte, in die das Regelungs-
handeln der Plattformen einbettet ist und die gleichzeitig durch das Handeln der Platt-
formen	gestaltet	werden,	berücksichtigen.	
Zusammenfassend formuliert verdeutlicht der bisherige Stand der Forschung mit al-
len verwendeten Begriffen die Komplexität der Verantwortlichkeiten für die Regelung
der Online-Kommunikation und die Vielfalt an Regelungsmechanismen, die angewendet
und diskutiert werden. Plattformen werden dabei als privatwirtschaftliche Unter-
nehmen, als globale Akteure, die die Bedingungen der Meinungsfreiheit im Internet
beein]lussen, oder als soziotechnische Konstrukte verstanden. Im übertragenen Sinne
stehen Plattformen damit in der Mitte, rechtlich und praktisch gesehen zwischen ver-
schieden gelagerten internen und externen Interessen, zwischen fragmentierten Rege-
lungsebenen und Regelungsautoritäten, zwischen den Ansprüchen einer neutralen Ver-
mittlung und einer aktiven Regulierung (Gillespie 2018c). Als zentrale Orte für
grenzüberschreitende Kommunikation stehen sie aber immer im Fokus einer öffentli-
chen Diskussion um die Verantwortung für die Ausübung von Meinungs- und
Informationsfreiheit.
Fragen dazu, wie sich eine Plattform-Governance gesellschaftlich legitimiert, welche
Verantwortung Plattformen für die gesellschaftliche Kommunikation als Ganzes tragen
oder wie die Verantwortung von Plattformen auch institutionalisiert werden kann, wer-
den von der Forschung in den vergangenen Jahren verstärkt aufgeworfen (Helberger et
al. 2018; van Dijck et al. 2018). Die Evaluation der Governance anhand menschenrechtli-
cher Prinzipien (Suzor et al. 2018) oder nach dem Prinzip der Rechtsstaatlichkeit (Suzor
2018), die Implementierung besserer Verfahren zum Umgang mit Beschwerden der Nut-
zer*innen und der allgemeinen Öffentlichkeit (Gillespie 2018b: 203) sowie eine größere
Transparenz hinsichtlich interner Entscheidungsverfahren (Plantin 2018) stehen dabei
als Ansätze und auch Forderungen im Raum. Vermittelt wird die Suche nach ausgewoge-
nen Lösungen für die Vielzahl an Dilemmata, die eine private Regelung von Kommunika-
tion und Meinungsfreiheit mit sich bringt. Auch hier wird sich nicht abschließend klären
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lassen, wie das Ideal einer ausgewogenen und zukunftssicheren Lösung aussehen kann.
Klar ist jedoch, dass die privaten Regeln und Praktiken von Plattformen für die Online-
Kommunikation die bestehenden Leitbilder einer kommunikativen sozialen Ordnung
herausfordern.
48 II. Plattform-Governance im Kontext der Forschung
 
III Die Herausbildung einer privaten 
Governance als Wandel 
institutioneller Regeln im Diskurs
Nachfolgend werden die Herausbildungsprozesse einer privaten Governance der Platt-
formen für die Kommunikation ihrer Nutzer*innen theoretisiert. Der an die Wissen-
schaft gerichtete theoretische Vorschlag dieser Abhandlung besteht darin, die Emergenz
einer privaten Governance als Wandel institutioneller Regeln im Diskurs zu begreifen.
Der in dieser Studie eingeschlagene Weg beginnt mit der Diskussion geeigneter theoreti-
scher	Konzepte	und	Befunde	und	wie	sich	die	Arbeit	zu	diesen	verhält.	
Dementsprechend wird in drei Schritten vorgegangen: Zunächst stellt sich die Auf-
gabe, den Begriff ‚Governance‘ zu klären. Es handelt sich hierbei um einen interdiszipli-
nären Brückenbegriff, der erst in der theoretischen Erarbeitung und kontextbezogenen
Anwendung seinen Mehrwert erlangt. Der Kontext für diese Arbeit ist die Media-Gover-
nance-Forschung der Kommunikationswissenschaft, die sich in jüngster Zeit wieder ver-
stärkt der Institutionstheorie und insbesondere den neuen institutionstheoretischen
Ansätzen zuwendet. Diese Arbeit knüpft an die Relevanzbeschreibungen der For-
scher*innen	in	dieser	Disziplin	an.	
Im zweiten Schritt wird der Governance-Begriff präzisiert, indem die institutionel-
len Merkmale einer ‚privaten‘ Governance für die grenzüberschreitende Kommunikation
konzeptionell herausgearbeitet werden. Die Beteiligung privatwirtschaftlich organisier-
ter Akteur*innen an der Regelung öffentlicher und privater Kommunikation ist nicht nur
konzeptionell in Form von Selbstregulierungs- und Selbstorganisationsmodellen eta-
bliert, sondern stellt in zahlreichen demokratischen Mediensystemen eine bewusst öf-
fentlich implementierte und geübte Regulierungspraxis dar. Wie im Folgenden ausge-
führt wird, ergibt sich mit Blick auf die Regelung der Online-Kommunikation allerdings
die Notwendigkeit, den Modellen von Selbstregulierung und Selbstorganisation ein wei-
teres Modell privater Ordnungsbildung hinzuzufügen und dieses hinsichtlich der neuen
institutionellen Merkmale schärfer zu konturieren. Daher werden die Überlegungen zu
einer privaten transnationalen Governance im Internet, das Ordnungsparadigma des Pri-
vate Orderings sowie das Instrument des Vertrags (insbesondere des Standardvertrags)
als rechtliches Korrelat dieser Ordnungsbildung schrittweise erörtert und in Bezug zum
Untersuchungsgegenstand	gesetzt.
Damit ist das erforderliche Fundament für die theoretische Argumentation gelegt,
sodass schließlich im dritten Schritt der Frage nach Herausbildungsprozessen dieser
Form von Governance nachgegangen werden kann. Es gilt, die dynamische Entwicklung
einer privaten Governance ‒ verstanden als zwischen institutionellem Wandel und Kon-
tinuität abwechselnden Phasen ‒ zu plausibilisieren. Mithilfe diskursiv und kommunika-
tiv verstandener Institutionalisierung und Deinstitutionalisierung sollen die Prozesse
der Herausbildung einer privaten Governance konzeptionell in der neuen Institutionen-
theorie verortet werden. Diese Ansätze stellen die Institutionalisierung von Regeln, Pro-
grammen und Leitideen unter den Bedingungen von öffentlicher Diskussion und Kom-
munikation ins Zentrum ihrer Erklärungslogik. Zugleich schlagen sie die
methodologische Brücke zur Diskursanalyse, mit deren Hilfe die Beantwortung der Fra-
gen	letztlich	empirisch	umgesetzt	werden	soll.	
Zusammenfassend formuliert wird mithin das Ziel zu erfüllen sein, Governance
sinnvoll im Kontext institutionentheoretischer Regelungsansätze zu verorten, darauf
au]bauend die institutionellen Merkmale einer privaten Governance für die grenzüber-
schreitende Online-Kommunikation herauszuarbeiten und schließlich einen Ansatz zu
erstellen, der einen besonderen Fokus auf die dynamischen Herausbildungs- und Wand-
lungsprozesse	der	Governance	in	diesem	Bereich	legt.
1 Begriffsarbeit: Der Mehrwert einer institutionentheoretischen 
Governance-Perspektive
Governance legt ein institutionalistisches Denken nahe (Mayntz 2006). Den Argumenta-
tionszusammenhang für die vorliegende Arbeit bietet die Media-Governance-Forschung
innerhalb der Kommunikationswissenschaft. Diese hat in mehrfacher Hinsicht bereits
auf die Institutionentheorie als eine gewinnbringende Theorie für ihre Disziplin verwie-
sen (u.a. Galperin 2004; Donges 2006; 2007b; D’Haenens et al. 2010; Jarren/Donges
2007; Künzler et al. 2013a; Puppis 2010b; Katzenbach 2012; Jarren 2016). Christian
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Katzenbach (2018) hat jüngst einen umfangreichen Forschungsüberblick zur Fundie-
rung von Media Governance durch die Institutionentheorie erarbeitet. Die Media-Gover-
nance-Forschung hat sich dabei vor allem neoinstitutionalistischen Ansätzen zuge-
wandt, um die Strukturen, Prozesse und Mechanismen der Ordnungsbildung im
Medienbereich zu beschreiben.15 In dieser Arbeit wird an die genannten Forschungsbei-
träge und Relevanzbeschreibungen angeknüpft. Zunächst soll jedoch der Governance-
Begriff	eingehender	geklärt	werden.
1.1 Governance als interdisziplinärer Brückenbegriff und die Aufgabe der 
Erarbeitung
Der Begriff ‚Governance‘ ist heutzutage allgegenwärtig. Er ]indet in der Gesellschaft viel-
fältige Verwendung, und über den alltäglichen Sprachgebrauch hinaus hat sich seine
Nutzung innerhalb verschiedener wissenschaftlicher Disziplinen gefestigt (Benz et al.
2007). Seinen Ursprung hat der Begriff in der Transaktionskosten-Ökonomie der Wirt-
schaftswissenschaften; ‚Corporate Governance‘ verweist auf die Trennung von Eigentum
und Kontrolle in Unternehmen. Eine zweite Wurzel liegt in der politikwissenschaftlichen
Policy-Forschung. Die ‚Global Governance‘ aus den internationalen Beziehungen fokus-
siert auf transnationale Problemlösungsansätze über das nationalstaatliche System hin-
aus. Das Paradigma einer ‚governance without government‘ wiederum verweist auf die
Ordnungsbildungskapazitäten der gesellschaftlichen Selbstorganisation. In der Entwick-
lungspolitik wird stärker normativ geprägt von ‚good Governance‘ gesprochen, womit
Programme für eine bessere Praxis des Regierens gemeint sind. Dieser knappe Überblick
verdeutlicht die vielfältigen Wurzeln und Verwendungsweisen des Governance-Begriffs.
Wiederholt wurde Governance daher als ein interdisziplinärer Brückenbegriff herausge-
stellt, dessen große Stärke darin besteht, „verschiedene disziplinäre Fachdiskurse und
ihre Ergebnisse miteinander zu verkoppeln“ (Schuppert 2006: 373; vgl. auch Kersber-
gen/Waarden 2004; Benz/Dose 2010; Donges 2007c; Puppis 2010b). Mittlerweile liegen
zahlreiche Übersichtswerke zur Governance-Forschung vor, die die Debattenstränge und
die jeweilige Begriffsverwendung in den unterschiedlichen Disziplinen thematisieren.
Der generelle Erfolg des Leitbegriffs der Governance wird dabei offensichtlich, kann
15 Obwohl die Media-Governance-Forschung sich zu rechtlichen Diskursen im Medienbereich äußert, verfolgt sie
insofern	keine	Zielsetzung	in	einem	rechtlich-normativen	Sinne.
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dieser doch die Erkenntnis wachsender sozialer Interdependenzen und neuer Formen
und	Verfahren	zu	deren	Bewältigung	begründen.
Die Vielfalt und die gleichzeitige Selbstverständlichkeit der Verwendung des Leitbe-
griffs reichen allerdings nicht aus, um dessen Mehrwert umfänglich gerecht zu werden.
Umso bedeutender erscheint die Frage, die Arthur Benz und Nicolai Dose (2010) in ei-
nem Buchbeitrag aufwerfen: Verbindet sich mit der wissenschaftlichen Verwendung des
Begriffs ‚Governance‘ eine wirklich neue Sichtweise auf die Gesellschaft, oder handelt es
sich lediglich um einen modischen Anglizismus? Die Autoren beantworten die Frage, in-
dem sie der disziplinären Verwendung des Begriffs tiefergehend nachspüren und somit
die Bandbreite der Bedeutungsvarianten des Begriffs erarbeiten. Je nach Erkenntnisinte-
resse, so ein Ergebnis ihrer Untersuchung, changieren die Auffassungen der Disziplinen,
welche gesellschaftliche Ordnungsbildung mit Governance beschrieben werden soll. Und
dennoch – dies ist ein weiteres Ergebnis – ergibt sich aus der theoretischen Vielfalt ein
gemeinsamer	Begriffskern.	
Im Zentrum von Governance stehen nach Benz und Dose (ebd.: 25) die Tätigkeiten
des Regierens, des Steuerns und des Koordinierens: zum einen die Art und Weise dieser
Tätigkeiten und zum anderen die prozessualen, strukturellen, funktionalen und in-
strumentellen Aspekte dieser Tätigkeiten. Das darin zum Ausdruck gebrachte interaktive
Handeln wird an späterer Stelle noch eine weitere konzeptionelle Brücke liefern. Zuvor
steht jedoch noch einmal der Begriffskern im Fokus: Benz und Dose spezi]izieren vier
Bedeutungsinhalte, die den Begriff gemeinsam tragen: (1) Governance ist das Steuern
und Koordinieren von Akteuren mit dem Ziel der Bewältigung von Interdependenzen
zwischen individuellen, kollektiven oder kooperativen Akteuren. (2) Die Basis dieser
Aushandlungsbeziehungen bilden institutionalisierte Regelsysteme, die sich überlappen
oder kombiniert werden. (3) Steuern und Koordinieren bringen verschiedene Interak-
tionsmuster und Modi kollektiven Handelns hervor. (4) Governance will ebendiese Tätig-
keiten und Prozesse erfassen und überschreitet dabei „in aller Regel Organisationsgren-
zen,	insbesondere	aber	auch	die	Grenzen	von	Staat	und	Gesellschaft	[…]“	(ebd.:	25 f.).	
Ein Mehrwert der Governance-Perspektive ist es, dass diese den Blick auf Regel-
strukturen zwischen vielfältigen, netzwerkartig miteinander verbundenen Akteur*innen
und auf die Auswirkungen dieser Regelstrukturen auf die Akteur*innen und ihr Verhal-
ten lenkt (Mayntz 2006: 16). Das besondere Potenzial von Governance als einer analyti-
schen Perspektive besteht darin, Strukturen, Mechanismen und Wirkungen, also Formen
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der Interdependenzbewältigung, innerhalb gesellschaftlicher Teilbereiche und zwischen
diesen dynamisch zu verstehen und zu beschreiben. Diese Betrachtungsweise, so for-
mulieren es Benz et al. andernorts, stellt einen „analytischen Werkzeugkasten zur Be-
schreibung	und	zum	Verstehen	kollektiven	Handelns“	bereit	(Benz	et	al.	2007:	18).
Aus dieser allgemeinen Betrachtung der Leistungsfähigkeit einer Governance-Per-
spektive ergibt sich jedoch auch die Erkenntnis, dass der Begriff notwendigerweise erst
erarbeitet	werden	muss,	wenn	das	Analysepotenzial	genutzt	werden	soll.	
„Wenn wir den Begriff verwenden, so stehen wir damit vor der Aufgabe, seine
Merkmale kontextbezogen zu präzisieren und die analytische Perspektive mit
geeigneten Theorien und Methoden der empirischen Forschung umzusetzen. […]
Insofern steht man mit dem Governance-Begriff immer am Beginn der wissen-
schaftlichen	Arbeit“	(Benz/Dose	2010:	33).
Wie die Autoren klarstellen, verbindet sich mit Governance mithin nicht automatisch
eine bestimmte Theorie. Sie ist vielmehr als eine analytische Perspektive zu verstehen,
mit der Strukturierungseffekte sozialen Handelns in ihrer Spannbreite und Interdepen-
denzen erfasst werden können. Dies bedeutet auch, dass der Governance-Begriff für je-
den Regelungskontext zu erarbeiten ist. Governance muss in einen Argumentationszu-
sammenhang gebracht werden, um einer bestimmten Betrachtungsweise Ausdruck zu
verleihen.
1.2 Media Governance und der Mehrwert einer institutionalistischen 
Denkweise
Als theoretische Fundierung, in der sich diese Arbeit insbesondere verortet und mit ei-
nem eigenen Beitrag positioniert, dient folglich der Neoinstitutionalismus. Dessen theo-
retische Entwicklung und Abgrenzung von älteren institutionalistischen Ansätzen ist da-
bei schwerpunktmäßig durch die Stärkung oder gar die „Radikalisierung der
Prozessperspektive“ charakterisiert worden (Hasse/Krücken 2015: 64). Mithilfe eines
Sets grundständiger Konzeptualisierungen, bestehend aus Akteur*innen, Institutionen
sowie institutionellen Regeln und Praktiken, bieten die neoinstitutionalistischen Ansätze
somit vor allem Hinweise auf institutionelle Wandelungsprozesse. Gerade diese will sich
die	vorliegende	Arbeit	zunutze	machen.
Eine institutionalistische Sichtweise hat sich für die Media-Governance-Forschung
als geeignet erwiesen, um neue Fragestellungen an die Disziplin zu richten und beant-
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worten zu können (Schuppert 2006: 432). Die Anfänge dieser Diskussion in der deutsch-
sprachigen Forschung lassen sich auf einen Vorschlag von Otfried Jarren und Patrick
Donges aus dem Jahr 2001 zurückführen, die die Institutionalisierung von Verhand-
lungssystemen bereits als eine „Governancestruktur zwischen Markt und Hierarchie“ zu
verstehen versuchten (Jarren/Donges 2001: 45). Begrif]lich und konzeptionell knüpft
die deutschsprachige Media-Governance-Forschung (Donges 2007b; c; Jarren 2007a; b;
Katzenbach 2018) an die soziologische Fassung von Stefan Lange und Uwe Schimank an,
die Governance als „Muster der Interdependenzbewältigung zwischen Akteuren“ durch
eine institutionalisierte Handlungsabstimmung verstehen (Lange/Schimank 2004: 18‒
19; Hervorhebung im Original). Diese Sichtweise liegt auf der Linie des Begriffskerns
von	Governance,	wie	Benz	und	Dose	ihn	herausgearbeitet	haben	(Benz/Dose	2010:	25).	
Der Mehrwert einer Governance-Perspektive wurde vor allem in einer adäquateren
Beschreibung der Gestaltungsmöglichkeiten gegenwärtiger Medienpolitik gesehen, die
sich vom traditionellen Verständnis einer hierarchisch-rechtlichen Medienpolitik in
Form von Government gelöst hat (Jarren 2007a). Als eine weitere Leistung einer kom-
munikationswissenschaftlichen Auffassung von Governance wurde die umfassendere
plurale De]inition von Akteursbeziehungen und der Vielfalt formeller Regelungsformen
betont, die eben auch private Akteur*innen in Regulierungsprozesse inkludiert (Katzen-
bach 2018: 34 f.). So verweist die Media-Governance-Forschung wiederkehrend auf die
Nützlichkeit einer breiten Governance-De]inition, etwa die von Renate Mayntz (2006),
die Governance als das „Gesamt aller nebeneinander bestehenden Formen der kollekti-
ven Regelung gesellschaftlicher Sachverhalte [versteht]: von der institutionalisierten zi-
vilgesellschaftlichen Selbstregelung über verschiedene Formen des Zusammenwirkens
staatlicher und privater Akteure bis hin zu hoheitlichen Handeln staatlicher Akteure“
(ebd.:	15).	
Folglich verweist die Media-Governance-Forschung auf die Institutionentheorie als
geeignete Fundierung. In einem Theorievergleich für die Governance der Medien zeigt
Donges auf, dass mit der Verwendung des Governance-Begriffs eine institutionalistische
Perspektive eingenommen wird, die stärker noch als die Steuerungstheorie auf Rege-
lungsstrukturen und -prozesse abhebt und weniger auf handelnde Akteur*innen und
ihre Intentionen (Donges 2007a: 78 f.). Die institutionalistische Denkweise von Gover-
nance gestaltet zudem die Breite des Institutionenbegriffs zu einem theoriestrategischen
Vorteil, „bietet er doch die Chance, ihn als Brücke zu nutzen, um unterschiedliche Theo-
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rieansätze zwischen einzelnen sozialwissenschaftlichen Disziplinen wie auch den einzel-
nen Theorieebenen (Makro-, Meso- und Mikroebene) zu verknüpfen und wechselseitig
fruchtbar zu machen“ (Donges 2006: 564). Die Governance-Perspektive mit all ihren
Stärken und Schwächen einer institutionellen Perspektive auf die Medienpolitik (Donges
2007a: 78 f.) hat sich demzufolge auch für den gesellschaftlichen Funktionsbereich der
Massenmedien als sinnvoll erwiesen (Jarren/Donges 2007). Institutionelle Regeln ]in-
den	sich	als	Basis,	als	Ergebnis	sowie	als	Mittel	der	Medienpolitik	(Donges	2007b).	
Den bisher umfangreichsten Versuch, ein institutionentheoretisches Verständnis
von der Governance der Medien systematisch zu erarbeiten und zu erweitern, hat Kat-
zenbach (2018) jüngst in seiner Dissertationsschrift zur Diskussion gestellt. Katzenbach
verortet Governance zwischen Norm, Diskurs und Technik. Als Ausgangspunkt dient ihm
eine kritische und umfangreiche Bestandsaufnahme der bisherigen Governance-Rezepti-
on in der Kommunikationswissenschaft. Die bisherige Rezeption des Governance-Kon-
zepts, so das Resümee bei Katzenbach, sei indessen bisher nur „verhalten“ (ebd.: 34). Die
Governance-Perspektive werde zwar aufgenommen und nutzbar gemacht, das volle Po-
tenzial werde aber nicht ausgeschöpft. Katzenbach begründet dies damit, dass sich die
Forschung nach wie vor auf den Kern einer staatlichen Regulierung beziehe und so nur
die verbindlichen, formalisierten Regeln in den Blick nehme. Der Autor selbst hat sich
vorgenommen, das analytische Potenzial des Governance-Begriffs umfangreicher auszu-
schöpfen. Dafür nutzt er das Institutionenmodell von Richard Scott und erweitert dieses.
Den drei von Scott unterschiedenen Dimensionen von Institutionen – die regulative, die
normative und die kulturell-kognitive Dimension – fügt Katzenbach eine technisch-ma-
terielle Dimension hinzu (ebd.). Insgesamt liefert Katzenbach einen bedeutenden Bei-
trag zur Aufarbeitung und (Wieder-)Entdeckung des Institutionalismus in der Kom-
munikationswissenschaft, der sich auch neuen Fragestellungen und Phänomenen
gesellschaftlicher Kommunikation widmen kann. Seine Arbeit bietet zentrale Bausteine
und	Erkenntnisse,	die	für	die	nachfolgenden	Konzeptualisierungen	nützlich	sind.
Eine institutionalistische Denkweise ohne direkten Verweis auf Governance ist der
Medien- und Kommunikationspolitik nicht fremd. Im Gegenteil – der Institutionenbe-
griff hat bereits eine längere Geschichte in der Disziplin: Eine frühe Relevanzbeschrei-
bung der Institutionentheorie für die Kommunikationswissenschaft hat Ulrich Saxer
vorgenommen. Nach Saxer sollten Medien als „komplexe institutionalisierte Systeme um
organisierte Kommunikationskanäle von spezi]ischem Leistungsvermögen“ (Saxer 1999:
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6) verstanden werden. An diese Sicht anknüpfend lag das Interesse der Forschung wie-
derkehrend auf einer Charakterisierung klassischer Medien als Institutionen (Donges
2006: 574; siehe auch Künzler et al. 2013a). Aus neoinstitutionalistischer Perspektive
sind Medien als „auf Dauer angelegte, durchsetzungsfähige Regelsysteme, die normative
Erwartungen schaffen, Mechanismen für ihre Durchsetzung beinhalten, Akteure konsti-
tuieren und bei bestehenden Organisationen Wahrnehmung, Präferenzbildung und
Strukturen beein]lussen“ beschrieben worden (Donges 2006: 574). Auch Puppis zielt auf
die Dauerhaftigkeit institutioneller Regelungsstrukturen ab, wenn er diese als „durable
rule systems that constrain and enable action of the media“ bezeichnet (Puppis 2010b:
143). Medien stellten aufgrund ihrer institutionellen Merkmale gar einen eigenständi-
gen Typ von Institutionen dar. Gerade weil sie „organisatorische Aspekte mit normativen
Faktoren verknüpfen“, bilden sie ein Normen- und Regelsystem, das wesentlich zur Sta-
bilisierung moderner (Medien-)Gesellschaften beiträgt, so Jarren (1996: 81) in einem
früheren Beitrag. Das Mediensystem repräsentiere die zentrale Infrastruktur dieser Ge-
sellschaften	(vgl.	Jarren	1998a:	74).	
Das institutionalistische Denken in der Kommunikationswissenschaft wurde in
jüngster Zeit in einer Reihe von Arbeiten wiederentdeckt, um hier neue Phänomene der
Online-Kommunikation, ihrer Vermittlung und Regelung fassen zu können (Neuberger
2013; Napoli 2014; Jarren/Steininger 2016; Sandhu 2016; Napoli/Caplan 2017; Caplan/
Boyd 2018; Jarren 2019). Mit den digitalen Kommunikationsplattformen wie Facebook,
Twitter und YouTube sind seit einigen Jahren nun neue Vermittler in das Feld vielfältiger
Kommunikationsformen und -modi vorgedrungen. Diese, so stellt Jarren fest, haben wie-
derum „gänzlich neue Institutionen“ einer globalen Kommunikationsinfrastruktur eta-
bliert (Jarren 2018: 24; Jarren 2019). Daher fordert Jarren die Kommunikationswissen-
schaft auf: „Wir sollten verstärkt institutionalistische Erklärungsansätze anwenden. Und
aus dem Verständnis vormaliger Institutionalisierungs- wie Deinstitutionalisierungspro-
zesse im Bereich der Massenmedien können Schlüsse gezogen werden beim Blick auf
neue (soziale) Medien“ (Jarren 2016: 329; vgl. auch Künzler et al. 2013b; Jarren 2013;
Jarren 2016; Jarren 2018). Er plädiert also dafür, die Vermittlungsleistung und Organisa-
tionsprinzipien digitaler Kommunikationsplattformen anhand ihrer institutionellen
Merkmale zu beschreiben, um so den Verschiebungen institutioneller Leitbilder für ge-
sellschaftliche Kommunikation oder gar der Institutionalisierung gänzlich neuer Leitide-
en	auf	die	Spur	zu	kommen.
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Eine Governance-Perspektive, die institutionalistisch geprägt und fundiert ist, so
wird hier nun postuliert, kann diese neuen institutionellen Merkmale und Leitideen ei-
ner Governance der Plattformen für die Online-Kommunikation individueller, kollektiver
oder kooperativer Nutzer*innen hervorheben und stärker systematisch herausarbeiten.
Wird Donges’ Verständnis von Medien als Institutionen (Donges 2006: 564) zugrunde
gelegt, geht es dabei nicht um die Frage, ob diese mittlerweile etablierten digitalen Kom-
munikationsplattformen Institutionen verkörpern. Der Begriff der Institution ist offen
genug, um dies bejahen zu können, ohne dass damit gewinnbringende Erkenntnisse ge-
neriert werden. Vielmehr sollte die Frage gestellt werden: Ist es plausibel und gewinn-
bringend, Plattformen als Institutionen zu verstehen und zur Bearbeitung neuer kom-
munikationswissenschaftlicher Fragestellungen auf neue Ansätze der
Institutionentheorie zurückzugreifen? Die Autorin der vorliegenden Abhandlung plä-
diert	dafür.
Das folgende Vorgehen soll dem Mehrwert einer institutionalistischen Denkweise
von Governance in zwei Schritten gerecht werden. Es gilt zunächst, den Gegenstand ei-
ner privaten Governance der Plattformen zu präzisieren, indem die institutionellen
Merkmale privatwirtschaftlicher Regeln für eine grenzüberschreitende Online-Kom-
munikation auf Plattformen herausgestellt werden. Sodann sollen die dynamischen Pro-
zesse der Herausbildung und der Veränderungen dieser Regeln erfasst werden. Der
Wandel der privaten Governance von Plattformen muss dafür durch geeignete institutio-
nalistische Theorieansätze fundiert werden. Dementsprechend wird vorgeschlagen, An-
sätze heranzuziehen, die eine kommunikative und diskursive Interaktion als Erklärungs-
logik für den institutionellen Wandel in einer dynamischen Governance-Analyse
betonen. Es wird sich zeigen, dass dies auch anschlussfähig für die Umsetzung in der
empirischen	Forschung	ist.	
2 Private Governance und ihre institutionellen Elemente
Für die Media-Governance-Forschung hat sich die Institutionentheorie bereits als ge-
winnbringende Perspektive erwiesen. Sie hat ein Verständnis für die institutionellen
Elemente, Regelungsstrukturen und Erwartungszusammenhänge in der Kommunika-
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tionspolitik und somit die Grundlage für ein breites Verständnis von Governance im
Medienbereich geschaffen. Ziel dieses Kapitels ist es, den Governance-Begriff für den
hier gewählten Kontext ‒ au]bauend auf den bereits gelegten Grundlagen ‒ weiter zu
präzisieren. Es gilt, die Perspektive, die im Konzept einer transnationalen privaten Gover-
nance	für	die	Online-Kommunikation	begrif]lich	gefasst	ist,	schrittweise	zu	erarbeiten.	
Die Regelung der Online-Kommunikation ]indet zwischen staatlicher und privater
Koordinierung, zwischen Norm, Diskurs und Technik statt, wie Katzenbach (2018) kon-
statiert. Es sei an dieser Stelle daher noch einmal klargestellt, dass Plattformen nicht die
einzige Quelle institutioneller Normen und Regeln in der Governance der Online-Kom-
munikation bilden. Auch nationalstaatliche Regierungen, Aufsichtsbehörden, Selbstre-
gulierungsorganisationen, Verbände, Gerichte, internationale Organisationen und selbst
individuelle Nutzer*innen beteiligen sich an den Aushandlungsprozessen über Regeln.
Gerade in Bezug auf die Regelung der Meinungsfreiheit im Internet ist allerdings das
‚global Default‘, um mit Ben Wagner (2016) zu sprechen, ein privates Governance-
Regime, das die Kompetenzen und Kapazitäten besitzt, zulässige und unzulässige Spra-
che zu de]inieren. „While there are parts of the regime that draw from public regulation
and even state legislation, the vast majority of the regime is based on private norms and
practices“ (ebd.: 121 f.). Es besteht dringender denn je der Bedarf, die private Ordnungs-
bildung der digitalen Kommunikationsplattformen selbst zu theoretisieren, um hier zu
einem neuen Verständnis institutioneller Regeln und Praktiken zu gelangen sowie die
zentralen Leitideen und die damit verbundenen sozialen Mechanismen einer Ordnungs-
bildung	im	Bereich	der	Online-Kommunikation	herauszustellen.	
Dafür wird wiederum auf die Media-Governance-Forschung zurückgegriffen. Ihr
Beitrag für eine Theoriebildung einer privaten Governance der Plattformen ist es auch,
die Beteiligung privater Akteur*innen an der Regelung gesellschaftlicher Kommunikati-
on konzeptionell in die Modelle von Selbstregulierung und Selbstorganisation zu in-
tegrieren. Diese Modelle stoßen an ihre Grenzen, wenn es um die Regelung der Nutzer-
kommunikation durch digitale Plattformen geht. Notwendigerweise müssen sie um ein
Modell transnationaler privater Governance ergänzt werden. In diesem Zusammenhang
sei auf die Diskussion in der Internet-Governance-Forschung verwiesen. Hier wurde das
Private Ordering, mithin die privatwirtschaftliche Ordnungsbildung, basierend auf ver-
traglicher Vereinbarung, als ein dominantes Paradigma in diesem transnationalen Rege-
lungsraum ausführlich beschrieben. Eine Gegenüberstellung der Modelle von Selbstre-
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gulierung, Selbstorganisation und privater Governance ermöglicht schließlich den
konzeptionellen	Vergleich.
2.1 Kommunikationsregelung unter Beteiligung privatwirtschaftlicher Akteure: 
Selbstregulierung und Selbstorganisation
Die Verwendung des Governance-Begriffs öffnet den Blick auf neue Akteur*innen, sich
wandelnde und neue Interaktionsmodi sowie institutionelle Arrangements der Interde-
pendenzbewältigung. Dahinter verbirgt sich die anerkannte Erkenntnis, dass Regierun-
gen nicht die einzigen Akteur*innen sind, die an der Regelung kollektiver Sachverhalte
beteiligt sind, und dass neue Governance-Arrangements notwendig sind, um diese kol-
lektiven Sachverhalte auf lokaler, regionaler oder globaler Ebene sowie nach gesell-
schaftlichen Bereichen unterschiedlich zu bearbeiten. Ordnungspolitische Interventio-
nen im Bereich Medien und Kommunikation liegen in der Verantwortung öffentlicher
und privater, staatlicher und nichtstaatlicher Akteur*innen. Das Zusammenspiel von
Staat und Markt bzw. Staat und Gesellschaft wird durch Netzwerke und soziale Selbstor-
ganisation ergänzt. Governance als Konzept lässt den begrif]lichen und analytischen
Raum zu, in dem eine bestimmte Perspektive innerhalb dieser zunehmend komplexen
Regelungsstrukturen erarbeitet werden kann. So lassen sich Aspekte freilegen, die sonst
im Verborgenen geblieben wären. In der Governance-Forschung wird so auch die Beteili-
gung privater Akteur*innen an der Regelung gesellschaftlicher Probleme explizit mitge-
dacht und konzeptionell als eine Ausweitung staatlichen Regelungshandelns in horizon-
taler	und	vertikaler	Richtung	gefasst,	wie	im	folgenden	Zitat	erklärt	wird:
„[G]overnance implies that private actors are involved in decision-making in or-
der to provide common goods and that nonhierarchical means of guidance are
employed. […] Where there is governance, private actors may be independently
engaged in self-regulation, or a regulatory task may have been delegated to them
by a public authority, or they may be regulating jointly with a public actor. This
interaction may occur across levels (vertically) or across arenas (horizontally)“
(Héritier	2002:	3).
Die Eignung dieser Auffassung von Governance für eine Ausweitung von ‚Government‘
über weitere horizontale Bereiche und vertikale Ebenen ist auch für den Medienbereich
bestätigt worden, um den Wandel von staatlicher Medienregulierung zu einer Media Go-
vernance zu beschreiben (Donges 2007c; Puppis 2010a). So kommt auch Katzenbach
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(2018) bei seiner ausführlichen Rezeption der Governance-Perspektive in der Kom-
munikationswissenschaft	zu	folgendem	Ergebnis:	
„Die Governance-Perspektive wird genutzt, um (1.) die Pluralisierung von Akteu-
ren und Foren in der Regel]indung und -durchsetzung im Kontext der Selbst-
und Ko-Regulierung auf einen anderen, interdisziplinär besser anschlussfähigen
Begriff zu bringen und um (2.) eine integrative Sicht auf eine Vielzahl von for-
mellen Regeln zu entwickeln, die gesellschaftliche Kommunikation rahmen“
(ebd.:	34 f.).
Beide Punkte seiner Analyse sollen noch einmal re]lektiert werden, um die bisherigen
konzeptionellen Überlegungen zur Beteiligung privatwirtschaftlicher Akteur*innen in
der	Regelung	gesellschaftlicher	Kommunikation	herauszustellen.
Für den Einbezug grundlegend nichtstaatlicher Akteur*innen erweist sich eine brei-
te De]inition von Governance als hilfreich, die nicht nur den Wandel des staatlichen Re-
gierungshandelns erfasst, sondern auch die Vielzahl verschiedener Formen und Modelle
der Regelung zu integrieren vermag (Puppis 2010b: 137). Governance ermöglicht in ei-
nem solchen breiten Verständnis dann eine integrierte Sicht auf staatliches und privates
Regelungshandeln, also auch auf die Praktiken der Formulierung, Implementation und
Durchsetzung institutioneller Regeln als Ganzem (ebd.). Für die Media Governance hat
Manuel Puppis (2007; Puppis 2010a; b) diese Überlegungen in einem Schaubild umge-
setzt, in dem er die vorherrschenden Governance-Modelle in horizontaler und vertikaler
Richtung	anordnete	(siehe	Abb.	1).
Ausgehend von nationalstaatlichem Regelungshandeln erfasst Governance diesem
Modell zufolge auf der vertikalen Ebene die Regelungsmodelle einer europäischen und
globalen Media Governance. Die Ebene der horizontalen Ausweitung der Regulierung in-
tegriert etablierte Modelle der Ko- und Selbstregulierung im Medienbereich und damit
die mehr oder weniger explizite Beteiligung nichtstaatlicher Akteur*innen an der Rege-
lung der Kommunikation, etwa privatwirtschaftlicher Medien- und Selbstregulierungs-
organisationen (Puppis 2010a: 60). Die Modelle der Ko- und Selbstregulierung sind kon-
zeptionell etablierte und empirisch beforschte Formen der Media Governance (Schulz/
Held 2002). Darüber hinaus sind diese Modelle längst institutionalisierte Praxis der
Medienregulierung in Deutschland – wie auch in vielen anderen Staaten – zur Verwirkli-
chung	regulatorischer	Ziele	(Jarren	2007a).
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Abbildung 1 Media Governance als horizontale und vertikale Ausweitung von Government (Puppis 2010a: 59)
In der Kommunikations- und Medienpolitik hat sich in Hinblick auf diese Erweiterung
ein pluralistisches Verständnis der an der Kommunikationsregelung beteiligten Ak-
teur*innen herausgebildet. Die Einbeziehung nichtstaatlicher Akteur*innen in Prozesse
der Regelungs]indung ist in den Rahmenbedingungen medialer Kommunikation explizit
vorgesehen. Ferner lässt sich im Medienbereich eine Tendenz von eher vertikal orien-
tierten Regulierungsformen hin zu horizontalen Formen feststellen, in denen private Ak-
teur*innen eine wesentliche Rolle beim Setzen allgemein verbindlicher Regeln spielen
(Just/Latzer 2004). Die Media-Governance-Perspektive in der Kommunikationswissen-
schaft hat der Pluralisierung von Akteur*innen und Foren, in denen Regeln formuliert
und	durchgesetzt	werden,	einen	Aufschwung	gewährt.	
Den zweiten Punkt, den Katzenbach (2018) in der Governance-Rezeption hervor-
hebt, bildet die integrative Sicht auf vielfältige Formen der Regeln. Hierbei geraten nicht
nur institutionelle Regeln in den Fokus, an deren Formulierung und Durchsetzung staat-
liche und private Akteur*innen gemeinsam beteiligt sind, sondern ferner auch diejeni-
gen Regeln, die sich eine Organisation selbst auferlegt und auch durchsetzt. Puppis
(2010b), der einen Ansatz von Jarren et al. (2002) und Schade (2004; insgesamt auch


























III. Die Herausbildung einer privaten Governance als Wandel institutioneller Regeln im Diskurs 61
vernance für den Mediensektor analytisch ausformuliert. Unter der Bezeichnung ‚Selbst-
organisation‘ wurde es bereits in Bezug auf digitale Plattformen angewendet (Wassmer/
Jarren 2012). Bei einem breiten Verständnis von Governance können folglich neben
staatlicher Regulierung, Ko- und Selbstregulierung auch interne Regelungen von Organi-
sationen unter den Governance-Begriff subsumiert werden. Media Governance wird
hiermit handlungstheoretisch auf der Mesoebene einzelner Organisationen verortet. Der
Ansatz betont, dass Medienorganisationen und -unternehmen handelnde Subjekte der
Selbstorganisation	sind	(Puppis	et	al.	2004).
Puppis (2010b) integrierte diese Perspektiven in einem Modell der Collective and
Organizational Media Governance (siehe Abb. 2). Dabei sind Regelungsstrukturen und
-prozesse	sowohl	außerhalb	als	auch	innerhalb	von	Organisationen	anzutreffen.	
Abbildung 2 Kollektive und organisationale Media Governance (ebd.: 141)
Laut Puppis ist Governance als analytisches Konzept geeignet, um sowohl staatliches
und branchenspezi]isches Recht und Gesetz im Mediensystem (Collective Media Gover-
nance) als auch die Selbstorganisation, also das Set an Regeln, das sich die Organisation
selbst gibt, zu beschreiben (Organisational Media Governance). Der neue Fokus dieses
Ansatzes ist darauf gerichtet, die Rolle der einzelnen Medienorganisation im Prozess der
Media Governance herauszustellen. Die organisationale Governance oder Selbstorgani-
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Das analytische Potenzial des Selbstorganisationsansatzes zeigt sich in der Abgren-
zung zur Selbstregulierung (Puppis et al. 2004). Bei der Selbstregulierung formulieren
private Akteur*innen verbindliche Standards für eine Branche oder einen industriellen
Sektor, die dann für die gesamte Branche durchgesetzt werden. Selbstorganisation wird
dagegen	folgendermaßen	verstanden:
„Bei Selbstorganisation handelt es sich um die Setzung (Formulierung und Auf-
stellung), Durchsetzung (Controlling im Sinne von Planung, Steuerung und Kon-
trolle) und Sanktionierung von Normen und Regeln innerhalb eines Unter-
nehmens bzw. einer Organisation oder einer Unternehmenseinheit bzw.
Organisationseinheit, d.h. auf der Mesoebene“ (ebd.: 106; Hervorhebung im
Original	kursiv).
Das Besondere am Selbstorganisationsansatz verkörpert – auch für die Zielsetzung
dieser Arbeit – der Hinweis auf das Regelungshandeln von Organisationen selbst, mithin
die Praktiken der Formulierung, Durchsetzung und Sanktionierung von Regeln. Außer-
dem trägt das Verständnis eines Sets an Regeln, das jeweils auf die Organisation, auf den
Zweck und das eigene Produkt zugeschnitten ist, zur konzeptionellen Erweiterung des
privaten	Ordnungsparadigmas	im	Sinne	dieser	Studie	bei.	
Selbstorganisation als Begriff und Modell wurde bereits in das Governance-Konzept
integriert. Es betont neben der Selbstregulierung die besondere Rolle nichtstaatlicher
Akteur*innen sowie deren Regeln und trägt der Pluralisierung der Akteur*innen und Fo-
ren in der Regelung von Kommunikation und der Vielzahl der Regeln Rechnung. Selbst-
organisation und Selbstregulierung sind mit Blick auf zukünftige und neue Ordnungsmo-
delle immer bedeutsamer geworden. Es handelt sich um etablierte Modelle einer
Regelung gesellschaftlicher Kommunikation, die in den vergangenen Jahren im Medien-
bereich	weiter	an	Relevanz	gewonnen	haben.	
Gleichwohl lässt sich heutzutage weder mit dem Begriff der Selbstregulierung noch
mit dem Ansatz der Selbstorganisation die Relevanz von Regeln und Institutionen, die
auf Organisationsebene formuliert werden, vollständig erfassen. Diese Kritik hat Katzen-
bach (2018: 46) bereits zum Ausdruck gebracht. Konkret heißt das: Eine private trans-
nationale Governance der Nutzerkommunikation von Plattformen entzieht sich diesen
Modellen. Werden die vielfältigen Online-Kommunikationsformen disperser Nutzer*in-
nen betrachtet, ist zu konstatieren, dass die Modelle nicht hinreichend erklären, wie die
Kommunikation individueller Nutzer*innen unter den Bedingungen digitaler Transfor-
mation und der Beteiligung privater, multinational agierender Akteur*innen geregelt
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wird. Die Aussage, dass sich vielfältige Parallelen zwischen ‚alter‘ Medienpolitik und
‚neuen‘ Formen der Governance von Online-Kommunikation zeigen (Donges/Puppis
2010: 80), ist wenig zufriedenstellend. Es ist korrekt, dass bestehende Institutionen und
Gesetze, Jugendschutz- und Datenschutzvorschriften sowie Selbstregulierungskodizes
der Anbieter*innen auch für die heutige Online-Kommunikation gelten und etwa inhalt-
liche Schranken aufzeigen. Die Tatsache, dass sich ein Großteil der Kommunikation auf
privatwirtschaftliche Plattformen als zentralisierte Orte für grenzüberschreitende Kom-
munikation verlagert und Plattformanbieter*innen hierfür eine Regelungsbeziehung mit
einer Vielzahl weltweit aktiver Nutzer*innen eingehen, erfordert es jedoch, dass ein wei-
teres Modell zur Regelung gesellschaftlicher Kommunikation aufgenommen werden
muss. Mit dem Begriff ‚Private Ordering‘ wird diese neue Perspektive auf plattformeige-
ne Regelungsarrangements gestärkt. Im Kern wird damit dem Umstand Rechnung getra-
gen, dass privatwirtschaftlich organisierte Plattformen selbst Regeln formulieren, diese
in die Organisation implementieren und gegenüber ihren Nutzer*innen durchsetzen und
sanktionieren. Dieses Ordnungsparadigma offenbart sich zudem vor allem in transnatio-
nalen Regelungsbereichen. Anders als die kommunikationswissenschaftliche Media-Go-
vernance-Forschung hat die Internet-Governance-Forschung daher bereits die transna-
tionale private Ordnungsbildung als ein grundlegendes Paradigma im Internet
ausführlich beschrieben. Aus diesem Grund werden diese Befunde nun in die Konzep-
tualisierung einer transnationalen privaten Ordnungsbildung für die Online-Kommuni-
kation	ein]ließen.
2.2 Transnationalität und Private Ordering in der Internet Governance
Die traditionellen Modelle von Selbstregulierung und Selbstorganisation müssen, wie
zuvor erläutert, notwendigerweise durch ein neues Konzept privater institutioneller
Herausbildungsprozesse, Regelungsinstrumente und -beziehungen mit transnationalem
Geltungsbereich ergänzt werden. Der Blick in die Internet-Governance-Forschung bietet
die Möglichkeit, eine Governance für die Online-Kommunikation konzeptionell zu
erweitern.	
Aufgrund der Bedeutung für kommerzielle, politische und technische Transforma-
tions- und Veränderungsprozesse in Gesellschaften stellte sich ‚das‘ Internet als ein viel
beachtetes Objekt von Governance heraus. Die Internet-Governance-Forschung hat für
die Governance unter anderem zwei Merkmale herausgestellt, auf die im Folgenden aus-
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führlicher eingegangen werden soll: einerseits die Transnationalität einer Internet-Re-
gulierung und andererseits gewisse Ordnungsvorstellungen unter Beteiligung privater
Akteur*innen, die unter dem im Englischen geläu]igen Begriff ‚Private Ordering‘ gefasst
wurden	(Mueller	2010;	Elkin-Koren	2012;	Hofmann	2012).	
Beide Merkmale charakterisieren die Herausbildungsprozesse einer Internet Gover-
nance im Allgemeinen. „The Internet is more transnational than almost anything: from
the user’s perspective, borders are invisible and can largely be ignored – or at least circ-
umvented. Internet governance is, to the extent there is any, situated mostly in private
realm“ (Bislev/Flyverbom 2008: 129; Hervorhebung im Original). Die Transnationalität
des Geltungsbereichs von Governance und das Private Ordering kennzeichnen im Beson-
deren auch die institutionellen Merkmale einer Governance von Plattformen mit – es sei
hier gleich gesagt – allen Vorteilen, Schwächen und Einschränkungen einer solchen Per-
spektive. Dabei muss klar sein, dass die transnationale private Ordnungsbildung der
Plattformen ebenso nur ein „Governance-Zooming“ (Schuppert 2007: 31) darstellt, „as it
is neither fully transnational, nor entirely private or excluding governments in its logic of
action and power“ (Graz/Nölke 2008a: 10). Beide Merkmale sind außerdem in einen
Makroregulierungstrend eingebettet, der die Privatisierung globaler Normgebung – oder
in den Worten von Graz und Nölke (2008b: xvii; Hervorhebung im Original) ‒ „the priva-
tization of rulemaking and the spatial extension of these patterns of rule making and
rule enforcement beyond the nation state“ verdeutlicht. In den wissenschaftlichen Diszi-
plinen wurde dieser Trend mit Konzepten wie „private authority“ (Cutler et al. 1999;
Hall/Biersteker 2002), „regulatory capitalism“ (Levi-Faur 2005), „transnational new go-
vernance“ (Abbott/Snidal 2009) oder eben „transnational private governance“ (Graz/
Nölke 2008b; Cutler 2009) beziehungsweise „private transnational regulation“ (Bygrave
2015)	)	zu	fassen	versucht.
Das Paradigma des Private Orderings sowie transnationale Strukturen und Prozesse
der Ordnungsbildung sind eng miteinander verbunden, ermöglichen einander und wer-
den daher oftmals gemeinsam diskutiert. Diese beiden Merkmale zusammengenommen,
de]inieren Graz und Nölke transnationale private Governance als „the ability of non-state
actors to cooperate across borders in order to establish rules and standards of be-
haviour accepted as legitimate by agents not involved in their de]inition“ (Graz/Nölke
2012:	118).
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Um analytische Präzision in diese beiden – auch institutionell prägenden – Merkma-
le einer Governance der Plattformen zu bringen, werden sie hier einzeln betrachtet. Da-
bei dient als erste grobe Einordnung der analytische Rahmen von Graz und Nölke
(2008b; 2012), in dem diese das Transnationale und das Private einer Governance ge-
nauer differenzieren.16 Das Private Ordering wird dann anschließend noch einmal stär-
ker in Beziehung zu einer Ordnungsbildung durch privatrechtlich organisierte, unitäre
Akteur*innen gesetzt, die in Form vertraglicher Vereinbarungen zwischen privaten Par-
teien Regeln formulieren, Rechte und P]lichten verwirklichen und sanktionieren. Hier
zeigen sich die fundamentalen neuen Institutionen einer Kommunikationsordnung
durch Plattformen besonders deutlich. Daher wird am Ende dieses Kapitels ausführli-
cher	darauf	eingegangen..
Internet	Governance	als	ein	transnationales	Regelungsfeld	
Die Internet-Governance-Forschung charakterisiert ihr Untersuchungsobjekt als ein
transnationales Regelungsfeld, dessen grundlegenden Ordnungsbildungsprozesse und
-strukturen fernab von denjenigen eines Nationalstaats ablaufen. Im Feld der Media-Go-
vernance-Forschung hat Katzenbach nun ebenfalls darauf aufmerksam gemacht, Gover-
nance unter Hinzufügung einer diagonalen Dimension (neben der vertikalen und hori-
zontalen) zu verstehen, um transnationale, nichtstaatliche Regelungsakteur*innen,
-foren sowie -formen einer globalen Internetregulierung verstehen zu können (Katzen-
bach	2018:	40).
Wird die Transnationalität von Governance erst einmal losgelöst von den konkreten
Regelungsfeldern Internet oder Medien betrachtet, offenbaren sich mit Blick auf trans-
nationale politische Räume nach Graz und Nölke (2008a) besondere Eigenschaften. Der
Geltungsbereich transnationaler Regelungspraktiken „cuts across the territorial basis of
political institutions with a propensity to merge subnational, national, international and
supranational arenas“ (ebd.: 10). Dabei gehe es nicht um die Deterritorialisierung staat-
licher Souveränität, sondern um die Schaffung eines genuin transnationalen Regelungs-
felds, das auf kon]ligierenden Quellen von Regelungsautorität beruht. Die Autoren wei-
16 Die Autoren verwenden darüber hinaus eine engen Governance-Begriff, der an den Ansatz ‚Governance without
Government‘ anknüpft und auf die Analyse neuer Machtlogiken und -beziehungen fernab des staatlichen Regie-
rens abstellt. Ein enger Governance-Begriff erscheint hier ungeeignet. Folglich wird nur auf die Differenzierung
des	‚Transnationalen‘	und	des	‚Privaten‘	einer	Governance	abgestellt.
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sen zudem darauf hin, dass sich eine transnationale Governance regional wiederum in
unterschiedlicher Weise darstellen kann. Transnationale Praktiken werden je nach geo-
gra]ischer	Region	unterschiedlich	‚gut‘	skalieren	(ebd.).
Hier lässt sich anknüpfen, was den Herausbildungsprozess von Organisationen und
Institutionen einer Internet Governance betrifft. Das transnationale Charakteristikum
der Governance-Strukturen trägt dabei grundlegend der technischen Infrastruktur und
Architektur global verteilter Netze sowie des transnationalen Datenverkehrs Rechnung
(Hofmann 2006; Bing 2009). Außerdem haben sich neue transnationale Multi-Stakehol-
der-Institutionen für die Internet Governance entwickelt (Hofmann 2006; Solum 2009;
Mueller 2010). Diese transnationalen Institutionen und Organisationen kumulierten aus
kon]ligierenden Quellen regulativer Autorität, deren Anfänge rund um den World Sum-
mit on the Information Society (WSIS) der Vereinten Nationen verortet werden. Milton
Mueller beschreibt diese Anfänge als „clash between two models of global governance:
one based on agreements among sovereign, territorial states; the other based on private
contracting among transnational nonstate actors […]“ (Mueller 2010: 55). Laut Mueller
(ebd.: 79) war das Ergebnis des WSIS-Prozesses ein neuer holistischer Blick auf das In-
ternet und seine Governance. Die vormals isolierte, kleinteilige Betrachtungsweise im
Umkreis einzelner internationaler Organisationen wich mit dem WSIS-Prozess einem
neuen Verständnis der Beteiligung verschiedener Interessengruppen und Stakehol-
der*innen an einer Governance des Internets, die damit auch mehrere Politikbereiche
und	Institutionen	auf	nationaler	wie	internationaler	Ebene	umfasste.
Transnationale Governance impliziert im idealtypischen Modell eine Reihe von
Merkmalen, die oftmals rezipiert und mit Betonung einzelner Merkmale auch für Inter-
net Governance beschrieben worden sind. Abbot und Snidal (2009: 541) fassen die be-
stimmenden Merkmale einer transnationalen Governance in vier Punkten zusammen.
Transnationale Governance ist demnach gekennzeichnet durch (1) die Dezentralisierung
der Regelungsautorität von staatlichen auf private sowie öffentlich-private Regelungsar-
rangements, (2) eine im Umkehrschluss verstreute Expertise als Quelle effektiver Re-
gulierung, (3) die Vorherrschaft einer ‚weichen‘, freiwilligen Normgebung und entspre-
chender Regelungsverfahren mithilfe sogenannter Soft-Law-Instrumente und letztlich
(4) die grundsätzlich eingeschränkte Möglichkeit, jene Elemente dezentraler Regelung
staatlich	zu	‚orchestrieren‘	(ebd.).
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Ein wesentlicher Aspekt ist damit auch bereits für die Plattform-Governance und die
weitere Argumentation explizit gemacht. Transnationale Governance-Arrangements be-
tonen die besondere Rolle privater Akteur*innen – und mehr noch die damit verbunde-
nen Regelungsarrangements, etwa die Vorherrschaft weicher und freiwilliger Regelun-
gen	mit	und	unter	privaten	Parteien.
Private	Ordering	als	ein	vorherrschendes	Paradigma	der	Internet	Governance
Das Internet selbst, seine Architektur, die globale Dimension der Informations- und
Kommunikations]lüsse sowie die schnelle quantitative Skalierung haben sich für das öf-
fentliche Recht und das Gesetz als problematisch erwiesen. Die zentrale Herausforde-
rung einer Internet Governance bestand und besteht darin, dass keine vorherrschende
institutionelle Ordnung existiert, die für die relevanten Akteur*innen klare Regeln und
Normen formuliert. Die Versuche, das Internet zu regulieren, haben im Allgemeinen ‒
anstatt eine direkte rechtliche Kontrolle zu etablieren ‒ stets eine gewisse Flexibilität
der	Regelungsarrangements	für	private	Akteur*innen	erkennen	lassen.	
Gerade auch für den Bereich der Inhaltsregelung spielen die Interessen privatwirt-
schaftlicher Akteur*innen eine zentrale Rolle (Price/Verhulst 2004). Der Begriff, der für
die Regelung von Online-Inhalten durch private Akteur*innen genutzt wurde, ist meist
derjenige der Selbstregulierung (ebd.; Mifsud Bonnici 2008; Tambini et al. 2008). Der
Verwendung des Selbstregulierungs-Begriffs spricht entgegen, dass private Akteur*in-
nen hierbei kaum als eine organisierte Branche der Internet- und Technologie-Unter-
nehmen auftreten, die im Sinne einer Selbstregulierung kollektiv eine führende Rolle bei
der Gestaltung und Durchsetzung eines Normenkatalogs übernehmen würden. Vielmehr,
so zeigte es die Geschichte von Internet Governance, waren es immer einzelne Unter-
nehmen, die in der Entwicklung von Regelungsarrangements besonders hervortraten
(Bislev/Flyverbom	2008).	
Für eine Governance der Plattformen kann dieses Merkmal noch einmal betont wer-
den. Es sind wenige multinationale Plattformunternehmen, die als unitäre Akteure insti-
tutionelle Regeln und Normen für die Kommunikation auf ihren Plattformen aufstellen.
Insofern ist es weniger adäquat, von Selbstregulierung zu sprechen; es handelt sich viel-
mehr um ein grenzübergreifendes Norm- und Regelsystem in Form privater Ordnungs-
bildung oder Private Ordering. Unter anderem nutzt Bygrave den Begriff des Private Or-
derings, um damit ganz bewusst die Prozesse der kollektiven Selbstregulierung privater
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Akteur*innen von den Regelungen zu unterscheiden, die nur für eine einzige Einheit gel-
ten (Bygrave 2015: 23). Er stellt zusammenfassend fest, dass Internet Governance „to a
large	extent	the	province	of	private	ordering	and	contract“	sei	(Bygrave	2013:	179).	
Der Fokus transnationaler Governance für das Internet liegt auf privaten Akteur*in-
nen und ihren Formen der Norm- und Regelsetzung. Die De]inition von ‚privat‘ kann da-
bei in dem breiten Verständnis von Graz und Nölke (2008a: 11) jegliche nichtstaatliche
Akteur*innen des Privatbereichs umfassen. Inkludiert sind damit neben privatwirt-
schaftlichen Organisationen und Unternehmen auch Gewerkschaften, Aktivist*innen
und Interessengruppen. „This implies that the ‚private‘ potentially includes any collecti-
ve actor organized through formal or informal contractual relations within the ambit of
civil society“ (Graz/Nölke 2012: 127). Welche Relevanz private Akteur*innen jeweils in
einem Regelungsbereich einnehmen, hänge allerdings nicht von deren Umfang oder der
Intensität der Ein]lussnahme ab, sondern davon, „how some of them have developed an
new relationship with polity“ (2008a: 11). Das Relevanzkriterium ist mithin vielmehr
die	staatliche	Anerkennung	der	Formen	privater	Regelsetzung.	
„While the private dimension of governance refers to a process involving actors
other than states, it also relies on an explicit or implicit state recognition. Recent
scholarship shares the assumption that the state remains a central feature in un-
derstanding the governance functions undertaken by private actors in both do-
mestic	and	international	affairs“	(Graz/Nölke	2012:	128).
Graz und Nölke betonen im obigen Zitat noch einmal, dass privates Regelungshandeln
nicht gänzlich autonom von staatlicher Regelung verläuft. Sebastian Botzem und Jeanet-
te Hofmann stimmen damit überein (2008; 2009) und vergleichen die Entwicklung von
transnationaler Governance mit derjenigen einer ständigen Pendelbewegung, die sich
zwischen privater Regelung und staatlicher Hierarchie vollzieht. Mit Blick auf die Inter-
net Governance, so konstatieren Botzem und Hofmann, sei daher von einem anhalten-
den Institutionalisierungsprozess auszugehen, in dem die politische Autorität zwar zu-
gunsten privater Akteur*innen verlagert wird, jedoch immer einer gewissen staatlichen
Autorisierung bedarf (Botzem/Hofmann 2008: 14). Die Beziehung zwischen öffentlicher
Hierarchie und privater Selbstregulierung werde in einem nationalstaatliche Grenzen
überschreitenden Normen- und Regelungsfeld wie der Internet Governance somit kon-
tinuierlich zwischen den Akteur*innen ausgehandelt (Botzem/Hofmann 2009). Eine
Analyse privater transnationaler Governance sollte folglich einerseits das Spektrum der
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beteiligten privaten Akteur*innen betrachten und andererseits berücksichtigen, welche
Unterstützung gewisse Regelungsarrangements von staatlicher Seite erhalten oder eben
nicht erhalten. Eine Governance unter den Bedingungen der Transnationalisierung be-
deutet somit vor allem eine gesteigerte Komplexität und Multiplizität der Aushandlungs-
und Ordnungsbildungsprozesse, die nationale, regionale und supranationale Ebenen
miteinander verschränken, sowie stark miteinander ver]lochtene Regeln, die aus priva-
ten	und	staatlichen	Quellen	stammen.	
Das Private Ordering im Internet lässt sich als eine spezielle Form transnationaler
privater Governance verstehen. Das Private Ordering leitet den Blick auf privatwirt-
schaftliche Akteur*innen und Unternehmen, die als Autor*innen vertraglicher Vereinba-
rungen regulative Geltung erlangen. Es kann als die grundlegende Quelle dieser regulati-
ven Autorität und der damit verbundenen institutionellen Arrangements einer privaten
transnationalen Governance verstanden werden. Die Verwirklichung von Rechten im
Bereich des Private Orderings ist an Vertragsrechte gebunden (Graz/Nölke 2012: 126).
Das Private Ordering lässt sich nun leicht auf die in dieser Arbeit untersuchte Gover-
nance-Form übertragen: Die Beziehung zwischen Plattform und individuellen Nutzer*in-
nen wird ebenfalls über private Verträge geregelt. Diese Vertragsbeziehung begründet
das Paradigma einer privaten Ordnungsbildung für die Nutzerkommunikation auf die-
sen	Plattformen	in	einer	grundsätzlich	neuen	Form.
Wird die Internet-Governance-Forschung betrachtet, ist festzustellen, dass die An-
wendung des Private-Ordering-Paradigmas im Kontext transnationaler Regulierung wie-
derholt auftritt. Die Forschung hat in diesem Zusammenhang zwei Themen mit besonde-
rem Interesse verfolgt: zum einen die generelle Herausbildung einer Governance über
vertragliche Vereinbarungen zwischen privaten Akteur*innen – also das Private Orde-
ring – und zum anderen die eigentlich angewendeten Instrumente, nämlich Standard-
verträge und private Policys der Unternehmen gegenüber Nutzer*innen und Verbrau-
cher*innen. Private Ordering als ein Element privater Plattform-Governance ermöglicht
es, eine Reihe institutioneller Merkmale zu spezi]izieren, die vor allem den Modus der
Regelformulierung und der Implementation von Regeln näher beleuchten.17 Für den
Bereich des Internets ist das Private Ordering als ein vorherrschendes Ordnungsbil-
17 Die Praktiken der Durchsetzung dieser Regeln, insbesondere mit Blick auf die Verfahren der Plattformen gegen-
über Nutzer*innen, werden mithilfe des Konzepts der Content-Moderation genauer erforscht und diskutiert
(siehe	dazu	Kap.	II,	S.	33).
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dungsparadigma in erster Linie in Abgrenzung zu einem Public Ordering beschrieben
worden.
„Public or private ordering is another oft-heard parameter of Internet gover-
nance debate. This […] can be roughly mapped onto the national ‒ transnational
axis because in the current institutional context the boundaries of the ‘public’
are coterminous with the state, and therefore most transnational Internet gover-
nance	organizations	are	based	on	private	ordering.“	(Mueller	2010:	259)
Niva Elkin-Koren hat das „private ordering in cyberspace“ bereits 1998 für die Anwen-
dung im Bereich des Urheberrechts erörtert (Elkin-Koren 1998). Private Ordnungsbil-
dungsregime, so ihr Fazit, ändern den Zugang zu und die Verbreitung von Informationen.
Öffentliche und private Ordnungsbildung stehen dabei in einem Wettbewerb mitein-
ander. „[W]e are witnessing the emergence of two competing models in cyberspace to
regulate the use of information. One is the traditional property rule created by centrali-
zed institutions of the territorial state; the other is the emerging regime of rules genera-
ted via private ordering“ (ebd.: 1158). Der fundamentale Unterschied zwischen öffentli-
cher und privater Ordnungsbildung liegt also im Prozess der Regelformulierung oder,
präziser	ausgedrückt,	im	Ursprung	von	Regeln	begründet.	
„Public ordering refers to rule-making processes, which are designed by the State
and its apparatus. Its norms re]lect the outcome of collective action mechanisms,
which are formulated and applied from the top down by public institutions. Pri-
vate ordering, by contrast, concerns bottom-up processes, where each party vo-
luntarily chooses to undertake the norms that will govern its behavior“ (Elkin-
Koren	2012:	2).
Der Wechsel zu einer stärker privaten Ordnungsbildung im Internet erschien attraktiv,
wurde doch nach ]lexibleren und effektiveren Bottom-up-Lösungen gesucht, da zentrali-
sierte	Regelungsinstitutionen	fehlten	(Bygrave	2013:	177;	Elkin-Koren	1998:	1159).
Hinter einem privaten Ordnungssystem stehen gewisse ökonomische und politische
Grundannahmen. Eine wesentliche These zum Private Ordering stammt aus der Ökono-
mie, insbesondere der Transaktionskostenökonomie. „[W]hatever the rules of the game,
[…] the play of the game is usefully interpreted as private ordering efforts to infuse or-
der“, meint etwa der Ökonom Oliver E. Williamson (2002: 440). Auch in diesem Zitat
werden öffentliche und private Ordnung einander gegenübergestellt und auf ihre Bedeu-
tung für die soziale und ökonomische Organisation von Märkten verwiesen. Während in
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diesem marktökonomischen Verständnis das Public Ordering die Spielregeln der Alloka-
tion von Ressourcen als Ausgleich zwischen individuellen und kollektiven Interessen
über eine Regulierung herstellt, befasst sich die private Ordnungsbildung mit dem ‚Spiel‘
selbst. Kollektive und individuelle private Akteur*innen versuchen, auf eigene Verant-
wortung soziale Beziehungen auf eine Weise zu optimieren, die vorrangig einem eigenen
Zweck und Nutzen dient (vgl. von Mehren 2008: 10; Williamson 2002: 440). Im Rahmen
gesetzlicher Ordnung treffen private Parteien damit eine Vielzahl von Einzelentschei-
dungen	darüber,	wie	Ressourcen	genutzt	und	wem	sie	zugewiesen	werden.
2.3 Der Vertrag als Institution privater transnationaler Ordnungsbildung
Das rechtliche Korrelat des Private-Ordering-Paradigmas bildet der Vertrag. In der Ge-
schichte und der gegenwärtigen Strukturierung von Internet Governance besitzen For-
men des privaten Vertragsrechts als ein Mechanismus der Regel- und Normsetzung eine
besondere Bedeutung. Verträge sind in diesem grenzübergreifendes Regelungsfeld „the
legal bricks and mortar“ (Bygrave 2015: 3) der heutigen transnationalen Governance-
Struktur. Die vertraglichen Instrumente einer privaten Ordnungsbildung sind typischer-
weise Verhaltenskodizes, Leitlinien, Muster- und Standardverträge, Lizenzvereinbarun-
gen und allgemeine Geschäftsbedingungen. Eine Governance solcher vertraglichen Ver-
einbarungen zeigt sich mit besonderer Relevanz für die Regelung der Kommunikation
durch Plattformen. Die Verwirklichung von Kommunikationsrechten wird hierbei nicht
durch fundamental verfasste Grundrechte, sondern primär durch das private Vertrags-
recht	normiert.
Der	Vertrag	als	private	regulative	Institution
Die Vertragsfreiheit im Privatrecht – durch die öffentliche Ordnung koordiniert und ko-
di]iziert – bezeichnet heute ein fundamentales Prinzip amerikanischer und europäischer
Rechts- und Handelsordnungen. Ein frühes Beispiel für eine private Ordnungsbildung,
die die Grenzen der Nationalstaaten überschritt, ist die mittelalterliche lex mercatoria,
die John Braithwaite und Peter Drahos (2000) erwähnen. Damals waren es die Kau]leu-
te, die eigene Regeln entwickelten sowie p]legten und so die länderübergreifenden Han-
delsbeziehungen	untereinander	regelten.
Seit Ende der 1990er-Jahre entwickelte sich um Private Ordering mit der Domäne
des Vertrags ein eigener Forschungsstrang, in dessen Zentrum die Analyse der Regulie-
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rung ökonomischer Organisationen, Handels- und Wirtschaftsbeziehungen steht. Wil-
liamson (2002: 440) plädiert in diesem Kontext gar für ein neues Grundverständnis der
Transaktionskostenökonomie, nämlich dafür, die soziale und ökonomische Organisation
von Märkten in modernen Gesellschaften nicht aus der Perspektive der Wahlmöglichkei-
ten von Konsument*innen unter den Bedingungen einer Knappheit („lense of choice“) zu
verstehen, sondern aus der Sicht vertraglicher Beziehungen („lense of contract“). Wil-
liamson de]iniert das Private Ordering gerade als eine Governance vertraglicher Bezie-
hung im Privatrecht, die das Ziel hat, Kon]likte zu mildern und die Gegenseitigkeit des
Vorteils	durch	freiwilligen	Austausch	besser	zu	realisieren	(ebd.).	
Die Diskussion der Institution des Vertrags und der damit verbundenen sozialen,
ökonomischen und rechtlichen Aspekte füllen Bände rechtsphilosophischer, rechtssozio-
logischer und rechtsvergleichender Fachliteratur (von Mehren 2008). An dieser Stelle
kann daher nur eine sehr grundlegende institutionelle Charakterisierung der Mechanis-
men von Verträgen vorgenommen werden, um dieses Element auch für die Governance
von Plattformen für die Kommunikation nutzbar zu machen. Es geht somit vorrangig um
die Funktion und die implizite Struktur vertraglicher Beziehungen und weniger um die
spezi]isch	de]inierten	Inhalte.	
Der Vertrag als private regulative Institution wird durch die gesellschaftliche Vor-
herrschaft eines Modells de]iniert, mit dem ökonomische Aktivitäten geregelt werden.
Dieses Modell impliziert im Sinne regulativer Autorität auch, dass Handlungen beschrä-
nkt oder verboten werden, dass Kontrolle über den Prozess der vertraglichen Vereinba-
rungen sowie über die eingegangenen Verp]lichtungen der Parteien ausgeübt wird und
dass bei Nichterfüllung Konsequenzen und Sanktionierungen durchgesetzt werden. Die-
se rechtlich bindenden Regeln unter privaten Akteur*innen besitzen innerhalb des Pri-
vatrechts ein beträchtliches Maß an Autonomie. Aus dieser Prämisse entwickelte sich
eine ökonomische wie politische Rechtfertigungslogik, die eine Vorherrschaft einer pri-
vaten Ordnungsbildung in modernen Gesellschaften postuliert und das Grundver-
ständnis	für	diese	Form	der	Regel-	und	Normsetzung	darlegt.
Die ökonomische, neoklassische Rechtfertigung für eine Ordnungsbildung über ver-
tragliche Beziehungen lässt sich – vereinfacht ausgedrückt – als ein Versprechen auf Ef]i-
zienzgewinne zusammenfassen. Die Institution des Vertrags stellt den beteiligten Partei-
en im idealtypischen Zustand in Aussicht, ihren Wohlstand zu fördern, indem
Transaktionskosten gesenkt werden und eine Maximierung des gegenseitigen Nutzens
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eines Austauschs erfolgt. Voraussetzung dafür ist eine freie, wahrhaftige und informiert
getroffene Vereinbarung (vgl. Brownsword 1995: 259). In dieser Ef]izienzannahme be-
steht aus der Sicht der Ökonomie die Attraktivität des Private Orderings. Die Parteien
sollten, so die umgekehrte Logik, keinen Gewinn aus einem freiwillig eingegangenen
Vertrag ziehen, da die Vereinbarung ja nicht zustande gekommen wäre. Insbesondere
die Verwendung von Standardverträgen unterstützt das Rationalisierungsargument zu-
sätzlich, da es dabei hilft, den Prozess des Vertragsabschlusses noch ef]izienter zu gestal-
ten.	Dies	wird	an	späterer	Stelle	näher	ausgeführt.
Die politische Rechtfertigung eines Private-Ordering-Paradigmas verspricht Legiti-
mität. Eine vertragsrechtlich zulässige private Ordnungsbildung bedeutet im politisch-
liberalen Sinne nicht weniger als eine Manifestation individueller Autonomie und die
Voraussetzung	individueller	Freiheit	(Trebilcock	1993:	8;	von	Mehren	2008:	19 f.).	
„Private ordering is most compatible with this value because it minimizes the ex-
tent to which individuals are subjected to externally imposed forms of coercion
or socially ordained forms of status. Private ordering is the quintessential form
of	government	with	the	consent	of	the	governed“	(Trebilcock	1993:	8).	
Die Freiheit, nicht nur Verträge zu schließen, sondern auch deren Inhalte frei zu gestal-
ten, gilt dabei als essenziell. „[B]ecause decisions are made by those who will be princi-
pally affected by them, there is a greater likelihood that the decisions will correspond to
the desires of the individuals whom the decisions are supposed to bene]it“ (von Mehren
2008: 12). Nach diesem libertarischen Verständnis wird so die Möglichkeit für selbst-
ständig handelnde und denkende Akteur*innen geschaffen, ihre eigenen Vorstellungen
von einem guten Leben zu verwirklichen, ohne dass sich andere einmischen oder ihnen
alternative Ideen zu dem, was gut ist, aufdrängen (vgl. Brownsword 1995: 259). Auto-
nome Entscheidungen, so die politische Rechtfertigung weiter, seien zu respektieren, da
sie die legitime Ausübung eines Rechts auf Selbstbestimmung darstellten (vgl. Trebil-
cock	1993:	8 f.).
Zugleich wurde die Vorherrschaft des Private Ordering über Verträge in heutigen
Gesellschaften kritisiert. Die Kritiker*innen hinterfragten nicht nur die grundlegenden
theoretischen Annahmen des Private Orderings, sondern auch eine rein auf den indivi-
duellen Zweck ausgerichtete Ordnungsbildung sowie die ökonomischen Vorteilsverspre-
chen (vgl. ebd.) – dabei insbesondere auch für den Regelungsbereich des Internets (El-
kin-Koren 1998; Benkler 2000). Die Kritik ist so fundamental, dass sie sich in dieser
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Grundsätzlichkeit auch auf die Internet Governance und die Governance der Plattformen
übertragen lässt. Auch hier wird nun die rechtliche Beziehung zwischen Plattform und
Nutzer*in	durch	eine	vertragliche	Vereinbarung	geregelt.	
Michael J. Trebilcock (1993) stellt etwa die ökonomische Rechtfertigung, dass das
Private Ordering zu mehr gesellschaftlichem Wohlstand führe, sowie die politische
Rechtfertigung, dass das Private Ordering größere Autonomie bedinge, grundsätzlich in-
frage. Seine Kritik an der Vormachtstellung einer Ordnung über private Verträge lässt
sich	in	fünf	Punkten	zusammenfassen.
1. Die generelle Kommodi9izierung gesellschaftlicher Bereiche: Selbst wenn sich
eine Gesellschaft zur Marktökonomie bekennt, ]inden sich unterschiedliche Auffas-
sungen darüber, welchen Geltungsbereich diese besitzt und auf welchen Teil des
Lebens sich das Marktliche ausweiten lassen sollte. So herrscht eine gesellschaftli-
che Auseinandersetzung darüber, welche Dinge aus gutem Grund kommodizi]ier-
bar, also handelbar, gemacht werden sollen ‒ entweder ganz oder unter bestimm-
ten	rechtlichen	Voraussetzungen.
2. Der Grundsatz der Freiwilligkeit und die informierte Zustimmung: Angrei]bar
wird die Rechtfertigung des Private Orderings hinsichtlich des Autonomiearg-
uments und der Bedingungen, unter denen Verträge tatsächlich in der Praxis ge-
schlossen werden. Die Annahme, dass Freiwilligkeit gegeben sei, dass beide Ver-
tragsparteien vollständig informiert seien und dass keine Externalitäten vorlägen,
sei „extraordinarily vague, subjective, and to an important extent indeterminate“,
kritisiert Trebilcock (ebd.: 19). Die freiwillige Zustimmung zu Regeln als dem Fun-
dament individueller Autonomie ist unter der Bedingung einer eingeschränkten
Wahlmöglichkeit in knappen Märkten limitiert. Eine informierte Entscheidung er-
scheint zudem realitätsfern, da vollständige Informationen über gegenwärtige Fak-
ten und zukünftige Folgen kaum vorhanden sein dürften. Die Kritik an der unvoll-
ständigen Information geht so weit, dass die grundlegende Annahme, die
informierte Zustimmung, nur hypothetisch, aber nicht faktisch realisiert werden
kann (ebd.: 246). Dieser Punkt, so argumentiert Trebilcock, stelle eine völlig ande-
re normative Basis dar: Die hypothetische, indes nicht tatsächliche Zustimmung al-
ler betroffenen Parteien schwächt das Private-Ordering-Paradigma normativ
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(ebd.). Gleichzeitig existieren hier gewisse Einschränkungen der Parteien, wenn es
darum	geht,	den	Gegenstand	und	den	Inhalt	von	Verträgen	zu	bestimmen.
3. Die Verstärkung von Ungerechtigkeiten: Dem Postulat einer freiheitlich auto-
nomen Entscheidung halten Kritiker*innen entgegen, dass die Ordnung durch pri-
vate Vertragsbeziehungen zu anderen Formen von Unterdrückung und Verdrän-
gung führe. Befürworter des Private Orderings, so die Kritik, ignorierten den
Aspekt ungleicher Ausgangslagen, Möglichkeiten und Ressourcen. Die Rolle des
Staates sei es, gerade diese Ungerechtigkeiten im Sinne gemeinschaftlicher und
kollektiver Interessen angemessener zu verteilen (ebd.: 20 f.). Unter diesem Punkt
diskutiert Trebilcock auch Fragen der Diskriminierung und der begrenzten Frei-
heit,	Vertragspartner	frei	wählen	zu	können.
4. Die Verursachung externer Effekte: Es gibt wohl kaum Transaktionen, die keine
materiellen oder immateriellen Auswirkungen auf dritte Parteien haben. Solche
negativen externen Effekte auf Wohlstand oder Interesse zu bestimmen, gestaltet
sich	schwierig.
5. Die bevorzugte Behandlung von Präferenzen: Dieser Punkt re]lektiert die Kritik
am Nützlichkeitsstreben dem Utilitarismus. Illegalität und Unmoral verbieten eine
Ordnungsbildung durch Vertrag, basierend auf der öffentlichen Ordnung in einer
Gesellschaft und zum Wohle der Gemeinschaft (von Mehren 2008: 29). Einige Prä-
ferenzen sind schlicht falsch, moralisch verwer]lich und sollten nicht Ausdruck in
freiwilligen privaten Verträgen ]inden. Präferenzen sind zudem sozial konstruiert
und sollten nicht unabhängig von den sozialen, rechtlichen und ökonomischen
Kontexten	gesehen	werden,	die	sie	formen.	
Um diese Argumentation für die Governance der Kommunikation durch Plattformen
fruchtbar zu machen, ist es essenziell, noch einmal auf die grundsätzliche Koordinierung
und Kodi]izierung von Verträgen im öffentlichen Recht hinzuweisen. „Contract is not
simply a general institution for the enforcement of transactions; it is a complex body of
particular regulation, each legal system specifying its own distinctive regime of contract
law“ (Brownsword 1995: 259). So werden auch Verträge sowie deren Inhalt und Form
reguliert, vor allem dort, wo systematisches Markt- und Informationsversagen durch
kollektive Entscheidungen korrigiert werden soll. Eine öffentliche Regulierung vertragli-
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cher Beziehungen ]indet aber auch hinsichtlich der Monopolstellungen in Form von Kar-
tellrecht	und	der	Aufgaben	des	sozialen	Wohlfahrtsstaats	statt.
Die Diskussion um das Für und Wider privater Vertragsbeziehungen durchzieht die
Geschichte der Internet Governance. Die bevorzugte Rolle von Verträgen in der Internet-
regulierung zeigt sich bei den ersten ARPANET-Regelungen, in den ersten E-Commerce-
Richtlinien, beim Management des Naming-and-Numbering-Systems unter ICANN, bei
der Internet-Interkonnektion, also der Verschaltung von Netzen, beim Internetzugang
über Internetanbieter sowie schließlich vor allem bei Internetanwendungen und dem
Zugang zu und der Nutzung von Inhalten im Internet. Insbesondere im letzten Bereich
wird die extensive Nutzung vertraglicher Vereinbarungen zwischen einer Vielzahl neuer
Anbieter und ihren jeweiligen Endnutzer*innen offensichtlich (Bygrave 2013: 172). Die
Verwendung von Software-Anwendungen beispielsweise wird durch Verträge in Form
von Endnutzerlizenzvereinbarungen (Enduser Licence Agreements ‒ EULAs), den soge-
nannten Shrink-wrap-, Click-wrap- oder Browse-wrap-Lizenzen, reguliert (Elkin-Koren
2012; Burk 2012; Bakos et al. 2014). Digitale Kommunikationsplattformen arbeiten ty-
pischerweise mit allgemeinen Nutzungsbedingungen (Terms of Service ‒ ToS). Die Be-
deutung solcher Vertragsvereinbarungen in der Internet Governance ist massiv. Zu Recht
lässt sich daher, mit Bygrave (2015) gesprochen, Internet Governance auch als eine „go-
vernance	by	contract“	charakterisieren.	
Standardverträge:	Einseitige	Vertragsprozesse	für	unbegrenzte	Transaktionen
Im Zusammenhang mit der Regelsetzung von Plattformen für die Nutzerkommunikation
muss präziser von Standardvereinbarungen gesprochen werden. Standardverträge sind
eine spezielle Form von Verträgen und weisen zum Beispiel in Form allgemeiner Nut-
zungs- und Geschäftsbedingungen noch einmal besondere Merkmale der Regelsetzung
auf. Diese Verträge gelten als Standard „in the sense that they are meant not only to go-
vern a single transaction or a series of transactions with a particular customer, but form
the basis of an inde]inite number of similar transactions with an unlimited number of
customers“	(Neumayer	2008:	7).	
Standardverträge befördern noch einmal das Rationalisierungselement, da sie einen
gesteigerten Ef]izienzgewinn durch die Reduzierung von Transaktionskosten für die be-
teiligten Parteien versprechen. Der Theorie zufolge werden die Kosten der Transaktion
bei weiterhin größtmöglicher Freiheit und Flexibilität in den Spezi]ika vertraglicher Ver-
III. Die Herausbildung einer privaten Governance als Wandel institutioneller Regeln im Diskurs 77
einbarungen minimiert, indem alle impliziten Bedingungen stets als ein Standardpaket
bereitgestellt werden. Diese Vertragsnormen müssen folglich nicht bei jeder Transaktion
neu verhandelt und unter den beteiligten Parteien expliziert werden (vgl. Trebilcock
1993: 17). Verträge zu Standardbedingungen stellen, wie bereits erwähnt, eine spezielle
Form von Verträgen dar. Es handelt sich hierbei um einseitige Vertragsprozesse, die vor







Aus dieser De]inition lassen sich im Wesentlichen drei institutionelle Merkmale von
Standardverträgen	ableiten:
• Die einseitige Formulierung von Verträgen. Standardverträge sind einseitige
Ordnungsprozesse. Grundsätzlich sollte der Bedarf an solchen Regelwerken und
Prinzipien für Verträge nicht unterschätzt werden (von Mehren 2008: 68) – im Ge-
genteil: Diese vermeiden die Notwendigkeit für beide Vertragsseiten, Standardbe-
dingungen immer wieder neu zu verhandeln. Diese Rationalisierung über einseitig
vorformulierte Bedingungen bringt Kostenvorteile für den/die Autor*in der Regeln
mit sich, erweist sich aber als nachteilig für die vertragliche Position der anderen
Partei, „particulary when they curtail statutory rights accorded to such party“ (Ne-
umayer 2008: 11). In der Marktlogik wird das Risiko der verkaufenden/anbieten-
den Person damit allerdings „once and for all“ (ebd.: 12) auf den/die Käufer*in/
Nutzer*in übertragen. Die besonderen Interessen des Nutzers/der Nutzerin blei-
ben bei Standardverträgen diffus und werden nicht gehört. Zwar handelt es sich
auch bei Standardverträgen immer noch um bilaterale Transaktionen ‒ der freie,
gemeinsameWille bezieht sich zum Abschluss aber normalerweise lediglich auf die
essenziellen Elemente wie die Güter, den Preis oder die Dienstleistung. Im Gegen-
satz dazu wird den kollateralen Regeln einfach nur förmlich zugestimmt. Sie resul-
tieren nicht aus einer Entscheidung des Nutzers/der Nutzerin. Das Problem bei
Standardverträgen besteht folglich darin, dass die Nutzer*innen kaum etwas von
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den begleitenden Regeln mitbekommen, sie nicht lesen oder sie nicht in ihrer vol-
len Bedeutung verstehen. Die Präsentation und die Zustimmung bilden damit zwei
weitere	neuralgische	Punkte	bei	Standardverträgen	(ebd.:	12 f.).
• Die Form und Präsentation der Vertragsbedingungen. Die Form von Standard-
verträgen ist oftmals kompliziert, verwendet schwierig verständliche Formulierun-
gen, vage Begriffe sowie abstrakte Regeln und referenziert immer auch auf andere
Dokumente (ebd.: 15). Dem Kunden/Der Kundin wird bei der Präsentation des Ver-
trags nicht die Möglichkeit eingeräumt, diese zu diskutieren. Die Art und Weise der
Transaktion wird nicht individuell verhandelt. Gerade dort, wo das Risiko der
Transaktion unkalkulierbar sei, werde es auf die schwächere Seite abgewälzt,
merkt	von	Mehren	an	(2008:	68).
• Die Zustimmung zum Vertrag als Ganzem. „It is [...] part of the phenomenon of
contracting subject to standard terms and conditions that even if this is not legally
obligatory, the customer usually has little choice (other than abstaining totally form
the contract) but to subject himself tel quel and thus unconditionally to the arbitra-
ry terms of another“ (Neumayer 2008: 13). Im Endeffekt bleibt dem Kunden/der
Kundin nur, die Standardbedingungen im Sinne einer Take-it-or-leave-it-Entschei-
dung	entweder	vollständig	zu	akzeptieren	oder	gar	nicht.	
Ein Standardvertrag, so lässt sich schlussfolgern, kommt dementsprechend durch eine
unquali]izierte Zustimmung zustande. Interessanterweise spricht das deutsche Recht
daher auch nicht von einer Einigung zwischen Vertragspartnern, sondern davon, sich
den	allgemeinen	Geschäftsbedingungen	einseitig	zu	unterwerfen.	
Die institutionellen Merkmale und Mechanismen von Standardverträgen bedingen
zahlreiche kritische und diskussionswürdige Fragen, insbesondere dann, wenn sie für
die Möglichkeiten zur Kommunikation im Internet und auf Plattformen gelten. Im Kapi-
tel zum Forschungsstand wurde bereits auf diese Kritik verwiesen (siehe Kap. II, ab S.
35). Diese Verträge zwischen Plattform und Nutzer*in verkörpern in der massenhaften
Anwendung das De-facto-Gesetz für die heutige Internetkommunikation. In der einen
oder anderen Form ist diese Kritik an Standardverträgen daher auch im Zusammenhang
mit ungleichen Machtverhältnissen hinsichtlich der Plattform-Nutzer-Beziehung vorge-
bracht worden (Braman/Roberts 2003; MacKinnon 2012; Bakos et al. 2014; Taylor
2016; Obar/Oeldorf-Hirsch 2018). Anders als in privaten Verträgen üblich, werden die
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Klauseln im Falle allgemeiner Nutzungsbedingungen nicht im Einzelnen zwischen den
Vertragsparteien ausgehandelt, sondern einseitig vom Plattformbetreiber als Standard-
vertrag festgelegt. Durch vorformulierte Klauseln, Standardisierungen und Konkretisie-
rungen werden damit die Bedingungen für die Nutzung der jeweiligen Plattform gestellt,
die für alle Nutzer*innen gelten. Diese können sich lediglich entscheiden, ob sie den Nut-
zungsbedingungen	zustimmen	oder	den	Service	nicht	nutzen.
Komplexe Gesellschaften mit einem hohen Handelsau]kommen von Gütern und
Dienstleistungen benötigen eine Standardisierung vertraglicher Vereinbarungen als
nützliches Rationalisierungswerkzeug. Standardverträge entsprechen den Bedürfnissen
der Geschäftswelt von heute, die auf kommerziellen Massenhandel, Massenproduktion
und Massenvertrieb ausgerichtet ist. Die heutige Online-Kommunikation mit all ihren
Vor- und Nachteilen, den ermöglichenden und beschränkenden Bedingungen, unterliegt
größtenteils diesen prinzipiellen Merkmalen eines privaten Ordnungsparadigmas, das
auf massenhaften Standardverträgen zur Nutzung der Plattformen und zu den erlaubten
und nicht erlaubten Nutzungsweisen basiert. So gilt nun auch für diesen Bereich der
Kommunikation: „One who refuses to subject himself to standard conditions today pro-
bably	excludes	himself	from	modern	society“	(Neumayer	2008:	8).
2.4 Transnationale private Governance als ein Ordnungsmodell für 
Kommunikation
Neben die kommunikationspolitischen Modelle der Selbstregulierung und der Selbstor-
ganisation tritt ein Modell der privaten Ordnungsbildung, das noch stärker die Beteili-
gung privater und privatrechtlich organisierter Akteur*innen an der Regelung der On-
line-Kommunikation betont. In Hinblick auf die Anwendungen und Plattformen für die
Inhalte von individueller Nutzerkommunikation im Internet lässt sich dieses Modell als
eine transnationale private Governance für Kommunikation beschreiben. Die Regelungs-
arrangements dieses neuen Modells beruhen ‒ wie zuvor ausführlich beschrieben ‒ auf
dem in der Internet-Governance-Forschung vielfach beschriebenen Paradigma des Pri-
vate Orderings, das prinzipiell die Verwirklichung von Rechten mittels freiwilliger Ver-
tragsvereinbarungen zwischen privaten Parteien vorsieht. Als ein Governance-Modell
etabliert das Private Ordering neue institutionelle Merkmale für die Regelung von Kom-
munikation	auf	digitalen	Plattformen	und	durch	digitale	Plattformen.	
Zusammenfassend gesagt beinhaltet die private Governance mit dem Vertrag als
fundamentaler Institution ein neues regulatives Design im Bereich der Kommunikation.
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Dieses entzieht sich der bisherigen Vorstellung einer Beteiligung privater Akteur*innen
an der Regelung gesellschaftlicher Kommunikation. Durch die Abgrenzung zu den Mo-
dellvorstellungen einer Selbstregulierung und der Selbstorganisation im Medienbereich
werden die neuen Dimensionen dieses institutionellen Arrangements deutlich. Tabelle 1
stellt die Unterschiede auf den Ebenen der Regelformulierung und -implementation so-
wie des jeweiligen Geltungsbereichs der Regeln dar und führt typische Beispiele für for-
melle Regeln an. Damit wird die von Puppis (2010b: 141) begonnene Analytik einer kol-
lektiven	und	organisationalen	Media	Governance	erweitert.


















Selbstorganisation Intern zu einzelnen 
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Organisationsspezifisch, für die 
Organisation selbst, innerbetrieb-
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Richtlinien und Beschwerdever-
fahren, Gremien zur Qualitäts-
kontrolle, Organisationsstatute 
Private Governance Intern zu einzelnen 
Organisationen
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Den drei Modellen gemein ist die Tatsache, dass sie die nichtstaatliche Regelsetzung,
-durchsetzung und -sanktionierung unter der Prämisse wachsender privater Autonomie
des Regelungshandelns in den Mittelpunkt stellen. Insofern betonen sie die zentrale Be-
teiligung einer größeren oder kleineren Auswahl an privaten Akteur*innen an der Rege-
lung von Kommunikation, ohne dabei die oben erwähnte Notwendigkeit der staatlichen
Autorisierung	und	Unterstützung	privaten	Regelungshandelns	auszuschließen.
Auf der Ebene der Regelformulierung ]indet sich eine private Governance mit or-
ganisationseigenen Regeln ‒ ähnlich wie bei der Selbstorganisation. Kommerzielle Un-
ternehmen und Plattformanbieter*innen formulieren diese Regeln in Form von Stan-
dardverträgen einseitig. Sie implementieren diese Regeln dann explizit in Form
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vertraglicher Vereinbarungen wie Nutzungsbedingungen und anderen Regelwerken mit
jedem einzelnen Nutzer/jeder einzelnen Nutzerin. Diese Vertragsregeln sind durch die
öffentliche Ordnung koordiniert und kodi]iziert, enthalten aber jeweils organisationsei-
gene,	durch	die	Plattform	oder	das	Produkt	geprägte	Regeln.	
Die bisherige theoretische Argumentation lässt sich noch einmal auf gewisse Kerna-
ussagen zusammenfassen: Der Geltungsbereich der Regeln einer privaten Governance
erstreckt sich primär auf die Gruppe an Nutzer*innen, die eine Plattform hat. Sie werden
durch die Plattformbetreiber gegenüber den Nutzer*innen durchgesetzt; Verstöße wer-
den sanktioniert. Die entsprechenden Regelwerke dehnen den Geltungsbereich über na-
tionalstaatliche Rechtsräume hinaus aus und etablieren transnationale Muster der Ent-
scheidungs]indung und Durchsetzung von Regeln für erlaubte und nicht erlaubte
Formen	der	Online-Kommunikation.
Das Modell einer privaten transnationalen Governance für die Kommunikation ver-
deutlicht mithin in mehrfacher Hinsicht einen fundamentalen Unterschied zu den Kon-
zepten der Selbstregulierung und Selbstorganisation: Es bezieht sich auf die Regelung
von Nutzerinhalten und Nutzerkommunikation im Internet, betont eine zentrale Rolle
nichtstaatlicher, vor allem privatwirtschaftlicher Akteur*innen sowie ihr Regelungshan-
deln und stärkt hinsichtlich des Geltungsbereichs von Kommunikationsregeln eine
transnationale	Achse	von	Media	Governance.
Damit ist der Gegenstand der Arbeit erörtert und anhand institutioneller Merkmale
veranschaulicht worden. Doch eine institutionalistische Perspektive auf die Governance
der Plattformen verlangt geradezu, die Prozessperspektive einzunehmen und die Her-
ausbildungs- und Wandlungsprozesse dieser institutionellen Regeln zu hinterfragen.
Diese Perspektive – dies lässt sich aus der bisherigen Forschung zum Forschungsgegen-
stand ableiten – muss die Norm- und Regelsetzung der Plattformen dynamisch und plu-
ral verstehen. Die institutionellen Regeln der Plattformen sind nicht stabil. Ihr Geltungs-
bereich hat sich in den vergangenen Jahren enorm erweitert ‒ über Länder- und
Kulturgrenzen hinweg. Plattformbetreiber ändern die Bedingungen nach ihren eigenen
wirtschaftlichen Interessen und Risiken für das Geschäft sowie aufgrund des Drucks von
Regierungen und Regulierungsbehörden und der öffentlichen Berichterstattung. Zudem
passen	sie	fortlaufend	die	internen	Verfahren	der	Durchsetzung	der	Bedingungen	an.	
Änderungen in den Nutzungsbedingungen, begleitenden Regeldokumenten und den
praktischen Verfahren der Content-Moderation der Plattformen können daher nicht al-
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lein durch einen sich wandelnden Rechtsrahmen erklärt werden. In den Mittelpunkt
rückt stattdessen die gesellschaftliche Auseinandersetzung mit diesen Regeln. Die Beob-
achtung der Aushandlungsprozesse hinsichtlich institutioneller Regeln der Plattformen
im Diskurs und durch die kommunikative Interaktion beteiligter Akteur*innen stellt ei-
nen aufschlussreichen Ansatz dar, der die Dynamik des institutionellen Wandels der
Plattformregeln	zu	erklären	vermag.
3 Wandel privater Governance: Der Erklärungsgehalt von 
Diskursen
Ging es in den ersten beiden Kapiteln vor allem darum, den begrif]lichen und konzeptio-
nellen Rahmen einer privaten Governance zu präzisieren, wird mit diesem dritten Kapi-
tel das Ziel verfolgt, die Prozesse der Herausbildung und des Wandels der institutionel-
len Regeln der Plattformen theoretisch zu fundieren. Die zuvor erarbeitete
institutionelle Perspektive auf die Governance von Plattformen gilt es also mit geeigne-
ten	Theorien	und	Methoden	der	empirischen	Forschung	umzusetzen.
Auch hierfür ist der Neoinstitutionalismus ein geeigneter Ansatz; an dieser Stelle
wird er indes weiter präzisiert. Um die Herausbildung und den Wandel einer privaten
Governance zu erklären, haben sich die Leitvorstellungen des diskursiven Institutiona-
lismus und des kommunikativen Institutionalismus als instruktiv erwiesen. Die Erklä-
rungslogik für den institutionellen Wandel ]indet sich hierbei im Diskurs – oder prä-
ziser: in der kommunikativen Interaktion von Akteur*innen. Die zu klärende Frage lautet
folglich: Welchen Erklärungsgehalt für institutionellen Wandel haben Diskurse, und wie
lässt sich diese Erkenntnis auf die Untersuchung einer Plattform-Governance
anwenden?
3.1 Dynamische Governance-Analyse: Hinwendung zu Interaktion und 
Diskursen
Die Beiträge der Institutionentheorie und die institutionalistisch geprägte Governance-
Forschung liefern eine Vielzahl von Ansätzen zu institutionellen Wandlungsprozessen.
Die wissenschaftliche Diskussion zum Begriff der Institution verweist nach Hasse und
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Krücken (2015: 64) bereits im Kern auf den Prozess der Herausbildung von Institutio-
nen und stellt die Veränderung und zugleich die Kontinuität gesellschaftlicher Ordnung
als erklärungsbedürftiges Phänomen dar. Institutionen sind ‒ werden sie auf diese Wei-
se verstanden ‒ auch Ausdruck früherer Praktiken und Denkweisen, die die heutigen
Handlungen konditionieren (Barley/Tolbert 1997: 99). Sie implizieren eine zeitliche Dif-
ferenz. Dabei hat sich insbesondere der neue Institutionalismus von der dichotomen Un-
terscheidung zwischen vollständig institutionalisierten oder nichtinstitutionalisierten
Regeln gelöst und spricht nunmehr von einem Prozess der Institutionalisierung in ver-
schiedenen Graden (Hasse/Krücken 2015: 19). Die theoretische Entwicklung des Neoin-
stitutionalismus kann, zusammengefasst gesagt, schwerpunktmäßig durch die Stärkung
oder gar die „Radikalisierung der Prozessperspektive“ charakterisiert werden (ebd.: 64).
Dies ermöglicht eine zeitliche Plausibilisierung institutioneller Wandelprozesse, auf die
für	die	Herausbildung	einer	Plattform-Governance	und	ihrer	Regeln	abgestellt	wird.
Die Forschung hat in vielfacher Hinsicht ebenso versucht, die Governance-Perspekti-
ve zu dynamisieren, insbesondere zur Erklärung der anhaltenden Dynamiken in Feldern
mit transnationaler Regel- und Normsetzung (Pattberg 2005; Djelic/Sahlin-Andersson
2006; Quack 2006; Botzem/Hofmann 2009; Botzem et al. 2009). Die Internet- und
Media-Governance-Forschung entwickelte ‒ diesem Ansatz folgend ‒ ein Verständnis
von Governance als anhaltender Aushandlungs- und Verständigungsprozess zwischen
verschiedenen Akteur*innen und Gruppen von Akteur*innen. Hofmann (2006) be-
schreibt für die Internet Governance diesen Aushandlungsprozess als „vermutlich uner-
reichbare[n] Fluchtpunkt [eines] Suchprozesses, welcher in einem stabilen, legitimen
Regelungsarrangement besteht, welcher den transnationalen Daten und Kommunika-
tionsströmen Rechnung trägt“ (ebd.: 298). Auch Katzenbach (2018) schlägt für die kom-
munikationswissenschaftliche Lesart von Governance vor, die andauernden Aushand-
lungsprozesse hinsichtlich der Regeln der medialen Kommunikation ins Zentrum der
Betrachtung zu rücken. Durch die gesellschaftliche Auseinandersetzung gehen die Pro-
zesse der Institutionalisierung und Deinstitutionalisierung damit Hand in Hand und ver-
wehren	den	einseitigen	Blick	auf	Institutionalisierungsprozesse	(Quack	2006).	
Es wird argumentiert, dass dieses Verständnis auch für die Analyse der Herausbil-
dung einer Plattform-Governance für die grenzüberschreitende Kommunikation ihrer
Nutzer*innen sinnvoll erscheint. Diese stellt ein dynamisches und vielschichtiges Rege-
lungsfeld dar, dessen Normen und Regeln aus verschiedenen und kon]ligierenden Quel-
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len stammen. Plattformen formulieren zwar ihre eigenen Regeln für die Kommunikation
auf der Plattform; dennoch ]inden die Formulierung und die Durchsetzung dieser Regeln
nicht in einem institutionellen Vakuum statt. Vielmehr sind diese Regeln Teil der öffent-
lichen Aushandlung hinsichtlich der programmatischen Ideen einer Governance durch
Plattformen und im Kontext eines normativen und rechtlich fragmentierten Ordnungs-
rahmens. Regierungen und Regulierungsbehörden, externe Interessengruppen und an-
dere dritte Parteien, das Verhalten und die Erwartungen der Nutzer*innen selbst sowie
die öffentliche Medienberichterstattung sind Teil dieses Aushandlungsprozesses, der im-
mer	wieder	zu	Änderungen	an	den	Regeln	der	Plattformen	führt	(siehe	Kap.	II.3).
Um dahin gehend einer dynamischen Governance-Analyse für die Regelung der
Kommunikation gerecht zu werden und die hier fokussierten Herausbildungs- und
Wandlungsprozesse einer Governance der Plattformen zu erfassen, erscheint eine Arg-
umentation in drei Schritten sinnvoll. Sie stellt den Zusammenhang zwischen der kultu-
rell-kognitiven Dimension von Institutionen, der Interaktion sowie der Kommunikation
her.
Zum Ersten kann sehr grundlegend an die Relevanzbeschreibung einer kognitiv-kul-
turellen Dimension von Institutionen angeknüpft werden. Die Vorstellung einer Unter-
scheidung von Institutionen-Dimensionen geht zurück auf das viel rezipierte „three pil-
lars of institutions“-Modell von Richard Scott (1995; 2008). Danach weisen Institutionen
eine regulative, eine normative sowie eine kulturell-kognitive Dimension auf und prägen
so soziale Handlungen und Strukturen. Scott bedachte die kulturell-kognitive Dimension
in besonderem Maße und trug so maßgeblich dazu bei, das ‚Neue‘ im Neoinstitutionalis-
mus zu begründen: „This cognitive focus has largely distinguished the ‘new’ institutiona-
lism from the ‘old’ institutionalism“ (Cornelissen et al. 2015: 11). Die vielfältigen Institu-
tionalismen, die heute dem Neoinstitutionalismus zugerechnet werden, teilen den Fokus
auf individuelle und kollektive Kognition als Erklärung für Veränderungen von Institu-
tionen auf der Makroebene. Katzenbach (2018: 99‒110) hat Scotts Modell ebenfalls als
Grundlage für ein systematisch entwickeltes und erweitertes institutionentheoretisches
Verständnis von Media Governance herangezogen. Der eigentliche Gehalt der kognitiven
Dimension blieb dabei allerdings ungenutzt. Zwar beschreibt Katzenbach diese Dimensi-
on im Sinne einer kommunikativen Konstruktion von Ordnungsbildung, konzentriert
sich dann aber auf die Integration eines technisch-materiellen Elements als einer vierten
Dimension von Institutionen. In der Tat birgt die kulturelle Dimension institutionellen
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Denkens ein größeres Potenzial für eine genuin kommunikationswissenschaftliche Les-
art von Governance. Die kulturelle Verankerung von Institutionen, so argumentiert
Schuppert, sei zentral in der Governance-Forschung. Sie helfe dabei, Governance – ganz
im Sinne einer andauernden Aushandlung zwischen Akteur*innen – als einen Prozess
der	Interaktion	und	der	Kommunikation	zu	verstehen	(Schuppert	2006:	437).
Dementsprechend besteht der zweite Schritt der Argumentation darin, auf den Pro-
zess der Interaktion zwischen verschiedenen gesellschaftlichen und politischen Ak-
teur*innen abzustellen. Eine kulturelle Einbettung (‚Cultural embeddedness‘) von Insti-
tutionen äußert sich gerade durch die Interaktionen, in denen gemeinsame
Deutungsmuster und Sinnvorstellungen eine Rolle spielen. Außerdem verständigen sich
Akteure durch Interaktion über gemeinsame ‚Public codes‘, die sich wiederum als gesell-
schaftliche Leitbilder niederschlagen (ebd.). Ein stärker interaktionistisches Verständnis
der Herausbildungs- und Wandlungsprozesse von Institutionen lässt sich auch für die
Dynamisierung von Governance nutzen, um die Formen der Interdependenzbewältigung
eben als die Tätigkeiten des Ordnens, Steuerns und Koordinierens zu verstehen. Solch
ein interaktionistischer Fokus auf Governance wurde von Jan Kooiman im Sinne eines
„Governing as Governance“ aufgegriffen (Kooiman 2003; 2006). Governance als Interak-
tion zu verstehen, verweist dabei auf die Prozesse und Strukturen von Interaktionen.
Das Prozesselement bezieht sich auf den Handlungsaspekt von Interaktionen ‒ basie-
rend auf der Fähigkeit sozialer Akteur*innen ‒ zu handeln. Der Strukturaspekt bezieht
sich auf die Kontexte der Interaktion sowie die materiellen, soziostrukturellen und kul-
turellen Rahmenbedingungen (Kooiman 2006: 154). Die Idee hinter Kooimans Ansatz
sieht vor, eine stärker gesellschaftspolitische Perspektive für das Verständnis zeitgenös-
sischer Formen von Governance zu entwickeln und dabei dem Charakter von Gover-
nance als dynamischer, komplexer und diverser Interaktionsprozess zwischen gesell-
schaftlichen staatlichen wie nichtstaatlichen Akteur*innen gerecht zu werden. Die
analytische Stärke des Ansatzes liegt in seinen Worten darin, dass hier „die Vielzahl der
Beteiligten offenkundig wird, die in einem bestimmten Problemzusammenhang agieren“
(ebd.:	155).
Schließlich kann in einem dritten Schritt argumentiert werden, dass soziale Interak-
tion immer auf Kommunikation basiert, also mithilfe von Sprache, Gestik und im Diskurs
vermittelt wird. Wird die Herausbildung institutionell sedimentierter Leitbilder als das
Ergebnis sozialer und politischer Auseinandersetzungen zwischen unterschiedlichen
86 III. Die Herausbildung einer privaten Governance als Wandel institutioneller Regeln im Diskurs
 
Akteursgruppen verstanden, ist „[i]nstitutioneller Wandel […] somit auch immer sprach-
lich und diskursiv vermittelter Wandel“ (Quack 2006: 347). Die Genese und die Entwick-
lung transnationaler Governance-Arrangements werden hier also nicht mehr funktional
als bloße Reaktion auf bestehende Koordinationsprobleme oder Lösung dieser Proble-
me wahrgenommen. Es ist stattdessen ebenso bedeutsam, die (historischen) Entwick-
lungen und Prozesse sowie die diskursiven und kontroversen Interaktionen zu verfol-
gen, die zur Entwicklung unbeständiger transnationaler Governance-Arrangements
führen	(Levitt	2013:	31).	
Zusammenfassend erklärt entsteht auf diesem Weg ein kommunikationstheoreti-
sches Verständnis von Governance als „kommunikationsintensive[r] Interaktionspro-
zess[…]“ (Schuppert 2006: 453), in dem die Interdependenzen kommunikativ und dis-
kursiv sichtbar werden. Die reale Bedeutung einer solchen dynamischen Perspektive auf
Institutionen- und Governance-Wandel führt Schuppert (ebd.) auf den gestiegenen Kom-
munikationsbedarf von Politik und Verwaltung zurück, wenn politische Entscheidungen
formuliert werden, sowie auf die Notwendigkeit, Akzeptanz für diese Entscheidungen zu
schaffen und zu sichern. In einem solchen Verständnis re-konzeptualisiert Henrik P.
Bang (2003b) Governance bereits als eine Form sozialer und politischer Kommunikati-
on, und zwar ebenfalls interaktionistisch manifestiert als die kommunikative Beziehung
des Politischen mit der Umwelt. „Political authority is considered a distinct type of com-
municative relationship for articulating binding decisions and actions for given ]ield, ter-
rain or group of people. Such communication can be hierarchical or bureaucratic in
form, but it can also be negotiated and dialogical“ (Bang 2003a: 9). Ein Ansatz, der die
kontinuierliche Aushandlung politischer Diskurse und gesellschaftlicher Kommunikati-
on selbst in den Vordergrund stellt, mag den dynamischen, komplexen und diversen Re-
gelungsprozessen sowie -strukturen moderner Gesellschaften besser entsprechen. Für
das	hier	formulierte	Untersuchungsziel	wird	er	folglich	ebenfalls	verfolgt.
Diese Hinwendung zur Kommunikation und die Betonung des Erklärungsgehalts
diskursiver Interaktion sind vor allem von den Politikwissenschaften ausgegangen. In
der deliberativen Policy- und Governance-Forschung sind diese Theorieansätze als „arg-
umentative turn“ (Fischer/Forester 1993; Fischer/Gottweis 2012; Hansson/Hirsch
Hadorn 2016), „linguistic turn“ (Hajer 1993), „ideational turn“ (Blyth 2002) oder als
„communicative turn of political analysis“ (Bang 2003a) beschrieben worden. Auch der
im Folgenden noch darzustellende Ansatz des diskursiven Institutionalismus reiht sich
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in diesen Forschungsstrang ein. Die Dynamik kommunikativer Interaktion, so wird dabei
argumentiert, biete nicht nur einen Ansatz, mit dem das Wie des institutionellen Wan-
dels veranschaulicht werden könne, sondern frage auch nach demWarum des institutio-
nellen	Wandels	(Schmidt	2011).
In der Kommunikationswissenschaft lassen sich lediglich vereinzelt Ansätze ]inden,
die die diskursive Institutionalisierung von Kommunikationspolitik und Media Gover-
nance berücksichtigen. Wird Kommunikationspolitik interaktionistisch als ein Hand-
lungssystem verstanden (Jarren 1998b: 616), erscheinen auch hier kommunikative Pro-
zesse als integraler Bestandteil des Politikbegriffs: „De]iniert man Politik als die sozialen
Interaktionen, die auf die Selektion, Durchführung und Durchsetzung kollektiv binden-
der Entscheidungen ausgerichtet sind, so sind Politik und politische Kommunikation un-
trennbar miteinander verbunden“ (Jarren/Donges 2006: 21). Politische Kommunikation
ist damit „nicht nur Mittel der Politik. Sie ist selbst auch Politik“ (ebd.: 22). Dieser Ge-
danke lässt sich auch mit Blick auf neuere Entwicklungen einer Kommunikationsord-
nung weiterverfolgen. So konstatiert Jarren in Hinblick auf die durch Internet und sozia-
le Medien vermittelte Kommunikation, „dass politische Diskurse zunehmend an
Relevanz für die Ausgestaltung moderner Mediengesellschaften gewinnen“ (Jarren
2013: 53) und dass darüber hinaus auch die „zukünftige Medien- und Kommunikations-
ordnung […] durch politische Diskurse im Prozess ausgehandelt und gestaltet“ wird
(ebd.).	
Auf Katzenbachs Ansatz zum Verständnis von Governance mit einem Fokus auf die
Verständigungsprozesse über Regeln wurde zuvor bereits eingegangen. Der kommuni-
kationswissenschaftliche Kern von Governance besteht bei Katzenbach in der „kom-
munikativen Aushandlung und Konstruktion“ von Koordinations- und Regelungsstruktu-
ren (Katzenbach 2018: 79). Damit nehme die Kommunikationswissenschaft eine
Metaperspektive ein, was Katzenbach allerdings nicht weiter ausführt. Auf dieser Grund-
lage sei auch ein Konzept der generellen Regelung durch Kommunikation denkbar, gibt
Gerhard Vowe (2018) in der Rezension von Katzenbachs Ansatz zu bedenken und führt
aus: „Um eine derartige Verzahnung von Kommunikationspolitik und politischer Kom-
munikation zu einem eigenständigen theoretischen Fundament zu entwickeln, wäre ein
Anschluss an die Policy-Forschung sinnvoll […], in der neben regulativen und distributi-
ven eben auch kommunikative (und performative) Instrumente entwickelt wurden, um
politische	Ziele	zu	erreichen“	(ebd.:	450).
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An diese Ideen wird nun Anschluss genommen mit dem Ziel, ebenjene Governance
von Kommunikation durch Kommunikation theoretisch zu fundieren. Im Folgenden wird
auf zwei Theorieansätze des diskursiven und kommunikativen Institutionalismus de-
taillierter eingegangen. Beide Ansätze sind im Neoinstitutionalismus verankert und dy-
namisieren die Governance-Perspektive, indem sie die kommunikative Interaktion unter
Akteur*innen als Erklärungslogik für einen institutionellen Wandel in den Mittelpunkt
stellen.
3.2 Diskursiver Institutionalismus: Kommunikation als Erklärungslogik für 
institutionellen Wandel
In der Politikwissenschaft wurde in der Vergangenheit erfolgreich argumentiert, „that
ideas and discourse matter“ (Schmidt 2008; 2010) und der Ansatz, dass Diskurse einen
Erklärungsfaktor für institutionellen Wandel darstellen, verteidigt. Dabei schufen die
Wissenschaftler*innen die theoretische Grundlage und demonstrierten, dass Ideen und
Diskurse tatsächlich bedeutsam für institutionellen Wandel seien, da diese die interpre-
tativen Rahmenbedingungen schaffen, die Werte und Präferenzen de]inieren und so po-
litische sowie wirtschaftliche Interessen umsetzbar machen. Die Entstehung des diskur-
siven oder kommunikativen Institutionalismus als vierte neoinstitutionalistische
Strömung neben dem Rational-Choice-Ansatz, dem historischen und dem soziologischen
Institutionalismus beruht auf dieser erfolgreichen Arbeit. In der Kommunikationswis-
senschaft waren gleichsam erste Ansätze zu ]inden, die hieran anknüpfen. Governance
bietet auch hier erneut die Möglichkeit, eine Brücke zwischen den Disziplinen zu schla-
gen,	indem	sie	als	kommunikationsintensiver	Interaktionsprozess	verstanden	wird.	
Zwei institutionalistische Theorieansätze, die diese Denkweise transportieren, sol-
len im Folgenden genauer veranschaulicht werden. Beide bieten ein theoretisches Ver-
ständnis und ein heuristisches Instrumentarium, mit denen institutionelle Herausbil-
dungs- und Wandlungsprozesse anhand diskursiver und kommunikativer Interaktion
verstanden werden können. Der erste Ansatz ist der Discursive Institutionalism (DI), der
etwa seit den 2000er-Jahren von Vivien A. Schmidt für die politikwissenschaftliche Poli-
cy-Forschung erforscht und verteidigt wird (Schmidt 2000; 2002; 2008; 2010; 2011;
2015). Als eine neue, vierte neoinstitutionalistische Strömung entwickelte Schmidt die-
sen Ansatz hauptsächlich im Kontext des Politikwandels der Europäischen Union
(Schmidt/Radaelli 2004; Schmidt 2017). Der zweite Ansatz ist der Communicative Insti-
tutionalism, wie er von Joep P. Cornelissen, Rodolphe Durand, Peer C. Fiss, John C. Lam-
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mers und Eero Vaara (2015) aus Sicht der der Management- und Organisationswissen-
schaft entwickelt wurde. Dieser Ansatz wurde jüngst von Swaran Sandhu (2018) für die
strategische Kommunikation entdeckt und liefert somit einen ersten Beweis dafür, auch
für	die	Kommunikationswissenschaft	anschlussfähig	zu	sein.	
Die Ansätze von Schmidt und Cornelissen et al. stehen, eingebettet in ihrer jeweili-
gen Disziplin, unverbunden nebeneinander. Obwohl sie ähnlich bezeichnet werden,
nehmen sie keinen Bezug auf die jeweils andere Theorie-Entwicklung. Es lohnt sich den-
noch, beide Ansätze gemeinsam zu diskutieren, um das hier verfolgte Konzept einer Go-
vernance von Kommunikation durch Kommunikation schärfer zu konturieren. Beide An-
sätze überzeugen zudem nicht nur theoretisch – indem sie die Erklärungskraft von
Ideen und Diskursen herausstellen –, sondern vermitteln auch für die empirische Arbeit
zentrale Anknüpfungspunkte, wenn es darum geht, wie, wann, wo und weshalb Ideen
und Diskurse einen institutionellen Wandel bewirken und wann nicht. Die Rezeption
beider Theorie-Ansätze im Sinne der Forschungsfrage erfolgt anhand dreier zentraler
Fragen: der Frage nach dem Verständnis für institutionellen Wandel, der Frage nach der
proklamierten Erklärungslogik für den Wandel sowie der Frage nach der Konzeptuali-
sierung	dreier	zentraler	Elemente:	der	Akteur*innen,	Diskurse	und	Ideen.	
Welcher	Ansatz	für	die	Erklärung	des	institutionellen	Wandel	wird	verfolgt?
Sowohl Schmidt als auch Cornelissen et al. bedienen sich explizit einer institutionalisti-
schen Denkweise, mit dem Ziel, institutionellen Wandel besser zu verstehen und erklä-
ren zu können. Auffällig ist dabei, dass in beiden Ansätzen nicht nur von institutionellem
Wandel, sondern immer auch von institutioneller Erhaltung und Kontinuität gesprochen
wird. In der Art und Weise, wie Wandelprozesse behandelt werden, knüpfen die
Autor*innen	an	die	Argumentation	des	Neoinstitutionalismus	an.	
Vivien A. Schmidt entwickelte den diskursiven Institutionalismus (DI) explizit als ei-
nen Vergleich mit den drei älteren neoinstitutionalistischen Strömungen (Schmidt 2010:
5). Sie grenzt den DI ab (1) vom Rational-Choice-Institutionalismus, der institutionellen
Wandel als rationales Verhalten von Akteur*innen interpretiert, unter der Annahme,
dass Akteur*innen innerhalb von Anreizstrukturen berechenbar ihre Präferenzen verfol-
gen, (2) vom historischen Institutionalismus, der institutionellen Wandel als Regelstruk-
turen und routinierte Praktiken beschreibt, die einer Logik der Pfadabhängigkeit unter-
liegen, und schließlich (3) vom soziologischen Institutionalismus, der das Handeln von
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Akteur*innen auf sozial konstituierte und kulturell gestaltete Regeln sowie Normen
zurückführt und insofern institutionellen Wandel nach einer Logik der Angemessenheit
bewertet	(ebd.).
Dieser Vergleich resultiert aus der Erkenntnis, dass alle drei neoinstitutionalisti-
schen Ansätze zwar unterschiedliche Erklärungsobjekte und Erklärungslogiken heran-
ziehen, ihnen jedoch gemein ist, dass sie den institutionellen Wandel dabei immer sta-
tisch auffassen und ihn zudem auf äußere, krisengetriebene Ereignisse zurückführen
oder – wie Schmidt postuliert – als ein Resultat von „exogenous shocks“ (ebd.) interpre-
tieren. Dementsprechend liegt Schmidt daran, mit dem diskursiven Institutionalismus
eine dynamischere Analyse des Wandels von Institutionen vorzulegen, indem die Erklä-
rung für Wandel ‚endogenisiert‘ und in Form von „constraining structures and enabling
constructs of meaning“ intern zu Akteuren lokalisiert wird (ebd.: 4). Auf die besondere
Konzeptualisierung dieser diskursiven Akteur*innen bei Schmidt wird im Folgenden
noch	einzugehen	sein.
Der Ansatz des kommunikativen Institutionalismus von Joep P. Cornelissen et al.
(2015) verortet sich dagegen in der Management- und Organisationstheorie und unter-
sucht in der Tradition der kognitiven Linguistik die kommunikative Konstruktion von
Organisationen und organisationalen Realitäten sowie die prägende Rolle von Sprache
für die Konstruktion kognitiver Vorstellungen. Um das Verständnis von Institutionen
und institutionellem Wandel in und um Organisationen zu erweitern, bringen die Auto-
ren zwei größere Forschungsstränge Forschungsstränge ‒ Kognition und Kommunikati-
on ‒ zusammen (ebd.: 11). Die drei zentralen Elemente dieses Ansatzes lassen sich zu-
sammenfassen als (1) ein dynamischer Beitrag zur Erklärung von institutionellem
Wandel, der (2) durch Kognition (als Basis von Institutionen) und Kommunikation des
Neoinstitutionalismus angereicht wird und schließlich (3) in und um Organisationen
verortet	wird.
Kommunikation	als	Erklärungslogik	für	institutionellen	Wandel
Den Autor*innen liegt nicht nur daran, institutionelle Prozesse zwischen Phasen des
Wandels und der Kontinuität besser zu erklären. In Abgrenzung zu den als starr, exogen
und pfadabhängig charakterisierten Konzeptualisierungen des neuen Institutionalismus
wollen sie eine Analyse dieser Prozesse ermöglichen, die die eigentlich nichtlineare Dy-
namik erfasst. Die Antwort dafür liegt nahe – es ist Kommunikation. So liegt nach Corne-
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lissen et al. die Stärke dieser Betrachtungsweise darin, „that greater attention to the dy-
namics of communication has the potential to enhance the richness and explanatory
power of our theories and models of institutions“ (ebd.). Die Dynamik der Kommunikati-
on erweitert die Erklärungskraft für institutionalistische Modelle und Theorien. Sie er-
gibt sich gerade aus der Interaktion zwischen kollektiven und individuellen Ak-
teur*innen.	
„This interactive model puts communication at the center of institutional theory
and analysis. It accords a constitutive role to communication, since it is primarily
in and through communication that institutions exist and are performed and gi-
ven	shape.“	(ebd.:	15)
Auch Schmidt spricht von einer „logic of communication“ (Schmidt 2008; 2010), an der
sich die Idee eines diskursiv orientierten Wandels von Politik und Institutionen orien-
tiert. Die Kommunikationslogik in Schmidts Verständnis lässt sich allerdings lediglich im
Zusammenhang mit der besonderen Rolle von Akteur*innen vertiefen, die Schmidt in




Die Rolle diskursiver Akteur*innen. Schmidt begründet die Eigenständigkeit des dis-
kursiven Institutionalismus als vierten Neoinstitutionalismus, indem sie die Rolle von
Akteur*innen neu auffasst. Ein fundamentaler Unterschied des DI, so stellt sie heraus,
besteht in der Klärung der Frage, wie und weshalb institutioneller Wandel geschieht
(Schmidt 2008: 305). Aufgrund der De]inition von Institutionen, die weitgehend als ge-
geben, statisch und einschränkend dargestellt werden, haben Wissenschaftler*innen in
älteren neoinstitutionalistischen Denkweisen den Wandel hauptsächlich als von außen
kommend, mithin als Folge exogener Schocks erklärt. Mit der Hinwendung zu Ideen und
Diskursen, so die Argumentation bei Schmidt, werden Institutionen als gleichzeitig be-
grenzende Strukturen und ermöglichende Konstrukte von Bedeutungen aufgefasst. Sie
seien eben nicht nur von außen vorgegeben, sondern „internal to ‚sentient‘ (thinking and
speaking) agents“ (Schmidt 2010: 4). Institutioneller Wandel wird im DI somit „endo-
genisiert“	und	als	von	innen	kommend	und	akteurszentriert	konzipiert.	
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Stellen die denkenden und sprechenden ‚Agents‘ die Treiber des Wandels dar
(Schmidt 2011: 119), erscheint es umso relevanter, tiefergehend auf ihr ideelles und dis-
kursives Handeln einzugehen. Schmidt (ebd.) unterscheidet dahingehend zwischen
‚background ideational abilities‘ und ‚foreground discursive abilities‘ von Akteur*innen
und knüpft daran jeweils bestimmte Funktionen im institutionellen Prozess. Die hinter-
gründigen ideellen Kompetenzen sind nach Schmidt in der Lage, zu erklären, wie Ak-
teur*innen neue Institutionen erschaffen und bestehende erhalten. Zur gleichen Zeit –
und dies ist der zweite Teil des Arguments – ermöglichen es die diskursiven Fähigkeiten
den Akteur*innen, sich kritisch über diese Institutionen zu äußern, mit dem Ziel, diese
zu ändern (Schmidt 2008; 2010). Genau in dieser Fähigkeit, nämlich über institutionel-
len Wandel auch nach außen zu kommunizieren, sieht Schmidt die kommunikative Logik
am	Werk.
„These discursive abilities represent the logic of communication, which enables
agents to think, speak, and act outside their institutions even as they are inside
them, to deliberate about institutional rules even as they use them, and to per-
suade one another to change those institutions or to maintain them. And it is be-
cause of this communicative logic that DI is better able to explain institutional
change and continuity than the older three new institutionalisms“ (Schmidt
2008:	314).
Die Sichtweise des DI wird damit auch für diese Abhandlung instruktiv, da sie dabei hilft,
die Präferenzen, Strategien und normativen Orientierungen der beteiligten Akteur*in-
nen zu erklären, die in dynamischen politischen Transformationsprozessen einen Unter-
schied machen (vgl. Schmidt 2011: 116). Nach dieser Lesart ist es nicht der Diskurs, mit
dessen Hilfe der Wandel erklärbar wird. Vielmehr werden die Ideen davon, was geän-
dert oder erhalten werden soll, sprachlich repräsentiert und in einem Diskurs vermittelt
(Quack 2006). Damit wird auch deutlich, dass sich durch die diskursiven Fähigkeiten
eine gewisse Öffentlichkeit und Beobachtbarkeit des institutionellen Wandels erreichen
lassen.	
Kommunikative und diskursive Interaktion. Schmidt und Cornelissen et al. wenden
‚Kommunikation‘ und ‚Diskurse‘ interaktionistisch an. Die Ansätze konzipieren folglich
Kommunikation als „continuous [social] interaction“ (Cornelissen et al. 2015: 14) und
Diskurs entsprechend als „discursive interactions“ (Schmidt 2011: 117). Es geht mithin
III. Die Herausbildung einer privaten Governance als Wandel institutioneller Regeln im Diskurs 93
nicht um den Diskurs oder die Kommunikation, sondern um die diskursive und kom-
munikative	Interaktion	zwischen	sozialen	Akteur*innen.	
Ein theoretischer Ansatz, der die Kommunikation in den Mittelpunkt der Theorien
von Institutionen, institutioneller Erhaltung und Veränderung stellt (vgl. Cornelissen et
al. 2015: 10), muss eine besondere Konzeptualisierung von Kommunikation in einem in-
stitutionentheoretischen Verständnis liefern. Cornelissen et al. orientieren sich hier an
komplexeren Kommunikationsmodellen. Kommunikation wird gerade nicht als ein-
facher Transmitter kommunikativer Objekte vom Sender zum Empfänger verstanden
(‚Conduit‘-Metapher). Auch wird Kommunikation, Diskurs und Rhetorik in diesem An-
satz nicht nur ein performativer Charakter zugeschrieben. Kommunikative Institutiona-
lisierung geht darüber hinaus, wenn Kommunikation als ‚konstitutiv‘ für Institutionen
beschrieben wird. „The metaphor of constitution suggests that in and through interacti-
on actors themselves construct a common base of understanding regulating their
thoughts and behaviors“ (ebd.: 15). Cornelissen et al. verweisen außerdem auf eine kon-
tinuierlich statt]indende Interaktion zwischen Akteur*innen auf mehreren gesellschaftli-
chen Ebenen – und mit mehreren möglichen Ergebnissen, wenn es darum geht, ein ge-
meinsames	Verständnis	zu	konstruieren.
„In other words, the joint cognitive understandings and meanings that emerge
(in ongoing fashion) from communication are unlikely to be isomorphic with the
original intentions of the multiple participants engaged in it. Ambiguity, indeter-
minacy, and heterogeneity across actors are to be expected […], suggesting, in
turn, a more complex set of interactions and ensuing institutional outcomes than
is often provided by more linear accounts around hegemonic discourses, effecti-
ve	rhetoric,	and	institutional	entrepreneurs“	(ebd.:	14).
Institutioneller Wandel (und Kontinuität) folgen in diesem Verständnis einer Kommuni-
kationslogik, wie zuvor beschrieben wurde. Diese ist aber hinsichtlich des Modus der
Kommunikation, der Akteursbeziehungen und der potenziellen Folgen kaum vorhersag-
bar. Stattdessen stehen Mehrdeutigkeit, Unbestimmtheit und Heterogenität zwischen
den	Akteur*innen	im	Raum.
Die Arbeit von Schmidt geht konzeptionell noch einen Schritt weiter und liefert zu-
sätzliche Anknüpfungspunkte für die letztlich empirische Begrenzung des Phänomens.
Diskursive Interaktion im Kontext politischer Institutionen ]indet nach Schmidt in zwei
analytisch getrennten Domänen statt: einer politisch-koordinativen Sphäre und einer öf-
fentlich-kommunikativen Sphäre (Schmidt 2008; 2015). Die erste Domäne beschreibt
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Diskurse in der politischen Arena. Akteur*innen im politisch-legislativen Betrieb erar-
beiten, verhandeln und verwerfen Ideen und Positionen. Dies ist die Sphäre der koordi-
nativen Konstruktion von Politik. Die zweite Domäne, die kommunikative Sphäre, inklu-
diert die breitere Öffentlichkeit, und zwar nicht nur als Rezipienten, sondern auch als auf
den Diskurs ein]lussnehmende Akteur*innen und Interessengruppen. Damit sind auto-
matisch andere Zielsetzungen der Kommunikation verbunden, nämlich Akzeptanz und
Legitimation zu schaffen, zu kritisieren und zu verteidigen. Die öffentlich-kommunikati-
ve Diskurssphäre ermöglicht somit die Verhandlung normativer Ideen – darüber, was
gut	und	schlecht	ist.	Es	ist	die	Sphäre	der	Legitimation	von	Politik.	
Die beiden diskursiven Sphären können verbunden sein, indem politische Ideen des
koordinativen Diskurses von politischen Akteur*innen für eine breite Öffentlichkeit in
eine zugänglichere Sprache ‚übersetzt‘ werden, um Rechtfertigung und Legitimation si-
cherzustellen. Dies muss indes nicht immer der Fall sein. Schmidt schränkt ein, dass an-
dere politische Ideen in ‚closed debates‘ verhandelt werden könnten, ohne dass sie je öf-
fentlich kommuniziert würden. Schließlich sei es ebenfalls möglich, dass Akteur*innen
im koordinativen Diskurs andere politische Ideen entwickeln, als sie im kommunikati-
ven	Diskurs	angeben	(Schmidt	2011:	117f.).
Darüber hinaus weist Schmidt noch auf die diskursvermittelnden Instanzen hin: Für
die diskursive Interaktion zwischen ein]lussnehmenden Akteur*innen und der allgemei-
nen Öffentlichkeit spielen die Medien nach wie vor eine bedeutende Rolle – sind sie es
doch, die bestimmte kommunikative Bedeutungskonstrukte wie Frames, Symbole und
Metaphern	produzieren	und	vermitteln	(ebd.:	118).
Ideen oder der Inhalt von Diskursen. Cornelissen et al. gehen auf die substanziellen
Ideen im Sinne der kommunikativen Objekte in Diskursen wenig ein. Für die Autoren
folgt Kommunikation einem breiten Verständnis sozialer Interaktionen, „within which
actors exchange views“, und zwar auf substanzielle sowie symbolische Weise (Cornelis-
sen et al. 2015: 16). Kommunikation sollte gleichwohl nicht nur verstanden werden „as
expressions or re]lections of inner thoughts or collective intentions but as potentially
formative of institutional reality“ (ebd.: 11); sie beruht zudem auf Mitteln wie Sprache,
Gestik, Texten oder Diskursen (ebd.). Um die tatsächliche kommunikative und sprachli-
che Konstruktion von Institutionen zu verstehen, ist Cornelissen et al. vorrangig daran
gelegen, den Modus der Kommunikation genauer zu spezi]izieren. Die Autoren rekurrie-
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ren auf verschiedene lohnende Ansätze: kommunikationssoziologische Konzepte wie
das Framing, rhetorische und diskursive Figurationen oder die Praktiken der
Kategorisierung.
Schmidt dagegen hat für die politikwissenschaftliche Policy-Forschung den Charak-
ter von Ideen, also den substanziellen Inhalt politischer Diskurse, nach drei Ebenen un-
terschieden (Schmidt 2008: 306‒309) und anhand ihres Wandlungscharakters (Schmidt
2011)	ausführlich	beschrieben.	Schmidt	unterscheidet:	
• Spezi9ische Policys und Policy-Lösungen. Dies sind konkrete, weniger komplexe
Antworten auf regulative Probleme. Policys wandeln sich schnell und oft. Der Wan-
del von Policys wird in der Forschung häu]ig auf ein bestimmtes Ereignis oder eine
Krise zurückgeführt, die dann ein „window of opportunity“ für politische Entschei-
der öffnet, Dinge zu ändern. Schmidt dreht die Kausalität aber auch um: Man kön-
ne ebenso argumentieren, dass erst neue Policy-Ideen solch ein ‚Fenster öffnen‘,
„creating new opportunities for change; or even that windows open only when
events	are	ideationally	constructed	as	opportunities	for	change“	(ebd.:	108).
• Grundlegendere Programme. Diese untermauern die Policys einerseits und ver-
knüpfen sie andererseits mit stark grundsätzlichen Weltanschauungen. Gemeint
sind etwa Paradigmen, die die zugrunde liegenden Annahmen oder Organisations-
prinzipien enthalten und den Policys insofern Orientierung und Richtung geben.
Programme stellen auch den allgemeinen Bezugs- und Deutungsrahmen her, in
dem sich politische Akteur*innen mit Vorschlägen zur Problemlösung positionie-
ren; sie enthalten Diagnosen und Handlungsempfehlungen oder die eigentlichen
Problemde]initionen, die gleichzeitig den Raum möglicher Handlungs- und Lö-
sungsoptionen, Ziele, Methoden und Instrumente festlegen. Ein Wandel wird häu-
]ig als Paradigmenwechsel oder revolutionäre Transformation interpretiert. Statt-
dessen kann Wandel aber auch als langsame Verschiebung der programmatischen
Überzeugungen im Laufe der Zeit oder als Anpassung an veränderte Realitäten
durch inkrementelle Schritte gesehen werden. Schmidt schlägt vor, über solche
Formen des inkrementellen Wandels, beispielsweise eines „continuity through
change“,	genauer	nachzudenken	(ebd.:	111).
• Institutionelle Leitideen oder Weltanschauungen. Als ‚Public Philosophies‘, ‚Pu-
blic sentiments‘ oder ‚Deep Cores‘ grundieren diese Weltanschauungen konkrete
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Politik und die Programme, indem sie Ideen organisieren und mit gesellschaftli-
chen Werten und Prinzipien untermauern. Sie lassen sich nur schwierig von den
programmatischen Ideen abgrenzen, wenn Letztere eine breite Unterstützung und
Akzeptanz in der Gesellschaft erfahren. Darüber hinaus besteht die Gefahr, dass
hier gar keinen Wandel vermutet wird und stattdessen tieferliegende Leitideen als
eine gegebene kulturelle Bedingung schlicht hingenommen werden. Auch wenn es
nicht in solch direkter Form geschieht, können sich auch philosophische Ideen
verändern, etwa als Reaktion auf Legitimationskrisen in der politischen
Gesellschaft.
Spezi]ische Policys und programmatische Ideen werden regelmäßig und tendenziell oft-
mals öffentlich diskutiert; ihr Wandel ist durch die Kommunikation über sie eher sicht-
bar und ]indet vordergründig statt. Dagegen vollzieht sich der Wandel institutioneller
Leitbilder und philosophischer Weltanschauungen in der Regel im Hintergrund, nicht
unmittelbar beobachtbar und wesentlich langsamer. Die zugrunde liegenden Annahmen
über	die	Gesellschaft	würden	selten	infrage	gestellt,	so	Schmidt	(2008:	306).	
„Generally speaking, policy ideas are seen as changing much more rapidly than
programmatic ideas, and both much more quickly than the philosophical ideas
underpinning them, whether the change is seen as revolutionary or evolutiona-
ry“	(Schmidt	2011:	108).
Die Erklärung für institutionellen Wandel – dies wurde auf allen Ebenen der Ideen deut-
lich – lässt sich nicht immer auf krisenhafte äußere Ereignisse und kritische Momente
zurückführen. Schmidt plädiert folglich dafür, auch inkrementelle und kumulative Erklä-
rungsansätze für Veränderungen in politischen, programmatischen und philosophischen
Ideen	in	den	Blick	zu	nehmen.	
Die Unterscheidung spezi]ischer Policys, grundlegenderen Programmen und institu-
tionellen Leitbildern sowie den jeweiligen Charakteristika des Wandels erweist sich als
instruktiv für die hier durchgeführte Untersuchung der Herausbildung einer Plattform-
Governance im Diskurs über mehrere Jahre. Im Anschluss an die empirische Umsetzung,
für die der diskursive und kommunikative Institutionalismus ebenfalls nützliche Anknü-
pfungspunkte liefert, wird die analytische Verdichtung der Ergebnisse anhand dieser
drei	Ebenen	vorgenommen	(siehe	Kap.	VI).
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4 Zwischenfazit: Governance von Kommunikation durch 
kommunikative Interaktion verstehen
Governance als Leit- und Brückenbegriff der Disziplinen wird vielfältig und mit unter-
schiedlichem Erkenntnisinteresse verwendet. Der Begriff muss erst theoretisch erarbei-
tet werden. Der Kontext, in den er in dieser Abhandlung gestellt wird, setzt sich aus der
kommunikationswissenschaftlichen Governance-Forschung und aus der politikwissen-
schaftlichen Internet-Policy- sowie Governance-Forschung zusammen. Die Media-Gover-
nance-Forschung ist der institutionalistischen Denkweise, die eine Governance-Perspek-
tive nahelegt, bereits in ihren Konzepten der Regelungsstrukturen und -prozesse im
Medienbereich gefolgt. Der Anspruch der Forschung war es dabei stets, ein theoreti-
sches Verständnis der Norm- und Regelsetzung im Medienbereich zu entwerfen, das den
medienpolitischen Realitäten neuer Kommunikationsordnungen gerecht wird. Die kon-
zeptionelle Wegbewegung von einer Medienregulierung hin zu einer Media Governance
erfolgte insbesondere über die Pluralisierung von Akteur*innen, damit auch privatwirt-
schaftliche und zivilgesellschaftliche Akteur*innen auf verschiedenen Ebenen einbezo-
gen werden konnten. Dessen ungeachtet ließen sich damit Formen und Verfahren einer
Governance der Medien integrieren, sodass auch kommunikationspolitische Modelle der
Co- und Selbstregulierung im Komplex einer Media Governance verortet werden kön-
nen. Ein breites Verständnis von Media Governance half schließlich dabei, neben den
kollektiv verbindlichen Regeln auch die internen Regeln der Organisationen im Medien-
bereich zu erfassen. Mit der Einführung des Begriffs ‚Organizational Governance‘ oder
‚Selbstorganisation im Medienbereich‘ verschob sich der Blick bereits auf die Organisa-
tionsebene für eine Normsetzung im Bereich der Kommunikation. Die vorliegende Stu-
die ist in diesem Feld der institutionell geprägten Media-Governance-Forschung verortet
und	wird	auf	deren	Befunden	aufgebaut.	
So wie die organisationsinternen Regeln relevant für die Strukturierung von gesell-
schaftlicher Kommunikation sein können, muss mit Blick auf die Governance der Online-
Kommunikation von Nutzer*innen festgestellt werden, dass es hier andere Regeln und
Institutionen auf Organisationsebene sind, die eine zentrale Relevanz besitzen. Die eige-
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nen plattformspezi]ischen Regeln der Social-Media-Anbieter*innen lassen sich nicht un-
ter eine Selbstregulierung der Branche oder eine Selbstorganisation der Unternehmen
subsumieren. Stattdessen verweisen diese Phänomene der Kommunikation auf das Pa-
radigma einer transnationalen Regelung der Kommunikation, das Private Ordering und
den	Mechanismus	des	Vertrags.
So lässt sich hier nun eine transnationale private Governance für die Kommunika-
tionswissenschaft präzisieren. Mit diesem Ansatz wird die Rolle nichtstaatlicher Ak-
teur*innen bei der grenzübergreifende Norm- und Regelsetzung im Internet betont. Das
rechtliche und institutionelle Fundament dieser Governance-Form sind die Eigenschaf-
ten vertraglicher Beziehungen unter privaten Parteien, was unter dem Begriff des Priva-
te Orderings oder der privaten Ordnungsbildung durch Vertrag in der Internet-Gover-
nance-Forschung bereits länger diskutiert wird. Das Private Ordering wurde in dieser
Forschung als so dominierend beschrieben, dass sogar von einer ‚Governance by Con-
tract‘, also einer Regelsetzung durch Vertrag, im Regelungsfeld Internet die Rede ist. Das
Private Ordering sieht andere institutionelle Mechanismen der Regelformulierung und
schließlich der Legitimation dieser Arrangements vor als das Public Ordering. So gilt der
freiwillige Vertragsabschluss der Theorie nach als die Verwirklichung von Selbstbestim-
mung im Privatbereich par excellence. Aus Sicht der Transaktionskostenökonomie ist
damit eine Reihe von Vorteilen verbunden, die beiden Vertragsseiten zugutekommen,
denn sonst – so die schlichte Annahme – würde es ja nicht zu einem Vertragsschluss
kommen.	
Im Private Ordering des Internets und auch in der Governance durch Plattformen –
dies muss noch einmal unterschieden werden – kann allerdings nicht von frei verhandel-
baren Verträgen die Rede sein. Eine spezielle Form des Vertrags bilden die Standardver-
träge. In dieser Form werden vorformulierte Regeln einseitig von einer Vertragspartei
festgesetzt und der anderen Partei zur Kenntnisnahme und Zustimmung vorgelegt, die
ohne	weitere	Diskussion	dem	Vertrag	als	Ganzem	zustimmen	kann	oder	nicht.	
Dieser Mechanismus vertraglicher Beziehungen wird nun für die Regelung der Kom-
munikation von Milliarden von Nutzer*innen auf digitalen Plattformen angewendet. Die
gegenseitigen Rechte und P]lichten – darunter auch der Kommunikation, kommunikati-
ve Inhalte und Verhaltensweisen – werden hier durch Vertragsrecht verwirklicht. Die Re-
geln dafür werden einseitig von den Plattformen formuliert und gegenüber den Nut-
zer*innen durchgesetzt. Das Private Ordering mit dem rechtlichen Korrelat des
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Standardvertrags auf Plattformen etabliert damit fundamental neue institutionelle Ar-
rangements sowie Formen der Normen- und Regelsetzung für die private und öffentli-
che Kommunikation. Das regulative Design von Verträgen sieht andere Quellen der Re-
gelformulierung und -implementation sowie des Geltungsbereichs von Regeln vor. Es
verschiebt die Verwirklichung von Kommunikations- und Informationsrechten noch
weiter	in	den	privaten	Bereich.	
Werden die Schritte der theoretischen Fundierung dieses regulativen Phänomens
zusammengefasst, ergibt sich folgende begrif]liche Sortierung und Positionierung (vgl.
Tab.	2).
Tabelle 2   Begriffliche Sortierung und Positionierung
Hierarchie verwendeter Begriffe 
und Konzepte
Gehalt der Begriffe und 
konzeptionelle Anknüpfungen für die Arbeit
Governance Analytische Perspektive auf die Formen der Interdependenzbewältigung 
zwischen Akteuren, dynamische Regelungsstrukturen und Prozesse des 
institutionellen Wandels
Institutionalistische Denkweise und Fundierung
Anknüpfend an die neoinstitutionalistischen Ansätze in der Media-
Governance-Forschung und den diskursiven/kommunikativen 
Institutionalismus zur Erklärung von institutionellem Wandel
Kommunikationstheoretisches Verständnis von Governance als 




Privat: Privat: Betont werden die Modi der Setzung von Normen und Regeln 
durch private Akteur*innen und unter privaten Akteur*innen, also 
nichtstaatlichen Akteur*innen
Transnational: Sind die funktional und räumlich verstandene Regel- und 
Normsetzung sowie -durchsetzung über nationalstaatliche Grenzen hinweg 
mit konfligierenden Quellen der Regelungsautorität
Private Ordering und das rechtli-
che Korrelat des Vertrags
Ordnungsbildungsparadigma einer transnationalen Internet Governance
Ökonomische Rechtfertigung: Effizienzgewinn durch Reduzierung von Trans-
aktionskosten, individuelle Nutzenmaximierung
Politische Rechtfertigung: Legitimation, Manifestation individueller Autonomie
Standardvertrag Einseitiger Vertragsprozess, unilaterale Vorformulierung der Bedingungen, 
Vorlage zur Zustimmung oder Ablehnung en bloc
Die analytische Perspektive einer privaten transnationalen Governance mit dem institu-
tionellen Fundament des Standardvertrags erlaubt es bereits, das Phänomen der Platt-
form-Governance von Kommunikation zu veranschaulichen. Die private transnationale
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Governance vermittelt eine integrative Sicht auf die vielfältigen Formen und Verfahren
der Regelung grenzüberschreitender Kommunikation durch kommerzielle Plattformen.
Die institutionalistische Perspektive fordert allerdings dazu auf, darüber hinaus den Pro-
zess der Herausbildung und des Wandels dieser institutionellen Regeln zu hinterfragen.
Sie bildet sich nämlich gerade nicht in einem institutionellen Vakuum heraus. Ganz im
Gegenteil: Im Sinne einer dynamischen Governance-Analyse kann davon ausgegangen
werden, dass die privaten Regeln der Plattformen in einem transnationalen politischen
Raum kontinuierlich geändert und unter den beteiligten Akteur*innen ausgehandelt
werden.
Ein theoretischer Anker für eine Perspektive auf die anhaltenden Aushandlungspro-
zesse über Regeln kann mit einem Verständnis von Governance als Interaktion und Kom-
munikation gesetzt werden. Auch dafür wurde mit ‚neuen‘ neoinstitutionalistischen
Theorieansätzen bereits Vorarbeit geleistet. Insbesondere wird auf die diskursiven oder
kommunikativ orientierten institutionalistischen Ansätze abgestellt. Diese rücken eben-
jene kommunikativen Verständigungs- und Aushandlungsprozesse über Regeln in den
Mittelpunkt der Erklärung des institutionellen Wandels. Sie dynamisieren die Analyse
des institutionellen Wandels durch den Blick auf die Dynamiken diskursiver Interaktio-
nen zwischen kommunikativ fähigen Akteur*innen. Institutioneller Wandel folgt der Lo-
gik	von	Kommunikation.
Der diskursive und kommunikative Institutionalismus liefert dabei auch Ansätze, ei-
nige beschriebene De]izite der Governance-Perspektive auszugleichen (Benz et al. 2007:
19 f.). So ist es mit dem Fokus auf diskursive Akteur*innen möglich, die kognitive Dimen-
sion von Institutionen verstärkt in den Blick zu nehmen und zudem zu rekonstruieren,
ob und wie Akteur*innen ihre Weltbilder und Deutungsmuster aufeinander abstimmen,
welche Probleme von den am Diskurs beteiligten Akteur*innen wie wahrgenommen
werden und welcher Koordinationsbedarf damit verbunden wird. Damit werden nicht
nur Antworten auf die Frage des ‚Wie‘ der gesellschaftlichen Koordination, sondern auch
auf die Frage des ‚Warum‘ des institutionellen Wandels gegeben. Es wird möglich, die
Genese und die weitere Herausbildung institutioneller Regeln zu rekonstruieren. Mithil-
fe des Instrumentariums diskursiver Ansätze lässt sich zu einem gewissen Grad zumin-
dest plausibilisieren, weshalb institutioneller Wandel im Diskurs vermittelt wird. Es ist
ein	Diskurs	über	den	Wandel.	
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Die Theorieansätze des diskursiven Institutionalismus eignen sich somit dazu, die
Idee einer Governance durch kommunikative und diskursive Interaktion zu verfolgen
und theoretisch zu fundieren. Damit erscheint eine genuin kommunikationstheoretische
Perspektive von Governance als eines kommunikationsintensiven Interaktionsprozesses
möglich. Mithilfe diskursiver Ansätze im Institutionalismus und der bereitgestellten
Konzeptualisierung von Akteur*innen, der Differenzierung diskursiver Sphären sowie
einer Klassi]izierung unterschiedlicher Wandlungsprozesse von Policys, Programmen
und Leitideen lässt sich diese Governance-Perspektive auch begrif]lich eingrenzen. Mehr
noch: Diese Ansätze benennen zentrale Elemente, die auch eine empirische Umsetzung
verbundener Fragestellungen, zum Beispiel durch die Methode der Diskursanalyse,
erleichtern.	
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IV Forschungsdesign: Verbindung 
von Text- und Kontextanalyse
In diesem Kapitel werden die Herausforderungen der Empirie, das Verständnis des For-
schungsprozesses und das entwickelte Forschungsdesign dargestellt. Dieses Kapitel ist
von besonderer Bedeutung für die Darstellung des Forschungsprozesses, da unter den
methodologischen Bedingungen die hier angestellten Überlegungen und Forschungs-
strategien – wie in der qualitativen Forschung üblich – detailliert begründet und unter-
mauert werden. Daher ist es ebenso bedeutsam, von den Herausforderungen einer sol-
chen Forschung zu berichten. Sodann soll eine plausible und nachvollziehbare
Vorgehensweise entwickelt werden. Schließlich sollen unter den dargestellten Bedin-
gungen Überlegungen und Strategien forschungspraktisch zur Anwendung kommen. Zu
diesen Überlegungen gehören an erster Stelle die Begründung der Auswahl der Fälle, die
Darstellung der Methoden und der einzelnen Forschungsschritte und schließlich der
Hinweis auf die Konventionen, nach denen Ergebnisse validiert und dargestellt werden.
Insbesondere bei der Verwendung eines qualitativen Forschungsdesigns ist es essenzi-
ell,	diesbezüglich	Transparenz	zu	schaffen.	
1 Auswahl und Begründung der Fälle
Die empirische Analyse beruht auf qualitativen Daten, die zu sechs digitalen Plattformen
für die Online-Kommunikation erhoben wurden: Facebook, Flickr, Pinterest, Tumblr,
Twitter	und	YouTube.
Mehrere Ausgangsüberlegungen begründen diese Auswahl. Eine erste Überlegung
bestand in der Frage, was einen konkreten Fall in dieser Arbeit konstituiert. In einer en-
gen De]inition ist ein Fall als eine digitale Plattform de]iniert. Das Kriterium für die Aus-
wahl dieser Plattformen bezieht sich auf ihren primären Zweck. José van Dijck (van Dijck
2013) hat den Zweck von Plattformen umfassend nach deren sozialen Charakteristiken
typisiert und als „the main grounds on which online sociality and creativity have develo-
ped“ (ebd.: 8) beschrieben.18 Ausgangspunkt ist somit ein Onlinedienst oder ein digitales
Produkt. Dieser Dienst wird wiederum von einem Unternehmen bereitgestellt, womit
sich eine natürliche Verzahnung zwischen dem Dienst und der privatwirtschaftlichen
Organisation ergibt. Das Handeln der Unternehmen gerät daher für die Untersuchung
selbstverständlich mit in den Blick. Die enge De]inition – eine Plattform gleich ein Fall –
erlaubt es aber, die Auswahl der Regeln, der Materialien und der Dokumente auf einen
Plattformdienst zu konzentrieren. Es geht im engeren Sinne also nur um die Regeln und
Praktiken, die ein Unternehmen bezogen auf eine Plattform entwickelt hat. Namentlich
gibt	es	Überschneidungen	zwischen	Plattform	und	Unternehmen.
Eine zweite Ausgangsüberlegung hängt mit der Zielsetzung dieser Arbeit zusam-
men, die im Kern die Beschreibung eines Herausbildungsprozesses im zeitlichen Verlauf
verfolgt. Demnach wird nicht primär ein Vergleich der Plattformen untereinander zu ei-
nem bestimmten Zeitpunkt angestrebt. Insofern wurde kein Vergleichskriterium de-
]iniert, nach dem die Plattformen ausgewählt wurden. Vielmehr soll die Gesamtheit der
untersuchten Plattformen eine angemessene Bandbreite der institutionellen Elemente
und ihrer unterschiedlichen Ausgestaltung sowie des Governance-Diskurses
repräsentieren.
Eine dritte Entscheidung lässt sich geogra]isch und sprachlich begründen. Obwohl
auf reichweitenstarke Fälle digitaler Kommunikationsplattformen abgezielt wird, ist das
Kriterium dennoch nicht, dass die derzeit größten Plattformen der Welt untersucht wer-
den: In China, Russland, Brasilien und Indien existieren jeweils populäre Online-Plattfor-
men; eine Analyse historischer Versionen von deren Regeln sowie des Diskurses war an-
gesichts der Sprache, in der die Regeln verfasst sind, und des lokalen Diskurses jedoch
nicht möglich.19 Die Auswahl beschränkt sich somit auch geogra]isch auf Plattformen, die
vorrangig	in	liberalen	Demokratien	erfolgreich	sind.	
Die sechs Plattformen sind aus technischer Sicht Anbieter von Software und Service,
die (Meta-)Daten durch Algorithmen und Protokolle auswerten (Backend) und die allg-
emeine Nutzung über ein benutzerfreundliches Interface ermöglichen (Frontend). Die
18 Anhand dieser Typisierung lassen sich die hier untersuchten Plattformen leichter von E-Commerce-Plattformen
wie	Amazon,	Groupon	oder	Ebay	und	Spieleseiten	wie	FarmVille	oder	Angry	Birds	abgrenzen.
19 Die russischen, chinesischen oder brasilianischen Plattformen sind als jeweils national geprägte Gegenangebote
zu den dominanten Plattformen lanciert worden. Sie haben seitdem kaum internationale Reichweite aufgebaut.
Keines	der	Angebote	hat	eine	nennenswerte	Reichweite	in	den	USA	oder	in	Deutschland.
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Plattformen zielen alle auf eine breite allgemeine Nutzergruppe; sie sind zumindest in
einer Grundversion immer kostenlos zu benutzen. Ein konstitutives Element aller Platt-
formen stellen nach wie vor die nutzergenerierten multimodalen Inhalte dar, die von der
Plattform bereitgestellt (‚Content Hosting‘) und über sie verbreitet werden. Das kom-
merzielle Geschäftsmodell der Plattformen basiert dagegen auf personalisierter und
zielgruppengerichteter Werbung im Umfeld der Inhalte sowie ‚persönlichen Empfehlun-
gen‘. Ihre Wertschöpfungsstruktur, vor allem für die Verwertung von (Meta-)Daten, die
durch die Nutzung erzeugt werden, wurde nicht nur für Werbetreibende, sondern nach
und nach auch für neue Kundengruppen, etwa für Datenhändler, App- und Spieleent-
wickler, erweitert. Die Plattformen werden in der folgenden Tabelle 3 anhand weiterer
sozioökonomischer	Kriterien	charakterisiert.
Tabelle 3   Charakterisierung der Plattformen als Fälle
Plattform (Eigentümer) Launch/Gründung Geschäftsform Nutzerreichweite 
(monatliche Nutzer*innen, Januar 
2019)20
Facebook (Facebook, Inc.) Feb. 2004 börsennotiert 2 271 Mio.
Flickr (Yahoo!, Inc.*) Feb. 2004 Tochterunternehmen > 90 Mio. (Mrz. 2019)
Pinterest (Pinterest, Inc.) Mrz. 2010 privat 250 Mio.
Tumblr (Yahoo!, Inc.**) Feb. 2007 Tochterunternehmen 456 Mio. (blog accounts)
Twitter (Twitter, Inc.) Jul. 2006 börsennotiert 326 Mio.
YouTube (Google, Inc.) Feb. 2005 Tochterunternehmen 1 900 Mio.
*Flickr wurde 2004 von Ludicorp gegründet. Danach änderten sich die Besitzverhältnisse mehrmals. Zum Zeitpunkt 
der Datenerhebung gehörte Flickr zu Yahoo!, Inc.
**Tumblr wurde 2013 von Yahoo!, Inc. übernommen und 2017 an Verizon Media verkauft. Zum Zeitpunkt der Date-
nerhebung war Yahoo! Eigentümer der Plattform.
Gemeinsam ist den Plattformen, dass sie multinational und multilingual tätig sind. Zu
Beginn der empirischen Arbeit gehörten sie zu den reichweitenstärksten und bereits
über einen längeren Zeitraum existenten sozialen Medienangeboten in westlichen De-
mokratien. Alle Plattformen wurden in den USA beziehungsweise Kanada entwickelt
20 Zu Facebook, Pinterest, Twitter und YouTube siehe: https://www.statista.com/statistics/272014/global-social-
networks-ranked-by-number-of-users/; zu Tumblr siehe https://www.statista.com/statistics/256235/total-cu-
mulative-number-of-tumblr-blogs/;	zu	Flickr	siehe:	https://www.]lickr.com/jobs/.
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und werden heute von Unternehmen mit Hauptsitz in den USA kommerziell betrieben.
Die Verbreitung aller sechs Plattformen geht über die USA hinaus und schließt neben Eu-
ropa auch einzelne Länder Asiens, Südamerikas und Afrikas sowie Australien ein. Alle
Plattformen sind in diesem Sinne global aktiv, das Geschäft der jeweils dahinterstehen-
den Unternehmen ist multinational organisiert. Die Plattformen existierten zu diesem
Zeitpunkt zwischen neun (Pinterest) und 15 Jahre (Facebook). Trotz eines allgemeinen
oder spezi]ischen Fokus auf Inhaltsmedien sind die Plattformen dem Genre ‚Social
Media‘	oder	‚soziale	Medien‘	zuzuordnen.	
Die Plattformen unterscheiden sich hinsichtlich ihrer Demogra]ie und der Eigent-
umsverhältnisse. Sie lassen sich entsprechend zu Fallgruppen kategorisieren. Eine erste
Unterscheidung kann anhand der Nutzerreichweite vorgenommen werden. Facebook,
Twitter und YouTube bilden – was naheliegt – die Gruppe der dominanten und reichwei-
tenstarken Plattformen. Pinterest, Flickr und Tumblr bleiben weit dahinter zurück. Die
Anzahl der Nutzer*innen und die Reichweite in den Ländern bilden dabei das Hauptkri-
terium, das die mehr oder weniger große öffentliche Aufmerksamkeit erklärt. Diese Un-
terscheidung	wird	in	den	folgenden	Ergebnisdarstellungen	offensichtlich	werden.	
Eine zweite Differenzierung lässt sich anhand der unterschiedlich ausfallenden Ei-
genständigkeit der Plattformen ziehen. Facebook, Twitter und Pinterest bilden eine
Gruppe, bei der die Plattform zugleich das Unternehmen ist. Auch wenn die Unter-
nehmen ihre Produktpalette in den letzten Jahren erweitert haben, stellt die Plattform
den Kern der Unternehmenstätigkeit dar und wird in der öffentlichen Wahrnehmung oft
mit dem Unternehmen gleichgesetzt. Dagegen sind Tumblr, Flickr und YouTube Teil des
Produktportfolios großer US-Internetkonzerne. Deren Kernprodukte und -services ge-
hen nicht von der Plattform aus. Google ist in erster Linie Suchmaschine, Yahoo ist On-
line-Service-Provider. Allerdings liegen auch hier verschiedene Grade der Unabhängig-
keit vor. YouTube wird als eigenes Unternehmen vergleichsweise unabhängig von
Google, Inc. geführt. Tumblr ist zwar eine Tochtergesellschaft von Yahoo, wird aber we-
sentlich eigenständiger geführt als Flickr. Die Unterscheidung nach der Eigenständigkeit
wird vor allem bei der Entscheidung relevant, welche Policy-Dokumente für die Analyse
selektiert werden. Flickr beispielsweise besitzt seit jeher eigene Community-Standards,
seit der Übernahme durch Yahoo im Jahr 2005 läuft der Dienst aber unter den allgemei-
nen Geschäftsbedingungen der Muttergesellschaft. Tumblr dagegen formuliert sowohl
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eigene Community-Standards als auch eigene Terms of Service, unabhängig vom Mutter-
konzern	Yahoo.	Bei	YouTube,	einer	Tochter	von	Google,	verhält	es	sich	ebenso.
2 Herausforderungen und methodologische Klärungen
In der Wissenschaftstheorie gilt der Realismus als nicht akzeptabel, denn er ist in seinen
Annahmen „naiv“ (Gadenne 2008: 109). Die ‚richtige‘ Wahrnehmung gibt es nicht, auch
wenn versucht wird, sie empirisch zu erfassen. Zum einen hat die Wahrnehmungs- und
Kognitionspsychologie gezeigt, dass die Gegenstände, die die Menschen beobachten, im-
mer von der jeweiligen subjektiven Wahrnehmung geprägt sind. Zum anderen lässt sich
die Annahme einer realen Beobachtung empirisch nicht halten, weil immer Dinge exi-
stieren, die gar nicht wahrgenommen werden können. Auf die Frage ‚Was können wir
wissen?‘ lässt sich folglich mithilfe wissenschaftlicher Verfahren nie eine Antwort gene-
rieren, die in all ihren Aspekten vollständiges und vom Erkenntnisakt unabhängigesWis-
sen	bereithält	(vgl.	Weber	2004:	42	f.).
Die Konstruktivist*innen, die schärfsten Kritiker*innen des Realismus, postulieren
dagegen, „dass Menschen für die Re]lexion über die Welt nur das Material der Phä-
nomene zur Verfügung stehen haben, nicht mehr“ (ebd.: 82; Hervorhebung K.G.). Damit
ist der Forschungsprozess inhärent subjektiv und immer vom zur Verfügung stehenden
Material abhängig. Das Phänomen an sich lässt sich in der Logik des Konstruktivismus
zudem nicht vollumfänglich beobachten. So muss das Ziel der qualitativen Forschung da-
rin	bestehen,	es	von	innen	heraus	zu	verstehen.
Da diese grundlegende Prämisse auch für die vorliegende Arbeit besonders relevant
ist, gilt es, von den Herausforderungen der empirischen Beobachtung einer privaten Go-
vernance von Plattformen zu berichten. Dabei ist die Frage zu beantworten, anhand wel-
cher Elemente das Phänomen überhaupt empirisch untersucht werden kann. Was lässt
sich von einer privaten Governance der Plattformen und – entsprechend der beiden For-
schungsfragen – von ihren Regeln und institutionellen Herausbildungsprozessen über-
haupt	wissenschaftlich,	das	heißt	systematisch	und	regelgeleitet,	beobachten?	
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Intransparenz	als	Merkmal	einer	privaten	Governance	
Wie bei jeder qualitativen Forschung ergab sich auch für diese Arbeit zunächst die Her-
ausforderung, einen Zugang zum Feld und damit zu geeignetem Datenmaterial zu erhal-
ten. In den bisherigen Untersuchungen im Themenfeld und den empirischen Vorarbeiten
wurde deutlich, dass sich das Phänomen einer privaten Governance der Plattformen wie
auch die Regeln und Praktiken der Content-Moderation aus allgemein öffentlich beob-
achtbaren,	aber	eben	auch	aus	nicht	direkt	beobachtbaren	Elementen	zusammensetzen.	
Die gesellschaftliche Wahrnehmung sowohl der Existenz als auch der Relevanz einer
privaten Governance der Plattformen fußte anfangs auf vereinzelten Berichten der Nut-
zer*innen. Diese schilderten anekdotenhaft Vorfälle, bei denen ihre Fotos, Posts oder
Kommentare von der Plattform verschwunden waren, da sie gegen die Nutzungsbedin-
gungen verstießen. Medien griffen diese Vorfälle auf und verschafften ihnen so eine
größere Aufmerksamkeit. Diese Erzählungen sind Evidenzen und somit auch im Sinne
der Forschung durchaus von Interesse (Bohnsack et al. 2011: 45). Das Projekt ‚online-
censorship.org‘ sammelt solche Berichte und wertet sie aus. Die gewonnenen Erkennt-
nisse – dies räumen die Initiator*innen selbst ein – basieren zwar nicht auf einer syste-
matischen	Beobachtung,	können	aber	Trends	und	Kontexte	aufzeigen.21	
Für diese Arbeit stellen anekdotisch berichtete, lokal umgrenzte Situationen eine
ungeeignete Datengrundlage dar. Die Berichte über die wahrgenommenen Ereignisse
beruhen auf der Selbstauskunft einzelner Nutzer*innen, sagen jedoch wenig über die
Entscheidungsgrundlagen und -verfahren der Plattform aus. Sie sind zudem hochselek-
tiv. Sie repräsentieren weder das Ausmaß der Intervention der Plattformen, noch lassen
sie Rückschlüsse auf Governance-Prozesse zu. Gillespie (2015) führt dahingehend einen
relevanten Punkt an: Wir wissen nicht viel über die private Governance der Plattformen,
weil wir die Prozesse der Regelsetzung und -durchsetzung, des auch algorithmisch un-
terstützten Intervenierens in die Kommunikation nicht verstehen. Aber vor allem, so Gil-
lespie weiter, begegnen die meisten Nutzer*innen diesen Governance-Arrangements gar
nicht. Bei der alltäglichen Nutzung bleiben diese Prozesse der großen Mehrheit der Nut-
zer*innen verborgen. Wenn überhaupt, äußert nur ein geringer Teil der Nutzer*innen
Kritik.
21 Über das Projekt ‚onlinecensorship.org‘, URL: https://onlinecensorship.org/about/what-we-do [Zugriff letztma-
lig	am	19.02.2019].
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Der Fokus der Datengrundlage muss sich auf die Plattformen selbst und damit auf
die privatwirtschaftlichen Organisationen verschieben, die sie betreiben. Eine nahelie-
gende Vorgehensweise, nämlich eine Befragung der Plattformbetreiber, konnte nicht
realisiert werden. Diesbezüglich hat sich zu Beginn des Forschungsprozesses herausge-
stellt, dass die Unternehmen weder auskunftsbereit noch immer auskunftsfähig sind.
Die private Governance betrifft interne Entscheidungsverfahren und Regelwerke für die
Content-Moderator*innen, die als Geschäftsgeheimnisse behandelt werden. Diese wer-
den als Geschäftsgeheimnisse behandelt (Langvardt 2017: 1356). Zudem erscheint es
für die Mitarbeiter*innen der Unternehmen tatsächlich schwierig, rückblickend Ver-
fahrensweisen und Entscheidungen zu re]lektieren oder gar zu erklären, die zum Teil
mehr als zehn Jahre zurückliegen. Diese Abläufe, seien sie nun technisch induziert, regel-
basiert oder von Menschen durchgeführt, ändern sich ständig. Über die Arbeitsweise der
Content-Moderator*innen, die im großen Stil Entscheidungen über erlaubte und nicht
erlaubte Inhalte treffen, ist nur in Einzelfällen und in aufwendiger investigativer (journa-
listischer) Recherche berichtet worden (siehe Kap. II, S. 42). Schließlich wurde deutlich,
dass algorithmische Verfahrensweisen der Content-Moderation kaum mit den Mitteln
empirischer Sozialforschung erhoben werden können. „[T]echnological programmability
in social media logic is hard to analyze in part because algorithms are proprietary and
thus kept a secret, and partly because they are constantly adapted to evolving business
models	and	user	practices“	(van	Dijck/Poell	2013:	6).
Erst im Verlauf des Forschungsprozesses hat sich gezeigt, dass die Unternehmen als
Reaktion auf den zunehmenden öffentlichen und politischen Druck mehr Informationen
zu Verfahrensabläufen und Entscheidungen der Content-Moderation veröffentlichen.
Dies betrifft in erster Linie die Implementation der Nutzungsbedingungen und Gemein-
schaftsstandards sowie die Durchsetzung der Regeln gegenüber den Nutzer*innen. Aus-
künfte darüber, wie häu]ig Plattformen ihre eigenen Nutzerregeln anwenden und gegen-
über ihren Nutzer*innen durchsetzen, Inhalte entfernen, Zugänge sperren oder
Funktionen einschränken, sind nur teilweise und dann lediglich in abstrakten Kategori-
en	(in	Form	von	Transparenzberichten	der	Plattform)	bekannt	geworden.22	
22 Auf die Au]listung der Links zu den jeweiligen Transparenzberichten der Plattformen wird hier verzichtet; statt-
dessen sei auf die Sammlung und Evaluation aller bisherigen Transparenzberichte von Internet- und Telekom-
munikationsunternehmen durch die NGO AccessNow verwiesen, URL: https://www.accessnow.org/transparen-
cy-reporting-index/	[Zugriff	letztmalig	am	19.02.2019].
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Rückblickend zeigt sich, dass die Verschwiegenheit und Geheimhaltung der Plattfor-
men hinsichtlich der Details ihrer Richtlinien und die Verfahren der Content-Moderation
Teile einer „operativen Logik der Undurchsichtigkeit“ (Roberts 2018) von Plattformen
sind. Die bewusste Intransparenz oder das strategische „management of visibilities“
(Flyverbom 2016) einer Governance durch Plattformen ist daher eher als ein charakteri-
stisches Merkmal dieser institutionellen Arrangements zu werten denn allein als ein
Problem wissenschaftlicher Beobachtbarkeit. Es sind eben die ‚leisen‘, das heißt intrans-




Was als Lösung bleibt, ist, sich auf die Quellen zu stützen, die allgemein öffentlich zur
Verfügung stehen. Die Auswahl der Elemente, die zuvor theoretisiert wurden, bildet da-
mit zugleich die Lösung des empirischen Problems des Zugangs zu Datenmaterial. Im
Sinne einer konstruktivistischen Vorgehensweise wird der zu analysierende Wandel ei-
ner privaten Governance von Nutzerinhalten als ein zusammengesetztes Phänomen ver-
standen. Die Elemente, aus denen eine private Governance rekonstruiert werden soll,
umfassen die Nutzungsbedingungen und Gemeinschaftsstandards sowie den diese Re-
geln begleitenden Diskurs. Dieser Teil einer privaten Governance kann als die ‚veröffent-
lichte private Governance‘ beschrieben werden. Damit ist das Kriterium erfüllt, dass sich
die private Governance systematisch und regelgeleitet beobachten lässt. Die Gegenstän-
de der Forschung werden folglich nicht entdeckt, sondern konstruiert – und zwar auf
der Grundlage eines Teils des zur Verfügung stehenden Datenmaterials, auf der Grundla-
ge theoretischer Annahmen und Fragestellungen sowie nicht zuletzt subjektiver Wahr-
nehmungen und Auswahlentscheidungen. Subjektiv bedeutet dabei aber nicht beliebig.
Das Verfahren zur Rekonstruktion einer privaten Governance wird durch bestimmte
Konstruktionsvorschriften, unter anderem aus den Konventionen qualitativer For-
schung, vorgegeben, mit dem Ziel, eine adäquate und kohärente Lösung zur Umsetzung
der Forschungsfragen zu ]inden. Damit orientiert sich die Methode an einem methodolo-
gischen Ansatz und Anspruch, den Rainer Diaz-Bone (2010) als methodologische Klä-
rung	formuliert:
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„Sozialwissenschaftliche Forschung erfordert, will sie vollständig sein, eine me-
thodologische Perspektive, die die praktische Vorgehensweise tragen und be-
gründen kann, so dass letztere nicht nur in Übereinstimmung zum theoretischen
Ansatz steht, sondern auch über den gesamten Forschungsprozess Kohärenz er-
reichen	kann“	(ebd.:	183).
Die Anwendung einer qualitativen Forschungsmethode bedeutet, nicht nur in einer be-
stimmten Art und Weise vorzugehen, um Daten zu gewinnen oder auszuwerten, sondern
auch, eine im Grundsatz andere Strategie der Forschungsdurchführung, nämlich das
heuristische Moment qualitativer Sozialforschung, zu betonen (Witt 2001). Anders als in
der quantitativen Forschung, die von vornherein als linear zu durchlaufender Prozess
angelegt ist, wird bei qualitativen Forschungsdesigns von einem zirkulären oder auch
iterativen Vorgehen gesprochen. Die zirkuläre Strategie sieht vor, dass „eine bestimmte
Aufeinanderfolge von Forschungsschritten mehrmals durchlaufen wird und der jeweils
nächste Schritt von den Ergebnissen des jeweils vorherigen Schrittes abhängt“ (ebd.).
Eine zirkuläre Forschungsstrategie verweist zudem auf einen besonderen Zusammen-
hang zwischen Theorie, Methodologie und praktischen Instrumenten. Es geht nicht dar-
um, das Phänomen umfänglich zu explizieren oder gar vollständig zu erklären, sondern
vielmehr darum, Erkenntnisse dadurch zu gewinnen, dass theoretische Grundlagen,
Konzepte und methodische Schritte im Verlauf des Forschungsprozesses immer wieder
iterativ angepasst werden (vgl. Diaz-Bone 2010: 183f.). Für eine heuristische (ent-
deckende) Datenanalyse wird durch bewusste Variation, Kontrastierung mit dem Gegen-
teil oder durch ‚Fragen‘ an den Text versucht, das Verbindende zwischen den an sich
möglichst	heterogenen	Daten	zu	]inden	(Witt	2001).	
Das zirkuläre Verfahren hat sich als notwendig und zugleich essenziell für diese Ar-
beit erwiesen. Zwischen theoretischen Annahmen, Fragestellungen und Ergebnissen der
Datenauswertung wurde im Laufe des Forschungsprozesses immer wieder hin und her
gewechselt. Einige Forschungsschritte wurden mehrmals durchlaufen, um weitere Varia-
tionen evident zu machen. Die Ergebnisse eines Schrittes bestimmten den jeweils näch-
sten Schritt. Der Forschungsprozess blieb somit offen und iterativ. Die Annahmen, Frage-
stellungen und theoretischen Ableitungen wurden im Prozess der Gewinnung neuer
Erkenntnisse sukzessive überarbeitet. Bei einem zirkulären Vorgehen ist das Ende der
Untersuchung dann erreicht, wenn weitere Variationen der Daten keine neuartigen Er-
kenntnisse mehr ergeben. „[D]ie ForscherInnen [kehren] also zum Ausgangspunkt ihrer
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Untersuchung [zurück], allerdings auf einem neuen Wissens- und Erkenntnisstand“
(ebd.).	
In dieser heuristischen Perspektive ist die Aufgabe der Methodologie eine for-
schungsstrategische, die sich praktisch umsetzen lassen muss. „Sie ist im Wortsinn Me-
thodo-Logie, wenn sie als die Instanz der forschungsbegleitenden Re]lexion, gleichzeitig
als die Vermittlung zwischen dem theoretischen Komplex und den eingesetzten konkre-
ten Instrumenten und Techniken aufgefasst wird“ (Diaz-Bone 2010: 184). Der im Fol-
genden genauer spezi]izierte und begründete Forschungsprozess orientiert sich an die-
sen	erkenntnistheoretischen	und	ontologischen	Annahmen.
3 Entwicklung einer Vorgehensweise: Dokumenten- und 
Diskursanalyse in der Anwendung
Die vorliegende Arbeit positioniert sich methodisch in den qualitativ-interpretativen
Verfahren der Sozialwissenschaften. Ziel ist es, die Governance der Betreiber digitaler
Plattformen empirisch zu bestimmen und den Wandel ihrer Regeln zu plausibilisieren.
Im Ergebnis dieses Kapitels soll deutlich werden, wie mit dem zu beobachtenden Phä-
nomen umgegangen wurde; das heißt, mit welchem methodischen Design sich der Wan-
del einer privaten Governance als eine Analyse von Text und Kontext konzeptionell er-
forschen	lässt.	
Der Prozess der Herausbildung und des Wandels einer privaten Governance der
Plattformen kann nur anhand der beobachtbaren Elemente rekonstruiert werden: zum
einen anhand der sich ändernden, schriftlich ]ixierten Regeln für Nutzerinhalte und zum
anderen anhand der im allgemeinen öffentlichen Diskurs verhandelten Kontroversen.
Somit kann von einer veröffentlichten privaten Governance der Plattformen gesprochen
werden.
Die Aufgabe, Regeltext und diskursiven Kontext miteinander zu verbinden, wird
durch die Kombination zweier qualitativer Forschungsmethoden gelöst. Entsprechend
setzt sich das Forschungsdesign aus zwei Teilen zusammen: Die Analyse der histori-
schen Versionen von Policy-Dokumenten der untersuchten Plattformen wurde mit einer
begleitenden Diskursanalyse auf Grundlage der Medienberichterstattung über die priva-
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te Governance der Plattformen kombiniert. Die anhand der Analyse der Regeltexte ge-
wonnenen Erkenntnisse bildeten das Fundament für die Analyse des Diskurses. Für die
Erstellung der Korpora war jeweils ein eigenes Verfahren nötig, mit dem die Dokumente
und Materialen ausgewählt und analysiert wurden. Die geschaffenen Materialkorpora
wurden mit Methoden qualitativ-interpretativer Inhaltsanalysen ausgewertet. Regeltext
und diskursiver Kontext wurden schließlich durch Triangulation der Daten miteinander
verbunden.
3.1 Die sozialwissenschaftliche Dokumentenanalyse
Der erste Teil der empirischen Forschung stützt sich auf eine systematische Untersu-
chung von Versionen der Nutzungsbedingungen und Gemeinschaftsstandards der Platt-
formbetreiber. Im Mittelpunkt steht hier also der Regeltext. Ziel ist es, den Inhalt, die
Struktur und den Wandel der Regeln einer privaten Governance von Plattformen im zeitli-
chen Verlauf zu rekonstruieren. Als analytische Perspektive soll damit die Frage beant-
wortet werden, welche Regeln für die Inhalte der Nutzer*innen vorhanden sind und wie
sich	diese	über	die	Zeit	gewandelt	haben.
Die sozialwissenschaftliche Dokumentenanalyse erweist sich hierfür als geeignet.
Die Dokumentenanalyse ist ursprünglich aus der geschichtswissenschaftlichen Quellen-
analyse hervorgegangen und entwickelte sich langsam zu einer Forschungsmethode in
den Sozialwissenschaften, die besonders für qualitative Fallstudien geeignet ist. Als in-
terpretatives Verfahren ermöglicht die Dokumentenanalyse eine intensive und tiefgrei-
fende Untersuchung sowie eine reichhaltige Beschreibung eines Phänomens – sie ist in
der Sozialforschung auch als „thick description“ (Geertz 1973) bekannt. Die Dokumente-
nanalyse bietet sich als Alternative an, wenn keine direkte Befragung möglich ist. Sie ist
vor allem in der Politikwissenschaft als qualitative Methode der Kommunikationsanaly-
se (Reh 2006), der Politikfeldforschung (Reh 1995) und der politischen Ideengeschichte
beschrieben worden (Noetzel 2018). Die Kommunikationswissenschaft verweist Reh
(1995) zufolge dagegen noch häu]ig auf die quantitative Inhaltsanalyse. Eine klare Tren-
nung zwischen qualitativer Dokumenten- und quantitativer Inhaltsanalyse lässt sich je-
doch nicht vornehmen. Philipp Mayring entwickelte beispielsweise die Methode der
„qualitativen Inhaltsanalyse“ (Mayring 2015), an der sich auch diese Arbeit bei der spä-
teren	Auswertung	der	Dokumente	orientiert.
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Hinsichtlich der Forschungsstrategie wird in dieser Arbeit Wert darauf gelegt, Dok-
umente als „social facts“ zu verstehen (Atkinson/Coffey 2004: 58). Dokumente beschrei-
ben Produkte bestimmter Akteur*innen, die methodisch und situativ eingebettet sind.
Dokumente sind damit nicht nur Träger von Informationen über bestimmte Sachverhal-
te und Ereignisse, sondern vielmehr Facetten sozialer Wirklichkeit. Dokumente werden
hergestellt, geteilt und genutzt; sie sind ein Beleg dokumentarischer Arbeit und Praxis.
Insofern schließt eine Analyse von Dokumenten auch immer eine Deutung der sozial or-
ganisierten	Praktiken	ihrer	Produktion	und	Rezeption	ein	(ebd.:	57).
Die Nutzung von Dokumenten leistet einer ganzen Reihe von spezi]ischen For-
schungsinteressen wertvolle Dienste. Für diese Arbeit war ausschlaggebend, dass Dok-
umente als ein effektives Mittel beschrieben werden, um Veränderung, Entwicklung und
Wandel wissenschaftlich nachvollziehen zu können. Voraussetzung dafür ist, dass ver-
schiedene Versionen von Dokumenten über eine bestimmte Zeit vorhanden sind (Bowen
2009:	30).
Für eine Dokumentenanalyse spricht zudem der ef]iziente Umgang mit Dokumenten
als Daten. Ziel sollte es sein, nur die für die Forschungsfrage relevanten Dokumente für
eine Analyse zu selektieren und eben nicht Dokumente extensiv zu sammeln. Die Metho-
de ist attraktiv, da viele Dokumente öffentlich und damit zugänglich sind. Weiterhin ge-
hört die Dokumentenanalyse zu den nichtreaktiven Methoden, das heißt, die Inhalte
bleiben	stabil.	
Mit der Entscheidung für eine Dokumentenanalyse gehen weitere Vorteile einher,
die sich auch diese Arbeit zunutze macht. Der dokumentarischen Rekonstruktion von
sozialer Realität, der Herstellung und dem Kontext der Verwendung von Dokumenten
muss durch eine qualitative Interpretation Rechnung getragen werden. Der Bedeutung
von Dokumenten im Kontext von Organisationen wurde dabei besondere Beachtung zu-
teil. Besonders als Selbstbeschreibungen von Organisationen sind Dokumente unent-
behrlich. Organisationen produzieren eine Vielzahl unterschiedlicher Dokumente an un-
terschiedlichen Orten, für unterschiedliche Zwecke und für verschiedene Ziel- und
Nutzergruppen. „These are all among the techniques and resources that are employed to
create	versions	of	reality	and	self-presentations“	(Atkinson/Coffey	2004:	57).
Neben all den genannten Vorteilen sollten jedoch die Grenzen dieser Methoden re-
]lektiert werden. Dokumente sind im Allgemeinen nicht mit dem Ziel geschaffen worden,
zum Gegenstand einer wissenschaftlichen Untersuchung zu werden, sodass von fehlen-
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den Details für die Beantwortung der Forschungsfrage auszugehen ist. Daran anknüp-
fend verweist Stephan Wolff (2013: 502) auf den besonderen Herstellungscharakter von
Dokumenten. Der entscheidende Nachteil bestehe weniger darin, dass Dokumente die
Forschungsfrage nur unvollständig beantworten könnten, als vielmehr darin, dass ihr In-
halt nicht unbedingt valide sei. Dokumente könnten daher „nur äußerst eingeschränkt
als Belege oder Hinweise für Sachverhalte oder Entscheidungsprozesse [verwendet wer-
den], die in ihnen angesprochen werden“ (ebd.). Dokumente im Kontext von Unter-
nehmen repräsentieren somit eben keine transparenten organisationalen Routinen oder
Entscheidungsprozesse. Stattdessen, so Atkinson und Coffey, konstruieren sie „particular
kinds	of	representations	using	their	own	conventions“	(Atkinson/Coffey	2004:	58).
Des Weiteren – und auch dies ist für diese Arbeit relevant – kann der Zugang zu be-
stimmten Dokumenten bewusst blockiert oder beschränkt sein, während andere Dok-
umente wohl bewusst öffentlich platziert werden. Da die Selektion der Dokumente nur
auf dem beruhen kann, was Organisationen verfügbar machen, muss von einer „biased
selectivity“ (Bowen 2009: 32) ausgegangen werden. Insbesondere für den Umgang mit
Dokumenten, die im Kontext von Unternehmen entstanden sind, ist schließlich zu beach-
ten, dass „the available (selected) documents are likely to be aligned with corporate poli-
cies and procedures and with the agenda of the organisation’s principals. However, they
may also re]lect the emphasis of the particular organisational unit that handles record-
keeping […]“ (ebd.). Eine lückenhafte und infolgedessen verzerrte Auswahl von Dok-
umenten muss bei der Interpretation der Daten und den Schlussfolgerungen fraglos be-
rücksichtigt werden. In der Feststellung, dass manche Dokumente zur Verfügung gestellt
werden, während Unternehmen andere Dokumente bewusst zurückhalten, liegt eine für
diese Arbeit nicht zu vernachlässigende Erkenntnis. In der Art und Weise etwa, wie die
Plattformanbieter Zugang zu den Regelwerken ermöglichen, und hinsichtlich der Frage,
ob sie zusätzlich historische Versionen verfügbar machen, zeigen sich bereits erste Un-
terschiede	zwischen	den	Plattformen.
Die systematische Vorgehensweise zur Analyse von Dokumenten lässt sich in zwei
Tätigkeiten einteilen: das Verfahren zur Dokumentenselektion, mit dem Ziel, ein Dok-
umentenkorpus zu erstellen, sowie ein systematisches Verfahren zur Auswertung der
Form, Struktur und des Inhalts der Dokumente, mit dem Ziel, diese im Sinne der Frage-
stellung	interpretieren	zu	können.
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Verfahren	der	Dokumentenauswahl
Die Selektion der für die Forschungsfrage relevanten Dokumente sollte sich an den Kri-
terien der Authentizität, Glaubwürdigkeit, Repräsentativität und Bedeutung messen las-
sen (Flick 2010: 325). Eine genaue Beschreibung der Quellenlage und des Zugangs zu
den Dokumenten ist daher ebenso relevant wie der Inhalt selbst, da Daten im Rahmen
qualitativer Untersuchungen neben Informationen auch symbolhafte Bedeutungen tra-
gen,	die	wiederum	interpretiert	werden	müssen	(Witt	2001).	
Für die Durchführung der Dokumentenanalyse sind ausschließlich einschlägige Do-
kumente entsprechend der aufgestellten Forschungsfragen festgelegt worden. Nachdem
im theoretischen Teil dieser Arbeit die vertraglichen Vereinbarungen zwischen Platt-
form und Nutzer*innen als relevante Instrumente der privaten Ordnungsbildung für die
Online-Kommunikation herausgestellt wurden, ]iel die Auswahl auf zwei konkrete Arten
von	Dokumenten:
• Allgemeine	Nutzungs-	und	Geschäftsbedingungen
Die Nutzungsbedingungen oder auch Allgemeinen Geschäftsbedingungen (AGB) der
Plattformbetreiber (im Englischen allgemein ‚terms of service‘ oder ‚terms of use‘) stel-
len private Verträge zwischen Unternehmen und individuellen sowie kollektiven Nut-
zer*innen der Plattform dar. Sie enthalten die Rechte und P]lichten der Nutzer*innen
und Unternehmen und regeln, unter welchen Bedingungen der Dienst bereitgestellt und
genutzt werden darf. Die Regeln werden einseitig von den Unternehmen festgelegt und
in Form eines Standardvertrages allen Nutzer*innen vorgelegt. Sie sind generell recht-
lich bindend, solange sie nicht gegen bestehendes Recht und Gesetz verstoßen. Der Ver-
trag kommt zustande, indem die Plattform die Nutzer*innen ausdrücklich auf die Nut-
zungsbedingungen hinweist, diese zur Kenntnisnahme zugänglich macht und die
Nutzer*innen wiederum der Geltung zustimmen. Die besondere inhaltliche Relevanz der
Nutzungsbedingungen für diese Arbeit ergibt sich aus der Funktion dieser Dokumente,
die die rechtliche Beziehung der Nutzer*innen zur Plattform de]inieren und darüber hi-
naus	erlaubte	und	nicht	erlaubte	Nutzungsweisen	festlegen.
• Gemeinschaftsstandards	und	-richtlinien
Von besonderer öffentlicher Relevanz im Regelwerk der Plattformbetreiber und für das
hier verfolgte Ziel sind die Richtlinien für die Erstellung von Inhalten und das kommuni-
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kative Verhalten der Nutzer*innen (im Englischen allgemein auch ‚community stan-
dards‘ oder ‚guidelines‘). Urheber dieser Dokumente sind die (Product) Policy Teams der
Unternehmen. Organisatorisch sind diese Teams – und auch die Basisdokumente für ihr
Handeln – getrennt von den Rechtsabteilungen zu sehen. Bei Facebook etwa gehören die
für Inhalte verantwortlichen Policy Teams zum Bereich ‚Communications & Public Poli-
cy‘.23 Die Regeln in den Gemeinschaftsstandards beinhalten spezielle Anforderungen an
die Inhalte der Kommunikation, wobei standardmäßig bestimmte Kategorien von Inhal-
ten	und	Verhaltensweisen	aufgeführt	werden,	die	nicht	erlaubt	sind.
Die Nutzungsbedingungen und die Gemeinschaftsstandards bilden den Kern des öf-
fentlichen Regelwerkes von Plattformen für die Moderation der Nutzerinhalte und stel-
len die Basis für die vorliegende empirische Analyse dar. Daneben gibt es eine Vielzahl
weiterer öffentlicher und nicht öffentlicher Ressourcen der Unternehmen, die das The-
ma Nutzerinhalte detaillieren oder tangieren. Darunter fallen spezi]ische Policies für be-
stimmte Kategorien von Nutzerinhalten (z.B. Spam, Hassrede oder Parodien) oder für
bestimmte Plattformnutzer*innen (z.B. App-Entwickler), Hilfeseiten mit Anleitungen für
die Nutzer*innen, die Presse- und Medienseiten oder ein Unternehmensblog für of]iziel-
le Ankündigungen und Äußerungen sowie Initial Public Offerings (IPOs) und Geschäfts-
berichte. Zusätzlich werden die Content-Moderator*innen mit detaillierten und beispiel-
haften Regelbüchern ausgestattet. Alle diese Dokumente wurden nicht systematisch im
Sinne einer Erhebung und Auswertung historischer Versionen untersucht, sondern als
singuläre Referenzen herangezogen, um bestimmte Ereignisse oder Themen zu
explizieren.	
Die beiden dargestellten Kategorien von Dokumenten – die Nutzungsbedingungen
und die Gemeinschaftsstandards – wurden dagegen systematisch für eine genauere Ana-
lyse ihrer historischen Versionen ausgewählt. Für den Zugang zu den Dokumenten gab
es	zwei	Quellen,	anhand	derer	das	Auswahlverfahren	erfolgte.
• Die	Internetseiten	und	Archive	der	Plattformbetreiber
Grundsätzlich ist anzunehmen, dass die Dokumente, die die Unternehmen selbst öffent-
lich bereitstellen, die größtmögliche Authentizität vermitteln. Die jeweils aktuellen Ver-
sionen der Nutzungsbedingungen und der Gemeinschaftsstandards müssen den Nut-
23 Facebook, Inc., Communications & Public Policy Team, URL: https://www.facebook.com/careers/areas-of-
work/communications/?teams[0]=CommunicationsPublicPolicy	[https://perma.cc/P4YP-GV8K].
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zer*innen vor Eröffnung eines Zugangs zur Verfügung gestellt werden und sind auch
ohne Anmeldung auf der Plattform frei zugänglich. Sie werden auf der Plattform verli-
nkt. Die älteren Versionen der Nutzungsbedingungen und Gemeinschaftsstandards stel-
len dagegen nur wenige Plattformen bereit. Twitter24 und Tumblr25 besitzen jeweils ein
eigenes Archiv alter Versionen ihrer Nutzungsbedingungen. Tumblr veröffentlicht dar-
über hinaus auch geänderte Versionen seiner Gemeinschaftsstandards. Soweit Plattfor-
men selbst ältere Versionen der Dokumente frei zur Verfügung stellen oder in öffentlich
zugänglichen Onlinearchiven vorhalten, wurden die Dokumente vollständig aus diesen
Quellen	bezogen.
• Wayback	Machine	des	Internet	Archive
Die große Anzahl älterer Versionen von Nutzungsbedingungen und Gemeinschaftsstan-
dards wurde über die Wayback Machine des Internet Archive bezogen.26 Diese gemein-
nützige Organisation sichert und speichert seit 1996 öffentlich verfügbare Internetsei-
ten und stellt sie in einem frei zugänglichen und durchsuchbaren Online-Archiv zur
Verfügung.27 Für die Suche ist es zunächst erforderlich, die Internetadressen (URLs), un-
ter denen frühere Versionen der Dokumente bereitgestellt wurden, zu recherchieren.
Danach besteht die Möglichkeit, Versionen der Internetseiten mit den gesuchten Inhal-
ten	nach	Jahr	und	Tag	abzurufen.
Bei der Verwendung der Wayback Machine ergeben sich jedoch mehrere Probleme
und Einschränkungen. So kann die Authentizität der Archivierung einer Internetseite im
Internet Archive zu einem bestimmten Zeitpunkt beispielsweise nicht vollständig garan-
tiert werden. Das Internet Archive erklärt zwar in einer eidesstattlichen Erklärung, dass
das der jeweiligen Seite zugewiesene Datum dem Datum der archivierten HTML-Datei
entspricht. In der Erklärung wird allerdings eingeschränkt, dass sich bei Seiten, die mit
Frames erstellt wurden, das Datum auf die ganze Framestruktur bezieht, aber nicht auf
die einzelnen Seiten innerhalb jedes einzelnen Frames.28 Wie bereits erwähnt, werden





28 Internet Archive, Standarderklärung [Standard Af]idavit], URL: https://archive.org/legal/af]idavit.php [Zugriff
letztmalig	am	02.05.2019].
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alte URLs für die Suche nach Dokumenten benötigt, die sich über die letzten Jahre jedoch
immer	wieder	geändert	haben,	wie	das	folgende	Beispiel	zeigt:
Beispiel Facebook
Die aktuelle Internetadresse für Facebooks Term of Service lautet https:/
/www.facebook.com/terms.php. Das frühere Dokument, das sogenannte Stat-
ement of Rights and Responsibilities, konnte man auf https://www.face-
book.com/legal/terms ]inden. Zu einem noch weiter zurückliegenden Zeitpunkt,
als Facebook noch „The Facebook“ hieß, waren die Terms of Service unter der
URL	http://www.thefacebook.com/terms.php	veröffentlicht.
Für viele Dokumente war es daher nötig, den richtigen Link zu ]inden und zu einer älte-
ren URL zurückzuverfolgen. Dabei kann indes nie genau bestimmt werden, wann sich
die URLs tatsächlich geändert haben. Manche URLs existieren bis heute parallel. Schließ-
lich sagt die Anzahl der archivierten HTML-Dateien einer Internetseite in der Wayback
Machine nichts darüber aus, wie oft die Seite geändert wurde. Die Wayback Machine ar-
chiviert regelmäßig – oftmals täglich – eine oder mehrere Versionen von Internetseiten,
zeichnet aber nicht jede Änderung der Seiteninhalte auf. In allen Fällen, in denen die Do-
kumente über die Wayback Machine erhoben wurden, kann somit nicht exakt bestimmt
werden,	wann	sich	die	Regelwerke	der	Plattformen	tatsächlich	geändert	haben.	
Angesichts dieses Problems war es in solchen Fällen nötig, ein systematisches Ver-
fahren anzuwenden, um eine Auswahl aus allen je gespeicherten HTML-Dateien der be-
treffenden Internetseiten treffen zu können.29 Das Auswahlverfahren für diese Dok-
umente beinhaltete zwei Stufen. Für die erste Stufe galt die Regel, dass jeweils die letzte
im Internet Archive verfügbare archivierte Datei eines jeden Quartals ausgewählt wurde.
Mit wenigen Ausnahmen ließen sich vier Versionen eines Dokumentes pro Jahr aus der
Wayback Machine gewinnen. Diese bildeten das Dokumentenkorpus I. Dieses Korpus
wurde anschließend mehrmals manuell überprüft, mit dem Ziel, eine möglichst valide
Auswahl an Dokumenten zu erhalten, die die inhaltlichen Veränderungen angemessen
widerspiegelt. Die Überprüfung führte zu der Entscheidung, nur die jeweils letzte archi-
vierte Version eines Jahres in die weitere Auswertung aufzunehmen. Die Überprüfung
zeigte außerdem, dass manche Dokumente ein Änderungsdatum oder einen Hinweis auf
29 Dazu ein Beispiel, um die Dimension zu veranschaulichen: Die bereits genannte URL von Facebooks derzeitigen
‚Statements of Rights and Responsibilities‘ wurde seit November 2011 über 3.800-mal als Datei gespeichert.
Sechs	und	mehr	‚snapshots‘	pro	Tag	sind	nicht	selten.
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das Inkrafttreten enthielten. Anhand dieser Informationen wurden zu den entsprechen-
den Daten weitere gespeicherte Dateien der Internetseiten abgerufen. Das Korpus I wur-
de	also	zum	Teil	stark	reduziert,	zum	anderen	qualitativ	um	einzelne	Versionen	ergänzt.	
Die Menge der ausgewählten Dokumente bildete das Dokumentenkorpus II mit den
Nutzungsbedingungen und Gemeinschaftsstandards der Plattformen, wie sie von den
Unternehmen selbst bereitgestellt und über die Wayback Machine selektiert wurden.
Dieses	Korpus	wurde	einer	systematischen	Analyse	der	Veränderungen	unterzogen.	
Tabelle 4   Finales Korpus für die Dokumentenanalyse




Facebook 22 06/2004–03/2015 Internet Archive Wayback Machine
Flickr/Yahoo 3/10 04/2004–06/2015 Internet Archive Wayback Machine
Pinterest 8 05/2010–06/2015 Internet Archive Wayback Machine
Tumblr 10 03/2007–03/2015 Tumblr Prior Versions (GitHub)
Twitter 10 03/2006–01/2016 Twitter Previous Terms of Service
YouTube 4 04/2005–06/2010 Internet Archive Wayback Machine
Gemeinschaftsstandards 59
Facebook 10 05/2007–06/2015 Internet Archive Wayback Machine
Flickr/Yahoo 9 03/2006–04/2016 Internet Archive Wayback Machine
Pinterest 7 03/2011–04/2016 Internet Archive Wayback Machine
Tumblr 13 10/2007–01/2015 Tumblr Prior Versions (GitHub)
Twitter 9 01/2009–04/2016 Internet Archive Wayback Machine
YouTube 11 10/2006–09/2015 Internet Archive Wayback Machine
Gesamt 126
Tabelle 4 enthält einen Überblick über das ]inale Textkorpus für jeden Untersuchungsfall
und gibt Auskunft über die Herkunft der Dokumente, den Zeitraum, den sie erfassen, so-
wie die Anzahl der für die Auswertung verfügbaren Versionen. Alle Dokumente liegen
schriftlich	–	textuell	–	in	Form	von	HTML-,	Text-	oder	PDF-Dateien	vor.
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Strukturierte	Auswertung	der	Dokumente
Die Methode der Dokumentenanalyse bleibt, was das Verfahren für die eigentliche Aus-
wertung angeht, unkonkret. Einige Schritte lassen sich aus der Ursprungsdisziplin, den
Geschichtswissenschaften,	übernehmen.	
So erschien zu Beginn der Untersuchung eine Quellenkritik angebracht. Dem Vor-
schlag von Mayring (2002: 48 f.; Mayring 2015: 54) folgend, wurden die ausgewählten
Dokumente auf die Art des Materials, formale Charakteristika, Entstehungssituation und
Intendiertheit sowie auf die Relevanz für den Untersuchungsgegenstand untersucht.
Dies erwies sich im Sinne des hier verfolgten Ziels, nämlich Erkenntnisse zu den institu-
tionellen Merkmalen der Instrumente einer privaten Governance zu gewinnen, als hilf-
reich. Das erste überblickshafte Lesen der Dokumente ermöglichte zudem, das Korpus
und	das	Material	global	zu	verstehen.
Schließlich erfolgte die formale und inhaltliche Aufschlüsselung der Dokumente. Ko-
nkretere Anhaltspunkte zum Ablauf der Durchführung lieferte die von Philipp Mayring
erarbeitete Methode der qualitativen Inhaltsanalyse, genauer: die Form einer strukturie-
renden qualitativen Inhaltsanalyse (Mayring 2015). Hierzu wurde eine Mischung aus
formaler und inhaltlicher Strukturierung eingesetzt. Eine formale Strukturierung ver-
folgt das Ziel, die innere Struktur der Dokumente herauszuarbeiten und zu eruieren, wie
sich die Dokumente in bestimmte thematische Einheiten gliedern (ebd.: 99 f.). Für die
Nutzungsbedingungen und Gemeinschaftsstandards hat sich dies angeboten, da sie ei-
nerseits gewisse formale Standards aufzeigen und andererseits die Neustrukturierung
eines Dokuments im Verlauf der Zeit auf eine veränderte Wichtigkeit bestimmter Text-
teile hindeutete. Ziel der inhaltlichen Strukturierung ist es schließlich, nach vorab festge-
legten Kriterien „bestimmte Themen, Inhalte, Aspekte aus dem Material herauszu]iltern
und	zusammenzufassen“	(ebd.:	103).	
Die praktische inhaltliche Auswertung der Dokumente umfasste zwei Aufgaben: Er-
stens war es notwendig, die Dokumente jeweils auf die relevanten Textpassagen zu re-
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c. zur Regelung der Verantwortlichkeit zwischen Nutzer*innen und Plattform
aufwiesen.
Dies war vor allem für die Nutzungsbedingungen von Bedeutung, da diese eine Viel-
zahl von Regeln beinhalten, die nicht den eigentlichen Kern der Forschungsfrage betref-
fen. So adressieren die Regeln etwa auch die Datennutzung, Maßnahmen für die Sicher-
heit von Zugängen und Konten, das Vorgehen bei Streitfällen aller Art oder Regeln des
Zahlungsverkehrs. Aus den unterschiedlichen Versionen wurden daher immer nur dieje-
nigen Regeln und Passagen extrahiert, die einen direkten Bezug zu den oben genannten
Themen aufwiesen. Die Gemeinschaftsstandards wurden dagegen immer vollständig
analysiert, da sich ihr Zweck primär auf die Regelung von erlaubten und nicht erlaubten
Nutzerinhalten	bezieht.
Zweitens wurden die identi]izierten Textpassagen auf ihre Veränderungen im zeitli-
chen Verlauf untersucht. Die Textbestandteile – zum Teil ganze Textblöcke – wurden in
ganzen Sätzen extrahiert und in eine Tabelle überführt. Themen wurden zu Informa-
tionseinheiten verdichtet und in sequenzieller Folge untersucht. Die Dokumentenstruk-
tur wurde beibehalten, sodass die herausge]ilterten Sätze nun in gleicher Reihenfolge
vorliegen und mit den entsprechenden Subkategorien sowie Unterüberschriften des
Originaldokumentes übereinstimmen. Danach wurden schrittweise die älteren Versio-
nen hinzugefügt und somit die Änderungen der Regeln von Version zu Version und von
Jahr zu Jahr zurückverfolgt. Die formellen und inhaltlichen Änderungen wurden hervor-
gehoben und zusammenfassend protokolliert. Im Prozess der intensiven Beschäftigung
mit den Regelwerken einer Plattform haben sich die Erkenntnisse auch auf das Vorgehen
bei Texten der jeweils folgenden Plattform ausgewirkt und wurden daher angepasst. An-
gesichts dieses iterativen Vorgehens lassen sich die Schritte der Analyse nur analytisch
klar	abgrenzen.
Der erste Teil der empirischen Forschung lieferte neben zahlreichen Erkenntnissen
zur allgemeinen Bedeutung und den Inhalten der Regelwerke von Plattformen drei zen-
trale Ergebnisse: 1) die Standardkategorien nicht erlaubter Inhalte und kommunikativer
Verhaltensweisen von Nutzer*innen auf sechs Plattformen; 2) die Veränderung dieser
Regeln und Regelwerke über einen Zeitraum von mehreren Jahren und 3) die Regelung
der Verantwortung für Inhalte zwischen Plattform und Nutzer*innen. Die Erkenntnisse
der Dokumentenanalyse ]lossen maßgeblich in die empirische Diskursanalyse ein und
bestimmten	die	Festlegung	des	zu	untersuchenden	Diskurses.
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3.2 Die empirische Diskursanalyse
Der erste Schritt im methodischen Design geht also zunächst „von der Selbstgenügsam-
keit des Textes“ (Wolff 2013: 512) aus. Für die Klärung der Forschungsfrage – vor allem
hinsichtlich der institutionellen Merkmale der Plattformregeln und der tatsächlichen
Änderungen im zeitlichen Verlauf – lassen sich die immanenten Analysemöglichkeiten
der Dokumente gut ausschöpfen. Ein bedeutender Nachteil der Dokumentenanalyse be-
steht allerdings darin, dass Dokumente oftmals keine hinreichenden Erklärungen zu den
jeweiligen Gründen ihrer Herstellung oder Verbreitung liefern. Die Nutzungsbedingun-
gen und Gemeinschaftsstandards enthalten kaum Kontextinformationen und nennen die
Gründe für Umstrukturierungen, Änderungen oder Streichungen von Regeln oftmals
nicht. Steffen-Peter Ballstaedt (1994) verweist daher zu Recht auf die Notwendigkeit,
Dokumentenanalysen durch andere Methoden zu ergänzen, damit die Forschungsfragen
umfassender beantwortet werden können. Auf einer abstrakten Ebene wurde zudem im
theoretischen Teil dieser Arbeit argumentiert, dass sich ein institutioneller Wandel in
der öffentlichen Auseinandersetzung erst durch einen kommunikativen Prozess plausi-
bilisieren	lässt.	Auch	dies	kann	nur	durch	die	Analyse	des	Kontexts	geschehen.
Mittels einer empirischen Diskursanalyse soll daher der Kontext privater Gover-
nance-Regeln erfasst werden. Ziel ist es, den Prozess der Herausbildung und des Wandels
der Regeln diskursiv entlang von Kon`liktfeldern zu kontextualisieren sowie zeitlich zu
plausibilisieren. Damit soll die Diskursanalyse die private Governance von Plattformen in
den größeren Kontext einer öffentlichen Wahrnehmung und Aushandlung institutionel-
ler Regeln für die Online-Kommunikation stellen. Aus analytischer Perspektive soll die
Frage beantwortet werden, weshalb sich die Regeln für die Inhalte der Nutzer*innen än-
derten und wie sich dies in einem Prozess kommunikativer Interaktion als Teil des öf-
fentlichen	Diskurses	plausibilisieren	lässt.
Der Diskursbegriff wird von den unterschiedlichen Disziplinen auf vielfältige Weise
verwendet; eine weitere De]inition vermag dieser begrif]lichen Bedeutungsvielfalt nicht
gerecht zu werden. Dan Kärremann (2014: 204) unterscheidet etwa zwei Varianten der
Diskursanalyse, die er als „small d discourse and big D discourse“ klassi]iziert. Während
sich erstere auf Mikrosituationen beziehen und aus einer Analyse individueller Ge-
sprächsinteraktionen folgen, orientieren sich letztere an den machtbezogenen Ansätzen
von Foucault. Die zweite Variante untersucht daher eher historisch entwickelte Systeme
von Diskursideen und -themen. Der Diskursbegriff ist in den Politikwissenschaften und
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insbesondere in der Policy- und Governance-Forschung weit verbreitet (Kerchner 2006).
Hier wird der Begriff vor allem durch die angloamerikanischen Ansätze der Gesprächs-
und Konversationsanalyse als eine ‚discourse analysis‘ geprägt. Im Zusammenhang mit
den neoinstitutionalistisch expandierenden Ansätzen wird der Diskurs zum Untersu-
chungsgegenstand von Diskurskoalitionen in Politikfeldern und Politikdiskursen in Go-
vernance-Systemen	auf	inter-	und	transnationaler	Ebene	(ebd.:	38–43).
Auch die Kommunikationswissenschaft wendet sich der empirischen Diskursanaly-
se zu, wenngleich eine explizite Auseinandersetzung mit dem Diskursbegriff sowohl
theoretisch als auch in empirischen Studien kaum statt]indet (Meier/Pentzold 2014:
118). Die Diskursanalyse, als kommunikationswissenschaftliche Methode durchaus eta-
bliert (Scheufele 2008), wird hauptsächlich als qualitative Methode zur Analyse sprachli-
chen Materials verstanden und mit der qualitativen Inhaltsanalyse und der Grounded
Theory in Verbindung gebracht (Meier/Pentzold 2014: 120). Der Untersuchungsgegen-
stand bezieht sich dann insbesondere auf soziale und politische Problemstellungen und
basiert auf Korpora verschiedener Dokumente, wobei der Schwerpunkt auf massen-
medialen Materialien liegt. Anders als in den linguistisch geprägten Verfahren ist die
Diskursanalyse in den Kommunikationswissenschaften von der Auffassung geprägt,
„Diskurse hätten wesentlichen Anteil an der kollektiven Konstruktion sozialer Wirklich-
keit	und	gingen	stets	mit	Machtwirkungen	einher“	(ebd.:	121;	vgl.	auch	Scheufele	2008).
Anknüpfend an die Klassi]ikation diskursanalytischer Ansätze von Reiner Keller
(2011), orientiert sich diese Arbeit weitergehend an den Vorstellungen der wissensso-
ziologischen Diskursanalyse zur diskursiven Konstruktion gesellschaftlicher Ordnungen.
Keller	fasst	passend	dazu	zusammen:
„Die Wissenssoziologische Diskursanalyse untersucht diese gesellschaftliche
Praktiken und Prozesse der kommunikativen Konstruktion, Stabilisierung und
Transformation symbolischer Ordnungen sowie deren Folgen: Gesetze, Statisti-
ken, Klassi]ikationen, Techniken, Dinge oder Praktiken bspw. sind in diesem Sin-
ne	Effekte	von	Diskursen	und	‚Voraus‘-Setzungen	neuer	Diskurse“	(ebd.:	59).
Folglich stellt sich auch eine Passung der hier verfolgten Fragestellungen mit den typi-
schen Fragestellungen der Diskursanalyse ein (Keller 1997: 318ff.; Keller 2011: 70). Ne-
ben dem eigentlichen Diskursinhalt und -wandel stehen Auswirkungen und materiale
Diskurspraktiken in zeitgenössischen öffentlichen Diskursen, Kontroversen und Politi-
ken in Bezug auf das Phänomen im Mittelpunkt der Diskursanalyse. Typische Fragen
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sind solche nach den Gegenstandsbereichen, auf die sich Diskurse beziehen, nach ent-
scheidenden Ereignissen im Verlauf eines Diskurses, nach den Akteur*innen und ihren
diskursiven Strategien, nach zeitlichen Veränderungen, dem Erfolg und der Außenwir-
kung von Diskursen oder nach der Konstituierung bestimmter Phänomenbereiche (Kel-
ler	2011:	70).	
Die Forschung gibt für die methodische Umsetzung einer Diskursanalyse keine ein-
deutige Anleitung vor. Ablauf und Analysestrategie orientieren sich in den praktischen
Details immer an der Festlegung und Fragestellung des zu untersuchenden Diskurses.
„Mit anderen Worten: Diskursanalyse formuliert zuallererst einen breiten Gegenstands-
bereich, ein Untersuchungsprogramm, keine Methode“ (Keller 1997: 325; Hervorhebung
im Original). Dennoch beinhaltet auch ein schematischer Ablauf mindestens ein Verfah-
ren, nach dem das Dokumentenkorpus erstellt wurde und nach dem die Analyse der Do-
kumentendaten erfolgt ist. In groben Zügen folgt diese Arbeit einmal mehr den Ausfüh-
rungen	von	Keller	(2011:	85).
Erstellung	des	Dokumentenkorpus	
Das Verfahren der Datenselektion beginnt mit der Festlegung des zu untersuchenden
Diskurses. Für die vorliegende Arbeit wird der Diskurs thematisch de]iniert und kann als
allgemein	öffentlicher	Diskurs	über	die	Regeln	der	Plattformen	bestimmt	werden.
Dieser Diskurs operiert auf verschiedenen diskursiven Ebenen, die als „soziale Orte“
bezeichnet werden können (vgl. Jäger 2001: 99). Einen Diskurs über die Regeln der
Plattformen existiert sicherlich auch im Alltag, in den Unternehmen selbst oder in der
Politik. Der Diskurs, auf den hier abgestellt wird, wird dagegen in den Medien produ-
ziert. Dementsprechend bezog sich die Analyse auf Medien als bedeutsame Verbrei-
tungs- und Vermittlungsinstanzen von Diskursen, die diese prägen und strukturieren,
aber	gleichzeitig	auch	öffentliche	Kommunikation	schaffen	(vgl.	Fraas/Klemm	2005:	4).	
Dies hat sowohl Vor- als auch Nachteile. Grundsätzlich ist zu beachten, dass der
Mediendiskurs eine spezi]ische Eigenlogik aufweist, die darauf wirkt, wie Aussagen
dargestellt und produziert, aber auch rezipiert werden (vgl. Pundt 2008: 361). Auf der
anderen Seite bezeichnet der Mediendiskurs einen relativ öffentlichen und inklusiven
Diskurs. Ein Mediendiskurs nimmt andere Spezialdiskurse, etwa Wissenschaft, Wirt-
schaft und Politik, auf, nutzt dafür aber „allgemein verständliche“ Deutungs- und Be-
gründungsweisen eines Alltagsdiskurses, um ein größeres Publikum anzusprechen (vgl.
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Jäger 2001: 99; Keller 2001: 130). Dennoch repräsentiert der Diskurs nicht die Öffent-
lichkeit und sollte nicht mit einer inhaltlich kondensierten Form der Meinung der Bevöl-
kerung gleichgesetzt werden. Mediendiskurse sind eher als Abbild gesellschaftlicher Re-
levanzkonstruktionen zu verstehen (vgl. Pundt 2008: 361). Die mediale Vermittlung von
Themen lässt sich über den Weg der Massenmedien auch noch steigern. Claudia Fraas
und Michael Klemm (2005) identi]izieren die Verbreitung von Themenimpulsen durch
die Massenmedien gar als eine Voraussetzung dafür, dass diese auch gesellschaftliche
Diskurse auslösen. Obwohl die Bedingungen der Medien den Diskurs um private Gover-
nance prägen, kann diese Arbeit die „konstitutive Rolle der Medien im Prozess gesell-
schaftlicher Kommunikation“ (Pundt 2008: 12) nicht diskutieren. Es geht also nicht um
die Praktiken und Routinen derjenigen, die die Texte produzieren (Journalist*innen,
Medienhäuser).
Der hier zu untersuchende Diskurs soll in einem direkten Zusammenhang mit den
Regelwerken der Plattform stehen. Die Sammlung von Daten für die Diskursanalyse er-
fasste daher den Diskurs zu den Nutzungsbedingungen und den Gemeinschaftsstan-
dards für alle hier im Fokus stehenden sechs Plattformen. Damit wird eine direkte Ver-
bindung	von	Regeltext	und	diskursivem	Kontext	hergestellt.	
Wird dabei auf den Mediendiskurs abgestellt, gestaltet sich die Aufgabe der Auswahl
der Dokumente für die Erstellung des Korpus kompliziert. Einerseits muss das Korpus
valide und umfangreich genug sein, um die öffentliche Auseinandersetzung zu den Re-
geln global agierender Plattformen abzubilden, andererseits immer noch in dem Maße
handhabbar, dass eine qualitativ-interpretative Analyse der Dokumenteninhalte durch-
geführt werden kann. Für die Festlegung und zugleich Eingrenzung der zu untersuchen-
den Texte, in denen sich diskursive Praxis ‚entfaltet‘, war es also erforderlich, dem trans-
nationalen Geltungsbereich der Plattformregeln wie auch der begleitenden Diskurse
gerecht	zu	werden.
Die Entscheidung ]iel darauf, nur den englischsprachigen Mediendiskurs zu erhe-
ben, wobei keine weiteren Einschränkungen bezüglich der Art des Mediums oder hin-
sichtlich der Qualität oder Verbreitung vorgenommen wurden. Die weiteren Kriterien
für die Bestimmung der Dokumentendaten wurden schließlich von der Quelle selbst
vorgegeben. Die Grundlage für die Erhebung des medienöffentlichen Diskurses bildeten
Daten auf Artikelebene, die aus der Volltextdatenbank ‚Dow Jones Factiva‘ abgefragt
wurden.
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Die Datenbank Factiva
Factiva ist eine kommerzielle Volltextdatenbank für lizensierte Inhalte der Unter-
nehmen Dow Jones und Reuters. Über eine Suchmaske kann der Benutzer auf
Nachrichtenmedien, ausgewählte Internet- und Bloginhalte, Agenturmeldungen
und Unternehmensdaten zugreifen. Der Medienpool von Factiva umfasst mehr
als 32.000 Quellen in 28 Sprachen. Über eine Reihe von Boole’schen Operatoren
können	komplexe	Freitext-Suchabfragen	durchgeführt	werden.30
In mehreren Testläufen wurde die Datenbank durchsucht, wobei Suchkriterien de]iniert
und Parameter angepasst wurden. Zudem kam eine Liste mit Schlüsselbegriffen als ein
zentrales Selektionsprinzip zum Tragen (siehe Tab. 5). Diese basierte auf der zuvor
durchgeführten Dokumentenanalyse, in der die unterschiedlichen Bezeichnungen der
Nutzungsbedingungen und Gemeinschaftsstandards identi]iziert worden waren. Texte
wurden	danach	ausgewählt,	ob	sie	eine	dieser	Bezeichnungen	enthielten.
Tabelle 5   Suchparameter bei der Abfrage der Datenbank Factiva
Text
Nutzungsbedingungen: <platform> same ("terms of service" or "terms of use" or "terms and conditions")*
Gemeinschaftsstandards: <platform> same ("community guidelines" or "community standards" or "content 
policies" or "content policy" or "user guidelines" or "user policies" or "user 
policy")**
Date 01/01/2005 bis 31/12/2016







* Bei Facebook zusätzlich: or "statement of rights and responsibilities" 
** Entsprechend der Plattform zusätzlich: or "content code of conduct" (Facebook); or "twitter rules" (Twitter); or 
"acceptable use policy" or "rules to pin" (Pinterest)
30 Übersicht zum Produkt Factiva von Dow Jones, URL: http://www.dowjones.com/products/product-factiva/ [Zu-
griff	letztmalig	am	22.02.2019].
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Einschränkungen der globalen Factiva-Suche bestanden hinsichtlich der Nähe von Such-
wörtern zueinander. So mussten Plattform und Nutzungsbedingungen/Gemeinschafts-
standards im gleichen Absatz der Mediendokumente erscheinen. Des Weiteren erfasste
die Suche nur relevante Nachrichten- und Wirtschaftsquellen, wobei der Inhalt dieser
Kategorie grundsätzlich von Factiva bestimmt wird und nicht vollständig transparent ist.
Schließlich beschränkte sich die Suche auf englischsprachige Texte – damit war die Hoff-
nung verbunden, eine gewisse geogra]ische Breite des Diskurses im Textkorpus abbilden
und	dennoch	die	Dokumente	inhaltlich	verstehen	und	auswerten	zu	können.
Tabelle 6   Finales Korpus für die Diskursanalyse
















Das Ergebnis der Suche und Selektion über die Factiva-Datenbank resultierte in einem
Korpus aus 3.444 Dokumenten (siehe Tab. 6). Dieser Umfang erlaubte eine weitergehen-
de Analyse unter forschungsökonomischen und -praktischen Gesichtspunkten. Die Date-
nausgabe erfolgte als Textdatei (.rtf-Datei). Die Dateien wurden im Original gespeichert
und als Teil des Datenmanagements neu benannt und dokumentiert. Anschließend wur-
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den die Dateien so bearbeitet, dass sie sich automatisch in das Softwareprogramm für
qualitative Datenanalyse MAXQDA importieren ließen. Hier erfolgte dann die weitere in-
haltliche Analyse. Dazu war es notwendig, diejenigen Dokumente aus dem Korpus zu
entfernen, die keine Relevanz für die Untersuchung besaßen und nur zufällig die Such-
kriterien erfüllten. Die Tabelle 6 enthält einen Überblick über das ]inale Korpus für jeden
Untersuchungsfall und gibt außerdem Auskunft über den Zeitraum, den die verfügbaren
(ausgewählten)	Dokumente	erfassen.
Interpretative	Analytik	der	Diskursinhalte
Die computergestützte qualitative Analyse von Texten ist in der diskursanalytischen For-
schungspraxis angekommen (Keller 2011: 103; Diaz-Bone/Schneider 2004). Gerade bei
der Verwaltung großer Textmengen und -fragmente schafft sie eine hilfreiche Übersicht-
lichkeit. Die Software unterstützt in der empirischen Forschung in erster Linie die Da-
tenverwaltung, insbesondere bei der Strukturierung und Organisation von Textdateien.
Die Softwareprogramme zur qualitativen Datenanalyse nutzen dabei aus der Diskurs-
analyse bekannte Begriffe wie ‚Codes‘, ‚Memos‘ oder ‚Textbelege‘ und sortieren diese. Für
das Datenmanagement, die Au]bereitung und die Bildung des Kategoriensystems wurde
auf die Softwarelösung MAXQDA zurückgegriffen, von der bereits die Rede war. MAXQDA
erlaubt zudem gewisse quanti]izierende Auswertungen, wie zum Beispiel Wortfrequenz-
zählungen. Auf diese Werkzeuge wurde in Anbetracht der Menge an textuellen Daten
ebenfalls	zurückgegriffen.
Die direkte Auseinandersetzung mit dem Datenmaterial zur Interpretation und Re-
konstruktion des Diskurses bleibt dennoch die Grundlage des Analyseprozesses. „Der
schnelle und sortierte Überblick bspw. über die verschiedenen Aussagebestandteile, die
einem (oder mehreren) Codes zugeordnet sind, kann die Dateninterpretation und Hypo-
thesenbildung erleichtern, befördern, stimulieren – aber nicht die Analyseleistung der
Forschenden ersetzen“ (Keller 2011: 103). Für die Untersuchung von 3.444 Dokumenten
bedeutet dies, dass gewisse Verfahrensschritte und Codierregeln benötigt werden, die
eine sukzessive Annäherung an das Material erlauben. Dahingehend haben sich zwei we-
sentliche Aufgaben abgezeichnet: erstens die Erfassung der Kontextdimensionen des
Dokumentenkorpus und zweitens die interpretative Analytik der Inhalte. Im Folgenden
werden beide beschrieben. An dieser Stelle muss gleichwohl darauf hingewiesen wer-
den, dass die dargestellten Schritte in der Praxis nicht linear vollzogen wurden, sondern
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sich durch das iterative Vorgehen und den Wechsel zwischen Theorie und Methode so-
wie zwischen Dokumenten- und Diskursanalyse ergeben haben. Sie sollen auch hier nur
methodenübergreifend als Analyseschritte benannt werden, ohne dass dabei Ergebnisse
vorweggenommen	werden.
Diskurse sind niemals abgeschlossen, sondern interagieren und überlappen mit an-
deren Diskursen und referenzieren auf diese. Für die Einordnung ist es essenziell, die
Kontextdimensionen des festgelegten Diskurses, der Texte und der Aussagen zu erfas-
sen. Keller (ebd.: 100) weist in diesem Zusammenhang unter anderem auf die Relevanz
des historisch-sozialen, zeitdiagnostischen Kontextes hin, in dem Dokumente erzeugt
wurden. Das vorliegende Korpus umfasst zeitgenössische Dokumente einer englisch-
sprachigen Medienberichterstattung. Diese Berichte thematisieren wirtschaftliche Kri-
sen, gesellschaftliche Kon]likte und politische Spannungen auf lokaler, nationaler und
globaler Ebene. Um den wachsenden Geltungsbereich der Regeln und des Regeldiskur-
ses nachvollziehen zu können, war es erforderlich, diesen zeitdiagnostischen Kontext zu
rekonstruieren. Auf den besonderen institutionell-organisatorischen Kontext, in dem die
Daten entstanden sind, wurde zuvor bereits eingegangen. Bei den Texten handelt es sich
um journalistische Medientexte, die formaltypisch nach Überschrift, Untertitel, Episoden
im Haupttext, Hintergrundinformationen und Schlussfolgerungen strukturiert sind. Titel
und Untertitel von Medientexten sind von Bedeutung, weil sie oft die Quintessenz des
Textes enthalten. Für die Erfassung der formalen Struktur der Texte wurden zu Beginn
standardmäßige Kategorien des Factiva-Datenoutputs codiert, die sogenannten Field La-
bels.31 Damit waren für alle Dokumente die relevanten Informationen wie Überschrift,
Publikationsdatum	und	Nachrichtenquelle	erfasst.	
Da der Umfang des Korpus mit über 3.400 Dokumenten eine intensive qualitative
Auseinandersetzung mit jedem einzelnen Dokument nicht zuließ, wurde ein quanti]izie-
render Zugang für die interpretative Analyse der Inhalte der Dokumente gewählt. In An-
lehnung an die Vorschläge von William A. Gamson (Gamson 1988; Gamson/Modigliani
1989)32 zur Analyse öffentlicher Diskussionsprozesse wurden dabei zunächst an einzel-
31 MAXQDA bietet ein semi-automatisches Codieren an. Die Fundstellen einer Freitextsuche in allen oder ausge-
wählten Dokumenten (einzelne Schlüsselwörter, vor- oder nachstehende Sätze oder Absätze) lassen sich zu ei-
nem	neuen	Code	autocodieren.
32 Für die Entwicklung einer eigenen Vorgehensweise wurde auf die übersichtlichen und zusammenfassenden
Darstellungen	der	Gamson-Methode	bei	Keller	(2011:	40)	und	Donati	(2001)	zurückgegriffen.
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nen Texten Kategorien rekonstruiert, die dann die Grundlage des inhaltanalytischen Co-
dierschemas für das gesamte Korpus bildeten. Diese Analyse verknüpft die qualitative
Textanalyse mit der quanti]izierenden Auswertung eines großen Korpus an Dokumen-
ten. Das Vorgehen eignet sich, um öffentliche Aushandlungsprozesse über strittige Th-
emen, Problemdeutungen und Problemlösungsvorschläge verschiedener Akteur*innen
über einen längeren Zeitraum zu rekonstruieren. Politische Themen und Policy-Proble-
me etwa repräsentieren solche konkurrierenden Interpretationen der Realität und bil-
den das Terrain, in dem Themen und Probleme ausgehandelt werden (ebd.: 148). In
Gamsons Studien dokumentieren Texte aus Printmedien, die zuvor in entsprechend gro-
ßen	Mengen	analysiert	wurden,	diese	Auseinandersetzungen.
Die beiden Schritte gliederten sich im Einzelnen wie folgt: Wie zuvor beschrieben,
lieferte die Dokumentenanalyse Erkenntnisse zu den Standardkategorien nicht erlaubter
Inhalte und kommunikativer Verhaltensweisen auf Plattformen sowie zum Wandel
dieser Kategorien. Die Diskursanalyse schloss daran an. Die Standardkategorien nicht
erlaubter Nutzerinhalte bildeten dafür den Ausgangspunkt, die Änderungen wiederum
waren ein bedeutender Indikator für kontroverse und kon]liktreiche Auseinanderset-
zungen.	Diese	Auseinandersetzungen	schlugen	sich	auch	in	einem	Diskurs	nieder.	
Der Gamson-Methode folgend, wurde zunächst eine qualitative Analyse einzelner
exemplarischer Medientexte durchgeführt, die zu diesen spezi]ischen Kategorien von
Nutzerinhalten Aussagen machten. Um ausgewählte Standardkategorien von Inhalten
wurde ein Deutungspaket – ‚package‘ genannt – geschnürt (siehe Abb. 3). Dieses enthält
jeweils codierte Schlüsselwörter, die die Inhaltskategorie thematisch näher beschreiben,
sowie die zentralen Diskursakteur*innen und zentrale Ereignisse bzw. ‚issues‘, die refe-
renziert werden; darüber hinaus tiefergehende zentrale Deutungsmuster, -frames und
Argumentations]iguren. Letztere können zusammenfassend als das diskursspezi]ische
Interpretationsrepertoire bezeichnet werden (Keller 2011: 114). Diese Deutungspakete
enthalten die Kernaussagen der diskursiven Analyse und fokussieren zunächst auf das,
was tatsächlich zum Regelwerk von Plattformen gesagt oder geschrieben wurde. In ei-
nem ersten Interpretationsprozess wurden diese typischen Bestandteile der Packages
im Hinblick auf ihre bedeutungstragenden Elemente analysiert. Durch intensives Lesen
exemplarischer Texte ließen sich im Sinne eines Anfangsverdachtes erste Bedeutungs-
schattierungen, zeitliche Verschiebungen, Zusammenhänge und die zugrunde liegenden
angenommenen	Strukturen	wahrnehmen.	
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Abbildung 3 Allgemeines Codierschema: Vom Text zu ‚Packages‘
Anhand der rekonstruierten Deutungspakete wurde im nächsten Schritt ein Codiersche-
ma für die Verarbeitung größerer Textmengen erstellt. „Dabei gilt das Auftauchen spezi-
]ischer Argument- und Deutungsbausteine in einem zu codierenden Text als Indiz für
das Vorkommen des jeweiligen ‚package‘, aus dem es stammt“ (ebd.: 40). Das Auftauchen
bestimmter Package-Bestandteile deutet dann auf eine Aktualisierung des Deutungspa-
ketes bei den Rezipient*innen hin. Durch eine solche quanti]izierende Analyse ließen
sich die Themenkonjunkturen zu den jeweiligen Nutzerregeln von Plattformen nachvoll-
ziehen, und die gegenseitige Beein]lussung von Diskurs und Regeltext in bestimmten
Fällen konnte zeitlich plausibilisiert werden. Am Ende lässt sich diese als eine sogenann-
te Storyline, also ein diskursives Narrativ, rekonstruieren. Im Ergebnisteil werden drei
Storylines rekonstruiert, jeweils eine für Facebook, Twitter und YouTube. Im Anhang 2
wird veranschaulicht, wie sich das Vorgehen für die drei Bereiche umsetzen ließ. Zusätz-
lich wurde die Diskussion um die ‚Free-Speech‘-Dimension des erhobenen Diskurses in
einem weiteren Deutungspaket rekonstruiert. Dieser Diskursstrang ist gleichwohl losge-
löst von den konkreten Regelungen der Plattformen zu sehen. Hierbei geht es um die
grundsätzliche Rolle der Plattformen bei der Regelung gesellschaftlicher Meinungs- und
Informationsfreiheit.
Die Codierstrategie wurde selektiv und ]lexibel gehalten (ebd.: 106), das heißt, es
wurde auf die Aspekte im Diskurs fokussiert, die am meisten auffallen und die Haupt-
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probleme darstellen. Die Codierkategorien wurden im Verlauf des Forschungsprozesses
spezi]ischer, das Codiersystem wurde schrittweise umfangreicher. Eine Reorganisation
der	Codes	musste	möglich	bleiben.
Letztlich wurden verschiedene Ergebnisse zu übergreifenden, auf den Diskurs bezo-
genen Aussagen aggregiert und im Hinblick auf die verfolgten Fragestellungen interpre-
tiert. Dieser Schritt geht damit bereits in die Diskussion der empirischen Ergebnisse
über, in der plausible Zusammenhänge zwischen dem untersuchten Diskurs und den
spezi]ischen Entscheidungen der Plattformen sowie zu sozialen und politischen Prozes-
sen,	historischen	Trends	und	grundsätzlichen	Veränderungen	hergestellt	werden	sollen.
4 Zur Darstellung und Validierung der Ergebnisse
Angesichts der Fülle des Materials hinsichtlich der Anzahl und der komplexen Perspekti-
ven, die darin repräsentiert werden, soll an dieser Stelle auf gewisse Konventionen bei
der Darstellung der Ergebnisse im folgenden Kapitel eingegangen werden. Es wird auf-
gezeigt, welche Kriterien die Validität gewährleisten und die Ausgangsbasis für die Dar-
stellung	der	Ergebnisse	bilden.
Die Erkenntnisse aus der Dokumenten- und der Diskursanalyse werden im folgen-
den Kapitel integriert dargestellt. Die Resultate sind aus einem offenen, nicht gänzlich
standardisierten qualitativ-interpretativen Forschungsprozess entstanden. Da sich die
einzelnen Schritte zu oft wiederholten, kann nicht jedes Detail des gesamten For-
schungsprozesses schriftlich wiedergegeben werden. Die Darstellung sowohl des For-
schungsprozesses als auch der Ergebnisse bleibt somit unvollständig. Sie bezieht sich
vielmehr auf stark verdichtete Aussagen. Dennoch wird an der einen oder anderen Stelle
immer wieder Bezug auf die Untersuchungen genommen. Die im Forschungsdesign an-
gelegte Zweiteilung der methodischen Arbeiten in Dokumenten- und Diskursanalyse ba-
siert auf verschiedenen Datenquellen. Das Vorgehen bezieht sich zudem auf unter-
schiedliche Methoden der Datenerhebung und -auswertung. Letztlich werden dadurch
zwei Perspektiven auf das Phänomen einer privaten Governance der Plattformen ent-
wickelt und empirisch analysiert. In der folgenden Abbildung 4 werden diese beiden
Perspektiven auf das empirisch beobachtbare Phänomen zusammenfassend darge-
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stellt – ausgehend von den beiden leitenden Forschungsfragen, über die Wahl des jewei-
ligen methodischen Zugangs und das ausgewählte Datenmaterial, bis zu den Ergebnis-
sen,	die	aus	dem	jeweiligen	Verfahren	abgeleitet	werden	können.	
Abbildung 4 Forschungsdesign: Dokumenten- und Diskursanalyse
Dennoch soll das Ergebnis dieser Arbeit als eine Verknüpfung von Regeltext und Regel-
diskurs präsentiert und verstanden werden. Nur so kann im Sinne einer Perspektiven-,
Methoden- und Datentriangulation die Robustheit und Konstruktvalidität erweitert wer-
den (Flick 2010: 520). Die besondere Neuartigkeit dieser Forschung ergibt sich erst in
der Triangulation der Perspektiven. So erweitert und vervollständigt die Diskursanalyse
die Dokumentenanalyse erheblich – und damit auch den Blick auf das untersuchte
Phänomen.
Die Ergebnisse stehen außerdem nicht unter Kausalitätsverdacht. Regeln und Rege-
lungsdiskurs stehen in einem Wechselspiel zueinander; sie bedingen und formen sich
gegenseitig. Da diese Analyse den Vorteil bietet, längerfristige Entwicklungen nachvoll-
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ziehen zu können, lassen sich Erklärungen im Sinne der zeitlichen Plausibilisierung in
ihrem	Entwicklungsverlauf	trotzdem	überprüfen.
Das folgende Kapitel präsentiert die gewonnenen Ergebnisse. Es orientiert sich da-
bei am Forschungsdesign und beschreibt und visualisiert die Entwicklungen möglichst
eng am Material. Die Darstellungen versammeln verdichtete Auswertungen und versu-
chen anhand typischer Textpassagen aus dem Textkorpus, die Auswertung zu veran-
schaulichen und zu plausibilisieren. Zusammenfassende Befunde werden mit längeren
Textpassagen	aus	den	Korpora	ergänzt	und	expliziert.
Zur Zitierweise sei angemerkt, dass längere Textpassagen grundsätzlich zitiert wer-
den. Wird aus den Plattformdokumenten, also aus den Nutzungsbedingungen und Ge-
meinschaftsstandards, zitiert, wird diese Stelle wie folgt belegt: (Plattform, Dokument,
Jahr). Bei den Textpassagen aus der Diskursanalyse gestaltet sich dies indes komplexer.
Da die Materialien aus den Medien eine doppelte Funktion besitzen können, muss ihr
Stellenwert begründet werden (vgl. Keller 1997: 326). Zum einen dienen diese Dok-
umente dem Wissen über das Feld an sich. Sie beinhalten Informationen zu bestimmten
Sachverhalten und Gegenständen. In diesem Fall werden Texte wie jede andere Quelle zi-
tiert und im Literaturverzeichnis aufgeführt. Zum anderen dienen diese Dokumente der
Rekonstruktion des Diskurses und wurden ihren inhaltlichen Bedeutungen oder sprach-
lichen Mitteln entsprechend untersucht. Die Dokumente bezeichnen also empirische Da-
ten. Werden in diesem Zusammenhang Textpassagen zum Beleg der Analyse zitiert, so
erfolgt eine Referenzierung in der folgenden Weise: (Medium, Datum). Als empirische
Daten	werden	diese	Dokumente	nicht	im	Verzeichnis	der	Quellen	aufgeführt.
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V Ergebnisse
Das folgende Kapitel fokussiert nun auf die Datenarbeit und widmet sich der Darstellung
der Ergebnisse. Wie zuvor erläutert, kann hierbei nicht von einer vollständigen Rekon-
struktion der Daten ausgegangen werden. Vielmehr wird in den beiden folgenden Kapi-
teln versucht, das Wesentliche der Daten herauszuarbeiten und diese in geeigneter Art
und Weise darzustellen. Im Fokus steht somit der Wandel: einerseits der tatsächliche,
faktische Wandel der Plattformregeln über einen Zeitraum von mehreren Jahren, ande-
rerseits der wahrgenommene Wandel der Plattformregeln in der Reproduktion eines
medienöffentlichen Diskurses. Dabei sieht das konzeptionelle Forschungsdesign vor, die
Wandlungsentwicklung	zeitlich	plausibilisieren	zu	können.	
Für das weitere Vorgehen werden in beiden Teilen des Ergebniskapitels die Rohda-
ten des Textmaterials au]bereitet. Diese werden – wie zuvor beschrieben – möglichst
‚selbstgenügsam‘ dargestellt; das heißt, auf eine zu starke Abstraktion oder Interpretati-
on wird an dieser Stelle noch weitestgehend verzichtet. Die Ergebniskapitel beginnen je-
weils mit einem Überblick der Erkenntnisse zu Struktur und Wandel und gehen dann zu
spezi]ischen	Themen	und	einzelnen	Details	über.
1 Die Regeln der Plattformen im Wandel
Die Dokumentenanalyse dient der Rekonstruktion des Inhalts, der Struktur und des zeit-
lichen Wandels der schriftlich artikulierten Regeln der Plattformen als Teil einer priva-
ten Governance für Nutzerinhalte. Die Ergebnisse der Dokumentenanalyse sollen hier
als qualitativ-interpretative Stufen des Wandels und der Veränderung der Dokumente
dargestellt werden. Betrachtet werden formale Aspekte der Dokumente, die primären
Inhalte	sowie	latente	Kontextinformationen.
Die Selektion der Dokumente resultierte in einem Korpus aus letztlich 126 Dok-
umenten, die anschließend bezüglich ihrer Struktur und Themen inhaltsanalytisch aus-
gewertet wurden (siehe Tab. 4, S. 120). In die Analyse einbezogen wurden 67 Versionen
der allgemeinen Nutzungsbindungen der sechs Plattformen und 59 Versionen der Ge-
meinschaftsstandards. Im Anhang 1 werden alle untersuchten Dokumente noch einmal
chronologisch nach Plattform und Dokumententyp gelistet. Die Anzahl der Dokumente
pro Plattform ist unterschiedlich hoch und bezieht sich auf unterschiedliche Zeiträume.
Die Nutzungsbedingungen reichen im Fall von Facebook und Flickr bis ins Jahr 2004
zurück; eine erste Version der Gemeinschaftsstandards von YouTube ist auf das Jahr
2006	datiert.	
Wie im Methodenteil erläutert, lässt sich anhand der Anzahl der Dokumentversio-
nen nicht direkt auf die Häu]igkeit der Veränderungen der Regelwerke schließen. Eine
kontinuierliche Erhebung aller möglichen Versionen ließ sich aufgrund der Suchmetho-
de in der Factiva-Datenbank nicht realisieren. So sind auch zeitliche Lücken im Daten-
satz zu ]inden. Für YouTube konnten nur vier Versionen von Nutzungsbedingungen ein-
bezogen werden. Dennoch erlauben die gesammelten Versionen von
Nutzungsbedingungen und Gemeinschaftsstandards Aussagen zu Veränderungen über
einen Gesamtzeitraum von mehr als zehn Jahren. Um diesen Zeitraum überblicken und
das Korpus damit formal und strukturell beschreiben zu können, sind Indikatoren für
diese	Veränderungen	nützlich.
Ein erster Indikator ist die Bezeichnung der gesammelten Dokumente. So ]iel bereits
während der Suche nach Vorgängerversionen der Nutzungsbedingungen und Gemein-
schaftsstandards auf, dass sich sowohl der Ort der Veröffentlichung als auch die Bezeich-
nung der Plattformregeln änderte. Die folgende Abbildung 5 strukturiert das Korpus
nach Dokumententyp und nennt die entsprechende englische Bezeichnung. Die meisten
Plattformen bezeichnen die Nutzungsbedingungen schlicht als ‚Terms of Service‘ oder
‚Terms of Use‘. Dagegen kreierte Facebook im Jahr 2009 den Begriff ‚Statement of Rights
and Responsibilities‘. Bei den Gemeinschaftsstandards existieren deutlich mehr Bezeich-
nungsvarianten, die den direkten Bezug zur Plattform beschreiben, zum Beispiel die
‚Flickr Community Guidelines‘, ‚The Twitter Rules‘ oder die anfänglichen ‚Rules to Pin‘
von	Pinterest.	
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Abbildung 5 Bezeichnung der selek-




In Abbildung 5 wird schließlich auch die zeitliche Sequenz der Etablierung der Regel-
werke im Vergleich indiziert. Während eine erste Version der Nutzungsbedingungen
gleichzeitig mit dem öffentlichen Launch der Plattform publiziert wurde, entstanden die
Gemeinschaftsrichtlinien für viele der hier untersuchten Plattformen erst im Verlauf der
Geschäftstätigkeiten einige Zeit später. Dieser Befund deckt sich mit der substanziellen
Entwicklung der Regeln für die Nutzerinhalte: Anfangs enthielten die Nutzungsbedin-
gungen ein erstes Set an Regeln, das die Erstellung von Nutzerinhalten und das Verhal-
ten auf der Plattform betraf. Später wurde dieses Set in veränderter Form in separate
Gemeinschaftsrichtlinien	oder	spezi]ischere	Content	Policys	ausgelagert.	
Hierbei handelt es sich um eine generelle Entwicklung. Alle Plattformen kreierten
im Laufe ihrer Entwicklung eine Reihe zusätzlicher Policy-Dokumente, die spezielle
Bereiche der Plattform, Regeln und Verfahren für bestimmte Nutzergruppen, Inhalte
oder Nutzungsweisen detaillierter beschreiben. Twitter kann hier als ein extremes Bei-
spiel aufgeführt werden: Neben den Nutzungsbedingungen und den ‚Twitter Rules‘ (Ge-
meinschaftsstandards) etablierte Twitter über 15 weitere Policys, unter anderem zu Th-
emen wie Identitätsbetrug, Urheberrecht, sexueller Missbrauch von Kindern,
Unterdrücken von Inhalten in bestimmten Ländern, Name-Squatting und inaktive
Benutzerkonten.	
Aufgrund rechtlicher Normen müssen den Nutzer*innen die Nutzungsbedingungen
zur Verfügung gestellt werden, und zwar in einer Art und Weise, dass diese ihnen auch
zustimmen können. Die Nutzungsbedingungen erhielten insofern schnell einen Stan-
dardplatz auf der Plattform. Alle hier untersuchten Unternehmen veröffentlichen die Do-
kumente als verlinkte Internetseite auf der Start- und Anmeldeseite der Plattformen.
Möchte sich eine Person ein neues Benutzerkonto anlegen, so wird sie zur Zustimmung
zu	den	Nutzungsbedingungen	aufgefordert.	
Der Ort, an dem die Gemeinschaftsrichtlinien veröffentlicht werden, ist dagegen von
Plattform zu Plattform unterschiedlich. Die meisten Plattformen bündeln aber mittler-
weile Nutzungsbedingungen, Gemeinschaftsstandards und Datenschutzrichtlinie sowie
die Richtlinien für weitere Aktivitäten an einem Ort als Quelle bedeutsamer Ressourcen.
YouTube verlinkt alle zusätzlichen Policys unter einem ‚Policy and Safety Hub‘ bzw. ei-
nem	‚Policy	Center‘.	
Die formelle Beschreibung der Nutzungsbedingungen und Gemeinschaftsrichtlinien
erfolgte bereits ausführlicher im Methodenteil. Generell kann gesagt werden, dass sich
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die Dokumente in ihrer äußeren und gestalterischen Form unterscheiden. Häu]ig sind
Änderungen des Layouts und des Designs mit grundlegenden Änderungen an der inhalt-
lichen Struktur und der Substanz der Regeln verbunden. Um den Inhalt der Dokumente,
die thematische Struktur, die substanziellen Regeln der Kommunikation und die Verän-
derungen soll es im folgenden Abschnitt gehen. Dabei werden zuerst die wesentlichen
Inhalte und Veränderungen der Nutzungsbedingungen rekonstruiert, bevor im An-
schluss die Gemeinschaftsrichtlinien fokussiert werden. So wird die jeweilige Funktion
der	Dokumente	verdeutlicht.
1.1 Nutzungsbedingungen: Rechte und Pflichten der Kommunikation
Die Nutzungsbedingungen oder auch allgemeinen Geschäftsbedingungen (AGB) der
Plattformbetreiber stellen private Verträge zwischen Unternehmen und individuellen
oder kollektiven Nutzer*innen dar. Sie enthalten die impliziten und expliziten Rechte
und P]lichten der Plattform und ihrer jeweiligen Nutzer*innen und schließen darüber
hinaus bestimmte Rechte Dritter ein. In den vertraglichen Vereinbarungen de]inieren die
Plattformen einseitig gegenüber einer unbegrenzten Anzahl von Nutzer*innen die Stan-
dardbedingungen der Kommunikation und Interaktion. In Facebooks so genanntem Stat-
ement for Rights and Responsibility wurde dies einleitend einmal so formuliert: “This
Statement of Rights and Responsibilities (‘Statement’, ‘Terms’, or ‘SRR’) derives from the
Facebook Principles, and is our terms of service that governs our relationship with users
and others who interact with Facebook, as well as Facebook brands, products and
services, which we call the ‘Facebook Services’ or ‘Services’” (Facebook, Statement of
Rights	and	Responsibilities,	29.03.2015).	
Wollen Nutzer*innen die Plattform nutzen, muss den Bedingungen, wie für Stan-
dardverträge üblich, als Ganzem en bloc zugestimmt werden. Diese Take-it-or-leave-it-
Mentalität machte Pinterest in der ersten hier untersuchten Version seiner Nutzungsbe-
dingungen deutlich und formulierte: “If you do not agree to these Terms, please do not
access the Site or use the Services” (Pinterest, Terms of Use, 01.05.2010). Diese For-
mulierung ist mittlerweile jedoch nicht mehr existent, und auch der restliche Text der
Nutzungsbedingungen	änderte	sich.
Das rasante Wachstum der Plattformen hinsichtlich der Nutzerzahlen und der ver-
breiteten Inhalte sowie die Entwicklung mehrseitiger Plattformgeschäftsmodelle führ-
ten bei allen Plattformen zu mehr oder weniger starken Änderungen und Anpassungen
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der Nutzungsbedingungen. Die Wortanzahl ist ein wesentliches Indiz für den Wandel
von Regeln. Abbildung 6 enthält eine Darstellung aller 67 selektierten Dokumente zu
den Nutzungsbedingungen der Plattformen in zeitlicher Folge anhand der Anzahl der
Wörter.
Abbildung 6 Anzahl der Wörter untersuchter Nutzungsbedingungen nach Plattformen; n=67
* Flickr nur 2004 bis 2006, danach Yahoo.
Der quantitative Umfang der Dokumente und die substanziellen Elemente gehen hier
Hand in Hand. Im zeitlichen Verlauf zeigt sich, bei welchen Überarbeitungen Wörter hin-
zukamen oder gestrichen wurden. Es lässt sich erkennen, dass über gewisse Zeiträume
inkrementelle Anpassungen vorgenommen wurden; darüber hinaus deuten manche Än-
derungen auf eine komplette Überarbeitung des Textes hin. Die meisten der hier unter-
suchten Plattformdokumente offenbaren recht unterschiedliche und teilweise zeitlich
versetzte Entwicklungen. So wuchs der Umfang der Nutzungsbedingungen von Tumblr
und Twitter beständig, während es bei Facebook und Pinterest nach den ersten Jahren
des Anstiegs der Wortanzahl zu drastischen Kürzungen kam. Dieser radikale Schnitt
kann nicht allein mit dem Streichen von Wörtern erklärt werden. Vielmehr sind kom-
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plette strukturelle und inhaltliche Änderungen der Nutzungsbedingungen vorgenom-
men worden. Beim Internetunternehmen Yahoo (damaliger Mutterkonzern von Flickr)
wiederum zeigen sich kaum Änderungen hinsichtlich des Umfangs der Nutzungsbedin-
gungen. Diese Stabilität spiegelt sich auch in einem gleichbleibenden Inhalt wider. Abge-
sehen von minimalen Änderungen sind die Nutzungsbedingungen von Yahoo heute noch
die	gleichen	wie	vor	zehn	Jahren.
Die Nutzungsbedingungen de]inieren in umfangreicher Art und Weise Rechte und
P]lichten für jegliche denkbare Nutzungsweise. Darunter ]indet sich eine ganze Reihe
von erlaubten und nicht erlaubten Nutzungsformen und Verhaltensweisen. Priorität bei








Diese Regelungsaspekte bilden das Grundgerüst für jegliche Governance-Mechanismen
einer Plattform, die nutzergenerierte Inhalte bereitstellt. Sie werden daher im Folgenden
noch	einmal	ausführlicher	besprochen.
• Zugangskontrolle
Plattformen bieten einen kostenlosen Service an und präsentieren sich als offen für alle
Menschen, zu jeder Zeit und überall. Der Erfolg des Dienstes hängt maßgeblich von der
Fähigkeit des Unternehmens ab, Nutzer*innen davon zu überzeugen, sich zu registrie-
ren, andere einzuladen sowie Inhalte verschiedener Art zu nutzen, zu erstellen und zu
verbreiten. Diese Aktivitäten steigern den Wert des Netzwerkes für die Nutzer*innen,
aber auch den Wert der Plattform als kommerzielle Einheit. Neben dieser generellen Of-
fenheit spezi]izieren die Plattformen Zugriffsbeschränkungen. So gibt es Altersbeschrä-
nkungen (heute meist ab 13 Jahren), Festlegungen zur möglichen Anzahl der Konten
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oder die P]licht zur Verwendung von Klarnamen. Facebook verbietet explizit die Nut-
zung	der	Plattform	durch	verurteilte	Sexualstraftäter.
• Allgemeine	Bedingungen	der	Nutzung	der	Plattform
Hiermit werden der Anwendungsbereich der Regeln (sowohl hinsichtlich des Dienstes
als auch der Nutzer*innen und anderer Sektoren) sowie der geogra]ische Geltungs-
bereich der Nutzungsbedingungen de]iniert. Im Mittelpunkt stehen grundsätzliche Fra-
gen der Beziehungen zwischen Plattform und Anwender*innen. Darunter fallen unter
anderem die Bedingungen, unter denen die Betreiber den Dienst bereitstellen, und die
generellen Nutzungsweisen. Darüber hinaus ]inden sich hier Hinweise darauf, dass sich
diese Regeln jederzeit ändern können. Manchmal wird auch auf weitere grundlegende
Dokumente referenziert; dies ist zum Beispiel beim Verweis auf die Datenschutzbestim-
mungen	oder	weitere	Policy,	wie	etwa	die	kommerzielle	Nutzung,	der	Fall.
• Nutzung	und	Weiterverwendung	vorhandener	Inhalte
Dass sie Zugang zu Inhalten anderer Nutzer*innen erhalten, diese anschauen, weiterver-
breiten, herunterladen oder gar bearbeiten können, beinhaltet die eine Seite des Nutzen-
versprechens, das den Plattformnutzer*innen gegeben wird. Die entsprechenden Regeln
legen gewissermaßen die Bedingungen für den Konsum vorhandener Inhalte fest. Platt-
formen gewähren Nutzer*innen hierfür eine Lizenz zur Nutzung der Produkte und In-
halte. Bei Tumblr umschließt diese Lizenz die folgenden Nutzungsweisen: Es ist Nut-
zer*innen gestattet „to download, store, view, display, perform, redistribute, and create
derivative works of Content solely in connection with your use of, and in strict accor-
dance with the functionality and restrictions of, the Services […]. This means, for examp-
le, that we license Content to you for purposes of reblogging“ (Tumblr, Terms of Service,
31.03.2015).
• Erstellung	von	Inhalten	und	unzulässige	Verhaltensweisen
In einem Set aus Regeln wird nun die Nutzung der Plattform für die Produktion nutzer-
generierter Inhalte bestimmt. Dazu gehört einerseits die Befolgung bestimmter Verhal-
tensweisen und anderseits die Gewährung einer Nutzungslizenz von den Nutzer*innen
an die Plattform. Damit wird das Ziel verfolgt, risikoreiche Inhalte auf der Plattform zu
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verhindern, aber die Verbreitung aller anderen Inhalte möglichst ungehindert zu ermög-
lichen – Viralität ist erwünscht. Bei der Erstellung von Inhalten müssen die Urheber-
rechte und die Rechte Dritter beachtet werden. Der Schutz von Minderjährigen basiert
hauptsächlich auf der Zugangsregelung. Anders als im Gesetz wird in den Regeln keine
kategoriale Unterscheidung zwischen erlaubten Inhalten für Erwachsene und solchen
für Minderjährige vorgenommen. Inhalte werden hier also nicht altersgerecht klassi]i-
ziert,33 sondern es wird versucht, die Erstellung unerwünschter Inhalte durch einen Ap-
pell	an	alle	Nutzer	und	einen	Verweis	auf	Gemeinschaftsrichtlinien	zu	reduzieren.
Es ]indet sich eine Reihe von Themen, die als Problembereiche identi]iziert wurden,
zum Beispiel illegale und schädliche Inhalte oder Verhaltensweisen, die gegen die Ge-
schäftsinteressen verstoßen. Die Plattformen legen auch in den Nutzungsbedingungen in
einer Art Kurzversion unzulässige Inhalte und Verhaltensweisen dar. Die ausführlichere
Beschreibung ist dann in den Gemeinschaftsrichtlinien enthalten. Etabliert wird hier ein
Schutzsystem	gegen	geschäftliche	Risiken.	
Zum anderen wird in den Regeln, die die Erstellung eigener Inhalte und unzulässige
Verhaltensweise darlegen, das Geschäftsinteresse der Plattform deutlich. Im Kern dieser
Regeln wird die Content-Moderation legitimiert, indem sich Plattformen das Recht an
der Nutzung der Inhalte einräumen lassen, aber gleichzeitig die Verantwortung für diese
Inhalte nach wie vor bei den Nutzer*innen belassen. So heißt es bei Twitter seit Jahren
an erster Stelle der Basic Terms: „You are responsible for your use of the Services, for
any Content you post to the Services, and for any consequences thereof“ (Twitter, Twit-
ter	Terms	of	Service,	2009–2016).
Dieser vertragliche Mechanismus kann als ein Nexus zwischen Content Ownership
(Eigentum am Inhalt), Content Licence (Lizenz am Inhalt), Content Responsibility (Ver-
antwortung für Inhalt) und Content Control (Kontrolle über Inhalte) beschrieben wer-
den. Dies besagt im Grunde, dass die Nutzer*innen jegliche Besitzrechte an den Inhalten,
die sie erzeugen, behalten, den Plattformen eine umfangreiche Lizenz zur Nutzung
dieser Inhalte gewähren und damit weiterhin für die Zulässigkeit dieser Inhalte und de-
ren Verbreitung verantwortlich sind. Erst später ermöglichten Plattformen den Nut-
zer*innen, auch eine gewisse Kontrolle über diese Inhalte ausüben zu können. Diesen
vertraglichen Mechanismus entwickelten die Plattformen erst über Jahre, was sich an-




hand der Nutzungsbedingungen nachvollziehen lässt. Als Beispiele für die konkreten
Formulierungen sind im Folgenden die entsprechenden Paragrafen von YouTube, Pinte-
rest und Facebook (siehe Tabelle 7, 8 und 9) mit jeweils eigenen Schwerpunkten
aufgeführt.
Tabelle 7   Beispiel YouTube: Content Ownership – Content Licence
Jahr Formulierung in YouTubes Nutzungsbedingungen [Hervorhebungen K.G.]
2015 You retain all of your ownership rights in your Content, but you are required to grant limited li-
cence rights to YouTube and other users of the Service.
Tabelle 8   Beispiel Pinterest: Content Ownership – Content Responsibility
Jahr Formulierung in Pinterests Nutzungsbedingungen [Hervorhebungen K.G.]
2012 You retain all of your rights in all of the User Content you post to our Service. 
2015 You retain all rights in, and are solely responsible for, the User Content you post to Pinterest. 
Tabelle 9   Beispiel Facebook: Content Ownership – Content Control
Jahr Formulierung in Facebooks Nutzungsbedingungen [Hervorhebungen K.G.]
2005 All content on Web site, including but not limited to design, text, graphics, other files, and their 
selection and arrangement (the "Content"), are the proprietary property of Facebook or its li-
censors. All rights reserved.
2007 All content on the Site and available through the Service, including but not limited to designs, 
text, graphics, pictures, video, information, applications, software, music, sound and other files,
and their selection and arrangement (the "Site Content"), are the proprietary property of the 
Company, its users or its licensors with all rights reserved.
2008 Facebook does not assert any ownership over your User Content; rather, as between us and 
you, subject to the rights granted to us in these Terms, you retain full ownership of all of your 
User Content and any intellectual property rights or other proprietary rights associated with 
your User Content.
2009 You own all of the content and information you post on Facebook, and you can control how we 
share your content through your privacy and application settings.
2015 You own all of the content and information you post on Facebook, and you can control how it is
shared through your privacy and application settings.
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Ausgehend von der De]inition bestimmter Inhalte und kommunikativer Verhaltenswei-
sen als unzulässig, der die Nutzer*innen ebenso zustimmen, haben Plattformen damit
das Recht, in die Nutzerkommunikation einzugreifen, aber nicht die P`licht, dies zu tun.
Dieser Aspekt wird unter anderem in den Absätzen zur ‚Limitation of Liability‘ noch ein-
mal	verdeutlicht.
• Kontroll-	und	Sanktionsmaßnahmen	bei	Fehlverhalten
Hierunter fallen alle Compliance-Aspekte, die festlegen, wie Streitigkeiten beigelegt wer-
den und welche Modalitäten der Durchsetzung von Sanktionen bei Verstößen existieren.
Darunter fallen Bestimmungen, die sich mit Beschwerdemechanismen befassen und bei-
spielsweise beschreiben, wie Nutzer*innen gegen eine Entscheidung des Unternehmens
Einspruch erheben können. Außerdem wird die Zusammenarbeit mit Strafverfolgungs-
behörden und Dritten geregelt. Entsprechend den jeweils geltenden Gesetzen kann es
bei rechtlich unzulässigen Verhaltensweisen oder Inhalten zu einer Ermittlung seitens
der Strafverfolgungsbehörden kommen. Schließlich enthalten die Regeldokumente eini-
ge Paragrafen, die die plattformeigenen Sanktionsmechanismen erklären. Übliche Sank-
tionsmaßnahmen bei Verstößen umfassen die Löschung des Inhalts, die zeitweise Sper-
rung des Zugangs oder die permanente Schließung des Kontos. Twitter formuliert das
Recht, aber nicht die Verp]lichtung zur Kontrolle und Sanktionierung der Inhalte wie
folgt: „We reserve the right at all times (but will not have an obligation) to remove or re-
fuse to distribute any Content on the Services, to suspend or terminate users, and to re-
claim usernames without liability to you“ (Twitter, Twitter Terms of Service,
27.01.2016).
• Beendigung	des	Vertragsverhältnisses
Schließlich enthalten die Nutzungsbedingungen die Verfahren, mit denen das Vertrags-
verhältnis beendet werden kann. Alle Plattformen räumen ihren Nutzer*innen die Mög-
lichkeit ein, ihr Zugangskonto zu löschen. Inwiefern die generierten Daten und Inhalte




Damit sind die wesentlichen vertraglichen Elemente und Mechanismen genannt, die
Plattformen für nutzergenerierte Inhalte formulieren, um den Gebrauch im Sinne der
Plattform zu ermöglichen und eine Haftung infolge von Missbrauch möglichst auszu-
schließen. Im Rahmen eines Vergleichs der Versionen der Nutzungsbedingungen im Ver-
lauf der Zeit kann die Herausbildung eines Geschäftsmodells der Plattform nachvollzo-
gen werden. Der oben beschriebene vertragliche Mechanismus, bei dem erstellte Inhalte
Eigentum der Nutzer*innen bleiben, diese dafür aber eine Nutzungslizenz an die Platt-
form vergeben, ist dafür grundlegend. Die Herausbildung des heutigen mehrseitigen
Plattformgeschäftsmodells lässt sich vertiefend betrachten, wenn die essenziellen As-
sets, also die Wirtschaftsgüter der Plattformen, in den Blick genommen werden. Plattfor-
men de]inieren diese in den Nutzungsbedingungen, indem erläutert wird, was sie unter
nutzergenerierten Inhalten oder Nutzerdaten verstehen und was Informationen sind.
Am Beispiel von Facebook wird im Folgenden veranschaulicht, wie sich diese De]initio-
nen zwischen 2004 und 2015 geändert haben (siehe Tab. 10). Dabei zeigt sich vor allem,
dass über die Jahre hinweg immer neue Assets integriert wurden. Die inhaltlichen Ände-
rungen	wurden	farblich	hervorgehoben.
Tabelle 10   Definition essenzieller Assets bei Facebook, 2004 bis 2015
2004 „content“
any content, photos or profiles
2005 „content“ „member content“
All content on Web site, inclu-
ding but not limited to design, 
text, graphics, other files, and 
their selection and arrangement
the content, photos or 
profiles Content that you 
publish or display (herein-
after, "post") on the 
Service, or transmit to 
other Members. 
2006 „site content“ „user content“ „third party content“
All content on the Web site, in-
cluding but not limited to de-
signs, text, graphics, pictures, 
video, information, software, 
music, sound and other files, 
and their selection and 
arrangement
the photos, profiles, mes-
sages, notes, text, infor-
mation, music, video, ad-
vertisements and other 
content that you upload, 
publish or display (herein-
after, "post") on or through
the Service or the Site, or 
transmit to or share with 
other Users
articles, photographs, 
text, graphics, pictures, 
designs, music, sound, 
video, information, soft-
ware and other content 
belonging to or origina-
ting from third parties
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2009 „content“ „information“ „data“ „IP Content“
By "content" we mean anything
you post on Facebook that 
would not be included in the 
definition of "information."
By "information" we mean 
facts and other informati-
on about you, including 
actions you take.
By "data" we mean con-
tent and information that 
third parties can retrieve 
from Facebook or provi-
de to Facebook through 
Platform.
For content that 




2015 By "content" we mean anything
you or other users post, provi-
de or share using Facebook 
Services.
By "information" we mean 
facts and other informati-
on about you, including 
actions taken by users and
non-users who interact 
with Facebook.
By "data" or "user data" 
or "user's data" we mean
any data, including a 
user's content or infor-
mation that you or third 
parties can retrieve from 
Facebook or provide to 
Facebook through 
Platform.
For content that 




Bei einer derartigen Betrachtung der Inhalte der Nutzungsbedingungen zeigen sich in
sprachlicher Hinsicht bereits die Unterschiede zwischen den beiden Typen von Dok-
umenten, die untersucht wurden. Nutzungsbedingungen sind rechtsverbindliche ver-
tragliche Vereinbarungen und daher durch eine juristische Terminologie charakterisiert.
Die Komplexität des Textes nahm im Laufe der Jahre aufgrund zunehmend verschachtel-
ter Sätze und neuer Aneinanderreihungen zu. Mittlerweile versuchen Plattformen, die
Texte durch zusätzliche Erklärungsteile oder Tipps für die Leser*innen leichter ver-
ständlich zu machen. Auch die Sprache der Nutzungsbedingungen wurde vereinfacht:
Sätze wurden kürzer und bestimmte Passagen, etwa zu nicht erlaubten Verhaltenswei-
sen, klarer formuliert. Tumblrs Nutzungsbedingungen erscheinen heute leicht lesbar
und auf die Zielgruppe der Plattform zugeschnitten. Die dringende Aufforderung zur Be-
achtung	des	Mindestalters	liest	sich	folgendermaßen:	
„You have to be at least 13 years old to use Tumblr. We’re serious: it’s a hard rule,
based on U.S. federal and state legislation. “But I’m, like, 12.9 years old!” you
plead. Nope, sorry. If you’re younger than 13, don’t use Tumblr. Ask your parents
for	a	Playstation	4,	or	try	books“	(Tumblr,	Terms	of	Service,	27.01.2014).
Die Nutzungsbedingungen sind somit auch ein sprachliches Instrument der Plattform,
um mit den Nutzern und einer breiteren Öffentlichkeit zu kommunizieren. Diese diskur-
sive Ebene von Nutzungsbedingungen drückt sich in der Ansprache der Nutzer, in der
Gestaltung und Form der Dokumente oder eben in der Formulierung der Klauseln aus.




Facebook ist in diesem Zusammenhang ein interessantes Beispiel. Das Unternehmen
präsentierte die Nutzungsbedingungen in den ersten Jahren immer gemeinsam mit ei-
ner Einführung dazu, als was sich die Plattform selbst versteht. So hieß es in einer der
ersten hier untersuchten Nutzungsbedingungen aus dem Jahr 2004 zur Begrüßung bei
Thefacebook: „Welcome to Thefacebook, an online directory that connects people
through networks of academic centers“ (Facebook, Terms of Use, 2004). In den folgen-
den Jahren änderte sich diese Beschreibung – Facebook verstand sich nunmehr als „a so-
cial utility that connects you with the people around you“ (Facebook, Terms of Use,
2006). Mit der Umbenennung und kompletten Neubearbeitung der Inhalte des dann so-
genannten Statement of Rights and Responsibilities zur Vorbereitung des Börsengangs
im	Jahr	2009	ent]iel	diese	einführende	Begrüßung	in	den	Nutzungsbedingungen.
1.2 Gemeinschaftsrichtlinien: Die Grenzen erlaubter Kommunikation
Von besonderer Relevanz im Regelwerk der Plattformbetreiber sind die Richtlinien oder
Standards für die Erstellung von Nutzerinhalten. Die sogenannten Gemeinschaftsrichtli-
nien (engl. ‚Community Guidelines‘ oder ‚Community Standards‘) oder Regeln für die zu-
lässige Nutzung (‚Acceptable Use Policy‘) beinhalten spezielle Anforderungen an die In-
halte der Kommunikation und das kommunikative Verhalten der Nutzer*innen auf der
Plattform.
Erste Anzeichen für das Au]kommen bestimmter Regeln für die Inhalte und Kom-
munikation der Plattformnutzer*innen fanden sich in den Nutzungsbedingungen, die
zeitgleich mit dem öffentlichen Launch der Plattform veröffentlicht wurden. Meist einige
Jahre später wurden diese Regelansätze dann in Form von Gemeinschaftsrichtlinien in
separate Dokumente ausgelagert und den Nutzer*innen wie auch der Öffentlichkeit als
ergänzende Plattform-Policys zur Kenntnisnahme vorgelegt. Heutzutage hat sich das Re-
gelwerk darüber hinaus weiter ausdifferenziert: So gibt es eine Vielzahl von sogenann-
ten Content Policys, die De]initionen, Beispiele und die Verfahrensweise der Plattform
noch detaillierter darstellen. Viele Plattformen verfügen beispielsweise über gesonderte
Spam-Policys, Twitter de]inierte besondere Verfahren für Parodien und Nachahmungs-
zugänge,34 und YouTube verfügt neben den allgemeinen Community-Richtlinien zusätz-
34 Eine Übersicht über alle ‚Rules and policies‘ von Twitter, darunter beispielsweise die ‚Impersonation policy‘, die
‚Child sexual exploitation policy‘ und die ‚Parody, newsfeed, commentary, and fan account policy‘, ]indet sich im
Help	Center;	URL:	https://help.twitter.com/en/rules-and-policies	[Zugriff	letztmalig	am	02.01.2019].
V. Ergebnisse 149
lich über eine Reihe von ‚sonstigen Richtlinien‘ zu verschiedenen Themen wie vulgärer
Sprache oder inaktiven Konten.35 Alle diese öffentlichen Regelwerke und Policys werden
heutzutage an einem Ort auf der Plattform übersichtlich gebündelt und verlinkt. Allein
die Fülle an zusätzlichen Inhalts-Policys zeigt bereits die Komplexität der Aufgabe, Re-
geln und Regelungsverfahren für vielfältige – oder besser: unübersichtliche – Nutzer-
kommunikation	zu	formulieren.	
Die Darstellung der Ergebnisse im Anschluss bezieht sich auf die Gemeinschafts-
richtlinien als das Hauptdokument für die allgemeine Regelung der Nutzerkommunikati-
on auf Plattformen (siehe Abb. 7). Wie auch bei den Nutzungsbedingungen zuvor, gilt der
erste Blick dem Umfang der Dokumente, der anhand der Anzahl der Wörter im zeitli-
chen	Verlauf	dargestellt	wird.
Abbildung 7 Anzahl der Wörter untersuchter Gemeinschaftsrichtlinien nach Plattformen; n=59
35 Eine Übersicht zu YouTubes sonstigen Richtlinien für Inhalte, darunter beispielsweise zu vulgärer Sprache und




Hier deutet sich eine andere Entwicklung der Dokumente an als bei den Nutzungsbedin-
gungen. Der Umfang der Gemeinschaftsstandards stieg bei allen Plattformen im Unter-
suchungszeitraum zunächst über mehrere Jahre an. Nachdem die Texte anfangs eher
knapp und bündig gehalten waren, wuchs ihr Umfang sukzessive. Der Anstieg der Wort-
anzahl deutet in dieser ersten Phase auf grundsätzliche Überarbeitungen der Gemein-
schaftsrichtlinien in Inhalt und Form hin. Die Regeln wurden erweitert und ausführli-
cher erklärt. Für die letzten beiden Jahre des Untersuchungszeitraums, etwa ab 2014,
lassen sich dagegen abrupte Veränderungen im Umfang der Dokumente feststellen. Pin-
terest und Facebook erweiterten die Dokumente um fast das Doppelte, während YouTu-
be die Community Standards wesentlich kürzte. Pinterest kürzte dann wiederum im Jahr
2015	den	Einstiegstext	der	Regeln	stark:	von	etwa	2.400	auf	knapp	800	Wörter.
Diese letztgenannten Kürzungen der Texte sind, wie sich herausstellte, nicht auf eine
Verknappung der Sprache oder der Regeln zurückzuführen, sondern auf die technischen
Möglichkeiten, Inhalte individuell auf Webseiten ein- oder auszublenden. Nutzer*innen
von Pinterest können sich beispielsweise heute unter jeder Regel zu einem unerlaubten
Inhalt eine zusätzliche Erklärung anzeigen lassen, die die Regel noch einmal in einer
Kurz-	und	einer	Langversion	ausführt	und	Beispielbilder	präsentiert.	
Auch die Sprache der Gemeinschaftsrichtlinien ist eine andere als die der Nutzungs-
bedingungen. Gemeinschaftsrichtlinien waren hinsichtlich der Wortwahl schon immer
erklärender und nutzen zudem ein einfacheres Vokabular als die rechtlichen Nutzungs-
bedingungen. Die Sätze sind kurz gehalten und einfach strukturiert. Heutzutage zeich-
nen sich die Gemeinschaftsrichtlinien durch detaillierte und anschauliche Beschreibun-
gen und Begründungen aus. Oft fassen sie die Essenz der Regeln noch einmal kurz und
prägnant zusammen, betten Beispiele und Erklärvideos ein und sind mit weiteren Infor-
mationen verlinkt. Insgesamt ist festzustellen, dass es die Gemeinschaftsstandards in der
Form eines einzigen linearen Webdokuments mit allen Regeln nicht mehr gibt. Die Richt-
linien zu unzulässigen Inhalten erstrecken sich über mehrere Dokumente, sind an sich




In den Gemeinschaftsrichtlinien wird eine Reihe von Inhalten und kommunikativen Ver-
haltensweisen benannt, die auf der Plattform nicht erlaubt sind. Anfangs waren diese In-
halte oft durch nicht mehr als eine Aufzählung von Attributen beschrieben worden. In ei-
ner der ersten Gemeinschaftsrichtlinien von Facebook wurde untersagt, ‚Inappropriate







Diese Inhaltsattribute, so lässt sich bereits erkennen, bildeten später die Grundlage für
vier bedeutende Kategorien von nicht erlaubten Inhalten, die heutzutage standardmäßig
von allen Plattformen aufgeführt werden. Die Attribute wurden nach und nach in Kate-
gorien organisiert, erhielten einen Überbegriff, wurden zu Systemen geordnet sowie zu-
nehmend ergänzt und erweitert. Sowohl die verwendeten Begriffe als auch die Struktur
der Kategoriensysteme unterscheiden sich von Plattform zu Plattform und änderten sich
im	Verlauf	der	Zeit.	
Ein Ausschnitt aus dem Vergleich der Gemeinschaftsrichtlinien von Flickr (siehe
Abb. 8) und Twitter (siehe Abb. 9) zeigt, wie sich dieses Set an Kategorien jeweils ent-
wickelte. Hier werden die Bemühungen der Plattformen sichtbar, als problematisch er-
achtete Bereiche der Nutzerkommunikation zu kategorisieren, zu strukturieren und zu
sortieren.	Die	Änderungen	sind	jeweils	grau	hervorgehoben.
Flickr ist eine der ältesten hier untersuchten Plattformen. Im Vergleich mit den Re-
geldokumenten anderer Plattformen konnten bei Flickr nur relativ wenige inhaltliche
Veränderungen festgestellt werden. Die Grundstruktur der Inhaltskategorien blieb über
die Jahre bestehen. Zudem fallen schon bei diesem Überblick die positive Ansprache und
die Verwendung von Umgangssprache auf. Unter den Dingen, die Nutzer*innen tun kön-
nen, heißt es: „Play nice“, „Enjoy Flickr!“; hinsichtlich der unerwünschten Dinge werden
Nutzer*innen gemahnt: „Don’t vent your frustrations, rant, or bore the brains out of
other members“. Im Vergleich zu anderen Plattformen nutzte Flickr ebenfalls eher unty-
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pische Bezeichnungen für die Kategorien unzulässiger Inhalte. Sie enthalten nicht das
heute übliche nüchterne Label eines solchen Inhalts wie etwa ‚Hate Speech‘ oder ‚Gra-
phic Content‘. Stattdessen wird die Flickr-Community in ganzen Sätzen angesprochen;
was an frühe Zeiten der Plattform erinnert, als die Inhalte einer überschaubaren Flickr-
Nutzergruppe noch durch Community Manager moderiert wurden. Ein Überbleibsel aus











Entwicklung der Twitter 
Regeln für unzulässige 
Inhalte
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Als auffällig innovativ erweist sich bei Flickr der frühe Fokus auf die Moderation der In-
halte durch die Nutzer*innen selbst. Im Jahr 2007 hatte Flickr einen entsprechenden
Hinweis in seine Richtlinien aufgenommen. Die Nutzer*innen sind beim Hochladen von
Bildern oder Fotos dazu angehalten, diese selbst zu klassi]izieren – je nachdem, für wel-
che Ziel- und Altersgruppe sie gedacht sind. In dieser Form hat keine der anderen unter-
suchten Plattformen die Moderation umgesetzt; sie behalten die eigentliche Moderation,
also die Entscheidung, ob ein Inhalt entfernt wird oder nicht, stets selbst in der Hand.
Die Nutzer*innen melden lediglich Inhalte, die sie für unangemessen oder problema-
tisch halten, und werden in den Richtlinien auch erst in den letzten Jahren konsequent
auf diese Möglichkeit hingewiesen. Aber auch Flickr hat sich trotz seiner Wurzeln im al-
ten Modell des Community Managements zu einer kommerziellen Plattform entwickelt.
Dies lässt sich in den Richtlinien ablesen, in denen es anfangs grundsätzlich hieß: „Don’t
sell stuff“ (Flickr, Community Guidelines, 2006). Kommerzielle Aktivitäten waren also
grundsätzlich nicht zulässig, während mittlerweile nur die nicht autorisierten kommer-
ziellen	Aktivitäten	(Flickr,	Community	Guidelines,	2016)	verboten	sind.
Ein anderes Bild liefert die Analyse zu Twitter (siehe Abb. 9). Twitter startete 2006
mit seinem Dienst, führte aber erst im Jahr 2009 die sogenannten Twitter Rules ein. Die
Kategorien von unerwünschten Inhalten und Verhaltensweisen auf der Plattform wur-
den seitdem umbenannt, erweitert, ausdifferenziert und neu sortiert. Twitter spricht in-
teressanterweise seit jeher von ‚Content Boundaries and Use‘, also von den Grenzen er-
laubter Kommunikation und zulässigen Verhaltens. Anders als etwa Flickr und auch
Pinterest hat Twitter von Beginn an prägnante Kategorienbezeichnungen verwendet, die
nur mehr den unzulässigen Inhalt selbst benennen. Twitter stimmt folglich mit den an-
deren beiden größeren Plattformen – Facebook und YouTube – überein, die diesbezüg-
lich ähnlich verfahren. Im Jahr 2010 hat Twitter vor allem die Spam-Kategorie erweitert
und eine neue Oberkategorie ‚Spam and Abuse‘ eingeführt. Darunter ]iel auch die Kate-
gorie ‚Pornogra]ie‘. Im Jahr 2015 wurden pornogra]ische Inhalte in die Kategorie ‚Gra-
phic Content‘ (grausame, verstörende Inhalte) integriert, die 2016 dann wiederum in die
Oberkategorie ‚Content Boundaries‘ verschoben wurde. Besonders auffällig ist die Aus-
differenzierung einer gänzlich neuen Oberkategorie zu missbräuchlichem Verhalten
(‚Abusive Behavior‘) im Jahr 2016, unter die die neu etablierten Kategorien ‚gewaltsame
Bedrohungen‘, ‚Belästigungen‘ und ‚hasserfülltes Verhalten‘ gefasst wurden. Anhand der
obigen Darstellung lassen sich nicht nur die Neustrukturierung und die Erweiterung der
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Kategorien nachvollziehen, sondern auch die veränderten Salienzen, also die Auffällig-
keit	und	das	Hervortreten	bestimmter	Inhaltskategorien	gegenüber	anderen.
Herausbildung	üblicher	Kategorien	unzulässiger	Inhalte	
Aus der Beschäftigung mit den Kategorien und dem Wandel der Kategorien aller sechs
Plattformen ließen sich gewisse Gemeinsamkeiten hinsichtlich der Klassi]ikation unzu-
lässiger Inhalte identi]izieren, die in der einen oder anderen Form heute bei fast allen
Plattformen mit nutzergenerierten Inhalten ]ixiert sind (vgl. auch Gillespie 2018a: 45 ff.).
Im Folgenden werden zehn zentrale Kategorien verbotener Nutzerinhalte beschrieben,
wobei der Fokus auf dem Wandel dieser Kategorien in Inhalt und Form liegt. Zu jeder
Kategorie wird ein Beispiel aufgeführt, das aber nicht als allgemein typisch gilt. Die Rei-
henfolge der dargestellten Kategorien folgt ungefähr dem zeitlichen Verlauf, in dem die
Plattformen	diese	Inhalte	adressiert	haben.
1. Sexuelle	Inhalte	und	Aktivitäten
Mit der Darstellung von sexuellen Inhalten in jeglicher Form haben sich die Plattformen
über einen langen Zeitraum auseinandergesetzt. Nach und nach wurde spezi]iziert, wel-




Pin Etiquette, 2012 Acceptable Use Policy, 2016
Report Objectionable Content
We do not allow nudity or hateful content. If you find 
content that is objectionable or violates our Terms of 
Service can [sic] submit the content for review by pu-
shing the “Report Content” link.
You aren’t allowed to post anything that:
• Is sexually explicit or pornographic, exploits or pres-
ents minors in a sexual way, or promotes adult sexual 
services
The short version
Some nudity is okay for Pinterest, some isn’t.
The longer version
Artistic, scientific or educational nude photographs are 
okay here, but we don’t allow those (like photographs of 
sexual activity) that could be a bad experience for peop-
le who accidentally find them. We also allow images of 
paintings or statues featuring nude subjects, but may re-
move things like pornographic cartoons.
We don’t try to define art or judge the artistic merit of a 
particular photograph. Instead, we focus on what might 
make images too explicit for our community. For examp-
le, we don’t allow pornography, and you can’t promote 
escort, prostitution or other adult sexual services.
We’re particularly sensitive about explicit content invol-
ving minors—if we find it, we’ll report it to the National 
Center for Missing and Exploited Children. We’ll remove 
nude photographs of anyone who appears to be a minor
(other than infants).
[3 Beispiele]
Some of this content, including sexually explicit content 
that doesn’t contain nudity, may be hidden from search 
results and category feeds.
How to report something
If you come across a Pin that seems to break these ru-
les, you can report it to us. Our team will take a look and
let you know if we remove it.
Die hier zusammengefasste Kategorie sexuelle Inhalte umfasst eine große Bandbreite
verschiedener sexuell konnotierter Darstellungen und Aktivitäten, die von den Plattfor-
men in unterschiedlichen Kategorien adressiert werden. Im Konsens mit rechtlichen
Normen und Strafverfolgung gilt bei allen Plattformen ein Verbot der Darstellung des
sexuellen Missbrauchs von Kindern, formuliert als „sexual violence and exploitation“
(Facebook) oder als „Non-Consensual Pornography“ (Flickr). Sexuell explizite Posts und
Videos sind auf allen hier untersuchten Plattformen verboten, während bestimmter „se-
xual or adult-oriented content“ (Tumblr) erlaubt sein kann, wenn er, wie bei Tumblr, als
„NSFW“ (not suitable for work) oder, wie bei Flickr, mit angemessenen Content-Filtern
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moderiert wird. Die Plattformen haben auch versucht, den erlaubten Grad der Nacktheit
von Personen in Bildern und Fotos genauer zu de]inieren. Erlaubte Nacktheit wird in
den of]iziellen Richtlinien durch Ausnahmen von einem kompletten Verbot de]iniert,
etwa für „Artistic, scienti]ic or educational nude photographs“ (Pinterest). Facebook
fasst die plattformspezi]ischen Ausnahmen eines sonst generellen Verbots von Nacktheit
wie	folgt	zusammen:	
„We also restrict some images of female breasts if they include the nipple, but we
always allow photos of women actively engaged in breastfeeding or showing
breasts with post-mastectomy scarring. We also allow photographs of paintings,
sculptures, and other art that depicts nude ]igures. Restrictions on the display of
both nudity and sexual activity also apply to digitally created content unless the
content is posted for educational, humorous, or satirical purposes“ (Facebook,
Community	Standards,	2015).
Facebook hatte 2011 erstmals eine gemeinsame Kategorie ‚Sex & Nudity‘ geschaffen, ab
2015 dann aber zwischen ‚Sexual Violence and Exploitation‘ und ‚Nudity‘ unterschieden.
Ein Wandel lässt sich zudem im Sprachgebrauch feststellen. So ist das Wort ‚pornogra-
phy‘ mit sämtlichen Varianten zunehmend aus den Kategorienbezeichnungen und -be-
schreibungen getilgt und durch Varianten des Ausdrucks ‚sexual explicit‘ neutralisiert
worden. Im Laufe der Zeit wurden sukzessive auch neue Aspekte in die Beschreibungen
aufgenommen. Dazu zählen ‚revenge porn‘ (durch die Verbreitung intimer Darstellungen
ohne Einverständnis Rache an einer Person nehmen) und die Bewerbung von sexuellen
Tätigkeiten wie Escort-Diensten und Prostitution. Deutlich wird, dass sich diese Inhalts-
kategorie nicht mehr nur auf die reine Darstellung sexueller Aktivität beschränkt, son-
dern sich auch stärker in das Feld der realen (kommerziellen) Tätigkeiten ausgeweitet
hat.
2. Grausame	und	gewalttätige	Inhalte
Auch die Kategorie der grausamen, gewaltsamen oder schockierenden Inhalte ist oft
schon in den ersten Versionen der Gemeinschaftsrichtlinien von Plattformen aufgeführt.




YouTube Community Guidelines, 2006 Community Guidelines, 2015
• Real violence is not allowed. If your video shows 
someone getting hurt, attacked, or humiliated, don't 
post it.
• YouTube is not a shock site. Don't post gross-out vi-
deos of accidents, dead bodies and stuff like that. This 
includes war footage if it's intended to shock or disgust.
Violent or graphic content
It's not okay to post violent or gory content that's prima-
rily intended to be shocking, sensational, or disrespect-
ful. If posting graphic content in a news or documentary 
context, please be mindful to provide enough informati-
on to help people understand what's going on in the vi-
deo. Don't encourage others to commit specific acts of 
violence. Learn more
Inhaltlich geht es um den Ausschluss von verstörenden, grausamen Inhalten: von „Gore,
Mutilation, Bestiality, or Necrophilia“, wie es Tumblr formuliert, oder dem Quälen von
Menschen und Tieren. Grausame Inhalte werden bei Facebook entfernt, „when they are
shared for sadistic pleasure or to celebrate or glorify violence“ (Facebook). Die meisten
Plattformen (Flickr besitzt hierfür keine explizite Kategorie) formulieren aber Aus-
nahmen von diesem generellen Verbot – so etwa, wenn es darum geht, Aufmerksamkeit
für Dinge „of public interest or concern, such as human rights abuses or acts of terro-
rism“ (Facebook) zu erzeugen, über Geschichten und Themen zu berichten, die als
„newsworthy“ (Pinterest) gelten, oder solche Inhalte im Kontext von Nachrichten und
Dokumentationen zeigen (YouTube). In solchen Fällen bitten die Plattformen die Nut-
zer*innen	darum,	entsprechende	Warnhinweise	zu	geben.
3. Mobbing	und	Belästigungen
Das Thema Mobbing und Belästigungen ist in der einen oder anderen Form ebenfalls in
allen Community-Richtlinien der Plattformen wiederzu]inden. Diese Kategorie haben ei-





The Twitter Rules, 2009 The Twitter Rules, 2016
[keine Erwähnung] Harassment:
You may not incite or engage in the targeted abuse or 
harassment of others. Some of the factors that we may 
consider when evaluating abusive behavior include:
    if a primary purpose of the reported account is to 
harass or send abusive messages to others;
    if the reported behavior is one-sided or includes 
threats;
    if the reported account is inciting others to harass 
another account; and
    if the reported account is sending harassing mes-
sages to an account from multiple accounts.
Das in dieser Kategorie adressierte Verhalten betrifft Fälle von gezielten Angriffen, Her-
ablassung und Beschämung, Einschüchterungen bis hin zu Erpressungsversuchen sowie
ständiges ungewolltes Kontaktieren und Stalking privater Nutzer*innen untereinander.
Twitter führte erst im Jahr 2013 eine Kategorie ‚Targeted Abuse‘ ein, de]iniert als das
einseitige Versenden missbräuchlicher Nachrichten an andere, das zum Beispiel Dro-
hungen beinhaltet. Im Jahr 2016 entwickelte Twitter aus dieser Kategorie die wesentlich








Bei den anderen Plattformen bleibt die Kategorie ‚Mobbing und Belästigungen‘ in den
Gemeinschaftsrichtlinien	inhaltlich	unspezi]isch	und	wenig	ausgearbeitet.
4. Hassrede	und	hasserfülltes	Verhalten
Zunehmend mehr Aufmerksamkeit erhielt die Regelung von Hassrede auf Plattformen,




Content Code of Conduct, 2007 Community Standards, 2015
Inappropriate Content
While we believe users should be able to express them-
selves and their point of view, certain kinds of speech 
simply do not belong in a community like Facebook. 
Therefore, you may not post or share Content that:
[…]
• is derogatory, demeaning, malicious, defamatory, abu-
sive, offensive or hateful
Hate Speech
Facebook removes hate speech, which includes content






Sex, gender, or gender identity, or
Serious disabilities or diseases.
Organizations and people dedicated to promoting hatred
against these protected groups are not allowed a pre-
sence on Facebook. As with all of our standards, we rely
on our community to report this content to us.
People can use Facebook to challenge ideas, institu-
tions, and practices. Such discussion can promote de-
bate and greater understanding. Sometimes people 
share content containing someone else's hate speech 
for the purpose of raising awareness or educating others
about that hate speech. When this is the case, we ex-
pect people to clearly indicate their purpose, which hel-
ps us better understand why they shared that content.
We allow humor, satire, or social commentary related to 
these topics, and we believe that when people use their 
authentic identity, they are more responsible when they 
share this kind of commentary. For that reason, we ask 
that Page owners associate their name and Facebook 
Profile with any content that is insensitive, even if that 
content does not violate our policies. As always, we urge
people to be conscious of their audience when sharing 
this type of content.
While we work hard to remove hate speech, we also give
you tools to avoid distasteful or offensive content. Learn 
more about the tools we offer to control what you see. 
You can also use Facebook to speak up and educate 
the community around you. Counter-speech in the form 
of accurate information and alternative viewpoints can 
help create a safer and more respectful environment.
Aus einer bloßen Aneinanderreihung von Attributen dieser Inhalte – abfällig, erniedri-
gend, bösartig, diffamierend, beleidigend oder hasserfüllt – aus dem Jahr 2007 hat Face-
book im Laufe der Zeit die 275 Wörter umfassende Kategorie ‚Hate Speech‘ (2015) ent-
wickelt. Diese Kategorie enthält damit einen der am umfangreichsten beschriebenen




Gemeinhin wird Hassrede oder hasserfülltes Verhalten heute bei den Plattformen
als direkter Angriff von Personen de]iniert, der auf verschiedenen soziodemogra]ischen
Kriterien basiert: Bei Facebook sind dies Rasse, Ethnizität, nationale Herkunft, Religions-
zugehörigkeit, sexuelle Orientierung, Geschlecht, Gender oder Geschlechtsidentität und
schwere Behinderungen oder Krankheiten. YouTube führt hier zusätzlich den Vetera-
nenstatus auf. Ausgenommen vom Verbot sind Nutzerbeiträge, die Hassrede indirekt
verwenden, um darauf aufmerksam zu machen oder um die Meinungsbildung anderer
anzuregen. Facebook formuliert ausschließlich in dieser Kategorie sehr klar, dass
Hassrede vom jeweiligen Kontext abhängt. Dementsprechend setzt die Plattform deutli-
cher als bei anderen Regeln auf die Community und erhofft sich von ihr, dass sie solche
Inhalte meldet, verantwortungsvoll teilt oder im Sinne der Gegenrede (‚counter speech‘)
entkräftet. Hier wird deutlich, dass die Plattformen einen außerrechtlichen Ansatz zur
Bekämpfung von Hassrede verfolgen, der auf Gegenrede und offene Auseinandersetzung
beruht	und	auf	medienkompetente	Nutzer*innen	angewiesen	ist.
5. Selbstverletzungen	und	Suizid
Ein eher neues Phänomen, das aber in unterschiedlicher Intensität auf allen Plattformen
vorkommt, beschreibt die bewusste Zurschaustellung, die Verherrlichung oder die För-
derung von Selbstverletzungen aller Art. Tumblr trägt solchen Inhalten ab 2012 in den
Community Guidelines umfangreich Rechnung. Hinsichtlich der Wortanzahl handelt es




Content Policy, 2007 Community Guidelines, 2015
[keine Erwähnung] Promotion or Glorification of Self-Harm.
Don't post content that actively promotes or glorifies 
self-harm. This includes content that urges or encou-
rages others to: cut or iǌure themselves; embrace anor-
exia, bulimia, or other eating disorders; or commit suici-
de rather than, e.g., seeking counseling or treatment, or 
joining together in supportive conversation with those 
suffering or recovering from depression or other 
conditions.
Dialogue about these behaviors is incredibly important 
and online communities can be extraordinarily helpful to 
people struggling with these difficult conditions. We aim 
for Tumblr to be a place that facilitates awareness, sup-
port and recovery, and we will remove only those posts 
or blogs that cross the line into active promotion or glori-
fication of self-harm.
Report self-harm
In der Formulierung des Textes wird deutlich, dass diese Kategorie eine Reaktion auf
eine Reihe von Nutzerbeiträgen darstellt, die selbstverletzende Handlungen bis hin zum
Suizid zeigen. Die Selbstdarstellung auf Plattformen von „people in distress“ (Facebook)
und ihren Handlungen wird als Suche nach Hilfe verstanden, und diese Hilfe soll nicht
durch das Löschen des Inhalts unterbunden werden. „Sometimes people want to share
their experiences with these things as a way of helping others who are struggling, and
that’s okay“, sagt Pinterest. Manche Plattformen, etwa Facebook, arbeiten diesbezüglich
mit spezialisierten Organisationen zusammen und bieten häu]ig weiterführende Infor-
mationen zu Angeboten, die Hilfestellung leisten können. Aus der sprachlichen For-
mulierung lässt sich der Versuch herauslesen, dem ernsten Problem an sich Rechnung
zu tragen, es aber im Sinne der wirtschaftlichen Interessen der Plattformbetreiber zu
vermeiden,	solche	Handlungen	aktiv	zu	fördern	oder	dazu	zu	ermutigen.
6. Gewaltvolle	Bedrohungen
Die Kategorie für direkte oder indirekte Bedrohungen erweist sich bezüglich Inhalt und





The Twitter Rules, 2009 The Twitter Rules, 2016
Violence and Threats:
You may not publish or post direct, specific threats of 
violence against others.
Violent threats (direct or indirect):
You may not make threats of violence or promote vio-
lence, including threatening or promoting terrorism. 
Anders als bei der Kategorie ‚Belästigungen und Mobbing‘ werden unter Bedrohungen
ernste Risiken für die persönliche und in einem weiteren Sinn auch für die öffentliche Si-
cherheit verbunden. Pinterest beschreibt einen bedrohlichen Inhalt als Inhalt, „[that
c]reates a genuine risk of physical injury or property damage, credibly threatens people
or public safety, or organizes or encourages harm“ (Pinterest, Acceptable Use Policy,
2016). Facebook versteht darunter ebenfalls „credible threats of physical harm to indivi-
duals. We also remove speci]ic threats of theft, vandalism, or other ]inancial harm“ (Fa-
cebook, Community Guidelines, 2015). Bei beiden stellt das Adjektiv ‚credible‘, also eine
glaubhafte Bedrohungslage, das Kriterium dar, nach dem solche Inhalte entfernt werden.
Twitter hat diese Kategorie um die Bedrohung durch und die Förderung von Terroris-
mus ergänzt, wie oben zu erkennen ist. 2015 generierte Facebook eine eigenständige
Kategorie ‚Dangerous Organisation‘, um die Aktivitäten terroristischer und krimineller
Organisationen	ebenfalls	auszuschließen.	
Das Verbot der Veröffentlichung bedrohlicher Inhalte wird heute mit der Absicht be-
gründet, einen sicheren Ort der Kommunikation für die Nutzer*innen schaffen zu wollen
(Facebook, Pinterest). Flickr und Tumblr bilden diesbezüglich eine Ausnahme: Dort ist
diese Kategorie nach wie vor nicht explizit zu ]inden. Tumblr schließt Inhalte aus, die auf
illegale Weise zu Gewalt aufrufen. Bei Flickr ]indet sich keine Erwähnung von Ge-
waltandrohungen	und	auch	kein	Bezug	darauf.
7. Ungesetzliche	Inhalte	und	rechtswidriges	Verhalten
Bei den kleineren Plattformen ist eine Reihe von Verhaltensweisen und Inhalten in einer
generisch formulierten Kategorie ‚Illegale Nutzung und Inhalte‘ vereinigt. Pinterest bei-
spielsweise verbietet – wenig spezi]isch formuliert – Informationen oder Inhalte, die ille-





Acceptable Use Policy, 2012
Acceptable Use Policy, 2016
You agree not to post User Content that:
[…]
violates, or encourages any conduct that violates laws 
or regulations;
[…] 
contains any information or content that is illegal (inclu-
ding, without limitation, the disclosure of insider infor-
mation under securities law or of another party's trade 
secrets);
[…]
contains any information or content that you do not 
have a right to make available under any law or under 
contractual or fiduciary relationships; […]
You aren’t allowed to post anything that: […]
• Contains any information or content that’s illegal
The short version
We play by the rulebook here.
The longer version
We respect the law. This means we’ll take down or block
content that itself is illegal, like Pins selling prescription 
drugs.
While Pins about illegal activities aren’t necessarily ille-
gal, providing instructions on how to do those things can
be. For example, we’ll take down instructions for making
a bomb or evading the police when street racing.
We won’t take down stuff that simply discusses illegal 
activities from a theoretical, political or personal experi-
ence standpoint. For example, we allow a Pin that links 
to an article about poaching or a blog that talks about 
someone’s struggle with drug abuse.
Click the Pins below to see examples of what we al-
low on Pinterest.
[3 Beispiele]
Some of this content may be hidden from search results 
and category feeds.
How to report something
If you come across a Pin that seems to break these ru-
les, you can report it to us. Our team will take a look and
let you know if we remove it.
• Represents a private person offering to trade or sell 
drugs, alcohol, tobacco, firearms or other hazardous 
materials
Pinterest meint damit unzulässige Handlungen, wie etwa den Verkauf von verschrei-
bungsp]lichtigen Drogen, Instruktionen zum Bombenbau, die Flucht vor Strafverfol-
gungsbehörden oder den kommerziellen Handel mit Drogen, Alkohol, Tabak, Waffen
oder Gefahrenstoffen durch Privatpersonen. Auch Facebook verbietet eine nicht autori-
sierte kommerzielle Verbreitung der genannten Produkte unter der Kategorie ‚Regulated
Goods‘. Bei den anderen Plattformen bleibt es dagegen bei einem allgemeinen Verbot der
Nutzung für „any unlawful purposes or in furtherance of illegal activities“ (Twitter, The





Auch diese Kategorie kommt häu]ig, aber wenig einheitlich vor. Sie umfasst verschiedene
Aspekte, die sich als der Versuch einer Qualitätssicherung der inhaltlichen Beiträge der
Nutzer*innen auffassen lassen. Ein Beispiel für den Versuch, die Qualität der Nutzer-
kommunikation	in	Regeln	umzusetzen,	lässt	sich	bei	Tumblr	beobachten.
Beispiel:	Tumblr
Content Policy, 2007 Community Guidelines, 2015
Redundant Content.
Tumblr is not intended to be an all-purpose content ag-
gregator. Users who import or aggregate content in a 
less-than-meaningful way are likely to be suspended.
Confusion or Impersonation.
Don't do things that would cause confusion between 
you or your blog and a person or company, like registe-
ring a deliberately confusing URL. Don't impersonate 
anyone. While you're free to ridicule, parody, or marvel 
at the alien beauty of Benedict Cumberbatch, you can't 
pretend to actually be Benedict Cumberbatch.
Die Kategorie ‚Redundant Content‘ aus dem Jahr 2007, mit dem Ziel, ‚less-than-meaning-
ful‘-Inhalte auszuschließen, ist bei Tumblr heute nicht mehr existent. Eine andere Regel
aus dem Jahr 2015 versucht dagegen, verwirrende Nutzungsweisen zu verhindern. Hier-
zu gehören Fälle, in denen sich Nutzer*innen als andere Personen ausgeben, diese imi-
tieren oder nachahmen. Die Nachahmung von Personen ist auch bei anderen Plattfor-
men weitgehend ausgeschlossen, da dies andere Nutzer*innen in die Irre führen könnte.
Facebook bettet das Nachahmungsverbot in die P]licht zur Verwendung einer authenti-
schen Identität ein, die vorschreibt, den Klarnamen zu verwenden, und zudem mehrere
Kontozugänge	verbietet.
9. Spam
Die Spam-Kategorie bezeichnet eine langlebige und überaus heterogene Kategorie. Platt-
formen führen sie auf, um jeglichen technisch induzierten Missbrauch auszuschließen,




Content Code of Conduct, 2007 Community Standards, 2015
Therefore, in using Facebook, you may not:
[…]
use Facebook to send or make available any unsolicited 
or unauthorized advertising, solicitations, promotional 
materials, "junk mail," "spam," "chain letters," "pyramid 
schemes," or any other form of solicitation
Fraud and Spam: How we protect you from fraud and
spam.
We work hard to help ensure that the information you 
share is secure. We investigate any suspected breach of 
security. Any attempt to compromise the security of a 
Profile, including fraud, may be referred to law enforc-
ement. Using misleading or inaccurate information to ar-
tificially collect likes, followers, or shares is not allowed. 
We also ask that you respect people by not contacting 
them for commercial purposes without their consent.
In den letzten Jahren ist die De]inition von Spam immer wieder erweitert worden, um
vor allem massenhaft automatisierte Eingriffe in Inhalte, die Bereitstellung betrügeri-
scher und irreführender Informationen oder missbräuchliches Sammeln oder Verbreiten
von Informationen zu verbieten. Diese Kategorie enthält oft viele Detailaspekte, die sich
mit den spezi]ischen technischen Gegebenheiten der Plattform auseinandersetzen. In
Bezug auf andere Nutzer*innen schließt Spam dagegen unerwünschte Werbung, Mas-
sen-E-Mails und Phishing von personenbezogenen Daten und Informationen ein. Für die
Plattformen stellen der automatisierte Angriff bzw. Zugriff auf technische Systeme, de-
ren Manipulation, das Versenden und Verbreiten von schädlicher Software sowie Viren
oder Datenpannen vor allem ein Problem des technischen Schutzes der Plattforminfra-
struktur	dar.
10. Nicht	autorisierte	kommerzielle	Aktivitäten
Letztlich verfolgen Plattformen ein eigenes kommerzielles Interesse, indem sie es drit-
ten Parteien und Geschäftspartner*innen ermöglichen, kommerziell auf der Plattform
aktiv zu sein. Dies verdeutlicht auch das Beispiel von Flickr. Flickr hat die Kategorien für
unerlaubte Inhalte und Verhaltensweisen, wie zuvor gezeigt wurde, nie grundsätzlich
überarbeitet. Manche Kategorien, wie etwa jene der Belästigungen, wurden über Jahre





Community Guidelines, 2006 Community Guidelines, 2016
DON'Ts […]
• Sell stuff (including yourself)
Flickr is for personal use only. If you sell products or 
services through your photostream, we will terminate 
your account.
Things not to do […]
• Don't use Flickr for unauthorized commercial 
activity. 
We offer tools for the community to license their works 
to others; if interested, visit our Marketplace. Flickr ge-
nerally supports photographer entrepreneurs big and 
small, but we don’t want to be a platform for your com-
mercial activity or your business transactions, except for
photos you enroll directly in our Marketplace.
In your photo descriptions and on your profile page, you 
are welcome to link to your website or blog where you 
might also sell your work, but do not link directly to a 
shopping cart, checkout page, or pricing pages on other
sites, and don’t list prices on your Flickr photo 
descriptions.
Your links need to be human readable (no shortened 
URLs) and they should be relevant to the photo, such as
links to your website, to social media sites, or to your 
blog. Don’t turn your photo descriptions into link spam. 
Again, we enforce Yahoo’s Anti-Spam policy. 
Anhand der Gegenüberstellung der beiden Versionen der Regeln lässt sich gut erkennen,
wie sich eine communitybasierte Plattform wie Flickr auch als geschäftlicher Marktplatz
für weitere Partner*innen entwickelt hat. Während anfangs jegliche kommerziellen Akti-
vitäten ausgeschlossen waren, bietet Flickr heute of]izielle Lizenzierungsmodelle für In-
halte an. Nicht autorisierte kommerzielle Aktivitäten können unter Umständen auch als
Spam deklariert werden und stehen dem Interesse der Plattform als Marktplatz entge-
gen. So heißt es bei Facebook: „We also ask that you respect people by not contacting
them for commercial purposes without their consent“ (Facebook, Community Standards,
2015).
Die Gemeinschaftsrichtlinien haben als ein Instrument interner und externer Kom-
munikation und Rechtfertigung für die Plattformunternehmen zunehmend an Bedeu-
tung gewonnen. Anders als die Nutzungsbedingungen mit ihrer spezi]ischen Rechtsspra-
che ermöglichen sie einen größeren Spielraum, wenn es darum geht, den Nutzer*innen
das unternehmerische Selbstverständnis, die Anforderungen und Erwartungen an
Nutzerinhalte und -kommunikation sprachlich zu vermitteln. Die Gemeinschaftsrichtli-
nien zielen jedoch nicht nur auf die jeweiligen Plattformnutzer*innen. Sie sind gleichzei-
tig zu einem Mittel geworden, mit dessen Hilfe sich Plattformbetreiber im weiteren Um-
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feld der Organisation positionieren und ihr Handeln für eine interessierte Öffentlichkeit
erklären.	
1.3 Zusammenfassung
Die Dokumentenanalyse bestätigt, dass die Nutzungsbedingungen und Gemeinschafts-
richtlinien das institutionelle Fundament einer Governance von Plattformen für Nutze-
rinhalte bilden. Mithilfe dieser öffentlich sichtbaren formalen Regelwerke versuchen die
Betreiber, den Nutzer*innen zu vermitteln, welche Dinge bei der Nutzung der Plattform
erforderlich und welche Dinge nicht erlaubt sind. Die Nutzungsbedingungen liefern da-
bei die vertragsrechtliche Basis und de]inieren die Rechte und P]lichten der Kommuni-
kation in ihren essenziellen Einzelaspekten: den Zugang zur Plattform und damit zu In-
formationen, das Recht, bereits vorhandene Inhalte zu nutzen und weiterzuverbreiten,
eigene Inhalte zu generieren und zu teilen, und die Sanktionierung von Verstößen dage-
gen. Als Prinzip dieser Governance gilt, dass Plattformen bestimmte Rechte an den In-
halten erhalten – unter anderem das Recht, diese zu kontrollieren und zu entfernen –,
dass ihnen daraus aber keine Verp]lichtung zur Kontrolle oder eine generelle Verantwor-
tung	erwächst.
Die Nutzungsbedingungen schaffen insofern auch die Legitimierung dafür, die Gren-
zen der Nutzung und der Kommunikation durch die Plattform festzulegen. Solche Richt-
linien in Form von gebündelten Gemeinschaftsstandards gingen, wie gezeigt wurde, mit
einer gewissen Verzögerung aus den Nutzungsbedingungen hervor. Dieses nun expli-
zierte Regelwerk de]iniert im Vergleich zu früher die Unzulässigkeit bestimmter Inhalte
und Verhaltensweisen heute in einer einfacheren, verständlicheren Sprache. Im beob-
achteten Zeitraum kamen neue Typen problematischer Inhalte und Verhaltensweisen
dazu, andere ]ielen weg, wurden verändert oder neu sortiert, inhaltlich konkreter ge-
fasst oder durch Beispiele ergänzt. Aus eher vagen, wertebasierten Standards wurden
formale, leichter durchsetzbare Regeln. Plattformübergreifend formten sich so gewisse
Standardkategorien unzulässiger Inhalte und kommunikativer Verhaltensweisen heraus,
die	die	untersuchten	Plattformen	in	irgendeiner	Form	adressieren.
Im übertragenen Sinne symbolisieren die Dokumente kein neutrales Sprachrohr
grundsätzlich anerkannter Normen und Regeln für die Kommunikation. Die Dokumente
sind eine Art Übersetzung des Unternehmensinteresses, des Selbstverständnisses und
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des technischen Skripts der Plattform im Kontext geltender rechtlicher Rahmenbeding-
ungen.	
2 Die Herausbildung von Regeln im diskursiven Kontext
Die Dokumentenanalyse der Nutzungsbedingungen und der Gemeinschaftsrichtlinien
vermag es, die institutionellen Merkmale einer Governance der Plattformen für die Nut-
zerkommunikation herauszustellen – insbesondere die privatrechtlichen Mechanismen
von Standardverträgen. Die Governance der vertraglichen Beziehung zwischen Plattfor-
men, Nutzer*innen und teilweise weiteren dritten Parteien lässt sich detailreich für alle
möglichen kommunikativen Nutzungsweisen und Regelungsbereiche aus den untersuch-
ten Dokumenten rekonstruieren. Darüber hinaus erlaubt die Dokumentenanalyse einen
Vergleich von unterschiedlichen Versionen der Dokumente über einen Zeitraum von
mehreren Jahren und bietet somit die Möglichkeit, die Herausbildung dieser Governance
und	den	faktischen	Wandel	institutioneller	Regeln	nachzuvollziehen.	
Die Diskursanalyse muss nun folgen und den Kontext dieser Herausbildungsprozes-
se beleuchten. Die Regeldokumente beinhalten eben nicht nur Informationen und geben
nicht nur Auskunft über bestimmte Sachverhalte. Sie sind ebenso die Produkte bestimm-
ter Akteur*innen, werden von anderen Akteur*innen und der Öffentlichkeit rezipiert
und deuten so die Facetten sozialer Wirklichkeit an. Die Einbindung in den zeitlichen,
politischen, ökonomischen oder soziokulturellen Kontext soll mittels der Erhebung des
Diskurses erreicht werden. Ziel ist es, den Wandel der Regeln zeitlich zu plausibilisieren.
Dafür wurde der englischsprachige Mediendiskurs zu den Plattformregeln erhoben und
anhand diskursiver Deutungspakete ausgewertet. Im Folgenden werden drei Storylines
als Ergebnis dieser Analyse präsentiert. Der Diskurs um die Meinungsfreiheit im Inter-
net erwies sich als eine anhaltende und alle Themenbereiche durchdringende Metadis-
kussion, sodass in einem gesonderten Unterkapitel auch Befunde hierzu dargestellt
werden.
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2.1 Storylines zum Wandel von Regeln: Akteur*innen, Ereignisse und 
diskursive Verschiebungen
Der Diskurs um die Regeln der Plattformen wurde anhand von diskursiven ‚Packages‘
um die zuvor identi]izierten Kategorien unzulässiger Inhalte rekonstruiert. Für die fol-
gende Analyse wurden drei dieser Inhaltskategorien selektiert: Hassrede, missbräuchli-
ches Verhalten – wie Bedrohungen und Belästigungen – sowie grausame Inhalte. Die
Wahl dieser Kategorien kann dadurch begründet werden, dass sich an ihnen anschaulich
die Verbindung von Regeln und Regeldiskurs, von Text und Kontext aufzeigen lässt.36
Alle drei Kategorien wurden zudem bei den größeren Plattformen häu]ig geändert. Sie
sind weiterhin weder eindeutig rechtswidrig noch herrscht ein gesellschaftlicher Grund-
konsens darüber, in welchem Umfang solche Inhalte eingeschränkt werden sollten.
Hassrede, missbräuchliches Verhalten und grausame Inhalte markieren einen großen
Graubereich grenzüberschreitender Kommunikation. Entsprechend kontrovers, so die
Annahme, werden die Fälle öffentlich diskutiert. Für jedes der drei Deutungspakete wur-
de ein Set an Schlüsselwörtern zur Beschreibung der Kategorie codiert. Die jeweiligen
Gemeinschaftsrichtlinien lieferten dafür die textliche Grundlage. Die so entstandenen
drei Subkorpora an Dokumenten konnten schließlich auf zentrale Ereignisse und ent-
sprechende Themen oder Kontroversen, die im Mediendiskurs referenziert wurden, un-
tersucht werden. Weiterhin wurden die primären Diskursakteur*innen und die diskursi-
ven	Figuren,	Metaphern	und	Deutungen	codiert	(siehe	auch	Anhang	2).	
Als Ergebnis ließen sich über einen Zeitraum von etwa zehn Jahren Themenkonju-
nkturen zu den jeweiligen Nutzerregeln von Plattformen und das diskursspezi]ische In-
terpretationsrepertoire nachvollziehen. Auf dieser Basis konnte weitergehend die Inter-
aktion zwischen Diskurs und Regeltext plausibilisiert werden. Im Folgenden werden die
drei resultierenden Storylines, also die diskursiven Handlungslinien, rekonstruiert – im
Fall von Facebook im Zusammenhang mit Hassrede, im Fall von Twitter im Kontext der
Regelungen von missbräuchlichem Verhalten und im Fall von YouTube mit Bezug zu
grausamen Videoinhalten. Ebenso wurde der Frage nachgegangen, welche Themen bei
den kleineren Plattformen Flickr, Tumblr und Pinterest hervortreten. Hier zeigten sich
Alternativdiskurse. Schließlich wird die Diskussion um die ‚Free Speech‘-Dimension des
erhobenen Diskurses in einem weiteren plattformübergreifenden Deutungspaket rekon-




struiert. In diesem Zusammenhang konnten diskursive Verschiebungen hinsichtlich der
Rolle der Plattformen für die Regelung gesellschaftlicher Meinungs- und Informations-
freiheit	festgestellt	werden.
1.	Facebook:	Eine	wachsende	politische	Salienz	von	‚Hate	Speech‘
Unter den vielen problematischen Formen von Kommunikation auf Plattformen, die in
der Öffentlichkeit diskutiert werden, produziert die Hassrede einen diffusen, aber den-
noch durchschlagenden Diskurs. Unter der Verwendung des Wortes ‚Hate Speech‘ veran-
kerte sich das Phänomen auch in Ländern außerhalb des englischsprachigen Raums. Die
Plattform Facebook erhielt eine enorme öffentliche Aufmerksamkeit im Zusammenhang
mit dem Phänomen ‚Hassrede‘ und dessen Folgen. Dies zeigte sich auch an den Daten,
die	für	die	Diskursanalyse	erhoben	wurden.	
Abbildung 10 Themenkoǌunktur: Facebook und Hate Speech, 2005 bis 2016; n=521
Obwohl das Korpus der Diskursanalyse für Facebook weniger Dokumente über Hassrede
als beispielsweise über Nacktheit und sexuelle Inhalte enthält, lassen sich anhand der
Dokumente vielfältige Kontroversen über die Komplexität von Sprache und die politi-
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sche Bedeutung von Hassrede auf der ganzen Welt nachvollziehen. Abbildung 10 rekon-
struiert den Hate-Speech-Diskurs im Zusammenhang mit Facebook anhand der Zahl der
Dokumente pro Monat. Es konnten hierfür insgesamt 521 Dokumente aus dem Face-
book-Gesamtkorpus	selektiert	werden,	die	die	identi]izierten	Schlüsselwörter	enthalten.
Die Entwicklung der Community-Standards und weiterer Richtlinien von Facebook
spiegelt deutlich die wachsende Bedeutung und politische Salienz von Hassrede im öf-
fentlichen Diskurs wider. Nachdem der Hinweis auf das Verbot von Inhalten, die „offensi-
ve or hateful“ (Facebook, Content Code of Conduct, 2007) sind, anfänglich gerade einmal
zwei Wörter umfasste, etablierte Facebook 2011 erstmals die separate Kategorie ‚Hate
Speech‘, wie die Dokumentenanalyse gezeigt hat. In den folgenden Jahren de]inierte Fa-
cebook, was genau unter Hassrede zu verstehen sei, und präzisierte die sprachliche For-
mulierung der Regel sowie die Art und Weise, wie die Nutzer*innen angesprochen wer-
den. Dies hatte die Dokumentenanalyse, wie zuvor dargestellt, bereits gezeigt. Die
tiefgreifendste Überarbeitung der of]iziellen Regel bezüglich des Phänomens der Hassre-
de fand nach der Datenlage im März 2015 statt; diese wurde Teil der Absicht der Platt-
form, ein ‚respektvolles Verhalten‘ der Nutzer*innen zu fördern. In einem klaren, aber
zugleich schärferen Ton legt die erarbeitete Kategorie nun die Kriterien dar, die festle-
gen, was hasserfüllte Inhalte oder entsprechendes Verhalten sind. In 275 Wörtern de-
]iniert Facebook direkte Angriffe basierend auf „race, ethnicity, national origin, religious
af]iliation, sexual orientation, sex, gender, or gender identity, or serious disabilities or di-
sease“ (Facebook, Community Standards, 2015) die nicht erlaubt sind. In nahezu identi-
scher Weise ]inden sich diese De]initionskriterien auch bei Twitter, YouTube, Tumblr
und Pinterest. Die weitgehende Überarbeitung von Facebooks Gemeinschaftsstandards
im März 2015 bot Anlass für eine umfangreiche Berichterstattung der Medien und pro-
duzierte	die	sichtbare	Spitze	in	der	oben	abgebildeten	Gra]ik.	
Dieser Ausschlag lässt sich also auf ein einzelnes Ereignis zurückführen. Die Aktuali-
sierungen der Richtlinie in Bezug auf das Phänomen der Hassrede von Facebook können
dagegen als Ergebnis mehrerer verwandter, aber zugleich separater Ereignisse und Kon-
troversen betrachtet werden, die einige Jahre später in einem globalen Diskurs über
Hassrede auf Plattformen kulminierten. Was den Diskurs über Hassrede im zeitlichen
Verlauf betrifft, so deuten die Daten auf eine allgemeine Zunahme der öffentlichen De-




Im überwiegenden Teil des untersuchten Materials wird in den Monaten nach der
Überarbeitung der Regel zu Hassrede eine Diskussion im Kontext der europäischen
Flüchtlingssituation thematisiert. Damit verbunden wird ein Drängen der Politik deut-
lich, das Problem ‚Hassrede‘ durch eine Regulierung der Plattformen zu lösen. Plattfor-
men sollten dahingehend stärker in die Verantwortung genommen werden, gegen die
Verbreitung von Hassrede auf ihren Diensten vorzugehen. Die selektierten Dokumente
aus den Jahren 2015 und 2016 sind mehrheitlich von diesem Diskurs geprägt. Obwohl
nur englischsprachiges Medienmaterial in die Untersuchung einge]lossen ist, sticht die
besondere Relevanz der Diskussion in Deutschland zu Facebooks Umgang mit Hassrede
hervor. „Germany has become an important test case globally for how the social network
polices what may be published online, and how it should respond to inappropriate and
illegal	content“	(NYTimes.com,	28.11.2016).
Die deutsche Bundesregierung, in der Person des damaligen Justiz- und Verbrau-
cherschutzministers Heiko Maas, trat hier als primärer Diskursakteur hervor. Die Aus-
einandersetzung, die sich auf den Leitsatz ‚Facebook vs. Maas‘ zuspitzen lässt, begann
Ende August 2015, als die Flüchtlingssituation auf dem Balkan ihren Höhepunkt erreich-
te. Auf Facebook wurden vermehrt rassistische und islamfeindliche Hasskommentare,
die sich gegen Migrant*innen richteten, sichtbar. Maas wandte sich in einem offenen
Brief an Facebook, der auch in der englischsprachigen Presse Widerhall fand. „Maas tells
Facebook that ‚we need to talk‘“, lautete eine Überschrift (Deutsche Welle, 27.08.2015).
Die darin suggerierte Kritik: „[T]he company did not appear to be applying effectively its
own	community	standards“	(The	Irish	Times,	28.08.2015).
Trotz des öffentlichen und politischen Drucks blieb die of]izielle Regelung von
Hassrede bei Facebook seit der Aktualisierung der Gemeinschaftsrichtlinien im März
2015 unverändert. Die Plattform reagierte mit anderen Maßnahmen. Facebook begann
einerseits, seine Bemühungen auf Öffentlichkeitskampagnen zur Gegenrede auszurich-
ten, und andererseits, die internen Durchsetzungsverfahren und Regeln für die Content-
Moderation anzupassen. So gab Mark Zuckerberg bei einem Besuch in Berlin bekannt,
dass der bedeutendste Schritt hinsichtlich des Umgangs mit hasserfüllten Kommentaren
gegen Flüchtlinge und Migrant*innen die Änderung der De]inition von Hassrede gewe-
sen	sei.	In	einem	Medienartikel	wird	Zuckerberg	mit	den	folgenden	Aussagen	zitiert:	
„The de]inition in our community has always been around protecting certain
groups of people, and one of the things that is unique about Germany is that mi-
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grants are a protected class“. Und weiter. „Learning more about German culture
and law has led us to change our approach to include hate speech against mi-
grants as part of what we now have no tolerance for“ (Deutsche Welle, 26.02.
2016).
Die Frage, die im Zusammenhang mit der Diskussion zur Flüchtlingskrise von den Medi-
en aufgeworfen wird, adressiert die Entscheidung darüber, wann es sich bei einem Bei-
trag um eine politisch noch legitime Debatte handelt und welche Beiträge tatsächlich als
rassistisch zu bewerten sind: „Are users participating in an impassioned political debate
about the refugee crisis, or simply expressing racist views?“ (The Christian Science Mo-
nitor,	15.09.2015).
Facebook bediente sich auch im Zusammenhang mit dem Phänomen der Hassrede
des Abwägungskriteriums der ‚Newsworthiness‘, das zur Entscheidung über die Gemä-
ßheit von Nutzerbeiträgen herangezogen werden solle.37 In einer früheren Ankündigung
hatte Facebook erklärt, Änderungen am internen Moderationsprozesses vornehmen zu
wollen – mit der Absicht, fortan mehr Inhalte zu erlauben, die die Öffentlichkeit als
„newsworthy, signi]icant, or important to the public interest“ erachtet — „even if they
might otherwise violate our standards“ (Kaplan/Osofsky 2016). Im November 2016, als
der neu gewählte US-Präsident Donald Trump mit Beiträgen gegen Muslim*innen auf
sich aufmerksam machte, antwortete Zuckerberg auf die Frage, ob diese nicht gegen die
Hassrede-Regeln verstießen: Facebook „is weighing newsworthiness as a higher part of
the community guidelines. […] That's mainstream political discourse and we need to be
pretty	careful“	(Dow	Jones	Institutional	News,	11.11.2016).
Im Zuge dieser vielschichtigen Debatten über Hassrede auf Facebook gestaltet es
sich nach wie vor schwierig, einzelne Ereignisse oder Kontroversen zu identi]izieren, die
Facebook dazu veranlasst haben könnten, bestimmte Teile seiner Hassrede-Politik zu
ändern. Was sich aus dem erhobenen Diskurs herauskristallisierte, war die Tatsache,
dass das Phänomen der Hassrede zu einem transnationalen Schwerpunktthema aufstieg,
das auch von vielen Regierungen diskutiert und nunmehr als politisches Problem darge-
stellt wird. Dabei ging es einmal mehr um die Frage, ob die Entfernung von Hassrede
37 ‚Newsworthiness‘ wurde nach einer Kontroverse im September 2016 als ein Kriterium für die Content-Modera-
tion bei Facebook eingeführt. Facebook hatte das ikonische Vietnamkriegsfoto von Nick Ut, auf dem ein nacktes
Mädchen vor den Angriffen mit Napalmbomben ]lieht, aufgrund der Nacktheit des Kindes gelöscht. Auf die dar-




eine Einschränkung der Meinungsfreiheit bedeutet oder ob Hassrede als illegale und so-
mit zu entfernende Rede angesehen werden sollte. Ein Kommentator bewertete die wi-
dersprüchlichen Interessen in dieser transnationalen Governance-Arena bereits 2011
und äußerte in diesem Zusammenhang, dass insbesondere die Kontroversen über
Hassrede hervorheben, „how Facebook is increasingly involved in charged political
con]licts, balancing between protecting freedom of expression and defending against
hate speech“ (Associated Press Newswires, 29.03.2011). Diese widersprüchlichen Arg-
umente	sind	noch	immer	wahrnehmbar.	
Tatsächlich lassen sich öffentliche Kontroversen und die darauffolgenden Änderun-
gen der Richtlinien sehr viel direkter miteinander in Beziehung setzen, wenn ältere De-
batten in den Medien betrachtet werden. Auf Basis der hier zugrunde liegenden Daten
zeigt sich für das Jahr 2013 ein Ursache-Wirkungs-Zusammenhang. In jenem Jahr erwei-
terte Facebook seine Regeln bezüglich der Hassrede in einer aktualisierten Version der
Community-Standards um einen halben Satz. In vollem Umfang lautete der Satz in der
Richtlinie nun: „Facebook does not permit hate speech, but distinguishes between serious
and humorous speech“ (Facebook, Community Standards, 2013; Hervorhebung K.G.).
Dies	wirft	die	Frage	auf,	warum	dieses	Zugeständnis	hinzugefügt	wurde.	
Für das Frühjahr desselben Jahres lassen die Daten zum Diskurs einen weiteren Hö-
hepunkt in der Medienberichterstattung erkennen (vgl. Abb. 10). Die Diskussion drehte
sich konkret um ‚Gender-based Hate Speech‘. Im Fokus standen als Witze aufgemachte
Beiträge, die sich über Vergewaltigung und häusliche Gewalt gegen Frauen lustig mach-
ten. Aktivistengruppen forderten einen Werbeboykott, um gegen den Hass gegen Frauen
auf Facebook zu protestieren. Die öffentliche Aktion veranlasste mehr als ein Dutzend
Werbetreibende	dazu,	ihre	Werbekampagnen	von	der	Plattform	abzuziehen.	
Facebook sah sich auch hier veranlasst, sich öffentlich zu erklären sowie seine Hal-
tung zu Hassrede und künftige Bemühungen, gegen sie vorzugehen, ausführlich darzule-
gen. Facebook erkannte in einer Erklärung an, dass die „systems to identify and remove
hate speech have failed to work as effectively as we would like, particularly around issu-
es of gender-based hate“ (Levine 2013). Das Unternehmen erklärte an derselben Stelle
außerdem,	wie	es	entsprechend	der	De]inition	in	den	Richtlinien	mit	Hassrede	umgeht:
„We work hard to remove hate speech quickly, however there are instances of of-
fensive content, including distasteful humor, that are not hate speech according
to our de]inition. In these cases, we work to apply fair, thoughtful, and scalable
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policies. This approach allows us to continue defending the principles of free-
dom	of	self-expression	on	which	Facebook	is	founded“	(ebd.).
Neben der Ankündigung einer Überprüfung interner Richtlinien, Schulungen und Mode-
rationsverfahren sowie einer verstärkten Zusammenarbeit mit Interessengruppen zu
diesen Themen erklärte Facebook damals auch, dass die Plattform die Verantwortung
derjenigen erhöhen werde, die Inhalte kreieren, „that does not qualify as actionable hate
speech but is cruel or insensitive“ (ebd.), indem es auch bei solchen Inhalten darauf be-
stehe,	dass	sich	diese	Personen	mit	Namen	authenti]izieren.	
Was verrät diese Episode – oder, genauer gefragt, wofür steht der oben zitierte klei-
ne Halbsatz in Facebooks Politik, der mit ‚but‘ eingeleitet wird? In jedem Fall verdeut-
licht sie die Schwierigkeit, einem diffusen Graubereich von Sprache, der mit dem Begriff
‚Hassrede‘ zu stark vereinfacht wird, mehr Kontur und Richtung zu verleihen. Wie er-
sichtlich wird, fällt ‚insensitive humor‘ nicht unter die De]inition von Hassrede, weshalb
Facebook es den Nutzer*innen überlässt, die Urheber*innen solcher Inhalte zu melden
und	damit	zur	Verantwortung	zu	ziehen.	
Diese Episode veranschaulicht zugleich die Dimension der Abwägungsentscheidung,
die Facebook und andere Plattformen zu treffen haben. Außerdem vermittelt sie einen




Der Mikro-Blogging-Dienst Twitter hielt lange Zeit an einem „free-for-all approach“ mit
Regeln fest, die zu „unfettered free speech“ neigen, „placing the onus on users not to post
or share objectionable content“ (Newsweek, 24.07.2013). Auch heute sind die grundle-
genden Regeln, die sogenannten Twitter Rules, im Vergleich zu anderen Plattformen
eher kurz gehalten. Auch Twitter blieb nicht von harscher Kritik verschont und war Aus-
tragungsort globaler politischer Kon]likte. Der lange Zeit passive Umgang mit missbräu-
chlichem Verhalten von Nutzer*innen (‚Abusive Behavior‘) in verschiedener Form war
„one of the most highly criticized parts about the service“ (Dow Jones Institutional News,
21.04.2015). Erst der öffentliche Druck löste bei Twitter notwendige Schritte aus, um die
Sorgen der Nutzer*innen bezüglich ‚Harassment‘ und ‚Threats‘ zu mildern. Die öffentlich
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kontrovers diskutierten Themen schlugen sich sehr direkt in Änderungen der Plattform-
regeln	nieder	(siehe	Abb.	11).	
Abbildung 11 Themenkoǌunktur: Twitter und Abusive Behavior, 2009 bis 2016; n=235
Für den Themenbereich ‚missbräuchliches Verhalten‘ im Zusammenhang mit der Platt-
form Twitter konnten insgesamt 235 Dokumente aus dem Gesamtkorpus zu Twitter re-
konstruiert werden, die die vorab identi]izierten Schlüsselwörter enthalten. Die erste
Version der Twitter Rules erschien im Januar 2009. Sie enthielt nur 577 Wörter und for-
mulierte zehn knappe Hinweise auf die ‚Content Boundaries‘, darunter auch zu Gewalt
und direkten Bedrohungen durch Nutzer*innen. 2010 ergänzte Twitter diese Version
um die Überkategorie ‚Spam and Abuse‘, die den Hinweis beinhaltete, dass „technical ab-
use and user abuse“ (Twitter, Twitter Rules, 2010) nicht toleriert würden. Der Fokus lag
auf Spam, der Missbrauch durch die Nutzer*innen wurde nicht weiter ausformuliert.
Aus dem Verlauf des Diskurses wird ersichtlich, dass es zu diesem Zeitpunkt nur verein-
zelt Kritik an den „anonymous Twitter cowards“ (Daily Telegraph, 13.09.2012) gab, die
ihre Beleidigungen und Schikanen über die Plattform verbreiteten. Gleichwohl hinterlie-
ßen diese Einzelfälle keine Spuren in den of]iziellen Richtlinien. Twitter verteidigte zu
dieser Zeit die eigene Haltung, nicht in die Inhalte eingreifen zu wollen, wenngleich es
sich um ‚potenziell‘ beleidigende Angriffe handele. Die Stellungnahme einer Twitter-
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Sprecherin zu einem Fall macht diesen neutralen und zugleich wenig empathischen
Standpunkt	von	damals	deutlich.	Sie	wird	in	der	Presse	mit	folgenden	Aussagen	zitiert:
„Twitter provides a communication service that allows controversial posts even
though some may disagree with the content“. Und: „We understand everyone has
different levels of sensitivity towards content, and that you may feel uncomforta-
ble with the posted content. If there is something that you don’t agree with, or
]ind	insulting,	it’s	best	to	block	that	user“	(Daily	Telegraph,	03.09.2012).
Andere Kommentator*innen erachteten es zu der Zeit schlicht aus praktischen Gründen
für	nicht	möglich,	gegen	solche	Inhalte	vorzugehen:	
„There’s no chance of stopping the information juggernaut once it gets going; it’s
a virtually unsilenceable medium. The company behind Twitter is keen to avoid
becoming a censor, not least because policing the monster it has created is vir-
tually	impossible“	(The	Independent,	10.05.2011).
Diese Haltung änderte sich spätestens im Sommer 2013 drastisch. In einer etwa zweiwö-
chigen Phase im Juli und August 2013 berichteten die Medien über massive Proteste ge-
gen Twitters Umgang mit Belästigungen. Nachdem die feministische Aktivistin und Jour-
nalistin Caroline Criado-Perez eine Reihe von Vergewaltigungs- und Morddrohungen auf
Twitter öffentlich gemacht hatte, berichteten Nutzer*innen aus der ganzen Welt und ins-
besondere aus dem Vereinigten Königreich – darunter auch Politiker*innen und Promi-
nente – von Missbrauch und Drohungen, die sie auf der Plattform erhalten hätten. Aus
diesem Vorfall erwuchs eine breitere Kritik, die sich gegen ‚Frauenhass‘ auf der Platt-
form richtete. Twitter wurde in der Protestaktion dazu aufgefordert, stärker gegen On-
line-Missbrauch vorzugehen und einen ‚Report-Abuse-Button‘ einzuführen, der es er-
möglichen sollte, solche Inhalte schneller zu melden. Twitter reagierte auf die Vorwürfe
unter anderem mit einer Entschuldigung des britischen Twitter-Chefs. Dieser sendete
folgenden	Tweet:
„I personally apologise to the women who have experienced abuse on Twitter
and for what they have gone through“, und fügte hinzu: „The abuse they’ve recei-
ved is simply not acceptable. It’s not acceptable in the real world, and it’s not ac-
ceptable	on	Twitter“	(The	Observer,	04.08.2013).
Noch im selben Monat änderte Twitter die Regeln bezüglich missbräuchlichen Verhal-
tens, gab bekannt, zusätzliches Personal für die Content-Moderation einzustellen, und
führte einen One-Click-Button zur Meldung von missbräuchlichem Verhalten ein. Bereits
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Mitte August beruhigte sich die Nachrichtenlage wieder. In den Twitter-Regeln lässt sich
diese öffentliche Kontroverse nachvollziehen: In der überarbeiteten Version vom Dez-
ember 2013 erschien die neue Kategorie ‚Targeted Abuse‘, die nun auch Belästigungen
enthielt und festlegte, nach welchen Faktoren bestimmt wird, was als gezielter
Missbrauch	oder	Belästigung	auf	der	Plattform	gilt.	
In einem gänzlich anders gelagerten thematischen Kontext entwickelte sich die Ka-
tegorie ‚Violence and Threats‘, die ebenfalls als missbräuchliches Verhalten eingestuft
wird. Wie alle großen Plattformen war auch Twitter vom globalen Ausmaß terroristi-
scher Inhalte und Aktivitäten – vor allem in den Jahren 2014 und 2015 – betroffen.
Bereits im September 2013 titelte eine Zeitung im Zusammenhang mit den Anschlägen
auf ein Einkaufszentrum in Nairobi: „Tweeting terrorism“, und beschrieb, wie die Anfüh-
rer der Al-Shabaab-Miliz live über die Angriffe bloggten. Im März 2015 richtete sich die
Bedrohung durch Terrorist*innen sogar gegen die Twitter-Mitarbeiter*innen selbst,
nachdem die Plattform umfassend gegen Mitgliederkonten terroristischer Gruppen vor-
gegangen war und diese gelöscht hatte. Anhänger*innen des sogenannten Islamischen
Staates forderten dazu auf, Twitter-Mitarbeiter*innen zu töten. Einen Monat später kün-
digte Twitter eine Reihe weiterer Maßnahmen an, um den Missbrauch durch Nutzer*in-
nen besser verfolgen zu können. Darunter fand sich auch erstmals die Ankündigung,
technisch unterstützt bestimmte Signale und Muster im Nutzerverhalten identi]izieren
zu wollen, die auf missbräuchliches Verhalten hindeuten (Dow Jones Institutional News,
21.04.2015). In der im Oktober 2015 veröffentlichten überarbeiteten Version der Twit-
ter-Regeln wurde die De]inition einer Bedrohung breiter gefasst. Einen Verstoß gegen
die Nutzungsrichtlinien stellt seitdem bereits die Androhung oder die Förderung von Ge-
walt	gegen	andere	und	nicht	erst	eine	‚direkte,	spezi]ische‘	Bedrohung	dar.	
Trotz dieser Maßnahmen nahm – wie die Gra]ik zuvor verdeutlicht – die öffentliche
Aufmerksamkeit zu Twitters Umgang mit missbräuchlichem Verhalten der Nutzer*innen
auch im folgenden Jahr weiter zu. Im Jahr 2016 berichteten Medien umfangreich über
Twitters weiterhin massives Vorgehen gegen Konten, die Terrorismus fördern würden.
Im August wurde die Zahl von 360.000 gelöschten Konten genannt. Die letzte untersuch-
te Version der Twitter Rules re]lektiert die Entwicklungen vorangegangener Monate und
erläutert in mehreren neuen Kategorien in angepasstem Wortlaut, was als missbräuchli-
ches Verhalten gilt: In der neu de]inierten Kategorie ‚Violent Threats (direct or indirect)‘
heißt es: „You may not make threats of violence or promote violence, including threate-
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ning or promoting terrorism.“ Und auch ‚Harassment‘ wurde als eigene Kategorienbe-








Die Veränderung spezi]izierte nun, dass dieses Verhalten dann als missbräuchlich über-
prüft wird, wenn es ‚reported‘, also der Plattform gemeldet wurde. Es unterstreicht die
diplomatische und auch rechtlich geltende Norm, dass eine Plattform nicht proaktiv ein-
greift. Schließlich wurde auch zum ersten Mal eine De]inition von ‚Hateful Conduct‘ als
Kategorie in die Twitter-Regeln aufgenommen. Medien bringen die Vielzahl an Änderun-
gen mit dem gestiegenen politischen Druck in Verbindung, den vor allem die amerikani-
sche Regierung und die Regierungen europäischer Länder ausübten, indem sie von den
Plattformen	forderten,	härter	gegen	Missbrauch	und	Bedrohung	vorzugehen.	
Dass die Kontrolle über die Konten und Inhalte trotz überarbeiteter Regeln nicht
einfacher wurde, machte der US-Präsidentschaftswahlkampf im selben Jahr deutlich.
Auch dieser brachte mehrere politische Kontroversen hervor, in deren Mittelpunkt Twit-
ter als umkämpfter Ort politischer Kommunikation und politischer Kampagnen stand.
Im Juli 2016 beispielsweise löschte Twitter das Konto des rechtsradikalen britischen
Journalisten und Blogbetreibers Milo Yiannopolous, nachdem dieser eine Reihe rassisti-
scher und sexistischer Tweets gegen eine Schauspielerin veröffentlicht hatte. Das Unter-
nehmen sagte zu, weitere Änderungen der Content-Moderation vorzunehmen. Im Nov-
ember antwortete Twitter schließlich auf die Kritik mit neuen ‚Safety Tools‘ für eine
bessere Kontrolle durch die Nutzer*innen. Diese sollten es ermöglichen, mehrere Tweets
gleichzeitig zu melden, Personen, bestimmte Schlüsselwörter oder ganze Konversatio-
nen zu blocken oder stumm zu schalten. Außerdem wurden zur Durchsetzung der Richt-
linien Änderungen bei der Schulung der Moderator*innen angekündigt. Zu einer neuerli-
chen Regeländerung kam es zu dieser Zeit nicht. Twitter entfernte in diesem Monat
zudem zahlreiche bekannte rechtsextreme Konten der sogenannten Alt-Right-Gruppe,
die bei einer Prüfung aufgefallen waren. Das harte Durchgreifen von Twitter wurde im
politisch aufgeheizten Wahlkampf wiederum von einigen Kritiker*innen genutzt, um
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Twitter der politischen Voreingenommenheit bei der Durchsetzung der Regeln gegen
rechte Akteur*innen zu beschuldigen. Das Unternehmen stellte das Konto eines bekann-
ten Rechtsextremen aus der Alt-Right-Bewegung später wieder her. Dieses Vorgehen be-
werteten	die	Medien	verschiedentlich	als	Kehrtwende	von	Twitter.
Ende Dezember 2016 zeigte sich erneut die enorme Politisierung der Plattform als
hochrelevanten Ort für die politische Kommunikation, und zwar auch für den damals
bereits gewählten US-Präsidenten Donald Trump, der häu]ig von Twitter Gebrauch
machte. Nach einigen herablassenden – nach der Meinung mancher: hasserfüllten –
Tweets entbrannte die Diskussion, ob Twitter nicht auch gegen Präsident Trump vorge-
hen müsste. Zu einer Sperrung des Kontos kam es jedoch nicht. Es handelt sich hierbei
um eine der letzten Episoden im untersuchten Zeitraum, die aufzeigt, wie kompliziert es
für eine Plattform wie Twitter ist, den angestrebten „comprehensive and balanced
approach“ (Mail Online, 30.12.2015) umzusetzen, um damit ebenjenen Ausgleich zwi-
schen „[k]eeping users safe“ einerseits und einer Plattform „for people to express them-
selves“ andererseits zu schaffen. Dass Twitter gewissen politischen Persönlichkeiten
besondere Ausnahmen von seinen Regeln gewährt, die für alle anderen gelten, ist ein




Mit Beiträgen von Nutzer*innen, die grausame und verstörende Inhalte zeigen, setzt sich
YouTube seit seinem Bestehen auseinander. Für eine Plattform, die seit Beginn auf die
Veröffentlichung von audiovisuellen Nutzerinhalten setzt, hat das Problem der Darstel-
lung und Verbreitung von grausamen Videos eine besondere Relevanz. Öffentliche Dis-
kussionen konnten anhand der erhobenen Daten bis in das Jahr 2006 zurückverfolgt
werden. Doch änderten sich in den darauffolgenden zehn Jahren der Fokus und das Aus-
maß der Debatte dramatisch. Anders als bei den zuvor dargestellten Fällen lassen sich
die einzelnen Beiträge der Debatte im Fall von YouTube nicht plausibel mit Veränderun-
gen der Plattformregeln zu grausamen Inhalten in Verbindung bringen. Was sich statt-
dessen aus der Diskursanalyse rekonstruieren lässt, ist die Tatsache, dass das Thema
sehr plötzlich auf der Agenda stand und in der Diskussion eine große Wucht entfaltete –
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ausgelöst durch ein einziges Video. Insgesamt weisen mehr als die Hälfte aller für You-
Tube gesammelten Mediendokumente (279 von 519) in irgendeiner Weise einen Bezug
zum Themenkomplex ‚grausame und gewalttätige Inhalte‘ (Graphic Content) auf. Damit
handelt es sich hierbei um eines der Themen mit der größten öffentlichen Aufmerksam-
keit. Die Konjunktur des Themas stellt Abbildung 12 anhand der Medienrepräsentation
für	die	Jahre	2006	bis	2016	dar.	
Abbildung 12 Themenkoǌunktur: YouTube und Graphic Content, 2006 bis 2016; n=279
Der dargestellte Verlauf des hier untersuchten Diskurses zeigt zwei Ergebnisse: Erstens
gibt es eine relativ kontinuierliche Diskussion zu den Regeln von YouTube im Zusam-
menhang mit grausamen Inhalten, die sich ab Mitte 2012 leicht intensivierte und von
kleineren singulären Ereignissen befördert wurde. Zweitens entstand im September
2012 eine besonders problematische Situation, die mit einer so nie wieder erreichten
Aufmerksamkeit in den Medien das allgemeine Grundrauschen der Berichterstattung
durchbrach. Die Situation wurde durch das Video mit dem Titel ‚The Innocence of Mus-
lims‘ ausgelöst und wird im Folgenden näher dargestellt. Zuvor zeigt eine Auswahl an





Oktober 2006 Now on YouTube: Iraq Videos Of U.S. Troops Under Attack (The New York Times, 06.10.2006)
A Slippery Slope of Censorship at YouTube (The New York Times, 09.10.2006)
April 2007 Web video shows death of alleged Mexican drug gang member who beheaded (Associated 
Press, 02.04.2007)
Internet video site YouTube populates with reaction to Virginia Tech massacre (Associated 
Press, 21.04.2007)
November 2010 Videos: YouTube urged to remove footage of radical cleric (The Guardian, 03.11.2010)
Al-Qa’ida fomenting terror via YouTube (The Australian, 08.11.2010)
September 2012 YouTube: Restricting access to online film in Libya, Egypt following attack; Some are cam-
paigning to have the video flagged as inappropriate (Washington Post.com, 12.09.2012)
White House Asks YouTube to Review Anti-Muslim Video; YouTube Says It Already Did (All 
Things D, 14.09.2012)
How a 14-Minute Video Can Trigger Violence Abroad (The Atlantic, 14.09.2012)
Free Speech in the Age of YouTube (The New York Times, 23.09.2012)
November 2012 Social media is new front in Hamas and Israel war (The Independent, 16.11.2012)
Mai 2013 GOOGLE CASHES IN ON HATE VIDEOS; INTERNET GIANT PUTS ADS ALONGSIDE THOU-
SANDS OF TERROR RANTS ON YOUTUBE (Daily Mail, 28.05.2013)
Mai 2014 Elliot Rodger video removed by YouTube; The California shooter’s self-made clips again put the 
Web site at the center of a tragic news event (Washington Post.com, 26.05.2014)
März 2015 The show will go on: YouTube plays on December 16 gang-rape documentary (Hindustan Ti-
mes, 05.03.2015)
Diese Überschriften vermitteln einen kursorischen Eindruck von den spezi]ischen Ereig-
nissen und der Bandbreite der Themen, die unter dem Label ‚grausame Inhalte‘ aufge-
griffen und diskutiert werden. Sie reichen von lokal begrenzten Einzelereignissen, wie
dem Amoklauf an der Virginia-Tech-Universität im April 2007, über ein einziges Video
im Jahr 2012, das gewalttätige Demonstrationen in mehreren Regionen des arabischen
Raums auslöste, bis hin zur Verbreitung terroristischer Propaganda, insbesondere ab
dem	Jahr	2013.
YouTube stand immer wieder im Zentrum tragischer, eher lokal begrenzter Nach-
richtenereignisse. In den ersten Jahren des Untersuchungszeitraums – also von 2006 bis
etwa 2009 – wurde das Vorgehen von YouTube in diesen Situationen kaum kritisch hin-
terfragt. Stattdessen ]inden sich am Ende der Medienbeiträge in diesen Jahren stets ähn-




„YouTube said […] that the video-sharing site leaves it to the community to deci-
de	what	is	inappropriate.“
„YouTube has clear content policies which prohibit illegal or inappropriate con-
tent	to	be	uploaded.“
„The YouTube community effectively polices the site for inappropriate material.
The users can ]lag content that they feel is inappropriate and once it is ]lagged it
is reviewed by our staff and removed from the system within minutes if it viola-
tes	our	community	guidelines.“
„YouTube spokeswoman Victoria Grand said in an e-mail that with more than 20
hours of video uploaded to the site every minute, it is impossible to comment on
individual videos. She said users bring inappropriate material to their attention
by ]lagging it, and the company reviews the content typically within an hour of
]lagging	and	removes	it	if	it	violates	community	guidelines.“
Diese dreifache öffentliche Begründung – (1) es gebe keine Stellungnahme zu einzelnen
Videos aufgrund der Masse an inhaltlichen Beiträgen, (2) YouTube habe klare Regeln, die
unangemessene Inhalte verbieten, und (3) die Community melde effektiv Inhalte, die
dann von der Plattform überprüft werden – re]lektiert die breit vertretene Haltung der
Plattformen zur Inhaltsmoderation in den ersten Jahren ihres Bestehens. Die zitierten
Stellungnahmen verkörpern die Positionierung der Plattform als neutrale*r Vermitt-
ler*in von Kommunikation, der*die es der jeweiligen Community überlässt, unangemes-
sene	Beiträge	zu	melden.
Dies änderte sich ab etwa November 2010, als extremistische und gewaltvolle Vi-
deos auf YouTube die Medien kontinuierlicher beschäftigten. Zum Beispiel verbreitete
der in den USA geborene Kleriker Anwar al-Awlaki vom Jemen aus hunderte Videos mit
Aufrufen zum Dschihad. Er wurde für die Radikalisierung von Muslim*innen verant-
wortlich gemacht, die später an Terroranschlägen beteiligt waren. YouTube entfernte
viele der Videos. Dennoch zog sich die Kontroverse über mehrere Monate hin und offen-
barte die praktische Begrenztheit eines Moderationssystems, das sich damals auf eher
tolerante Gemeinschaftsrichtlinien und auf die Meldung durch Nutzer*innen stützte:
„Since YouTube relies on viewers to ]lag objectionable material, and only a fraction of Mr.




Wie zuvor erwähnt, wurde eine Kontroverse mit globalen Auswirkungen im Septem-
ber 2012 von lediglich einem einzigen Video auf YouTube ausgelöst: ‚The Innocence of
Muslims‘. Die 14-minütige Low-Budget-Videoproduktion wurde von vielen Muslim*in-
nen als beleidigend empfunden und als Angriff auf ihre Religion angesehen. Das Video
löste in den Tagen nach seiner Veröffentlichung in mehreren arabischen Ländern gewalt-
tätige Demonstrationen und Angriffe auf Diplomat*innen und US-Botschaften aus. Im
Zuge der Unruhen wurden mehrere Menschen getötet, darunter auch der libysche US-
Botschafter. Das Weiße Haus unter Präsident Obama kontaktierte YouTube, um die Platt-
form dazu zu veranlassen, das Video dahingehend zu überprüfen, ob es gegen ihre Nut-
zungsbedingungen verstoße, „as if an anti-American attack should result in American
self-censorship“ (The Wall Street Journal, 17.09.2012). YouTubes Mutterkonzern Google
lehnte dies ab und erläuterte, dass das Video nicht gegen die Richtlinien der Plattform
verstoße. Allerdings schränkte das Unternehmen danach den Zugriff auf das Video in
Ägypten und Libyen vorübergehend ein und blockierte das Video in einigen Ländern,
unter anderem Pakistan und Afghanistan. Google und sein Tochterunternehmen YouTu-
be gerieten darau]hin in eine Debatte um freie Meinungsäußerung und die Macht, die sie
mit einer einzigen Entscheidung auf diese ausüben können. Kritik wurde von mehreren
Seiten laut. Unter anderem wurde das Vorgehen der amerikanischen Regierung, die You-
Tube zu einer ‚freiwilligen‘ Überprüfung gedrängt hatte, zumindest vereinzelt in Frage
gestellt.	
„The White House has no business sticking its nose into which videos YouTube
decides to publish or suppress. Corporations that depend on the US government
for all sorts of vital bene]its and contracts, and which are subject to its regula-
tions and punishments, will always perceive White House ‚requests‘ as being far
less optional than similar requests from random users. Nobody should want the
US government insinuating itself into the determination by private internet com-
panies about which political speech they will allow“ (Guardian.co.uk,
16.09.2012).
Ein Großteil der Kritik richtete sich jedoch gegen die Argumentation und die ]inale Ent-
scheidung von YouTube; diese erschien vielen Kommentator*innen inkonsistent: Einer-
seits habe YouTube das Video als nach den Richtlinien erlaubt eingestuft, weil es sich
nicht gegen Muslim*innen, sondern gegen eine Religion wende. Andererseits sei dieses
Argument untergraben worden, indem das Video in bestimmten Ländern gesperrt wur-
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de, wenngleich dies nicht geschehen sei, weil es gegen nationale Gesetze verstoßen hat-
te,	sondern	aufgrund	der	„delicacy	of	the	situation“	(The	New	York	Times,	15.09.2012).	
„At this point, even those who are not constitutional lawyers begin to smell a rat.
Here we have a commercial company effectively making editorial judgments. If
Google were a publisher, like, say, the New York Times, then the question of whe-
ther it should or should not publish the video could be trashed out via an esta-
blished channel – the courts. But Google is not a publisher: it’s something else
entirely – an intermediary – a type of entity that’s increasingly common nowa-
days and includes Facebook, Twitter and, oddly enough, Amazon“ (The Observer,
23.09.2012).
Beobachter*innen kritisierten nicht die Existenz privater Plattformregeln an sich, son-
dern deren interpretative Durchsetzung. Die folgenreiche Entscheidung bestand im Fall
des Videos ‚Innocence of the Muslims‘ darin, dass das Video in einigen Ländern entfernt
wurde, obwohl es eigentlich nicht gegen die Nutzungsbedingungen verstieß. Eine solche
selektive Sperrung, so wurde damals befürchtet, sei ein gefährlicher Abhang Richtung
Zensur – „a slippery slope“. „If they do this once, they'll be expected to do it again in the
future“	(Atlantic.com,	14.09.2012).
Google (YouTube) begründete die ‚unübliche‘ Entscheidung damit, dass diese als Re-
aktion auf die gewaltvollen Proteste und Morde sowie im Kontext dieser ‚außergewöhn-
lichen‘	Umstände	getroffen	worden	sei.	
„Google said […] that it decided to block the video in response to violence that
killed the four American diplomatic personnel in Libya. The company said its de-
cision was unusual, made because of the exceptional circumstances. Its policy is
to remove content only if it is hate speech, violating its terms of service, or if it is
responding to valid court orders or government requests. And it said it had de-
termined that under its own guidelines, the video was not hate speech“ (Interna-
tional	Herald	Tribune,	15.09.2012).
Die Reaktion von Google (YouTube) in diesem Fall verdeutlicht aber auch, dass solche
Entscheidungen nicht mehr und nicht immer mit einer gewissen Absolutheit getroffen
werden. Inhalte unterscheiden sich grundlegend voneinander, und so differieren auch
die Grenzen, die gezogen werden müssten. Ein Sprecher von Google wird in diesem Zu-
sammenhang	mit	folgender	Stellungnahme	zitiert:	
„We recognize that there are limits. In some areas it’s obvious where to draw the
line. For example, we have an all-product ban on child pornography. But in other
areas, like extremism, it gets complicated because our products are available in
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numerous countries with widely varying laws and cultures“ (Atlantic.com, 14.09.
2012).
In den letzten Jahren des erhobenen Zeitraums verstetigte sich die Berichterstattung
über die Rolle von YouTube und anderen Plattformen im Kampf der USA gegen den
Terror. So wurde zunächst die Verwendung der Plattform durch die Terrororganisation
Al-Kaida thematisiert und ab 2014 durch den sogenannten Islamischen Staat (ISIS). Da-
bei spielt die Tatsache eine Rolle, dass die Nutzung von YouTube und anderen Plattfor-
men für terroristische Propaganda ein grundsätzliches Problem für die öffentliche Si-
cherheit darstellt. Umso intensiver beschäftigten sich Regierungen und staatliche
Verantwortliche nun mit den Plattformen. Die Diskussion über terroristische Inhalte,
darunter Darstellungen von Enthauptungen und der Aufruf zu Terror und Gewalt, eta-
blierte	in	den	Jahren	ab	2014	einen	eigenen	Subdiskurs,	der	nicht	folgenlos	blieb.
Im Frühjahr 2016 waren YouTube und andere Plattformen essenzielle Bestandteile
der US-amerikanischen Strategie, mit Gegenpropaganda gegen Terroristen vorzugehen.
Das bekannte Video ‚Welcome to ISIS Land‘ wurde auf YouTube veröffentlicht und war
eines der sogenannten Counter-messaging Videos, die vom U.S. State Department produ-
ziert wurden. YouTube und Co. wurden zu den ‚Cyberweapons‘ im Kampf gegen ISIS, ti-
telte die New York Times, mit der neuen Aufgabenstellung „to disrupt the use of social
media	for	recruiting“	(NYTimes.com,	25.04.2016).	
Die Koordination zwischen Regierungsverantwortlichen und Technologieunter-
nehmen war auch in Ländern außerhalb der USA außerordentlich eng und lässt sich in
der englischsprachigen Berichterstattung der Medien nachvollziehen. Die Ziele waren
aus Sicht der Regierungen klar: Die Rekrutierung weiterer Mitglieder, etwa über Propa-
gandavideos, sollte unterbunden werden, und zwar schneller und proaktiver, als es sonst
übliche Praxis war. Im Jahr 2014 wurde ein hoher Vertreter der britischen Regierung fol-
gendermaßen	zitiert:
„We want all the ]irms to raise their performance to that of the best. Speci]ically,
we want to see terrorist material taken down much faster. At the moment there
are big variations between companies. We want to work with ]irms so they be-
come more proactive in dealing with extremists who use the internet and social
media to peddle their poisonous ideology. The onus is currently on the police or
public to identify material and refer it to the companies. The balance needs to
change so the companies take more direct responsibility“ (sundaytimes.co.uk,
26.10.2014).
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Viele Plattformen beugten sich dem öffentlichen und dem im Hintergrund ausgeübten
politischen Druck. Zu beobachten war, dass die Gemeinschaftsrichtlinien um das Verbot
von Darstellungen terroristischer Aktivitäten und Organisationen (Facebook, Twitter)
ergänzt wurden. Facebook, YouTube und Twitter wurden ef]izienter, wenn es darum
ging, terroristische Propaganda aufzuspüren und zu entfernen. Diese können sie fortan
ohne Gerichtsbeschluss entfernen, da die Beiträge eine Verletzung der Nutzungsbedin-
gungen der Plattformen darstellen. Die Anpassung der Nutzungsbedingungen ist inso-
fern ein Mittel, mit dem die Plattformen proaktiver gegen solche Inhalte vorgehen
können.	
4.	Die	drei	kleinen	Plattformen	im	Fokus	der	Medien	
Die Erhebung der Daten brachte bereits den enormen Unterschied in der medialen Be-
richterstattung zwischen den drei reichweitenstarken digitalen Plattformen und den
drei kleineren, die hier untersucht wurden, zutage. Flickr, die älteste der drei Plattfor-
men, Tumblr, 2013 von Yahoo gekauft, und Pinterest sind allesamt auf Bildmaterial und
vornehmlich Fotos spezialisierte Angebote. In dieser Nische für Nutzerinhalte haben sie
nie auch nur annähernd die Reichweiten von Facebook, Twitter oder YouTube erreicht.
Die eher geringe Nutzerreichweite schlägt sich auch in der geringeren medialen Auf-
merksamkeit nieder, die den kleinen Plattformen zuteilwird. In dem konstruierten Kor-
pus zu den Regeln von Plattformen ]inden sich nur wenige Dokumente, die einen Bezug
zu den kleinen Plattformen herstellen. Zusammengenommen beziehen sich nur 282 von
3.444 Dokumenten des Gesamtkorpus auf die Regeln und Richtlinien von Flickr, Tumblr
und	Pinterest.
Anders als bei den drei großen Plattformen ließ die geringe Materialbasis keine kon-
tinuierliche Analyse über einen längeren Zeitraum zu. Gleichwohl wurden diese Dok-
umente vor allem hinsichtlich ihrer thematischen Schwerpunkte und bezüglich mögli-
cher alternativer Diskurse fern des Mainstreams untersucht. Dabei ergab sich ein
interessantes Bild, das ein Licht auf ganz spezielle Aspekte einer Governance der Platt-
formen	wirft.
Flickrs Community-Guidelines blieben, wie gezeigt, im Vergleich zu denen anderer
Plattformen sehr stabil. Es wurden nur wenige Kategorien hinzugefügt; Beschreibungen
änderten sich nur leicht im Wortlaut. Keines der Dokumente des erhobenen Mediendis-
kurses verweist auf einen größeren Diskursstrang, bei dem kontrovers über diese Richt-
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linien diskutiert wurde. Medial bleibt es häu]ig bei Themen zur richtigen Verwendungs-
und Nutzungsweise der Plattform. Wie beinahe profan die Diskussionen hier im Ver-
gleich zu den größeren Plattformen verlaufen, zeigt ein frühes Beispiel einer Nutzerbe-
schwerde: Das Flickr-Konto eines Nutzers wurde plötzlich deaktiviert, nachdem dieser
kritische Posts über Präsident Obama veröffentlicht hatte. Die Lösung, so berichtete der
Nutzer in einem Medium, war: „The representative offered me a $24.99 gift card for a
new ‚pro‘ account but told me my precious photos and the hard work that I put in over
the past year were irretrievable, he said.“ (New York Post, 10.06.2009) Damit rückte das
Thema auch aus dem Blickfeld der Medien. Flickr wird häu]ig auch nur im Zusammen-
hang mit anderen Plattformen und deren Aktivitäten erwähnt. In wenigen Fällen boten
Flickrs Richtlinien und Verfahren einen Anlass für internationale Berichterstattung: Ein
Beispiel ist Flickrs Entscheidung, Nutzer*innen mit indischen IP-Adressen standardmä-
ßig auf die ‚sichere‘ Suche einzuschränken, wodurch die Suche nach pornogra]ischen In-
halten blockiert wird (PluGGd.in, 19.12.2009). Diese Art der technischen Filterung – das
sogenannte Geo-Blocking – ist heute weit verbreitet, um die Nutzungsbedingungen lokal
anpassen und durchsetzen zu können, meist entsprechend den geltenden lokalen Geset-
zen. Öffentliche Kritik gab es im März 2011, als Flickr die Fotos eines ägyptischen Blog-
gers und Menschenrechtsaktivisten entfernte. Der Fall veranschaulicht die Herausforde-
rungen, die entstehen, wenn die geltenden Nutzungsbedingungen mit den neuen
Möglichkeiten, die sich etwa für Aktivist*innen ergeben, in Einklang gebracht werden
müssen. Auch bei Flickr folgten darau]hin interne Diskussionen über die eigene Rolle
und die Folgen, wenn die Plattform von einer neutralen Position abweicht: „One challen-
ge is whether a company should maintain its commitment to remain neutral about con-
tent, even when politicized content could offend users or even put people in danger.
‚Does a company take responsibility for the content?‘“ (The New York Times,
28.03.2011) Das Thema Eigentumsrechte fand schließlich insbesondere im Zusammen-
hang mit Flickr als eine Plattform mit Schwerpunkt auf Fotogra]ien oft Erwähnung in der
Berichterstattung. Wiederholt galt es für Flickr, öffentlich klarzustellen, dass alle Rechte
bei	den	Nutzer*innen	verbleiben.	
Tumblrs plattformspezi]ische Herausforderungen bezüglich der Inhalte betreffen
zusammengefasst Darstellungen von Selbstverletzungen der Nutzer*innen. Im Jahr 2012
gab es mehrere Berichte, die Tumblrs Ankündigung aufgriffen, eine neue Richtlinie dafür
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einzuführen. Diese sollte ‚Self-harm Blogs‘ verbieten, die Anorexie, Bulimie und Selbst-
verstümmelung und später auch Trends wie ‚Thinspiration‘, also die Bewunderung mög-
lichst dünner Körper, fördern. In einem Pressebericht äußert sich Tumblr zu dem Dilem-
ma, das sich darin äußerte: „The question for us has been whether it’s better to (a)
prohibit them, as a statement against the very ideas of self-harm that they are advancing,
or (b) permit them to stay up, accompanied by a public service warning that directs rea-
ders to helplines run by organizations like the National Eating Disorders Association.“
(Guardian Unlimited, 23.02.2012) Dieser Schritt wurde in den Medien positiv aufgenom-
men, da er aus einer internen Entscheidung resultierte und nicht erst von außen, durch
öffentlichen	Druck	erzeugt	werden	musste.
Ein zweites Thema, das immer wieder zur Sprache kommt, ist Tumblrs großzügiger
Umgang mit pornogra]ischen Inhalten. Anders als andere Plattformen verfuhr Tumblr
nach dem Motto „almost anything goes, including what some people would consider
porn“ (USA Today, 20.05.2013). Nachdem der Konzern Yahoo die Plattform Tumblr 2013
gekauft hatte, hatte er sich zunächst gegen sogenannte NSFW-Inhalte (not-safe-for-
work) gewehrt, diese Gegenwehr dann aber teilweise aufgegeben. Es gab Beschwerden,
Tumblr würde solche Inhalte seit der Übernahme automatisiert löschen, was Tumblr
aber bestritt. Im Jahr 2015, so wurde berichtet, drängte Yahoo einige Blogger*innen
dazu, ihre Blogs als ‚NSFW‘ zu klassi]izieren, sodass sie in bestimmten Sucheinstellungen
nicht	zu	sehen	sind.	
Pinterest ist wahrscheinlich die in der Berichterstattung am wenigsten kritisierte
und die am wenigsten politische Plattform. Pinterests Fokus liegt auf dem Hochladen
von Bildern, vornehmlich aus dem privaten, häuslichen Bereich. Die Berichterstattung
begleitete anfangs den schnellen Aufstieg der Plattform, die Einführung von Features so-
wie die Möglichkeiten zur Vermarktung und damit die schnelle Kommerzialisierung.
Diese schlug sich auch in einer Anpassung der Richtlinien nieder, als beispielsweise
nicht konforme Werbung, also nicht autorisierte Wettbewerbs- oder Werbeaktionen,
verboten wurden oder die Abbildung von Markennamen in den Promotion Guidelines
geregelt wurde. Die Berichterstattung zu Pinterest beleuchtete die Regeln anfangs häu]ig
nur als Social-Media-Marketing und erläuterte, wie ein eigenes Geschäft auf Pinterest
vermarktet werden konnte. Doch auch einige wenige politische Themen wurden in den
Medien aufgegriffen. So wurde beispielsweise das Konto eines republikanischen Politi-
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kers gesperrt, weil er sich als Person Hillary Clinton ausgab, ohne diese Nachahmung als
solche zu kennzeichnen. Während Parodien erlaubt sind, verbietet Pinterest, wie viele
andere Plattformen auch, die Nachahmung beziehungsweise Imitation von Personen.
Während andere Plattformen allerdings ihre Richtlinien bezüglich pornogra]ischer In-
halte mit der Zeit eher strikter handhabten, reagierte Pinterest 2013 auf Beschwerden
von Künstler*innen und Fotograf*innen über zu strenge Regeln für Nacktheit mit tole-
ranteren Regeln. „The diverging approaches show how social media networks are incre-
asingly having to walk a tight path on re]lecting the social trends and interests of their
users,	while	policing	them	at	the	same	time“	(Financial	Times,	29.05.2013).
2.2 Plattformregeln im Diskurs zu den Bedingungen von Meinungsfreiheit im 
Internet
In den Storylines wurde zuvor immer wieder deutlich: Die re]lektierten Sachverhalte
und Ereignisse wurden im Kern wiederkehrend auf eine Kontroverse um die Meinungs-
freiheit im Internet zurückgeführt. Dieser Diskurs zeigte sich als eine anhaltende und
alle Themenbereiche durchdringende Metadiskussion. Dabei wurden die Rolle der Platt-
formen, deren Handeln oder deren Untätigkeit je nach Kontext und konkreter Situation
unterschiedlich als fördernd oder beschränkend bewertet. Die Plattformen selbst in-
szenierten und positionierten sich in diesem Diskurs klar. Doch während der Schutz und
der Erhalt der Meinungsfreiheit im untersuchten Diskurs weitestgehend Konsens sind,
sind es die Fragen der Verantwortlichkeiten bei der Regelung grenzüberschreitender
Kommunikation, die in den zu beobachtenden Aushandlungsprozessen anhaltend kont-
rovers	diskutiert	werden.	
Der Diskurs zum Thema Meinungsfreiheit und Verantwortung für die Regelung
grenzüberschreitender Kommunikation konnte plattformübergreifend und über den ge-
samten Untersuchungszeitraum anhaltend rekonstruiert werden. So ist es nun möglich,
diskursive Verschiebungen hinsichtlich der Rolle und Verantwortung der Plattformen
aufzuzeigen. Diese werden im Folgenden anhand fünf diskursiver Themenfelder darge-
stellt, die aus den erhobenen Diskursen zu den Plattformen Facebook, YouTube und
Twitter rekonstruiert und gebündelt wurden. Sie offenbaren zugleich die wesentlichen
Dilemmata und ungelösten Kontroversen einer Governance der Nutzerkommunikation




Subcode 1: [Maintaining neutral platforms as champions of free speech]
2007 A spokeswoman for Google said images of “graphic violence” were barred from YouTube but 
denied it was the company’s responsibility to police the site and remove footage glorifying gangs.
2009 Facebook maintains that it's a neutral platform for people to connect, communicate and share 
aspects of their lives.
2010 Twitter is in a particularly delicate situation because its founders have celebrated their service's role
in political protest and free speech. They have not been shy about trying to capitalize on the good 
will engendered by playing that role.
2011 Twitter has in the past been seen as a champion of freedom of speech, aiding protesters against 
repressive regimes in Egypt and Iran.
2011 Facebook and other companies, trying to maintain a neutral position, have been relying on their 
existing terms of service to manage the conflicts that arise. 
2012 “Generally, we remain neutral as to the content because our general council and CEO like to say 
that we are the free speech wing of the free speech party.” [Twitter]
2012 By positioning themselves as open platforms and, at least in the United States, not responsible for 
what people post on their services, Internet media companies have tried to avoid many of the knot-
ty issues old-media editors and their lawyers deal with every day.
2012 YouTube is in a tough spot here. It certainly doesn't want to play any part, even an indirect one, in 
fueling violence that has already resulted in four American deaths. But censoring the video also 
cuts against Google's stated ideology, which has a “bias in favor of free expression – not just be-
cause it’s a key tenet of free societies, but also because more information generally means more 
choice, more power, more economic opportunity and more freedom for people.” 
„Champion of freedom of speech“, „maintain a neutral position“, „[not] the company’s
responsibility“: In diesen Ausschnitten aus der Medienberichterstattung zu YouTube,
Twitter und Facebook zeichnen sich die Konturen der diskursiven Arbeit der Plattfor-
men im öffentlichen Diskurs ab. Plattformen präsentierten und positionierten sich in
den ersten Jahren ihres Bestehens erfolgreich – zu dieser Zeit wurden sie auch kaum kri-
tisiert – als neutrale Plattformen. Sie arbeiteten dafür die Erwartung heraus, dass ihr
Nichteingreifen in die Kommunikation der Nutzer*innen ein Garant für deren Meinungs-
freiheit darstelle. Wie insbesondere im letzten Zitat, das sich auf YouTube bezieht, deut-
lich wird, verbirgt sich hinter dieser diskursiven Positionierung das anfänglich idealisti-
sche und ideologische Selbstverständnis von Plattformen: das Bestreben, einen Ort der
Meinungsfreiheit für alle zu schaffen, an dem eine möglichst ungehinderte Kommunika-
tion möglich ist. Dahinter steht auch eine strategische Absicht, denn der Austausch von
mehr Informationen durch Nutzer*innen bedeutet auch mehr Interaktion auf der Platt-
form und größere wirtschaftliche Möglichkeiten. In ihrer Rolle als neutrale Plattform für
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ungehinderte Kommunikation präsentierten sich die Plattformen gegenüber verschiede-
nen Anspruchsgruppen – den Nutzer*innen, der Werbewirtschaft und Politik –, und
zwar mit dem Ziel, für das eigene Handeln Akzeptanz zu schaffen und mögliche Wi-
dersprüche	zu	eigenen	Interessen	zu	mildern.
Die Untersuchung zeigt ebenfalls, dass sich die Plattformen schon früh der ökonomi-
schen Rationalität ihrer Geschäftsmodelle stellen mussten und sich gegenüber Werbe-
kund*innen strategisch präsentierten. Dieser ökonomische Imperativ wirkte auch auf
die	Verfahren	der	Content-Moderation.
Thema	2:	Der	frühe	ökonomische	Imperativ	für	die	Moderation	von	Nutzerinhalten
Subcode 2: [The business imperative and rationale for content moderation]
2007 The blocking feature, which is likely to be offered to advertisers internationally at a later date, will 
attempt to address marketers’ concerns about the unpredictable and relatively uncensored nature 
of some of the fast-growing site’s content.
2008 The idea that the user is sovereign has transformed the meaning of free speech. […] But Google is 
not just a neutral platform for sovereign users; it is also a company in the advertising and media 
business.
2008 The clashes have implications for YouTube's growth abroad, potentially forcing the company to 
choose between bending to censorship and losing business opportunities.
2008 […] [W]e have come to treat Google and its affiliates, especially YouTube, as though they were es-
sential public utilities, even though they're private property, just like the mall. And Google is going 
to allow as much (or as little) free speech as is optimal for its business model.
2012 The Alcohol Advertising Review Board last week found the Facebook pages of brands VB and 
Smirnoff were marketing material and not a form of social interaction. While the content was not 
found to have breached relevant codes, the decision has sent a warning shot for all media-savvy 
businesses. There may be a need to control content to avoid contravening advertising codes while 
avoiding the wrath of users who abhor any form of censorship. The answer may lie in a strict, highly
visible content policy declaring no racist, sexist or offensive material will remain posted on the site.
2013 The case shows how challenging it is for Silicon Valley companies to champion the free speech 
rights of users while complying with the laws of countries where they do business.
Anhand der obigen Zitate aus der Berichterstattung der Jahre 2007 bis 2013 wird deut-
lich, dass eine komplett uneingeschränkte Kommunikation der Nutzer*innen den Inte-
ressen der Werbekund*innen, die im Umfeld unerwünschter Inhalte Anzeigen schalten,
entgegenstand. Plattformen stehen damit vor einem Dilemma: Sie sind auf Inhalte und
Nutzerbindung angewiesen, um wachsen zu können, müssen aber Wege ]inden, Wer-
bung zu verkaufen und Geschäftspartner*innen zufriedenzustellen. Die obigen Zitate
verweisen auf Fälle, in denen Werbepartner*innen Anzeigen zurücknahmen, da diese im
Umfeld von rassistischen und politisch extremistischen Nutzerinhalten erschienen wa-
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ren. Für die Plattformen stand damit fest: Wollen sie das werbe]inanzierte Geschäftsmo-
dell erhalten und optimieren, müssen Nutzerinhalte von niedriger Qualität im Interesse
der Werbekund*innen entfernt werden. Dies machte eine Content-Moderation
notwendig.
Stellt man Thema 1 und Thema 2 gegenüber, so offenbart sich das inhärente Para-
dox von Plattformen als offene Netzwerke für nutzergenerierte Inhalte. Je offener sich
die Plattform dahingehend präsentiert, desto mehr Kontrolle ist an den ‚Rändern‘ der
Nutzerkommunikation nötig. Während die Mehrheit der Nutzerinhalte auf Plattformen
gewünscht ist und ohne Beanstandungen verbreitet werden kann, wurde es mit zu-
nehmendem Wachstum der Plattformen nötig, die anstößigen Fälle von Nutzerkom-
munikation zu erkennen und zu bearbeiten. Somit begannen Plattformen, sukzessive die
Grenze zwischen der erwünschten und der unerwünschten Kommunikation zu
de]inieren.	
Thema	3:	Inhaltsmoderation	als	komplexe	und	schwierige	Abwägungsentscheidung
Subcode 3: [Content moderation, a balancing act platforms are struggling with]
2010 Critics claim YouTube has been timid in dealing with Islamist propaganda but the website says it is 
doing all it can to balance public safety against freedom of speech.
2011 The affair highlighted how Facebook is increasingly involved in charged political conflicts, balan-
cing between protecting freedom of expression and defending against hate speech.
2012 Twitter blocks neo-Nazi feed in Germany; Company cites balance of law and free speech, but some
see dangers
2012 Google’s response to the crisis highlighted the struggle faced by the company, and others like it, to 
balance free speech with legal and ethical concerns in an age when social media can impact world 
events.
2013 The flip flop came as Facebook aimed to balance the diverse sensitivities of its billion-plus mem-
bers with a desire to be a platform for free speech and real-world news stories.
2013 Freedom of expression or duty to protect? How does Facebook navigate between its desired posi-
tion as a platform for people to express themselves freely and its perceived responsibility to protect
users from inappropriate, disturbing or offensive material?
2013 The world’s biggest social network said it seeks to avoid censorship and its policy notes that “gra-
phic imagery is a regular component of current events, but must balance the needs of a diverse 
community.”
2014 Online social networks face the challenge of balancing free speech, worthy news events, and the 
desire not to be used as tools by extremist groups bent on violence and hate.
2015 But tech firms have also had to balance the blocking of inflammatory ISIS rhetoric against free 
speech and research concerns.
2015 The moves come with Twitter, Facebook, Instagram and other social media struggling with defining 
acceptable content and freedom of expression, and with these services increasingly linked to radi-
cal extremism and violence.
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2015 The site must also balance free speech concerns with the urgency of Germany’s refugee crisis.
2016 The accounts frozen since mid-2015 were targeted “for threatening or promoting terrorist acts,” 
said Twitter, which is under pressure from governments to act but faces a delicate balancing act 
and is keen not to be seen to be effectively censoring free speech.
2016 Mr. Zuckerberg acknowledged that Facebook was still finding the right balance between protecting
user safety and free speech.
2016 Facebook has often struggled with censorship.
Die Moderation der Nutzerinhalte schien nach den untersuchten Medienberichten zu-
nehmend notwendig zu sein, zugleich war sie für die Plattformen aber auch ein schwie-
riger und komplexer Balanceakt. Die obigen Zitate unter Thema 3 geben einen Einblick
in die schwierigen Abwägungsentscheidungen, die Plattformen dabei zu treffen haben.
Bei den entsprechenden Entscheidungen muss zwischen der Meinungsfreiheit auf der
einen Seite und diversen anderen möglichen Erwägungen, je nach Kontext der Situation
und des Falls, abgewogen werden. Die angeführten Zitate nennen dahingehend etwa den
Schutz von Nutzer*innen vor grausamen, gewalttätigen, hasserfüllten oder belästigen-
den Inhalten, die Sicherheit einer breiten Öffentlichkeit vor Extremismus und Terroris-
mus und die Abwägung des Rechts auf Meinungsfreiheit gegen lokale und nationale Ge-
setze. Bei jeder dieser rechtlichen, ethischen oder moralischen
Abwägungsentscheidungen beantworten Plattformen die Frage, ob sie die Verantwort-
lichkeit für die Inhalte allein den Nutzer*innen und der Community überlassen oder ob




Subcode 4: [Criticism: inconsistent enforcement ; arbitrary decisions ; no appeal process]
2012 […] [I]f your post was wrongly deleted for any reason, there is no way to appeal. Facebook don’t 
notify you before deleting a comment and they don’t tell you why after they have.
2013 Quite apart from the extraordinary inconsistencies in their stance on what is and is not allo-
wed — the dizzying topsy-turviness of their moral position — it is ludicrous to cite freedom of 
speech as an excuse to provide publicity for terror groups who hack innocent victims to death.
2014 The issue has provoked anger among free speech campaigners, who accuse censors of overstep-
ping the law in arbitrarily removing content from the internet.
V. Ergebnisse 197
2016 While Facebook officials champion freedom of expression routinely, arguing that free flow of infor-
mation and ideas is as important as free flow of commerce and data, dig deeper into the way Face-
book manages its community standards, and the way it removes websites, posts, pages and mate-
rial from its site remains arbitrary.
2016 This blatant falsehood — which some would argue borders on incitement to hatred — has been de-
emed “not in violation of community standards”. The problem isn't that these rules exist, it is that 
they are inconsistently applied with no way of appealing to a real person.
2016 The company struggles to enforce its rules consistently, and rarely comments on its reasoning be-
hind the suspension of individual accounts, rendering much of the process opaque. That inconsi-
stency has frustrated those who have pushed Twitter to do more about rampant harassment and 
abuse on the platform —as well as those who have been suspended under the site’s rules banning 
it.
2016 It’s chilling. It’s arbitrary censorship… Do I have to be careful about what I say about Trump now?
Wenngleich ein neues Bewusstsein dafür entstand, dass Plattformen diese Abwägungs-
entscheidungen ständig treffen, wurde zunehmend Kritik an der Durchsetzung laut. Un-
ter dem Thema 4 werden Beispiele solcher kritischen Stimmen dargestellt. Es ging hier-
bei kaum mehr um die grundsätzliche Legitimität der Content-Moderation und der
institutionellen Regeln, auf denen sie beruht, sondern um die Praktiken und Verfahren
der Durchsetzung. Das oben angeführte Zitat fasst dies zusammen: „The problem isn’t
that these rules exist, it is that they are inconsistently applied with no way of appealing
to a real person“ (Independent Online, 31.03.2016). Inkonsistenzen in den Entscheidun-
gen, die Intransparenz der Verfahren und die beschränkten Möglichkeiten der Betroffe-
nen, gegen die jeweilige Entscheidung vorzugehen, sind die Hauptkritikpunkte, die in
der Berichterstattung angesprochen werden. Die Content-Moderation der Plattformen
beinhaltet eine ständige Interpretations- und Abwägungsentscheidung zwischen frag-
mentierten Normen und Rechten, diffusen Werten Einzelner und ein]lussreichen Inte-
ressen anderer. Die Kritik an diesen Entscheidungen lässt jedoch offen, wer in diesen un-




Subcode 5: [Platforms’ role and responsibility as arbiters of free speech]
2012 Facebook act like judge, jury and executioner.
2012 Legal experts and civil libertarians […] said the controversy highlighted how Internet companies, 
most based in the United States, have become global arbiters of free speech, weighing complex is-
sues that traditionally are the province of courts, judges and, occasionally, international treaties.
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2012 Google, YouTube, Facebook, Twitter now play this adjudicatory role on free speech.
2013 […] [S]ocial media networks are the new arbiter of what is offensive and what is free speech.
2014 Free speech is crucial, of course. […] [S]ocial media companies are often reluctant to be arbiters of 
appropriate speech and to make judgment calls on what constitutes harassment — though they do
make hard decisions on other sensitive issues.
2016 With great power comes great responsibility. […] Consumers are increasingly sourcing news prima-
rily from Facebook and the company is no longer a passive aggregator and disseminator of news.
2016 Take, for example, Facebook. As a public company, it is responsible primarily to its shareholders. 
Users are, in a sense, an afterthought; more a product than a customer. The company has created 
its own set of “community standards” that are intended to be globally applicable. The result is 
censorious […].
2016 No one disputes the duty of social networks to monitor the villains and the victimisers. Yet they act 
according to a double standard, rejecting the legal responsibilities of a true publisher whenever it 
suits them, then playing the censor to polish their respectable credentials.
2016 […] the company said that it has been struggling with finding a path between bearing responsibility 
for their platforms and avoiding becoming the arbiter of what constitutes free speech.
Heutzutage nimmt die Öffentlichkeit die Rolle von Plattformen sehr viel stärker als die
eines*einer Schiedsrichter*in wahr, der*die entscheidet, welche Inhalte akzeptabel sind
und welche nicht. Dies bedeutet, dass Plattformen komplexe Fragen globaler Meinungs-
äußerung und Informationsverbreitung als inhärenten Teil ihrer Geschäftstätigkeit abzu-
wägen haben. Damit übernehmen sie Aufgaben, die traditionell in der Zuständigkeit von
Gerichten, Richter*innen und internationalen Verträgen liegen. Sie fungieren, wie oben
beschrieben, als Richter*innen, Jury und Henker*innen in einem. Ohne öffentlich die
Rolle des*der Schiedsrichter*in spielen zu wollen, interpretieren Plattformen ständig
bestehendes Recht und institutionalisierte eigene Normen, Regeln und Mechanismen in
Form globaler Gemeinschaftsrichtlinien und Verfahren der Inhaltsmoderation. In prakti-
scher Hinsicht füllen sie die Rolle des*der Schiedsrichter*in also aus. Daher stellt sich
auch hier die bislang unbeantwortete Frage, welche Aufgabe die Plattformen für die Ver-
mittlung und Regelung gesellschaftlicher Online-Kommunikation wahrnehmen. Und
weiter: Welche Verp]lichtungen sollen sie haben und welche wollen sie haben? Bisher
wurde deutlich, dass sie die Aufgaben eines*einer Schiedsrichter*in nicht übernehmen




Die empirische Diskursanalyse erweist sich als instruktiv, wenn es darum geht, die Her-
ausbildungsprozesse sowie den Wandel institutioneller Regeln einer Governance durch
Plattformen zu kontextualisieren. Der hier untersuchte Mediendiskurs ist relativ offen
und integriert Spezialdiskurse, wie etwa aus Wissenschaft, Wirtschaft und Politik, nutzt
dafür aber allgemein verständliche Deutungs- und Begründungsweisen eines Alltagsdis-
kurses. Der Mediendiskurs rekonstruiert gesellschaftliche Relevanz und offenbart inso-
fern die öffentliche Wahrnehmung des Wandels und die anhaltende Aushandlung der
Plattformregeln. Vor allem anhand der diskursiven Storylines lassen sich die gesell-
schaftlichen Auseinandersetzungen nachvollziehen. Die zuvor dargestellten Storylines
zu Hassrede auf Facebook, Twitters Umgang mit missbräuchlichem Verhalten und zur
Veröffentlichung von gewaltvollem Material auf YouTube stellen dabei jeweils eigene
spezi]ische Problemzusammenhänge dar. Diese rufen wiederum jeweils unterschiedli-
che diskursive Akteur*innen auf den Plan, die sich an der Aushandlung beteiligen und ei-
gene Problemde]initionen und akzeptable Lösungen verhandeln. Dabei wird klar, dass es
bei problematischer Kommunikation keine einheitliche Lösung geben wird. Im Gegen-
teil – in diesen Problemzusammenhängen für die Kategorien problematischer Kom-
munikation werden ganz unterschiedliche Lösungen diskutiert. Mit Videos, die terrori-
stische Propaganda enthalten, muss anders umgegangen werden als mit
diskriminierenden Aussagen gegenüber Frauen, die in Witzen versteckt sind. Es bedurf-
te also einer ständigen Anpassung der Content-Moderation, der Regeln und Verfahren.
Aus den in den Medien berichteten Ereignissen und Sachverhalten lassen sich Rück-
schlüsse auf Veränderungen der Plattformregeln ziehen. In Kombination mit der Dok-
umentenanalyse zum eigentlichen Wandel der Regeln lassen sich Änderungen an diesen
zeitlich	mit	den	Ereignissen	verknüpfen.
Damit kann prinzipiell kein direkter Ein]luss des Diskurses auf die Änderung einer
Regel unterstellt werden. Das Forschungsdesign eignet sich nicht dafür, Kausalitäten zu
prüfen, sondern kann diskursiven und institutionellen Wandel lediglich zeitlich plausibi-
lisieren. Die diskursive Interaktion zwischen den Akteur*innen deutet daher zunächst
nur auf die Vielzahl der beteiligten Akteur*innen hin; die Aushandlung kann in ihrem Er-
gebnis nicht vorhergesehen werden. Die berichteten Sachverhalte und Ereignisse ku-
mulieren manchmal erst längerfristig in Änderungen der Regeln, wie beispielsweise im
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Fall der Hassrede-Regelungen von Facebook. Manchmal werden ein Umdenken und An-
passungen	der	Prozesse	durch	ein	einziges	Video	ausgelöst,	wie	im	Fall	von	YouTube.	
Es erwies sich besonders bezüglich der drei großen Plattformen als gewinnbrin-
gend, institutionelle Veränderungsprozesse im Diskurs nachvollziehen zu können. Die
drei kleineren hier untersuchten Plattformen Flickr, Tumblr und Pinterest produzieren
zwar auch medienöffentliche Diskussionen, diese sind aber längst nicht so reich an The–
men und Ver]lechtungen mit Akteur*innen wie diejenigen um Twitter, Facebook und
YouTube. Der Diskurs zu einer Governance von Plattformen wird maßgeblich von den
drei	großen	Plattformen	und	ihrem	Handeln	oder	Nichthandeln	geprägt.	
So sind es auch diese Plattformen, die überwiegend mit den Fragen und Problemen
der Regelung globaler Meinungsfreiheit in einen diskursiven Zusammenhang gebracht
werden. Alle Storylines – ob nun zu Hassrede, Gewaltvideos oder Belästigungen und Be-
drohungen – haben die Frage aufgeworfen, wie die Meinungsfreiheit garantiert werden
kann, wenn Plattformen gleichzeitig gegen problematische Inhalte vorgehen. Die Regeln
der Plattformen und die damit verbundenen Moderationspraktiken wurden über den
untersuchten Zeitraum unter dem Aspekt der Meinungsfreiheit diskutiert. Dieser Meta-
diskurs offenbart die grundlegenden Dilemmata einer privaten Governance grenzüber-
schreitender Kommunikation. Je offener die Plattformen ihre Nutzerbasis gestalten, des-
to mehr Kontrolle wird an den Stellen erforderlich, wo zwischen erwünschten und
unerwünschten Inhalten differenziert werden muss. Plattformen sind darauf angewie-
sen, ein hohes Maß an Nutzerinteraktion und Nutzerbindung zu erreichen, um Ein-
nahmen zu erzielen. Greifen sie jedoch zu stark in die Kommunikation ein, besteht die
Gefahr, dass jene Nutzerinteraktion verloren geht. Positionieren sich Plattformen als
neutrale Vermittler*innen jeglicher Kommunikation, resultiert daraus die Gefahr, dass
kommerzielle Partner*innen und Nutzer*innen die Plattform verlassen. Wer kann also
am besten beurteilen, welche Inhalte noch angemessen sind und welche besser entfernt
werden sollten? Und so bleibt die Frage, welche Verantwortlichkeiten Plattformen haben
und wahrnehmen sollen, weiterhin ungeklärt. Während die Plattformen nach wie vor in
der Öffentlichkeit eher Zurückhaltung zeigen, wenn es darum geht, problematische
Nutzerinhalte aktiver zu moderieren, haben sie im Grunde jedoch genau die Mechanis-
men entwickelt, mit denen sie diese Abwägungsentscheidungen nonstop und in unzähli-
gen Fällen treffen können. Während Plattformen in den ersten Jahren die Regeln und Ka-
tegorien problematischer Inhalte de]inierten und konkretisierten, gingen sie in den
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letzten Jahren dazu über, die Prozesse der Plattform-Governance auszuarbeiten und öf-
fentlich zu erklären, wie Entscheidungen getroffen und umgesetzt werden. Im Diskurs




VI Verdichtung: Regeln, Programme 
und Leitbilder einer Plattform-
Governance
In diesem Kapitel treffen die theoretische Fundierung, die methodische Umsetzung und
die Ergebnisse der Untersuchung aufeinander. Alle Befunde werden nun zusammenge-
führt und notwendigerweise hinsichtlich der beiden zentralen Fragestellungen verdich-
tet: Welche institutionellen Merkmale einer Governance der Plattformen lassen sich be-
stimmen, und wie können die Genese sowie der Wandel dieser Governance als
institutionelle	Herausbildungsprozesse	in	Diskursen	rekonstruiert	werden?
Am Beginn der Arbeit stand die Aufgabe, den Governance-Begriff im Kontext des
Forschungszusammenhangs zu präzisieren und die Forschungsfragen durch geeignete
empirische Methoden umzusetzen. Hierbei konnte an die institutionalistischen Ansätze
der Media-Governance-Forschung angeschlossen werden, in deren neuesten Arbeiten
für eine Wiederbelebung dieser Perspektive im Zusammenhang mit der Neuinstitutiona-
lisierung einer Governance von Plattformen plädiert wird. Im Kern sind es (1) die Me-
chanismen der privaten Ordnungsbildung und einer Regelsetzung durch die Institution
des Vertrags sowie (2) die Transnationalität der Durchsetzung und des Geltungsberei-
ches dieser Regeln, mit denen zwei neue institutionelle Merkmale einer Kommunika-
tionsordnung beschrieben werden. Die Herausbildung dieser Merkmale sowie der Wan-
del institutioneller Regeln lassen sich kommunikationstheoretisch über
diskursorientierte Ansätze des Institutionalismus erarbeiten. Von diesen wurden auch
die hier geleisteten empirischen Arbeiten geleitet, die in einer Kombination aus einer
Dokumentenanalyse der Plattformregeln und einer Diskursanalyse vorgenommen wur-
den	(siehe	Abb.	4,	S.	134).
Am Ende der vorliegenden Arbeit offenbart sich nun eine Vielzahl detail- und kont-
extreicher Ergebnisse: von kleinen Änderungen in der sprachlichen Formulierung der
Regeln bis hin zur Verantwortung von Plattformen in einem globalen Diskurs um das Th-
ema Meinungsfreiheit. Zu ergründen ist nun, wie der Herausbildungsprozess der institu-
tionellen Regeln von Plattformen als ‚großes Ganzes‘ beschrieben werden kann. Eben-
falls gilt es herauszuarbeiten, welche übergeordneten Themenkomplexe eines Wandels
privater Governance von Plattformen sich abzeichnen und welchen Regelmäßigkeiten
das Ordnungsprinzip vertraglicher Vereinbarungen für die Kommunikation in den Platt-
formregeln folgt. Mithilfe der Verdichtung der Befunde aus den vorangegangenen Kapi-
teln wird der Fokus auf die Ausarbeitung des Komplexes und der Dynamik der Heraus-
bildungsprozesse gelegt, die auf der Basis der kommunikativen Interaktion von
Akteur*innen im Diskurs betrachtet werden. Im Rahmen einer Rücküberprüfung mit
den Ansätzen aus der Theorie soll geklärt werden, ob die qualitativ-interpretativen Be-
funde aus der Dokumenten- und der Diskursanalyse auch abseits der Empirie tragen.
Das Kapitel ist entlang den von Vivien A. Schmidt (2008) für den diskursiven Institutio-
nalismus unterschiedenen Ebenen des institutionellen Wandels strukturiert: spezi]ische
Policies, grundlegendere Programme und institutionelle Leitideen (vgl. Kap. III.3.2). Die-
se Ebenen werden hier nun auf eine Kommunikationsordnung nach den institutionellen
Prinzipien	einer	Governance	der	Plattformen	angewendet.	
Im Sinne einer Triangulation der Methoden ]ließen dabei auf den drei unterschiedli-
chen Ebenen jeweils Befunde aus der Dokumenten- und der Diskursanalyse zusammen.
Die Untersuchung des tatsächlichen Wandels der Nutzungsbedingungen und Gemein-
schaftsrichtlinien von Plattformen konnte mithilfe der Dokumentenanalyse auf der Basis
von insgesamt 126 Versionen durchgeführt werden (vgl. Tab. 4, S. 120). Im Fall von Face-
book konnten Nutzungsbedingungen seit dem Jahr 2004 selektiert werden. Die Gemein-
schaftsrichtlinien reichten im Fall von Flickr bis in das Jahr 2006 zurück. Die Basis der
Diskursanalyse bildete ein Korpus aus 3.444 Dokumenten englischsprachiger Medien,
die in ihrer Berichterstattung den Wandel der Plattformregeln rekonstruieren (vgl. Tab.
6,	S.	128).
In Form einer zusammenfassenden Tabelle am Schluss dieses Kapitels wird die Her-
ausbildung der institutionellen Merkmale einer privaten Plattform-Governance anhand
der	drei	unterschiedenen	Ebenen	noch	einmal	herausgestellt.	
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1 Der Wandel der spezifischen Regeln für die Kommunikation
auf Plattformen
Die erste Ebene der hier untersuchten Plattform-Governance für die grenzüberschrei-
tende Kommunikation umfasst die spezi]ischen Verhaltensrichtlinien und Inhaltsregeln,
die von Plattformen für den Umgang unter Nutzer*innen formuliert werden. Diese ]in-
den sich typischerweise in den Gemeinschaftsrichtlinien. Alle sechs untersuchten Platt-
formen halten ein solches Dokument vor. Die ‚Community Standards‘ oder ‚Guidelines‘,
die ‚Acceptable Use Policy‘ oder die ‚Twitter Rules‘ sind Teil der vertraglichen Vereinba-
rung, denen die Nutzer*innen bei Anmeldung eines Kontos zustimmen müssen. Diese
sowie weitere spezi]ische Policies für bestimmte Inhaltsbereiche gelten damit ebenfalls
verbindlich für Millionen von Nutzer*innen. Facebook als die größte der Plattformen
zählt	aktuell	mehr	als	2,2	Milliarden	aktive	Nutzer*innen	weltweit	(siehe	Tab.	3,	S.	105).
Die Gemeinschaftsstandards gingen mit einer zeitlichen Verzögerung aus den Nut-
zungsbedingungen hervor und bilden heute separate Regeldokumente. Sie spezi]izieren
die Regeln hinsichtlich unzulässiger Inhalte und Verhaltensweisen, informieren über die
Verfahren der Durchsetzung und legen so die Grenzen für die Kommunikation auf Platt-
formen fest. In den Beschränkungen der Kommunikationsinhalte ]inden sich zum Bei-
spiel die Verbote der Darstellung von Kindesmissbrauch, von Gewalt, Selbstverletzun-
gen, Pornogra]ie und Nacktheit. Verbote bestimmter kommunikativer Verhaltensweisen
betreffen zum Beispiel Bedrohungen, Belästigungen, das Versenden nicht autorisierter
Werbung	und	Spam.	
In den Gemeinschaftsrichtlinien bringen Plattformen insbesondere die normativen
Ideen zu einer Kommunikation zum Ausdruck. In den Dokumenten wird angegeben,
welche Verhaltensweisen ‚gut‘ oder ‚schlecht‘ sind, welche Inhalte angemessen bzw. zu-
lässig sind und was nicht erlaubt ist. Für manche Bereiche werden explizite Ausnahmen
von den Verboten formuliert. So fällt bei Facebook die Darstellung stillender Frauen
nicht unter das Nacktheitsverbot, und Pinterest erlaubt Aktfotogra]ien dann, wenn sie in
einem künstlerischen, wissenschaftlichen oder pädagogischen Kontext stehen. Mit die-
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sen Dokumenten wird in erster Linie versucht, das Verhalten der Nutzer*innen in ge-
wünschter	Weise	zu	beein]lussen.
Die Analyse der Dokumente und der darin enthaltenen Regeln für die Kommunikati-
on hat gezeigt, dass sich diese in den letzten zehn Jahren stark gewandelt haben. Im Er-
hebungszeitraum hielt nur Tumblr ein Archiv früherer Versionen seiner Gemeinschafts-
richtlinien bereit. Auf den anderen Plattformen war jeweils nur die aktuelle Version frei
zugänglich;	ältere	Versionen	mussten	im	Internet	Archive	gesucht	werden.	
Über die Analyse der Diskurse konnte die Herausbildung der Regeln im Kontext der
gleichzeitig statt]indenden gesellschaftlichen Auseinandersetzungen nachvollzogen wer-
den. Anhand der rekonstruierten Storylines zur Hassrede bei Facebook, zu missbräuchli-
chem Verhalten bei Twitter sowie zur Darstellung von Gewalt und Bedrohungen bei You-
Tube wurden die öffentlichen Diskussionen mit der Entwicklung der entsprechenden
Plattformregel in Verbindung gebracht. Regeltext und Regelkontext konnten zusammen-
hängend betrachtet werden (siehe Kap. V.2.1). Manche größeren medialen Debatten-
stränge oder einzelnen Ereignisse spiegelten sich in Regeländerungen wider, auch wenn
nicht jede einzelne Änderung von ihnen ausgelöst wurde. Die enorme Erweiterung der
Richtlinie für Hassrede von Facebook zum Beispiel kann als Ergebnis mehrerer verwan-
dter, zugleich aber separater Ereignisse und Kontroversen betrachtet werden, die inner-
halb weniger Jahre in einem globalen Diskurs über Hassrede auf Plattformen kulminier-
ten. Ein anderer Fall betraf Twitter: Nach massiven öffentlichen Protesten gegen
Twitters Umgang mit Belästigungen von Nutzer*innen überarbeitete die Plattform ihre
Richtlinien kurzfristig und führte eine neue Kategorie ‚Targeted Abuse‘ ein. Diese ent-
hielt nun auch Bestimmungen zu Belästigungen und legte fest, nach welchen Faktoren
geregelt	wird,	was	auf	der	Plattform	als	gezielter	Missbrauch	oder	Belästigung	gilt.
Die Gemeinschaftsrichtlinien und die institutionellen Regeln, die sie enthalten, wur-
den in den letzten Jahren in der Öffentlichkeit bewusster wahrgenommen. Plattformen
reagierten darauf unter anderem mit Änderungen von Form, Gestaltung und verbaler
Ansprache der Nutzer*innen. An den Gemeinschaftsrichtlinien zeigt sich die diskursive
Arbeit der Plattformen, mit der sie ihren Standpunkt und ihre Positionierung in dieser
Auseinandersetzung kommunikativ vermitteln – nicht nur den Nutzer*innen, sondern
auch einer breiten Öffentlichkeit. Die Regeln, die Verfahren und auch das Eingreifen der
Plattformen werden in den Gemeinschaftsrichtlinien heute wesentlich ausführlicher
dargelegt als in den Versionen der ersten Jahre. Facebook schickte der Überarbeitung
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der Gemeinschaftsstandards im Jahr 2015 einen offenen Brief des Content-Policy-Teams
(vgl. Bickert/Osofsky 2015) voraus, in dem die Hintergründe und Absichten der Überar-
beitungen dargelegt wurden. Heute ]inden sich in den Gemeinschaftsrichtlinien aller
Plattformen	einführende	Erklärungen	zu	Sinn	und	Zweck	der	Regeln.	
Die Gemeinschaftsrichtlinien stellen Dokumente institutioneller Regeln dar, die mit
der Zeit eine präzisere regulative Ordnung erkennen lassen. Neben einer regulativen
weisen die Gemeinschaftsrichtlinien aber auch eine symbolische Funktion auf. Sie wer-
den zum Gegenstand diskursiver Interaktion und prägen so die institutionelle Realität,
wie Cornelissen et al. (2015: 11) in ihrem Ansatz des kommunikativen Institutionalis-
mus ausführen. Von den untersuchten Plattformen erhält allein Flickr Gemeinschafts-
standards aufrecht, in denen inhaltliche Anforderungen als positive Verp]lichtungen der
Community formuliert sind ‒ ein Relikt aus den Anfängen des Community Manage-
ments. Bei den anderen Plattformen wich der anfängliche Appell an die Nutzer*innen,
die Plattform in gewünschter Weise zu nutzen, mehr und mehr konkret ausformulierten
Verboten und inhaltlichen Beschränkungen. Plattformen gingen also dazu über, nicht
mehr den Gebrauch, sondern den Missbrauch ihrer Dienste in den Gemeinschaftsrichtli-
nien zu de]inieren. Anhand der Dokumentenanalyse ließ sich damit ein früherer Befund
der Forschung bestätigen, wonach die inhaltlichen Beschränkungen anfangs eher als
modellhafte Standards formuliert waren, während es sich heute um klar de]inierte Ver-
botsregeln handelt (Klonick 2017: 1631). Die Regeln bilden heute die normative Basis,
auf der die Plattformen die Zulässigkeit oder Unzulässigkeit von Nutzerinhalten abwä-
gen. Sie bieten Plattformen hinsichtlich ihrer Auslegung die notwendige Flexibilität bei
Entscheidungen, sind aber gleichzeitig skalier- und leichter durchsetzbar. Die Grenzen
der	Kommunikation	auf	Plattformen	lassen	sich	so	besser	kontrollieren.
Der Wandel spezi]ischer Policys für die Kommunikation in den Gemeinschaftsricht-
linien lässt sich anhand historischer Dokumentversionen und der diskursiven Auseinan-
dersetzung über die Regeln, die im Untersuchungszeitraum stattfand, plausibel nachvoll-
ziehen. Vor allem aber wird der Wandel der Gemeinschaftsrichtlinien öffentlich
nachvollziehbar, da er durch eine Vielzahl beteiligter Akteur*innen in die kommunikati-
ve Sphäre eingebracht wird. Insbesondere die Gemeinschaftsrichtlinien, in denen Platt-
formen die Regeln und Grenzen für die Kommunikation aufzeigen, schaffen eine Grund-
lage dafür, die Regeln kritisch zu hinterfragen. So nimmt eine breitere Öffentlichkeit,
unter anderem die Nutzer*innen selbst, Ein]luss auf diesen Aushandlungsprozess. Wie
VI. Verdichtung: Regeln, Programme und Leitbilder einer Plattform-Governance 207
von Schmidt (2011) im Zusammenhang mit dem Ansatz des diskursiven Institutionalis-
mus erörtert, geht es im öffentlich-kommunikativen Diskurs darum, Akzeptanz und Le-
gitimation für die jeweilige Position zu schaffen, Regeln und Entscheidungen zu kritisie-
ren und zu verteidigen. Hier wird die Verhandlung normativer Ideen erkennbar; es lässt
sich	nachvollziehen,	welche	Kommunikation	angemessen	ist	und	welche	nicht.	
In den heutigen Regeldokumenten der Plattformen zeigen sich – in den Worten von
Gillespie (2018a: 139) – noch immer die „scars of past incidents and external pressures“.
Diese ‚Vernarbungen‘ sehen, so zeigte die Untersuchung, keinesfalls bei allen Plattfor-
men gleich aus. Unterschiede ergeben sich dahingehend, welche Problembereiche die
Plattformen überhaupt explizit in den Gemeinschaftsstandards aufführen und wo sie die
konkreten Grenzen der Unzulässigkeit ziehen. Die Gemeinschaftsrichtlinien weisen an-
hand der Art und Weise, welche Regeln wie formuliert werden, auf jeweils eigene, platt-
formspezi]ische Problemlösungen und Arbeitsweisen hin. In den Dokumenten offenbart
sich die Bemühung der Plattformen, die vielfältigen Nutzungsweisen handhabbar zu ma-
chen, zu kategorisieren, zu de]inieren, zu sortieren und dabei immer wieder neuen Si-
tuationen anzupassen. Auf der Ebene spezi]ischer Regeln einer Plattform-Governance
für die Kommunikation lässt sich der Wandel der Gemeinschaftsrichtlinien daher direkt
mit den Dynamiken der Nutzerkommunikation und den immer wieder neuen, oft auch
problematischen Kommunikationsphänomenen einer wachsenden, weltweiten Nutzer-
zahl	verbinden.
Mit Blick auf den letzten Stand der Gemeinschaftsstandards der Plattformen im Kor-
pus ließ sich übergreifend feststellen, dass die meisten Plattformen heute bestimmte
Problembereiche der Kommunikation in ihren Gemeinschaftsrichtlinien adressieren. Die
Aktualisierungen der Gemeinschaftsstandards im Verlauf der letzten zehn Jahre resul-
tierten darin, dass übliche Kategorien unzulässiger Inhalte und Verhaltensweisen in der
einen oder anderen Form vorgefunden werden können (siehe Kap. V.1.2). Es wurden
hier zehn solcher Kategorien unzulässiger Inhalte identi]iziert, und deren Wandel wurde
anhand von Beispielen dargestellt. Darunter ]inden sich schwer de]inierbare und kont-
roverse Inhaltsbereiche, wie missbräuchliches Verhalten oder Hassrede, aber auch ge-
sellschaftlich	kaum	als	relevant	wahrgenommene	Kategorien,	etwa	Spam.
Die Kategorie ‚Hate Speech‘ zum Beispiel ist heute bei Facebook umfangreich be-
schrieben. Was die Plattform darunter versteht, wird genauso de]iniert wie explizite
Ausnahmen und die Aufforderung an die Nutzer*innen, Gegenrede einzusetzen. Die Art
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und Weise, wie ‚Hate Speech‘ de]iniert wird, hat sich auch bei anderen Plattformen
durchgesetzt. Bei Twitter, YouTube und Pinterest lautet die Beschreibung dieser Katego-
rie	ähnlich.
Abgesehen von der Kategorie ‚Hassrede‘, die die Plattformen heute relativ ähnlich
formulieren und de]inieren, ]inden sich in den Details jeweils plattformspezi]ische Ei-
genheiten. Das Set unzulässiger Inhalte unterscheidet sich daher in den Details. Dennoch
stellen die Gemeinschaftsrichtlinien der Plattformen heute zusammengenommen ein
übliches Set aus elaborierten, genauer de]inierten und erweiterten Kategorien proble-
matischer Online-Kommunikation dar. Dieses Set kann indes nicht als stabil bezeichnet
werden. Es repräsentiert vielmehr eine vorübergehende Vereinbarung der akzeptablen
Grenzen von Kommunikation, „which serves as a way-station or modus vivendi as new
modes	of	information	are	distributed“	(Price/Verhulst	2004:	43).
Facebook, Twitter und Co. haben Gemeinschaftsrichtlinien für eine global verstreu-
te, heterogene Nutzergruppe aufgestellt, um vielfältige Kommunikation in ebenso viel-
schichtigen Kontexten zu regeln. Sie de]inieren damit maßgeblich das „global default“
(Wagner 2016: 121ff.) der Online-Kommunikation. Die Plattformen zogen in den letzten
Jahren selbst rote Linien, deren Verlauf in der öffentlichen Auseinandersetzung aufge-
griffen wird. Mit den Gemeinschaftsrichtlinien, die eigentlich als Bedingungen für den
Gebrauch der Dienste gedacht sind, stemmen sich die Plattformen heute gegen den
Missbrauch. Die Regeln allein – seien sie auch noch so ausgefeilt formuliert – werden
den Missbrauch der Plattformen aber nicht verhindern. Ihre regulative Wirkung reicht
nicht aus. Eher wirken sie noch in die Organisationen hinein, die die internen Prozesse
der Inhaltsmoderation immer wieder neu danach ausrichten. Dagegen entfalten die Ge-
meinschaftsrichtlinien durchaus eine symbolische Wirkung nach außen, indem sie das
Handeln	der	Plattform	einer	interessierten	Öffentlichkeit	erklären.	
Bei der Analyse der Dokumente ließen sich seit 2015 kaummehr grundsätzliche Än-
derungen der Regeln rekonstruieren. Die Diskursanalyse zeigte aber, dass die Herausfor-
derung einer Governance der Plattformen heute vor allem in der Durchsetzung dieser
Regeln liegt. Notwendig ist also mehr als die Änderung der spezi]ischen Policy-Lösun-
gen	–	notwendig	ist	die	Entwicklung	eines	Programms.	
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2 Aushandlungen der programmatischen Ideen einer privaten
Governance
Auf der zweiten Ebene einer Governance der Plattformen wird nach dem grundlegenden
Programm gefragt. Herauszu]inden ist, was den Policy Core, also den institutionellen
Kern einer privaten Plattform-Governance, de]iniert und welche Paradigmen und Or-
ganisationsprinzipien den spezi]ischen Policys in den Gemeinschaftsrichtlinien Orientie-
rung	und	Richtung	geben.
Auf der Basis der theoretischen Erarbeitung eines privaten transnationalen Gover-
nance-Modus sowie der empirischen Analyse lässt sich das Programm als eine Gover-
nance durch Vertrag fassen. Das äquivalente Regelwerk sind die Nutzungsbedingungen.
Diese stellen vertragliche Vereinbarungen in Form von Standardverträgen zwischen ei-
ner Plattform und einer unbegrenzten Anzahl von Nutzer*innen dar. Im Sinne einseitiger
Vertragsprozesse (siehe Kap. III.2.3) werden sie von den Plattformen vorformuliert und
den	Nutzer*innen	als	Ganzes	zur	Zustimmung	vorgelegt.	
Die Nutzungsbedingungen de]inieren die grundlegenden Parameter einer Gover-
nance, indem sie Rechte und P]lichten der Beziehung zwischen Plattform und Nutzer*in-
nen festlegen. Sie sind das rechtliche Korrelat dieser privaten Ordnungsbildung für die
grenzüberschreitende Kommunikation auf Plattformen – „the legal bricks and mortar“,
wie Bygrave (2015: 3) die Funktion von Verträgen in der Governance des Internets be-
schreibt. Damit erfüllen sie eine grundlegendere Funktion für die Governance der Platt-
formen als die Gemeinschaftsrichtlinien. In ihnen werden alle Problembereiche, die für
den kommerziellen und technischen Betrieb einer Plattform essenziell sind, möglichst
umfassend de]iniert. Die Nutzungsbedingungen ermöglichen nicht nur die allgemeine
Bereitstellung der Plattform, sondern auch die praktischen Verfahren der Content-Mo-
deration. Sie sollen den störungsfreien Ablauf gewährleisten und rechtlich absichern.
Die Nutzungsbedingungen und die hybriden Verfahren der Durchsetzung der Regeln für
die Inhalte füllen zusammen das grundlegende Programm der Plattform für die Gover-
nance	der	Kommunikation.
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Die Analyse der Dokumente ergab, dass die Nutzungsbedingungen üblicherweise
die Themenbereiche Zugangsregulierung, allgemeine Bereitstellung und Umfang des
Dienstes, die Nutzung und Weiterverwendung vorhandener Inhalte, die Anforderungen
an die Erstellung eigener Inhalte, Kontroll- und Sanktionsmaßnahmen sowie die Beendi-
gung des Vertragsverhältnisses abdecken. Sie sind das Hauptdokument für die Gover-
nance	der	Beziehung	zu	den	Nutzer*innen	und	dritten	Parteien.
Die Nutzungsbedingungen umfassen somit auch die allgemeinen Bedingungen für
den Zugang zu und die Verbreitung von Informationen und berühren damit grundrechts-
sensible Bereiche der Kommunikation. Hier wird die besondere Bedeutung dieser Dok-
umente für eine Plattform-Governance deutlich. Nutzungsbedingungen de]inieren die
Schnittstelle zwischen den internen Organisationsprinzipien und der externen Organisa-
tionsumwelt. In den Nutzungsbedingungen verbinden sich also die spezi]ischen Policys
aus den Gemeinschaftsrichtlinien mit den bestehenden regulativen Institutionen im wei-
teren rechtlichen und gesellschaftlichen Kontext. Die Nutzungsbedingungen, so zeigte
die inhaltliche Untersuchung in der Dokumentenanalyse, bündeln so auch die essenziel-
len öffentlichen Regelungsbereiche und übersetzen diese in eine spezi]ische Plattformlo-
gik. In den Dokumenten werden unter anderem Belange und Anforderungen des Daten-
schutzrechts, des Urheberrechts und anderer Eigentumsrechte, der Haftungsregulierung
sowie der Anforderungen an Streitbeilegungsverfahren angesprochen. Zudem wird die
Zusammenarbeit	mit	Regulierungs-	und	Strafverfolgungsbehörden	geregelt.	
Anhand der Änderungen der Nutzungsbedingungen lässt sich bis zu einem gewissen
Grad rekonstruieren, wie Plattformen ihre Produkte im Kontext des öffentlichen Regulie-
rungsrahmens entwickelt haben, welche Skalierungsstrategie sie verfolgen und welche
Geschäftsmodelle daraus resultieren. Es wurde deutlich, dass gerade die größeren Platt-
formen anfangs betrieben wurden, ohne dass klar war oder geahnt werden konnte, wie
sie in Zukunft (missbräuchlich) genutzt werden. Das Plattformgeschäft fußt auf der Par-
tizipation von Nutzer*innen, deren Kommunikation und den dadurch generierten Daten.
Die Plattformen geben den Nutzer*innen ein ideologisches Wertversprechen, nämlich
das Versprechen, hier sicher und frei kommunizieren zu können. Daneben stehen jedoch
die ökonomischen Versprechen, die neuen Plattformpartner*innen, Werbetreibenden
und Datenpartner*innen gegeben werden. Die Nutzungsbedingungen gewannen dem-
entsprechend in den ersten Jahren sukzessive an Umfang. Je mehr Akteur*innen und In-
teressenlagen die Plattformen integrierten, umso mehr Regeln wurden in das Standard-
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paket implizierter Vereinbarungen aufgenommen. Inhaltlich offenbaren sich diese
Veränderungen insbesondere als Anpassungen an die Evolution heutiger mehrseitiger
Plattformgeschäftsmodelle und an die technologische Weiterentwicklung der
Plattformen.
Im Ergebnis der Dokumentenanalyse wurde offensichtlich, wie sich die essenziellen
Prinzipien herausbildeten, nach denen die Plattformen eine allgemeine Nutzung ermög-
lichen und für bestimmte unerwünschte und missbräuchliche Verhaltensweisen be-
schränken. Fester Bestandteil heutiger Nutzungsbedingungen von Plattformen ist ein
vertraglicher Mechanismus, der Eigentum und Verantwortung für jegliche Nutzerinhalte
regelt. Als Nexus aus Content Ownership, Content Responsibility und Content Licence ist
er als solcher in der Arbeit beschrieben worden (siehe Kap. V.1). Danach behalten die
Nutzer*innen jegliche Besitzrechte an ihren Inhalten, die sie auf der Plattform zur Verfü-
gung stellen, und tragen dafür sowie für ihre sonstigen Handlungen die Verantwortung.
Den Plattformen gewähren sie aber eine umfangreiche Nutzungslizenz für diese Beiträ-
ge. Die Nutzer*innen stimmen zudem gleichzeitig der Regelung zu, dass die Plattform
das Recht zur Kontrolle und Sanktionierung von Inhalten besitzt, aber nicht die Ver-
p]lichtung, bei Regelverstößen einzugreifen. Hierin liegt der Kern des Plattformge-
schäftsmodells: eine größtmögliche Nutzung erlauben, aber keine rechtliche Verantwor-
tung	für	die	problematische	Kommunikation	der	Nutzer*innen	übernehmen.	
In diesem Mechanismus, der in den Nutzungsbedingungen festgehalten ist, wird ei-
nerseits das öffentlich kodi]izierte und geltende Haftungsprivileg für Internet-Interme-
diäre übersetzt. Demnach können die Betreiber von Netzwerkplattformen prinzipiell
nicht für die Vermittlung rechtswidriger Inhalte seitens der Nutzer*innen haftbar ge-
macht werden (siehe Kap. II.2). Andererseits wird den Plattformen mit diesem Mecha-
nismus das Recht eingeräumt – aber nicht die Verp]lichtung auferlegt –, in die Kommuni-
kation einzugreifen. Dies ermöglicht die vielfältigen Durchsetzungspraktiken und die
Verfahren zum Umgang mit den Inhalten, die Kontrolle und die Sanktionierung von Fehl-
verhalten,	die	im	Konzept	der	Content-Moderation	beschrieben	werden.	
Die praktische, organisationale Ausgestaltung einer Governance durch Vertrag er-
hält durch das Konzept der Moderation von Inhalten mehr Substanz. Gillespie (2018a)
sieht in den Methoden und Verfahren der Content-Moderation die eigentliche Kernkom-
petenz von Plattformen. Die Moderation der Nutzerkommunikation sei die Essenz von
deren wirtschaftlichem Handeln und Leistungsversprechen an die Nutzer*innen selbst,
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als auch an die Kund*innen und Partner*innen sowie die Politik. Angeboten, beworben
und verkauft werde dabei das Versprechen eines organisierten, kuratierten und mode-
rierten Kommunikationserlebnisses, so Gillespie (ebd.: 13). Die ablaufenden Entschei-
dungsverfahren sowie die Änderungen an diesen organisationalen Verfahren lassen sich
weder als Ganzes noch in den komplexen Details untersuchen. Wie bereits in der ein-
schlägigen Forschung festgestellt wurde, stellt die Content-Moderation der großen Platt-
formen einen historisch undurchsichtigen Prozess dar, der in den Details kaum öffent-
lich wahrgenommen wird und sich einer systematischen Beobachtung entzieht (siehe
Kap. II.3). Mit dem Rückgriff auf die öffentlich-kommunikative Ebene und damit auf die
öffentlichen Aushandlungen der Content-Moderation der Plattformen ließ sich dieses
(Forschungs-)Problem	lösen.	
Die Spezi]ika und die Auswirkungen der Content-Moderation von Plattformen beför-
derte in den letzten Jahren das öffentliche Interesse. Bekannt wurde so etwa, dass Re-
geln und Verfahren der Content-Moderation in internen Runden der beteiligten Teams
regelmäßig besprochen und revidiert werden. Dabei spielen Eindrücke externer Interes-
sengruppen und der Medien sowie Anforderungen der Regierung und die eigenen Beob-
achtungen	des	Nutzerverhaltens	eine	Rolle	(Klonick	2017).	
Durch die empirische Analyse des Diskurses der Plattformregeln stellten sich diese
Aushandlungen als eine diskursive Interaktion von Akteur*innen dar. Insbesondere die
Rekonstruktion der drei Storylines – zu Hassrede auf Facebook, zum Umgang mit
missbräuchlichem Verhalten bei Twitter sowie zu den Regeln und Verfahren von YouTu-
be im Zusammenhang mit gewaltvollen Videos – waren dafür hilfreich. Die Analyse hat
ergeben, dass Plattformen zunehmend die öffentliche Akzeptanz für ihr Vorgehen sowie
ihre Entscheidungen suchen und dabei zugleich Kon]likte und öffentliche Kontroversen
bestärken. Die Moderation der Inhalte wurde umso eher begründungsp]lichtig, je größer
der funktionale und geogra]ische Geltungsbereich der Regeln wurde. Mehr noch: Die
Plattformen sehen sich in den letzten Jahren dazu gezwungen, die Moderation der Inhal-
te als Ganzes stärker öffentlich zu rechtfertigen. So ließ sich zuletzt eine gewisse Öffnung
der Unternehmen im Hinblick auf die öffentliche Begründung ihrer Entscheidungen und
Verfahren	beobachten.	
Die Plattformen haben als Reaktion auf öffentliche Kontroversen die verschiedenen
Mechanismen der Content-Moderation fortwährend geändert: die öffentlichen Regeln,
die internen Verfahrensweisen, das Meldeverfahren für die Nutzer*innen sowie die Ko-
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operation mit externen Akteur*innen und mit Regierungen. Dies drückt sich, wie zuvor
dargestellt, unter anderem in den überarbeiteten Gemeinschaftsstandards aus. Doch
nicht nur diese haben sich geändert. Auf viele Kontroversen reagierten die Plattformen,
indem sie weitere Kontrollmöglichkeiten für die Nutzer*innen hinzufügten, die es diesen
erlauben, unerwünschte Inhalte zu melden oder deren Sichtbarkeit einzuschränken.
Heutzutage ist bekannt, dass die Praktiken und Verfahren der Content-Moderation aus
hybriden Modellen bestehen, in denen komplett automatisierte, communitybasierte Ent-
scheidungen	sowie	Entscheidungen	durch	Moderator*innen	erfolgen.
Eine Governance durch Vertrag wird formell durch Nutzungsbedingungen ermög-
licht und mit dem System der Content-Moderation durchgesetzt. In diesem Programm
werden die Problembereiche der Kommunikation der Nutzer bestimmt und spezi]ische
Regeln	und	Verfahrensweisen	zur	Lösung	eingeführt.	
Darüber hinaus verknüpfen die programmatischen Ideen die spezi]ischen Policy-Lö-
sungen mit den institutionellen Leitbildern und den gesellschaftlichen Vorstellungen ei-
ner Kommunikationsordnung. Das Programm der ‚Governance durch Vertrag‘ enthält die
eher verdeckten Mechanismen der Kooperation mit Staaten sowie Strafverfolgungsbe-
hörden und bedingt gleichzeitig die Zusammenarbeit mit Interessengruppen und die
Kommunikation mit einer breiteren Öffentlichkeit. Hier verbindet sich folglich der in-
tern-koordinierende Diskurs der Regelsetzung und -durchsetzung mit dem öffentlich-
kommunikativen Diskurs der Erklärung und Legitimierung programmatischer Ideen. Die
öffentlich-kommunikative Diskurssphäre ermöglicht auch die Verhandlung normativer
Ideen einer Plattform-Governance – der Frage, was ‚gute‘ und was ‚schlechte‘ Entschei-
dungen	sind.	
Wie im Theoriekapitel mit Verweis auf Vivien A. Schmidt erörtert, stellen Program-
me den allgemeinen Bezugs- und Deutungsrahmen zur Verfügung, in dem sich politische
und gesellschaftliche Akteur*innen mit Vorschlägen zur Problemlösung positionieren.
Die programmatischen Ideen enthalten Diagnosen und Handlungsempfehlungen oder
die eigentlichen Problemde]initionen, die gleichzeitig den Raum möglicher Handlungs-
und	Lösungsoptionen,	Ziele,	Methoden	und	Instrumente	festlegen.
Aus dem Ergebnis der empirischen Analyse folgt also, dass kaum noch von einer Go-
vernance der Plattformen gesprochen werden kann. Stattdessen lassen sich genuine
plattform- und problemspezi]ische Diskurszusammenhänge erkennen. An diesen Zu-
sammenhängen beteiligen sich bestimmte Akteur*innen, die jeweils eigene Problemde]i-
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nitionen und Ereignisse produzieren. Es werden zudem jeweils spezi]ische Lösungen
und	deren	Angemessenheit	verhandelt.	
Nicht alle Problembereiche der Kommunikation stehen dabei gleichermaßen im Fo-
kus der öffentlichen Aufmerksamkeit. Über Darstellungen von Kindesmissbrauch etwa
herrscht ein weitgehender gesellschaftlicher Konsens, der besagt, dass diese von den
Plattformen zu entfernen und strafrechtlich zu verfolgen sind. Störende Formen von
Spam automatisch zu ]iltern oder zu blockieren, scheint ebenso eine weitgehend akzep-
tierte Lösung zu sein. Andere Problembereiche werden dagegen anhaltend kontrovers
diskutiert. Die ausgewählten und rekonstruierten Storylines zu Hassrede, missbräuchli-
chem Verhalten sowie zu Gewaltdarstellung und terroristischer Propaganda können als
Beispiele für hochkontroverse gesellschaftliche Aushandlungen aufgeführt werden. Sie
berühren in gewisser Weise die Graubereiche von Kommunikation und Sprache, die
nicht einheitlich oder kaum durch Rechtssysteme normiert sind. Dabei machte die Ana-
lyse der Entwicklung dieser Regelungen deutlich, dass es nicht die eine Lösung für alle
Problembereiche gibt. Der Umgang mit Hassrede auf Facebook lässt sich nicht mit dem
Umgang mit Belästigungen von Frauen auf Twitter oder mit terroristischer Propaganda
auf YouTube vergleichen. Jedes dieser Kommunikationsphänomene stellt einen eigenen
Problemzusammenhang	her.	
Plattformen stehen im Zentrum dieser Problemzusammenhänge. Sie haben in den
letzten Jahren begonnen, sich mit diesen zu befassen und sie in ein Programm zu über-
setzen. In den heutigen Kategorien unzulässiger und problematischer Inhalte (z.B. terro-
ristische Propaganda, Hassrede, Kindesmissbrauch, Nacktheit) lässt sich daher eher die
Herausbildung von Governance-Regimen auf Organisationsebene erkennen. In ihnen ku-
mulieren sich institutionalisierte Sets aus Normen, Plattformregeln und Entscheidungs-
verfahren für einzelne Kategorien problematischer Inhalte. Es treten jeweils spezi]ische
Akteur*innen in Erscheinung, die an der Problemde]inition und deren Lösung beteiligt
sind. In unterschiedlicher Weise beteiligen sich Staaten, Regulierungsstellungen oder
Selbstkontrollorgane daran. Es werden jeweils spezi]ische Governance-Instrumente und
-Lösungen diskutiert, die sich zeitweise etablieren und mit denen nach jeweils eigenen
Formen der Legitimierung gesucht wird. Dabei reichen die Lösungen von menschlichen
Content-Moderator*innen bis zu automatisiertem Filtering, von einer staatlichen Dele-
gation der Rechtsdurchsetzung über Notice-and-take-down-Verfahren bis zu Trusted-
Flagger-Programmen.	
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Solche Problemzusammenhänge lassen sich auch weitergehend als Governance-
Regime untersuchen. Sie stellen spezi]ische Formen der Institutionalisierung dar. Gover-
nance-Regime sind das Ergebnis der ‚Verregelung‘ und Strukturierung von Problemfel-
dern und zugleich von komplizierten Vermittlungs- sowie Verhandlungsprozessen (Jar-
ren 2007b: 293). Im Zentrum dieser Regime stehen jeweils die einzelnen Plattformen,
die zwar institutionell auf äußeren Druck mit Anpassungen von Regeln und Verfahren
der Content-Moderation reagieren, die eigentliche Entscheidungshoheit aber behalten.
Die Abwägung, ob ein Inhalt der Nutzer*innen zulässig ist oder nicht, erfolgt auf Basis
der Nutzungsbedingungen und Gemeinschaftsrichtlinien. Da die Nutzer*innen diesen
einmal zugestimmt haben, stimmen sie automatisch auch den fortlaufenden Änderun-
gen	dieser	Regeln	zu.	Das	Ordnungsparadigma	bleibt	die	Governance	durch	den	Vertrag.	
3 Herausbildung neuer institutioneller Leitbilder einer 
Governance von Kommunikation 
Die Spezi]ika der Content-Moderation von Plattformen befördern den Diskurs. In der
empirischen Arbeit konnte festgestellt werden, dass die traditionellen Medien einzelne
Ereignisse und Entscheidungen von Plattformen aufgreifen und diese diskutieren.
Gleichzeitig hinterfragen sie dabei aber auch die grundsätzlichen Annahmen dieser Ord-
nung von Kommunikation, die ökonomischen Imperative des Plattformgeschäfts sowie
deren Macht und Rolle für eine rechtlich garantierte Meinungsfreiheit. Die Kumulation
der zahlreichen Berichte über bestimmte Ereignisse festigte den Eindruck, dass das Pro-
gramm einer Plattform-Governance als die normale und übliche Praxis heutiger Online-
Kommunikation umso vertrauter erscheint, je mehr die Öffentlichkeit darüber weiß. Die
Begriffe und De]initionen, mit denen etwa risikoreiche Kommunikationsweisen be-
schrieben werden, zum Beispiel ‚Hate Speech‘ oder ‚Fake News‘, manifestieren sich als
Kategorien im Diskurs – sie bürgern sich ein. Nach über zehn Jahren, in denen die Platt-
formen und der Geltungsbereich ihrer Regeln und Praktiken wuchsen, werden in einer
zunehmend öffentlichen Diskussion nun wesentlich grundsätzlichere gesellschaftliche
Erwartungen	und	Anforderungen	artikuliert.
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Daher soll abschließend auf der Ebene der institutionellen Leitideen noch einmal
tiefergehend nach den zugrunde liegenden Annahmen, die eine Governance der Platt-
form vermittelt, gefragt werden. Im Theorieteil zu den Ansätzen des diskursiven Institu-
tionalismus wurde in diesem Zusammenhang auf die öffentlichen Ansichten verwiesen,
mit denen institutionelle Policys und Programme mit grundlegenden organisierenden
Ideen, gesellschaftlichen Werten und Prinzipien untermauert werden. Übertragen auf
den hier diskutierten Kontext wird also die Frage aufgeworfen, welche neuen Leitbilder
sich mit einer Governance der Plattformen institutionalisieren. Die Befunde sind außer-
dem dahingehend zu prüfen, ob sich neue Annahmen einer Ordnung für die grenzüber-
schreitende	gesellschaftliche	Kommunikation	herausgebildet	haben.	
Auf Basis der theoretischen Erarbeitung eines privaten transnationalen Governance-
Modus sowie der Analyse der Nutzungsbedingungen und Gemeinschaftsrichtlinien kön-
nen für die Leitbilder dieses Ordnungssystems zusammenfassend zwei wesentliche in-
stitutionelle	Merkmale	formuliert	werden.	
1. Die Verwirklichung von Kommunikationsrechten auf Plattformen ist an
private Vertragsrechte gebunden. Die Mehrheit der heutigen Online-Kom-
munikation erfolgt über eine digitale Infrastruktur und unterliegt einer privaten
Governance. Plattformen sind privatwirtschaftliche Akteur*innen, die als
Autor*innen von vertraglichen Vereinbarungen in diesem Bereich regulative
Autorität erlangen. Diese begründen das Paradigma einer privaten Ordnungsbil-
dung für die Nutzerkommunikation auf diesen Plattformen. In diesem Modell
sind Plattformen gleichermaßen ‚Party‘ und ‚Judge‘ – im funktionalen Sinne
„üben sie legislative, exekutive und judikative Funktionen aus“ (Lang 2018: 226).
Die Beziehung zwischen Plattform und individuellen Nutzer*innen wird in Stan-
dardverträgen festgelegt. Bei Standardverträgen werden die Regeln einseitig von
den Anbieter*innen vorformuliert und von den Nutzer*innen als Ganzes akzep-
tiert. Die Änderungen, die Plattformen in den letzten Jahren an diesen Vereinba-
rungen vorgenommen haben – auch auf Druck von Regierungen –, zielen darauf
ab, dieses Modell weiterhin gesellschaftlich zu legitimieren. Ein Beispiel hierfür
ist der Vorschlag zur Bekämpfung von Hassrede. Plattformen bevorzugen hier
ein außerrechtliches Modell, das nicht auf Löschen oder Sanktionieren besteht,
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sondern im Grunde auf der Idee beruht, die Gegenrede (‚Counter-Speech‘) sowie
die	Medienkompetenz	der	Nutzer*innen	zu	stärken.	
2. Der Geltungsbereich der Regeln ist transnational, geht über die Organisati-
on hinaus und wird gegenüber einer theoretisch unbegrenzten Anzahl von
Nutzer*innen durchgesetzt. Funktional wird hier ein genuin transnationales
Regelungsfeld für die Online-Kommunikation geschaffen, das auf kon]ligieren-
den Quellen von Regelungsautorität basiert. Diese nehmen in unterschiedlicher
Weise Ein]luss auf die Ausgestaltung der Regeln und Verfahren von Plattformen.
So kann noch einmal betont werden: „[P]rivate governance is not wholly private;
it results from constant pressure by states and constant interactions and coope-
ration between private companies and states“ (Balkin 2018: 1194). In dieser
grenzübergreifenden Kommunikationsordnung konvergieren insofern auch
nicht die existierenden nationalstaatlichen Kommunikationsordnungen. Die Go-
vernance der Plattformen steht weder über noch unter den nationalen fragmen-
tierten Gesetzen, sondern fügt neue Formen und Instrumente auf einer transna-
tionalen Dimension hinzu. Plattformunternehmen halten sich, sofern sie
erfolgreich in multinationalen Märkten operieren wollen, an die nationalen Ge-
setze. Gleichzeitig etablieren sie mit den Gemeinschaftsstandards einen globalen
Ordnungsrahmen, nach dem jegliche Online-Kommunikation auf ihren Plattfor-
men	bewertet	werden	soll.
Gerade der rechtliche Mechanismus privater Verträge, insbesondere des Standardver-
trags, muss als Quelle institutioneller Regeln für die Kommunikation im Internet heraus-
gestellt werden. Auf der Ebene der Regelformulierung und -implementation sowie hin-
sichtlich des Geltungsbereiches dieser Regeln ließen sich die institutionellen
Eigenschaften einer privaten Governance herausarbeiten (siehe Kap. III.2.4). Anders als
in den etablierten kommunikationswissenschaftlichen Modellen der Selbstregulierung
und der Selbstorganisation tritt hier eine private Ordnungsbildung der Plattformen hin-
zu, die als neues Modell kommunikativer Ordnung ergänzt werden muss. In den theore-
tischen Annahmen und Prämissen der Plattform-Governance setzt sich die Abgrenzung
zu den bisherigen Governance-Modellen fort. Mit dem Vertrag als private regulative In-
stitution werden vor allem wirtschaftliche Transaktionen in der Gesellschaft geregelt.
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Dieses Prinzip moderner Ökonomien weitet sich nun mit all seinen Stärken und Schwä-
chen auf die Bereiche grenzüberschreitender Kommunikation aus (siehe Kap. III.2.3).
Die Governance der Plattformen verspricht aus der Perspektive der ökonomischen und
politischen Theorie, ein Ordnungsmodell zu sein, mit dem ein Angebot ef]izient und zum
individuellen Nutzen aller Beteiligten bereitgestellt werden kann. Zudem ist dieses An-
gebot durch die freiwillige Entscheidung, sich den Regeln der Nutzung zu unterwerfen,
auch legitimiert. In der Praxis fordert diese neue soziale Kommunikationsordnung der
Plattformen	die	etablierten	Institutionen	jedoch	heraus.	
Als Ganzes lässt sich die Herausbildung der Leitbilder nur schwer diskursiv abbil-
den. Die Transformation von gesellschaftlichen Leitbildern geschieht eher untergründig,
langsam sowie inkrementell und ist weniger eine Folge von einzelnen exogenen Ereig-
nissen. In der vorliegenden Arbeit wurde dennoch versucht, die diskursive Herausbil-
dung einer Governance von Plattformen sowie deren Rolle und Verantwortung anhand
eines Metadiskurses nachzuvollziehen. Die in der Berichterstattung re]lektierten Sach-
verhalte und Ereignisse wurden im Kern wiederkehrend auf eine Kontroverse um die
Meinungsfreiheit im Internet zurückgeführt. Im untersuchten Mediendiskurs wird dies-
bezüglich eine gesellschaftliche Relevanz konstruiert, die anhaltend alle Themenberei-
che durchdringt. Hinsichtlich des Schutzes und der Förderung der Meinungsfreiheit be-
steht im untersuchten Diskurs ein Konsens; es sind vielmehr Fragen der
Verantwortlichkeiten bei der Regelung grenzüberschreitender Kommunikation, die für
Kontroversen	in	den	zu	beobachtenden	Aushandlungsprozessen	sorgen.	
Das Handeln oder Nichthandeln der reichweitenstarken Plattformen dominiert da-
bei maßgeblich den Mediendiskurs und prägt so auch die öffentliche Wahrnehmung ei-
ner Governance durch Plattformen. YouTube, Facebook und Twitter werden überwie-
gend auch mit den Fragen und Problemen der Regelung von globaler Meinungsfreiheit
diskursiv in Zusammenhang gebracht. Anhand von fünf Themenfeldern im Zusammen-
hang mit dem Ein]luss, den die Plattformen auf die Ausübung globaler Meinungsfreiheit
haben, ließ sich ein Wandel der öffentlichen Wahrnehmung zu ihrer Rolle und Verant-
wortung feststellen (siehe Kap. V.2.2). Die Plattformen positionierten sich in der Öffent-
lichkeit lange Zeit als neutrale Vermittler*innen von Kommunikation. Als ‚champion of
freedom of speech‘ wollten sie nicht für die Entscheidung verantwortlich sein, welche In-
halte angemessen sind und welche nicht. Das Modell sah vor, die Verantwortung an die
Community abzugeben und dieser lieber Hilfsmittel an die Hand zu geben, unerwünsch-
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te Inhalte nach eigenem Ermessen zu melden. Obwohl sich Plattformen in Bezug auf die
aktive Moderation problematischer Nutzerinhalte weiterhin zurückhaltend äußern,
haben sie in den letzten zehn Jahren doch Mechanismen und Prozesse der Content-Mo-
deration so weiterentwickelt, dass sie der wachsenden Zahl notwendiger Abwägungs-
entscheidungen gerecht werden können. Die Entscheidung über Zulässigkeit oder Unzu-
lässigkeit ist und bleibt jedoch ein schwieriger Balanceakt, bei dem oft das Recht auf
Meinungsfreiheit einer ganzen Reihe von (grund-)rechtlich gewährten Belangen gegen-
übersteht. Diskursiv wandelte sich daher auch das öffentliche Bild von Plattformen als
neutrale Vermittler*innen von Kommunikation zu mächtigen Akteur*innen, die in die
Kommunikation	ihrer	Nutzer*innen	eingreifen.	
Die Erkenntnis, dass Plattformen eine aktive Rolle in der Regelung von Kommunikation
spielen, ist im öffentlichen Bewusstsein erst mit der Zeit gewachsen. Plattformen haben
sich als intervenierende Vermittler*innen für die private und öffentliche Online-Kom-
munikation manifestiert und damit zugleich eine neue Kommunikationsordnung einge-
führt. Die Verwirklichung von Kommunikationsrechten wird in dieser Kommunikations-
ordnung über das Privatrecht geregelt, das zwar im öffentlichen Recht kodi]iziert und
koordiniert wird, durch den Geltungsbereich der Regeln aber ein transnationales Rege-
lungsfeld	schafft.
Diese Ordnung für grenzüberschreitende Kommunikation hat sich vorläu]ig institu-
tionalisiert, aber ist anhaltend umstritten. In der gesellschaftlichen Auseinandersetzung
treten drei Dilemmata dieser Kommunikationsordnung zutage, ohne dass eine klare
Tendenz	für	deren	Au]lösung	vorhanden	wäre.
• Das Grundparadox: Je offener die Plattformen ihre Nutzerbasis und die Kom-
munikation gestalten, desto mehr Kontrolle müssen sie an der Grenze von ak-
zeptabler und inakzeptabler Kommunikation ausüben. Die Mission der Plattfor-
men besteht darin, sinnbildlich ein Ort zu sein, an dem Menschen weltweit
miteinander kommunizieren können. Bei Twitter lautete das Werteversprechen,
das den Nutzer*innen gegeben wurde, beispielsweise „Sharing Content with the
World“, „Discovering Unique and Relevant Content“ und „Participating in Conver-
sations“.38 Kommerzielle Plattformen sind außerdem darauf angewiesen, ein ho-
38 Twitter, Inc., Form S-1 Registration Statement vom 3. Oktober 2013, URL: https://www.sec.gov/Archives/ed-
gar/data/1418091/000119312513390321/d564001ds1.htm	[Zugriff	letztmalig	am	02.01.2019].
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hes Maß an Nutzerinteraktion zu erreichen, um Einnahmen zu erzielen. Greifen
sie jedoch zu stark in die Kommunikation ein, besteht die Gefahr, dass Nutzerin-
teraktion und auch Nutzerbindung verloren gehen. Positionieren sich Plattfor-
men dagegen als neutrale Vermittler*innen für jegliche Art von Kommunikation,
besteht die Gefahr, dass Nutzer*innen und kommerzielle Partner*innen diese
verlassen, weil sie mit bestimmten Inhalten nicht konfrontiert werden möchten.
Langlois et al. (2009) sehen in dem Angebot, das digitale Kommunikationsplatt-
formen machen, inhärente Widersprüche: „On the one hand, such popular plat-
forms allow users to express themselves to new audiences in ways that were not
possible before. On the other hand, even though they are freely accessible and
have come to act as seemingly quasi-public spaces, such platforms are designed
to produce pro]its, mostly through the tracking of user behaviors, interests, and
patterns of use to create new forms of customized advertising“ ‒ ein „Faustian
bargain“ (2008). Dieses Grundparadox wurde indes auch im öffentlichen Recht
in Form der Haftungsregime kodi]iziert (Stalla-Bourdillon 2012). Plattformen
sollen danach möglichst ungehindert Kommunikation und private Infrastruktu-
ren betreiben, sind aber gleichzeitig dazu angehalten, die öffentliche Kommuni-
kation in ihren Systemen oder Netzwerken zu überwachen und auf Rechtsverlet-
zungen	zu	reagieren.
• Die Frage der Angemessenheit grenzüberschreitender Kommunikation
und das Problem der Skalierung:Wer soll in einer globalen Kommunikations-
umgebung beurteilen, was unangemessenes, störendes oder anstößiges Material
ist? Es existieren weder gemeinsame globale Normen noch Regeln oder ein ge-
sellschaftlicher Konsens darüber, welche der vielfältigen Kommunikationsphä-
nomene ausreichend ‚schlecht‘ sind, um ein Verbot zu rechtfertigen. Selbst inner-
halb nationalstaatlicher Grenzen bestehen gesellschaftliche Differenzen
dahingehend, was angemessen ist und was nicht. Hinzu kommt die hohe Skalie-
rung der Plattformen: Ziel war es immer, mehr Kommunikation, mehr Nutzer*in-
nen, mehr Interaktion zu erreichen. Gleichzeitig wird die Skalierung aber auch
als Argument dafür genutzt, dass eine Moderation der Plattform kaum möglich
sei. Zeige ein Unternehmen kommerzielles Interesse, so gehe es darum, die Nut-
zerbeiträge innerhalb der ‚Grenzen des guten Geschmacks‘ zu halten, aber nicht
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um die Verwirklichung von Meinungsfreiheit, hieß es dazu einmal in einem Pres-
sebericht (Canberra Times, 17.02.2009). Die Plattformen versuchen, die Hetero-
genität der Kommunikation in globale Regeln und kategoriale Systeme zu über-
führen. Mit dem Wachstum der Nutzerzahlen wurden auch skalierbare Regeln
und durchsetzungsfähige Moderationsverfahren notwendig. Doch selbst dort, wo
ein weitgehender Konsens hinsichtlich der Unangemessenheit bestimmter Kom-
munikation angenommen werden kann, zeigen die immer neuen Kontroversen,
dass es bisher keine Regeln und Verfahren gibt, mit denen unerwünschte Inhalte
zuverlässig	verhindert	oder	konsistent	identi]iziert	werden	können.	
• Die Verantwortung privater Plattformen gegenüber der allgemeinen Öf-
fentlichkeit: Plattformen sind ein Hybridmedium für verschiedenste Kommuni-
kationsmodi und -formate. Eine klare Trennung zwischen interpersonaler Kom-
munikation sowie Gruppen- und Massenkommunikation ist kaum mehr möglich
(Schmidt 2012). Rechtlich gesehen sind Plattformen Dienste privater Unter-
nehmen und insofern keine öffentlichen Foren im Sinne eines Grundrechts auf
Meinungsfreiheit, so Balkin (2018: 1149) – aber: „[T]hey are public in a different
sense — they are sites for public discourse directed not only to speci]ic individu-
als but to an undifferentiated public“. Somit bleibt die Frage ungeklärt, welche
geänderten Verantwortlichkeiten die Plattformen nicht nur im Hinblick auf ihre
Nutzer*innen, sondern auch gegenüber der allgemeinen Öffentlichkeit haben
oder wahrnehmen sollen. Unternehmen wie Facebook, Google und Twitter beto-
nen, dass sie keine traditionellen Medien, sondern Technologieunternehmen sei-
en (Napoli/Caplan 2017). Dahinter stehen strategische Gründe, da die Unter-
nehmen nicht mit den sozialen und rechtlichen Verp]lichtungen traditioneller
Medien belastet werden wollen. Die Rolle von Schiedsrichter*innen der globalen
Meinungsfreiheit, die ihnen bereits öffentlich zugesprochen wird, möchten sie
nicht	annehmen.
Diese Dilemmata bleiben bestehen, solange der Informations- und Kommunikations]luss
auf den genannten Plattformen weiter zunimmt. Bis dahin bilden die Nutzungsbedin-
gungen und die Gemeinschaftsstandards de facto das Gesetz für die weltweite Kommuni-
kation	im	Internet.	
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„Sovereigns of cyberspace such as Google, Facebook, and Twitter have no legisla-
tures or courts, yet they are carrying out private worldwide speech ‘regulation’ --
sometimes in response to government demands, sometimes to enforce their own
terms of service and guidelines. […] In trying to develop ‘community guidelines’
for the world, they will be both tempted and pressured to bend them to ]it other
new	circumstances”	(Benesch/MacKinnon	2012).
Der ein]lussreichen Rolle, die den privat betriebenen Kommunikationsplattformen in
verschiedenen gesellschaftlichen Bereichen zugeschrieben wird, stehen die mangelnde
Transparenz und Rechenschaft darüber entgegen, wie und mit welchem Ergebnis sie in
die Kommunikation von Nutzer*innen intervenieren. Welche anderen Akteur*innen, wie
zum Beispiel Regierungen, hier zusätzlich Ein]luss nehmen, bleibt ebenfalls oft im Dun-
keln. „While it is not unreasonable for a platform to want to set rules [...] things change
as these platforms grow. Scale and centrality make a difference; once a platform beco-
mes massive, new kinds of expectations emerge, and new kinds of obligations arise“ (Gil-
lespie 2015: 2). Mit der Skalierung der Plattformen erweiterte sich der Geltungsbereich
der Regeln, woraus wiederum neue Unsicherheitsspielräume für die Handlungsorientie-
rung von Akteur*innen erwuchsen. Gleichwohl zeigen neue kon]liktreiche Episoden,
dass die Plattformen die Verbreitung problematischer Inhalte nicht grundsätzlich ver-
hindern können. Die institutionalisierten Regeln und ihre Durchsetzung sind zum Ge-
genstand gesellschaftlicher Kon]likte sowie Aushandlungsprozesse über ihre Sinnhaftig-
keit	und	Anwendbarkeit	geworden.
4 Darstellung in Tabellenform 
Anhand der folgenden Tabelle wird versucht, die Herausbildung der institutionellen
Charakteristiken einer privaten Governance von Plattformen anhand der drei unter-
schiedenen Ebenen ‚Policys‘, ‚Programme‘ und ‚Leitbilder‘ noch einmal herauszustellen.
Tabelle 11 beinhaltet die Realisierung einer privaten Plattform-Governance auf den Ebe-
nen, den institutionellen Wandel und das vorläu]ige Ergebnis dieser Institutionalisie-
rungsprozesse. Mithilfe der Tabelle soll auch verdeutlicht werden, dass es sich hierbei
nicht um einen stabilen Regelungsgegenstand handelt, sondern um eine zwischenzeitli-
che Fixierung von institutionellen Regeln und Praktiken. Diese sind weiterhin Teil einer
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kritischen Aushandlung und wandeln sich. Mit der privaten Ordnungsbildung für die On-
line-Kommunikation mögen sich neue Merkmale einer institutionellen Ordnung für die
Kommunikation also vorläu]ig manifestiert haben. Aber auch diese private Ordnungsbil-
dung ist umstritten. Ganz im Sinne einer Governance-Perspektive sind die Interdepen-
denzen der Strukturen, Mechanismen und Wirkungen einer privaten Governance längst
nicht	bewältigt,	sondern	werden	anhaltend	diskursiv	vermittelt	und	geformt.
Tabelle 11   Verdichtung: Policys, Programme und Leitbilder einer Plattform-Governance









tent Policys (z.B. Hassre-
de, Spam, Parodien)
Beobachtbare, kurzfristige Änderungen 
durch wahrgenommene Risiken, teilweise 
als Reaktion auf Druck von Regierungen, 
der Öffentlichkeit, der Medien sowie 
Interessengruppen
Herausbildung üblicher Kategorien unzu-
lässiger Inhalte und Verhaltensweisen, 
plattformspezifisch definiert und sortiert
Durchsetzbare Regeln, die aber flexibel 
und auslegbar für heterogene Kommuni-
kationspraktiken bleiben
Programme
Governance durch Vertrag 
ermöglicht durch Nut-
zungsbedingungen und 
umgesetzt in Verfahren der 
Content-Moderation
Nutzungsbedingungen ermöglichen die 
Bereitstellung und übersetzen die regulati-
ven Anforderungen sowie die kommerziel-
len Interessen in eine Plattformlogik. 
Content-Moderation organisiert die Ver-
fahren der praktischen Durchsetzung einer
Governance durch Vertrag. Ist in den De-
tails nicht öffentlich beobachtbar; unterlie-
gt kontinuierlichen Anpassungen; ständig 
ablaufende, instabile Moderations- und 
Entscheidungsprozesse; zunehmend pro-
aktive und automatisierte Verfahren 
Private Governance-Regime auf Organi-
sationsebene als diskursive Problemzu-
sammenhänge zu verschiedenen Berei-
chen der Kommunikation mit jeweils 




sche Effizienz und politi-




Grundlegendes Paradigma der Ordnungs-
bildung für das Internet, insbesondere für 
eine Vielzahl kommerzieller 
Softwareanwendungen
Plattformen zunehmend als Proxys für 
staatliche Regulierungsmaßnahmen
Privatrechtliche transnationale Ordnung 
für gesellschaftliche Kommunikation, ba-
sierend auf den Institutionen einseitiger 
Vertragsprozesse
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VII Fazit und Ausblick
„People	often	cannot	see	what	they	take	for	granted	until	they	encounter	someone
who	does	not	take	it	for	granted.“	(Bowker/Star	1999:	291)
Ausgangspunkt dieser Arbeit war die Beobachtung wiederkehrender öffentlicher Kont-
roversen, in denen das Eingreifen digitaler Plattformen in die Kommunikation der Nut-
zer*innen medienöffentlich thematisiert wurde. Vermehrt berichteten Nutzer*innen da-
von, dass ihre Fotos gelöscht wurden, ihr Post verschwunden oder der Zugang vom
Betreiber gesperrt worden sei. Als Begründung wurde lediglich darauf verwiesen, dass
gegen die Nutzungsbedingungen der Plattform verstoßen worden sei. Ein Bewusstsein
dafür, dass soziale Netzwerkplattformen, wie Twitter, YouTube und Facebook, selbst ak-
tiv in die Kommunikations- und Informations]lüsse ihrer Nutzer*innen eingreifen, diese
beobachten und Inhalte kontrollieren, sortieren und entfernen, setzte sich in der Öffent-
lichkeit erst langsam durch. Das allgemeine Interesse – und auch das wissenschaftliche –
lag bis dahin vornehmlich auf den neuen Möglichkeiten der Kommunikation. Auf den
Plattformen konnten prinzipiell alle Personen zu Konsument*innen und Produzent*in-
nen von Information und Meinung werden, sich mit ‚Freund*innen‘ weltweit vernetzen
und austauschen. Das egalitäre Versprechen der Plattformen lautete sinngemäß: Hier
habt ihr eine Plattform, von der ihr sprechen könnt und von der ihr auch gehört werdet.
Im Unterschied zur früheren chaotischen Netzwerkarchitektur zentralisierten die Platt-
formen	fortan	alle	relevanten	Informationen	auf	einem	personalisierten	Newsfeed.	
Den privaten Laiennutzer*innen folgten bald Personen und Organisationen, die die
Plattformen professionell nutzen wollten. Die Beobachtung dieser Kommunikationsphä-
nomene erfreut sich bei der kommunikationswissenschaftlichen Nutzungsforschung an-
haltender Beliebtheit. Diese Forschung legte dabei die Dynamiken der Kommunikation
heterogener Nutzer*innen frei, die die Plattformen zunehmend als einen öffentlichen
Kommunikationskanal wahrnahmen. Heute kann mit Recht von einer prägenden Durch-
dringung vieler gesellschaftlicher Lebensbereiche durch diese Kommunikationsinfra-
struktur	der	Plattformen	gesprochen	werden.	
Wenig Aufmerksamkeit lag dabei jedoch auf den neuen Bedingungen, unter denen
eine rasant wachsende Anzahl von Nutzer*innen kommunizierte. Die Regeln, nach de-
nen die neuen Kommunikationsinfrastrukturen gesteuert und koordiniert wurden, und
die Verfahren, nach denen über die Löschung von Inhalten entschieden wurde, wurden
kaum hinterfragt. Erst als das Intervenieren der Plattformen für eine breitere Gruppe an
Nutzer*innen stärker wahrnehmbar wurde und Dissens auslöste, setzte auch das öffent-
liche Interesse für die Regeln und Praktiken der Plattformen ein. Die Forschung richtete
ihren Blick nun auch auf die Plattformen als Akteur*innen im Kontext globaler Kom-
munikation sowie auf die Mesoebene einer Norm- und Regelsetzung durch die Plattform
selbst.
Vor diesem Hintergrund war es das Ziel der Arbeit, eine institutionelle Perspektive
auf die Regelung grenzüberschreitender Kommunikation durch Plattformen zu erarbei-
ten. Die Bedingungen der Kommunikation auf Plattformen stellen ein institutionelles
Phänomen dar, das einem ständigen Wandel und ständigen Anpassungen unterliegt. So
galt es auch, die dynamischen Herausbildungs- und Veränderungsprozesse besser zu
verstehen. Die Arbeit argumentierte – was bestätigt werden konnte –, dass sich hier eine
private Ordnungsbildung als ein dominantes Modell für die grenzüberschreitende Kom-
munikation manifestierte, das allerdings umstritten ist und einer ständigen Aushand-
lung unterliegt. Der Schwerpunkt der Arbeit lag auf dem Bestreben, hierzu einen theore-
tischen und einen methodischen Vorschlag zur systematischen Annäherung an dieses
institutionelle	Phänomen	zu	unterbreiten.
Theoretisch wird die Arbeit in der Media-Governance-Forschung verortet. Sie
knüpft an die neoinstitutionalistischen Perspektiven an, die zu ihrer Fundierung erarbei-
tet wurden. Empirisch wurden die Forschungsfragen in der Kombination zweier qualita-
tiv-interpretierender Verfahren aus sozialwissenschaftlicher Dokumentenanalyse und
empirischer Mediendiskursanalyse umgesetzt. Als Ergebnis konnten Erkenntnisse zu
den beiden leitenden Fragestellungen gewonnen werden, die im Folgenden noch einmal
re]lektiert	werden.
Die	institutionellen	Merkmale	einer	transnationalen	privaten	Governance	
Im ersten Schritt der theoretischen Erarbeitung ging es darum, den institutionellen Ge-
genstand einer privaten Governance konzeptionell zu erfassen. In diesem Schritt wurde
deutlich, dass die Governance der Plattformen ein neues Modell der Regel- und Norm-
setzung für die Kommunikation bedeutet. Dieses entzieht sich den bisherigen konzeptio-
nellen Vorstellungen der kommunikationswissenschaftlichen Disziplin darüber, wie pri-
vate Akteur*innen und privatwirtschaftliche Organisationen an einer Ordnung
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gesellschaftlicher Kommunikation beteiligt sind. Neben die etablierten Modelle der
Selbstregulierung und der Selbstorganisation im Medienbereich tritt ein Modell privater
transnationaler Governance, das die Norm- und Regelsetzung für eine nunmehr platt-
formvermittelte	Online-Kommunikation	für	eine	potenziell	globale	Öffentlichkeit	erfasst.
Die Governance durch Plattformen befördert sowohl hinsichtlich des Merkmals der
Transnationalität als auch der De]inition des Privaten neue Regelungsstrukturen und
-instrumente. Die Internet-Governance-Forschung hat diese Merkmale im Zusammen-
hang mit dem Private Ordering und den Dynamiken transnationaler Internetregulierung
als	ein	wesentliches	Ordnungsparadigma	eingehend	beschrieben.	
Das bevorzugte Instrument dieser Ordnungsbildung ist hierbei der Vertrag im Pri-
vatrecht. Hinsichtlich der Beziehung von Plattformen und Nutzer*innen hat die Arbeit
das besondere regulative Design von Standardverträgen herausgestellt. Als einseitige
Vertragsprozesse formulieren Plattformen die rechtlich verbindlichen Standards für die
Online-Kommunikation und setzen diese gegenüber den Nutzer*innen durch. Sowohl
die Regelformulierung als auch die Regelimplementierung erfolgen plattformspezi]isch
auf der Ebene einzelner Plattformbetreiber. Der Geltungsbereich der Regeln ist dagegen
transnational – sie werden gegenüber den Nutzer*innen grenzübergreifend durchge-
setzt. Nicht nur geogra]isch, sondern auch funktional überbrücken die vertraglichen Re-
gelwerke der Plattformen nationalstaatliche Normen und schaffen ein genuin neues
transnationales	Regelungsfeld.	
Mithilfe der Dokumentenanalyse ließen sich diese theoretisch erarbeiteten Merkma-
le auch empirisch untermauern. Die Untersuchung basierte auf älteren Versionen der
Nutzungsbedingungen und Gemeinschaftsstandards von sechs multinationalen Plattfor-
men: Facebook, Flickr, Pinterest, Tumblr, Twitter und YouTube. Anhand der bis zum Teil
ins Jahr 2004 zurückreichenden Versionen ließ sich die Genese der Merkmale einer pri-
vaten Governance für die Nutzerkommunikation rekonstruieren. Die regulative und
kommunikative Funktion der Nutzungsbedingungen und Gemeinschaftsstandards ist es-
senziell für die Governance der Plattformen. Diese Regelwerke ]ixieren den Kern ihrer
Regelungsstrukturen und gestalten die Details ihrer Normen und Verfahren jeweils
plattformspezi]isch	aus.	
Die Nutzungsbedingungen sind der formal-rechtliche Mechanismus, der die Bereit-
stellung und den Betrieb der Plattform ermöglicht, aber auch ihre Steuerung und Koor-
dinierung legitimiert. Darunter fallen die Beschränkung bestimmter Nutzerinhalte und
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das Verbot bestimmter kommunikativer Verhaltensweisen. Die Nutzungsbedingungen
de]inieren die grundlegenden Parameter einer Governance, indem sie Rechte und P]lich-
ten der Beziehung zwischen Plattform und Nutzer*innen festlegen. Gleichzeitig integrie-
ren sie eine Vielzahl regulativer Anforderungen des öffentlichen Rechts, etwa zu den
Belangen des Datenschutzrechts, des Urheberechts und des Haftungsrechts. Die Gemein-
schaftsstandards, einst aus den Nutzungsbedingungen hervorgegangen und in separate
Dokumente überführt, spezi]izieren unzulässige Verhaltensweisen und Inhalte weiter.
Sie de]inieren heute – mittels Beispielen und Ausnahmen – die wesentlichen Problem-
bereiche der Kommunikation auf Plattformen und stellen damit auch die normative Ba-
sis für eine Reihe von organisationsinternen Richtlinien und Verfahrensweisen dar, die
nicht mit der Öffentlichkeit geteilt werden. Gemeinschaftsrichtlinien bilden das kom-
munikative Element einer Plattform-Governance, das den Nutzer*innen und einer brei-
teren Öffentlichkeit die Grenzen für die Kommunikation auf der Plattform erklärt und
begründet. Aufgrund des gestiegenen öffentlichen Legitimierungsdrucks haben vor al-
lem die großen Plattformen diese Regelwerke diesbezüglich in Form, Design und Spra-
che stark abgeändert. Die Plattformen haben in den letzten Jahren zudem daran gearbei-
tet, die Problembereiche der Kommunikation nicht nur genauer zu de]inieren, sondern
diese in ein skalierbares und durchsetzungsfähiges Regelsystem zu überführen. Die mitt-
lerweile üblichen Kategorien unzulässiger Inhalte, wie zum Beispiel zu Hassrede, Nackt-
heit oder Beleidigungen, verstetigten sich in einem öffentlichen Diskurs über diese
Regeln.
Die	Herausbildung	der	Plattformregeln	durch	diskursive	Interaktion	
Plattformen können ihre Regeln jederzeit einseitig ändern. Dennoch ]inden deren For-
mulierung und Durchsetzung nicht in einem institutionellen Vakuum statt. Vielmehr
sind die Regelwerke als Ganzes oder in ihren spezi]ischen Bestimmungen Teil der öffent-
lichen Aushandlung. Im Kontext fragmentierter und kon]ligierender Normenvorstellun-
gen sowie rechtlicher Ordnungsrahmen ]indet eine gesellschaftliche Auseinanderset-
zung mit den spezi]ischen Regeln, programmatischen Ideen und institutionellen
Leitbildern einer Governance durch Plattformen statt. Verhandelt werden die Angemes-
senheit,	die	Anwendbarkeit	und	die	Legitimität	einer	Plattform-Governance	als	Ganze.
Um das institutionelle Phänomen im Kontext der Dynamiken eines transnationalen
Regelungsfeldes umfänglich zu verstehen, galt es daher, die Prozesse der Herausbildung
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mit geeigneten Theorieansätzen zu untermauern. Die Einbeziehung einer diskursiven
Konzeptualisierung des institutionellen Wandels half, der Frage nach den Herausbil-
dungsprozessen nachzugehen. Dafür wurde auf Theorieansätze des diskursiven und des
kommunikativen Institutionalismus zurückgegriffen. Sowohl der Ansatz des Discursive
Institutionalism (DI), der von Vivien A. Schmidt (2008; 2010; 2011) für die politikwis-
senschaftliche Policy-Forschung entwickelt wurde, als auch der Ansatz des Communica-
tive Institutionalism von Joep P. Cornelissen et al. (2015), der aus Sicht der Management-
und Organisationswissenschaft argumentiert, stellen die kommunikative Interaktion un-
ter Akteur*innen in den Mittelpunkt ihrer Erklärung für institutionellen Wandel. Damit
konnte die Untersuchung den dynamischen Herausbildungsprozessen einer Governance
besser gerecht werden. Zudem erlauben es die Ansätze, nicht nur das ‚Wie‘ des institu-
tionellen Wandels zu beschreiben, sondern auch das ‚Warum‘ zu einem gewissen Grad
aus	den	diskursiven	Interaktionen	der	beteiligten	Akteur*innen	zu	rekonstruieren.	
Die Herausbildungsprozesse einer Plattform-Governance ließen sich durch die Ana-
lyse des Diskurses so auch in dieser Arbeit plausibilisieren. Diese Ansätze waren inso-
fern instruktiv für die konkrete methodische Umsetzung. Die Analyse der diskursiven
Prozesse der Herausbildung sowie des Wandels der Plattformregeln basierte auf einem
Korpus von über 3.400 englischsprachigen Mediendokumenten. In der Kombination mit
der Dokumentenanalyse der Plattformregeln ließ sich die institutionelle Herausbildung
einer Plattform-Governance über einen Zeitraum von mehr als zehn Jahren nachvollzie-
hen. Die Plattformen waren als kleine, lokale Experimente für eine überschaubare Zahl
von Nutzer*innen gestartet. In dieser Anfangsphase galt es, institutionelle Lösungen für
spezielle und immer wieder neue Aufgabenstellungen zu ]inden. Die Regeln waren an-
fangs kaum mehr als ein paar vage de]inierte Standards. Geändert wurden sie, wenn
neue Problemfälle auftraten. Die ersten kon]liktreichen Auseinandersetzungen unter
Nutzer*innen wurden nur von wenigen Medien aufgegriffen. Sie stießen weder auf nen-
nenswertes öffentliches Interesse, noch lösten sie größere Kontroversen aus. Kaum je-
mand mag in den ersten Jahren vermutet haben, dass wenige Jahre später Millionen
Menschen diese Technologieprojekte weltweit nutzen würden und dass diese zu Austra-
gungsorten politischer Kon]likte oder gar zu einem primären öffentlichen Kommunika-
tionskanal	bedeutender	Staatsoberhäupter	werden	würden.	
Plattformen de]inierten und forcierten das Geschäftsmodell auf Basis einer wach-
senden Beteiligung von Nutzer*innen, einer steigenden Anzahl von Beiträgen und einer
VII. Fazit und Ausblick 229
höheren Nutzerbindung. Das Wachstum der Plattformen ließ immer wieder die Notwen-
digkeit entstehen, die Regeln und Verfahren der Moderation dieser Inhalte anzupassen.
Die Plattformen benötigten skalierbare Regeln, die dem stetig wachsenden Geltungs-
bereich und den veränderten Interessenlagen gerecht wurden, und darüber hinaus
durchsetzbare Regelsysteme. Gleichzeitig mussten die Regeln ]lexibel genug bleiben, um
im	Sinne	der	Plattform	ausgelegt	werden	zu	können.	
Angesichts zunehmend politisierter öffentlicher Kontroversen waren die Plattfor-
men immer mehr dazu gezwungen, ihr Ordnungsmodell zu begründen. Institutionali-
stisch gesprochen objektivierten sie ihr Handeln in dieser rasanten Wachstumsphase, in-
dem sie beispielsweise transparenter über die Entscheidungen und Verfahren der
Moderation von Inhalten informierten. Eine ganze Reihe von Plattformen begann, soge-
nannte Transparenzberichte zu veröffentlichen, in denen die Aufforderungen von Regie-
rung und Behörden, Inhalte zu entfernen, aufgelistet wurden. 2018 veröffentlichte You-
Tube sogar erstmals einen Transparenzbericht zum Ausmaß der Durchsetzung der
eigenen Nutzungsbedingungen.39 Hier zeigt sich die diskursive Leistung der Plattformen,
ihre Regelwerke den Nutzer*innen, vor allem aber der Politik, den Investor*innen und
den Geschäftspartner*innen zu erklären und so das Fortbestehen einer Governance
durch Vertrag zu sichern. Ein Großteil der Änderungen am Governance-System der letz-
ten	Jahre	kann	auf	diesen	steigenden	Legitimierungsdruck	zurückgeführt	werden.	
Als gegenwärtiges Resultat dieser diskursiv zu beobachtenden Herausbildungspro-
zesse sind globale Infrastrukturen für die grenzüberschreitende Kommunikation ent-
standen. Wegen der anhaltenden Kritik und öffentlichen Kontroversen scheint eine brei-
tere Öffentlichkeit mittlerweile jedoch relativ vertraut damit zu sein, dass Plattformen
die Kommunikation auf diesen Infrastrukturen moderieren und dabei auch uner-
wünschte und unangemessene Inhalte entfernen. Dass es für die Legitimierung dieser
Praktik nur eines einfachen Klicks bedarf, mit dem den Nutzungs- und Geschäftsbedin-
gungen sowie den Gemeinschaftsrichtlinien zugestimmt wird, offenbart die eigentlichen
Macht-, Wissens- und Verantwortungsasymmetrien dieser Kommunikationsordnung.
Dennoch hat sich dieses Modell für unzählige App- und Softwareanwendungen umfas-
send	etabliert.
39 YouTube, Bericht zu den YouTube-Community-Richtlinien und ihre Anwendung, URL: https://transparencyre-
port.google.com/youtube-policy/removals	[letztmaliger	Zugriff	am	10.05.2019].
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Zusammenfassend kann konstatiert werden, dass sich die Mechanismen einer priva-
ten Ordnungsbildung hinsichtlich des Vertrags für den Bereich der Regelung grenzüber-
schreitender Kommunikation gegenwärtig verfestigt haben, diese Kommunikationsord-
nung aber zugleich anhaltend umstritten ist. Die aktuellen Nutzungsbedingungen und
Gemeinschaftsrichtlinien sowie die Praktiken ihrer Durchsetzung sind, so zeigte die Ar-
beit, eine vorübergehende Verständigung über ein dynamisches Governance-System,
mithilfe dessen Probleme mehr oder weniger effektiv diagnostiziert und bearbeitet wer-
den	können.
Im Zuge neuer problematischer Entwicklungen und Kommunikationsweisen wer-
den diese institutionellen Regeln auch künftig angepasst werden, um neue Unsicher-
heitsspielräume zu begrenzen. Das prinzipielle Ordnungsparadigma – die Governance
über	vertragliche	Vereinbarungen	–	scheint	dabei	jedoch	vorerst	gefestigt.
Das öffentliche Bewusstsein dafür, dass Plattformen im eigenen Interesse und auf
äußeren Druck aktiv in die Kommunikation der Nutzer*innen intervenieren, hat rasant
zugenommen. Heute ist weit mehr über die Spezi]ika der Content-Moderation bekannt
als noch vor wenigen Jahren. Die Öffentlichkeit hat von der Relevanz des ‚Kleingedruck-
ten‘, von den vielen Content-Moderator*innen und ihren Arbeitsbedingungen und von
den automatisierten Verfahren sowie der algorithmischen Steuerung der Inhaltsmodera-
tion erfahren. Vor diesem Hintergrund wird die Frage der neuen Verantwortlichkeit von
Plattformen gegenüber der Gesellschaft mittlerweile weitaus grundlegender verhandelt.
In dieser neuen Iteration des Aushandlungsprozesses werden fast ausschließlich die
drei großen Plattformen YouTube, Facebook und Twitter adressiert. Diesen Plattformen,
die heute Milliarden von Nutzer*innen haben, wird die Schiedsrichterrolle für die Ge-
währleistung globaler Meinungsfreiheit zugesprochen. Die Plattformen selbst entzogen
sich dieser Verantwortung bislang strategisch, indem sie ihre Regeln anpassen und in-
terne	Verfahren	neu	organisieren.
Anknüpfungspunkte	und	Ausblick	
Die Arbeit trägt in zwei Punkten zur konzeptionellen Erweiterung der Media-Gover-
nance-Forschung bei: Erstens ergänzt sie die kommunikationswissenschaftlichen Model-
le privatwirtschaftlicher Norm- und Regelsetzung für die Kommunikation um das Modell
einer Governance von nutzergenerierten Online-Inhalten durch einzelne kommerzielle
Plattformen im Umfeld einer transnationalen Internet Governance. Unter diesen Bedin-
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gungen erweist sich die Institution des Vertrages als ein zentrales Instrument, um Kom-
munikationsrechte und -p]lichten im Internet zu verwirklichen. Zweitens kann die Ar-
beit nach dem Verständnis einer dynamischen Governance-Analyse empirisch die
Herausbildung und die Wandelungsprozesse der Plattformregeln über mehrere Jahre re-
konstruieren. Dafür wurde hier der Blick auf die diskursiven Aushandlungsprozesse
über die Regeln gesellschaftlicher Kommunikation selbst gelenkt. Im Ergebnis wird eine
genuin kommunikationstheoretische Governance-Perspektive gestärkt, die die Gover-
nance von Kommunikation selbst als einen kommunikationsintensiven Interaktionspro-
zess zwischen Akteur*innen versteht, in dem die Interdependenzen diskursiv sichtbar
werden. Damit erweist sich der Governance-Begriff einmal mehr als wertvoll, wenn es
darum geht, eine Brücke zwischen den Disziplinen zu schlagen und die Mesoebene der
Plattformorganisation wie auch makro- und mikroanalytische Aspekte einer Plattform-
Governance	zu	integrieren.
Auch wenn der Governance-Begriff der Komplexität der beschriebenen Regelungs-
arrangements gerecht werden mag, so konnte das Phänomen der Herausbildung einer
Plattform-Governance nicht in allen Dimensionen erfasst werden. Geleitet durch die
theoretischen Annahmen des Neoinstitutionalismus generierte die Arbeit reichhaltiges
Datenmaterial, das die vielschichtigen Facetten einer Plattform-Governance detailreich
und im Kontext der öffentlichen Beobachtung beschreibt. Die Untersuchung musste sich
aber auf einen Zeitraum und inhaltliche Aspekte beschränken. Viele Themen fanden da-
her in dieser Arbeit keinen Widerhall. Es erscheint für die künftige Forschung dennoch
lohnend, die Details und Kontexte der Herausbildung einzelner Regelungs- und Pro-
blembereiche auf Basis des Datenmaterials genauer zu untersuchen, zum Beispiel zur
Hate-Speech-Regelung, zur Herausbildung der Spam-Policys oder zur Regelung terrori-
stischer Inhalte. Diese Problemzusammenhänge produzieren jeweils eigene Diskurse,
aktivieren bestimmte Akteur*innen, produzieren spezi]ische Lösungsoptionen und In-
strumente sowie Legitimierungsstrategien. Die methodische Verbindung der Analyse
von	Regeltext	und	Regelkontext	erwies	sich	dafür	als	funktional.	
Die Befunde dieser Arbeit re]lektieren zudem hauptsächlich die gesellschaftlichen
Aushandlungsprozesse in einem Europa-Amerika-Diskurs. Dieser rekonstruiert damit
vornehmlich ein demokratisches Verständnis der Normen von Meinungsfreiheit und ge-
währten Kommunikationsrechten. Die Plattformen agieren aber auch in Ländern mit
eingeschränkten Bürgerrechten, in denen wiederum lokale Diskurse produziert werden.
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Die Relevanz und Aufmerksamkeit in der Öffentlichkeit, so darf angenommen werden,
wird für die Plattformbetreiber jedoch unterschiedlich sein. Der hier untersuchte Medi-
endiskurs deutet zwar darauf hin, dass diese sehr spezi]ischen lokalen Diskurse auch in
anderen Ländern existieren. Darüber hinaus können jedoch keine Aussagen zu einer Lo-
kalisierung	der	Plattform-Governance	getroffen	werden.	
Die Darstellung der Entwicklungen einer privaten Governance der Plattformen stieß
zudem bei der empirischen Bearbeitung an ihre Grenzen. Da es sich um ein sich schnell
wandelndes institutionelles Phänomen handelt, konnten viele neuere Entwicklungen
nicht mehr berücksichtigt werden. Aus Sicht der Kommunikationswissenschaft liegt das
Interesse nunmehr auf neueren Kommunikationsphänomenen und den damit verbunde-
nen Herausforderungen, wie zum Beispiel dem Potenzial einer Manipulation der Mei-
nungsbildung und demokratischer Wahlen durch Desinformationskampagnen von Staa-
ten, Trollen und Social Bots. Aus Sicht des Kommunikationsrechts zeigen sich neue
Strategien und regulative Initiativen der Nationalstaaten, die Online-Kommunikation zu
regulieren und insbesondere multinationale Plattformen stärker dazu zu verp]lichten,
nationales Recht durchzusetzen. Änderungen der Haftungsreglungen für Intermediäre
gab es etwa in Indien, und auch im Zuge der Änderungen an der E-Commerce-Richtlinie
in der Europäischen Union werden sie diskutiert. Zudem geraten weitere techniksoziolo-
gische Fragen in den Blick, wenn die Content-Moderation zunehmend über automati-
sierte Verfahren und Upload-Filter gesteuert wird oder ‚lernende‘ Systeme künftig die
Angemessenheit oder Unangemessenheit von Inhalten bestimmen. Aus diesen Problem-
stellungen ergeben sich Schlüsselfragen der Ausgestaltung und der Bedingungen einer
Meinungsäußerung	auf	Plattformen.
Plattformbetreiber beteiligen sich an diesen Diskursen, reagieren durch weitere An-
passungen der Regeln und Verfahren und regeln de facto fortlaufend, wie viele Men-
schen heute online kommunizieren. Die Bedingungen für die Kommunikation auf Platt-
formen werden sich ändern – oft im Hintergrund und von Nutzer*innen und Öffentlich-
keit unbemerkt. Die öffentlichen Aushandlungen darüber werden sich aber ebenso fort-
setzen.	Und	dies	sollte	auch	mit	wissenschaftlichem	Interesse	beobachtet	werden.
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Anhang 1. Übersicht untersuchter Dokumente zu den 
Plattformregeln
Platform Document type Document title Sub title Date File Qtr.. Words
Facebook Terms of Service Terms of Use 11.06.2004 html II. 1.800
Facebook Terms of Service Terms of Use 31.12.2005 html IV. 1.948
Facebook Terms of Service Terms of Use 31.03.2006 html I. 2.391
Facebook Terms of Service Terms of Use 30.12.2006 html IV. 4.756
Facebook Terms of Service Terms of Use 30.06.2007 html II. 6.136
Facebook Terms of Service Terms of Use 26.12.2007 html IV. 6.404
Facebook Terms of Service Terms of Use 11.09.2008 html III. 6.514
Facebook Terms of Service Terms of Use 20.11.2008 html IV. 6.904
Facebook Terms of Service Statement of Rights and Responsibilities 24.06.2009 html II. 3.210
Facebook Terms of Service Statement of Rights and Responsibilities 14.09.2009 html III. 3.764
Facebook Terms of Service Statement of Rights and Responsibilities 31.12.2009 html IV. 3.764
Facebook Terms of Service Statement of Rights and Responsibilities 28.03.2010 html I. 3.921
Facebook Terms of Service Statement of Rights and Responsibilities 18.06.2010 html II. 3.789
Facebook Terms of Service Statement of Rights and Responsibilities 29.09.2010 html III. 3.824
Facebook Terms of Service Statement of Rights and Responsibilities 31.12.2010 html IV. 4.056
Facebook Terms of Service Statement of Rights and Responsibilities 30.06.2011 html II. 4.085
Facebook Terms of Service Statement of Rights and Responsibilities 30.12.2011 html IV. 4.084
Facebook Terms of Service Statement of Rights and Responsibilities 29.06.2012 html II. 4.456
Facebook Terms of Service Statement of Rights and Responsibilities 31.12.2012 html IV. 4.359
Facebook Terms of Service Statement of Rights and Responsibilities 31.12.2013 html IV. 4.431
Facebook Terms of Service Statement of Rights and Responsibilities 31.12.2014 html IV. 4.431
Facebook Terms of Service Statement of Rights and Responsibilities 29.03.2015 html I. 3.413
Facebook Community Standards Content Code of Conduct 15.05.2007 html II. 719
Facebook Community Standards Content Code of Conduct 14.10.2007 html IV. 719
Facebook Community Standards Content Code of Conduct 29.10.2008 html IV. 719
Facebook Community Standards Content Code of Conduct 31.12.2009 html IV. 719
Facebook Community Standards Content Code of Conduct 20.08.2010 html III. 719
Facebook Community Standards Facebook Community Standards 27.12.2011 html IV. 713
Facebook Community Standards Facebook Community Standards 31.12.2012 html IV. 699
Facebook Community Standards Facebook Community Standards 11.12.2013 html IV. 793
Facebook Community Standards Facebook Community Standards 31.12.2014 html IV. 859
Facebook Community Standards Community Standards 05.06.2015 html II. 2.469
Flickr Terms of Service Flickr.com Terms of Use' 01.04.2004 html II. 810
Flickr Terms of Service Flickr.com Terms of Use' 30.12.2004 html IV. 859
Flickr Terms of Service Flickr.com Terms of Use' 01.12.2005 html IV. 799
Flickr Community Standards Flickr Community Guidelines 31.03.2006 html I. 772
Flickr Community Standards Flickr Community Guidelines 29.12.2006 html IV. 821
Flickr Community Standards Flickr Community Guidelines 11.10.2007 html IV. 918
Flickr Community Standards Flickr Community Guidelines 17.12.2008 html IV. 1.027
Flickr Community Standards Flickr Community Guidelines 11.11.2009 html IV. 1.027
Flickr Community Standards Flickr Community Guidelines 05.09.2013 html III. 1.021
Flickr Community Standards Flickr Community Guidelines 26.12.2014 pdf IV. 934
Flickr Community Standards Flickr Community Guidelines 09.04.2015 pdf II. 933
Flickr Community Standards Flickr Community guidelines 11.04.2016 html II. 1.062
Pinterest Terms of Service Terms of Use 01.05.2010 html II. 2.038
Pinterest Terms of Service Terms of Use 06.12.2010 html IV. 1.990
Pinterest Terms of Service Terms of Use 24.12.2011 html IV. 4.564
Pinterest Terms of Service Terms & Privacy 29.06.2012 html II. 4.635
Pinterest Terms of Service Terms & Privacy 31.12.2012 html IV. 2.302
Pinterest Terms of Service Terms of Service 28.12.2013 html IV. 2.212
Pinterest Terms of Service Terms of Service 31.12.2014 html IV. 2.220
Pinterest Terms of Service Terms of Service 29.06.2015 html II. 2.221
Pinterest Community Standards To Our First Users Rules To Pin 
By
23.03.2011 html I. 267
Pinterest Community Standards Pin Etiquette 01.01.2012 html I. 250
Pinterest Community Standards Acceptable Use Policy 30.12.2012 html IV. 755
Pinterest Community Standards Acceptable Use Policy 06.12.2013 html IV. 873
Pinterest Community Standards Acceptable Use Policy 09.09.2014 html III. 2.426
Pinterest Community Standards Acceptable Use Policy 19.06.2015 html II. 2.432
Pinterest Community Standards Acceptable Use Policy 12.04.2016 html II. 798
Tumblr Terms of Service Terms of Service 04.03.2007 html I. 1.669
Tumblr Terms of Service Terms of Service 29.12.2007 html IV. 3.710
Tumblr Terms of Service Terms of Service 18.12.2008 html IV. 3.659
Tumblr Terms of Service Terms of Service 27.06.2009 html II. 3.659
Tumblr Terms of Service Terms of Service 02.11.2010 html IV. 4.462
Tumblr Terms of Service Terms of Service 31.12.2011 html IV. 4.462
Tumblr Terms of Service Terms of Service 31.12.2012 html IV. 5.198
Tumblr Terms of Service Terms of Service 31.12.2013 html IV. 5.198
Tumblr Terms of Service Terms of Service 31.12.2014 html IV. 5.415
Tumblr Terms of Service Terms of Service 31.03.2015 html I. 5.412
Tumblr Community Standards Content Policy 11.10.2007 html IV. 474
Tumblr Community Standards Content Policy 29.12.2007 html IV. 474
Tumblr Community Standards Content Policy 18.12.2008 html IV. 474
Tumblr Community Standards Content Policy 27.06.2009 html II. 474
Tumblr Community Standards Content Policy 26.04.2010 txt II. 506
Tumblr Community Standards Community Guidelines 02.03.2012 txt I. 1.217
Tumblr Community Standards Community Guidelines 22.03.2012 txt I. 1.247
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Tumblr Community Standards Community Guidelines 26.03.2012 txt I. 1.247
Tumblr Community Standards Community Guidelines 23.01.2014 txt I. 1.258
Tumblr Community Standards Community Guidelines 24.01.2014 txt I. 1.384
Tumblr Community Standards Community Guidelines 02.02.2014 txt I. 1.384
Tumblr Community Standards Community Guidelines 28.10.2014 txt IV. 1.705
Tumblr Community Standards Community Guidelines modified 26.01.2015 html I. 1.768
Twitter Terms of Service Version 1 effective 21.03.2006 html I. 767
Twitter Terms of Service Version 2 effective 10.09.2009 html III. 2.903
Twitter Terms of Service Version 3 effective 18.09.2009 html III. 2.975
Twitter Terms of Service Version 4 effective 16.11.2010 html IV. 2.984
Twitter Terms of Service Version 5 effective 01.06.2011 html II. 2.993
Twitter Terms of Service Version 6 effective 17.05.2012 html II. 3.497
Twitter Terms of Service Previous Terms of Service Terms of 
Service
25.06.2012 html II. 3.514
Twitter Terms of Service Terms of Service effective 08.09.2014 html III. 3.542
Twitter Terms of Service Twitter Terms of Service effective 18.05.2015 html II. 3.653
Twitter Terms of Service Twitter Terms of Service effective 27.01.2016 html I. 3.750
Twitter Community Standards The Twitter Rules 18.01.2009 html I. 577
Twitter Community Standards The Twitter Rules 21.02.2009 html I. 577
Twitter Community Standards The Twitter Rules 31.12.2010 pdf IV. 1.130
Twitter Community Standards The Twitter Rules 02.12.2011 pdf IV. 1.146
Twitter Community Standards The Twitter Rules 29.12.2012 pdf IV. 1.074
Twitter Community Standards The Twitter Rules 30.12.2013 pdf IV. 1.196
Twitter Community Standards The Twitter Rules 30.12.2014 pdf IV. 1.139
Twitter Community Standards The Twitter Rules 15.10.2015 html IV. 1.160
Twitter Community Standards The Twitter Rules 11.04.2016 html II. 1.332
Yahoo Terms of Service Yahoo! Terms of Service 31.12.2006 html IV. 5.124
Yahoo Terms of Service Yahoo! Terms of Service 11.12.2007 html IV. 5.427
Yahoo Terms of Service Yahoo! Terms of Service 23.12.2008 html IV. 5.640
Yahoo Terms of Service Yahoo! Terms of Service 25.12.2009 html IV. 5.640
Yahoo Terms of Service Yahoo! Terms of Service 31.12.2010 html IV. 5.635
Yahoo Terms of Service Yahoo! Terms of Service 31.12.2011 html IV. 5.635
Yahoo Terms of Service Yahoo! Terms of Service 31.12.2012 html IV. 5.635
Yahoo Terms of Service Yahoo Terms of Service 31.12.2013 html IV. 5.759
Yahoo Terms of Service Yahoo Terms of Service 31.12.2014 html IV. 5.650
Yahoo Terms of Service Yahoo Terms of Service 30.06.2015 html II. 5.657
YouTube Terms of Service Terms of Use 28.04.2005 html II. 3.515
YouTube Terms of Service Terms of Use 07.08.2005 html III. 2.110
YouTube Terms of Service Terms of Use 02.11.2005 html IV. 2.967
YouTube Terms of Service Terms of Service 09.06.2010 html II. 3.651
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YouTube Community Standards YouTube Community Guidelines 24.10.2006 html IV. 731
YouTube Community Standards YouTube Community Guidelines 31.12.2006 html IV. 730
YouTube Community Standards YouTube Community Guidelines 14.12.2007 html IV. 731
YouTube Community Standards YouTube Community Guidelines 17.12.2008 html IV. 1.272
YouTube Community Standards YouTube Community Guidelines 31.12.2009 html IV. 1.518
YouTube Community Standards YouTube Community Guidelines 09.12.2010 html IV. 1.528
YouTube Community Standards YouTube Community Guidelines 29.12.2011 html IV. 1.529
YouTube Community Standards YouTube Community Guidelines 30.12.2012 html IV. 1.528
YouTube Community Standards YouTube Community Guidelines 24.10.2013 html IV. 1.528
YouTube Community Standards YouTube Community Guidelines 29.12.2014 html IV. 1.642
YouTube Community Standards Community Guidelines 29.09.2015 html III. 816
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Jan 06 0 0
Feb 06 0 1
Mrz 06 0 0
Apr 06 0 2
Mai 06 0 0
Jun 06 0 2
Jul 06 0 0
Aug 06 0 0
Sep 06 0 1
Okt 06 0 6
Nov 06 0 2
Dez 06 0 0
Jan 07 0 1
Feb 07 0 3
Mrz 07 1 1
Apr 07 0 8
Mai 07 0 1
Jun 07 0 2
Jul 07 2 1
Aug 07 1 2
Sep 07 1 0
Okt 07 0 0
Nov 07 4 1
Dez 07 1 0
Jan 08 2 1
Feb 08 0 5
Mrz 08 0 5
Apr 08 0 2
Mai 08 1 3
Jun 08 1 0
Jul 08 0 2
Aug 08 1 0
Sep 08 0 5
Okt 08 0 0
Nov 08 4 1
Dez 08 8 2
Jan 09 5 0 0
Feb 09 2 1 1
Mrz 09 4 0 0
Apr 09 1 0 0
Mai 09 2 0 1
Jun 09 2 0 1
Jul 09 0 0 0
Aug 09 1 0 0
Sep 09 8 0 0
Okt 09 1 1 0
Nov 09 4 0 0
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Dez 09 2 0 1
Jan 10 0 0 0
Feb 10 5 0 2
Mrz 10 3 0 0
Apr 10 1 0 4
Mai 10 2 0 0
Jun 10 0 0 3
Jul 10 5 0 1
Aug 10 2 0 1
Sep 10 1 0 1
Okt 10 2 0 0
Nov 10 2 0 9
Dez 10 7 2 2
Jan 11 2 0 0
Feb 11 1 0 0
Mrz 11 1 0 2
Apr 11 1 0 0
Mai 11 2 3 1
Jun 11 2 1 3
Jul 11 4 0 1
Aug 11 2 0 0
Sep 11 1 0 0
Okt 11 4 0 2
Nov 11 1 2 0
Dez 11 7 1 4
Jan 12 2 0 0
Feb 12 4 0 5
Mrz 12 8 0 0
Apr 12 2 0 1
Mai 12 3 0 0
Jun 12 4 0 2
Jul 12 3 0 0
Aug 12 8 0 3
Sep 12 5 5 42
Okt 12 6 3 2
Nov 12 1 3 6
Dez 12 4 1 3
Jan 13 1 4 0
Feb 13 4 4 4
Mrz 13 2 1 0
Apr 13 2 0 3
Mai 13 7 3 6
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Jun 13 8 1 1
Jul 13 8 26 0
Aug 13 1 13 2
Sep 13 2 10 2
Okt 13 15 0 2
Nov 13 0 0 0
Dez 13 0 0 2
Jan 14 2 1 2
Feb 14 7 0 1
Mrz 14 2 0 3
Apr 14 2 0 0
Mai 14 3 0 9
Jun 14 9 1 1
Jul 14 5 2 1
Aug 14 6 5 7
Sep 14 7 6 6
Okt 14 9 1 2
Nov 14 4 1 0
Dez 14 5 4 5
Jan 15 7 0 2
Feb 15 3 3 7
Mrz 15 32 14 8
Apr 15 12 6 2
Mai 15 5 2 4
Jun 15 6 1 0
Jul 15 5 0 3
Aug 15 10 1 2
Sep 15 4 2 1
Okt 15 11 0 0
Nov 15 10 5 2
Dez 15 13 7 3
Jan 16 6 3 3
Feb 16 15 6 2
Mrz 16 10 5 0
Apr 16 6 4 2
Mai 16 8 7 2
Jun 16 7 8 5
Jul 16 7 19 0
Aug 16 2 7 1
Sep 16 13 2 1
Okt 16 20 3 3
Nov 16 13 13 0
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Dez 16 16 11 3
[events]
(selection)
[“jokes” about hate against 
women]
[advertising boycott]













[ISIS threats against TWTR]
[ban of right-wing accounts]
[introduction of new tools]




[Iraq videos of US troops]
[Virginia Tech massacre]
[Video: Innocence of 
Muslims]
[California shooting]
















- US Dept. of Homeland 
Security
- Mark Zuckerberg, FB
- Sheryl Sandberg, FB
- FB spokesperson
- Donald J. Trump, US Gov
- Heiko Maas, GER Gov
- Laura Bates, Everyday 
Sexism Proj.
- Jaclyn Friedman, WAM!
- Michael Moore, filmmaker
- Woman, Action & Media 
(WAM!)
- Saeb Erekat, Palestine 
Liberation Organisation
- …
- Caroline Criado-Perez, 
Journ.
- Stella Creasy, UK MP
- Tony Wang, UK TWTR Chief
- Donald J. Trump, US Gov
- “Islamic State”







- Barack Obama, US Gov
- White House




















“a virtually unsilenceable 
medium”
“politicians no longer have 





“slippery slope of 
censorship”
“cyberweapons”
“disrupt the use of social 
media”
“…”
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