are independent. The mutual information can thus be used as a proxy for market integration.
Compared with correlations, this probabilistic approach does not depend on any assumption on the variables under consideration.
We find substantial variations over time in the amount of mutual information shared by futures contracts with di erent delivery dates. Intermediate-maturity contracts (6 To investigate the propagations of prices shocks, we then rely on the concept of transfer entropy.
Such measures allows for dynamic analyses and introduce directions. They allows to answer the following question: does a shock on the return of a given maturity · at time t create a shock at time t+1 on an another maturity? Directions are important to know whether prices shocks evolve from short-term to long-term maturities, or vice and versa. This idea is closely linked to the Granger causality, in a non parametric world.
On average across our 2000-2014 sample period, we find that the nearby contract sends more information than any other maturity and that short-dated contracts (maturities up to 6 months) emit more information than backdated ones -a pattern consistent with the typical functioning of futures market. A dynamic analysis, however, reveals that the amount of information flows originating in the far end of the curve increased as cross-maturity integration progressed. Nowadays, similar amounts of information flow from the near and far ends of the maturity curve but the directions of the shocks (from near-to far-dated contracts or vice-versa) is less stable.
Finally, using these non parametric measures in the framework of the graph theory gives us the possibility to sort among futures contracts, according to their maturity. A key reason underlying our choice of graph theory is that, insofar as all the futures prices that we are studying create a system, then this system is a complex one: it is made of many components that may interact in various ways through time. On any sample day year, after having discarded illiquid maturities, there remain 33 di erent delivery dates in the crude oil market, so we have 1056 pairs of maturities to examine after accounting for directionality. Moreover, such linkages may change through time 3 as a result of evolving trading practices in the past 15 years. Finally, chances are few that the relationships between di erent maturities are always linear.
A graph gives a representation of pairwise relationships within a collection of discrete entities.
Each point of the graph constitutes a node (or vertex). In the present article, a node corresponds to the time series of prices returns of a futures contract for a given maturity. The links (or edges) of the graph can then be used in order to describe the relationships between the nodes. More precisely, the graph can be weighted in order to take into account the intensities and/or the directions of the connections. We do both on the basis of information theory.
There are several ways to enrich the information contained in a graph through its links. In finance, for example, the connections between the nodes can be related to the correlations of price returns or to the positions of market operators. Here, we rely on the theory of information in order to enrich the links of the graph in two ways: first, to determine the intensities of the links; second, to obtain their direction. To the best of our knowledge, such an application is unprecedented in studies of futures term structures and of commodity markets.
The use of the graph theory in this context allows us to examine precisely where the entropy is transferred in the prices system. Even more, we are able like to know whether or not a prices shock hitting the first-month maturity has a chance to propagate along the whole prices curve, up to the last maturity, or if is gradually amortized before reaching that point.
We show that on average on the period, the directed graphs support the conventional view of how a futures markets operates: specifically that prices shocks are thought to form in the physical market, here represented by the short maturities, and transmit to the paper market, here made up of further-out maturities. Moreover, transfers from the shortest maturities along the whole prices curve are far from negligible. The same is not true for shocks born in the far end extremity of the curve: they are amortized more rapidly. Finally, we underline that this behavior changes in the end of the period. These results have implications for Samuelson's (1965) hypothesis regarding the term structure of futures volatilities The paper proceeds as follows. Section 2 summarizes our contribution to the literature. Section 3 outlines our methodology, which is based on mutual information and transfer entropy. Section 4 presents the data and our empirical results. Section 5 concludes.
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The present paper contributes to three literatures: on term structures and market segmentation, on causality, and on the use of graph theory in the context of financial markets.
The theoretical literature on the term structure of futures prices for commodities in general, and crude oil in particular, includes many distinguished contributions such as those of Schwartz (1997 Questions related to the information contained in a term structure of prices and the possible implications of market imperfections for segmentation date back to the works of Culbertson (1957) and Modigliani and Sutch (1966) Research on possible term structure segmentation in commodity futures markets deals almost exclusively with the crude oil market, which boasts the highest trading volumes and (in the United States) contract maturities extending up to seven years. In contrast to interest rate markets, prior work in the WTI futures space suggests that the Lehman crisis and its direct aftermath did not witness an increase in market segmentation. Granted, on the basis of the informational value of 1 A di erent part of the literature on commodity price formation analyzes the role of spot markets in revealing trader information. That body of work comprises theoretical work by Stein (1987) and Smith, Thompson and Lee (2014), as well as empirical work by Ederington, Fernando, Holland and Lee in the specific case of crude oil. We focus instead on information flows across the futures term structure. Those papers highlight the role played by inventories. Our paper instead contributes to the literature investigating the extent to which, or the potential mechanisms through which, information travels within futures markets. We complement this prior work in several ways: we quantify the information shared by different contracts according to their maturity, assess the direction of the information flows between maturities, and document how these measures have evolved through time. Our analysis, based on di erent techniques, confirms the prior finding of increasing market integration until 2011. We show, however, that when discussing market segmentation one must distinguish between forward vs. backward flows of information, as both types of flows are not equally impacted by segmentation. Insofar as it focuses on price relationships, the present paper belongs to a vast literature on prices linkages. If the spatial dimension of market integration has been analyzed in depth elsewhere for equities and currencies as well as for commodities, cross-maturity linkages have not. Other than the two articles discussed above, prior work on information flows in the crude oil market abstracts from term structure issues and investigates instead the relationship between spot and futures prices. 3 In that context, a central empirical question is whether price discovery takes place on the futures or the spot market (Garbade and Silber, 1983) . While early studies tend to rely on Granger causality to provide an answer, a number of papers apply other techniques in an attempt to tease out causality when the relationship between prices might be non-linear. 4 The methodological choices in the present paper are likewise motivated not only by concerns 2 Using a comprehensive, trader-level dataset of end-of-day futures positions and trader type, Büyük ahin et al.
document that this market development can be attributed to what has been dubbed the "financialization" of commodity markets (specifically, the increased market activity by commodity swap dealers, hedge funds and other financial traders). See Büyük ahin and Robe ( , 2014 This allows us to study all the possible connections between the di erent maturities of the North American crude oil market, in a non parametric world.
Methodology
In order to study the interdependence of, and the directionality of price movements for di erent futures contracts, we rely on the theory of information based on the notion of entropy proposed by Shannon (1948) . This Section first presents the concept of "mutual information" that quantifies the dependency between two random variables and that we use as a proxy for market integration. Unlike correlations, the mutual information measure captures non-linear relationships between variables;
however, it does not allow for studying the propagation of information. On that purpose, we rely on measures of transfer entropy.
Mutual information
In what follows, we consider a time series of a futures prices' returns for a given maturity · as a discrete random variable R · with a probability distribution p(r · ). Before enlarging to a large scale study, we first want to study the interdependence of two series corresponding to the maturities · 1 and · 2 . This measure of the interdependence, also called "mutual information", rely on the use of several quantities: the "information entropy" of one variable, as well as the conditional and joint entropies of two variables. These di erent measures are linked to each others.
A first step is to consider the "information entropy" H(R · ) of the futures prices' return. This quantity captures the degree of uncertainty associated to the variable R · . In other words, it measures how much we ignore about the futures prices' returns for a given maturity. 
where q p is the sum over all the possible values of R · .Note that this quantity increases with the number of possible values for the random variable.
Next let us consider the case of two maturities · 1 and · 2 , and the interdependency between
the joint probability distribution of the two variables.
What remains unknown of R · 1 if the values of R · 2 are known is captured by the notion "conditional entropy", ie the entropy of R · 1 conditionally on R · 2 :
Using the conditional probability distribution of the two variables p(r · 1 |r · 2 ), the conditional entropy can be rewritten:
Another interesting quantity directly linked to the preceding one is the joint information en-
It quantifies the amount of information revealed by evaluating R · 1 and R · 2
simultaneously. This symmetric measure is related to the conditional entropy as follows:
On the basis of these definitions, it is now possible to express the mutual information
This quantity measures the amount of information obtained about one variable through the other.
Given that the two variables are interdependent, the mutual information gives the amount of uncertainty that is reduced, compared to the case where the two variables are independent. There are two (equivalent ways) to compute the mutual information M (R · 2 , R · 1 )). One possibility is to rely 8 on equation 4:
This expression shows intuitively that the mutual information is a symmetric quantity. Moreover, as a consequence of the properties of the joint entropy, it is equivalently possible to write:
Relying on equations 1 and 2, another possible expression is:
In this article, we use the mutual information as a measure of the integration of the crude oil futures market in the maturity dimension. This quantity indeed includes synchronous correlations between pairs of futures prices' return, due to the common history of the returns, and/or to common shocks.
Compared with correlations however, this probabilistic approach does not rely on any assumption regarding the behavior of futures returns.
Transfer entropy
If we are now interested in the propagation of shocks along the futures prices curve, there is a need first for dynamic measures, second for directions. Dynamic measures aim to answer the question:
does a shock on the return of a given maturity · at time t create a shock at time t + 1 on an another maturity? Directions are important to know whether prices shocks evolve from short-term to long-term maturities, or vice and versa. This idea is closely linked to the Granger causality, in a non parametric world.
Starting from information entropy, one natural way to proceed is to rely on the notion of transfer entropy (Schreiber, 2000) . This measure quantifies how much information entropy (or uncertainty)
is transported between dates t and t + 1 from one variable to another (in our case, from one futures maturity to another). It relies on transition probabilities rather than on static probabilities.
Relying on the definition of conditional entropy as described by equation 3, and introducing 9 time in the analysis allows for defining a new quantity: the entropy rate h. 
The entropy rate h(R · 1 |R · 2 ) quantifies the uncertainty on the next value of R · 1 , if both the previous states of R · 1 and R · 2 have an influence:
Once these dynamic measures defined, it is possible to introduce directions in the analysis: the "transfer entropy" T from R · 2 to R · 1 is the di erence between the two rates:
Likewise, the transfer from R · 1 to R · 2 can be written as follows:
This transfer entropy measure is equivalent to Granger causality in the case of a linear dependency between two Gaussian random variables (Barnett, Barrett and Seth, 2009 ). Transfer entropy presents however the advantages of being model-free and of holding in the case of non-linearity.
Equipped with the above definitions, we are able to provide an insightful analysis of the propagation of prices shocks along the term structure, for all maturities and all directions. In what follows, we first present the data and the way they are manipulated. Then we present our empirical results.
Data
Our Our empirical analyses use daily futures returns. We compute daily futures returns as the logarithm of the price di erence:
is the price of the futures contract with maturity · at t and t is the time interval between consecutive sample days. All dynamic analyses are made on the basis of rolling windows having a length of 500 trading days.
5 That is, we use the Nymex calendar to determine which contract has (for example) a one-vs. two-month maturity and when the first-deferred contract becomes the nearby contract. 6 We obtain the same volatility ranking with futures rolled based on the preponderance of the open interest rather than calendar dates. Bessembinder, Coughenour, Seguin and Monroe Smoller (1996) give an elegant theoretical analysis of conditions under which the Samuelson (1965) e ect holds, such as asset markets in which spot price changes include a temporary component (so that investors expect mean-reversion) or, alternatively, the assumption that information revelation about spot prices is systematically clustered around futures expiration dates (as in Anderson and Danthine, 1983) . For more recent analyses of the Samuelson e ect, see Jaeck and Lautier (2016).
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We present empirical evidence on the information shared by futures contracts of di erent maturities and its evolution through time. Next, we introduce directionality and examine information flows.
Finally, we study the stability of the directions of transfer entropy.
Mutual Information: A Proxy for Market Integration
Changes in the WTI market during the period under consideration can be characterized through the lens of mutual information. Recall the mutual information measure quantifies how much we know about the return R · 1 once the return R · 1 is known. In other words, this quantity captures the synchronous moves in prices. In what follows, we distinguish between the mutual information shared by all the futures contracts under consideration, and the mutual information attached to one specific maturity.
Mutual information shared by all maturities
On the basis of equation 6, that defines the mutual information for a pair of maturities · 1 and · 2 ,
we can extend the analysis to the case of the average mutual information shared at date t by all T futures prices' returns,
where i) T is the total number of maturities, ii) the M t (R · i , R · j ) are the elements of the (T ◊ T ) matrix of mutual information computed on day t using daily returns for the Two prior years (500 trading days), iii) <> i,i>j denotes the averaging operator over the relevant contract maturities i. cross-maturity linkages. 7 As an increase in M T t can be interpreted in terms of greater integration of the futures market for crude oil during that period, this finding complements the cointegration- 7 To provide a visual reference for the statistical significance of the measure, we generate a benchmark by "shu ing"
(i.e., using permutations of) the time index of each analyzed dataset. The resulting "shu ed" time series have the same statistical properties (mean, variance and higher moments) as the original ones but temporal relationships are removed. The resulting benchmark (i.e., the "shu ed" mutual information) is plotted in red in Figure 2 . Unlike the actual series (M T t , left-hand scale in black), the counterfactual (right-hand scale) is close to 0 and does not display any systematic pattern over time. Figure 3 gives more insight into the developments identified in Figure 2 by depicting the mutual information for each contract maturity over the course of our sample period. For each maturity · i and each day of the sample period t, the level of mutual information that a maturity shares with all others is as follows:
Mutual information for each contract maturity
This measure is plotted in a color ranging from blue (very low) to green, yellow, orange or red (very high). 14 discoveries, or possibly a lack of liquidity in the WTI futures markets. 9
Transfer entropy between maturities
A key component of the analysis of cross-maturity linkages is the examination of transfer entropy between di erent maturities. To answer the question of which side of the term structure is the shock transmitter and which one is the receiver, we first perform a static analysis across the whole sample period and then carry out a dynamic analysis using rolling windows of two years (500 trading days).
Static analysis: the average transfer entropy associated to each maturity
We start by computing the transfer entropy over the entire sample period. This approach gives us a picture of the "average" behavior of the system, i.e., if one maturity sends on average more than what it receives, and vice-versa. Starting from equation (10), that focuses on the pairwise transfer between maturities · 1 and · 2 , we can extend this measure and compute the total amount of entropy sent, on average on the period, from the futures prices' return with maturity i to all other maturities j " = i:
Similarly the quantity received on average by the maturity i from all others is:
where <> j,j" =i denotes the average over all the contract maturities other than i. . The bars represent, for each maturity, the average variance recorded for the measure; they are particularly large for the entropy received on the long-term maturities. Figure 5 shows that maturities up to one and one half years (precisely up to and including the 19-month contract) emit more than they receive. Most of the information entropy is sent to the far-out maturities. Once contract maturities extend beyond 6 months, the information entropy emitted decreases with the maturity although the pattern levels o beyond the two-year mark. The information entropy received exhibits a di erent pattern: it is high for the first three maturities, lowest for maturities ranging from 6 to 18 months and highest for maturities of 27 months and beyond (with the maximum value reached at the back end of the term structure). Intuitively, these static results imply that market participants whose "preferred habitat" (Modigliani and Sutch, 1966 ) is the back end of the maturity curve are more likely to be the object of a shock than to be the source of one.
Dynamic analysis: forward and backward information flows
In what follows, we propose an analysis of the way the transfer entropy has changed over time. To link the analysis with the Samuelson e ect, we restrain our focus on two sub-sets of the transfer entropy. The later indeed measures the entropy emitted (received) by one maturity, whatever the direction of this emission (reception). If we want to have insight into prices shocks propagation and the direction of these propagations from the short to the long term (or vice and versa), then we want to restrain ourselves to what is emitted in one direction only, but from any maturity. To this end, we propose the notions of "forward" and "backward information flows".
The forward flow " f is the sum of the transfers of entropy from any maturity · i to all higher maturities · j :
Similarly the backward flow " b is given by the sum of the transfers of entropy from any maturity · i to all smaller maturities · j :
In other words, the forward flows capture the propagation of shocks in the direction of the long-term maturities, whereas the backward flows measure the propagations in the direction of the short-term maturities. Thereafter, however, the amplitude of the two information flows is comparable. Put di erently, whereas in the beginning of our sample period, the term structure of futures prices was generally more prone to influence from shocks arising at the near end of the maturity curve, this is not true after 2010: the short-term prices (and, hence, physical prices) can be influenced by price fluctuations moving backward from far-dated contracts. In other words, the driving forces of price movements seem to have become comparable all along the term structure, and prices shocks nowadays propagate as easily in the forward direction as in the backward direction.
These findings raise questions regarding the Samuelson e ect. Samuelson (1965) hypothesized that futures prices volatility should increase as futures contracts approach their maturity. In theoretical models of the Samuelson e ect, such as Bessembinder et al (1996) , the volatility of futures prices stems from shocks that arise in the physical market and are transmitted to the paper market.
The term structure of volatilities is therefore downward-sloping: the direction for the propagation of shocks is forward (i.e. from short to long-term maturities) with a progressive absorption as contract maturity increase. However, our empirical results show that, in the later part of our sample period, there are price shocks coming from the far end of the futures term structure that spread to shorter maturities (and hence, arguably, to the physical market). In other words, it is nowadays possible to have backward propagation of prices shocks from the far end of the prices curve to the physical market. This results strongly contrasts what is usually said about the Samuelson e ect in commodity markets. 
Pair-wise analysis: the net transfer entropy between two maturities
The notion of transfer entropy shows that certain maturities send more than the others. As exhibited by Figure 5 , this is the case, on average over the study period, for the first-month futures contract. To go further in this direction, it would be interesting to see precisely where the entropy is transferred. Even more, we would like to know whether or not a prices shock hitting the first-month maturity has a chance to propagate along the whole prices curve, up to the 72 th maturity, or if is gradually amortized before reaching that point.
In order to investigate such questions, we propose a pairwise analysis of the directions of prices shocks. The direction is determined by the net amount of entropy transported from one maturity to one other 11 . Such a pairwise study however requires the examination of 1056 links. This leads us to rely on the graph theory, that is especially suited for large scale analyses.
In what follows, we exploit the non parametric measures presented before in the framework of the graph theory. We first built a filtered directed graph that exhibits not only the directions of the pairwise transfer entropy, but also their strength. This filtered graph retains only the most important connections between maturities. We then analyze the direction of the net transfer entropy, expressed in percentage, maturity by maturity, in a static as well as in a dynamic way. Finally we assess the stability of the directions in the whole prices system.
The directionality index
A graph is defined by its nodes and links. Quite intuitively, we attribute one time series of futures prices' returns to each node of the graph (i.e., one node per maturity, with a total of 33 nodes).
In order to enrich the links of the graph with directions as well as with an information about the importance of the connection between two nodes, we construct an index of directionality D R· i R· j that combines equations (9) and (10):
D R· i R· j gives first the direction between two nodes. It is bounded by ≠1 and 1. When D R· i R· j is greater than 0, the net transfer entropy is positive and the link is directed from R · i to R · j ;
11 Figure 5 shows that the first month futures contracts sends a lot; but it receives also a large amount.
otherwise, it is directed from R · j to R · i . Finally, the level of the index expresses the strength of the connection between the two returns. This expression first divides by two the dimensionality of the graph: we are left with 528 connections instead of 1056. Second, it allows for comparison between all contracts.
The filtered directed graph
We rely on this index to built a directed a graph. We first retain a static and full connected graph:
we compute the values of the index over the entire 2000 ≠ 2014 sample period and generate the (T ◊ T ) matrix of directionalityD R· i R· j . Such graph, with its 528 connections, is however di cult to read. Hence we filter it according to the strength of the connection between to nodes. As depicted by received from the short-term maturities, as illustrated by maturities 1 to 3, does not come from far end maturities, and is not very strong. So it seems that forward shocks propagate themselves on the whole term structure, whereas backward shocks are amortized more rapidly.
More generally, this figure shows that on average over the period, the far-out maturities, which for readability we have positioned at the center of the graph, are those to which the links point.
The most important nodes, in terms of information received, are the 48th and 60th. So this filtered graph provides us with a reference case, not only in that it represents what happens over the entire sample period but also in that it appears to support the conventional view of how a futures markets operates (specifically that prices shocks are thought to form in the physical market, here represented by the short maturities, and transmit to the paper market, here made up of further-out maturities).
Outgoing links associated to each maturity
The directionality index also allows for dynamic analyses. On the basis of on one-year rolling windows, we compute, at each date t, the instantaneous directionality matrix D R· i R· j (t). This allows to built daily directed graphs, to examine their properties and their evolution over time. can be done for the six-months maturity. However, the dispersion around this average, measured through the variance, is strong for the first month maturity, and low for the six-months;
More generally, this analysis shows that: i) the proportion of outgoing links is a decreasing function of the maturities; ii) the first 18 maturities are characterized by a proportion of outgoing links that is higher than 50%. This figure is stable, except for the three first maturities; iii) in contrast, the deferred maturities are characterized by a large proportion of ongoing links (up to 80% on average on the sample for certain ones), with quite large deviations around the average.
This result is consistent with the conventional view of the functioning of a futures market, as with the conclusions drawn through Figures 5 and 7 . Up to now however, the specific behavior of the one-, two-and three-month maturities was not observable.
Stability and survival ratios
A second point of interest regarding the properties of daily directed graphs is their stability: do the directions in the graph evolve during the period? How? To answer these questions, we rely on the reference case: the static full directed graph built on the basis of the matrix of directionalitȳ
We then compare the directions of the links in the reference case and in the daily directed graphs.
In order to give evidence of the distance between the static and the daily graph, we compute survival ratios, ratioS R (t), as follows:
This ratio quantifies the similarities in the two directionality matrices, and express them as a 20 percentage of the total number of elements. IfS R (t) = 1, the two matrices are identical, the two graphs are the same. At the other extreme, ifS R (t) = 0, then the set of directed links is totally di erent. Figure 9 shows that, from 2000 until the end of 2010 and with the exception of a six-month period at the end of 2005, the survival ratio is generally higher than 70%. This results indicates that during this period, day after days, most of the directed links remained in the same state as in the benchmark case. Thereafter, the ratio displays some variations but generally decreases, sometimes up to 30%-a finding suggesting a profound change in the pattern of shocks propagation in recent years.
Conclusion
We apply the notions of mutual information and transfer entropy to empirically investigate the nature of price relationships across a futures term structure. The Nymex's WTI crude oil futures market, a large market that experienced a number of participatory and regulatory changes between 
where F · (t) is the price of the futures contract with maturity · at time t and t is the time interval between two consecutive sample days. Note: Figure 2 plots the evolution over time of the average mutual information shared at date t by all WTI futures contract maturities, shows that cross-maturity linkages are becoming more and more intense and can be interpreted as a higher integration of the futures market for crude oil. To provide a visual reference for the statistical significance of the changes depicted by the black curve, we generate a benchmark by "shu ing" (i.e., using permutations of) the time index of each analyzed dataset. The resulting "shu ed" time series have the same statistical properties (mean, variance and higher moments) as the original ones but temporal relationships are removed. The resulting benchmark (i.e., the "shu ed" mutual information) is plotted in red. Unlike the actual series (M T t , left-hand scale in black), the counterfactual (right-hand scale in red) is close to 0 and does not display any systematic pattern over time. Note: Figure 9 provides insight into the distance between the static directed graph, used as a reference, and daily directed graphs, by plotting the survival ratioS R (t). We measureS R (t) as the number of element of same sign in 1 N D R· 1 R· 2 (t) flD R· 1 R· 2 . On each day t from February 2001 to February 2014, the values are computed using daily returns from the prior year (N = 500 trading days). At one extreme, ifS R (t) = 1, then the two graphs are identical, the pattern of shocks propagation has remained stable. At the other extreme, ifS R (t) = 0, then the set of directed links has been completely rearranged.
