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Forord 
Denne rapport er udarbejdet i efteråret 2007 af Claus Daldorph Nielsen og Morten Møller som 
projekt på 2. semester på datalogi på Roskilde Universitetscenter. Vejleder er Troels Andreasen.   
I appendiks ligger kildekoden til implementeringen af algoritmerne samt de databaser, der er 
anvendt i forsøgene. 
Vi vil gerne takke vores vejleder Troels Andreasen for hans hjælp og UCI Machine Learning 
Repository for de databaser, som vi har benyttet i vores eksperimenter. 
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Abstrakt 
Det undersøges i denne rapport, om linkbaseret clustering med ROCK-algoritmen er mere præcis 
på kategoriske domæner end en ikke-linkbaseret hierarkisk algoritme.  
Undersøgelsen foretages ved eksperimenter på to databaser fra UCI Machine Learning Repository. 
Eksperimenterne er udført ved at implementere ROCK-algoritmen og en ikke-linkbaseret hierarkisk 
algoritme i JAVA.  
Det konkluderes, at ROCK-algoritmen er mest præcis på den velordnede database, mens den ikke 
er ligeså præcis på den af databaserne med mere støj.   
 
Abstract 
In this paper it is examined whether link based clustering using the ROCK-algorithm is more 
precise than a non-link based hierarchical algorithm when working on categorical domains. 
This is accomplished by experimenting on two databases from the UCI Machine Learning 
Repository. The Experiments are done by implementing the ROCK-algorithm and a non-link based 
hierarchical algorithm in JAVA. 
It is found that the ROCK-algorithm is more precise on the well ordered database while it is not as 
precise on the database with noise. 
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Indledning 
Denne rapport omhandler sammenligning af to forskellige clusteringalgoritmer. Clustering kan helt 
basalt beskrives som inddeling af data i grupper, kaldet clustre, hvor elementerne i hver gruppe 
har større indbyrdes sammenhæng, end de har med elementer i andre grupper.  
Inddelingen i clustre kan ske ved hjælp af forskellige algoritmer. Disse algoritmer har forskellige 
styrker og svagheder, og typen af data, som clustres, vil være bestemmende for hvilke algoritmer, 
der er mest velegnede. 
Rapporten tager udgangspunkt i artiklen ROCK: A Robust Clustering Algorithm for Categorical 
Attributes, der opstiller en algoritme til linkbaseret clustering1. I artiklen postuleres det, at den 
linkbaserede algoritme, som forfatterne opstiller, er mere velegnet til clustering af ikke-numerisk 
data end konventionelle algoritmer.  
 
Metode 
Vores arbejde har været fokuseret på at efterprøve de eksperimentielle resultater i artiklen. Dette 
har vi gjort på andre databaser end dem, der benyttes i artiklen, for at undersøge, om forfatternes 
postulater om ROCK-algoritmens større præcision kunne underbygges.    
I vores eksperimenter sammenligner vi ROCK-algoritmens præcision med en algoritme, der ikke er 
linkbaseret. Den algoritme er baseret på similaritetsmålet Jaccard’s Coefficient2.  
På dette punkt adskiller vores eksperimenter sig fra eksperimenterne i artiklen, hvor ROCK-
algoritmen sammenlignes med en algoritme, der er baseret på et similaritetsmål, som ifølge 
forfatternes eget udsagn er mindre velegnet til brug på ikke-numerisk data. Vi mener, at den 
algoritme, som vi opstiller til sammenligning med ROCK-algoritmen, giver et mere rimeligt 
sammenligningsgrundlag. 
                                                           
1 Linkbaseret clustering vil blive beskrevet i algoritmeafsnittet 
2
 Se teoriafsnittet om clustering for en beskrivelse af begrebet similaritetsmål 
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Vi har valgt at fokusere projektet på præcisionen af de algoritmer, som introduceres i rapporten. 
Det vil sige hvor mange dataelementer, der placeres i en korrekt cluster sammenlignet med hvor 
mange dataelementer, der ikke placeres i en korrekt cluster. En anden indgangsvinkel ville være at 
sammenligne kompleksitet og kørselstider for algoritmerne på store datamængder. Dette ville 
ligeledes være interessant, da clustering og data mining i praksis udføres på databaser, der er langt 
større end vores eksperimentelle databaser.     
 
Motivation 
Vores primære motivation for at arbejde med clusteringalgoritmer er, at vi har interesse i 
programmering og matematisk modellering. Begge disse områder er en væsentlig bestanddel af 
rapportens indhold. Vi har ligeledes interesse for data mining, som clustering er et område 
indenfor. Især data mining i ikke-numerisk data er et interessant område, der finder stigende 
praktisk anvendelse indenfor forskellige områder. 
 
Semesterbinding 
Vi studerer begge på den gamle studieordning fra 2000. Projektet på 2. semester skal ligge 
indenfor 2. moduls hovedindhold som beskrevet i følgende udpluk af studieordningen: 
Teknologimodulet: 
Modulets hovedindhold er de systemer af programmel og maskinel som indgår i en moderne 
computer. Formålet er at give de studerende et samlet overblik over og forståelse af de generelle 
principper bag sådanne systemer og opnå en indsigt i udvalgte eksempler på disse. 
Vi mener, at vi overholder ovenstående, idet vi beskæftiger os med et specifikt stykke programmel 
i form af JAVA, som vi benytter til undersøgelse af en problemstilling indenfor datalogi.   
 
Problemformulering 
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Er linkbaseret clustering med ROCK-algoritmen mere præcis på kategoriske domæner end ikke-
linkbaseret hierarkisk clustering? 
Clusteringteori 
Hvad er clustering? 
Clustering er en metode til inddeling af objekter i forskellige naturlige grupper. Hvert objekt, der 
bliver clusteret, bliver placeret i den cluster, hvor objektet har mest til fælles med de andre 
objekter. En cluster er altså en gruppe af objekter, der er lagt sammen. Det enkelte objekt har en 
række attributter, der beskriver de træk ved objektet, som bruges ved inddeling i clustre [Witten 
(2005), s. 136-137]. 
Det skal bemærkes, at følgende afsnit er baseret på hard clustering, hvor hvert objekt eksklusivt 
tilhører én gruppe, modsat fuzzy clustering, som vi ikke beskæftiger os med i denne rapport. 
 
Hvor bruges clustering? 
Clustering anvendes i mange former for data mining. Data mining er en proces, hvor der 
identificeres tidligere ukendt information i store mængder data. Det kan f.eks. være data for en 
stor mængde bankkunder, hvor man ønsker at identificere kundernes præferencer. Specifikt 
bruges clustering eksempelvis i bioinformatik, søgemaskiner, analyse af sociale netværk og 
forretningsmarkedsanalyse. Et eksempel, hvor clustering anvendes, er telefonselskabers analyse af 
deres kunder. Her ønsker man at inddele kunderne i grupper på baggrund af deres brug af 
forskellige servicetilbud. Ud fra denne inddeling er det muligt for firmaet at målrette 
markedsføring og tilbud til de forskellige kundegrupper. 
 
Forskellige typer clustering 
Der findes forskellige måder at udføre clustering på. Eksempelvis hierarkisk clustering og ikke-
hierarkisk clustering [Han (2001), s. 335]. De to måder at clustre på arbejder forskelligt på den 
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måde, at hierarkisk clustering opbygger et hierarki af clustre i modsætning til ikke-hierarkisk 
clustering. 
De hierarkiske clusteringalgoritmer kan fungere på to måder, der adskiller sig ved deres 
udgangsposition. En agglomerativ clustering vil starte med, at alle clustre består af ét objekt. 
Derefter bliver to clustre slået sammen for hver iteration, indtil der er det ønskede antal clustre 
tilbage. Denne form for clustering kaldes også bottom-up. Den anden form for hierarkisk clustering 
kaldes ’divisive’ og starter med alle objekter samlet i én cluster. Data bliver derefter opdelt i flere 
mindre clustre for hver iteration. Denne metodes kaldes også top-down. 
Ikke-hierarkisk clustering kan f.eks. udføres ved ’partitioning’, hvor objekterne opdeles i et 
brugerdefineret antal clustre K. En udbredt partitioning-metode er K-means. Ved K-means starter 
clusteringalgoritmen med at generere det ønskede antal clustre tilfældigt og derefter bestemme 
et centrum for hver cluster. Ethvert af de punkter, der skal clustres, vil nu blive lagt ind i den 
cluster, hvis centrum er nærmest punktet. Derefter udregnes centrum for clustrene på ny og alle 
punkter vil blive lagt sammen med den cluster, hvis centrum er nærmest. Det fortsætter indtil et 
stopkriterie er opnået. Algoritmen danner altså det endelige antal clustre allerede i første skridt 
modsat hierarkisk clustering [Witten (2005), s. 137]. 
 
Similaritet 
Et similaritetsmål er en fundamental forudsætning for clustering. Når det skal vurderes, om to 
clustre skal slås sammen, så skal der bruges et similaritetsmål, der fortæller hvor meget to clustre 
ligner hinanden. Der er mange måder at beregne similariteten på, og valget af dette 
similaritetsmål kan ændre clustrene dramatisk. Hvilken metode der bruges afhænger blandt andet 
af hvilke data, der arbejdes med og deres attributter. Similariteten kan for eksempel beregnes som 
et omvendt afstandsmål, der fortæller hvor tæt to objekter ligger på hinanden. Dette afstandsmål 
kan for eksempel være euklidisk, som er den helt grundlæggende afstand mellem to objekter [Han 
(2001), s. 340-341]. Hvis vi eksempelvis har to objekter, som er repræsenteret ved vektorerne x = 
(x1, x2, …, xn) og y = (y1, y2, …, yn), så er similariteten mellem dem større, jo mindre nedenstående 
størrelse er: 
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Det vil sige, jo mindre afstanden mellem x og y er, jo mere ens er de.  
Ved clustering er det similariteten mellem clustre og ikke enkelte punkter, der er interessant. Der 
er flere måder similariteten mellem clustre kan estimeres på. En metode er, at udregne den 
gennemsnitlige similaritet indbyrdes mellem alle punkterne i to clustre. Denne metode fører dog 
til meget høj kompleksitet af clusteringalgoritmen. Derfor benyttes ofte en metode, hvor det kun 
er similariteten mellem de to clustres centrum, der sammenlignes. Alternativt kan de to nærmeste 
punkter i clustrene, eller de to punkter der ligger længst fra hinanden, sammenlignes [Terney 
(2007), s. 69]. 
I afsnittet om ROCK algoritmen vil vi beskrive similaritetsfunktionen Jaccard’s Coefficient, som er 
den similaritetsfunktion, der benyttes i vores clusteringalgoritmer.  
 
Hierarkisk vs. ikke-hierarkisk clustering 
En fordel ved at anvende K-means er, at det både er simpelt og tidseffektivt. K-means er god, når 
der opereres med tætte clustre, der er klart definerede. Ulemperne ved K-means er eksempelvis, 
at den er følsom over for støj, og at ’outliers’ giver dårlige clustre [Terney (2007)]. 
De hierarkiske metoder er relativt effektive kompleksitetsmæssigt, da et punkt, der er placeret i en 
cluster ikke skal genplaceres, som det kan ske i K-means. Desuden opnås en hierarkisk ordning af 
data. Til gengæld har de den store ulempe i forhold til ikke-hierarkiske metoder, at der ikke kan 
blive ændret på dårligt sammenlagte clustre [Han (2001), s. 347].  
 
Numerisk vs. kategorisk data 
Mange clustering-algoritmer beskæftiger sig med data med numeriske attributter. På nogle 
domæner er det dog ikke tilfældet, at objekterne har numeriske attributter. Antag for eksempel, 
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at man skal clustre en mængde supermarkedskunder efter hvilke varer de normalt indkøber. I 
dette eksempel kunne en kunde for eksempel have tilknyttet attributterne {vin, fisk, franskbrød}. 
Dette kaldes kategoriske atrributter. Et kategorisk domæne er altså et diskret domæne uden en 
ordningsrelation. Boolske attributter er et særtilfælde af kategoriske attributter. Et eksempel på 
en clustering, hvor boolske attributter indgår, kunne være en telefonundersøgelse af 
brugerpræferencer, hvor den interviewede bedes svare ja eller nej til en række spørgsmål. De 
gængse metoder for clustering, som virker udelukkende ud fra similaritetsmål, virker dårligt på 
kategoriske attributter [Guha (1997)], og det er derfor interessant at kigge nærmere på ROCK-
algoritmen, der arbejder med links. Denne algoritme vil blive beskrevet i det følgende kapitel. 
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Algoritmer 
I dette afsnit præsenteres de algoritmer, der arbejdes med i denne rapport. 
Introduktion til ROCK-algoritmen 
 ROCK-algoritmen introduceres, og både motivationen for at udvikle algoritmen, og selve 
algoritmens udformning vil blive behandlet.  
 
Problemer med traditionel clustering på kategoriske domæner 
For objekter med kategoriske eller boolske attributter kan clustering, ud fra en simpel 
similaritetsfunktion i nogle tilfælde give misvisende resultater. Antag for eksempel at der 
foretages clustering af en mængde supermarkedskunder ud fra hvilke varer de købte sidste gang 
de handlede. Hvis en af kunderne købte pasta, babymad og bleer, en anden af kunderne købte 
pasta, sportsdrik og en fodbold, og en tredje kunde købte pasta, et par løbesko og et blad om 
fitness ville den indbyrdes similaritet mellem de tre kunder være lige stor på trods af, at de to 
sidste kunder rent intuitivt har mest til fælles. 
Et andet eksempel på problemerne med clustering af kategoriske/boolske attributter fra [Guha 
(1997)] tager udgangspunkt i clustering af fire objekter, der hver har en delmængde af 
attributterne {a,b,c,d,e,f}:  
1 – {a,b,c,e} 
2 – {b,c,d,e} 
3 – {a,d} 
4 – {f} 
Hvert objekt kan opfattes som en vektor med længden seks, hvor værdien af hver plads i vektoren 
er 0 eller 1 afhængigt af om objektet indeholder attributten for denne plads eller ej. Vi får på den 
måde følgende fire punkter: (1, 1, 1, 0, 1, 0), (0, 1, 1, 1, 1, 0), (1, 0, 0, 1, 0, 0) og (0, 0, 0, 0, 0, 1). 
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Benyttes den euklidiske afstand som similaritetsmål i agglomerativ hierarkisk clustering, vil de to 
første punkter først blive slået sammen, idet de har den mindste afstand, som er 2 . Centrum for 
denne nye cluster bestående af de to punkter bliver så (½, 1, 1, ½, 1, 0).   
I næste skridt samles punkt tre og fire, som har afstanden 3 , hvilket er mindre end afstanden fra 
nogen af de to punkter til centrum i clusteren bestående af de første to punkter. Dette betyder 
imidlertid, at et objekt med attributterne a og d lægges sammen med et objekt kun med 
attributten f. Det vil sige, at der dannes en cluster af objekter, der intet har til fælles. Man kan 
derfor argumentere for, at resultatet af ovenstående clusteringproces med objekter med boolske 
attributter ikke er rimeligt.  
Ligeledes vil der ved ’divisive’ hierarkisk clustering af kategorisk data kunne opstå det problem, at 
de større clusters vil være mere udsatte for opdeling end de mindre [Guha (1997), s.3]. Et 
eksempel kunne være, hvis vi fra eksemplet på clustering af kunder i et supermarked har en stor 
cluster bestående af kunder, der foretager dagligdagsindkøb i dette supermarked og en cluster 
med kunder, der køber dyre vine i netop dette supermarked. Clusteren med kunder, som 
foretager dagligdagsindkøb vil i dette tilfælde være mere udsat for opdeling. Det skyldes, at der er 
langt flere dagligvarekøb end køb af dyre vine, og derfor vil den gennemsnitlige afstand, som 
defineret af en similaritetsfunktion til centrum af dagligvarerclusteren, have en tendens til at blive 
større. 
 
Linkbaseret clustering 
I [Guha (2000)] introducerer forfatterne algoritmen ROCK (Robust Clustering Algorithm for 
Categorical Attributes) som et forsøg på at løse problemerne med traditionelle clustering-
algoritmers mangler i forhold til clustering af kategoriske attributter. ROCK algoritmen er en 
agglomerativ clustering algoritme, hvilket betyder, at den udfører hierarkisk buttom-up clustering.  
Forfatterne argumenterer for, at det er mere rimeligt at basere clusteringprocessen på antallet af 
fælles naboer mellem objekter end på et similaritetsmål givet ved en metrik.  
De definerer naboer som værende to punkter, der har en similaritet større end et tal θ  mellem 0 
og 1. Det vil sige, at to punkter er naboer, hvis de opfylder: 
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θ≥),( ji PPsim  
Hvor θ  er en brugerdefineret parameter, som afhænger af brugerens vurdering af de data, der 
clustres. Antages det, at ),( ji PPsim  er 1 for identiske punkter og 0 for fuldstændigt forskellige 
punkter, vil en værdi afθ  på 0 betyde, at alle punkter er naboer, og en værdi af θ  på 1 betyde, at 
kun identiske punkter er naboer.  
Til bestemmelse af similaritetsmålet mellem to punkter har forfatterne i deres eksperimenter valgt 
at benytte Jaccard’s Coefficient: 
ji
ji
ji PP
PP
PPsim
∪
∩
=),(  
Hvor tælleren er antallet af kategoriske attributter, som de to punkter har tilfælles, og nævneren 
er det samlede antal attributter. Eksempelvis er Jaccard’s Coefficient af de to punkter med 
attributterne (rød, grøn, gul) og (rød, brun, sort) lig 
3
1
. I eksemplet ovenfor, hvor et objekt med 
attributten f og et objekt med attributterne a og d blev clustret via. et metrisk mål, ville Jaccard’s 
Coefficient være lig nul, da de to objekter ingen attributter har til fælles. 
Antallet af links mellem to punkter, ),( ji PPlink , definerer forfatterne som antallet af de to 
punkters fælles naboer.  
Forfatterne argumenterer for, at antallet af links mellem to punkter er et mere globalt syn på de 
data, der clustres, end et afstandsmål som kun beskæftiger sig med to punkter rent lokalt. Ved 
inddragelsen af antallet af punkter i omegnen af to punkter opnås et mere robust mål for 
sandsynligheden for, at de to punkter befinder sig i samme cluster. Hvis eksempelvis to grupper af 
punkter ikke er velseparerede og derfor deler et par punkter med høj indbyrdes similaritet vil disse 
punkter med høj similaritet ikke nødvendigvis blive slået sammen i en cluster ved link baseret 
clustering, da de kun har få fælles naboer.  
 
Kriteriefunktionen 
Antallet af links mellem to punkter, som defineret ovenfor, benyttes af Guha et al. til at opstille en 
kriteriefunktion, der søges maksimeret under selve clusteringprocessen [Guha (1997), s.9]. 
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Eftersom målet med clusteringprocessen er at skabe stor sammenhæng inden for de enkelte 
clustre, der dannes, vil det være ønskværdigt at maksimere summen af links indbyrdes mellem alle 
punkter i en cluster. Hvis Ci er cluster nummer i, ville det derfor virke intuitivt at maksimere 
følgende kriteriefunktion, hvor der summes over links imellem alle punkter i en cluster og derefter 
summes over alle clustre.  
∑ ∑
= ∈
=
k
i CiPq
rql PPlinkE
1 Pr,
),(  
Imidlertid kan denne funktion resultere i, at alle punkter ender i samme cluster, idet den ikke 
tvinger punkter med få indbyrdes links til forskellige clustre. Forfatterne opstiller derfor følgende 
kriteriefunktion: 
∑∑
∈
+
=
⋅=
CiPq
f
i
rq
k
i
il
n
PPlink
nE
Pr,
)(21
1
),(
θ   
Hvor ni er størrelsen af cluster Ci.  
I lE  divideres antallet af links mellem to punkter i en cluster med det totale antal forventede links 
i clusteren. Dette tal ganges derefter med en vægt, der er størrelsen af clusteren. 
Det totale antal forventede links i en cluster Ci er 
)(21 θf
in
+ .  
)(θf  er en funktion, der er afhængig af data og hvilken type clustre brugeren ønsker. )(θf  skal 
derudover have den egenskab, at hvert punkt, der tilhører Ci cirka har 
)(θf
in  naboer i Ci. Hvis det 
antages, at punkter udenfor en cluster kun sjældent er fælles nabo for to punkter i clusteren, 
bidrager kun punkter i Ci til antallet af links i Ci. Hvert punkt i Ci bidrager med 
)(2 θf
in  links. Det vil 
sige et link for hvert par af dets naboer. Bemærk, at det er en approksimation af tallet 
1)()( −⋅ θθ fi
f
i nn , hvor 1 subtraheres, da en nabo ikke har links med sig selv.   
Multipliceres antallet af links pr. punkt med antallet af punkter ni fås det totale forventede antal 
links pr. cluster: )(21 θfin
+ . 
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Ved at dividere med det forventede antal links opnås det, at punkter med meget få links ikke bliver 
placeret i samme cluster, da dette ville resultere i, at det forventede antal links for clusteren ville 
vokse mere end det egentlige antal links og dermed bevirke en mindre værdi af kriteriefunktionen. 
I [Guha (1997)] benytter forfatterne følgende funktion for )(θf : 
θ
θθ
+
−
=
1
1)(f  
Denne funktion viser gode resultater i artiklens eksperimenter, og vi vil derfor også benytte denne 
funktion som )(θf -værdi i vores implementation af algoritmen. 
 
Goodness measure 
Ud fra udledningen af kriteriefunktionen er det nu muligt at definere et goodness measure, som 
definerer, hvor velegnede clustre er at slå sammen i agglomerativ hierarkisk clustering. 
For hvert par af clustre Ci og Cj defineres link[Ci, Cj] som antallet af krydslinks mellem Ci og Cj: 
∑
∈∈
=
CjPrCi,Pq
rq )P,link(P Cj] link[Ci,   
Denne størrelse indgår i tælleren i nedenstående goodness measure: 
 
[ ]
)(21)(21)(21)(
,),( θθθ f
j
f
i
f
ji
ji
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nnnn
CClink
CCg
+++
−−+
=  
Ved agglomerativ clustering vil de to clustre med højeste værdi i dette goodness measure være de 
bedste clustre at slå sammen. 
Som det blev beskrevet i afsnittet om kriteriefunktionen er det ikke tilstrækkeligt at betragte 
udelukkende antallet af links, da det i situationer med dårligt separerede clustre og ’outliers’ kan 
resultere i, at store clustre opsluger mindre clustre, så disse clustres punkter lægges sammen. Det 
skyldes at store clustre normalt vil have et stort antal links til andre clustre. 
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Dette problem løses igen ved at dividere med det forventede antal links mellem de to clustre. Hvis 
hvert punkt i Ci  har 
)(θf
in  naboer, så er det forventede antal links i denne cluster som før nævnt  
)(21 θf
in
+ . Antallet af links mellem punkter i den cluster, der dannes af Ci  og Cj  er  
)(21)( θfji nn ++ . 
Hvis vi fra dette tal fratrækker )(21 θfin
+  og )(21 θfjn
+ , som er antallet af links i de to oprindelige 
clustre, får vi et udtryk for hvor mange krydslinks, der er mellem Ci og Cj. Det er dette tal vi 
benytter som normaliseringsfaktor i goodness measure. 
 
Pseudokode for ROCK-algoritmen 
Herunder er vist pseudokoden for ROCK-algoritmen [Guha (2000)]: 
procedure cluster(S , k) 
begin 
1. link := compute_links(S) 
2. for each s  S do 
3.   q[s] := build_local_heap(link, s) 
4. Q := build_global_heap(S , q) 
5. While size(Q) > k do { 
6. u := extract_max(Q) 
7. v := max(q[u]) 
8. delete(Q , v) 
9. w := merge(u, v) 
10. for each x  q[u]  q[v] do { 
11.   link[x , w] := link[x , u] + link[x , v] 
12.   delete(q[x] , u); delete(q[x] , v) 
13.   insert(q[x] , w , g(x , w)); insert(q[w] , x , g(x , w)) 
14.   Update(Q , x , q[x]) 
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15.   } 
16.   insert(Q, w , q[w]) 
17.   Deallocate(q[u]); deallocate(q[v]) 
18. } 
End 
 
Algoritmen er en hierarkisk agglomerativ clusteringalgoritme, der som input tager en mængde S af 
n koncepter, der skal clustres. Derudover tager den k som input, der angiver, hvor mange clustre 
koncepterne skal deles ind i. Algoritmen gennemgås herunder linje for linje for at gøre den mere 
overskuelig. 
Linje 1:  
Først beregnes antallet af links mellem de enkelte koncepter. Her gælder startbetingelsen, at 
ethvert koncept er en cluster i sig selv. Metoden til udregning af links står beskrevet senere. 
Linje 2: 
Algoritmen løber nu igennem alle elementerne i S, hvor den udfører linje 3 for hver cluster. 
Linje 3: 
For enhver cluster i bliver der oprettet en lokal hob q[i]. Den lokale hob q[i] indeholder alle clustre 
j sådan at antallet af links mellem cluster i og j (link[i , j]), ikke vil være nul. Indenfor hoben q[i] vil 
clustrene j være ordnet efter goodness measure, der er beregnet i forhold til i, g(i , j). Clustrene vil 
være arrangeret i faldende orden. 
Linje 4: 
Parallelt med oprettelsen af de lokale hobe bliver der oprettet en global hob Q, der indeholder alle 
clustre. I Q vil clustrene være arrangeret efter deres goodness i forhold til den øverste cluster i 
deres lokale hob. 
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Den funktion, der bruges til at arrangere de forskellige clustre j i Q er g(j , max(q[j])). Det element i 
q[j] der har den største værdi vil være den bedste cluster at sammenlægge med cluster j. De 
bedste clustre at sammenlægge i hvert gennemløb vil altså være den øverste cluster i Q kaldet j og 
den cluster i q[j] der har den største goodness med j. 
Linje 5: 
Algoritmen vil blive ved med at gennemløbe en while-løkke så længe antallet af clustre i den 
globale hob Q er større end det ønskede antal clustre k. Hvis antallet af links mellem ethvert par af 
clustre er nul, så vil algoritmen også gå ud af løkken. Løkken starter på linje 5 og slutter på linje 18 
i pseudokoden. 
Linje 6: 
Her bliver den bedste cluster u i Q udtaget. 
Linje 7: 
Cluster u, der blev fundet i linje 6, bliver nu brugt som udgangspunkt til at finde den cluster v, der 
passer bedst til den. Det gøres ved at kigge på den lokale hob q[u] og hente den cluster i hoben, 
der har den bedste goodness med u. Disse to clustre vil være de bedste at sammenlægge i dette 
gennemløb af while-løkken. 
Linje 8: 
Clustrene u og v3 bliver fjernet fra den globale hob Q, da de senere skal slås sammen. 
Linje 9: 
Der bliver nu skabt en ny cluster w ved at slå clustrene u og v sammen, således at cluster w 
indeholder |u| + |v| elementer. 
Linje 10: 
Den næste løkke finder alle de clustre x, der tilhører de lokale hobe for enten u eller v og udfører 
linje 11-15 for hver af disse clustre. Overordnet set sker der to ting: De lokale hobe, der indeholder 
                                                           
3
 Bemærk at pseudokoden i artiklen [Guha (2000)] kun fjerner v. 
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clustrene u eller v skal have erstattet u og v med den nye cluster w og opdateret deres lokale hob. 
Derudover skal der oprettes en ny lokal hob omkring w. 
Linje 11: 
Antallet af links mellem cluster x og den nye cluster w bliver beregnet som summen af links 
mellem cluster x og u samt antal links mellem x og v. Tallet for links bruges senere til at beregne 
goodness mellem clustrene x og w. 
Linje 12: 
Clustrene u og v bliver nu fjernet fra x’s lokale hob q[x]. 
Linje 13: 
Cluster w indsættes i x’s lokale hob samtidig med at goodness beregnes for x og w, g(x , w). 
Ligeledes indsættes cluster x i w’s lokale hob og der udregnes goodness g(x , w). 
Linje 14: 
Den globale hob Q bliver nu opdateret, da der er blevet ændret på de clustre, der indgår i Q. Det 
skyldes, at når den bedste cluster i x’s lokale hob ændrer sig, så skal x’s position i den globale hob 
Q også ændres for at afspejle disse ændringer. 
Linje 16: 
Den sammenlagte cluster w skal nu indsættes i Q sammen med den lokale hob q[w]. 
Linje 17: 
Til sidst bliver de to lokale hobe q[u] og q[v] fjernet fra den globale hob Q. 
 
Beregning af links 
I artiklen [Guha (2000)] udvikler forfatterne en separat algoritme til udregning af de links, som de 
benytter i ROCK-algoritmen. Dette gør forfatterne for at undgå for høje kørselstider i deres 
eksperimenter, da en naiv linksberegning har kompleksiteten O(n3). Eftersom vi ikke beskæftiger 
  
 
Side 20 
 
os med kompleksitetsproblemer og kun eksperimenterer på små databaser, har vi valgt at benytte 
en mere naiv algoritme til udregning af de links, der skal benyttes i ROCK. 
Vores fremgangsmåde til beregning af links er relativt simpel. Den starter med at beregne en 
såkaldt naboliste A (ud fra theta og Jaccard’s koefficient), som er en matrice, der angiver, om to 
elementer er naboer. Et 1-tal på plads A[i , j] viser, at elementerne i og j er naboer, hvorimod et 0 
viser, at de ikke er naboer. 
Antallet af links kan så beregnes ved at summere, hvor mange fælles naboer i og j har. 
 
Tidligere eksperimentelle resultater med ROCK  
I artiklen [Guha (2000)], hvor ROCK algoritmen bliver præsenteret afprøves en implementation af 
algoritmen på to forskellige databaser med kategoriske attributter: Congressional votes og 
Mushroom. Begge databaser kan findes på UCI Machine Learning Repository. Forfatterne 
konkluderer, at ROCK-algoritmens linkbaserede clustering giver bedre resultater på disse 
databaser end en traditionel centrumbaseret hierarkisk clusteringalgoritme. Den traditionelle 
algoritme, som forfatterne sammenligner ROCK med, er baseret på konvertering af kategoriske 
attributter til boolske 1/0 værdier. For enhver værdi i de kategoriske attributters domæne 
defineres en ny attribut med boolsk værdi. Ud fra disse værdier benyttes den euklidiske afstand 
som similaritetsmål mellem centrum af clustre [Guha (2000), s. 519].  
 
Opstilling af alternativ algoritme 
Den ikke-linkbaserede algoritme, som vi har implementeret som sammenligningsgrundlag for 
ROCK-algoritmen, er ikke som i [Guha (2000)] baseret på euklidisk afstand mellem centrum i 
clustre. Vi har derimod baseret algoritmen på Jaccard’s koefficient fuldstændigt analogt til den 
måde similariteter udregnes i ROCK artiklen. Eftersom Jaccard’s koefficient ikke er et metrisk 
similaritetsmål, er det ikke muligt at udregne et centrum for clustrene og benytte Jaccard’s 
koefficient taget på disse centrummer som argument i en goodnessfunktion.  
  
 
Side 21 
 
I stedet adderes similariteten indbyrdes mellem alle punkter i to clustre og derefter normaliseres 
med clusterstørrelserne: 
 
 
 
Hvor ni og nj er størrelsen af henholdsvis cluster i og cluster j. 
Denne goodnessfunktion benyttes helt analogt til goodnessfunktionen i ROCK-algoritmen til 
agglomerativ hierarkisk clustering.  
Algoritmen har vi implementeret på samme måde som ROCK-algoritmen med den undtagelse, at 
det ikke er nødvendigt at udregne en links-matrice, da der kan regnes direkte på den 
similaritetsmatrice, som vi indlæser i programmet. Kildekoden er vedlagt i appendiks. 
 
Idet vi benytter en algoritme, som i hver iteration udregner similariteten mellem alle punkter i en 
cluster til punkterne i alle andre clustre opnår vi en algoritme med høj kompleksitet rent 
beregningsmæssigt. Det repræsenterer dog ikke et problem, da de databaser, som vi tester på, er 
så begrænsede i størrelse, at vi ikke har oplevet problemer ved gennemkørsel af programmet. 
Derudover er dette projekts mål ikke at udvikle algoritmer, der virker effektivt på store 
datamængder, men derimod at undersøge om linkbaseret clustering giver mere præcise 
resultater. Vi mener at en sådan undersøgelse fordrer, at den algoritme som ROCK-algoritmen 
sammenlignes med ikke baseres på et similaritetsmål, som den euklidiske afstand, der kun med 
dårlige resultater kan anvendes på kategorisk data.  
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Herunder vil vi gennemgå nogle af de vigtigste klasser for vores implementering af ROCK-
algoritmen. Der er taget udgangspunkt i clustering klassen, som er programmets hovedklasse. Den 
vil blive gennemgået slavisk, og derefter vil de vigtigste af de andre klasser blive beskrevet. 
 
Clustering-klassen 
Dette er programmets hovedklasse, hvor det meste af logikken ligger. Det er altså i denne klasse, 
at selve algoritmen er implementeret. Klassens metoder og variable er beskrevet herunder: 
Klassens variable er: 
concepts som er et array indeholdende objekter af typen Concept. Det bruges til at gemme en liste 
over alle de koncepter, der skal inddeles i clustre.  
numberOfClusters er et heltal, der angiver, hvor mange clustre koncepterne skal inddeles i. 
similarityThreshold er en double, der indeholder en værdi for hvor ens to koncepter skal være før 
de betragtes som værende naboer. Variablen overføres til konstruktøren af Similarity-objekter, 
der bruger den ved udregning af links. 
 
Klassens metoder, der står for det meste af programmets logik, ser ud som følger: 
public static void main(String args[])throws IOException 
Dette er klassens hovedmetode, der først opretter et nyt array concepts, der skal indeholde alle de 
koncepter, der skal clustres. Derefter oprettes et objekt, der kan beregne similaritet. Det er af 
typen simCalculator eller simCalculatorPostOp. simCalc-objektet indeholder en liste med alle de 
koncepter, der indgår i data, og de bliver nu hentet over i concepts arrayet. 
Der oprettes nu et array initialClusters med samme længde som antallet af koncepter. Derefter 
oprettes der et nyt cluster-objekt for hver plads i initialClusters. Dette objekt får overført et 
koncept og bliver dermed en cluster bestående af ét koncept. Alle disse clustre lægges ind i 
initialClusters arrayet. 
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Til sidst kaldes metoden cluster, der sørger for at den egentlige clustering bliver udført. Metoden 
får overført arrayet med de oprindelige clustre, listen med alle koncepterne og en variabel, der 
angiver clustrenes slutantal. 
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Public static void cluster(Cluster[] clusters, Concept[] concepts, int numberOfClusters) throws 
IOException 
Denne metode udfører selve clusteringen, dels ved at den selv indeholder hovedlogikken fra 
ROCK-algoritmen og dels ved at kalde metoder fra andre klasser. Når metoden kaldes, får den 
overført et array med de clustre, der skal clustres, et array med alle koncepterne og et tal for hvor 
mange clustre, der skal være når algoritmen er gennemløbet. 
Først oprettes der et array, der skal indeholde lokale hobe. Det får en længde, der svarer til 
antallet af clustre. Derefter oprettes et similaritetsobjekt, som får parameteroverført de clustre 
det skal regne på, de koncepter der indgår og en værdi for, hvornår to punkter betragtes som 
værende naboer. 
Der bliver nu oprettet en lokal hob for hver af de oprindelige clustre. Disse hobe ligger i det array, 
der hedder LocalHeaps. Disse lokale hobe bliver igen arrangeret i en global hob sammen med et 
similaritetsobjekt. 
Efter at have oprettet de lokale og den globale hob kommer algoritmen til den egentlige 
clustering. Hele clusteringen foregår inden for en while-løkke, der inden hvert gennemløb tester 
om antallet af clustre er bragt ned på det ønskede antal. Hvis ikke det er tilfældet så vil while-
løkken blive gennemløbet og resultatet er at to clustre bliver slået sammen. Sådan fortsætter 
løkken indtil der kun er det ønskede antal clustre tilbage. 
Clusteringen starter med at oprette et nyt cluster-objekt c1, der bliver en kopi af den første cluster 
i den globale hob. Der oprettes også et cluster-objekt c2, der er den første cluster i den lokale hob 
for c1. Det er disse to clustre der efterfølgende skal slås sammen, da det vil være disse to clustre, 
der har den højeste goodness. 
For at slå clustrene c1 og c2 sammen bliver der nu oprettet et nyt array af koncepter cs med en 
længde, der svarer til antal koncepter i cluster c1 og c2. Først kopieres koncepterne fra c1 til cs og 
derefter kopieres koncepterne fra c2 til cs. Derefter oprettes en ny cluster w, der får 
parameteroverført cs. På den måde vil den nye cluster w indeholde alle koncepterne fra c1 og c2. 
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Det næste der gøres er at fjerne clustrene c1 og c2 fra alle de lokale hobe og i stedet indsætte den 
nye cluster w. Det gøres i en for-løkke, der gennemløber alle de lokale hobe. For hver hob testes 
om den er bygget op om cluster c1 eller c2. Hvis det ikke er tilfældet, så bliver der først kaldt en 
funktion i den lokale hob, der fjerner c1 og derefter c2. I den samme hob vil der nu blive indsat 
cluster w ved at kalde addCluster metoden. Til sidst vil den lokale hob så blive ordnet igen ved at 
kalde dens orderLocalHeap metode. Ovenstående bliver gjort for samtlige lokale hobe i den 
globale hob. 
For at gøre første gennemløb af algoritmen færdig bliver den lokale hob, der er centreret omkring 
cluster c1 fjernet fra den globale hob. Det gøres ved at kalde den globale hobs removeLocalHeap 
metode med c1 som parameter. På tilsvarende måde bliver den lokale hob centreret omkring c2 
fjernet. Derefter indsættes den nye lokale hob, der bygger på w ved at kalde den globale hobs 
addLocalHeap metode. Endeligt bliver den globale hob bygget igen ved at oprette et nyt global 
hob objekt med den tidligere globale hobs lokale hobe som parametre sammen med 
similaritetsobjektet fra den bedste lokale hob. 
Herunder vil Clustering klassens hjælpeklasser og nogle af deres metoder blive beskrevet. 
 
Cluster-klassen 
Denne klasse repræsenterer en cluster, der består af en mængde koncepter. Klassens variabel er 
et array indeholdende objekter af typen Concept. 
public Cluster(concept[] concepts) 
Dette er klassens konstruktør, der tager et array af koncepter og gemmer det i objektets concepts 
array. Derudover findes en tilsvarende konstruktør, som tager et enkelt koncept. Det bruges til at 
oprette de første clustre der kun består af ét koncept. 
public boolean compareCluster(Cluster c) 
Denne metode har til opgave at sammenligne den pågældende cluster med den cluster den 
modtager som parameter. Den starter med at teste om antallet af koncepter i de to clustre er ens. 
Hvis det ikke er tilfældet, så returneres den boolske værdi falsk. Hvis de to clustre har samme 
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længde, så sammenlignes de koncept for koncept, og hvis de er ens, så returneres værdien sand. 
Ellers returneres falsk. 
 
LocalHeap-klassen 
Klassen er en lokal hob, der er bygget op omkring en specifik cluster. Klassens variable er en 
cluster, som er den cluster den lokale hob er bygget op om. Derudover er der to arrays af clustre, 
et array med værdierne, der bruges til at bestemme clustrenes rangordning i den lokale hob og et 
similaritets-objekt. De vigtigste af klassens metoder er beskrevet herunder. 
public LocalHeap(Cluster self, Cluster[] Clusters, Similarity sim) 
Dette er klassens konstruktør, der får overført tre parametre. Den første parameter er den cluster, 
som den lokale hob vil blive bygget op om, den næste er et array med alle de clustre, som skal 
indgå i hoben. Derudover får den lokale hob også overført et similaritets-objekt. Metoden slutter 
af med at kalde initialOrdering, der sørger for den indledende opbygning af den lokale hob. 
public void initialOrdering() 
Denne metode sørger for at opbygge den lokale hob ud fra de parametre, der blev overført til 
klassens konstruktør. Først oprettes der et nyt array, som skal indeholde værdierne fra goodness 
funktionen. Arrayet får samme længde som orderedClusters, da de skal indeholde en værdi for 
hver af clustrene. Denne værdi bliver tildelt i en for-løkke, der sørger for at den cluster, som den 
lokale hob er bygget op om, ikke kommer til at indgå i listen af clustre. Derefter bruges 
similaritets-objektet til at beregne goodness mellem den cluster, som den lokale hob er bygget op 
om og hver af de andre clustre. Metoden slutter af med at kalde sortLocalHeap for at clustrene i 
hoben kommer til at ligge i rækkefølge efter hvor gode de vil være at slå sammen med den cluster 
som hoben er opbygget omkring. 
public void orderLocalHeap() 
I denne metode bliver den lokale hob ordnet således at de clustre, der indgår i den er sorteret 
efter hvor gode de vil være at slå sammen med den cluster, som den lokale hob er bygget op om. 
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Først bliver arrayet med goodnessværdierne sat lig med størrelsen på de tidligere ordnede clustre. 
Derefter bliver goodness beregnet på ny og metoden sortLocalHeap kaldes. 
public void sortLocalHeap() 
Her bliver den lokale hob sorteret, således at den cluster som vil være bedst at slå sammen med 
den lokale hobs egen cluster kommer til at ligge først i array’et med clustre. Det gøres ved at 
gennemløbe alle clustre i den lokale hob og for hvert gennemløb sammenligne om den er bedre 
egnet end den nuværende nummer et. Hvis det er tilfældet, så kaldes metoden swap, der bytter 
rundt på de to clustre, så den bedst egnede ligger nummer et. Derefter testes på nummer to, tre 
osv. således at clustrene kommer til at ligge i rækkefølge. 
public void swap(int i, int j) 
Når denne metode kaldes med to heltal som parametre, så vil den bytte rundt på de to placeringer 
i arrayet med clustre. Kaldes metoden med eksempelvis 1 og 3, så vil første og tredje cluster bytte 
plads og samtidig sørger metoden for at det array, der indeholder deres goodness holdes 
opdateret. 
public void removeCluster(Cluster c1) 
Dette er metoden, der fjerner en cluster fra den locale hob. Den er vigtig for at kunne holde den 
lokale hob opdateret når to clustre lægges sammen. Som parameter tager den cluster c1, der skal 
fjernes fra den lokale hob. 
Først oprettes et midlertidigt array til at indeholde de clustre, der skal være tilbage efter cluster c1 
er fjernet. Derefter gennemløbes den oprindelige liste med de ordnede clustre. I dette gennemløb 
testes om det aktuelle element i listen er magen til det, der skal fjernes. Hvis dette ikke er 
tilfældet, så vil det aktuelle element blive flyttet over i den midlertidige liste. På den måde bliver 
alle clustre fra listen flyttet på nær den, der skal fjernes fra den lokale hob. Endeligt vil det 
midlertidige array med clustre blive kopieret over i det array, der hedder orderedClusters, som nu 
ikke længere indeholder den cluster, der skulle fjernes. 
public void addCluster(Cluster c1) 
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Metodens formål er at indsætte en cluster i den lokale hob. Som parameter tages den cluster c1, 
der skal indsættes i den lokale hob. Den nye cluster indsættes ved at oprette et midlertidigt array, 
der har én plads mere end orderedClusters. I dette array vil alle clustre fra orderedClusters blive 
kopieret ind, og derefter lægges den nye cluster c1 ind sidst i arrayet. 
 
GlobalHeap-klassen 
Denne klasse er en global hob, der indeholder de lokale hobe, et similaritets-objekt, et 
rankingarray og arrays med de clustre, som den globale hob består af. Klassen samler altså alle de 
lokale hobe og clustre i et fælles objekt. 
public GlobalHeap(LocalHeap[] localHeaps, Similarity sim) 
Dette er klassens konstruktør, der tager et array af lokale hobe og et similaritets-objekt som input. 
Derefter sørger den for at kalde metoden sortGlobalHeap, der vil sortere de lokale hobe, som den 
globale hob består af. 
public void sortGlobalHeap() 
Metoden sorterer de lokale hobe, som er indeholdt i den globale hob. Det gøres ved at oprette et 
array, der skal indeholde alle clustrene. Det vil sige én cluster fra hver lokale hob. Derefter 
oprettes et array af tilsvarende længde, der skal indeholde goodness for hver lokale hob. Denne 
goodness beregnes mellem den cluster, som den givne lokale hob er bygget op om og den cluster, 
som vil være den bedste at slå den sammen med. 
Herefter udføres en simpel sortering, der sorterer de lokale hobe efter den goodness, der ligger i 
rankingArray. Metoden swap kaldes med to heltal, der indikerer hvilke pladser, der skal byttes 
rundt på. Denne metode sørger også for at rankingArray hele tiden afspejler den aktuelle ordning 
af clustre. Til sidst sættes arrayet orderetClusters lig med det midlertidige array med sorterede 
clustre. 
public void swap(int i, int j) 
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Dette er en hjælpemetode til sorteringen og dens funktion er at holde styr på de clustre og lokale 
hobe, der bytter plads under sorteringen. Som parameter tager den to heltal, der angiver hvilke 
pladser i klassens arrays med goodness, lokale hobe og clustre, der skal bytte plads. 
Når eksempelvis plads 2 og 5 skal bytte plads, så vil de først blive byttet i rankingArray, der 
indeholder værdier for goodness i de lokale hobe. Samtidig vil der også blive byttet rundt på de 
tilsvarende to clustre i unorderedClusters, og det samme gør sig gældende for localHeaps. På 
denne måde vil den indbyrdes rækkefølge i de forskellige arrays forblive den samme. 
public void addLocalHeap(Cluster c)throws IOException 
Metoden opretter og indsætter en lokal hob i den globale hob. Den får overført en cluster som 
parameter, og det er denne cluster, der danner basis for den lokale hob. 
Først dannes et array tempLocalHeaps, der er ét element større end det nuværende antal lokale 
hobe. De eksisterende lokale hobe kopieres så ind i dette array, og det efterlader den sidste plads 
tom til at tilføje den nye lokale hob. 
Derefter oprettes et midlertidigt array af clustre, der kan indeholde ét element mere end det 
nuværende antal lokale hobe. Gennem en for-løkke bliver de clustre, som de lokale hobe er bygget 
op om, indsat i dette array. Herefter bliver den parameteroverførte cluster c tilføjet arrayet. 
Arrayet med midlertidige lokale hobe får nu tilføjet den nye lokale hob og indholdet kopieres over 
i localHeaps. 
public void removeLocalHeap(Cluster c) 
Metoden fjerner en lokal hob fra den globale hob. Den hob, der bliver fjernet, er den, der er 
bygget op om den overførte cluster c. 
Først oprettes et nyt array med lokale hobe, der kan indeholde én færre end det nuværende antal. 
Derefter bruges en for-each løkke til at gennemløbe alle de lokale hobe og undersøge om cluster c 
er magen til den lokale hobs basiscluster. Hvis dette er tilfældet, så gemmes dennes position og 
der foretages en kopiering af de lokale hobe til et midlertidigt array. Kopieringen foregår således, 
at den springer den lokale hob, som skal slettes, over. 
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Til sidst kopieres de lokale hobe fra temp arrayet til localHeaps arrayet, der nu ikke længere 
indeholder den lokale hob, der skulle slettes. 
 
Similarity-klassen 
Klassen similarity indeholder et 2-dimensionelt array med similariteten mellem samtlige 
koncepter, der skal clustres. Værdierne ligger i en matrice, hvor de kan antage værdier mellem 0,0 
og 1,0. Derudover indeholder similarity også et 2-dimensionelt array med antallet af links mellem 
de enkelte clustre. Endelig indeholder klassen en række andre variable, der alle indgår i 
udregningen af links og similaritet. Konstruktøren sørger også for at kalde computeLinks, der gør at 
similaritets-objektet er klar til brug. 
public Similarity(Cluster[] clusters, Concept[] concepts, double similarityThreshold) throws 
IOException 
Similarity er klassens konstruktør. Den sørger for at oprette et nyt 2-dimensionelt array, der skal 
indeholde links mellem clustrene. Derefter beregnes f som er (1-similarityThreshold) / 
(1+similarityThreshold). Derudover oprettes der et simCalculator-objekt, der bruges til at beregne 
similariteten mellem koncepterne ud fra deres attributter. Til sidst kaldes computeLinks, der 
udregner de aktuelle links. 
public void computeLinks(double[][] simArray) 
Denne metode udregner links på baggrund af den similaritetsmatrice, der ligger i similaritets-
objektet. Det foregår ved at gennemløbe hele similaritetsmatricen, og hvis similariteten mellem to 
objekter og deres fælles nabo er større end den angivne grænseværdi, så vil den tilsvarende 
placering blive talt én op. På den måde bliver alle links udregnet. 
public double goodness(Cluster c1, Cluster c2) 
Her bliver goodness mellem to clustre beregnet. Metoden tager som parametre de to clustre, som 
der skal beregnes en goodness imellem, og returnerer goodness som en double. Først oprettes en 
variabel countLinks, der bruges til at gemme antallet af links mellem cluster c1 og c2. Denne 
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variabel indsættes derpå i formlen for goodness. Denne formel giver en double som resultat, der 
returneres af metoden. 
 
simCalculator-klassen 
Denne klasses funktion er, at den beregner similariteten på en given database. Den tager ikke 
nogen input, men derimod skal der ændres i koden for at beregne similaritet på en anden 
database. 
public simCalculator() 
Klassens konstruktør indeholder stort set alle funktionerne. Det skyldes, at de kun skal udføres når 
der oprettes et objekt. 
Først oprettes et 2-dimensionelt array, der skal indeholde alle de data, som bruges til at udregne 
similariteten. Dvs. alle objekterne med deres attributter. 
Derefter åbnes inputfilen og ved hjælp af en StringTokenizer indlæses objekterne med deres 
attributter et felt ad gangen. Disse lægges ind i en matrice, således at en vandret række udgør et 
enkelt objekt med alle dets attributter. 
Derefter skilles navnene på de enkelte objekter ud og gemmes i en liste, der hedder 
conceptNames. Derudover beregnes en værdi upper. Denne værdi beregnes ved at gennemløbe 
samtlige objekter parvis og sammenligne, om deres attributter er ens. Hvis det er tilfældet, så 
tælles upper en op. Til sidst deles upper med lower, der er et tal for, hvor mange attributter, der er 
blevet testet. Denne værdi er de to objekters indbyrdes similaritet. Værdien gemmes i similaritet-
arrayet, hvor det bliver gemt to gange, da arrayet er symmetrisk. 
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Forsøgsafsnit 
I dette afsnit beskrives de data vi benytter vores clusteringalgoritmer på. Dernæst beskrives 
fremgangsmåden i eksperimenterne. Endeligt præsenteres resultaterne af eksperimenterne med 
de to forskellige clusteringalgoritmer. 
 
Forsøgsdata 
Ligesom i artiklen [Guha (2000)] har vi i afprøvningen af vores algoritmeimplementeringer 
benyttet data fra UCI Machine Learning Repository. UCI Machine Learning Repository er en række 
databaser, som stilles til rådighed på hjemmesiden http://mlearn.ics.uci.edu/MLRepository.html 
med det formål at studerende og forskere kan foretage empirisk analyse af de 
maskinlæringsalgoritmer, som de opstiller. 
Eftersom vi har brug for databaser uden numeriske attributter har vi valgt at benytte ZOO-
databasen og Post-Op patient databasen. 
ZOO-databasen består af syv klasser af dyr: Invertebrate, mammal, bird, fish, reptile, amphibian og 
insect. Der er 101 dyr i databasen, hvoraf to af dyrene er to identiske frøer. Vi har fjernet det ene 
af disse frøobjekter fra data og clustrer derfor 100 forskellige dyr. 
Hvert dyr har 17 attributter foruden navn: 15 boolske og to kategoriske givet ved henholdsvis 6 
heltal og 7 heltal.  
1. Dyrenavn: Unik for hvert dyr 
2. Hår: Boolsk angivelse 
3. Fjer: Boolsk angivelse 
4. Æg: Boolsk angivelse 
5. Mælk: Boolsk angivelse 
6. Flyvende: Boolsk angivelse 
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7. Vandmiljø: Boolsk angivelse 
8. Rovdyr: Boolsk angivelse 
9. Tænder: Boolsk angivelse 
10. Rygsøjle: Boolsk angivelse 
11. Ånder: Boolsk angivelse 
12. Giftig: Boolsk angivelse 
13. Finner: Boolsk angivelse 
14. Antal ben: Element i mængden {0,2,4,5,6,8} 
15. Hale: Boolsk angivelse 
16. Husdyr: Boolsk angivelse 
17. Kattestørrelse: Boolsk angivelse 
18. Type: Element i mængden {1,2,3,4,5,6,7} svarende til den klasse, som dyret tilhører 
Der er ingen manglende attributter i databasen. Data for alle 100 dyr ligger i appendiks.  
Ved kørsel af programmet vurderes algoritmens præcision ved, om de enkelte dyr ender i den 
korrekte klasse. Det vil sige, at hverken dyrets navn eller typen af dyr indgår som attribut i 
udregning af similaritetsmålet.  
Post-Op-databasen består af 90 patienter, der kan inddeles i tre klasser. Den første klasse af 
patienter kaldet I sendes efter operation til hospitalets intensivafdeling, klassen S forberedes på 
hjemsendelse fra hospitalet, og klassen A sendes til en anden afdeling på hospitalet. 
Hver patient har otte attributter udover informationen om, hvilken klasse denne person tilhører: 
 
1. Patientens indre temperatur: 
              high (> 37), mid (>= 36 and <= 37), low (< 36) 
2. Patientens overfladetemperatur: 
              high (> 36.5), mid (>= 36.5 and <= 35), low (< 35) 
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3. Iltmætning i %: 
              excellent (>= 98), good (>= 90 and < 98), 
               fair (>= 80 and < 90), poor (< 80) 
4. Sidste måling af blodtryk: 
              high (> 130/90), mid (<= 130/90 and >= 90/70), low (< 90/70) 
5. Stabilitet af patientens overfladetemperatur: 
              stable, mod-stable, unstable 
6. Stabilitet af patientens indre temperatur: 
              stable, mod-stable, unstable 
7. Stabilitet af patientens blodtryk: 
              stable, mod-stable, unstable 
8. Behagelighedsniveau angivet af patienten:  
               Heltal mellem 1 og 20 
 
Attribut nummer 8 er den eneste med manglende værdier. Denne attribut har 3 manglende 
værdier, og derudover har den så mange forskellige numeriske værdier, at den efter vores mening 
ikke er relevant i clustering af kategoriske attributter. En patient der for eksempel udtaler, at han 
har et behagelighedsniveau på 16 vil ikke have større similaritet med en mand, der har et 
behagelighedsniveau på 17 end en mand, der har et behagelighedsniveau på 1 i bestemmelse af 
Jaccard’s koefficient. Dette er ikke realistisk, og det ville derfor være nødvendigt at vi inddelte 
behagelighedsniveauet i tre eller fire intervaller, hvis denne attribut skulle kunne bruges i vores 
eksperimenter. Da der imidlertid mangler data for denne attribut, har vi valgt ikke at opstille en 
yderligere intervalindeling, men derimod at se bort fra den i beregningen af similaritet mellem 
patienter. 
Vi har i Post-Op-databasen navngivet patienterne med heltal fra 1 til 90 for at kunne vurdere, 
hvilken af de tre klasser I, S og A den enkelte patient i clusteringprocessen er blevet placeret i. 
Kriteriet som clusteringprocessen bedømmes ud fra er, hvor mange patienter, der er blevet 
placeret i deres korrekte klasse. Data for de 90 patienter ligger i appendiks. 
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Forsøgsbeskrivelse 
 
Forsøg med ROCK-algoritmen 
For begge databaser har vi foretaget indledende tests med forskellige værdier mellem 0,1 og 0,9 
for at bestemme den bedste værdi af theta. Theta benyttes til bestemmelse af om to punkter er 
naboer. Altså om følgende er opfyldt: 
( , )i jsim P P θ≥  
Vi fandt ligesom forfatterne af [Guha (1997)] at en værdi på ca. 0,8 giver de bedste resultater. Vi 
finder det umiddelbart interessant at denne værdi er bedst både for de tre databaser, som 
benyttes i [Guha (1997)] og [Guha (2000)], og de to databaser som vi benytter i denne rapport.  
Alle resultater af clustering med ROCK-algoritmen, der er angivet i resultatafsnittet, er opnået med 
værdien af theta sat til 0,8. 
Det vil sige, at vi får en f-værdi på: 
1 1( )
1 9
f θθ
θ
−
= =
+
 
 
For både ZOO-databasen og Post-Op-databasen benyttes Jaccard’s koefficient som similaritetsmål. 
For ZOO-databasen udregnes similaritetsmålet ud fra attributterne 2 til 17, hvilket giver en nævner 
i Jaccard’s koefficient på 16. I Post-Op-databasen benyttes attributterne 1 til 7, hvilket giver en 
nævner i Jaccard’s koefficient på syv. 
Vi har som udgangspunkt fastsat, at algoritmen terminerer, når der er henholdsvis syv clustre 
tilbage i ZOO-databasen og tre clustre tilbage i Post-Op-databasen, da disse databaser naturligt er 
inddelt i det antal klasser. Vi har imidlertid også afprøvet at inddele databaserne i andre antal af 
clustre uden at det viste markant forskellige resultater. Der er derfor kun medtaget gennemkørsler 
med henholdsvis syv og tre clustre som slutresultat i resultatafsnittet. 
I [Guha (2000)] har forfatterne valgt at fjerne clustre bestående af kun ét element, når antallet af 
clustre er blevet reduceret til en tredjedel af det oprindelige antal. Rationalet bag dette er at 
fjerne eventuelle ’outliers’.  
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Idet vi arbejder med databaser af meget begrænset størrelse har vi valgt ikke at fjerne clustre på 
denne måde for ikke at reducere datamængden yderligere.  
Vi har prøvet flere gennemkørsler af algoritmerne, hvor ’outliers’ blev fjernet, men selv når disse 
’outliers’ blevet fjernet på et sent tidspunkt i processen resulterede det i et procentvis 
uacceptabelt stort frafald grundet de små databaser.   
Forsøg med den alternative algoritme 
Forsøgene med algoritmen, der ikke benytter links, er foretaget fuldstændigt analogt til forsøgene 
med ROCK-algoritmen. Det vil sige, at vi har dannet syv clustre i ZOO-databasen og tre clustre i 
Post-Op-databasen og undladt at fjerne ’outliers’.  
Modsat forsøgene med ROCK-algoritmen er der ikke nogen parametre, der skal fittes til data. 
 
Forsøgsresultater 
Forsøgene blev udført med to forskellige databaser, der henholdsvis indeholder data om dyr og 
patienter på et sygehus. Først beskrives resultaterne fra forsøget med dyr og derefter beskrives 
resultaterne fra forsøgene med patientdatabasen. 
Resultater for ZOO-datasæt kørt med ROCK-algoritme og theta lig 0,8: 
Cluster 1 Scorpion 
Cluster 2 Tortoise, rhea, penguin, ostrich, parakeet, chicken, dove, swan, kiwi, skua, 
skimmer, gull, flamingo, vulture, duck, crow, hawk, wren, pheasant, 
sparrow, lark 
Cluster 3 Pitviper, toad, slowworm, tuatara, newt, frog 
Cluster 4 Carp, stingray, dogfish, tuna, pike, haddock, sole, seahorse, chub, piranha, 
herring, bass, catfish 
Cluster 5 Seasnake 
Cluster 6 Wasp, slug, worm, ladybird, flea, termite, gnat, moth, housefly, honeybee, 
octopus, seawasp, clam, crayfish, lobster, starfish, crab 
Cluster 7 Platypus, girl, fruitbat, vampire, cavy, gorilla, squirrel, hamster, mink, 
aardvark, bear, wallaby, calf, goat, reindeer, pony, opossum, mole, vole, 
hare, pussycat, leopard, boar, cheetah, wolf, raccoon, puma, polecat, 
mongoose, lynx, lion, oryx, giraffe, elephant, deer, antelope, buffalo, 
sealion, seal, porpoise, dolphin 
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I cluster 2 er der ét dyr, der er fejlplaceret. Det er tortoise. Cluster 3 er en blanding af reptiler og 
amfibier. I cluster 4 er alle dyrene fisk, mens cluster 6 er en blanding af insekter og hvirvelløse dyr. 
I cluster 7 er der kun pattedyr. 
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Resultater for ZOO-databasen kørt med algoritmen uden links og theta lig 0,8: 
Cluster 1 Hamster, cavy, mink, mole, opossum, raccoon, wolf, puma, polecat, lynx, 
mongoose, boar, cheetah, leopard, lion, aardvark, bear, hare, vole, giraffe, 
oryx, antelope, buffalo, deer, elephant, pussycat, calf, goat, reindeer, pony, 
wallaby, squirrel, fruitbat, vampire, girl, gorilla, dolphin, porpoise, seal, 
sealion 
Cluster 2 Tortoise, platypus 
Cluster 3 Wasp, honeybee, housefly, moth, slug, worm, flea, termite, gnat, ladybird 
Cluster 4 Seawasp, clam, octopus, crayfish, lobster, crab, starfish 
Cluster 5 Kiwi, penguin, rhea, flamingo, ostrich, vulture, parakeet, chicken, dove, lark, 
pheasant, sparrow, wren, swan, duck, crow, hawk, skua, gull, skimmer 
Cluster 6 Scorpion 
Cluster 7 Carp, chub, herring, piranha, bass, catfish, sole, haddock, seahorse, tuna, 
dogfish, pike, stingray, seasnake, tuatara, slowworm, pitviper, toad, newt, 
frog 
 
I cluster 1 er der kun pattedyr, men platypus fra cluster 2 er fejlplaceret og skulle have været i 
cluster 1. Derudover indeholder cluster 2 tortoise, som er et reptil. Cluster 3 består af insekter, 
men slug og worm er fejlplacerede, da det er hvirvelløse dyr. De skulle begge have været placeret i 
cluster 4, der består af hvirvelløse dyr. I cluster 5 er alle dyr fugle. Scorpion er eneste dyr i cluster 
6. Alle fiskene er placeret i cluster 7, men der er også placeret seasnake, tuatara, slowworm og 
pitviper, som alle er reptiler. Derudover indeholder clusteren også toad, newt og frog, der er 
amfibier. 
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Resultater for Post-Op-databasen kørt med ROCK-algoritmen og theta lig 0,8: 
Cluster 1 66S, 67A, 70A, 71A, 72A, 73S, 75A, 76A, 77A, 79S, 80A, 81A, 82S, 83I, 84A, 
89A, 87S, 86A, 48A, 68A 
Cluster 2 20A, 44S, 36A, 11A, 90S, 88A, 56A, 24A, 74A, 69A, 5A, 78A, 85A, 29A, 14A, 
1A, 30S, 2S, 31A, 3A, 32A, 4A, 33A, 6S, 34A, 7S, 35A, 8S, 9S, 10S, 37S, 12A, 
38S, 13A, 39S, 15S, 40A, 16A 
Cluster 3 41A, 17A, 42S, 18A, 43S, 19A, 45A, 21A, 46S, 22S, 47I, 23A, 49A, 25A, 50A, 
26A, 51A, 27A, 52A, 28A, 53A, 54S, 55A, 57A, 58A, 59A, 60A, 61A, 62A, 63A, 
64S, 65A 
 
Patienterne er nummereret fra 1 til 90, og det er angivet hvilken af klasserne A, S og I patienten 
tilhører. 
Resultatet af denne clustering viser umiddelbart ingen sammenhæng mellem de elementer, der er 
lagt i samme cluster. 
 
Resultater for Post-Op-databasen kørt med algoritmen uden links og theta lig 0,8: 
Cluster 1 3A, 7S, 75A, 28A, 35A, 4A, 58A, 12A, 33A, 40A, 27A, 57A 
Cluster 2 43S, 17A, 50A, 31A, 18A, 15S, 37S, 42S, 59A, 39S, 45A, 72A, 26A, 46S, 47I, 
41A, 21A, 32A, 38S, 51A, 54S, 14A, 19A, 61A, 23A, 30S, 67A, 10S, 24A, 56A, 
88A, 90S, 79S, 86A, 87S, 89A, 48A, 68A, 66S, 80A, 34A, 11A, 20A, 36A, 44S, 
63A, 76A, 85A, 29A, 78A, 73S, 77A, 81A, 82S, 62A, 1A, 2S, 70A, 74A, 5A, 69A, 
64S, 83I, 6S, 25A, 60A, 9S 
Cluster 3 71A, 53A, 8S, 65A, 84A, 13A, 16A, 49A, 22S, 55A, 52A 
 
Cluster 1 består af A’er og indeholder kun ét S, der er fejlplaceret. Cluster 3 består af to S’er og 
ellers kun A’er. I cluster 2 er der både A’er og S’er blandet sammen, men også begge de to I’er, er 
placeret her. 
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Diskussion 
I vores forsøg har vi fundet frem til at en værdi af theta på 0,8 giver de bedste resultater ved kørsel 
af ROCK-algoritmen. Det gælder både for ZOO-databasen og Post-Op-databasen. Vi finder det 
umiddelbart interessant, at denne værdi er bedst både for de tre databaser, som benyttes i [Guha 
(1997)] og [Guha (2000)] og de to databaser, som vi benytter i denne rapport. Umiddelbart 
antyder det, at algoritmen uanset hvilke kategoriske domæner, der arbejdes på, er mest robust 
ved denne værdi af theta. Det kunne være et område for yderligere undersøgelser. 
 
Vi har i rapporten valgt at fokusere på en sammenligning af algoritmernes præcision og ignoreret 
de problemstillinger, der eksisterer med hensyn til kompleksitet og kørselstider for algoritmerne. 
Vi har imidlertid ikke oplevet kørselstiderne som problemematiske i vores eksperimenter, idet 
hver gennemkørsel kun har taget få sekunder. Dette skyldes, at de databaser, vi har beskæftiget os 
med, har været meget begrænsede i omfang.      
 
For ZOO-databasen er der to dyr, der bliver clustret forkert af begge algoritmer. Det er det 
hvirvelløse dyr scorpion og reptilet tortoise. Scorpion adskiller sig fra de hvirvelløse dyr ved ikke at 
lægge æg og have både hale og ben. Tortoise adskiller sig fra reptilerne, idet det ikke er et rovdyr, 
ikke har tænder og har kattestørrelse.  
Disse fravigelser fra normen i deres respektive klasser gør at Jaccard’s koefficient udregnet med 
andre elementer i klassen mindskes, og de dermed bliver fejlplaceret. Idet det ikke har været 
muligt at fjerne ’outliers', på grund af de små databaser i vores forsøg, er disse to dyr alligevel 
medtaget i resultatet. 
For ROCK-algoritmen er der tre dyr, der ikke er placeret i en cluster, som indeholder dyr af samme 
klasse: Scorpion, tortoise og seasnake. For den alternative algoritme er der fem dyr, der er 
fejlplaceret: Scorpion, tortoise, slug, worm og platypus. 
Ved kørsel af ROCK-algoritmen er reptilgruppen blevet sammenlagt med amifibiegruppen og 
insektgruppen er blevet sammenlagt med de hvirvelløse dyr. Reptilerne og amfibierne adskiller sig 
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kun markant på attributten vandmiljø. Denne sammenlægning er derfor rimelig. Insekterne og de 
hvirvelløse dyr har ligeledes mange attributter til fælles. De adskiller sig dog generelt på 
attributterne hår, flyvende og antallet af ben. På trods af disse få uoverensstemmelser kan denne 
sammenlægning godt forsvares. 
For den alternative algoritme er fisk, reptiler og amfibierne slået sammen i en cluster. Fiskene 
adskiller sig fra reptilerne og amfibierne ved ikke at ånde og ved at have finner. Reptilerne 
adskiller sig som ovenfor nævnt ved ikke at leve i vandet. Reptilerne har enten ingen eller fire ben, 
fiskene har ingen ben og amfibierne har alle fire ben. Det vil sige at reptilerne på denne attribut 
har slægtskab med begge de andre grupper. På alle andre attributter er der god 
overensstemmelse mellem grupperne.   
Ved clustering af Post-Op-databasen med ROCK-algoritmen indeholder alle de tre resulterende 
clustre patienter fra A-klassen og S-klassen uden der kan ses et mønster i tildelingen. De to 
patienter, der sendes til intensivafdelingen, er ikke placeret i samme cluster. At de to I-elementer 
ikke samles i samme cluster er imidlertid at forvente, da data for disse to patienter kun deler få 
attributter: 
low, mid, good, high, unstable, stable, stable, I 
mid, low, good, mid, stable, stable, unstable, I 
 
For kørsel af den alternative algoritme på Post-Op databasen dannes to clustre bestående af 
elementer fra A-klassen med kun henholdsvis et og to elementer fra S-klassen. Den tredje cluster 
er sammensat af en blanding af A- og S-elementer samt de to I-elementer. 
 
Sammenlignes præcisionen af clusteringeksperimenterne for de to forskellige algoritmer er ROCK-
algoritmen en anelse mere præcis på ZOO- databasen. Den fejlplacerer kun tre dyr, hvor den 
alternative algoritme fejlplacerede fem dyr. Ingen af de to algoritmer har formået at adskille 
dyreklasserne fuldstændigt, men de dyreklasser, der er blevet sammenlagt har mange 
sammenfald i attributterne og kan derfor forsvares.   
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ROCK-algoritmen formår ikke at foretage en rimelig clustering af Post-Op databasen. Derimod 
formår den alternative algoritme delvist at foretage en korrekt opdeling af Post-Op databasen, 
hvor to clustre er overvejende korrekte.  
 
ZOO databasen og Post-Op databasen adskiller sig ved at ZOO-databasen er langt mere velordnet 
end Post-Op-databasen. Indenfor de enkelte klasser i ZOO-databasen er attributterne så 
ensartede, at et dyr som skorpionen falder udenfor, fordi den adskiller sig på nogle ganske få 
attributter. Vi finder det påfaldende at ROCK-algoritmen har den bedste præcision på den 
velordnede database og den dårligste præcision på databasen med meget støj eftersom den netop 
skulle være robust overfor ’outliers’ og dårligt separerede clustre.  
En mulig forklaring på at ROCK-algoritmen udviser dårlige resultater på den dårligt separerede 
Post-Op-database, kan være valget af thetas værdi på 0,8. Det er en relativt høj værdi, der kræver 
stort sammenfald på attributter for at Jaccard’s koefficient bliver større. Det vil sige, at det på 
grund af støjen indenfor klasserne er for svært for to patienter at blive naboer i udregningen på 
trods af, at de er fra samme klasse. Imidlertid har vi gennem vores forsøg erfaret, at en lavere 
værdi af theta ikke resulterer i bedre clustre, og desuden har en tendens til at opstille én stor 
cluster og to clustre, som kun består af enkelte patienter.       
 
Forfatterne af [Guha (2000)] har benyttet et metrisk baseret similaritetsmål mellem centrummer i 
clustre til sammenligning med ROCK-algoritmen på trods af, at de selv argumenterer for, at denne 
fremgangsmåde er upassende for domæner med kategoriske attributter. Deres begrundelse for 
ikke at benytte Jaccard’s koefficient er at dette similaritetsmål ikke kan håndtere dårligt separeret 
data med kategoriske attributter. En problemstilling der ifølge dem selv delvist kan løses ved at 
betragte en midling af similariteten indbyrdes mellem punkterne i clustre analogt til vores 
goodness funktion for den alternative algoritme. Vi har valgt at sammenligne ROCK-algoritmen 
med en algoritme baseret på Jaccard’s koefficient for at afprøve om ROCK-algoritmen ligeledes er 
mere præcis end en sådan algoritme. Det er interessant at vores algoritme baseret på Jaccard’s 
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koefficient er mere præcis end ROCK-algoritmen i vores eksperimenter på det dårligt separerede 
data. Forfatterne af [Guha (2000)] fravælger netop en sådan type algoritme i deres eksperimenter, 
fordi den ikke er passende for data med støj. 
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Konklusion 
Vi har i denne rapport sammenlignet den linkbaserede ROCK-algoritme med en hierarkisk 
algoritme baseret på Jaccard’s koefficient. Sammenligningen er foretaget ved eksperimenter på to 
forskellige kategoriske databaser. ROCK-algoritmen udviser størst præcision på den velordnede 
database, men er ikke ligeså præcis på den mindre velordnede database. 
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Perspektivering 
I denne rapport har vi beskæftiget os med præcisionen af ROCK-algoritmen sammenlignet med en 
ikke-linkbaseret algoritme. Udover præcision er kørselstid en væsentlig faktor for 
clusteringalgoritmer, da clustering normalt foretages på store databaser. Videre arbejde med 
linkbaseret clustering og ROCK-algoritmen kunne derfor sigte mod en optimering af den kildekode, 
som vi har implementeret ROCK-algoritmen med. For eksempel kunne indførslen af lister som 
datastruktur i stedet for arrays medføre hurtigere kørselstider for programmet, da indsætning i 
lister tager konstant tid uanset listens størrelse. Endvidere kunne det i forbindelse med ROCK-
algoritmens kørselstider være relevant at arbejde med QROCK, som er en algoritme, der forbedrer 
ROCK-algoritmens tidskompleksitet på . Hvor mm er det 
maksimale antal naboer og ma er det gennemsnitlige antal naboer [Guha (2000), s. 518]. 
Hierarkiske clusteringmetoder har generelt kompleksiteten , hvor s er kompleksiteten for 
similaritetsberegningen mellem de n punkter [Terney (2007)].   
En anden ting, der kunne være interessant at beskæftige sig med er betydningen af thetas værdi i 
ROCK-algoritmen. Ligesom i [Guha (1997)] har vi fundet, at en værdi i omegnen af 0,8 giver de 
bedste resultater på vores databaser. Et interessant emne kunne derfor være en undersøgelse af, 
om en værdi på ca. 0,8 generelt giver de bedste resultater eller om der findes kategoriske 
databaser, hvor en mindre værdi af theta giver større præcision. 
Vi har i vores eksperimenter fundet, at ROCK-algoritmen ikke umiddelbart er ligeså præcis på den 
dårligt separerede database. Det kunne derfor være et område for yderligere undersøgelse at 
eksperimentere med ROCK-algoritmen på andre databaser med meget støj for at vurdere, om det 
er et generelt problem. Især ville det være interessant at undersøge, om en lavere værdi af theta 
kan løse problemet på andre databaser med støj.  
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