Abstract-This paper evaluates a dynamic state estimation algorithm for power transmission systems, which operates without knowledge of the underlying system model. It relies purely on measurement data from phasor measurement units (PMUs) along with input data to the system (such as loads, field voltages). The algorithm uses Gaussian processes (GPs) to approximate the measurement and process functions. The hyperparameters of the GP are learned from past measurements and corresponding state estimates. The learned GP, in conjunction with the unscented Kalman filter (UKF), facilitates sequential state estimation. The algorithm, when evaluated on IEEE 14-bus test case, gives an accuracy rate of over 94%.
I. Introduction
State estimation is a key function in the supervisory control and planning of electric power grid. Typically, the independent system operator (ISO) runs least-squares based static state estimation [1] once every few minutes. Inherently however, a power system is mostly in a transient state owing to load fluctuations, outages and network switchings. In such a scenario, dynamic state estimation (DSE) facilitates real time monitoring and control of the system. Furthermore, DSE enables a step-ahead state prediction which could facilitate preventive control. Dynamic state estimation is implemented using Kalman filtering techniques ( [3] , [4] , [6] , [5] ). Practical implementation of DSE is inhibited by the lack of an accurate system model and the high computational complexity of Kalman filtering methods.
Gaussian processes (GPs) [10] are a nonparametric machine learning tool typically used to solve regression problems. Features like modeling flexibility, and the ability to learn noise parameters make them a powerful tool for model approximation with an unknown mapping function. The extended Kalman filter (EKF) solves the nonlinear estimation problem by propagating a Gaussian approximation of the state distribution through a first-order linearization of the system. On the other hand, the unscented Kalman filter (UKF) [9] samples the Gaussian approximation and propagates the sample points through the true nonlinear system. It accurately captures the posterior mean and covariance accurately up to the third order. EKF can only achieve first-order accuracy.
Until about a decade ago, state estimation relied completely on supervisory control and data acquisition (SCADA) measurements which are too far apart to capture transient behavior. In the past decade, large-scale deployment of phasor measurement units (PMUs) allows measurement acquisition every few milliseconds. This gives system operators access to vast amounts of rapidly generated measurement data. The motivation behind this work is to be able to use this data to build a smarter state estimator for the smart grid age. This paper addresses the issue of model unavailability and relies instead on PMU based measurement data for DSE. It uses a Gaussian approximation of the process and observation models in the implementation of UKF-based state estimation. In this way it is able to overcome the lack of a simple, accurate model while retaining the predictive benefits of Kalman filtering. The aforementioned GP-UKF algorithm was first introduced by Ko, Klein, Fox & Hahnel, 2007 [2] .
The training data is collected using the Power Systems Analysis Toolbox (PSAT) [12] on MATLAB [18] . The MAT-LAB toolbox Gaussian Processes for Machine Learning (GPML) [11] is used for learning the GP hyperparameters. The trained estimator is evaluated on the IEEE 14-bus test case [13] by simulating cases from three scenarios -network switching, parametric uncertainty and loading perturbations.
The rest of the paper is organized as follows. The problem is formally stated in section II. Section III explains the UKF and Gaussian Processes. Section IV presents the algorithm and section V describes the simulation methodology. Results are discussed in section VI and section VII gives concluding remarks.
II. Problem Statement and Notation
The relevant variables of our model are as follows. The general form of the process function is the following.
The observation function is represented in a similar fashion.
Here, k and δ k represent the process noise and measurement noise respectively. The objective is to estimate x k , given u k−1 , x k−1 and z k , in the absence of knowledge of the mapping functions, g, and h.
Because g and h are nonlinear, even if x k−1 is Gaussian, x k is not necessarily Gaussian. To proceed, g and h must be linearized. The EKF performs linearization using Taylor series expansion around the most recent estimate. UKF applies a more accurate, stochastic approximation using an unscented transform. Unlike EKF, UKF does not require complex Jacobian computations.
III. Background

A. State Estimation in a Power Transmission Network
Consider a power transmission network with n buses. Static state estimation estimates the network state given by:
where θ i and V i are respectively the voltage phasor magnitude and phase at bus i, for i = 1, 2, ....n.
The dynamic state of the system is a different set of variables comprising rotor angles, speeds, transient and subtransient voltages of generators. The dynamic state of the system is defined as the vector formed by stacking the state variables of all generators connected to the network. Suppose the network has k generators, with the i th generator having a state X i dyn . Then, the dynamic state of the network is as follows.
B. Power System Dynamics PSAT uses the sixth order Park-Concordia model ( [7] , [8] ) for synchronous machines shown in Fig. 1 to simulate the generator dynamics. The network phasors and machine voltages are related by the following equations.
All measured and estimated quantities are represented using the per unit (pu) system with a power base of 100 MVA. It is assumed that mechanical torque, T m (in pu) is equal to mechanical power, P m (in pu), since the speed variations are small. The relevant generator variables are:.
voltage magnitude voltage phase active power reactive power
The variable x describes the dynamic state of a single generator. Combining dynamic states of all connected generators into a single vector forms the entire system state. The dynamics and model parameters involved in the simulation of the system are used solely for the collection of training data, and are unknown during the testing of the estimator.
The input mechanical torque to the generator may be provided by the turbine governor (Fig. 2) , which controls the speed of the generator turbine. Additionally, the field voltage applied to the generator is controlled by the automatic voltage regulator(AVR) shown in Fig. 3 . 
C. Unscented Kalman Filter
Consider the n-dimensional estimate x as having a Gaussian distribution with mean µ and covariance Σ. Unscented transformation involves sampling the distribution over the estimate at specific 'sigma' points. The sampling is not random, but rather has a specific algorithm that results in a sample mean and covariance of µ and Σ respectively.Specifically:
where, ( √ (n + λ)Σ) i is the i th column of the matrix square root and λ is a weight parameter that controls how far apart the sample points lie. The sampled points are subsequently passed through g (or h), thereby analyzing how the noise-free system changes the shape of the Gaussian distribution. The parameters of the Gaussian approximation of g (or h) are extracted from the mapped points Y i = g(X i ) as follows:
where the weights w i are chosen according according to the following equations.
When g and h are highly nonlinear, EKF can perform poorly [9] . The UKF is seen to more accurately determine the mean and covariance, for certain systems [15] . Moreover, UKF does not involve Jacobian calculations which are far from trivial for a complex system.
D. Gaussian Processes
Consider a general noisy observation of the form:
where ∼ N(0, σ 2 n ) is noise and y i is a scalar. Let
When
f (x) ∼ N(0, K(X, X)) K(X, X) is a kernel matrix such that K i j = k(x i , x j ), k being a kernel function based on the measure of closeness between input vectors. The kernel function used to describe the GP in this paper is the squared exponential kernel given below.
In (15), W is a diagonal matrix of the length scaling factors for each input dimension. Thus, the GP is completely specified by the hyperparameter
The distribution of y is given by (16) .
Learning GP Hyperparameters: The GP hyperparameter Θ = [W, σ f , σ n ] can be learned by maximizing the log likelihood of the training outputs given the inputs.
The optimization problem (17) can be solved in a number of ways, such as using conjugate gradient descent [10] .
where K y = K(X, X) + σ 2 n I. Each of the three terms has a recognizable interpretation. The first term is the only one involving the target y, and is responsible for data fitting. The term log|K y |/2 serves as a complexity penalty, and nlog2π/2 is a normalization constant.
The partial derivative of the objective function with respect to the hyperparameters is given below.
where
y is known, the computational complexity of (19) is O(n 2 ) per hyperparameter. Due to the relatively small computational overhead of computing derivatives, a gradient based optimizer is apt for training the GP.
GP prediction: At a test point x * , the predicted observation y * has a Gaussian distribution with mean,
and covariance matrix,
where, k * = k(x * , X).
The use of Gaussian processes to model nonlinear dynamics is inspired by the observation that averaging over nonlinear regression models tends to a GP model [14] . They are an easily adaptable nonparametric Bayesian modeling tool for supervised learning problems. Often, non-Gaussian processes can be approximated by a mixture of GPs. The downside of using GP regression is that they do not scale well.
IV. GP-UKF
A. Learning Prediction and Observation Models
The training data comprises the following. Prediction data set:
where X is the matrix of ground truth states, X = [∆x 1 , ∆x 2 , ....∆x k ] is the matrix of state transitions when applying the controls in U and Z is the matrix of observations. The GP approximations of functions g and h are GP g and GP h
respectively.
Each GP has a single global noise parameter σ n . A separate GP must be learned for each output dimension. The resulting separate variances are collected on the diagonal of a Variance matrix.
V. Simulation Methodology
The estimator is designed for the IEEE 14-bus system, presented in Fig.5 . MATLAB based Power Systems Analysis Toolbox(PSAT) is used to simulate the dynamics of the system.
A. System Description
The system has five generators at the buses numbered 1, 2, 3, 6 and 8 in Fig. 5 . The generator at bus 1 is a fifth order slack generator, while the rest are simulated with sixth order dynamics. There are fixed PQ loads at buses numbered 2 through 6, and 9 through 14. Field voltage for each generator is provided by an AVR. Generators at buses 1 and 2 are equipped with turbine governers for frequency regulation. A PMU is placed at each generator bus and PMU rate is 20 measurements per second. The PMU measurements are corrupted by additive zero-mean white Gaussian noise of SNR 65 dB.
B. Gaussian Process Regression
Gaussian process regression was performed using the GPML toolbox built by Carl Edward Rasmussen and Hannes Nickisch [11] . GIVEN:
) {Map each Sigma point to corresponding noise-free transition point} end for
) {Map each Sigma point above to noise-free observation point} end for
Fig. 4: Algorithm: GP-UKF
Training phase: 400 training examples were generated by running a time-domain simulation on PSAT. Transient behavior was induced by opening circuit breakers in the system. Specifically, circuit breaker on the line between bus 2 and bus 4 was opened at t = 1s, along with the breaker on line from bus 2 to bus 3. The Gaussian processes were trained on these examples for fitting of hyperparameters, by imposing a Gaussian likelihood assumption to simplify (19).
Validation phase: The estimator was tested on 3 different sets of data for λ = {10 −3 , 10 −2 , 0.1, 1, 2} and the sum of squared errors was computed over all samples for different state variables. Based on the validation error over a set of state variables, and the trade-off between fitting and generalization, λ = 0.1 was picked for the estimator. One such validation case is shown in Fig.6 . 
VI. Results
The estimator was tested by simulating three different scenarios. The first is a topology change caused by network switching. The opening of a circuit breaker on a transmission line causes the flow in that line to fall to zero. The impact of activating a circuit breaker is seen in the form of steep transients in the dynamic states. Another scenario is a change in generator parameters. This involves changing the parameters of the generator connected at bus 8. Specifically, the damping coefficient is halved and the inertia constant is increased by 50%. The final scenario considers a change in the load profile at one of the buses.
During the learning phase, a circuit breaker on the line between bus 2 and bus 4 was opened at t = 1s. Simultaneously, the breaker on the line from bus 2 to bus 3 was also opened. For the purpose of illustration, we focus solely on the physically usable states, namely δ and ω of the generators. Fig. 7 depicts the evolution of the actual dynamic states along with the states estimated by GP-UKF. The root mean squared (RMS) value of the relative errors of all the states is plotted in Fig. 10a . The training error is seen to peak at 1.5%. The testing phase considers three scenarios. In the first scenario, a circuit breaker on the line between bus 2 and bus 4 is opened at t = 1s, and another between bus 2 and bus 3 is opened at t = 10s. The comparison between the actual and estimated states, rotor angle and rotor speed, is illustrated in Fig. 8 . The overall RMS error shown in Fig. 10b reaches a maximum of 5.4%. The second scenario analyses performance of the estimator when subjected parametric uncertainty. To simulate the condition, the estimator trained on the nominal plant (generator at bus 8) is tested on an altered plant. The damping coefficient D, is changed from its nominal value of D 0 = 2 to D = 1. Simultaneously, the inertia constant is changed from H 0 = 10.12 to H = 15. The performance of the estimator is illustrated in Fig. 10c . The RMS error over the state variables reaches a maximum of 5.4%, giving an accuracy of 94.6% in RMS terms.
Finally, the estimator is evaluated on a load changing scenario. The load profile at bus 2 is changed in the following manner. Starting at t=0, the active load at bus 2 is increased linearly at a rate of 0.217 p.u./s. The load is held constant once it reaches a value of 0.217 p.u. The estimated rotor angle and rotor frequency is compared with the true values generated by PSAT as shown in Fig.9 . The RMS value over the relative errors of all states is plotted in Fig. 10d . An overall accuracy of atleast 96% is indicated by the RMS error.
VII. Conclusion and Future Work
Evidently, leveraging the growing amounts of raw measurement data amassed from PMUs can facilitate a modelfree, purely data-driven approach to state estimation. This paper uses a combination of Gaussian process based function approximation and sequential estimation using UKF for the problem of dynamic state estimation with unknown system model, giving an accuracy of at least 94% over three different testing scenarios. This is comparable to the performance (error of 4% σ n = 0.02) obtained using kriging forecasting for DSE under a communication failure [16] . The scheme outlined here has the advantage of bypassing the typically intensive modeling stage in the estimation process.
Each run of dynamic state estimation on an Intel i7-6500U CPU @2.50 GHz takes on average 1.5 seconds. However, PMU measurements are captured every few milliseconds. Parallelized GPU implementation could cut this processing time by 90% [17] . Some form of dimensionality reduction may become necessary to operate at an optimum rate.
