Abstract-The Object-Oriented (OO) paradigm has become increasingly popular in recent years. Researchers agree that, although maintenance may turn out to be easier for OO systems, it is unlikely that the maintenance burden will completely disappear. One approach to controlling software maintenance costs is the utilization of software metrics during the development phase, to help identify potential problem areas. Many new metrics have been proposed for OO systems, but only a few of them have been validated. The purpose of this research is to empirically explore the validation of three existing OO design complexity metrics and, specifically, to assess their ability to predict maintenance time.This research reports the results of validating three metrics, Interaction Level (IL), Interface Size (IS), and Operation Argument Complexity (OAC). A controlled experiment was conducted to investigate the effect of design complexity (as measured by the above metrics) on maintenance time. Each of the three metrics by itself was found to be useful in the experiment in predicting maintenance performance.
INTRODUCTION
T HE object-oriented (OO) paradigm has become increasingly popular in recent years as is evident by more and more organizations introducing object-oriented methods and languages into their software development practices. Claimed advantages of OOP (object-oriented programming) include easier maintenance through better data encapsulation [10] . There is some evidence to support the claim that these benefits may be achieved in practice [36] , [44] . Although maintenance may turn out to be easier for programs written in OO languages, it is unlikely that the maintenance burden will completely disappear [50] . Maintenance, in its widest sense of "post deployment software support," is likely to continue to represent a very large fraction of total system costs. Maintainability of software thus continues to remain a critical area even in the objectoriented era. Object-oriented design can play an important role in maintenance especially if design-code consistency is maintained [6] , [24] .
The control of software maintenance costs can be approached in several ways. One approach to controlling software maintenance costs is the utilization of software metrics during the development phase. These metrics can be utilized as indicators of the system quality and can help identify potential problem areas [19] , [38] , [43] . Several metrics applicable during the design phase have been developed. Several studies have been conducted examining the relationships between design complexity metrics and maintenance performance and have concluded that designbased complexity metrics can be used as predictors of maintenance performance; many of these studies, however, were done in the context of traditional software systems [20] , [25] , [29] , [40] , [41] .
The OO approach involves modeling the real world in terms of its objects, while more traditional approaches emphasize a function-oriented view that separates data and procedures. Chidamber and Kemerer [17] argue that, because of the fundamentally different notions inherent in these two views, software metrics developed with traditional methods in mind do not direct themselves to notions such as classes, inheritance, encapsulation, and message passing. Therefore, given that such metrics do not support key OO concepts, it seems appropriate to have new metrics especially designed to measure the unique aspects of the OO design [1] , [2] , [3] , [4] , [11] , [17] , [21] , [22] , [23] , [27] , [28] , [35] , [46] , [47] . To be useful in practice, such metrics need to be validated too. This exact course of action has been suggested by at least one set of researchers: "metrics which reflect the specificities of the OO paradigm must be defined and validated" ( [8] , p. 751). Thus far, only a few empirical studies have investigated the relationship between the proposed metrics and OO design quality attributes such as maintainability [5] , [8] , [11] , [12] , [14] , [26] , [31] , [33] , [34] . Most of these studies have investigated two metrics sets (Chidamber and Kemerer's metrics suite [17] and the MOOD metrics [3] , [4] ). The work of Briand et al. [11] is an exception and defines a number of new metrics for coupling and cohesion and investigates their relationship to fault-proneness in three large-scale projects. Another exception is the work of Cartwright and Shepperd [14] who show how accurate prediction systems for size and defects, based on certain simple counts, can be empirically built to suit a local context. Li et al. [34] study the metrics proposed by Chidamber and Kemerer [17] with reference to the maintenance effort in two commercial systems and conclude that these metrics in general can be used as predictors of maintenance effort [33] , [34] . The major criticism about this work is that "Maintenance Effort" was operationalized as the number of lines of code changed. This is perhaps as controversial as using the lines of code (LOC) as a size metric. Another experimental study [8] conducted to validate these metrics as predictors of reliability (fault-proneness) found that five of the six metrics seem to be useful to predict class reliability during the early phases of the life cycle. Kolewe [31] confirms (based on a field study) that two of the metrics (class coupling and response for class) correlate with the defect densities. Briand et al. [12] study, in a university setting, a number of available metrics, including some of the Chidamber/Kemerer metrics, that measure structural properties of OO designs and report that the coupling and inheritance metrics studied are significantly related to the probability of detecting a fault in a class during testing. The work of Chidamber and Kemerer, however, is not without criticisms. Several researchers have pointed out ambiguities associated with some of these metrics [18] , [30] , [33] .
For the MOOD metrics, Abreu and Melo [5] report that in an experimental study they found these metrics to correlate with the system reliability and maintainability. In another study, Harrison et al. [26] report that the MOOD metrics can be said to be theoretically valid, but only if appropriate changes are made to rectify existing problematic discontinuities.
OO designs are relatively richer in information and, therefore, metrics, if properly defined, can take advantage of that information available at any early stage in the life cycle. Unfortunately, most of the prior research does not exploit this additional information. Three metrics, interaction level [1] , [2] , interface size [1] , and operation argument complexity [15] , which are the focus of the current paper, are among the metrics proposed and/or studied that seem to take advantage of some of the additional information available in an OO design. Their definitions include the use of interface size information in slightly different ways. Interaction level metric is the most complex out of the three metrics and additionally captures the potential interactions that may occur in an execution sequence. Operation argument complexity is the simplest of the three metrics.
None of the studies of the interaction level [1] , [2] , [9] , interface size [1] , and operation argument complexity [15] metrics has validated the proposed metrics empirically. The metrics have, however, been subjectively validated, where the metrics values are compared to expert judgments. In such a study of 16 OO design quality metrics (including three Chidamber/Kemerer metrics [17] ) by Binkley and Schach [9] , the interaction level metric (also known as permitted interaction metric) was found to be the second best for predicting implementation and maintenance effort.
The objective of the current paper is to present the results of a study that assessed the validity of predicting maintenance time from the design complexity of a system as measured by the three metrics mentioned above. These metrics have also been analytically validated [7] using the relevant mathematical properties specified by Weyuker [49] . This paper, however, focuses only on the empirical study.
The rest of the paper proceeds as follows: Section 2 discusses the design of the study, describing the dependent and independent variables, and the metrics that are to be validated. It presents the hypotheses to be tested, describes the subjects who participated in the study, and finally explains the data collection procedures, measurement instruments, and data collected. Section 3 presents an analysis of the data. Section 4 draws conclusions and makes suggestions for further work. Fig. 1 summarizes the research design of this study, 1 which suggests that design complexity, maintenance task, and programmer ability all influence maintenance performance. Maintenance performance is the dependent variable and design complexity, maintenance task, and programmer ability are independent variables. This paper reports on only the first two of these independent variables.
DESIGN OF THE EMPIRICAL STUDY
The figure suggests that there may be some sort of causal relationship on maintenance performance by design complexity, maintenance task, and programmer ability. However, this study simply looked at whether a relationship exists, and whether these variables might be able to be used to predict maintenance time. The study does not make any claims with respect to causality.
The empirical study was carried out using a controlled experiment in which students at a US university participated as subjects.
Dependent Variable
Maintainability is defined as the ease with which systems can be understood and modified [25] . In past studies, it has been operationalized as "number of lines of code changed" [33] , [34] , time (required to make changes) and accuracy [20] , [25] , and "time to understand, develop, and implement modification" [39] . In this study, following Rising [39] , maintainability was operationalized as "time to understand, develop, and actually make modifications to existing programs." We did not include accuracy in the maintenance measurement because of the following reasons: 1) An inverse relationship exists between time (for making 1 . In order to make it easy to replicate the experiment, all instruments, forms, designs, instructions, etc., have been made available at the Web site: http://www.biz.colostate.edu/faculty/dant/pages/papers/ IEEETrxSE-OOMetrics/20020917/. changes) and accuracy. 2) For the measured accuracy to be statistically useful, the maintenance should be done in some restricted amount of time. 3) To counter the criticism of Rombach [40] , that the students used as participants lack motivation, we designed the experiment as a required assignment for a course that was graded and the grade counted towards the course grade. With this as the motivating factor, it was not feasible to restrict the student to finish the assignment in a constrained amount of time in a single sitting.
Independent Variables

Design Complexity
Interaction level (IL) [1] , [2] , interface size (IS) [1] , and operation argument complexity (OAC) [15] were chosen as measures of design complexity in this study. All three metrics have been subjectively validated by comparing their values to experts' judgments and have been found to perform well [1] , [2] , [9] , [15] . The three metrics are described below.
The fundamental basis for the interaction level metric, as well as for the other two metrics, is the assumption that the greater the interface, the more scope for (direct) interactions and interaction increases complexity. This assumption is consistent with the notions of complexity suggested by various researchers. Weyuker has developed a formal list of properties for software complexity metrics [49] . Interaction is one of these properties. Bunge defines complexity of a "thing" to be the "numerosity of its composition," implying that a complex "thing" has a large number of properties [13] . Using this definition as a base, the complexity of an object class can be defined to be the cardinality of its set of properties. Abbott [1] extends this notion further and defines the complexity to be a function of the interactions of its set of properties. In the case of objects and classes, the methods and data attributes are the set of properties and, therefore, complexity of a class is a function of the interaction between the methods and the data attributes.
The concept of IL specifies the amount of potential (direct) interaction that can occur in a system, class, or method. For example, the IL of a method indicates the amount of (direct) interaction that can occur whenever a method is invoked. To explain further, whenever a method is invoked, its parameters are used for some internal computation along with some of the data attributes associated with the class to which that method belongs. Also, a value (object) may be passed back to the calling routine. (Thus, the parameter count used in IL includes both the regular method parameters and any return value if one exists.) There is said to be an "interaction" between two entities A and B if the value of entity A is calculated directly based on the value of entity B, or vice versa. In the context of the interaction level metric, if the value of some data attribute is calculated directly based on the value of one or more of the parameters, or vice versa, then there is said to be an interaction between the parameters and the data attribute. It is expected that a higher interaction level will correlate with an increased difficulty in determining how to implement or modify a design.
The interaction level metric can be computed at varying levels of granularity: The interaction level of a class is the sum of the interaction levels of its methods. The interaction level of a design is the sum of the interaction levels of its classes. The current study validates IL and the other two metrics at the design level.
Both interaction level and interface size metrics use the concept of "number" and "strength." For example, the interaction level of a method depends on the number of interactions and the strength of interactions. The size of a parameter (argument) or attribute is a specified constant (see Fig. 2 2 ), signifying the complexity of the parameter/ attribute type. The strength of interaction is defined as the product of the sizes of the parameters/attributes involved in the interaction. It is necessary to use both number and strength because they typically have an inverse relationship in the sense that decreasing one increases the other and vice versa. Also, a large increase in either number or strength (of interactions) could increase the complexity. Accordingly, the interaction level (IL) of a method is defined as: IL = K1* (number of interactions) + K2* (sum of strength of interactions).
The constants K1 and K2 used in the linear combination are tentatively set to 1 for simplicity and to balance the effect of the strength of interactions and the number of interactions. They are however subject to revision as experience is gained with the metric. This approach is consistent with assumptions made by other researchers in tentatively fixing a value for the constants in metric definitions [16] .
It is to be noted that the interaction level metric is derived based on the number and the strength of the interactions "permitted" by the design. These interactions may or may not actually occur in realizing the method. For example, a parameter of a method may, upon implementation, be seen to interact with only one of the data attributes, not all of them. Nonetheless, the design of the method has created the mechanism for these interactions to occur and hence "permits" them. Whether or not all the interactions occur and how many times they occur is an implementation issue. The presence or absence of the mechanism is a design issue and, hence, serves as an appropriate base for a design metric.
The concept of interface size gives a measure of the means for information to flow in and out of class encapsulation. Some classes define many methods, perhaps many of which have complex signatures (i.e., parameter lists) that provide abundant means for information to flow 2. The size values in Fig. 2 are based on the values suggested in [1] and [15] . The size value for Boolean type is used if a parameter's intended use (as a Boolean) is clear from the context. in and out of their encapsulation. Other classes may provide few methods, many of which have simple signatures. It is expected that a larger interface size will correlate with an increased difficulty in comprehending how to select and correctly use the services provided by a class.
Interface size (IS) of a method is defined as: IS = K3* (number of parameters) + K4* (sum of sizes of parameters).
As in the case of the definition of IL, the constants K3 and K4 used in the linear combination are tentatively set to 1 for simplicity and to balance the effect of the number of parameters and size of the parameters. They are, however, subject to revision as experience is gained with the metric [16] .
Interface size of a class is the sum of the interface sizes of its methods. The interface size of a design (the focus of the current study) is the sum of the interface sizes of its classes.
Operation argument complexity is the simplest of the three metrics. Operation argument complexity (OAC) of a method is defined as: OAC = AE P(i), where P(i) is the size of each parameter as specified in Fig. 2 .
Operation argument complexity of a class is the sum of the operation argument complexities of its methods. The operation argument complexity of a design (the focus of the current study) is the sum of the operation argument complexities of its classes.
Example. The following example demonstrates the computation of these metrics. Let us consider a sample class "quadrilateral" which has eight float attributes (x1, x2, x3, x4, y1, y2, y3, y4) to store each of the four vertices. Assume that this class has one method "hasVertex" which takes a point (two float variables x, y) as a parameter and returns a Boolean value to indicate if the point is inside the quadrilateral. Accordingly, the class can be defined as below:
Class Quadrilateral Attributes: float x1; y1; float x2; y2; float x3; y3; float x4; y4; Methods: Boolean hasVertex(float x, float y)
The interaction permitted in the class is shown in Fig. 3 . Based on the above information and Fig. 2 , we can notice that 1) the size of each float data attribute (x1, .., x4, y1, .., y4) = 2.
2) The size of each float parameter (x, y) = 2.
3) The size of the Boolean return value = 0. 4) The strength of each interaction (involving parameter x or parameter y) = size of a data attribute (2) * the size of x or y (2) = 4. 5) The strength of each interaction which involves return value = size of a data attribute (2) * the size of return value (0) = 0. Interface size (IS) for the method "hasVertex" = K3*(number of parameters) + K4*(sum of size of parameters), where K3 = K4 = 1; the method has 3 parameters (including return value), the size of parameter x = 2, the size of parameter y = 2, and the size of the return value (treated as a parameter) = 0. Therefore, IS = 1*(3) + 1*(2+2+0) = 7. Since the class has only one method, IS of the class = 7.
Operation argument complexity (OAC) for the method "hasVertex" = AEP(i), where P(i) is the size of each parameter of the method = (size of parameter x + size of parameter y + size of return value) = (2+2+0) = 4. Therefore, the OAC of the class = 4.
Maintenance Task
The second independent variable in the study was maintenance task.
Most researchers categorize maintenance activities as adaptive, corrective, and perfective [32] . Adaptive maintenance is environment-driven. The need for adaptive maintenance arises when there are changes in hardware, operating systems, files, or compilers, which impact the system. Corrective maintenance is error-driven. This activity is equivalent to debugging, but it occurs after the system is placed in operation. Since programs are never truly error free, corrective maintenance is required throughout the life of a system. Perfective maintenance is user driven. Most perfective maintenance occurs in the form of report modifications to meet changing user requirements [32] . The bulk of maintenance activities are of this latter type. To be representative, two maintenance tasks were used in the study, one of which was perfective and the other was corrective.
Variables Held Constant
Languages, hardware, interface modes, tools, and techniques used in software production may influence performance, and are used to measure environment measures. Managerial styles, such as team structures, communication, and feedback are examples of managerial measures. In this research, environmental and managerial measures were kept constant and hence not included in the research model.
Summary of Research Variables
Based on the above research model, in this study our main research objective was to focus on the relationship between the design complexity metrics and the maintenance performance. Since we measured design complexity using the metrics we wished to validate, if these metrics are indeed valid metrics of design complexity, we expected to see a positive correlation between design complexity and maintenance time. We studied this relationship in the contexts of both perfective and corrective maintenance tasks.
Hypotheses
The hypotheses for the study are derived from the following proposition:
P1. There is a relationship between the complexity of a system's design and the maintenance time required to make changes.
Propositions are generic statements made based on the research model discussed earlier (Fig. 1) . P1 is a generic statement made based on the research model.
There are numerous ways to assess whether "a relationship" exists between two variables: t-test/ANOVA, correlation, regression, etc. For each of the metrics of interest in this study, we performed three types of tests-ANOVA, correlation, and regression-to assess whether a relationship indeed seems to exist, to see whether each complexity metric can be used as a reliable indicator of expected maintenance time. Each test is expressed in terms of a hypothesis. Both the Null (H O ) and the Alternate hypotheses (H A ) are shown. The null hypothesis says that maintenance time does not vary as a function of the metric. If a metric is valid, we expected to find a significant relationship between the metric and the maintenance time, and hence our objective is to be able to reject the null hypotheses.
The following hypotheses formalize these tests:
There is no difference in the maintenance time required to make changes to systems, irrespective of whether they have low-or high-complexity designs:
H1 A : There is a difference in the maintenance time required to make changes to systems, depending on whether they have low-or high-complexity designs:
H2 O : There is no correlation between the complexity of a system's design and the maintenance time required to make changes to that system: & = 0.
There is a nonzero correlation between the complexity of a system's design and the maintenance time required to make changes to that system: & 6 ¼ 0.
There is no linear regression relationship between the complexity of a system's design and the maintenance time required to make changes to that system: i ¼ 0.
There is a nonzero linear regression relationship between the complexity of a system's design and the maintenance time required to make changes to that system: i 6 ¼ 0.
We measured a system's complexity with each of the three metrics, IL, IS, and OAC, and applied each of the hypotheses to each of the three metrics. Thus, there were nine tests that were run in order to assess Proposition P1.
Proposition P1 and the resulting nine tests served as the main objective of our research, which was to validate the metrics (IL, IS, and OAC).
Study Participants and the Experimental Treatments
The experiment was conducted over a duration of two quarters and subjects came from a total of five sections (three sections in one quarter and two sections in the other quarter) with number of students ranging from 10 to 25. Also, these sections were taught by a total of four different instructors (one instructor taught two sections). The subjects participating in this research consisted of students taking the undergraduate "Advanced Object-Oriented Programming" course at a US university. The prerequisites of this course include that the students must have successfully taken at least the "Introduction to OO Programming" course. There were 93 subjects who, on average, had taken 14 credits of CIS coursework, had a GPA of 3.5, and had two years of some type of system development experience within which they had eight months of OO experience. Fig. 4 (first table) summarizes this information. This information was collected using a questionnaire that was filled out by all subjects. (This questionnaire is available as Appendix F at the Web site for the paper-see footnote 1.) Two independent treatments were used in the experiment, one involving corrective maintenance and the other involving perfective maintenance, which constituted a required assignment (see Appendix E at the paper Web site for a sample of an actual assignment used). Two versions of each treatment were constructed and designated as the "low-complexity" version and the "high-complexity" version based on their corresponding metric (IL, IS, OAC) values. All the subjects from each of the five sections were assigned to work either on the low complexity or the highcomplexity version of each of the two treatments. (They were not told which version they had. These designations were used for the researcher's identification only.) Electronic and hard copies of the source code, along with the design specifications and proper documentation were given to the participants. The maintenance timings were self-reported.
The assignment of each section to the two treatments was based primarily on the desire to have at least thirty students for each treatment/version combination and secondarily on the desire to let a section have a low version of one treatment and the high version of the other treatment. The allocation of subjects to treatments is summarized in the second table of Fig. 4 . Fiftyeight students completed the low-complexity version of Treatment 1 (Perfective, "Quadrilateral"); 35 completed the high-complexity version. Fiftyseven students completed the low-complexity version of Treatment 2 (Corrective, "Tractor-Trailer"); 36 completed the high-complexity version. Seven students did not finish the experiment or didn't complete the profile survey.
The first treatment involved a system called "quadrilateral" (refer to Appendices A and B-at the paper web site). The subjects were required to perform a perfective maintenance task on this system. This task involved adding new functionality to the system-computing the area and perimeter of the quadrilateral. The second treatment involved a system called "Tractor-Trailer" (refer to Appendices C and D at the paper Web site). The subjects were required to perform a corrective maintenance task on this system. This task involved changing existing functionality of the system-changing the way taxes are computed for the tractor-trailer. The characteristics of these two systems as well as the corresponding metric values are summarized in the third table of Fig. 4 .
All of the four system designs (two versions for each of the two systems) were pilot tested before the experiment. The pilot test was conducted with students in the doctoral program in computer information systems at the same US university where the experiment was performed.
Research Design and Threats to Validity
While there are limits to how widely a study based on students can be generalized, students are frequently accepted as valid subjects for experiments (e.g., [8] , [12] ). Likewise, the software that the subjects are asked to modify is quite simple when compared with industrial systems. The scope of the systems used in the study was limited in order to ensure that the participants could understand and perform changes in a reasonable duration of time. For similar reasons, the treatments were comprised of "constructed" systems rather than industrial strength code and only four levels of each metric were used. However, if a relationship is found between the complexity of these "toy" systems and maintenance time, then it is likely that an even more distinctive relationship may be seen in the real world when immensely more complex systems are used. Thus, while the results may not be directly generalizable to professional developers and real-world systems, the academic setting is less complex and allows us to make useful initial assessments of whether these metrics would be worth studying further in environments where it may be more difficult and more costly to assess the proposed relationships.
Another potential limitation and confounding factor could exist because the subjects were learning advanced OO programming at the time of the study and, thus their maintenance time might be much greater than that of "real" programmers. Thus, differences that showed statistical significance in the study may not show significance in the "real world." Likewise, the fact that the maintenance timings were self reported in the study and were assumed to be accurate may be of concern. How precisely the students actually timed themselves is a valid issue even though particular attention was given to provide clear instructions in this regard; we decided to pay particular attention in the design of the experiment assignments to instructions for reporting maintenance time. However, since the students' grades were not based on how much time they spent on the task, there is no inherent reason to believe that they would not report accurate times.
Other research design issues include different quarters in which the experiment was conducted and different instructors involved. We decided to determine through analysis if the quarter or the instructor affected maintenance time.
Limitations of the study are discussed in Section 4.1.
DATA ANALYSIS
As mentioned above, our main objective in this experimental study was to empirically explore the validation of the three design complexity metrics by assessing their ability to predict maintenance time. Accordingly, we focused on the relationship between these and the amount of maintenance time, based on the research model discussed earlier. We conducted ANOVAs to determine if the mean maintenance times for the high-and low-complexity versions (categorized as high or low based on all three metric values) were significantly different, to be able to reject null hypothesis H1 for all three metrics. We conducted additional ANOVA tests to rule out the possibility that the different instructors who had taught the course sections, and the quarter in which the study was conducted, had any significant effect on the maintenance times observed. We also conducted a correlation analysis and both simple as well as multiple regression analyses to examine the importance of each metric (IL, IS, and OAC) in determining maintenance time. We found in all cases that the results were significant and, thus, were able to reject the null hypotheses H2 and H3 for all three metrics. In order to validate our analyses, we divided the data into model building and holdout data sets [37] , [42] , [45] , [48] .
Comparing the results obtained from the model-building and holdout data sets allowed us to gain confidence that our models and conclusions were valid. We built models using three different holdout sizes: 28 percent, 16 percent, and no holdout.
Experimental Results
The following analyses were conducted on the data gathered.
Complexity versus Maintenance Time-Analysis of Variance (ANOVA)
As mentioned above, each subject received two treatments: a quadrilateral system requiring perfective maintenance (treatment 1) and a tractor-trailer system requiring corrective maintenance (treatment 2). For each treatment, a single factor ANOVA was performed to verify if the true means of the dependent variable (maintenance time) for the two groups (high complexity and low complexity systems) were equal. ) shows the mean maintenance times for the first treatment-quadrilateral system (perfective maintenance). As expected, the high-complexity version of the system had a higher mean time (about 125 minutes) compared to the low-complexity version (about 98 minutes). ANOVA was performed to test the statistical significance of this difference, and the results are as shown in the first table of Fig. 5 . From the analysis we see that the P-value is less than 0.0001. Assuming as a null hypothesis that the complexity has no effect on the maintenance time, the probability of obtaining means as different as these due to chance is less than 0.0001. Therefore, as expected, this confirms proposition P1. Since the system was categorized as high or low complexity, based on the values of the three metrics, we can say that a system with greater IL (or IS, or OAC) requires more time to perform a given maintenance task than the time required by a system with lower IL (or IS, or OAC). Therefore, we can conclude that IS, IL, and OAC are valid complexity metrics, and can reject the null hypothesis H1 for the first treatment for all three metrics.
Similar analysis was done on the maintenance times for the second treatment-tractor-trailer (corrective maintenance). Here again, the relative maintenance times are as expected. Fig. 5 (first table) shows the mean maintenance times for the second treatment. The high complexity version of the system had a higher mean time of about 114 minutes compared to 84 minutes for the low complexity version. ANOVA was performed to test the statistical significance of this difference, and the results are as shown in the first table of Fig. 5 . From the analysis, we see that the P-value is less than 0.0001. Assuming as a null hypothesis that the complexity had no effect on the maintenance time, the probability of obtaining means as different as these due to chance is less than 0.0001. Therefore, this also, as expected, confirms proposition P1. Since the system was categorized as high or low complexity based on the values of the three metrics, we can say that a system with greater IL (or IS, or OAC) requires more time to perform a given maintenance task than the time required by a system with lower IL (or IS, or OAC). Therefore, we can conclude that IS, IL, and OAC are valid complexity metrics and can reject the null hypothesis H1 for the second treatment also for all three metrics.
We notice that, for both the treatments (perfective and corrective maintenance tasks), we are able to reject the null hypothesis H1 for all three metrics. Thus, metrics IS, IL, and OAC can be used to predict which system needs a higher maintenance time. This is consistent with the requirement for a valid complexity metric. We can therefore argue that the metrics IL, IS, and OAC are valid OO design complexity metrics.
Before we fully accept this conclusion, we needed to perform additional analysis to rule out that extraneous variables, such as the instructor who taught the course or the quarter during which the study was done, were not responsible for the observed differences. Thus, it was decided to investigate if any of these factors had any impact on the observed timings. The results are described below.
For Treatment 1 (quadrilateral), the low complexity version was administered to students from three sections taught by three different instructors. The mean times for the three groups were 96, 98, and 99 minutes, respectively. However, when we conducted an ANOVA, we noticed that the differences are not statistically significant (P value of 0.9122). Thus, we fail to reject the hypothesis that the true means of these three groups were equal. Similar analysis was done for the high complexity version of Treatment 1 (quadrilateral) and for both the low and high complexity versions of Treatment 2 (tractor-trailer). The results are shown in the second table of Fig. 5 . In all the cases, we fail to reject the null hypothesis of equality of means. This eliminated the instructor as a variable for the differences in the maintenance timings. This was not surprising given the fact that all the instructors used the exact same lecture notes (transparencies) for teaching and gave similar assignments for the students, which was made possible because of the group effort in developing the course material.
Next, we focused on the analysis to investigate if the quarter in which the experiment was performed had any impact on maintenance time. Since the experiment was conducted over a period of two quarters, we wanted to ensure that there was no significant difference between the two quarters. The data for each of the treatments was separated by quarter and individual ANOVAs were conducted for each quarter.
The ANOVA results (shown in Fig. 5 , third table) indicate that, in all three cases, the high-complexity version took a significantly longer time than the low-complexity version. Thus, we could eliminate the quarter as a variable impacting maintenance time.
Impact of Complexity MetricsCorrelation Analysis
Our next step in assessing the relationship between the metrics and maintenance time was simple correlation analysis. Fig. 6 (first table) shows the results. These correlations were calculated based on the modelbuilding data, not the holdout data. We also assessed the correlations from the holdout data. Fig. 6 (second table) summarizes these results.
Note that, while the correlations are not the same as in the model-building data sets, they are all significant at the 0.05 level except for IL in the holdout data. It is a concern that IL does not correlate significantly with maintenance time in the holdout samples. However, since IL explained the smallest amount of variance (see Fig. 7 ) and because the holdout sample sizes were so small, this might explain why the results were not significant. Thus in almost every case we can reject the null hypothesis H2 for all three metrics and can conclude that the IL, IS, and OAC are all useful empirical predictors of maintenance time.
Impact of Complexity MetricsRegression Analysis
In this section, we discuss the results of regression analysis conducted to investigate the importance of each of the three complexity metrics (independent variables) in determining the maintenance time (dependent variable). Linear regression with one independent variable was performed for each of the three variables. Each of the variables IL, IS, and OAC was found to have a statistically significant positive relationship with maintenance time. Fig. 7 summarizes the test statistics. Based on the results, we can reject the null hypothesis H3 for each of the metrics and can again conclude that all three are valid predictors of maintenance time.
Multiple regression analysis with all three variables together was then performed to determine the combined explanatory power of these variables. This, however, did not show any increase in the adjusted R-square. Instead, the regression coefficients of the variables were found to be highly unstable. The estimated standard deviation for the regression coefficient for each of the three metrics was also very high and the regression coefficient for each of the variables was statistically nonsignificant. Further, the regression coefficient for the variable, interaction level, became negative; it was positive in the simple regression analysis, and was also expected to be positive from theoretical consideration. All of these are classic symptoms of multicollinearity. This problem appeared when the three variables IL, IS, and OAC were used together in the multiple regression. We therefore conclude that the variables interaction level (IL), interface size (IS), and operation argument complexity (OAC) have a high degree of multicollinearity, which means that all these three variables account for most of the same variance in the maintenance time. This is not really surprising if one looks at the definitions for these metrics. One possible observation that can be made based on this is that deriving the three metric values based on essentially the same design information seems to be overkill. We can therefore conclude from a practitioner's perspective that one would need only to measure using one of the three metrics (IL, IS, OAC).
Finally, we see that IS and OAC explained more of the variance than did IL (25 percent each versus 12 percent for IL; see Fig. 7 ). Thus, we conclude that it would be more useful to use IS or OAC to predict maintenance time than to use IL.
Summary of Empirical Validation
To summarize, our analysis showed the metrics interaction level, interface size, and operation argument complexity are empirically valid metrics for OO design complexity. In particular, in theory, we know that systems with higher complexity need more time than those with lower complexity in order to perform maintenance tasks. In this study, we categorized the relative complexity of the systems as high or low based on the values of the three metrics (IL, IS, and OAC). Based on this classification, we found in this study that the systems that were categorized as high complexity needed a higher time (for maintenance) than those categorized as low complexity. Thus, we conclude that the metrics IL, IS, and OAC are useful and valid metrics to measure the complexity of system design. We are confident in our results because we used three different measures (ANOVA, correlation, and regression) and used various model-building and holdout sample sizes and, in all cases, (except for the correlation analysis for IL in the holdout samples) obtained results that support the same conclusion: all three metrics are valid predictors of maintenance time.
The complexity metrics interaction level (IL), interface size (IL), and operation argument complexity (OAC) each by itself was found to be a useful predictor of maintenance time. However, IL, IS, and OAC all seemed to be measuring similar properties of the system design and, hence, are redundant. Computing only one of the three metrics should be sufficient and since IS and OAC each explained more of the variance than IL did, one of the two metrics IS and OAC may be the best choice.
CONCLUSIONS AND DISCUSSION
The main objective of this research was to empirically explore the validation of three object-oriented design complexity metrics: interaction level (IL), interface size (IS), and operation argument complexity (OAC). While not the focus of the current paper, the metrics have also been analytically validated [7] based on the relevant set of properties [49] . For empirical validation, a controlled laboratory experiment was conducted to achieve the research objective. Analysis of variance (ANOVA), correlation, and single and multiple regression analysis were used to quantitatively analyze the experimental data. A summary of the major findings from the experiment is presented here: 1) Each of the three complexity metrics by themselves was found to be useful in measuring the design complexity. 2) It is not necessary to measure all three metrics for a given design. Instead, any one of the three metrics (IL, IS, OAC) may be used in predicting maintenance performance (time to perform a given maintenance task). Given that IS and OAC each explained more of the variance than does IL, using one of them may be the best approach. The relative performance of IL in this regard, which is also the most complex of the three metrics, was somewhat surprising [9] . The research study does not make any claim on causality. 
Limitations
As was discussed in Section 2.6, it could be argued that the limited size of the systems modified, the limited number of levels of metrics present, the use of student subjects, and the fact that they were learning advanced OO techniques during the study are concerns great enough that the conclusions of the study could be suspect in the "real world." However, we believe that, even with these issues, the study can provide useful information to software engineering practitioners and researchers. Some other possible limitations of the study include the small effect size observed and the simple model used.
Effect Size: One large deficiency in the results of this study is the small adjusted R 2 value-12-25 percent. Only a small amount of the variation in maintenance time is being explained by the complexity measured by the metrics (with IS as well as OAC at the 25 percent level). It would be nice to see a large adjusted R 2 -75 percent, 90 percent, etc.-but because software maintenance is such a complex task, there are likely many issues that come into play besides the complexity of the design as measured by these metrics. Thus, clearly a more complex and comprehensive model would be desirable. However, the goal of the study was not to come up with a comprehensive model; it was simply to assess whether or not these metrics were useful in predicting maintenance time. The fact that they were found to be statistically significant predictors indicates that the study was successful within its scope; a negative but statistically significant result would have been a useful result as well.
A further limitation of the study is that the computation of the metrics is not explicitly defined with respect to association, aggregation, and inheritance by their respective authors and the study does not include treatments using these concepts. Even though it is easy to interpret the computation of the metrics with respect to these concepts, the metrics have not been validated in such contexts.
Yet another limitation of this study is that we have focused on only three of the many available design metrics that have been proposed in the literature. This study does not attempt to evaluate the other metrics or compare the three metrics used in the study with other metrics. Additional research is needed in this direction.
In spite of its limitations, the study constitutes an important initial empirical work on the OO design metrics studied.
Further Research
The experimental study can be extended and replicated in several directions:
1. The original metric definitions did not explicitly address unique object-oriented concepts such as inheritance. Future research can define appropriate metric computations for inheritance, aggregation, and association, and conduct a study to validate the metrics with respect to these OO concepts. 2. For the design complexity metrics studied here, a study can be conducted to separately capture the time required to understand the system and task, make changes, and test the changes. Also, an analysis of the different ways the changes are made can be performed. This can provide additional information on the impact of design complexity on detailed maintenance activities.
3.
A longitudinal investigation of one or more actively maintained systems can be conducted. The design complexity metrics being studied should be applied to the systems at the outset of the study and recomputed after each modification. Data can be gathered to evaluate how design complexity contributes to system deterioration, frequency of maintenance changes, system reliability, etc. This should provide useful information both to project managers as well as to system developers. 4. A study can be conducted to compare the three design complexity metrics studied here to the other design metrics that have been proposed in the literature for their ability to predict maintenance performance.
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