In this article we provide sufficient conditions for a superlinear Dirichlet problem to have infinitely many nonradial solutions. Our hypotheses do not require the nonlinearity to be an odd function. For the sake of simplicity in the calculations we carry out details of proofs in a ball. However, the proofs go through for any annulus.
Introduction
Here we consider the Dirichlet problem (1.1) ∆u + f (u) = 0 in Ω,
where ∆ is the Laplacian operator, Ω is the unit ball in R n , n ≥ 2, and f : R → R is a function of class C 1 . We assume that f is superlinear, i.e., (1. 2) lim |t|→+∞ f (t) t = +∞.
We also assume that there exist constants µ 1 > 0, µ 2 > 0, ρ > 0, ω > 1, and p ∈ (1, (n + 2)/(n − 2)) such that for |t| ≥ ρ,
Here F (t) := t 0 f (s)ds, and Φ s (t) := 2nF (t) − s(n − 2)tf (t), for all t ∈ R. Finally, we assume that there exists µ 3 > 0 such that
The goal of this paper is to establish sufficient conditions for (1.1) to have infinitely many nonradial solutions (see Theorem 1 and Theorem 3 below). The existence of infinitely many radial solutions for (1.1) has been established by several authors assuming conditions related to (1.2)-(1.4) (see [2] , [7] and [11] ). The methods used in [7] or [11] , however, shed no light on how to extend them to finding nonradial solutions. Actually, despite the intense development on radial solutions to problems like (1.1), results on the existence of nonradial solutions is nowhere near as abundant. The reader is referred to [3] , [4] , [5] , [6] , and [10] for results on the existence of nonradial solutions to (1.1) .
In order to state our main results we recall that the solutions to the equation (1.1) are the critical points of the functional J :
where H 1 0 (Ω) is the Sobolev space of square integrable functions in Ω having first order partial derivatives in L 2 (Ω) and vanishing on ∂Ω. Because of (1.3) the function f has subcritical growth, i.e., there exist A > 0 and p ∈ (1, (n + 2)/(n − 2)) such that
Hence the functional J is of class
The gradient and Hessian of J are given by
respectively.
Our main result is the following.
and a sequence {u i } of solutions to (1.1) such that J(u i ) → +∞ as i → ∞ and
If there exist M 2 > 0, k 1 > 0, and (1.9) δ ∈ 0, (n − 1)(n + 2 − p(n − 2)) 2(p + 1) such that, for each positive integer k ≥ k 1 , the equation (1.1) has at most M 2 k δ radial solutions with k interior nodal hypersurfaces, then (1.1) has infinitely many nonradial solutions.
In order to prove Theorem 1 we show that given > 0, adequately small, if u is a radial solution to (1.1) with k interior nodal hypersurfaces, then J(u) ≥ k γ+ , for k sufficiently large (see Lemma 2.4 below). The proof relies heavily on the so-called Cwikel inequality (see [8] ), which we state for the sake of completeness.
Our arguments do not need the nonlinearity f to be an odd function. In fact, our next result exemplifies the applicability of Theorem 1 for f not odd. If f is odd, say f (u) = |u| p−1 u, one can prove the existence of infinitely nonradial solutions by reflecting positive solutions to (1.1) in regions that tile the ball (see [9] ).
Theorem 3. Let a ∈ R and 1 < p < n+2
n . If f (u) = |u + a| p−1 (u + a), then (1.1) has infinitely many nonradial solutions.
The proof of Theorem 3 is deferred to Section 4.
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Preliminary lemmas
Throughout this section we use the fact that if u is a radial solution of (1.1),
Differentiating the energy function E, and applying (2.1) one obtains
Proof. Since u is a critical point of J, it follows that
which together with the definition of v imply
Now, multiplying (2.1) by rv + n−2 2 v r n−1 and integrating by parts over [0, 1] we obtain
Thus, (2.4) follows from the last inequality in (1.3), (2.5) and (2.6).
Lemma 2.2.
There exist positive constants C 2 and d 0 such that if v is a solution to the second order differential equation in (2.1) with |v(0)| ≥ d 0 and v (0) = 0, then
Proof. By hypotheses (1.2) and (1.3), there exist constants c > 0 and ρ 1 ≥ ρ such that for |t| ≥ ρ 1 we have
By the first inequality in (1.3) and Lemma 2.2 of [7] , we see that
Without loss of generality we may assume that
Integrating on [t i , y i ], using that 2v(y i ) = v(t i ), and taking C 2 = 1/c, the lemma follows. 
Here, and in what follows, γ is as defined in Theorem 1.
Proof. Our proof of the first inequality in (2.11) is based on the fact that if r i < r i+1 are two consecutive zeros of v, then
)v 2 (r). In order to prove (2.12) we let t i be as in (2.10), a ∈ (r i , t i ) be such that v(a) = ρ 1 , and b ∈ (t i , r i+1 ) be such that v(b) = ρ 1 . By (2.9) and the fact that F is bounded on [0, ρ 1 ] we may assume that −(
where we have used that for |u(0)| sufficiently large v(t i ) > (1 + (L 1 /µ 3 ))ρ 1 (see (2.9)). The constant µ 3 is given by the hypothesis (1.4). Now let
, by (2.9) we see that for large values of |u(0)| we have
For |u(0)| large enough, from (2.9), we may assume that r i+1 v (r i+1 ) ≥ 4sρ 1 . Integrating (2.1) on [r, r i+1 ] we see that
Integration of v on [r, r i+1 ] yields v(r) ≤ (4/3) n−1 sρ ≤ (3/2) n−1 sρ. Arguing as in (2.13), by (2.14), we conclude that
Thus, from (2.13) and (2.18), we have (2.12). For i = 1, 2, . . . , j + 1, we define A i = {x ∈ Ω; r i ≤ x ≤ r i+1 }, and u i = uχ i , where χ i is the characteristic function of A i . By (2.12) and (1.7) we see that
where S n denotes the measure of the unit sphere in R n . Thus u has Morse index greater than or equal to j + 1. Hence by Cwikel's inequality we have j ≤ C Ω |f (u(x))| n 2 dx, which proves the first inequality in (2.11). On the other hand, Hölder's inequality and (1.3) yield
where K 1 , K 2 , K 3 are constants independent of u. Finally, replacing (2.6) in (2.20) we obtain the second inequality in (2.11) . This proves the lemma. 
there exists a positive integer k 1 such that if u is a radial solution of (1.1) with |u(0)| ≥d and k ≥ k 1 interior nodal hypersurfaces, then
Proof. By Lemma 2.3 there exists a positive integer k 0 such that if u is a radial solution to (1.1) with k ≥ k 0 interior nodal hypersurfaces, then |v (1)| ≥ 1 + 2 min{Φ 1 (t); t ∈ R} ≡ K when |v(0)| ≥d. We let 0 = r 0 and 0 < r 1 < · · · < r k+1 = 1 denote the zeros of such a solution v. Hence, by (2.3), we see that
Let σ := (1 − p)/((n + 2) − p(n − 2)) < 0. By (2.21)
Since v i has i − 1 zeros in (0, 1), by Theorem 2 and Hölder's inequality, we see that
where c 1 , c 2 , c 3 > 0 are constants independent of v. Now, by the definition of v i and Pohozaev's identity (see (2.6)), we get
Combining ( 
which is a contradiction for large k due to (2.24 ). This proves the existence of k 1 , and the lemma is proved.
Proof of Theorem 1
Let {u i } be as in (1.8) . By (1.9), δγ < (n − 1)(n + 2 − p(n − 2))/(n(p − 1)). Let be such that δγ < < (n − 1)(n + 2 − p(n − 2))/(n(p − 1)), and k 1 as in Lemma 2.4.
Since J(u i ) → +∞ as i → ∞, we may assume that |u i (0)| >d if u i is radial. Hence, since the number of interior nodal hypersurfaces tends to infinity as |u(0)| tends to infinity (see (1.13 ) in [7] ), we may also assume that if u i is a radial solution, then it has at least k 1 interior nodal hypersurfaces. Let T > k γ+ nonradial solutions to (1.1). Since α ≤ γ and δ ∈ (0, /γ), the quantity in (3.1) tends to infinity as T tends to infinity. This proves Theorem 1.
Proof of Theorem 3
For d ∈ R let y(t, d) be the solution to the initial value problem Assuming a ≤ 0, by the Sturm comparison theorem, between two consecutive zeros of the solution to z + ((n − 1)/r)z + Kz = 0, z (0) = 0, z(0) = 1, there can be at most two zeros y(·, d). Therefore v cannot have more than k 1 = 2k 0 + 2 zeros in (0, 1), where k 0 is the number of zeros of z in (0, 1). Similarly for a ≥ 0.
An elementary calculation shows that W (r, d) = (2/(p − 1))w(r, d) + rw r (r, d) satisfies Thus, by the implicit function theorem (see also [12] ), the zeros of y(r, d) are a decreasing function of d, for d ≥d. In particular for each k there are at most two values of d for which y (·, d) is a solution to (2.1) with exactly k zeros in (0, 1). Thus there can be at most two solutions to (1.1) with k > k 1 interior nodal hypersurfaces.
Since p ∈ (1, (n + 2)/n), (1.8) follows from the results of [1] . Combining this with the definition of k 1 , by Theorem 1, Theorem 3 follows.
