1. Introduction. The numerical integration of differential equations is generally performed by replacing the differential equations by approximate difference equations whose solutions are expected to approach those of the associated differential equations as the step size approaches zero. The replacement of differential by difference equations may clearly be carried out in a variety of ways; the actual choice will depend on particular circumstances, accuracy requirements, computational facilities, etc. It is now a well known fact that whenever the order of the difference equations exceeds that of the original differential equations there are introduced certain numerical solutions that are extraneous to the original differential equations. The behavior of these extraneous solutions in general determines the usefulness of the integration method. For such a method to be effective it must be "stable" in the sense that the extraneous solutions always remain of negligible size as compared with the actual solutions.
Thus it is of interest to distinguish first between stable and unstable methods. In addition, it is also of interest to determine, in either case, the growth of error in the large, since the knowledge of this quantity permits an estimation of the accuracy obtained. This paper, then, deals with a number of standard methods of integration, and investigates their stability and propagation of error.
Round-off is considered to a certain extent, but not completely; see footnote 1. While some of the results have been obtained previously, mainly by L. H. Thomas [l] and H. Rutishauser [2], others do not seem to be as well known.
The propagation of error was already treated previously by Rademacher [3 ] and others. While the method of adjoint differential equations employed there seems to be capable of general application, it was used, in [3] especially, for Heun's method only.
Finally there are carried out a few illustrative examples; they show that the theoretical expressions obtained frequently lead to good estimates.
integration of the nth order differential equation has proceeded from a starting point Xo to a point Xk, and that the original differential equation has been replaced by a difference equation of order 5:
OlksVk+s + Olk,s-lVk+i-l + ■ ■ ■ + OLkfiVk + Oik = 0, where the coefficients a*y, a* are known, with a*. 5^0 for each k, and initial values Vo, Vi, • • • , v,-i have been supplied. For our purposes it is now convenient to use matrix notation. Introducing, then, the column matrices~» jb+«-i~l ra*~l r»«-i-
and the square matrices of order s:
we may express (2.1) as a system of difference equations of the first order:
(2.2) JkEuk = Amk+bk, with E denoting the displacement operator Evi = vi+i.
Since J* is nonsingular, (2.2) may be written as Pk-i = n Ck-t. t=i
In particular, if Ck is actually independent of k, then P*_i= C* and (2.5) »t = C'f«o + EC"H4
The use of Sylvester's theorem [4] now permits us to express the solution uk in slightly different form, as follows: let Cr(X) =X/ -C, If the distinct roots X,-, * = 1, 2, • • • , q, of C have multiplicities /i,-, then (2.6) must be replaced by
In particular, if the only multiple root of C has the value zero, then clearly (2.8) reverts to the form (2.6) with the summation to be extended over all the nonvanishing roots. This observation will be put to use in the subsequent discussion. In practice the numerical solution of the sets (3.2a) and (3.3a) is obtained iteratively in the following manner: Extrapolation, or some other means, permits the determination of a first set of values for *yi%u n=i = N. Then (3.2a), with i = n-\, n-2, ■ ■ ■ , 0, lead to a first set of values for *yi%\, 0 = i = n -l. Next an improved set *yk+i, n^i^N, is computed by means of (3.3a), etc., this cycle being repeated until duplication occurs.
Our main interest is now the determination of the errors
and of the associated property of "numerical stability" in the sense that all the rj® remain small throughout the entire region of integration. By (3.2a) and (3.2),
However, *aO*y =a*y + (*aQ*y -*a*y)+(*a -a)*y, and *aO*y -*a*y=p, *a-a=a, with \p\ ^/x, \a\ fSju, iu = 2~1/3~'1' denoting the basic rounding error of a computation carried out to y places in a number system of base /3.
Further, by (3.3) and (3.3a), 1 Note that there is no provision in formula (3.2a) for rounding the product involving hN~(. Thus the formula and later special cases of it in §4 are based on the assumption that the independent variable x and the step size h may be chosen exactly, and that multiplication by powers of h does not necessitate rounding. These assumptions could be dropped at the expense of including additional rounding items. As written, however, the conclusions of the paper may not be precisely applicable to numerical integrations in which the term in question is rounded. the partial derivatives to be evaluated at x^+i, *yit+i, ■ • • , *y(*+i • The system (3.4) and (3.5) of difference equations is transformed into the form (2.2) by the introduction of the column matrix Uk, where
the superscript 2" denoting transposition. Then our system becomes In this theorem the index m is to be extended over all distinct nonzero characteristic roots Am of A(A)=0, XOT=Am/D(J), and the elements of the vector ck are due to truncation error and rounding. The theorem shows again that for a method to be stable for sufficiently small h it is sufficient that all characteristic roots Xm be of absolute value not exceeding unity.
The actual computation of Qk would then proceed in obvious fashion from the construction of JaA and A(A) to the calculation of D(J), Km, and Ta(Am) -Ja, and could be carried out concurrently with the integration.
4. The propagation of error in the case n = N=\. The deductions of the previous sections will be applied now to a number of well known methods of numerical integration.
We shall start by considering the general first order differential equation y' = I(x, y). In order to prevent the error in the large from increasing rapidly it is thus sufficient to carry out the integration in the direction Ax in which fyAx is nonpositive.
Let us consider first the important case n = N=\. Ae(Al)L V ° 7J
• E exp( I /i/^xjc,.
It is of interest to apply above deductions to some specific cases. I. Case r = 0. As was pointed out above no extraneous solutions arise in this case, so that the methods are stable in the direction in which p<0.
Techniques falling into this class are due to Euler, Heun, Runge-Kutta, Milne, and others. The extraneous root A2 may thus give rise to an oscillating term of increasing magnitude whenever the integration is applied in a direction in which hfy<0. However, it is entirely possible that the actual increase of this term is choked off by the rounding procedure itself. See footnote 1. Used for integrations in the opposite direction, over short ranges, the method may give useful results.
II, 2. Simpson's method. Here *y*+i = *yt-i + (V3)(*y*+i + 4*yl + *yLi), Table I . At each step a sufficient number of iterations is carried out in order to achieve agreement to five decimals (column (2)), or four decimals (column (3)). Due to the instability of the method the five-decimal "solution" diverges more and more from the fourdecimal "solution."
The fourth column (4) contains the exact solution y(x), and the fifth column (5) the error rj = *y -y(x), the solution *y taken from column (3) .
The growth of error may be inferred from (4.12), or, somewhat more accurately, from which is very close indeed to the exact error given in Table 2 . The exhibited expressions, then, lead to quite useful estimates of the error. 
