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Introduction
Quantum dots1 are subject of great interest in many ﬁelds of science, notably quan-
tum information processing. These nanostructures can be either manufactured in so
called top-down approach, or emerge as a product of nucleation process. As quan-
tum dot properties are highly dependent on their size and shape, for most applications
growth of structures with speciﬁed size and narrow size distribution is desirable.
In this work we study nucleation in solid-state solution of Pb dopants in two
alkali halide matrices (NaCl, KCl). Particularly, one aim is to explain diﬀerences
in observed behavior in the two systems by theoretical modeling. Second general
objective is to gain better understandind of the system with possible application for
control of nucleation process.
Thesis outline
This diploma thesis is composed of four chapters. First chapter consists of brief
description of several motivations for interest in quantum dots and dopant centres.
Second chapter reviews the classical nucleation theory. Diﬀerent perspectives and
reﬁnements of classical theory are framed in cluster dynamics approach. Third chap-
ter deals with nucleation of divalent impurities in alkali halide crystals and presents
original results of this study concerning ﬁrst stage of the process. Discussion in fourth
chapter compares these results with experimental data and also previous theoretical
studies. Final Conclusions summarize the results of previous chapters. Appendix
gives more details and parameters of simulation method used to obtain results of
Chapter 3.
1Terminology varies between relevant ﬁelds of research and e.g. quantum dot, nanocrystal,
nucleus, and precipitate may in some situation refer to the same physical object in diﬀerent descrip-
tions. In present work consistency with terminology prevalent in mainstream literature of respective
ﬁelds was usually preferred at the cost of using diﬀerent terms for same object in diﬀerent contexts.
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Chapter 1
Motivations
Nanoworld - that is, reality at nanoscales, about 9 decimal orders of lengths far from
our everyday experience - is subject of attention both scientiﬁc and popular. While
the fundamental laws of quantum mechanics ruling small scales are known for almost
hundred years, there is still a lot of terra incognita. Rapid development of advanced
experimental methods in recent decades allow more direct study, theory evolves, and
also third general approach - computer simulations - emerged. Broad range of ﬁelds,
including physics, chemistry, materials science and biology meets at nanoscale level
and in a way becomes indistinguishable.
Nano-world not only oﬀers opportunities for exploration, but also valuable re-
sources. Perhaps, the most sought after are those which would enable sustaining
of the exponential growth of computer capabilities, predicted by so-called Moore's
law,1. Any strain of fundamental research which holds some promise of providing
basic layer for future computers gains attention and wide range of nanoscale ob-
jects, for example carbon nanotubes, nanowires, graphene systems, macromolecules
and self-assembled systems, is considered for use[2] either in new technologies or next
stage of miniaturization of current technology.
1.1 Quantum computing
Probably most radical proposal for future computing architecture is quantum com-
puting. Current and next generation[1] computer architectures are based on transfer
of charge passing through transistors (basically working as switches) arranged as log-
ical gates (e.g. AND). The logical gates operate on input consisting of bits2, taking
values 0 or 1. Physically these bits are represented by classical system - e.g., in
1The Moore's law states the number of transistors on typical integrated cirquit doubles ap-
proximately every two years. The law is in big part self-fullﬁling prophecy, as the research and
development in the ﬁeld is often directed towards achieving predicted values. [1]
2In contemporary binary computers, generally computers with binary logic, but N -state logic is
possible and some cases were explored in early digital computers.
2
current architecture by diﬀerent levels of voltage in capacitor charged with many
electrons. While mechanisms of charge-carrier transport and other details of oper-
ation of individual elements are explained by quantum theory, the computation is
essentially classical. Quantum eﬀects, such as tunneling, pose a problem for further
scaling of computer elements.
Quantum computing approach utilizes quantum properties for computation,
mainly the greater capacity of state space and in particular entanglement. The data
are represented by qubits [63](from quantum bit), which correspond to state space
of two-state system. Qubits can be in basis states |0〉, resp. |1〉 or any quantum
superposition. In correspondence with classical computing, qubits are subjects of
action of quantum logical gates - unitary operators, usually represented by matrices.
Special operations are initialization of qubits to given state and measurement. Var-
ious theoretical models of quantum computation has been proposed, the canonical
being a gate model - a generalization of Turing machine [50]. Among others the most
perspective are cluster state computation [49], quantum adiabatic computation [26]
and topological quantum computation [29].
Implications of this theoretical model - quantum computing software - was
subject of much study in last two decades and many important results were achieved.
In 1994, Shor [55] discovered famous algorithm allowing factorization of integer N in
polynomial time t ∼ O((logN)3) - note logN is the length of the integer in digits
or in other words the size of imput. Best classical algorithm runs in sub-exponential
time t ∼ O(exp (logN)1/3(log logN)2/3), hence a dramatic improvement for long
imputs is possible by quantum computation. Factorization problem is not only of
mathematical concern: important part of cryptography in everyday use from banking
to secure email access relies on the assumption that factorization of large integers is
diﬃcult. Discovery that quantum computers would be, at least in theory, able to
factorize long numbers eﬃciently, drew immense interest to the proposal.
Many other algorithms where quantum computing oﬀers speedup have been dis-
covered, notably Grover algorithm [33] allowing fast search in unsorted database.
Quantum error correction codes were devised to counter errors in data representa-
tion caused by decoherence. General comparison of power of quantum and classical
computation is still open problem, but known examples of algorithms seem to in-
dicate advantage of quantum computing is highly problem-dependent. So, possibly,
future quantum computers may be used for speciﬁc tasks in conjunction with future
classical processors used for general computation.
In parallel to theoretical study, there is an eﬀort to build quantum computing
hardware. More than a decade of both theoretical studies and experiments show
construction of scalable universal quantum computer performing useful calculations
is a problem of immense technical diﬃculty. Perhaps the biggest challenge is to avoid
decoherence - leakage of information from the quantum system to environment. And,
at the same time still allow reliable and controlable operation of universal set of
quantum gates, which requires strong interactions among qubits. Above mentioned
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error-correcting software measures alleviate the decoherence problem, but work only
after some critical threshold of reliability of gate operation is overcome. Hence, one
of the basic criteria on possible quantum computing hardware proposals is relatively
long decoherence time in comparison to gate operation time. Other widely used
criteria [22] state the necessity to initialize the computer rapidly to a low entropy
state, and, quickly measure the state of the system - again, this ability requires strong
interactions of the quantum part of the computer with observation apparatus.
Numerous possible physical realizations of quantum information processing hard-
ware are studied, currently at the level of experiments with individual qubits. Much
larger number was proposed theoretically. Examples of actively experimentally stud-
ied systems are atom and ion traps, superconducting cirquits, NMR systems, optical
quantum computers, and solid-state systems based either on quantum dots or impu-
rities (discussed later). Presently it is unclear if any, of these proposals is a viable
way towards universal quantum computer and it is supposed scalability of some of
the proposal is severely limited. One recent trend is to combine several of the ap-
proaches. As an example - the diﬃculty with optical systems is that photons are
hard to store, while they are excellent for long-distance interactions. Properties of
trapped ions and similar systems are often complementary - their decoherence times
are long, but addressing individual ions in gate operations is diﬃcult for larger
numbers of ions in the trap. An architecture with micro- or nano- scaled traps with
small numbers of atoms in each, connected by optical communication, may utilize
advantages of both systems. Quantum dots are often crucial part of such mixed
schemes because they interact easily with photons.
1.2 Quantum computing using quantum dots
Solid state quantum computers are attractive for several reasons. First, while in ionic
traps and similar systems it is typically necessary to ﬁrst assemble the device, in
solid state the components stay in place. Second, extensive technological knowledge
about manufacturing of small structures was gathered in half century of microelec-
tronics development. Third, the driving circuitry of the quantum computer is likely
to be based on solid state devices, or possibly the whole quantum computer operated
as a quantum coprocessor for speciﬁc task along a general purpose processor.
As several of the solid-state quantum computing proposals utilize quantum dots,
let's ﬁrst introduce this concept. Quantum dot is an object in which movement of
charge carriers is conﬁned in all directions to small space. From theoretical viewpoint
it is a physical realization of three dimensional particle in a well system. The term
quantum dot was coined for semiconductor nanocrystallites smaller than exciton's
Bohr radius, but presently is used for broad range of systems ﬁtting above given deﬁni-
tion. In electrostatical dots the conﬁnement potential is created by lithographically
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Figure 1.1: Schematic representation of coupled quantum dot system in Loss-
DiVincenzo quantum computer proposal. Electrodes creating conﬁning potential are
yellow, electronic spins represented by arrows SL and SR. c©Dr. Vitaly Golovach,
Ludwig Maximilians Universität M¶nchen (reprinted with permission)
manufactured electrodes with controlled voltages, in thickness-ﬂuctuation quantum
dots by monolayer ﬂuctuation in the width of 1-D quantum well.
Also, from quantum computing perspective, close relatives to quantum dots are
impurities in crystals. Suitable combinations of dopant (impurity) and lattice can
also produce conﬁned electron states. An example of system of this kind recently
drawing much attention is N-V center in diamond [62], consisting of nitrogen atom
substituting a carbon and negatively charged vacancy in nearest-neighbor lattice site.
While the term quantum dot is used in following description of quantum computer
proposals, the systems usually could use impurity center as well.
Having these spatially conﬁned states, qubit can than be represented by certain
two states of the system, usually charge states or spin states. As an illustrative
examples, we will ﬁrst describe early proposal of Loss and DiVincenzo [44] based on
spin sates of single electrons conﬁned to adjacent quantum dots with electrostatic
control of gate operations. And then, recent proposal of Barrett and Kok [5] utilizing
laser-driven optical transitions in single electron quantum dots.
1.2.1 Loss-DiVincenzo quantum computer
In Loss-DiVincenzo proposal [44], quantum computer is build from electrostatical
quantum dots. Qubit states |0〉 resp. |1〉 are represented by spin states |↑〉 resp.
|↓〉 of single electron conﬁned within the dot. The dots are separated by tunneling
barrier, controlled by voltage applied to central electrodes. If the barrier is suﬃciently
high, tunneling does not occur and individual electrons remain in initial state. Gate
operation begins with lowering the barrier, so tunneling does occur, and spins are
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subject to exchange interaction
H(t) = J(t)Sˆ1 · Sˆ2, (1.1)
where Sˆ are spin operators and J(t) represents time-dependent coupling constant. By
suitable time evolution of tunneling barrier, it is possible to realize so-called CNOT
gate, which together with single-qubit operations form universal set capable of any
computation [50]. Control of individual qubits has been demonstrated by microwave
magnetic and electric ﬁelds [34]. Current experimental obstacle is decoherence of
electron spin due to interaction with nuclear spins.
1.2.2 Barrett and Kok quantum computer
In this scheme qubits are also represented by electronic spin in quantum dot as
before. Suitable system has low energy states |↑〉 resp. |↓〉, and an excited state |e〉
such that only optical transitions |↓〉  |e〉 are possible. Qubit states |0〉 resp. |1〉
are represented by |↑〉 resp. |↓〉.
Central part of the computing scheme is entanglement operation action on a pair
of qubits. Additional facility is needed for the operation - quantum dots are embedded
in open-ended resonant microcavities, tuned to the wavelength of the transition.
Light escaping the cavities is mixed in beam splitter, and measured by photodetectors
D+ and D−. Additionally single-qubit operations like initialization, ﬂip operation X
(|↑〉 → |↓〉, |↓〉 → |↑〉)) are assumed to be available. In entanglement operation,
1. the |↓〉 states of both qubits are coherently pumped to |e〉
2. photodetectors wait for an event for time t1 and further for some relaxation
time
3. X operation is applied to both qubits, coherently ﬂipping the spins
4. steps 1. and 2. are repeated (once)
Now, we can follow the system if we start from spins in non-entagled
(|↑1〉+ |↓1〉)(|↑2〉+ |↓2〉) (1.2)
state. After the ﬁrst step, the state of system under consideration changes to
(|↑1〉+ |e1〉)(|↑2〉+ |e2〉) (1.3)
which we can rewrite to two qubit notation simply by multiplication of states. Hence,
state of the whole system is given by
|↑1↑2〉+ |↑1 e2〉+ |e1 ↑2〉+ |e1e2〉 . (1.4)
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Now, we measure the state in step (2). If no photon is detected, we know the
system is in |↑1↑2〉 state, with no entanglement. The situation is similar in detection
of two photons. But if one photon is detected, the state can be either |↑1 e2〉 or
|e1 ↑2〉 and, since we have erased the path information in beam splitter, the states
are indistinguishable. Hence, entanglement was formed by suitable measurement!
After performing step 4., if one photon is detected in both cases, the system is
fully entagled state, e.g. (|↑1↑2〉 + |↓1↓2〉). Theoretical maximum success rate with
ideal detectors and with all emitted photos leaving the cavity to detector is 0.5, the
system is indeterministic. With real detectors smaller, however, the outcome is still
successful entanglement operation or unsuccessfully operation, not degradation of
ﬁdelity of quantum state.
Given entanglement operation, it is possible to construct cluster states, which
were shown to be capable to simulate arbitrary logic networks. Various elements of
the proposal have been demonstrated, including transfer of optical to atomic states
and back [8], single-photon detection, and even photonic entanglement of atomic
qubit memories at one meter distance [46] and of carbon nuclei in a diamond lattice
[48].
1.3 Quantum information processing and general
application
As physical realization of universal quantum computer is probably a distant goal and
there are doubts if it will ever be technically feasibl [24], it is important to stress
most of the elementary blocks presented here in the context of quantum computing
are interesting of their own or usable in less ambitious technologies.
If we stay in the broader concept of quantum information processing, quantum
cryptography is already in state of early commercial applications. Quantum cryp-
tography solves the problem of key distribution ubiquitous in classical cryptography.
Security of conventional cryptosystems relies on combination of mathematical hy-
potheses (such as above described assumption of diﬃculty of factorization of large
numbers) and assumptions about computational resources of the adversary (based on
aforementioned Moores law). Unexpected advances in either ﬁeld can make existing
cryptosystems vulnerable. In contrast, assumptions of quantum cryptosystems are
only fundamental laws of quantum mechanics, and starting from these security of the
system can be proved. In one conceptually simple scheme, the quantum key distribu-
tion is essentially a measurement of EPR paradox. Source emits pairs of entagled pho-
tons. Two partners wishing to securely communicate measure polarization of photons
in a base randomly selected from {|0〉 , |1〉} and {( 1√
2
|0〉+ 1√
2
|1〉), ( 1√
2
|0〉− 1√
2
| |1〉)},
and, after the measurement, exchange information about the orientations of their
bases (using a reliable public channel). After some measurements, one side discloses
part of the results, and the other side veriﬁes violation of Bell inequalities. Any
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attacker listening on the quantum communication channel reveals himself in devia-
tion of measured results from predictions of quantum theory. So does any noise in
the channel or error in measurement, but with known noise proﬁle the presence of
attacker can be excluded with arbitrarily low probability by disclosure of suﬃcient
number of measurements. The secure key then consists of the undisclosed results,
and can be used for further secret communication over public channel.
Existing quantum cryptography realization utilize components featured in some
of the quatum computer proposals - e.g., sources of entagled photons, or single-photon
detectors. On the other hand, eﬃciency and reach of quantum communication could
be improved using quantum repeaters, relatively simple (using 100 qubits) quantum
computers [35].
Another branch of quantum information devices potentially useful even if not as
powerfull as universal quantum computer are quantum simulators [10], realization of
Feynman's visionary 1982 idea of quantum device which would be able to simulate
quantum system eﬀectively. Universal quantum simulator equals universal quantum
computer, but more limited class of simulator may be interesting. In these limited
simulators (called also analog quantum simulators), the Hamiltonian of the simu-
lated system is mapped onto controllable Hamiltonian of the simulator system. The
concept is analogous to analog computers, which were successfully applied for simu-
lations of classical systems, e.g., in early studies of deterministic chaos.3 Naturally,
validity of such simulations is ultimately limited by validity of theory which is used
for description of the real system. Some of quantum computing proposals seem to
be good candidates for quantum simulators. For example, arrays of atoms in optical
lattices can be used to simulate diﬃcult many-body problems of condensed matter
physics, notably quantum phase transitions. citebuluta2009quantum.
Numerous applications of quantum dots are also available is other ﬁelds than
quantum information processing. Dots are being used for example in tunable lasers,
biological imaging techniques, photovoltaic, and display technology.
1.4 Manufacturing quantum dots
Generally, quantum dot manufacturing can be classiﬁed into two broad categories.
In bottom-up approach, quantum dots are fabricated essentially by controlled nu-
cleation (the term self-assembly is commonly used in this context). In top-down
approach, dots are prepared by some macroscopic device - e.g., by lithography tech-
niques [7].
Self-assembly of quantum dots with was successfully realized in colloids, where
nucleation is controlled by adjusting temperature and concentrations of reactants.
3In analog computers the simulated system - described by diﬀerential equations - is mapped
onto simulator system, where dynamics of the system is controllable by combination of capacitors,
inductors, and resistors.
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Eﬀective nucleation control in other systems is important problem. As in most of ap-
plications, small size variation of produced quantum dots is highly desirable property,
systems where nucleation and growth processes stops at some deﬁnitive small size of
the growing cluster would are candidates for controlled quantum dot production.
In this study we will examine impurity nucleation in alkali halides. These systems
have been experimentally studied in the Institute of Physics Academy of Sciences
of the Czech Republic (FZU). The studied crystals are lightly doped with divalent
impurity such as Pb and annealed at a high temperature - at the end the system is
in the state of solid solution. Then, the sample is rapidly quenched, and subjected to
some heat treatment. Nucleation of impurity-rich phase is them monitored mainly
using optical spectroscopy.
Of particular interest in the quantum dot manufacturing context is that some
earlier theoretical studies [4] concluded that in certain of these alkali halide systems,
impurity aggregation process leads to exceptionally stable small cluster and ends
there. Factors leading to such limited nucleation in solids would be interesting.
Generally, better understanding of nucleation processes is naturally important
for tackling the problem of nucleation control.
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Chapter 2
Nucleation theory
In Chapter 1 nucleation was presented in context of quantum dot assembly, but in
broader view, it is process almost as omnipresent as phase transitions. It was studied
in diﬀerent transitions including condensation, cavitation, solidiﬁcation, crystalliza-
tion and precipitation. And in diﬀerent ﬁelds of physics and technology ranging from
atmospheric physics concerned with condensation of water vapor to study of damage
in neutron-irradiated materials important for reactor technology applications.
In most of these situations, some general properties are the same. Discontinuous
phase transitions usually proceed in three steps. First some of the small clusters of
the new phase - embryos - appear due to stochastic ﬂuctuations. If they reach a
certain critical size, embryos become growable and stable nuclei. This stage of the
transition is called nucleation. In second stage, particles grow. Finally, in closed
systems the growth is limited by supply of the untransformed, remaining phase.
Formation of nuclei is associated with an energy barrier, limiting the process,
and allowing persistence of metastable phases over long periods of time. The barrier
may be lowered, if the cluster forms on proper site of an existing impurity, which
leads to heterogeneous nucleation. The barrier may be also lowered if the nucleus is
of some intermittent phase, diﬀerent in structure or composition from the stable one
[53, p. 93].
In this chapter we will shortly review the classical nucleation theory and some
of the modern developments and alternatives, with special attention to condensed
phase.
2.1 Homogeneous nucleation without strain
We will start with the simplest case: a single component system without strain energy,
such as liquid phase condensing from gas, or precipitation from liquid solution. In
classical nucleation theory the capillarity approximation is frequently used - the values
of the parameters used in the model are taken to be the same as in macroscopic objects
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Initially, the system is in some α-phase, which is metastable with regard to phase
β. In order to change to β-phase, ﬁrst some small cluster of β-phase must be formed.
Energy balance for formation of a small cluster onsisiting of N particles (atoms,
ions, etc.) is thermodynamically given as
∆GN = N(µ
β − µα) + ∆Ginterface, (2.1)
where µβ (resp. µα) are chemical potentials in β-phase (resp. α-phase) and ∆Ginterface
is the energy of the newly formed interface.
The ﬁrst term is always negative and represents the driving force of the process.
The surface term is positive and competes with the ﬁrst (volume) term. For small
radii, the ratio of surface to volume is large, and the surface term dominates - in
eﬀect creating a barrier for nucleation. The nature of the dependence becomes clear
if we rewrite (2.1) to be
∆GN = N(µ
β − µα) + ηN 23σ, (2.2)
where η is a shape-factor surface/N
2
3 (constant for a given shape), and σ denotes
interfacial energy per unit area (see Fig 2.1). The capillarity approximation implies
the interfacial energy is assumed to be the same as for large ﬂat interface.
For small radii, the ratio of surface to volume is large, and the surface term
dominates - creating a barrier for nucleation of the height ∆Gc. Cluster of the
corresponding size is known as critical nucleus Nc, with critical radius rc, etc. While
clusters smaller than Nc tend to go down the energy slope and shrink, clusters larger
than Nc grow further and form stable particles of the new phase.
In this simplest case, where the interfacial energy is isotropic and the forma-
tion of the cluster doesn't cause any strains, the cluster will take spherical form.
Corresponding shape factor is then
η = (36pi)
1
3V
2
3
A , (2.3)
where VA is atomic volume of the cluster building unit (atom, ion, etc.).
2.1.1 Critical parameters - simple case
Critical parameters in this case may be easily found explicitly from the extremum
condition ∂∆G/∂N = 0:
Nc =
(
2ση
3∆µ
)3
(2.4)
and
∆Gc =
4 (ση)3
27∆µ2
. (2.5)
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Figure 2.1: Free energy ∆G(N) as a function of cluster size N in nucleation regime
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We can see that the height of the energy barrier depends on third power of
surface energy σ and and on second power of ∆µ. As the change in the environment
leading to nucleation is often induced by change of temperature, it is interesting to
estimate the inﬂuence of temperature on the process. For example, in case of vapor
condensation, we can use ∆µ = kT lnS , where S = pv/peq is supersaturation (ratio of
actual vapor pressure, pv, to saturated vapor pressure peq). Using Clausius-Clapeyron
equation
∆µ ≈ k∆hcon
R
(
∆T
Tcon
)
(2.6)
where ∆T (resp. Tcon) is undercooling (resp. condensation) temperature, ∆hcon is
enthalpy of vaporization and R the gas constant.
Hence, the driving force of nucleation is linearly dependent on temperature - the
lower the temperature, the greater the driving force.
2.2 Homogeneous nucleation with strain
To generalize our conclusions, let us consider eﬀects of misﬁt of shape and size of the
new nucleus within the matrix. While this eﬀect is absent in liquid-solid nucleation,
it is generally presented in solid-solid transitions. Strains act both in the nucleating
particle and the surrounding matrix, thus the elastic energy of the deformation have
to be accounted into the nucleation energy balance (we denote corresponding term
∆Gel). Furthermore, this energy also generally depends on number of building units
involved within cluster, on its shape and orientation, and together with surface energy
unambiguously determines properties of formed nuclei.
2.2.1 Incoherent interfaces
We start with the simplest case of acting of the strain, where the particle interface
is incoherent[3, p. 597]. It means that only stress is transmitted across the interface.
Strains are relaxed. As further simpliﬁcation, we assume there are no pre-existing
stresses in the matrix and, moreover, properties of both phases are isotropic.
Inclusion in shape of general ellipsoid of revolution was treated by Nabarro [47]
within context of classical elasticity. The ellipsoid with semiaxes a,a,c (see Fig 2.2)
also includes important limit cases of thin needles (c  a) and ﬂat discs (a  c).
Without any calculations, we can conclude that the strain energy, ∆Gstrain, inﬂuences
the nucleus shape in a diﬀerent way than the surface energy: while in the limiting
case of very thin disk, the strain energy would go to zero, this shape would maximize
the surface energy.
Nabarro achieved general expression for strain energy per volume
∆Gstrain = 6µ
2E
( c
a
)
, (2.7)
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Figure 2.2: Schematic representation of various possible cluster shapes.
where shape-dependent function E(c/a) is of the form, as shown in Fig 2.3 and  is
strain. Important conclusion is that this contribution, at least for dilute solutions
(where particles are not close to each other) is volume dependent.
2.2.2 General interfaces
Case of general interfaces can be solved by following sequence of imaginary operations
due to Eshelby [25].
First, the inclusion (taken as linearly elastic continuum) is cut out of the matrix.
All stresses both in the inclusion and in the matrix, which now contains a cavity, are
relaxed. The inclusion will assume a shape generally diﬀerent from the cavity.
Second, surface tractions chosen so as to restore the inclusion to its original form
are applied.
Third, the inclusion is returned back into the cavity and the interface rejoined in
a way which reproduces the original interface between the cluster and the surrounding
matrix. The stress is then zero in the matrix and has a known value in the inclusion.
Finally, the applied tractions are removed by applying opposite tractions of
equal magnitude. The applied tractions translate to constrained displacements,
from which strains, stresses, and eventually elastic energy can be obtained using
relationships of elasticity theory.
14
Figure 2.3: Shape dependence of strain energy. (For c/a→∞, E = 3/4).
15
2.2.3 Interface development during nucleation and growth
Above considerations lead to a picture which can be generally varied. On one side,
the interfacial energy is low, if the particle keeps coherency with the matrix (if it is
possible). On the other side, if there is any misﬁt in lattice parameters, this generates
strain that eventually has to be released and the particle breaks away. Hence, the
interface looses its coherency and becomes semicoherent or incoherent.
2.2.4 Interaction with vacancies
Nucleation conditions occur frequently along with excess number of vacancies within
the matrix - for example, in the case when the material is rapidly quenched from
some high temperature.
The supersaturated vacancies can inﬂuence the nucleation process in two ways.
They can increase the diﬀusion rate, and interact with incoherent (or semicoherent)
interfaces acting as sources (or sinks) of vacancies. If the strain caused by the particle
has positive sign (the particle would be bigger than the cavity if taken out and
relaxed), a vacancy can annihilate at the interface of the particle, which in turn
eliminates buildup of elastic strain energy in the lattice. Annihilation of vacancies
occurs even further, until the rate at which they are removed and associated energy
gain is oﬀset by created strain energy. In the opposite case, where the strain is
negative (the inclusion would be smaller when taken out of the matrix and relaxed),
supersaturated vacancies impede nucleation.
We will calculate the contribution of vacancy annihilation in energy balance[3,
p. 475] in the simple case of spherical inclusion. The number of vacancies removed
due to formation of the cluster is proportional to the change of cluster volume:
N =
∆V
Ω
=
3211V
VA
(2.8)
where ∆V is change of cluster volume, Ω stands for vacancy volume. VA stands
for atomic volume, V for cluster volume and 11 = 22 = 33 is an isotropic strain.
Decrease in free energy of the system, due to relaxation of stresses, is then
∆G′v =
3211V
VA
kT ln(Svac) = 3
2
11NkT ln(Svac) (2.9)
with vacancy supersaturation Svac.
Eﬀect of vacancy concentration can be important and visible in the form of so
called precipitate-free zones (PFZ) in metals. As vacancies are annihilated at grain
boundaries, concentration of vacancies near such sinks decreases, hindering nucleation
[51].
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2.3 Nucleation rate
2.3.1 Classical nucleation rate
The nucleation rate is deﬁned as a rate at which stable nuclei are formed within unit
volume in unit time.
Various descriptions of the process exist. Early calculations were done by Farkas
[27], steady-state calculation by Becker and Döring [6]. Here, we use cluster dynamics
approach allowing derivation of both classical theory and its ﬂavors and some of the
recent models and naturally shows the links between them.
In non-nucleation regime, the new phase β is not stable, ∆GN is always positive,
no stable nuclei form and the nucleation rate is zero. The equilibrium distribution of
clusters, minimizing free energy of the systems, is
XN = exp(−∆GN
kT
), (2.10)
where XN is a fraction of clusters of size N to all clusters.
In nucleation regime, the system is out of equilibrium and clusters larger than
Nc grow to stable sizes.
The growth can be described as a ﬂux of clusters in size-space. If the coalescence
rate is small (which is most often true at least at early stage of nucleation), it can
be assumed that the growth is governed by single particle processes - addition or
lost of one particle (the so-called step-by-step process). The cluster ﬂux rate at one
particular size can then be written as
J(N)(t) = β(N)F(N)− α(N + 1)F(N + 1), (2.11)
where β(N) (resp. α(N)) are transition probabilities of a particle joining (resp.
leaving) a cluster of size N , and F(N) is a number of clusters of size N . The rate
is, in general, time-dependent and the whole set of equations describing the time-
dependent problem reads (using the condition of constant number of particles):
∂F(N)
∂t
= J(N − 1)− J(N), (2.12)
∂F(1)
∂t
= −2J(1)−
∑
M>2
J(M). (2.13)
To solve equation (2.11) we deﬁne recursive quantity Z as
Z(N + 1) = Z(N)
α(N + 1)
β(N + 1)
, Z(1) = 1 (2.14)
summarizing information from β(N) and α(N) coeﬃcients. Z can be expressed
explicitly as follows:
Z(N) =
N∏
M=1
α(M)
β(M)
, Z(1) = 1. (2.15)
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For the ratio α(N)/β(N) we have generally:
α(N)/β(N) > 1 ∀ N < Nc, (2.16)
α(N)/β(N) = 1 ↔ N = Nc, (2.17)
α(N)/β(N) < 1 ∀ N > Nc, (2.18)
limN→∞ Z(N) = 0.
Multiplying (2.11) by Z(N) and summing up to N , one obtains:
N∑
1
J(N)Z(N) =
N∑
1
β(N)F(N)Z(N)−α(N+1)F(N+1)β(N + 1)
α(N + 1)
Z(N+1). (2.19)
First and second terms on the right side summation diﬀer only in index and cancel,
except at bounds of summation. Hence,
N∑
1
J(N)Z(N) = β(1)F(1)− β(N + 1)F(N + 1)Z(N + 1). (2.20)
2.3.2 Nucleation rate in quasi-steady-state
For large N , the second term in (2.20) can be neglected. Further, loosing generality
we assume the system has reached quasi-equilibrium and the cluster ﬂux steady-state
value, J(N)(t) = J . (It is not a priori evident whether it is good approximation of
some real systems. If it is actually good approximation or how long is the relaxation
period before steady ﬂux is achieved shall be discussed in Section 2.3.3.
Using above assumptions, steady nucleation rate can be expressed as:
J =
β(1)F(1)
1 +
∑N
M=2
∏M
N=2
α(N)
β(N)
. (2.21)
To proceed further, some estimates of α(N) and β(N) are necessary. One possi-
ble way is to take attachment probabilities directly from some model - which leads, for
example, to kinematic nucleation theory by Katz and Weidersich [38] if attachment
probabilities for gas molecules and droplets are used. But from this point we can
also derive classical nucleation equation by taking the probabilities from equilibrium
distribution (2.10) in true equilibrium without nucleation, or in a slightly diﬀerent
approach, by constructing artiﬁcial constrained equilibrium, in which cluster sizes
are limited by upper boundary Nmax, F(N) = 0∀N > Nmax.
In real equilibrium (which naturally forms a boundary condition for the nucle-
ation), J(N)(t) = 0 and (2.11) becomes:
0 = β(N)F(N)− α(N + 1)F(N + 1). (2.22)
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By substituting the equilibrium distribution (2.10) we get relation for transition prob-
abilities
0 = N(β(N)e−
∆GN
kT − α(N + 1)e−∆GN+1kT ), (2.23)
leading to
α(N + 1) = β(N)e
1
kT
(∆GN+1−∆GN ). (2.24)
We use this expression to solve the summation from (2.21). The inner term is
M∏
N=2
α(N)
β(N)
=
β(M − 1). . . . β(1)
β(M).β(M − 1) . . . β(2) . (2.25)
. exp
1
kT
((∆GM −∆GM−1) + (∆GM−1 −∆GM−2). (2.26)
. . . (∆G2 −∆G1)) (2.27)
=
1
β(M)
exp
1
kT
(∆GM −∆G1)β(1). (2.28)
If we approximate summation in (2.21) by an integration, the denominator be-
comes: ∫ N
2
1
β(M)
e
1
kT
(∆GM−∆G1)β(1)dM. (2.29)
This integral depends on the given ∆GM . We use the classical expression (2.1)
based on capillarity assumption. Then, as the value of integrand is signiﬁcant only
near Nc, we approximate β(M) by β(Nc) and we extend the integration range to
(−∞;∞): ∫ ∞
−∞
1
β(M)
e
1
kT
(∆GM−∆G1)β(1)dM. (2.30)
In this approximation, we can also expand ∆GM around Nc to second order:
∆GM = ∆GNc +
(M −Nc)2
2
(
∂2∆GM
∂M2
)
M=Nc
(2.31)
= ∆GNc −
1
3
∆Gc
N2c
(M −Nc)2 (2.32)
and by solving the resulting Gaussian integral we obtain:
β(1)
β(Nc)
e
1
kT
(∆Gc−∆G1)
√
3piN2c kT
∆Gc
. (2.33)
Thus, quasi-steady-state equation for nucleation rate (2.21) in classical theory leads
to
J =
(
∆Gc
3piN2c kT
) 1
2
βcFe 1kT (−∆Gc+∆G1). (2.34)
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The ﬁrst dimensionless term is called Zeldovich factor and its magnitude is typ-
ically 10−1 [3, p. 466].
The ∆G1 term in the exponent requires some explanation. It seems natural to
expect the energy of formation of cluster of size 1 to be 0. But the expression for
∆G(N), (2.2) gives generally non-zero value for N = 1, which leads to apparently
self-contradictory prediction for clusters of size 1 even in equilibrium distribution
(2.10) and in all consecutive calculations. This can be understood as a result of
stretching the capillarity approximation used in (2.2) clearly beyond it's limits (to
a single monomer). One alternative is to use natural ∆G(N) = 0. Other proposed
alternative [32] is to include the term - which can be thought of as a correction to
(2.2)
∆GNSCT = (N − 1)(µβ − µα) + ηN 23σ − ησ. (2.35)
This leads to so-called internally consistent nucleation theory.
Connection to Zeldovich-Frenkel and Turnbull-Fisher treatment
While above described expressions are quite generic, in various contexts slightly dif-
ferent pictures of the process are most commonly used. In condensation of vapors, the
Zeldovich-Frenkel (or the Becker-Döring) picture seem to be most common versions
of classical nucleation theory. The main diﬀerence of Zeldovich-Frenkel picture is use
of continuum size-space from the begining, leading to immediate use of diﬀerential
quantities and equations.
In context of crystallization and solid solutions, references to Turnbull-Fisher
[61] picture are common, so we should make a quick connection to T-F picture.
T-F nucleation theory can be understood as a branch of above given description
in the point, where estimations of α(N) and β(N) are given. T-F obtain probabilities
α(N) and β(N) from classical reaction rate theory. An intermediate conﬁguration
(known as activated complex) is assumed between stable clusters of size N and
(N + 1)-cluster.
The intermediate state creates additional energy barrier of height ∆g above the
mean of ∆GN and ∆GN+1, as shown in Fig 2.4. Transition probabilities read:
β(N) = a(N)+
kT
h
e−
1
kT
(∆g+ 1
2
(∆G(N+1)−∆G(N)), (2.36)
resp.
α(N + 1) = a(N + 1)−
kT
h
e−
1
kT
(∆g− 1
2
(∆G(N+1)−∆G(N)), (2.37)
where a(N)+ and a(N + 1)− is a number of α atoms in contact with cluster, or
number of cluster atoms in contact with α phase, and the diﬀerence between the two
is considered negligible for all but smallest nuclei - a(N)+ ∼= a(N + 1)− ∼= a. Then,
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Figure 2.4: Schematic representation of energies of clusters of sizes N , resp. N + 1
and intermediate state of higher energy.
it is possible to relate the probabilities in a way completely analogous to (2.24):
α(N + 1) = β(N)e
1
kT
−(∆G(N+1)−∆G(N)) (2.38)
and onward proceed in the same way as from (2.24) - (2.34). As β is given more
explicitly, it is possible to express also J as:
J =
(
∆Gc
3piN2c kT
) 1
2
F
(
kT
h
)
ac exp
1
kT
(−∆g −∆Gc + ∆G1), (2.39)
where ac is a number of surface atoms belonging to critical nucleus. The term −∆g in
the exponent may be understood to be activation energy of attachement of monomers.
2.3.3 Non-steady-state nucleation rate
To what extent the quasi-steady-state with J constant described above is a good
approximation of a real physical system?
First, we can see the stationary state has to be preceded by some transition
period, in which initial size distribution of clusters F(N)0 from non-nucleation con-
ditions evolves to semi-steady distribution F(N)steady. This period - referred some-
times slightly ambiguously also as incubation time - has been subject of lot of study
and both numerical and analytical solutions have been obtained.
Second, the stationarity of the state is dependent both on constant driving force
µβ − µα and constant boundary condition F(1)(t) = F(1)(0). This can be exactly
true only in open system, where number of monomers is always kept constant and
approximately true in closed system, only when ratio of monomers transformed to
nuclei to all monomers is negligible [41]. Otherwise, depletion of monomers lowers
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Figure 2.5: Deﬁnition of incubation time tinc.
the driving force and eventually stops the nucleation. While it is shown by numeri-
cal simulations that in some situations the maximal nucleation rate achieved in the
system is well bellow the steady rate calculated from initial supersaturation [42],
this problem is less studied.
Also, other parameters of the system - such as temperature and pressure - may
be, of course, varied.
Time-scale analysis of transient processes
When describing real systems often a big part of successful description is in assessment
which simpliﬁcations are acceptable and which are not. A simple and useful tool for
this task is time-scale analysis. So for every non-stationarity considered we will try
to obtain some time scaling constant characterizing the process.
Transient nucleation rate
The time dependence of number of nuclei in a system (where steady-state was
achieved) is shown in Fig 2.5. Convenient parameters to describe the evolution are
Jss and incubation time tinc, deﬁned as time lag to crossing point of the tangens of
the growth curve in steady-state with time axis (see Fig 2.5).
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Analytical treatments of the transient period have most often been based on Z-F
continuum approximation. We substitute equilibrium rates (2.24) to (2.11) dividing
by equilibrium distribution (2.10):
J = β(N)Feq(N)
(F(N)(t)
Feq(N) −
F(N + 1)(t)
Feq(N + 1)
)
. (2.40)
We express the ﬂux in diﬀerential terms together with (2.12):
J = −β(N)Feq(N) ∂
∂N
[F(N)(t)
Neq(N)
]
(2.41)
∂F(n)
∂t
= −∂J(n)
∂n
. (2.42)
(2.43)
Using classical expression for nucleation barrier (2.2), suitable boundary conditions
F(N)(t = 0+) = Feq(1)Θ(N − 1), (2.44)[F(N)(t)
Feq(N)
]
N→1
= 1, (2.45)[F(N)(t)
Feq(N)
]
N→+∞
= 0, (2.46)
(2.47)
where Θ is the Heavyside function. Approximate solution in good agreement with
exact numerical solutions was found by Demo and Koºí²ek [20].
F(N)(t) = 1
2
Feq(N)ercf
3ZNc√pi
[
(N/Nc)
1
3 − 1
]
+ (1−N−
1
3
c )e−t/τ
√
1− e−2t/τ
 (2.48)
and corresponding cluster ﬂux at critical size
J(Nc)(t) = Js
1√
1− e−2t/τ exp
(
−3ZNc
√
pi
(1−N−
1
3
c )e−t/τ√
1− e−2t/τ
)
(2.49)
where Js is the steady-state ﬂux (2.34). Z is the Zeldovich factor and τ =
7/(10piZ2β(1)). Often used are also older approximate solutions by Trinkaus and
Yoo [60] and Kashchiev [37].
We can observe (2.49) behaves as expected - for long times J(Nc)(t→∞) = Js
and for very short times J(Nc) is exponentially small. Unfortunately, relation of
time scale constant τ to incubation time tinc deﬁned as above is not easy. We need to
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Figure 2.6: Variation of free energy in the critical region of sizes close to Nc
calculate integrated cluster ﬂux at Nc (the cluster ﬂux in transient regime depends
on cluster size) to be
I(Nc)(t) =
∫ t
0
J(Nc)(t)dt, (2.50)
which is an important measurable quantity on its own. Then tinc can be determined
from linear part of this dependence.
While above described solutions are much more accurate, simple physical picture
and simpler approximations can lead to qualitative understanding of the process.
Close to critical size NC , the ∆GN becomes more and more ﬂat. Hence, transition
probabilities are almost the same, and relation (2.11) can be approximated by
J(N)(t) = β(N)(F(N)−F(N + 1)) (2.51)
In continuum approximation,
J(N)(t) = −β(N)F(N)
N + 1
. (2.52)
This is equivalent to a simple diﬀusion equation in presence of only concentration
gradient, so the movement of the cluster in size-space in the vicinity of NC exhibits
character of a random walk. Further, the movement may be understood to be a dif-
fusion in a presence of a certain potential. So, the time lag consists of time necessary
to reach the critical region in the vicinity of NC plus the time to random walk the
distance where the potential is ﬂat. Natural boundary of the critical region is such
that the potential deviates from ﬂatness less than kT - as shown in Fig 2.6.
The distance of random walk is denoted δ. As expected, absolute value dis-
placement of random walk after n jumps is ∼ √n, the necessary time is then
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τ ≈ δ2/2β(Nc). Using expansion of ∆GN from (2.31) we easily get
δ2 =
kTN2c
3∆Gc
. (2.53)
Hence,
τ ≈ kTN
2
c
6∆Gcβ(Nc)
=
1
18piZ2β(Nc)
, (2.54)
which has the same form as time scale from (2.49) and as several scales used
in approximate solutions reviewed by Kelton [39]. As various authors use diﬀerent
deﬁnitions of transition rates, direct comparison is somewhat diﬃcult.
2.3.4 Nucleation and growth
In closed systems, rapid nucleation progress changes the untransformed part of the
system, which often provides negative feedback for the process.
If the process is driven by supersaturation and, moreover, the mobility of
monomers is low, composition in vicinity of nuclei changes, generating concentra-
tion gradients. Consequently, the growth becomes limited by drift rate.
If the process is driven by supersaturation and the mobility of monomers is
suﬃciently high (it is true in the case of condensation), the concentration gradients
quickly relax and supersaturation is lowered in whole system.
In both cases, the greater the initial supersaturation, the more pronounced the
changes are.
Growth and nucleation processes compete: smaller particles may become un-
stable under decreasing supersaturation, bigger particles may grow at their expense
(coarsening).
Transition from nucleation to growth
In the cluster dynamics approach we follow, the growth region corresponds to con-
dition N > Nc where movement in cluster space is driven by drift. We can average
over random ﬂuctuations and rewrite the master equation (2.11) as
J(N)(t) = γ(N)F(N), (2.55)
where γ = β(N) − α(N + 1) is growth rate. Now, if we describe instead of ﬂux
of cluster at speciﬁc N an average growth of a single large cluster of size n(t), the
descriptions are related simply by
dn
dt
= γ(N). (2.56)
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Some classical models (such as T-F (2.36)) describe certain systems well up to
arbitrary size - in large cluster limit the T-F model predicts [19]
γ(N →∞) = a(N)kT
h
e−
1
kT
∆g sinh (∆µ/2kT ) . (2.57)
. Translated to single-cluster, the T-F model describes surface limited growth. As
a(N) ∼ N2/3 ,
dn
dt
∼ n2/3, (2.58)
and, asymptotically,
n ∼ t3. (2.59)
Be similar reasoning we can account for any monomer supply limiting eﬀect in
cluster dynamics - given the model of growth of big cluster, we have also γ(N) (for
large N).
Diﬀusion limited growth
If the process is driven by supersaturation and the mobility of monomers is suﬃciently
low, composition in the vicinity of nuclei changes, generating concentration gradients.
Then growth becomes limited by drift rate.
This is often the case in solid-solid transformations, as atomic jump processes
are relatively slow.
Consider the simple case of spherical nucleus of β-phase of composition cβα
growing in α-phase with composition c0 in untransformed region and cαβ at the
boundary of the nucleus. We take advantage of the spherical symmetry of the problem
and write diﬀusion equation in spherical coordinates as:
∂calpha
∂t
= Dα∇2c = Dα 1
r2
[
∂
∂r
(
r2
∂cα
∂r
)]
. (2.60)
Fick's law (ﬂux of β particles), again written in spherical coordinates, reads:
J(t) = −Dα∂cα
∂r
, (2.61)
where Dα is the diﬀusion coeﬃcient. Flux at the interface determines the growth of
the particle. Natural condition describing this fact (the so-called Stefan condition) is
dR
dt
(cβα − cαβ) = Dα
[
∂cα
∂r
]
int
, (2.62)
where we have introduced the radius of the particle to be R. Boundary conditions of
constant concentration far away from the cluster and of the cluster are can be written
as
cα(R, t) = cαβ, (2.63)
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resp.
cα(R→∞, t) = c0. (2.64)
Exact solution of this system of equations is possible, albeit technical, but approxi-
mate solution can be derived brieﬂy.
We can easily ﬁnd stationary solution to diﬀusion equation (2.60) (under ap-
proximation dR/dt ' 0):
c(r) = c0 −
(
R
r
)
(c0 − cαβ) (2.65)
Hence, [
∂cα
∂r
]
r=R
= −
(
R
r2
)
(c0 − cαβ) = cαβ − c0
R
(2.66)
and substituting to (2.62) we easily get
R2(t) = 2tDα
(cαβ − c0)
(cβα − cαβ) . (2.67)
Rewritten in terms of n, the growth regime is of n ∼ t 32 form.
Time-scale analysis
Time-scale analysis of the previous nucleation-growth transition can by carried out
by concept of transformation time intoduced by Demetriou [19]. The total portion
of nucleated phase β can be expressed as
X(t) =
∫ t
0
n(t− t′)(Ng)J(Ng)(t′)dt′, (2.68)
where Ng is a size at which cluster evolution is dominated by growth - an approxi-
mation by Nc is suﬃcient enough. The convolution n(t − t′)(Ng) gives the size of a
cluster (in time t) which has size Ng in time t′.
For the purpose of time-scale analysis, it is suﬃcient to use steady state nucle-
ated portion:
Xs(t) = Js
∫ t
0
n(t− t′)(Ng)dt′ (2.69)
and for a growth function of a general form C.tp with arbitrary constant C this can
be further simpliﬁed to form
Xs(t) = Js
1
p+ 1
Ctp+1. (2.70)
Natural time scale is given by Xs(t) = 1, so that
τtr =
(
Js
1
p+ 1
Ctp+1
)−1
. (2.71)
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Chapter 3
Nucleation of divalent-ion impurities
in alkali halides
Nucleation of divalent-ion impurities in alkali halides has been experimentally studied
in the Institute of Physics Academy of Sciences of the Czech Republic (FZU), mainly
using optical spectroscopy.
The studied systems are crystals of alkali halide, mostly NaCl and KCl, doped
with divalent impurity such as Pb, in low concentration (of order 10−3/ mol). The
experimental setting is generally this: ﬁrst the sample is annealed at a high temper-
ature, which leads to dissolution of any existing precipitates - at the end the system
is in the state of solid solution. Second, the sample is rapidly quenched - the sys-
tem becomes supersaturated solution. Then, the system is subjected to some heat
treatment - aged at a temperature in range of 100 ◦C to 200 ◦C.
During the process, optical properties of the crystal are monitored in the trans-
parency window in UV region from 200 to 400 nm. The measurement is non-
destructive, allowing repeated measuremnts of single sample.
In this chapter we try to develop better understanding of the system. We will
focus our attention on comparison of NaCl and KCl crystals doped with PbCl2, as
these cases were most studied in FZU. There is marked diﬀerence in their nucleation
behavior clearly observable in experiment, and succesful description of nucleation
must be able to explain the diﬀerences between the two systems.
3.1 Introduction and state of the art
Alkali halides are belong to most studied ionic solids in general. Their relatively
simple structure allows modelling of some of their properties very simply - for example
a model of ensemble of hard charged spheres interacting electrostatically predicts
correctly many basic features of the crystal including trends of lattice energy, and
nearest-neighbor distances [40].
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Figure 3.1: NaCl crystal in 100 plane, Cl ions violet
Apart from often being used as a textbook example, the exceptional simplicity
of ideal alkali halide ideal crystals also led them to often be a system of choice for the-
oretical study of more complicated phenomena observed in real crystals. Important
class of these are crystal defects, and of interest to this work, divalent impurities.
Doping of the crystal is often observable as a colorization of the crystal itself,
hence class of color centres is associated with such defects. Even the more speciﬁc
class of divalent impurities was studied for a long time. Burstein et al. [11] ob-
served additional bands which vary with growth and thermal history of a crystal,
and suggested a nucleation process as a reason. Reviews of the ﬁeld by Seitz [54]
note observed dependence of absorption spectra on previous heat treatment of the
samples and mention aggregation of impurities as possible cause. Seitz also describes
several experimental methods diﬀerent from optical measurements used to study the
system, including measurements relating divalent-anion concentration and conduc-
tivity, 1 and density measurements. From the experiments, estimation of association
energies of impurity-vacancy complex were made, and the same quantity was also
estimated theoretically.
The systems were also studied by X-ray diﬀraction. Of those studies the most
important were by Suzuki [45][58] in 1954 and 1955 on NaCl-CaCl2 mixed crystals.
In this work, Suzuki observed larger impurity precipitates, and proposed model for
their structure explaining observed X-ray diﬀractions, consisting of formation of thin
plate-zones in {111} and 310 planes, consisting of thinner platelets - impurity and
vacancy aggregation zones coherent with surrounding lattice yet resembling structure
of CaCl2. This conclusion was further conﬁrmed by observation that subsequently
forming crystals of CaCl2 structure incoherent with the NaCl matrix were also in cor-
responding orientation relationship with mother lattice (e.g. 111M/100precip). Both
the observed patterns and their interpretation is analogous to patterns observed in
age hardened alloys (so-called Guinier-Preston zones) [3, p. 557].
1Introduction of divalent ion creates a vacancy to maintain neutrality of the crystal. In lower
temperatures number of such vacancies dominates over thermally induced vacancies, hence in con-
centrations from 10−5 conductivity is determined mostl by the impurity concentration
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Figure 3.2: Suzuki phase unit cell in NaCl crystal in 100 plane, Cl ions violet, Pb
ions yellow. Vacancies indicated by letter V.
In his later pioneering work [59], Suzuki studied NaCl-CdCl2 system and ex-
plained observed patterns by emergence of new metastable phase (now called Suzuki
phase), with primitive unit cell edge twice the size of NaCl primitive cell edge, and
of CdCl2.6NaCl stechiometry. (Suzuki phase unit cell in KCl is shown in Fig 3.2).
The Suzuki phase maintains consistency with NaCl lattice.
Aggregation of divalent-ion vacancy pairs was a topic considerable interest. Care-
ful dielectric, UV absorption and emission studies were made particularly by Dryden
[15][16][23] in NaCl-CaCl2, NaCl-MnCl2, KCl-Sr2 and KCl-CaCl2 systems. Similar
measurements have been made by Capelletti and Benedetti [12] in NaCl-CdCl2.
Models of initial steps of nucleation have been developed. Dryden suggested [16]
third-order reaction of dipoles to from trimmer of a hexagonal structure (correspond-
ing to T3 in Fig 3.5), and, subsequently, by addition of two dipoles a time to form a
pentamer, heptamer, etc.
In 1980, theoretical studies were done by Corish et al. [17] and Bannon et al.
[4]. To author's best knowledge, the most comprehensive studies until now are com-
putations of defect-cluster energies in NaCl:Mg2, KCl:Mg2 and KBr:Mg2 by Corish
et al. [17] and of Mn, Cd and Pb incorporated in NaCl, KCl and KBr structures by
Bannon et. al. [4]. Results of these studies will be further referenced below.
So a short summary of present state of theory of PbCl2 cluster nucleation in
NaCl and KCl could be this: At least, since Burstein it was speculated substantial
part of the driving force for nucleation is the lattice strain caused by diﬀerent ionic
radii of the impurity and the anion. Dryden [16] proposed model where in ﬁrst stage
three dipoles form a hexagonal trimmer, and in second stage clusters of 5,7,9,... etc.
dipoles are built from the trimer. The model can be described formally by reaction
equations
3X1 ⇔k(1)l(2) X3 (3.1)
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and
X2N+1 + 2X1 ⇔k(2N−1)l(2N+2) X2N+2, (3.2)
where XN are, respective, cluster concentrations and k rate constans. Dryden also
modelled cluster size distribution in time, with rate constants k chosen to ﬁt the
experimental data. Diﬀering model by Strutt and Lilley [57] supposed precipitation
of Suzuki phase. Crawford [18] improved model of Dryden assuming intermediate
dimer formation, which was supposed to be more plausible than reaction of third order
(direct formation of the trimer from three dipoles) originally proposed by Dryden.
In calculations of Bannon et al. [4], most stable small cluster for both systems
is the hexagonal trimer plane described by Dryden, but for KCl the stabilization
energy of this trimer was smaller than stabilization energy of bulk Suzuki phase.
Bannon concluded that aggregation of nn dipole leads to this exceptionally stable
hexagonal trimer, and for some systems the process ends there. For other systems,
where the stabilization energy of Suzuki phase would be higher, the dipoles are likely
converted in the dimer stage to nnn form more suitable for formation of Suzuki
phase. Aggregation of such dipoles than leads to aggregation of Suzuki phase and,
eventually, growing Suzuki phase causes redissolving of trimers. This aggregation
path remained somewhat unexplained by results of the calculations.
Later studies conﬁrmed nucleation of Suzuki phase aggregates in some systems
[28], or calculated energy of Suzuki phases by high quality ab initio computations [14],
but these results were often limited to a single alkali halide - impurity system. While
the studies are of high precision, they are also mostly of limited use in explaining the
nucleation behavior. Surprisingly, while Suzuki phase remained a topic of sustained
attention since its proposal, the model of platelets occurring in NaCl-CaCl2 also
from Suzuki was not considered in most of later studies. Recently Polak et.al [36]
suggested diﬀerence in behavior of NaCl and KCl in terms of intermediate formation
of some complex lead halide (e.g. KPbCl3) which does not exist in case of Na-Pb-Cl
system, and modeled aggregation of PbCl2 in NaCl by classical nucleation theory.
3.2 General properties of system
NaCl - the rock salt - is one of the most studied alkali halides. It forms a ionic crystal
with fcc lattice.
PbCl2 occurs in nature as a mineral called cotunnite. Under normal conditions it
forms rhomboedric lattice with Pbma symmetry. The structure is diﬃcult to describe
in simple terms, but can thought of as deformed hexagonal packing of chlorine ions
with smaller Pb2+ stacked in between in every layer. (View of 001 plane is in Fig.
3.10).
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nn nnn 2nn
Figure 3.3: Impurity-vacancy complexes in nearest neighbor (nn), next-nearest neigh-
bor (nnn) and second-next-nearest neighbor (n2n) conﬁgurations. Impurity is repre-
sented by dark sphere, vacancy by light sphere, other points belong to NaCl lattice.
3.3 Cluster energies in NaCl-PbCl2 and KCl-PbCl2
systems
We shall start with consideration of the behavior of isolated Pb centres in the
crystal. In temperature region where the samples are aging, Pb forms Pb+ - cation
vacancy complexes (dipoles). From the standpoint of nucleation theory, we view
these dipoles as monomers. First step in understanding the precipitation behavior
is calculation of vacancy and isolated impurity energies and dipole energies for various
possible conﬁgurations. Second, we will calculate energies of some larger complexes.
3.3.1 Method of calculations
All the defect energies mentioned here were calculated by method described in detail
in Appendix A. Generally, the defects were embedded in cluster containing 1229 ions.
Classical lattice relaxation based on Ewald summation and pair interionic potentials
was used for optimization of energy of the structure. Computations were done using
program GULP [31] and some auxiliary original code developed by author. Empirical
interionic potentials (IOPs) by Catlow [13] were used for description of mother phase
interactions, and an original potential for Pb-Cl interaction was created by ﬁtting
empirical data of PbCl2 structure. IOP parameters are listed Appendix A.
3.3.2 Dipoles
Several dipole conﬁgurations are illustrated in Fig 3.3 and energies in Table 3.1.
The more interesting quantities are dipole binding energies,
∆U(nn) = U(nn)− U(I)− U(V ) (3.3)
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Dipole energy U(c) ∆U ∆S
System NaCl:Pb KCl:Pb NaCl:Pb KCl:Pb
impurity -10.31 -11.49
vacancy 4.92 5.06
nn -6.03 -7.15 -0.64 -0.73 -2.14×10−4
nnn -5.94 -7.09 -0.55 -0.67 -1.54×10−4
2nn -5.84 -6.85 -0.45 -0.42 -2.73×10−4
Experiment ∆U
-0.63
-0.780
Table 3.1: Dipole energies in eV, conﬁgurational entropy in ev.K−1. ∆U is energy
of association. ∆S is conﬁgurational entropy of cluster. Experimental values are
determined from diﬀusion measurements for two diﬀerent NaCl crystal by Krause
and Fredericks. [43]
∆U(nnn) = U(nnn)− U(I)− U(V ) (3.4)
and
∆U(n2n) = U(n2n)− U(I)− U(V ) (3.5)
where I denotes impurity, V vacancy and nn etc. dipole conﬁgurations. A larger
negative value of the diﬀerence means more strongly bound and more stable dipole.
Table 3.1 shows that in both system the nearest neighbour (nn) conﬁguration is more
stable (although in KCl the diﬀerence is smaller).
Also notable is the contribution of conﬁgurational entropy of various clusters.
While above given calculation list internal energies of formation, the quantity which
governs what objects will be present is free energy diﬀerence of cluster formation
(discussed in Chapter 2), deﬁned as T ∆G = ∆U − T.S At temperature 300 K
the T.S term between nnn and 2nn clusters is 0.05 eV, which is comparable to the
diﬀerences in internal energies of the conﬁgurations. Also, diﬀerences in energies are
only of order away from kT = 0.03eV at 300 K. This indicates diﬀerent dipoles will
be present in substantial concetration. Important quantity for the description of the
process is diﬀusion coeﬃcient of the dipoles.
3.3.3 Dimers to tetramers
While in the case of dipoles, examination of all possible conﬁgurations up to some
distance was done, for dimers, trimers, and higher aggregates the situation is more
complex. An exhaustive search in conﬁgurational space would be computationally
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Cluster energy U(c) ∆U
System NaCl:Pb KCl:Pb NaCl:Pb KCl:Pb
D1 -12.20 -14.53 -0.14 -0.23
D2 -12.24 -14.31 -0.18 -0.01
D3 -12.28 -14.52 -0.22 -0.21
D4 *-12.39 -14.57 -0.34 -0.26
D5 -12.25 -14.50 -0.28 -0.25
D6 -12.17 *-14.76 -0.29 -0.57
D7 -10.60 -13.14 1.37 1.11
D8 -12.26 -14.40 -0.20 -0.09
D9 -12.19 -14.55 -0.13 -0.24
Table 3.2: Cluster energies of dimers (in eV). ∆U are energy diﬀerences between
a cluster and its constituent dipoles (nn or nnn). Most stable conﬁgurations are
marked *.
very expensive, so we decided to follow the growth and examine only clusters which
can be obtained from (N − 1)-particle clusters by addition of single dipole to most
stable conﬂagrations(s), with some arbitrary manual pruning of the conﬁguration
space and some additions. All conﬁgurations present in previous studies of Corish et
al. and Bannon et.al. have been also included.
Some interesting dimer conﬁgurations (labelledDN , N = 1, 2, . . .) are illustrated
in Fig 3.4 and their energies are given in Table 3.2. Selected trimer and tetramer
conﬁgurations in Fig 3.5 and respective energies in Table 3.3. (Labeled TN , resp.
QN , N = 1, 2, . . ..)
Again, for most purposes energy diﬀerences between various conﬁgurations are
of high interest and not isolated values. Calculated are internal energy diﬀerences of
formation of the cluster CN formed from cluster BM and D2
∆U(CN) = U(CN)− U(BM)− U(nn) (3.6)
The gigher negative value, the greater stabilization; positive value would indicate a
presence of nucleation barrier.
KCl
In case of KCl, the most stable dimer is quadrupole D2, most stable trimer is T2,
and generally, the initial steps of aggregation seem straightforward. The emerging
structure is a face of Suzuki phase cell. Calculated energy diﬀerences between simple
planar growth Q7 and three dimensional conﬁguration identical to quarter to Suzuki
phase unit cell Q8 are negligible.
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D1 D2 D3
D4 D5 D6
D7 D8 D9
Figure 3.4: Various conﬁgurations of dimers (clusters of two dipoles). Impurities are
represented by dark spheres, vacancies by light spheres, other points belong to NaCl
lattice.
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T1 T2 T3
T4 T5 T6
Figure 3.5: Selected conﬁgurations of trimers
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Q1 Q2 Q3
Q4 Q5
Q7 Q8 Q9
Figure 3.6: Selected conﬁgurations of tetramers.
37
Cluster energy U(c) ∆U
System NaCl:Pb KCl:Pb NaCl:Pb KCl:Pb
T1 -18.52 -21.76 -0.1 -0.04
T2 -18.67 -21.88 -0.24 -0.16
T3 *-18.71 -22.14 -0.29 -0.42
T4 -18.52 -21.66 -0.09 0.06
T5 -18.43 *-22.34 -0.32 -0.49
T6 -18.29 -21.6 -0.18 0.25
Table 3.3: Cluster energies of trimers in eV. ∆U are energy diﬀerences between
a cluster and its constituent dipoles (nn or nnn). Most stable conﬁgurations are
marked *.
NaCl
The NaCl-Pb system exhibits very diﬀerent pattern. Most stable dimer conﬁguration,
labeled D4, has lead atoms in 2nd next nearest neighbor sites and vacancies located
between them. Comparison with D1 - corresponding to the same pattern where
Pb atoms and vacancies exchanged positions indicates that it is more favorable if
Pb ions are at greater distances and vacancies cluster between them. Addition of
an impurity and a vacancy to this dimer leads to many conﬁgurations with small
energy diﬀerences, but generally conﬁgurations with lower energy stay planar in {111}
(e.g. T2 is more stable than T4) and have distances between Pb atoms greater than
between vacancies. Emerging structure is a two-dimensional arrangement impurities
and vacancies in {111}-Na-plane. The most stable trimer seems to be symmetrical
hexagonal structure T3, though there is only small diﬀerence between the symmetrical
T3 and crescent-shaped T2. Both in energy and structure, as the structures can be
converted by one vacancy jump. Further addition of a dipole to this trimers leads to
S shaped chain Q2 or to hexagon with dimer attached Q4, again with little energy
diﬀerence and convertable by one vacancy jump.
For NaCl-PbCl2 it is illustrative to project the {111} plane and schematize the
growth processes there. The result is shown in Fig 3.7.
3.4 Larger clusters
The next step of the aggregation process is the growth of small clusters described in
previous section to larger clusters. As explicit calculation of larger objects is more
computationally expensive and also number of possible conﬁgurations grows very
fast, we decided to change the means of modelling of large clusters. The general
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Figure 3.7: Energies of Pb-vacancy clusters in {111} Na plane of NaCl crystal. Reala-
tive positions of clusters represent energies of formation from their closest constituent
parts.
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Cluster energy U(c) ∆U
System NaCl:Pb KCl:Pb NaCl:Pb KCl:Pb
Q1 -24.94 -28.98 -0.2 0.31
Q2 *-24.97 -29.22 -0.23 0.07
Q3 -24.89 -29.04 -0.15 0.26
Q4 *-24.95 -29.41 -0.21 -0.12
Q5 -20.70
Q7 -24.72 *-29.77 -0.35 -0.34
Q8 -24.72 *-29.78 -0.36 -0.34
Q9 -24.73 -29.70 -0.36 -0.26
Table 3.4: Cluster energies of tertramers in eV. ∆U is energy diﬀerence between
a cluster and its constituent dipoles (nn or nnn). Most stable conﬁgurations are
marked *.
approach is to calculate bulk energy of the cluster and eventually also interfacial
energy.
For computation of the energy of the bulk part we assume the structure is
periodic.
Method of calculations
For the calculation of periodic structures energies we used classical lattice relaxation
with supercell containing the layer and periodic boundary condition. Apart from
that, interionic potentials and general computational framework was the same as in
deﬀect calculations.
3.4.1 Single planar layer (NaCl)
In case of NaCl, small cluster results indicate that the clusters ﬁrst grow in one plane.
Hence, in this step, we calculate energies of various arrangements of Na, resp. Pb
ions and vacancies in {111} Na-layer. A supercell was constructed from the planar
arrangements in {111} plane and supplemented by several Cl and Na layers forming
ordinary NaCl lattice, extending n layers in the direction perpendicular to the plane
of the growing cluster structure (see Fig 3.8).
All arrangements with 2× 2 and 3× 2 2D-periodic structure unit cell were con-
sidered, along with some additional ones, inspired by energetically favorable cluster
conﬁgurations, up to 4× 4 2D unit cell.
Precisely speaking, the calculated system with this choice of supercell is an
inﬁnite ensamble of inﬁnite planar layers of NaPb separated by n layers of NaCl.
As coherency of the layer (resp. its interfaces) is imposed by the deﬁnition of the
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Figure 3.8: Example of supercell used for layer energy calculations. Pb atoms yellow,
Na atoms blue.
supercell, interfacial energy and coherency strain created on the interface are mixed.
We can partially overcome this problem by analysing cases with diﬀerent number
of attached NaCl layers. Case of individual layer is equivalent to n → ∞, so it
is in theory possible to split the interfacial and coherency strain by analysing the
behaviour of the dependence of layer formation energy U(L) on n (deﬁned later). In
the numerical results, this dependence was observed, but was generally insigniﬁcant
for relative comparison of diﬀerent arrangements. It should be stressed, however,
that energies of structures obtained in this way are not precisely comparable to defect
energies calculated in previous section.
Examples of several such arrangements are given in Fig 3.9. Average energies of
formation of arrangements layer per Pb atom were calculated. For layer L, supple-
mented by Cl layer and n NaCl layers the energy is
∆U(L) = U(cell)− ((n+ 1)U(NaCl) + U(nn)), (3.7)
if we consider formation of the layer from nn dipoles. The values of this energy are
given in Table 3.5, along with ratio s of Na atoms in the layer replaced by Pb and
vacancies (s = 0 for original layer consisting of Na atoms, s = 1 for layer consisting
of only Pb atoms and vacancies).
The most stable arrangement found in this way is the one markedby L7, which
can be thought of as a tiling of a plane with hexagonal pattern based on most stable
trimer T3. It is possible in real crystal that the real arrangements will be diﬀerent,
or yet more complicated - limited class of arrangements was examined and eﬀects
like inﬂuence of dislocations were not considered. Nevertheless, even if this conﬁgu-
ration minimizing energy is not the global minimum in whole energy landscape, some
observations can be made: comparison of energy of formation per Pb atom U(L) of
the L7 layer and respective quantity for small clusters (U(c)/n − U(nn)) shows the
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L1 L2
L3 L4
L6 L7
Figure 3.9: Examples of periodic arrangements in {111} plane. Na ions blue, Pb ions
yellow.
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Layer energy s U(L)
L1 0.00 -0.31
L2 0.50 -0.23
L3 0.88 -0.16
L4 0.38 -0.24
L6 0.67 -0.14
L7 0.67 *-0.37
Table 3.5: Energies of stabilization of selected arrangements in eV, per Pb atom,
relative to Pb in nn dipoles. Most stable conﬁguration is marked *.
layer is more stable than small clusters, or in other words, energy is released by the
growth from small to large clusters.
3.4.2 Multiple layers and transition to PbCl2 in NaCl-matrix
Further growth can occur in direction perpendicular to the planar structure - which is
a case analogous to surface growth. An attempt was made to explore this likely next
stage and energies of various double- and triple-layer arrangements were calculated
in a way similar to the single-layer case. Resulting energy diﬀerences between various
structures based on L7 conﬁguration were of order 0.01 eV per Pb atom; also energy
diﬀerence between e.g. triple-layer L7 structure and triple-layer L1 structure shrank
to 0.02 eV per Pb atom. So it is clearly beyond the precision of the presented calcu-
lations. Furthermore, for large clusters, probably the long-range coherency stresses
(associated with the large planar coherent interface) will be relaxed by introduction
of anticoherency dislocations, and the interface would loose coherency. Similarly,
roughening of the surface will likely occur because of free energy contribution of
conﬁgurational entropy.
It seems most probable that at some point, the existing aggregates undergo
another transition - while staying in the shape of thin plates in {111} plane, the
structure further deforms to full PbCl2 structure and looses further coherency with
the surrounding matrix. From comparison of PbCl2 crystal in 001 plane (Fig 3.10)
and NaCl crystal in {111} plane (Fig 3.11) it seems likely that the loss of coherency
still will be only partial.
A scaling analysis of interfacial and strain energies suggests the decisive param-
eter for this transition is plate thickness. For thin plates consistitng of n metastable
structure layers, interfacial energy is proportional to the area S of the platelet, while
bulk lattice energy depends on volume S.n.
Stabilization energies given in Table 3.6 indicate the diﬀerence between inter-
mittent planar phase and stable PbCl2 is approximately −0.4 eV.
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Figure 3.10: PbCl2 crystal in 001 plane
Figure 3.11: NaCl crystal in {111} plane, Cl ions violet
Structure U(L)
D4 -0.17
L7 -0.37
Suzuki phase -0.34
PbCl2 -0.74
Table 3.6: Energies of stabilization of selected arrangements in eV, per Pb atom, in
NaCl.
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Structure U(L)
T5 -0.30
Suzuki phase -0.84
PbCl2 -0.94
Table 3.7: Energies of stabilization of selected structures in eV, per Pb atom, in KCl.
3.4.3 Transition to PbCl2 in KCl
As described previously, in KCl Suzuki phase most likely forms (Section 3.3.3).
As in previous section, we list energies of formation per Pb atom U(L) of various
previously considered metastable objects and ﬁnal PbCl2 phase in Table 3.7. In this
case, the diﬀerence between metastable Suzuki phase and stable PbCl2, which is the
driving force of further transformation, is only 0.1 eV.
Hence, further transition to full PbCl2 structure is more diﬃcult than in case of
NaCl.
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Chapter 4
Discussion
Conclusions from Chapter 3 can be compared both ith previous theoretical results,
and also with experimental data. In summary, in lightly doped KCl-PbCl2 system,
Suzuki phase easily nucleates from the ﬁrst aggregation steps, and further transition
to PbCl2 is hindered by high stability of this phase. This is in good agreement with
experimental data. In comparison, NaCl-PbCl2 systems exhibits complex behavior,
where ﬁrst metastable 2D phase completely coherent with host lattice nucleates and
transition to PbCl2 structure occurs after the plate-like particle reaches critical thick-
ness. This result is diﬀerent from some of the previous theoretical studies, but seems
to be compatible with experimental measurements [36].
4.1 Comparison with previous results
4.1.1 KCl-PbCl2
Results of presnted calculation agree with general understanding (e.g. [56]) that
when ratio of dopant ionic radius to cation ionic radius is relivaly small, formation
of Suzuki phase is likely. Bannon et al. [4] conclude that Suzuki phase is stable
with respect to small clusters once formed. However, in these calculations, hexagonal
cluster T3 appeared to be more stable than natural presursors to Suzuki phase (e.g.
T5). Hence, initial steps of the process remained somewhat unexplained. As results
of this work show natural pathway for Suzuki phase nucleation from direct precursors
it seems likely this was caused by limited accuracy of calculations (this was noted in
[4] as possible explanation).
4.1.2 NaCl-PbCl2
Presented results for NaCl-PbCl2 system are in agreement with Dryden's sugges-
tion that ﬁrst stage of nucleation takes place in {1, 1, 1} plane via hexagonal struc-
tures. At variance with the original proposal, structures consisting of even number
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of dipoles (dimers,tetramers,heptamers,...) are not signiﬁcantly more stable than
odd-numbered clusters (trimers, pentamers,...). Hence, nucleation proceeds by single
particle processes, as is usual in many other systems.
Again, direct comparison is possible with results of Bannon et al. [4]. While
trends of stabilization energies calculated here are the same, the dimer and tetramer
Pb-vacancy clusters which are most stable (D4, Q2) are missing in Bannons study.
Also, conclusion that trimer T3 is likely stable end point of aggregation sequence in
these systems is diﬀerent from our results.
Nature of expected planar metastable phase is very similar to plate zones de-
scribed by Suzuki in NaCl-CaCl2 system.
4.2 Experiment
Representative spectra of KCl-Pb and NaCl-Pb systems, as measured in FZU, are in
Fig 4.1, resp. Fig 4.2.
While these spectral measurements seem to support conclusions for NaCl sys-
tem, doubtless proof of nucleating phase structure would be possible only by X-ray
methods.
4.3 Further prospects
In exploring multiple layer conﬁgurations and transition to PbCl2 in NaCl (described
in Section 3.4.2) some limitations of the present calculations were encountered. It
would be very interesting to compute the energies of the supercells constructed there
by more precise ab-initio methods (density functional calculation using full potential
linearized augmented plane wave method seems most suitable). Also, such calculation
with periodic boundary condition would allow detailed study of electronic structure
and more direct correlation of optical measrements with calculation.
Also, it would be interesting to follow further development of morphology of
large clusters, which could be best done using phase ﬁeld methods.
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Figure 4.1: Absorption spectrum of KCl-Pb sample, annealed and kept at room
temperature. [36]
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Figure 4.2: Absorption spectrum of NaCl-Pb sample. During nucleation spectrum
exhibits complicated structure, probably related to complex nucleation process. [36]
49
Conclusion
In our work we analyzed early stage of nucleation in NaCl and KCl crystals doped
with PbCl2. In temperature region of interest to nucleation, Pb ions forms Pb+ -
vacancy complexes (dipoles).
First, defect energies of various conﬁgurations of small clusters of these dipoles
(dimers, trimers, tetramers,...) were obtained by numerical lattice simulation based
on interionic potentials. We have observed that in KCl system, the most stable cluster
conﬁguration (see Tables 3.3 and 3.4) have Suzuki phase structure. In contrast in
NaCl most stable small clusters are planar arrangements of Pb ions and vacancies in
{1, 1, 1} Na plane. For schematic representation of ﬁrst steps of the process see Fig
3.7.
In case of Pb-KCl, we have found natural nucleation pathway from single
impurity-vacancy complex to Suzuki phase, which was not demonstrated in previous
studies. Comparison of stabilization energies per Pb ion for ions embedded in small
aggregates, bulk Suzuki phase and bulk PbCl2 structure suggests formation of Suzuki
phase hinders further transition to stable PbCl2. Also, even small clusters have ﬁnal
Suzuki phase structure. This is in agreement with experimental measurements where
no complex development of spectra during nucleation process is observed.
In case of Pb-NaCl, we have also found most probable nucleation pathway from
single impurity-vacancy complex in nearest-neighbor position to stable dimer, trimer,
tetramer, etc. In contrast to previous theoretical calculations [4], no stable endpoint
of aggregation process was observed and our calculations suggests nucleation can eas-
ily proceed to large clusters. These most likely ﬁrst stay planar, forming intermittent
2-D phase with speciﬁc structure fully coherent with surrounding NaCl lattice (see
Fig. 3.9, conﬁguration L7). Stabilization energies of embedding Pb atom in small
clusters and planar phase indicate the growth process is energetically favorable. Fur-
ther transition to stable PbCl2 structure is most likely triggered by growing thickness
of planar structure (deposition of several layers).
Our results do not conﬁrm the previously described eﬀect of stable nucleation
endpoint. Nevertheless, they improve understanding of divalent impurity aggregation
in alkali halides, particularly the formation of plate-zone structures in Pb-doped NaCl
(similar to those observed by Suzuki [45][58] in Ca-NaCl system1).
1Not to be confused with Suzuki phase discovered also by Suzuki.
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Appendix A
Computer simulations are important part of condensed phase physics, bridging the
gap between fundamental physical theory and experimental results. Major progress
has been achieved in this ﬁeld both by development of new computational methods
and increase in capabilities of available computer hardware.
A choice of a suitable computational method is very essential step in simulation
of condensed phase system, and such choice is allways a tradeoﬀ between precision,
predictive power and computational cost.
We ﬁrst very brieﬂy describe some notable methodologies a their basic features;
second, a choice of computational method for studied system is described; last, we
describe chosen method and some parameters of the computations.
Computational methods can be roughly ordered by the level of simpliﬁcation
taken. On the most fundamental leve, the solid is described by Schrodinger equa-
tion, but exact solutions are not known for many-electron systems. Hence, approx-
imate methods have to be used. Approxmations staying ont he quantum theory
level are usually referred to as ab initio method - precisely a method which does not
contain any empirical parameters beyond basic physical constants. Popular methos
include Hartree-Fock method and related post-H-F methods, and density functional
thoery-based methods. Generally density functional methods are computationally
cheaper than post-H-F and are being used for larger systems, and all ab initio, are
computainaly much more expensive than atomistic calculations
A.1 Atomistic methods
The level of description changes to atoms, with semi-classical forces acting on them.
Hybrid methods are recently developed.
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A.1.1 Multi-body potentials
In reasonable simpliﬁcation, we can express the energy by expansion in n-body in-
teractions:
U =
1
2
∑
i,j
Uij +
1
6
∑
i,j,k
Uijk + . . . . (A.1)
In many systems good approximation can be achieved by taking several ﬁrst terms
(e.g. for most organic systems four-body interactions are suﬃcient).
A.1.2 Pair potentials
In the simplest case, we can take only the ﬁrst term and treat atoms simply as
particles interacting with classical force (commonly given as potential). Forms of such
potentials are often derived from quantum mechanical considerations, to account for
• Coulomb interaction (between ions)
• Dispersion
• exchange interaction (also known in this context as Pauli repulsion).
Well known example is Lennard-Jones potential taking the form
UL−Jij =
a12
r12ij
− a6
r6ij
(A.2)
with parameters a12 and a6. The attractive r−6 term can be physically justiﬁed as
the leading term in expansion of dispersion interactions. The repulsion term r−12
represents Pauli repulsion, albeit physically justiﬁed form would be exponential and
choice of 12th power is more a matter of computational convenience, as it is square
of the other term.
Other important example is the Buckingham[9] potential of the form
UBuck.ij = Ae
r
r0 − a6
r6ij
(A.3)
with parameters A, r0 and a6. In this case the repulsion term takes more physical
Born-Meyer form, but care must be taken to use the potential in realistic ranges of
radii, as the energy has unphysical maximum at small separations and than diverges
to −∞ for r → 0.
Pair potentials are sometimes generally referred to as empirical potentials, but
this is imprecise. We can arrive to truly empirical potentials if we get the parameters
of potential of given form by ﬁtting experimental data. On the hand, we can get these
parameters also by ﬁtting results of some calculation on more fundamental level (e.g.
density functional theory). In such case the whole description could be independent
of experimental data.
52
A.2 Computational cost
Generally computational cost of modelling n-atomic system decreases with level of
simpliﬁcation, or, in another view, simpler approaches allow simulation of larger
systems. In present, post-Hartree-Fock methods and full-potential DFT are used for
systems up to 102 atoms, simpliﬁed DFT up to 103 atoms, EAM for up to 105
atoms.
In principle aside is the question what we compute in the given approximation,
for example, energy of a given structure, or most stable conﬁguration of the system,
dielectric or mechanical properties, or model some time evolution. When modelling
motion of particles in the system, as in molecular dynamics (MD) approaches, nu-
merical integration of the system is done, multiplying the computational cost.
A.3 Choice of method
Choice of suitable method in this study of nucleation of impurity dots in alkali halides
depends on both physical and computational considerations.
First, alkali halides are very simple ionic materials, where lattice energy is dom-
inated by Coulomb interaction (e.g. in NaCl), and the rest can be well described
by simple interionic potential. While Coulomb potential has simple form, it is not
easy to treat numerically, as in ionic solid the summation of contributions of indi-
vidual ions is not absolutely convergent and special summation techniques have to
be employed. Also, the force is relatively long-range and in case of defect, several
adjacent layers of atoms act in relaxation. If we are concerned with precision of de-
fect calculation, given limited computational resources, this leads to a tradeoﬀ: more
fundamental methods allow more precise evaluation of the energy close to the defect,
but limit the number of atoms in active cluster for which full relaxation could be
done. This could be overcome by hybrid methods, but at the cost of additional issue
of correct join of regions treated by diﬀerent methods.
Second, the desired results of the calculations are mainly defect energies. The
largest defect clusters explicitly calculated have diameter about 6 times lattice con-
stant. Hence, any model which may capture lattice relaxation even with minimal
number of adjacent layers must contain at least hundreds of ions.
These considerations lead to choice of atomistic approach with pair interionic
potentials for simulation of the system. This method was also successfully applied
on the problem previously, and computer programs implementing the mothod are
available. The calculations were done in GULP program, both theoretical and im-
plementational description of the code is available in papers[31],[30]. Here we brieﬂy
describe the methods used for this work and detail used potentials and other param-
eters.
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A.4 Lattice energy approach with interionic poten-
tials
In chosen method, the solid is described as a set of ions where i-th ion with charge
qi has coordinates rn. The lattice energy is sum of pairwise energies:
U =
∑
i,j 6=i
Uij(rij, qi, qj). (A.4)
Optimal structure can be found by minimizing energy as a function of 3n coor-
dinates of studied n−atomic cluster or n−particle periodically repeating cell, which
can be done by standard Newton-Raphson procedure.
A.4.1 Coulomb interaction
As mentioned before, Coulomb potential is simply
UCoul.ij =
qiqj
4pi0rij
(A.5)
and summation (A.4) is not absolutely convergent in periodic systems; in spherical
shells of growing radii r the number of ions rises as r2, while the potential decreases
only as r−1. Convergence depends on suitable summation techniques, for example it
is possible to choose charge neutral shells and sum over them. Another widely used
technique for periodic systems is Ewald summation, in which the interaction split
into short-range part, which converges rapidly in real space, and long-range part,
which converges in reciprocal space.
A.4.2 Polarization eﬀects
A successful and computationally cheap reﬁnement of the point-charge model is in-
clusion of polarization eﬀects. Widely used are the dipole model and shell model. In
simulation of ionic solids the dipole model, while conceptually simpler, is computa-
tionally more demanding, so the shell model by Dick and Overhauser[21] was used
in this study.
In this model, an atom is decomposed into core and shell parts with formal
charges qc resp. qs, centered at rc resp. rs, connected by a spring with stiﬀness k.
(See Fig A.1). Formal charges of core and shell add up to formal charge of the ion
qc + qs = qi.
The formal charges and stiﬀness are basically convenient parameters chosen to ﬁt
experimental data or ab initio calculations on more fundamental level. Combination
of the parameters with physical meaning is ionic polarizability in vacuum
UCoul.ij =
qiqj
4pi0rij
(A.6)
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Figure A.1: Shell model
Coulomb interaction between diﬀerent ions is taken to act between both cores
and shells (that is core-core, shell-shell and core-shell). Short-range interactions act
conventionally only on shells (shell-shell). Core and shell of one ion interact only by
spring
Ucs =
1
2
k |rc − rs|2 . (A.7)
A.4.3 Interionic potentials
Various interionic potentials have been developed for alkali halides. for this study, we
choose Set II. potentials by Catlow et. al.[13]. These potentials are based on ﬁtting
empirical data for 16 diﬀerent alkali halides, and were previously successfully used in
study of aggregation of divalent impurities.
The potentials in 2-nd neighbor interactions are of the so called 4-range Buck-
ingham form (See Fig A.2):
U(r) = A exp
(
− r
ri
)
∀ r < r1,
U(r) = a0 + a1r + a2r
2 + a3r
3 + a4r
4 + a5r
5 ∀ r1 < r < r2,
U(r) = b0 + b1r + b2r
2 + b3r
3 ∀ r2 < r < r3,
U(r) = −C
r6
∀ r3 < r,
where coeﬃcients in the second and third ranges are ﬁxed by requiring continuity up
to second derivative in junction points and ﬁxing the minimum of the polynomials a
r2.
Parameters of the potentials for NaCl and KCl systems are given in Table A.1.
For nearest-neighbor interactions, simple repulsion potential is adequate:
U(r) = A exp
(
− r
ri
)
. (A.8)
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Figure A.2: Shematic plot of 4-range Buckingham potential
Ions A (eV) ri (Å) r1 r2 (Å) r3 (Å) C (eV Å6)
Cl-Cl 1227.2 0.3214 2.69 3.551 4.103 165.4
K-K 3796.9 0.2603 2.57 3.17 3.69 52.0
Table A.1: Parameters of 2-nd neighbor interaction from Set II. potentials[13]. To a
good order Na-Na interactions can be neglected.
Ions A (eV) ri (Å)
Na-Cl 872.7 0.3341
K-cl 4660.8 0.3007
Table A.2: Parameters of nearest neighbor interaction from Set II. potentials[13].
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Ion qs (e) k (eV.Å−2)
Na 2.128 96.44
K -83.55 86032.0
Cl -2.485 29.38
Table A.3: Parameters of shell model in Set II. potentials[13].
Ions A (eV) ri (Å)
Pb-Cl 1620 0.340
Table A.4: Parameters of nearest neighbor interaction derived for Pb-Cl.
Parameters of the potentials are given in Table A.2.
Shell model parameters for the system are given in Table A.3.
A brief comparison with ab initio potentials derived from quantum mechanical
calculations by Recio et. al. [52] was done for NaCl system and the results were qual-
itatively same (relative stabilities of various conﬁguration do not depend on choice
of potential, although absolute defect energies do).
No such tested potentials are available for Pb-ion interactions. Bannon et. al.[4]
in study of the same system derived Pb potential from ab initio calculations based on
Gordon and Kim electron gas model, while using the above described Set II. potentials
for description of the host lattice. In our opinion this approach is problematic and
better reliability can be achieved if the whole set of potentials is kept as coherent as
possible. Hence, we decided to derive Pb-Cl interaction potential by ﬁtting PbCl2
structure data with simple potential (A.8) while taking Cl-Cl interaction from Set
II. potentials. This leads to potential which describes Pb-Cl interactions in PbCl2
with reasonable accuracy and at the same time is fully compatible with the rest of
the potentials used in description of NaCl and KCl. Parameters of the potential are
given in Table A.4. No attempt was made to describe polarizability of Pb ion, as [4]
found the eﬀects caused by inclusion of polarization are negligible.
A.4.4 Two-region strategy
In calculation of defects, two methods are widely used. In method of supercell, the
defect is embedfed in large supercell and periodic structure based on this supercell
is assumed. Physically, this resembles the case where average distance of defects is
comparable to dimensions of supercell. ]
Other possibility - chosen here - is the method known as two region strategy
(or Mott-Littleton procedure, albeit contemporary implementations slightly diﬀer
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from the method used by Mott and Littleton ). In current approach, the system is
split into three parts - two spheres centered at defect center (usually mid-point of
the ensamble of point defects) and rest of the lattice. In the inner sphere (Region
I., active cluster, etc.) displacement of all ions is considered strong perturbation to
the original lattice, and all the interactions are treated explicitly. In the outer sphere
and the bulk (Region IIa. resp. IIb.), the perturbations are considered weak and
can be approximated. Assuming it is suﬃcient to treat perturbations as harmonic,
it is possible to eliminate self-energy of Region II. from the calculation and consider
only energy arising from interaction with Region I. Furthermore, only a diﬀerence
of energy between the defect conﬁguration and conﬁguration with ideal Region I. is
important. This leads to a further approximation, where in Region IIa. only forces
from defects are considered. In region IIb. which extends to inﬁnity, it would be
still diﬃcult, so interaction with defects is replaced by interaction with multipole
situated at defect center. Obviously, the quality of the approximation increases with
increasing sizes of Region I. and Region IIb., and so does the computational cost.
In this work a variant of the two region strategy implemented in GULP[31, ,
p.68] was used for all defect calculations of Section 3.3. The size of regions I. and
IIa. was ﬁxed at 15 Åresp. 20 Å. Convergence was tested with sizes of Region IIa.
up to 35 Å, and the diﬀerence in defect energies is smaller than 1%.
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