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Abstract
We investigate the flow transitions in sheared annular electroconvection using matrix-
free numerical bifurcation methods. In particular, we study a model that simulates a
liquid crystal film in the Smectic A phase suspended between two annular electrodes,
and subjected to an electric potential difference and a shear applied by rotating the
inner anode at a constant rate. Due to the Smectic A nature of the liquid crystal,
the fluid can be considered two-dimensional and is modelled using the 2-D incom-
pressible Navier-Stokes equations coupled with an equation for charge continuity. The
charge density and the electric potential are coupled using a nonlocal relation given
by Maxwell’s equations.
In this thesis, a matrix-free numerical bifurcation method is implemented to iden-
tify the transitions of the flow that result due to changes in the main nondimensional
control parameter, the Rayleigh number R, which is proportional to the square of
the applied voltage. This method consists of a natural continuation method that
computes the axisymmetric and rotating waves state by detecting fixed points of two
different discrete-time dynamical systems based on numerical integration, and a linear
stability analysis that identifies the local behaviour of the flow. The nature of the
rotating waves is used to simplify the computation of their corresponding solutions.
The primary transition from axisymmetric flow to rotating waves, and the secondary
transition from rotating waves to amplitude vacillation are isolated. The results are
consistent with previous experimental results and numerical simulations, and are sum-
marized in a numerically computed bifurcation diagram.
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In many fluid systems, flow transition phenomena occur due to a change in a control
parameter, where the fluid motion is self-organized in patterns which depend on the
symmetry in the system. The changes in the control parameter can lead to instability
which can drive the system out of one equilibrium state and into another, eventually
leading to chaos. It is of interest to understand these critical conditions under which
transitions occur, and many classical examples which exhibit such transitions, have
been studied extensively. With infinite parallel plates heated from below, the transition
from pure conduction to Rayleigh-Bénard convection occurs at a critical temperature
difference between the plates. Another classical example is the differentially heated
co-rotating cylinders, which has been employed to model large-scale geophysical fluids
[14, 18]. The fluid flow between the cylinders undergoes successive transitions from
axisysmmetric flow to steady waves, to amplitude vacillating waves, to more irregu-
lar flows upon increasing the temperature difference between the rotating boundaries
and/or the rotation rate of the cylinders.
In this thesis, the fluid system of interest is sheared annular electroconvection.
This situation is analogous to a two-dimensional version of the differentially heated
co-rotating cylinder system, where the transport of charge and the electric body force
resulting from an applied electric potential are analogous to the transport of heat
and the buoyancy force due to the temperature differences, respectively. The crucial
difference is in the choice of fluid, i.e. a liquid crystal in Smectic A phase, which
essentially can be considered a 2-D fluid. It is of intrinsic interest to study this system
which is capable of providing insight into transition phenomena in buoyancy driven
rotating flows.
To obtain a better understanding of the transitions of the flow in sheared annular
electroconvection, experimental and numerical methods have previously been under-
taken. Experimental results have been reported by Morris & de Bruyn [19, 21, 22]
beginning with the visualization of Rayleigh-Bénard convective cells in rectangular
geometry. In the case of annular flow, results have been generated with a laboratory
setup consisting of a thin liquid crystal film suspended between two annular electrodes
with the inner anode rotating at a constant rate. In this experiment, control param-
eters such as the potential difference, the distance between the two electrodes, and
the angular rate of the inner electrode can be varied. Under small electric potential
difference, the system exhibits axisymmetric flow, in which the velocity of the fluid
is in the azimuthal direction and the charge diffuses between the boundaries. At a
critical potential difference, a primary transition occurs to rotating waves in which the
charge is convected by the flow. Beyond this potential difference, it is observed that
the system undergoes successive transitions from the rotating wave state, to amplitude
vacillating waves, to irregular flow.
Using the experimental results as a backdrop, the sheared annular electroconvec-
tion system was modelled with a system of partial differential equations (PDEs) and
algebraic equations (AEs) which were subsequently analyzed [3, 4, 6, 7, 8, 9]. Up to
this point in the literature, the focus has been on the primary flow transition from
the axisymmetric base state to the rotating waves. Subsequently Tsai and cowork-
ers [30, 31, 32, 33] developed a numerical solver for the full model. In that work,
the model equations are integrated forward in time and the evolution of the physical
quantities is observed for a small set of initial conditions varying values of the control
parameters. We refer to such methods collectively as numerical experimentation. Us-
ing this method, Tsai et al. [30, 31] observed that the axisymmetric flow undergoes
a sequence of transitions as the Rayleigh number is increased, eventually resulting in
a chaotic regime. Tsai’s observations were consistent with earlier analysis that pre-
dicted that the primary transition is a supercritical Hopf bifurcation [7]. However,
numerical experimentation is not able to compute unstable flows, nor is it able to
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accurately determine transition points, or determine the type of bifurcation associated
with the transition. Therefore, due to the limitations of the method, the nature of the
transitions could not be verified.
Alternative methods can be used to compute the asymptotic behaviour of solu-
tions as parameters of the model are changed. Possible asymptotic states of the flow
may include steady states, periodic orbits, quasi-periodic, invariant tori or other more
complex invariant limit sets. Finding the transition due to critical conditions can
be rephrased in the language of dynamical systems theory as finding the critical pa-
rameter values at which bifurcations in the flow state occur. Practical methods for
computing the transitions are known collectively as numerical bifurcation methods
(NBMs) which consist of continuation methods that identify certain asymptotic sates
and a linear stability analysis that investigates their local behaviour. The NBMs have
advantages over the numerical experimentation method due to the systematic and un-
ambiguous computation of the equilibria and bifurcations. They are able to compute
unstable solutions as well as solutions exhibiting bi-stability without knowledge of the
initial conditions that lead to these solutions, and thus are able to provide a clearer pic-
ture of the dynamics of the system. Moreover, they provide insight into the underlying
physics that governs transition in the flow. However, the advantages of this approach
is balanced by the sophisticated linear algebra required in its implementation.
In this thesis, we present a numerical bifurcation analysis of the sheared annular
electroconvection problem. In particular, a matrix-free method based on numerical
integration of the model equations is implemented to compute steady states and limit
cycles, which correspond to the axisymmetric flow and rotating waves, respectively.
In the matrix-free approach, these solutions can be computed as fixed points of two
different discrete dynamical systems. This is possible in the case of rotating waves
because we take into account that they are a special type of limit cycle. In particular,
they are waves of constant amplitude that rotate at a constant phase speed. The
development and implementation of the matrix-free method for the computation of
rotating waves represents the main original contribution of this thesis. With this
method, we resolve the secondary transition in the sheared annular electroconvection
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problem, complimenting the work of Tsai et al. [3, 4, 6, 7, 8, 9].
In Chapter 2, we provide details of the electroconvection experiment and of the
mathematical and numerical models used to study it. We also discuss previous nu-
merical and experimental results. In Chapter 3, we introduce the matrix-free methods
used in the thesis, and discuss some details of the implementation. These methods
provide an advantage over the more common methods used in various software pack-
ages such as MATCONT and AUTO [12], in particular, by framing the computation
in a way that does not require the storage of large matrices. We also expand upon
these advantages in Chapter 3. The results and a comparison to previous work are
presented in Chapter 4. Finally, the thesis closes with some reflections on the progress
that has been made with an eye towards future work utilizing numerical bifurcation




The term “Electroconvection” refers to the phenomena that occurs when a moving
electrically susceptible fluid is subjected to an applied electric field. Various geometries
have been considered in the literature including, rectangular [7, 8, 23], annular [9], and
sheared annular [3, 4, 5, 6]. In this thesis, we consider this last case. In particular, we
consider an experiment that involves a thin conductive crystal fluid in the Smectic A
phase suspended between two concentric annular electrodes. The inner electrode is
rotated at a constant speed ωi, imposing a radial shear, and a DC voltage V is applied
between the two electrodes. This chapter presents an overview of the experiment
of sheared annular electroconvection and the governing equations that model it. In
Section 2.3, we present a brief overview of the simulation code that will be used in the
numerical bifurcation method; for more details about the code and its implementation,
we refer the reader elsewhere [30].
2.1 The Physical Experiment
We begin by introducing the experiment of Morris et al. [6]; we include a brief descrip-
tion of its procedure and apparatus which has been designed to perform current-voltage
measurements of electroconvection in annular liquid crystal films. The experiment
consists of observing a weakly conducting, sub-micron thick, liquid crystal film freely
suspended between two concentric electrodes as the control parameters are varied. The
entire set up is enclosed in an aluminum box which serves as a Faraday cage to reduce
external electric interference. In the experiment setup, a razor blade controlled by a
motor draws the film across the annular gap, and the electrodes are made concentric
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and levelled by a translation of the stage on which the fluid is suspended, by tilting
adjustment rods, respectively. Using a high precision electrometer controlled by a
computer, a DC voltage V is imposed across the electrodes and the resulting current I
is measured. The main interest of the experiment is to study the charge transport by
measuring the current I as the fluid undergoes transitions as the voltage V is varied.
2.1.1 The fluid material
The fluid used in the experiment is 8CB (4-cyano-4’octylbiphenyl) [6]. Below 21.5◦C,
8CB exhibits the spatial structure of a solid crystal with long-range positional and
rotational order, while at temperatures higher than 40.5◦C, the compound becomes
spatially randomized and behaves as a liquid. Between these temperatures, 8CB ex-
hibits a liquid crystal state. A schematic of the chemical formula of the fluid and
the phases that it exhibits at different temperature is illustrated in Figure 2.1, and
the molecular arrangements are shown in Figure 2.2. Liquid crystal matter can be
classified depending on the amount of order in the material [34]. Between the temper-
atures 33.5◦C and 40.5◦C, 8CB exhibits a nematic phase characterized by molecules
with no positional order but that point in the same direction. At lower temperatures,
between 21.5◦C and 33.5◦C, the material enters a Smectic A phase, where a degree of
translational order is present. In this phase, the molecules are maintained in a general
orientation normal to the plane of the film and align themselves in an integer number
of layers. Between the layers, motion is restricted. However, within each layer, the
oriented molecules are free to move with no long-range order. Thus, each layer acts as
a two-dimensional fluid.
The experiments which we will study were conducted at room temperature 24±2◦C
and atmospheric pressure. Thus the compound 8CB is in the Smectic A phase.
2.1.2 Experimental results
A standard experiment consists of incrementing the applied voltage from 0 volts to
1000 volts and then decrementing it back to 0 volts in small steps, with the inner anode
rotating at a prescribed constant angular speed ωi and the outer cathode stationary
6
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Figure 2.1: Chemical formula and phase sequence of 8CB as its temperature changes.
Figure 2.2: Illustration of the liquid crystal that form the nematic (b) and smectic (c)
phases upon cooling from the isotropic liquid (a) and above the crystal structure (d),
adapted from [34].
and grounded. For the range of rotation rate used in the experiments, the fluid is
axisymmetric for relatively low voltage. In this state, the velocity is in the azimuthal
direction where the flow lines are concentric circles and the charge diffuses between
the electrodes by conduction. However, when the applied voltage V exceeds a critical
voltage Vc, the fluid becomes arranged into convective pairs of symmetric vortices,
and the flow of electric charge between the electrodes constitutes a convective electric
current. A snapshot of the fluid in these two states is illustrated in Figure 2.3. At
higher voltages V > Vc, a more complicated flow is provoked which retains large-scale
structure of the convecting vortices. Thus, quantitative data are obtained, analysed
and subsequently interpreted from raw experimental current-voltage measurements.
As the applied voltage is incremented and then decremented in a small steps, 100
7
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Figure 2.3: Snapshot of the two states that the flow exhibits in the physical experiment
as the voltage is gradually increased between the boundaries, axisymmetric flow (left)
and rotating wave flow (right). The axisymmetric flow is independent in time but the
rotating wave pattern as shown in the snapshot rotates with respect to the boundaries;
picture is adapted from https://www.youtube.com/watch?v=WK5jRHR6NIg.
current measurements spaced by 25 ms are performed and the average values of these
measurements are used to calculate the Nusselt number Nu, which is a dimensionless
parameter defined as the ratio of total current to the conductive current. An Analysis
of the data identified the critical voltage Vc to be close to 40 volts; at Vc, a primary
transition from conduction to convection occurs. At V < Vc, the fluid flow is steady
and charge was carried by ohmic conduction. For small V > Vc, the film flows in a
series of counter-rotating pairs of laminar vortices. At V ∼ 200 volts, a secondary
transition was identified due to a sudden jump in the current fluctuations. At even
higher voltages V & 600 volts, the flow becomes turbulent.
This experiment has been repeated for different constant angular speeds of the inner
electrodes to investigate the effect of the rotation on the primary transition. It is shown
in [4, 6], that the primary transition is supercritical for different rotation rates, i.e.
the amplitude of the convective vortices grow monotonically from zero. Furthermore,
the rotation acts as a stabilizer of the flow, delaying the onset of convection. These
8
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Figure 2.4: Relevant geometry of sheared annular electroconvection.
transitions can be reproduced with the numerical simulations of the mathematical
model which we describe next.
2.2 The Mathematical Model
For the model, we assume that the film is confined between two concentric annular
electrodes as shown in Figure 2.4. An electric potential difference is applied between
the boundaries with the inner electrode rotating at a constant angular speed. This
section discusses the mathematical model describing the physical experiment and the
base state solution of the governing equations. A brief overview of the pseudo-spectral
numerical method, used to solve the perturbation equations from the base state, is
also discussed.
2.2.1 The governing equations
In this section, the governing equations and the boundary conditions that model the
experiment of annular electroconvection are presented. In the physical experiment,
the thin film is confined in an annular region defined in cylindrical coordinates as,
ri ≤ r ≤ ro. The film is a liquid crystal in Smectic A phase with thickness s, much
smaller than the gap width d = ro − ri, such that d  s. Considering this and the
property of Smectic A phase that inhibits motion between layers, we assume that the
9
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film can be considered as a 2D electrically conducting Newtonian fluid in the plane
z = 0. The density, viscosity and conductivity of the fluid are denoted by ρ, η and σ
respectively. The inner electrode, 0 ≤ r ≤ ri, is rotating at a constant angular speed
ωi and is held at an electric potential V . The outer electrode, r ≥ ro, is held at zero
potential and does not rotate. The conservation of momentum and the conservation
of matter, given by the incompressible Navier-Stokes equations with an electric body





+ (u · ∇) u
)
= −∇P + η∇2u + qE, (2.2.1a)
∇ · u = 0, (2.2.1b)
where r̂ is the unit vector in the radial direction, θ̂ is the unit vector in the azimuthal
direction, ∇ is the 2D gradient operator, P is the pressure, q is the surface charge
density, E = − (∇ψ) |z=0 is the electric field in the film plane z = 0 and ψ is the 3D
electric potential. The conservation of charge is expressed by the continuity equation
∂q
∂t
= −∇ · J, J = σE + qu, (2.2.1c)
where the current density J is composed of a term due to ohmic conduction density






ψ = 0, (2.2.1d)
in the charge free region z 6= 0. To find the charge in the film region z = 0, we
note that by assuming that any magnetic effects are neglected, the 2D surface charge







where ε0 is the permittivity of free space.
Equation (2.2.1a)–(2.2.1e) are subject to the following boundary conditions. The
velocity field satisfies no-slip boundary conditions
u = ωiriθ̂, r = ri, (2.2.2a)
u = 0, r = ro, (2.2.2b)
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at each electrode. The potential ψ is set to zero at infinity
lim
z→±∞
ψ(r, θ, z) = 0, (2.2.2c)
and, at z = 0, takes on the imposed voltage, so that
ψ(r, θ, 0) = ψ2(r, θ) =
V, for r ≤ ri,0, for r ≥ ro, (2.2.2d)
where ψ2 is the 2D electric potential in the fluid plane.
A streamfunction-vorticity formulation can be used to eliminate the pressure term,
where the fluid velocity field is replaced by two scalar function ω and φ defined as
follows
u = ∇φ× ẑ, ∇× u = ωẑ, (2.2.3)
where ω = ω(r, θ, t) and φ = φ(r, θ, t) are the vorticity and streamfunction of the flow,
respectively. In addition, we can define a characteristic length, time and charge. If we
let the imposed voltage V denote a representative voltage over a length scale of size
d = ro− ri and a relaxation time τc = ε0d/σ, where σ is the conductivity and ε0 is the
permeability constant, then we obtain the following natural nondimensionalization
r = dr̃, φ =
σd
ε0




where the tilde represents the dimensionless variables. Applying the formulation (2.2.3)
to (2.2.1a)–(2.2.1e), nondimensionalizing with (2.2.4) and dropping the tilde, we ob-
tain the system of equations describing the evolution of the dimensionless physical
quantities, vorticity ω, streamfunction φ, charge density q, the 2D potential in the
fluid ψ2 and the 3D potential ψ,
∇2φ = −ω, (2.2.5a)
∂ω
∂t
+ (u · ∇)ω = P∇2ω + PR (∇ψ2 ×∇q) · ẑ, (2.2.5b)
∂q
∂t
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where the nondimensional parameter groups are the Rayleigh numberR and the Pran-






, P = ε0η
ρσd
, (2.2.6)
respectively. The Rayleigh number R, which is proportional to the square of the
applied voltage V , describes the relative strength of the applied electric forcing to the
viscous dissipation, and the Prandlt number P is a fluid parameter that describes the
ratio of the charge relaxation time to the viscous relaxation time.
The boundary conditions also transform and become
∂
∂r
φ(ro, θ) = 0,
∂
∂θ
φ(ro, θ) = 0, (2.2.7a)
∂
∂r






φ(ri, θ) = 0, (2.2.7b)
ψ2(ri, θ) = 1, ψ2(ro, θ) = 0, (2.2.7c)
ψ(r, θ, 0) =

1, for 0 ≤ r ≤ ri,
ψ2(r, θ), for ri ≤ r ≤ ro,




ψ(r, θ, z) = 0, (2.2.7e)
where ri, ro are dimensionless quantities scaled by d and the the tilde have once again
been dropped for clarity. The cross width of the film in dimensionless units is then,
ro − ri = 1, where ro is the dimensionless radius of the outer electrode set at zero
electric potential and ri is the dimensionless radius of the inner electrode set at an
electric potential of 1. It is convenient to express the radii of the annular geometry









Equations (2.2.5a)–(2.2.5d) with the boundary conditions (2.2.7a)–(2.2.7e) describe
the sheared annular electroconvection of any arrangement of 2D thin conductive film
freely suspended in empty space. In other words, the model still holds for the unsheared
electroconvection with appropriate changes to the boundary conditions.
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2.2.2 The perturbation equations
The governing equations introduced in the previous section are now solved for the case
of sheared annular electroconvection. Cylindrical coordinates (r, θ, z) are employed,
where z = 0 is defined to be the plane in which the film is suspended between the
two circular electrodes. At very low rotation rates, an axisymmetric flow is observed.
We call this flow the base state and denote it by a superscript zero. This flow can be
computed analytically as follows. With the rotation of the inner electrode generating





where Ω = τcωi is the dimensionless angular frequency of the inner electrode, the radial











ω0(r) = 0. (2.2.11)
The base state of the charge density and the potential can also be solved analytically




































1, for 0 ≤ r ≤ ri,
1
lnα
(ln (1− α) + ln r) , for ri ≤ r ≤ ro,












We note that, in this experiment, the inner electrodes is rotating at a constant rate
while the outer electrodes is fixed. However, independent rotations of the electrodes
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can be dealt by applying a transformation to a rotating frame of reference, where the
outer electrode is stationary. The Coriolis forces introduced by the transformation can
be absorbed into the pressure term of (2.2.1a).
We can now decompose the solutions into this base state (axisymmetric) component
denoted by a superscript zero and a perturbation from the base state denoted by a
superscript one so that
φ(r, θ, t) = φ(0)(r) + φ(1)(r, θ, t), (2.2.16a)
ω(r, θ, t) = ω(0)(r) + ω(1)(r, θ, t), (2.2.16b)
q(r, θ, t) = q(0)(r) + q(1)(r, θ, t), (2.2.16c)
ψ2(r, θ, t) = ψ
(0)
2 (r) + ψ
(1)
2 (r, θ, t), (2.2.16d)
ψ(r, θ, z, t) = ψ(0)(r, z) + ψ(1)(r, θ, z, t). (2.2.16e)
Upon applying the decomposition of the solution into a base state and perturbation
from the base state and substituting in (2.2.5a)–(2.2.5d), we obtain the following set
of equations
∇2φ(1) = −ω(1), (2.2.17a)
∂q(1)
∂t
+ J(q,φ) −∇2ψ(1)2 = 0, (2.2.17b)
∂ω(1)
∂t































































































The perturbation variables φ(1), ψ
(1)
2 and ψ









φ(1)(ro, θ) = 0, (2.2.19a)
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ψ
(1)
2 (ri, θ) = ψ
(1)
2 (ro, θ) = 0, (2.2.19b)
ψ(1)(r, θ, 0) =

0, for 0 ≤ r ≤ ri,
ψ
(1)
2 (r, θ), for ri ≤ r ≤ ro,




ψ(1)(r, θ, z) = 0. (2.2.19d)
This latter set of equations determines the perturbation from the base state and its
numerical solution will be considered in the subsequent sections.
2.3 The Numerical Solver
In this section, we provide a brief overview of the numerical time stepper implemented
in MATLAB [30] that we will use for our numerical bifurcation method. The solu-
tions of (2.2.5a)–(2.2.5d) are approximated with a pseudospectral method in order to
take advantage of the efficiency of the Fast Fourier Transform (FFT) and the inherent
convergence properties of this method [28]. The periodic boundary conditions suggest
the choice of the Fourier basis {eimθ} in the angular coordinate and, due to the no-slip
condition which leads to steep changes at the boundaries, the choice of Tchebychev
basis for the radial coordinate becomes favorable to avoid Gibbs phenomenon. Thus,
the 2D physical quantities, the streamfunction φ, the vorticity ω, the charge density
q and the electric potential ψ2, can be approximated using a truncated Fourier se-
ries {eimθ} in the θ̂ direction and a series of Tchebychev polynomials Tn(r) in the r̂
direction, that is
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where K is the highest Fourier mode, Nc is the order of the highest Tchebychev
polynomial and
x = 2r − 1 + α
1− α
, (2.3.2)







to x ∈ [−1, 1] that spans the film. The reason for this
remapping is to utilize the collocation points, xj = cos(πj/Nc), j = 0, 1, . . . , Nc, at
which the collocation method that approximates the solution as a truncated Tcheby-
chev polynomial series makes the residual equal to zero.
The time-stepping was implemented in two different schemes. The first scheme is an
implicit-explicit Euler method in which the linear terms are computed implicitly and








where δt is a prescribed time step and u is the discretized solution vector. The other
scheme that is implemented uses a second-order implicit backward difference method




(k+1) − 4u(k) + u(k−1)
2δt
, (2.3.4)
and the nonlinear terms given by equations (2.2.18a)–(2.2.18c) are approximated using
a first-order Adams-Bashforth method (AB1).
The numerical time-stepper for the smectic electroconvection is complicated by a
nonstandard boundary condition. The surface charge q is not only coupled to flow
motion, but also regulated by the 2D electric potential field ψ2. To handle this sit-
uation, a different approach is required to resolve the nonlocal coupled electric body
force that involves Maxwell’s equation (2.2.17d) which connects the charge density
with the electric potential. However, the nonlocal calculation of the 3D potential and
the charge field are assumed to couple instantaneously and therefore do not involve
any time derivatives. The Laplace equation is solved implicitly in integral form where
the boundary condition is resolved by decomposing the field using a pseudospectral
technique [30].
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With the proper initial conditions, boundary conditions and time step, the 2D
electric potential ψ2 is computed simultaneously with the surface charge q by means
of the nonlocal mapping. The vorticity ω can then be obtained from the computed q
and ψ2 leading to the computation of the streamfunction φ. The Orszag 3/2 aliasing
rule is performed when dealing with the nonlinear terms.
The two different time-stepping were used to estimate and compare the accuracy of
the solutions. It was found that both implementations yield in consistent simulation
results in the weakly nonlinear regime and the second scheme (AB1)/(BDI2) gives
second order accuracy [30]. For high Rayleigh number, the second scheme was more
stable and preferable where the time step δt is limited due to computational instability.
For our implementation, we use the second scheme.
The time stepper computes some extra integrated physical quantities such as a
dimensionless Nusselt number Nu and a mean area density of the kinetic energy. The
Nusselt number is defined as the ratio of total current to the conductive current trans-
ported by diffusion process. For more detailed explanation of the time stepper, the
reader is referred to [30].
2.3.1 Numerical results
For comparative purposes with the latter part of this thesis, we highlight in this
section some of the numerical results obtained in [30, 31]. As in this thesis, the main
control parameter of interest is the Rayleigh number R. Long time integrations of
a random initial condition are performed to study the effect of the Rayleigh number
R on the base state solution, while fixing the other nondimensional parameters P ,Re
and α. The flow undergoes a primary transition from axisymmetric to rotating waves
as R > Rc. This transition is found to be a supercritical Hopf bifurcation for a
wide range of dimensionless parameters {P , α,Re}. Amplitude vacillating waves are
observed for higher values of R. Further increases in R cause the flow to exhibit a
steady convective wave state with a different integer number of vortices distinct in
character from the primary transition and the flow eventually becomes turbulent for
relatively large Rayleigh numbers.
17
2.3. The Numerical Solver
The effect of the aspect ratio α, the Prandlt number P and the Reynolds number
Re on the primary transition are also investigated in [30]. In particular, the critical
Rayleigh number Rc and the critical mode mc, (the number of counter rotating waves
pairs) are observed for various values of these parameters. The authors find that,
the aspect ratio α strongly influences Rc and mc, with numerous codimension-two
points observed when two critical modes m = mc and m = mc + 1 become unstable.
Eventually one mode saturates to a convective state and the other slowly decays.
Changes in the Prandlt number P , which is a fluid parameter that describes the
relation between the charge relaxation time and the viscous relaxation, are found
to effect the nonlinear advection terms compared to the viscous and external driven
forces which can also be analyzed from (2.2.5b). The Reynolds number Re which
describes the imposed shear, is found to suppress the onset of convection as the shear
is increased. It is also found that a decreasing trend in the unstable mode mc as the
applied shear is increased. In other words, an increase of applied shear decreases the




Continuation methods are powerful tools that can be used to find solutions of a pa-
rameterized nonlinear system of equations of the form
G(x, α) = 0, G : Rn × Rp → Rn, (3.0.1)
where x ∈ Rn is a discretized solution of the nonlinear system of n-equations and
α ∈ Rp are parameters of the system. The solutions of the nonlinear system of equa-
tions (3.0.1) are manifolds connected at singularity solutions or bifurcation points. In
the case of p = 1, these manifolds are curves Γ that lie in the space (x, α). In practice,
such curves are approximated by a set of discrete points {(xi, αi)}ni=0 which correspond
to an approximate solutions of the nonlinear system (3.0.1), and which can be found
using continuation methods. Specifically, assume that an approximate solution x0 for
the nonlinear system (3.0.1) is known for parameter value α = α0 i.e. (x0, α0) is a
point on Γ. This point is used to find the next point (x1, α1) on the curve and this
new point to find the next, and so on, thus tracing out the curve.
This chapter gives an overview of continuation methods and their application to
dynamical systems. In Section 3.4, we discuss matrix-free methods which are memory-
efficient methods that are effective for the application of continuation methods to
large-dimensional systems. The application of these methods to detect equilibria and
periodic solutions and to identify their local behaviours for the annular electroconvec-




In general, continuation methods consist of a two step, predictor-corrector procedure.
In the first step a guess (x̂1, α̂1) is predicted by an extrapolation from a known solution
(x0, α0) to the nonlinear system (3.0.1). In the second step, a nonlinear solver, e.g. of
Newton type, is used to correct the guess to within a desired tolerance.
The most common continuation method in the literature is pseudo-arclength con-
tinuation [1, 13], which was introduced by Keller [15] in the late 1970s. In pseudo-
arclength continuation, the solution curves Γ, the state variable x, and a scalar pa-
rameter of the nonlinear system α are parameterized using an independent arclength
parameter s, i.e. Γ(s) := (x(s), α(s)). Using this approach, the solution curves are
traced out along the arclength parameter s. In one type of pseudo-arclength contin-
uation known as the Keller method, the nonlinear solver makes the correction along
the plane orthogonal to the tangent space of the curve [13]. This method is desirable
for its ability to trace curves that fold back on themselves. At these fold points (see
Figure 3.1), the Jacobian of the nonlinear system (3.0.1) with respect to x becomes
singular, leading to problems in the solutions of the linear system obtained using
Newton-like solvers which depend mainly on the Jacobian to approximate solutions
of (3.0.1). For the sheared annular electroconvection problem, we do not anticipate
fold points. Thus, we choose to implement natural numerical continuation methods
in which the solution curves Γ are parametrized using the natural parameter α of the
nonlinear system, Γ(α) := (x(α), α). This method makes the correction along the
plane orthogonal to the paramater α plane (see Figure 3.1), and thus fails at fold
points. The benefit of natural continuation is that it is slightly easier to implement
then pseudo-arclength continuation.
The methodology of the natural continuation method is illustrated in Figure 3.1.
In the first step, a guess (x
(0)
i+1, αi+1) is generated by an extrapolation along a secant
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Figure 3.1: The natural continuation method with a secant extrapolation. The solution
points on the curve are represented by (xi, αi), the vertical axis represents some norm
of the state vector x and the horizontal axis represents the parameter of the nonlinear
system α.
line from the previously computed solutions (xi, αi) :
αi+1 = αi + δ, i ≥ 0, (3.1.1)
x
(0)
i+1 = xi, i = 0, (3.1.2)
x
(0)
i+1 = xi +
T
‖T‖2
δ, i ≥ 1, T = xi − xi−1. (3.1.3)
Here, the subscript i denotes the point on the curve, the superscript denotes the
number of nonlinear solver iterations and δ is a small increment step of the parameter
α. In the second step, a Newton-Raphson solver can be used to refine the guess to
within a given tolerance along the plane orthogonal to the axis of the parameter α, i.e.
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for which α is constant. Specifically the iterate x
(k+1)




i , αi)δx = −G(x
(k)





i + δx, (3.1.4b)
where DxG is the Jacobian of G with respect of x and δx is a Newton correction.
3.2 Application to Dynamical Systems
One of the applications of continuation methods is to detect and compute invariant
limit sets, such as steady states, limit cycles and invariant tori, of continuous dynamical
systems of the form
d
dt
u = f(u, µ), f : Rn × Rp → Rn, (3.2.1)
where u := u(t) ∈ Rn is a state variable of the dynamical system and µ ∈ Rp are the
parameters of the system. Upon obtaining these invariant limit sets, one can inves-
tigate their local behaviours, e.g. using linear stability analysis, and in the process,
identify bifurcation points. The aim is to find representations (qualitative and quan-
titative) of the different types of behaviour that the system may exhibit depending on
key parameters. The results can then be summarized in a bifurcation diagram, wherein
the parameter space is partitioned into regions of topologically different behaviour.
Many fluid problems, such as annular electroconvection are modelled by a set of
partial differential equations (PDEs), along with algebraic equations (AEs) obtained
from conservation laws and modelling approximations. By implementing for example
a streamfunction-vorticity formulation, then discretizing the spatial variables using a
spectral, finite-difference, or finite-element method, the set of PDEs and AEs can be
written as a continuous dynamical system in the general form
M d
dt
u = F(u, µ) = Lu +N (u), F : Rn × Rp → Rn, (3.2.2)
whereM is the mass matrix, typically not invertible due to algebraic constraints, L is
a linear operator, N (u) is a nonlinear operator, and u = u(t) ∈ Rn is the discretized
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solution of the governing equations. In general, the size n of the solution vector u
is determined by the number of the dynamic physical quantities that are modelled,
and the size of the discretization (which is dependent on the dimension of the physical
system). In the case of annular electroconvection considered in this thesis, the solution
vector u is composed of four 2D physical quantities (the electric potential ψ2, the charge
density q, the vorticity ω, and the streamfunction φ) that are discretized using spectral
methods on the domain. Thus, the size of the vector u is n = 4(2K+1)(Nc+1), where
K is the highest Fourier mode and Nc is the highest degree of Tchebychev polynomial
as shown in Chapter 2.
In many fluid applications, one is interested in the changes in the long-time solu-
tions of (3.2.2) as parameters are varied. For example in the case of sheared annular
electroconvection, transition in the flow occurs due to a change in the applied voltage.
In dynamical system theory, regardless of the initial state, the system will approach
solutions known as attractors of (3.2.2) after sufficiently long time. The simplest at-
tractor of a model is a steady state. Other type of attractors, in order of increasing
complexity, are limit cycles, invariant tori and chaotic attractors. Transition between
attractors occurs through bifurcations as parameters are varied. The type of bifurca-
tion can be classified from its normal form, which is a simplified system of ordinary
differential equations (ODEs); For details see any introductory book of Dynamical
Systems; e.g. [27].
Numerical time-integration is often used to find these attractors and transition
behaviours of the system, i.e. parameters are successively changed and the asymp-
totic behaviour is studied by observing the evolution of the initial value problem. The
practicality of this approach is favourable for the identification of chaotic attractors.
However, for classification of the behaviours of these attractors as a function of param-
eters, numerical bifurcation methods are the preferred choice due to the systematic
and efficient approach in the computation of attractors and bifurcation points. In some
cases, the local behaviour of such attractors may be identified using linear stability
analysis.
In 1979, Eusebius J. Doedel implemented a software package called AUTO, which
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performs an automated bifurcation analysis. AUTO has become the most widely used
software for bifurcation analysis. However, although AUTO performs well for algebraic
systems and ODEs [10], its methods are not designed for large-scale problems such
as sheared annular electroconvection. Therefore in this thesis, we do not use AUTO
but instead choose to implement a numerical bifurcation method that uses a different
approach in computing steady states and limit cycles. In Section 3.3, we first present
examples of methods used in AUTO, which we refer to as the standard approach, and
discuss the challenges that occur when applying such methods to large-scale problems.
Some of these challenges can be overcome by instead implementing a set of techniques
based on time-integration; see Section 3.3.1.
3.3 Standard Approach
We now present a brief overview of a standard approach used to approximate two
types of invariant limit sets of the general dynamical system (3.2.2). In particular, we
present the methods used in AUTO [10]. Note that steady states are also known as
equilibria and fixed points. Steady states are the simplest type of invariant limit set of
a continuous dynamical system, and they can be determined from (3.2.2) by setting
the time derivative to zero. Therefore, the computation of the equilibria at each point
along the solution curve involves the solution of the nonlinear system of n equations
F(u, µ) = 0. (3.3.1)
Upon computing the steady states, linear stability analysis can be performed to identify
their local behaviour. In particular, the Hartman-Grobman theorem states that within
a neighborhood of a hyperbolic equilibrium point, the behaviour of the full nonlinear
system is qualitatively the same as the behaviour of its linearization near this point.
The linear stability of the ith equilibrium solution Du (F(ui, µi)) can be identified by
computing and characterizing the eigenvalues of the linearized system about (ui, µi),
Du (F(ui, µi)). The solution (ui, µi) is asymptotically stable if all of the eigenvalues
have negative real part. In contrast, the solution is unstable if at least one of the
eigenvalues has a positive real part.
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The limit cycle is an isolated closed trajectory in phase space. These trajectories
are called periodic or closed if after a time τ called the period, the trajectory returns
to its starting point i.e.
u(t) = u(t+ τ). (3.3.2)
One of the approaches for computing a limit cycle is by scaling the time and solving
a boundary value problem (BVP) of the formMu̇− τF(u, µ) = 0, t ∈ [0, 1]u(0) = u(1). (3.3.3)
Because the period is unknown, an additional constraint is needed for (3.3.3) to obtain
uniqueness. A standard condition is, see [11]∫ 1
0
〈u, v̇〉dt = 0, (3.3.4)
where 〈·, ·〉 represents the inner product, and v̇ represents the time derivative of a
reference periodic solution v, for example the precomputed periodic solution on the
branch. However, for a large-scale system resulting, e.g., from the discretization of
PDEs, this approach can lead to prohibitively challenging numerical problems. These
challenges and alternative approaches are discussed below.
3.3.1 Challenges and difficulties
In the implementation of the numerical bifurcation techniques discussed in the previous
section, many difficulties arise, namely,
1. the computation and the storage of the Jacobian of the nonlinear solver;
2. the required solution of the linear system at each nonlinear solver iteration;
3. the solution for the eigenvalue problem.
For Newton-type methods, the nonlinear solver relies on a correct estimation of the
Jacobian. Different techniques have been employed to evaluate the Jacobian including,
coding the linearization explicitly, automatic differentiation, or using approximations
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such as a forward finite-difference scheme,
(DuF)ij (u) ≈
Fi(u + εej)− Fi(u)
ε
, (3.3.5)
for some small ε > 0, where ej is the standard unit vector in the j
th direction. For
large 2D or 3D problems the computation and the storage of the Jacobian become
challenging and in some cases not feasible. For example, assume a spatial discretization
involving n degree of freedom for each dimension. In the solution of a steady state,
the Jacobian associated is an element of Rn2×n2 for 2D, and Rn3×n3 for 3D problems,
which could easily exceed the memory capacity of a computer for moderate values of n.
Moreover, for the more complicated periodic solution, the BVP (3.3.3) together with
condition (3.3.4) needs to be solved numerically, where, the dependent variable u ∈ Rnd
for a d dimensional problem. Assuming we use m degrees of freedom to discretize
the time variable in (3.3.3), we obtain a system with an associate Jacobian of size
(mnd)× (mnd). Therefore, the computation of a limit cycle can become prohibitively
large even for a relatively small m values.
Another difficulty arises when solving the linear system of equation obtained at ev-
ery iteration of the nonlinear solver. For a large-scale problem, direct solvers such as
LU decomposition become limited and iterative methods are required such as General-
ized Minimum Residual (GMRES). Using an iterative method, preconditioned matrices
become necessary to ensure convergence.
Related issues arise when solving the eigenvalue problem using e.g. QZ method
which leads to the use of memory-efficient methods, such as, the Arnoldi method,
which is a Krylov subspace method. The latter method can be adjusted to target a
desired set of eigenvalues through a Generalized Cayley Transformation [20]. Due to
these challenges, the use of matrix-free methods become desirable. We discuss this
further in the following sections.
3.4 Time-integration Based Methods
A different approach for detecting certain invariant limit sets of a continuous dynamical
system (3.2.2) is by computing these limit sets as fixed points of a flow map of the
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dynamical system which takes the form
u→ Φt(u, µ), Φt : Rn × R× R→ Rn, (3.4.1)
where Φt is the flow map which evolves a given initial state u ∈ Rn of the system (3.2.2)
over some finite time t ∈ R at a fixed parameter µ ∈ R, that is, Φt(u, µ) is equivalent
to the solution of (3.2.2) at time t, given an initial condition u. Invariant limit sets
such as steady states and limit cycles can be defined as fixed points of the flow map
Φt which we discuss later. The reformulation of the continuous dynamical system in
terms of this map enables the use of matrix-free methods which can overcome some
of the challenges and difficulties discussed in Section 3.3.1; in particular the explicit
computation and storage of the Jacobian is not required. A matrix-free method is
an algorithm for solving a linear system of equations or an eigenvalue problem that
does not explicitly require the storage of the Jacobian matrix, but instead utilizes
alternative methods to compute the action of the Jacobian on a vector.
In this section, the implementation of a specific matrix-free method known as the
Newton-Krylov method is presented [25]. The name for this method arises from using
a Newton-Raphson method for finding solutions of the nonlinear system of equations
and iterative Krylov space methods, such as GMRES, for solving the associated linear
system and Implicited Restarted Arnoldi Method (IRAM) for the computation of the
eigenvalues. Below, we present how these methods can be used to detect and compute
two types of limit sets, namely steady states and limit cycles.
3.4.1 Computation of steady states
We first discuss the computation of steady state solutions for the continuous dynamical
system (3.2.2). If u ∈ Rn is the zero of F for all time then u is a steady state solution,
i.e. given u as an initial condition, the solution will remain u for all t. Therefore the
flow map Φt will map u to itself for any t, and thus steady states can be found as fixed
points of the map Φt by solving
Φt(u, µ)− u = 0, (3.4.2)
where t is arbitrary.
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If we choose some time t, and solve (3.4.2) using the Newton-Raphson method,
then the corrector step can be computed by solving the following linear system[
DuΦt(u
(k)






















where the subscript j denotes the sequence of points on the solution curve Γ, and the
superscript k denotes the Newton iteration. In general, the Jacobian on the left hand
side of (3.4.3a) is a large dense matrix which may admit challenges in the computation.
However the action of the Jacobian DuΦt on a vector δu, i.e. the matrix-vector product
DuΦtδu, can be seen as the evolution at time t of the linearization about the solution
obtained from an initial condition u, from an initial perturbation δu. This action can
be approximated using a finite-difference method. We elect a forward finite-difference
to approximate the action of the Jacobian on the vector δu as follow,
DuΦt(u, µ)δu ≈
Φt(u + εδu, µ)− Φt(u, µ)
ε
(3.4.4)
for some ε > 0. Thus, the action of DuΦt on the vector δu can be approximated given
knowledge of the action of Φt on the vectors (u + εδu) and u. Because the map Φt
represents integration of the dynamical system (3.2.2), in practice, evaluation of Φt
can be approximated from a time discretized initial value solver (i.e. a time-stepper).
In the literature, the choice of ε is considered more as an art than a science. If ε is
too large, the Jacobian is poorly approximated and if it is too small the approximation
is polluted by round-off error. In practice, this choice is optimized as a balance between
these two trade-offs. It is shown in [2], that the choice of ε should be larger than the
square root of the machine epsilon (ε >
√
εmach). For our implementation, the choice
of ε was set at 10−3 and was shown to give a good approximation in comparison with
the choice of 10−6.
Using this approximation, the linear system (3.4.3a) can be solved using an itera-
tive method such as GMRES [24] because such methods do not require the Jacobian
to be known explicitly but instead require knowledge of matrix-vector products in-
volving the Jacobian. We choose to use GMRES for our iterative solver; this method
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approximates the solution of (3.4.3a) by a vector that is an element of a Krylov sub-
space where its basis is generated by a sequence of matrix-vector products of the linear
system; i.e. assume we are solving the nonsingular linear system Ax = b, then the
Krylov subspace Kn = {b, Ab,A2b, . . . , An−1b}. In our case, each product can be com-
puted by time integrating the linearized equations which involves two evaluations of
Φt, entailing two time integrations. The spectrum of the matrix strongly influences the
number of GMRES iterations needed to attain a solution with sufficient accuracy to
ensure the convergence of the Newton-Raphson solver. In general, the more clustered
the spectrum of the matrix is, the faster the speed of convergence will be. Due to
the dissipative nature in the regime of interest in the sheared annular electroconvec-
tion, the spectrum will become more clustered around the origin as the system evolves
because most of the eigenvalues of the Jacobian DuΦt correspond to damped perturba-
tions. Consequently, the choice of the integration time can be considered as a balance
between the required number of GMRES iterations and the time needed for each GM-
RES iteration. For the computation of steady states, this approach may not provide
an advantage over the standard approach. However, for the computation of limit cy-
cles, the system size grows prohibitively for even relatively coarse discretization, as
discussed in Section 3.3.1. Thus, in this case, the matrix-free methods not only leads
to faster computations, but, in fact, enable computations for certain problem that
would otherwise not be possible.
3.4.2 Computation of limit cycles
In this section, we discuss the approach we use to compute limit cycles of the continuous
dynamical system (3.2.2) using the time-integration map (3.4.1). Because a limit cycle
is a closed trajectory in phase space where a trajectory that starts at any point on
a limit cycle will return to its starting point after a time τ (3.3.2), where τ is the
period of the cycle. Thus, the tracking of limit cycles can be formulated in a similar
way as the tracking of steady states. The main difference is that the integration time
is not arbitrary but rather, it is the unknown period τ of the limit cycle. Thus, the
computation of the limit cycle requires an additional scalar equation for closure to
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accommodate the unknown parameter. This results in the specification,
Φτ (u, µ)− u = 0, (3.4.5)
f(u) = 0, (3.4.6)
where f may be taken to be a suitable, smooth function that defines a Poincaré plane
of intersection. Using this technique, the integration time required at every GMRES
iteration is the time required to return to the Poincaré section. In general, the period τ
is much larger than an optimized time t required for adequate convergence of GMRES,
which makes the numerical solution of (3.4.5) costly.
In the sheared annular electroconvection, the limit cycles of interest are rotating
waves, i.e. they are a special case. Specifically rotating waves do not deform, and travel
at a constant phase speed w. Under this assumption, we can use another approach
that requires the computation of the phase speed w instead of the period τ . Given that
the initial condition is a point on the limit cycle corresponding to a rotating wave, the
time-integration map Φt(u, µ) for some time t is a rotation of angle θ̃ of the solution
(u, µ). Therefore, if we can find such an initial condition and an w such that θ̃ = wt,
then we have found a rotating wave. An illustration of this computation is shown in
Figure 3.2. The limit cycle corresponding to the rotating wave can then be found from
Φt(u, µ)− γu = 0, (3.4.7)
where the rotation operator γ ∈ SO(2) acts on u via γu = u(r, θ− θ̃). Equation (3.4.7)
involves the unknown phase speed w at which the waves rotate with an angle θ̃ = wt
after a time t. To obtain closure and uniqueness of (3.4.7), we seek a solution that is
orthogonal to the plane tangential to the symmetry generator ∂
∂θ
u, the derivative of








to close the system of equations, where u(0) is the initial guess of the nonlinear solver.
We have chosen to seek corrections orthogonal to u(0) instead of u to remove the
complication of working with a nonlinear equation.
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Figure 3.2: The approach implemented to compute the rotating waves flow as a fixed
point of the map Φτ . These fixed points of the map correspond to limit cycles of the
continuous dynamical system. In particular, this approach can be used for system that
admit SO(2) symmetry.
The nonlinear system given by (3.4.7) and (3.4.8) can then be solved using the































where the subscript j denotes the sequence of points on the solution curve, and the
superscript k denotes the Newton iteration. This techniques represents an advantage
over the standard approach discussed in Section 3.3 because the Jacobian matrix of
the linear system is only of size (n+ 1)× (n+ 1), that is, only a single row and col-
umn larger than the Jacobian of the system for steady states. The system can also be
computed using matrix-free methods as follows. The action of the matrix in the upper
left corner DuΦt on the vector δu is approximated using the forward finite-difference
shown previously (3.4.4). The computation of the derivative with respect to the angle
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θ and the action of the rotation operator γ on the vector δu are computed in spec-
tral space as an element-wise multiplication using the Fast Fourier Transform (FFT).
As a result, the main cost in this computation is the time-integration. Using these
techniques, the linear system (3.4.9a) is then solved using GMRES. Upon convergence
to within a desired set tolerance to the limit cycle, its period τ is computed. This
calculation is required for the linear stability analysis performed to identify the lo-
cal behaviours of the limit cycles using time-integration method and is presented in
Section 3.5
3.5 The Eigenvalue Problem
In this section, we discuss the linear stability analysis performed for the two types
of fixed points computed, (u, µ) and (u, w, µ) of the flow maps Φt(u, µ) and Φτ (u, µ)
that correspond to steady states and limit cycles of the continuous dynamical system,
respectively. In practice, one would want to classify the parameter space into regions
where the flow is asymptotically stable or unstable. In the annular electroconvection
problem, we want to determine whether small perturbations from an equilibrium flow
will grow, i.e. unstable, or will decay, i.e. linearly in time. The eigenvalues are
a quantitative tool that can be used to divide the parameter space into regions of
topological equivalence of the flow close to the fixed points. For maps, a fixed point is
said to be linearly stable if all eigenvalues of the Jacobian of the map lie in the unit circle
of the complex plane, and unstable if at least one eigenvalue lies outside the unit circle.
Bifurcations of the system occur when an eigenvalue crosses the unit circle. Generically,
this can happen in three ways: 1) either a simple positive eigenvalue crosses the unit
circle when λ = 1; this bifurcation is referred to as a fold bifurcation; or 2) a simple
negative eigenvalue crosses the unit circle when λ = −1; this bifurcation is called a flip
or period doubling bifurcation; or 3) a pair of complex conjugate eigenvalues crosses
the unit circle when λ1,2 = e
±iθ, 0 < θ < π; this bifurcation is called a Neimark-Sacker
bifurcation [16].
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The eigenvalues of fixed points (ui, µi) of the flow maps can be obtained by solving
Av = λv, (3.5.1)
where A = DuΦt(u, µ) in the case of fixed points corresponding to steady states and
A = DuΦτ (u, µ) in the case of fixed points corresponding to limit cycles with period τ .
Note that DuΦt(u, µ) is the linearization of the map (3.4.1) about fixed points u. In
practice, we do not want to compute all the eigenvalues of the system. In particular,
we are only interested in the eigenvalues of largest modulus of A.
In the case of the fixed point (u, µ), the action of the linearization DuΦt(u, µ) on
the vector v can be approximated with (3.4.4) for arbitrary time t. This leads us
to consider the Implicitly Restarted Arnoldi method (IRAM). Arnoldi methods are
projection methods that construct an orthogonal basis of a Krylov subspace [29], and
are efficient methods to reduce computation and storage requirements [17]. The IRAM
computes approximations of the eigenvalues of largest magnitude of a matrix using
only matrix-vector products, and thus its implementation together with (3.4.4) leads
to a matrix-free method. We use the IRAM MATLAB implementation eigs, which
allows the matrix-vector product to be defined via a function rather than requiring
the matrix to be defined explicitly.
As for the case of the fixed point (u, µ, w), the linearization about the solution
requires the computation of the period τ . This can be obtained by the relation between





where m is the wave number of the rotating wave state. Upon computing the period,
the action of the linearization of DuΦτ (u, µ) is approximated with (3.4.4) and the
ten eigenvalues with largest modulus are computed using eigs. By analyzing the





We described a mathematical model for electroconvection of conductive fluid in a thin
annular region. From its description in (2.2.5a)–(2.2.5d), the flow can be characterized
by a small set of nondimensional parameters that reflect the geometry, α, the fluid
properties (P ,Re) and with the strength of an external imposed electric field, (the
Rayleigh number R).
For a given experiment with a fixed geometry, the details of the flow vary as the
potential difference across the fluid is varied. If the voltage difference is very low then
the fluid flow is axisymmetric. As the voltage difference is increased, at some point,
the character of the fluid flow changes. Beyond this point, further increases of the
voltage difference lead to more complex flow patterns.
In this chapter, we will study how the model reflects these experimentally ob-
served changes through variation in the Rayleigh number R. We have implemented a
matrix-free numerical bifurcation method in MATLAB that traces two types of com-
pact invariant limit sets (steady states and limit cycles) of the continuous dynamical
system (3.2.2). This method is employed to compute and detect steady flows and tran-
sition points in the sheared annular electroconvection problem as the dimensionless
Rayleigh number R is varied. The implemented method consists of computing fixed
points of two types of a discrete dynamical system. These fixed points correspond
to the two different types of limit sets (steady states, limit cycles) of the continuous
dynamical system.
The steady states of the continuous system, that correspond to the base state (ax-
isymmetric flow) in the physical system, are obtained by computing fixed points (u,R)
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Figure 4.1: A bifurcation diagram illustrating the 2-norm of perturbations of the
streamfunction φ from the axisymmetric flow as the Rayleigh number is varied.
The other dimensionless parameters of the experiment are fixed to P = 75.8,Re =
0.249, α = 0.56.
of the discrete dynamical system (3.4.2), where u is an n-dimensional vector that con-
sists of the discretized perturbations from the base state of the four dynamic physical
quantities of annular electroconvection (ψ2: the electric potential; q: the charge den-
sity; ω: the vorticity; φ: the streamfunction). Limit cycles, which correspond to a
rotating wave in the physical system, are computed using the approach described in
Section 3.4. Using this approach, limit cycles in the continuous system are computed
as fixed points (u, w,R) of the discrete dynamical system (3.4.7), where w is the phase
speed of the periodic solution.
The main parameter of interest with respect to the dynamics is the Rayleigh num-
ber R. We fix the other parameters of as in [30]; they are listed in Table 4.1 under the
model parameters. The results obtained using the methods described in this thesis are
compared to the current literature [31, 30], where in contrast with this thesis work,
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Figure 4.2: The (a) axisymetric and (b) rotating waves flow patterns at the onset of
convection.
the equilibrium flows and the transitions are identified by applying random initial
conditions to numerical simulations of the perturbation equations with relatively long
integration time.
The primary result of this thesis is depicted in the bifurcation diagram in Fig-
ure 4.1. Using the matrix-free numerical bifurcation method, two solution curves are
traced by varying the Rayleigh number R—the zero solution curve corresponds to
the axisymmetric flow, while the other curve corresponds to a rotating wave flow. A
primary bifurcation is detected at a critical Rayleigh number Rc = 572 at which the
flow exhibits a transition from the base state (axisymmetric flow) to rotating waves.
Figure 4.2 illustrates the flow pattern that the fluid exhibits before and after the pri-
mary transition. Beyond this transition, we detect that a secondary bifurcation from
rotating waves occurs at Rc = 636. A further discussion of these results is developed
in the subsequent sections. For each of the identified flow patterns, the secondary
parameters remain the same.
Each technique itself requires a set of numerical parameters. These values have also
been collected into Table 4.1 for convenience. In the section that follows, the details of
the computation and the results obtained are presented and compared to the results
revealed in previous experimental, analytical [7] and numerical [5, 30] results found in
the literature.
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Table 4.1: The nominal parameters used in the numerical results.
Model parameters
Symbol Parameter Value
P Prandlt number 75.8
Re Reynolds number 0.249
α Aspect ratio 0.56
Time stepper: discretization parameters
Symbol Parameter Value
Nc Highest order of the Tchebychev basis 24
K Highest Fourier wave number 32
δt Time step 5× 10−4
Numerical bifurcation parameters
Symbol Parameter Value
ds Step size in the parameter space:
First transition; Second transition 1; ±1
t Arbitrary integration time 0.2
ε Perturbation amplitude of the forward finite
difference approximation
10−3
Kmax Maximum number of iteration of Newton-
Raphson
50
New res Newton-Raphson residual tolerance:
First transition; Second transition 10−8; 10−6
gmres tol GMRES tolerance 10−4
4.1 Transition from axisymmetric flow to rotating
waves flow
At a Rayleigh number of zero, there is no applied electric field and the flow is ax-
isymmetric as previously mentioned. Gradually increasing the Rayleigh number R
from zero, the flow transitions at a critical value Rc from axisymmetric to rotating
waves. The zero solution curve corresponding to perturbations from the base state
(axisymmetric) is traced out where we determine the bifurcation point at which the
primary transition occurs. The zero solution curve is traced out using the matrix-free
numerical bifurcation method described in Section 3.4.1 by computing a sequence of
fixed points {(ui,Ri)}130i=0 of the discrete dynamical system (3.4.2). These fixed points
correspond to the steady states of the continuous dynamical system corresponding to
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the axisymmetric flow. Previous results [30] have shown that the primary transition
occurs at Rc = 572, and this was the main motivating factor to begin tracing the
solution at R0 = 550. This also greatly reduce unnecessary computation for lower R
where the flow remains axisymmetric. Typically, the initial state of the perturbation
equations is set at some fixed point, say (u0,R0) = (0, 550), from whichR is increased.
The corresponding eigenvalue problem is solved to identify the local behaviour of the
axisymmetric flow. In our implementation, we elect to acquire the initial fixed point
by correcting the Newton-Raphson solver guess (û0,R0) to within a residual error of
10−8. This initial guess (û0,R0) is obtained by time integrating some random initial
condition for t = 5 (10000 time steps) with the Rayleigh number fixed at R0 = 550.
The time integration gives a good approximation of the steady solution because for
R < Rc, the perturbations from the base state decay rapidly in time. Note that this
approach is not used extensively in this thesis. In particular, the only other time is used
to obtain the initial nonlinear solver guess when computing solutions corresponding
to the rotating waves.
Upon obtaining (u0,R0), the solution curve is traced out as the Rayleigh number
is varied up to R = 679 with a unit step size. The parameters of the numerical
bifurcation method are listed in Table 4.1. The time of integration t can be chosen
arbitrarily and different choices t = {0.05, 0.1, 0.2} were tested. It was found that the
evolution time t for the steady state solution did not affect the convergence of the linear
solver as well as the eigenvalue solver. However for the more complicated invariant
limit sets (limit cycle), the time-integration becomes crucial to the computation.
Upon obtaining these equilibrium flows, a linear stability analysis is performed to
identify their local behaviour. In particular, the ten largest magnitude eigenvalues λ of
the linearization DuΦt of the map are computed using the Implicitly Restarted Arnoldi
method as implemented in the MATLAB function eigs. The integration-time of the
map Φ is also set at t = 0.2. This relatively long integration time aids in clustering
the spectrum because the system is dissipative, and thus improves the convergence
properties. The results presented in Figure 4.3, show that a complex conjugate pair
of eigenvalues crosses the unit circle at a critical Rayleigh number R = 572, i.e. for
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Figure 4.3: The evolution of the eigenvalues of largest modulus corresponding to the
linearization of the map Φ about the solution u. Only the largest 10 are depicted.
R < 572 all eigenvalues have modulus less then 1 and for R > 572 at least one pair
of complex eigenvalues has modulus greater than 1. The type of this bifurcation is
known as a Neimark-Sacker bifurcation of the map, and, in particular, a supercritical
Neimark-Sacker, because at the bifurcation point, the fixed point changes stability and
co-exists with a stable isolated closed invariant curve [16].
4.1.1 Interpretation and validation
In the physical experiment, upon rotating the inner boundary at a constant speed
ωi and gradually increasing the electric potential difference V , a primary transition
occurs from axisymmetric flow to rotating wave flow. In terms of the dimensionless pa-
rameters, varying the electric potential V corresponds to varying the Rayleigh number
R. Direct numerical simulation has been performed in [30] for the same set of dimen-
sionless parameters listed in Table 4.1 as the Rayleigh number R is varied. In these
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simulations, it was found that a primary transition occurs at Rc = 572 from axisym-
metric to rotating waves at which the flow consists of six pairs of the counter rotating
vortices. This bifurcation was observed to be a supercritical Hopf bifurcation [31, 30].
These results are in agreement with the linear stability analysis performed in [7] which
predicted that the primary transition is a supercritical Hopf bifucation.
In summary, the results obtained using the matrix-free numerical bifurcation method
described in this thesis are in agreement with previous results, with a supercritical
Neimark-Sacker bifurcation of the discrete dynamical system identified at Rc = 572,
which corresponds to a supercritical Hopf bifurcation in the corresponding continuous
dynamical system. At this bifurcation, the eigenfunction associated with the critical
eigenvalue has an azimuthal mode of mc = 6.
4.2 Transition from rotating waves flow to ampli-
tude vacillation
If R is increased beyond Rc = 572, a secondary flow transition can be detected. In
this section, we present the computational details involved in tracing out the solution
curve corresponding to a flow of rotating waves, and in pinpointing, for the first time,
a secondary bifurcation point. Using numerical simulations, we show that the flow
transitions to amplitude vacillating waves and we validate these results, by comparing
it to previous observations and analysis. The solution curve corresponding to the
rotating wave flow is constructed by computing a sequence of fixed points {(ui, wi,Ri)}
of the discrete dynamical system (3.4.2) with the technique described in Section 3.4.2.
Specifically, the rotating wave is considered as a relative equilibrium and is computed
by determining its phase speed w. This differs from the more common approach of
computing the flow as a limit cycle.
We set the parameters of the matrix-free numerical bifurcation method as listed in
Table 4.1. The solution curve is then traced out from an initial solution (u0, w0,R0)
obtained by correcting an initial guess, X̂(0) = [û(0); ŵ(0)], using a Newton-Raphson
solver within the desired residual tolerance of 10−6. The superscript denotes the iter-
ation of the nonlinear solver. The initial phase speed guess of the rotating waves is
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Figure 4.4: Convergence rate of the Newton residual as a function of iteration number
k of the refinement process.
set to an arbitrary value ŵ(0) = π/6 and û(0) is obtained as before, by time stepping
some random initial condition for a relatively long time t = 10 (20000 time steps) but
in this case, with R = 580 > Rc. At this parameter value the solution associated with
the flow of rotating waves is stable and the time integration is sufficient to remove any
transients in the flow patterns.
The initial guess vector X̂(0) = [û(0); ŵ(0)] is corrected using the Newton-Raphson
nonlinear solver which yields an X(k) = [u(k);w(k)], k = 1, 2, · · · , Kmax, with R = 580.
The branch of solutions is then traced out by increasing the Rayleigh number R = 580
up to R = 679, with a unit step size and then back down to the primary bifurcation
point at Rc = 572. During this process, the nonlinear solver and the linear solver are
observed to converge within the desired tolerance. Figure 4.4 shows the convergence
of the nonlinear solver for the rotating wave solution. The 2-norm of the residual is
plotted on a log scale with respect to the iteration number.
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Figure 4.5: The evolution of the eigenvalues of the linearization of the map Φτ corre-
sponding to the rotating waves flow. As in Figure 4.2 only the 10 largest with respect
to modulus are depicted.
Upon obtaining these fixed points of the map, the eigenvalue problem is solved
to identify the local behaviour of these periodic solutions. To solve the eigenvalue
problem, the period τ is computed using (3.5.2) and found to be in the range of
0.1928 ≤ τ ≤ 0.1933, for 573 ≤ R ≤ 679.
At Rc2 = 636, a complex conjugate pair of eigenvalues of the linearization Duφτ
of the map crosses the unit circle; see Figure 4.5. Thus, for 572 < R < 636, the
solution corresponding to the rotating waves is asymptotically stable, and unstable for
R ≥ 636, and a Neimark-Sacker bifurcation is detected at R = 636.
We may be able to gain insight into the type of flow transition to which this
bifurcation corresponds by looking at the eigenfunctions corresponding to these eigen-
values. In particular, if the bifurcation is non-degenerate, then it is expected that, to
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Figure 4.6: Real part of the eigenfunction of the streamfunction φ corresponding to
the critical eigenvalues of the linearization Duφτ of the map.
first order, the bifurcating flow will be a superposition of the original rotating wave
and a perturbation whose amplitude grows from zero as the parameter varies through
the bifurcation point, and whose features can be approximated from the eigenvalues
and eigenfunctions. Specifically, in this case, the perturbation will be a rotating wave
whose phase speed can be approximated from the imaginary part of the eigenvalues,
and whose spatial form can be approximated from the eigenfunctions. The form of
the eigenfunction corresponding to the critical eigenvalues can be seen in Figure 4.6,
i.e. it is a wave of mode mc2 = 6, i.e. it has six pairs of counter rotating vortices just
like the original rotating wave. Thus, the bifurcating flow is expected to resemble a
superposition of two rotating waves that have the same azimuthal wave number, but
different phase speeds, i.e. an amplitude-modulated, or an amplitude vacillating, wave.
However, based on the information at hand, we do not know whether the bifurcating
flow is stable or unstable, or, alternatively whether the bifurcation is supercritical or
subcritical. It may be possible to determine this by computing the appropriate normal
form coefficients. However, this computation is prohibitively intensive. Therefore, in
this thesis, we will use simulations to provide evidence of the stability of the flow,
and leave the proof to future work. We discuss these simulations further in the next
section.
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Figure 4.7: Numerical results of the perturbation of the four physical quantities for
Rc < R < Rc2 : the 2D electric potential ψ2 in (a), the charge distribution q in (b),
the vorticity ω in (c) and the streamfunction φ in (d).
4.2.1 Interpretation and validation
Beyond the primary transition, the physical experiment has a limited ability to visu-
alize subsequent changes in the flow. In fact, this limitation led to the development
of the numerical model used in this thesis. In this model, as the Rayleigh number
R is increased beyond the primary transition, rotating waves are observed, and at a
secondary critical Rayleigh number Rc2 , the flow transitions to amplitude vacillating
waves. For a lower Reynolds number Re = 0.124 and all the other parameters kept at
their nominal values, the secondary transition was observed to occur at values beyond
1.18Rc [30].
Using the matrix-free numerical bifurcation method, the secondary bifurcation is
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identified at Rc2 = 636 = 1.11Rc. This is also a Neimark-Sacker bifurcation corre-
sponding to the transition from the rotating wave flow. Thus we can conclude that
for 572 < R < 636 the rotating wave flow is asymptotically stable and unstable for
R > Rc2 = 636. To validate these results, we have simulated the solutions corre-
sponding to the rotating waves with some perturbations for R = 632 < Rc2 at which
the solution is stable and for R = 640 > Rc2 where the equilibrium solution becomes
unstable. We observe in Figure 4.7 that in the regime where the rotating waves are
stable, the flow velocity and the electric field are periodic and there is no change in
magnitude.
In the regime where the rotating waves are unstable, the perturbation grows and
both the flow velocity and the electric fields oscillate. An illustration of the perturba-
tion of the streamfunction φ is shown in Figure 4.8 at a different time of the simulation
as compared to that of Figure 4.7. Figure 4.10 further exemplifies this oscillation by
showing a time-series after the secondary transition. This time-series also validates
that a single frequency periodic limit cycle at the secondary transition evolves into
waves that vacillate with an increasing maximum amplitude beyond this transition
point. The phase space plot of both the rotating waves and amplitude vacillating
waves are contrasted in Figure 4.10.
This bifurcation cannot be identified as supercritical or subcritical from the tech-
niques we have used. However, we have simulated the solution corresponding to the
rotating waves state with a random perturbation of magnitude 10−2 for t = 30 (60000
time steps) in the unstable region, 636 ≤ R ≤ 646. The amplitude of vacillation for the
vacillating waves is obtained by computing the difference between the maximum and
the minimum envelope value within a given cycle. Figure 4.9 shows that the amplitude
of the vacillation is found to grow monotonically from zero with zero corresponding
to the rotating waves. This result shows evidence that the bifurcation is likely super-
critical. To confirm this, we would need to compute the normal form coefficient of the
map, which we choose not to do due to the complexity of its computation.
To summarize, we have identified two Neimark-Sacker bifurcations at Rc = 572
and Rc2 = 636. At the bifurcation point R = 572, there is a change in the stability
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Figure 4.8: Snapshots of a simulation of the perturbation of the streamfunction φ from
the base state at different times within a period of the vacillation at R = 640. The
amplitude of the wave oscillates as indicated by the color bar.
of the fixed point from stable to unstable, with a stable limit cycle appearing at
the bifurcation point. Therefore, the primary bifurcation is a supercritical Neimark-
Sacker corresponding to a supercritical Hopf bifurcation in the continuous dynamical
system. For a more detailed explanation of the Neimark-Sacker bifurcation, the reader
is referred to [16]. Tracing the solution curve corresponding to the rotating waves state
while decreasing the Rayleigh number, emphasizes that the bifurcation is supercritical.
The secondary bifurcation is also a Neimark-Sacker bifurcation corresponding to
the transition between the rotating waves state to the amplitude vacillating wave
states. The type of this secondary bifurcation cannot be identified as supercritical or
subcritical from the techniques used. However, evidence suggests that the bifurcation
46
4.3. Discussion

































Figure 4.9: Time-series of the amplitude of the vacillating wave for Rayleigh number
R beyond the secondary transition.
is more likely to be a supercritical and to confirm its type, we need to compute the
normal form coefficient of the map.
4.3 Discussion
Previous scholars have investigated the primary transition of the flow using differ-
ent techniques; experimentally [4, 6], analytically [3, 7], and using direct numerical
simulation [30, 31, 33], also known as numerical experimentation. In this thesis, we
focus on the comparison of our results, using the matrix-free numerical bifurcation
method, to previous results obtained, that showed successive transitions of the flow as
the Rayleigh number is gradually increased. The flow undergoes transitions from ax-
isymmetric to rotating wave to amplitude vacillating waves to another rotating wave
involving a different mode, and eventually the flow becomes chaotic. The primary
transition was shown to be a supercritical Hopf bifurcation for various parameters of
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Figure 4.10: Comparison of the phase portraits of projections of the two solutions at
R = 632 in (a), (b) and at R = 640 in (c), (d).
the system.
In the previous section, the primary transition was shown to occur at the critical
Rayleigh number, Rc = 572, with a critical mode, mc = 6, for the parameters in
Table 4.1. These results are in agreement with those obtained in [30]. The secondary
transition to the amplitude vacillating waves was identified at Rc2 = 636. This result is
not comparable to other literature due to the difference choice of Reynolds number. To
confirm the secondary transition, we simulated the periodic solution obtained from the
continuation method, with a random perturbation of magnitude 10−2, forR = 632 and
R = 640 over relatively long time. For R = 632, the solution converged to the rotating




Numerical bifurcation methods are powerful tools that utilize sophisticated linear al-
gebra techniques that, when carried out successfully, can be computationally efficient.
The main result of this thesis is the use of these techniques on a model for two-
dimensional sheared annular electroconvection and the generation of a bifurcation
diagram where the parameter space is divided into regions of topologically different
behaviours together with their phase portrait. These methods have advantages over
numerical experimentation because they are not limited to finding stable invariant
limit sets. Quite often when analyzing complex systems and in particular with the
system studied in this thesis, more unstable solutions are found than stable ones and
these techniques allow both to be utilized to understand the important structure of
all solutions and how they interrelate.
In this thesis a matrix-free numerical bifurcation method was implemented in MAT-
LAB that traces two types of compact invariant limit sets of the dynamical system
under study. In particular, steady states and limit cycles have been studied. The
method consists of a natural continuation method, that computes and traces solution
curves of the respective limit sets in the parameter space, with a linear stability anal-
ysis that identifies the local behaviour of these sets. This method has been applied to
identify and classify different solution regimes and flow transitions in sheared annular
electroconvection, in which steady state solutions correspond to axisymmetric flow and
periodic solutions correspond to rotating wave flow. The main parameter of interest
in this work is the Rayleigh number, R, and by gradually increasing its value, the
flow is shown to undergo successive transitions from axisymmetric, to rotating waves
49
then to amplitude vacillating waves. The flow of rotating waves is computed using an
approach distinct from the standard one by solving for the phase speed of the wave
instead of the traditional technique of solving for its period. This matrix-free method
greatly reduces the number of degrees of freedom of the system from what is required
with the standard technique implemented, e.g. in the software package AUTO.
The solution curve corresponding to axisymmetric flow is traced by varying the
Rayleigh number R while fixing all the other model parameters. The primary transi-
tion is detected at Rc = 572 and is identified as a supercritical Neimark-Sacker of the
flow map where the flow transitions to a state of rotating waves. Validation of this
observation is made with previous experimental, theoretical and simulation results.
We also traced the solution curve corresponding to flow of rotating waves for the same
fixed model parameters and we were able to pinpoint, for the first time, the secondary
transition at Rc2 = 636. This bifurcation is also identified as a Neimark-Sacker type of
the corresponding flow map. Beyond this transition, the flow transitions to amplitude
vacillating waves and this was identified by time integrating the solution corresponding
to the rotating waves with a small perturbation. The growth of the amplitude of the
vacillation was computed for successive R beyond this bifurcation and based on this
preliminary work we hypothesize that the secondary bifurcation is also supercritical,
because the amplitude of the vacillation grows monotonically with R from zero. To
confirm whether this bifurcation is either supercritical or subcritical, the computation
of the normal form coefficient of the flow map is required.
This thesis represents the first step in an extensive bifurcation analysis of sheared
annular electroconvection that will help develop an understanding of this complex and
interesting system. We have implemented matrix-free methods for the continuation of
axisymmetric and rotating waves, and have shown the feasibility and validity of their
application to this problem. Although this required extensive work, we are now in a
position to easily extend the study to a large variety of phenomena. In particular, with
trivial modification, we can explore the effects of other nondimensional parameters
(e.g. the Reynolds number Re, the aspect ration α, and the Prandtl number P).
We may also study a variety of flows found at various locations of parameter space.
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Of particular interest are rotating waves consisting of isolated or elongated vortices,
because their origin and nature are not known. Because these flows are rotating waves,
it may be possible to use the current implementation without modification, although
it may be necessary to extend the code to incorporate pseudoarclength continuation.
Also, with only slight modification, the code could be used to continue the Neimark-
Sacker bifurcations in more than one parameter, enabling us to trace out a detailed
picture of the dynamics of the system.
It would also be of great interest to adapt our method to include the possibility
of tracing out the solutions corresponding to the amplitude vacillating waves. This,
however, will involve more than a simple extension of the code. Indeed, an additional
condition will have to be found which will determine an additional unknown quantity,
e.g. the period of vacillation. Alternatively, it may be possible to use the Newton-
Krylov method of Sanchez et al. [26], which traces invariant 2-tori. This thesis has
set up the possibility, and the motivation, to embark on this important and ground-
breaking work, which will be a primary thrust of future work.
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List of Symbols
ri The inner radius of the electrode
ro The outer radius of the electrode
d The distance between electrodes
ωi The rotation rate of inner electrode
V The applied DC voltage to the inner electrode
Vc The critical applied voltage at the onset of convection
s The film thickness
ρ The mass density of the fluid
η The shear viscosity of the fluid
σ The electrical conductivity
ε0 The permittivity of free space
u The fluid velocity field
E The electrical field in the film plane
P The areal pressure
J Electrical current density
q Surface charge density
ψ 3D electric potential
ψ2 2D electric potential
φ streamfunction
ω vorticity
R The Rayleigh number for electroconvection
P The Prandlt number for electroconvection
α The aspect ratio
Re The Reynolds number based on applied azimuthal shear
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m Azimuthul Fourier mode
mc The critical Fourier mode in the Azimuthul direction
λ Eigenvalues of the linearization of the maps
τ period of the limit cycle computed
w phase speed of the rotating wave
k iteration of the Newton-Raphson solver
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