Two experiments investigated the shape of the binaural temporal window using a detection task. In experiment 1, a 10-ms tone burst was presented binaurally out-of-phase during a burst of white noise, which changed from being interaurally uncorrelated, to correlated, and back to uncorrelated. The tone occurred during the correlated portion of the noise in one interval of each 2I-FC trial. Detection thresholds were recorded using a 2-down/1-up adaptive procedure. Thresholds were measured for different durations of correlated noise ͑0-960 ms͒, frequencies of tone burst ͑125, 250, 500, and 1000 Hz͒ and levels of noise ͓20, 30, 40, and 50 dB͑SPL͒/Hz͔. Window shapes based on nine candidate functions were fitted to the data using the assumption that the binaural masking release was related to the overall interaural correlation of noise admitted by the window. Fitted windows included both a forward and a backward lobe. Gaussian functions tended to give closer fits than exponential and rounded-exponential functions, and simple functions gave more parsimonious fits that those which included dynamic-range-limiting terms. Using simple Gaussian fits, the shape of the window was largely independent of frequency and level, and the windows for individual listeners had equivalent rectangular durations ranging from 55 to 188 ms. The asymmetry was variable, although forward lobes were generally shorter than backward lobes. Experiment 2 ruled out the possibility that the forward lobe might be an artefact caused by distraction of the listener, when the interaural phase change in the noise closely followed the signal. In this experiment, the out-of-phase tone was presented during a burst of partially correlated noise which changed, after a variable interval, to a fully correlated noise. Thresholds for detecting the tone rose ͑i.e., performance worsened͒ as the interval was increased. Distraction would have produced the opposite effect.
INTRODUCTION
The binaural system assists in the localization of sound sources and in the detection and identification of sounds in noise. In both of these roles, the system has been found to react slowly to changes in the interaural pattern of stimulation. This ''sluggishness'' is widely thought to reflect the minimum integration time ͑i.e., maximum temporal resolution͒ of the binaural system. Models of binaural processing have typically incorporated temporal integration by including a leaky integrator. New events are fully incorporated into the activation state of such an integrator but, as an event recedes into the past, it contributes progressively less to that activation state. A leaky integrator can be viewed as a singlesided exponentially tapering temporal window, which applies progressively lower weight to events which occurred in the past. The primary objective of the present study was to measure the size and shape of the binaural temporal window, so that this process of integration can, if necessary, be modeled more accurately than by a simple leaky integrator.
A. Sluggishness in sound localization
In the case of sound localization, sounds coming from different azimuths display different interaural level differences ͑ILDs͒ and different interaural time differences ͑ITDs͒. Two azimuths can be finely discriminated using these cues, provided that the auditory system has time to analyze them. The minimum audible angle ͑MAA͒ is the minimum angle of arc which must separate two sources emitting sounds in succession for a listener to discriminate them from a single source emitting the same sounds. Estimates of the MAA ͑Mills, 1958; Perrot and Pacheco, 1989͒ are of the order of 1°. The sluggishness of the binaural auditory system is revealed by demonstrations that the spatial resolution which underpins the MAA depends on the interstimulus-onsetinterval ͑ISOI͒. Perrot and Pacheco ͑1989͒ used 10-ms bursts of pink noise as stimuli. They observed the smallest MAAs when the ISOI was 100 ms or greater ͑i.e., there was at least 90 ms of silence between bursts͒. MAAs were significantly larger for ISOIs less than 75 ms, and rose to over 3°at ISOIs shorter than about 40 ms. Sluggishness is also evident in measurements of the minimum audible movement angle ͑MAMA͒ made by Perrot and Musicant ͑1977͒ and Chandler and Grantham ͑1992͒ . The MAMA is the angle of arc which a moving sound source must traverse in order for a listener to discriminate it from a stationary sound source. The MAMA is larger than the MAA, and increases in size as the rate of movement increases, from 8.3°at 90°/s to 21.2°at 360°/s ͑Perrot and Musicant, 1977͒. The corresponding threshold durations of the moving sounds observed in measuring the MAMA ͑90 ms at 90°/s and 60 ms at 360°/s͒ are of the same a͒ Current address: University Laboratory of Physiology, Parks Rd., Oxford OX1 3PT, U.K.
order as the ISOIs which give the smallest MAA (у100 ms). In each case, therefore, listeners are impaired in their detection of the change in position when different source locations are presented within a duration of about 100 ms.
The temporal resolution of the two binaural cues underlying sound localization, ILDs and ITDs, has also been measured individually. Grantham and Wightman ͑1978͒ created stimuli whose ITDs were modulated. Listeners were required to discriminate these sounds from dichotic noises with the same long-term interaural correlation. Performance was at chance at modulation rates exceeding 2-5 Hz. In comparison, listeners can discriminate changing ILDs produced by amplitude modulation which is interaurally out-of-phase from stimuli without ILDs, but still amplitude modulated at the same frequency, up to a modulation rate of about 20 Hz ͑Grantham, 1984͒. A similar advantage was found by Blauert ͑1972͒ who showed that listeners can detect higher rates of modulation of the ILD of a pulse train compared with modulation of its ITD. It is generally believed that ITDs and ILDs are analyzed by different mechanisms, although the separation may not be complete at all levels and frequencies ͑see Grantham, 1995 , for a discussion͒. Certainly, however, the analysis of ITDs depends on the cross correlation of phasedlocked spike trains from the two ears, while that of ILDs does not. Thus the relatively poor temporal resolution of changes in ITD is compatible with the view expressed by Moore and Sek ͑1996͒ that sluggishness is a general feature of processes which exploit phase locking, rather than an exclusive property of processes which analyse binaural cues.
B. Sluggishness in signal detection
Signals are more easily detected in noise if the interaural phase of the noise differs from that of the signal ͑Hirsh, 1948; for a review, see Durlach and Colburn, 1978͒ . For example, if the noise is in-phase across the ears and the signal is out-of-phase ͑NoS͒, or vice versa ͑NSo͒, the signal can be detected at a lower signal-to-noise ratio than if both are in-phase ͑NoSo͒ or both out-of-phase ͑NS͒. The difference between two such thresholds is called the binaural masking level difference ͑BMLD͒.
The sluggishness of the binaural system has also been studied using the BMLD as the dependent variable. Several experiments have measured the effects of changes in the interaural phase of a masking noise over time on the detection threshold of a brief signal ͑Bell, 1972; Grantham and Wightman, 1979; Shackleton and Bowsher, 1989; Kollmeier and Gilkey, 1990; Culling and Summerfield, 1995a͒ . These studies have shown that detection in the NoS condition can be disrupted by a temporally contiguous N noise which either precedes or follows the No noise. In a related study, Yama ͑1992͒ has demonstrated that a brief S signal can be detected at a lower intensity than an equivalent So signal for at least 40 ms after the offset of an No masker.
In their experiment, Grantham and Wightman ͑1979͒ varied the interaural correlation of a masking noise sinusoidally between full interaural correlation ͑No͒ and full anticorrelation ͑N͒. An S tone pulse was presented at one or other extreme of this cycle. Thus in one case the stimulus was, instantaneously, NoS, and in the other NS. In this way, the size of the BMLD was measured as a function of the masker-modulation rate. Grantham and Wightman found that the BMLD declined steeply in size with increasing modulation rate, and was largely abolished at a modulation rate of just 2 Hz. It is difficult, however, to derive a reliable measure of the minimum binaural integration time from these results because the very slow rate of modulation sufficient to abolish the BMLD results from the conjunction of applying continuous changes to the correlation of the masking noise together with the steep elevation of detection thresholds for only small increases in the decorrelation of a masking noise ͑Robinson and Jeffress, 1963; see Fig. 1͒ .
A stimulus configuration that allows a more mathematically tractable analysis can be created by applying instantaneous changes to the interaural phase of the masker ͑Bell, 1972;
1 Shackleton and Bowsher, 1989 ; 2 Kollmeier and Gilkey, 1990; Culling and Summerfield, 1995a 3 ͒. In the best designed of these studies, Kollmeier and Gilkey measured the detection thresholds of S tone pulses at various points in time around an instantaneous transition in a masking noise from N to No, or from No to N. This design thus formed a binaural analog of monaural forward and backward masking experiments. The results revealed approximately equal amounts of binaural forward and backward masking. Thresholds were still elevated some time after the noise had changed from N to No, and were also elevated when the tone occurred before the noise changed from No to N. Kollmeier and Gilkey ͑1990͒ explored the extent to which integration windows with five different shapes accounted for the data: rectangular, triangular, Gaussian, exponential, and rounded exponential. Both the forward and backward mask-FIG. 1. The relationships between noise correlation and binaural threshold measured by Robinson and Jeffress ͑1963͒. The filled symbols are the BMLDs measured by Robinson and Jeffress using an S tone, which have been measured from their figure and replotted. The solid line is a curve which has been fitted to the data using Eq. ͑1͒. Since the curve is scaled by the ratio T Nu /T No the line passes through the data points at correlations of 0 and 1. The accuracy of the fit is therefore strongly influenced by these two measurements.
ing data were best fitted by exponentially tapering integration windows, although the advantage for exponential windows over rounded-exponential windows was small. The complete window was a double-sided exponential. The forward lobe of the window was quite extensive in time, suggesting that there is no access to information about binaural events which are close to detection threshold for as long as 50 ms after they have occurred.
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C. The notched-noise method
The present experiments form a logical extension of Kollmeier and Gilkey's binaural analog of forward and backward masking. A difficulty arises in interpreting data from forward and backward masking in terms of temporal resolution because the method allows listeners to exploit ''offtime '' listening ͑Moore et al., 1988; Plack and Moore, 1990͒ . If the listener has access to a sequence of temporal windows centered on different moments in time, then the window centered on the signal does not necessarily provide the best signal-to-noise ratio; a better signal-to-noise ratio may be found by listening to a window centered just before or just after the occurrence of the signal. If off-time listening is occurring, but is not taken into account in the windowfitting procedure, the sharpness of the window may be overestimated. The advantage for an exponential over a roundedexponential window shape found by Kollmeier and Gilkey might have been reduced if off-time listening had either been prevented or taken fully into account in the fitting procedure.
Patterson ͑1976͒ faced the same problem when measuring frequency selectivity, where listeners may exploit offfrequency listening. Patterson addressed the problem by presenting tones for detection within the stop-band of a bandstop noise. With this arrangement, listeners are less advantaged by listening off-frequency because the presence of noise on both sides of the signal largely ensures that the auditory filter centered on the signal gives the best signal-tonoise ratio. Subsequently, Patterson and Nimmo-Smith ͑1980͒ refined the technique by explicitly modeling the process of off-frequency listening within the filter-shape fitting process ͑see also Moore, 1986͒. Moore et al. ͑1988͒ and Plack and Moore ͑1990͒ translated the notchednoise technique into the time domain. They measured thresholds for detecting a brief tone pulse in a silent gap between two bursts of noise to derive the shape of the ͑monaural͒ auditory temporal window.
In experiment 1 of the present study, the notched-noise technique was transposed into the binaural temporal domain in order to control effects of off-time listening. The experiment took advantage of the fact that the threshold for detecting an S signal is about 10-12 dB lower in No noise than in an uncorrelated ͑Nu͒ noise. An S signal was presented against a concurrent segment of No noise which was both preceded and followed by segments of Nu noise. The primary cue for detection of an S signal in No noise is the interaural decorrelation of the noise that is produced by the presence of the signal ͑Gabriel and Colburn, 1981; Durlach et al., 1986; Koehnke et al., 1986; Jain et al., 1991; Culling and Summerfield, 1995b͒ . Thus if the duration of the No segment is sufficiently long, the Nu noise falls outside the window centered on the S signal and so does not interfere with the detection of the signal. Any relative elevation of the detection threshold as the duration of the No noise is reduced can be taken as an indication of the amount of Nu noise entering the optimally positioned binaural temporal window. One can thus derive the shape of the window by modeling the threshold data with candidate fitting functions and determining which function gives the best fit to the data ͑Patter-son and Nimmo-Smith, 1980; Patterson and Moore, 1986; Moore et al., 1988; Plack and Moore, 1990͒ .
The window-fitting procedure differed in some important respects from that used in estimating the shape of the monaural temporal window ͑Plack and Moore, 1990͒, which assumed that the ratio of noise to signal energy entering the window was constant at threshold. A directly analogous method was used by Culling and Summerfield ͑1995a͒. However, Kollmeier and Gilkey ͑1990͒ modified the method so as to account for the ''internal noise'' of the binaural system. They calculated the correlation, , of the noise entering the window and, from this value, predicted thresholds using an expression derived from Durlach's equalizationcancellation theory of binaural masking release. The present procedure is equivalent to that employed by Kollmeier and Gilkey. Nine different fitting functions were employed as candidate window shapes. These shapes were based on exponential, Gaussian, and rounded-exponential functions.
The three base functions each came in three forms. In the ''simple'' form, the base functions were used directly. In the ''floor'' form, the dynamic range of the window was explicitly constrained by assigning a common floor parameter to both sides of the shape; the shape asymptoted at large excursions from zero time with the floor value. In the ''skirt'' form, the dynamic range of the window was bounded by a second function with a larger time constant; each side of the shape was the product of two weighted component functions, with one function sitting on the top of another, so that the two functions formed the ''peak'' and ''skirt'' part of the overall shape. The functions with limited dynamic ranges were originally designed for the purpose of modeling spread of excitation at high signal levels in monaural frequency selectivity and were not employed by Kollmeier and Gilkey in their modeling of the binaural temporal window. For consistency with the notch-noise literature we modeled these windows as well as the simple exponential, Gaussian, and rounded-exponential functions used in their study.
The fitting procedures permitted all windows to be asymmetric in time.
5 Consequently, the simple functions had two parameters, representing the breadth of each side of the function; the floor shapes had three parameters, representing the breadth of each side of the function and the depth of the floor; the skirt shapes had four parameters, representing the breadth of each side ͑at the peak͒, the breadth of the skirt ͑assumed to share the same temporal asymmetry as the peak͒ and the relative weighting of peak and skirt. The fitting procedure is described in more detail in the Appendix.
I. METHODS COMMON TO BOTH EXPERIMENTS
All stimuli were generated digitally on a SUN SPARCstation 10, using a 10-kHz sampling rate and 12-bit amplitude quantization. The noise was generated using the method recommended by Klatt ͑1980͒ in which 16 numbers from a pseudo-random number generator are summed to form each output sample. In each experiment, ten maskers were generated for each masking condition and were selected at random before each presentation interval. Each masker was digitally low-pass filtered using a 512-point low-pass filter with a 2-kHz cutoff. The maskers were shaped with 10-ms raisedcosine onset and offset ramps. The signal tones to be detected were 20 ms in duration, including 10-ms raised-cosine onset and offset ramps. They were, therefore, 10 ms in duration between the Ϫ6-dB points.
The experiments were controlled by a Dell 386 PC. Signals and maskers were played simultaneously through four separate, time-locked, 12-bit, digital-to-analog converters ͑Cambridge Electronic Design 1401͒ and then through four KEMO VBF/25 filters ͑4.5-kHz low pass, 96 dB/octave͒. Each analog channel was attenuated by a purpose-built, digitally controlled attenuator. The two attenuators carrying the signal applied the attenuation determined by the adaptive algorithm. The two attenuators carrying the noise applied a fixed attenuation, which depended on the experimental condition. The two left-ear channels were then mixed, as were the two right-ear channels. Following amplification, the two signals were passed through fixed attenuators ͑Marconi Instruments TF2612͒ which balanced the levels of the two channels at the headphones ͑Sennheiser HD414͒.
II. EXPERIMENT 1
In the first experiment, masked signal detection thresholds for an S signal were measured as a function of the duration of an No noise which was preceded and followed by 400-ms segments of Nu noise ͑Fig. 2͒. Uncorrelated noise ͑Nu͒ was used rather than out-of-phase ͑N͒ noise for the reasons given in footnote 3. In different conditions, measurements were made for several signal frequencies and several noise levels.
A. Stimuli and procedure
Three adult listeners, with normal hearing thresholds ͑Ͻ20 dB HL re: ISO 389 at audiometric frequencies between 125 Hz and 8 kHz inclusive͒ attended a series of 1-h sessions. Listener DF was an experienced participant in psychoacoustic experiments, while listeners NPW and IC were recruited for the present study. Masked-signal thresholds were measured using a 2-down/1-up adaptive algorithm ͑Levitt, 1971͒. The algorithm continued until three reversals had been completed using a 4-dB step-size and ten reversals using a 2-dB step-size. The mean signal level at the last ten reversals was taken as an estimate of the listener's threshold for that run. Each threshold was taken as the mean of three such runs. For each condition of tone frequency and masker level, 33 thresholds were estimated for each subject. These thresholds were for 13 different durations of correlated noise ͑0, 20, 30, 40, 60, 80, 120, 160, 240, 320, 480, 640, and 960 ms͒: for No durations of 0, 20, and 30 ms the signal tone was centered temporally within the stimulus ͑3 thresholds͒; for the ten longer No durations, the signal tone was located at one of three places within the No duration, located a quarter of the way, half-way, or three-quarters of the way through the No noise ͑30 thresholds͒. These different tone positions will be described as ''leading-tone,'' ''symmetrical,'' and ''lagging-tone.'' The No noise was preceded and followed by 400 ms of temporally contiguous uncorrelated noise ͑see Fig. 2͒ . The maskers were produced by concatenating sections of noise with different interaural parameters prior to low-pass filtering. In different conditions, tones were presented at 125, 250, 500, and 1000 Hz in noise at a level of 40 dB͑SPL͒/Hz. Tones of 500 Hz were also presented in noise at levels of 20, 30, and 50 dB͑SPL͒/Hz, making seven different conditions in all. With 7 conditions of tone frequency and noise level ϫ 33 thresholds ϫ 3 runs, each listener completed a minimum of 693 runs in all. Where the variance of thresholds in the three runs was greater than 10 dB 2 , an extra threshold was collected and the most eccentric threshold was discarded.
B. Results
Figure 3 shows average thresholds obtained for each listener in the 500-Hz tone, 40-dB/Hz noise condition. The different symbols represent thresholds for S tone bursts presented in the leading-tone ͑squares͒, symmetrical ͑filled circles͒, and lagging-tone ͑open circles͒ positions. The lines are the thresholds predicted by the best fitting window ͑see below͒. The listeners produced similar results. Thresholds tended to decrease with increasing No duration, improving by between 10 and 12 dB, overall. For a given No duration, thresholds tended to be higher for leading tones than for symmetrical or lagging tones, particularly for durations in the 50-200 ms range, over which thresholds vary most as a function of No duration. Aside from variations in the size of the effect of No duration on threshold ͑i.e., the size of the BMLD͒, these observations were generally true for each of the listeners in each of the conditions. The BMLD was smaller at lower noise levels, but the only substantial reduction occurred for listener NPW in the 20-dB͑SPL͒/Hz condition. The BMLD was substantially reduced for all listeners in the 125-Hz condition, and eliminated entirely in the case of listener NPW. Also in this condition, listener DF displayed a strongly reversed effect of tone position compared with all the other data sets; here the leading-tone tended to give lower thresholds than the symmetrical and lagging-tone conditions rather than the other way around.
Temporal window shapes were fitted to the data. The fitting procedure computed the interaural correlation of the combination of uncorrelated and correlated noise intersected by the window; it assumed that the BMLD was related to the interaural correlation by Eq. ͑1͒, which is adapted from van der Heijden and Trahiotis ͑1996, Eq. 4͒. Van der Heijden and Trahiotis showed that their equation accounts for 98% of the variance in the data from Robinson and Jeffress ͑1963͒ ͑Fig. 1͒. T No is the mean threshold in linear units of intensity observed for 960 ms of No and T Nu is the mean threshold in linear units for durations of No up to 30 ms. These values were calculated separately for each listener, frequency, and level. The amount of signal energy admitted by the window, when placed in a given position, was also taken into account:
͑1͒
Each of the nine candidate window functions defined in the Appendix was fitted separately to the data of each of the three listeners in each of the seven conditions of noise level and tone frequency. The mean parameters, averaged across the three listeners, are listed in Table I . Figure 4 shows the nine window shapes derived by averaging the parameters fitted with the overall correlation method to the data of the three listeners in the 500-Hz/40-dB condition. Aside from the inevitable differences in shape defined by the three different base functions, the windows are always similar in width near the peak, and, as illustrated by the example in Fig. 4 , only for the Gaussian-with-skirt shape is there a substantial broadening of the window away from the peak.
The fitting procedure estimates the dynamic range of the BMLD from the measured thresholds. The dynamic range of the resulting window is therefore unconstrained by the range of the data. The dynamic ranges of the windows were large and differed widely across the different fits. This outcome suggests that, except in the case of the Gaussian-with-skirt shape, other aspects of the data tend not to constrain the dynamic range of the windows in a consistent manner, and that the dynamic range is probably not an important parameter of the window.
An analysis of variance for goodness-of-fit ( 2 ) covering the three listeners ͑random factor͒, the three base functions ͑exponential, Gaussian, and rounded exponential͒, the three fit-types ͑simple, floor and skirt͒, and the six conditions for which all three listeners displayed a BMLD ͑i.e., excluding the 125-Hz condition͒ showed a significant main effect of fit-type ͓F(2,4)ϭ4.7, pϽ0.02͔ and a significant interaction between base function and fit-type ͓F(4,8)ϭ16.3, p Ͻ0.002͔. The effect of base function itself fell short of significance ( pϭ0.082). These effects are illustrated in Fig. 5 where lower values of 2 indicate a better fit. Table II lists  the 2 values for each of the nine window shapes in each of the seven conditions. Since the lowest values of 2 were achieved by the simple Gaussian function, all further illustrations of window shapes and threshold predictions will be based on this function. The thresholds predicted in the condition of 40-dB͑SPL͒/Hz noise and 500-Hz signal are shown as lines in Fig. 3 . Figure 6 shows the shape of the simple Gaussian window as a function of signal frequency. The parameters were averaged across all the listeners who produced a BMLD at each frequency. The shape of the window varies in duration and asymmetry across the four frequencies. If only the 250-, 500-, and 1000-Hz conditions are considered ͑those which produced sizeable BMLDs from each listener͒, the window consistently shows a larger rearward than forward lobe, and the duration decreases monotonically with increasing frequency. In other words, there was greater forward than backward masking, since it is the ''rearward'' lobe which represents ''forward'' masking. However, the duration trend was not significant in an analysis of variance of the equivalent rectangular durations ͑ERDs͒ for the three listeners across these three frequencies ͓F(2,4)ϭ3.9, pϭ0.12͔. Figure 7 shows the shape of the simple Gaussian window as a function of noise level. The window shapes vary less across level than across frequency. The asymmetry FIG. 3 . Examples of the raw threshold data and the quality of the fit achieved by the window fitting algorithm. The thresholds ͑dB re: arbitrary zero͒ with standard error bars for each of the three subjects in the 40-dB ͑SPL/Hz͒/500-Hz condition are shown in separate panels. The symbols show the observed threshold data. The lines show the closest match to this data achieved by the window fitting program using simple Gaussian windows. Filled circles and solid lines are for the symmetrically placed tones ͑50% point͒; open squares and dashed lines are for the leading tones ͑25% point͒; open circles and dotted lines are for the lagging tones ͑75% point͒.
is fairly constant and again shows a forward lobe which is half to one-third the size of the rearward lobe, reflecting greater forward than backward masking. There is a slight tendency for the window to become shorter at higher noise levels. Although the mean ERDs vary monotonically with noise level, an analysis of variance for ERD, covering the three listeners across all four noise levels showed that this effect was far from statistical significance ͓F(3,6)ϭ0.66, p ϭ0.61͔.
The equivalent rectangular duration ͑ERD͒ of the win-TABLE I. Mean fitting parameters, averaged across the three listeners ͑only two for the 125-Hz signal frequency͒, for each of the seven conditions of masker level and signal frequency and each of the nine window shapes. p r is the time constant of the rearward lobe and p f the time constant of forward lobe of the window, s r is the time constant of the skirt of the window, w is the weight applied to the skirt of a skirt-type window and r is the dynamic range of the floor-type window. The E.R.D. is the integral in milliseconds of the entire window. Table I lists the ERDs for each of the nine window shapes in each condition, derived for each subject separately, but then averaged across subjects. Table III gives the individual ERDs for each listener in each condition, using a simple-Gaussian fit. Averaging across the simple-Gaussian fits for each listener in each condition ͑20 fits͒, the mean duration of the window is 116 ms ͑s.d. 34 ms͒.
C. Discussion
The results of experiment 1 show that the ERD of the binaural temporal window is a little over 100 ms. The window appears to lengthen at lower frequencies. The window shape differs in some ways from the one derived by Kollmeier and Gilkey ͑1990͒.
The shape of the window
Significantly more efficient fits ͑i.e., lower 2 ͒ were produced by the simple versions of the window shapes, than by the floor, or skirt versions. This finding confirms the assumption made by Kollmeier and Gilkey ͑1990͒, that no advantage would accrue from using more complex, multiparameter window shapes. In fact, the sum-of-squares was, for the majority of fits, identical for the simple, floor, and skirt implementations of a given base function. Since the simple function had fewer parameters, it had more degrees of freedom and, so delivered a smaller 2 . Only for the Gaussian-withskirt shape did the extra parameters improve the sum-of-squares noticeably. Figure 5 , and the significant interaction between fit-type and base function, show how the introduction of extra parameters has a less detrimental effect on 2 for the Gaussian base function, than for the other two. The best fits were obtained using Gaussian base functions and the poorest fits using exponential base functions, with rounded-exponential base functions giving fits of intermediate goodness ͑Fig. 5͒. Put another way, the goodnessof-fit improved monotonically ͑although not significantly͒ with the roundness of the peak of the fitting function.
6 This relationship is the inverse of that reported by Kollmeier and Gilkey ͑1990͒. They estimated the shape of the binaural temporal window from detection thresholds for S tones presented in noise that changed either from N to No or from No to N. Using this method, they found that an exponential window shape gave the best fits to the data, followed by rounded-exponential shapes, and then by Gaussian shapes. The difference between Kollmeier and Gilkey's results and the present results may stem from the effects of off-time listening which could not be taken fully into account in fitting functions to Kollmeier and Gilkey's data. Kollmeier and Gilkey assumed a fixed amount of off-time listening in most cases ͑see footnote 4͒ by placing the temporal window at the offset of the tone in the forward masking case and at its onset in the backward masking case. In each case this represents an offset of 10 ms. In the current experiments, the Gaussian windows were often more asymmetric ͑i.e., the ratio of rearward to forward lobe parameters differed from unity͒ than the other windows ͑Table I͒ and more off-time listening was assumed by the fitting algorithm in predicting thresholds from the Gaussian windows than from the roundedexponential windows: For Gaussian windows the offset between the time of occurrence of the signal and the optimal position for the window found by the fitting algorithm had a standard deviation of 10.9 ms and ranged from Ϫ49 to ϩ61 ms; for rounded exponential windows the standard deviation was 6.0 ms and ranged from Ϫ30 to ϩ33 ms; for exponential windows, off-time listening makes no difference to the thresholds, 7 so the fitting algorithm automatically took an offset of 0 ms throughout.
It could be argued that the advantage for Gaussian windows observed in the present study is the product of a residual effect of distraction ͑see footnote 3͒ that remains despite the use of uncorrelated noise as the interfering stimulus. This argument is supported by the observation that some elevation of thresholds for short No durations compared to zero No duration was evident in the present data, suggesting that some distraction occurred; thresholds at 20-, 30-, and 40-ms No duration were elevated by an average of 0.7, 1.4, and 0.3 dB, respectively, compared to the 0-ms condition. If the distracting effect is limited to these short delays ͑where the distracting event is closest to the occurrence of the signal͒, it may have conferred an advantage on broad-peaked functions, like the Gaussian, because such functions predict the smallest decreases in thresholds at short No durations. In order to assess the likelihood of this possibility, we exploited the fact that the distraction, as measured by the elevation of thresholds, varied across listeners and conditions ͑compare, for instance, listener IC with listeners DF and NPW in Fig.  3͒ ; the size of these elevations ͑averaged across 20-, 30-, and 40-ms No durations͒ did not correlate significantly with the degree to which Gaussian functions were favoured by the fitting algorithm ͑rϭ0.15, pϭ0.53͒. The weakness of this relationship suggests that the fitting process must favor rounded peaked functions for some reason other than the elevations of threshold at short No durations. It is possible that the steeper sides of rounded functions are more important.
The asymmetry of the window
The asymmetry of the window varied across the three listeners; the average duration of the rearward lobe for a simple Gaussian fit was 1.3, 1.9, and 2.3 times longer than the average duration of the forward lobe for listeners DF, IC, and NPW, respectively. It did not vary much across the different fitting functions.
The duration of the window
The ERD of the window is about 100 ms, an order of magnitude greater than the ERD of the ͑monaural͒ temporal window measured by Moore et al. ͑1988͒ and by Plack and Moore ͑1990͒ using an analogous paradigm in the monaural domain ͑8-13 ms͒. This difference between the temporal integration time of the binaural and monaural auditory systems is consistent with that estimated by Grantham ͑1982͒ who also found a difference of an order of magnitude. The ERD found here is rather longer than that found by Kollmeier and Gilkey who obtained values between 33.2 and 83.2 for their four listeners using the exponential fit which they favoured. However, their Gaussian fits show quite similar values to ours, ranging from 61 to 134 ms.
The ERD and, to a lesser extent, the shape of the window should determine performance in other binaural tasks which have been used to investigate binaural sluggishness. Kollmeier and Gilkey ͑1990, Fig. 4͒ made predictions, based on their fitted window shape, for the detection thresholds of tones in noise with sinusoidally modulated interaural correlation ͑Grantham and Wightman, 1979͒. Kollmeier and Gilkey found that their window gave rather poor predictions, and calculated that it would need to be substantially longer in order to predict Grantham and Wightman's results accurately. We modeled Grantham and Wightman's data by convolving sinusoidal functions ͑representing the sinusoidal variation in ͒ by the mean temporal window shape derived from the four noise-level conditions in experiment 1, to give the variation in at the output of the window. BMLDs were then predicted from Eq. ͑1͒ using a value for (T Nu /T No ) derived from Grantham and Wightman's data at 0-and 4-Hz modulation rates ͑T No and T Nu , respectively͒. The results were quite similar to those obtained by Kollmeier and Gilkey. Thus although the windows estimated from the data of experiment 1 are about 25% longer than those estimated by Kollmeier and Gilkey, they are insufficiently long to account for Grantham and Wightman's results. TABLE III. The equivalent rectangular duration ͑ERD͒ of the binaural temporal window for individual listeners in each of the seven conditions from experiment 1, when modeled using an asymmetric, simple-Gaussian window shape. Listener   DF  IC  NPW   40  1000  56  84  118  40  500  153  80  102  40  250  151  156  168  40  125  188  765  0  500  87  88  109  30  500  102  110  127  20  500  135 130 100
Noise level ͑dB͑SPL͒/Hz͒
Signal frequency ͑Hz͒
The effect of noise level and signal frequency
There was no effect of noise level on the window shape ͑Fig. 7͒.
The mean window shape changes somewhat erratically with frequency, showing nonmonotonic changes in both duration and asymmetry. Grantham and Wightman ͑1979͒ also found that the effect of signal frequency on their estimate of the binaural integration time was not systematic. They found evidence of longer integration at 250 Hz than at 500 Hz. However, the apparent duration of integration was different for different listeners at 1000 Hz. Culling and Summerfield ͑1995a͒ measured a longer window at 125 Hz than at other frequencies. Taken together, these results suggest a tendency toward a longer window at lower frequencies. However, recent measurements by Akeroyd and Summerfield ͑1998͒, based on a binaural analog of gap detection show no effect of frequency. The present results support a reduction in ERD with frequency to the extent that there is weak evidence of longer windows at lower frequencies across the 250-Hz, 500-Hz, and 1000-Hz conditions. However, this trend does not extend to 125 Hz for the two listeners who produced a BMLD at this frequency.
III. EXPERIMENT 2
The results of experiment 1 indicate that the binaural temporal window contains a forward lobe in addition to a backward lobe. For most listeners and most combinations of level and frequency, the forward lobe made a smaller contribution to the ERD of the window than the backward lobe. It is possible, however, that the forward lobe measured here reflects an effect of distraction rather than of temporal integration. Thresholds might have been elevated when the switch from No to Nu noise came shortly after the presentation of the signal because of the distracting effect of the switch, rather than because its proximity allowed uncorrelated noise to enter the window. Experiment 2 was designed to distinguish this ''distraction'' hypothesis from the ''forward-lobe'' hypothesis ͑i.e., that the binaural window, like the monaural window, contains a genuine forward lobe͒. Thresholds were measured in conditions where the predictions of the distraction hypothesis are in the opposite direction to those of the forward-lobe hypothesis. Maskers were prepared which contained a single transition from partially correlated noise to fully correlated noise. The S signal was presented during the partially correlated noise. The time interval between the signal and the transition was varied systematically ͑Fig. 8͒. According to the distraction hypothesis, thresholds for detecting the signal should be higher, the closer the transition is to the signal. According to the forward-lobe hypothesis, thresholds should be lower, the closer the transition is to the signal. This result should follow because the signal will be detected more easily the more correlated noise that enters the window, and more correlated noise will enter the forward lobe of the window the closer the transition is to the occurrence of the signal.
A. Stimuli and procedure
Masking noises of one second duration were generated which contained a transition from partial interaural correlation to full interaural correlation at 510, 550, 600, 650, 700, 750, or 1000 ms. The partial interaural correlation was produced by taking a copy of a 1638.4-ms noise and offsetting the phases of each frequency in the frequency domain by adding a value randomly chosen from the range Ϯ60°. One channel of a 1-s stereo sound file was filled with the original noise, while the other channel was filled with the phaserandomized copy up to the appropriate transition point; the remainder of the second channel was filled with the original noise, so that it was identical with the first channel after the transition. The same pair of noises was used to generate a set of eight stimuli with different transition times.
The Ϯ60°phase offsets reduced the product-moment correlation with the original noise to 0.82. According to Robinson and Jeffress ͑1963͒ the BMLD for NoS vs NoSo is reduced by about 6 dB if the interaural correlation of the noise falls to 0.82. Thus the thresholds had roughly equal scope to rise or fall in response to the location of the transition.
The signal was a 20-ms 500-Hz S tone burst which was centered 500 ms into the stimulus. The end of the offset of the tone burst at 510 ms therefore coincided with the earliest of the eight transition times.
Three subjects with normal hearing thresholds ͑Ͻ20 dB HL re: ISO 389 at audiometric frequencies between 125 Hz and 8 kHz inclusive͒ attended fifteen 45-min sessions. Two listeners, DF and LP, were very experienced listeners, while listener SS was recruited at the beginning of this study. In each session, their thresholds for detecting the signal with each of the eight transition times was measured concurrently using eight interleaved, 1-up/3-down, adaptive staircases ͑Levitt, 1971͒. A more exacting, but time-consuming adaptive rule was employed in experiment 2 than in experiment 1, because the anticipated size of effect was very small and because the volume of data to be collected was more manageable. The algorithm continued until all eight staircases had undergone three reversals using a 4-dB step-size and then ten reversals using a 2-dB step-size. The mean signal level at the last eight reversals was used as an estimate of the listener's threshold for that run. The maskers were presented at a level of 40 dB͑SPL͒/Hz. dom factor͒ showed that the increases in threshold were significant for listeners DF and LP (pϽ0.01), but not for SS. An overall analysis of variance covering the 7 transition times and the 15 sessions ͑with listener as the random factor͒ showed a main effect of transition time ͓F(6,12)ϭ9.45, p Ͻ0.01͔, no effect of session and no interaction between the two.
B. Results
C. Discussion
If an abrupt transition between uncorrelated and correlated noise elevated detection thresholds when it occurred shortly after a signal, then thresholds would have been highest in experiment 2 when the the signal and the transition were close in time. This result did not occur. Rather, thresholds were lowest when the transition and the signal were close in time ͑Fig. 9͒. This outcome is expected if the binaural temporal window has a forward lobe. The further the transition is from the signal, the greater the proportion of Nu to No within the window, and the harder it is to detect the signal due to the background interaural decorrelation. This result is consistent with some of the data points measured by Kollmeier and Gilkey ͑1990, Fig. 2 , panels a-d and Fig. 3͒ , which show a reduction in threshold for signals embedded in N noise when a transition to No noise is approaching.
However, one further possible explanation must be considered. It is conceivable that while no substantial distraction occurred, the small effect observed in experiment 2 could be due to off-time listening, rather than to a forward lobe. If listeners could listen through a one-sided window placed just after the offset of the signal, they would reduce the amount of signal entering the window, but might gain an advantage if there were a compensating reduction in the amount of uncorrelated noise entering the window. In order to test this alternative explanation, the mean data plotted in Fig. 9 was modeled in two ways: first using the double-sided, but asymmetric Gaussian window derived from experiment 1, and second using a single-sided Gaussian window of the same ERD. Each of these windows was convolved with 1-s step functions which went from a correlation of 0.82 ͑the correlation of the partially decorrelated noise͒ to 1.0 at each of seven transition times used in the experiment ͑10, 50, 100, 150, 200, 250, and 500 ms after the mid-point͒, to give the correlation of the noise within the window at each point in time for each condition. The window was also convolved with the envelope of the S signal to give the signal energy within the window at each point in time. The detection threshold for each window position was then derived by adding the signal level in the window ͑in dB͒ to the expected BMLD derived from the overall interaural correlation according to Eq. ͑1͒, and subtracting these from an arbitrary constant. In order to model off-time listening, the best possible window positions for each window shape in each condition were derived from the maxima in the resulting functions and the threshold values at those positions were recorded. The arbitrary constant was adjusted in order to give the same threshold as the listeners for the 500-ms step position, and the results plotted in Fig. 9 in the panel showing the mean results ͑averaged across listeners͒. The solid line shows the results for the double-sided window and the dotted line for the single-sided window. The effect of off-time listening can be seen in the slight reduction in threshold which occurs at 10 ms compared to the other transition times for the single-sided window ͑dotted line͒. The double-sided window derived from experiment 1 produces a much more accurate fit to the data than does the single-sided window. Although the double-sided window under-estimates the amount of masking release, the discrepancy is only a fraction of a decibel, and can be tolerated.
The results of experiment 2 are further evidence that the forward lobe described by Kollmeier and Gilkey ͑1990͒, Culling and Summerfield ͑1995a͒, and in experiment 1 is a genuine feature of the window; it is unlikely to be a spurious feature produced by a distraction effect.
IV. GENERAL DISCUSSION
The results of the two experiments in this study give a consistent picture of the binaural temporal window as an integrating window of about 100-ms duration with a rounded top and a rearward lobe which is 1.5-2.5 times longer than the forward lobe. The motivation for the study was to provide an accurate summary representation of the sluggishness displayed by the binaural auditory system. It was anticipated that the resulting window shape would enable predictions of binaural phenomena for a variety of time-varying stimuli. The underlying assumptions of the study were that a window measured in this way would reflect the integration time of the binaural system at some level of analysis, and that the interaural parameters of any stimulus, convolved with such a window, would reveal the variation in these parameters which is heard by the listener. The same assumptions were made by Moore et al. ͑1988͒ and Plack and Moore ͑1990͒ in   FIG. 9 . Mean thresholds for each of three listeners, and thresholds pooled across the three listeners, for the detection of S tone pips presented during partially correlated noise ͑Nu/o; ϭ0.82͒ with correlated noise ͑No͒ commencing at different times following the presentation of the tone. The lines on the bottom-right panel show predictions based on the asymmetric-simpleGaussian window shape derived from experiment 1 ͑solid line͒ and the predictions based on a similar window shape, with equal duration, but which has no forward lobe ͑dotted line͒.
measuring the monaural temporal window, and have been applied to monaural spectra to obtain a representation of the temporal variation in timbre as heard by a listener ͑see, for instance, Culling and Darwin, 1994͒. The application of the binaural temporal window, as indicated in the Introduction, is likely to be in cross-correlation models, which are supposed to represent processing in the medial superior olive ͑MSO͒ ͑Jeffress, 1948͒. Such models currently use leaky integrators ͑with widely varying time constants͒ in order to accumulate information over time. A leaky integrator is effectively a single-sided, exponential window. Thus a straight-forward approach would be to replace the leaky integrator with the 100-ms-long asymmetric Gaussian window shape derived here. There are, however, some grounds for doubting the appropriateness of this approach. Two kinds of problem arise. One is that the window may not apply to all signals which the binaural system processes, but only to continuous signals. The other is that the window may not map onto the functioning of a particular part of the ascending auditory system in the way implied by its application to Jeffress' theory of cross correlation in the MSO.
The first problem arises from evidence that the binaural system can, in some sense, be ''reset'' ͑see: Hafter and Buell, 1983; Yost, 1985; Gilkey et al., 1995͒. In particular, Yost ͑1985͒ found that the detection of short duration S tones with gated No maskers of the same duration was unaffected by the presence of a preceding ''fringe'' of N noise, which was separated from the masker and signal by a brief interval of silence; in comparison, Kollmeier and Gilkey ͑1990͒ and Gilkey et al. ͑1995͒ had shown that N noise which preceded a brief signal with no intervening silence elevated thresholds markedly ͑see Gilkey et al., 1995, footnote 6͒. The phenomenon identified by Yost can be explained if the binaural integrators are zeroed whenever the input is briefly silenced. The evidence for this phenomenon is, so far, somewhat limited, but if future experiments confirm the existence of such a resetting effect then the applicability of the window derived in this paper would require revision.
The second problem in the application of the present results to models of binaural analysis stems from the results of Joris ͑1996͒. He investigated the occurrence of sluggishness in the inferior colliculus ͑IC͒, through which all innervation from the MSO passes en route to higher centers. Joris performed physiological experiments on single units in the IC of the cat which were analogous to those performed psychophysically by Grantham ͑1982͒ with human listeners. Grantham's study took the principal cue which is thought to mediate binaural unmasking, degree of interaural correlation, and measured the ability of listeners to detect modulation in interaural correlation over time. Grantham's results showed a rapid loss of sensitivity to modulation of interaural correlation as the modulation rate was increased from 5 Hz to 10 Hz. In comparison, Joris found that single units in the IC show modulations of response rate with interaural correlation at modulation frequencies an order of magnitude higher. These results are important for three reasons. First, if IC units can modulate their responses rapidly to changes in the interaural parameters of a stimulus then the MSO is presumably also able to do so, making it physiologically inaccurate to put sluggishness in a cross-correlation model which is supposed to represent the pattern of activity across different units of the MSO. An accurate model would place the sluggishness at some higher level of representation. In order to maintain the notion of using cross correlation with a long integration window as a psychophysical model of binaural processing, it may be necessary to redefine the relationship of the model to the physiology as including processing at higher centers which are responsible for the sluggishness. Second, it suggests that single units are capable of making a discrimination which the listener is incapable of making. This situation is unusual because it is generally assumed, in electrophysiological studies, that to show that a single unit can perform a task is to offer an explanation of how the entire system might perform it. Third, Joris' findings are problematic for Moore and Sek's hypothesis that sluggishness is a general feature of the auditory processes which require the interpretation of phase-locking information. The ability of a single unit to interpret phase locking at the two ears and rapidly modulate its firing rate in response, suggest that there is no fundamental obstacle within the auditory system to deriving the necessary information from phase-locking information without a long integration time.
Notwithstanding these two possible limitations, it seems likely that the binaural temporal window measured in the experiments reported in this paper will prove useful as a modeling tool, provided that it is remembered that it may reflect the integration times of a range of centers in the auditory pathway. Should the phenomenon of binaural resetting prove robust in future experiments, it may well be possible to incorporate the resetting process into a window model. In any case the window should provide an adequate model for uninterrupted stimuli such as those used here.
V. CONCLUSIONS
The data and modeling described in this paper point to the following conclusions about the shape of the binaural temporal window:
͑1͒ The window has an equivalent rectangular duration of about 100 ms; this value is consistent with a number of previous estimates of the integration time of the binaural system. ͑2͒ The window is broadly similar in shape at different frequencies and noise levels. However, we found a tendency toward shorter windows at higher frequencies. ͑3͒ The window is best fitted by a function with a rounded peak, such as a Gaussian function. ͑4͒ The use of parameters which limit the dynamic range of the window does not improve the goodness-of-fit to the experimental data. ͑5͒ The window is asymmetric to varying degrees across listeners; its forward-going lobe is generally shorter than its backward-going lobe. However, material effects of the forward lobe can be demonstrated.
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APPENDIX: WINDOW FITTING
The window fitting algorithm was similar to that employed by Plack and Moore ͑1990͒, but included simple versions of each function which lacked any limitation on the dynamic range. The number of free parameters varied according to the fit type ͑simple, floor or skirt͒. For the skirt function the width of the peak of the function and of the skirt were given separate parameters p and s; the latter parameter was not used for simple functions, or if the function had a floor value. The floor and skirt functions both had a weighting value which either determined the depth of the floor, r, or the relative weight, w, of the skirt. All window shapes were asymmetric in time, t, and the asymmetry of a function added another parameter, which, in the case of a skirt, scaled the width of the peak and floor parameters together ͑i.e., the asymmetry of the skirt was always constrained to be equal to the asymmetry of the peak of the function͒. Thus the functions had, two, three or four parameters.
The fitting process assumed that threshold was related to the overall correlation of noise entering the window, according to Eq. ͑1͒, plus the attenuation of the signal by the window. The ratio T Nu /T No was derived separately from each set of data ͑a given subject in a given condition of noise level and signal frequency͒ such that fully correlated noise would yield the mean threshold from among the three results at 960-ms No duration (T No ) and fully uncorrelated noise would yield the mean threshold for 0-, 20-, and 30-ms No duration (T Nu ). Predicted thresholds were derived for a given window by integrating the intersection of its profile with the signal and with the interfering noise. A multiparameter successive approximation algorithm was used to set the parameters of the window in order to predict the observed thresholds as closely as possible. For Gaussian and rounded-exponential functions, off-time listening was modeled whenever the algorithm tested a given set of parameters; a single parameter minimization method was used to optimally position the window, so as to minimize the predicted threshold ͑as opposed to minimising the difference between actual and predicted thresholds which was achieved purely by adjusting the shape of the window͒.
The following equations relate one side of each of the nine different functions ͑in square brackets͒ to their integrals: The forward and rearward lobe of the window may be generated using separate parameters p f and p r , and s f and s r , where s f ϭs r p f /p r . 1 Bell ͑1972͒ measured the detection threshold of a 125-ms S signal in No noise of variable duration which was temporally fringed by uncorrelated noise. The stimulus configuration was, therefore, similar to that employed in the present study, except that the tone pulses were much longer. Although the S signals were quite long it is clear from his results that a 100-ms fringe of correlated noise improved the detectability of the signal considerably, and that the leading fringe was more beneficial than the trailing fringe, suggesting an asymmetric temporal window with larger rearward lobe. 2 Shackleton and Bowsher ͑1989͒ measured detection thresholds for 20-ms, 500-Hz So and S tone pulses presented during a noise which changed instantaneously from N to No and back to N, or from No to N and back to No. They concluded that the binaural integration time was approximately 100 ms. However, the design of their experiment made it difficult to interpret the results in terms of a window shape. 3 The stimulus configuration used in the present experiment is a refinement of one which we used in a pilot study ͑Culling and Summerfield, 1995a͒ where we measured detection thresholds for an S tone in a masking noise which changed abruptly from N to No and then back to N, with the tone presented during the No segment. One problem which arose with this configuration was that listeners paradoxically often produced higher thresholds for brief No durations ͑50 or 75 ms͒ than in the condition where the No duration was zero and the task required the detection of an S signal against an N noise. Kollmeier and Gilkey ͑1990͒ encountered similar problems ͑see their footnote 3͒ which were exacerbated when using maskers containing double transitions. Consequently, they did not report data collected with that method in their paper ͑Gilkey, 1996͒. These results suggest that listeners might be distracted by abrupt transitions between No and N segments. Distraction could arise from either or both of two causes: ͑1͒ the transitions result in rapid changes in the perceived location of the noise from being diffusely lateralized to each side, to being centred within the head, to being lateralized again; ͑2͒ as the transitions occur, the noise within the temporal window becomes decorrelated, because it is a mixture of N and No noise. The decorrelation caused in this way is similar to the cue which the listeners use to detect the presence of the signal. Thus thresholds may rise because listeners cannot distinguish the decorrelation caused by the transition from the decorrelation caused by the signal. Irrespective of the cause of the distraction, the use of uncorrelated interfering noise in place of antiphasic noise should reduce the problem, because ͑1͒ the change in perceived location of the noise is less dramatic and ͑2͒ because the interfering noise is uncorrelated to start with, there is no burst of decorrelation at the transition, rather the noise becomes progressively more correlated as more No noise enters the window. Overall, the subjective impression produced by these Nu-No-Nu maskers is much less ''eventful'' than that produced by N-No-N maskers. Consequently, elevations of thresholds for a 20-ms No duration, compared to uninterrupted Nu, averaged only around 1 dB in the present experiment. A minor disadvantage of using Nu noise is that NuS vs NoS gives a smaller BMLD than NS vs NoS ͑Robinson and Jeffress, 1963͒. Consequently, the range of thresholds measured in the present experiment ͑although dependent on conditions of signal frequency and noise intensity͒ was typically reduced in extent from 15 dB to 10-12 dB. Bearing the limitations of the pilot study in mind, it is worth recording its three principal findings. The window was found to have an equivalent rectangular duration of around 100 ms at frequencies of 250 Hz, 500 Hz, and 1000 Hz, but to be substantially longer at 125 Hz. The window was also found to have a rounded top, best fit by a Gaussian shaped function. 4 The differences between the time of the signal, the optimal temporal placement of the temporal window and the time at which the information from that window becomes available to the listener are often confused. The time of the signal is straightforward enough. However, the optimal placement of the sliding window may place its centroid before or after the signal, the only limitation being that the window must intersect the signal sufficiently for that position to provide the best evidence of the signal's presence. The optimal position may place the centroid at a point in time when the signal is physically off. At threshold, the time at which the information from the window becomes fully available must be after the entire window has been collected, including any forward lobe that it might possess, so one must add the total duration of the forward lobe to the temporal location of the centroid in order to derive the earliest moment that detection can occur. Unfortunately, the duration of the forward lobe cannot be derived from the fitting process used here, because all the fitting functions we have employed extend infinitely forward and backward in time. Clearly, the forward lobe does not share this property or one would never hear anything. However, the approximate delay to detection can be estimated from the ERD.
5
In Kollmeier and Gilkey's ͑1990͒ analyses, only the exponential and rounded-exponential functions were permitted to be asymmetric in time. The second parameter of their Gaussian function ( 2 ) changed the location in time of a symmetrical Gaussian. This parameter moved the window to positions which permitted off-time listening. However, like other parameters of their window shapes, it was varied in order to optimize the fit with the data ͑i.e., to yield the lowest discrepancy with the data͒, rather than to model optimal off-time listening ͑i.e., to yield the lowest thresholds͒. In contrast, in the analysis of experiment 1 of the current study, parameters were varied to model off-time listening explicitly. 6 The rank ordering is in agreement with the findings of the pilot study described in footnote 2 ͑Culling and Summerfield, 1995a͒. Off-time listening makes no difference to the thresholds predicted by an exponential window because the integral of an exponential is an exponential with the same time constant. Thus if the centroid of an exponential window is moved further from the noise the amount of signal energy entering the window is reduced by the same proportion as the amount of noise energy entering the window, giving no net effect on the signal-to-noise ratio. Of course, if in moving the window away from one band, it is moved closer to another ͑as would be the case in the notch-noise paradigm͒, then the signal-to-noise ratio worsens as a result of placing the window anywhere but directly over the signal. In the current binaural application, it is the overall correlation of the noise in the window which is linearly related to signal threshold ͓Eq. ͑1͔͒, rather than the noise power, but the correlation is directly proportional to the amount of Nu noise in an exponential window, so the two situations are equivalent. 8 The factor ͱ is missing from the equations published by Moore et 
