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The main purpose of this dissertation is to propose reliable evaluation schemes of the
effects of trees’ presence in two-dimensional (2D) shallow water flows by conducting
three-dimensional (3D) direct numerical flow simulations along the lines of the multi-
scale modeling. We develop two types of multiscale evaluation schemes based on the
idea that the macro-scale shallow water flow can be equivalent to the homogenized
micro-scale 3D flow in terms of energy or momentum balance. Throughout this dis-
sertation, the stabilized finite element method (SUPG/PSPG) is used to solve both
the 2D and 3D flow problems and Phase-Field method is employed to capture the
free surfaces in the 3D direct flow simulations. We first establish two spatial-scales,
macro- and micro-scale, to define the microscopic domain to be a part of a macro-
scale field. Then, the micro-scale flow domain is identified with the local test domain
(LTD), where a series of Navier-Stokes flow simulations is conducted to evaluate the
macro-scale flow characteristics. We carry out a case study to validate the 3D flow
simulations inside the established LTD consisting of 26 miniature rigid tree models
and then confirm that our detailed branch modeling is adequate for the evaluation of
the resistance of trees. With the LTD, we evaluate the macroscopic flow character-
istics reflecting the effects of trees in shallow water flow by 3D direct numerical flow
simulations. More specifically, the information obtained from the detailed flow simu-
lations at the micro-scale is used to evaluate a parameter representing trees’ presence
that enables us to carry out efficient macro-scale flow simulations in practical situa-
tions. In this study, we refer to this procedure as ‘numerical flow test(s)’. Appropriate
inflow and boundary conditions are provided to evaluate the effects of the complex
shape of rigid trees models. In the two proposed multiscale evaluation process, either
iii
the energy or momentum balance relation is established from the numerical flow tests
in the LTD to link the information about the micro-scale flow to the macro-scale flow
characteristics. In the first type, we consider the equilibrium of the energy dissipations
on the micro- and macro-scales. In this evaluation procedure, the microscopic energy
dissipation caused by the flow through the trees arranged inside the LTD is thought
to be equal to the work rate of the trees’ resistance in the macro-scale flow. Based on
this theoretical development, the roughness coefficients are evaluated as macroscopic
flow characteristics, which are used in the shear stress term of the 2D shallow water
equation. Several macro-scale flow analyses are carried out to confirm that the en-
ergy dissipation evaluated with the macroscopic roughness coefficients is comparable
with the microscopic flow-induced energy dissipation. Also, the flow surface profile
obtained by the 2D flow simulation reasonably agrees with that of the 3D numerical
flow test. The second multiscale evaluation method proposed in this study focuses on
the balance of the momentum losses on the micro- and macro-scales. This evaluation
scheme is based on the idea that the total momentum loss supposed to be measured
in the macro scale-flow is approximately equivalent to the dynamic pressure loss mea-
sured in the LTD. The results of numerical flow tests enable us to equate these micro
and macroscopic quantities to provide the drag term in the macro scale-flow equation
with momentum loss parameter. These discrete values of the macroscopic momen-
tum loss-parameters are used to construct the response surface based on the surrogate
modeling; that is, the response surface is a surrogate model of the drag coefficient as
a function of the inflow conditions for the LTD. The results of the macroscopic flow
simulations with this surrogate model show reasonable agreements with those of the
3D microscopic flow simulations. In addition to the comparison of the flow states,
we investigate the computational costs of the macro-scale flow simulations to confirm
the efficiency of the proposed approach. Finally, the macro-scale flow characteris-
tics, which are obtained from the two multiscale evaluation schemes, are examined
through several unsteady-state flow simulations. Taking a dam-break problem, whose
unsteadiness is supposed to be similar to the actual phenomena such as tsunami, as an
example problem, we carry out the macroscopic flow simulations with the 2D shallow
water equation incorporated with either the roughness coefficients or the surrogate
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model of the momentum loss parameter. Comparisons between the analysis results
with the 3D direct numerical simulations offer the discussion for the capabilities of
the proposed multiscale evaluation schemes and afford an insight into the significance
of the inertial effects.
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1.1 On the global need for natural disaster mitiga-
tion
In recent decades, disaster mitigation has been an important topic in the international
community. Natural disasters, such as earthquake, volcanic eruption or flood, threat
not only human safeties at the local level but also have undesirable effects on the
global community where nations are closely related and mutually influenced. The
2005 Hurricane Katrina that mainly attacked the United States caused the shut-in
oil production (Johnson [2006]) and seemed to contribute to raising the world’s crude
oil prices (world bank [2006]). Also, the prices of agricultural products were raised in
partner countries because of the severe agricultural damage on Louisiana. According
to the annual data provided by Ritchie and Roser [2019], the amount of historically
recorded disasters from the 2000s to 2010s is considerable compared to those recorded
in the 1980s and 1990s. There are definite insights that a lot of people around the
world have been exposed to the risk of natural disasters.
Above all, the water-related disasters, such as storm surge, flood, or tsunami, need
to be paid attention. It can be calculated that the 17-50 % of the annual natural
disasters are floods according to the data provided by EM-DAT [2012] (International
1
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disaster database) as shown in Fig. 1.1(a). If we take “extreme weather” into ac-
counts, which could trigger off storm surge, the previously mentioned rate becomes a
certain amount. Considering that both graphs described in Fig. 1.1 do not count the
tsunami as a kind of water-related disasters, an actual number of water-related disas-
ters must be much larger. Furthermore, the damage cost from water-related disasters
has become considerable amounts. From the graph in Fig. 1.1(b) provided by Ritchie
and Roser [2019], it is obvious that the global economic damage from water-related
disasters accounts for over 50% from the 2000s. Since the notable increase in 2011
is brought by the Great East Japan Earthquake, in which most of the damage was
caused by the triggered tsunami, it should be counted as a water-related disaster. This
insight would be convinced by the total damage cost of this disaster was about 235
billion USD and made it the most expensive natural disaster in history Zhang [2011].
Thus, it can be said that we have to share the experience and academic knowledge
to prepare for global safety and security against such water-related disasters.
1.2 Overview of ecosystem-based disaster mitiga-
tion
As global attention to disaster mitigation has been grown, the concept of ecosystem-
based disaster risk reduction (Eco-DRR) has been recognized. Eco-DRR is a disaster
risk reduction management realized by maintaining the ecosystem, such as forests,
wetlands, or coral leaf. Such an ecosystem is expected to “act as natural infras-
tructure, reducing physical exposure to many hazards” (Nehren et al. [2014]). Com-
pared to the structural countermeasure, those Eco-DRR has an advantage in cost-
effectiveness, not only its eco-friendliness (Sudmeier-Rieux and Ash [2009]). Above
all, the forests are representative of Eco-DRR systems and have been introduced all
over the world. For example, the JICA project in Northern Macedonia (JICA [2017]),
Integrated Coastal Zone Management (ICZM) in Indonesia (Nehren et al. [2014]) or
coastal reforestation projects by the government of Sri Lanka (Renaud et al. [2013]).
As Nehren et al. [2014] reported that “Healthy mangrove ecosystems can protect





































































(b) Economic damage by natural disasters
Figure 1.1: International disaster data provided by EM-DAT [2012]
(a)Number of recorded natural disaster events. (b)Global economic damage from
natural disasters, differentiated by disaster category and measured in US$ per year.
(Ritchie and Roser [2019])
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coastal areas from erosion and coastal flooding and increase the resilience of commu-
nities in coping with climate change impacts.”, the presence of trees are assumed to
contribute to reduce the vulnerability and improve the resilience of the coastal commu-
nity as shown in Fig. 1.2(a). Contributions of mangrove trees for tsunami mitigation
at the 2004 Indian Ocean tsunami validated those previous works and also stimulated
the international interest. According to some researches, residential areas behind the
mangrove trees were markedly less damaged than areas without them when the In-
dian Ocean tsunami attacked in 2004 (e.g., Danielsen et al. [2005],Tomotsuka et al.
[2018]). Also, they have a positive influence on the local fishery, tourism and carbon
dioxide absorption (Wicaksono et al. [2011]). In Japan, one of the most disaster-prone
countries, forests as Eco-DRR systems have historically contributed not restricted to
water-related disasters. According to Sasaki et al. [2013], the existence of trees has
been employed as the natural infrastructures against unpleaseant natural phenom-
ena at Sengoku period, Japan (e.g., Manrikibayashi for flood control, Yashikirin for
wind control). From the lesson-learning from the Great East Japan Earthquake and
tsunami, some researchers have been promoted the collaboration of coastal forests
and other artificial infrastructures as stronger counterparts [Ohira et al., 2016, Pasha
et al., 2018]. Based on those reports, the broader discussions has been established for
the possibility that coastal forests might be reliable counterparts for future coastal
hazard driven by incoming climate change (e.g., Spalding et al. [2014]).
However, there remain many needs for further investigation. It was reported that
the destructed trees by tsunami cause damage to residential building and loss of
human lives as described in Fig. 1.2(b). Kathiresan and Rajendran [2005a] reported
that most of the 2004 Indian Ocean tsunami victims at the south-east coast of India
were due to the specific thorny tree species that were destroyed by tsunami impact.
They also pointed out the needs for removal. European Union also announced that
the transnational evidence should be provided for wider uptake of these nature-based
disaster mitigation solutions (EU [2019], EC [2017]). Therefore, we should continue
to investigate the quantitative evaluation of both their positive and negative effects.
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1.3 Previous research on tsunami mitication forest
In 1987, Shuto firstly investigated the performance and limitation of coastal trees
from the record of four post-tsunami events that attack the coasts in Japan (1869
Sanriku earthquake tsunami, 1933 Sanriku earthquake tsunami, 1946 Nankai earth-
quake tsunami, 1960 Valdivia earthquake tsunami and 1983 Sea of Japan earthquake
tsunami). After his pioneering work, a lot of researchers have been motivated to
study the relations with coastal trees and tidal flow, especially for tsunamis. For
instance, Tanaka et al. [2005][2009] investigated that the effective forest width and
trees’ species for tsunami mitigation and provided the comprehensive review of the
disaster mitigation potential. Other conditions assumed to contribute to decay of
tsunami power, such as trees’ age, canopy-shape or arrangement, has been also in-
vestigated [Ito and Baba, 2016, Hayashi et al., 2011, 2012]. In addition to the wave
dissipation effects, Imai et al. [2012, 2018] investigated the trapping ability for the
tsunami flotsam. They also investigated the performance limitation caused by the
damage or washed-out [Imai, 2008, Imai et al., 2013]. A lot of laboratory studies for
further insights to effective planting and the understanding the mechanism of inter-
action between flow and trees has been established (e.g., Irish et al. [2014]). Besides
those efforts for the practical application, some researches have provided the theoret-
ical insights based on the fluid dynamics to the structure of flow through vegetation
[Nepf, 1999, Nepf and Vivoni, 2000, Nepf et al., 2007, Nepf, 2012]
In parallel to experimental or observational studies, research on numerical flow
simulations has been also developed. Table 1.1 summarizes the previous research on
the numerical simulations for the flow involving trees or trees-like vegetation. From
Table 1.1, it can be understood that many numerical flow simulations aiming to an-
alyze tsunami inundation flow employed 2D shallow water equation for its governing
equation. From some simplifications, the resistance driven by the existence of trees
in those model has been generally described by the bottom shear (e.g., Koshimura
et al. [2009], Abe and Imamura [2010]). This bottom shear is generally defined by
Manning roughness coefficients, which differ depending on the land use. That means






(a) Tsunami protection by coastal forests
(b) Damage increase caused by destructed coastal forests
Figure 1.2: Performance of coastal forest as Eco-DRR
(a)Forests acts as an natural infrastructures against coastal hazards. (b)The
performance limitation caused by the destruction and the resultant risk for the
residential area.
resistance effects caused by coastal forests are comprehensively expressed by an em-
pirical parameter. By referring to some hydraulic experimental results by Te Chow
[1959] or Kotani et al. [1998], recent tsunami simulations set relatively high values
for forests zone compared to other land zones. For instance, n= 0.03 for forest zones
and 0.025 for other coastal areas in Abe and Imamura [2010] and Koshimura et al.
[2009].
However, as indicated by Bricker et al. [2015], these commonly cited roughness val-
ues seem to be underestimated than the actual value. Therefore, a number of attempts
have been made to provide further insights into Manning roughness of vegetation in
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the flow (López and García [2001] Wu et al. [1999]). Above all, the equivalent rough-
ness model that was firstly developed by Petryk and Bosmajian III [1975] is known
to be a practical model and has been employed in simulations of tsunami involving
mangrove woods (Yanagisawa et al. [2010] Yanagisawa et al. [2009]) as summarized in
Table 1.1. As an alternative to the roughness coefficients-based modeling, implement-
ing a drag force term into shallow water equation has been recognized as a practical
scheme in the coastal engineering field (e.g., Harada and Kawata [2004], Harada and
Imamura [2005a] as summarized in Table 1.1). Along the line of those modeling
schemes, the performance limitation of trees caused by washed-out or breaking has
also been considered in detail (Tanaka [2009], Thuy et al. [2012]).
However, because of the cumbersome procedure arising from the complexity,
enough consideration of the tree’s morphology has not been addressed. While Tanaka
et al. [2011] summarized data and developed the formulation that can consider the
complex morphology of trees, most of other researches has treated vegetation as a
group of vertical cylinder and define the stimulation parameters based on that as-
sumption. Also, as pointed out by Suzuki et al. [2019], the general parameterization
of tree’s foliage overlooked precise consideration for the porosity. That is, previous
researches (e.g., Tanaka et al. [2007], Tanaka [2009]) considers the influence of the
tree’s canopy with the two-dimensional information that can be obtained from the
vertical projection of the trees in the cross-sectional plane. This two-dimensional
projection area provides an uncertainty in simulations due to the discrepancy among
actual three-dimensional information, such as the volume fraction of trees or porosity.
While the flow mechanics between each tree are not solved in the practical using in
the aforementioned approach, more detailed flow simulations have been conducted for
providing deeper physical insights. In such a model, the Reynolds averaged Navier-
Stokes equations are often employed for its governing equation, the presence of the
trees are described by both the energy dissipation and the resistance force (Neary
[2003], Maza et al. [2015]). This kind of analysis has a potential of the detailed fluid-
structure interaction (FSI) analysis that realize more precise investigations of trees
breaking relevant to the performance limitation.
Overviewing all of aforementioned approach, we can classify them into two types:
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macroscopic flow models with the schemes often used in the coastal engineering field
for the shallow water equation involving the roughness or drag parameter, and micro-
scopic flow models with the schemes using the three dimensional momentum equation
that can resolve the flow scale of each tree.
The macroscopic flow models have an advantage in computational efficiency and
practicality. A lot of open sources are provided nowadays to solve shallow water flows
and only they need are initial/boundary conditions. Several parameters are essential
for expressing the presence of the tree in the flow. In contrast, direct treatment of
trees at the fine or microscopic scale flow does not need any parameterization. Also,
this kinds of approaches have the potential to analyze the deformation, breaking and
washed out the process, which are necessary to be taken into consideration for the
assessment. While the interaction between trees and overall flows can be taken into
accounts in more detail, they require high computational costs and, therefore, are not
suitable for real scale disaster simulations. Also due to the high computational costs,
there have been no attempts to give careful consideration for tree’s morphology. There
should be more researches that fills a gap between those two types. Much physical
insights provided by a microscopic model seems not to be efficiently reflected in the
macroscopic practical simulations.
From that point of view, “global-local” modeling has attracted attention. In
this type of modeling, the macroscopic damping effect of trees on the global flow
is identified with the cell-averaged value of the local flow characteristic; see, e.g.,
Mei et al. [2014], Wang et al. [2015], Liu et al. [2015], Hu et al. [2019]. As insisted
in Liu et al. [2015], numerical analyses based on the global-local modeling, referred
to as multiscale modeling, have advantage over 3D direct simulations in terms of
computational efficiency, and provide deeper physical insights than macroscopic em-
pirical approaches. Based on the principles of this approach, predictions of global
flow through coastal forests can be efficiently conducted without ignoring the local
flow characteristics around individual trees. Furthermore, the risk of washed out that
essentially necessitates the FSI analysis will be evaluated from a macroscopic point
of view.
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1.4 Purpose and outline
Along the lines of the above-mentioned global-local modeling, the main purpose of
this thesis is to propose evaluation schemes of the effects of trees’ presence in the
macro-scale flow by conducting 3D micro-scale flow simulations. We explore two
evaluation schemes based on the idea that the macro-scale flow can be equivalent to
the homogenized micro-scale flow in terms of energy balance, or momentum balance.
After setting the micro-scale domain to be a part of a macro-scale field, we carry out
3D Navier-Stokes flow simulations in it. From simulation results, we evaluate the
macroscopic flow characteristics reflecting the effects of trees in shallow water flow by
using the proposed evaluation scheme. That means the information obtained from
the detailed flow simulations in a micro-scale is used to evaluate a certain parameter
representing trees’ presence that enables us to carry out macro-scale flow simula-
tions in practical situations efficiently. In the evaluation process, either the energy
balance or momentum balance relation is used to connect the information of micro-
scale flow to macro-scale flow characteristics. In addition to the post-assessment for
each evaluation scheme, we also investigate the capability of evaluated characteristic
values to the unsteady flow by carrying out the dam-break flow simulations. Al-
though this dissertation neither focuses on the effects of biological characteristics of
specific species (black pines or mangrove) nor intends to collaborate with other previ-
ous tsunami/flood simulation models, we convince that this study has the potential
to contribute to simulations of shallow water flow through vegetation that is more
efficient and accurate than those of previous approaches.
This thesis is divided into the following five chapters: 1. Introduction, 2. mul-
tiscale modeling of flow involving trees, 3. numerical flow tests based on energy
balance, 4. numerical flow test based on momentum balance, 5. application for
unsteady-state flow, 6. conclusion and future remarks. Also, the following additional
subjects are appended on the last part of the thesis: A. numerical scheme for sim-
ulating three-dimensional free-surface flow involving trees, B. numerical scheme for
simulating two-dimensional depth-averaged flow.
In Chapter 2, the multiscale modeling of flow involving trees is provided. By
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introducing spatial scale separation along the lines of multiscale modeling, we define
micro-scale and macro-scales and describe governing equations at both of the scales.
And then, the local test domain, which is equivalent to the micro-scale flow domain,
is set up. The procedure of the numerical flow test employing this local test domain
is also provided.
In Chapter 3, we examine the energy balance assumption as a relationship between
micro-scale flow and macro-scale flow. From each momentum equation derived in
Chapter 2, the mechanical energy caused by the trees in the flow is formulated,
respectively. According to the procedure proposed in Chapter 2, we evaluate the
energy dissipation from numerical flow tests that are conducted with several inflow
conditions. And then, we evaluate the roughness parameters that work as a resistance
of trees in the macro-scale flow equation, from the spatial-time average operation to
micro-scale flow valuables. Several 2D shallow water flow simulations calibrate the
obtained parameters and propose the discussion for the validity of energy balance
based evaluation.
In Chapter 4, as an alternative to the energy balance-based evaluation scheme
proposed in Chapter 3, we provide another evaluation scheme based on the bal-
ance of momentum loss between two scales. According to the momentum balance
derived from a spatial average Navier-Stokes equation, we examine to evaluate the
trees’ effects at the macroscopic level by pressure loss measured from micro-scale
flow simulations. This numerically measured pressure loss derives the momentum
loss parameters that are to be implemented in macro-scale shallow water flow. We
introduce the surrogate model, which accomplish to summarize this parameter as a
function depends on flow conditions without the needs of vast datasets of 3D numeri-
cal results. Macro-scale flow simulations with the 2D shallow water equation validate
the obtained results of surrogate modeling for parameters.
Chapter 5 investigate the abilities of the multiscale evaluation results presented
in the previous two chapters to the unsteady state flow simulations. We set up a 2D
shallow water equation consists of inertial force term, which is apt to be ignored in
general tidal flow simulations. From implementing the resultant parameter in each
evaluation scheme, we simulate the dam-break flow where the unsteadiness. The
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comparison with the results obtained from 3D dam-break flow simulations provides
the discussion for the capability of multiscale evaluation results for practical situations
and the necessity of consideration of the inertial effects.
Finally, in chapter 6, we summarize the results obtained in previous chapters.
And then discuss the practicality of our model and then reveal the contributions of
it.









































































































































































































































































































































































































































































































































Multiscale modeling of flow
through trees
2.1 Introduction
In this chapter, we set up multiscale modeling of the heterogeneous flow involving
trees. We firstly set up two spatial-scales: microscopic flow and macroscopic flow.
For each spatial scale, we set up governing equations, 3D Navier-Stokes equation,
and 2D shallow water equation. To evaluate the effects of trees in macro-scale flow,
a procedure of numerical flow tests, which are three-dimensional flow simulations for
a micro-scale domain, is presented. The local test domain (LTD), which is equivalent
to the domain where the micro-scale flow equation describes the flow, is also provided
for numerical flow tests in this chapter. The established LTD is examined through
several case studies which are carried out with the same procedure to the proposed
numerical flow tests.
2.2 Spatial scale separation
The flow that is supposed to be observed in actual phenomena illustrated in Fig.
2.1(a) is directly affected by the resistance effects caused by the trees. That means the
flow is patchy, and the effects of trees heterogeneously distribute from a microscopic
13
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viewpoint. On the other hand, previous practical simulations treated the resistance
of trees by the source term implemented in the momentum equation. That means the
presence of trees is macroscopically substituted by homogeneously distributed force,
as shown in Fig. 2.1(b).
Considering these gaps between conventional modeling effort and actual flow me-
chanics, we employ the spatial scale separation in our multiscale modeling procedure.
We shall define “macro-scale” as a domain where the existence of trees in the flow is
described by the homogeneously distributed force, as shown in Fig. 2.1(a). On the
other hand, “micro-scale” is set up to be a domain where the flow around the trees
is precisely described as well as the actual flow expressed in Fig. 2.1(b).
Fig. 2.2 shows the concept of the two-scale separation for our multiscale modeling.
It can be thought that the previous numerical simulations treated a kind of homoge-
nized macroscopic flow, and the essential physical insights about this macroscopically
described flow can be obtained from observing the microscopic mechanics.
Considering that the shallow water equation, which is usually employed for macro-
scopic flow simulations involving trees in practical situations, is derived from the
depth-averaged operation through the 3D Navier-Stokes equation, we consider that
the relationship between macro and micro-scale flow can apply to the relationship
between 3D Navier-Stokes flow and the 2D shallow water equation. Based on this
idea, we derive those two types of governing equations for each scale flow from the
following section.
2.2.1 Shallow water equation for 2D macroscopic flow
The shallow water equation is a common and practical solution for simulating the tidal
flow, especially in tsunamis. This equation was originally derived from the vertical
averaged Navier-Stokes equation. Following equations are obtained as a results of
some simplifications after the vertical-average operation (see Mei et al. [1989]) and
are applied for flow in macro-scale domain Ω (Fig. 2.2(a)) where the Cartesian










(a) Actual phenomena: pathcy flow through the trees
(b) Previous numerical modeling: homogeneous flow through the trees-modeled area
Figure 2.1: Concept of numerical flow modeling
(a) Patchy flow observed in actual phenomena, (b) Numerically modeled
homogeneous flow





















 in Ω , (2.1)
where g is the gravitational constant of acceleration, and Ui is the depth-averaged







where h is the flow depth, T Bi is the shear stress acting on the bottom surface defined
as:




The effects of dissipation or damping, which arise from wind stress, are assumed to
be negligible, and thus, only the bottom stress term TB remains in the momentum
equation. This bottom stress term often includes additional resistance caused by the







Figure 2.2: Concept of separating the overall spatial domain into a macro-scale and
micro-flow scale
(a) Macro-scale flow governed by the 2D shallow water equation in the domain Ω
(b) Micro-scale flow governed by the 3D Navier-Stokes equations in the domain Y
existence of emerged obstacles, not only the shear caused by the floor. For instance,
in the coastal engineering field, the drag force caused by the artificial structures are
taken accounts into this term with the help of an equivalent roughness model. This
kind of drag term implementation is general assumption in 2D shallow water flow
simulation involving trees (e.g., Suzuki et al. [2019],Tanaka et al. [2007] )
Eq. (2.1) might not be precise expression because some term driven by micro-
scopic dissipation that has been thought to be negligible in the simplification process,
are possibly un-ignorable in the flow involving trees. However, it can be said that
Eq. (2.1) still has an advantage in the usability caused by its simplicity. In actual,
the same formulation is widely accepted in the actual tsunami simulation used for
decision-making (e.g.,[Sea, 2012]).
2.2.2 Navier-Stokes equation for 3D microscopic flow
Assume that the 3D microscopic flow domain Y illustrated in Fig. 2.2(b) is a micro-
scale domain obtained by reducing the overall forest in the direction orthogonal to
the flow and is defined as:
Y = Yf ∩ Ytree, (2.4)
where Yf and Ytree represent the domains of the water and trees, respectively. Al-
though the macro-scale domain Ω is immense, the macroscopic behavior of flow can
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be described by the 2D SW equation Eq. (2.1); consequently, the motion of micro-
scopic flow in the domain Y would be more appropriately described by following the





+ u · ∇u
)
= ∇ · σf + b
∇ · u = 0
 in Yf , (2.5)
where u is the flow velocity vector and ρ, and b represents the mass density of the
fluid and the body force vector, respectively, generally driven by gravity. Assuming
a Newtonian fluid such as water, the stress tensor σ is obtained as:
σf = −PI + τ , (2.6)
where P , τ denotes the pressure and shear stress tensor, respectively. The following
non-slip conditions are also established:
u = 0, x ∈ ∂Yb ∪ ∂Ytree. (2.7)
where ∂Yb, ∂Ytree represents the bottom surface and the surfaces of trees. Here, the
surface of LTD Yf consists of as follows:
∂Yf = ∂Y±1 ∪ ∂Y±2 ∪ ∂Ys ∪ ∂Yb ∪ ∂Ytree, (2.8)
where ∂Y±i, means the surface orthogonal to the i−th directional unit vector, ∂Yf and
∂Yb means the free surface and bottom surface respectively. The following periodic
boundary condition will also be employed to satisfy the abovementioned operation to
reduce the domain in the y direction:
u|∂Y−2 = u|∂Y2 . (2.9)
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2.3 Multiscale modeling based on numerical flow
tests
2.3.1 Procedure of numerical flow tests
In our multiscale modeling, the presence of trees in macro-scale flow is to be evaluated
from a simulation conducted for micro-scale flow. As defined in the previous section,
3D Navier-Stokes equation (2.5) is employed as a governing equation and numerically
solved for the experiments to micro-scale flow simulations. In this dissertation, the
terms ‘numerical flow tests’are used interchangeably to mean the 3D numerical
simulations to the micro-scale domain. This term definition is in the context of mul-
tiscale computational homogenization Terada et al. [2013]. We set up the procedure
of the proposed numerical flow tests as follows:
(i) We prepare a “local test domain” (LTD) that contains a sufficient number of
trees in a coastal forest, as shown in Fig. 2.3(a);
(ii) With various flow conditions at the local level, as illustrated in Fig. 2.3(b),
a series of micro-scale flow simulations are conducted in a rectangular open
channel, where the LTD is equipped;
(iii) Based on each of the numerical test results, the macroscopic characteristics
relevant to the overall resistance caused by the trees are evaluated from the
volume-averaging operation over the LTD; see Fig. 2.3(c);
The volume-averaging processes will be performed over the LTD, which is regarded
as a representative elementary volume (REV) within the framework of porous media
theory (Bear [2013]). In the following subsection, the LTD setup process is explained
in detail.
2.3.2 Local test domain
The first step of the procedure is to set up the LTD from the whole structure of a
coastal forest that contains a sufficient number of trees to be representative of the
homogeneous feature. The extracted LTD is a spatially reduced subdomain of the

















Figure 2.3: Concept of the 3D numerical flow tests (a) The LTD established as a
spatially reduced domain of the overall forest (b) Numerical simulations conducted
with various inflow depths ĥ=h1, h2,... as well as the inflow velocity û1
overall forests. And this LTD is equipped in a rectangular channel, as shown in Fig.
2.3(a). This subdomain is used for the 3D simulations to numerically ‘measure’ the
trees’ resistance to flow in the next step.
In previous studies with purposes similar to ours, the streamwise length of the
LTD is reduced to accommodate only a few trees. For example, Wang et al. [2015]
employed a periodic LTD, called a unit cell, in which cylinders are vertically located
to develop a surface water model. Lee and Yang [1997] also investigated flows in a
2D unit cell with emerged cylinders. However, Maza et al. [2015] reported that only
the length of a forest is relevant to the overall wave damping. From referring to the
knowledge mentioned above, we set the streamwise length of the LTD is equal to L.
Meanwhile, the width of the LTD, ∆w, can be set to be considerably smaller than
the width of the overall forest, w, to contain only a few trees since the transverse
direction has little effect on damping. Maza et al. [2015] also reported that the
distribution of trees, which is quite random in a native forest, is not as influential as
the density. Therefore, trees are assumed to be homogeneously arrayed in the LTD
to have an equivalent population per unit area to the original forest. Specifically, the
arrangement can be periodic, as often assumed in various approaches for multiscale
modeling.
Our numerical flow tests for the LTD are established by referring to the hydraulic
experiments conducted by Hayashi et al. [2015], in which miniature trees located in
an open channel. A portion of the actual miniature forest employed by Hayashi et al.
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[2015] is illustrated in Fig. 2.4(a), in which the staggered arrangement of miniature
trees that locates in the central part of the open channel. The domain surrounded
by the red-colored solid line shown in Fig. 2.4(a) defines the LTD for the numerical
flow tests.
Fig. 2.5 shows the LTD, which is equivalent to the rectangular open channel
domain, containing rigid trees that is used for micro flow simulation. As described in
Fig. 2.5(a), (b), the length, the width and height of the channel are L = 2.112(m),
w = 0.2(m) and H = 0.5(m), respectively. An array of 26 trees is implemented with
a staggered arrangement, as illustrated in Fig. 2.5(b), and the shape of a rigid tree is
illustrated in detail in Fig. 2.5(c). The rigid tree models are generated by referring
to the hydraulic experiments performed by Hayashi et al. [2015].
2.3.3 Condition for numerical flow tests
With the help of stabilized finite element method (Tezduyar [1991], Brooks and
Hughes [1982]) and phase field method (Chiu and Lin [2011], Takada et al. [2013]), 3D
Navier-Stokes equation (2.5) is solved for numerical flow tests. Precise explanations of
these numerical schemes are presented in appendix A. FE mesh discretization by the
tetrahedron 4-node elements is illustrated in Fig. 2.6 with the size of representative
meshes summarized in Table 2.1.
The non-slip boundary conditions are imposed on the surfaces of trees and bottom
(2.7), and also both side surfaces are periodically connected (2.9). On the upwind
surface of the rectangular channel, the following inflow condition û is applied on the
surfaces perpendicular to the overall flow direction, i.e., the x1-direction:






where •̂ indicates prescribed values. A nonreflecting boundary condition is given to
the outflow surface Sout. So that the flow in the LTD is composed of water and air,
the two-phase flow simulation is realized. Thus, the inflow depth ĥ, which is the
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vertical position of the interface, is prescribed to determine the flow rate of water in
the inflow condition as described in Fig. 2.3.
It should be noted that the inflow conditions for numerical flow tests in the LTD
are not necessarily the same as those in the open channel. As explained previously,
since the numerical flow tests are carried out in the entire domain of the open channel,
two inflow parameters, û and ĥ, are applied to the boundary surface of the channel
S. However, only flow inside the LTD domain Y is utilized in the numerical flow test
evaluation process. Considering that, we shall define the ⟨•⟩ as an evaluation index






where |Yf | means the volume of fluid in the LTD. The value ⟨•⟩ in (2.11) represents
the volume averaged value over the LTD.







Here, we take a general definition of averaging time scale proposed in the research of




where û means inflow velocity and L indicates the length of the open channel.
Table 2.1: Information of the open channel model that consists of the rigid trees
models that consists of the local test domain (LTD)
Total number of FE nodes 6,177,902
Total number of FE meshes 35,313,776
Size of representative meshes 2.0e-2
Size of meshes around tree models 1.0e-3














Figure 2.4: (a) The staggered arrangement of 97 miniature trees in the open channel
used in the laboratory experiments by Hayashi et al. [2015]
2.4 Validation analysis
In order to confirm the validity of the established LTD, and the reliability of numerical
flow tests, we conduct several 3D numerical flow simulations as case studies.
The similar LTD that consists of the array of the same sized-cylinders is examined
as the comparative study to investigate the effects of trees morphology on the flow
attenuation evaluation.
Discussion for the validity of the numerical flow tests are provided by comparison
with the experimental results by Hayashi et al. [2015]. Note that more plain verifi-
cation for the 3D direct numerical simulations with stabilized FEM and Phase-Field
method is also provided in A.3.
2.4.1 LTD with rigid trees models
Table 2.2 shows the inflow conditions and corresponding case names for the numerical
simulations. These inflow conditions are set up by referring to the hydraulic experi-
mental results conducted in the open channel described in Fig. 2.4(a)(Hayashi et al.
[2015]).
A resultant flow in Case-A is visualized in Fig. 2.7. The array of woods is colored
white, and the velocity distribution of the surface flow at each time step is provided.
After the flow passes through the trees at t = 2.0 s, the wake behind each tree can
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be observed, as shown in Fig. 2.7(c). The flow speed increases locally in the spaces
between downstream trees, as demonstrated in Fig. 2.7(d). These visualized flow
convinced us that the patchy flow through rigid trees is successfully simulated by
the stabilized finite element scheme and Phase-Field method. We can also recognize
that the flow speed is attenuated behind the branches on the upstream side. These
observations indicate that the complex shape of branches can constitute a severe
factor influencing the evaluation of flow attenuation.
Table 2.2: Inflow conditions of 3D direct numerical simulations on the LTD consists
of 26 rigid trees/cylinders. A set of initial flow speed û1 and depth ĥ




For the further evaluation on the effects of branches, we conduct the comparative
simulations with the array of simple cylinders, which are the obstacles without any
branches. Fig. 2.8 shows the open channel consists of the 26 cylinders. All size of
the open channel are identical to the equipment provided in Fig. 2.5. The diameter
and the height of each cylinder is same to those of the rigid tree model illustrated
in Fig. 2.5(d). The result of the numerical simulations that are carried out with
the inflow conditions Case A (Table 2.2) are provided in Fig. 2.8. As well as the
observations to the flow through the rigid tree models in Fig. 2.7, the flow speed
is also increased in the space between the cylinders. However, we can found the
possibility of the decreased attenuation from the wake tendency. While the number
of the wake behind the cylinders around t = 2.0 (s) is same to the number of the
cylinders, the number of wake behind trees is increased than the number of the trees
because the branches are exposed to be the water surfaces.
To quantitatively evaluate the difference between the resistance effects of rigid
trees and that of cylinders, following indices are calculated in both type of simulations:
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Depth reduction rate = ∆h
hin
× 100 = hout − hin
hin
× 100 (%), (2.14)








p dΩ (Pa). (2.15)
The time variations of depth reduction rate and the pressure loss in all cases are pre-
sented in Fig. 2.10, Fig. 2.11. Comparing the solid lines and dashed lines described in
Fig. 2.10(a) shows that both rigid trees and cylinders may have comparable resistance
effects in Case A. This is because the rigid trees can be essentially the same as the
cylinders under the stem-submerged depth level as anticipated. A similar tendency is
also can be seen in the comparison between the depth reduction rate of two models in
Case A in Fig. 2.11(a). Differently, the temporal values measured in Case B provided
in Fig. 2.10(b) shows the distinct difference between the attenuation effects of trees
models and that of cylinder models. We can also understand that the trees models
have relatively large depth reduction effects compared to the pipes from the temporal
data presented in Fig. 2.11(b). Considering that Case B is carried out with a canopy
submerged-depth level, these enhanced flow attenuation effects in trees models are
caused by the existence of branches. Consistent with the above-mentioned insights,
flow attenuation-effects of trees model are also larger than that of cylinders in Case
C by referring to the Fig. 2.10(c), Fig. 2.11(c).
Using both (2.12) and (2.13) give the time averaged values of the depth reduction
rate and the non-hydrostatic pressure loss as summarized in Table 2.3. Regardless
of the kind of obstacles established in the LTD, the values of the stem-submerged
depth case (Case A) are almost identical. On the other hand, the values of the
canopy submerged-depth cases (Case B, C) shows the significant difference between
the cylinder models and the rigid tree models. Both depth reduction rate and pressure
loss caused by the rigid tree models are three times bigger than those caused by the
cylinders These results reasonably agree with the observations to the data plotted in
Fig. 2.10, Fig. 2.11 and strongly confirm the increased flow attenuation arise from
the complex shape of tree models. As mentioned in the previous chapter (Chapter
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1), a lot of early studies simulated the flow through the coastal vegetation with the
cylinder obstacles (e.g., Maza et al. [2015]). However, as we uncovered, the effects of
trees-like structures on the flow are different from that of the cylinders if they have
branches, canopies. Especially, the resistance of mangrove trees, which are famous for
their mitigation performance against past huge tsunamis (Kathiresan and Rajendran
[2005b]), might be underestimated in the previous numerical simulations because
their complex root systems are exposed to be the water flows. On the whole, we
can convince that the established rigid trees in the LTD is worth to investigate by
numerical flow tests.
Table 2.3: Comparison between the direct numerical simulations on the rigid trees and
that on the cylinders. A set of initial flow speed û1 and depth ĥ, and the observed
values of the depth reduction rate (2.14) and the loss of non-hydrostatic pressure
(2.15).
Case û1(m/s) h (m) Depth reduction rate (%) Non-hydrostatic pressure loss (Pa)
Trees Pipes Trees Pipes
A 0.30 0.10 -11.51 -9.16 -46.2 -47.0
B 0.50 0.25 -24.19 -8.54 -317.3 -109.2
C 0.30 0.33 -5.88 -1.22 -108.0 -24.8
2.4.2 3D numerical flow simulations
Now, we examine the reliability of the 3D flow simulations from the comparison
with the hydraulic experimental results. Fig. 2.12 shows the streamwise velocity
distribution in vertical direction obtained from several case study simulations (Table
2.2) on the rigid trees and the cylinders. The circle plots indicate the hydraulic
experimental data by Hayashi et al. [2015]. The data obtained at the inflow surfaces
Fig. 2.12(a)(c)(d) shows that the established boundary conditions (2.7), (2.10) cause
the minor difference from the experimental results. Although the blue plots near the
bottom surface (z=0.0) in Fig. 2.12(a)(c)(d) are smoothly transitioned to u=0.0 in
line with the well-known hydraulic laws, the solid lines dramatically change near the
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bottom surface. We reasoned that discontinuity between the non-slip boundary (2.7)
and the inflow conditions (2.10) would affects this conflict. It should, however, be
noted that this difference is unpleasant but is not a serious problem for the reliability
of the numerical flow tests. The solid lines provided in Fig. 2.12(d)(e) indicates that
our simulations can excellently reproduce the disturbance of the flow through the
rigid tree models.
Fig. 2.13 shows the surface location of water flow obtained from the direct nu-
merical simulations on the rigid tree models. The surface location of the simulated
water flow (solid lines) is in the upper zone compared to that of the experimental
flow (dots). Our simulations on the rigid trees seem to underestimate the flow-depth
attenuation effects especially in canopy submerged depth cases (Case B, C in Fig.
2.13(b)(c)). However, such underestimation tendencies of rigid tree models would be
acceptable because the experimental data was obtained with the plastic-deformable
branches. We also convinced that the fewer branches in rigid trees also contributed
to the gap from the plastic trees in which a large number of branches were mounted.
Considering that the cylinder models have no branch, more severe underestimations
of the dashed lines mean that the larger number of the branches may lead the solid
lines-location to the dots plots locations.
The comparison between the solid lines and the dashed lines in Fig. 2.12 also
provides several insights for the reliability of the simulations with trees-canopy mod-
eling. The rigid tree models are superior to the cylinders in the reproduction of the
velocity disturbance (Fig. 2.12(c)(d)) and the water surface. Notably, the streamwise
velocities behind the canopy (0.1 ≤ z ≤ 0.22) are largely decreased compared to that
behind the cylinders.
We can conclude that our numerical simulations have enough ability to simulate
the flow through the complex shaped-structures, such as rigid trees models and to be
employed as the numerical flow tests in multiscale modeling.
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2.5 Summary
In this chapter, we proposed multiscale modeling for flow through trees. We first
separated the flow into two spatial scales: micro-scale, and macros-scale. Each scale
flow was defined as a 3D flow described by the Navier-Stokes equation and 2D flow
described by the shallow water equation. And then, the procedure of numerical flow
tests, which is a three-dimensional simulation of micro-scale flow, has been provided.
According to the proposed procedure, we set up the open channel domain that consists
of a sufficient number of rigid trees as the LTD. With this LTD, numerical flow tests
are to conducted with various inflow conditions. From results obtained from a series of
numerical flow tests, macroscopic characteristics for 2D shallow water simulation are
meant to be obtained. In order to confirm the reliability of established LTD and the
capability of numerical simulations, we conducted several case study-simulations on
the array or rigid trees, as well as the array of the same sized cylinders. Comparison
of the flows through those two structures demonstrated the serious effects of canopy-
shape and such a detailed tree modeling is worth to do. and the advantage of rigid
trees models for the simulations of the previous hydraulic experiments. The profile of
the flow depth/velocity of the 3D simulations on rigid trees models reasonably agree
with that obtained from the experimental flow through the plastic-deformable trees
although there are minor difference of trees modeling or inflow conditions.
In the following two chapters, several evaluation methods for converting micro-
scale flow characteristics into the expression of the tree’s presence in macro-scale flow
are examined in detail, along with the underlying theories.
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(b) Staggerd arrayed 26 rigid trees within the opent channel model (x-y view) 
(a) The rectangular open channel model with rigid trees (x-z view)
















Δw = 0.2 m



































Figure 2.5: (a)Test domain for 3D numerical flow simulation. It consists of 26 trees.
(b)The staggered arrangement of 26 miniature trees in the open channel. (c)Miniature
tree models (d) The local test domain (LTD) used for a series of numerical flow tests







Figure 2.6: FE mesh information
4-nodes quadratic meshes around the tree branches
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Velocity magnitude [m/s]
0.0 0.8
(a) t = 0.1 s
(b) t = 0.5 s
(c) t = 1.0 s
(d) t = 1.5 s
(e) t = 2.0 s
Figure 2.7: Results of direct numerical simulations on 26 rigid trees inside the open
channel
Temporal variation of flow velocity magnitudes at the free surface.
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(b) Staggerd arrayed 26 rigid trees within the opent channel model (x-y view) 
(a) The rectangular open channel model with rigid trees (x-z view)















Δw = 0.2 m
(d) The local test domain(LTD)
0.22 m
Figure 2.8: (a) Open channel domain that consists of 26 cylinders. (b)The stag-
gered arrangement of cylinders. (c) Cylinder model (d) The local test domain (LTD)
containing the cylinders
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Velocity magnitude [m/s]
0.0 0.8
(a) t = 0.1 s
(b) t = 0.5 s
(c) t = 1.0 s
(d) t = 1.5 s
(e) t = 2.0 s
Figure 2.9: Results of direct numerical simulations on 26 rigid pipes inside the open
channel
Temporal variation of flow velocity magnitudes at the free surface.
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Figure 2.10: Temporal variation of non-hydrostatic pressure loss (2.15) observed in
Case A, B, C.
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Figure 2.11: Temporal variation of depth reduction rate (2.14) observed in Case A,
B, C.
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 u [m/s]  u [m/s]
 u [m/s]  u [m/s]
z [m] z [m]
z [m] z [m]
z [m] z [m]
(a) Case-A: Inflow (b) Case-A: Outflow 
(c) Case-B: Inflow (d) Case-B: Outflow 
(e) Case-C: Inflow (f) Case-C: Outflow 
Figure 2.12: Velocity distribution in vertical direction
Comparison between 3D direct simulations on rigid trees and hydraulic experiments
on plastic trees-model


























































Figure 2.13: Depth of flow through the rigid trees/cylinders(3D direct numerical
simulations) and plastic trees (hydraulic experiments by Hayashi et al. Hayashi et al.





Based on the procedure presented in the previous chapter, we conduct numerical flow
test for evaluating the resistance of trees in macro-scale flow from energy balance re-
lation with micro-scale flow. We first assume the work rate done by the force term in
macro-scale flow can be evaluated from the energy dissipation caused by the micro-
scale flow stress. With this assumption, we set up an energy balance relationship
between micro-scale and macro-scale from the operation to both momentum equa-
tions. To evaluate the energy balance between micro-scale flow and macro-scale flow,
we carry out a series of numerical flow tests for the LTD in accordance with Chapter
2. The values of energy dissipation, which assumed to include the effects of trees’
presence, are calculated from several numerical flow tests with several inflow condi-
tions. We examine the evaluated energy dissipation values through the comparison
with predicted values of work rates of macroscopic stress term based on a classical
formulation. And then, energy values are converted to the roughness parameter for
the macro-scale flow simulations. Some vilification analyses by the 2D shallow wa-
ter flow simulations are provided to investigate the validity of obtained roughness
parameters and presented an energy balance assumption.
37
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3.2 Mechanical energy balance between two scales
3.2.1 Energy dissipation in 3D micro-scale flow domain
In the LTD, the motion of flow is described by the 3D Navier-Stokes momentum
equation Eq. (2.5), as is explained in Sec. 2.2.2. After performing multiplication
with the velocity vector u = [u1, u2, u3] and integrating over the domain Yf , the
momentum equation Eq. (2.5) is rewritten as the mechanical energy balance equation


















where ni denotes the unit normal vector orthogonal to the boundary surface ∂Y of
Yf .
Each integral in the right-hand side of Eq. (3.1) indicates the rate of work done
by body force, that the rate of work performed on the boundary surface ∂Yf (2.8)
and the viscous dissipation rate inside the volume Yf , respectively. Here, we define
the sum of the second term and third term as the total energy rate caused by the










Hereinafter, scalar value defined in Eq. (3.2) is called as as microscopic flow dissipa-
tion.
3.2.2 Rate of work done by 2D macro-scale flow stress
Similar to the operation we did for 3D Navier-Stoke momentum equation in previous
section3.2.1, the equation that states balance of energy rate in 2D shallow water flow
can be obtained by taking the scalar products of the momentum equation Eq. (2.1)
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T B ·U dΩ, (3.3)
where Γe means the boundary of the 2D flow domain Ωe. The right-hand side of Eq.
(3.3) represents the total rate of work performed by the bottom shear; in other words,
the macroscopic stress TB. Similar to the work E defined in the previous section, we





T B ·U dΩ. (3.4)
Hereinafter, scholar value derived from Eq. (3.4) is called macroscopic work rate.
3.2.3 Energy balance between two scales
Assume that the following relationship is satisfied between the LTD Yf and domain




(h+ ζ) dΩ (Ωe ∈ Ω), (3.5)
where V represents the volume of flow domain Yf .
If the shallow water equation macroscopically describe the flow equivalent to the
the microscopic flow described by the Navier-Stokes equation, the work is done by
an external force such as bottom roughness, and fluid force should be comparable
between two scales. Thus, the following relationship can be satisfied when both
momentum equations ((2.5) and (2.1)) describe the same domain, and the flow reaches
a steady-state:
W = E , (3.6)
where • represents the time-averaging operation defined as (2.12). Eq. (3.6) reflects
that the total rate of work predicted by the macroscopic stress will be identical to the
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total energy dissipation rate of microscopic flow. This micro-macro energy equilibrium
is similar to the well-known Hill-Mandel condition Murshed and Ranganathan [2017]
presented in the field of solid mechanics. Hil-Mandel condition is used when we
want to treat the heterogeneous material as an equivalent homogeneous material. In
that process, the macroscopic constitution can be obtained from the spatial average
operation to the microscopic variation. We assume that such energy balance defined
in this condition is valid for the relationship between heterogeneous flow described by
the 3D Navier-Stokes equation and homogeneous flow described by the 2D shallow
water equation.
Considering the non-slip condition Eq. (2.7) and the periodic boundary condition
Eq. (2.9) imposed on the microscopic flow domain, we assume that the first term of
Eq. (3.1) can be approximated as:∫
∂Yf
{−Pδij + τij}njui dS =
∫
∂Y−1
t−1 · u dΩ +
∫
∂Y+1
t+1 · u dΩ, (3.7)
where t represents following stress vector defined by the unit normal vector n±1
orthogonal to the surfaces ∂Y±1;
t±1 = σf · n±1. (3.8)
Also, we assume that the work rate performed on a free surface Sf is unimportant
because the flow is not a wind stress-driven flow and therefore negligible according to
some previous studies that proposed a simplified flow equation after integrating over
a certain domain (Mei et al. [1989] Nepf et al. [2007]).
3.3 Numerical flow tests: evaluation of energy dis-
sipation
In this section, the energy balance relationship between macro-flow and micro-flow
presented in the previous section 3 is investigated through several numerical flow tests.
In a series of numerical flow tests, the LTD that consists of the sufficient number of
CHAPTER 3. ENERGY BALANCE-BASED MULTISCALE EVALUATION 41
rigid trees illustrated in the previous chapter is used. From the computed values, the
roughness coefficients for 2D flow involving these rigid trees are calculated. Finally,
the evaluated roughness values are calibrated by conducting a 2D shallow water flow
simulation.
3.3.1 Numerical flow tests for LTD
We carry out a series of numerical flow tests for the LTD along the line of the proce-
dure proposed in Chapter 2. With several sets of inflow velocity and depth Eq. (2.10),
3D flow simulations are carried out. Those initial values are summarized in Table
3.1 with corresponding case number and time length T for averaging operation. Two
cases with higher (û1 = 0.3 m/s) and lower (û1 = 0.5 m/s) velocities are considered.
The stem-submerged depth (ĥ = 0.10[m]) and canopy-submerged depth (ĥ = 0.15
[m]) are prepared for the initial flow depth ĥ by referring the Fig. 2.5(c)
Table 3.1: Initial flow conditions of numerical flow tests
A set of initial flow speed û and depth ĥ and averaging time length T
Case No. û (m/s) ĥ (m) Inflow conditions T (s)
1 0.300 0.10 Lower speed & Stem-submerged depth 3.75
2 0.300 0.15 Higher speed & Canopy-submerged depth 3.75
3 0.500 0.10 Lower speed & Stem-submerged depth 2.25
4 0.500 0.15 Higher speed & Canopy-submerged depth 2.25
And then, we evaluate the mean velocity ⟨u⟩ and mean depth [h] from Eq. (3.17)
and Eq. (3.9), as depicted in Fig. 3.1. Here, [•] indicates surface averaged value that






Although the mean velocity in each case slightly vary after reaching the peak value
in t=[0.0,5.0], they looks not have local perturbation from t=5.0s to t = 20.0s. We
considered that the flow reaches almost steady from microscopical viewpoint and,
t + T in Eq. (2.12) is equal to the final time step t =20.0 s, and the onset time is
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t = (20.0 − L/û). The time averaged value of those two values are summarized in
Table 3.2. Except for Case 1, the mean velocity ⟨u⟩ in each case is lower than the
inflow velocity û. In Case 1, the rigid trees can be nearly regarded as cylinders at
the prescribed flow depth, and these cylinders restrict the flow path, increasing the
velocity. Although the inflow depth is equal, the situation in Case-3 is different from
Case-1 in inflow velocity. It can be thought that the higher inflow rate causes the
increased drag effects of trees and then the resultant depth inside trees zone is higher.
Regarding the mean depth [h], the computed values in Cases 2 and 4 are higher
than the initial depth of ĥ, while the depth damping effects are prominent under
lower inflow depth conditions (Cases 1 and 3). In cases with relatively large depths
(Cases 2 and 4), the tendencies of ⟨u⟩ and [h] depend on the inflow velocity, which
is slightly different from the cases with relatively shallow depths (Cases 1 and 3).
The mean velocity ⟨u⟩ and mean depth [h] in Case 2, which has a lower velocity,
demonstrate the opposite tendencies of those in Case 1. The mean velocity ⟨u⟩ seems
to be attenuated compared with û, while the mean depth [h] increases from the initial
height ĥ. This tendency is also remarkable in Case 4. Such a distinction between the
low-depth cases (Cases 1 and 3) and high-depth cases (Cases 2 and 4) is likely caused
by the complex shape of the tree canopies. When the canopies are submerged, the
flow speed easily attenuates due to the existence of many rigid branches.
3.3.2 Discussion about energy balance between two scales
To confirm the energy balance set up at the beginning of this chapter, we calculate
the energy dissipation arising in the LTD from numerical flow test results. Here,




t · u dΩ +
∫
∂Y+1




τ : τ dV. (3.10)
The right hand side of (3.10) can be calculated from each numerical flow tests case.





τ : τ dV at x − z surface (y=0.0), which is equal to the third term of
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Table 3.2: Results of numerical flow tests for rigid trees in the LTD
A set of time averaged mean depth [h], mean velocity ⟨u⟩ by Eq. (2.12)
Case No. Mean depth [h][m] Mean velocity ⟨u⟩[m/s]
⟨u1⟩ 0.351
1 0.084 ⟨u2⟩ -2.9e-5
⟨u3⟩ -1.5e-3
⟨u1⟩ 0.274
2 0.158 ⟨u2⟩ 4.7e-5
⟨u3⟩ 3.9e-5
⟨u1⟩ 0.354
3 0.147 ⟨u2⟩ 1.0e-3
⟨u3⟩ 1.4e-2
⟨u1⟩ 0.352
4 0.199 ⟨u2⟩ -1.8e-3
⟨u3⟩ 1.4e-2
the right hand side of (3.10). The flow relatively dissipates around the canopy zone.
This tendency is noticeable at high inflow velocities, especially in Case 4, as shown
in Fig. 3.2(d).
Such a trend could be influential on the energy rate E , as depicted in Fig. 3.3.
The value of E plotted in black lines fluctuates for the first five seconds (t=[0.0,5.0]),
and then it gradually tends to become a steady state. In the flows with a relatively
low velocity (Fig. 3.3(a), (b)), the temporal variations of E are unremarkable. In
contrast, the flows with a relatively high velocity (Cases 2 and 4) exhibit local pertur-
bations in the temporal variations of E , as observed from Fig. 3.3(c)(d). Considering
that the time-averaged mean velocity ⟨u⟩ becomes much more attenuated in the case
with higher velocity & canopy-submerged depths, microscopic dissipation around the
branches is likely the cause of this temporal unsteadiness at the microscopic scale.
Similar to the mean velocity and mean depth, the time-averaging operation in Eq.
(2.12) and Eq. (2.13) is applied to E . The values of the time-averaged energy dissi-
pation rate E are summarized in Table 3.3. It appears that an increase in the initial
velocity, as well as an increase in the depth, causes an increase in E . To discuss the
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validity of the energy dissipation E , we predict the macroscopic work rate W based
on the classical formulation for TB and then compare it with microscopic dissipation
E calculated from numerical flow tests. Here, we consider that the macroscopic stress
TB in Eq. (3.4) is defined in Eq. (2.3). In accordance with previous shallow water
tsunami simulations (e.g., Harada and Imamura [2005b]), the drag force caused by a
structure can be regarded as a part of the bottom roughness. For instance, according
to the equivalent roughness model developed by Petryk and Bosmajian III [1975] that
has been used for practical tsunami inundation simulations Yanagisawa et al. [2010]
Yanagisawa et al. [2009], the macroscopic bottom stress in 2D shallow water flow











where n0 means the bottom roughness, CsingleD means a drag coefficient that is empir-
ically determined and A is a cross-sectional area of emerged obstacles in the region.
Obviously, the first term in the right-hand side of 3.11 is a drag force defined in the























where |Ωe| means the area of domain Ωe. According to Mei et al. [1989], the first
term in (3.12) can be rewritten as a scalar product of drag force and cell averaged
vertical velocity. So the following reformulation for W can be done,










Substituting Eq. (3.13) into Eq. (3.6), following approximation would have a certain
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validity:













t · u dΩ +
∫
∂Y+1




τ : τ dV .
(3.14)
Here, the macroscopic quantities Fd · [U ] can be alternatively evaluated from the
following microscopic flow quantities as:
Fd · [U ] = fd · ⟨u⟩, (3.15)




σf · n dΩ, (3.16)
Note that the relationship in (3.15) is based on the following condition between u =
ui(i = 1, 2, 3) and U = Ui(i = 1, 2), and the negligible order of ⟨u3⟩ as we previously




























u3 dV ≈ 0. (3.17)
Considering that the report that the dominant energy dissipation in forests is
interaction with the vegetation [Vo-Luong and Massel, 2008], discussing the value of
the work rate of the force acting on the trees will offer constructive insight. So, we
shall discuss the relationship between the mechanical energy E and the work rate
fd · ⟨u⟩ obtained from the results of numerical tests. The rate of work done by force
acting on the rigid trees fd · ⟨u⟩, which can be calculated from the scalar product of
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fd and ⟨u⟩ is provided in the Fig. 3.3 in addition to the E . Comparing with the E
in same graph with red solid line, perturbation of the value fd · ⟨u⟩ is not intense.
This difference would happen because of the time lag of wave reaches. In first five
seconds, so that the surface flow dose not reaches outflow surface Sout as can be seen
from Fig. 2.7, first term
∫
∂Y−1
t−1 · udΩ in the right hand side of Eq. (3.14) is much




In steady state zone, the tendency of work rate fd · ⟨u⟩ is in good agreement with
the temporal variation of E as described in the right hand side of Fig. 3.3. From these
observations, we could consider that the Eq. (3.14) is valid under the steady-state
conditions as we previously expected in Sec. 3.
However, there remains uncertainty. Here, the residual values calculated from E
and fd · ⟨u⟩ summarized in Table 3.4 are thought to be the contribution of bottom
frictional work from referring to the Eq. (3.13). We can understand that the bottom
frictional work is meant to decrease as the depth rise while the residual from Table
3.3 do not. So there is a possibility that the E includes other dissipation effects, not
only the work done by force acting on rigid trees and by bottom shear.
In addition, a series of open channel flow is classified as the high Reynolds Re
flow (Re = D⟨|u|⟩
ν
≈ 20000), and turbulence can accelerate the flow dissipation.
To confirm the assumption mentioned above, E might have to be examined again
from the solutions obtained from numerical simulations employing the appropriate
turbulence model.
Table 3.3: Comparison between the energy rate E and the rate of work done by the
force acting on the rigid trees fd · ⟨u⟩
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3.3.3 Evaluation of roughness coefficient
To confirm the validity of the proposed multiscale modeling that utilizes 3D numerical
flow simulations to evaluate the macroscopic flow dissipation driven by the presence
of trees from the energy equilibrium approximation, we conduct 2D shallow water
simulations. From the classical definition of TB and Eq. (3.7), following relationship
with microscopic flow dissipation E and roughness coefficients nE will be realized:
E = W =
∫
Ω















It should be noted that we consider the roughness nE is constant coefficients inside
the domain Ω.
In order to calculate the roughness coefficients nE from (3.19), we calculate the
depth average velocity in each simulation case. Fig. 3.4 shows the distribution of
the depth averaged velocity Ui (2.2). We can observe the patchy, heterogeneous
distribution of the flow. From those distributed values and the depth h measured at
each points, the integral in (3.19) are calculated. Table 3.4 shows the values of the
obtained roughness nE from (3.19) with E and the other numerical flow test results.
We can understand that the roughness value of nE of Case 1 is relatively small than
the others. In Case 2-4, the roughness values are almost same nE = 0.13 − 0.14.
Considering the mean velocity summarised in Table 3.2, the reasonable insight for
this roughness value tendency can be done. As explained in the previous subsection,
the mean submerges depth [h] of Case 1 is under the height of the tree’s canopy (z =
0.1m). So the presence of rigid trees can be assumed to be a pipe, and the resultant
roughness value is decreased compared to the other cases with canopy submerged
depth. The previous observations for viscous dissipation at Fig. 3.2 also provided
a reasonable explanation for those roughness coefficients. The intense dissipation
around canopy zone may cause higher roughness value in canopy submerged depth
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cases ([h] ≥ 0.1).
In order to calibrate the evaluated roughness values nE by macro-scale flow sim-
ulations, we established the domain Ω, which satisfies the relationship with the 3D
flow domain Y defined in (3.5), as shown in Fig. 3.5. The 26 rigid trees in the LTD
is expressed by establishing the roughness values nE in Table 3.4 (as depicted in Fig.
3.5(b)) with the shaded zone Ωtree. In all areas except for the forest zone Ω ̸= Ωtree,
the roughness is n0 = 0.01. The inflow conditions are the same as the inflow con-
ditions used in 3D numerical flow tests and their results. Each 2D shallow water
simulation is conducted with a time step of ∆t=0.1 s over the interval t=[0.0,20.0] s.
We employ the stabilized finite element scheme Bova and Carey [1996] for 2D
shallow water flow simulations. See Appendix. B for FE discretized shallow water
equations. The results obtained from this series of 2D shallow water simulations are
depicted in Fig. 3.6, which reveals that TB is not dominant in the area where n=0.01
(the area where Ω ̸= Ωtree), while TB is higher and more prominently distributed in
the forest zone Ωtree.
Fig. 3.7 shows the time-averaged x̃1 distributions of the flow depth h and the
depth-averaged distributions of the flow velocity U . Overall, the 2D shallow water
flow points reproduced with the computed values of the Manning roughness n are in
good agreement with the 3D flow test results depicted as solid black lines. In Case
4, the velocity U exhibits an increasing tendency because the inflow flux and outflow
flux are in equilibrium as a result of the imposed boundary conditions. On the whole,
there is no significant discrepancy with the 3D flow simulation results, although the
flow speed is somewhat overestimated.
To confirm the applicability of the energy equilibrium approximation in Eq. (3.14)
for rigid trees, W is calculated by integrating T Bi ·Ui over the domain Ωtree for each
case and then summarized in Table 3.4. In most cases, W agrees reasonably with E ,
although there are some instances in which W is slightly lower than E . Such a dif-
ference may arise from the constant roughness inside the domain Ωtree. According to
Nepf et al. [2007], the drag induced by the downstream trees should decrease relative
to that induced by the upstream trees. Considering their insight, the roughness coef-
ficients nE must vary somewhat with the streamwise location of the flow. Therefore,
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the resultant value of T Bi might be relatively underestimated.
Overall, the roughness coefficients nE , which we have determined from a series
of 3D numerical flow tests, can reasonably reproduce 2D shallow water flows, and
the energy dissipation rate W almost corresponds with E . The energy equilibrium
approximation in Eq. (3.14) between 2D shallow water flow and 3D Navier-Stokes flow
has a certain validity and can contribute to the practical evaluation of the roughness
nE of rigid trees implemented in a 2D shallow water flow simulation.
However, we must remark that the general definition of the stress term in the
macro-scale flow equation could cause uncertainty in the accuracy of the 2D shallow
water flow simulation. As pointed out by some previous studies (Bricker et al. [2015]),
the bottom shear stress modeling for TB is not reasonable to express the increase of
tress resistance following the depth.
3.4 Summary
In this chapter, we examined to modeling the presence of trees in the macro-scale
flow by a mechanical energy balance with the energy dissipation arising in micro-scale
flow. We derived the mechanical energy from the scholar products of each momentum
equation and velocity vector. From referring to the literature of multiscale modeling,
we set up that the energy balance relationship between the rate of work done by
macroscopic stress and microscopic flow dissipation. To investigate the capability
of the proposed energy balance relationship, we conducted numerical flow tests in
the LTD with several inflow conditions. From comparing with the work rate is done
by force acting on whole the rigid trees, the order of energy dissipation observed in
numerical flow tests was recognized to be in a reasonable range. The smaller energy
dissipation than the work rate of flow force indicates the need for further investigation
for the energy dissipation the appropriate analysis scheme. That indicates that the
total macroscopic flow dissipation in the forest zone can be equivalently evaluated
from the calculation of microscopic flow tests. For the more profound insights, we
converted the obtained energy dissipation values to the roughness coefficients based
on the classical formulation for the stress term in 2D shallow water flow simulations.
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And then, the 2D shallow water flow where the roughness coefficients implemented are
conducted for the calibration. From the results obtained from verification analyses,
it was revealed that the macroscopic work rate observed in 2D flow simulations was
almost equivalent to the microscopic dissipation measured in the same flow conditions.
However, room for discussion remains. The difference between the work rate of
fluid force on trees and the energy dissipation observed in a series of numerical flow
tests might indicate uncertainty. The possibility of the turbulence effects contribution
should be investigated with the help of an appropriate analysis scheme. Also, it may
need further consideration for applying those energy balance relationship into the
way of evaluation or implementation for resistance effects. That means that the
roughness coefficients, which were used in this chapter for validation analysis, may
not be suitable characteristics for translating the microscopic flow characteristics into
macroscopic resistance. As we explained in previous section Sec. 3.3.3, the roughness
coefficients are recently a controversial topic in the coastal engineering field because of
its discrepancy from actual phenomena. Considering those findings and disadvantages
of energy balance based evaluation, we are going to examine an alternative evaluation
framework from the following chapter.

































































































































Figure 3.1: Temporal variation of the mean velocity |⟨u⟩|(m/s) and the mean depth
[h] (m) at each case
CHAPTER 3. ENERGY BALANCE-BASED MULTISCALE EVALUATION 52
25.00.15













Figure 3.2: Distribution of the energy dissipation rate per unit volume in x−z surface
of the LTD Y (y=0.0, t=20.0s)
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Figure 3.3: Temporal variation of the energy dissipation rate E(J/s).












Depth averaged velocity magnitude [m/s]
0.50.02
Figure 3.4: Distribution of depth-averaged velocity in x− y surface (t = 20.0s).
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Table 3.4: Comparison between energy rate E from numerical flow tests for the LTD
and the rate of work done by macroscopic stress W from 2D shallow water flow
simulations with nE
Case 3D numerical flow tests 2D macro-scale flow simulations
No. E (J/s) nE (m−1/3· s) W (J/s)
1 0.69 0.05 0.65
2 1.57 0.14 1.39
3 2.96 0.13 2.53
4 4.15 0.13 3.25
h
0.5 m 1.5 m
Vegetated zone (Coastal forest)
(a) 2D domain for shallow water simulation










Figure 3.5: The domain Ωe for 2D shallow water flow simulations






Figure 3.6: Distribution of macroscopic stress TB calculated by roughness nE in each
case
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Figure 3.7: Distribution of depth-averaged velocity and flow depth h in x1 direction
(black solid lines)
Comparisons with 2D shallow water simulation with the roughness coefficients nE





In this chapter, we examined another multiscale evaluation in a different way from
that provided in Chapter 3. Alternative to the energy balance we assumed in the
previous chapter, the momentum balance derived from the spatial average operation
to the governing equation is employed to the base of multiscale evaluation. From
referring to some previous studies, we first consider that the whole resistance influen-
tial to the flow motion in vegetation zone is substituted by a mean pressure gradient.
Based on that idea, we set up another numerical flow tests based evaluation with the
assumption that the macroscopic characteristics of trees resistance can be evaluated
as the pressure loss measured between the in/out surface of the LTD. According to
the procedure proposed in Chapter 2, a series of numerical flow tests are conducted
for the LTD with several inflow conditions. From results obtained in numerical flow
tests, we measure the pressure loss caused by the presence of trees in the LTD and
then converted it into a momentum loss parameter. These momentum loss parame-
ters are then summarized as a function of flow conditions with the help of surrogate
modeling. Obtained evaluation results, response surface as the surrogate modeling,
is then examined in a 2D shallow water macro-scale flow simulations. Comparisons
58
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between the calculation results with the experimental results are also performed. For
both the micro-scale and macro-scale numerical simulations, we employ the stabi-
lized finite element method and incorporate the Phase-Field method to represent free
surfaces in 3D micro-scale flow simulations.
4.2 Momentum loss balance between two scales
4.2.1 Momentum loss in 3D micro-scale flow domain
According to Nepf et al. [2007], following balance is satisfied after the space average







where a means the number of trees per unit area, τbed represents the bottom shear
stress. Nepf et al. [2007] insists that (4.1) is valid because the turbulence scale of flow
between trees is small and consequently the negligible after the volume integration.
Based on (4.1), we consider that the total momentum loss caused by the bottom
shear and the presence of trees in the micro-scale flow domain is relevant to the loss
of dynamic pressure. Here, we consider that the total momentum loss of flow pass
through the trees can be defined as:
∆P = Pin − Pout (4.2)
where Pin, Pout means the sum of the pressure p measured in the xin, xout position
respectively, as illustrated in Fig. 4.1. Both values would be identical to the surface
integration of p at the inflow/outflow surface of the LTD. With the total momentum
loss defined in (4.2), we assume that the momentum loss per unit volume inside the





























Figure 4.1: Concept of momentum loss in each scale flow
(a)(b)In the micro-scale flow, the momentum of flow is decreased with perturbation.
(c)(d)The momentum loss inside the homogeneous macro-scale flow, which is
equivalent to the micro-flow in the LTD, is assumed to arise in a constant rate
where |∂Yin|, |∂Yout| means the area of the inflow surface and outflow surface and







Although the dynamic pressure p inside the vegetation in micro-scale domain is
decreased with perturbation along the streamwize direction as described in Fig.
4.1(a)(b), we assume that the decay observed in macro-scale homogeneous flow can
be equivalent to the pressure loss measured in micro-scale flow and the momentum
loss gradients will be substituted by the above-defined mean pressure gradients as
described in Fig. 4.1(c)(d). Now, we shall use the mean pressure gradients defined in
(4.3) as the momentum loss per unit volume in macro-scale equivalent flow.
Px1 = const. ∈ Ωtree, (4.5)
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It should be noted that the subscript of the right-hand side of (4.5) is written under
the consideration that the streamwise direction is coincident with the x1 direction
and the x2 and x3 directional components are not significant for whole momentum
loss. In fact, the flow observed in Chapter 3 were unidirectional from a macroscopic
perspective as summarized in Table 3.2.
4.2.2 Momentum loss in 2D macro-scale flow
From referring to the Eq. (4.1) and the general definition of shear stress τbed (e.g.,
(2.3)), it could be reasonably understood that the Px1 quantity might be expressed as





Here, C is the parameter characterizing the quantity of momentum loss of the flow
pass thorough the trees. The factor 1/2 is defined just in a conventional.
Again, considering that the findings that x2 and x3 directional components of
velocity is negligible order from the macroscopic point of view (Eq. (2.2) and results
summarized in Table 3.2, Chapter 3), the relation stated in (4.6) can be rewritten
















So that the macroscopic stress term TB,i/h implemented in shallow water equation
(2.1) is same to the sum of momentum loss caused by the presence of trees and bottom


















 in Ω , (4.8)
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It can be found that the parameter C is alternative to the drag coefficients CsingleD
and density of forests a at (4.1), or roughness coefficients n introduced in Chapter 3.
Although the parameter C seems to work similarly to the drag coefficients generally
used, this momentum loss parameter is thought to include the information of the
tree’s density, complex shape of trees and dependence of submerged depth as a result
of numerical flow tests.
To solve (4.8) as homogeneous macro-scale flow equivalent to the micro-scale flow
observed in the LTD, we should identify the parameter of momentum loss C. Thus,
the goal of momentum balance based evaluation is to compute this momentum loss
parameter C from the numerical test results through the use of appropriate averaging
operations. In the following subsection, each process is explained in detail, along with
the underlying theories.
In the following section, we call Px1 defined in (4.5) as “macroscopic pressure
gradient”.
4.2.3 Momentum loss evaluation from numerical flow tests
We presented the method of evaluating the momentum loss caused by the presence
of trees from numerical flow simulations for the LTD.
Fig. 4.2 shows the input and output surfaces established for the pressure loss











p dΩ . (4.9)
With these values, the momentum loss is measured each time steps t from a series
of numerical flow tests. Considering that the momentum balance defined in (4.1)
is derived from spatial-time averaged operation, the time average operation (2.12)
should be employed for the evaluation of momentum loss. So, the macroscopic pres-
sure gradient that is used for the identification of parameter C is dealt with the time
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From numerical flow tests, mean velocity ⟨u⟩ can be also obtained as the time
variational data as provided at Fig. 4.6 in Chapter 3. As well as the macroscopic
pressure gradients, time average operation is also employed for the mean velocity u.
The formulation in (4.6) is valid for relation between those time averaged values and
then the Eq. (4.6) can be rewritten as the momentum loss parameter C in Eq. (4.8)
as:






, (⟨u1⟩, |⟨u⟩| ̸= 0). (4.11)
4.2.4 Surrogate modeling of momentum loss parameters
Since numerical flow tests are expensive and time-consuming, only a small number
of momentum loss parameter C in Eq. (4.11) can be obtained in response to various
inflow conditions. However, each value of C calculated by a numerical flow test can
be regarded as a function value defined by the velocity and depth that are represen-
tative of the flow conditions inside the LTD; this function is supposed to constitute
a “response surface”. Once this response surface is determined in some way, it sur-
rogates the costly numerical testing system that provides parameter C as a function
of these inflow parameters. This approach is a type of surrogate modeling that has
been utilized especially for engineering design; see, e.g., Forrester et al. [2008]. In
this study, a finite element method (FEM)-type approximation scheme is adopted to
represent the function of the parameter C. Specifically, the space defined by the inde-
pendent variables, which are arguments of the function, is discretized into an FE-type
mesh, which is composed of standard 2D elements. Then, each node corresponds to
the set of the arguments for a particular numerical flow test, and each element is a
small area to interpolate the function with its nodal values. Thus, the function can
be approximated by standard C0-continuous shape functions commonly used in FE
approximations. Here, we introduced the following indices for the readability in the
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following section:
|U| = ⟨|u|⟩, U1 = ⟨u1⟩ (4.12)
Meanwhile, the average depth in the LTD, denoted by [h], is also alternatively ex-
pressed as.
H = [h]∂Ybottom (4.13)
and is referred to as the ‘global depth’. Let C∗(s∗) be the response surface of the
momentum loss parameters under arbitrary flow conditions s∗ = [U∗,H∗] inside the





∗) · f(si) s∗ ∈ ωe, (4.14)
where f(si) is the value of C calculated following the procedure in the previous
subsection at the i-th control point representing a flow condition si = [U ,H], ωe is
the subdomain of the whole parameter domain ω (=
∪
ωe) and Nc is the number of
control points in ωe. We employ triangular subdomains determined by three control
points (Nc = 3) to approximate the response surface so that linear interpolation
functions can be utilized.
4.3 Numerical flow tests: evaluation of momentum
loss
4.3.1 Numerical flow tests for LTD
For the momentum loss evaluations, a series of numerical flow tests are carried out
following the procedure provided in Chapter 2. The LTD used in a series of numerical
simulations are same to that introduced in Chapter 2, Fig. 2.5.
Eight combinations of velocities and submerged levels are selected for the inflow
conditions in the numerical flow tests within the open channel; these combinations are
made by referring to the model experiment, and their specific values are presented
CHAPTER 4. MOMENTUM BALANCE-BASED MULTISCALE EVALUATION65
in Table 4.1. Two cases with higher (û1 = 0.3 m/s) and lower (û1 = 0.5 m/s)
velocities are considered. Additionally, by referencing Fig. 2.5(c), which defines
three submergence levels, we consider four cases with different inflow depths: fully
submerged levels (0.22 m < ĥ = 0.25 and 0.30 m), canopy-submerged level (0.1 m <
ĥ = 0.15 ≤ 0.22 m) and stem-submerged level (ĥ = 0.10 ≤ 0.10 m). It should be
noted that results obtained from Case 1-4 are the same as that obtained from the
Case 1-4 conducted in Chapter 3.
Table 4.1: Initial flow conditions of numerical flow tests
A set of an initial flow velocity û1 and initial flow depth ĥ and averaging time length
T
Case û1 (m/s) ĥ (m) Inflow conditions (velocity & depth) T (s)
1 0.300 0.10 Lower velocity & Lower depth 3.75
2 0.535 0.10 Higher velocity & Lower depth 2.25
3 0.300 0.15 Lower velocity & Intermediate depth 3.75
4 0.535 0.15 Higher velocity & Intermediate depth 2.25
5 0.300 0.25 Lower velocity & Higher depth 3.75
6 0.535 0.25 Higher velocity & Higher depth 2.25
7 0.300 0.35 Lower velocity & Maximum depth 3.75
8 0.535 0.35 Higher velocity & Maximum depth 2.25
The left part of Fig. 4.5 shows the numerical flow test results in the LTD at
t = 20.0 s obtained through a series of numerical flow tests with the inflow conditions
summarized in Table 4.1. Here, the total time for each numerical flow test is set
to 20.0 s. Additionally, the right part of Fig. 4.5 presents the distributions of the
norm of the local velocity at t = 20.0 s on the x1-x3 surface at x2 = 0.0 m. These
figures demonstrate that the numerical flow tests with the stabilized FEM successfully
capture the visible flow characteristics according to the inflow conditions. Indeed,
these figures show that the nonuniformities of the velocity distributions in the cases
with high inflow velocities (Cases 2, 4, 6 and 8) are more prominent than those with
low inflow velocities (Cases 1, 3, 5 and 7). In particular, the results of Cases 2 8 are
more turbulent than those of Case 1. This indicates that the cases with intermediate,
higher and maximum depths exhibit the influence of the canopy’s complex geometry,
which cannot be represented by 2D simulations or model experiments with arrays of
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simple cylinders.
Note that the flow depths and the velocities inside the forest region are different
from those provided as inflow conditions in Table 4.1. For example, both Cases 1 and
2 were categorized into stem-submerged levels in Table 4.1, but the depth inside the
forest obtained for Case 2 attains the canopy zone defined in Fig. 2.5(d) as a result
of numerical flow tests; see Figs. 4.5 for Case 2. Such surface-increasing tendency is
thought to be induced by the resistance effects of trees. As a result of the high flow
velocity, the trees’ resistance force is enhanced, thereby decreasing the permeability of
the LTD. A similar tendency was observed in previous 3D simulations with a simple
array of cylinders Maza et al. [2015].
For the purpose of the calculation of U and H for the response surface setup, we
set t0 in Eq. (2.12) at the last time step of the numerical flow tests, which is 20.0 s,
and then The validation of this temporal averaging setting would be confirmed in the
next subsection.
With the above setting and by using the numerical test results, the global param-
eters are calculated as provided in Table 4.2. The global parameters U and H would
be used as independent variables of the function representing a response surface of
the momentum loss parameter C, as is approximated in Subsection 4.2.4.
Regarding the distinct flow conditions in Table 4.2, a further discussion might be
possible from the numerical test results. As shown in Fig. 4.5(b) of the cases with
fully submerged depth, the flow structure in the lower zone (0 ≤ z ≤ 0.22) is quite
different from that in the zone above it (0.22 < z). The flow velocity in the upper
zone is higher than that inside the forest region. This tendency is in agreement with
the actual observation in the hydraulic experiment (Lowe et al. [2005]). The lower
velocity inside the forest region must result from the local drag effect caused by trees’
canopies and stems. It is thus expected that the flow field above the trees is minimally
affected by their presence.
A similar tendency is applied to the comparison between the calculated flow struc-
tures in the canopy and stem zones. Specifically, the flow velocity in the canopy zone
is slower than that in the stem (cylinder) zone. To confirm this inference, let us
observe the local flow structure shown in detail in Fig. 4.4, in which the streamlines
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around the single tree located at (x1, x2) = (1.04, 0.0) [m] in Cases 1 and 6. The
streamlines in the case with a stem-submerged depth (Fig. 4.4(a)) exhibit laminar
flows and are not greatly disturbed by the stem, while those in the case with a canopy-
submerged depth (Fig. 4.4(b)) are disturbed considerably more by the branches and
flow velocity in the stem zone than are those in the canopy zone. Therefore, it ap-
pears reasonable to conclude that conducting numerical flow tests in consideration of
trees’ geometrical features enable us to adequately capture complex flow structures
that can be reflected in evaluating the global drag effect of a coastal forest.
4.3.2 Response surface setup
With the simulation results of the numerical flow tests in the previous subsection,
the global parameter C can be determined by using Eq. (4.11), which is a function
of the global velocity U and pressure gradient Px1 . Although the global velocity has
been determined by using Eq. (3.17) in the previous subsection, the global pressure
gradients between the inflow and outflow surfaces of the LTD are calculated by the
formula in Eq. (4.10) in this subsection. For this purpose, we first provide in Fig.
4.8 the time variations of the calculated global pressure losses ∆P (t) divided by the
length L and adopt the same onset time t0 and the same time interval T as before in
Eq. (2.12) to have the macroscopic pressure losses, which are the space-time averaged
values of the corresponding pressure gradients Px1(x, t). As shown in each graph in
Fig. 4.8, the overall pressure loss in the case of higher inflow velocity is larger than
that of the lower one. This dependence of the pressure loss on flow velocity can
also appear in the classical Morrison formula for calculating the drag force caused
by vertically standing structures in a flow field. Also, all the graphs in Fig. 4.8
exhibit a common tendency; that is, the variation of Px gradually becomes gentle and
then reaches a steady state after reaching the peak points, although there are some
fluctuations.
In this context, the settings of T and t0 for time averaging in Eq. (2.13) might be
validated by checking the global steadiness of the pressure gradient. For this purpose,
we divide the global pressure gradient Px1(t) into time-averaged and time-fluctuating
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components, Px1 and P ′x1(t), respectively, as










P ′x1(t) dT ≈ 0. (4.16)
Here, P ′x1(t) can be calculated by subtracting Px1 from Px1(t). The arithmetic mean of
the eight calculations of P ′x1 ranges from ±10−16 to ±10−14 (Pa), which is sufficiently
small compared to that of Px1 (ranging from −101 to −102 (Pa)). This negligible
order of P ′x1 guarantees that the flow field from t0 to t0−T satisfies the global steady-
state condition postulated in Eq. (4.16). With the acquired guarantees of space-time
averaging formula Eq. (2.12), we have evaluated Px1 and calculated the values of
momentum loss parameter C by using Eq. (4.11), as presented in Table 4.2.
These values can produce the global flow characteristics caused by the presence of
rigid trees in the LTD. Nonetheless, the parameter C evaluated as a function of U and
the pressure gradient Px1 is difficult to use for global flow simulations realized by the
2D macro-scale flow equations, whose independent variables are U and H. In other
words, H is more suitable than Px1 as an argument of a function of the parameter C.
Based on the above discussions, the response surface of the drag parameter C can
properly be constructed as a function of U and H. Fig. 4.9 shows the surface thus
constructed, which is approximated by linear interpolation functions as explained
in Subsection 4.2.4. Note that 7 nodal points are included in addition to the 8
simulation results on the assumption that C = 0 1/m at U = 0 m/s or/and H = 0 m.
As shown in this figure, the parameter C, which represents a degree of resistance,
tends to increase with increasing global depth and velocity. Also, the dependency
of the parameter C on the global velocity appears to be monotonic, but that on
the global depth is fairly complicated, as expected. From the contour plot shown in
Fig. 4.9(a), more specific evaluations of the dependency of C on the global depth
and the global velocity can be conducted. In other words, the value of C gently
increases at an almost constant increasing rate when the global depth falls in the
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range of the stem zone (0 ≤ H ≤ 0.1 m). The same tendency is observed for the
canopy zone (0.1 ≤ H ≤ 0.22 m) when the global velocity is higher than 0.3 m/s
(0.3 m/s ≤ U). However, when the global velocity is moderate (0.1 ≤ U ≤ 0.3 m/s)
and more than half of the canopy zone is submerged (0.15 ≤ H ≤ 0.22 m), the
increasing rate becomes higher. Interestingly, this tendency is not observed when the
global velocity is relatively low (U < 0.1 m/s). This result implies that the effect
of the canopies becomes more prominent than that of the stems only when the flow
velocity is sufficiently high. Besides, when trees are fully submerged (0.22 m ≤ H),
the dependency of C on the global depth disappears, and the increasing rate becomes
constant with respect to the global velocity. Moreover, the momentum loss effect of
trees is saturated at a higher global velocity (0.25 m/s ≤ U) with a fully submerged
depth (0.22 m ≤ H).
In conclusion, we have successfully determined the parameter C for the 2D macro-
scale flow equation by a 3D numerical flow tests, which appropriately reflects the effect
of the geometric information of (miniature) trees in a virtual coastal forest. These
findings also suggest that the effect of trees can be expressed by only two variables
(global velocity and global depth) without any other time-consuming parameteriza-
tion. This argument is validated by 2D numerical simulations realized by the macro-
scale flow equation enhanced by the constructed response surface or, equivalently, a
“surrogate model”, of the momentum loss parameter C in the next section.
4.4 Validation analysis
4.4.1 Capability of surrogate model
In order to confirm the capability of surrogate modeling with the response surface
established in the previous section, the comparison between time history of Px1 mea-
sured from 3D numerical simulations and the time variation of Si is calculated from
the (4.7).
Fig. 4.10 shows the comparison between Px1 and Si quantity calculated from
response surface provided in Fig. 4.9. ⟨u⟩, and [h] at each time steps, which are
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provided in Fig. 4.6 and Fig. 4.7, are substituted into the response surfaces as
s = [⟨u⟩, [h]], and then the Si values are obtained from FE type interpolation. In
most cases, reasonable agreements between Px1 and response surface based value Si
can be observed when the flow is assumed to be steady state t=[t−T , tend]. Meanwhile,
response surface reproduction seems not effective for Case-8. The gap between Si and
Px1 are unmissable even though the steady-state flow conditions. This is because both
velocity U and depth H exceed the maximum values of the response surfaces functions
Figs. 4.9. Our response surface provides the maximum C values if the U or H are the
out of the response surface ranges. This calculation might cause the overestimation of
momentum loss parameter C and the larger values of Si in Fig. 4.10(h). In fact, the
values U and H are larger than the each maximum values (Umax =, Hmax =) when
the flow is unsteady-state t=[0.0,5.0] as shown in Fig. 4.6(h), Fig. 4.7(h). From
these results, we conclude that our response surface model can effectively reproduce
the flow under the steady conditions if both flow depth and velocity are in the range
of the response surfaces. This is because both velocity U and depth H exceed the
maximum values of the response surfaces functions Figs. 4.9.
4.4.2 Application to macro-scale flow analysis
To verify the validity of the response surface (surrogate model) of the momentum loss
parameter C, the momentum equation (4.8) is solved by the stabilized FE scheme
Bova and Carey [1996]. The inflow and outflow conditions are established to be
consistent with those in the laboratory experiments performed by Hayashi et al.
[2015] so that the results can be compared with those of the 3D micro-scale flows.
Fig. 3.5 shows the 2D domain prepared for the macro-scale flow simulations. The
inflow and outflow surfaces, which respectively correspond to ∂Ω̄−1 and ∂Ω̄1 in the
LTD for the numerical flow tests in Sec. 4.3, are located at x1 = −0.5 m and x2 =
1.5 m, respectively. Moreover, the vegetation zone is placed from x1 = −0.0433 m
to x1 = 1.0825 m. Within this vegetation zone, the parameter C varies according
to the global velocity and depth, U = [U ]∂Ω̃tree and H = [H]∂Ω̃tree , respectively, both
of which are averaged from the solutions Ui and H of the shallow water equations
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Eq. (2.1), as the function form of C has been approximated by the response surface
constructed in Subsection 4.3.2.
Fig. 4.11 shows the profiles of the obtained global free surfaces (or depths) and
velocities around the vegetation zone with different inflow depths. At the same time,
the experimental results provided by Hayashi et al. [2015] and the results of numerical
flow tests (Cases 1, 6, and 7) are presented for comparison purposes. Here, the
profiles Ū(x), Ū(x̃), h̄(x), and H̄(x̃) have all been obtained by utilizing the same
temporal averaging procedure with Eq. (2.12), as explained in the previous chapter
2 (t0 = 15.0s, T = L/û1). Overall, the results of the shallow water flow simulations
with the response surface (surrogate model) differ only slightly from the laboratory
experiments and/or the numerical flow test results. In particular, as can be seen from
Fig. 4.11(a) and (c), the global surface profiles of Cases 1 and 7 are in good agreement
with the experiments. Specifically, the depth reduction effect, which represents a
crucial role of trees, is successfully captured by the 2D shallow water simulations
owing to the surrogate model that we have constructed from the results of numerical
flow tests. However, as shown in Fig. 4.11(b), the flow surface of Case 6 is slightly
lower than that of the 3D numerical flow tests at the downstream edge. The primary
reason for this discrepancy is likely the approximation error of the surrogate model.
This error is especially noticeable when the global depth is approximately within the
canopy zone, upon which the variation of the parameter C becomes significant, as
discussed in Subsection 4.3.2. We also postulate that the disparities between the
laboratory experiment data and the results of numerical flow tests are caused by the
adopted models of the miniature trees. In the hydraulic experiments described in
Hayashi et al. [2015], the model of plastic trees is deformable, and the trees contain
thin branches made of plastic wires 1 mm in diameter. Therefore, the attenuation
effects might not have been accelerated in comparison with the nondeformable tree
model having 30 rigid branches in our numerical flow tests.
In addition to the flow depth, the flow velocities are also investigated. The results
obtained by the two schemes are compared on the right-hand side of Fig. 4.11 and
in Table 4.3, which summarizes the mean flow velocities inside the forest. Note here
that the flow velocity profiles from the laboratory experiments are not available,
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whereas one of the flow surface profiles on the left-hand side of Fig. 4.11 has been
provided from the experiments. These profiles illustrate that the global velocities
obtained by the 2D shallow water flow simulations tend to increase as the depth
decreases. This is because the flow fluxes on the inflow and outflow surfaces are
the same in these cases. This tendency is especially noticeable in Cases 6 and 7
(see Figs. 4.11(b) and (c), respectively). Furthermore, similar to the tendency of
the depth profiles, the flow velocity is overestimated at the downstream edge. This is
believed to arise from the same source of the approximation error, as mentioned above.
Nonetheless, it is reasonable to conclude that each of the flow velocities obtained by
the 2D shallow water simulations is in close agreement with the averaged value of the
local flow velocity from the 3D numerical flow tests. Thus, we have confirmed that
that the 2D shallow water simulations equipped with our surrogate model, in which
the idea of multiscale modeling is partially implemented, are reliable to some extent
in comparison with the laboratory experiments and/or the 3D numerical flow tests.
Of course, the proposed approach has some room for improvement. In particular,
examining the velocity profiles in detail, we find that the flow velocities in the cases
with relatively high depths (Cases 6 and 7) are underestimated in comparison with the
corresponding results of numerical flow tests. This is probably because the surrogate
model may not be able to properly reflect the actual velocities over the canopy zone
that are much higher than those inside it, i.e., the response surface of the momentum
loss parameter C. As discussed earlier, this discrepancy must be caused by the vortex
or flow turbulence inside the canopy zone, which constitutes a sort of discontinuity
at the interface with the upper zone. Such a discontinuity disrupts the smoothness
of the velocity profile along the vertical axis on the global level; nevertheless, this
discontinuity cannot be taken into account in the present surrogate model. This
remains to be resolved in future studies.
The final remark to be addressed is regarding computational efficiency. In a trial
calculation, it required approximately 10 days to carry out a 3D flow simulation for
the whole coastal area containing a coastal forest, even with parallel computations
(1086 cores, CPU: 1.4 GHz/3.0464 TFlops). On the other hand, the 2D simulation
with the proposed approach was completed only in several minutes with a single-core
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Table 4.2: Flow conditions observed inside the LTD from the numerical flow tests
Case Global depth Global velocity Global pressure gradient Momentum loss parameter
No. H [m] U| [m/s] Px1 [N] C [m]
1 0.231 0.085 −13.05 −0.49
2 0.235 0.144 −21.94 −1.09
3 0.203 0.153 −115.55 −4.63
4 0.283 0.189 −77.42 −4.07
5 0.229 0.242 −58.39 −2.05
6 0.371 0.241 −96.31 −2.45
7 0.195 0.325 −297.33 −4.48
8 0.308 0.365 −237.95 −4.87
processor. Thus, the proposed method with a surrogate model not only provides a
reasonable accuracy but also is much more efficient than the 3D numerical simulation
approach from a practical perspective.
Table 4.3: Comparison between the spatially averaged global velocity U m/s from
2D shallow water flow simulation and space-time averaged local velocity from 3D
numerical flow tests in the vegetation zone (0.0 m ≤ x1 ≤1.0 m)
Case No. 3D micro-scale flow (Results of numerical flow tests) 2D macro-scale flow
Case 1 0.328 0.344
Case 6 0.543 0.490
Case 7 0.320 0.316
4.5 Summary
The primary purpose of this chapter was to develop multiscale evaluation based on
the idea that the momentum loss that is supposed to be observed in macro-scale
shallow water flow is identical to that observed from the numerical flow tests for
the LTD. From the momentum balance, which is obtained by spatial-time averaged
Navier-Stokes equation, presented in past studies, we assumed that the mean pressure
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gradients observed in the micro-scale flow domain would be identical to the total
momentum loss caused by the trees and bottom shear. And then, we considered
that this momentum loss observed in the LTD would be comparable to that observed
in macro-scale flow. According to this momentum loss equality between two scales,
we set up the evaluation procedure of the macro-scale momentum loss parameter
by using the results of micro-scale flow simulations. Along the lines of multiscale
modeling presented in Chapter 2, the numerical flow tests were carried out in the
LTD with various flow conditions. The pressure loss measured over the LTD volume
is regarded as the momentum loss in macro-scale flow. With the help of a classic
hydraulic formula, this measure pressure gradients converted into the momentum
loss parameter C, which was to be implemented in shallow water equations. With
the help of surrogate modeling, the momentum parameter C is represented by a
function or, equivalently, a response surface consisting of two flow variables, global
velocity U and global depth H. Since the number of numerical flow tests is limited,
the response surface has to be approximated from a discrete data set consisting of
C, both U and H to be equivalent to the actual drag effect without any other time-
consuming parameterization. A numerical example demonstrated the capability of
the proposed evaluation method for macro-scale 2D shallow water flow. The profiles of
the flow surfaces (depths) and the velocities obtained by the shallow water simulations
were in close accordance with the experimental and/or numerical flow test results,
although slight underestimations were observed, notably when the depth and velocity
increased. From those results, we confirm that the obtained response surface, which
was an interpolated function of the parameter C, could reflect the complex flow
characteristics of 3D micro-scale flows and be successfully utilized in the 2D shallow
water simulations.
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Figure 4.2: Two surfaces used in pressure loss measurements















(a) Responce surface (b) Surrogate modeling
1 2
3
Figure 4.3: Concept of surrogate modeling with 2D triangular elements
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(a) (b)
Velocity magnitude [m/s] Velocity magnitude [m/s]
0.0 2.50.0 2.5
Figure 4.4: Streamlines around a single tree model: although a laminar flow state
is observed under a stem-submerged depth/low velocity (Case 1, û1 =0.300 (m/s),
ĥ=0.10 (m)) in (a), the streamlines around the model are disturbed around the canopy
at Case 6 in (b)









(a) Appearance of flow obtained by 3D DNS (b) Norm of local flow velocity
Velocity magnitude [m/s]
Figure 4.5: Results obtained from a series of numerical flow tests for the LTD
(a) Flows in the open channel at t = 20.0s (b) Velocity distribution on the x1-x3
cross-section surface of the LTD at x2 = 0.0 m

































































































Figure 4.6: Temporal variation of the spatially averaged streamwise velocity U

























































































































Figure 4.7: Temporal variation of the global flow depth H









































































Figure 4.8: Temporal variation of the pressure gradients ∆P/L(= ∂P/∂x1) between
the inflow and outflow surfaces


















































































Figure 4.9: Response surface obtained from the results of numerical flow tests
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Figure 4.10: Validity of surrogate surface modeling for momentum loss parameter C∗
blue dot means the reproduced term of Si
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Figure 4.11: Comparison between the 3D numerical flow test results, 2D shallow
water simulation results, and laboratory experiments (Hayashi et al. [2015])
The 3D simulated data are shown as dots, the 2D reproduced data are denoted by
diamonds, and the experimental data are represented by a black line.
Stem-submerged case (a), canopy-submerged case (b) and fully submerged case (c)
Chapter 5
Application for unsteady flow
simulation
5.1 Introduction
In this chapter, we examine the capability of the aforementioned multiscale evalua-
tion results for the unsteady macro-scale flow simulations. In previous two chapters
(Chapter 3 and Chapter 4), we examined two evaluation schemes based on the multi-
scale modeling and then obtained the parameters characterizing the presence of trees
in macro-scale flow. Both kinds of evaluated parameters seemed to reproduce the
macro-scale flow under the steady-state condition reasonably.
However, our proposed evaluation scheme has room for improvement to be applied
to practical situations. The shallow water equations presented in previous chapters
must take accounts of the effects of inertial force for tsunami simulations. Although
many researchers did not provide careful consideration, Suzuki et al. [2019] insisted
that these inertial effects would become larger inside the coastal trees. We expect
that inertial forces are essential for the trees’ breaking relevant to the limitation of
disaster mitigation effects.
Therefore, from the following sections, we shall consider the effects of inertial force
on the trees. From the achievements in Chapter 4 and the classic flow force formu-
lation, we evaluate the inertial force as the residual between the total flow resistance
84
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and the drag effects. Taking a dam-break problem, whose unsteadiness is supposed to
be similar to the actual phenomena such as tsunami, as an example problem, we carry
out the macroscopic flow simulations with the 2D shallow water equation incorpo-
rated with either the roughness coefficients (Chapter 3) or the surrogate model of the
momentum loss parameter (Chapter 4). Comparisons between the analysis results
with the 3D direct numerical simulations offer the discussion for the capabilities of
the proposed multiscale evaluation schemes and afford an insight into the significance
of the inertial effects.
5.2 Governing equation for 2D macro-scale unsteady
flow
According to Suzuki et al. [2019], the macro-scale shallow water equation for unsteady
flow can be defined by implementing the inertial term into the left hand side of the
momentum equation (2.1) as:
ρ
(
















 in Ω , (5.1)





where Ytree, Y represents the domain of water and trees as defined in (2.4) at previous
section. Here, Ytree is a variable that depends on the submerged depth. This volume
fraction m has been generally substituted by the volume of cylinders per unit area
because of avoiding the cumbersome measuring procedure. We calculate m from the
following formulation:
m = Y singletree N, (5.3)
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where N represents the number of trees per unit area, Ytree means the volume of a
single rigid tree. Fig. 5.1 shows quantity of Y singletree at each submerged depth. The
volume Ytree is precisely measured from a pvpython code with FE mesh information
of trees. The Cm in the left-hand side of (5.1) is inertial coefficient. The evaluation
of this inertial coefficients Cm is provided from the next section. Here, Si is a source
term that represents the presence of trees. The definition of Si is based on either
the energy balance-based (Chapter 3) or the momentum balance-based multiscale





: Energy balance-based modeling
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. (5.4)
With the appropriate modeling of source term Si, (5.1) allow us to simulate the
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Volume of a single rigid tree model
Figure 5.1: Volume of a single tree depend on submerged depth h
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5.3 Evaluation of inertial coefficients
To calculate the inertial coefficient Cm which is the essential parameters to simulate
the unsteady state-flows by the governing equation (5.1), we utilize the results of
numerical flow tests provided in previous chapter Chapter 4.
Although we defined the equilibrium between the macroscopic pressure gradient
Px1 and the total momentum loss inside the LTD in Chapter 4, we confirm that there
are unmissable gaps between the Px1 values and the momentum loss values reproduced
by the surrogate model in Fig. 4.10. Though a part of them seems to be caused by
interpolation errors, we reasoned that most of this difference arises from the absence
of the inertial effects. So we evaluate the inertial effects from the following residual
calculated from the numerical flow tests results:




where is equal to the difference between the two values plotted in the graphs provided
at Fig. 4.10.
Considering that the classic formulation for the fluid force acting on the submerged
structures (Morison et al. [1950]), the velocity acceleration seems to dominate the
amount of inertial force Finertial. So we calculate the velocity acceleration a posterior
to identify the relationship with the inertial effects. Here, the acceleration of global









where ⟨u1⟩ means the streamwize component of volume averaged velocity measured










, the inertial effects calculated from the (5.5) are plotted in the dashed-line.
A comparison between solid lines and dashed lines indicates the correlation between




. Both values tend to increase at the beginning of the flow simula-
tions dramatically. After they reach the peak values, the variation of both amounts
becomes calm, and the flow seems to be steady-state. These similarity confirm us the




Further observations to the graph provided in Fig. 5.2 reveal that ∆⟨u1⟩
∆t
are
almost under 0.1 [m/s2] when the flow seems to be steady state. From that, we
consider that the Finertial recorded when the
∆⟨u1⟩
∆t
is over 0.1 should be dealt with
as the data of inertial effect-dominant. We extract those inertial effect-dominant data
and summarize in Fig. 5.3. The horizontal axis, vertical axis means the Finertial and
∆⟨u1⟩
∆t
, respectively. We can observe the linear correlation from the graph at Fig. 5.3
although the data has dispersion. The colors of each plot mean the Froude number




From the observations to Fig. 5.3, Fr seems to be not so influential to Finertial. We
then conclude that Finertial can be summarized as an approximation function obtained
from the multiply of ∆⟨u1⟩
∆t





The black-solid lines in Fig. 5.3, which is a linear function that identified by the least
squares method, can reasonably explain the tendency of the relationship between
∆⟨u1⟩
∆t
and Finertial. The coefficient of determination R2 is 0.6261 and is relatively
close to 1.0. We obtain the inertial coefficients Cm=0.42550 as the gradient of the
linear function. Comparing with the values that is generally used in the conven-
tional (Sumer et al. [2006], Suzuki et al. [2019]), this value is relatively small. It can
be conclude that the previous simulations overestimated the inertial effects on the
submerged structures.
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In the next section, we employ this evaluated inertial coefficients in 2D shallow-
water flow simulations (5.1) and then investigate the importance of the inertial effects.
5.4 Validation analysis and discussion
5.4.1 3D dam-break flow simulations for comparison
We first simulated 3D dam-break flows simulations for the comparison with 2D shallow
water simulation with inertial effects. Two simulation cases are demonstrated with the
help of the stabilized finite element method and Phase-Field method. The simulated
domain is the same as that used in previous chapters, as introduced in Fig. 2.5. Table
5.1 shows the initial height of dams with the corresponding case number. Here, Fig.
5.4 shows the initial conditions at each case. The length of the dam is setup to be
identical to the distance from edge surface Sin to the point of x=-0.1m. Fig. 5.5,
Fig. 5.6 shows the results of dam break flow simulations. In Case 1, where the initial
height of the dam is 0.15m, the edge of flow reached tree’s zone at t =[1.0,2.0] and is
still inside the tree’s zone at t=10.0s. On the other hand, the flow edge observed in
Case 2 seems to pass through rigid trees, as shown in Fig. 5.6. From the simulation
results, the fluid force acting on the trees and the flow flux through the arbitral point
are measured.
5.4.2 2D dam-break flow simulation with inertial effect
To validate the unsteady state flow simulations by the shallow water equation estab-
lished in (5.1), we conduct the eight cases of 2D dam-break flow simulations. Table
5.2 shows the simulations setup. Each case differs in the source term modeling, initial
dam height or a presence of the inertial effect. The height of dam is set up to be
consistent with the conditions applied for the 3D dam-break flow simulations. The
identified inertial coefficient value Cm = 0.4225 are employed and the domain intro-
duced in Fig. 3.5 at Chapter 4 is also applied. For the energy balance based source
term modeling, nE = 0.05 is employed because the dam-break flow surface is expected
CHAPTER 5. APPLICATION FOR UNSTEADY FLOW SIMULATION 90
Table 5.1: Numerical tests conditions of 3D dam break flow
A set of initial flow depth ĥ and corresponding case numbers
Case No. Initial dam height ĥ[m]
1 0.150
2 0.200
Table 5.2: Numerical tests conditions of 2D shallow water dam break flow simulations
A set of initial flow depth ĥ and corresponding case numbers
Case No. Initial dam height ĥ[m] Drag effects Inertial effects
1-(i) TB,i/h, nE Considered
1-(ii) 0.150 TB,i/h, nE No
1-(iii) Si, C Considered
1-(iv) Si, C No
2-(i) TB,i/h, nE Considered
2-(ii) 0.200 TB,i/h, nE No
2-(iii) Si, C Considered
2-(iv) Si, C No
to be always under the trees canopy as confirmed by the 3D dam-break flow simula-
tions (Fig. 5.5 and Fig. 5.6). A series of simulations are carried out by the help of
the stabilized finite element method Sec. B. The carried out simulation results are
investigated in terms of the flow flux and the fluid forces with the 3D dam-break flow
simulation results. Fig. 5.7 and Fig. 5.8 shows the time history of flow flux per unit






The left and right-hand sides of each figure represent the flow flux measured at x = xin
position and x = xout position, respectively. Both black lines indicate the 2D dam-
break flow simulation results but differ in the presence of the inertial effect. That is,
the results plotted in dashed lines dose not contain the inertial effect (Cm = 0). The
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comparison with 3D dam-break flow simulations results, which is plotted in red/solid
lines, are also provided. In the graphs in Fig. 5.8, the results of 2D dam-break flow
simulations with the roughness coefficients nE , which is evaluated from energy balance,
are presented. It can be understood that the flow flux at each point does not varied
depend on the presence of the inertial term from comparing the black/solid lines and
black/dashed lines. The flow flux at xin location almost corresponded with the 3D
dam-break flow simulation results as shown in Fig. 5.8(a) and (c) although there is
slight overestimation in 2D simulation results. On the other hand, the observed value
at xout was significantly over the flux observed in 3D dam-break flow simulations, as
illustrated in Fig. 5.8(b)(d). Similar tendency can be also seen at the 2D shallow
water simulation with surrogate modeling Case 1-(iii),(iv), Case 2-(iii),(iv) at Fig.
5.7(b),(d). This is because of the limitation of our shallow water flow simulation.
Our program code can not capture the flow below a certain depth (h < 0.005) to
avoid numerical instability. This restriction thought to interrupt inundation flow
under a certain depth and cause the records of higher depth and increased flux at xout
locations. So we conclude that this discrepancy is arising from the limitation of the
simulation scheme, from neither roughness coefficients nor the surrogate modeling of
C. A similar explanation can be done for the difference of arrival time at xout between
2D results and 3D results. As shown in Fig. 5.8(b),(d) and Fig. 5.7(b),(d), there is
slight under/overestimation of arrival time of flow at xout position.
Although there are a limitation of 2D shallow water flow simulations to reproduce
the dam-break flow, Fig. 5.7(a)(c) would indicate that the inertial effects implemented
in momentum equation (5.1) superior to the simulations without inertial effects. It
can be understood that the underestimation of flow flux at xin location observed in
Case 1-(iv), and Case 2-(iv) are solved in the simulations with inertial effects at Case
1-(iii) and Case 2-(iii).
In addition to the observation of flow flux, we also calculated the force caused by
the presence of trees. Fig. 5.9, Fig. 5.10 shows the time variation of force per unit
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volume calculated at each case as:




σ · n dΩ (5.10)













The cases obtained from energy balance-based modeling with nE are all provided at
Fig. 5.8. Although the difference depends on the inertial effects can not be confirmed
from the observations for flow flux, the noticeable difference between Case 1-(i) and
Case 1-(ii), Case 2-(i), and Case2-(ii) are recognized from Fig. 5.8(a). Case 1-(i),
Case 2-(i) seems to reproduce the impact force, which is records of the peak around
t = 0.25s, compared to the Case 1-(ii) and Case 2-(ii) without the inertial effects.
Comparing with the 3D dam-break flow simulations, 2D simulations have significant
overestimation at Case 1-(i),(ii). Also, comparison between Case 1-(i),(ii) and Case
2-(i),(ii), the force measured in Case 1-(i),(ii) that meant to be smaller than the value
recorded in Case 2-(i),(ii) are comparable with the value obtained from Case 2-(i),(ii).
These are caused by the limitation of shear stress definition of (2.3). As pointed out
in Chapter 1, the amount of shear stress TB is decreased with the rise of flow height,
although the resistance force caused by the trees is meant to increase as the flow
depth increase. Accordingly, the force per unit is increased in the case with lower
flow volume.
On the other hand, the value of force per volume in Case 1-(iii),(iv), and Case
2-(iii),(iv) where the surrogate modeling is employed is thought to be influenced by a
flow depth. As shown in Fig. 5.10, the difference between Case 1-(iii) and Case 2-(iii)
indicates the dependence on the flow depth. With or without inertial effects can be
also confirmed from both Fig. 5.10(a) and (b). It is thought that the inertial effects
modeling can contribute to evaluating the impact force acting on the trees.
Overall, we can conclude that the inertial effects modeling does not have a seri-
ous influence on the flow flux evaluation and arrival time estimation. However, the
importance of inertial effects modeling for the evaluation of the force caused by trees’
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presence was demonstrated. We can confirm that the uncertainty caused by the shear
stress modeling was similarly observed as pointed out by the previous studies, while
the momentum loss modeling presented in Chapter 4 seems to be more capable of
the unsteady flow simulations.
5.5 Summary
In this chapter, we investigated the capability of macro-scale flow characteristics
obtained in previous chapters for the unsteady flow. According to the classical for-
mulation of inertial force, we setup the shallow water flow equation that includes the
inertial term. The previous results of numerical flow tests are utilized to evaluate the
inertial effects on the rigid trees. And then, we consider that the inertial term can
be summarized as a linear approximation function with the help of the least square
method. Finally, the inertial coefficient is calculated as the gradient of the identified
linear function. Comparing with the values that are generally used in the conven-
tional, our evaluation results show relatively small Cm. It can be concluded that the
previous studies overestimated the inertial effects on the submerged structures.
With the evaluated inertial coefficients, the roughness coefficients nE , and the
response surface of drag parameter C were calibrated. The 3D dam-break flow simu-
lations were also conducted for the comparison. From the observation to the results
obtained from a 2D dam-break flow simulations and 3D dam-break flow simulations,
it was figured out that the inertial effects modeling is important for the evaluation
of impact force acting on trees. Although the limitation of the numerical simula-
tion scheme causes the remarkable difference from 3D dam-break flow, the inertial
effects modeling has the potential of precise estimation of flow flux and arrival time.
However, further investigations must be needed to confirm the validity of the afore-
mentioned findings by simulating a larger scale where the limitation of our program
codes can be ignorable.
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Figure 5.2: Temporal variation of the velocity acceleration ∆U/∆t


















Cm = 0.42250 
Figure 5.3: Temporal variation of the velocity acceleration ∆U/∆t
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Figure 5.4: Initial conditions of 3D dam-break flow simulations
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(a) t = 1.0 s
(a) t = 2.0 s
(c) t = 5.0 s
(c) t = 10.0 s
Velocity magnitude [m/s]
0.0 3.3
Figure 5.5: Results of 3D dam-break flow simulations: Case 1
(a)The dam breaking is started at t=1.0s. (b)(c) The flow inundate the rigid trees t
=2.0s and 5.0s. (d)The flow reaches the terminal zone of rigid trees.
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Velocity magnitude [m/s]
0.0 4.1
(a) t = 1.0 s
(a) t = 2.0 s
(c) t = 5.0 s
(c) t = 10.0 s
Figure 5.6: Results of 3D dam-break flow simulations: Case 2
(a)The dam breaking is started at t=1.0s, (b)(c) The flow inundate the rigid trees t
=2.0s and 5.0s , (d)The flow edge pass through the rigid trees.
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Figure 5.7: Results of 2D dam break flow simulations: Case 1-(i),(ii)
Flow flux per unit width at xin and xout points. Initial height of dam is 0.15 m.
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Figure 5.8: Results of 2D dam-break flow simulations: Case 2-(i),(ii)
Flow flux per unit width at xin and xout points. Initial height of dam is 0.20 m
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Figure 5.9: Results of dam-break flow simulations: Case 1
Flow flux per unit width at xin and xout points. Initial height of dam is 0.20 m
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Figure 5.10: Results of dam-break flow simulations: Case 2




In addition to the summary at each chapter, we summarize the overall contents of the
thesis in this chapter. As mentioned in the first chapter, this thesis was to provide
evaluation methods for the macroscopic flow characteristics from high-computational-
cost micro-scale flow simulations along the lines of global-local or multiscale modeling.
In Chapter 2, the multiscale modeling of the flow involving trees was proposed.
We first introduced the spatial scale separation that divides the coastal forest into the
macro-scale and micro-scale. And then, the Navier-Stokes equation and the shallow
water equation were set up for each scale flow. The micro-scale domain, where the
3D Navier-Stokes equation precisely describes the mechanical behavior, was regarded
as a test domain used for a series of numerical flow tests and was referred to the local
test domain (LTD). The procedure of numerical flow tests was also provided. Some
setup for a series of numerical flow tests were introduced with evaluation indices.
Based on the multiscale modeling procedure explained in Chapter 2, Chapter 3
is devoted to the examination of the energy balance relationship between the micro-
scale and macro-scale flows. According to the concept of homogenization, the total
flow dissipation observed in the micro-scale flow is assumed to be equivalent to the
work rate done by external force in the macro-scale flow. Several numerical flow tests
were carried out with the LTD and following the procedure provided in Chapter 2.
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The obtained values of total energy dissipation calculated in the LTD is compared
with the work rate done by the force measured at the surface of rigid trees. The
roughness coefficients, which were implemented in the macro-scale flow equation, were
calculated from the micro-scale flow dissipation. From 2D shallow flow simulations,
the evaluated roughness can reproduce a similar dissipation in the macro-scale flow.
In addition to the Chapter 3, we also explored a relation between the micro-scale
and macro-scale flows in terms of a momentum loss balance derived from spatially
averaged momentum equation in Chapter 4. Referring to the previous studies, we
considered that the total momentum loss caused by the presence of aquatic trees
could be evaluated from pressure gradients that can be measured from a series of
numerical flow tests at the micro-scale. Based on this idea, we numerically measured
the pressure loss between the in- and outflow surfaces of the LTD and then calculated
the macroscopic pressure gradients. The evaluated macroscopic pressure gradients
were then converted into a macroscopic parameter with the help of surrogate mod-
eling. The response surface of the macroscopic parameter that can be regarded as a
surrogate model was then utilized to simulate the macro-scale flow simulations with
a 2D shallow water equation. The reproduced macro-scale flow demonstrated that
the established response surfaces could simulate the effects of the tree’s existence.
The last application presented in 5 dealt with the unsteady state flow where the
inertial effects were assumed to be much more influential than the situation targeted
by a general long wave theory.
6.2 Contributions and future works
The first contribution of this thesis is related to Chapter 2, where we set up the LTD
that realizes the evaluation of the effects of rigid trees in consideration of complex
morphology such as branches. In general, a full-scale 3D numerical simulations on a
regional scale can be more accurate than a 2D shallow water simulation but is cer-
tainly computationally expensive and impractical. On the other hand, the 2D SW
simulation enhanced by the proposed two multiscale models is not only computation-
ally efficient but also reliable to some extent. Nonetheless, it is pertinent to note that
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our numerical flow tests are time-consuming in reality, and their accuracy must be
improved. Moreover, the LTD is established to contain a sufficient number of trees to
constitute a part of the coastal forest under consideration, and the numerical model
of a tree should be as similar to its actual shape as possible. As mentioned in the
first chapter, the presence of vegetation has heretofore been considered mostly by em-
pirical knowledge or simplified modeling in conventional or single-scale approaches.
Although the present study neither focuses on the effects of biological characteristics
of specific species (black pines or mangrove) nor intends to collaborate with other
previous tsunami/flood simulation models, we have confirmed the potential of our
approach for contributing the macroscopic flow simulation through vegetation that
has complex morphology. It should be noted that our rigid tree’s model was relatively
simple, and not deformable, unlike the natural trees. Considering the report in aero-
dynamics fields (Manickathan et al. [2018]), the deformation of tress, especially for
the branches, would be influential for the decay of tree’s resistance effects and must
to be taken into account in the future. Therefore, the modeling of the deformable tree
will be necessary for our multiscale based evaluation with the help of an appropriate
fluid-structure interaction (FSI) analysis scheme. Although trees models that are
desired to be close to the natural trees once seemed to need a time-consuming proce-
dure, nowadays, it will be more easily realized by collaborations of some techniques,
such as 3D printer or L-system (e.g., Shlyakhter et al. [2001]).
In Chapter 3, we firstly investigated the relationship between the energy dissi-
pation in the micro-scale flow and the work rate done by macro-scale stress based
on multiscale modeling strategy. Additionally, the roughness coefficients obtained
from the results of numerical flow tests seemed to be reasonable to reproduce the
micro-scale flow situation into macro-scale flow simulation. That energy balance-
based calculation may have the potential to be alternative to the classical database
of roughness coefficients, whose incompleteness has recently been pointed out, or shear
stress formulation itself. However, there seemed to be uncertainties that can be seen
from the comparison between the work done by fluid force. Therefore, further work
is required to establish the viability for the practical use of energy balance between
two scales and the resulting roughness.
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Another contribution could be made in related to Chapter 4. In general, the
parameter representing the resistance of trees, such as drag coefficients, is evaluated
from observational studies. While that classical procedure needs many datasets for
accuracy assurance, our surrogate modeling strategy can realize the corresponding
function by a limited number of numerical flow tests. Although the interpolation
technique we employed is simply linear interpolation, there remains room for im-
provement with reference to the current developments in data science.
Appendix A
Numerical scheme for 3D
free-surface flow simulations
A.1 Stabilized finite element method for 3D Navier-
Stokes flows
We employed the stabilized finite element (FE) scheme (Brooks and Hughes [1982],Tezduyar
[1991]) to analyze the flow motion within the vegetation models. The following weak
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τcont∇ ·whρ∇ · uh dΩ = 0. (A.2)
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The fourth term is the SUPG/PSPG term added for stabilization.Here, τsupg and





















In the fifth integral, τconst, which is the shock-capturing term on a free surface, is the














, Ree ≤ 3
1, Ree > 3
. (A.7)
Here, Ree is an element-level Reynolds number, ν is the kinematic viscosity, ∆t
is the time increment, and |uh| notation means the norm of vector uh. The element









where Nα denotes the interpolation function associated with the αth node.
A.2 Phase-field method for free surface tracking
We employed the Phase-Field method [Chiu and Lin, 2011, Takada et al., 2013] to
capture the free surface of water waves. The Phase-Field method, which is a type
APPENDIX A. NUMERICAL SCHEME FOR 3D FREE-SURFACE FLOW SIMULATIONS109
of Eulerian scheme, has an advantage in expressing the complicated shape of free
surfaces, such as broken waves or surface waves around tree canopies.














where u is the velocity vector of the fluid, p is the pressure, ϵ is a positive constant,
and δ is the coefficient of the transition region that makes the phase function ϕ vary
between 0 and 1. Each phase is distinguished by ϕ: its value is 1 in the liquid phase
Ωl and 0 in the gas phase Ωg. Therefore, the density and the viscosity at any material
point are expressed as
ρ = ρlϕ+ ρg(1− ϕ), (A.10)
µ = µlϕ+ µl(1− ϕ), (A.11)
where ρ and µ are the density and viscosity, respectively, and the subscripts l and g
stand for “liquid” and “gas”, respectively.






































δ(∇ϕ)− ϕ(1− ϕ) ∇ϕ
|∇/ϕ|
)
dΩ = 0, (A.12)
where Ωe denotes the domain of each element after FE discretization. Based on the
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For Eq. (A.2) and Eq. (A.12), we employ the Crank-Nikolson implicit scheme
because of its numerical stability. P1/P1 type elements are used in the spatial dis-
cretization.
A.3 Verification analysis
As we mentioned at p. 22 in Sec. 2.4, we conduct several 3D flow simulations for
a single-cylinder within an open channel for a code-verification. Fig. A.1 shows the
open channel model consists of a single cylinder. The length, width, and height of
the channel is l = 1.54[m], w = 0.2[m] and H = 0.5[m], respectively. The height of
the cylinder is the same as the channel height H, and the diameter of the cylinder is
D = 0.04[m]. As described in Fig. A.1(b), the inflow velocity u|Sin and inflow depth
ĥ (the initial free surface elevation z|Sin = ĥ) are given on the edge surface Sin as
defined in Eq. (2.10). The inflow conditions û and ĥ are summarized in Table A.1
with the corresponding case numbers (Case 1-4) and T for time-averaging operation.
On another edge surface Sout shown in Fig. A.1(b), a non-reflecting condition
is imposed. The non-slip condition is imposed on the bottom surface ∂Yb and the
surface of cylinder ∂Yc following Eq. (2.7), as explained in Sec. 3.2.1. Each simulation
is carried out with following initial condition with a time step ∆t = 1.0× 10−3 s:
u = 0 x ̸∈ Sin at t = 0. (A.14)
Table A.1: Numerical tests conditions for open channel flow with a cylinder
:a set of initial flow speed û, depth ĥ, averaging time lengths (2.13) and corresponding
case numbers
Case No. Inflow depth ĥ[m] Inflow speed û [m/s] Averaging time length T [s]
1 0.125 0.30 5.1
2 0.205 0.30 5.1
3 0.125 0.55 2.8
4 0.205 0.55 2.8














(a) Open channel with the cylinder model 






Figure A.1: Open channel model and a rigid cylinder
The open channel model and equipped cylinder model inside channel. The length,
width and height of the channel is 1.54m, 0.2m and 0.5m respectively.
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Table A.2: Information of the open channel domain consists of a cylinder
Total number of FE nodes 218539
Total number of FE meshes 1123219
Representative mesh size 3.0e-3
Mesh size fined around a cylinder 1.0e-3
With these boundary conditions, 3D Navier-Stokes equation (2.5) is solved stabilized
finite element method (Tezduyar [1991], Brooks and Hughes [1982]) and Phase-Field
method. See A for FE discredited Navier-Stokes equation. Detailed FE mesh infor-
mation are presented in Table A.2 and Fig. 2.6.
The results of flow simulation in Case 1, which is conducted under the inflow
condition û = 0.300[m/s] and ĥ = 0.125[m], as listed in Table A.1, are visualized in
Fig. A.2. From t = 1.0 s to t = 5.0 s, the flow state is unsteady, and the free surface
displacement is dynamically moving. Subsequently, the flow in the open channel
seems to reach a steady-state from a macroscopic perspective. Similar tendency can
be also seen from the temporal variation of mean velocity ⟨u⟩ and fluid force acting
on cylinder fd measured inside the domain V , as illustrated in Fig. A.3. As the flow
velocity ⟨u⟩ increase, the force acting on cylinder fd also increase. This tendency is
acceptable, as defined in the Morison drag formula. In addition to the observations
from the flow visualized in Fig. A.2, the flow velocity ⟨u⟩ and force fd both reach a
steady state after t = 20.0[s].
Substituting those temporal values into Eq. (2.12), time averaged mean velocity
⟨u⟩ and mean depth [h] are obtained as summarized in Table A.3. Obviously, the time-
averaged mean velocity components ⟨u2⟩ and ⟨u3⟩, which are orthogonal to the stream,
are negligible order compared to the streamwise directional components of ⟨u1⟩. Both
time-averaged mean velocity and time-averaged mean depth are almost equal to the
inflow conditions û and ĥ. We can also confirm that the time averaged forces fd
are consistent with the value calculated from the classical drag force formulation
1/2CDρû
2Dĥ (CD = 1.0− 1.2).
From that agreement between empirical value and simulated flow tendency, our 3D
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t = 1.0 [s]
t = 2.0 [s]
t = 3.0 [s]
t = 4.0 [s]
t = 5.0 [s]
t = 6.0 [s]
t = 7.0 [s]
t = 8.0 [s]
t = 9.0 [s]

































Figure A.2: Result of flow simulation(Case 1): Time variation of velocity magnitude
|u| from t=1.0[s] to 10.0[s]
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numerical simulations with stabilized finite element method and Phase-Field method
satisfactory reproduce the flow through a rigid cylinder.


























































































































Figure A.3: Results of 3D flow involving a single rigid cylinder
Time series of mean velocity ⟨u⟩ (3.17) and force acting on the cylinder f Eq.
(3.16). The fluctuations tendency of ⟨u⟩ and f are corresponding.






















































































































































































































































































































Numerical scheme for 2D shallow
water flow simulations
B.1 Stabilized finite element method for 2D shal-
low water flow simulations
With the state vector U = [H,U1H,U2H]T, the governing equations (2.1) are rewrit-













−R+G+ S = 0, (B.1)




c2 − U21 2U1 0
−U1U2 U2 U1




c2 − U22 0 2U2
 . (B.2)
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Here, c is the velocity of the gravity wave
√
gH. The diffusion coefficient matrices




























Here, κ is the von Karman constant, for which the generally accepted value is 0.41, and






R and G are the stress tensors caused by pressure and bottom friction, respec-
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After substituting the test function U∗ into equation (B.1), the resulting weak





























































dΩ = 0. (B.9)




































, κk ≤ 3
1, κk > 3
(B.14)
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