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Introduccio´n
La idea de utilizar wavelets en la solucio´n nume´rica de ecuaciones en
derivadas parciales se da en virtud a que algunas propiedades de las wavelets
son importantes en la construccio´n de algoritmos adaptativos. Un algoritmo
de este tipo selecciona un conjunto minimal de aproximaciones en cada paso,
de tal manera que la solucio´n calculada sea lo suficientemente pro´xima a la
solucio´n exacta. Si queremos que la solucio´n calculada sea suave en alguna
regio´n, so´lo unos pocos coeficientes wavelet sera´n necesarios para obtener
una buena aproximacio´n de la solucio´n en dicha regio´n, es decir, solamente
los coeficientes de bajas frecuencias cuyo soporte este´ en esa regio´n son
los utilizados. De otro lado, los coeficientes grandes (en valor absoluto) se
localizan cerca de las singularidades y esto nos permite definir criterios de
adaptabilidad a trave´s del tiempo de evaluacio´n [9, 17, 47, 54]. Este trabajo
se dirige fundamentalmente a encontrar soluciones aproximadas a ecuaciones
de evolucio´n no lineales de la forma ut = Lu + N f(u), donde L y N son
operadores diferenciales [4, 6], Lu es la parte lineal, mientras que N f(u)
es el te´rmino no lineal de la ecuacio´n. La funcio´n f(u) en general, es no
lineal, por ejemplo, f(u) = ur. El trabajo busca dar respuesta problemas
que surgen en diferentes a´reas de las ciencias e ingenier´ıa, ve´ase por ejemplo,
[15, 16, 34, 36, 40, 53].
El desarrollo de te´cnicas nume´ricas para la obtencio´n de soluciones
aproximadas de ecuaciones diferenciales se ha incrementado en las u´ltimas
de´cadas. Recientemente me´todos wavelets se esta´n aplicando a la solucio´n
nume´rica de ecuaciones en derivadas parciales, trabajos pioneros en esta
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direccio´n son los de Beylkin [3, 4], Dahmen [16, 17], Jaffard [36], Glowinski
[29], Tanaka [53], Urban [54], Vasilyev [55].
El trabajo tiene como motivacio´n inicial, estudiar me´todos nume´ricos
aplicados a la solucio´n de problemas de valor inicial, en particular, utilizar
procesos similares al me´todo de los elementos finitos [11, 24, 37, 50, 51], pero
usando nuevas herramientas como es la teor´ıa wavelets [12, 54, 57]. Para tal
fin, se estudiara´ la ecuacio´n de Korteweg-de Vries (KdV) [22, 23, 39, 57]
∂u
∂t
+ αu
∂u
∂x
+ β
∂3u
∂x3
= 0
u(x, 0) = u0(x),
donde α y β son constantes que usualmente se fijan como α = 6 y β = 1.
En consecuencia, en el presente trabajo se emplea la solucio´n nume´rica de
la ecuacio´n de Korterweg-de Vries (KdV) para estudiar la interaccio´n de
soluciones tipo solito´n bajo la perspectiva del ana´lisis wavelets. Entre las
principales caracter´ısticas de los solitones se encuentra su posibilidad de
propagarse como ondas de gran amplitud sin dispersio´n e interactuar entre
ellas de forma tal que luego de la interaccio´n cada onda recupera totalmente
sus caracter´ısticas previas a la interaccio´n tal como si se hubiera tratado de
part´ıculas [22, 23].
Finalmente mencionemos tambie´n que las wavelets proporcionan un
conjunto de herramientas flexibles para detectar problemas pra´cticos en
ciencia e ingenier´ıa. Entre estas herramientas se tienen la transformada
wavelet que esta´ asociada con el Ana´lisis Multirresolucio´n de una sen˜al,
es decir, a distintos niveles de resolucio´n se tendra´ una base de wavelets.
Concretamente, cuanto mayor detalle se pretenda obtener en una sen˜al
(mayor resolucio´n), mayor nu´mero de funciones por unidad de longitud se
tendra´n en la base de wavelets, ve´ase por ejemplo, [7, 8, 19, 35, 52, 58, 59].
Adema´s, no existe una transformada wavelet u´nica, que resuelva todos los
problemas a partir de la modelacio´n del proceso y de un ana´lisis a priori
del tipo de sen˜al tratada y del objetivo que se pretenda estudiar, como por
ejemplo, compresio´n, eliminacio´n del ruido o filtrar la sen˜al. En cada caso, se
busca la familia wavelets ma´s apropiada tal como Haar, Daubechies, Coiflets,
biortogonal u otra que mejor coincida con las caracter´ısticas de la sen˜al a
estudiar, ve´ase p.e., [10, 19, 26, 32, 43, 45].
El trabajo comienza con la descripcio´n de la terminolog´ıa necesaria para
abordar los me´todos aproximados en la solucio´n de ecuaciones diferenciales
parciales, partiendo de los resultados ba´sicos del ana´lisis de Fourier. El
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cap´ıtulo 2 es una introduccio´n a la teor´ıa wavelet, prestando especial intere´s a
las transformadas wavelets tanto discretas como continuas y terminando con
un corto estudio del ana´lisis multirresolucio´n y wavelets biortogonales. En el
cap´ıtulo 3 se estudia la representacio´n de operadores en base wavelet [2, 4, 31],
y luego este me´todo se aplica para resolver nume´ricamente la ecuacio´n de
Korteweg-de Vries, tema que se desarrolla en el cap´ıtulo 4.

CAP´ITULO 1
Preliminares y terminolog´ıa
1.1. Introduccio´n
En este corto cap´ıtulo se presentara´ alguna terminolog´ıa necesaria para la
lectura de esta monograf´ıa. En particular, se hara´ un resumen de resultados
ba´sicos de ana´lisis de Fourier omitiendo sus pruebas, las cuales se pueden
encontrar en algunos de los siguientes textos [7], [27], [48], [58], [59].
Recuerde que L1(R) es el espacio de todas las funciones f : R → C, tal
que
∫
R |f(t)|dt = ‖f‖L1 < ∞. De igual forma se tiene L2(R), el espacio las
funciones cuadrado-integrables, cuya norma es
‖f‖L2 =
(∫
R
|f(t)|2dt
)1/2
<∞.
Este espacio se dota con el producto escalar
〈f, g〉L2 =
∫
R
f(t)g(t)dt,
donde g(t) denota el conjugado complejo de g(t). Con este producto interno
el espacio L2(R) es de Hilbert. Las funciones f, g ∈ L2(R) son ortogonales si
〈f, g〉L2 = 0. En general, Lp(R) (p ≥ 1), es el espacio de todas las funciones
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(clases de equivalencia) f : R→ C, tal que ∫R |f(t)|pdt = ‖f‖pLp <∞, donde
‖f‖Lp =
(∫
R
|f(t)|pdt
)1/p
es la norma de f en Lp(R). Otro espacio que se utilizara´ es `2(Z), el de las
sucesiones (xj), j ∈ Z, tal que
∑
j |xj|2 <∞.
Sea F = C o R, V y W espacios normados (espacios vectoriales equipados
con una norma). Un operador lineal es una funcio´n T : V → W tal que
T (a u + b v) = a T (u) + b T (v), para cada a, b ∈ F y cada u, v ∈ V . El
operador T es continuo en u0 si para cada  > 0 existe δ > 0 tal que si
‖u− u0‖V < δ entonces ‖T u− T u0‖W < . (1.1.1)
Si (1.1.1) se cumple para cada u0 ∈ V se dice que T es continuo en V . Si δ
no depende del punto u0 se dice que T es uniformemente continuo en V .
El operador T es acotado si y so´lo si existe una constante M > 0 tal que
‖T u‖W ≤ M‖u‖V para cada u ∈ V . La prueba del siguiente resultado se
encuentra en [49, Th 3, p. 150].
Proposicio´n 1.1.1. Sean V y W espacios normados. El operador T : V →
W es continuo si y so´lo si T es acotado.
Sean V y W espacios de Banach. El operador T : D(T ) ⊂ V → W ,
es cerrado si para cada sucesio´n (vn)n∈N en D(T ) tal que vn → v y
Tvn → w ∈ W , cuando n→∞, implica que v ∈ D(T ) y w = Tv.
L(V,W ) denota el conjunto de todos los operadores lineales y continuos
(o acotados) de V en W . Adema´s, L(V,W ) es un espacio normado, donde la
norma se define por
‖T‖ = sup
u6=0
‖Tu‖W
‖u‖V = sup‖u‖=1 ‖Tu‖,
para cada u ∈ V , T ∈ L(V,W ). En donde aT + bS se define por
(aT + bS)u = aTu+ bSu,
para cada T, S ∈ L(V,W ), u ∈ V y cada a, b ∈ F .
Si W = F entonces L(V, F ) se llama el dual topolo´gico de V y se
denota por V ′, es decir, V ′ = L(V, F ) sus elementos se llaman funcionales
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lineales continuos o formas lineales continuas sobre V . En consecuencia,
f ∈ V ′ ⇔ f : V → F es una aplicacio´n lineal y continua, es decir,
‖f(u)‖ = |f(u)| ≤M‖u‖V , para cada u ∈ V, y M > 0.
Es usual escribir 〈f, u〉 en lugar de f(u).
‖f‖V ′ = sup
u6=0
|〈f, u〉|
‖u‖V .
Un sistema de funciones {φj, j ∈ Z}, φj ∈ L2(R), se llama ortonormal si∫
R
φj(t)φk(t)dt = δjk,
donde δjk es la delta de Kronecker. Es decir,
δjk =
{
1, si j = k;
0, si j 6= k.
Un sistema ortonormal se llama una base en un subespacio V de L2(R) si
cualquier funcio´n f ∈ V tiene una representacio´n de la forma
f(t) =
∑
j
cjφj(t),
donde los coeficientes cj satisfacen
∑
j |cj|2 < ∞. En lo que sigue se
utilizara´ la notacio´n
∑
j =
∑∞
j=−∞,
∫
R =
∫∞
−∞, ‖f‖L2 = ‖f‖2 y 〈, 〉2.
La funcio´n caracter´ıstica del conjunto A, χA, se define por
χA(t) =
{
1, t ∈ A;
0, t /∈ A.
Tambie´n se utilizara´ la notacio´n I{A} para denotar esta funcio´n y la llaman
funcio´n indicadora.
El soporte de una funcio´n f : A ⊆ R → C, denotado sopf , se define por
sopf = {x ∈ A : f(x) 6= 0}.
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1.2. Transformada de Fourier
En esta seccio´n se recordara´ la definicio´n y algunas propiedades
importantes de la transformada de Fourier.
Definicio´n 1.2.1. Sea f ∈ L1(R) y ω ∈ R. La transformada de Fourier de
f en ω se define por
fˆ(ω) :=
∫
R
f(t)e−iωtdt.
Como ∫
R
|f(t)||e−itω|dt =
∫
R
|f(t)|dt = ‖f‖L1 <∞
se tiene que la transformada de Fourier esta´ bien definida. La aplicacio´n
f 7→ fˆ se llama transformacio´n de Fourier y se denota por F (F(f) = fˆ). La
funcio´n fˆ es continua y tiende a cero cuando |ω| → ∞ (Lema de Riemann-
Lebesgue). Es claro que F(a f + b g) = aF(f) + bF(g), para cada a, b ∈ R.
En general fˆ no es una funcio´n integrable, por ejemplo, para
f(t) =
{
1, |t| < 1;
0, |t| > 1
se tiene
fˆ(ω) =
∫ 1
−1
e−itωdt =
[
e−iω − eiω
−iω
]
=
2 senω
ω
6∈ L1(R).
Si fˆ(ω) es integrable, entonces existe una versio´n continua de f y se puede
obtener la fo´rmula de inversio´n de Fourier
f(t) = F−1(fˆ(ω)) = 1
2pi
∫
R
fˆ(ω)eiωtdω. (1.2.1)
La siguiente proposicio´n recoge algunas propiedades fundamentales de la
transformada de Fourier.
Proposicio´n 1.2.1. Sean f , g ∈ L1(R), entonces
1. (̂τxf)(ω) = e
−iωxfˆ(ω), donde (τaf)(t) = f(t− a).
2. (τxfˆ)(ω) = ̂(eix(·)f)(ω)
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3. f̂ ∗ g = fˆ gˆ
4. Si  > 0 y g(t) = g( t) entonces gˆ(ω) = 
−1gˆ(ω/).
Otro resultado u´til es el siguiente: Si f, g ∈ L1(R) ∩ L2(R), entonces
‖f‖22 =
1
2pi
∫
R
|fˆ(ω)|2dω (fo´rmula de Plancherel) (1.2.2)
〈f, g〉2 = 1
2pi
∫
R
fˆ(ω)gˆ(ω)dω (fo´rmula de Parseval). (1.2.3)
Por extensio´n, la transformada de Fourier se puede definir para cualquier
f ∈ L2(R). En virtud a que el espacio L1(R) ∩ L2(R) es denso en L2(R).
Luego, por isometr´ıa (excepto por el factor 1/2pi) se define fˆ para cualquier
f ∈ L2(R), y las fo´rmulas (1.2.2) y (1.2.3) permanecen va´lidas para todo
f, g ∈ L2(R).
En teor´ıa de sen˜ales, la cantidad ‖f‖2 mide la energ´ıa de la sen˜al, mientras
que ‖fˆ‖2 representa el espectro de potencia de f .
Si f es tal que
∫
R |t|k|f(t)|dt <∞, para algu´n entero k ≥ 1, entonces
dk
dωk
fˆ(ω) =
∫
R
(−it)ke−iωtf(t)dt. (1.2.4)
Rec´ıprocamente, si
∫
R |ω|k|fˆ(ω)|dω <∞, entonces
F(f (k))(ω) = (iω)kfˆ(ω). (1.2.5)
1.2.1. Serie de Fourier
Sea f una funcio´n 2pi−perio´dica en R. Se escribira´ f ∈ Lp(0, 2pi) si
f(t)χ[0,2pi](t) ∈ Lp(0, 2pi), p ≥ 1.
Cualquier funcio´n f , 2pi−perio´dica en R, tal que f ∈ L2(0, 2pi), se puede
representar por una serie de Fourier convergente en L2(0, 2pi)
f(t) =
∑
n
cne
int,
donde los coeficientes de Fourier son dados por
cn =
1
2pi
∫ 2pi
0
f(t)e−intdt.
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Se puede verificar que si f ∈ L1(R), entonces la serie, fo´rmula de sumacio´n
de Poisson,
S(t) =
∞∑
k=−∞
f(t+ 2kpi) =
1
2pi
∞∑
n=−∞
fˆ(n)eint (1.2.6)
converge casi para todo t y pertenece a L1(0, 2pi). Adema´s, los coeficientes
de Fourier de S(t) esta´n dados por
ck =
1
2pi
fˆ(k) = F−1(f)(−k).
En efecto, para ver la expresio´n (1.2.6), basta probar que∫ 2pi
0
∑
k
∣∣f(t+ 2kpi)∣∣dt <∞.
Para la segunda parte se calculan los coeficientes de Fourier de S(t), que son
los valores de la transformada de Fourier de f en los enteros. Esto es, sea
h(t) =
∞∑
k=−∞
f(t+ 2kpi),
entonces h es 2pi−perio´dica y adema´s, sus coeficientes de Fourier son
hˆn =
1
2pi
∫ 2pi
0
h(t)e−intdt =
1
2pi
∫ 2pi
0
[ ∞∑
k=−∞
f(t+ 2kpi)
]
e−intdt
=
∞∑
k=−∞
1
2pi
∫ 2pi
0
f(t+ 2kpi)e−intdt
=
∞∑
k=−∞
1
2pi
∫ 2pi(k+1)
2pik
f(z)e−in(z−2kpi)dz
=
1
2pi
∫ ∞
−∞
f(z)e−inzdz =
1
2pi
fˆ(n).
Como consecuencia de la fo´rmula de sumacio´n de Poisson tenemos
∞∑
k=−∞
fˆ(ω + 2kpi) =
1
2pi
∞∑
n=−∞
f(n)e−inω (1.2.7)
donde f es una funcio´n tal que fˆ ∈ L1(R), continua, y
∑∞
n=−∞ f(n) converge
absolutamente.
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1.2.2. Transformada discreta de Fourier (DFT)
Sea SN el conjunto de sucesiones perio´dicas de nu´meros complejos, con
per´ıodo fundamental N , cada elemento x = {xn}∞n=−∞ en SN puede ser
considerado como una sen˜al perio´dica x[n] = xn definida para valores
discretos de tiempo, donde x[n] es el valor de la sen˜al en el momento t = tn.
Una sucesio´n xn es perio´dica con per´ıodo fundamental N , si xn+N = xn para
todo entero n.
Si x = {xn}∞n=−∞ ∈ SN y y = {yn}∞n=−∞ ∈ SN definimos la suma de x y y
como x+ y y el producto por escalar como c x, en donde (x+ y)n = xn + yn
y (c x)n = c xn para todo n ∈ Z y c ∈ C. El conjunto SN forma un espacio
vectorial bajo estas operaciones.
Sea x = {xn}∞n=−∞ ∈ SN , la Transformada Discreta de Fourier (DFT) de
x es la sucesio´n (FN {x})k = xˆk donde
xˆk =
N−1∑
n=0
x[n] e−
i2pikn
N
Si consideramos a x como la sen˜al x[n] = xn, la DFT de x[n] se representa
x(k) = F [x[n]]. Hay que resaltar que la DFT de x tambie´n es perio´dica con
per´ıodo fundamental N , por lo tanto xˆk ∈ SN , y FN es un operador lineal
de SN en SN .
Sea x = {xk}∞k=−∞ ∈ SN y FN (x) = xˆ donde
xˆk =
N−1∑
n=0
x[n] e−
i2pikn
N
entonces x = F−1 (xˆ) se denomina la Transformada Discreta Inversa de
Fourier (IDFT) y esta´ definida por
xn =
1
N
N−1∑
k=0
x(k) e
i2pikn
N
La Transformada Discreta de Fourier cumple las siguientes propiedades:
Translaciones: Si x ∈ SN y zn = xn−j para todo n ∈ Z con j ∈ Z,
entonces FN {z}k = e−
i2pijk
N FN {x}k.
Convolucio´n: Si x ∈ SN y h ∈ SN la sucesio´n y = (x ∗ h)n =∑N−1
j=0 xjhn−j tambie´n pertenece a SN , se denomina la “convolucio´n”
de las sucesiones x y h y FN {x ∗ h}k = FN {x}k FN {h}k.
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1.2.3. Transformada Ra´pida de Fourier (FFT)
Utilizando la notacio´n de sen˜ales y de acuerdo con la definicio´n de la
DFT, podemos descomponer la suma de la siguiente manera, si N es una
potencia de 2.
x(k) =
N−1∑
n=0
x[n] e−
i2pikn
N =
∑
n pares
x[n] e−
i2pikn
N +
∑
n impares
x[n] e−
i2pikn
N
x(k) =
N
2
−1∑
r=0
x[2r] e−
i2pik(2r)
N +
N
2
−1∑
r=0
x[2r + 1] e−
i2pik(2r+1)
N
si hacemos g [n] = x [2n] y h [n] = x [2n+ 1] se tiene
x(k) =
N
2
−1∑
n=0
g[n] e−
i2pik(2n)
N +
N
2
−1∑
n=0
h[n] e−
i2pik(2n+1)
N
x(k) =
N
2
−1∑
n=0
g[n] e
− i2piknN
2 +
N
2
−1∑
n=0
h[n] e
− i2piknN
2 e−
i2pik
N .
Por otro lado, haciendo WN = e
− i2pi
N tenemos
x(k) =
N−1∑
n=0
x[n]W knN y x(k) =
N
2
−1∑
n=0
g[n]W knN
2
+
N
2
−1∑
n=0
h[n]W knN
2
W kN
si g(k) =
∑N
2
−1
n=0 g[n]W
kn
N
2
y h(k) =
∑N
2
−1
n=0 h[n]W
kn
N
2
entonces
x(k) = g(k) + h(k)W kN
donde g(k) y h(k) son perio´dicas con per´ıodo fundamental N
2
y son las DFT
de g[n] y h[n], que tambie´n son perio´dicas con per´ıodo fundamental N
2
. Por
lo tanto, para 0 ≤ k ≤ N
2
− 1 podemos escribir x(k) = g(k) + h(k)W kN
y para los valores de k tales que N
2
≤ k ≤ N − 1 e´stos se pueden
expresar como k = m + N
2
con 0 ≤ m ≤ N
2
− 1 entonces x(m + N
2
) =
g(m+ N
2
) + h(m+ N
2
)W
m+N
2
N = g(m) + h(m)W
m+N
2
N .
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De manera similar g(k) y h(k) se pueden expresar como
g(k) = p(k) + q(k)W kN
2
y h(k) = r(k) + s(k)W kN
2
donde p(k) , q(k) , r(k) y s(k), son las DFT con per´ıodo fundamental N
4
de las sen˜ales p[n] , q[n] ,r[n] y s[n] con el mismo per´ıodo, y tales que
p[n] = g[2n] = x[4n], q[n] = g[2n + 1] = x[4n + 2], r[n] = h[2n] = x[4n + 1]
y s[n] = h[2n+ 1] = x[4n+ 3].
Si N es una potencia de 2, siguiendo este procedimiento podemos
hallar los valores de x(k) a partir de los de x[n], como en la definicio´n,
pero realizando menos operaciones, lo que hace este me´todo ma´s eficiente
desde del punto de vista computacional. De acuerdo con Boggess [7], si
N = 2L, para hallar x(k) = F [x [n]] aplicando la definicio´n se requieren N2
multiplicaciones, mientras que aplicando la FFT se quieren aproximadamente
L 2L−1. Para N = 23, aplicando la definicio´n se requieren 64 multiplicaciones,
mientras que aplicando la FFT se requieren 12.
1.3. Semigrupo de operadores lineales
La teor´ıa de semigroups se puede utilizar para resolver ecuaciones de
evolucio´n [25, 30, 44]. Estas ecuaciones aparecen en muchas disciplinas
como la f´ısica, qu´ımica, biolog´ıa, ingenier´ıa y economı´a. Las aplicaciones
en estos campos, se describen por un problema de valor inicial (PVI) de
una ecuacio´n diferencial que puede ser ordinaria o parcial. Al analizar la
evolucio´n de un sistema o feno´meno en lugar de estudiar el PVI directamente,
podemos hacerlo a trave´s de la teor´ıa de semigrupos. La teor´ıa de semigrupos
lineales proporciona condiciones necesarias y suficientes para determinar si
un problema esta´ bien puesto. Para un tratamiento ma´s profundo sobre la
teor´ıa de semigrupos, puede consultarse los textos de Goldstein [30] o Pazy
[46].
A manera de motivacio´n sabemos que la funcio´n exponencial eat, con
a ∈ R y t ∈ R, se define por la expresio´n
eat :=
∞∑
n=0
(at)n
n!
.
Cuando t ≥ 0 la exponencial es una funcio´n E : R+ → R tal que
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a) E(0) = 1
b) E(t+ s) = E(t)E(s) para todo t, s ≥ 0
c) l´ımt→0+ E(t) = 1.
Tambie´n sabemos que la funcio´n exponencial eat se relaciona con el
problema de Cauchy
du
dt
= au, con u(0) = u0
en virtud a que la solucio´n de este PVI es
u(t) = eatu0.
De manera semejante la solucio´n del sistema lineal
du
dt
= Au+ f, con u(0) = u0,
donde A es una aplicacio´n lineal de Rn en Rn y f es una funcio´n conocida,
es dada por
u(t) = etAu0 +
∫ t
0
e(t−s)Af(s)ds,
en este caso etA se define de forma similar a eat
etA :=
∞∑
n=0
tnAn
n!
.
Siguiendo en esta direccio´n no es dif´ıcil extender la exponencial al caso en
que A ∈ L(V ) = L(V, V ), con V un espacio de Banach, en donde la unidad es
el operador identidad, I : V → V . De este modo, la funcio´n E : R+ → L(V ),
definida por E(t) = etA, con A ∈ L(V ) y
etA =
∞∑
n=0
tnAn
n!
y satisface las siguientes propiedades
a) E(0) = I
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b) E(t+ s) = E(t)E(s) para todo t, s ≥ 0
c) ‖ E(t)− I ‖−→ 0, cuando t→ 0+.
Observe que esta u´ltima propiedad es una convergencia uniforme, pero esto
implica la convergencia fuerte, es decir, ‖ (E(t)−I)v ‖−→ 0, cuando t→ 0+,
para cada v ∈ V .
No´tese tambie´n que a diferencia del caso finito dimensional, no todo
operador A : D(A) → V es continuo, en la pra´ctica los operadores A
son operadores diferenciales, es decir, involucran derivadas parciales, y estos
operadores no son continuos, sin embargo tienen dominio denso en V y son
operadores cerrados1. En consecuencia, considerando un operador con tales
propiedades (cerrado con dominio denso) se puede extender el concepto de
funcio´n exponencial a trave´s de la teor´ıa de semigrupos de tal manera que
las nuevas funciones conlleven a obtener soluciones al problema de Cauchy
du
dt
= Au, con u(0) = u0.
Definicio´n 1.3.1. Dado un espacio de Banach V, una familia de operadores
lineales (Et)t≥0, Et : V → V se llama un semigrupo fuertemente continuo
sobre V (o semigrupo C0) si son va´lidas las tres condiciones
a) E0 = I (el operador identidad)
b) Et+s = EtEs para todo t, s ≥ 0
c) ‖ (Et − I)v ‖−→ 0, cuando t→ 0+, para todo v ∈ V .
En algunos textos denotan la familia de operadores como {E(t) : t ≥ 0}.
Como ejemplo tenemos entonces, que si V = Rn, A ∈ L(V ) y Et = eAt.
Resulta que Et es un semigrupo fuertemente continuo sobre el espacio de
dimensio´n finita Rn. Se trata de las soluciones del problema
du
dt
= Au, con u(0) = u0.
1Recuerde que un operador A : D(A) ⊂ V → W es cerrado, con V y W espacios de
Banach, si para cada sucesio´n (vn)n∈N en D(A) tal que vn → v y Avn → w ∈ W , cuando
n→∞, implica que v ∈ D(A) y w = Av.
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Sea Et un semigrupo de clase C0 en V . El generador de Et es el operador
A : D(A)→ V, donde
D(A) =
{
v ∈ V : l´ım
t→0+
Etv − v
t
existe
}
y Av := l´ım
t→0+
Etv − v
t
.
A modo de ejemplo, si Et = e
tA, donde A ∈ L(V ), el generador de etA es A.
En efecto, para cada v ∈ V tenemos
(
Et − I
t
)
(v) =
(
etA − I
t
)
(v) =
(∑∞
n=0
tnAn
n!
− I
t
)
(v)
=
(
I +
∑∞
n=1
tnAn
n!
− I
t
)
(v) =
(∑∞
n=1
tnAn
n!
t
)
(v)
=
(
tA+
∑∞
n=2
tnAn
n!
t
)
(v) = Av +
∞∑
n=2
tn−1An
n!
v
= Av + t
∞∑
n=2
tn−2An
n!
v −→ Av cuando t→ 0+.
Finalmente tenemos que si A de D(A), el generador del semigrupo
{E(t) : t ≥ 0} fuertemente continuo de operadores de L(V ) y supongamos
tambie´n que f : [0,∞) → V es continua con derivada continua. Entonces el
problema de Cauchy
du
dt
= Au+ f, con u(0) = u0 ∈ D(A), t > 0
tiene solucio´n u´nica
u(t) = E(t)u0 +
∫ t
0
E(t− s)f(s)ds.
CAP´ITULO 2
Introduccio´n a las wavelets
2.1. Introduccio´n
El origen de la descomposicio´n de una sen˜al en wavelets esta´ en la
necesidad de conocer las caracter´ısticas y particularidades de la sen˜al en
diferentes instantes de tiempo. La principal virtud de las wavelets es que
permite modelar procesos que dependen fuertemente del tiempo y para los
cuales su comportamiento no tiene porque´ ser suave [10], [19], [32], [45], [60],
[61]. Una de las ventajas de las wavelets frente a los me´todos cla´sicos, como
la transformada de Fourier, es que en el segundo caso se maneja una base de
funciones bien localizada en frecuencia pero no en tiempo, esto es, el ana´lisis
en frecuencia obtenido del ana´lisis de Fourier es insensible a perturbaciones
que supongan variaciones instanta´neas y puntuales de la sen˜al como picos
debidos a conmutaciones o variaciones muy lentas como tendencias. En otras
palabras, si f es una sen˜al (f es una funcio´n definida en todo R y tiene
energ´ıa finita
∫∞
−∞ |f(t)|2dt). La transformada de Fourier fˆ(ω) proporciona
la informacio´n global de la sen˜al en el tiempo localizada en frecuencia. Sin
embargo, fˆ(ω) no particulariza la informacio´n para intervalos de tiempo
espec´ıficos, ya que
fˆ(ω) =
∫ ∞
−∞
f(t)e−iω tdt
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y la integracio´n es sobre todo tiempo (ve´ase p.e. [7], [27], [48]). As´ı, la imagen
obtenida no contiene informacio´n sobre tiempos espec´ıficos, sino que so´lo
permite calcular el espectro de amplitud total |fˆ(ω)|, mientras que la mayor´ıa
de las wavelets interesantes presentan una buena localizacio´n en tiempo y en
frecuencia, disponiendo incluso de bases de wavelets con soporte compacto
[19], [43], [45], [59].
En este cap´ıtulo se presenta una introduccio´n a la teor´ıa wavelets, en
particular se estudiara´ la transformada wavelet y el ana´lisis multirresolucio´n
en L2(R). Con este concepto se ilustra como construir otras bases wavelets,
y adema´s, permite analizar funciones (sen˜ales) en L2(R) en varias escalas
(niveles de resolucio´n) [8], [10], [19], [58]. Para ello, se utiliza versiones esca-
ladas de un conjunto ortonormal en L2(R). Para tal descomposicio´n de una
funcio´n f ∈ L2(R), so´lo se necesitan los coeficientes de la expansio´n de f en
dicho conjunto ortonormal.
2.2. Transformadas wavelets
El ana´lisis wavelets es un me´todo de descomposicio´n de una funcio´n o
sen˜al usando funciones especiales, las wavelets. La descomposicio´n es similar
a la de la transformada de Fourier, donde una sen˜al f(t) se descompone en
una suma infinita de armo´nicos eiωt de frecuencias ω ∈ R, cuyas amplitudes
son los valores de la transformada de Fourier de f , fˆ(ω):
f(t) =
1
2pi
∫ ∞
−∞
fˆ(ω)eiω tdω, donde fˆ(ω) =
∫ ∞
−∞
f(t)e−iω tdt.
El ana´lisis de Fourier tiene el defecto de la no localidad: el comportamiento
de una funcio´n en un conjunto abierto, no importa cua´n pequen˜o, influye en
el comportamiento global de la transformada de Fourier. No se captan los
aspectos locales de la sen˜al tales como cambios bruscos, saltos o picos, que
se han de determinar a partir de su reconstruccio´n.
2.2.1. Transformada wavelet continua
La teor´ıa wavelets se basa en la representacio´n de una funcio´n en te´rminos
de una familia biparame´trica de dilataciones y traslaciones de una funcio´n
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fija ψ, que se llama la wavelet madre, en general no es senoidal. Esto es,
f(t) =
∫
R2
1√|a|ψ
(t− b
a
)
Wψf(a, b)dadb
en dondeWψf es una transformada de f definida adecuadamente. Tambie´n se
tiene de modo alterno un desarrollo en serie f(t) =
∑
j,k cj,k2
j/2ψ(2jt− k) en
donde se suma sobre las dilataciones en progresio´n geome´trica. Para conservar
la norma en L2(R) de la wavelet madre ψ, se insertan los factores 1√|a| y 2
j/2,
respectivamente.
Definicio´n 2.2.1. Una wavelet ψ es una funcio´n cuadrado integrable tal que
la siguiente condicio´n de admisibilidad se tiene
Cψ :=
∫
R
|ψˆ(ω)|2
|ω| dω <∞, (2.2.1)
donde ψˆ(ω) es la transformada de Fourier de ψ.
Observacio´n 2.2.1. Si adema´s ψ ∈ L1(R), entonces la condicio´n (2.2.1)
implica que
∫
R ψ(t)dt = 0. En efecto, por el Lema de Riemann-Lebesgue (ver
p.e., [48]), l´ımω→∞ ψˆ(ω) = 0 y la transformada de Fourier es continua, lo cual
implica que 0 = ψˆ(0) =
∫
R ψ(t)dt.
Sea ψ ∈ L2(R). La funcio´n dilatada y trasladada se define por
ψa,b(t) :=
1√|a|ψ
(t− b
a
)
, a, b ∈ R, a 6= 0.
Esta funcio´n se obtiene a partir de ψ, primero por dilatacio´n en el factor a
y, luego, por traslacio´n en b. Es claro que ‖ψa,b‖2 = ‖ψ‖2.
Definicio´n 2.2.2. Para f, ψ ∈ L2(R), la expresio´n
Wψf(a, b) :=
∫
R
f(t)ψa,b(t)dt (2.2.2)
se llama la transformada wavelet de f .
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Por la desigualdad de Cauchy, se ve que Wψf es una funcio´n acotada
con
∣∣Wψf(a, b)∣∣ ≤ ‖f‖2‖ψ‖2. Note tambie´n que Wψf(a, b) = 〈f, ψa,b〉L2(R) =
〈f, ψa,b〉.
La transformada wavelet Wψf de f puede ser descrita en te´rminos del
producto de convolucio´n. Recordemos que la convolucio´n de dos funciones
f, g ∈ L2(R) se define por (f ∗ g)(t) =
∫
R f(t − z)g(z)dz. Observe que
esta fo´rmula esta´ definida para al menos todo t ∈ R, pero f ∗ g no
necesariamente esta´ en L2(R). Usando la notacio´n ψ˜(t) = ψ(−t), se tiene
Wψf(a, b) = (f ∗ ψ˜a,0)(b). Note tambie´n que ˆ˜ψa,b(ω) =
√|a| ˜ˆψ(aω)e−iω b.
Estos hechos se aplicara´n en la prueba de la siguiente proposicio´n, la cual
establece la fo´rmula de Plancherel para la transformada wavelet.
Proposicio´n 2.2.1. Sea ψ ∈ L2(R) y satisface la condicio´n (2.2.1).
Entonces para cualquier f ∈ L2(R), las siguientes relaciones se tienen
1. Isometr´ıa:
∫
R |f(t)|2dt = 1Cψ
∫
R2
∣∣Wψf(a, b)∣∣2db daa2
2. Fo´rmula de inversio´n f(t) = 1
Cψ
∫
R2Wψf(a, b)ψa,b(t)db daa2
Demostracio´n. 1. Es fa´cil verificar que (f ∗ ψ˜a,0)(b) =
√|a|F−1{fˆ(ω) ˜ˆψ(aω)}.
En consecuencia,
∫
R2
∣∣Wψf(a, b)∣∣2db da
a2
=
∫
R
∫
R
∣∣(f ∗ ψ˜a,0)(b)∣∣2dbda
a2
=
∫
R
∫
R
|a|∣∣F−1(fˆ(·) ˜ˆψ(a ·))(ω)∣∣2dωda
a2
=
∫
R
∫
R
∣∣fˆ(ω)∣∣2∣∣ψˆ(aω)∣∣2dωda|a|
=
∫
R
∣∣fˆ(ω)∣∣2 [∫
R
∣∣ψˆ(aω)∣∣2 da|a|
]
dω
= Cψ
∫
R
∣∣fˆ(ω)∣∣2dω = Cψ‖f‖22.
Observe que se utilizo´ el teorema de Fubini y la fo´rmula de Plancherel para
la transformada de Fourier [27].
2. Para simplificar los ca´lculos en la fo´rmula de inversio´n, suponga que
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f, fˆ ∈ L1(R).∫
R
Wψf(a, b)ψa,b(t)db =
√
|a|
∫
R
F−1
(
fˆ(·) ˜ˆψ(a ·)
)
(ω)ψa,b(t)dω
=
√
|a|
∫
R
fˆ(ω)
˜ˆ
ψ(aω)F−1(g)(ω)dω,
donde g(b) := ψa,b(t). Ahora, la transformada inversa de Fourier de g es
F−1(g)(ω) = 1
2pi
∫
R
g(b)eiω bdb =
1
2pi
√
|a|
∫
R
ψ(z)e−iaωzeiωtdz
=
1
2pi
√
|a|ψˆ(aω)eiωt.
Sustituyendo e integrando respecto a a−2da se obtiene∫
R2
Wψf(a, b)ψa,b(t)dbda
a2
=
1
2pi
∫
R
|a|
[∫
R
fˆ(ω)
∣∣ψˆ(aω)∣∣2eiωtdω] da
a2
=
1
2pi
∫
R
fˆ(ω)
[∫
R
∣∣ψˆ(aω)∣∣2 da|a|
]
eiωtdω
= Cψ
1
2pi
∫
R
fˆ(ω)eiωtdω = Cψf(t).
Otro resultado de intere´s que se presentara´ en la siguiente proposicio´n, es
la fo´rmula de Parseval para la transformada wavelet.
Proposicio´n 2.2.2. Sea ψ ∈ L2(R) y satisface la condicio´n (2.2.1).
Entonces para cualquier f, g ∈ L2(R), se tienen
〈f, g〉L2(R) =
1
Cψ
∫
R2
Wψf(a, b)Wψg(a, b)dadb
a2
Demostracio´n. Como (f ∗ ψ˜a,0)(b) =
√|a|F−1{fˆ(ω) ˜ˆψ(aω)} o de manera
equivalente, F(f ∗ ψ˜a,0)(ω) = √|a|fˆ(ω) ˜ˆψ(aω), entonces∫
R
Wψf(a, b)Wψg(a, b)db = |a|
∫
R
fˆ(ω)˜ˆg(ω)|ψˆ(aω)|2dω,
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ahora, integrando respecto a a−2da se sigue∫
R2
Wψf(a, b)Wψg(a, b)dbda
a2
=
∫
R
|a|
[∫
R
fˆ(ω)˜ˆg(ω)
∣∣ψˆ(aω)∣∣2dω] da
a2
=
∫
R
fˆ(ω)˜ˆg(ω)
[∫
R
∣∣ψˆ(aω)∣∣2 da|a|
]
dω
= Cψ
∫
R
fˆ(ω)˜ˆg(ω)dω = Cψ〈fˆ , gˆ〉L2(R)
= Cψ〈f, g〉L2(R).
No´tese que se aplico´ el teorema de Fubini y la fo´rmula de Parseval para
la transformada de Fourier.
En la siguiente proposicio´n se listan algunas propiedades.
Proposicio´n 2.2.3. Sean ψ y ϕ wavelets y f, g ∈ L2(R). Entonces
1. Wψ(αf + βg)(a, b) = αWψf(a, b) + βWψg(a, b), α, β ∈ R.
2. Wαψ+βϕf(a, b) = α¯Wψf(a, b) + β¯Wϕf(a, b), α, β ∈ R.
3. Wψ(Tcf)(a, b) = Wψf(a, b − c), donde Tc es el operador traslacio´n
definido por Tcf(t) = f(t− c).
4. Wψ(Dcf)(a, b) =
√
cWψf(c a, c b), donde Dc es el operador dilatacio´n
definido por Dcf(t) =
√
cf(c t).
2.2.2. Transformada wavelet discreta
La transformada wavelet continua introduce cierta redundancia, pues la
sen˜al original se puede reconstruir completamente calculandoWψf(a, ·) para
una cantidad numerable de escalas, por ejemplo, potencias enteras de 2. Esto
es, si se elige la escala a = 2−j para cada j ∈ Z, y tambie´n se discretiza en
el dominio del tiempo en los puntos b = 2−jk, k ∈ Z, la familia de wavelets
sera´ ahora dada por
ψ2−j ,2−jk(t) =
1√
2−j
ψ
(t− 2−jk
2−j
)
= 2j/2 ψ(2jt− k), ∀j, k ∈ Z.
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Se utilizara´ la notacio´n ψjk para denotar la wavelet ψ comprimida 2
j y
trasladada el entero k, es decir, ψjk(t) = 2
j/2 ψ(2jt− k).
Con la eleccio´n de a = 2−j y b = 2−jk, observe que el muestreo en el
tiempo se ajusta proporcionalmente a la escala, es decir, a mayor escala se
toma puntos ma´s distantes, ya que se busca informacio´n global, mientras
que a menor escala se buscan detalles de la sen˜al, por tal motivo se muestrea
en puntos menos distantes entre si. Para otras elecciones de a y b se puede
consultar [8, 10].
Definicio´n 2.2.3. Una funcio´n ψ ∈ L2(R) es una wavelet si la familia de
funciones ψjk definidas por
ψjk(t) = 2
j/2 ψ(2jt− k), ∀j, k ∈ Z, (2.2.3)
es una base ortonormal en el espacio L2(R).
Una condicio´n suficiente para la reconstruccio´n de una sen˜al f es que
la familia de dilatadas y trasladadas ψjk forme una base ortonormal en el
espacio L2(R), ver por ejemplo, [19, 32] o [52] para ma´s detalles. Si esto se
tiene, cualquier funcio´n f ∈ L2(R) se puede escribir como
f(t) =
∑
j,k
dj,kψjk(t) (2.2.4)
en virtud de (2.2.3) y teniendo en cuenta que f(t) =
∑
j,k dj,k2
j/2ψ(2jt− k),
donde dj,k = 〈f, ψ2−j ,2−jk〉 = Wψf(2−j, 2−jk). Por lo tanto, para cada
f ∈ L2(R) los coeficientes dj,k = 〈f, ψjk〉 =
∫
R 2
j/2f(t)ψ(2jt− k)dt se llama
la transformada wavelet discreta de f . En consecuencia, la expresio´n (2.2.4)
se puede escribir en forma alterna como f(t) =
∑
j,k〈f(t), ψjk(t)〉ψjk(t). Esta
serie se llama representacio´n wavelet de f .
Un ejemplo cla´sico es la wavelet de Haar, la cual se define por
ψ(t) = χ[0, 1
2
) − χ[ 1
2
,1) =
{
1, 0 ≤ t < 1
2
;
−1, 1
2
≤ t < 1.
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Figura 2.2.1
Observacio´n 2.2.2. 1) ψjk(t) es ma´s apropiada para representar detalles
finos de la sen˜al como oscilaciones ra´pidas. Los coeficientes wavelet dj,k
miden la cantidad de fluctuacio´n sobre el punto t = 2−jk con una frecuencia
determinada por el ı´ndice de dilatacio´n j.
2) Las wavelets gozan de la “propiedad zoom,” esto hace que las bases
wavelet sean excelentes detectores de singularidades, en otras palabras, las
singularidades producen coeficientes wavelet grandes.
3) La propiedad zoom es comu´n en todos los sistemas wavelet, constituye
la mayor diferencia con los sistemas de Fourier para la deteccio´n de
singularidades. En problemas de teor´ıa de sen˜ales, las singularidades llevan
informacio´n esencial como la presencia de esquinas en las ima´genes [10,
52]. Esto hace de las bases wavelet una herramienta muy u´til para el
procesamiento de ima´genes, en detrimento del ana´lisis de Fourier [8, 10, 43,
59].
4) Es interesante notar que dj,k =Wψf(2−j, 2−jk) es la transformada wavelet
de f en el punto (2−j, 2−jk). Estos coeficientes analizan la sen˜al mediante la
wavelet madre ψ.
2.3. Ana´lisis Multirresolucio´n
El sistema de Haar no es muy apropiado para aproximar funciones suaves.
De hecho, cualquier aproximacio´n de Haar es una funcio´n discontinua [19],
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[32]. Se puede probar que si f es una funcio´n muy suave, los coeficientes de
Haar decrecera´n muy lentamente. Por tanto se pretende construir wavelets
que tengan mejor propiedades de aproximacio´n, y una forma de hacerlo es a
trave´s del ana´lisis multirresolucio´n (AMR) [19], [41], [42], [43], [45].
Sea ϕ ∈ L2(R), la familia de trasladadas de ϕ, {ϕ0k, k ∈ Z} = {ϕ0k(· −
k), k ∈ Z} es un sistema ortonormal (con el producto interno de L2(R)).
Aca´ y en lo que sigue ϕjk(t) = 2
j/2ϕ(2jt − k) = D2jTkϕ(t), j ∈ Z, k ∈ Z,
donde Daf(t) = a
1/2f(a t) y Taf(t) = f(t− a) son los operadores dilatacio´n
y traslacio´n, respectivamente.
Se definen los espacios vectoriales
V0 =
{
f(t) =
∑
k
ckϕ(t− k) :
∑
k
|ck|2 <∞
}
,
V1 =
{
h(t) = f(2t) : f ∈ V0
}
,
...
Vj =
{
h(t) = f(2jt) : f ∈ V0
}
, j ∈ Z
= gen{ϕjk(t) = 2j/2ϕ(2jt− k) : k ∈ Z}.
Note que ϕ genera la sucesio´n de espacios {Vj, j ∈ Z}. Suponga que la funcio´n
ϕ se escoge de tal forma que los espacios este´n encajados Vj ⊂ Vj+1, j ∈ Z,
y
⋃
j≥0 Vj es denso en L2(R), estos dos hechos fundamentales hacen parte de
la definicio´n de ana´lisis multirresolucio´n.
Definicio´n 2.3.1. Un ana´lisis multirresolucio´n (AMR) en L2(R) es una
sucesio´n creciente de subespacios cerrados Vj, j ∈ Z, en L2(R),
· · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · · tales que
1.
⋃
j∈Z Vj es denso en L2(R),
2.
⋂
j∈Z Vj = {0},
3. f(t) ∈ Vj ⇔ f(2t) ∈ Vj+1, j ∈ Z,
4. f(t) ∈ V0 ⇔ f(t− k) ∈ V0, j ∈ Z,
5. Existe una funcio´n ϕ ∈ L2(R) tal que el conjunto de funciones
{ϕ(t− k)}k∈Z es una base ortonormal para V0.
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La funcio´n ϕ se llama funcio´n de escala. En el espacio Vj+1 las funciones
(sen˜ales) se describen con ma´s detalle que en el espacio Vj, la resolucio´n es
mejor en el espacio “ma´s grande”. Esto es, las funciones en Vj+1 que no esta´n
en Vj realzan la resolucio´n [10], [43]. Es usual reunir estos “sintonizadores
finos” en un nuevo subespacioWj = Vj+1\Vj. Sin embargo, la eleccio´n de estos
subespacios no es u´nica. Pero se puede escoger a Wj como el complemento
ortogonal de Vj en Vj+1. Es decir, Wj = Vj+1 ∩ V ⊥j , j ∈ Z, o de manera
equivalente
Vj+1 = Vj ⊕Wj, j ∈ Z. (2.3.1)
Informalmente, esto quiere decir que si se tiene una funcio´n (sen˜al) f a
resolucio´n 2j+1 y se proyecta a resolucio´n inferior 2j entonces
f = Pjf +
∑
k∈Z
〈f, ψjk〉ψjk,
aca´ Pj representa la proyeccio´n ortogonal en el espacio Vj donde se recoge la
versio´n “suavizada” de f y la diferencia f − Pjf representa el “detalle” de
f , que esta´ en Wj y se expresa como
∑
k∈Z〈f, ψjk〉ψjk. Recuerde que
Pjf =
∑
k∈Z
〈f, ϕjk〉ϕjk, j ∈ Z.
En otras palabras, Wj contiene los detalles en Vj+1 que no se representan en
Vj, y cada funcio´n (sen˜al) en Wj es ortogonal a toda funcio´n en Vj (ver p.e.,
[7, 32, 58]).
El conjunto de funciones linealmente independientes ϕjk que generan a Vj
son las funciones de escala, mientras que el conjunto de funciones linealmente
independientes ψjk que generan a Wj son las wavelets.
Por definicio´n, el subespacio Wj es cerrado. Note tambie´n que si f ∈ V0,
entonces por 5 de la definicio´n anterior se tiene f(t) =
∑
k〈f, Tkϕ〉Tkϕ(t).
Adema´s, por la ortogonalidad de {Tkϕ(t)}k∈Z,
∑
k
∣∣〈f, Tkϕ〉∣∣2 = ‖f‖22.
Observe que al aplicar la descomposicio´n (2.3.1) en cada Vj se obtiene
VN = VN−1 ⊕WN−1 = VN−2 ⊕WN−2 ⊕WN−1
= · · · = V−N ⊕
( N−1⊕
j=−N
Wj
)
,
y cuando N →∞ se tiene⋃
j∈Z
Vj =
⊕
j∈Z
Wj ⊕
⋂
j∈Z
Vj.
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Usando las condiciones 1 y 2 de la definicio´n de AMR se obtiene
⊕
j∈ZWj =
L2(R).
Por definicio´n, tambie´n los subespacios Wj satisfacen las condiciones 3 y
4 de la definicio´n de AMR o de manera directa como se prueba en el siguiente
lema.
Lema 2.3.1. Sea (Vj)j∈Z un AMR y Wj = Vj+1 ∩ V ⊥j . Entonces
i) f ∈ Wj ⇔ Tf ∈ Wj, para cada j ∈ Z.
ii) f ∈ Wj ⇔ Df ∈ Wj+1, para cada j ∈ Z.
Demostracio´n. Sea f ∈ Wj, esto significa que f ∈ Vj+1 y 〈f,D2jTkϕ〉 = 0
para cada k ∈ Z. Por la condicio´n 3 y 4 de AMR, la primera relacio´n es
equivalente a Tf ∈ Vj+1 y Df ∈ Vj+2. Adema´s de la relacio´n TD2 =
D2T2, se sigue inmediatamente, que la segunda relacio´n es equivalente a
〈Tf, TD2jTkϕ〉 = 〈Tf,D2jTk+2j〉 = 0, ∀k ∈ Z. Por tanto Tf ∈ Vj+1 ∩ V ⊥j ,
y as´ı, Tf ∈ Wj.
La segunda relacio´n tambie´n es equivalente con 〈Df,D2j+1Tkϕ〉, ∀k ∈ Z,
de lo cual se sigue que Df ∈ V ⊥j+1 que junto con Df ∈ Vj+2 se obtiene
Df ∈ Wj+1.
La siguiente proposicio´n justifica los comentarios hechos arriba y es u´til
en futuros resultados.
Proposicio´n 2.3.1. Sea (Vj)j∈Z un AMR con funcio´n de escala ϕ. Entonces
para cada j ∈ Z, el conjunto de funciones {ϕjk(t) = 2j/2ϕ(2jt − k), k ∈ Z}
es una base ortonormal para Vj.
Demostracio´n. Para probar que {ϕjk(t), k ∈ Z} genera a Vj, se debe ver que
toda f(t) ∈ Vj se puede escribir como combinacio´n lineal de funciones de
{ϕ(2jt− k), k ∈ Z}. La propiedad 3 de la definicio´n de AMR, implica que la
funcio´n f(2−jt) pertenece a V0 y por tanto f(2−jt) es combinacio´n lineal de
{ϕ(t − k), k ∈ Z}. Haciendo la transformacio´n t 7→ 2jt, se tiene que f(t) es
combinacio´n lineal de {ϕ(2jt− k), k ∈ Z}. Resta probar que {ϕjk(t), k ∈ Z}
es ortonormal. Para ello se debe ver que
〈ϕjk, ϕjm〉 = δjk =
{
0, si j 6= k;
1, si j = k
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o equivalentemente, 2j
∫∞
−∞ ϕ(2
jt − k)ϕ(2jt−m)dt = δkm. Para establecer
esta igualdad, basta hacer el cambio de variable z = 2jt, para obtener
2j
∫ ∞
−∞
ϕ(2jt− k)ϕ(2jt−m)dt =
∫ ∞
−∞
ϕ(z − k)ϕ(z −m)dz = δkm,
en virtud de la propiedad 5 de la definicio´n de AMR.
Los siguientes resultados se utilizan en la existencia de los sistemas AMR,
bajo hipo´tesis apropiadas. Para cualquier f ∈ L2(R),
a) l´ımj→−∞ Pjf = 0, donde Pj es la proyeccio´n ortogonal sobre el espacio
Vj.
b) l´ımj→∞ Pjf = f .
En efecto, puesto que ‖Pj‖ = 1, basta probar el resultado para funciones en
L2(R) con soporte compacto. Si f tiene soporte en [−a, a], entonces al aplicar
las desigualdades de Cauchy-Schwarz y de Minkowski se tiene
‖Pjf‖22 =
∥∥∥∑
k∈Z
〈f, ϕjk〉ϕjk
∥∥∥2
2
=
∑
k∈Z
|〈f, ϕjk〉|2
=
∑
k∈Z
∣∣∣∣∫ a−a f(t)2j/2ϕ(2jt− k)dx
∣∣∣∣2
≤
∑
k∈Z
(∫ a
−a
|f(t)|2dt
)
2j/2
(∫ a
−a
|ϕ(2jt− k)|dt
)2
= ‖f‖22
∑
k∈Z
(∫ 2ja−k
−2ja−k
|ϕ(z)|dz
)2
.
Si 2ja < 1/2, entonces estas integrales esta´n definidas sobre intervalos ajenos
cuya unio´n se escribe Ωj = ∪k∈Z(−2ja − k, 2ja − k), con ∩jΩj = Z, el cual
tiene medida cero. Por tanto, ‖Pjf‖22 ≤ ‖f‖22
∫
Ωj
|ϕ(z)|2dz → 0, j → −∞,
por el teorema de la convergencia dominada de Lebesgue.
2.4. Ecuacio´n de escala
Puesto que el conjunto {ϕ(· − k)}k∈Z constituye una base ortonormal de
V0 entonces cada f ∈ V0 se puede expresar como f =
∑
n∈Z anϕ0n, ϕ0n(x) =
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ϕ(x− n). Ahora, como ϕ ∈ V0, y V0 ⊂ V1, se tiene entonces ϕ ∈ V1. Pero la
propiedad de dilatacio´n implica que ϕ(2−1·) ∈ V0. En consecuencia, se puede
expandir
ϕ(2−1t) =
∑
n∈Z
gnϕ(t− n), t ∈ R,
para algunos coeficientes (gn)n∈Z. O de manera equivalente,
ϕ(t) =
∑
n∈Z
gnϕ(2t− n), t ∈ R, (2.4.1)
en donde las constantes de estructura (los (gn)) satisfacen
∑
n∈Z |gn|2 < ∞.
La relacio´n (2.4.1) se llama ecuacio´n de escala. Los coeficientes gn constituyen
un filtro g = (gn)n∈Z asociado a la funcio´n de escala.
Ejemplo 2.4.1. Si ϕ(t) = χ[0,1)(t), entonces claramente ϕ(t) = ϕ(2t) +
ϕ(2t − 1) es la ecuacio´n de escala, con las constantes de estructura g0 = 1,
g1 = 1 y gn = 0, en otro caso.
A continuacio´n se dan algunas propiedades de las constantes de
estructura.
Proposicio´n 2.4.1. Los coeficientes de la ecuacio´n de escala satisfacen las
siguientes propiedades:
gn = 2
∫
R
ϕ(t)ϕ(2t− n)dt, n ∈ Z (2.4.2)
∑
k∈Z
gkg¯2n+k = 2δ0n (delta de Kronecker). (2.4.3)
∑
n∈Z
|gn|2 = 2 (2.4.4)
Si tambie´n ϕ ∈ L1(R),
∫
R ϕ 6= 0 y la ecuacio´n (2.4.1) converge en L1(R),
entonces ∑
n∈Z
gn = 2. (2.4.5)
Demostracio´n. Puesto que gn/
√
2 son los coeficientes de Fourier de ϕ ∈ V1
con respecto a la base ortonormal
√
2ϕ(2t− n), se tiene
gn√
2
=
∫
R
ϕ(t)
√
2 ϕ(2t− n)dt,
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o lo que es lo mismo, gn = 2
∫
R ϕ(t)ϕ(2t− n)dt. De la propiedad 5 de la
definicio´n de AMR se tiene
∫
R ϕ(t − n)ϕ(t)dt = δ0n. Al sustituir (2.4.1) y
aplicar la identidad de Parseval y la ortogonalidad se tiene
δ0n =
∑
k,m∈Z
gkg¯m
∫
R
ϕ(2t− 2n− k)ϕ(2t−m)dt = 1
2
∑
2n+k=m
gkg¯m,
lo cual es lo mismo que (2.4.3). En particular, si se toma n = 0 en la u´ltima
expresio´n, se obtiene
∑
k=m gkg¯k =
∑
k∈Z |gk|2 = 2. Si, adema´s, se tiene
ϕ ∈ L1(R) con
∫
R ϕ(t)dt 6= 0, entonces al integrar (2.4.1) te´rmino a te´rmino
se llega ∫
R
ϕ(t)dt =
∑
n∈Z
gn
∫
R
ϕ(2t− n)dt = 1
2
∑
n∈Z
gn
∫
R
ϕ(t)dt,
al dividir por
∫
R ϕ se obtiene
∑
n∈Z gn = 2.
2.5. Construccio´n de la funcio´n de escala
Para construir la funcio´n de escala, es necesario encontrar los coeficientes
gn. Una forma de hacerlo es v´ıa la transformada de Fourier, puesto que de
manera directa es dif´ıcil (ver p. e., [19], [32]). En consecuencia, al aplicar la
transformada de Fourier a la ecuacio´n (2.4.1) se obtiene
ϕˆ(ω) =
1
2
∑
n∈Z
gne
−inω/2ϕˆ
(ω
2
)
= ϕˆ
(ω
2
)
P (e−iω/2) (2.5.1)
donde el polinomio P es dado por P (z) = 1
2
∑
n∈Z gnz
n.
Al iterar (2.5.1) se tiene ϕˆ(ω) = P (e−iω/2)ϕˆ
(
ω
2
)
,
ϕˆ
(ω
2
)
= P (e−iω/2
2
)ϕˆ
( ω
22
)
, ϕˆ(ω) = P (e−iω/2)P (e−iω/2
2
)ϕˆ
( ω
22
)
.
Continuando de esta manera se obtiene
ϕˆ(ω) = P (e−iω/2) · · ·P(e−iω/2n)ϕˆ( ω
2n
)
=
(
n∏
j=1
P
(
e−iω/2
j))
ϕˆ
( ω
2n
)
.
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Para una funcio´n de escala dada ϕ, la ecuacio´n precedente se tiene para cada
n. En el l´ımite, cuando n→∞, la u´ltima ecuacio´n se transforma
ϕˆ(ω) =
( ∞∏
j=1
P
(
e−iω/2
j))
ϕˆ(0).
Si ϕ satisface la condicio´n de normalizacio´n
∫
R ϕ = 1, entonces ϕˆ(0) = 1 y
as´ı,
ϕˆ(ω) =
∞∏
j=1
P
(
e−iω/2
j)
. (2.5.2)
Por tanto, si el producto
∏∞
j=1 P
(
e−iω/2
j)
converge, entonces la funcio´n de
escala queda determinada salvo un factor no nulo ϕˆ(0), que es su media. En
consecuencia, la u´nica funcio´n de escala asociada al filtro g esta´ dada por
(2.5.2). Es decir, si la funcio´n P asociada al filtro g cumple cierta propiedad
de convergencia, entonces se tiene ϕˆ y, antitransformando, se obtiene ϕ. En
resumen, se tiene
Proposicio´n 2.5.1. Sea g un filtro y P el polinomio dado por P (z) =
1
2
∑
n∈Z gnz
n. Si la funcio´n Φ definida por Φ(ω) = l´ımn→∞
∏n
j=1 P
(
e−iω/2
j)
esta´ en L2(R) y verifica l´ım|ω|→∞Φ(ω) = 0. Entonces existe una funcio´n de
escala ϕ asociada al filtro g y determinada por ϕˆ = Φ con
∫
ϕ = 1.
La condicio´n sobre la ortonormalidad de la base {ϕ0k}k∈Z, se puede
expresar en te´rminos de los coeficientes gk. En otras palabras, el sistema
{ϕ0k}k∈Z es ortonormal si y so´lo si la transformada de Fourier de ϕ satisface
2pi
∑
k∈Z |ϕˆ(ω + 2kpi)|2 = 1. En efecto, como ϕ(t − k) forma una base
ortonormal en V0, entonces al aplicar el teorema de Plancherel (ver p.e.,
[48]) se tiene
δ0m =
∫
R
ϕ(t)ϕ(t−m)dt =
∫
R
ϕˆ(ω)ϕˆ(ω)e−imωdω =
∫
R
|ϕˆ(ω)|2eimωdω
=
∑
k∈Z
∫ 2pi(k+1)
2pik
|ϕˆ(ω)|2eimωdω =
∫ 2pi
0
eimω
(∑
k∈Z
∣∣ϕˆ(ω + 2kpi)∣∣2) dω.
Sea F (ω) = 2pi
∑
k∈Z
∣∣ϕˆ(ω + 2kpi)∣∣2, entonces
1
2pi
∫ 2pi
0
eimωF (ω)dω = δ0m (∗)
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La funcio´n F es 2pi−perio´dica ya que
F (ω + 2pi) = 2pi
∑
k∈Z
∣∣ϕˆ(ω + 2pi(k + 1))∣∣2 = 2pi∑
j∈Z
∣∣ϕˆ(ω + 2pij)∣∣2 = F (ω).
Como F es perio´dica, su serie de Fourier,
∑
m∈Z cme
imt, donde los coeficientes
de Fourier son dados por cm =
1
2pi
∫ 2pi
0
F (ω)e−imωdω. Por tanto, la condicio´n
de ortonormalidad (∗), es equivalente a c−m = δm0, lo cual a su vez es
equivalente a F (ω) = 1.
Como consecuencia se este resultado se tiene la siguiente condicio´n
necesaria sobre el polinomio P (z) para la existencia de un AMR.
Corolario 2.5.1. El polinomio P (z) =
∑
n∈Z gnz
n satisface
|P (e−it)|2 + |P (e−i(t+pi))|2 = 1, 0 ≤ t ≤ 2pi. (2.5.3)
Demostracio´n. De los resultados anteriores se tiene
∑
n∈Z
∣∣ϕˆ(ω+2npi)∣∣2 = 1
2pi
y ϕˆ(ω) = P (e−iω/2)ϕˆ
(
ω
2
)
. Luego
1
2pi
=
∑
n∈Z
∣∣ϕˆ(ω + 2npi)∣∣2 = ∑
n par
∣∣ϕˆ(ω + 2npi)∣∣2 + ∑
n impar
∣∣ϕˆ(ω + 2npi)∣∣2
=
∑
k∈Z
∣∣ϕˆ(ω + (2k)2pi)∣∣2 +∑
k∈Z
∣∣ϕˆ(ω + (2k + 1)2pi)∣∣2
=
∑
k∈Z
(∣∣P (e−i(ω2 +2kpi))∣∣2∣∣∣ϕˆ(ω
2
+ 2kpi
)∣∣∣2
+
∣∣P (e−i(ω2 +(2k+1)pi))∣∣2∣∣∣ϕˆ(ω
2
+ (2k + 1)pi
)∣∣∣2)
=
∣∣P (e−iω2 )∣∣2∑
k∈Z
∣∣∣ϕˆ(ω
2
+ 2kpi
)∣∣∣2 + ∣∣P (−e−iω2 )∣∣2∑
k∈Z
∣∣∣ϕˆ((ω
2
+ pi
)
+ 2kpi
)∣∣∣2
=
∣∣P (e−iω2 )∣∣2 1
2pi
+
∣∣P (−e−iω2 )∣∣2 1
2pi
.
En consecuencia, 1 =
∣∣P (e−iω2 )∣∣2 + ∣∣P (−e−iω2 )∣∣2.
Observe que (2.5.3) en te´rminos de los coeficientes gn esta´ dado por
1
4
∑
n,k∈Z
gng¯ke
−i(n−k)t +
1
4
∑
n,k∈Z
gng¯k(−1)n−ke−i(n−k)t = 1,
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los te´rminos impares se cancelan y por lo tanto se tiene∑
n−k par
gng¯ke
−i(n−k)t =
∑
j∈Z
cje
−2ijt = 2
donde cj =
∑
n−k=2j gng¯k, pero esto es va´lido para todo t, luego cj = 2δj. Por
tanto,
∑
n∈Z gng¯n−2j = 2δj o equivalentemente
∑
n∈Z gn−2kg¯n−2m = 2δk−m,0.
2.6. Descomposicio´n y reconstruccio´n
En esta seccio´n se describira´n algoritmos de descomposicio´n y reconstruc-
cio´n asociados a un AMR. Estos algoritmos se utilizara´n junto con el ana´lisis
multirresolucio´n en la descomposicio´n y reconstruccio´n de sen˜ales en donde
tanto la funcio´n de escala como la wavelet son funciones continuas.
2.6.1. Algoritmo de descomposicio´n
Sean cj,k y dj,k los coeficientes de la funcio´n de escala ϕ y de la wavelet
ψ, respectivamente, para j, k ∈ Z, definidos por
cj,k :=
∫
R
f(t)ϕjk(t)dt (2.6.1)
dj,k :=
∫
R
f(t)ψjk(t)dt, (2.6.2)
donde ϕjk(t) = 2
j/2ϕ(2jt− k) y ψjk(t) = 2j/2ψ(2jt− k) son respectivamente,
la funcio´n de escala y la wavelet madre.
Ahora bien, como ϕjk(t) = 2
j/2ϕ(2jt− k), entonces existe hm tal que
ϕjk(t) =
∑
m∈Z
hm2
j/2ϕ1m(2
jt− k) =
∑
m∈Z
hm2
(j+1)/2ϕ(2j+1t− 2k −m)
=
∑
m∈Z
hmϕj+1,m+2k(t) =
∑
m∈Z
hm−2kϕj+1,m(t). (2.6.3)
Reemplazando este valor en (2.6.1), se obtiene
cj,k =
∫
R
f(t)
∑
m∈Z
hm−2kϕj+1,m(t)dt
=
∑
m∈Z
hm−2k
∫
R
f(t)ϕj+1,m(t)dt =
∑
m∈Z
hm−2kcj+1,m. (2.6.4)
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Como V0 ⊂ V1, para cada ϕ ∈ V0 tambie´n se satisface ϕ ∈ V1. Adema´s,
{ϕ1k, k ∈ Z} es una base ortonormal para V1, entonces existe una sucesio´n
(hk) ∈ `2(Z) tal que
ϕ(t) =
∑
k∈Z
hkϕ1k(t), (2.6.5)
por tanto, los elementos de la sucesio´n se puede escribir como hk = 〈ϕ, ϕ1k〉
y (hk) ∈ `2. La ecuacio´n (2.6.5) relaciona funciones con diferentes factores de
escala. Se conoce tambie´n como ecuacio´n de dilatacio´n. Por ejemplo, para la
base de Haar se tiene
hk =
{
1/
√
2, k = 0, 1
0, en otro caso.
Si ϕ es la funcio´n de escala de un AMR, entonces la wavelet madre ψ se
relaciona con ϕ por medio de la ecuacio´n
ψ(t) =
∑
k∈Z
(−1)kh1−kϕ1k(t). (2.6.6)
Al sustituir (2.6.6) en (2.6.2) se obtiene
dj,k =
∑
p∈Z
(−1)ph1−p+2kcj+1,p. (2.6.7)
Si los coeficientes de escala en cualquier nivel j son dados, entonces todos
los coeficientes de la funcio´n escala de nivel inferior para J < j, se pueden
calcular recursivamente usando la ecuacio´n (2.6.4), mientras que todos los
coeficientes wavelet de nivel inferior (J < j) se calculan aplicando (2.6.7).
Si cj,· y dj,· representan los coeficientes de la funcio´n de escala y wavelet
en el nivel j, respectivamente, la Figura 2.6.1 representa el algoritmo de
descomposicio´n en forma esquema´tica. Por ejemplo, la flecha que relaciona
los coeficientes cj−1 y cj−2, indica que cj−2 se calcula so´lo usando cj−1.
. . .
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Observe que las fo´rmulas (2.6.4) y (2.6.7) comparten un hecho interesante,
esto es, en cada ecuacio´n, si el ı´ndice de dilatacio´n k se incrementa en uno,
todos los ı´ndices de (hm) se desplazan en dos unidades; lo cual significa que
si existe solamente un nu´mero finito de te´rminos no nulos en la sucesio´n
(hm), entonces aplicando el algoritmo de descomposicio´n a un conjunto de
coeficientes de escala no nulos en el nivel j + 1, se obtendra´ so´lo la mitad de
coeficientes no nulos en el nivel j. Este proceso en teor´ıa de sen˜ales se conoce
como downsampling . Un resultado ana´logo se tiene para los coeficientes
wavelet.
Para expresar lo anterior en la terminolog´ıa de filtros, recuerde que la
convolucio´n de dos sucesiones en `2(Z) x = (. . . , x−1, x0, x1, . . . ) y y =
(. . . , y−1, y0, y1, . . . ) se define por (x∗y)m :=
∑
k∈Z xkym−k. En consecuencia,
(2.6.4) se puede expresar como
cj−1,k =
∑
m∈Z
h˜2k−mcj,m = (h˜ ∗ cj)2k, (2.6.8)
note que se reemplazo´ j por j − 1 y para simplificar se utilizo´ la notacio´n
y˜m = y−m. Si se define el operador downsampling para la sucesio´n x como
(
(↓
2)x
)
k
:= x2k, k ∈ Z, entonces (2.6.8) se puede escribir cj−1,· = (↓ 2)(h˜ ∗ cj).
De un procedimiento similar se obtiene, con gm = (−1)mh1−m, dj−1,· =
(↓ 2)(g˜ ∗ cj). Al algoritmo de descomposicio´n, Mallat lo llamo´ algoritmo
piramidal [41], mientras que Daubechies lo llamo´ algoritmo de cascada [19].
2.6.2. Algoritmo de reconstruccio´n
Recuerde que dado un AMR, el conjunto de funciones linealmente
independientes ϕjk que generan a Vj son las funciones de escala, mientras
que el conjunto de funciones linealmente independientes ψjk que generan a
Wj son las wavelets. En otras palabras, {ϕjk}k∈Z y {ψjk}k∈Z son generadas,
respectivamente, por ϕ y ψ, esto es, ϕjk(t) = 2
j/2ϕ(2jt − k) y ψjk(t) =
2j/2ψ(2jt − k), ∀k ∈ Z forman las bases ortonormales para Vj y Wj,
respectivamente. Definiendo a2k = 〈ϕ10, ϕ0k〉, a2k−1 = 〈ϕ11, ϕ0k〉, b2k =
〈ϕ10, ψ0k〉 y b2k−1 = 〈ϕ11, ψ0k〉, donde ak = h−k y bk = (−1)khk+1. Entonces
cj,k =
∑
m∈Z
a2m−kcj−1,m + b2m−kdj−1,m
=
∑
m∈Z
hk−2mcj−1,m + (−1)kh2m−k+1dj−1,m. (2.6.9)
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Observe que esta u´ltima expresio´n es casi la suma de dos convoluciones.
La diferencia esta´ en que el ı´ndice para la convolucio´n es k − m mientras
aca´ aparece k − 2m. En otras palabras, (2.6.9) es una convolucio´n pero sin
los te´rminos impares (falta hk−(2m−1)). Para que (2.6.9) sea una convolucio´n,
se altera la sucesio´n original intercalando ceros entre sus componentes y
obteniendo una nueva sucesio´n que contiene ceros en todas sus entradas
impares. Este procedimiento se llama upsampling , denotado por (↑ 2). Ma´s
expl´ıcitamente, si x = (. . . , x−2, x−1, x0, x1, x2, . . . ), entonces
(
(↑ 2)x)
k
=
(. . . , x−2, 0, x−1, 0, x0, 0, x1, 0, x2, . . . ) o de manera equivalente,(
(↑ 2)x)
k
=
{
xk/2, si k es par,
0, si k es impar.
En consecuencia, cj,k =
(
((↑ 2)cj−1)∗h
)
k
+
(
((↑ 2)dj−1)∗g
)
k
. La Figura 2.6.2
representa el algoritmo de reconstruccio´n en forma esquema´tica.
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CAP´ITULO 3
Representacio´n de Operadores en Base Wavelet
3.1. La forma esta´ndar y no esta´ndar
El propo´sito de esta Seccio´n es representar la forma esta´ndar y no
esta´ndar de un operador lineal de soporte compacto en una base wavelet.
La construccio´n de la forma no esta´ndar de un operador con respecto a una
cierta base wavelets, se hara´ para un operador definido en todo el espacio
L2(R2). Esto es, sea T : L2(R2) −→ L2(R2) un operador lineal y continuo,
el objetivo es obtener Tf para una funcio´n f ∈ L2(R2) utilizando wavelets.
El desarrollo de este Cap´ıtulo lo haremos siguiendo los trabajos de Beylkin
[2, 4, 5] y Hajji [31].
Comencemos considerando el ana´lisis multirresolucio´n en L2(R2)
{0} ⊂ . . . ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ L2(R2), (3.1.1)
tal que
1)
⋂
j∈Z Vj={0},
⋃
j∈Z Vj = L2(R2)
2) f(x, y) ∈ Vj ⇔ f(2x, 2y) ∈ Vj+1
3) f(x, y) ∈ Vj ⇔ f(x− 2−jk1, y − 2−jk2) ∈ Vj, para cada k1, k2 ∈ Z.
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Para el caso L2(R), ve´ase la Definicio´n 2.3.1. Recordemos tambie´n que Wj,
j ∈ Z, es el complemento ortogonal de Vj en Vj+1, es decir, Vj+1 = Vj ⊕Wj;
sean Pj y Qj las proyecciones ortogonales sobre Vj y Wj, respectivamente.
Entonces, dada la funcio´n f en L2(R) o L2(R2), se puede expresar como
f =
∑
j
Qj(f),
donde Qj(f) es la proyeccio´n de f sobre Wj. Para el operador lineal T ,
tenemos
T (f) =
∑
j
TQj(f),
con T (f) en L2(R) o L2(R2), luego
T (f) =
∑
j′
Qj′(Tf) =
∑
j′
Qj′
∑
j
TQj(f) =
∑
j,j′
Qj′TQj(f).
En consecuencia, la representacio´n del operador T en el ana´lisis multirreso-
lucio´n es
T =
∑
j,j′
Qj′TQj.
Esta suma se puede reescribir como
T =
∑
j
QjTQj +
∑
j
∑
j′≤j−1
QjTQj′ +
∑
j
∑
j′≥j+1
QjTQj′
=
∑
j
QjTQj +
∑
j
∑
j′≤j−1
QjTQj′ +
∑
j
∑
j′≤j−1
Qj′TQj
=
∑
j
[
QjTQj +
∑
j′≤j−1
QjTQj′ +
∑
j′≤j−1
Qj′TQj
]
.
Si denotamos por Aj = QjTQj, B
j
j′ = QjTQj′ y C
j
j′ = Qj′TQj, entonces la
forma esta´ndar de T en (3.1.1) es dada por el conjunto de operadores
T =
{
Aj, {Bjj′}j′≤j−1, {Cjj′}j′≤j−1
}
j∈Z
, (3.1.2)
donde
Aj : Wj −→ Wj
Bjj′ : Wj′ −→ Wj (3.1.3)
Cjj′ : Wj −→ Wj′ .
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Una alternativa a la representacio´n de T en la forma esta´ndar, es
representarlo en forma no esta´ndar. Esto es, sea Tn, la proyeccio´n de T sobre
Vn, entonces Tn = PnTPn. Como l´ımn→∞ Pn = I, el operador identidad,
tenemos as´ı, l´ımn→∞ Tn = l´ımn→∞ PnTPn = T . Pero Tn se puede escribir
como una suma telesco´pica
Tn = PnTPn =
∞∑
j=0
(Pn−jTPn−j − Pn−j−1TPn−j−1) (3.1.4)
ahora bien,
Pn−jTPn−j − Pn−j−1TPn−j−1 = [Pn−j − Pn−j−1]T [Pn−j − Pn−j−1]
+ [Pn−j − Pn−j−1]TPn−j−1 + Pn−j−1T [Pn−j − Pn−j−1].
En virtud que Vj = Vj−1 ⊕Wj−1, entonces Pn−j − Pn−j−1 = Qn−j−1, luego
Pn−jTPn−j−Pn−j−1TPn−j−1 = Qn−j−1TQn−j−1+Qn−j−1TPn−j−1+Pn−j−1TQn−j−1.
En consecuencia, la ecuacio´n (3.1.4) se transforma en
Tn =
∞∑
j=0
(Qn−j−1TQn−j−1 +Qn−j−1TPn−j−1 + Pn−j−1TQn−j−1)
con el cambio de ı´ndice, j → n− j − 1 obtenemos
Tn =
n−1∑
j=−∞
(Qn−j−1TQn−j−1 +Qn−j−1TPn−j−1 + Pn−j−1TQn−j−1).
Si n→∞, se tiene
l´ım
n→∞
Tn = T =
∞∑
j=−∞
(QjTQj +QjTPj + PjTQj).
De este modo, la forma no esta´ndar de T es dada por el conjunto de
operadores T = {Aj, Bj, Cj}j∈Z, donde
Aj = QjTQj : Wj −→ Wj
Bj = QjTPj : Vj −→ Wj (3.1.5)
Cj = PjTQj : Wj −→ Vj.
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La representacio´n de un operador T en base wavelet, es un conjunto
de operadores que actu´an en los espacios multirresolucio´n. Si los espacios
multirresolucio´n son de dimension finita, entonces estos operadores se
representan por matrices de orden finito. Tambie´n se observa que la diferencia
entre la forma esta´ndar y la no esta´ndar, esta´ en que la forma esta´ndar
consiste en el mapeo de operadores del espacio de detalle sobre el espacio
de detalle, mientras la forma no esta´ndar consta de tres tipos de operadores
Aj = mapeo del espacio de detalle sobre el espacio de detalle, Bj = mapeo del
espacio de aproximacio´n sobre el espacio de detalle, Cj = mapeo del espacio
de detalle sobre el espacio de aproximacio´n.
La funcio´n de escala asociada con el ana´lisis multirresolucio´n (3.1.1) es
dada por Φ(x, y) = φ(x)φ(y), donde φ es la funcio´n de escala asociada con
la Definicio´n 2.3.1. No´tese que Vj se puede escribir como Vj := Hj ⊗ Hj =
{F (x, y) : F (x, y) = f(x)g(y), f, g ∈ Hj}, es decir, los subespacios Vj forma
un ana´lisis multirresolucio´n separable de L2(R2). Claramente, Φjk1,k2(x, y) =
2jφ(2jx− k1)φ(2jy − k2), para cada k1, k2 ∈ Z.
De igual manera la wavelet asociada Ψ y, como es usual, los espacios de
detalle asociados a este AMR son los Wj, que son dados por
Wj = (Mj ⊗Mj)⊕ (Hj ⊗Mj)⊕ (Mj ⊗Hj), con j ∈ Z. (3.1.6)
Las tres wavelets ba´sicas que se requieren para definir el complemento
ortogonal de V0 en V1 son:
1) Ψh(x, y) = φ(x)ψ(y)
2) Ψv(x, y) = ψ(x)φ(y)
3) Ψd(x, y) = ψ(x)ψ(y),
donde los super´ındices h, v y d indica “horizontal”, “vertical” y “diagonal”,
respectivamente.
Sean Pj y Qj los operadores proyeccio´n ortogonal del espacio L2(R2) sobre
Vj y Wj respectivamente, esto es,
Pj : L2(R2) −→ Vj y Qj : L2(R2) −→ Wj
tales que
(Pjf)(x, y) =
∑
k1,k2∈Z
sjk1,k2Φ
j
k1,k2
(x, y),
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donde
sjk1,k2 =
〈
f,Φjk1,k2
〉
=
∫ ∞
−∞
∫ ∞
−∞
f(x, y)Φjk1,k2(x, y)dydx.
Sabemos por (3.1.6) que Wj esta´ compuesto de tres subespacios ortogonales
Wj = W
h
j ⊕W vj ⊕W dj ,
con W hj = Hj ⊗Mj, W vj = Mj ⊗ Hj y W dj = Mj ⊗Mj, de esta manera,
Qj = Q
h
j +Q
v
j +Q
d
j , luego
(Qjf)(x, y) = (Q
h
j f)(x, y) + (Q
v
jf)(x, y) + (Q
d
jf)(x, y)
=
∑
k1,k2∈Z
dh,jk1,k2Ψ
j
k1,k2
(x, y) +
∑
k1,k2∈Z
dv,jk1,k2Ψ
j
k1,k2
(x, y)
+
∑
k1,k2∈Z
dd,jk1,k2Ψ
j
k1,k2
(x, y),
donde los coeficientes dh,jk1,k2 , d
v,j
k1,k2
y dd,jk1,k2 son los “detalles” horizontal,
vertical y diagonal, respectivamente, y son dados por
dλ,jk1,k2 =
〈
f,Ψλ,jk1,k2
〉
=
∫ ∞
−∞
∫ ∞
−∞
f(x, y)Ψλ,jk1,k2(x, y)dydx,
para λ = h, v, d.
En esquemas nume´ricos, se considera una discretizacio´n correspondiente
a una determinada resolucio´n J , esto es, un espacio ma´s fino o de mejor
aproximacio´n Vn y un espacio de menor “resolucio´n” o menos grande Vn−J ,
de tal manera que se tenga una versio´n truncada de (3.1.1),
Vn−J ⊂ Vn−J+1 ⊂ . . . ⊂ Vn−1 ⊂ Vn. (3.1.7)
La forma esta´ndar de T en (3.1.7) esta´ dada por el conjunto de operadores.
Tn = {Aj, {Bjj′}J−1j′=n−J , {Cjj′}J−1j′=n−J , Ejn−J , F jn−J , Tn−J}
donde Aj, B
j
j′ y C
j
j′ son como en (3.1.3) y
Ejn−J = QjTPn−J : Vn−J → Wj
F jn−J = Pn−JTQj : Wj → Vn−J
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Tn−J = Pn−JTPn−J : Vn−j → Vn−j
y la forma no esta´ndar de T en (3.1.7) es dada por el conjunto de operadores
Tn = {{Aj, Bj, Cj}n−J≤j≤n−1, Tn−J} (3.1.8)
donde Aj, Bj y Cj son como en (3.1.5) y Tn−J = Pn−JTPn−J : Vn−J → Vn−J .
Por u´ltimo, decimos que la representacio´n de un operador lineal T
en un ana´lisis multirresolucio´n finito es una expansio´n en los espacios
multirresolucio´n de la aproximacio´n del operador T dado por Tn = PnTPn :
Vn → Vn. Los operadores Aj, Bjj′ , Cjj′ y Tn son representados por matrices
αj, βj,j
′
, γj,j
′
y sn cuyas entradas son definidas por
αjk,k′ =
∫∫
ψj,k(x)K(x, y)ψj,k′(y)dxdy
βj,j
′
k,k′ =
∫∫
ψj,k(x)K(x, y)ψj′,k′(y)dxdy (3.1.9)
γj,j
′
k,k′ =
∫∫
ψj,k(x)K(x, y)ψj′,k′(y)dxdy
sk,k′∗ =
∫∫
ϕn,k(x)K(x, y)ϕn,k′(y)dxdy,
donde K(x, y) es el nu´cleo (kernel) del operador T . Dependiendo de la
expansio´n de Tn bajo el ana´lisis multirresolucio´n, de obtiene ya sea la forma
esta´ndar o no esta´ndar de la representacio´n.
3.2. Representacio´n matricial
La representacio´n matricial se construye del operador lineal general T en
un ana´lisis multirresolucio´n finito. Reiteramos que la forma no esta´ndar de
T en un ana´lisis multirresolucio´n finito es el conjunto de operadores
{{Aj, Bj, Cj}n−J≤j≤n−1, Tn−J} (3.2.1)
donde Aj = QjTQj, Bj = PjTQj, Cj = QjTPj y Tn−J = Pn−JTPn−J . En
virtud queWj = W
h
j ⊕W vj ⊕W dj , y vimos que la proyeccio´n ortogonalQj sobre
Wj es la suma de las tres proyecciones ortogonales Q
h
j , Q
v
j y Q
d
j sobre W
h,
W v y W d respectivamente, es decir, Qj = Q
h
j +Q
v
j +Q
d
j . Como consecuencia
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de esta u´ltima expresio´n se tiene que los operadores Aj, Bj y Cj en (3.2.1)
esta´n dados por
Aj =
∑
λ,λ′=h,v,d
Aλ,λ
′
j =
∑
λ,λ′=h,v,d
QλjTQ
λ′
j
Bj =
∑
λ=h,v,d
Bλj =
∑
λ=h,v,d
QλjTPj
Cj =
∑
λ=h,v,d
Cλj =
∑
λ=h,v,d
PjTQ
λ
j .
La forma no esta´ndar de T es entonces reescrita como el conjunto de
operadores
Tn =
{{
Aλ,λ
′
j , B
λ
j , C
λ
j
}
n−J≤j≤n−1;λ,λ′=h,v,d, Tn−J
}
(3.2.2)
donde
Aλ,λ
′
j : W
λ′
j → W λj , λ, λ′ = h, v, d
Bλj : V
λ
j → W λj , λ = h, v, d
Cλj : W
λ
j → Vj, λ = h, v, d.
Los subespacios Vj y W
λ
j son de dimensio´n finita con bases {Φjk1,k2 ; k1, k2 =
0, 1, 2, . . . , 2j − 1} y {Ψλ,jk1,k2 ;λ = h, v, d; k1, k2 = 0, 1, 2, . . . , 2j − 1},
respectivamente. As´ı, la dimension de Vj es 2
2j, mientras que la de dimensio´n
de Wj es 3× 22j (tres veces ma´s grande).
En la construccio´n de la representacio´n matricial usamos [0, 1]2-wavelets
perio´dicas. Ma´s precisamente, si S es una matriz de m × m con bloques
P i,j, de orden r × r (0 ≤ i, j ≤ m − 1), entonces S se llama m-perio´dica si,
P i+m,j = P i,j, P i,j+m = P i,j, P i,jk1+m,k2 = P
i,j
k1,k2
y P i,jk1,k2+m = P
i,j
k1,k2
para toda
i, j, k1, k2 con (0 ≤ i, j, k1, k2 ≤ m− 1).
Cada uno de los operadores en (3.2.2) actu´an sobre un subespacio de
dimensio´n finita de L2(R2), con elementos de las bases de doble ı´ndice (Φjk1,k2
para Vj y Ψ
λ,j
k1,k2
para Wj). Ellas pueden ser representadas por matrices
ordinarias si los elementos de las bases de doble ı´ndice, son convertidas en
elementos de bases de ı´ndices individuales, por reordenamiento. Sin embargo,
es mejor trabajar con las bases originales y representar los operadores por
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estructuras cuatro-dimensionales. Esto es, la accio´n de Tj = PjTPj sobre una
funcio´n f ∈ L2(R2) es dada por
(Tjf)(x, y) = PjTPj(f) = PjT
( 2j−1∑
k1,k2=0
sjk1,k2Φ
j
k1,k2
(x, y)
)
= Pj
2j−1∑
k1,k2=0
sjk1,k2T
(
Φjk1,k2
)
(x, y)
=
2j−1∑
k3,k4=0
[〈
Φjk3,k4 ,
2j−1∑
k1,k2=0
sjk1,k2T
(
Φjk1,k2
)〉]
Φjk3,k4(x, y)
=
2j−1∑
k3,k4=0
[ 2j−1∑
k1,k2=0
〈
Φjk3,k4 , T
(
Φjk1,k2
)〉
sjk1,k2
]
Φjk3,k4(x, y)
=
2j−1∑
k3,k4=0
s˜jk3,k4Φ
j
k3,k4
(x, y).
donde sjk1,k2 =
〈
f,Φjk1,k2
〉
son las coordenadas de Pjf , la proyeccio´n de f
sobre Vj, y
s˜jk3,k4 =
2j−1∑
k1,k2=0
〈
Φjk3,k4 , T
(
Φjk1,k2
)〉
sjk1,k2
son las coordenadas de Tj(f) en Vj. Ahora bien, para cada k3, k4, el bloque
de orden 2j × 2j de la matriz cuyas entradas son T j,k3,k4 , con k3, k4 =
0, 1, 2, . . . , 2j − 1, es la estructura T j de Tj : Vj → Vj dada por
T j =

T j,0,0 T j,0,1 . . . T j,0,2
j−1
T j,1,0 T j,1,1 . . . T j,1,2
j−1
...
...
...
...
T j,2
j−1,0 T j,2
j−1,1 . . . T j,2
j−1,2j−1
 (3.2.3)
en donde las entradas de cada matriz T j,k3,k4 son de la forma
T j,k3,k4k1,k2 =
〈
Φjk3,k4 , TΦ
j
k1,k2
〉
, k1, k2 = 0, 1, . . . , 2
j − 1.
Entonces, la accio´n de Tj sobre f se representa por una operacio´n de la
estructura T j sobre la matriz sj =
(
sjk1,k2
)
teniendo en cuenta lo siguiente:
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Dada una matriz de bloque Γ de orden k × k, con bloques Γi,j de taman˜o
m×m y una matriz A de m×m. Definamos la operacio´n ΓA = B, donde
B es una matriz de orden k × k con entradas bij =
∑
k,l
(
Γi,j ◦A)
kl
y Γij ◦A
es el producto de Hadamard (elemento por elemento) de Γij y A, es decir,(
Γij ◦ A)
kl
= ΓijklAkl. En te´rminos de lo anterior, la matriz s˜
j de Tj(f) en Vj
es dada por s˜j = T j  sj.
De otro lado, los operadores Aλ,λ
′
j , B
λ
j , C
λ
j y Tj se representan por las
estructuras Aj,λ,λ
′
, Bj,λ, Cj,λ y T j. Ahora, la accio´n de Aλ,λ
′
j sobre una funcio´n
f ∈ L2(R2) es como sigue
Aλ,λ
′
j (f)(x, y) = Q
λ
jTQ
λ
j (f)(x, y) = Q
λ
jT
( 2j−1∑
k1,k2=0
dλ
′,j
k1,k2
ψλ
′,j
k1,2
(x, y)
)
= Qλj
2j−1∑
k1,k2=0
dλ
′,j
k1,k2
T (ψλ
′,j
k1,k2
)(x, y)
=
2j−1∑
k3,k4=0
〈
ψλ,jk3,k4 ,
2j−1∑
k1,k2=0
dλ
′,j
k1,k2
T (ψλ
′,j
k1,k2
)
〉
ψλ,jk3,k4(x, y)
=
2j−1∑
k3,k4=0
[ 2j−1∑
k1,k2=0
〈
ψλ,jk3,k4 , T (ψ
λ′,j
k1,k2
)
〉
dλ
′,j
k1,k2
]
ψλ,jk3,k4(x, y).
Luego el operador Aλ,λ
′
j es representado por la estructura A
j,λ,λ′ que tiene
por entradas
Aj,λ,λ
′,k3,k4
k1,k2
=
〈
ψj,λk3,k4 , T (ψ
j,λ′
k1,k2
)
〉
=
∫ ∞
−∞
∫ ∞
−∞
ψj,λk3,k4(x, y)T (ψ
j,λ′
k1,k2
)(x, y)dxdy
De manera similar se hallan las otras matrices de los operadores Bλj , C
λ
j y Tj
Aj,λ,λ
′,k3,k4
k1,k2
=
∫ ∞
−∞
∫ ∞
−∞
ψj,λk3,k4(x, y)T (ψ
j,λ′
k1,k2
)(x, y)dxdy
Bj,λ,k3,k4k1,k2 =
∫ ∞
−∞
∫ ∞
−∞
ψj,λk3,k4(x, y)T (φ
j
k1,k2
)(x, y)dxdy
Cj,λ,λ
′,k3,k4
k1,k2
=
∫ ∞
−∞
∫ ∞
−∞
φjk3,k4(x, y)T (ψ
j,λ
k1,k2
)(x, y)dxdy
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T j,λ,λ
′,k3,k4
k1,k2
=
∫ ∞
−∞
∫ ∞
−∞
φjk3,k4(x, y)T (φ
j
k1,k2
)(x, y)dxdy.
Ahora bien, usando las ecuaciones
φjk1,k2(x, y) =
L−1∑
m1,m2=0
Hm1,m2φ
j+1
m1+2k1,m2+2k2
(x, y)
ψjk1,k2(x, y) =
L−1∑
m1,m2=0
Gm1,m2ψ
j+1
m1+2k1,m2+2k2
(x, y) (3.2.4)
encontramos que todas las estructuras de Aλ,λ
′
j , B
λ
j , C
λ
j y Tj (0 ≤ i, j, k1, k2 ≤
m − 1), se obtienen desde la estructura de T n recursivamente. Puesto
que Aj,λ,λ
′,k3,k4
k1,k2
= 〈ψj,λk3,k4 , T (ψj,λ
′
k1,k2
)〉 y sustituyendo (3.2.4) en Aj,λ,λ′,k3,k4k1,k2
obtenemos
Aj,λ,λ
′,k3,k4
k1,k2
=
〈 L−1∑
m3,m4=0
Gλm3,m4φ
j+1
m3+2k3,m4+2k4
(x, y),
T
( L−1∑
m1,m2=0
Gλ
′
m1,m2
φj+1m1+2k1,m2+2k2(x, y)
)〉
=
〈 L−1∑
m3,m4=0
Gλm3,m4φ
j+1
m3+2k3,m4+2k4
(x, y),
L−1∑
m1,m2=0
Gλ
′
m1,m2
T
(
φj+1m1+2k1,m2+2k2(x, y)
)〉
=
L−1∑
m1,m2=0
L−1∑
m3,m4=0
Gλ
′
m1,m2
Gλm3,m4
〈
φj+1m3+2k3,m4+2k4 , T (φ
j+1
m1+2k1,m2+2k2
)
〉
como T j,k3,k4k1,k2 = 〈φjk3,k4 , T (φjk1,k2), entonces
Aj,λ,λ
′,k3,k4
k1k2
=
L−1∑
m1,m2,m3,m4=0
Gλ
′
m1,m2
Gλm3,m4T
j+1,m3+2k3,m4+2k4
m1+2k1,m2+2k2
De manera similar se hayan las otras matrices, as´ı
Aj,λ,λ
′,k3,k4
k1k2
=
L−1∑
m1,m2,m3,m4=0
Gλ
′
m1,m2
Gλm3,m4T
j+1,m3+2k3,m4+2k4
m1+2k1,m2+2k2
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Bj,λ,k3,k4k1k2 =
L−1∑
m1,m2,m3,m4=0
Hm1,m2G
λ
m3,m4
T j+1,m3+2k3,m4+2k4m1+2k1,m2+2k2
Cj,λ,k3,k4k1k2 =
L−1∑
m1,m2,m3,m4=0
Gλm1,m2Hm3,m4T
j+1,m3+2k3,m4+2k4
m1+2k1,m2+2k2
T j,λ,k3,k4k1k2 =
L−1∑
m1,m2,m3,m4=0
Hm1,m2Hm3,m4T
j+1,m3+2k3,m4+2k4
m1+2k1,m2+2k2
.
Por lo tanto, si tenemos la estructura de Tn en Vn, todas las estructuras de
menor escala se determinan.
La aplicacio´n de un operador T a una funcio´n f se aproxima por la
suma de la aplicacio´n de los operadores Aλ,λ
′
j , B
λ
j , C
λ
j , n − J ≤ j ≤ n − 1,
λ, λ = h, v, d y Tn−J (o, equivalentemente, por la aplicacio´n de los operadores
de Tn a f). Primero, la funcio´n se aproxima por las proyecciones Pnf sobre
Vn, para obtener las coordenadas de Pnf en Vn como una matriz s
n con orden
2n × 2n. La matriz sn se descompone en el espacio multirresolucion usando
las ecuaciones
sj−1k1,k2 =
L−1∑
m1=0
L−1∑
m2=0
Hm1,m2s
j
m1+2k1,m2+2k2
dj−1,λk1,k2 =
L−1∑
m1=0
L−1∑
m2=0
Gλm1,m2s
j
m1+2k1,m2+2k2
.
recursivamente, para llegar a las matrices dh,j, dv,j, dd,j y sj para j = n −
J, . . . , n−1; de esta manera las estructuras Aj,λ,λ′ , Bj,λ, Cj,λ, n−J ≤ j ≤ n−1
y T n−J son construidas.
La aproximacio´n T (f) ≈ Tn(f) es dada por
Tn =
n−1∑
j=n−J
[Aj +Bj + Cj] + Tn−J (3.2.5)
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luego, la aproximacio´n de T (f) en Tn(f) se representa por
T (f) ≈ Tn(f) =
n−1∑
j=n−J
[
Aj(f) +Bj(f) + Cj(f)
]
+ Tn−J(f)
=
n−1∑
j=n−J
[
QjTQj(f) +QjTPj(f) + PjTQj(f)
]
+ Pn−JTPn−J(f)
=
n−1∑
j=n−J
[ 2j−1∑
k3,k4=0
Aj,λ,λ
′
k1,k2
dj,λ
′
k1,k2
ψj,λk3,k4 +
2j−1∑
k3,k4=0
Bj,λk1,k2s
j
k1,k2
ψj,λk3,k4
+
2j−1∑
k3,k4=0
Cj,λk1,k2d
j,λ
k1,k2
φjk3,k4
]
+
2j−1∑
k3,k4=0
T n−Jk1,k2s
n−J
k1,k2
φn−Jk3,k4
donde
dj,λ
′
k1,k2
=
〈
f, ψj,λ
′
k1,k2
〉
, sjk1,k2 =
〈
f, φjk1,k2
〉
,
Aj,λ,λ
′
k1,k2
=
〈
ψj,λk3,k4 , T (ψ
j,λ′
k1,k2
)
〉
, Bj,λk1,k2 =
〈
ψj,λk3,k4 , T (φ
j,λ
k1,k2
)
〉
,
Cj,λk1,k2 =
〈
φj,λk3,k4 , T (ψ
j,λ
k1,k2
)
〉
, T n−Jk1,k2 =
〈
φjk3,k4 , T (φk1,k2)
〉
.
Por tanto tenemos
Tn(f) =
n−1∑
j=n−J
[ 2j−1∑
k3,k4=0
(
Aj,λ,λ
′
k1,k2
dj,λ
′
k1,k2
+Bj,λk1,k2s
j
k1,k2
)
ψj,λk3,k4
+
2j−1∑
k3,k4=0
Cj,λk1,k2d
j,λ
k1,k2
φjk3,k4
]
+
2j−1∑
k3,k4=0
T n−Jk1,k2s
n−J
k1,k2
φn−Jk3,k4
donde
d˜j,λ =
∑
λ=h,v,d
Aj,λ,λ
′  dj,λ +Bj,λ  sj
s˜j =
∑
λ=h,v,d
Cj,λ  dj,λ con n− J + 1 ≤ j ≤ n− 1.
s˜n−J =
∑
λ=h,v,d
Cn−J,λ  dn−J,λ + T n−J  sn−J
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y s˜j = T j  sj. De este modo tenemos
Tn(f) =
n−1∑
j=n−J
[ ∑
λ=h,v,d
( 2j−1∑
k3,k4=0
d˜j,λk3,k4ψ
j,λ
k3,k4
(x, y)
)
+
2j−1∑
k3,k4=0
s˜jφjk3,k4(x, y)
]
(3.2.6)
La funcio´n f˜ = Tn(f) en (3.2.6) puede reconstruirse en el espacio mas fino
Vn, es decir,
f˜(x, y) =
2j−1∑
k1=0
2j−1∑
k2=0
snk1,k2φ
n
k1,k2
(x, y).
Dadas las matrices d˜j,λ y s˜j para n − J ≤ j ≤ n − 1, λ = h, v, d (donde
sj = s˜j + ŝj) los coeficientes sn se reconstruyen mediante el esquema
{sn}
@
@I
ﬀ {sn−1} = {ŝn−1 + s˜n−1}
{dn−1} = {d̂n−1 + d˜n−1} . . .
. . . {sn−J+1} = {ŝn−J+1 + s˜n−J+1}
{dn−J+1} = {d̂n−J+1 + d˜n−J+1}
ﬀ
@
@I @
@I
{dn−J}
ﬀ {sn−J}
con ŝn−J+1 = s˜n−J + dn−J , ya que Pj = Qj−1 + Pj−1.
3.2.1. Representacio´n matrical de la forma N-S de ∂x
Ahora se representa el operador T en el caso particular T = ∂x.
La ecuacio´n
T j,k3,k4k1,k2 =
∫ ∞
−∞
∫ ∞
−∞
φjk3,k4(x, y)T (φk1,k2)(x, y)dxdy,
con j = n se tiene
T n,k3,k4k1,k2 =
∫ ∞
−∞
∫ ∞
−∞
φnk3,k4(x, y)
∂
∂x
[
φnk1,k2(x, y)
]
dxdy
=
∫ ∞
−∞
∫ ∞
−∞
φn,k3(x)φn,k4(y)
∂
∂x
[
φn,k1(x)φn,k2(y
]
dxdy
=
∫ ∞
−∞
∫ ∞
−∞
φn,k3(x)
∂
∂x
(φn,k1(x))φn,k4(y)φn,k2(y)dxdy (3.2.7)
=
[∫ ∞
−∞
φn,k3(x)
∂
∂x
(φn,k1(x))dx
][∫ ∞
−∞
φn,k4(y)φn,k2(y)dy
]
.
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Ahora bien, puesto que {φn,k}n,k∈N es una base ortonormal se tiene entonces
que la u´ltima integral ∫ ∞
−∞
φn,k2(y)φn,k4(y)dy = δk2,k4 . (3.2.8)
Por otro lado, como
φn,k3(x) = 2
n/2φ(2nx− k3) y φn,k1(x) = 2n/2φ(2nx− k1)
entonces∫ ∞
−∞
φn,k3(x)
∂
∂x
φn,k1(x)dx = 2
n
∫ ∞
−∞
φ(2nx− k3) ∂
∂x
φ(2nx− k1)2ndx,
al hacer el cambio de variable w = 2nx−k1, en esta u´ltima integral se obtiene
2n
∫ ∞
−∞
φ
(
2n
w + k1
2n
− k3
) ∂
∂x
(φ(w)dw = 2n
∫ ∞
−∞
φ(w − (k3 − k1)) ∂
∂x
(φ(w))dw
= 2n
∫ ∞
−∞
φ(x− l)φ′(x)dx,
con l = k3 − k1 de este modo tenemos que∫ ∞
−∞
φn,k3(x)
∂
∂x
(φn,k1(x))dx = 2
nrl, (3.2.9)
donde
rl =
∫ ∞
−∞
φ(x− l)φ′(x)dx. (3.2.10)
En consecuencia, al sustituir las ecuaciones (3.2.8) y (3.2.9) en (3.2.7) se
obtiene
T n,k3,k4k1,k2 = 2
nrk3−k1δk2,k4 .
Luego, la matriz de bloque T n se determina por los coeficientes rl.
Por lo tanto, si la integral dada en (3.2.10) existe, entonces los coeficientes
rl satisface el siguientes sistema de ecuaciones lineales
rl = 2r2l +
L/2∑
k=1
a2k−1
(
r2l−2k+1 + r2l+2k−1
)
(3.2.11)
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con
∑
lrl = −1, donde los coeficientes an (autocorrelacio´n de los coeficientes
de filtros) son dados por
an = 2
L−1−n∑
i=0
hihi+n, n = 1, 2, . . . , L− 1.
En efecto, sabemos que φ =
√
2
∑L−1
k=0 hkφ(2x− k), usando las expresiones
φ(x− l) =
√
2
L−1∑
k=0
hkφ(2x− 2l − k) y ∂
∂x
(φ(x)) =
√
2
L−1∑
l=0
hkφ
′(2x− l)2
se tiene
φ(x− l)φ′(x) = 2
L−1∑
k=0
L−1∑
l=0
hkhlφ(2x− 2l − k)φ′(2x− l)2
rl =
∫ ∞
−∞
φ(x− l)φ′(x) = 2
L−1∑
k=0
L−1∑
l=0
hkhl
∫ ∞
−∞
φ(2x− 2l − k)φ′(2x− l)2.
Haciendo w = 2x− l se tiene entonces
rl = 2
L−1∑
k=0
L−1∑
l=0
hkhl
∫ ∞
−∞
φ(x− (2i+ k − l))φ′(x)dx
rl = 2
L−1∑
k=0
L−1∑
l=0
hkhlr2i+k−l
sustituyendo l = k −m (si l = 0→ k = m y si l = L− 1→ m = k − L+ 1)
ri = 2
L−1∑
k=0
k−L+1∑
m=k
hkhk−mr2i+m ⇒ ri = 2
k−L+1∑
m=k
L−1∑
k=0
hkhk−mr2i+m
Ahora bien, para el caso particular L = 4 tenemos
ri = 2
k−3∑
m=k
L−1∑
k=0
hkhk−mr2i+m
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m = k ⇒ 2
L−1∑
m=0
hmh0r2i+m → 2
3∑
m=0
hmh0r2i+m
m = k − 1 ⇒ 2
L−2∑
m=−1
hm+1h1r2i+m → 2
2∑
m=−1
hm+1h1r2i+m
m = k − 2 ⇒ 2
L−3∑
m=−2
hm−2h2r2i+m → 2
1∑
m=−2
hm+2h2r2i+m
m = k − 3 ⇒ 2
L−4∑
m=−3
hm+3h3r2i+m → 2
0∑
m=−3
hm+3h3r2i+m
entonces
ri = 2[h
2
0r2i + h1h0r2i+1 + h2h0r2i+2 + h3h0r2i+3]
+ 2[h0h1r2i−1 + h21r2i + h2h1r2i+1 + h3h1r2i+2]
+ 2[h0h2r2i−2 + h1h2r2i−1 + h22r2i + h3h2r2i+1]
+ 2[h0h3r2i−3 + h1h3r2i−2 + h2h3r2i−1 + h23r2i].
Agrupando te´rminos
ri = 2(h
2
0 + h
2
1 + h
2
2 + h
2
3)r2i + 2(h1h0 + h2h1 + h3h2)r2i+1
+ 2(h2h0 + h3h1)r2i+2 + 2(h0h1 + h1h2 + h2h3)r2i−1
+ 2(h0h2 + h1h3)r2i−2 + 2h0h3r2i+3 + 2h0h3r2i−3
ri = 2r2i + a1r2i+1 + a1r2i−1 + a2r2i+2 + a2r2i−2 + a3r2i+3 + a3r2i−3
= 2r2i + a1(r2i+1 + r2i−1) + a3(r2i+3 + r2i−1)
donde h20 +h
2
1 +h
2
2 +h
2
3 = 1, a1 = 2(h0h1 +h1h2 +h2h3), a2 = 2(h0h2 +h1h3)
y a3 = 2h0h3. Por tanto podemos escribir los te´rminos ri como
ri = 2r2i +
2∑
k=1
a2k−1
(
r2i−(2k−1) + r2i+(2k−1)
)
.
As´ı hemos comprobado que la expresio´n (3.2.11) se cumple tomando como
valor referente L = 4.
Con un pequen˜o cambio en la notacio´n en (3.2.3), la matriz de bloque
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T nx (= T
n para T = ∂x) se convierte en
T nx =

X1,1 X1,2 . . . X1,2
n−1 X1,2
n
X2,1 X2,2 . . . X2,2
n−1 X2,2
2
...
...
...
...
...
X2
n−1,1 X2
n−1,2 . . . X2
n−1,2n−1 X2
n−1,2n
X2
n,1 X2
n,2 . . . X2
n,2n−1 X2
n,2n

donde Xk3,k4k1,k2 = T
n,k3,k4
k1,k2
= 2nrk3−k1δk2,k4 . Entonces cada X
k3,k4 contiene so´lo
una columna distinto de cero, la k4-e´sima columna, es decir,
Xk3,k4k1,k2 =
{
2nrk3−k1 , si k2 = k4
0, en otro caso.
Las columnas distintas de cero de X1,1 son dadas por
c = 2n(0, r−1, r−2, . . . , r−(L−2), 0, . . . , 0, rL−2, . . . , r1).
La representacio´n matricial T n de T = ∂x sobre Vn es circulante [31].
1
3.2.2. Representacio´n wavelet de la funcio´n operador
En esta subseccio´n se considera la construccio´n de la representacio´n
no esta´ndar del operador de la forma T = f(∂x) en Vn, donde f es una
funcio´n anal´ıtica. Recordemos que la forma no esta´ndar de un operador
T es una coleccio´n de los operadores Aj, Bj, Cj y Tn−J que representan a
Tn, la proyeccio´n de T sobre Vn, y estos operadores son representados a su
vez por matrices Aj, Bj, Cj y T n−J , respectivamente, los cuales se obtienen
recursivamente de la matriz T n (la matriz de representacio´n de Tn en Vn).
El objetivo aqu´ı es representar T = f(∂x) en Vn de tal manera que la matriz
T n se calcula de la matriz de representacio´n de Pn(∂x)Pn. Introducimos dos
enfoques para aproximar T = g(∂x) sobre Vn.
1Una matriz cuadrada C es circulante [21] si tiene la forma
C = circ(c1, c2, . . . , cn) =

c1 c2 · · · cn
cn c1 · · · cn−1
...
... · · · ...
c2 c3 · · · c1
 .
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a) Calculando la proyeccio´n de f(∂x) sobre Vn, es decir, Tn = Pnf(∂x)Pn.
b) Calculando la funcio´n f de la proyeccio´n de ∂x sobre Vn, es decir,
Tn = g(Pn(∂x)Pn).
Por lo tanto, Tn ya no es una proyeccio´n, pero si una representacio´n diferente
de T en Vn. La diferencia entre estos dos enfoques depende de lo bien que
actu´a |ϕˆ(ξ)|2 como una funcio´n de corte o truncamiento, donde ϕ es la funcio´n
de escala asociada con una base wavelet. Si la funcio´n de operador f es
homoge´nea de grado m, por ejemplo, m = 1 y 2 para la primera y segunda
derivada de los operadores, entonces los coeficientes que aparecen en la forma
no esta´ndar satisfacen las relaciones de la forma
αjl = 2
−mjα0l , β
j
l = 2
−mjβ0l
γjl = 2
−mjγ0l , s
j
l = 2
−mjs0l . (3.2.12)
Por otro lado, si la funcio´n operador f no es homoge´nea, entonces s0k,k′ se
obtiene a trave´s de (3.1.9) y calculamos los coeficientes
αjl = 2
Lf−1∑
k=0
Lf−1∑
k′=0
gkgk′s
j−1
2i+k−k′
βjl = 2
Lf−1∑
k=0
Lf−1∑
k′=0
gkhk′s
j−1
2i+k−k′ (3.2.13)
γjl = 2
Lf−1∑
k=0
Lf−1∑
k′=0
hkgk′s
j−1
2i+k−k′
para cada escala j = 1, 2, ..., J ≤ n. No´tese que si f es un operador de
convolucio´n, entonces las fo´rmulas para s0k,k′ se simplifican considerablemente,
ve´ase Beylkin [2].
La representacio´n de la funcio´n operador P0f(∂x)P0
Se describe a continuacio´n el ca´lculo de la forma no esta´ndar de la funcio´n
operador mediante la fo´rmula P0f(∂x)P0, la proyeccio´n de la funcio´n operador
en la base wavelet. Para tal fin utilizaremos el par de transformadas de Fourier
ϕˆ(ξ) =
1√
2pi
∫ ∞
−∞
ϕ(x)e−ixξdx, f(x) =
1√
2pi
∫ ∞
−∞
ϕˆ(ξ)eixξdξ.
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Ahora bien,
sjk,k′ = 2
−j
∫ ∞
−∞
ϕ(2−jx− k)f(∂x)ϕ(2−jx− k′)dx
observe que debemos encontrar f(∂x)ϕ(2
−jx − k′). Para ello utilizamos la
transformada inversa de Fourier
f(∂x)ϕ(2
−jx− k′) = 1√
2pi
∫ ∞
−∞
f(−iξ2−j)ϕˆ(ξ)eiξ(2−jx−k′)dξ
=
1√
2pi
∫ ∞
−∞
f(−iξ2−j)ϕˆ(ξ)e−iξk′ei2−jxξdξ.
De este modo,
sjk,k′ = 2
−j
∫ ∞
−∞
ϕ(2−jx− k)
[
1√
2pi
∫ ∞
−∞
f(−iξ2−j)ϕˆ(ξ)e−iξk′ei2−jxξdξ
]
dx
= 2−j
∫ ∞
−∞
f(−iξ2−j)ϕˆ(ξ)e−iξk′
[
1√
2pi
∫ ∞
−∞
ϕ(2−jx− k)ei2−jxξdx
]
dξ,
haciendo el cambio de variable z = 2−jx− k obtenemos
sjk,k′ = 2
−j
∫ ∞
−∞
f(−iξ2−j)ϕˆ(ξ)e−iξk′
[
2j√
2pi
∫ ∞
−∞
ϕ(z)eiξ2
−j2j [z+k]dz
]
dξ
=
∫ ∞
−∞
f(−iξ2−j)ϕˆ(ξ)e−iξk′
[
1√
2pi
∫ ∞
−∞
ϕ(z)eizξeikξdz
]
dξ
=
∫ ∞
−∞
f(−iξ2−j)ϕˆ(ξ)e−iξk′eikξ
[
1√
2pi
∫ ∞
−∞
ϕ(z)e−izξdz
]
dξ
=
∫ ∞
−∞
f(−iξ2−j)eiξ(k−k′)ϕˆ(ξ)ϕˆ(ξ)dξ
=
∫ ∞
−∞
f(−iξ2−j)|ϕˆ(ξ)|2eiξ(k−k′)dξ.
No´tese que sjk,k′ = s
j
k−k′ , luego
sjl =
∫ ∞
−∞
f(−iξ2−j)|ϕˆ(ξ)|2eiξldξ.
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Al dividir la recta real en intervalos Ik = [2kpi, 2(k + 1)pi] para k ∈ Z, la
u´ltima integral se puede escribir como
sjl =
∑
k∈Z
∫ 2pi(k+1)
2pik
f(−iξ2−j)|ϕˆ(ξ)|2eiξldξ.
Al reemplazar ξ por ξ + 2pik, los l´ımites de integracio´n cambian a 0 y 2pi,
esto es,
sjl =
∫ 2pi
0
∑
k∈Z
f(−i2−j(ξ + 2kpi))|ϕˆ(ξ + 2kpi)|2ei(ξ+2kpi)ldξ.
Como e2kpii = 1 para k ∈ Z, entonces tenemos
sjl =
∫ 2pi
0
∑
k∈Z
f(−i2−j(ξ + 2kpi))|ϕˆ(ξ + 2kpi)|2eiξldξ. (3.2.14)
Haciendo g(ξ) =
∑
k∈Z f(−i2−j(ξ + 2kpi))|ϕˆ(ξ + 2kpi)|2, obtenemos
sjl =
∫ 2pi
0
g(ξ)eiξldξ. (3.2.15)
Por otro lado, sabemos que la funcio´n |ϕˆ(ξ)|2 actu´a como una funcio´n de
corte en el dominio de Fourier, esto es, |ϕˆ(ξ)|2 <  para |ξ| > b, con  > 0
y b > 0. Por tanto, la suma infinita (3.2.14) se puede aproximar a la suma
finita
g˜(ξ) =
p∑
k=−p
f(−i2−j(ξ + 2kpi))|ϕˆ(ξ + 2kpi)|2,
para p entero suficientemente grande. Usando esta suma finita, en lugar de
g(ξ) en (3.2.15), y discretizando uniformemente el intervalo [0, 2pi] en N
subintervalos [ξn, ξn+1] para ξn = 2pin/N , con n = 0, 1, . . . , N −1, obtenemos
una aproximacio´n para los coeficientes sjl ,
s˜jl =
1
N
N−1∑
n=0
g˜(ξn)e
iξnl.
Estos coeficientes se pueden calcular aplicando la transformada ra´pida de
Fourier a la sucesio´n {g˜(ξn)}.
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La representacio´n de la funcio´n operador f(P0∂xP0)
Veamos ahora la representacio´n para f(P0∂xP0). Para ello usamos la
transformada discreta de Fourier, a fin de diagonalizar este operador. Si X
es la representacio´n matricial de Pn∂xPn, entonces T
n se obtiene aplicando
la funcio´n f a X.
Ahora bien, si X es diagonalizable entonces existe una matriz invertible P
tal que X = P−1DxP , donde Dx es la matriz diagonal que contiene los valores
propios λ1, λ2, . . . , λ2n de X, luego f(X) = f(P
−1DxP ) = P−1f(Dx)P .
No´tese que el problema se reduce a diagonalizar X. Como la representacio´n
matricial de Pn∂xPn en Vn es circulante [31], e´sta es diagonalizable por la
matriz de Fourier (ve´ase p.e., [7] o [21]), la cual es dada por
F = (Fk,l)N×N =
1√
N
(
w
−(k−1)(l−1)
N
)
=
1√
N

1 1 1 · · · 1
1 w w2 · · · wN−1
1 w2 w4 · · · w2(N−1)
...
...
...
...
1 wN−1 w2(N−1) · · · w(N−1)2
 , 1 ≤ k, l ≤ N
donde wN = e
2pii
N .
La inversa de la matriz de Fourier es F ∗, la transpuesta conjugada de F ,
es dada por
F ∗ = (F ∗k,l)N×N =
1√
N
(
w
(k−1)(l−1)
N
)
, 1 ≤ k, l ≤ N.
Se puede probar, ve´ase por ejemplo Davis [21], que los valores propios de una
matriz circulante C = circ(c1, c2, . . . , cN) son dados por
λk =
N∑
m=1
cme
2pii(k−1)(m−1)/N , 1 ≤ k ≤ N. (3.2.16)
Adema´s, el vector fila (λ1, λ2, . . . , λN) de valores propios de la matriz
circulante C = circ(c1, c2, . . . , cN) es
(λ1, λ2, . . . , λN) =
√
N(c1, c2, . . . , cN)F
∗,
donde F ∗ es la matriz inversa de Fourier.
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Si T nx = circ(0, r−1, r−2, . . . , r−(L−2), 0, . . . , rL−2, rL−3, . . . , r2, r1), de orden
2n × 2n, es la representacio´n matricial de Pn∂xPn en Vn. Entonces T nx es
circulante y es dada por T nx = F
∗ΛxF , donde Λx es la matriz diagonal que
contiene los valores propios de T nx . Ahora, teniendo en cuenta (3.2.16) los
valores propios λk son dados por
λk =
L−2∑
l=1
r−le
2piil(k−1)
2n +
L−2∑
l=1
rle
2piil(k−1)
2n =
L−2∑
l=1
−rl
[
e
−2piil(k−1)
2n − e 2piil(k−1)2n
]
= −2i
L−2∑
l=1
rl sen
(
2pil(k − 1)
2n
)
, (r−l = −rl).
No´tese que los valores propios son imaginarios puros y que λ2n−1+k = λ¯k (el
complejo conjugado) para todo 1 ≤ k ≤ 2n−1.
En virtud que la matriz T n = F ∗f(Λx)F es circulante, es por tanto
suficiente determinar la primera fila de T n para que quede completamente
determinada. La primera fila de T n esta´ dada por
T n(1, :) =
1√
2n
(
f(λ1), f(λ2), . . . , f(λ2n)
)
F,
el lado derecho se puede ver como la transformada discreta de Fourier del
vector2 v =
(
f(λ1), f(λ2), . . . , f(λ2n)
)
.
Una vez obtenida la matriz T n, las matrices Aj, Bj y T n−j para
el operador T = f(∂x) se puede calcular recursivamente mediante las
2La transformada discreta de Fourier de un vector v = (v1, . . . , vn) es un vector y cuyas
componentes son dadas por
ym =
n∑
k=1
vke
−2pii(m−1)(k−1)/n, 1 ≤ m ≤ n.
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expresiones
Ajk,k′ =
L−1∑
m=0
L−1∑
m′=0
gmgm′T
j+1
m+2k,m′+2k′
Bjk,k′ =
L−1∑
m=0
L−1∑
m′=0
gmhm′T
j+1
m+2k,m′+2k′
Cjk,k′ =
L−1∑
m=0
L−1∑
m′=0
hmgm′T
j+1
m+2k,m′+2k′
T jk,k′ =
L−1∑
m=0
L−1∑
m′=0
hmhm′T
j+1
m+2k,m′+2k′
donde k, k′ = 0, 1, 2, . . . , 2n−j − 1, j = n− 1, n− 2, . . . , n− J . Recuerde que
la matriz T nk,k′ = 2
nrk−k′ , ve´ase (3.2.10).
Para llegar a la proyeccio´n de la funcio´n operador f(∂x) sobre el
subespacio V0, los coeficientes wavelet s
0
l son dados por
s0l =
N∑
k=1
f(λk)e
2pii
(k−1)(l−1)
N .
Los elementos restantes de la forma no esta´ndar se obtienen recursivamente
usando las ecuaciones (3.2.12).

CAP´ITULO 4
Solucio´n nume´rica de la ecuacio´n KdV
4.1. La ecuacio´n Korteweg-de Vries (KdV)
En esta Seccio´n se presenta alguna terminolog´ıa referente a la ecuacio´n
de Korteweg-de Vries [22, 23, 40, 57, 62]
∂u
∂t
+ 6u
∂u
∂x
+
∂3u
∂x3
= 0, x ∈ R, t > 0 (4.1.1)
el nu´mero 6 es so´lo un factor de escala que permite que las soluciones sean
fa´ciles de describir, esta ecuacio´n aparece en el estudio de ondas en aguas
poco profundas en la dina´mica de fluidos [22, 39, 51, 62]. Una propiedad
que caracteriza la ecuacio´n KdV es que los te´rminos uux, no linealidad, y
uxxx, la dispersio´n, se balancean entre s´ı generando soluciones de onda que
se propagan sin cambiar de forma.
La ecuacio´n KdV se dedujo en 1895 por D. J. Korteweg y G. de Vries
para modelar las ondas de agua en un canal de poca profundidad, con el
propo´sito de resolver una conjetura formulada por el ingeniero John Scott
Russell en 1834, donde e´l afirmaba que en este tipo de canal se genera
una ola solitaria, pero varios matema´ticos destacados, incluyendo Stokes,
estaban convencidos de que tal feno´meno era imposible. Korteweg y de Vries
demostraron que Russell estaba en lo cierto, encontrando en forma expl´ıcita
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y cerrada soluciones de onda viajera a su ecuacio´n con caracter´ısticas muy
especiales como retencio´n de su forma en todo momento, bien localizada
(asinto´ticamente constante en ±∞) y en el caso que una onda solitaria
traspase a otra, se retiene el taman˜o y su forma. Este hecho es en cierta
forma el principio de superposicio´n.
La ecuacio´n KdV no recibio´ mayor atencio´n hasta 1965, cuando N.
Zabusky y M. Kruskal publicaron sus resultados de los experimentos
nume´ricos con esta ecuacio´n [62]. Ellos obtuvieron soluciones aproximadas
a la ecuacio´n KdV mostrando que cualquier perfil de onda inicial localizada
que evoluciona de acuerdo a la ecuacio´n KdV, genera un conjunto finito
de ondas viajeras localizadas de la misma forma que la onda solitaria
original, confirmando lo descubierto por Korteweg y de Vries en 1895. El
te´rmino solito´n fue acun˜ado por Zabusky y Kruskal para describir esta
onda solitaria solucio´n de la ecuacio´n KdV [23, 62], en analog´ıa con otras
part´ıculas elementales tales como electro´n, proto´n, foto´n, etc. As´ı, por solito´n
entendemos una onda solitaria en forma de un pulso que es capaz de
trasladarse sin cambio de forma y sin pe´rdidas de energ´ıa, y adema´s es capaz
de conservar su estructura despue´s de un choque con su semejante, es decir, su
comportamiento es ana´logo al de una part´ıcula. Luego los solitones son ondas
no lineales que exhiben un comportamiento extremadamente inesperado e
interesante, ondas solitarias que se propagan sin deformarse [22, 23].
4.1.1. Derivacio´n de la ecuacio´n KdV
La ecuacio´n de Korteweg-de Vries (4.1.1) admite solucio´n tipo onda
solitaria o solito´n. Existen varios me´todos para obtener tal solucio´n, por
ejemplo, supongamos una solucio´n de onda viajera con la estructura
u(x, t) = v(x− ct), x ∈ R, t > 0,
para alguna funcio´n v y velocidad de onda constante c. Determinemos v por
sustitucio´n de esta expresio´n en la ecuacio´n (4.1.1) [23, 25].
Sea ξ = x− ct, entonces u es solucio´n de la ecuacio´n KdV siempre que v
satisfaga la ecuacio´n diferencial ordinaria
−cdv
dξ
+ 6v
dv
dξ
+
d3v
dξ3
= 0
al integrar se obtiene
−cv + 3v2 + d
2v
dξ2
= A,
4.1 La ecuacio´n Korteweg-de Vries (KdV) 63
donde A es una constante de integracio´n. Al multiplicar esta u´ltima expresio´n
por dv
dξ
−cvdv
dξ
+ 3v2
dv
dξ
+
d2v
dξ2
dv
dξ
= A
dv
dξ
,
e integrar, se tiene
− c
2
v2 + v3 +
1
2
(dv
dξ
)2
= Av +B,
con B una constante de integracio´n. Como la onda solucio´n es un solito´n,
entonces cuando |ξ| → ∞, v, dv
dξ
,
d2v
dξ2
→ 0, de donde A = B = 0. Luego
− c
2
v2 + v3 +
1
2
(dv
dξ
)2
= 0 o
dv
dξ
= ±v√c− 2v.
Al separar variables e integrar se obtiene
ξ = −
∫
dv
v
√
c− 2v +D,
donde D una constante de integracio´n. Haciendo la sustitucio´n
v =
c
2
sech2y dv = −c sech2y tanh ydy
y
v
√
c− 2v = c
3/2
2
sech2y tanh y
se obtiene
−
∫
dv
v
√
c− 2v =
2√
c
y +D.
Por tanto,
ξ =
2√
c
y +D o y =
√
c
2
ξ −D,
pero y = sech−1
√
2v
c
, luego
sech
(√c
2
ξ −D
)
=
√
2v
c
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de donde
v(ξ) =
c
2
sech2
(√c
2
ξ −D
)
.
En consecuencia, la solucio´n de la ecuacio´n KdV es
u(x, t) =
c
2
sech2
(√c
2
(x− ct)−D
)
.
Como la ecuacio´n KdV es completamente integrable [23, 28, 40], lo que
significa que la solucio´n exacta se puede calcular para un valor inicial
arbitrario, y adema´s, por la naturaleza de la solucio´n, se puede elegir D = 0.
Obtenie´ndose as´ı,
u(x, t) =
c
2
sech2
(√c
2
(x− ct)
)
.
En virtud a que v > 0 para todo ξ, el solito´n es una onda de elevacio´n
sime´trica sobre ξ = 0, que se propaga en el medio sin cambio de forma
con velocidad constante c proporcional a la amplitud. Por lo tanto, ondas
solitarias con gran amplitud se mueven con mayor velocidad que ondas
solitarias con menor amplitud.
Si en lugar de v = c
2
sech2y hacemos v = − c
2
csch2y, obtenemos otra
solucio´n de la ecuacio´n KdV del tipo onda viajera dada por
u(x, t) = − c
2
csch2
(√c
2
(x− ct)
)
.
No´tese que esta solucio´n no es un solito´n, debido a que u(x, t) no es acotada
en ξ = 0.
4.2. Algoritmo basado en wavelets
En esta Seccio´n se describe un esquema basado en la teor´ıa wavelets para
resolver cierta clase de ecuaciones en derivadas parciales no lineales. Como
caso particular estudiaremos el problema de valor inicial
∂u
∂t
= Lu+N f(u)
u(x, 0) = u0(x), 0 ≤ x ≤ 1 (4.2.1)
u(0, t) = u(1, t), 0 ≤ t ≤ T
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donde Lu es la parte lineal y N f(u) es la parte no lineal, con L y N
operadores diferenciales que no dependen de t. La funcio´n f(u) en general es
no lineal. Como ejemplos de este problema podemos mencionar la ecuacio´n
de Burger de fluidos viscosos [22, 25]
∂u
∂t
= ν
∂2u
∂x2
+ u
∂u
∂x
, t > 0, 0 < x < 1, ν > 0
u(x, 0) = u0(x),
o la ecuacio´n de Korteweg de Vries (KdV) [22, 23, 40]
∂u
∂t
+ 6u
∂u
∂x
+
∂3u
∂x3
= 0
u(x, 0) = u0(x).
Estas dos ecuaciones se pueden resolver anal´ıticamente, pero la motiva-
cio´n de este trabajo es estudiar me´todos nume´ricos aplicados a la solucio´n de
este tipo de problemas de valor inicial. Dentro de los me´todos nume´ricos para
tratar estas ecuaciones se destacan aquellos que generan esquemas discretos
cuya implementacio´n computacional sea eficiente y sencilla, por ejemplo, di-
ferencias finitas o elementos finitos [11, 24, 50, 51, 57].
Los me´todos de separacio´n de operadores son especialmente u´tiles en
ciertos casos, ya que se han desarrollado para reducir problemas complejos
de la f´ısica matema´tica a una cadena de problemas mas simples los cuales
pueden ser eficientemente resueltos en una computadora. Este tipo de
reduccio´n consiste en separar al operador que caracteriza la ecuacio´n de
estudio como una suma de operadores de estructura ma´s simple, ve´ase la
ecuacio´n (3.2.5). Es importante observar que los me´todos de separacio´n de
operadores permiten la discretizacio´n de la variable temporal en el modelo
continuo, mientras que la discretizacio´n de las variables espaciales se realiza
con te´cnicas de diferencias finitas o elementos finitos, lo que permite que el
modelo discreto conserve las propiedades f´ısicas del modelo continuo.
Por otro lado, la teor´ıa wavelets proporciona me´todos como la descom-
posicio´n de operadores para resolver ecuaciones en derivadas parciales con
condiciones iniciales y perio´dicas. Para ello, se discretiza en el dominio de las
wavelets y se utiliza el ana´lisis multirresolucio´n para obtener varios niveles de
representacio´n multiescala del sistema discreto, es decir, a distintos niveles de
“resolucio´n” se tendra´ una base wavelets. Ma´s concretamente, cuanto mayor
precisio´n se pretenda obtener en la solucio´n, mayor nu´mero de funciones se
tendra´ en la base wavelets, ve´ase por ejemplo, [2, 3, 4, 6, 12, 14, 15, 17, 47, 54].
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4.2.1. El enfoque de semigrupo
Consideremos el problema de valor inicial (4.2.1), a trave´s de la teor´ıa de
semigrupos (ve´ase la Seccio´n 1.3) la solucio´n se puede expresar como
u(x, t) = etLu0(x) +
∫ t
0
e(t−s)LN f(u(x, s))ds, (4.2.2)
donde, para cada t ≥ 0, el operador etL se representa por
etL =
∞∑
n=0
(tL)n
n!
,
la serie converge en la norma del operador [46].
La ecuacio´n (4.2.2) es el punto de partida para el esquema basado en
wavelets, y la integral se aproxima por medio de cuadratura para obtener una
ecuacio´n en diferencia impl´ıcita para la solucio´n. Esto es, debemos estimar
la integral
I(x, t) =
∫ t
0
e(t−s)LN f(u(x, s))ds, (4.2.3)
donde el operador diferencial N es independiente de t y la funcio´n f(u)
es no lineal. No´tese que tanto para la ecuacio´n de Burger como la KdV,
N f(u) = uux, aparece el producto de u y su derivada con respecto a x. De
este modo, la integral (4.2.3) se puede escribir como
I(t) =
∫ t
0
e(t−s)Lu(s)v(s)ds, (4.2.4)
donde se ha suprimido la dependencia expl´ıcita de x.
Para obtener una aproximacio´n de esta integral, se realiza una particio´n
regular del intervalo [0, t], con nodos en los puntos ti = t0 + ih, con t0 = 0
y h = ti+1 − ti, para i = 0, 1, 2, . . . ,m. Denotando u(ti) y v(ti) por ui y vi,
respectivamente, la aproximacio´n para (4.2.4) es de la forma
I(t) = Iˆ(t) +O(hm+1), (4.2.5)
con
Iˆ(t) =
(
emhL − I)L−1︸ ︷︷ ︸
operador
( m∑
i,j=0
cijuivj
)
, (4.2.6)
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donde I es el operador identidad y los coeficientes ci,j son independientes
de t. Para determinar los coeficientes ci,j, se comparan las aproximaciones
(4.2.5) y (4.2.6) con un esquema de orden de precisio´n conocido, el cual se
puede construir usando polinomios de interpolacio´n de Lagrange
Li(t) =
m∏
k=0, k 6=i
t− tk
ti − tk
para las funciones u(t) y v(t) que aparecen en el integrando de (4.2.4). Las
aproximaciones de Lagrange para u y v son dadas por
u(t) =
m∑
i=0
Li(t)ui +O(h
m+1)
v(t) =
m∑
i=0
Li(t)vi +O(h
m+1).
Al reemplazar estas expresiones en la integral (4.2.4) se obtiene
I(t) = I¯(t) +O(hm+2), (4.2.7)
donde la aproximacio´n I¯ es dada por
I¯(t) =
∫ t
0
e(t−s)L
m∑
i,j=0
Li(s)Lj(s)uivjds
y luego de intercambiar sumatoria e integral se obtiene
I¯(t) =
m∑
i,j=0
fijuivj
donde
fi,j =
∫ t
0
e(t−s)LLi(s)Lj(s)ds.
Los coeficientes ci,j se encuentran comparando potencias del paso h entre las
aproximaciones (4.2.5) y (4.2.7). Por ejemplo, para el caso m = 1 debemos
encontrar fi,j, con i, j = 0, 1 y luego comparar las estimaciones Iˆ y I¯.
Encontremos fij. Para ello necesitamos L0(s) y L1(s), con t0 = 0 y ti = ih
tenemos
L0(s) =
s− t1
t0 − t1 =
t1 − s
h
y L1(s) =
s− t0
t1 − t0 =
s
h
.
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De este modo, con t = t1 = h se tiene
f00 =
∫ h
0
e(h−s)L[L0(s)]2ds =
∫ h
0
e(h−s)L
[h− s
h
]2
ds
=
ehL
h2
∫ h
0
e−sL(h2 − 2hs+ s2)ds.
Despue´s de integrar y un poco de manipulaciones algebraicas se obtiene
f00 = e
hLL−1 − 2
h
ehLL−2 − 2
h2
L−3 + 2
h2
ehLL−3.
f01 =
∫ h
0
e(h−s)LL0(s)L1(s)ds =
∫ h
0
e(h−s)L
[h− s
h
][ s
h
]
ds
=
ehL
h2
∫ h
0
e−sLs(h− s)ds = f10
=
1
h
L−2 + 2
h2
L−3 + 1
h
ehLL−2 − 2
h2
ehLL−3.
Por u´ltimo,
f11 =
∫ h
0
e(h−s)L[L1(s)]2ds =
∫ h
0
e(h−s)L
[ s
h
]2
ds =
ehL
h2
∫ h
0
s2e−sLds
= −L−1 − 2
h
L−2 − 2
h2
L−3 + 2
h2
ehLL−3.
Ahora bien, la aproximacio´n de ehL en serie de Taylor en los cinco primeros
te´rminos es
ehL ≈ I + hL+ h
2L2
2
+
h3L3
6
+
h4L4
24
,
donde I es el operador identidad, sustituyendo en las expresiones anteriores
y tomando hasta el orden O(h3) obtenemos
f00 =
(
I + hL+ h
2L2
2
+
h3L3
6
+
h4L4
24
)
L−1 − 2
h2
L−3
− 2
h
(
I + hL+ h
2L2
2
+
h3L3
6
+
h4L4
24
)
L−2
+
2
h2
(
I + hL+ h
2L2
2
+
h3L3
6
+
h4L4
24
)
L−3
=
h
3
+
h2
4
L+O(h3)
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f01 =
1
h
L−2 + 2
h2
L−3 + 1
h
(
I + hL+ h
2L2
2
+
h3L3
6
+
h4L4
24
)
L−2
− 2
h2
(
I + hL+ h
2L2
2
+
h3L3
6
+
h4L4
24
)
L−3
=
h
6
+
h2
12
L+O(h3) = f10
f11 =
2
h2
(
I + hL+ h
2L2
2
+
h3L3
6
+
h4L4
24
)
L−3 − 2
h2
L−3 − 2
h
L−2 − L−1
=
h
3
+
h2
12
L+O(h3).
Por tanto, haciendo uivj = Aij se tiene
I¯(t) =
1∑
i,j=0
fijuivj =
1∑
i,j=0
fijAij = f00A00 + f01A01 + f10A10 + f11A11
= A00
[h
3
+
h2
4
L
]
+ A01
[h
6
+
h2
12
L
]
+ A10
[h
6
+
h2
12
L
]
+ A11
[h
3
+
h2
12
L
]
=
[
2(A00 + A11) + A01 + A10
]h
6
+ L
[
3A00 + A11 + A01 + A10
]h2
12
+O(h3).
Por otro lado,
Iˆ(t) =
(
ehL − I)L−1( 1∑
i,j=0
cijuivj
)
=
(
I + hL+ h
2L2
2
+
h3L3
6
+
h4L4
24
− I
)
L−1
( 1∑
i,j=0
cijAij
)
=
(
h+
h2
2
L+ h
3
6
L2 + h
4
24
L3︸ ︷︷ ︸
O(h3)
)( 1∑
i,j=0
cijAij
)
=
(
h+
h2
2
L
)
S = hS +
h2
2
LS +O(h3)
donde
S =
1∑
i,j=0
cijAij = c00A00 + c01A01 + c10A10 + c11A11.
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Para simplificar hacemos u0 = u(t0), v0 = v(t0), u1 = u(t1) y v1 = v(t1), de
este modo los desarrollos de Taylor de orden O(h3) para u y v son
u0 = u1 − hu′1 +
h2
2
u′′1 +O(h
3)
v0 = v1 − hv′1 +
h2
2
v′′1 +O(h
3),
donde las primas indican derivadas con respecto a t. En consecuencia,
A00 = u0v0 =
(
u1 − hu′1 +
h2
2
u′′1
)(
v1 − hv′1 +
h2
2
v′′1
)
+O(h3)
= u1v1 − h(u1v′1 + u′1v1) +
h2
2
(u1v
′′
1 + 2u
′
1v
′
1 + u
′′
1v1) +O(h
3)
A01 = u0v1 =
(
u1 − hu′1 +
h2
2
u′′1
)
v1 +O(h
3)
= u1v1 − hu′1v1 +
h2
2
u′′1v1 +O(h
3)
A10 = u1v0 = u1
(
v1 − hv′1 +
h2
2
v′′1
)
+O(h3)
= u1v1 − hu1v′1 +
h2
2
u1v
′′
1 +O(h
3)
A11 = u1v1.
As´ı,
S = c00A00 + c01A01 + c10A10 + c11A11
= c00
[
u1v1 − h(u1v′1 + u′1v1) +
h2
2
(u1v
′′
1 + 2u
′
1v
′
1 + u
′′
1v1)
]
+ c01
[
u1v1 − hu′1v1 +
h2
2
u′′1v1
]
+ c10
[
u1v1 − hu1v′1 +
h2
2
u1v
′′
1
]
+ c11u1v1
= (c00 + c01 + c10 + c11)u1v1 − h
[
(c00 + c10)u1v
′
1 + (c00 + c01)u
′
1v1
]
+
h2
2
[
(c00 + c10)u1v
′′
1 + (c00 + c01)u
′′
1v1 + 2c00u
′
1v
′
1
]
+O(h3).
4.2 Algoritmo basado en wavelets 71
Haciendo R = c00 + c01 + c10 + c11 tenemos
Iˆ = hS +
h2
2
LS +O(h3) = h
[
Ru1v1 − h
[
(c00 + c10)u1v
′
1 + (c00 + c01)u
′
1v1
]
+
h2
2
[
(c00 + c10)u1v
′′
1 + (c00 + c01)u
′′
1v1 + 2c00u
′
1v
′
1
]]
+
h2
2
L
[
Ru1v1 − h
[
(c00 + c10)u1v
′
1 + (c00 + c01)u
′
1v1
]
+
h2
2
[
(c00 + c10)u1v
′′
1 + (c00 + c01)u
′′
1v1 + 2c00u
′
1v
′
1
]]
= hRu1v1 − h2
[
(c00 + c10)u1v
′
1 + (c00 + c01)u
′
1v1
]
+
h2
2
L(Ru1v1) +O(h3).
De igual manera se obtiene
I¯ =
[
2A00 + 2A11 + A01 + A10
]h
6
+ L
[
3A00 + A11 + A01 + A10
]h2
12
+O(h3)
=
h
6
[
2
[
u1v1 − h(u1v′1 + u′1v1) +
h2
2
(u1v
′′
1 + 2u
′
1v
′
1 + u
′′
1v1)
]
+ 2u1v1
+ u1v1 − hu′1v1 +
h2
2
u′′1v1 + u1v1 − hu1v′1 +
h2
2
u1v
′′
1
]
+
h2
12
L
[
3
[
u1v1 − h(u1v′1 + u′1v1) +
h2
2
(u1v
′′
1 + 2u
′
1v
′
1 + u
′′
1v1)
]
+ u1v1 − hu′1v1 +
h2
2
u′′1v1 + u1v1 − hu1v′1 +
h2
2
u1v
′′
1 + u1v1
]
= hu1v1 − h
2
2
(u1v
′
1 + u
′
1v1) +
h2
2
L(u1v1) +O(h3).
Por tanto,
I¯ − Iˆ = hu1v1 − h
2
2
(u1v
′
1 + u
′
1v1) +
h2
2
L(u1v1)− hRu1v1
+ h2
[
(c00 + c10)u1v
′
1 + (c00 + c01)u
′
1v1
]− h2
2
L(Ru1v1)
= h
[
(1−R)u1v1
]
+
h2
2
[
(2c00 + 2c10 − 1)u1v′1 + (2c00 + 2c01 − 1)u′1v1
]
+
h2
2
L[(1−R)u1v1]+O(h3).
72 Solucio´n nume´rica de la ecuacio´n KdV
Ahora, los coeficientes de orden h y h2 se anulan, y se obtiene el sistema
c00 + c01 + c10 + c11 = 1
2c00 + 2c10 = 1
2c00 + 2c01 = 1.
Este sistema tiene infinitas soluciones, luego haciendo c00 = s, donde s es un
para´metro real, se tiene
c01 =
1
2
− s, c10 = 1
2
− s, c11 = s.
Al reemplazar esta solucio´n en la aproximacio´n Iˆ obtenemos
Iˆ =
(
ehL − I)L−1[su0v0 + (1/2− s)u0v1 + (1/2− s)u1v0 + su1v1]
con el fin de minimizar el nu´mero de coeficientes podemos hacer s = 0 o
s = 1/2, en cuyo caso se obtiene
Iˆ =
1
2
(
ehL − I)L−1(u0v1 + u1v0), para s = 0
o
Iˆ =
1
2
(
ehL − I)L−1(u0v0 + u1v1), para s = 1/2
lo cual es ana´logo a la regla del trapecio.
La aproximacio´n de cuadratura resultante es una ecuacio´n de diferencia
impl´ıcita para la solucio´n en el siguiente paso del tiempo. T´ıpicamente, para
un paso de tiempo uno, obtenemos
U(ti+1) = e
∆tLU(ti)− 1
2
OL,1[U(ti)∂xU(ti+1) + U(ti+1)∂xU(ti+1)]
Donde, OL,m = (emL − I)L−1, I es el operador identidad.
En caso de utilizar el primer enfoque, las funciones de operador que nos
interesan son las que aparecen en las soluciones de la ecuacio´n diferencial
parcial ut = Lu+N f(u).
En el ca´lculo de soluciones de (4.2.1) a trave´s de (4.2.2) podemos calcular
previamente la forma no esta´ndar de las funciones de operador y aplicarlas
cuando sea necesario.
4.3 Resultados e Implementacio´n 73
4.3. Resultados e Implementacio´n
4.3.1. Implementacio´n del me´todo de solucio´n
En esta Seccio´n resolvemos la ecuacio´n KdV, mediante el me´todo solucio´n
planteado. El algoritmo para la solucio´n nume´rica de la ecuacio´n KdV, se
realizo´ con el software MATLAB.
La implementacio´n se realizo´ para diferentes tipos de condiciones iniciales,
determinando en su aplicacio´n sus respectivos errores.
Para cada uno de los sigientes ejemplos, la precisio´n de nuestro enfoque
se ilustra mediante la comparacion de la solucio´n exacta y la solucio´n
aproximada, usando la norma
‖U − UN‖ =
(
2−n
2n−1∑
i=0
(U(xi, t)− Un(xi, t))2
) 1
2
Ejemplo 4.3.1. En este ejemplo calculamos la solucio´n de la ecuacio´n
KdV, tomando las constantes ε = 2 y µ = 4,8 × 10−4, sobre el intervalos
[a, b] = [−1, 1]. En este se toma como condicio´n inicial a la solucio´n exacta
de la ecuacio´n KdV
ut + 2uux + 4,8× 10−4uxxx = 0, con− 1 ≤ x ≤ 1
Con condiciones de frontera,
u(−1, t) = u(1, t) = 0
ux(−1, t) = ux(1, t) = 0
uxx(−1, t) = uxx(1, t) = 0
y condicio´n de inicial
u1(x, 0) = 3csech
2(Ax+D), con A =
1
2
√
c
µ
y D = −6
Podemos ver que la solucio´n para esta ecuacio´n KdV para t = 0 como se
muestra en la Figura 4.1.
Al resolver la ecuacio´n diferencial y determinar valores para diferentes
instantes de tiempo obtenemos la solucio´n aproximada ver Figura 4.2.
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Figura 4.1: Solucion exacta de la ecuacion KdV
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Figura 4.2: Solucio´n de la Ecuacio´n KdV con N = 8,4t = 0,001, µ = 0,00048
y c = 1
2
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Figura 4.3: Solucio´n de la Ecuacio´n KdV para N = 40, 4t = 0,00001, c = 1
2
Ejemplo 4.3.2. En este ejemplo se soluciona la ecuacio´n KdV usando la
condicio´n inicial,
u2(x, t) =
{
x si − 1 ≤ x < 1
2
1− x si 1
2
≤ x ≤ 1
En este ejemplo n = 10, ε = 2, 4t = 0,001, µ = 0,00048. Nos referimos a las
Figuras 4.4.
Ejemplo 4.3.3. En este tercer ejemplo se soluciona la ecuacio´n KdV para
la condicio´n inicial
u3(x, t) = sin(2pix) +
1
2
sin(4pix)
Para la cual se utilizaron los valores de n = 8, ε = 2,4t = 0,001, µ = 0,00048,
c = 0,5.
Ecuacio´n de Burgers
Aqui se realiza el calculo nume´rico de la ecuacio´n de Burgers
ut + uux + vuxx = 0, con− 1 ≤ x ≤ 1, t ≥ 0
Con condiciones de frontera periodicas,
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Figura 4.4: Solucio´n de la Ecuacio´n KdV en varios instantes de tiempo,
usando como condicio´n inicial el Ejemplo 4.3.2. En este ejemplo N = 10,
4t = 0,001, c = 1
2
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Figura 4.5: Solucio´n de la Ecuacio´n KdV e varios instantes de tiempo. Aqui
N = 8, 4t = 0,00001, c = 1
2
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u(−1, t) = u(1, t) = 0
ux(−1, t) = ux(1, t) = 0
para v > 0 y con condicio´n inicial
u(x, 0) = u0(x), con− 1 ≤ x ≤ 1
Esto se realizo con el proposito de comparar los resultados obtenidos entre
las dos ecuaciones diferenciales (Ecuacio´n KdV y Burgers). En este sentido,
utilizamos las funciones u1(x, 0), u2(x, 0) y u3(x, 0) que se definieron en los
Ejemplos 4.3.3, 4.3.3 y 4.3.3.
Ejemplo 4.3.4. Para este ejemplo se soluciona la ecuacio´n de Burgers,
tomando como concio´n inicial:
u1(x, 0) = 3csech
2(Ax+D), con A =
1
2
√
c
µ
y D = −6
con valores para µ = 0,00048, c = 0,5 y D = −6.
Ejemplo 4.3.5. En este ejemplo se calcula la solucio´n a la ecuacio´n de
Burgers usando la condicio´n inicial
u2(x, t) =
{
x si − 1 ≤ x < 1
2
1− x si 1
2
≤ x ≤ 1
Para este ejemplo empleamos N = 8, v = y 4t = 0,001 en la figura 4.8 y
N = 8, v = y 4t = 0,001 en la figura 4.9
Ejemplo 4.3.6. Para este ultimo ejemplo se calcula la solucio´n a la ecuacio´n
de Burgers usando la condicio´n inicial
u3(x, t) = sin(2pix) +
1
2
sin(4pix)
Aqui empleamos los valores N = 6, v = 1 y 4t = 0,001 en la figura 4.10
y N = 8, v = y 4t = 0,001 en la figura 4.11
A continuacio´n mostramos los errores generados al aplicar nuestro enfoque
para solucionar la ecuacio´n KdV. En el cuadro se mostrara´ los errores para
las funciones u1(x, 0) para los valores de N = 8, 4t = 0,001 y N = 40,
4t = 0,00001 ver Cuadro 4.1 a) y b), la funcion u2(x, 0) para los valores
N = 10, 4t = 0,001 y la funcion u2(x, 0) para los valores N = 8,
4t = 0,00001 ver Cuadro 4.1.
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Figura 4.6: Solicio´n de la ecuacion de Burgers en diferentes instantes de
tiempo para N = 8, v = 1 y 4t = 0,001, mediante u1(x, 0)
t L2
0 1,04E-06
0.5 5,86E-06
1 1,42E-05
1.5 2,46E-05
2 3,67E-05
2.5 5,01E-05
3 6,48E-05
t L2
0 2,55E-14
0.5 5,95E-13
1 1,41E-12
1.5 2,42E-12
2 3,58E-12
2.5 4,87E-12
3 6,29E-12
Cuadro 4.1: Errores de la solucio´n aproximada de la ecuac´ıon KdV para
funcion u1(x, 0) con valores N = 8, 4t = 0,001 y N = 40, 4t = 0,00001,
respectivamente
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Figura 4.7: Solicio´n de la ecuacion de Burgers para N = 40, v = 0,00001 y
4t = 0,001, mediante u1(x, 0)
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Figura 4.8: Solicio´n de la ecuacio´n de Burgers para N = 8, v = 1 y
4t = 0,001, mediante u2(x, 0)
Figura 4.9: Solicio´n de la ecuacio´n de Burgers para N = 16, v = 0,00001 y
4t = 0,001, mediante u2(x, 0)
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Figura 4.10: Solicio´n de la ecuacio´n de Burgers para N = 6, v = 1 y
4t = 0,001, mediante u3(x, 0)
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Figura 4.11: Solicio´n de la ecuacio´n de Burgers para N = 8, v = 0,01 y
4t = 0,001, mediante u2(x, 0)
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t L2
0 0,005246233
0.5 0,007493696
1 0,009292452
1.5 0,010863642
2 0,012296791
2.5 0,013637282
3 0,014911769
t L2
0 0,085492465
0.5 0,121117147
1 0,148597952
1.5 0,171886886
2 0,192511762
2.5 0,211254689
3 0,228579425
Cuadro 4.2: Errores de la solucio´n aproximada de la ecuacio´n KdV para la
funcio´n u2(x, 0) con valores N = 10, 4t = 0,001 y la funcio´n u3(x, 0) con
valores N = 8 y 4t = 0,00001, respectivamente
4.4. Conclusiones y recomendaciones
En este trabajo se presento´ la solucio´n de la ecuacio´n KdV, mediante la
representacio´n de operadores en base wavelet. Los experimentos nume´ricos
que se realizaron permite corroborar la eficacia del me´todo empleado; en estos
ejemplos se plantearon tres condiciones iniciales u1(x, 0) = 3csech
2(Ax+D),
u2(x, 0) =
{
x si − 1 ≤ x < 1
2
1− x si 1
2
≤ x ≤ 1 y u3(x, 0) = sin(2pix) +
1
2
sin(4pix)
las cuales fueron aplicadas tanto a la ecuacio´n KdV como a la ecuacio´n de
Burgers.
De los resultados nu´mericos obtenidos usando tecnicas wavelet, vemos
que los e´stos tienen alta precisio´n y ra´pida convergencia en especial en
problemas donde la ecuacio´n diferencial presenta singularidades.
En la ecuacio´n de Burgers se obtuvo mejores aproximaciones para
valores de v pequen˜os, ya que al asignarle valores mayores que 1,
esta´ presentaba oscilaciones en el progreso del tiempo.
Si se eligen valores de 4t pequen˜os, menores a 0, 001, las soluciones
aproximadas mejoran, si se aumenta el nu´mero de elementos N
considerados, se observa en los resultados que el error disminuye.
La representacion de operadores en base wavelet permite aproximar
soluciones de la ecuacio´n KdV manteniendo errores muy pequen˜os.
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Recomendaciones
Con base a la experiencia adquirida se sugiere para futuros trabajos las
siguientes consideraciones:
Extender los resultados a condiciones de fronteras no homoge´neas y no
perio´dicas.
Extender estos me´todos a problemas de dimensio´n superior a dos.
Hacer un estudio profundo sobre la aplicacio´n de esta metodolog´ıa a la
ecuacio´n de Navier-Stokes.
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