A recently developed approach to evolutionary computation, called Learnable Evolution Model or LEM, employs machine learning to guide processes of generating new populations. The central new idea of LEM is that it generates new individuals not by mutation and/or recombination, but by processes of hypothesis generation and instantiation. The hypotheses are generated by a machine leaming system from examples of high and low performance individuals. When applied to problems of function optimization and parameter estimation for nonlinear filters, LEM significantly outperformed the standard evolutionary computation algorithms used in experiments, sometimes achieving two or more orders of magnitude of evolutionary speed-up (in terms of the number of births). An application of LEM to the problem of optimizing heat exchangers has produced designs equal to or exceeding the best human designs. Further research needs to explore trade-offs and determine best areas for LEM application.
Introduction
Current methods evolutionary computation employs various forms of mutation and/or recombination operators to generate new individuals. Because these operators are semi-random, such methods may suffer from low efficiency (e.g., Holland, 1975; Goldberg, 1989; Michalewicz, 1996; Mitchell, 1996; Baeck, Fogel and Michalewicz, 1997) .
A new approach, called the Learnable Evolution Model (LEM), introduced by Michalski (1998 , speeds up evolutionary computation by introducing a population leaming process to evolution. Specifically, at selected steps of evolution, LEM seeks hypotheses differentiating between groups of high and low fitness individuals selected from the current and possibly past populations. New individuals are then generated by instantionation of the hypotheses in different ways.
To the authors' knowledge, LEM is an original and novel idea. There have been, however, other efforts in aiding evolution through some form of leaming. The closest to LEM seem to be cultural evolution algorithms, as they utilize top performing individuals (e.g., Reynolds, 1994) , but they differ from LEM in major ways. Unlike LEM, the cultural evolution is a process of dual inheritance consisting of a "micro-evolutionary level," which involves individuals discribed by traits and modified by conventional evolutionary operators, and a "macro-evolutionary" level, in which individuals generate "mappa" representing generalized beliefs that can serve to modify the performance of individuals in the population. LEM differes from cultural evolution in both, the way leaming process is implemented and in the way its results are used in the process of evolution.
Other related work was done by Sebag and Schoenauer (1994) in which machine leaming was used to adaptively control the crossover operation in genetic algorithms. Sebag, Schoneauer and Ravise (1997) used inductive leaming for determining mutation step-size in evolutionary parameter optimization. Ravise and Sabag (1996) described a method for using rules to prevent new generations from repeating past errors.
In LEMl and LEM2, the first systems implementing the methodology (Michalski and Zhang 1999; Cervone 1999) , hypotheses are generated by AQ-type leaming systems (AQ15 and AQ18, respectively). The AQ-type leaming has proven to be highly suitable for LEM.
The following sections briefly describe the LEM methodology, and present selected results from its testing on problems of function optimization and heat exchanger design.
A Brief Overview of the LEM methodology
The Leamable Evolution Model or LEM is fundamentally different from the Darwinian-type model that underlies most of the current methods of evolutionary computation. The central engine of evolution in LEM is the Machine Learning mode, which creates new individuals by processes of generalization and instantiation rather than mutation and/or recombination, as in the Darwinian-type evolutionary computation methods.
Machine Leaming mode consists of two processes: hypothesis generation, which determines a hypothesis characterizing differences between high-fitness and lowfitness individuals in one or more past populations, and hypothesis instantiation, which generates new individuals by instantiating the hypothesis in various ways. Machine Leaming mode thus produces new individuals not through semi-random Darwinian-type operations, but rather through a deliberate reasoning process involving generation and instantiation of high-level hypotheses about populations of individuals. Thus, in LEM, new individuals are genetically engineered, in the sense that they are determined according to descriptions leamed from the analysis of the current and possibly past generations.
LEM differs not only from the Darwinian-type evolution but also from the Lamarckian-type evolution, because in generating new individuals it takes into consideration not only the experience of single individuals, but the experience of one or more populations of individuals.
An evolutionary process in LEM starts with an initial population, which is generated randomly or according to some rules. In analogy to nature, this population may represent "phenotypes," or "genotypes" that are used to produce "phenotypes." Below is a simplified form of LEM (for a full version see (Michalski 2000a 4. Go to step 2, and then continue altemating between steps 2 and 3 until the LEM termination condition is met. The best individual existing when the LEM termination condition is met is the output result of the evolution.
The Machine Learning mode termination condition is met when a plateau of the fitness function is reached, while the LEM termination condition is not yet satisfied. In this case, LEM may execute the start-over operation [step 2d (11) ] or switch to Darwinian Evolution mode. If at this point LEM always chooses the start-over operation, the evolution process is based solely on a repeted application of the Machine Leaming mode. This version of LEM is called uniLEM. For the purpose of distinction, LEM's version that works in both modes is called duoLEM.
The main parameters of LEM are those that control the way the H-group and the L-group are selected and the number of new individuals that ought to be instantiated from each rule found. Other parameters control the persistence of executing each mode, the start-over operation, and termination conditions (Cervone 1999; .
Selecting H-and L-groups can be done according to a fitness-based method, a population-based method, or a combination of the two. The jitness-based method partitions the population using two fitness thresholds, HFT ("High Fitness Threshold") and LFT ("Low Fitness Threshold"), which specify portions of the total fitness value range in the population that are used to determine the H-and L-groups.
The population-based method partitions the population using parameters HPT (the "high population threshold") and LPT (the "low population threshold") that specify the portions of the population to be used as H-group and Lgroup, respectively. Figure 1 illustrates the latter method using a fitness profile function that maps individuals ordered by their fitness into the fitness value.
The H-group and L-group are then passed as positive and negative training examples to AQ-18, a symbolic leaming program that employs attributional calculus, a powerful representation language (Michalski, 2000b) . AQ was selected because it has many features particularly useful for LEM, such as intemal disjunction and conjunction in the representation language and the ability to generate rules at different levels of generalization (Michalski, 1998 .
AQ determines rulesets that differentiate between the H-group and L-group. As illustrated in Figure 1 , these rulesets describe a subspace of the search space that is hypothesized to contain the global optimum (or optima). New individuals are selected from this subspace by an operation of ruleset instantiation. This operation creates The number of new individuals generated through instantiation is determined by the rule fitness [called in (Cervone, 1999) , the weighted t-weight of the rule]. The rule fitness is the sum of the fitnesses of individuals covered by the rule. When calculating it, the fitnesses of the individuals were mapped into discrete units 1 to 5, using the x2 method (Cervone, 1999 ).
An H-group description represents a hypothesis that the area in the landscape identified by it contains individuals with a higher fitness than that of the individuals outside of that area. Such a description can thus be interpreted as a qualitative differential that approximates the direction of change of the fitness landscape. Selecting individuals from the area indicated by this description corresponds to climbing up an extrapolated fitness landscape.
This qualitative differential achieves a qualitative zero at the extreme points of the fitness landscape, or in the areas where it is unchanging. Thus, the qualitative zero is indicated by a flat fitness profile function and the consequent impossibility of dividing a population into distinct H-and L-groups.
The power of LEM seems to stem from computing such qualitative differentials and using them to guide the evolution process. Since qualitative differentials can be repeatedly computed in parallel, i.e., determined simultaneously in many places of the fitness landscape, LEM has better chances to efficiently find the global optimum than methods that rely only on mutation or crossover. Moreover, if the fitness landscape has several global optima, LEM may be able to find all or a subset of them simultaneously. To do so, the machine leaming method used in Machine Leaming mode must be able to construct disjunctive descriptions of H-groups. If the Hgroup description correctly hypothesizes the direction of the landscape change, the evolution process will proceed rapidly. This is demonstrated by quantum leaps or "insight jumps" of the fitness function.
The process of computing qualitative differentials can be executed in such a way that in each iteration the generated descriptions describe a subset of the previously described region of the search space.
If the generated hypotheses accurately predict the region with the global optimum, such iterative partitioning of the search space leads to a rapid progress of the evolution.
LEM1, LEM2 and ISHEDl
LEM 1 was the first preliminary LEM implementation described in (Michalski and Zhang 1999) and it was developed combining the AQ 1% machine leaming program with GA1 and GA2, two simple evolutionary algorithms. GA 1 and GA2 implement deterministic selection mechanism and use a real-value representation of the variables. The main differences between the two are that GA1 generates new individuals only through a uniform gaussian mutation operator, while GA2 implements in addition a uniform crossover.
The first application of LEMl was to optimize a set of well-known functions, and analyze how the machine leaming program improves the efficiency of the algorithm. The second application was to design a linear digital filter. (Coletti et al. 1999) .
LEM2 is the newest implementation of the Leamable Evolution Model and it was programmed using EC++, a generic Evolutionary Computation Library (Cervone and Coletti, 2000) , and the AQ18 machine leaming program (Kaufman and Michalski, 2000a) . LEM2 introduced several improvements, and fixed some of the problems that were encountered in the early implementation. The main improvements are:
A. Employment of a new method for discretizing continuous variables, called Adaptive Anchoring Discretization, briefly, ANCHOR . This method allows a gradual increase in the resolution for the representation of continuous variables, and it lead to drastic improvements in several problems.
B. Creation of new individuals by instantiating
multiple rules rather than only the strongest rule in a ruleset generated by AQ18. This feature allows the system to explore in parallel several subareas of the search space, which it is important in the case of multi-modal landscapes.
C. The rule instantiation takes into consideration the rule fitness, defined as the sum of fitnesses of the examples covered by a rule. This allows estimating the average fitness of the individuals covered by a rule, and determining dynamically the number of individuals to be instantiated from each rule.
D. Dynamic adjustment of the cost of variables in the learning process. Each time a variable is included in a ruleset generated by the learning program, its cost is increased. This way, the system will give preference to other variables when learning a ruleset in the next generation. This feature has proven to be useful for optimizing functions with large numbers of variables.
E. Implementation of a simple version of the Startover operator. Specifically, when the fitness profile function is flat for a certain number of generations, new individuals are created randomly and inserted inside the population.
F. The introduction of the uniLEM mode, in which the evolution process executes only Machine Laming mode, that is, is guided solely by machine learning process, and Darwinian-type operators of mutation and crossover are not applied.
LEM2 was applied to a wide range of optimization problems, and its performance was compared to that of standard Darwinian type Evolutionary Algorithms (Cervone, 1999) .
ISHED1 is an implementation of the LEM methodology tailored toward a specific application domain, namely, to the design of heat exchanger systems. ISHED1 conducts an evolutionary optimization process to determine the best arrangement of the evaporator tubes in the heat exchanger of an air conditioning system under given technical and environmental constraints (see Section 4.3). ISHED1 is a duoLEM approach, and it combines the machine learning mode, with a traditional Darwinian algorithm.
Experiments
This section presents selected results from various experiments testing the LEM methodology.
Optimization Problems
This section presents a small selection of results from the application of LEM2 to some function optimization problems
The following results concern the application of LEM to the problem of minimizing the Rosenbrock (Rosenbrock, 1960) function, in which the number of arguments, n, was set to 100:
The Rosenbrock function is one of many problems that are widely used to test the performance of evolutionary algorithms.
This function is a rather complex optimization problem because it has a very narrow and sharp ridge and runs around a parabola. In addition, the variables are interrelated. Algorithms that are not able to discover good directions to direct the evolution usually do not perform well in this problem.
For comparison, a Darwinian evolutionary method, called ES, was also applied to the same problem. ES employs real value representation of the variables, and deterministic selection, meaning that each parent is selected and then mutated a fixed number of times, as specified in the brood parameter.
New individuals are created using a gaussian mutation operator, in which the mean is the value being mutated, and the standard deviation is one of the parameter of the algorithm. Each variable has 1/L probability of being mutated, where L is the total number of variables in the example (length of the genome). The newly generated individuals and the parents are sorted according to their fitness, and those with a higher fitness live in the next generation.
The results of this experiment are graphically presented in Figure 2 . Two different population sizes were used, 100 and 150, for both LEM2 and ES.
In Figure 2 , LEM a,b,c means that the method was LEM, the population size was a , and the High and Low population thresholds (for class assignment) were b and c, respectively. ES a,b means that the method was ES with population size a and mutation rate b.
As shown in Figure 2 , LEM2 was significantly less dependent on its control parameters (HPT and LPT), and converged to the function minimum much faster than ES. LEM2's results were also compared with the best available results previously published for this function. These results concem the minimizataion of the Rosenbrock function with a much smaller number of variables (only 2 and 4). The results are summarized in Table 1 and Table 2 , which show the number of evaluations needed to come 6-close to the global optimum, and the relative speedups.
To compare the relative performance of the algorithms in another way, we use the &close number, that is, the number of generations in the evolution process after which the relative distance to target of the solution produced by an algorithm reaches a given value 6 (Michalski and Zhang, 1999) .
Using 6, we define the evolutionary speedup of algorithm A over B, as the ratio of the number of births required by B to the number of births required by A to achieve a given &close result. The evolutionary speedup (here called, for short, speedup) differs from a computational speedup, measured in terms of computer time. The computational speedup depends on the ratio of the time of performing "LEM births" (operations of hypothesis formation and instantiation) and the time of performing "Darwinian births" (through mutation and/or recombination) and on the evaluation time of individuals (which depends on the problem domain).
In the case of two variables, the best result was achieved using the CHC+BLX algorithm, which required 4893 evaluations (Back, Hoffmeister and Schwefel 199 1) . In contrast, LEM2 found the global minimum using only 101 births, that is, about fifty times fewer evaluations (a speedup of nearly 5000%). Table 1 summarizes the results of this experiment in terms of number of evaluations required, and relative speedup. With four variables, the best-published result was achieved by a breeder GA, that required about 250,000 evaluations to achieve a result with 6=0.1 (SchlierkampVoosen and Muhlenbein 1994). LEM2 found a solution for 6=0 (global minimum) with only 281 births (evaluations), that is, required about 750 times fewer births than GA for kO.1 (i.e., a speedup of at least of 750). Table 2 summarizes the results of this experiment in terms of number of evaluations required, and relative speedup.
Minimization of the Rosenbrock function
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I GA I 6=0.1: 7,000 These strong results indicate that LEM2 was able to quickly locate the area of the landscape with the global optimum.
As shown in Figures 2 and 3 , and Tables 1 and 2 , LEM2 achieved a significant speedup over the conventional evolutionary algorithms tested in those experiments. Since "LEM births" are computationally much more complex than "Darwinian births," the longer is the evaluation of individuals, the higher may be the benefit from using LEM. In this research we did not investigate the computational speedup, as this topic requires a separate study.
The next results concem the application of LEM to the problem of minimizing the Step function, in which the number of arguments, n, was set to 100:
Step function represents a difficult optimization problem because it contains flat surfaces over which the fitness function has a constant value. When an evolutionary algorithm reaches such a flat surface, it can easily get stuck at such local minima, and not be able to climb to the next step. 
LEM2
Same as for with the Rosenbrock funciton, LEM2 was compared with ES, and the results are reported in Figure  3 . LEM2 performed significantly better than ES, and unlike ES, was relatively insensitive to the control parameters (the size population, and the mutation rate in ES and HF' T and LPT in LEM2).
These strong results can be attributed to the fact that LEM2 learns general rules that ,can cross boundaries between individual discrete steps. This way it can determine the correct direction of evolution despite flat subareas in the landscape.
The next experiment concerned the minimization of the step function with five variables. The best result was achieved using a CHC + HUX algorithm with 1169 evaluations (Eschelman and Shaffer, 1993) . LEM2 needed only 383 births, that is, about 3 times fewer. The results for this experiment are shown in Table 3 .
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Speedup LEM/CHC The following experiment, shown in Table 5 , concerned the Swekel-Foxall problem. This function has 25 peaks and evolutionary algorithms often get stuck in the first peak they find. The best result was achieved using a Parallel GA, with 4 subpopulations of 20 individuals using 1256 evaluations (Muhlenbein, Schomisch and Born, 1991) . LEM2 optimized this function in 212 evaluations, which is about six times fewer. This is an interesting result because it shows the LEM2's capability to work in multi-modal functions. In this case, it LEM2 climbed quickly towards the highest peak, and avoided getting stuck at any of the lower peaks. 
Design of Heat Exchangers
To test LEM on a complex real-world problem, we conducted experiments with ISHEDl on designing optimal heat exchangers under varied technical and environmental constraints. To understand this application, let us briefly describe the problem. In an air conditioning unit, the refrigerant flows through a loop. It is superheated and placed in contact with cooler outside air in the condenser unit, where it transfers heat out and liquifies. Coming back to the evaporator, it comes into contact with the warmer interior air that is being pushed through the heat exchanger, as a result cooling the air while heating and evaporating the refrigerant. The heat exchanger consists of an array of parallel tubes through which the refrigerant flows back and forth.
The implemented system ISHED1 is able to apply background knowledge based on the nature of the problem in order to constrain its search for the best ordering of the tubes search to plausible architectures. A user-defined parameter imposes limitations on the lengths of the tubes.
An ISHED1 run proceeds as follows: Given instructions characterizing the environment for the sought heat exchanger design, an initial population of designs (either specified by the user, randomly generated, or a combination of the two), and parameters for the evolutionary process, it evolves populations of designs using a synthesis of specially designed Darwinian and symbolic evolution operators for a specified number of generations, and returns a report that includes the best designs found and their estimated capacity. A heat exchanger simulator evaluates the individuals. (Domanski 1989) .
Many experiments with the system have been conducted.
The best ISHED-produced architectures conformed intuitively to expectations of the general form of a successful architecture in the given aifflow environment. In situations of non-uniform airflow, ISHED 1 -designed heat exchanger structures appeared supperior to currently-used expert-designed structures (a personal communication of P. Domanski from NIST). Because of the space limitation, we cannot describe these experiments in detail, but they are available in (Kaufman and Michalski, 2000b) .
Conclusion
This paper presented a selection of results from experiments aimed at validating the Leamable Evolution Model over selected optimization functions, and in the design of heat exchangers.
In all experiments regarding the optimization of functions, LEM has significantly outperformed the evolutionary computation algorithms used for testing in terms of the evolutionary speedup. In the design of heat exchangers, LEM found results comparable or better of currently-used expert-designed structures (Kaufman and Michalski, 2000b) .
To independently test LEM2, an interested reader may obtain it from the web, under the URL: www.mli.gmu.edu/lem.
Although the obtained results are highly encouraging, they raise many new research questions. First of all, there is a need for testing the methodology on other more complex problems and compare it with other Darwinian type evolutionary algorithms.
The results were obtained using the uniLEM version of LEM2. It would be interesting to run also the duoLEM version on these problems in order to better understand the relative merits of both versions.
Another research problem is how to balance and when to terminate the execution of machine learning mode and Darwinian evolution mode in the duoLEM version.
There is also a need to determine the best application domain for LEM, and the most appropriate methods for machine learning and Darwinian evolution modes.
As mentioned earlier, LEM typically requires a much fewer number of births to reach the solution, but the generation of individuals is more complex and more time consuming. This is an important trade-off that needs to be investigated further.
Based on the current understanding, the best areas of application for LEM are those in which the evaluation of individuals is costly and time consuming, such as design problems.
Our current research is exploring new ideas for improving the implementation of the LEM methodology, and new application domain, such as finding the most stable structure for clusters of atoms.
