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Parte I 
 
Introducción, conceptos, desarrollo de la idea y 
estudio en la CAVE 
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 Capítulo 1 
Introducción 
Este proyecto está dedicado a mostrar los pasos realizados para llegar a desarrollar una                           
aplicación de demostración para un sistema de realidad virtual inmersivo tipo CAVE, a partir de                             
la tecnología que podemos utilizar en la actualidad. Siguiendo esta memoria como ejemplo será                           
posible saber qué debe tenerse en cuenta y cómo desarrollar la aplicación a partir de ésta. 
 
Desde hace ya bastantes años la tecnología informática ha estado intentando proporcionar al                         
mundo un sistema de realidad virtual inmersivo cómodo. Pero no ha sido hasta ahora que                             
podemos empezar a ver bastantes sistemas de realidad virtual de este tipo cada vez más                             
cercanos a la realidad y menos aparatosos. 
 
Nos encontramos en un momento en el que dentro de muy poco la realidad virtual inmersiva                               
llegará a todo el mundo y podrá desarrollarse fácilmente gracias a las nuevas tecnologías que                             
están apareciendo. 
 
Este capítulo explica el objetivo de este proyecto junto con una guía de cómo estan repartidas                               
las partes de la memoria junto con todos sus capítulos. 
1.1 Objetivos del proyecto 
El objetivo de este proyecto es el estudio, diseño, implementación y evaluación de una                           
aplicación de demostración para sistemas de realidad virtual tipo CAVE. 
 
Se implementará una aplicación de demostración para sistemas de realidad virtual tipo CAVE                         
desarrollado sobre Unity3D y utilizando datos proporcionados por sensores Kinect para la                       
interacción con el mundo virtual. Se utilizará como escenario un modelo de Barcelona de                           
Teleatlas. 
1.2 Organización de la memoria 
Debido a la naturaleza experimental de la aplicación a desarrollar, la especificación de la                           
aplicación fue el resultado de un proceso más extenso de lo habitual, en el cual se realizaron y                                   
evaluaron diferentes prototipos de juegos para analizar la viabilidad de su uso en la CAVE. 
 
La memoria está dividida en dos partes: 
 
La primera parte comienza con la introducción, apartado en el que nos encontramos, y el                             
capítulo 2 nos explica los conceptos básicos que necesitamos para seguir este proyecto. El                           
tercer capítulo se centra en la selección de tecnologías y un estudio de las herramientas que                               
necesitamos. 
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Acto seguido se procede a un pequeño estudio inicial de la idea del proyecto. Se procederá a                                 
explicar el desarrollo de distintas aplicaciones realizadas para hacer pruebas en la CAVE y se                             
terminará con el desarrollo final de la idea de la aplicación de demostración. Se desarrollaron                             
un total de tres aplicaciones previas a la aplicación de demostración final por lo que cada                               
aplicación estará empaquetada en un capítulo distinto. 
 
La segunda parte habla sobre el desarrollo completo de la aplicación de demostración.                         
Comenzaremos hablando sobre la forma en la que sincronizaremos la aplicación para su                         
correcto funcionamiento en la CAVE y terminando por la adición del dispositivo Kinect como                           
control. 
 
Para terminar se hablará del análisis y diseño del proyecto, junto a los resultados y                             
conclusiones y una pequeña planificación de futuro. 
 
Finalmente, en los anexos encontraremos una breve descripción de las clases de Unity                         
utilizadas e información del paquete de configuración de la CAVE con Unity junto con un                             
manual de usuario. También se incluye un glosario que recoge diferentes definiciones a lo                           
largo de la memoria. 
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Capítulo 2 
Realidad Virtual Inmersiva 
Cuando era muy pequeño recuerdo que en casa teníamos unas gafas que las llamábamos                           
“gafas de realidad virtual”. Podía conectarlas al televisor y ver con ellas lo que ofrecían los                               
canales. Me daba la sensación de que me encontraba en el lugar que estaba viendo. Desde                               
entonces siempre he soñado que en el futuro veríamos cosas sorprendentes con esa ​realidad                           
virtual. ​Posteriormente descubriría que este tipo de dispositivos forman parte de la realidad                         
virtual inmersiva. 
 
La realidad virtual replica un entorno que simula la presencia física en lugares del mundo real o                                 
fantásticos. Ésta puede recrear experiencias en las que se incluyen los cinco sentidos. 
 
En la actualidad, la gran mayoría de entornos de realidad virtual se muestran, o en una pantalla                                 
de ordenador o con sistemas de visualización ​estereoscópica​, y suelen añadirse altavoces o                         
auriculares para añadir aún más información sensorial. Los sistemas más avanzados incluso                       
añaden información táctil. 
2.1 Usos de la realidad virtual 
El género más conocido en el que se aplica habitualmente la realidad virtual es en el de                                 
videojuegos, no obstante, a medida que la tecnología de la realidad virtual evoluciona, se está                             
aplicando en muchos otros campos.  
 
Uno de los más importantes, a mi parecer, es el de la terapia [1] de trastornos psíquicos. El                                   
tratamiento de fobias con este tipo de sistemas aumenta la confianza y seguridad del sujeto,                             
puesto que mientras use este tipo de dispositivos nunca se encontrará realmente en peligro. 
Es muy probable que dentro de pocos años se utilice la realidad virtual inmersiva para hacer                               
que una persona se encuentre en la piel de otra. Poder utilizar la realidad virtual para este tipo                                   
de terapias abre unas expectativas terapéuticas apasionantes. 
 
Otro campo en el que también es muy útil es en el entrenamiento [2]. Ya se ha aplicado por                                     
ejemplo para entrenamiento militar o se han creado simuladores de vuelo. La realidad virtual                           
permite generar un escenario en el que los usuarios practiquen y mejoren sin riesgo. 
 
La medicina tampoco se queda atrás. Es uno de los campos más importantes que hacen uso                               
cotidiano de aplicaciones de realidad virtual. De la misma forma que la medicina está muy                             
diversificada, la realidad virtual se aplica para gran cantidad de disciplinas. Este campo además                           
es de los que más explota la realidad virtual inmersiva (véase Figura 3.1b). 
 
De la misma forma se empieza a aplicar en la educación y en distintos campos del arte. 
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2.2 Diferencias con la realidad virtual no inmersiva 
Aunque este concepto parece que engloba una gran cantidad de dispositivos, podemos dividir                         
la realidad virtual en dos categorías. 
2.2.1 Realidad virtual no inmersiva 
La realidad virtual no inmersiva utiliza elementos que actualmente los encontramos en nuestro                         
día a día como son monitor, teclado y otros tipos de controladores que ya conocemos. Por                               
ejemplo, gracias al medio de Internet podemos interactuar en tiempo real con personas en                           
espacios y ambientes que no forman parte del mundo real. 
2.2.2 Realidad virtual inmersiva 
Para disfrutar de la realidad virtual inmersiva es preciso disponer de una serie de dispositivos                             
de más alta tecnología como guantes, cascos o incluso a habitaciones diseñadas para ello                           
como por ejemplo una CAVE. El objetivo de este tipo de dispositivos es introducirse por                             
completo en un mundo virtual. Se intenta generar sensaciones muy cercanas a la realidad. 
 
 
(a)    (b) 
Figura 2.1: (a) Sistema de realidad virtual inmersiva tipo CAVE. Formada por paredes y suelos en los que                                   
se proyectan las imágenes. (b) Casco de realidad virtual conocido como Oculus Rift [3], permite observar la                                 
escena como si el usuario se encontrase en ella. 
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Capítulo 3 
Tecnologías que utilizaremos 
3.1 Sistema CAVE 
La tecnología CAVE, conocida como ​Cave Automatic Virtual Enviroment [4,5,6] es un                       
entorno de realidad virtual inmersiva. Consiste en una sala cúbica que consta de varios                           
proyectores apuntando a cada una de sus paredes e incluso al suelo. 
 
Las paredes y el suelo suelen estar fabricados de forma que actúan como pantallas de                             
proyector. Los proyectores que se utilizan para este tipo de sistemas suelen estar diseñados                           
para poder proyectar imágenes ​estereoscópicas ​aunque es posible utilizar proyectores                   
convencionales. La gran mayoría de sistemas tipo CAVE disponen de otros dispositivos                       
adicionales para mejorar la experiencia virtual. 
 
El usuario debe llevar gafas 3D dentro de la CAVE para poder ver los gráficos 3D generados                                 
por ésta. 
3.1.1 Nuestro sistema 
La sistema en el que trabajaremos se trata de la CAVE del Centro de Realidad Virtual de la                                   
UPC. Está formada por 4 pantallas: una frontal, dos laterales y otra inferior. 
 
La sala dispone de proyectores convencionales por lo que el montaje es ligeramente distinto. A                             
excepción de la pantalla inferior, en cada pantalla proyectan 6 proyectores: 2 en la parte                             
superior de la pantalla, 2 en la central y 2 en la inferior. La pantalla del suelo consta de 4                                       
proyectores. 
 
La sala está además equipada de altavoces que permite escuchar el sonido del entorno. Por                             
último dispone de un sistema de seguimiento de las articulaciones del cuerpo humano basado                           
en dos Kinect. 
 
El desarrollo de Software para este tipo de sistemas acarrea bastante complicaciones. El                         
sistema dispone de múltiples ordenadores y cada uno de ellos se encarga de generar las                             
imágenes para cuatro proyectores del sistema. Cada ordenador tiene una instancia de la                         
aplicación ejecutándose simultáneamente con las otras y estas instancias deben funcionar de                       
manera sincronizada. 
 
Además se aplicará el uso de dispositivos de entrada y salida poco convencionales. En nuestro                             
caso trabajaremos con el dispositivo Kinect. 
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   (a)        (b) 
Figura 3.1: (a) Sistema CAVE del Centro de Realidad Virtual de la UPC. (b) El mismo sistema CAVE en                                     
uso. El usuario controla el modelo 3D mediante el dispositivo Kinect. 
3.1.2 Material aportado al proyecto 
Durante el desarrollo del proyecto, Genís Solé me ha proporcionado un paquete de                         
configuración del sistema CAVE para la plataforma Unity3D. Con él se facilitará la                         
comunicación entre la aplicación y la CAVE. Genís trabajará en la mejora del paquete a la vez                                 
que yo voy desarrollando con su sistema y probándolo. 
3.2 Dispositivos Kinect 
Es un dispositivo desarrollado por Microsoft [7] para la videoconsola Xbox 360. El sistema de                             
Kinect permite interpretar gestos específicos, por lo que el usuario es capaz de jugar con las                               
manos libres de dispositivos de control. 
3.2.1 Características y funcionamiento 
El dispositivo [8] cuenta con una cámara ​RGB​, un sensor de profundidad, un micrófono y un                               
procesador que nos proporciona una captura de movimiento de todo el cuerpo en 3D. 
El sensor de profundidad es un proyector de infrarrojos combinado con un sensor monocromo                           
que permite a Kinect ver la habitación en 3D en cualquier condición de luz ambiental. Kinect                               
nos proporciona la posición y rotación de las articulaciones del cuerpo del usuario en 3D [9]. 
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Figura 3.2: Dispositivo Kinect de Microsoft. 
 
3.3 Modelo de Barcelona de Teleatlas 
Se me proporcionará para el desarrollo de la aplicación de demostración un modelo en 3D con                               
texturas de Barcelona. Puesto que el formato del modelo es propio tendremos que convertirlo a                             
uno que nuestra aplicación pueda utilizar. Durante la segunda parte de la memoria                         
profundizaremos bastante más en el modelo. 
3.4 Unity3D 
Llevo ya bastante tiempo trabajando con la plataforma de Unity3D y algo que he aprendido es                               
que este ​motor ​es perfecto para desarrollar aplicaciones de demostración de forma fácil. 
3.4.1 Introducción a Unity3D 
Unity [10] es un motor gráfico 2D y 3D para PC y Mac que viene empaquetado como una                                   
herramienta para crear videojuegos, aplicaciones interactivas, visualizaciones y animaciones en                   
3D y tiempo real. Unity puede publicar contenido para plataformas múltiples como PC, Mac,                           
Linux, dispositivos con iOS y dispositivos con Android y muchas más. También existe la                           
posibilidad de publicar juegos para ser subidos directamente a una web empleando el plugin de                             
Unity para ejecutarlos. 
 
El editor de Unity es el centro de la línea de la producción, ofreciendo un completo editor visual                                   
para crear juegos. El contenido es construido desde del editor y el gameplay se programa                             
utilizando un lenguaje de scripting. 
 
Los juegos creados con Unity están estructurados en escenas. En Unity una escena puede ser                             
cualquier parte de un juego, desde el menú de inicio como un nivel; la elección es nuestra ya                                   
que la escena es un lienzo en blanco sobre lo que crear cada parte del juego empleando las                                   
herramientas de Unity. 
 
El ​motor ​también incluye herramientas como un editor de terrenos, a partir del cual podremos                             
esculpir la geometría de éste empleando herramientas visuales para pintar y texturizar. Unity no                           
dispone de otras herramientas de modelado 3D así que será necesario importar nuestros                         
modelos hechos con otros programas o generarlos mediante código. 
 
En la Figura 3.3 podemos ver el editor de Unity. La ventana superior izquierda es la ventana de                                   
la escena, donde colocaremos cada objeto que necesitemos. A su lado se encuentra la ventana                             
de la vista del juego, donde se muestra lo que está viendo la cámara. Las ventanas inferiores                                 
son la “Hierarchy”, que contiene todos los objetos de la escena, la carpeta de proyecto, donde                               
están guardados todos los ficheros, y la consola. La ventana de la derecha es el inspector, que                                 
nos lista toda la información del objeto que tenemos seleccionado. 
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Figura 3.3: Captura del editor de Unity3D.  
 
3.4.2 Características de Unity 
El ​motor ​de Unity nos proporciona un sinfín de herramientas que utilizar en nuestros proyectos.                             
Listaré las que serán utilizadas en gran parte del proyecto. 
 
3.4.2.1 Animaciones 
Unity permite reutilizar animaciones en diferentes objetos mientras éstos tengan la misma                       
ramificación. También tiene un sencillo sistema de Inverse Kinematics para manos, pies y                         
cabeza que facilita la generación de animaciones procedurales. Además, con animaciones para                       
humanoides​, Unity permite la generación de máscaras para solo reproducir parte de la                         
animación o incluso añadir parte de una animación a otra. 
  
Con Unity 4.0 se introdujo el sistema ​Mechanim​, que proporcionó la posibilidad de generar                           
máquinas de estado y transiciones para nuestras animaciones. Con ello se ha facilitado                         
mucho el control de qué animaciones usar en cada momento. Unity 5.0 Añadió además                           
llamadas a eventos desde cada animación en cualquier momento de ésta. 
3.4.2.2 Gráficos 
Unity nos ofrece una multitud de funcionalidades para los gráficos de nuestros proyectos.                         
Listaremos aquí las más características del motor.  
3.4.2.2.1 Lighting 
Las luces son una parte esencial de cada escena. Mientras las mallas y texturas definen la                               
forma y la apariencia de una escena, las luces(lights) definen el color y el ambiente de su                                 
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entorno en 3D. Podremos acceder al ​Light Component que Unity nos proporciona para generar                           
nuestras luces para el proyecto. 
3.4.2.2.2 Cámaras 
Así como las cámaras son usadas en películas para mostrar la historia a la audiencia, las                               
cámaras en Unity son utilizadas para mostrar el mundo del juego al jugador. Se pueden animar                               
las cámaras, o controlarlas con las propiedades de la simulación de físicas. Prácticamente                         
cualquier cosa que podemos imaginar es posible con las cámaras de Unity, e incluso podemos                             
utilizar cámaras típicas o únicas que se ajusten al estilo de nuestro proyecto. 
3.4.2.2.3 Shaders 
Todo lo ​renderizado ​en Unity está hecho con Shaders ­ pequeños scripts que le permiten                             
configurar cómo ajustamos los gráficos para la ​renderización​. 
3.4.2.2.4 UI 
Unity permite desde código crear interfaces de usuario propias. No obstante no es un sistema                             
extremadamente cómodo, a su vez tampoco era posible hacer cualquier cosa por lo que los                             
usuarios solían crearse sus propias interfaces de usuario. 
 
No es hasta la salida de Unity 4.5 cuando introdujeron las nuevas interfaces de usuario que                               
pudimos ver el nuevo sistema de ​UI ​de Unity que permite crear Interfaces de usuario (​UIs​)                               
rápida e intuitivamente. 
3.4.2.3 Simulación física 2D y 3D 
Actualmente hay dos motores de simulación de físicas en Unity por separado, uno para 3D y                               
otro para 2D. Los conceptos principales son idénticos entre estos dos motores (exceptuando la                           
tercera dimensión en 3D) pero están implementados con componentes diferentes. El motor de                         
físicas 3D es NVIDIA® PhysX® 3.3. Por otro lado, el motor de físicas 2D es Box2D con                                 
añadidos de joints, collider y diferentes funcionalidades. 
3.4.2.4 Scripting 
Actualmente, Unity acepta tres lenguajes de programación: C#, JavaScript y Boo. Posiblemente                       
en el futuro sea añadido C++. 
3.4.3 Servicios de Unity 
Además de todo lo que nos ofrece el editor de Unity, podemos acceder a otros servicios                               
externos. 
3.4.3.1 Asset Store 
Gracias a la gran cantidad de usuarios que utilizan Unity, se ha creado mucha oferta de                               
herramientas, algoritmos, modelos, animaciones y muchos elementos ya preparados para ser                     
utilizados directamente en Unity.  
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El servicio de la Asset Store de Unity permite navegar por todos estos elementos y poder                               
comprar o incluso usar algunos de forma gratuita para nuestros proyectos. Podemos encontrar                         
desde herramientas de generación de shaders hasta juegos enteros con sus propios tutoriales. 
3.4.3.2 Otros 
Unity provee un gran rango en crecimiento de servicios complementarios para ayudar a los                           
desarrolladores con sus proyectos. Análisis de datos de usuarios, repeticiones, creación y                       
compartición de ejecutables automática, etcétera. 
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Capítulo 4 
Desarrollo inicial de la idea 
Una vez explicada la realidad virtual y hablado sobre las distintas herramientas que vamos a                             
utilizar, es el momento de hacer un estudio exhaustivo sobre la idea de la aplicación. Cabe                               
destacar que el desarrollo de la idea fue evolucionando a medida que se accedía al sistema                               
tipo CAVE para hacer distintas pruebas. 
4.1 Herramientas de trabajo 
Tenemos el modelo de Barcelona como base para empezar a desarrollar nuestra idea. Hay que                             
añadir que debe desarrollarse en un sistema tipo CAVE, y que tiene un sistema de Kinect que                                 
podemos utilizar.  
4.1.1 Distintos Inputs descartados 
Aún así, todo este material no nos impide estudiar posibles alternativas de Input que                           
pudiésemos añadir. Éstas son las alternativas que más podrían servirnos para el desarrollo de                           
la aplicación: 
● Teclado y ratón: Para este proyecto se descartó añadir Input por teclado y ratón,                           
puesto que resultaría aparatoso su uso y limitaría las posibilidades del Kinect. No                         
obstante sí se utilizará para la depuración y el ​testeo ​de la aplicación de demostración. 
● Dispositivo móvil o tableta: Estando en un sistema inmersivo, la idea de tener una                           
segunda pantalla táctil que nos ofreciese la capacidad de controlar el entorno podría                         
haber sido un sistema bastante cómodo y que abría muchas puertas para el desarrollo.                           
Por desgracia, este sistema se descartó porque sería necesario desarrollar las                     
comunicaciones entre la aplicación servidor y el móvil, y se prefirió dar más importancia                           
al desarrollo de otras partes del proyecto. 
● Dispositivo LeapMotion: Sin entrar mucho en detalles, el dispositivo Leap Motion                     
detecta las manos del usuario y su movimiento bastante eficientemente. Teniendo a mi                         
disposición esta herramienta y habiendo desarrollado ya con ella en Unity3D pensé que                         
podía dar bastante juego. La descarté por algo bastante simple, debe estar conectado al                           
ordenador, por lo que tendríamos un cable siempre molestando y no podríamos                       
movernos libremente. Aún así, en un futuro es probable que veamos este tipo de                           
dispositivo en uso en alguna CAVE. 
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Figura 4.1: Dispositivo LeapMotion. Detecta la posición de la palma y los dedos y nos permite usar las                                   
manos como método de control. 
4.1.2 Las ventajas de un sistema tipo CAVE y el sistema de Kinect 
Hay que jugar sobretodo con las oportunidades únicas que nos ofrece el sistema tipo CAVE y                               
el dispositivo Kinect y explotarlas todo lo que podamos.  
4.1.2.1 Sistema tipo CAVE 
Lo que nos ofrece este sistema es la inmersión. La forma de hacer brillar este sistema será                                 
aplicando un buen sistema de luces y sombras. Cosa que Unity3D nos permite sin problemas.                             
Como añadido también sería interesante hacer que haya objetos que se acerquen a la cámara                             
puesto que el efecto 3D se multiplica. 
 
4.1.2.2 Kinect 
La CAVE de la UPC dispone de dos Kinect v1 que son utilizados para detectar con suficiente                                 
exactitud los movimientos de una persona. Por desgracia el sistema v1 no tiene tan buen                             
tracking del cuerpo por lo que trataremos de hacer un control sencillo. Todo lo desarrollado                               
con kinect serán movimientos sencillos que no se entorpezcan mútuamente. 
4.2 Requisitos adicionales 
Añadiremos requisitos de desarrollo para no elaborar una aplicación que dé problemas. Y                         
durante el estudio de la CAVE veremos que no todo es tan fácil como parece. 
4.2.1 Una aplicación educativa 
Se añadió como requisito que fuese una aplicación dirigida a un público con intención de                             
aprender o informarse. De este modo descarté ya bastantes opciones y me centré en buscar                             
posibilidades relacionadas con la historia de Barcelona o incluso con alguna novela que tuviese                           
lugar en la ciudad. También se contempló la posibilidad de una aplicación de un sistema de                               
preguntas sobre la ciudad o un juego para aprender. 
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4.2.2 Requisitos de las herramientas 
El sistema tipo CAVE y el Kinect no son todo ventajas. Está muy claro que habrá muchísimos                                 
tipos de problemas que se complican mucho más que en una aplicación normal. Por ejemplo la                               
comunicación y sincronización de datos en la CAVE. Todo este tipo de cosas se irán                             
estudiando en cada visita a la CAVE. Se irán exponiendo a medida que aparezcan, qué                             
problema hemos encontrado y la forma de resolverlo. Es en este tipo de casos que el desarrollo                                 
de la idea depende de las pruebas que se realicen en la CAVE. 
4.3 Elementos de estudio para el desarrollo 
Es la primera vez que trabajo con este tipo de sistemas por lo que cuando empecé iba                                 
tanteando y estudiando la forma de utilizarlo. Además, a medida que avanzaba el proyecto e                             
iba desarrollando para la CAVE, mi compañero Genís Solé avanzaba y mejoraba el paquete                           
del sistema de configuración en ella. 
 
Muchos elementos con los que ya había trabajado en Unity3D funcionaban de forma distinta en                             
la CAVE y debía estudiarse la forma de desarrollarlo de nuevo. El objetivo es ir desarrollando                               
diferentes aplicaciones para el sistema tipo CAVE con ideas que crea que puedan funcionar en                             
la aplicación definitiva. Los próximos capítulos de la memoria tratarán de las distintas                         
iteraciones realizadas en la CAVE para el correcto desarrollo de la aplicación de demostración                           
y para el desarrollo final de la idea de ésta. El objetivo era que una vez que se arreglasen la                                       
mayoría de problemas que pudiesen suceder en la CAVE ya no sería necesario acceder a ésta                               
cada dos por tres. Sólamente haría falta ir en los momentos finales de la realización de la                                 
aplicación de demostración. 
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Capítulo 5 
Primeros pasos en la CAVE 
Durante la primera visita al sistema CAVE fue para probar un poco el sistema y pensar en                                 
distintas ideas que desarrollar. Genís había preparado una pequeña escena para probar el                         
efecto 3D de la pared frontal. Pudimos observar que los objetos, cuanto más cerca estaban de                               
la cámara más sobresalían en la pared de la CAVE con una notable sensación tridimensional. 
 
A partir de allí me dediqué a realizar una aplicación para la pantalla frontal de la CAVE y que al                                       
menos pudiese verse el efecto 3D. Esta aplicación se realizó muy a principios del desarrollo de                               
este proyecto. Con ella se probó por primera vez en la CAVE y nos enfrentamos a los primeros                                   
problemas de trabajar con ella. 
 
5.1 Objetivo 
Mi primer objetivo con esta primera iteración en la CAVE fue aprender sobre el funcionamiento                             
de la configuración del sistema enlazada con Unity. También esperamos encontrarnos con                       
distintos problemas que una sencilla aplicación puede aportarnos. 
 
5.2 Desarrollo de la aplicación 
Desarrollé un pequeño juego en el que se controla a una bola blanca que avanza por un túnel                                   
de colores y debe esquivar los obstáculos que se encuentra durante el mayor tiempo posible.                             
Mi idea fue maximizar el efecto 3D cuando la bola se iba acercando más a las plataformas. 
 
Figura 5.1: Primera aplicación realizada para probar en el sistema tipo CAVE. La bola blanca avanza por el                                   
túnel y debe ir esquivando las plataformas, que cada vez están más cerca. 
5.2.1 Sincronización entre ordenadores de la CAVE 
En esta aplicación no realicé ningún tipo de sincronización, no sabía aún muy bien de qué                               
forma implementarla y me faltaba experiencia con la CAVE. 
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5.2.2 Movimiento y simulación física 
Decidí no utilizar simulación física de Unity para esta aplicación puesto que pensé que podría                             
dar problemas de buen principio en la CAVE. La bola va saltando de plataforma en plataforma                               
siguiendo un sistema con interpolaciones lineales que desarrollé para que pudiese calcular                       
cualquier salto para cualquier distancia y rotación.  
5.2.3 Visualización y posición de la cámara 
Decidí hacer el juego en tercera persona para comprobar hasta qué punto una CAVE puede                             
proporcionar la sensación de 3D con un objeto situado justo enfrente de la cámara. 
5.2.4 Obstáculos 
Las plataformas a esquivar de este juego se ven cada vez más grandes cuanto más se acerca                                 
el usuario a ellas por lo que ayuda a ver la sensación de 3D de objetos en movimiento.  
5.2.5 Aleatoriedad 
Unity permite cambiar la ​semilla de aleatoriedad así que hice que la aplicación funcionase con                             
una ​semilla ​en concreto. Así en teoría la instanciación de plataformas se sincronizaría y no                             
daría problemas en las distintas pantallas de los proyectores de la CAVE. 
5.2.6 Controles 
Dejando el Kinect de lado puesto que aún no sabía cómo íbamos a integrarlo, implementé los                               
controles con teclado. No tuve en cuenta la conexión entre los ordenadores de la CAVE. Por lo                                 
que se desincronizaría si movemos al jugador. Igualmente nuestro objetivo principal es                       
encontrar posibles errores de movimiento, sensaciones con la cámara y otros. 
 
5.3 Problemas y conclusiones 
Se encontraron muchos problemas al realizar la prueba de esta aplicación en el sistema. Se                             
pudo mostrar en la CAVE pero la gran mayoría de ideas que quería probar no funcionaron                               
como creía. 
 
Es necesario recordar que el sistema CAVE con el que trabajamos está controlado por varios                             
ordenadores, cada uno de los cuales se encarga de generar las imágenes para cuatro                           
proyectores. Unity está más enfocado al desarrollo de juegos que precisen de un solo monitor,                             
no para aplicaciones que utilicen múltiples pantallas. 
5.3.1 Problemas en la aleatoriedad 
Cada ordenador instanciaba sus propios obstáculos y aparecían desincronizados. Uno de los                       
problemas fue debido a que no debían ejecutarse las aplicaciones todas al mismo tiempo. 
Añadir elementos aleatorios durante el transcurso de la aplicación es algo que tendremos que                           
evitar en la aplicación de demostración. Unity3D permite utilizar ​semillas ​para la sincronización                         
de la aleatoriedad pero pequeños fallos de precisión acaban provocando que las plataformas                         
se acaben desincronizando. 
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5.3.2 Pruebas de movimiento 
Quería probar que el movimiento era fluido pero no tuve en cuenta que los teclados de cada                                 
proyector de la CAVE estaban tan separados y no pude sincronizar el movimiento ni                           
manualmente y menos comprobar que iba bien. Como ya se ha hablado en el apartado del                               
control del jugador, será necesario de algún modo enviar los datos a todos los ordenadores de                               
forma simultánea.  
5.3.3 Sensación del 3D 
No es buena idea siempre tener presente en primer plano un objeto, y menos seguirlo con la                                 
cámara, provoca una gran pérdida de efecto 3D. No obstante el efecto que proporcionan las                             
plataformas al acercarse es bueno por lo que no hay problema que haya objetos acercándose a                               
la cámara incluso hasta atravesarla. 
5.3.4 Sucesión de los acontecimientos 
El peor fallo de esta iteración fue que la aplicación que realicé centraba todos los sucesos en el                                   
medio de la pantalla. No podía comprobarse en ningún momento si los proyectores de arriba y                               
abajo mostraban las cosas correctamente o no. 
5.4 Soluciones aplicadas en la aplicación final 
5.4.1 Aleatoriedad y sincronización 
Ambas se solucionan de la misma forma. Haremos que los ordenadores que se encargan de                             
las pantallas de la CAVE actúen de clientes ante otro ordenador que se encargará de hacer                               
funcionar las simulaciones físicas, los controles y la aleatoriedad. Es decir, el ordenador                         
principal recibirá el input, actualizará el movimiento de toda la aplicación y actualizará a los                             
otros ordenadores con la nueva información para que la pantalla esté totalmente sincronizada.                         
De esta forma no tenemos que preocuparnos de que cada ordenador deba tener la misma                             
semilla de aleatoriedad ​o estar pendiente de sincronizarse en cada ​frame​. Se explicará más                           
detalladamente durante el desarrollo de la aplicación final. 
5.4.2 Sensación del 3D 
Nuestra aplicación de demostración será en primera persona y evitaremos tener muchos                       
elementos estáticos delante de la cámara a menos que queramos que se fijen sólamente en                             
éstos. 
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Capítulo 6 
Adaptando una aplicación ya creada 
Después de un mal ​testeo ​durante la primera iteración intenté preparar las cosas para que                             
funcionasen mejor al realizar las pruebas. 
6.1 Objetivos 
Durante la siguiente iteración mi idea fue utilizar una aplicación en la que estaba trabajando e                               
intentar adaptarla para que pudiese verse en la CAVE. Quería comprobar cuán difícil podía ser                             
adaptar una aplicación al sistema tipo CAVE de la UPC con Unity3D. También quería                           
comprobar de qué forma se sincronizaban las animaciones de un personaje mediante                       
Mechanim ​y probar el motor de físicas que Unity nos proporciona. 
6.2 Desarrollo de la aplicación 
6.2.1 Descripción de la aplicación 
La aplicación nos muestra a un jugador en tercera persona (sabemos que este no será el tipo                                 
de cámara que buscamos pero es un ​port ​de otra aplicación) corriendo por una sala infinita.                               
Puede alcanzar velocidades bastante altas y puede rotar rápidamente, queremos comprobar la                       
sensación que obtenemos en estos casos. 
 
Figura 6.1: Segunda aplicación para hacer pruebas en la CAVE adaptada de un proyecto que tengo en                                 
desarrollo. El personaje con animaciones corre a gran velocidad por un pasillo interminable. 
6.2.2 Adaptación al sistema tipo CAVE 
En este caso se está adaptando un juego que ya tenía en desarrollo al sistema tipo CAVE.                                 
Para hacerlo cambié el sistema de la cámara y lo sustituí por el sistema de la cámaras de la                                     
CAVE ya desarrollado. En un futuro veremos que no es tan fácil hacer el cambio. Pero este                                 
paso sí es importante. Se detallarán todos los pasos en el desarrollo de la aplicación final. 
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6.2.3 Sincronización 
Durante esta iteración, la forma que teníamos de sincronizar es distinta a la que hay en la                                 
aplicación final. El sistema de sincronización de la CAVE estaba aún en desarrollo por lo que                               
iba mejorándose a la vez que el proyecto. Ahora mismo cada ordenador avisaba a los demás                               
si hacia un cambio por lo que si el jugador se movía en un ordenador en los otros también lo                                       
haría. 
6.3 Problemas y conclusiones 
Hubo problemas con el paquete de sincronización de la CAVE en Unity pero por lo demás                               
funcionó bastante bien.  
6.3.1 Sensaciones ante las velocidades y rotaciones altas 
En esta aplicación el jugador se mueve muy rápido y el escenario pasa muy deprisa. Cabe                               
añadir que además realiza rotaciones rápidas y provoca sensación de mareo. No queremos                         
eso por lo que intentaremos hacer movimientos más fluidos. 
6.3.2 Adaptación de una aplicación cualquiera a nuestra CAVE 
Gracias al paquete de Unity con el que trabajamos, hacer que una aplicación se muestre en                               
una CAVE se ha vuelto bastante sencillo. Los mayores problemas que podemos encontrar son                           
que hay que adaptar el código de la aplicación para que funcione con la sincronización de la                                 
CAVE. De la misma forma cambiar todos los objetos que se instancien o que se vean afectados                                 
por la simulación física.  
6.3.3 Desincronización 
Puesto que hemos hecho que si se mueve al jugador en un ordenador éste avisa a los demás                                   
siempre podemos observar latencia entre proyectores. Con las animaciones de los personajes                       
pasa igual, unas empiezan en un momento y otras en otro. 
6.4 Solución de los problemas para la aplicación final 
Como ya se explicó en el capítulo anterior, la sicronización la arreglamos haciendo que un                             
ordenador hiciese de servidor ante los que llevan los proyectores de la CAVE. En cuanto a la                                 
adaptación de una aplicación se explicará también más adelante.   
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Capítulo 7 
Probando movimientos en una ciudad 
A medida que realizaba pruebas en la CAVE y desarrollaba distintas aplicaciones iba poco a                             
poco haciéndome a la idea de cómo implementar gran parte del material. Estaba trabajando en                             
la integración del modelo de Barcelona a la vez que hacía pruebas en la CAVE. Y, como me                                   
estaba dando bastantes problemas, decidí realizar pruebas en un modelo en 3D que encontré                           
por internet que pretendía simular las calles de París. 
 
Además, a estas alturas del proyecto ya quedan bastante claras las limitaciones que podemos                           
encontrar en la CAVE y es momento de empezar a desarrollar ideas para nuestra aplicación                             
final. Esta fue la última de las pruebas antes de empezar a desarrollar la aplicación de                               
demostración. 
 
7.1 Objetivos 
Quería desarrollar distintos tipos de movimientos y escoger el que más se adecuara a la idea                               
final. Además empecé a hacer pruebas con el sistema Kinect de la CAVE. 
 
7.2 Desarrollo 
Partiendo de que la aplicación se desarrollará con el modelo de Barcelona añadí un modelo                             
pequeño de calles de París para que las pruebas se pudiesen acercar más a la aplicación final. 
 
Figura 7.1: Tercera aplicación para hacer pruebas en el sistema tipo CAVE. A partir de un modelo en 3D de                                       
las calles de París se desarrollaron distintos tipos de movimiento y otras pruebas. 
 
 
 
 
26 
7.2.1 Adición del sistema de Kinect 
Genís añadió al paquete de la CAVE un método que permitía acceder al sistema de Kinect de                                 
la CAVE y pedirle los puntos que deseábamos. De forma que mediante los hombros y las                               
manos comencé a hacer pruebas de movimiento para la aplicación. 
7.2.2 Movimiento limitado 
Para este tipo de movimiento desarrollé un sistema seguimiento de puntos que hacía que el                             
jugador los siguiese y rotase. Este tipo de movimiento lo desarrollé por si la aplicación final                               
podía necesitarlos. Además lo desarrollé de dos formas distintas: mediante interpolaciones y                       
mediante el motor de físicas de Unity. Quería comprobar cuál de las dos versiones daba                             
mejores resultados. 
7.2.3 Movimiento libre 
Este movimiento fue más complejo. Temía que las colisiones con elementos pudiese dar más                           
problemas pero quería probarlo. Es un tipo de movimiento controlado por el jugador en el que                               
podrá avanzar, girar, subir y bajar. Realizado para que fuese de forma fluida y se pudiese                               
cambiar la velocidad de forma sencilla. También implementé con el sistema de Kinect el control                             
de este movimiento para poder probarlo. 
 
7.3 Problemas y conclusiones 
7.3.1 Conclusión de los sistemas de movimientos 
Por un lado tenemos los dos sistemas de movimiento limitado desarrollados. Ambos                       
funcionaron sin problemas y ninguno daba más problemas que el otro. Si decidiese por este                             
tipo de movimiento, sería el controlado por simulación física puesto que queda más realista. 
 
En cuanto al movimiento libre, también funcionó muy bien. Las colisiones del motor de físicas                             
no dieron problemas y haberlo realizado con las propiedades físicas de Unity tampoco. 
7.3.2 Problemas con el sistema de Kinect 
Como no disponía del dispositivo Kinect en casa, mi única prueba fue directamente en la                             
CAVE, por lo que el resultado fue lógicamente mal. El movimiento libre empezó a moverse de                               
formas extrañas. Por supuesto era debido a mi inexperiencia con el sistema de Kinect. 
7.4 Soluciones 
Para el problema del sistema de Kinect desarrollé mi propio simulador de puntos de Kinect para                               
poder probar en casa que, si el sistema de Kinect funcionaba de la misma forma, el movimiento                                 
saldría bien.   
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Capítulo 8 
Desarrollo definitivo de la idea 
Después de varias semanas realizando pruebas en la CAVE, viendo errores y posibles casos a                             
tener en cuenta ya pude definir por completo la idea final de la aplicación. 
 
En este capítulo hablaremos conceptualmente de esta idea y en capítulos posteriores se                         
hablará de cómo se ha ido desarrollando cada parte de la aplicación. 
8.1 Datos recogidos a tener en cuenta 
De momento hagamos una lista de elementos a tener en cuenta de los capítulos anteriores: 
● Jugar con el entorno que proporciona la CAVE 
● Movimientos simples del Kinect 
● Utilizar el modelo de Barcelona 
● Una aplicación educativa 
● No tener, más que en momentos puntuales, objetos siempre enfrente del jugador 
● Tener en cuenta la aleatoriedad 
● La sincronización de animaciones es complicada 
● Programar siempre teniendo en cuenta cómo adaptar luego al sistema tipo CAVE 
● La sincronización de objetos entre aplicaciones 
● Movimientos suaves y fluidos. 
 
Teniendo todo esto en cuenta nos podemos sentir bastante limitados. Mi intención al comenzar                           
este proyecto era realizar una aplicación interactiva en el que el usuario fuese capaz de                             
disfrutar de viajar por Barcelona a la vez que realiza una tarea agradable. 
8.2 Decisión final de la idea 
Primero de todo y lo más importante. Es un sistema de realidad virtual inmersivo por lo que el                                   
escenario debe verse lo mejor posible. El modelo de Barcelona debe integrarse a la perfección                             
en Unity y debe mostrarse bien, con luces, y sombras. Será una aplicación agradable a la vista                                 
tanto como nos ofrezca la escena de Barcelona. 
 
En cuanto al requisito de la aplicación educativa, me decidí finalmente por dar libertad de                             
movimiento al usuario por Barcelona y que tuviese una flecha que le indicase un lugar de                               
interés en Barcelona. Una vez llegado a ese lugar se le realizaría una pregunta sobre éste y                                 
debería responderla correctamente. Así el usuario podría disfrutar de la ciudad mientras                       
aprende sobre ella. 
 
Una vez con la idea en la cabeza hay que definir un poco las partes a tener en cuenta en la                                         
aplicación: 
● La cámara, por supuesto, será en primera persona.  
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● A los pies del jugador habrá una plataforma que servirá como vehículo y le llevará a los                                 
lugares.  
● El movimiento será controlado por el sistema de Kinect mediante los brazos y será un                             
movimiento fluido. 
● Sólamente cuando el usuario se encuentre respondiendo una pregunta, aparecerá un                     
panel con el texto de ésta. 
● El usuario usará el brazo para elegir la pregunta indicada. 
● No se añadirán elementos aleatorios ni animaciones de modelos 3D que no podamos                         
controlar nosotros mismos. 
● Solo el ordenador que haga de servidor controlará la simulación física de los objetos de                             
la aplicación. 
 
A partir del siguiente capítulo se desarrollará y explicará la aplicación de demostración final                           
paso a paso. 
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Capítulo 9 
Sincronización de elementos 
Antes de comenzar a hablar del desarrollo de todo el proyecto creo que es necesario explicar la 
forma en la que haremos que los elementos se sincronicen en todos los proyectores de la 
CAVE. 
9.1 Organización de los ordenadores en la CAVE 
El paquete que controla el sistema tipo CAVE en Unity ha ido evolucionando a lo largo del                                 
proyecto. Al principio cualquier ordenador podía comunicarse con los otros para avisar que algo                           
había cambiado.  
 
 
Figura 9.1: Arquitectura del sistema de la CAVE. 
 
Al final un ordenador ajeno a los proyectores de la CAVE es el encargado de hacer de servidor.                                   
Este ordenador no se ocupa de ​renderizar ​ninguna cámara, sólamente de ir a buscar                           
información y enviarla a los ordenadores de la CAVE que harán de clientes. Pedirá al sistema                               
de Kinect las coordenadas de las articulaciones del esqueleto del usuario y será también el                             
encargado de actualizar las posiciones controladas por input. 
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9.2 La clase Network de Unity 
La clase network se encuentra en el corazón de la implementación de la red de ordenadores y                                 
nos provee de las funciones del núcleo. Esta clase configura la interfaz de la red junto con                                 
todos sus parámetros. Se utiliza para inicializar un servidor o para conectarse a uno y además                               
tiene bastantes funciones que ayudan con estas tareas. 
 
El paquete de la CAVE ya se encarga de inicializar cada ordenador con su tarea                             
correspondiente. En caso del servidor, será el ordenador principal que hará esta tarea. Luego,                           
los ordenadores de la CAVE se configurarán para que hagan de clientes. 
9.2.1 Desarrollo de los scripts dependientes de la red 
Todo script que dependa de si es cliente o servidor deberá siempre comprobar qué tarea le                               
corresponde seguir para no ejecutar código que no forme parte de su trabajo. 
 
La clase Network de Unity, una vez inicializados el servidor y los clientes, nos proporciona una                               
forma de saber qué tarea hace cada ordenador: 
● Network.isClient 
● Network.isServer 
 
Estos dos parámetros son simples booleanos que utilizaremos bastante para ejecutar un                       
código en concreto u otro. Por ejemplo, los clientes desactivarán algunos componentes y no                           
podrán ejecutar código de las propiedades físicas o de Kinect. Para ver un ejemplo de                             
funcionamiento de esta clase consultar el apéndice B. 
9.2.2 Network view 
La network view es el componente que nos permitirá el envío de datos entre aplicaciones que                               
lo precisen. Con este componente podemos definir exactamente qué es lo que queremos que                           
se sincronice por la red y cómo queremos que se realice. Los objetos de una escena pueden                                 
tener componentes de NetworkView que pueden ser configurados para enviar datos de otras                         
componentes del objeto. 
 
Al inicializar este componente en un objeto, éste se encargará de enviar a los demás                             
ordenadores el componente Transform de dicho objeto. El componente Transform dispone de                       
la posición, rotación y escalado del objeto. Puede cambiarse qué componente queremos que                         
envíe. Cada NetworkView tiene un identificador que permite de forma sencilla saber a qué                           
objeto de la escena nos referimos. 
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Figura 9.2: Componente NetworkView del objeto Vehículo. Se encarga de sincronizar los datos de el                             
componente Transform del objeto. 
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Capítulo 10 
El Jugador y su movimiento 
Con el sistema de networking definido de forma que podemos utilizarlo fácilmente, es momento                           
de comenzar a desarrollar el movimiento del jugador. 
10.1 Nuestro vehículo 
Para empezar debemos definir cómo queremos movernos y de qué forma. Partiendo de que el                             
suelo de nuestra CAVE está iluminado por cuatro proyectores y que es la superfície menos                             
usada en este tipo de sistema de realidad virtual, haremos que el usuario esté posicionado                             
encima de un vehículo que ocupará gran parte de la superficie del suelo. 
 
En cuanto a la forma del vehículo, ya que es una aplicación de género educativa, desarrollé el                                 
modelo de un libro en Blender que nos servirá para este fin. El usuario se situará sobre un libro                                     
abierto que batirá sus tapas para poder elevarse. El modelo estará dividido por partes para                             
poder animarlas por código. 
 
Haremos que el modelo 3D, junto al sistema de cámaras de la CAVE sea hijo de un objeto                                   
vacío que será el encargado de mover todo el vehículo. Añadiremos a este objeto vacío un                               
Collider esférico para que el modelo no pueda atravesar ni paredes ni suelos. 
 
 
Figura 10.1: Vehículo en forma de libro que controlará el usuario. Está formado por el libro, una hélice, y                                     
una flecha que indicará dónde se encuentra nuestro objetivo. La esfera que observamos es el Collider que                                 
tendrá nuestro vehículo. 
 
En cuanto al movimiento del vehículo: 
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● Podrá avanzar hacia adelante pero no retroceder puesto que no disponemos de pantalla                         
trasera en la CAVE. 
● Se permitirá al usuario girar hacia la derecha e izquierda fácilmente. 
● A la vez que el libro mueve sus tapas, el usuario podrá elevarse para obtener una mejor                                 
vista de la escena y moverse con más facilidad. 
● También se le permitirá descender. 
10.2 El esqueleto del script de movimiento 
Es importante tener en cuenta que este script sólo será ejecutado por el servidor. Por no decir                                 
que el movimiento será controlado por el sistema de Kinect. Pero escribir este script para que                               
cumpla estos requisitos nos dará bastantes dolores de cabeza en el momento de probarlo,                           
puesto que no dispongo de Kinect y tampoco de una CAVE. 
 
La mejor forma de implementar el movimiento es creando un esqueleto del código al que se le                                 
pueda agregar cualquier tipo de input que necesitemos y que además sea fácil adaptarlo al                             
sistema de redes. 
 
En cuanto al esqueleto, lo mejor será que a partir de distintas variables que puedan obtenerse                               
de los inputs, podamos calcular qué velocidad y velocidad angular actual deberá llevar nuestro                           
vehículo. 
 
Separaremos además el cálculo de movimiento en 4 partes: 
● Velocidad angular a los lados 
● Velocidad para avanzar 
● Velocidad de elevación 
● Velocidad de caída 
 
Cada una de estas velocidades se calculará aplicandoles una velocidad límite y una                         
aceleración distinta y en algunos casos una deceleración para frenar rápido. De esta forma                           
podremos suavizar y limitar los movimientos para que el usuario se sienta cómodo moviéndose. 
10.2.1 Girando 
Este cálculo será el primero en realizarse de los cuatro y se aplicará nada más calculado, para                                 
que los próximos cálculos partan de las nuevas rotaciones calculadas. Partiendo de que                         
sabemos ya si nos estamos moviendo a la derecha, a la izquierda o a ambos lados a la vez                                     
realizaremos lo siguiente: 
 
Si no hay movimiento de giro de ningún tipo desaceleraremos hasta que el vehículo se                             
detenga. 
 
En cualquier otro caso añadimos velocidad angular a cada dirección activa y limitándola con su                             
velocidad máxima. Si ambas están activas a la vez se anularán mútuamente. 
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10.2.2 Avanzando 
Este cálculo no tiene mucho secreto. Se realiza de la misma forma que el cálculo de velocidad                                 
de giro. Sólo que esta vez no aplicaremos aún la velocidad y esperaremos a calcular las dos                                 
siguientes. 
10.2.3 Elevándose 
Este cálculo es parcialmente distinto. Si el usuario quiere elevarse se llamará a una función de                               
un script encargado de animar el libro. Este script de animación define distintos estados de las                               
tapas del libro: 
1. Idle 
2. Tapas ascendiendo 
3. Tapas bajando y dando impulso 
4. Volviendo al primer estado 
 
Para elevarnos queremos aplicar velocidad cuando el script de animación del libro se encuentre                           
en el tercer estado. 
 
Entonces, el proceso de movimiento es: 
● Si recibimos input de elevarnos iniciamos animación de elevación. 
● En caso de encontrarnos en el tercer estado aplicaremos velocidad como hemos hecho                         
en los apartados anteriores.  
● En caso contrario frenaremos el vehículo verticalmente. 
 
 
Figura 10.2: Vehículo elevándose. Su movimiento es conforme a las animaciones de las tapas del libro. 
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10.2.4 Cayendo 
Este movimiento se aplica de la misma forma que los anteriores también, pero es prioritario                             
ante el movimiento de elevarse. Si recibimos input para descender, llamaremos a una función                           
del script de animación del libro que hará que el libro se anime para modo descenso. De esta                                   
manera la velocidad de elevación no aumentará puesto que no llegará nunca al estado de                             
impulsarse. 
 
Una vez calculadas las tres nuevas velocidades aplicadas a la nueva rotación, aplicaremos una                           
interpolación esférica entre la velocidad antigua y la nueva y se asignará a la velocidad del                               
vehículo. 
10.3 Aplicando Networking 
Como se ha hablado en el capítulo anterior, adaptar un script y un objeto al sistema de                                 
networking es sencillo. Solo queremos que el vehículo se mueva en el servidor por lo que al                                 
principio del script de movimiento colocaremos la restricción de ser servidor para poder                         
ejecutarlo. Además queremos animar el libro solo desde el servidor también por lo que en el                               
script de animación del libro también haremos lo mismo. 
 
La cosa no acaba aquí, puesto que las rotaciones y posiciones de los objetos afectados no se                                 
están compartiendo con el resto de ordenadores de la CAVE. Para hacerlo, para cada objeto al                               
que movamos su posición o rotación le añadiremos un componente de NetworkView que                         
comparta el componente Transform. 
 
Los objetos afectados en estos scripts son: 
● El objeto encargado del movimiento. No es necesario aplicar el componente a ninguno                         
de sus hijos, ya se actualizarán al enviar los datos. 
● Las dos tapas de los libros animadas con el script de animación. 
● La hélice del vehículo. 
10.4 Aplicando el sistema de Kinect como Input 
En el script de movimiento se han creado unas variables que sirven para calcular si nos                               
movemos en una dirección u otra. Para este proyecto las implementé de dos formas: 
● La primera simplemente lee el input del teclado y los valores son 0 si no son apretados                                 
o 1 si se aplica movimiento. 
● Para el sistema de Kinect (ver el capítulo 5 para más información) llamaremos al script                             
encargado de hacer los cálculos entre las joints del Kinect y le pediremos qué valores                             
están activos y qué valores no lo están. 
 
De esta forma, con solo decir si usamos o no Kinect, podemos cambiar los controles 
fácilmente. 
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Capítulo 11 
El modelo de Barcelona 
Este capítulo se dividirá en distintos apartados. Empezará hablando de la conversión del                         
modelo a un formato que Unity reconozca. Seguiremos hablando de la exportación del modelo                           
a Unity, hablaremos de los shaders encargados de posicionar las texturas sobre el modelo y                             
terminaré por desarrollar un pequeño algoritmo que genere aceras. 
 
Figura 11.1: Modelo de Barcelona con aceras y texturas visualizado en Unity. 
11.1 Conversión del modelo 
El modelo inicial con el que empecé a desarrollar se encontraba en un archivo con terminación                               
“.bcnmodel”. Este fichero es un simple archivo de datos en el que se define la geometría de                                 
cada edificio del modelo.  
 
Como no disponía de la información que aportaba cada dato me puse en contacto con el                               
alumno Óscar Argudo Medrano que había trabajado anteriormente con el modelo de Barcelona                         
en su proyecto final de carrera. Él me proporcionó un programa que desarrolló para convertir el                               
modelo de Barcelona al formato que necesitaba. En mi caso convertí el modelo al formato OBJ. 
 
Aún así, por limitaciones de mi propio ordenador en el que trabajaba, utilicé solo una porción                               
del modelo que equivale al Centro del distrito del Eixample, comprendiendo horizontalmente                       
desde Plaza Universidad hasta el Paseo San Juan y verticalmente desde la calle Mallorca                           
hasta pasado un poco Plaza Cataluña. 
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El modelo de Barcelona sigue un ​atlas de texturas y precisará de un shader para que éstas se                                   
coloquen correctamente. El programa de conversión preparó las normales y colores de cada                         
vértice para que un shader pudiese acceder y generar la correcta posición de texturas. 
11.2 Exportación del modelo 
Solo con añadir el archivo a Unity provocaba que tardase un buen rato en exportarlo. Al                               
colocarlo en la escena se podía observar que el modelo no disponía de base y, por supuesto,                                 
era necesario colocar las texturas. Como el modelo era demasiado grande Unity lo dividió en                             
tres ​Meshes ​distintas. 
 
Figura 11.2: Modelo del centro de Barcelona visto desde el editor de Unity3D.  
 
No obstante, al cabo de bastante tiempo trabajando en los shaders de las texturas, me percaté                               
de que al cargar el modelo, Unity se había encargado de borrar los datos de las normales y                                   
colores de cada vértice que necesitaba para hacer el cálculo de las texturas. Por lo que al final                                   
desarrollé un algoritmo que, leyendo los datos del fichero OBJ, generaba directamente en la                           
escena el modelo de Barcelona con los datos correctos para poder desarrollar el shader de las                               
texturas. 
11.2.1 Generando la Mesh 
Para generar un a ​mesh ​en Unity el programa nos ofrece la clase ​Mesh​. Esta clase se                                 
compone de distintos factores pero los más importantes son los vértices y las caras. 
 
Una ​Mesh ​está formada por un vector de vértices y un vector de índice de vértices. Con los                                   
vértices definimos los puntos de la malla que estamos generando y con el vector de índices                               
definimos que cada tres índices se forma una cara de la malla. 
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Además de estos dos elementos, por cada vértice de la malla pueden añadirse la normal, el                               
color y varias coordenadas de textura del vértice. Utilizaremos todos estos elementos para                         
poder definir las texturas en el shader que generemos para el modelo de Barcelona. 
 
11.2.2 Leyendo el fichero 
El fichero OBJ proporcionado por Óscar Argudo estaba dividido por edificios y ordenado en                           
cada caso por vértices, caras, normales y colores. Almacené en distintos vectores toda esa                           
información y procedí a reordenar los datos para que Unity no me diese problemas. 
 
11.2.3 Calculando las normales 
Es preciso tener bien calculadas las normales de cada vértice si quiero que la luz afecte                               
correctamente al modelo en el futuro. 
 
El primer paso es calcular la normal de una cara. Como ya se ha explicado, una cara está                                   
formada por tres vértices que forman un triángulo. Debemos obtener dos vectores dirección                         
entre un vértice y los otros dos y posteriormente hacer el producto vectorial. El resultado de ese                                 
producto vectorial es la normal de la cara. 
 
La normal de un vértice se calcula a partir de las caras en las que el vértice se encuentra. Se                                       
suman todas las normales de las caras de un vértice y se normaliza. De esta forma ya tenemos                                   
la normal de un vértice. 
11.2.4 Guardando los datos en las coordenadas de textura y el color 
Debo recordar que en el modelo que Óscar Argudo me ha proporcionado, utilizaba el color y la                                 
normal de los vectores del modelo, no para guardar sus respectivos valores sinó para guardar                             
datos que utilizaremos posteriormente en el shader para calcular la posición de las texturas en                             
el modelo. Pero como necesitamos tener las normales de los vértices de nuestro modelo                           
debemos guardar de alguna forma los datos que guardaba Óscar en otro lugar. 
Utilizaré las coordenadas de textura para poder guardar estos datos. Cada una de estas                           
coordenadas almacena dos valores por lo que usaré dos espacios de coordenadas de textura                           
que Unity me proporciona. También guardaremos en el vector de colores los datos que ya nos                               
venían en el color del modelo. 
 
11.2.5 Generando edificios 
Como he mencionado en la lectura del fichero, el archivo está separado por edificios. Generará                             
una ​Mesh ​distinta por cada edificio del modelo calculando sus normales y guardando en las                             
coordenadas de textura los datos que necesitamos.  
 
Crearemos nuevos objetos añadiendo a cada uno tres componentes: 
● MeshFilter, que se encarga de almacenar los datos de la ​mesh ​generada. 
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● MeshRenderer, que accederá al componente MeshFilter para poder dibujar el modelo. 
● MeshCollider, que calculará las colisiones accediendo al componente MeshFilter. 
 
Y de esta forma ya tenemos el modelo de Barcelona exportado correctamente sin texturas. 
 
11.3 Los Shaders del modelo 
Unity es muy cómodo para muchísimas cosas, pero con los Shaders el manejo no es trivial. He                                 
desarrollado más de cinco shaders distintos a lo largo del proyecto para poder lograr                           
definitivamente mostrar correctamente las texturas. Por supuesto, no fue hasta el final del                         
desarrollo cuando pude generar la ​Mesh ​correcta que pudiese ofrecerme correctamente los                       
datos que necesitaba. 
 
Hablaré de los los dos de los tres tipos de Shaders que he desarrollado y varios problemas                                 
inesperados que han ido apareciendo. 
 
11.3.1 Tipos de Shaders 
Con este proyecto ha sido la primera vez que trabajé con los shaders de Unity. He cursado la                                   
asignatura de gráficos en la facultad y he disfrutado bastante de ella, pero los Shaders de Unity                                 
tienen una curva de aprendizaje más complicada al empezar. 
11.3.1.1 Vertex y Fragment Shaders 
Por suerte, una de las formas que proporciona Unity para programar shaders es con vertex y                               
fragment shaders. Estos shaders se escriben en Cg/HLSL. Son muy útiles por la flexibilidad                           
que aportan al desarrollar diferentes efectos. El problema principal es que si trabajas con ellos                             
los efectos de luz que proporciona Unity dejan de afectar al objeto. 
Al principio desarrollé el shader con este método, puesto que me sentía más cómodo ya que                               
había trabajado anteriormente con algo parecido. 
11.3.1.2 Surface Shaders 
Los Surface Shaders son la mejor opción si necesitamos que nuestro modelo se vea afectado                             
por luces y sombras. También se escriben con Cg/HLSL. 
El Shader final está hecho con un Surface Shader. La iluminación y sombras le afectan y se ve                                   
bastante bien. 
11.3.2 Colocación de las texturas 
El modelo estaba compuesto de 9 texturas distintas y una imagen ortográfica de la zona. Junto                               
con el modelo de Barcelona, Óscar me proporcionó los shaders que usaba para posicionar las                             
texturas en el modelo.  
 
Para ello utilizaba un fragment shader que, a partir de los datos en la normal y el color del                                     
vértice, calculaba las coordenadas de textura de cada fragmento. 
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Mediante los datos que tenemos primero comprobábamos si el fragmento es o no un tejado. En                               
caso positivo se calcularían sus coordenadas de la imagen ortográfica. Si no nos                         
encontrábamos ante un tejado, el fragmento podía formar parte de una de las nueve texturas.                             
Simplemente mediante unos cálculos obteníamos el índice correcto de la textura y las                         
coordenadas s y t de textura. 
 
Entonces accedíamos a la textura correcta y buscábamos el punto concreto. De esta podíamos                           
renderizar ​el modelo de Barcelona correctamente. 
 
 
Figura 11.3: Imagen que engloba todas las texturas que necesita el modelo de Barcelona para que se                                 
muestre correctamente. 
11.3.3 Problemas y soluciones de las texturas en Unity 
Me he topado con un sinfín de problemas durante el desarrollo de este shader. Listaré los que                                 
han sido más problemáticos de resolver. 
11.3.3.1 Reasignación de variables 
Como he dicho anteriormente en la exportación del modelo, Unity no asignó correctamente las                           
variables de las normales y los colores al modelo. Tardé bastante tiempo en deducir que el                               
problema no era de mi código sinó de la exportación del modelo. Para solucionarlo, como he                               
explicado anteriormente, generé mi propia ​Mesh ​con los datos que necesitaba. 
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11.3.3.2 Falta de registros 
La primera vez que conseguí que el shader empezase a mostrar resultados coherentes me                           
encontré con otro problema, la supuesta falta de registros. Como el shader dependía de nueve                             
imágenes distintas era necesario escribir bastantes condiciones de comprobación de variables.                     
Eso provocó que llegase al límite de registros del shader. 
 
La primera forma de solucionarlo que se me ocurrió fue generar una textura 3D a partir de las                                   
nueve texturas de Barcelona. Desgraciadamente la única forma de generarlas en Unity es por                           
código lo que lo hace bastante laborioso. 
 
La solución final fue sintetizar el código todo lo posible y hacerlo eficiente (es algo que                               
deberíamos hacer más a menudo). 
11.3.3.3 Fallos de la generación de la mesh 
Este fallo no es propiamente de Unity pero si me generó bastantes problemas. Mis primeras                             
versiones de la generación de la ​Mesh ​no eran correctas y eso provocó que me encontrase con                                 
problemas al desarrollar el shader. La única forma de arreglar este error fue reescribiendo el                             
algoritmo de nuevo y a base de pruebas en el shader para ver de qué forma leía Unity los                                     
datos. 
11.3.3.4 El paso de parámetros en el Surface Shader 
Los Surface Shader de Unity hacen cálculos previos que hacen que las variables se                           
simplifiquen. Estuve pensando que la ​Mesh ​estaba mal generada hasta que encontré ese                         
dato. 
Una de las formas de arreglarlo es creando un vertex shader que pasase los parámetros                             
correctamente al Surface Shader. 
11.3.3.5 Coordenadas de textura en el Surface Shader 
Para poder acceder a las primeras y segundas coordenadas de textura en un Surface Shader                             
parece que es necesario pedir al usuario las dos texturas. Si no, Unity se encarga de dejar los                                   
datos a cero. Mediante prueba y error pude detectar este hecho y  corregirlo. 
11.3.3.6 Otros 
Unity tiene implementadas en la ​Mesh ​varias coordenadas de textura extras que pueden ser                           
utilizadas. Pero no las tiene implementadas en los Shaders, por lo que no se puede acceder a                                 
esos datos. 
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(a) 
 
(b) 
Figura 11.2: (a) Barcelona con la primera versión del shader, con problemas en la ​Mesh ​y utilizando un                                   
Fragment Shader. (b) Barcelona on la última versión del shader, siendo éste un Surface Shader y habiendo                                 
generado la ​Mesh ​correctamente. 
11.4 Generación de aceras 
Algo que le falta al modelo de Barcelona es una base en la que se distingan las aceras y                                     
carreteras. Para la generación de aceras he implementado un algoritmo de cálculo de la                           
envolvente convexa. 
11.4.1 Envolvente convexa 
Se define la envolvente convexa de un conjunto de puntos X de dimensión n como la                               
intersección de todos los conjuntos convexos que contienen a X. La idea del algoritmo de la                               
envolvente convexa es bastante sencilla también. Partiendo de una nube de puntos podemos                         
sacar los puntos que forman el perímetro externo de esta nube. 
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Aplicado al proyecto, a partir de todos los vértices de un edificio posicionados en un plano 2D,                                 
podemos calcular el área de estos puntos y generar una nueva ​Mesh​. Con ella obtendremos                             
una base con la forma del edificio. Sólo faltaría escalarla para que pudiese dibujarse como                             
acera. Podría añadirse de la misma forma atrezo para la ciudad pero difícilmente generar                           
carreteras. 
 
Figura 11.5: Algoritmo de la envolvente convexa aplicándose a una nube de puntos. Se obtienen los puntos                                 
del perímetro de la nube y con ello formamos la acera. 
11.4.2 Diseño del algoritmo de la envolvente convexa 
Este algoritmo se calculará justo después de la generación de la ​Mesh ​de un edificio. Nada                               
más crear la ​Mesh ​la enviaremos al script encargado de la generación del algoritmo. 
11.4.2.1 Nube de puntos 
El primer paso antes de que el algoritmo trabaje es obtener los vértices del edificio y colocarlos                                 
todos a la misma altura. Hacer sólo eso no nos sirve, debemos ordenarlos además a partir de                                 
la variable x de menor a mayor y en caso de empate ordenar a partir de la variable y de mayor                                         
a menor. Se descartarán todos los vértices que sean iguales a otros y se tratará solo uno de                                   
ellos. 
11.4.2.2 Aplicando el algoritmo 
Recorreremos la lista ordenada de vértices e iremos añadiéndolos a una lista de posibles                           
vértices del perímetro. El algoritmo se aplicará por cada nuevo vértice que se añada a la lista si                                   
esta lista tiene al menos 3 puntos. El algoritmo funciona de la siguiente forma: 
 
1. Cojemos los tres últimos vértices de la lista. Los conoceremos como ‘o’ al antepenúltimo                           
y ‘a’ y ‘b’ a los otros dos respectivamente. 
2. Aplicaremos el producto vectorial entre los tres puntos de la siguiente forma:   
(a[0] ­ o[0]) * (b[1] ­ o[1]) ­ (a[1] ­ o[1]) * (b[0] ­ o[0]) 
3. En el caso de que el resultado de negativo quiere decir que el punto a no forma parte de                                     
los puntos del perímetro y debemos eliminarlo de la lista y volver a hacer la                             
comprobación con los tres últimos. 
4. En caso de que el resultado sea positivo los puntos de la lista de momento son posibles                                 
puntos del perímetro. 
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En el segundo punto del algoritmo calculamos el producto vectorial de los dos vectores                           
dirección de entre ‘oa’ y ‘ob’. Con ello podemos saber si ‘a’ forma parte de un punto del interior                                     
o del perímetro respecto a ‘b’. 
 
Una vez recorrida toda la lista habremos obtenido todos los punto de la parte superior de la                                 
nube de puntos. Para obtener los puntos del perímetro de la parte inferior solo debemos                             
recorrerlo en sentido contrario y aplicar los mismos pasos. 
 
11.4.2.3 Generando la Mesh de la base 
Una vez tenemos todos los puntos solo debemos generar el vector de vértices de la ​Mesh ​y el                                   
vector de caras. El vector de vértices ya nos lo proporciona el algoritmo. En cuanto al vector de                                   
caras, la forma más sencilla es juntar el primer vértice con todas las parejas de vectores                               
contiguos en el vector de vértices. Crearemos el objeto y le añadiremos las componentes de                             
MeshFilter, MeshRenderer y MeshCollider y lo escalaremos ciertas unidades para que haga de                         
acera. 
11.4.3 Shader sencillo de suelo para la acera 
Generé un sencillo shader que dibujase una textura de baldosa de Barcelona a lo largo de                               
todas las aceras. Le añadí además un ​NormalMap ​para que pudiese apreciarse un poco de                             
relieve. 
 
Para generar la textura de ​NormalMap ​utilicé Gimp para hacer una textura en blanco y negro y                                 
luego generé el ​NormalMap​. 
 
      (a)   (b) 
Figura 11.6: (a) Textura de baldosa utilizada para las aceras (b) y la imagen que hice en Gimp para luego                                       
generar su ​NormalMap​. 
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(a) 
 
(b) 
Figura 11.7: (a) El modelo de Barcelona con texturas en Unity3D. El shader no está funcionando puesto que                                   
Unity modifica los valores del modelo. Para arreglar este problema se generará la ​Mesh ​desde cero. 
(b) Una vez generado del modelo y aplicado el shader de texturas se puede ver que se ve muy bien.   
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Capítulo 12 
El sistema de preguntas 
Queremos un sistema de preguntas sencillo de tratar. Además estaría bien poder añadir                         
preguntas fácilmente. No queremos un sistema tampoco muy complejo de programar, que nos                         
facilite el trabajo de edición de preguntas al final. Durante el desarrollo de la aplicación                             
desarrollé dos sistemas distintos, uno al comenzar el desarrollo de la aplicación de                         
demostración y otro al final, un poco más sencillo. 
12.1 Repaso del primer sistema de preguntas 
Este primer sistema leía de un fichero una pregunta, cuatro respuestas, qué respuesta era la                             
correcta y una posición en concreto. Creé una clase Pregunta que almacenaba toda la                           
información de cada pregunta nada más empezar la aplicación y se guardaban todas en un                             
array de preguntas. 
12.1.1 Mostrando los textos 
En aquel entonces, nunca había tocado el sistema de ​UI ​de Unity y decidí utilizar Textos 3D                                 
para mostrar las preguntas. Los textos estaban dentro de una esfera que estaba situada en                             
una posición concreta del mapa. Cada texto miraba siempre al jugador. 
 
Decidí prescindir de la clase de preguntas creada en el primer sistema y guardar directamente                             
en un array las líneas del fichero. Todo el sistema de Textos 3D lo deseché y decidí hacer más                                     
vistosa la zona de preguntas. En el próximo apartado de Sistema ​UI ​hablaré en detalle sobre                               
ella. 
12.2 El nuevo sistema 
El usuario deberá moverse por la ciudad en busca de una gran cúpula que englobe una zona.                                 
Para facilitar esta tarea al usuario añadiremos a su vehículo un modelo 3D de una flecha que                                 
esté siempre apuntando al área de la siguiente pregunta. 
 
Cuando el usuario entre en esta cúpula su vehículo se detendrá y aparecerá delante suyo un                               
panel con la pregunta y posibles respuestas. Además dispondrá de tiempo limitado para                         
responder. La forma de responder será mediante Kinect. El usuario levantará y bajará el brazo                             
derecho para seleccionar la pregunta que crea correcta y cuando pase el tiempo, la pregunta                             
que esté seleccionando será su respuesta. En caso de acertar todos los edificios y aceras que                               
rodean la zona de la pregunta se iluminarán. Si falla, los edificios se oscurecerán. 
 
Entonces la cúpula se moverá a la siguiente zona y el usuario deberá ir a responder la                                 
siguiente pregunta. 
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12.3 Sistema UI 
El sistema antiguo de ​GUIs ​de Unity era muy aparatoso de utilizar. Además, para conseguir                             
algo decente debía hacerse todo con unas clases muy incómodas. Con Unity 4.6, se incluyó el                               
nuevo sistema de UI, conocido también como Interfaz de Usuario. 
12.3.1 Contenido del panel de preguntas 
Gracias al nuevo sistema de ​UI ​de Unity se facilita muchísimo crear la interfaz de preguntas                               
para la aplicación. Cuando el usuario deba responder una pregunta le aparecerá un panel                           
delante con la información de ésta. En concreto el panel dispondrá de: 
● Texto de la pregunta 
● Cuatro posibles respuestas 
● Imagen relacionada 
● Texto bajo la imagen 
● Un contador de tiempo 
12.3.2 Posiciones del panel 
Como debemos mover el panel cada vez que se entre en una zona de preguntas para                               
mostrarlo ante el usuario será necesario sincronizar este suceso. 
 
Como no necesitaba generar ningún movimiento complejo para el panel,decidí crearle dos                       
animaciones mediante las herramientas de Unity: Animación de PopUp y animación de PopOut. 
De esta forma me ahorré un pequeño script de movimiento del panel. Hice que las animaciones                               
correspondientes se activasen al entrar y salir de la zona de preguntas. Ya que las animaciones                               
solo utilizaban elementos de la Transform, no sería difícil enviar los datos. 
12.4 Preparando los datos de las preguntas 
Como en el anterior sistema de preguntas desarrollado, leeremos también de fichero. En este                           
caso los datos leídos son: Pregunta, respuestas, imagen, texto de la imagen, índice de la                             
respuesta correcta y posición de la pregunta. 
 
Nuestro controlador de preguntas leerá el fichero al comenzar la aplicación en cada ordenador                           
y guardará un array de líneas del fichero. Una vez leídos los datos colocaremos la cúpula de                                 
pregunta en su posición y esperaremos a que el usuario llegue a ésta. 
 
Como se ha mencionado anteriormente, el usuario dispondrá de una flecha que le ayudará a                             
saber su objetivo. La flecha dispondrá de un script en el que dispondrá siempre de la posición                                 
de la cúpula y rotará para siempre apuntar a ella. 
 
12.5 Durante la pregunta 
Cuando el usuario entre en la cúpula detendremos el movimiento del vehículo añadiendo una                           
pequeña condición al script de movimiento. Además se actualizarán los datos del panel de                           
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preguntas y el panel aparecerá ante el usuario. El usuario tendrá varios segundos para                           
seleccionar la respuesta que desee. La respuesta seleccionada cambiará de color para que el                           
usuario sepa qué responderá. 
12.6 Al final de la pregunta 
Se comprueba si el usuario ha acertado. En caso afirmativo los edificios que estén dentro de                               
cierto radio de la zona ganarán color. Si no, quedarán aún más apagados. La cúpula se moverá                                 
al siguiente lugar y el usuario podrá volver a moverse. 
 
(a) 
 
(b) 
Figura 12.1: (a) Podemos observar la zona de pregunta más adelante. (b) Interfaz de usuario con la                                 
pregunta en proceso. Se muestra la respuesta seleccionada y el tiempo que queda para responder. 
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Capítulo 13 
Añadiendo el sistema de Kinect 
El paquete de Unity que nos aporta el material para hacer funcionar nuestra CAVE también                             
tiene las llamadas necesarias para poder acceder al sistema de Kinect de ésta. No obstante, el                               
dispositivo Kinect funciona mediante las articulaciones del cuerpo. A partir de la información                         
que ofrece Microsoft es fácil saber qué índice tiene cada articulación. 
13.1 Articulaciones para el movimiento y las preguntas 
Al comenzar a desarrollar la aplicación de demostración, mi primera decisión fue usar la                           
inclinación del cuerpo para mover el vehículo. Por desgracia, los Kinect en la CAVE están                             
situados en la pared frontal por encima de nosotros. Ello implica que nuestro propio cuerpo                             
podría tapar parte de las articulaciones necesarias para el cálculo del movimiento. Por ese                           
motivo se descartó el uso del cuerpo. 
 
 
Figura 13.1: Articulaciones proporcionadas por el dispositivo Kinect v1. 
 
Las articulaciones escogidas al final fueron los hombros y las manos. Calculando el vector                           
dirección entre los hombros y manos tendremos la información suficiente para generar el input                           
del movimiento. 
13.1.1 Girando 
Para girar hacia los lados decidí que si el brazo derecho se extendía hacia nuestra derecha. el                                 
vehículo giraría en esa dirección. De la misma manera para la dirección contraria, si el brazo                               
izquierdo se extendía hacia la izquierda. el vehículo giraría de la misma forma. 
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13.1.2 Avanzando 
Decidí utilizar los dos brazos para poder avanzar. Si los dos brazos están extendidos una                             
mínima distancia hacia delante el vehículo avanzará. 
13.1.3 Ascendiendo 
Siguiendo la misma temática que al avanzar, si tenemos los brazos extendidos hacia arriba el                             
vehículo subirá. 
13.1.4 Descendiendo 
Se me ocurrió que si el usuario abría los brazos como si se quisiese girar hacia ambos lados, el                                     
vehículo descendería. 
13.1.5 Señalando 
Para poder seleccionar la pregunta que se desea el usuario deberá subir o bajar su mano                               
derecha.  
13.2 Petición de articulaciones y Networking 
El paquete compuesto por el sistema de la CAVE y el sistema de Kinect nos aportará la                                 
posición y rotación de cada articulación que deseemos. Éstas serán situadas en la escena y un                               
script se encargará de tratar los inputs y vectores direcciones que necesite. 
 
El servidor será el único ordenador que pida los datos del Kinect. Se encargará de compartirlos                               
a los otros ordenadores, que los necesitarán para calcular dónde señala el usuario.   
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Capítulo 14 
Análisis y diseño 
Este capítulo describe las diferentes fases de la ingeniería del software que se han visto                             
involucradas durante el desarrollo de la aplicación. Partiendo de un análisis de los requisitos                           
que debe tener nuestra aplicación, se ha hecho una especificación de los casos de uso y un                                 
posterior diseño del proyecto adaptado a las tecnologías utilizadas. 
14.1 Análisis de requisitos 
Los requisitos son el conjunto de funcionalidades que el proyecto debe cumplir. Los ​requisitos                           
funcionales ​son los que indican qué debe hacer la aplicación. Hemos definido los siguientes: 
● Mostrar el modelo de Barcelona correctamente en el sistema tipo CAVE, junto con sus                           
texturas. 
● Poder controlar un vehículo con el dispositivo Kinect y moverse con él por la escena. 
● Acceder a zonas distintas de pregunta repartidas por la escena. 
● Responder a preguntas relacionadas con la ciudad. 
● Mostrar de alguna forma si el usuario ha acertado o no. 
● La aplicación de demostración funciona en un sistema tipo CAVE. 
● Entre los controles aceptados se encuentra el dispositivo Kinect. 
 
Los ​requisitos no funcionales​, en cambio, describen aspectos sobre cómo debe ser nuestra                         
aplicación y no sobre qué debe hacer. Hemos pensado los siguientes: 
● La aplicación debe ser lo suficientemente eficiente para que los ordenadores de la                         
CAVE puedan ejecutarla sin problemas. 
● También deberá ser extensible, para poder incorporar nuevas características o incluso                     
agrandar el modelo de Barcelona. 
● Se debe contemplar dentro de lo posible la escalabilidad a medida que las capacidades                           
del hardware aumenten. 
● Debe tratarse de una aplicación de carácter educativo. 
● Los controles deben ser intuitivos y usables. 
● El movimiento debe desarrollarse de forma que no cause mareo u otros síntomas. 
● Debería poder funcionar en diferentes sistemas operativos. 
14.2 Especificación 
Al ser una aplicación de demostración, está bastante marcado lo que el usuario será capaz de                               
hacer: 
● Mover el vehículo: mediante el sistema de Kinect o mediante teclado si precede. 
● Entrar en una zona de pregunta: el usuario podrá mover el vehículo hasta la zona de                               
pregunta. 
● Seleccionar una respuesta: también mediante el sistema de Kinect o el teclado. 
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14.3 Diseño 
El sistema que tiene Unity en cuanto al tratamiento de objetos es bastante curioso. En nuestra                               
escena podemos tener diferentes objetos y cada uno de estos objetos puede disponer de                           
diferentes componentes. Estos componentes pueden ser proporcionados por Unity o scripts                     
que ha realizado el usuario. Los scripts definen clases separadas que hacen sus propias                           
funciones. Pero a veces acceden a otros scripts para pedir datos o hacer alguna llamada a                               
alguna función. 
 
He hecho un diagrama de clases de scripts, que muestra un resumen de las variables de cada                                 
uno (si mostrase todas las variables, el script de movimiento tendría más de 15) y sus funciones                                 
más importantes. También muestro qué scripts están agregados a los otros, es decir, qué                           
scripts acceden a otros scripts. 
 
 
Figura 14.1: Diagrama de clases de scripts en Unity3D. 
 
Seguidamente, he realizado un diagrama de objetos. Como ya he explicado, cada objeto tiene                           
distintas componentes, por lo que añadiré a los objetos que lo precisen sus respectivos scripts                             
que ejecutan. 
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Figura 14.2: Diagrama de objetos en Unity3D. 
 
Como podemos observar, el vehículo casi engloba la mayoría de objetos. Sólo hay una                           
instancia de cada elemento a excepción del modelo de Barcelona generado, que está formado                           
por muchos edificios, y cada uno de ellos dispone de una acera.  
 
El objeto Kinect dispone de las articulaciones que precisamos para nuestro movimiento. Junto                         
con VrSystemCamera, son los únicos objetos que acceden a los scripts del paquete de la                             
CAVE. El script Kinect Directions accede al Objeto Kinect para recoger las posiciones de las                             
articulaciones y así hacer los cálculos. 
14.4 Tecnologías y herramientas utilizadas 
La programación de la aplicación se ha realizado en C# y Javascript adaptados a Unity3D. Las                               
versiones utilizadas de Unity3D han transcurrido desde Unity 4.3 hasta Unity 5. He utilizado                           
Blender para diseñar distintos modelos para la aplicación y Gimp 2 para trabajar con distintas                             
texturas.  
 
Para la sincronización con la CAVE se ha usado el paquete de Unity ​UnityVrSystem                           
proporcionado por Genís Solé. Para la conversión del modelo de Barcelona a formato OBJ se                             
ha utilizado la librería Osu3D, proporcionada por Óscar Argudo. 
 
El proyecto se ha programado y probado en Windows 7 64bits, utilizando como entorno de                             
desarrollo el MonoDevelop de Unity3D.La plataforma de Unity3D solamente está disponible                     
para Windows y Mac, pero no es ningún impedimendo para hacer otras versiones a otros                             
sistemas operativos como Linux, ya que Unity3D lo permite.   
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Capítulo 15 
Resultados 
A continuación se muestran y discuten los resultados obtenidos de acuerdo con los objetivos                           
iniciales planteados. Debido a las demostraciones programadas para el sistema CAVE durante                       
el mes de junio, las últimas versiones del proyecto se han probado en un sistema de                               
PowerWall. 
15.1 Sistema PowerWall 
El sistema PowerWall podría decirse que es una simplificación del sistema CAVE. Dispone de                           
una sola pantalla y en lugar de Kinect tiene un dispositivo Wanda. Para más información                             
consultar el apéndice B. 
 
No es necesario enviar información entre ordenadores ya que el sistema PowerWall solo                         
precisa de uno para funcionar. Además adaptaremos el control al dispositivo Wanda. 
15.2 Adaptación del proyecto 
Como al final las pruebas finales no se han hecho en la CAVE es preciso modificar el proyecto                                   
para que se adapte al nuevo sistema. No es tan simple cambiarlo, puesto que la                             
implementación para el sistema CAVE requería el uso de la clase Network y sincronizar los                             
ordenadores pero para este sistema más simple no es necesario. De forma que además de                             
poder utilizar la aplicación en un sistema tipo CAVE y en un ordenador normal he realizado una                                 
adaptación al sistema de PowerWall. 
15.2.1 Añadiendo el paquete 
Para añadir el paquete del PowerWall lo mejor es quitar el anterior. El paquete de configuración                               
del sistema de la CAVE tiene algunos scripts que también usa el paquete del PowerWall por lo                                 
que podría dar problemas. De forma que he realizado una copia del proyecto para trabajar en el                                 
sistema del PowerWall y he eliminado todo el paquete de configuración del sistema de la                             
CAVE. Una vez con el paquete fuera solo hace falta añadir el nuevo paquete. 
Nos proporciona un sistema nuevo para las cámaras y lo necesario para utilizar el dispositivo                             
Wanda. 
15.2.2 Deshaciendo la sincronización 
Es necesario prescindir de la sincronización de la CAVE para un correcto funcionamiento. De                           
forma que lo primero que hay que hacer es eliminar de los objetos todas las componentes de                                 
NetworkView que habíamos utilizado para que se enviasen los datos. Además debemos                       
acceder a diferentes partes del código para eliminar las comprobaciones de si un ordenador es                             
servidor o cliente, ahora todo se comporta como servidor. 
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15.2.3 De Kinect a Wanda 
Se ha eliminado el sistema de Kinect y ya no precisamos de articulaciones de ningún tipo. En                                 
cambio utilizamos el sistema de posición y orientación que nos proporciona Wanda para                         
movernos. 
 
La selección de preguntas es más cómoda puesto que ahora además he añadido la posibilidad                             
de de seleccionar la respuesta que deseas en lugar de estar apuntando todo el rato. Para coger                                 
los datos del dispositivo Wanda accedemos a los distintos botones, al joystick y finalmente                           
obtenemos la posición y rotación de éste. Podría decirse que el sistema Wanda es más                             
cómodo que el sistema de Kinect en cuanto al abanico de posibilidades que proporciona. 
15.2.4 Cambiando los controles 
Ya que tenemos el dispositivo Wanda he optado por hacer que el vehículo se mueva en la                                 
dirección que el dispositivo mira. Así el usuario puede subir y bajar apuntando con el                             
dispositivo. 
Como he mencionado en el apartado anterior ahora se puede seleccionar una respuesta sin                           
tener que mantenerse con el dispositivo apuntando a nuestra respuesta. 
15.3 Visualización del proyecto en el PowerWall 
Es difícil mostrar la sensación que proporciona con las imágenes pero vamos a intentarlo. La                             
adaptación de la aplicación permite navegar por el centro del Eixample y el usuario puede                             
acceder a las zonas de preguntas. 
 
Durante las primeras pruebas en el PowerWall, el vehículo iba a gran velocidad, pero como me                               
había encargado de facilitar el cambio de velocidad simplemente se ha ido probando hasta que                             
el movimiento se ha vuelto agradable.  
 
Cuando estás observando la aplicación con las gafas en 3D los giros rápidos afectan más y el                                 
usuario puede marearse. En cuanto a la velocidad para avanzar, cuando sobrevuelas la ciudad                           
por encima es bastante agradable ir a una velocidad alta, pero por las calles se hacía incómodo                                 
por lo que decidí reducir la velocidad cuando se iba a ras de suelo. 
 
En la Figura 15.1 podemos observar el resultado de la aplicación mostrándose en el                           
PowerWall. 
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Figura 15.1: Conduciendo el vehículo a ras de suelo. Se puede observar el efecto ​estereoscópico ​que                               
proporciona el paquete del PowerWall. Estoy aguantando las gafas 3D con la mano izquierda mientras                             
avanzo apuntando hacia delante con el dispositivo Wanda con la mano derecha. 
 
Además, las gafas 3D del PowerWall disponen de un sistema de seguimiento. Si el usuario se                               
agacha o se mueve por la escena las cámaras se moverán respecto a su posición para mostrar                                 
más o menos escenario. 
 
La Figura 15.2 es un ejemplo de este suceso. Sin mover el vehículo me muevo hacia delante                                 
para poder leer más fácilmente la pregunta que se muestra en pantalla. 
 
 
(a)      (b) 
Figura 15.2: (a) Llego a la primera pregunta pero no puedo ver bien la parte de arriba (b) por lo que decido                                           
acercarme para tener mejor visión. 
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Por último, aunque no se puede apreciar bien en la primera imagen, en la Figura 15.3 se                                 
muestra  una visión más por encima de la ciudad. 
 
(a) 
 
(b) 
Figura 15.3: (a) Se muestra la ciudad vista desde más arriba, con la cúpula de la siguiente pregunta de                                     
fondo. (b) La misma vista pero sin efecto 3D. 
 
La sensación que proporciona verlo en tres dimensiones es bastante agradable. Las texturas                         
de Barcelona se ven bien y las luces y sombras quedan bien. Es muy probable que en el futuro                                     
se añadan más efectos de luz por lo que quedará aún mejor. 
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Capítulo 16 
Planificación y análisis económico 
Para cualquier proyecto, siempre es importante hacer una valoración tanto en tiempo como en                           
los costes asociados. Hablaremos sobre la planificación que ha seguido durante la elaboración                         
del proyecto y se hará una estimación del coste económico que supondría pagando recursos. 
16.1 Planificación 
El proyecto se divide en tres partes: el estudio y búsqueda de conocimientos más trabajo previo                               
en la CAVE, el desarrollo de la aplicación de demostración y la redacción de esta memoria. 
 
Se empezó a trabajar en la primera parte a mediados de Enero de 2014 y duró hasta mediados                                   
de Junio del mismo año. Se fueron haciendo reuniones cada dos o tres semanas para acceder                               
a la CAVE y probar las distintas aplicaciones de ​testeo​. A medida que trabajaba en la CAVE se                                   
iba desarrollando la idea de la aplicación. 
 
La segunda parte comenzó con el modelo de Barcelona. Se estuvo trabajando en él desde                             
mediados de Marzo de 2014 y se alargó hasta principios de Mayo de 2015. Se empezó de cero                                   
bastantes veces diferentes partes del proyecto por distintos problemas que tardaron en                       
encontrarse. 
Se empezó a desarrollar funcionalidades de la aplicación de demostración a mediados de                         
Septiembre de 2014 aunque más adelante se reimplementaría la gran mayoría. El desarrollo de                           
la aplicación de demostración empezó en su totalidad una vez terminada la inclusión del                           
modelo de Barcelona. En Mayo de 2015 se terminó esta parte. 
 
Se previó tener un mes entero para la redacción de la memoria y tiempo para preparar la                                 
presentación de la defensa del proyecto. 
 
La figura 16.1 muestra el diagrama de Gantt final de las diferentes fases del proyecto. 
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Figura 16.1: Diagrama de Gantt con la planificación del proyecto. 
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16.2 Análisis económico 
La valoración de los costes económicos se dividen en dos partes: los costes de recursos                             
humanos y los costes de maquinaria. Cabe destacar que no tendremos en cuenta los costes                             
que pudiesen dar la creación de un sistema tipo CAVE. Será solamente el coste del desarrollo                               
de la aplicación. 
 
Para calcular los costes de recursos humanos tenemos dos perfiles: 
● Coste analista: 40€/ 
● Coste diseñador 3D: 25€/h 
● Coste programador: 30€/h 
 
Se ha hecho una aproximación de horas dedicadas a cada tarea y se han asignado a su perfil                                   
respectivo. 
 
 
Figura 16.1: Desglose económico del proyecto. 
 
En cuanto a los costes de maquinaria, es necesario tener en cuenta el coste del ordenador.                               
Para que la aplicación funcione sin problemas es necesario que su tarjeta gráfica sea de gama                               
alta. Para este proyecto se ha utilizado un ordenador con la tarjeta NVIDIA GTX 860M. Por lo                                 
que se estima que con un ordenador de unos 1300€ incluyendo la tarjeta gráfica sería                             
suficiente para el desarrollo de la aplicación. 
62 
Se ignora el coste de las herramientas de software utilizadas puesto que todo lo utilizado está                               
hecho con entornos de desarrollo libre. En cuanto a Unity3D, mientras no se obtengan                           
beneficios superiores a 100.000€ no es necesario adquirir la versión de pago, y como es una                               
aplicación de demostración no es necesario añadir coste. 
 
Por lo tanto, el coste total del proyecto es de 20.650€   
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Capítulo 17 
Conclusiones y trabajo futuro 
Los objetivos principales del proyecto, como se ha comentado en la introducción, eran                         
desarrollar una aplicación de demostración para un sistema de realidad virtual inmersivo tipo                         
CAVE y hablar sobre el proceso realizado hasta la finalización del desarrollo. En el capítulo de                               
resultados se aprecia que la aplicación funciona sin problemas en este tipo de sistemas.                           
Desgraciadamente, a causa de los problemas que ha habido con el modelo de Barcelona, no                             
he tenido tiempo de aplicar distintos efectos de luz. 
 
Un tema muy interesante en el que trabajar en el futuro es el modelo de Barcelona. He                                 
trabajado con una conversión del verdadero modelo de Barcelona, puesto que no se me                           
pudieron facilitar los datos de éste. Seria interesante poder preparar el modelo de Barcelona                           
para las nuevas tecnologías, pero no tener que encontrarse con problemas en el futuro. En este                               
caso, podría hacerse un buen trabajo desarrollando para que funcionase a la perfección en                           
Unity3D. 
 
Una vez con el modelo de Barcelona funcionando perfectamente en Unity, se le podrían aplicar                             
efectos fácilmente y aplicar distintos algoritmos de generación de calles como la envolvente                         
convexa o Distance Field. Si se expandiese esta aplicación de demostración el objetivo sería                           
integrar a la perfección el modelo de Barcelona. 
 
Como valoración personal, estoy satisfecho de haber conseguido mostrar correctamente el                     
modelo de Barcelona en Unity y de haber terminado una aplicación de demostración funcional.                           
No he disfrutado trabajando con Barcelona, ha acabado haciéndose muy cuesta arriba puesto                         
que cada vez que fallaba algo en el modelo en Unity había que volver a repasar cada posible                                   
fallo e incluso probar cosas sin sentido en cuanto a shaders en Unity. Trabajar en la CAVE es                                   
aparatoso, estás desarrollando durante una semana o dos y luego debes organizarte para                         
quedar y poder probarlo en la sala. Y no siempre funciona, pequeños fallos provocaban que                             
tuviese que repasar cada parte y probarlo en otra reunión. El paquete que me prestaban para                               
que funcionase la aplicación en la CAVE con Unity estaba en desarrollo y había veces que                               
tenía una versión antigua y no funcionaba. Por otro lado, por diferentes percances, el desarrollo                             
ha ido más lento de lo que podría haber sido. 
 
Para acabar, me gustaría agradecer a todas las personas que han estado apoyándome y                           
dándome consejos con los problemas encontrados. Agradezco a Carlos Andújar por las ideas                         
que me ha ido aportando cuando nos reuníamos y a Genís Solé por trabajar en el paquete de                                   
la CAVE en Unity. Agradezco también mis amigos y a los miembros de la asociación VGAFIB,                               
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por todo lo que me han ayudado mostrándome otros posibles caminos cuando me encontraba                           
con un muro. 
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Apéndice A 
El paquete UnityVrSystem 
El paquete UnityVrSystem es una aproximación modular para añadir soporte de realidad virtual                         
a Unity3D. El paquete contiene varios componentes de Unity3D que pueden ser añadidos a los                             
obtejos de nuestra aplicación para que puedan tener funcionalidades VR si procede. 
 
Consta de varios componentes: 
● VrScreen, que es la representación de la escena de una pantalla del mundo real. 
● VrCamera, que representa los ojos del usuario en el mundo virtual. 
● VrDisplayArragement, componente que nos permite especificar qué VrCámaras               
queremos tener activas. 
● VrCluster, que nos permite el uso de varias visualizaciones distribuyendo el trabajo de                         
renderizado ​entre diferentes nodos. 
 
 
Figura A.1: UnityVrSystem mostrando la posición de las cámaras frontales de la CAVE en la escena junto                                 
con la posición de las articulaciones de los hombros y las manos proporcionadas por el Kinect. 
 
Este paquete también se encarga de enlazar a un cliente ​VRPN ​y Unity y además un soporte                                 
de Kinect via cliente ​VRPN ​nativo. 
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Figura A.2: Script para acceder al sistema Kinect y obtener la posición y orientación de una articulación. 
 
 
El paquete PowerWall y Wanda 
Este paquete PowerWall forma, junto con el paquete UnityVrSystem, forma parte de un                         
conjunto de paquetes de prueba que tienen en el CRV (Centro de Realidad Virtual). Además                             
de incluir diferentes paquetes del sistema de la CAVE también incluye el paquete que permite                             
hacer funcionar un proyecto en el PowerWall. 
 
Consta de un sistema de dos cámaras que permiten mostrar el proyecto de forma                           
estereoscópica ​en el PowerWall. Su funcionamiento es bastante más básico puesto que sólo                         
se precisa de un ordenador para hacer funcionar todo el sistema. Lógicamente también es                           
necesario llevar gafas que permitan ver imágenes en 3D. Pero las gafas del PowerWall                           
disponen de un sistema de ​tracking ​para poder girar la cabeza un poco y que las cámaras                                 
respondan a ello. 
 
Además permite la inclusión del sistema de control Wanda. Wand, que significa varita en inglés,                             
es un dispositivo de input que se utiliza muy a menudo en sistemas de realidad virtual tipo                                 
CAVE u otros. 
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Figura Apéndice A.3: Ejemplo de dispositivo Wanda. 
 
Este dispositivo dispone de un joystick y varios botones que podemos utilizar. Además nos                           
proporciona su posición y orientación por lo que podemos utilizarlo para apuntar e incluso                           
controlar el movimiento. 
 
 
Figura A.2: Ejemplo de instrucciones utilizadas para acceder al dispositivo Wanda en Unity.   
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Apéndice B 
Material de Unity3D utilizado 
Durante el transcurso del proyecto he recurrido a muchísimas clases proporcionadas por Unity.                         
Hablaré de las más importantes: 
Mesh 
Una clase que permite la creación o modificación de ​meshes ​a partir de scripts. 
Las ​meshes ​contienen arrays de vértices y múltiples triángulos. Los arrays de triángulos son                           
simplemente índices a los arrays de vértices; tres índices por cada triángulo. 
 
 
Figura B.1: Ejemplo de script que nada más empezar genera una ​Mesh ​y la guarda en el componente                                   
MeshFilter. 
 
Para cada vértice hay una normal, dos coordenadas de textura, un color y una tangente. Estos                               
son datos opcionales por lo que para una generación básica de una mesh no son necesarios. 
Network 
Ya hemos hablado bastante de ella en la memoria. Nos ofrece las funciones necesarias para                             
tener un servidor y hacer la sincronización. 
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Figura B.2: Principio de la función Update del script de movimiento del vehículo. Deshabilitamos la ​UI de                                 
preguntas y el input puesto que solo se encarga el servidor de tratarlos. 
Componentes MeshFilter, MeshRenderer y MeshCollider 
Estas tres clases se utilizan para guardar la ​mesh ​(en el componente MeshFilter), hacerla                           
visible en la escena (MeshRenderer) y permitir detección de colisiones con ella (MeshCollider). 
Componente Transform 
Esta es el componente más básicas de un objeto. El componente Transform nos proporciona                           
información del objeto en sí: posición, rotación, escala, cuáles son sus hijos, su padre, etcétera. 
 
Figura B.3: Porción del script encargado de la generación de Barcelona. Por cada edificio creamos un                               
objeto y le añadimos las componentes que necesita. Creamos una ​Mesh nueva y le asignamos todos los                                 
valores. Accedemos a el componente Transform para indicarle que es hijo del objeto Barcelona. Luego se                               
aplica el algoritmo de la envolvente convexa. 
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Componente RigidBody 
Componente que transforma el objeto a un objeto afectado por las propiedades físicas. Nos                           
aporta velocidad, velocidad angular, tipo de colisión y otras opciones no utilizadas. 
 
Figura B.4: Aplicación de la velocidad al componente RigidBody una vez hechos todos los cálculos. 
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Apéndice C 
Manual de usuario: 
La aplicación funciona en tres sistemas diferentes: En el sistema CAVE, el sistema PowerWall y                             
en un ordenador convencional. Como la aplicación es la misma para todos los sistemas primero                             
hablaré de las distintas vistas que puede ver el usuario y luego separaré los controles por cada                                 
sistema. 
 
Al iniciar la aplicación, se mostrará el logo de Unity5 y automáticamente se cargará la escena                               
de Barcelona con el modelo del centro del Eixample y el usuario se encontrará encima de su                                 
vehículo. 
 
El usuario podrá moverse por la escena e ir a la zona de pregunta. Al entrar en ella el vehículo                                       
se detendrá y aparecerá el menú de la pregunta con distintas opciones de respuesta y un                               
contador de tiempo. Cuando el contador llegue a cero los edificios que rodean la zona de la                                 
pregunta se iluminarán o apagarán dependiendo de si la respuesta es acertada o no. 
 
Ordenador convencional 
Para iniciar la aplicación solo es necesario abrir el ejecutable. Los controles son los siguientes: 
● W o Flecha arriba: Avanzar 
● A, D o Flecha derecha, Flecha izquierda: Girar. 
● S o Flecha abajo: Elevarse 
● Espacio: Descender. 
● Botón izquierdo del ratón: Seleccionar pregunta. 
 
Sistema PowerWall 
Es necesario encender los proyectores y el ordenador encargado de tratar los datos del                           
tracking de las gafas y el dispositivo Wanda. Una vez hecho eso se inicia la aplicación abriendo                                 
el ejecutable. Los controles son mediante el dispositivo Wanda: 
● Joystick hacia delante: Avanzar en la dirección en la que apuntamos con el dispositivo                           
Wanda. 
● Joystick hacia los lados: Girar. 
● Botón rojo: Seleccionar pregunta que está apuntando el dispositivo Wanda. 
 
Además podemos movernos por la sala y el sistema de tracking de las gafas se encargará de                                 
que la cámara gire con nosotros. 
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Sistema CAVE 
Hay que encender los proyectores y ordenadores de las pantallas que queremos utilizar y                           
encender el ordenador que se encarga de tratar el tracking del Kinect. Desde el ordenador                             
principal nos conectamos a los demás ordenadores y colocamos la aplicación en la carpeta                           
sincronizada con éstos. Una vez que todos los ordenadores tengan la aplicación ejecutamos la                           
aplicación desde el ordenador principal y un script se encargará de que todos los ordenadores                             
hagan lo mismo. 
 
Los controles son: 
● Los brazos extendidos hacia delante: El vehículo avanza. 
● Brazo derecho extendido hacia la derecha: El vehículo gira a la derecha. 
● Brazo izquierdo extendido hacia la izquierda: El vehículo gira a la izquierda. 
● Los dos puntos anteriores a la vez: El vehículo desciende. 
● Brazos extendidos hacia arriba: El vehículo se eleva. 
● Durante una pregunta, con el brazo derecho extendido hacia delante, subir o bajarlo                         
para seleccionar una pregunta. 
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Apéndice D 
Glosario 
 
Atlas de textura​: textura 2D que contiene muchas texturas menores. 
Estereoscópico​: que produce sensación de relieve. 
Frame​: Cada una de las imágenes o fotogramas con los cuales está compuesta una animación                             
o visualización interactiva. 
GUI​: Interfaz Gráfica de Usuario. 
Humanoide​: con humanoide nos referimos a modelos en 3D con forma humana. 
Idle​: Estado de no hacer nada 
Inverse Kinematics​: técnica que permite determinar el movimiento de una cadena de                       
articulaciones para lograr que un actuador final se ubique en una posición concreta. 
Máquina de estados​: modelo de comportamiento de un sistema con entradas y salidas. 
Mechanim​: Sistema de animaciones de Unity3D 
Mesh​: Malla de un modelo 3D.  
Motor de juegos: ​Un motor de juegos es un término que hace referencia a una serie de rutinas                                   
de programación que permiten el diseño, la creación y la representación de un videojuego. La                             
funcionalidad básica de un motor es proveer al videojuego de un motor de renderizado por los                               
gráficos 2D y 3D, motor físico o detector de colisiones, sonidos, scripting, animación,                         
inteligencia artificial, redes, streaming y administración de memoria entre otros. 
NormalMap​: aplicación de una técnica 3D que permite dar una iluminación y relieve mucho                           
más detallado a la superficie de un objeto. 
Port​: Conversión de una aplicación, herramienta, etc. que funciona de una forma a otro forma. 
Render​: término inglés que se utiliza para referirse al proceso de generación de una imagen.                             
También se utiliza para nombrar a la imagen resultante del proceso. 
RGB, RGBA​: espacio de color que utiliza tres componentes: rojo (R), verde (V) y azul (B) para                                 
representar los diferentes colores. Opcionalmente se puede utilizar un cuarto componente de                       
transparencia, llamado alpha (A). 
Semilla de aleatoriedad​: número o vector usado para inicializar un generador de números                         
pseudo aleatorio. 
Teleatlas​: compañía neerlandesa que proporciona mapas digitales y otros contenidos. 
Testeo​: de la palabra inglesa “testing”, que significa hacer pruebas. 
Tracking​: seguimiento. 
UI​: Interfaz de Usuario. 
VRPN​: Virtual­Reality Peripheral Network. 
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