On an affine quantum KPRV determinant at q=1  by Joseph, Anthony
Bull. Sci. math. 125, 1 (2001) 23–48
Ó 2001 Éditions scientifiques et médicales Elsevier SAS. Tous droits réservés
S0007-4497(00)01067-8/FLA
ON AN AFFINE QUANTUM KPRV DETERMINANT AT q = 1
BY
ANTHONY JOSEPH a,b
a The Donald Frey Professorial Chair, Department of Mathematics,
The Weizmann Institute of Science, Rehovot 76100, Israel
b Institut de Mathématiques (UMR 7586), 175 rue du Chevaleret, Plateau 7D,
75013 Paris Cedex, France
Manuscript presented by M.-P. MALLIAVIN, received in May 2000
1. Introduction
1.1.
Let g be a semisimple Lie algebra. A fundamental result of Kostant [9]
asserts that the enveloping algebra U(g) of g is a free module over its
centre Z(g), that is one may write U(g)=H ⊗Z(g). Moreover the sub-
space H can be assumed to be adU(g) stable and then the multiplicity
of any simple submodule V of H equals the dimension of its zero weight
space. For each such V , using the Harish–Chandra projection onto the
enveloping algebra U(h) of a Cartan subalgebra h, Parthasarathy, Ranga
Rao and Varadarajan [11] constructed and calculated a determinant PV
with values in U(h). Since then this construction has been generalized
and we call such objects KPRV determinants. The first such generaliza-
tion [6] was to replace U(g) by its “simply-connected” Drinfeld–Jimbo
quantization Uq(g). The second was to replace g by a reductive Lie super-
algebra [1]. The third was to consider an analogue Ppi ′,V of PV associated
to any parabolic subalgebra ppi ′ of g defined by a subset pi ′ of the simple
roots [7]. In all these cases the KPRV determinants could be explicitly
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calculated and gave for example information on Verma module annihila-
tors.
1.2.
More recently we have shown [7] how to define KPRV determinants in
the quantum affine case, that is to say when g is affine. However we were
unable to even give a single (non-trivial) example. Indeed one requires an
admissible module for Uq(g) with a zero weight space and these are not
easy to find nor handle. Secondly the resulting determinant will at least
be an infinite product with possibly denominators.
1.3.
In this paper we describe the simplest possible non-trivial case. Let g0
be a semisimple Lie algebra, gˆ = g0 ⊗ k[t, t−1] the corresponding loop
algebra and g˜ its unique central extension, to which one adjoins the Euler
element td/dt to obtain an affine Lie algebra g. Now take g0 = sl(2).
Then gˆ is an admissible g module with a one-dimensional zero weight
space. In this case (and more generally for g0 = sl(n)) a construction of
Jimbo [3] can be interpreted to give a simple admissible Uq(g)module V
with the same formal character as gˆ. In particular, its zero weight space V0
is one-dimensional. The general theory in [7, Section 3], then gives rise to
a KPRV determinant P∅,V (or simply, PV ). Let V (ρ) denotes the simple
highest weight module with highest weight ρ being the sum of a choice
of fundamental weights. Up to isomorphism there is just one embedding
of V in EndV (ρ) and so one may unambiguously speak of the elements
of V acting on V (ρ). Then PV can implicitly be described in terms of the
traces of a non-zero S ∈ V0 acting on the weight spaces of V (ρ).
1.4.
Unfortunately the above traces are extremely difficult to compute.
However one can show that, up to a fixed scalar, S acts on an extreme
vector vwρ by the scalar (−q−2)`(w), where `(w) is the reduced length
of w in the Weyl group W . In this paper we compute their value in the
q = 1 limit and even that is quite non-trivial. More precisely we have a
unique embedding gˆ ↪→ EndV (ρ) of g modules. This does not come
from the embedding g ↪→ EndV (ρ) defined by the action of g, nor is it
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a Lie algebra embedding. Thus a priori its nature is rather enigmatic. As
before we choose a non-zero element S1 in gˆ of weight zero. Then (up
to a fixed scalar) S1 acts by (−1)`(w) on the weight subspace of V (ρ) of
weight wρ. We show that its trace on all other weight subspaces is zero.
Via the Weyl denominator formula it follows that the q = 1 limit of the
KPRV determinant is an infinite product of “linear” factors. From this
and from the interpretation of its probable zeros we conjecture the form
of this determinant for arbitrary q.
1.5.
The above trace zero result (which is false for arbitrary q) is rather non-
trivial. To prove it we extend the Chevalley–Kostant [10] presentation of
V (ρ) to the affine case; where S1 is represented as the (infinite) wedge
product of the root vectors. To obtain a corresponding result for arbi-
trary q will require an invariant interpretation of the wedge product in the
quantum framework. Quite possibly this will be provided by the R-matrix
and hopefully this will be the subject of a subsequent communication.
2. An admissible module for Uq(sl(2))
Assume the base field k to be of characteristic zero and uncountable.
2.1.
Let g be a symmetrizable Kac–Moody Lie algebra, h⊂ g a Cartan sub-
algebra, pi ⊂ h∗ the set of simple roots. Recall that Uq(g) (or simply, U )
is a Hopf algebra defined over k(q) with generators eα, f−α, t±1α : α ∈ pi
and relations given as in say [4, 5.1]. For all γ ∈ Zpi one may define tγ
inductively through tγ = tγ±αt∓1α : α ∈ pi as an element of the torus T .
In particular for g = sl(2) taking (α,α)= 2 for the unique simple root,
Uq(g) is generated over the group algebra k(q)[t, t−1] of the torus T by
elements e, f satisfying
tet−1 = q2e, tf t−1 = q−2f, ef − f e= (t − t−1)/(q − q−1),
with the augmentation ε, coproduct ∆ and antipode σ given by
ε(e)= ε(f )= 0, ∆(e)= e⊗ t−1 + 1⊗ e, ∆(f )= f ⊗ 1+ t ⊗ f,
σ (e)=−et, σ (f )=−t−1f
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and t being group-like.
Now take g to be an affine of type A(1)1 , that is to say pi = {α0, α1} with
Cartan matrix
(
2 −2
−2 2
)
. A construction of Jimbo [3] gives an algebra
homomorphism
ϕa :Uq(g)→Uq(sl(2))[a, a−1]
for each scalar a. Here we shall regard a as an element of weight
δ = α0 + α1. Actually it will play no role in our calculations its presence
being only to avoid some internal contradictions (see discussion in the
last paragraph of [7, 3.1]). Explicitly (writing eα1 = e1 and so on) we
have
ϕa(e1)= e, ϕa(f1)= f, ϕa(t1)= t, ϕa(e0)= af,
ϕa(f0)= a−1e, ϕa(t0)= t−1.
To check that this is an algebra homomorphism one notes that in terms of
commutators
f 3e− ef 3 = f 2[f, e] + f [f, e]f + [f, e]f 2
= (1+ (q2 + q−2))f [f, e]f.
This ensures that the quantum Serre relations are satisfied. On the other
hand ϕa is not a Hopf algebra map.
2.2.
As usual one defines for each integer n, the q-number [n]q = (qn −
q−n)/(q − q−1). As is well-known one has
[e, f n] := ef n − f ne= f n−1[n]q(q−(n−1)t − qn−1t−1)/(q − q−1).
For each integer `> 0, let V (`) denote the unique up to isomorphism
simple Uq(sl(2)) module generated by a (highest weight) vector v`
satisfying
tv` = q`v`, ev` = 0, f `+1v` = 0.
Writing v`−2n = f nv`, for all n = 0,1,2, . . . , `, a standard calculation
based on the above commutator relation gives
ev`−2n = [n]q[`− (n− 1)]qv`−2n+2.(∗)
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Composing ϕa with the above endomorphism Uq(sl(2))→ EndV (`),
gives an (infinite dimensional) admissible module V (`)[a, a−1] for Uq(g)
which has a one-dimensional zero weight space if and only if ` is even. It
is simple if ` > 0. We consider the simplest case when `= 2. We denote
this module simply by V .
2.3.
Assume g affine. Let ∆re (respectively ∆im) denote the set of real
(respectively imaginary) roots of g and set ∆ = ∆re ∪ ∆im, ∆+ =
∆ ∩ Npi, ∆+re = ∆re ∩ ∆+, ∆+im = ∆im ∩ ∆+. Let P(pi) ⊂ h∗ denote
the set of integral weights for g. (We take the explicit definition given
in [7, 2.2] though these fine details are not important here.) Let P+(pi)
denote the dominant elements of P(pi) and ρ the sum of the fundamental
weights. For each µ ∈ P(pi), let V (µ) denote the simple Uq(g) module
with highest weight µ and highest weight vector v¯µ. Recall [4, 3.3.3]
the Chevalley antiautomorphism κ ′ of Uq(g) interchanging f−α and
gα := eαtα and set ι = κ ′σ which is an involution interchanging eα and
−f−α . For any admissible left Uq(g) weight module M (that is with
finite dimensional T weight spaces) define δ′M to be the direct sum
of the T weight subspaces of M∗ given a left Uq(g) module structure
through κ ′ and set M# = (δ′M)ι. Recall that V (µ) ∼= δ′V (µ) and that
V (µ)# is a lowest weight module with highest weight −µ and lowest
weight vector v¯−µ. Let U− (respectively U+) be the subalgebra of U
generated by the f−α (respectively eα): α ∈ pi . Set I+µ = {a ∈ U+ |
av¯−µ = 0}, I−µ = {a ∈ U− | av¯µ = 0}. It follows from the above that
I+µ = ι(I−µ ).
Now let V be an admissible weight module with weights in P(pi). For
each µ ∈ P(pi), let Vµ denote its µ subspace. For all ξ, η ∈ P(pi), define
V
ξ,n
ξ−n =
{
v ∈ Vξ−η | I (ξ)−v = I (η)+v = 0}.
Exactly as in [5, 5.12] we obtain a linear isomorphism
HomU
(
δ′V,Hom
(
V (η),V (ξ)
)) ∼→V ξ,ηξ−η.(∗)
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2.4.
It is convenient to consider more general weights than those coming
from P(pi). Let T ∧ denote the set of characters of T (of degree 1).
For each Λ ∈ T ∧, let M(Λ) denote the Verma module with highest
weight Λ and highest weight vector vΛ. Let V (Λ) denote its unique
simple quotient. When Λ takes the form qλ: λ ∈ P(pi), that is to
say when Λ(tα) = q(λ,α), ∀α ∈ pi , we call Λ a linear weight and we
denote M(Λ) (respectively vΛ) simply as M(λ) (respectively vλ). We
shall also need to consider the lowest weight Verma module M_(Λ) with
lowest weight Λ and lowest weight vector vΛ. Its unique simple quotient
identifies with V (Λ)#.
Now fix γ ∈∆+re, n ∈N+. Set T ∧m,γ = {Λ ∈ T ∧ | q2(ρ,γ )−m(γ,γ )Λ(t2γ )=
1} which is a hypersurface of codimension 1 in T ∧. Set ˚T ∧m,γ = {Λ ∈
T ∧m,γ | q2(ρ,β)−n(β,β)Λ(t2β) 6= 1 for all β ∈ ∆+ \ {γ }, n ∈ Z}. It is the
complement in T ∧m,γ of countably many hypersurfaces. It is convenient
to assume that the base field is uncountable to prove easily [4, 4.1.6] that
˚T ∧m,γ is non-empty. Then ˚T ∧m,γ is Zariski dense in T ∧m,γ .
TakeΛ ∈ T ∧m,γ . By [4, 4.4.9],M(Λq−mγ ) is a submodule ofM(Λ) and
we let N(Λ) be the corresponding quotient.
If Λ ∈ ˚T ∧m,γ some further properties hold. First by [4, 8.2.2] M(Λ)
is projective in the O category. Secondly M(Λq−mγ ) is simple by the
non-vanishing of the Shapovalev determinant (see [4, 4.1.16]). Thirdly
N(Λ) is simple by [4, 4.1.7] and the definition of the Jantzen filtration.
(Of course all this is well-known at least for U(g): g semisimple.)
Unlike the semisimple case we cannot say that dim Hom(M(Λq−mγ ),
M(Λ)) = 1, for all Λ ∈ T ∧m,γ , since the usual argument with Gelfand–
Kirillov dimension fails. However this does hold for Λ ∈ ˚T ∧m,γ through
[4, 4.1.7] as above. By [4, 4.4.15] it also holds for Λ= qλ with λ ∈ P(pi)
satisfying 2(λ+ρ, γ )=m(γ, γ ), noting that sγ .λ := sγ (λ+ρ)−ρ = λ−
mγ . When this dimensionality result holds, there exists a unique (up to
scalars) element aΛ−mγ ofU− of weight−mγ such that aΛ−mγ vΛ = vΛq−mγ .
We shall need to describe how aΛ−mγ : Λ ∈ ˚T ∧m,γ is related to some special
choice ofΛ= qλ, with λ as above. As might be expected this dependence
is algebraic inΛ. To see this we follow the argument in [4, 4.4.8]. Choose
a basis {y(i)−β} in each weight subspac U−−β of weight −β of U−. Writing
aΛ−mγ =
∑
cΛi y
(i)
−mγ , the condition that aΛ−mγ vΛ is a highest weight vector
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is expressed by the identity
∑
i c
Λ
i p
α
i,j (Λ) = 0, ∀α ∈ pi for suitable
(fixed) elements pαi,j ∈ U 0 := k(q)T . Now the above dimensionality
means that the minimum corank of the minors of the family {pαi,j (Λ)}α∈pi
of matrices equals 1 for such Λ. Fix some λ ∈ P(pi) with qλ ∈ T ∧m,γ and
a minor of the family {pαi,j (qλ)}α∈pi of corank 1. Then excluding possibly
a closed subset of ˚T ∧m,γ we can find a Zariski dense subset ˚˚T ∧m,γ such that
this minor has also corank 1 on ˚˚T ∧m,γ . Then cΛi : Λ ∈ {qλ, ˚˚T Λm,γ } is given by
evaluating polynomial expressions in the pαi,j divided by the determinant
of the above minor.
Given Λ ∈ T ∧m,γ it is clear that similar considerations apply to the pair
(M_(Λ−1),N_(Λ−1)), where N_(Λ−1) :=M_(Λ−1)/M_(Λ−1qmγ ).
2.5.
Retain the notation of 2.4. Choose Λ1, Λ2 ∈ T ∧ such that Λ1Λ−12 =
qλ, for some λ ∈ P(pi). Take V as in 2.3. Exactly as in [5, 5.2] Frobenius
reciprocity gives an isomorphism v 7→ ϕv of Vλ onto HomU(M(Λ1) ⊗
M_(Λ−12 ),V ) with ϕv(vΛ1 ⊗ vΛ−12 )= v.
Now take Λ1 = Λ ∈ T ∧m,γ and Λ2 = Λ or Λq−mγ . From the exact
sequence
0 →HomU(M(Λ)⊗N_(Λ−1),V )
ψ1→HomU(M(Λ)⊗M_(Λ−1),V )(∗)
ψ2→HomU(M(Λ)⊗M_(Λ−1qmγ ),V )→
we may deduce some properties of the first term. We remark that ifM(Λ)
is projective in O and V is finite dimensional, then this exact sequence
becomes short. However the latter condition can only be satisfied for g
semisimple and then the above is the standard technique used in that
situation. Here we shall have to make do with less.
First assume that Vmγ = 0. Then ψ1 is an isomorphism. Secondly
assume that V−mγ = 0. Taking Λ1 = Λq−mγ , Λ2 = Λ, a similar exact
sequence implies that HomU(M(Λq−mγ ) ⊗ N_(Λ−1),V ) = 0. Now
assume Λ ∈ ˚T ∧m,γ . Then the first conclusion translates under [5, 5.11] to
give a linear isomorphism
HomU
(
δ′V,Hom(V (Λ), δ′M(Λ)
) ∼→ V0,
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whilst the second gives HomU(δ′V,Hom(V (Λ), δ′M(Λq−mγ )) = 0.
Taken together we obtain
HomU
(
δ′V,EndV (Λ)
) ∼→ V0.(∗)
Finally recall that by 2.4 there is a unique element aΛmγ ∈ U+ (or
simply, a) of weightmγ such that aΛmγ vΛ−1 = vΛ−1qmγ . Then for all v ∈ V0
one has
ψ2ϕv(vΛ⊗ vΛ−1qmγ )= ϕv
(
a(vΛ ⊗ vΛ−1)
)= av,
and so ψ2ϕv = ϕav .
Assume again that Λ ∈ ˚T ∧m,γ . Then by [5, 5.11] and the above we
obtain
dim HomU
(
δ′V,Hom
(
V (Λ), δ′M(Λ)
))= dimV0 − dimaΛmγ V0.(∗∗)
In this case it is not appropriate to assume that V−mγ = 0. However we
shall be mainly interested in the case when the right hand side of (∗∗) is
zero. Then we obtain
(∗∗)′ HomU(δ′V,EndV (Λ))= 0.
2.6.
Now assume g as in the second part of 2.1 and V as in 2.2. One checks
that V ∼= δ′V . Recall that V0 is one dimensional and choose 0 6= S ∈ V0.
For all α ∈∆re, set α∨ = 2α/(α,α).
PROPOSITION. – Under the above hypotheses.
(i) dim HomU(V,EndV (µ))6 1, ∀µ ∈ P+(pi) with equality if and
only if µ ∈ ρ +P+(pi).
(ii) For all γ ∈ ∆+re, m integer > 2 and Λ ∈ ˚T ∧m,γ one has
dim HomU(V,EndV (Λ))= 1.
(iii) Take γ ∈∆+re. There exists a Zariski dense subset Tˇ ∧1,γ of T ∧1,γ such
that HomU(V,EndV (Λ))= 0, for all Λ ∈ Tˇ ∧1,γ .
Proof. – (i) Take µ ∈ P+(pi) and recall that AnnU−vµ =∑
α∈pi U−f
µ(α∨)+1
−α . On the other hand for all α ∈ pi one has f−αS 6= 0,
whilst f 2−αS = 0. Hence (i) follows from 2.3(∗).
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(ii) Both Vmγ and V−mγ vanish for γ ∈∆+re and m integer > 2. Hence
(ii) follows from 2.5(∗).
(iii) Take γ ∈ ∆+re and define aΛγ as in 2.5. The conclusion of (iii)
follows from 2.5(∗∗)′ if we can show that aΛγ S 6= 0: Λ ∈ ˚T ∧1,γ . By the
algebraic dependence of aΛγ on Λ described in 2.4 it is enough to show
this for some Λ = qλ ∈ T ∧1,γ , choosing Tˇ ∧1,γ to be the non-empty open
subset of ˚˚T ∧1,γ for which aΛγ S 6= 0.
We choose λ as follows. Recall that pi = {α0, α1} and that every
γ ∈ ∆+re lies either in Wα0 or Wα1. Both cases are similar and we
consider just the first. Then either γ = (sα0sα1)nα0 or sα1(sα0sα1)nα0
with n ∈ N. Both cases are similar and we consider just the first. In
this case γ = 2n(α0 + α1)+ α0. Recall that we may assume (α0, α0) =
(α1, α1)= 2 and then we choose λ ∈ P(pi) so that (λ+ ρ, (α0+α1))= 0
and (λ + ρ,α0) = 1. Now sγ = (sα0sα1)nsα0(sα1sα0)n. Let wi be the
product of the last i reflections, that is counted from the right and set
sβi+1 = wi+1w−1i . One checks that w−1i βi+1 = i(α0 + α1) + α0 and so
((wi.λ) + ρ,βi+1) = (λ + ρ, i(α0 + α1) + α0) = 1, for all i. From a
standard Uq(sl(2)) calculation one then concludes that up to a scalar
a∧γ = eα0(eα1eα0)2n, for this choice of Λ. Yet eα1eα0S = [2]qS and so
aΛγ S 6= 0. 2
3. A quantum KPRV determinant
3.1.
Retain the notation of 2.6. Define an ordering 4 on P(pi) through
µ 4 ν if ν − µ ∈ P+(pi). By 2.6, ρ is the unique smallest element of
P+(pi) for which V occurs in EndV (µ) and moreover it occurs with
multiplicity one. Let PV denote the KPRV determinant associated to V
(and the empty subset of pi ). By [7, 3.1] and the above one must calculate
PV with respect to ρ. We denote the canonical generator v¯ρ of V (ρ)
simply as vρ . Let S be the unique element in V0 satisfying Svρ = vρ , and
as in [7, 3.2.9] let τ be an abelian group isomorphism of P(pi) onto the
extended torus Tˇ (so in particular τ(ν)= tν, ∀ν ∈ Zpi ). Then by [7, 3.5]
one has
PV =
∑
ν∈Npi
tr(S |V (ρ)ρ−ν )q2(ρ,ν)τ
(−2(ρ − ν)).(∗)
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Retain the convention that (α,α) = 2, ∀α ∈ pi (and hence for all
α ∈ ∆re). We conjecture that the above expression can be rewritten in
the form
PV = τ(−2ρ)
∏
α∈∆+re
(
1− τ(2α)q2(ρ,α)−(α,α))
(∗∗)
× ∏
α∈∆+im
(1− τ(2α)q(ρ,α))2
(1− τ(2α)q(ρ,α)−2)) .
Below we discuss the significance of such a formula and the evidence
we have for it.
3.2.
Up to some possible combinatorics the above two expressions are
equivalent to giving a formula for the traces
tr(S |V (ρ)ρ−ν ): ν ∈Npi.
Suppose for the moment that the conjecture is true. Then each
coefficient in τ(−2(ρ−ν))must be polynomial in q2 of degree (ρ, ν). At
present we can only give a heurestic argument to support this. Moreover,
the value of PV at q = 0 is defined and given by
(1− τ(2α0))(1− τ(2α1))
1− τ(2(α0 + α1)) .(∗)
This is rather less good than what we hoped for in [5, Section 6]. In
particular the quantum trace of S does not converge in the Krull topology.
Consequently our construction of a copy `ρ(V ) in what we called the
regular completion of U (see [5, Section 4] and [7, Section 3.3]) does
not even act on the trivial module in the way we had hoped. This
difficult is not unfamiliar to even students of calculus, namely how does
one interpret the expression in (∗) above evaluated at λ = 0, that is to
say when τ(α0), τ(α1) are replaced by 1. For the moment it would be
premature to attempt to do this.
The factor 1 − τ(2α)q2(ρ,α)−(α,α): α ∈ ∆+re exactly vanishes when
evaluated at any Λ ∈ T ∧, satisfying q2(ρ,α)−(α,α)Λ(t2α) = 1, that is to
say on any Λ ∈ T ∧1,α . Its presence in PV should exactly correspond to
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the conclusion of 2.6(iii). Indeed this is what we would obtain if we
could apply the conclusion of [4, 8.3.7] valid for g semisimple to the
copy `ρ(V ) of V in the regular completion of U (see [7, Sections 3, 4]).
Unfortunately because of the failure of the above convergence we cannot
even use [5, 6.15] to show that `ρ(V ) can be defined to act (in the
most naive sense) on the Verma modules M(λ): λ ∈ W.P+(pi) and
their simple quotients. (Here we remark that W.P+(pi) ∩ T ∧1,α is non-
empty. Indeed we can assume that α = wα0 (or wα1) with w ∈ W .
Then (w.ω1 + ρ,wα0) = (w(ω1 + ρ),wα0) = (ω1 + ρ,α0) = 1 and so
w.ω1 ∈ T ∧1,α , as required.)
3.3.
Consider the value PV (1) of PV at q = 1. This is certainly well-defined
since by [2, 2.6] each tr(S |V (ρ)ρ−ν ) is a polynomial in q, q−1. Assuming
our conjecture to be true we obtain
PV (1)= τ(−2ρ)
∏
α∈∆+
(
1− τ(2α))
=∑
w∈W
(−1)`(w)τ (−2wρ),
by the Weyl denominator formula. This formula is equivalent to the
assertion
tr(S |V (ρ)ρ−µ)q=1 =
{
(−1)`(w) ρ −µ=wρ: w ∈W ,
0 otherwise.
(∗)
We shall establish this result in Section 4.
3.4.
For each w ∈W choose a non-zero vector vwρ in the one dimensional
space V (ρ)wρ .
LEMMA. – For each w ∈W , one has Svwρ = (−q−2)`(w)vwρ .
Proof. – This is proved by induction on `(w). It holds when `(w)= 0,
by choice of S. Recall that for each w ∈ W one may find α ∈ pi such
that `(sαw)= `(w)+ 1. Writing Svwρ = cwvwρ , it suffices to show that
csαw =−q−2cw . This is a Uq(sl(2)) calculation.
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Let Uq(sα), or simply U(α), be the subalgebra of U generated by
eα, f−α, tα, t−1α . Set ` = α∨(wρ) ∈ N+. Let N (respectively N`) be the
Tˇ Uq(sα) module generated by S (respectively vwρ ). One has dimN = 3
and dimN` = ` + 1. By Uq(sl(2)) theory we have a Tˇ U (α) module
isomorphism
N ⊗N` =N`+1⊕N`⊕N`−1,
where the N`±1 are simple Tˇ U (α) modules of dimensions dimN` ± 1
respectively.
Now the action of S on V (ρ) defined by the embedding V ↪→
EndV (ρ) must be described by some Tˇ U (α) image of N ⊗ N`. Yet
N`+1 cannot occur in V since the latter has no vector of weight wρ + α.
Again N`−1 has no sαwρ weight subspace. We conclude that the action
of S on vwρ and on vsαwρ is determined by the projection of N ⊗ N`
ontoN` defined by the above decomposition and this in turn is completely
determined by the unique up to scalars embedding of N ↪→ EndN`. Such
an embedding can be obtained by takingN inside U(α). Indeed as noted in
[4, 4.3.3] the module (adU(α))t−2α is a direct sum of a three dimensional
module, which can be taken to be N and a one dimensional module, that
is a multiple of a central element. This gives the following expression
for S viewed as an element of EndN`, namely
S =
(
tα − t−1α
q − q−1
)
+ f−αeα(1− q−2).(∗)
Acting on the highest (respectively lowest) weight vector v` (respectively
v−`) of N` and using 2.2(∗), we obtain Sv` = [`]qv`, whilst
Sv−` = ([−`]q + (1− q−2)[`]q)v−` =−q−2[`]qv`.
Hence csαw =−q−2cw, as required. 2
3.5.
Let us note that 3.4 is compatible with our proposed formula for PV .
For each w ∈ W , set S(w) = {α ∈ ∆+ | wα ∈ ∆−}. Then S(w) ⊂ ∆+re,
since the elements of ∆im are W invariant. For each weight S ⊂∆+, set
〈S〉 =∑
β∈S
β.
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Then (see [4, A.1.1]) for example, one has 〈S(w)〉 = ρ − w−1ρ and
|S(w)| = `(w). Again if S ⊂∆+ satisfies 〈S〉 = ρ −w−1ρ a well-known
argument using the Weyl denominator formula implies that S = S(w).
Now the first product in 3.1(∗∗) contributes a factor of τ(2〈S〉), for
every S ⊂∆+re. Recalling that ∆+im =N+δ, the second product contributes
factors of the form τ(2mδ): m ∈ N. Yet mδ ∈ ∆+im and so the overall
contribution must be τ(2〈S〉) for some S ⊂ ∆+. By the above, this can
equal 2(ρ−w−1ρ): w ∈W , only when S = S(w) and hence in particular
when the second product makes only a contribution of 1. We conclude
that the coefficient of τ(−2w−1ρ) in (∗∗) is∏
α∈S(w)
(−q2(ρ,α)−(α,α))= (−q−2)`(w)q2(ρ,ρ−w−1ρ).
Noting that `(w)= `(w−1) substitution into 3.1(∗) gives
tr(S |V (ρ)wρ )=
(−q−2)`(w),
as required.
3.6.
We may try to push the analysis of 3.4 further. The idea, which we
cannot justify at present, is that 3.4(∗) may also be used to determined
the smallest power of q occurring in 3.1(∗∗) and its coefficient. Indeed
observe that by 2.2(∗), the expression in 3.4(∗) means that the vector
v`−2n in V (`) of weight `− 2n is an eigenvector of S having eigenvalue
[`− 2n]q + (1− q−2)[n]q[`− n+ 1]q
= (q − q−1)−1(q` + q−`−2 − q−(`−2n) − q−`+2n−2).
With respect to the polynomial ring localized at zero k[q]0, this has low-
est power in q being −q−`+1, for n = 0 and lowest power q−`−1, for
n > 0.
Consider the action of S on the vector f m11 f
n1
0 f
m2
2 · · ·f ns0 vρ with
mi,nj integers > 0 and strictly positive unless i = 1 or j = s. Define
ε :N→ {0,1}, by ε(m)= 0 if m= 0 and ε(m)= 1 otherwise. From the
above we would expect S to act with eigenvalue (−q−2)2s−ε(m1)−ε(ns), to
lowest power in q. From this we would conclude that the coefficients of
τ(2ν): ν ∈ Npi in PV be in k[q]0 and their evaluation at q = 0 be equal
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to −1 if ν ∈∆+re, equal to 1 if ν ∈∆+im and zero otherwise. This leads to
the expression given in 3.2(∗).
3.7.
In [7, 3.4] we showed how to compute inductively the action of the zero
weight space V0 of V ↪→ EndV (µ) on V (µ) in terms of the action of the
zero weight space on U on V0 and the natural pairing V ∗0 ×V0→ k(q). In
the special case when dimV0 = 1, this simplifies a little since knowledge
of the pairing becomes a choice of scalar. Following [7, 3.4], we take
bν ∈U+ν , c−ν ∈U−−ν and write ∆(c−ν)=
∑
c′−λ ⊗ c′′−(ν−λ). Set a = bνcν .
Then from [7, 3.4] or directly we obtain∑
λ
q(µ,ν)bνc
′
−λSσ
(
c′′−(ν−λ)
)
vµ = (a.S)vµ.(∗)
Let us use this result to compute Sf1f0vρ . For this we take c = f0f1
and b = f0f1, f1f0. First observe that
(1⊗ σ )∆(f0f1)= f0f1⊗ 1− t0f1⊗ t−10 f0 − f0t1⊗ t−11 f1
+ t0t1 ⊗ t−11 f1t−10 f0.
From the definition of S in 2.1 and 2.2 one checks that
e0e1f0f1.S = e1e0f0f1.S = [2]2qS.
Again recall that Sfivρ = −q−2fivρ : i = 0,1 and that e0e1f0f1vρ =
vρ, e0e1f1e0vρ = [3]qvρ . Substitution in (∗) gives
q2
[
1+ [3]q + q−2 + q2e0e1Sf1f0]vρ = [2]2qvρ
and
q2
[[3]q + 1+ q−2[3]q + q2e1e0Sf1f0]vρ = [2]2qvρ
which simplify to give
e0e1Sf1f0vρ = (q−6 − q−2 − 1)vρ,
e1e0Sf1f0vρ = (−2− q2)vρ.
We conclude that
Sf1f0vρ = q−2(q−2 − 1)f1f0vρ − q−2f0f1vρ.
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Through the symmetry of the Dynkin diagram we must also have
Sf0f1v = q−2(q−2 − 1)f0f1vρ − q−2f1f0vρ.
Consequently
tr(S |V (ρ)ρ−δ )q2(ρ,δ) = 2
(
1− q2).
A similar calculation which we omit gives
Tf0f1f0vρ = (−q−6 + q−4 − q−2)f0f1f0vρ
+ (q−4 − q−2)f 20 f1vρ,
Tf 20 f1vρ = q−4f 20 f1vρ − q−1[2]qf0f1f0vρ,
and so
tr(S |V (ρ)ρ−δ−α0 )q2(ρ,δ+α0) =−
(
1− q2)2.
These formulae are compatible with 3.1(∗∗).
3.8.
From 3.7(∗), it follows that the action of S on V (ρ) is determined by
the action of U0 on S and the fact that S has zero weight. The following
result reduces this to as few identities as possible. Set eδ = [e0, e1], fδ =
[f0, f1].
LEMMA. – The action of U on S is characterized by the following
identities
(0) S has weight zero.
(i) eifiS = fieiS = [2]qS: i = 0,1.
(ii) eδS = fδS = 0.
(iii) e2i S = f 2i S = 0: i = 0,1.
Proof. – Let us first note that these identities hold. Relations (i) are
clear from the definition of V via the map ϕa , as given in 2.1, 2.2. For
example we have ϕa(e1)ϕa(f1)v0 = ef v0 = ev−2 = [2]qv0, by 2.2(∗) and
so e1f1S = [2]qS.
Similarly (f0f1−f1f0)S = 0, since a−1(ef −f e)v0 = 0. Again e21S =
0, since e2v0 = 0. All other cases are similar.
To show that these identities are enough, it suffices by our observation
to show that they determine a.S for all a ∈ U0, as a scalar multiple of S.
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Here we can take a = bνc−ν with ν ∈ Npi and bν (respectively c−ν )
monomial in the eα (respectively f−α): α ∈ pi . If (ρ, ν) = 1, this
follows from (i). Otherwise take β ∈ pi such that bν = bν−βeβ , with
bν−β monomial in the eα: α ∈ pi . Consider eβc−νS. We move eβ to
the right until the last factor of f−β in c−ν is reached (such a factor
must occur) commuting it with f−γ if γ 6= β and replacing eβf−β with
f−βeβ+(tβ− t−1β )/qβ−q−1β . Since S has zero weight we can thus rewrite
eβc−νS as c′−ν+βS with c′−ν+β ∈U−−ν+β up to terms containing the factors
eβf−βf i−αS with i ∈ N and α 6= β (recall that |pi | = 2). By (iii) we can
assume i = 0 or i = 1. If i = 0 we can use (i). Finally if i = 1, we have
by (iii) that eβf−βf−αS = eβf−αf−βS = f−αeβf−βS = [2]qf−αS. We
have shown that eβc−νS ⊂U−−ν+βS and the assertion follows by induction
on (ρ, ν). 2
Remark 1. – For monomials bν, c−ν as above, either bνc−νS =
[2](ρ,ν)q , or bνc−νS = 0.
Remark 2. – Of course a similar result holds in the q = 1 limit. The
resulting g module is just gˆ which has a one-dimensional weight space.
A vector S1 in this zero weight space is characterized by (i)–(iii) above,
replacing [2]q by 2.
4. The Chevalley–Kostant construction
4.1.
We recall how to construct a realization of V (ρ) following a recent pa-
per of Kostant [10], using a similar notation. Some symbols (ι, δ, τ, κ,V )
will now have a different meaning; but the context should make their
sense clear. The main difference with [10] is the need to consider infi-
nite sums and products. Here a little care is necessary. Finally we give
a realization of the zero weight space of gˆ using 3.8 and use it to estab-
lish 3.3(∗) via [2, 2.6].
4.2.
Let V be a vector space of countable dimension equipped with a non-
degenerate bilinear form BV . Eventually we suppose that V is a g module
and that BV is g invariant.
A. JOSEPH / Bull. Sci. math. 125 (2001) 23–48 39
Let ∧∗V = ⊕ ∧i V be the exterior algebra of V . If {vi}i∈N+ is a
basis of V , then ∧nV admits a standard basis with elements of the form
vi1 ∧ vi2 ∧ · · · ∧ vin : 16 i1 < i2 < · · ·< in. Extend BV to ∧∗V by setting
B∧nV (vi1 ∧ · · · ∧ vin , vj1 ∧ vj2 · · · ∧ vjn)= detBV (vik , vi`).
Remark. – This construction may be viewed in the following man-
ner. We have an action of the symmetric group Sn on V ⊗n and we let
sg :V ⊗n→∧nV be the projection onto the isotypical component corre-
sponding to the sign representation. Extend BV to V ⊗n component-wise.
Then B∧nV is just the restriction to ∧nV . If V is a g module, then under
diagonal action of g, this construction is g equivariant. If V is a Uq(g)
module, one might use the R-matrix to define ∧nV .
4.3.
For all v ∈ V , let ε(v) be the endomorphism a 7→ v ∧ a of ∧∗V . Let
ι(v) be the transpose of ε(v) with respect to B∧∗V . One checks that ι(v)
is the linear map defined by
ι(v)w= BV (v,w)
ι(v)(a ∧ b)= ι(v)a ∧ b+ (−1)na ∧ ι(v)b, ∀a ∈ ∧nV , ∀b ∈ ∧∗V.
4.4.
It is convenient to write BV (v,w) simply as (v,w). We shall assume
that V is a g module and that BV is g invariant. Define the Clifford algebra
C(V ) of V as the quotient T (V )/〈v ⊗w−w⊗ v − 2(v,w): v,w ∈ V 〉
of the tensor algebra T (V ) of V . By the diamond lemma, the standard
basis introduced in 4.2 is also a basis for C(V ). Consequently the natural
filtration F of C(V ) gives rise to an isomorphism grFC(V ) ∼→∧∗V . We
write FnC(V ), simply as Cn(V ).
Set γ (v)= ε(v)+ ι(v), ∀v ∈ V . One checks that γ :C(V )→ End ∧∗
V is an algebra homomorphism [10, Section 2.2].
By the invariance of BV we conclude that C(V ) is also a g module
under diagonal action. Furthermore γ is a homomorphism of g modules.
Define a map ψ :C(V ) → ∧∗V via ψ(a) = γ (a)1. It is again a
g module map and indeed an isomorphism via F above.
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4.5.
It is clear that both ∧∗V and C(V ) admit an antiautomorphism α
extending the identity on V . Moreover α commutes with ψ . Again
κ := 1dV extends to an automorphism of ∧∗V and of C(V ) and the
resulting map commutes with ψ .
One checks that αε(v)α = ε(v)κ , for all v ∈ V . This transposes to give
αι(v)α= κι(v)=−ι(v)κ .
From the definition of ψ it follows that γ (a)ψ(b) = ψ(ab),∀a, b ∈
C(V ). Define γ ′(a) ∈ End ∧∗ V , by γ ′(a)ψ(b)=ψ(ba), ∀a, b ∈C(V ).
The above identities give [10, Lemma 4] the formula
γ ′(v)= (ε(v)− ι(v))κ, ∀v ∈ V.(∗)
4.6.
Observe that for all a ∈ C(V ) we have a map b 7→ (ad a)b :=
ab − ba of C(V ) to itself. This induces an endomorphism of ∧∗V via
(ad a)ψ(b)=ψ(ab)−ψ(ba)= γ (a)ψ(b)− γ ′(a)ψ(b).
Given u ∈ ∧2V define τ(u) ∈ EndV via τ(u)v = −2ι(v)u, for all
v ∈ V . One checks that τ(u) is skew-symmetric with respect to BV . Let
so(V ) denote the Lie subalgebra of EndV of skew-symmetric elements
with respect to BV . One checks that τ :∧2V → so(V ) is injective.
4.7.
Consider u′ ∈ C2(V ). For all v ∈ V , it follows from 4.5(∗), since u is
of degree 2, that [10, Proposition 6]
τ
(
ψ(u′)
)
v=−2ι(v)ψ(u′)= (γ ′(v)− γ (v))ψ(u′)
=ψ(u′v)−ψ(vu′)= (ad u′)v.
It is clear that for all u′ ∈ C(V ) the endomorphism ad u′ :v 7→ (ad u′)v
of V extends to a derivation of ∧∗V . Moreover for all u′, u′′ ∈ C2(V ) one
has ad[u′, u′′] = [(ad u′), (ad u′′)]. This means that we can build the Lie
subalgebra Im τ of so(V ) by commutation of quadratic elements inC(V ).
This is rather convenient since commutation in C(V ) is quite simple. We
will have to allow infinite sums to recover all of so(V ).
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4.8.
Now suppose V is a g module. The g invariance of BV means that we
have a homomorphism θ :g→ so(V ). Admitting infinite sums gives a
map δ :g→∧2V given by δ = τ−1θ .
4.9.
Still following [10] we consider V to be g given a g module structure
through the adjoint action. In this case one may compute ϕ := ψ−1δ
through the boundary map ∂ :∧ng→ ∧n−1g :n ∈ N defined as usual
through
∂(x1 ∧ x2 ∧ · · · ∧ xn)
= ∑
16i<j6n
(−1)i+j−1−nx1 ∧ · · · ∧ xˆi ∧ · · · ∧ xˆj ∧ · · · ∧ xn ∧ [xi, xj ],
where xˆ denotes omission of x. Let d : (∧n−1g)∗ → (∧ng)∗ be the
transpose of ∂ .
One checks that
ε(x)∂ + ∂ε(x)= θ(x), ∀x ∈ g
which transposes to give
dι(x)+ ι(x)d = θ(x), ∀x ∈ g.
Now g ⊂ ker ∂ and so d vanishes on scalars. In particular for all
x, y ∈ g one has dι(x)y = 0. Consequently the above relation gives
ι(x) dy = θ(x)y = −θ(y)x = −τ(δ(y))x = 2ι(x)δy. Yet (for even any
infinite sum u of elements in ∧2V ) the relation ι(x)u = 0, ∀x ∈ V ,
forces u = 0. We conclude that δy = 12 dy, for all y ∈ g. Notice that
d :g∗ → (g ∧ g)∗ and the latter can be viewed as g∗ ∧ g∗ only if infinite
sums are allowed.
4.10.
Assume that g admits a non-degenerate symmetric invariant form Bg.
Let {xi} be a basis for g and {yi} a dual basis with respect to Bg. One
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checks that ∂ can be written as the infinite sum
∂ = 1
2
∑
i
θ(yi)ι(xi)
which transposes to give
d = 1
2
∑
i
ε(xi)θ(yi).
Consequently we can write
δ = 1
4
∑
i
ε(xi)θ(yi).(∗)
4.11.
Now assume that g is semisimple or affine (with Bg as in [8,
Lemma 2.1]). We may also take g to be gˆ. We shall only need the case
when root spaces are one dimensional and for each α ∈ ∆, we choose a
root vector eα so that (eα, e−α)= 1. Nevertheless the general case follows
similarly. Let {hi}`i=1 be an orthonormal basis for the Cartan subalgebra h.
Set hα = [eα, e−α]. Then (hα, hi)= α(hi) and so hα =∑hiα(hi), which
gives (hα, hα)=∑i α(hi)α(hi)= (α,α).
We shall eventually want to reorder expressions for δ(x): x ∈ g, which
is an infinite sum of elements of C2(V ), so that only finitely many
negative root vectors lie on the right. We call this a normal expression.
It is unique up to reordering finitely many terms. This is not entirely
straightforward, though the method is fairly standard. (Compare to the
construction of the Casimir operator in [8, 2.4].) Consider for example
the case when x ∈ h. Then we may write
δ(x)= 1
4
∑
α∈∆
e−α ∧ [eα, x],
=−1
2
∑
α∈∆+
α(x)(e−α ∧ eα).
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Yet ψ(e−αeα)= e−α ∧ eα + (e−α, eα)= e−α ∧ eα + 1 which yields
ϕ(x)=ψ−1δ(x)= 1
2
∑
α∈∆+
α(x)− 1
2
∑
α∈∆+
α(x)e−αeα.(∗)
This first sum makes no sense for g affine. However one could naturally
replace it by ρ(x); but this needs to be justified. We do this as follows.
First we observe that for all α ∈ ∆, the quadratic terms in ψ−1(eα) can
be trivially reordered to a normal expression since the corresponding
elements of V anticommute in C(V ). Secondly we observe that their
commutators are defined, reordered or not, since only finitely many
coefficients contribute to a given term and that the commutator of normal
expressions is again normal. From these commutators we shall compute
the scalar term in ψ−1δ(x) to be ρ(x).
Take α ∈∆. Then
4δ(eα)=
∑`
i=1
hi ∧ [hi, eα] +
∑
β∈∆
e−β ∧ [eβ, eα]
= hα ∧ eα +
∑
β∈∆
e−β ∧ eβ+α
with the convention that eβ+α = 0, if β + α /∈ ∆. (A possible scalar can
be ignored.) This gives 4ϕ(eα) = hαeα +∑β∈∆ e−βeβ+α . This can be
reordered in the desired fashion since the set {β ∈∆+ | β + α ∈∆−, β ∈
∆+} is finite.
Let δα,β be the Kronecker delta. Since eαeα′ + eα′eα = 2δα,α′ , ∀α,α′ ∈
∆ one obtains the following commutator relation in C(g)
[eαeβ, eα′eβ ′ ] = 2δβ,−α′eαeβ ′ − 2δβ,−β ′eαeα′(∗∗)
+ 2δα,−α′eβ ′eβ − 2δα,−β ′eα′eβ.
From this the above finiteness assertion on infinite sums of commutators
follows easily. Notice that for infinite sums with only finitely many
β,β ′ ∈ ∆−, there can be only finitely many contributions to the second
term on the right hand side of (∗∗). One concludes that the commutator
of two normal expressions is again normal.
Now take α ∈ pi . We have normal expressions
4ϕ(eα)= 2hαeα +
∑
β∈∆+\{α}
e−βeβ+α −
∑
β∈∆−\{−α}
eβ+αe−β,
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4ϕ(e−α)=−2hαe−α +
∑
β∈∆+\{α}
e−βeβ−α −
∑
β∈∆−\{−α}
eβ−αe−β .
In both cases the terms in the summations lie in the left ideal generated
by the eβ : β ∈ ∆+ \ {α}. Consequently the only constant terms in the
commutator come from the commutator of the first terms which equals
4[hαeα, hαe−α] = −4h2α(eαe−α − e−αeα) = −4(hα, hα)(2 − 2e−αeα).
This gives 12 (α,α) = (ρ,α) = ρ(hα) as the constant term in ϕ(hα) =[ϕ(eα), ϕ(e−α)], relative to the normal expression chosen for the second
term in the right hand side of (∗).
On the other hand the commutator [ϕ(eα), ϕ(eβ)] with α + β 6= 0 is
unaffected by reordering and by 4.7 must equal ϕ([eα, eβ]). Finally we
can reduce all commutators [ϕ(eα), ϕ(e−α)]: α ∈∆+ \ pi to those above
via the Jacobi identities. This justifies our replacement of the constant
term in ϕ(h): h ∈ h given in (∗) by ρ(h).
Finally we note one quite remarkable fact about the above construction
in the case when g is affine. In this g has a one-dimensional centre z which
must lie in ker θ and hence in ker ϕ. Yet computing ϕ as above, using
normal expressions for the ϕ(eα): α ∈ ∆ and expressing ϕ(eα) through
their commutators, we find that z 6⊂ ker ϕ. This phenomenon is related
to the replacement of the infinite sum 12
∑
α∈∆+ α, each term of which
vanishes on the imaginary root δ, by ρ which is non-zero on δ. Notice
that we could also start from gˆ and then the above construction gives a Lie
algebra embedding of its central extension g˜ into C2(gˆ). Thus we obtain
g˜ automatically from gˆ without even a knowledge of its existence! This
second construction is related to the first in the following manner. Set
h˜=∑α∈pi khα which is the Cartan subalgebra of g˜ and observe that in the
first construction the ϕ(x): x ∈ g are actually infinite sums of elements
in C2(g˜). The second construction is obtained by just replacing g˜ by its
g module quotient gˆ.
Finally since gˆ is a g module the second construction extends via 4.8
to an embedding of g into C2(gˆ). This embedding is used in 4.12–4.15
below.
4.12.
Let hˆ denote the Cartan subalgebra of g. Let I (gˆ) denote the left ideal
of C(gˆ) generated by the eα: α ∈∆+. We have the following result which
extends [10, Theorem 39] to the affine case.
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PROPOSITION. – C(gˆ)/I (gˆ) admits a natural action of g and is
isomorphic to dimC(hˆ) copies of V (ρ).
Proof. – Recall the triangular decomposition gˆ= n−⊕ hˆ⊕n+. Through
the diamond lemma and from the (rather simple) relations inC(gˆ) one ob-
tains a linear isomorphism a ⊗ b⊗ c 7→ abc of C(n−)⊗C(hˆ)⊗C(n+)
onto C(gˆ). Thus C(gˆ)/I (gˆ) identifies with C(n−) ⊗ C(hˆ) as a vector
space.
Let vρ denote the image of the identity in C(gˆ)/I (gˆ). Clearly eαvρ =
0, for all α ∈ ∆+. Given x ∈ g, consider ϕ(x) written as a normal
expression. By the above only finitely many terms in ϕ(x) are non-zero
on vρ and the resulting finite sum lies in C(gˆ)vρ . It follows easily that
C(gˆ)vρ admits an action of g through the ϕ(x): x ∈ g.
Now take any v′ρ ∈ C(hˆ)vρ . It is clear that eαv′ρ = 0, for all α ∈ ∆+.
From the expressions for ϕ(eα): α ∈ pi, ϕ(h): h ∈ h given in 4.11 it
follows that ϕ(eα)v′ρ = 0, ∀α ∈ pi and ϕ(h)v′ρ = ρ(h)v′ρ, ∀h ∈ h. Again
from these formulae we obtain for all α ∈ pi that ϕ(e−α)v′ρ =− 12hαe−αv′ρ .
Then ϕ(e−α)2v′ρ = 14hαe−αhαe−αv′ρ = 0, since e2−α = 0. From this and
the well-known theory of integrable highest weight modules (see [4,
Section 4.3] or [8, Chapter 9], for example) we conclude that ϕ(U(g))v′ρ
is isomorphic to V (ρ) and is in particular simple. We conclude that
ϕ(U(g))C(hˆ)vρ is a direct sum of dimC(hˆ) copies of V (ρ).
To show that ϕ(U(g))C(hˆ)vρ = C(n−)C(hˆ)vρ , it is convenient to use
the Weyl character formula. For any finite subset F ⊂ ∆+ define the
vector eaF := (
∏
α∈F e−α)avρ : a ∈ C(h) in C(g)vρ to have weight ρ−〈F 〉
and degree |F |. Given S ⊂Npi set
m(S)= ∣∣{F ⊂∆+finite|〈F 〉 = S}∣∣.
It follows from the description of C(V ) given in 4.3 that in the above
sense the weight subspace of C(g)vρ of weight S ⊂ Npi has dimension
m(S)dimC(hˆ). On the other hand it is a well-known consequence of the
Weyl character formula that dimV (ρ)ρ−〈s〉 =m(S) also. This proves the
required assertion and completes the proof of the proposition. 2
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4.13.
Observe that the elements (1 − e−αeα): α ∈ ∆+ commute pairwise.
One has
(1− e−αeα)e−β =
{−e−α α = β,
e−β(1− e−αeα) α 6= β.
It follows that (1 − e−αeα) acts by 1 (respectively −1) on eaF if α /∈ F
(respectively α ∈ F ). Thus the infinite product
S1 :=
∏
α∈∆+
(1− e−αeα)
may be viewed as an element of EndC(gˆ)vρ and acts by (−1)|F | on eaF ,
for any finite subset F ⊂∆+, and all a ∈ C(hˆ). Set r = dimC(hˆ). By 4.12
we may write C(gˆ)vρ ∼= V (ρ)r . View S1 as an element of EndV (ρ)r .
LEMMA. –
tr(S1 |V (ρ)rρ−µ)=
{
r(−1)`(w) if ρ −µ=wρ,
0 otherwise.
Proof. – It is enough to observe that for any S ⊂Npi which is a sum of
roots that ∑
F⊂∆+|〈F 〉=S
(−1)|F | =
{
(−1)`(w) S = 〈S(w)〉,
0 otherwise.
This is a well-known consequence of identification of terms in the
Weyl denominator formula. Indeed
∑
w∈W
(−1)`(w)eρ−w−1ρ = ∏
α∈∆+
(1− eα)= ∑
S⊂Npi
( ∑
F⊂∆+|〈F 〉=S
(−1)|F |
)
eS
from which the assertion follows. 2
4.14.
Choose a linear ordering on ∆+ and view the infinite exterior product∧
α∈∆+
(−e−α ∧ eα)(∗)
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as being defined with respect to that order. Since ψ(1−e−αeα)=−e−α∧
eα , for all α ∈∆+, we can view the above expression as being ψ(S1).
Now assume that g is of type A(1)1 . We use the above observation
and 3.8 to show that S1 transforms like a vector in the zero weight
space of V . Here we recall (4.4) that ψ :C(gˆ)→ ∧∗gˆ is a g module
isomorphism. We shall show that (∗) satisfies (0)–(iii) of 3.8 and in this
only finitely many factors are involved for each verification. Hence the
fact that an infinite product is involved does not affect the conclusion.
LEMMA. – Assume g of type A(1)1 . The g module generated by ψ(S1)
(and hence by S1) is isomorphic to gˆ.
Proof. – It is clear that ψ(S1) has weight zero. Now choose α ∈ pi and
consider (ad eα)ψ(S1). Of course ad eα acts by derivations on ∧∗gˆ and
this can be extended to an infinite product. If β ∈∆ and α + β 6= 0, then
either (ad eα)eβ = 0 or α+ β is a root. Moreover eα+β also occurs in the
product and only finitely many steps from (ad eα)eβ . Since eα+β∧eα+β =
0, we conclude that all such terms vanish. Consequently we have
(ad eα)ψ(S)=−(hα ∧ eα)∧
( ∧
β∈∆+\{α}
(−e−β ∧ eβ)
)
.(∗)
A similar calculation then gives (ad e−α)(ad eα)ψ(S1) = (α,α)ψ(S1) =
2ψ(S1), in view of our convention (α,α) = 2. This gives the analogue
of 3.8(i) corresponding to q = 1. Similarly (iii) of 3.8 follows from (∗).
Finally (ii) of 3.8 holds since hα0 + hα1 = 0 in gˆ. 2
4.15.
We may now give our main result. Recall, by the q = 1 analogue
of 2.6(i), that gˆ occurs with multiplicity one in EndV (ρ). Let S1 be the
unique element of its (one dimensional) zero weight space hˆ satisfying
S1vρ = vρ .
THEOREM. – One has
tr(S1 |V (ρ)ρ−µ)=
{
(−1)`(w) ρ −µ=wµ, for some w ∈W ,
0 otherwise.
Proof. – It is clear that gˆ occurs with multiplicity r2 in EndV (ρ)r .
Moreover any such occurrence is determined by its action on the highest
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weight space V (ρ)rρ . Yet S1 as defined in 4.13 acts by the identity on
V (ρ)rρ and so this copy of a zero weight vector in gˆ in EndV (ρ)r must
be the diagonal copy obtained from the unique copy in EndV (ρ). Thus
the required conclusion is obtained from 4.13. 2
Remark. – Of course W acts on gˆ and wS1 = (−1)`(w)S1, for all
w ∈W . Thus the first assertion in 4.15 is trivial. One may also remark
that it is enough to establish the second part when ρ −µ is dominant and
hence of the form ρ−nδ: n ∈N. Since (ad e−δ)S1 = 0, this seems almost
obvious, though as we have seen requires some work.
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