Predictions of charge-carrier mobilities in amorphous semiconductors often rely on charge transport simulations in microscopically sized systems, where transport is dispersive and mobilities are system-size dependent. We propose a method for extrapolating a macroscopic nondispersive mobility from the temperature dependence of a microscopic one. The method is tested on an amorphous phase of tris͑8-hydroxyquinoline͒ aluminum, for which the temperature dependence of a microscopic hole mobility is obtained by combining molecular-dynamics simulations for generating material morphologies, electronic-structure calculations for determining charge hopping rates, and kinetic Monte Carlo simulations for studying charge dynamics. The extracted value of the nondispersive mobility and its electric field dependence agree well with the results of time-of-flight experiments. DOI: 10.1103/PhysRevB.82.193202 PACS number͑s͒: 72.80.Le, 71.23.Ϫk, 72.80.Ph, 73.63.Bd Organic semiconductors define an important class of costeffective, lightweight, and mechanically flexible materials which are being employed in organic light-emitting diodes, field-effect transistors, and solar cells. While the advantage of organic materials is their synthetically tunable electronic and self-assembling properties, such a vast amount of compounds requires prescreening or, in other words, formulation of structure-processing-property relationships needed for rational compound design.
Organic semiconductors define an important class of costeffective, lightweight, and mechanically flexible materials which are being employed in organic light-emitting diodes, field-effect transistors, and solar cells. While the advantage of organic materials is their synthetically tunable electronic and self-assembling properties, such a vast amount of compounds requires prescreening or, in other words, formulation of structure-processing-property relationships needed for rational compound design.
1,2 Special attention should be paid to parameter-free predictions of charge carrier mobilities, which are important for short circuit currents in solar cells, on/off ratios in field-effect transistors, and a balanced hole/ electron transport in light-emitting diodes.
In spite of their technological importance, predictions of charge-carrier dynamics in such materials are extremely difficult to make. First, dynamics of nuclei and electrons may take place over the same time scale, making it impossible to separate nuclear and electronic degrees of freedom. 3 Second, charge transport in organic semiconductors is a truly multiscale problem, as charge-carrier mobility is a function of molecular electronic structure, 4 local molecular orientations and positions, 5 as well as the global topology of a charge percolating network. 6 Addressing the first problem, the nuclear dynamics is much slower than the dynamics of charge carriers in the majority of disordered organic semiconductors. Hence, the latter can be described by a Hamiltonian with static disorder based on the electronic density of localized states and the hopping rates between them. 7, 8 This separation of fast and slow degrees of freedom is typical for the amorphous materials considered in this study.
The second problem can be tackled by explicitly simulating the materials morphology using molecular dynamics. This morphology may then be used to compute chargetransfer rates, ij , between the molecules i and j by applying Marcus theory,
where J ij is the intermolecular transfer integral, is the reorganization energy, and ⌬G ij = ⑀ j − ⑀ i is the free-energy difference between the initial and final states. Charge-carrier mobility is then obtained either by using kinetic Monte Carlo ͑KMC͒ simulations or by solving master equations. This approach relates charge transport properties directly to the chemical structure and has been used in the past to calculate mobility in columnar discotic mesophases, 1,5,10-12 amorphous systems, [13] [14] [15] self-assembled monolayers, 6 and conjugated polymers. 16, 17 The bottleneck of this approach is the computationally demanding evaluation of hopping rates for each pair of neighboring molecules, in particular, intermolecular transfer integrals. 18 If density-functional theory is employed, systems of up to several thousand molecules can be treated. 19 As a result, simulated systems are normally only several nanometer thick and, if energetic disorder is present, i.e., site-tosite variations in ⑀ i , charge transport is very likely to be dispersive at room temperature. 20, 21 Hence, measured mobility will be system-size dependent since a charge carrier injected at a certain energy level will not visit enough sites to reach an equilibrium state before it is collected. Thus, dispersive transport occurs in all amorphous organic materials for small system sizes and low temperatures. 21 In simulations, the box is often duplicated in the direction of the field before charge dynamics is studied. This seemingly straightforward increase in the system size will indeed result in nondispersive transients but is still incorrect since all periodically duplicated boxes have exactly the same ͑small͒ number of site energies, defining the equilibrium energy of a charge. Hence, charge carriers would traverse the sample at a different ͑higher͒ temperature than in an infinitely large system. On the other hand, in time-of-flight ͑TOF͒ experiments, a typical sample thickness is in the micrometer range and transport is often nondispersive. To link simulation and experiment, one needs to extract the nondispersive mobility from simulations of small systems, where charge transport is dispersive.
To address this problem, we first consider the Gaussian disorder model ͑GDM͒, 22 in which site energies, ⑀ i , are distributed according to the Gaussian density of states ͑GDOS͒, 
͑2͒
where Z N = ͚ n=1 N e −␤⑀ n , ͗¯͘ denotes the average over all realizations of N-site energies, ␤ =1/ k B T. In a system with an infinite number of sites, N = ϱ, the mean energy is proportional to inverse temperature, 23 ,24
The dependencies of E N / versus the number of sites, N, and the inverse temperature, / k B T, are shown in Fig. 1 . As expected, the carrier mean energies in finite-size systems are systematically higher than E ϱ , i.e., mobility simulations in a small box would be performed at a higher temperature. Hence, one might expect that the mobility will decrease with the increase in system size. 25 A similar trend is observed for the temperature dependence of E N / , where mean energies are higher than E ϱ for small temperatures and large values of energetic disorder. Analysis of these dependencies yields an empirical expression for the transition between the dispersive and nondispersive transport, for large N, For / k B T = 2.7, the asymptotic value E ϱ is achieved for N Ͼ 10 5 . For / k B T = 5.4, E N is well above E ϱ , even for N Ͼ 10 5 , i.e., significantly bigger systems are required to equilibrate a charge carrier in the GDOS with = 0.14 eV at 300 K, which is a typical value of the energetic disorder of tris͑8-hydroxyquinoline͒ aluminum ͑Alq 3 ͒ ͓see N = 294, 15 N = 1137, 13 and N = 320 ͑Ref. 26͔͒. Moreover, Eq. ͑3͒ predicts that a brute-force increase in the number of sites, N, cannot resolve the problem for compounds with large energetic disorder since N increases exponentially with 2 . Equation ͑3͒ also hints at a possible solution. Indeed, the relevant dimensionless parameter is the half width of GDOS divided by temperature, / k B T. Hence, the transition between dispersive and nondispersive transport can be shifted to lower values of N by simply increasing the temperature. At some elevated temperature, transport will eventually become nondispersive even for small box sizes. Provided the temperature dependence of the nondispersive mobility is known, its value can then be extrapolated to experimentally relevant temperatures.
Two prerequisites are needed to perform such an extrapolation. First, the simulation temperatures should be high enough for transport to be nondispersive for a given size of the simulation box. To do this, the transition temperature, T ND , can be estimated via Eq. ͑3͒ from the value of energetic disorder ͑which can be obtained from the site energy distribution even in small systems͒ and the number of hopping sites, N. Nondispersive mobilities can then be calculated for a set of temperatures above T ND . Second, an explicit temperature dependence of charge-carrier mobility is needed. In one dimension, the exact analytical expression for mobility is known for an arbitrary set of rates. [27] [28] [29] In the case of Marcus rates, the temperature dependence of the nondispersive mobility at zero field reads 29 
͑T͒
where a, b, and 0 are material constants. Strictly speaking, this temperature dependence is valid in one dimension only. As we will see, it can still be used in a three-dimensional case in a very broad temperature range. A fit to Eq. ͑4͒ allows for the parameters 0 , a, and b to be extracted. Finally, the same expression is used to obtain the mobility at a desired temperature. 30 To illustrate and test the extraction of nondispersive mobilities, we consider hole transport in amorphous films of tris͑8-hydroxyquinoline͒ aluminum, a commonly used material in small-molecule organic light emitting diodes. Hole mobilities in amorphous Alq 3 are known to be nondispersive for a micrometer range thickness. [31] [32] [33] The Poole-Frenkel plot, namely, room-temperature mobility as a function of the square root of an applied electric field, is shown in Fig. 2 for simulation boxes of 512, 2000, 4096, and 13 824 molecules. 34 The mobility is clearly system-size dependent and is several orders of magnitude larger than the experimentally reported value. After estimating T ND for each N ͑for example, T ND ͑N = 4096͒Ϸ600 K͒, the mobility was calculated for a broad temperature range from 700 to 50 000 K for T Ͼ T ND ͑N͒. Simulation results together with the fit to Eq. ͑4͒ are shown in Fig. 3 . The agreement is excellent and validates the ansatz used for the temperature dependence. A small deviation exists only for N = 512, which is due to the limited accuracy of the fit since there are only a few points available above T ND ͑N = 512͒. One should note that this is an additional limitation in the case of too small system sizes.
The results of the extrapolation are illustrated in Fig. 4 , where both simulated and extrapolated mobilities are shown.
At low temperatures, when transport is dispersive, simulated mobility is systematically higher than the value prescribed by Eq. ͑4͒. In this region, carrier mobility is system-size dependent. Above T ND , mobility does not depend on the system size and its temperature dependence agrees well with Eq. ͑4͒. Finally, we calculated the nondispersive mobility at 290 K for two low values of the electric field, F =10 5 V / cm and 2 ϫ 10 5 V / cm. The results are shown in Fig. 2 together with the TOF results obtained at 290 K. 31 One can see that both absolute values as well as the Poole-Frenkel behavior are very well reproduced. Given systematic errors of transfer integrals and site energies and the fact that TOF experiments provide slightly different mobilities depending on the coating rate for the amorphous film preparation, [31] [32] [33] the agreement between simulated and experimental values is excellent.
To summarize, we proposed an approach which can be used to obtain nondispersive charge-carrier mobilities from simulations in small systems, which provides a way to bridge length scales with different carrier dynamics. 5 V / cm. In the dispersive regime, mobility deviates from Eq. ͑4͒ as well as from a GDM-based low-field limit temperature dependence of charge-carrier mobility. As long as high temperatures are not required ͑for fitting͒, the difference between the GDM based and Eq. ͑4͒ functional forms is small.
