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Doping induced spin state transition in LixCoO2 as studied by the
GGA+DMFT calculations.
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Magnetic properties of LixCoO2 for x = 0.94, 0.75, 0.66 and 0.51 were investigated in frames of method
combining Generalized Gradient Approximation with Dynamical Mean–Field Theory (GGA+DMFT). We
found that a delicate interplay between Hund’s exchange energy and t2g − eg crystal field splitting is respon-
sible for the high spin to low spin state transition for Co4+ ions. The GGA+DMFT calculations show that
at small doping level the Co4+ ions adopt high spin state, while delithiation results in increase of the crystal
field splitting and low spin state becomes preferable. The Co3+ ions were found to stays in the low spin
configuration for any x.
Lithium cobalt oxide LiCoO2 is an famous mate-
rial in batteries production[1]. LiCoO2 exhibits no long
range magnetic order down to 5K and Curie-Weiss be-
havior in high temperature region [2]. The local mag-
netic moments emerging in LixCoO2 with decrease of
lithium concentration x (hole doping) reduces Li mo-
bility. This can be related to the coupling between Li
and magnetic Co, which leads to lowering of battery ef-
ficiency. Therefore the study of the origin of magnetism
in hole doped LixCoO2 is quite important and can help
in improvement of existing batteries characteristics and
may suggest new ideas in searching of novel battery ma-
terials.
The parent compound, LiCoO2, is a quasi-two-
dimensional system with the Co ions forming a triangu-
lar lattice (in ab−plane), see Fig. 1. The Co-Co in-plane
distance is two times smaller than the interplane one.
The Co ions are in the CoO6 octahedra, which share
their edges. The Li ions are in between of the CoO2
planes and donate additional x electrons to these CoO2
layers in LixCoO2 with x < 1. As a result in doped
material Co valence reduces from 4+ (d5 configuration)
to 3+ (d6 configuration) upon changing x from 0 in hy-
pothetical CoO2 to 1 in stoichiometric LiCoO2. Both
configurations may exist in different spin states. High
spin (HS, S = 2 for d6 and S = 5/2 for d5), intermedi-
ate spin (IS, S = 1 for d6 and S = 3/2 for d5) and low
spin (LS, S = 0 for d6 and S = 1/2 for d5) states.
Due to octahedral surrounding Co 3d band splits
on t2g and eg sub-bands, while the trigonal distortions
(due to layered structure) lead to further splitting of
the t2g band on the higher lying a1g singlet and two e
pi
g
states having lower energy. In the ionic model competi-
Fig. 1. (Color online) The crystal structure of LiCoO2.
Co ions shown in blue form triangular lattice. Crystal
structure was plotted using VESTA software [3].
tion between t2g − eg crystal-field splitting, ∆CFS , and
intra-atomic Hund’s rule exchange, JH , defines, which
spin state is stabilized in a system under consideration
at given conditions[4]. The transitions between differ-
ent spin states (spin state transition) typically occur
due to variation of temperature (as in LaCoO3[5]) or
pressure (external, like in FeO[6], or internal, like in
RCoO3[7]), while more exotic mechanisms such as iso-
tope effect is possible[8]. Moreover, doping may also
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trigger the spin state transition. Indeed, in LixCoO2
the Co-O distance [2] shrinks with decrease of the Li
content, i.e. with decrease of x: Co-O bond length is
1.922 A˚ for x = 1, 1.921 A˚ for x = 0.94, and 1.906
A˚ for x = 0.75, which leads to increase of the t2g − eg
crystal field splitting and may result in the spin state
transition.
Indeed, Hertz et al analyzing experimental magnetic
data of LixCoO2 proposed a spin state transition for
Co4+ ions, while Co3+ was assumed to retain nonmag-
netic LS state at any x[2]. The magnetic susceptibility
shows Curie-Weiss behavior for any doping level, which
is in accord with this scenario, but effective magnetic
moment, peff , was found to be strongly nonlinear with
x. Hertz et al suggested change of the spin localization
and onset of the two-phase region for 0.8 . x . 0.95 to
explain this feature. In addition to this scenario there
are other models based of analysis of different exper-
imental data supposing that all Co ions are in the LS
state across all doping values[9] or involving IS state[10].
Therefore, a thorough theoretical study is needed to de-
scribed evolution of LixCoO2 magnetic properties with
doping.
In the present paper we performed GGA+DMFT
calculations of LixCoO2 for various x. It was found that
for large x ∼ 1 Co4+ is in the HS state, while doping
results in the spin state transition to the less magnetic
state. In this region Co4+ is, indeed, mostly in the LS
state, but there is a substantial contribution from the
HS and IS state. The spin-state transition was shown
to be induced by increase of the crystal-field splitting
for x < 0.75.
The DFT+DMFT (called also LDA+DMFT or
GGA+DMFT depending on the type of the exchange
correlation potential: LDA - local density approxima-
tion, GGA - generalized gradient approximation) ap-
proach exploits advantages of two other widely used
nowadays methods: noninteracting band structure,
ε(~k), obtained within the density function theory (DFT)
takes into account all peculiarities of ε(~k) for a given ma-
terial, while the dynamical mean-field theory (DMFT)
takes care of many-body effects such as Coulomb
correlations[11]. This method was successfully used for
investigation of different magnetic phenomena including
spin state transitions[6, 12, 13, 14, 15]. In contrast to
LDA+U or GGA+U approaches it allows not only to
consider frequency dependence of the self-energy, but
also simulate a paramagnetic state.
The noninteracting GGA calculations were per-
formed using pseudo-potential method as implemented
in Quantum ESPRESSO [16]. We used wannier func-
tion projection procedure[17] to extract noninteracting
GGA hamiltonian HGGA, which included both Co 3d
and O 2p states. Full many-body Hamiltonian to be
solved by the GGA+DMFT is written in the form:
Hˆ = HˆGGA − Hˆdc +
1
2
∑
i,α,β,σ,σ′
Uσσ
′
αβ nˆ
d
iασ nˆ
d
iβσ′ . (1)
Here Uσσ
′
αβ is the Coulomb interaction matrix, nˆ
d
iασ is
the occupation number operator for the d electrons
with orbitals α or β and spin indexes σ or σ′ on
the i-th site. The term Hˆdc stands for the d-d in-
teraction already accounted for in the DFT, so called
double-counting correction, which was chosen to be
Hˆdc = U¯(ndmft −
1
2
)Iˆ − 1
2
Upp. Here ndmft is the self-
consistent total number of d electrons obtained within
the GGA+DMFT, U¯ is the average Coulomb parameter
for the d shell. We also used an additional term associ-
ated with Coulomb correlations on oxygen 2p shell, Upp,
which reproduces correct position of O 2p with respect
to Co 3d band [18]. This additional term is responsible
for the shift of fully occupied O 2p band downwards. In
p − d model it can be added directly to p states in the
hamiltonian, or more simply to d states as a part of the
double-counting term.
The elements of Uσσ
′
αβ matrix are parameterized by
U and JH according to procedure described in Ref. [19].
The effective impurity problem for the DMFT was
solved by the hybridization expansion Continuous-Time
Quantum Monte-Carlo method (CT-QMC) [20]. Calcu-
lations for all structures were performed in the param-
agnetic state at the inverse temperature β = 1/T=20
eV−1 corresponding to 580 K. Spectral functions on real
energies were calculated by Maximum Entropy Method
(MEM)[21]. The values of Coulomb repulsion parame-
ter U and Hund’s exchange parameter JH were set to
be U = 7.0 eV[22] and JH=0.65 eV. We used so called
U on oxygen correction, with Upp = 4 eV. The crystal
structure data for x = 0.94, 0.75, 0.66, and 0.51 were
taken from Ref. [2].
We performed with the calculations for two limit-
ing cases: when (1) Co is 3+ and has 3d6 electronic
configuration and (2) when Co is 4+ and has 5 elec-
trons on 3d shell. One may see from inset of Fig. 2
that in the first case Co3+ turns out to be only slightly
magnetic in all crystal structures. The local magnetic
moments are almost the same for all structures (0.82
µB for x = 0.94, 0.75, and 0.83 µB for x = 0.66, 0.51)
and agree qualitatively with conjecture of Hertz et al [2],
that Co3+ practically does not change its spin state at
any doping levels. However, as opposed to the pure LS
state suggested in Ref. [2] nonzero magnetic moment ob-
tained in our GGA+DMFT calculations indicates that
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Fig. 2. (Color online) Probabilities of electronic con-
figurations with different spins in the case, when all Co
were supposed to have 4+ charge state (corresponding
number of electrons is Nd+2Np = 5+12 = 17 per unit
cell), as calculated in GGA+DMFT for x = 0.94, 0.75,
0.66, and 0.51. Inset shows local magnetic moments√
〈m2z〉, if all Co ions are in 4+ or 3+ charge states.
there is a substantial weight of the IS and HS states
even for Co3+.
In contrast to the first case of Co3+, the second set
of the calculations, corresponding to all Co having d5
electronic configurations (i.e. Co4+), demonstrates the
spin state transition for x > 0.75. Local magnetic mo-
ment
√
〈m2z〉 for x = 0.94 case is 4.7 µB, close to what
one might expect for the HS state for d5 configuration
in an ionic model. With doping magnetic moment drops
down to 1.3 µB.
This is an advantage of the CT-QMC impurity solver
that it provides information about weights of different
ionic configurations at given temperature. One may see
that with decrease of the doping level, x, and modifi-
cation of the crystal structure the essential changes in
contribution of different electronic configurations (see
Fig. 2) occurs. The contribution of configurations,
which have the largest possible magnetic moment be-
comes smaller. At the same time the contribution of
the IS and LS states increase. This is in strong con-
trast to the case of Co3+ (d6), where the LS state was
found to be dominating for all Li concentrations (see
inset in Fig. 2). More detailed picture of configurations
probabilities is shown in Fig. 3.
It is worth mentioning that in the GGA+DMFT cal-
culation there are not only multiplets of d5 electronic
configuration, but also other states corresponding to,
e.g., d6L (where L is a ligand hole) configuration. These
states may have integer and zero spin; their summa-
rized probabilities obtained are shown in the inset in
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Fig. 3. (Color online) The same as in Fig. 2, but
different contributions to the states with the same spin
are shown, e.g. there are three states with S = 1/2
with nonzero weights (t32g,↑, t
2
2g,↓, t
3
2g,↑e
1
g↑t
2
2g,↓e
1
g,↓, and
t32g,↑e
1
g,↑t
3
2g,↓). The inset shows relative weights of d
5, d6
and d7 configurations.
Fig. 3. One can see that there are three most prob-
able configurations in the case of Co4+ for the struc-
ture corresponding to x=0.94: d5 (t3
2g,↑, e
2
g,↑) and d
6L
(t32g,↑e
2
g,↑e
1
g↓ and t
3
2g,↑e
2
g,↑t
1
2g,↓), which can be treated as
the HS states. The weights of these configurations drop
to almost zero for x < 0.75. For x = 0.75, 0.66 and 0.51
we obtained almost equal probabilities for configura-
tions, which we treat as LS ones, namely d5 (t3
2g,↑t
2
2g,↓),
d6L (t32g,↑t
2
2g,↓e
1
g,↑ and t
3
2g,↑t
2
2g,↓e
1
g,↓), and less probable
d7L2 (t32g,↑e
1
g↑t
2
2g,↓e
1
g,↓ and t
3
2g,↑e
1
g,↑t
3
2g,↓). All other con-
figurations have probabilities of order of 10−3 or smaller.
In order to get insight into the nature of the spin
state transition we estimated values of the t2g−eg crys-
tal field splitting for different x as difference between
centers of gravity of corresponding partial density of
states (DOS) in the GGA[23]: ∆CFS = 2.28 eV for
x = 0.94, ∆CFS = 2.32 eV for x = 0.75, ∆CFS = 2.38
eV for x = 0.66 and ∆CFS = 2.40 eV for x = 0.51.
Gradual increase of the crystal-field splitting is related
to decrease of Co-O bond distance as it was discussed
above and this increase in its turn leads to the spin state
transition.
One may use a pure ionic model for the qualitative
analysis of the spin state transition. In the case of d6
configuration ∆CFS competes with 2JH to suppress the
HS state, while for d5 configuration 3JH act against the
crystal field splitting (see, e.g., [24]). This is the reason
why the spin state transition occurs for Co4+, but not
for Co3+.
In Fig. 4 we present spectral functions, A(ω), which
were obtained within GGA+DMFT calculations for dif-
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Fig. 4. (Color online) Evolution of the GGA+DMFT
spectral function for Co4+ (left panel) and Co3+ (right
panel) in LixCoO2.
ferent x. One may see that while A(ω) practically does
not change with x for Co3+. This is mainly due to ab-
sence of the spin state transition for this Co. In the case
of x = 0.94 and Co3+ we obtain a gap about 2.8 eV (here
and below we measure the gap at the half maximum of
corresponding peaks), which agrees with experimental
value 2.7 [25] for pure LiCoO2.
In contrast to Co3+ there is a drastic change of the
band gap in case of Co4+, which is∼ 2.5 eV for x = 0.94,
but almost disappears for smaller x. This is related with
a very different effective Coulomb repulsion Ueff for the
HS and LS states. Indeed, if one would recalculate Ueff
in ionic approximation using a standard definition
Ueff = E(d
n+1) + E(dn−1)− 2E(dn), (2)
where E is the total energy of corresponding configu-
ration, when it turns out that for the HS state Ueff =
U + 4JH and for the LS state Ueff = U − JH . Such a
large difference will be greatly reduced by band effects,
but is still noticeable in our GGA+DMFT results.
In conclusion our calculations carried out within the
DFT+DMFT method show that there is the high spin
to low spin transition LixCoO2 with decrease of lithium
concentration. The nature of this transition is a delicate
balance between crystal splitting and Hund’s rule inter-
action, which is tilted with decrease of the doping level
due to change of the crystal structure. The decrease
of the Co-O distance results in increase of crystal field
splitting that makes the LS configuration of both Co3+
and Co4+ more preferable. Thus, reduction of the Co-O
bond length can stabilize the LS state in LixCoO2 and
hence can help to avoid appearance of magnetic traps,
which improves ionic conductivity. This idea can be
used in fabrication of LixCoO2 thin films batteries by
appropriate choice of a substrate.
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