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ENVELOPING ACTIONS AND TAKAI DUALITY FOR PARTIAL ACTIONS
FERNANDO ABADIE
Abstract. We show that any continuous partial action α on a topological space X is the restriction of
a suitable continuous global action αe, that is essentially unique. We call this action αe the enveloping
action of α, and the space Xe where αe acts is called the enveloping space of X. Xe is Hausdorff if
and only if X is Hausdorff and the graph of α is closed.
In the case of C∗-algebras, we prove that any partial action has a unique enveloping action up to
Morita equivalence, and that the corresponding reduced crossed products are Morita equivalent. The
study of the enveloping action up to Morita equivalence reveals the form that Takai duality takes for
partial actions.
By applying our constructions, we prove that any partial action of a connected group on a unital
C∗-algebra must be a global action. We also prove that the reduced crossed product of the reduced
cross sectional algebra of a Fell bundle by the dual coaction is liminal, postliminal, or nuclear, if and
only if the unit fiber of the bundle is liminal, postliminal, or nuclear, respectively.
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1. Introduction
Partial actions on C∗-algebras were gradually introduced in [5], [18] and [9]. Since then, several
classes of C∗-algebras have been described as crossed products by partial actions. This is the case of
approximately finite, Bunce–Deddens and Cuntz–Krieger algebras, among others. ([7], [6], [11] and
[12]). In addition, the description of a C∗-algebra as a crossed product by a partial action has proved
to be useful to describe its structure and sometimes to compute its K-theory.
In the present paper we deal with enveloping actions of partial actions. That is, we discuss the
problem of deciding whether or not a given partial action is the restriction of some global action, and
the uniqueness of this global action.
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The exact statement of the problem depends on the category under consideration, as much as the
definition of a partial action does. For instance, in the category of topological spaces and continuous
maps, we say that an action β, acting on Y , is an enveloping action of the partial action α, acting on
X , if X is an open subset of Y , α = β
∣∣
X
, and Y is the β–orbit of X . In the category of C∗-algebras
and their homomorphisms, we say that (β,B) is an enveloping action of the partial action α, acting
on the C∗-algebra A, if A ⊳ B, α = β
∣∣
A
, and B is the closed linear β–orbit of A. In this paper we
discuss enveloping actions in both categories. In the first one, the enveloping action always exists and
is unique. In the second one it is unique when it exists, but in general this is not the case. For this
reason we consider a weaker notion of enveloping action in the context of C∗-algebras, called Morita
enveloping action. We show that any partial action on a C∗-algebra has a Morita enveloping action,
which is unique up to Morita equivalence. Moreover, the corresponding reduced crossed products are
strongly Morita equivalent. It turns out that Morita enveloping actions of partial actions are intimately
related to Takai duality: if α is a partial action of the group G on a C∗-algebra A, δ is the dual coaction
of G on A ⋊α,r G and δˆ is the dual action of G on A ⋊α,r G ⋊δ,r Gˆ, then δˆ is the Morita enveloping
action of α.
The structure of the paper is as follows.
In Section 2 we study partial actions in a topological context. In this case we show that for every
partial action there exists a unique enveloping action, which is characterized by a universal property
(2.5). We exhibit an example where the partial action acts on a Hausdorff space while its enveloping
action acts on a non–Hausdorff space (2.9). This implies that in the category of C∗-algebras, the
problem of existence of enveloping actions does not have a solution in general. Those partial actions
whose enveloping actions act on a Hausdorff space are precisely those with closed graph (2.10).
Section 3 is devoted to consider the problem of enveloping actions in the category of C∗-algebras. In
view of the results of Section 2, there is in general no enveloping action for a given partial action on a
C∗-algebra. So the main matter of this section is the uniqueness of the enveloping action. It is shown in
Theorem 3.8 that the enveloping action is unique when it exists. In the remainder of the section we study
some relations between the C∗-algebras where a partial action and its enveloping action, respectively,
act.
In Section 4 we discuss the relation between the reduced crossed products A ⋊α,r G and B ⋊β,r G,
where (β,B) is the enveloping action of (α,A). In Theorem 4.18 we prove that they are Morita equivalent
(In this paper Morita equivalence means strong Morita equivalence). As an application of this result, we
show in 4.20 that any partial representation of a discrete amenable group may be dilated to a unitary
representation of G, so in particular it is a positive definite map.
In order to overcome the negative result obtained in Section 4 about the existence of enveloping
actions, we introduce in Section 5 the weaker notion of Morita enveloping action. This concept involves
Morita equivalence of partial actions, which is defined and studied in this section. In particular, we show
that the reduced crossed products of Morita equivalent partial actions are Morita equivalent (5.15). This
allows us to deduce that the reduced crossed product by a partial action and the reduced crossed product
by a corresponding Morita enveloping action are Morita equivalent (5.17).
In the sixth section we pave the way for proving the main result of the paper, namely the existence and
uniqueness of the Morita enveloping action, which is achieved in Section 7 (7.3, 7.6). With this goal in
mind, we consider a C∗-algebra, k(B), that is the completion of a certain *-algebra of integral operators
naturally associated to a Fell bundle. The algebra k(B) carries a canonical action of the group G, which
turns out to be a Morita enveloping action of the partial action α when B is the Fell bundle associated
to α. In the last section we will see that, if the Fell bundle is associated to a partial action α on a
C∗-algebra A, then the algebra k(B) also agrees with the double crossed product A⋊α,rG⋊δ,rGˆ, where
δ is the dual coaction on A⋊α,rG (9.1).
This paper corresponds to the second part of my doctoral thesis ([1]). It is a pleasure to express my
gratitude to my advisor Ruy Exel for his guidance and several conversations about enveloping actions,
which greatly enriched this work.
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2. Enveloping actions: the topological case
In this section we consider the problem of enveloping actions in the category of topological spaces
and continuous maps. In the first part we give the necessary definitions and some examples. In the
second one we show that any partial action has a unique enveloping action, which is characterized by
a universal property. This result implies, in particular, that if v is a vector field on a smooth manifold
X , then there exist a smooth manifold Y , a vector field w on Y , and an inclusion ι : X → Y , such that
ι(X) is open in Y and v = wι. We show that if (α,X) is a partial action, where X is a Hausdorff space,
and if (β, Y ) is its enveloping action, then Y is a Hausdorff space if and only if the graph of α is closed.
2.1. Partial actions: basic facts and examples.
Definition 2.1. A partial action of a topological group G on a topological space X is a pair α =(
{Xs}s∈G, {αs}s∈G
)
such that:
(1) Xt is open in X, and αt : Xt−1 → Xt is a homeomorphism, ∀t ∈ G.
(2) The set Γα =
{
(t, x) ∈ G×X : t ∈ G, x ∈ Xt−1
}
is open in G×X, and the function (also called
α) α : Γα → X given by (t, x) 7−→ αt(x) is continuous.
(3) α is a partial action, that is, Xe = X, and αst is an extension of αsαt, ∀s, t ∈ G.
If α =
(
{Xt}t∈G, {αt}t∈G
)
and β =
(
{Yt}t∈G, {βt}t∈G
)
are partial actions of G on X and Y , we say
that a continuous function φ : X → Y is a morphism φ : α → β if φ(Xt) ⊆ Yt, and the following
diagram commutes, ∀t ∈ G:
Xt−1
φ
//
αt

Yt−1
βt

Xt
φ
// Yt
If we forget the topological structures of G and X, we say that α is a set theoretic partial action; note
that in this case condition 2. is superfluous, and condition 1. amounts to saying that each αt is a
bijection.
Condition 3. above is equivalent to the following set of conditions (see Lemma 1.2 of [24]):
(1) αe = idX and αt−1 = α
−1
t , ∀t ∈ G.
(2) αt(Xt−1 ∩Xs) = Xt ∩Xts, ∀s, t ∈ G.
(3) αsαt : Xt−1 ∩ Xt−1s−1 → Xs ∩ Xst is a bijection, and αsαt(x) = αst(x), ∀x ∈ Xt−1 ∩ Xt−1s−1
and ∀s, t ∈ G.
Example 2.2. Let β : G × Y → Y be a continuous global action and let X be an open subset of Y .
Consider α = β
∣∣
X
, the “restriction” of β to X , that is: Xt = X ∩ βt(X), and αt : Xt−1 → Xt such that
αt(x) = βt(x), ∀t ∈ G, x ∈ Xt−1 . It is easy to verify that α is a partial action on X . In fact, the main
result of this section shows that any partial action arises in this way. Note that, in particular, β may
be identified with the partial action β
∣∣
Y
.
Example 2.3. The flow of a differentiable vector field is a partial action. More precisely, consider a
smooth vector field v : X → TX on a manifold X , and for x ∈ X let γx be the corresponding integral
curve through x (i.e.: γx(0) = x), defined on its maximal interval (ax, bx). Let us define, for t ∈ R:
X−t =
{
x ∈ X : t ∈ (ax, bx)
}
, αt : X−t → Xt such that αt(x) = γx(t), and α =
(
{Xt}t∈R, {αt}t∈R
)
.
Then α is a partial action of R on X .
It is well known that the integral curves of a vector field on a compact manifold X are defined on all
of R. This is a particular case of the next result, which in turn may be generalized to a theorem about
partial actions on C∗-algebras to be proved later in Section 8 (Corollary 8.7)
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Proposition 2.4. Let α be a partial action of G on a compact space X. Then there exists an open
subgroup H of G such that α restricted to H is a global action. In particular, if G is connected, α is a
global action.
Proof. Let Ax = {t ∈ G : x ∈ Xt−1}, and A = ∩x∈XAx. It is clear that e ∈ A and st ∈ A whenever s,
t ∈ A; that is, A is a submonoid of G. For every x ∈ X there exist open neighborhoods Ux ⊆ X of x and
Vx ⊆ G of e such that Vx × Ux ⊆ Γα, and Vx = V −1x . Since X is compact, there exist x1, . . . , xn ∈ X
such that X = ∪nj=1Uxj . Consider now the neighborhood V = ∩
n
j=1Vxj . Since V is symmetric and
V ⊆ A, we have that H = ∪∞n=1V
n is an open subgroup of G contained in A.
As for the last assertion, just recall that the unique open subgroup of a connected group is the group
itself. 
2.2. Existence and uniqueness of enveloping actions.
Theorem 2.5. Let α be a partial action of G on X. Then there exists a pair (ι, αe) such that αe is
a continuous action of G on a topological space Xe, and ι : α → αe is a morphism, such that for any
morphism ψ : α→ β, where β is a continuous action of G, there exists a unique morphism ψe : αe → β
making the following diagram commutative:
α
ι
//
ψ

❃❃
❃❃
❃❃
❃❃
	
αe
ψe
⑧
⑧
⑧
⑧
β
Moreover, the pair (ι, αe) is unique up to canonical isomorphisms, and:
(1) ι(X) is open in Xe.
(2) ι : X → ι(X) is a homeomorphism.
(3) Xe is the αe–orbit of ι(X).
Proof. Let us consider the action γ : G×(G×X)→ G×X such that γs(t, x) = (st, x), ∀s, t ∈ G, x ∈ X .
We endow G × X with the product topology, so γ is a continuous action. Moreover, γ is compatible
with respect to the equivalence relation ∼ on G × X given by: (r, x) ∼ (s, y) ⇐⇒ x ∈ Xr−1s and
αs−1r(x) = y. Thus γ induces an action α
e of G by homeomorphisms of the quotient topological space
Xe = (G × X)/ ∼. Let q : G × X → Xe be the quotient map, and define ι : X → Xe such that
ι(x) = q(e, x). Since the inclusion X →֒ G × X given by x 7−→ (e, x) is continuous, we have that ι
also is. Note that ι is clearly injective, so to prove (1) and (2) it suffices to show that it is an open
map. Let U ⊆ X be an open subset. We have to show that q−1
(
ι(U)
)
is open in G × X . But
q−1
(
ι(U)
)
= {(t, x) : (t, x) ∼ (e, y) for some y ∈ U} = {(t, x) : αt(x) ∈ U} = α−1(U), which is open in
Γα because α is continuous, and hence open in G ×X because Γα is open in G×X . Statement (3) is
clear, because q(t, x) = αet
(
ι(x)
)
.
Let us see that the action αe is continuous and ι : α → αe is a morphism. Note first that q is an
open map, for if U ⊆ G and V ⊆ X are open subsets, we have q(U × V ) = ∪t∈Uq(γt({e} × V )) =
∪t∈Uαet (ι(V )), which is open because ι is open and every α
e
t is a homeomorphism. Now let W ⊆ X
e
be an open subset. Since αe ◦ (id × q) = q ◦ γ : G × (G × X) → Xe is continuous, we have that
(id× q)−1((αe)−1(W )) = γ−1(q−1(W )) is an open subset of G× (G×X). Therefore (αe)−1(W ) is open
in G×Xe, because id× q is an open and surjective map. We see that ι is a morphism: if x ∈ Xt−1 :
ι
(
αt(x)
)
= q
(
e, αt(x)
)
= q(t, x) = q
(
γt(e, x)
)
= αet
(
q(e, x)
)
= αet
(
ι(x)
)
,
We must prove now that the pair (ι, αe) has the claimed universal property. Note first that if
β : G × Y → Y is a continuous action and ψ : X → Y is any continuous function, then the map
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ψ′ : G ×X → Y such that ψ′(t, x) = βt
(
ψ(x)
)
is a morphism γ → β. Moreover, if ψ : α → β is also a
morphism, then ψ′ is compatible with ∼: if (r, x) ∼ (s, y) in G×X , since αs−1r(x) = y, we have:
βs−1
(
ψ′(r, x)
)
= βs−1
(
βr(ψ(x))
)
= βs−1r
(
ψ(x)
)
= ψ
(
αs−1r(x)
)
= ψ(y),
and therefore: ψ′(r, x) = βs
(
ψ(y)
)
= ψ′(s, y). Thus ψ′ induces a continuous map ψe : Xe → Y , such
that ψe
(
q(t, x)
)
= βt(ψ(x)), ∀t ∈ G, x ∈ X . We have that ψeι(x) = ψe
(
q(e, x)
)
= ψ(x), and it is also
clear that ψe : αe → β is a morphism, uniquely determined by the relation ψeι = ψ.
Since the pair (ι, αe) is characterized by a universal property, it is unique up to isomorphisms (In
categorical terms, αe is a universal from α to F, where F : A → PA is the forgetful functor from the
category of actions to the category of partial actions; see [28] for details). 
Definition 2.6. Let α be a partial action of G on X. We say that the action αe provided by Theorem
2.5 is an enveloping action of α. We will also say that Xe is the enveloping space of X, ψe is the
enveloping morphism of ψ, etc.
Remark 2.7. Assume that h : X → X is a homeomorphism, so we have an action of Z on X . We may
think of this action as a partial action of Rd on X , where Rd denotes the real numbers with the discrete
topology. Indeed, define Xs = X if s ∈ Z, Xs = ∅ if s /∈ Z, and αs : X−s → Xs as αs = hs if s ∈ Z,
αs = ∅ otherwise. Note that α is not a partial action of R on X , because Z×X is not open in R×X .
However, we can imitate the construction of the enveloping action made in the proof of 2.5 above, using
R instead of Rd, to obtain a global continuous action β : R × (R × X)/ ∼→ (R × X)/ ∼, such that
βn(x) = αn(x), ∀n ∈ Z, x ∈ X . This action β is called the suspension of h, and its construction is well
known in dynamical systems theory (see [29], page 45).
From now on we will suppose, as we can, that X ⊆ Xe. Since Xe is the αe–orbit of X , we see that
X and Xe share the same local properties. However, their global properties may be very different, as
shown in the next two examples.
Example 2.8. Consider the action β : Z × S1 → S1 given by the rotation by an irrational angle θ:
βk(z) = e
2πikθz, ∀k ∈ Z, z ∈ S1. Let U be a nonempty open arc of S1, U 6= S1, and consider the partial
action given by the restriction α of β to U (see Example 2.2). Since the action β is minimal, it follows
that β is the enveloping action of α. This example shows that, even when X and Xe are similar locally,
their global properties may be deeply different. In this case, for instance, the first homotopy groups of
U and S1 are different.
Example 2.9. Consider the partial action α of Z2 on the unit interval X = [0, 1], given by α1 = idX ,
α−1 = idV , where V = (a, 1], a > 0. Let α
e : G × Xe → Xe be the enveloping action of α. Consider
J = J−∪J+ ⊆ R2 with the relative topology, where J± = {±1}× [0, 1]. It is not difficult to see that Xe
is the topological quotient space obtained from J by identifying the points (1, t) and (−1, t), ∀t ∈ (a, 1].
Therefore, Xe is not a Hausdorff space: (1, a) and (−1, a) do not have disjoint neighborhoods. Note
also that αe−1 permutes (1, t) and (−1, t) for t ∈ [0, a], and is the identity in the rest of X
e.
The obstruction for the enveloping space to be Hausdorff is made clear in the next proposition.
Proposition 2.10. Let α be a partial action of G on the Hausdorff space X. Let Gr(α) be the graph
of α, that is Gr(α) = {(t, x, y) ∈ G×X ×X : x ∈ Xt−1 , αt(x) = y}. Then X
e is a Hausdorff space if
and only if Gr(α) is a closed subset of G×X ×X.
Proof. Let us suppose that Xe is a Hausdorff space, and let
(
ti, xi, α(ti, xi)
)
→ (t, x, y) ∈ G ×X ×X .
In particular, α(ti, xi)→ y ∈ X . Since αe is continuous, αe(ti, xi)→ αe(t, x), and it must be y = α(t, x)
because of the uniqueness of limits in Hausdorff spaces.
Conversely, assume that Gr(α) is closed in G×X ×X , and let xe, ye ∈ Xe. We want to show that if
there does not exist disjoint open sets in Xe, each of them containing xe or ye, then xe = ye. Since αet is
a homeomorphism of Xe, by 3. of 2.5 we may suppose that xe = x ∈ X . Let y ∈ X , t ∈ G be such that
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αet(y) = y
e. If every neighborhood of x intersects every neighborhood of ye, then for any pair (U, V ) of
neighborhoods in X of x and y respectively, there exists x
U,V
∈ U ∩ αet(V ), say xU,V = α
e
t(yU,V ), with
y
U,V
∈ V . Consider the net {(t, y
U,V
, x
U,V
)}U,V ⊆ Gr(α): it converges to (t, y, x), so αt(y) = x, because
Gr(α) is closed. Hence x = ye, and Xe is Hausdorff. 
Remark 2.11. if G is a discrete group, then Gr(α) is closed in G×X ×X if and only if Gr(αt) is closed
in X ×X , ∀t ∈ G.
Remark 2.12. As already seen in 2.3, the flow of a smooth vector field on a manifold is a partial action,
indeed a smooth partial action. The enveloping space inherits a natural manifold structure, although not
always Hausdorff, by translating the structure of the original manifold through the enveloping action.
It would be interesting to characterize those vector fields whose flows have closed graphs. For such a
vector field, one obtains a Hausdorff manifold that contains the original one as an open submanifold,
and a vector field whose restriction to this submanifold is the original vector field. Note, however, that
the inclusion of the original manifold in its enveloping one could be a bit complicated.
It is possible to exhibit examples of flows with closed graphs and flows with non-closed graphs.
2.3. On the dynamical properties of the enveloping action. Before closing this section we would
like to make some brief comments about the dynamical behavior of the enveloping action.
Many of the algebraic and even dynamical notions related to global actions may be easily extended to
the context of partial actions. For instance, it is possible to make sense of expressions such as transitive
partial actions or minimal partial actions. To give an example, we say that a partial action α on a
topological space X is minimal when each α–orbit is dense in X , that is, when X = {αt(x) : t ∈ Xt−1},
∀x ∈ X . It is not difficult to show that the dynamical properties of α and αe are in general the same,
although we will not do it in this work. For instance, it is not hard to see that α is minimal if and only
if αe is minimal.
3. Enveloping actions: the C∗–case
In this section we consider partial actions on C∗-algebras. We begin by recalling the definition of a
partial action in this context, and then we introduce a notion of enveloping action that corresponds, in
the case of commutative C∗-algebras, to the concept of enveloping action treated in Section 2. Next, we
discuss the existence and uniqueness of enveloping actions, and we close the section by studying some
properties of the enveloping C∗-algebras. Throughout the rest of this paper, G will denote a locally
compact Hausdorff group.
The most general definition of a partial action is the one given in [9], where the reader is referred to
for more information. We recall it in 3.2 below.
Definition 3.1. Let E be a Banach space, X a topological space, and for each x ∈ X, let Ex be a
Banach subspace of E. We say that {Ex}x∈X is a continuous family if for any open subset U of E, the
set {x ∈ X : U ∩ Ex 6= ∅} is open in X.
If E = {(x, v) ∈ X×E : v ∈ Ex}, with the product topology, and π : E → X is the natural projection,
then {Ex}x∈X is a continuous family if and only if π is open; in this case, (E , π) is a Banach bundle (see
[9], where the notion of continuous family was introduced). For details about Banach bundles and Fell
bundles, we refer the reader to [14]. Note that our notation differs sometimes from that of [14]. Also
observe that Fell bundles are called C∗-algebraic bundles in that book.
Definition 3.2. Let G be a locally compact group and α = ({Dt}t∈G, {αt}t∈G) a set theoretic partial
action of G on the C∗-algebra A, where each Dt is an ideal of A and each αt is an isomorphism of
C∗-algebras. Consider B−1 = {(t, b) ∈ G × B : b ∈ Dt−1} ⊆ G × A with the product topology. We
say that α is a partial action of G on A if {Dt}t∈G is a continuous family and the map (also called)
α : B−1 → A such that (t, b) 7−→ αt(b) is continuous (note that, being {Dt}t∈G a continuous family, B−1
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is a Banach bundle). If α′ = ({D′t}t∈G, {α
′
t}t∈G) is a partial action of G on A
′, a morphism φ : α→ α′
is a homomorphism φ : A→ A′ such that φ(At) ⊆ A′t, ∀t ∈ G.
In [9], Exel has shown that if α = ({Dt}t∈G, {αt}t∈G) is a partial action of G on the C∗-algebra A,
the Banach bundle Bα = {(t, x) : x ∈ Dt} ⊆ G × A, with the relative topology, is a Fell bundle with
product and involution given by (here xtδt := (t, xt) ∈ Bα): (xtδt) ∗ (xsδs) = αt
(
α−1t (xt)xs
)
δts and
(xtδt)
∗ = α−1t (x
∗
t )δt−1 respectively. The bundle Bα is called the semidirect product of A and G. We will
also say that Bα is the Fell bundle associated with α. The cross sectional C∗-algebra C∗(Bα) of Bα is
called crossed product of A by α, and is denoted by A⋊α G.
Example 3.3. If β : G×B → B is a continuous action and A ⊳ B, then the restriction β
∣∣
A
of β to A
(see 2.2) is a partial action of G on A. In particular, β may be identified with the partial action β
∣∣
B
.
Let us concentrate for a moment on the case where A = C0(X), for some locally compact Hausdorff
space X . Suppose that {Xt}t∈G is a family of open subsets of X , so {Dt}t∈G is a family of ideals in A,
where Dt = C0(Xt), ∀t ∈ G. If G is a locally compact Hausdorff space, one can show that {Dt}t∈G is a
continuous family if and only if the set Γ = {(t, x) : x ∈ Xt} ⊆ G×X is open with the product topology.
Suppose in addition that G is a group. To give an isomorphism αt : Dt−1 → Dt is equivalent to give
a homeomorphism αˆt : Xt−1 → Xt. Now, it is possible to show that a given family of isomorphisms
{αt : Dt−1 → Dt}t∈G is a partial action on A if and only if the corresponding family of homeomorphisms
{αˆt : Xt−1 → Xt}t∈G is a partial action on X ([1], [3]).
In the situation above, if the partial action αˆ = ({Xt}t∈G, {αˆt}t∈G) has an enveloping action βˆ = αˆe
acting on the enveloping space Y , then A is an ideal of B = C0(Y ), and the action β induced by βˆ on
B satisfies: β
∣∣
A
= α. Moreover, the β–linear orbit [β(A)] := span{βt(a) : a ∈ A, t ∈ G} of A is dense in
B, by the Stone–Weierstrass theorem. These facts justify the following definition.
Definition 3.4. Let α = ({Dt}t∈G, {αt}t∈G) be a partial action of G on the C∗-algebra A, and let β
be a continuous action of G on a C∗-algebra B that contains A. We say that (β,B) is an enveloping
action of (α,A) (in the category of C∗-algebras), if the following three properties are fulfilled:
(1) A is an ideal of B (two–sided and closed, of course).
(2) α = β
∣∣
A
, that is Dt = A ∩ βt(A), and αt(x) = βt(x), ∀t ∈ G and x ∈ Dt−1 .
(3) B = [β(A)], where [β(A)] := span
{
βt(x) : t ∈ G, x ∈ A
}
.
We then say that B is an enveloping C∗-algebra of A.
Proposition 3.5. Let α = ({Dt}t∈G, {αt}t∈G) be a partial action of G on a commutative C∗-algebra
A, and let αˆ the corresponding partial action of G on Aˆ. Then the following assertions are equivalent:
(1) Gr(αˆ) is closed in G× Aˆ× Aˆ.
(2) α has an enveloping action in the category of commutative C∗-algebras.
(3) α has an enveloping action in the category of C∗-algebras.
Proof. It is clear that 2. implies 3., and 1. and 2. are equivalent by Proposition 2.10, because of the
categorical equivalence between locally compact Hausdorff spaces and commutative C∗-algebras. To
see that 3. implies 2, let us suppose that (β,B) is an enveloping action of the partial action α on a
commutative C∗-algebra A. Since A is a commutative ideal of B, A is contained in the center Z(B) of
B: if a ∈ A, b ∈ B, and (ei)i∈I ⊆ A is an approximate unit of A:
ab = lim
i
(ab)ei = lim
i
a(bei) = lim
i
(bei)a = lim
i
b(eia) = ba.
Since Z(B) is invariant, it follows that βt(A) ⊆ Z(B), ∀t ∈ G, thus span{βt(a) : t ∈ G, a ∈ A} ⊆
Z(B). But then B = span{βt(a) : t ∈ G, a ∈ A} ⊆ Z(B) ⊆ B, and therefore B = Z(B), so B is
commutative. 
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In [12] several algebras generated by isometries satisfying certain relations are studied, and they are
shown to be crossed products by partial actions. At the topological level, all these partial actions have
enveloping actions acting on Hausdorff spaces, and therefore they have also enveloping actions at the
C∗-algebra level by 3.5.
3.1. On the uniqueness of enveloping actions. Proposition 3.5 and Example 2.9 show that not
every partial action on a C∗-algebra has an enveloping action. We will prove that at least the enveloping
action is unique when it does exist. Note that we already know this in the commutative case.
Lemma 3.6. Let {Jλ}λ∈Λ be a family of ideals of a C
∗-algebra A, and consider ‖ ·‖Λ : A→ R such that
‖a‖Λ = supλ∈Λ{‖ax‖ : x ∈ Jλ, ‖x‖ ≤ 1}. Then ‖ · ‖Λ is a C
∗-seminorm on A, such that ‖ · ‖Λ ≤ ‖ · ‖,
and ‖ · ‖Λ is a norm iff span{x ∈ Jλ : λ ∈ Λ} is an essential ideal of A. In this case, ‖ · ‖Λ = ‖ · ‖.
Proof. Let B =
∏
λ∈ΛAλ, where Aλ = A, ∀λ ∈ Λ, and consider J= {x = (xλ) ∈ B : xλ ∈ Jλ, ∀λ ∈ Λ}.
Then B is a C∗-algebra with ‖b‖ = supλ∈Λ ‖bλ‖, and J is an ideal of B. In particular, J may be
considered as a right Hilbert B-module with the inner product: 〈x, y〉 = x∗y, so there is a homomorphism
η : B → L(J) given by η(b)x = bx. On the other hand, we have an inclusion ι : A →֒ B given by
ι(a)λ = a, ∀λ ∈ Λ. Thus, we get a homomorphism η˜ = ηι, and therefore ‖η˜(a)‖ ≤ ‖a‖, ∀a ∈ A. But
‖η˜(a)‖ = sup{‖η(a)x‖ : x ∈ J, ‖x‖ ≤ 1} = ‖a‖Λ. Finally, it is clear that η˜ is injective if and only if
span{x ∈ Jλ : λ ∈ Λ} is an essential ideal of A. 
Lemma 3.7. Let α = ({Dt}t∈G, {αt}t∈G) be a partial action of G, and assume that (β,B) and (γ, C)
are enveloping actions of α. Then, ∀a, b ∈ A, t ∈ G, we have: βt(a)b = γt(a)b (note that both of these
products belong to Dt).
Proof. Let (ui) be an approximate unit of Dt−1 . Then uia ∈ Dt−1 , ∀i, and since α is both the restriction
of β and γ to A, we have: βt(a)b = limβt(uia)b = limαt(uia)b = lim γt(uia)b = γt(a)b. 
Theorem 3.8. Let (α,A) be a partial action of G, and assume that (β,B) and (γ, C) are enveloping
actions of α. Then there exists a unique isomorphism φ : B → C such that φβt = γtφ, ∀t ∈ G, and
φ
∣∣
A
= idA.
Proof. For s ∈ G, let ‖·‖s : B → R and ‖·‖s : C → R be given by ‖b‖s := sup{‖bx‖ : x ∈ βs(A), ‖x‖ ≤ 1}
and ‖c‖s := sup{‖cy‖ : y ∈ γs(A), ‖y‖ ≤ 1}. By Lemma 3.6, ‖ · ‖s and ‖ · ‖s are C∗-seminorms, and
‖ · ‖B = sups ‖ · ‖s, ‖ · ‖C = sups ‖ · ‖
s.
Let t1, . . . , tn ∈ G and a1, . . . , an ∈ A. We want to show that ‖
∑
i βti(ai)‖B = ‖
∑
i γti(ai)‖C . For
this, it is enough to prove that ‖
∑
i βti(ai)‖s = ‖
∑
i γti(ai)‖
s, ∀s ∈ G. Let s ∈ G and a ∈ A. By
Lemma 3.7 we have:
‖
∑
i
βti(ai)βs(a)‖ = ‖βs
(∑
i
βs−1ti(ai)a
)
‖ = ‖γs
(∑
i
γs−1ti(ai)a
)
‖ = ‖
∑
i
γti(ai)γs(a)‖.
It follows that ‖
∑
i βti(ai)‖s = ‖
∑
i γti(ai)‖
s, ∀s ∈ G, and hence that ‖
∑
i βti(ai)‖B = ‖
∑
i γti(ai)‖C .
Thus, φ : [β(A)] → [γ(A)] such that φ
(∑
i βti(ai)
)
=
∑
i γti(ai) is an isometry of a *-dense ideal of B
onto a *-dense ideal of C, and therefore it extends uniquely to an isomorphism φ : B → C, which clearly
satisfies γtφ = φβt, ∀t ∈ G, and φ
∣∣
A
= idA. Moreover, it is clear that these conditions determine φ. 
3.2. Some properties of the enveloping algebra. To close this section we study some properties
that are shared by a C∗-algebra and its enveloping algebra. In what follows it will be assumed that
(αe, Ae) is an enveloping action of (α,A).
Proposition 3.9. Let C be a class of C∗-algebras that is closed by ideals, isomorphisms, and such that
any C∗-algebra B has a largest ideal C(B) that belongs to C (C may be, for instance, one of the following
classes of C∗-algebras: nuclear, type I0, liminal, postliminal, antiliminal). Then A ∈ C ⇐⇒ Ae ∈ C,
and C(A) = 0 ⇐⇒ C(Ae) = 0.
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Proof. Note that C(Ae) is αe–invariant, and since C(Ae)∩A = C(A), we have that C(Ae) = span{αet
(
C(A) :
t ∈ G
)
}. From this, the result follows immediately. 
Proposition 3.10. Any separable C∗-algebra has a largest ideal that is approximately finite. If G is a
separable group, then A is approximately finite iff Ae is approximately finite.
Proof. LetAF (B) be the set of AF–ideals of a C∗-algebraB. Since 0 ∈ AF (B), we have thatAF (B) 6= ∅.
Let I, J ∈ AF (B), and consider the following exact sequence of C∗-algebras:
0 //I
ι
//I + J
π
//J/(I ∩ J) //0 ,
where ι is the inclusion and π is the quotient map. Since the class of AF–C∗-algebras is closed by ideals,
quotients and extensions, it follows that I + J ∈ AF (B). Suppose in addition that B is a separable
C∗-algebra, and let D = {dn}n≥1 be a countable and dense subset of span{x ∈ J : J ∈ AF (B)}.
Since J1 + · · · + Jk ∈ AF (B), whenever J1, . . . , Jk ∈ AF (B), there exists an increasing sequence
{Jn}n≥1 ⊆ AF (B) such that dn ∈ Jn, ∀n ≥ 1. It follows that J = ∪n≥1Jn is an AF–ideal that contains
any ideal of AF (B), and this proves our first assertion. As for the second one, note that, since G is
separable, then A is separable if and only if so is Ae. Now, by the first part, the result is proved as in
Proposition 3.9. 
4. Enveloping actions and crossed products
The main result of this section, Theorem 4.18, is the following: if a partial action α of G on a C∗-
algebra A has an enveloping action (αe, Ae), then A⋊α,r G and A
e
⋊αe,r G are Morita equivalent. This
theorem will be obtained as a consequence of a more general result on Fell bundles.
We begin by recalling the definition of the regular representation and the reduced cross sectional
algebra of a Fell bundle. Then we prove 4.9, a result that will be of great importance later to prove
4.18. Finally we apply Theorem 4.18 to show that any partial representation of an amenable discrete
group G is the compression of some unitary representation of G.
4.1. Preliminaries on Fell bundles and crossed products by partial actions. In [13], the authors
defined the reduced cross sectional algebra of a Fell bundle, generalizing the definition given by Exel in
[10] for bundles over discrete groups. The definition is the following: C∗r (B) is the closure of Λ
(
L1(B)
)
in L
(
L2(B)
)
, where Λfξ = f ∗ ξ, ∀f ∈ Cc(B) ⊆ L1(B), ξ ∈ Cc(B) ⊆ L2(B). When G is a non–discrete
group, it is not immediate that Λ, defined by means of convolution of continuous functions, extends to
a representation of L1(B). The proof of this fact given below seems to us more direct than the one in
[13]. Next, we show that if A is a sub–Fell bundle (4.8) of B, then C∗r (A) may be considered to be a
sub-C∗-algebra of C∗r (B).
For the general theory of Fell bundles, also called C∗–algebraic bundles, and their representations,
the reader is referred to [14]. Let us suppose that B = (Bt)t∈G is a Fell bundle over G. If K ⊆ G
is a compact subset, then CK(B) denotes the Banach space of continuous sections of B, with the
supremum norm. Cc(B) denotes the *–algebra of continuous sections of B that have compact support,
with the locally convex inductive limit topology defined by the natural inclusions CK(B)
ιK
→֒ Cc(B).
If Be is the fiber of B over the unit e of G, then L
2(B) is the right Hilbert Be–module obtained
by completing Cc(B) with respect to the Be–inner product: 〈ξ, η〉 =
∫
G
ξ(s)∗η(s)ds. If bt ∈ Bt, let
(Λbtξ)
∣∣
s
= btξ(t
−1s), ∀ξ ∈ Cc(B). We have that Λbtξ ∈ Cc(B), and supp(Λbtξ) ⊆ t supp(ξ). In addition:
〈Λbtξ,Λbtξ〉 =
∫
G ξ(t
−1s)∗b∗t btξ(t
−1s)ds ≤
∫
G ξ(t
−1s)∗‖b∗t bt‖ξ(t
−1s)ds = ‖bt‖
2〈ξ, ξ〉, and hence Λbt may
be extended to L2(B). In fact, it is easy to see that Λbt is adjointable, and Λ
∗
bt
= Λb∗t .
Let us define Λ : B → L
(
L2(B)
)
by b 7−→ Λb. It is immediate that Λ
∣∣
Bt
is a bounded linear map,
∀t ∈ G, and that ΛbΛc = Λbc, ∀b, c ∈ B. We will see that Λ is also continuous (that is: Λ satisfies 4.2).
Lemma 4.1. If ξ ∈ Cc(B) and bt ∈ B, then for any ǫ > 0 there exists an open U ⊆ B, with bt ∈ U ,
such that if b ∈ U , then ‖Λbξ − Λbtξ‖∞ < ǫ.
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Proof. Suppose that there exists ǫ > 0 such that for any open neighborhood U of bt there exist brU ∈ U
and sU ∈ G such that ‖(ΛbrU ξ)(sU ) − (Λbtξ)(sU )‖ ≥ ǫ, that is, ‖brU ξ(r
−1
U sU ) − btξ(t
−1sU )‖ ≥ ǫ. Note
that supp(ΛbrU ξ) ⊆ rU supp(ξ), supp(Λbtξ) ⊆ t supp(ξ). Since brU → bt, then rU → t. Thus there exist
a compact set K ⊆ G and a neighborhood U0 of bt such that supp(ΛbrU ξ) ⊆ K, ∀U ⊆ U0. Then the net
(sU )U⊆U0 ⊆ K, and hence it must have a subnet that is convergent to some s0 ∈ K. We may assume
without loss of generality that the net itself converges to s0. But this is a contradiction, because:
0 = ‖btξ(t
−1s0)− btξ(t
−1s0)‖ = lim
U
‖brU ξ(r
−1
U sU )− btξ(t
−1sU )‖ ≥ ǫ.
The contradiction implies that the Lemma is true. 
Recall that L2(B) is the completion of Cc(B) with respect to the norm ‖ξ‖2 =
(∫
G
‖ξ(s)‖2ds
)1/2
. So
if ξn → ξ in L2(B), with ξn, ξ ∈ Cc(B), we have that ξn → ξ in L2(B), because ‖ξ‖ ≤ ‖ξ‖2. In fact,
‖ξ‖ = ‖
∫
G ξ(s)
∗ξ(s)ds‖1/2, and since
∫
G ξ(s)
∗ξ(s)ds is a positive element of Be, there is a state ϕ of Be
such that ‖
∫
G
ξ(s)∗ξ(s)ds‖ = ϕ(
∫
G
ξ(s)∗ξ(s)ds). Then:∥∥∥∥
∫
G
ξ(s)∗ξ(s)ds
∥∥∥∥ = ϕ
(∫
G
ξ(s)∗ξ(s)ds
)
=
∫
G
ϕ (ξ(s)∗ξ(s)) ds ≤
∫
G
‖ξ(s)∗ξ(s)‖ds = ‖ξ‖22
On the other hand, it is clear that if br → bt, then Λbrξ → Λbtξ in ‖·‖, because ‖ξ‖2 ≤ m
(
supp(ξ)
)
‖ξ‖∞
(herem is the left Haar measure on G), and hence, by Lemma 4.1, Λbrξ → Λbtξ in ‖·‖∞, so Λbrξ → Λbtξ
in ‖ · ‖2 and ‖ · ‖.
Proposition 4.2. Let ξ ∈ L2(B). Then the map B → L2(B), given by b 7−→ Λbξ, is continuous.
Proof. Let us fix b ∈ B, and let bj → b in B. Given ǫ > 0, let ξǫ ∈ Cc(B) be such that ‖ξ − ξǫ‖ < ǫ, and
let j0 such that ‖bj‖, ‖b‖ ≤ c, ∀j ≥ j0 and some constant c. Then, if j ≥ j0:
‖Λbjξ − Λbξ‖ ≤ ‖bj‖ ‖ξ − ξǫ‖+ ‖Λbjξǫ − Λbξǫ‖+ ‖b‖ ‖ξǫ − ξ‖ < 2cε+ ‖Λbjξǫ − Λbξǫ‖.
It follows that lim supi ‖Λbjξ − Λbξ‖ ≤ 2cǫ, ∀ǫ > 0, and therefore Λbjξ → Λbξ in ‖ · ‖. 
Definition 4.3. (cf. [13]) The representation Λ : B → L
(
L2(B)
)
defined above is called the regular
representation of the Fell bundle B. That is, Λbs is the unique continuous extension to all of L
2(B) of
the map Cc(B)→ Cc(B) such that, if ξ ∈ Cc(B), t ∈ G, then Λbs(ξ)
∣∣
t
= bsξ(s
−1t).
Theorem 4.4. (cf. [13]) There exists a unique non–degenerate representation Λ : L1(B)→ L
(
L2(B)
)
,
given by f 7−→ Λf , where Λf (ξ) = f ∗ ξ, ∀f ∈ Cc(B) ⊆ L
1(B), ξ ∈ Cc(B) ⊆ L
2(B).
Proof. Proposition 4.2 tells us that Λ : B → L
(
L2(B)
)
is a Fre´chet representation, in the sense of VIII-
8.2 of [14]. So we may apply VIII-11.3 of [14], and conclude that Λ is integrable. That is, there exists a
representation Λ : Cc(B)→ B
(
L2(B)
)
such that ϕ(Λf ) =
∫
G ϕ(Λf(s))ds, ∀f ∈ Cc(B), ϕ ∈ B
(
L2(B)
)′
.
Moreover, Λ is unique. We set Λf =
∫
G Λf(s)ds.
We want to see that ∀f ∈ Cc(B), it is Λf ∈ L
(
L2(B)
)
. Now, for ξ, η ∈ L2(B), we have that
〈ξ,Λf (η)〉 =
∫
G〈ξ,Λf(s)(η)〉ds. In particular, since f
∗(s) = ∆(s−1)f(s−1)∗,
〈ξ,Λf∗(η)〉 =
∫
G
〈ξ,Λ∆(s−1)f(s−1)∗(η)〉ds =
∫
G
∆(s−1)
(
∆(s)〈Λf(s)(ξ), η〉
)
ds = 〈Λf (ξ), η〉.
Thus Λ∗f = Λf∗ , and therefore Λf ∈ L
(
L2(B)
)
. Moreover, the representation Λ : Cc(B)→ L
(
L2(B)
)
is
continuous in the norm ‖ · ‖1: ‖〈ξ,Λf(η)〉‖ ≤
∫
G
‖ξ‖ ‖Λf(t)η‖dt ≤
∫
G
‖f(t)‖ ‖ξ‖ ‖η‖dt = ‖f‖1 ‖ξ‖ ‖η‖.
It follows that ‖Λf‖ ≤ ‖f‖1, and hence we may extend Λ by continuity to a representation of L1(B).
This representation is non–degenerate, because Cc(B) ∗ Cc(B) is dense in Cc(B) in the inductive limit
topology, and therefore also in L2(B). 
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Definition 4.5. (cf. [13]) The representation Λ : L1(B) → L
(
L2(B)
)
defined in Theorem 4.4 is called
the regular representation of L1(B), and C∗r (B) := Λ
(
L1(B)
)
⊆ L
(
L2(B)
)
is called the reduced C∗-
algebra of B. If Bα is the Fell bundle associated with a partial action α of G on a C
∗-algebra A, then
its reduced C∗-algebra is called the reduced crossed product of A by α, and it is denoted by A⋊α,r G.
Remark 4.6. It is shown in [13] that if α is a global action of G on A, then the usual reduced crossed
product agrees with the one defined in Definition 4.5 (see also [10], 3.8). Moreover, the authors show
that if π : B → B(H) is a non–degenerate representation of B and if πλ is the representation πλ : B →
B
(
L2(G,H)
)
, given by πλ(bt) = λt ⊗ π(bt), where λ is the left regular representation of G on L2(G),
then the integrated representation of πλ defines a representation of C
∗(B), that factors through C∗r (B).
In addition, if π
∣∣
Be
is faithful, we have that C∗r (B)
∼= πλ
(
C∗(B)
)
(2.15 of [13]). Note that if π is a
degenerate representation, the result is also true, because in this case π = ρ⊕ 0, the direct sum of the
non degenerate part of π with a zero representation, and therefore πλ = ρλ ⊕ 0.
Let us recall the definition of amenable Fell bundle ([10], [13]):
Definition 4.7. The regular representation Λ induces a representation of C∗(B), also called regular
and denoted by Λ. When Λ : C∗(B) → C∗r (B) is an isomorphism, we say that B is amenable. If Bα is
the Fell bundle associated with the partial action α, we say that α is amenable when Bα is amenable.
Definition 4.8. If B = (Bt)t∈G is a Banach bundle over the Hausdorff space G (or a Fell bundle over
G), we say that A ⊆ B is a sub–Banach bundle of B (respectively: a sub–Fell bundle of B) if it is a
Banach (respectively: Fell) bundle over G with the structure inherited from B.
Proposition 4.9. If A is a sub–Fell bundle of B, then C∗r (A) ⊆ C
∗
r (B). More precisely: the closure of
Cc(A) in C∗r (B) is naturally isomorphic to C
∗
r (A).
Proof. Let π : B → B(H) be a representation of B on the Hilbert space H , such that π
∣∣
Be
is faithful.
Then ρ := π
∣∣
A
: A → B(H) is a representation of A, such that ρ
∣∣
Ae
is faithful. Let πλ : B →
B
(
L2(G)
⊗
H
)
such that πλ(bt) = λt⊗π(bt), where λ : G→ B
(
L2(G)
)
is the left regular representation
of G; that is: ∀ξ ∈ L2(G), λt(ξ)
∣∣
s
= ξ(t−1s). Similarly, define ρλ : A → B
(
L2(G)
⊗
H
)
. It is clear
that ρλ = πλ
∣∣
A
. Integrating πλ and ρλ, we obtain representations of C
∗(B) and C∗(A), which we
also call πλ and ρλ respectively, and it is clear again that ρλ
∣∣
L1(A)
agrees with πλ
∣∣
L1(A)
. Now, by
2.15 of [13] (see also the end of Remark 4.6), we have isomorphisms π˜λ : C
∗
r (B) → πλ
(
C∗(B)
)
, and
ρ˜λ : C
∗
r (A) → ρλ
(
L1(A)
)
∼= C∗r (A). Therefore, π˜
−1
λ ρ˜λ : C
∗
r (A) → Cc(A) ⊆ C
∗
r (B) is an isomorphism.
Thus, C∗r (A) is naturally identified with Cc(A) in C
∗
r (B). 
Remark 4.10. When G is a discrete group, there is a shorter proof of Proposition 4.9, because in this
case the reduced cross sectional algebra is characterized in terms of conditional expectations ([10]).
Definition 4.11. Let A = (At)t∈G and B = (Bt)t∈G be Banach bundles. A homomorphism φ : A → B
is a continuous map such that φ(At) ⊆ Bt, and φ
∣∣
At
: At → Bt is linear and bounded, ∀t ∈ G. If A and
B are Fell bundles, we also require that: φ(xy) = φ(x)φ(y), φ(x∗) = φ(x)∗, ∀x, y ∈ A.
Remark 4.12. Let φ : A → B be a homomorphism. If f ∈ L1(A), we have that φ1(f) : G → B such
that φ1(f)(t) = φ
(
f(t)
)
is in L1(B), and ‖φ1(f)‖1 ≤ ‖f‖1. On the other hand, it is clear that φ1 is a
homomorphism of Banach *–algebras, and therefore it extends to a homomorphism C∗(φ) : C∗(A) →
C∗(B). This way we obtain a functor from the category of Fell bundles over G to the category of
C∗-algebras. A morphism φ : α → β between partial actions induces a homomorphism φ : Bα → Bβ
between the corresponding Fell bundles, given by φ
(
(t, at)
)
=
(
t, φ(at)
)
. Thus we have a functor from
the category of partial actions to the category of C∗
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4.2. Morita equivalence between the reduced crossed products.
Definition 4.13. If B = (Bt)t∈G is a Fell bundle, we say that a sub–Banach bundle A of B (4.8) is a
right ideal of B if AB ⊆ A, and that it is a left ideal if BA ⊆ A; A is said to be an ideal of B if it is
both a right and a left ideal of B.
Consider a Fell bundle B = (Bt)t∈G. If R is a right ideal of Be and we define Rt := spanRBt, ∀t ∈ G,
we obtain a right ideal R = (Rt)t∈G of B. In a similar way we may use left ideals of Be to define left
ideals of B. If I ⊳ Be, then I = (It)t∈G, where It = IBt, is a right ideal of B, but in general not an
ideal. For this it is necessary and sufficient that I is a B–invariant ideal of Be, that is, IBt = BtI,
∀t ∈ G. Conversely, if I = (It)t∈G is a given ideal of B, and I = Ie, then I is a B–invariant ideal of Be.
Moreover, these correspondences establish an inclusion–preserving bijection between B–invariant ideals
of Be and ideals of B.
Let V be a local base of precompact and symmetric neighborhoods of the unit e ∈ G, directed by the
relation: V ≥ V ′ ⇐⇒ V ⊆ V ′. Then there exists an approximate unit (fV )V ∈V of L1(G) contained in
Cc(G), and such that supp(fV ) ⊆ V , fV ≥ 0, and
∫
G
fV (s)ds = 1, ∀V ∈ V .
Lemma 4.14. Let B = (Bx)x∈X be a Banach bundle, G a group, with both X and G locally compact and
Hausdorff. Suppose b : G×X → B is a compactly supported continuous function such that b(r, x) ∈ Bx,
∀(r, x) ∈ G×X. Let (fV )V ∈V be an approximate unit of L1(G) as described just above, and define, for
each pair (V, r) ∈ V ×G, the function bV,r : X → B, such that bV,r(x) =
∫
G fV (r
−1s)b(s, x)ds. Then:
(1) bV,r ∈ Cc(B), ∀V ∈ V, r ∈ G.
(2) limV bV,r = br in the inductive limit topology, where br : X → B is given by br(x) = b(r, x).
Proof. The function µ : G × G × X → B such that (r, s, x) 7−→ fV (r−1s)b(s, x) is continuous and
µ(r, s, x) ∈ Bx, ∀r, s ∈ G, x ∈ X . So by [14], II-15.19, the function G × X → B given by (r, x) 7−→∫
G
fV (r
−1s)b(s, x)ds is continuous. In particular, bV,r is continuous, and thus (1) is proved.
As for (2), let K1 ⊆ G, K2 ⊆ X be compact sets such that supp(b) ⊆ K1 ×K2. Since the function
b is continuous, each br : X → B is a continuous section with supp(br) ⊆ K2, so we have a function
G→ Cc(B) defined by r → br, that is supported inK1. This map is continuous. In fact, let r0 ∈ G. Since
the function G×X → R that maps (r, x) into ‖b(r0, x)−b(r, x)‖ is continuous and equal to zero in every
(r0, x), for x ∈ K2, there exist open neighborhoods Ux of r0, Vx of x, such that ‖b(r0, y)− b(r, y)‖ < ǫ,
∀r ∈ Ux, y ∈ Vx. Since the Vx cover the compact set K2, there exists a finite subcovering Vx1 , . . . , Vxn
of K2. Let U =
⋂n
i=1 Uxi and pick r ∈ U , x ∈ X . Then either x /∈ K2, and then br(x) = 0 ∀r ∈ G, or
x ∈ K2, and therefore x ∈ Vxi for some i. In this case, (r, x) ∈ Uxi×Vxi , and hence ‖br0(x)−br(x)‖ < ǫ,
so ‖br0−br‖∞ < ǫ. It follows that r 7−→ br is continuous, and hence uniformly continuous, because it has
compact support. Thus, for any ǫ > 0, there exists V0 ∈ V such that if r−1s ∈ V0, then ‖br − bs‖∞ < ǫ.
So we have, for any V ∈ V such that V ≥ V0, and for all x:
‖(br − bV,r)(x)‖ = ‖
∫
G
fV (r
−1s)
(
b(r, x)− b(s, x)
)
ds‖ ≤
∫
V
fV (r
−1s)‖b(r, x)− b(s, x)‖ds < ǫ
Therefore, since supp(br), supp(bV,r) ⊆ K2 and ‖br−bV,r‖∞ < ǫ, ∀V ≥ V0, it follows that limV bV,r = br
in the inductive limit topology, ∀r ∈ G. 
Theorem 4.15. Let B = (Bt)t∈G be a Fell bundle, E = (Et)t∈G a right ideal of B (4.13), and A =
(At)t∈G a sub–Fell bundle (4.8)of B contained in E. If AE ⊆ E and EE∗ ⊆ A, we have:
(1) L1(A) ∗ L1(E) ⊆ L1(E)
(2) L1(E) ∗ L1(B) ⊆ L1(E).
(3) L1(E) ∗ L1(E)∗ = L1(A)
(4) If span(Bt
⋂
E∗E) is dense in Bt, ∀t ∈ G, then spanL
1(E)∗ ∗ L1(E) = L1(B).
Proof. It is straightforward to check that Cc(A) ∗Cc(E) ⊆ Cc(E) and Cc(E) ∗Cc(B) ⊆ Cc(E), and from
these facts the two first inclusions follow easily. Let us prove the third assertion. Since A ⊆ E ⊆ B, we
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have isometric inclusions L1(A) ⊆ L1(E) ⊆ L1(B). L1(A) is a sub-*-Banach algebra with approximate
unit of L1(B), and it is contained in the right ideal L1(E) of L1(B). Thus, by 1. and the Cohen-Hewitt
theorem, L1(A) = L1(A) ∗ L1(A)∗ ⊆ L1(E) ∗ L1(E)∗. On the other hand, if ξ, η ∈ Cc(E), t ∈ G:
ξ ∗ η∗(t) =
∫
G
ξ(s)η∗(s−1t)ds =
∫
G
ξ(s)∆(t−1s)η(t−1s)∗ds =
∫
G
∆(t−1s)ξ(s)η(t−1s)∗ds ∈ At,
because ξ(s)η(t−1s)∗ ∈ EsE∗t−1s ∈ A
⋂
Bt = At, ∀s, t ∈ G. It follows that ξ ∗ η∗ ∈ Cc(A), and hence
that L1(E) ∗ L1(E)∗ ⊆ L1(A).
Consider now ξ, η ∈ Cc(E), t ∈ G. We have:
ξ∗ ∗ η(t) =
∫
G
ξ∗(s)η(s−1t)ds =
∫
G
∆(s−1)ξ(s−1)∗η(s−1t)ds =
∫
G
∆(s−1)ξ(s−1)∗η(s−1t)ds.
Let {(fV , V )}V ∈V be an approximate unit of L1(G) as in Lemma 4.14. For ξ ∈ Cc(E), V ∈ V , r ∈ G,
define ξV,r : G→ B by ξV,r(s) = ∆(s−1)fV (r−1s−1)ξ(s). Then ξV,r ∈ Cc(E), and we have:
ξ∗V,r ∗ η(t) =
∫
G
∆(s−1)∆(s)fV (r
−1s)ξ(s−1)∗η(s−1t)ds =
∫
G
fV (r
−1s)ζξ,η(s, t)ds,
where ζξ,η : G×G→ B is such that ζξ,η(s, t) = ξ(s−1)∗η(s−1t). Note that ζξ,η is continuous of compact
support: supp(ζξ,η) ⊆ (supp(ξ))−1 × (supp(ξ))−1supp(η). By Lemma 4.14, we see that limV ξ∗V,r ∗ η =
ζξ,η,r in the inductive limit topology Cc(B), and hence also in L
1(B). So, we have that
(
spanL1(E)∗ ∗
L1(E)
)⋂
Cc(B) ⊇ Z, where Z = span{ζξ,η,r : ξ, η ∈ Cc(E), r ∈ G}.
To see that spanL1(E)∗L1(E) = L1(B), it is sufficient to see that Z is dense in Cc(B) in the inductive
limit topology. By II-14.6 of [14], for this is enough to verify that: (a) Z(t) is dense in Bt, ∀t ∈ G, where
Z(t) = {ζ(t) : ζ ∈ Z} and (b) if g : G→ C is continuous, then gζ ∈ Z, ∀ζ ∈ Z.
(a) We have: Z(t) ⊇ {ζξ,η,r : ξ, η ∈ Cc(E), r ∈ G} = {ξ(r−1)∗η(r−1t) : ξ, η ∈ Cc(E), r ∈ G}. Therefore,
Z(t) ⊇ span{E∗r−1Er−1t : r ∈ G} = span
(
Bt
⋂
E∗E
)
= Bt by the hypothesis in 4.
(b) Let g : G → C be a continuous function, ξ, η ∈ Cc(E), r, t ∈ G. Defining gr : G → C as
gr(s) = g(rs) we have: (gζξ,η,r)(t) = g(t)ξ(r
−1)∗η(r−1t) = ξ(r−1)∗gr(r−1t)η(r−1t) = ζξ,grη,r(t). Since
ζξ,grη,r ∈ Cc(E), we conclude that ζξ,grη,r ∈ Z, closing the proof. 
Corollary 4.16. Let B = (Bt)t∈G be a Fell bundle, E = (Et)t∈G a right ideal of B, and A = (At)t∈G
a sub–Fell bundle of B contained in E. If AE ⊆ E and EE∗ ⊆ A, we have that C∗r (A) is a hereditary
sub-C∗-algebra of C∗r (B), and if span
(
Bt
⋂
E∗E
)
is dense in Bt, for each t ∈ G, then C∗r (A) and C
∗
r (B)
are Morita equivalent via the right ideal C∗r (E) := Cc(E) ⊆ C
∗
r (B) of C
∗
r (B).
Proof. By 4.9, C∗r (A) is naturally isomorphic to the closure of Cc(A) in C
∗
r (B). By Theorem 4.15 (2),
L1(E) is a right ideal of L1(B), and hence its closure C∗r (E) in C
∗
r (B) is a right ideal of C
∗
r (B). Now, it
follows from 3. of 4.15 that C∗r (A) = C
∗
r (E)C
∗
r (E)
∗, and therefore C∗r (A) is a hereditary sub-C
∗-algebra
of C∗r (B). Finally, the last assertion follows immediately from (4) of Theorem 4.15. 
Corollary 4.17. Let B = (Bt)t∈G be a Fell bundle, E = (Et)t∈G a right ideal of B, and A = (At)t∈G a
sub–Fell bundle of B contained in E. If AE ⊆ E and EE∗ ⊆ A, and if span
(
Bt
⋂
E∗E
)
is dense in Bt,
for all t ∈ G, then B is amenable whenever A is amenable.
Proof. Suppose that A is amenable, and let ‖ · ‖ma´x be the norm on C
∗(B) and ‖ · ‖r the norm on
C∗r (B). The closure of Cc(A) in C
∗
r (B) is C
∗
r (A), by Proposition 4.9. We also have that the closure of
Cc(A) in C∗(B) is C∗(A) = C∗r (A), because any representation of L
1(B) induces a representation of
L1(A) by restriction, and therefore the norm of C∗(A) is greater or equal to ‖ · ‖max. The amenability
of A implies that these two norms are equal. Let ξ ∈ Cc(E). Since C∗(A) = C∗r (A) by assumption, and
ξ ∗ ξ∗ ∈ Cc(A) by 4.15, we have:
‖ξ‖2r = ‖ξ
∗ ∗ ξ‖r = ‖ξ ∗ ξ
∗‖r = ‖ξ ∗ ξ
∗‖ma´x = ‖ξ
∗ ∗ ξ‖ma´x = ‖ξ‖
2
ma´x,
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and therefore ‖ξ‖r = ‖ξ‖ma´x. Then, the completions of Cc(E) with respect to ‖ · ‖ma´x and ‖ · ‖r agree.
Let us denote this completion by E. We have that E is a full Hilbert module over both C∗(B) and
C∗r (B), and hence C
∗(B) = C∗r (B). This shows that B is amenable. 
Theorem 4.18. Let β be a continuous action of G on a C∗-algebra B, I ⊳ B, α = β
∣∣
I
. Then I ⋊α,rG
is a hereditary sub–C∗-algebra of B⋊β,rG. If, in addition, [β(I)] is dense in B, i.e. β is the enveloping
action of α, then I ⋊α,r G and B ⋊β,r G are Morita equivalent.
Proof. Let Bβ = (Bt)t∈G be the Fell bundle associated with β, Bα = (At)t∈G the Fell bundle associated
with α, and E = (Et)t∈G, where Et = {(t, x) ∈ Bβ : x ∈ I}. It is clear that Bα ⊆ E ⊆ Bβ as Banach
bundles, and that Bα is a sub–Fell bundle of Bβ. Moreover, if (r, ar) ∈ Ar, (s, xs) ∈ Es, (t, yt) ∈ Et,
(u, bu) ∈ Bu, we have:
• (r, ar)(s, xs) = (rs, αr
(
αr−1(ar)xs
)
) ∈ Ers, because αr
(
αr−1(ar)xs
)
∈ I. Therefore: BαE ⊆ E
• (s, xs)(t, yt)∗ = (s, xs)(t−1, βt−1(y
∗
t )) = (st
−1, xsβst−1(y
∗
t )) ∈ Ast−1 , because xsβst−1(y
∗
t )) be-
longs to I
⋂
βst−1(I) = Dst−1 . Consequently, EE
∗ ⊆ Bα.
• (s, xs)(u, bu) = (su, xsβs(bu)) ∈ Eu because I is an ideal and xs ∈ I. Thus, EBβ ⊆ E .
Thus, we may apply Corollary 4.16, concluding that I ⋊α,r G = C
∗
r (Bα) is a hereditary sub-C
∗-algebra
of C∗r (Bβ) = B ⋊β,r G.
Suppose now that β is the enveloping action of α, that is, [β(I)] is dense in B. To see that I ⋊α,r
G M∼ B ⋊β,r G, it is sufficient to show that span
(
E∗E
⋂
Bt
)
is dense in Bt, for all t ∈ G. Now:
(s, xs)
∗(t, yt) = (s
−1, βs−1(x
∗
s))(t, yt) = (s
−1t, βs−1(x
∗
syt)). Therefore span(E
∗E
⋂
Bt) = {(t, βv(x′y′)) :
v ∈ G, x′, y′ ∈ I}. By the Cohen -Hewitt theorem, every z ∈ I may be written in the form z = x′y′, for
some x′, y′ ∈ I. So the set above is exactly {t} × [β(I)], which is dense in Bt. 
Corollary 4.19. If β is the enveloping action of an amenable partial action α (4.7), then β is amenable
as well.
Proof. It follows immediately from 4.17. 
4.3. An application: dilations of partial representations. Closing this section, we apply our
results to show that any partial representation of an amenable discrete group may be dilated to a
unitary representation of the group. Recall from [8] that a partial representation of a discrete group G
on the Hilbert space H is a map u : G → B(H) such that, for t, s ∈ G: (i) ue = idH ; (ii) ut−1 = u
∗
t ;
(iii) usutut−1 = ustut−1 . The conditions above imply that ut is a partial isometry, and also that
us−1usut = us−1ust, ∀s, t ∈ G. The partial representations of G are in one to one correspondence with
the non–degenerate representations of its partial C∗-algebra C∗p (G), which is constructed as follows.
Let Xt = {ω ∈ 2
G : e, t ∈ ω} with the product topology, and αt : Xt−1 → Xt such that αt(ω) = tω,
∀ω ∈ Xt−1 . Then α is a partial action on X := Xe, and C
∗
p (G) is defined to be the corresponding
crossed product C(X)⋊α G, where we are also denoting by α the partial action induced on C(X).
Proposition 4.20. Let G be a discrete amenable group, and u : G → B(H) a partial representation.
Then there exist a Hilbert space He, which contains H as a Hilbert subspace, and a unitary representation
ue : G → B(He), such that ut = Pueti, ∀t ∈ G, where P : H
e → H is the orthogonal projection of He
on H, and i : H → He is the natural inclusion. In particular, the partial representations of a discrete
amenable group are positive definite maps.
Proof. Let α be the partial action described before. Since G is amenable, we have that C∗p (G) =
C(X)⋊α,rG. First of all, note that α has an enveloping action α
e acting on Xe = 2G \{∅}, and given by
the same formula as α. Let Bα be the Fell bundle over G associated with α, 1t the characteristic function
of Xt and, if at ∈ C(Xt), let atδt ∈ Cc(Bα) be defined as atδt(s) = δt,sat, where δt,s is the Kronecker
symbol. By 6.5 of [8], u defines a unique non–degenerate representation πu : C
∗
p (G) → B(H), such
that πu(1tδt) = ut, ∀t ∈ G. In particular, πu(1eδe) = idH . By Theorem 4.18, we have that C∗p (G) is a
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hereditary sub–C∗-algebra of C(Xe)⋊αe,r G, which is equal to C(X
e)⋊αe G because of the amenability
of G. Moreover, C∗p (G) is Morita equivalent to C(X
e)⋊αe G. Therefore, there exist a Hilbert space H
e
and a non–degenerate representation πeu : C(X
e
G)⋊αe G→ B(H
e), such that H is a Hilbert subspace of
He and πu is the compression of π
e
u to H , i.e.: πu(x) = Pπ
e
u(x)i, ∀x ∈ C
∗
p (G), where P : H
e → H is the
orthogonal projection and i = P ∗ : H → He is the natural inclusion ([14], XI-7.6).
Now, πeu = φ
e×ue, for some covariant representation (φe, ue) of the dynamical system (C(Xe), αe, G);
in particular, ue : G→ B(He) is a unitary representation of G.
Note that X is a clopen subset of Xe, so 1e ∈ C(Xe), and we may compute, in C(Xe) ⋊αe,r G:
(1eδe)(1δt)(1eδe) = (1eδt)(1eδe) = 1eα
e
t(1e)δt = 1tδt. Therefore:
ut = πu(1tδt) = Pπ
e
u(1tδt)
∣∣
H
= Pπe(1eδe)π
e(1δt)π
e(1eδe)
∣∣
H
= Pπe(1eδe)u
e
tπ
e(1eδe)
∣∣
H
.
Observe now that πe(1eδe) is an orthogonal projection such that Pπ
e(1eδe)
∣∣
H
= π(1eδe) = idH , and
hence πe(1eδe) is greater or equal to the orthogonal projection Q ∈ B(He) with image H . Thus, we
have that: Qπe(1eδe) = Q = π
e(1eδe)Q. On the other hand, it is clear that PQ = P , Q = Qi, and
consequently:
Pπe(1eδe) = (PQ)π
e(1eδe) = P
(
Qπe(1eδe)
)
= PQ = P,
πe(1eδe)i = π
e(1eδe)(Qi) =
(
πe(1eδe)Q
)
i = Qi = i.
It follows that ut = Pπ
e(1eδe)u
e
tπ
e(1eδe)i = Pu
e
ti. 
5. Morita equivalence of partial actions and Morita enveloping actions
We have seen previously that there exist partial actions on C∗-algebras that have no enveloping
actions. The aim of this section is to introduce a weaker notion of enveloping action, so that any partial
action has a unique “weak” enveloping action, and Theorem 4.18 is still valid.
To this end we define and study Morita equivalence of partial actions, and show that the reduced
crossed products of Morita equivalent partial actions are Morita equivalent. Then we define the so called
Morita enveloping actions. If α is a partial action, we say that β is an enveloping action up to Morita
equivalence of α, or just a Morita enveloping action of α, if β is the enveloping action of a partial action
that is Morita equivalent to α. For this notion we have a result analogous to 4.18: Proposition 5.17. The
investigation of the existence and uniqueness of Morita enveloping actions is postponed until Section 7.
5.1. Hilbert modules and C∗–ternary rings. In the next subsection we will introduce the Morita
equivalence between partial actions, and to do this it will be convenient to use C∗–ternary rings (C∗-
trings for short). It would be possible to use just Hilbert bimodules, but we prefer to view a Hilbert
module not as a space where a C∗-algebra is acting on, but rather as an object that has almost the
status of a C∗-algebra. So, we will quickly see now some basic facts about C∗-trings that will be needed
later.
Let us suppose that (E, 〈·, ·〉) is a full right Hilbert B-module, and let A = K(E) be the corresponding
C∗-algebra of compact operators, that is, the ideal of L(E) generated by {θx,y : x, y ∈ E}, where
θx,y(z) = x〈y, z〉r. Defining 〈x, y〉l = θx,y, we have that E is a full left Hilbert A-module, and that E is
an (A − B)-bimodule that satisfies 〈x, y〉lz = x〈y, z〉r, ∀x, y, z ∈ E; we will say that E is a full Hilbert
(A−B)-bimodule. So, defining (x, y, z) = x〈y, z〉r, we have a ternary product (·, ·, ·) on E that relates
the actions of A and B on E, and also the left and right inner products on E. The object
(
E, (·, ·, ·)
)
is
a C∗-tring, and determines the pairs (A, 〈·, ·〉l) and (B, 〈·, ·〉r) up to isomorphisms. This fact was proved
in [30], where the notion of C∗-tring was introduced. Let us recall the exact definitions.
Definition 5.1. A *-ternary ring is a complex linear space E with a transformation µ : E×E×E → E,
called ternary product on E, such that µ is linear in the odd variables and conjugate linear in the second
one, and such that: µ
(
µ(x, y, z), u, v
)
= µ
(
x, µ(u, z, y), v
)
= µ
(
x, y, µ(z, u, v)
)
, ∀x, y, z, u, v ∈ E. A
homomorphism φ : (E, µ)→ (F, ν) of *-ternary rings is a linear transformation from E to F such that
ν
(
φ(x), φ(y), φ(z)
)
= φ
(
µ(x, y, z)
)
, ∀x, y, z ∈ E. We will write (x, y, z) instead of µ(x, y, z).
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A C∗-norm on a *-ternary ring E is a norm such that ‖(x, y, z)‖ ≤ ‖x‖ ‖y‖ ‖z‖ and ‖(x, x, x)‖ = ‖x‖3,
∀x, y, z ∈ E. We then say that (E, ‖ · ‖) is a pre-C∗-tring, and that it is a C∗-tring if it is complete.
A representation of a ∗-ternary ring (E, µ) on the Hilbert spaces H and K is a homomorphism
π : E → B(H,K), where in the last space we consider the ternary product given by (R,S, T ) = RS∗T .
π(E) is called a ternary ring of operators, or just TRO.
C∗-trings and TRO’s were studied by Zettl in [30]. He proved that every C∗-tring (E, µ) may
be uniquely decomposed as a direct sum E = E+ ⊕ E−, where (E+, µ
∣∣
E+
) and (E−,−µ
∣∣
E−
) are
isomorphic to closed TRO’s. We will say that a C∗-tring E is positive if E = E+. By a result of Zettl’s
([30], 3.2), positive C∗-trings correspond exactly to full Hilbert bimodules, that is, there exist, up to
isomorphisms, unique pairs (El, 〈·, ·〉l) and (Er, 〈·, ·〉r) such that E is a full Hilbert (El−Er)-bimodule,
and 〈x, y〉lz = µ(x, y, z) = x〈y, z〉r, ∀x, y, z ∈ E.
Proposition 5.2. Let π : E → F be a homomorphism of *-ternary rings (5.1), where E and F are
C∗-trings. Then π is a contraction, and there exists a unique homomorphism πr : Er → F r such that
πr(〈x, y〉r) = 〈π(x), π(y)〉r, ∀x, y ∈ E. Consequently, we have that π(xb) = π(x)πr(b), ∀x ∈ E, b ∈ Er.
If π is injective (surjective, an isomorphism), then π is isometric, and πr is injective (respectively
surjective, an isomorphism).
Proof. If πr exists, it must be πr(〈x, y〉r) = 〈π(x), π(y)〉r, ∀x, y ∈ E. Therefore we must see that∑
i〈xi, yi〉r = 0 implies that
∑
i〈π(xi), π(yi)〉r = 0. Now, if
∑
i〈xi, yi〉r = 0:(∑
i
〈π(xi), π(yi)〉r
)∗(∑
j
〈π(xj), π(yj)〉r
)
=
∑
i
〈π(yi), π(xj
∑
j
〈xj , yj〉r)〉r = 0.
Thus, we have a homomorphism of *-algebras πr : span〈E,E〉r → F r. Since span〈E,E〉r is a dense
*-ideal of Er, then πr has a unique extension to a homomorphism πr : Er → F r ([14], VI-19.11).
Now, if x ∈ E: ‖π(x)‖2 = ‖〈π(x), π(x)〉r‖ = ‖πr(〈x, x〉r)‖ ≤ ‖〈x, x〉r‖ = ‖x‖2, and hence π is a
contraction. In particular, π is continuous, and therefore π(xb) = π(x)πr(b), ∀x ∈ E, b ∈ Er, because
this is true for each b ∈ span〈E,E〉r, a dense subset of Er.
If π is surjective, it is clear that so is πr. Suppose that π is injective, and let b ∈ kerπr. Then
π(xb) = 0, ∀x ∈ E, and hence xb = 0, ∀x ∈ E, and therefore span〈E,E〉rb = 0. It follows that
Erb = 0, and hence that b = 0. Consequently πr is injective, and therefore isometric. Thus: ‖π(x)‖2 =
‖〈π(x), π(x)〉r‖ = ‖πr(〈x, x〉r)‖ = ‖〈x, x〉r‖ = ‖x‖2, so π is isometric. 
Zettl’s results together with Proposition 5.2 imply that, up to the fact that Er is determined up to
isomorphisms, we have a functor E 7−→ Er, (E
π
→ F ) 7−→ (Er
πr
→ F r) from the category of C∗-trings to
the category of C∗-algebras. Of course, we have a left version of this fact.
Definition 5.3. Let E be a C∗-tring, and F ⊆ E a closed subspace. We say that F is an ideal of E iff
(E,E, F ) ⊆ F and (F,E,E) ⊆ F ). We write F ⊳ E to indicate that F is an ideal of E and I(E) to
denote the set of ideals of E.
It is not hard to see that F ⊳ E iff (E,F,E) ⊆ F . Let us suppose that E is a positive C∗-tring, so
that E is a full Hilbert (El − Er)bimodule. Then it is easy to see that F is an ideal of E iff F is a
closed sub-(El −Er)-bimodule of E. Therefore, rephrasing a well known result in our context, we have
(see for instance [26], 3.22):
Proposition 5.4. Let E be a positive C∗-tring. Then the correspondence F 7−→ F r = span〈F, F 〉r is
a lattice isomorphism between I(E) and I(Er), with inverse I 7−→ EI. Similarly, the correspondence
F 7−→ F l = span〈F, F 〉l is a lattice isomorphism between I(E) and I(El), with inverse J 7−→ JE.
Consequently, there is a lattice isomorphism, called the Rieffel correspondence, R : I(Er)→ I(El), such
that R(I) = span〈EI,EI〉l; its inverse is R : I(El)→ I(Er) given by R(J) = span〈JE, JE〉r.
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Corollary 5.5. Let π : E → F be a homomorphism of *-ternary rings between C∗-trings E and F .
Then
(
ker(π)
)r
= ker(πr). In particular, π is injective iff πr is injective.
5.2. Morita equivalent partial actions.
Definition 5.6. Let E be a positive C∗-tring and α = ({Et}t∈G, {αt}t∈G) a set theoretic partial action
on E, where Et ⊳ E, and αt : Et−1 → Et is an isomorphism of C
∗-trings, ∀t ∈ G. We say that α is a
partial action of G on E if {Et}t∈G is a continuous family (3.1) and, if E−1 = {(t, x) : x ∈ Et−1} ⊆
G× E with the product topology, then the map E−1 → E such that (t, x) 7−→ αt(x) is continuous.
Proposition 5.7. Let α = ({Et}t∈G, {αt}t∈G) be a partial action of the discrete group G on the C∗-
tring E, and consider the pairs: αl = ({Elt}t∈G, {α
l
t}t∈G) and α
r = ({Ert }t∈G, {α
r
t}t∈G). Then α
l is a
partial action of G on El, and αr is a partial action of G on Er.
Proof. By 5.4 and 5.2, Ert ⊳ E
r, αrt : E
r
t−1 → E
r
t is an isomorphism, ∀t ∈ G, and α
r
e = idEr . It
follows from 5.4 that, since αst is an extension of αsαt, then α
r
st is an extension of (αsαt)
r. Now,
the domain of αsαt is Et−1
⋂
Et−1s−1 , and αsαt : Et−1
⋂
Et−1s−1 → Et
⋂
Est is an isomorphism. By
5.4, the domain of (αsαt)
r is Ert−1
⋂
Ert−1s−1 . Since α is a partial action, we also have by 5.4 that
αrt
(
Ert−1
⋂
Err
)
= Ert
⋂
Ertr. It follows that the domain of α
r
sα
r
t is E
r
t−1
⋂
Ert−1s−1 , and hence that
αrsα
r
t = (αsαt)
r. Therefore, αrst is an extension of α
r
sα
r
t . 
Remark 5.8. It is clear that any partial action γ on a C∗-tring E is also a partial action on E∗, the
adjoint C∗-tring of E (By E∗ we mean the C∗-tring naturally associated to the adjoint bimodule of the
Hilbert Er-module E). Let γ denote this partial action. Then it is easy to see that (γ∗)l = γr, and
(γ∗)r = γl.
Example 5.9. If E is a right ideal of a C∗-algebra A, where G acts by an action β, then α := β
∣∣
E
is a
partial action on E, and we have that αr = β
∣∣
spanE∗E
, and αl = β
∣∣
spanEE∗
.
Definition 5.10. Let α = ({At}t∈G, {αt}t∈G) and β = ({Bt}t∈G, {βt}t∈G) be partial actions of G on
the C∗-algebras A and B respectively. We say that α is Morita equivalent to β if there exists a partial
action γ = ({Et}t∈G, {γt}t∈G) on a positive C∗-tring E, such that γl = α, and γr = β. We will denote
this relation by α M∼ β.
Remark 5.11. In [4], Combes defined Morita equivalence of actions. When in Definition 5.10 α and β
are global actions, γ must also be a global action, and therefore our definition of Morita equivalence
agrees with his in this case. Note that, in fact, α, β and γ are global actions if and only if one of them
is a global action.
Lemma 5.12. Let E be a C∗-tring and A = Er. If {Dt}t∈G is a continuous family of ideals in A, and
Et := EDt, ∀t ∈ G, then {Et}t∈G is a continuous family of ideals in E.
Proof. Let U ⊆ E be an open set, GU = {s ∈ G : U ∩ Es 6= ∅}, and t ∈ GU . Consider x ∈ U ∩ Et. By
Cohen–Hewitt, x = ya, for some y ∈ E, and a ∈ Dt. Since the action of A on E is continuous, there
exist open sets V ⊆ E and W ⊆ A, such that y ∈ V , a ∈ W , and VW ⊆ U . Now, a ∈ W ∩ Dt, and
since {Ds}s∈G is continuous, the set GW = {s ∈ G : W ∩ Ds 6= ∅} is open and contains t. For each
s ∈ GW take as ∈W ∩Ds. Then xas ∈ Es ∩ VW ⊆ E, so t ∈ GW ⊆ GU , and hence GU is open. 
We will see next that Morita equivalence of partial actions is an equivalence relation. Recall that
if E is a (A − B)–Hilbert bimodule and F is a (B − C)–Hilbert bimodule, their inner tensor product
is the (A − C)–Hilbert bimodule E
⊗
B F constructed as follows: let E
⊙
F their algebraic tensor
product, and consider on E
⊙
F the unique C–sesquilinear map 〈·, ·〉′r such that 〈x1 ⊙ y1, x2 ⊙ y2〉 =
〈y1, 〈x1, x2〉By2〉C , where 〈·, ·〉C is the C–inner product on F , and 〈·, ·〉B is the B–inner product on E.
This sesquilinear map is a semi–inner product, that defines an inner product on the quotient (E
⊙
F )/N ,
where N = {z ∈ E
⊙
F : 〈z, z〉′r = 0} = span{xb⊙ y− x⊙ by : x ∈ E, y ∈ F, b ∈ B}. Then, E
⊗
B F is
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the completion of (E
⊙
F )/N with respect to this inner product (see for instance [16] for details). We
will denote by x⊗ y the projection of x⊙ y on E
⊗
B F .
Lemma 5.13. Let µi : Ei → Fi be C
∗-trings homomorphisms for i = 1, 2. Suppose that A, B and
C are C∗-algebras such that El1, F
l
1 ⊳ A, E
r
2 , F
r
2 ⊳ C, and E
r
1 = E
l
2 ⊳ B. Suppose, moreover, that
µr1 = µ
l
2. Then there exists a unique homomorphism of C
∗-trings µ1 ⊗B µ2 : E1
⊗
B E2 → F1
⊗
B F2
such that (µ1 ⊗B µ2)(x1 ⊗ x2) = µ1(x1)⊗ µ2(x2), ∀x1 ∈ E1, x2 ∈ E2. If µ1 and µ2 are isomorphisms,
then µ1⊗B µ2 also is an isomorphism. Moreover, we have that (µ1⊗B µ2)l = µl1, and (µ1⊗B µ2)
r = µr2.
Proof. Let µ1 ⊙ µ2 : E1
⊙
E2 → F1
⊙
F2 be the unique linear transformation such that x1 ⊙ x2 7−→
µ1(x1) ⊙ µ2(x2), ∀x1 ∈ E1, x2 ∈ E2; it is a homomorphism of *–ternary rings. Let 〈·, ·〉 and [·, ·] be
the corresponding C–pre–inner products on E1
⊙
E2 and F1
⊙
F2 respectively. Pick z, z
′ ∈ E1
⊙
E2,
z =
∑
i xi⊙yi, z
′ =
∑
j x
′
j⊙y
′
j. Since [(µ1⊙µ2)(z), (µ1⊙µ2)(z
′)] =
∑
i,j〈µ2(yi), µ
r
1(〈xi, x
′
j〉
E1
B )µ2(y
′
j)〉
F2
C ,
µr2(〈z, z
′〉) =
∑
i,j〈µ2(yi), µ
l
2(〈xi, x
′
j〉
E1
B )µ2(y
′
j)〉
F2
C , and µ
r
1 = µ
l
2, we conclude that [(µ1 ⊙ µ2)(z), (µ1 ⊙
µ2)(z
′)] = µr2(〈z, z
′〉). By taking z = z′ and computing norms, we have: ‖(µ1⊙)µ2(z)‖2 = ‖µr2(〈z, z〉)‖ ≤
‖z‖2. Thus, µ1 ⊙ µ2 factors through the quotient, where it is a contraction, and hence extends by
continuity to a homomorphism of C∗-trings µ1 ⊗B µ2 : E1
⊗
B E2 → F1
⊗
B F2. We have, ∀z, z
′ ∈
E1
⊗
B E2: [(µ1 ⊗B µ2)(z), (µ1 ⊗B µ2)(z
′)] = µr2(〈z, z
′〉), and therefore (µ1 ⊗B µ2)r = µr2. Similarly,
(µ1 ⊗B µ2)l = µl1. Finally, if µ1, µ2 are isomorphisms, we apply the first part of the proof to the maps
µ−11 e µ
−1
2 , and we note that idE1 ⊗ idE2 = idE1
⊗
B E2
, idF1 ⊗ idF2 = idF1
⊗
B F2
. 
Proposition 5.14. Morita equivalence of partial actions is an equivalence relation.
Proof. The reflexive and symmetric properties are immediately verified (see Remark 5.8).
Suppose now that α = ({At}, {αt}) is a partial action of G on A, β = ({Bt}, {βt}) is a partial action
of G on B, and γ = ({Ct}, {γt}) is a partial action of G on C, such that α
M∼ β through the partial
action µ = ({Et}, {µt}) of G on the C∗-tring E, and β
M∼ γ through the partial action ν = ({Ft}, {νt})
of G on the C∗-tring F . Consider the family µ ⊗B ν := ({Et
⊗
B Ft}, {µt ⊗B νt}). Since µrs extends
µrµs and νrs extends νrνs, it follows that µrs ⊗B νrs extends (µr ⊗B νr)(µs ⊗B νs). It is clear that
Ee
⊗
B Fe = E
⊗
B F , (µ⊗B ν)e = idE
⊗
B F
. On the other hand: (Et
⊗
B Ft)
r = Ct:
span〈Et
⊗
B Ft, Et
⊗
B Ft〉C = span〈Ft, 〈Et, Et〉BFt〉C = span〈Ft, BtFt〉C = span〈Ft, Ft〉C = Ct.
Similarly, (Et
⊗
B Ft)
l = At. Finally, by 5.13, every µt ⊗B νt : E
−1
t
⊗
B F
−1
t → Et
⊗
B Ft is an
isomorphism, and (µt ⊗B νt)l = µlt = αt, (µt ⊗B νt)
r = νrt = γt, so µ ⊗B ν is a set theoretic partial
action on E
⊗
B F , and (µ⊗B ν)
l = α, (µ⊗B ν)r = γ.
It remains to show that µ
⊗
B ν is continuous. First, note that the family {Et
⊗
B Ft}t∈G is continuous
by 5.12, because γ is a partial action. Let E−1
⊗
B F
−1 = {(t, z) : z ∈ Et−1
⊗
B Ft−1}. Note that if
f ∈ Cc(E−1), g ∈ Cc(F−1), then f ⊘B g : G→ E−1
⊗
B F
−1 such that (f ⊘B g)(t) =
(
t, f(t)⊗ g(t)
)
is a
continuous section of the Banach bundle E−1
⊗
B F
−1, and that for each t ∈ G, span{(f ⊘B g)(t) : f ∈
Cc(E−1), g ∈ Cc(F−1)} is dense in (E−1
⊗
B F
−1)t. On the other hand, the map G → G × (E
⊗
B F )
such that t 7−→
(
t, µt
(
f(t)
)
⊗ νt
(
g(t)
))
is continuous, ∀f ∈ Cc(E−1), g ∈ Cc(F−1). So we conclude,
by [14], II-14.6 and II-13.16, that the application E−1
⊗
B F
−1 → G × (E
⊗
B F ) such that (t, x) 7−→
(t, (µt⊗ νt)(x)) is a continuous homomorphism of Banach bundles, and therefore µ⊗B ν is a continuous
partial action. Thus α M∼ γ. 
Proposition 5.15. Let α = ({At}t∈G, {αt}t∈G) and β = ({Bt}t∈G, {βt}t∈G) be partial actions of G on
the C∗-algebras A and B respectively. If α and β are Morita equivalent, then A⋊α,r G
M∼ B ⋊β,r G.
Proof. Suppose that α and β are Morita equivalent through a partial action γ = ({Et}, {γt}); say
that γl = α, and γr = β. Consider the full left Hilbert A–module A
⊕
E, where 〈(a1, e1), (a2, e2)〉 =
a1a
∗
2+ 〈e1, e2〉l. Then A
⊕
E establishes a Morita equivalence between A and L(E), the linking algebra
of E (see [26] for instance). By 5.4, every ideal At corresponds to an ideal R(At) ⊳ L(E), and it is
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easy to see that R(At) = L(Et), ∀t ∈ G. Since L(Et) =
(
At Et
E∗t Bt
)
, and (At), (Et), (E
∗
t ) and (Bt) are
continuous families, so it is the family (L(Et))t∈G. Let us define now L(γt) : L(Et−1 )→ L(Et) by L(γt) :(
at−1 xt−1
yt−1 bt−1
)
7−→
(
αt(at−1) γt(xt−1 )
γt(yt−1) βt(bt−1)
)
. Since γt(at−1xt−1) = αt(at−1)γt(xt−1 ) and γt(xt−1bt−1) =
γt(xt−1)βt(bt−1), ∀xt−1 ∈ Et−1 , at−1 ∈ At−1 , bt−1 ∈ Bt−1 , we have that L(γ) = ({L(Et)}t∈G, {L(γt)}t∈G)
is a partial action of G on L(E). We call L(γ) the linking partial action of γ. Observe that if γ1 is the
restriction of L(γ) to
(
A E
0 0
)
, then γl1 = α and γ
r
1 = L(γ). Similarly, it is enough to restrict L(γ) to(
0 0
E∗ B
)
to see that it is also Morita equivalent to β.
The considerations above show that we may assume that A = pBp, for some projection p ∈ M(B),
and that α and γ are the restrictions of β to pBp = A and to E = pB respectively. Let now A and B
be the Fell bundles corresponding to α and β respectively, and let E = ({t} × Et)t∈G. We have that
A ⊆ E ⊆ B, A is a sub–Fell bundle of B, and that E is a sub–Banach bundle of B. On the other hand,
if (r, ar) ∈ A, (s, xs), (t, yt) ∈ E , and (u, bu) ∈ B, we have:
• (r, ar)(s, xs) = (rs, βr
(
β−1r (ar)xs
)
) ∈ (rs, βr(Ar−1Es)) ∈ E .
• (s, xs)(u, bu) = (su, βs
(
β−1s (xs)bu
)
) ∈ (su, βs(Es−1Bu)) ∈ E .
• (s, xs)(t, yt)∗ = (s, xs)(t−1, βt−1(y
∗
t )) = (st
−1, βs
(
βs−1(xs)βt−1(y
∗
t )
)
), that belongs to
(st−1, βs(As−1 ∩ At−1)) ⊆ (st
−1, As ∩ Ast−1) ∈ A.
• (s, xs)∗(t, yt) = (s−1, βs−1(x
∗
s))(t, yt) = (s
−1t, βs−1(x
∗
syt)). Now, for all t ∈ G, we have that
span{βs−1(x
∗
syt) : s ∈ G, xs ∈ Es, yt ∈ Et} = Bt: the left member of this equality contains
spanE∗eEt = spanE
∗Et ⊇ spanE∗tEt = Bt.
Therefore, we may apply Corollary 4.16, from where we conclude that A⋊α,r G
M∼ B ⋊β,r G. 
This is a good point to introduce the notion of Morita enveloping action.
Definition 5.16. Let α be a partial action of G on the C∗-algebra A. We say that a continuous action
β of G on a C∗-algebra B is a Morita enveloping action of α, if there exists an ideal I ⊳ B such that
[β(I)] is dense in B and α M∼ β
∣∣
I
. In other words: β is the enveloping action of a partial action that is
Morita equivalent to α.
We close the section with a result that is similar to Theorem 4.18.
Proposition 5.17. Let (α,A) be a partial action of G, and assume that (β,B) is a Morita enveloping
action of α. Then: A⋊α,r G
M∼ B ⋊β,r G.
Proof. Since Morita equivalence of C∗-algebras is transitive, the proof follows immediately by combining
Proposition 5.15 above with Theorem 4.18. 
6. C∗-algebras of kernels associated with a Fell bundle
In the present section we study two C∗-algebras, k(B) and kr(B), that are naturally associated with
a given Fell bundle B over the group G. Both of them are Hausdorff completions of a certain *-algebra
of integral operators. The first one is defined by a universal property; the second one is a concrete
C∗-algebra of adjointable operators on a Hilbert module. Indeed, kr(B) is the image of k(B) under a
certain natural representation on L2(B), which is faithful when B is saturated. There is a natural action
of the group on k(B). If B is the Fell bundle of a partial action, we will see in the following section that
this natural action on k(B) is a Morita enveloping action of the given partial action.
Let B = (Bt)t∈G be a Fell bundle. Consider a continuous function k : G × G → B of compact
support, such that k(r, s) ∈ Brs−1 , ∀r, s ∈ G. Such a function will be called a kernel of compact support
associated with B. The linear space of kernels of compact support associated with B will be denoted
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by kc(B) We will see later that any k ∈ kc(B) may be seen as an integral operator, which justifies this
terminology.
Proposition 6.1. kc(B) is a normed *-algebra with the involution k∗(r, s) = k(s, r)∗, ∀k ∈ kc(B), the
product k1 ∗ k2(r, s)=
∫
G
k1(r, t)k2(t, s)dt, ∀k1, k2 ∈ kc(B), and the norm ‖k‖2 =
(∫
G2
‖k(r, s)‖2drds
)1/2
.
Proof. Let ν : G×G→ G be such that ν(r, s) = rs−1, and let Bν be the retraction of B with respect to
ν ([14], II-13.3). Then Bν is a Banach bundle over G×G, and the fiber of Bν over (r, s) is (r, s, Brs−1),
which we may naturally identify with Brs−1 . Therefore, kc(B) = Cc(Bν) as a linear space.
Consider now the map µ : G×G×G→ Bν given by µ(t, r, s) =
(
r, s, k1(r, t)k2(t, s)
)
. We have that µ
is continuous and has compact support, and that µ(t, r, s) ∈ (Bν)(r,s), ∀t, r, s ∈ G. Thus, we may apply
[14], II-15.19, from where we conclude that the map (r, s) 7−→
∫
G
µ(t, r, s)dt is a continuous section of
compact support of Bν. In other words, k1 ∗ k2 ∈ kc(B).
As for k∗, we have that supp(k∗) is compact, and k∗(r, s) = k(s, r)∗ ∈ B∗sr−1 = Brs−1 . Consequently,
k∗ ∈ kc(B). Routine computations show that (k1 ∗ k2) ∗ k3 = k1 ∗ (k2 ∗ k3), (k1 ∗ k2)∗ = k∗2 ∗ k
∗
1 , so kc(B)
is a *-algebra. It is also immediate that ‖k∗‖2 = ‖k‖2. Finally:
‖k1 ∗ k2‖
2
2 ≤
∫
G
∫
G
[∫
G
‖k1(r, t)k2(t, s)‖dt
]2
drds ≤
∫
G
∫
G
[∫
G
‖k1(r, u)‖
2du
∫
G
‖k2(v, s)‖
2dv
]
drds

Proposition 6.2. Let B = (Bt)t∈G be a Fell bundle, and consider the action kc(B) × Cc(B) → Cc(B)
given by k · ξ
∣∣
r
=
∫
G
k(r, s)ξ(s)ds, ∀k ∈ kc(B), ξ ∈ Cc(B), and r ∈ G. With this action, Cc(B) is a
(kc(B)−Be)–bimodule. Moreover, if 〈·, ·〉l : Cc(B)×Cc(B)→ kc(B) is such that 〈ξ, η〉l
∣∣
(r,s)
= ξ(r)η(s)∗,
∀ξ, η ∈ Cc(B), r, s ∈ G, we have:
(1) 〈ξ1, ξ2〉lξ3 = ξ1〈ξ2, ξ3〉r, ∀ξ1, ξ2, ξ3 ∈ Cc(B).
(2) 〈k · ξ, η〉l = k ∗ 〈ξ, η〉l, ∀k ∈ kc(B), ξ, η ∈ Cc(B).
(3) 〈ξ, η〉∗l = 〈η, ξ〉l, ∀ξ, η ∈ Cc(B).
(4) 〈ξ, ξ〉l = 0 ⇐⇒ ξ = 0.
(5) 〈kξ, η〉r = 〈ξ, k
∗η〉r, ∀k ∈ kc(B), ξ, η ∈ Cc(B), where 〈·, ·〉r : Cc(B) × Cc(B) → Be is the right
inner product, that is 〈ξ, η〉r =
∫
G
ξ(s)∗η(s)ds.
Proof. All these properties are easy to verify. As an example we prove 5., and leave 1.–4. to the reader.
If k ∈ kc(B), ξ, η ∈ Cc(B),
〈kξ, η〉r=
∫
G
[ ∫
G
k(r, s)ξ(s)ds
]∗
η(r)dr=
∫
G
∫
G
ξ(s)∗k(r, s)∗η(r)drds=
∫
G
ξ(s)∗(k∗η)(s)ds=〈ξ, k∗η〉r.

We define Ic(B) := span〈Cc(B), Cc(B)〉l, where 〈·, ·〉l is the map defined in 6.2. Clearly, Ic(B) is a
two–sided *-ideal of kc(B).
Let E = L2(B), and let [·, ·] : E × E → K(E) be the corresponding left inner product (If we think
of E as a positive C∗-tring, then K(E) is nothing but El). Note that there is a natural injective
*-homomorphism Ic(B) →֒ K(E), the only one such that 〈ξ, η〉l = [ξ, η], ∀ξ, η ∈ Cc(B). Indeed, if
k =
∑
i〈ξi, ηi〉l = 0, then kζ = 0, ∀ζ ∈ Cc(B), and since kζ =
∑
i[ξi, ηi]ζ, and Cc(B) is dense in E, we
see that
∑
i[ξi, ηi] = 0 ∈ K(E). On the other hand, since span[Cc(B), Cc(B)] is dense in K(E), we have
that K(E) is a C∗-completion of the *-algebra Ic(B). We will see later that, when the Fell bundle B is
saturated, this inclusion extends to an inclusion Ω : kc(B)→ L(E) (Theorem 6.9).
Note that, as a Banach space, the completion HS(B) of (kc(B), ‖ · ‖2) agrees with L2(Bν) (see [14],
II-15.7–15.9). When B = (Bt)t∈G is the trivial Fell bundle over G with constant fiber C (that is:
the Fell bundle associated with the trivial action of G on C), then L2(Bν) = L2(G × G) is naturally
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identified with the Hilbert–Schmidt operators on L2(G). Hence we may think of HS(B) as the algebra
of “Hilbert–Schmidt operators” on L2(B).
Definition 6.3. The universal C∗-algebra of HS(B) will be called the C∗-algebra of kernels of the Fell
bundle B, and will be denoted by k(B). The closure of Ic(B) in k(B) will be denoted by I(B).
6.1. Natural action on the kernels. There is a natural action of G on kc(B): β : G×kc(B)→ kc(B)
such that βt(k)(r, s) = ∆(t)k(rt, st), where ∆ is the modular function on G. We have:
βt(k1 ∗ k2)
∣∣
(r,s)
= ∆(t)2
∫
G
k1(rt, vt)k2(vt, st)dv =
∫
G
βt(k1)(r, v)βt(k2)(v, s)dv = βt(k1) ∗ βt(k2)
∣∣
(r,s)(
βt(k
∗)
)∣∣
(r,s)
= ∆(t)k∗(rt, st) = ∆(t)k(st, rt)∗ = βt(k)(s, r)
∗ = βt(k)
∗
∣∣
(r,s)
.
This action may be extended to HS(B) and hence to k(B): doing u = rt, v = st in the integral below:
‖βt(k)‖
2
2 =
∫
G
∫
G
∆(t)2‖k(rt, st)‖2drds =
∫
G
∫
G
∆(t)−1∆(t)−1∆(t)2‖k(u, v)‖2dudv = ‖k‖22.
Note that β is a continuous action on kc(B) with the inductive limit topology (recall from 6.1 that
kc(B) = Cc(Bν)), and therefore is continuous on HS(B). Since k(B) is the universal C∗-algebra of
HS(B), β also extends to a continuous action on k(B). All these actions will be denoted by β.
Lemma 6.4. Let B be a Banach bundle over the locally compact space X. Suppose that Θ ⊆ Cc(X)
is dense in Cc(X) in the inductive limit topology, and that F ⊆ Cc(B) is a linear subspace such that
ΘF ⊆ F . Then the closure of F in the inductive limit topology is the space: {g ∈ Cc(B) : g(x) ∈
F (x), ∀x ∈ X}. In particular, if F (x) = Bx, ∀x ∈ X, then F is dense in Cc(B).
Proof. For x ∈ X , the map ex : Cc(B) → Bx such that f 7−→ f(x) is a continuous linear map in the
inductive limit topology . Therefore ex(F ) ⊆ F (x). Conversely, suppose that g ∈ Cc(B) is such that
g(x) ∈ F (x), ∀x ∈ X . Since X is locally compact, there exists a compact subset K of X whose interior
contains supp(g). Now, given ǫ > 0 and x ∈ K, there exists fx ∈ F such that ‖g(x) − fx(x)‖ < ǫ.
Since g, fx and the norm on B are continuous maps, there exists a precompact open neighborhood Vx
of x, such that ‖g(y) − fx(y)‖ < ǫ, ∀y ∈ Vx. The family (Vx)x∈K is an open covering of K, so it has
a finite subcovering Vx1 , . . . , Vxm . Let (ψj)
m
1 be a partition of unity of K subordinated to (Vxj ), and
let f =
∑m
j=1 ψjfxj . We have that f ∈ Cc(B) and ‖g − f‖∞ < ǫ. Therefore, it is enough to show that
f ∈ F . For this, it is sufficient to show that ψf ′ ∈ F , ∀ψ ∈ Cc(G) and f ′ ∈ F . But, since Θ is dense in
Cc(G), there exists ψ
′ ∈ Θ such that ‖ψ−ψ′‖∞ ≤ ε, for a given ε, and hence ‖ψf ′−ψ′f ′‖∞ ≤ ε‖f ′‖∞.
Since ΘF ⊆ F , we have that ψ′f ′ ∈ F , and therefore ψf ′ ∈ F . 
Proposition 6.5. The linear β–orbit of Ic(B) is dense in kc(B) in the inductive limit topology.
Proof. Recall that kc(B) = Cc(Bν), where Bν is the retraction of B with respect to the map ν : G×G→ G
such that ν(r, s) = rs−1. By Lemma 6.4, it suffices to show that, if Z is the linear β–orbit of Ic(B),
then: 1. Z(r, s) is dense in Brs−1 , ∀r, s ∈ G and 2. ∀ϕi, ψi ∈ Cc(G), and ∀ζ ∈ Z, the function
(r, s) 7−→
∑
i ϕi(r)ψi(s)ζ(r, s) belongs to Z.
1. If b ∈ Brs−1 , by Cohen–Hewitt there exist b1 ∈ Be, b2 ∈ Brs−1 such that b1b2 = b. There also
exist sections ξ, η ∈ Cc(B) such that ξ(e) = ∆(r)b1, η(sr−1) = b∗2. Thus we have: βr−1(〈ξ, η〉l)
∣∣
(r,s)
=
∆(r)−1ξ(rr−1)η(sr−1)∗ = ∆(r)−1∆(r)b1(b
∗
2)
∗ = b.
2. Let ϕ, ψ ∈ Cc(G), ξ, η ∈ Cc(B), r, s, t ∈ G. If φ : G → C, let φt : G → C be given by φt(s) =
φ(st). Then: (ϕ ⊗ ψ)
(
βt(〈ξ, η〉l)
)∣∣
(r,s)
= ϕ(r)ψ(s)∆(t)ξ(rt)η(st)∗ = ϕt−1(rt)ψt−1 (st)∆(t)ξ(rt)η(st)
∗ =
βt
(
〈ϕt−1ξ, ψ¯t−1η〉l
)∣∣
(r,s)
, and therefore (ϕ⊗ ψ)
(
βt(〈ξ, η〉l)
)
∈ Z, because ϕt−1ξ, ψ¯t−1η ∈ Cc(B). 
Recall that a Fell bundle B is called saturated if for all r, s ∈ G we have that spanBrBs is dense in
Brs. The ideal Ic(B) measures the level of saturation of the bundle:
22 FERNANDO ABADIE
Proposition 6.6. B is saturated if and only if Ic(B) is dense in kc(B) in the inductive limit topology.
Proof. First Suppose that B is saturated. If ϕ, ψ ∈ Cc(G), ξ, η ∈ Cc(B), then (ϕ⊗ψ)〈ξ, η〉l = 〈ϕξ, ψ¯η〉l ∈
Ic(B). On the other hand, since B is saturated, given a ∈ Brs−1 and ǫ > 0, there exist b1, . . . , bn ∈ Br,
c1, . . . , cn ∈ Bs, such that ‖b −
∑n
i=1 bic
∗
i ‖ < ǫ. Moreover, there exist sections ξ1, . . . , ξn, η1, . . . , ηn ∈
Cc(B) such that ξj(r) = bj and ηj(s) = cj , ∀j = 1, . . . , n. Therefore: ‖b −
∑n
i=1〈ξi, ηi〉l
∣∣
(r,s)
‖ =
‖b −
∑n
i=1 ξi(r)ηi(s)
∗‖ = ‖b −
∑n
i=1 bic
∗
i ‖ < ǫ. It follows from 6.4 that Ic(B) is dense in kc(B) in the
inductive limit topology.
Conversely, assume that B is not saturated: there exist r, s ∈ G such that spanBrBs−1 6= Brs−1 . Let
b ∈ Brs−1 be such that b /∈ spanBrBs−1 , and let d be the distance from b to spanBrBs−1 . There exists a
continuous section of compact support of Bν that takes the value b in (r, s). In other words, there exists
k ∈ kc(B) such that k(r, s) = b. Now, if ξi, ηi ∈ Cc(B): ‖k−
∑
i〈ξi, ηi〉l‖∞ ≥ ‖k(r, s)−
∑
i〈ξi, ηi〉l(r, s)‖ =
‖b−
∑
i ξi(r)η(s)
∗‖ ≥ d, and therefore k /∈ Ic(B), because d > 0. 
6.2. The reduced C∗-algebra of kernels of a Fell bundle. Our next goal will be to show that the
action of kc(B) on Cc(B) extends to all of E = L2(B) and, from this, that there is a *-homomorphism
Ω : k(B) → L(E). This homomorphism is injective if B is saturated. Besides, we will show that every
representation π of B on a Hilbert spaceH induces a representation of k(B) on L2(G,H) which is faithful
whenever π|Be is injective. To do this, we will represent represent E as a ternary ring of operators, and
use the uniqueness of the enveloping action.
Proposition 6.7. (k(B), β) is the enveloping action of (I(B), β|I(B)).
Proof. This is a direct consequence of Proposition 6.5. 
Lemma 6.8. Let c := {
∑n
i=1 ki ∗ k
∗
i : n ≥ 1, ki ∈ Ic(B)} ⊆ kc(B), where the closure is taken in the
inductive limit topology. Then, if ξ ∈ Cc(B), we have that 〈ξ, ξ〉l ∈ c ∩ Ic(B).
Proof. Let ξ ∈ Cc(B). Since C0(B) is a non–degenerate right Banach module over Be, the Cohen–Hewitt
theorem implies that there exist η ∈ Cc(B), and b ∈ Be, such that ξ = ηb. Let ζ ∈ Cc(B) such that
ζ(e) = b∗. The function G → Be such that t 7−→ ζ(t)∗ζ(t) − bb∗ is continuous and vanishes at t = e.
Thus, given ǫ > 0, there exists a neighborhood Vǫ of e, such that if t ∈ Vǫ, then ‖ζ(t)∗ζ(t) − bb∗‖ < ǫ.
Let (fV )V ∈V be an approximate unit of L
1(G) as in Lemma 4.14, and for each V ∈ V let ζV = f
1/2
V ζ.
Then ζV ∈ Cc(B), and 〈ζV , ζV 〉r → bb∗, because if V ⊆ Vǫ:
‖〈ζV , ζV 〉r − bb
∗‖ = ‖
∫
G
fV (t)
(
ζ(t)∗ζ(t) − bb∗
)
dt‖ ≤
∫
G
fV (t)‖ζ(t)
∗ζ(t)− bb∗‖dt ≤ ǫ.
Now, for each V ∈ V consider the kernel kV ∈ Ic(B) given by kV = 〈η, ζV 〉l. If V ⊆ Vǫ:
‖
(
〈ξ, ξ〉l − kV ∗ k
∗
V
)∣∣
(r,s)
‖ = ‖ξ(r)ξ(s)∗ −
∫
G
kV (r, t)k
∗
V (t, s)dt‖
= ‖η(r)b
(
η(s)b
)∗
−
∫
G
kV (r, t)kV (s, t)
∗dt‖
= ‖η(r)bb∗η(s)∗ −
∫
G
η(r)ζV (t)
∗
(
η(s)ζV (t)
∗
)∗
dt‖
= ‖η(r)bb∗η(s)∗ −
∫
G
η(r)ζV (t)
∗ζV (t)η(s)
∗dt‖
= ‖η(r)
(
bb∗ − 〈ζV , ζV 〉r
)
η(s)∗‖
≤ ǫ‖η‖2∞
Thus kV ∗ k∗V → 〈ξ, ξ〉l in the inductive limit topology, and hence 〈ξ, ξ〉l ∈ c. 
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Given an ideal I of a C∗-algebra A, we set I⊥ := {a ∈ A : ax = 0 ∀x ∈ I}. Note that I⊥ = 0 if and
only if I is an essential ideal of A. On the other hand, if π : I → L(F ) is a non-degenerate representation
of I on the Hilbert module F , then π has a unique extension to a representation π˜ : A → L(F ), such
that π˜(a)π(x)ξ = π(ax)ξ, ∀a ∈ A, x ∈ I and ξ ∈ F . Moreover ker π˜ = I⊥ if π is faithful.
Theorem 6.9. There exists a unique representation Ω : k(B)→ L(L2(B)) such that Ω(k)ξ = kξ (recall
Proposition 6.2) ∀k ∈ k(B) and ξ ∈ Cc(B), that is:
Ω(k)ξ|r =
∫
G
k(r, s)ξ(s)ds, ∀k ∈ kc(B), ξ ∈ Cc(B) and r ∈ G.
Moreover we have:
(1) kerΩ = I(B)⊥, so Ω is faithful if and only if I(B) is an essential ideal.
(2) The restriction Ω|I(B) : I(B)→ L(L
2(B)) is a faithful representation.
(3) If B is saturated, then Ω is faithful.
Proof. We observe first that if k ∈ kc(B) has null norm in k(B), then k(r, s) = 0, ∀r, s ∈ G. In fact,
suppose π is a representation of B whose restriction to Be is faithful. Then, according to Proposition 6.11,
the corresponding representation πc of kc(B) is faithful and can be extended to a representation of
HS(B). Thus the universal C∗-seminorm defined byHS(B) on kc(B) is in fact a C∗-norm, so ‖k‖k(B) = 0
implies k = 0.
Now, by Proposition 6.2 and Lemma 6.8 the map 〈 , 〉l : Cc(B) × Cc(B) → kc(B) is a pre-inner
product on Cc(B), so we can complete Cc(B) with respect to |ξ| :=
√
‖〈ξ, ξ〉l‖, thus obtaining a left
Hilbert k(B)-module F . Let us see that the right action of Be on Cc(B) is continuous with respect to
| |. Suppose first that b ∈ Be is such that b = 〈η, ζ〉r for some η, ζ ∈ Cc(B). Then if ξ ∈ Cc(B) we have
|ξb| = |ξ〈η, ζ〉r | = |〈ξ, η〉lζ| ≤ |ξ| |η| |ζ|.
Moreover it is immediate that if ξ, η ∈ Cc(B) and b ∈ Be, we have 〈ξb, η〉l = 〈ξ, ηb
∗〉l, so every b ∈
J := span{〈η, ζ〉r : η, ζ ∈ Cc(B)} acts as an adjointable operator on F . This gives a representation
J → L(F )op, which extends ([14, VI-19.11]) to a representation of Be because J is an ideal of Be. In
particular each map Cc(B) ∋ ξ 7→ ξb defines an adjointable operator on F , for every b ∈ Be. Note
that this representation is isometric, for ξb = 0 for every ξ ∈ Cc(B) entails ‖〈ξb, ξb〉l‖ = 0, that is
ξ(r)bb∗ξ(s)∗ = 0 ∀r, s ∈ G, ξ ∈ Cc(B), and since this implies b′b = 0 ∀b′ ∈ B, we conclude that b = 0.
Then the norm induced on Be by this representation agrees with the original norm of Be. Then for
ξ ∈ Cc(B) we have:
‖〈ξ, ξ〉l‖k(B) = |ξ|
2 = ‖〈ξ, ξ〉r‖Be = ‖ξ‖
2
L2(B).
Therefore the norms | | and ‖ ‖L2(B) agree on Cc(B), which implies that F = L
2(B), and that L2(B)
is a I(B) − Be-equivalence bimodule. Then the left action of I(B) on L2(B) gives a faithful and non-
degenerated representation I(B) → L(L2(B)), whose unique extension Ω : k(B) → L(L2(B)) to a
representation of k(B) has kernel I(B)⊥.
Next we show that Ω extends the action of kc(B) on Cc(B) provided by Proposition 6.2. Fix k ∈ kc(B).
Let ξ, η, ζ ∈ Cc(B). Then, using Proposition 6.2:
Ω(k)(ξ〈η, ζ〉r) = Ω(k ∗ 〈ξ, η〉l)(ζ) = Ω(〈kξ, η〉l)(ζ) = 〈kξ, η〉lζ = kξ〈η, ζ〉r
Thus Ω(k)(ξb) = kξb for any ξ ∈ Cc(B) and b ∈ J . Let (ei) be an approximate unit of Be contained
in its dense ideal J . Then given ξ ∈ Cc(B) we have ξei → ξ, kξei → kξ and Ω(k)(ξei) → Ω(k)(ξ) in
L2(B). Thus Ω(k)ξ = kξ. Finally, (3) follows from Proposition 6.6 and (1) above, since the saturation
of B implies I(B)⊥ = 0. 
Definition 6.10. The C∗-subalgebra kr(B) := Ω(k(B)) of L(L2(B)) will be called the reduced C∗-algebra
of kernels of B.
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Thus by Theorem 6.9 we can identify k(B) with kr(B) via Ω whenever B is saturated.
Recall that the right regular representation of G on L2(G,H) is ρ : G×L2(G,H)→ L2(G,H), such
that ρt(x)
∣∣
r
= ∆(t)1/2x(rt), ∀r, t ∈ G, x ∈ L2(G,H), where ∆ is the modular function on G.
Proposition 6.11. Let π : B → B(H) be a representation of the Fell bundle B on a Hilbert space
H. For k ∈ kc(B), let πc(k) : Cc(G,H) → Cc(G,H) be such that πc(k)x
∣∣
r
=
∫
G π
(
k(r, s)
)
x(s)ds
∀x ∈ Cc(G,H). Then we have that ‖πc(k)x‖2 ≤ ‖k‖2 ‖x‖2, and hence πc(k) extends to an operator
πc(k) : L
2(G,H)→ L2(G,H), with ‖πc(k)‖ ≤ ‖k‖2. Moreover, πc : kc(B)→ B
(
L2(G,H)
)
is a bounded
representation of the normed *–algebra kc(B) such that πc
(
βt(k)
)
= ρtπc(k)ρt−1 , where ρ is the right
regular representation of G. If π
∣∣
Be
is faithful, then so is πc; if π is non degenerate, then πc is
non–degenerate.
Proof. Since x ∈ Cc(G,H) and the map B × H → H such that (b, h) 7−→ π(b)h is continuous ([14],
VIII-8.8), we have that the map G×G→ H such that (r, s) 7−→ π
(
k(r, s)
)
x(s) is continuous, and since
it has compact support, we see that r 7−→
∫
G π
(
k(r, s)
)
x(s)ds is a continuous map of compact support
from G to H , so in particular it belongs to L2(G,H). On the other hand:
‖πc
(
k
)
x‖22 =
∫
G
‖
[∫
G
π
(
k(r, s)
)
x(s)ds
]
‖2dr ≤
∫
G
[(∫
G
‖π
(
k(r, s)
)
‖2ds
)1/2
‖x‖2
]2
dr ≤ ‖k‖22 ‖x‖
2
2,
so ‖πc(k)‖ ≤ ‖k‖2. It follows that πc(k) extends to a bounded operator πc(k) : L
2(G,H) → L2(G,H),
and πc extends by continuity to a bounded linear map HS(B)→ B
(
L2(G,H)
)
. In addition, πc(k1∗k2) =
πc(k1)πc(k2): if x ∈ Cc(G,H), k1, k2 ∈ kc(B) we have that
πc(k1 ∗ k2)x
∣∣
r
=
∫
G
π
[∫
G
k1(r, t)k2(t, s)dt
]
x(s)ds =
∫
G
π
(
k1(r, t)
) [∫
G
π
(
k2(t, s)
)
x(s)ds
]
dt
πc(k1)πc(k2)x
∣∣
r
=
∫
G
π
(
k1(r, s)
)[
πc(k2)x
]
(t)dt =
∫
G
π
(
k1(r, t)
) [∫
G
π
(
k2(t, s)
)
x(s)ds
]
dt
As for the involution, we have that πc(k
∗) = πc(k)
∗. In fact, if k ∈ kc(B), x, y ∈ Cc(G,H):
〈πc(k)x, y〉 =
∫
G
〈πc(k)x(r), y(r)〉dr =
∫
G2
〈π
(
k(r, s)
)
x(s), y(r)〉dsdr =
∫
G2
〈x(s), π
(
k(r, s)∗
)
y(r)〉dsdr
〈x, πc(k
∗)y〉=
∫
G
〈x(s), πc(k
∗)y(s)〉ds=
∫
G
〈x(s),
∫
G
π
(
k∗(s, r)∗
)
y(r)dr〉ds=
∫
G2
〈x(s), π
(
k(r, s)∗
)
y(r)〉dsdr.
It follows that πc : kc(B)→ B
(
L2(G,H)
)
is a bounded representation.
Now, if k ∈ kc(B), x ∈ Cc(G,H), t, r ∈ G:
πc
(
βt(k)
)
x
∣∣
r
=
∫
G
π
(
βt(k)(r, s)
)
x(s)ds =
∫
G
∆(t)π
(
k(rt, st)
)
x(s)ds =
∫
G
π
(
k(rt, u)
)
x(ut−1)du
(
ρtπc(k)ρt−1
)
x
∣∣
r
=
∫
G
∆(t)1/2π
(
k(rt, u)
)
ρt−1(x)(s)ds =
∫
G
π
(
k(rt, u)
)
x(ut−1)du,
and hence πc
(
βt(k)
)
= ρtπc(k)ρt−1 .
Suppose that π
∣∣
Be
is faithful. If πc(k) = 0, for k ∈ kc(B), we would have that
∫
G
π
(
k(r, s)
)
x(s)ds = 0
∀x ∈ Cc(G,H). In particular, if (fV )V ∈V is an approximate unit of L1(G) like in 4.14, and if h ∈ H ,
choosing x(s) = fV (t
−1s)h and taking limit with respect to V , by 4.14 we have that π
(
k(r, t)
)
h = 0,
and therefore that π
(
k(r, s)
)
= 0, ∀r, s ∈ G. Hence πc is also faithful.
Finally, let us suppose that π is non–degenerate, and let y ∈ L2(G,H) such that 〈πc(k)x, y〉 = 0,
∀x ∈ L2(G,H), k ∈ kc(B). Then
∫
G〈πc(k)x(r), y(r)〉dr = 0, ∀k ∈ kc(B), ∀x ∈ Cc(G,H). Thus∫
G
∫
G
〈π
(
k(r, s)
)
x(s), y(r)〉dsdr = 0, ∀k ∈ kc(B), x ∈ Cc(G,H), so 〈π
(
k(r, s)
)
x(s), y(r)〉 = 0 almost
everywhere in G × G, and therefore y(r) = 0 almost everywhere in G, because {π
(
k(r, s)
)
x(s) : k ∈
ENVELOPING ACTIONS AND TAKAI DUALITY 25
kc(B), (r, s) ∈ G × G, x ∈ Cc(G,H)} = H . In fact, since π is non–degenerate, π
∣∣
Be
is also non–
degenerate, and hence, given h ∈ H , there exist b ∈ Be and h
′ ∈ H , such that π(b)h′ = h. Now there
exist b1, b2 ∈ Be such that b = b1b∗2, and sections η1, η2 ∈ Cc(B) such that ηi(e) = bi, i = 1, 2. Define
k : G×G→ B such that k(r, s) = η1(r)η2(s)∗. It is clear that k ∈ kc(B). Finally, taking x ∈ Cc(G,H)
such that x(e) = h′ we have: π
(
k(e, e)
)
x(e) = π
(
η1(e)η2(e)
∗
)
h′ = π(b1b
∗
2)h
′ = π(b)h′ = h. Consequently
η = 0 in L2(G,H), and therefore πc is non–degenerate. 
Lemma 6.12. Let π : B → B(H) be a representation of a Fell bundle B. Then there exists a unique
representation π2 : L
2(B) → B
(
H,L2(G,H)
)
, such that ∀ξ ∈ Cc(B) and h ∈ H we have: π2(ξ)h
∣∣
r
=
π
(
ξ(r)
)
h. If π
∣∣
Be
is faithful, then π2 also is faithful.
Proof. Let ξ ∈ Cc(B) and h ∈ H ; then:
‖(π2ξ)h‖
2
2 =
∫
G
〈π
(
ξ(r)
)
h, π
(
ξ(r)
)
h〉dr = 〈π
[∫
G
ξ(r∗)ξ(r)dr
]
h, h〉 = 〈π(〈ξ, ξ〉r)h, h〉.
It follows that π2ξ ∈ L
2(G,H). On the other hand, since π(〈ξ, ξ〉r) is a positive operator, the equality
above implies that ‖π2ξ‖ = ‖π(〈ξ, ξ〉r)‖1/2. Thus, ‖π2ξ‖ ≤ ‖ξ‖, and ‖π2ξ‖ = ‖ξ‖ if π
∣∣
Be
is faithful. It
follows that we may extend π2 to L
2(B), and this extension is an isometry if π
∣∣
Be
is faithful.
An easy computation shows that (π2ξ)
∗ is determined by the formula (π2ξ)
∗x =
∫
G
π
(
ξ(r)∗
)
x(r)dr ∈
H . From this we see that π2(ξ)π2(η)
∗π2(ζ) = π2
(
ξ〈η, ζ〉r
)
, ∀ξ, η, ζ ∈ Cc(B). Indeed, if h ∈ H , r ∈ G:
π2(ξ)π2(η)
∗π2(ζ)h
∣∣
r
= π
(
ξ(r)
) ∫
G
π
(
η(s)∗
)
π2(ζ)h
∣∣
s
ds =
∫
G
π
(
ξ(r)η(s)∗
)
π
(
ζ(s)
)
hds
π2
(
ξ〈η, ζ〉r
)
h
∣∣
r
= π
(
ξ(r)〈η, ζ〉r
)
h =
∫
G
π
(
ξ(r)η(s)∗ζ(s)
)
hds =
∫
G
π
(
ξ(r)η(s)∗
)
π
(
ζ(s)
)
hds
Therefore, π2 is a homomorphism of positive C
∗-trings. 
Proposition 6.13. Let π : B → B(H) be a representation of the Fell bundle B, and let πc : kc(B) →
B(L2(G,H)) and π2 : L
2(B)→ B(H,L2(G,H)) be the representations provided by Propostion 6.11 and
Lemma 6.12, respectively. Then we have, for all k ∈ kc(B), b ∈ Be, and ξ, η ∈ E:
(i) π2(kξ) = πc(k)π2(ξ)
(ii) πc(〈ξ, η〉l) = π2(ξ)π2(η)∗
(iii) π2(ξb) = π2(ξ)π(b)
(iv) π(〈ξ, η〉r) = π2(ξ)∗π2(η)
Proof. Let h ∈ H , r ∈ G, x ∈ L2(G,H):
(a) π2(kξ) = πc(k)π2(ξ):(
π2(kξ)
)
h
∣∣
t
=
∫
G
π
(
k(t, s)
)
π
(
ξ(s)
)
hds =
∫
G
π
(
k(t, s)
)
(π2ξ)h
∣∣
s
ds = πc(k)(π2ξ)h
∣∣
t
.
(b)πc(〈ξ, η〉l) = π2(ξ)π2(η)∗:
πc(〈ξ, η〉l)x
∣∣
t
=
∫
G
π
(
ξ(t)
)
π
(
η(s)∗
)
x(s)ds = π
(
ξ(t)
) ∫
G
π
(
η(s)∗
)
x(s)ds = (π2ξ)(π2η)
∗x
∣∣
t
.
(c)π2(ξb) = π2(ξ)π(b): π2(ξb)h
∣∣
r
= π
(
ξb(r)
)
h = π
(
ξ(r)b
)
h = π
(
ξ(r)
)
π(b)h
∣∣
r
= π2(ξ)π(b)h
∣∣
r
.
(d)π(〈ξ, η〉r) = π2(ξ)∗π2(η):
π2(ξ)
∗π2(η)h =
∫
G
π
(
ξ(r)∗
)
π2(η)h
∣∣
r
ds =
∫
G
π
(
ξ(r)∗
)
π
(
η(r)
)
hdr =
∫
G
π
(
ξ(r)∗η(r)
)
hdr = π(〈ξ, η〉r)h

Proposition 6.14. Let B be a Fell bundle and I = I(B). Suppose that π : B → B(H) is a representation
of the Fell bundle B. Then:
26 FERNANDO ABADIE
(1) πc extends to a representation πH : k(B)→ B(L2(G,H)), such that
πH(βt(k)) = Adρt(πH(k)), ∀k ∈ k(B),
where ρ is the right regular representation of G on L2(G,H).
(2) Let kπ(B) be the closure of πH(k(B)) and Iπ := πH(I), where πH is as in part (1). Then
(kπ(B), Adρ) is the enveloping action of (Iπ , Adρ|Ipi).
(3) If π|Be is injective, then πH : (k(B), β)→ (kπ(B), Adρ) is an isomorphism.
Proof. The first statement follows at once from Proposition 6.11, and the second statement is clearly
a consequence of (1) together with Proposition 6.7. To see that (3) also holds note that, since πc is
injective, the map 〈 , 〉π := πc ◦ 〈 , 〉l : Cc(B)× Cc(B)→ πc(Ic(B)) is a pre-inner product on Cc(B). Let
Fπ be the corresponding completion of Cc(B). Then, proceeding as in the proof of Theorem 6.9, we see
that Fπ = L
2(B), and this proves that πH |I : I → Iπ is an isomorphism. Then, as we can identify I and
Iπ, it follows that πH : k(B) → kπ(B) is an isomorphism by Proposition 6.7 and the uniqueness of the
enveloping action. 
Remark 6.15. Let k ∈ kc(B) and f ∈ Cc(B), and consider h : G × G → B such that h(r, t) =∫
G f(s)k(s
−1r, t)ds. Note that h(r, t) ∈ Brt−1 , ∀r, t ∈ G, because for all r, s, t ∈ G, we have that
f(s)k(s−1r, t) ∈ BsBs−1rt−1 ⊆ Brt−1 . Hence h ∈ kc(B). Now, considering ξ ∈ Cc(B) ⊆ L
2(B), we have:
ΛfΩkξ
∣∣
r
=
∫
G f(s)Ωk(ξ)(s
−1r)ds =
∫
G
∫
G f(s)k(s
−1r, t)ξ(t)dtds =
∫
G h(r, t)ξ(t)dt = Ωhξ
∣∣
t
. It follows
that C∗r (B) ⊆M
(
kr(B)
)
. In particular, any representation of kr(B) defines a representation of C∗r (B).
In [23], Quigg introduced the notion of ideal property of a C∗-algebra: a property P of a C∗-algebra is
ideal if every C∗-algebra has a largest ideal with property P , and if this property is invariant by Morita
equivalence and inherited by ideals.
From now on we will maintain the notation I = I(B) unless there exists some kind of ambiguity.
Corollary 6.16. Let P be an ideal property. Then Be has property P iff k(B) has property P. Therefore
Be is liminal, antiliminal, postliminal or nuclear, iff k(B) is respectively liminal, antiliminal, postliminal
or nuclear.
Proof. Since Be and I are Morita equivalent, Be has property P if and only if I has property P . On
the other hand, by Proposition 3.9, I has property P if and only if k(B) has property P . 
We would like to emphasize the functorial nature of k(B). Suppose that A = (At) and B = (Bt)
are Fell bundles, and that φ : A → B is a Fell bundle homomorphism. For instance, φ could be a
homomorphism induced by a morphism between partial actions. If k ∈ kc(A), it is clear that kc(φ)(k) ∈
kc(B), where kc(φ)(k)
∣∣
(r,s)
= φ(k(r, s)). Moreover, it is easy to check that the map kc(φ) : kc(A) →
kc(B) is a homomorphism of *-algebras, which is injective if φ is injective. In addition ‖kc(φ)(k)‖2 ≤
‖k‖2, so kc(φ) extends to a homomorphism HS(φ) : HS(A) → HS(B) of Banach *–algebras. Hence,
there is an induced homomorphism of C∗-algebras k(φ) : k(A) → k(B). It is straightforward to verify
that A 7−→ k(A) and (A
φ
→ B) 7−→
(
k(A)
k(φ)
→ k(B)
)
is a functor from the category of Fell bundles to
the category of C∗-algebras.
If φ : A → B is such that φ|Ae is injective, then k(φ) : k(A)→ k(B) also is injective. To see this, let
π : B → B(H) be a representation such that π
∣∣
Be
is faithful. Then πφ : A → B(H) is a representation
such that πφ
∣∣
Ae
is faithful. Then (πφ)H : k(A) → kπφ(A) and πH : k(B) → kπ(B) are isomorphisms.
Now a straightforward computation shows that πHk(φ) = (πφ)H , and since the latter is injective, so
must be k(φ).
Next we will refine Theorem 6.9 in the case the group G is discrete. First we introduce a definition:
Definition 6.17. We say that a Fell bundle B is essentially saturated whenever every BtB∗t is an
essential ideal of Be.
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It is no hard to see that B is essentially saturated if and only if forall s, t ∈ G we have (BsBt)⊥ = 0
in the right Be-module Bst. As we shall see next, if B is an essentially saturated Fell bundle over a
discrete group G, the elements of k(B) can be represented by functions defined on G × G. This will
allow us to see that the faithfulness of Ω is equivalent to the essential saturation of B.
Lemma 6.18. Let B be a Fell bundle over the discrete group G, such that (BtB∗t )
⊥ = 0, ∀t ∈ G.
Then for every k ∈ k(B) there exists a unique function G ×G → B, which we also denote k, such that
Ω(k)ξ(r) =
∑
s∈G k(r, s)ξ(s), ∀ξ ∈ L
2(B), r ∈ G.
Proof. First note that for every pair of elements u, v ∈ G we have a map Bu → L(Bv, Buv) given by
bu 7→Mbu such that Mbu(bv) = bubv. It is easy to check that it is in fact a homomorphism of C
∗-trings,
so ‖Mbu‖ ≤ ‖bu‖. The assumption (BvB
∗
v)
⊥ = 0 ensures that it is injective, for Mbu = 0 implies
b∗ubu ∈ (BvB
∗
v)
⊥, that is, bu = 0. Then bu 7→Mbu is an isometry (by Proposition 5.2).
Now let k ∈ k(B), r, s ∈ G. Consider the map krs : Bs → Br such that k
r
s(bs) := Ω(k)(bsδs)(r), where
bsδs(t) = bs if t = s, and bsδs(t) = 0 otherwise. Then
‖krs(bs)‖ = ‖Ω(k)(bsδs)(r)‖ ≤ ‖Ω(k)(bsδs)‖ ≤ ‖Ω(k)‖ ‖bs‖ ≤ ‖k‖ ‖bs‖.
Then krs is bounded, and is easily checked that it is adjointable, with (k
r
s)
∗ = (k∗)sr. In case k ∈ kc(B),
krs is just multiplication by k(r, s) on the left, so ‖k
r
s‖ = ‖k(r, s)‖ as shown at the beginning of the
proof. Suppose now that k ∈ k(B) and (kn) ⊆ kc(B) is a sequence converging to k in k(B). Then
(kn)
r
s → k
r
s in L(Bs, Br). Since this implies that (kn(r, s)) is a Cauchy sequence, there exists an element
in Brs−1 , which we call k(r, s), such that kn(r, s) → k(r, s). But this implies that the operator k
r
s is
multiplication by k(r, s) on the left. Therefore, if k ∈ k(B) and ξ =
∑
s ξ(s)δs ∈ L
2(B): Ω(k)ξ(r) =∑
sΩ(k)(ξ(s)δs)(r) =
∑
s k
r
s(ξ(s)) =
∑
s k(r, s)ξ(s). 
Proposition 6.19. Let B be a Fell bundle over the discrete group G. Then Ω is faithful if and only if
B is essentially saturated.
Proof. Suppose (BtB
∗
t )
⊥ = 0, ∀t ∈ G, and let k ∈ kerΩ, which we identify with a function G×G→ B
as in Lemma 6.18. For every Bt and r ∈ G we have 0 = Ω(k)(Btδt) =
∑
s k(r, s)Bt = k(r, t)Bt, so
k(r, t)∗k(r, t) ∈ (BtB∗t )
⊥ = 0. Then k = 0, which implies that Ω is injective. Suppose conversely that
there exist t ∈ G and a ∈ (BtB∗t )
⊥ such that a 6= 0. Consider ka : G × G → B such that ka(t, t) = a,
and ka(r, s) = 0 otherwise. Then ka 6= 0, but Ω(ka) = 0, as it is easily checked. 
Proposition 6.19 applies in particular to bundles associated to certain partial actions. For instance,
suppose h is a homeomorphism between two open and dense subsets of a locally compact and Hausdorff
space X . Then the Fell bundle of the partial action of Z associated to h is essentially saturated.
7. Existence and uniqueness of the Morita enveloping action
In the sequel we prove the main result of the paper: any partial action has a Morita enveloping action,
which is unique up to Morita equivalence. To do this, we apply the previous results to the case when
the Fell bundle B is the one associated with a partial action α. We show that the natural action on k(B)
is a Morita enveloping action of α. More precisely, assume that B is the Fell bundle of a partial action
α = ({Dt}t∈G, {αt}t∈G). Then define on E the partial action γ = ({Et}t∈G, {γt}t∈G), where Et = EDt,
and γt : Et−1 → Et is such that γt(ξ)
∣∣
r
= ∆(t)1/2ξ(rt), for all ξ ∈ Et−1 ∩ Cc(B). In Theorem 7.3, we
prove that γr = α and γl = αˇ, where αˇ is the natural action of G on k(B). It follows that (k(B), αˇ) is
a Morita enveloping action of α, and therefore any partial action has a Morita enveloping action. We
prove later in Proposition 7.6 that the Morita enveloping action is unique up to Morita equivalence.
Proposition 7.1. Let B be a Fell bundle, β the natural action of G on kc(B), and Ic(B) the two–sided
*-ideal of kc(B) defined after Proposition 6.2, that is, Ic(B) = span〈Cc(B), Cc(B)〉l. For t ∈ G, consider
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the two–sided *-ideal Ict = Ic(B)
⋂
βt(Ic(B)) of kc(B). Then the closure of Ict in the inductive limit
topology is the set
{k ∈ kc(B) : k(r, s) ∈ (spanBrB∗s ) ∩ (spanBrtB
∗
st), ∀r, s ∈ G}.
Proof. Let k ∈ Ic(B). There exist ξi, ηi ∈ Cc(B), such that k =
∑
i〈ξi, ηi〉l. In particular, k(r, s) =∑
i ξi(r)ηi(s)
∗ ∈ spanBrB
∗
s , ∀r, s ∈ G. Now, if k ∈ I
c
t , then βt−1(k) ∈ Ic(B), and therefore βt−1(k)(r, s)∈
spanBrB
∗
s , ∀r, s ∈ G, that is, ∆(t)
−1k(rt−1, st−1) ∈ spanBrB∗s , ∀r, s ∈ G. Equivalently, k(r, s) ∈
spanBrtB
∗
st, ∀r, s ∈ G. Let Θ = Cc(G)
⊙
Cc(G), which is a dense subalgebra of Cc(G × G) in the
inductive limit topology. If φ, ψ ∈ Cc(G), ξ, η ∈ Cc(B), then (φ ⊗ ψ)〈ξ, η〉l = 〈φξ, ψ¯η〉l, and hence
ΘIct ⊆ I
c
t . The result follows now from Lemma 6.4, 
Suppose now that α = ({Dt}t∈G, {αt}t∈G) is a partial action of G on the C∗-algebra A, and let B
be its associated Fell bundle. For each t ∈ G, consider the subset Et := spanEDt of E. By the Cohen–
Hewitt theorem, Et = {ξa : ξ ∈ E, a ∈ Dt}. By Proposition 5.4, Et is an ideal of E. If ξ : G→ B is a
section, there exists a unique function ξ′ : G → A such that ξ′(r) ∈ Dr, ∀r ∈ G, and such that ξ(r) =
(r, ξ′(r)). ξ is continuous with compact support if and only if ξ′ is continuous and of compact support.
Suppose that ξ ∈ Cc(B), and a ∈ Dt. Then ξa
∣∣
r
= ξ(r)(e, a) = (r, ξ′(r))(e, a) = (r, αr
(
αr−1(ξ
′(r))a
)
).
Since αr−1(ξ
′(r))a ∈ Dr−1 ∩ Dt, we have that ξa
∣∣
r
∈ Dr ∩ Drt, ∀r ∈ G. Thus Et is the closure of
Ect := {ξ ∈ Cc(B) : ξ
′(r) ∈ Dr ∩Drt, ∀r ∈ G}.
Proposition 7.2. Let α = ({Dt}t∈G, {αt}t∈G) be a partial action of G on A, with associated Fell bundle
B. Then:
(1) BrB
∗
s = {(rs
−1, Dr ∩Drs−1)}, ∀r, s ∈ G.
(2) BrB
∗
s ∩BrtB
∗
st = {(rs
−1, Dr ∩Drt ∩Drs−1)}, ∀r, s, t ∈ G.
(3) The closures of 〈Ect , E
c
t 〉l and I
c
t (defined in 7.1) in the inductive limit topology agree, and they
are equal to the set: {k ∈ kc(B) : k(r, s) ∈ BrB∗s ∩BrtB
∗
st, ∀r, s ∈ G}
(4) Elt = It, where It is the closure I
c
t in I.
(5) If αˇ is the natural action of G on k(B), then αˇ
∣∣
I
=
(
{It}t∈G, {αˇt
∣∣
It
}t∈G
)
.
Proof. To prove 1., recall that Br = (r,Dr), ∀r ∈ G. Then
(r,Dr)(s,Ds)
∗ = (r,Dr)(s
−1, αs−1(Ds))
=
(
rs−1, αr
(
αr−1(Dr)αs−1(Ds)
))
=
(
rs−1, αr(Dr−1 ∩Ds−1)
)
= (rs−1, Dr ∩Drs−1)
2. BrB
∗
s ∩BrtB
∗
st = {(rs
−1, Dr ∩Drs−1)}
⋂
{(rs−1, Drt ∩Drs−1)} = {(rs
−1, Dr ∩Drt ∩Drs−1)}.
3. Let ξ, η ∈ E, ξ(r) =
(
r, ξ′(r)
)
and η(r) =
(
r, η′(r)
)
, ∀r ∈ G. We have:
〈ξ, η〉l(r, s) = ξ(r)η(s)
∗
=
(
r, ξ′(r)
)(
s, η′(s)
)∗
=
(
r, ξ′(r)
)(
s−1, αs−1(η
′(s)∗)
)
=
(
rs−1, αr
(
αr−1(ξ
′(r))αs−1 (η
′(s))
))
Hence, if ξ, η ∈ Ect , then
〈ξ, η〉l ∈
(
rs−1, αr
(
αr−1(Dr ∩Drt)αs−1 (Ds ∩Dst)
))
=
(
rs−1, αr(Dr−1 ∩Dt ∩Ds−1)
)
=
(
rs−1, Dr ∩Drt ∩Drs−1
)
= BrB
∗
s ∩BrtB
∗
st, by 2.
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Since BrB
∗
s ∩ BrtB
∗
st is a closed linear space, Lemma 6.4 shows that the closure of 〈E
c
t , E
c
t 〉l in the
inductive limit topology is {k ∈ kc(B) : k(r, s) ∈ BrB∗s ∩BrtB
∗
st, ∀r, s ∈ G}, and by 7.1, this set agrees
with the closure of Ict in the inductive limit topology. So 3. is proved.
4. This is an immediate consequence of 3.
5. We must show that I∩αˇt(I) = It. Since Ict = Ic(B)∩αˇt(Ic(B)) ⊆ I∩αˇt(I), we have that It ⊆ I∩αˇt(I).
To prove the converse inclusion, by 5.4 it is enough to show that
(
I∩αˇt(I)
)
E ⊆ Et. Let x ∈ I∩αˇt(I).
Then x = αˇt(y), for some y ∈ I. For a given ǫ > 0, let k ∈ kc(B) be such that ‖y − k‖ < ǫ. Then
‖x− αˇt(y)‖ < ǫ, because αˇt is an isometry. Consider now ξ ∈ Cc(B). We have:
αˇt(k)ξ
∣∣
r
=
∫
G
∆(t)k(rt, st)ξ(s)ds ∈ BrtBstBs.
By 1., BrtBstBs = (rs
−1, Drt ∩Drs−1)(s,Ds), and therefore
αˇt(k)ξ
∣∣
r
∈
(
r, αrs−1(αsr−1(Drt ∩Drs−1)Ds)
)
=
(
r, αrs−1(Dsr−1 ∩Dst ∩Ds)
)
= (r,Drs−1 ∩Drt ∩Dr),
from where it follows that αˇt(k)ξ ∈ Ect . By the continuity of the product, it follows now that xE ⊆ Et,
∀x ∈ I ∩ αˇt(I), and this ends the proof. 
Consider now, for each t ∈ G, the map γ′t : Cc(G,A) → Cc(G,A) such that γ
′
t(ξ
′)
∣∣
r
= ∆(t)1/2ξ′(rt).
Suppose that ξ ∈ Ect−1 , where ξ(r) =
(
r, ξ′(r)
)
, ∀r ∈ G. Then the map r 7−→ (r, γ′t(ξ
′)(r)) is an element
of Ect : γ
′
t(ξ
′)(r) = ∆(t)1/2ξ′(rt) ∈ Drt ∩Drtt−1 = Dr ∩Drt. Therefore, we may define γt : E
c
t−1 → E
c
t ,
such that γt(ξ)(r) = (r, γ
′
t(ξ
′)(r)) = (r,∆(t)1/2ξ′(rt)).
Theorem 7.3. Any partial action on a C∗-algebra has a Morita enveloping action. More precisely, let
α = ({Dt}t∈G, {αt}t∈G) be a partial action of G on a C
∗-algebra A, and let B the Fell bundle associated
with α. Let Ect and γt be the ones defined previously. Then:
(1) For each t, γt : E
c
t−1 → E
c
t is an isometry that extends by continuity to an isomorphism γt :
Et−1 → Et of C
∗-trings.
(2) γ = ({Et}t∈G, {γt}t∈G) is a partial action of G on E.
(3) γr = α, and γl = αˇ
∣∣
I
, where αˇ is the natural action of G on k(B).
Proof. Let ξ, η ∈ Cc(B). Identifying A with the unit fiber of B over the unit element of G, and the
kernel k ∈ kc(B) with k′ : G×G→ A such that k(r, s) =
(
rs−1, k′(r, s)
)
, we have the identities:
(1) 〈ξ, η〉l(r, s) = αr
(
αr−1(ξ
′(r))αs−1 (η
′(s))
)
(2) 〈ξ, η〉r =
∫
G
αr−1
(
ξ′(r)∗η′(r)
)
dr
If ξ, η ∈ Ect−1 , by (2) we have that:
〈γt(ξ), γt(η)〉r =
∫
G
αr−1
(
γ′t(ξ
′)(r)∗γ′t(η
′)(r)
)
dr
=
∫
G
αr−1
(
∆(t)1/2ξ′(rt)∗∆(t)1/2η′(rt)
)
dr
=
∫
G
∆(t−1)∆(t)αts−1
(
ξ′(s)∗η′(s)
)
ds
=
∫
G
αtαs−1
(
ξ′(s)∗η′(s)
)
ds
= αt(〈ξ, η〉r),
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Then γt is an isometry with dense range, and hence it extends to a bijective isometry γt : Et−1 → Et,
such that 〈γt(ξ), γt(η)〉r = αt(〈ξ, η〉r), ∀ξ, η ∈ E. On the other hand, if ξ ∈ Ect−1 and a ∈ Dt−1 , we have
that ξa(r) = (r, ξ′(r))(e, a) =
(
r, αr(αr−1ξ
′(r)a
)
. Thus:
γt(ξa)(r) =
(
r,∆(t)1/2αrt
(
αrt−1(ξ
′(rt)
)
a
)
=
(
r,∆(t)1/2αrt
(
αt−1r−1(ξ
′(rt)
)
αt−1(αt(a))
)
=
(
r,∆(t)1/2αr
(
αr−1(ξ
′(rt)
)
αt(a)
)
=
(
r,∆(t)1/2ξ′(rt)
)(
e, αt(a)
)
= γt(ξ)αt(a)(r).
It follows that γt is an isomorphism of C
∗-trings, and γlt = αt, which proves 1.
Let us see that γ is a set theoretic partial action: it is clear that Ee = E and γe = idE . Suppose now
that ξ ∈ Ect−1 is such that γt(ξ) ∈ E
c
s−1 . Then:
γsγt(ξ)
∣∣
r
=
(
r,∆(s)1/2
(
γ′t(ξ
′)
)
(rs)
)
=
(
r,∆(s)1/2∆(t)1/2ξ′(rst)
)
=
(
r,∆(st)1/2ξ′(rst)
)
= γst(ξ)
∣∣
r
.
Then γst is an extension of γsγt, and therefore γ is a set theoretic partial action on E. So, 2. is proved,
up to the continuity of γ, that will be proved later.
Since Elt = Dt by 5.4, the computation that showed that γt was an isometry also implies that γ
r = α.
To see that γl = αˇ
∣∣
I
, observe that if ξ, η ∈ Ect−1 , by (1) we have:
〈γt(ξ), γt(η)〉l(r, s) = αr
(
αr−1(γ
′
t(ξ
′)(r))αs−1 (γ
′
t(η
′)(s))
)
= αr
(
αr−1(∆(t)
1/2ξ′(rt))αs−1 (∆(t)
1/2η′(st))
)
= ∆(t)αrt
(
αrt−1(ξ
′(rt))αst−1(η
′(st))
)
= ∆(t)〈ξ, η〉l(rt, st)
= αˇt(〈ξ, η〉l)(r, s)
Hence αˇt is an extension of γ
l
t, ∀t ∈ G. By Proposition 7.2, we have that E
l
t = It, ∀t ∈ G, from where
we conlude that γl = αˇ
∣∣
I
. Then 3. is proved.
It remains to show the continuity of γ. We will prove that if ξi is a net in E that converges to ξ,
with ξi ∈ Et−1i
, ξ ∈ Et−1 , then γti(ξi) → γt(ξ). Let ǫ > 0. By the Cohen–Hewitt theorem, there exist
ξ′ ∈ Et−1 , a ∈ Dt−1 , such that ξ = ξ
′a, and we may suppose that a 6= 0. Since Ect−1 is dense in Et−1 ,
there exists η ∈ Ect−1 such that ‖ξ
′ − η‖ < ǫ/4‖a‖. Therefore,
(3) ‖ξ − ηa‖ ≤ ǫ/4
Since the family {Dr}r∈G is continuous, there exists d ∈ Cc(G,A) such that d(t−1) = a. Let us define
ηs = ηd(s
−1). In particular, ηt = ηa. Note that ηs ∈ Ect−1
⋂
Ecs−1 , because η ∈ E
c
t−1 , and d(s
−1) ∈ Ds−1 ,
∀s ∈ G. Since the action of A on E is continuous, and since d is continuous, we have that ηs → ηt in E.
Therefore, there exists i1 such that ∀i ≥ i1 we have:
(4) ‖ξ − ηti‖ ≤ ǫ/4
(In fact, we even have that ηs → ηt in the inductive limit topology, because ‖ηs(r) − ηt(r)‖ =
‖η(r)d(s−1)− η(r)d(t−1)‖ ≤ ‖η‖∞‖d(s−1)− d(t−1)‖).
Let η(r) =
(
r, η′(r)
)
. Since ηs = ηd(s
−1) we must have:(
r, η′s(r)
)
=
(
r, η′(r)
)(
e, d(s−1)
)
=
(
r, αr
(
αr−1(η
′(r)d(s−1))
))
.
Then γsηs(r) =
(
r, γ′sη
′
s(r)
)
=
(
r,∆(s)1/2αrs
(
αs−1r−1(η
′(rs)d(s−1))
))
. Hence the map G×G→ A such
that (s, r) 7−→ γ′sη
′
s(r) is continuous and has compact support. Therefore the map G → C0(A) given
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by s 7−→ γ′sη
′
s is continuous. It follows that ‖γsηs − γtηt‖∞ → 0 when s → t. So we also have that
‖γsηs − γtηt‖ → 0 if s→ t. Hence there exists i2 such that ∀i ≥ i2:
(5) ‖γtiηti − γtηt‖ ≤ ǫ/4
On the other hand, since ξi → ξ, there exists i3 such that ∀i ≥ i3 we have:
(6) ‖ξi − ξ‖ < ǫ/4
Let i0 ≥ i1, i2, i3. Since each γs is an isometry, if i ≥ i0, by (3), (4), (5) and (6) we have that:
‖γti(ξi)− γt(ξ)‖ ≤ ‖γti(ξi)− γti(ηti)‖ + ‖γti(ηti)− γt(ηt)‖ + ‖γt(ηt)− γt(ξ)‖
≤ ‖ξi − ηti‖+ ǫ/4 + ‖ηa− ξ‖
≤ ‖ξi − ξ‖+ ‖ξ − ηti‖+ ǫ/2
< ǫ
This proves that γ is continuous, which ends the proof. 
Our next task is to show that, up to Morita equivalence, the Morita enveloping action is unique. This
will be proved in Proposition 7.6.
Theorem 7.4. Let B = (Bt)t∈G be a Fell bundle over G, E = (Et)t∈G a right ideal of B, and A =
(At)t∈G a sub–Fell bundle of B contained in E. Define kc(E) = {k ∈ kc(B) : k(r, s) ∈ Ers−1 , ∀r, s ∈ G},
and let k(E) be the closure of kc(E) in k(B). Suppose that AE ⊆ E and EE∗ ⊆ A. Then:
(1) kc(A)kc(E) ⊆ kc(E), and k(A)k(E) ⊆ k(E)
(2) kc(E)kc(B) ⊆ kc(E), and k(E)k(B) ⊆ k(E).
(3) kc(E)kc(E)∗ ⊆ kc(A), and k(E)k(E)∗ = k(A). In particular, k(A) is a hereditary sub-C∗-algebra
of k(B).
(4) If span(E∗E
⋂
Bt) is dense in Bt, for every t ∈ G, then the closure of span kc(E)∗kc(E) in kc(B)
in the inductive limit topology is kc(B), and spank(E)∗k(E) = k(B). In particular, k(A) and
k(B) are Morita equivalent.
Moreover, k(E) is invariant under the natural action of G on k(B). In the hipotheses of 4. above, the
natural actions of G on k(A) and on k(B) are Morita equivalent.
Proof. As we have already remarked in Section 6, if A ⊆ B, then k(A) ⊆ k(B).
Let a ∈ kc(A), ξ, η ∈ kc(E), b ∈ kc(B), r, s ∈ G. Then:
1. a ∗ ξ(r, s) =
∫
G a(r, t)ξ(t, s)dt ∈ Art−1Ets−1 ⊆ E
⋂
Brs−1 = Ers−1 . Therefore, kc(A)kc(E) ⊆ kc(E),
and hence k(A)k(E) ⊆ k(E).
2. Note that the second assertion is a consequence of the first one. On the other hand: ξ ∗ b(r, s) =∫
G
ξ(r, t)b(t, s)dt ∈ Ert−1Bts−1 ⊆ E
⋂
Brs−1 = Ers−1 , which proves the first assertion of 2.
3. ξ∗η∗(r, s) =
∫
G ξ(r, t)η(s, t)
∗dt ∈ Ert−1Ets−1 ⊆ A
⋂
Brs−1 . Thus, kc(E)kc(E)
∗ ⊆ kc(A) e k(E)k(E)∗ ⊆
k(A). The equality follows from the Cohen–Hewitt theorem and from the inclusion k(A)k(A)∗ ⊆
k(E)k(E)∗.
4. Let F = spankc(E)∗kc(E) ⊆ kc(B), and consider the dense subalgebra Θ = Cc(G)
⊙
Cc(G) of
Cc(G×G). If ϕ, ψ ∈ Cc(G), ξ, η ∈ kc(E), then:
(ϕ⊗ ψ)ξ∗ ∗ η(r, s) =
∫
G
ϕ(r)ψ(s)ξ(t, r)∗η(t, s)dt =
∫
G
(
(ϕ¯ξ)(t, r)
)∗
(ψη)(t, s)dt = (ϕ¯ξ)∗ ∗ (ψη)(r, s),
where ϕξ(r, s) = ϕ(r)ξ(r, s). Since ϕξ ∈ kc(E), ∀ϕ ∈ Cc(G), ξ ∈ kc(E), we see that ΘF ⊆ F .
Now, let a ∈ Brs−1 be such that a = b
∗c, with b ∈ Etr−1 and c ∈ Ets−1 , for some t ∈ G. Let ξ,
η ∈ kc(E) = Cc(Eν) be such that ξ(t, r) = b, η(t, s) = c, so ξ(t, r)∗η(t, s) = b∗c = a. Let V be a base
of neighborhoods of the identity of G, and (fV )V ∈V an approximate identity of L
1(G) as in 4.14. For
each V ∈ V consider ηtV ∈ kc(E) such that η
t
V (r, s) = fV (t
−1r)η(r, s). The map G → Brs−1 given by
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u 7−→ ξ(u, r)∗η(u, s) is continuous with compact support. Thus, if ǫ > 0, there exists a neighborhood Vǫ
of the identity of G such that, if t−1u ∈ Vǫ, then ‖ξ(u, r)∗η(u, s)− ξ(t, r)∗η(t, s)‖ < ǫ. Hence, if V ⊆ Vǫ:
‖ξ∗ ∗ ηtV (r, s)− a‖ = ‖
∫
G
fV (t
−1u)[ξ(u, r)∗η(u, s)− ξ(t, r)∗η(t, s)]du‖
≤
∫
tV
fV (t
−1u)‖ξ(u, r)∗η(u, s)− ξ(t, r)∗η(t, s)‖du
<
∫
G
fV (t
−1u)ǫdu
= ǫ
Since Brs−1 = span{E
∗
ur−1Eus−1 : u ∈ G}, we conclude that spankc(E)
∗kc(E)
⋂
Brs−1 is dense in Brs−1 ,
∀r, s ∈ G, and hence that spankc(E)∗kc(E) is dense in kc(B) in the inductive limit topology by 6.4.
This, together with 3., proves that k(A) and k(B) are Morita equivalent.
Let β be the natural action of G on k(B), and k ∈ kc(E), t ∈ G. Then βt(k)
∣∣
(r,s)
= ∆(t)k(rt, st) ∈
Ert(st)−1 = Esr−1 , and therefore k ∈ kc(E). It follows that βt(kc(E)) = kc(E), thus βt(k(E)) = k(E).
This completes the proof. 
Corollary 7.5. Let α and β be Morita equivalent partial actions with associated Fell bundles Bα and
Bβ respectively. Let αˇ and βˇ be the natural actions on k(Bα) and k(Bβ). Then αˇ and βˇ are Morita
equivalent. In particular, k(Bα) and k(Bβ) are Morita equivalent.
Proof. Suppose that γ is a partial action that implements the equivalence between α and β. Since the
Morita equivalence of partial actions is transitive, we may replace β by the linking partial action of γ
(see the proof of 5.15 in page 18). In the proof of Proposition 5.15, we constructed a right ideal E of
Bβ such that Bα, E and Bβ satisfy the conditions 1.–4. of Theorem 7.4 (with Bα in place of A and Bβ
instead of B). Now the result follows from 7.4. 
Proposition 7.6. The Morita enveloping action is unique, up to Morita equivalence.
Proof. Since the Morita equivalence of partial actions is transitive, by Corollary 7.5 above it is enough
to show that if (β,B) is an enveloping action of the partial action (α,A) and αˇ is the natural action on
k(A), where A is the associated Fell bundle of α, then β and αˇ are Morita equivalent.
Now, let B be the Fell bundle associated with the enveloping action β, and βˇ the natural action
of G on k(B). Consider the right ideal E of B constructed in the proof of Theorem 4.18, that is,
E = {(t, x) ∈ B : x ∈ A, ∀t ∈ G}. Applying Theorem 7.4, it follows that αˇ and βˇ are Morita equivalent.
Since B is a saturated Fell bundle. by 6.6 we have that k(B) = I, and therefore βˇ M∼ β by 7.3 2. and 3.
In conclusion: αˇ M∼ β. 
Corollary 7.7. Let (α,A) be a partial action with Morita enveloping action (β,B), and assume that
P is an ideal property. Then A has property P if and only if B has property P. In particular, B is
nuclear, liminal, antiliminal or postliminal, if and only if A is respectively nuclear, liminal, antiliminal
or postliminal.
Proof. This is a direct consequence of 6.16, 7.3 and 7.6. 
8. Partial actions induced on Aˆ and Prim(A)
Let α be a partial action on the C∗-algebra A that has a Morita enveloping action β acting on a
C∗-algebra B. One can see that α induces partial actions on Aˆ and Prim(A), the spectrum of A and
the primitive ideal space of A respectively. In this part we will show that the enveloping actions of these
partial actions are precisely the actions induced by β on Bˆ and Prim(B) respectively.
Let us fix some notation. If I ⊳ A let OI = {P ⊳ A : P is primitive and P 6⊇ I}, that is,
{OI : I ⊳ A} is the Jacobson topology of Prim(A). Recall that there is a natural map κ : Aˆ→ Prim(A),
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given by κ([π]) = kerπ, that is surjective but in general not injective. The topology of Aˆ is the initial
topology defined by κ, so the open sets are of the form VI = κ−1(OI). With this topology Aˆ is locally
compact, and it is compact if A is unital ([14], VII-6.11). The restriction maps r : OI → Prim(I), such
that r(P ) = P ∩ I, and r : VI → Iˆ, such that r([π]) = [π
∣∣
I
], are homeomorphisms.
Proposition 8.1. Let β : G×B → B be a continuous action of G on the C∗-algebra B. Then:
(1) βˆ : G× Bˆ → Bˆ such that βˆt([π]) = [π ◦ βt−1 ] is a continuous action.
(2) β˜ : G× Prim(B)→ Prim(B) such that β˜t(P ) = βt(P ) is a continuous action.
Proof. A proof of 1. may be found in [26], 7.1. To prove 2., note that the following diagram commutes:
G× Bˆ
id×κ
//
βˆ

G× Prim(B)
β˜

Aˆ κ
// Prim(B)
Since Bˆ has the initial topology induced by κ, then Prim(B) is precisely the topological quotient space
of Bˆ with respect to κ, and therefore G × Prim(B) is the topological quotient space of G × Bˆ with
respect to id× κ. Thus, β˜ is continuous if and only if β˜(id× κ) is continuous; but β˜(id× κ) = κβˆ, and
κβˆ is continuous. 
It is possible to give a direct proof of the following result, but we will obtain it indirectly from 8.3
and 8.5.
Proposition 8.2. Let α = ({Dt}t∈G, αtt∈G) be a partial action G on the C
∗-algebra A.
(1) For each t ∈ G let Ot := ODt = {P ∈ Prim(A) : P 6⊇ Dt}. Then α˜ = ({Ot}t∈G, {α˜t}t∈G) is
a set theoretic partial action of G on Prim(A), where α˜t(P ) is the unique primitive ideal of A
such that α˜t(P ) ∩Dt = αt(P ∩Dt−1).
(2) For each t ∈ G, let Vt := {[π] ∈ Aˆ : π
∣∣
Dt
6= 0}, that is, Vt = κ−1(Ot), where Ot is like in 1.
Then αˆ = ({Vt}t∈G, {αˆt}t∈G) is a set theoretic partial action of G on Aˆ, where, if [π] ∈ Vt, then
αˆt([π]) is the class of the unique extension of π ◦ αt−1 : Dt → B(Hπ) to all of A.
Suppose that the partial action (α,A) has an enveloping action (β,B). Since A ⊳ B, Aˆ is naturally
homeomorphic to an open subset of Bˆ, and therefore the action βˆ restricted to this open set defines, via
this homeomorphism, a partial action of G on αˆ. We show next that this partial action agrees with αˆ.
Similarly, the restriction of β˜ to Prim(A) agrees with α˜.
Proposition 8.3. Let α be a partial action on the C∗-algebra A, with enveloping action β acting on
the C∗-algebra B. Then (α˜,Prim(A)) and (αˆ, Aˆ) are partial actions, and:
(1) (β˜,Prim(B)) is the enveloping action of (α˜,Prim(A)), and
(2) (βˆ, Bˆ) is the enveloping action of (αˆ, Aˆ).
Proof. We identify Prim(A) with OA through the homeomorphism r−1. Thus α˜ = ({Ot}, {α˜t}) becomes:
Ot = {P ∈ Prim(B) : P 6⊇ Dt}, and if P ∈ Ot−1 , then α˜t(P ) ∈ Ot is the unique primitive ideal of B
such that α˜t(P ) ∩Dt = αt(P ∩Dt−1). Let us see first that dom(β˜t
∣∣
OA
) = dom α˜t:
dom(β˜t)
∣∣
OA
= {P ∈ Prim(B) : P ∈ OA e β˜t(P ) ∈ OA} = OA ∩ Oβ˜
t−1
(A) = OA∩β˜
t−1
(A) = dom(α˜t).
Now, if P ∈ Ot−1 , we have that β˜t(P ) = βt(P ) 6⊇ Dt, and hence β˜t(P ) ∈ Ot. But βt(P ) ∩ Dt =
βt(P ∩ βt−1(Dt)) = αt(P ∩Dt−1). Then β˜t(P ) agrees with α˜t(P ); in particular α˜ is a partial action.
It remains to verify that the β˜-orbit of OA is Prim(B). Suppose that there exists P ∈ Prim(B) such
that P 6= β˜t(Q), ∀Q ∈ OA. Then β˜t(P ) /∈ OA, ∀t ∈ G, that is, βt(P ) ⊇ A, ∀t ∈ G. But then P ⊇ βt(A),
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∀t ∈ G, and therefore P ⊇ [β(A)] = B, because β is the enveloping action of α. The contradiction
implies that every primitive ideal belongs to the β˜-orbit of some element of OA.
As for βˆ and αˆ, identify Aˆ with VA via r−1. Then αˆ = ({Vt}, {αˆt}) becomes: Vt = {[π] ∈ Bˆ : π
∣∣
Dt
6=
0}, and for [π] ∈ Vt−1 , αˆt([π]) is the class of the unique extension to B of the irreducible representation
π ◦ αt−1 of Dt. From the computations above it follows that dom(βˆ)
∣∣
VA
= Vt−1 = dom(αˆt). On the
other hand, if [π] ∈ Vt−1 , then (π◦βt−1) is an extension to B of the representation π◦αt−1 , and therefore
βˆt([π]) agrees with αˆt([π]). It remains to show that the βˆ-orbit of VA is all of Bˆ, and this is similar to
which has been done previously for α˜ and β˜: if [π] /∈ βˆt(VA), ∀t ∈ G, then π
∣∣
βt(A)
= 0, ∀t ∈ G, and
therefore π = 0, what is a contradiction. 
Lemma 8.4. Let γ = ({Et}t∈G, {αt}t∈G) be a partial action of G on a positive C∗-tring E, and
let (β,B) = (γl, El), (α,A) = (γr, Er). Consider the set theoretic partial actions (β˜,Prim(B)) and
(α˜,Prim(A)) induced by β and α on Prim(B) and Prim(A) respectively (see Proposition 8.2). Then
the Rieffel homeomorphism R : Prim(B) → Prim(A) is an isomorphism of set theoretic partial actions
R : β˜ → α˜. A similar statement stands for the set theoretic partial actions βˆ and αˆ induced by β and α
on the corresponding spectra Bˆ and Aˆ of B and A.
Proof. It is well known that if P ∈ Prim(B), then R(P ) ∈ Prim(A), and also that R is a homeomorphism
(see for instance Corollary 3.33 of [26]). Since R(Elt) = E
r
t , it follows that R(O
B
t ) = O
A
t . Let I ⊳ B.
Then βt
(
Elt−1 ∩ I
)
is an ideal of Elt, and therefore there exists a unique F ⊳ Et such that F
l =
βt
(
Elt−1 ∩ I
)
. We claim that F = γt(Et−1 ∩ IE). Indeed, 〈F, F 〉l = 〈γt(Et−1 ∩ IE), γt(Et−1 ∩ IE)〉l =
βt(〈Et−1 ∩ IE,Et−1 ∩ IE〉l), so F
l = βt(E
l
t−1 ∩ I). Similarly, if J ⊳ A, we have that αt
(
Ert−1 ∩ J
)
=(
γt(Et−1 ∩EJ)
)r
. Now, if P ∈ OBt−1 , then β˜t(P ) = Q, where Q ∈ Prim(B) is the unique primitive ideal
such that Q ∩ Elt = βt
(
Elt−1 ∩ P
)
. Since R is a lattice isomorphism, it follows that R(Q) ∩ R(Elt) =
R
(
βt(E
l
t−1 ∩ P
)
. That is,
R(Q) ∩Ert =
(
Et−1 ∩ PE
)r
= αt
(
Ert−1 ∩ (PE)
r
)
= αt
(
Ert−1 ∩ R(P )
)
.
Thus, since R(Q) is a primitive ideal, it must agree with α˜t
(
R(P )
)
. It follows that R : β˜ → α˜ is a
morphism of set theoretic partial actions. Similarly, its inverse map R : α˜ → β˜ is a morphism, so R is
an isomorphism between the set theoretic partial actions β˜ and α˜.
The proof of the corresponding statement for βˆ and αˆ is similar and it is left to the reader. 
Proposition 8.5. Let (α,A) be a partial action of G on the C∗-algebra A, and let (β,B) be its Morita
enveloping action. Then (α˜,Prim(A)) and (αˆ, Aˆ) are partial actions, and:
(1) (β˜,Prim(B)) is the enveloping action of (α˜,Prim(A)), and
(2) (βˆ, Bˆ) is the enveloping action of (αˆ, Aˆ).
Proof. Since β is the Morita enveloping action of α, this one is Morita equivalent to β
∣∣
I
, for some
ideal I of B. By 8.3, β
∣∣
I
is a partial action on Prim(I). On the other hand, R is a homeomorphism,
and therefore α˜ is continuous, that is, α˜ is a partial action on Prim(A). Since (β˜,Prim(B)) is the
enveloping action of (β˜
∣∣
I
,Prim(I)) and R is an isomorphism of partial actions between (β˜,Prim(B))
and (α˜,Prim(A)), it follows that (β˜,Prim(B)) is the enveloping action of (α˜,Prim(A)). The proof of 2.
is similar. 
Corollary 8.6. If (α,A) is a partial action with Morita enveloping action (β,B), then:
Aˆ = Prim(A) ⇐⇒ Bˆ = Prim(B).
Proof. By 8.5 we have that (βˆ, Bˆ) is the enveloping action of αˆ and that (β˜,Prim(B)) is the enveloping
action of α˜. Suppose that αˆ = α˜. Since the enveloping action is unique, we have that (βˆ, Bˆ) =
(β˜,Prim(B)). The converse is clear. 
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The following result may be thought of as a non–commutative version of the well known fact that
the integral curves of a vector field on a compact manifold X are defined on all of R.
Corollary 8.7. Suppose that α is a partial action of G on the C∗-algebra A, with Morita enveloping
action (β,B). If Prim(A) is compact (this is true if A is unital), then there exists an open subgroup H
of G such that the restriction of α to H is a global action. In particular, if G is a connected group, then
α is a global action.
Proof. If A is unital, then Prim(A) is compact by [14], VII-6.11. Now, if Prim(A) is compact, by 2.4
there exists an open subgroup H of G such that α˜ restricted to H is a global action on Prim(A), and
therefore every primitive ideal of A is in the domain of α˜s, ∀s ∈ H . By the definition of α˜, this implies
that there is no primitive ideal of A containing the ideal Ds−1 , and hence Ds−1 = A, ∀s ∈ H . Therefore
α
∣∣
H×A
is a global action. If G is connected, then G = H . 
9. Takai duality for partial actions
In this last section of the paper we relate our previous results on enveloping actions with Takai duality
for partial actions. If we tried to translate naively Takai duality from the context of global actions to
our case of partial ones, it should be expressed as follows: if α is a partial action of G on A and δ is the
dual coaction of G on A⋊α,r G, then A and A⋊α,r G⋊δ Gˆ are Morita equivalent. However, as pointed
out by Quigg in [23], this version of Takai duality fails for partial actions, and its failure is proportional
to the “partialness” of α.
In what follows we show that we still have a Takai duality for partial actions, which may be briefly
expressed in this manner: if δˆ is the dual action of G on A⋊α,r G⋊δ Gˆ, then
(
δˆ, A⋊α,r G⋊δ Gˆ
)
is the
Morita enveloping action of (α,A). In other words, A is no longer Morita equivalent to A⋊α,r G⋊δ Gˆ,
but to an ideal I of this double crossed product, in such a way that this ideal together with the dual
action allow us to recover the whole double crossed product.
To be more precise, we will prove that if Bα is the Fell bundle associated to the partial action α, and
αˇ is the natural action on k(Bα), then the dynamical systems
(
αˇ, k(Bα)
)
and
(
δˆ, A ⋊α,r G ⋊δ Gˆ
)
are
isomorphic.
Before proceeding, let us recall some basic facts about crossed products by coactions; for more details,
the reader is referred to [15] and [17]. The tensor product we consider is the minimal tensor product. If
A and B are C∗-algebras, set M˜(A
⊗
B) := {m ∈M(A
⊗
B) : m(1 ⊗B) + (1⊗B)m ⊆ A
⊗
B}. Let
wG : L
2(G×G)→ L2(G×G) be the unitary operator such that wG(ξ)
∣∣
(r,s)
= ξ(r, r−1s). Its adjoint is
w∗G(ξ)
∣∣
(r,s)
= ξ(r, rs). The comultiplication on C∗r (G) is δG : C
∗
r (G) → M˜
(
C∗r (G)
⊗
C∗r (G)
)
given by
δG(x) = wG(x ⊗ 1)w∗G, ∀x ∈ C
∗
r (G). A coaction of the locally compact group G on a C
∗-algebra A is
an injective homomorphism δ : A → M˜
(
A
⊗
C∗r (G)
)
such that for any approximate unit (ei)i∈I of A
we have that δ(ei) converges strictly to 1 in M˜
(
A
⊗
C∗r (G)
)
, and such that (δ ⊗ id)δ = (id⊗ δG)δ. In
particular, δG is a coaction of G on C
∗
r (G).
Suppose that δ : A→ M˜
(
A
⊗
C∗r (G)
)
is a coaction of G on A. The reduced crossed product A⋊δ,r Gˆ
of A by the coaction δ is:
A⋊δ,r Gˆ :=
{
δ(a)(1 ⊗ ϕ) : a ∈ A, ϕ ∈ C0(G)
}
⊆M
(
A
⊗
K
)
,
where ϕ ∈ C0(G) acts by multiplication on L2(G).
If δ is a coaction of G on A, then there exists a canonical action δˆ of G on A⋊δ,r Gˆ. This action is
called the dual action of G on A⋊δ,r Gˆ, and it is characterized by the fact that it verifies δˆt
(
δ(a)(1⊗ϕ)
)
=
δ(a)(1⊗ ϕt) where, if ϕ ∈ C0(G), then ϕt(s) = ϕ(st), ∀s ∈ G.
Now consider a Fell bundle B = (Bt)t∈G, and let BG be the trivial Fell bundle over G, that is, the Fell
bundle associated with the trivial action of G on C. We have a Fell bundle B
⊗
BG over G×G, whose
reduced C∗-algebra is naturally isomorphic to C∗r (B)
⊗
C∗r (G). We also have that L
2(B
⊗
BG) ∼=
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L2(B)
⊗
L2(G) (see [1] or [2]). Let wB : L
2(B
⊗
BG) → L2(B
⊗
BG) be such that wB(ξ)
∣∣
(r,s)
=
ξ(r, r−1s). Then wB is an adjointable operator, in fact unitary, with adjoint w
∗
B such that w
∗
B(ξ)
∣∣
(r,s)
=
ξ(r, rs). Now consider the map L
(
L2(B)
)
→ L
(
L2(B
⊗
BG)
)
such that x 7−→ wB(x ⊗ 1)w
∗
B. Let
δB : C
∗
r (B)→ M˜
(
C∗r (B)
⊗
C∗r (G)
)
be the restriction of this map to C∗r (B). Then δB is a coaction of G
on C∗r (B) ([13]), called the dual coaction of G on C
∗
r (B).
Let f ∈ Cc(B), ξ ∈ Cc(B) ⊆ L
2(B), and x ∈ Cc(G) ⊆ L
2(G). Then we have:
δB(Λf )(ξ ⊗ x)
∣∣
(r,s)
= wB(Λf ⊗ 1)w
∗
B(ξ ⊗ x)
∣∣
(r,s)
= (Λf ⊗ 1)w
∗
B(ξ ⊗ x)
∣∣
(r,r−1s)
=
∫
G
(Λf(t) ⊗ 1)w
∗
B(ξ ⊗ x)
∣∣
(t−1r,r−1s)
dt
=
∫
G
(Λf(t) ⊗ 1)(ξ ⊗ x)
∣∣
(t−1r,t−1s)
dt
=
∫
G
f(t)ξ(t−1r) ⊗ x(t−1s)dt
=
∫
G
(Λf(t) ⊗ λt)(ξ ⊗ x)
∣∣
(r,s)
dt.
Consider the representation of B given by bt → Λbt ⊗ λt ∈ L
(
L2(B)
⊗
L2(G)
)
. It follows from the
computations above that the integrated form of this representation factors through δ. Thus if π :
C∗r (B)→ B(H) is a faithful representation, then δB(Λf ) = πλ, where πλ is the integrated representation
of B → B
(
L2(G,H)
)
such that bt 7−→ λt ⊗ π(bt).
Let α be a partial action, and Bα its associated Fell bundle. The next result shows the form that Takai
duality has for partial actions: (β, k(B)) and (δˆB, C∗r (B)⋊δB,r Gˆ) are isomorphic dynamical systems.
Proposition 9.1. Let B = (Bt)t∈G be a Fell bundle over G, δ the dual coaction of G on C∗r (B), δˆ
the dual action of G on C∗r (B) ⋊δ,r Gˆ, and β the natural action of G on k(B). Then there exists an
isomorphism σ : k(B)→ C∗r (B)⋊δ,r Gˆ such that σβt = δˆtσ, ∀t ∈ G.
Proof. We may assume, without loss of generality, that C∗r (B) ⊆ B(H) non–degenerately, for some
Hilbert space H . Therefore also B ⊆ B(H), and C∗r (B)⋊δ,r Gˆ ⊆ B
(
L2(G,H)
)
.
On the other hand, by 6.11, the inclusion B →֒ B(H) defines a faithful representation σ : k(B) →
B
(
L2(G,H)
)
such that, if k ∈ kc(B), x ∈ L2(G,H), then σ(k)
∣∣
r
=
∫
G
k(r, s)x(s)ds.
Now, if f ∈ Cc(B), ϕ ∈ Cc(G) ⊆ C0(G), and ξ ∈ Cc(G) ⊆ L2(G), h ∈ H , we have:
δ(f)(1⊗ ϕ)(ξ ⊗ h)
∣∣
r
=
∫
G
λs(ϕξ)(r)f(s)hds
=
∫
G
ϕ(s−1r)ξ(s−1r)f(s)hds
=
∫
G
ϕ(t−1)ξ(t−1)f(rt)hdt
=
∫
G
∆(s)−1ϕ(s)ξ(s)f(rs−1)hds
= σ(kϕ,f )(ξ ⊗ h)
∣∣
r
,
where kϕ,f (r, s) = ∆(s)
−1ϕ(s)f(rs−1). Thus, σ(kϕ,f ) = δ(f)(1⊗ϕ), and hence σ
(
k(B)
)
⊇ C∗r (B)⋊δ,r Gˆ.
To prove the converse inclusion, it is enough to show that F := span{kϕ,f : ϕ ∈ Cc(G), f ∈ Cc(B)} is
dense in kc(B) in the inductive limit topology. This will follow from Lemma 6.4. For given φ, ψ ∈ Cc(G),
let φ ⋄ ψ : G × G → C be such that φ ⋄ ψ(r, s) = φ(s)ψ(rs−1). It is clear that φ ⋄ ψ is continuous and
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has compact support. Let Θ := span{ψ1 ⋄ ψ2 : ψ1, ψ2 ∈ Cc(G)}. Then Θ is dense in C0(G × G) by
the Stone–Weierstrass theorem. In particular, Θ is a dense subspace Cc(G × G) in the inductive limit
topology. Let us see that ΘF ⊆ F : if ψ1 ⋄ ψ2 ∈ Θ, kϕ,f ∈ F , we have:
(ψ1 ⋄ ψ2)kϕ,f (r, s) = ∆(s)
−1ψ1(s)ψ2(rs
−1)ϕ(s)f(rs−1) = kψ1ϕ,ψ2f (r, s).
Now, it is clear that F (r, s) = Brs−1 , ∀r, s ∈ G. This shows that F is dense in k(B), and therefore
σ : k(B)→ C∗r (B)⋊δ,r Gˆ is an isomorphism. Finally, if t ∈ G we have:
σ−1
(
δˆt(δ(f)(1⊗ ϕ)
)
= kϕt,f .
On the other hand:
βt(kϕ,f )
∣∣
(r,s)
= ∆(t)kϕ,f (rt, st) = ∆(t)∆(st)
−1ϕ(st)f(rs−1) = ∆(s)−1ϕt(s)f(rs
−1) = kϕt,f
∣∣
(r,s)
,
so σβt(kϕ,f ) = δˆtσ(kϕ,f ), and since F is dense in k(B), it follows that σβt = δˆtσ. 
Remark 9.2. Since k(B) is isomorphic to C∗r (B)⋊δ,rGˆ, we may apply Corollary 7.7 (or 6.16) to C
∗
r (B)⋊δ,r
Gˆ. In particular, we have that C∗r (B)⋊δ,r Gˆ is nuclear, liminal, antiliminal or postliminal, if and only
if Be is respectively nuclear, liminal, antiliminal or postliminal. This was already known for discrete
groups ([22],[20]).
We also conclude that if A and B satisfy conditions 1.–3. in Theorem 7.4, then C∗r (A) ⋊δ,r Gˆ is an
hereditary sub-C∗-algebra of C∗r (B)⋊δ,r Gˆ. If they also satisfy condition 4. in 7.4, then
(
C∗r (A)⋊δ,r Gˆ, δˆ
)
and
(
C∗r (B)⋊δ,r Gˆ, δˆ
)
are Morita equivalent dynamical systems. In particular, if (α,A) and (β,B) are
Morita equivalent partial actions, then
(
A⋊α,rG⋊δ,rGˆ, δˆ
)
and
(
B⋊β,rG⋊δ,rGˆ, δˆ
)
are Morita equivalent.
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