We propose a robust technique for reducing the ionospheric distortions in spaceborne synthetic aperture radar (SAR) images. It is based on probing the terrain on two distinct carrier frequencies. Compared to our previous work on the subject (Smith and Tsynkov 2011 SIAM J. Imaging Sciences 4 501-42), the increase in robustness is achieved by applying an area-based image registration algorithm to the two images obtained on two frequencies. This enables an accurate evaluation of the shift between the two images, which, in turn, translates into an accurate estimate of the total electron content and its along-track gradient in the ionosphere. These estimates allow one to correct the matched filter and thus improve the quality of the image. Moreover, for the analysis of SAR resolution in the current paper we take into account the Ohm conductivity in the ionosphere (in addition to its temporal dispersion), and also consider the true Kolmogorov spectrum of the ionospheric turbulence, as opposed to its approximate representation that we have used previously.
Introduction
Synthetic aperture radar (SAR) uses microwave electromagnetic pulses for imaging the surface of the Earth from airplanes or satellites. To actually build the image, i.e. to reconstruct the ground reflectivity function, the raw signals scattered from the Earth's surface and received by the radar antenna need to be processed by means of a matched filter [1] . The filter is called matched because its parameters are supposed to match those of the received signal in a certain way. Mathematically, one can show that the received signal can approximately be interpreted as a Fourier transform of the ground reflectivity function, whereas filtering that yields the image is analogous to the inverse transform.
When the signal of a spaceborne radar travels between the satellite and the ground, it becomes subject to temporal dispersion in the Earth's ionosphere [2] . The dispersion distorts the signal, and if the filter does not account for that, a mismatch occurs and the quality of the image deteriorates [3] . The extent of deterioration becomes smaller as the ratio of the Langmuir frequency of the ionospheric plasma to the carrier frequency of the radar decreases. Therefore, many modern spaceborne SAR instruments (e.g., TerraSAR-X) operate in the X-band, i.e. at frequencies of around 10 GHz.
However, radar operating at lower carrier frequencies, in particular, in the UHF or even VHF band, i.e. in the range of hundreds of megahertz (also referred to as the P-band [4] ), has at least one key advantage, which is a better surface/foliage penetrating capability. At the same time, the images are much more sensitive to ionospheric distortions. Hence, an effort aimed at developing the means for reducing or removing those distortions is justified. Some performance criteria for the correction of ionospheric effects in SAR images obtained at low frequencies are discussed in [5] .
In [3, 6] , we have analyzed the propagation of radar pulses (linear upchirps) in the ionosphere modeled as weakly dispersive dilute cold plasma. The transverse electric field in such a medium is governed by the Klein-Gordon equation (dispersive wave equation), see formula (1) . Our analysis has enabled an accurate quantification of the group delay and phase advance that characterize the propagation, as well as of the changes in the chirp duration and rate, for both homogeneous and inhomogeneous ionosphere. As such, it has led to a precise description of the mismatches between the received signal and the matched filter. Those mismatches have been shown to be the primary source of image distortions, and the distortions have been quantified in terms of how the image resolution and sharpness depend on the parameters of the ionospheric plasma, primarily its total electron content (TEC) along the signal trajectory. This part of the study involved building and analyzing the generalized ambiguity function (GAF) for the radar that would take into account the dispersive propagation in the ionosphere.
We have also shown in [6] that when probing the terrain, and hence the ionosphere, on two distinct carrier frequencies, the resulting two images, while both incorrect per se, can be used to reconstruct the unknown TEC. Specifically, a given object or feature in the scene will be displaced from its true position if imaged through the ionosphere. Considering the same object or feature imaged on two carrier frequencies, we can write down a system of equations in which the two observed distances to the object will be the data and the true distance and the TEC will be the unknowns. Solving for the TEC, we can obtain it as a function of the shift between the two images.
Having derived the TEC at the precise time and place the image was taken (this is very important, because the parameters of the ionosphere may change rapidly), we can correct the matched filter by introducing the actual phase and group travel times, as well as the new chirp rate, computed via the TEC. Then, by re-processing the raw data with the new filter, we can obtain an improved image. By evaluating and analyzing the new GAF that is built with the help of the corrected filter, we have been able to show that the quality of the image indeed becomes better. Specifically, the distortions in range are completely removed, whereas the distortions in azimuth are removed in their deterministic part, i.e. in the part that is not due to the turbulent fluctuations of the electron number density in the ionosphere. The reason for this 'unevenness' between the range and azimuth is that the performance of a spaceborne SAR in range is practically not affected by the ionospheric turbulence due to the ergodicity of the random field that represents the fluctuations, whereas the performance in azimuth is sensitive to both the deterministic and random components of the electron number density.
It is to be noted that the idea of dual carrier probing for quantifying the ionospheric distortions of satellite radio signals has been used in the GPS community for quite some time. For example, the near-realtime GPS-derived global TEC maps are available on-line at http://swaciweb.dlr.de. In the literature, the study [7] discusses general effects of the ionosphere on the satellite to land radio propagation in the UHF and L bands. Paper [8] exploits the TEC data obtained from GPS-based measurements for evaluating the extent of defocusing in spacebased SAR images. The fundamental difference between the GPS and SAR though is that in GPS there is a 'sufficiently smart' receiver on the ground that can interpret the data it receives on two frequencies. In SAR, on the other hand, the imaged terrain is assumed completely passive. Moreover, no artificial targets with a priori known characteristics are, generally speaking, available, and the parameters of the ionosphere must be determined from the same data that are used to form the image itself (scattered field received by the antenna in orbit).
Unlike in GPS, the application of dual carrier probing for quantifying and mitigating the distortions of spaceborne SAR images is new, see [3, 6] . The key consideration is precisely the use of the same (redundant) data for both the image formation and the TEC reconstruction. Indeed, if the TEC data are acquired at a different location and/or different time, they may reflect a different state of the ionosphere and hence appear not particularly helpful for correcting the matched filter to be used for a given image.
Prior to our work [3, 6] , we were aware of only one paper [9] that briefly touches upon the idea of two frequencies for SAR, and also of an equally brief comment in [10, page 381] . The authors of [9] suggest that the two frequencies can be taken from the available bandwidth, but never actually develop the approach beyond mentioning it as a potential strategy for obtaining the TEC. Another group of publications [11] [12] [13] [14] discusses and demonstrates the use of two sub-bands in the context of SAR interferometry. Some of the methods of [11] [12] [13] [14] also utilize the aforementioned difference in the displacement between the two images. The interferometric approach, however, allows one to reconstruct only the differential TEC 3 , although with very high accuracy [13, 14] . Given the satellite revisit time of several days that characterizes both existing and future SAR systems, and the volatility of the ionosphere, the requirement of having a repeat acquisition makes the acquired information less valuable for many practical applications.
Several alternative approaches to deriving the ionospheric TEC have also been proposed in the literature. Some of them are motivated by the launch of the Japanese Advanced Land Observation Satellite (ALOS) that carries a phased array SAR instrument (PALSAR) operating in the L-band. In [15] and [16] , it is proposed to use the Faraday rotation for retrieving the TEC information from the fully polarimetric quad-channel SAR data, in the case that the corresponding SAR sensor provides this capability (which ALOS PALSAR does, see [17, section 10.4] ). The authors of [15] also present the estimates of the group delays and phase advances for a non-turbulent ionosphere similar to those obtained in our earlier paper [3] . An even earlier publication discussing the effect of Faraday rotation on polarimetric SAR is [18] . Of course, if the fully polarimetric data are not available (or, otherwise, if polarimetry puts too high of a demand on storage, downlink capacity, etc), then the approach based on the Faraday rotation is not going to work. For example, the authors of [9] also rely on the Faraday rotation for TEC reconstruction, but emphasize that for other types of sensors (e.g., single channel), an explicit a priori estimate of the Faraday rotation is needed for introducing corrections. The authors of [11] indicate that in the absence of external information, one can use autofocus algorithms (see [19, section 3.9 .1] or [20, 21] ) to obtain the TEC, whereas the SAR system itself (L-band) can be efficient in obtaining the difference of the TEC distributions between the two radar acquisitions. The authors of [22] present two approaches; the first one involves a spaceborne radar operating at a very low frequency, below the Langmuir value, and is similar to the traditional ground-based sounding. The second one uses a higher frequency and derives the TEC information by analyzing the returns from the specially chosen bright point targets.
The authors of [23] employ a simplified model known as the ionospheric phase screen to analyze the effect of auroral arcs (special electron density irregularities) on spaceborne SAR images taken in the polar regions of the Earth. Finally, the authors of [24] introduce two methods for measuring the ionospheric TEC based on single-polarized data. The first one estimates the TEC from the phase error of the filter mismatch and requires high contrast strong point targets such as corner reflectors within an otherwise dark area; the second one requires two different interrogating waveforms, up and down linear chirps, and estimates the TEC from the path-delay differences between them. We note that none of these papers, see [15, 18, [11] [12] [13] [14] [22] [23] [24] , provides a comprehensive analysis of how the reconstructed TEC can be used for correcting the filter and subsequently improving the image.
As far as our own work is concerned, having demonstrated in [6] that the filter corrected by dual carrier probing indeed helps improve the image, we have proceeded to analyze the robustness and accuracy of the TEC reconstruction itself. The goal was to see what happens if the TEC is reconstructed not precisely, but with some error. The reason the TEC reconstruction may be prone to an error is that the formula for the TEC derived in [3, 6] by taking the two distances to a given object as the data appear poorly conditioned with respect to each individual distance. The first obvious remedy is to use several distinct objects instead of just one. In this case, the overall error can be reduced by a factor of √ L, where L is the number of objects, see [6] (under a natural assumption that the values of the TEC computed for individual objects can be interpreted as independent random variables). However, a more promising approach is to use the technique known as area-based image registration [25] . It allows one to superimpose the two shifted images and obtain the shift as an independent quantity that is not related to the distance from the satellite. The accuracy of the modern registration techniques can be as high as a few per cent of the resolution pixel, see, e.g., [26] [27] [28] [29] [30] .
In the current paper, we are showing that if an area-based image registration approach that uses the phase correlation (see, e.g., [31, 32] ) is employed for evaluating the shift, then the robustness, and hence the accuracy of the TEC reconstruction, considerably improves. We obtain specific quantitative estimates of how the error in the value of the shift affects the error in the TEC and how the latter, in turn, affects the final quality of the image. Of course, these results withstand a natural 'backward compatibility check.' If we assume that there is no error in the value of the shift, then there will be no error in the value of the TEC, and eventually all the deterministic distortions of the image will be completely removed, as in [6] .
For the rest of the paper, we will assume that the SAR imaging is done in the stripmap mode, and that it is broadside, i.e. that the antenna always points in the direction normal to the orbit, see figure 1. We will also employ the start-stop approximation for our analysis [1, 33] . In table 1, we present the key parameters and their typical values that we use hereafter. Note that along with the physical units of the TEC, cm −2 , used in table 1, engineering units defined as 1 TECU = 10 12 cm −2 can often be found in the literature.
In section 2, we analyze the mechanism of distortions for the case of vertically stratified and horizontally homogeneous ionosphere. In section 3, we take into account a possible horizontal variation of the ionosphere. In section 4, we introduce the dual carrier probing as a way of reconstructing the characteristics of the ionosphere (the TEC and the first moment of the azimuthal gradient of the electron number density), and show how the robustness of reconstruction can be improved with the help of image registration. In section 5, we show how the filter can be corrected using the ionosphere parameters obtained by dual carrier probing, and how the corrected filter helps improve the quality of the image. In section 6, we analyze the effect of ionospheric turbulence, and in section 7, we draw some conclusions and discuss future work. 
Ionospheric distortions of SAR images

Propagation of radar signals and construction of a SAR image
High-frequency transverse electromagnetic waves in cold plasma are governed by the KleinGordon equation [3, appendix A] :
In formula (1) , n e , m e and ω pe are the electron concentration (i.e. number density), mass and plasma frequency, respectively, and ϕ is any transverse component of the wave's electric or magnetic field. For n e = 0 (i.e. in vacuum), equation (1) reduces to the standard wave (d'Alembert) equation. A plane electromagnetic wave has the form:
where ω = 2π f is the angular frequency and k is the wavenumber, |k| = 2π/λ = 2π f /c. Substituting (2) into (1), we obtain the dispersion relation for the Klein-Gordon equation:
which yields the following expression for the dielectric constant ε of a cold plasma:
The phase and group velocities of high-frequency electromagnetic waves in a medium described by (3) differ from the speed of light:
where we have assumed that ω ω pe (see table 1 ). From (5), we find that v ph > c, which results in a 'phase advance,' and v gr < c, which leads to a 'group delay. ' A single-frequency-modulated pulse emitted by SAR is often taken as a linear chirp:
In formula (6) 
is the chirp rate,
is the bandwidth of the chirp and τ is its duration. The envelope A(t ) of the pulse is assumed to vary slowly compared to the fast carrier oscillation e iω 0 t . For the chirp (6) that has originated at x and is propagating in vacuum (ω pe = 0 in (1)), the time evolution at z is given by the retarded potential of the d'Alembert operator:
Once the field (7) reaches the target, it gets scattered. As in [6] , we assume that the scattering is linearized, so that each point z of the target is considered a source of the scattered field with intensity
where ν(z) is the target backscattering reflectivity. Thus, the scattered field received by the antenna at the same location x is given by
whereν
The SAR image is obtained by first applying a matched filter to the received field (9) . The matched filter is defined as follows. Assuming that there is a point scatterer at the reference location y, the resulting field at (t, x) is obtained by substituting ν(z) = δ(z − y) into formula (9):
The filter is given by P(t − 2|x − y|/c), which is a complex conjugate of ψ 1 up to a constant factor −ω 2 0 /16π 2 and a slowly varying denominator. The idea of matching is to have the large phase cancel in the exponent (see (6) ), as shown by our subsequent derivations. The application of this filter yields
The transformations (9) and (11) can be thought of as direct and inverse Fourier integral operators acting between ψ (t, x) andν(x, z). The interior integral W (y, z) in the last expression of (11) is called the point spread function, see [1, 34] . The 'ideal' point spread function would be equal to δ(y − z) so that the triple integral in (11) would result in I(y) ∼ν(x, y), and hence the inversion would be perfectly accurate. While this is not achievable in practice due to bandwidth and other limitations, the goal of the SAR signal processing is to make the point spread function as close to the idealized delta shape as possible in order to minimize the geometric distortions between the original unknown function ν(z) and the result of the inversion (i.e. the image) I(y). The next step in building the image is to sum up the contributions from a series of pulses emitted and received by the antenna at times/locations (t n , x n ). If for each n, we process the signal and build the point spread function according to (11) :
then the overall GAF will be given by the coherent sum of the respective contributions (12) :
The range of values of x n , n = −N/2, . . . , N/2 (in the direction along the orbit), that contribute to the sum (13) is called the synthetic aperture of the radar L SA . The actual number of terms N also depends on the pulse repetition frequency (see table 1 ) N = f p L SA /v SAT , and is usually of the order of several thousands. The synthetic aperture may not exceed the range of those x n from which a given z on the ground is illuminated for a specific radiation pattern of the antenna, or equivalently, for which z happens to be inside the radar beam footprint on the ground, see figure 1. In the simplest case, the angular width of the antenna beam is ∼ 2λ 0 , where is the antenna size (about 10 m), see [3, appendix B] , so that the size of the footprint is ∼ 2λ 0 R and L SA 2λ 0 R. One can show [1] that the GAF W (y, z) of (13) can approximately be represented as a product of the range factor:
and the azimuthal factor
so that
If ω pe = 0, then the propagation of waves governed by equation (1) is accompanied by temporal dispersion. The case of homogeneous dispersive ionosphere (ω pe = const) is analyzed in appendix A. Under the assumptions of a high carrier frequency, ω 0 ω pe , and narrow bandwidth, ω 0 B, the pulse (6) propagating in the plasma with dispersion relation (3) is described by formula (A.14) (cf formula (7)):
where
The group and phase travel times T gr and T ph in (17) are defined as (see (A.14) and (5))
and the new chirp duration τ and rate α are given by (see (A.12) and (A.13))
The case of inhomogeneous dispersive ionosphere, where the Langmuir frequency ω pe depends on the altitude, was analyzed in [6, appendix B] . While the form of the propagating signal (16) , (17) in this case does not change, the travel times become (cf formula (18))
The modified phase and group velocitiesv ph andv gr in (20) are (cf formulae (5))
whereω 2 pe is the square of the Langmuir frequency averaged over the straightened signal path between the antenna and the target:
The quantityω 2 pe of (22) also helps re-define the new chirp duration and the rate for the stratified ionosphere (cf formula (19) ):
Note that in integral (22) , s is the distance along the straight line connecting z and x. In the case where the electron number density depends only on the altitude h: n e = n e (h), integral (22) reduces to (see figure 1 )
where H is the orbit altitude and
is the TEC in the ionosphere 4 . A more realistic case, where the ionosphere has a horizontal inhomogeneity as well, is analyzed in section 3, whereas the ionospheric turbulence is accounted for in section 6.
In addition to temporal dispersion, the propagation of radio waves in the ionosphere may be subject to Ohmic losses. In appendix B, we show that in the case of a lossy ionosphere, the propagating chirp (6) still has the form (16), but instead of (17) the numerator is given by (see formula (B.4))
where γ is the effective frequency of the particle collisions in the ionosphere [2] . For the typical parameters presented in table 1, including |x − z| ∼ R, the last exponential factor in (26) evaluates to e −0.15 ≈ 0.86, which means that the one-way signal attenuation due to the Ohmic losses in the ionosphere is about 14%. While not negligible by itself, this attenuation affects only the amplitude of the propagating chirp and does not affect its phase. Therefore, we will not be taking the Ohmic losses into account hereafter (as we effectively do not take into account the geometric attenuation, i.e. the denominator in formula (10)), and will always be using the ionospheric propagator in the form (16), (17) rather than (16), (26) .
Replacing the non-dispersive propagator (7) with the dispersive propagator (16), (17), we obtain instead of formula (9),
where the notation A 2δ indicates that the round trip effect on the chirp duration and rate is twice that of (23) . Accordingly (see [6] ), for the range and azimuthal factor of the GAF in the case of dispersive propagation, we have (cf formulae (14) and (15))
and
respectively.
Radar resolution and ionospheric distortions
Expression (28) for the range ambiguity function, accurate to a constant factor, is given by the following integral:
where (cf formula (23))
Changing the integration variable in (30) 
we can convert integral (30) to
Note that the exact integration limits are approximated by simpler expressions in (33) , which introduces a small relative error ∼ δτ τ
. A comprehensive analysis can be found in [35] , where we consider all possible scenarios of how the intervals χ τ (t − 2|y − x 0 |/c) and χ τ (t − 2T gr (x 0 , z, ω 0 )) can be positioned with respect to one another. Integrals of type (33) commonly appear in the analysis of the radar ambiguity functions and their properties [36, 37] . The quadratic phase error (QPE) for (33) is defined as the maximum absolute value of the quadratic term in the exponent (see, e.g., [37, chapter 3.5] or [36, chapter 2.6]):
The QPE characterizes the mismatch between the chirp rates in the direct (27) and inverse (11) operators that compose the GAF. If the QPE is small, then w of (33) can be represented as
With no dispersion at all, formula (32) yields a = 0 and , see [1] , while the sidelobes of w 0 determine the image contrast.
In the dispersive case, the term w 0 in (35) represents the effect of the filter with the group delay of the signal taken into account, but with no rate mismatch, i.e. no QPE. Substituting b of (32) into w 0 of (36) and keeping only the first term on the right-hand side of (35), we approximate (30) as follows:
The range resolution R is given by the semi-width of the main lobe of the sinc in (37) . Setting
= π , we derive with the help of (31),
Formula (38) is formally kept in (38) only because it comes from the analysis of (37) with no simplifications. Otherwise, this term is small, about 0.15%, and of the same order as the terms dropped when simplifying the integration limits in (33) . Thus, it can be neglected, and the range resolution in the dispersive case remains practically unchanged. The term w 1 in (35) leads to the broadening of the main lobe of w(a, b) and increase of its sidelobes, both of which add to the image blurring. Quantitatively, the role of w 1 has been estimated in [3, appendix C] 5 . Specifically, it has been shown that at the edge of the main lobe, we have |w| = 0 due to the presence of w 1 , so that
where the QPE φ q is defined by (34) and should be small for (39) to hold. A non-zero value in (39) suggests that the image is smeared, because the main lobe is not so well defined compared to the case where |w| bτ 2 =π = 0. For the typical parameters given in table 1, the extent of the smearing in the sense of (39) is ∼ 20%, assuming that for the definition of δτ in (23) we take |x − z| ∼ R. An alternative measure for image imperfections due to the QPE is called the integrated side lobe ratio (ISLR). The ISLR is defined as a ratio of the power (i.e. integral of |w| 2 ) in the sidelobes to that in the main lobe, see [37, section 2.8] . It is usually expressed in decibels and can be calculated numerically. The increase of ISLR that corresponds to the data in table 1 is ∼ 1.8 dB.
The ionosphere also causes a displacement of the image. Formula (36) indicates that w 0 attains its maximum at b = 0. In the non-dispersive case, we have T gr (x 0 , z, ω 0 ) = R z /c where R z = |x 0 − z|, and according to (32) , b = 0 for R y = R z . In other words, the sinc reaches its maximum value precisely when the reference location y and the target z are at the same distance away from the orbit in the normal direction. In the dispersive case though, b = 0 when R y = cT gr (x 0 , z, ω 0 ), where T gr is given by (20) . This is not equivalent to R y = R z , and hence the image of a point scatterer at z will be displaced in range with respect to its true position. The displacement is given by
For the parameters in table 1, formula (40) yields approximately 450 m, assuming that R z ≈ R. The origin of this displacement is the group delay, i.e. the mismatch between the actual propagation velocityv gr of (21), which is used in the direct operator (27) , and the speed of light in the inverse operator (11) . Although the displacement of the image in the range is a distortion per se, it appears of key importance for the reconstruction of the ionospheric TEC by means of dual-carrier probing (see section 4).
To analyze the azimuthal factor of the GAF, we first introduce the notation
so that the sum (29) is recast as
When calculating the distances in (41), we will use the subscripts '1' and '3' to denote the horizontal coordinates along the orbit (azimuth) and across the orbit (range), respectively, leaving the index '2' for the altitude, so that for the points on the orbit we will have x = (x 1 , H, 0). For the target z = (z 1 , 0, z 3 ), we will assume with no loss of generality that z 1 = 0, see figure 1 ; we also take y 3 = z 3 when analyzing azimuthal resolution. Then, we can linearize the travel distances:
because |x
Substituting (43) into (41), we obtain
For the azimuthal coordinate x 1 in formula (44) we can write: x n 1 = n · x 1 , where x 1 is the distance that the satellite travels along the orbit between the successive emission of pulses:
we can approximate the sum (42) by the integral:
The integral in (46) is of the type (33) . Thus, the calculation of the azimuthal w 0 is equivalent to keeping only the first term on the right-hand side of (44) for the sum (42):
The semi-width of the main lobe of the sinc in (47) yields the azimuthal resolution:
which appears approximately equal to 10 m for the typical parameters given in table 1.
The azimuthal w 1 is due toâ of (45), i.e. to the second term on the right-hand side of (44). This second term accounts for the difference between the phase velocity in the dispersive propagator (17) , (20) and the speed of light in the non-dispersive filter in (11) . Similarly to (34) , the expression for the azimuthal QPE is
and the same argument that leads to equation (39) yields the deterioration of the GAF contrast of approximately 35% for the typical parameters given in table 1. Note though that such a substantial deterioration implies that the main lobe of the sinc absorbs the first sidelobe, the resolution drops and the measure of image defects based on formula (39) essentially loses its original meaning. On the other hand, the ISLR still provides an adequate measure, and the corresponding increase is about 4 dB.
Azimuthal displacement due to horizontal variation of the ionosphere
In section 2, we have assumed that the electron number density does not depend on the horizontal coordinates. Then, the only characteristic of the ionospheric plasma that enters the expression for the propagator (16) is the constant TEC given by (25) . In order to account for the horizontally inhomogeneous ionosphere, we will let the electron number density n e depend not only on the altitude h but also on the azimuthal coordinate ξ 1 . In doing so, we will assume that the dependence is predominantly linear and truncate the Taylor expansion of n e in the direction ξ 1 after the second term: (see table 1 ) we can calculate the phase travel time by integrating the reciprocal phase velocity of (5) along the straight line connecting x and z (i.e. ignoring the ray curvature) (cf formulae (22) and (24)):
where ξ 1 (h) is the azimuthal coordinate of the point on the line between x and z that has altitude h (see figure 1 ):
Substituting (52) into (51), we obtain
Then, using formulae (21)- (25), we transform expression (53) into
is essentially the first moment of the azimuthal gradient of n e . The quantitiesω 2 pe andv ph (ω) in formulae (54) and (55) are evaluated according to (24) and (21), respectively, for (55), (54) and (43) into (41), we have (cf formula (44))
With the third term on the right-hand side of (56) taken into account, and the second term temporarily disregarded, we obtain instead of formula (47):
Consequently, a non-zero value of Q of (55), which is due to the azimuthal gradient of n e , see (50) , results in an azimuthal displacement of the entire image by
As in the case of the displacement in range, see formula (40) , the origin of the azimuthal displacement (57) is a mismatch between the filter in (11) and the propagator (17) . The presence of the azimuthal displacement (57) allows us to reconstruct the value of Q by means of the dual-carrier probing (see section 4) and subsequently use this value to correct the matched filter in (11) . The effect of the second term on the right-hand side of (56) is exactly the same for the horizontally inhomogeneous ionosphere as it is for the horizontally homogeneous ionosphere. Namely, the QPE leads to a deterioration of the GAF contrast, see (49) .
It is also to be noted that in the literature one sometimes uses a simplified model based on the so-called phase screens to describe the propagation of radar pulses through the ionosphere, see, e.g., [23, 38, 13] .
Robust evaluation of ionospheric parameters by dual-carrier probing
In the previous sections, it has been demonstrated how mismatches between the direct and inverse operators (formulae (27) and (11), respectively) result in image distortions of various kinds. For a horizontally homogeneous ionosphere (section 2.2), these mismatches include a substantial displacement of the entire image in range, as well as both range and azimuthal smearing. Horizontal inhomogeneity of the ionosphere (section 3) adds an azimuthal displacement that may sometimes be of the same magnitude as the range displacement. Our goal is to remove (or reduce) the mismatches and thus reduce the image distortions. The mismatches originate from the difference between the actual phase and group travel times of radar signals in the ionosphere (formulae (16)- (23)) and the expression |x − z|/c in (11) that is based on the speed of light in vacuum. Hence, it is necessary to evaluate the parameters of the ionospheric plasma that appear in formulae (21), (24) and (54) . It is important to note that in order to correct the image, we need to know these parameters at the actual time and place of the image acquisition, as opposed to knowing the statistically averaged values.
The approach to correcting the ionospheric distortions based on dual-carrier probing assumes that at the first stage, two SAR images of the same area at the same time are acquired using two different carrier frequencies and a filter with no correction. Each of the two images will be displaced from the ground truth, but the magnitude of the displacement will depend on the carrier frequency, see (40) . In doing so, the difference between the two values of the displacement allows one to estimate the parameterω 2 pe given by (24) . Then,ω 2 pe is substituted into formulae (21) , which helps determine the phase and group travel times (20) and the new chirp rate and length (23) . These quantities, in turn, are used to build a new filter P based on (17) that would match the actual signal that propagates through the ionosphere (16) . The distortions of the image obtained with the help of the new filter will be reduced or removed.
Following [6] , we assume that there exists a point-like object in the scene that is imaged at two different slant distances R (1) y and R (2) y using carrier frequencies ω 1 and ω 2 . Then, formula (40) yields two equations forω 2 pe and the true distance to the object R z :
Solving system (58) with respect toω 2 pe , we obtain
A similar approach can be used to reconstruct the horizontal inhomogeneity parameter Q from the measurements of the azimuthal displacement S A on two images. According to (57) , the azimuthal coordinates y 
, where
Formulae (59) and (60) allow one to reconstruct the ionospheric parametersω 2 pe and Q that are responsible for the filter mismatch between P in (11) and P in (17) . The deficiencies of this method include the following.
(i) Formula (59) involves a small quantity R y = R (1) y − R (2) y defined as a difference of two large quantities. Hence, this formula is poorly conditioned, i.e. sensitive to errors in the input data R (1) y and R (2) y , see [6] .
(ii) The method of (58)- (59) requires having point-like objects in the scene. Yet the initial images built using the uncorrected filter may be smeared because of the chirp rate mismatches (section 2.2). With no sharp objects, the measurements of R should use diffuse objects and/or brightness gradients, which reduces the accuracy and further aggravates the problem outlined in item (i). Additional complication comes from the fact that the extent of smearing depends on the radar frequency, and thus one and the same object may appear different in two images. (iii) Expression (59) yields a single value ofω 2 pe , whereas the electron number density may, in fact, vary over the scale of the image, so that different values of the TEC may be needed for different parts of the image.
Paper [6] addresses the issue of conditioning of formula (59) by exploiting multiple pairs of (R (1) y , R (2) y ) chosen over the image, so that the result given by (59) is averaged over the set of those pairs. If the values ofω 2 pe obtained for individual pairs are interpreted as independent random variables, then this approach may reduce the total error by a factor of √ L, where L is the number of pairs. It, however, puts an even higher demand on the availability of sharp objects (item (ii)), whereas if the TEC varies over the image (item (iii)), there will be little or no improvement.
In the current work, instead of determining the range values R y from individual images, we propose to calculate the shift between the two images using registration techniques [25] . The key advantage of the registration approach is that it determines the value of R y directly, as opposed to computing it as the difference of two much larger values. While there is still a need to know R (1) y and R (2) y individually to calculate the denominator in (59) , it has been shown in [6] that it is the quantity R y in the numerator of (59) that is primarily responsible for the poor conditioning of the formula.
A particular registration method that can be used is known as phase correlation [31, 32] . It belongs to the family of area-based image registration techniques [25] 6 . Consider two functions of a single real argument: u(x) and v(x) ≡ u(x − s), where s is the unknown shift. Then, for the Fourier transforms of u and v we havê
Therefore,
where asterisk ( * ) denotes complex conjugation. The idea of phase correlation for the areabased image registration is to look for the value of x that delivers the maximum toδ(x) of (62). In the ideal world,δ(x) peaks exactly at s, so the approach immediately yields the shift. Moreover, one can interpret the shift obtained this way as an independent quantity rather than the difference R y of two large distances, as in the original formula (59) . In the real world, one uses a discrete Fourier transform instead of both (61) and (62). This leads to the usual ambiguities due to the finite size of the image and finite size of the grid, on which the discrete transform is done, and the result is no longer a pure δ-function. It is rather a grid function with its maximum at the node closest to x = s, see appendix C. This brings the accuracy of determining the shift s to half the grid size, which has a lower bound of half the pixel size. Additional steps can be taken to improve this accuracy further, and also to mitigate the component of the error due to the presence of noise, see [39] . Altogether, the error of determining the shift s by phase correlation decreases as L −1/2 , see formula (C.8), where L is the dimension of the discrete Fourier transform 7 . It is fundamentally the same 'inverse square root' behavior as appears in the feature-based registration. The advantage of the area-based approach is that by involving areas without distinct point-like features it helps increase the effective number of 'pairs of the reference points,' and thus improves the accuracy and robustness of the shift estimation. In practice, the best techniques currently available in the literature report the accuracy of the area-based image registration of only a few per cent of the resolution cell, see [26] [27] [28] [29] [30] .
We note that the functions u(x) and v(x) in formula (61), as well as in appendix C, represent the absolute value of the complex image I(y). Correlation of complex images, called coherent cross correlation in [40] , provides a better registration accuracy, but is only possible if frequency bands of the two images substantially overlap.
In section 5, we show how the accuracy of registration affects the accuracy of TEC reconstruction by dual-carrier probing. We also analyze the residual distortions of SAR images. When making numerical estimates, we will assume that the registration accuracy, in both range and azimuthal directions, is 5% of the corresponding resolution.
Performance of the matched filter with ionospheric corrections
Implementation of ionospheric corrections into the matched filter
Let us recall that the goal of reconstructing the parameters of the ionosphereω 2 pe and Q is to correct formula (11) (as well as formulae (12) and (13)), i.e. replace the filter P(x, y, ω 0 ) by the complex conjugate of P (x, y, ω 0 ) of (17) , so that the mismatch between the filter and the dispersive propagator is removed. Ifω 2 pe is known, then P can be obtained by evaluating the travel times T ph (x n , y, ω 0 ) and T gr (x n , y, ω 0 ) with the help of formulae (20) and (21), and also computing corrections to the chirp rate and duration using (23) . Furthermore, if Q is known, then an additional correction to the phase travel time is given by formula (54), and a similar formula can be easily derived for the group travel time by flipping the sign in front of Q and replacingv ph byv gr .
The ionospheric parametersω 2 pe and Q are reconstructed using the dual-carrier approach of section 4, i.e. by means of formulae (59) and (60). The values of R y and y 1 entering these formulae are obtained by evaluating the shift between the two SAR images with the help of image registration (see section 4 and appendix C). In doing so, the accuracy of reconstructinḡ ω 2 pe and Q will obviously depend on the accuracy of registration. The latter is discussed in appendix C, and for the rest of this section we will analyze the effect of the registration errors on the performance of the corrected matched filter. In [6] , we have conducted similar analysis for horizontally homogeneous ionosphere, and under the assumption that the TEC is reconstructed exactly.
Residual errors of corrected filter
Throughout this section, we are using the tilde above a symbol (e.g.,ω 2 pe ,α,W R ) to denote the quantities computed with the help of the reconstructed TEC.
Range factor.
The analysis of the range factor of the GAF will be based on formula (28) with the replacement
Note that the quantity Q does not contribute toT gr (x 0 , y, ω 0 ) because x (54)). Changing the integration variable from t
, we obtain (similar to obtaining (33) from (30))
where (cf formulae (23), (31) and (32))
As in section 2.2, we first disregard the QPE under the integral in (63), in which case it approximately evaluates to (cf formula (36))
From (65) and (64), we obtain the new overall displacement of the image in the rangẽ
where R y = |y − x 0 | and R z = |z − x 0 | as before. Formula (66) shows that the displacement S R is directly proportional to the error of the reconstructed TEC. The two 'extreme' cases here are no correction at all, i.e. no attempt to reconstruct the TEC, and the exact reconstruction of the TEC. If no filter correction is implemented, then one can setω 2 pe = 0 and formula (66) reduces to (40) , whereas if the TEC is reconstructed exactly, thenω 2 pe =ω 2 pe andS R = 0, which is a result from [6] .
To derive the new range resolution from (65) and (64), we set
Again, with no correctionω 2 pe = 0 and δτ = 0, so that formula (67) reduces to (38) . To obtain quantitative estimates for (66) and (67), we need to relate the accuracy of reconstructing the TEC to the accuracy of registering the two images, i.e. accuracy of obtaining the shift R y (section 4 and appendix C). Let us denote by δ(ω 2 pe ) and δ( R y ) the errors in determiningω 2 pe and R y , respectively. Then, according to (59) we can write
In turn, the error in evaluating the shift R y can be taken as a fraction of the undistorted range resolution or, equivalently, a fraction of the pixel size (see appendix C)
Hence, combining formulae (66), (68) and (69), we can writẽ
where we have identified the central carrier frequency ω 0 with one of the two carrier frequencies used for dual-carrier probing, namely, ω 1 8 . Next, let us introduce the carrier frequency separation factor
and assume that Z 1, which also implies
y ≈ R, formula (70) yields
Remarkably, this estimate of the residual displacement given as a fraction of the range resolution
does not depend on the TEC. If, for example, Z = 10% (ω 1 /2π = 300 MHz as in table 1 and ω 2 /2π = 330 MHz), and the dimensionless factor ζ R = 0.05 = 5%, which is reasonable for sub-pixel registration, then formula (72) yieldsS R ≈ 5.5 m. This is a most notable improvement over S R ≈ 450 m given by formula (40) . In other words, with the filter correction in effect the displacement of the image in range is practically removed. As for the range resolution (67), it shows little change compared to either (38) or the undistorted value 
which yields only about 0.2% of contrast deterioration for the parameters in table 1, as opposed to 20% in the non-corrected case (39) . If the TEC is reconstructed exactly, then the correction yields about four orders of magnitude of improvement, see [6] .
Remark. Another way of comparing the initial shift and the residual shift (formulae (40) and (72), respectively) is to determine the TEC sensitivity, i.e. the minimal value of the TEC for which the correction is still beneficial. The carrier frequency separation factor Z in (72) cannot be made very large because of the technical limitations.
In appendix D, we analyze the extreme situation where the separation of carrier frequencies is capped by the single bandwidth. This is called a split bandwidth configuration. The analysis shows that in this case, the formulae for the residual shift and the TEC sensitivity have an inverse square dependence on the system bandwidth, see (D.4) and (D.5), as opposed to the inverse dependence on the bandwidth in (72).
Azimuthal factor.
The azimuthal factor of the GAFW A (y, z) with the corrected filter will still be given by formula (42) , where instead of (41) we substitutẽ
Then, using formulae (21), (43) and (54) 
where we have dropped the small term which are also small. The first term on the last line of (74) corresponds to the first term on the right-hand side of (56), whereas the second and third terms show the effect of the corrected filter on the azimuthal QPE and azimuthal displacement of the image, respectively. The term 'const' combines everything that does not depend on n.
To evaluate the azimuthal displacement for the corrected filter using formula (74), we first introduce the dimensionless registration accuracy ζ A as a fraction of the undistorted azimuthal resolution (48) (cf formula (69)):
Then, the error of reconstructing the quantityω 2 pe Q can be obtained from formula (60) with the help of formulae (75) and (71):
Formula (76), combined with (42) and (74), yields the residual azimuthal displacement of the image in the case of a corrected filter (cf formula (57)):
which is approximately 2.5 m for the typical parameters given in table 1. Note that formulae (72) and (77) are similar in the sense that both use the factors ζ R,A /(2Z) to relate the residual displacement of the imageS R andS A to the range and azimuthal resolutions given by formulae (38) and (48), respectively. Similar to the range resolution (67), the new azimuthal resolution obtained with the help of formulae (42) and (74)
shows little change after the correction of the filter (i.e. little change compared to (48)). Yet the GAF contrast in the azimuthal direction improves very substantially. Indeed, the new value of the parameterâ (see formulae (45) and (46)) due to the second term on the last line of (74) differs from the one that corresponds to (44) (or (56)) by a factor of δ(ω 2 pe )/ω 2 pe . Hence, the same will be the reduction of the azimuthal QPE, and using formulae (68), (69) and (49) we obtainφ
Expression (78) leads to only about 0.4% of deterioration of the GAF contrast in azimuth, as opposed to 35% given by formula (49).
The effect of ionospheric turbulence
In our previous analysis we have assumed that the electron number density in the ionosphere was a regular function of the altitude h and, maybe, the horizontal coordinate x 1 : n e = n e (x 1 , h); see sections 2 and 3, as well as appendix A and appendix B. The actual Earth's ionosphere, however, is a turbulent medium. To characterize the ionospheric turbulence, we write the electron number density as follows:
where n e is the mean value and μ represents the fluctuations μ = 0. If n e were constant, then we could assume that μ(x) was a homogeneous and isotropic random field, with the correlation function that depends only on the distance r = |x 1 − x 2 | rather than on the individual locations x 1 ∈ R 3 and x 2 ∈ R 3 :
In reality, though, n e is a function of x 1 and h. At the same time, the ratio
is assumed to be constant. A typical numerical value of M is 5×10 −3 , and in extreme situations it may reach 10 −1 [41] . Hence, μ 2 also depends on x 1 and h, which makes μ(x) a quasihomogeneous (rather than truly homogeneous) random field. While in this case we keep the same notation (80) for the correlation function, in fact we have V = V (x 1 , h, r) , where the dependence on x 1 and h is slow, and the dependence on r is fast.
For the Kolmogorov-Obukhov turbulence, the spectrum is (see [42, section 12 .1])
Hence, the correlation function evaluates to
where 
This means that effectively we are taking into account only short-range phenomena in the ionosphere. The quantity q 0 in formulae (82)-(84) helps define the correlation length r 0 , or the outer scale of turbulence:
where we have taken into account that
The value of r 0 in (85) ranges between 1 and 10 km according to different sources in the literature. The value of the constant C in (82) is related to the variance μ 2 of μ(x), which follows immediately the definition (80) and normalization (86):
Moreover, because of (84), the correlation function (83) clearly satisfies the necessary and sufficient condition for ergodicity of μ(x) known as the Slutskii theorem (1938), see [44, section 4.7] :
Hence, we can substitute statistical means for spatial averages of μ when averaging over long distances. We also note that in our previous work [3, 6] , we have used an approximate value of κ = 2 instead of κ = 11 6 in formula (82), which simplified the derivation. Moreover, in [38, section 5.1] one can find some experimental data on the spectra of the ionospheric turbulence.
Turbulent fluctuations of the ionosphere will affect the group and phase travel times that are otherwise derived in sections 2 and 3 with no account for randomness. Specifically, in the framework of section 2, we assume that the mean electron number density depends only on the altitude: n e = n e (h) . Then, expressions (20) for T gr and T ph keep their form, and so do expressions (21) that introduce the average velocities. However, according to (79), instead of formula (24) for the quantityω 2 pe that enters into (21), we now need to writē
where the new definition of the TEC is (cf formula (25) )
In the case of horizontally inhomogeneous ionosphere (section 3), for the phase travel time T ph we can write following (51) and taking into account (79),
The Taylor formula for n e = n e (ξ 1 , h) yields (cf formula (50))
and substituting the right-hand side of (91) into (90), we arrive at the same formula (54) as in section 3, but with the new definitions of some of the expressions that it is comprised of. Namely, the quantityω 2 pe enters into formula (54) through the average velocitȳ v ph (ω) = c 1 + 1 2ω 2 pe ω 2 , see (21) , and according to (90), it should now be evaluated as follows (cf formula (88)):
so that the TEC is re-defined again, this time via n e (0, h) (cf formula (89)):
Moreover, the first moment Q(x 0 , z) that also enters into formula (54) is re-defined in the presence of turbulence according to (91) (cf formula (55)):
In doing so, we emphasize that the factorω 2 pe appears in the second term on the right-hand side of (54) only for the convenience of notation. In fact, this second term does not depend onω 2 pe because this quantity also appears in the denominator in (94). Hence, randomness contributes only to the first term on the right-hand side of (54) via (92).
Along with the travel times, turbulent fluctuations may impact the compression and rate of the propagating pulse. Specifically, formulae (23) and (31) will remain unchanged, but the expression for δτ will now depend onω 2 pe given by (88) or (92). Altogether, the new quantities will affect the dispersive propagator (16), (17) , and through it, both the range and azimuthal factors of the GAF, see formulae (28) and (29) .
It turns out that the overall effect of turbulent fluctuations on the performance of the SAR sensor in range is small. More precisely, even though the quantityω 2 pe that determines the shape of the propagating pulse (23), (31) , as well as the displacement of the target in range (40) , contains a stochastic component ∼ 
denote the random contribution to the eikonal (up to a constant factor). Then, following [45, chapter I], in the case of a homogeneous plasma we obtain with the help of (87) and (85)
For the inhomogeneous plasma, we can write following [45, chapter I] and using (81)
where according to [41] , the value of N 2,H for high altitudes H is between 9.3 × 10 18 cm −5 and 9.9 × 10 20 cm −5 , with the average of about 5 × 10 19 cm −5 . Next, we return to formula (90) for the travel time in the turbulent ionosphere and realize that the second term on its right-hand side accounts for the contribution of the baseline, i.e. deterministic, dispersion, whereas the third term is responsible for that of the turbulent fluctuations. The magnitude of the second term is ∼
0 . Hence, the ratio of the third term to the second one is
Indeed, the ratio (97) is approximately between 2×10 −4 and 7×10 −4 for the typical parameters listed in table 1, including the correlation length r 0 that ranges between 10 5 cm and 10 6 cm. Similarly, to see what the role of randomness is in determining the shape of the propagating pulse we need to compare the standard deviation δτ 2 with the mean δτ , where δτ is defined by formula (23) andω 2 pe is defined by formula (92). It is easy to see that the ratio √ δτ 2 δτ evaluates to the same quantity as given by formula (97). We therefore conclude that the contribution of turbulent fluctuations to travel times, as well as to the change of the pulse duration and rate in the course of its propagation in the ionosphere, is much smaller than that of the baseline dispersion.
To evaluate the azimuthal factor (29) of the GAF, we denote similar to (95)
and instead of (42) obtain
where (cf formula (56)) 
Formula (100) is written under the same assumptions of z 1 = 0 and y 3 = z 3 as in section 2.2, and the TEC N H is given by (93). Again, we note that the last term on the right-hand side of (100) does not depend onω 2 pe because of the definition of Q (94). Due to the central limit theorem [46, chapter 2] , each eikonal ϕ n of (98) is a Gaussian random variable with zero mean, ϕ n = 0. The variances of all individual ϕ n can be assumed approximately equal to one another because the variation of the integration distance R z in (98) with respect to n is small compared to R, see (43):
Then, as shown in [3] , we have
where n is given by (100) or, equivalently, (56) in the non-turbulent case. The factor e −σ 2 /2 in front of the sum on the right-hand side of (101) represents the phenomenon of extinction, see [45, chapter I] . The value of σ 2 for the typical parameters we have chosen, see table 1, is σ 2 ≈ 0.058 if r 0 = 1 km, and σ 2 ≈ 0.58 if r 0 = 10 km. Other than the extinction, the sum on the right-hand side of (101) is the same as that in (42); it controls the SAR performance in azimuth in the case of a non-fluctuating ionosphere.
While formula (101) shows that the mean value of the azimuthal factor of the GAF essentially coincides with its deterministic counterpart, the ionospheric turbulence still manifests itself through the presence of random eikonals ϕ n in the exponents on the righthand side of (99). The effect of randomness on the azimuthal resolution is stronger than that on the range resolution. The reason is that the range resolution is basically determined by a single look, and because of the ergodicity the contribution of turbulent fluctuations to the radar reading averages out, see formulae (95)-(97). In contrast, azimuthal resolution is built using multiple looks, n = −N/2, . . . , N/2, and whereas the contribution of randomness to each individual reading is still small, it can get amplified when those readings are summed up.
To quantify this 'un-averaging' effect [3] , one needs to estimate the variance of the sum (99). Each term in this sum is a random variable with a logarithmically normal distribution [47] , and as long as those variables are uncorrelated, they are also independent [3, appendix F]. Therefore, the covariance of the received signals will also provide a measure of independence for the random variables in the sum (99). If the fluctuations of the phase are small, which is the case for our study, then the correlation function of the field is approximately equal to the correlation function of the electron number density (80), see [45, chapter I] . Therefore, the correlation length r 0 given by formula (85) also provides a characteristic scale of how rapidly the received field decorrelates along the synthetic antenna. Roughly speaking, for the locations that are further apart than r 0 , the received pulses will be uncorrelated and hence independent, whereas for the locations that are closer than r 0 they will not be independent.
Therefore, the following expression derived in [3] yields the variance of (99):
and as also shown in [3] , the corresponding relative change of the azimuthal resolution is ∼ The fact that the performance of the SAR system in range is only weakly sensitive to turbulent fluctuations indicates that the ionospheric turbulence will basically not affect any of the considerations of sections 4 and 5 related to reconstructing the TEC with the help of formula (59) , improving the robustness of reconstruction by means of the image registration, and assessing the quality of the image obtained with the corrected filter. At the same time, as the random contribution to individual travel times averages out, the proposed filter correction is essentially based on deterministic quantities only. As such, we do not expect that it will provide an efficient means for reducing the ionospheric distortions of the image that are due to the turbulence.
It is also to be noted that the conditioning of formula (60) may be better than that of formula (59) 1 may not be as large compared to the azimuthal shift y 1 . There may, however, be a potential difficulty of a different nature in evaluating Q by formula (60), because unlike the range resolution, the azimuthal resolution of a SAR system is sensitive to the turbulent fluctuations of the ionosphere, see formula (102). This sensitivity may induce larger errors in y (1) 1 and y (2) 1 . Addressing the accuracy considerations for Q will be a subject of future study.
Discussion
In our previous work, we introduced the dual carrier probing as a means of reconstructing the ionospheric TEC when imaging the Earth's surface by a spaceborne SAR. The value of the reconstructed TEC is subsequently used to correct the matched filter, which is a key component of the SAR signal processing algorithm, and thus reduce or remove the ionospheric distortions that would otherwise appear on the image.
In this paper, we have proposed to use the area-based image registration for improving the accuracy and robustness of the reconstructed TEC. In particular, we have related the error of the registration to that of the TEC reconstruction, and have also shown how the error of the TEC affects the final quality of the re-processed image. Although the interferometric methods of [11, 14] may be more accurate, the proposed methodology still leads to a multi-fold reduction of the image artifacts caused by the ionosphere in their part which is not due to the turbulence. An important advantage of the proposed methodology though is that it requires neither the ground-based receivers (like GPS does) nor a repeat satellite pass.
Additional contributions of the current paper include a more accurate account of the effect of turbulent fluctuations on the image based on the true Kolmogorov-Obukhov spectrum of turbulence, as well as an account of Ohmic losses in the ionospheric plasma and an account of the horizontal inhomogeneity of the ionosphere. In regard to the latter, we note that whereas our description predicts that the sign of the azimuthal displacement S A and that of the first moment Q will be the same, see formula (57) , other descriptions in the literature may have those signs as opposite, see, e.g., [48] [49] [50] . We attribute this discrepancy to the difference in the definition of S A .
The issues that may require further attention include the following.
• Studying the possibility of iterative application of registration/correction procedures. Even if the first correction is not perfect (say, because the images are blurry and cannot be matched well enough), the improvement of the image quality may result in better registration of the two corrected images.
• Analysis of SAR imaging through the ionosphere with the polarization of the interrogating field taken into account. It should include the anisotropy of the plasma due to the magnetic field of the Earth (gyrotropy), and may also touch upon the possible anisotropy at the target, as in [51] . Our preliminary considerations suggest that the effect of the magnetic field of the Earth on the dispersion of radio waves in the ionosphere is negligible. Hence, the two key components-dispersive propagation and the Faraday rotation-decouple and can be studied independently. Regarding the Faraday rotation, an important objective is to see whether the dual carrier probing can help reduce or remove its potential detrimental effect on the image in the case where the SAR instrument does not have a fully polarimetric capability.
• Analysis of the linearized scattering off dispersive targets. Dispersion of the target material is a key characteristic that may enable its identification [52] . The goal is to build a mathematical model for SAR imaging that includes the dispersion of the target, with possible future applications to miSAR, and with the potential of distinguishing between the target dispersion and the ionospheric dispersion.
• A more thorough analysis of the stochastic component of ionospheric distortions using the turbulence structure function [45] rather than the correlation function. Analysis of the effect of turbulent fluctuations of the electron number density in the ionosphere on the SAR image in the case where the statistics of waves (mainly, that of the eikonal) does not necessarily coincide with the statistics of the medium. Study of the anisotropic turbulence due to the magnetic field of the Earth. Development of appropriate strategies of how to additionally correct the matched filter in order to reduce the stochastic part of ionospheric distortions, assuming that the statistics of waves is known.
• Given that the current mitigation strategy based on dual carrier probing is effective mostly for the deterministic part of ionospheric distortions, an investigation may be warranted of whether the stochastic component of distortions can be tackled by any of the general 'black box' image sharpening and deblurring techniques [53] developed previously with no direct relation to spaceborne SAR.
• Analysis of the linearized scattering of the polarized radio waves off rough surfaces, with the goal of relating SAR imaging to a physical mechanism of backscattering at the target.
• An in-depth investigation of the VHF SAR imaging through the ionosphere aimed at determining whether the VHF frequencies (very low in the SAR context yet still above the Langmuir frequency) may require a more comprehensive propagation model that would include, for example, kinetic considerations [2] .
where ω 0 is the center carrier frequency, B is the angular bandwidth and τ is the duration of the chirp. The factor 1/4π in (A.2) accounts for the difference between the one-dimensional and three-dimensional delta-functions δ(r) and δ(x 1 , x 2 , x 3 ) that excite the pulse at the origin. A Fourier transform in time of the pulse (A.2) is expressed via the erf functions. The latter can subsequently be evaluated with the help of the stationary phase method, see [6, appendix A] . If, in doing so, the transient behavior near the endpoints of the pulse frequency range is disregarded, i.e. if we leave out the cases |ω 0 −B/2−ω| B and |ω 0 +B/2−ω| B, then the resulting transformP(ω) approximately represents the chirp at t = 0 as a superposition of sinusoidal harmonics with different frequencies:
where β = ω − ω 0 . Each of the frequencies ω that compose the spectrum in (A.3), or, rather, each of the harmonics e iωt , propagates with its own phase velocity of (5). Indeed, the propagating pulse φ(t, r) that has covered the distance r from the origin can be written as the inverse Fourier transform [54, chapter I] , which, according to (2) , immediately leads to the introduction of the phase velocity v ph = ω/k in the exponent:
In (A.4), the phase velocity v ph and wavenumber k are assumed to be the functions of the frequency ω defined by the dispersion relation (3). Introducing 1
and using (3) and (5), we can approximately represent (ωt − kr) in (A.4) by means of the Taylor formula:
Substituting (A.6) and (A.7) into (A.4) and changing the integral over ω to that over β, we obtain 
and the branch of the square root is chosen such that | arg(·)| π . Using a stationary phase argument one more time, we have shown in [6, appendix A] that the difference of the two erf functions in the last line of (A.8) is equal to 2 if the value of b is within the interval of (−aB, aB), and zero otherwise 9 . Introducing
we can rewrite this difference as follows:
where χ is the indicator function defined in (6) , and
is a new pulse length. Accordingly, the quantity
becomes a new chirp rate (see the second exponent in the last line of (A.8)). Altogether, combining formulae (A.8)-(A.13), using the notation of (6) and recalling that ϕ(t, r) = φ(t, r)/r, we obtain the spherically symmetric propagating pulse in the form
Remark. Leaving out the transients that correspond to the endpoints of the pulse and its spectrum when using the stationary pause method is equivalent to disregarding the so-called precursors, see [2, section 21] or [55] . In other words, we are focusing on the propagation of the main body of the pulse because it is the main body of the pulse that is used for building the generalized ambiguity function in section 2.
Remark. The observation that τ < τ (and, consequently, α > α) for an upchirp (α > 0, see (6)) agrees with the formula for the group velocity in (5). Indeed, for an upchirp the slower propagating low-frequency harmonics are emitted first and the faster propagating highfrequency harmonics are emitted last. Hence, the 'tail' of the chirp travels faster than its 'head,' which results in the pulse compression. The situation for the downchirp (α < 0) will be the opposite: it will get dilated rather than compressed, τ > τ, while its absolute rate will become lower rather than higher, |α | < |α| (see also [24, figure 1] ).
Remark. Using expressions (A.4) and (14) , one can represent the range factor of the GAF as a double integral in frequency ω and fast time t. In [56] , the authors adopt this approach and consider Gaussian pulses, which allows them to express the integrals over t and ω in elementary functions. For the rectangular chirp (6), this method would still yield the erf functions at the first step (integration over t), and will thus have no advantage over the one used in the current work.
Appendix B. Propagation of SAR signals in a plasma with losses
Ohmic losses in the ionosphere are due to the collisions of particles. Let γ > 0 denote the effective collision frequency [2] . Then, the dielectric constant of the ionospheric plasma is given by the following expression (cf formula (4)):
Consequently, the total variation of the quantity [erf(
that appears in the 'lossy' counterpart of (A.8) will not exceed 4 √ π |δη ± | by absolute value, which is a negligible contribution compared to the value of 2 in the lossless case.
Altogether, using (B.3) and disregarding other effects of complexity, we obtain the following form of the propagating signal in the case of a lossy plasma (cf formula (A.14)): In this appendix, we show how one can reduce the error of the area-based image registration due to the discrete Fourier transform and due to noise. Possible misregistration due to different terrain reflectivity on two different carrier frequencies belongs to neither of these two categories and is not discussed hereafter. Note also that while we are proposing to use the area-based image registration for correcting the matched filter in SAR signal processing, it is otherwise used routinely for SAR interferometry, see, e.g. [40] . Our subsequent discussion focuses on one-dimensional signals for simplicity; the extension to two dimensions can be found, e.g., in [26, 27] . The phase correlation method is based on formula (61), which is written for two continuous one-dimensional signals u(x) and v(x) defined on −∞ < x < ∞. In practice, however, the signals are discrete rather than continuous, and their length is finite. Let us therefore introduce two sequences of length L:
, and interpret them as traces of two continuous functions, u(x) and v(x) = u(x − s), on a uniform grid of size T :
, where x l = lT and l = 0, 1, . . . , L − 1. Clearly, the lower bound for T is the pixel size, whereas the upper bound for L is the total number of pixels in those fragments of each image that are employed for registration. Instead of (61), we will use the discrete Fourier transform (see, e.g., [58, section 5.7] ) of u l and v l (which assumes, in particular, that both sequences are
Note that the last equality of (C.1b) is only approximate rather than exact because of the error that may appear if the shift s is not a multiple of the grid size T . For smooth periodic functions though, this error can be shown to decay rapidly as L increases (see, e.g., the analysis in [58, sections 3.1 and 4.1]), and we therefore disregard it hereafter.
Next, we build a discrete function similar to that of (62):
In the image registration literature, the grid size T is often called the sampling rate, and accordingly, the grid dimension (length of sequence) L is referred to as the number of samples, see, e.g., [39] .
To analyzeδ l of (C.2), we consider two cases:
is an integer and s T
is not an integer. First, let
In other words, if the shift s happens to be a shift by the integer number m of grid cells, then the functionδ l of (C.2) has a peak value of √ L precisely at l = m, and is equal to zero everywhere else on the grid. Hence, in this case the discrete version of phase correlation will yield the value of the shift exactly. If s T is not an integer, then using (C.2) and assuming that l is close to s T we obtaiñ
, which means that the maximum absolute value ofδ l is ∼ √ L, and it is attained at the grid node l closest to is not an integer, the best accuracy of reconstructing the shift s that one can achieve by looking for the maximum ofδ l of (C.2) is roughly T/2, i.e. at most half size of the pixel. Extension of this method to the accuracies on the order of a fraction of one pixel may involve a certain interpolation procedure, see, e.g., [30] , and also [39, 28] . The effects of aliasing and aperiodicity can be reduced by filtering, see [26, 27] .
Another approach to further improving the accuracy of phase correlation is based on analyzing the phase ofû k andv k of (C.1). Namely, it is easy to see from (C.1b) that
Speaking formally, the value of s can be obtained from (C.3) by merely dividing the left-hand side of the equality by k 2π LT for any non-zero k:
This formula, however, is prone to inaccuracies due to errors in the data argû k − argv k . The way to improve the accuracy is to obtain s by the method of least-squares using all ks rather than only one as in (C.4), see [27, 39] . Namely, s shall be sought for as a solution to the following quadratic minimization problem (see, e.g., [58, chapter 7] ):
The stationary point of the functional in (C.5) can be found by requiring that its first derivative with respect to s be equal to zero, which yields
Let us now interpret the data {argû k − argv k }, k = 1, 2, . . . , L − 1, as independent identically distributed random variables 12 with variances
The actual errors in the data may be due to the terrain noise, as well as measurement errors, instrument noise, etc. In all those cases, it is convenient to use the description in the form of random variables. Then, Var(k(argû k − argv k )) = k 2 σ 2 , and according to (C.6) we can write (see, e.g., [46, From formula (C.7), one can easily deduce that for sufficiently large L the standard deviation of the shift s determined by the least-squares fit according to (C.6) is
In other words, the error of obtaining the shift by phase correlation scales as the inverse square root of the number of samples L. While formula (C.8) describes the asymptotic behavior of the error, the practical values of the registration accuracy can be as low as only a few per cent of a pixel, see [26] [27] [28] [29] [30] , i.e. a few per cent of the resolution cell.
Appendix D. Split bandwidth setup for dual carrier probing
Linear chirps of section 2.1 represent a natural waveform for the split bandwidth approach. Indeed, partitioning such a chirp in time causes a proportional partition in frequency, and the other way around. For example, the chirp (6) given by P(t ) = e and angular bandwidth B centered around ω 0 can be considered as a combination of two successive sub-chirps: Obviously, the frequency intervals for sub-chirps P (1) (t ) and P (2) In other words, up to a constant factor of magnitude 1, the sub-chirps P (1) (t ) and P (2) (t ) are equivalent to time-shifted half-length half-bandwidth linear chirps P 1 and P 2 of (D.2) that are centered around ω 1 and ω 2 , respectively, and have the same rate α = B 2τ
. Consequently, by processing the same raw data first by means of the filter P 1 (t + τ /4 − |x − y|/c) and then by means of P 2 (t − τ /4 − |x − y|/c), we will obtain two images on two frequencies ω 1 and ω 2 . Due to the ionosphere, these images will be shifted with respect to one another. Hence, they can be used for reconstructing the TEC N H and its first moment Q according to the methodology of section 4. In other words, it corresponds exactly to the partition of the original chirp into two halfbandwidth chirps P 1 and P 2 given by (D.1) 14 . The actual minimum value is given by formula (72) (40), we obtain the sensitivity threshold of the split band implementation to the ionospheric TEC: When the background value of the TEC is lower than that given by formula (D.5), it is not practical to use the split band version of dual carrier correction described in this appendix. This limitation, however, does not apply to the full-fledged version of the algorithm that employs two independent carrier frequencies with their respective bandwidths.
