Evaluation of Synthetic CPT and Soil Boring Data by Various Spatial Interpolation Techniques by Rahman, Md Habibur
Louisiana State University
LSU Digital Commons
LSU Master's Theses Graduate School
10-16-2018
Evaluation of Synthetic CPT and Soil Boring Data
by Various Spatial Interpolation Techniques
Md Habibur Rahman
Louisiana State University and Agricultural and Mechanical College, mhrahman.cuet@gmail.com
Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_theses
Part of the Geotechnical Engineering Commons
This Thesis is brought to you for free and open access by the Graduate School at LSU Digital Commons. It has been accepted for inclusion in LSU
Master's Theses by an authorized graduate school editor of LSU Digital Commons. For more information, please contact gradetd@lsu.edu.
Recommended Citation
Rahman, Md Habibur, "Evaluation of Synthetic CPT and Soil Boring Data by Various Spatial Interpolation Techniques" (2018). LSU
Master's Theses. 4808.
https://digitalcommons.lsu.edu/gradschool_theses/4808
EVALUATION OF SYNTHETIC CPT AND SOIL BORING DATA BY VARIOUS 






A Thesis  
Submitted to the Graduate Faculty of the  
Louisiana State University and  
Agricultural and Mechanical College  
in partial fulfillment of the  
requirements for the degree of  












Md Habibur Rahman  







It’s a great pleasure to pursue my Masters at Louisiana State University (LSU) in 
the Department of Civil and Environmental Engineering with a concentration in 
Geotechnical Engineering. In my time here, I’ve experienced a lot of unique applications 
of Geotechnical engineering.  
I am very thankful to my advisor Dr. Murad Abu-Farsakh for continually 
supporting me and permitting me to do my research work with his research team. I would 
also like to thank my committee members Dr. Navid Jafari, Dr. Shengli Chen, and Dr. 
Ayman Okeil for their care and guidance during my research and studies. 
I am also very thankful to Louisiana Transportation Research Center (LTRC) for 
giving me such a nice place to work. I also want to thank Mr. Gavin Gautreau who helped 
me a lot to collect the research data. I also want to thank our whole research group: Md. 
Haque, Ahmad Souri, Allam Ardah, Mohsen, Hossein, Abu Hakim and Imran Hossain. 
I am thankful to my parents, family members and relatives for their continuous 
motivations and support. At last, all admiration is due to the Almighty, who has supported 








TABLE OF CONTENTS 
 
ACKNOWLEDGEMENTS ................................................................................................ ii 
LIST OF TABLES .............................................................................................................. v 
LIST OF FIGURES ........................................................................................................... vi 
ABSTRACT ........................................................................................................................ x 
CHAPTER 1. INTRODUCTION ....................................................................................... 1 
1.1. Problem Statement .............................................................................................. 5 
1.2. Research Objectives and Approach .................................................................... 7 
CHAPTER 2. LITERATURE REVIEW ............................................................................ 8 
2.1. Spatial Interpolation in Geotechnical Engineering ............................................. 8 
2.2. Comparison between Different Types of Spatial Interpolation ……………..   10 
2.3. Non-Geostatistical Interpolators ....................................................................... 15 
2.4.      Geostatistics ...................................................................................................... 18 
2.5. Evaluation Criteria ............................................................................................ 23 
2.6. Spatially Variable Parameters ........................................................................... 27 
CHAPTER 3. METHODOLOGY .................................................................................... 30 
3.1. Data Processing for Interpolation ..................................................................... 30 
3.2. Spatial Interpolation Techniques ...................................................................... 31 
3.3. Spatial Interpolated Surface of Different Method ............................................ 33 
3.4. Evaluation Criteria (Statistical analysis) ........................................................... 35 
CHAPTER 4. RESULTS AND DISCUSSION ................................................................ 37 
4.1. Case 1: Metairie (CPT) ..................................................................................... 37 
4.2. Case 2: Metairie (Soil Boring) .......................................................................... 44 
4.3. Case 3: ALF (CPT) ........................................................................................... 53 
4.4. Case 4: US90 & LA85 (CPT) ........................................................................... 60 
4.5. Case 5: Hammond (CPT) .................................................................................. 68 
4.6. Case 6: LA1 (CPT) ........................................................................................... 76 
4.7. Case 7: William Blvd (Soil Boring).................................................................. 84 
4.8. Case 8: Red River at Alexandria (Soil Boring) ................................................ 92 
4.9. Case 9: Bayou Lacassine (CPT) ..................................................................... 101 
4.10. Case 10: Bayou Lacassine (Soil Boring) ........................................................ 109 
iv 
 
CHAPTER 5. SUMMARY AND CONCLUSION ........................................................ 118 
REFERENCES ............................................................................................................... 122 

























LIST OF TABLES 
Table 1. Interpolation Techniques Used and Its Relevant Parameters ............................. 31 
Table 2. Average MAE, MSE, RMSE, MAPE, COE, Bias Factor, SD and COV        
values for Case 1 ................................................................................................... 41 
Table 3. Average MAE, MSE, RMSE, MAPE, COE, bias factor, SD and COV         
values for Case 2 ................................................................................................... 49 
Table 4. Average MAE, MSE, RMSE, MAPE, COE, bias factor, SD and COV        
values for Case 3 ................................................................................................... 57 
Table 5. Average MAE, MSE, RMSE, MAPE, COE, Bias Factor, SD and COV       
values for Case 4 ................................................................................................... 65 
Table 6. Average MAE, MSE, RMSE, MAPE, COE, Bias Factor, SD and COV       
values for Case 5 ................................................................................................... 73 
Table 7. Average MAE, MSE, RMSE, MAPE, COE, Bias Factor, SD and COV       
values for Case 6 ................................................................................................... 81 
Table 8. Average MAE, MSE, RMSE, MAPE, COE, Bias Factor, SD and COV       
values for Case 7 ................................................................................................... 89 
Table 9. Average MAE, MSE, RMSE, MAPE, COE, Bias Factor, SD and COV       
values for Case 8 ................................................................................................... 97 
Table 10. Average MAE, MSE, RMSE, MAPE, COE, Bias Factor, SD and COV     
values for Case 9 ................................................................................................. 106 
Table 11. Average MAE, MSE, RMSE, MAPE, COE, Bias Factor, SD and COV     








LIST OF FIGURES 
Figure 1. Kriging Technique at Intersection ....................................................................... 6 
Figure 2. Semivariogram Terminology and Properties (Facas et al. 2010) ...................... 19 
Figure 3. Example of Simple Kriging with one Spatial Dimension (ESRI, 2018a). ........ 21 
Figure 4. Example of Ordinary Kriging with one Spatial Dimension (ESRI, 2018b). ..... 22 
Figure 5. Example of Universal Kriging with one Spatial Dimension (ESRI, 2018c). .... 23 
Figure 6. (a) Tip Resistance, (b) Smoothed tip resistance and (c) predicted average tip 
resistance per feet of a single CPT profile ...................................................... 30 
Figure 7. Interpolated Surface of Different Method for CPT Sites .................................. 33 
Figure 8. Interpolated Surface of Different Method for Soil Boring Sites ....................... 34 
Figure 9. Plan View of Metairie Site (CPT) ..................................................................... 37 
Figure 10. CPT soil classification at Metairie .................................................................. 38 
Figure 11. Analyzed CPT Points in the Plan View of Case 1........................................... 39 
Figure 12. Comparison of different Interpolation techniques of Case 1........................... 40 
Figure 13. Cross Validation Techniques of Case 1........................................................... 42 
Figure 14. Measured vs Predicted plot of different spatial interpolations ........................ 43 
Figure 15. Comparison of different COV of Case 1 ......................................................... 44 
Figure 16. Plan View of Metairie Site (Soil Borings) ...................................................... 45 
Figure 17. Soil classification at Metairie for Soil Borings ............................................... 46 
Figure 18. Analyzed Soil Boring Points in the Plan View ............................................... 47 
Figure 19. Comparison of different Interpolation techniques of Case 2........................... 48 
Figure 20. Cross Validation Techniques of Case 2........................................................... 50 
Figure 21. Measured vs Predicted SPT plot of different spatial interpolations of case 2 . 51 
Figure 22. Measured vs Predicted Undrained shear strength plot of different spatial 
interpolations of Case 2 .................................................................................. 52 
vii 
 
Figure 23. Comparison of different COV of Case 2 ......................................................... 53 
Figure 24. Plan View of ALF Site (CPT) ......................................................................... 53 
Figure 25. CPT soil classification at ALF ........................................................................ 54 
Figure 26. Analyzed CPT Points in the Plan View ........................................................... 55 
Figure 27. Comparison of different Interpolation techniques of Case 3........................... 56 
Figure 28. Cross Validation Techniques of case 3 ........................................................... 58 
Figure 29. Measured vs Predicted plot of different spatial interpolations of Case 3 ........ 59 
Figure 30. Comparison of different COV of Case 3 ......................................................... 60 
Figure 31. Plan View of US90 & LA85 Site (CPT) ......................................................... 61 
Figure 32. CPT soil classification at US90 & LA85 ........................................................ 62 
Figure 33. Analyzed CPT Points in the Plan View ........................................................... 63 
Figure 34. Comparison of different Interpolation techniques of Case 4........................... 64 
Figure 35. Cross Validation Techniques of Case 4........................................................... 66 
Figure 36. Measured vs Predicted plot of different spatial interpolations of Case 4 ........ 67 
Figure 37. Comparison of different COV of Case 4 ......................................................... 68 
Figure 38. Plan View of Hammond Site (CPT) ................................................................ 69 
Figure 39. CPT soil classification at US90 & LA85 ........................................................ 70 
Figure 40. Analyzed CPT Points in the Plan View ........................................................... 71 
Figure 41. Comparison of different Interpolation techniques of Case 5........................... 72 
Figure 42. Cross Validation Techniques of Case 5........................................................... 74 
Figure 43. Measured vs Predicted plot of different spatial interpolations of Case 5 ........ 75 
Figure 44. Comparison of different COV of Case 5 ......................................................... 76 
Figure 45. Plan View of LA1 Site (CPT) ......................................................................... 77 
Figure 46. CPT soil classification at LA1 ......................................................................... 78 
viii 
 
Figure 47. Analyzed CPT Points in the Plan View ........................................................... 79 
Figure 48. Comparison of different Interpolation techniques of Case 6........................... 80 
Figure 49. Cross Validation Techniques of Case 6........................................................... 82 
Figure 50. Measured vs Predicted plot of different spatial interpolations of Case 6 ........ 83 
Figure 51. Comparison of different COV of Case 6 ......................................................... 84 
Figure 52. Plan View of William Blvd Site (Soil Borings) .............................................. 85 
Figure 53. Soil classification at William Blvd for Soil Borings ....................................... 86 
Figure 54. Analyzed Soil Boring points in the plan view ................................................. 87 
Figure 55. Comparison of different Interpolation techniques of Case 7........................... 88 
Figure 56. Cross Validation Techniques of Case 7........................................................... 90 
Figure 57. Measured vs Predicted Undrained shear strength plot of different spatial 
interpolations of Case 7 .................................................................................. 91 
Figure 58. Comparison of different COV of Case 7 ......................................................... 92 
Figure 59. Plan view of Red River at Alexandria site (Soil Borings)............................... 93 
Figure 60. Soil classification at Metairie for Soil Borings ............................................... 94 
Figure 61. Analyzed Soil Boring points in the plan view ................................................. 95 
Figure 62. Comparison of different Interpolation techniques of Case 8........................... 96 
Figure 63. Cross Validation Techniques of Case 8........................................................... 98 
Figure 64. Measured vs Predicted SPT plot of different spatial interpolations of          
Case 8 .............................................................................................................. 99 
Figure 65. Measured vs Predicted Undrained shear strength plot of different spatial 
interpolations of Case 8 ................................................................................ 100 
Figure 66. Comparison of different COV of Case 8 ....................................................... 101 
Figure 67. Plan view of Bayou Lacassine site (CPT) ..................................................... 102 
Figure 68. CPT soil classification at Bayou Lacassine ................................................... 103 
ix 
 
Figure 69. Analyzed CPT points in the plan view .......................................................... 104 
Figure 70. Comparison of different Interpolation techniques of Case 9......................... 105 
Figure 71. Cross Validation Techniques of Case 9......................................................... 107 
Figure 72. Measured vs Predicted plot of different spatial interpolations of Case 9 ...... 108 
Figure 73. Comparison of different COV of Case 9 ....................................................... 109 
Figure 74. Plan view of Bayou Laccassine site (Soil Borings) ...................................... 110 
Figure 75. Soil classification at Bayou Laccassine for Soil Borings .............................. 111 
Figure 76. Analyzed Soil Boring points in the plan view ............................................... 112 
Figure 77. Comparison of different Interpolation techniques of Case 10....................... 113 
Figure 78. Cross Validation Techniques of Case 10....................................................... 115 
Figure 79. Measured vs Predicted Undrained shear strength plot of different spatial 
interpolations of Case 10 .............................................................................. 116 












In order to incorporate the influence of collected in-situ data, the spatial correlation 
between the data and the foundation needs to be explored. However, risk and uncertainty are 
the characteristics of the soil that cannot be eliminated. Statistical information of the soil 
property can be estimated from available field data obtained from testing at discrete locations 
across the site. In this research, several well-established spatial interpolation methods like 
ordinary kriging (OK), simple kriging (SK), inverse distance weight (IDW), spline, natural 
neighbor (NaN) and universal kriging (UK) were incorporated to evaluate the best method. Six 
CPT (Cone penetration test) (Tip Resistance data) cases (Case 1, 3, 4, 5, 6 and 9) and four soil 
boring (SU and SPT data) cases (Case 2, 7 ,8 and 10) were investigated in this research. 
According to the results, for Case 1, 2, 3, 4, 7, 9 and 10, if the first priority is given to bias 
factor followed by coefficient of variation (COV) and root mean square error (RMSE), the best 
three spatial interpolation techniques are IDW, OK and SK sequentially, based on their 
performance. For Case 5 (CPT data), the best three spatial interpolation techniques are OK, 
IDW and SK sequentially. For Case 6 (CPT data), the best three spatial interpolation 
techniques are SK, IDW and OK sequentially. For Case 8 (Soil Boring data), the best three 
spatial interpolation techniques are IDW, SK and OK sequentially. It can be concluded that the 
average COV of bias factor λ (for qc, SU and SPT data) for different spatial interpolation 
methods are less than the average measured COV of predicted average tip resistance and the 





CHAPTER 1. INTRODUCTION 
In geotechnical research, the scope is mainly determined by how much the customer and 
project authorities are eager to spend, rather than by what is needed to illustrate the subsurface soil 
condition. To design and investigate a foundation, specialists are preferably looking for the 
exclusive soil properties at numerous locations. However, reaching this goal can be unlikely and 
expensive, because it may consume huge amounts of finance, labor and material as well as time. 
Fortunately, some soil properties are spatially correlated with each other and thus can be related 
to many environmental issues (Minasny et al. 2006; Chai et al. 2008; Kumar et al. 2012; Zhang et 
al. 2012; H. Ye et al. 2015; H. C. Ye et al. 2016). 
Researchers are looking for new techniques to determine these parameters using statistical 
methods (Firouzianbandpey et al. 2015). For assessing the effects of uncertainties in geotechnical 
forecasts, probabilistic methods have been widely used in geotechnical engineering (J. Zhang et 
al. 2011). The presentation of geostatistics to large geotechnical tasks has also been found to be an 
influential tool (Rouhani, 1996; Wild and Rouhani, 1996; Ryti, 1993). When uncertainties occur 
with the sampling, they may often be attributed to inadequate, rather than inaccurate, 
measurements in the soil tests themselves (Goldsworthy et al. 2007). An in-situ test itself can 
provide a good prediction of soil properties at the points where tests can be performed, but 
expected ambiguity remains at locations which have not been observed. 
Performance of structures is so intensely influenced by the response of soils that the 
assessment of properties of soils under and contiguous to the structures (which also effective on 
the bearing capacity) at a certain region is one of main importance in terms of geotechnical 
considerations. On the other hand, the physical properties of the soils to a preferred depth are 
determined by both field and laboratory studies after the evaluation of the geological units. Field 
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tests such as the standard penetration test (SPT), cone penetration test (CPT), vane shear test, 
dilatometer test, etc., can be performed to evaluate the different engineering properties of the soils 
(Altun et al. 2013).  
Spatial variability occurs with most of the environmental features, often in a locally 
unpredictable and irregular way. In most of the cases, investigators are eager to know how the 
specific soil properties or parameters vary spatially, and that can be performed by displaying the 
data as maps. The spatial pattern can demonstrate the variation so that researchers can find the 
clues for variation (Oliver, 1996). 
With the technological improvements of the global positioning system (GPS), geographical 
information system (GIS) and remote sensing (RS) in recent times, numerous high resolution 
maps, such as remote sensing images and digital elevation models (DEMs), can be voluntarily 
achieved and used as supplementary data to forecast spatial distribution of soil properties 
(McBratney et al. 2003). Thus, many researchers have determined the correlation between soil 
properties and the environment and then incorporated these relationships with geostatistical 
techniques for additional soil mapping (Somarathna et al. 2016; Miller et al. 2016). 
The spatial variability of the random variable is characterized by co-variance or 
semivariogram functions, which are the key elements in estimation techniques (Gundogdu and 
Guney, 2007). ArcGIS, which is a software, provides a variety of tools (such as spatial analysts 
and geostatistical analysts) in order to explore spatial data, evaluates the prediction uncertainty 
and creates surfaces for efficient decision-making in geo-hydrology. 
There exist many techniques to generate a synthetic CPT or soil properties profiles. Many 
researchers did their research on the principles of geostatistics and spatial interpolation using 
kriging, and they described the assumptions of kriging (Matheron, 1971; Isaaks and Srivastava, 
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1989; Cressie, 1993; Webster and Oliver, 2001).  Generally, the kriging technique is used widely 
in order to approximate the unknown values at a specific point by using known points data. Kriging 
is assumed to be a good kind of spatial interpolation technique that was developed during the 1960s 
and 1970s (Matheron, 1963; Samui and Sitharam, 2010; Lloret-Cabot et al. 2012; Altun et al. 2013; 
Firouzianbandpey et al. 2015). In this research, ordinary kriging (OK), simple kriging (SK), 
universal kriging (UK), inverse distance weighted (IDW) spline and natural neighbor (NaN) 
methods were investigated to evaluate the spatial variability of soil properties. 
Ordinary kriging (OK) technique is a geostatistical approach used for spatial variability. 
Instead of weighting nearby data points by some power of their inverted distance, ordinary kriging 
relies on the spatial correlation structure of the data to determine the weighting values (Samui and 
Sitharam, 2010). Researchers indicated that kriging showed better results than any other methods 
to interpolate pH (In chemistry, to identify the acidity or basicity of an aqueous solution, pH is 
used as a logarithmic scale) (Laslett et al. 1987; Robinson and Metternicht, 2006). Studies also 
focused on soil properties and unsurprisingly found that ordinary kriging is one of the most 
successful interpolator (Kravchenko and Bullock, 1999). Sitharam and Samui (2007) observed that 
ordinary kriging performed better than simple kriging for their model when they tried to create a 
geostatistical model to evaluate the spatial and depth variability based on the standard penetration 
test (SPT). Some researchers tried to incorporate various interpolation techniques, which are 
examined and associated with the approximation of spatial variation of soil organic carbon (SOC) 
at different soil depths. They found out that the ordinary kriging performed better than other 
methods (Bhunia et al. 2016).  
Simple kriging (SK) technique is another type of kriging that is generally adopted due to 
its simplicity and ability to evaluate the spatial variability. SK attempts to gather all estimates near 
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the mean without considering the spatial data structures. Researchers tried to compare between the 
ordinary kriging and the simple kriging (Sitharam and Samui, 2007). Daya and Bejari (2015) found 
out that simple kriging helps get a smoother and more aesthetically pleasing result, and they also 
observed that simple kriging assesses the low value higher and vice versa.  
The inverse distance weighted (IDW) interpolation technique can be categorized as a local, 
deterministic and exact interpolation technique (Watson and Philip, 1985). The main assumption 
of this method is that the closer sampled point puts greater influence on the unsampled point, so 
that the unsampled point is more similar to it than those points further away in their values (Tan 
and Xu 2014). Researchers found out that the IDW gives the most accurate results when applied 
the method on soil data (Schloeder et al. 2001) and when the data points are dense (Mitas and 
Mitasova, 1999; Garnero and Godone, 2013). Robinson and Metternicht (2006) did their research 
on soil properties and concluded that for the subsoil condition the IDW is best when the 
comparison was made for the pH of soil. Their research was executed on soil stiffness value, and 
they also found out that the IDW showed a better result than the other interpolation techniques 
(Al-ani et al. 2014). 
Splines consist of polynomials, which describe pieces of a line or surface, and are fitted 
together so that they join smoothly (Webster and Oliver, 2001). Splines produce good results with 
gently varying surfaces and thus are often not appropriate when there are large changes in the 
surface values within a short horizontal distance. Robinson and Metternicht (2006) performed a 
research study on soil properties and concluded that the subsoil splines showed the optimum results 
when the organic matter came. Laslett et al. (1987) concluded that splines are a better interpolation 
technique than both the IDW and the kriging technique to interpolate pH of soil. 
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Universal kriging (UK) is applied when the regionalized variable exhibits in some form of 
a trend (Isaaks and Srivastava, 1989). The main difficulty with the UK is the circular nature of the 
problem. To determine the trend, the underlying semivariogram must be known, but to determine 
the semivariogram, the trend must be known. Kis (2016) concluded that it is better to use universal 
kriging over ordinary kriging because universal kriging can precisely identify and calculate the 
trends in the data. 
The natural neighbor interpolation algorithm finds the closest subset of input samples to a 
query point and applies weights to them based on proportionate areas to interpolate a value. It is 
also known as Sibson or "area-stealing" interpolation. Its basic properties are local, using only a 
subset of samples that surround a query point, and the interpolated heights are guaranteed to be 
within the range of the samples used.  
1.1. Problem Statement 
Risk and uncertainty are natural characteristics of the soil that can never be eliminated. 
Knowing the exact location of the foundation in the design process allows for the collection of 
additional boring data or in-situ testing (i.e., CPT) inside or near the foundation to decrease 
uncertainty in predicting foundation capacity. In order to incorporate the influence of such 
collocated boring or in-situ data, the spatial correlation between the data and the foundation input 
parameters needs to be explored. The geostatistical tools can be used for this purpose. This is also 
known as an improved strategy to deal with the uncertainty in modeling the spatial variability of a 
soil property to generate random fields that are constrained at the location of the foundation 
location. This statistical information of the soil property can be estimated from available field data 
obtained from testing at a discrete location across the site.  
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Several researchers (Soulié et al. 1990; Fenton, 1999; Lloret-Cabot et al. 2012) have performed 
studies to develop a model that estimates the variability of soil properties. This is done in order to 
design any kind of foundation from the heterogeneity of a soil property. In-situ cone penetration 
test (CPT) data or bore hole data from a particular test site are usually used to determine the input 
statistics for generating random fields. These are later constrained (conditioned) at the locations of 
actual CPT or borehole measurements using the geostatistical tools. The results from the 
conditional random fields can then be analyzed to quantify how the number of field measurements 
used influences the reduction of uncertainty.  
Spatial interpolation can be used to generate a synthetic artificial CPT profile at any foundation 
location during the construction of substructure. Based on the available CPT data (or soil boring) 
both perpendicular and parallel to the foundation of any intersection (Figure 1), various spatial 
interpolation techniques can be applied to provide the required CPT profile for foundation design. 
This will aid the design engineers to design the foundation with sufficient confidence.   
                                          
Figure 1. Kriging Technique at Intersection 
 
Available CPT 
Required CPT data at Foundation 
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1.2. Research Objectives and Approach 
The ultimate goal of this research is to evaluate and determine the best spatial interpolation 
method that can generate the best synthetic profile of CPT data as well as soil boring data. To 
achieve this goal, the following objectives of this study are executed: 
(a) Generate predicted average (per foot depth) the CPT data and soil boring data (especially SPT 
value and undrained shear strength Su) from the existing CPT and soil boring data.  
(b) Put those predicted average CPT data and soil boring data (especially SPT value and undrained 
shear strength Su) according to their global position like latitude and longitude,  
(c) Perform various types of interpolation techniques (OK, SK, UK, IDW, NaN and spline) using 
the ArcMap10.4.1,  
(d) Predict synthetic CPT profiles and soil boring data in unknown locations with the help of 
existing CPT and soil boring data,  
(e) Compare synthetic CPT profile and soil boring data with measured CPT profile and soil boring 
data, and  
(f) Perform and evaluate cross-validation to determine the best interpolation technique to estimate 









CHAPTER 2. LITERATURE REVIEW 
2.1. Spatial Interpolation in Geotechnical Engineering 
Site characterization is underestimated in case of minor projects for the lack of funding 
(Ho and Skeels, 2003). In recent years, GIS (Geographic Information System) has been used as a 
vital instrument and widely used to solve geotechnical problems (Carrara et al. 1991; Xie et al. 
2006; Orhan and Tosun, 2010).  
Without GIS, it is difficult for engineers to represent soil bore logs data for geotechnical 
characterization (Higashi and Dias, 2003). Therefore, GIS can convert all of the paper data to 
digital data, which can be effortlessly accessed and easily analyzed for the better research jobs. 
GIS maps can demonstrate the data of various fields of geotechnical engineering, such as slope 
stability, seismic properties, CPT and borehole data. For that reason, in modern geotechnical 
engineering, the maps are produced by using GIS (Orhan and Tosun, 2010).  
For the planning of soil investigation and performing of the testing, site variability of soil 
properties plays a crucial role in the field of geotechnical researches. With some precautions, 
suitable construction procedures over the soil can be decided by implementing site variability. 
Previously, random-field theory was used for the assessment of spatial variability of soil properties 
by incorporating any specific sites statistical analysis of soil data (Vanmarcke, 1977; Tang, 1979; 
Wu and Wong, 1981; Tabba and Yong, 1981; Asaoka and Grivas, 1982; Vanmarcke, 1983; 
Kulatilake and Miller, 1987; Kulatilake, 1989; Phoon and Kulhawy, 1999; Fenton, 1999; Uzielli 
et al. 2005). In most of the cases, the main statistical parameters of random field model are 
considered uncertain because it cannot develop a well-defined correlation to predict the soil 
properties. Generally, engineering judgment is needed to find the true trends of data and to ignore 
large-scale fluctuations. Researchers presume the soil properties within a specific soil layer have 
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to be statistically homogeneous in these types of random field models. It is obvious that statistical 
homogeneity means that the average and standard deviation of any soil properties on a specific 
soil layer is identical at every point. 
In the field of geotechnical engineering, for some parameters, correlation or empirical 
solution can be applied to reduce the project time and efforts. Implementation of spatial variability 
can be done by (a) random field theory (Lumb, 1975; Vanmarcke, 1977) or (b) geostatistics 
(Matheron, 1963). Both approaches are similar in sample collection. 
In comprehensive geotechnical researches which predict the soil properties, advanced 
knowledge of spatial variation and statistics were used for the planning of the soil exploration 
program. Boreholes, geological documents, geological section maps, and in-situ SPT tests are the 
crucial parts of a geotechnical operation. These things should be combined in the complete report 
of strata variation. Among the crucial parts of a geotechnical operation, borehole was assumed to 
be the most well-known method to determine origin data (Zhu et al. 2003). 
The spatial characteristics of borehole data have a powerful impact and influential 
significance in the field of geotechnical engineering. The borehole may be considered as a 
regionalized variable, which generally has important characteristics: Randomness and structural 
distribution. For the determination of soil strata and the N value, the standard penetration test (SPT) 
is conducted as field testing. The N value is considered as one of the most significant properties 
of soil in any specific location. From the N value, some soil parameters like the allowable bearing 
capacity, liquefaction potential, and angle of internal friction can be determined. As an in-situ field 
test, the standard penetration test (SPT) is widely used because it is not hard, too fast or costly to 
conduct and can be implemented to assess different types of soil behavior. One such behavior is 
stiffness, which can illustrate soil type (Knappett and Craig, 2012). Mostly SPT data was used for 
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the planning of foundation design in North and South America (Bowles, 1972). However, the 
undrained shear strength of soil is another important factor found from soil boring data. It can 
determine bearing capacity of foundations, dams and other structures. Predicting or finding the 
undrained shear strength value is a crucial task in geotechnical engineering. 
For the characterization of the lithostratigraphic, geological and hydrogeological site, cone 
penetration testing (CPT) is one of the most efficient and multi-purposed methods used. Generally, 
studies that show the spatial variation of CPT data are mainly concerned with the vertical direction 
(Fenton, 1999; Uzielli et al. 2005; Kulatilake P, 2003). Two-dimensional spatial interpolations of 
CPT data were investigated previously (Flach et al. 2005; Lenz, 2007). However, for the grain size 
distribution parameters, three-dimensional variography of CPT data was recently studied (Liu and 
Chen, 2010). Little to no efforts were given to find the spatial variability that predicts the missing 
data or newly generated data. 
Geostatistical analysis has a great influence on geotechnical engineering. In geotechnical 
engineering, however, implementation of geostatistics is obstructed due to numerous reasons. 
Geostatistics, considered as a primary mining tool, may contain some inaccurate results. That’s 
why in geotechnical engineering it is not widely used. Also geostatistics is reputed for being 
convoluted and challenging to understand. Beyond these reasons, geotechnical engineers did not 
try to get familiar with geostatistical methods.  
2.2. Comparison between Different Types of Spatial Interpolation 
The objectives of researchers were whether it was justified to use spatial interpolation methods 
with not enough soil data (Schloeder et al. 2001). The interpolation techniques included ordinary 
kriging, IDW, and thin-plate splines with tensions. In the research studies, they found that ordinary 
kriging and IDW give the most accurate results. However, in the case of thin-plate splines with 
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tensions, it didnot give the best result, and they also concluded that the sample size has a great 
impact on the result. 
 Mitas and Mitasova (1999) and Garnero and Godone (2013), using ESRI ArcMap, found 
that with dense data points the IDW (inverse distance weighing) interpolation technique gives the 
best result among IDW, natural neighbors and splines. 
 Robinson and Metternicht (2006) tried to compare the precision of ordinary kriging, 
lognormal ordinary kriging, inverse distance weighting (IDW) and splines for some soil properties 
(pH, electric conductivity and organic matter).  They found that all the interpolators gave similar 
kinds of RMSE values. When the comparison was based on pH, ordinary kriging was best in the 
topsoil. However, in the topsoil, lognormal ordinary kriging showed best results when electrical 
conductivity came into consideration. In the case of subsoil, IDW was best when the comparison 
was based on pH, and splines showed the optimum results when it was based on organic matter. 
 Kravchenko and Bullock (1999) researched on the comparison of IDW, ordinary kriging 
and lognormal ordinary kriging for soil properties with 30 experimental points. They found that 
ordinary kriging is the most successful interpolator. However, Laslett et al. (1987) concluded that 
kriging showed better results than the IDW method to interpolate pH and also suggested that 
splines are a better interpolator than both IDW and kriging. 
 Sitharam and Samui (2007) attempted to create a geostatistical model to evaluate the spatial 
and depth variability from standard penetration test (SPT) data. Their dataset consists of 766 
boreholes within a 220 square kilometer area. Their model performed well with SPT data. They 
assumed that the soil properties are homogenous within each layer. They applied ordinary kriging 
and simple kriging in their research due to the simplicity of performing spatial variability. They 
counted for a vertical anisotropy which was applied to the semivariogram model because soil 
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contains multiple properties which vary in each layer. Vertical variation in soil mass is more 
important with respect to horizontal variation. In particular, they found that ordinary kriging 
performed better than simple kriging for this model. 
However, Samui and Sitharam (2010) again tried to create a geostatistical model to 
evaluate the spatial and depth variability from standard penetration test (SPT) data. Their dataset 
consists of 766 boreholes within 220 square kilometer area. They applied ordinary kriging and 
disjunctive kriging in their research. They counted for a vertical anisotropy which was applied to 
the semivariogram model because soil contains multiple properties which vary in each layer. 
Vertical variation in soil mass is more important with respect to horizontal variation. They found 
that disjunctive kriging performed better than ordinary kriging for this model. 
 In Al-ani et al. (2014), they used ArcMap 10 to perform spatial interpolation. They also 
found that IDW showed a better result than other interpolation systems. They collected 35 
locations’ data, which was extended over 1.3 km by 4.0 km. They collected 1754 soil stiffness 
value and used GIS for the input of data. 
 In Bhunia et al. (2016), they tried to incorporate various interpolation techniques in a GIS 
environment, which is examined and associated with approximating the spatial variation of SOC 
(soil organic carbon) at three different soil depths (0–20 cm, 20–40 cm and 40–100 cm). They 
collected 98 soil samples from the different sites. GPS was used in their study to collect coordinates 
of the sample points. They found that ordinary kriging performed better than other methods. 
 In Hosseini et al. (1994), they tried to find the best method among the closest neighbor, 
kriging, inverse-distance moving average and thin plate smoothing splines for mapping soil 
salinity. They compared each method’s effectiveness via cross-validation. In this research they 
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considered 341 values of electrical conductivity of paste over 16000 ha area. They concluded that 
ordinary kriging and spline methods are better methods than their closest neighbor.  
To propose a good method and analyze some spatial interpolation methods for terrains, 
Yao et al. (2013) did their research at the semiarid hilly plateau of China on 153 soil water profiles. 
Spatial interpolation methods such as ordinary kriging, inverse distance weighting, linear 
regression and regression kriging were implemented for modeling. They performed some cross-
validation techniques to assess the performance of interpolation methods, quantitatively. They 
found that there was some significant variation between each spatial interpolation method. Because 
of the poor spatial correlation of soil water in the complex terrain, the inverse distance weighted 
method and the ordinary kriging did not perform well.  
 Daya and Bejari (2015) compared ordinary kriging and simple kriging methods by using 
data from exploration drilling, which are irregularly spaced with almost lognormal distribution. 
They found that ordinary kriging is more accurate and less smooth than simple kriging. They also 
suggested that any economic decision made on the basis of ordinary kriging results will be more 
reliable.  
Fifty-three comprehensive studies were presented, and the quantitative performance of 72 
methods were compared with each other by Li and Heap (2011). Then they proposed two new 
parameters to compare the performance of the existing methods. The impact of data density and 
variation on the results were assessed in this study. The researchers suggested that inverse distance 
weighting (IDW), ordinary kriging (OK) and ordinary co-kriging (OCK) are used more regularly 
than other methods.  
 Plouffe et al. (2015) produced a map for monthly rain in Sri Lanka and compared between 
four spatial interpolation techniques, such as inverse distance weighting, thin-plate splines, 
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ordinary kriging and Bayesian kriging. With the help of satellite data, they assessed the existing 
spatial pattern of rainfall. They found that Bayesian kriging performed best when the rainfall 
volume was low. However, in the case of high rainfall, spline gave the best results.  
 Di Piazza et al. (2011) performed algorithms for some deterministic methods that included 
inverse distance weighting, simple linear regression, multiple regression, geographically weighted 
regression and some geostatistical methods such as ordinary kriging and residual ordinary kriging. 
Two-hundred-forty-seven raingauges’ data of Sicily (Italy) represented the mean annual and 
monthly rainfall data used to determine which method is best. They found that ordinary kriging 
provided the best performance at an annual and monthly scale.  
 Kis (2016) did his research on Croatian hydrocarbon fields in the CPBS and said that in a 
dataset with spatial trend or drift, it’s better to use universal kriging over ordinary kriging. One of 
the main characteristics of universal kriging is that it can precisely identify and calculate the trends 
in the data.  
 Tan and Xu (2014) did their research on three different types of landforms: Mountains, 
hills and alpine areas. In this study, six spatial interpolation methods were used, including the 
ANUDEM method and five other commonly used methods. They analyzed the quality and 
compared the accuracy by the help of point check. They also represented 3D visualization analysis. 
They found that ANUDEM is the best method; better than the inverse distance weighted method. 
They also said that the inverse distance weighted method is better than TIN, kriging and natural 
neighbor methods, which contain a similar kind of accuracy. They finally concluded that the spline 
method is not as good as the other methods used in this research. 
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 Elizabeth A. Roberts et al. (2004) performed their study on invasive plant management and 
used the inverse distance weighted method to create a survey map. They suggested that accurate, 
invasive plant maps can be made using the inverse distance weighted interpolation technique.  
 Lu and Wong (2008) said that in most cases, the inverse distance weighted method 
performs better than other constant parameter methods. They also suggested that the inverse 
distance weighted method is better than ordinary kriging when the variogram cannot be modeled.  
Universal kriging (UK) is used to interpolate ground water table altitudes for the Ogallala 
aquifer in Kansas by Kambhammettu et al. (2011). In this research, 1859 sample data points were 
used to create the kriging map. 
2.3. Non-Geostatistical Interpolators 
2.3.1. Inverse Distance Weighted (IDW) Method 
Inverse distance weighted method extracts the values of an unsampled or unknown location 
by using a linear combination of the measured point’s data and the sampled point’s distance, 
inversely, from the point of interest. When the distance between the sampled and unsampled 
location is closer, there will be a great influence of the sampled point’s data on the unsampled 
point’s data and vice versa. The equation of the inverse distance weighted method is:  














Where ‘Z0’ is the predicted value at the unsampled location, ‘Zi’ is the observed value, ‘di’ 
is the distance between the prediction location and the measured location and ‘n’ is the number of 
measured sample points within the neighborhood. ‘k’ is the power parameter that defines the rate 
of reduction of the weights as distance increases. 
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Value of the power parameter is significant when the accuracy of the IDW is the main 
factor (Isaaks and Srivastava, 1989). Weights of the values are eliminated when the distance 
between points increases, specifically if the power parameter value increases. Then the adjacent 
samples will have a greater weight and also will put more influence on the data estimation (Isaaks 
and Srivastava, 1989). When the k value is 0, 1 and >1 (greater than), then IDW is referred to as 
‘moving average’, ‘linear interpolation’ and ‘weighted moving average’ respectively (Brus et al. 
1996; Hosseini et al. 1993; Laslett et al. 1987; Burrough and McDonnell, 1998). However, the 
most commonly used value of power parameter is 2.  
2.3.2. Spline 
There are two types of spline methods: ‘Regularized’ and ‘Tension.’ Smooth, steadily 
changing data, which may go outside the range of measured data, is generally produced by the 
Regularized spline method. However, with the stiff surface, data generated from Tension spline 
will fall into the measured data range (Schloeder et al. 2001). 
Thin-plate spline with the Tension method generally incorporates a two-dimensional spline 
interpolation technique with minimum curvature. The algorithm used for the spline tool uses the 
following formula for the surface interpolation (Mitáš and Mitášová, 1988) by ArcMap 10.4:  
𝑆(𝑥, 𝑦) = 𝑡(𝑥, 𝑦) + ∑ 𝜆𝑗𝑅(𝑟𝑗)
𝑛
𝑗=1   ………………………………………………………….. (2) 
Where ‘n’ is the number of points, ‘t(x,y)’ and ‘λj’ are coefficients found by the solution of 
a system of linear equations. ‘rj’ is the distance from the interpolation point to the j
th point, and ‘R’ 
is a distance dependent function also controlled by a tension (or weight) parameter ɸ2: 






) + 𝑐 + 𝐾0(𝑟𝜙) ]  ………………………………………………..… (3) 
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Where ‘r’ is the distance between the point and the sample, ‘ɸ2’ is the weight parameter, 
‘K0’ is the modified Bessel function, ‘c’ is a constant equal to 0.577215. 
The tension parameter, mentioned above, adjusts the minimization criterion of spline so 
the 1st derivative terms are incorporated. The weight parameter can control the amount of stiffness 
(i.e. tension). The weights have to be greater than 0 and low weight value will generate a smoother 
surface. Usually the smoother surface will be created if the selected number of points are high.  
2.3.3. Natural Neighbor (NaN) 
The natural neighbors (NaN) method was introduced by Sibson (1981). It combines the 
best features of NN and TIN (Webster and Oliver, 2001). The first step is a triangulation of the 
data by Delauney’s method, in which the apices of the triangles are the sample points in adjacent 
Thiessen polygons (Dirichlet tiles). To determine the value at any unknown point x0, that point is 
inserted into the tessellation, and its neighbors, the set T (the points within its bounding Dirichlet 
tiles), are used for the interpolation. 
Generally, all types of spatial interpolation techniques can be represented as the weighted 
average of known data. They can be estimated from the general spatial interpolation equation, as 
follows: 
𝑍(𝑥0) = ∑ 𝜆𝑖𝑧(𝑥𝑖)
𝑛
𝑖=1  ………………………………………………………………………..… (4) 
Where, ‘𝑍’ is the expected value at an unsampled location ‘𝑥0’, ‘𝑧’ is the measured value 
at sampled location ‘𝑥𝑖’, ‘𝜆𝑖’ is the weight and ‘n’ is the number of sampled points for the spatial 
interpolation (Webster and Oliver, 2001). For each neighbor the area, A, of the portion of its 
original Thiessen polygon that became incorporated in the tile of the new point is calculated. These 








  ………………………………………………………………………………..… (5) 
 Sibson (1981) concluded that NaN produces intermittent mathematical functions quite 
well. Therefore, similar to the simple polyhedral interpolator, it predicts the actual values at the 
measured points. That’s why it is called an exact interpolator. However, Laslett (1987) showed 
that it gives unacceptable results with noisy data. 
2.4. Geostatistics 
It is assumed that geostatistics have been derived from the research of the geology and mining 
done by Krige (1951). However, it was introduced before in the field of agronomy and 
meteorology (Webster and Oliver, 2001). Geostatistics includes various methods that use kriging 
formulas to estimate missing data. 
Semivariance and Variogram 
The first step in the kriging interpolation method is the computation of an experimental 
semivariogram. Generally, to examine the spatial distribution structure of the soil properties, the 





∑ (𝑧(𝑥𝑖) − 𝑧(𝑥𝑖 + ℎ))
2𝑛
𝑖=1  ………………………………………………………..… (6) 
Where ‘n’ is the number of data points separated by distance ‘h,’ and γ(h) is the 
semivariogram (commonly referred to as variogram) (Webster and Oliver, 2001). 
The semivariogram has some important key factors: The first one is ‘nugget.’ The nugget 
effect means when the variogram doesnot start from 0 and estimates the error caused by 
measurement and spatial variability. The ‘range’ is the distance value where ‘sill’ is reached. In 
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general, if a nugget/sill ratio is less than 25%, it indicates strong spatial dependency. When it is 
greater than 75%, it indicates weak spatial dependency; otherwise, the spatial dependency is called 
moderate (Cambardella et al. 1994). The size of a search window that will be used in the spatial 
interpolation methods is determined by the range (Burrough and McDonnell, 1998). 
 
Figure 2. Semivariogram Terminology and Properties (Facas et al. 2010) 
There are some simple variogram models, including: nugget, exponential, spherical, 
Gaussian, linear, and power model (Burrough and McDonnell, 1998; Webster and Oliver, 2001). 
Kriging 
Generally, all types of spatial interpolation techniques can be represented as the weighted 
average of known data. They can be estimated from the general spatial interpolation equation, as 
follows: 
𝑍(𝑥0) = ∑ 𝜆𝑖𝑧(𝑥𝑖)
𝑛
𝑖=1  ………………………………………………………………… (7)                                  
Where, ‘𝑍’ is the expected value at an unsampled location ‘𝑥0’, ‘𝑧’ is the measured value at 
sampled location ‘𝑥𝑖’, ‘𝜆𝑖’ is the weight and ‘n’ is the number of sampled points for the spatial 
interpolation (Webster and Oliver 2001). 
However, all kind of kriging interpolation methods have a basic Equation (8), which is 
slightly modified version of Equation (7), as follows: 
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𝑍(𝑥0) − 𝜇 = ∑ 𝜆𝑖[𝑍(𝑥𝑖) − 𝜇(𝑥0)]
𝑛
𝑖=1  ………………………………………………………… (8) 
Where, ‘𝜇’ is stationary known mean, ‘𝜆𝑖’ is the kriging weight, found from 
semivariogram, ‘n’ is the number of sampled points for the spatial interpolation and within the 
search window ‘𝜇(𝑥0)’ is the mean of the sampled data. Step by step procedure of kriging 
interpolation methods were done by (Clark and Harper, 2001). 
2.4.1. Simple Kriging (SK) 
Statistical properties of sampled data are incorporated in the simple kriging method. To 
define the spatial continuity, the kriging approach uses the semivariogram. To measure the strength 
of statistical correlation as a function of distance, the semivariogram is used. The general formula 
of simple kriging is deepened on equation (6) for its weight. After a slight modification of equation 
(8), we can come to the equation (9), as: 




𝑖=1 𝜇………………………………………………….…… (9) 
Where, ‘𝜇’ is stationary known constant mean. In simple kriging the parameter ‘𝜇(𝑥0)’ in 
equation (8) is replaced by the parameter ‘𝜇’ which is stationary mean in equation (9). With the 
help of range of influence of the semivariogram, the number of sampled points used to run the 
estimation in equation (4) is determined. In simple kriging [1 − ∑ 𝜆𝑖
𝑛
𝑖=1 ] is not necessarily 0; the 
greater the value of [1 − ∑ 𝜆𝑖
𝑛
𝑖=1 ], the more the estimator will be dragged toward the mean; in 
general, in the relative poorly sampled region, the value of [1 − ∑ 𝜆𝑖
𝑛
𝑖=1 ] increases. The following 
figure is given by (ESRI, 2018a) which is an example in one spatial dimension of simple kriging 




Figure 3. Example of Simple Kriging with one Spatial Dimension (ESRI, 2018a). 
2.4.2. Ordinary Kriging (OK) 
Statistical properties of sampled data are incorporated in the ordinary kriging method. To 
define the spatial continuity, the kriging approach uses the semivariogram. To measure the strength 
of statistical correlation as a function of distance, the semivariogram is used.  
The ordinary kriging (OK) is pretty similar to SK, but the main difference is that OK 
considers the attribute value using equation (6) and (8) by replacing 𝜇 with a local mean 𝜇(𝑥0) 
that is the mean of samples within the search window. Then the equation for ordinary kriging will 
be equation (10), as follows: 




𝑖=1 𝜇(𝑥0)………………………………………………… (10) 
For ordinary kriging [1 − ∑ 𝜆𝑖
𝑛
𝑖=1 ] = 0, that is ∑ 𝜆𝑖
𝑛
𝑖=1 = 1, which is achieved from 
equation (3). Therefore, ordinary kriging uses equation (7) and equation (6) to make the estimation 
and estimates local constant mean (Clark and Harper, 2001;Goovaerts, 1997)The following figure 
is given by (ESRI, 2018b) which is an example in one spatial dimension of ordinary kriging (where 




Figure 4. Example of Ordinary Kriging with one Spatial Dimension (ESRI, 2018b). 
2.4.3. Universal Kriging (UK) 
The kriging with a trend (KT) is usually called universal kriging (UK); that was proposed 
by Matheron (1971). Universal kriging (UK) is not as popular as ordinary kriging (OK) to predict 
unsampled locations data. For prediction in the case of interpolation, UK and OK give a similar 
kind of estimation. However, when extrapolation takes place, they are quite different (Goovaerts, 
1997). It is another kind of OK, which incorporates the trend within the neighborhood search 
window as a gradually varying function of the specific coordinates. It is practically impossible to 
check how well the trend model fits if the local models are employed. That’s why ordinary kriging 
is applied in most cases. The following figure is given by (ESRI, 2018c), which is an example in 




Figure 5. Example of Universal Kriging with one Spatial Dimension (ESRI, 2018c). 
2.5. Evaluation Criteria 
Some statistical measures are built in ArcMap Software. While processing spatial interpolation 
techniques, these statistics are used. Additional statistics based on literature are used after choosing 
all of the interpolation techniques. Cross-validation compares measured quantities with the value 
that would be predicted for a position given a dataset omitting the true value. Commonly used 
criteria such as the mean absolute error (MAE), mean square error (MSE), root mean square error 
(RMSE), mean absolute percentage error (MAPE) and coefficient of effectiveness (COE) were 
done in this research. Bias factor, which is the mean ratio of measured to predicted value (λ), 
standard deviation of bias factor (SDλ) and coefficient of variation of bias factor (COVλ) were also 
computed and compared in this research.  
2.5.1. Mean Absolute Error (MAE) 
In statistics, to calculate the difference between two continuous variables, mean absolute 




∑ |𝑝𝑖 − 𝑚𝑖|
𝑛
𝑖=1     ………………………………………………………………….… (11) 
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Where ‘n’ is the number of samples or observations, ‘p’ is the predicted or estimated value 
and ‘m’ is the measured or observed value. 
2.5.2. Mean Square Error (MSE) 
In statistics, the mean squared error (MSE) or mean squared deviation (MSD) of an 
estimator (of a procedure for estimating an unobserved quantity) measures the average of the 
squares of the errors or deviations—that is, the difference between the estimator and what is 
estimated. The MSE is a measure of the quality of an estimator—it is always non-negative, and 




∑ (𝑝𝑖 − 𝑚𝑖)
2𝑛
𝑖=1       ………………………………………………………………… (12) 
Where ‘n’ is the number of samples or observations, ‘p’ is the predicted or estimated value 
and ‘m’ is the measured or observed value. 
2.5.3. Root Mean Square Error (RMSE) 
The root-mean-square deviation (RMSD) or root-mean-square error (RMSE) is a 
frequently used statistic of the differences between predicted values by an estimator, or a model 
and the values actually observed. RMSE is an indicator of the sensitivity of outliers. It indicates 
the magnitude of extreme errors. The effect of each error on RMSD is proportional to the size of 
the squared error; thus larger errors have a disproportionately large effect on RMSD. The 








  ………………………………………………………………  (13) 
Where ‘n’ is the number of samples or observations, ‘p’ is the predicted or estimated value 
and ‘m’ is the measured or observed value. 
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2.5.4. Mean Absolute Percentage Error (MAPE) 
The mean absolute percentage error (MAPE), also known as mean absolute percentage 
deviation (MAPD), is a measure of the prediction accuracy of a forecasting method in statistics. 
Small MAPE values indicate a model with few errors and more accurate predictions. It usually 







|𝑛𝑖=1      …………………………………………………..………… (14) 
Where ‘n’ is the number of samples or observations, ‘p’ is the predicted or estimated value 
and ‘m’ is the measured or observed value. 
2.5.5. Coefficient of Effectiveness (COE) 
The effectiveness of the models was evaluated using a coefficient of effectiveness (COE). 
The COE value measures how effective a prediction might be relative to that which could have 
been derived using the sample mean in equation (15): 







    …………………………………………………………………… (15) 
Where ‘n’ is the number of samples or observations, ‘p’ is the predicted or estimated value, 
‘m’ is the measured or observed value and ‘?̅?’ is the arithmetic mean of the observation values. 
COE = 1.0 indicates a perfect prediction. A positive value represents a more reliable model 
than if the arithmetic mean had been used, while a negative value describes a less reliable model. 




2.5.6. Bias Factor (λ) 
Bias factor (λ), which is the mean ratio of measured to predicted value, is calculated and 
compared in this research to determine which spatial interpolation method is the best. It is unit less 
and can be expressed by equation (16): 
𝜆 =  
𝑚𝑖
𝑝𝑖
      …………………………………………………………………………………..… (16) 
A bias factor equal to 1.0 indicates a perfect prediction. When the value is greater than one, 
it means that it is under predicted model. However, for over predicted model the bias factor has to 
less than one. 
2.5.7. Standard Deviation of Bias Factor (SDλ) 
Standard deviation of bias factor is calculated and compared in this research to determine 
which spatial interpolation method is best. In statistics, the standard deviation is a measure that is 
used to quantify the amount of variation or dispersion of a set of data values. The expression for 
standard deviation of bias factor is given by equation (17): 





  ……………………………………………………… (17) 
Where ‘𝑛’ is the number of data of bias factor, ‘𝜆’ is each of the values of bias factor data, 
and ‘?̅?’ is the mean of the values of bias factor data. 
2.5.8. Coefficient of Variation of Bias Factor (COVλ) 
The coefficient of variation (COV) is a measure of relative variability. It is the ratio of the 
standard deviation to the mean (average). For example, the expression “The standard deviation is 
15% of the mean” is a COV. The coefficient of variation of bias factor is calculated and compared 
in this research to determine which spatial interpolation method is best. 
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The coefficient of variation can also be used to compare variability between different measures. 
The coefficient of variation of bias factor can be expressed by equation (18): 
𝐶𝑂𝑉 (%) = (
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
?̅?
) × 100       ………………………………………………… (18) 
Where ‘?̅?’ is the mean of the values of bias factor data. 
2.6. Spatially Variable Parameters 
2.6.1. CPT Data 
There has been an increased concern recently toward the use of in-situ testing for 
subsurface investigation. Different engineering soil properties have been evaluated as an 
alternative to the conventional laboratory testing. The cone penetration test (CPT) has gained more 
acknowledgement and popularity as a preferred in-situ tool for subsurface investigation and soil 
exploration. The CPT is a robust, simple, fast, reliable, and economical in-situ test that can provide 
continuous soundings of subsurface soil with depth. The CPT test is essentially conducted by 
advancing a cylindrical rod with a cone tip down into the soil. During penetration, the CPT is 
capable of measuring the cone tip resistance (qc) and sleeve friction (fs) simultaneously. The CPT 
measurements can be effectively used for soil stratification, identification and classification. The 
measurements can also be used to evaluate different soil properties such as the strength and 
deformation characteristics of the geomedia (Abu-Farsakh et al. 2008). 
In this research from CPT data, cone tip resistance (qc) is chosen as the primary data to 
check the effectiveness of various spatial interpolation techniques. 
2.6.2. Soil Boring Data 
The boring logs will detail the soil layers by depth from the surface or by elevations. The 
log will contain such information as soil classification, relative denseness of the soil, sampling 
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points, unconfined compressive strength, water content, undrained shear strength, dry unit weight, 
SPT Number and the position of ground water depth. Often the soil descriptions are subjective by 
being based on the experience and judgement of the observing geologist. How dense or hard the 
soil is is often based on how quickly the drill can be advanced. The description is often based on 
the look, feel and sometimes smell or taste of the soil. The boring logs are a good place to start to 
understand the soil properties. The boring logs should be plotted on the drawings and on cross-
sections, so the relationship of the excavation and structures are scaled to the soils and water table.  
In this research from soil boring data, undrained shear strength (Su) is selected to check 
the effectiveness of various spatial interpolation techniques. Because for soils, bearing capacity of 
foundations, dams and other structures can be determined by the undrained shear strength (Su). 
Generally, by the unconfined compression test, the clay’s undrained shear strength (Su) can be 
measured. If undrained shear strength (Su) is not reported in the soil boring log, we can determine 
the undrained shear strength (Su) from unconfined compressive strength (qu). When the angle of 
internal friction ϕ is equal to 0, the undrained shear strength (Su) of a cohesive soil is equal to one-
half of the unconfined compressive strength (qu). The most critical condition for the soil usually 
occurs immediately after construction, which represents undrained conditions, when the undrained 
shear strength is basically equal to the cohesion (c). The relation between undrained shear strength 
(Su) with unconfined compressive strength (qu) and cohesion (c) is given in equation (19): 
𝑆𝑈 = 𝑐 =  
𝑞𝑢
2
  …………………………………………………………………………………..(19) 
The SPT number was also considered in this research to check the effectiveness of various 
spatial interpolation techniques. The standard penetration test (SPT) is one of the most popular in-
situ testing methods that can determine the geotechnical engineering properties of subsurface soils. 
It is a simple and inexpensive test to estimate the relative density of soils and approximate shear 
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strength parameters. The standard penetration test, SPT, involves driving a standard thick-walled 
sample tube into the ground at the bottom of a borehole by blows from a slide hammer with 
standard weight and falling distance. The sample tube is driven 150 mm into the ground, and then 
the number of blows needed for the tube to penetrate each 150 mm (6 in.), up to a depth of 450 
mm (18 in.), is recorded. The sum of the number of blows required for the second and third 6 in. 
of penetration is reported as SPT blowcount value, commonly termed “standard penetration 
resistance" or the "N-value.” The N-value provides an indication of the relative density of the 
subsurface soil, and it is used in empirical geotechnical correlation to estimate the approximate 











CHAPTER 3. METHODOLOGY 
3.1. Data Processing for Interpolation 
3.1.1. For CPT Cases 
Generally, CPTs were reported in continuous profile. In this research, to remove the spikes, 
continuous ten points averaging was done to generate the smoothed tip resistance. For the analysis 
part, using smoothed tip resistance, the predicted average tip resistance per feet was implemented. 
If the CPT at any location was done for 150 ft., then for analysis 150 data points were used 




(a) (b) (c) 
Figure 6. (a) Tip Resistance, (b) Smoothed tip resistance and (c) predicted average tip resistance 
per feet of a single CPT profile 
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3.1.2. For Soil Boring(SB) Cases 
In this research, for soil boring cases, the interpolation parameters are undrained shear strength 
and SPT. Generally, these parameters were reported in 3-5 ft. layer in the bore logs. In this 
research, the elevation of each location was checked and adjusted if needed.   
3.2. Spatial Interpolation Techniques 
In this research, ArcMap 10.4.1 was used to perform the spatial interpolation. Some of the 
important parameters of each method were presented in the Table 1. 
Table 1. Interpolation Techniques Used and Its Relevant Parameters 
Interpolation 
Techniques 
GIS Tools Parameters 
Ordinary Kriging (OK) Geostatistical Analyst Output surface type (Prediction), 
semivariogram model 
(spherical, circular, 
exponential, Gaussian, linear), 
output cell size, search radius, 
number of points, maximum 
distance 





GIS Tools Parameters 
Simple Kriging (SK) Geostatistical Analyst Output surface type (Prediction), 
semivariogram model (spherical, 
circular, exponential, Gaussian, linear), 
output cell size, search radius, number 
of points, maximum distance 
IDW Geostatistical Analyst Output cell size, power, search 
neighborhood, major semi axis, minor 
semi axis, max neighbor, min neighbor, 
angle 
Spline Spatial Analyst Output cell size, Spline type 
(regularized, tension), weight, number 
of points 
NaN Spatial Analyst Output raster, Output cell size 
Universal Kriging (UK) Geostatistical Analyst Output surface type (Prediction), 
semivariogram model (spherical, 
circular, exponential, Gaussian, linear), 
output cell size, search radius 
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3.3. Spatial Interpolated Surface of Different Method  
3.3.1. For CPT Cases 
For the analysis in this research, spatial interpolation was performed in each foot (depth 
wise). In Fig. 3, the maps of the 65 ft. depth of Case 1 (Metairie) were given, when OK, SK, IDW, 
Spline, NaN and UK were performed. 
  
(a) OK (b) SK 
  
(c) IDW (d) Spline 





(e) NaN (f) UK 
3.3.2. For Soil Boring(SB) Cases 
For the analysis in this research, spatial interpolation was performed in each layer (such as 
3 to 5 ft.). In Fig. 3, the maps of a 101 ft. depth for the SPTs of Case 2 (Metairie) were given, when 
OK, SK, IDW, Spline, NaN and UK were performed. 
  
(a) OK (b) SK 






(c) IDW (d) Spline 
  
(e) NaN (f) UK 
3.4. Evaluation Criteria (Statistical analysis) 
Some statistical measures are built in the ArcMap software. While processing spatial 
interpolation techniques, these statistics are used. Additional statistics are used based on literature 
after choosing all of the interpolation techniques. Cross-validation compares measured quantities 
with the value that would be predicted for a position, given a dataset omitting the true value. 
Commonly used criteria such as mean absolute error (MAE), mean square error (MSE), root mean 
square error (RMSE), mean absolute percentage error (MAPE) and coefficient of effectiveness 
(COE) were done in this research. Bias factor, which is the mean ratio of measured to predicted 
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value (λ), standard deviation of bias factor (SDλ) and coefficient of variation of bias factor (COVλ) 
were also computed and compared in this research. 
Finally, the coefficient of variation of bias factor (COVλ) of the measured data was compared 





















CHAPTER 4. RESULTS AND DISCUSSION 
4.1.Case 1: Metairie (CPT)  
4.1.1. Site description  
The area being studied here is a 0.50 km2 area of Metairie (29°59′52″N and 90°10′39″W) 
situated at 0.9 m above the mean sea level (MSL). The project consists of constructing five 
dedicated ramps at the Interstate10/Causeway Boulevard interchange over Metairie in Jefferson 
Parish of Louisiana. The length of the project site is approximately 5.8 km (3.6 mi.) over North 
Causeway Boulevard. This project will improve efficiency and safety at this heavily traveled 
interchange. Approximately 178,000 drivers can use the interchange each day. Twelve CPT tests 
were done in this project. The plan view of the site is schematically illustrated in Figure 9. 
 
Figure 9. Plan View of Metairie Site (CPT) 
4.1.2. Geotechnical Subsurface Characterization 
The subsurface soil conditions of the North Causeway Boulevard, Metairie site, were 
characterized by using cone penetration tests (CPT). At each CPT location, one soil type data log 
38 
 
along with CPT data are presented in Figure 10. Tip resistance from CPT soundings (qc), smoothed 
tip resistance and predicted average tip resistance per feet with depthwise COV(qc) were presented 
in Figure 10. The maximum, minimum and average COV(qc) from CPT soundings for this site are 
2.46, 0.00 and 0.74 respectively. 
The in-situ testing program included performing CPT at test pile locations. The profile of 
CPT tests was used to classify the soil using Zhang and Tumay’s (1999) probabilistic region 
estimation method (behavior-based classification). Elevation of each CPT location was adjusted 
in this research. 
 
Figure 10. CPT soil classification at Metairie 
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4.1.3. Comparison of Different Interpolation Techniques  
For better analysis results and knowledge of which methods give us the best result in this 
location, analysis was performed on five points. Analysis was performed in CPT 3, CPT 6, CPT 
8, CPT 9 and CPT 11 locations and a black colored marker is used to indicate these CPT points in 
Figure 11. 
 
Figure 11. Analyzed CPT Points in the Plan View of Case 1 
Figure 12 shows the comparison of different interpolation techniques at different CPT 
points. For CPT 3 and CPT 6, the analysis was performed for 155 ft. For CPT 8, the analysis was 
done up to a 117 ft. depth. For the other two CPTs, CPT 9 and CPT 11, the analysis was performed 
for 110 ft.    
In CPT 3, CPT 6, CPT 8 and CPT 9, the CPT locations are surrounded by other CPT 
locations. Surrounding points have greater impact on specific CPT points. Likewise, CPT 3 is 
surrounded by CPT 2 and CPT 4, so that when the spatial interpolations were performed CPT 3 is 
greatly influenced by CPT 2 and CPT 4. However, in the case of CPT 11, it is away from CPT 9 
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and CPT 10. So it shows greater variation than other CPT points. From the observations it can be 
concluded that OK, SK, IDW and UK show a better result than Spline and NaN methods.  
     
(a) CPT 3 (b) CPT 6 (c) CPT 8 (d) CPT 9 (e) CPT 11 
Figure 12. Comparison of different Interpolation techniques of Case 1 
4.1.4. Cross Validation Techniques 
In this research, cross validation was performed to determine the method which gives a 
better result. Figure 13 shows the bar chart of MAE, MSE, RMSE, MAPE, COE, bias factor, SD 
and COV for tip resistance using the OK, SK, IDW, Spline, NaN and UK. Table 2 shows the 






Table 2. Average MAE, MSE, RMSE, MAPE, COE, Bias Factor, SD and COV values for Case 1 
 
From Figure 13(f), for the bias factor, IDW gives the best result followed by SK and OK. 
IDW gives 0.98 (average), which is very close to 1. On the other hand, the bias factor’s average 
for SK and OK are 0.97 and 0.93, respectively.  
In Figure 13(h), in case of COV, IDW gives a less average coefficient of variation than SK 
and OK. The average COV for IDW, SK and OK are 0.34, 0.37 and 0.36, respectively. When the 
average COV is considered, whichever method produces the lesser average COV is the best 
method. So, IDW is the best method followed by OK and SK, when average COV is considered.  
Out of all types of errors like parameters, RMSE is the tool that defines the best method. 
From Figure 13(c), in case of RMSE, IDW gives a less average error than SK and OK. The average 
RMSE for IDW, SK and OK are 22.37, 28.68 and 25.35, respectively. In the analysis, larger errors 



















OK 13.20 528.53 25.35 46.14 0.90 0.93 0.33 0.36 
SK 13.35 568.36 28.68 36.76 0.90 0.97 0.36 0.37 
IDW 11.80 429.81 22.37 34.78 0.92 0.98 0.32 0.34 
Spline 15.79 827.86 29.83 57.62 0.86 0.93 0.52 0.53 
NaN 15.21 658.77 30.57 57.34 0.88 0.90 0.39 0.43 
UK 13.20 528.53 25.35 46.14 0.90 0.93 0.33 0.36 
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method produces the lesser average RMSE is the best method. Therefore, IDW is the best method 
followed by OK and SK, when average RMSE is considered.  
For COE, IDW is better than the other methods. From Figure 13(e), IDW gives 0.92 
(average), which is very close to 1. On the other hand, the average COE for SK and OK are 0.90 
and 0.90, respectively. 
Based on these results, if the first priority is given to bias factor followed by COV and 
RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based on their 
performance. 
   
(a) MAE (b) MSE (c) RMSE 
   
(d) MAPE (e) COE (f) Bias Factor 
































































































(g) SD (h) COV 
In Figure 14, Measured vs Predicted cone tip resistance for different spatial interpolation 
methods like OK, SK, IDW, Spline, NaN and UK were given. 
   
(a) OK (b) SK (c) IDW 
   
(d) Spline 
(e)  NaN (f) UK 




















4.1.5. Comparison of COV 
Figure 15 shows the comparison of COV of bias factor λ (for qc data) from different 
interpolation methods with the measured COV of predicted average tip resistance per feet. The 
average measured COV of predicted average tip resistance per foot is 0.69 and the average COV 
of bias factor λ (for qc data) for OK, SK, IDW, Spline, NaN, and UK is 0.18, 0.14, 0.16, 0.21, 0.20 
and 0.18. It can be concluded that the average COV of bias factor λ (for qc data) for different 
spatial interpolation methods are less than the average measured COV of predicted average tip 
resistance. 
 
Figure 15. Comparison of different COV of Case 1 
4.2. Case 2: Metairie (Soil Boring)  
4.2.1. Site description  
The area being studied here is a 0.50 km2 area of Metairie (29°59′52″N and 90°10′39″W) 
situated at 0.9 m above mean sea level (MSL). The project consists of constructing five dedicated 
ramps at the Interstate10/Causeway Boulevard interchange over Metairie in Jefferson Parish of 
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Louisiana. The length of the project site is approximately 5.8 km (3.6 mi.) over North Causeway 
Boulevard. This project will improve efficiency and safety at this heavily traveled interchange. 
Approximately 178,000 drivers can use the interchange each day. Fifteen soil borings were done 
in this project. The plan view of the site is schematically illustrated in Figure 16. 
 
Figure 16. Plan View of Metairie Site (Soil Borings) 
4.2.2. Geotechnical Subsurface Characterization 
At each SB location, moisture content, liquid limit, plasticity index, undrained shear 
strength and SPT (N) are presented in Figure 17. The subsurface conditions consist of a layer of 
Dark Gr organic clay to a depth of 12 ft. (3.65 m). A medium to fine sand exists between 12 ft. 
(3.65 m) and 22 ft. (6.70 m). Again there is a layer of clay between 22 ft. (6.70 m) to 30 ft. (9.14 
m). Then another medium to fine sand exists between 30 ft. (9.14 m) and 52 ft. (15.85 m). A 
medium to clay exists between 52 ft. (15.85 m) and 82 ft. (25 m). Then another medium to fine 
sand exists between 82 ft. (25 m) and 100 ft. (30.48 m). The groundwater level is about 4 ft. (1.22 
m) below the ground surface. Moisture content, plasticity index and liquid limit of a soil boring is 
46 
 
given in Figure 17. Also, undrained shear strengths and SPTs of each soil boring were presented 
in the Figure 17. The maximum, minimum and average COV of SU from the soil borings for this 
site are 0.91, 0.11 and 0.35 respectively. Also, the maximum, minimum and average COV of SPT 
number from the soil borings for this site are 0.88, 0.15 and 0.38 respectively. 
Figure 17. Soil classification at Metairie for Soil Borings 
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4.2.3. Comparison of Different Interpolation Techniques  
For better analysis results and to check which methods give us the best result, analysis was 
performed on four points in this location. Analysis was performed in SB 3, SB 6, SB 7 and SB 15 
locations and a black colored marker is used to indicate these SB points in Figure 18. 
 
Figure 18. Analyzed Soil Boring Points in the Plan View 
Figure 19 shows the comparison of different interpolation techniques at different SB points. 
For all SB points, analysis was performed for 103 ft.    
SB 3, SB 6, SB 7 and SB 15 are surrounded by other SB locations. The surrounding points 
have greater impact on specific SB points. Likewise, SB 3 is surrounded by SB 2 and SB 4 so that 
when the spatial interpolations were performed, SB 3 was greatly influenced by SB 2 and SB 4. 
From the observations, it can be concluded that OK, SK, IDW and UK show a better result than 







(a) SB 3 (b) SB 6 (c) SB 7 (d) SB 15 
Figure 19. Comparison of different Interpolation techniques of Case 2 
4.2.4. Cross Validation Techniques 
In this research, cross validation was performed to determine which method gives the better 
result. Figure 20 shows the bar chart of MAE, MSE, RMSE, MAPE, COE, bias factor, SD and 
COV for undrained shear strength and SPT using the OK, SK, IDW, Spline, NaN and UK. Table 


























OK 4.63 72.67 8.48 28.02 0.89 0.96 0.26 0.28 
SK 4.98 81.80 8.97 29.47 0.88 0.96 0.28 0.30 
IDW 4.01 52.14 7.11 23.49 0.93 0.97 0.22 0.24 
Spline 6.98 145.51 11.70 38.87 0.73 0.94 0.36 0.36 
NaN 6.10 116.21 10.34 34.47 0.82 0.94 0.31 0.32 
UK 4.63 72.67 8.48 28.02 0.89 0.96 0.26 0.28 
From Figure 20(f), for the bias factor, IDW gives the best result followed by SK and OK. 
IDW gives 0.97 (average), which is very close to 1. On the other hand, the bias factor’s average 
for SK and OK are 0.96 and 0.96, respectively.  
In Figure 20(h), the case of COV, IDW gives a less average coefficient of variation than 
OK and SK. The average COV for IDW, OK and SK are 0.24, 0.28 and 0.30, respectively. When 
the average COV is considered, whichever method produces the lesser average COV is the best 
method. Therefore, IDW is the best method followed by OK and SK, when the average COV is 
considered.  
Out of all types of errors like parameters, RMSE is the tool that defines the best method. 
From Figure 20(c), in the case of RMSE, IDW gives a less average error than OK and SK. The 
average RMSE for IDW, OK and SK are 7.11, 8.48 and 8.97, respectively. In the analysis, larger 
errors came from the larger undrained shear strength and SPT. However, when the average RMSE 
is considered, whichever method produces the lesser average RMSE is the best method. So, IDW 
is the best method followed by OK and SK, when the average RMSE is considered.  
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For COE, IDW is better than the other methods. From Figure 20(e), IDW gives 0.93 
(average), which is very close to 1. On the other hand, the average COE for OK and SK are 0.89 
and 0.88, respectively. 
Based on these results, if the first priority is given to the bias factor followed by COV and 
RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based on their 
performance. 
   
(a) MAE (b) MSE (c) RMSE 
   
(d) MAPE (e) COE (f) Bias Factor 































































































(g) SD (h) COV 
In Figure 21, Measured vs Predicted SPT for different spatial interpolation methods like 
OK, SK, IDW, Spline, NaN and UK were given. 
   
(a) OK (b) SK (c) IDW 
   
(d) Spline (e)  NaN (f) UK 
Figure 21. Measured vs Predicted SPT plot of different spatial interpolations of case 2 
In Figure 22, Measured vs Predicted undrained shear strength for different spatial interpolation 




















   
(a) OK (b) SK (c) IDW 
   
(d) Spline (e)  NaN (f) UK 
Figure 22. Measured vs Predicted Undrained shear strength plot of different spatial interpolations 
of Case 2 
4.2.5. Comparison of COV 
Figure 23 shows the comparison of COV of bias factor λ (for SU and SPT data) from 
different interpolation methods with the measured COV of undrained shear strength and SPT. The 
average measured COV of undrained shear strength and SPT is 0.34, and the average COV of bias 
factor λ (for SU and SPT data) for OK, SK, IDW, Spline, NaN and UK is 0.17, 0.16, 0.17, 0.22, 
0.20 and 0.17. It can be concluded that the average COV of bias factor λ (for SU and SPT data) 
for different spatial interpolation methods are less than the measured COV of undrained shear 




Figure 23. Comparison of different COV of Case 2 
4.3. Case 3: ALF (CPT) 
4.3.1. Site description  
The area being studied here is a 0.002 km2 area of the Accelerated Loading Facility (ALF) 
of the Louisiana Transportation Research Center (LTRC) (30°26′12.37″N and 91°14′39″W). Ten 
CPT tests were done in this project. The plan view of the site is schematically illustrated in Figure 
24. 
 
Figure 24. Plan View of ALF Site (CPT) 
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4.3.2. Geotechnical Subsurface Characterization 
The subsurface soil conditions of the North Causeway Boulevard, Metairie site, were 
characterized using cone penetration tests (CPT). At each CPT location, CPT data is presented in 
Figure 25. Tip resistance from CPT soundings (qc), smoothed tip resistance, and predicted average 
tip resistance per feet with depthwise COV(qc) were presented in Figure 25. The maximum, 
minimum and average COV(qc) from CPT soundings for this site are 1.48, 0.09 and 0.39 
respectively. 
The in-situ testing program included performing CPT at test pile locations. The profile of 
CPT tests was used to classify the soil using Zhang and Tumay’s (1999) probabilistic region 
estimation method (behavior-based classification). Elevation of each CPT locations were adjusted 
in this research. 
 
Figure 25. CPT soil classification at ALF 
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4.3.3. Comparison of Different Interpolation Techniques  
For better analysis results, and to check which methods give us the best result, in this location, 
analysis performed on six points. Analysis was performed in CPT 3, CPT 4, CPT 5, CPT 6, CPT 
7 and CPT 8 locations and a black colored marker is used to indicate these CPT points in Figure 
26. 
 
Figure 26. Analyzed CPT Points in the Plan View 
Figure 27 shows the comparison of different interpolation techniques at different CPT 
points. For all CPTs, analysis was performed for 49.93 ft.    
CPT 3, CPT 4, CPT 5, CPT 6, CPT 7 and CPT 8 are surrounded by other CPT locations. 
Surrounding points have greater impact on specific CPT points. Likewise, CPT 5 is surrounded by 
CPT 3, CPT 4, CPT 5, CPT 6, and CPT 7. Therefore, when the spatial interpolations were 
performed, CPT 5 is greatly influenced by these CPTs. However, the interpolation techniques also 
depend on the measured CPT tip resistance. It can be concluded from the observations that OK, 
SK, IDW and UK show a better result than spline and NaN methods.  
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(a) CPT 3 (b) CPT 4 (c) CPT 5 (d) CPT 6 (e) CPT 7 (f) CPT 8 
Figure 27. Comparison of different Interpolation techniques of Case 3 
4.3.4. Cross Validation Techniques 
In this research, cross validation was performed to determine which method gives a better 
result. Figure 28 shows the bar chart of MAE, MSE, RMSE, MAPE, COE, bias factor, SD and 
COV for tip resistance using the OK, SK, IDW, spline, NaN and UK. Table 4 shows the average 



























OK 5.22 70.79 8.29 28.96 0.97 0.99 0.31 0.31 
SK 5.22 69.28 8.26 27.15 0.97 1.05 0.35 0.34 
IDW 5.19 68.02 8.13 28.59 0.97 1.00 0.31 0.31 
Spline 6.38 99.77 9.82 36.70 0.95 1.05 0.43 0.40 
NaN 5.90 88.46 9.25 33.56 0.96 1.01 0.35 0.34 
UK 5.22 70.79 8.29 28.96 0.97 0.99 0.31 0.31 
 
From Figure 28(f), for the bias factor, IDW gives the best result followed by OK and SK. 
IDW gives 1.00 (average). On the other hand, the bias factor’s average for SK and OK are 1.05 
and 0.99, respectively.  
In Figure 28(h), in the case of COV, IDW and OK give a less average coefficient of 
variation than SK. The average COV for IDW, OK and SK are 0.31, 0.31 and 0.34, respectively. 
When the average COV is considered, whichever method produces the lesser average COV is the 
best method. Therefore, IDW and OK are the best methods followed by SK.  
Out of all types of errors like parameters, RMSE is the tool that defines the best method. 
From Figure 28(c), in the case of RMSE, IDW gives a less average error than SK and OK. The 
average RMSE for IDW, SK and OK are 8.13, 8.26 and 8.29, respectively. In the analysis, larger 
errors came from the larger tip resistances. However, when the average RMSE is considered, 
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whichever method produces the lesser average RMSE is the best method. Therefore, IDW is the 
best method followed by SK and OK, when average RMSE is considered.  
From Figure 28(e), IDW gives 0.97 (average), which is very close to 1. On the other hand, 
the average COE for SK and OK are 0.97 and 0.97, respectively. 
Based on these results, if the first priority is given to the bias factor followed by COV and 
RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based on their 
performance. 
   
(a) MAE (b) MSE (c) RMSE 
   
(d) MAPE (e) COE (f) Bias Factor 





























































































(g) SD (h) COV 
In Figure 29, Measured vs Predicted cone tip resistance for different spatial interpolation 
methods like OK, SK, IDW, spline, NaN and UK were given. 
   
(a) OK (b) SK (c) IDW 
   
(e) Spline (e)  NaN (f) UK 




















4.3.5. Comparison of COV 
Figure 30 shows the comparison of COV of bias factor λ (for qc data) from different 
interpolation methods with the measured COV of predicted average tip resistance per foot. The 
average measured COV of predicted average tip resistance per foot is 0.69, and the average COV 
of bias factor λ (for qc data) for OK, SK, IDW, spline, NaN and UK is 0.18, 0.14, 0.16, 0.21, 0.20 
and 0.18. It can be concluded that the average COV of bias factor λ (for qc data) for different 
spatial interpolation methods are less than the average measured COV of predicted average tip 
resistance. 
 
Figure 30. Comparison of different COV of Case 3 
4.4. Case 4: US90 & LA85 (CPT) 
4.4.1. Site Description  
The area being studied here is a 0.125 km2 area of US90 & LA85 (29°55′17″N and 
91°43′34″W); 22 CPT Tests were done in this project. The plan view of the site is schematically 




Figure 31. Plan View of US90 & LA85 Site (CPT) 
4.4.2. Geotechnical Subsurface Characterization 
The subsurface soil conditions of the US90 & LA85 site were characterized using cone 
penetration tests (CPT). At each CPT location CPT data is presented in Figure 32. Tip resistance 
from CPT soundings (qc), smoothed tip resistance, and predicted average tip resistance per feet 
with depthwise COV(qc) were presented in Figure 32. The maximum, minimum and average 
COV(qc) from CPT soundings for this site are 3.26, 0.07 and 0.48 respectively. 
The in-situ testing program included performing CPT at test pile locations. The profile of 
CPT tests was used to classify the soil using Zhang and Tumay’s (1999) probabilistic region 
estimation method (behavior-based classification). The elevation of each CPT locations were 




Figure 32. CPT soil classification at US90 & LA85 
4.4.3. Comparison of Different Interpolation Techniques  
For better analysis results, and to check which methods give us the best result, in this location, 
analysis was performed on five points. Analysis was performed in CPT 3, CPT 7, CPT 11, CPT 





Figure 33. Analyzed CPT Points in the Plan View 
Figure 34 shows the comparison of different interpolation techniques at different CPT 
points. For all CPTs, analysis was per formed for 90 ft.    
CPT 3, CPT 7, CPT 11, CPT 15 and CPT 18 are surrounded by other CPT locations. 
Surrounding points have greater impact on specific CPT points. Likewise, CPT 7 is surrounded by 
CPT 5, CPT 6, CPT 8 and CPT 9, so that when the spatial interpolations were performed, CPT 7 
was greatly influenced by these CPTs. However, the interpolation techniques also depend on the 
measured CPT tip resistance. It can be concluded from the observations that OK, SK, IDW and 
UK show a better result than spline and NaN methods.  
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(a) CPT 3 (b) CPT 7 (c) CPT 11 (d) CPT 15 (e) CPT 18 
Figure 34. Comparison of different Interpolation techniques of Case 4 
4.4.4. Cross Validation Techniques 
In this research, cross validation was performed to determine which method gives a better 
result. Figure 35 shows the bar chart of MAE, MSE, RMSE, MAPE, COE, bias factor, SD and 
COV for tip resistance using OK, SK, IDW, spline, NaN and UK. Table 5 shows the average value 
























OK 4.74 66.90 8.05 25.53 0.59 1.01 0.30 0.29 
SK 4.35 63.07 7.64 23.17 0.58 1.05 0.32 0.30 
IDW 4.47 60.53 7.63 23.86 0.62 1.02 0.29 0.29 
Spline 5.70 81.85 8.96 30.87 0.60 1.04 0.38 0.37 
NaN 5.13 64.99 7.93 27.38 0.65 1.02 0.31 0.31 
UK 4.74 66.90 8.05 25.53 0.59 1.01 0.30 0.29 
 
From Figure 35(f), for the bias factor, OK gives the best result followed by IDW and SK. 
OK gives 1.01 (average). On the other hand, the bias factor’s average for IDW and SK are 1.02 
and 1.05, respectively.  
In Figure 35(h), the case of COV, IDW and OK give a less average coefficient of variation 
than SK. The average COV for IDW, OK and SK are 0.29, 0.29 and 0.30, respectively. When the 
average COV is considered, whichever method produces the lesser average COV is the best 
method. Therefore, IDW and OK are the best methods, followed by SK.  
Out of all types of errors like parameters, RMSE is the tool that defines the best method. 
From Figure 35(c), in the case of RMSE, IDW gives a less average error than SK and OK. The 
average RMSE for IDW, SK and OK are 7.63, 7.64 and 8.05, respectively. In the analysis, larger 
errors came from the larger tip resistances. However, When the average RMSE is considered, 
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which method produces the lesser average RMSE is the best method. Therefore, IDW is the best 
method followed by SK and OK, when average RMSE is considered.  
From Figure 35(e), IDW gives 0.62 (average), which is close to 1. On the other hand, the 
average COE for SK and OK are 0.58 and 0.59, respectively. 
Based on these results, if the first priority is given to the bias factor followed by COV and 
RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based on their 
performance. 
   
(a) MAE (b) MSE (c) RMSE 
   
(d) MAPE (e) COE (f) Bias Factor 






























































































(g) SD (h) COV 
In Figure 36, Measured vs Predicted cone tip resistance for different spatial interpolation 
methods like OK, SK, IDW, spline, NaN and UK were given. 
   
(a) OK (b) SK (c) IDW 
   
(f) Spline (e)  NaN (f) UK 




















4.4.5. Comparison of COV 
Figure 37 shows the comparison of COV of bias factor λ (for qc data) from different 
interpolation methods with the measured COV of predicted average tip resistance per foot. The 
average measured COV of predicted average tip resistance from predicted average tip resistance 
per foot is 0.42, and the average COV of bias factor λ (for qc data) for OK, SK, IDW, spline, NaN 
and UK is 0.07, 0.07, 0.07, 0.08, 0.08 and 0.07. It can be concluded that the average COV of bias 
factor λ (for qc data) for different spatial interpolation methods are less than the average measured 
COV of predicted average tip resistance. 
 
Figure 37. Comparison of different COV of Case 4 
4.5. Case 5: Hammond (CPT) 
4.5.1. Site description  
The area being studied here is a 0.54 km2 area of Hammond (30°28′50″N and 90°29′29″W) 





Figure 38. Plan View of Hammond Site (CPT) 
4.5.2. Geotechnical Subsurface Characterization 
The subsurface soil conditions of the Hammond site were characterized using cone 
penetration tests (CPT). At each CPT location CPT data is presented in Figure 39. Tip resistance 
from CPT soundings (qc), smoothed tip resistance and predicted average tip resistance per feet 
with depthwise COV(qc) were presented in Figure 39. The maximum, minimum and average 
COV(qc) from CPT soundings for this site are 2.01, 0.25 and 0.98, respectively. 
The in-situ testing program included performing CPT at test pile locations. The profile of 
CPT tests was used to classify the soil using Zhang and Tumay’s (1999) probabilistic region 
estimation method (behavior-based classification). The elevation of each CPT location was 




Figure 39. CPT soil classification at US90 & LA85 
4.5.3. Comparison of Different Interpolation Techniques  
For better analysis results, and to check which methods give us the best result, in this location, 
analysis was performed on three points. Analysis was performed in CPT 2, CPT 3 and CPT 6 




Figure 40. Analyzed CPT Points in the Plan View 
Figure 41 shows the comparison of different interpolation techniques at different CPT 
points. For all CPTs, analysis was performed for 25 ft.    
CPT 2, CPT 3 and CPT 6 are surrounded by other CPT locations. Surrounding points have 
greater impact on specific CPT points. Likewise, CPT 2 is surrounded by CPT 1, CPT 3 and CPT 
7, so that when the spatial interpolations were performed, CPT 2 was greatly influenced by these 
CPTs. However, the interpolation techniques also depend on the measured CPT tip resistance. It 
can be concluded from the observations that OK, SK, IDW and UK show a better result than spline 





(a) CPT 2 (b) CPT 3 (c) CPT 6 
Figure 41. Comparison of different Interpolation techniques of Case 5 
4.5.4. Cross Validation Techniques 
In this research, cross validation was performed to determine which method gives a better 
result. Figure 42 shows the bar chart of MAE, MSE, RMSE, MAPE, COE, bias factor, SD and 
COV for tip resistance using the OK, SK, IDW, spline, NaN and UK. Table 6 shows the average 
























OK 14.45 444.80 19.30 21.70 0.97 1.04 0.21 0.20 
SK 27.21 1732.32 38.09 30.25 0.81 1.15 0.33 0.29 
IDW 16.14 658.13 23.12 19.73 0.96 1.08 0.22 0.21 
Spline 26.23 1678.15 37.14 30.06 0.88 1.10 0.35 0.31 
NaN 24.95 1347.29 34.09 27.92 0.88 1.16 0.32 0.28 
UK 14.45 444.80 19.30 21.70 0.97 1.04 0.21 0.20 
 
From Figure 42(f), for the bias factor, OK gives the best result followed by IDW and SK. 
OK gives 1.04 (average). On the other hand, the bias factor’s average for IDW and SK is 1.08 and 
1.15, respectively.  
In Figure 42(h), the case of COV, IDW and OK give a less average coefficient of variation 
than SK. The average COV for OK, IDW and SK are 0.20, 0.21 and 0.29, respectively. When the 
average COV is considered, whichever method produces the lesser average COV is the best 
method. OK is therefore best method followed by IDW and SK.  
Out of all types of errors like parameters, RMSE is the tool that defines the best method. 
From Figure 42(c), in the case of RMSE, OK gives a less average error than IDW and SK. The 
average RMSE for OK, IDW and SK are 19.30, 23.12 and 38.09, respectively. In the analysis, 
larger errors came from the larger tip resistances. However, when the average RMSE is considered, 
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whichever method produces the lesser average RMSE is the best method. Therefore, OK is the 
best method followed by IDW and SK, when average RMSE is considered.  
From Figure 42(e), OK gives 0.97 (average), which is very close to 1. On the other hand, 
the average COE for IDW and SK are 0.96 and 0.81, respectively. 
Based on these results, if the first priority is given to bias factor followed by COV and 
RMSE, the best three spatial interpolation techniques are OK, IDW and SK, based on their 
performance. 
   
(a) MAE (b) MSE (c) RMSE 
   
(d) MAPE (e) COE (f) Bias Factor 





































































































(g) SD (h) COV 
In Figure 43, Measured vs Predicted cone tip resistance for different spatial interpolation 
methods like OK, SK, IDW, spline, NaN and UK were given. 
   
(a) OK (b) SK (c) IDW 
   
(d) Spline (e)  NaN (f) UK 






















4.5.5. Comparison of COV 
Figure 44 shows the comparison of COV of bias factor λ (for qc data) from different 
interpolation methods with the measured COV of predicted average tip resistance from predicted 
average tip resistance per foot. The average measured COV of predicted average tip resistance 
from predicted average tip resistance per foot is 0.67, and the average COV of bias factor λ (for qc 
data) for OK, SK, IDW, spline, NaN and UK is 0.08, 0.11, 0.08, 0.14, 0.15 and 0.08. It can be 
concluded that the average COV of bias factor λ (for qc data) for different spatial interpolation 
methods is less than the average measured COV of predicted average tip resistance. 
 
Figure 44. Comparison of different COV of Case 5 
4.6. Case 6: LA1 (CPT) 
4.6.1. Site description  
The area being studied here is a 0.002 km2 area of LA1 (30°26′00″N and 91°12′37.45″W); 





Figure 45. Plan View of LA1 Site (CPT) 
4.6.2. Geotechnical Subsurface Characterization 
The subsurface soil conditions of the LA1 site were characterized using cone penetration 
tests (CPT). At each CPT location CPT data is presented in Figure 46. Tip resistance from CPT 
soundings (qc), smoothed tip resistance and predicted average tip resistance per feet with depthwise 
COV(qc) were presented in Figure 46. The maximum, minimum and average COV(qc) from CPT 
soundings for this site are 1.67, 0.15 and 0.55 respectively. 
The in-situ testing program included performing CPT at test pile locations. The profile of 
CPT tests was used to classify the soil using Zhang and Tumay’s (1999) probabilistic region 
estimation method (behavior-based classification). The elevation of each CPT location was 




Figure 46. CPT soil classification at LA1 
4.6.3. Comparison of Different Interpolation Techniques  
For better analysis results, and to check which methods give us the best result, in this location, 
analysis was performed on five points. Analysis was performed in CPT 3, CPT 6, CPT 7, CPT 8 





Figure 47. Analyzed CPT Points in the Plan View 
Figure 48 shows the comparison of different interpolation techniques at different CPT 
points. For all CPTs, analysis was performed for 75 ft.    
CPT 3, CPT 6, CPT 7, CPT 8 and CPT 11 are surrounded by other CPT locations. 
Surrounding points have greater impact on specific CPT points. Likewise, CPT 7 is surrounded by 
CPT 3, CPT 6, CPT 8, and CPT 11, so that when the spatial interpolations were performed, CPT 
7 is greatly influenced by these CPTs. However, the interpolation techniques also depend on the 
measured CPT tip resistance. It can be concluded from the observations that OK, SK, IDW and 




   
(a) CPT 3 (b) CPT 6 (c) CPT 7 (d) CPT 8 (e) CPT 11 
Figure 48. Comparison of different Interpolation techniques of Case 6 
4.6.4. Cross Validation Techniques 
In this research, cross validation was performed to determine which method gives a better 
result. Figure 49 shows the bar chart of MAE, MSE, RMSE, MAPE, COE, bias factor, SD and 
COV for tip resistance using the OK, SK, IDW, spline, NaN and UK. Table 7 shows the average 


























OK 5.67 62.49 7.81 39.95 0.08 0.98 0.39 0.40 
SK 5.29 54.68 7.37 35.25 0.01 1.03 0.39 0.37 
IDW 5.22 52.25 7.16 35.62 0.34 1.05 0.39 0.37 
Spline 6.07 62.78 7.86 44.51 0.03 1.02 0.48 0.47 
NaN 5.96 63.19 7.87 40.88 -0.18 1.02 0.44 0.43 
UK 5.67 62.49 7.81 39.95 0.08 0.98 0.39 0.40 
 
From Figure 49(f), for the bias factor, OK gives the best result followed by SK and IDW. 
OK gives 0.98 (average). On the other hand, the bias factor’s average for SK and IDW are 1.03 
and 1.05, respectively.  
In Figure 49(h), the case of COV, IDW and SK give a less average coefficient of variation 
than OK. The average COV for IDW, SK and OK are 0.37, 0.37 and 0.40, respectively. When the 
average COV is considered, whichever method produces the lesser average COV is the best 
method. Therefore, IDW and SK are the best methods followed by OK.  
Out of all types of errors like parameters, RMSE is the tool that defines the best method. 
From Figure 49(c), in the case of RMSE, IDW gives a less average error than SK and OK. The 
average RMSE for IDW, SK and OK are 7.16, 7.37 and 7.81, respectively. In the analysis, larger 
errors came from the larger tip resistances. However, when the average RMSE is considered, 
82 
 
whichever method produces the lesser average RMSE is the best method. So, IDW is the best 
method followed by SK and OK, when average RMSE is considered.  
From Figure 49(e), IDW gives 0.34 (average), which is close to 1. On the other hand, the 
average COE for SK and OK are 0.01 and 0.08, respectively. 
Based on these results, if the first priority is given to bias factor followed by COV and 
RMSE, the best three spatial interpolation techniques are SK, IDW and OK, based on their 
performance. 
   
(a) MAE (b) MSE (c) RMSE 
   
(d) MAPE (e) COE (f) Bias Factor 





































































































(g) SD (h) COV 
In Figure 50, Measured vs Predicted cone tip resistance for different spatial interpolation 
methods like OK, SK, IDW, spline, NaN and UK were given. 
   
(a) OK (b) SK (c) IDW 
   
(d) Spline (e)  NaN (f) UK 




















4.6.5. Comparison of COV 
Figure 51 shows the comparison of COV of bias factor λ (for qc data) from different 
interpolation methods with the measured COV of predicted average tip resistance per foot. The 
average measured COV of predicted average tip resistance per foot is 0.50, and the average COV 
of bias factor λ (for qc data) for OK, SK, IDW, spline, NaN and UK is 0.09, 0.07, 0.08, 0.11, 0.10 
and 0.09. It can be concluded that the average COV of bias factor λ (for qc data) for different 
spatial interpolation methods are less than the average measured COV of predicted average tip 
resistance. 
 
Figure 51. Comparison of different COV of Case 6 
4.7. Case 7: William Blvd (Soil Boring) 
4.7.1. Site description  
The area being studied here is a 0.16 km2 area of William Blvd (30°0′34″N and 90°14′17″W); 
8 soil borings were done in this project. The plan view of the site is schematically illustrated in 




Figure 52. Plan View of William Blvd Site (Soil Borings) 
4.7.2. Geotechnical Subsurface Characterization 
The subsurface conditions consist of layers of Gr silty fine sand to a depth of 18 ft. (5.5 m). 
A clay layer exists between 18 ft. (5.5 m) and 54 ft. (16.46 m). Again there is a layer of fine sand 
that exists between 54 ft. (16.46 m) to 60 ft. (18.3 m). Then another clay layer exists between 60 
ft. (18.3 m) and 125 ft. (38.1 m). The groundwater level is about 5 ft. (1.5 m) below the ground 
surface. Moisture content, plasticity index and liquid limit of a soil boring is given in Figure 53. 
Also, undrained shear strengths of each soil boring was presented in Figure 53. The maximum, 





Figure 53. Soil classification at William Blvd for Soil Borings 
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4.7.3. Comparison of Different Interpolation Techniques  
For better analysis results, and to check which methods give us the best result, in this location, 
analysis performed on three points. Analysis was performed in SB 2, SB 4 and SB 5 locations, and 
a black colored marker is used to indicate these SB points in Figure 54.  
 
Figure 54. Analyzed Soil Boring points in the plan view 
Figure 55 shows the comparison of different interpolation techniques at different SB points. 
For all SB points, analysis was performed for 125 ft.    
SB 2, SB 4 and SB 6 are surrounded by other SB locations. Surrounding points have greater 
impact on specific SB points. Likewise, SB 4 is surrounded by SB 2, SB 5 and SB 6, so that when 
the spatial interpolations were performed SB 4 was greatly influenced by other SB points. It can 
be concluded from the observations that OK, SK, IDW and UK show a better result than spline 
and NaN methods.  
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(a) SB 2 (b) SB 4 (c) SB 5 
Figure 55. Comparison of different Interpolation techniques of Case 7 
4.7.4. Cross Validation Techniques 
In this research, cross validation was performed to determine which method gives a better 
result. Figure 56 shows the bar chart of MAE, MSE, RMSE, MAPE, COE, bias factor, SD and 
COV for undrained shear strength and SPT using the OK, SK, IDW, spline, NaN and UK. Table 
























OK 0.20 0.09 0.30 25.07 0.15 1.10 0.38 0.34 
SK 0.20 0.10 0.31 27.39 -0.05 1.07 0.36 0.34 
IDW 0.18 0.08 0.28 21.54 0.28 1.09 0.36 0.33 
Spline 0.28 0.16 0.39 38.51 0.12 1.05 0.45 0.44 
NaN 0.24 0.12 0.33 32.09 0.11 1.04 0.40 0.39 
UK 0.20 0.09 0.30 25.07 0.15 1.10 0.38 0.34 
 
From Figure 56(f), for the bias factor, SK gives the best result followed by IDW and OK. 
SK gives 1.07 (average), which is close to 1. On the other hand, the bias factor’s average for IDW 
and OK are 1.09 and 1.10, respectively.  
In Figure 56(h), the case of COV, IDW gives a less average coefficient of variation than 
OK and SK. The average COV for IDW, OK and SK are 0.33, 0.34 and 0.34, respectively. When 
the average COV is considered, whichever method produces the lesser average COV is the best 
method. Therefore, IDW is the best method followed by OK and SK, when average COV is 
considered.  
Out of all types of errors like parameters, RMSE is the tool that defines the best method. 
From Figure 56(c), in the case of RMSE, IDW gives a less average error than OK and SK. The 
average RMSE for IDW, OK and SK are 0.28, 0.30 and 0.31, respectively. In the analysis, larger 
errors came from the larger undrained shear strength. However, when the average RMSE is 
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considered, whichever method produces the lesser average RMSE is the best method. IDW is then 
the best method followed by OK and SK, when average RMSE is considered.  
In this soil boring case, COE does not show a good result. But for COE, IDW is better than 
the other methods. From Figure 56(e), IDW gives 0.28 (average). On the other hand, the average 
COE for OK and SK are 0.15 and -0.05, respectively. 
Based on these results, if the first priority is given to bias factor followed by COV and 
RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based on their 
performance. 
   
(a) MAE (b) MSE (c) RMSE 
   
(d) MAPE (e) COE (f) Bias Factor 










































































































(g) SD (h) COV 
In Figure 57, Measured vs Predicted undrained shear strength for different spatial 
interpolation methods like OK, SK, IDW, spline, NaN and UK were given. 
   
(a) OK (b) SK (c) IDW 
   
(d) Spline (e)  NaN (f) UK 
Figure 57. Measured vs Predicted Undrained shear strength plot of different spatial interpolations 






















4.7.5. Comparison of COV 
Figure 58 shows the comparison of COV of bias factor λ (for SU data) from different 
interpolation methods with the measured COV of undrained shear strength. The average measured 
COV from undrained shear strength is 0.26, and the average COV of bias factor λ (for SU data) 
for OK, SK, IDW, spline, NaN and UK is 0.12, 0.14, 0.10, 0.13, 0.13 and 0.12. It can be concluded 
that the average COV of bias factor λ (for SU data) for different spatial interpolation methods are 
less than the measured COV of Undrained shear strength. 
 
Figure 58. Comparison of different COV of Case 7 
4.8. Case 8: Red River at Alexandria (Soil Boring) 
4.8.1. Site description  
The area being studied here is a 0.0006 km2 area of the Red River at Alexandria (31°19′36″N 
and 92°26′55″W); 8 soil borings were done in this project. The plan view of the site is 




Figure 59. Plan view of Red River at Alexandria site (Soil Borings) 
4.8.2. Geotechnical Subsurface Characterization 
The subsurface conditions consist of layers of silty clay to a depth of 22 ft. (9.8 m). A medium 
to fine clay exists between 22 ft. (9.8 m) and 37 ft. (13.7 m). Again there is a layer of fine sand 
between 37 ft. (13.7 m) to 52 ft. (32 m). Then another medium to silty clay exists between 52 ft. 
(32 m) and 73 ft. (42.7 m). A medium to fine clay exists between 73 ft. (9.8 m) and 93 ft. (13.7 
m). The groundwater level is about 5 feet (1.5 m) below the ground surface. Moisture content, 
plasticity index and liquid limit of a soil boring is given in Figure 60. Also, undrained shear 
strengths and SPTs of each soil boring were presented in Figure 60. The maximum, minimum and 
average COV of SU from soil borings for this site are 0.91, 0.11 and 0.35 respectively. Also, the 
maximum, minimum and average COV of SPT Number from soil borings for this site are 0.88, 




Figure 60. Soil classification at Metairie for Soil Borings 
4.8.3. Comparison of Different Interpolation Techniques  
For better analysis results, and to check which methods give us the best result, in this location, 
analysis was performed on four points. Analysis was performed in SB 3, SB 4, SB 5 and SB 6 




Figure 61. Analyzed Soil Boring points in the plan view 
Figure 62 shows the comparison of different interpolation techniques at different SB points. 
For all SB points, analysis was performed for 93 ft.    
SB 3, SB 4, SB 5 and SB 6 are surrounded by other SB locations. Surrounding points have 
greater impact on specific SB points. Likewise, SB 5 is surrounded by SB 3, SB 4 and SB 6, so 
that when the spatial interpolations were performed, SB 5 is greatly influenced by other SB points. 
It can be concluded from the observations that OK, SK, IDW and UK show better results than 
spline and NaN methods.  
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(a) SB 3 (b) SB 4 (c) SB 5 (d) SB 6 
Figure 62. Comparison of different Interpolation techniques of Case 8 
4.8.4. Cross Validation Techniques 
In this research, cross validation was performed to determine which method gives a better 
result. Figure 63 shows the bar chart of MAE, MSE, RMSE, MAPE, COE, bias factor, SD and 
COV for undrained shear strength and SPT using the OK, SK, IDW, spline, NaN and UK. Table 
























OK 0.90 1.64 1.18 35.96 0.86 1.00 0.29 0.30 
SK 0.81 1.42 1.07 34.60 0.88 0.99 0.24 0.26 
IDW 0.69 1.18 0.94 27.54 0.90 0.97 0.21 0.22 
Spline 1.19 2.34 1.46 43.65 0.77 1.02 0.41 0.40 
NaN 1.33 2.80 1.66 42.27 0.75 1.05 0.42 0.41 
UK 0.90 1.64 1.18 35.96 0.86 1.00 0.29 0.30 
 
From Figure 63(f), for the bias factor, OK gives the best result followed by SK and IDW. 
OK gives 1.00 (average). On the other hand, the bias factor’s average for SK and IDW are 0.99 
and 0.97, respectively.  
In Figure 63(h), the case of COV, IDW gives a less average coefficient of variation than 
SK and OK. The average COV for IDW, SK and OK are 0.22, 0.26 and 0.30, respectively. When 
the average COV is considered, whichever method produces the lesser average COV is the best 
method. IDW is then the best method followed by SK and OK, when average COV is considered.  
Out of all types of errors like parameters, RMSE is the tool that defines the best method. 
From Figure 63(c), in the case of RMSE, IDW gives a less average error than SK and OK. The 
average RMSE for IDW, SK and OK are 0.94, 1.07 and 1.18, respectively. In the analysis, larger 
errors came from the larger undrained shear strength and SPT. However, when the average RMSE 
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is considered, whichever method produces the lesser average RMSE is the best method. Therefore, 
IDW is the best method followed by SK and OK, when average RMSE is considered.  
For COE, IDW is better than the other methods. From Figure 63(e), IDW gives 0.90 
(average), which is very close to 1. On the other hand, the average COE for SK and OK are 0.88 
and 0.86, respectively. 
Based on these results, if the first priority is given to bias factor followed by COV and 
RMSE, the best three spatial interpolation techniques are IDW, SK and OK, based on their 
performance. 
   
(a) MAE (b) MSE (c) RMSE 
   
(d) MAPE (e) COE (f) Bias Factor 































































































(g) SD (h) COV 
In Figure 64, Measured vs Predicted SPT for different spatial interpolation methods like 
OK, SK, IDW, spline, NaN and UK were given. 
   
(a) OK (b) SK (c) IDW 
   
(d) Spline (e)  NaN (f) UK 
Figure 64. Measured vs Predicted SPT plot of different spatial interpolations of Case 8  
In Figure 65, Measured vs Predicted undrained shear strength for different spatial interpolation 




















   
(a) OK (b) SK (c) IDW 
   
(d) Spline (e)  NaN (f) UK 
Figure 65. Measured vs Predicted Undrained shear strength plot of different spatial interpolations   
of Case 8 
4.8.5. Comparison of COV 
Figure 66 shows the comparison of COV of bias factor λ (for SPT data) from different 
interpolation methods with the measured COV of SPT. The average measured COV from SPT is 
0.44, and the average COV of bias factor λ (for SPT data) for OK, SK, IDW, spline, NaN and UK 
is 0.11, 0.11, 0.11, 0.19, 0.22 and 0.11. It can be concluded that the average COV of bias factor λ 
(for SU and SPT data) for different spatial interpolation methods are less than the measured COV 




Figure 66. Comparison of different COV of Case 8 
4.9. Case 9: Bayou Lacassine (CPT) 
4.9.1. Site description  
The area being studied here is a 0.01 km2 area of Bayou Lacassine (30°04′13″N and 
92°52′52″W); 10 CPT tests were done in this project. The plan view of the site is schematically 





Figure 67. Plan view of Bayou Lacassine site (CPT) 
4.9.2. Geotechnical Subsurface Characterization 
The subsurface soil conditions of the LA1 site were characterized using cone penetration 
tests (CPT). At each CPT location, CPT data is presented in Figure 68. Tip resistance from CPT 
soundings (qc), smoothed tip resistance and predicted average tip resistance per feet with depthwise 
COV(qc) were presented in Figure 68. The maximum, minimum and average COV(qc) from CPT 
soundings for this site are 2.63, 0.09 and 0.46 respectively. 
The in-situ testing program included performing CPT at test pile locations. The profile of 
CPT tests was used to classify the soil using Zhang and Tumay’s (1999) probabilistic region 
estimation method (behavior-based classification). The elevation of each CPT location was 




Figure 68. CPT soil classification at Bayou Lacassine 
4.9.3. Comparison of Different Interpolation Techniques  
For better analysis results, and to check which methods give us the best result, in this location, 
analysis was performed on three points. Analysis was performed in CPT 3, CPT 6 and CPT 8 




Figure 69. Analyzed CPT points in the plan view 
Figure 70 shows the comparison of different interpolation techniques at different CPT 
points. For all CPTs, analysis was performed for 75 ft.    
CPT 3, CPT 6 and CPT 8 are surrounded by other CPT locations. Surrounding points have 
greater impact on specific CPT points. Likewise, CPT 6 is surrounded by CPT 4, CPT 5 and CPT 
7, so that when the spatial interpolations were performed CPT 7 was greatly influenced by these 
CPTs. However, the interpolation techniques also depend on the measured CPT tip resistance. It 
can be concluded from the observations that OK, SK, IDW and UK show a better result than spline 






(a) CPT 3 (b) CPT 6 (c) CPT 8 
Figure 70. Comparison of different Interpolation techniques of Case 9 
4.9.4. Cross Validation Techniques 
In this research, cross validation was performed to determine which method gives a better 
result. Figure 71 shows the bar chart of MAE, MSE, RMSE, MAPE, COE, bias factor, SD and 
COV for tip resistance using the OK, SK, IDW, spline, NaN and UK. Table 10 shows the average 
























OK 3.69 30.14 5.34 32.02 0.61 1.01 0.29 0.30 
SK 4.24 40.84 6.11 33.57 0.34 1.06 0.35 0.33 
IDW 3.55 28.85 5.18 32.36 0.62 1.02 0.29 0.29 
Spline 4.52 38.65 6.06 44.36 0.51 0.96 0.35 0.38 
NaN 4.24 35.22 5.74 39.65 0.51 0.98 0.35 0.36 
UK 3.69 30.14 5.34 32.02 0.61 1.01 0.29 0.30 
 
From Figure 71(f), for the bias factor, OK gives the best result followed by IDW and SK. 
OK gives 1.01 (average). On the other hand, the bias factor’s average for SK and IDW are 1.02 
and 1.06, respectively.  
In Figure 71(h), the case of COV, IDW gives the best result followed by OK and SK. The 
average COV for IDW, OK and SK are 0.29, 0.30 and 0.33, respectively. When the average COV 
is considered, whichever method produces the lesser average COV is the best method. IDW is then 
the best method followed by SK and OK. 
Out of all types of errors like parameters, RMSE is the tool that defines the best method. 
From Figure 71(c), in the case of RMSE, IDW gives a less average error than OK and SK. The 
average RMSE for IDW, OK and SK are 5.18, 5.34 and 6.11, respectively. In the analysis, larger 
errors came from the larger tip resistances. However, when the average RMSE is considered, 
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whichever method produces the lesser average RMSE is the best method. So, IDW is the best 
method followed by OK and SK, when average RMSE is considered.  
From Figure 71(e), IDW gives 0.62 (average), which is close to 1. On the other hand, the 
average COE for OK and SK are 0.61 and 0.34, respectively. 
Based on these results, if the first priority is given to bias factor followed by COV and 
RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based on their 
performance. 
   
(a) MAE (b) MSE (c) RMSE 
   
(d) MAPE (e) COE (f) Bias Factor 






































































































(g) SD (h) COV 
In Figure 72, Measured vs Predicted cone tip resistance for different spatial interpolation 
methods like OK, SK, IDW, spline, NaN and UK were given. 
   
(a) OK (b) SK (c) IDW 
   
(d) Spline (e)  NaN (f) UK 






















4.9.5. Comparison of COV 
Figure 73 shows the comparison of COV of bias factor λ (for qc data) from different 
interpolation methods with the measured COV of predicted average tip resistance per foot. The 
average measured COV of predicted average tip resistance per foot is 0.43, and the average COV 
of bias factor λ (for qc data) for OK, SK, IDW, spline, NaN and UK is 0.09, 0.10, 0.10, 0.12, 0.11 
and 0.09. It can be concluded that the average COV of bias factor λ (for qc data) for different 
spatial interpolation methods are less than the average measured COV of predicted average tip 
resistance. 
 
Figure 73. Comparison of different COV of Case 9 
4.10. Case 10: Bayou Lacassine (Soil Boring) 
4.10.1. Site description  
The area being studied here is a 0.02 km2 area of Bayou Lacassine (30°04′13″N and 
92°52′39″W); 11 soil borings were done in this project. The plan view of the site is schematically 




Figure 74. Plan view of Bayou Laccassine site (Soil Borings) 
4.10.2. Geotechnical Subsurface Characterization 
The subsurface conditions consist of layers of clay to a depth of 13 ft. (3.9 m). A silty clay 
layer exists between 13 ft. (3.9 m) and 20 ft. (6.1 m). Again there is a layer of clay between 20 ft. 
(6.1 m) and 30 ft. (9.14 m). Then another silty clay layer exists between 30 ft. (9.14 m) and 52 ft. 
(15.85 m). Another clay layer exists between 52 ft. (15.85m) and 75 ft. (22.86 m).  The 
groundwater level is about 5 feet (1.5 m) below the ground surface. Moisture content, plasticity 
index and liquid limit of a soil boring are given in Figure 75. Also, undrained shear strengths of 
each soil boring were presented in Figure 75. The maximum, minimum and average COV of SU 




Figure 75. Soil classification at Bayou Laccassine for Soil Borings 
4.10.3. Comparison of different Interpolation techniques  
For better analysis results, and to check which methods give us the best result, in this 
location, analysis was performed on three points. Analysis was performed in SB 3, SB 6 and SB 8 




Figure 76. Analyzed Soil Boring points in the plan view 
Figure 77 shows the comparison of different interpolation techniques at different SB points. 
For all SB points, analysis was performed for 75 ft.    
SB 3, SB 6 and SB 8 are surrounded by other SB locations. Surrounding points have greater 
impact on specific SB points. Likewise, SB 3 is surrounded by SB 2 and SB 4, so that when the 
spatial interpolations were performed, SB 3 was greatly influenced by SB 2 and SB 4. From the 
observations it can be concluded that OK, SK, IDW and UK show a better result than spline and 
NaN methods.  
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(a) SB 3 (b) SB 6 (c) SB 8 
Figure 77. Comparison of different Interpolation techniques of Case 10 
4.10.4. Cross Validation Techniques 
In this research, cross validation was performed to determine which method gives a better 
result. Figure 78 shows the bar chart of MAE, MSE, RMSE, MAPE, COE, bias factor, SD and 
COV for undrained shear strength and SPT using the OK, SK, IDW, spline, NaN and UK. Table 
























OK 0.54 0.43 0.64 40.86 0.68 1.02 0.37 0.36 
SK 0.52 0.43 0.64 41.22 0.69 1.06 0.42 0.40 
IDW 0.42 0.29 0.53 31.03 0.81 1.01 0.32 0.31 
Spline 0.59 0.53 0.70 45.17 0.63 1.05 0.39 0.38 
NaN 0.65 0.59 0.73 46.08 0.55 1.14 0.46 0.41 
UK 0.54 0.43 0.64 40.86 0.68 1.02 0.37 0.36 
 
From Figure 78(f), for the bias factor, IDW gives the best result followed by OK and SK. 
IDW gives 1.01 (average), which is close to 1. On the other hand, the bias factor’s average for OK 
and SK are 1.02 and 1.06, respectively.  
In Figure 78(h), the case of COV, IDW gives a less average coefficient of variation than 
OK and SK. The average COV for IDW, OK and SK are 0.31, 0.36 and 0.40, respectively. When 
the average COV is considered, whichever method produces the lesser average COV is the best 
method. IDW is then the best method, followed by OK and SK, when average COV is considered.  
Out of all types of errors like parameters, RMSE is the tool that defines the best method. 
From Figure 78(c), in the case of RMSE, IDW gives a less average error than OK and SK. The 
average RMSE for IDW, OK and SK are 0.53, 0.64 and 0.64, respectively. In the analysis, larger 
errors came from the larger undrained shear strength. However, when the average RMSE is 
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considered, whichever method produces the lesser average RMSE is the best method. Therefore, 
IDW is the best method, followed by OK and SK, when average RMSE is considered.  
For COE, IDW is better than the other methods. From Figure 78(e), IDW gives 0.81 
(average). On the other hand, the average COE for OK and SK are 0.68 and 0.69, respectively. 
Based on these results, if the first priority is given to bias factor followed by COV and 
RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based on their 
performance. 
   
(a) MAE (b) MSE (c) RMSE 
   
(d) MAPE (e) COE (f) Bias Factor 









































































































(g) SD (h) COV 
In Figure 79, Measured vs Predicted undrained shear strength for different spatial 
interpolation methods like OK, SK, IDW, spline, NaN and UK were given. 
   
(a) OK (b) SK (c) IDW 
   
(d) Spline (e)  NaN (f) UK 
Figure 79. Measured vs Predicted Undrained shear strength plot of different spatial interpolations 






















4.10.5. Comparison of COV 
Figure 80 shows the comparison of COV of bias factor λ (for SU data) from different 
interpolation methods with the measured COV of undrained shear strength. The average measured 
COV from undrained shear strength is 0.51, and the average COV of bias factor λ (for SU data) 
for OK, SK, IDW, spline, NaN and UK is 0.09, 0.08, 0.07, 0.09, 0.09 and 0.09. It can be concluded 
that the average COV of bias factor λ (for SU data) for different spatial interpolation methods are 
less than the measured COV of undrained shear strength. 
 








CHAPTER 5. SUMMARY AND CONCLUSION 
This research study was conducted to investigate and evaluate the best interpolation 
technique to evaluate site variability for six CPT cases (Case 1, 3, 4, 5, 6 and 9) and four soil 
boring cases (Case 2, 7 ,8 and 10). In this study, from CPT data, the cone tip resistance (qc) data 
was chosen as the primary data to check the effectiveness of various spatial interpolation 
techniques. From soil boring data, the undrained shear strength (Su) and SPT value were selected 
to check the effectiveness of various spatial interpolation techniques. At first, the predicted average 
(per foot depth) CPT data and soil boring data (especially SPT value and undrained shear strength 
Su) from the existing CPT and soil boring data were generated for the analysis. Then, the predicted 
average CPT data and soil boring data were placed according to their global position, such as 
latitude and longitude. Then, various types of interpolation techniques (OK, SK, UK, IDW, NaN 
and spline) using the ArcMap10.4.1, were performed. After using this data, synthetic CPT profiles 
and soil boring data in selected known locations with the help of existing CPT and soil boring data 
were predicted. The provided synthetic CPT profiles and soil boring data were then compared with 
measured CPT profile and soil boring data. Finally, cross-validation and verification techniques to 
determine the best interpolation method to estimate the site variability of soil properties were used. 
Based on the results of statistical analyses for the six CPT cases (Case 1, 3, 4, 5, 6 and 9), the 
following points can be drawn: 
• For case 1 (CPT data at Metairie), if the first priority is given to the bias factor followed by 
COV and RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based 
on their performance. The average measured COV of predicted average tip resistance per foot 
is 0.69, and the average COVs of bias factor λ (for qc data) for OK, SK, IDW, spline, NaN and 
UK are 0.18, 0.14, 0.16, 0.21, 0.20 and 0.18, respectively. It can be concluded that the average 
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COV of bias factor λ (for qc data) for different spatial interpolation methods are less than the 
average measured COV of predicted average tip resistance. 
• For case 3 (CPT data at ALF), if the first priority is given to the bias factor followed by COV 
and RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based on their 
performance. The average measured COV of predicted average tip resistance per foot is 0.69, 
and the average COVs of bias factor λ (for qc data) for OK, SK, IDW, spline, NaN and UK are 
0.18, 0.14, 0.16, 0.21, 0.20 and 0.18, respectively. 
• For case 4 (CPT data at US90 & LA85), if the first priority is given to the bias factor followed 
by COV and RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based 
on their performance. The average measured COV of predicted average tip resistance per feet 
is 0.42, and the average COVs of bias factor λ (for qc data) for OK, SK, IDW, spline, NaN and 
UK are 0.07, 0.07, 0.07, 0.08, 0.08 and 0.07, respectively. 
• For case 5 (CPT data at Hammond), if the first priority is given to the bias factor followed by 
COV and RMSE, the best three spatial interpolation techniques are OK, IDW and SK, based 
on their performance. The average measured COVs of predicted average tip resistance per feet 
is 0.67, and the average COV of bias factor λ (for qc data) for OK, SK, IDW, spline, NaN and 
UK are 0.08, 0.11, 0.08, 0.14, 0.15 and 0.08, respectively. 
• For case 6 (CPT data at LA1), if the first priority is given to the bias factor followed by COV 
and RMSE, the best three spatial interpolation techniques are SK, IDW and OK, based on their 
performance. The average measured COV of predicted average tip resistance per feet is 0.50, 
and the average COVs of bias factor λ (for qc data) for OK, SK, IDW, spline, NaN and UK are 
0.09, 0.07, 0.08, 0.11, 0.10 and 0.09, respectively. 
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• For case 9 (CPT data at Bayou Lacassine), if the first priority is given to the bias factor 
followed by COV and RMSE, the best three spatial interpolation techniques are IDW, OK and 
SK, based on their performance. The average measured COV of predicted average tip 
resistance per feet is 0.43, and the average COVs of bias factor λ (for qc data) for OK, SK, 
IDW, spline, NaN and UK are 0.09, 0.10, 0.10, 0.12, 0.11 and 0.09, respectively. 
• For the six CPT cases (Case 1, 3, 4, 5, 6 and 9), it can be concluded that if the first priority is 
given to the bias factor followed by COV and RMSE, the best three spatial interpolation 
techniques are IDW, OK and SK. The methods are better than the spline and NaN, based on 
their performance. It can also be concluded that the average COV of bias factor λ (for qc data) 
for different spatial interpolation methods are less than the average measured COV of predicted 
average tip resistance.  
Based on the statistical analyses for the four soil boring cases (Case 2, 7, 8 and 10), the following 
points can be drawn: 
• For case 2 (Soil boring data at Metairie), if the first priority is given to the bias factor followed 
by COV and RMSE, the best three spatial interpolation techniques are IDW, OK and SK, based 
on their performance. The average measured COV of undrained shear strength and SPT is 0.34, 
and the average COVs of bias factor λ (for SU and SPT data) for OK, SK, IDW, spline, NaN 
and UK are 0.17, 0.16, 0.17, 0.22, 0.20 and 0.17, respectively. 
• For case 7 (Soil boring data at William Blvd), if the first priority is given to the bias factor 
followed by COV and RMSE, the best three spatial interpolation techniques are IDW, OK and 
SK, based on their performance. The average measured COV of undrained shear strength is 
0.26, and the average COVs of bias factor λ (for SU data) for OK, SK, IDW, spline, NaN and 
UK are 0.12, 0.14, 0.10, 0.13, 0.13, and 0.12, respectively. 
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• For case 8 (Soil boring data at Red river), if the first priority is given to the bias factor followed 
by COV and RMSE, the best three spatial interpolation techniques are IDW, SK and OK, based 
on their performance. The average measured COV of SPT value is 0.44, and the average COVs 
of bias factor λ (for SPT data) for OK, SK, IDW, spline, NaN and UK are 0.11, 0.11, 0.11, 
0.19, 0.22 and 0.11, respectively. 
• For case 10 (Soil boring data at Bayou Lacassine), if the first priority is given to the bias factor 
followed by COV and RMSE, the best three spatial interpolation techniques are IDW, OK and 
SK, based on their performance. The average measured COV of undrained shear strength is 
0.51, and the average COVs of bias factor λ (for SU data) for OK, SK, IDW, spline, NaN and 
UK are 0.09, 0.08, 0.07, 0.09, 0.09 and 0.09, respectively. 
• For the four soil boring cases (Case 2, 7 ,8 and 10), it can be concluded that if the first priority 
is given to the bias factor followed by COV and RMSE, the best three spatial interpolation 
techniques are IDW, OK and SK. The methods are better than the spline and NaN, based on 
their performance. It can also be concluded that the average COV of bias factor λ (for SU and 
SPT data) for different spatial interpolation methods are less than the average measured COV 
of SU and SPT data.  
Overall, it can be concluded that for all cases considered in this study, if the first priority is 
given to the bias factor followed by COV and RMSE, the best three spatial interpolation techniques 
are IDW, OK and SK. The performance of these methods are much better than the performance of 
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