Abstract. For nonautonomous linear difference equations in Banach spaces we show that a very general type of dichotomic behavior persists under small enough additive linear perturbations. By using a new approach, we obtain two general robustness theorems that improve several results in the literature and also contain new situations. In particular, unlike several existent results for particular growth rates, we show that, up to a multiplicative constant, the dichotomic behavior for the perturbed equation is the same as the one for the original equation.
Introduction
The notion of exponential dichotomy, that can be traced back to the work of Perron [24] on the stability of ordinary differential equations, and of Li [20] for discrete time systems, is a fundamental tool in the study of stability of difference and differential equations. Thus, the so-called robustness (or roughness) problem for these dichotomies, that is the problem of knowing if small additive linear perturbations of a linear system with some type of dichotomy still possesses the same type of dichotomy, is a fundamental problem. For nonautonomous linear differential equations this problem was already discussed in 1958 by Massera and Schäffer [21] . Several other authors, among which Coppel [17] , Dalec'kii and Krein [18] , Chow and Leiva [15] , Pliss and Sell [25] and Popescu [26] studied the problem of robustness under different assumptions and in different settings.
In spite of its usefulness in the nonautonomous setting, the notion of exponential dichotomy is sometimes restrictive and therefore more general dichotomic behavior have been considered. There is a large number os papers studying different aspects of the dynamics associated with nonuniform exponential dichotomies, a type of exponential dichotomic behavior where some exponential loss of hyperbolicity along the trajectories is allowed. For example, the problem of existence of nonuniform exponential dichotomies via admissibility properties was discussed by Preda and Megan [27] and the existence of invariant stable manifolds for nonuniform exponential dichotomies was proved by Barreira and Valls in [3, 4] . Robustness results for nonuniform exponential dichotomies were obtained by Barreira and Valls [5, 6] in the continuous time setting and by Barreira, Silva and Valls [2] for discrete time.
We remark that, unlike the autonomous measure-preserving situation where it is known that almost all linear variational equations obtained from a measurepreserving flow on a smooth Riemannian manifold admit a nonuniform exponential dichotomy with arbitrarily small nonuniformity, for general nonautonomous differential equations there is no reason to assume that nonuniform exponential dichotomies are typical. Recently, there were several papers dedicated to the study of the behavior of trajectories of linear perturbations of nonlinear nonautonomous systems, assuming that there is a nonuniform and nonexponential dichotomy for the linear part or assuming that the linear part belongs to a family that contains the exponential behavior as a special case. Several results were obtained for this nonuniform nonexponential dichotomies. For instance the existence of stable manifolds for perturbations of linear equations with nonuniform polynomial dichotomies and, more generally, for the so-called nonuniform (µ, ν)-dichotomies was discussed by Bento and Silva [9, 13] and the existence of polynomial trichotomies based on the values of some generalized polynomial Lyapunov exponents was established by Barreira and Valls [7] . We should also mention that in the nineties, Naulin and Pinto [22, 23] obtained stability and robustness results for nonexponential dichotomies, although in the uniform setting. More recently, robustness results for nonuniform polynomial dichotomies were derived by Barreira, Fan, Valls and Zhang [1] , for nonuniform (µ, ν)-dichotomies by Chang, Zhang, and Qin [14] and Chu [16] and for nonuniform (µ, ν)-trichotomies by Jiang [19] .
Though several nontrivial problems must be solved when one tries to prove the same type of result for distinct nonuniform growth rates, several common features can be found in the proofs. With this in mind the authors decided to propose a general setting where the above results may be obtained for the different types of nonuniform behavior all at the same time and undertook the project of obtaining several results in this general setting. The present paper is part of this project that already motivated the previous works [11, 12] , dedicated to the existence of Lipschitz stable manifolds for (nonlinear and nonautonomous) perturbations of nonautonomous linear equations with this general nonuniform behavior. Our main result in this paper is a robustness (or roughness) result for our general dichotomic behaviors, i.e., a result that establishes that a very large class of dichotomic behaviours are persistent under small linear perturbations of the dynamics. More precisely, it is shown that if the equation
where, for every n ∈ Z, A n is a bounded linear operator from a Banach space X into X, has some general nonuniform dichotomic behaviour (in some sense to be clarified later) then the equation
admits also the same dichotomic behavior, where B n is a bounded linear operator from X into X and provided that B n is sufficiently small and decays to zero sufficiently fast as n goes to infinity. Next, based on this result we derive a corresponding result in N.
By considering this general setting we intend to achieve the following goals: firstly, we want to unify the several settings in the literature and consider a general situation that is sufficiently flexible to include a wide range of nonuniform behaviors; secondly, we want to highlight the common aspects of the arguments used in the proofs and to show that, in this general setting, there is no central role played by exponential or polynomial behavior and instead the same type of result holds for a very large family of prescribed behaviors for the dichotomy; finally we intend to use a different approach in the proof that allows our theorems not only to include new situations but also to improve existent results.
We emphasise that our proof is considerably different from the proofs of the robustness results that constituted our departing point. In fact, instead of using two fixed points to obtain the new dichotomy we use only one fixed point (see Lemma 14) to get simultaneously the behavior in the subspaces associated to the family of projections and in the complementary subspaces. In particular, we have no need to compute bounds for the projections separately and this allowed us to obtain a dichotomic behavior for the perturbed equation that is asymptotically the same as the one assumed for the unperturbed equation. This contrasts with existent robustness results for nonuniform exponential dichotomies, nonuniform polynomial dichotomies and nonuniform (µ, ν)-dichotomies where the bounds for the nonuniform part of the dichotomy of the perturbed equation is asymptotically different from the bounds for the nonuniform part of the original one. In several corollaries we use our main results to obtain improved versions of the robustness theorems in [1, 2, 8, 16] as well as some new cases.
The structure of the paper is the following: in Section 2 and 3 we state the our robustness results, in Z and N, respectively, and we apply them to several growth rates to improve some known results and obtain new ones and in Sections 4 and 5 we prove our main results.
Robustness in Z
Let Z be the set of integer numbers and define
Let B(X) be the space of bounded linear operators in a Banach space X. Given a sequence (A n ) n∈Z of operators of B(X), we write, for every (m, n) ∈ Z 2 ,
We say that the linear difference equation (1) admits an invariant splitting if there exist bounded projections P n , n ∈ Z, such that, for every (m, n) ∈ Z 2 , we have (S1) P m A m,n = A m,n P n ; (S2) A m,n (ker P n ) = ker P m , where ker P n and ker P m are the null spaces of P n and P m , respectively; (S3) A m,n | ker Pn : ker P n → ker P m is invertible in B(X). In these conditions, we denote by A n,m the inverse of A m,n | ker Pn : ker P n → ker P m , (m, n) ∈ Z 2 , and we define, for each n ∈ Z, the complementary projection Q n = Id −P n and the linear subspaces E n = P n (X) and F n = ker P n = Q n (X). As usual, we identify the vector spaces E n × F n and E n ⊕ F n as the same vector space.
Given double sequences (a m,n ) (m,n)∈Z 2 and (b m,n ) (m,n)∈Z 2 we say that equation (1) admits a general dichotomy with bounds (a m,n ) and (b m,n ) if it admits an invariant splitting such that (D1) A m,n P n a m,n for every (m, n) ∈ Z 2 and
Given a sequence (B n ) n∈Z ⊆ B(X), we will consider the perturbed difference equation (2) and, for this equation, using the convention
for every (m, n) ∈ Z 2 and
for every (m, n) ∈ Z 2 and we assume that
The main theorem of this section is the following:
and
and let (B n ) n∈Z ⊂ B(X) be a sequence of operators. If
where λ and µ are defined by (5), then equation (2) admits a generalized dichotomy with bounds (σa m,n ) and (σb m,n ), where σ = 1/ (1 − max {λ, µ}).
The proof of this theorem will be given in Section 4. Now we are going to apply Theorem 1 to general dichotomies with bounds of the form a m,n = a n a m c n , and
where (a n ) n∈Z , (b n ) n∈Z and (c n ) n∈Z are sequences of positive numbers. We will refer to the sequences (a n /a m ) and (b n /b m ) as the uniform bounds of the dichotomy and the sequence (c n ) as the nonuniform bound of the dichotomy.
Corollary 2. Suppose that equation (1) admits a dichotomy with bounds of the form (9) and
for some positive C. Let (B n ) n∈Z ⊂ B(X) be a sequence of bounded linear operators such that B n a n a n+1 c n+1 β n for every n ∈ Z, where (β n ) n∈N is a sequence of positive numbers such that β :
If βC < 1, then (2) admits a dichotomy with bounds obtained by multiplying the bounds in (9) by 1/(1 − βC).
Proof. Clearly, this type of bounds satisfy hypothesis (6) and (7). Moreover, since from (10) we have C 1, we conclude that
and thus max {λ, µ} βC.
Hence, if βC < 1, all the hypothesis in Theorem 1 are satisfied and the result follows immediately. Now we will apply our result to nonuniform exponential dichotomies, i.e., dichotomies with bounds of the form
where D 1, ε 0 and a, b ∈ R.
Corollary 3. Suppose that equation (1) has a nonuniform exponential dichotomy, i.e, admits a general dichotomy with bounds given by (11) and let B n : X → X, n ∈ Z, be bounded linear perturbations such that
for some δ > 0 and some γ ∈ R. If a b, ε − γ < 0 and θ := Dδ e −a (e ε−γ +1) 1 − e ε−γ −1 < 1, then equation (2) admits a nonuniform exponential dichotomy with bounds of the form (11) with D replaced by D/(1 − θ).
Proof. Let a n = e −an , b n = e −bn , c n = D e ε|n| and β n = Dδ e −a e −(γ−ε)|n+1| .
Moreover, since a b, condition (10) is satisfied with C = 1. Therefore, applying Corollary 2 and using the fact that
, the result follows immediately.
Corollary 3 is an improvement of Theorem 8 of Barreira, Silva and Valls [2] and of Theorem 1 of Barreira and Valls [8] . In [2] in order to obtain Theorem 8 the authors work with invertible cocycles, impose the three additional hypotheses
and in the bounds of the dichotomy of the perturbed equation they have to replace ε by 2ε and a byã, withã > a. In [8] the authors proved the result for noninvertible cocycles, but used another three hypotheses a = −b < 0, ε < −2a and γ = −2ε and the nonuniform bounds of the dichotomy of the perturbed equation have exponent 2ε instead of ε.
We can also obtain a new result considering polynomial growth rates similar to the ones in [9] . Corollary 4. Suppose that equation (1) has a nonuniform polynomial dichotomy, i.e, admits a general dichotomy with bounds given by
with D 1, ε 0 and a, b ∈ R. Let B n : X → X, n ∈ Z, be bounded linear perturbations such that
for some δ > 0 and some γ ∈ R. If Proof. Since a b 0, for every integers k < n m we have
for every integers n k < m we have
and for every integers n m k we have
it follows that
Analogously, we also have
Therefore, we have
and if 2 −a Dδ(2ζ γ−ε − 1) < 1, taking into account that these type of bounds also satisfy hypothesis (6) and (7), Corollary 4 follows immediately from Theorem 1.
Robustness in N
In this section we are going study the robustness problem for a linear difference equation of the form
with (A m ) m∈N ⊂ B(X). It is obvious that for this equation we can also define a general dichotomy with bounds (a m,n ) (m,n)∈N 2 and (b m,n ) (m,n)∈N 2 in an analogous way to that of equation (1), replacing Z, Z 2 and Z 2 by N, N 2 and N 2 , respectively, where
Given a sequence (B n ) n∈N ⊂ B(X), we consider equation
and we define
for every (m, n) ∈ N 2 . Our main result in this section is the following:
Theorem 5. Suppose that equation (13) admits a dichotomy with bounds (a m,n ) and (b m,n ) such that
Let (B n ) n∈N ⊂ B(X) be a sequence of bounded linear operators such that
where the λ ′ s and µ ′ s are given by (15) and (16) . Then equation (14) admits a dichotomy with bounds (σa m,n ) and (σb m,n ), where σ = 1/(1 − θ).
The proof of Theorem 5 will be given in section 5. Now we will apply Theorem 5 to dichotomies with bounds of the form a m,n = a n a m c n and
where (a n ) n∈N , (b n ) n∈N and (c n ) n∈N are sequences of positive numbers.
Corollary 6. Suppose that equation (13) admits a general dichotomy with bounds given (18) and
for some number C. Let B n : X → X, n ∈ N, be bounded linear operators such that B n a n a n+1 c n+1 β n where β := Since the proof of Corollary 6 is similar to the proof of Corollary 2, we omit it. Now we will apply the last corollary to the (µ, ν) −dichotomies that were introduced in [10] and [13] , respectively, for differential equations and for difference equations. 
where (µ n ) n∈N and (ν n ) n∈N are increasing sequences of positive numbers, D 1, a, b ∈ R and ε 0. Consider bounded linear perturbations B n : X → X, n ∈ N, such that B n δν Proof. Making in Corollary 6 a n = µ −a
we have
and a n a n+1 c n+1
Furthermore, since a b, for these bounds, inequality (19) is true with C = 1. Hence we can apply Corollary 6 and taking into account that β = Dδκ, the result follows immediately.
The last corollary improves the robustness theorem proved by Chu in [16, Theorem 3.11]. In fact, in [16] the nonuniform bounds of the dichotomy of the linear perturbation have exponent 2ε instead of ε, the result is proved only for invertible cocycles and it was necessary to impose the additional conditions
Now we will apply our result to nonuniform exponential dichotomies.
Corollary 8. Suppose that equation (13) has a nonuniform exponential dichotomy, i.e, admits a general dichotomy with bounds given by
with D 1, ε 0 and a, b ∈ R. Let B n : X → X, n ∈ N, such that Proof. The result follows immediately from Corollary 6 with a n = e −an , b n = e −bn , c n = D e εn and β n = Dδ e −a e (ε−γ)(n+1) .
Corollary 8 improves Theorem 6 of Barreira, Silva and Valls [2] because in that paper the result is only for invertible cocycles, it was necessary to impose the three additional hypotheses a = −b < 0, ε < −a and γ = −2ε and in the nonuniform bounds of the dichotomy of the perturbed equation the exponent ε was replaced by 2ε and in the uniform bounds of the perturbed equation the exponent a was replaced byã > a. Now we will apply our result to improve the robustness of the dichotomies considered by Barreira, Fan, Valls and Zhang [1] , namely the nonuniform polynomial dichotomies with bounds of the form
with D 1, a, b ∈ R and ε 0.
Corollary 9. Suppose that equation (13) has a general dichotomy with bounds given by (22) . Consider bounded linear perturbations B n : X → X, n ∈ N, such that B n δ (n + 1) Finally we apply our result to the nonuniform polynomial dichotomies introduced in [9] .
Corollary 10. Suppose that equation (13) has a nonuniform polynomial dichotomy with bounds given by
where D 1, a, b ∈ R and ε 0. Let B n : X → X, n ∈ N, be bounded linear perturbations such that B n δ (n + 1) Since the proof of this corollary is analogous to the proof of Corollary 4 we omit it.
Proof of Theorem 1
The proof of Theorem 1 uses the Banach fixed point theorem in some suitable complete metric spaces.
For every n ∈ Z, let Ω + n be the space of sequences W = (W m,n ) m n ⊆ B(X) such that
and let Ω − n be the space of sequences Z = (Z m,n ) m n ⊆ B(X) such that
It is easy to prove that (Ω 
Lemma 11. Let n ∈ Z. For every (W, Z) ∈ Ω n , define
where
Then J n is a bounded linear operator from Ω n into Ω + n and J n λ,
where λ is given by (5).
Proof. It is obvious that from (29) and (D1) we obtain
and from (29) and (D2) we have
Moreover, by (24) and (26) it follows that
and by (25) and (26) we get
Hence, from (28), (31), (32), (33), (34), (3) and (5) we conclude that
and this proves that J n is a bounded linear operator from Ω n into Ω + n and verifies (30).
where µ is given by (5).
Proof. From (36), (31), (32), (33), (34), (4) and (5) we have
and L n is a bounded linear operator from Ω n into Ω − n that verifies (37).
Lemma 13. Let n ∈ Z. For every (W, Z) ∈ Ω n , let
with J n defined by (27) and L n defined by (35). Then T n is a bounded linear operator from Ω n into Ω n and
Proof. It follows immediately from Lemmas 11 and 12.
Lemma 14. Let n ∈ Z. If (8) is satisfied, then there is a unique sequence U = (U m,n ) m n ∈ Ω + n and a unique sequence
for all m n and
for all m n. Moreover,
Proof. Let n ∈ Z. Defining
it follows from (D1) and (D2) that Γ n ∈ Ω n . From (38) and (8) the operator Υ n : Ω n → Ω n defined by Υ n = Γ n + T n is a contraction with Lipschitz constant less or equal than max {λ, µ} < 1. Since Ω n is a Banach space, the Banach fixed point Theorem assure us that Υ n has a unique fixed point (U, V ) ∈ Ω n . Obviously, from the definition of Υ n , the fixed point (U, V ) verifies (39) and (40).
Also from the Banach fixed point Theorem we have
Since Γ n n 1 we have (U, V ) n σ and thus (41) and (42) are satisfied.
Lemma 15. The sequences (U m,n ) m n and (V m,n ) m n are solutions of equation (2).
Proof. This is an immediate consequence of Proof. Let (j, n) ∈ Z 2 and define W m,j = U m,j U j,n − U m,n for every m j and Z m,j = V m,j U j,n for every m j.
and because we are assuming (6) we have W = (W m,j ) m j ∈ Ω + j . On the other hand, since
∈ Ω j . Now we will prove that (W, Z) is a fixed point of T j . For m j, from (39) we obtain
Since from (39) we have
and from (28) we have
it follows from (43), (44), (45) and (39) that
For m j by (40) we have
by (39) we obtain
and from (36) we get
Hence, it follows from (46), (47) and (48) that
Therefore (W, Z) is a fixed point of the linear contraction T j . Since T j has a unique fixed point, the zero of Ω j , we must have
for all m j and
Lemma 17. Let (j, n) ∈ Z 2 . Then U m,j V j,n = 0 for every m j and V m,j V j,n = V m,n for every m j.
Proof. Let (j, n) ∈ Z 2 and consider
On the other hand, we have
and from (7) it follows that Z = (W m,j ) m j ∈ Ω − j . Hence (W, Z) ∈ Ω j . Now we will prove that (W, Z) is a fixed point of T j . For m j by (39) we have
and because from (40) we have
and from (28) we obtain
it follows from (49), (50) and (51) that
Thus it follows from (52), (53), (54) and (40) that
Hence (W, Z) is a fixed point of the linear contraction T j . But, since the only fixed point of T j is zero, it follows that W m,j = U m,j V j,n = 0 for every m j and Z m,j = V m,j V j,n − V m,n = 0 for every m j.
it is clear that
for every (m, n) ∈ Z 2 .
Lemma 18. Let (j, n) ∈ Z 2 . Then for every m j U m,j A j,n V n,n = 0 and for every m j
Proof. Let (j, n) ∈ Z 2 and define
For every m j, it follows from (39) that
Because from (55) and (40) we have
by (56), (57) and (58) we can conclude that
On the other hand, for m j, from (40) we have
from (55) it follows that
and by (36) we get
If n m j, from (60), (55) and (40) we have
and this together with (59) and (61) imply
for n m j. If m n j, by (59), (60) and (40) we have
and this together with (59) implies
Therefore, (W, Z) is a fixed point of T j and this implies W m,j = 0 for every m j and Z m,j = 0 for every m j.
Define E n = U n,n (X) and F n = V n,n (X).
Proof. Let x ∈ E n . Since U n,n U n,n = U n,n , we have x = U n,n x. Hence by Lemmas 15 and 16 we get
and this proves the first inclusion. Let x ∈ F n . Since x = V n,n x we have from Lemma 18
and the second inclusion is proved.
Lemma 20. For every (m, n) ∈ Z 2 , the restriction A m,n | Fn : F n → F m is invertible and its inverse is the restriction V n,m | Fm :
it follows that for every x ∈ F m we have
and this prove that A m,n | Fn : F n → F m is surjective.
To prove that A m,n | Fn : F n → F m is injective, we only have to show that if A m,n y = 0 for some y ∈ F n , then y = 0. Suppose that y ∈ F n and A m,n y = 0. From (55) we have
and this implies
Since A m,n is invertible in F n , from (62) we have
and it follows from (40), Lemma 17 and (63) that
From V j,n y σb j,n y for every (j, n) ∈ Z 2 , it follows that η < +∞. By (40), Lemma 17 and (63), we have for every j n V j,n y = A j,n Q n y + Now we are in conditions to prove Theorem 1. Let P n = U n,n and Q n = V n,n . By (39) and (40) we have P n + Q n = P n + Q n = Id and from Lemmas 16 and 17 it follows immediately that P n and Q n is are projections. Moreover, by Lemmas 16 and 18, we have A m,n P n = P m A m,n P n + Q m A m,n P n = P m A m,n − P m A m,n Q n + Q m U m,n = P m A m,n , i.e., (S1) is verified. Conditions (S2) and (S3) are immediate consequences of Lemmas 19 and 20, respectively. Moreover, we have from Lemmas 14 and 15 that for every (m, n) ∈ Z 2 . Therefore equation (2) admits a general dichotomy with bounds (σa m,n ) and (σb m,n ).
Proof of Theorem 5
Suppose that equation (13) if m n 1.
Since we are assuming (17) , the bounds (ã m,n ) and (b m,n ) satisfy (6) and (7). Computing λ m,n and µ m,n (see (3) and (4)) for equation Hence equation (67) satisfies all the hypothesis in Theorem 1 and this implies that has a general dichotomy with bounds (σã m,n ) and (σb m,n ), where σ = 1/(1 − θ). Therefore equation (14) has a general dichotomy with bounds (σa m,n ) and (σb m,n ) and Theorem 5 is proved.
