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Abstract: We give a detailed analysis of the orbit structure of the third
power of the flag variety attached to SL3(R). It turns out that 36 generalized
Schubert cells split into 70 orbits plus one continuous family of orbits. On
the latter, we construct invariant distributions and thus give an instance
of the existence of infinitely many linearly independent triple products of
induced representations.
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Introduction
Invariant trilinear forms on flag varieties give intertwining operators in
the category of smooth representations between induced representations
and tensor products. Hence the dimension of these spaces represent in-
tertwining numbers or decomposition numbers of tensor products. For
applications, it is most interesting to consider cases, where these dimen-
sions are finite, which corresponds to rank one situations, see [1–11,18–20].
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In higher rank cases, the space of invariant trilinear forms can be infinite-
dimensional. In particular, in [16], Theorem C, it is shown that if G is
algebraic over R and if there is no open G-orbit in the triple product of the
flag variety
X = P\G × P\G × P\G,
then the space of invariant trilinear forms is infinite-dimensional. In this
paper, we consider the case of the group SL3(R), for which we give a
complete analysis of the orbit structure of the corresponding triple product
of the flag variety.
It turns out, that the 36 generalized Schubert cells contain 70 isolated
orbits and one continuous family of orbits. On this family, we explicitly
reproduce the construction of [16] and give explicit examples of infinitely
many linearly independent invariant distributions, i.e., invariant triple
products.
In particular, it turns out that there is no open orbit. Hence Theorem C of
[16] says that there are representations, for which the space of invariant
trilinear forms is infinite dimensional. In Section 2 of this paper we make
this fact explicit by showing, that for all unitary principal series represen-
tations we have an infinite-dimensional space of invariant trilinear forms.
In principle, we only repeat the proof of Theorem C of [16] in an explicit
setting here.
We briefly clarify the relation of the current paper to the program of
Harmonic Analysis on homogenenous spaces, which in the course of
time proceeded from Riemannian symmetric spaces [14, 22, 23] over non-
Riemannian symmetric spaces [12, 13] to spherical spaces [15, 17]. So the
space X may be viewed as an example of a non-spherical space on which
Harmonic analysis seems feasable. However, firstly one notes that P\G
and hence X, does not admit a non-zero G-invariant Radon measure. It
carries, however a K-invariant Radonmeasure, which is unique up to scal-
ing, where K is a maximal compact subgroup of G. The harmonic analysis
of theG-action on P\G is a special case of the theory of induced representa-
tions. Therefore, the harmonic analysis on P\G × P\G is part of the theory
of tensor products of, say, irreducible representations. The latter is also
part of the theory of triple products as the dimension of a certain triple
product space equals the multiplicity of one of the three representations
as a subrepresentation (in the smooth sense) of the tensor product of the
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other two. This basically shows that the tensor product of two irreducibles
generally is a very big representation which essentially contains all irre-
ducible representations. So the harmonic analysis of X is even larger, as a
third tensor factor comes into play.
I thank the referee for their exceptional thoroughness which substantially
helped to improve the paper.
1 Orbit structure
Let P be the minimal parabolic subgroup of G = SL3(R) consisting of
all upper triangular matrices. Then P has Langlands decomposition P =
MAN, whereA is the group of diagonal matrices inGwith positive entries,
M the group of diagonal matrices in Gwith entries ±1, soM  Z/2 ×Z/2.
Finally, N is the group of all upper triangular matrices with ones on the
diagonal. Let K = SO(3). Then K is a maximal compact subgroup of G. We
consider the compact manifold
X = (P\G)3 = (M\K)3 .
We write
D = AM
for the group of diagonal matrices in G. Let NG(A) denote the normalizer
of A in G. The Weyl groupW = NG(A)/D is isomorphic to the permutation
group Per(3) in three letters.
Definition 1.1. For w ∈W we write
Pv = P ∩ v−1Pv, Nv = N ∩ v−1Nv.
Since the two parabolic groups P and v−1Pv share the same Levi component
D, we have
Pv = DNv, and hence N ∩ Pv = Nv.
The Bruhat decomposition is the disjoint decomposition of G,
G =
⊔
w∈W
PwP =
⊔
w∈W
PwN.
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Every G-orbit in X = (P\G)3 contains an element of first coordinate equal
to 1, so we get a bijection
(P\G × P\G × P\G) /G −→ {1} × (P\G)2 /P.
Using the Bruhat decomposition in the second and third coordinate, this
gives
X/G
−→
⊔
v∈W
⊔
w∈W
{1} ×
(
(P\PvP) × P\PwP
)
/P,

⊔
v∈W
⊔
w∈W
(
{1} × {v} × P\PwP/(P ∩ v−1Pv)
)

⊔
v∈W
⊔
w∈W
{1} × {v} × [(Nw\N/Nv) modulo D − conjugation)] .
To justify the last step, consider the map
φ : N → P\P.
Since PwP = PwN, the map φ is surjective. Further,
φ(n′) = φ(n)⇔ Pwn′Pv = PwnPv
⇔ wn′ = pwndnv for some d ∈ D, nv ∈ Nv
⇔ n′ = w−1qwnd nv,
where we have written nd = d−1nd. Now as n′, ndnv ∈ N we get w−1qw ∈
N and hence it lies in N ∩ w−1Pw = Nw. It follows that φ induces an
isomorphism Nw\N/Nv modulo D-conjugation to P\PwP/Pv.
So, defining the Schubert cells
Sv,w = (P\P · 1 × P\PvP × P\PwP)G,
we get a disjoint G-stable decomposition into 36 Schubert cells
X = (P\G)3 =
⊔
v∈W
⊔
w∈W
Sv,w.
The dimension of a cell is
dimSv,w = 3 + dim[v] + dim[w],
where we have written [v] = P\PvP. We write the elements of W as
1, s1, s2, z1, z2,w0 where w0 is the long element and the corresponding Weyl
chambers are given as in the following picture
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1
w0
s2s1
z1z2
Then s1 and s2 generate the Weyl group and z1 = s2s1, z2 = s1s2 as well as
w0 = s1s2s1 = s2s1s2. For computations, we choose the following represen-
tatives in G,
s1 =

1
1
−1
 s2 =

−1
1
1

z1 =

−1
−1
1
 z2 =

1
−1
−1

w0 =

−1
−1
−1

The orbit closure inclusion pattern in P\G = ⊔w∈W P\PwP is given by
0-dimensional [1]  q
""
❊❊
❊❊
❊❊
❊❊mM
||②②
②②
②②
②②
1-dimensional [s1] _

[s2] _

2-dimensional [z1]  q
""
❊❊
❊❊
❊❊
❊❊
[z2]
mM
||②②
②②
②②
②②
3-dimensional [w0]
where the arrows indicate containment in the closure, so for instance [1] ⊂
[s1]. Accordingly, this diagram repeats with the Sv,w’s, which is to say that
[v1] ⊂ [v2]
[w1] ⊂ [w2]
}
⇔ Sv1,w1 ⊂ Sv2 ,w2 .
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So for instance, Ss1,z1 is contained in the closure of Ss1,w0 and in the closure
of Sz1 ,z1 .
For v,w ∈ W let Rv,w
N
be a set of representatives in N for the equivalence
relation
n ∼ n′ ⇔ n′ = nvdnd−1nw
for some d ∈ D, nv ∈ Nv and nw ∈ Nw. We then get a set R of representatives
of X/G of the form R =
{
(1, v,wn) : v,w ∈ W, n ∈ Rv,w
N
}
. We can write this
suggestively Sv,w/G  1 × v ×w(N/ ∼). The stabilizer of (1, v,wn) equals
G(1,v,wn) = P ∩ v−1Pv ∩ (wn)−1Pwn)
= DNv ∩ n−1
(
w−1Pw
)
n.
We clearly have N1 = N. A computation shows that
s−11 Ps1 =

∗ 0 ∗
∗ ∗ ∗
0 0 ∗
 s−12 Ps2 =

∗ ∗ ∗
0 ∗ 0
0 ∗ ∗

z−11 Pz1 =

∗ 0 0
∗ ∗ ∗
∗ 0 ∗
 z−12 Pz2 =

∗ ∗ 0
0 ∗ 0
∗ ∗ ∗
 .
This implies
Ns1 =

1 0 ∗
1 ∗
1
 Ns2 =

1 ∗ ∗
1 0
1

Nz1 =

1 0 0
1 ∗
1
 Nz2 =

1 ∗ 0
1 0
1
.
We now classify all orbits by the Schubert cells. The dimensions of the
Schubert cells range from 3 to 9. The orbit dimensions cannot exceed
8 = dimG, therefore the open cell Sw0 ,w0 must contain a continuous family
of orbits. We introduce the notation
n(x, y, z) =

1 x y
1 z
1
, d(a, b, c) =

a
b
c
.
Note that
n(x, y, z)−1 = n(−x, xz − y,−z).
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Proposition 1.2. The open cell Sw0 ,w0 contains a family of orbits of maximal
dimension, which is 8, parametrized by u ∈ R× and given by (1,w0,w0n) with
n = n(1, 1, u).
There are 7more orbits: 3 orbits of maximal dimension in Sw0 ,w0 given by n(0, 1, 1),
n(1, 0, 1) and n(1, 1, 0), in each case the stabilizer is trivial. There are 3 orbits of
dimension 7, which we list by a representative and the corresponding stabilizer.
n stabilizer of (1,w0,w0n)
n(1, 0, 0)
{
d(a, a, 1/a2) : a ∈ R×
}
n(0, 1, 0)
{
d(a, 1/a2, a) : a ∈ R×
}
n(0, 0, 1)
{
d(1/a2, a, a) : a ∈ R×
}
.
Finally, there is one orbit of dimension 6 given by n(0, 0, 0) with stabilizer D.
Proof. The given elements form a set of representatives of N modulo D-
conjugation, so they parametrize the orbits in the cell. The inverse of
n(1, 1, u) is n(−1, u − 1,−u) and one notes that for given d ∈ D in order to
have n(1, 1, u) d n(−1, u − 1,−u) ∈ D, one must have d = 1. This implies the
triviality of the stabilizer. The other cases are treated similarly. 
Proposition 1.3. The cell Sw0,z1 contains 4 orbitswhich are listed by representative
(1,w0, z1n), dimension of orbit, and stabilizer.
n dimension stabilizer
n(1, 1, 0) 8
{
1
}
n(1, 0, 0) 7
{
d(a, a, 1/a2) : a ∈ R×
}
n(0, 1, 0) 7
{
d(a, 1/a2, a) : a ∈ R×
}
n(0, 0, 0) 6 D
Proof. Similar to the last proposition. 
Proposition 1.4. The cell Sw0,z2 contains 4 orbitswhich are listed by representative
(1,w0, z2n), dimension of orbit, and stabilizer.
n dimension stabilizer
n(0, 1, 1) 8
{
1
}
n(0, 0, 1) 7
{
d(1/a2, a, a) : a ∈ R×
}
n(0, 1, 0) 7
{
d(a, 1/a2, a) : a ∈ R×
}
n(0, 0, 0) 6 D
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Proposition 1.5. • The cell Sw0,s1 contains 2 orbits
n dimension stabilizer
n(1, 0, 0) 7
{
d(a, a, 1/a2) : a ∈ R×
}
n(0, 0, 0) 6 D
• The cell Sw0,s2 contains 2 orbits
n dimension stabilizer
n(0, 0, 1) 7
{
d(1/a2, a, a) : a ∈ R×
}
n(0, 0, 0) 6 D
• The cell Sw0 ,1 equals one orbit given by (1,w0, 1), the dimension is 6 and the
stabilizer is D.
Proposition 1.6. • The cell Sz1 ,z1 contains 3 orbits
n dimension stabilizer
n(1, 0, 0) 7
{
d(a, a, 1/a2) : a ∈ R×
}
n(0, 1, 0) 6
{ a 1/a2 x
a
 : a ∈ R×; x ∈ R
}
n(0, 0, 0) 5 D

1
1 ∗
1

• The cell Sz1 ,z2 contains 2 orbits
n dimension stabilizer
n(0, 1, 0) 7
{
d(a, 1/a2, a) : a ∈ R×
}
n(0, 0, 0) 6 D
• The cell Sz1 ,s1 contains 2 orbits
n dimension stabilizer
n(1, 0, 0) 6
{ a a x
1/a2
 : a ∈ R×; x ∈ R
}
n(0, 0, 0) 5 D

1
1 ∗
1

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• The cell Sz1 ,s2 is one orbit and we have
n dimension stabilizer
n(0, 0, 0) 6 D
• The cell Sz1 ,1 is one orbit with
n dimension stabilizer
n(0, 0, 0) 5 D

1
1 ∗
1

Proposition 1.7. • The cell Sz2 ,z2 contains 3 orbits
n dimension stabilizer
n(0, 0, 1) 7
{
d(1/a2, a, a) : a ∈ R×
}
n(0, 1, 0) 6
{ a z1/a2
a
 : a ∈ R×; z ∈ R
}
n(0, 0, 0) 5 D

1 ∗
1
1

• The cells Sz2 ,s1 and Sz2 ,1 both are one orbit each. For Sz2 ,s1 we have
n dimension stabilizer
n(0, 0, 0) 6 D
and for Sz2 ,1 it is
n dimension stabilizer
n(0, 0, 0) 5 D

1 ∗
1
1

• The cell Sz2 ,s2 contains 2 orbits
n dimension stabilizer
n(0, 0, 1) 6
{ 1/a2 xa
a
 : a ∈ R×; x, y ∈ R
}
n(0, 0, 0) 5 D

1 ∗
1
1

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Proposition 1.8. • The cell Ss1,s1 contains 2 orbits
n dimension stabilizer
n(1, 0, 0) 5
{ a ya z
1/a2
 : a ∈ R×; x, y ∈ R
}
n(0, 0, 0) 4
{ a yb z
1/ab
 : a, b ∈ R×; x, y ∈ R
}
• The cell Ss1,s2 is one orbit
n dimension stabilizer
n(0, 0, 0) 5
{ a yb
1/ab
 : a, b ∈ R×; y ∈ R
}
• The cell Ss1,1 is one orbit
n dimension stabilizer
n(0, 0, 0) 4
{ a yb z
1/ab
 : a, b ∈ R×; y, z ∈ R
}
• The cell Ss2,s2 contains 2 orbits
n dimension stabilizer
n(0, 0, 1) 5
{ 1/a2 x ya
a
 : a ∈ R×; x, y ∈ R
}
n(0, 0, 0) 4
{ a x yb
1/ab
 : a, b ∈ R×; x, y ∈ R
}
• The cell Ss2,1 is one orbit
n dimension stabilizer
n(0, 0, 0) 4
{ a x yb
1/ab
 : a, b ∈ R×; x, y ∈ R
}
• The cell S1,1 is one orbit of dimension 3. The stabilizer is P.
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Proposition 1.9. In X, there is one family of orbits parametrized by u ∈ R× and
70 more orbits. These are distributed over the Schubert cells as in the first of the
following tables. The second table gives the dimensions of the orbits in each cell.
For instance, 6, 72, 8 stands for one cell of dimension 6, two of dimension 7 and
one of dimension 8.
1 s1 s2 z1 z2 w0
1 1 1 1 1 1 1
s1 1 2 1 2 1 2
s2 1 1 2 1 2 2
z1 1 2 1 3 2 4
z2 1 1 2 2 3 4
w0 1 2 2 4 4 7
1 s1 s2 z1 z2 w0
1 3 4 4 5 5 6
s1 4 4, 5 5 5, 6 6 6, 7
s2 4 5 4, 5 6 5, 6 6, 7
z1 5 5, 6 6 5, 6, 7 6, 7 6, 7
2, 8
z2 5 6 5, 6 6, 7 5, 6, 7 6, 7
2, 8
w0 6 6, 7 6, 7 6, 7
2, 8 6, 72, 8 6, 73, 83
Proof. This follows from the previous propositions together with the ob-
servation that the orbits structure of Sv,w is the same as that of Sw,v because
of the flip X→ X, (x, y, z) 7→ (x, z, y). 
2 Principal series
Let T = {z ∈ C : |z| = 1} be the circle group. Fix a character λ ∈ Â =
Homcont(A,T), which we write as a 7→ aλ. Let ρ denote the modular shift,
i.e., ρ is the continuous quasi-character of A given by (diag(a, b, c))ρ = a/c.
Then P → C×, man 7→ aλ+ρ is a quasi-character of P and induces a G-
homogeneous vector bundle Eλ over the compact manifold P\G. Let Vλ
denote the space of smooth sections of this bundle and let piλ denote the
induced representation of G on Vλ. The space Vλ can be identified with
the space of all smooth functions f : G → C such that f (manx) = aλ+ρ f (x)
holds for all x ∈ G, man ∈ P. In this model, the unitary representation piλ
of G on Vλ is given by piλ(y) f (x) = f (xy).
The space Vλ = Γ
∞(Eλ) carries a complete locally convex topology given
by the seminorms
σD(s) = sup
x∈P\G
‖Ds(x)‖ ,
where D is a left-invariant differential operator on G.
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For three induction parameters λ1, λ2, λ3 ∈ Â let
T (λ1, λ2, λ3) = T (piλ1 , piλ2 , piλ3)
denote the space of all continuous trilinear forms T : Vλ1 × Vλ2 × Vλ3 → C
which are G-invariant, i.e., satisfy
T(piλ1(y) f , piλ2(y)g, piλ3(y)h) = T( f , g, h).
Note that the restriction to K induces an isomorphism of topological vector
spaces Vλ  C
∞(M\K). Therefore, an invariant trilinear form is a distribu-
tion on the manifold
X = (P\G)3 = (M\K)3 .
We use the Iwasawa decomposition G = ANK and the corresponding map
a : G→ A uniquely defined by the condition that a(g)−1g ∈ NK.
Proposition 2.1. For every u ∈ R× we have∫
AN
a(w0n(u)
an)ρ a(w0n)
ρ a−ρ da dn < ∞.
Here n(u)a = a−1n(u)a.
Proof. Weneed tomake things explicit. first note that for a = diag(es, et, e−s−t)
we have
aρ = e2s+t.
Next if g = ank ∈ G, then ggt = annta. Assume this symmetric matrix is of
the form
 ∗ ∗ ∗∗ B H∗ H C
, then a computation shows
aρ = a(g)ρ =
1√
BC −H2
√
C
.
Using that, the Ansatz g = w0n with n =

1 x y
1 z
1
 leads to
a(w0n)
ρ =
([
(1 + z2)(1 + x2 + y2) − (x + zy)2
]
(1 + x2 + y2)
)− 12
.
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Call this expression f (x, y, z). One gets
f (x, y, z)≪ 1√
1 + z2
1
1 + x2 + y2
≪ 1√
1 + x2
1√
1 + y2
1√
1 + z2
.
We also have
n(u)an =

1 x + es−t y + zes−t + e2s+t
1 z + ues+2t
1
.
So that the integral in question equals
I =
∫
R5
f (x, y, z) f (x + es−t, y + zes−t + e2s+t, z + ues+2t) dx dy dz e−2s−t ds dt.
Lemma 2.2. For any 0 < α < 1, the function
φ(r) =
∫
R
1√
1 + x2
1√
1 + (x + r)2
dx
satisfies
φ(r) = O(r−α) as r→∞.
Proof. Suppose r > 0 and set y = x
r
. Then
φ(r) = r
∫
R
1√
1 + r2y2
1√
1 + r2(y + 1)2
dy
=
1
r
∫
R
1√
1
r2
+ y2
1√
1
r2
+ (y + 1)2
dy.
Note that, as r → ∞, the integrand increases monotonically. Fix 0 < ε < 1
2
and let A = A(ε) be the set of all real numbers ywith |y| ≥ ε and |y+ 1| ≥ ε.
We decompose the integral into a sum
∫
A
+
∫
|y|<ε +
∫
|y+1|<ε. Accordingly, φ
is a sum φ = φA + φ0 + φ1. As r → ∞, the integral
∫
A
converges by the
monotone convergence theorem to some number C, so we get
φA(r) = O
(
r−1
)
, r →∞.
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For given 0 < α < 1 we get
(rαφ0(r))
′ = rα−1
(α − 1)φ0(r)︸        ︷︷        ︸
<0
+φ0(r) + rφ
′
0(r)
 .
We have
φ0(r) =
∫ εr
−εr
1√
1 + x2
1√
1 + (x + r)2
dx,
and so
φ′0(r) =
ε√
1 + ε2r2
 1√
1 + (ε + 1)2r2
− 1√
1 + (ε − 1)2r2
︸                                                       ︷︷                                                       ︸
=B(r)
−
∫ εr
−εr
1√
1 + x2
1√
1 + (x + r)2
x + r
1 + (x + r)2
dx
The expression B(r) is O(r−2) and < 0 for r large enough. As for the second
summand, we get
φ0(r) + rφ
′
0(r) = rB(r) +
∫ εr
−εr
1√
1 + x2
1√
1 + (x + r)2
1 + x(x + r)
1 + (x + r)2
dx.
The function f (x) = 1+x(x+r)
1+(x+r)2
has no local extremum in the interval (−εr, εr),
so can be estimated by the boundary values
f (εr) =
1 + ε(ε + 1)r2
1 + (ε + 1)2r2
, f (−εr) = 1 + ε(ε − 1)r
2
1 + (ε − 1)2r2 ,
which for r → ∞ tend to ε
1±ε . Choosing ε > 0 so small that these lie below
1 − α, we derive that (rαφ0(r))′ < 0 for r large enough, which means that
rαφ0 is bounded. Analogously,
φ1(r) =
∫ −r+εr
−r−εr
1√
1 + x2
1√
1 + (x + r)2
dx,
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so that
φ′1(r) =
 1√
1 + (ε − 1)2r2
− 1√
1 + (ε + 1)2r2
 1√
1 + ε2r2
−
∫ −r+εr
−r−εr
1√
1 + x2
1√
1 + (x + r)2
x + r
1 + (x + r)2
dx,
which yields the same result for φ1. The lemma follows. 
By the above estimates, and with the notation of the lemma, we get for the
inner integrals of I∫
R3
f (x, y, z) f (x + es−t, y + zes−t + e2s+t, z + ues+2t) dx dy dz
≪
∫
R
φ(es−t)φ(zes−t + e2s+t)
1√
1 + z2
1√
1 + (z + ues+2t)2
dz
≪ φ(es−t)φ(|u|es+2t)(1 + |zes−t + e2s+t|)−α
≪ φ(es−t)φ(|u|es+2t)(1 + e2s+t)−α
≪ (1 + es−t)−α(1 + e2s+t)−α(1 + |u|es+2t)−α
for every 0 < α < 1. This implies for fixed u ∈ R×,
I ≪
∫
R2
(1 + es−t)−α(1 + e2s+t)−α(1 + es+2t)−αe−2s−t ds dt.
Considering the four quadrants ±s > 0, ±t > 0 one sees that this integral is
actually finite for α > 1/2. 
Theorem2.3. For any induction parametersλ1, λ2, λ3 ∈ iR the spaceT (λ1, λ2, λ3)
of invariant distributions is infinite-dimensional.
Proof. For every u ∈ R×, the integral over the orbit of (1,w0,w0n(u)) defines
adistribution, as in [10], since the integral converges byProposition 2.1. For
given distinct u1, . . . , un ∈ R× the corresponding orbits ale pairwise disjoint
and locally closed, these distributions are linearly independent. 
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