Abstract
Introduction
A basic problem of information processing is selecting enough features to ensure that events are accurately represented for use in classification problems, while simultaneously minimizing the number of irrelevant or marginally important features. Selection of the smallest size feature set meeting performance requirements not only reduces storage requirements and computational complexity, but is required to ensure good generalization of the final classifiers [ 1, 2] .
The feature selection problem becomes acute when the operating point (recall/precision setting) that will be used by the end user is unknown. In metasearch engines for example, load allocation, micro-payment schedules, and bandwidth requirements can result in different desired operating points for querying the secondary sources I3.4, 5 , 6 ) . Similarly. when storing and indexing the massive quantities of financial news available on the web for later use in risk assessment, the exact cost and risk functions that will be used by the end users cannot be known in advance.
In this paper we address this feature selection problem for two-class classification applications on discrete feature sets. Our objective is to select the most parsimonious subset of features that can meet a range of future classification performance requirements. In contrast to most feature selection procedures [7,8,9,2, lo], where either explicitly or implicitly a specific operating point is assumed, we consider the optimization of the complete Receiver Operating Curve (ROC). The Receiver Operating Curve (ROC) is the minimal complete representation of classification performance on a subset of the features. This one-dimensional curve completely summarizes the optimal tradeoff between precision and recall, independent of the dimension of the feature space. The ROC is parameterized by the classifiers on the feature subset that yield the maximal recall for a given level of precision; however, the ROC depends only on the statistics of the data. Finally, the ROC curve captures all possible ratios of a-priori probabilities of the true and false class:
hence, changes in these probabilities that occur in dynamic environments such as the web can flexibly be compensated for without redesign of the classifiers.
Optimal feature selection requires computing the ROC on each possible subset of features, and ranking the subsets according to performance and size. The optimal feature set to use will depend on the operating point; a minimal covering set can be selected for indexing. Unfortunately, there are a number of practical difficulties with this ideal approach. First, the size of the feature power set is exponential in the number of features, which prevents exhaustive characterization of feature subsets of even relatively modest size. Second, while the optimally efficient procedure for calculating the ROC on a single subset given the class-conditional densities has long been known, namely the Neyman-Pearson (NP) design procedure [ 11, 121, little is known about computing the ROC when data is finite. Third, computing the ROC on a given subset is expensive for large sets of features, even when the class densities are known. These elements combine to make feature selection a remarkably challenging problem.
Existing feature selection procedures have mostly ignored the problem of complete ROC characterization by implicitly assuming an operating point. These approaches use the classitication rate o f a single classifier. or a scalar metric such as Kullback-Leibler divergence, as a proxy for overall performance on a given subset [7, 8, 9] . (The excellent approach in [7] uses the more sophisticated notion of a Markov blanket, but in implementation a metric such as entropy still has to be used to estimate dependence). These assumptions result in significantly inferior performance when a different operating point or cost function is later used, and a lack of flexibility in adjusting to operating environment changes. Unfortunately, classification performance cannot be completely summarized by a scalar.
A less obvious problem results from the still incomplete understanding of the performance of existing induction procedures on small data sets. Most researchers focus on using different strategies for guiding the search through the feature power set, assuming that the performance on each subset can be reliably represented (typically, cross validation is used to control overfitting). The more subtle but crucial point is that in order to compare two subsets, such as when a feature is eliminated, the induction algorithm also has to guarantee that the classifier structures used to characterize two subsets are both near optimal. Unfortunately, except for exhaustive optimization, none of the induction approaches used in existing feature selection algorithms are known to satisfy this property on arbitrarily large feature subsets.
In addition to our considering the overall ROC, our method therefore differs from existing approaches due to its extensive exploitation of the statistical properties of the induction algorithm (Neyman-Pearson design) on finite data [13] . The key result from this analysis is that even when sufficient data exists such that the classification performance of a given classifier can be obtained with high accuracy, the probability of finding the optimal classifiers on a feature subset will become arbitrarily small as the feature subset size increases. Subset selection procedures can therefore only reliably estimate the optimal possible performance on a feature subset, and the ranking of a subset, when the number of features is less than some data-dependent limit. Our approach dynamically estimates this critical subset size to dynamically prune the feature power set, reducing the problem from an exponential, to a polynomial search problem.
Section 2 formalizes the feature selection and classifier design procedure, and summarizes the necessary major statistical results from [13] . New work starts in Section 3 where we define a filter structure (a form of partial ordering) on the feature subsets using the Receiver Operating Curves. We show how the NP design analysis can be combined with the ROC filter structure to define a method for pruning the feature power set. We illustrate the performance of the algorithm on a synthetic example, where the statistics are known.
One advantage of the enumeration of the classifiers performed by the Neyman-Pearson algorithm is that the classifier structures can be manipulated to yield a Boolean representation of the minimal feature combinations that best describe the data near a given operating point. These representations are especially appropriate for describing data using common text-related features useful on the web, such as thresholded TFIDF data. In Section 4, we apply the approach to selecting features for representing conference The paper is arranged as follows.
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calls for papers in an index, and also for constructing simple classifiers that can be used for query modifications in a search engine.
Subset and Classifier Characterization
This section summarizes the Neyman-Pearson design procedure, and recent results that describe the performance of this method when applied to finite data [13] .
Assume that we are given N possible features, Q* = For a given feature subset Q g Q* consisting of 1 features, we obtain a set of possible inputs
denoted by a bit string of length 1. We adopt the convention of denoting vectors using symbols without subscripts, with vector elements indicated by subscripts. We further frequently associate the bit string x with its integer mapping,e.g. 2 = ( 2 0 ,~~) = (1,O) = 2.
Given a feature subset Q, a classifier function r : x ( Q ) + (0, l} assigns labels, either 0 or 1, to every element in the binary sequence space x ( Q ) . thereby forming decision regions C(r)O and L(l?)l in x ( Q ) for the two classes respectively. There are 22f distinct different classification rules rj, j = 0,1, . . .2" -1 for separating the two classes. Each of these decision rules yields a probability of false alarm P f ( r ) and of detection Pd(r) , defined by The set AOS = {(Pf(rj),Pd(rj))} of the operating points defined by the 2" binary mappings on a feature set is referred to as the Achievable Operating Set. We note that by switching between the outputs of two classifiers with some probability, any operating point ( P f , Pd) on the line connecting the operating points of the two classifiers can be produced [ 1 11. Hence, any operating point within the convex hull of the achievable operating set can be implemented.
The Receiver Operating Curve (ROC) is the set of operating points yielding the maximal detection rate for a given false alarm rate. The ROC efficiently summarizes the inherent difficulty of separating the two classes on a given subset.
The subset of the 2*' classifiers rJ lying on the ROC will be referred to as the ROC support classifiers.
Exhaustive enumeration of the classifiers on a subset is and will be practically impossible except for trivially small cases (even when 1 = 5, 221 N 4.3 x lo9). An induction procedure is required for finding the ROC support classifiers. The Neyman-Pearson (NP) design procedure provides a solution to the problem of efficiently obtaining the ROC and its support classifiers when the class probabilities are known (e.g. when infinite data is available). Under these conditions, this method provably is the most efficient method for obtaining the ROC. According to this theory the 2' possible strings z are ranked according to the likelihood ratio function 5 : x + ! J2+ 0 ) = pia: I H11/P{z I Ho1 (2) The ROC support classifiers are provably found in order of increasing false alarm performance by successively assigning strings in decreasing order of likelihood ratio to the true class decision region. Hence, there are 2' ROC support classifiers.
We make the above discussion concrete by providing a simple example. Consider a simple two-feature test subset z = (ZO, X I ) , where the true density functions are as follows: The estimated false alarm rate similarly localizes the 
On finite data, the ROC is calculated by applying the NP procedure for ranking the histogram bins (each bin corresponding to a particular bit string) according to the likelihood ratio estimates &. There is a one-to-one mapping between the ranking, and the set of classifiers that the procedure yields as its estimate of the ROC support classifiers.
A complete discussion of the propagation of errors that occur through the design procedure can be found in [ 131. However, the following major trends are of importance for this paper: 1. Given a particular binary classifier, and an independent set of n1 samples from the true class, the true detection performance can be bound in a region around the sample estimate of the detection rate. Assume that k of the n 1 samples are classified correctly, and
true underlying false alarm rate, with P beta(%, n0Pf). The importance of this result is that for a given clas-(Pf (I?), p d (r)) can be done with arbitrary confidence purely as a function of the number of data samples no and n1 used for evaluation. This bound is independent of feature subset size. For example, localization of Over 90% probability of the posterior probability occurs in the interval f j d * 2.5% when n1 = 1024.
The set of operating points (Pf(r), pd(r)) obtained by estimating detection and false alarm rates for each of the For example, to achieve a detection rate O f 65% at a false alarm rate of40%3 we can use classifier r2(z), which classifies a document as relevant when feature one is 0 (i.e. both features absent, or only feature 0 present).
The Neyman-Pearson design approach is a search procedure, where the problem of finding the classifier function I? that maximizes the Pd at a given value of Pf is reduced from searching a Space of dimension 2" to One of searching a Space of dimension 2', an enOllIlOUS reduction in Complexity. Further, aside from exhaustive enumeration, no other general induction procedure is known to the authors that can always reliably provide the ROC curve, even given the class densities.
In practice, the Class conditional distributions are unknown and statistics must be estimated from a finite labeled data set. Formally, we consider the set of all possible Class conditional densities as a Sampk space 0. Each classification Problem is generated by sampling two e h " t s
We assume these two class distributions iue independent. A finite data set is classifiers produced by the N p design procedure define a curve. This curve is the Estimated Performance Curve (EpC). The result above implies that the EPC is an accurate reflection of the performance of a set of classifiers when a sufficient number of data points is available, irrespective of the number of features. This result is consistent with more general theories of generalization such as PAC-1emin.g the-
ory.
Other methods such as PAL0 [I41 and mean-level hill climbing [ 151 do ensure that the ranking of classifiers takes into account error estimate variation. However, these methods do nor address the problem of ensuring that the optimol classifier on the set has been found. This issue is discussed below.
The set of classifiers produced by NP design depends on the order of the sort of the likelihood estimates c(x).
When feature set size increases, the sort order is corrupted by sampling error, and sub-optimal classifiers will be found.
While the statistics of the sort error depend on the exact form of the underlying distributions 1 3 j l~~ and I3jlH0, some general trends exist that can be intuitively explained.
The density estimates are histograms, and the likelihood ratio estimates depend on the histogram bin counts. When most of the mass of the distributions remains concentrated in a few bins as the feature dimension increases, bin counts are accurate, the likelihood ratio sort errors are localized, and the classifiers produced are optimal. However, when features are added, either irrelevant or with less-than perfect correlation, a randomization effect occurs; the same amount of data is spread out over more bins. Bins with small bin counts have a high probability of being sorted incorrectly, and errors in true performance appear on the order of the true probability mass found in these low-confidence bins. Ultimately, most bins contain only a few samples, and the estimated densities (bin counts) cannot be distinguished from samples from uniform class densities. All sorts will become equally likely. In this case the sort will effectively perform random assignment of labels, and the true performance of the classifiers returned by NP design approaches the Pf = Pd curve.
Therefore, as the feature subset size increases, at some point the possible improved discrimination offered by additional features is defeated by errors in the sort procedure, and the true performance of the classifiers approaches the Pf = Pd curve.
3.
As the number of features increases, using the training data set to evaluate performance (a procedure yielding an ROC estimate we call Naive Estimated Performance Curve (NEPC)) will result in increasingly optimistic performance estimates. This is intuitively obvious; as the number of bins increase, ultimately every sample obtained from both the true and the false class will occupy an individual bin. The NP design procedure will label the bin with the corresponding class label, yielding perfect discrimination on the training set.
The above statistical effects combine to yield the effects illustrated graphically in Figure 1 . As the number of features increase for a fixed data size, the true performance curve approaches the Pd = Pf h e , not because better performance is not possible, or the performance of a classifier cannot be accurately estimated, but simply because the probability of finding the optimal classifiers via a nonexhaustive search becomes negligible. Further, the Naive Estimated Performance Curve diverges from the Estimated Performance Curve, becoming increasingly optimistic as the feature subset size increases.
At this point we emphasize that the existence of a critical size has only been rigorously studied for Neyman-Pearson design. Different induction procedures (i.e. mechanisms for searching the set of classifiers) could exist for estimating the ROC curve, possibly with better error scaling properties at the cost of increased computation. None are presently known to the authors.
We should expect a threshold effect for any induction algorithm that cannot guarantee the ranking of classifiers on a subset, even when only a single operating point is being evaluated. This is especially true in backward selection procedures. In this case, the common assumption that irrelevant features can easily be detected [lo] depends not only on the commonly recognized requirement of the induction algorithm returning a reliable estimate of the performance of a single classifier [14, 151. The more subtle but crucial point is that the induction algorithm also has to provide some guarantee that each of the two classifier structures used to rank the two different subsets (one before removal of a feature, the other after removal of a feature) are optimal. At present, only exhaustive enumeration of the classifier space on each subset, which is completely impractical, satisfies this requirement for arbitrarily large feature subsets. None of the induction methods used by any of the other existing feature selection methods appears to meet this requirement. Most do not even guarantee the lesser requirement of consistency in ranking as the amount of data increases, as is guaranteed by the NF' procedure.
Filter Structure of the ROC curves
In this section we show how partial orders can be defined on the feature subset. and how to use these orderings in conjunction with the statistical analysis above to prune the feature subset space. Note that in general, ROC curves for two different subsets will cross; which subset is optimal will depend on the desired operating point. Therefore, when performing feature subset selection based on ROC curves, one has to keep a number of subsets, each optimal over some range of Pf .
However, the power set does allow for some ordering. Consider two feature subsets Q1 and Q2. For some sets, an ordering called uniform preferability can be established on the ROC curves denoted y , where Q1 t Qz if M(Pd, Pf) E ROC(Q2)3(Pd', Pf') E ROC(Q1) where Pd' 2 Pd and Pf' 5 P f . Graphically, the ROC curve for feature subset Q1 lies above the ROC curve for feature subset Q2. We use two properties of ?. First, ? always defines a filter structure [16] (directed set ordering) on the power set via subsumption, since Q1 2 Q2 Q1 ? Q2, as any features not present in the subset will at worst be ignored by the optimal Bayesian fusion procedure. Second, given two subsets Q1 and Q2, the ROC of Q1 U Q2 has to be uniformly preferable to the convex hull of the two ROCs, which corresponds to sampling the classifier structures on Qi and Q2.
Because of the two properties above, and the trends shown in Figure 1 , it is possible to define a forward feature selection procedure that automatically estimates the size of the maximal feature subset that can be ranked. The procedure is shown graphically in Figure 2 . By comparing the sets Q1 and Q2 of sizes 11 and 12 respectively, the convex hull of ROC(Q1) U ROC(Q2) can be compared against the ROC estimate obtained on Q1 U Q2. When no statistically significant improvement occurs, all feature subsets containing &I U Q2 can be removed from consideration. With high probability, the ROC curve on these subsets cannot accurately be obtained, and will lie inferior to the convex hull that can be obtained from the two subsets individually. To formalize the procedure, we first establish an absolute order < on the feature power set. The ordering < first sorts feature sets by increasing size, then all subsets of the same size are ordered using dictionary ordering of the feature indices. For example, (23,54,28) < (23,25,28) < (x1,22,24, zg). Each subset Q can then be associated with a point in [0,1] which reflects the fraction f of the total number of subsets that will have been characterized by the search before Q is reached.
The basic algorithm is shown in where 7 is an appropriate constant, and apd,pd is the standard deviation of the beta distribution (4) on the detection performance estimate. Once the set size reaches some fraction of N , an additional test removes all subsets on which classification performance is significantly worse than that obtained by the best subset obtained so far. This latter test removes most of the random label assignments from consideration in the latter stages of pruning, and improves the rate of convergence towards the end of the run.
Example: Synthetic Test Case
We illustrate the performance of the algorithm on the simple example introduced in Section 2. However, we add irrelevant features 2 2 , 2 3 , 2 4 . . . . q -~) where 1 2 2 is therefore equal to the ROC on subset ( z o ,~~) .
We expect the algorithm to rapidly prune the search space once sets of three or more elements are searched, since the extra features are irrelevant to the classification.
We implemented the algorithm using a dataset of 1500 samples from class 0 and 1200 samples from class 1, assuming a total of ten features. The datasets for the two classes were split into no = 1000 and n1 = 800 samples for training, and 500 and 400 samples for testing, respectively. This division allows for estimating the performance of any classifier to within 5% on the test data without using cross validation.
An exhaustive enumeration of all 1024 possible feature subsets was performed, and the EPC and NEPC for each subset were calculated. For each subset the average training set bias 6 of the classifiers in detection performance, defined as the average vertical distance between the EPC and NEPC, was calculated. Figure 3 shows the 1024 6 values on a scatter plot as a function of the fraction f of the power set that has been characterized. An approximate mode is shown. This tigure supports the contention that the EPC and the NEPC in general diverge LLS the number of features 
for each Q' in (Activesets, Q C Q') ActiveSets t ActiveSets\{Q'} increase.
This result suggests an additional approach to pruning the power set, namely by monitoring and pruning subsets when the average bias exceeds a threshold. While this approach appears to be extremely reliable in practice and will bear investigation in the future, we do not yet have sufficient analytical results to rigorously define this threshold. In contrast, standard statistical tests using the properties of the beta distribution can be used to determine valid thresholds for a0 and a1 in the algorithm of Table 1 . E to the EPC falling significantly below the convex hull of the EPCs of its subsets. Due to the high accuracy of the EPC location, the randomizing effect of the features z 2 . . . z g is soon detected when three element subsets are considered. Due to the small size of these subsets, they are included in a large number of the larger subsets, and major parts of the power set are rapidly pruned. In this example, the procedure indicates that characterizing subsets with more than four features yields little additional return (note that adding more features will not change this critical size). Figure 4 shows the fraction C of the power set that has been characterized as a function of the current search position f . A subset is considered characterized when either a full NP procedure was performed for the subset. or when the set was pruned (tiltered) from further consideration due 
Complexity and Implementation
The major computational effort involved in performing Neyman-Pearson design on a subset of 1 features is due to the sorting of the 2' likelihood ratios of the histogram bins. Once sorted, calculation of the classifier label assignments, EPC, NEPC, and convex hull, is approximately linear in the length of the histo ram. The cost of the NP design is therefore of the order 2 [I log 2 + c] where c is a constant. There are 2N feature subsets to characterize. Using integer arithmetic, current technology (10' integer operations per second) allows for exhaustive characterization to be performed for feature subsets of approximately 20 features within 24 hours of computation.
The pruning of the subspace allows for N to be significantly increased, depending on the critical subset size beyond which the NP design procedure breaks down. There are N c l subsets of length 1; when 1 is small relative to the total number of features N , N C~ N N'/l!. Therefore, a rough estimate of the calculation complexity of computing the ROC by exhaustive search through all subsets of size
By pruning the feature power set to only consider subsets of size up to I << N , the computational problem is therefore changed from an exponential, to an admittedly high-order polynomial problem. When the critical subset size corresponds to I = 5 elements. i Y is limited to approximately 32 features. While this reduction represents an improvement in the size of N of approximately 50%, in practice the size of N that can be considered is still relatively modest. In practice, therefore, when a large number of features exist, the pruning approach has to be combined with some heuristics that partition the features into subsets of manageable size, on each of which the pruning approach can be performed. One such approach is discussed below. However, we note that significant scope exists here for extending existing methods, especially backward approaches such as [7, lo] , to exploit the fact that only feature subsets below some critical limit can be searched in a statistically reliable fashion.
Query Modification and Text Classification
Query modification arises in the context of building category specific interfaces to databases. Within the interface, user queries are automatically augmented by search terms and operators that effectively restrict query results to a relevant category within the database.
The query modification technique is especially valuable in customizing existing databases, or for integration of multiple distributed databases, as occurs when building category specific metasearch engines. A metasearch engine forwards a query to a large number of secondary search engines, then collates and ranks the results centrally for presentation to the user. By adding query modifications before forwarding the user query to the secondary search engines, fewer irrelevant results are retumed to the metasearch engine, which reduces the bandwidth consumption and computational load on the meta engine site. These advantages are especially significant in next-generation search services such, as Inquirus and Inquirus 2, that download the web pages associated with queries retumed to the metasearch engine [17, 18, 19, 6] .
In a metasearch framework it is important to predict the recall and false alarm rate implied by a query modifier for a particular search engine. This information can be used to allocate server loads, predict the quality and expected quantity of results produced by each search engine, and also order results for the user [3,4,5].
Our query modifications use the fact that most search engines support Boolean search. Formally, our query modifications are generated by conjoining the user query A with a disjunction of conjunctive modifiers generated by feature bit strings
where x i k E {x:, . . . X C~V -~, 56,. . . 5&-l}, and x: is a document feature.
The feature extraction procedure introduced in the first part of the paper offers a simple and elegant method for computing suitable Boolean query modifications. We note that the binary expression of the true class decision region C(rk))l of each ROC support classifier rk can be encoded as a modifier of the desired Boolean form. The classifier r on a subset of 1 features will correspond to a query modification consisting of k terms. each involving I features.
Further, conditioned on the query A, the probability of retrieving a document in the desired category with maximal recall at a given rate of accuracy is guaranteed by this modifier.
As a concrete example, 'assume that the class statistics are described by the densities of the simple example problem introduced in Section 3.1. Consider asking for a modifier where 65% recall is expected at 40% false positive retrieval. The true class decision region of the classifier r2 ( . ) expressed as a modifier yields
(7)
In principle, therefore, given a set of document features and a labeled data set, query modifiers are extracted as follows. First, we use the feature selection procedure to obtain the EPCs of all subsets that can be well characterized (i.e. the EPC is likely close to the ROC). The convex hull of all the EPCs is then constructed. Each point on the resulting curve corresponds to a particular classifier, and hence, query modification. When a query modification is requested by the niche search engine, the query modification closest to the desired operating point is used.
Practical deployment of query modifiers is a major area of investigation by itself, which we will not explore in detail (see [20, 6, 19, 211 for a discussion). However, one major problem is that secondary search engines impose limits on operators and query lengths. We now address this problem in our framework.
In off-line applications, procedures such as the QuineMcCluskey method, or approximations thereof, can be used to simplify modifications by applying Boolean logic [22, 231. In our example, the expression (7) can be simplified to A +
(8)
Unfortunately, minimizing a lengthy expression of the form (6) is a hard problem. Therefore, when query modifications have to be generated online, such as when the category is defined by tracking a user's online searches, a different approach must be used.
Consider again the conversion of the ROC support classifiers into query modifiers. The number of terms in the query is equal to the ranking j of the classifier rJ. Therefore, without Boolean simplification, on the same feature subset classifiers with lower values of Pf will have fewer terms, and shorter lengths. We can therefore group the classifiers according to length, and for each group we generate the convex hull of their operating points. When a search engine requires a query modifier, the shortest modifier closest to the required operating point from each of the groups is submitted. This approach yields highly discriminatory query modifiers with low Pf and low Pd (operating at the bottom left comer of the ROC).
To find more inclusive modifiers, i.e. short modifiers with high P d , but also higher P f , the modifiers related to binary encoding of the false class decision region are extracted, and negated to yield a modifier suited to the true class. These modiliers correspond to classifiers operating at the upper right comer of the ROC.
In systems such as Inquirus and Inquirus 2 , the pages that correspond to the URLs retumed by the underlying search engines are downloaded in their entirety, and analyzed to improve ranking for the user. In these systems a two stage approach is therefore possible, whereby short query modifiers are used to provide a first pool of relatively high-quality full-text candidate documents, to which more computationally complex classifiers can be applied centrally. In this way, operating points for intermediate values of Pf can be achieved, while retaining part of the benefits of using query modifiers.
Application: Query Modifiers for Web Search
In this section we illustrate the construction of a set of query modifications for detecting the "Call For Papers" sub-section from within conference announcement sites. This detection problem is challenging, since a large number of pages with similar features appear at the same site. As a result, high discrimination performance can be achieved only by taking into account joint statistics of the features. For example, we note that announcements concerning the venue usually do not appear on the call for papers page, unless the call for papers page and the main conference page coincide.
Using a combination of manual and automatic retrieval, a total of 2701 pages related to conferences were retrieved from the web. The pages were manually classified into 2269 false class, and 432 positive class pages. To increase the set of secondary services we can query, we restrict ourselves to searching for text features. The only structural information considered is an indication of whether the text feature occurs in the title of the page or not.
A dictionary was constructed for all the words, bi-grams and tri-grams contained in the documents. The number of documents in each class in which a phrase appears at least once was recorded. The phrases that did not appear in more than 10% of either the true, or the false class documents, were ignored. The phrases were then ranked according to the ratio of the number of times the phrase appears in the true class, to the number of times it appears in the false class.
The top 24 features were used to select feature subsets, calculate EPC curves, and extract query modifiers and classifiers. These features are shown in Table 2 . Figure  7 shows the performance of the ROC pruning algorithm on this dataset. Despite the relatively large data set, the algorithm indicates that estimating optimal classifiers for subsets with more than 4 features cannot reliably be performed. Further, the curve suggests that most of the classification performance can be obtained by modeling interactions amongst three or fewer features.
On the subsets that were characterized, we calculated query modifiers of up to six disjunctive terms. We separated the query modifiers into groups according to the number 1 of features used in the modifier. For each group the convex hull of the operating points was calculated'. The result-' We use a modified convex hull algorithm that accounts for statistical variation described by the beta function in deciding which points to include. ing query modifiers of the convex hull have performance as shown in Figure 6 , while the corresponding symbolic query modifiers are shown in Table 3 . The query modifiers are not simplified using Boolean rules, so the order in which the histogram bins, and hence the modifier terms, are added. can clearly be seen. At first glance, the large number of negated elements corresponding to clearly relevant features may appear somewhat counter intuitive. The negation of terms is required in our problem due to the considerable similarity of the false and the true class used in building the modifiers. A better perspective on the role of the negative modifiers results from viewing different terms of a modifier as each describing non-overlapping sub-clusters of relevant documents. For example, consider the tenth modifier listed: +211215+211~15+~:11215. Thismodifiercanbe writtenas +x11 + 311215. The first term makes a cut that captures all documents containing $11. The second term can be viewed as trying to correct the first assignment by describing a secondary cluster of relevant documents, best described by the criterion 215, contained in the false class of the first feature (211).
Conclusions
Statistically valid feature selection is a computationally intensive problem that requires summarization of the performance of classifiers on each element of the feature power set. We introduced a method for reducing the problem from an exponential to a polynomial problem, while allowing for flexibility in selection of the final operating point. Our approach integrates a number of results. First, we use the fact that the Neyman-Pearson design procedure yields classifiers that have increasingly random bin labels as the feature subset size increases. This randomization results in a shift in true performance toward the P d = Pf diagonal. Second, we use the directed set relationships satisfied by the elements of the feature power set, and also by the ROC curves on the subsets, to detect when the Neyman-Pearson design procedure breaks down. As a result, characterization can be restricted to statistically valid subsets with relatively small sizes, where computational cost is small.
Our algorithm provides a new method for performing statistically valid dimensionality reduction in discrete spaces. We make no assumptions, explicit or implicit, about the data distributions. The use of ROC curves also offers some protection against changes and uncertainty in the apriori class probabilities. Instead of a single classifier, a set of classifiers with monotonic performance guarantees are produced that can easily be changed by varying a single scalar parameter. As a result, the approach should be particularly useful on the web, where text is often represented using discrete alphabets (such as by thresholding TFIDF values), and it is difficult to accurately model the false class probability. We illustrated one such use, that of extracting query modifiers for metasearch.
Our algorithm at present uses an exhaustive characterization of the subsets below the critical size limit. The approach can be used directly for constructing classifiers and characterizing groups of features of useful size (around thirty features). However, it should be possible to incorporate components of our approach into more sophisticated search approaches that sample the power set, and thereby increase the size of the feature subsets that can be processed.
Existing approaches would in tum benefit significantly from the restriction of the search space resulting from estimating the critical size limit which likely exists for each induction approach. Further, in construction of backward selection procedures, we note that care should be taken not to eliminate features from consideration by ranking performance when the procedure is not statistically warranted.
