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I. E I N LEI TU N G 
============= 
Wir wollen in diesem Beitrag die Entwicklung und Analyse 
effizienter Algorithmen an einem Beispiel erlautern.Als 
Be i spiel wi rd uns d ienen : die Konstrukt ion (nahezu) opti-
maIer Suchbaume. 
Algorithmen dienen zur Losung von Problemen. 
Ein Problem ist etwa die Berechnung des Maximums einer end-
I ichen Menge von reellen Zahlen oder die Berechnung des Pro-
dukts zweier ganzer Zahlen. Ein Problem P existiert meistens in un-
endl ich vielen Fragestellungen Eine 
Fragestellung des Maximumproblems ist : Bestimme die ~roBte 
der 5 Zahlen 2. 7. 3. 9. 8. Eine Fragestellung d es Multi-
pi ikationsproblems ist : Berechne das Produkt der Zahlen 257 
und 123. Jeder Fragestellung pEP messen wir eine natilrl iche 
Zahl g(p) als GroBe zu. manchmal auch ein Tupel von natilr-
lichen Zahlen. Die GroBe der Fragestellung 2. 7. 3. 9. 8 kon-
nen wir als 5 definieren, also als Kardinal itat der Menge, 
die GroBe von 257 x 123 konnen wir als 6. also als Summe der 
Langen der DezimaldarsteJlungen definieren. Die Definition 
der GroBe einer Fragestellung ist willkilrlich. ergibt sich 
aber meist in natUrlicher Weise. 
Die Ausfuhrung eines Programms in einer Rechenanlage benotigt Be-
triebsmittel z.B. Rechenzeit und Speicherplatz. Der Verbrauch 
an Ressourcen hangt von der Fragestellung ab o Fur einen Al-
gorithmus A zur Losung des Problems P sei TA(p) der Rechen-
zeitverbrauch an der Fragestellung pEP . Wir konnen TA(p) 
in Millisekunden messen. Die Laufzeit TA(p) kann durch ein 
Experiment bestimmt werden. 
Interessanter als der Rechenzeitverbrauch fur jede einzelne 
Fragestellung ist eine globale Aussage ilber den Rechenzeit-
verbrauch an einer bel iebigen Eingabe der GroBe n, die nun 
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nicht mehr durch das Experiment bestimmt werden kann. Zwei 
Abstraktionen bieten sich an : Verhalten im schlechtesten 
Fall und Verhalten im Mittel. 
Das Verhalten im schlechtesten Fall 
definieren wir als die maximale Laufzeit an einer Frage-
stellung der GroBe n. Wir benutzen dafur die Bezeichnung 
TA(n). 
T A (n) pEP u nd 9 (p) n} . 
Das Verhalten im schlechtesten Fall greift fur jede GroBe n 
diejenige Problemstellung heraus, die den Algorithmus A am 
schlechtesten aussehen I§Bt. 
Wir sind also an der Laufzeit von Algorithmen interessiert. 
Auf welcher Maschine 7 Naturl ich auf der, die Sie gerade be-
nutzen. Leider kann ich dartiber nichts sagen, da ich diese Maschine nicht 
kenne. Urn einen gemeinsamen MaBstab zu haben, sol Iten wir da-
her eine Rechenanlage definieren, die die typischen Fahigkei-
ten einer modernen Anlage hat. Das wtirde aber den Rahmen die-
ses Beitrags sprengen. Daher schlage ich vor : Die Maschinen-
sprache un serer Referenzmaschine umfaBt die Grundztige von 
ALGOL: Einfache und indizierte Variable, arithmetische und 
boolesche Ausdrticke, Wertzuweisungen, Fallunterscheidungen 
und SprUnge. Laufanweisungen und while-Schleifen betrachten 
wir als AbkUrzungen. 
for ·from a to b do S steht fur 
Loop 
Ex i t 
und 
- a; 





while P do S steht fUr loop 
Exit 
if , P then ~ Exit; 
S ; 
~ loop; 
Wir nehmen an, daB jede Wertzuweisung, jeder Test und jeder 
Sprung eine Zeiteinheit erfordert. Die Anweisung 
if x = 0 then x x + 1 else begin x - x-I; go to Exit end 
verbraucht demnach 2 oder 3 Zeiteinheiten, je nachdem ob 
x = 0 ist oder nicht. Die obige Laufanweisung verbraucht 
(a, b ganze Zahlen, b - a + 1 > 0) 
b 
3 + 3(b - a + 1) + L (Zeitbedarf fUr S mit i = i ) 
i =a 
Ze iteinheiten. Prozeduren sind in unserer Sprache nicht er-
laubt. NatUrl ich sind unsere Annahmen aber den Befehl svorrat 
und die AusfUhrungszeiten unrealistisch. Wir laden den leser 
ein, die folgenden Betrachtungen fUr seine Liebl ingsmaschine 
dur c hzufuhren . Die Ergebnisse werden im wesent l ichen die 
gieichen bieiben . 
Der folgende Beitrag enth§lt keine Beweise. Der leser findet 
sie in [Mehlhorn]. 
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I I. SUCHB)(UME 
Sei (U,~) eine linear geordnete Menge und S 
Beispiel 
I. (U,~) ist die Menge der reellen Zahlen mit der normalen 
< - Relation. S = {1.5, 7, 13}. 
2. (U,~) ist die Menge der Worte Uber dem deutschen Alphabet 
und < ist die lexikographische Ordnung. 
S = {Ena, Kurt, Steffi, Uli, Zenzi}. 
Ein Suchbaum fUr die Menge S = {xl' ... ,x
n
} besteht aus einem 
binaren Baum (jeder Knoten hat 2 Nachfolger, ein Blatt hat 
keinen Nachfolger) mit n Knoten. (Wir unterscheiden Knoten und 
Blatter. Insbesondere sind Blatter keine Knoten. Knoten wer-
den als Kreise, Blatter als Rechtecke gezeichnet). Dieser 
Baum hat dann n + 1 Blatter. Die n Knoten sind von 1 inks nach 





U I i 
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Urn einen Namen X in diesem Suchbaum zu suchen, vergleicht 
man X mit dem Inhalt der Wurzel (hier Kurt) und geht nach 
I inks (stoppt, geht nach rechts), wenn X < Kurt (X = Kurt, 
X > Ku r tl . 
Sucht man einen Namen, der nicht in S I iegt (etwa Helmut), 
so endet man in einem Blatt (im Blatt zwischen Ena und Kurt). 
Dies gilt nicht nur fur denNamen Helmut, sandern fur jedes Wort, 
das zwischen Ena und Kurt in der alphabetischen Ordnung 
steht. Wir beschriften daher dieses Blatt mit dem offenen 
Intervall (Ena, Kurt). Das I inkste Blatt steht fur aile Na-
men vor Ena. Wir bezeichnen es mit , Ena). 
1m allgemeinen Fall sind also die Knoten mit x1,o",x
n 
und 
die Blatter mit ( ,XI)' (xl,xz)' (x n ') beschriftet. 
Statt ( ,XI) bzw. (x
n
' ) schreiben wir manchmal (xo'x l ), 




suchen, dann vergleichen wir 
X mit allen Knoten auf dem Weg von der Wurzel zum Knoten 
x. einschlieBlich x .. Wenn wir 
I I 
nach X mit x. < X < x. I 
J J + 
suchen, dann vergleichen wir X mit allen Knoten auf dem Weg 
von der Wurzel zum Blatt (X.,X •• I ). Sei daher b. die Tiefe J J I 
des Knoten 
(Die Tiefe 
x. und a. die 
I J 
eines Knotens 
Tiefe des Blattes (x j ,x j + I ). 
bzw. Blattes ist die Anzahl der 
Kanten auf dem Pfad von der Wurzel zu dem Knoten bzw. Blatt). 
Dann fuhren wi r im ersten Fall b i • lund im zweiten Fall 
a. Vergleiche aus. 
J 
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In diesem Baum ist b1 = I, b2 = 2, b3 
a
o 
= a 3 = a 4 = 2 und a 1 = a 2 = 3 . 
1 , 
Oft wird nach den Elementen von S nicht gleich haufig ge-
sucht. Wir brauchen dann noch Angaben Uber die H§ufigkeit, 
mit der nach den Elementen von S gesucht wird . Sei etwa 
B • , 
I 
wi rd , 
~ n, die Haufigkeit mit der nach X = xi gesucht 
und Q., 0 < j < n, die H§ufigkeit mit der nach X, 
J - -
< 




i = 1 







ein MaB fur die mittlere Suchzeit im Baum. P heiBt gewichte-
te Weglange. 
Fur unser Beispiel sei (°
0
, B1 , °1 , B2 , °2 , B3 , °3 , B4 , (4) = 
(4, 1, 0, 3, 0, 3, 3 , 0, 10) . Dann hat obiger Baum die ge-
wichtete Weglange 48. 
Es ist erwahnenswert, daB auch die Extremfalle (aile 
bzw. a I Ie 0. = 
J 
dann sind a I I e 
0) interessant sind . Falls 0. = 
J 




a I Ie i, dann dienen die Knoten nur als IIWegweiser" . 




Durch die Definition der gewichteten Weglange weisen wir 
einem Saum eine einzige reelle Zahl als MaB seiner GUte zu. 
Wir konnen daher nach dem Baum fragen, der die gewichtete 
Weglange minimiert. Dieser Baum optimiert dann auch die 
mittlere Suchzeit. 
Definition 
Sei S = {xl ,0 ' .,x
n
} eine Menge und (0 ,B 1 , ... ,B ,a) eine o n n 
Zugriffsverteilung. Ein Suchbaum T fur S heiBt optimaler 
Suchbaum, wenn seine gewichtete Weglange minimal ist unter 
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allen Suchbaumen fUr S. ~ir bezeichnen mit T t stets einen 
op 
optimalen Suchbaum und mit P seine gewichtete Weglange. 
opt 
Wie k8nnen wir nun einen optimalen Suchbaum finden. Ein 
erster naiver Ansatz, nennen wir den Algorithmus Alg 0, 
ware es) ~ binaren B§ume mit n Knoten zu konstruieren 
und zu vergleichen. Davon gibt es aber ungefahr 4n. ~enn 
wir fur die Konstruktion eines Baumes und Bestimmung seiner 
gewichteten WegJange nur eine Zeiteinheit rechnen, dann 
verbraucht Alg 0 also mindestens 4 n Zeiteinheiten. Dies 
ist horrend. ~ir verfolgen daher Alg 0 nicht weiter. Alg 0 
wird Oblicherweise als Exhautionsalgorithmus bezeichnet. 
I II. ZWEI ALGORITHMEN ZUR BESTIMMUNG DES OPTIMALEN BAUMES 
==== __ c_c=============== ___ ============================_z 
Sei nun T t ein optimaler Suchbaum fUr S. Dann hat T t 
op op 
irgendeinen Knoten zur Wurzel, etwa x .. Dann ist der 1 inke , 
Unterbaum Tt von Topt ein Suchbaum fOr die Menge 
{x l ,x 2 ' · ··,x i _l }. TR, ist selbstverstandlich optimal. An-
derenfal1s konnten wir ihn durch einen besseren Baum er-
set zen und so T insgesamt verbessern. Also gilt 
opt 
Unterbaume optimaler B§ume sind optimal . 
Diese Beobachtung erlaubt uns, den optimalen Suchbaum mit 
Hilfe von dynamischem Programmieren zu finden. Oabei kon-
struiert man auf systematische Weise L5sungen fUr immer 
groSere Teilprobleme. In unserem Fall bedeutet das die 
Konstruktion der optimalen B~ume fOr aIle Paare, Tripe1. 
von nebene inander 1 i egenden Knoten . 
Sei T •. • I < i < j _< n. ein optimaler Suchbaum far die Knoten 
'J - -
{xi'Xi+I'···.x j } und die Bllitter {(xi_l,xil.(xj.xi+ll, 
,(x . ,x. Il} mit der Verteilung (a. I' 8.,a., .B., 
J J+ ,- " J 
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sei P .. die gewichtete Weglange von T .. und sei 
OJ 0 J 
w .. = 0<. 1 + B. + 0<. + ..• + B. + O<J. 
I j I - .I I J das "Gewi cht " von T ... oJ 
Als Grenzfall betrachten wir noch den 
aus dem Blatt (x.,x . 1) besteht, also 
o 0 + 
w.+ 1 . = 0< •• I , I I 
Baum T. 1 " der 
1+ ,I 
P. 1 . = 0 und 
1+ ,I 
nur 
Nach unserer Beobachtung uber Unterbaume von optimalen Baumen 
hat in unserem Beispiel vorn vorigen 
ei~ der folgenden 4 Gestalten: 
Abschnitt der Baum T1 4 
, 
Die gewichtete Weglange eines Baumes 
ist P. 1 + w. 1 + B + P 1 . + w 1 . = P . 1 + 
I ,m - I ,m - m m+, J m+, J I , m-
+ P 1 . + w ••• Die Knoten und Blatter in T. 1 und 
m+,J I,J l,m-
sind samtl ich urn 1 Niveau nach unten gerutscht und x 
m 
neu hinzu. 
T 1 . m+ ,J 
kam 
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Um also von den obigen 4 Baumen den besten auszusuchen, 
brauchen wir nur die 4 GroBen 
PI + P 2 4 + WI 4' PI 1 + P3 4 + WI 4' PI 2 + P 4 4 + WI 4 ,0 , , , , , , , , 
und P1 ,3 + P5 ,4 + w1 ,4 zu vergleichen und die kleinste 
auszusuchen. Dies fUhrt zu folgende Programm. Wir benutzen 
zusatzlich die GroBen r ij · Dabei ist r ij der Index dar Wurzel 
von Tij . 
comment wir berechnen zunachst die relevanten GroBen fOr die 
Ba ume T. 1 • u nd T. •. 
I + ,I I , I 
(1) P - Q. W - a 1,0 '1,0 0 
(2) for i from to n do 
(3) begin P. 1 
I + , - 0·, w i ... 1 , i 
P •. - w .. ; 
I , I I , I r. . --I , I 
end 
comment wir bestimmen nun die optimalen B§ume mit 






( 1 0) 
( 1 1 ) 
( 1 2) 
( 1 3 ) 
for k from 
for from 
beg in j -- i 
to n - 1 do 
to n - k do 
+ k 
end 
w .. - w. . 1 + BJ• + QJ. I J I ,J -
comment wir bestimmen nun die Wurzel von T. ,; 
IJ 
m - i; 5 -- Pi,m-l ... Pm+l,j 
for t ~ i + 1 to j do 
if P. , 1 + P, 1 . < s 
- I,x.- .IV+ ,J 
thenbeginm-R,;s-P. I+ P I' end; I,m- m+,J 
r •• - m 
I J 
P .. -P. l+ w •. + P 1· IJ I,m- IJ m+ ,J 
Algor i thmus (Gilbert & Moore) 
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2 3 4 
8 14 24 
3 9 19 
0 6 16 
3 13 
10 
2 3 4 
1 1 25 48 
3 12 31 
0 6 22 
0 13 
0 
2 3 4 
1 2 3 




1m Feld r I iegt nun der optimale Baum impl izit vor. Die 
Wurzel des Baumes ist x3 (3 = r 1 ,4). Damit ist der linke 
Unterbaum Tl 2 und der rechte T4 4 mit Wurzeln xl (r 1 ,2 = 1) , , 
und x4 (r 4 4 = 4). Der Baum aus dem vorigen Abschnitt ist , 
demnach opt ima I. 
Wie aufwendig ist nun dieser Algorithmus. Dazu bestimmen 
wir seine Laufzeit auf der ALGOL-Maschine. Einmal iges Aus-
fuhren der Zeilen 10 und 11 kostet entweder 1 oder 3 Zeit-
einheiten. Wir rechnen im folgenden mit 3 Zeiteinheiten, 
da wir eine obere Schranke fur die Laufzeit berechnen wol-
len. Demnach kosten uns die Zeilen 9, 10 und 11 fur festes 
und j 





Zeiteinheiten und demnach einmal iges Ausfuhren von 6 - 13 
fur festes i und k 9 + 6 k Zeiteinheiten. Fur festes k 
kostet uns demnach die Schleife 5 - 13 
n-k 
3 + 3 (n - k - 1 + 1) + I: (9 + 6 k) = 3 + (n - k)( 1 2 + 6 k) 
i = 1 
Zei telnhei ten. Schl ieBI ich erhal ten wir al s Kosten fUr die 
Schleife 4 - 13 
n-l 
3 + 3(n-l-l+1) + I: [3 + (n-k)(12+6k)j = n3 + 6n 2 - n-3. 
k=l 
Fur die Initialisierung kommen noch 5 + 8n Zeiteinheiten 
hinzu, so daB die Gesamtlaufzeit h6chstens n3 + 6n 2 + 7n + 2 
ist. Beachten Sie, daB wir die Laufzeit nur an einer Stelle 
nach oben abgeschatzt haben : die 3 Einheiten fur Zei Ie 10 
und 11. Rechnet man statt des sen mit 1 Zeiteinheit, so er-
halt man (2n 3 + 18n - 2n - 9)/3 als Mindestlaufzeit. 
Alg. 1 braucht mindestens (2n 3 + 18n - 2n - 9)/3 und h6chstens 
n3 + 6n 2 + 7n + 2 Zeiteinheiten, urn einen optimalen Suchbaum 
fur eine Menge mit n Elementen zu konstruieren. 
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Die kritische Stelle in diesem Algorithmus ist die Such-
schleife 8 - 11. Hier entsteht der kubische Aufwand. Daran 
mUssen wir also arbeiten. 
Inspiziert man in unseren Beispiel das Feld r der Wurzel-
indizes genauer, so sieht man, daB die Eintrage in jeder 
Zeile von I inks nach rechts und tn Jeder Spalte von oben 
nach unten zunehmen. 
I inks von der Wurzel 
Die Wurzel 
von T r ,j_l 
Wurzel 
nu r in 
von T. . I iegt al so nicht 
• ,J 
(betrachte die i-te Zeile) 
T. 1 . (betrachte die j-te 
1+ , J 
unserem Beispiel, sandern 
und nicht rechts von der 
Spalte). Dies gilt nicht 
stets (Knuth, 1971). Man kann daher die Suche nach r •. auf 
die Indizes zwischen r . . 1 und 
I ,J -
korporieren diese Idee in unser 
Zeilen (8) und (9) abandern in : 
(8 ' ) m 
-
r. . 1; s 
- P. 1 + I , J - I ,m-
t r . + 1 . 
• oj 
(9' ) for ~ from m + 1 to t do 
r. 1 . beschranken. 
1+ ,J 
Programm, indem wi r 
P 





rn unserem Beispiel werden nun im Fa'l i = 1, j = 4 in den 
Zeilen 8 1 und 9 1 fur m nur noch die Werte 2 , 3,4 probiert an-
statt der Werte 1, 2, 3, 4 im ursprUngl ichen Algorithmus. 
Wie gut ist nun dieser modifizierte Algorithmus Alg 2 1 
Zahlen wir wie zuvor (siehe Darstellung auf der nachsten 
Se i tel 
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AusfUhrung von 
9 1 ,1 0 ,11 fur festes 
6,7,8' ,9' , 10-1 3 
5-13 fUr festes k 
4 - 13 
1 - 13 
Beachten Sie dabei 
n-k 
E 
i = 1 
und j 
< Zeiteinheiten 
3 + 6(r. 1 . - r .. 1) 1+ ,J I,J-
10 + 6(r. 1 . k - r .. k 1) 1+,1+ 1,1+-
n-k 
3 + 3(n-k) + E (10+6(r i +1 ,i+k - r i ,i+k-l) i=1 
< 3 + 13 (n-k) + 6(n-1) 
n-l 
3 + 3(n-l) + E (3+13(n-k)+6(n-l) 
k=1 
25 2 _ -29 n + 8 2 n 
= (r 2 ,k+l - r 1 ,k) + (r3,k+2 - r 2 ,k+l) + .•. + (rn- k, n-l - r n- k- 1,n-2) 
+ (r - r ) = r - r < n - 1. 
n-k+l,n n-k,n-l n-k+l , n 1 ,k -
Wie vorher konnten wir auch eine untere Schranke fur die 
Laufzeit von Alg 2 bestimmen. Wir verzichten darauf. 
Alg 2 braucht hochstens 2~ n2 - t n + 8 Zeiteinheiten, um 
einen optimalen Suchbaum fur eine Menge mit n Elementen zu 
konstruieren. 
Der Speicherplatzbedarf von Alg 1 und Alg 2 ist identisch; 
vor allem sind da die 3 quadratischen Felder r, P und w zu 
nennen, von denen man allerdings nur das obere Dreieck 
braucht. Vom Feld w braucht man zu jedem Zeitpunkt nur eine 
Nebendiagonale. Tragt man dieser Tatsache in der Programmie-




Wir vergleichen die beiden Algorithmen im SchluBabschnitt. 
IV. ZWEI ALGORITHMEN ZUR BESTIMMUNG NAHEZU OPTIMALER B~UME 
========================================================== 
Unsere Algorithmen zur Bestimmung des optimalen Baumes haben 
mindestens quadratischen Zeit- und Platzbedarf . Ihre Anwen-
dung verbietet sich daher fUr groBere n. Auch sind die Zu-
griffshaufigkeiten meist nur ungefahr bekannt und es ist da-
her eigentl ich unsinnig, einen optimalen Saum konstruieren 
zu wollen. Wir wenden uns deswegen nun der Konstruktion 
nahezu optimaler Biiume zu. 
Tragen wir uns dazu die Verteilung aus unserem Beispie l auf 
der Zahlengeraden auf 
a Bl B2 B3 a 3 a 4 0 
I I I I I • ·.1 
4 3 3 3 10 
Wen" wir den Knoten xl a I s Wurzel wahlen, so erhalten wir 
einen lin ke n Unterbaum vom Gewicht 4 und einen rechten vom 
Gewicht 19. Analog, wenn wir x 2 [x 3 ,x 4 ] als Wurzel wahlen, 
so erhalten wir Unterbaume vom Gewicht (5,16) [(8,13),(14,10)]. 
Es ist intuitiv einleuchtend, daB ein guter Suchbaum lIim 
Gleichgewicht ll sei" 5011 te; d.h. linker und rechter Unter-
baum sollten moglichst gleich schwer sein. Diese Uberlegung 
fUhrt uns dazu, x4 als Wurzel zu wahlen: Der Gewichtsunter-
schied ist 4, bei anderer Wahl der Wurzel mindestens 5. Wir 
mussen nun noch einen Baum fUr xl' x 2 ' x3 konstruieren. 
Wahlen wir xl [x 2 ,x 3 ] als Wurzel, so ist die Gewichtsver-
teilung (4,9) [(5,6),(8,3)]. Wir wahlen also x 2 . 
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Insgesamt erhalten wir den Baum 
mit gewichteter Weglange 
4 .3+ 
+ 0 • 
-3+0-3+3-2+0-3+3-3+3-3+ 
+10.1=49. 
Di e gewichtete Weglange des optimalen Baumes war 48. Wir 
formul ieren al so folgende Kon st rukt ionsregel 
Regel 
Wahl e die Wurzel so, daB sich das Gewicht der Unt e rbaume 
megl ichst wenig unterscheidet. Dann verfahre rekur si v mit 
den Unterbaumen. 
Sei wie aben w .. = o. 1 + B. + a. + ,-. + Q. 1 + B. + O. 
IJ 1- I I J- J J 
da s Gew icht eines Baumes mit den Knoten X. J ••• , X._ Dann i st 
1 J 
Dann konnen wir die obige Regel als folgendes Programm for -
mu l ieren 
( 1 ) begin w 
-
a 1 ,0 0 
( 2 ) for j from to n do w 1 . 
- W1 ,j_l + B. + a. ; -- -- , J J J 
(3) 8aue - Saum (1 ,n) 
end 
wo Baue - Sau m folgende rekur s ive Prozedur 1st 
(4) procedur e Baue - Bourn (i ,j); 
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(5) 
,££1.:5i,j'::n, i~j -+,. 
Wir wollen einen Saum fUr die Knoten x.,x. l'·"'x. 
I 1+ J 




if = j + 1 
(6) then konstruiere den Baum ! (x i ,x i + 1 )! 
(7) else finde m, i ~ m ~ j, so daB 
abs(w. 1-w 1 .) < abs(w. k 1-wk 1 .) I,m- m+,J - I, - + ,J 
fUr all e k, i < k ~ j; 
(8) konstruiere den Baum 
Baue-Baum( i ,m-1) Baue-Baum(m+1,j} 
(10) end 
Bevor wir dieses Programm analysieren konnen, mussen wir 
natUrl ich noch viele Details einfUgen. Was bedeutet "kons-
truiere den Baum ... " ? Wir nehmen dazu an, daB wir den 
Baum in Standardspeicherung ablegen wollen, d.h. pro Knoten 
die Verweise auf 1 inken und rechten Sohn. Die Phrase "kons-
truiere II bedeutet dann Set zen dieser Verweise. Den Such-
vorgang in Zeile 7 spezifizieren wir spater, eben so elimi-
nieren wir die Rekursion sp§ter. 
Zunachst einige Aussagen Uber die Gute des konstruierten 
Baumes, sei dazu TWB der von Baue - Baum konstruierte Bauro 
und PWB seine gewichtete Weglange, Popt die gewichtete Weg-
lange des optimalen Baumes und 
W = w = a + B1 + •.. + B + a das Gewicht der Vertei-1,n 0 n n 
lung. Es gilt dann (Bayer) 
p < P < P t + log P + 3,44 • W, 
opt - WB op opt 
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die Abweichung ist also nie sehr graB. Beachten Sie, daB 
Popt im allgemeinen graB gegenUber Wist. Ein Experiment 
mit 200 Verteilungen ergab als mittleren (maximal en) Wert 
fUr PWB / P 1.077 (1.286) (GUttIer, et. al.). Die Pro-opt 
zedur Baue - Saum konstruiert demnach sehr gute B§ume. 
Wie implementiert man nun den Suchvorgang in Zeile 7 ? 
Eine wesentl iche Beobachtung ist, daB fUr i ~ m ~ j der 
Ausdruck w. 1 - WI' eine wachsende Funktion von m dar-t ,m - m+, J 
stellt. 
o. 1 B . I- I 
'-. 
Q i + 1 0 m-2 
V-
wi m-l , 














m-l 0 m -1 
./ 
- w .) 
m+l J J 
\. ................... 
B 0 B 
m+l B . o. 1 m ~ J J+J 
"V 
w 
m+ 1 ,j 
~------~----------------1'L-----------------~----------~~ m j 
w. 1 - WI' I, m- m+,J 
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Wir brauchen daher nur den kleinsten Index p zu finden, 
so daB w. 1 
I , p- - w positiv ist. Dann ist entweder p p+ 1 ,j 
oder p-l der gewUnschte Wert. Eine mogl iche Vorgehensweise 
fur die Suche nach p ist Binarsuche. Man probiert zunachst 
den Wert p = L(i+j)/2 J und je nachdem, ob w. 1 - W I,p- p+l,j 
positiv oder negativ ist, sucht man im I inken oder rechten 
Te ilin.terval1 weiter. Wir ersetzen also d i e Zeile 7 in 
obigem Programm durch : (Wir schreiben dabei immer 
w. 1 - w als Abkurzung fur I,p- p+l , j 
7 . 1 
7.2 
7.3 





(w 1 ,p_l - w1 ,i-l + ai_I) - (w1j - w1 ,p + apll 
unten 
-
i ; oben 
-
j ; p 
-
L(i+j)/2 J 
i f wI . - wj + 1 ,j < 0 or i =j oJ - -
then co j 
-- -
i 5 t der gesuchte Wert; 
begin m 
-
j ; goto Ende end; 
wh i I e oben - unten > 2 
-
do begin i f w. 1 - w > 0 I , p- p+l ,j 
then oben - p 
else unten - p; 
end; 
co nun ist oben = unten + 1 und entweder aben oder 
un ten 1st der gesuchte Wert; 
7.9 .!..!. abs(w i ,oben-l - woben+l,j) > abs(w i ,unten-l - Wunten+l,j) 
7.10 then m - unten 
7.11 else m 
Ende 
oben 
Analysieren wir dieses Programmstuck : 
Sei dazu t - 'Iog(j-i)'. Dann gilt nach dem k-ten AusfUhren 
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des Rumpfes 7.5 - 7.8 der while-Schleife oben - unten 
< 2 t - k wie man leicht durch Induktion uber k nachpruft. 
Ferner sieht man leicht ein, daB der Kommentar am Ende der 
while - Schleife korrekt ist. Also muB fur die Anzahl k 
o 
der Ausfuhrungen des Rumpfes 
t-k 
der while - Schleife gelten 
o 1 = 2 < 2 0 
also 
k < rlog(j-i)' < 1 + log(j-i). 
o -
Insgesamt ist die Laufzeit der Zeile 7 fUr festes 
damit < 7 + 5 k < 11 + 5 log(j-i) Zeiteinheiten. 
o -
u nd j 
Es bleibt uns nun noch die Rekursion zu el iminieren. Wir tun 
dies mit der Standardmethode, indem wir den Keller expl izit 
programmieren. Der Keller wird durch ein Feld K simul iert. 
Die Prozedur Baue - Baum hat 2 Parameter i, j und 4 lokale 
Variable oben, unten, p und m. Daher weisen wir jedem Auf-
ruf von Baue - Baum einen Block von 7 aufeinander folgenden 
Speicherzellen zu : die ersten 6 Zellen nehmen die Parameter 
und die lokalen Variablen auf, die 7-te Zelle die Rucksprung-
adresse. 
Ferner haben wir eine globale Variable AKTIV, die auf den 
Speicherbereich der augenbl ickl ich aktiven Prozedur Baue -
Baum zeigt, d.h. i entspricht der Zelle K[AKTIV+l], P der 
Zelle K[AKTIV+5] und die Riicksprungadresse steht in K[AKTIV+71. 
Damit erhal ten wir schl ieBI ich unser Programm, indem wir 
den Aufruf in Zeile 3 des Hauptprogramms ersetzen durch 
(3 . 1) 
(3. 2) 
C3 .3) 
AKTIV - 0; K[AKTIV+l] - 1; K[AKTIV+2] - n; 
K[AKTIV+71 - "HP"; 
gato Baue - Saum; 
HP : 
Die Zeile 4 ersetzen wir durch die Marke Baue - Saum : 
In den Zeilen 5 - 8 ersetzen wir die Parameter und lokalen 
Variablen durch Zugriffe auf die entsprechenden Feldele-
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mente und d e n ersten Aufruf in Zei le 9 ers e tzen wi r dur c h 
( 9. 1 ) 
(9. 2) 
(9 . 3) 
(9. 4 ) 
(9 . 5) 
(9.6) 
K [A K T 1 V + 7 + 1 1 - K [A KT I V + 1 1 ; 
K[AKTIV+7+21 K[AKTIV+61 - 1; 
K[AKTIV+7+7J - "RUcHe"r l-ter Aufruf"; 
AKTIV - AKTIV + 7; 
gato Baue - Bauffi; 
RUckkehr l-ter Aufruf : AKTIV - AKTIV - 7 
und analog den 2-ten Aufruf. Schl ieBI ich ersetzen wir das 
end in Zeile 10 durch 
(10) goto K[AKTIV+71. 
Jetzt endlich verwenden wir nur noch primitive Befehle in 
unserem Programm . Es erscheint nun aber sehr schwierig, die 
Laufzeit dieses Programms zu be stimmen. Aber man muB nur 
richtig zlihlen ! 
Bei jedem Aufruf der Prozedur Baue - Baum wird ein Knoten 
oder ein Blatt des Baumes konstruiert~ Also wird die Pro-
zedur genau 2n+l mal aufgerufen. FUr jeden Aufruf von Baue -
Baum (auBer dem ersten) werden die Zeilen 5,6 oder 8,9 . 1 -
9.6 und 10 je einmal aufgefUhrt, beim ersten Aufruf statt 
9.1 - 9 . 6 die Zeilen 3.1 - 3.3 . Setzen wir noch willkUrlich 
fest, daB uns Zeile 6 bzw. 8 eine Zeiteinheit kostet, so 
entstehen in den einzelnen Zeilen folgende Gesamtkosten : 
Ze i Ie Kosten 
1 , 2 4 + 4n 
3 . 1 - 3.3 6 
5 2n + 
6 und 8 2n + 
9 . 1 - 9.6 6 • 2n 
10 2n + 1 
22n + 13. 
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Damit haben wir aIle Kosten gezlihlt auBer denen, die in 
Zeile 7 entstehen . Sei dazu T(n) der maximale Aufwand, der 
bei der Konstruktion eines Baumes mit n Knoten durch die 
Prozedur Baue - Baum in Zeile 7 entsteht; d.h. wir betrach-
ten einen Aufruf Baue - Baum (i,j) mit j - i + 1 = n. 
FUr n = 0 ist T(n) = 0, da dann Zeile 7 nie erreicht wird . 
FUr n = verlauft der Test in 7.2 positiv und daher ist 
T(l) = 6. Sei nun n > I, Dann erwachsen zunachst Kosten 
11 + 5 log (j-i) = 11 + 5 log (n-1) in Zeile 7; ferner wird 
Baue - Baum (i,m-I) und Baue - Baum (m+l,j) aufgerufen. 
Also entstehen noch die zusatzl ichen Kosten 
T(m - 1 - i + 1) und T(j - (m+l) + 1) 
fUr ein m, i < m ~ j. Da wir den Wert von m nicht kennen, 
mUssen wir das Maximum tiber aIle magI ichen Werte von m neh-
men und erhalten (beachten Sie (m-i) + (j-m) = n-1) 
T(n) - max [11+510g(n-l)+T(k)+T(n-k-l)] fUr n > 1 
o<k<n - l 
T(1) = 6 
T(o) o. 
Oamit haben wir e ineRekursionsgieichung fOr die in Zeile 7 ent-
stehenden Gesamtkosten hergeleitet. Vom Ursprung unserer Re-
kursion her wissen wir, daB der Fall k = 0 (bzw . k = n - 1) 
vermutl ich am ungUnstigsten ist. Wir treiben dann ja einen 
ziemlich hohen Aufwand (11+5 10g(n-1) Zeiteinheiten), um 
die Wurzel zu bestimmen, verbleiben aber immer noch mit dem 
Problem einen Baum mit n - 1 Knoten konstruieren zu massen. 
Setzen wir also k = 0 in der oblgen Gleichung, so erhalten 
wi r : 
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T(o) - 0 T(1) = 6 
T(n) > 11 + 5 10g(n-l) + T(n-l) 
> [11 + 5 10g(n-1)) + [11 + 5 log(n-2») + T(n-2) 
> [11 + 5 lo9(n-1)) + ••• + [11 + 5 log 1) + T(l) 
l1(n-1) + 5 10g[(n-l)!) + 6. 
Wir mussen nun nur noch verifizieren, daB k = 0 in der Tat 
der ungUnstigste Fall war. Dazu zeigen wir durch lnduktion 
tiber n : 
T(o) = 0 T(1) = 6 
T(n) < 11(n-l) + 5 10g[(n-1)!) + 6 fUr n > 2. 
Wir uberlassen den einfachen Induktionsbeweis dem Leser. 
Damit wissen wir : In Zeile 7 entstehen die Kosten 
lln - 5 + 5 log(n-l)! ~ 5n log n + 3,785 - 2,5 lo g n + 8,842 
wegen log n! ~ ( n+1!2)(log n - 1,443) + 2 ,047 . In sges amt gilt: 
AIg 3 braucht hochstens 5n log n + 25,78n- 2,5 log n + 21,84 Zeit-
einheiten. um einen (nahezu optlmalen) Suchbaum fUr eine 
~enge S mit n £(ementen zu Konstru(eren. 
Konnen wir AIg 3 noch verbessern 1 
Die kritische Stelle 1st offenslchtlich Zeile 7. Dort ent-
stehen Kosten 9(n log n) [1 ies : von der Ordnung genau 
n log n). wahrend die Ubrigen Kosten I inear in n sind. Wenn 
wir den Suchvorgang in Zeile 7 verbessern wollen. mUssen wir 
seine schwache Stelle untersuchen : 
die Wurzel I iegt ganz am Rand. Nehmen wi r etwa an. der Auf-
ruf Baue - Baum (i.j) wahlt x. als Wurzel. Dann probieren 
I 
wir in der Suchschleife 7.1 - 7.11 fUr p nacheinander die 
Werte i + (j-i)/2. i .. (j-i)/4. I .. (j-;)/8 . i + (j-i)/16. 
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usw. Wir tasten uns also in exponentiel1 kleiner werden-
den Schritten von der Mitte an den Rand heran. Drehen wir 
den SpieB doch urn : erforschen wir die Welt in exponentiell 
groBer werdenden Schritten vom Rand her (Fredman) 
(7.1') 
(7.2') if w. 1 
- I,p- - w > 0 p +1 ,j 
then goto I inke H1ilfte else goto rechte H1ilfte; 
I inke H§lfte : ~ wir wissen nun, daB m einen 
der Werte i, i+l""'L(i+j)/2 J annimmt. Wir 
probieren nun p = i+l, i+2, i+4, i+8, .0. bis 
wi rei n p mit w. 1 - WI' > 0 f i nden; I,p- P+,J 
t-o;p-i+l; (7.3') 
(7 . 4') while w. 1 - WI' < 0 do begin t-t+l; p-i+2 t end I,p- p+,J --
co e 5 is t nun w. 1 - WI' > 0, 
I , P - p+ ,J - p = 
t 
+ 2 . 
un d ( w • I 1 - w , 1 . <0 , p I = I,p- p+,J 
t -1 + 2 oder t = 
Wir suchen nun nach m auf dem Interval) pl •... ,p durch 
Binarsuche wie vorher beschrieben; 
(7.5') unten - if t = 0 then i else i + 2 t - 1 ; 
oben - i + 2t; P - L(unten+oben)/2 J ; 
~ Binarsuche; 
rechte H1ilfte : analog (l.3') - (l.5') 
Bin1irsuche : das ProgrammstUck (7.2) - (7.10) 
von vorher. 
Nun stehen wir vor der z ieml ich komplexen Aufgabe, dieses 
0) . 
Programm zu analysieren. Sei 
die Schleife (l.4) verlassen 
Kosten : 
dazu t der Wert von t mit dem 
o 
wird. Dann entstehen folgende 
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Ze i Ie 
Cl.l'), Cl.2'), 
(7 . 3') 
Cl.4') 
Cl . 5') 
Binarsuche 
und danach 





(Binarsuche auf einem Interval I 
der Lange 2t - 1) 
19 




falls t > o. 
o 
We lchen Bezug hat nun 
sichtlich gilt 
t zu den GroBen i, j und m. 
o 
Offen-








+ log(m-i) fallsm> 
falls m = i . 
Wir haben nun das obige Programm analyslert unter der An-
nahme, daB min der linken H§lfte des Interval1 s i, ... ,j 
liegt. Eine ahnliche Analyse gilt fur den anderen Fall. 
Damit erhalten wir folgende Rekursionsgleichung fur den 
Gesamtaufwand in Zeile 7 
T(o) = 0 
T(n) ma x {19 + T(n-I), 
23 + 9 log k + T(k) + T(n-k-I), 
23 + 9 log(n- ot -l) + T(ot) + T(n- ot -I) ; 
< k ~ ,n/2J , ,n/2J ~ ot < n - I} 
mit einer Losung (Mehlhorn , 5.95, 5atz 10) 
19 n < T(n) < 32 n. 
- 25 -
Dam i t gil t : 
Alg 4 braucht hBchstens 54 n + 13 Zeiteinheiten, um einen 
(nahezu) optimalen Suchbaum fUr eine Menge S mit n Ele-
menten zu konstruieren. 
Wir haben nun das Ende einer langen Reise erreicht : 
von 4n Uber n3 nach n2 , wei ter nach n log n und schl ieBl ich 
nach n . 
V. E1N VERGLEICH 
Wir lernten nun 5 Algorithmen zur Konstruktion von .(nahe-
zu) optimalen Suchbaumen kennen mit den Laufzeiten 
lUg (J 4 n 
n3 2 Alg + 6n + 7n + 2 
Alg 2 (25n 2 9n 16)/2 - + 
Alg 3 5 n log n + 25.78 n - 2 .5 log n + 21.84 
Alg 4 54 n + 1 3 . 
Die nachste Tabelle gibt d,e Laufzeit (in Zeiteinheiten) 
der 5 Algorithmen fUr eintge ProblemgrBBen wieder. 
(siehe Tab el l e nachste Seit e ) 
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Alg 0 Alg I Alg 2 Alg 3 Alg 4 
5 1024 312 298 203 283 
10 1048576 1672 1213 438 553 
50 1030 140352 31033 27108 2713 
100 1060 106 124558 5905 5413 
500 1.26.108 3.1 010 6 35304 27013 
1000 109 1.250107 75606 54013 
5000 1.25010 11 3.1.109 436084 270013 
10000 1012 1.250109 922174 540013 
100000 1015 1.25010 11 6 10,S.10j 5.4010 6 
Man sieht sehr deutl ich die Explosion der Laufzeit bei 
Alg 0 und den immer deutl icher werdenden Unterschied zwischen 
den anderen Algorithmen. Dieser Sachverhalt wird noch ein-
pragsamer beschrieben durch folgenden Vergleich : 
Nehmen wir an, wir hat ten eine Anlage, die 10 4 Instruktionen/ 
Sekunde ausfUhren kann und wir waren bereit 1 min Rechenzeit 
zu bezahlen. Sis zu welcher GroBe konnen wir dan" Suchb§ume 
konstruieren 7 
Alg 0 Alg 1 Alg 2 Alg 3 Alg 4 
n1 
maximal lOs- 7 - 3 37 69 809 1111 
bares Prob I em 
in 1 min 
. ~21 :. 9 - 10 32 219 6710 11110 maxima 05-
bares Problem 
in 10 min 
n2=n1 +2 n/n1=2.21 n/n 1=3 . 17 n2/n 1=8 . 29 n/n1=10 
Falls diese Gr oBe nicht ausreicht, konnen wir eine schnel1ere 
Maschine benutzen (etwa 105 lnstruktionen/Sekunde) oder mehr 
Rechenzeit verwenden (etwa 10 Minuten) . Die zweite Zeile in 
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obig e r Tabelle gibt die maximale GroBe des dann losbaren 
Problems wieder. Bel sehr ineffizienten Algorithmen (Alg 0) 
hat der Ubergang zur schnellen Maschine praktisch keinen Ein-
fluB , bei Alg 1 (Alg 2, Alg 4) gewinnen wir den Faktor 
'" ?r-ro = 2.17 ('" ho = 3 . 16, 10) . 
Der Ubergang zum effizienten Algorithmus ist allemal viel-
versprechender. Eine andere Betrachtungsweise ist folgende 
Nehmen wir an, wir kBnnten ein Problem der GroBe n in t Zeit-
einheiten 10sen. Dann brauchen wir tl Zeiteinheiten, urn ein 
Problem der GroSe n' - 10 n zu losen. (Die ange gebenen GraBen 
v o n t' erhalt man durch E1nsetzen von 10n 1n di e be-
re ch net e n La ufz e it e n ) . 
Alg 0 Alg 1 Alg 2 Alg 3 Alg 4 
t' '" t 10 loooet loo-t lot+166n lo-t 
Wir versuchten an einem Beispiel, die Entwicklung und Analyse 
effizienter Algorithmen zu demonstrieren. Entwicklung und 
Analyse beeinfluBten slch gegenseitig. Die Analyse zeigte 
die kritischen Stellen der Algorithmen auf und legte Modifi-
kationen nahe, die Entwicklung gab Hinweise fur die Analyse. 
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