A study has been made as to how to develop further the techniques for sensitivity analysis used by Fispact-II. Fispact-II is a software suite for the analysis of nuclear activation and transmutation problems, developed for all nuclear applications. The software already permits sensitivity analysis to be performed by Monte Carlo sampling, and a faster uncertainty analysis is made possible by a powerful graph-based approach which generates a reduced set of nuclides on pathways leading to significant contributions to radiological quantities. The peculiar aspects of the sensitivity analysis problem for activation are the large number, typically thousands, of rate equation parameters (decay rates and reaction cross-sections) which all have some degree of associated error, and the fact that activity as a function of time varies as a sum of exponentials, so appears discontinuous as rate parameters are varied unless the sampling frequency is impractically fast. Nevertheless, Monte Carlo sampling is a generic approach and it is therefore conceivable that techniques more targeted to the activation problem might be beneficial. Moreover, recent theoretical developments have highlighted the importance of a two-stage approach to mathematically similar problems, where in the first stage, information is collected about the global behaviour of the problem, such as the identification of the rate parameters which cause the greatest variation in dose or nuclear activity, before a second stage examines a problem with its scope restricted by the information from the first. In the second stage, for example, Quasi-Monte Carlo sampling may be used in a restricted parameter space. The current work concentrates on the first stage and consists of a review of possible techniques with a detailed examination of the most promising pathways reduction approach, examined directly using Fispact-II. All the evidence obtained demonstrates the strong potential of this approach.
I. Introduction
Fispact-II (1) is a modern software suite for the analysis of nuclear activation problems, originally developed for nuclear fusion applications, but now also extensively used in nuclear fission and astrophysics problems. Indeed, the ongoing development of the software takes into account the needs of all the likely application areas. For a typical activation problem, thousands of rate equation parameters, corresponding to nuclear decay rates and reaction cross-sections, may influence the activity throughout its history. All of these parameters are subject to significant uncertainty due to experimental error in their measurement or theoretical approximations made in their calculation. Since the dose rate, a weighted sum of separate nuclide activities, is safety critical, it is important to be able to estimate how uncertainties in the parameters contribute to the calculation of activity.
For problems with a small number of parameters, the mean and standard deviation dose or nclear activity may be calculated by sampling each parameter at a number of points uniformly distributed in its distribution then using each set of sample values to perform a Fispact-II calculation. However, this approach, known as factorial sampling, suffers from the curse of dimensionality in that the total number of samples required increases exponentially with number of parameters K. This helps explain why the Monte Carlo technique is popular. Sample points are selected at random throughout the K-dimensional parameter space to avoid the exponential growth. Unfortunately, the convergence of the mean of the samples is slow, proportional to 1/ √ N s , where N s is the number of sample points. (2) Quasi-Monte Carlo (QMC) (3) sampling may offer an acceptable cost-quality compromise in that it offers a faster rate of convergence, approaching 1/N s . When it is realized that QMC is, despite its name, basically a deterministic approach, it will be understood that it is difficult to avoid spurious correlations among the sample points as K increases. These correlations may destroy the good convergence properties of QMC once K gets up to a value of 20 to 50, even using the latest techniques. (4) Similar remarks appear to apply to importance sampling based on the Markov chain Monte Carlo methodology, or integration via adaptive Monte Carlo. Hence, activation sensitivity analysis often involves a first 'screening' stage that seeks to reduce the size of the parameter space to be examined. This issue is already addressed from a practical standpoint in Fispact-II by selecting a reduced set of nuclides on reaction and decay pathways that lead from an initial inventory to target nuclides that give dominant contributions to the radiological quantities of interest. This approach suppresses the combinatorial explosion sufficiently for useful calculations to be performed. An advantage of this method is that it can accommodate arbitrary sequences of irradiation and cooling steps. II. Screening Design
General
Historically, sensitivity analysis has often been conducted in two stages, with a first 'screening design' step, to try to identify those parameters which cause the greatest variation in computed dose or activity, followed by a detailed investigation of the results of varying the indicated parameters. (6) A number of different techniques were developed for this, of which the commonest is 'One-at-a-Time' (OAT) where one parameter is varied while all the others are held fixed at some central value. This only requires N s = O(K) samples, but obviously is very limited in its examination of sample space and does not yield activity values immediately suitable for calculating the mean. The other popular strategy is non-deterministic, namely Morris, which involves the construction of random walks designed so that they take one step in each coordinate direction in sample space. Very recently, (7) a non-deterministic version of OAT has been proposed, which selects central points at random in parameter space. This has the advantage that data are generated which can be easily reused to calculate mean and variance in the second stage.
Nonetheless, all these methods have their disadvantages, exemplified by the need to choose a step-size for the parameter variation. If too small, large important regions of parameter space may be ignored. If the step is too large, important local variation may be missed, because the activity does not necessarily have monotonic dependence on a parameter.
Activation-Specific Screening Designs

Eigenvalue Analysis
An interesting technique is enabled simply by the linearity of the rate equations with respect to nuclide number, assuming a fixed irradiation rate, viz.
where A is the matrix of parameters and N is the vector of nuclide numbers, (the nuclear inventory). Mathematical theory indicates that the solution is given as a sum of eigenvectors e i of A, where each e i is associated with an eigenvalue λ i of A. This solution reveals the specific sensitivities of the activation problem, since activity Q is a weighted sum of the numbers of nuclides present at a given time.
In particular, if Q is required at time t 0 , its value can be sensitive only to those eigenvectors for which λ i satisfies λ i ≈ 1/t 0 . For, if λ i is either much smaller or larger, then the properties of the decaying exponential imply that Q is effectively constant as a function of λ i or zero. Since eigenvalue sensitivity analysis is a well-developed mathematical technique, it may be used to discover which entries in A most affect the 'sensitive' eigenvalues. The algorithms for eigenvalue sensitivity analysis have a complexity of O(M 3 ) where M is the size of the matrix A, but given the Gigaflop speed of modern PCs, it may be estimated that even for M ≈ 4000, an analysis on a desktop machine may be completed in under an hour.
There seem unfortunately to be severe difficulties with this approach. The biggest appears to be the huge range of nuclear decay rates in the EASY databases. To take as an example, EAF 2010, it contains data for 7 nuclides with decay rates >≈ 10 21 s −1 , together with Uranium nuclides with halflives t 1/2 of the order of 10 10 yr, i.e. λ ≈ 10 −17 s −1 , and of course 228 stable nuclides with decay rate 0. The error estimates for standard eigenvalue algorithms imply that a precision significantly greater than 21 + 17 = 38 decimal digits is required, compared to the 15 to 16 digits available in double precision.
Another potential difficulty is that many decay rates are only approximately known, so that for example some tens of nuclides in the database have t 1/2 given as 1 ms, meaning that a corresponding number of non-zero eigenvalues may be very closely spaced. It is apparent that the mathematical eigenvalue calculation requires research in its own right.
One way of making the eigenvalue problem tractable is to reduce the size of the rate matrix A, an idea which leads naturally onto the work of the next section.
Pathways Reduction
A possible screening method specific to the activation problem could use information gained from the existing pathways analysis. The new pathways reduction method was designed and implemented by the developers of Fispact-II (5, 8) . For present purposes, it is sufficient to explain that the dominant nuclides at a specified time are identified by simple examination of the inventory. 'Dominant' nuclides are those which produce either the biggest dose rates or the largest activities. Graph theoretic techniques are then used to identify the most important nuclear pathways leading from the nuclides in the original inventory to the dominant nuclides. Nuclides on these pathways are listed, and only these nuclides with the obvious addition of the initial and dominant nuclides, are used to define a new model problem with typically a much smaller size of rate matrix A. Reactions and decays resulting in products not on the pathways allocate their products to an inert 'sink' nuclide which produces no activity or radiological dose.
The key question is: how much is lost by this reduction? Almost certainly there will be a reduction in total Q, because there will be fewer nuclides present in the final inventory. However, this reduction may be easily estimated by comparison with the full calculation. For sensitivity analysis, the important issue concerns what happens to the distribution of final inventories as reaction coefficients are varied within their range of uncertainty. The easiest way to examine this is by a Monte Carlo analysis as implemented in Fispact-II. A series N s of inventory calculations is performed with the set of I independent variables {X s i ; i = 1, . . . , I; s = 1, . . . , N s } chosen from distributions with means X i and standard deviations ΔX i . The default distribution studied is log-normal. These runs produce a set of J dependent variables {Y The code performs an initial, 'base' calculation with full output, then repeats N s times the sequence of steps with different sets {X s i }. Sensitivity calculations provide both uncertainty and sensitivity output, as described in ref [1, A.11 ]. The uncertainty output, of meansX i andȲ j and standard deviations ΔX i and ΔY j , is of most interest in the present context, although the sensitivity estimates (Pearson product-moment correlation coefficients) might be of at least equal value in subsequent research into model reduction.
Attention will focus on the relative standard deviations σ rstd = ΔY j /Ȳ j as detailed measures of the distributions of inventories produced by the Monte Carlo sampling.
In addition to writing tables of means, standard deviations and correlation coefficients, Fispact-II writes the raw data {X 
III. Monte Carlo Analysis 1. Details of Computations
Fispact-II has the capability to treat a vast range of activation problems, and over a hundred standard tests are supplied with the software, although not all involve different nuclides. To capture as much of this range of possible for a reasonable effort, the seven nuclide mixtures listed in Table 1 have been composed. As indicated, most of the mixtures consisted of 1 kg of material subject to a neutron flux of 10 15 cm −2 s −1 , for a year, without any cooling period. However, to produce a fission problem, an existing test case with a smaller sample, flux and irradiation time was used. Further, to compare with experimental data for Y 2 O 3 , a much smaller sample, flux and irradiation time was used.
The mixtures are used in eight test cases, with the Alloy case extended to including a cooling phase. (Cooling is expected to simplify greatly sensitivity analsysis, since it tends to reduce the number of significant nuclides in the inventory.) Each test case is run using the full TENDL 2012 database with pathways analysis to identify the dominant nuclides and important reactions, total numbers of which are listed in Table 2 . The sole exception is the YO2 case where a single nuclide, 86 Rb is selected for study. This represents a particularly searching examination of pathways reduction, as 86 Rb is a very small contributor to the the inventory. Monte Carlo solution of the full problem, studying the allowed variations in the important reaction rates, is then performed in the sequence of increasing sample size per reaction, N x = 10, 40, 160, . . . up to the maximum value specified in the table. For each mixture, provided the same machine is used, the cost of a Fispact-II calculation scales linearly with N s to a very good approximation. (Some of the computation times listed may not be strictly comparable, because the Linux cluster used in the investigation is heterogeneous.)
The full (F) calculations produce information that is used to define reduced pathways (R) calculations. For each test case, an initial Fispact-II (R) calculation defines fluxes and rate data needed for a sequence of Monte Carlo solutions analogous to that described in the preceding paragraph.
Test Case Comparisons
Each test case has been subject to a detailed programme of investigation. First, for each of the F and R cases separately, convergence of the distribution of activity with respect to N s has been demonstrated by plotting histograms. Next, for the highest (and invariably converged) sampling rate, the two distributions for F and R are compared and found to agree to graphical accuracy. More quantitatively, gaussian and log-normal distribution functions are fitted to the histograms (using the gnuplot fit function (9) ). Results of this procedure appear in Tables 3 and 4 . Lastly, and comprising the most searching examination, the relative standard deviations for the distribution of each nuclide separately are compared graphically.
The degree of accuracy to which the graphical comparisons are accurate can of course be gauged only by looking at the plots reproduced below. However, from 8 test cases, there are simply too many graphs to reproduce all of them. The selection procedure adopted is to show all the graphs for one mixture, and a second graph of each type for a different mixture. The second graphs are of the mixtures arranged in alphabetical order, except that the Fiss and WMix test cases appear after the Y2O3 case.
The fitting of non-Gaussian distributions to the data in Table 4 is questionable in many cases, indeed it is apparently impossible in some, because it is expected that the estimated mean μ should be less for the R cases than for the F ones. Note that the expected ordering is invariably found for Gaussian fitting, even in the Fe test problem, where the standard deviation σ is smaller than the difference between the F and R cases. (The two histograms of activity distributions can be reconciled by the simple expedient of offsetting the F case by the μ difference.) Nonetheless, the agreement found between the fitting parameters for equivalent F and R cases, as indicated by the formal % error statistics is impressive.
Detailed examination of the relative standard deviation statistic σ rstd shows that the F and R estimates usually agree to within two significant figures, although occasionally only to within one and the smaller values of σ j (< 10 −3 ) are capable of showing even poorer agreement. Agreement only to one significant figure is found for the YO2 test case, but given the tiny contribution of 86 Rb to the total activity, this is probably reasonable and consistent with the good quantitative agreement between the larger F and R σ rstd values found in the other test cases.
IV. Summary
Work has been performed to examine the suitability of an activation-specific screening design method for use in the Fispact-II suite. A large amount of evidence, from the Monte Carlo sampling of 8 different test problems, has been gathered that pathways reduction is a most useful technique.
The distributions of activity per sample obtained by pathways reduced calculations have been examined, and compared with those produced by full Fispact-II calculations. Numerical parameters for Gaussian and log-normal distributions fitted to the computed activities agree to at least 2 significant figures, often 3, as shown in Tables 3 and 4 . Histograms of the distributions in Section III show detailed agreement. Very significantly, (relative) standard deviations of distributions of separate nuclides have been shown to vary little between reduced and full calculations.
In three of the test cases, the number of significant reactions K was reduced to below 50 where more efficient sampling techniques could be considered immediately. In all except the fission problem, K < 100 may be estimated, and for further analysis of these cases it will help that, as indicated in Table 2 , reduced problems typically execute between 300 to 2 000 times faster. For example, for some problems, it is conceivable that K cannot be reduced below the threshold which would make QMC or other alogrithmic approaches viable, a fact which may now be rapidly discovered. Nonetheless, even in such cases, sensitivity results from rapid, reduced pathways calculations might help to repose or tighten the problem so that sufficiently small K may be found.
