Despite its age, the Linear Discriminant Analysis performs well even in situations where the underlying premises like normally distributed data with constant covariance matrices over all classes are not met. It is, however, a global technique that does not regard the nature of an individual observation to be classified. By weighting each training observation according to its distance to the observation of interest, a global classifier can be transformed into an observation specific approach. So far, this has been done for logistic discrimination. By using LDA instead, the computation of the local classifier is much simpler. Moreover, it is ready for applications in multi-class situations.
Introduction
Statistical work on classification begins with the work proposed by Fisher (1936) . For the dichotomous case, he suggests to reduce a multivariate classification problem to an univariate problem by linearly transforming the given observations into scalar values such that the separation of the transformed class means is maximized whilst the within class variances of the transformed observations are minimized. Although Fisher's approach is distribution-free, it does implicitly assume that the covariance structure is the same in both classes, because a pooled estimate of the common covariance matrix is used. The resulting classification rule can alternatively be derived using Bayesian argumentation although here more restrictive assumptions are made: the data within each class are assumed to be normally distributed with class-specific means and a common covariance structure. Both approaches can be extended to multi-class situations and in each case, obtaining the actual decision functions for a given data set requires the estimation of the unknown model parameters, namely the class-specific means, the class priors, and the covariance matrix. Since the estimation is carried out without taking into account the nature of the problem at hand, i.e. the classification of a specific trial point, LDA can be considered a global classifier. Hand and Vinciotti (2003) argue that an approach like this can lead to poor results if the chosen model does not exactly reflect the underlying data generating process because then, a good fit in some parts of the data space may worsen the fit in other regions. Since in classification problems accuracy is often not equally important throughout the entire data space, they suggest to improve the fit in regions where a good fit is crucial for obtaining satisfactory results -even if the fit elsewhere is degraded. For the dichotomous logistic discrimination, two approaches have been proposed to accomplish this. Hand and Vinciotti (2003) introduce a logistic discrimination model in which data points in the vicinity of the ideal decision surface are weighted more heavily than those which are far away. Another strategy is presented by Tutz and Binder (2005) who suggest to assign locally adaptive weights to each observation of the training set. By choosing the weights as decreasing in the (Euclidean) distance to the observation to be classified and maximizing the corresponding weighted (log-)likelihood, a localized version of the logistic discrimination model can be obtained. The classifier is therefore adapted to the nature of each individual trial point which turns the global technique of logistic discrimination into an observation specific approach.
In this paper, we adopt the strategy of using locally adaptive weights to the context of LDA which comprises the advantage that localizing a classification rule can be accomplished without numerical methods like Fisher scoring. In the following we call this new approach LLDA (Localized Linear Discriminant Analysis). It will be proposed in Section 2. In Section 3, the benefit of LLDA will be shown on basis of a simulated data set containing local subclasses. The application of LLDA to the real-life problem of business phase classification is described in Section 4. A summary of the main results is provided in Section 5.
Localized linear discriminant analysis
Let the training data consist of N observations (x i , y i ) , where x i ∈ IR p is the set of explanatory variables for the ith observation and y i ∈ {A 1 , . . . , A G } denotes the corresponding class membership. The objective now is to construct a classification rule on basis of the training sample which can then be used for predicting the unknown class of a new observation. In LDA, the classification is based on the posterior class probabilities of the considered trial point x. To calculate these, the data is assumed to be normally distributed with class-specific mean vectors µ g and a common covariance matrix Σ. Let π g denote the prior probability of A g , choosing the class with the highest posterior probability for a given trial point x can then be shown to be equivalent to assigning x to the class with the largest value of the corresponding discriminant function h g x = Σ −1 µ g x − 0.5 µ g Σ −1 µ g + ln(π g ).
In practice, the sample analogues of h g are used:
