ABSTRACT While playing an important role in radio frequency (RF)-based wireless systems, multipleinput multiple-output (MIMO) techniques have also found viable applications in visible light communication (VLC) systems. However, how to effectively reduce the inherent strong correlations between optical MIMO channels remains a typical issue for VLC. In this paper, we propose an MIMO-aided multiuser optical orthogonal frequency division multiplexing VLC system employing an imaging receiver (ImR). The proposed new scheme efficiently mitigates the optical MIMO channel correlations across the multiple photodetectors (PDs) of the same user equipment (UE) or those between different UEs, through invoking a new technique called photodetector selection (PDS). Two possible PDS designs, namely random PDS and modified maximum minimum singular value PDS are investigated. Through both analytical analysis and numerical simulations, we show that the proposed PDS-aided ImR system is capable of outperforming its conventional non-imaging receiver and non-PDS ImR counterparts, especially when UEs are close to each other. Results demonstrate that the proposed system offers a stably low bit error rate in most areas of the room.
I. INTRODUCTION
The use of light-emitting diodes (LEDs) provides an energy-efficient and environment-friendly way for human illumination. Visible light communication (VLC) systems utilise LEDs for simultaneous illumination and data communication, hence offering an exciting opportunity for a wide range of indoor services and attracting increasing interest across the globe [1] - [3] . In VLC systems, the binary information bits are mapped to symbols, which then modulate the intensity of the visible light emitted from LEDs. At the receiver side, photodetectors (PDs) are used for detecting the signals transmitted through optical channels. After the optical-to-electrical conversion, the received symbols are demodulated for recovering the bits. Since optical transmission is based on intensity modulation (IM) and direct detection (DD), real rather than complex signal processing is required in VLC systems [4] . Borrowing the concept of multiple-input multiple-output (MIMO) [5] technologies, in VLC systems arrays of multiple LEDs can be employed, which not only ensures sufficient illumination levels in modern indoor environment such as office buildings, shopping malls, etc., but also offers an opportunity to improve the achievable data rates. MIMO-VLC systems remove the bandwidth limitation of a single LED and provide an increased system throughput as well as spectral efficiency (SE).
In radio frequency (RF) based wireless communication scenarios, the spatial MIMO channel links are uncorrelated, if the spacing between antennas is sufficiently large. Otherwise, channel correlations may have an non-ignorable impact on the system design [6] , [7] . In VLC scenarios, the channel gains between the LED and two closely-placed PDs are often similar, due to the fact that the line-of-sight (LOS) Fig. 1 shows the schematic of the proposed PDS aided MU-MIMO-OOFDM-ImR-VLC system operating in a typical indoor scenario, assuming N t LED arrays and K UEs. The j th UE is equipped with M r,j PDs, implying a total number of M r = j=K j=1 M r,j PDs in the system. At a time, only N r,j out of the M r,j PDs are activated for signal processing at the j th UE. Hence, the total number of activated PDs in the system is N r = j=K j=1 N r,j .
A. MU-PRECODED MIMO-OOFDM-VLC MODEL
We consider a downlink VLC system employing the block diagonalisation precoder (BDP) of [24] . The number of data streams q j targeting the j th UE should satisfy q j ≤ N r,j (j = 1, . . . , K ) and j=K j=1 q j ≤ N t , which are necessary conditions for BDP operations [25] . Aiming at maximising the spatial degree of freedom, we assume j=K j=1 q j = N t and N r,j = q j (j = 1, . . . , K ). Thus, each UE sees an (N t × N r,j ) MIMO configuration delivering N r,j data streams, and we have N r = j=K j=1 N r,j = N t . The solving process of BDP is briefed as follows. First, we define an ((N r − N r,j ) × N t ) channel matrix as 
where the ((N r − N r,j ) × (N r − N r,j )) matrixŨ j contains left singular vectors, the ((N r −N r,j )×N t ) matrix˜ j is formed by ordered singular values ofH j , the (N t ×L j ) matrixṼ (1) j holds the firstL j right singular vectors withL j being the rank ofH j , and the (N t ×(N t −L j )) matrixṼ (0) j forms the orthogonal basis for the null space ofH j . Generally, when the channel matrix is row full rank, we have N t −L j = N r,j . Then applying SVD yieldsH
where j is an (N r,j × N r,j ) diagonal matrix containing the singular values, the (N r,j × N r,j ) unitary matrix U j is the decoding matrix, and V (1) j is the (N r,j × N r,j ) matrix of right singular vectors assuming full rank. Then, we can obtain the (N t × N r,j ) precoding matrix P j for the j th UE
where
as the (N r,j × 1) bipolar on-offkeying (OOK) data vector transmitted at the l th subcarrier for the j th UE, the (N t × 1) precoded signals f (l) are
which will be forwarded to the OOFDM modulator seen in Fig. 1 . As an example, in this paper we adopt the directcurrent biased optical OFDM (DCO-OFDM) [27] , where a DC bias is added to the signal before the clipping operation is invoked. The required DC bias for the i th LED array is denoted by
where x 0,i (t) is the time domain (TD) signal and ξ is a proportionality parameter defined as a bias of 10log 10 (ξ 2 +1) [dB] [27] . Then, the TD signal to be transmitted from the i th LED becomes x i (t) ≈ x 0,i (t) + B DC,i . Furthermore, at a given DC bias level of for example 7dB or 13dB, the optical powers of the LEDs also vary due to different bias values required to minimise the impact from clipping. In order to maintain a uniform illumination level and minimise the clipping noise, we may apply the maximal required DC bias value to all LED arrays. This yields the same emitted optical power
Usually, the LOS component of the indoor VLC channel is much stronger than diffuse components. For simplicity, in this paper we only consider the LOS transmission as in [4] and [11] and assume the channel is frequency flat at each subcarrier. Then at the receiver we have
where y is the (N r × 1) received signal, x = (x 1 (t), . . . , x N t (t)) T is the transmitted optical signal, n is the additive white Gaussian noise (AWGN), R is the PD responsivity, and the (N r × N t ) MIMO channel matrix is
where h pi is the optical channel link between the p th PD and the i th LED. Note that the statistics of the optical channel links are related to a number of factors, including the positions of LEDs and receivers, as well as the type of receiver such as ImR or non-imaging receiver (NImR), etc. After OOFDM demodulation, the equivalent received signal at the l th subcarrier at the j th UE is
where n j is the AWGN vector associated with the j th UE. Finally, we can obtain the (N r,j × 1) estimated signal vector at the l th subcarrier for the j th UÊ
B. BER PERFORMANCE ANALYSIS
We define SNR as a modulation-independent general form of γ = I 2 σ 2 as in [4] , where I is the total emitted mean optical power of all LEDs and σ 2 is the AWGN power. Assuming uniform illumination, we have I = N t I 0 , where I 0 is given in (6) . Since the common VLC channel gains are at an order of 10 −6 , in the above SNR definition, an offset of at least 120dB exists over the receive SNR.
According to (10) , at each subcarrier, the symbol in the q th data stream is recovered at the q th PD in the electrical domain. Thus, the per-subcarrier BER of the j th UE can be derived from the BER of bipolar OOK in AWGN [28] , as
2 dy, while λ j,q and E{u 2 j,q } denote the singular value in j and the average electrical power of the bipolar OOK symbols on the q th data stream for the j th UE, respectively. Note that for notation simplicity, we have omitted the subcarrier index l in (11) . Furthermore, if the DC bias is sufficiently high, the effect of clipping noise in DCO-OFDM can be neglected and thus is not considered in (11) .
Next, to better reflect the VLC system's characteristics, (11) should also take into account the DC consumption inflicted by OOFDM. Without loss of generality, we assume that each data stream is applied a uniform electrical power, namely E{u 2 j,q } = a (q = 1, . . . , N r,j ; j = 1, . . . , K ). Recalling the precoded signal f for the LED arrays defined by (4), the average electrical power of f i associated with
0,i (t)} = E{f 2 i } and that the maximum required DC bias will be applied to all LED arrays, we have
By exploiting (6) and (13), the total emitted optical power can be written as
where we define the DC consumption coefficient as ν = max(Z 1 , . . . , Z N t )ξ 2 . Hence, combining (14) and the definition of γ , (11) can be rewritten as
From (15), we note that both the DC consumption coefficient ν and the singular values λ j,q have an impact on the achievable BER.
C. IMAGING RECEIVER INVOKING PDS
In NImR systems, the received signal is a superimposed version of the optical signals transmitted from all LED arrays. In this case, it may result in high channel correlations between adjacent PDs. In contrast, an ImR system exploits the imaging lens to separate the optical signals in free space, hence becomes an effective solution for decoupling the correlation between VLC channel links and offers notable spatial diversity. For a given position in the room, we denote the elements of the MIMO VLC channel matrix H as h pi , which represent the optical links between the p th PD and the i th LED array [29] 
where h fs i is the free-space channel gain between the i th LED array and the aperture of the imaging lens, while h im pi is the imaging channel gain between the i th LED array and the p th PD. If the full image of a LED array can be projected onto the PDs via lens, we have [29] 
where the variables have the same meaning as defined in [29] .
In the three-dimensional system coordinate system (SCS) (x,ȳ,z) shown in Fig. 2 , wherex,ȳ andz denote the SCS coordinate units, the origin is set to be at the centre of the room's floor, denoted by O(x,ȳ,z) = (0, 0, 0). The positions of LED arrays and UEs are represented by the positions of their geometric centres with respect to SCS, respectively. Moreover, it is assumed that the imaging lens of the ImR is placed in the middle of the UE, and is shared by the UE's several PDs. Note that the signals transmitted from LED arrays may be projected to one or more PDs through the imaging lens. In the example shown in Fig. 2 , the points forming the image on the PD, namely A , B , C and D , correspond to the points A, B, C and D forming the LED array, respectively. Furthermore, we also define a PD coordinate system (PCS) (x,ŷ,ẑ) withx,ŷ andẑ denoting the PCS coordinate units, whose origin is set to be at the centre of the imaging lens associated with a set of PDs, as seen in Fig. 2 .
Assuming the use of paraxial optical lens, the image formed by the lens can be geometrically distortionless in comparison to the source [11] . The magnification coefficient M is given by [11] 
where L is the focal length of the imaging optics and d is the vertical distance from the receiving plane to the ceiling, as indicated in Fig. 2 . Let C t = (x tx , y tȳ , z tz ) and C r = (x rx , y rȳ , z rz ) be the SCS positions of the LED array and the imaging lens, respectively. We also define
as the vector from C r to C t . Noting that the PCS origin is at the centre of the imaging lens, the centre of the image projected by the i th LED array can therefore be expressed as
Then, h im pi in (16) can be derived by
where α i is the area of the image associated with the i th LED array and formed by the lens, β p is the area of the p th PD, and η i p is the part cast on β p by α i . Note in the case that when the image falls onto too few PDs, implying a very small η i p , due to for example an excessively large angle of incidence, blind spots might appear where the performance of the ImR system is significantly degraded because of the very low receive SNR level. This could happen when, for instance, the UE is located far from the LED arrays in a very large room. However, such a negative effect can be minimised by selecting an appropriate number of LED arrays and mounting them to proper positions on the ceiling, thus avoiding large angles of incidence. Another issue is that when multiple UEs are at the same far-end side of the LED arrays and are close to each other, it may lead to outage of conventional, especially ImR VLC systems. More specifically, in this case the channel correlation between the UEs becomes very high, due to the non-full-rank overall MIMO channel matrix induced by those UEs' adjacent locations far from the LED arrays. Nonetheless, by employing our proposed PDS technique to be detailed in the sequel, we may not only further reduce the channel correlation between the UEs, but also improve the robustness of VLC transmissions by minimising the occurrence of outage probability, as will be demonstrated in Section III.
More specifically, different from conventional MU-MIMO-VLC systems using BDP, where M r,j = N r,j = q j is a typical assumption, in the PDS scheme only some of the PDs are activated at one time, implying M r,j > N r,j = q j . Hence, in the proposed PDS-aided MU-MIMO-VLC system, the overall MIMO configuration becomes (N t × [N r,1 , . . . , N r,K ]) after the PDS operation. As mentioned in Section II-A, the required number of PDs to be activated, namely N r,j , is determined by the number of LED arrays and the supported number of data streams.
There can be different PDS strategies. In the simple random PD selection (R-PDS) scheme, N r,j number of PDs are randomly chosen from M r,j PDs at the j th UE under the BDP constraints. Naturally, R-PDS is unable to achieve the optimal performance due to its random nature. Thus, another strategy adopting a new metric originating from the maximum minimum singular value [30] (MMSV) criterion is considered, which is referred to as the modified MMSV based PD selection (mMMSV-PDS). As shown in [31] , the receive SNR of single-user (SU) spatial multiplexing (SMP) systems with linear receivers is lower bounded by the monotonically increasing function of the minimum singular value (MSV) of the equivalent channel. On the other hand, the maximum system BER of MU systems is upper bounded by the UE with the worst performance. According to (15) , the j th UE's performance is related to the minimum value of λ 2 j,q ν (q = 1, . . . , N r,j ). More specifically, the achievable BER performance is associated with not only the singular values of the channel, but also the DC consumption coefficient ν introduced by DCO-OFDM. This is a case different from conventional RF-based MU systems in that given a fixed transmit power budget, the higher DC consumption, the less remaining power available for the payload, which thus degrades the achievable system performance.
Based on the above analysis, we summarise the proposed mMMSV-PDS scheme as follows.
Step 1: Create a candidate set m p corresponding to the fullrank overall channel matrix under the BDP constraints and containing N r,j (j = 1, . . . , K ) activated PDs for each UE, where we have m p ∈ p and p is the set of all M r PDs in the system.
Step 2: For every candidate subset m p , compute the SVD of H j,m pṼ
are the j th UE's channel matrix associated with m p and the corresponding right singular vector generated by (1), respectively. Then we get the MSV of the j th UE for a given m p as
where diag( j,m p ) is the operation that forms a set containing all elements on the diagonal of j,m p . Next, we computẽ
whereκ min m p denotes the minimum ratio of the second power of a UE's MSV and the DC consumption coefficient ν m p for a given m p .
Step 3: Select the PD set m p that satisfies
which is considered as the solution PD subset to be activated at the corresponding UEs. In either R-PDS or mMMSV-PDS, we finally obtain a full-rank (N r × N t ) channel matrix H. In this work, we assume that perfect channel state information (CSI) is available at the transmitter side. Similar to conventional RF-based wireless systems, the CSI can be obtained either through feedbacks from the UE in frequency division duplexing (FDD) mode, or by channel estimation at the transmitter in time division duplexing (TDD) mode. Since it may not be desirable for the UE to emit visible light, infrared communication techniques can be employed in the uplink [32] . Furthermore, as the PDS function is applied at the transmitter side, the information of selected PDs needs to be signalled to the UEs. This may be achieved through a dedicated control channel like physical downlink control channel (PDCCH) in long-term evolution (LTE) networks. Alternatively, a fixed PD-hopping pattern may be employed as a pseudo-random approach for signaling overhead reduction at the cost of some performance degradation, in order to strike for a practical tradeoff in engineering implementations.
D. COMPLEXITY ANALYSIS
In the proposed mMMSV-PDS scheme, since the number of candidate activated PD sets for the j th UE is C Note that in VLC systems the above-mentioned operations are applied on real matrices, and the multiplication of an (A × B) real matrix with a (B × C) real matrix requires 2ABC flops. In the SVD operation on an (A × B) matrix, if counting multiplication operations only and ignoring the addition operations, it requires about (9A 3 + 8A 2 B + 4AB 2 ) flops [33] . Hence, since the number of candidate activated PD sets that satisfy the full-rank assumption is always equal to or less than 
where we defineÑ r,j = N r − N r,j . From (26) we note that a larger value of C N r,j M r,j (j = 1, . . . , K ) and/or a higher number of UEs K result in a quickly increasing computational complexity. Therefore, we suggest that the values of these parameters should be restricted to avoid an excessive implementational cost.
III. SIMULATION RESULTS AND DISCUSSIONs
We consider an MU-MIMO-OOFDM-VLC system with N t = 4 LED arrays and K = 2 UEs. The four LED arrays are mounted near the corners of the ceiling, as shown in Fig. 3 . We assume that the number of data streams for the j th UE is q j = 2 (j = 1, 2), and each UE is equipped with a (2×2) square array of PDs. Based on the BDP constraints and assumptions in Section II-A, 2 out of 4 PDs at each UE should be selected and activated during one symbol duration. If the receiver contains a higher number of PDs, the proposed PDS principle can still apply. For comparison, we also consider a conventional system setup dispensing with PDS, where each UE exploits a (1 × 2) array of PDs that are always fully activated. In either case, we have a (4 × [2, 2]) MU-MIMO imaging VLC system, where 1024 OOFDM subcarriers are employed. Furthermore, the pitch between two adjacent PDs is 1.01cm, while each PD's physical area is 1cm × 1cm = 1cm 2 . To have a fair comparison with the NImR benchmark system, the aperture of the proposed ImR system is modelled in a way, such that it has an area of 1cm 2 to ensure that the same incident signal radiant flux applies to both systems. The major parameters are summarised in Table 1. As the first example, we consider Scenario A, where UE 1 is fixed at the SCS origin or equivalently the middle of the room, while UE 2 takes three different positions P-A1, P-A2 and P-A3, respectively, as shown in Fig. 4(a) . Fig. 5 shows both the theoretical BER calculated by (15) and the simulated performances of various indoor MU-MIMO-OOFDM-VLC systems, as well as the performances of the conventional NImR and ImR benchmarkers without PDS. As observed in Fig. 5 , the theoretical and simulated results match well, since a 13dB DC bias is utilised to eliminate the clipping noise. Furthermore, at a BER of 10 −5 , for instance, the ImR system outperforms its NImR counterpart by about 45dB, 48dB and 48dB at P-A1, P-A2 and P-A3, respectively. This indicates that the application of imaging lens helps to reduce the channel correlation among the PDs of the same or different UEs, and thus provides a high spatial diversity for the MU-MIMO-VLC system, exhibiting the advantages of ImR based VLC system over its NImR counterpart. Moreover, if R-PDS is invoked in the ImR system, a further SNR gain of about 15dB can be achieved at P-A1 in comparison to the non-PDS ImR system, as shown in Fig. 5 . However, the performance benefit of R-PDS vanishes or even becomes negative at P-A2 and P-A3, due to its non-optimal design that cannot adapt to the various channel states at different UE positions. In contrast, the mMMSV-PDS ImR scheme outperforms the non-PDS ImR system by about 16dB, 5dB and 3dB in terms of SNR gain at P-A1, P-A2 and P-A3, respectively. Moreover, Fig. 5 reveals that if the proposed mMMSV-PDS technique is incorporated into the conventional NImR system, the achievable system performance can be improved by about 0.4dB, 3dB and 9dB SNR gains at P-A1, P-A2 and P-A3, respectively. Hence, we conclude that in most cases, the mMMSV-PDS scheme can indeed substantially enhance the attainable performances of the MU-MIMO-VLC system without or with imaging lens. Such benefits can be achieved, thanks to the optimally activated PDs recommended by the mMMSV algorithm, which is capable of reducing the MU-MIMO-VLC channel correlations between UEs, especially when two UEs are close to each other, for instance at P-A1 seen in Fig. 4(a) . Even in the case where the UEs are separated relatively far apart as at P-A2 or P-A3, the mMMSV-PDS scheme can still provide some gains, as revealed by Fig. 5 . Generally speaking, the mMMSV-PDS aided ImR system provides the best achievable overall performance among all systems evaluated.
Note specifically that although R-PDS can improve the achievable performance for two close-by UEs at P-A1, it may also introduce even worse channel correlations when the UEs are separated farther. In contrast, the property of mMMSV-PDS is particularly attractive, since it can attain positive gains across most UE positions in the room. Furthermore, the results in Fig. 5 also imply that the characteristics of the indoor VLC channel are quite different from those of RF channels. More explicitly, unlike RF systems that are typically studied in macroscopically statistical channels, the performance of VLC systems is determined by the more or less microscopic channel conditions associated with a number of aspects, such as the specific positions of LEDs and UEs.
To have a deeper insight into the proposed system, we further investigate the performance impact from different UE positions in Scenario B, as illustrated in Fig. 4(b) . More specifically, in this testing scenario, UE 1 is assumed to be fixed at three given positions, denoted by P-B1, P-B2 and P-B3, respectively. On the other hand, we assume that UE 2 moves along the diagonal of the room, where the distance between UE 2 and the room centre is denoted by D UE2 . The increase of D UE2 from negative to positive values implies that UE 2 moves from the bottom-left to the top-right corner of the room. Fig. 6 depicts the minimum SNR values required for achieving the target BER of 10 −5 under different D UE2 values, when UE 1 takes the three positions specified in Fig. 4(b) , respectively. Firstly, as expected, the conventional NImR system requires a much higher minimum SNR than ImR systems, as it suffers from a high MIMO channel correlation that corrupts the received signals. Furthermore, the performances of both the NImR and the conventional ImR systems become worse, when the two UEs are getting closer to each other and thus result in an increased correlation between the channels of the UEs. Particularly, under the conventional ImR scheme without PDS, a system outage may occur, when both UEs are closely located to the same far-end side of the LED arrays, as indicated by the vertical part of the ImR curve in Fig. 6(c) . In this case, the ImR system is no longer able to satisfy the target BER of 10 −5 . In contrast, the ImR aided systems employing either PDS technique are capable of offering decent performances even when both UEs become very close, as seen from all cases in Fig. 6 . Furthermore, it is worth mentioning that despite the fact that the NImR system may also benefit from the proposed mMMSV-PDS technique, the inherent characteristics of the NImR mechanism largely constrains the overall achievable performance even with the aid of mMMSV-PDS. Hence, we can see that it is the integration of ImR and mMMSV-PDS that fully elevates the potentials of MU-MIMO-VLC systems. As observed in Fig. 6 , among all schemes tested, the mMMSV-PDS aided ImR system achieves the best and the most robust performance in the majority of the test cases, regardless of the position of UE 1. Hence, the proposed mMMSV-PDS aided ImR system not only attains a significant performance enhancement to conventional schemes, but also mitigates the aforementioned UE-positionrelated outage problem induced by the ImR mechanism, as discussed in Section II-C.
In Fig. 7(a) and Fig. 7(b) , we show the full-room BER distributions of the conventional ImR and the proposed mMMSV-PDS aided ImR systems as a function of UE 2's position, respectively, under a fixed overall transmit SNR of 153dB. We assume that UE 1 is fixed at two positions, namely P-B1 and P-B2 of Fig. 4(b) , respectively, while UE 2 moves around in the entire room. As observed in Fig. 7(a) , the system tends to perform worse when UE 2 is in the vicinity of UE 1, since the multiuser interference (MUI) cannot be sufficiently mitigated due to the highly correlated channels between the two UEs. In contrast, the proposed mMMSV-PDS aided system is capable of selecting appropriate PDs to ensure low channel correlations, and thus significantly reducing the high BER floors across most areas of the room, as exhibited in Fig. 7(b) .
Last but not least, in Fig. 8 we evaluate the impact from the DC bias level on the proposed system, which is related to the clipping distortion on VLC signals. Different from conventional RF OFDM systems where the transmitted signals are complex, the achievable system performance of OOFDM systems is constrained by the DC bias level. More explicitly, the lower DC bias, the higher non-linear clipping distortion is introduced, which may significantly degrade the OOFDM system's performance [34] . In Fig. 8 , which corresponds to the so-called Scenario C, we assume that UE 1 is fixed at P-B1, while UE 2 takes the positions of P-A1 and P-B3, respectively. Similar to Fig. 5 , the theoretical BER curves in Fig. 8 are also plotted by using (15) .
One one hand, when the two UEs are separated far apart, namely UE 1 at P-B1 and UE 2 at P-B3, we note that the BER decreases as the DC bias decreases, which is an expected trend. More explicitly, under a given transmit SNR budget, although a reduced DC bias increases the clipping noise, it also saves more transmit power to be used for the payload, which then improves the receive SNR and so the BER performance. Furthermore, recall that (15) is derived without considering the contribution from the clipping noise. However, within the DC bias range tested in Fig. 8 , the simulated BERs match well with theoretical results. This implies that in this case, where both UEs are far from each other, the clipping noise corresponding to the DC bias values evaluated does not have an obvious impact on the system performance. On the other hand, however, the impact from DC bias becomes more obvious when both UEs are close to each other, as indicated by the results represented by the round markers in Fig. 8 . Note that since the BER performances of the NImR, ImR and mMMSV-PDS-ImR systems vary significantly, it is not possible to plot the BER curves of the various systems in a comparable range under the same SNR budget. Thus, in Fig. 8 we have assumed different SNR budgets for different systems, in order to present the results in a more readable manner. Since we are only interested in noting the gap between the theoretical and the simulated results in each individual system, assuming different SNR budgets does not affect our analysis in this regard.
More specifically, from Fig. 8(a) and Fig. 8(b) , we observe that the simulated results of both the NImR and ImR systems become worse than their theoretical counterparts when the DC bias reduces below 10dB. This phenomenon implies that when the DC bias level becomes too low, although the available payload power budget is increased, the achievable system performance will become clipping-noise-limited rather than AWGN-limited. Such a phenomenon is due to the higher channel correlation created by the two closer UEs, which results in decreased MSVs for both UEs. As a consequence, the system then becomes more vulnerable to the negative impact of the clipping noise induced by a low DC bias level. Nonetheless, in such a hostile scenario, most parts of the theoretical and simulated performances of the proposed mMMSV-PDS-aided ImR system still agree, as shown in Fig. 8(c) . It proves that in comparison to the conventional NImR and ImR benchmarkers, the mMMSV-PDS aided ImR system is capable of substantially mitigating the negative impact of the clipping noise induced by relative low DC bias levels, especially when two UEs are placed closely. Hence, the proposed scheme is much more robust than the conventional schemes, and provides a higher flexibility in system design to satisfy different illumination constraints associated with different DC bias values.
IV. CONCLUSIONS
In this paper, we have proposed a new PDS-aided MU-MIMO-OOFDM-VLC system invoking ImR. Through analytical and simulation results, it is shown that both the use of imaging lens and the employment of the PDS algorithm help to reduce MU-MIMO channel correlations. Furthermore, comprehensive performance comparisons have been conducted under different UE positions and DC bias levels, where it is found that the proposed mMMSV-PDS aided ImR system is capable of achieving good BER performances in most areas of the room compared with its counterpart schemes. This suggests that our design can be exploited to effectively reduce the MU-MIMO VLC channel correlations between PDs of the same or different UEs, which in turn offers a competent option for building MU-MIMO-OOFDM-VLC systems. 
