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1 Introduction
The present paper is about Witten index [1] of one dimensional gauge theories with at least
N = 2 supersymmetry. We do not attempt to consider the most general gauge theories
but restrict our target to a class of theories called “gauged linear sigma models”. A theory
in this class has gauge group with at least one U(1) factor and has the Fayet-Iliopoulos
(FI) D-term
− ζ(D) (1.1)
in its Lagrangian. The space of FI parameter ζ is decomposed into chambers called “phases”
by the pattern of classical gauge symmetry breaking. Typically, the gauge group is broken
to its finite subgroup when ζ is inside a phase, and a continuous unbroken subgroup shows
up when ζ reaches its boundary. With N = 2 or more supersymmetry, the vector multiplet
has at least one scalar component, and hence the appearance of continuous unbroken gauge
symmetry means emergence of non-compact flat direction, called the Coulomb branch. In
particular, we expect a phase transition as ζ moves from one phase to another through the
mutual boundary. This is unlike in two dimensional models [2] where the actual transition
is avoided by turning on the theta angle which can lift the Coulomb branch.
Witten index enjoys the usual good properties such as integrality and deformation
invariance, under the condition that there is no flat direction. Suppose the only possible
source of non-compactness is unbroken gauge symmetry. Then, the index enjoys the good
property and does not depend on ζ as long as it is inside a phase in which the gauge
symmetry is broken to a finite subgroup. However, as ζ approaches a phase boundary, the
index ceases to have that property. If ζ enters another phase, it may regain that property
but there is no reason for it to have the same value as in the original phase. Namely, Witten
index may jump as ζ moves from one phase to another. This behaviour, called the “wall
crossing”, is a distinguished feature of one dimensional models. In two dimensions, wall
crossing will not happen since the flat direction can be avoided by turning on the theta
angle. Absence of wall crossing is also observed in three dimensional models [3].
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The goal of the present paper is to compute the Witten index in one dimensional
gauged linear sigma models, to see how it depends on the phase, and to understand the
physics of the wall crossing.
Apart from its own interest, the present work has a strong motivation in string theory.
An effective theory of D-particles in Type II superstring theory is provided by the N = 16
maximally supersymmetric SU(n) matrix quantum mechanics [4], or by a class of gauged
linear sigma models called quiver quantum mechanics [5–7], depending on the background.
BPS bound states of D-particles correspond to supersymmetric ground states of the effec-
tive quantum mechanics, and the index computation in the latter is an extremely important
problem. For example, the index for N = 16 theories [8, 9] is relevant for the M-theory con-
jecture. The spectrum of BPS states can change discontinuously as the theory is deformed.
Such behavior, also called “wall-crossing,” was initially discovered for BPS solitons in super-
symmetric field theory (d = 2 BPS kinks [10], d = 4 BPS solitons in strongly coupled [11–13]
and weakly coupled [14–18] regimes) and then for BPS black holes in supergravity [19].
When the effective theory is given by a gauged linear sigma model, it is natural to
expect that the two notions of wall crossing are related. After the pioneering works on D-
brane stability and the roˆle of FI parameter [20, 21], the relationship was first discussed in
detail by F. Denef [22] when the effective theory is a simple class of N = 4 quiver quantum
mechanics. The decay of BPS bound states, which had been known to be due to infinite
separation of constituents [15–17, 19], was rephrased by Denef as the run away of the ground
state wavefunctions to infinity in the Coulomb branch of the quiver theory [22, 23]. Around
the same time, Reineke gave a master formula for counting the index in the geometric Higgs
description [24], although this was limited to tree-like quiver theories.
Recently, there have been renewed efforts for systematic and explicit counting of in-
dex for all N = 4 quiver quantum mechanics [25–33], but much of these efforts rely on
approximate schemes, either Coulomb or Higgs. The Coulomb approach in particular is
physically attractive, as it explains the origin of wall-crossing behavior intuitively, and, for
theories without superpotential, has been successfully demonstrated to be equivalent [34]
to predictions via the Kontsevich-Soibelman algebra [35–37]. For theories with superpo-
tentials, such an approximate scheme often fails dramatically and only a limited subset of
such theories have been explored so far [23, 30–32, 38]. Nevertheless these new studies lead
to a glimpse of very rich and surprising vacuum structure, whereby emerged the concept of
quiver invariants and their proposed role as microstates of BPS black holes in d = 4 N = 2
theories. In view of these new developments, the need for a more efficient and faithful
method for computing the index of gauged quantum mechanics is all the more pressing.
The present paper offers a sweeping new approach to the index computation, which
does not resort to any truncation or approximation to one sector, and thus is capable of
computing full quantum mechanics index exactly, with wall-crossing taken into account.
For quiver quantum mechanics, in particular, this opens up a new line of attack where both
wall-crossing behavior and quiver invariants can be computed simultaneously.
To compute the index, we employ the method of supersymmetric localization, extend-
ing the recent computation of elliptic genus of two-dimensional (0, 2) gauge theories [39, 40]
to quantum mechanics. In one dimension, the classical Coulomb branch cannot be lifted by
– 2 –
J
H
E
P
0
1
(
2
0
1
5
)
1
2
4
Figure 1. The moduli space M for a U(1) gauge theory.
quantum corrections, unlike in two dimensions where it can [41, 42]. This is one reason to
limit our target to gauged linear sigma models with phases in which the gauge symmetry
is classically broken to its finite subgroup. We may also turn on twist by a global symme-
try that commutes with an N = 2 supersymmetry. This is necessary especially when the
theory has a non-compact Higgs branch. If the global symmetry has a compact set of fixed
points, the twist or the corresponding mass term lifts the flat direction, and the twisted
index regains the good property. The index to compute is
I( e2πiG
F (z)) = TrH(−1)F e2πiG
F (z) e−βH , (1.2)
where e2πiG
F (z) is the twist. Outline of computation is as follows.
The index is realized as the path integral on the circle, and the main idea of localization
is to take the limit of vanishing gauge coupling constant e → 0. The path integral first
localizes on the supersymmetric configurations for the N = 2 vector multiplet, which
consists of a pair of the holonomy on the circle and the constant scalar that commute with
each other. The moduli space is M = (T × t )/W , where T is a maximal torus of the gauge
group, t is its Lie algebra and W is the Weyl group. To be precise, we need to excise from
T × t =: M˜ a neighborhood ∆ε of the union of singular hyperplanes in which the scalar
components of the N = 2 chiral multiplets have zero modes. It turns out that the integrand
is a total derivative, and by Stokes theorem we have an integral on the boundary of M˜\∆ε.
The boundary consists of −∂∆ε as well as the boundary at infinity ∂M˜ = T × ∂ t, which
exists because t is non-compact. See figure 1. Presence of the latter boundary is the main
new feature in the one-dimensional theories compared to the two-dimensional theories in
which the moduli space was a compact space (T × T )/W . And this presence of infinity is
the main reason for the wall crossing. This is in accord with the picture of wall crossing
that is associated with the emergence of the Coulomb branch, and this non-compact t is
indeed the Coulomb branch itself!
At each boundary component, we have an integral of the Cartan zero mode of the
auxiliary D-field, which is the N = 2 superpartner of the coordinates of M. The integral
is of the form ∫
dQ(D)
Q(D)
exp
(
− 1
2e2
D2 − iζ(D)
)
, (1.3)
where Q is an element of it∗ that depends on the component of ∂(M˜ \∆ε) under consid-
eration. At the boundary −∂∆ε, the integral can be processed in exactly the same way
as in [39, 40]. There, we have chosen an arbitrary generic element η ∈ it∗ that specifies
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the way to deform the D integration contour. That procedure resulted in having a sum
over the isolated intersections of singular hyperplanes, where the summand is the so called
JK residue [43–45] of a meromorphic form on M˜ that is obtained by the one-loop integral.
There, the integral (1.3) is either zero or picks up the simple pole at Q(D) = 0. In either
way, the ζ dependence is washed away. The residues depends only on η. The main question
is what to do with the component at infinity ∂M˜ in which we put Q = Q∞. There, we
need to evaluate (1.3) directly, along a contour specified by η. The simplest way to proceed
is to set
η = ζ, Q∞ = ζ. (1.4)
Then, it is the integral over ζ(D) along the contour R− iǫ.
At this stage we recall that we are taking the limit e→ 0, which is potentially singular.
The limit is regular, however, if ζ is inside a phase where the gauge group is broken to a
finite subgroup, and if the Higgs mass scale MH = e
√|ζ| is held non-zero. That is, at the
same time as e→ 0, we scale up ζ so that ζ ′ = e2ζ is held at a fixed value inside the phase.
In this scaling limit, which may be called the Higgs scaling, the ζ(D) integral vanishes. To
see this, we scale the ζ component of D as e2D′. Then, (1.3) is proportional to∫
R−iǫ
dζ ′(D′)
ζ ′(D′)
exp
(
−e
2
2
D′2 − iζ ′(D′)
)
e→0−−→
∫
R−iǫ
dζ ′(D′)
ζ ′(D′)
exp
(−iζ ′(D′)) = 0. (1.5)
To summarize, with the choice (1.4) and in the Higgs scaling, all the integrals at
infinity vanish. We are therefore left with the sum over isolated intersections of singular
hyperplanes,
I( e2πiG
F (z)) =
1
|W |
∑
p
JK-Res
p
(Q(p), ζ)
[
g(u, z)dℓu
]
, (1.6)
where Q(p) is the set of charges of the chiral multiplets that define the singular hyper-
planes that meet at p, g(u, z) is the result of one-loop integral under the supersymmetric
background, and dℓu is a correctly normalized holomorphic volume form on M˜ (ℓ is the
rank of the gauge group).
What happens if ζ moves from one phase to another? If we keep η and Q∞ at the initial
value of ζ during the process, nothing happens to the sum over isolated intersections of the
singular hyperplanes. On the other hand, the integrals at infinity may become non-zero,
since Imζ(D) may go from negative to positive: the integral (1.5) does not vanish if the
contour R− iǫ is replaced by R+ iǫ. Therefore, the change of the index can be expressed
as a certain sum over integrals at infinity. This matches with the picture of wall crossing
due to the emergence of the Coulomb branch. In fact, one can sum up the integrals at
infinity and make the relation to the Coulomb branch more precise, at least for a “simple
wall crossing”. A phase boundary is called simple when the unbroken gauge group there
is isomorphic to U(1). Any phase boundary is simple for a general theory with Abelian
gauge groups, and many are simple also in non-Abelian theories. At such a simple phase
boundary, the states that are responsible for the wall crossing can be analyzed reliably.
They have wavefunctions supported on the mixed Coulomb-Higgs branch, and the analysis
yields a wall crossing formula. And that formula matches precisely with the wall crossing
formula obtained by summing up the integrals at infinity!
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The rest of the paper is organized as follows.
In section 2, we introduce the one-dimensional gauged linear sigma models with at least
N = 2 supersymmetry and describe their symmetries. We define the indices we are going
to study in this paper. To be precise, (1.2) is only a mnemonic, and the actual definition
is only in (2.54) in general. We show that the index depends holomorphically on the twist
parameter, thus motivating that mnemonic. We also prove that, in an effectively compact
N = 4 theory, the ground states have charge zero under N = 4 flavor symmetries. We
introduce the notion of phases, Coulomb, Higgs, mixed branches. We end with presenting
three classes of examples illustrating the phase structures.
In section 3, we describe the effective theory on the Coulomb branch near the phase
boundary of U(1) theories as well as the effective theory on the mixed branch near simple
phase boundaries of a general theory. This analysis is new for N = 2 theories but is of
course a review of [22] for N = 4 theories. A complete detail is presented for the N = 2
CPN−1 model. We present a wall crossing formula for the index, for the case of simple
wall crossing, as a result of the Coulomb and mixed branch analysis.
Section 4 is the main section where we compute the Witten index, as outlined above.
In section 5, we derive the wall crossing formula at simple phase boundary, first in
U(1) theories, next in a general Abelian theory and then in a general non-Abelian theory.
Complete agreement with Coulomb or mixed branch formula is observed.
The remaining sections are devoted to examples that illustrate our findings in the
earlier sections. In section 6, we compute the index for N = 4 theories, including the
linear sigma models for Grassmannians and hypersurfaces in projective spaces, models with
compact and non-compact Higgs branches with flavor symmetries, and “the two parameter
model”. We see that Coulomb and mixed branch analysis can tell us also about Hodge
diamond, which carries finer information than the index. We illustrate flavor decoupling in
compact theories, and flavor non-decoupling in non-compact theories. In the non-compact
theories, we find that the index without R-symmetry twist does not depend on the detail
of the flavor twist even though its presence is certainly needed even to define the index.
We also study the full Coulomb branch in “the two parameter model” and examine the
meaning of the result.
Section 7 is devoted to N = 4 quiver theories which are important for 4d N = 4 BPS
states counting and wall crossing phenomena. We start by illustrating the computation of
the index for cyclic Abelian quivers and triangle non-Abelian quivers. The computation
reproduces the known results on Abelian quivers, while it produces new results for non-
Abelian quivers. We then move on to examine the idea of quiver invariants [30, 31] and
an existing proposal [60] on how these enter the full indices of quiver theories as building
blocks, with a brief introduction to that subject. Our new results provide a non-trivial test
of this over-determined system.
In the final section 8, we compute the index for N = 2 theories, including the linear
sigma models for CPN−1 and Grassmannians, Distler-Kachru model, and triangle Abelian
quivers. In CPN−1 and Grassmannian G(k,N), we see that the result agrees with the
Weyl character formula for representations of SU(N), in agreement with Borel-Weil-Bott
theorem. In Distler-Kachru model, we observe an interesting process of wall crossing,
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where a pair of bosonic and fermionic states go down together to have zero energy before
entering the wall crossing regime. We also illustrate the mixed branch wall crossing formula
∆I = I(H) ∗∆CI(C).
In appendix we describe 1d N = 2 superfield formalism.
After this work was completed, presented [46, 47], and at the stage of being edited,
two papers with partial overlaps [48, 49] appeared in the ArXiv.
Notational convention:
1. In the rest of this paper, we denote a compact Lie group by an upper case roman
character and its Lie algebra by the lower case Gothic character, G and g for example. We
denote their complexifications by putting subscript C, as GC and gC. We call elements of
g ⊂ gC pure imaginary, while elements of ig ⊂ gC are called real. This is motivated by
the fact that the Lie algebra of U(1) is naturally the vector space iR of pure imaginary
numbers. For a given compact Lie group, say G, we shall write T and t for a maximal
torus of G and its Lie algebra, NT for the normalizer of T in G, W for the associated Weyl
group NT /T , ZG and z for the center and its Lie algebra.
2. For a meromorphic function f(z) of one variable, resz=af(z) is defined with a
factor of extra 2πi compared to the standard,
res
z=a
f(z) =
∮
a
dz f(z). (1.7)
For example, resz=0(1/z) = 2πi. The same applies to JK-Res as in (1.6). It is (2πi)
ℓ times
the standard one.
2 Gauged linear sigma models in one dimension
2.1 The models
We consider an N = 2 supersymmetric quantum mechanics with a compact gauge group
G and a certain set of matter multiplets. We first describe the variables, supersymmetry
and Lagrangians. Much of the construction is obtained from the dimensional reduction of
2d N = (0, 2) gauged linear sigma models [2], while a part is borrowed from the boundary
interactions of 2d N = (2, 2) theories [50]. We shall use the component expressions. See
appendix A for the description in superspace.
N = 2 supersymmetry
An N = 2 supersymmetric quantum mechanics has the supercharges Q,Q and the Hamil-
tonian H obeying
Q2 = Q
2
= 0, {Q,Q} = H. (2.1)
We may also have the R-charge J which obeys
[J ,Q] = −Q, [J ,Q] = Q, [J , H] = 0. (2.2)
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Q and Q are the adjoints of each other while H and J are self adjoint. We shall write the
supersymmetry transformation of field variables by
δO = [−iǫQ+ iǫQ,O], (2.3)
where ǫ and ǫ are complex conjugate pair of fermionic variational parameters which have
R-charges +1 and −1 respectively.
Vector multiplet
The vector multiplet consists of a gauge field vt, a scalar field σ, a complex conjugate pair
of fermions λ, λ, and an auxiliary field D, which are all valued in the adjoint representation
of G. (vt, σ and D are “real” in the convention stated in the introduction.) They transform
under the N = 2 supersymmetry as
δvt = −δσ = i
2
ǫλ+
i
2
ǫλ,
δλ = ǫ
(
Dtσ + iD
)
,
δD =
1
2
ǫD
(+)
t λ−
1
2
ǫD
(+)
t λ. (2.4)
Here and in what follows, for a field O in a representation of G, we write DtO := O˙+ ivtO
for the covariant derivative and put
D
(±)
t O := DtO ± iσO. (2.5)
Note that λ is chiral, {Q, λ} = 0. The supersymmetric kinetic term is
Lgauge =
1
2e2
Tr
[
(Dtσ)
2 + iλD
(+)
t λ+D
2
]
. (2.6)
For an adjoint invariant linear form ζ : ig→ R, we have the Fayet-Iliopoulos term
LFI = − ζ(D). (2.7)
Note that ζ, which belongs to i(g∗)G ∼= i(t∗)W , can be regarded as an element of iz∗ since
(t∗)W →֒ t∗ → z∗ is an isomorphism.
Chiral multiplet
A chiral multiplet consists of a scalar field φ and a fermion ψ which are valued in a unitary
representation Vchiral of G. The supersymmetry transformations are
δφ = −ǫψ,
δψ = iǫD
(+)
t φ. (2.8)
Note that φ is chiral, [Q, φ] = 0. The supersymmetric kinetic term is
Lchiral = DtφDtφ+ iψ D
(−)
t ψ + φ
{
D − σ 2}φ− iφλψ + iψ λφ. (2.9)
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Fermi multiplet
A fermi multiplet consists of a fermion η and an auxiliary field F which are valued in a
unitary representation Vfermi of G. The supersymmetry transformations are
δη = ǫF + ǫE(φ),
δF = ǫ
(
−iD(+)t η + ψi∂iE(φ)
)
, (2.10)
where (φ, ψ) is a chiral multiplet in a representation Vchiral of G and E : Vchiral → Vfermi
is a G-equivariant holomorphic map, i.e., a Vfermi-valued holomorphic function E(φ) of
φ satisfying E(gφ) = gE(φ). Note that {Q, η} = −iE(φ). Thus, η is chiral only when
E(φ) is trivial, in which case the multiplet may be called a chiral fermi multiplet. The
supersymmetric kinetic term is
Lfermi = iη D
(+)
t η + FF − E(φ)E(φ)− η∂iE(φ)ψi − ψ
ı
∂ıE(φ)η. (2.11)
Superpotential
For a chiral multiplet (φ, ψ) in a representation Vchiral and a fermi multiplet (η, F ) in another
representation Vfermi as above, let J : Vchiral → V ∗fermi be a G-equivariant holomorphic map,
such that J(φ)E(φ) = 0. Then, J(φ)η is chiral, {Q, J(φ)η} = 0. In such a case, we have a
supersymmetric interaction terms,
LJ = ψ
i∂iJ(φ)η − J(φ)F + c.c.. (2.12)
We shall call this the F-term associated to the superpotential W = J(φ)η.
Global anomaly
As always in gauge theory, we need to impose the Gauss law constraint. Here we would
like to point out that a non-trivial condition is required for that to be possible.
Let us consider a (not necessarily supersymmetric) gauge theory with a gauge group
G, a bosonic variable in some representation of G and a fermion pair, η and η, which
take values in a unitary representation VF of G and its dual V
∗
F respectively. We assume
Lagrangian of the form
L = iηDtη + · · · = i
dF∑
α,β=1
ηα
(
δαβ
d
dt
+ i(vt)
α
β
)
ηβ + · · · , (2.13)
where dF = dimVF and + · · · are terms that do not involve the time derivatives of η and
η. Quantization of the fermionic variables is standard. The canonical anticommutation
relation is {ηα, ηβ} = δαβ, {ηα, ηβ} = {ηα, ηβ} = 0, and the hermiticity is ηα† = ηα. The
space of states HF is built on a “vacuum” |0〉 annihilated by all ηα’s,
|0〉, ηα|0〉, ηαηβ |0〉, . . . , η1 · · · ηdF |0〉. (2.14)
Gauss law requires physical states to be G-invariant. For this, we need to specify how G
acts on the states. Throughout the paper, we take the standard quantization rule where η
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and η play symmetric roˆles. At the infinitesimal level, this yields the following expression
for the gauge charge corresponding to ξ ∈ g
G(ξ) =
1
2
[η, ξη] + · · · = 1
2
ξαβ [ηα, η
β ] + · · · , (2.15)
where + · · · is the bosonic contribution which is unambiguous. For example, G(ξ) acts on
the “vacuum” |0〉 by multiplication of −12trVF (ξ). The question is whether this g-action
lifts to a G-action. The condition is that g ∈ G 7→ det
1
2
VF
g ∈ U(1) is a well-defined group
homomorphism. That is, the one-dimensional representation detVF = ∧dF VF must have a
square root. Absence of a square root can be regarded as a global anomaly. Suppose there
is one, det
1
2 VF . (If G is connected, it is unique when it exists. If there is an ambiguity, we
make a choice.) Then, as the space of (fermionic) states we can take
HF ∼= det− 12VF ⊗ ∧VF . (2.16)
This global anomaly is in fact the same as the more familiar form of global anomaly,
which is usually discussed in the path-integral quantization. For illustration, let us take
the system of a single η, η pair where η has charge one under G = U(1), with the simple
Lagrangian L = iηDtη, and consider the partition function on the Euclidean circle of
circumference β with anti-periodic boundary condition. Assuming that vτ is a constant
−2πa/β, the Dirac operator is diagonalized by the Fourier modes e−2πimτ/β , and the
partition function is the product of the eigenvalues
ZS1(a) = C
∏
m∈Z+ 1
2
(
2πm
β
+
2πa
β
)
. (2.17)
where C is a normalization constant. a and its integer shifts are all gauge equivalent since
they are related by large gauge transformations. Indeed the set of eigenvalues is invariant
under the shifts. However, the partition function is not: as we continuously deform a to
a + 1, (2.17) changes by a sign, since a single eigenvalue of the Dirac operator goes from
negative to positive. This is the standard statement of global anomaly. To relate this to
the above discussion, we note that ZS1(a) is identified as
TrHF e
2πiG(a), (2.18)
and also that (2.17) can be computed as
C ′
∞∏
m= 1
2
(
1−
( a
m
)2)
=
C ′
2
( eπia + e−πia), (2.19)
for another normalization constant C ′. We see that the symmetric quantization (2.15)
agrees with this result, and that the globaly anomaly in the canonical quantization is
really the same things as the globaly anomaly in the path-integral.
Let us apply this to our N = 2 supersymmetric system with gauge group G, a chiral
multiplet and a fermi multiplet with values in Vchiral and Vfermi. The fermion in this theory
takes values in VF = gC ⊕ Vchiral ⊕ Vfermi. Note that det gC has a square root. Thus, the
anomaly free condition is
det(Vchiral ⊕ Vfermi) has a square root. (2.20)
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Wilson line
An important class of supersymmetric interactions is provided by a supersymmetric version
of the Wilson line. Let M be a Z2 graded vector space with a hermitian inner product, on
which the gauge group elements act as unitary operators, ρ : G→ U(M). We suppose that
there is a G-equivariant holomorphic map Q : Vchiral → Endod(M), whose values square to
zero,
Q(gφ) = ρ(g)Q(φ)ρ(g)−1,
∂ıQ(φ) = 0,
Q(φ)2 = 0. (2.21)
Let us put
At = ρ(vt + σ)− ψi∂iQ(φ) + ψı∂ıQ(φ)† + {Q(φ), Q(φ)†}. (2.22)
Then, under the supersymmetry transformations (2.4) and (2.8), letting the variational
parameters ǫ, ǫ depend on t, it transforms as
δAt = Dt(−iǫQ− iǫQ†) + iǫ˙Q+ iǫ˙Q† (2.23)
with DtY :=
d
dtY + i[At, Y ]. This means that matrix factor
Pexp
(
−i
∫
Atdt
)
(2.24)
has N = 2 supersymmetry and can be placed as a path-integral weight. Moreover, the ǫ˙
terms in (2.23) shows that the supercharges act on the space M as
Q|M = −iQ(φ), Q|M = iQ(φ)†. (2.25)
When the anomaly free condition (2.20) is met, ρ : G→ U(M) must be a genuine repre-
sentation. One advantage of the Wilson line is that, even if the condition (2.20) is violated,
the anomaly may be cancelled by choosing ρ which fails to be a genuine representation of
G — we only need HF ⊗ (M,ρ) to be a well-defined representation.
A class of Wilson lines may be induced from a fermi multiplet. If we quantize the fermi
multiplet, we obtain the space of states
M = det−
1
2Vfermi ⊗ ∧Vfermi. (2.26)
This factor itself may or may not be a genuine representation of G, but that does not matter
as long as the total system is anomaly free. The interaction terms in (2.11) and (2.12) are
nothing but −At with
Q(φ) = ηE(φ) + J(φ)η = E(φ) ∧+J(φ)y. (2.27)
Note that Q(φ)2 = 0 is equivalent to the condition J(φ)E(φ) = 0. Note also that this
expression for Q(φ) is consistent with the supersymmetry transformation — compare (2.10)
and (2.25). This construction, however, is special in that the dimension ofM is a power of 2.
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N = 4 supersymmetric systems
An important class of systems have N = 4 supersymmetry — in addition to Q = Q+ and
Q = Q+ there is another set of supercharges Q− and Q− which obey the same algebra
as (2.1) and anticommute with Q+ and Q+.
The N = 4 vector multiplet consists of the N = 2 vector multiplet (vt,x3, λ−, D) and
an N = 2 chiral multiplet (σ, iλ+) in the complexified adjoint representation.1 An N = 4
chiral multiplet consists of an N = 2 chiral multiplet (φ, ψ+) and an N = 2 fermi multiplet
(ψ−, F ) in the same representation, say V , with E(σ, φ) = σφ. The N = 4 invariant kinetic
terms are just the sum of the N = 2 invariant kinetic terms:
Lgauge=Lgauge(vt,x3, λ−, D) +
1
2e2
Lchiral(σ, iλ+, ∗), (2.28)
Lchiral=Lchiral(φ, ψ+, ∗) + Lfermi(ψ−, F, ∗), (2.29)
where “∗” stands for the N = 2 vector multiplet fields or E = σφ with its superpartner.
For a G-invariant holomorphic function W (φ) of φ ∈ V , an N = 4 invariant superpotential
term is obtained from the N = 2 F-term with the superpotential W = −∂iW (φ)ψi− (i.e. set
J(φ) = −dW (φ)). The FI-term (2.7) is N = 4 supersymmetric by itself. Note that JE = 0
follows from the G-invariance of W and the anomaly free condition (2.20) is automatically
satisfied.
N = 4 invariant systems are obtained from 4d N = 1 or 2d N = (2, 2) systems by
dimensional reduction. To write the Lagrangians in a more familiar form, let us introduce
a triplet scalar x = (x1,x2,x3) for σ = x1 − ix2, and doublet fermions
λ = (λ−, λ+), λ =
(
λ−
λ+
)
, ψ = (ψ−, ψ+), ψ =
(
ψ−
ψ+
)
. (2.30)
We also write
D +
1
2
[σ, σ] =D. (2.31)
Then, the N = 4 invariant Lagrangians can be written as
Lgauge=
1
2e2
Tr
 (Dtx)2 + iλDtλ+D2 +∑
i<j
[xi,xj ]
2 − λ[ 6x,λ]
 , (2.32)
Lchiral=DtφDtφ+ iψDtψ + FF + φ
{
D − x2}φ−ψ 6xψ + iφλψ − iψλφ. (2.33)
LW = F
i∂iW (φ)− 1
2
ψiψj∂i∂jW (φ) + c.c., (2.34)
LFI = −ζ(D). (2.35)
Here we used 6x := ∑j σjxj where σ1, σ2, σ3 are the Pauli matrices. We also used the
contractions λψ := λ+ψ− − λ−ψ+ and ψλ := −ψ+λ− +ψ−λ+, etc, as in [51]. The N = 4
supersymmetry transformation
δO = [iǫ+Q− − iǫ−Q+ − iǫ+Q− + iǫ−Q+,O] (2.36)
1We shall use a special notation for N = 4 theories: (σ, λ) of the N = 2 vector part of the N = 4 vector
multiplet is denoted by (x3, λ−) and instead , “σ” is used for the scalar component of the N = 2 chiral
part of the N = 4 vector multiplet.
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is given by
δvm =
i
2
ǫσmλ− i
2
λσmǫ,
δλ = (iD + σmnvmn) ǫ,
δD =
1
2
ǫσmDmλ+
1
2
Dmλσ
mǫ, (2.37)
δφ = ǫψ,
δψ = iσmǫDmφ+ ǫF,
δF = iǫσmDmψ − iǫλφ. (2.38)
Here we follow the Wess-Bagger convention [51] for the contraction of spinors and the sigma
matrices. m,n run over 0, 1, 2, 3, and we write v0 = vt, vj = xj , v0j = Dtxj , vjk = i[xj ,xk],
D0O = DtO, DjO = ixjO. The N = 2 supersymmetry is obtained by setting ǫ+ = 0,
ǫ+ = 0, ǫ− = ǫ, and ǫ− = ǫ.
There is a no go theorem for Wilson line (2.22) in an N = 4 supersymmetric theory.
In the present case, a Wilson line would be of the from
At = ρ(vt + x3)− ψi+∂iQ+ iλa+∂σaQ+ ψı+∂ıQ† − iλa+∂σaQ† + {Q,Q†}. (2.39)
The fields involved transform under the second N = 2 supersymmetry as
δ′′(vt + x3) = i(ǫ+λ+ + ǫ+λ+), δ′′φ = ǫ+ψ−, δ′′σ = −iǫ+λ−,
δ′′ψ+ = −ǫ+σφ+ ǫ+F, δ′′λ+ = −iǫ+
{
(D − iDtx3) + 1
2
[σ, σ]
}
.
It is clear that δ′′At cannot be written as DtY = ∂tY + i[At, Y ] for any Y . Therefore, the
Wilson line does not preserve the N = 4 supersymmetry. Of course as remarked earlier,
we do have a Wilson line if we quantize the N = 2 fermi multiplet, which is (ψ−, F ) in the
present case. If we do so, −At constitutes a part of the sum of (2.33) and (2.34), and is
N = 4 supersymmetric only with the remaining part of the sum. The theorem states that
there is no Wilson line which is N = 4 supersymmetric by itself.
Global symmetry and real mass
We recall that the R-symmetry group of N = 2 supersymmetry is U(1) generated by J
under which the variational parameters ǫ and ǫ have charges 1 and −1. The R-charges
of the component fields in the vector, chiral and fermi multiplets are as follows (the real
variables vt, σ and D cannot have any R-charge):
λ φ ψ η F
J 1 rc rc − 1 rf rf − 1
(2.40)
rc : Vchiral → Vchiral and rf : Vfermi → Vfermi are the R-charges of the chiral and the fermi
multiplets. The system has U(1) R-symmetry when we can find rc, rf and/or rM :M →M
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so that E(φ), J(φ) and/or Q(φ) have R-charges rf +1, 1− rTf , and/or 1 respectively in the
sense that,
E(ωrcφ) = ωrf+1E(φ), (2.41)
J(ωrcφ) = J(φ)ω1−rf , (2.42)
ωrMQ(ωrcφ)ω−rM = ωQ(φ). (2.43)
The system has a discrete R-symmetry when these hold for ω in a subset of U(1).
Suppose there is a set h of unitary transformations hc, hf and hM on Vchiral, Vfermi and
M that commute with the gauge group action, obeying
E(hcφ) = hfE(φ), (2.44)
J(hcφ) = J(φ)h
−1
f , (2.45)
Q(hcφ) = hMQ(φ)h
−1
M . (2.46)
Then, we have a global symmetry that acts on the chiral and fermi multiplets as (φ, ψ)→
(hcφ, hcψ) and (η, F ) → (hfη, hfF ) while keeping the vector multiplet (vt, σ, λ,D) intact.
It commutes with the supercharges Q and Q. We shall call it a flavor symmetry.
When there is a continuous group GF of flavor symmetries, the theory can be deformed
by the following procedure: promote GF to a gauge group, turn on a supersymmetric con-
figuration (vFt , σ
F , DF , λF ) of its vector multiplet, and then demote it back to a flavor
group by turning off the gauge coupling. In view of (2.4), the condition of supersymmetry
is DFt σ
F = 0, DF = 0 and λF = 0. For example, we may turn on constant vFt and σ
F = m
that commute with each other. This m is an analog of real mass in 3d N = 2 theories and
twisted mass in 2d (2, 2) theories, and shall be called real mass again. vFt may be called fla-
vor Wilson line. This deformation preserves the supersymmetry but deforms its algebra as
{Q,Q} = H −GF (vFt +m), (2.47)
where GF (ξ) is the Noether charge of ξ ∈ igF . The parameters vFt and m enter into Lchiral,
Lfermi and AFt . The latter two depends only on the combination vFt +m. Lchiral depends
also on vFt −m but its variation is Q-exact: for ξ ∈ igF we have
(δ
vFt
ξ − δmξ )Lchiral = −iφξD(+)t φ+ iD(+)t φξφ− 2ψξψ
= i[Q, ψξφ]− i[Q, φξψ]. (2.48)
This means that supersymmetric correlators depend on vFt and m only through the com-
bination vFt +m.
The R-symmetry group of N = 4 supersymmetry is O(4) which rotates the four real
components of the supercharges Q± and Q±. The R-charge J of the N = 2 subalgebra is
J+ that rotates the phases of Q = Q+ and Q = Q+ only. The subgroup of elements that
commutes with Q+ and Q+ is generated by the charge J− which rotates the phases of Q−
and Q− only. In fact, J± generate the maximal torus of U(2) ⊂ O(4). Its SU(2) subgroup
is always a symmetry in the systems introduced in the previous section, under which x
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and λ form a triplet and a doublet. In this paper, we shall consider theories which are
invariant also under the central U(1) subgroup of U(2). This requires the superpotential
to be homogeneous, that is, there is an endomorphism R : V → V under which
W (ωRφ) = ω2W (φ). (2.49)
Then, the system is invariant under SU(2)×U(1) with the following charge assignment,2
λ− σ λ+ φ ψ+ ψ− F
J = J+ 1 1 0
R
2
R
2 − 1 R2 R2 − 1
J− 0 −1 −1 R2 R2 R2 − 1 R2 − 1
(2.50)
Since J− commutes with the N = 2 supercharges Q+ and Q+, it can be considered as
a flavor symmetry of the N = 2 theory. Indeed, the J− charges in the table (2.50) are
the same for the fields in each N = 2 multiplet, and zero for λ− in the N = 2 vector
multiplet. If there is a unitary transformation h : V → V that leaves W (φ) invariant, then
we have a flavor symmetry that commutes with the N = 4 supersymmetry generators. For
a continuous group of such flavor symmetries, we have a deformation of the theory by a
supersymmetric background vFt , x
F = (m1,m2,m3) of the flavor group. Note that the four
elements vFt , m1, m2, m3 must commute with each other. Extending the terminology in
2d (2, 2) theories, we may refer to m˜ = m1 + im2 as the twisted mass. This deformation
preserves the supersymmetry and the supersymmetry algebra is deformed as
{Q±,Q±} = H −GF (vFt ±m3), (2.51)
{Q−,Q+} = GF (m˜), {Q+,Q−} = GF (m˜). (2.52)
When there is such a continuous flavor symmetry, there is an ambiguity in the choice of R.
Unlike in theories in higher dimensions where we would like to find the “correct” R-charge
that corresponds to the R-symmetry of the superconformal field theory in the infra-red
limit, there is no distinguished choice in quantum mechanics.
2.2 The index
The main purpose of the present paper is to compute the Witten index [1] of N = 2
supersymmetric gauge theories, possibly with a twist by a flavor symmetry,
I(h) = TrH
(
(−1)F ĥ e−βH
)
. (2.53)
This can be identified as the path-integral on the Euclidean circle of circumference β with
the boundary condition O(τ) = hO(τ+β) on all fields. This is equivalent to the circle with
periodic boundary condition, but under the influence of the background flavor gauge field
with holonomy h. Suppose there is a continuous group GF of flavor symmetries, and let us
consider the index with a twist by an element of the form h = eiξ for ξ ∈ igF . Then, the
2The J3 component of SU(2) and the U(1) generatorR is related to J± as 2J3 = −J−+J+, R = J−+J+.
2J3 and R are respectively the axial and vector R-charges in 2d (2,2) supersymmetry.
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flavor gauge field can be taken to be of the form vFτ = −ξ/β. At the same time, we may
also turn on the real mass m ∈ igF that commutes with ξ. Then, we have a two parameter
family of Witten index
I(ξ,m) = TrHm
(
(−1)F eiGFm(ξ) e−βHm
)
, (2.54)
where (Hm, Hm,GFm) is for the theory deformed by the real mass m. Due to the remark
given in the previous subsection, it depends on −iξ/β+m but not on −iξ/β−m. (Note that
Wick rotation t→ −iτ does vFt → ivFτ .) That is, it is a holomorphic function of ξ + iβm.
The index enjoys the well known nice properties [1] when the theory is effectively
compact, that is, when the spectrum is discrete and each level consists of finite number
of square normalizable states. In particular, it receives contribution only from the finite
number of supersymmetric ground states, I(h) = StrHSUSY(ĥ). For the twist by an ele-
ment eiξ of a continuous flavor group GF , the function e
iξ 7→ StrHSUSY( eiG
F (ξ)), being
a (graded) character of a finite dimensional representation, has a holomorphic extension
ei(ξ+iβm) 7→ StrHSUSY( eiG
F (ξ+iβm)). By the uniqueness of holomorphic extension, it must
agree with (2.54). That is,
I(ξ,m) = TrH
(
(−1)F eiGF (ξ+iβm) e−βH
)
. (2.55)
This can also be shown directly: using the deformed supersymmetry algebra (2.47), we
have eiG
F
m(ξ) e−βHm = eiGFm(ξ+iβm) e−β{Q,Q}, while the charge of a normalizable state is
quantized and is constant under deformation. In either way, we have seen that the real
mass plays a minor roˆle for the index — it simply complexifies the twist parameter. In
other words, the index with a complex twist parameter can be identified as the index with
a unitary twist, of the theory deformed by a real mass.
Things are subtle when the theory is not effectively compact, which happens when
the scalar potential has a non-compact flat direction. In such a theory, the index may not
even be defined — the path-integral may diverge by the non-compact integral without ex-
ponential suppression; also, it is a delicate problem to define the trace of an operator on a
non-separable Hilbert space. Here the flavor twist and/or the real mass m play an essential
roˆle. When a maximal torus of the flavor group acts on the flat direction with a compact set
of fixed points, then the twisted path-integral will converge, and that would provide a defi-
nition of the twisted index. On the other hand, with only such a twist, it is not clear if the
operator definition as in the right hand side of (2.53) makes sense. If the real mass is turned
on, however, the potential term φm2φ is introduced and the theory becomes effectively com-
pact. Then, the index can certainly be defined in the operator formalism by (2.54). In
what follows, to simplify the notation, we shall write the twisted index as (2.55) and refer
to it as the index with complex flavor twist, even if the actual definition may only be (2.54).
One of our main interests in N = 4 theories is the index twisted by the R-symmetry
J− that commutes with J = J+,
I(y2J−) = TrH
(
(−1)Fy2J− e−βH
)
, (2.56)
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for y ∈ C×. Of course, if there is a flavor symmetry, i.e., h : V → V that leaves W (φ)
invariant, we can also twist the index by that. For a continuous group of flavor symmetries,
not only the twist but also the triplet mass deformation (m1,m2,m3) may be considered.
However, the twisted mass deformation m˜ = m1 + im2 is forbidden in the presence of
the R-twist y2J− . This is because J− rotates the complex scalar σ of the N = 4 vector
multiplet, and hence would not be a symmetry if the twisted mass is turned on. Only the
real mass m3 is allowed and we have the complex flavor twist (along with y
2J−), as in the
general N = 2 theories.
When the theory is effectively compact, the supersymmetric ground states have van-
ishing flavor charge. This can be shown as follows. Let us consider the twisted mass
deformation. (This is just for the proof of the claim.) The deformed theory has a deformed
supersymmetry algebra (2.52). Taking the m˜ derivative and then setting m˜ = 0, we find
{Q−, δm˜Q+}+ {δm˜Q−,Q+} = GF (δm˜). (2.57)
Suppose |Ψ〉 is a supersymmetric ground state. Applying the above operator identity to |Ψ〉,
we see thatGF (δm˜)|Ψ〉 is of the formQ−|α〉+Q+|β〉. SinceGF is a symmetry,GF (δm˜)|Ψ〉
is also a supersymmetric ground state. If Π0 denotes the projection to the space of super-
symmetric ground states, we findGF (δm˜)|Ψ〉 = Π0GF (δm˜)|Ψ〉 = Π0(Q−|α〉+Q+|β〉) = 0.
Since this holds for any δm˜, this means that the ground state |Ψ〉 has vanishing flavor
charge. Note that we needed the effective compactness of the theory so that the spectrum
changes smoothly under the twisted mass deformation.
This means that the index does not depend on the twist by a continuous flavor sym-
metry. In particular, possible ambiguity in the R-charge assignment does not affect the
index. Therefore, “the index with just the R-twist (2.56)” has an unambiguous meaning
and that is our primary interest in effectively compact N = 4 theories.
When the theory is not effectively compact, the spectrum changes discontinuously
when the twisted mass deformation is turned on, and the above argument does not apply.
As remarked above in a general N = 2 theory, for a non-compact theory, flavor twist is
very important even for having a well-defined index, and the result of course depends on
the twist parameters.
The above proof does not apply to a theory with only N = 2 supersymmetry, even if it
is compact. One might try to repeat the argument using the deformed algebra (2.47). But,
as the real mass m is deformed, the Hamiltonian also changes and one cannot conclude
that the ground states have vanishing flavor charge. In fact, our primary interest in N = 2
theories is the dependence on the flavor twist. Also, presence of flavor twist is sometimes
necessary for the localization computation.
2.3 Phases
Let us consider a system of N = 2 supersymmetric quantum mechanics with gauge group
G, a chiral multiplet in Vchiral and a fermi multiplet in Vfermi. As the Lagrangian, we take
the sum of Lgauge from (2.6), Lchiral from (2.9), Lfermi from (2.11), LFI from (2.7) and LJ
from (2.12), and we may also include the Wilson line −At from (2.22). (Not all of them
has to be non-trivial.)
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Our main interest is the space of supersymmetric ground states. Classically, super-
symmetric vacua correspond to configurations of the scalar variables, σ and φ, at which
the potential vanishes. The scalar potential of the system is
U(σ, φ) = |σφ|2 + e
2
2
(
φφ− ζ
)2
+ |E(φ)|2 + |J(φ)|2
+ρ(σ) + {Q(φ), Q(φ)†}. (2.58)
The second and the fourth terms are obtained after integrating out the auxiliary fields D
and F and called the D-term potential and the F -term potential respectively. e
2
2 ( · )2 is
the quadratic form on ig∗ defined as the dual of 1
2e2
Tr( · )2. φφ inside that parenthesis is
the moment map of the G action on Vchiral defined by 〈φφ, ξ〉 := φ ξφ. When M has rank
2 or higher, the potential is valued in hermitian matrices. The term ρ(σ) is not positive
definite, which may appear strange in the presence of supersymmetry. However, as we will
see, positivity does exist if the Gauss law is taken into account. Since that is a quantum
effect, in the classical analysis which we present now, we shall simply forget about the term
ρ(σ). Then the vacuum equations are
σφ = 0, (2.59)
φφ = ζ, (2.60)
E(φ) = 0, J(φ) = 0, {Q(φ), Q(φ)†} = 0. (2.61)
Notice that the FI parameter ζ enters into the second equation (2.60), called the D-
term equation. For a generic ζ, this forces φ to have a non-zero value, which breaks the
gauge group G to its subgroup G1 and forces σ to lie in its Lie algebra. The space of
solutions to the vacuum equations is in general a union of components labeled by the
unbroken subgroup G1. A component is called a Higgs branch if G1 is a finite subgroup so
that φ 6= 0 and σ = 0, a Coulomb branch if G1 is G itself so that φ = 0 and σ 6= 0, and a
mixed branch if G1 is a continuous proper subgroup of G so that φ and σ are both non-zero
while obeying σφ = 0. At each branch the gauge group is further broken to a subgroup of
G1 by the values of σ, generically to its maximal torus — thus the name “Coulomb”. The
pattern of gauge symmetry breaking depends very much on the value of ζ. The space iz∗ of
FI parameters is stratified by cones labelled by the symmetry breaking pattern. The cones
of the maximal dimension shall be called the phases, following the terminology used in
two dimensional systems. Cones of codimension one are called walls or phase boundaries.
When the gauge group G is Abelian, it is broken to a finite subgroup in each phase and to
a rank one subgroup at each wall. When G is non-Abelian, the situation can be different.
Some models contain phases with continuous unbroken subgroups. Examples are the 1d
versions of the 2d models in [41, 42, 52].
Inside a phase where the gauge group is broken to a finite subgroup and the vacuum
manifold is a Higgs branch, we can often find an effective description of the system that
correctly captures the supersymmetric ground states. Since the continuous part of the
gauge group is completely broken, the vector multiplet together with the gauge orbit direc-
tion of the chiral multiplet acquire a non-zero mass by the Higgs mechanism. (In quantum
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mechanics, “mass” should better be rephrased as “frequency”, but we shall keep the ter-
minology used in higher dimensions.) By looking at the term |σφ|2 in the potential and
the D-term equation φφ = ζ, we find that the mass is of the order of
MH = e
√
|ζ|, (2.62)
where |ζ| is the typical size of the FI parameter that is responsible for the gauge symmetry
breaking.3 Therefore, the vector multiplet and the gauge orbit modes decouple from the
physics at the energy scale E below MH .
When the FI parameter ζ is on a phase boundary, the space of classical vacua has
mixed or Coulomb branch components. Quantum analysis is required to obtain the effective
theory at or near the phase boundary. Simple cases will be treated in the next section.
Let us make a brief comment on the N = 4 systems. The vector multiplet includes an
N = 2 chiral multiplet (σ, iλ+) in the adjoint, and the chiral multiplet includes an N = 2
fermi multiplet (ψ−, F ) with E = σφ. Therefore, the scalar potential reads
U(x, φ) =
1
2e2
|[x3, σ]|2 + |x3φ|2 + e
2
2
(
φφ+
1
2e2
[σ, σ]− ζ
)2
+ |σφ|2 + |dW (φ)|2
=
1
2e2
∑
i<j
|[xi,xj ]|2 + |xφ|2 + e
2
2
(
φφ− ζ
)2
+ |dW (φ)|2, (2.63)
where we paid attention to the normalization 1
2e2
of the kinetic term of (σ, iλ+) in (2.28).
We also used ζ([σ, σ]) = 0 and |x3φ|2 + 12φ[σ, σ]φ+ |σφ|2 = |xφ|2 to go to the second line.
Deep inside a phase where the gauge group is broken to a finite subgroup, the entire N = 4
vector multiplet together with the N = 4 chiral multiplet in the gauge orbit direction
decouple from the low energy physics. In particular, we can set all three components of x
to zero. This is the N = 4 Higgs branch. At the phase boundary, the vacuum manifold
has mixed or Coulomb branch components. In each of them, the vanishing of the term
|[xi,xj ]|2/2e2 requires all three components of x to lie in the Lie algebra of a common
maximal torus of the unbroken gauge group G1.
Now, let us describe two typical phases — the geometric phase and the Landau-
Ginzburg phase. There can also be hybrid of the geometric and Landau-Ginzburg phase.
Geometric phase
Suppose G is completely broken, the set of solutions to the equations of (2.59)–(2.61) is
a compact smooth manifold Cvac, and the modes transverse to the solution space have
non-zero masses. Then, as the effective description, we may take a non-linear sigma model
whose target space is the quotient space X = Cvac/G, which is a Ka¨hler manifold. The
sigma model may have fermions valued in a holomorphic vector bundle and/or a Wilson
line determined by a complex of vector bundles.
The non-linear sigma model with a target Ka¨hler manifold (X, g) is described by a
chiral multiplet (φ, ψ) where φ takes values in X and ψ takes values in the pull back φ∗TX
3In one dimension, the various fields and parameters have the following dimensions: [D] = energy2,
[ζD] = [D2/e2] = energy, and hence [ζ] = energy−1 and [e2] = energy3.
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(TX is the holomorphic tangent bundle of X). Its Lagrangian is
LX = g(φ˙, φ˙) + ig(ψ,Dtψ) , (2.64)
where Dtψ is the covariant derivative with respect to the pulled back Levi-Civita connec-
tion. The model may have a fermi multiplet (η, F ) with values in a holomorphic vector
bundle with a hermitian metric (E , h) on X. Its Lagrangian is
LE = ih(η,Dtη) + h(η, FA(ψ, ψ)η) + h(F˜ , F˜ ), (2.65)
where Dtη is the covariant derivative with respect to the pull back of the hermitian con-
nection A of (E , h), FA(ψ, ψ) := Fiψiψ with the curvature Fi of A, and F˜ := F − ψjAjη
is the covariantized auxiliary field. See appendix A.3 for a more detailed description. The
model may also have a Wilson line associated to a complex of vector bundles
· · · Q
i−2
−→ F i−1 Q
i−1
−→ F i Q
i
−→ F i+1 Q
i+1
−→ · · · . (2.66)
Each F i is equipped with a hermitian metric hi which determines a hermitian connection
Ai. The Wilson line is valued in End(F ,F) with F = ⊕iF i and is given by
At = −i(φ∗A)t − 1
2
FA(ψ, ψ)− ψi∂iQ(φ) + ψı∂ıQ(φ)† + {Q(φ), Q(φ)†}. (2.67)
The construction is the same as in 2d (2, 2) theories with boundary. See [50] for detail.
The anomaly free condition is reflected in the effective description as the condition
that the fermionic Hilbert space tensored with F ,
√
KX ⊗ ∧TX ⊗ det− 12E ⊗ ∧E ⊗ F (2.68)
forms a well-defined vector bundle on X. Note that F should not be a well-defined vector
bundle if
√
KX ⊗ det− 12 E is not. The bundle (2.68) is isomorphic to Ω0,•X ⊗ F with F :=√
KX ⊗ det− 12E ⊗ ∧E ⊗ F by the isomorphism TX ∼= T ∗X .
The states of the system are sections of the vector bundle (2.68), or equivalently, anti-
holomorphic forms with values in F. As always in a theory with the supersymmetry (2.1),
the space of supersymmetric ground states is isomorphic to the cohomology group of one
of the supercharges, say Q. This operator acts on the states as
iQ s = ∂ s + Qs. (2.69)
Thus, the space of supersymmetric ground states is
HSUSY ∼= H0,•∂+Q(X,F). (2.70)
Since X is compact, the Witten index is given by the Riemann-Roch formula
I(id) =
∫
X
tdX e
− 1
2
c1(X)− 12 c1(E)ch(∧E)ch(F) , (2.71)
where ch(∧E) =∑rankEi=0 (−1)ich(∧iE) and ch(F) =∑i(−1)ich(F i).
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Suppose X admits a spin structure, E = 0, and F is just a vector bundle (F i = 0 for
i 6= 0). Then, √KX ⊗∧TX makes sense as a vector bundle — it is the spinor bundle of X.
Therefore, the states are spinors with values in F . One can also show that the supercharge
Q + Q is the Dirac operator. Indeed, (2.71) is the Atiyah-Singer formula for the Dirac
index since tdX e
− 1
2
c1(X) = ÂX .
The N = 4 supersymmetric non-linear sigma model with the target (X, g) is obtained
by setting E = TX and F = 0. In this case, we have F = KX ⊗∧TX ∼= ∧T ∗X with a shift of
the Z2 grading by n := dimX. Hence the states are differential forms on X, and the space
of supersymmetric ground states is the Dolbeault cohomology, which is isomorphic to the
de Rham cohomology for the Ka¨hler manifold,
HSUSY ∼=
n⊕
p,q=0
H0,q
∂
(X,∧pT ∗X [n]) ∼= H∗deRham(X,C)[n]. (2.72)
Vanishing of the flavor charge of the supersymmetric ground states is obvious in this rep-
resentation, thanks to the identity Lv = d◦ iv+ iv ◦d for a vector field v on X. In fact, this
is the origin of the general statement and its proof based on the identity (2.57), presented
in section 2.1. The ground state for a (p, q) class carries 2J3 = p+ q − n and R = −p+ q.
If we take (−1)F = (−1)2J3 , the canonically twisted index is
I(y2J−) =
n∑
p,q=0
(−1)p+q−ny−2p+nhp,q(X) =
n∑
p=0
(−1)p−ny−2p+nχ(X,∧pT ∗X). (2.73)
This is the χy genus of X for y = y
−2, up the prefactor (−y)n. The untwisted index I(id)
is the Euler number χ(X) times (−1)n. Indeed, (2.71) is the Gauss-Bonnet formula since
tdX e
−c1(X)ch(∧TX) = (−1)dimXe(TX) which follows from x1−e−x e−x(1− ex) = −x.
We should note that one of the first applications of supersymmetry after [1] is the
derivation of these index formulae via supersymmetric localization of the non-linear sigma
models [53, 54].
Landau-Ginzburg phase
Suppose the vacuum equations (2.59)–(2.61) have a unique (up to gauge) solution at which
the gauge group G is broken to a finite group Γ. Then, as the effective theory, we can take
the Landau-Ginzburg model of the massless variables modulo the gauge group Γ, that is,
the Landau-Ginzburg orbifold.
A Landau-Ginzburg orbifold is obtained by the gauge theory described in the previous
subsection by taking the gauge group to be the finite group Γ. In particular, there is no
vector multiplet. The only roˆle of the gauge group is the Gauss law, i.e., Γ invariance of
physical states, which makes sense when we can find det−
1
2 (Vchiral⊕Vfermi)⊗M as a genuine
representation of Γ. As remarked earlier, a fermi multiplet can be traded into a part of the
Wilson line. Thus, we may consider only the chiral multiplet valued in Vchiral with a Wilson
line determined by (M,ρ,Q). The anomaly free condition is then F = det−
1
2 Vchiral ⊗M is
a genuine representation of Γ.
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The states are Γ-invariant antiholomorphic differential forms on Vchiral with values in
F, and the supercharge Q acts as (2.69). By the standard argument (see for example [50]
section 2.2.3), the ∂ + Q cohomology is isomorphic to the Q cohomology acting on the
space Hol(Vchiral,F) of holomorphic functions on Vchiral with values in F. Thus, the space
of supersymmetric ground states is
HSUSY ∼= H•Q(Hol(Vchiral,F))Γ, (2.74)
where the superscript Γ stands for taking the Γ invariants. When (M,ρ,Q) comes from a
fermi multiplet, as in (2.26) and (2.27), this is the untwisted and left-handed sector of the
2d version of the system [63, 64].
The N = 4 Landau-Ginzburg orbifold with a Γ-invariant superpotential W : V → C
is obtained by taking M = det−
1
2 V ⊗ ∧V and Q = −dWy. In this case, we have an
isomorphism F = det−1 V ⊗ ∧V ∼= ∧V ∗ (with a shift of Z2 grading by n := dimV ) of Γ
representations, and Q acts on Hol(V,∧V ∗) by −dW∧. The cohomology concentrates on
the top degree forms and we have
HSUSY ∼=
( Hol(V,∧nV ∗)
dW ∧Hol(V,∧n−1V ∗)
)Γ
[n]. (2.75)
This is nothing but the untwisted RR ground states in the 2d version of the system [55].
2.4 Examples
Example 1: projective space
Let us first consider the N = 2 system with U(1) gauge group and N chiral multiplets
(φ1, ψ1), . . . , (φN , ψN ) of charge 1. We turn on the Wilson line At = q(vt + σ). The
anomaly free condition is
N
2
+ q ∈ Z. (2.76)
The FI parameter ζ is naturally a real number and the D-term equation reads ||φ||2 = ζ.
When ζ is positive, the solution breaks the gauge group completely. The U(1) quotient of
the space of solutions is the complex projective space CPN−1. The modes transverse to
the solution space are all massive and we are left with the non-linear sigma model whose
target space is CPN−1. Thus ζ > 0 is a geometric phase. The equation of motion sets
vt to be the pull back of the gauge connection of the line bundle O(1) and therefore the
Wilson line induces the “line bundle” F = O(q). This yields F = O(q − N2 ), which is
indeed a genuine line bundle over CPN−1 by the anomaly free condition (2.76). The space
of ground states of the effective sigma model is isomorphic to the Dolbeault cohomology
⊕iH0,i(CPN−1,O(q− N2 )). The dimension of each component is known to be
q ≥ N
2
: h0,i
(
CPN−1,O
(
q− N2
))
=
{
0 i 6= 0(q+N
2
−1
N−1
)
i = 0,
(2.77)
−N
2
< q <
N
2
: h0,i
(
CPN−1,O
(
q− N2
))
= 0 ∀i, (2.78)
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q ≤ −N
2
: h0,i
(
CPN−1,O
(
q− N2
))
=
{
0 i 6= N − 1(N
2
−q−1
N−1
)
i = N − 1.
(2.79)
When ζ is negative, there is no solution to the D-term equation, and we expect that there
is no supersymmetric ground state.
Let us also consider the N = 4 system with U(1) gauge group and N chiral multiplets
(φ1, ψ1±, F1), . . . , (φN , ψN±, FN ) of charge 1. No superpotential is allowed for this matter
content, and there is no room for Wilson line in an N = 4 system as shown in section 2.1.
The D-term equation is still ||φ||2 = ζ, see (2.63). When ζ is positive, the solution breaks
the gauge group completely. We are in the geometric phase where we have theN = 4 super-
symmetric non-linear sigma model with the target spaceCPN−1 as the effective description.
The space of supersymmetric ground states is ⊕p,qHp,q(CPN−1) whose dimension is
hp,q(CPN−1) =
{
1 p = q = 0, . . . , N − 1,
0 otherwise.
(2.80)
When ζ is negative, there is no solution to the D-term equation, and we expect that the
supersymmetry is broken.
Example 2: hypersurface in projective space
Let us consider the model which has a geometric phase and Landau-Ginzburg phase.
N = 4 model. We start with a much familiar system with N = 4 supersymmetry, with
gauge group U(1), N chiral multiplets (X1, ψ1±, F1), . . . , (XN , ψN±, FN ) of charge 1, one
chiral multiplet (P, ψP±, FP ) of charge −d, and superpotential W = Pf(X), where f(X)
is a polynomial of degree d which is generic in the sense that the common zero of f(X)
and its first derivatives is X = 0 only. The D-term equation is ||X||2 − d|P |2 = ζ, while
the F-term equations are f(X) = 0 and P∂1f(X) = · · · = P∂Nf(X) = 0.
When ζ is positive, the solution to the D-term equation has non-zero X which breaks
the gauge group completely. By the genericity of f(X), the F-term equations require
P = f(X) = 0. Massless modes are modes ofX multiplets tangent to the vacuum manifold,
which is the hypersurface Xf = (f = 0) of the projective space CP
N−1. It is a geometric
phase described effectively by the N = 4 sigma model whose target is Xf . The space of
supersymmetric ground states is isomorphic to the cohomology group ⊕p,qHp,q(Xf ).
When ζ is negative, the solution to the D-term equation has non-zero P which breaks
the gauge groups to Zd ⊂ U(1). By the genericity of f(X), the solution to the vacuum equa-
tion is unique up to gauge: P 6= 0, X = 0. Only the X multiplets are massless, and we are
left with the Landau-Ginzburg orbifold with superpotential W (X) and orbifold group Zd.
N = 2 model. We next consider a system with N = 2 supersymmetry. This is taken
from the two-dimensional version [64] and shall be called the Distler-Kachru model. It
is a U(1) gauge theory with N chiral multiplets (X1, ψ1), . . . , (XN , ψN ) of charge 1, one
chiral multiplet (P, ψP ) of charge −ℓ, one fermi multiplet (ξ, Fξ) of charge −d, M chiral
fermi multiplets (η1, F 1), . . . , (ηM , FM ) of charge q1, . . . , qM , and the superpotential W =
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Figure 2. Triangle quiver.
f(X)ξ +
∑
α Pgα(X)η
α, where f(X), g1(X), . . . , gM (X) are polynomials of degree d, ℓ −
q1, . . . , ℓ− qM which are generic in the sense that their common zero is X = 0 only. (This
requires M + 1 ≥ N .) We do not turn on the Wilson line. The anomaly free condition is
N − ℓ− d+
M∑
α=1
qα ∈ 2Z. (2.81)
The model has a global U(1)F symmetry under which X, P , ξ, η have charges 0 1, 0, −1
respectively. The D-term equations are ||X||2 − ℓ|P |2 = ζ and the F-term equations are
f(X) = Pg1(X) = · · · = PgM (X) = 0.
When ζ is positive, the solution to the D-term equations have non-zero X which breaks
the gauge group completely. The F-term equations require P = f(X) = 0. Massless modes
are modes of the X multiplets tangent to the vacuum manifold Xf as well as the modes of
η satisfying the equation
∑
α gα(X)η
α = 0. It is a geometric phase described by the sigma
model with the target Xf and with the fermi multiplet valued in the kernel E of
M⊕
α=1
O(qα) (gα)
M
α=1−−→ O(ℓ). (2.82)
The space of states in this effective theory is the space of anti-holomorphic forms with
values in F =
√
KXf ⊗ det−
1
2 E ⊗∧E = O(−12(N − d+
∑M
α=1 qα− ℓ))⊗∧E which is indeed
a well-defined graded vector bundle over Xf in view of (2.81).
When ζ is negative, the solution to the D-term equation has non-zero P which breaks
the gauge groups to Zℓ ⊂ U(1). The solution to the vacuum equation is unique up to
gauge: P 6= 0, X = 0. Massless modes are the chiral multiplet of X and the chiral fermi
multiplets of ξ, η1, . . . , ηM . The U(1)F charges are 1/ℓ for X, −d/ℓ for ξ and −1 + qα/ℓ
for ηα — these are obtained by dressing the original assignment with a gauge symmetry so
that P has charge zero. We are left with the Landau-Ginzburg orbifold of these variables
with the superpotential W = f(X)ξ +
∑
α gα(X)η
α and the orbifold group Zℓ.
Example 3: quiver quantum mechanics
An interesting class of examples with N = 4 supersymmetry is quiver quantum mechanics.
Let us describe the phases for the triangle quiver as in figure 2. It has a gauge group
G = (U(kA) × U(kB) × U(kC))/U(1)diag, bifundamental matters as in figure 2, and a
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generic superpotential of the form
W =
∑
i,j,h
Aijh tr(Z
hYjXi). (2.83)
We parameterize the FI parameter as4
ζ(D) =
ζ2
kA
tr(DA)− ζ
1
kB
tr(DB) +
ζ1 − ζ2
kC
tr(DC). (2.84)
The D-term and F-term equations read
Y Y † − Z†Z = ζ
2
kA
1kA ,
∑
j,h
Aijh Z
hYj = 0, ∀i,
ZZ† −X†X = − ζ
1
kB
1kB ,
∑
i,h
AijhXiZ
h = 0, ∀j,
XX† − Y †Y = ζ
1 − ζ2
kC
1kC ,
∑
i,j
Aijh YjXi = 0, ∀h.
(2.85)
where XX† :=
∑
iXiX
†
i etc.
In order to find the phase structure, it is best to start looking for possible solutions
to (2.85) with unbroken gauge symmetry. A typical unbroken subgroup is associated with a
partition of the rank vector (kA, kB, kC) into two, (k
′
A, k
′
B, k
′
C)+ (k
′′
A, k
′′
B, k
′′
C), and includes
the U(1) subgroup of elements of the form[(
z′1k′A 0
0 z′′1k′′A
)
,
(
z′1k′B 0
0 z′′1k′′B
)
,
(
z′1k′C 0
0 z′′1k′′C
)]
. (2.86)
A solution invariant under this subgroup exists only when the FI parameter vanishes on
its Lie algebra, (
k′C
kC
− k
′
B
kB
)
ζ1 +
(
k′A
kA
− k
′
C
kC
)
ζ2 = 0. (2.87)
This is an empty condition when k′A/kA = k
′
B/kB = k
′
C/kC , that is, when kA, kB, kC have
a common divisor. In such a case, for any FI parameter, there is a solution with unbroken
gauge group. In what follows, we assume that kA, kB and kC are relatively prime. Then,
the equation (2.87) defines a line in the FI-parameter space.
The line (2.87) is a candidate of the phase boundary. In many cases, however, only half
of the line is the actual phase boundary, since the equations to be solved takes the form
like |φ|2 = ζ and has solution only for one sign of ζ. It is also possible that a solution does
not exists along both halves of the line. Obvious examples are k′A and k
′′
A both non-zero
but k′′B = k
′
C = 0. In such a case, X,Y, Z must be of the form
X = 0, Y =
(
0
Y ′′
)
, Z =
(
Z ′ 0
)
, (2.88)
4It is an invariant linear form on g = u(kA) ⊕ u(KB) ⊕ u(kC)/u(1)diag, i.e., it must be invariant under
conjugation and the shift of (DA, DB , DC) by (1kA ,1kB ,1kC ). A general solution is (2.84).
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Figure 3. The phases of the model (1,1,1).
and the D-term equations include Y ′Y ′† = ζ
2
kA
1k′
A
and −Z ′′†Z ′′ = ζ2kA1k′′A , which have no
solution if ζ 6= 0. There are non-obvious examples where a solutions does not exist for some
range of (a, b, c) because the number of equations is too large compared to the number of
variables.
In what follows, we present the phase structure of the model for some range of rank
vectors. We assume that a, b, c are all positive.
Rank (1,1,1)
The model has three phases as in figure 3.
In Phase I, supersymmetry is unbroken if and only if a + b − 2 ≥ c, in which case
we have the effective theory on the Higgs branch given by the non-linear sigma model on
the complete intersection of the c hypersurfaces
∑
i,j A
ij
hXiYj = 0 in CP
a−1 × CPb−1.
Zh = 0 there. The other phases are similar: to go from I to II and to III, we do the cyclic
rotation c → b → a and Z → Y → X. The three phases are separated by three phase
boundaries. In the table below, we describe the unbroken gauge group G1, the type of
vacuum configuration, and the Higgs part of the mixed branch, at each of them:
G1 type Higgs part
I-II {[z, 1, 1]} ∼= U(1) Y = Z = 0 CPa−1
I-III {[1, z, 1]} ∼= U(1) X = Z = 0 CPb−1
II-III {[1, 1, z]} ∼= U(1) X = Y = 0 CPc−1
(2.89)
Rank (k,1,1)
The model has at most four phases as shown in figure 4. When b, c ≥ k, Cambers I and II
are phases by themselves. Chambers III and IV combine into one phase when
b ≥ k, c ≥ k, (b+ c)(k − 1) ≤ a+ (k − 1)2, (2.90)
and are different phases otherwise.
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Figure 4. (Possible) phases of the model (k,1,1).
In chamber I, supersymmetry is unbroken when a ≥ 1, b ≥ k and k(b−k)+a−1 ≥ ck,
in which case we have the effective theory on the Higgs branch — the zero of the c sections∑
i,j A
ij
h YjXi of the rank k vector bundle S
∗
k,b ⊠O(1) over G(k, b)×CPa−1. (Here G(k, b)
is the Grassmannian of k-planes in Cb and Sk,b is its tautological vector bundle.) The
description of chamber II is obtained from this by the exchange Y ↔ Z, b↔ c. In chamber
IV, supersymmetry is unbroken when b ≥ k, c ≥ 1 and k(b − k) + kc − 1 ≥ a, in which
case we have the effective theory on the Higgs branch — the complete intersection of a
hypersurfaces
∑
j,hA
ij
h Z
hYj = 0 in P(S
⊕c
k,b). Description in chamber III is obtained from
this by the exchange Y ↔ Z, b↔ c.
The Higgs branches in chambers IV and III are the same as complex manifolds if and
only if the condition (2.90) is satisfied. To see that, let us regard Y and Z as k×b and c×k
matrices. Then the defining F-term equations are
∑
j,hA
ij
h (ZY )
h
j = 0 in both chambers.
A possible difference is the condition on the rank of Y and Z. In chamber IV we have
rank(Y ) = k and rank(Z) ≤ k while in chamber III we have rank(Y ) ≤ k and rank(Z) = k.
The two manifolds are the same if rank(Z) is always k in chamber IV and rank(Y ) is always
k in chamber III. This obviously fails when b or c is less than k. But even when they are both
bigger or equal to k, it fails when, say in chamber IV, there is a solution with rank(Z) ≤ k−
1. Since Y has rank k there, this is equivalent to that the c×bmatrix ZY has rank (k−1) or
less. This imposes (c−(k−1))(b−(k−1)) conditions on ZY . On the other hand, the F-term
equation
∑
j,hA
ij
h (ZY )
h
j = 0 imposes a conditions on ZY . Thus, there is such a solution
when bc−1 ≥ (c−(k−1))(b−(k−1))+a, which is the opposite of the last inequality in (2.90).
Accordingly, there are at most four phase boundaries. In the table below, we describe
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the data of the (possible) mixed branches:
G1 type Higgs part
I-II {[g, 1, 1]} ∼= U(k) Y = Z = 0 CPa−1
I-IV {[1k, z, 1]} ∼= U(1) X = Z = 0 G(k, b)
II-III {[1k, 1, z]} ∼= U(1) X = Y = 0 G(k, c)
III-IV
{[(
g
1l
)
, 1, 1
]}
∼= U(k − l) Y=
(
0
Y ′′
)
, Z=
(
0Z ′′
)
Hl
(2.91)
The first three mixed branches exist when a ≥ 1, b ≥ k and c ≥ k respectively. On the
III-IV wall, l ranges over 1, . . . , k− 1. Hl is a variety of dimension l(b+ c)− l2− 1− a and
is non-empty when this number is non-negative. For l ≥ 2, it is singular if there is a locus
where rank(Y ′′) = rank(Z ′′) drops from l, and the singular locus is isomorphic to Hl−1.
(Hl is smooth when Hl−1 is empty.) H1 is always smooth and is given by the complete
intersection of a hypersurfaces
∑
j,hA
ij
h z
hyj = 0 in CP
b−1×CPc−1. The space of classical
vacua is a union of the mixed branches,
MIII-IV =
k−1⋃
l=1
R3(k−l) ×Hl. (2.92)
Note that the l-th and the (l−1)-th mixed branches touch each other at the singular locus
of Hl of the former and the origin of the R3 factor of R3(k−l+1) of the latter. When b, c ≥ k,
Hk−1 has the largest dimension among Hl’s. Therefore, the space (2.92) is non-empty if
Hk−1 is non-empty, and that is so when the last inequality of (2.90) is violated. Thus,
III-IV wall is indeed a genuine phase boundary when the mixed branch exists there.
Special cases of this class of triangle quivers are studied in two dimensions in [56]: the
cases are (a, b, c) = (kn, n, n) where the Higgs branches are Calabi-Yau manifolds — in
that paper, k here is denoted as (n − k). The above structure of mixed branches on the
III-IV wall (2d version) was worked out by KH and was conveyed to the authors of [56] who
initially missed the possibility that the III-IV wall may not be a phase boundary. Among
models with Calabi-Yau threefolds as the Higgs branches, an example where III-IV wall is
not a phase boundary is k = 2 and (a, b, c) = (8, 4, 4).
Higher ranks
As the rank vector increases, the number of phases proliferates, as shown in figure 5.
This is because the lines (2.87) corresponding to different partitions of the rank vector are
generically different. The case of rank vector (k, 1, 1) was special in that the partitions
(k, 1, 1) = (k − l, 0, 0) + (l, 1, 1) all define the same line, which includes the III-IV wall.
For example, for the case of rank vector (k, 2, 1), the partitions (k− l, 1, 0)+ (l, 1, 1) define
different lines ζ1 = (2(k − l)/k)ζ2, which appear, for example in k = 5, as the four dashed
segments in the south-west directions in figure 5-Left. Also, for higher ranks, it is more
difficult to explicitly describe the Higgs branch in each phase as well as the mixed branches
at each phase boundary. The index formula which we will derive in this paper will be
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Figure 5. (Possible) phases of the models with ~k = (5, 2, 1) (Left) and ~k = (5, 3, 2) (Right).
particularly useful in such a circumstance, since we do not need to solve the D-term and
F-term equations nor think about computing the cohomology on the space of solutions.
3 Coulomb branch
As we have seen, when the FI parameter ζ is deep inside a phase where the gauge group is
broken to a finite subgroup, the Higgsed modes, consisting of the vector multiplet and the
chiral multiplet in the gauge orbit direction, decouple from the physics below the energy
scale MH = e
√|ζ|. In this section, we would like to analyze what happens when the FI
parameter ζ comes close to the walls.
For N = 4 systems, this was studied extensively, first by Denef [22] and later by many
people including two of the authors of the present paper. As far as we are aware of, the
analysis of N = 2 systems has not been done. As we shall see, they have much richer
structures than N = 4 systems.
3.1 The outline
When the FI parameter ζ comes close to a wall, the mass of the Higgsed modes approaches
zero. There, it is natural to look at the Coulomb branch — the region of the field space
where the scalar component of the vector multiplet has large values. The chiral multiplet
has a large mass in such a region and hence can be ignored, or to be more precise, should
be integrated out. This leaves us with an effective theory of the vector multiplet. The
main task is to determine this effective theory and then study its ground states.
We shall present the analysis for the theory with U(1) gauge group. We believe that
this captures the essence of the general case, since typically only a single U(1) subgroup
of the gauge group is unHiggsed at the wall. We shall examine later if that is indeed the
case. Also, we shall start with the N = 2 systems, where the scalar σ takes values in the
real line. Note that there are two disconnected regions with “large |σ|” — large positive σ
and large negative σ. The analysis should be done separately.
“Integrating out the matter chiral multiplet” is usually done by path-integral, where
we can take the one-loop approximation for large values of |σ|. However, the operator
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formalism is more convenient in order to impose the Gauss law constraint. In that formu-
lation, we shall find the ground state of the matter system in the background (σ, λ,D) of
the vector multiplet. The gauge field vt is used up already at this stage for the Gauss law.
The matter theory has N = 2 supersymmetry in a supersymmetric background, which
satisfies (see (2.4))
σ˙ = D = 0, λ = 0. (3.1)
The matter system may or may not have a supersymmetric ground state. Correspondingly,
the effective theory of the vector multiplet may or may not have a supersymmetry. It may
happen that the matter system has a multiple of supersymmetric ground states. In that
case, the effective theory decomposes into a multiple of sectors of supersymmetric theories.
In general, the spectrum of matter ground states depends on whether σ is large positive
or large negative, and correspondingly the character of the effective theory of the vector
multiplet depends on the regions of σ.
When the matter system preserves the supersymmetry, the effective Lagrangian must
be supersymmetric. A supersymmetric Lagrangian of (σ, λ,D) is of the form
1
2e(σ)2
(
σ˙ 2 +
i
2
(λλ˙− λ˙λ) +D2
)
−
(
1
4e(σ)2
)′
Dλλ+ h′(σ)D − 1
2
h′′(σ)λλ, (3.2)
to the second order in O(σ) = 0, O( ddt) = 1, O(D) = 1, O(λ) = 12 and O(ǫ) = −12 . (This
order assignment is taken from [22].) The prime ′ stands for the σ derivative. Note that
the classical Lagrangian has e(σ) = e and h′(σ) = −ζ. We know that the effective gauge
coupling constant behaves at large |σ| as 1/e(σ)2 = 1/e2+#/|σ|3+ · · · , for some numerical
constant #. At large enough values, |σ|3 ≫ e2, we may ignore the correction and assume
the following form of the effective Lagrangian,
L eff =
1
2e2
(
σ˙ 2 + iλλ˙+D2
)
+ h′(σ)D − 1
2
h′′(σ)λλ
≃ 1
2e2
(
σ˙ 2 + iλλ˙
)
− e
2
2
(
h′(σ)
)2 − 1
2
h′′(σ)λλ. (3.3)
When the matter system breaks the supersymmetry spontaneously, then the effective
Lagrangian must have a supersymmetry breaking term. For example, the ground state
energy of the matter sector, combined with the contribution from the Wilson line, is of the
form 2NB|σ| for some positive integer NB, so that the effective potential is
Ueff(σ) =
e2
2
(
h′(σ)
)2
+ 2NB|σ|. (3.4)
The potential is positive and we do not expect to have a zero energy state. This only
means that there is no supersymmetric ground state supported in the region of σ under
question. It is still possible that there are supersymmetric ground states supported on the
other side of the σ line or at σ = 0.
Let us come back the case where the matter system preserves the supersymmetry. It
turns out that the function h′(σ) is of the form
h′(σ) =
Neff
2|σ| − ζ, (3.5)
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Figure 6. The effective potential and the wavefunction for the case ζ > 0 and Neff > 0.
for an integer Neff that depends on the choice of the matter ground state. In particular,
the effective potential is given by
Ueff(σ) =
e2
2
(
Neff
2|σ| − ζ
)2
. (3.6)
Note that (3.3) is the famous system introduced in [1]. It is found that the exact super-
symmetric ground state, if it exists, must be either of the following two,
Ψ↓ = e−h(σ)|0〉eff or Ψ↑ = eh(σ)λ|0〉eff , (3.7)
where |0〉eff is the state annihilated by λ. Which (or none) to be taken is decided by the
requirement that the wavefunction is square normalizable. Integrating (3.5) we find
eh(σ) = |σ|Neff2 sgn(σ) e−ζσ. (3.8)
Suppose we have the supersymmetric effective theory (3.3) with (3.5) on the σ > 0 Coulomb
branch. If ζ > 0, we should take Ψ↑ for square normalizability at σ → ∞. In addition,
if Neff > 0, then the wavefunction Ψ↑ vanishes as σ → 0. It is square normalizable over
σ > 0 and is supported around σ = Neff/2ζ. (See figure 6) Thus, it qualifies as the
supersymmetric ground state on the σ > 0 Coulomb branch. If Neff < 0 on the other
hand, the wavefunction Ψ↑ diverges as σ → 0 and is not square normalizable over σ > 0.
That it is not square normalizable at σ → 0 may not be a serious problem since we are
interested in large values of |σ| anyway. However, the fact that its support is toward σ → 0
disqualifies it to be a Coulomb branch vacuum. Subtle is the case Neff = 0: the state Ψ↑
does not diverge as σ → 0 and is perfectly square normalizable over σ > 0, but the peak of
the support is toward σ → 0. Therefore it is not clear at this point if we should discard it
or not. If ζ < 0, we should take Ψ↓, and it qualifies as a supersymmetric ground state on
the σ > 0 Coulomb branch only when Neff < 0. Similarly for the case where we have the
supersymmetric effective theory (3.3) with (3.5) on the σ < 0 Coulomb branch. If ζ > 0
(resp. ζ < 0), we should take Ψ↓ (resp. Ψ↑) and it qualifies as a supersymmetric ground
state on the x < 0 Coulomb branch if Neff > 0 (resp. Neff < 0). Subtle is the case Neff = 0
where it is normalizable but has a profile which is peaked toward the origin σ → 0.
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Let us see what happens to the ground states as the FI parameter ζ is varied across
zero, say from positive to negative. For concreteness, we consider the σ > 0 Coulomb
branch. First suppose Neff > 0. As we have seen, for ζ > 0, there is a supersymmetric
ground state Ψ↑ which is supported around σ = Neff/2ζ. As ζ approaches 0 from above,
the location of the support runs away to infinity. For ζ < 0, there is no supersymmetric
ground state on the σ > 0 Coulomb branch. This is the wall crossing phenomenon — a
normalizable supersymmetric ground state disappears by exiting the field space at infinity.
When Neff < 0, the opposite happens: there is no supersymmetric ground state for ζ > 0.
As ζ crosses zero and goes negative, a supersymmetric ground state Ψ↓ enters from infinity.
Subtle is the case Neff = 0: there is a square normalizable supersymmetric ground state
before and after ζ crosses zero — Ψ↑ for ζ > 0 and Ψ↓ for ζ < 0. As ζ → 0, its profile does
not run away to infinity but instead spreads out. As we will see in examples, it does play
a particular roˆle in the wall crossing phenomenon.
The effective theory on the Coulomb branch has a characteristic energy scale
MC = e
2ζ2. (3.9)
To show this, let us rescale the fields as σ → eσ and λ → eλ so that they have the
canonically normalized kinetic terms. Then, the effective Lagrangian depends on e and ζ
only through the combination eζ which has the dimension of
√
energy. It depends also on
Neff and possibly also NB but they are integer valued discrete parameters. All relevant
energy scale is MC times a numerical constant. Indeed, the hight of the potential Ueff at
|σ| → ∞ is e2ζ2/2 (in the supersymmetric region). Also, the perturbative spectrum around
the supersymmetric ground state Ψ↑ discussed above has level spacing ω = 2e2ζ2/Neff since
the potential behaves near the bottom σ = Neff2ζ + eξ as Ueff ≃ ω
2
2 ξ
2.
Let us now describe the Coulomb branch of the N = 4 systems with a U(1) gauge
group. Everything is essentially obtained in [22]. We would like to find the effective
theory of the variables (x,λ,D) at large values of |x|. The matter sector always has
a unique supersymmetric ground state in the supersymmetric backgrounds, and yields a
supersymmetric Lagrangian for (x,λ,D). It must be of the form
Leff =
1
2e2
(
x˙2 + iλλ˙+D2
)
− V (x)D −A(x) · x˙+C(x) · λσλ, (3.10)
with C = 12∇V = −12∇×A, to the second order in O, if we neglect terms that vanishes
in the regime e2/|x|3 ≪ 1. An explicit computation, say in path-integral, yields
V = ζ − N
(4)
eff
2|x| , A = N
(4)
eff Amono, C =
N
(4)
eff
4
x
|x|3 , (3.11)
where
N
(4)
eff := #(positively charged fields)−#(negatively charged fields), (3.12)
and Amono is the Dirac monopole of unit magnetic charge. In particular, A has first Chen
class N
(4)
eff on the sphere surrounding the origin. The four supercharges are proportional
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to5
λ (σ ·DA − V ) , (σ ·DA + V )λ, (3.13)
where DA is the covariant derivative, (DA)j = ∂j + iAj , for A in (3.11). Note that the
SU(2)× U(1) R-symmetry is present in this effective theory, since the background (V , A,
C) is rotationally symmetric. U(1)R is just a phase rotation of λ and λ.
The supersymmetric ground states are of the form
Ψα(x)λα|0〉osc , (3.14)
for Ψ(x) satisfying
(σ ·DA + V )Ψ(x) = 0. (3.15)
The doublet wavefunction Ψ(x) is a spinor onR3\0 with values in a line bundle of magnetic
charge N
(4)
eff . We may regard it as a spinor on S
2 with values in O(N (4)eff ) which depends on
r = |x|. With respect to the chiral basis on S2, the vacuum equation (3.15) takes the form{(
∂r 0
0 −∂r
)
+
1
r
[(
1 0
0 −1
)
+D/S2,A
]
+ V
}(
Ψ−
Ψ+
)
= 0. (3.16)
Ψ± is the left/right component of Ψ, i.e., an r-dependent section of the line bundleO(N (4)eff ±
1). D/S2,A is the Dirac operator on S
2 which swaps the left and the right components. We
may decompose Ψ into eigenmodes of D/S2,A . A non-zero mode has both the left and the
right components and hence cannot solve (3.16). A zero mode has only the left or the right
component and can solve (3.16). Recall the index theorem
indD/S2,A = N
(4)
eff . (3.17)
In fact the index is the actual number of zero modes. When N
(4)
eff is zero, there is no zero
mode. In particular, there is no supersymmetric ground state for any value of ζ. When
N
(4)
eff is positive, Ψ− has N
(4)
eff zero modes which may be represented by the holomorphic
sections of O(N (4)eff −1). They form the spin j =
N
(4)
eff −1
2 representation of SU(2) (Borel-Weil
theorem). The equation (3.16) reads[
∂
∂r
+
1
r
+ ζ − N
(4)
eff
2r
]
Ψ− = 0. (3.18)
For ζ > 0, it has a unique solution that vanishes at infinity, Ψ− ∝ r
N
(4)
eff
2
−1 e−ζr. Note that
r2|Ψ−|2 ∝
(
r
N
(4)
eff
2 e−ζr
)2
, (3.19)
which shows that it is square normalizable. This also shows that the probability to be
in the shell of radius r is largest for r = N
(4)
eff /(2ζ). As ζ ց 0, the peak runs away to
5There is a sign error in [22].
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infinity, and for ζ < 0 there is no normalizable solution. Therefore, when N
(4)
eff is positive,
N
(4)
eff supersymmetric ground states forming the spin j =
N
(4)
eff −1
2 representation of SU(2)
run away to infinity in |x| as ζ is sent from positive to negative. When N (4)eff is negative,
Ψ+ has |N (4)eff | zero modes represented by anti-holomorphic sections of O(N (4)eff + 1). The
equation (3.16) reads [
− ∂
∂r
− 1
r
+ ζ − N
(4)
eff
2r
]
Ψ+ = 0. (3.20)
For ζ > 0, there is no normalizable solution. For ζ < 0, there is a unique normalizable
solution such that
r2|Ψ+|2 ∝
(
r−
N
(4)
eff
2 eζr
)2
. (3.21)
Note that the peak r = N
(4)
eff /(2ζ) runs off to infinity as ζ ր 0. Therefore, when N (4)eff is
negative, |N (4)eff | supersymmetric ground states forming the spin j =
|N(4)eff |−1
2 representation
of SU(2) come in from infinity in |x| as ζ is sent from positive to negative.
The above ground states, whose wavefunctions are of the form (3.14), have vanishing
U(1) R-charge. This is because only λ and λ have nonzero R-charge, and the conjugate
invariant quantization yields R-charge 1, 0,−1 on the states |0〉osc , λ±|0〉osc , λ+λ−|0〉osc ,
respectively. In view of the relation between J± and the generators of SU(2)×U(1)R (see
the footnote in page 14), we see that these ground states have J± = ±J3.
In what follows, we illustrate these results in some of the examples introduced in
section 2.4.
3.2 The CPN−1 model
Let us look into the detail of the Coulomb branch of the CPN−1 model (Example 1). First,
the N = 2 supersymmetric system: U(1) gauge group, N chiral multiplets of charge 1, and
Wilson line of charge q, obeying the anomaly free condition (2.76), N/2 + q ∈ Z.
The Lagrangian of the system is
L =
1
2e2
(
σ˙ 2 + iλλ˙+D2
)
− ζD − q(vt + σ).
+|Dtφ|2 + iψDtψ + φ
(
D − σ2 )φ+ ψσψ − iφλψ + ψ λφ. (3.22)
We first quantize the matter system, with the Lagrangian on the second line, in the su-
persymmetric background (3.1), i.e., D = λ = 0 and σ constant. Later, fluctuations away
from the background shall be taken into account as perturbation. This matter system is a
free theory and we know the exact spectrum. Let us denote by aφ and aφ (resp. a
†
φ and
a†
φ
) the annihilation (resp. creation) operators of φ and φ. The Hamiltonian and the gauge
charge are
Hmatter = ω
(
a†φaφ + a
†
φ
aφ +N
)
− σ [ψ, ψ]
2
, (3.23)
Gmatter = a
†
φaφ − a†φaφ +
[ψ, ψ]
2
. (3.24)
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The oscillator frequency is ω = |σ| for now — it will be replaced by ω = √σ2 −D when
the fluctuation is introduced. A general state is of the form
|n, n¯,m〉 =
 N∏
i=1
a†niφi√
ni!
a†n¯i
φi√
n¯i!
ψ
mi
i
 |0〉osc , (3.25)
which has energy and charge
Ematter = ω (|n|+ |n¯|+N)− σ
(
|m| − N
2
)
, (3.26)
Qmatter = |n| − |n¯|+ |m| − N
2
. (3.27)
In the above expressions, |0〉osc is the state annihilated by aφi , aφi and ψi, and we define
|n| := ∑Ni=1 ni, etc. Note that ni and n¯i run over all non-negative integers while mi
runs over 0 and 1. In particular, |m| can range only over 0, 1, . . . , N . The Gauss law is
(Gmatter + q) |phys〉 = 0, which requires the state (3.25) to satisfy
|n| − |n¯|+ |m| − N
2
+ q = 0. (3.28)
Including the linear potential qσ from the Wilson line, the state has energy
E = ω (|n|+ |n¯|+N)− σ
(
|m| − N
2
− q
)
=

2|σ|
(
|n|+ N
2
+ q
)
= 2|σ| (|n¯|+ (N − |m|)) for σ > 0,
2|σ|
(
|n¯|+ N
2
− q
)
= 2|σ| (|n|+ |m|) for σ < 0.
(3.29)
The energy is indeed non-negative if the Gauss law is taken into account. It is zero (i.e.,
the state is supersymmetric) when:
σ > 0 : |n¯| = 0, |m| = N, |n| = −q− N
2
, (3.30)
σ < 0 : |n| = 0, |m| = 0, |n¯| = q− N
2
. (3.31)
Since |n| and |n¯| are non-negative, supersymmetric ground states exist at σ > 0 (resp.
σ < 0) if and only if q ≤ −N2 (resp. q ≥ N2 ). The degeneracy is the number of n’s with
|n| = −q− N2 (resp. n¯’s with |n¯| = q− N2 ), which is(−q− N2 +N − 1
N − 1
) (
resp.
(
q− N2 +N − 1
N − 1
))
. (3.32)
When this condition is violated, i.e. on σ > 0 for N2 +q > 0 (resp. on σ < 0 for
N
2 −q > 0),
supersymmetry is spontaneously broken. The ground states are those with |n| = 0 (resp.
|n¯| = 0) having energy
E0 = 2|σ|
(
N
2
+ q
) (
resp. 2|σ|
(
N
2
− q
))
. (3.33)
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There is a degeneracy with multiple possibilities for |n¯| = |m| −N + (N2 + q) (resp. |n| =
−|m|+ (N2 − q)).
Let us now take into account the fluctuation from the supersymmetric background (3.1)
as a perturbation. We describe in detail the region of σ where the unperturbed system has
supersymmetric ground states. The effect of non-zero D simply occurs in ω =
√
σ2 −D =
|σ| − D2|σ| + · · · . To the first order in D, it shifts the ground state energy as
∆DE0 = − (|n|+ |n¯|+N) D
2|σ|
= −
(
N
2
+ |q|
)
D
2|σ| , (3.34)
where we used (3.30)/(3.31). The effect of non-zero λ is the perturbation ∆λH = iφλψ −
iψ λφ = − 1√
2ω
(aφ − a†φ)λψ + 1√2ωψ λ(aφ − a
†
φ
), which can be treated in the standard way.
Since all the ground states have the same |m| and ∆λH changes the ψ number, the energy
shift vanishes to the first order. The second order shifts are the eigenvalues of the matrix
Aij =
∑
m 6=0
(∆λH)0im(∆λH)m0j
0− Em , (3.35)
where {0i} are the basis of the ground states and m runs over the excited states, in the
unperturbed system. In fact it is diagonal with all the same eigenvalue,
∆λE0 =
1
0− 2|σ|
{
1
2ωλλ
∑
i(ni + 1) (σ > 0)
1
2ωλλ
∑
i(n¯i + 1) (σ < 0)
= −
(
N
2
+ |q|
)
sgn(σ)
4σ2
λλ, (3.36)
where (3.30)/(3.31) is used again. To summarize, to the first non-trivial order, the effect
of perturbation is the shift of the ground state energy by
∆E = −
(
N
2
+ |q|
)
sgn(σ)
[
D
2σ
+
1
4σ2
λλ
]
. (3.37)
When the unperturbed system breaks the supersymmetry, the effect of non-zeroD is similar
to (3.34) though the coefficient |n|+ |n¯|+N depends on the choice of the degenerate vacua.
The effect of non-zero λ is far more complicated to explain here.
Integrating out the auxiliary field D, we find that the effective potential is of the form
Ueff(σ) =
e2
2
(
Neff
2|σ| − ζ
)2
+ 2NB|σ|. (3.38)
NB is read from (3.29) and (3.33). In the region σ > 0 for q ≤ −N2 and σ < 0 for q ≥ N2
where the matter system preserves the supersymmetry, NB = 0 and
Neff =
N
2
+ |q|. (3.39)
The effective Lagrangian is of the supersymmetric form (3.3) with (3.5), with Neff given
by (3.39). In other regions where the supersymmetry is spontaneously broken in the matter
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σσσ
UeffUeffUeff
ζ > 0 ζ = 0 ζ < 0
Figure 7. The effective potential for the case q ≥ N
2
.
σσσ
UeffUeffUeff
ζ > 0 ζ = 0 ζ < 0
Figure 8. The effective potential for the case −N
2
< q < N
2
.
σσσ
UeffUeffUeff
ζ > 0 ζ = 0 ζ < 0
Figure 9. The effective potential for the case q ≤ −N
2
.
system, NB and Neff are positive integers which depend on the choice of matter vacuum.
We depict the graph of the potential in figure 7, 8 and 9.
The wavefunctions of the supersymmetric ground states, which exist for ζ > 0 and
|q| ≥ N2 , are
q ≥ N
2
: θ(−σ)|σ|Neff2 eζσ
 N∏
i=1
a†n¯i
φi√
n¯i!
 |0〉osc, |n¯| = q− N2 (3.40)
q ≤ −N
2
: θ(σ)|σ|Neff2 e−ζσ
(
N∏
i=1
a†niφi√
ni!
)
ψ1 · · ·ψNλ|0〉osc, |n| = −q−
N
2
(3.41)
where θ(x) is the step function: 1 for x > 0 and 0 for x < 0. Note that the R-charge of the
latter is bigger than the one of the former by (N − 1): see (2.40). If we assign rc = 0 to φ
and take the conjugation symmetric charge assignment to |0〉osc, the former and the latter
have R-charges −N−12 and N−12 respectively. This is the same as the spectrum of the super-
symmetric ground states of the theory on the Higgs branch, written in (2.77), (2.78), (2.79).
That is, all the supersymmetric ground states deep in the geometric phase ζ ≫ 0 become
the Coulomb branch ground states for small positive ζ. They disappear to infinity in the
limit ζ ց 0, and there is no zero energy state in the Coulomb branch for small negative ζ.
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In particular, no supersymmetric ground state is left for ζ < 0. This is consistent with the
fact that there is no solution to the D-term equation for ζ ≪ 0.
For completeness, we describe the Coulomb branch of the N = 4 supersymmetric
CPN−1 model: U(1) gauge group and N chiral multiplets of charge 1. We see that N (4)eff =
N . Therefore, for ζ > 0 there are N Coulomb branch vacua constituting the spin j = N−12
representation of the SU(2) subgroup of the U(2) ⊂ SO(4) R-symmetry. They run away to
infinity as ζ ց 0. For ζ < 0, there is no supersymmetric vacua.
3.3 General U(1) theory
It is straightforward to extend the analysis to a general theory with U(1) gauge group.
Consider the U(1) gauge theory with chiral multiplets (φi, ψi) of charge Qi (i ∈ I), fermi
multiplets (ηj , Fj) of charge qj (j ∈ J), and Wilson line of charge q, possibly with E(φ)
and/or J(φ) which are assumed to be quadratic or higher in φ. The anomaly free condition
is q + 12
∑
iQi +
1
2
∑
j qj ∈ Z. We also assume that there is an Abelian flavor symmetry
group TF which acts on the fields with the charges Q
f
i , q
f
j and have Wilson line of charge
qf , where f ∈ F is the label of the generators of TF .
The matter Hamiltonian and the gauge U(1) charge are
Hmatter =
∑
i
{
ωi
(
a†iai + a
†
ıaı + 1
)
−Qiσ [ψi, ψi]
2
}
+
∑
j
qjσ
[ηj , η
j ]
2
, (3.42)
Gmatter =
∑
i
Qi
{
a†iai − a†ıaı +
[ψi, ψi]
2
}
+
∑
j
qj
[ηj , η
j ]
2
, (3.43)
to the quadratic order. Here ωi =
√
(Qiσ)2 −QiD. The expression for the flavor charge
Gf is obtained from (3.43) by the replacement Qi → Qfi and qj → qfj . Higher order
terms exists in H if there is an E(φ) and/or J(φ). In the present analysis at large |σ|,
however, they have effects suppressed by inverse powers of |σ| and will be ignored. We
label the states as in (3.25), where we write ni, n¯i,mi and mj for the powers of the creation
operators. The energy and the charge of the state are
Ematter =
∑
i
{
ωi (ni + n¯i + 1)−Qiσ
(
mi − 1
2
)}
+
∑
j
qjσ
(
mj − 1
2
)
, (3.44)
Qmatter =
∑
i
Qi
{
ni − n¯i +mi − 1
2
}
+
∑
j
qj
(
mj − 1
2
)
. (3.45)
The expression for Qf is similar. Under the Gauss law Qmatter + q = 0 and in the super-
symmetric background D = 0 where ωi = |Qiσ|, the energy E = Ematter + qσ is indeed
non-negative,
E =
∑
i
{|Qiσ|(ni + n¯i + 1)−Qiσ(ni − n¯i)−Qiσ(2mi − 1)}
= 2|σ| ×

∑
Qi>0
Qi(ni +mi) +
∑
Qi<0
|Qi|(n¯i + (1−mi)) σ < 0
∑
Qi>0
Qi(n¯i + (1−mi)) +
∑
Qi<0
|Qi|(ni +mi) σ > 0.
(3.46)
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It vanishes under the following conditions:
σ < 0 : Qi > 0⇒ ni = mi = 0; Qi < 0⇒ n¯i = 1−mi = 0,
−
∑
Qi>0
Qi
(
n¯i +
1
2
)
+
∑
Qi<0
Qi
(
ni +
1
2
)
+
∑
j
qj
(
mj − 1
2
)
+ q = 0, (3.47)
σ > 0 : Qi > 0⇒ n¯i = 1−mi = 0; Qi < 0⇒ ni = mi = 0,∑
Qi>0
Qi
(
ni +
1
2
)
−
∑
Qi<0
Qi
(
n¯i +
1
2
)
+
∑
j
qj
(
mj − 1
2
)
+ q = 0. (3.48)
For each solution to this equation, we have a supersymmetric effective theory on the
Coulomb branch with
Neff =
∑
Qi>0
(ni + n¯i + 1)−
∑
Qi<0
(ni + n¯i + 1). (3.49)
Suppose Neff > 0. Then, the effective theory has a supersymmetric ground state for ζ > 0,
σ < 0 : |σ|Neff2 eζσ|nφ, n¯φ,mφ,mη〉, (−1)F = (−1)|m| , (3.50)
σ > 0 : |σ|Neff2 e−ζσλ|nφ, n¯φ,mφ,mη〉, (−1)F = (−1)|m|+1 , (3.51)
which runs away to infinity as ζ ց 0. For ζ < 0, it has no supersymmetric ground state.
Suppose Neff < 0. Then, the effective theory does not have a supersymmetric ground state
for ζ > 0. For ζ < 0, it has a supersymmetric ground state
σ < 0 : |σ| |Neff |2 e−ζσλ|nφ, n¯φ,mφ,mη〉, (−1)F = (−1)|m|+1 (3.52)
σ > 0 : |σ| |Neff |2 eζσ|nφ, n¯φ,mφ,mη〉, (−1)F = (−1)|m|, (3.53)
which runs away to infinity as ζ ր 0. Finally, suppose Neff = 0. Then, the effective theory
has a zero energy state both for ζ > 0 and ζ < 0, with the profile as in (3.50)–(3.51)
and (3.52)–(3.53). It is square normalizable but it is not clear if it qualifies as the Coulomb
branch vacua since its profile is peaked near the origin. However, the wavefunction spreads
out to infinity as ζ → 0. Hence there is a chance that they play a roˆle in the wall crossing
phenomenon.
Let us compute the change of the index I(yG
F
), where yG
F
=
∏
f y
Gf
f , as ζ goes from
positive to negative. There is no subtlety concerning the contribution from the sector with
Neff > 0 or Neff < 0: the states (3.50) and (3.51) go away to infinity as ζ ց 0 or the
states (3.52) and (3.53) come in from infinity as ζ < 0 is turned on. The contributions to
the change in the index in the two cases take the same form, (−1)|m|+1∏f yQff from the
σ < 0 branch and (−1)|m|∏f yQff from the σ > 0 branch, where Qf is
σ < 0 :−
∑
Qi>0
Qfi
(
n¯i +
1
2
)
+
∑
Qi<0
Qfi
(
ni +
1
2
)
+
∑
j
qfj
(
mj − 1
2
)
+ qf , (3.54)
σ > 0 :
∑
Qi>0
Qfi
(
ni +
1
2
)
−
∑
Qi<0
Qfi
(
n¯i +
1
2
)
+
∑
j
qfj
(
mj − 1
2
)
+ qf . (3.55)
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Subtle is what to do for the sector with Neff = 0 where the states do not run away but
simply spread out as ζ → 0. The contribution to the change of the index takes the same
form as the Neff 6= 0 cases if we take the average — a “half” of (3.50) and (3.51) go away
to infinity and a “half” of (3.52) and (3.53) come in from infinity. If we decide to do so,
then, the change of the index takes a concise formula:
∆CI(y
GF ) =
∑
(3.47)
(−1)|m|+1
∏
f
yQ
f
f +
∑
(3.48)
(−1)|m|
∏
f
yQ
f
f . (3.56)
We will see that this is in perfect agreement with the wall crossing formula that will be
derived in section 5. This invites us to propose that, for the Neff = 0 sector, a “half” of
the ground state for ζ > 0 plus a “half” of the ground state for ζ < 0 contribute to the
wall crossing of the index as if they were a single state. Recall, however, that the Neff = 0
states have main support toward the origin σ → 0 of the Coulomb branch, and hence we
need more information there to say whether the state really exists. The index result is
understandable if the state exists only in the ζ > 0 side or only in the ζ < 0 side.
In the above computation of ∆CI(y
GF ), we assumed that the twist parameters are
unitary yf = e
iξf , so that we do not need to turn on the real mass mf . Turning on real
masses would change the form of the Hamiltonian and we would need to start the analysis
over. However, the wall crossing part is sensitive only to the behaviour of the wavefunction
at large values of |σ| to which the finite real masses have only a minor effect. The only
effect we need to have in mind is the the deformed supersymmetry algebra (2.47) which
dictates how mf enters into the result: that is, we can simply set yf = e
i(ξf+iβmf ) in the
result (3.56). This can also be seen buy looking at the result (3.56) itself. It is a Laurent
polynomial in yf ’s and the holomorphic extension from yf = e
iξf to yf = e
i(ξf+iβmf ) is
straightforward. This is so even when the theory is not effectively compact. (Of course,
in an effectively compact theory the replacement eiξf → ei(ξf+iβmf ) is valid everywhere.)
Thus, the wall crossing formula (3.56) is valid for arbitrary complex twist parameters
yf ∈ C×, whether or not the theory is effectively compact.
Let us also write down the wall crossing formula in N = 4 systems with U(1) gauge
group. We recall that the Coulomb branch vacua exists only when ζ has the same sign as
N
(4)
eff , defined in (3.12). They are invariant under U(1) R-symmetry (so that J− = −J3)
and form a representation of the SU(2) R-symmetry group of spin j =
|N(4)eff |−1
2 , which has
character χ(y−2J3) = y−2j+y−2j+2+· · ·+y2j . As a convention, we assign (−1)F = (−1)2J3 .
Therefore, as ζ goes from positive to negative, the change of the index is
∆CI(y
2J−yG
F
) = (−1)N(4)eff sign(N (4)eff )
(
y−(|N
(4)
eff |−1) + · · ·+ y|N(4)eff |−1
)
. (3.57)
This is true even when the theory is effectively non-compact and when there is a flavor twist,
as included in the notation. This is because the wall crossing states belong to a discrete
part of the spectrum in which the effect of the real and twisted masses is continuous. In
particular, the operator identity (2.57) makes sense on those states and we can prove that
all the Coulomb branch vacua that contribute to the wall crossing have zero flavor charge.
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3.4 Simple wall crossing
Let us next consider theories with higher rank gauge groups. On the wall between two
phases, there are classical vacua with continuous unbroken gauge symmetries. In general,
the symmetry breaking pattern is complex and it is not clear how to analyze the wall
crossing. For example, in the III-IV wall in the triangle quiver with rank vector (k, 1, 1)
with k ≥ 3 (see figure 4), the space of classical vacua is stratified by mixed branches of
different unbroken gauge groups. However, in some cases, we have a simple symmetry
breaking where the unbroken gauge group is isomorphic to U(1). This is always the case
in the interior of a wall in a theory with an Abelian gauge group, but there can be such
walls even in non-Abelian gauge theories. Let us analyze the wall crossing across such a
wall, which we shall refer to as simple.
Thus, suppose we have a simple wall between two phases, with the unbroken gauge
group G1 ⊂ G isomorphic to U(1). When ζ is close to such a wall region, we must look at
the effective theory on the mixed Coulomb-Higgs branch where the G1 component of the
vector multiplet scalar field is very large while the complementary gauge group C(G1)/G1
is Higgsed. Here C(G1) ⊂ G is the subgroup of commutants of G1. We decompose the
fields into two groups: (C) those which are charged under G1 and (H) those which are
invariant under G1. When G is non-Abelian, the components of the vector multiplet which
do not commute with G1 should be included in (C) — as fermi multiplets in N = 2 theories
and as chiral multiplets in N = 4 theories. Accordingly we have two theories:
Theory (C) gauge group G1, matters from class (C), and the FI parameter close to zero,
Theory (H) gauge group C(G1)/G1, matters from class (H) and the FI parameter in the
wall region.
The effective theory on the mixed branch is the “semi-direct product” of the Coulomb
branch of Theory (C) and the Higgs branch of Theory (H). We say “semi-direct” because
each vacuum of Theory (C) may carry its own charge under C(G1)/G1, which provides a
background charge, i.e., the Wilson line, in Theory (H). Note that C(G1)/G1 is regarded
as a flavor symmetry in Theory (C).
In N = 4 theories, however, Coulomb branch vacua of (C) that contribute to the wall
crossing has charge zero under the flavor symmetry, as shown right above. Therefore, the
Coulomb and the Higgs dynamics decouples and the mixed branch is the direct product
of the Coulomb and the Higgs branches. In particular, supersymmetric ground states are
the tensor products of the ground states on the two branches, and the contribution to the
change of the index is the simple product:
∆I(y2J−yG
F
) = I
(H)
wall(y
2J−yG
F
)×∆CI(C)(y2J−). (3.58)
Let us illustrate this in the wall crossing in the Abelian triangle quiver (Example 3, ~k =
(1, 1, 1)). We look at the wall between Phase I and Phase II (see figure 3). The unbroken
gauge group is G1 = {[z, 1, 1]} ∼= U(1) and the fields are decomposed as
(C) y1,...,b (1), z1,...,c (−1),
(H) x1,...,a (1).
– 40 –
J
H
E
P
0
1
(
2
0
1
5
)
1
2
4
To the right of the fields, we put their charges with respect to G1 for (C) and G/G1
for (H). The Coulomb branch of (C) has N
(4)
eff = b − c so that we have ∆CI(C)(y2J−) =
(−1)b−c−1sign(c− b)(y−(|b−c|−1)+ · · ·+y|b−c|−1). The Higgs branch of (H) is CPa−1 which
has I(H)(y2J−) = (−1)a−1(y−(a−1) + · · ·+ ya−1). Thus, as ζ moves from Phase I to Phase
II, the index changes as
∆I(y2J−) = (−1)a+b+c(y−(a−1)+ · · ·+ya−1) · sign(c−b)(y−(|b−c|−1)+ · · ·+y|b−c|−1). (3.59)
We will see more examples in later sections.
In a theory without N = 4 supersymmetry, each vacuum may have a non-trivial flavor
charge and hence Theory (H) may have different background charges for different (C)
vacua. Therefore, the change in the index is not in general the simple product, but is a
“semi-direct” product, which may be denoted as
∆I(yG
F
) = (I
(H)
wall ∗∆CI(C))(yG
F
). (3.60)
We will present illustrative examples in later sections.
4 The index
In this section, we compute the Witten index
I(yG
F
) = TrH
(
(−1)F yGF e−βH
)
. (4.1)
As we have seen, the spectrum of supersymmetric ground states depends very much on the
region where the FI parameter ζ belongs. When it is deep inside a phase where the gauge
group is broken to a finite group, the ground state spectrum is that of the effective theory
on the Higgs branch, and in particular the index should agree with the Higgs branch
index. “Deep inside” means that 1/β is comparable to or smaller than the Higgs mass
MH = e
√|∆ζ| (see (2.62)),
e2|∆ζ| ∼ 1
β2
, (4.2)
where |∆ζ| is the distance to the walls of the phase. As ζ approaches a wall, some of the
ground states start to have supports on the Coulomb branch and eventually disappear by
running away to infinity. As a consequence, the index must undergo a transition as ζ goes
across the wall. The effective theory on the Coulomb branch has a characteristic energy
scale MC = e
2|∆ζ|2 (see (3.9)). Thus, the wall crossing transition is expected within a
range where it is vanishingly small compared to 1/β,
e2|∆ζ|2 ≪ 1
β
. (4.3)
We shall employ the method of supersymmetric localization to compute the index,
which includes taking the limit e2 → 0. This limit is potentially singular because it turns
off the D-term potential and the Higgs mass. The singularity is especially severe in the
one-dimensional system because of the non-compact flat direction in the Coulomb branch.
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As we will see, in order to obtain a sensible answer, we need to take particular scaling
limits in which ∆ζ is sent to infinity. In addition, there is a subtlety in the definition of
the index associated to the non-compactness, and some of the above expectation needs
to be reexamined. All these are unlike the similar computation of the elliptic genus of
two-dimensional (2, 2) supersymmetric theories [39, 40] where the Coulomb branch is lifted
by the R-symmetry twist.
4.1 Setting up the computation
We consider a general N = 2 supersymmetric gauge theory introduced in section 2.1,
with the gauge group G, the matter contents specified by Vchiral, Vfermi and M , and the
interaction given by ζ, E(φ), J(φ) and Q(φ). We suppose that there is a group GF of
flavor symmetries.
The index (4.1) is equal to the path integral on the Euclidean circle of circumference β
with periodic boundary condition, with the flavor Wilson line vFτ and real mass m turned
on, for y = e−β(ivFτ +m),
I =
∫
Dµ exp
(
−
∫ β
0
LE dτ
)
StrMPexp
(
−
∫ β
0
iAτdτ
)
. (4.4)
The Euclidean Lagrangian is obtained by the Wick rotation t → −iτ , which includes the
rotation of the auxiliary fields, D → iDE , where DE is real valued (i.e. DE ∈ ig), and
F → iFE , F → iF †E :
LE =
1
2e2
Tr
[
(Dτσ)
2 + λD(+)τ λ+D
2
E
]
+ iζ(DE)
+
1
g2
[
D˜τφD˜τφ+ ψ D˜
(−)
t ψ + φ
{−iDE + σ˜ 2}φ+ iφλψ − iψ λφ]
+
1
g2
[
η D˜(+)τ η + F
†
EFE + E(φ)E(φ) + η∂iE(φ)ψ
i + ψ
ı
∂ıE(φ)η
]
−ψi∂iJ(φ)η + iJ(φ)FF − η∂ıJ(φ)†ψı + iF †EJ(φ)†, (4.5)
iAτ = ρ(iv˜τ + σ˜)− ψi∂iQ(φ) + ψı∂ıQ(φ)† + {Q(φ), Q(φ)†}. (4.6)
Here we put v˜τ := vτ + v
F
τ and σ˜ := σ+m, and in particular, we have D˜
(±)
τ =
d
dτ + iv˜τ ± σ˜
We assume that there is a region of parameters ζ, vFτ , m, J(φ), etc, where the theory is
effectively compact. Then, the index is well-defined and is independent of parameters as
long as they are in that region (except the dependence on ivFτ + m due to (2.47)). In
particular, it is independent of e and g, and we evaluate the path-integral in the regime
where e and g are very small. The basic strategy to evaluate the path-integral is mostly
the same as in the computation [39, 40] of 2d index, but we shall see important differences.
We will eventually take the limit where the gauge coupling constant e is sent to zero.
In that limit, the path-integral is dominated by the configurations satisfying
Dτσ = 0, DE = 0. (4.7)
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The only observable of a gauge field on the circle is its holonomy, h = Pexp
(
−i ∫ β0 vτdτ),
and a parallel section σ is determined by its value at τ = 0 that commutes with h. There-
fore, the moduli space M of solutions to (4.7) is the space of commuting pairs in G × ig
modulo the adjoint action, which is isomorphic to
M = (T × it) /W, (4.8)
where T is a maximal torus of G and W is the Weyl group of (G, T ). A solution is
realized by constant profiles with values in it, vτ ≡ vtτ0 and σ ≡ σt0. Since the holonomy is
h = e−iβvtτ0 we see that the shift of βvtτ0 by an element of 2πQ∨ is a gauge transformation,
where Q∨ ⊂ it is the coroot lattice — the kernel of the map ξ ∈ it 7→ e2πiξ ∈ T . It is
convenient to take the supersymmetric combination
u :=
β
2π
(−vtτ0 + iσt0) ∈ tC, (4.9)
which has periodicity Q∨. It defines a system of complex flat coordinates of the cover
M˜ = tC/Q
∨ of the moduli space, M ∼= tC/(Q∨ ⋊ W ) = M˜/W . In contrast to the 2d
index computation, the moduli space M is non-compact, and that is responsible for the
wall crossing phenomenon which is the distinguished feature in 1d.
Note that (4.7) is the condition of supersymmetry, δλ = δλ = 0. Therefore, M is
also the moduli space of supersymmetric background for the vector multiplet. In fact, the
above discussion guarantees that our discussion in section 2.2 on the flavor twist and real
mass was general enough. Just like (4.9), we write
z :=
β
2π
(−vFτ + im) ∈ tFC, (4.10)
for the complex parameter of the flavor twist, y = e2πiz ∈ TFC.
The index can be written as the integration on the moduli space,
I =
∫
M
d2ℓuFe,g(u) =
1
|W |
∫
M˜
d2ℓuFe,g(u), (4.11)
where Fe,g(u) is the result of path integral over all fields except the commuting zero modes
of vτ and σ. The integrand Fe,g(u) depends on e and g, even though the the integral (4.11)
does not. The matter integral for a given gauge multiplet is simplified if we can take the
limit g → 0. This is certainly valid when the scalar component φ of the chiral multiplet
does not have a zero mode. Along the supersymmetric background specified by u ∈ tC,
this is the case except when e2πi(u+z) : Vchiral → Vchiral has eigenvalue 1. Let
Vchiral =
⊕
i∈I
C(Qi, Q
F
i ), (4.12)
be the weight decomposition. Then, the i-th component φi of φ has a zero mode when
Qi(u) +Q
F
i (z) ≡ 0 modulo Z. (4.13)
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We denote the locus (4.13) by Hi ⊂ M˜ and call it a singular hyperplane for the field φi. If u
is away from any of such hyperplanes, then, the limit g→ 0 can obviously be taken. We fur-
ther make the following assumption that allows g→ 0 (for non-zero e) even along singular
hyperplanes: at each point u∗ ∈ M˜, let (φi)i∈Iu∗ be the set of fields which has zero modes at
u∗. Then, we assume that the space of (φi)i∈Iu∗ solving the D-term equations is compact.
For example, for G = U(1), this means that the fields having zero modes at each point of
M˜ = M have either positive charges or negative charges, but not both. Under this assump-
tion, the limit g → 0 can be taken everywhere on M˜, provided e is non-zero. Moreover,
this allows us to ignore the contribution from an infinitesimal neighborhood of the singular
hyperplanes and take a limit e→ 0 at the same time. To state it precisely, let us put
∆ε :=
⋃
i∈I
∆ε(Hi) , (4.14)
where ∆ε(Hi) is the ε-neighborhood of Hi in M˜. Then, there is a double scaling limit
e → 0 and ε → 0 under which the contribution from ∆ε at g = 0 vanishes, so that the
integral (4.11) can be replaced by
I =
1
|W | lime→0
ε→0
∫
M˜\∆ε
d2ℓuFe,0(u). (4.15)
Thus, we would like to compute Fe,g(u) for u away from the singular hyperplanes, in
the limit e → 0 and g → 0. Note that the moduli variable u, i.e., vtτ0 and σt0 are not
closed under the supersymmetry (2.4) but is a part of the supermultiplet consisting of the
constant modes of the Cartan part of the vector multiplet (vtτ0, σ
t
0, λ
t
0, λ
t
0, D
t
E0). To obtain
Fe,g(u), we first do the path-integral over all the supermultiplets which are orthogonal to
this Cartan zero modes, and then do the integration over λt0, λ
t
0 and D
t
E0. In the limit
e→ 0 and g→ 0, the first part can be done exactly by the one-loop integral.
4.2 One loop integral
Vector multiplet. We write the vector multiplet modes which are orthogonal to the
Cartan zero modes as (v′τ , σ′, λ′, λ′, D′E). The gauge fixing amounts to dropping the integral
over (v′τ , σ′). The simplest way to see this is to note that the Gauss law is simply Dτσ = 0
in the limit e→ 0, which sets v′τ = σ′ = 0 and leaves us with the integral over the moduli
space M. Thus, the one-loop integral is just over (λ′, λ′, D′E), which yields
Z ′vector = det
′Dt(+)τ0 . (4.16)
The operator D
t(+)
τ0 =
d
dτ + ad(iv
t
τ0 + σ
t
0) =
d
dτ − 2πiβ ad(u) is diagonalized via the Fourier
modes e−2πimτ/β and the root decomposition of gC, and we find (we omit writing (±i)2πβ
that multiplies each eigenvalue)
Z ′vector =
∏
m 6=0
m
ℓ ·∏
α
∏
m∈Z
(m + α(u))
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∝
∏
α
(
e−πiα(u) − eπiα(u)
)
. (4.17)
Each root factor in (4.17) can also be understood from the operator formalism: the index
of the λα, λα system may be written as Zα = Tr(−1)F e2πiG(u) e−βH , with H = 0 and
G(u) = α(u)2 [λα, λα]. If we assign (−1)F = 1 to the Fock vacuum annihilated by λα, then
we find Zα = e
−πiα(u)− eπiα(u). It may be more natural to put vtτ0 to G and σt0 to H, but
the result is the same.
In the remaining part of the one-loop integral, the fluctuation modes (v′τ , σ′, λ′, λ′, D′E)
will never appear. To simplify the notation, we denote the Cartan zero modes simply as
(vτ , σ, λ, λ,DE), dropping the super/subscripts t/0. We also write
D :=
β2
(2π)2
DE , (4.18)
for a dimensionless variable.
Chiral multiplet. Since we shall eventually perform the integral over the 2ℓ gluino zero
modes, we may drop the terms iφλψ − iψ λφ from the exponential, and look only at
Zchiral =
∫
DφDψ e−
∫ β
0 dτ
[
φ(−D˜2τ+σ˜2−iDE)φ+ψD˜(−)τ ψ
]
1
(ℓ!)2
(∫ β
0
φλψdτ
∫ β
0
ψ λφdτ ′
)ℓ
=
det D˜(−)τ
det
(
−D˜2τ + σ˜2 − iDE
) 〈 1
(ℓ!)2
(∫ β
0
φλψdτ
∫ β
0
ψ λφdτ ′
)ℓ〉
. (4.19)
In view of the weight decomposition (4.12), this is equal to
Zchiral = gchiral(u,D) · deth(u,D)
ℓ∏
a=1
λaλa, (4.20)
where
gchiral(u,D) :=
∏
i∈I
∏
m∈Z
(
m+Qi(u) +Q
F
i (z)
)
∏
i∈I
∏
m∈Z
(∣∣m+Qi(u) +QFi (z)∣∣2 − iQi(D)) , (4.21)
and deth(u,D) is the determinant of the ℓ× ℓ matrix
hab(u,D) :=
∑
i∈I
∑
m
QaiQ
b
i(∣∣m+Qi(u) +QFi (z)∣∣2 − iQi(D)) (m+Qi(u) +QFi (z)) . (4.22)
If we set D = 0, the function gchiral simplifies
gchiral(u, 0) =
1∏
i∈I
∏
m∈Z
(
m+Qi(u) +Q
F
i (z)
)
∝ 1∏
i∈I
(
eπi(Qi(u)+Q
F
i (z)) − e−πi(Qi(u)+QFi (z))
) . (4.23)
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It is the index of a chiral multiplet in the supersymmetric background, which explains the
holomorphic dependence on u and z, see section 2.2. The precise form (4.23) can also be
understood from the operator formalism. For this purpose, it is enough to consider the
U(1) gauge theory with a single chiral multiplet of charge 1. Quantization of the chiral
multiplet in the constant background σ has been done in section 3.2, as its special case
N = 1. The energy and the charge spectrum is given in (3.26) and (3.27). If we assign
(−1)F = 1 to the oscillator vacuum |0〉OSC , we see that the twisted index is
Tr(−1)F e−iβG(vτ ) e−βH =
∑
n,n¯∈Z
∑
m=0,1
(−1)m e−iβvτ(n−n¯+m− 12) e−β|σ|(n+n¯+1)+βσ(m− 12)
= e−β|σ|
e−iβvτ(−
1
2) eβσ(−
1
2) − e−iβvτ( 12) eβσ( 12)
(1− e−iβvτ e−β|σ|)(1− eiβvτ e−β|σ|)
=
1
eπiu − e−πiu (for both signs of σ) , (4.24)
which is indeed of the form (4.23).
Fermi multiplet. Let
Vfermi =
⊕
j∈J
C(qj , q
F
j ) (4.25)
be the weight decomposition. Then, the one loop integral is given by
Zfermi = detD
(+)
τ =
∏
j∈J
∏
m∈Z
(m + qj(u) + q
F
j (z))
∝
∏
j∈J
(
e−πi(qj(u)+q
F
j (z)) − eπi(qj(u)+qFj (z))
)
. (4.26)
The final expression can also be understood from the operator formalism.
Wilson line. Let
M =
⊕
k∈K
C(qk, q
F
k )[rk] (4.27)
be the weight decomposition, where rk = 0 for the even part and rk = 1 for the odd part.
Then, the Wilson line gives the following factor
ZWilson =
∑
k∈K
(−1)rk e2πi(qk(u)+qFk (z)). (4.28)
Summary. After performing the gluino integral, we have
I =
Nℓ
|W | lime→0
ε→0
∫
M˜\∆ε
d2ℓu
∫
it
dℓD g(u,D) deth(u,D) exp
(
− (2π)
4
2e2β3
D2 − i(2π)
2
β
ζ(D)
)
,
(4.29)
where Nℓ is a normalization constant to be determined, and g(u,D) is the product of
Z ′vector(u), gchiral(u,D), Zfermi(u) and ZWilson(u), which is normalized so that g(u,D = 0)
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is the product of the right hand sides of (4.17), (4.23), (4.26) and (4.28),
g(u, 0) =
∏
α
2i sin(−πα(u))
∏
j∈J
2i sin(−π(qi(u) + qFi (z)))∏
i∈I
2i sin(π(Qi(u) +Q
F
i (z)))
∑
k∈K
(−1)rk e2πi(qk(u)+qFk (z)).
(4.30)
It remains to perform the u and D integrals and then take the limit. For this purpose,
there is a very useful identity
∂
∂ua
g(u,D) = −ihab(u,D)Db g(u,D). (4.31)
As in [39, 40], this can be used to turn the integral into the residue integral around inter-
sections of the singular hyperplanes. We first consider a theory with U(1) gauge group.
4.3 U(1) theories
If the gauge group is U(1), the moduli space is one dimensional, M˜ = M = C/Z ∼= C×, and
singular hyperplanes are points of M. We denote by M
(+)
sing and M
(−)
sing the sets of singular
points corresponding to positively charges fields and negatively charged fields respectively.
By the assumption made above, they have no overlap, M
(+)
sing ∩M(−)sing = ∅. We denote by
∆
(±)
ε the epsilon neighborhood of M
(±)
sing, so that ∆ε = ∆
(+)
ε ⊔ ∆(−)ε . We set β = 2π to
simplify the notation.
For a U(1) theory, the integral (4.29) is
I = N1 lim
e→0
ε→0
∫
M\∆ε
d2u
∫
R
dD g(u,D)h(u,D) exp
(
− π
e2
D2 − 2πiζD
)
, (4.32)
and the identity (4.31) reads
g(u,D)h(u,D) =
i
D
∂
∂u
g(u,D). (4.33)
The plan is to insert (4.33) into (4.32), apply the Stokes theorem in the u-integral, and then
evaluate the integral at each boundary component. It turns out to be useful to deform the
domain of D integral in advance, from the real line R to a contour in the complex D-plane
that goes around D = 0. This is valid as long as the deformation does not hit the poles of
the integrand of (4.32). Denoting the new contour by Γ and applying the Stokes theorem,
we have
I =
N1
2
lim
e→0
ε→0
∫
Γ
dD
∮
∂(M\∆ε)
du
1
D
g(u,D) exp
(
− π
e2
D2 − 2πiζD
)
. (4.34)
There is a simple pole at D = 0 in the integrand, even though it must go away after the
u-integration, as D = 0 was perfectly regular in (4.32). It goes away if the sum over all
components of ∂(M \∆ε) is taken, but survives in the individual component. That is why
we deformed the D contour in advance. We denote by Γ− (resp. Γ+) the contour that goes
below (resp. above) D = 0. To be specific, let us take Γ = Γ−. We emphasize that the
– 47 –
J
H
E
P
0
1
(
2
0
1
5
)
1
2
4
Γ−Γ−Γ−
u ∈ ∂∆(−)ε u ∈ ∂∆(+)ε u ∈ ∂M
Figure 10. Poles and the contour Γ
−
in the complex D plane.
contour deformation should be small enough so as not to hit the poles of (4.32), i.e., those
of g(u,D).
Note that ∂(M \∆ε) has three groups of components,
∂(M \∆ε) = ∂M− ∂∆(+)ε − ∂∆(−)ε , (4.35)
where ∂M is the boundary at infinity (two circles at u→ ±i∞). Let us look at a component
of ∂∆
(±)
ε that encircles a singular point u∗ ∈M(±)sing. In addition to D = 0, there is a pole at
D = −iQiε2 for each Qi satisfying (4.13) for u = u∗. In the limit ε→ 0, it collides with the
pole at D = 0. The other poles stay away from the real axis, even after the limit. Recall
that the sign of such Qi is fixed: it is positive if u∗ ∈ M(+)sing and negative if u∗ ∈ M(−)sing.
On the other hand, at u ∈ ∂M, there is one pole at D = 0 and other poles are on the
imaginary axis and are infinitely far away.
Let us first compute the contribution from the components of ∂∆
(−)
ε . (See figure 10
left.) No pole approaches D = 0 from the lower half D plane in the limit. Thus, the
contour Γ− can be deformed further away from D = 0. In particular, we can take the
ε → 0 limit holding the contour Γ− fixed. As a function of u, the integrand is continuous
and its absolute value is bounded from above for any ε. Hence the integral vanishes in the
ε→ 0 limit since the contour simply shrinks. Thus, we find
lim
e→0
· lim
ε→0
∫
Γ−
dD
∮
∂∆
(−)
ε
du
1
D
g(u,D) exp
(
− π
e2
D2 − 2πiζD
)
= 0. (4.36)
Let us next consider the components of ∂∆
(+)
ε . (See figure 10 middle.) No pole
approaches D = 0 from the upper half D plane, but one pole D = −iQiε2 for each Qi
satisfying (4.13) approaches D = 0 in the limit. And the contour Γ− goes between D = 0
and these poles. Therefore, we cannot take that limit holding the contour fixed. To avoid
the complication, we decompose the contour as
Γ− = Γ+ + C0 , (4.37)
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where C0 is a circle of radius smaller than ε
2 that goes around D = 0 counter-clockwise.
The integral along Γ+ vanishes in the limit for the same reason as in (4.36),
lim
e→0
ε→0
∫
Γ+
dD
∮
∂∆
(+)
ε
du
1
D
g(u,D) exp
(
− π
e2
D2 − 2πiζD
)
= 0. (4.38)
The integral along C0, on the other hand, remains,
lim
e→0
· lim
ε→0
∫
C0
dD
∮
∂∆
(+)
ε
du
1
D
g(u,D) exp
(
− π
e2
D2 − 2πiζD
)
= lim
e→0
· lim
ε→0
2πi
∮
∂∆
(+)
ε
du g(u, 0) exp
(
− π
e2
02 − 2πiζ0
)
= 2πi
∮
∂∆
(+)
ε
du g(u, 0). (4.39)
Finally, let us study the contribution of ∂M. This is the main new point compared
to the 2d index computation [39] where M was closed and had no infinity. In 1d, the
index should undergo a transition as ζ crosses a wall, and it is the integral on ∂M that is
responsible for that transition. As we have discussed at the beginning of this section, the
result should depend on the distance |∆ζ| to the wall in relation to e and β. Since we are
taking the limit e→ 0, we should also scale ζ accordingly. Here we present one particular
scaling limit, which we shall call the Higgs scaling. (A more detailed discussion will be
presented in the next subsection.) It is to scale up |ζ| as the limit e→ 0 is taken so that
ζ ′ = e2ζ (4.40)
is held fixed. Then, the D integral can be processed as follows:∫
Γ−
dD
D
g(u,D) exp
(
− π
e2
D2 − 2πiζD
)
=
∫
Γ−
dD′
D′
g(u, e2D′) exp
(−πe2D′2 − 2πiζ ′D′)
e→0−→
∫
Γ−
dD′
D′
g(u, 0) exp
(
−2πiζ ′D′
)
=
{
0 ζ ′ > 0
2πig(u, 0) ζ ′ < 0
= 2πiΘ(−ζ ′)g(u, 0). (4.41)
Summing up the contributions, we find
I =
N1
2
[
0− 2πi
∮
∂∆
(+)
ε
du g(u, 0) + 2πiΘ(−ζ ′)
∮
∂M
du g(u, 0)
]
= ∓N1πi
∮
∂∆
(±)
ε
du g(u, 0) for ±ζ ′ > 0. (4.42)
If we choose Γ = Γ+, then, we have non-zero contribution from ∂∆
(−)
ε , zero from
∂∆
(+)
ε , and similar (but opposite) contribution as (4.41) from ∂M. The sum is
I =
N1
2
[
2πi
∮
∂∆
(−)
ε
du g(u, 0) + 0− 2πiΘ(ζ ′)
∮
∂M
du g(u, 0)
]
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= ∓N1πi
∮
∂∆
(±)
ε
du g(u, 0) for ±ζ ′ > 0, (4.43)
which is indeed the same as (4.42).
4.4 Scaling limits
In the evaluation of the integral along ∂M, we have taken the scaling limit where e → 0,
|ζ| → ∞ holding e2ζ fixed at a non-zero value. To see the physical meaning of the limit,
let us restore the circumference β of the circle and also use the physical DE variable. The
important factor of the integrand is
exp
(
− β
2e2
D2E − iβζDE
)
. (4.44)
Note that the exponent is indeed dimensionless, as the parameters and variables have the
following dimensions (see the footnote in page 18):
[DE ] = energy
2, [e2] = energy3, [ζ] = energy−1, [β] = energy−1. (4.45)
In any computation of path integral, it is natural to neutralize the dimension of integration
variables. Since there are more than one dimensionful parameters, there are more than one
ways to do so.
The scaling of the variable DE in the above computation is, when β is restored,
DE = βe
2D′E . (4.46)
This D′E is indeed dimensionless and the factor (4.44) is written as
exp
(
−β
3e2
2
(D′E)
2 − iβ2e2ζD′E
)
. (4.47)
The limit we have taken is e2β3 → 0 holding ζ ′ = β2e2ζ fixed at a non-zero value. Even
though e vanishes, the D-term potential remains because |ζ| is sent to infinity at the
same time. In particular, the Higgs mass e
√|ζ| is kept finite and non-zero, in compar-
ison to 1/β. Moreover, the potential barrier on the Coulomb branch is infinitely high,
e2ζ2/2 = [(ζ ′)2/(2e2β3)](1/β). Therefore, this is a regular limit where the theory at the
energies below e2|ζ| = ζ ′/β is well approximated by the theory on the Higgs branch. In
particular, the obtained answer must agree with the index of the Higgs branch theory.
That is why we called it the Higgs scaling.
Let us consider another scaling limit which attempts to probe the Coulomb branch
dynamics, having characteristic energy scale e2ζ2. That is to hold ζ ′′ =
√
βeζ fixed when
taking the limit e2β3 → 0. The natural rescaling of the variable DE is
DE =
e√
β
D′′E , (4.48)
so that (4.44) is written as
exp
(
−1
2
(D′′E)
2 − i
√
βeζD′′E
)
. (4.49)
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Then, the DE integration at infinity behaves as∫
Γ
dDE
DE
g(u, β
2
(2π)2
DE) exp
(
− β
2e2
D2E − iβζDE
)
=
∫
Γ
dD′′E
D′′E
g(u, β
2e
(2π)2
√
β
D′′E) exp
(
−1
2
(D′′E)
2 − iζ ′′D′′E
)
e→0−→
∫
Γ
dD′′E
D′′E
g(u, 0) exp
(
−1
2
(D′′E)
2 − iζ ′′D′′E
)
. (4.50)
As long as Γ avoids the pole at DE = 0 and asymptotes to the real line, this is absolutely
convergent and depends continuously on ζ ′′. If we choose Γ = Γ−, it vanishes in the limit
ζ ′′ → +∞ and approaches 2πig(0, u) in the opposite limit ζ ′′ → −∞. The difference from
the limit value is exponentially small for large |ζ ′′| as ±√2πi e−|ζ′′|2/2/|ζ ′′| times g(u, 0).
Thus, in this scaling limit, the index is a continuous function of ζ ′′ that interpolates the
Higgs scaling result at ζ ′ > 0 and the one at ζ ′ < 0. According to a numerical evaluation
of the integral, the transition occurs essentially within the range |ζ ′′| < 5.
This smooth transition appears to be different from the expectation (4.3) that we have
a sharp transition within the range |ζ ′′| ≪ 1. This discrepancy can be understood by noting
a subtlety in the definition of the index.6 Recall that, when there is a non-trivial wall cross-
ing, the effective potential on the Coulomb branch approaches E1 = e
2|ζ|2/2 = |ζ ′′|2/2β
at infinity, which is finite in the scaling limit under consideration. In such a situation, the
spectrum is continuous above E1 = e
2|ζ|2/2. As long as the gap E1 is positive, supersym-
metric ground states must be normalizable, and the index can be defined unambiguously as
#(bosonic zero energy states)−#(fermionic zero energy states). (4.51)
(Here we suppress the flavor twist for simplicity.) In particular, it is an integer and is de-
formation invariant. However, there is an ambiguity if we try to define the index as (4.1),
that is,
TrH(−1)F e−βH . (4.52)
The expression (4.52) is not absolutely convergent due to the continuum above E1, and
hence depends on how it is defined. Our localization computation provides one defini-
tion to (4.52), but it may not agree with other possible definitions. In particular, it does
not have to agree with (4.51). One may estimate the ambiguity to be of the order of
e−βE1 = e−|ζ′′|2/2. That is in fact the order of the difference of (4.50) from the Higgs
scaling result, as estimated above at large |ζ ′′|.
In the Higgs scaling, on the other hand, the asymptotic gap E1 = |ζ ′|2/(2e2β4) blows
up to infinity as remarked earlier. Hence, (4.52) is absolutely convergent and must agree
with (4.51).
It is the index as defined by (4.51) that is expected to undergo a sharp transition by
the runaway of Coulomb branch vacua. Since it is deformation invariant as long as the gap
E1 is bounded from below by a positive energy, the total jump of our localization result
must agree with the one from the picture of runaway vacua. In fact, we shall explicitly
6We thank Edward Witten for a guide on this point.
– 51 –
J
H
E
P
0
1
(
2
0
1
5
)
1
2
4
show the agreement in section 5 whenever the wall crossing on the Coulomb branch can be
evaluated.
We now move on to the computation of the index of the theory with a general gauge
group. We shall take the “Higgs scaling”: e2β3 → 0 holding the distance of ζ ′ = β2e2ζ to
the walls fixed.
4.5 Higher rank theories
We set β = 2π. We define G(u,D) := Nℓ(−12)ℓg(u,D) e−
π
e2
D2−2πiζ(D) and consider it as a
function of (u,D) ∈ M˜× tC. Let us introduce a t∗C-valued one form ν on M˜× tC by
ν(ξ) := −iduahabξb, ξ ∈ tC. (4.53)
Both G and ν are meromorphic in D. In terms of these, the index formula (4.29) reads
I =
1
|W | lim
∫
(M˜\∆ε)×Γ
µ, µ := G dℓu ∧ (ν(dD))∧ℓ. (4.54)
Γ ⊂ tC is a contour of D-integration. The real locus Γ = it was chosen in (4.29), but we
shall deform it away so as not to hit the poles of the integrand, as in the U(1) case. The
identity (4.31) reads
∂G = ν(D)G. (4.55)
One can easily show that ∂uch
ab is symmetric in a, b, c, which means
∂ν = 0. (4.56)
For a set {Q1, . . . , Qs} ⊂ t∗, put
µQ1,...,Qs := cs ·G dℓu ∧ (ν(dD))∧(ℓ−s) ∧
dQ1(D)
Q1(D)
∧ · · · ∧ dQs(D)
Qs(D)
, (4.57)
with cs = (−1)s(ℓ−1)+
s(s+1)
2 . Here Qα’s may or may not be taken from the charges of the
fields. Note that it vanishes if Q1, . . . , Qs are linearly dependent. For the empty set, we
have µ∅ = µ. It follows from (4.55) and (4.56) that
dµQ1,...,Qs =
s∑
α=1
(−1)s−αµ
Q1,...Q̂α...,Qs
, (4.58)
where “hat” means omission.
We shall use this identity and Stokes theorem successively to reduce the dimension of
the u integration. To show the idea, let us pretend that G and ν had no-singularity and
consider integration on M˜ rather than M˜ \ ∆ε. (We ignore the D integration for now.)
We also pretend that M˜ is compact without boundary for now. We choose a good cell
decomposition of M˜. By “good” we mean that a codimension k cell is at the intersection
of (k + 1) codimension (k − 1) cells (e.g. codimension 1 cell is at the intersection of 2
maximal dimensional cells). Write {C(n)α }α for the set of all n-dimensional cells. We
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choose, randomly, an element Qα ∈ it∗ for each maximal dimensional cell C(2ℓ)α and use
µ = dµQα there. Then,∫
M˜
µ =
∑
α
∫
C
(2ℓ)
α
dµQα =
∑
α
∫
∂C
(2ℓ)
α
µQα
=
∑
β
∫
C
(2ℓ−1)
β
(µQ
β+
− µQ
β−
) =
∑
β
∫
C
(2ℓ−1)
β
dµQ
β+ ,Qβ−
=
∑
β
∫
∂C
(2ℓ−1)
β
µQ
β+ ,Qβ−
=
∑
γ
∫
C
(2ℓ−2)
γ
(
µQ
γ1 ,Qγ2
− µQ
γ1 ,Qγ3
+ µQ
γ2 ,Qγ3
)
=
∑
γ
∫
∂C
(2ℓ−2)
γ
µQ
γ1 ,Qγ2 ,Qγ3
= · · · (4.59)
In this way, we can lower the dimension of u-integration, and eventually we hit the middle
dimension, i.e., ℓ. There we have complete cancellation because of the identity (4.58) and
µQγ1 ,...,Qγℓ+1 = 0. Thus, we get zero.
Now let us consider the real situation where M˜ is non-compact and we delete ∆ε from
M˜. To avoid possible misunderstanding, we denote by IS the set labelling the singular
hyperplanes. IS is different from the set I labelling the weight decomposition (4.12) of
Vchiral since different components may define the same singular hyperplane. Thus, (4.14)
could also be written as
∆ε :=
⋃
i∈IS
∆ε(Hi). (4.60)
We consider the non-degenerate case: all the intersections of hyperplanes are transversal.
In particular, there is no point where distinct (ℓ + 1) hyperplanes meet. The boundary
∂∆ε is separated into tubes with holes,
Si := ∂∆ε ∩ ∂∆ε(Hi). (4.61)
We give it the natural orientation. We also introduce a cut-off at infinity, M˜R := it/Q
∨×tR,
where tR consists of vectors of lengths ≤ R. In (4.54), we replace M˜ by M˜R and send R
to infinity at the end of the computation. We put
S∞ := −(∂M˜R) \∆ε. (4.62)
Note that
∂(M˜R \∆ε) = −
∑
i∈I
Si. (4.63)
Here and in what follows, unless otherwise stated, the index i runs over I = IS ∪ {∞}.
I.e., i may be the label of a singular hyperplane or i =∞. We write Si1...is = Si1 ∩ · · · ∩Sis
and we also give it the natural orientation. It is totally antisymmetric in i1, . . . , is and
∂Si1...is = −
∑
j∈I
Si1...isj . (4.64)
We would like to choose a cell decomposition of M˜R \ ∆ε. Because it is a manifold
with boundary and corners, we cannot take a good one, but we try to take it to be as
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good as possible. We require the following conditions (i)-(iii). (i) Each open cell is either
in the interior or contained in the interior of exactly one Si1...is . (ii) It is good in the
interior of M˜R \ ∆ε. That is, the valence condition is satisfied at the (closed) cell in the
interior. To describe the final condition, we note that a neighborhood of M˜R \ ∆ε of an
interior point of a corner Si1...is is of the form (R+)
s×R2ℓ−s, which is the domain in R2ℓ =
{(xi1 , . . . , xis , ys+1, . . . , y2ℓ)} defined by xi1 ≥ 0, . . . , xis ≥ 0. For {j1, . . . , jp} ⊂ {i1, . . . , is},
the corner Sj1...jp includes Si1...is and is identified as the region xj1 = · · · = xjp = 0. We
introduce a cell decomposition of (R+)
s ×R2ℓ−s as follows. For {j1, . . . , jp} ⊂ {1, . . . , s},
we define the cell Cj1...jp by the condition.
0 ≤ xj1 = · · · = xjp ≤ all other xi’s. (4.65)
Note that the boundary of Cj1...jp consists of Sj1...jp and Cj1...jpi. The orientation of Cj is
the one induced from M˜ and we can assign an orientation of Cj1...jp so that
∂Cj1...jp = −Sj1...jp +
∑
i
Cj1...jpi. (4.66)
We can now describe the condition (iii): a cell touching the interior of Si1...is coincides with
one of Cj1...jp , or its subdivision in the R
2ℓ−s direction, in a neighborhood of Si1...is .
Under such a cell decomposition, we compute the integral
∫
M˜R\∆ε µ as follows. To each
maximal dimensional cell, we assign an element of it∗. For a cell away from the boundary,
the assignment is random. If it touches the interior of Si, with i ∈ IS , we assign the
charge Qi of a field defining Hi. If it touches the interior of S∞, we assign an element
Q∞ ∈ it∗ which may or may not be one of the charges. More generally, if it touches the
interior of Si1...is , it must be contained in one of Cj for j ∈ {i1, . . . , is}, then we assign Qj .
The integral in the interior region can be processed as in (4.59), and we obtain zero. From
the cells touching the boundary, we have other contributions. From the cells touching the
interior Soi of Si, we have ∑
C
(2ℓ−1)
β
⊂Soi
∫
C
(2ℓ−1)
β
µQi . (4.67)
To see what you obtain from the cells touching the interior of higher codimension corners,
let us look at the region (R+)
s ×R2ℓ−s around Si1...is .∫
(R+)s×R2ℓ−s
µ =
∑
i
∫
Ci
dµQi =
∑
i
∫
∂Ci
µQi (4.68)
=
∑
i
∫
−Si
µQi +
∑
i
∑
j 6=i
∫
Cij
µQi + [· · · ]
↓
=
∑
i
∫
−Si
µQi +
∑
i<j
∫
∂Cij
µQi,Qj + [· · · ]
=
∑
i
∫
−Si
µQi +
∑
i<j
∫
−Sij
µQi,Qj +
∑
i<j
∑
k 6=i,j
∫
Cijk
µQi,Qj + [· · · ]
= · · ·
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= −
∑
i
∫
Si
µQi −
∑
i<j
∫
Sij
µQi,Qj − · · · −
∫
Si1...is
µQi1 ,...,Qis + [· · · ] ,
where we used (4.58) as well as (4.66) in the intermediate steps. For example, we used the
following in
↓
=,
∑
i
∑
j 6=i
∫
Cij
µQi =
∑
i<j
∫
Cij
(µQi − µQj ) =
∑
i<j
∫
Cij
dµQi,Qj =
∑
i<j
∫
∂Cij
µQi,Qj . (4.69)
The terms +[· · · ] that appear after partial integration consists of the boundary terms in
the interior, which will contribute to the complete cancellation as in (4.59). Collecting all
these, we have
∫
(M˜\∆ε)×Γ
µ = −
∑
i
Ii −
∑
i<j
Iij − · · · −
∑
i1<···<iℓ
Ii1...iℓ = −
ℓ∑
p=1
∑
i1<···<ip
Ii1...ip , (4.70)
where
Ii1...ip =
∫
Si1...ip×Γ
µQi1 ...Qip . (4.71)
We emphasize again that the index ia runs over I = IS ∪ {∞}.
4.6 The D-contour
So far, we have focused our attention to the integration over M˜R \∆ε. Let us now bring
the D-integration back into our consideration. An appropriate choice of the contour Γ
will allow us to process the integral further. Our original choice is Γ = it∗ with a fixed
orientation. We may shift it to
Γ = iδ + it, (4.72)
for some δ ∈ it which is small enough so that the integrand µ remains non-singular over
M˜ \ ∆ε as the contour is shifted from it to iδ + it. Let us fix such a δ which is generic
enough so that Qi(δ) is non-zero for any i ∈ I . Of course, the final result does not depend
on the choice of δ, but each term Ii1...ip in the expansion (4.70) may depend on it. So let
us denote it by Ii1...ip(δ).
Let us look at the term Ii1...ip(δ) where all the indices are from IS . If Qia(δ) > 0 for
some ia, the integrand is regular even if the neighborhood ∆ε(Hia) is shrunk to the zero
size. Therefore, Ii1...ip(δ) vanishes in the ε→ 0 limit. If Qia(δ) < 0 for all of i1, . . . , ip, we
deform Γ upward in each Qia(D)-plane so that it decomposes into a union of the infinite line
in the upper-half plane and the component that encircles the origin. The former vanishes in
the ε→ 0 limit, while the latter picks up the simple pole at Qia(D) = 0. We are therefore
left with the D-integration along the common kernel KerQi1...ip of all Qia ’s. Here, just as
in (4.72), there is a freedom to set the new contour at
iδi1...ip +KerQi1...ip , (4.73)
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where δi1...ip ∈ KerQi1...ip is small enough. The result does not depend on the choice of
δi1...ip . Taking one step backward, we may write the result as
Ii1...ip(δ) =
p∏
a=1
θ(−Qia(δ))
∫
Si1...ip×Γi1...ip
µQi1 ...Qip , (4.74)
where θ(x) is the step function (1 on x > 0 and 0 on x < 0) and
Γi1...ip := Ci1...ip ×
(
iδi1...ip +KerQi1...ip
)
. (4.75)
Here Ci1...ip ⊂ tC is any p-dimensional contour whose Qia-image is a circle around the
origin. We provide Γi1...ip the orientation that is induced from Γ in (4.72) by the above
deformation.
The integrals in (4.74) can be processed further. Let us take {Qj1 , . . . , Qjs} ⊂ it∗
so that the p + s elements Qi1 , . . . , Qip , Qj1 , . . . , Qjs are linearly independent. We have
from (4.58),
dµQi1 ...QipQj1 ...Qjs =
p∑
a=1
(−1)p+s−aµ
Qi1 ...Q̂ia ...Qjs
+
s∑
b=1
(−1)s−bµ
Qi1 ...Q̂jb ...Qjs
. (4.76)
When integrated over Γi1...ip , the first p terms of (4.76) vanish since the a-th term does not
have a pole at Qia(D) = 0: for any chain C of M˜R \∆ε,∫
C×Γi1...ip
dµQi1 ...QipQj1 ...Qjs =
s∑
b=1
(−1)s−b
∫
C×Γi1...ip
µ
Qi1 ...QipQj1 ...Q̂jb ...Qjs
. (4.77)
In the same way as we obtained (4.70) using a cell decomposition of M˜R \ ∆ε and the
identity (4.58), we find, via a cell decomposition of Si1...ip and the identity (4.77),∫
Si1...ip×Γi1...ip
µQi1 ...Qip = −
ℓ∑
q=p+1
∑
ip+1<···<iq
Ii1...ip;ip+1...iq(δi1...ip), (4.78)
where
Ii1...ip;ip+1...iq(δi1...ip) =
∫
Si1...iq×Γi1...ip
µQi1 ...Qiq . (4.79)
The total sum (4.78) is independent of the choice of δi1...ip but the individual term (4.79)
may depend on the choice. Let us assume that Qj(δi1...ip) 6= 0 for all charges Qj which are
linearly independent of Qi1 , . . . , Qip . Then, the term where all of ip+1, . . . iq are from IS
can be processed in the same way.
Repeating this procedure enough number of times, the index can be written as the
sum of integrations of the form∫
Si1...iℓ×Γi1...iℓ
µQi1 ...Qiℓ , for {i1, . . . , iℓ} ⊂ IS , (4.80)
plus the sum of integrations at infinity of the form∫
Si1...iq∞×Γi1...ip
µQi1 ...QiqQ∞ , 0 ≤ p ≤ q < ℓ. (4.81)
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The integration at infinity (4.81) depends on the value of ζ as well as the D-contour.
It is not always possible to simplify the expression. In each example which we studied,
however, as long as we take the scaling limit e → 0, ζ → ∞, keeping ζ ′ = e2ζ fixed at
a generic value, those unprocessible expressions either vanish or cancel among each other,
and we find that the final result for the index is a sum of the terms of the form (4.80).
4.7 A systematic procedure
In fact, there is a systematic procedure to find a concise answer. It is to apply the procedure
employed in [40] involving a choice of η ∈ it∗ which is IS-generic, that is, η cannot be
written as a positive span of (ℓ− 1) or less elements of {Qi}i∈IS . In the above procedure,
we have successively chosen the shift parameter δ...:
δ → δi1...ip → δi1...ip;ip+1...iq → δi1...ip;ip+1...iq ;iq+1...ir → · · · (4.82)
The choice was random, and in general route dependent: δi1...ip;ip+1...iq does not have to be
the same as δj1...js;js+1...jq even if {i1, . . . , iq} = {j1, . . . , jq}. One feature of the systematic
procedure is to remove the route dependence:
δi1...ip1 ;ip1+1...ip2 ;··· ;ipl+1...iq = δi1...iq . (4.83)
We recall that δi1...ip is chosen for each subset {i1, . . . , ip} of IS such that Qi1 , . . . , Qip
are linearly independent: it vanishes on Qi1 , . . . , Qip , and takes a non-zero value on each
charge Qj which is linearly independent of Qi1 , . . . , Qip . (The subset may be empty, for
which δ∅ = δ.) We also introduce a new notation:
Ii1...ip [δi1...ip ] :=
∫
Si1...ip×Γi1...ip
µQi1 ...Qip . (4.84)
Here Γi1...ip is defined as a set by (4.75), and is provided the orientation which is induced
from the orientation of Γ = iδ′ + it∗ by deformation, where δ′ ∈ it∗ has negative values
on Qi1 , . . . , Qip . Note that the orientation does not depend on the order of i1, . . . , ip. The
notation is redundant — the integral does not really depend on the choice of δi1...ip . For
example, in the new notation, the index I itself should be written as I[δ] — δ enters into
the integration contour Γ via (4.72) but the integral does not depend on it. However, this
notation is useful to keep track of what happens next. As in (4.70) and (4.78), we have
Ii1...ip [δi1...ip ] = −
ℓ∑
q=p+1
 ∑
ip+1<···<iq
in IS
q∏
a=p+1
θ(−Qia(δi1...ip)) · Ii1...iq [δi1...iq ]
+
∑
ip+1<···<iq−1
in IS
q−1∏
a=p+1
θ(−Qia(δi1...ip)) · Ii1...iq−1∞[δi1...iq−1 ]
 , (4.85)
where
Ii1...iq−1∞[δi1...iq−1 ] :=
∫
Si1...iq−1∞×Γi1...iq−1
µQi1 ...Qiq−1Q∞ . (4.86)
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The main ingredient of the systematic procedure of [40] is the choice of η ∈ it∗. We require
all δi1...ip to have negative values on η:
η(δi1...ip) < 0, ∀{i1, . . . , ip}. (4.87)
In the present case of 1d index, it is particularly useful to set
η = ζ and Q∞ = ζ. (4.88)
This is a valid choice if and only if ζ is IS-generic. For this choice, the integration at
infinity (4.86) involves the integration over Q∞(D) = ζ(D) of the following type:∫
ζ(Γi1...iq−1 )
dζ(D)
ζ(D)
f(. . . , ζ(D)) exp
(
− π
e2
D2 − 2πiζ(D)
)
. (4.89)
Note that (4.87) and η = ζ means ζ(δi1...iq−1) < 0, which means that the contour of
integration (4.89) goes below the pole ζ(D) = 0. Hence, just as in the U(1) case (4.41), the
integral vanishes in the Higgs scaling: e → 0, ζ → ∞, keeping ζ ′ = e2ζ finite. Therefore,
the integration at infinity (4.86) all vanish!
Thus, in the recursion relation (4.85) we are left with the bulk terms only. As in [40],
this recursion relation leads to the following result:
I =
1
|W |
∑
i1<···<iℓ
in IS
(−1)ℓ
∏
j∈{i1,...,iℓ}
θ(−Qj(δi1...̂j...iℓ))
∫
Si1...iℓ×Γi1...iℓ
µQi1 ...Qiℓ . (4.90)
The step function factor is non-zero if and only if ζ = η belongs to the cone CQ1...Qiℓ
spanned by Qi1 , . . . , Qiℓ . Therefore, the index can also be written as
I =
1
|W |
∑
ζ∈CQ1...Qiℓ
I i1...iℓ , (4.91)
I i1...iℓ := (−1)ℓ
∫
Si1...iℓ×Γi1...iℓ
µQi1 ...Qiℓ = ǫi1...iℓ
∫
Si1...iℓ
Cℓ g(u, 0)d
ℓu, (4.92)
where Cℓ := Nℓ(−1)
ℓ(ℓ+1)
2 (πi)ℓ and∫
Γi1...iℓ
dQi1(D)
Qi1(D)
∧ · · · ∧ dQiℓ(D)
Qiℓ(D)
= (2πi)ℓǫi1...iℓ . (4.93)
In view of the orientation of Γi1...iℓ as described below Eqn (4.84), ǫi1...iℓ is a sign that
is antisymmetric in i1, . . . , iℓ and odd under Qi1 → −Qi1 . Recall also that Si1...iℓ is an-
tisymmetric in i1, . . . , iℓ and even under Qi1 → −Qi1 . The product ǫi1...iℓSi1...iℓ is hence
symmetric in i1, . . . , iℓ and odd under Qi1 → −Qi1 . This together with the constraint that
ζ must belong to the cone CQi1 ...Qiℓ is the defining property of the JK residue [45] (See [40]
for a review). Therefore, the index is the sum of JK residue of Cℓg(u, 0)d
ℓu with respect to
ζ at the isolated intersections of the singular hyperplanes. In the notation of [40], it reads
I =
1
|W |
∑
i1<···<iℓ
in IS
∑
p∈Hi1∩···∩Hiℓ
JK-Res
p
({Qi1 , . . . , Qiℓ}, ζ)
[
Cℓg(u, 0)d
ℓu
]
. (4.94)
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4.8 The result
We now fix the normalization constant Nℓ. The right choice turns out to be such that
Cℓ = ±1, where the choice of sign depends on the definition of (−1)F . As we will see in the
next section, this choice yields the wall crossing formula that matches with the Coulomb
branch result. To simplify the notation, we shall write Cℓg(u, 0) as g, or g(u, z) if we want
to make the parameter dependence explicit. Also, we may write the result (4.94) simply as
I =
1
|W | JK-Res ζ g d
ℓu. (4.95)
For Cℓ = 1, we have
g =
∏
α
2i sin(−πα(u))
∏
j∈J
2i sin(−π(qi(u) + qFi (z)))∏
i∈I
2i sin(π(Qi(u) +Q
F
i (z)))
∑
k∈K
(−1)rk e2πi(qk(u)+qFk (z))
=
∏
α
(
x−
α
2 − xα2
) ∏
j∈J
(
x−
qj
2 y−
qFj
2 − x
qj
2 y
qFj
2
)
∏
i∈I
(
x
Qi
2 y
QFi
2 − x−Qi2 y−
QFi
2
)∑
k∈K
(−1)rkxqkyqFk (4.96)
with x = e2πiu and y = e2πiz. The second line is easy to remember, as it carries a clear
meaning in the operator formalism, and also will be useful for the actual computation.
An N = 4 theory is a special case, with a chiral multiplet in the representation gC⊕V ,
a fermi multiplet in the representation V and no Wilson line. For an effectively compact
N = 4 theory, we only have to consider the canonical y2J− twist, with the charges as
in (2.50). We shall often write y = eπiz so that the twist is by e2πizJ− (note the difference
from y = e2πiz). If we choose (−1)F = (−1)2J3 where J3 is an SU(2) R-symmetry generator,
then, we need to set Cℓ = (−1)ℓ which yields
g =
(
1
2i sin(πz)
)ℓ∏
α
sin(−πα(u))
sin(π(α(u)− z))
∏
i∈I
sin(−π(Qi(u) + (Ri2 − 1)z))
sin(π(Qi(u) +
Ri
2 z))
=
(
1
y − y−1
)ℓ∏
α
x−
α
2 − xα2
x
α
2 y−1 − x−α2 y
∏
i∈I
x−
Qi
2 y
−
(
Ri
2
−1
)
− xQi2 yRi2 −1
x
Qi
2 y
Ri
2 − x−Qi2 y−Ri2
, (4.97)
where (Qi, Ri) are the T -weights and U(1) R-charges of V . If the theory is not effectively
compact, we need to include an N = 4 flavor twist. The effect is to make the replacement
x±
Qi
2 −→ x±Qi2 y±
QFi
2 (4.98)
in the last factors of (4.97), where y is the parameter of flavor twist and QFi are the flavor
weights of V .
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Remarks.
1. The above result is valid under the condition that ζ is IS-generic. When the gauge
group is Abelian, this is always the case as long as ζ is in the interior of a phase. However,
this is not always the case in non-Abelian gauge theory. A counter example is found in the
triangle quiver with rank vector (k, 1, 1): the III-IV wall in figure 4 is in the interior of a
phase when the condition (2.90) is satisfied, but the FI parameter there is not IS-generic
for any (a, b, c). If ζ is at such a point, we do not have a formula, while the index is
well-defined and is expected to be the same as the one in the neighboring point. In the
next section, we show that the result does not change if ζ goes across such a point, when
the non-genericity is of a simple type.
2. The result (4.94) can be written as
I =
1
|W |
∑
p
JK-Res
p
(Q(p), ζ)
[
g dℓu
]
, (4.99)
where p runs over all isolated intersections of singular hyperplanes and Q(p) is the set of
charges defining the singular hyperplanes that meet at p. This way of writing allows us
to generalize the statement to the case with degenerate intersections of hyperplanes, i.e.,
points p with |Q(p)| > ℓ. This generalization is a proposal that remains to be justified.
Recall that the JK residue is defined [44, 45] by the property
JK-Res
p
(Q(p), ζ)
[
dℓu
Q1(u) · · ·Qℓ(u)
]
=
{
(2πi)ℓ
| det(Q1···Qℓ)| if ζ ∈ CQ1···Qℓ
0 otherwise
(4.100)
for linearly independent elements Q1, . . . , Qℓ of Q(p). Note that dependence on ζ is only
via the chamber (of it∗) with respect to Q(p) to which ζ belongs. In fact, it is a function
of a chamber, not of a particular element of it∗ like ζ, in the original definition [44, 45]:
the condition “ζ ∈ CQ1···Qℓ” in (4.100) is replaced by “the chamber ⊂ CQ1···Qℓ”.
5 A wall crossing formula
When the FI parameter ζ goes from one phase to another through a phase boundary, the
index may jump as some of the ground states may run away to infinity of the Coulomb
branch or of the Coulomb directions of mixed branches. Our index computation is consis-
tent with this picture — the change of the index can be expressed as the integral along
a cycle at infinity of the moduli space M. We have seen this explicitly in the analysis of
U(1) theories, see (4.41) in section 4.3. For a general theory, this can be seen by keeping
η to be the FI parameter before the wall crossing. Then, the integrals at infinity (4.86),
which are all zero before the wall crossing, may become non-zero after the wall crossing,
while the residues in the bulk of M do not change as they depend only on η, not on ζ.
In this section, we evaluate this change of the index and compare the result with the
Coulomb branch analysis in section 3, in the simple wall crossing case: i.e. wall crossing
across the phase boundary which supports a mixed branch of rank 1.
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5.1 U(1) theories
We consider a general U(1) gauge theory and look at the change of the index as the FI
parameter ζ moves from positive to negative. As we have seen in section 4.3, the change
of the index is given by the integration along the circle at infinity of M = C/Z. In the
single valued coordinate x = e2πiu, the boundaries are the big circle at x = ∞ and the
small circle at x = 0 and the wall crossing formula is given by
∆I =
1
2πi
[∮
0
−
∮
∞
]
dx
x
g(x, y) , (5.1)
where g(x, y) is given in (4.96) (or (4.97) for N = 4 theories).
Let us first consider a general N = 4 theory. The function g given in (4.97) has limits
at both ends,
g(x,y) −→ (−1)
N
(4)
eff
y − y−1
{
y−N
(4)
eff x→∞
yN
(4)
eff x→ 0.
(5.2)
We recall that N
(4)
eff is the number of positively charged fields minus the number of nega-
tively charged fields. Therefore, we find
∆I = (−1)N(4)eff y
N
(4)
eff − y−N(4)eff
y − y−1
= (−1)N(4)eff sgn(N (4)eff )
(
y|N
(4)
eff |−1 + · · ·+ y−(|N(4)eff |−1)
)
. (5.3)
The answer is the same even in the presence of an N = 4 flavor twist (4.98). This result
agrees with the wall crossing formula based on the Coulomb branch analysis (3.57).
Let us next consider N = 2 theories. As a warm up, we first look at the untwisted
index of the CPN−1 model with Wilson line q, for which
g(x) =
xq
(x
1
2 − x− 12 )N
. (5.4)
Note that
q ≥ N
2
: g(x) −→
{
xq−
N
2 (1− x−1)−N x→∞,
0 x→ 0,
(5.5)
|q| < N
2
: g(x) −→ 0 x→∞ and 0, (5.6)
q ≤ −N
2
: g(x) −→
{
0 x→∞,
xq+
N
2 (x− 1)−N x→ 0.
(5.7)
Recall that x is related to the zero mode of the scalar component σ via (4.9) as
x = e2πiu = exp (−iβvτ − βσ) , (5.8)
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and hence x→∞ corresponds to σ → −∞ while x→ 0 corresponds to σ → +∞. In view
of this, the above behaviour of g(x) is perfectly consistent with the behaviour (3.40)–(3.41)
of the wavefunction for the Coulomb branch vacua. The change of the index is
q ≥ N
2
: ∆I = −#
{
(n¯1, . . . , n¯N )
∣∣∣∣∣ |n¯| = q− N2
}
, (5.9)
|q| < N
2
: ∆I = 0, (5.10)
q ≤ −N
2
: ∆I = (−1)N#
{
(n1, . . . , nN )
∣∣∣∣∣ |n| = −q− N2
}
. (5.11)
This matches with the Coulomb branch result, ∆I = ∆CI.
Let us now move on to a general N = 2 theory. It is enough to consider one term
of (4.96) with the Wilson line charge (q, qF ):
g = xqyq
F
∏
j
(
x−
qj
2 y−
qFj
2 − x
qj
2 y
qFj
2
)
∏
i
(
x
Qi
2 y
QFi
2 − x−Qi2 y−
QFi
2
) . (5.12)
Let us look at the behaviour at x → ∞ which corresponds to σ → −∞. We expand the
denominator factors as
∑∞
n¯i=0
(x−Qiy−QFi )n¯i+
1
2 if Qi > 0 and (−1)
∑∞
ni=0
(xQiyQ
F
i )ni+
1
2 if
Qi < 0. Also, we write the numerator factors as
∑
mj=0,1
(−1)mj (xqjyqFj )mj− 12 . Then, the
residue is picked for each (n¯i, ni,mj) solving
q +
∑
j
qj
(
mj − 1
2
)
−
∑
Qi>0
Qi
(
n¯i +
1
2
)
+
∑
Qi<0
Qi
(
ni +
1
2
)
= 0, (5.13)
with the result
− (−1)#{j|mj=1}(−1)#{i|Qi<0}yqF+
∑
j q
F
j (mj− 12 )−
∑
Qi>0
QFi (n¯i+
1
2
)+
∑
Qi<0
QFi (ni+
1
2
)
. (5.14)
The equation (5.13) is nothing but the condition (3.47) for the Coulomb branch vacuum on
σ < 0, and the residue (5.14) is equal to −(−1)|m|yQF for QF given in (3.54) and (−1)|m| =
(−1)
∑
j mj+
∑
imi in which mi = 0 for Qi > 0 and mi = 1 for Qi < 0. In particular, it is
equal to the σ < 0 contribution to the result (3.56). The analysis for x→ 0 is similar and
matches with the σ > 0 contribution to the result (3.56). Thus we conclude ∆I = ∆CI.
Using this agreement in a general U(1) gauge theory, we can check that ∆I matches
with the mixed branch result in section 3.4 for a simple wall crossing in higher rank theories.
We separate the discussion to Abelian and non-Abelian theories.
5.2 General Abelian theory
In a general Abelian theory, any phase boundary W is simple, with a mixed branch with
unbroken gauge group G1 ⊂ G isomorphic to U(1). It is a codimension one cone spanned
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by (ℓ − 1) charges, or an open cone therein. We would like to compute the change of the
index when ζ goes through an interior of the wall W.
There are two ways to find it: (i) see what happens to the derivation of the for-
mula (4.91), and (ii) compare the results (4.91) for the two sides of the wall. Both can be
done, but we choose to do (ii) as it is easier to present.
The result (4.91) is the sum of Ii1...iℓ over {i1, . . . , iℓ} such that ζ is inside the cone
CQi1 ...Qiℓ spanned by Qi1 , . . . , Qiℓ . Therefore, the contribution Ii1...iℓ disappears or appears
when ζ goes out of or comes into the cone CQi1 ...Qiℓ , respectively. The boundary of CQi1 ...Qiℓ
consists of the cones spanned by (ℓ − 1) elements of {Qi1 , . . . , Qiℓ}. Therefore, there is a
non-trivial contribution to the change ∆I of the index when that cone includes the wallW
under consideration. This leads to the following formula.
Before writing down the formula, let us introduce some notation. Let H+W and H−W be
the two halves of it∗ separated by the hyperplane RW that includes the wall W, to which
ζ belongs before and after the wall crossing. Suppose W is included as an open subset of
the cone CQ1,...,Qℓ−1 . Then ζ before (resp. after) the wall crossing is included in the cone
CQi,...,Qℓ−1,Qiℓ if and only if Qiℓ ∈ H
+
W (resp. Qiℓ ∈ H−W). Therefore, the change of the
index is
∆I =
∑
W⊂CQi1 ,...,Qiℓ−1
− ∑
Qiℓ∈H
+
W
Ii1...iℓ +
∑
Qiℓ∈H
−
W
Ii1...iℓ
 . (5.15)
This formula can be simplified. Recall that
Ii1...iℓ = ǫi1...iℓ
∫
Si1...iℓ
dℓu g(u, z), (5.16)
where ǫi1...iℓ is a sign defined by (4.93). The orientation of Γi1...iℓ is opposite between the
one with Qiℓ ∈ H+W and the one with Qiℓ ∈ H−W . Note also that the integrand of (4.93)
does not depend on Qiℓ as long as it is linearly independent of Qi1 , . . . , Qiℓ−1 . So, we may
write ǫi1...iℓ = ±ǫ+i1...iℓ−1∞ for Qiℓ ∈ H±W . Then, inside the big parenthesis of (5.15) can be
written as
−
∑
iℓ∈IS
ǫ+i1...iℓ−1∞
∫
Si1...iℓ−1iℓ
dℓu g(u, z). (5.17)
Using (4.64), this is equal to
ǫ+i1...iℓ−1∞
∫
Si1...iℓ−1∞
dℓu g(u, z) =: I+i1...iℓ−1∞ . (5.18)
Therefore, the wall crossing formula (5.15) can be written as
∆I =
∑
W⊂CQi1 ,...,Qiℓ−1
I+i1...iℓ−1∞. (5.19)
This can be processed further. Recall from section 3.4 that the effective theory on the mixed
branch at the wall W has two sectors — (C) with gauge group G1 and (H) with gauge
group H = C(G1)/G1 which is T/G1 when G(= T ) is Abelian. Matters in (H) are those
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with charges in the hyperplane RW and everything else belongs to (C). Note that Q ∈ it∗
belongs to RW if and only if it vanishes on g1. We denote the projection t→ t/g1 = h by
u 7→ uh. We also choose an element Q∞ ∈ it∗ \RW such that e2πiξ → e2πiQ∞(ξ) defines
an isomorphism G1 ⊂ T → U(1). Then, we have an isomorphism
Si1...iℓ−1∞ :=
{
u ∈ tC/Q∨
∣∣∣∣∣ |Qia(u)− cia | = ε, a = 1, . . . , ℓ− 1ImQ∞(u) = ±R
}
∼=
{
uh ∈ hC/Q∨H
∣∣∣ |Qia(u)− cia | = ε, a = 1, . . . , ℓ− 1}
×
{
Q∞(u) ∈ C/Z
∣∣∣ ImQ∞(u) = ±R}
= S
(H)
i1...iℓ−1
× S(C)∞ . (5.20)
This holds including the orientation provided ǫ+i1...iℓ−1∞ = ǫ
(H)
i1...iℓ−1
. The integral (5.18) can
then be written as
I+i1...iℓ−1∞ = ǫ
(H)
i1...iℓ−1
∫
S
(H)
i1...iℓ−1
∫
S
(C)
∞
dℓu g(u, z). (5.21)
We may write g(u, z) = g(H)(uh, z) · g(C)(u, z), where g(H)(uh, z) is the g-function for the
theory (H) and g(C)(u, z) is everything else — we put all Wilson line factors into the latter
even if some of the charges may vanish on g1. The integration of g
(C)(u, z) along S
(C)
∞
yields the change of the index in the theory (C),∫
S
(C)
∞
dℓu g(C)(u, z) = dℓ−1uh ∆I(C)(uh, z). (5.22)
Note that the result may depend on uh and provides background Wilson lines for the theory
(H). Therefore, we have
∆I =
∑
ζ0∈C(H)Qi1 ...Qiℓ−1
ǫ
(H)
i1...iℓ−1
∫
S
(H)
i1...iℓ−1
dℓ−1uh g(H)(uh, z)∆I(C)(uh, z). (5.23)
Here we used the fact that W ⊂ CQi1 ...Qiℓ−1 is equivalent to ζ0 ∈ C
(H)
Qi1 ...Qiℓ−1
where ζ0 is a
point on the wall W regarded as an element of ih∗. This yields the index for the theory
(H) with the FI parameter ζ0. The result may be written as
∆I = (I
(H)
ζ0
∗∆I(C))(z). (5.24)
Since we have shown ∆I = ∆CI for U(1) theories, we find that the above agrees with the
mixed branch result (3.60).
5.3 Simple wall crossing in a non-Abelian theory
Let us now discuss the simple wall crossing in a general non-Abelian gauge theory. Before
starting, we describe the set up and introduce some notations and terminology. The space
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of FI parameters i(t∗)W can be regarded as a subspace of it∗. A general phase boundary
is a codimension one cone in i(t∗)W , and it is the intersection of i(t∗)W with cones in it∗
spanned by (ℓ− 1) or less charges. A simple phase boundary W has the following special
property: it is the intersection of i(t∗)W with cones spanned by exactly (ℓ−1) charges, and
the hyperplanes spanned by such charges are Weyl images of one another. The unbroken
subgroup G1 may be defined as the subgroup of T whose Lie algebra g1 is the orthogonal
to one of such hyperplanes. (Note that G1 ⊂ G is defined only up to conjugation, and
other conjugation images in T are the orthogonal to the other hyperplanes.) The effective
theory on the mixed branch at the wall W has two sectors — (C) with gauge group G1
and (H) with gauge group H = C(G1)/G1. Let us collect some useful facts on G1 and H:
(i) T/G1 =: TH is a maximal torus of H.
(ii) The normalizer of TH in H is (NT ∩ C(G1))/G1 and hence the Weyl group of H is
WH = [(NT ∩ C(G1))/G1]/[T/G1] ∼= (NT ∩ C(G1))/T .
(iii) In particular, WH may be regarded as a subgroup of W consisting of elements that
does not move g1 ⊂ t.
(iv) Therefore, |W |/|WH | = |W/WH | is an integer, and that is the number of hyperplanes
that meets i(t∗)W at the wall W.
By (i), we may regard the hyperplane g⊥1 ⊂ t∗ as the dual of a Cartan subalgebra ofH, g⊥1 ∼=
t∗H . Matters in the theory (H) consists of those whose charges belong to this hyperplane
ig⊥1 , and everything else belongs to (C). We denote the projection t→ t/g1 ∼= tH by u 7→ uh.
Let us now evaluate the change of the index. Let H+
g⊥1
and H−
g⊥1
be the two halves of
it∗ separated by the hyperplane ig⊥1 to which ζ belongs before and after the wall crossing.
Suppose the wall W is included as an open subset of the cone CQ1,...,Qℓ−1 in ig⊥1 . Then ζ
before (resp. after) the wall crossing is included in the cone CQi,...,Qℓ−1,Qiℓ if and only if
Qiℓ ∈ H+g⊥1 (resp. Qiℓ ∈ H
−
g⊥1
). Using this as well as the fact (iv) above, we find that the
change of the index is given by
∆I =
1
|W |
∣∣∣∣ WWH
∣∣∣∣ ∑
W⊂CQi1 ,...,Qiℓ−1⊂ig
⊥
1
− ∑
Qiℓ∈H
+
g⊥1
Ii1...iℓ +
∑
Qiℓ∈H
−
g⊥1
Ii1...iℓ

=
1
|WH |
∑
W⊂CQi1 ,...,Qiℓ−1⊂ig
⊥
1
I+i1...iℓ−1∞. (5.25)
The definition of I+i1...iℓ−1∞ and the process of going to the second line is exactly the same
as in the Abelian case. This can be processed further, again as in the Abelian theories,
based on the factorization
Si1...iℓ−1∞ ∼= S(H)i1...iℓ−1 × S(C)∞ , (5.26)
as in (5.20), with ǫ+i1...iℓ−1∞ = ǫ
(H)
i1...iℓ−1
, and the factorization
g(u, z) = g(H)(uh, z)g
(C)(u, z). (5.27)
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In the latter, the root factor of g(u, z) in (4.96) and (4.97) should be included in g(H) if
α ∈ ig⊥1 (i.e., if it is a root of C(G1)/G1 = H) and in g(C) if α is non-zero on g1 (i.e., if gα
do not commute with g1). This yields
∆I =
1
|WH |
∑
ζ0∈C(H)Qi1 ...Qiℓ−1
ǫ
(H)
i1...iℓ−1
∫
S
(H)
i1...iℓ−1
dℓ−1uh g(H)(uh, z)∆I(C)(uh, z)
= (I(H) ∗∆I(C))(z). (5.28)
Since we have shown ∆I = ∆CI for U(1) theories, we find that the above agrees with the
mixed branch result (3.60).
Note that the above computation applies to the case where W is not a real phase
boundary. Recall that a non IS-generic point does not always admit a mixed branch
solution, in which case it must be in the interior of a phase. For example, the III-IV wall
in figure 4 of the triangle quiver in which the condition (2.90) is satisfied. When k = 2,
it is of simple type, i.e., it is the intersection of i(t∗)W with the cone spanned by exactly
ℓ− 1(= 2) charges. For such a case, since the mixed branch is empty, the index of theory
(H) must vanish, I
(H)
ζ0
= 0, and hence the index does not jump across W, ∆I = 0.
N = 4 theories
For N = 4 theories, we have seen that ∆I is independent of the flavor twist in the U(1)
theories. Therefore, in either Abelian or non-Abelian theory, ∆I(C)(uh, z) depends only on
the J− part of z (denoted by z),
∆I(C)(uh, z) = ∆I
(C)(z). (5.29)
Therefore, the wall crossing formula has a factorized form,
∆I(z) = I(H)(z, zother)×∆I(C)(z), (5.30)
in agreement with the mixed branch analysis (3.58).
6 Systems with N = 4 supersymmetry
In this section, we illustrate the index formula and wall crossing in a few examples with
N = 4 supersymmetry.
6.1 Grassmannian
The first example is the U(k) gauge theory with N fundamental chiral multiplets. We set
ζ(D) = r · tr(D). When N ≥ k, r > 0 is the geometric phase with the Grassmannian
G(k,N) of k planes in CN as the target space. For r < 0 or for N < k, supersymmetry is
broken.
We shall compute the index in the geometric phase. Since the model is compact, de-
pendence of the flavor twist is trivial and any assignment of R-charge yields the same result.
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For simplicity, we set Ri = 0 for all the chiral matters, for which the g function (4.97) reads
g =
(
1
y − y−1
)k∏
a 6=b
x
− 1
2
a x
1
2
b − x
1
2
a x
− 1
2
b
x
1
2
a x
− 1
2
b y
−1 − x−
1
2
a x
1
2
b y
 k∏
a=1
x
− 1
2
a y − x
1
2
a y−1
x
1
2
a − x−
1
2
a
N
= (−1)k(N−k)y
−k(N−k)
(1− y2)k
∏
a 6=b(xa − xb)∏
a 6=b(xa − y2xb)
∏k
a=1(xa − y2)N∏k
a=1(xa − 1)N
. (6.1)
Singular hyperplanes are Ha = (xa = 1) from the chiral multiplets with the charge vector
ea and Ha,b = (xa = y
2xb) from the root ea − eb component of the vector multiplet. Here,
ea are the standard basis elements of it
∗ ∼= Rk. Note that
ζ = r(e1 + · · ·+ ek), r > 0. (6.2)
The isolated intersection H1∩ · · · ∩Hk should be taken in the JK residue, as ζ is a positive
span of the defining chargesQ = {e1, . . . , ek}. What about those involvingHa,b’s? Consider
for example, H1∩· · ·∩Hk−1∩Hk,a with Q = {e1, . . . , ek−1, ek−ea} andH1∩· · ·∩Hk−1∩Ha,k
with Q = {e1, . . . , ek−1, ea − ek}. The former satisfy the condition that ζ is in the positive
span of Q, while the latter fails. On the other hand, for the former, the residue vanishes
because of the factor (xk−y2)N in the numerator in (6.1). Similar reasoning applies to inter-
sections involving more than one vector singularities, because in order to have co-dimension
k singularity at least on singularity from the fundamental chiral must be involved.
Thus the only pole that contributes comes from H1 ∩ · · · ∩Hk,
I =
1
k!
· 1
(2πi)k
∫
|x1−1|=···=|xk−1|=ε
dx1 · · · dxk
x1 · · ·xk g(x,y). (6.3)
At this moment, we do not have a systematic way to carry out the computation. Instead,
we can check in examples that it reproduces the known formula [22, 24],
I = (−1)k(N−k) ·
∏N
i=1(y
−i − yi)∏k
j=1(y
−j − yj)∏N−kl=1 (y−l − yl) . (6.4)
6.2 Hypersurface in projective space
Let us next consider Example 2 in section 2.4. ζ > 0 is the geometric phase with the
degree d hypersurface Xf ⊂ CPN−1, while ζ < 0 is the Landau-Ginzburg orbifold W =
f(X1, . . . , XN )/Zd.
The R-charge can be anything such that the superpotential W = Pf(Φ) has charge 2.
We take RP = 2 and RX = 0, for which the g function is
g =
1
y − y−1
(
x−
1
2y − x 12y−1
x
1
2 − x− 12
)N
x
d
2 − x− d2
x−
d
2y − x d2y−1
= (−1)N−1 y
1−N
y − y−1
(
x− y2
x− 1
)N
xd − 1
xd − y2 . (6.5)
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In the geometric phase ζ > 0, we select the N -th order pole at x = 1:
I =
1
2πi
∮
1
dx
x
g(x,y)
= (−1)N−1 y
1−N
y − y−1
1
(N − 1)!
dN−1
dxN−1
[
(x− y2)N (xd − 1)
x(xd − y2)
]∣∣∣∣
x=1
. (6.6)
For example,
IN=3 =
d(d− 3)
2
(
y−1 + y
)
, (6.7)
IN=4 =
d(d2 − 6d+ 11)
6
(y−2 + y2) +
d(2d2 − 6d+ 7)
3
, (6.8)
IN=5 =
d(d3 − 10d2 + 35d− 50)
24
(y−3 + y3) +
d(11d3 − 50d2 + 85d− 70)
24
(y−1 + y),
· · · (6.9)
These are the χy genus (2.73) of the hypersurfaceXf . By the Lefschetz hyperplane theorem,
the Hodge diamond must be of the form
1
h1,0 h0,1
1
1
0 0
h2,0 h1,1 h0,2
0 0
1
1
0 0
0 1 0
h3,0 h2,1 h1,2 h0,3
0 1 0
0 0
1
· · · (6.10)
Thus, we can read off the Hodge numbers from the index. For example, for N = 3, Xf
is a curve of genus h1,0 = d(d−3)2 + 1. For N = 4 it is a surface of h
2,0 = d(d
2−6d+11)
6 − 1
and h1,1 = d(2d
2−6d+7)
3 . Etc. Check that h
N−2,0 = 1 in the Calabi-Yau case d = N . Note
also that h1,1 = 20 for d = N = 4 (K3 surface) and h2,1 = 101 for d = N = 5 (quintic
threefold). To find the index in the Landau-Ginzburg phase ζ < 0, we use the wall crossing
formula (5.3), in which we set N
(4)
eff = N − 1. This yields
ILG = Igeometric + (−1)N−1
(
y−(N−2) + · · ·+ yN−2
)
. (6.11)
This is also what we have seen in the Coulomb branch analysis. There we have also seen
that the wall crossing states form the spin j =
|N(4)eff |−1
2 =
N−2
2 representation of the SU(2)
R-symmetry. Since the vertical axis of the Hodge diamond shows the spin J3 of the same
SU(2), the 1’s in the vertical middle of the Hodge diamond (6.10) drops. This leaves us
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with the following Hodge diamond of the Landau-Ginzburg orbifold:
0
h1,0 h0,1
0
0
0 0
h2,0 h1,1−1 h0,2
0 0
0
0
0 0
0 0 0
h3,0 h2,1 h1,2 h0,3
0 0 0
0 0
0
· · · (6.12)
Note that there is a non-trivial wall crossing even in the Calabi-Yau case d = N where
Xf is a Calabi-Yau manifold. In that case, the elliptic genus of the two-dimensional version
of the model is well defined and does not exhibit wall crossing phenomenon, i.e., the Hodge
diamond is the same as (6.10) for both the geometric phase and the Landau-Ginzburg
orbifold phase. On the other hand, in one-dimension, there is a wall crossing. The difference
comes from the twisted sector states, which are present in 2d orbifolds but absent in 1d
orbifolds: in the 2d Landau-Ginzburg orbifold, the ground states from the d− 1(= N − 1)
twisted sectors are nothing but the 1’s in the diagonal middle. The horizontal middle
of (6.12) are the untwisted sector invariant states, which are present both in 1d and 2d.
When d 6= N , the axial U(1) R-symmetry (which determines the vertical axis of Hodge
diamond) is anomalous in 2d and the elliptic genus is ill defined.7 However, we can still
consider the relation between the ground states of the non-linear sigma model and the
Landau-Ginzburg orbifold. In 2d, the two theories are related by the renormalization
group. For d < N , it is a flow from the sigma model to the Landau-Ginzburg orbifold, and
for d > N the flow is in the opposite direction. The spectrum of supersymmetric ground
states is continuous along the flow, provided we include the |N − d| isolated massive vacua
on the Coulomb branch in the low energy side. This is consistent with the above result on
the 1d wall crossing that (N−1) states disappear as we go from the geometric phase to the
Landau-Ginzburg orbifold phase. In 2d, in the same direction, (N−d) states go to Coulomb
branch vacua (counted with sign!) and (d− 1) states becomes twisted sector states.
6.3 Flavor decoupling in compact models
In section 2.2, we proved that supersymmetric ground states of an effectively compact
N = 4 theory have charge zero under any flavor symmetry. In particular, the index cannot
depend on the flavor twist parameter. In fact, we have already seen this implicitly for the
CPN−1 model. That model has SU(N) flavor symmetry and we may consider the index
twisted by that. Since the index vanishes for ζ < 0, the index for ζ > 0 is determined by
the wall crossing part, I = −∆I, but we have seen that ∆I is independent of the flavor
twist in any U(1) theory (5.3).8 In this subsection, we illustrate the twist independence in
7The vector U(1) R-symmetry, which determines the horizontal axis of the Hodge diamond, is conserved
for any d versus N .
8In section 8.1, we shall study N = 2 CPN−1 model, where we will see that the SU(N) flavor twist
dependence of the index is not only non-trivial but carries important information about the ground states.
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a more complicated model. We shall see this in the form of independence on the R-charge
assignment.
Consider U(1)k theories with k + 1 sets of chiral fields of charges, a1 number of
(1, 0, 0, · · · , 0), a2 number of (0, 1, 0, · · · , 0), . . . , ak number of (0, 0, 0, · · · , 1), and ak+1
number of (1, 1, 1, · · · , 1). The superpotential is not possible. The classical Higgs branch
is present and is compact when all the FI parameters are positive. When some of the FI
parameter is negative, supersymmetry is broken. Since there is no superpotential, there
is no constraint on the R-charge assignment. For example, we may assign 0 to the first k
groups of matter fields, but q to the last group of ak+1 fields. Clearly, this is not a part of
the gauge symmetry. This gives
ga1a2···ak;ak+1 =
(
1
2i sin(πz)
)k
×
k∏
i=1
(
sin(−π(ui − z))
sin(πui)
)ai
×
(
sin(−π(u1 + · · ·+ uk + (q − 1)z))
sin(π(u1 + · · ·+ uk + qz))
)ak+1
.
We of course look at the phase where all the FI parameters ζi are positive. Taking
a simultaneous permutations of a’s and ζ’s, we may further assume that ζi 6=k > ζk > 0.
There are exactly two relevant poles u
(0)
∗ ≡ {u1 = u2 = · · · = uk = 0} and u(k)∗ ≡ {u1 =
u2 = · · · = uk−1 = 0 =
∑k
i=1 ui + qz}, and the index is
Ia1···ak;ak+1 = resu=u(0)∗ ga1a2···ak;ak+1(u) + resu=u(k)∗ ga1a2···ak;ak+1(u) .
Both terms are explicitly dependent on q, yet the sum should be independent of q.
This q-independence is easiest to see when a1 = · · · = ak−1 = 1. Integrating
u1, . . . , uk−1 first, we find
I1,1,...,1,ak;ak+1 =
[
res
uk=0
+ res
uk=−qz
]
f
akak+1
q (uk, z) , (6.13)
where
f
akak+1
q (uk, z) ≡ 1
2i sin(πz)
·
(
sin(−π(uk − z))
sin(πuk)
)ak
·
(
sin(−π(uk + (q − 1)z))
sin(π(uk + qz))
)ak+1
. (6.14)
The integrand has two other poles, at e2πiuk = 0,∞, which are both simple and with which
we may trade off the poles e2πiuk = 1, e−2πiqz. Residues at e2πiuk = 0,∞ are manifestly
independent of q, proving the assertion that the index is independent of q. This simple
argument generalizes straightforwardly to general ai’s, by turning on most general flavor
chemical potentials on the first k − 1 sets of chiral fields, which reduces all the poles of
ui,...,k−1 planes to become simple.
We close with a few examples,
I2,4;3 = − 1
y7
− 2
y5
− 2
y3
− 2
y
− 2y − 2y3 − 2y5 − y7 ,
I4,4;2 =
1
y8
+
2
y6
+
3
y4
+
4
y2
+ 4 + 4y2 + 3y4 + 2y6 + y8 , (6.15)
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I3,3,3;3 = − 1
y9
− 3
y7
− 6
y5
− 8
y3
− 9
y
− 9y − 8y3 − 6y5 − 3y7 − y9 ,
which indeed shows no q-dependence, showing that all ground states are invariant under
the flavor symmetry.
6.4 Flavor non-decoupling in non-compact models
When the theory is not effectively compact, the decoupling of flavor twist fails, or rather,
flavor twist is necessary to make the index well-defined. The most illustrative example of
this is already mentioned in section 4.2, embedded in the middle of one-loop computation,
though with N = 2 supersymmetry. Let us consider the N = 4 version, that is, the theory
(with no gauge group) of a single chiral multiplet on which the U(1) flavor symmetry acts
in the standard way. The Higgs branch is C and is non-compact. The index with the twist
parameter y for the U(1) is, when we assign R-charge zero,
I =
y−
1
2y − y 12y−1
y
1
2 − y− 12
. (6.16)
Indeed it depends on the twist parameter y and is singular when we turn it off, y → 1.
As stated in section 2.2, Hamiltonian way to understand it is possible only when the real
mass m = m3 is non-zero, i.e. when |y| > 1 or |y| < 1, which makes the theory compact by
the Harmonic oscillator potential. Then, (6.16) can be expanded in the geometric series in
one way or the other, and the result represents the count of states with 0 = {Q+,Q+} =
Hm−GFm(m) for each pair of flavor and R-charges. It is interesting to note that the index
simplifies when the J−-twist is turned off,
I|y=1 = −1. (6.17)
How can this happen?
In fact, this holds in general and is another consequence of N = 4 supersymmetry,
which has another set of supercharges, Q− and Q− with charge −1 and +1 under J−.
They obey the lower part of the algebra (2.51), which yields the following identity on
states obeying 0 = Hm −GFm(m):
{Q−,Q−} = Hm +GFm(m)
↓
= 2GFm(m). (6.18)
Therefore, when m 6= 0, as far as the states that contribute to the index are concerned,
Q− + Q− defines a one to one correspondence between bosonic and fermionic states of
non-zero flavor charge, while it vanishes on states of zero flavor charge. Therefore, I|y=1
receives contribution only from the states of zero flavor charge, and hence is independent
of the flavor twist parameter.
Let us illustrate these in a system with gauge symmetry. We take the non-compact
version of Example 2: U(1) gauge theory with charge 1 chiral multiplets X1, . . . , XN and a
charge −d chiral multiplet P , and vanishing superpotential W = 0. This system has U(N)
flavor symmetry that acts in the standard way on X1, . . . , XN . Positive ζ is the geometric
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phase with the total space of O(−d) over CPN−1 as the target. Negative ζ is the orbifold
phase where we haveCN/Zd. A generic element of the flavor group g ∈ U(N) has a compact
set of fixed points — the zero section of O(−d) in the geometric phase and the origin of
CN/Zd in the orbifold phase. Special elements are those g where g
d has eigenvalue 1, for
which the fixed point set is non-compact — extending in the fibre direction of O(−d) or
in the ray of CN/Zd. Let us compute the index with the twist parameter y = (y1, . . . , yN )
for the maximal torus of U(N). It must be well-defined when y is generic, i.e., when none
of ydi is equal to 1. Assigning the trivial R-charge to all fields, we have
g =
1
y − y−1
N∏
i=1
x− 12 y− 12i y − x 12 y 12i y−1
x
1
2 y
1
2
i − x−
1
2 y
− 1
2
i
 · x d2y − x− 12y−1
x−
d
2 − x d2
= (−1)N−1 y
1−N
y − y−1
N∏
i=1
(
x− εiy2
x− εi
)
· x
d − y−2
xd − 1 , (6.19)
where we introduced y−1i = εi to simplify the expression. The index in the geometric
phase ζ > 0 is
I = (−1)Ny2−N
N∑
i=1
∏
j 6=i
(
εi − εjy2
εi − εj
)
· ε
d
i − y−2
εdi − 1
. (6.20)
The diagonals εi = εj for i 6= j are only apparent singularity. For example,
IN=2 =
(ε1ε2sd−2(ε1, ε2) + 1)y−1 + (εd1ε
d
2 − 1) + (ε1ε2sd−2(ε1, ε2) + εd1εd2)y
(εd1 − 1)(εd2 − 1)
, (6.21)
where sd−2(ε1, ε2) = (εd−11 − εd−12 )/(ε1 − ε2). The index has singularity only at εdi = 1 for
some i, as expected. The index in the orbifold phase ζ < 0 can be obtained from this by
the wall crossing formula (5.3):
Iorbifold = Igeometric + (−1)N−1
(
y−(N−2) + · · ·+ yN−2
)
. (6.22)
Recall that the wall crossing part is independent of the flavor twist, even when the theory
is non-compact, since the non-compactness of the Higgs branch does not affect the effective
compactness of the Coulomb branch. When we turn off the J− twist, we have
Igeometric|y=1 = (−1)NN, Iorbifold|y=1 = (−1)N . (6.23)
Indeed they are independent of the flavor twist parameters. Up to sign, the result agrees
with the Euler number of the fixed point set — the zero section (CPN−1) in the geometric
phase and the origin (one point) in the orbifold phase. Why is that? The real mass
provides a quadratic potential in the direction transverse to the fixed point set XF , and
hence at energies below the mass, the theory is well approximated by the sigma model
on XF , whose index is (−1)dimXFχ(XF ). The trivial action of Zd on the origin in the
orbifold phase might not cause a problem in 1d where there is no twisted sectors. How
about the sign? In the limit of very large masses, the theory of the transverse modes can
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Figure 11. The phases of “the two parameter model”.
be well approximated by the direct product of decoupled copies of a free chiral multiplet
with a large real mass. Using the result (6.17) for the individual component, we obtain
(−1)codimXF as the index. This explains the above result, (−1)1 · (−1)N−1N for the
geometric phase and (−1)N · 1 in the orbifold phase.
From this exercise, we can extract the following general statement. Suppose an N = 4
model has an effective theory on the Higgs branch, which is a non-linear sigma model on
an orbifold X. Suppose there is a continuous flavor group whose generic element has a
compact set of fixed points XF . Then the index is well defined if it is twisted by the flavor
symmetry, and as we have learned above, the flavor twist dependence drops out when the
J−-twist is turned off. In particular, I|y=1 = I(yGF ) must be an integer. Let us assume
that the local orbifold group acts trivially on XF . Then, we have
I(yG
F
) =
∑
i
(−1)dimXχ(XFi ), (6.24)
where the sum is over the connected components of XF . When X is a compact manifold,
the index is independent of the flavor twist and its value at y = 1 is (−1)dimXχ(X).
Thus, (6.24) is nothing but the Hopf theorem. Therefore, (6.24) can be regarded as a
generalization of the Hopf theorem to N = 4 linear sigma models with non-compact Higgs
branches. From the derivation, the statement itself must hold for any N = 4 non-linear
sigma model on an orbifold X, even without linear sigma model realization.
6.5 “The two parameter model”
The next example is the model with gauge group U(1)×U(1), the following matter content
P X1,2 Y1,2,3 Z FI
U(1)1 −4 0 1 1 ζ1
U(1)2 0 1 0 −2 ζ2
and the superpotential W = P · f(X,Y, Z) where f(X,Y, Z) is a polynomial of charge
(4, 0). This is the 1d version of the 2d (2,2) model which is popular among physicists [57].
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There are four phases as shown in figure 11. I is a geometric phase, II is an orbifold phase,
III is a Landau-Ginzburg orbifold phase and IV is a hybrid phase. The geometry in Phase
I is a smooth compact Calabi-Yau threefold embedded as a hypersurface is a toric fourfold
of h1,1 = 2.
We may set RP = 2 and RX = RY = RZ = 0. Then the g function is
g =
(
1
2i sin(πz)
)2 sin(−π(−4u1))
sin(π(−4u1 + z))
(
sin(−π(u2 − z))
sin(πu2)
)2
(
sin(−π(u1 − z))
sin(πu1)
)3 sin(−π(u1 − 2u2 − z))
sin(π(u1 − 2u2)) . (6.25)
Below we write the result of residue computation in each phase.
• Phase I:
I = 84y−1 + 84y. (6.26)
• Phase II:
I = 82y−1 + 82y. (6.27)
• Phase III:
I = y−3 + 83y−1 + 83y + y3. (6.28)
• Phase IV:
I = y−3 + 86y−1 + 86y + y3. (6.29)
We see that non-trivial wall crossing is happening at each phase boundary. Since the
gauge group is Abelian, all of them are simple walls. Let us present the mixed branch
analysis of the wall crossing.
I → II. The unbroken gauge group at the mixed branch along this phase boundary is
G1 = U(1)2 and the fields are decomposed as
(C) X1,2 (1), Z (−2),
(H) P (−4), Y1,2,3 (1).
As in section 3.4, to the right of each field, we put its charge under G1 for (C) and G/G1
for (H). The Coulomb branch of (C) has N
(4)
eff = 2−1 = 1 so that we have ∆CI(C)(y) = −1.
The Higgs branch of (H) is the degree four hypersurface in CP2: it is a curve of genus 3
and has I(H)(y) = 2y−1 + 2y1 (see section 6.2). Thus,
∆I = (2y−1 + 2y1) · (−1) = −2y−1 − 2y1. (6.30)
Note also that the wall crossing states, which go out since N
(4)
eff > 0, form the following
Hodge diamond
1
3 3
1
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II → III. The unbroken gauge group is G1 = {(g2, g)} and the fields are decomposed as
(C) P (−8), X1,2 (1), Y1,2,3 (2),
(H) Z (1).
The Coulomb branch of (C) has N
(4)
eff = −1 + 2 + 3 = 4 so that we have ∆CI(C)(y) =
y−3+y−1+y1+y3. The Higgs branch of (H) is one point and hence has I(H)(y) = 1. Thus,
∆I = y−3 + y−1 + y1 + y3. (6.31)
The wall crossing states, which go out since N
(4)
eff > 0, form the Hodge diamond with
1, 1, 1, 1 in the vertical middle.
III → IV. The unbroken gauge group is G1 = U(1)2 and the fields are decomposed as
(C) X1,2 (1), Z (−2),
(H) P (−4), Y1,2,3 (1).
The Coulomb branch of (C) has N
(4)
eff = −2+ 1 = −1 so that we have ∆CI(C)(y) = 1. The
Higgs branch theory of (H) is the Landau-Ginzburg orbifold W = f4(Y )/Z4 where f4 is a
quartic polynomial. To simplify the analysis let us take the Fermat polynomial, for which
the relations are Y 31 = Y
3
2 = Y
3
3 = 0. Since Ω = dY1 ∧ dY2 ∧ dY3 has charge 3, for O(Y )Ω
to be Z4 invariant, O(Y ) must have charge 1 (mod 4) under Z4. There are six states:
Y1Ω, Y2Ω, Y3Ω, Y1Y
2
2 Y
2
3 Ω, Y
2
1 Y2Y
2
3 Ω, Y
2
1 Y
2
2 Y3Ω. (6.32)
The R-charge assignment which is conjugate symmetric is −12 for the first three and 12 for
the last three. Thus, I(H)(y) = 3y−1 + 3y1. Therefore, the change of the index is
∆I = (3y−1 + 3y1) · 1 = 3y−1 + 3y1. (6.33)
The wall crossing states, which come in since N
(4)
eff < 0, form the Hodge diamond with
0, 3, 3, 0 in the horizontal middle.
IV → I. The unbroken gauge group is G1 = U(1)1 and the fields are decomposed as
(C) P (−4), Y1,2,3 (1), Z (1),
(H) X1,2 (1).
The Coulomb branch of (C) has N
(4)
eff = 1 − 3 − 1 = −3 so that we have ∆CI(C)(y) =
y−1 + 1 + y. The Higgs branch of (H) is CP1 which has I(H)(y) = −y−1 − y1. Thus,
∆I = (−y−1 − y1) · (y−1 + 1 + y) = −y−3 − 2y−1 − 2y1 − y3. (6.34)
The wall crossing states, which come in since N
(4)
eff < 0, form the Hodge diamond with
1, 2, 2, 1 in the vertical middle.
We see that Ibefore + ∆I = Iafter indeed holds for each wall crossing. We have also
determined the Hodge diamond formed by the wall crossing states. Using this, we can
determine the Hodge diamonds of all four phases starting from the geometric phase, where
the Hodge numbers are known by the Lefschetz hyperplane theorem:
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• Phase I (input):
1
0 0
0 2 0
1 86 86 1
0 2 0
0 0
1
(6.35)
−→ Phase II:
1
0 0
0 1 0
1 83 83 1
0 1 0
0 0
1
(6.36)
−→ Phase III:
0
0 0
0 0 0
1 83 83 1
0 0 0
0 0
0
(6.37)
−→ Phase IV:
0
0 0
0 0 0
1 86 86 1
0 0 0
0 0
0
(6.38)
−→ back to Phase I.
The Hodge diamond (6.37) of Phase III (Landau-Ginzburg orbifold phase) can be
derived independently. First of all, the 2d Hodge diamond is the same as (6.35) at all
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four phases because the model is Calabi-Yau. In the Landau-Ginzburg orbifold phase,
it is known that the 1, 2, 2, 1 in the diagonal middle and 3 out of the 86 in each of the
two horizontal middle entries are twisted sector states (see e.g. section 2.1.1 of [58] based
on [55]) and should not be taken in 1d. The others are untwisted sector states and should
be included, thus giving (6.37).
There is an alternative approach to extract information on the ground states — it is
to look at the “full Coulomb branch” where we take x to be large generic and integrate
out all the matter multiplets. This induces an effective potential
Ueff =
e2eff
2
(
ζeff
)2
, (6.39)
with ζeff = ζ −
∑
iQi/2|Qi(x)|, plus accompanying vector potential and Yukawa terms.
The effective Lagrangian is reliable in the region where |x| is large enough |x|3 ≫ e2. Since
the bottom of the potential is typically at |x| ∼ 1/|ζ|, we need e2|ζ|3 ≪ 1 to find a valid
ground state on the full Coulomb branch. That is, the FI parameter must be very close
to the origin ζ = 0. It is expected, however, that states that are found there will not
disappear if we scale up ζ. In the present example, the vacuum equation ζeff = 0 reads
ζ1 =
1
|x1| +
1
2|x1 − 2x2| , ζ
2 =
1
|x2| −
1
|x1 − 2x2| . (6.40)
We see that there is no solution in Phases III and IV, while in each of Phases I and II,
the solution space is well inside the safe region provided |ζ| is small enough. Applying the
well-established routine of equivariant index counting, we find that the contribution of the
full Coulomb branch vacua to the index is
ICoulomb =

−y−3 − 2y−1 − 2y1 − y3 Phase I
−y−3 − y−1 − y1 − y3 Phase II
0 Phases III and IV
(6.41)
The Coulomb branch vacua form an SU(2) multiplet and are expected to have zero U(1)
R-charge. We see that the result (6.41) correctly reproduces the vertical middle entries of
the Hodge diamond at each phase.
It should be emphasized that the mixed branch analysis in section 3.4 and the above
full Coulomb branch analysis are valid in totally different regimes and are good for different
purposes. The former is valid deep inside the phase boundaries and can capture the full
detail of the wall crossing states there, while the latter is valid only near the origin ζ = 0
and can capture a part of the SU(2) multiplets in each phase. For example, if we go far
out in the I-IV phase boundary, i.e. ζ1 → 0 and ζ2 → +∞, the vacuum equation (6.40)
forces |x2| to vanish, where the full Coulomb branch is totally invalid.
This is in sharp contrast to two-dimensional theories where it is necessary and valid
to take into account the full Coulomb branch and all possible mixed branches at the same
time, for a common purpose. For example, in the two-dimensional version of the present
model [57], the vacuum equation on the full Coulomb branch reads
et
1
= 44
σ1
σ1 − 2σ2 , e
t2 =
(σ1 − 2σ2)2
σ22
, (6.42)
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Figure 12. The ζ-images of the discriminants (6.42) (black) and (6.43) (red).
where ta = ζa − iθa are the FI-theta parameter. Also, there is just one additional flat
direction — from the mixed branch where U(1)2 is unbroken and U(1)1 is Higgsed —
which exists when
et
2
= 22. (6.43)
(6.42) and (6.43) together define the discriminant locus in the FI-theta parameter space.
Their ζ-projection asymptote to the phase boundaries. See figure 12. Note that the
full Coulomb equation (6.42) allows valid solutions even in such asymptotic region. For
example, the asymptotic region of I-IV phase boundary is et
1 → 44 and et2 → ∞: the
vacuum equation does not force σ2 → 0. We can take σ1 →∞ holding σ2 fixed and large.
In one dimension, to account for the wall crossing deep inside phase boundaries, we
only need to consider the corresponding mixed branches. This is supported by our index
result which proves the wall crossing formula obtained just from the mixed branch analysis.
There is no room for the full Coulomb branch to play any roˆle there. However, the full
Coulomb branch is the key element of the recent approach to index counting and wall
crossing, in N = 4 quiver theories. We turn to that subject next.
7 N = 4 quivers and quiver invariants
Now we come to N = 4 quiver theories, which are very important as they address 4d
N = 2 wall-crossing phenomena. A given quiver theory is a low energy dynamics of
particular charge sector, and our index computes the relevant protected spin character [59]
Tr
[
(−1)2J3y2(J3+I3)
]
with I3 and J3 being the helicity operators of SU(2)R and SU(2) little group, respectively.
The trace is supposed to be taken after removing the universal half-hypermultiplet factor
in the supermultiplet, so that the value is +1 for a half-hypermultiplet and −y − y−1
for a vector multiplet. In particular the little group SU(2) of d = 4 descends to SU(2)J
R-symmetry while U(1)I is inherited from d = 4 SU(2)R R-symmetry [30].
– 78 –
J
H
E
P
0
1
(
2
0
1
5
)
1
2
4
There has been extensive works for this class during last four years. For quivers
without loops, the index computation in the Coulomb viewpoint have been carried
out extensively, and lead to an explicit and recursive and partition-based index formu-
lae [26, 29] based on a symplectic volume hypothesis. This was later re-derived in an
ab initio computation from Seiberg-Witten theory [28]. For loopless quivers, it has been
demonstrated [34] that the Coulomb branch analysis is sufficient in that the resulting
index agrees with an independent Higgs computation and also with predictions coming
from the Kontsevich-Soibelman algebra [35].
Quiver involving loops, and thus superpotentials, pose more challenges, as the Coulomb
description often fails to capture all supersymmetric ground states. The additional states
can be found from the Higgs side [23, 30, 38]. Some of these latter states, in particular,
are impervious to wall-crossing and have been dubbed quiver invariants [30, 31]. These
new kind of states serve as important building blocks in general BPS state construction.
They are also believed to represent microstates of single-centered BPS black holes of d = 4
N = 2 theories, generalizing and fine-tuning Ashoke Sen’s earlier proposal to separate
singe-center black holes from multi-center ones via angular momentum content [62].
With the new technology developed in this paper, we are now at a position to address
most general quivers such as multi-loop quivers and non-Abelian quivers. In this section,
we address two particular classes; all cyclic Abelian quiver where we reproduces results of
ref. [31] and non-Abelian triangle quivers where we will also test the generalized Coulomb-
like expansion of refs. [60, 61], which fused the quiver invariants and the multi-center picture
of BPS states into a single practical machinery.
7.1 Abelian (k + 1)-gon
Let us start exploring Abelian (k + 1)-gon with arrows a = (a1, a2, · · · , ak+1), which will
serve as a prototype. This class of theories were explored from both Higgs and Coulomb
branches [30, 38] and the complete equivariant indices computed [31, 32]. This also lead to
the notion of quiver invariants that we will come back to after discussion of non-Abelian
generalizations.
The model has gauge group U(1)k+1/U(1)diag, bifundamental matters X
(i)
1,...,ai
on the
i-th edge and a generic linear combination of monomials of the form X
(k+1)
jk+1
· · ·X(1)j1 as the
superpotential. The gauge group is isomorphic to U(1)k, with it∗ ∼= Rk, under which the
i-th group of matters have charge Qi = ei for i = 1, . . . , k, and the last group have charge
Qk+1 = −e1 − · · · − ek. There are (k+1) phases C1, . . . , Ck+1 where Ci is the positive span
of all the charges except Qi. We may assign R-charge 0 to the first k groups of matters
and 2 to the last group. Then, the g function reads
g =
(
1
2i sin(πz)
)k
× (7.1)
×
(
sin(−π(u1 − z))
sin(πu1)
)a1(sin(−π(u2 − z))
sin(πu2)
)a2
· · ·
(
sin(−π(−u1 − · · · − uk))
sin(π(−u1 − · · · − uk + z))
)ak+1
.
– 79 –
J
H
E
P
0
1
(
2
0
1
5
)
1
2
4
In the phase Ci, we must take the residue at the intersection of the singular hyperplanes of
the fields except the i-group. For Ck+1, it is the standard residue at the origin,
ICk+1 =
∫
|u1|=···=|uk|=ε
dku g(u, z). (7.2)
For Ci with i = 1, . . . , k, it is the residue at uj = 0 (j 6= i) and −u1 − · · · − uk + z = 0.
Because of the sign in front of ui of the last equation, we need to include an extra sign,
ICi = (−1)
∫
|u1|=··· iˆ ···=|uk|=ε
|−u1−···−uk+z|=ε
dku g(u, z). (7.3)
This exactly reproduces the results of ref. [31] which were based on conventional index
theorem for the Higgs branch, also demonstrating that the Higgs branch captures the
entire index for this class of theories in all chambers.
As a simple example, consider the case k = 2 and a = (6, 5, 4). The is Example 3 in
section 2.4 with rank vector (1, 1, 1) and the number vector (a, b, c) = (6, 5, 4). The three
phases C1, C2, C3 are III, II, I respectively, in the notation of section 2.4 (see figure 3). The
index in these phases are
II =
∫
|u1|=|u2|=ε
d2u g(u, z) = − 1
y5
− 2
y3
+
23
y
+ 23y − 2y3 − y5, (7.4)
III = −
∫
|u1|=|−u1−u2+z|=ε
d2u g(u, z) = − 1
y3
+
24
y
+ 24y − y3, (7.5)
IIII = −
∫
|u2|=|−u1−u2+z|=ε
d2u g(u, z) =
25
y
+ 25y. (7.6)
In section 3.4, we worked out the I → II wall crossing of this example, as an illustration of
the mixed branch analysis. The formula obtained there, (3.59), reads
∆I→ III = (−1)(y−5 + y−3 + y−1 + y + y3 + y5) · (−1). (7.7)
We see that II + ∆I→ III = III indeed holds. Of course, we can also look at the Hodge
diamonds of the phases and the wall crossing states, and find agreement.
7.2 Non-Abelian triangle quivers of ranks (k, 1, 1)
Now we will generalize this to non-Abelian examples. Here we will consider triangle quivers
(Example 3, section 2.4). When a rank vector is (k, 1, 1) and intersection numbers are
(a, b, c), there exist four phases at most. See figure 4. The gauge group [U(k) × U(1) ×
U(1)]/U(1)diag is isomorphic to U(1) × U(k) by [g, ω−1, 1] ←→ (ω, g). With respect to a
basis {e0; e1, . . . , ek} of it∗, where e0 is for the U(1) factor and eα − eβ are the roots of
U(k), the matter charges and the FI parameter are written as
QX = e0, QY α = eα, QZα = −e0 − eα, (7.8)
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ζ = ζ1e0 +
ζ2
k
(e1 + · · ·+ ek). (7.9)
Here ζ1 and ζ2 are as in (2.84). We assign R-charge 2 to Z’s and 0 to others. Then, the g
function reads
g =
(
1
2i sin(πz)
)k+1 ∏
α 6=β
sin(−π(uα − uβ))
sin(π(uα − uβ − z)) × (7.10)
×
(
sin(−π(u0 − z))
sin(πu0)
)a k∏
α=1
(
sin(−π(uα − z))
sin(πuα)
)b k∏
α=1
(
sin(−π(−uα − u0))
sin(π(−uα − u0 + z)
)c
.
In chamber I, ζ is a positive span of QX and QY 1 , . . . , QY k , as is evident from (7.9)
and (7.8). A non-zero contribution comes only from the intersection of the corresponding
hyperplanes, (u0, u1, . . . , uk) = (0, . . . , 0),
II =
1
k!
∫
|u0|=|u1|=···=|uk|=ε
dk+1u g(u, z). (7.11)
In chamber II, ζ = (ζ1−ζ2)QX+ ζ2k (QZ1+ · · ·+QZk) is a positive span of QX and QZα ’s. A
non-zero contribution comes only from the intersection of the corresponding hyperplanes,
(u0, u1, . . . , uk) = (0, z, . . . , z),
III =
(−1)k
k!
∫
|u0|=|−u1−u0+z|=···=|−uk−u0+z|=ε
dk+1u g(u, z). (7.12)
In chamber IV, ζ = (−ζ1)(QY α + QZα) + ζ
2
k (QY 1 + · · · + QY k) is a positive span of
QY 1 , . . . , QY k and QY α + QZα for any α, while in chamber III, ζ = (ζ
2 − ζ1)(QY α +
QZα) +
−ζ2
k (QZ1 + · · · + QZk) is a positive span of QZ1 , . . . , QZk and QY α + QZα for
any α. In these chambers, a non-zero contribution can come only from the point p with
(u0, u1, . . . , uk) = (z, 0, . . . , 0), which is a degenerate intersection where 2k hyperplanes
HY 1 , . . . , HY k , HZ1 , . . . , HZk meet. At this point, we employ the constructive “definition”
of the JK-residue [45]. We first choose an element ξ ∈ it∗ which is in the same chamber as
ζ with respect to the set Q(p) = {QY 1 , . . . , QY k , QZ1 , . . . , QZk} and is generic with respect
to all the partial sums of Q(p). Then, we set
JK-Res
p
(Q(p), ζ) =
∑
F∈FL+(Q(p),ξ)
ν(F )Res
F
, (7.13)
where the sum is over a certain set of flags of it∗ determined by Q(p) and ξ. See [45] or its
review given in [40]. Let us put
ξ(ǫ) := ζ + ǫ(ke1 + (k − 1)e2 + · · ·+ 2ek−1 + ek). (7.14)
For a small but non-zero ǫ, this belongs to the same chamber as ζ and is generic with
respect to all the partial sums of Q(p). In chamber IV, let us choose ξ = ξ(ǫ) with a small
positive ǫ. Then, the sum (7.13) consists of a single term with the flag
{0} ⊂ RQY 1 ⊂ RQY 1 +RQY 2 ⊂ · · · ⊂ RQY 1 + · · ·+RQY k ⊂ it∗, (7.15)
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which yields
IIV =
(−1)
k!
res
u0=z
· res
uk=0
· · · res
u1=0
g(u, z) . (7.16)
In chamber III, let us choose ξ = ξ(ǫ) with a small negative ǫ. Then, the sum (7.13)
consists of a single term with the flag
{0} ⊂ RQZ1 ⊂ RQZ1 +RQZ2 ⊂ · · · ⊂ RQZ1 + · · ·+RQZk ⊂ it∗, (7.17)
which yields
IIII =
(−1)k+1
k!
res
u0=z
· res
uk=z−u0
· · · res
u1=z−u0
g(u, z) . (7.18)
Let us present the result of computation for low values of k and (a, b, c). First, k = 2.
With (a, b, c) = (4, 1, 4), three chambers are empty and
II = 0 ,
III = − 1
y5
− 2
y3
− 3
y
− 3y − 2y3 − y5 ,
IIII = 0 ,
IIV = 0 ,
which is consistent with the results derived previously from purely geometrical method [33].
Let us look at the cases where the indices are non-zero at all the four branches. When the
condition (2.90) is obeyed, say (a, b, c) = (7, 3, 4), the fourth phase boundary between III
and IV is actually moot, and no decay should be possible there. In accordance we find, the
indices at each chambers are
II = 10 ,
III =
1
y4
+
2
y2
+ 13 + 2y2 + y4 ,
IIII =
1
y2
+ 11 + y2 ,
IIV =
1
y2
+ 11 + y2 .
If we take (a, b, c) = (7, 4, 5), for which (2.90) is violated, the indices all four chambers are
indeed different from one another as
II = 50 , (7.19)
III =
1
y4
+
2
y2
+ 87 + 2y2 + y4 ,
IIII =
1
y6
+
2
y4
+
4
y2
+ 89 + 4y2 + 2y4 + y6 ,
IIV =
1
y6
+
2
y4
+
4
y2
+ 54 + 4y2 + 2y4 + y6 .
Next, let us take k = 3. For (a, b, c) = (10, 4, 3), we find
II = − 1
y3
− 2
y
− 2y − y3 , (7.20)
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III = 0 ,
IIII = − 1
y
− y ,
IIV = − 1
y
− y .
while for k = 3 and (a, b, c) = (10, 5, 3), we find
II =
1
y6
+
2
y4
− 2
y2
− 7− 2y2 + 2y4 + y6 , (7.21)
III = 0 ,
IIII =
1
y4
+
1
y2
+ 1 + y2 + y4 ,
IIV =
1
y4
− 4
y2
− 9− 4y2 + y4 .
The final example is for k = 3 and (a, b, c) = (10, 4, 4), which does have its own quiver
invariant. The indices are
II = 20 , (7.22)
III = 20 ,
IIII =
1
y4
+
2
y2
+ 22 + 2y2 + y4,
IIV =
1
y4
+
2
y2
+ 22 + 2y2 + y4 .
Note that I-IV and II-III walls are simple for any k, and III-IV is also simple for k = 2.
There we can see how the simple wall crossing formula works.
I → IV. The data of the mixed branch is
(C) U(1)× {1k} X1,...,a (1), Z1,...,c1,...,k (−1),
(H) U(k) Y1,...,b (k).
(C) has N
(4)
eff = a− kc and (H) has Higgs branch G(k, b). This yields
∆I = IG(k,b) · (−1)a−kcsign(a− kc)(y−|a−kc|+1 + · · ·+ y|a−kc|−1). (7.23)
II → III. The data of the mixed branch is
(C) {(ω, ω−11k)} X1,...,a (1), Y 1,...,k1,...,b (−1),
(H) U(k) Z1,...,c (k¯).
(C) has N
(4)
eff = a− kb and (H) has Higgs branch G(k, c). This yields
∆I = IG(k,c) · (−1)a−kbsign(a− kb)(y−|a−kb|+1 + · · ·+ y|a−kb|−1). (7.24)
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IV → III (k = 2 case). The data of the mixed branch is
(C) {(1, (ω 1))} Y 11,...,b (1), Z1,...,c1 (−1),
(H) U(1)×U(1) X1,...,a (0,−1), Y 21,...,b (1, 0), Z1,...,c2 (−1, 1); W =
∑
Aijh Z
h
2 Y
2
j Xi.
(C) has N
(4)
eff = b − c and (H) has complete intersection Mab,c(A) of a hypersurfaces in
CPb−1 ×CPc−1 as its Higgs branch. Thus,
∆I = IMa
b,c
(A) · (−1)b−csgn(b− c)(y−|b−c|+1 + · · ·+ y|b−c|−1). (7.25)
These wall crossing formulae work in all cases above. For example, for the I-IV wall
in the model with k = 3, (10, 5, 3), we have ∆I = −IG(3,5) = −(y−6 + y−4 + 2y−2 + 2 +
2y2+y4+y6), in agreement with (7.21). As another example, let us look at the IV-III wall
in the model k = 2, (7, 4, 5), where ∆I = IM74,5(A). Note that M
7
4,5(A) is the intersection
of seven hyperplanes in a seven dimensional manifold CP3 × CP4 and hence is a set of
points, as many as (H1+H2)
7 = 35. This matches with (7.19), as 54+35 = 89. The mixed
branch analysis can also tell us on the Hodge diamond of the wall crossing states.
7.3 Quiver invariants
Now that we accumulated several examples, it is time to talk about quiver invariant. It is
instructive to recall the explicit example given at the end of subsection 7.1. The index and
in fact the full cohomology of this example can be worked out [31]. The Hodge diamond
for the three chambers are
1
26 26
1
1
0 0
0 2 0
0 26 26 0
0 2 0
0 0
1
1
0 0
0 2 0
0 0 0 0
0 0 3 0 0
0 0 26 26 0 0
0 0 3 0 0
0 0 0 0
0 2 0
0 0
1
This set of Hodge diamond shows an interesting behavior. The dimensions of each chambers
are different, and thus the size of the diamond. Yet, notice how the nontrivial entries along
the horizontal middle remain the same throughout chambers. In fact, more detailed analysis
of states shows that the entries along the vertical middle correspond to states that become
destabilized at the walls, while these 26+26 states remain stable even at the walls.
This kind of behavior has been observed for all cyclic Abelian quivers, as demonstrated
precisely in refs. [30, 31]. For this class, the Hodge diamond consists of only two nontrivial
– 84 –
J
H
E
P
0
1
(
2
0
1
5
)
1
2
4
lines, vertical middle and horizontal middle, just as in the above example; again, the vertical
middle of the Hodge diamonds correspond to states that are detectable in the Coulomb
description and are invariably become unstable at the walls, while states belonging to the
horizontal middle are visible only to the Higgs description and impervious to wall-crossing
instabilities. These wall-crossing-safe states have been dubbed “intrinsic Higgs states” [30]
or “pure Higgs states” [38]. The part of index counting these states only shall be called
quiver invariants, following refs. [30, 31], meaning that for any given they represents part
of spectrum invariant across all chambers.
For these Abelian cyclic quiver, a state is either Coulomb-like, meaning that it becomes
a multi-center bound state at a marginal stability wall, or “intrinsic Higgs.” The split is
clean, so we can define the quiver invariant as
I = ΩInv + ICoulomb . (7.26)
In the above Abelian triangle with linking numbers (6, 5, 4), for example, the invariant part
of the index is
Ω1,1,16,5,4
∣∣∣∣
Inv
=
26
y
+ 26y . (7.27)
There is a potential ambiguity at the center of the Hodge diamond, i.e. H(s/2,s/2), when
the vacuum manifold is of even complex dimension s. For these cyclic Abelian quivers, the
ambiguity was neatly resolved by either the Lefshetz hyperplane theorem or by explicit
counting/construction in the Coulomb description [30].
For general quiver theories, such neat separation of states into two classes cannot
be true any more. As we saw earlier, for theories with rank large than 1, wall-crossing
states are often of hybrid type, approximately a product of Coulomb-like multi-center
wavefunction and tightly bound Higgs-like state. This implies that wall-crossing states,
i.e. states that become unstable at a wall can involve quiver invariants of one or more
subquivers as building blocks. Generally, given a quiver, one should find purely Coulomb-
like states which are multi-center states made from elementary centers, mixed states which
are again multi-centered but with one or more centers belong to the quiver invariant of a
subquiver, and then finally a single-centered wall-crossing-safe states, all contributing to
the full index. The Hodge diamond will no longer be as simple as above, yet it is clear that
there are states along the horizontal middle that are impervious to wall-crossing.
This idea, much in the spirit of mixed phase analysis we saw earlier, is physically
appealing but complex to incorporate; ref. [60] proposed a routine to do this, although
while keeping the quiver invariants as unknown input data. The idea is to break up a
quiver to all possible subquivers, labeled A, and then consider the quiver invariant ΩAInv for
each of them. Each of these will act as a building block for wall-crossing states of the full
quiver. Such states can no longer be considered invariant under wall-crossing, yet cannot
be captured correctly if one only count the ordinary Coulombic states.
This tells us that the full index, if we view it from the wall-crossing perspective,
will have to involve a sum over many partitions of the quiver into subquivers, say, {Ai}.
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Schematically, we have
I =
∑
{Ai}
ICoulomb{Ai} ×
∏
i
ΩAiInv , (7.28)
where each summand treats a subquiver Ai as if it is a single charge center with the intrinsic
degeneracy ΩAiInv, and the index I
Coulomb
{Ai} counts the index of the resulting multi-center dy-
namics. Much of machinery developed in refs. [26, 28, 29] can be used not only for Coulomb
branches of quiver theories but also for any multi-center bound state problems in R3 with
four supersymmetries, so ICoulomb{Ai} makes sense as a multi-center index. Computational
procedure for ICoulomb that enter in this expansion is very involved but well-established.
Because the index must correctly reflect the necessary Weyl projections, actual formulae
are a bit more involved than this naive one; please see ref. [61] for the complete prescription.
The sum includes the case where the subquiver is the original quiver itself, which
is precisely where wall-crossing-safe states of the original quiver enters and contributes a
term 1 × ΩInv. In the other extreme, the sum also includes elementary subquivers, i.e., a
single node with rank 1, for each of which ΩInv = 1. This shows that the quiver invariant
generalizes the notion of intrinsic degeneracy of a hypermultiplet BPS particle to that of a
single center BPS state of large internal degeneracy.
Theory by theory, isolating such invariant states is a well-defined, if tedious, exercise.
All one needs to do is to solve for ground states and observe which states become unstable
at marginal stability walls and which state never does. In particular, one can send all FI
constant to “zero” where all marginal stability walls collide, leaving behind only invariant
states. Systematic counting is a different matter since these theories are rather difficult to
handle at vanishing FI parameters.
In view of this situation, one could choose a practical viewpoint and consider this
equation as (recursive) definition of the quiver invariants. Then one begins to compute left
hand sides, we can refer to the right hand side and extract quiver invariants. The invariant
of one quiver will appear repeatedly in the index of larger quivers that can accommodate the
former as a subquiver. As we compute the index of quivers with increasing complexity and
ranks, we end up with a hugely over-determined problem therefore. The fact that we always
get consistent answers for ΩInv in examples below nevertheless, goes a long way to confirm
that the concept of the quiver invariant is robust and also that the above expansion scheme
actually works and catalog faithfully all possible Coulombic, mixed, and invariant states.
Let us now scan through examples of the above triangle quivers. For rank (2, 1, 1) and
intersection numbers (4, 1, 4), three of the four chambers are empty, implying vanishing
quiver invariant. In fact, the same is true of rank (1, 1, 1) version of the same quiver, and
we find
Ω2,1,14,1,4
∣∣∣∣
Inv
= 0 = Ω1,1,14,1,4
∣∣∣∣
Inv
. (7.29)
For intersections (7, 3, 4), quiver invariant for rank (1, 1, 1) is known to be null, and we
have
II,II,III,IV = I
Coulomb
I,II,III,IV +Ω
2,1,1
7,3,4
∣∣∣∣
Inv
(7.30)
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from which we read off
Ω2,1,17,3,4
∣∣∣∣
Inv
= 9 . (7.31)
Next, with intersections (7, 4, 5), both (1, 1, 1) and (2, 1, 1) quivers have nontrivial quiver
invariants, and they show up for (2, 1, 1) quiver index as
II,IV = I
Coulomb
I,IV +Ω
2,1,1
7,4,5
∣∣∣∣
Inv
(7.32)
and
III,III = I
Coulomb
II,III + 1× Ω1,1,17,4,5
∣∣∣∣
Inv
+Ω2,1,17,4,5
∣∣∣∣
Inv
. (7.33)
Thus, we find
Ω2,1,17,4,5
∣∣∣∣
Inv
= 49 , Ω1,1,17,4,5
∣∣∣∣
Inv
= 34 , (7.34)
where the latter number is independently confirmed by studying rank (1, 1, 1) quiver.
The least interesting examples among the rank (3, 1, 1) quiver is the one with inter-
section numbers (10, 4, 3), because for each ranks (k ≤ 3, 1, 1) there is at least one empty
chambers. This is borne out in the index computation also, and we find
Ω3,1,110,4,3
∣∣∣∣
Inv
= Ω2,1,110,4,3
∣∣∣∣
Inv
= Ω1,1,110,4,3
∣∣∣∣
Inv
= 0 , (7.35)
and II,II,III,IV are all purely Coulombic for k = 1, 2, 3. Intersection numbers (10, 5, 3) is
a little more interesting. Although, rank (3, 1, 1) and rank (1, 1, 1) quivers both have an
empty chamber so that
Ω3,1,110,5,3|Inv = 0 = Ω1,1,110,5,3|Inv . (7.36)
The quiver invariant of the k = 2 subquiver is nontrivial and enters the index of this k = 3
quiver as
II,IV = I
Coulomb
I,IV +
(
− 1
y
− y
)
× Ω2,1,110,5,3
∣∣∣∣
Inv
(7.37)
and
III,III = I
Coulomb
II,III . (7.38)
Again comparison with the Coulomb computation shows,
Ω2,1,110,5,3
∣∣∣∣
Inv
=
6
y
+ 6y , (7.39)
which is again independently verified by directly computing Coulomb and Higgs indices for
the (2, 1, 1) quiver with (a, b, c) = (10, 5, 3). The final example is (a, b, c) = (10, 4, 4), for
which
Ω3,1,110,4,4
∣∣∣∣
Inv
= 19 , Ω2,1,110,4,4
∣∣∣∣
Inv
= Ω1,1,110,4,4
∣∣∣∣
Inv
= 0 . (7.40)
All these examples exhibit the expected behavior of how the quiver invariants in a self-
consistent manner.
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The interesting dichotomy seen in the cyclic Abelian quivers, between the Coulomb-
like SU(2)R multiplets and the invariant U(1)R states suggest that we can compute not
only the indices but even the full Hodge diamonds, through such recursive constructions
of BPS states.9 Whether theses kind of ideas, including the notion of invariant part of
spectrum and the recursive build-up of BPS states will work for more general gauged
quantum mechanics remains to be seen.
8 Systems with N = 2 supersymmetry
In this section, we illustrate the index formula and wall crossing for N = 2 supersymmetric
theories which do not have N = 4 supersymmetry. As explained in section 2.2, dependence
on the flavor twist is the most interesting part.
8.1 The CPN−1 model
The first example is the N = 2 linear sigma model for CPN−1: the theory with gauge
group U(1), N chiral multiplet and Wilson line of charge q, such that N2 − q ∈ Z. We have
already computed the wall crossing formula ∆I in (5.9)–(5.11). Since there is no negatively
charged chiral multiplets, we have I = 0 for ζ < 0. Combining these, we find that I = −∆I
for ζ > 0, which agrees with the result in geometric phase (2.77)–(2.79).
Here we would like to compute the index (for ζ > 0) with the twist by the SU(N)
flavor symmetry under which the chiral multiplets form the fundamental representation.
The twist parameter is written as (y1, . . . , yN ) obeying y1 · · · yN = 1. Then, the g function is
g =
xq
N∏
i=1
(
x
1
2 y
1
2
i − x−
1
2 y
− 1
2
i
) = xq+N2N∏
i=1
(x− εi)
, (8.1)
where we write y−1i = εi to simplify the expressions. Therefore, the index is
I =
N∑
i=1
ε
q+N
2
−1
i∏
j 6=i
(εi − εj)
=
∑
s∈SN
(−1)ℓ(s)εq+
N
2
−1
s(1) ε
N−2
s(2) · · · εs(N−1)∏
i<j
(εi − εj)
. (8.2)
For q ≥ N2 , the right hand side is the Weyl character formula10 for the irreducible
9We thank Ashoke Sen for bringing this aspect to our attention.
10The character of the irreducible representation of highest weight λ of a simple Lie group is
χλ(ε) =
∑
w∈W (−1)
ℓ(w)εw(λ+ρ)
ερ
∏
α>0(1− ε
−α)
(8.3)
where ρ is half the sum of positive roots. For SU(N), we have ερ = εN−11 ε
N−2
2 · · · εN−1 and the denominator
of this formula is
∏
i<j(εi − εj).
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representation of SU(N) with highest weight ε
q−N
2
1 , i.e., the
(
q− N2
)
-th symmetric power
of the fundamental representation CN . Since εi = y
−1
i , the actual representation is its
dual, Sq−
N
2 (CN )∗. In fact we had seen this already on the Coulomb branch (3.40). Also,
this is consistent with the fact that holomorphic sections of O (q− N2 ) over CPN−1 are
polynomials of degree
(
q− N2
)
of the homogeneous coordinates, and hence transform as
Sq−
N
2 (CN )∗ under SU(N). For |q| < N2 , this vanishes since a pair of εi’s have the same
power in each term of the numerator on the right hand side, and hence there is a pairwise
cancellation in the permutation sum. The vanishing I = 0 can also be seen easily by
deforming the x-integration contour to 0 and ∞. For q ≤ −N2 , it is better to write the
first line of (8.2) in terms of yi’s as
I = (−1)N−1
N∑
i=1
y
−q+N
2
−1
i∏
j 6=i
(yi − yj)
. (8.4)
Up to the sign, this is the Weyl character of the representation S−q−
N
2 CN of SU(N). This
is consistent with the expressions of the wavefunctions on the Coulomb branch (3.41).
The above result is consistent with a particular case of the Borel-Weil-Bott theorem [65,
66]: as a representation of SL(N,C),
H i(CPN−1,O(j)) ∼=

Sj(CN )∗ i = 0, j ≥ 0
S−j−NCN i = N − 1, j ≤ −N,
0 else.
(8.5)
8.2 Grassmannian
We next consider the model with gauge group U(k), N chiral multiplets in the fundamental
representation, and the Wilson line in the detq representation. The anomaly free condi-
tion is q + N2 ∈ Z. When N ≥ k, the chamber ζ > 0 is the geometric phase with the
Grassmannian G(k,N) supporting the line bundle F = O(q− N2 ). For N < k or for ζ < 0,
supersymmetry is broken.
Let us compute the index with the twist by the SU(N) flavor symmetry. The g
function is
g =
∏
a 6=b
(
x
1
2
a x
− 1
2
b − x
− 1
2
a x
1
2
b
)
(x1 · · ·xk)q
N∏
i=1
k∏
a=1
(
x
1
2
a y
1
2
i − x
− 1
2
a y
− 1
2
i
)
=
∏
a 6=b
(xa − xb)(x1 · · ·xk)
q+N
2
−k+1∏
i,a
(xa − εi)
, (8.6)
where we set y−1i = εi. The singular hyperplanes are at xa = εi and the isolated
intersections are where, for each a, xa = yia for some ia. Note that the residue vanishes
when ia = ib for a 6= b. In particular, the index vanishes when N < k where this is
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unavoidable. Since we have 1/|W | = 1/|Sk| in front, we just have to sum over a subset
{i1, . . . , ik} of {1, . . . , N} consisting of k distinct (unordered) elements:
I =
∑
{i1,...,ik}⊂{1,...,N}
∏
a 6=b
(εia − εib)
(εi1 · · · εik)q+
N
2
−k
k∏
a=1
∏
j 6=ia
(εia − εj)
=
∑
I⊂{1,...,N}
|I|=k
(∏
i∈I
εi
)q+N
2
−k
∏
i∈I
∏
j 6∈I
(εi − εj)
=
∑
s∈SN
(−1)ℓ(s)s
[
(ε1 · · · εk)q−
N
2 ερ
]
∏
i<j
(εi − εj)
. (8.7)
For q ≥ N2 , the right hand side is the Weyl character formula for the irreducible represen-
tation of SU(N) with highest weight (ε1 · · · εk)q−N2 . Since εi = y−1i , it is the character of
the dual of that representation. By the Weyl dimension formula, the untwisted index is
I|y1=···yN=1 =
k∏
i=1
∏N
j=k+1(q− N2 + j − i)∏N
j=k+1(j − i)
=
k∏
i=1
(q + N2 − i)!(k − i)!
(q− N2 − i)!(N − i)!
. (8.8)
For |q| < N2 , the index vanishes, I = 0, since a pair of εi’s have the same power in each
term of the numerator of (8.7), yielding pairwise cancellation of the permutation sum. For
q ≤ −N2 , it is more convenient to use yi’s, in terms of which the middle expression of (8.7)
can be written as
I = (−1)k(N−k)
∑
I⊂{1,...,N}
|I|=k
(∏
i∈I
yi
)−q+N
2
−k
∏
i∈I
∏
j 6∈I
(yi − yj)
. (8.9)
Up to the sign (−1)k(N−k), this is the character of the irreducible representation of SU(N)
with the highest weight (y1 · · · yk)−q−N2 .
The above result is consistent with a particular case of the Borel-Weil-Bott theorem [65,
66]: as a representation of SL(N,C),
H i(G(k,N),O(j)) ∼=

V ∗j(e1+···+ek) i = 0, j ≥ 0
V(−j−N)(e1+···+ek) i = k(N − k), j ≤ −N,
0 else.
(8.10)
8.3 Distler-Kachru model
We next consider the Distler-Kachru model (Example 2, section 2.4). We recall the data
of the model in the table below:
X1,...,N P ξ η
1,...,M
U(1) 1 −ℓ −d q1,...,M
U(1)F 0 1 0 −1
(8.11)
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The g function is
g =
(x
d
2 − x− d2 )∏α(x− qα2 y 12 − x qα2 y− 12 )
(x
1
2 − x− 12 )N (x− ℓ2 y 12 − x ℓ2 y− 12 )
= (−1)M+1y 1−M2 x−k (x
d − 1)∏α(xqα − y)
(x− 1)N (xℓ − 1)
(8.12)
where
k :=
1
2
(
d+
∑
α
qα −N − ℓ
)
. (8.13)
Note that the anomaly free condition is k ∈ Z. Index computation is strightforward. Let
us consider the case M = N − 1, qα = 1, ℓ = 2, in which case k = d−32 (d must be odd).
Then, the index IN,d is, in the geometric phase,
I+2,d = d, (8.14)
I+3,d = −dy−
1
2 + dy
1
2 , (8.15)
I+4,d =
d3 + 23d
24
y−1 − d
3 − d
12
+
d3 − d
24
y, (8.16)
I+5,d = −
d3 + 11d
12
y−
3
2 +
d3 − d
6
y−
1
2 − d
3 − 13d
12
y
1
2 + 0 · y 32 , (8.17)
· · ·
and in the Landau-Ginzburg phase,
I−N,d =
1
2
y−
d−1
4
(
y
d
2 − 1
y
1
2 − 1
+ (−1) d−12 +N y
d
2 + 1
y
1
2 + 1
)
(8.18)
=
{
y−[
d−1
4
] + · · ·+ y−1 + 1 + y + · · ·+ y[ d−14 ] N even,
y−[
d+1
4
]+ 1
2 + · · ·+ y− 12 + y 12 + · · ·+ y[ d+14 ]− 12 N odd.
The simplicity in the Landau-Ginzburg phase is remarkable. Let us try to understand
it. Recall that the model has gauge group Zℓ = Z2 and has chiral multiplets X1, . . . , XN
of Z2 × U(1)F charge (1, 12), a fermi multiplet ξ of charge (d,−d2) and fermi multiplets
η1, . . . , ηN−1 of charge (1,−12). The U(1)F charges are different from (8.11) but that is
because P has a non-zero value and its U(1)F charge has to be cancelled by dressing
it with the original U(1) gauge symmetry. The model also has the superpotential
W = f(X)ξ +
∑
α gα(X)η
α. In the present model, gα(X) are linear in X and f(X) is
of degree d in X. From the genericity requirement stated in section 2.4, we can find a
coordinate such that g1(X) = X2, . . . , gN−1(X) = XN , and that the coefficient of Xd1 in
f(X) is non-zero. The space of supersymmetric ground states is the W-cohomology space
before the orbifold projection, and it is easy to see that they are generated by elements of
the form Xj1 |0〉 (j = 0, 1, . . . , d− 1), where |0〉 is the Clifford vacuum annihilated by ξ and
ηα’s. Orbifold projection is done by selecting Z2 invariant elements, but the problem is to
find how Z2 acts on |0〉. To see this we look at the charge of the Clifford vacuum under
the original U(1) gauge group. The vacuum |0〉 is annihilated also by ψi’s and ψP . Then,
the conjugate invariant charge assignment fixes the charge of |0〉 to be N − d−12 . In this
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way, we find that the generator of Z2 acts as
|0〉 7−→ (−1) d−12 +N |0〉. (8.19)
This determines which of Xj1 |0〉 should be selected. It is evident that the resulting index,
with (−1)F = 1 on |0〉, is equal to (8.18).
Let us see how the wall crossing happens, using our analysis on the Coulomb branch
in section 3.3. We consider the case N = 2 in the above series.
The index in the geometric phase is d as in (8.14). This can be directly checked
as follows. For ζ ≫ 0, the low energy theory is the non-linear sigma model on the
hypersurface f(X) = 0 of CP1 with the fermi multiplet with values in the kernel of g1(X).
The hypersurface consists of d distinct points for a generic choice of f(X), and g1(X)
is non-zero at each of them. Thus, the target space is the set of d points and there is
no fermi multiplet. We see that there are d supersymmetric ground states which are all
bosonic and have U(1)F charge zero.
Let us now work out the Coulomb branch. The vacuum equation (3.47)–(3.48) reads
σ < 0 : nX = 0, n¯P = 0, mX = 0, mP = 1,
|n¯X |+ 2|nP |+ dmξ + (1−mη) = k. (8.20)
σ > 0 : n¯X = 0, nP = 0, |mX | = 2, mP = 0,
|nX |+ 2|n¯P |+ d(1−mξ) +mη = k, (8.21)
Let us discuss each d one by one.
When d = 1, k is negative, and there is no solution. That is, there should be no wall
crossing. This is indeed consistent with I+2,1 = I
−
2,1 = 1. Also, we have seen that there is
a unique ground state of U(1)F charge zero, for both ζ ≫ 0 and ζ ≪ 0. It is natural to
expect that it is the unique ground state of the system all the way from ζ ≫ 0 to ζ ≪ 0.
When d = 3, k is zero, and the above equation has a unique solution with all n’s
zero. This means Neff = 1 > 0. Therefore, for ζ > 0, there is a unique Coulomb branch
vacuum for each of σ < 0 and σ > 0, both bosonic and with QF = 0. For ζ < 0 there
is none. That is, there are two wall crossing states that go out as ζ goes from positive to
negative. This is consistent with I+2,3 = 3 and I
−
2,3 = 1, and also to the fact that there are
three supersymmetric ground states for ζ ≫ 0 and one for ζ ≪ 0, all with vanishing U(1)F
charge. As ζ goes from +∞ to −∞, two of the three ground states become wall crossing
states and go out, while one of them stays till the end. We may write the process as
QF 0
ζ ≫ 0 ◦ ◦ ◦
ζ ∼ +0 ◦ ◦ ◦
ζ ∼ −0 ◦
ζ ≪ ◦
(8.22)
Here, a white circle means a bosonic supersymmetric state and an underlined circle means
a wall crossing state that goes out as ζ ց 0.
– 92 –
J
H
E
P
0
1
(
2
0
1
5
)
1
2
4
When d = 5, then k = 1, and there are six solutions in total, all having Neff > 0.
Thus, they correspond to wall crossing states at small positive ζ that go out as ζ ց 0.
Their profiles are as follows:
support state (−1)F QF number
σ < 0 |σ| eζσa†
X¯
η ψP |0〉OSC +1 0 2
|σ| 12 eζσψP |0〉OSC −1 1 1
σ > 0 |σ| e−ζσa†X ξ ψ1ψ2λ|0〉OSC +1 0 2
|σ| 12 e−ζσ ξ η ψ1ψ2λ|0〉OSC −1 −1 1
(8.23)
They induce the following change of the index,
∆CI(y
QF ) = y−1 − 4 + y. (8.24)
This is consistent with I+2,5 = 5 and I
−
2,5 = y
−1+1+y. However, the total number of states
(six) is bigger than the number (five) of the ground states at the starting point, and some of
them are even fermionic. This may be understood as follows: as ζ is decreased from large
positive to small positive, two boson-fermion pairs of states, one pair with charge 1 and
another pair with charge −1, descend to have zero energy. As ζ ց 0, four of the bosonic
states of charge 0 and the fermionic states of charges 1 and −1 run away to infinity. For
ζ < 0, there remain three bosonic states of charge −1, 0, 1 supported at the origin σ = 0.
This process may be written as
QF −1 0 1
ζ ≫ 0 ◦ ◦ ◦ ◦ ◦
ζ ∼ +0 ◦ • ◦ ◦ ◦ ◦ ◦ ◦ •
ζ ∼ −0 ◦ ◦ ◦
ζ ≪ 0 ◦ ◦ ◦
(8.25)
Here, a black circle stands for a fermionic ground state.
We can continue in the same way. Here are the next few:
d = 7 :
QF −1 0 1
ζ ≫ 0 ◦ ◦ ◦ ◦ ◦ ◦ ◦
ζ ∼ +0 ◦ ◦ • • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ • •
ζ ∼ −0 ◦ ◦ ◦
ζ ≪ 0 ◦ ◦ ◦
(8.26)
d = 9 :
QF −2 −1 0 1 2
ζ ≫ 0 9 ◦’s
ζ ∼ +0 ◦ ◦ ◦ • • • ◦+8 ◦’s ◦ ◦ ◦ • • •
ζ ∼ −0 ◦ ◦ ◦ ◦ ◦
ζ ≪ 0 ◦ ◦ ◦ ◦ ◦
(8.27)
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d = 11 :
QF −2 −1 0 1 2
ζ ≫ 0 11 ◦’s
ζ ∼ +0 ◦ ◦ • • ◦+3 ◦’s +4 •’s ◦+10 ◦’s ◦+3 ◦’s +4 •’s ◦ ◦ • •
ζ ∼ −0 ◦ ◦ • ◦ ◦ ◦ ◦ ◦ •
ζ ≪ 0 ◦ ◦ ◦ ◦ ◦
(8.28)
Overlined circles are wall crossing states that come in as ζ enters the negative region.
(Equivalently, states that go out as ζ ր 0.) To be precise, there is an ambiguity in d = 7
and d = 9. The d = 7, QF = ±1 and d = 9, QF = ±2 entries involve Neff = 0 states, whose
fate is not clear just from the Coulomb branch analysis. The above is a minimal possibility.
The actual process could have been another minimal possibility:
d = 7
QF = ±1 :
◦ ◦ • •
◦
−→ ◦ ◦ • •
◦ ◦ •
d = 9,
QF = ±2 : ◦
−→ ◦ •
◦
(8.29)
8.4 Triangle quiver
We consider the N = 2 triangle quiver, with the gauge group G = U(1)1 × U(1)2, three
groups of chiral and three groups of fermi multiplets,
X1,...,a Y1,...,b Z1,...,c η
1,...,M3
3 η
1,...,M1
1 η
1,...,M2
2
U(1)1 1 0 −1 −1 1 0
U(1)2 0 1 −1 −1 0 1
U(1)F1 1 0 0 −1 0 −1
U(1)F2 0 1 0 −1 −1 0
(8.30)
and the superpotential
W =
M3∑
γ=1
f3γ(X,Y )η
γ
3 +
M1∑
α=1
f1α(Y, Z)η
α
1 +
M2∑
β=1
f2β(Z,X)η
β
2 , (8.31)
where f3γ(X,Y ), f1α(Y, Z) and f2β(Z,X) are generic bilinear polynomials of the two en-
tries. The system has U(1)F1 × U(1)F2 flavor symmetry whose charges had been listed
above in advance. The anomaly free condition is
a+ c+M3 +M1 ∈ 2Z, b+ c+M3 +M2 ∈ 2Z. (8.32)
The D-term equations read
||X||2 − ||Z||2 = ζ1, ||Y ||2 − ||Z||2 = ζ2, (8.33)
and the F-term equations read
f3γ(X,Y ) = 0 ∀γ, f1α(Y, Z) = 0 ∀α, f2β(Z,X) = 0 ∀β. (8.34)
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The theory has three phases, just as in figure 3, and their nature depends very much on
the numbers (a, b, c) and (M3,M1,M2). The g function reads
g =
(2i sin(π(u1 + u2 + z1 + z2)))
M3(2i sin(π(−u1 + z2)))M1(2i sin(π(−u2 + z1)))M2
(2i sin(π(u1 + z1)))a(2i sin(π(u2 + z2)))b(2i sin(π(−u1 − u2)))c
= (−1)c+M2+M3y−
a+M2+M3
2
1 y
− b+M1+M3
2
2 ×
x
a+c−M1−M3
2
1 x
b+c−M2−M3
2
2
(x1x2y1y2 − 1)M3(x1 − y2)M1(x2 − y1)M2
(x1 − y−11 )a(x2 − y−12 )b(x1x2 − 1)c
(8.35)
We consider the case (a, b, c) = (1, 3, 3), (M3,M1,M2) = (2, 2, 2) in detail. In Phase I,
the vacuum equations require Z = 0 and that (X,Y ) is at a point of CP2 determined by
f31(X,Y ) = f32(X,Y ) = 0. Of the six fermi multiplets, five mixes with the fermions of the
chiral multiplets and only one of the η1,21 remains massless. With respect to the two flavor
symmetries, which are modified by the gauge symmetry so that X and Y are neutralized,
η1,21 has charge (−1,−1). Therefore, the index is
II = y
1
2
1 y
1
2
2 − y
− 1
2
1 y
− 1
2
2 . (8.36)
Phase II has a similar structure, and the index is the same as in Phase I,
III = y
1
2
1 y
1
2
2 − y
− 1
2
1 y
− 1
2
2 . (8.37)
In Phase III, the vacuum equations require X = 0 and that (Y, Z) is in the complete
intersection X of the hypersurfaces f11(Y, Z) = f12(Y, Z) = 0 in CP2 × CP2. (X is the
del Pezzo surface of degree 6 —the blow up at three general points of CP2.) The fermions
η1,21 mixes with the superpartner of the two transverse directions of X in CP2 ×CP2. Of
the four remaining fermions, η1,23 and η
1,2
2 , one mixes with the superpartner of X and we
are left with the three spanning the vector bundle E defined by
0 → E −→ O(0, 1)⊕2 ⊕O(1, 0)⊕2 (f3(Y ),f2(Z))−−→ O(1, 1) → 0. (8.38)
Ground states correspond to Dolbeault cohomology classes with values in11
F =
√
KX ⊗ det− 12E ⊗ ∧E = (∧E)(−1,−1)
= O(−1,−1) ⊕ E(−1,−1) ⊕ (∧2E)(−1,−1)⊕O. (8.39)
Using Riemann-Roch formula, we find that the Dolbeault indices of the four terms of
the last expression are 1, −1, −1, 1 respectively. Since η3’s and η2’s both have the
U(1)F1 × U(1)F2 flavor charge (−1,−1), again after neutralizing y and z, we find that the
index in this phase is
IIII = y
3
2
1 y
3
2
2 + y
1
2
1 y
1
2
2 − y
− 1
2
1 y
− 1
2
2 − y
− 3
2
1 y
− 3
2
2 . (8.40)
It is straightforward to check that the above indices in the three phases agrees with the
ones obtained from (8.35) by the residue computation.
11In the final equality, we use ∧3E = O(1, 1) that follows from (8.38).
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Let us now discuss the wall crossing. We first consider the I → III crossing. There we
have a mixed branch with the unbroken gauge group G1 = U(1)1 and broken gauge group
G/G1 ∼= U(1)2. The Coulomb and Higgs parts of the fields are
(C) X (1, 0|1, 0), Z1,2,3 (−1,−1|0, 1), η1,23 (−1,−1| − 1, 0), η1,21 (1, 0|0,−1),
(H) Y1,2,3 (1|0, 0), η1,22 (1| − 1,−1).
Inside the parenthesis are the gauge and the flavor charges, copied from (8.30) except that
the U(1)F2 charges are modified so that the Higgs fields Y1,2,3 are neutral. For the fields
in (H), we omit the G1 = U(1)1 charges which are trivial by definition. The charges under
U(1)2 are regarded as those under G/G1 ∼= U(1)2. Let us first analyze the σ1 < 0 mixed
branch. The equation (3.47) has a unique solution which yields Neff = −2. Thus, there is
no supersymmetric ground state for ζ1 > 0 and a unique supersymmetric ground state of
the form (3.52) for ζ1 < 0:
|C-vac〉 = |σ1| e−ζ1σ1λψz1ψz2ψz3η11η21|0〉OSC
(
−1
2
∣∣∣1
2
,
1
2
)
. (8.41)
We listed the charge of the state under G/G1×U(1)F1×U(1)F2 , from (3.54), which provides
the background charge in the effective theory on the Higgs branch. The Higgs branch theory
is thus the CP2 model with Wilson line q = −12 and the fermi-multiplet with values in
E = O(1)⊕2. Ground states correspond to Dolbeault cohomology classes with values in
F =
√
KCP2 ⊗ det−
1
2E ⊗ ∧E ⊗ O
(
−1
2
)
= (∧E) (−3)
= O(−3)⊕O(−2)⊕2 ⊕O(−1). (8.42)
There is a unique Higgs vacuum corresponding to H0,2(CP2,O(−3)) ∼= C. Since η1,22 have
U(1)F1 × U(1)F2 charge (−1,−1), their oscillator vacuum, which corresponds to the term
O(−3) in (8.42), has charge (1, 1). Taking the background charge (8.41) into account, we
find that the ground state has charge (32 ,
3
2). Note also that it has (−1)F = 1 if |0〉OSC is
even. Therefore, it contributes to the change in the index by +y
3
2
1 y
3
2
2 . Let us next analyze
the σ1 > 0 mixed branch. The equation (3.48) has a unique solution with Neff = −2. Thus,
there is a supersymmetric ground state only when ζ1 < 0 which is of the form (3.53):
|C-vac〉 = |σ1| eζ1σ1ψxη13η23|0〉OSC
(
1
2
∣∣∣− 1
2
,−1
2
)
. (8.43)
The Higgs branch theory is the CP2 model with with Wilson line q = 12 and the fermi-
multiplet with values in E = O(1)⊕2. Ground states correspond to Dolbeault cohomology
classes with values in
F =
√
KCP2 ⊗ det−
1
2E ⊗ ∧E ⊗ O
(
1
2
)
= (∧E) (−2)
= O(−2)⊕O(−1)⊕2 ⊕O. (8.44)
There is a unique Higgs vacuum corresponding to H0,0(CP2,O) ∼= C. The state η12η22|0〉,
which corresponds to the term O in (8.44), has charge (−1,−1) under U(1)F1 × U(1)F2 .
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Taking the background charge (8.43) into account, we find that the ground state has charge
(−32 ,−32). Note also that it has (−1)F = −1 if |0〉OSC is even. Therefore, it contributes to
the change in the index by −y−
3
2
1 y
− 3
2
2 . To summarize, the change in the index for the I →
III wall crossing is
∆I→IIII = y
3
2
1 y
3
2
2 − y
− 3
2
1 y
− 3
2
2 . (8.45)
The II → III crossing is similar and we find the same expression for ∆I as above,
∆II→IIII = y
3
2
1 y
3
2
2 − y
− 3
2
1 y
− 3
2
2 . (8.46)
Finally, let us consider the I → II crossing. There we have a mixed branch with the
unbroken gauge group G1 = U(1)2 and broken gauge group G/G1 ∼= U(1)1. The Coulomb
and the Higgs parts of the fields are
(C) Y1,2,3 (0, 1|0, 1), Z1,2,3 (−1,−1|1, 0), η1,23 (−1,−1|0,−1), η1,22 (0, 1| − 1, 0),
(H) X (1|0, 0), η1,21 (1| − 1,−1).
The gauge and the flavor charges are copied from (8.30) except that the U(1)F1 charges
are modified so that the Higgs field X is neutral. For the fields in (H), we omit the
G1 = U(1)2 charges which are trivial by definition. The charges under U(1)1 are regarded
as those under G/G1 ∼= U(1)1. The supersymmetry equation for the matter sector, (3.47)
for σ2 < 0 and (3.48) for σ2 > 0, has no solution. Thus, there is no supersymmetric
ground states in the mixed branch theory for both ζ2 > 0 and ζ2 < 0. In particular, the
index does not change,
∆I→III = 0. (8.47)
The results for the index, (8.36), (8.37) and (8.40), are consistent with the wall crossing
formulae, (8.45), (8.46) and (8.47).
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A 1d N = 2 supersymmetry
A.1 1d N = 2 superspace
The N = 2 superspace has time coordinate t and fermionic coordinates θ and θ. Super-
symmetry is
δ = −ǫQ+ ǫQ, (A.1)
where Q and Q are differential operators
Q =
∂
∂θ
+
i
2
θ
∂
∂t
, Q = − ∂
∂θ
− i
2
θ
∂
∂t
, (A.2)
which satisfy Q2 = Q
2
= 0, {Q,Q} = −i∂t. They commutes with another set of operators
D =
∂
∂θ
− i
2
θ
∂
∂t
, D = − ∂
∂θ
+
i
2
θ
∂
∂t
, (A.3)
which satisfy D2 = D
2
= 0 and {D,D} = i∂t.
A chiral superfield Φ is a superfield satisfying DΦ = 0. It can be expanded as
Φ = φ+ θψ − i
2
θθφ˙. (A.4)
Supersymmetry variation of the components fields follows from (A.1)
δφ = −ǫ ψ,
δψ = iǫ φ˙. (A.5)
A fermi superfield Y is a fermionic superfield satisfying DY = E(Φ) with E(Φ) a holo-
morphic function of a chiral superfield Φ. It is expanded as
Y = η − θF − i
2
θθη˙ − θE(Φ). (A.6)
Supersymmetry variation of the components is
δη = ǫF + ǫE(φ),
δF = ǫ
(−iη˙ + ψi∂iE(φ)) . (A.7)
For the chiral and fermi superfields as above, we have (=˙ stands for equality up to total
derivatives) ∫
dθdθ iΦΦ˙ =˙ φ˙φ˙ + iψψ˙, (A.8)∫
dθdθ YY =˙ iηη˙ + FF − |E(φ)|2 − η∂iE(φ)ψi − ψı∂ıE(φ)η. (A.9)
For a set of fermi and chiral superfieldsYα, Jα(Φ) with DY
α = Eα(Φ) and Eα(φ)Jα(φ) = 0,
the combination YαJα(Φ) is a fermionic chiral superfield, for which we can take∫
dθ
(
YαJα(Φ)
)
θ=0
= −ηα∂iJα(φ)ψi − FαJα(φ). (A.10)
This is the F-term associated to the superpotential W = YαJα(Φ).
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A.2 Gauge theory
The vector multiplet consists of a gC and an ig valued superfields Ω and V
(−) which
transform as
eΩ −→ h−1 eΩ k, iV (−) −→ k−1iV (−)k + k−1k˙, (A.11)
where k is a G-valued superfield and h is a GC-valued chiral superfield,
k† = k−1, Dh = 0. (A.12)
One may define the covariant derivatives
D := e−ΩDeΩ, D := eΩ†De−Ω† , D(−)t := ∂t + iV (−), (A.13)
which are invariant under the chiral gauge transformation by h but transform covariantly
under the unitary gauge transformation by k:
D → k−1Dk, D → k−1Dk, D(−)t → k−1D(−)t k. (A.14)
The first two of them satisfy the relations
D2 = D2 = 0, {D,D} = iD(+)t := i(∂t + iV (+)), (A.15)
for some superfield V (+). We define the field strength superfield by
Υ := [D,D(−)t ]. (A.16)
It is unitary covariant, Υ → k−1Υk, and (covariantly) chiral, DΥ = 0. The gauge kinetic
term is
Lguage =
∫
dθdθ
1
2e2
TrΥΥ. (A.17)
For a G-invariant linear form ζ : ig→ R, we have the FI term
LFI =
∫
dθdθ ζ(V (−)) . (A.18)
For unitary covariant chiral and fermi superfields Φ and Y, the kinetic terms are
Lchiral =
∫
dθdθ iΦD(−)t Φ, Lfermi =
∫
dθdθYY. (A.19)
Component expressions. Let us define the Wess-Zumino gauge as
Ω = −1
2
θθ(vt + σ). (A.20)
The residual gauge symmetry is
k = g, h = g − i
2
θθg˙, (A.21)
for a G-valued function g of t. For this choice, we have
D = −∂θ +
i
2
θD
(+)
t , D = ∂θ −
i
2
θD
(+)
t . (A.22)
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where
D
(±)
t := Dt ± iσ = ∂t + i(vt ± σ). (A.23)
We may write
V (−) = vt − σ − iθλ− iθλ+ θθD, (A.24)
Φ = φ+ θψ − i
2
θθD
(+)
t φ, (A.25)
Y = η − θF − i
2
θθD
(+)
t ψ− − θE(Φ). (A.26)
They transform covariantly under the residual gauge transformations (A.21) except ivt →
g−1ivtg + g−1g˙. The field strength superfields is then written as
Υ = −λ+ θ(Dtσ + iD) + i
2
θθD
(+)
t λ−. (A.27)
Under the supersymmetry δ = −ǫQ + ǫQ, the Wess-Zumino gauge is not preserved. To
bring things back to the Wess-Zumino gauge, we need to perform the following unitary and
chiral gauge transforms (to the first order):
k = 1 + θǫ
vt + σ
2
+ θǫ
vt + σ
2
, h = 1 + θǫ(vt + σ). (A.28)
This way, we find the supersymmetry transform of the component fields:
δvt = −δσ = i
2
ǫλ+
i
2
ǫλ,
δλ = ǫ(Dtσ + iD),
δD =
1
2
ǫD
(+)
t λ−
1
2
ǫD
(+)
t λ, (A.29)
δφ = −ǫψ,
δψ = iǫD
(+)
t φ, (A.30)
δη = ǫF + ǫE(φ),
δF = ǫ
(
−iD(+)t η + ψi∂iE(φ)
)
. (A.31)
The supersymmetric Lagrangians have the following expressions:
Lgauge =˙
1
2e2
Tr
[
(Dtσ)
2 + iλD
(+)
t λ+D
2
]
, (A.32)
LFI = −ζ(D), (A.33)
Lchiral =˙ DtφDtφ+ iψ D
(−)
t ψ + φ
{
D − σ2}φ− iφλψ + iψλφ, (A.34)
Lfermi =˙ iη D
(+)
t η + FF − E(φ)E(φ)− η∂iE(φ)ψi − ψ
ı
∂ıE(φ)η. (A.35)
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A.3 Non-linear sigma model
We consider a Ka¨hler manifold (X, g) and a holomorphic vector bundle with a hermitian
metric (E , h) on X. Locally, the Ka¨hler metric is written using a Ka¨hler potential as
gi = ∂i∂K, and the fiber metric h is expressed as a hermitian matrix hαβ¯ = h(eβ , eα) for
a choice of local holomorphic frame {eα}. The variables are X-valued chiral superfield Φ
and E-valued chiral fermi superfield Y. Their kinetic terms are∫
dθdθ i∂iK(Φ,Φ)Φ˙
i =˙ giφ˙

φ˙i + igiψ

Dtψ
i, (A.36)
∫
dθdθ hαβ¯(Φ,Φ)Ξ
β¯
−Y
α
− =˙ ihαβ¯η
β¯Dtη
α + hαβ¯η
β¯Fi
α
γψ
iψ

ηγ + hαβ¯F˜
β¯
F˜α, (A.37)
where
Dtψ
i = ψ˙i + φ˙jΓijkψ
k, Dtη
α = η˙α + φ˙jAαjβη
β (A.38)
with Γijk := g
il∂jgkl and A
α
jβ := h
αγ¯∂jhβγ¯ which are the connection forms of TX and E in
the holomorphic frames. Also, Fi
α
β is the curvature of E ,
Fi
α
β := (∂iA − ∂Ai + [Ai, A])αβ = −hαγ¯
(
∂i∂hβγ¯ − ∂hδγ¯hδα¯∂ihβα¯
)
(A.39)
and F˜α are the covariant auxiliary fields,
F˜α := Fα − ψjAαjβηβ . (A.40)
F˜α’s are covariant because Fα’s transform inhomogeneously under the holomorphic frame
change eβ′ = eαg
α
β′ as F
α = gαβ′F
β′ − ψi∂igαβ′ηβ
′
, which follows from Yα = gαβ′(Φ)Y
β′ .
A.4 N = 4 theories
An N = 4 vector multiplet consists of an N = 2 vector multiplet (Ω, V (−)) and an N = 2
chiral multiplet Σ in the adjoint representation. An N = 4 chiral multiplet consists of
N = 2 chiral and fermi multiplets in a representation, Φ and Y, which obey DY = ΣΦ.
An N = 4 supersymmetric Lagrangians are
Lgauge =
∫
dθdθ
1
2e2
Tr
[
iΣD(−)t Σ + ΥΥ
]
, (A.41)
Lchiral =
∫
dθdθ
[
iΦD(−)t Φ + YY
]
, (A.42)
LW = −Re
∫
dθYi∂iW (Φ)
∣∣∣
θ=0
, (A.43)
where W (Φ) is a gauge invariant and holomorphic function of Φ. They are the dimen-
sional reductions of the gauge kinetic term, matter kinetic term, and superpotential term,
respectively, in 4d N = 1 or 2d (2, 2) gauge theories. The FI term (2.7) is also N = 4
supersymmetric.
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