We present a product-of-convolutions (POC) model for phase microscopy images. The model was designed to simulate phase images of thick heterogeneous transparent objects. The POC approach attempts to capture phase delays along the optical axis by modeling the imaged object as a stack of parallel slices. The product of two-dimensional convolutions between each slice and the appropriate slice of the point spread function is used to represent the object at the image plane. The total electric field at the image plane is calculated as the product of the object function and the incident field. Phase images from forward models based on the first Born and Rytov approximations are used for comparison. Computer simulations and measured images illustrate the ability of the POC model to represent phase images from thick heterogeneous objects accurately, cases where the first Born and Rytov models have well-known limitations. Finally, measured phase microscopy images of mouse embryos are compared to those produced by the Born, Rytov, and POC models. Our comparisons show that the POC model is capable of producing accurate representations of these more complex phase images.
INTRODUCTION
Phase microscopy has been used extensively to acquire information about unstained transparent biological objects [1] [2] [3] [4] [5] [6] [7] [8] . These objects are visualized well by techniques such as differential interference contrast (DIC) microscopy, but standard DIC systems are qualitative in nature and do not provide quantitative phase information [9] . Several modalities have been developed to obtain quantitative complex field images of a sample, which can be used to extract the amplitude and phase distribution of the object [3] [4] [5] [6] [7] [8] 10, 11] . Images acquired with these modalities can be interpreted easily when the imaged object is optically thin, that is, when the thickness of the object is much less than the depth of field of the imaging system. However, many objects of interest are optically thick, with thickness comparable to or larger than the depth of field [12] . There are still many unanswered questions about how three-dimensional (3D) structures affect phase images when imaging thick objects. It is therefore necessary to develop techniques that help us understand the information that phase images provide about thick objects.
Considerable effort has been focused on the modeling and characterization of microscope images to gain a better understanding of the underlying imaging systems and to validate the resultant images. These methods have included both the use of linearized models and direct numerical approaches. Methods in the first group have been based on the first Born and Rytov approximations [13] [14] [15] [16] [17] . These models have the advantage that they are well understood and simple to implement. However, the Born and Rytov approximations place strong constraints on the maximum size of the object and the refractive index contrast [18] [19] [20] . For example, Preza et al. in [14] defined a 3D model for DIC microscopy based on the first Born approximation as an extension of an earlier twodimensional (2D) model [21] . This model works extremely well with thin objects, but as the authors pointed out, the model breaks down when the object is optically thick. In [15] , a 3D optical transfer function was presented based on Streibl's approach [16] for predicting 2D phase images of a thick object. This method was applied for simulating quantitative phase amplitude microscopy (QPAM) images of thick objects. Such QPAM images are obtained by leveraging the changes introduced in intensity images with small defocus. The phase image predictions were obtained under the assumptions of the first Born approximation. As noted, these approaches again worked well for thin objects, but have significant limitations when the objects are optically thick or strongly heterogeneous. More complex algorithms have been proposed to handle the case of thick objects including the generalized ray tracing approach [22] , direct solutions to Maxwell's equations [23] , and higher-order Born and Rytov approximations used in tomography [24] [25] [26] [27] . These methods usually require extensive numerical computations to simulate the required volume at adequate resolution, and some of them cannot be directly applied to phase microscopy systems. Therefore, for the purpose of studying phase microscopy systems and understanding the images of objects with varied thickness, there remains a need for a more computationally tractable approach than full physical modeling.
In this work we describe such a model for transmission quantitative phase imaging, based on a product-ofconvolutions (POC) approach. The model is not more computationally intensive than those based on the first Born and Rytov approximations, while relaxing the object size and contrast limitations that those approximations impose. We compare the ability of the POC, Born, and Rytov models to predict 2D phase images for a variety of thick objects. Comparisons with both simulated and experimental images show that the POC approach provides a more consistent representation of phase images for thick objects than first Born and Rytov approximation models. The POC model treats the object volume as a stack of thin parallel planes or slices normal to the optical axis. A similar approach for modeling transparent objects for optical tomography was reported in [28, 29] , where a firstorder Taylor series was used to approximate the object. When the total electric field was calculated at the image plane, the Taylor series approximation reduced to the first Born approximation, which assumes weak scatter and small object thickness, thus making it inappropriate for modeling thick objects. The POC approach does not require such an approximation for the object function. Rather, the model explicitly represents an image of each parallel object plane at the image plane. It calculates this image of each plane via a 2D convolution between each object slice and the corresponding slice of the point spread function (PSF) that describes the system. The total object image is then calculated as the product of these 2D convolutions for each object slice. Thus the object phase at the image plane is the superposition of all the phases from each parallel plane. The idea behind the slice image multiplication in the POC model is to take into consideration the change in phase introduced along the optical axis as light propagates through the object, rather than treating each slice's phase contribution additively in the field, as in the Born and Rytov approximations. Because they rely on adding each slice's contribution to the image, these models do not consider interactions between planes that may include object thickness and phase information. This difference allows the POC model to be less sensitive to limitations on object thickness. However, like Born and Rytov, POC neglects backscatter and relies on a discretization along the optical axis.
The split-step beam propagation method (BPM), also known in the acoustic wave propagation modeling field as the parabolic approximation [30] [31] [32] , discretizes the optical axis just as the POC model does. The BPM introduces changes in phase along the optical axis as light propagates through the object by multiplying fields, as the POC method does. However the BPM operates at the object plane; the incident field at each slice is propagated within that slice using an impulse response and then is multiplied by the object's contribution at that slice. This computation is carried out in a serial fashion through the object, thus propagating the field along the optical axis. Because of the interslice multiplications, an additive phase effect is achieved. Once the total object volume has been covered, the field exiting the object is convolved with the PSF of the optical system to propagate it to the image plane. As a consequence of this approach, the diffraction effect from the objective lens is introduced only once, operating on the whole object when calculating the final propagation to the image plane. On the other hand, the POC model introduces the diffraction effect on each slice independently when it is propagated to the image plane. The total object representation is obtained as the product of all propagated slices. Depending on the object geometry and thickness, the BPM approach could introduce a phase shift that may produce a phase wrapping effect along z if changes in phase are larger than 2. This effect must be considered in each slice, so that it does not affect calculation of the phase of the object. Since the propagation in POC is done independently in the image plane, this phase shift effect is already considered in the PSF of the system. Beyond that, our preliminary simulations, not reported here, indicate that there are some differences between the POC and BPM methods in their ability to accurately represent sharp edges of optically thick objects, as well as their relative sensitivity to arbitrary modeling decisions such as the limits of the computational object volume. In what follows we concentrate on the methods that have been more commonly applied to phase microscopy, the linearized methods, and leave a careful comparison of the BPM with POC to later work.
In this work we describe the formulation of the POC model and show how it relates to the first Born and Rytov approximations. We report results from both simulated and experimental images of both homogeneous and heterogeneous objects to compare all three approaches. Our results show that the POC model behaves similarly to the Born and Rytov approximations when the object is thin, but maintains an accurate representation of the phase image as object thickness and index of refraction variations increase to the point where the Born and Rytov models start to degrade.
The rest of the paper is arranged as follows. Section 2 describes the 3D object model used and then details the use of this model to generate the images produced by the POC approach and the first Born and Rytov approximations. Examples of data generated for 3D objects with phase variations along the optical axis are presented in Section 3. This section also provides a comparison between the simulated and measured data. Finally, Section 4 contains our conclusions and future work.
MODELING A PHASE MICROSCOPY IMAGING SYSTEM A. Three-Dimensional Transparent Object Model
As noted, we model 3D transparent objects as a stack of parallel transparent slices. Each mth slice is defined in terms of its index of refraction n͑x , y , z m ͒ and thickness ⌬z. A cartoon of our object representation is shown in Fig.  1 . Observe that the illumination light propagates perpendicularly through each slice.
A similar object model was presented in [28, 29] . In that approach the object was also imaged in transmission mode and refraction, reflection, and diffusion effects were neglected. The object was described as a stack of translucent parallel slices and each slice was defined in terms of the transmission and absorption coefficients.
In our approach, the 3D physical object is modeled optically in terms of the index of refraction alone. The index of refraction within the object is expressed in the form n͑x , y , z͒Ϸn 0 + n ␦ ͑x , y , z͒, where n ␦ ͑x , y , z͒ is the difference between the index of refraction of the object and the immersion medium n 0 . The optical behavior of every object point is modeled by an exponential complex phase function f͑x , y , z͒ = exp͓jkn ␦ ͑x , y , z͒⌬z͔, where k =2 / is the wave vector in free space for wavelength . As noted, absorption and backscatter are neglected.
B. Phase Microscopy Imaging Model
The imaging system model uses a simple optical system approach as shown in Fig. 2 . It is composed of a 3D object, a light source, and a lens. The light source is modeled as a coherent plane wave. The plane immediately preceding the lens is referred to as the pupil plane. The image formation model is as follows: light propagates along the optical axis and interacts with the object. After this interaction, the transmitted light is spatially truncated in the pupil plane to represent the finite extent of the imaging lens, and the truncated light then propagates to the image plane.
This image formation process is modeled using a theoretical model of the PSF h͑x , y , z͒. The PSF of an optical system can be modeled in several different forms depending on the system used [16, 17, 33] . Since here we are interested in coherent transmission optical systems, the PSF is based on Fresnel-Kirchhoff diffraction [34, 35] .
In the Subsections 2.B.1-2.B.3 we present a brief theoretical description of the first Born and Rytov approximations and then the details of the POC model. All three models provide an expression for the total electric field at the image plane and will be presented using the PSF. We will begin with a calculation of the perturbed field at the image plane using the first Born approximation and then define the first Rytov approximation at the image plane, which is based on the perturbed field generated by the first Born approximation.
First Born Approximation
The first Born approximation calculates the total electric field as a superposition of the fields from all of the slices, assuming there is no interaction between them [20] . It models the total electric field at the image plane z I , as the sum of an unperturbed incident field U 0 ͑x , y , z I ͒, which is the field that propagates through a homogeneous medium, and a perturbed field U p ͑x , y , z I ͒ produced by the heterogeneities in the medium,
The total electric field U͑x , y , z m ͒ incident at an object plane z m is
where U p ͑x , y , z m ͒ corresponds to the perturbed field that precedes z m . Thus, the expression for the propagated field through an object slice with thickness ⌬z and location z m is
The first Born approximation assumes an optically weak object, which means ͉n ␦ ͑x , y , z͉͒ Ӷ n 0 . Thus the perturbed field is small when compared to the incident field and its interaction with the preceding object slices can be neglected. Then the total field at z m + ⌬z can be expressed in terms of the interaction of the unperturbed incident field with the object slice function,
The exponential object function can be expanded with a first-order Taylor series approximation with respect to ⌬z giving the following result:
where jkU 0 ͑x , y , z m ͒n ␦ ͑x , y , z m ͒⌬z is the perturbed field from the single slice between z m and z m + ⌬z. The perturbed field from the complete object at the image plane U p ͑x , y , z I ͒ is the coherent sum of the perturbed fields from all of the slices through the object propagated to the image plane. This perturbed field can be expressed as a 3D convolution between U p ͑x , y , z͒ and the PSF h͑x , y , z͒ [14] . Thus the expression for the perturbed field at the image plane is
where ⌬z is the thickness of each slice and r , s define the intervals over which we consider the transverse coordinates ͑x , y͒. The incident field at the image plane also can be calculated using the PSF as follows:
where z 0 is the in-focus plane. Thus, the first Born approximation model calculates the total electric field at the image plane by substituting Eqs. (6) and (7) into Eq. (1).
First Rytov Approximation
The first Rytov approximation is derived under the assumption that the phase change of the perturbed or scattered field over one wavelength is small [20] . The validity conditions for the first Rytov approximation are slightly different and somewhat less restrictive than the first Born approximation conditions. The total electric field at the image plane can be represented as a complex phase function, U͑x,y,z I ͒ = exp͓͑x,y,z I ͔͒, ͑8͒
where the total complex phase ͑x , y , z I ͒ is the sum of the incident complex phase 0 ͑x , y , z I ͒ and the perturbed complex phase p ͑x , y , z I ͒. The incident electric field U 0 ͑x , y , z I ͒ = exp͓ 0 ͑x , y , z I ͔͒ provides the incident phase function, and the perturbed complex phase is calculated by
where U B ͑x , y , z I ͒ is the perturbed field calculated by the first Born approximation. Thus, the total electric field at the image plane can be obtained as by the use of Eq. (6) and a first-order approximation with respect to ⌬z for the exponential term representing the perturbed electric field.
Product-of-Convolutions Model
The POC model defines the phase of the total electric field at the image plane as the sum of the phase of the incident field at the detector in the absence of the object 0 ͑x , y , z I ͒, and the phase introduced by the object at the image plane [36] . We will define this phase function as p Ј͑x,y,z I ͒ to differentiate it from the perturbed phase p ͑x , y , z I ͒ defined in Eq. (10) The POC model assumes that each g͑x , y , z m ; z I ͒ can be expressed as an exponential complex function:
g͑x,y,z m ;z I ͒ = exp͓ p Ј͑x,y,z m ;z I ͔͒.
͑13͒
An expression for the total object phase at the image plane is computed in terms of the phase of each object slice as seen at the image plane. Therefore, from the assumption that each object slice contributes to the total object phase, we can write an expression for the total phase object at the image plane, This approach is similar to a projection approach, in which the total phase is calculated as a ray-casting projection along the optical axis [37, 38] . However, the POC model includes an interaction along the lateral axes and diffraction effects in the optical system through the convolution between each object slice and a 2D slice of the PSF. The total electric field at the image plane U͑x , y , z I ͒ is then calculated as the product of the object function g͑x , y , z I ͒ and the unperturbed incident field U 0 ͑x , y , z I ͒ at the image plane, U͑x,y,z I ͒ = U 0 ͑x,y,z I ͒g͑x,y,z I ͒, ͑16͒
where U 0 ͑x , y , z I ͒ is the same unperturbed incident field defined in Eq. (7).
EXPERIMENTS
To test the POC model we compare it to both the Born and Rytov methods. First, we provide a numerical evaluation of each image model, identifying the strengths and weaknesses for each, using simple objects with varying thicknesses. Second, we simulate images of homogeneous objects using the three models and compare the resulting images to experimental images. Third, we simulate more complex heterogeneous objects and show that the strengths of the POC model make it suitable to simulate images of objects that are similar to experimental images of biological samples. The experimental phase images utilized in the comparisons were generated using an optical quadrature microscopy (OQM) imaging modality that noninvasively provides the amplitude and phase of an optically transparent sample [5, 39] . The synthetic phase images were created using the PSF model with the Born, Rytov, and POC models as described in Section 2. The PSF was computed using an illumination wavelength of = 0.633 m and a 10ϫ objective lens with a numerical aperture of 0.500. Each set of resultant images was compared to a simulated image using a phase projection model [37, 38] . The phase projection model neglects diffraction and provides the optical path difference (OPD):
The total OPD is the integral of the index of refraction difference between the object and the medium n ␦ ͑x , y , z͒ over a distance d͑x , y͒, which is the total physical thickness of the object along the optical axis. This projection will be used as the basis for comparison with the synthesized images.
OQM and simulated images that have phase values greater than 2 were unwrapped using a 2D L p -norm algorithm [40] . The corresponding OPD images were calculated by dividing the unwrapped phase images by the wave number k. Note that no perturbation in the index of refraction along the optical axis resulted in a zero OPD value.
A. Numerical Evaluation of the Models Using a Rectangular Solid Object
We simulated two rectangular solid objects to model glass blocks of differing thickness both with an index of refraction of 1.550 and a width of 41 m, immersed in oil with an index of refraction of n 0 = 1.515. Thus the difference in index of refraction was n ␦ = 0.035. The objects have thicknesses of 2 and 35 m, respectively. This experiment tests the accuracy of each model at representing both thin and thick objects. Figure 3(a) shows a phase slice through either object geometry at the middle of the glass block. Figures 3(b) and 3(c) show the profiles of the simulated OPD from the unwrapped simulated phase images at the center of the square object using the projection, POC, Rytov, and Born models. As Fig. 3(b) shows, all models are capable of representing with similar fidelity an OPD that matches the projection model for the case of thin objects. However, when the object thickness is larger, as in Fig.  3(c) , the OPD representation obtained by the POC model is the only one that matches the projection model with essentially the same accuracy as before. The Rytov model shows some degradation in its OPD results and the Born shows much worse degradation. Figure 4 shows calculations of the OPD values at the center of the square in the xy plane as a function of the thickness. At each thickness the average of the five OPD values closest to the center of the object was used to provide a better approximation of the central value. It is clearly seen that the POC model obtained the most accurate OPD in cases where the object thickness was large. The Rytov model worked relatively well over this range of object thickness variation, while the limitations of the first Born approximation were again confirmed when the object was optically thick. The POC, Rytov, and Born models had an rms error of 0.001, 0.004, and 0.140, respectively, when compared to the projection model.
B. Comparison of Simulated and Experimental Phase
Images from a Uniform Sphere The second simulated object was a uniform sphere with a radius of 37 m and an index of refraction of 1.492 submerged in a uniform medium with an index of refraction of n 0 = 1.515. This provides a difference in index of refraction of n ␦ = −0.023. We note that n ␦ Ͻ 0 induces negative OPD, as the object is immersed in a medium with a higher index of refraction than the background. The optical properties of the simulation were chosen to match those of an experimental poly(methyl methacrylate) (PMMA) bead in oil. A cartoon slice through the object geometry at the middle of the sphere is shown in Fig. 5(a) . the OPD image from an experimentally obtained OQM phase image of a real PMMA bead that matches the computational model.
We observe that for Born and Rytov models the peak OPD values are above Ϫ1.00 and −1.47 m, respectively, while the POC and projection models report a peak OPD value of −1.67 m and the measured image has a maximum phase value of −1.66 m. These results illustrate that the relative behavior of the models is similar for simulating phase images of a thick PMMA bead and for simulating the thick square object.
C. Comparison of Synthetic and Measured Phase Images from a Nonuniform Object
A nonuniform object model was created based on previously obtained observations of experimental phase images from one-cell mouse embryos. The object model consisted of a large sphere with a radius of 35 m containing an off-center smaller sphere with a radius of 12.5 m representing the nucleus [see Fig. 6(a) ]. The center of the smaller sphere was placed 17.5 m to the right of the center of the larger one. The small and large spheres had indices of refraction of 1.37 and 1.35, respectively, again simulating the nucleus and the cytoplasm of the cell [41] . Mitochondria inside the cytoplasm were simulated as small rectangular solid particles, of the size of 1.5 m ϫ 0.5 m ϫ 0.5 m with an index of refraction of 1.43, placed randomly inside the larger sphere but outside the smaller one at different orientation angles chosen randomly to be any of the following: ͕− /4,0, /4͖ for all ͑x , y , z͒ coordinates.
A 9 m wide shell was placed surrounding the larger sphere to simulate the zona pellucida of the embryo, the region surrounding the cytoplasm. The shell had an index of refraction of 1.34; a common value found in literature [41] . The entire object was simulated as being immersed in a medium with index of refraction of 1.33. Figure 6(a) shows a slice through the object geometry at a depth equal to 35 m, corresponding to the center of the larger sphere.
Figures 6(b)-6(e) show OPD images of simulated unwrapped phase images using projection, POC, Rytov, and Born models, respectively, of the nonuniform object. The OPD of a measured unwrapped phase image from a onecell mouse embryo-again using an OQM-is shown in Fig. 6(f) . The diameter of a mouse embryo is approximately 90 m, including the zona pellucida, with a corresponding OPD of 2.52 m. We observe that simulated images using the Born and Rytov models have maximum OPD values of 0.08 and 1.50 m while the projection and POC models have maximum OPD value of 2.54 and 2.52 m, respectively. We plot the profile of the OPD images at the center of the object to better demonstrate our results in Figs. 6(g) and 6(h). Figure 6 (g) illustrates the poor accuracy of the Born and Rytov models when comparing them to the projection model and shows that the POC model gives the best representation of the OPD. The profile of the measured image is shown in Fig. 6 (h) to illustrate the shape and maximum value of the OPD of the experimental one-cell embryo image.
CONCLUSIONS
In this paper we have simulated phase microscope images with forward models based on the first Born and Rytov approximations and compared them to the simulated data using a proposed POC model. The implementation complexity of the three models is comparable. Simulated OPD images from homogeneous and heterogeneous objects were produced in order to compare the ability of each model to generate correct phase images of thick objects.
The results when calculating the OPD of the simulated images show that the POC model is capable of representing phase images of thick objects without suffering degradation in accuracy for thick objects and large index of refraction variations, which limit the accuracy that can be obtained from the Born and Rytov models. The results also show that information about the object shape is detectable in simulated images with Rytov and POC models. We have illustrated the ability of the POC model to represent the phase image of an inhomogeneous object with reasonable fidelity under real conditions where both the Born and Rytov models failed.
The accuracy of the POC model for predicting phase images depends on the resolution of the discretization routine. Since each object slice is considered to be uniform in z when calculating the image, rapid changes in the index of refraction along the optical axis might produce a highly inaccurate image representation if the z-axis discretization is not fine enough to capture these variations. Another limitation of the POC model is that the backscattered field is not considered; only the contributions that travel in the forward direction through each slice are taken into account. As future work, we will be considering the application of the POC model for simulating other phase microscope techniques such as DIC microscopy, as well as the use of the POC model to generate full 3D images.
Another area for future work is to compare POC and BPM. We have generated synthetic images using BPM for the same objects described in this paper and observed interesting differences from POC results when there is a large variation in geometry and index of refraction of the object along the optical axis. In particular, we observed a blur effect in the BPM images, localized at the edges of the objects. These results suggest that there are some differences between the POC and BPM methods in their ability to accurately represent sharp edges of optically thick objects, as well as their relative sensitivity to arbitrary modeling decisions such as the edge of the computational object volume. However, to better contrast these differences and similarities to the POC model results, a more rigorous comparison needs to be done. Due to space limitations, we reserve this comparison for another report.
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