Introduction
There are many algorithms for computing approximate Gröbner basis and they can be thought as just one of symbolic-numeric computations for polynomials (see [1] for some note from the methological point of view). However, there is a big difference between approximate Gröbner basis and others that the backward error analyses are naturally given or not (i.e. easy or not). For example, we consider an approximate factorization of the following irreducible polynomial.
We can have the following factorizationf 1 (x, y, z)f 2 (x, y, z) with tolerance ε = 4.54478 × 10 −6 . f 1 (x, y, z) = 9.000x 2 + 4.000y 2 − 25.46z 2 − 36.00,f 2 (x, y, z) = 9.000x 2 + 4.000y 2 + 25.46z 2 − 36.00.
The resulting approximate factorizationf 1 (x, y, z)f 2 (x, y, z) can be characterized as the factorization of the following polynomial in the exact sense, by rationalizing the coefficients and multiplying them.
In contrast, approximate Gröbner basis does not have this behavior in general. For example, the following G app is the approximate Gröbner basis of the inputF app w.r.t. the graded lexicographic order (x y), computed by Mathematica (we note that other algorithms also have similar behaviors).
However, we have the following result if we compute a Gröbner basis ofG app with the rationalized coefficients in the exact sense (we show it in floating-point numbers due to the narrow paper width). Moreover, the following G ex is a Gröbner basis of the ideal generated byF app with the rationalized coefficients, which is different from G app andG app . We note that the resulting G ex may not the basis we want since the input system may have a priori errors on their coefficients and supports.
G ex ≈ {5.55931 × 10 17 x − 4.38054 × 10 10 , 271.000y + 22275.0}.
Therefore, the resulting approximate Gröbner basis is not a Gröbner basis and does not generate the given ideal in the exact sense. This behavior is common for algorithms computing approximate Gröbner basis hence we have a very natural question: "What is that we computed?" In this poster, we introduce a proof of concept method to find an exact result from those approximate Gröbner bases over the set of floating-point numbers F, so we can have a backward error analysis. We note that this poster does not introduce any newly defined approximate Gröbner basis. Our aim is just only finding an answer for the above question across several definitions and methods from the exact point of view. For this problem we propose the following method: 1) find constraints w.r.t. a close enough exact Gröbner basis G cl of itself to the given approximate Gröbner basisG app , 2) solve least squares w.r.t. a close enough system F cl that is a subset of the ideal generated by the resulting exact Gröbner basis G cl , and 3) solve the minimization problem w.r.t. a close enough system F cl .
Problem 1 For the givenF
We show an example of this method for the givenF app andG app in the previous section. At first, we construct a set of parametric polynomials:
