Abstract: Understanding the conformational propensities of proteins is key to solving many problems in structural biology and biophysics. The co-variation of pairs of mutations contained in multiple sequence alignments of protein families can be used to build a Potts Hamiltonian model of the sequence patterns which accurately predicts structural contacts. This observation paves the way to develop deeper connections between evolutionary fitness landscapes of entire protein families and the corresponding free energy landscapes which determine the conformational propensities of individual proteins. Using statistical energies determined from the Potts model and an alignment of 2896 PDB structures, we predict the propensity for particular kinase family proteins to assume a "DFG-out" conformation implicated in the susceptibility of some kinases to type-II inhibitors, and validate the predictions by comparison with the observed structural propensities of the corresponding proteins and experimental binding affinity data. We decompose the statistical energies to investigate which interactions contribute the most to the conformational preference for particular sequences and the corresponding proteins. We find that interactions involving the activation loop and the C-helix and HRD motif are primarily responsible for stabilizing the DFG-in state. This work illustrates how structural free energy landscapes and fitness landscapes of proteins can be used in an integrated way, and in the context of kinase family proteins, can potentially impact therapeutic design strategies.
Introduction
A protein's sequence determines its free energy landscape, but it has proven a major challenge to predict sequence-dependent structural propensities from physical first principles. This has important practical consequences for therapeutic design, as conformational preferences can determine drug specificity. The type-II kinase inhibitor Gleevec is a prime example, as it binds strongly to ABL kinase yet not to SRC kinase despite their having 47% sequence identity.
1,2 Gleevec's specificity has been suggested to be due in part to differing propensities of kinase proteins for a conformation known as "DFG-out" which the protein must take on in order to bind type-II inhibitors. [3] [4] [5] [6] [7] However this has been disputed and the sequence-dependent origins of the difference have proven difficult to confirm purely through structural analysis. [8] [9] [10] [11] The evolutionary origins of proteins open another angle of attack. Physical interactions between two residues in a protein's structure leads to their mutational co-variation in a multiple sequence alignment (MSA) of the protein family, which has motivated coevolutionary analysis techniques which predict contacts in structure by identifying strongly correlated position-pairs in the MSA (see Refs. 12, 13 for review). "Inverse Ising" methods have proven particularly suited for this purpose. These infer a statisticalenergetic "Potts" Hamiltonian model whose parameters correspond to direct pairwise residue-residue interaction strengths, by fitting MSA statistics using techniques borrowed from statistical physics.
14 The power of inverse Ising inference has been demonstrated through its use as the central component of "direct coupling analysis" (DCA) for protein contact prediction, which has been shown to predict the top 200 intra-protein contact pairs in many proteins with 80% accuracy as confirmed by X-Ray Crystallography and NMR studies, as well as inter-protein contacts, alternative uncrystallized conformations, ligand-mediated contacts, and it has been used for ab-initio structure prediction.
14-20
The Potts model can be used for more than predicting contacts. The model provides a probability (or with a logarithm, a statistical energy) of any given sequence, and predicts the change in a sequence's statistical energy for any set of mutations. This statistical energy is related to the folding free energy of the protein, and can be decomposed into position-and residue-specific interaction terms whose relationship with the pairwise terms in structure-based free energy functions is just beginning to be explored. 21, 22 This raises the possibility of predicting sequence-specific properties including conformational propensities. Our goal is to infer conformational propensities of individual kinases for the inactive DFG-out state, in which a "DFG" motif is oriented away from the kinase's active site unlike in the active DFG-in conformation. 6 We predict conformational preference by "threading" calculations of the Potts energy for a sequence as a function of conformation. Sequences predicted by our analysis to have a high penalty for the DFG-out state are never observed in that state in crystal structures, while the remaining sequences are observed in both DFG-in and DFG-out, and we also find that sequences with high predicted penalty bind poorly to type-II inhibitors in a highthroughput binding assay. Furthermore, our analysis suggests that the stability of the activation loop in the DFG-in state plays an important role in contouring the energy landscape.
Inference Based on Correlated Sequence Variation
Inverse Ising methods infer a statistical model P(S) for the probability of observation of a sequence S which captures the statistical features of a MSA of a protein family up to second order, in the form of the univariate and bivariate marginals (frequencies) f i a and f ij ab of the residues at each position and each position-pair i, j, for residue identities a, b. The maximum entropy (least biased) model which reproduces the observed bivariate marginals takes the form PðSÞ / e 2EðSÞ where E(S) is the statistical energy, given by the Potts Hamiltonian EðSÞ5 
14,18
Determining the values of Potts couplings given bivariate marginals is a significant computational challenge known as the inverse Ising problem, and a variety of algorithms have been devised to solve it. 15, 18, [23] [24] [25] [26] [27] [28] [29] [30] [31] We have elaborated on a quasi-Newton
Monte Carlo method 32,33 which is more computationally intensive but yields a more accurate model, and adapted it for protein family coevolutionary analysis with a highly parallel implementation for GPUs. To reduce the size of the problem and reduce the effect of sampling error, we use a reduced amino acid alphabet of 8 characters, chosen independently at each position in a way which preserves the correlation structure of the MSA (see methods).
Extracting Conformational Information from the Potts Model and Crystal Structures
In typical applications of DCA an overall "interaction" score is calculated for each positionpair based on the coupling parameters and a threshold determines predicted interactions, which have been used to bias coarse grained molecular simulations.
19,31
Contact prediction is illustrated in Figure 1A (upper triangle), where the 64 coupling values for each positionpair are summarized using a weighted "Frobenius norm" (described in SI text) into a single number, shown as a heatmap. We also align 2896 kinase PDB structures and count the frequency of residue-residue contacts with a 6Å distance cutoff, shown as a complementary heatmap (lower triangle, Fig. 1A ). The correspondence between the two maps is striking, demonstrating how the Potts model contains information about specific interactions within the protein.
In Figure 1B , lower triangle, we show the difference in contact frequency between the DFG-in and DFG-out conformations based on a PDB crystal structure classification (see methods). Contacts shared by both conformations corresponding to the overall fold cancel out, highlighting position-pairs which differentiate the conformations. The Potts model predicts strong coevolutionary interactions at many of these positions (upper triangle) suggesting it may be used to understand the conformational transition.
In particular, this analysis highlights the importance of the activation loop in the conformational transition and identifies specific interactions it takes part in. Figure 1B shows four relevant regions whose structures are illustrated in Figure 2 . Interactions in region 1 between the activation loop and the P-loop are much more common in the DFG-out state as has been previously reported, 6, 36, 37 and the co-evolutionary analysis predicts two strongly interacting pairs, (6,132) and (7, 132) , where 132 is the DFG 1 1 position (see numbering in Supporting Information table S2 ). In region 2, residues near the DFG motif interact with the C-helix in the DFG-in state, 36,38 as a result of a network known as the R-spine which is broken in DFG-out. 6, 37, 39 The Potts model predicts a strong interaction between the DFG 1 2 and DFG-1 residues and the end of the C-helix. Region 3 corresponds to interaction between the HRD motif and activation loop. In DFG-in this loop forms a beta-strand near the C-helix, while in DFG-out it folds to form a more distant two-turn helix. 6, 37, 39 The R of the HRD motif is in contact with this beta-strand in DFG-in, and the Potts model predicts a number of interactions in this region. Region 4 illustrates self-contacts in the activation loop in DFG-out due to its more folded and compact conformation. All four regions illustrate major global differences between DFG-in and DFG-out reported in recent publications.
Predicting Kinase Sequence Conformational Preference
The Potts energy can be decomposed into positionand residue-specific components (the fields and couplings), allowing analysis of the statistical energy of regions within a sequence and the energetic coupling between particular position pairs of that sequence. By evaluating the Potts statistical energy for a given sequence (not necessarily from the PDB dataset) only including coupling terms corresponding to positions observed to be in contact in a chosen structure (defined by a 6Å atom-atom cutoff distance), we obtain a "threaded" energy of the sequence in that conformation. A single sequence may be evaluated over multiple conformations. We use this threading calculation to model the DFG-in to DFG-out transition. We order the 2869 kinase PDB structures by DFG-in and DFG-out conformation using PCA analysis (see methods). We find the second principal component distinguishes DFG-in (PCA2 < 40) and DFG-out (PCA2 > 48) according to the KLIFS database. By averaging a sequence's threaded energy over this conformational parameter we obtain an effective "potential of mean force" for that sequence [ Fig. 3(A) ], showing that certain sequences have a greater relative penalty for taking the DFG-out conformation. Recent work suggests it is possible to connect the Potts statistical energy to physical units; we estimate that the scale shown in Figure 3 We compute an overall DFG-out "penalty" score for an arbitrary kinase sequence as the difference in its average threaded energy between DFG-in and DFG-out conformations. This is equivalent to computing DEðsÞ5 are the contact frequency of the pair i,j in the two conformational states, reflecting a penalty for the sequence to take on the DFG-out conformation.
Validating this predicted penalty score using sequences from the PDB, we find that only sequences with low predicted DFG-out penalty are observed in the DFG-out conformation in the KLIFS structural annotation [ Fig. 3(B) ]. Many sequences with low DFG-out penalty are observed in both the DFGin and DFG-out conformations, for example p38a MAP kinase [ Fig. 3(B) , gray], which is expected since the active DFG-in state is necessary for kinase function.
We also compare our predictions to experimental results from a high-throughput inhibitor binding assay of 299 human kinases sequences against 13 type-II inhibitors 40 (see methods). The number of inhibitors which bind to a kinase out of the 13 (its "hit-rate") is an experimental measure of the kinase's conformational penalty, which averages out the effects of ligand-specific interactions. In Figure 4 we show that sequences with low hit-rate are predominantly predicted to have high penalty (> 3) for the DFG-out state necessary for type-II inhibitor binding. The difference in mean hit-rate of 2.1 between the high and low penalty sequences is highly significant (P < 10 -10 ), as measured by a permutation test. This result supports the role of conformational preferences in determining drug susceptibility suggested by computational studies.
2,3,41
The highest penalty kinase in this analysis, Aurora A kinase, has no type-II inhibitors developed or reported in development and does not have typical DFG-out structures in the PDB. 6 Aurora A has a conformation called DFG-up which has some similarities to DFG-out but is different enough to be classified separately. 42, 43 There are reported structures in which the DFG motif is 'out' (2C6E, 2J4Z, 44 not in the KLIFS database)
but the activation loop is in the DFG-in-like extended form, and they are not bound to type-II inhibitors. The DFG motif in these unusual structures may be forced to an out-like state by ligandspecific interactions. This further suggests the activation loop itself contributes to the conformational preference.
Stabilization of the Activation Loop in DFG-in by Particular Position Pairs
We examine the highest DFG-out penalty sequences to determine which interactions contribute to their high penalty. These positions are among those highlighted in the green boxes in Figure 2 . We find that these positions have significantly more favorable couplings in DFG-in sequences than in DFG-out sequences on average, and from structural analysis these position pairs make frequent contacts within 6Å in the DFG-in state but not in DFG-out state. This suggests stabilization of the activation loop in the DFG-in sequences, which is consistent with a recent computational study which showed that certain mutants stabilize the activation loop, biasing the protein towards the DFG-in state.
41

Conclusions
Free energy calculations have confirmed that single point mutations which lead to resistance to type-II inhibitors act by increasing the DFG-in to DFG-out conformational free energy penalty. 2, 6, 41 We have shown that by examining the position-and sequence-specific components of the Potts Hamiltonian it is possible to predict this sequencedependent penalty, deepening the link between the evolutionary fitness and energy landscapes of proteins, which we hope will have an impact on therapeutic design strategies.
Methods
Sequence datasets
We use HHblits 45 to search the Uniprot database with the Pfam kinase family seed (PF00069), obtaining 127113 kinase sequences after filtering for valid kinases. We weight these sequences to account for phylogenetic and experimental biases at a 40% identity threshold using the weighting strategy in Ref.
18, leaving N 5 8149 effective sequences with 175 positions. To reduce the alphabet size we randomly merge pairs of letters at each position which, when treated as identical, would minimize the root mean square difference between the Mutual Information (MI) scores for all position pairs in the reduced alphabet and full 21 letter alphabet, until all positions have been reduced to 8 letters.
Potts model inference
For a set of trial couplings we estimate bivariate marginals by Markov Chain Monte Carlo (MCMC) evolution of 131072 sequences in parallel according to the Potts Hamiltonian, each for 6.4 million steps to reach equilibrium. The residuals relative to the dataset marginals are then used in a quasi-Newton update step of the Hamiltonian parameters (see Supporting Information text for details).
PDB structure datasets
We obtain 2869 kinase crystal structures from the PDB and align them to our sequence dataset. We choose 351 atom-atom pairs which may be related to the DFG-in to DFG-out transition whose distances we use as variables for PCA analysis (see Supporting Information Fig. S2 ). After filtering based on the PCA analysis, we find 432 structures annotated as DFG-in and 93 as DFG-out in the KLIFS database. 46 Contacts are computed based on closest atom-atom distances. When averaging, sequences are weighted using a 40% identity threshold, renormalizing to account for unresolved residues.
Kinase binding assay
We filter the 442 kinases tested in a binding assay 40 keeping only the 299 unique non-mutant kinases with a complete catalytic domain sequence in the Entrez Genbank database, 47 and predict their penalty scores. An inhibitor "hit" was counted for any assay with dissociation constant < 10 lM. We use HHblits [1] (as suggested in [2] ) to search the Uniprot database starting from from the Pfam kinase family seed (PF00069) in two passes. We modified the HHblits code (version 2.0.16) to overcome the alignment size limit of 2 16 . In the first pass we use options -M 20 -n 2 -neffmax 1000 -all -e 1e-3 -p 90 -maxfilt 1000000 -B 200000 -Z 100000 to detect kinase sequences with high p-value. We perform a second pass using the first pass as a seed with extra parameters -n 1 -global -mact 0 to obtain complete kinase domains. We remove any sequences with gaps in the "HRD" or "DFG" triplets, sequences missing the aspartic acid required for Mg2 + binding, or more than 10 gaps, or more than 40 inserts, or with invalid/unknown amino acids, leaving 127113 sequences of length 241.
Phylogenetic Filtering
Our ideal dataset would be a set of independent sequences in evolutionary "thermodynamic equilibrium", however in practice the observed sequences have phylogenetic relationships. As described in [3] , we roughly account for phylogeny by reweighting sequences by their frequency in the MSA. That is, we assign a weight w = 1/n to each sequence, where n is the number of sequences in the alignment with greater than 40% sequence identity to it (in the 21 letter alphabet). We compute the dataset bivariate marginals with these weights. This leaves an "effective" number of sequences N eff = w of 8149. We then trim the first 5 and last 61 positions from the alignment which contain variable secondary structures, leaving 175 positions.
Alphabet Reduction
The computational cost of our inference procedure (described below) is significant, and for a typical protein with L ≈ 200 positions and q = 21 residue types there are L 2 q 2 ∼ 10 7 parameters to fit based on an equal number of observed marginals. We mitigate this issue by reducing the alphabet size. We randomly choose a position in the alignment and find the pair of letters which, when treated as identical, would minimize the root mean square difference between the Mutual Information (MI) scores for all L 2 position pairs in the reduced alphabet and full 21 letter alphabet. The MI score is calculated as
. This is repeated until all positions have been reduced by one letter, which is repeated until all positions have been reduced to 8 letters. This is robust to the random realization and allows the alphabet reduction to differ across positions.
Unlike amino acid reduction schemes based on physiochemical properties, this method is designed to preserve the correlation structure of the MSA. It also reduces the effect of sampling error in each measured marginal. For the kinase MSA we find that reduction to 8 letters is a suitable compromise between reducing the problem size and preserving the sequence correlations (figure S1B), and captures almost all the sequence variation: Kinase sequences which have 27% average pairwise identity with 21 letters still only have 31% identity with 8 ( figure S1A ). Further justifying this choice, the mean effective number of amino acids at each position of our raw dataset is 8.9, computed by exponentiating the site-entropy as q
Finite Sample Size Correction
We add a small pseudocount to the bivariate marginals computed from the dataset as a finite size correction. Adding a small flat pseudocount (e.g. of 1/N ) would be equivalent to adding a small number of completely random sequences to the original sequence dataset. Instead we add a pseudocount to mimic a dataset composed the original sequences but with a small per-position chance µ of mutating to a random residue. With this strategy the pseudocounted bivariate marginals are given by
We choose a pseudocount parameter of roughly µ = 1/N eff .
PDB datasets
We collect 2869 kinase structures from the PDB database by searching for Uniprot IDs corresponding to Mouse and Human kinases according to the Uniprot database. We align their sequences to the Uniprot dataset, and further filter on the following criteria: We remove any sequences with more than 32 gaps after alignment, structures which were crystallized with SH2 domains present (which may crystallize into unusual conformations), structures in which the activation loop is unnaturally extended due to interactions across the crystal unit cell (e.g. PDB-ID 2WTC), and structures classified as DFG-in but in which the expected β-3 sheet Lys to α-C helix Glu salt bridge distance is more than 5Å . This filtering was performed through cutoffs on relevant residue-residue distances. We use annotation from the KLIFS database. Most structures in the KLIFS annotation contain a ligand. The observation of structures in the DFG-out and DFG-in conformations reflect a sequence's ability to take on that conformation in the presence of a ligand when crystallized. A sequence with a high penalty for the DFG-out state will be unable to take on that conformation even in the presence of a type-II ligand.
We use PCA analysis of the structures based on 351 atom-atom pair distances which may be related to the DFG-in to DFG-out transition. When projected onto the first two principal components the structures form three clusters ( figure S2 ). Many sequences classified as DFG-in by the KLIFS database are in an inactive Srclike conformation [4] in a cluster with PCA1> 30. We limit our analysis to structures with PCA1< 30, although we find using the full dataset does not qualitatively change our results. The DFG-in and DFG-out structures in the regions bounded by dashed boxes are used to calculate the DFG-out penalty score.
Contact Scores
A number of different methods have been suggested for obtaining a position-pair interaction score from the Potts model, including the "Direct information" [5] , Frobenius norm [6] , and APC-corrected Frobenius norm [7] . These methods account in different ways for the degeneracy of the Potts model parameters. As described in [3] , while there are L 2 q 2 bivariate and Lq univariate marginals
of these are independent, with corresponding "gauge freedoms" in the J. One way to account for the degeneracy is to choose a particular gauge. Sets of parameters in one gauge may be transformed to another gauge by a certain set of gauge transformations while keeping all sequence probabilities fixed, for example adding or subtracting a constant from all the parameters.
We score interactions using a weighted Frobenius norm (see figure 1 in the main text) , in which we first transform to a gauge which satisfies 
Details of PMF calculation
We perform the threaded calculations using the (fully constrained) "zero gauge", in which α J ij αβ = 0, as this gauge has the property that uncoupled positions will have J ij αβ = 0, suggesting that coupling values in this gauge may be interpreted as pairwise interaction strengths, and the lack of weighting means that individual coupling values are less affected by the presence of rare mutants in the dataset.
The DFG-in conformations typically have slightly more contacts than the DFG-out state, and therefore sum over a larger number of couplings. Since most couplings in evolved sequences are negative, this means the DFG-in state will have a lower threaded energy than the DFG-out state purely due to the different number of contacts. However the individual couplings used to compute DFG-in threaded energies are not significantly lower on average than the average coupling in the DFGout threaded energies.
INVERSE ISING INFERENCE
The Inverse Ising inference procedure we use to infer the Potts model parameters proceeds by Markov Chain Monte Carlo (MCMC) sampling of sequences from a trial Potts Hamiltonian to obtain trial marginals, followed by a quasi-Newton parameter update step.
MCMC sampling
Following [8] , we estimate marginals by generating sequences through MCMC on the Potts Hamiltonian for a given trial set of couplings. This method is mainly limited by sampling error and by the need for the simulation to reach equilibrium. We perform the computation on GPUs. Each work-unit of the GPU performs a MCMC walk, which proceeds by random point mutations to the protein sequence. As an optimization for the GPU all work units mutate the same random position simultaneously, but the mutant residue identity is computed independently.
The GPU gives an appreciable speedup over CPU. For our problem a Nvidia GeForce GTX Titan X GPU evaluates 1.4 × 10 8 MC steps per second for the L = 175, q = 8 system. In comparison, an 8-core 3.40GHz Intel Core i7-3770 CPU evaluates 3.6 × 10 6 steps per second with a nearly identical implementation. We ultimately run the inference using 4 GPUs in parallel.
Quasi-Newton optimization
We seek the set of fields h and couplings J which reproduce the data marginals f target after sampling the model marginals f by MCMC. In [8] , a quasi-Newton approach was developed in which a step direction in J and h was determined by inverting the system's Jacobian. The expected change in marginals ∆f due to a change in J and h is given to first order by and inverting the linear system of equation 2, we can solve for the step ∆J and ∆h which would give a desired ∆f chosen to minimize the difference between model and data bivariate marginals. We choose ∆f = γ(f target − f ) and the damping factor γ is chosen small enough for the linear approximation to be valid.
A complication is that the f are not all independent due to "gauge freedoms", as described above. Because of this, equation 2 is noninvertible. However we may still solve the (nonindependent) linear system for any of its non-unique solutions, which will still produce the desired change ∆f . Furthermore, using a nonindependent set of parameters allows simplification of the problem: We transform to a "fieldless" gauge in which h i α = 0, as the remaining L 2 q 2 couplings span the solution space. We only fit the bivariate marginals, which fully determine the univariate marginals.
In a fieldless gauge, we then seek to solve the simplified problem
The Jacobian is given by
where f ijkl XY αβ is a 4th-order marginal, which reduces to lower order marginals in the cases where the upper indices are equal to each other, and equals 0 in the case that two upper indices are equal but the corresponding lower indices are different. Solving equation 3 is challenging as the Jacobian is an L 2 q 2 by L 2 q 2 matrix. For L=200, q=8, typical of the problems we wish to solve, the Jacobian has over 10 12 elements and is too large to store in computer memory. Following [8] we seek approximations to the linear system.
Self-Terms only
In [8] , it is was assumed that each f 
This is trivially inverted to give
Independent Pairs
A relaxed assumption is that each pair of positions is independent of other positions but each marginal depends on all the couplings at the same positions, that is, each f ij XY depends on J ij αβ for all α, β. This is equivalent to a pair (L=2) system only, and in this section* we drop the i, j indices. In this pair system there are q 2 − 1 independent marginals (ie, all but one of the bivariate marginals, subject only to f αβ = 1), and in the fieldless gauge there are q 2 couplings, and thus only one gauge freedom. We seek to invert
Substituting equation 4 and dividing by f XY , this can be rewritten as
where −−→ df /f is a vector with components
,Ī is the identity matrix andF is a matrix whose rows are the bivariate marginals. By rearranging and seeking an iterative solution, one finds this is solved (up to a constant due to the gauge freedom) by
Perturbed Marginals
The marginals required in the update step of equation 9 must be determined from a computationally demanding MCMC sequence-generation run, but using a perturbative approach we evaluate the marginals for small changes in couplings without regenerating a new set of sequences, allowing many more approximate coupling update steps per round of MCMC.
When sampling N sequences for a set of couplings J, we expect to generate n s ∼ e −Es sequences of type s. If we perturb the couplings to a new set J , we would expect n s ∼ e −E s . We can simulate the effect of perturbing the marginals (without regenerating any sequences) by weighting the original set of sequences by a weight w s = e −(E s −Es) , giving n s = w s n s . As N → ∞ this approximation becomes exact. We calculate perturbed marginalsf as
(10) where s runs over our sequence dataset S d . We find this approximation works quite well and is very quick to compute.
The accuracy of the approximation decreases as the coupling perturbation is increased because the overlap between the previously sampled sequences and "true" sequence distribution becomes small. In practice we limit the number of coupling update steps per MCMC round to a number chosen heuristically such that the bivariate marginals from the regenerated sequences are not too dissimilar from the prediction of the perturbed calculation.
Damping
The coupling update step consists of repeated calculation of weighted marginals followed by small updates to the couplings J. If the change in J per step becomes too large the updated set of couplings may take the system far from its previous position, preventing smooth progress towards the optimal solution. We account for this in part through the parameter γ described above, which we dynamically update. Additionally, to avoid divergent step sizes (ie, to avoid division by zero in equation 9 if f = 0) we use a modified step direction by adding flat pseudocount f pc to the marginals to get pseudocounted marginalsf , with
Using these pseudocounted marginals in equation 9 we obtain a modified step direction
The optimized solution for J will be independent of f pc since at the solution ∆f αβ = ∆f αβ = 0, and the pseudocount can be viewed as a damping factor. This pseudocount damping decreases the relative step size for couplings corresponding to small marginals where divergence is more likely, at the expense of increasing the number of necessary steps.
We find that it is useful to use a high value for f pc such as 0.1 when the system is far from the solution, and as the system approaches the optimal solution (and the typical step sizes becomes smaller) f pc can be decreased.
Inference Procedure
To perform the inference, we initialize J to values corresponding to an "independent" model where h i α = − log f i α and J ij αβ = 0 (and transform the the fieldless gauge), and choose an initial random sequence S 0 . In each round of MCMC sequence generation we generate a set of sequences given the couplings J by running up to 131072 threads in parallel on the GPU, where each thread is an independent MCMC run starting from S 0 . We equilibrate for a burn-in period of roughly 10 6 to 10 7 steps, and then collect samples of sequences at fixed intervals of MC steps, thus performing both a time and ensemble average. For the kinase inference we take 64 samples at intervals of roughly 10 5 steps, producing a total sequence set of up to 8 million sequences. Based on this sequence set we perform 64 perturbed coupling update steps using equation 12 with γ initialized to a value γ 0 . If the bivariate marginal sum of squared residuals increases in any coupling update step, we halve γ and repeat the step, and otherwise double γ every 16 steps. We then assign a random sequence from the sequence sample to S 0 and repeat.
For the kinase inference, we perform three sequential inference rounds with different parameter values. We first minimize with f pc = 0.1 for 15 rounds of MCMC generation with 16384 GPU threads equilibrated for 2.8 × 10 6 MC steps, followed by 15 rounds with f pc = 0.01, each with 32768 GPU threads and 5.7 × 10 6 MC steps of equilibration, and finally run 30 rounds with f pc = 0.001, each with 131072 GPU threads with 6.4 × 10 6 MC steps of equilibration. In all cases γ 0 = 0.004 and the inter-sample time is chosen such that the total samping period is equal to the equilibration period.
FIG. S1. Distribution of sequence identity scores (normalized inverse Hamming distance) between all pairs of sequences in the kinase dataset, computed for the original sequences using a 21 letter alphabet of 20 residues plus gap with phylogenetic weighting, and for the reduced 8 letter alphabet. The mean sequence identity is 27% for 21 letters and 31% for 8 letters.
FIG. S2. PCA analysis of PDB structures, showing all structures (black) as well as structures annotated in the KLIFS database as DFG-in (red) and DFG-out (blue). Many sequences classified as DFG-in in the KLIFS database are in an inactive Src-like conformation (upper cluster).The DFG-in and DFG-out structures in the regions bounded by dashed boxes are used to calculate the DFG-out penalty score.
