In part 1 of this paper, first and second order analysis of uncertainty is applied to numerical models of groundwater flow. The models are cast in state-space form, with boundary conditions and inputs that are functionally dependent, but statistically independent, of time. Using a compact matrix calculus notation, first and second order Taylor series expansions of the model equations are derived and used to estimate the mean and variance-covariance properties of piezometric head predictions, given corresponding statistics for aquifer parameters: material properties, initial conditions, boundary conditions, and inputs. The mathematical results demonstrate that the prediction uncertainty is a function of the magnitude of the parameter uncertainty, and sensitivity of the predictions to the parameters. Furthermore, the first order estimate of the piezometric head is identical to the dete/'ministic result. Part 2 of this paper, to be presented later, will illustrate these and other results through numerous applications of the methodology.
system will generally contain many inaccuracies, both small and large. These errors arise from a number of sources, such as noisy or scarce measurements, and may be statistical or conceptual in nature. Thus information uncertainty involves errors or the possible range of errors in an analysis of a groundwater system, in contrast to intrinsic uncertainty, which is a concept describing the intrinsic variability of aquifer parameters. Another distinction between the two forms of uncertainty is that information uncertainty is generally reducible through measurements while intrinsic uncertainty is a physical variability undiminished by observations. Finally, the term information uncertainty can refer to our estimate of the true parameter field, or it can refer to our estimate of the statistics of the spatial stochastic process. To date, all analyses of groundwater flow as a spatial stochastic phenomenon have assumed perfect knowledge of these statistics [see, e.g., Freeze, 1975; Bakr et al., 1978; Dagan, 1979 ; Smith and Freeze, 1979] . This paper makes the same assumption, realizing that it can be relaxed at a later time. Thus, below, consider that information uncertainty refers to knowledge of the true parameter field and not to its statistics. There is only one true field, but it is unknown. A probabalistic description of it is required.
Intrinsic uncertainty or variability, by its very nature, is independent of information uncertainty, but not the reverse! Information uncertainty, and our knowledge of the true parameter field, depend on the description of intrinsic variability. This description can be used to decrease information uncertainty by, for example, permitting qualified inferences between widespread measurements.
As an illustration of the relationship between intrinsic and information uncertainty consider an n dimensional aquifer with hydraulic property, K, distributed in space. Suppose that this property has a known homogeneous, isotropic, two-parameter statistical description, with mean •' and covariance Cov (r), where r is the distance between any two points. This description has two interpretations. First it represents the spatial stochastic process from which the true field K is drawn, which is one of many possible realizations of K, at least in theory. Here trend •' and Cov (r) represent the spatial structure of K. In the second interpretation •' is an estimate for the true field K, and Var [K] =Cov (0), called the estimation variance, represents the confidence or 'degree of belief in that estimate. These two interpretations span both the concept of intrinsic uncertainty, through the idea of a stochastic process, and information uncertainty, through the Bayesian concept of degree of belief [see, e.g., Ramsey, 1950; Savage, 1972; de Finetti, 1974] in the estimate of the true field. Now let m point samples of K be taken in the field, with zero sampling error. Then the exact value of K is known at these m points and, because of the spatial correlation structure, these samples also provide some information about the value of K nearby. A new estimate of the K field can be derived, with reduced information uncertainty as indicated by a lower estimation variance. Additional measurements of K, or even other parameters correlated or functionally related to K, will lead to an even better identification of the K field (i.e., even less information uncertainty). The basic statistical properties of the K spatial process is unaltered through all this, and in fact will often be used to aid in this procedure.
This illustration argues that although the information uncertainty on the true K field is reduced by sampling, the intrinsic uncertainty of the spatial stochastic process is irreducible. A particular example is the application of Kriging to the estimation of the property K, as described by Delhomme [1978] . In Kriging the true field is called a regionalized variable and there are two characteristic uncertainties, one represented by the variogram and one by the estimation variance. The variogram describes the random component of the spatial variability of the property K and is an irreducible descriptor of the system. The Kriging process must take this spatial variability into account in order to properly synthesize the available data into a map of the property. The estimation variance, on the other hand, is a statistical measure of the accuracy of the Kriging process. in regions where sufficient data about K are available, the Kriging process can achieve good results and therefore yields a small estimation variance; where little information is available, the variance may be large. In this illustration, the variogram represents the intrinsic uncertainty in the system, while the estimation variance is an expression of information uncertainty.
Intrinsic uncertainty and information uncertainty play different roles in the prediction of aquifer behavior. Studying the effect of the spatial variability of property K on piezometric head h leads Bakr et al. [1978] to interpret the predicted mean head as a trend, about which there are small scale spatial fluctuations of head described statistically by the head covariance structure. In other words, the spatial stochastic process K begets a spatial stochastic process h. A 'degree of believer' would interpret the results differently. Given that Var [K] represents information uncertainty as to the estimate of the actual distribution of K, he would interpret the predicted mean head as the best estimate of the actual distribution of h, and the calculated covariance would be a measure of the uncertainty of the estimate. This second, information uncertainty, interpretation clearly allows the incorporation of sampled data, either utilizing the underlying spatial stochastic process [Delhomme, 1979] , or ignoring it .
Given that there is significant information uncertainty in natural aquifer systems, and given that the stochastic description of intrinsic uncertainty is incorporated and used profitably in an analysis of information uncertainty on aquifer behavior, it seems that the 'degree of belief interpretation of predictions is the more practical. Besides, once this approach is selected, questions concerning the ergodicity of the stochastic spatial processes [see, e.g., Bakr et aL, 1978; Dagan, 1979] , become less relevant, as the degree of believc•' explicitly recognizes that there is only one realization of the stochastic process, which he is trying to estimate.
The procedures described in this paper and illustrated in part 2, however, can be viewed with either interpretation, both of which deal with parameter uncertainty.
UNCERTAINTY

IN NUMERICAL MODELS
Above we have presented a discussion of parameter uncertainty, uncertainty due to the variability of parameters and our knowledge of the variability. Parameters have been defined to include aquifer properties, boundary values, source/ sink strength, and initial conditions. There is another source of uncertainty due to the appropriateness of our model of aquifer behavior. The model is an abstract description of the aquifer system synthesized from available data and information. This abstraction includes a general description of the governing equations, the position and nature of the boundary conditions, the form of the initial conditions and location of sources/sinks to the system, questions of aquifer homogeneity, isotropy, etc. This abstraction is called a conceptual model The remainder of this paper is concerned with methods to assess the quality of numerical predictions under parameter uncertainty, due to intrinsic variability and/or information uncertainty. The role of conceptual model error w'dl be left for future research eftonns.
TECHNIQUES FOR THE ANALYSIS OF UNCERTAINTY
A variety of procedures are available to treat the effects of uncertainty on groundwater flow. Some of these are more suited to the complexity and dimension of numerical models. The various approaches can be divided into two main groups: full distribution analyses and first and second moment analyses. Full distribution methods begin with a complete specification of the probabilistic propennies of all nondeterministic inputs and parameters of a flow system and attempt to specify completely the probability distribution of the resulting flow. The derived distributions approach is an analytical method for deriving the probability distribution of a random function given the distributions of its independent variables [Benjamin and Cornell, 1970 It is often difficult to obtain the probability distributions that are input to a full distribution analysis, and only slightly easier to estimate their moments. Thus the results obtained, which depend on the exact distribution selected, can be deceptive. They may reveal nothing more than an analysis conducted using only the first two moments. In fact the results of full distributional studies are often presented only in terms of these moments [see Sagar and Kisiel, 1972; Freeze, 1975; Eagleson, 1978] .
The assumption underlying the first and second moment methods is that the imponnant information about the random variables (or functions) of interest can be summarized with the mean representing the central or expected tendency of the variable (or function), and the variance-covariance representing the amount of scattering or variation around the mean. Unless the third moment (skewhess) or higher moments of the variable are relatively large, they are generally of little interest in application. An example of a function fulfilling this assumption is one which is normally distributed. Such a function has zero skewhess and other higher moments of odd order, and all even order moments can be calculated from the variance [Benjamin and Cornell, 1970] . Within the framework of second moment methods it is, of course, impossible to test the assumption that the mean and variance-covariance fully describe a function. Thus other methods, in particular full distribution methods, should be used when possible to check it. For example, in his paper on Monte Carlo simulation of steady state one-dimensional flow through uncorrelated porous blocks, Freeze [1975] The method of analysis used in his presentation is the same as that used in this paper; however, in this paper the analysis will be applied to a much broader class of numerical models, which also happens to include the finite element model described by Sagar.
REVIEW OF FIRST AND SECOND ORDER ANALYSIS
In this paper the terms first and second order analysis are often used. First order analysis will be defined to be the analy- 
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A second order analysis of the mean of f is carried out analogously using a second order series expansion for the func-
with & denoting equals, to a second order approximation.
Taking the expected value yields the second order approximation of the mean:
This estimate of the mean is more accurate than the first order estimate, using information about the expected value and variability 9f x. The second order estimate of the mean, then, is actually the expected value of f conditional on the mean and variance of x.
These results are generalized to the case where f and x are vectors in the next section of this paper, when describing numerical models of flow.
First and second order analyses, in general, can only properly be applied to nonlinear systems in which the coefficients of variation are a small fraction of one. These analyses, including the ones presented in this paper, are based on the expected values of truncated Taylor series expansions. If the truncation error is to be small, then the higher order terms in the expansions must be negligible; either the higher order derivatives or the higher moments of the variables must be small. Cornell [1972] where O(t,•, tl) is the (n x n) state transition matrix [Brockett, 1970] relating the state at time t,• to the earlier state at time tl, ß is the particular transition matrix for the state propagation from time t to time t + At, so that ß --O(t + At, t) and Gu(n x 1) is given by [Brockett, 1970] f t+At 
Taylor's Series Expansion and Vetter Calculus
The methods of predicting to second order the mean, variance, and covariance of a function require a Taylor series expansion of the function in terms of its uncertain independent variables. Because h(t + At) is a sum of matrix products, and the matrices are functions of the numerous model parameters, a special notation helps to conveniently express the Taylor expansion. Vetter [1973] has proposed a notation that allows the manipulation of derivatives of matrices with respect to matrices. Derivatives of vectors with respect to vectors, and so on, are specializations of his calculus. In addition, Vetter [1973] has derived the proper form of the Taylor series expansion of matrices. Because of its compact form and the completeness of the theory as derived by Vetter, his notation will be employed here. In addition, the calculus has the advantage that all arrays are either vectors or matrices and no higher dimensioned tensors are required. Because the notation will be unfamiliar to most readers, a basic introduction to the aspects of Vetter matrix calculus required in this paper is presented in Appen- To second order the estimate of the mean f is, under the same assumption, , This contribution is also a function of the nonlinearity of f near 9. As the function f becomes more nonlinear, the result of variations of y about the mean 9 are likely to be more important. 
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with Cov (y) the covariance of y and (Dy,f) evaluated at the expected value of y. Notice that the covariance of f is a function of the uncertainty or variability of y, and the sensitivity of f to y in the neighborhood of 9. Thus any elements of f that are insensitive to y will be little affected by uncertainty in y. Alternatively, if y is known very well (i.e., small covariances), then f will have small covariances unless f is very sensitive to y. 
Estimate of the First Moment of Piezometric Head for Transient Flow
Applying first and second order Taylor series expansions to numerical solution of the state-transition equation for piezometric heads in an aquifer (11) yields h(t + At) & •bfi(t) + Gfi + Db(b -fi) + Du(u -fi) + Dh[h(t) -fi(t)]
the initial conditions h'(t). The second derivatives ofh(t + At) with respect to parameters, boundary conditions, and initial conditions are denoted by D matrices with double subscripts. All of these derivative matrices are evaluated at the expected values of b, u, and h(t), i.e., b, fi, fi(t). A discussion of the various D matrices above is presented in Appendix B (first derivatives) and Appendix C (second derivatives).
Taking the expected value of (20a) and ( 
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The second order mean above was derived under the assumption that the boundary conditions u and the parameters b are uncorrelated.
It was also noticed that h(t + At) is a linear function of both u and h(t), and thus Dhh, D,,, D,h, and Dr, are null matrices. Finally, use is made of the fact that the second order contribution 1/2 DbhE[(b --•) ß (h(t) -fi(t))]
is equal to
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to simplify the form of the second orde• mean; thus the fourth term in (2 lb) is the sum of the two contributions. Examination of (2lb) reveals that the second order contributions to the mean are only due to parameter uncertainty or variability; this is because the equations of a numerical model of groundwater flow are generally nonlinear in their parameters, such as hydraulic conductivity. For this reason a deterministic model may be expected to yield inaccurate results in the presence of parameter uncertainty, unless special measures are taken in fitting the parameters to obtain a 'best' model performance. A simple application of expected values may be inadequate.
Variations of the boundary conditions u around their expected values do not affect higher order estimates of the mean heads. In applying a numerical model to a system with no uncertainty in parameters, such as transmissivities or permeabilities, a deterministic estimate of the mean piezometric heads is sufficient.
Estimate of the Second Moment of Piezometric Head for Transient Flow
The first order estimate of the covariance of heads at time DD' is a diagonal matrix for only a small class of matrices D, suggesting that the covariance matrix P•(t + At) will not generally be a diagonal matrix even when Pu, Pb, etc., are; that is, the elements of h(t + At) will often be correlated even when u, b, and h(t) are not. On the other hand, if the D matrices are diagonal, then Ph(t + At) assumes a correlation structure that is similar to the correlation of the uncertain properties at time t. Thus the covariance matrix P•(t + At) is affected by two important length scales: (1) the correlation length of the uncertain properties at time t and (2) the distance over which the heads are sensitive to spatially distributed parameters. The two 'length scales' interact so that generally Ph(t + At) is correlated over longer distances than the uncertain parameters, etc.
Experience shows that in most cases, P•(t q-At) is greater than P•(t), in the absence of measurements. Thus as time proceeds, uncertainty regarding the piezometric heads in an aquifer grows at a rate which depends on the sensitivity of h(t qAt) to the parameters, boundary conditions, and initial conditions, and depends on the amount of uncertainty in each.
When the derivative matrices or covariance matrices contain large numbers (high sensitivities or uncertainties), the increase in uncertainty at each time step can be significant.
The cross-covariance matrices in (22) propagate with each time step as follows' 
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Estimates of First and Second Moments for Steady Flow
If the boundary conditions are specified such that the expected value of the predicted heads approaches a steady state value, then so too will the covariance matrix. der analysis of large numerical models are not usually as economical as the steady state first order analysis just described.
SUMMARY AND CONCLUSIONS
The first and second order analyses of numerical models presented in this paper can be used in examining a broad range of groundwater flow problems with many different grid geometries, aquifer properties and boundary conditions. Homogeneous or nonhomogeneous, isotropic or anisotropic, uniform or spatially varying parameters and boundary conditions can be studied through the proper choice of covariance matrices. Thus the analysis presents a useful alternative or com- Within the framework of these assumptions, first and second order analysis leads to a number of generalities concerning uncertainty about piez0metric heads' predictions:
1. To first order, the expected value of piezometric heads will be identical to the heads predicted by deterministic methods.
2. Uncertainty in these head levels, as measured by the variance of a prediction or estimate, is a function both of the amount of uncertainty concerning aquifer parameters, and of the sensitivity of the heads to these same parameters.
3. An improved estimate of the heads, as achieved through a second order analysis, may differ from the first order estimate if there is important uncertainty concerning parameters of the aquifer that enter the predictions of head in a nonlinear fashion. Examples of such parameters are transmissivity and storativity or hydraulic conductivity and specific storage coefficient. In a state-space formulation, boundary and initial conditions enter predictions linearly and the corresponding uncertainties do not affect second and higher order estimates.
4. Uncertainty of the sygtem state generally varies with time, increasing or decreasing as the aquifer system moves into states that are more or less sensitive to the sources of uncertainty. The assumption that the statistics of boundary conditions and aquifer properties are constant in time, eliminates the possibility that sources of uncertainty vary in time, although this assumption is not necessary to the method of analysis.
5. As the expected value of the heads approaches a steady state, the uncertainty of the head prediction approaches a steady state of its own. If the state approached by the heads is independent of any initial conditions, then the head uncertainty will be independent of initial conditions and initial condition uncertainty as well.
6. The first and second order analysis procedure can be applied to nonlinear systems with 'reasonably small' coefficients of variation. Part 2 will demonstrate that many field situations meet this constraint.
7. Two length scales of the aquifer affect piezometric head uncertainty: the length over which aquifer properties are correlated and the length at which heads are still sensitive to parameter variation or variability. These two interact so that in general heads are correlated over a considerably longer distance than the aquifer properties.
8. First and second order analysis is usually much less expensive to apply than Monte Carlo simulation. The trade-off is cost and accuracy, i.e., loss of accuracy with first and second order analysis due to the Taylor series approximation; loss of accuracy with Monte Carlo simulation due to a limited number of simulation experiments.
9. First and second order analysis explicitly provides sensitivity matrices D which are very useful in the design and operation of data collection systems and operations Wilson and Dettinger, 1978] .
Application of the results presented above to a particular numerical model makes it possible to develop more concrete conclusions. Such an application is the basis for the results presented in part 2.
The analysis presented here is restricted. It requires, in most valid applications, that the variability or variance of the system parameters or properties be relatively small; the coefficient of variation of the driving uncertainties should be a fraction of one. Another restriction, more practically based, may arise as a result of the computational burden, which is considerably larger than that imposed by a simple deterministic solution. Yet the added reliability information gained in this analysis strongly recommends it for application. This will be especially true as array processors and other computer technologies progress and erode the cost of matrix manipulation. 
for a steady state model.
Because the coefficients of matrices A and C depend on the model structure (i.e., finite difference, finite element) used to describe the aquifer, the derivative of these matrices with respect to the model parameters must be obtained for the specific numerical model, discretization and parameterization chosen in an application. Therefore a lengthy description of particular cases will not be presented here. However, an example application will be presented in part 2.
The calculation of the derivatives of A and C is generally no more difficult than calculating and filling the coefficient matri- 
