A translation-invariant state (a quantum Markov chain) is associated with a nearest-neighbor interaction on a one-dimensional lattice by a new technique which provides closed forms for all the correlation functions. When applied to an Ising-type perturbation of a chain of harmonic oscillators, the dynamics can be computed explicitly. The resulting translation-invariant distribution is substantially different from the Planck distribution when the temperature and the coupling constant are large. For the evolution of the field operators on a given mode, we obtain a natural nonlinear generalization of the theorem which states that the free evolution of the field operators is obtained by second quantization of the classical free evolution.
I. INTRODUCTION
In the present paper we use techniques of quantum Markov chains to associate a translation-invariant state with a large class of nearest-neighbor interactions on a one-dimensional lattice in such a way that the correlation functions to any order can be computed in closed form.
In view of the general applicability of the method, we recall, in Sec. II, some basic facts of the theory of quantum Markov chains (cf. Ref. 1 for a review). At the end of Sec. II this technique is compared with the usual one, based on a cutoff and limiting-taking procedure. In Sec. III we apply the above technique to an Ising-type perturbation of a chain of harmonic oscillatorsan example in which all the computations can be made explicitly. Other examples will be discussed in subsequent papers. The remaining sections are devoted to the computation of the main physical parameters associated with this interaction (mean and variance of the number operator and of the linear functions of the field and time as well as mode correlations and spectra) and to the comparison of the results with those obtained when A, (i.e., the interaction) is equal to zero in which case our formal (i.e. , nonrenormalized) Hamiltonian reduces to the usual Hamiltonian of the free Cxibbs state. This comparison is particularly instructive in the case of the invariant distribution of the number of photons in a given mode as a function of A, which is not exponential like the Planck distribution (to which it reduces when the interaction parameter k is set equal to 0). Some numerical computations (cf. Table I below) of this distribution show that the discrepancy of the probability of the number states from the values of the Planck distribution at the same temperature can be quite remarkable, i.e. , of the order of 20%. Hence it should be possible to distinguish experimentally between the states with A, &0 and the free Gibbs state. Another interesting fact is that while the invariant equilibrium distribution is not of the Planck type, the conditional distribution of NJ given N~. is Planck type, but at a lower temperature than the one of the corresponding free state. This new temperature depends on both the interaction parameter A, and the number of photons in the conditioning mode. We call this effect the "cooling effect of the interaction" (cf. Sec. IV). To each point j of the lattice we associate the Hilbert space A J of the jth mode of the field. On each of the spaces A J we have a representation of the boson commutation relations with creation and annihilation operators denoted a~, a~, respectively. We assume that the representation a, a~i s irreducible so that all the spaces A~are isomorphic to a single Hilbert space Ho. In the following, for any Hilbert space PC we will denote 9P (M) the algebra of all bounded operators on M.
II. THE STATE ASSOCIATED
Objects related to the space A~will be labeled with the subscript index j: i.e. , Trj denotes the trace of operators on A J', AJ is a generic observable of the jth mode of the field, e.g. , NJ -az"a is the number of photons in the jth mode, qj =(1/V 2)(a~+aj ) the electric field of the jth mode, pj (i/v 2)--(a~-aj ) the magnetic field of the jth mode, etc. ;~nj ) is the nJ th state of the operator NJ. If m &n, the Hilbert space associated with the modes from m to n will be denoted~t~"~. For a general translation-invariant interaction H (0, 1), it might not be easy to solve equation (2.11). However, if, as happens in several interesting examples, the interaction H(0, 1) is symmetric in the two modes, i.e. , it is invariant under the flip automorphism 5, which exchanges the observables of the two modes [5(A B) =BA; A, B observables], then one can actually construct a solution of (2.11) (which in many cases turns out to be the unique solution). In fact, considering the operator Sp, defined by Eq. (2.4) with n =0, and using the definition (2.3) of K",we obtain Try(KOSOICO ) =Trp(e e ' e e e
) .
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III. THE N&XJ. +i INTERACTION
We consider a one-dimensional one-sided infinite chain of harmonic oscillators in which the force exerted on the jth oscillator is not only proportional to its displacement but also to the energy of its nearest neighbors. Denoting by H~= -, '
(qJ +p& ) the Hamiltonian of the jth oscillator, the equations of motion for such an oscillator are then Furthermore one should prove that the number t is a simple eigenvalue for the operator on the left hand side of (2.27) and that it is the only one whose modulus is t. This fact would assure the existence of the limit lim M~co M Tr exp -P g [W~+H(0, 1)] A j=1 n Tr exp -Pg [HJ+H(0, 1)] j=0
In the following sections we discuss in detail the infinite-volume state associated with the procedure described above for a particular nearest-neighbor interaction satisfying the commutativity conditions (2.15) and
(2.16). Notice that for interactions of this type one can easily define a (nonrenormalized) dynamics on the local observables as the limit M lim exp it g[HJ+H(j -j +1)] /I .
M -+00 j=0
But, in order to associate a state with this dynamics, one should prove that there exist a positive operator Bo and a strictly positive number t such that [in the notations introduced before formula (2.11)] H"", =(1 -A, /2)H0+(1 -A, ) g H, +A, g H, H, +, .
. . j=1 j=O This system is completely integrable as a classical system: in it the Hj can be taken as action variables and the phases correspond to the complex representation ip. gj +IPj =zj =Hje Now let us (boson) quantize this system. In terms of creation and annihilation operators, the formal Hamiltonian becomes H"", ", = g X +A, g X~X~+l, j=0 j=0
where %j is the number operator relative to the jth mode.
This interaction appears for Fermi oscillators, and in a
Hamiltonian including also other interacting terms, in some papers by Fedyanin, Makhankov, and Yakushevich devoted to the analysis of possible soliton behavior in the exciton-phonon interaction in the long-wavelength approximation. Also, at the quantum level one could easily obtain a limiting dynamics from the finite-volume approximations of the Hamiltonian. However, the existence of a limiting translation-invariant state requires the solution of an operator eigenvalue problem which, even if feasible in this case, would be in general quite impracticable.
Now we apply to the interaction described above the method of Sec. II. In the notations of the preceding section, we now choose the free Hamiltonian to be the number operator (in appropriate units), HJ --NJ, (3.1) and the interaction Hamiltonian to be the one of the nonlinear chain of harmonic oscillators discussed in the Introduction, i.e. , of the form tions we introduce, for any positive real number p, denoting the inverse temperature, the unnormalized conditional amplitude H(j, j +1) =CONJ Nq+, (3.2) exp (N1+ANSN+118)N) 2 so that the associated Hamiltonian is both translation invariant and flip invariant. In the following we identify the space HpHp with any of the spaces A JA J and the suffix j appended to an operator acting on Hp means that we are letting this operator act on A J. With these nota--(P/2)(N +AN N+.1+N +1) with A, )0, which is clearly flip invariant. Thus, recalling the notation (2.4),
So T--r2(K"*K") = Trl(K"*K") =Tr2(e p~' p~NN p'~N)=Tr2 y e p p~" p"~m )(m~I3)~yg )(11m , n -Pm~m )(m~=f2 p(N), (3.4) where we have introduced the notation -Pn -P(A.n+ 1) f (11) = (3.5) Therefore, following the prescriptions of Sec. II, we can define the normalized conditional density amplitude tained for A, &0 if one could extend our method to a region of negative A, .
The pair w, K will define, according to the discussion of Sec. II, a stationary Markov chain y on the algebra M=(3)J~NA(A J)=NA(Ho) with the property that for any observable a localized on a finite interval one has K=K"[f2 p(N)1]
(1 e P(AN@ 1+1))1/-2(e -(2P/2)NsN -(P/2)lsN) and the density matrix (k and m integer) and it is still analytic in the strips delimited by two vertical lines drawn over two consecutive poles. This behavior of Zp~suggests that one might obtain a more interesting phase diagram than the one ob-Z(m) =Z(p(Am + 1))=(1e p( +1)) (3.13) where the index j in mj means that the state is referred to the jth mode and Z(p(A. m+ 1)) is defined by p(x)vj+ i) j=1 (3.14) where by definition, if n =1 the product is equal to 1. In particular -P(No+N i +ANoN i ) r Zp, A, Notice that both the density operator t(), defined by (3.7), and the transition operator P have a direct physical meaning. In fact, the former defines the Hamiltonian (3.15) Hg p --lnf)"p(N)+lnZp g, (3.16) which is the renormalized Hamiltonian of the single modes and defines the invariant distribution of the chain; and the operator P can be naturally interpreted as "transition density operator" defined. by a "renormalized interac-I i.e. , it is the usual Planck factor at inverse temperature (A,m+1)P. Using the explicit expression for wo and PJ, for every n, the density matrix of the restriction of y on Mto "~c an be written explicitly: 1 n n -1 expp Q NJpk g NJNJ+) A, , P j=0 j=0 tion Hamiltonian. " The analogy with the classical Markov chains is evident and in the following section this analogy will be made more precise.
IV. THE NUMBER-OPERATOR PROCESS
The family of random variables (NJ) corresponding to the occupation numbers of all the modes of the field with the distribution induced by the state y will be-called the number-operator process. From the explicit formula Notice that p")p"+1 for each n Th. e transition matrix (4.1) corresponds to an antiferromagnetic Ising interaction in which, however, the "spin" variables do not vary in a compact space, but over all the natural integers. In particular, for each j, the conditional distribution of the number of quanta in the mode EJ. +& conditioned by the presence of I quanta in the mode j is a Planck distribution at the lower temperature T'=[P(tom+1)] ' (" cooling" effect of the interaction). In Table I we have reported the values' of Z)q~a nd the values of the probabilities of the first three number states (n =0, 1,2) for various choices of P and t)(, . In particular, as a function of A, , these values tend to stabilize after t)(, = 10, while in the range 0 & I, & 10, the discrepancy with Planck's law (A, =O) is large enough to be detected experimentally.
One can now apply the known results on Markov chains with countable state space to the Markov chain defined by the transition probability (4.1). In particular, since p "&0for all m and n, then the Markov chain is irreducible, aperiodic, positive recurrent, and mixing.
This means in particular that if we call T(n) the gap between two successive occurrence in two different modes of the number state~n ) then the mean value of T(n) will be equal to P, A, ePn( 1 e -P(An+1) )Z Jn Notice that, up to the renormahzation factor qtt 2 (X(), which vanishes for A, =O, this is exactly the secondquantized form of the solution of the classical equations of motion. This result suggests the conjecture that a siinilar theorem might hold for all the completely integrable classical systems. Towards this goal, we begin with a single-field observable A(u)=u*a+ua at time zero, relative to the zero mode (for simplicity, we drop, for the moment, the index zero). In order to evaluate the characteristic function (Wigner distribution) of this observable in the given state we begin by remarking that for any number state~m ) one has P"( )(t~m)=(m e""(")m)=e-'~"~" g ( -1)" ( ' ')" k p= et~u~l 2 g( t2~u~2)m -( . I=0 t (mk)! (ml)! '2 (t2~u~2) (6.1) where L (x) denotes the mth Laguerre polynomial normalized so that they form an orthonormal system for the measure e dx and L (0) = 1 [cf. Ref. 2, p. 93, where, however, the normalization L (0) =m. is used]. In particular, since the characteristic function of the observable A(u) in the state~m ) is integrable, this distribution admits a probability density p~("){x~m ) with respect to the Lebesgue measure given by )dt= -J cos(xt)e-" "~( 6.
2)
The right-hand side of (6.2) is evaluated using the formula (cf. Ref. 4, p. 846, 7.4182 Zp~m=o &e Zp,~=p &e + (6.7) (6.9)
where we have introduced for the probability density function (6.5) the notation Hm (x iv 2 i u i ) h (x; iu i)= (6.8) m!2 (2m~u~) 'Ĩ n particular, the mean and the variance of the probability distribution (6.7) are given, respectively, by zero and (u~2 " e~2m+1 Z~1 -t™+() m! p, g oe
Using the formulas (4.3) and (3.9), we find that the joint characteristic functions, in the given state, of the observables Ap(up ) 3 ) (u ) ), . . . , Ak(uk ) relative to the modes 0, . . . , k are given by 
