Suppose that, over a fixed time interval of interest, an insurance portfolio generates a random number of independent and identically distributed claims. Under the LCR treaty the reinsurance covers the first l largest claims, while under the ECOMOR treaty it covers the first l − 1 largest claims in excess of the lth largest one. Assuming that the claim sizes follow an exponential distribution or a distribution with a convolutionequivalent tail, we derive some precise asymptotic estimates for the tail probabilities of the reinsured amounts under both treaties.
Introduction
Let {X 1 , X 2 , . . .} be a sequence of i.i.d. (independent and identically distributed) positive random variables, representing successive claim sizes, with common continuous distribution F on (0, ∞). Assume that the claims arrive according to a counting process {N (t); t ≥ 0} independent of {X 1 , X 2 , . . .}; that is to say, the random variable N (t) counts the number of claims up to time t ≥ 0. Let X * 1 < X * 2 < · · · < X * N (t) be the order statistics of the claim sizes occurring in the time interval [0, t] .
In this paper, we are interested in two large claims reinsurance treaties, LCR (largest claims reinsurance) and ECOMOR (excédent du coût moyen relatif), which were introduced to the actuarial literature by Ammeter (1964) and Thépaut (1950) , respectively. Under the LCR treaty, the reinsurer pays the sum of the first l largest claims,
while under the ECOMOR treaty, the reinsurer pays the sum of the parts of the first l − 1 largest claims in excess of the lth largest one,
where 1 A denotes the indicator function of a set A. Through a series of papers since 1980's, Kremer made numerous efforts on general formulas or upper bounds for the expectations of reinsured amounts, interpreted as net reinsurance premiums, under some general reinsurance treaties including the present two; see Kremer (1985 Kremer ( , 1998 and references therein. Assuming that the number l of the order statistics in (1.1) and (1.2) is fixed or increases in t at a certain rate and that the claim-size distribution F belongs to the maximum domain of attraction of certain extremal value distributions, Beirlant and Teugels (1992) as well as Ladoucette and Teugels (2006) obtained limiting distributions for the quantities L l (t) and E l (t) as t → ∞. Hashorva (2007) extended the scenario to the bivariate case. Embrechts et al. (1997) gave a short review of this study using extreme value theory. A comprehensive review of the two reinsurance treaties LCR and ECOMOR was made by Ladoucette and Teugels (2006) . See also Teugels (2003) for an extended review and a systematical treatment of these reinsurance treaties.
In recent years, several researchers started to investigate the asymptotic behavior of the tail probabilities of L l (t) and E l (t). For the subexponential case, Ladoucette and Teugels (2006) obtained a precise asymptotic estimate for the tail probability of E l (t) with l and t fixed; see the second relation of (2.7) below. Asimit and Jones (2008) used copulas belonging to the maximum domain of attraction of an extreme value copula to describe the dependence among the claim sizes and they derived some precise asymptotic estimates for the tail probabilities of L l (t) and E l (t) with l fixed and N (t) ≥ l nonrandom and fixed. These works initiate a new direction of the mainstream study of the two reinsurance treaties. A direct application of such asymptotic results is to approximate risk measures of L l (t) and E l (t) such as Value at Risk, Expected Shortfall, Conditional Tail Expectation, and so on.
The purpose of this paper is to establish precise asymptotic estimates for the tail probabilities of L l (t) and E l (t), with l and t fixed. Our results show that, when F is an exponential distribution, these tail probabilities are both asymptotic to a multiple of the tail of a gamma distribution with suitable parameters, while when F has a convolution-equivalent tail, they are both asymptotic to a multiple of the tail of F . The prefactors involved are completely explicit and transparent. Specifically, for the subexponential case, one of our results coincides with a result first obtained by Ladoucette and Teugels (2006) . The rest of this paper is organized as follows: Section 2 presents the main results after briefly introducing our conditions on the claim-size distribution, Section 3 prepares some lemmas, and Sections 4 and 5 prove the main results.
Preliminaries and Main Results
Throughout the paper, all limit relationships are for x → ∞ unless stated otherwise; for two positive functions a (·) and b (·), we write a(
On the Claim-size Distribution
Since claim sizes are always nonnegative, we only consider distributions on [0, ∞). Due to its memoryless property, the exponential distribution with parameter γ > 0,
is often an ideal candidate for claim-size distributions in the actuarial literature. It is well known that, for each k = 1, 2, . . ., its k-fold convolution F * k is a gamma distribution with probability density function
Hence,
As a natural generalization, a distribution F is said to belong to the class L(γ) for some γ ≥ 0 if F (x) > 0 for all x ≥ 0 and the relation
holds for all y. When γ > 0, we usually say that F has an exponential tail. In particular, if a distribution F belonging to the class L(γ) is such that the limit
exists and is finite, then we say that F has a convolution-equivalent tail, written as F ∈ S(γ).
As we go along we shall often suppress the phrase γ ≥ 0, but it remains in place.
Since it was introduced by Chistyakov (1964) and Chover et al. (1973a,b) , the class S(γ) has been extensively investigated by many researchers and applied to various fields. Recent studies of this class can be found in Pakes (2004) , Tang (2006) , Foss and Korshunov (2007) , and Watanabe (2008) , among many others. This class is often used to model claim-size distributions; see, for example, Embrechts and Veraverbeke (1982) , Klüppelberg (1989a) , and Tang and Tsitsiashvili (2004) . It is well known that the constant c in relation (2.5) is equal to the moment generating function of F at γ, defined to be
see Rogozin (2000) and references therein. Therefore, for F ∈ S(γ) it is necessary that m F (γ) < ∞. This unfortunately excludes the exponential distribution as defined in (2.1). Examples and criteria for membership of the class S(γ) for γ > 0 can be found in the Theorem of Embrechts (1983) and Theorems 2-4 of Cline (1986). When γ = 0 it reduces to the well-known subexponential class S (0), which contains Pareto, lognormal, and heavytailed Weibull distributions. See Embrechts et al. (1997) for a review of applications of the class S (0) to insurance and finance.
In this paper, we shall assume that F either is an exponential distribution or belongs to the class S(γ).
Theorems
Denote by Q t (z) = Ez
the probability generating function of N (t). If it is analytic at z > 0 then
Note that, when z = 1, the condition E (N (t)) r < ∞ suffices for the series on the right-hand side of equality (2.6) to converge. In the sequel, we shall borrow the notation Q (r) t (1) to represent this series for z = 1, but we do not require that Q t (z) is analytic at z = 1.
It is clear that, for all t ≥ 0 for which 0 < EN (t) < ∞, the relation
holds as long as F (x) > 0 for all x; see Lemma 1 of Ladoucette and Teugels (2006) . Hence in this paper, we only deal with the case l ≥ 2 for both reinsurance treaties.
(i) If F is an exponential distribution with parameter γ as in (2.1), then
Note that the probability generating function Q t (z) is automatically analytical at any z ∈ (0, 1). Also recall our convention for Q Note also that, when F ∈ S (0), Theorems 2.1(ii) and 2.2(ii) reduce to the relations
Ladoucette and Teugels (2006) obtained the latter relation of (2.7) for E l (t) under the stronger condition that Q t (z) is analytic at z = 1. Finally, we remark that all formulas obtained in Theorems 2.1 and 2.2 well capture the impact of all stochastic factors including the claim-size distribution F , the total number of claims N (t), as well as the number of claims l covered by reinsurance. Hence, these formulas should work fine for a relatively large value of x when either N (t) has a non-degenerate distribution or γ > 0. However, for the case where γ = 0 and N (t) is degenerate at some constant they can poorly perform unless x is extremely large because, as seen from (2.7), for this case they even fail to capture the impact of the number l. To keep the paper short, we shall not pursue numerical studies of these formulas.
Lemmas
In this section we prepare several lemmas for later use.
Lemma 3.1. Assume F ∈ S(γ). (i) For each function h(·) such that h(x) → ∞ and x − h(x) → ∞, it holds that
Proof 
Proof. Since the class S(γ) is closed under tail equivalence (see page 260 of Klüppelberg (1989b)), we have G ∈ S(γ). Moreover, as (x − y) ∨ y → ∞ uniformly for all y > 0,
which is further equal to c −1
This proves relation (3.1).
The following lemma will play a key role in proving Theorems 2.1(ii) and 2.2(ii):
. be a sequence of independent positive random variables such that X 1 follows a distribution F * and X
Proof. For k = 1, 2, . . . and a ≥ 0 fixed, we write
a). Thus by (2.4), relation (3.2) amounts to the relation
We are to prove that relation (3.3) holds for each integer k ≥ 2 and each a ≥ 0. As a by-product, our proof also shows that G k−1 ∈ S(γ). First, we claim that relation (3.3) holds for k = 2 with A 1 = Pr (X 1 > a) and G 1 (y) = Pr (X 1 ≤ y|X 1 > a), which obviously belongs to the class S(γ). Actually, by Lemma 3.2,
and by the local uniformity of the convergence of relation (2.4),
Now we inductively assume that relation (3.3) holds for k = j for some integer j ≥ 2 with G j−1 ∈ S(γ). Straightforwardly, the distribution G j also belongs to the class S(γ) since
We need to prove that relation (3.3) still holds for k = j + 1.
For notational convenience, we write x = x + (j + 1) a, which tends to infinity uniformly for all j = 2, 3, . . . and a ≥ 0. By comparing X j+1 and S j with j x/ (j + 1) and x/ (j + 1), respectively, we split the probability of the left-hand side of relation (3.3) with k = j + 1 into four parts as (3.4) where the events B 1 -B 4 are defined to be
where the last step follows from Lemma 5.5 of Pakes (2004) . Moreover, by items (ii) and (i) of Lemma 3.1, in turn,
Therefore, plugging these estimates into (3.4) yields that
Now we focus on I 4 ( x). Introduce a positive random variable Y j independent of X j+1 and distributed by G j , so that
On the one hand, recalling G j ∈ S(γ), by Lemma 3.2 we have
On the other hand, by the local uniformity of the convergence of relation (2.4), for arbitrarily fixed M > 0 and all large x,
It follows from relations (3.7) and (3.8) and the arbitrariness of M > 0 that
We conclude from relations (3.5) and (3.9) that relation (3.3) holds for k = j + 1. This completes the proof of Lemma 3.3.
Proof of Theorem 2.1
Hereafter, for notational convenience, we write p n (t) = Pr (N (t) = n) for t ≥ 0 and n = 0, 1, . . .. Since F is continuous on (0, ∞), it is clear that the random variables X * n−l+1 , . . . , X * n have a joint probability density function
where
(i) Let F be an exponential distribution as given in (2.1). By comparing X 1 with x/l, we split P L (x, n) in (4.1) into two parts as
Clearly,
By the memoryless property of the exponential distribution,
(dy).
Recall that the sum l i=2 X i has the density function f (u; l − 1, 1/γ) as given in (2.2). Plugging it into the above and using change of variables,
On the one hand,
On the other hand, with M > 0 arbitrarily fixed,
We conclude from relations (4.2)-(4.5) that
Now we return to equality (4.1). By relation (2.3) with k = l, there exists some constant
Therefore, applying the dominated convergence theorem to (4.1) and using relations (4.6) and (2.6),
(ii) For F ∈ S(γ), we begin with equality (4.1). By Lemma 3.1(ii), there exists some constant C 2 > 0 such that, for all n = l, l + 1, . . . and all large x,
Hence, applying the dominated convergence theorem to (4.1) and using Lemma 3.3 with k = l, a = 0, and
Therefore, by relations (4.7), (4.8), and (2.6) we have
This completes the proof of Theorem 2.1.
Proof of Theorem 2.2
Similarly as in the proof of Theorem 2.1,
where in the integral we suitably changed the subscripts and . Thus,
where (ii) For F ∈ S(γ), by Lemma 3.1(ii), there exists some constant C 4 > 0 such that, for all n = l, l + 1, . . . and all large x, n! (n − l + 1)!
Hence, applying the dominated convergence theorem to (5.1) and using Lemma 3.3 with k = l − 1, a = y, and F * = F , This completes the proof of Theorem 2.2.
