Given a family (µ λ , λ ≥ 0) of integrable mean-zero probability measures such that, for every λ ≥ 0, µ λ is the image of µ1 under the homothety y −→ √ λy, we provide a necessary and sufficient condition on µ1 under which the Root embedding algorithm yields a self-similar martingale with one-dimensional marginals (µ λ , λ ≥ 0). Precisely, if τ λ and R λ denote the Root solution to the Skorokhod embedding problem (SEP) and the Root regular barrier for µ λ respectively, then this condition is equivalent to the property that (R λ , λ ≥ 0) is non-increasing in the sense of inclusion, which in turn is equivalent to the assertion that (τ λ , λ ≥ 0) is non-decreasing a.s. We show that there are many examples for which this result applies and we provide some numerical simulations to illustrate the monotonicity property of regular barriers (R λ , λ ≥ 0) in this case.
Introduction
There are many results in the literature related to the construction of self-similar processes. In Madan-Yor [23] , Fan-Hamza-Klebaner [10] , Hamza-Klebaner [13] , Hirsch-ProfetaRoynette-Yor [15] , Bogso [6] and Henry-Labordère-Tan-Touzi [14] , the authors provided many constructions of self-similar martingales with given marginal distributions. In particular, Madan and Yor [23] , Hamza and Klebaner [13] , and Henry-Labordère, Tan and Touzi [14] exhibited several examples of discontinuous fake Brownian motions. Albin [1] answered positively the question of the existence of continuous fake Brownian motion, and this result was extended by Baker-Donati-Martin-Yor [2] who exhibited a sequence of continuous martingales with Brownian marginal distributions and scaling property. A quite simple construction of continuous fake Brownian motion, based on Box-Muller transform, has been given by Oleszkiewicz [24] . The results on fake Brownian motion was extended by Hobson [17] to prove the existence of a continuous fake exponential Brownian motion. More recently, Jourdain and Zhou [19] provided a new class of fake Brownian motions which solve a special class of local and stochastic volatility SDEs. Certain of the works cited above use Skorokhod embedding solutions to construct self-similar martingales. Precisely, Madan and Yor [23] exploit the Azéma-Yor algorithm, Hirsch, Profeta, Roynette and Yor [15] apply Azéma-Yor, Hall-Breiman and Bertoin-Le Jan embedding solutions, and they provided a new Skorokhod embedding solution that gave another class of self-similar martingales. We show that the Root embedding solution also provides a class of martingales which enjoy Brownian scaling.
Let µ be a square-integrable mean-zero probability measure and let (B t , t ≥ 0) be a standard Brownian motion. Root [26] proved the existence of a closed time-space set R, the so-called Root barrier, such that the first hitting time τ of R by the time-space process (t, B t ; t ≥ 0) solves the Skorokhod embedding problem for µ (SEP(µ)), meaning that B τ has distribution µ and (B τ ∧t , t ≥ 0) is uniformly integrable. He also defined a barrier function r : [−∞, +∞] → [0, +∞] attached to R as r(x) = inf{t ≥ 0 : (t, x) ∈ R} and observed that r is lower semi-continuous. The problem of the existence of a stopping-time for Brownian motion in such a way that the stopped value has a given distribution was first stated and solved by Skorokhod [28] . Note that different Root barriers may embed the same distribution. This was solved by Loynes [22] who introduced the notion of a regular barrier and proved that there exists exactly one regular barrier that solves SEP(µ). On the other hand, the Root's solution is optimal in the sense that it has minimal variance among all stopping times S such that B S has distribution µ and E[S] = y 2 µ(dy). This was conjectured by Kiefer [21] and was solved later by Rost [27] . We refer to Beiglböck, Cox and Huesmann [5] where a transport-based approach to the SEP has been developed to derive all known and a variety of new optimal solutions. Another interesting question on Root embedding is that it is not easy to find explicitely the regular Root barrier for a given distribution. Indeed, this barrier is constructed explicitely only for a handful of simple examples. Dupire [9] showed formally that the Root barrier R is given by the solution of a nonlinear PDE. This was further developed by Cox and Wang [8] who use a variational formulation to calculate R. A complete characterization of regular Root barriers as free boundaries of PDEs has been provided by Gassiat, Mijatovic and Dos Reis [12] . When the distribution µ is atom-free, Gassiat, Mijatovic and Oberhauser [11] established that the barrier function r solves a nonlinear Volterra integral equation and that if, in addition, r is continuous, then r is the unique solution. More recently, Cox, Oblòj and Touzi [7] provided a characterization of regular Root barriers by means of an optimal stopping formulation and exploited this approach to establish a finitely-many marginals extension of the Root solution to the SEP. These authors also proved that their solution satisfies an optimality property which extends the optimality property of the one-marginal Root solution. Using the Cox, Hobson and Touzi results, Richard, Tan and Touzi [25] provided a full marginals extension on some compact time interval of the Root solution to SEP. Precisely, using a tightness result established by Källblad, Tan and Touzi [20, Lemma 4.5] , they proved that the full marginals limit of the finitely-many marginals Root solution for the SEP exists and enjoys the same optimality property as the multiple-marginals Root solution provided in [7] .
Here we consider the case of a family (µ λ , λ ≥ 0) of integrable mean-zero probability measures where µ λ is the image of µ 1 under the homothety y −→ √ λy. We apply Root solution for the SEP to embed simultaneously all µ λ 's into a standard Brownian motion (B t , t ≥ 0) issued from 0. The Root embedding provides a family of regular barriers (R λ , λ ≥ 0) and a family of stopping times (τ λ , λ ≥ 0) such that τ λ = inf{t ≥ 0; (t, B t ) ∈ R λ } and B τ λ has law µ λ . We apply the optimal stopping characterization of one-marginal Root solution to the SEP given in [7, Theorem 2.8] and Brownian scaling to prove that the regular barrier
where R * + denotes the set of positive real numbers. This result can also be deduced from the viscosity PDE characterization of regular Root barriers obtained by Gassiat, Mijatovic and Dos Reis [12, Theorem 2] . We deduce from the monotonicity property of r that, for every x ∈ R, λ −→ r λ (x) is non-decreasing. The self-similarity property of the function (λ, x) −→ r λ (x) given above allows us to obtain a necessary and sufficient condition on r 1 under which the family of Root barriers (R λ , λ ≥ 0) is non-increasing, in the sense that R λ ⊂ R δ (i.e. R δ includes R λ ) for every 0 ≤ δ ≤ λ. This monotonicity property of the family (R λ , λ ≥ 0) is equivalent to the assertion that λ −→ τ λ is non-decreasing a.s. Then, as τ λ solves the SEP for µ λ , (B τ λ , λ ≥ 0) is a martingale with marginals (µ λ , λ ≥ 0). Moreover, we prove that (B τ λ , λ ≥ 0) enjoys the Brownian scaling and the Markovian properties.
In Section 2, we exploit the optimal stopping characterization of one-marginal Root solution for the SEP to prove that the function (λ, x) −→ r λ (x) is self-similar. Then, we provide a sufficient condition on the barrier function r 1 under which the family of regular Root barrier (R λ , λ ≥ 0) is non-increasing. This allows us to exhibit a new class of martingales with Brownian scaling in Section 3. We also discuss the Markovian properties of these processes. In Section 4, we provide some numerical simulations to illustrate the monotonicity property of the regular barriers (R λ , λ ≥ 0). The numerical scheme follows the idea of Gassiat-Oberhauser-Dos Reis [12, Section 4] . In particular, the Barles-Souganidis method [3, 4] can be applied to obtain the convergence of the scheme and a result due to Jakobsen [18] provides its convergence rate.
Root embedding under scaling
Let µ be an integrable probability measure, and let (B t , t ≥ 0) denote a one-dimensional Brownian. A solution to SEP(µ) is any stopping time τ such that B τ has law µ, and (B τ ∧t , t ≥ 0) is uniformly integrable. In the case where µ has zero mean and a second moment, Root provided a Skorokhod embedding solution that is the first hitting time of a barrier, the so-called Root barrier.
Given a Root barrier, one defines its barrier function
Since R is closed, then, as observed by Root [26] and Loynes [22] , r is a lower semi-continuous function. Moreover, one deduces from Property (i) in Defition 2.1 that R is the epigraph of r in the plane
There may exist different Root barriers which solve SEP(µ). But Loynes [22] introduced the notion of regular barrier and he provided a uniqueness result when we restrict ourselves to regular Root barriers. [27] , Gassiat-Mijatovic-Oberhauser [11] ). Suppose that µ is of finite variance and has zero mean. Then there exists exactly one regular Root barrier R such that τ = inf{t ≥ 0 : (t, B t ) ∈ R} solves SEP(µ). Moreover, τ minimises for every
+ ] among all τ that are solutions of SEP(µ).
The finite variance assumption in the preceding result has recently been relaxed to the condition that the measure has a finite first moment. This was first obtained by GassiatOberhauser-Dos Reis [12] who provide a complete characterization of regular Root barriers as free boundaries of PDEs. The next result is a special case of Theorem 2 and Corollary 1 in [12] . . Let µ be an integrable and centered probability measure. For every λ ≥ 0, let µ λ be the image measure of µ under y −→ √ λy (in particular, µ = µ 1 ). The following equivalent assertions hold:
(ii) There exists a viscosity solution
where v µ λ is the potential function of µ λ :
Moreover,
2) Precisely, R λ is the unique regular Root barrier such that τ λ solves SEP(µ λ ) and R λ is the free boundary (2.2) of the obstacle PDE (2.1).
Remark 2.5. Gassiat-Oberhauser-Dos Reis [12] also provided a comparison theorem that allows them to prove that u λ is the unique viscosity solution of linear growth of (2.1) (see [12, Theorem 5] ).
A characterization of Root solution to the Skorokhod embedding problem by means of an optimal stopping formulation has been provided recently by Cox-Oblój-Touzi [7, Theorem 2.8]. These authors proved this result using purely probabilistic methods. We state here a special case of Theorem 2.8 in [7] . . Consider a one-dimensional Brownian motion (B s , s ≥ 0) defined on a filtered probability space (Ω, F , (F s , s ≥ 0), P) satisfying the usual conditions. Let µ be an integrable zero-mean probability measure. For every λ ≥ 0, let µ λ denote the image of µ under y −→ √ λy. Define 
is the regular barrier inducing the Root solution to the SEP(µ λ ). Moreover,
For every λ > 0, let r λ denotes the barrier function of R λ . The next result states that the function (λ, x) −→ r λ (x) satisfies a self-similarity property. Theorem 2.7. Let µ be an integrable and centered probability measure. For every λ ≥ 0, let µ λ denote the image of µ under y −→ √ λy. Let u λ be the function defined by (2.3) and (2.4). Then, (i) for every λ > 0,
where u 1 is given by u 1 (t, x) = sup
t,x (σ) with
(ii) the map (λ, x) −→ r λ (x) is self-similar in the sense that
Proof.
(i) By Brownian scaling,
is a Brownian motion. As a consequence, u 1 rewrites 
(ii) We deduce from Point (i) that
which completes the proof. 
then, for every λ > 0, the function u λ defined by
is a viscosity solution of linear growth of (2.1), and one has 
for every x ∈ R, where v δ0 = −| · | and, for every (t, z) ∈ R + × R,
Moreover, we know from corollary 2 in [11] that, for every λ > 0, r λ is the unique continuous function that solves (EV λ ). Observe that (EV λ ) is still valid if one replaces x by √ λx. Then, as µ λ is the image of µ 1 under y −→ √ λy, (EV λ ) rewrites
where, for every z ∈ R, r λ (z) = (1/λ)r λ ( √ λz). Hence r λ is also a continuous function that solves (EV 1 ). It then follows from the uniqueness result for (EV 1 ) that
which is equivalent to (2.6).
Root self-similar martingales
In the next result we present a family of self-similar martingales. Precisely, we provide a necessary and sufficient condition so that the map λ −→ τ λ is non-decreasing a.s.. We also show that several probability measures satisfy this condition. Proof.
(i) Suppose that the map λ −→ τ λ is a.s. non-decreasing. Let (F v , v ≥ 0) denote the natural filtration of (B v , v ≥ 0). Since, for every λ ≥ 0, (B τ λ ∧v , v ≥ 0) is uniformly integrable, then
which means that (B τ λ , λ ≥ 0) is a martingale. Moreover, by Brownian scaling,
is still a one-dimensional Brownian motion for every c > 0. As a consequence, we have
Now, one may also deduce from Point (ii) of Theorem 2.7 that
Indeed, one has
Hence,
which shows that (B τ λ , λ ≥ 0) satisfies Brownian scaling. Let 0 < λ < η be fixed. Since τ λ ≤ τ η a.s., we have
and
It follows from the strong Markov property of Brownian motion that B
, v ≥ 0 is a Brownian motion independent of F τ λ . Then, for every bounded measurable function φ,
is a (non-homogeneous) Markov process. If µ has no atom, then one deduces from Lemma 1 in [11] that r(B τ λ ) = τ λ a.s. and, as a consequence, that (B τ λ , λ ≥ 0) is Markovian.
(ii) Let R λ denote the Root barrier given by the function r λ . We first note that the map λ −→ τ λ is a.s. non-decreasing if and only if the family (R λ , λ ≥ 0) is non-increasing in the sense of set inclusion, which means that λ −→ r λ (x) is non-decreasing for every x ∈ R. Hence it remains to show that λ −→ r λ (x) for every x ∈ R if and only if x −→ r 1 (x)/x 2 is non-decreasing on ] − ∞, 0[ and non-increasing on ]0, +∞[. Suppose first that λ −→ r λ (x) = λr 1 x/ √ λ is non-decreasing for every x ∈ R. Let x 1 ≤ x 2 belong to ] − ∞, 0[. Since is non-decreasing. Moreover, for every x ∈ R \ {0}, one may observe that
which shows that λ −→ λr 1 x/ √ λ is still non-decreasing when x ∈ R \ {0}. We now present some examples to which Theorem 3.1 applies. We mention that, given a probability measure µ 1 , it is hard to compute the regular barrier function r 1 that gives the Root Solution to SEP(µ 1 ). There are only few cases where this can be done explicitely. Numerical methods have been provided to compute Root barriers with great precision (see e.g. [11, Section 3] and [12, Section 4] ).
Example 3.3. 1. If µ 1 is a zero-mean normal distribution, then it is not difficult to see that r 1 is constant.
Indeed, the Root solution τ 1 to SEP(µ 1 ) equals to the square-mean of µ 1 . In this case (B τ λ , λ ≥ 0) is still a Brownian motion which may be non-standard.
2. If µ 1 is of the form
where a, b are real numbers such that a < 0 < b, then the corresponding Root barrier function is (see e.g. [8, Section 2])
3. Suppose that µ 1 has the form
Then the corresponding regular barrier function is . Let µ 1 be an integrable probability measure on (R, B(R)) which satisfies the Assumption 1 in [11] , that is µ 1 has mean zero, and the Root barrier solving SEP(µ) is given by a function r 1 which is symmetric around 0, continuous, and non-increasing on [0, +∞]. There are several probability measures satisfying the above assumption. Indeed, as proved in [11, Proposition 1] , symmetric probability measures around 0 with compact support [−α, α] and bounded non-decreasing density on [0, α] fulfill Assumption 1 in [11] .
We mention that there are also probability measures to which Theorem 3.1 does not apply. For instance, if µ 1 is the canonical measure on the middle Cantor set, then, by Root's result, the resulting barrier function r 1 must be finite only on the Cantor set.
Numerics: Monotone self-similar Root barriers
The aim of this paragraph is to give some pictorial representations of the monotonicity property of certain self-similar regular Root barriers. We use an explicit finite differences scheme adapted from the scheme implemented in [12, Section 4] to simulate Root barriers. The Barles-Souganidis method [3, 4] gives a convergence result of this scheme. Fix an integrable mean-zero probability measure µ 1 whose support is denoted by supp(µ 1 ). Fix also λ ∈]0, 1[ and T > 0. Let µ λ be the image of µ 1 under y −→ √ λy. We distinguish two cases. Choose a < 0 < b such that supp (ν 1 ) ⊂ [a, b] , and consider the following time-space mesh of points in 
with S 
