Introduction
In view of the importance of water, particularly when used as a reference substance in viscometry, the establishment of standard values for its viscosity, of well-defined accuracy over as wide a temperature range as possible, is essential. Under the guidance of the Internation9.1 Association for the Properties of Steam considerable pI'ogress towards this end has been made recently [1, 2] . 1 In particular, a consensus of experimental evidence and opinion with regard to the viscosity of water at 20° C and a pressure of 0.1 MPa has led to the recommendation that the value p, (20°C) = 1002.0 p,Pa s be adopted as a standard [1, 3, 4] . It is adjudged that this standard value has an accuracy of ±0.1 %. In the case of viscosity data at low pressures and at other temperatures the recommended correlation [1] has been based upon a number of extremely precise, l'ecent measurements in the temperature range 0 °O::::t:::::::l00 °0 [fi-R].
In each case, these precise measurements were analyzed by means of a semi-empirical working equation not justified by rigorous theoretical analysis. As a consequence, it cannot be confidently asserted that the precision of the raw datais equivalent to the accuracy of the reported :viscosities p,(t) , or viscosity ratios p,(t)/p,(20 °C).
In order to derive the maximum benefit from the precision of these recent viscosity measurements the present paper presents a re-analysis of the raw experimental data by means of a rigorous working equation with a two-fold objective. First, standard values of the viscosity ratios p,(t)/p,(20 °C) have been obtained which are free from any systematic error introduced by the use of an incorrect working equation, and secondly, the uncertainties In these ratios have been carefully assessed with respect to the· new working equation. A.s a result of this new treatment of the experimental data, it has been possible to generate viscosity data for liquid water over an extended temperature range (-8 °C: :::t::::150 °0) whose associated uncertaint)' is commensurate with that of the 20°C standard value over much of the range and is well characterized elsewhere. Over the entire temperature range of the study it has been possible to reduce the uncertainty bound associated with . the standard viscosity values below that embodied in the International Formulation [1, 2] .
Four independent sets of data have been selected for this study on the basis that they are each demonstrably the most precise in a particular temperature range. Two determinations of the viscosity of water [5, 6] have been perfonned in Cannon, Rankine-type viscometers, in which the essential measurement is that of efflux time, T, of a prescribed volume of fluid through a tube of known dimensions. In both investigations this efflux time was determined electronically and with great precision. The temperature of both instruments was also controlled very precisely, and was measured to within ~t= ±O.001 °0. The study carried out by Korson, Drost-Hansen, and Millero [5] extended over the temperature range 1Q-70 °0, whereas that of Zicher and Zwolinski [6] examined the range -8 °0 to 40 °0.
A second group of two papers describes measurements of lower precision but performed over an extended temperature range. The older measurements of Hardy and Oottington [7] cover the range from 5° to 125 °0, and were performed in a Bingham viscometer up to 95 °0 and a Rankine viscometer above this temperature. The more recent measurements by Korosi and Fabuss [8] were performed in a Rankine viscometer over the temperature range 40° to 150 °0.
All four sets of measurements were therefore performed in variants of the capillary viscometer for which an improved, theoretically-based working equation has recently been developed {91. Consequently, the improved theory for the viscometers provides the means for carrying out a new analysis of the data. In the case of the first group of measurements a complete reanalysis has been possible since the raw experimental data are available, thus entirely new viscosity ratios J.I. (t) / J.I. (20 °0) have been computed, together .with reliable estimates of accuracy. For the second group of measurements the inaccessibility of the raw data has precluded a complete re-evaluation of the viscosities; nevertheless, the refined theory [9] has been used to obtain estimates of the accuracy of the two determinations.
The entire hody of data has been employed to establish standard values of the viscosity of water at nominal temperatures and the data have been correlatcd by mcans of two cmpirical cquations with 0, deviation compatible with their uncertainty. The re-evaluation of the data of references [5] and [6] is based upon eq (22) of ref. [9] , namely T=Av+B/v (1) in which A and B represent geometrical factors, that is, constants of the instrunlents. Explicit expressions linking these constants to the dimensions of the instrumentwere given in ref. [9] . By inspection, it is easy Here, /I = J.I./ PWJ is the kinematic viscosity of water, Pa is the density of air, a the linear coefficient of thermal expansion of the instrument, and At the difference between the temperature of the visc~sity measurement and that of the determination of the instrument dimensions.
In the case of the work described in references 15] and [6] it proved impossible to establish the dimen8i~ns of the instruments with sufficient accuracy in order to calculate the constants A and B, and so to secure an absolute evaluation of results. In the circumstances, we have determined these constants with reference to the NBS data [3, 7, 10, 11] listed in table 1 . The values of density were taken from references [6] and [12] .
For the purposes of the evaluation of A and B, values of the viscosity at the a9tual temperatures found during a single measurement (which differed by at most 0.008 °0 from the nearest nominal value in table 1) were generated by means of a small temperature correction applied to the values of table 1 according to the equation [10] 
We do not thereby imply that eq (4) necessarily represents the variation of the viscosity of water with temperature with utmost precision, but merely that it is sufficiently accurate to allow the small correction to Lhe Vil;COlSiLy ueLween Lhe lueasureUlellt at t and the value at the nominal tempera.ture t*. The authors of reference [5] evaluated their experimental results with the aid of a theoretically inspired, but essentially empirical, correlation formula (5) in which the adjustable constants K, L, and n were determined with reference to the values of the visco.siLy uf waLer aL 20 °0, 25 °0, 30 °0, 40 °0, 50 °0, and 60 °0 generated at the National Bureau of Standards [3, 7, 10, 11] . Thus table 2 in reference (5) constitutes it largely empiriea.l intp.rpolR.t,lon and extrapolation of the viscosity of water in the range 0°0-100 °0. (3) we recomputed all the original data. 'These were once again corrected to nominal temperatures with reference to eq (4) and averaged at each nominal temperature. The tina1 result is contained in table 2 which lists the optimum values of the absolute viscosity, J.I., the density from refs. [6] and [12] ' and the corresponding value of the kinematic viscosity. In each es,se the uncertainties take into account the maximum random error, .Ar=0.003 s, in the measurement of time, as reported in ref. [5] . In addition, the effect of uncertainties in the determination of the constants A and B from eq (3), as given in eq (6), are included. In this manner, QUI' estimate of uncertainty makes an allowance for the imperfections in the reproducibility of measurenlents in the instrument.
The latter, reflected in the original data, is presumed to be caused by unaccounted for random errors in the triggering of the electronic timer. The density has been assumed to be known without error, and the small buoyancy correction (1-Pal Pw) has also been disregarded as far as the error estimate is concerned.
A study of table 2 reveals that the overall accuracy of the dynamic and kinematic viscosity varies from ±0.1 % at' 10 °C to 2.4% at 70 °C, assuming that the NBS values from table 1 are exact. The main source of this error stems from the imperfect re·· producibility of the instrument. It is noteworthy that our re-evaluated data do not differ from those reported in table 2 of reference [5] by more than 0.2%. Hence, within the uncertainty given, the two tabulations must be considered equivalent, thus justifying the use of the semi-empirical equation (5) in this context.
Whereas the determination of the actual value of the kinematic viscosity, p(t), is accurate to within a few parts in one hundred, it is still possible to determine the ratios v(t) /v(20 °C) with a reduced uncertainty. Such calculations can be based on the equation [9] :
as required by equation (2) to account for the buoyancy and thermal expansion effects. Equation (7) now contains a single instrument constant, 4AB. The latter has been determined with reference to the NBS measurements at 40°C and 60 °C and an average taken. The process yielded, 4AB= (699± 154) S2. (8) Because the typical flow times for this investigation were of the order of 200 s, it is clear that the deviations for the simplified formula
.r 11 (20 °C) 72000 (9) were very slight in the measurements. With the aid of the value of 4AB given in eq (8) (11) whereas the use of eq (7) for the viscosity ratio leads to (12) Following the pattern adopted in the previous section we have again recalculated the original data and obtained the results for absolute viscosities given in table 4, and the viscosity ratios of table 5. In each case the estimated uncertainty is included in the tabulation. The uncertainty for the absolute viscosity does not exceed ± 0.1 % assuming no error in the NBS values, whereas that in the viscosity ratio is less than 0.05%. The values included in tables 4 and 5 depart by less than 0.06% from those listed in reference [6] justifying the use of the approxima.te equation (10) for analysis.
The Data in the Extended Temperature Range
Although both Korosi and Fabuss [8] and Hardy and Cottington [7] For both instruments, an approximate calculation indicates that the absolute viscosities. reported could have a maximum error arising from the use of an inaccurate working equation of the order of 0.1 %.
On the other hand, the errors introduced into the viscosity ratios v(t)Jv(20 00) would be almost an order of magnitude smaller. Thus, provided, we use the reported viscosity ratios [8] there is no need to adjust the uncertainty band reported by Korosiand Fabuss [8] Deviations of the re-calculated experimental data of references [5] , [6] , [7] and [8] The deviations of the tabulated data from this correlation are shown in figure 2 . The maximum deviation is one of ±0.26%, and is therefore commensurate with the error band of the data included in this complete correlation.
Tabulation
Equations (15) 100 150 FIGURE 2. Deviations of re-calculated experimental data of references [5] , [6] , [7] and [8] [2] , and figure 3 contains a plot of the deviations between the two sets of values. Over the temperature range 0 °0 :::::: t :::::: 40 °0 the deviat.ions do not, AxeAAo ±O.l %, whereas over the temperature range to 150 °0 the departures amount to ±0.3%. A comparison of the present correlations wit~ that given by Nagashima [1] reveals that the discrepancies never exceed ±0.5% in the temperature range 0° to 100 °0. This agreement is in an cases within the mutual uncertainty of the correlations, however, the present work has allowed the viscosity values to be' quoted with closer tolerances than possible hitherto. 
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