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PUBLICATION DISSERTATION OPTION
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Paper I, found on pages 4-28, Mechanical Magnetic Field Generator for
Communication in the ULF Range, has been published in IEEE Transactions on Antennas
and Propagation.
Paper II, found on pages 29-53, Source Reconstruction in Near Field Scanning
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ABSTRACT

This research is divided into three major topics. The first topic, mechanical
magnetic field generator for communication in the ULF range, is discussed in the first
paper. The second topic, source reconstruction in near field scanning for RFI application,
is discussed over the course of two papers. The third topic, analysis of imbalanced 2 or 3
Wire VHF LISN, is discussed in the last two papers.
In the first topic, the possibility to use a mechanical system (a rotating magnet) as
a source (generator or antenna combined) of the ULF magnetic field is investigated. Ultra
low frequency (ULF) communication systems have advantage over the RF systems in lossy
media such as soil or water. A conventional way to create ULF fields is to use coils. It is
demonstrated that the mechanical sources have advantage over coils in terms of occupied
volume or dissipated power and can be a viable alternative for low-size, weight, and power
applications. In the second topic, methods are presented to predict the high-frequency near
electric- and magnetic- fields from a component using a Method of Moment (MoM)
approach. Additionally, the impact of three major sources of error in near field scans:
random measurement noise, cross field coupling, and position error, is investigated on field
prediction. A clear decision-making process with examples is provided to guide the user
toward selection of the "best" representation. In the third topic, an analysis of an
imbalanced two- or three-wire VHF LISN is conducted in terms of its mode conversion
and termination impedance. It is demonstrated that an imbalanced termination impedance
provides a specified degree of conversion from differential- to common-mode, which can
lead to more representative radiated emission test results.
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1. INTRODUCTION

1.1. MECHANICAL MAGNETIC FIELD GENERATOR
Magnetically coupled coils are commonly used for near-field magneto-inductive
(MI) communication. Normally the MI fields are created using resonant coils. However,
due to the high-energy density of permanent magnets, it is possible to create low-frequency
magnetic fields of sufficient magnitude by rotating permanent magnets. The first article
explores the possibility to use mechanical generators to organize communication in the
ULF range by comparing them to the traditional coil sources and proposing an amplitude
modulation method.

1.2. SOURCE RECONSTRUCTION IN NEAR FIELD SCANNING
Near-field scanning is commonly used to characterize RFI noise sources. The
results of the scan may be used to find an equivalent source representation, which is then
used to predict both near-field and far-field behavior of the noise source. The problem of
estimating fields next to sources like an IC is solved by representing the noise source using
two Method of Moment (MoM) planes such that there is always a representation plane
between the true source and the location where fields are estimated. This MoM
representation is evaluated based on its ability to estimate fields both above the scan plane
and next to the DUT when the scans are noisy and when measurements are only performed
in a plane above the DUT. Additionally, a semi-automated source reconstruction method
is proposed for finding a near-optimal dipole representation from phase-resolved electric
or magnetic field measurements. The study considers field prediction both above and to
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the side of the DUT with far fields and the total radiated power (TRP). The impact of three
major sources o f error in near field scans: random measurement noise, cross field coupling,
and position error, was investigated on field prediction. A clear decision-making process
with examples is provided to guide the user toward selection of the "best" representation.

1.3. ANALYZING THE INFLUENCE OF DIFFERENT TERMINATION ON
RADIATED EMISSIONS
Power line EMI noise sources are often rather symmetric with respect to inputs L
and N. Some devices, like those using power line communication, intentionally drive
differential mode currents. In EMI testing there are conflicting interests: One wants to have
a setup which mimics realistic radiation

conditions,

but the

setup needs to be

repeatable from a test site to test site. The common-mode, differential mode and CM-DM
conversion of power systems leads to resonances and conversion which may differ from
site to site, leading to reproducibility problems.
One solution is the usage of LISNs. They suppress resonances, which may reduce
the EMI below the values one would experience in real installations, improve repeatability,
but introduce a significant problem for compliance in those devices that have strong
differential mode current. Real power systems are not symmetric in the higher frequency
range, thus, they convert DM to CM. Here an imbalanced LISN is suggested as a solution.
This study analyzes the radiation from a test case e.g, power cable connected to a
power line communication device, which can generate a strong DM signal. The device
under test (DUT) was terminated to a balanced and an imbalanced LISN with different
power networks. It was shown that both LISNs improved test result repeatability for
different power nets as the LISNs isolate well. Furthermore, the imbalanced LISN creates
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a non-perfect termination condition which converts DM current into CM current. This
conversion increased the radiation about 12 dB compared to a balanced LISN which has
no conversion. This result proves that without imbalance termination, an important mode
of emission is not tested, i.e., a potentially serious DM to CM conversion in the AC network
which causes strong radiation is ignored.
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PAPER

I. MECHANICAL MAGNETIC FIELD GENERATOR FOR COMMUNICATION
IN THE ULF RANGE

Hossein Rezaei
Department of Electrical Engineering
Missouri University of Science and Technology
Rolla, Missouri 65409-0050
Tel: 573-308-9313
Email: hrr7d@mst.edu

ABSTRACT

Electromagnetic (EM) fields at radio frequencies (RF) cannot penetrate deep into
media with high conductivity such as sea water, wet soil, etc. However, moving to the
ultra-low frequency (ULF) range (300 Hz - 3 kHz) allows a considerable range of
communication due to the decreased medium loss at low frequencies and a possibility to
use the penetrating near field.
Magnetically coupled coils are commonly used for near-field magneto-inductive
(MI) communication. Alternatively, it is possible to create ULF magnetic fields of
sufficient amplitude by rotating permanent magnets.
In this work, an ULF magnetic field generator has been created using a rotating
permanent magnet. It has been shown that the proposed field generator outperforms a
conventional coil source (23 dB of field strength for the same volume and dissipated power
that is 0.35 W), which can be a considerable advantage for low size, weight, and power
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applications. A method to produce amplitude shift keying (ASK) modulation signals using
a modulation coil was proposed and analyzed.
It was demonstrated that the inductance of the modulation coil is not critical for
achieving acceptable modulation ratios, which opens a possibility for a compact ASK
generator design. A simple circuit model and analytical formula for modulation efficiency
of the generator was proposed and validated by measurement.

1. INTRODUCTION

Magneto-inductive (MI) communication is a technique commonly used for
underwater or underground communication or wireless power transmission, in biomedical
applications [1]-[8]. In MI communication, the transmission and reception are
accomplished using two coils which are normally tuned to resonance to ensure maximum
efficiency [9], [10]. Alternatively, to the coils, permanent magnets can be used for both
receiving [2] and generating [11], [12] the penetrating near field, although the intended
applications in [2] and [11] are limited to wireless power transfer and biomedical uses.
In this paper, we propose the design of a mechanical magnetic field generator,
including the carrier modulation method, and compare its efficiency to the conventional
coil sources. The mechanical magnetic field prototype is explained in Section 2. In Section
3, the comparison of efficiencies of coil and rotating magnet MI sources is provided. In
Section 4, we proposed ASK modulation method. In Section 5, ASK modulation is
calculated from simulation results and compared and measurement. The conclusion is
provided in Section 6.
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2. MI FIELD GENERATOR

A time-changing magnetic field is created each time the orientation of the magnetic
moment of the permanent magnet is altered. The magnetic field of the permanent magnet
(at the direction of its magnetic moment) at sufficiently large distances is given by [13]
B (r) =

Mo™
2nr3

(1)

where r is the distance from the magnet and m is its magnetic moment. In the quasi-static
approximation (which is quite accurate for the near field) the magnetic field vector at the
observation point would roughly follow the direction of the magnetic moment vector (at
least when the magnetic moment changes direction by 180 degrees, the magnetic field
vector would also flip the direction), allowing a time-changing field by changing the
orientation of the magnetic moment of the magnet.
The easiest way to create a periodic magnetic field is to rotate a permanent magnet
over the axis perpendicular to its magnetic moment. This method was used in the
mechanical generator prototype with a diametrically magnetized cylindrical magnet [14]
(Figure 1).

Figure 1. Diametrically magnetized cylindrical magnet R6036DIA.

7
The dimensions of the magnet are the following: outer diameter - 3/8 inch (9.525
mm), inner diameter - 3/32 inch (2.38 mm), length - 3/8 inch (9.525 mm), and the mass is
4.77g. As shown in Figure 2, the magnet is placed on a brass shaft, which is rotated by two
high-speed DC motors [15].

Permanent magnet
Motor 2
Motor 1

Chassis

Shaft
Figure 2. Prototype of the mechanical magnetic field generator.

The shaft is connected directly to the rotors of the motors, such that the magnet is
supported by the bearings of the motors. Two motors are used to increase the torque and
avoid the need for additional bearings. It should be noted that the permanent magnet should
be placed at a considerable distance from the motors (around 1 cm), otherwise the
interaction between the rotating magnet and the magnets inside the motors prevents them
from running. The entire structure is supported by a plastic chassis. The rotation frequency
is determined by the DC voltage applied to the motors and can reach nominally 56,000
rpm, which corresponds to 933 Hz. In the experiments, a frequency close to 700 Hz was
reached, which corresponded to 2.5 V DC voltage. Achieving higher rotation speeds
requires a well-balanced set-up to avoid excessive vibration.
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To detect the magnetic field generated by the magnet a simple solenoid coil was
used (Figure 3).

Figure 3. Magnetic field detection coil.

The coil had a diameter of 60 mm and 48 turns of 22 AWG wire. The probe factor
of the coil, defined as the ratio of the magnetic B field at the coil location to the voltage
induced at the coil terminals, can be calculated analytically. According to Faraday’s law
the voltage induced at the terminals of the coil exposed to the uniform magnetic field can
we written as:
Vcoii =

dB
N 'A dt>

(2)

where N is the number of turns in the coil, A is the area of the coil cross section, and B is
the magnetic field parallel to the axis of the coil.
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For the harmonic magnetic field with complex amplitude B at frequency m, (2) can
be written as:
Vcoii = - j ^ B N A ,

(3)

and the probe factor is therefore
A coil =

B

1

Vcoii

m NA'

(4)

74

For the dimensions listed above, the probe factor is AcoU = —
to

[T/V]. The

calculated probe factor was validated using a Helmholtz coil that creates almost a uniform
magnetic field close to its axis (Figure 4). The difference between the actual induced
voltage in the receiving coil and predicted using the calculated probe factor was 1.3 dB.
Such an error was deemed acceptable.

Figure 4. Validation of the receiving coil probe factor using a Helmholtz coil.
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The magnetic moment of the permanent magnet can be found by integrating the
residual magnetization of the magnet Br over its volume V [2]:
m = If — rl
dv
Jy Mo

(5)

The calculation can be simplified by assuming a uniform residual field inside the
volume as:
m

Br V

(6)

Mo '
Using the average value of the residual field (Br) for R6036DIA provided by the
manufacturer (1 T), the magnetic moment of the magnet can be estimated using (6) as m =
0.51 A • m 2.
According to (1), the amplitude of the magnetic field at 1 m from the magnet can
be estimated as -140 dBT, which agrees well with the measured value of -141 dBT obtained
by measuring the voltage induced in the receiving coil and applying the probe factor to it.
The achieved rotation speed of 700 Hz corresponded to 0.35 W of power consumed by the
motors. This value will be used as a reference for the efficiency comparison in the next
section. Field strength at greater distances can be calculated using (1). The useful
communication range can be estimated based on the known sensitivity of the receiver.

3. COMPARISON OF EFFICIENCIES OF COIL AND
ROTATING MAGNET MI SOURCES

O f course, similar field intensities can be achieved by a conventional coil structure
driven by the sinusoidal current. Furthermore, new coil designs - e.g., metamaterial, ferrite

11
core coils, or MIMO - were proposed recently to enhance the magnetic field or improve
channel capacity.
The magnetic field of a multi-turn coil with a ferrite core can be increased by about
10 dB over its air core counterpart [16]. However, high permeability materials are
susceptible to saturation in the presence of strong magnetic fields [17] which does not allow
use of these solutions at magnetic field strengths comparable to that of permanent
neodymium magnets (around 1 T).
Using metamaterials increases the effectiveness of the coil significantly [18]-[19].
Unidirectional [19], bidirectional [20], or tri-directional [21] metamaterial coils can
generate up to about a 20 dB stronger field compared to a conventional coil of the same
size at a resonance frequency. Nevertheless, intrinsic resonance of metamaterial coils
would result in a narrow bandwidth of the communication system and low data exchange
rates because of already low carrier frequencies of MI communication (typically hundreds
of Hz).
To address this problem MIMO coil antenna arrays are proposed to increase MI
communication bandwidth [22]. Each element in the array is resonant at its own frequency,
but the antenna array as a whole system has a resonant frequency which might be different
from its elements.
Although MIMO antenna arrays improve channel capacity in M I communications,
the need for multiple coils increases the volume, cost, and complicates the design process
of the system.
As will be demonstrated further, the proposed mechanical generator can generate
up to about 24 dB stronger magnetic field compared to a conventional coil of the same size,
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which is comparable with recently reported field enhancement with metamaterial coil (for
equal efficiencies) [18]-[19]. This might be an important factor for low size, weight, and
power applications. In contrast to the metamaterial coils which are designed to work at a
resonance frequency with limited bandwidth, the proposed mechanical generator allows
tuning the carrier frequency easily just by changing the rotation speed of the DC motors
and modulate at fast rates.
The efficiency of the near field generator is difficult to define rigorously because if
the radiation loss is neglected (which is the case in this study), such a generator does not
dissipate any energy through the magnetic field. Nevertheless, the energy is dissipated in
the generator itself (in the motor or in the coil due to the Ohmic loss in the wire). Since the
role of the generator is to produce the magnetic field of a certain intensity, it makes sense
to define the efficiency as the generated field intensity per amount of power lost in the
generator.
Following this definition, the generators can be compared by, for example, amount
of lost power needed to generate fields of equal intensity, or alternatively by the field
intensity corresponding to the same power of loss. The latter definition is used further in
the study.
Another important parameter is the volume occupied by the generator. It is easy to
create a coil that would produce a stronger field than the permanent magnets (for equal lost
power), but at the expense of occupying a considerably larger volume.
This can be demonstrated by considering the following coil model. Suppose a
copper wire of diameter Dw is wound around the cylindrical air core of radius Rc in Nt
turns and

layers (Figure 5).
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Figure 5. Photo of a typical coil illustrating the parameter definition of the coil model.

The magnetic field generated by each turn at a distance r along the axis of the coil
core can be calculated as follows [23]:
B tt =

B oIR?
3'
2 ( V r 2 + A t2)

(7)

where I is the current in the turn, Rt is the turn radius. Because of the layered structure of
the coil model all turns have different radii, and the distance to the observation point is also
different due to the length of the coil. In order to simplify the field calculation, the
following approximations are used: 1) the distance to the observation point is equal for all
turns (which corresponds to the case when the distance to the observation point is much
larger than the length of the coil); and 2) the mean turn radius Rm is used for all turns,
which is calculated as:

Rm =
where Rm.in

Rc

Rmin

Rmax
2

+ Rmin>

2t+Dw
and Rmax = Rmin + N i (Dw + 2t)
2

(8)
are the minimum and

maximum radii of turns, and t is the thickness of the insulator which is considered to be
10% of the wire diameter in (8).
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The field generated by the coil is, therefore, calculated as:

R coil
mi ~

Po
Nt .
----------- 3 Jvr
2 (V r2 +R?k)

(9)

It is obvious that by increasing the current in the coil it is possible to achieve any
desired field strength. Therefore, to make the comparison to the mechanical source
meaningful, the dissipated power in the coil is required to be equal to the power consumed
by the rotating magnet source achieved in the experiment described above (0.35 W). This
condition ensures equal efficiencies of both sources in terms of dissipated power per unit
of the generated magnetic field (in the case of equal field strength generated).
The current in the coil is therefore calculated as:

I = jPmagnet/ Rcoil>

(10)

where Pmagnet = 0.35 W and Rcon is the resistance of the coil wire:
pLw
P-COll = ~A '

(11)

where p is the copper resistivity (1.73 • 10 8 Ohm • m), Lw is the wire length, and A w =
(D \ 2
n ( y ) is the cross-section area of the wire. The length of the wire is estimated as:
Lw = 2nRm \Nt/ N tl

(12)

where Nt is number of turns and p] is the operator of rounding up to the nearest integer
which is needed to avoid a physically impossible number of turns (Nt) to number of layers
(Ni) ratios below 1.
The volume occupied by the coil is calculated as:
^coil = A CoilLcoil>

(13)
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where A coii = n[Rmin + Ni(Dw + 2 t)]2 is the cross-section area of the coil,

Lcoii =

(Dw + 2 t) \Nt/N i \ is the length of the coil.
The coil model has therefore four parameters: number of turns Nt, number of layers
Ni, wire diameter Dw, and core radius Rc.
The optimal coil design is defined as creating the largest possible magnetic field
strength (at a given distance) for a specified volume. Since both field strength (9) and
volume (13) are non-linearly related to the parameters of the coil, analytical optimization
is problematic, and a random one is performed instead. To perform the random
optimization all parameters of the coil model are represented as random variables as:
Pt = 10Xi,

(14)

where the order of magnitude of the parameter X t = umf(X™in,X™ax) is the uniformly
distributed random number on the interval (Xjnin,X™ax), i.e., all parameters are
exponentially distributed (this results in more uniform distribution of designs when plotted
in the logarithmic scale). For each combination of parameters, the field strength at a
distance of 1 m and the coil volume are calculated. Eventually 50,000 combinations of the
input parameters are analyzed with the limits specified in Table 1.

Table 1. Limits of the coil parameters.
Parameter

Minimum
order X min

Maximum
order X max

Minimum
value Pmin

Maximum
value p max

Number of turns

0

2

1

100

Number of layers

0

2

1

100

Wire diameter

-5

-3

0.01 mm

1 mm

Core radius

-2

-1

1 cm

10 cm
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The resulting designs are plotted in Figure 6 as blue dots on the field
intensity/volume chart with the orange dot representing the rotating magnet field source.
As seen in the figure, the coil of comparable volume would produce the magnetic
field which is approximately 24 dB lower than the field generated by the magnet (-164 dBT
vs -140 dBT). Therefore, the smallest conventional coil capable of producing the field of
the same strength (for 0.35 W dissipated power in Figure 6) would occupy 30 times more
space than a rotating magnet (2 • 10-5 m 3 v s 6.4 • 10-7 m 3). To organize a bidirectional
communication, the system needs to be equipped with a receiver. Potentially the magnet
of the mechanical generator can be used as a mechanical detector of magnetic field [12];
however, the feasibility of this approach requires additional investigation. Alternatively,
the modulation coil, which is introduced in the next section, can be used as the receiving
antenna. O f course, introduction of the additional coil increases the overall volume
occupied by the system.

Figure 6. Comparison of magnet and coil sources in terms of field strength at 1 m and
occupied volume.
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4. ASK MODULATION METHOD FOR THE ROTATING MAGNET
GENERATOR

The source o f continuous sinusoidal signal is virtually useless for communication
and requires a modulation method. The easiest way to achieve modulation in the rotating
magnet generator is to change the rotation frequency implementing the phase or frequency
modulation of the generated signal. However due to large inertia of the magnet and low
torque and power of the high-speed motors, only very small modulation bandwidths can
be achieved using this method.
Alternatively, an amplitude modulation (or more precisely, amplitude shift keying
- ASK) can be achieved by placing the rotating magnet inside a modulation coil loaded by
a variable resistor (a switch) such that the magnetic field vector rotates in the longitudinal
plane of the coil. The principle of operation of this method is demonstrated by the following
analysis.
The magnet placed inside the modulation coil will generate the inductive EMF in
it. The magnet itself is not affected by the coil (assuming that the back EMF effect is
neglected). In this case the magnet can be represented by a coil driven by an AC current
source, which is coupled to the modulation coil. Both the magnet and the modulation coil
are coupled to the receiving coil. The entire model is shown in Figure 7.
The inductor L1 driven by the AC current source SRC1 represents the rotating
magnet. The inductor L2 (modulation coil) is relatively strongly coupled to the inductor
L1 (magnet) and is loaded by the resistor Rs (switch). Both coils L1 and L2 are weakly
coupled to the receiving coil L3. The coupling in the circuit is described by the coupling
coefficients

= M12/ 7 i i T 2, fci3 = M13/V^1^3, and ^ 3 = M 2 3 / ^ L 2 L3. Since the
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coils L1 and L2 are in the vicinity of one another, and the coil L3 is placed at a large
distance from L1 and L2, the following conditions are true: k 1 2 » k 1 3 and k 1 2 » k 23.

The current / 1 in the inductor L1 is set by the current source which induces the EMF
in the inductor L2; at the same time, the contribution of the current in the inductor L3 to
the current in L2 is negligible because of the weak coupling, therefore, the EMF induced
in the L2 is:
(15)

V2 —
and the current in L2 is:
l ——

(16)
Rs + j ^ L

2

Both currents / 1 and I2 induce the EMF in the inductor L3:
V3 — —jte M i 3 li —jteM23l2.

(17)

By substituting (16) into (17) the EMF V3 can be expressed as:
M2 (Mi3L,2 — M 1 2 M 2 3 ) —jto M ^R g
V3 — I

Rs + jw L 2

(18)
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Equation (18) describes the steady state amplitude of the voltage induced in the
receiving coil, which depends on the resistance of the switch Rs .
Assuming the resistance of the switch is infinite in the open circuit condition
Rsoc =

and is equal to some constant value in the short-circuit condition Rssc = R 0

(representing the residual resistance of the switch and the resistance of the modulation
coil), two possible amplitudes of the induced voltage can be found as
_

ti>2(M 1 3 L 2 —M 1 2 M 2 3) —jM M 1 3 R 0

3,SC = 1

R p + j^

'

(19)

V3,oc = jteM 13 / 1 .
Two different amplitudes in (19) allow implementing the ASK modulation with the
ratio of values (modulation ratio)
^ _ V3 .sc _ (^13^2 —M 1 2 M 3 2 ) —jM ^ R p /M
V3,oc
jM i 3 Rp/ M — L 2 M 1 3

^ 0)

Expressing the mutual inductances through the coupling coefficients shows the
modulation ratio is

K =

k 1 3 { 1 + T u t;)

ki nko
^ 1 2 ^ 23

(2 1 )

—k 1 3 i 1 + T § k )
Introducing the effective coupling coefficient from the magnet to the receiving coil
Rp \
k-i3 = k13 ( 1 + .
jM L 2 ) ’

(2 2 )

the modulation ratio can be expressed as:
K = k 1 2 T? — 1 .
13

(23)
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In the case when the resistance of the switch/coil is negligible relative to the
reactive impedance of the modulation coil (i.e., when R 0 << |/mL2|), the modulation ratio
becomes
(24)

K = fci2 —
- 1 .
^13

In this situation, the modulation ratio is determined solely by the coupling
coefficients between the magnet (L1) and modulation coil (L2), between both of them to
the receiving coil (L3) and does not depend on coil inductances. In practice the short circuit
resistance is not always negligible, which increases the absolute value of the modulation
ratio (23) (i.e., makes the modulation less efficient) relative to (24).
The ratio between the amplitudes (23) can be related to the modulation index, which
is the ratio between the modulation amplitude (or half difference between the modulation
levels M = V3’oc Vs’ocK = V3. ^12^23) and the carrier amplitude (or the average between
2
two modulation levels
a

A =

^3,OC+V3,OcK
2^13 ^12^23\
;
= v3,oc
;
) as
T r

M
mA = T

1-K

k 1 2 k2

(25)

The analysis presented above is simplified, as it does not take into account
transitions between the high/low impedances in the modulation coil and assumes steady
state signals for both states of the modulation coil (short and open). However, as numerical
simulation of circuit in Figure 7 shows, the accuracy of estimation (25) is good. For
example, the first harmonic of the side band of the voltage in the receiving coil V3 obtained
numerically for R 0 = 0, k 1 2 = 0.8, k 1 3

=

k23

= 1 • 10 -4 with f c

Hz, and 50% duty cycle has a value of -7.5 dBc as Figure 8 demonstrates.

= 1 kHz and fAM
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Figure 8 . Spectrum of the AM modulated voltage in the receiving coil for R 0 = 0 k 2 1 =
0.8, f c = 1 kHz, fAM = 123 Hz, 50% duty cycle. Obtained using transient analysis.

A similar value can be determined using the approximated analysis presented
above. In a one-tone AM modulation, the carrier to side band ratio is m AM/2 . In the circuit
at Figure 7 the modulation is performed using a rectangular signal, which has an increased
amplitude of the first harmonic compared to the sinusoidal signal of the same amplitude.
The value of the first harmonic of the rectangular waveform of amplitude M is M 1 =
4m

tv
s in n p , where tp is the pulse width, and T is the period of the signal. For the 50% duty
4

cycle signal with unit amplitude the first harmonic amplitude is: M 1 = . Therefore the
relative amplitude of the first harmonic of the side band estimated using (25) for k 2 1 = 0.8
is

= — Mi =
2

12i 23
- = 0.42, corresponding to -7.44 dBc, which is very close to
2^13- ^12^23 ^

the value obtained by a circuit simulator.
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To test the ASK modulation method described above, the rotating magnet was
placed inside the coil as illustrated in Figure 9.
The coil in Figure 9 was shorted by the parallel channels of six low-channel
resistance MOSFETS (TPHR6503PL, on-channel resistance 0.4 m fi), driven by the signal
generator at 10-500 Hz as shown in Figure 10.
A typical signal induced in the receiving coil in the set-up in Figure 9 is shown in
Figure 11, demonstrating ASK modulation. As shown in Figure 11, frequency of the carrier
and the modulation signals are about 440 Hz and 107 Hz, respectively, with a modulation
ratio of about 0.32.
Even though no optimization of the ASK prototype was performed, the size of
prototype (1.88 • 10-5 m 3) is close to the smallest coil (1.8 • 10-5 m 3) capable of
producing the field of the same strength (see Figure 6).
Further minimization of the modulation system might create the mechanical source
outperforming the conventional MI coil.
Knowing that the modulation ratio in ideal circumstances does not depend on the
inductance of the modulation coil, it might be possible to create the effective ASK system
even with smaller modulation coil.
An obvious solution would be to wind the modulation coil as close to the magnet
as possible. However, as experiments show, when the modulation coil becomes too
strongly coupled to the magnet, the inductive force applied to the magnet when the
modulation coil is switched becomes too strong, which leads to undesirable effects such as
carrier frequency decrease, increased power consumption, and parasitic frequency
modulation.
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Figure 9. ASK modulation prototype.

Figure 10. Circuit for the ASK modulation.
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5. ESTIMATION OF THE COUPLING BETWEEN THE MAGNET AND THE
MODULATION COIL

In order to design the magnetic generator with ASK the coupling coefficients k 12,
k 13, k 2 3 need to be estimated. This can be achieved using electromagnetic simulation. A
magnetostatic solver in CST [24] can be used to determine the coupling coefficients in a
model shown in Figure 12.
The model corresponds to the prototype in Figure 9, with three coaxial coils. Coils
2 and 3 reproduce the dimensions of the modulation and receiving coil, and coil 1 - roughly
the dimensions of the magnet (the magnet shape cannot be modelled exactly because its
magnetic moment rotates perpendicular to the magnet symmetry axis).

Time (s)

Figure 11. Measured time domain waveform of the AM modulated signal.
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Figure 12. EM model for the coupling coefficient calculation.

Figure 13. Measured and calculated modulation ratio.

The simulation in Figure 12 resulted in the following values of the coupling
coefficients: k 1 2 = 0.14, k 2 3 = 0.0 3 8 , and k 1 3 = 48 • 10- 4 . The inductance o f the
modulation coil is 34 pH and its resistance is 26 mO. Using the values above the absolute
value of the modulation ratio was calculated according to (23). Also, the modulation ratio
was measured by recording waveforms similar to one in Figure 11 at different carrier
frequencies. Both measured and calculated ratios are presented in Figure 13. As the figure
demonstrates, the EM simulation with (23) estimates the modulation ratio with acceptable
accuracy.
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6. CONCLUSION

Analysis of the rotating permanent magnet in terms of its efficiency was conducted.
It was demonstrated that the rotating magnet source outperforms a conventional coil source
by a large margin (23 dB of field strength for the same volume and dissipated power),
which might be a considerable advantage for low size, weight, and power applications.
A method to produce ASK signals using a modulation coil was proposed and
analyzed. It was demonstrated that the inductance of the modulation coil is not critical for
achieving acceptable modulation ratios, which opens a possibility for a compact ASK
generator design.
A simple circuit model and analytical formula for modulation efficiency of the
generator was proposed and validated by measurement. Besides modulation, the
modulation coil can be used as a receiving antenna in a bi-directional communication
system.
Modulation coil increases the overall volume of the system, reducing its efficiency
to the levels comparable to that of the conventional coil generator. Further optimization of
the system is needed to surpass the coil generator efficiency.
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ABSTRACT

The ability to predict the electric and magnetic fields generated by a component can
solve many in-system interferences problems before they occur. Methods are presented to
predict the high-frequency near electric- and magnetic- fields from a component using a
Method of Moment (MoM) approach. The current representation is estimated from a near
electric-field scan by solving the electric field integral equation (EFIE). The reconstruction
method was validated with measurements of a test board containing a buffer IC. The
current representation was shown to accurately predict fields at locations both above and
to the side of the buffer with less than a 3.5 dB average error. Here, a near-field scan was
only performed on a flat plane above the emitter and was used to predict sources to the side
of the emitter.
To accurately predict fields to the side of the emitter, the current representation
must be defined on a surface between the emitter and the prediction location. An error
analysis was performed to understand the impact of scan plane parameters like the size of
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the scan plane, the size of the current representation, and the relative distance between the
current representation and the estimated fields on prediction accuracy.

1. INTRODUCTION

Due to the complexity and reduced size of new wireless products, it is important to
predict the potential for radio frequency interference (RFI) between components, like from
integrated circuits (ICs) and high-speed traces to nearby antennas. Unwanted coupling
from high-frequency components may degrade the radio frequency (RF) performance of
the wireless receivers. Potential problems can be mitigated by predicting the near electric
and magnetic fields generated by components early in the design process, and then
modifying the design to minimize coupling issues.
Near-field scanning is commonly used to characterize RFI noise sources. The
results of the scan may be used to find an equivalent source representation, which is then
used to predict both near-field and far-field behavior of the noise source. One
representation is the equivalent dipole method [ 1 , 2 ], which represents near electric and
magnetic fields using an array of infinitesimal electric and/or magnetic dipoles. The
amplitude and phase of each dipole is set to best reconstruct electric and magnetic fields
measured near to the source.
In another representation, noise sources are represented with a Huygens box, where
tangential electric and magnetic fields on a surface entirely enclosing the source or a
surface only between the source and the victim are set to values which best reconstruct the
scanned fields [3, 4]. These fields on the Huygens box may then be treated as sources to
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generate fields outside of this surface [3, 4]. Another approach for representing noise
sources is related to the electromagnetic solution carried out by the method of moments
(MoM). Practically, this method is based on the theorem of equivalent surface currents.
Essentially, electric, and magnetic currents on a surface allow prediction of the fields
generated by the source [5]. Conversely, if the measured fields are known one can estimate
source currents by solving an inverse problem [5 - 7]. Current distributions can be found
from known electric or magnetic fields, or a combination of the two.
In the following study, a current representation is inferred from near electric fields
measured only in a plane above an emitter of interest. To accurately reconstruct the current
representation, phase-resolved near field data was used. The inferred representation was
then used to estimate fields both above the scan plane and on a vertical plane located to the
side of the emitter. The fields to the side of the emitter may lie above or below the scan
plane, so the measurement may not entirely capture the characteristic of these fields. This
scenario is of interest in RF de-sense applications since measurements can often only be
performed above the emitter, but one is interested in coupling to the side, for example when
an IC couples to a nearby antenna on the same printed circuit board. This coupling could
be estimated using an approach like the one in [8], where transfer coefficients are calculated
between a victim antenna and equivalent dipoles representing the noise source in order to
estimate the RFI. For the work presented here, the transfer coefficient would be calculated
using a MoM representation.
In the following sections, methods will be derived to estimate current sources from
near electric field measurements. The accuracy of the approach will be studied through
simulations of the fields generated by a trace and an IC, based on the ability of the current
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sources to accurately reconstruct fields both above and to the side and the emitter. As the
scan is made in a plane above the emitter, and sources to the side o f the emitter are
estimated imperfectly, a study of scan and estimation parameters is conducted to better
understand what errors can be expected in realistic measurements. Measurement over a
real IC package were performed to validate the proposed methods.

2. MOM BASED CURRENT RECONSTRUCTION METHOD

An MoM representation of near-field sources can be found by solving [9 - 11]:
E = —j u A — V0

(1)

where A, the magnetic vector potential, and ^, the scalar electric potential, can be expressed
as [9 - 11]:
A(r) = p JS/ ( r ) Go(r, r')d S '

(2 )

0(r) = 1 f S° (r ')G o (r ,r ')dS'

(3)

where J is the source current and a is surface charge density. The Green’s function in a
homogeneous medium is defined by:

Go (r, r ) =

e

-jk\r-r'

(4)

4 n r — r'
where k =

= 2n /A is the wavenumber and X is the wavelength. The permeability

and permittivity of the surrounding medium are p and e, respectively, and

is the

distance between an arbitrary observation point r and a source point r’ on domain S. Both
r and r ’ are defined with respect to the origin 0. The unknowns in (1) are / ( r ) and a (r').
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The surface charge density o is related to the surface divergence o f J through the equation
of continuity [9, 11],
(5)

v s .J = -y'fflff
The E field can therefore be calculated as:

E s (r ) = —j ^ ^ I G ( r ,r ') J ( r ' ) +
S

jV 'V '.J ( r ') d r ’

( 6)

A similar equation can be derived using the H field instead of the E field [7, 11].
Contrary to the equations derived in [7], all three current components are considered in (6).
To use ( 6) in a simulation, the surface integral can be approximated with a summation of
currents over a discretized domain multiplied with proper basis functions as [7, 9, 10, 11]:
M
j( r ) = ^ J n fn (r )
n=l

(7)
n = l

M.
M.

where Jn are unknown coefficients, f are Rao-Wilton-Glisson (RWG) basis functions, and
M is the total number of basis functions. Each basis function is associated with an interior
edge, i.e., non-boundary edge (Figure 1), of the patch model and vanishes everywhere on
S except in the two triangles attached to that edge.

Figure 1. A triangle pair and the geometrical parameters associated with the interior edge.
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Figure 1 shows two such triangles, T+ and T - , corresponding to the nth edge of a
triangulated surface modeling a scatterer. The nth basis function (that is associated with
the nth edge) is defined as:
f
fn (f ) = <

P+
—
u+ f
K
n
PKn

{0,

jr1 ee T1n+
( 8)
r e T'
elsew h ere

where the local coordinates are defined as: p+ = r — rn+ and p - = :rn- —r. For the nth
interior edge, this representation uniquely defines two adjacent triangular cells Tn+ and T - .
Their corresponding heights are h+ and h -, respectively. Using RW G basis functions (8)
and discretized current (7), the electric field (6) can be written as:
[E] nxl

[^Inxm X [/] mxl

(9)

where n is the number of observation points, and m is the number of current densities along
inner edges on the conductor surface o f the MoM domain. To calculate the surface current
from a known field, a transfer function matrix is calculated. To calculate each integral in
(6), consider an RWG element m with two inner triangles 7j± adjacent to the edge of length
lm (Figure 1), and the current on the mth edge over the surface of this element, giving:
n

m

( 10 )

[T]nxm = —j u p ^ ^ G ( r , r ' )
i=i i=i
In case of having incident electric field E, current on each edge can be easily
calculated with the least square method from (9). The surface current on each edge can be
calculated as:
[/ ] m x l =

I X 'H m X m x X t x m x [^ ] n x l

(11)
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Here, the least square method is used because the number of unknowns is not
always the same as the number of measured field points, n, in (9) [7, 12, 13]. The accuracy
of the elements of transfer matrix [T] depends on the accuracy of the integration done in
( 6). This integration has to be done on a source consisting of triangular patches. The
integral in (6) can be solved using the weighted Gaussian quadrature method [7] or the sub
triangle method (Figure 2), in which the position of sample points, ai, inside the triangles
can be obtained from the vertices of triangle (r1, r2, r3). In this study, the integrals were
solved with a summation over nine sub triangles (Figure 2a).

(a)

(b)

Figure 2. (a) Nine sub triangles with the corresponding centers as sample points, (b) 7points Gaussian quadrature elements.

As T'T in (10) is ill-conditioned, (11) must be performed with regularization to find
a meaningful approximate solution in the presence of noise [12]. A common approach uses
Tikhonov zero-order regularization, which minimizes the total energy in reconstructed
current sources as [ 1 2 , 13]:
+ A2 / ] 1 Tnmx i [^ ]nxi

(12 )
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where I is the identity matrix and X is a regularization coefficient tuned to maximize the
accuracy o f the result and minimize the impact of noise or errors. Here we used the
discrepancy principle to determine the value of X, where the value is selected to balance
the accuracy of the solution for the sources in the linear system of equations Ax = y, to
within the accuracy of the measurements of y [13]. The relative error between the measured
and reconstructed electric fields at the measured locations is defined as [ 1 2 ]:
W E n-T^^W
RE~

( 13)

PJ

where ||-|| is the Euclidean norm. When X =0, the relative error is minimized, but the
solution may be non-optimal. From [12], a suitable value of X is found when:
REprediction (X) = REoata

(14)

where REPrediction (^) is the relative error in the predicted data as shown in (13) and REData
is the expected error in the measured data, as defined based on experience [12]. The process
for determining a 2D planar patch of sources is shown in Figure 3, for the case where the
patch is located on a planar surface at height Z = 0.

Figure 3. Determination of source currents, J.

37
Given the scanning information, a perfect electric conductor (PEC) plane is placed
on the XY plane at Z = 0 mm and discretized into triangles e.g., 200 cells. This plane will
be called the source plane. The transfer function matrix [T] is calculated with RW G basis
functions between any observation plane, e.g., Z = 1 mm, or Z = 5 mm, and the source
plane. The currents forming the sources are found using (12). These sources can then be
used to find the fields at any location, not just the measurement locations.

3. VERIFICATION THROUGH SIMULATION

Strong noise coupling from neighboring components to system antennas may
degrade the RF performance of the system. The sources inferred from (12) may be used to
predict fields to the side of a component (i.e., in the x or y direction), as well as above (i.e.,
in the z direction). In [14] current sources were inferred from electric field information (Ex,
Ey and Ez) in an observation plane and were used to predict fields above the observation
plane in a 3D full wave simulation.
It was also shown that the proposed method can accurately predicted fields to the
side of a ring or bowtie antenna (the emitters) when using noisy scanning data above the
antenna to predict the sources. Noise was added to the simulated data to make the signal to
noise ratio (SNR) 10 dB in the examples. For these antennas, the emitting currents run only
in the x and y directions since the antenna has a 2D geometry.
The inverse solution was therefore able to accurately represent current flowing
within the antenna, and the error in the estimated fields in all directions was less than 2 dB
for the cases studied [14].
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Most unintentional radiators, however, cannot be entirely represented as planar. An
IC, for example, is a common source of interference and will have currents flowing in the
z-direction as well as in the x and y directions. The interference from these more complex
structures must also be considered. The IC and trace shown in Figure 4 was used to study
these more complex scenarios. The IC and trace together may generate interference. The
dimensions of the ground plane was 60 mm x 60 mm (2 X*2 X at 10 GHz). The trace was
excited on one side at 10 GHz with a 1-V, 50 Q port and was terminated on the other side
with a 50 Q load. The IC is a commercial microcontroller in a quad flat package (QFP).
An electromagnetic model for the IC package was developed as part of the work described
in [15]. The IC was mounted 0.4 mm above the PEC ground plane and was excited at two
different 1-V, 50 Q ports at 10 GHz. The fields generated by each stimulation source were
found separately and then added to determine the emissions from the noise source DUT.
Electric Fields with phase were simulated from these sources in CST Studio Suites [16]
and used to validate methods for predicting interference using the source reconstruction
technique.

Figure 4. Fields generated by an IC and a trace represented with sources.
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Initially, sources were found only on a 40 mm x 40 mm planar meshed PEC patch
as shown in Figure 5.a. The patch was located in the XY plane at Z = 0 mm and discretized
into 376 mesh cells with 540 adjacent edges. The transfer function matrix [T] was
calculated with RW G basis functions assuming the data was captured in a 60 mm x 60 mm
observation plane at Z = 2 mm, with step size 1 mm (i.e., there were 3600 measurements
of Ex, Ey and Ez within the plane).

(a)

(b)

Figure 5. The current sources were represented with a) a plane just above the IC and trace
in initial estimates, and b) two perpendicular planes in later studies.

White noise was added to the measurements to give them an SNR of 10 dB. The
noisy scanning data was used with (12) to estimate the sources. These sources were then
used to predict the fields above the measurement plane, at Z = 6 mm.
Fields were also estimated on a YZ plane at X = 25 mm. The trace and IC (which
will be referred to as the device under test, or DUT) occupy an area from X = -20 mm up
to X = 20 mm. Placing the reconstruction plane at X = 25 mm puts it slightly outside the
boundary for the Huygens’ box surrounding the DUT.
The reason for this selection will be further discussed in the next section. The
simulated and predicted results are shown in Figure 6 a and Figure 6b. The predicted fields
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above the measurement plane, at Z = 6 mm, had less than a 2 dB relative error [14], but the
average error in the fields to the side of the sources, in the YZ plane at X = 25 mm, was as
high as 6 dB (Figure 6b). The reason the errors were higher in this test than found for planar
antennas in [14] is the current flowing in the Z direction on the 3D structures.

Ex (V/m) CST, Mag (X - 25 mm)

Evy(V/m) CST, Mag (X - 25 mm)

Y /mm
Ez (V/m) CST, Mag (X = 25 mm)

Y /mm
Etotal (V/m) CST, Mag (X = 25 mm)

Y /mm

Y /mm

(a)

(b)

(c)
Figure 6 . Simulated and predicted E-fields from the IC and trace (Figure 4) at X = 25 mm
with step size of 1 mm: a) Noiseless scanning data; b) Reconstructed E-field from noisy
data using 2D planar surface to represent sources (average error ~ 6 dB); c)
Reconstructed E-field from noisy data using two source planes (average error ~ 2 dB).

3.1. ESTIMATION OF SOURCES ON SURFACE SURROUNDING EMITTER
Errors in fields to the side of the emitter can be reduced by estimating equivalent
sources on a surface surrounding the sources of interest, similar to a Huygens box [17].

41
Strictly speaking, the surface should surround the source. When only predicting fields to
one side of the source, however, an open surface like a half-sphere, open box, or two simple
planes (Figure 5b) can be sufficient. The most important idea is that equivalent sources
should be located between the real source and observation points (Figure 7).

3.2. IMAGE THEORY
For the problem at hand, the fields are predicted over a conducting surface (i.e., the
return plane) rather than in free space. The impact of the ground plane can be accounted
for by using image theory [18], such that fields are calculated from both the source and its
image as though they are in free-space and are summed together to estimate the fields above
the ground plane. Although the ground plane is not infinitely large, one may be able to
assume that both the emitter and the susceptible antenna sit above this plane so that image
theory will apply. For cases where the victim does not sit above the return plane, however,
image theory cannot be used, and sources muse be represented on the return plane itself.
Including the image, the sources in Figure 7 may be represented as shown in Figure
8 . Transfer coefficients are be calculated from both the source (T1) and its image (T2), and

the electric field can be represented as:
[E]nxi = [71 72] nx2 m X
where ]

1

\Jl

(15)

2 J 2mx1

and J 2 are appropriately symmetric if the ground plane is infinite.

3.3. ACCURACY OF ESTIMATED FIELDS
Estimated fields above the measurement plane and to the side of the IC and trace,
in the YZ plane at X = 25 mm, are shown in Figure 6 c, when the SNR of the field
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measurements was 10 dB and when using two perpendicular planes to represent the
sources. As when finding current sources only in a plane above the IC and trace, the
predicted fields above the measurement plane, at Z = 6 mm, had less than a 2 dB relative
error. When predicting the fields to the side of the sources, in the YZ plane at X = 25 mm,
however, the average relative error in the fields reduced dramatically from 6 dB to 2 dB.

Figure 7. The current sources were represented on a surface roughly surrounding the IC
and trace.

Figure 8 . MoM surfaces and their images.

To further analyze error, Figure 9 shows the RMS error using (13) for locations in
the X=25 mm YZ plane as a function of their height, Z. As expected, the error is highest
for fields closest to the return plane, and smallest for fields located closer to the observation
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plane. This result is expected in part because less information is available for the
components far from the observation plane. The relative error is 3-4 dB smaller using two
source planes than using only a single plane.

Figure 9. Relative error versus height for fields predicted in the YZ plane at X = 25 mm
using a single source plane and using two perpendicular planes.

The accuracy of the estimated fields also depends on the size and location of the
scan plane, and the distance between the equivalent sources and the prediction plane.
Figure 10 shows a schematic representation of the IC, the source planes, the scan plane,
and the prediction plane. Simulations were performed to demonstrate the impact of the size
of the scan plane, X1, the relative height of the scan plane, H1, and the relative distance
between the sources and the prediction plane, X2. Simulations were done with a full wave
solver with scan plane sizes of 60 mm x 60 mm, 80 mm x 80 mm, 120 mm x 120 mm, and
160 mm x 160 mm, and at heights of 2, 2.5, 3, 4, 6 , 8, and 10 mm. Fields were predicted
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using the source representation on observation planes at X2 = 1, 3, 5, 7, 9, 11, 13, 15, 17,
19, 21, 23, 25, 27, 29, 31, 35, 40, 45, 50, 55, 60, and 70 mm, and were compared to results
found directly through simulation.

Figure 10. Schematic of scanning, prediction, and source planes.

Increasing the size of the scan plane from 60 mm x 60 mm to 80 mm x 80 mm
decreased the average error by about 0.5 dB at X = 25 mm and 1 dB at X = 70 mm. As
expected, a larger scan plane provides more information for current reconstruction.
However, the improvement is less important for an observation plane at X = 25 mm since
the scanning plane is already much larger than the source (at least three times bigger).
The error in the predicted fields is expected to depend both on the distance to the
sources and on the height of the scan plane. To capture how these parameters impact the
accuracy of the predicted fields, relative error is plotted in Figure 11 as a function of
distance from the sources, (X2). Not surprisingly, the error is smaller for a lower scanning
height (H1) when X2 < H1. In a real application, however, some problems will occur if the
probe is too close to the DUT, as the definition of the “height” of the center of the probe
becomes less clear. A 1 mm loop probe should not be used at 0.2 mm height, as we do not
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really know what the probe is measuring, and the probe’s electrical center depends on the
distance to the DUT. This issue is relevant if the probe and DUT are less than one probe
size apart. If the region of interest is close to the DUT (X2 < H1 + H3), the scanning height
should be as small as possible. When predicting fields far away from the DUT (X2 > H1 +
H3), however, the height of the scanning plane is less important.

Figure 11. Average relative error (dB) versus the distance from source plane.

4. VALIDATION THROUGH MEASUREMENT

Simulated results were validated through measurements of the near electric fields
over a test IC. The x-, y-, and z-components of the electric field were measured with a near
field scan system. To obtain accurate phase-resolved results, the probes were calibrated
and compensated first [19] and then the IC was scanned second using a Vector Network
Analyzer (VNA) together with a reference signal to obtain the phase at each measurement
location. The IC, test board, and measurement plane are shown in Figure 12. A diagram of
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the measurement setup is shown in Figure 13, and a picture of the setup is shown in Figure
14.

(a)

(b)
Figure 12. Near-field scans were performed over a buffer IC: a) test board with buffer IC
overlaid with the source surface; b) measurement and observation planes relative to the
noise source.

Figure 13. Block diagram of measurement setup.

47

Figure 14. Measurement setup.

The test IC used here was a buffer IC [20] fed by a 5 dBm signal at 500 MHz. Near
field scans were performed at 1.5 GHz at the third harmonic of the buffer output. The
scanning plane was 20 mm x 80 mm with a step size of 1 mm (1600 measurement points).
The scanning height was 2 mm above the PCB.
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The current sources were constructed on two planes as shown in Figure 12: a 25
mm x 20 mm plane above the IC and a 1.5 mm x 20 mm plane next to the IC. The YZ
plane next to the IC is located at X = 45 mm, since the DUT noise sources were located
between X = 25 mm to around X = 45 mm, as shown in Figure 12. The planes were
discretized into 424 triangles (611 adjacent edges) for expansion using RWG basis
functions.
The transfer function matrix [T] was calculated with RWG basis functions
assuming the scan plan was located at Z = 2 mm, and the observation planes were located
at Z = 5 mm, and at X = 48 mm.
The measured and predicted fields in the XY plane above the scan plane, at Z = 5
mm, are shown in Figure 15. The shape of the fields is reconstructed well. The average
error is less than 3 dB between the measurements and the prediction.
Figure 16 shows the measured and predicted fields in the ZY-plane at X = 48 mm.
Here, the shape of the electric fields is also constructed well, and the average relative error
in the predicted fields is less than 3.5 dB (~50%).

5. DISCUSSION

The fields to the side of an emitter are often of interest in RF de-sense applications.
Prediction of these fields can be challenging, however, since measurements can often only
be performed above the emitter. In this paper the MoM method using electric field integral
equation (EFIE) was used to represent the noise source and to predict fields to the side.
While all high-frequency noise sources will emit both electric and magnetic fields, one of
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the two fields will often dominate in the near-field region. Because the output of a near
field probe will always be influenced by both fields, the output of a magnetic field probe
in a strong electric field will tend to depend on the electric rather than the electric field,
and vice versa. Practically speaking, it is generally better to characterize near electric field
sources by measuring the electric field, and near magnetic field sources by measuring the
magnetic field. The approach proposed here depends on measurements o f the electric field,
so is expected to perform best when characterizing near-electric field sources. Strong
magnetic field sources might be better characterized using an approach that depends on the
magnetic field like the one in [7].
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mm
Y /mm
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mm

mm)

mm

(a)

(b)

Figure 15. Measured and estimated electric fields in the XY plane above the test IC at Z =
5 mm: a) Measured fields; b) Reconstructed fields.

To be useful in many systems, the location of the source plane should often be very
close to, if not inside of, the DUT. To demonstrate proof-of-concept in this paper, the
source plane lay just outside the IC. In an application within a dense system, however, there
may be a metal can, heat sink, flex cable, or other object in the region just above or to the
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side of the IC. The source plane cannot intersect with these objects and still generate a valid
result. Locating the source plane just within the IC prevents this possibility.

Y /mm

Y /mm

(a)

(b)
Figure 16. Measured and reconstructed electric fields next to test IC in the ZY plane at X
= 48 mm: a) Measured fields; b) Reconstructed fields.

An error analysis was performed to understand the impact of scan plane parameters
like the size of the scan plane, the size of the source representation, and the relative distance
between the estimated fields and the source plane on prediction accuracy. For the present
analysis, the performance of the approach was also characterized by adding zero-mean
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white noise to simulated data. Real measurements, however, include many other errors like
bias, cross-field coupling, errors in phase and probe position, among others. The impact of
these errors should be investigated in the future.

6. CONCLUSION

Methods were developed to estimate an equivalent representation of sources from
near-field scans of the electric fields. This representation was evaluated based on its ability
to estimate fields both above the scan plane and next to the DUT when the scans were noisy
and only performed in a plane above the DUT. The proposed reconstruction method was
validated with measurements of a test board containing a buffer IC. The representation was
shown to accurately predict fields at locations both above and to the side of the DUT with
less than a 3.5 dB average error for this test case. It was demonstrated that a larger scanning
plane provides more information for source representation. Furthermore, it was shown that
the error will decrease for a lower scanning height (H1). There are some practical
limitations to reducing the height, however, like accurately determining the coupling to the
probe or the probe’s electrical center, which depends on the distance to the DUT. Further
studies are needed to calculate the error considering these and other practical limitations
on different types o f sources which are E field or H field dominant.
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ABSTRACT

Predicting near electric-and magnetic-field emissions can solve many interference
problems before they occur. The three main field reconstruction methods are based on a
Method of Moments representation, dipole representation, and on the Huygens’ Box
principle. In this work, a methodology is proposed for estimating a near-optimal dipole
source-representation in a noisy environment.
The dipole representation is found from electric or magnetic near-field scan data
and with some help from the user. A near field scan is done on a plane above the noise
source and is used to predict fields above and to the side of the noise source.
In order to accurately predict fields to the side of the device under test (DUT),
dipole combinations must be located properly within the noise source area, typically close
to the physical height of the DUT.
The impact of three major sources o f error in near field scans: random measurement
noise, cross field coupling, and position error, was investigated on field prediction. A clear
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decision-making process with examples is provided to guide the user toward selection of
the "best" representation.

1. INTRODUCTION

Prediction of the near electric and magnetic fields generated by devices can be used
to mitigate potential radiofrequency interference (RFI) problems early in the design
process. Near-field scanning is commonly used to characterize RFI noise sources. An
equivalent source representation can be found using the Method of Moments [1-2], the
Huygens’ Box principle [3-4], or equivalent dipoles [5-6]. These representations can be
found using near-field scan data with or without phase information [6-7]. Once found, the
sources can be used to predict the near- and far-field emissions generated by the device.
The Method of Moments represents near electric fields [1, 2] based on the theorem of
equivalent surface currents.
The electric current which flow on a surface can be used to predict the fields
generated by the source. Conversely, if the measured fields are known, one can estimate
source currents by solving an inverse problem. Current distributions can be found from
known electric (EFIE) or magnetic fields (MFIE), or a combination of the two (CFIE).
A near-field scan on a volume surrounding the noise source can be used to predict
the maximal radiated emission from the source using the Huygens’ box principle [3-4].
The significance of the step size of the near field scan, its phase accuracy, and the
importance of scanning over a full Huygens’ box were investigated by simulation in [4].
This study also investigated the effect of scanning area and scanning height and showed
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that equivalent sources on all six surfaces are needed. A study o f the limitation of the
Huygens’ box method was performed in [3] for a few EMC test cases.
An equivalent dipole model represents the source with a number of dipoles placed
throughout the source domain [6, 8]. The value (both magnitude and phase) of dipoles at
fixed locations can be found using the least-squares method with regularization from the
near-field scanning data [6].
Although, different methods have been developed to solve a source reconstruction
problem and provide a possible solution for the EMI source reconstruction through the
near-field scanning, there should be a technique for making decision about when you have
a good result since minimizing the least square error does not necessarily lead to a good
representation in the presence of perturbation noise or other measurement or modeling
errors [9]. The user needs to determine if a solution, which is a combination o f source type,
location, number of sources, etc. and mathematical process for determining the moments
is good or not good.
Table 1 summarizes some of the studies which are self-critical and try to guide the
user finding a solution. As shown, the only practical limitation which has been considered
in the literature, is the presence of white gaussian noise with different signal to noise ratio
(SNR). White gaussian noise is very bad method for EMC application because noise floor
is what exists in a near field scanning and white noise will be canceled out if the number
of scanning point is very high.
Additionally, there are not any exact theoretical criteria to choose the source for an
inverse problem without applying predefined information of the source. The predefined

57
sources are used based on some experimental rules and the results are provided for just a
couple of test cases in each study at a few frequency points [6-23] (Table 1).
To be best of our knowledge, there is no clear approach in literature to help the user
find the best equivalent source e.g., dipole combination, to represent the source for a source
structure with multiple origins of the noise.
Therefore, a study is needed which considers the capability of the field
reconstruction approach for near and far field applications over a wide frequency range for
electrically large and small DUTs in the presence o f typical measurement errors e.g.,
random measurement noise in the scan data, errors in scan height, cross coupling between
electric and magnetic field measurements.
It is also important to analyze the impact on field reconstruction to the side of the
device (where most RFI problems occur) when using sparse scan data from above the DUT
made.
In this paper, a semi-automated source reconstruction method is proposed for
finding a near-optimal dipole representation from phase-resolved electric or magnetic field
measurements. The study considers field prediction both above and to the side of the DUT
with far fields and the total radiated power (TRP).
The ability of the method to reconstruct fields both above and to the side of the
emitter was tested through simulation of several test cases which had either electric or
magnetic field dominant sources, or a combination of the two. 2D feature selective
validation (2D FSV) [24] was used to evaluate the performance of the method.
Measurements over a test board were performed to validate the proposed method.
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Table 1. Summary of different field reconstruction methods.
Any
measurement
error
studied?
No

Any predefined
source?

Yes.

< 0.1

Different
SNR
No

Huygens’ box & dipole
(patch antenna & IC)
Dipole method2 ,3
(Clock buffer IC)

<6

No

~ 1.6

No

current distribution1 (DCDC convertor)
Current distribution (The
CK505 die)
Current distribution
(Transmission Lines)
Dipole moment
(a trace, & the PLL IC)

< 0.1

No

1

0.45

5% of white
noise
Different
SNR
No

Huygens’ box and
equivalent dipoles
(Patch antenna & trace)
MoM, Current source (trace
& CBS antenna)
Dipole method2 (two patch
antennas)
Equivalent dipole (a patch
antenna with four metallic
surroundings)
Equivalent Dipole4
(Magnetic dipoles)

2-3

No

5.8 and
20
2.5

White noise
SNR=30dB
No

Yes.

2.2

No

Yes.

2.2

No

Ref.

Method (DUT)

Freq.
(GHz)

[6]

Dipole moment1
(buffer IC)
Equivalent current1 (Trace
and DC-DC buck convertor)
Dipole moment1 (IGBT and
a power diode)

0.87 & 5

[7]
[8]

[9]
[10]

[11]
[12]
[13]
[14]

[15]

[16]
[17]
[18]

1

20

Yes.

GA found dipole
moment, position, and
orientation.
Yes.
No, GA found number
of dipoles and their
location.
Yes.
Yes.
Yes.
No, guidelines to find
height, source spacing,
and scanning spacing.
Yes.

Yes

No, Dipole moment,
location and number
are obtained.
Equivalent Dipole5
2-3
No
No, Dipole moment,
[23]
location and number
(Magnetic/Electric dipoles)
are obtained.
1) Iterative approach, 2) LSQ, 3) GA, 4) ANN method with iteration, 5) Machine learning
method.
[19
22]
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2. DIPOLE BASED SOURCE RECONSTRUCTION METHOD

A dipole representation o f near-field sources can be found starting with the vector
potential formulation [5]:
Un r
_ e -]kolf-r'1
A ( f ) = 4 0 J„ / ( r , ) |f _ p | dv>’

(>)

where A is the magnetic vector potential, J is the source current, k = mV^U = 2n /A is the
wavenumber, and X is the wavelength. The permeability and permittivity of the
surrounding medium are p and s, respectively, and |f _ r ' | is the distance between an
arbitrary observation point r and a source point r ' on domain v. Both r and r ' are defined
with respect to the origin 0. The Green’s function in a homogeneous medium is defined as:
3-_/fc|r-r'|
G0( r , P ) =
4rc|f _ r '|

(2)

The electric and magnetic fields can be calculated from A [5]:
UoH(r) = V x 4 ( f )
jM£0E( r ) = V x H ( r )

(3)
(4)

The sources are considered to be infinitesimal electric and magnetic dipoles. The
electric dipole moment is defined as I5, and the magnetic dipole moment as M [5]. The
electromagnetic fields which radiate from electric and magnetic dipoles are given by [5]:
\ px ]
Ex'
Py
Ey
Pz
= [T]x
Mx
Hx
My
Hy \
[Mz \

(5)
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where Ex or Hx and Ey or Hy are the x and y components of the electric and magnetic
fields, respectively. The contribution of each dipole to corresponding field component is
represented as T matrix, e.g., THx,Px represents the Hx field component which is generated
with Px dipole. The unknown electric and magnetic dipoles can be found from known field
measurements as [5]:
PX ]
Ex
Py
Ey
Pz = IT T ]-1 x T ' x
Mx
Hx
My
[Hy \
Mz \

(6)

where T is the field generation matrix given in (5).
A typical source representation would place the electric and magnetic dipoles on
an XY plane just above the device whose emissions they are intended to represent. This
plane will be called the source plane. The transfer function matrix [T] can be calculated
between the source plane and any observation point outside a volume containing the
dipoles and the device, for example on planes above and to the side of DUT. There are two
common approaches to quantifying the error in the predicted fields: using the root-meansquare (RMS) error in the predicted fields at known measurement points [1, 7, 10] and
using feature selective validation (FSV) over a scan plane [24]. FSV was chosen by an
IEEE standard committee as a reference method [24] and is widely used in the EMC
community. FSV determines a figure o f merit which is roughly equivalent to a visual
comparison of the measured and predicted data by a human observer. The output of FSV
is found from a point-by-point comparison and is represented in the form of the Amplitude
Difference Measure (ADM) or Feature Difference Measure (FDM) which represents the
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feature differences between data sets. The combination of the ADM and FDM is reflected
in the Global Difference Measure (GDM). The comparison is considered to be Excellent
for GDM < 0.1, Very Good for 0.1 < GDM < 0.2, Good for 0.2 < GDM < 0.4, Fair for 0.4
< GDM < 0.8, Poor for 0.8 < GDM < 1.6, and Very Poor for 1.6 < GDM [24], which makes
the comparison much easier for the user.

3. DETERMINING THE NEAR-OPTIMAL CONFIGURATION

With the presence of uncompensated errors in the measurement, the accuracy of the
predicted fields will decrease. There are three main sources of error in near field scanning:
cross field coupling, position error, and random noise in the measured field levels. The
impact of each noise type will be studied through simulations.
Cross field coupling is caused when the near field measurement probes are sensitive
to more than one field component. In a real measurement, H-field probes also detect the Efield, and E-field probes detect the H-field, causing errors in the measured field
components [25]. The cross-coupling becomes worse at higher frequencies, especially
above 1 GHz. To consider cross coupling effects in simulation, up to 30 % of the unwanted
field (~ -10.5 dB suppression) has been added to the intended field measurements.
Position error is caused by the systematic error in the probe position throughout the
scan [26, 27]. The position error can distort the phase distribution [27], as well as the
magnitude of the measured fields. About a 1.5 mm position error has been considered when
creating "measured" field data to mimic the size of this error in a practical measurement.
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Additive random noise in the measured field levels is caused primarily by
quantization errors in the measurement instrument or by thermal noise within the system.
This error is represented here by setting the affective noise floor of the measurement such
that the maximum signal to noise ratio across the measurement is SNR ~ 15 dB. These
noise sources will be used later in this work to demonstrate methodology for finding a near
optimal dipole representation of an RFI source. The reconstruction method will be repeated
multiple times with different values of random noises to investigate the robustness of the
reconstruction method. To find a near-optimal dipole representation, we propose to find a
dipole combination with relatively low values of GDM, of the standard deviation of the
GDM, and of the standard deviation of the total radiated power (TRP), over multiple
applications of the approach with different instantiations random level noise. While other
parameters like the value of fields to the side of the DUT, or the value of fields on other
planes were in the far field or TRP could substantially improve results, it is assumed the
user does not have any information other than scanning data above the source plane. Using
these measures, we propose the following process for determining the near-optimal
configuration of the equivalent dipoles:
1.

Given scanning information above the DUT e.g., E(x, y, z) and H(x, y, z).

2.

Add random noise, cross field coupling noise, and position error to the system.
Ep (x, y , z ) = E ( x + Ax, y + Ay, z + Az) + n(x, y, z) + a tH(x, y, z),
where n(x, y, z) is random noise and

3.

(7)

is cross coupling coefficient.

consider N different dipole combinations as source representations. Each dipole
combination has a different number of dipoles in the x- and y- directions as well as

63
different spacing between them. There are six dipole types on each location of
source e.g., Px(x,y,z), Py(x,y,z), Pz(x,y,z), Mx(x,y,z), My(x,y,z), and Mz(x,y,z).
4.

Use least-squares to determine the value of sources for each dipole combination
using (6).

5.

Repeat steps 2, 3, and 4 for M combinations of additive random noise.

6.

Result will be a matrix of N x M solutions at each frequency.

7.

The best solution is the one which has the lowest value of 5 on the measurement
plane:
5 = £G D M i + STD(GDMi) + STD(TRPi)

(8)

4. VERIFICATION THROUGH SIMULATION

As shown in Table 1, there is no clear approach in literature which finds the best
equivalent source e.g., dipole combination, to represent the source for different types of
DUT over wide frequency range using minimum number of scanning points. To address
these concerns, two different DUTs were used for verification, e.g., an EMI filter with
different scanning points and an IC with nearby traces over a wide frequency range.

4.1. EMI FILTER
Some unintentional radiators primarily create near magnetic fields, and some
primarily create electric fields. An EMI filter, for example, is a common source of
interference with a strong near magnetic field due to a big inductor creating interference
particularly at lower frequencies. The EMI filter shown in Figure 1 was used to study such
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a source, focusing on emissions at 100 MHz. The big inductor and two capacitors occupy
an area of 20 mm x 25 mm. The big inductor generates a strong magnetic field, which may
interfere with a nearby victim. The dimension of the inductor was 10 mm x 20 mm (0.003
kx0.006 k at 100 MHz). The dimension of the ground plane was 120 mm x 120 mm (0.04
kx0.04 k at 100 MHz). The input ports were excited with 100 MHz sinusoidal signals with
magnitudes of 1 V and -1.1 V (to have a 180° phase change).

Figure 1. EMI filter with ground plane (120 mm x 120 mm).

These inputs create both a differential and common mode excitation, to create a
more realistic source. An electromagnetic model for the EMI filter was developed as part
of the work described in [28]. Electric and magnetic fields were simulated from this source
in CST Studio Suites [29] and used to validate methods for predicting interference using
the source reconstruction technique. Initially, the data was captured in a 120 mm x 120
mm observation plane at Z = 50 mm above the ground plane, with step size 2 mm (i.e.,
there were 3721 measurements of Ex, Ey, Hx and Hy within the plane). The cross-field
coupling (about 30%) and then random noise was added to the noiseless field so that the
maximum SNR ~ 15 dB (Figure 2). As shown in Figure 2, the additive noise has more
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effects on E fields compared to H fields as the DUT is magnetic field dominant. The noisy
information (Figure 2) with position error was used to estimate the sources from (7).

(a)

(b)
Figure 2. Effect of adding cross field coupling and random noise to the captured fields
above EMI filter: a) Magnitude of noisy and noiseless data for Ex, Ey, Hx and Hy, b)
Phase of noisy and noiseless data for Ex, Ey, Hx and Hy.

The prediction algorithm was applied to 40 combinations of additive random noise,
each combination with 43 randomly selected dipole combinations. Each dipole

66
combination has a different number of dipoles in the x- and y- directions as well as different
spacing between them. Figure 3 shows the result of the prediction algorithm (weighted
coefficient 5) which was calculated with (8). As shown, the weighted coefficient 5 is very
small for three combinations e.g., combinations 21, 22 and 23. Combination 22, with 2
dipoles in the x- and y-directions, and a 4 mm gap, gave the minimum weighted coefficient
(5) (Figure 3).

Figure 3. The magnitude of 5 for different dipole combinations. The best dipole
combination shows the lowest value of 5.

The variation of the GDM value (minima, maxima, and average) for the EMI filter
model on three planes e.g., primary, secondary, and side plane, is shown in Figure 4 for
different dipole combinations.
Secondary and side planes are used for validation of the method. As shown, the
GDM is very sensitive to noise except for combination 21, 22 and 23. Additionally, the
value of GDM is higher for all combinations except 21, 22 and 23, especially on the side
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plane. However, the best dipole combination (combination 22) has the lowest GDM value
on all planes. The fact that this combination has the lowest GDM and is very robust against
noise i.e., it has the lowest standard deviation of GDM and TRP, guarantees the
repeatability of the result in a noisy environment. The best dipole combination was shown
to predict the TRP with less than a 2 dB error.

P rim ary Plane
— S econdary Plane
— S ide Plane

Different Dipole Combinations
P rim ary Plane
Secondary P lane
S ide P lan e

Different Dipole Combinations

P rim ary Plane
Secondary' Plane
Side Plane

Different Dipole Combinations
P rim ary Plane
S econdary Plane
Side Plane

Different Dipole Combinations

Figure 4. The variation of the GDM value (minima, maxima, and average) for the EMI
filter model on three planes.

Figure 5 shows the reconstructed fields when using combination 22 from Figure 3
as the source. The predicted fields are compared with simulated noiseless data in the XY
plane above the scan plane at Z = 62 mm and to the side of the DUT at X = 55 mm. The
shape of the fields are reconstructed well. The GDM value is also lower than 1 which is
considered as “Fair” for FSV evaluation.
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(a)

(b)
Figure 5. Noiseless simulated fields and predicted fields from noisy data for the EMI
filter (Figure 1) using the best dipole combination (combination 22 from Figure 3): a) at
Z = 62 mm and b) at X = 55 mm.

The accuracy of the estimated fields depends on the number of scanning points, as
well as which field components are scanned e.g., Ex, Ey, Hx and Hy. Generally, either the
electric or magnetic field (alone) can be used to reconstruct the source as long as the noise
source is either electric or magnetic field dominant [6, 7, 9]. An EMI filter is a strong near
magnetic field source due to a big inductor. Figure 6 shows the GDM value of the predicted
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fields on different planes using different numbers of scanning points and only using the
measured value of magnetic fields over the scan plane. As shown, for an EMI filter which
has magnetic-field dominated emissions, it is possible to use only around 30 measurements
of only the magnetic field on a plane above the DUT (from Z = 40 mm to Z = 60 mm) to
adequately reconstruct the source.
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Figure 6. FSV evaluation on different planes using only magnetic field components for
prediction versus different scanning points.

4.2. IC WITH OPEN AND SHORT TRACES
Another source of interference would be a more complex structure with both
electric and magnetic fields. The IC with open and short traces shown in Figure 7 was used
to study these more complex scenarios. The IC and two traces together may generate
interference. The dimension of the ground plane was 120 mm x 120 mm (0.24 kx0.24 k at
600 MHz). Both traces were excited on one side at 600 MHz with a 1-V, 50 Q port. One
trace was terminated on the other side with a 1 Q load and the other trace was left open.

70
The IC is a commercial microcontroller in a quad flat package (QFP). An electromagnetic
model for the IC package was developed as part of the work described in [1]. The IC was
mounted 0.4 mm above the PEC ground plane and was excited by two different 1-V, 50 Q
ports at 600 MHz. The fields generated by each stimulation source were found separately
and then added to determine the emissions from the noise source DUT. Both magnetic and
electric fields with phase were generated from these sources in CST Studio Suites [29] and
used to validate methods for predicting interference using the source reconstruction
technique.

Figure 7. IC with two nearby traces.

Initially, the data was captured in a 120 mm x 120 mm observation plane at Z = 5
mm, with step size 2 mm (i.e., there were 3721 measurements of Ex, Ey, Hx and Hy within
the plane). In order to investigate the effects of practical limitations on reconstruction, the
cross-field coupling (about 30%) and random noise was added to the noiseless field so that
the maximum SNR ~ 15 dB. Figure 8 shows the magnitude and phase of the noiseless and
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noisy E- and H-fields. The noisy fields of Figure 8 with 1.5 mm position error have been
used with (6) to estimate the sources.

(a)

(b)
Figure 8. Effect of adding cross field coupling and random noise to captured fields above
IC and two nearby traces: a) Magnitude of noisy and noiseless data for Ex, Ey, Hx and
Hy, b) Phase of noisy and noiseless data for Ex, Ey, Hx and Hy.

Using noisy captured fields above the IC and trace model at Z = 5 mm, the
prediction algorithm was repeated 40 times with 120 different dipole combinations. Each
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combination has different dipoles in the x- and y- directions as well as a different gap
between them. The weighted coefficient (5) was calculated with (8) and is shown in Figure
9. As shown, the weighted coefficient (5) has a minimum value for combination 73 with
10 dipoles in the x- and y-directions, with a 3 mm gap. According to the proposed method,
the combination 73 will show the lowest GDM value on the primary, secondary, and side
planes (Figure 10). Additionally, total GDM value over the entire repetition of algorithm
for 40 combinations of additive random noise will be minimum among all other dipole
combinations (Figure 10).

Figure 9. The weighted coefficient (5) for different dipole combinations. The best dipole
combination has the lowest 5 for all 40 combinations of additive random noise.

The fact that combination 73 has the lowest total GDM for the primary, the
secondary and the side planes is a strong evidence for the robustness of this combination
against noise. Therefore, the weighted coefficient (5) is a well-defined parameter which
help the user find the best dipole combination with the best repeatability in a noisy
environment. The best dipole combination was shown to predict the TRP with less than a
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2.2 dB error. The best combination (combination 73 shown in Figure 9) was used to predict
the fields from the noisy scan field at Z = 5 mm. Figure 11 compares the predicted fields
with the noiseless simulated fields to the side of the DUT, at X = 20 mm. The shape of the
fields is reconstructed well.

Total G D \I
Primary Plane
Secondary Plane
Side Plane
Tolal CiDM

The best dipole
combination

Different Dipole Combinations

Figure 10. FSV evaluation on different planes versus different combinations.

(a)

(b)

Figure 11. Simulated and predicted E- and H-fields at X = 20 mm for the best dipole
combination (combination 73 from Figure 10). a) E- b) H- fields.
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Figure 12. FSV evaluation using the best dipole combination versus frequency.

In a near-field plane where the maximum field on the edges is approximately 20 dB
lower than the overall maximum field is sufficient for a proper field reconstruction since
the overall scanning plane is affected by a strong noise floor [30]. Therefore, the number
of scanning points can be decreased from 3721 points which was selected initially to only
500 points above the source area with the field strength about 20 dB higher than the noise
floor (Figure 8).
Using 500 points, sources were reconstructed over 0.1-17 GHz. The GDM value of
the predicted fields is shown in Figure 12. Therefore, the method can reconstruct the source
successfully for electrically small and large DUTs using sparse scanning data. The GDM
value is lower than 1.4 which is considered a successful field prediction for our EMC
application.
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5. VALIDATION THROUGH MEASUREMENT

Measurements of the electric and magnetic fields over a test board were used to
validate the simulated results. The x- and y- components of the electric and magnetic
probes were measured with a near-field scan system. The probes were calibrated for
accurate phase-resolved near-field scanning [25]. A Vector Network Analyzer (VNA) was
used for scanning of the field components and for a reference signal to obtain accurate
phase-resolved results. Figure 13 shows the DUT and the measurement planes. The
measurement setup is shown in Figure 14.
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Figure 13. Near-field scans were performed over the DUT: a) test board overlaid with the
source surface; b) measurement and observation planes relative to the noise source.

Figure 14. Block diagram of the measurement setup.
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The primary scanning plane was 60 mm x 60 mm with a step size of 1.5 mm (1681
measurement points) at Z = 3.7 mm. The dipoles were mounted at Z = 1 mm, which is
close to the physical height of the DUT. The secondary and side observation planes were
mounted at Z = 6.7 mm and X = 27 mm (Figure 13). Using noisy captured fields above the
DUT at Z = 3.7 mm, the prediction algorithm was repeated 40 times with 110 different
dipole combinations. Each combination has different dipoles in the x- and y- directions as
well as a different gap between them. However, with strong random noise added to the
system, one of the combinations (combination 59 with 11 dipoles in the x- and y-directions,
respectively, with a 3.5 mm gap) provides the minimum weighted coefficient (Figure 15).
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Figure 15. The weighted coefficient (5) for different dipole combinations. The best dipole
combination has the lowest 5 for all 40 combinations of additive random noise.

As shown, the best dipole combination has the lowest variation in a noisy
environment. The total GDM value for the DUT on three planes e.g., primary, secondary,
and side plane, is shown in Figure 16 for different dipole combinations. As shown, the best
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dipole combination provided by the method has the lowest GDM value. Figure 17 shows
the measured and predicted fields in the YZ-plane at X = 27 mm. Here, the shape of the
electric fields is constructed well, and the GDM value is also lower than 1, which is
considered as “Fair” for FSV evaluation.
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Figure 16. GDM evaluation on different planes for different dipole combinations.

Figure 17. Measured and predicted E- and H-fields from the DUT (Figure 13) at X = 27
mm using the best dipole combination (case 59 o f Figure 15).
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6. DISCUSSION

Different methods have been developed to solve a source reconstruction problem
and provide a possible solution for the EMI source reconstruction through the near-field
scanning. However, all previous works studies one or two DUTs at a frequency with a
predefined equivalent source without considering any measurement error other than white
gaussian noise. Minimizing the least square error does not necessarily lead to a good
representation in the presence of perturbation noise or other measurement or modeling
errors [9]. Therefore, the user needs to determine if a solution, which is a combination of
source type, location, number of sources, etc. is sensitive against perturbation noise or not.
This study helped the user to find the best equivalent source in the presence of
typical measurement errors (e.g., random measurement noise in the scan data, errors in
scan height, cross coupling between electric and magnetic field measurements) for near
and far field applications over a wide frequency range for electrically large and small
DUTs. It also analyzed the impact on field reconstruction to the side of the device (where
most RFI problems occur) when using sparse scan data from above the DUT made with
different scan step sizes.
Real measurements, however, include cross field coupling and position errors
already, so the user can consider only random noise (e.g., SNR ~ 15 dB) to run the proposed
algorithm and find the best dipole combination. The proposed approach can also be implied
to any other source reconstruction methods, e.g., inverse MoM to find the best equivalent
source which is robust against perturbation noise. The only limitation of this method would
be the number of initial guess e.g., initial dipole combinations as source representations,
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which is defined by the user. A study is needed to minimize the number of initial guess for
different dipole combinations and make the algorithm mush faster. The impact of initial
dipole combinations on simulation time should be investigated in the future.

7. CONCLUSION

Methods were developed to estimate an equivalent dipole representation of sources
from near-field scans of the electric and magnetic fields. This dipole representation was
evaluated based on its ability to estimate the fields above the scan plane, the fields next to
the DUT, and the total radiated power. The scans were performed above the DUT while
the magnitude and phase were biased with defined noise e.g., random error with SNR as
high as 15 dB, cross field coupling with up to 30 % of the magnitude and phase of the
unwanted coupled field, and up to 1.5 mm position error on the electric field locations. The
proposed reconstruction method was validated with simulated and measured results of
different noise sources, e.g., with electrically small and large electric or magnetic dominant
noise sources over a wide frequency band. A 2D FSV method was used to evaluate the
fields prediction both above and to the side of the DUT, which shows the field prediction
was successful.
The presented data indicates that the method works with minimal scanning points
from the top of the DUT. Furthermore, a clear decision process with examples was
provided to guide the user in finding the best dipole representation since the user must be
able to know which of the many solutions (dipole combinations) is the best and how
representative it is.
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ABSTRACT

This study analyzes a new imbalanced two- or three-wire termination for AC main
cables, suggested by the VCCI standard group. This termination provides the basis for a
new line impedance stabilization network (LISN) whose objective is to improve testing
repeatability between different labs while also providing an imbalanced termination
condition. Standard balanced LISNs do not reproduce the imbalanced terminations seen
in practice. An imbalanced two- or three-wire VHF LISN was built, which can handle up
to 15 A on each line.
The LISN operates from 30-200 MHz and provides an isolation on each line
between input and output greater than 50 dB. This prototype provides a specified degree
of conversion from differential mode to common mode current, which can increase radiated
emissions. This conversion was found to be as high as 12 dB in measurements of a power
line communication device.
3D full-wave simulations of two- and three-wire applications demonstrate that the
radiated emissions from the prototype imbalanced termination and the ideal imbalanced
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termination are nearly equal. The new LISN was further found to improve measurement
reproducibility, reducing the standard compliance uncertainty from 15.5 dB in CISPR 16
4-1 to 9.5 dB.

1. INTRODUCTION

Common mode conducted emissions are typically measured using a line impedance
stabilization network (LISN) [1, 9]. A LISN is a filtering device providing (a) isolation of
the device-under-test (DUT) from AC power lines and related radio frequency (RF)
disturbances, (b) a well-defined reference impedance at the LISN DUT port, and (c) the
necessary power to the DUT. Typical LISNs use a balanced termination structure [3-9].
Round-robin results for radiated emissions using a balanced VHF LISN (Figure 1) show
than the average emissions among different sites were generally within 4 dB when using
the LISN [3, 4], but that deviations in measurements were as large as +18/-10 dB when the
DUT was plugged directly into the building mains [3, 4]. Although a goal of the balanced
VHF LISN is to reduce variations among tests [1-9], one can argue a balanced termination
is unrealistic in practice.
The LISN forms an impedance between the wires of the power cable and the
chamber ground, and thus can be used as a common-mode absorption device above
30 MHz. If the common mode impedance o f the LISN is between 50 and 300 Q, most of
the common mode resonances of the power cable will be suppressed. Suppressing these
resonances reduces the dependence of the emissions on the power cable routing, the
specific impedance of the chamber’s power connection, and the length of the power cord.
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While reducing this dependence is attractive for minimizing chamber to chamber
variations, it also hides an important effect that causes radiation. In real installations, the
differential mode noise current is often larger than the common mode noise current in a
power cable, and real installations will have asymmetric common-mode impedances [10,
11]. This asymmetry will convert differential mode current into common mode current,
which can radiate. To mimic this effect, a defined asymmetry can be introduced into the
VHF LISN.

Figure 1. Circuit diagram of a typical balanced VHF LISN [4, 7, 8].

Using an imbalanced Coupler Decoupler Network for Emission - Mains (CDNEM) will increase the common-mode emissions by about 10 to 15 dB up to 200 MHz
depending on the DUT compared to using a balanced CDNE-M [11].
About 10 dB higher emission was also reported for an imbalanced two-wire LISN
compare to a balanced one over 0.5-30 MHz in [11].

To address the differential- to

86
common-mode current conversion in a VHF LISN (30-200 MHz), the termination
impedance should have a controlled imbalance to provide a defined degree of conversion
from differential- to common-mode current. The Japanese VCCI standards group has
introduced an imbalanced termination for this purpose and suggested that such a LISN
should be created for the frequency range of 30-200 MHz [10].
In this paper, an imbalanced LISN was designed, built, and analyzed to serve as the
termination of the mains power during radiated EMI CISPR16/CISPR 35 testing [1]. This
LISN was designed to supply power for imbalanced two- or three-wire measurements up
to 15 A over a frequency range from 30-200 MHz.
A 3D full-wave simulation with both differential- and common-mode excitation
was used to illustrate the effect of the VHF LISN on radiated emissions on a typical test
set-up.
A study of differential- to common-mode current conversion was performed to
verify the conversion ratio for an ideal imbalanced termination. In a real test setup, the
differential- to common-mode current conversion is geometry dependent but not a fixed
number. Measurements of a pair of power line communication devices were performed to
validate the performance of the LISN in a typical test set-up and to calculate the ratio of
differential- to common mode current conversion for a real word application.

2. DESIGN OF AN IMBALANCED TWO- OR THREE-WIRE LISN

This section introduces the imbalanced two-wire and three-wire terminations which
suggested by VCCI group, provides evidence of the validity of the selection of the proposed
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impedances, shows the characteristics of the actual LISN which was built and calculates
differential- to common-mode conversion ratio for a practical test setup with an imbalanced
two wire termination.

2.1. IMBALANCED TWO- OR THREE- WIRE TERMINATION
An imbalanced two- and three-wire terminations which proposed by VCCI [10] is
shown in Figure 2a and Figure 2b, respectively. From Figure 2, six different terminations
are specified for two- and three-wire terminations as:
In two-wire applications:
•

Common Mode impedance = 150 Q ± 10 % @ 30 MHz ~ 200 MHz, which is the
impedance of two wires (L shorted to N) referenced to the ground-plane.

•

Differential Mode impedance = 100 Q ± 10 % @ 30 MHz ~ 200 MHz: This is
defined as the impedance of L to N while N is shorted to the ground-plane.

•

The impedance of L to the ground-plane = 250 Q ± 20 % @ 30 MHz ~ 200 MHz.

In three-wire applications:
•

Common Mode impedance = 90 Q ± 1 0 % @ 30 MHz ~ 200 MHz, which is
defined as the impedance of (L shorted to N shorted to PE) to the ground-plane.

•

Differential Mode impedance = 100 Q ± 10 % @ 30 MHz ~ 200 MHz, which is
defined as the impedance of L to (N shorted to PE shorted to the ground-plane).

•

Tertiary Mode impedance = 60 Q ± 10 % @ 30 MHz ~ 200 MHz: This is defined
as the impedance of (L shorted to N) to (PE shorted to ground plane).
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Figure 2. Schematic of the proposed imbalanced termination, a) two-wire termination, b)
three-wire termination.

From Figure 2 and suggested terminations, there are three main impedances which
should be verified, e.g., common-mode impedance (Z cm), differential-mode impedance
(Z dm) and tertiary-mode impedance (Z tm).
The geometry of a power cable connecting a DUT to a power outlet does not allow
for easily assigning a common-mode impedance, as the wave structure deviates strongly
from a TEM mode wave. However, it has been shown that termination impedances in the
range of 50-200 Q suppress standing waves well [12]. Although not exact, using a
common-mode impedance of about 150 Q (Figure 2a) will provide results similar to those
observed in [12]. Thus, no common-mode resonances will occur [12-14].
Since the two wires (L and N) form a transmission line, the typical cable geometry
has been given as the reason for the selection of 100 Q as the differential impedance [10].
As the value was given by [10], this argumentation was not further investigated. In order
to provide evidence o f the validity of the selection of 100 Q for the differential mode
impedance, 48 different cables were measured using a TDR (Figure 3). Eleven cables were
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two wire cables, and 37 cables were three wire cables. The distribution of the characteristic
impedances is shown in Figure 4. The distribution shows the typical value of the
differential impedance is close to 100 Q. This typical value has motivated the authors of
[10] to select Z dm = 100 Q for both the two- and three-wire imbalanced terminations.

Figure 3. Measurement setup with power cord cable and TDR for DM impedance
measurement.

Impedance ( t o )

Figure 4. Distribution of differential-mode impedances for power cables.

Figure 2b shows the proposed imbalanced three-wire termination [10]. As before,
the differential-mode impedance is defined between the line (L) and the neutral (N) to be
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100 Q. The common-mode impedance is between all three wires (L, N, and PE) shorted
together to ground. Although the actual differences of the characteristic impedances may
be much smaller, a 150 Q common-mode termination was selected for two-wire [10], and
a 90 Q termination was selected for the slightly thicker three-wire cables [10].
An impedance value of 60 Q was selected for when L and N are shorted together
and referenced to PE [10]. This transmission line has a lower impedance than the
differential-mode transmission line formed by L against N. This impedance is called
tertiary mode impedance (TM) in [10].

2.2. IMBALANCED TWO- OR THREE- WIRE LISN
Table 1 summarizes the characteristic of a LISN to be built. The circuit schematic
of the imbalanced two- or three-wire LISN has been designed (Figure 5) to meet the
characteristics of Table 1. The inductors in Figure 5 (L1, L2 and L3) allow for an AC
connection, but their impedances need to be large enough so that the termination
impedances are defined by the resistors (R1, R2 and R3).

Table 1. Imbalanced two- or three- wire VHF LISN (prototype).
Parameter

Explanation

Frequency

30-200 MHz

Network impedance

Two- or three- wire defined by the standard

Maximum current

15 A RMS

Maximum AC voltage

250 VAC, 50/60 Hz

Isolation on each line

Better than 50 dB
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Six different impedances of the LISN that is built needing to be measured to
validate that in fact the termination fit within the guidelines provided by VCCI group since
there are extra parasitic in the system (not shown in Figure 5). This includes about a 2-pF
parasitic capacitance to ground due to the effect of the SMA launch structure needed for
the measurement on each line of Figure 5.
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Figure 5. Circuit diagram of the proposed two- or three-wire imbalanced LISN.

However, this is a floating measurement, and the direct measurement of the
impedances is not possible since every time different parasitic will change the result. O f
course, it is not possible to measure all the defined impedances simultaneously, because
the measurement points are changing every time. Therefore, a three port S-parameter
measurement with a Vector Network Analyzer (VNA) is used which would have minimal
size and capacitance to ground. A test fixture (Figure 6) has been built to connect the
prototype to the vector network analyzer (VNA) for the three port S-parameter
measurement.
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Figure 6. Prototype of imbalanced two- or three wire VHF LISN.

With the complete measured S-parameter matrix in Advance Design System (ADS)
[15], all six different defined impedances have been calculated. The achieved impedances
are compared to the nominal values in Figure 7 through Figure 10, showing that the
deviations are within the ranges proposed by VCCI [10] which was shown in Section 2.1.
As shown in Figure 7-10, the impedance of the LISN will vary with frequency around its
nominal value. It is not easy to compare tolerances (expressed as percentages) of phases
relative to magnitudes. It is more effective to observe each contribution, or the combined
effect, to the goal, which in this case is the radiated fields.
The tolerance of 20% in magnitude and 0 to ± 20° in phase has been already
reported for a balanced VHF LISN in [7, 16]. However, for the imbalanced VHF LISN, it
has not yet been specified or reported. In [10], 10% change in the magnitudes of the
impedances is considered, but there are no comments on the phase. Regardless, it is very
difficult to have zero phase deviation. It will be shown later in this study in Section 3 that
the effects of phase and magnitude variations (up to 30° variation on phase plus 10 %
change in the magnitude) is less than ± 3 dB on the radiated emissions, which is acceptable
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in EMC applications. We believe ± 10% change in magnitude and ± 30° in phase can be
considered as a limit for defining an imbalanced VHF LISN.

Figure 7. Magnitude of the impedance of the prototype for a two-wire application. The
deviation from the nominal value is within 10% from 30-200 MHz.

Figure 8. Phase of the impedance of the prototype for a two-wire application. The
deviation from the nominal value is <35° from 30-200 MHz.
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Figure 9. Magnitude of the impedance of the prototype for a three-wire application. The
deviation from the nominal value is within 10% from 30-200 MHz.

Figure 10. Phase of the impedance of the prototype in a three-wire application. The
deviation from the nominal value is <30° over 30-200 MHz.

2.3. DIFFERENTIAL MODE TO COMMON MODE CONVERSION
Without imbalance termination, an important mode of emission is not tested, i.e., a
potentially serious differential to common-mode conversion in the AC network, which
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causes strong radiation is ignored. A 3D full wave simulation model was used in this
section to study the differential- to common-mode conversion ratio in the presence of a
balanced or imbalanced termination for a typical test set-up. The model shown in Figure
11 illustrates a typical radiation test set-up [1].

25 cm

30 cm

Figure 11. 3D full-wave simulation set-up for two wire.

The set-up uses a solid metal box (30 x 10 x 30 cm) located 1 m above an infinite
ground plane to model the DUT. The box is connected to 1.5 m long wires for different
excitations, e.g., differential-mode sources providing 1 V with a zero-output impedance. A
low impedance (10 Q) was selected to connect the wires to the DUT, because this causes
similar voltage drops at an insufficient shield connection. By comparing with a 1 Q
resistance, it was verified that this selection of the connection impedance does not
significantly influence the conclusions drawn from the simulation. A typical power cord
geometry was used having:
1.

A wire diameter of 1.62 mm,

2.

A PVC insulation with 0.89 mm thickness,

3.

and a PVC jacket with a diameter of 9.5 mm.
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The metal-to-metal distance between the wires is 2.35 mm. This forms a
transmission line of about 80 Q between L and N. The circuit schematics o f the full wave
structure with balanced and imbalanced terminations are shown in Figure 12 and Figure
13, respectively, to illustrate the flow of common-mode currents.

Figure 12. A balanced impedance to ground for a two-wire set-up.

Figure 13. An imbalanced impedance to ground for two-wire set-up.

The coupling capacitance of the DUT to ground is about C » 50 pF, which of
course depends on the size of the DUT. This capacitance creates an impedance of about
100 Q at 30 MHz. The characteristic impedance of the differential mode in the power cord
is about 80 Q. Simple models without transmission lines (TL) and an estimated value of
the coupling capacitance between the DUT and ground can be found in [11]. As shown in
Figure 12, there is no common-mode current due to the balanced termination, while the
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imbalanced termination converts differential-mode current into common-mode current
(Figure 13) which increase radiated emission. According to [10, 11], real installations have
imbalances, which should be reproduced by the EMC test set-up.
To calculate the differential- to common-mode conversion ratio, the full wave
simulation model (Figure 11) with an imbalanced two-wire termination (Figure 13) was
used for the frequency range of interest (30 - 200 MHz). The T network has two identical
voltage sources of 0.5 V leading to a 1 V DM source which drives the differential-mode
current (Figure 13). In addition, the imbalance in the LISN will create an additional
common mode current. For the frequency range of interest (30 - 200 MHz), the impedance
of C dut is comparable with RCM, and Idm ± Icm/2 will flow (Figure 13). The full wave
simulation result gives more detailed insight (Figure 14).

Figure 14. The current flowing in an imbalanced two-wire termination.

The differential mode current reduces with frequency as its 80 Q transmission-line
is terminated into 100 Q. The common mode current is affected by the structural length
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and fluctuates around 1 mA. The differential- to common-mode conversion is defined as
the ratio of the incident differential mode power that is returned along the cable towards
the DUT in the common-mode. It can be calculated as:
Conversion from DM to CM =

CM p o w er

R cm^cm

DM p o w er

RxDMlDM
dm ^l

(1)

Differential- to common-mode conversion ratio has been reported to be about -10
to -15 dB for an imbalanced CDNE-M [11]. However, the actual conversion ratio obtained
through full wave simulation is somewhat geometry dependent and varies from -9 to -25
dB (Figure 14). Similarly, for a three-wire application (Figure 2b), the maximum
differential- to common-mode conversion can be calculated to be about -19 dB. The
conversion is smaller, because current will return not only via the ground plane and
capacitively couple to the DUT, but also in the PE wire. The portion which returns in the
PE wire does not contribute to the common-mode current.

3. RADIATED EMISSION USING THE IMBALANCED TWO- OR THREEWIRE VHF LISN

As shown in the previous section, the impedance of the LISN will vary with
frequency around its nominal value. The effect of these deviations on the radiation was
quantified with full-wave simulation [17] using the setup shown in Figure 11. For the
termination impedances on the ground plane side in Figure 11, the nominal values, the
realized values, short, and open terminations have been selected. To capture the effect of
the termination impedance (described by S-parameters) on the radiation, the co-simulation
feature of CST was used. This combines the 3D full-wave simulation with a circuit
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simulation or measurement [18] by simultaneously solving for the EM fields and the circuit
characteristics. Here, only linear S-parameters were included, and the simulation was
performed as follows:
1. The set-up shown in Figure 11 was simulated. The termination is three lumped
elements (Figure 15a). This simulation provides a reference for validation of the data.

(a)

(b)

Figure 15. Three wire terminations used in full wave, a) three wire imbalanced
termination with lumped elements, b) three S-parameter ports.

2. Second simulation is performed with set-up (Figure 11) while the excitation is replaced
with an S-parameter port. Three S-parameter ports (Figure 15b) should be mounted on
the termination side. In CST design studio (with the co-simulation feature shown in
Figure 16), the proper excitation was placed on the source side and an S-parameter
block on the termination sides between the S-parameter -ports. The S-parameter result
from an ideal termination (Figure 17a) was used to update the result, which was then
verified against the reference result in step 1.
3. After successful validation in Section 2, the complete measured S-parameter matrix of
the prototype in CST design studio was used to calculate the radiated emissions.
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The maximum electric field in the far field region has been simulated with full wave
software. Results are shown at a distance of 10 m. Table 2 summarizes all the settings used
in the full wave simulation.

Figure 16. CST true transient EM/circuit co-simulation with S-parameter block.

(a)

(b)
Figure 17. a) Port definition for ADS simulation of an ideal three wire imbalanced
termination. b) Port definition for full S-parameter measurement of the prototype.
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Table 2. CST setting for full wave simulation.
CST Setting

Explanation

Frequency

30-200 MHz

Background

Normal

Boundaries

Open in all directions except at Ymin (Et = 0)

Field Monitor

Far field / RCS, Transient Broadband

Setup Solver

Time Domain Solver

Post Processing

E-field, 3D, Max at 10 m distance

3.1. COMMON MODE EXCITATION WITH IMBALANCED VHF LISN
The schematic of the simulation set-ups with a common mode excitation and ideal
imbalanced two and three-wire terminations are shown in Figure 18. The maximum farfield radiation for different three-wire terminations (Figure 18c), e.g., open, short, or ideal
termination (lumped elements in 3D full-wave solver) are shown and compared to the real
termination of the prototype in Figure 19. For the two-wire set-up, termination would be
similar to Figure 18a and discussion would be the same as the three-wire set-up.
Strong resonances were observed for terminations with open and short conditions
(Figure 19). The first peak is around 50 MHz, which is below the quarter wavelength
frequency for a 1.5 m wire length, because the capacitance of the box to the surroundings
is about 50 pF. At resonances, the radiation can increase by up to 15 dB. Common-mode
impedance damps resonances well. Therefore, the choice of 90 Q for the common-mode
impedance in three wire application seems reasonable with respect to repeatability. These
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results are in agreement with the previous study on the effect of common-mode impedance
on radiation [2].

(a)

(c)

(b)

(d)

Figure 18. Schematic used in 3D full-wave simulation set-up, a) two-wire imbalanced
termination, b) Common-mode excitation, c) three-wire imbalanced termination, d)
Common-mode excitation.

As shown in Figure 19, the impedance termination is very important at lower
frequencies, but it is not as significant at higher frequencies due to radiation from the wire.
A lot of power is radiated before it reaches the common mode termination device.
However, the radiation resistance will dampen some resonances. At higher frequencies,
when wavelength is comparable to the length of the cable, the termination does not affect
the radiation as much as it does at low frequencies. The black and blue curves in Figure 19
show the validation results from the co-simulation and the EM simulation with ideal
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terminations. The S-parameters from the circuit model of the prototype were exported and
used in a 3D full wave simulation using the co-simulation feature to find the radiated
emissions with a real imbalanced three-wire termination (the prototype termination). The
green curve of Figure 19 shows radiated emissions from the prototype.
Comparing the blue and green curves of Figure 19, it is obvious that the radiated
emissions for the real LISN (prototype) is nearly equal to the ideal termination case (Figure
15a). As shown in this section, the maximum radiated emissions using the prototype are
similar to an ideal imbalanced termination in either a two- or three-wire application. That
is, the performance o f the prototype in terms of radiated emissions is close to the ideal
termination with less than 2 dB error up to 200 MHz (red curve in Figure 19).

Three W ire T erm ination, CM Excitation
Ideal
Ideal-Cosim
■Open
----- Short
Prototype

l

_A .

20

200

Frequency (GHz)
Figure 19. Simulation result showing the radiated emission for the three-wire set-up with
CM excitation. The difference in radiation between the ideal and the real termination is
AE <2 dB up to 200 MHz.
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3.2. DIFFERENTIAL MODE EXCITATION WITH IMBALANCED VHF LISN
Figure 20 shows the differential-mode (DM) source excitation and the imbalanced
termination in two- and three-wire set-ups. For both set-ups, the DM excitation is 1 V with
zero output impedance. A low impedance (10 Q) was selected to connect the wire to the
DUT, as this causes similar voltage drops as an insufficient connection. Compared with a
1 Q termination, it was verified that the selection of the connection impedance does not
significantly influence the conclusions drawn from the simulation.

(a)

(b)

(c)

(d)

Figure 20. Schematic used in 3D full-wave simulation set-up, a) two-wire imbalanced
termination, b) DM excitation for two-wire set-up, c) three-wire imbalanced termination,
d) DM excitation for three-wire set-up.

Results of the radiated emissions for two- and three-wire setups with DM excitation
are shown in Figure 21 and 22, respectively. When the ends of the wires on the termination
side are open or shorted to the ground plane, the structures are symmetric. In this case,
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there is little current flowing in the circuit and very low radiation is observed. However,
differential excitation creates a highly resonant system as shown in Figure 21 and Figure
22, because the source impedance is 0 Q and the termination has no loss. With termination,
these resonances will be dampened regardless of their source. Furthermore, there is a
defined differential to common-mode conversion with either a two- or three-wire
imbalanced termination, which increases the radiated emissions.

T w o W ire T e rm in a tio n , D M E x c ita tio n

33

65

Ideal
Ideal-Cos im
Open
Short
Prototype

An
100

135

170

200

Frequency (MHz)
Figure 21. Simulation result showing the radiated emission for the two-wire set-up with
DM excitation. The difference in radiation between using the ideal and the real
termination is AE <2.5 dB up to 200 MHz.

As shown in Figure 21 and Figure 22, the co-simulation feature has been verified
by using ideal terminations (Figure 2) for both the EM simulation and the co-simulation
method. Then, the co-simulation feature is used to compare the radiated emission of an
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ideal termination (Figure 2) with the real termination of the prototype (Figure 7-10) in
either a two- or three-wire applications. In terms o f radiated emissions, the performance of
the prototype was compared with the expected radiation and has less than a 3.2 dB
difference up to 200 MHz (red curves in Figure 21 and Figure 22).

T hree W ire T erm in atio n , D M E x citatio n
Ideal

Ideal-Cosimulation
Open
Short
Prototype
AE

E -62

70

-3.2
200

Frequency (MHz)
Figure 22. Simulation result showing the radiated emission for the three-wire set-up with
DM excitation. The difference in radiation between using the ideal and the real
termination is AE <3.2 dB up to 200 MHz.

(a)

(b)

Figure 23. Schematic used in 3D full wave simulation setup, a) three-wire imbalanced
termination, b) TM excitation.
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Figure 24. Simulation result showing the radiated emissions for the three-wire set-up with
TM excitation. The difference in radiation between using the ideal and the real
termination is AE <3 dB up to 200 MHz.

3.3. TERTIARY MODE EXCITATION WITH IMBALANCED VHF LISN
Figure 23 shows tertiary-mode (TM) source excitation and imbalanced termination
in three-wire setups. The radiated emissions with TM excitation are shown in Figure 24.
When the wires are open or short, the structure creates a highly resonant system. In the
presence of terminations, these resonances will be dampened, regardless of their source.
The radiation of the prototype is very close (with less than 3 dB error up to 200 MHz) to
the radiation with an ideal termination (red curve in Figure 24).

3.4. IMPACT OF TERMINATION CONDITION ON MEASUREMENT
UNCERTAINTY OF IMBALANCED VHF LISN
For the frequency range in which cable radiation dominates, the standard
compliance uncertainty (SCU) is dependent on termination conditions [19]. Therefore, the
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sensitivity of the radiation behavior of the LISN due to deviations in the magnitude and
phase of the terminating impedance from the ideal case should be analyzed. Uncertainty is
considered in the CISPR 16-4-1 [20]. Here, the average combined standard uncertainty
(Uc-scu) with the inclusion of the terminating condition of the main cable is defined to be:

tfr-Sr„ = W l- MIU + V i + Ub + UC,

(2)

where CISPR/TR 16-4-1 specifies [19, 20]:
•

Combined Measurement Instrumentation Uncertainty (Uc-MIU) of 2.5 dB,

•

uncertainty from the main cable arrangement (Ua) of 3.5 dB.

•

uncertainty in the operating condition of DUT (Uc) of 1.7dB.

•

and the uncertainty in termination conditions (Ub).
Having a rectangular probability distribution for the uncertainty of the cable

terminating conditions, which is already considered in CISPR 16-4-1 [20], the uncertainty
in the terminating condition (Ub) is defined as [19]:
En
Ub =

AE

En
2 V3

(3)

2V3'

Emax and Emin are the maximum and minimum electric field strengths in dBpV/m,
respectively. If we consider the maximum deviation due to the termination condition of the
prototype up to 200 MHz to be 3.5 dB (Figure 22 for a three-wire termination with DM
excitation), the uncertainty in the terminating condition (Ub) is only 1 dB. Using (2), the
average combined standard uncertainty (Uc-scu) is 4.7 dB. Therefore, the expanded
standard uncertainty (USCU,VHF-LISN ) is obtained:
Uscu, VHF-LISN = 2 * ^c-scu= 9 5 dB.

(4)

109
The expanded standard uncertainty (USCU,VHF-LISN) is improved to 9.5 dB for
an imbalanced two- or three-wire VHF LISN, which is about 2.5 dB better than the
calculated value (USCU,VHF-LISN =12 dB) for a 50 Q LISN in [19]. Compared to the
15.5 dB value currently defined in CISPR 16-4-1 [20], the SCU for an imbalanced two- or
three-wire VHF LISN is improved about 6 dB.

4. VALIDATION THROUGH MEASUREMENT

The effect of the differential to common-mode conversion has been investigated
using a power line communication device. The goal was to investigate the impact of
termination conditions on emissions with a DUT which uses a strong differential-mode
signal to transmit data over power lines [11].
The test uses different termination conditions e.g., a balanced LISN, imbalanced
LISN, and without a LISN. A balanced LISN (Figure 1) was prototyped to compare with
the imbalanced LISN. The balanced LISN has a 50 Q impedance on each line with less
than 1.5 Q variations in magnitude and less than 5° variations in phase over the frequency
range of 30 - 200 MHz.
A block diagram of the measurement setup inside the anechoic chamber is shown
in Figure 25. Two DUTs are HD Power line adaptors (PLA5456), which communicate with
each other through power lines. The measurement setup is shown in Figure 26. The DUTs
and LISN are mounted on the floor such that the power cable produces a loop with the
maximum radiated emissions toward the antenna.
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Figure 25. Block diagram o f measurement setup with a power line communication device
inside an anechoic chamber.

Figure 26. Measurement setup with a power line communication device inside an
anechoic chamber.

A personal computer (PC) is needed to communicate with the DUT. To generate
the highest differential-mode current, the DUT was operated under its maximum data rate.
The measurement was performed for both horizontal and vertical polarizations and with
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height scanning (1 - 4 m) of the antenna. Also, the table has been partially rotated to capture
the maximum radiation.
The goal is to show the differential to common-mode conversion by using an
imbalanced LISN, but also to show the emissions with different power nets, with no LISN,
and then compare the LISNs. This was done by changing the power net before the LISN,
(because we do not have many chambers,) to understand whether the imbalanced LISN has
reproducibility issues or not. Different power networks were created by adding a soldering
iron, a linear DC power supply, different wires with terminations such as 2 nF, power
cords, and strip lines to the outlet inside the chamber.
Changing the power net before the LISN should have no effect, as the LISN isolates
well. With different termination impedances, the radiation should change if no LISN is
used. However, it is expected to see a somewhat stable curve using either a balanced or an
imbalanced LISN because both LISNs isolate the DUT from the power net. In addition,
higher radiation is expected using an imbalanced LISN rather than by using a balanced
LISN, since the imbalanced LISN converts differential-mode current into common-mode
current.
Radiation results for all power networks and three different terminations e.g.,
balanced, imbalanced and no LISNs, are shown in Figure 27. When both power line
communication devices are on, the broadband signal below 80 MHz is representative of
the data transfer from the DUT (Figure 27). The DUT has no differential-mode energy
above 80 MHz. Some observations are (a) without the LISN, the variation of the radiated
emissions is up to 12 dB, since the termination is not controlled, (b) with a balanced or an
imbalanced LISN, radiation has less than 3 dB variation, because the LISNs isolate the
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network and provide a well-defined termination, (c) the conversion with the imbalanced
LISN is as high as 12 dB, and (d) both LISNs have no reproducibility issues.

Radiated Emission Test for Different Terminations
Class B limit specified by
6 0 1 the FCC at a distance of 3 m

Imbalanced LISN
— Balanced LISN

Without LISN

Frequency (M H z)

Figure 27. Measurement result of radiated emissions for power line communication
devices using different terminations. The device has no DM mode energy above 80 MHz.

DM to CM conversion

C urrent measurement
— Radiated emission measurement

frequency (MHz)
Figure 28. DM to CM conversion from current and radiated measurements. The device
does not use the frequency above 80 MHz.
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Neither impedance, nor conversion, has been characterized for the chamber used
for measurement. Therefore, the observed variation in radiated emission is expected to be
large (> 10 dB). However, both balanced and imbalanced LISNs have controlled
terminations and will not cause reproducibility problems because the data has less than 3
dB variation for different power networks. In general, the data shows that for a device
which has a strong differential-mode current, the imbalanced LISN brings the emissions to
a more realistic level. However, the result from the balanced LISN is not realistic because
it ignores the differential- to common-mode conversion and represents lower emission. The
conversion of course should correlate to the currents on the wires. The common-mode and
differential-mode currents have been measured with a F65 current clamp at a few points
along the cables. The maximum current has been captured and the conversion was
calculated as the difference between the maximum common-mode current when the cable
was terminated with balanced and imbalanced LISNs. As shown in Figure 28, the
conversion calculated from radiated emission and the common-mode current are quite
similar. Above 80 MHz, the observed differences between the common-mode current for
both balanced and imbalanced LISNs is almost zero because the DUT has no transmit
energy. But for the lower frequency band, the conversion is as high as 12 dB for both
radiated emission and common-mode current.

5. CONCLUSION

An analysis of an imbalanced two- or three-wire VHF LISN was conducted in terms
of its mode conversion and termination impedance. It was demonstrated that an imbalanced
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termination impedance provides a specified degree of conversion from differential- to
common-mode, which can lead to more representative radiated emission test results. For
ensuring spectral emission control, an imbalanced LISN is needed. An imbalanced two or
three-wire VHF LISN was prototyped. The deviation of the impedances from ideal in the
imbalanced LISN was less than 10% error in magnitude and 30° in phase. A 3D full-wave
simulation was performed to investigate the maximum radiation of the two- or three-wire
set-ups with an imbalanced termination. It was demonstrated that the performance of the
prototype leads to less than 3.5 dB error as compared to an ideal imbalanced LISN. In EMC
applications, this error threshold is acceptable. Therefore, impedance variation with a limit
of +/-30° in phase and +/-10% change in magnitude has been suggested to be considered
for the new imbalanced VHF LISN. For the main cable termination, the standard
compliance uncertainty has been considered in CISPR 16-4-1 to be 15.5 dB. This has been
improved to about 9.5 dB for the proposed prototype. The differential- to common-mode
conversion for an imbalanced termination was measured with two power line
communication device to be as strong as 12 dB considering both current and radiated
emissions. Using different power nets inside an anechoic chamber, it was demonstrated
that the chamber to chamber reproducibility will be much better if an imbalanced LISN is
used in every chamber.
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ABSTRACT

The common mode termination impedance seen by a cable between a DUT and a
power connection in a semi-anechoic chamber will affect the radiated emissions at
frequencies below 400 MHz. To simulate the radiated emissions as a function of the
termination impedance, one can numerically solve each termination value in a full 3D
simulation. However, this method is inefficient, because the actual geometry did not
change, only the termination impedance. It is much more efficient to simulate the geometry
using ports to obtain S-parameters, and then in a post processing add the termination
impedance to observe the effect on the fields. Using this method, it is possible to perform
the EM simulation only once and reproduce the radiated field for any termination while
sweeping magnitude and phase.
For example, to investigate the design of an asymmetric very high frequency line
impedance stabilization network (VHF LISN), the effects of variable complex impedance
terminations on the radiated field emissions have been investigated. An asymmetric LISN
reflects the impedances in a typical household better than a symmetric LISN. Using this
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method, it was demonstrated that ± 30° change in phase and 10% change in magnitude of
the termination impedance of an asymmetric VHF LISN does not have a significant effect
(<4.7 dB) on radiated emission.

1. INTRODUCTION

Knowing that the termination of any load e.g., a line impedance stabilization
network (LISN) or a versatile coupling/decoupling network of AC mains (CDNE-M) is not
purely resistive over the working bandwidth and may have some magnitude and phase
change [1 - 9]; one might argue that the change in phase or magnitude of complex
termination might affect the radiation. Hence the radiation emission result can variate up
to 15 dB from test lab to test lab [9].
It seems that the development of a new EMC standard has provided an opportunity
to consider the effect o f complex termination on test result. This has been done by
prescribing the requirement of terminating condition and the tolerance level of termination
in standard compliance uncertainty (SCU). “ SCU parameter associated with the result of a
compliance measurement as described in standard, that characterizes the dispersion of the
values which could reasonably be attributed to the measurement.” [10]. Therefore, SCU
including the terminating condition of main cable is defined to be 15.5 dB in CISPR 16-4
1 [9, 10]. A three-wire VHF-LISN with impedance of 50 Q on each line has also been used
to calculate SCU including the terminating conditions [9]. To evaluate the uncertainty for
cable termination of VHF-LISN, the tolerance for magnitude and the phase angle o f three
lines should be considered in the frequency range of 30 - 300 MHz. In [9], 729
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combinations of three termination impedances with ±10 Q variation in the magnitude and
± 25° variation in phase has been considered. This leads to enormous number of conditions
for calculation. However, the number of calculations is reduced to 165 conditions due to
symmetrical cable, it is still difficult to perform EM simulation even for 165 combinations
of variable impedance [9]. Therefore, the tolerance of magnitude and phase angle for
terminating impedance of three lines are specified in [9] only by using 99 combinations.
Still, conditions were numerous, and one might argue that it takes a long time to repeat all
these EM simulations. On the other hand, 99 discrete values have large “holes” in the Smith
chart and, hence, missing worst case.
In this work, we use a different approach to investigate the tolerance of magnitude
and phase angle for terminating impedance. In this approach, we perform EM simulation
once, and reproduce radiated field for any termination, while sweeping magnitude and
phase in a post processing step.
Having S-parameters matrices and transfer functions from a 3D full wave
simulation, a post processing can be done to get the radiated field. The method is used to
investigate the effects of variable complex terminated impedance over the ground plane on
radiated field. Furthermore, this method is used to reduce the number of EM simulations
and make a parametric sweep o f the complex termination impedance. This allows to
investigate the sensitivity of radiation behavior of test setup due to the deviation of
magnitude and the phase in terminating impedance from ideal case.
The 3D full wave simulation was done with the finite integral technology solver in
CST [11] and a MATLAB [12] code was written for post-processing step. Post-processing
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method allows to incorporate all passive complex impedances to be included in the 3D
simulation as the termination in the real world are complex.
The rest of the paper is organized as follow. Post-processing method, formulation
and simulation setup are constructed in Section 2. This is done with a one wire setup and
two imbalanced setups with two and three wire terminations, which has been introduced
recently by VCCI [13, 14]. Impact of termination condition on measurement uncertainty is
discussed in Section 3. Results and discussion are provided in Section 4. A comparison
between full wave simulation with ideal termination and post processing method is
performed in this section to assess the accuracy of the method. Also, this section provides
more analyses to study the effects of variable complex terminated impedance on radiated
field. Section 5 concludes the paper.

2. CONSTRUCTION OF THE POST PROCESSING METHOD

To perform proper analyses on the effects of phase or magnitude changes on
radiated emission, a simulation was done in CST. Figure 1 shows a 3D full wave simulation
setup which was created to evaluate the radiated emission in accordance with the CISPR
22 standard [15]. This has been done to look at the change of radiated emission as a function
of frequency for complex terminated impedance e.g., 10% change in magnitude and up to
30° phase change in termination. The simulation setup was created for one, two and three
wires to perform full wave EM simulation once and make a parametric sweep o f the
complex termination impedance in a post processing step.
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As shown in Figure 1, the setup uses a solid metal block to model the device under
test (DUT) (30 x 10 x 30 cm) located 1 m above an infinite ground plane. Although this
cable arrangement is not exactly similar to the suggested arrangement in CISPR 22 [15],
but for the purpose of this work that does not matter.
The metal box is connected to 1.5 m long wires through different excitation e.g.,
common mode (CM) source with a 50 Q port. A typical power cord geometry was used,
each wire diameter is 1.62 mm. It is covered with a PVC insulation of 0.89 mm thickness.
The distance between wires equals 2.35 mm. And the jacket has a diameter of 9.5 mm, also
made from PVC.

Figure 1. 3D full wave simulation setup for one wire application.

Looking at the schematic of the setup shown in Figure 1, it has two S-parameter
sources to excite the structure from both sides of the wire. This structure is modeled as two
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ports network with the signal flow graph (SFG) shown in Figure 2. In this figure, port-one
is the excitation source and port-two is the termination. The purpose o f the SFG is to
provide a solution algorithm by applying M ason’s rule [16]. M ason’s rule, also known as
‘non-touching loop rule’ is used to determine the ratio of a dependent (E) to an independent
variable as:
E = T1 +

521r 'l
—c ~ T 2,
1 - W l

(1)

The system is a 50 Q system and hence the input reflection coefficient ( r i ) is zero
in this SFG due to using S-parameter port at the input which is matched with 50 Q.
From the termination point of view, any termination can be defined for these
structures, e.g., symmetric two or three wire 50 Q termination [1, 9]. However, in this
work, the method is used to investigate the effects of variable complex impedance
terminations on the radiated emissions for an imbalanced two or three wire termination
(Figure 3) [13, 14].

Figure 2. SFG for two port networks.

Although, the imbalanced termination has not been standardized yet, it is good to
investigate the variation caused by a real termination impedance in an imbalanced
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termination. It has been shown that for some device e.g., power line communication model,
the imbalanced design can increase radiation up to 15 dB because DM current converts
into CM current [14]. For some device though e.g., LED there is no effect with an
imbalanced termination

[14]. Therefore,

an imbalanced termination reflects the

impedances in a typical household better than a symmetric one. Figure 4 shows the
excitation and termination sides for two and three wire setups.
Figure 4.b and Figure 4.d show DM excitation for two and three wire setups,
respectively. Some products have dominant CM on L and N in respect to PE. This is called
TM excitation by VCCI (Figure 4.e).

(a)

(b)

Figure 3. Schematic of an imbalanced termination, a) 2 wire termination, b) 3 wire
termination.

Low connection impedance (10 Q) is used in Figure 4. A low impedance was
selected as this is similar to the voltage drop at an insufficiently connection. By comparing
to a 1 Q source it has been verified that the selection of the source impedance does not
significantly influence the conclusions drawn from the simulation.

124

(a)

(b)

(c)

(d)

(e)
Figure 4. Schematic used in 3D full wave simulation setup, a) two wire imbalanced
termination, b) DM excitation for two wire application, c) three wire imbalanced
termination, d) DM excitation for three wire application, e) TM excitation for three wire
application.

Looking at the schematic of the two and three wire setups shown in Figure 4, they
have three and four S-parameter sources, respectively. All ports excite the structure from
both sides of the wire to get the transfer functions (T). The transfer function is the
maximum radiated emission in 3 m distance for each S-parameter excitation. The first
structure (three ports in Figure 4.a and Figure 4.b) is modeled as three ports network with
the SFG shown in Figure 5. The second structure (four ports in Figure 4.c, with either

125
Figure 4.d or Figure 4.e) is modeled as four port networks with the SFG shown in Figure
6. It is obvious that port-one is replaced with voltage source (a port with 50 Q) in both
networks. Thus, the input reflection coefficient (T1) is zero due to using 50 Q S-parameter
port at the input which is matched with 50 Q. The rest of the ports in Figure 5 and Figure
6 are replaced with two or three wire imbalanced terminations (Figure 3) and the reflection
coefficients will be calculated for each impedance.

Figure 5. SFG for three port networks.

Figure 6. SFG for four port networks.
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To find relations and provide a solution algorithm, M ason’s rule is applied in Figure
5 and the ratio of a dependent (E) to an independent variable calculated as:
E = T1 +
(1 —^33r 3)^2ir 2 + ^’31^23r 2r 3

+
1

$2 2 ^ 2

^33r 3

^23^32 r 2r 3 + ^'22^33r 2r 3

(1 —^22r 2) ^ 3 ir 3 + ^21^32 r 2r 3

+
1

^22r 2

^33r 3

^23^32 r 2r 3 + ^'22^33r 2r 3

T2
(2)
T3 ,

where E is the maximum radiated field in 3 m distance, r 2 and O are reflection coefficient
related to R1 and R2 in Figure 3.a, respectively. And T1, T2 and T3 are the maximum
radiated emission correspond to three individual S-parameter port excitations in full wave
solver. Similarly, by applying M ason’s rule in three-wire setup (Figure 6), the ratio of a
dependent (E) to an independent variable can be shown as:
F2
F3
F4
E = T i + 1 j T 2 + 1 3 T 3 + - 4 T 4,

(3)
( )

where D = 1 - (S22r2 + S33r3 + S44r4 + S23S32r2r3 + S 24S 42r2r4 + S34S 43r3r4
+

S23S 34S 42r2r3r4

+

S 32S 43S24r2r3r4) + S22S33r2r3

+ S22S 44r2r4

+

S 33S 44r3r4 + S43S 34S 22r2r3r4 + S 42S 24S 33r2r3r4 + S32S 23S 44r2r3r4 r2r3r4S 22S 33S 44,
F2 = (1 - S33r3 - S44r4 - S 34S 43r3r4 + S 3 3 S 4 4 r3 r4 )S 2 ir2 + S31S23r2r3(1-S44r4)
+ S41S 24r2r4 (1-S33r3) + S 41S 34S 23r2r3r4 + S31S 43S24r2r3r4,
F3 = (1 - S22r2 - S44r4 - S 24S 42r2r4 + S 2 2 S 4 4 r2 r4 )S 3 ir3 + S21S32r2r3(1-S44r4)
+ S41S34r3r4(1-S22r2) + S 41S 24S 32r2r3r4 + S21S 42S34r2r3r4,
F4 = (1 - S22r2 - S33r3 - S23S32r2r3 + S 2 2 S 3 3 r2 r3 )S 4 ir4 + S21S42r2r4(1-S33r3)
+ S31S43r3r4(1-S22r2) + S 21S 43S 32r2r3r4 + S 31S 23S42r2r3r4.
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where E is the maximum radiated field in 3 m distance, T2, O and T4 are reflection
coefficient related to R1, R2 and R3 in Figure 3.b, respectively. And T1, T2, T3 and T4
are the maximum radiated emission correspond to four individual S-parameter port
excitations in full wave simulation.

3. IMPACT OF TERMINATION CONDITION ON MEASUREMENT
UNCERTAINTY

The sensitivity of radiation behavior o f test setup due to the deviation of magnitude
and the phase in terminating impedance from ideal case is considered in CISPR 16-4-1
standard [10]. The average combined standard uncertainty (Uc-scu) is defined (including
the terminating condition of main cable) as [9]:
(4)

where CISPR/TR 16-4-1 specifies [9, 10]:
•

Combined Measurement Instrumentation Uncertainty (Uc-MIU) of 2.5 dB,

•

uncertainty by main cable arrangement (Ua) of 3.5 dB,

•

uncertainty in operating condition of EUT (Uc) of 1.7 dB.

•

and the uncertainty in terminating condition (Ub).
Having a rectangular probability distribution for the uncertainty of cable

terminating condition which is already considered in CISPR 16-4-1 [10], the uncertainty
in terminating condition (Ub) is defined as [9]:

b

Emax
max

(5)

Emin
min

2V3

2V3
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where Emax and Emin are the maximum and minimum electric field strength in dBpV/m,
respectively. From CISPR 16-4-1 [9], the expanded standard uncertainty (USCU,VHFLISN) is obtained :
Uscu, vhf- lisn = 2 Uc- scu

(6)

4. RESU LTS AND DISCUSSION

To verify the method, two simulations were performed in a full wave solver for
each setup namely one, two and three wire setups. First, all three setups were simulated
with pure resistive lumped element in termination sides. Field monitors were used to get
the radiated emission at different frequencies in full wave simulation (CST design studio).
Using these results, the maximum radiation is calculated in a post processing step;
however, it is also possible to let CST calculates the maximum radiation with post
processing option. This result will be used as references to evaluate the post processing
method. Second, all S-parameter ports have been excited in full wave solver to get the
transfer functions i.e., T1 - T4 (Figure 2. Figure 5 and Figure 6). Considering SFG shown
in Figure 2, 5, and 6, reflection coefficient for each port can be calculated with equivalent
terminations as used in step one. As an example, the reflection coefficient and electric field
for ideal termination in one-wire setup can be calculated with (7) and (8), respectively:
ZL - 50
r i = fZL
+ +5 50Z
0 l=150 a = 0 '5
0.5 * 521
£ = 7 1 + - ---- n c r T2,
1 - 0.5 * 5 22

(7)

(8)
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The equivalent reflection coefficient can be calculated in a same way with each
termination mentioned in two or three- wire setup (Figure 5 and Figure 6). The maximum
radiation then is calculated in a post processing step using (1), (2) and (3) for three different
setups.
After verifying the method, it is used to determine the effects of change in the phase
and magnitude of termination on radiation. This can be performed easily by updating the
reflection coefficients for any arbitrary termination.
It is worth mentioning that from this point onwards, no full wave simulations are
required for the analyses on different setups. It is possible to reproduce radiated field for
any arbitrary termination, while sweeping magnitude and phase of termination without
performing new full wave simulation. This will be done just by defining different reflection
coefficient for different ports.

4.1. ONE WIRE SETUP
The analysis for one wire setup is performed with the setup shown in Figure 1 which
is terminated to ground plane with a series RLC combination (R = 135 Q, L = 10 nH, and
C = 70 pF). The comparison between the results of full wave simulation and post
processing method has less than 0.6 dB difference in 0-1000 MHz (Figure 7).

This

comparison shows a good agreement between two methods and verifies that the
postprocessing step reproduce the result from 3D full wave simulation very well. After the
initial verification of the method, it will be used to quantify the effects of termination sweep
on radiated emission.

130
Although allowable deviation for common mode impedance termination of 150 Q
is reported [1, 17] and is qualitatively known; it is important to quantify the effect of the
real termination with non-zero phase (+/-10% change in magnitude and +/-30° phase
change). The effects of allowable deviation on radiated emission can be used to illustrate
the usefulness of the proposed variation.
To sweep the termination impedance, a random function is used since both emission
(8) and reflection coefficient (7) are non-linearly related to the parameters of the
terminations. To perform a random sweep o f impedance, the magnitude of the termination
impedance is defined as random variables as:
x . = x jnin + (X max - x f n ) x r a n d ( 1>N )

(9)

where the parameter X t=unif(X'jnin, Xjnax) is the uniformly distributed random number on
the interval (Xjnin, X™ax). Therefore, 10% change in magnitude is the limit specified for
the terminated impedance. Total combinations of 2000 terminations with random
distribution has been selected. Similarly, the phase of the termination impedance is defined
as random variables as:
Y. = Yjmn + (Yl^nax - Y^nin) x r a n d ( 1 , N)

(10)

where the parameter Yt=unif(Yjmin, Yjmax) is the uniformly distributed random number on
the interval (Y-nin, Y-nax). Thus, ±30° in phase are the limit specified for the terminated
impedance. Total combinations of 2000 terminations with random distribution has been
selected. Therefore, the impedance is calculated as:
Z t = X ie j Y8oYi

(11)
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Reflection coefficient of each sample has been calculated with (7). The results are
plotted in Figure 8 as red stars represent the reflection coefficients.

Figure 7. Radiated emission (E field) with ideal termination (1-wire setup).

Figure 8. Reflection coefficient on smith chart (1-wire setup).
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After calculating transfer function from a full wave simulation, the post processing
is performed for 2000 test cases to calculated radiated emission for each case. This
calculation last only about 40 minutes in MATLAB.
Considering the fact that one full wave simulation cannot be faster than 3 hours for
one wire setup, post processing method is much faster than full wave simulation. Radiated
emission for all combinations is shown in Figure 9 and are compared with the radiation
from ideal termination. Figure 10 shows the deviation of radiated emission from ideal
(RCM = 150 Q). Because, the main source of the radiation is main cable, the field is
affected by the cable length. It resonates and drops, periodically. The calculated value
uniformly distributed for different terminations between the maximum and minimum value
of each frequency.

R a d ia te d e m is s io n , o n e w ir e s e tu p

Emission with ideal termination
(dotted yellow line)

Emission from 2000 random
selected terminations with
defined tolerance

195

360
525
690
Frequency (M Hz)

855

1000

Figure 9. Radiated emission with different terminations (1-wire setup).
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It can be seen that the maximum radiated fields for all random selected terminations
at f = 35 and 200 MHz, is about 2.5 and 2 dB, respectively. However, at 400 MHz, the
difference is only 1.5 dB. These results indicate that the termination has largest effect at
lower frequencies (below 400 MHz). For the frequencies above 400 MHz, however, the
wavelength is comparable with the length of the cable. The radiation is dominant at the
source region and it does not depend on the termination, anymore. As can be seen in Figure
10, the maximum radiation with the tolerance specified in one wire setup is only 2.8 dB
occurs around 35 MHz. This of course validate the proposed variation because the
tolerance specification has negligible effects (< 3 dB) on emission.

Deviation from ideal termination,one wire setup

-3'---------‘-------- *---------‘-------- 1---------*------30
195
360
525
690
855 1000
Frequency (MHz)
Figure 10. Maximum change in radiated emission due to different terminations (1-wire
setup).

Figure 11 shows the normalized radiation for different frequencies on smith chart.
The radiated field has been calculated for all possible terminations on different frequencies,
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e.g., 30, 100, 200 and 400 MHz on smith chart. The difference between the maxima and
minima of radiated field for all possible termination on smith chart is about 35 and 11 dB,
at the frequencies 45 and 200 MHz, respectively. However, at 400 MHz, the difference is
only 4 dB. As the frequency increases, the radiation has less variation. The maximum
radiation is found with Re(Z) = 0 Q or Re(Z) = inf where |r| = 1; however, at different
angles, it depends on the frequency. Because of resonance in the associated main cable, the
radiated emission is varying with frequency.
As the test condition defines this resonance, it is not representative of real-life
installation. An average common mode impedance of a long cable has been justified to be
150 Q to minimize the effects of resonance upon measurement reproducibility [18, 19].
Figure 9 shows no strong resonances around Z = 150 Q ± 15 Q with ± 30 ° phase for a long
cable. Therefore, post processing method can easily prove justification of 150 Q as average
common mode impedance which arises from empirical data [20].

4.2. TWO-WIRE SETUP
The analysis for two-wire setup is performed with imbalanced two wire termination
(Figure 4.a). To verify the method with a realistic termination, a series RLC combination
has been used which provides up to 10 % change in magnitude and up to 40° phase change,
e.g., R dm = 90 Q, L = 10 nH, C = 70 pF and R cm = 135 Q, L = 10 nH, C = 70 pF.
The comparison between the results of full wave simulation and post processing
method has less than 0.7 dB difference in 30-300 MHz (Figure 11). Good agreement
between two methods verifies that the postprocessing step reproduce the result from 3D
full wave simulation very well. After the initial verification of the post processing method,
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it will be used to quantify the effects of termination sweep on radiated emission in
imbalanced two wire setup.

Figure 11. Radiated emission (E field) with ideal termination (2-wire setup).

Figure 12. Reflection coefficient on smith chart (two-wire setup).

An independent random sweep of two impedances is performed. Having the
tolerance specified with 10% deviation in magnitude and +/-30° in phase of two termination
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impedances namely, CM and DM impedances, the 2000 combinations of random selected
impedances is shown on smith chart (Figure 12).
Calculating transfer function from a full wave simulation, the post processing is
performed for 2000 test cases. The process lasts only about 50 minutes which is quite fast
compare to 4 hours performing only one full wave simulation.
Radiated emissions for all combinations is compared with emission from ideal
termination (Figure 13).

Radiated emission, two wire setup
Emission with ideal
termination (dotted
yellow line)

Emission from 2000 random selected
terminations with defined tolerance spec

210

255

300

Frequency (MHz)
Figure 13. Radiated emission (E field) with different terminations (two-wire setup with
DM excitation).

The maximum error with the tolerance specified in two-wire setup is about 4 dB.
The maximum deviation occurs around 40 MHz. This is expected because the termination
is more important at lower frequencies.
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4.3. THREE-WIRE SETUP
The analysis for three-wire setup is performed with imbalanced three wire
termination (Figure 4.c). This has been done with DM excitation (Figure 4.d) and TM
excitation (Figure 4.e).
To verify the method, a series RLC combination has been used to provide a realistic
termination with up to 10 % change in magnitude and up to 40° phase change: R dm = 90
Q, L = 10nH, C = 90 pF, RTM = 50 Q, L = 10nH, C = 117 pF and R cm = 80 Q, L = 10nH,
C = 90 pF.
Comparing the results of full wave simulation and post processing method, the error
is less than 0.7 dB and 1.9 dB for DM (Figure 14) and TM excitation (Figure 15),
respectively.

Radiated em ission, three wire setup
E EM-CST
E Post Processing
AL

-0 .4

-

210

255

0.8

300

Frequency (MHz)

Figure 14. Radiated emission for three-wire setup with DM excitation.
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R a d ia te d e m is s io n , th re e w ire se tu p
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300

F re q u e n c y (M H z )

Figure 15. Radiated emission for three-wire setup with TM excitation.

Figure 16. Reflection coefficient on smith chart (three-wire setup).

To quantify the effects of termination-sweep on radiated emission in three-wire
setup, a random distribution of three impedances is used. Similarly, the tolerance in random
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distribution is defined as to be 10% in magnitude and +/-30° in phase of each individual
impedance. Furthermore, 2000 combinations of reflection coefficient of independently
random selected impedances with defined tolerance e.g., DM, CM and TM impedances are
used (Figure 16). After calculating transfer function from a full wave simulation, the post
processing method is performed for 2000 test cases.
This last only about 2.5 hours which is much faster compare to 5 hours to do only
one full wave simulation. Figure 17 shows the radiated emissions of all combinations with
DM excitation. Difference between the maximum radiation and the ideal case (dotted
yellow line) is less than 4.7 dB. Emission with TM excitation is shown in Figure 18. The
radiated emission from all combinations undulates around the reference emission with
maximum 3 dB difference.

Radiated emission, three wire setup
Emission from 2000 random selected
terminations with defined tolerance spec.

Emission with ideal
termination (dotted
yellow line)
210

255

300

Frequency (MHz)
Figure 17. Radiated emission (E field) with different terminations (three-wire setup with
DM excitation).
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4.4. IMPACT OF TERMINATION CONDITION ON MEASUREMENT
UNCERTAINTY
Figure 19 shows the maximum deviation of radiated emissions with DM and TM
excitations among all combinations of terminated impedance in two and three wire setups.
The maximum change in emission among all test cases with defined tolerance is less than
5 dB. The maximum deviation occurs around 177 MHz in three-wire setup with DM
excitation. This is about 8 dB lower than previously reported for a balanced three-wire
termination [9]. The PE is connected to the enclosure in a balanced termination; thus, the
common mode impedance is low for all currents. The imbalanced three-wire termination
is different, though. So, it may suppress resonances stronger, as PE is not grounded.
Because the maximum deviation due to termination condition of the imbalanced two and
three-wire setups from 30 up to 300 MHz is about 5 dB, the maximum uncertainty in
terminating condition (Ub) in (5) is only about 1.6 dB. Using (4), the average combined
standard uncertainty (Uc-scu) for two and three wires would be about 5 dB. The expanded
standard uncertainty (USCU,VHF-LISN) in (6) is improved to 10 dB for imbalanced two
or three-wire termination. This has been reported to be USCU,VHF-LISN =12 dB for 50 Q
LISN in [9]. Comparing with 15.5 dB currently defined in CISPR 16-4-1 [10], SCU for
imbalanced two or three-wire VHF LISN is improved about 5.5 dB.

5. DISCUSSION

A post processing method was implemented to investigate the effects of complex
termination on radiated emission. This method was used to reduce the number of full wave
simulations and make a parametric sweep of the complex termination impedance.

141

Figure 18. Radiated emission (E field) with different terminations (three-wire setup with
TM excitation).

Maximum deviation from ideal termination
---- Three-wire setup, TM
---- Three-wire setup, DM
---- Two-wire setup. DM

210

255

300

frequency (MHz)

Figure 19. Maximum change in radiated emission (E field) due to different terminations
(two and three-wire setup).
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The method implemented under assumption that the maximum radiated emission is
a function of S-parameters and reflection coefficients. However, the standing wave on the
wire might be changed with termination and probably cause a different radiation pattern.
For the purpose of this work, the radiation pattern is considered to be independent of
reflections, i.e., the position of nodes and anti-nodes.
Therefore, it is possible to perform full wave simulation once to calculate the
transfer functions and reproduce radiated field for any complex termination. Post
processing part performed with a simple code in MATLAB. The method provides an
opportunity to consider the effect of complex termination on test result without needing to
repeat full wave simulation or measurement. It seems that this method prepares an easy
approach to consider the effect of complex termination on test result.
Three different setups e.g., one wire, imbalanced two or three-wire setups, were
used to investigate the effect of allowable deviation from standard terminations on
radiation emissions.
The results from post processing method were verified with full wave simulation
for all three different setups, first. It was shown that the computational error with post
processing method is less than 1 dB. Then, it was shown that:
Radiated emission of 2000 independently random selected terminations with
allowable deviation took only about 40, 50 and 160 minutes for one, two and three wire
setups, respectively. This of course is much faster comparing to required 2000 times full
wave simulations because each one, two and three wire full wave simulation may last about
3, 4 and 5 hours, respectively.
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Termination has largest impact at lower frequencies (below 400 MHz) and the
termination is less important above 400 MHz as the wavelength becomes comparable with
the length of the cable. Thus, the radiation is dominant at the source region and it does not
depend on the termination.
With 10% change in the magnitude of terminated impedance and ±30° change in
its phase, no significant (less than 5 dB) effect on radiation was observed.
The calculated radiated emission uniformly distributed for different terminations
between the maximum and minimum value of each frequency.

6. CONCLUSION

A post processing method was implemented to investigate the effects of complex
termination on radiated emission. Post processing part performed with a simple code in
MATLAB. The method provides an opportunity to consider the effect of complex
termination on test result without needing to repeat full wave simulation or measurement.
The results from post processing method were verified with full wave simulation
for three different setups e.g., one wire, imbalanced two or three-wire setups, first. It was
shown that the computational error with post processing method is less than 1 dB.
Using this method, the uncertainty based on the tolerance of terminating impedance
is calculated to be about 5 dB for two or three-wire setup. Including termination condition
for two or three-wire setup, the SCU was calculated to be about 10 dB. This is about 5.5
dB lower than 15.5 dB which is currently defined in CISPR 16-4-1.
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SECTIO N

2. CONCLUSIONS AND R ECO M M EN D A TIO N S

In the first paper of this dissertation, analysis of the rotating permanent magnet in
terms of its efficiency was conducted. It was demonstrated that the rotating magnet source
outperforms a conventional coil source by a large margin (23 dB of field strength for the
same volume and dissipated power), which might be a considerable advantage for low size,
weight, and power applications. A method to produce ASK signals using a modulation coil
was proposed and analyzed.
In the second paper of this dissertation, methods were developed to estimate an
equivalent representation of sources from near-field scans of the electric fields. This
representation was evaluated based on its ability to estimate fields both above the scan
plane and next to the DUT when the scans were noisy and only performed in a plane above
the DUT. The proposed reconstruction method was validated with measurements of a test
board containing a buffer IC. The representation was shown to accurately predict fields at
locations both above and to the side of the DUT with less than a 3.5 dB average error for
this test case.
In the third paper of this dissertation, methods were developed to estimate an
equivalent dipole representation of sources from near-field scans of the electric and
magnetic fields. This dipole representation was evaluated based on its ability to estimate
the fields above the scan plane, the fields next to the DUT, and the total radiated power.
The impact of three major sources of error in near field scans: random measurement noise,
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cross field coupling, and position error, was investigated on field prediction. A clear
decision-making process with examples is provided to guide the user toward selection of
the "best" representation.
In the fourth paper, an analysis of an imbalanced two- or three-wire VHF LISN was
conducted in terms of its mode conversion and termination impedance. It was demonstrated
that an imbalanced termination impedance provides a specified degree of conversion from
differential- to common-mode, which can lead to more representative radiated emission
test results. For ensuring spectral emission control, an imbalanced LISN is needed. An
imbalanced two or three-wire VHF LISN was prototyped.
In the fifth paper, a post processing method was implemented to investigate the
effects of complex termination on radiated emission. Post processing part performed with
a simple code in MATLAB. The method provides an opportunity to consider the effect of
complex termination on test result without needing to repeat full wave simulation or
measurement. Using this method, the uncertainty based on the tolerance of terminating
impedance is calculated to be about 5 dB for two or three-wire setup. Including termination
condition for two or three-wire setup, the SCU was calculated to be about 10 dB. This is
about 5.5 dB lower than 15.5 dB which is currently defined in CISPR 16-4-1.
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