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Povzetek
Na mnogih podrocˇjih cˇlovekovega udejstvovanja je v zadnjem cˇasu znacˇilna
hitra rast podatkov tako v kolicˇini kot tudi raznolikosti. Skupna obravnava
heterogenih virov informacij je zato velik izziv. V delu predlagamo novo
racˇunsko metodo za gradnjo napovednih modelov iz heterogenih podatkovnih
virov. Ta uporablja simetricˇno kazensko matricˇno tri-faktorizacijo in priori-
tizira napovedi z ocenjevanjem verjetnosti iz razcepnih matricˇnih faktorjev.
Metoda predstavlja nov koncept vmesne strategije zdruzˇevanja podatkov, ki
ni le splosˇno uporaben, temvecˇ daje tudi zanesljive in zelo dobre rezultate.
Glavne prednosti predlaganega pristopa so elegantna matematicˇna formula-
cija problema, zmozˇnost integracije vseh vrst podatkov, ki se lahko izrazijo
v matricˇni obliki, in visoka napovedna tocˇnost.
Uspesˇnost metode smo v nasˇem delu eksperimentalno preverili z napo-
vedovanjem genskih dolocˇitev amebe D. discoideum, pri cˇemer smo zdruzˇili
podatke o genskih izrazih, omrezˇja proteinskih interakcij in znane genske pri-
pise. Model, zgrajen s predlagano metodo, dosega viˇsjo tocˇnost od strategij
zgodnje in pozne integracije, ki zdruzˇujejo vhodne podatke ali napovedi, in
so se v preteklosti izkazale za koristne pri povecˇanju tocˇnosti napovednih
modelov.
S predlaganim pristopom smo napovedali tudi nekaj genov D. discoideum,
ki imajo lahko pomembno vlogo v bakterijski rezistenci in pred tem niso bili
povezani s to funkcijo. Ameba je zelo pomemben modelni organizem, znana
tudi kot plenilec bakterij, tudi takih, ki so cˇloveku nevarne in so v zadnjem
cˇasu vse bolj odporne na razvite antibiotike. Do sedaj je bila znana le pesˇcˇica
genov, vpletenih v poti amebine bakterijske rezistence. Nasˇe napovedi pe-
tih novih kandidatnih genov so bile eksperimentalno potrjene na sodelujocˇi
instituciji (Baylor College of Medicine, Houston, ZDA). Razsˇiritev seznama
teh genov je kljucˇna v sˇtudijah mehanizmov bakterijske rezistence in lahko
prispeva pri snovanju alternativnih metod klasicˇnega antibakterijskega zdra-
vljenja.
Kljucˇne besede
matricˇna faktorizacija, heterogeni podatkovni viri, zdruzˇevanje podatkov,
napovedni model, genska dolocˇitev, bakterijska rezistenca

Abstract
Today we are witnessing rapid growth of data both in quantity and variety
in all areas of human endeavour. Integrative treatment of these sources of
information is a major challenge. We propose a new computation method for
inference of prediction models. The method uses symmetric penalized ma-
trix tri-factorization and prioritizes predictions by estimating probabilities
from matrix factors. The approach represents a new concept of data integra-
tion by intermediate strategy which is both generally applicable as well as
highly effective and reliable. Major advantages of the approach are an ele-
gant mathematical formulation of the problem, ability to integrate any kind
of data that can be expressed in matrix form, and high predictive accuracy.
We tested the effectiveness of the proposed method on predicting gene an-
notations of social amoebae D. discoideum. The developed model integrates
gene expressions, protein-protein interactions and known gene annotations.
Model, inferred by proposed method, achieves higher accuracy than standard
techniques of early and late integration, which combine inputs and predic-
tions, respectively, and have in the past been favourably reported for their
accuracy.
With the proposed approach we have also predicted that there are a
few genes of D. discoideum that may have a role in bacterial resistance and
which were previously not associated with this function. Amoebae is an
important model organism, also known for its predation of bacteria, among
which are some dangerous to humans and have recently been increasingly
resistant to developed antibiotics. Until now, only a handful of genes were
known to participate in related bacterial recognition pathways of amoebae.
Our predictions of five new genes were experimentally confirmed in wet-lab
experiments at the collaborating institution (Baylor College of Medicine,
Houston, USA). Expanding the list of such genes is crucial in the studies
of mechanisms for bacterial resistance and can contribute to the research in
development of alternative antibacterial therapy.
Keywords
matrix factorization, heterogeneous data sources, data fusion, prediction
model, gene annotation, bacterial resistance
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Seznam uporabljenih kratic in simbolov
BLAST osnovni algoritem lokalne poravnave zaporedij (angl. basic local
alignment search tool)
EC oznacˇevalni sistem encimov (angl. enzyme commission)
MF matricˇna faktorizacija (angl. matrix factorization)
miRNA mikro RNA (angl. micro RNA)
mRNA sporocˇilna RNA (angl. messenger RNA)
NNDSVD nenegativni dvojni singularni razcep (angl. nonnegative
double singular value decomposition)
omrezˇje PPI omrezˇje proteinskih interakcij (angl. protein-protein
interaction network)
PCA analiza glavnih komponent (angl. principal component analysis)
PMF kazenska matricˇna faktorizacija (angl. penalized matrix
factorization)
pogoji KKT pogoji Karush-Kuhn-Tucker v teoriji optimizacije
SDP semidefinitno programiranje (angl. semidefinite programming)
SNMNMF vecˇrazcepna hkratna redka matricˇna faktorizacija z mrezˇno
regularizacijo (angl. sparse network-regularized multiple
nonnegative matrix factorization)
SVD singularni razcep (angl. singular value decomposition)
SVM metoda podpornih vektorjev (angl. support vector machines)
tri-NMF nenegativna matricˇna tri-faktorizacija (angl. nonnegative
matrix tri-factorization)
tri-PMF kazenska matricˇna tri-faktorizacija (angl. penalized matrix
tri-factorization)
tri-SPMF simetricˇna kazenska matricˇna tri-faktorizacija (angl. symmetric
penalized matrix tri-factorization)
ucˇenje PU ucˇenje iz pozitivnih in neoznacˇenih primerov (angl. learning
from positive and unlabeled examples)
WT sev divjega tipa, nemutirani protein (angl. wild-type)

Poglavje 1
Uvod
V mnogih nalogah podatkovne analize obstaja vecˇ naravnih predstavitev
oziroma pogledov, ki z razlicˇnih zornih kotov osvetljujejo isti nabor entitet.
Posamezne predstavitve so pogosto nepopolne, pomanjkljive in neskladne.
Zdruzˇevanje razlicˇnih podatkovnih virov je eden izmed kljucˇnih izzivov v
analizi podatkov in pomembno vpliva na kakovost odkrivanja struktur v do-
meni [14]. V primeru skladnih podatkovnih virov – enaki vzorci so razpoznani
v vseh dostopnih predstavitvah entitet – se problem zdruzˇevanja virov po-
enostavi v dolocˇanje konsenznega modela, ki opisuje vzorce, skupne vsem
predstavitvam. Cˇe je med podatkovnimi viri razdor, je potreben ucˇinkovit
postopek zdruzˇevanja predstavitev, ki odpravi neskladja, razpozna skupne
vzorce in hkrati ohranje tiste, ki so edinstveni za vsako predstavitev.
Sˇiroko razlikovanje med tehnikami zdruzˇevanja podatkovnih virov opre-
deljuje tri splosˇne strategije [49], (i) zgodnja integracija zajema neposre-
dno zdruzˇevanje podatkov iz vecˇ pogledov v eno samo ucˇno mnozˇico pred
zacˇetkom ucˇnega procesa, (ii) vmesna integracija zajema izracˇune relacij med
podatkovnimi viri in proizvede kombinirane poglede, ki so nato dani ucˇnemu
algoritmu, in (iii) pozna integracija, ki uporabi ucˇni algoritem locˇeno v vsaki
predstavitvi in nato zdruzˇuje rezultate. Tako zgodnja kot tudi pozna stra-
tegija, ki zdruzˇujeta vhodne podatke ali napovedi, sta se izkazali za koristni
pri povecˇevanju tocˇnosti napovednih modelov [46, 54, 33]. Vendar vmesni
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pristop omogocˇa ocenjevanje prispevkov podatkovnih virov in vkljucˇevanje
znanih relacij med viri v ucˇni proces, zato je ta pristop zazˇeljen. Vpeljavo
vmesne integracije v gradnjo napovednih modelov ovirajo ucˇni algoritmi.
Ti na podrocˇju strojnega ucˇenja najpogosteje niso prilagojeni za socˇasno
obravnavo vecˇih predstavitev, njihove razsˇiritve niso enostavne ali zahtevajo
prilagoditev, uporabno le za izbrano nalogo [69, 44].
V delu predlagamo novo racˇunsko metodo za gradnjo napovednih mode-
lov iz heterogenih podatkovnih virov, ki uporablja matricˇno faktorizacijo in
ocenjevanje verjetnosti napovedi iz razcepnih matricˇnih faktorjev ter temelji
na vmesni integraciji podatkov.
Uporaba matricˇne faktorizacije za vmesno zdruzˇevanje heterogenih virov
je nov pristop, obetaven na raznih podrocˇjih. Eno izmed teh je bioinforma-
tika, kjer hitra rast kolicˇine in raznolikosti javno dostopnih biolosˇkih podat-
kov zahteva ucˇinkovite racˇunske metode za zdruzˇevanje heterogenih predsta-
vitev [31, 43]. Matricˇne faktorizacije so dobro znane v bioinformaticˇni sku-
pnosti, posebno nenegativne faktorizacije so uspesˇne pri odkrivanju skritih
vzorcev v genskih izrazih iz mikromrezˇ [10], odkrivanju biolosˇkih procesov,
razvrsˇcˇanju in grucˇenju genskih izrazov [21], razpoznavanju vzorcev zvijanja
proteinov, napovedovanju genskih funkcij [62], proteinskih interakcij [7] in
koreguliranih genskih ter miRNA modulov [69]. Vecˇina metod uporablja en
sam vir informacij, cˇeprav je v splosˇnem za vse opisane naloge na voljo vecˇ
virov. Za napovedovanje genskih funkcij so med njimi zapisi genskih izrazov,
znani genski pripisi, proteinske interakcije, biolosˇke informacije, pridobljene
iz literature in drugi viri [6].
V pricˇujocˇem delu predstavimo matricˇne faktorizacije in njihovo uporabo
v bioinformatiki ter raziˇscˇemo strategije zdruzˇevanja heterogenih virov pri
gradnji napovednih modelov (poglavje 2). Predlagano ogrodje in matricˇno
faktorizacijo uvedemo v poglavju 3 in napovedovanje iz razcepnih matricˇnih
faktorjev v poglavju 4. Uspesˇnost ogrodja za zdruzˇevanje heterogenih virov
ponazorimo na dveh aktualnih problemih v bioinformatiki. To sta napove-
dovanje genskih dolocˇitev amebe D. discoideum, predstavljeno v poglavju 5,
3in napovedovanje bakterijske rezistence te amebe v poglavju 6. Rezultati
slednje uporabe so izrednega pomena, saj je trenutno znanih le nekaj genov
in poti v D. discoideum, ki so odgovorni za bakterijsko razpoznavo in rezi-
stenco. Z novo metodo smo napovedali vecˇ genov te amebe, ki so bili do sedaj
neznani v analizi bakterijske rezistence. Geni so bili potrjeni z biolosˇkimi ek-
sperimenti, ki so jih na osnovi nasˇih napovedi izvedli v laboratorijih prof.
dr. Gada Shaulskyja in prof. dr. Adama Kuspe na Baylor College of Medi-
cine v Houstonu, ZDA. Odzivi ameb na bakterije v okolju so pomembni za
okuzˇbe pri ljudeh, ker so ti verjetno razvili odzive iz poti, ki so jih upora-
bljali primitivni evkarionti za obrambo pred bakterijami. Velika razsˇirjenost
bakterij, odpornih na antibiotike, zmanjˇsuje ucˇinkovitost klasicˇnih antibak-
terijskih zdravil, zato je dolocˇitev novih genov in genskih poti pomembna za
odkrivanje alternativnih metod antibakterijskega zdravljenja pri cˇloveku.
Alternativa predlaganemu pristopu z matricˇno faktorizacijo so dobro zna-
ne tehnike nadzorovanega ucˇenja. Spodbudni rezultati racˇunske analize in
opravljenih eksperimentov v biolosˇkem laboratoriju potrjujejo prednosti pre-
dlagane metode vmesne integracije pred tehnikami nadzorovanega ucˇenja z
zgodnjim ali poznim zdruzˇevanjem. Hkrati je predlagana metoda zaradi
univerzalnega pristopa, ki seveda ni omejen le na podrocˇje bioinformatike,
uporabna tudi na drugih podrocˇjih, kjer se srecˇujemo z mnogoterimi viri
podatkov.

Poglavje 2
Pregled sorodnega dela
2.1 Postopki matricˇne faktorizacije
Faktorizacijski modeli so pogosto naravni pri analizi razlicˇnih vrst tabe-
laricˇnih podatkov. Ti med drugim vkljucˇujejo uporabniˇske izbire iz seznama
predmetov, genske izraze in zbirke dokumentov ali slik. Osnovna predpo-
stavka teh modelov je, da je pomembne vidike podatkov mozˇno zajeti z
zmanjˇsanjem razsezˇnosti predstavitve, ki ustreza dolocˇenim omejitvam.
Ponazorimo predpostavko na preprostem primeru, ki opisuje uporabniˇske
ocene filmov. Nabor je predstavljen z matriko, pri cˇemer uporabniki ustre-
zajo vrsticam in filmi stolpcem matrike. Koncept faktorizacijskega modela
v tem primeru predpostavlja, da so uporabnikove zˇelje dolocˇene z majhnim
sˇtevilom dejavnikov in uporabniˇski zapis predstavljen s pripadnostmi upo-
rabnika posameznim dejavnikom. V linearnem faktorizacijskem modelu je
vsak dejavnik vektor in uporabniˇski zapis ustreza linearni kombinaciji de-
javnikov. Koeficienti linearne kombinacije predstavljajo uporabnika v nizko
razsezˇnem prostoru. Ucˇenje dejavnikov ustreza faktorizaciji matrike ocen v
vecˇ (pogosto dve) manjˇsih matrik ali iskanju faktorizacije, ki dobro ustreza
podatkovni matriki.
Matricˇna faktorizacija je lahko koristna na vecˇ nacˇinov:
Rekonstrukcija signala. Predstavitev v nizko razsezˇnem prostoru ustreza
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skritim signalom ali procesom, ki so bili opazovani posredno [37, 70,
36]. Sodobno uporabo je mogocˇe najti v analizi genskih izrazov, ki
je namenjena zaznavi celicˇnih procesov in stanj na osnovi opazovanih
ravni izrazˇanja genov.
Stiskanje podatkov z izgubami. Tradicionalno analiza glavnih komponent
uporablja nizko dimenzionalni prikaz kot kompaktno predstavitev, ki
sˇe vedno vsebuje vecˇino pomembnih informacij prvotno visoko razsezˇne
vhodne predstavitve [22, 10]. Delo z zmanjˇsano predstavitvijo zmanjˇsa
pomnilniˇske zahteve in racˇunske strosˇke.
Razumevanje struktur v podatkih. Matricˇna faktorizacija se pogosto u-
porablja v nenadzorovanem ucˇenju za razpoznavanje strukture domene,
kot je zbirka dokumentov ali slik [13, 1]. Vsak element (dokument ali
slika) ustreza vrstici v matriki in stolpci ustrezajo postavkam (besede
ali barvni nivoji). S faktorizacijo zgrajene matrike lazˇje razumemo od-
nose med elementi in glavne nacˇine variacij v podatkih.
Napovedovanje. Cˇe so elementi v podatkovni matriki le delno opazovani
(n.pr. uporabniki niso videli in ocenili vseh filmov), se lahko matricˇna
faktorizacija uporablja za napovedovanje neznanih vrednosti (n.pr. ocen
filmov) [32, 11, 40].
Raznovrstne uporabe matricˇne faktorizacije se razlikujejo po omejitvah,
ki so vcˇasih nalozˇene na faktorizacijo in v meritvah odstopanj med matricˇnimi
razcepnimi faktorji in dejanskimi podatki. Cˇe matricˇni faktorji nimajo ome-
jitev, so matrike, ki jih je mozˇno razcepiti v dve manjˇsi matriki, natanko
matrike z rangom, ki je omejen s sˇtevilom dejavnikov. To z drugimi be-
sedami pomeni, da je aproksimacija matrike s faktorizacijo brez omejitev
enakovredna aproksimaciji z matriko nizkega matricˇnega ranga.
Najpogostejˇsa oblika matricˇne faktorizacije iˇscˇe dobro matricˇno aproksi-
macijo nizkega ranga polne podatkovne matrike, tako da minimizira vsoto
kvadratov razlik med matricˇno aproksimacijo in vhodno podatkovno matriko.
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Cˇe imajo stolpci vhodne matrike nicˇelne srednje vrednosti, je ta postopek bo-
lje znan kot analiza glavnih komponent (PCA), saj razcepni faktorji predsta-
vljajo glavne smeri sprememb v podatkih. Taksˇna matricˇna aproksimacija je
dana v zaprti obliki s singularnim razcepom matrike (SVD). Singularni raz-
cep predstavlja lastne vrednosti in lastne vektorje kovariancˇne matrike vrstic
in stolpcev podatkovne matrike.
V mnogih primerih je primerno razmisliti o drugih funkcijah izgube v
aproksimaciji (n.pr. ko so ciljni elementi nenumericˇni ali ustrezajo verjetno-
stnim modelom) in omejitvah, nalozˇenih na matricˇno faktorizacijo, primera
slednjih sta nenegativnost matricˇnih faktorjev [36, 10] ali redkost matricˇnih
faktorjev [22, 69]. Z omejitvami se je mozˇno naucˇiti vecˇ razcepnih faktorjev
in jih razlikovati glede na njihovo kakovost. Pogost zaplet v izvedbi ma-
tricˇne faktorizacije je, da je podatkovna matrika le delno opazovana (redka),
kar zahteva posebne napore za ustrezno uposˇtevanje neznanih vrednosti v
procesu faktorizacije.
Za raziskovalne namene smo razvili programsko knjizˇnico v jeziku Python,
imenovano Nimfa1 [71], ki vsebuje vecˇ modelov matricˇnih faktorizacij (n.pr.
nenegativni, standardni, gladki, vecˇrazcepni), konkretnih konstrukcij fakto-
rizacij z omejitvami in brez omejitev ter mere za ocenjevanje kakovosti raz-
cepnih faktorjev. Nekatere elemente te programske knjizˇnice opiˇsemo tudi v
besedilu, ki sledi.
2.1.1 Matricˇna aproksimacija s faktorizacijo
Naj bodo vhodni podatki predstavljeni v podatkovni matriki Y ∈ Rn×m, ki
jo zˇelimo predstaviti s produktom dveh matrik UVT , pri cˇemer U ∈ Rn×k
in V ∈ Rm×k. Oznacˇimo vrstice matrike Y z vektorji podatkov Yi. Vsak tak
vektor Yi je aproksimiran z linearno kombinacijo UiV
T vrstic matrike VT –
te imenujemo faktorje in vnosi v matriki U so koeficienti linearnih kombina-
cij. V geometrijski predstavitvi ta formalizacija pomeni: vektorji Yi ∈ Rm
so aproksimirani s k-razsezˇnim linearnim podprostorom, ki ga razpenjajo
1Programska knjizˇnica je dostopna na http://nimfa.biolab.si.
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vrsticˇni vektorji matrike VT . Geometrijski pogled je seveda simetricˇen, pri
cˇemer so stolpci matrike Y izrazˇeni z linearno kombinacijo stolpcev matrike
U. Matriki U in V bomo imenovali razcepna matricˇna faktorja.
Cˇe razcepna matricˇna faktorja nista izpostavljena drugim omejitvam,
lahko matriko Y, katere rang je navzgor omejen s sˇtevilom faktorjev k, fakto-
riziramo brez izgub v X = UVT . V zgornji razpravi ostaja nedolocˇen pojem
aproksimacije podatkovne matrike. V kaksˇnem smislu zˇelimo aproksimirati
vhodno matriko? Kaj je merilo razhajanja med podatki Y in modelom X, ki
ga minimiziramo? Ali je mozˇno matricˇno aproksimacijo razumeti kot gradnjo
verjetnostnega modela?
2.1.2 Frobeniusova razdalja matricˇne aproksimacije
Osnovno merilo kakovosti, ki je pogosto sestavni del kompleksnih kriterijskih
funkcij pri matricˇnih faktorizacijah z omejitvami, je razlika kvadratov napak
ali Frobeniusova razdalja. To je Frobeniusova norma razdalje med podatki
Y in modelom X
||Y −X||2Fro =
∑
ia
(Yia −Xia)2. (2.1)
V metodi analize glavnih komponent je dovoljen dodatni aditivni cˇlen
srednjih vrednosti. To je, vhodna matrika Y ∈ Rn×m je aproksimirana z
matriko X ∈ Rn×m matricˇnega ranga k in z vrsticˇnim vektorjem µ ∈ Rm
tako, da je Frobeniusova razdalja
∑
ia
(Yia − (Xia + µa))2 (2.2)
minimalna. Matrika X zajame glavne smeri sprememb vrstic v matriki Y
glede na vektor µ. Z dodanim vektorjem srednjih vrednosti µ problem ma-
tricˇne faktorizacije ni vecˇ simetricˇen, saj so vrstice in stolpci obravnavani
razlicˇno.
Minimizacijo Frobeniusove razdalje je mozˇno razumeti kot ocenjevanje
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maksimalnega verjetja v prisotnosti aditivnega neodvisnega in enako poraz-
deljenega (i. i. d.) Gaussovega sˇuma s konstantno varianco [60]. Predposta-
vimo, da opazimo nakljucˇno matriko generirano na nacˇin
Y˜ = X + Z˜, (2.3)
kjer je X matrika ranga k in Z˜ matrika i. i. d. normalnih slucˇajnih spre-
menljivk z nicˇelnimi srednjimi vrednostmi in konstantno varianco σ2. Potem
je verjetje matrike X ob dani opazovani matriki Y enako
logP (Y˜ = Y|X) = −nm
2
ln 2piσ2 −
∑
ia
(Yia −Xia)2
2σ2
= − 1
2σ2
||Y −X||Fro + Const. (2.4)
Enacˇba (2.4) kazˇe, da je iskanje maksimalnega verjetja matrike X ekvi-
valentno minimizaciji Frobeniusove razdalje.
Frobeniusova aproksimacija nizkega ranga je razsˇirjena predvsem zaradi
enostavnosti izracˇuna. Znano je, da je ta aproksimacija dana s k glavnimi
komponentami singularnega razcepa matrike Y. Matricˇne faktorizacije, ki
minimizirajo druge mere kakovosti aproksimacije, pogosto niso enostavne.
Kljub temu je potrebno obravnavati druge pristope, saj model Gaussovega
sˇuma ni vedno primeren.
2.1.3 Ne-Gaussovi pogojni verjetnostni modeli
Minimizacija Frobeniusove razdalje med matriko X nizkega ranga in podat-
kovno matriko Y ustreza verjetnostnemu modelu, v katerem je vsak ele-
ment Yia realizacija slucˇajne spremenljivke Y˜ia = Xia + Z˜ia. Pri tem je
Z˜ia ∼ N (0, σ2) Gaussova napaka z nicˇelno srednjo vrednostjo in varianco σ2.
Ta verjetnostni model lahko razumemo kot dolocˇitev pogojne porazdelitve
Y˜|X, pri cˇemer je slucˇajna spremenljivka Y˜ia|Xia normalno porazdeljena s
srednjo vrednostjo Xia in varianco σ
2 neodvisno od vnosa (i, a) v slucˇajni
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matriki Y˜.
Pogosto so namesto normalne porazdeltve primerni drugi modeli verje-
tnostnih porazdelitev za Y˜ia|Xia [24, 57]. Ti so dolocˇeni z enoparametricˇno
druzˇino porazdelitev p(y;x).
Poseben razred pogojnih porazdelitev izhaja iz aditivnih, ne nujno Ga-
ussovih modelov, to je Y˜ia = Xia + Z˜ia, kjer so Z˜ia neodvisne slucˇajne spre-
menljivke s fiksno porazdelitvijo. Tovrstne verjetnostne modele imenujemo
aditivni sˇumni modeli. Vcˇasih aditivni model sˇuma Y˜ = X + Z˜, v katerem
je slucˇajna matrika Z˜ neodvisna od X, opustimo. To se zgodi, ko je sˇum
multiplikativen ali je Y matrika z diskretnimi vrednostmi.
Oglejmo si modeliranje klasifikacijske matrike Y z binarnimi oznakami.
Z vlozˇitvijo oznak v mnozˇico realnih sˇtevil (n.pr. nicˇ–ena ali ±1) lahko
uporabimo postopke matricˇne faktorizacije, ki minimizirajo srednjo kvadra-
tno napako. Toda domneva Gaussovega verjetnostnega modela ni primerna.
Naravni verjetnostni model je logisticˇni model, parametriziran z matriko
X ∈ Rn×m nizkega ranga, tako da je verjetnost P (Y˜ia = +1|Xia) = g(Xia)
neodvisna za vsak ia in je g logisticˇna funkcija g(x) = 1
1+e−x . Model X
poiˇscˇemo z iskanjem najvecˇjega verjetja P (Y˜ = Y|X).
Logisticˇni model je le primer splosˇnega pristopa [15], v katerem pogojne
porazdelitve Y˜ia = Xia + Z˜ia pripadajo druzˇini eksponencialnih porazdelitev
in so vrednosti Xia naravni parametri.
2.1.4 Druge ocenitvene funkcije
Pogosto se zˇelimo izogniti ocenjevanju najvecˇjega verjetja in pripadajocˇih mer
kakovosti aproksimacije, ki ustrezajo logaritmu verjetij elementov v matriki
X do homogenosti in aditivnosti natancˇno
D(X; Y) =
∑
ia
loss(Xia; Yia),
loss(x; y) = − logP (y|x). (2.5)
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Zazˇelena je neposredna obravnava mer kakovosti aproksimacije, ne da bi
bilo potrebno izpeljati verjetnostni model. Cˇe so v matriki Y binarne ra-
zredne oznake, so namesto logisticˇnega ali drugega verjetnostnega modela
primernejˇse standardne ocenitvene funkcije za klasifikacijske probleme. Te
vkljucˇujejo 0/1-predznacˇeno izgubo, to je ujemanje pozitivnih oznak s pozi-
tivnimi elementi v matriki X
loss(x; y) =
{
0 cˇe xy > 0
1 sicer,
(2.6)
in razne konveksne ocenitvene funkcije, kot je Hingeova ocenitvena funkcija
loss(x; y) =
{
0 cˇe xy > 1
1− xy sicer. (2.7)
2.1.5 Matricˇna faktorizacija z omejitvami
Do sedaj smo si ogledali le pristope matricˇnih faktorizacij brez omejitev, to
so postopki, kjer sta matriki U in V poljubni realni matriki in je model
X = UVT omejen le z matricˇnim rangom. Pogosto je primerno omejiti
prostor razcepnih matricˇnih faktorjev. To je potrebno zaradi
• skladnosti interpretacije matricˇnih faktorjev (n.pr. dolocˇanje verjetno-
stnih porazdelitev),
• zmanjˇsevanja kompleksnosti iskanja modela, in
• dolocˇitve vecˇih razlicˇnih naborov razcepnih faktorjev.
Omejitve razcepnih matricˇnih faktorjev obicˇajno zmanjˇsajo sˇtevilo sto-
penj prostosti faktorizacije UVT v rekonstrukciji Y in olajˇsajo interpreta-
cijo.
Lee in Seung sta raziskovala razlicˇne omejitve razcepnih faktorjev, med
drugim nenegativnost [36] in stohasticˇne omejitve [35]. Razvoj metod ma-
tricˇnih faktorizacij z omejitvami in razsˇiritve na vecˇrazcepne faktorizacijske
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modele je aktivno raziskovalno podrocˇje. Naj omenimo le nekaj razsˇiritev, ki
smo jih uporabili v programski knjizˇnici Nimfa:
◦ Bayesovska nenegativna matricˇna faktorizacija z
Gibbsovim vzorcˇenjem [55],
◦ binarna matricˇna faktorizacija [70],
◦ nenegativna faktorizacija z interativnimi pogojnimi nacˇini [55],
◦ nenegativna faktorizacija za izlocˇanje lokalnih znacˇilk [37, 65],
◦ nenegativna faktorizacija z metodo alternirajocˇih najmanjˇsih kvadratov
in projeciranim gradientom [39],
◦ gladka matricˇna faktorizacija [48],
◦ nenegativna matricˇna faktorizacija z matriko povezanosti [10] in diver-
genco Kullback-Leibler [36],
◦ verjetnostna faktorizacija [34],
◦ verjetnostna redka faktorizacija [22],
◦ vecˇrazcepna hkratna redka faktorizacija z mrezˇno regularizacijo [69],
◦ kazenska faktorizacija za grucˇenje z omejitvami [64].
2.2 Pristopi zdruzˇevanja heterogenih podat-
kovnih virov v napovednih modelih
Izkoriˇscˇanje vseh dostopnih podatkovnih virov pri gradnji napovednih mo-
delov postaja s hitro rastjo kolicˇine podatkov izredno pomemben izziv v
podatkovni analizi [43]. Motivacija za integracijo podatkovnih virov je ute-
meljena na vseh podrocˇjih bioznanosti, sˇe posebej v fiziki delcev, vesoljskih
raziskavah in biologiji. V pricˇujocˇi nalogi nas predvsem zanima vkljucˇevanje
heterogenih biolosˇkih virov v ucˇni proces gradnje napovednega modela.
Tehnike odkrivanja znanj iz podatkov (angl. data mining) nam lahko po-
magajo pri tvorjenju novih hipotez, ki izhajajo iz biolosˇkih podatkov. Pri
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tem pogosto zˇelimo uporabiti predznanje, ki je na podrocˇju bioznanosti mno-
gokrat podano v obliki ontologij.
Cˇeprav v biologiji obstajajo sˇtevilni tipi podatkov, tabela 2.1 povzema le
prevladujocˇe kategorije. Napovedni model, ki napoveduje na osnovi razlicˇnih
virov, mora zagotoviti bolj natancˇne napovedi, kot jih je mogocˇe dosecˇi z
uporabo katerega koli posameznega vira podatkov, da je njegova uporaba
smiselna. Vendar raznolika narava virov predstavlja izziv pri gradnji eno-
tnega modela.
Tip Primer Opis
Gensko zaporedje AACTAG Kategoricˇni tip, oznake za
sˇtiri nukleinske kisline
Proteinsko zaporedje ARNDCEQ Kategoricˇni tip, oznake za
dvajset aminokislin
Genske izrazi (abc3, 9h) = 0.246 Sˇtevilski tip, zvezne
vrednosti o kolicˇini mRNA
Proteinske interakcije (brca1, esr1, 0.999) Sˇtevilski tip, zvezne
vrednosti o medsebojnem
vplivu proteinov
Proteinske strukture (0.24, 4.12, 82.1) Sˇtevilski tip, koordinate
φ = 0.23 v prostoru in eksperimentalni
rezultati
Masna spektrometrija 123.45 Sˇtevilski tip, zvezne vrednosti
predstavljajo razmerje mase in
elektricˇnega naboja v peptidu
Filogenetski podatki Phy0010CMS– Sˇtevilski in kategoricˇni tip,
Phy000CVNF morfolosˇki in molekularni
podatki v rodoslovnih drevesih
Metabolicˇni podatki ko04110-Cell cycle2 Sˇtevilski in kategoricˇni tip,
omrezˇja presnovnih poti
Tabela 2.1: Prevladujocˇi formati biolosˇkih podatkov.
Razlicˇne metode za zdruzˇevanje biolosˇkih podatkov (angl. biological data
fusion) lahko razdelimo v pet kategorij [46]:
2Primer znane podatkovne baze metabolicˇnih poti je baza KEGG. Dostopna je na
naslovu http://www.genome.jp/kegg/pathway.html.
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Vektorsko zdruzˇevanje. Primer podatkovnega nabora je opisan z vektor-
jem znacˇilk, izlocˇenih iz razlicˇnih podatkovnih virov. Poljubna stan-
dardna napovedna metoda se nato uporabi nad atributnim zapisom
ucˇnega nabora. Gre za obliko zgodnjega zdruzˇevanja.
Zdruzˇevanje napovedi. Napovedni model je zgrajen za vsak podatkovni
vir neodvisno, nato se zdruzˇi njihove napovedi v koncˇno napoved. Zdru-
zˇevanje napovedi je primer poznega zdruzˇevanja in temelji na principu
vecˇkratne razlage. Ta trdi, da moramo za optimalno resˇitev problema
uposˇtevati vse hipoteze, ki so skladne z vhodnimi podatki.
Jedrne metode. Te metode zagotavljajo jasen okvir za povezovanje razli-
cˇnih podatkovnih virov, ki se uporabljajo tudi, cˇe podatki niso pred-
stavljeni z vektorji. Vecˇ virov podatkov tvori mrezˇo, ki je informativna
glede odnosov med elementi. Primer take mrezˇe je omrezˇje proteinskih
interakcij. Proteini, ki pogosto interagirajo, verjetno sodelujejo v isti
(n.pr. presnovni ali genski) poti. Zato je omrezˇje proteinskih interakcij
v celici informativno za napovedovanje proteinskih funkcij.
Graficˇni modeli. Usmerjeni in neusmerjeni graficˇni modeli nudijo verjetno-
stni okvir za zdruzˇevanje heterogenih podatkovnih virov. Modeliranje
se dosezˇe s predstavitvijo lokalnih verjetnostnih odvisnosti. Struktura
teh modelov je naravna izbira za zajemanje mrezˇe funkcionalnih raz-
merij.
Zdruzˇevanje graficˇnih modelov. Vecˇkrat je koristno povezovanje vecˇih
omrezˇij funkcionalnih odnosov, kot so razlicˇne oblike interakcij, sku-
pnega izrazˇanja in regulacije.
Shematski prikaz omenjenih pristopov zdruzˇevanja heterogenih virov je
prikazan na sliki 2.1. Pristopa z jedrnimi metodami in graficˇnimi modeli ter
vektorsko zdruzˇevanje kombinirajo vhodne predstavitve podatkov iz razlicˇnih
virov in uporabljajo zgodnjo strategijo zdruzˇevanja. Zdruzˇevanje napovedi,
ki so pripravljene neodvisno za vsak vir, z ansambelskim pristopom sodi med
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strategije pozne integracije. Graficˇni modeli so obetavno podrocˇje za razvoj
novih pristopov vmesne integracije. Guo in sod. (2010) [26] so predlagali
napovedno metodo za zdruzˇevanje Gaussovih graficˇnih modelov iz heteroge-
nih podatkovnih virov. Uporaba enega graficˇnega modela nad heterogenimi
viri zasencˇi podatke, ki so prisotni le v nekaterih predstavitvah, zato pristop
Guoja in sod. uposˇteva vecˇ modelov hkrati z uvedbo hierarhicˇnih kazenskih
cˇlenov. Ti kazenski cˇleni usmerjajo ucˇenje k ohranjanju opisov, ki so skupni
vsem predstavitvam podatkov, a hkrati dopusˇcˇajo, da del opisa podatkov
izhaja le iz neke predstavitve.
Vir 1 Vir 2  Vir 3 Vir 1  Vir 2  Vir 3 Vir 1 Vir 2  Vir 3  
Vir 3    
Vir 2      
Vir 1      
Jedro 1 Jedro 2 Jedro 3  Model 1   Model 2    Model 3
      Ansambel    Model 
     
          
          
     
          
     
     
          
     
     
          
     p1
p2
p3p4
f1 f2
f3f4
    Jedrni   
klasifikator
  (zna ilka1, zna ilka2, ..., zna ilkaD)  
  (a) Vektorsko zdru evanje       (b) Zdru evanje napovedi       (c) Jedrne metode       
  (d) Grafi ni modeli                             
                                                                       
  (e) Zdru evanje grafi nih 
       modelov
    
                          
               
               
Slika 2.1: Shematski prikaz pogostih pristopov zdruzˇevanja heterogenih bi-
olosˇkih podatkovnih virov.
2.2.1 Vektorsko zdruzˇevanje
Morda najpreprostejˇsa oblika povezovanja podatkov je povzemanje ustreznih
znacˇilk razlicˇnih podatkovnih vrst v vektorje fiksne dolzˇine in uporaba klasi-
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fikacijske ali regresijske metode. To je primer zgodnje strategije zdruzˇevanja.
Ta pristop je preprost, vendar enaka obravnava razlicˇnih podatkovnih vrst
ne dovoljuje vkljucˇevanja domenskega znanja v gradnjo modela.
Zgodnji primer taksˇnega pristopa pri napovedovanju proteinskih funkcij
je opisal Jardins s sod. (1997) [17]. To delo predstavlja omejeno obliko
zdruzˇevanja podatkov; uporablja namrecˇ veliko razlicˇnih vrst proteinskih
lastnosti, vendar je vecˇina znacˇilk izpeljanih iz proteinskih zaporedij. Te
vkljucˇujejo dolzˇino proteinskih zaporedij, molekulsko maso, naboj, aminoki-
slinsko sestavo (t.j. frekvence ostankov) in izoelektricˇno tocˇko. Za ucˇne pri-
mere z dostopno informacijo o tri-dimenzionalni strukturi je bilo vkljucˇenih
vecˇ znacˇilk o sekundarni strukturi beljakovin. Avtorji uporabljajo dobro
znane algoritme strojnega ucˇenja, kot so odlocˇitvena drevesa, metoda naj-
blizˇjih sosedov in naivni Bayesov klasifikator, ter primerjajo njihovo uspesˇnost
z algoritmom BLAST za poravnavo aminokislinskih zaporedij.
Podobno so Jensen in sod. (2002) [30] z znacˇilkami, izpeljanimi iz ami-
nokislinskih zaporedij (n.pr. povprecˇna hidrofobicˇnost in sˇtevilo negativno
nabitih ostankov) gradili nevronske mrezˇe za napovedovanje razlicˇnih vrst
sprememb v prevajanju zaporedij in regij spremenjene kompleksnosti.
Beljakovinske strukture se pogosto ohranjajo tudi, ko ni mogocˇe zaznati
znacˇilnih ohranitev v aminokislinskih zaporedjih. To pomeni, da je vcˇasih
primerno namesto neposredne primerjave zaporedij sestaviti vektorje znacˇilk
na osnovi sekundarne in terciarne strukture beljakovin. Dobson in Doig
(2005) [21] sta uporabila slednje z metodo podpornih vektorjev za napove-
dovanje oznak EC encimov z znano strukturo.
Yan in sod. (2010) [68] so z nakljucˇnimi gozdovi gradili modele za napo-
vedovanje genskih dolocˇitev musˇice D. melanogaster. Znacˇilke so izracˇunali
iz zapisov genskih izrazov, ohranjenih proteinskih domen, proteinskih inte-
rakcij, podobnosti genskih zaporedij in fizikalnih lastnosti. Oznake razredov
so predstavljale kategorije konceptov iz ontologije GO Ontology3 [4].
Eden izmed izzivov v vektorskem zdruzˇevanju je dolocˇitev prispevka zna-
3Genska ontologija je dostopna na http://www.geneontology.org.
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cˇilke k tocˇnosti napovednega modela in iskanje majhnih podmnozˇic znacˇilk,
ki ohranjajo ali izboljˇsajo tocˇnost modela. Ta naloga je znana kot izbor
znacˇilk (angl. feature selection) in je aktivno podrocˇje raziskav v strojnem
ucˇenju. Bralec bo vecˇ o metodah izbora znacˇilk nasˇel v [27]. Najenostavnejˇsi
pristop izbiranja znacˇilk je metoda filtriranja, ki za vsako znacˇilko izracˇuna
statistiko, ki odrazˇa njeno informativnost. Primeri tovrstnih statistik so
Pearsonov korelacijski koeficient, povrsˇino pod krivuljo ROC, Fisherjevo kri-
terijsko funkcijo in druge.
Neodvisno ocenjevanje vsake znacˇilke ne uposˇteva redundance, ki je zna-
cˇilna za visoko razsezˇne podatke o genskih izrazih, in ne uposˇteva lastnosti
napovednega modela. Te ovire odpravljamo z metodami ovojnic (angl. wra-
pper methods) in vgrajenimi pristopi (angl. embedded methods). Metode
ovijanja z napovedno metodo ocenijo prispevek mnozˇice znacˇilk in se lahko
kombinirajo s skoraj vsemi napovednimi metodami. V vgrajeni tehniki je
napovedni model del algoritma za izbor znacˇilk in slednji uposˇteva lastnosti
modela pri izboru informativnih znacˇilk. Primer preproste vgrajene metode
je rekurzivno odstranjevanje znacˇilk (angl. recursive feature elimination),
ki v linearnih klasifikacijskih modelih iterativno odstranjuje znacˇilke z naj-
manjˇso pripadajocˇo utezˇjo klasifikacijskega vektorja.
Ocˇitna slabost vektorskega zdruzˇevanja je modeliranje vseh znacˇilk na
enak nacˇin. Eden izmed nacˇinov za odpravljanje te slabosti je ucˇenje razlicˇnih
modelov za vsak podatkovni vir in nato kombiniranje napovedi – zdruzˇevanje
s pozno strategijo. Tak pristop imenujemo zdruzˇevanje napovedi in je opi-
san v poglavju 2.2.2. Jedrne metode, predstavljene v 2.2.3, gradijo le en
model, a ta omogocˇa vecˇjo fleksibilnost pri zdruzˇevanju podatkovnih virov
z dolocˇitvijo mer podobnosti za vsak podatkovni vir. Poleg tega se jedrne
metode uporabljajo za modeliranje virov, kot so proteinska zaporedja, kjer
predstavitev ucˇnih primerov z vektorji ni enostavna.
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2.2.2 Zdruzˇevanje napovedi
Drugi pristop k izgradnji enotnega napovednega modela sestavi vecˇ mode-
lov in nato zdruzˇuje njihove napovedi. Najpogosteje so napovedni modeli
dobljeni z algoritmi razvrsˇcˇanja. Podrocˇje kombiniranja klasifikatorjev in
metaucˇenja je v raziskavah strojnega ucˇenja delezˇno veliko pozornosti, saj so
zdruzˇene napovedi pogosto bolj tocˇne od posameznih napovedi.
Iskanje genov v zaporedjih DNA je znan bioinformaticˇni problem, kjer
zdruzˇevanje vecˇih klasifikacijskih metod zagotavlja natancˇnejˇse napovedi [52].
Sarac in sod. (2010) [54] so s pozno strategijo kombiniranja napovedi klasifi-
katorjev BLAST-k-najblizˇjh sosedov, podpornimi vektorji in vlozˇitvijo pro-
teinskih zaporedij v nizko razsezˇni prostor z algoritmom SPMap izboljˇsali
tocˇnost napovedovanja molekularnih funkcij, izpeljanih iz genske ontologije
GO Ontology.
Metode za kombiniranje lahko razdelimo v vecˇ skupin:
(i) zdruzˇevanje modelov razlicˇnih metod, zgrajenih na enakih podatkovnih
naborih;
(ii) kombiniranje vecˇih modelov ene metode, zgrajenih na podatkovnih pod-
mnozˇicah ali s podmnozˇicami znacˇilk – ansambel klasifikatorjev;
(iii) zdruzˇevanje vecˇih modelov, ki so zgrajeni iz razlicˇnih podatkovnih virov.
Na podrocˇju gradnje ansamblov je bilo najvecˇ raziskav opravljenih z
uporabo enega samega ucˇnega algoritma. Razlicˇnost modelov dosezˇemo z
vkljucˇitvijo nakljucˇnosti v ucˇni algoritem (n.pr. nakljucˇni gozdovi), spre-
minjanjem sestave ucˇne mnozˇice (n.pr. metodi boosting in bagging) ali s
spreminjanjem znacˇilk mnozˇice. Napovedi nato zdruzˇujemo z navadnim ali
utezˇenim glasovanjem.
V primeru vecˇ razlicˇnih algoritmov na eni sami ucˇni mnozˇici lahko upo-
rabimo metodo skladanja klasifikatorjev. S tehnikami metaucˇenja tocˇnost
napovedi sˇe izboljˇsamo tako, da se ucˇimo izbirati: (i) primerno pristranskost
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ucˇnih algoritmov, (ii) ustrezni ucˇni algoritem in (iii) kombiniramo osnovne
napovedi klasifikatorjev.
2.2.3 Jedrne metode
Jedrne metode so dobro znana tehnika v strojnem ucˇenju in ta priljubljen
pristop je prisoten tudi v racˇunski biologiji [8, 7].
Jedro je preslikava, ki dolocˇa podobnosti med pari objektov. Jedrna me-
toda je algoritem, ki dostopa do podatkov le preko jedra, definiranega nad
podatki. Natancˇneje, jedro je mera podobnosti, ki zadosˇcˇa zahtevam ska-
larnega produkta v nekem vektorskem prostoru – jedro K(x, y) se izrazˇa
kot 〈φ(x), φ(y)〉, kjer je φ nelinearna preslikava. Ta tehnika je znana zˇe
desetletja, a je pridobila na veljavi v zvezi s posebno mocˇnim algoritmom
razvrsˇcˇanja, znanim kot metoda podpornih vektorjev (SVM) [56]. Znani trik
z jedri – preslikava podatkov v vecˇ razsezˇni prostor z vnaprej dolocˇeno jedrno
funkcijo – pogosto pretvori osnovni problem v nalogo z vecˇ dimenzijami kot
primeri. SVM se izjemno dobro spopada s takimi primeri in je ucˇinkovit
pri zmanjˇsanju prekletstva dimenzionalnosti (angl. curse of dimensionality).
Jedrne metode so uporabne za klasifikacijske in regresijske naloge, uvrsˇcˇanje,
analizo glavnih komponent in drugo.
Jedrne metode zagotavljajo jasen okvir za zdruzˇevanje podatkovnih virov,
saj jedrna funkcija zagotavlja obliko, v kateri se predstavlja veliko razlicˇnih
vrst podatkov, vkljucˇno z vektorji, matrikami, nizi, drevesi in grafi. Pra-
viloma metoda dostopa do podatkov preko jedrne funkcije, zato je mogocˇe
nabor n elementov povzeti kot jedrno matriko velikosti n × n. To lastnost
izkoriˇscˇamo tudi v predlaganem matricˇnem pristopu zdruzˇevanja heterogenih
podatkovnih virov. Jedrna matrika je zadostna predstavitev. Ko se izracˇuna,
se izvorne podatke lahko zavrzˇe in jedrna metoda sˇe vedno opravlja svojo na-
logo. Poleg tega jedrne matrike iz razlicˇnih virov podatkov lahko povezujemo
v preprosto jedrno algebro, ki definira operacije sesˇtevanja, mnozˇenja in kon-
volucije [28].
Najenostavnejˇsi nacˇin zdruzˇevanja jeder je tvorjenje aditivnih kombina-
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cij – sesˇtevanje slik jedrnih funkcij je enakovredno konkatenaciji vektorskih
predstavitev. Prostor znacˇilk definiran z mnozˇenjem jeder je produkt pro-
stora znacˇilk posamenih jeder. Ta pristop je bil uporabljen pri napovedovanju
proteinskih interakcij [7].
Mozˇno je opravljati vektorsko zdruzˇevanje z jedrnimi metodami. Kori-
stno je normalizirati vrednosti znacˇilk, da zavzemajo podoben obseg, saj so
jedrne metode obcˇutljive na razlicˇno skalirane vrednosti. Alternativno lahko
normaliziramo jedrno funkcijo namesto predstavitve podatkov tako, da upo-
rabimo jedro K ′(x, y) = K(x, y)/
√
K(x, x)K(y, y), kar ustreza projeciranju
predstavitve podatkov na enotsko sfero.
Pavlidis in sod. (2001) [50] so uporabili jedrno metodo zdruzˇevanja za
napovedovanje proteinskih funkcij. Avtorji so kombinirali genske izrazne in
filogenetske zapise v eno jedro in z metodo SVM uvrsˇcˇali gene kvasovke v
funkcijske kategorije. V primerjavi z navadnim vektorskim zdruzˇevanjem,
ki zgolj konkatenira dve vektorski predstavitvi podatkov, in zdruzˇevanjem
napovedi iz dveh locˇeno zgrajenih modelov SVM, je ta pristop dosegal viˇsjo
tocˇnost. Kljucˇna razlika med tem pristopom in vektorskim zdruzˇevanjem je
uporaba polinomskega jedra tretje stopnje na obeh podatkovnih mnozˇicah
pred zdruzˇitvijo. Polinomsko jedro preslika podatke v vecˇrazsezˇni prostor, v
katerem so znacˇilke monomi prvotnih znacˇilk s stopnjo manjˇso ali enako tri.
Preslikava vsake mnozˇice podatkov posebej namesto konkateniranih vektor-
skih predstavitev vkljucˇuje predhodno znanje – odvisnosti med znacˇilkami
enega tipa so bolj verjetne kot odvisnosti med znacˇilkami razlicˇnih tipov.
Namesto enostavnega sesˇtevanja vrednosti jedrnih funkcij lahko sestavimo
linearno kombinacijo jeder, ki uposˇteva informativost preslikav. Cˇe vemo, da
je nabor A koristnejˇsi (n.pr. bolj informativen in z manj sˇuma) od nabora B,
lahko pripadajocˇi preslikavi kombiniramo KAB = λKA+KB. Utezˇni faktor λ
pri zdruzˇevanju dveh jeder lahko dolocˇimo z notranjim precˇnim preverjanjem.
Lanckriet in sod. (2004) [33] so predstavili statisticˇno ogrodje za zdruzˇe-
vanje podatkov z jedri, pri cˇemer so vsak podatkovni vir utezˇili z utezˇnimi
faktorji. Namesto zahteve po vnaprejˇsnji dolocˇitvi utezˇi so avtorji uporabili
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metodo SVM za hkratno ucˇenje utezˇnih faktorjev s semidefinitnim progra-
mom (SDP). Ta pristop so primerjali z zdruzˇevanjem z Markovskimi na-
kljucˇnimi polji. Avtorji so razvrsˇcˇali gene kvasovke v trinajst sˇirsˇih funkcij-
skih skupin baze MIPS FunCat4 in uporabljali pet podatkovnih virov: (i)
struktura domene proteinov, (ii) znane proteinske interakcije, (iii) genske
interakcije, (iv) proteinske ko-komplekse, in (v) genske izraze. Zmogljivost
modela so ocenjevali s krivuljo ROC. Pristop z metodo podpornih vektorjev
in semidefinitnim programiranjem je bil boljˇsi od vektorskega zdruzˇevanja in
Markovskih polj.
Zanimiv pristop k napovedovanju proteinskih funkcij so predlagali Borg-
wardt in sod. (2005) [8]. Strukturo beljakovin so predstavili z grafom, cˇigar
vozliˇscˇa so sekundarni strukturni elementi in povezave predstavljajo blizˇino
aminokislinskih zaporedij in prostorske strukture proteinov. Avtorji so po-
dobnost proteinov opredelili z jedrom z nakljucˇnim sprehodom. Predlagano
jedro je zdruzˇevalo lokalne lastnosti proteinov in globalno prostorsko struk-
turo proteinov.
2.2.4 Graficˇni modeli
Veliko podatkov s podrocˇja bioinformatike je podanih v obliki mrezˇe ali jih je
mogocˇe pretvoriti v omrezˇno strukturo. Primer taksˇnega omrezˇja so prote-
inske interakcije – beljakovine, ki interagirajo, so pogosto udelezˇene v istem
biolosˇkem procesu, imajo podoben vzorec v lokalizaciji in v manjˇsi meri tudi
podobno funkcijo. Druge vire podatkov, ki niso podani v neposredni obliki
omrezˇij, lahko vanje pretvorimo. Genske izrazne zapise predstavimo z gra-
fom, cˇigar vozliˇscˇa so geni, povezave pa vzpostavljene le, cˇe so si genski izrazni
zapisi med seboj povezanih genov dovolj podobni. V primeru zaporedij DNA
utezˇi povezav zavisijo od podobnosti med zaporedji nukleinskih kislin – po-
dobnost lahko izracˇunamo z algoritmi za poravnavo, kot sta Smith-Waterman
4Podatkovna baza MIPS FunCat s funkcijskimi oznakami za sistematicˇno razvrsˇcˇanje
proteinov je dostopna na http://mips.helmholtz-muenchen.de/proj/funcatDB/
search_main_frame.html
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ali algoritem PSI-BLAST.
Pomembna naloga je poenotenje sˇtevilnih danih omrezˇij med pari podat-
kovnih tipov v enotno omrezˇje. Opiˇsimo enostaven pristop za zdruzˇevanje
treh virov: (i) korelirana evolucija iz filogenetskih zapisov, (ii) izraze mRNA,
in (iii) vzorci biolosˇkih domen. Napovedi, ki jih podpira vecˇina zgrajenih mo-
delov, so razumljene kot zanesljive, zato zanesljive napovedi razsˇirimo skozi
omrezˇje, da oznacˇimo nove primere podatkov. Zgolj uposˇtevanje napovedi,
ki so enake v vecˇ modelih, ima pomanjkljivosti, posebno, cˇe se napovedi mo-
delov razlikujejo v zanesljivosti. Zdruzˇevanje je uspesˇnejˇse, cˇe uposˇtevamo
ocene zanesljivosti napovedi iz razlicˇnih omrezˇij. Povezavi L med proteinoma
v omrezˇju E in kontekstu konkretne poti ali dolocˇitve priredimo verjetje LLS
(angl. log-likelihood score)
LLS(L|E) = log P (L|E)/P (L˜|E)
P (L)/P (L˜)
, (2.8)
kjer P (L|E) oznacˇuje pogostost povezave L v podatkih in L˜ primere, v ka-
terih povezava ni realizirana.
Podoben problem naslavljata sistema MAGIC [62] in bioPixie [45] za
zdruzˇevanje podatkovnih virov pri napovedovanju genskih funkcij in odkri-
vanju poti v kvasovki S. cerevisiae. V sistemu MAGIC se ocenjuje verjetnost,
da sta proteina i in j funkcijsko povezana. Obstoj povezanosti se modelira
z vecˇ relacijami med proteini, kot so skupna izrazˇava, fizikalne interakcije,
genske interakcije in sodelovanje v kompleksu. Nato se uporabi Bayesovska
mrezˇa za ocenjevanje verjetnosti. Bayesovska mrezˇa je verjetnostni model,
ki predstavi verjetnostne odvisnosti v podatkih v obliki usmerjenega grafa
tako, da je mogocˇ ucˇinkovit izracˇun verjetnostnih porazdelitev.
Za ponazoritev pristopa si oglejmo preprost model. Naj bo R slucˇajna
spremenljivka, ki oznacˇuje obstoj funkcijske povezanosti proteinov in X1,
X2, . . . , Xd slucˇajne spremenljivke, ki pomenijo znane relacije med proteini,
to je, dane podatke. Zanima nas verjetnost P (R|X1, X2, . . . , Xd). Verjetnost
izrazimo z Bayesovim pravilom
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P (R|X1, X2, . . . , Xd) = P (X1, X2, . . . , Xd|R)P (R)
P (X1, X2, . . . , Xd)
. (2.9)
Naivni Bayesov model predpostavlja, da je vsak vir pogojno neodvisen od
drugih virov, torej P (Xi|R,Xj) = P (Xi|R) za i 6= j. Zato lahko izraz (2.9)
piˇsemo
P (X1, X1, . . . , Xd|R) = P (X1|R)P (X2, . . . , Xd|R,X1)
= P (X1|R)P (X2, . . . , Xd|R)
= P (X1|R)P (X2|R)P (X3, . . . , Xd|R)
. . . =
d∏
i=1
P (Xi|R). (2.10)
Koncˇno verjetnost ocenimo z
P (R|X1, X2, . . . , Xd) =
∏
i P (Xi|R)P (R)∏
i P (Xi)
. (2.11)
Ta preprost graficˇni model interpretiramo tako, da so ob dani funkcijski
povezanosti proteinov druge relacije, kot so proteinske interakcije in skupni
izrazi, neodvisne in so posledica funkcijske povezanosti. Bayesovsko omrezˇje,
ki so ga predlagali Troyanskaya in sod. (2003, 2005) [62, 45] uvaja nekatere
odvisnosti med razlicˇnimi viri podatkov, a splosˇna struktura odvisnosti je
podobna zgoraj predstavljeni. Avtorji so pogojne verjetnostne porazdelitve
v vozliˇscˇih dolocˇili s strokovnjaki iz podrocˇja molekularne biologije kvasovke
in teh niso avtomatsko izlocˇili iz podatkov.
Ucˇenje presnovnih poti je primer ucˇenja funkcijske povezanosti. Pri tem
se ucˇimo omrezˇij, katerih vozliˇscˇa so encimi in povezave oznacˇujejo, da dana
encima sodelujeta pri katalizaciji sosednih reakcij na presnovni poti. Ya-
manishi in sod. (2005) [67] so predlagali dva pristopa za ucˇenje presnovih
poti. Prvi pristop je direkten, tako da se zgradi klasifikator, ki cˇim bolje
locˇi med pozitivnimi primeri – znani pari encimov iz iste presnovne poti – in
24 POGLAVJE 2. PREGLED SORODNEGA DELA
negativnimi primeri. V drugem pristopu so Yamanishi in sod. pred uporabo
klasifikacijskega algoritma izracˇunali nizko razsezˇno predstavitev podatkov.
Ta je izpostavila blizˇino med encimi na isti presnovni poti. Njihovi rezultati
so pokazali, da zmanjˇsanje dimenzij vhodne predstavitve pred razvrsˇcˇanjem
znacˇilno izboljˇsa tocˇnost napovedi glede na pristop brez redukcije dimenzij.
2.2.5 Kontekst v graficˇnih modelih in zdruzˇevanje
Ko v omrezˇje predstavimo znana razmerja med pari vozliˇscˇ, lahko neznane
oznake izpeljemo s pravilom “krivde zaradi povezanosti” (angl. guilty by
association) tako, da obravnavamo sosesˇcˇine znanih vozliˇscˇ – v preprostem
pristopu le z vecˇinskim glasovanjem med oznakami sosednjih vozliˇscˇ. Ta
nacˇin delovanja je poenostavitev problema, saj ne uposˇteva sˇirsˇega konte-
ksta, v katerem se pojavlja vozliˇscˇe. Alternativni pristop zgolj zanasˇanja na
lokalne informacije je povezovanje podatkov preko omrezˇij. GeneMANIA5 je
orodje, ki iˇscˇe gene, povezane z nizom vhodnih genov in uporablja zelo veliko
naborov s podatki o funkcijski povezanosti genov [66]. Ti vkljucˇujejo protein-
ske in genske interakcije, znane genske poti in skupne genske izraze, fizikalne
interakcije in skupne lokalizacije. Orodje je bilo nedavno razsˇirjeno z atribu-
tnimi omrezˇji, ki omogocˇajo enostavno uposˇtevanje informacij iz atributnih
predstavitev.
V tem razdelku opiˇsemo nekaj pristopov, ki uposˇtevajo celotno omrezˇje
pri pripravi napovedi. Vsi napovedujejo razredne oznake elementov (n.pr.
izbrano funkcijo proteinov) z uporabo omrezˇij, v katerih je vsak element
(n.pr. protein) vozliˇscˇe. Oznaka vozliˇscˇa lahko zavzame vrednosti nicˇ in ena
glede na pripadnost razredu ter posebno vrednost, cˇe pripadnost ni znana.
Povezavam so dodane utezˇi o povezanosti med vozliˇscˇi. Mozˇna je uporaba
vecˇ omrezˇij z njihovim zdruzˇevanjem ali deljenjem nakljucˇnih spremenljivk
oznak med omrezˇji.
Mnogi podatkovni viri izrazˇajo simetricˇnost – proteinske interakcije in
skupni genski izrazi – in jim ne moremo dolocˇiti usmerjenosti. Bayesovske
5Orodje GeneMANIA je dostopno na strani http://genemania.org.
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mrezˇe, ki se zanasˇajo na usmerjene grafe za modeliranje odvisnosti med spre-
menljivkami, za te probleme niso primerne. Uporabimo Markovska polja,
graficˇne modele, ki predstavijo verjetnostne odvisnosti z neusmerjenimi grafi.
Deng in sod. (2003) [16] so predlagali model Markovskih polj za obravnavo
vecˇih omrezˇij, pri cˇemer vsako omrezˇje neodvisno modelira en razred (n.pr.
proteinsko funkcijo). Gre za pristop poznega zdruzˇevanja z Markovskimi po-
lji. Vozliˇscˇu i v omrezˇju razreda c je dodeljena binarna slucˇajna spremenljivka
Xi, ki meri pripadnost vozliˇscˇa i razredu c. Realizacijo slucˇajne spremenljivke
Xi oznacˇimo z xi. Realizacijo slucˇajnega vektorja X = (X1, X2, . . . , XN)
oznacˇimo z x in njena verjetnost je v modelu Deng in sod. dolocˇena z
P (x) = e−U(x)
1
Z(θ)
, (2.12)
pri cˇemer je Z(θ) normalizacijski faktor, ki zavisi od parametrov modela.
Vrednost U(x) se izracˇuna kot
U(x) = −α
N∑
i=1
xi − β
∑
(i,j)∈S
[(1− xi)xj + xi(1− xj)]
−γ
∑
(i,j)∈S
xixj − κ
∑
(i,j)∈S
(1− xi)(1− xj), (2.13)
kjer S pomeni mnozˇico vseh povezav v grafu, α = log pi
1−pi in pi je apriorna
verjetnost razreda c. Prvi cˇlen v (2.13) predstavlja apriorno verjetnost konfi-
guracije x. Ostali cˇleni zajamejo interakcije med sosedi v omrezˇju – po vrsti,
sˇtevilo sosedov z razlicˇnimi oznakami razreda; sˇtevilo sosedov, ki pripadajo
razredu c; sˇtevilo sosedov, ki so negativni primeri.
Deng in sod. so s predstavljenim modelom Markovskega polja napovedali
proteinske funkcije. Ucˇni nabor so tvorili proteini, katerih funkcije so znane.
Verjetnosti genskih funkcij testnih proteinov so ocenili s pogojevanjem na
stanja ucˇnih proteinov. Verjetnost, da ima testni protein dano funkcijo, je
enaka vsoti preko vseh konfiguracij drugih testnih proteinov. To verjetnost
so avtorji ocenili z Gibbsovim vzorcˇenjem.
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Do sedaj smo predstavili Markovsko polje, ki uporablja le eno omrezˇje. Cˇe
je dostopnih vecˇ omrezˇij, je verjetnost enaka produktu cˇlenov oblike (2.13)
z deljenjem vektorja X. Deng in sod. so temu dodali sˇe komponento, ki
uposˇteva sestavo domene proteinov. Posplosˇitev predstavljenega pristopa
je iterativna uporaba pravila “krivde zaradi povezanosti”, dokler mrezˇa ne
dosezˇe stanja, ki je maksimalno skladno z opazovanimi podatki.
Namesto da poskusˇamo oceniti verjetnostni model omrezˇja, se lahko po-
sluzˇimo neposredne gradnje napovedi. Tak pristop so opisali Tsuda in sod.
(2005) [63]. Avtorji sledijo znani paradigmi v strojnem ucˇenju in optimizi-
rajo dvocˇleno kriterijsko funkcijo. Ta sestoji iz cˇlena napake, ki meri, kako
dobro se napovedi ujemajo z opazovanimi podatki, in cˇlena za regularizacijo.
Z ozirom ucˇenja iz omrezˇij regularizacija pomeni, da sosednjim vozliˇscˇem
ustrezajo podobne napovedi. Tsuda in sod. so definirali graf podobno kot
Deng in sod., vozliˇscˇa imajo binarne oznake glede na pripadnost razredu.
Naj bo n sˇtevilo vozliˇscˇ in naj bodo dane oznake za prvih p vozliˇscˇ v binar-
nem vektorju y z elementi ±1. Vozliˇscˇa z neznano oznako imajo vrednosti
yi = 0. Nadaljnje z fi oznacˇimo napoved vozliˇscˇa i. Vektor napovedanih
oznak f = (f1, f2, . . . , fn) se dolocˇi z minimizacijo funkcije
p∑
i=1
(fi − yi)2 + µ
n∑
p+1
f 2i +
∑
i,j
wij(fi − fj)2, (2.14)
pri cˇemer je wij utezˇ povezave med vozliˇscˇema i in j. Prvi cˇlen v (2.14)
meri napako, druga sta regularizacijska cˇlena – po vrsti, omejitev vrednosti
fi za neoznacˇena vozliˇscˇa in sosednja vozliˇscˇa imajo podobno napoved. Cˇe
postavimo µ = 1, se (2.14) poenostavi v
n∑
i=1
(fi − yi)2 +
∑
i,j
wij(fi − fj)2, (2.15)
saj je zadnjih n− p vrednosti v vektorju y nicˇelnih. Ekvivalenten optimiza-
cijski problem predstavimo z opisom
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min
f ,γ
n∑
i=1
(fi − yi)2 + rγ, fTLf ≤ γ, (2.16)
pri cˇemer je L Laplaceova matrika, podana z L = D−W, W matrika utezˇi
in D = diag(di), di =
∑
j wij.
Opis iz (2.16) uporabimo za zdruzˇevanje vecˇih omrezˇij na nacˇin
min
f ,γ
n∑
i=1
(fi − yi)2 + rγ, fTLkf ≤ γ, (2.17)
kjer je Lk Laplaceova matrika za omrezˇje k. Dualna predstavitev te naloge
daje ucˇinkovit algoritem za resˇevanje, ki je uporaben tudi za velika omrezˇja.
Tsuda in sod. so z opisanim pristopom napovedali funkcijske skupine pro-
teinov kvasovke S. cerevisiae izvedene iz baze MIPS FunCat. Zgradili so
omrezˇja iz proteinskih kompleksov, genskih interakcij, fizikalnih interakcij
MIPS in podobnosti v sestavi domen iz baze Pfam6. Uspesˇnost pristopa je
primerljiva z metodo podpornih vektorjev in semidefinitnim programiranjem,
opisanem v razdelku 2.2.3.
2.3 Delno nadzorovano ucˇenje z matricˇno
faktorizacijo
V zadnjih letih narasˇcˇa zanimanje za delno nadzorovane metode ucˇenja, kate-
rih cij je razvrsˇcˇanje podatkov, uposˇtevajocˇ dodatne informacije, ki usmerjajo
ucˇenje. Nadzorne informacije so obicˇajno podane z omejitvami, ki odrazˇajo
podobnost med pari elementov. Poleg pristopov matricˇne faktorizacije k
delno nadzorovanim metodam so uspesˇne tudi tehnike, osnovane na teoriji
grafov, kot sta bipartitna spektralna particija grafov [19] in relacijska pov-
zemalna omrezˇja [42]. Kljub uspesˇnim empiricˇnim rezultatom in strogi teo-
reticˇni analizi ti algoritmi izkoriˇscˇajo le informacije o odnosih med razlicˇnimi
6Podatkovna baza Pfam hrani oznake proteinskih druzˇin in poravnave njihovih zapo-
redij. Dostopna je na http://pfam.sanger.ac.uk.
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podatkovnimi tipi, najpogosteje le med dvema podatkovnima tipoma. Toda
pri resˇevanju sˇtevilnih problemov imamo na voljo ne le znanje o relacijah med
razlicˇnimi podatkovnimi tipi, temvecˇ tudi o povezanosti elementov znotraj
enega podatkovnega tipa.
V tem delu predlagamo nov pristop za gradnjo napovednih modelov z
matricˇno faktorizacijo iz heterogenih podatkovnih virov, s katerim nasla-
vljamo obe omenjeni slabosti. Delno nadzorovano ucˇenje z matricˇno fakto-
rizacijo [64] nam sluzˇi kot osnova za izpeljavo tega pristopa, zato si zasluzˇi
posebno pozornost. V tabeli 2.2 povzemamo najpomembnejˇse uporabljene
oznake. V razdelku 2.3.1 in 2.3.2 formalno uvedemo kazensko matricˇno fak-
torizacijo.
Oznaka Opis
n sˇt. primerov v podatkovnem viru (ni v primeru vecˇ virov)
c faktorizacijski rang (ci v primeru vecˇ virov)
xi i-ti primer (stolpec), xi ∈ Rd
X podatkovna matrika velikosti d× n
fi i-ti faktor (stolpec) matrike F
F razcepni matricˇni faktor velikosti d× c
G razcepni matricˇni faktor velikosti n× c
Θ omejitvena matrika velikosti n× n
Θi omejitvena matrika za vir i velikosti ni × ni
R blocˇna matrika relacij velikosti
∑
i ni ×
∑
i ni
Rij matrika relacij med virom i in j
Tabela 2.2: Uporabljene matematicˇne oznake in njihov pomen.
2.3.1 Kazenska matricˇna faktorizacija
Naj bo dana matrika X = [x1,x2, . . . ,xn]. Isˇcˇemo matricˇna razcepna faktorja
F = [f1, f2, . . . , fc] ∈ Rd×c in G ∈ Rn×c, ki dobro aproksimirata matriko X.
Taki matriki torej resˇujeta minimizacijsko nalogo s kriterijsko funkcijo
J = ||X− FGT ||2Fro. (2.18)
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Cˇe interpretiramo razcepni faktor G kot binarno matriko pripadnosti ele-
mentov c skupinam in stolpce v razcepnem faktorju F kot predstavnike sku-
pin, je ta optimizacijska naloga ekvivalentna razvrsˇcˇanju s c voditelji. Z
uvedbo relaksacij v matriki G – matrika G vsebuje realne vrednosti z in-
tervala [0, 1] – lahko elemente razvrstimo v c skupin pi = {pi1, pi2, . . . , pic} z
matricˇno faktorizacijo. Za dolocˇanje pripadnosti elementa skupini pii z da-
nima faktorjema F in G obstaja mnogo pristopov.
Pogosto znanje o pripadnosti elementov nekemu razredu predstavimo
z mnozˇico omejitev med pari primerov M (angl. must-link constraints).
MnozˇicaM vsebuje kazni θij ≥ 0, ki se dodelijo, cˇe primera xi in xj nimata
podobnih zapisov v matricˇnem razcepnem faktorju. Znanje o ne-pripadnosti
opiˇsemo z mnozˇico omejitev med pari primerov C (angl. cannot-link constra-
ints), omejitve θ˜ij ≥ 0 izrazˇajo kazni, cˇe xi in xj pripadata podobna zapisa
v razcepu. Podobnost zapisov pomeni, da sta zapisa uvrsˇcˇena v isto skupino
v razvrstitvi pi.
Kriterijska funkcija kazenske matricˇne faktorizacije (2.19) vsebuje tri cˇlene.
Prvi cˇlen zahteva, da je predstavniˇski vektor fc skupine c v prostoru X blizu
primerom v skupini c. Kazen, cˇe primera iz M nimata podobnih zapisov,
se zamenja z nagrado, cˇe imata primera podoben zapis (od tod sprememba
predznaka v izrazu (2.20)). Tretji cˇlen kaznuje podobne zapise primerov iz
C. Kriterijsko funkcijo zapiˇsemo
J(pi) =
∑
c
∑
xi∈pic
||xi − fc||2 −
∑
(xi,xj)∈M
pi(xi)=pi(xj)
θij +
∑
(xi,xj)∈C
pi(xi)=pi(xj)
θ˜ij
=
∑
c
∑
xi
gic||xi − fc||2 +
∑
c
∑
i,j
gicgjcΘij, (2.19)
kjer gij dolocˇajo pripadnosti
gij =
{
1 cˇe xi ∈ pij
0 sicer,
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in omejitvena matrika Θ dolocˇa omejitve med vektorji v X
Θij =

θ˜ij cˇe (xi,xj) ∈ C
−θij cˇe (xi,xj) ∈M
0 sicer.
(2.20)
Omejitvena matrika hrani nasˇe apriorno znanje o podatkovnem viru.
Pogosto zˇelimo za ucˇinkovito racˇunanje kriterijsko funkcijo zapisati v ma-
tricˇni obliki. Zapis (2.19) prepiˇsemo v obliko J(pi) = ||X − FGT ||2Fro +
tr(GTΘG). Zopet opustimo zahtevo o binarni vsebini razcepnega faktorja
G, saj ni znan ucˇinkovit polinomski algoritem za optimizacijsko nalogo s to
zahtevo. Sedaj lahko definiramo optimizacijsko nalogo, ki jo resˇuje kazenska
matricˇna faktorizacija (PMF)
min
F,G
J(pi) = ||X− FGT ||2Fro + tr(GTΘG)
p.p. G ≥ 0. (2.21)
Wang in sod. (2008) [64] so za resˇevanje optimizacijske naloge (2.21)
predlagali preprost iterativni algoritem, ki ga povzema algoritem 1. Dokaz
pravilnosti in konvergence algoritma podajamo v dodatku A.
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Vhod: podatkovna matrika X, omejitvena matrika Θ, rang c.
Izhod: razcepna faktorja F in G.
Nakljucˇno enakomerno inicializiraj G z vrednostmi z intervala [0, 1];
while konvergenca ni dosezˇena do
Za dani G posodobi F = XG(GTG)−1;
Θ = Θ+ −Θ− ;
FTF = (FTF)+ − (FTF)− ;
XTF = (XTF)+ − (XTF)− ;
Za dani F posodobi G s pravilom
Gij ← Gij
√
(XTF)+ij+[G(F
TF)−]ij+(Θ−G)ij
(XTF)−ij+[G(FTF)+]ij+(Θ+G)ij
;
end
Algoritem 1: Kazenska matricˇna faktorizacija (PMF).
2.3.2 Kazenska matricˇna tri-faktorizacija
Ena izmed omejitev kazenske matricˇne faktorizacije je, da lahko z njo resˇujemo
le optimizacijske naloge z enim samim podatkovnim tipom. To pomeni, da
je PMF primerna za obdelavo homogenih podatkov. Kljub temu se vsa-
kodnevno srecˇujemo s problemi v podatkovni analizi, ki zahtevajo obrav-
navo heterogenih podatkov. Zato razsˇirimo PMF s kazensko matricˇno tri-
faktorizacijo (tri-PMF) [64], ki se lahko spopada z diadicˇnimi podatkovnimi
nabori, ki vkljucˇujejo dva podatkovna tipa.
Pojem tri-faktorizacije se nanasˇa na sˇtevilo razcepnih matricˇnih faktorjev,
s katerimi aproksimiramo vhodno podatkovno matriko. Poleg sˇtevila razce-
pnih matrik je za opis matricˇne faktorizacije pomembno sˇe sˇtevilo vhodnih
matrik. Najbolj preprosti matricˇni modeli razstavijo eno vhodno matriko v
produkt dveh (obicˇajno manjˇsih) matrik – tak je tudi model PMF. Name-
sto tega je mozˇna hkratna obravnava vecˇih vhodnih matrik, ki bodisi pred-
stavljajo dodatne regularizacijske cˇlene bodisi so predmet razcepa. Model
tri-PMF obravnava vecˇ vhodnih matrik, a je le ena predmet dekompozicije,
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ostali dve sta matriki omejitev med elementi podatkovnih tipov. Pristop
za gradnjo napovednih modelov, ki ga predlagamo v tem delu, uporablja
vecˇ vhodnih matrik, namenjenih faktorizaciji in vecˇ matrik za regulariza-
cijo. Nedavno so Zhang in sod. (2011) [69] predlagali vecˇrazcepno hkratno
redko faktorizacijo z mrezˇno regularizacijo (SNMNMF)7, ki vsako izmed dveh
vhodnih matrik aproksimira s tremi matricˇnimi faktorji in uporablja sˇe dve
matriki za predstavitev apriornega znanja ter usmerjanje faktorizacije.
V diadicˇnem podatkovnem naboru so prisotni elementi dveh podatkovnih
tipov, X1 velikosti n1 in X2 velikosti n2. Pogosto lahko iz X1 in X2 zgradimo
relacijsko matriko R12 ∈ Rn1×n2 – n.pr. z jedrnimi funkcijami. Element
R12(ij) hrani oceno mocˇi relacije med i-tim elementom X1 in j-tim elemen-
tom X2. Relacijske matrike najvecˇkrat opisujejo simetricˇne relacije. Nasˇ cilj je
dobra aproksimacija relacijske matrike. Dobljene razcepne matricˇne faktorje
je mozˇno uporabiti za hkratno razvrsˇcˇanje elementov X1 in X2 v skupine.
Na relacijski matriki R12 lahko uporabimo nenegativno matricˇno tri-
faktorizacijo (tri-NMF). Ding in sod. (2006) [20] so pokazali, da resˇitev
tri-NMF ustreza sprosˇcˇeni resˇitvi razvrsˇcˇanja stolpcev in vrstic relacijske
matrike. Tocˇneje, tri-NMF resˇuje sledecˇo optimizacijsko nalogo
min
G1≥0,G2≥0,S≥0
||R12 −G1SGT2 ||2Fro, (2.22)
pri cˇemer G1 in G2 predstavita elemente tipa X1 v c1 razsezˇnem prostoru
in tipa X2 v c2 razsezˇnem prostoru. Cˇe odstranimo zahtevo nenegativnosti
razcepnega faktorja S, resˇujemo semi-nenegativno matricˇno tri-faktorizacijo.
O podatkih X1 in X2 imamo lahko sˇe dodatno znanje, ki ga predstavimo z
omejitvami med pari elementov istega tipa. Namesto resˇevanja naloge (2.22)
zato resˇujemo optimizacijsko nalogo
min
G1≥0,G2≥0
||R12 −G1SGT2 ||2Fro + P (X1) + P (X2), (2.23)
kjer cˇlena P (X1) in P (X2) oznacˇujeta kazni za krsˇenje omejitev. Ta predsta-
7Algoritem modela SNMNMF je implementiran v programski knjizˇnici Nimfa in je
dostopen na http://nimfa.biolab.si.
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vimo s kvadratnima formama P (X1) = tr(GT1 Θ1G1) in P (X2) = tr(GT2 Θ2G2),
pri cˇemer sta Θ1 ∈ Rn1×n1 in Θ2 ∈ Rn2×n2 omejitveni matriki za X1 in X2.
Vrednost Θ1(i, j) (Θ2(i, j)) pomeni kazen za krsˇitev omejitev med i-tim in
j-tim elementov X1 (X2).
Sedaj definirajmo optimizacijski problem, ki ga resˇuje kazenska matricˇna
tri-faktorizacija, kot minimizacijsko nalogo
min
G1≥0,G2≥0
J = ||R12 −G1SGT2 ||2Fro + tr(GT1 Θ1G1) + tr(GT2 Θ2G2). (2.24)
Wang in sod. (2008) [64] so predstavili iterativni algoritem za resˇevanje
naloge (2.24), imenovan kazenska matricˇna tri-faktorizacija (tri-PMF), ki je
prilozˇen v algoritmu 2. Tri-PMF je razsˇiritev modela PMF, dokaz pravilnosti
in konvergence je podoben kot pri modelu PMF. Bralec bo dokaza pravilnosti
in konvergence za algoritem tri-PMF nasˇel v [64]. Opazimo, da relacijsko
matriko R12 aproksimiramo s tremi razcepnimi matricˇnimi faktorji, zato je
tako poimenovanje faktorizacije primerno.
Aproksimacija matrike R12 je dana z R12 ≈ G1SGT2 .
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Vhod: relacijska matrika R12, omejitvena matrika Θ1, rang c1, omeji-
tvena matrika Θ2, rang c2.
Izhod: razcepni faktorji G1, S in G2.
Nakljucˇno enakomerno inicializiraj G1 z vrednostmi z intervala [0, 1];
Nakljucˇno enakomerno inicializiraj G2 z vrednostmi z intervala [0, 1];
while konvergenca ni dosezˇena do
Za dana G1,G2 posodobi S = (G
T
1 G1)
−1GT1 R12G2(G
T
2 G2)
−1 ;
Θ1 = Θ
+
1 −Θ−1 ;
Θ2 = Θ
+
2 −Θ−2 ;
R12G2S
T = (R12G2S
T )+ − (R12G2ST )− ;
RT12G1S = (R
T
12G1S)
+ − (RT12G1S)− ;
SGT1 G1S
T = (SGT1 G1S
T )+ − (SGT1 G1ST )− ;
STGT2 G2S = (S
TGT2 G2S)
+ − (STGT2 G2S)− ;
Za dana S,G2 posodobi G1 s pravilom
G1ij ← G1ij
√
(R12G2ST )
+
ij [G1(S
TGT2 G2S)
−]ij+(Θ−1 G1)ij
R12G2ST )
−
ij+[G1(S
TGT2 G2S)
+]ij+(Θ
+
1 G1)ij
;
Za dana S,G1 posodobi G2 s pravilom
G2ij ← G2ij
√
(RT12G1S)
+
ij [G2(SG
T
1 G1S
T )−]ij+(Θ−2 G2)ij
(RT12G1S)
−
ij+[G2(SG
T
1 G1S
T )+]ij+(Θ
+
2 G2)ij
;
end
Algoritem 2: Kazenska matricˇna tri-faktorizacija (tri-PMF).
Poglavje 3
Zdruzˇevanje heterogenih
podatkovnih virov s simetricˇno
kazensko matricˇno tri-faktorizacijo
Metode matricˇne faktorizacije, ki gradijo razcepne matricˇne faktorje iz vecˇ
podatkovnih tipov, so bile predstavljene nedavno [13, 69, 64] in se sˇele uve-
ljavljajo na podrocˇju odkrivanja znanj iz podatkov. Najpogosteje se namrecˇ
uporabljajo tehnike zgodnjega zdruzˇevanja. Te vkljucˇujejo dodatno znanje z
vektorskim zdruzˇevanjem, tako da dodajajo nove stolpce ali vrstice v vhodno
podatkovno matriko. Taksˇno zdruzˇevanje zahteva normalizacijo podatkovne
matrike pred izvajanjem matricˇne faktorizacije in lahko vnese v postopek
nestabilnost zaradi velikih razsezˇnosti podatkovne matrike. Drugi nacˇin zgo-
dnjega zdruzˇevanja z matricˇno faktorizacijo namesto razsˇirjanja podatkovne
matrike spreminja njeno vsebino, tako da nad razlicˇnimi viri uporabi presli-
kave, ki ocenjujejo prispevke virov. Izkazˇe se [69], da standardne faktorizacije
z dvema razcepnima matricˇnima faktorjema ne morejo ucˇinkovito uporabljati
matrik, ki opisujejo vecˇ razlicˇnih vrst spremenljivk. Dvorazcepne matricˇne
faktorizacije ne omogocˇajo vmesnega zdruzˇevanja vecˇih matrik z razlicˇnimi
podatkovnimi tipi skupaj s predhodnim znanjem [69], kot so omrezˇja, ki
predstavljajo odnose med spremenljivkami istega tipa ali razlicˇnih tipov.
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POGLAVJE 3. ZDRUZˇEVANJE HETEROGENIH PODATKOVNIH
VIROV S TRI-SPMF
V zˇelji po vkljucˇevanju heterogenih podatkovnih virov in predhodnega
znanja v gradnjo napovednih modelov z matricˇno faktorizacijo predstavimo
pristop, ki temelji na delno nadzorovani matricˇni tri-faktorizaciji iz raz-
delka 2.3.2.
3.1 Matematicˇni zapis problema
Naj bo danih K podatkovnih virov, X = {X1,X2, . . . ,XK}, pri cˇemer i-ti vir
vsebuje ni primerov Xi = {xi1,xi2, . . . ,xini}. Uporabljene oznake sledijo tistim,
predstavljenim v razdelku o kazenski matricˇni faktorizaciji v tabeli 2.2. Pou-
darimo, da so viri X lahko bodisi razlicˇne predstavitve (pogledi) entitet istega
tipa bodisi predstavljajo razlicˇne tipe entitet, med katerimi so znane relacije.
Dodajanje podatkovnih virov je konceptualno prikazano na sliki 3.1 s tremi
podatkovnimi viri. Sprva viru X1 (oznacˇenem z zeleno barvo) dodamo vir X2
(oznacˇen z rdecˇo barvo), tako da opredelimo relacijo med dodanim virom X2
in prvotnim X1. Ob dodajanju tretjega vira X3 dolocˇimo njegove povezave
z obema prej dodanima viroma. Tako dodajanje r-tega vira spominja na
razsˇiritev grafa hiperkocke Qr+1 na Qr+2.
Naj bo dana mnozˇica relacijskih matrik {Rij ∈ Rni×nj}, ki podajajo re-
lacije med vsemi pari podatkovnih virov X . To pomeni, matrika Rij hrani
preslikavo med primeri vira Xi in Xj. Element Rij(k, l) vezˇe primera xik in
xjl . Predpostavimo sˇe, da relacijske matrike opisujejo simetricˇne relacije, in
torej velja Rji = R
T
ij. Sˇtevilo potrebnih relacijskih matrik za predstavitev K
podatkovnih virov se zmanjˇsa za polovico.
Z dostopnim dodatnim znanjem za podatkovi vir Xi zgradimo omejitveno
matriko Θi. Cˇe za nek vir predhodno znanje ni na voljo, je pripadajocˇa
omejitvena matrika nicˇelna. Omejitvena matrika Θi je le posebna relacijska
matrika, v kateri element Θi(k, l) vezˇe primera x
i
k in x
i
l. V nasprotju z re-
lacijskimi matrikami omejitvene matrike le usmerjajo faktorizacijski proces
in jih ne razcepimo na matricˇne faktorje. Omejitve so dveh vrst. Pozitivne
omejitve izrazˇajo nagrade, cˇe imata ustrezna primera podoben zapis v ma-
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Relacije med spremenljivkami 
razli nih tipov
Omejitve med spremenljivkami 
istega tipa
Slika 3.1: Konceptualna predstavitev vecˇih podatkovnih virov z relacijami
med spremenljivkami razlicˇnih tipov (prekinjene cˇrte) in omejitvami med
spremenljivkami istega tipa. Pozitivne omejitve so oznacˇeno s sivimi nepre-
kinjenimi cˇrtami, negativne omejitve s cˇrnimi neprekinjenimi cˇrtami. Prika-
zan je primer za tri podatkovne vire X1,X2 in X3, ki so oznacˇeni z razlicˇnimi
barvami (rdecˇa, modra, zelena). Za vkljucˇitev novega podatkovnega vira je
potrebno dolocˇiti relacije med novim in obstojecˇimi viri ter morebitne lastne
omejitve vira.
tricˇnih razcepnih faktorjih. Zapis ali profil primera xik je vektor dolzˇine ci v
k-ti vrstici razcepnega matricˇnega faktorja za i-ti podatkovni vir. Negativne
omejitve so kazni, ki usmerjajo pravila za posodabljanje razcepnih faktorjev,
cˇe imata pripadajocˇa primera razlicˇna zapisa. Nagradam v matriki ustrezajo
negativne vrednosti, kaznim pa pozitivne vrednosti. Resˇujemo namrecˇ mini-
mizacijsko optimizacijsko nalogo in nagrade zmanjˇsujejo vrednost kriterijske
funkcije (nagrajujejo trenutno aproksimacijo), kazni pa vrednost kriterijske
funkcije vecˇajo. Omejitvene matrike lahko vsebujejo nicˇelne elemente, cˇe
omejitve niso znane. Kompakten zapis omejitvenih matrik je dolocˇen na-
tanko tako kot v primeru kazenske matricˇne faktorizacije z enacˇbo (2.20) v
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razdelku 2.3.1.
Simetricˇna kazenska matricˇna tri-faktorizacija (tri-SPMF) je razsˇiritev
metode tri-PMF [64]. Gre za tri-razcepno faktorizacijo, kar pomeni, da vsako
relacijsko matriko predstavimo s produktom treh manjˇsih razcepnih faktor-
jev. Optimizacijska naloga, ki jo resˇujemo, posplosˇuje nalogo tri-PMF
min
G1≥0,...,GK≥0
∑
0<i<j≤K
||Rij −GiSijGTj ||+
∑
i
tr(GTi ΘiGi), (3.1)
kjer so matrike Gi ∈ Rni×ci in Sij ∈ Rci×cj razcepni matricˇni faktorji metode
tri-SPMF.
Mnozˇico relacijskih in omejitvenih matrik zˇelimo zapisati v kompaktni
obliki za ucˇinkovito racˇunanje in predstavitev. Wang in sod. (2008) [64] so
pokazali v lemi 4.1 v [64], da je resˇevanje optimizacijske naloge metode tri-
PMF ekvivalentno resˇevanju optimizacijske naloge, v kateri so relacijske in
omejitvene matrike ter razcepni matricˇni faktorji le bloki vecˇjih relacijskih,
omejitvenih in razcepnih blocˇnih matrik. To je zelo dober rezultat, ki ga
uporabimo za metodo tri-SPMF. Nove blocˇne matrike iz mnozˇice relacijskih
in omejitvenih matrik in razcepnih faktorjev predstavimo v obliki
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R =

0 Rn1×n212 · · · Rn1×nK1K
Rn2×n121 0 · · · Rn2×nK2K
...
...
. . .
...
RnK×n1K1 R
nK×n2
K2 · · · 0
 ,
Θ =

Θn1×n21 0 · · · 0
0 Θn2×n22 · · · 0
...
...
. . .
...
0 0 · · · ΘnK×nKK
 , (3.2)
G =

Gn1×c11 0 · · · 0
0 Gn2×c22 · · · 0
...
...
. . .
...
0 0 · · · GnK×cKK
 ,
S =

0 Sc1×c212 · · · Sc1×cK1K
Sc2×c121 0 · · · Sc2×cK2K
...
...
. . .
...
ScK×c1K1 S
cK×c2
K2 · · · 0
 .
Matrika R iz (3.2) je simetricˇna blocˇna matrika z nicˇelnimi bloki na glavni
diagonali ter relacijskimi matrikami ob straneh. V (3.2) je Θ blocˇna diago-
nalna matrika z omejitvenimi matrikami na diagonali. Matriki G in S hranita
razcepne faktorje, G je blocˇna matrika z nenicˇelnimi bloki na glavni diagonali
in S je simetricˇna blocˇna matrika z nicˇelnimi bloki na glavni diagonali.
Optimizacijsko nalogo (3.1) tri-SPMF zapiˇsemo v novi obliki
min
G≥0
||R−GSGT ||+ tr(GTΘG). (3.3)
Nova predstavitev ni le kompaktni zapis. Sedaj lahko na nalogo (3.3) gle-
damo kot na faktorizacijo simetricˇne matrike R v razcepna faktorja G in S.
Zaradi simetricˇnosti matrike R in kazenskih cˇlenov v Θ nalogo imenujemo
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simetricˇna kazenska matricˇna tri-faktorizacija. Za resˇevanje optimizacijske
naloge lahko uporabimo algoritem 2 za tri-PMF. Tega z uposˇtevanjem nove
predstavitve navajamo v algoritmu 3. Pravilnost in konvergenca tri-SPMF
sledita iz lastnosti tri-PMF. Relacijsko matriko Rij rekonstruiramo na nacˇin
Rij ≈ GiSijGTj (3.4)
iz pripadajocˇih razcepnih matricˇnih faktorjev Gi, Gj in Sij.
Vhod: relacijske matrike {Rij}1≤i<j≤K , omejitvene matrike
Θ1,Θ2, . . .ΘK , rangi c1, c2, . . . , cK .
Izhod: razcepna faktorja G in S.
Nakljucˇno enakomerno inicializiraj G1,G2, . . .GK z vrednostmi z in-
tervala [0, 1];
Sestavi matrike R, G in Θ kot v (3.2);
while konvergenca ni dosezˇena do
Za dani G posodobi S = (GTG)−1GTRG(GTG)−1 ;
Θ = Θ+ −Θ− ;
RGS = (RGS)+ − (RGS)− ;
SGTGS = (SGTGS)+ − (SGTGS)− ;
Za dani S posodobi G s pravilom
Gij ← Gij
√
(RGS)+ij [G(SG
TGS)−]ij+(Θ−G)ij
(RGS)−ij+[G(SGTGS)+]ij+(Θ+G)ij
;
end
Algoritem 3: Simetricˇna kazenska matricˇna tri-faktorizacija (tri-SPMF).
3.2 Gradnja omejitvenih in relacijskih matrik
Vsebina omejitvenih in relacijskih matrik zavisi od konkretnega problema, ki
ga resˇujemo. Konvergenco izboljˇsamo, cˇe relacijske matrike pred faktorizacijo
normaliziramo – obicˇajno normaliziramo vsak stolpec (vrstico) relacijske ma-
trike posebej. Viˇsje absolutne vrednosti omejitvenih matrik pomenijo vecˇje
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kaznovanje (nagrajevanje) podobnih zapisov primerov. Zato je primerno, da
nagrade in kazni zavzemajo primerljiv sˇtevilski obseg.
Pri gradnji omejitvenih in relacijskih matrik je pomembna obravnava ne-
znanih vrednosti. Ta problem je znan kot matricˇno dopolnjevanje (angl.
matrix completion). Enostavna resˇitev je, da na mestu, kjer omejitev ali
povezanost nista znani, vstavimo nicˇelno vrednost. Algoritem tri-SPMF, ki
smo ga predstavili, ne obravnava posebej nicˇelnih vrednosti. Prav tako tudi
ne uposˇteva ocene zanesljivosti o vrednostih v matrikah.
Cˇe bomo matricˇno faktorizacijo uporabili za gradnjo napovednega mo-
dela, nastavljanje nicˇelnih vrednosti vsekakor ni najboljˇsi pristop, saj uvaja
pristranskost v napovedni model. Ta pristop je na podrocˇju strategij filtri-
ranja medsebojnih povezanosti (angl. collaborative filtering) poimenovan vsi
manjkajocˇi kot negativni (angl. all-missing-as-negative). Nasprotje te me-
tode je tehnika, imenovana vsi manjkajocˇi kot neznani (angl. all-missing-as-
unknown), ki mestom v matriki z neznanimi vrednostmi dodeli neko vnaprej
dolocˇeno oznako [47].
Candes in Recht (2012) [11] sta predlagala dopolnjevanje matrik z resˇevan-
jem konveksnega optimizacijskega programa in pokazala tesno spodnjo mejo
za sˇtevilo potrebnih primerov v vzorcu za pravilno rekonstrukcijo matrike z
veliko verjetnostjo. Druge strategije dopolnjevanja temeljijo na ideji vzorcˇenja
in utezˇevanja manjkajocˇih vrednosti. Prva strategija predpostavlja, da je ver-
jetnost relacije v negativnem smislu na mestu manjkajocˇe vrednosti enaka za
vse primere v matriki. Zato se manjkajocˇi vrednosti nakljucˇno enakomerno
dodeli utezˇ δ ∈ [0, 1]. Naslednja strategija predpostavlja, cˇe je primer pogosto
povezan z drugimi primeri v pozitivnem smislu, potem je verjetnost nega-
tivne povezave na mestu manjkajocˇe vrednosti visoka. Pogostost povezanosti
z drugimi primeri merimo z razmerjem med vsoto ocen pozitivnih povezav
in vsoto ocen negativnih povezav. Ideji vzorcˇenja in utezˇevanja manjkajocˇih
vrednosti sta med seboj primerljivi in delno odpravljata pristranskost pri-
stopa, ki obravnava manjkajocˇe vrednosti kot negativne. Resˇevanje konve-
ksnega optimizacijskega programa ali predstavitev vhodnih podatkov v nizko
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razsezˇnem prostoru [47] sta trenutno najboljˇsi znani metodi za dopolnjevanje
matrik.
3.3 Inicializacija matricˇnih
razcepnih faktorjev
Algoritmi za PMF, tri-PMF in tri-SPMF najdejo lokalne resˇitve optimiza-
cijskih nalog. Njihovo izvajanje je deterministicˇno z izjemo inicializacije ma-
tricˇnih faktorjev. Zato so inicializacijski postopki izredno pomembni v ma-
tricˇnih faktorizacijah, saj ne vplivajo le na kvaliteto koncˇne resˇitve, temvecˇ
tudi na hitrost konvergence. Vecˇina faktorizacijskih algoritmov, ki se upo-
rabljajo v podatkovni analizi, namrecˇ sledi standardni shemi iterativnega
izboljˇsevanja matricˇnih faktorjev, dokler niso izpolnjeni pogoji konvergence.
Testi, ki smo jih opravili na umetno generiranih relacijskih matrikah,
kazˇejo, da dober inicializacijski algoritem pri enakem sˇtevilu iteracij v fak-
torizaciji izboljˇsa kvaliteto koncˇne resˇitve (v smislu Frobeniusove razdalje)
tudi za 10 %. To pomeni, da je potrebno izvesti manj iteracij faktoriza-
cijskega algoritma, da dobimo zadovoljivo resˇitev. V tabeli 3.1 navajamo
srednjo Frobeniusovo razdaljo med relacijskimi matrikami in njihovimi apro-
ksimacijami z razcepnimi faktorji v algoritmu tri-SPMF. Relacijske matrike
smo zgradili z enakomerno nakljucˇno izbranimi elementi z intervala [0, 1],
omejitvene matrike smo predstavili z nicˇelnimi matrikami, saj gre za umetno
zgrajeni podatkovni nabor brez znanih omejitev. Sˇtevilo podatkovnih virov
v X in matricˇni rangi c1, c2, . . . cK niso korelirani z izbiro inicializacijskega
algoritma. Cˇeprav je nakljucˇna inicializacija najenostavnejˇsa, predlagamo za
tri-SPMF uporabo katerega izmed inicializacijskih postopkov, navedenih v
tabeli 3.11.
Naprednejˇsi inicializacijski algoritmi so cˇasovno zahtevnejˇsi, a primerni
zaradi hitrejˇse konvergence faktorizacije in boljˇse koncˇne resˇitve. Algoritem
1Inicializacijski algoritmi iz tabele 3.1 so uporabnikom na voljo v programski knjizˇnici
Nimfa, dostopni na http://nimfa.biolab.si.
3.3. INICIALIZACIJA MATRICˇNIH RAZCEPNIH FAKTORJEV 43
Inic. algoritem \ Opis (100, 200, 300) (500, 500, 500) (600, 500, 700)
(20, 20, 30) (80, 120, 65) (45, 85, 150)
NNDSVD 49.662 123.317 145.846
Random C 47.211 118.199 136.762
Random Vcol 47.212 117.401 135.281
Nakljucˇno z [0, 1] 51.011 127.775 151.210
Tabela 3.1: Srednja Frobeniusova razdalja med relacijskimi matrikami in
njihovimi aproksimacijami v algoritmu tri-SPMF za razlicˇne inicializacijske
algoritme. Opis povzema nastavitve tri-SPMF, in sicer vhodne dimenzije
matrik (n1, n2, n3) ter faktorizacijske range (c1, c2, c3). Vsaka izvedba je ob-
segala 100 iteracij.
random C je nezahtevna oblika inicializacije, ki temelji na ideji dekompo-
zicije CUR – ta dekompozicija predstavi podatkovno matriko z majhnim
sˇtevilom njenih stolpcev in (ali) vrstic. Algoritem random C nakljucˇno izbere
p najvecˇjih stolpcev podatkovne matrike glede na njihovo 2-normo. Vrednost
p je vnaprej dolocˇeni parameter. Stolpec v razcepnem matricˇnem faktorju se
inicializira s srednjim vektorjem p izbranih stolpcev. Postopek se ponavlja,
dokler ni razcepni faktor v celotni inicializiran.
Algoritem random Vcol [1] inicializira stolpce (vrstice) razcepnega fak-
torja s povprecˇenjem p nakljucˇno izbranih stolpcev (vrstic) podatkovne ma-
trike. Ta algoritem je hitrejˇsi od algoritma random C, a manj ucˇinkovit. Nje-
gova zmogljivost je med nakljucˇno inicializacijo in inicializacijo s centroidi.
Slednja inicializira razcepne faktorje na osnovi resˇitve centroidne dekompo-
zicije.
Algoritma random C in random Vcol vkljucˇujeta nakljucˇnost, zato lahko
ob njuni uporabi faktorizacijo vecˇkrat ponovimo in uposˇtevamo najboljˇsi
rezultat. Oba algoritma znacˇilno izboljˇsata kakovost matricˇnih razcepnih
faktorjev glede na povsem nakljucˇno inicializacijo, pri cˇemer je njuno izva-
janje hitro. Algoritem dvojnega nenegativnega singularnega razcepa (NN-
DSVD) [9] je deterministicˇen in temelji na racˇunanju dveh singularnih raz-
cepov. Prvi razcep deluje na podatkovni matriki, drugi pa na matriki, se-
stavljeni iz pozitivnih elementov razcepnih faktorjev prvega razcepa. Zaradi
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racˇunanja dveh singularnih razcepov je NNDSVD cˇasovno zahtevnejˇsi od
vecˇine drugih nakljucˇnostnih algoritmov.
3.4 Optimizacija matricˇnih izracˇunov
Za ucˇinkovito izvedbo resˇitve tri-SPMF moramo uposˇtevati lastnosti matrik,
ki jih konstruira algoritem. Relacijska matrika R, omejitvena matrika Θ in
razcepna faktorja so blocˇne matrike.
V pravilu za posodabljanje faktorja S algoritem 3 racˇuna le z matrikama
G in R. Ob racˇunanju cˇlena X = GTG mnozˇimo med seboj solezˇne blocˇne
matrike na diagonali, teh je K. Matrika G ni blocˇno diagonalna, ker njeni
bloki niso kvadratne matrike. Toda racˇunati je potrebno inverz cˇlena X, ki
je blocˇno diagonalna matrika. Racˇunanje pospesˇimo, cˇe uposˇtevamo, da je
inverz blocˇno diagonalne matrike zopet blocˇno diagonalen, sestavljen iz in-
verzov posameznih blokov. Cˇe matrika X ni obrnljiva, njen inverz ne obstaja.
V takih slucˇajih namesto inverza racˇunamo Moore-Penroseov psevdoinverz
X+. Psevdoinverza se posluzˇujemo tudi, cˇe je matrika X slabo pogojena, to-
rej ima veliko sˇtevilo obcˇutljivosti. Pri dobro pogojenih matrikah je ostanek
med prvotno matriko in njenim priblizˇkom dobra ocena za napako v resˇitvi,
pri slabo pogojenih matrikah pa iz majhnega ostanka ne moremo sklepati,
da je tudi napaka resˇitve majhna.
Opozoriti velja, da je resˇevanje ustreznega sistema linearnih enacˇb pravi-
loma ucˇinkoviteje od racˇunanja inverzne matrike. Inverz X−1 lahko zapiˇsemo
kot resˇitev matricˇne enacˇbe XX−1 = I, ki jo zapiˇsemo po stolpcih kot zapo-
redje linearnih sistemov z isto matriko X
Xx(j) = e(j) j = 1, 2, . . . , n,
pri cˇemer so x(j) stolpci inverzne matrike X−1, e(j) pa ustrezni stolpci enotske
matrike I.
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Cˇe je narava problema taka, da relacijske in omejitvene matrike vsebu-
jejo veliko nicˇelnih elementov, lahko privarcˇujemo na prostoru, cˇe matrike
predstavimo v enem izmed redkih formatov2. Pogosti formati za predstavi-
tev redkih matrik so (i) predstavitev s slovarjem, (ii) povezani seznami, (iii)
redki vrsticˇni format in (iv) redki stolpicˇni formati.
2Programska knjizˇnica Nimfa podpira delo z redkimi matriki v formatih scipy.sparse.

Poglavje 4
Napovedovanje iz razcepnih ma-
tricˇnih faktorjev
Nastavitev relacijskih in omejitvenih matrik ter izvedba algoritma tri-SPMF
je le prvi korak pri gradnji napovednih modelov z matricˇno faktorizacijo.
Faktorizaciji namrecˇ sledi uporaba razcepnih matricˇnih faktorjev. Predpo-
stavljamo, da nam je na voljo model, ki ga vrne algoritem tri-SPMF – to
sta blocˇna razcepna matricˇna faktorja G in S. Uporaba modela zavisi od
interpretacije razcepnih faktorjev. V tem poglavju predstavimo nov pristop
uporabe razcepnih faktorjev za uvrsˇcˇanje v skupine in ocenjevanje verjetnosti
napovedi.
Razcepni matricˇni faktorji se v splosˇnem uporabljajo za (naloge so pa-
dajocˇe razvrsˇcˇene po pogostosti uporabe):
Zmanjˇsevanje dimenzionalnosti podatkov (angl. dimensionality reduc-
tion) [36, 1, 29]. Navadno pricˇakujemo, da podatkovni nabor z vecˇ
znacˇilkami vsebuje vecˇ informacij in bodo izpeljani napovedni modeli
tocˇnejˇsi. Toda odkrivanje informacij iz vecˇjega sˇtevila znacˇilk je zahtev-
nejˇse, znano kot prekletstvo dimenzionalnosti. V analizi dokumentov,
genskih podatkov in slik sta zato tehniki izlocˇanja znacˇilk (angl. feature
extraction) in izbiranja znacˇilk (angl. feature selection) zelo pomembni.
Dekompozicije CUR podatkovno matriko izrazijo s kombinacijo pod-
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mnozˇice njenih stolpcev in vrstic, zato so primerne za izbor znacˇilk. Ob
izlocˇanju znacˇilk iˇscˇemo preslikave iz vecˇrazsezˇnega prostora v prostor
z manj dimenzijami s cˇim vecˇ informacije. Obicˇajno so nove znacˇilke
zapisi primerov v matricˇnih razcepnih faktorjih - z omejitvami ma-
tricˇnih faktorjev imajo znacˇilke posebne lastnosti (n.pr. nenegativnost
in redkost).
Razvrsˇcˇanje v skupine (angl. clustering) [10, 25]. Primere v podatkovni
matriki razvrstimo v c skupin, kjer je c matricˇni rang faktorizacije.
Kriteriji uvrsˇcˇanja primera v skupino (vecˇ skupin) temeljijo na maksi-
malnih elementih v zapisih primerov.
Aproksimacija nizkega ranga (angl. low-rank approximation). Zelo po-
membna uporaba v numericˇni linearni algebri za naloge kot so resˇevanje
linearnih sistemov enacˇb, racˇunanje priblizˇnih matricˇnih inverzov in is-
kanje resˇitev enacˇb z vecˇ spremenljivkami.
Regresijske in klasifikacijske naloge [32, 38]. Matricˇne faktorizacije so
zelo uspesˇne na podrocˇju strategij filtriranja medsebojnih povezanosti
v priporocˇilnih sistemih.
4.1 Izbor kandidatov
Naj v mnozˇici heterogenih podatkovnih virov X obstajata vira Xi in Xj,
pri cˇemer Xi = {xi1,xi2, . . . ,xini} vsebuje primere in Xj = {xj1,xj2, . . . ,xjnj}
opise oznak. Znanje o njuni neposredni povezanosti je predstavljeno v ma-
triki Rij. V modelu tri-SPMF so pripadajocˇi razcepni faktorji Gi ∈ Rni×ci ,
Gj ∈ Rnj×cj in Sij ∈ Rci×cj , tako da velja R̂ij = GiSijGTj . Kandidati so
dvojice (xik,x
j
l ), sestavljene iz primera x
i
k in oznake x
j
l . Seveda nas pri napo-
vedovanju zanimajo le povezave z neznanimi vrednostmi na mestih Rij(k, l).
V pricˇujocˇem delu se ukvarjamo s klasifikacijskim problemom, zato bodisi
xik ∈ xjl bodisi xik 6∈ xjl .
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Za dolocˇitev kandidatov (xik,x
j
l ) uporabimo matriko R̂ij. Nekatere upo-
rabe matricˇnih faktorizacij za dolocˇitev pripadnosti primerov razredom iˇscˇejo
najvecˇje koeficiente v vrsticah (stolpcih) matricˇnih razcepnih faktorjev [31,
10] ali uporabijo pragovno funkcijo na izracˇunani standardni z-oceni za vsako
mesto v razcepnem faktorju [69].
Tako dolocˇevanje ni ustrezno, cˇe je primeru xik lahko dodeljenih vecˇ oznak
iz Xj. S tem se srecˇujemo pri napovedovanju genskih funkcij v poglavju 5.
Zato za vsak primer v Xi izracˇunamo srednjo vrednost njegovega zapisa v
matriki R̂ij preko vseh oznak. Par (x
i
k,x
j
l ) je dodan v seznam kandidatov,
cˇe je vrednost Rij(k, l) vecˇja od srednje vrednosti zapisa
candidateR̂(k, l) ⇐⇒ s(k, l) = R̂ij(k, l) >
1
nj
nj∑
m=1
R̂ij(k,m). (4.1)
Ob izbiranju kandidatov ne uposˇtevamo zapisov oznak v matricˇnih raz-
cepnih faktorjih. Ocene oznak so potrebne v naslednji fazi, ko ocenjujemo
verjetnosti kandidatov, to je verjetnost, da primer xik oznacˇimo z oznako x
j
l .
V rezultatih, predstavljenih v poglavjih 5 in 6, uporabljamo ansambelski
pristop v matricˇni faktorizaciji. Zaradi nakljucˇnostnih algoritmov za inicia-
lizacijo razcepnih faktorjev model konvergira razlicˇnim lokalno optimalnim
resˇitvam. Izkazˇe se, da za znacˇilno izboljˇsanje napovedi zadostujejo zˇe tri
do devet ponovitev. V ansambelskem pristopu par dodamo v seznam kandi-
datov po pravilu glasovanja, cˇe ima primer visoko srednjo vrednost zapisa v
vecˇini ponovitev.
Izbor kandidatov, dolocˇen z (4.1), je pri napovedovanju genskih funkcij in
rezistence amebe D. discoideum najuspesˇnejˇsi. Predlagamo sˇe dva alterna-
tivni nacˇina za izbor kandidatov. Prvi nacˇin racˇuna srednjo vrednost zapisa
oznake xjl in uporablja zapis primera za ocenjevanje verjetnosti
candidateR̂(k, l) ⇐⇒ s(k, l) = R̂ij(k, l) >
1
ni
ni∑
m=1
R̂ij(m, l). (4.2)
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Izbor (4.2) je simetricˇen pravilu (4.1). V drugem nacˇinu izracˇunamo
standardno z-oceno za par (xik,x
j
l ) iz vrstic v razcepnih faktorjev Gi in Gj
candidateR̂(k, l) ⇐⇒ z(k, l) =
R̂ij(k, l)− µk
σk
> T1, (4.3)
pri cˇemer je µk srednja vrednost zapisa x
i
k (k-ta vrstica) v faktorju Gi, in
σk standardni odklon. Vrednost T1 je nastavitveni parameter. V matricˇnih
faktorizacijah je simetrija zelo pogosta lastnost. Zapis v (4.3) se osredotocˇa
na primer xik, z zamenjavo izracˇunov srednjih vrednosti in standardnega od-
klona lahko dobimo razredno orientirano pravilo za razred (oznako) xjl , tako
da velja
candidateR̂(k, l) ⇐⇒ z(k, l) =
R̂ij(k, l)− µl
σl
> T2. (4.4)
Ideja za pravili (4.3) in (4.4) izhaja iz dela Zhang in sod. (2011), v
katerem so z dvorazcepno faktorizacijo SNMNMF razpoznavali komodule
genov in miRNA.
Iz pravil (4.3) in (4.4) lahko sestavimo linearno kombinacijo, v kateri
uposˇtevamo zapise primera in oznake v razcepnih faktorjih
candidateR̂(k, l) ⇐⇒ α ·
R̂ij(k, l)− µk
σk
+ β · R̂ij(k, l)− µl
σl
> T3. (4.5)
Parametra α in β lahko nastavimo z notranjim precˇnim preverjanjem.
4.2 Prioritizacija napovedi z ocenjevanjem
verjetnosti
Po zakljucˇenem izboru kandidatov nam je na voljo seznam parov z obetavnimi
prireditvami oznak xjl primerom x
i
k. Pogosto je nasˇa delovna hipoteza, da je
manjˇse sˇtevilo kandidatov v seznamu zares pomembnih. Kandidate zˇelimo
prioritizirati, prednostno razvrstiti od najbolj do najmanj verjetnih.
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V biologiji to lahko pomeni, da le eden ali nekaj genov neposredno pov-
zrocˇa redko bolezen, ki jo preucˇujemo – to so bolezenski geni (angl. disease
genes). Prepoznavanje najbolj obetavnih genov v seznamu kandidatov je za-
mudno in zahteva drage laboratorijske raziskave. Znacˇilno je, da morajo bio-
logi rocˇno pregledati sezname kandidatov, preveriti, kaj je trenutno znanega
o vsakem genu, in oceniti, ali gre za obetavnega kandidata. Bioinformaticˇna
skupnost je zato uvedla koncept prioritizacije genov (angl. gene prioriti-
zation), ki izkoriˇscˇa napredek v veliki kolicˇini javnih genetskih podatkov.
Podobnost med vsemi strategijami prioritizacije genov je uporaba “krivde
zaradi povezanosti” – najbolj obetavni geni so podobni genom, za katere je
zˇe znano, da so povezani s preucˇevanim biolosˇkim procesom. Tranchevent
in sod. (2010) [61] so pregledali resˇitve za prioritizacijo genov, dostopne na
spletu.
Problem razvrstitve kandidatov je v strojnem ucˇenju znan kot primer
ucˇenja iz pozitivnih in neoznacˇenih primerov (ucˇenje PU). Pri ucˇenju PU sta
na voljo dve skupini primerov; skupina pozitivnih primerov P in skupina
mesˇanih primerov U . Skupina U vsebuje tako pozitivne kot tudi negativne
primere, a primeri niso oznacˇeni. V obicˇajnem nadzorovanem ucˇenju nam
je na voljo ucˇna mnozˇica z oznacˇenimi primeri obeh razredov. Ucˇenje PU
so prvi predstavili Liu in sod. (2002) [40] in je pomembno v klasifikaciji
dokumentov. Vecˇina pristopov v ucˇenju PU temelji na resˇevanju optimiza-
cijskega naloge. Sprva iz neoznacˇene skupine U izberemo mnozˇico primerov
N , ki predstavljajo negativne primere v ucˇenju. V drugem koraku gradimo
binarne klasifikatorje. Oba koraka skupaj je mogocˇe razumeti kot iterativno
tehniko povecˇevanja mnozˇice N , pri cˇemer morajo pozitivni primeri ostati
pravilno klasificirani.
Tukaj predlagamo nov nacˇin prioritizacije kandidatov, ki temelji na “krivdi
zaradi povezanosti.” Ta koristi za statisticˇno mero in oceno verjetnosti, da
primer xik pripada razredu x
j
l . Po razvrstitvi kandidatov s pragovno funkcijo
dolocˇimo, kateri so najbolj obetavni.
Statisticˇno znacˇilnost kandidata (xik,x
j
l ) ocenimo z uvrstitvijo njegove
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ocene R̂ij(k, l) v porazdelitev ocen pozitivnih parov za razred x
j
l . Mnozˇica
ocen pozitivnih parov za razred xjl je R = {R̂ij(m, l) | xim ∈ xjl ,m =
1, 2, . . . , ni}. Pricˇakujemo, da velja: cˇe primer dejansko pripada razredu,
bo njegova ocena na mestu v matriki R̂ij podobna oceni drugih pozitivnih
primerov za ta razred. Ta pristop je razredno osredotocˇen, ker uposˇteva
porazdelitev ocen za kandidatov razred.
Namesto opazovanja ocen za kandidatov razred xjl se lahko opazuje po-
razdelitev ocen za kandidatov primer xik. Tedaj se kandidatova ocena uvrsti
v porazdelitev ocen R = {R̂ij(k,m) | xik ∈ xjm,m = 1, 2, . . . , nj}. Ideja
je podobna kot zgoraj z zamenjano vlogo primera in razreda. Cˇe primer
dejansko pripada razredu, bo njegova ocena v R̂ij podobna ocenam drugih
razredov, ki jim ta primer pripada. Od tod taksˇna konstrukcija mnozˇice R.
Ta pristop se osredotocˇa na primer in ne na razred.
Katerega izmed dveh opisanih nacˇinov izberemo, zavisi od konkretne na-
loge. Cˇe imamo veliko razredov in vsak razred vsebuje le malo primerov,
je smiselen pristop z osredotocˇenjem na primere. Cˇe o primerih sˇe ni veliko
znanega in so razredi veliki, bo bolje deloval razredno osredotocˇen pristop.
Sicer lahko oba pristopa kombiniramo.
4.3 Vrednotenje napovednega modela
Uspesˇnost napovednega modela zgrajenega s simetricˇno matricˇno tri-faktori-
zacijo iz heterogenih podatkovnih virov ocenjujemo s precˇnim preverjanjem.
Predpostavimo, da modela ne uporabljamo za izlocˇanje znacˇilk ali za zmanj-
sˇevanje dimenzionalnosti podatkov, temvecˇ za razvrsˇcˇanje. To pomeni, da v
modelu obstaja relacijska matrika Rij z racepnimi matricˇnimi faktorji Gi,Gj
in Sij, pri cˇemer vir Xi = {xi1,xi2, . . . ,xini} interpretiramo kot mnozˇico pri-
merov in vir Xj = {xj1,xj2, . . . ,xjnj} kot mnozˇico razrednih oznak. Nasˇ cilj je
cˇim bolje napovedati razrede, katerim pripada dani primer, in oceniti zane-
sljivost napovedi. Naj par (xik,x
j
l ) oznacˇuje nalogo, v kateri bodisi x
i
k ∈ xjl
bodisi xik 6∈ xjl .
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Vse znane pare (xik,x
j
l ) razvrstimo v C enako velikih mnozˇic. Nato C-
krat zgradimo model in napovemo oznake, vsakicˇ je ena mnozˇica testna,
ostale so ucˇne. Cˇe je par (xik,x
j
l ) v testni mnozˇici, pomeni le, da je na
mestu Rij(k, l) neznana vrednost. Torej je v vseh C ponovitvah ucˇenja in
preverjanja matrika Rij enake velikosti, to je Rij ∈ Rni×nj , spreminja se le
njena polnost.
Korektno testiranje zahteva sˇe eno pozornost. Nastavitev mesta Rij(k, l)
na neznano vrednost ne zadostuje, poskrbeti moramo, da para (xik,x
j
l ) ne
uposˇtevamo v drugih relacijskih in omejitvenih matrikah.
Zaradi jasnosti si oglejmo primer. Dani so trije podatkovni tipi X =
{X1,X2,X3}, X1 vsebuje primere, X2 oznake. Naj bo par (x1k,x2l ) v te-
stni mnozˇici in mesto R12(k, l) nastavimo na neznano vrednost. Recimo, da
(x1k,x
2
l ) uporabljamo pri gradnji matrik R13 in R23, na primer za racˇunanje
R13(k,m) in R23(m, l). Testiranje ni korektno, ker posredno uporabljamo
testni primer za gradnjo napovednega modela. Cˇe imamo vecˇ podatkovnih
virov, je tako iskanje ciklov zamudno. Iskanje ciklov ni potrebno, cˇe v vsaki
izmed C ponovitev ponovno zgradimo vse relacijske in omejitvene matrike.
Uspesˇnost napovedovanja ocenjujemo z utezˇeno oceno F1. Ocena F1 je
definirana s priklicem r in tocˇnostjo p
F1 = 2 · p · r
p+ r
, p =
TP
TP + FP
, r =
TP
TP + FN
. (4.6)
Priklic podaja, koliksˇen delezˇ primerov ciljnega razreda je klasifikator pra-
vilno napovedal. Tocˇnost nam pove, koliksˇen del napovedi dejansko pripada
ciljnemu razredu. Relativni prispevek tocˇnosti in priklica oceni F1 je enak.
V ucˇni mnozˇici se lahko pojavlja najvecˇ nj razlicˇnih oznak. Zato uspesˇnost
ocenjujemo z utezˇeno oceno F1. Za vsak razred i posebej izracˇunamo oceno
F1 in ocene utezˇimo s pogostostjo razreda w(i)
F1 fin =
nj∑
i=i
w(i) · F1(i). (4.7)

Poglavje 5
Napovedovanje genskih dolocˇitev
amebe
D. discoideum
Genom in genskim produktom organizma so pogosto pripisani koncepti gen-
ske ontologije. Genski pripis ali dolocˇitev za nas pomeni opis dejavnosti in
lokalizacije genskih produktov ter opredelitev, kaksˇna vrsta dokaza potrjuje
dolocˇitev. Utemeljitve se razlikujejo po stopnji zanesljivosti. Najbolj verodo-
stojne so eksperimentalne potrditve, manj utemeljitve kuratorjev ontologije
ali izpeljave iz racˇunskih analiz.
Med najbolj znanimi ontologijami v bioinformaticˇnimi skupnostmi je pro-
jekt GO Ontology1[4]. Ta zagotavlja ontologije opredeljenih konceptov, ki
opisujejo lastnosti genskih produktov. Pokriva tri velika podrocˇja: (i) celicˇne
komponente, dele celice in zunajcelicˇno okolje; (ii) molekularne funkcije, ele-
mentarne dejavnosti genov na nivoju molekul, kot so vezava ali kataliza; in
(iii) biolosˇke procese, sklopi molekularnih dogodkov z opredeljenim zacˇetkom
in koncem v celicah, tkivih, organih in organizmih. Ontologija je strukturi-
rana kot usmerjen aciklicˇni graf, vsak koncept ima opredeljene povezave do
1Genska ontologija GO Ontology je javno dostopna na spletu na naslovu http://www.
geneontology.org.
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enega ali vecˇ drugih konceptov. Ontolosˇki slovar je zasnovan tako, da je vse-
bina neodvisna od vrste organizma, vkljucˇeni koncepti veljajo za evkarionte,
prokarionte, eno- in vecˇcelicˇne organizme.
Omejena razlicˇica genske ontologije se imenuje GO Slim. Ta vsebuje pod-
mnozˇico konceptov iz celotne ontologije in daje sˇirok pregled nad vsebino brez
natancˇno opredeljenih drobnozrnatih konceptov. Omejene razlicˇice ustvar-
jajo raziskovalne skupine glede na svoje potrebe in so lahko specificˇne za
vrsto organizma ali podrocˇje ontologije.
Nasˇ cilj je zgraditi napovedni model iz razcepnih faktorjev simetricˇne
kazenske matricˇne tri-faktorizacije, ki bo za gene amebe D. discoideum cˇim
bolje napovedal neznane koncepte genske ontologije. Omenimo naj, da je
ta sicer izjemno zanimiva socialna ameba sˇe relativno slabo raziskana in da
je eksperimentalno potrjenih genskih dolocˇitev iz njenega genoma le malo.
Zato je razvoj orodij, ki bodo predlagala dobre hipoteze na tem podrocˇju, zelo
zanimiva in aktualna naloga. Ustrezna orodja, ki bi sluzˇila napovedovanju
genskih dolocˇitev D. discoideum in pri tem uporabila razlicˇne podatkovne
vire, do sedaj sˇe niso bila predlagana.
Pri gradnji modela za amebo D. discoideum zdruzˇujemo tri podatkovne
vire:
• znane genske pripise – Za 13295 amebinih genov imamo na voljo
19810 neposrednih pripisov o 2046 konceptih iz ontologije. Eksperi-
mentalno potrjenih dolocˇitev je 4326, pripisov iz racˇunskih analiz je
9316 in pregledanih pripisov kuratorjev je 6168. Le 5348 genov ima
znane dolocˇitve, izmed teh ima vsak gen povprecˇno dve dolocˇitvi. Iz
omejene splosˇne razlicˇice ontologije GO Slim izpeljemo 83 konceptov,
ki pripadajo podrocˇjema celicˇnih komponent in biolosˇkih procesov.
• proteinske interakcije – Interakcije so podane s trojicami (p1, p2, s),
pri cˇemer s ∈ [0, 1] pomeni oceno zanesljivosti interakcije med prote-
inoma p1 in p2. Le 3982 genov, ki kodirajo proteine, ima znane pro-
teinske interakcije. Interakcije so javno objavljene in dostopne v bazi
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znanih in napovedanih proteinskih interakcij STRING2.
• genske izraze – Celotni genomski transkripcijski zapisi (RNA-seq)
amebe D. discoideum seva AX4 v 24-urnem razvojnem ciklu, ki je ena-
komerno vzorcˇen vsake sˇtiri ure. Razpolozˇljivi so podatki celic divjega
tipa in priblizˇno 50 mutant iz druzˇine vezav ATP. Zapisi celic divjega
tipa so prosto dostopni v orodju PIPA3.
Genske dolocˇitve amebe D. discoideum bomo napovedovali z novim pri-
stopom gradnje napovednih modelov z matricˇno faktorizacijo iz heterogenih
virov. Delo lahko grobo razdelimo v tri faze: (1) gradnja relacijskih in omeji-
tvenih matrik iz heterogenih virov, (2) izvedba simetricˇne kazenske matricˇne
tri-faktorizacije in (3) napovedovanje iz razcepnih matricˇnih faktorjev s pri-
oritizacijo napovedi. Opisani postopek je shematsko prikazan na sliki 5.1.
2Baza STRING je dostopna na naslovu http://string-db.org.
3Orodje PIPA za analizo in upravljanje podatkov naslednje generacije sekvenciranja je
dostopno na http://pipa.biolab.si.
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Iterativno pravilo za tri - SPMF
Napovedovanje iz razcepnih faktorjev
Vhodni podatki
d) Dokler konvergenca ni dose ena:
    1) Posodobitev faktorja S ¨ HGT GL-1 GT RGHGT GL-1.
    2) Posodobitev faktorja    
           Gij¨Gij JHRGSLij+ + IGISGT GSM-Mij + HQ- GLijN í JHRGSLij- + IGISGT GSM+Mij + HQ+ GLijN . 
e) Aproksimacija z razcepnimi faktorji
Rij
`
ª Gi Sij GjT .    
 
f) Ra unanje srednje vrednosti zapisa gena x v G1 in zapisa koncepta y v G2.
g) Ocenjevanje zna ilnosti kandidata R12
`
xy iz porazdelitve zapisa gena x ali 
    zapisa koncepta y.
h) Prioritizacija kandidatov za genske dolo itve od najbolj verjetnih do najmanj verjetnih. 
R23
R13
R12
Q2
Q1
Q3
gen x
koncept y
b) Blo na matrika relacij R in blo na matrika 
    omejitev  Q 
R ä
0
R21
R12 R13
0 R23
R31 R32 0
 in Q ä
Q1
0
0 0
Q2 0
0 0 Q3
.
R12
`
a) Gradnja relacijskih matrik {Rij} in 
omejitvenih matrik {Qi} za tri 
podatkovne vire. 
c) Inicializacija matrike G z enim od 
    inicializacijskih algoritmov; random C, 
    random Vcol ali NNDSVD.  
    
Gä
G1
0
0 0
G2 0
0 0 G3
.
Slika 5.1: Napovedovanje genskih dolocˇitev D. discoideum z matricˇno fak-
torizacijo iz heterogenih virov. Tri podatkovne vire predstavimo s tremi
simetricˇnimi relacijskimi matrikami. Vsakemu viru pripada sˇe omejitvena
matrika za vkljucˇitev predznanja o viru. Rob matrike je oznacˇen z barvo
vira, ki je v njej opisan.
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5.1 Stanje raziskav v svetu
Sˇtevilo razpoznanih genov zaradi napredka tehnik sekvenciranja v zadnjem
desetletju zelo hitro narasˇcˇa. Dolocˇanje genskih funkcij je postal eden izmed
osrednjih problemov v molekularni biologiji [23]. Rocˇno dolocˇanje je zaradi
velike kolicˇine podatkov nemogocˇe, zato postajajo vse pomembnejˇse racˇunske
metode, ki pomagajo biologom pri nacˇrtovanju biolosˇkih eksperimentov z
izborom najbolj obetavnih kandidatov.
Poskusi avtomatskega dolocˇanja sledijo dvema glavnima pristopoma. V
prvem pristopu primerjamo gen, cˇigar dolocˇitve napovedujemo, z javnimi
podatkovnimi bazami znanih dolocˇitev. Dolocˇitve z najboljˇso oceno glede
na definicijo podobnosti se prenesejo na ciljni gen. To je pristop s prenosom
(angl. transfer approach) [59]. Kljub znanim slabostim, kot so pretirano
uposˇtevanje tranzitivnosti, nizka senzitivnost in specificˇnost ter propagiranje
napak v zbirkah podatkov, so tovrstne tehnike danes najbolj razsˇirjene.
Pristop s prenosom je bil zgodovinsko prvi uspesˇni nacˇin avtomatskega
dolocˇanja [18], razvit sˇe v cˇasu, ko so podatkovne zbirke vsebovale bistveno
manj genskih zaporedij. Drugi pristop oblikuje problem napovedovanja dolo-
cˇitev kot klasifikacijsko nalogo, v kateri ontolosˇki koncepti predstavljajo ra-
zrede in geni primere za razvrsˇcˇanje. Klasifikacijski pristop [54] temelji na
znanih klasifikacijskih algoritmih, kot so metode podpornih vektorjev in ume-
tne nevronske mrezˇe. Te metode se ucˇijo tako iz pozitivnih kot tudi negativ-
nih primerov, zato so pogosto bolj tocˇne od tehnik s prenosom. Ovira nastopi
pri izboru negativnih primerov za ucˇno mnozˇico, zato se uporabljajo prin-
cipi ucˇenja iz pozitivnih in neoznacˇenih primerov. Genske dolocˇitve lahko
namrecˇ interpretiramo na vecˇ nacˇinov, pri cˇemer natancˇno dolocˇevanje za-
visi od konteksta uporabe gena. Podobne genske funkcije predstavljajo on-
tolosˇki koncepti z razlicˇnimi stopnjami specificˇnosti. Za uspesˇno ucˇenje so
potrebni pozitivni in negativni ucˇni primeri za vsak koncept. Pripravo podat-
kov otezˇujejo biolosˇke podobnosti med dejavnostmi, ki jih opisujejo koncepti,
in genska pripadnost vecˇim konceptom. Metode razdelimo v tri skupine na
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osnovi uporabljenih podatkovnih virov:
• analiza homolosˇkih znacˇilnosti [41],
• analiza podzaporedij [53],
• atributno ucˇenje [54].
Tehnike z analizo homolosˇkih znacˇilnosti primerjajo podobnost ciljnega
genskega zaporedja z zaporedji pozitivnih in negativnih primerov v ucˇni
mnozˇici, da napovedo ontolosˇke koncepte. Znano je, da je visoka stopnja
identicˇnosti zaporedij mocˇan pokazatelj funkcijske homologije. Homologija
je kvalitativna oznaka, ki poudarja evolucijsko povezanost dveh zaporedij
– njuno podobnost po izvoru. Najbolj uveljavljene metode za iskanje po-
dobnosti med genskimi zaporedji so algoritmi lokalne poravnave zaporedij
BLAST [2] in PSI-BLAST.
Analiza podzaporedij se osredotocˇa na dobro ohranjene regije motivov
in domen, ki so kljucˇnega pomena za proteine, da opravljajajo dolocˇene na-
loge. Te metode so sˇe posebej ucˇinkovite, ko je genska funkcija, opisana z
ontolosˇkim konceptom, neposredno povezana z obstojem domene ali motiva.
Uporabne so tudi pri sklepanju v oddaljenih homolosˇkih razmerah.
Pri atributnem ucˇenju se sprva dolocˇi biolosˇko pomembne lastnosti iz pri-
marnih zaporedij. Te so frekvence ostankov, molekulska masa, sekundarna
struktura, koeficienti izumrtja in druge fizikalno-kemijske lastnosti. Njihove
vrednosti se predstavi z vektorskim zapisom in nad njimi uporabi kateri koli
znan klasifikacijski algoritem. Koncepti s podrocˇja biolosˇkih procesov ali
celicˇnih komponent vkljucˇujejo gene z zelo razlicˇnimi lastnostmi, ki pripa-
dajo istemu razredu, in gene s podobnimi lastnostmi, ki pripadajo razlicˇnim
razredom. To predstavlja problem za klasifikacijski algoritem z diskrimina-
tivnim pristopom optimizacije mej med razredi. Homolosˇki pristopi so nanj
manj obcˇutljivi, saj odlocˇitev o razredu uposˇteva le nekaj najbolje ocenjenih
zadetkov.
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5.2 Podatkovni viri
Napovedni model s simetricˇno kazensko matricˇno tri-faktorizacijo gradimo iz
treh podatkovnih virov. To pomeni, da vire predstavimo s sˇestimi matrikami;
s tremi relacijskimi matrikami R12, R13 in R23 za opis relacij med vsemi
kombinacijami dveh virov in s tremi omejitvenimi matrikami Θ1, Θ2 in Θ3
za opis omejitev znotraj podatkovnih virov. Tabela 5.1 povzema njihovo
vsebino.
Matrika Vsebina
R12 Genske dolocˇitve, potrjene z biolosˇkimi eksperimenti
R23 Srednji transkripcijski zapisi mutant
glede na pripadnost konceptom – izracˇun podan s formulo (5.5)
R13 Genomski transkripcijski zapisi mutant
Θ1 Proteinske interakcije z ocenami zanesljivosti
Θ2 Predhodno znanje o konceptih, izpeljano iz strukture
aciklicˇnega grafa, relacije med koncepti is-a, part-of, regulates,
positively-regulates, negatively-regulates
Θ3 Predhodno znanje o transkripcijskih zapisih v 24-urnem ciklu
Tabela 5.1: Vsebina relacijskih in omejitvenih matrik pri napovedovanju gen-
skih dolocˇitev v modelnem organizmu D. discoideum.
5.2.1 Omejitvene matrike
Ocene zanesljivosti proteinskih interakcij so v normalizirani obliki zˇe shra-
njene v bazi proteinskih interakcij STRING. Omejitveno matriko Θ1 nasta-
vimo z
Θ1(k, l) = Θ1(l, k) =
{
−s cˇe (k, l, s) ∈ PPI
0 sicer.
(5.1)
Proteinske interakcije izrazˇajo omejitve pozitivnega tipa. Nasˇa hipoteza
je namrecˇ, da imata gena z visoko oceno interakcije podobno neznano pred-
stavitev, ki jo izrazˇata s podobnima zapisoma v razcepnih matricˇnih faktor-
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jih. Pozitivne omejitve so v algoritmu nagrade, utezˇene z razcepnimi fak-
torji podobnosti, zato jih moramo zapisati z negativnimi sˇtevili. Prispevajo
namrecˇ k boljˇsi resˇitvi in zmanjˇsujejo resˇitveno vrednost kriterijske funkcije.
Zaradi predstavitev interakcij z neusmerjenimi grafi je matrika Θ1 simetricˇna.
Genska ontologija je strukturirana v obliki grafa, v katerem so koncepti
predstavljeni z vozliˇscˇi grafa in relacije med kocepti s povezavami. Relacije
med koncepti so natancˇno opredeljene in kategorizirane. Te v ontologiji GO
Ontology obsegajo skupine (i) podtip is-a, (ii) del part-of, (iii) reguliranje
regulates, (iv) pozitivno reguliranje positively-regulates in (v) negativno re-
guliranje negatively-regulates. Ontologija GO Ontology uporablja le nekaj
vrst relacij izmed mozˇnih, ki jih opredeljuje ontologija relacij OBO Relations
Ontology. Relacije v GO Ontology uposˇtevajo format OBO (angl. open bio-
medical ontologies format). Smith in sod. (2005) [58] so predstavili metodolo-
gijo za zagotavljanje doslednih in nedvoumnih formalnih definicij relacijskih
izrazov, ki se uporabljajo v takih ontologijah. Ta metodologija omogocˇa po-
vezovanje ontologij iz razlicˇnih biolosˇkih domen in definira logicˇno sklepanje
o sestavljenih relacijah.
Znanje o strukturi genske ontologije in relacijah med koncepti predsta-
vimo v omejitveni matriki Θ2. Vsaki skupini relacij i pripiˇsemo utezˇ po-
membnosti αi. Te utezˇi dolocˇimo z notranjim precˇnim preverjanjem ali jih
dolocˇimo vnaprej. S pravili logicˇnega sklepanja izracˇunamo ocene kompo-
zicij vecˇih relacij. Ponazorimo s primerom. Naj velja A regulates B in B
part-of C. Sklepamo na A regulates C.
Za dana koncepta k1 in k2 nato sesˇtejemo prispevke vseh kompozicij, ki
jih utezˇimo s faktorjem znizˇanja (angl. discount factor) γ ≤ 1
g(k1, k2) =
d∑
l=1
is-a
γl · αis-a +
d∑
l=1
part-of
γl · αpart-of +
d∑
l=1
regulates
γl · αregulates, (5.2)
pri cˇemer l oznacˇuje dolzˇino poti in d maksimalno dolzˇino poti, ki jo sˇe
uposˇtevamo. Uporabimo γ = 0.5 in maksimalno dolzˇino d = 4.
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Omejitvena matrika Θ2 je dolocˇena z
Θ2(k1, k2) =
{
−g(k1, k2) cˇe ∃ pot med k1 in k2
0 sicer.
(5.3)
Graf ontologije je usmerjen, zato matrika Θ2 ni simetricˇna. Kot v pri-
meru proteinskih interakcij so omejitve pozitivnega tipa, od tod negativne
vrednosti v (5.3).
Predhodnega znanja o transkripcijskih zapisih Θ3 ne uporabljamo. For-
malno matriki Θ3 ustreza nicˇelna matrika.
5.2.2 Relacijske matrike
Relacijska matrika genskih dolocˇitev R12 je v najbolj preprosti predstavitvi
binarna matrika
R12(g, k) =
{
1 cˇe g pripada konceptu k
0 sicer.
(5.4)
V poglavju 3.2 smo predstavili slabosti take predstavitve in predlagali stra-
tegije z vzorcˇenjem znanih genskih dolocˇitev. Matrika R13 vsebuje eksperi-
mentalne podatke genskih izrazov. Transkripcijske zapise pred faktorizacijo
normaliziramo, tako da vsak zapis delimo z njegovo drugo vektorsko normo.
Za matriko R23 izracˇunamo srednje transkripcijske zapise genov glede na
njihovo pripadnost konceptom
R23(k, :) =
1
|P(k)|
∑
g∈P(k)
norm-izr-zapis(g), (5.5)
pri cˇemer je P(k) mnozˇica vseh genov, ki imajo pripisan koncept k in norm-
izr-zapis(g) oznacˇuje transkripcijski zapis genskih izrazov gena g.
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5.3 Rezultati
Razvili smo pristop zdruzˇevanja z matricˇno faktorizacijo, opisan v poglavju 3,
in napovedovanje iz matricˇnih razcepnih faktorjev, opisano v poglavju 4,
ter primerjali uspesˇnost z nakljucˇnimi gozdovi z zgodnjo integracijo. Ko-
likor nam je znano, drugi pristopi za napovedovanje genskih dolocˇitev iz
heterogenih virov z vmesno integracijo ne obstajajo. Metoda, predlagana v
pricˇujocˇem delu, je uspesˇnejˇsa od strategij zgodnje integracije. Nicˇelno hi-
potezo o enaki uspesˇnosti zgodnje integracije z nakljucˇnimi gozdovi in fakto-
rizacijskega pristopa zavrnemo pri stopnji znacˇilnosti α = 0.05. Vsi predsta-
vljeni rezultati temeljijo na 10-kratnem precˇnem preverjanju in ocenjevanju
z utezˇeno F1 oceno, oboje opisano v razdelku 4.3.
Parametre pristopa z matricˇno faktorizacijo smo nastavili z notranjim
precˇnim preverjanjem. Najbolj pomembni so faktorizacijski rangi relacij-
skih matrik in sˇtevilo ponovitev faktorizacije v ansambelskem pristopu – v
razdelku o izboru kandidatov 4.1. Poskusi na umetnih mnozˇicah, napovedo-
vanju genskih dolocˇitev in analizi bakterijske rezistence kazˇejo, da zadostuje
zˇe tri do devet ponovitev simetricˇne kazenske matricˇne tri-faktorizacije z
nakljucˇnostnimi algoritmi za inicializacijo za znacˇilno povecˇanje uspesˇnosti
napovedovanja glede na F1 oceno. Faktorizacijski rang v splosˇnem ni mogocˇe
vnaprej dolocˇiti. Pri simetricˇni matricˇni tri-faktorizaciji je sˇtevilo parame-
trov za faktorizacijski rang enako sˇtevilu relacijskih matrik, saj vsako re-
lacisko matriko faktoriziramo v produkt treh razcepnih matricˇnih faktorjev
nizˇjih dimenzij. Za napovedovanje genskih dolocˇitev so primerne vrednosti
rangov c1 ∈ [38, 43], c2 ∈ [35, 45] in c3 ∈ [55, 64].
5.3.1 Primerjava matricˇnega pristopa
z nakljucˇnimi gozdovi
Vsak gen ima lahko vecˇ genskih dolocˇitev, a vsi ontolosˇki koncepti iz onto-
logije GO Ontology nimajo pripisanih genov. Razumna predpostavka je, da
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za razrede pri ucˇenju uposˇtevamo le ontolosˇke koncepte s pripisanimi geni.
To ni potrebno pri pristopu z matricˇno faktorizacijo, saj pri napovedovanju
genskih dolocˇitev iz razcepnih faktorjev sodelujejo tudi drugi podatkovni viri,
v katerih morda obstajajo podatki o konceptih brez pripisanh genov. Ovira
nastopi, cˇe zˇelimo oceniti znacˇilnost izbranih kandidatov in verjetnost gen-
skih dolocˇitev, saj na voljo ni znanih pripisov. Nakljucˇni gozdovi za ucˇenje
dolocˇitev konceptov brez pripisanih genov niso mogocˇi – namesto nakljucˇnih
gozdov je potrebno uporabiti nenadzorovane tehnike.
Z namenom zagotovitve enakih pogojev za obe primerjani metodi izpe-
ljemo razrede iz omejene razlicˇice genske ontologije GO Slim generic4. Ta
vsebuje 148 ontolosˇkih konceptov, ki pripadajo podrocˇjema biolosˇkih pro-
cesov in celicˇnih komponent. Genske dolocˇitve, ki so potrjene z biolosˇkimi
eksperimenti, sestavljajo ucˇno mnozˇico pozitivnih primerov. Kandidati za
negativne primere so tiste ne-dolocˇitve med genskimi produkti in koncepti,
ki niso podprte z nobenih dokazom – eksperimentalnim, racˇunskim ali pregle-
dom biolosˇke literature. Dolocˇitev mnozˇice negativnih primerov je odvisna
od tehnike ucˇenja PU, opisanega v razdelku 4.2.
Podatkovne vire – genske izraze, proteinske interakcije in znane genske
pripise – za nakljucˇne gozdove zdruzˇimo v vektorsko atributno predstavitev.
Nato nakljucˇne gozdove z 200 odlocˇitvenimi drevesi, omejitvijo vsaj petih
primerov v vozliˇscˇih in 10-odstotno verjetnostjo preskoka atributa upora-
bimo v obliki binarnih klasifikatorjev za ucˇenje vsakega razreda (ontolosˇkega
koncepta) posebej. Sˇtevilo zgrajenih modelov nakljucˇnih gozdov raste line-
arno z mnozˇico ontolosˇkih konceptov. Tako ucˇenje je cˇasovno zahtevno zˇe
za omejeno razlicˇico genske ontologije in se zdi neizvedljivo za vecˇje sˇtevilo
konceptov. V predlaganem pristopu z matricˇno faktorizacijo ucˇenje za vsak
razred posebej ni potrebno.
Napovedovanje s simetricˇno matricˇno tri-faktorizacijo z vmesno integra-
cijo dosega znacˇilno boljˇse rezultate glede na utezˇeno F1 oceno. V tabeli 5.2
povzemamo rezultate obeh metod pri napovedovanju genskih dolocˇitev za
4Omejena razlicˇica genske ontologije je dostopna na http://www.geneontology.org/
GO.slims.shtml.
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izbrano mnozˇico genov. Izbrali smo gene s najvecˇ pripisi, uposˇtevajocˇ vse
utemeljitve pripisov iz omejene razlicˇice genske ontologije.
Metoda ocena F1 za 100
genov
ocena F1 za 1000
genov
Napovedovanje s tri-SPMF 0.7782 0.8009
Nakljucˇni gozdovi 0.7431 0.7527
Tabela 5.2: Rezultati 10-kratnega precˇnega preverjanja pristopa z matricˇno
faktorizacijo in nakljucˇnih gozdov pri napovedovanju genskih dolocˇitev za
100 in 1000 genov D. discoideum z najvecˇ genskimi dolocˇitvami. Podane so
F1 ocene, utezˇene s pogostostjo razredov.
Biologi s sodelujocˇe institucije so pripravili seznam konceptov, ki so za
modelni organizem D. discoideum v trenutnih raziskavah najbolj pomembni.
Ocene F1 po konceptih so prikazane v tabeli 5.3. Matricˇni pristop se izkazˇe
za uspesˇnejˇsega pri skoraj vseh konceptih.
Po izboru kandidatov je smiselno oceniti verjetnosti genskih pripisov iz
razcepnih matricˇnih faktorjev, kot je opisano v razdelku 4.2. Znacˇilnost
napovedanega pripisa ocenimo z uvrstitvijo njegove ocene v matriki R̂12
v porazdelitev ocen znanih genskih pripisov za dani koncept. Na sliki 5.2
so prikazane uvrstitve desetih izbranih genov za koncepta celicˇne adhezije
GO:0016337 in fagocitoze GO:0006909.
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Koncept Opis koncepta P D F
(MF )
1 F
(RF )
1
GO:0007190 activation of adenylate cyclase ac-
tivity
11 BP 0.8300 0.7762
GO:0006935 chemotaxis 58 BP 0.9825 0.8562
GO:0043327 chemotaxis to cAMP 21 BP 0.9756 0.9210
GO:0006909 phagocytosis 33 BP 0.9524 0.8813
GO:0003700 DNA binding transcription factor
activity
79 MF 0.9467 0.7918
GO:0009617 response to bacterium 51 BP 0.8913 0.8641
GO:0016337 cell-cell adhesion 14 BP 0.8800 0.7978
GO:0003779 actin binding 43 MF 0.6562 0.6610
GO:0003796 lysozyme activity 4 MF 0.7726 0.7533
Tabela 5.3: Rezultati 10-kratnega precˇnega preverjanja pristopa z matricˇno
faktorizacijo in nakljucˇnih gozdov pri napovedovanju genskih dolocˇitev D.
discoideum za izbrane ontolosˇke koncepte. Podpora v stolpcu P oznacˇuje
sˇtevilo znanih pripisov genov danemu konceptu. Podrocˇje v stolpcu D se
nanasˇa na izpeljane koncepte; BP - biolosˇki procesi, MF - molekularne funk-
cije. Ocena F1 iz nakljucˇnih gozdov je oznacˇena s F
(RF )
1 , iz matricˇnega
pristopa s tri-SPMF pa s F
(MF )
1 .
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GO:0016337 - cell-cell adhesion
acpA (p = 0.000)
acrA (p = 0.000)
corA (p = 0.929)
psmB6 (p = 0.143)
plbG (p = 0.643)
vps46 (p = 0.071)
hspD (p = 0.071)
H3a (p = 0.786)
repD (p = 0.643)
sahA (p = 0.143)
0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016 0.018
Porazdelitev razcepnih zapisov
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GO:0006909 - phagocytosis
sodA (p = 0.424)
amtC (p = 0.152)
cshA (p = 0.364)
abcG20 (p = 0.152)
cdk8 (p = 0.333)
phg1a (p = 0.455)
cnbA (p = 0.121)
pakC (p = 0.152)
ancA (p = 0.121)
cybA (p = 0.273)
Slika 5.2: Ocenjevanje znacˇilnosti kandidatnih genov za pripise iz razcepnih
zapisov za koncepta celicˇne adhezije GO:0016337 in fagocitoze GO:0006909.
Oba koncepta pripadata podrocˇju biolosˇkih procesov. Kandidatovo oceno v
matriki R̂12 (obarvane navpicˇne cˇrte) uvrstimo v porazdelitev (sivi stolpci)
ocen znanih dolocˇitev za obravnavani koncept.
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5.3.2 Vpliv omejitev na napovedi matricˇnega pristopa
Pri ucˇenju s simetricˇno kazensko matricˇno tri-faktorizacijo smo zgradili ome-
jitveni matriki Θ1 in Θ2, uposˇtevajocˇ omejitve med pari genov in pari koncep-
tov. Uporaba omejitev je smiselna le, cˇe te prispevajo k povecˇanju tocˇnosti
napovednega modela, sicer krsˇimo princip najkrajˇsega opisa (angl. mini-
mum description length principle). Ta pravi, da je najpreprostejˇsa razlaga
tudi najbolj zanesljiva.
Korist omejitev ocenimo tako, da gradnjo napovednega modela vecˇkrat
ponovimo in spreminjamo delezˇ uporabljenih omejitev. Na mesto odstranje-
nih omejitev postavimo nicˇelne vrednosti, kar ustreza interpretaciji omeji-
tvenih matrik – nicˇelne omejive ne vplivajo na vrednost kriterijske funkcije
ali usmerjanje posodabljanja razcepnih faktorjev. Spreminjanje ocene F1 z
dodajanjem omejitev pri napovedovanju genskih dolocˇitev na sliki 5.3 kazˇe,
da te prispevajo k povecˇevanju tocˇnosti napovednega modela.
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Slika 5.3: Vpliv spreminjanja velikosti omejitvene mnozˇice na uspesˇnost
ucˇenja z matricˇnim pristopom.
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5.3.3 Vpliv podatkovnih virov na napovedi matricˇnega
pristopa
Podobno kot smo si ogledali, kako velikost omejitvene mnozˇice vpliva na
ucˇenje, nas zanima, ali tudi dodajanje podatkovnih virov v resnici izboljˇsa
napovedni model. V splosˇnem je odgovor pritrdilen. V sˇtevilnih prime-
rih [54, 68, 33] zgodnje in pozne integracije se je zdruzˇevanje podatkovnih
virov izkazalo za koristno. Pricˇakovali bi, da vmesna integracija s hkratno
obravnavo podatkovnih virov dosega boljˇse rezultate od zgodnje in pozne
integracije.
Matricˇni pristop, ki temelji le na znanih genskih dolocˇitvah, namesto si-
metricˇne kazenske tri-faktorizacije tri-SPMF uporablja kazensko matricˇno
faktorizacijo PMF. Cˇe znanim genskim dolocˇitvam pridruzˇimo sˇe en vir, bo-
disi genske izraze bodisi proteinske interakcije, razcepne faktorje pridobimo iz
kazenske tri-faktorizacije tri-PMF. Za vecˇje sˇtevilo podatkovnih virov se vsa-
kokrat uporabi simetricˇna kazenska tri-faktorizacija tri-SPMF. V nakljucˇnih
gozdovih dodajanje virov le spreminja dolzˇino atributne predstavitve genov.
Na sliki 5.4 vidimo, da matricˇni pristop dosega boljˇso oceno od nakljucˇnih
gozdov ne glede na nabor virov, kar izhaja iz prednosti vmesne strategije
zdruzˇevanja. Nadaljnje, dodajanje podatkovnih virov izboljˇsa napovedi obeh
pristopov, a je v matricˇnem modelu izboljˇsava vecˇja.
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Slika 5.4: Vpliv dodajanja podatkovnih virov na ucˇenje z matricˇnim pristo-
pom.

Poglavje 6
Prioritizacija genov bakterijske
rezistence amebe
D. discoideum
Klasicˇnim antibakterijskih zdravilom se zmanjˇsuje ucˇinkovitost zaradi vse
vecˇje razsˇirjenosti bakterij, odpornih na antibiotike. Potreben je razvoj no-
vih metod zdravljenja bakterijskih okuzˇb. Razpoznava bakterijske rezistence
genov in genskih poti D. discoideum je zacˇetek raziskav na tem podrocˇju.
Ameba D. discoideum je namrecˇ bakterijski plenilec in vcˇasih tudi zˇrtev
bakterijskih okuzˇb, zato je razpoznava genov in genskih poti, ki sodelujejo v
njeni rezistenci, zelo pomembna.
Odziv amebe v okolju z bakterijami je pomemben za okuzˇbe pri ljudeh,
ker se je le ta verjetno razvil iz poti, ki so jih uporabljali primitivni evkarionti
za obrambo pred bakterijami. Nekaj eksperimentalnih testov je zˇe potrdilo
povezanost imunskega odziva D. discoideum s tistim pri ljudeh, kar obeta
mozˇen razvoj novih antibioticˇnih zdravil, a so raziskave sˇe v povojih.
Trenutno je znanih le nekaj genov in genskih poti, ki so v D. discoideum
odgovorni za bakterijsko razpoznavo in rezistenco. Nedavno so biologi z gen-
skim pregledom mutant, ki rastejo bodisi v okolju Gram pozitivnih bodisi
v okolju Gram negativnih bakterij, a ne prezˇivijo v obeh okoljih, dolocˇili
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prve kandidatne gene, teh je zgolj sedem. Nasˇ cilj je napoved novih kan-
didatov z uporabo racˇunskega pristopa, ki ga predlagamo v tem delu. Pri
tem zdruzˇujemo heterogene podatkovne vire, ki so znani za D. discoideum
– eksperimentalni podatki o genskih izrazih, genske dolocˇitve in proteinske
interakcije.
Podatki, s katerimi se ukvarjamo, so precej redki. D. discoideum je mo-
delni organizem, v katerem ima le priblizˇno tretjina genov pripisane dolocˇitve,
ki so potrjene z eksperimenti. Vecˇina informacij o proteinskih interakcijah
izhaja iz homolognih genov v drugih organizmih. Dodatna ovira je majhnost
mnozˇice mutant z znanim odzivom prezˇivetja v Gram pozitivnem in Gram
negativnem okolju. Ta je navedena v dodatku B in vsebuje 45 mutant, izmed
teh 28 mutant pripada razredu, ki pocˇasi raste v Gram pozitivnem in Gram
negativnem okolju. Vse mutante v ucˇnem naboru so razvrsˇcˇene v sˇest razre-
dov. Za analizo bakterijske rezistence sta najbolj pomembna razreda mutant,
obcˇutljivih na eno od obeh Gram okolij – v strojnem ucˇenju je problem znan
kot cenovno obcˇutljiva klasifikacija. Iz primerov mutant, obcˇutljivih na eno
izmed obeh Gram okolij lahko domnevamo, da so spremenjeni geni mutant
vpleteni v bakterijsko rezistenco D. discoideum. Zˇal je teh mutant le se-
dem, tri so obcˇutljive na Gram pozitivno okolje in sˇtiri na Gram negativno
okolje, kot je prikazano v dodatku B. Izredno malo znanih mutant z odzi-
vom, obcˇutljivim na bodisi Gram pozitivno bodisi Gram negativno okolje, je
najvecˇja ovira pri izgradnji napovednega modela.
6.1 Napovedovanje iz razcepnih
matricˇnih faktorjev
Na voljo imamo enake podatkovne vire kot v gradnji modela genskih dolocˇitev
(poglavje 5), zato uporabimo enako matricˇno predstavitev relacijskih in ome-
jitvenih matrik. Spremeni se le napovedovanje iz razcepnih faktorjev, ki jih
vrne algoritem tri-SPMF. Uvrstitev primerov v razrede rasti mutant D. dis-
coideum ni neposredno vsebovana v matricˇni predstavitvi. Razrede rasti zato
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racˇunamo iz razcepnih zapisov genskih izrazov v G3 in aproksimirane rela-
cijske matrike R̂13 s pravilom “krivde zaradi poveznosti,” tako da dolocˇimo
minimalno razdaljo razcepnih zapisov med testnim primerom t in srednjimi
zapisi predstavnikov razredov rasti
class(t) = arg min
C ∈ {SG, FG, NG, NGA, GPD, GND}
1
|C|
∑
x∈C
d(G3(t, :),G3(x, :)). (6.1)
Znacˇilnost dobljenih razdalij ocenimo s permutacijskim testom, v katerem
permutiramo oznake razredov.
6.2 Rezultati in razprava
Alternativna metoda predlaganemu pristopu z matricˇno faktorizacijo je nad-
zorovano ucˇenje z zgodnjo integracijo. Podatkovne vire predstavimo z znacˇil-
kami in vsak ucˇni primer opiˇsemo z vektorjem vrednosti izpeljanih znacˇilk
kot so transkripcijski zapisi genskih izrazov mutant v raznih okoljih, genske
dolocˇitve, proteinske interakcije in druge informativne lastnosti primerov.
Tak nacˇin kodiranja ucˇnih podatkov je v bioinformatiki zelo pogost. Atri-
butna predstavitev ima slabosti, saj je izrazno sˇibkejˇsa od predstavitev, ki
kodirajo strukture, in je obicˇajno shranjena v obliki velikih in redkih atribu-
tnih matrik.
Napovedovanje s simetricˇno kazensko matricˇno tri-faktorizacijo smo pri-
merjali z nakljucˇnimi gozdovi s sˇtevilom odlocˇitvenih dreves na intervalu [100,
500], zahtevo po vsaj petih primerih v vozliˇscˇih za delitev vozliˇscˇa in verje-
tnostjo preskocˇitve atributa 0.1. Oba modela sta imela na voljo popolnoma
enak nabor vhodnih podatkov. Tega smo za nakljucˇne gozdove predstavili
v atributni obliki. Ucˇna mnozˇica znanih odzivov mutant D. discoideum na
okolje Gram pozitivnih in Gram negativnih bakterij vsebuje le 45 oznacˇenih
primerov. Izmed teh spadajo trije primeri v razred obcˇutljivosti na Gram
pozitivno okolje in sˇtirje primeri v razred obcˇutljivosti na Gram negativno
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okolje. Zaradi neuravnotezˇenosti ucˇnega nabora, vecˇinski razred zavzema
62 % ucˇne mnozˇice, smo primere manjˇsinskih razredov vzorcˇili navzgor. Za
vsak manjˇsinski razred smo enakomerno nakljucˇno in z vracˇanjem izbrali
pripadajocˇe primere ter jih dodali v ucˇno mnozˇico, da je ta postala povsem
uravnotezˇena. To pomeni, da je ucˇni nabor po vzorcˇenju navzgor vsebo-
val ponovitve nekaterih primerov. Pri testiranju smo vsakokrat izlocˇili en
primer v testno mnozˇico in zgradili napovedna modela s simetricˇno kazen-
sko matricˇno-tri faktorizacijo ter nakljucˇnimi gozdovi na preostalem delu
mnozˇice.
Model s simetricˇno kazensko matricˇno tri-faktorizacijo tri-SPMF se je iz-
kazal za uspesˇnejˇsega. Metodo nakljucˇnih gozdov smo razsˇirili z izborom in
gradnjo novih znacˇilk z notranjim precˇnim preverjanjem. Znacˇilke gradimo
na dva nacˇina. Prvi vkljucˇuje racˇunanje medsebojnega prispevka in siner-
gije [3] Syn(A1, A2;C) = I(A1, A2;C)−I(A1, C)−I(A2, C) med pari atribu-
tov A1 in A2 ter razredom C. Medsebojno informacijo I(X;Y ) izracˇunamo z
entropijo I(X;Y ) = H(X)−H(X|Y ). V konstruktivni indukciji so zelo za-
nimive znacˇilke, ki same po sebi niso informativne, a dosegajo v kombinaciji
z drugimi znacˇilkami visoko sinergijo.
Drugi nacˇin gradnje znacˇilk izkoriˇscˇa uporabo matricˇnih faktorizacij za
zmanjˇsanje dimenzionalnosti podatkov. Zapis ucˇnega primera iz razcepnih
faktorjev simetricˇne kazenske matricˇne tri-faktorizacije smo vkljucˇili v atri-
butni vektor in nad novo predstavitvijo uporabili nakljucˇne gozdove. Napo-
vedovanji z metodo tri-SPMF in nakljucˇnimi gozdovi, katerim sta dodana
gradnja in izbor znacˇilk, dosegata primerljive rezultate v smislu dosezˇene
utezˇene ocene AUC in klasifikacijske tocˇnosti, prikazane v tabeli 6.1. Po-
membna je razpoznava genov, ki sodelujejo v bakterijski rezistenci amebe
D. discoideum. To so geni, katerih mutante rastejo bodisi v okolju Gram
pozitivnih bodisi okolju Gram negativnih bakterij.
Pri analizi bakterijske rezistence D. discoideum nas zanima ne le cˇim
tocˇnejˇsa uvrstitev primera v razred, temvecˇ tudi izbor najbolj obetavnih
kandidatov, ki bi bili primerni za nacˇrtovanje dragih biolosˇkih eksperimen-
6.2. REZULTATI IN RAZPRAVA 77
Metoda ocena AUC za
Gram neg.
ocena AUC za
Gram poz.
Vecˇinski razred 0.5000 0.5000
Nakljucˇni gozdovi 0.6665 0.8312
Nakljucˇni gozdovi s konstruk-
tivno indukcijo
0.7506 0.9043
Napovedovanje s tri-SPMF 0.7599 0.9643
Tabela 6.1: Ocena uspesˇnosti napovednih modelov matricˇnega pristopa in
nakljucˇnih gozodov za oba razreda Gram okolij z oceno AUC. Napovedovanje
prezˇivetja mutant D. discoideum v Gram okoljih je pomembno za analizo
bakterijske rezistence.
tov. V poglavju 4 o napovedovanju iz matricˇnih razcepnih faktorjev smo
predlagali vecˇ racˇunskih pravil za izbor kandidatov (v 4.1) in prioritizacijo
njihovih ocen (v 4.2). V nakljucˇnih gozdovih smo kandidate razvrstili glede
na verjetnost pripadnosti razredu. Napovedovanji iz razcepnih faktorjev in
nakljucˇnih gozdov z gradnjo ter izborom znacˇilk proizvedeta podobni mnozˇici
desetih najboljˇsih kandidatov za razreda obcˇutljivosti v Gram pozitivnem in
Gram negativnem okolju, v katerih se ujema 87.2 % genov. Seznama za oba
Gram razreda sta izpisana v tabeli 6.2. Delezˇ ujemanja med seznamoma zgor-
njih tridesetih kandidatov je 0.736. Opravljeni so bili biolosˇki eksperimenti,
v katerih se je opazovalo prezˇivetje mutant D. discoideum izbranih genov iz
seznama 6.2 v obeh Gram okoljih. Trenutni rezultati biolosˇkih raziskav so
zelo spodbudni, saj vse testirane mutante v laboratoriju kazˇejo spremembe
rasti bodisi v okolju Gram pozitivnih bakterij bodisi v okolju Gram negativ-
nih bakterij kot viru hrane za njihovo prezˇivetje. Tezˇavnost klasifikacijskega
problema bakterijske rezistence D. discoideum – za vecˇ kot 13000 testnih ge-
nov D. discoideum so dani le trije ucˇni primeri Gram pozitivne in sˇtirje ucˇni
primeri Gram negativne obcˇutljivosti – in biolosˇki testi kazˇejo na obetavnost
predlagane metode gradnje napovednih modelov z matricˇno faktorizacijo iz
heterogenih podatkovnih virov.
1Oznake mutant so iz podatkovne baze DictyBase, dostopne na naslovu
http://dictybase.org.
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Tabela 6.2: Seznama desetih najbolje ocenjenih genov D. discoideum za ra-
zreda obcˇutljivosti v Gram pozitivnem in Gram negativnem okolju, kot ju
predlaga napovedovanje iz razcepnih faktorjev simetricˇne kazenske matricˇne
tri-faktorizacije. Mnozˇici desetih najbolje ocenjenih genov za oba razreda
se v pristopu s faktorizacijo in nakljucˇnih gozdovih z gradnjo ter izborom
znacˇilk ujemata v 87.2 %.
(a) Obcˇutljivost v okolju Gram pozitivnem okolju
Mutanta1 Ime gena
DDB G0286117 rps10
DDB G0273063 dscA-1
DDB G0291568 dnaja1
DDB G0284613 D7
DDB G0291123 glpD
DDB G0287399
DDB G0281861
DDB G0293194 abcD2
DDB G0273149
DDB G0279291
(b) Obcˇutljivost v okolju Gram negativnem okolju
Mutanta1 Ime gena
DDB G0269100 abpC
DDB G0277355
DDB G0273105
DDB G0273175 cf50-1
DDB G0287585 rgaA
DDB G0273095
DDB G0279291
DDB G0275057
DDB G0290575
DDB G0291123 phdA
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6.3 Biolosˇki eksperimenti
Z novo metodo smo napovedali vecˇ genov amebe D. discoideum, ki so bili do
sedaj neznani v analizi bakterijske rezistence, in jih prednostno razvrstili od
najbolj do najmanj verjetnih z ocenjevanjem znacˇilnosti njihovih ocen. Ta
postopek je predlagan in opisan v poglavju 3 in 4.
Na osnovi nasˇih napovedi najbolje ocenjenih genov so v laboratorijih prof.
dr. Gada Shaulskyja in prof. dr. Adama Kuspe na Baylor College of Medi-
cine v Houstonu v ZDA opravili biolosˇke eksperimente, s katerimi so potrdili
napovedane gene. Razpoznava genov z doslej neznano vlogo v bakterijski
rezistenci je izredno pomemben prispevek pri snovanju alternativnih metod
klasicˇnega antibakterijskega zdravljenja.
Z eksperimenti so ocenili rast sevov z iznicˇenimi geni D. discoideum v oko-
lju Gram negativne bakterije K. pneumoniae, tako da so vzgojili ko-kulturo
celic amebe D. discoideum in bakterije K. pneumoniae. Celice amebe in bak-
terije so rastle na agarnih plosˇcˇah v vlazˇni komori pri 22 ◦C, pri cˇemer so bile
amebe nacepljene na gojiˇscˇe in serijsko razredcˇene z bakterijo K. pneumo-
niae. Rezultati bakterijske rasti so vidni v pojavu debele neprozorne plasti
na vseh sevih 2. dne z 10 amebami na posamezni tocˇki. Amebe divjega
tipa porabijo bakterije na nacˇin, ki je uvodoma viden kot majhne plake (sev
WT v drugem dnevu s 1000 celicami amebe na sliki 6.1), nato napreduje v
ocˇiˇscˇeno plast (sev WT v tretjem dnevu s 1000 celicami amebe na sliki 6.1)
ter se koncˇa z razvojem vecˇcelicˇnih struktur (sev WT v cˇetrtem dnevu s
1000 in 10000 amebami na sliki 6.1). Za primerjavo, celice mutante tirA−
kazˇejo zmanjˇsano rast v okolju K. pneumoniae, kot so porocˇali Chen in sod.
(2007) v [12]. Sevi z motnjami v genih, katere smo napovedali z novo me-
todo, so pokazali napake v rasti. Mutante smlA−, pikA−/ pikB− in pten−
izrazˇajo mocˇno zmanjˇsano rast na sliki 6.1. Celice mutante acbA− prav tako
kazˇejo prizadeto rast v primerjavi z divjim tipom, vendar v manjˇsi meri kot
v primeru drugih mutant.
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Slika 6.1: Ko-kulture celic D. discoideum in bakterij so bile narejene z
mesˇanjem aksenicˇno vzgojenih celic D. discoideum z bakterijami K. pneu-
moniae (OD600 = 1.0). Celice amebe so bile razredcˇene z bakterijami in
nacepljene na gojiˇscˇa z 10000, 1000, 100 in 10 amebami na posamezni tocˇki.
Agarne plosˇcˇe so bile inkubirane v vlazˇni komori s posnetimi slikami v dru-
gem, tretjem in cˇetrtem dnevu. Imena sevov so navedena na levi, pri cˇemer
WT oznacˇuje sev divjega tipa. Bele neprozorne lise oznacˇujejo rast bakterij
K. pneumoniae. Rast ameb se kazˇe v tvorjenju cˇistih plak znotraj neprozor-
nih delov. Po izcˇrpanju bakterijske kulture se pojavi proces stradanja celic
D. discoideum in razvoj vecˇcelicˇnih struktur (tretji in cˇetrti dan).
6.3.1 Materiali in metode
Sevi D. discoideum so bili pridobljeni v centru DictyBase Stock in vzdrzˇevani
aksenicˇno v HL-5 pri temperaturi 22 ◦C. Bakterija K. pneumoniae je bila
shranjena v mesˇanici SM pri 22 ◦C. Za oceno zmozˇnosti rasti celic D. di-
scoideum v bakterijskem okolju so bile amebe izbrane iz aksenicˇnih kultur
med logaritemsko rastjo in izprane enkrat s Sorensenovim pufrom. Celice D.
discoideum so bile serijsko razredcˇene z bakterijskimi celicami (OD600 = 1.0)
in nacepljene na agarne plosˇcˇe SM. Plosˇcˇe so bile inkubirane v vlazˇni komori
pri 22 ◦C in slike plosˇcˇ so bile posnete vsakih 24 ur.
Poglavje 7
Sklep
Predstavili smo ucˇinkovit pristop za gradnjo napovednih modelov iz hetero-
genih virov. Hitro vecˇanje kolicˇine in raznolikosti podatkov postavlja izziv
za razvoj metod, ki vire inteligentno zdruzˇujejo. Zgodnja in pozna stra-
tegija zdruzˇevanja podatkov, ki kombinirata vhodne podatke ali napovedi,
sta se v sorodnih, zˇe objavljenih sˇtudijah, izkazali za koristni pri izboljˇsanju
tocˇnosti napovednih modelov. Toda vmesna integracija, ki socˇasno obrav-
nava vire v ucˇnem algoritmu, omogocˇa ocenjevanje prispevkov razlicˇnih virov
in vkljucˇevanje znanih relacij v ucˇni proces, zato je ta pristop skoraj vedno
zazˇeljen, a je tezˇji za izvedbo. Nasˇa predpostavka je, da je pravi vir infor-
macij dejansko kombinacija podatkov iz razlicˇnih podatkovnih zbirk in da je
zanesljive ter robustne napovedi mogocˇe dosecˇi le z integracijo heterogenih
virov.
Predstavljeni pristop temelji na simetricˇni kazenski matricˇni tri-faktoriza-
ciji. Podatkovne vire predstavimo z dvema skupinama matrik. Relacijske
matrike so simetricˇne in hranijo preslikavo med poljubnima viroma. Vsak
vir ima poleg opisov relacij z drugimi viri pridruzˇeno omejitveno matriko,
ki predstavlja znane nagrade in kazni pri razvrsˇcˇanju zapisov primerov v
matricˇnih razcepnih faktorjih. Omejitve izrazˇajo nasˇe apriorno znanje o po-
datkovnem viru.
V splosˇnem so te matrike zelo velike, zato jih organiziramo v matematicˇni
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konstrukt s ciljem zmanjˇsanja dimenzionalnosti, tako da najdemo dobro na-
domestno predstavitev z manjˇsim sˇtevilom matricˇnih faktorjev. Ti razkrivajo
skrite vzorce v podatkih, odstranjujejo sˇum in manj pomembne variacijske
nacˇine podatkov. Iz matricˇnih faktorjev, ki jih vrne faktorizacijski algoritem,
zgradimo seznam kandidatov, ki predstavljajo nasˇo hipotezo o neznanih rela-
cijah med viri. Rocˇno pregledovanje in iskanje najbolj obetavnih kandidatov
v velikih seznamih je naporno in zamudno delo. Zato za zanimiv problem
prioritizacije in rangiranja kandidatov v delu predstavimo vecˇ racˇunskih pra-
vil, ki uposˇtevajo zapise v razcepnih faktorjih. Kakovost kandidatov ocenimo
z uvrstitivijo njihovih razcepnih zapisov v porazdelitev zapisov znanih relacij
med viri in z izracˇunom znacˇilnosti uvrstitve.
Standardni postopki matricˇnih faktorizacij so uporabni za izrazˇanje od-
nosov le med dvema podatkovnima tipoma. To ne velja za pristop, pred-
stavljen v tem delu, ki lahko vkljucˇi vse vrste podatkov preko omejitev in
relacij znotraj skupnega matematicˇnega okvira. Glavna novost nasˇega pre-
dloga je celostno resˇevanje naloge vmesne integracije podatkovnih virov v
gradnji napovednih modelov.
Poskusi na umetnih in realnih podatkovnih virih dajejo zelo spodbudne
rezultate. Metodo smo uporabili za napovedovanje genskih dolocˇitev amebe
D. discoideum. Simetricˇna kazenska matricˇna tri-faktorizacija hkrati obrav-
nava poljubno sˇtevilo podatkovnih virov. V napovedovanje genskih dolocˇitev
smo vkljucˇili zapise genskih izrazov, omrezˇja proteinskih interakcij in znane
genske pripise. V vseh testih je predlagana tehnika za gradnjo napovednih
modelov uspesˇnejˇsa od ucˇnih algoritmov z zgodnjim in poznim zdruzˇevanjem.
Primerljivi pristopi h gradnji napovednih modelov iz heterogenih virov z vme-
sno strategijo zdruzˇevanja nam niso poznani. Uporaba matricˇnih faktorizacij
v funkcijski genomiki je uspesˇna, a redka. Faktorizacije, ki kombinirajo do-
datno znanje, namrecˇ z nekaj izjemami uporabe v zelo specificˇnih okoljih ne
obstajajo.
Prispevek pricˇujocˇega dela pa ni samo metodolosˇki. V sˇtudiji smo namrecˇ
na problemih iz molekularne biologije pokazali tudi na njegovo uporabno
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vrednost. Tehniko s simetricˇno kazensko matricˇno tri-faktorizacijo smo zelo
uspesˇno preizkusili v napovedovanju genov, ki sodelujejo pri bakterijski re-
zistenci D. discoideum. Biolosˇki eksperimenti, opravljeni v laboratoriju pri-
znane institucije Baylor College of Medicine iz Houstona, ZDA, so potrdili
obcˇutljivost napovedanih genov na bakterije v okolju. Ker je bila do sedaj
znana le pesˇcˇica genov, pomembnih za bakterijsko rezistenco te amebe, so
nasˇe potrjene racˇunsko pridobljene hipoteze pomemben prispevek k napredku
biolosˇkih znanosti. Odziv amebe na bakterije je pomemben za raziskovanje
okuzˇb pri ljudeh, saj eksperimentalni testi kazˇejo obstoj povezav med amebi-
nim imunskim sistemom in imunskim sistemom ljudi, vendar so raziskave na
tem podrocˇju sˇe v povojih. Razsˇirjenost bakterij, odpornih na antibiotike,
zmanjˇsuje ucˇinkovitost klasicˇnih antibakterijskih zdravil, zato je dolocˇitev
novih genov ter genskih poti, vpletenih v amebino bakterijsko rezistenco,
prispevek k razvoju novih metod zdravljenja.
Podatkovni viri, s katerimi se ukvarjamo, so pogosto precej redki. Za
ucˇinkovito racˇunanje morajo biti temu prilagojeni razviti algoritimi. Raz-
vili smo javno dostopno programsko knjizˇnico, imenovano Nimfa1 [71]. Ta
podpira racˇunanje z redkimi in gostimi matrikami ter vsebuje implementa-
cije sˇtevilnih tehnik matricˇne faktorizacije, mere za ocenjevanje kakovosti
matricˇnih faktorjev, primere uporabe in je dobro dokumentirana.
Predlagani pristop odpira sˇtevilne mozˇnosti za razsˇiritve in izboljˇsave na
podrocˇju izgradnje modela ter uporabe:
• Nadzorovana matricˇna faktorizacija. Trenutno znane faktorizacijske
tehnike sodijo v nenadzorovano ali delno nadzorovano ucˇenje. Razvoj
takih metod zahteva povsem nov pogled na faktorizacijske modele [5,
51].
• Rangiranje seznama kandidatov. To je precej raziskano podrocˇje, a
v bioinformaticˇni skupnosti iskanje postopka, ki ne bi bil vezan na
konkretno uporabo, sˇe vedno predstavlja izziv.
1Programska knjizˇnica Nimfa je dostopna na naslovu http://nimfa.biolab.si.
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• Matricˇno dopolnjevanje iˇscˇe ustrezne predstavitve za mesta z nezna-
nimi vrednostmi v vhodni podatkovni matriki. Hitri hevristicˇni pri-
stopi in vzorcˇenje domene pogosto ne odpravljajo problema. Nedavno
je bil predstavljen nov pristop za neznane vrednosti, ki za matricˇno
dopolnjevanje resˇuje konveksni optimizacijski program [11].
• Izgradnja omrezˇij iz razcepnih faktorjev. Odkriti skusˇamo organiza-
cijo povezanosti najbolj obetavnih kandidatov, s cˇimer bi v bioinfor-
maticˇni uporabi sklepali o genskih poteh. Genska regulatorna omrezˇja
lahko predstavimo z nizom omejitev preko genskih interakcij. Zato bi
bili zanimivo proucˇiti obnasˇanje predlaganega pristopa v analizi gen-
skih interakcij.
Te razsˇiritve bomo raziskali v nadaljnjem raziskovalnem delu. V cˇasu pi-
sanja pricˇujocˇega porocˇila pa zˇe potekajo priprave na nadaljnje sˇtudije upo-
rabe predlaganih metod na podrocˇju sistemske biologije kvasovke in sˇtudije
epistaze oziroma rekonstrukcije regulatornih mrezˇ tega organizma.
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Dodatek A
Pravilnost in konvergenca kazen-
ske matricˇne faktorizacije
Dokaz o pravilnosti in konvergenci kazenske matricˇne faktorizacije povze-
mamo po objavi dela Wang in sod. (2008) [64].
Izrek A.1 (Pravilnost algoritma PMF) Cˇe pravili za posodabljanje ma-
tricˇnih razcepnih faktorjev F in G v modelu PMF, danim z algoritmom 1,
konvergirata, potem koncˇna resˇitev zadosˇcˇa Karush-Kuhn-Tuckerjevim (KKT)
pogojem optimalnosti.
Dokaz.
Kriterijsko funkcijo modela PMF iz (2.21) prepiˇsemo v kompaktno ma-
tricˇno obliko, da uposˇtevamo lastnosti Frobeniusove norme in matricˇnega
operatorja sledi. Kriterijska funkcija se sedaj izrazˇa
J(pi) = tr(XTX− 2FTXG + GFTFGT + GTΘG). (A.1)
Sledimo standardni teoriji iskanja vezanih ekstremov, tako da uvedemo ma-
triko Lagrangeovih multiplikatorjev β in definiramo Lagrangeovo funkcijo
L = J(pi)− tr(βGT ). (A.2)
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Sedaj zdruzˇimo izraza (A.1) in (A.2), da izpeljemo parcialni odvod kriterijske
funkcije J glede na matricˇni razcepni faktor
∂L
∂F
= −2XG + 2FGTG, (A.3)
∂L
∂G
= −2XTF + 2GFTF + 2ΘG− β. (A.4)
Za dani G zahtevamo, da je parcialni odvod po F nicˇelen, ∂L
∂F
= 0. Zato
lahko iz (A.3) izrazimo pravilo za posodabljanje matrike F, ki se glasi F =
XG(GTG)−1. Prav tako za dani F zahtevamo, da je parcialni odvod po
G nicˇelen, ∂L
∂G
= 0. Zato lahko iz (A.4) izrazimo matriko Lagrangeovih
multiplikatorjev β = −2XTF + 2GFTF + 2ΘG.
Sedaj uposˇtevajmo komplementarni pogoj KKT na nenegativnost matrike
G iz optimizacijske naloge (2.21), da dobimo pogoj
(−2XTF + 2GFTF + 2ΘG)ijGij = βijGij = 0. (A.5)
Izraz (A.5) je potrebni pogoj, kateremu mora zadosˇcˇati resˇitev, ki konvergira.
Poudarimo, da smo v izreku predpostavili konvergenco pravil za posodablja-
nje matricˇnih razcepnih faktorjev.
Zapiˇsimo sledecˇe matrike v obliki razlike med njihovo pozitivno in nega-
tivno vsebino
Θ = Θ+ −Θ−,
FTF = (FTF)+ − (FTF)−,
XTF = (XTF)+ − (XTF)−. (A.6)
Vseh sˇest matrik na desnih straneh v (A.6) je nenegativnih. Potem z danim
zacˇetnim priblizˇkom za razcepni matricˇni faktor G posodabljanje matrike G
s pravilom
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Gij ← Gij
√
(XTF)+ij + [G(F
TF)−]ij + (Θ−G)ij
(XTF)−ij + [G(FTF)+]ij + (Θ+G)ij
(A.7)
konvergira proti lokalnemu minimumu optimizacijske naloge PMF. V primeru
konvergence namrecˇ velja G(∞) = G(t+1) = G(t) = G, torej sledi enakost
Gij = Gij
√
(XTF)+ij + [G(F
TF)−]ij + (Θ−G)ij
(XTF)−ij + [G(FTF)+]ij + (Θ+G)ij
, (A.8)
ki je ekvivalentna izrazu (−2XTF + 2GFTF + 2ΘG)ijG2ij = 0. Ta pa je
ekvivalenten potrebnemu pogoju (A.5), ki mu zadosˇcˇa resˇitev optimizacijske
naloge PMF.

Definicija A.1 (Pomozˇna funkcija) Funkcija Z(G,G′) je pomozˇna funk-
cija funkcije L(G), cˇe za vsak par G,G′ velja
Z(G,G′) ≥ L(G) in Z(G,G) = L(G)
Izrek A.2 (Konvergenca algoritma PMF) Posodabljanje matricˇnih raz-
cepnih faktorjev F in G, kot je dolocˇeno z modelom PMF v algoritmu 1,
zagotavlja konvergenco algoritma.
Dokaz.
Naj bo {G(t)} zaporedje priblizˇkov matricˇnih razcepnih faktorjev G, do-
bljenih v modelu PMF z algoritmom 1, pri cˇemer (t) oznacˇuje zaporedno
sˇtevilko iteracije v algoritmu. Sedaj definirajmo G(t+1) = arg minG Z(G,G
(t)),
pri cˇemer je Z(G,G′) pomozˇna funkcija za L(G) = J(pi), dolocˇena z defi-
nicijo (A.1). Iz definicije pomozˇne funkcije sledi, da je L(G(t)) monotono
padajocˇe zaporedje priblizˇkov, saj velja
L(G(t)) = Z(G(t),G(t)) ≥ Z(G(t+1),G(t)) ≥ L(G(t+1)). (A.9)
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Torej moramo za dokaz izreka poiskati ustrezno funkcijo Z(G,G′), ki bo
izpolnjevala pogoje pomozˇne funkcije za kriterijsko funkcijo J(pi) = J(F,G)
optimizacijske naloge (2.21) modela PMF.
Izkazˇe se, da znamo poiskati funkcijo Z(G,G′), ki je pomozˇna funkcija
za J(pi). Sˇe vecˇ, Z(G,G′) je tudi konveksna funcija matricˇne spremenljivke
G in dosezˇe globalni minimum pri
Gij = Gij
√
(XTF)+ij + [G(F
TF)−]ij + (Θ−G)ij
(XTF)−ij + [G(FTF)+]ij + (Θ+G)ij
. (A.10)
Bralec bo izpis pomozˇne funkcije Z(G,G′) in dokaz navedenih lastnosti
nasˇel v izreku 6.1 v delu Wang in sod. (2008) [64]. Od tod sledi, da za
kriterijsko funkcijo J(pi) = J(F,G) velja
J(F0,G0) ≥ J(F1,G0) ≥ J(F1,G1) ≥ · · · ≥ L(G), (A.11)
kar pomeni, da kriterijska funkcija optimizacijske naloge PMF monotono
pada. Izraz J(F,G) je navzdol omejen, zato je izrek dokazan.

Postopek dokazovanja je pomemben zaradi uporabljene tehnike. Pri doka-
zovanju konvergence matricˇnih faktorizacij je princip pomozˇnih funkcij po-
gosto uporabljen – za dokazovanje sta jih uporabila zacˇetnika nenegativne
matricˇne faktorizacije Lee in Seung (2000) [36].
Dodatek B
Podatki mutant o bakterijski re-
zistenci D. discoideum
Tabela B.1: Rast mutant D. discoideum v okolju Gram pozitivne bakterije
S. aureus in Gram negativne bakterije K. pneumoniae. Naslednje oznake se
nanasˇajo na vedenje mutant v obeh okoljih; SG – pocˇasna rast, FG – hitra
rast, NG – nespremenjena rast, NGA – brez rasti. Za analizo bakterijske
rezistence so zanimive mutante, ki ne rastejo bodisi v okolju Gram pozitivnih
bodisi Gram negativnih bakterij; GPD – brez rasti v Gram pozitivnem okolju,
GND – brez rasti v Gram negativnem okolju.
Mutanta Ime gena Rast
DDB G0286229 alyL GND
DDB G0295477 nip7 GND
DDB G0278487 GND
DDB G0290851 spc3 GND
DDB G0286195 nagB1 GPD
DDB G0283673 gpi GPD
DDB G0289479 swp1 GPD
DDB G0276559 SG
DDB G0276459 pakB SG
DDB G0292196 SG
DDB G0270300 SG
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DODATEK B. PODATKI MUTANT O BAKTERIJSKI REZISTENCI D.
DISCOIDEUM
Mutanta Ime gena Rast
DDB G0284227 SG
DDB G0277667 SG
DDB G0280447 pelo SG
DDB G0293440 SG
DDB G0281967 SG
DDB G0288459 SG
DDB G0277169 SG
DDB G0283267 shkA SG
DDB G0287007 arpF SG
DDB G0281447 SG
DDB G0285803 SG
DDB G0291279 SG
DDB G0276355 dhcA SG
DDB G0273915 SG
DDB G0269608 SG
DDB G0276277 SG
DDB G0272382 SG
DDB G0292054 SG
DDB G0293476 fncl SG
DDB G0291802 qtrt1 SG
DDB G0293540 empB SG
DDB G0278783 elp4 SG
DDB G0281741 cct3 SG
DDB G0279939 SG
DDB G0278929 usp39 NG
DDB G0283883 mlh3 NG
DDB G0285747 NG
DDB G0278663 NG
DDB G0276263 NG
DDB G0272999 NG
DDB G0274115 abcG12 NG
DDB G0288161 FG
DDB G0281785 FG
DDB G0280893 rbsk NGA
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