In this paper, the global existence of smooth solutions for the three-dimensional bipolar hydrodynamic model is studied when the initial data are close to a constant state. The L 2 -decay rate of the solutions is also obtained. Our approach is based on the detailed analysis of the Green function of the linearized system and the elaborate energy estimates. As far as we known, it is the first result about the existence and L 2 -decay rate of global smooth solutions to the multi-dimensional bipolar hydrodynamic model.
Introduction
In this paper, we consider a three-dimensional bipolar Euler-Poisson system (hydrodynamic model). ρ i , m i (i = 1, 2), P (ρ i ), and φ are the charge densities, current densities, pressures and electrostatic potential corresponding. The scaled three-dimensional bipolar Euler-Poisson system (see [1, 15, 20] ) is given by (1.1)
The Euler-Poisson equations are generally used in the description of charged particle fluids, for example, electrons and holes in semiconductor devices, positively and negatively charged ions in a plasma. This model takes an important role in the fields of applied and computational mathematics, for details, see [4, 14, 16] , etc. Recently, many efforts were made for the one-dimensional bipolar hydrodynamic equations from semiconductors or plasmas. More precisely, Zhou and Li [21] and Tsuge [18] discussed the unique existence of the stationary solutions for the one-dimensional bipolar hydrodynamic model with proper boundary conditions. Natalini [15] and Hsiao and Zhang [7] established the global entropy weak solutions in the framework of compensated compactness on the whole real line and bounded domain respectively. Natalini [15] and Hsiao and Zhang [8] also discussed the relaxation-time limit of the weak solutions for the one-dimensional bipolar hydrodynamic model, while Gasser and Marcati [3] discussed the combined limit of the weak solutions for the one-dimensional bipolar hydrodynamic model for semiconductors. Zhu and Hattori [20] proved the stability of steady-state solutions for a recombined one-dimensional bipolar hydrodynamical model. Gasser, Hsiao and Li [2] investigated the large-time behavior of smooth "small" solutions for the one-dimensional bipolar hydrodynamic model, and they found that the frictional damping is the key to the nonlinear diffusive phenomena of hyperbolic waves. Huang and Li [6] also studied the large-time behavior and quasi-neutral limit of L ∞ -solution for large initial data with vacuum.
As for the multi-dimensional case, there are some results. Lattanzio [9] considered the relaxation limit for multi-dimensional bipolar hydrodynamic model, he justified the relaxation limit in a compactness framework for non-smooth solutions under the assumption that the L ∞ -solutions exist in a τ -independent time interval. Li [13] studied the diffusive relaxation of local smooth solutions for the multi-dimensional isentropic bipolar hydrodynamical models for semiconductors by the Maxwell iteration. Ali and Jüngel [1] and Li and Zhang [10] studied the global smooth solutions of the Cauchy problem for multi-dimensional bipolar hydrodynamic models in the Sobolev space H
and in the Besov space, respectively. Ju discussed the global existence of smooth solutions to the IBVP for the 3D bipolar Euler-Poisson system (1.1) in [5] .
In this paper, we will discuss the global existence and asymptotic behavior of smooth solutions of the initial value problem for the three-dimensional hydrodynamic model (1.1). The initial data are prescribed as follows:
(1.
2)
The main result in this paper is stated in the following theorem. 
and there is some positive constant C > 0 such that, for i = 1, 2,
(1.5)
and there is some positive constant C > 0 such that, for i = 1, 2, and |α| l, |β| l + 1,
Remark 1.3. Although the authors in [1] studied the global existence and exponential decay rate of smooth solutions for the general multi-dimensional bipolar hydrodynamic model, but we find that the linearized equations only decay at the algebraic rate, not exponential. Based on this, we can only obtain the algebraic decay rate of smooth solutions for the three-dimensional bipolar Euler-Poisson equations.
Remark 1.4.
If we let φ = 0, the system for hydrodynamic model (1.1) seems like the Euler equations with damping (see [19] ) in some sense. Theorem 1.1 indicates that the coupling and cancellation interaction between n 1 and n 2 , and the additional electrostatic potentials φ do not destroy the global existence of the initial value problem for the three-dimensional Euler-Poisson equations. However, they reduce the time decay rate of the momentums. Remark 1.5. We also notice that, the similar arguments can be used to investigate the full (nonisentropic) bipolar hydrodynamic models, which is left for the forthcoming future.
Notations. Throughout this paper, C > 0 denotes a generic positive constant independent of time. 
f (x)e −ix·ξ dx, and the inverse transform is defined by
The rest of this paper is outlined as follows. In Section 2, we reformulate the original problem in terms of the perturbed variable, and show the L 2 -decay rate of the linearized equations. The global existence and L 2 -convergence rates of smooth solutions will be shown in Section 3.
Solutions of the linearized equation
Firstly, we reformulate the nonlinear system (1. 
with the initial data
Here the nonlinear terms f i (i = 1, 2) are defined by
For simplicity, we replace ∇Φ with the following formulation 
In particular, there is a solution of the following IVP:
which was always called Green function and denoted as G(x, t). And the solution of (2.6) can be expressed asŪ (2.8) where * is the convolution in x. In the following, we focus on analyzing the properties of
Applying the Fourier transform to system (2.7) with respect to x, we have
where
Here I 3 is a 3 × 3 unit matrix and ξ T is the transpose of ξ . By a direct but length computation (see Appendix A), we can verify the Fourier transformĜ(ξ, t) of Green's function G(x, t) iŝ 
Noticing thatĝ 3 (ξ, t) andĝ 4 (ξ, t) are vectors, we know thatĜ(ξ, t) is also an 8 * 8 matrix.
The estimates of the Green function are given by the following lemma.
(2.14)
Proof. We show only for the estimate of
The proofs of the other terms are similar. Becauseĝ i (i = 1, 2) are the Fourier transform of g i respectively, we also have
For the estimate of the first part g 1 , we have
Taking a small fixed δ 0 > 0, we divide the last integral into four parts:
Furthermore, for |ξ | δ 0 , we have
In the above procedures, we have used
Therefore, from the above estimates, we have
it is easy to obtain 
will reduce the time decay rate, the decay rate of these terms will be slow. This indeed comes from the additional electric field ∇Φ. 2 Moreover, from (2.3) and (2.10), the Fourier transform for the electric field iŝ
From the above equality, we can defineÊ
(2.19)
Global existence and L 2 -decay rate
In this section we are going to establish the global existence and show the L 2 -decay rate of the solution of nonlinear problem (2.1)-(2.2).
First of all, we give the local existence theory which can be established in the framework as in [11, 12] . The key point is the electric field ∇Φ can be expressed by the Riesz potential as a nonlocal
which together with the L p of Riesz potential estimates leads to
Then, we can prove the following local-in-time existence of the initial value problem (2.1)-(2.2) by the standard argument of contracting map theorem as in [11, 12] . The details are omitted. (n 1 , m 1 , n 2 , m 2 , Φ) :
To extend the local existence of solution to be a global solution in time, we need to establish some uniform a priori estimates. For this aim, we will look for the solution in the following space:
Due to the property of Riesz potential, we have
3)
It seems that the estimates of the high order derivatives of ∇Φ come from the bounds of
So we should obtain the estimate of ∇Φ itself. 
Lemma 3.2 (A priori estimate of lower order derivatives of solution
Proof. By Duhamel principle, it is easy to verify that the solution
2) can be expressed as
and
(3.10)
First, we will give the estimates of n 1 and m 1 . From (3.6) and Lemma 2.1, we have
For the estimates of the nonlinear terms, we need the following inequality which appeared in [17] u
It is natural that for i = 1, 2, From (3.5) and (3.11)-(3.12), we can get that, for i = 1, 2
11)
(3.14)
Thus n 1
Similarly, we have the following estimate of the nonlinear terms. For i = 1, 2,
Combining with (3.13)-(3.14), we can show that, for k = 1, 2,
Furthermore, we can show
Similarly, from (3.7), (3.13) and (3.14), we can obtain 17) and for |α| = k = 1, 2
Similarly, we also can prove
The estimates of n 2 and m 2 can be obtained by the completely similar way. We omit the details here.
For the time decay rate for ∇Φ, from (2.17)-(2.19) and (3.13)-(3.14), it is easy to get
. (3.20) This completes the proof. 2
Next, we are going to derive the estimates of higher order derivatives of (n 1 , m 1 , n 2 , m 2 ). For simplicity, we denote u i = m i n i +1 , i = 1, 2. From (2.1)-(2.2), we derive the system for (n 1 
We decouple the above equalities in the following expression:
(3.25)
In the following, we define
.
Then, we have the following estimate of the solution by basic energy estimate.
Lemma 3.3 (A priori estimate of the high order derivatives of solution)
. Under the assumption of Lemma 3.2, 
Proof. From (3.2)-(3.5) and the Sobolev inequality, we know that
(3.27)
From the equality (3.21) and the assumption (3.5), we also have
(3.28)
By noticing that 1 = P (1), it is easy to see that
(3.29)
In the following, we will obtain three elementary estimates, denoted by Estimates A, B and C. Then the estimates of the higher derivatives will be considered.
Estimate A. Multiplying (3.22) by n 1t + λn 1 (0 < λ 1) and integrating it over R 3 yields
By integrating by parts, we firstly obtain
So, (3.27)-(3.29) give
(3.31)
For the estimate of I 2 , we will use the following equality (3.32) which comes from (3.21) 1 . And it implies that
Since the last term above is
Then, we have
(3.33)
Now, we rewrite I 3 as follows,
where I 3, j represents every term in the above equality respectively. By using integration by parts and (3.27), we have
By using (3.32) for div u 1t , we have
The estimation of other terms, {I 3, j } j 4 is similar, so we omit the details.
Combining above inequalities gives
Similarly, from (3.23), we can show
Moreover, note that
which together with (3.35)-(3.36) yields
(3.37)
Estimate B. Next, multiplying (3.24) and (3.25) by u i (i = 1, 2) and integrating it over R 3 gives
From (3.29), we have
It is easy to see that
By combining the above estimates and the assumption (3.5), we get for
(3.38)
Moreover, we can treat with the coupled term as follows
which together with (3.38), gives
(3.39)
Estimate C. By differentiating (3.24) and (3.25) with respect to x l and integrating its product with
Similar to the proof of (3.38), by (3.29), we have
By symmetry, such as
we have after some tedious but straightforward calculation that
From (3.4), we also have the following estimate (A.7)
To facilitate the computation, we introduce the components parallel to and orthogonal to ξ , then we can writem i = a i (A.9)
Combination (A.5), (A.6), (A.8) and (A.9) yields (2.10).
