Abstract-The license plate recognition (LPR) is always in operation with the needs of both quantity-and-quality-based approaches. The entire procedure of license plate recognition consists of six steps: image acquisition, image processing, plate locating, character segmentation, character recognition, result output. In real instances of license plate recognition, when a road is uneven with bends, a vehicle will be running with shaky. Consequently, the plate is also unstable and tilted with rotations. Generally, because a surveillance camera is fixed to capture a high-quality image, the plate is hard to be located and recognized. Due to these existing problems, the contributions of this paper are (1) rotation correction for license plate using Hough transform; (2) GNN (Genetic neural network)-based license plate recognition. The novelty of this paper is to recognize a license plate through rotation correction, especially when the border of this plate is not available. Therefore, we detect the straight lines passing through the top and bottom edges of the plate characters and treat them as the border lines. Our experimental results show the proposed method is robust and reliable in LPR correction and recognition.
I. INTRODUCTION
License plate recognition (LPR) is a technique that has been applied to identify vehicles on a monitoring road automatically and recognize the vehicle license plates accurately [16] . Therefore, LPR is an essential part of the modern intelligent transportation systems [9] which are based on digital image processing, pattern recognition, computer vision and so on. Analyzing the plate images or picture sequences captured by a camera, we could obtain the registered information of each vehicle; after that, a computer has the possibility to fulfill the identification process. The vehicle license plate is effective identification information of a vehicle [14] .
In this paper, the focus of our investigation is on LPR systems. We take the real situations of LPR into consideration. In LPR, the vehicle plate, which is captured by a surveillance camera, may be tilted due to road bend [10] ; moreover, the bend is a very typical road design in most of the modern cities. In this project, the special step "plate correction" is added into the LPR system after the operation of "plate locating" [28] . Therefore, the seven steps of our system include image acquisition, image processing, plate locating, character segmentation, and character recognition as well as result output.
In plate correction, we use Hough transform to detect the straight lines of characters from the acquired plate images; then, we calculate the tilt angle of a straight line in the horizontal direction and detect the angle of rotation [3] . We rotate the image back to the horizontal direction using the angle detected. After the rotation, a bilinear interpolation method will be applied to reconstruct the corrected image and further remove the license plate having the rotation artefacts.
In this paper, the related work will be depicted in Section II, our research methods will be described in Section III. In Section IV, we will introduce the experimental results, the conclusion and future work will be drawn in Section V.
II. RELATED WORK

A. Correction of Tilted License Plates
Because of the tilt angles of a camera, road bend and unevenness, vehicle bumping and swearing, the captured video frames using a surveillance camera may have an angle of rotation [13] . In plate recognition, it may cause severe problems in character segmentation and recognition [27] . Therefore, it is necessary to detect and correct the tilted images. At present, a number of methods related to the rotation correction have been proposed. Most of those methods were based on the assumption that a license plate has a rectangular shape and has a border. Through detecting the tilt angle of this border, the angle of rotation can be estimated [17] . Thus, the detected angle will be applied to correct the plate image. However, if the plate border in this image is invisible, the assumption is not valid; hence, these methods may not work well.
B. Character Recognition of License Plate
Character recognition of license plate is the most critical module of LPR [11] . The idea of character recognition is to create a dataset of plate characters, extract the features of these characters, compose a feature vector, and train a classifier using these feature vectors [22] . In the step of test, the classifier is used to recognize the plate characters. Nowadays, the character recognition in LPR is template-based or ANN-based pattern recognition such as back propagation (BP) neural network algorithm, etc. [15] .
The template-based character recognition is to use characters of a plate image to match the standard templates of characters from a database. The similarity between them will be calculated; the highest similarity of a character in the template will take its priority to be thought as the output result [19] .
Recently, GNN (Genetic Neural Network)-based algorithm is also applied to compare with the template-based method in character recognition. The genetic algorithm (GA) is a stochastic optimization method, which is based on natural selection combined together the evolutionary process of simulated organisms and the fittest survivals. The reason why it is broadly used is that it is different from other optimization methods [7] . The GNN-based algorithm is highly parallel and adaptive for search which was developed from the natural selection and evolution in biology.
In other words, the GA algorithm uses a group search technology. The population represents a set of questions based on current population selection, crossover, mutation and fitness to produce a new generation of the population and gradually closes to the population, which contains the optimal solution. The steps of this GA algorithm are shown as Fig. 1 . In this paper, in order to present our idea clearly, we use a printed paper with letters and numbers to simulate the license plate that does not have a border. The reason is that we hope to enhance the rotation correction method [18] in this paper. We, therefore, detect the edges of these characters first. Through the top and bottom edges of these letters, the straight lines can be detected for determining the angle of rotation [21] . This method can effectively resolve the problems that the border of a plate is not visible or disappeared; eventually, the rotation artefacts of a license plate could be removed.
III. OUR METHOD
A. Image Correction
In LPR, when the angle of plate rotation in the captured images is too large, it may affect plate locating; furthermore, it may lead to the failure of plate recognition [24] . At the same time, the character segmentation is very sensitive to the plate tilted; therefore, it is indispensable to correct the tilted plate images before the segmentation. To correct the tilted licese plate, as we know, the first step is to detect the angle of plate rotation [8] . Typically, there are three possible ways: (1) tilt in the vertical direction; (2) tilt in the horizontal direction; (3) tilt in both vertical and horizontal directions.
The plate correction problem is effectively resolved by using Hough transform to calculate the angle of plate rotation. In the method, we estimate the coordinates of four corners of the plate region as well as the angles of each character rotation and the angle of plate rotation as a whole [4] .
B. Basic Principle of Hough Transform
The basic idea of Hough transform is to use the duality theorem of points and lines [25] . It means that the collinear points in the image space correspond to several curves having the same intersection point in the parameter space [2] . Likewise, all the curves, which intersect at one point in the parameter space, have all the points on one line in the image space. Thus, the problem of curve detection in the image space can be converted to the one to find the intersection in the parameter space [12] . In Fig 2(a) , L is a straight line in the image space, θ is the angle of this line which passes through the origin being perpendicular to the straight line L, ρ is the distance from the origin to the straight L. This straight line is available to use polar coordinate system as ρ = x·cos(θ) + y·sin(θ) θ ∈ (0°, 180°).
(1) Thus, the parametric space ρ -θ is shown in Fig 2(b) . Fig  2(b) shows that one point in the x-y space corresponds to the curve in the ρ-θ space. Thus, a straight line in x-y space corresponds to a point which all curves pass through in ρ-θ space.
(a) (b) (c) The straight line detection based on Hough transform is to convert the problem of searching a straight line in the image space to the one of finding the local maxima in the parametric space [1] . The maximum angle in parameter space is the horizontal one of the straight line in the image space. Therefore, the tilt angle of a license plate could be found.
C. Line detection Using Hough Transform
A license plate can be located no matter whther it has a border or not [20] . For the license plate which has the border, it is easy to obtain the corners of this border through Hough transform [26] . However, for the license plate without a border, only the top and bottom edges of the characters indicate the angle of rotation [30] . Considered the license plate border does not always exist, normally, the most effective method is to detect the straight line passing through the top and bottom edges of the characters [29] . Figure 3 shows an example of a license plate correction.
D. Genetic Neural Network (GNN)
In this paper, we use a GNN-based algorithm to substitute the BP neural network; genetic algorithm (GA) is used to train the weights of neural networks. GA has gained tremendous reputations in efficiently solving AI problems, especially for search [6] . In combination with the LPR, the classifier of plate recognition is specifically designed in this paper. Because GA algorithm was effectively used as a search method, each weight of the neural network could be treated as a gene position within a given chromosome. Therefore, we search for the weight within the length of this given chromosome in this paper. The reason why the length of each chromosome is taken into consideration is that the length affects the search result and computational complexity very much.
In GNN design, the number of nodes in the input layer of this neural network is determined by the number of input vectors. The number of nodes in the middle layer is decided by the experimental method or classifier. The number of output layers generally is dependent on the classes for classification.
The structure of a GNN corresponds to the chromosomes related to GA algorithm. Considered that the length of a chromosome affects the speed of evolution, the GNN input layer is encoded to match the classification. Therefore, it dramatically saves the time of evolutionary computations.
Because the selection scheme influences the GA process, encoding in real number is adopted. Encoding in real thus has high precision and is easy to be operated. The output of GNN is computed by using
where log (3) where Num is the node number of the output layer; Size is the size of the population; t ik is the actual output and y ik is the expected output.
E. Character Recognition
There are two methods of character recognition. One is based on template matching and the other is on the artificial neural network [5] . There are two kinds of algorithms based on artificial neural networks; one is to get the characters from a license plate and use the characters to train the neural network; the other is to import the character images into the network directly; the network deals with these characters automatically until the results are exported.
F. Data Acquisition 1) Data Collection for Experiments
LPR contains two core modules: rotational correction for tilted plates and optical character recognition. The videos for rotation correction are a sequence of video frames. On the other hand, the dataset for character recognition has100 images with various English letters. All the videos and images were captured by using 20 million pixels built-in camera of Huawei Mate 9 Pro mobile phone.
The dataset for rotation correction consists of six videos captured by this camera. All the videos have the resolution 1280×720. These videos contain two waggling methods: license plates in the four videos were swung from one side to the other; the others were from back and forth. All the videos are utilized to evaluate the rotation correction of the tilted plates.
The dataset for character recognition comprises of six videos that were captured by using the mobile camera. All the images were captured in indoor environment in the daytime and the background is a white wall.
2) Datasets for GNN
The templates used in the experiments contain 36 characters that are the letters from 'A' to 'Z' and the numbers from '0' to '9'. These images are stored in the size 24×32. The background is black while the characters are white. All these templates were used in character recognition.
On the other hand, the dataset for character recognition by using GNN contains six videos. Each of the license plates contains six characters chosen from 26 letters and 10 numbers randomly. All the samples were employed to train the GNN-based algorithm. The feature vectors of these samples were extracted by using PCA. Fig. 4 illustrates the output of our character recognition. 
IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. Image Acquisition Figure 5 (a) shows one frame of the test videos. Because the printout was kept swinging, to acquire at least one of the video frames is necessary for this experiment.
In our experiments, we used the four videos. All the shaking is random. The characters include 26 letters "A ~ Z" and 10 Arabic numbers "0 ~ 9".
(a) (b) (c) (d) Figure 5 . The experiments using a printed paper; (a) the acquired image; (b) the image after rotation correction; (c) the cropped image; (d) the outputs of character recognition. Figure 6 shows another experiment that a hard paperboard was used instead of a soft printed paper. Because the soft paper may be twisted, the paperboard is rigid, a better result with fewer distortions will be possible. 
B. Straight-Line Detection
In our experiment, we calculate the angle of image rotation. Fig 3(b) shows the results of straight line detection from an image. In Fig 3(b) , the blue and green lines are the edges of these characters that were determined respectively through the yellow and red points on the same line using Hough transform. Although there are other lines, the longest one is the expected output. Because the width of this character region is always shorter than the height, the shorter lines in the image will be ignored by the algorithm.
C. Character Rotation
After this line detection, the tilt angle of these characters is calculated through Hough Transform. Thus, the image is rotated along the reverse direction (clockwise or anticlockwise) based on the detected angle accordingly. The characters at the horizontal position will be obtained. Figure 6(b) shows the rotated character image from the video. From Fig. 6(c) , we see that the characters are in horizontal. After obtained the single segmented character, it is time to compare it with the characters from the database. The maximum similarity of these characters will be output as a result.
D. Accuracy
There are six videos used in the experiment to test the correct rate of image rotation correction and character recognition. We parse each video into frames and remove the blurry images. All the plates in our videos contain six characters. However, the sequence of characters are different. All the correct rates of this rotation correction are shown in Table I ; all the results of license plate recognition using GNN and BP are provided in Table II for the purpose of comparisons.
With the BP algorithm, the recognition accuracy is around 65%; however, with the GNN algorithm, the images can be recognized at the rate around 72.5%. We find that the accuracy of GNN is always higher than BP. It means GNN has the better performance. From these tables, we find that Hough transform takes an excellent role for line detection in image rotation correction. 
