We present simple proofs of the following two results, appeared in 1981 due to the third author: (1) every 2-connected graph with δ ≥ (n + κ)/3 is hamiltonian; (2) every 3-connected graph contains a cycle of length at least min{n, 3δ − κ}, where n denote the order, δ the minimum degree and κ the connectivity of a graph.
We consider only finite undirected graphs without loops or multiple edges. Let n denote the order, δ the minimum degree, κ the connectivity and c the circumference (the length of a longest cycle) of a graph G. A cycle C is a Hamilton cycle if |C| = n and is a dominating cycle if every edge of G has a vertex in common with C.
In 1952, Dirac [2] proved:
Theorem 1 [2] . Every graph with δ ≥ n/2 is hamiltonian.
Theorem 2 [2] . In every 2-connected graph, c ≥ min{n, 2δ}.
In 1981, Theorems 1 and 2 were improved by direct incorporation of connectivity κ into the minimum degree and circumference bounds, respectively. Theorem 3 [5, 6] . Every 2-connected graph with δ ≥ (n + κ)/3 is hamiltonian.
Theorem 4 [5, 6] . In every 3-connected graph, c ≥ min{n, 3δ − κ}.
A short proof of Theorem 3 was given in [3] due to Häggkvist. In this note we present simple proofs for Theorems 3 and 4. For this purpose, we need the following two results on dominating cycles due to Nash-Williams [4] and Voss and Zuluaga [7] , respectively. Theorem 5 [4] . Let G be a 2-connected graph with δ ≥ (n + 2)/3. Then every longest cycle in G is dominating.
Theorem 6 [7] . Let G be a 3-connected graph. Then either every longest cycle of G is dominating or c ≥ min{n, 3δ − 3}.
In addition, we need the following lemma. Lemma 1. Let G be a graph and S be a minimum cut-set of G. If every longest cycle of G is dominating, then either c ≥ 3δ − κ + 1 or there exist a longest cycle C with S ⊆ V (C).
A good reference for any undefined terms is [1] . The set of vertices of a graph G is denoted by V (G) and the set of edges by E(G). For S a subset of V (G), we denote by G\S the maximum subgraph of G with vertex set V (G)\S. For a subgraph H of G we use G\H short for G\V (H). We denote by N (x) the neighborhood of a vertex x in a graph G.
Paths and cycles in a graph G are considered as subgraphs of G. If Q is a path or a cycle, then the length of Q, denoted by |Q|, is |E(Q)|. We write a cycle C with a given orientation by − → C . For x, y ∈ V (C), we denote by x − → C y a path from x to y on − → C . For x ∈ V (C), we denote the h-th successor of x on − → C by x +h . We abbreviate
Proof of Lemma 1. Choose a longest cycle C such that |V (C) ∩ S| is as great as possible. If S ⊆ V (C), then we are done. Let S ⊆ V (C) and x ∈ S\V (C). Since C is dominating, N (x) ⊆ V (C). Let ξ 1 , ..., ξ t be the elements of N (x), occuring on − → C in a consecutive order. Abbreviate
Proof of Theorem 4. For G a 3-connected graph, let S be a minimum cut-set in G and let H 1 , ..., H h be the connected components of G\S. If c ≥ min{n, 3δ − 3}, then we are done, since 3δ − 3 ≥ 3δ − κ. Otherwise, by Theorem 6, every longest cycle in G is dominating. Let C be any longest cycle and let
.., ξ t be the elements of N (x), occuring on − → C in a consecutive order.
Otherwise, there exist y ∈ V (H 2 \C) and
is an independent set (it can be shown by standard arguments). Hence
Proof of Theorem 3. Let G be a non Hamiltonian 2-connected graph with δ ≥ (n + κ)/3, implying that n ≤ 3δ − κ. Let S be a minimum cut-set of G. Since δ ≥ (n + κ)/3 ≥ (n + 2)/3, every longest cycle of G is a dominating cycle, by Theorem 1. By Lemma 1, there exist a longest cycle C with S ⊆ V (C). As in proof of Theorem 4, we can show tat c ≥ 3δ − κ, contradicting the fact that n ≤ 3δ − κ. ∆
