Abstract. Binary hyper-Kloosterman codes C(r, m) of length (2 r − 1) m−1 are a quasi-cyclic generalization of the dual of the Melas code of length 2 r − 1. In this note the duals C ⊥ (r, m) i.e. a generalization of the Melas code C ⊥ (r, 2) itself are studied. In particular, the minimum distance of C ⊥ (r, m) for all r, m ≥ 2, the weight distribution of C(2, m) and C ⊥ (2, m) for all m ≥ 2, and the weight distribution of C(r, 3) and C ⊥ (r, 3) for all r ≥ 2 is obtained.
1. Introduction. Let r, m ≥ 2 be integers and let q = 2 r . Let F := F q denote the finite field of q elements and let F * := F \ {0}. For a := (a 1 , . . . , a m ) ∈ F m we define a rational function in m − 1 variables: f a (X) := a 1 X 1 + · · · + a m−1 X m−1 + a m X 1 · · · X m− 1 .
Let x 1 , . . . , x n be a fixed ordering of the elements of (F * ) m−1 . In [3] the following linear code C(r, m) was introduced and it was called a hyperKloosterman code:
C(r, m) = c(a) := tr(f a (x 1 )), . . . , tr(f a (x n )) | a ∈ F m , here tr is the trace function from F onto F 2 . These codes are a quasi-cyclic generalization of the Kloosterman code, i.e. the dual of the Melas code, of length 2 r − 1. For the proof of the quasi-cyclicity we refer to [4, Theorem 4.2] .
In this note we are interested in the duals C ⊥ (r, m) which are a generalization of the Melas code C ⊥ (r, 2) (r > 2). We shall show that the minimum distance of C ⊥ (r, m) is three if m > 2, and give the weight distribution of C(2, m) and C ⊥ (2, m) for all m ≥ 2, and the weight distribution of C(r, 3) and C ⊥ (r, 3) for all r ≥ 2. We remark that the weight distributions of C(r, 2) and C ⊥ (r, 2) (r > 2) were obtained in [5] and in [14] , respectively.
The rest of this paper is organized as follows. In Section 2 we first consider some simple basic properties of hyper-Kloosterman codes. Next, the weight distribution of C(r, m) is given in terms of certain monomial exponential sums (Theorem 2.5), and then, a recursion formula for the weight distribution of C ⊥ (r, m) involving the moments M j of those exponential sums is obtained by using the Pless power moment identity (Theorem 2.8).
In Section 3 we first connect the moments M j to a Fermat curve X , and then obtain the number of weight three codewords in C ⊥ (r, m) in terms of the number of rational points on X (Theorem 3.2). Finally, we determine the minimum distance of C ⊥ (r, m) by either using our explicit knowledge of the number of rational points on X or by estimating that number by either the Hasse-Weil bound or a bound which we shall derive by using Deligne's bound on hyper-Kloosterman sums (Theorem 3.7).
In a few cases we are forced to calculate the number of rational points numerically since neither of those bounds is then strong enough.
In Sections 4 and 5 we determine the weight distribution of the codes C(r, m) and C ⊥ (r, m) in the special cases r = 2, m > 2, and r > 2, m = 3, respectively. In the latter case a relation between one and two dimensional Kloosterman sums from [1] is used, and then, the weight distribution of C(r, 3) is obtained by using results on the distribution of values of Kloosterman sums obtained in [5] (Theorem 5.3) . Finally, the weight distribution of C ⊥ (r, 3) is obtained in terms of even moments of Kloosterman sums calculated in [10] by using result from [14] . Especially, explicit formulae for the number of codewords of weights from three to five is given (Theorem 5.5).
2. On the weight distribution of C(r, m) and C ⊥ (r, m). Let χ be the canonical additive character of F. Let
with a = 0 we use the notation
Let v be the number of zero-components of a. Assume v > 0. If a m = 0 then, by the orthogonality of characters, we get
If a m = 0 and e.g. a 1 = 0 then, by the substitution
Hence we have Lemma 2.1. If exactly v > 0 of the components of a ∈ F m are zeros, then
If v = 0, then we have the following well known bound by Deligne:
Proof. Consider group homomorphism 
Next we express w(c(a)) by means of a monomial exponential sum over F q m . Let e denote the canonical additive character of F q m . Let t = (q m − 1)/(q − 1) and let N(α) := α t denote the norm of α from F q m to F q . Let γ be a primitive element of F q m , and let
We have the following result from [9, Theorem 3]:
or, equivalently, 
Proof. The first equality follows easily by equation (2.2), and the second one then by Theorem 2.3.
Let S denote the range of s(γ i ) as i varies over the set I := {0, . . . , q − 2}, and, for j ∈ S, let N j denote the number of elements i in I such that s(γ i ) = j, i.e.
and 
and otherwise, for each j ∈ S, there are
in C(r, m). Moreover, these are the only weights in C(r, m). Proof. Let α ∈ F q m . By [12, Theorem 2] , the exponential sum
is divisible by 2 ⌈rm/s⌉ where s is the binary weight of q − 1. Now s = r, and therefore
and, as q = 2 r , the claim follows in this case. If some of the components of a is zero, then it is easily seen that 2 r−1 is a factor of w(c(a)). Remark. A different proof for this result is given in [3, Corollary 4.3] . To obtain the weight distribution of C ⊥ (r, m) we use the Pless power moment identity proved in [13] (see also e.g. [6, p. 131 
Theorem 2.7 (Power moment identity). Let B be a binary linear [n, k] code, and let B i (resp. B ⊥ i ) denote the number of codewords of weight i in B (resp. in B ⊥ ). Then, for h = 0, 1, . . ., we have:
where
(a Stirling number of the second kind), and the binomial coefficient u v is defined to be zero whenever v > u or v < 0. For a non-negative integer j we denote by M j the jth moment of the period s(γ l ), or
Theorem 2.8. Assume rm > 4, and let
Moreover, if m = 3, the formula simplifies to
Proof. We choose B = C(r, m) in the power moment identity. Then, by Theorem 2.5,
First, we manipulate S 2 somewhat:
Secondly we consider S 1 . If m = 3, then
Next we write S 1 in the form from which we can derive explicit formulae for the number of low-weight codewords in the duals C ⊥ (r, m) for an arbitrary integer m ≥ 2:
we have
As the left hand side of the power moment identity equals S 1 + S 2 , and the right hand side equals
the claims follow now easily.
3. The minimum distance of C ⊥ (r, m). To determine the minimum distance of C ⊥ (r, m) we need some auxiliary results. We recall that t = (q m − 1)/(q − 1) and
Lemma 3.1. The first four moments M j in Theorem 2.8 are given by
where |X (F q m )| is the number of rational points on the projective curve X over F q m defined by the equation
Proof. Obviously M 0 = q − 1, and
where the last equality follows by the orthogonality of characters. To prove the formula for M 2 we count the number N of solutions of the equation x + y = 0 in the group H of (q − 1)th powers in F * q m . On the one hand N = t, and on the other hand, by the orthogonality of characters
from which the formula for M 2 follows. Let N denote the number of solutions of equation 
and consequently,
which simplifies to
Since (q m − 1) 2 = (q − 1) 2 t 2 , we see that the claim is true also for M 3 . Theorem 3.2. The minimum distance of C ⊥ (r, m) is at least three. Moreover, if rm > 4, the number C ⊥ 3 of weight three codewords in C ⊥ (r, m) is given by
Proof. Let n = (q − 1) m−1 , and let c ∈ C ⊥ (r, m). If w(c) = 2 then
for some 1 ≤ i < j ≤ n, say i = 1, j = 2, and for all a ∈ F m q . Let 1 ≤ l ≤ m − 1 be the index of the coordinate place where x 1 and x 2 differ, say l = 1. By choosing a = (a, 0, . . . , 0) we have tr(a(x + y)) = 0 for all a ∈ F q , and for some x, y ∈ F * q with x = y. (Here x and y are the first components of x 1 and x 2 .) This contradicts the surjectivity of tr. A similar argument also proves that w(c) = 1.
Next we use Theorem 2.8 and Lemma 3.1 to prove the claimed formula for C
and second,
or, equivalently,
Finally, since
we obtain
by Theorem 2.8. 
and consequently
which is in accordance with [14, 
and therefore
Remark. By generalizing the argument used in the proof of Theorem 3.2 to prove the non-existence of weight two codewords, it is easy to see that a check matrix for
where y i = (x i z i ) and z i is the product of the inverses of the components of x i .
We shall see soon that the minimum distance of C ⊥ (r, m) is always three if m > 2. It will turn out that Theorem 3.2 together with the Hasse-Weil bound prove most of the cases. On the other hand, in case m = 4 it is too weak, and we shall use the following upper bound: Lemma 3.6.
Proof. As we pointed out in the proof of Lemma 3.1, the number of solutions N of (3.1) satisfies
and then it is easily seen (see [9, Section 3] ) that
Now Deligne's bound gives the inequality
and therefore 
is positive. By separating the cases according to the parity of m, and by using the Hasse-Weil bounds
which is obviously positive if m ≥ 5 and r ≥ 3 (i.e. q ≥ 8).
Assume m = 4 and ǫ = 0. Then, by Lemma 3.6, we must have 
The inequality q − 6 < 64 √ q implies that we must have q ≤ 2 12 i.e. r ≤ 12. Hence, if m = 4 and r > 12 the minimum distance is three. In the cases m = 4, 3 ≤ r ≤ 12, we have verified this by calculating X (F q 4 ) numerically (see Table 3 .1).
In the remaining cases r = 2, m ≥ 4, the Claim follows by Theorem 4.3 below, by which C ⊥ 3 = 3 m−3 (2 m−1 ± 1). We computed X (F q 4 ) by using (3.2). In the calculation of the three dimensional Kloosterman sums k 3 (a) over F q , q = 2 r with 3 ≤ r ≤ 12, we took advantage of the following result by Carlitz from [1] which related two and one dimensional Kloosterman sums:
Theorem 3.8. For any a ∈ F * q , we have
where k(a) := k 1 (a). By Theorem 3.8 we have
and now it is easy to see that
By tabulating the traces of elements of F * q , the indices of those elements of F * q having the trace equal to zero, and then, the range of k(u) as u varies over F * q , before using the formula above, the data of Table 3 .1 can quickly be verified.
Remark. The traces were calculated by making use of [4, Theorem 5.1].
4. The weight distribution of C(2, m) and C ⊥ (2, m). In this section we assume that m > 2. Let γ be a primitive element of F 2 2m . To determine the weight distribution of C(2, m) and C ⊥ (2, m) we need the following result which has been proved already in [2] (see e.g. [8] for a different proof).
Lemma 4.1. Let α ∈ F * 2 2m . Then 
Especially,
where ± = (−1) m . Proof. By Lemma 4.1 the moments M j in Theorem 2.8 are of the claimed form, the claimed formulae for the low-weight codewords can be verified e.g. by using Mathematica.
Remark. In a similar manner as was done above, the weight distribution of the codes C(r, m) and C ⊥ (r, m) with r = 3 and r = 4 can be calculated as well.
5. The weight distribution of C(r, 3) and C ⊥ (r, 3). In this section we assume that r > 2. Let γ be a primitive element of F q 3 , and let g = N(γ) be a primitive element of F = F q . Now, by Theorems 2.3 and 3.8, we have the following: Lemma 5.1. For each integer i satisfying 0 ≤ i ≤ q − 2, we have Proof. The moments M j in Theorem 2.8 are, by Lemma 5.1, of the form
and the first claim follows now by Theorem 2.8. The validity of the formulae for the number of low-weight codewords can be verified by using Mathematica. Remark. By Theorem 5.2, moments K h can be calculated effectively for each non-negative integer h by
provided that r is not too large (a "H(d)-calculator" can be found in [7] ).
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