In this paper, we study the principle of equal probability (i.e., unless we have sufficient reason to regard one possible case as more probable than another, we treat them as equally probable) in measurement theory (i.e., the theory of quantum mechanical world view), which is characterized as the linguistic turn of quantum mechanics with the Copenhagen interpretation. This turn from physics to language does not only realize the remarkable extension of quantum mechanics but also establish the method of science. Our study will be executed in the easy example of the Monty Hall problem. Although our argument is simple, we believe that it is worth pointing out the fact that the principle of equal probability can be, for the first time, clarified in measurement theory (based on the dualism) and not the conventional statistics (based on Kolmogorov's probability theory).
Introduction

Monty Hall Problem
The Monty Hall problem is well-known and elementary. Also it is famous as the problem in which even great mathematician P. Erdös made a mistake (cf. [1] In the framework of measurement theory [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] , we shall present two answers of this problem in Sections 3.1 and 4.2. Although this problem seems elementary, we assert that the complete understanding of the Monty Hall problem can not be acquired within Kolmogorov's probability theory [13] but measurement theory (based on the dualism).
Overview: Measurement Theory
As emphasized in refs. [7, 8] , measurement theory (or in short, MT) is, by a linguistic turn of quantum mechanics (cf. Figure 1 : ③ later), constructed as the scientific theory formulated in a certain C * -algebra A (i.e., a norm closed subalgebra in the operator algebra   B H composed of all bounded operators on a Hilbert space H, cf. [14, 15] ). MT is composed of two theories (i.e., pure measurement theory (or, in short, PMT] and statistical measurement theory (or, in short, SMT). That is, it has the following structure: SMT is related to Fisher's statistics and Bayesian statistics respectively. Also, for the position of MT in science, see Figure 1 , which was precisely explained in [8, 10] .
When
-algebra composed of all compact operators on a Hilbert space H, the (A) is called quantum measurement theory (or, quantum system theory), which can be regarded as the linguistic aspect of quantum mechanics. Also, when A is commutative (that is, when A is characterized by , the C * -algebra composed of all continuous complex-valued functions vanishing at infinity on a locally compact Hausdorff space (cf. [16] )), the (A) is called classical measurement theory. Thus, we have the following classification:
The purpose of this paper is to clarify the Monty Hall problem in the classical PMT and classical SMT.
Classical Measurement Theory (Axioms and Interpretation)
Mathematical Preparations
Since our concern is the Monty Hall problem, we devote ourselves to classical MT in (C). Throughout this paper, we assume that is a compact Hausdorff space. Thus, we can put , which is defined by a Banach space (or precisely, a commutative C * -algebra) composed of all continuous complex-valued functions on
is a continuous linear functional on , and the norm
Define the mixed state such that
. And put
which is called a state space. Note, by the Riesz theorem (cf. [16] ), that 
is unital, i.e., it has the identity I (or precisely, I ), since we assume that is compact.
chanics, an observable
, is a non-negative element in such that
, 2): and
, where 0 and I is the 0-element and the identity in respectively. 3): for any , such that
For the more precise argument (such as countably additivity, etc.), see [7, 9] .
F F
Classical PMT in (A 1 )
In this section we shall explain classical PMT in (A 1 ).
With any system S, a commutative C * -algebra   Ω C can be associated in which the measurement theory (A) of that system can be formulated. A state of the system S is represented by an element and an observable is represented by an observable . An observer can obtain a measured value
The Axiom P 1 presented below is a kind of mathematical generalization of Born's probabilistic interpretation of quantum mechanics. And thus, it is a statement without reality. Axiom P 1 [Measurement] . The probability that a mea-
Next, we explain Axiom 2 in (A). Let  , T   be a tree, i.e., a partial ordered set such that " 1 3 t t  and 2 3 " implies " 1 2 or 2 1 " In this paper, we assume that T is finite. Also, assume that there exists an element , called the root of T, such that 
Classical SMT in (A 2 )
It is usual to consider that we do not know the state 0   when we take a measurement . That is because we usually take a measurement 
when we know the distribution
The Axiom S 1 presented below is a kind of mathematical generalization of Axiom P 1. , .
Linguistic Interpretation
Next, we have to answer how to use the above axioms as follows. That is, we present the following linguistic interpretation (F) [= (F 1 ) -(F 3 )], which is characterized as a kind of linguistic turn of so-called Copenhagen interpretation (cf. [7, 8] ). That is, we propose: (F 1 ) Consider the dualism composed of "observer" and "system (= measuring object)". And therefore, "observer" and "system" must be absolutely separated.
(F 2 ) Only one measurement is permitted. And thus, the state after a measurement is meaningless since it can not be measured any longer. Also, the causality should be assumed only in the side of system, however, a state never moves. Thus, the Heisenberg picture should be adopted.
(F 3 ) Also, the observer does not have the space-time. Thus, the question: "When and where is a measured value obtained?" is out of measurement theory, and so on. This interpretation is, of course, common to both PMT and SMT.
Remark 2. Note that quantum mechanics has many interpretations (i.e., several Copenhagen interpretation, many worlds interpretation, statistical interpretation, etc.). On the other hand, we believe that the interpretation of measurement theory (A) is uniquely determined as in the above. This is our main reason to propose the linguistic interpretation of quantum mechanics. We believe that this uniqueness is essential to the justification of Heisenberg's uncertainty principle (cf. [10,18]).
Preliminary Fundamental Theorems
We have the following two fundamental theorems in measurement theory:
Theorem 1 [Fisher's maximum likelihood method (cf. 
Then, there is a reason to infer that the posterior state (i.e., the mixed state after the measurement) is equal to v post , which is defined by
The above two theorems are, of course, the most fundamental in statistics. Thus, if we believe in Figure 1 , we can answer to the following problem (cf. [4,9]):
(G) What is statistics? Or, where is statistics in science? which is certainly the most essential problem in the philosophy of statistics.
The First Answer to Monty Hall Problem
Fisher's Method (The First Answer)
In this section, we present the first answer to Problem 1 (Monty-Hall problem) in classical PMT. Put 
where it is also possible to assume that
Thus w e have a meas-
O S , which should be regarded as the meas tical representation of the measurement theore urement that you say "door 1". Here, we assume that 1) "measured value is obtained by the measurement 
and define the observable We believe that this translation is just "the mechanical world view" or "the method of science" (at least, science in tistics through the examination of the Monty Hall problem. Also, recall that measurement theory possesses a great power to answer to the problem (G). However, our methodology should be tested from various points of view, because the classic statistics methodology (based on Kolmogorov's probability theory) can be good applied in many fields. We hope that our approach will be examined from various view points.
