Introduction
Cosmic rays were discovered a little over 100 years ago [1, 2] . They were called "cosmic" to distinguish them from the then equally mysterious "X rays" emanating from laboratory instruments and particular minerals. The increase in intensity of this cosmic radiation with altitude made it clear that the sources were extraterrestrial. Over the next few decades, the grand questions were developed about their origin, the extent of the energy spectrum, and their composition. It took close to one hundred years to find the end of the remarkable, approximately power law energy spectrum, at energies near 50 Joules per nucleus.
We now know a great deal more, and at lower energies in significant detail (as in the isotopic composition and gamma/electron/positron fluxes). But at the "frontier" energies of > 10 18 eV, where the flux is most likely extra-galactic, the experimental tools, while greatly improved, are still too imprecise. While our ability to measure energy with reasonable certitude has improved dramatically, we attempt to measure the cosmic ray composition with what is effectively a blunt instrument. The measurement of arrival directions has also improved markedly, but there, Nature has been unkind and only hints of cosmic ray anisotropy and sources have appeared.
One hundred years ago, the argument was whether the radiation came from the Earth or Space, whether it was composed of charged or neutral particles, and what could be inferred about its energy by measuring "penetrating power". Now the arguments relate to the nature of observed structures in the energy spectrum -the knees, ankles and final cut-off, whether the composition is protonic, a mixture of p, He and CNO group nuclei, or significantly heavy up to Fe, and how this interplays with the spectral structure. Hints of departure from arrival direction isotropy come and go and we fervently hold on to the most recent observation hoping that this time the significance will strengthen with additional data and a source, or sources, will finally be found. But except for the spectrum and its structures, much of what we argue about is ephemeral and can easily change with modification of hadronic models or a decrease in statistical significance of a source. It is a hard fact that we still do not know with any real certainty the origin of cosmic rays above a few tens of GeV in energy. What is it then that we do know, how well, and what are the implications? This is what will be discussed at length in this volume. Our knowledge of our deficiencies also leads to new ideas for better detectors and new programmatic approaches to fill in needed extrapolations from accelerator data and ancillary measurements. This too will be explored in subsequent pages.
In the present paper we address broadly the experimental status above 10 18 eV and briefly describe the current status and the evolution of ultra-high energy (UHE) detection techniques. The pioneering Volcano Ranch, Haverah Park, SUGAR, Yakutsk and Akeno arrays [3] [4] [5] [6] [7] [8] [9] led to the major leaps forward represented by the AGASA, Fly's Eye, HiRes, Auger and TA experiments [9] [10] [11] [12] [13] [14] . The early detectors led us to more precise formulations of the questions we now ask. The decades-long development of these second and third generation detectors culminated in the reliable results with well-understood energy and geometrical resolution that have given us new hope that many of the puzzles presented by UHE cosmic rays may soon be answered. The current generation of detectors has brought definitive confirmation on hints of an ankle structure above 10 17 eV [15] and settled once and for all the reality of a cut-off at energies between 4 and 6 × 10 19 eV [16, 17] . The "holy grail" of UHE cosmic ray physics has been found. It is striking that the suppression is in the same range of energy as the prediction of the Greisen-Zatsepin-Kuzmin (GZK) effect [18, 19] (depending somewhat on the assumed distribution of sources, composition and the injection spectrum).
Improvements in the determination of extensive air shower (EAS) profiles and the depth of shower maximum, X max , brought about by either using stereo air fluorescence measurements (HiRes and TA) [20] [21] [22] or by hybrid surface detector and air fluorescence measurements (Auger and TA) [23] [24] [25] [26] [27] have reduced the reconstruction uncertainties in X max to near 10 g/cm 2 with systematic uncertainties approaching this number. We have reached the point where the experimental measurements are becoming more precise than the theoretical underpinnings of the shower simulations used to extract composition information. While data from the LHC in the forward region at an equivalent energy of 10 17 eV are very helpful in tuning the various hadronic models [28, 29] , there are significant issues in extrapolating to p-nucleus and nucleus -nucleus interactions at much higher energies (10 18 -10 20 eV) [29] . Currently the combined systematic uncertainties for data and simulations make it difficult to reliably find the mix of protons, He, CNO and Fe that would match the observed X max distributions. What can be said, and this is a great accomplishment, is that there is very little iron nucleus component [25, 30] . Why this should be the case, given the relative stability of the For further details see [37] . 
The Telescope Array(TA) experiment, located in Millard County, UT, USA, is measurin ultra high energy cosmic rays since the year 2008 and it is the largest cosmic ray detector i northern hemisphere. The TA has three fluorescence detector (FD) stations overlooking a su detector array of 507 counters [14] , each consisting of 2 layers of 3m 2 ⇥ 1.2cm scintillators. counters are positioned on a 1200m grid and span a 680m 2 area on the ground in total. The TA FD stations are Black Rock Mesa (BR), Long Ridge (LR), and Middle Drum (MD). Bot and LR have 10 telescopes each, with 256 pixels per telescope that use 10 MHz FADC re system, and each station covers 108 o in azimuth and 3 to 33 o degrees in elevation [15] . TA MD 14 telescopes, with 256 pixels per telescope that use sample and hold electronics, and the st covers 112 o in azimuth and 3 to 31 o degrees in elevation [16] . The main TA detectors have be operation since March 2008.
The TA low energy extension (TALE) consists of additional fluorescence telescopes add the TA MD site and an infill array of same scintillation counters as used by the main TA, p at distances 1.5 to 3km away from the TA MD. There are currently 16 TALE infill counters 400m square grid that are taking data since May 2013. TALE FD has 10 fluorescence telesc with 256 pixels per telescope that use a 10MHz FADC readout system. TALE FD looks highe the sky and extends the field of view of the TA MD from 31 o to 57 o in elevation. The TAL has been in full operation since September 2013. Figure 1 shows the layout of TA and TALE coordinates centered at the TA Central Laser Facility (CLF).
The TA spectrum described here has been measured by 4 different analysis techniques. [38] .
in the field. Its design evolved through an initial meeting in Paris in 1992, a two week design workshop in Adelaide in 1993, and a six-month design study hosted by Fermilab in 1995. Initial ideas were based on a 5000 km 2 surface array without fluorescence telescopes, but the advantages of the hybrid approach soon became apparent [39] [40] [41] . The Auger Observatory is near Malargüe, Argentina, and its construction began in 2001 with an engineering array. The Observatory was completed in 2008, though official data taking began in 2004 during construction.
Auger's surface detector (SD) consists of 1660 water-Cherenkov detectors (WCDs) arranged on a 1.5 km triangular grid covering 3000 km 2 [37] , see Figure 1 . The WCDs are 10 m 2 in area and 1.2 m deep, and build on the experience gained from the Haverah Park detector in the UK (see [2] ). Such detectors have the advantage of having a broad zenith angle sensitivity, and are deep enough to produce signal from the numerous photons in the extensive air shower. The SD is fully efficient for cosmic ray energies greater than 3 × 10 18 eV and zenith angles less than 60 • . A small 23.5 km 2 area of the array hosts a denser 750 m spacing of WCDs, which is fully efficient for E > 3 × 10 17 eV and zenith angles less than 55 • .
The main fluorescence detector (FD) consists of 4 sites on the perimeter of the surface array. Each site hosts six telescopes, each with a field of view of 30 • in azimuth and an elevation range from 1.5 • to 30 • . Each telescope is of the Schmidt design and consists of a 13 m 2 segmented spherical mirror with a 2.2 m diameter entrance aperture (including a ring of corrector lenses) and a camera composed of 440 photomultiplier pixels, each viewing a 1.5 • diameter area of sky [37] . The entrance aperture also contains a UV transmitting filter 4/42 to match the air fluorescence spectrum spanning approximately 300-400 nm. The telescope design benefits from experience with the Fly's Eye and HiRes experiments, with the primary difference being the Schmidt optics design, allowing for a wide field of view with minimal coma aberration. Apart from the 24 telescopes of the main FD described here, an additional three telescopes make up the HEAT (High Elevation Auger Telescopes) system. These view the elevation range between 30 • and 58 • to study lower energy air showers (currently down to 10 17 eV) that, due to their lower brightness, are observed closer to the FD site [37] .
The combination of the surface and fluorescence detectors to make a "hybrid" observatory has been exploited in much of Auger's scientific output. The SD has many strengths, including robust WCDs that operate with a 100% duty cycle. It also measures the lateral characteristics of the air shower, albeit at one altitude, which are being used for several studies including mass composition. The FD, while having the disadvantage of a 15% duty cycle [37] , measures fluorescence light which is produced in direct proportion to the energy deposited by the air shower. Thus, the fluorescence technique measures air shower energies calorimetrically, and it is the FD measurements of energy that calibrate the SD energy scale, as described below. The FD views the developing shower and has access to the depth of shower maximum, X max , used in mass composition studies. Finally, the FD reconstruction of the direction and position of the air shower axis is greatly assisted by the SD measurement of the shower arrival time at ground level [41] . This hybrid reconstruction produces an FD arrival direction resolution of about 0.5 • [42] , which helps achieve typical resolutions in energy and X max of ∼ 10% and 20 g/cm 2 , respectively, at 10 19 eV [43] .
Descriptions of the calibration procedures for both the SD and FD are given in [37] . In both cases the calibration is "end-to-end", either using unaccompanied muons (in the case of the SD) or a large "drum" to illuminate an FD aperture, so as to calibrate the full detector and data acquisition chain in one step. The atmosphere is also carefully monitored. The density of the lower atmosphere has a well known effect on the lateral distribution of the air shower at ground level, and these weather corrections are applied to the SD energy measurements for certain studies, such as large scale anisotropy measurements [44] . Finally, the light attenuation characteristics of the atmosphere are measured on an hourly basis during FD operations to account for varying molecular and aerosol scattering, and to monitor cloud cover [45] .
The Auger Collaboration had always planned to build a northern array in order to achieve full sky coverage. The site was chosen to be in south-eastern Colorado, USA [46] . Currently there is a strong focus on an upgrade of the southern site [47] (discussed in Section 4), and exploration of the northern sky is being undertaken by the Telescope Array collaboration.
The Telescope
Array. The Telescope Array (TA) project was originally proposed around 1997 by members of the AGASA and HiRes experiments as a large fluorescence telescope complex with an effective aperture (after accounting for a 10% duty factor) of 5,000 km 2 sr for 10 20 eV cosmic ray particles [48] [49] [50] . An apparent discrepancy in the measurements of the UHECR flux above the GZK energy by AGASA and HiRes (see [16, 34] ), however, encouraged the members of TA to make a critical examination of the experimental methods used. This led to the present form of TA, started in 2003, as two complete and co-sited SD and FD detectors, each observing the same UHECR events and allowing for 5/42 a critical comparison of the measured shower parameters [51] . The TA experiment occupies a large area near the town of Delta, 200 km south-west of Salt Lake City, Utah, USA, and is now operated by a collaboration of 120 members from five countries: Japan, USA, Korea, Russia and Belgium. The experiment is conducting a high-statistics exploration of the northern sky as a hybrid array of surface and fluorescence detectors.
The TA surface detector comprises 507 detectors on a 1.2 km square grid covering an area of 700 km 2 ( Figure 2) . Each detector has an area of 3 m 2 and consists of two layers of 1.2 cm plastic scintillator separated by a 1 mm thickness of stainless steel [52] . The scintillators are equally sensitive to all minimum ionising charged particles (e ± , µ ± ), with the SD energy determination being dominated by the EM (electromagnetic) component. This is seen as an advantage as it reduces uncertainties in the energy scale due to mass composition or hadronic physics. The array reaches full efficiency above 10 19 eV for zenith angles less than 45 • , providing an aperture of 1100 km 2 sr.
Three fluorescence detector sites sit near the boundary of the array. One of the sites, at Middle Drum, uses 14 refurbished telescopes originally part of the HiRes detector. They are arranged in two "rings" that together view an elevation range from 3 • to 31 • , and an azimuth range of 112 • . Each telescope consists of a 2 m diameter spherical mirror and a camera of 256 hexagonal pixels, with pixels viewing approximately a 1 • diameter section of the sky [36] .
The other two FD sites at Black Rock Mesa (BR) and Long Ridge (LR) each contains 12 newly fabricated telescopes. Each telescope consists of a 3.3 m diameter segmented spherical mirror focusing light onto a 256 pixel camera. The pixels also have a field of view of 1 • diameter and each site covers a field of view of 3 • − 33 • in elevation and 108 • in azimuth using a two ring structure [53] . The electronics in the new FD stations digitise the pixel signals at 10 MHz with 14 bits of precision [54] .
The TA detectors began full operation in March 2008. Various data sets are being collected, and the consistency between different data sets and different analysis procedures has been carefully examined. Surface detector energy spectrum studies use contained events within the array with zenith angles < 45 • , while anisotropy studies use looser cuts and zenith angles < 55 • [55] . For fluorescence analysis, some studies are done with mono observations (requiring observations from one FD site), stereo observations (two FD sites), and hybrid observations. In the latter case, FD observations are coupled with SD measurements of the shower at ground level, much in the style of Auger analysis, except that timing information from more than one SD station is used, and the shower core location derived from SD data alone is used to constrain the hybrid core [25] .
The atmospheric transparency of the TA site is monitored by a suite of instruments, including a Central Laser Facility, IR cloud cameras and a LIDAR station [56, 57] . In analyses performed to this point, the aerosol content of the atmosphere has been assumed to be constant with time. Atmospheric transparency data has been used to determine an average value of the vertical aerosol optical depth of 0.04 (see e.g. [25] ), and the effect on systematic uncertainties of fluctuations about the mean has been studied.
The TA project has in recent years extended its reach towards lower energy cosmic rays with the TALE (TA Low Energy) extension. With an additional 10 telescopes in an extra two "rings" at the Middle Drum site, the field of view there is now 3 − 59 • in elevation and 6/42 approximately 120 • in azimuth. By using Cherenkov-rich events, the energy threshold of TALE is below 10 16 eV, complementary to the standard fluorescence observations [58] . The surface detector array is being increased in density in front of this FD site to assist with lower energy hybrid observations.
Advances in techniques
The advances in our understanding of UHECR that we will discuss in the following sections owe much to the large collecting areas now instrumented by the Auger and TA collaborations. Additionally, the number of scientists now studying UHECR is much larger than in early generations of experiments, meaning that more manpower is available for the maintenance of the experiments, for calibration of the detectors and the atmosphere, and for devising new and creative analysis techniques and cross-checks. Thus the increase in sensitivity of the modern observatories is due to more than an increase in the collecting area alone. We give some examples here of recently exploited advances in detectors, tools and techniques.
A stable surface detector is necessary for optimal energy resolution, and for searching for weak broad-scale anisotropies. For example, temperature-dependent particle density measurements can introduce diurnal variations into shower rates above some energy threshold, which may be wrongly interpreted as sidereal harmonics. Both Auger and TA avoid this by monitoring their SD detector performance on short time scales. This is done by collecting histograms of the fundamental unit used to calibrate SD signals -in the case of TA scintillator detectors, a histogram of integrated charges from ∼0.4 million penetrating particles is collected every 10 minutes for each detector [52] , while for Auger WCDs, histograms of signals from through-going muons are collected every minute, from which the signal due to a "vertical-equivalent muon" (VEM) can be derived [37] . In addition to this basic calibration, Auger also makes a correction (in broad-scale anisotropy studies) for the effect of diurnal atmospheric variations on air-shower development. These weather effects make small but significant corrections to the SD energy estimator S(1000) (the detector signal 1000 m from the shower core) using the local air density and pressure [44] .
In fluorescence light detection, both collaborations have benefitted from experience with the HiRes and Fly's Eye experiments. The electronics in the new FDs in both TA [53] and Auger [37] include sophisticated triggering circuitry, and digitisation of each pixel signal is performed at 10 MHz. Improved telescope design is a feature in both experiments, with Auger using a Schmidt optics design which gives a coma-free optical spot over a 30 • field of view [37] . At TA, signals from UV-bright stars are used to verify ray-tracing estimations of optical aberrations, and to check telescope alignment [53] . Calibrations of the FDs feature end-toend procedures. At Auger, a "drum" calibrating system is moved from telescope to telescope periodically. It uniformly illuminates the aperture of a telescope with an absolutely calibrated light source at a number of wavelengths. Between these absolute drum calibrations, the system calibration is monitored with light sources illuminating the mirror and camera [37] . At TA, a small number of absolutely-calibrated PMTs are in each camera [59] , and their gains are monitored with a radioactive source-scintillator YAP unit [60] . The other PMTs in the camera are cross-calibrated and monitored every 30 minutes during observation time using a diffuse Xenon light source installed in front of each camera [61] . The Telescope Array is going one step further, experimenting at the Black Rock FD station with an electron 7/42 light source (ELS), which shoots a vertical beam of 40 MeV electrons 100 m from a FD telescope, creating artificial air fluorescence in-situ [62] . The ELS aims to make an end-toend calibration of the FD -from energy deposits in the air to the detection of fluorescence light by the telescope [63] .
Since both experiments rely on fluorescence measurements to calibrate the SD energy scales, much effort has recently gone into laboratory measurements of the fluorescence efficiency, that fraction of the shower's ionisation energy deposit going into light production. After the pioneering work of Bunner, Kakimoto et al. and Nagano et al. [64] [65] [66] , new measurements include those of the AIRFLY [67] and FLASH [68] experiments. Results include precise measurements of the fluorescence efficiency and spectrum, and the pressure, temperature and humidity dependence of the light [67] . Auger, which uses the AIRFLY results, has been able to reduce the systematic uncertainty in shower energy associated with the fluorescence yield from 14% to 3.6% [69] . TA has used the Kakimoto et al. [65] fluorescence yield model, also used by HiRes, for the sake of consistency and continuity. It is now re-examining its energy scale using more contemporary measurements.
Air shower simulations are used in a variety of applications in both experiments, including the extraction of mass composition estimates from air shower development measurements. The CORSIKA three dimensional shower simulation program [70] is still the most widely used, with other code such as the longitudinal profile simulator CONEX [71] being used in certain applications. The continuing challenge is to improve the implementation of high energy hadronic interactions in the code. In the last decade important new constraints on these interactions have come from measurements at the Large Hadron Collider, spawning new hadronic models for CORSIKA and CONEX, including EPOS-LHC [72] , QGSJetII-04 [73] and Sibyll 2.3 [74] . Information is also moving in the other direction, with cosmic ray experiments like Auger and TA testing certain aspects of these predictions (see Section 2.8).
The energy spectrum of UHECR
The surface detectors of Auger and TA are the "work-horses" of the respective experiments, since they are operational 24 hours per day and contribute the majority of exposure to studies such as the energy spectrum. However, both experiments use their fluorescence detectors to determine the energy scale of their surface detectors, avoiding much of the uncertainty associated with the alternative, air shower simulations. Systematic uncertainties in the energy scale have been derived taking account of uncertainties in detector calibration and stability, atmospheric transmission, fluorescence yield, and reconstruction. For Auger this amounts to a total systematic uncertainty of 14% [69] , and for TA 21% [75] . Both quoted uncertainties are independent of energy.
The most recent energy spectra were presented in 2015 by Auger [76] and TA [38] . The Telescope Array presented a spectrum over 4.5 decades of energy from below 10 16 eV, combining results from the SD, the two Japanese FD sites (monocular reconstruction) and TALE ( Figure 3 ). At 10 20 eV the exposure is approximately 6200 km 2 sr yr for the SD and 650 km 2 sr yr for the FDs. A remarkable set of features is present in the combined spectrum, represented by a series of five power-law segments. The flux suppression at the highest energies, identified by TA as consistent with the GZK mechanism [18, 19] For the TA SD and BR/LR Mono, the systematic uncertainty is dominated by the energy scale, which is currently estimated 20% for TA. The uncertainty due to calculation of the exposure from Monte-Carlo is within 3%.
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The Telescope Array experiment is supported by the Japan Society for the Promotion of Science through Grants-in-Aid Figure 3 : The combined energy spectrum of cosmic-rays as measured by the Auger Observatory, fitted with a flux model (see text). Only statistical uncertainties are shown. The systematic uncertainty on the energy scale is 14%. The number of events is given above the points, which are positioned at the mean value of log 10 (E/eV). The upper limits correspond to the 84% C.L.
result of the best fit is shown in Fig. 3 and the corresponding parameters are presented in Table 2 , quoting both statistical and systematic uncertainties. The combined spectrum shows a flattening above the ankle, E ankle = 4.8⇥10 18 eV, up to the onset of the flux suppression. This suppression is clearly established with a significance of more than 20 s (the null hypothesis that the power law above the ankle continues beyond the suppression point can be rejected with such confidence). The spectral index in the region of the suppression is less certain due the low number of events and large systematic uncertainties.
A spectral observable in the GZK [15, 16] region that can be used to discriminate between different UHECR source-composition models is the energy E 1/2 at which the integral spectrum drops by a factor of two below what would be expected with no cutoff. The corresponding value derived from the Auger data, computed as the integral of the parameterisation given by eq. (3.1) with the parameters reported in Table 2 , is E 1/2 = (2.47 ± 0.01 +0.82 0.34 (sys))⇥10 19 eV. This result, for instance, differs at the level of 3.4 s from the value of ⇡ 5.3⇥10 19 eV predicted in [17] under the assumption that the sources of UHECRs are uniformly distributed over the universe and that they accelerate protons only. Note that, in reality, sources are discrete and in the GZK region the shape of the spectrum will be dominated by the distribution of sources around us (see [18] for example).
Declination-dependence of the energy spectrum
Given the location of the Auger Observatory at a latitude 35.2 , events arriving with q <60 cover a wide range of declinations from 90 to +25 , corresponding to a sky fraction of 71%, 14 Fig. 4 The Auger combined energy spectrum with data from the 750 m spaced SD, FD (hybrid) and the 1500 m SD array. The energy systematic uncertainty is 14%. Event numbers are shown, and a spectrum model is fitted [76] .
(5.2 × 10 18 eV), again consistent with proton interactions with the cosmic microwave background (CMB) [77] . At lower energies, TALE detects two other features, a second knee at 10 17.30±0.05 eV (2.0 × 10 17 eV), and a low energy ankle at 10 16.34±0.04 eV (2.2 × 10 16 eV). The systematic uncertainties of the TALE measurements are currently being evaluated.
The latest Auger spectrum [76] (Figure 4 ) is a combined measurement from the 1500 m spaced SD (zenith angle θ < 80 • ), the FDs operating in hybrid mode, and the 750 m spaced SD (θ < 55 • ). Two separate analyses were performed for the 1500 m SD array, for "vertical" (θ < 60 • ) and for "inclined" (60 • < θ < 80 • ) showers, with the latter events being muon dominated. The integrated exposures for the 1500 m vertical SD, inclined SD and 750 m SD are 42,500 km 2 sr yr, 10,900 km 2 sr yr and 150 km 2 sr yr, respectively. The energydependent exposure for the hybrid spectrum is 1500 km 2 sr yr at 10 19 eV. The combined spectrum extends from 10 17.5 eV to the highest energies, and shows the ankle feature at (4.82 ± 0.07 ± 0.8) × 10 18 eV (statistical and systematic uncertainties are quoted). The flux suppression is characterised by a smooth function with E s = (4.21 ± 0.17 ± 0.76) × 10 19 eV, with E s representing the energy at which the flux falls to one-half of the value of the power-law extrapolation.
When comparing the Auger and TA spectra, the following points have been made by a joint Auger/TA energy spectrum working group [78] :
• In the overlapping region of energy, the spectral slopes are consistent within uncertainties, and the energy of the "ankle" is consistent given the statistical and systematic uncertainties. A flux difference at energies from 10 17.5 − 10 19.3 eV of ∼ 20% could be the result of a shift in the energy scale within systematic uncertainties.
• On the other hand, the energy of the flux suppression at the highest energies, characterised by E 1/2 (a measure of the suppression energy favoured by TA [79] ) is inconsistent. The TA measurement is (6.0 ± 0.7(stat)) × 10 19 eV, compared with the Auger measurement of (2.47 ± 0.01(stat)
−0.34 (syst)) × 10 19 eV.
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• The agreement in the position of the ankle and the disagreement in the suppression energy might be explained by an energy-dependent systematic uncertainty in energy, or a real difference in the physics of cosmic rays in the northern and southern hemispheres. At the current time, no source of the former has been identified and, as mentioned above, both experiments quote an energy independent systematic. As an example, differences in the correction for invisible energy used by Auger and TA in the FD analyses (i.e. that energy carried by high energy muons and neutrinos that does not result in proportionate fluorescence light), and differences in fluorescence yield models, produce only a small shift in the energy scale of 5 − 10% which is essentially energy independent.
• The possibility that the UHECR sky is different in the northern and southern hemispheres has been studied by determining the energy spectrum as a function of declination. The Auger SD "vertical" (θ < 60 • ) spectrum covers a declination range from −90 • to +25 • , 71% of the total sky. Four energy spectra have been derived for independent declination bands [76] , which are then compared with the total Auger spectrum. A small, and statistically insignificant declination dependence in the flux is observed (< 5% below the suppression energy E s and < 13% above) within the declinations studied. The conclusion is that the Auger/TA spectrum difference in the suppression region cannot be explained in terms of a declination dependence, unless there is a significant change in the spectrum north of 25 • . The TA collaboration see a hint of such an effect when considering an SD energy spectrum extended to include zenith angles < 55 • , covering a range of declinations from −16 • to +90 • . The position of the suppression energy E 1/2 is approximately 3σ higher for declinations north of 26 • compared with those south of 26 • [80] . The question of a declination dependent spectrum is connected to the observations of anisotropies of the flux discussed below in Section 2.5.
Currently the source of the disagreement in the energy spectrum at the highest energies is an open question. Any declination-dependence of the spectrum appears weak, but more studies are on-going. In parallel, the Auger and TA groups are working together to understand differences in the analysis procedures, and how these might lead to an experimental explanation for the spectral differences.
The methods used by the collaborations for measuring the energy spectrum have many things in common, most importantly in the use of fluorescence measurements to set the energy scale. But there are significant differences in other areas, either necessitated by detector differences (scintillators vs. water-Cherenkov detectors), or because of the philosophy of the collaborations. A case in point is how each experiment accounts for the zenith angle-dependent attenuation of showers for SD measurements. The Auger collaboration has a philosophy of avoiding the use of air shower simulations, wherever possible, in deriving energy estimates. To account for shower attenuation, Auger uses the method of constant intensity cuts (CIC), a data-driven procedure which uses the fact that the intensity of cosmic rays above a certain energy threshold should be independent of the zenith angle of the showers [37] . The analysis converts Auger's SD energy estimator S(1000) (the WCD signal 1000 m from the shower core) to S 38 , the value of S(1000) the shower would have possessed if it had arrived at the median zenith angle of 38 • . While, in principle, the conversion from S(1000) to S 38 could be energy-dependent, no dependence has been detected.
In contrast, the TA analysis uses simulations of proton showers to account for shower attenuation in their analysis. Both methods are valid, but both have possible weaknesses, which can be explored in future studies under the joint working group structure created by the two collaborations [78] .
The astrophysical interpretation of the energy spectrum is, of course, coupled to other measurements made by the collaborations, in particular the mass composition. The TA collaboration finds that features of its spectrum can be satisfactorily explained by models of production and propagation of a pure protonic cosmic ray flux [81] . Here, the ankle is interpreted as a "dip" caused by pair production on the CMB and IR photons, and the suppression is due to the classic Greisen-Zatsepin-Kuzmin photopion production on the same photon fields. Propagation simulations for both a uniform distribution of proton sources, and a distribution which follows the local large scale structure of the Universe, are compared with the measured spectrum to fit the power-law index γ of the spectrum at the sources, a parameter m related to the source evolution with redshift, and a logarithmic shift of the experimental energy scale ∆ log E. Good fits were obtained for both source distributions. For the uniform distribution, the χ 2 /d.o.f. was 12.4/17 with γ = 2.21
+1.7 −1.4 , and ∆ log E = 0.03 ± 0.03 [81] . The assumption of the pure proton flux is consistent with TA's measurements of mass composition (see Section 2.6). The best value of energy shift (∼ 3%) is well within the systematic energy uncertainty of TA. The parameters γ and m apply only for sources with z < 0.7, since the contribution of protons arriving from sources beyond that redshift is negligible for E > 10 18.2 eV.
Such a mass composition is not favoured by Auger's measurements. In this case it is necessary to use source production and propagation modelling to fit both the energy spectrum, and the mass composition measured at Earth. This has been done by several authors, including the Auger collaboration [82] . The input to the simulation is a population of uniformly distributed sources accelerating protons, and nuclei of He, N and Fe, to a maximum rigidity with a power-law spectrum of index γ. The standard interactions of protons and nuclei with background photons are taken into account. The result of this simple model is a rather hard input spectrum (γ ∼ 1) with a rather low maximum rigidity of the source accelerators. While the authors point out the naivety of the model, the results are in real contrast to the protonic model favoured by the TA collaboration, and thus stress the importance of the mass composition assumptions when interpreting the energy spectrum.
Arrival direction studies
As described in Section 2.3, improvements in detector size, design and operations have led to major advances in sensitivity for anisotropy studies. In parallel, new Faraday rotation studies have improved our understanding of cosmic magnetic fields, particularly those within our Galaxy and its halo [83, 84] . While the new observatories have not uncovered the strong anisotropies that had been predicted by some, a number of interesting results have ruled out several scenarios for UHECR sources and propagation.
2.5.1. Broad-scale anisotropy searches. Broad-scale anisotropies are often searched for using a harmonic analysis in right ascension (RA), though increasingly more sophisticated multipole analyses are undertaken. Results are challenging to interpret, as they depend not 11/42 le components are not significant. The exposure-weighted average ed in angular windows of 45 radius in equatorial coordinates is energy bins considered. The maximum flux difference in the lower the highest energy bin, it reaches 21%. The event selection criteria above are somewhat looser than those of our previous analyses of cosmic-ray anisotropy ) to increase the observed cosmic-ray statistics. In our previous analyses, the largest signal counter is surrounded by four working counters that are its nearest neighbors to maintain the quality of the energy resolution and angular resolution. Only 52 events survived those tighter cuts. When the edge cut is abolished from the analysis (presented here) to keep more cosmic-ray events, 20 events with E > 57 EeV are recovered compared with the tighter cut analysis. A full Monte Carlo (MC) simulation, which includes detailed detector responses (Abu-Zayyad et al. 2013a), predicted a 13.2 event increase in the number of events. The chance probability of the data increment being 20 as compared to the MC prediction of 13.2 is estimated to be 5%, which is within the range of statistical fluctuations. The angular resolution of array boundary events deteriorates to 1.
• 7, compared to 1.
• 0 for the well contained events. The energy resolution of array boundary events also deteriorates to ∼20%, where that of the inner array events is ∼15%. These resolutions are still good enough to search for intermediate-scale cosmic-ray anisotropy. One final check is that when we calculate the cosmic-ray spectrum using the loose cuts analysis, the result is consistent with our published spectrum.
RESULTS
Figure 1(a) shows a sky map in equatorial coordinates of the 72 cosmic-ray events with energy E > 57 EeV observed by the TA SD array. A cluster of events appears in this map centered near right ascension ∼150
• , and declination ∼40
• , with a diameter of ∼30 • -40
• . In order to determine the characteristics of the cluster, and estimate the significance of this effect, we choose to apply elements of an analysis that was developed by the AGASA collaboration to search for largesize anisotropy (Hayashida et al. 1999a (Hayashida et al. , 1999b , namely to use oversampling with a 20
• radius. Being mindful that scanning the parameter space of the analysis causes a large increase in chance corrections, we have not varied this radius. The TA and HiRes collaborations used this method previously (Kawata et al. 2013; Ivanov et al. 2007 ) to test the AGASA intermediatescale anisotropy results with their data in the 10 18 eV range. The present letter reports on an extension of this method with application to the E > 57 EeV energy region.
In our analysis, at each point in the sky map, cosmicray events are summed over a 20
• radius circle as shown in Figure 1 (b). The centers of tested directions are on a 0.
• 1 × 0.
• 1 grid from 0
• to 360
• in right ascension (R.A.) and −10
• -90
• in declination (decl.). We found that the maximum of N on , the number of observed events in a circle of 20
• radius is 19 within the TA FoV. To estimate the number of background events under the signal in N on , we generated 100,000 events assuming an isotropic flux. We used a geometrical exposure g(θ ) = sin θ cos θ as a function of zenith angle (θ ) because the detection efficiency above 57 EeV is ∼100%. The zenith angle distribution deduced from the geometrical exposure is consistent with that found in a full MC simulation. The MC generated events are summed over each 20
• radius circle in the same manner as the data analysis, and the number of events in each circle is defined as N off . Figure 1 (c) shows the number of background events N bg = ηN off , where η = 72/100,000 is the normalization factor.
We calculated the statistical significance of the excess of events compared to the background events at each grid point of sky using the following equation (Li & Ma 1983): only on distribution of sources, but also on the distribution (including turbulence) of the galactic and extragalactic magnetic fields, and the magnetic rigidity of the cosmic rays.
One case study is the analysis by the Auger collaboration using both the 750 m and 1500 m SD arrays, covering energies from around 2 × 10 16 eV to the highest energies [85] . For most of the reported energy range, the amplitude of the first harmonic in RA is not significant, but the phase of the harmonic shows an interesting energy dependence, changing from roughly the Galactic Center direction at low energies to a direction almost 180 • away at the highest energies. Linsley pointed out many years ago that the phase information may have some validity even for anisotropy amplitudes that are not significant (see [86] ). Two energy bins have amplitudes approaching acceptable significance -the bin from 1 to 2 × 10 18 eV and, especially, the bin for energies above 8 × 10 18 eV ( Figure 5 ). The latter amplitude in RA of 4.4% has a chance probability of 6.4 × 10 −5 [87] . Expressed as a dipole amplitude and direction, the excess is 7.3 ± 1.5% (approaching 5σ) in a direction (RA, dec) = (95
This apparent transition of the phase of the anisotropy from the galactic center direction to the opposite direction coincides in energy with the ankle of the spectrum, an energy range often seen as the transition between galactic and extragalactic sources (e.g. [89] ). It is also an energy where both Auger and TA find that protons seem to dominate the flux (see Section 2.6). The dominance of protons of galactic origin around 10 18 eV is excluded by the low limits on the amplitude of the anisotropy as measured by both Auger and TA [90, 91] with TA concluding that less than 1.3% (95% CL) of cosmic rays with energies between 10 18 and 3 × 10 18 eV are galactic protons (given certain assumptions about the galactic and halo magnetic fields, and assuming an isotropic extragalactic flux). If, in this region, an extragalactic flux is taking over from a galactic origin, the low level of anisotropy could be explained by the flux being the sum of two fluxes with first-harmonic phases almost 180 • apart.
The Auger and TA collaborations have combined data to examine broad-scale anisotropies above 10 19 eV with a full-sky coverage [92, 93] . Only in such a full sky analysis can a true dipole moment be measured unambiguously, and higher moments searched for confidently.
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With the current statistics, a dipole moment of amplitude 6.5 ± 1.9% is seen with a chance probability of 0.5% and a direction consistent with the Auger-only result above 8 × 10 18 eV described above. Future joint analyses are awaited with interest.
2.5.2. Small and medium-scale anisotropy searches. At the highest energies, source distances are likely to be closer than 100 Mpc because of energy loss interactions of cosmic rays (of all masses) on various photon fields (e.g. [94] ). Then, if magnetic deflections are not too extreme, the arrival direction distribution will mirror the distribution of sources in the local Universe. Both collaborations have searched for event clustering, and for cross-correlations with various astronomical catalogs over a range of angular scales and above a number of energy thresholds.
The most recent Auger data-set (including inclined events out to a zenith angle of 80 • ) has been used for searches with energy thresholds between 4 × 10 19 eV and 8 × 10 19 eV [95] . Self clustering, and clustering around the galactic plane, the galactic center and the supergalactic plane have been tested. In addition, cross correlation analyses have been performed with catalogs of extragalactic objects. No significant anisotropies were found. Of the studies done, the two with the smallest post-trial probabilities (both 1.4% as it happens) were a correlation of cosmic ray arrival directions (E > 5.8 × 10 19 eV) with directions of active galaxies in the Swift-BAT X-ray catalog closer than 130 Mpc and with luminosities greater than 10 44 erg/s, using a 18 • search radius; and a clustering of cosmic rays above the same energy threshold within a 15 • radius of our closest active galaxy, Centaurus A.
The TA collaboration have done similar searches [96, 97] with similar null results. However, an excess on a medium angular scale of 20 • radius has been detected above 5.7 × 10 19 eV in the direction (RA, dec) = (146.7 • , 43.2 • ). With five years of TA data, the "hotspot" contained 19 events when the background expectation was 4.49 [88] . After accounting for trials, including the choice of angular scale, the significance of the excess is 3.4σ ( Figure 6 ). There is no obvious source or galaxy cluster in this direction, though the excess may be associated with large scale structure, its center being 19 • away from the supergalactic plane. An update of the result with an additional two years of exposure showed a total of 24 events when the background expectation was 6.88 [98] . This represents a 3.4σ post-trial significance, no change since the original result. The future evolution of this analysis will be followed with interest.
The lack of strong statistical evidence for small-scale anisotropies at the highest energies starts to put constraints on the source characteristics, but those constraints are tightly coupled to the mass (charge) of the particles and the magnetic fields. If the UHECR were proton dominated, and if extragalactic magnetic fields are generally at the nano-gauss scale, we would need to conclude that there was a high source density within the 100 Mpc horizon (e.g. [99] ). On the other hand, if most of the UHECR have medium to high charge, the lack of strong anisotropy could be blamed on magnetic deflections. This emphasises the importance of the next topic in our discussion.
Interpretations of mass composition from air shower measurements
Unfortunately our access to information on the mass of UHECR is rather indirect, through observations of the extensive air showers they initiate. We must rely on models of hadronic interactions at extreme energies to interpret these observations in terms of the mass of the 13/42 cosmic ray. As described in Section 2.3, hadronic models have improved in recent years with the availability of measurements from the LHC at centre of mass energies of up to 13 TeV. However, given that this corresponds to a fixed target energy of around 10 17 eV, laboratory measurements still fall short of the energies involved in UHECR interactions.
With this large caveat in mind, we can attempt to transform measurements of air shower development into estimates of primary mass.
2.6.1. Fluorescence detector measurements of shower depth of maximum. For many years the depth of shower maximum X max has been the prime measurement for this purpose, first in Cherenkov light experiments around the knee of the energy spectrum in the 1970s, and more recently in fluorescence detector measurements at the highest energies. X max is the slant depth in the atmosphere (in g/cm 2 ) at which the air shower reaches its maximum size (number of particles) or, near equivalently, at which the shower reaches the maximum of its energy deposit, dE/dX. From simple arguments it can be shown that the depth of maximum increases with the logarithm of the primary energy for a fixed primary mass, and with the logarithm of the primary mass number, A, at fixed energy (e.g. [100] ).
Unprecedented resolution in X max is now possible with the fluorescence technique, particularly due to reliable reconstruction of the shower axis with the hybrid or stereo techniques, and partly due to finer pixelisation and digitisation in FD cameras. Statistical resolution can be better than 20 g/cm 2 above 10 19 eV [27, 101] , with measurement systematics below 10 g/cm 2 for Auger [27] and somewhat higher for TA [25] . Now it is possible to confidently quote not only mean values of X max as a function of energy, but also the width (RMS or σ) of the distribution in some energy range.
In the interpretation of X max measurements, one needs to be aware of any biases imposed by the detection or reconstruction processes. A simple example of detection bias would be a bias against the detection of showers with very deep X max (say 900 g/cm 2 ), since vertical showers of this type would have their maxima very close to, or below, ground level. The Auger and TA collaborations have approached the detection bias issue in quite different ways, both valid. The Auger approach [27] is to apply strict cuts on the axis geometry of air showers to avoid bias in the detection of both shallow and deep showers. Despite the cost of lower statistics, this allows evaluation of the energy dependence of the "true" (free of detector bias) X max distributions, which can then be compared with theoretical predictions for various mass groups. When computing the RMS of the X max distributions, the experimental resolution is subtracted in quadrature, and care is taken (with more than one method) to account for possible undersampling of the tails of the distributions [27] .
The alternate philosophy, practised by TA [102] and inherited from the Fly's Eye and HiRes approaches, is to only apply cuts based on data quality, not potential bias. The theoretical expectation for a particular mass group is then derived using simulations of the detection and reconstruction processes, so that any biases and resolution effects are also present in the expectation. This procedure maximises the event statistics for analysis. However, the results are not easily comparable with measurements from other detectors.
The Auger collaboration has presented results on both the mean and RMS of X max ( X max and σ(X max )) from 10 17 to 10 19.6 eV [103] , as shown in Figure 7 . The reduction in the lower energy limit below the previous value of 10 17.8 eV [27] is due to the inclusion of data from 14/42 Figure 4: The mean (left) and standard deviation (right) of measured X max distributions of the two independent datasets: HeCo (blue circles) and the standard FD (red squares). 
Results and Interpretation
In Figure 4 the X max moments estimated using HeCo and the standard FD datasets are compared. While hX max i differs by ⇠ 7 g cm 2 between datasets (within the uncorrelated systematics of the two analyses), the second moments s (X max ) are found to be in a good agreement. For the combination of the datasets the HeCO hX max i is shifted by +7 g cm 2 and the resulting hX max i and s (X max ) are shown in Figure 5 . Auger results on the mean X max (left) and its RMS (right), compared with expectations for protons and iron using the EPOS-LHC, QGSJetII-04 and Sibyll 2.1 hadronic models. Statistical and systematic error bars are indicated [103] .
the HEAT FD enhancement (see Section 2.2.1). The number of events in the latest analysis is 23872, including 7142 events above 10 18.2 eV. The results can be summarised as follows,
• The rate of change of X max per decade of energy (known as the elongation rate) is not consistent at any energy with that expected of an unchanging mass composition, namely about 60 g/cm 2 per decade. Below 10 18.3 eV the elongation rate is 85 g/cm 2 per decade, while above that energy it becomes much flatter at approximately 26 g/cm 2 per decade. This is interpreted as the average mass of cosmic rays decreasing with energy up to the break-point, and then increasing again up to the highest energies. (The lower energy elongation rate is compatible with the measurement by the HiRes/MIA experiments in the same energy range [23] ).
• The behaviour of σ(X max ) is broadly consistent with the behaviour of the mean value.
Up to 10 18.3 eV the spread of X max is roughly constant (plausible even if the mean mass is decreasing, since a significant proton component appears to remain throughout this energy range), after which the spread appears to decrease with energy.
• Using two post-LHC hadronic models, EPOS-LHC and QGSJetII-04, the experimental data are expressed in terms of ln A and σ 2 (ln A), where A is the mass number of a cosmic ray nucleus [27] . With both models the mean value of A is similar at the lowest energies and at the highest energies explored, while reducing to a minimum at around 10 18.3 eV. The EPOS-LHC model interprets the data with slightly heavier mean A at all energies, compared with QGSJetII-04. At the higher energies σ 2 (ln A) approaches zero for the EPOS-LHC model (implying a single type of nucleus) and becomes unphysically negative for the QGSJetII-04 model. • X max distributions for energy bins from 10 17.8 eV to the highest energies have been fitted with model expectations for mixtures of protons with nuclei of helium, nitrogen and iron [30] . Means favor a light composition. Fig. 8 Telescope Array observed mean X max results from seven years of hybrid data from the BR/LR fluorescence detectors (preliminary data). Data are compared with the expectations for protons and iron from the QGSJetII-03 and QGSJetII-04 hadronic models. A systematic uncertainty of 20 g/cm 2 is indicated by the shaded region [101] .
at any energy. However, the intermediate masses concluded to be present at any energy have a strong model dependence.
Despite the interpretational problems associated with hadronic physics models, the Auger results show a clear structure in the evolution with energy of both X max and σ(X max ). The data do not appear consistent with a mass composition unchanging with energy.
In the past three years the TA collaboration have discussed results of three X max analyses, all using the previously discussed philosophy of maximising statistics by applying only data quality cuts. Detection biases are accounted for by comparing real data with simulations having the same biases. Those analyses are a hybrid study of data from the Middle Drum (MD) FD detector using five years [25] and seven years [101] of exposure; a study of data from all three FDs using "stereo" geometrical reconstruction [104] ; and a recent study of hybrid-reconstructed showers viewed by the Black Rock Mesa and Long Ridge (BR/LR) fluorescence detectors over seven years [101] . We summarise the conclusions of those studies here,
• The MD hybrid study published in early 2015 [25] detailed the analysis of showers with energies above 10 18.2 eV viewed by the refurbished HiRes FD detector over five years. Using improved profile reconstruction cuts (based on a pattern recognition approach), X max resolution better than 25 g/cm 2 was achieved, with a systematic uncertainty in X max of better than 18 g/cm 2 . Data were compared with expectations of the QGSJetII-03 hadronic model, both in terms of the mean X max as a function of energy, and by comparing the shapes of the X max distributions in a number of energy bins. The overall conclusion was that, taking into account systematic uncertainties, the mean behaviour and the distributions are consistent with the expectations for a light, mainly protonic composition. An additional two years of hybrid MD data were included in an analysis presented in 2016 [101] with no change in conclusions.
• An alternative to "hybrid" geometrical reconstruction of FD events using information from the SD is to use the stereo technique combining views of the shower from at least two FD sites. An X max analysis of stereo data from all three FD sites over seven years 16/42 was published in 2015 [104] , with an energy threshold of 10 18.4 eV. The X max resolution and systematic uncertainty were similar to the MD hybrid analysis above. Comparisons were made with 5 hadronic interaction models, including two making use of recent LHC input. The trend is for more recent hadronic models to predict deeper developing air showers. Based on the behaviour of the mean X max as a function of energy, and on the shape of the X max distribution for all energies, the authors conclude that no iron is required at any energy, and that the data are consistent with protons from the early QGSJet-01c model. While pure protons from post-LHC models are disfavoured, a light composition remains consistent with the data within the systematic uncertainties.
• Finally, a new analysis of seven years of hybrid data from the BR/LR FD stations has been presented at the UHECR 2016 conference [101] . This data set is the largest with 2597 events above 10 18.2 eV, compared with 1346 events from the stereo analysis (E > 10 18.4 eV) and 623 from the MD hybrid analysis. With the aid of the FADC digitisation of the signals in these FD sites, the X max resolution is improved to better than 20 g/cm 2 , though the systematic uncertainty is now conservatively quoted as 20.3 g/cm 2 . The data are compared with expectations from the QGSJetII-03 and QGSJetII-04 models, see Figure 8 . One conclusion is that, within the systematic uncertainty, the mean X max versus energy is consistent with that expected for a "light" composition. In addition, the shapes of the X max distributions in five energy bins are consistent with the protonic expectations, and inconsistent with those of iron.
A joint group of collaborators from both Auger and TA have been working to understand the differences in X max results from HiRes, TA and Auger [105] [106] [107] . A particular question is, are the differences related to experimental factors, or due to the interpretation via hadronic models? As we have discussed, the comparisons are complicated by the different philosophies of the experiments, with Auger applying cuts designed to remove detection bias. In their latest report [107] , the group has asked the following question: are the measurements of X max made by Auger (both the mean values and the distributions) consistent with the measurements of TA? This is a question quite separate from any particular hadronic model and mass interpretation, though such models must be used to "translate" Auger measurements into TA expectations. The Auger fractions of protons and nuclei of He, N and Fe in energy bins above 10 18.2 eV were taken from [30] under the assumption of the QGSJetII-04 model. Those mixtures were then processed through the TA detector simulation and reconstruction to give the X max distributions expected in each energy bin at TA for the Auger "mix", taking into account any detection bias. In particular, the comparison was done for the seven-year, higher-statistics BR/LR hybrid data set described above. The conclusions are that the Auger mix produces a mean X max as a function of energy that is consistent with the TA measurements within the current systematic uncertainty of 20 g/cm 2 ; and that there is also qualitative agreement between the shapes of the Auger mix distributions of X max and TA distributions in several energy bins below 10 19 eV where TA has sufficient statistics. Above 10 19 eV the TA data still suffer from insufficient statistics to come to more definite conclusions about the distribution widths. This important study removes much of the doubt about the consistency of Auger and TA results, and shows the importance of continuing dialog between the two experiments.
17/42 2.6.2. Other mass-related measurements. Surface detector arrays are sensitive to variations in shower development (and hence mass) through measurements of parameters such as the pulse rise-time in a detector, the radius of curvature of the shower front and the lateral distribution function (e.g. see historical examples in [3] ). Those arrays with particular sensitivity to muons can also attempt to tackle the mass issue through measuring the muon content of air showers, as will be discussed in Section 2.8.
Recently the Auger Observatory, in particular, has explored air shower development with several SD methods, and we briefly mention two here. While the resolution in inferred massrelated parameters such as X max is typically poorer than the equivalent FD measurement, the SD has the advantage of a 100% duty cycle.
The rise-time of a signal in a water-Cherenkov detector, defined as the time taken for the signal to increase from 10% to 50% of the total integrated value, is related to the coredistance of the WCD and the zenith angle of the air shower. It also displays azimuthal asymmetry with respect to the azimuth of the shower axis, which can be exploited to study shower development [108] . The conclusion of the study is that above 10 18.5 eV there appears to be an increase in the mean mass of cosmic rays, but that the detail of the mass increase depends on the hadronic model assumed, and the core radius range used in the analysis. The latter dependence implies a deficiency in both of the (post-LHC) hadronic models used.
Similar interpretational issues occur with Auger's measurements of the muon production depth, MPD, using inclined energetic showers above 10 19.3 eV [109, 110] . In such showers, the electromagnetic component of the shower is essentially absent at ground level, and the digitised signals from the WCDs can be analysed to give the longitudinal profile of the production depths of muons, and the depth of the maximum of that profile, X µ max . While not the same as the depth of maximum of the overall shower X max (dominated by the electromagnetic component), X µ max also has sensitivity to mass. The measurements show that the mean X µ max is effectively flat with energy above 10 19.3 eV, implying a mass increasing with energy. The mean mass implied by the QGSJetII-04 model is heavy, but that implied by the EPOS-LHC model is unphysically heavier than iron. Again, this is an indication that the current hadronic models are not describing the measurements well.
Finally, there is one Auger measurement, this time at energies just above the spectral ankle (10 18.5 − 10 19 eV), where it is claimed that its main conclusion is insensitive to details of hadronic models [111] . Here, hybrid data are used to produce a scatter plot of X max vs S(1000), and a correlation coefficient is determined. (The energy and zenith angle dependence of the variables is removed before plotting). The value of the correlation coefficient is found to be inconsistent with any pure composition of any mass, with the conclusion the same for all three post-LHC hadronic models tested. This result disfavours, for example, a pure protonic cosmic ray flux around the spectral ankle, that proposed by the so-called "dip" model of this feature [77] .
Photons and neutrinos
Apart from attempting to characterise the nuclei within the cosmic ray flux, there is great interest in searching for photon and neutrino candidates within the events detected by the experiments. Photons and neutrinos will be produced at some level in the sources due to interactions of hadronic cosmic rays with ambient gas and photon fields. They will also 18/42 [23] ), for Telescope Array (TA) [58] , AGASA (A) [59] , Yakutsk (Y) [60] and Haverah Park (HP) [61] are shown for comparison. None of them includes systematic uncertainties. The shaded regions and the lines give the predictions for the GZK photon flux [13, 15] and for top-down models (TD, Z-Burst, SHDM I [62] and SHDM II [25] ).
with ✏ being the overall efficiency for photons as a function of energy (E ), time (t), zenith angle (✓), azimuth ( ) and position (x,y) of the impact point at ground. c E is a normalization coefficient:
⌦ is the solid angle and the area S encloses the array and corresponds to the generation area used for the simulations. The hybrid exposure after photon selection criteria is shown in Fig. 5 (left) . The robustness of the results is tested against several sources of systematic uncertainties. Some of them (see table 3) are related to the detector knowledge and the data reconstruction.
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A contribution of ±6.4% applies to the exposure (gray band in Fig. 5 ) and is obtained as a quadrature sum of the 4% uncertainty on the ontime [30] and the 5% uncertainties in the FD trigger efficiency after the fiducial distance cut (section 4). The other terms are due to the uncertainties on the energy scale, X max and S b . Since these variables are used in the multi-variate analysis, the impact of their systematic uncertainties on the upper limits 535 is evaluated through altering the data by ±1 syst and applying the BDT to the new data set. Each variable is considered separately even if a correlation is expected between the -10 - Fig. 9 Diffuse photon integral flux upper limits (95% CL) from Auger (black and blue points) [115] and TA (green points) [116] . For references to the other measurements and the model predictions see [115] .
case) and expected background events (conservatively assumed to be 0), as well as on the confidence level required (90% C.L. in the following). Using a semiBayesian extension [22] of the Feldman-Cousins approach [23] to include the uncertainties in the exposure we obtain 3 N up ¼ 2.39. The single-flavor 90% C.L. limit is
The limit applies in the energy interval ∼1.0 × 10 17 eV-2.5 × 10 19 eV where the cumulative number of events as a function of neutrino energy increases from 5% to 95% of the total number, i.e. where ∼90% of the total event rate is expected. It is important to remark that this is the most stringent limit obtained so far with Auger data, and it represents a single limit combining the three channels where we have searched for UHE neutrinos. The limit to the flux normalization in Eq. (3) is obtained integrating the denominator of Eq. (2) in the whole energy range where Auger is sensitive to UHE neutrinos. This is shown in Fig. 4 , along with the 90% C.L. limits from other experiments as well as several models of neutrino flux production (see caption for references). The denominator of Eq. (2) can also be integrated in bins of energy, and a limit on k can also be obtained in each energy bin [30] . This is displayed in Fig. 5 where the energy bins have a width of 0.5 in log 10 E ν , and where we also show the whole energy range where there is sensitivity to neutrinos. The limit as displayed in Fig. 5 allows us to show at which energies the sensitivity of the SD of the Pierre Auger Observatory peaks. The search period corresponds to an equivalent of 6.4 years of a complete Auger SD array working continuously. The inclusion of the data from 1 June 2010 until 20 June 2013 in the search represents an increase of a factor ∼1.8 in total time quantified in terms of equivalent full Auger years with respect to previous searches [18, 19] . Further improvements in the limit come from the combination of the three Waxman-Bahcall '01 [13] [eV] (2) and (3), from the Pierre Auger Observatory. We also show the corresponding limits from ANITAII [31] and IceCube [32] experiments, along with expected fluxes for several cosmogenic neutrino models that assume pure protons as primaries [33, 34] as well as the Waxman-Bahcall bound [13] . All limits and fluxes converted to single flavor. We used N up ¼ 2.39 in Eq. (2) to obtain the limit (see text for details). Bottom panel: Same as top panel, but showing several cosmogenic neutrino models that assume heavier nuclei as primaries, either pure iron [33] or mixed primary compositions [9] . Waxman-Bahcall '01 [13] [eV] ν E FIG. 5 (color online). Upper limit to the normalization of the diffuse flux of UHE neutrinos (at 90% C.L. and in bins of width 0.5 in log 10 E ν -see text for details) from the Pierre Auger Observatory (straight steps). We also show the corresponding limits from ANITAII [31] (dot-dashed line) and IceCube [32] (dashed line) experiments (with appropriate normalizations to take into account the energy bin width, and to convert to single flavor), along with expected fluxes for several cosmogenic neutrino models [9, 33, 34] as well as the Waxman-Bahcall bound [13] (all converted to single flavor). 3 To calculate N up we use POLE þþ [22] . The signal efficiency uncertainty is ∼0.19 with an asymmetric band (see Table II ). This yields a value of N up ¼ 2.39 slightly smaller than the nominal 2.44 of the Feldman-Cousins approach.
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092008-11 Fig. 10 The Auger single-flavour limits to the UHE neutrino flux (90% CL) in halfdecade bins, with the equivalent limits from IceCube and ANITA. For references to these other measurements, and the cosmogenic models shown, see [117] .
be produced through photo-pion production when the highest energy protons interact with photons of the cosmic microwave background (often called "GZK" or cosmogenic photons and neutrinos) [112, 113] , and several exotic models of "top-down" cosmic ray production (e.g. from super-heavy dark matter) predict significant photon fluxes (e.g. [114] ). Thus measurements, or limits, on the flux of UHE photons and neutrinos are important.
2.7.1. Recent photon limits. Both TA and Auger have produced updates to their photon limits in the past two years. For TA, the discrimination between hadronic and photon initiated air showers is done using a multivariate analysis of TA SD data using machine learning techniques [116, 118] . Among the variables tested are a shower front curvature parameter, and the signals in the top and bottom layers of the SD scintillators, the latter seeking to exploit the deficit of muons in photon initiated showers. No photon candidates were observed with θ < 60 • , and 95% CL upper limits on the integral flux were derived: 0.032, 0.0047, 0.0021 and 0.0011 km −2 sr −1 yr −1 above 3, 10, 30 and 100 ×10 18 eV respectively. The Auger collaboration searches for photons using two techniques. At lower energies hybrid data are used, and a multivariate analysis of variables including X max and a measure of the SD lateral distribution function (LDF) is the basis of the photon discrimination [115] . Using 9 years of hybrid data, three photon candidates have been identified near 10 18 eV, a number consistent with the expected mis-classification of hadronic showers. Thus, upper limits on the integral photon flux are calculated for five lower energy thresholds of 1,2,3,5 and 10×10 18 eV, namely 0.027, 0.009, 0.008, 0.008, and 0.007 km −2 sr −1 yr −1 (95% CL). This puts the photon fraction of the flux at less than 0.1% in the first bin and less than 2.7% in the last.
In the decade of energy above 10 19 eV, SD data alone were used in the Auger study [119] . There, discriminating shower parameters are related to the signal LDF, and the rise-times of the WCD signals -photon showers have steeper LDFs and longer rise-times than hadronic 19/42 initiated showers. With 8.5 years of data, five photon candidates are observed (consistent with expectations for hadronic mis-classification), and upper limits on the photon integral flux are (1.9, 1.0, 0.49) × 10 −3 km −2 sr −1 yr −1 (95% CL) above thresholds of 1, 2 and 4 × 10 19 eV.
These limits are summarised in Figure 9 . Note that while the Auger results are stronger because of the larger exposure, the TA experiment explores a different hemisphere, relevant in the case of point sources. The figure shows expectations for models of top-down production of UHECR, now disfavoured at almost all energies, as are two models of cosmogenic photons which assume a pure proton UHECR flux. The experimental limits are encroaching on the cosmogenic model with optimistic selections of the source spectral index and maximum energy. The other model expectation, assuming a proton source spectral index of γ = 2 and a maximum energy of 10 21 eV, is 4 times lower than the integral limit at 10 19 eV. Sensitivity to this model may be reached by the current experiments in the next decade. The basis of Auger's neutrino search is to identify "young" showers at large zenith angles (or indeed, upward-going) in the SD dataset. A young shower at ground level is one with both electromagnetic and muonic components intact. The electromagnetic component of a large zenith angle shower initiated by a hadron will be absorbed by the atmosphere before hitting the ground, so "normal" inclined events are characterised by SD station signals with fast risetimes and short durations. Auger's latest limits have combined results from three searches to give its most sensitive single-flavour limits to date [117] . The searches include one for earthskimming showers (sensitive to ν τ ), and two searches in two zenith angle bands (θ ∈ (60 • , 75 • ) and θ ∈ (75 • , 90 • )) sensitive to all three flavours. No candidates were identified, and the limits are shown in Figure 10 . These limits are now having some astrophysical significance, with some models of neutrino production in sources, and exotic production mechanisms, being ruled out. In particular, cosmogenic neutrino production models that assume pure proton fluxes at high-redshift sources and strong source evolution (like FR-II galaxies) are highly disfavoured by the Auger analysis [117] . Similarly, the recent IceCube analysis excludes with 90% CL proton sources evolving strongly with the evolution parameter m > 5 and with redshifts z up to 1.4 [120] .
In other neutrino-related studies, the Auger, TA and IceCube experiments have reported a negative finding on a search for coincident arrival directions of IceCube neutrinos and Auger and TA UHECR [121] . The Auger Observatory has also searched for neutrino events associated with the first two LIGO gravitational wave observations [122] .
Interaction cross-sections and tests of hadronic physics
As we have seen, modern cosmic ray observatories rely on models of hadronic interactions to interpret shower development measurements in terms of the primary cosmic ray mass. Thankfully, the near-calorimetric fluorescence technique has meant that energy assignments have very little dependence on these models.
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Despite the very indirect nature of our observations of cosmic ray interactions, modern observatories can contribute knowledge to the nature of hadronic physics at energies well above those probed by the LHC. Two example areas are measurements of interaction crosssections, and the identification of model deficiencies in predicting ground signals.
2.8.1. The Proton-Air Inelastic Cross Section at Ultra-high Energies. The first measurements of σ inel p−air using cosmic rays at extreme energies were made by the Akeno [123] and Fly's Eye [124, 125] experiments, followed later by HiRes [126] . While Akeno showed that this measurement was possible using a surface array (characterising shower development using electromagnetic and muon content at ground level), the Fly's Eye and subsequent experiments have used FD observations of X max . The exponential tail of a histogram of X max measurements is fitted with a function exp(−X max /Λ) to yield the scale of the exponential Λ. Provided the showers contributing to the tail are initiated by protons, Λ can be converted to σ inel p−air with a relatively small sensitivity to hadronic interaction models. For comparisons to accelerator data, the inelastic proton-air cross-section may be converted to the inelastic and total proton-proton cross-sections using Glauber theory (see e.g. [127] ).
The Auger collaboration measurements were published in 2012 [127] and updated with increased statistics in 2015 [128] . The energy range of interest is around 10 18 eV where the mass composition appears proton-rich. In the latest analysis, two energy bins are used, The recent Telescope Array analysis is of showers observed by the Middle Drum FD detector in hybrid mode [129] . Air showers over the energy range from 10 18.3 − 10 19.3 eV are used, corresponding to an average centre-of-mass energy of 95 TeV. Showers in the tail of the X max distribution beyond 790 g/cm 2 are assumed to be protons. Assuming a 25% contamination of helium in the tail, the σ inel p−air is determined to be [567.0 ± 70.5(stat) +29 −25 (syst)] mb. The results from both experiments have been converted to proton-proton cross-sections to rule out the more extreme extrapolations of accelerator data [127, 129] .
Characterisation of Deficiencies in Hadronic Models.
Both the Auger and Telescope Array experiments have detected likely deficiencies in the hadronic interaction models employed in air shower simulations. That there are deficiencies is unsurprising, given that these models are extrapolations of direct accelerator measurements, but it is encouraging that some of the more recent models, based on LHC data, are less discrepant with respect to the cosmic ray measurements (see below).
An example from the TA experiment relates to the SD energy estimator S(800). It has been related to primary energy using simulations of proton showers (a preference based on HiRes and TA interpretations of mass composition) and the QGSJetII-03 hadronic model [130] . The SD energy (E SD ) at a given zenith angle is determined as the (simulation) energy that reproduces the measured S(800) at the same zenith angle. For hybrid events, the ratio 21/42 E SD /E F D is found to be 1.27, where E F D , the FD energy, is obtained calorimetrically and is essentially free of hadronic physics uncertainties. The ratio has no significant dependence on energy or zenith angle for E > 10 18.5 eV and θ < 45 • . The lateral distribution and other experimentally measured variables are well reproduced by the energy-rescaled shower simulation (proton, QGSJetII-03). The required rescaling points to a deficiency in the simulations that predicts fewer charged particles (electrons and/or muons) hitting the SD, although a further quantitative analysis studying the dependence on hadronic model, assumed mass composition and zenith angle is necessary. The uncertainty of the ratio E SD /E F D is currently dominated by the FD energy uncertainty, which is 21% for TA, and its improvement will help to pin down the nature and the level of the deficiency.
The Auger collaboration has studied the muon content of inclined (zenith angle 62 • − 80 • ) air showers above 4 × 10 18 eV [131] . At these angles the electromagnetic component of the showers is absorbed by the atmosphere, and the WCD signal is essentially due to muons. Using hybrid showers, the energy is known from the FD (to within its systematic uncertainty of 14%) and the muon content measured by the SD can be compared with expectations from simulations (using two pre-LHC and two post-LHC hadronic models) of proton, iron and mixed compositions. The mixed composition is that implied (for each hadronic model) from Auger FD measurements at these energies. A relative integrated muon number R µ , designed to remove the energy and zenith-angle dependence of the measurement, is used to compare real measurements with simulations. It is found that the simulations underestimate the muon measurements by (30 +17 −20 (sys.))% to (80 +17 −20 (sys.))% for the assumed mixed composition at 10 19 eV, over the range of models tested. The models with smallest discrepancy are the post-LHC QGSJetII-04 and EPOS-LHC models. The quoted systematic uncertainties arise primarily from the experimental measurement, a significant part of which is due to the 14% systematic uncertainty in FD energy. In this study, the energy systematic is necessarily transferred to a systematic in muon number.
This mixing of systematics is largely avoided in another Auger study, this time with more vertical (0 • − 60 • ) hybrid showers with energies between 6 × 10 18 and 1.6 × 10 19 eV [132] . Simulated showers were generated using the EPOS-LHC and QGSJetII-04 hadronic models for pure protons, and for mass mixtures consistent with the Auger measurement for each model. Then for every one of the 411 real showers, the simulation library for a given model and mass option was searched for the best match to the real longitudinal profile as measured by the FD. The lateral distribution function of that simulated shower was then compared with that measured by the SD. On average, the simulations underestimated the signal S(1000) for both models and both compositions, and the deficit was not constant with zenith angle. It is this zenith angle dependence that reduces the degeneracy between a systematic shift in energy or muon content, since the FD is sensitive mainly to the electromagnetic component, and the SD is sensitive to both EM and muonic components, the mixture of which changes with zenith angle. The analysis results in rescale factors R had for the muon content and R E for the energy scale, for each model/composition combination. The data and the simulation can be brought into agreement with the application of R had and/or R E to the simulation. The results are that, for the mass mixture, the energy rescale factor was consistent with unity for both hadronic models: R E = 1.00 ± 0.10 for EPOS-LHC and 22/42 R E = 1.00 ± 0.14 for QGSJetII-04, where the error is the statistical and systematic uncertainties added in quadrature. However, the magnitude of the rescale factors necessary for the simulated muon numbers to match the experiment were R had = 1.33 ± 0.16 for EPOS-LHC and R had = 1.61 ± 0.21 for QGSJetII-04, both improvements in the significance of the model discrepancies compared with the inclined air shower study discussed above. Obviously, the hadronic rescale factors required for a pure-proton composition were even larger.
Recent preliminary results from the TA collaboration indicate that the muon content of EAS at distances between 2 and 4 km from the core of the shower is substantially larger by factors of two to three (at the 3 σ level) than predictions from any of the current hadronic models for both proton and iron primaries. The improved sensitivity to muons is provided by making very selective cuts that maximise the absorption of electrons by the atmosphere. Results indicate that the discrepancy increases with core distance, which may imply problems with our understanding of the early part of EAS development, since the muons at large core distances would originate there [133] .
These examples show that there is sensitivity for testing hadronic models with the current observatories, taking advantage of hybrid measurements of air showers with surface and fluorescence detectors. We can expect even better sensitivity in the future using surface detectors that can separately measure muon and electromagnetic shower components, for example with the upgraded Auger Observatory [47] .
3. Challenges 3.1. Composition 3.1.1. Using the X max measurement. Linsley [134] first proposed a simple way to look for changes in the cosmic ray composition as a function of energy. This involves the so-called "elongation rate" or mean X max as a function of energy. In a simple superposition model, a pure single component composition will have X max depend logarithmically on E with a constant change per decade (the elongation rate). A change in the composition would create an energy dependent change in this rate. A change from a light to heavier composition would produce a decrease in the rate of change of mean X max with energy (a flatter or even negative elongation rate) for example. As long as there are no rapid changes in hadronic interaction physics, this is true in a model independent way. However, the elongation rate does not tell us what the composition actually is. For this, hadronic models must be used to simulate air showers, the response of the fluorescence detector must be folded in or dealt with using cuts, and the resultant absolute position of X max compared with data at a number of energies.
There are a number of problems with this approach. Firstly, the absolute predicted value of X max is hadronic model dependent, with variations of 10-20 g/cm 2 between extreme models at any given energy. Then, the actual X max distribution is asymmetric and if there is a significant protonic component it will have a long tail extending to deep X max . Heavier nuclei will have less pronounced tails. The mean value, X max , is sensitive to these tails which can be affected by detector systematics. This is one possible source of bias that can produce a systematic difference between simulations and data. Studies indicate that all the various effects can produce a net residual systematic in the mean X max as large as 10-20 g/cm 2 for the TA experiment [25] , and up to 10 g/cm 2 for the Auger experiment [27] . Unless care is taken, undersampling due to low statistics may also shift X max . The second moment of the distribution, the RMS, is sensitive to both the tails and the width of the distribution 23/42 and hence carries additional information. The RMS is less hadronic model dependent since the distribution width mostly depends on superposition. A change of RMS from 60 g/cm 2 (characteristic of proton showers for essentially all hadronic models) to 30 g/cm 2 as a function of energy is observed by the Auger collaboration [27] in the energy range above 10 18 eV and it can be considered evidence for a change in composition. The smaller RMS can only be produced by heavier nuclei such as CNO or Fe, again in an essentially model independent way. However, the RMS measurement suffers some of the same systematic problems as the elongation rate. Undersampling of the tail of a distribution either due to low statistics or detector bias can mimic a composition change. The Auger collaboration has been able to address this in some detail because of its high statistics [27] . The TA measurements at the highest energies still suffer from insufficient statistics to address this issue completely.
A puzzling issue that has emerged from this approach is that it is difficult to reconcile the X max with the RMS distributions. In a simple two component p/Fe model for example, the RMS at the highest energies agrees well with a nearly pure Fe composition but the X max requires a much lighter mix. Reproducing this is a struggle even with a four component composition. For all these reasons, comparison of the full X max distribution between data and Monte Carlo (MC) simulations seems the best approach. In principle it provides the maximum information. However, a straightforward statistical comparison of data and simulations is made impractical because of the presence of significant systematic uncertainties both in the data (overall X max position) and the hadronic model.
There are two approaches to deal with the problem of determining composition. The TA and HiRes collaborations apply loose cuts to data (sufficient to ensure good resolution) and carefully simulate p, He, N and Fe air showers based on a variety of hadronic models. Whatever distortions in the X max distribution are generated by the detection method and reconstruction should then be evident in the reconstructed simulated data. The Auger collaboration instead applies much tighter fiducial volume cuts which minimise any detector and reconstruction bias. The resulting data can then be directly compared to the "thrown" simulations. Direct comparison of the data from these two approaches can be problematic since the detector distortions will be different, though the biases in the most recent TA hybrid analysis are much smaller than for previous results.
Recently, the Auger and TA groups have developed a method to improve comparison of X max distributions [107] . The Auger group fits their cut and unbiased data to a simulated composition mixture as a function of energy. The resultant composition fractions are then used by the TA group to generate "thrown" simulations. These are then processed through the TA reconstruction process and compared to the data. Preliminary results show agreement within the systematic uncertainty for the overall elongation rate. This approach is, in principle, independent of the hadronic model used, since this is only used as a method to port one data set into another experiment's acceptance. But how does one deal with systematic uncertainties in these comparisons? What is needed is a comparison method that allows for a sliding X max scale (to take account of overall systematics) while preserving the shape of the distribution. The TA group has proposed such a method [101] which first removes the energy dependence of the distributions and allows an X max shift for the data which is determined by the best overall X max profile fit. One can then compare the distribution shape goodness of fit to the required sliding X max 24/42 scale factor to see how well any given composition assumption does when compared to the data. For example, if the scale factor shift required is well beyond the estimated systematic uncertainties and there is a poor profile shape fit, then that hypothesis can be discarded.
Another approach, used by Auger [30] , is to directly compare a multi-component mix of simulated showers with the data. This is done for a variety of hadronic models. This approach uses p, He, N and Fe as markers for the actual cosmic ray composition. The QGSJetII-04, Sibyll 2.1, and EPOS-LHC hadronic models are used. The individual components have separate weights that vary as a function of energy and the experimental systematics are folded in to the degree that they are known. The results change as one shifts hadronic model assumptions; while an overall trend of moving from p to He in the energy range from 10 18.3 − 10 18.8 eV is shared by all 3 models, only EPOS-LHC gives a nearly constant and large fraction of N ( 40%) across the full energy span, while the other two models are consistent with almost zero N fraction. Above 10 18.8 eV, dominant components are He and N, but their proportions are very much model dependent; EPOS-LHC favors N while the other two models strongly support He. These differences make an astrophysical interpretation challenging as they are most likely due to model inadequacies. While the details are not clear, the required proton fraction decreases above 3×10 18 eV and there is no requirement for any significant iron fraction.
The lack of consistency is not surprising given that even for a single hadronic model, HiRes publications [135] have noted that introducing more than two components into a fit to an X max distribution does not lead to an easily interpretable result as various combinations can give equally good fits. In the case of Auger, the best fits are produced with more than two components, but the uniqueness of the interpretation remains problematic.
Any particular approach to reconstruction shower profiles has hidden systematics which are intrinsic to the chosen approach and the particular software implementation. This systematic uncertainty is separate from detector or atmospheric systematics. Two different, error-free, reconstruction programs that use different approaches (different binning, least-square fitting routines, tabular vs functional corrections etc.) will produce slightly different results. The TA group has explored this "intrinsic" systematic by comparing completely independent and otherwise well-vetted hybrid reconstruction programs as well as by comparing results from stereo data. They find that it is very difficult to make the X max distributions (for the same data or simulations) agree to better than 5-10 g/cm 2 [27, 136] . This seems to be an irreducible systematic uncertainty.
A particular complication in the study of cosmic ray composition is the fact that any nucleus heavier than a proton will eventually fragment to a lighter nucleus as it travels from its source to the Earth. This fragmentation is due to the interaction of the nucleus with both the relic 2.7 K black body photons and the IR radiation fields produced by stellar radiation [94, [137] [138] [139] . As a result, even a pure single nucleus composition heavier than a proton at the source should appear as a mixed composition. A pure proton primary composition will arrive intact, but observation of a proton component cannot rule out that part of this component is due to heavier nuclei. On the other hand, observation of an iron component uniquely indicates the existence of a primary iron at the source, since stellar nucleo-synthesis does not provide any significant concentration of nuclei above iron. Propagation models show that He, CNO and Fe have different spallation probabilities as a function of energy [140, 141] . This is particularly evident above 3×10 19 eV where the He mean free path is on the order of 10 25/42 Mpc, compared to ∼ 100 Mpc for N [94] . A He dominated flux above 3×10 19 eV only makes sense if sources are very close. The lack of anisotropy makes any such assertion implausible. Indeed propagation calculations indicate that integrated over the large scale structure, the mean A of nuclei originating as He is essentially one [141] . If the observed He is the result of fragmentation of heavier nuclei, then a proper proportion of these heavy nuclei, whose mean free paths are much longer, must also be seen in the composition distribution. Incorporating the observed cosmic ray nuclear abundances found with a particular hadronic model directly with propagation effect weights in a more direct fashion than is currently done could be very helpful. In some cases, this may rule out an otherwise well fitting model as leading to astrophysically implausible scenarios.
Implications of the lack of iron in UHECR.
While the systematic uncertainties in X max determination and comparison to simulated compositions are still too large to make strong statements about the relative abundance of elements in the cosmic ray flux at Earth or at their origin, we have learned that there is very little iron in the flux above 10 18 eV. Given existing systematic uncertainties, it is safe to say that any direct or secondary heavy nuclei from Fe to Si are absent from the spectrum. We know this absence with better precision than we know what elements are present in the flux. What does this imply about the sources and acceleration mechanisms of UHECR? UHE primary iron can easily reach the Earth from as far away as 100 Mpc and its spallated byproducts down to Si from much further distances. Are magnetic field effects strong enough to substantially increase the effective path length? Is there a deficit of iron in the cosmic material feeding the accelerator? There is astronomical evidence that iron attaches itself to dust particles and hence appears to be somewhat depleted in its free form, for example [142] [143] [144] . However, why the iron-rich dust particles cannot be swept from an accretion disk into the accelerator beam, decomposed to their atomic constituents and provide the original iron abundance is not clear. With a charge 26 times that of a proton, iron will be accelerated quite efficiently at the highest energies. If iron is indeed accelerated at the source then its absence must require photon fluxes at the source that essentially eliminate it from the cosmic ray flux. The absence of heavy elements in the cosmic ray spectrum may thus be an important constraint and clue to cosmic ray origins.
3.1.3. FD/SD energy mismatch, muon excess. Much of the progress in establishing the structures in the cosmic ray spectrum come from the reliable energy scale provided by air fluorescence. With a ∼15% FD energy resolution and similar systematics, calibrating the SD energy scale to simultaneously observed FD events has made the SD spectrum energy largely hadronic model independent [145] . For the TA case, the energy scale adjustment that needs to be made between the FD and SD is on the order of 25-30% if one uses QGSJetII-03 proton simulations for the SD energy. The measured particle densities produce a lateral distribution which, were it analyzed based on hadronic model simulations of air showers, would generate too high an energy by this amount. In other words, there are too many charged particles at ground level for a shower with an energy as determined by the FDs. Because Auger water Cherenkov detectors are quite sensitive to muons, this mismatch has been attributed to an excess of muons in the data compared with expectation. In the case of TA's plastic scintillation detectors, electrons and muons have similar detector response 26/42 and the mismatch can only be partly attributed to a muon excess. Studies are proceeding to investigate whether scintillation detectors at large distances from the core which should have mainly muon initiated signals are consistent with the Auger results [133] . In any case, it is clear that the hadronic models that are used to simulate showers are not adequate. Until this issue is resolved it is difficult to use muon density to measure cosmic ray composition precisely, though trends can certainly be established (see below).
Other techniques.
a. Radio.
The fluorescence technique revolutionised the study of UHECR physics because it made possible a largely calorimetric determination of the energy scale and a relatively direct measure of composition using X max of the showers. It requires clear moonless nights which restricts its on-time to 10-15% of the SD operation times. Recently a great deal of work has been done in investigating the possibility of using radio emission from EAS in much the same way as one now uses fluorescence [146] . Radio can, in principle, determine the shower energy and X max and would have the advantage of ∼100% on-time. A number of radio arrays have now been operating either stand-alone or in conjunction with surface and air fluorescence detectors [147] [148] [149] . Because there are several mechanisms in the air shower development that can generate radio waves, the detailed simulation has taken some time to develop but now seems sufficiently advanced. Meaningful comparisons with real data have been done and good agreement is now evident between simulations and radio and SD measurements [150] . These studies have been largely limited to energies less than 10 18 eV however, and in this energy regime it appears that an array of radio antennas with spacings not dissimilar to SD spacings are required for good energy and X max resolution. If similar spacings is required for > 10 18 eV energies, the costs associated with instrumenting > 1000 km 2 arrays become significant. Until more complete optimisation and cost/benefit analyses for the UHECR regime are done it is not clear that this technique will supplant fluorescence and particle SD arrays. In any case, significant physics from the low energy arrays is required before this new technique can be considered fully vetted.
b. X max -SD signal correlations.
Recently an approach to studying composition has been proposed using the correlation between X max and the SD signal [111] . This is based on the very old idea that if iron and proton showers have different X max distributions and different N µ distributions then superposing their X max -N µ scatter plots will lead to a negative correlation even though the pure distributions have a positive correlation. Since this is generally true of any hadronic model, the claim of this approach is that this is more model independent than either a pure X max or pure N µ analysis. However, since neither Auger or TA actually measure N µ (except at large zenith angles in the case of Auger) the searched for correlation is with S(1000) or S(800). The recent work on this by Auger [111] shows that in the 10 18.5 − 10 19.0 eV energy region the correlation is inconsistent with a pure composition. A preliminary study by the TA collaboration on the other hand shows no inconsistency with the assumption of a protonic composition [151] . However, in the case of TA, the method is not nearly as sensitive as the X max method. This may be because the muon content in TA is not as large a component of the SD signal as for Auger. Since the method is "de facto" dependent on detector muon sensitivity it must also be to some extent model dependent, 27/42 although the Auger study checks this with two independent models. Studying the applicability of this method in the lower energy region (10 18 − 10 18.5 eV) would be of interest since there the composition is likely to be more pure, given both the Auger and TA X max data.
Energy
One of the most significant results coming from Auger and TA is the overall agreement in the shape of the UHECR spectrum. At first glance, both spectra show a clear ankle structure and a cutoff, although the precise energies for these structures differ. However, a shift of either experiment's energy scale by 10-15% brings the ankle structure into excellent agreement [80] . Since such a shift is within the systematic uncertainties of either experiment, it would seem that there are no significant north -south differences here. A closer look at the ratio of the two spectra shows, however, that the location and shape of the cutoff seems different at the ∼3σ level [38, 152] . The Auger-TA combined working groups have looked at this difference and, so far, have found no reason to believe it is a result of systematic uncertainties in energy. If this is truly a difference in the flux of northern and southern sources at the highest energies, there should be an overall declination dependence. Preliminary evidence from TA indicates that the TA spectrum becomes much more like the Auger spectrum near the cutoff if a declination cut of < 25 • is made [153] . The difference (a higher energy cutoff for TA) must then come from higher declinations which also contain the "hot spot" that may be a signature for a relatively nearby source. While this is suggestive, much more work needs to be done to demonstrate that this cannot be a systematic effect either in energy or aperture estimation.
3.2.1. Energy Scale Shift Systematics. As indicated above, the ankle structure which is seen with high statistics in both TA and Auger data can be used to estimate the difference in energy scale of the two experiments. While the result is within systematic uncertainty estimates, it is important to understand the nature of the energy shift as well as possible.
Given the current precise nature of shower reconstruction, differences in energy can most likely be attributed to systematic uncertainties in optical properties (mirror reflectivity, light collection efficiency etc.), phototube gain calibration, atmospheric transmission and air fluorescence efficiency. All but the last are by their nature detector dependent and we must rely on the diligence of the experimenters in estimating how well they know these parameters.
The air fluorescence efficiency is in principle a common factor, though it depends on humidity and temperature corrections which may be somewhat different in the two locations. For reasons of keeping a historically consistent energy scale, the HiRes and TA groups have used the original Kakimoto et al. overall yield measurement [65] while a subset of Auger collaborators has launched a series of special experiments to measure the fluorescence yield more precisely with AIRFLY [67, 154] . The HiRes group also performed a series of measurements using an electron beam at SLAC (FLASH [155] [156] [157] ) but only the relative spectral line strength measurement has so far been incorporated in the TA analysis. The TA experiment also includes a 40 MeV electron linac whose vertical beam is seen in the field of view of one of the fluorescence detectors. Work on understanding the results of this in-situ measurement is proceeding [63] . All contemporary measurements of the absolute value of air fluorescence rely on a fixed energy electron or proton beam which deposits energy in a small pressure 28/42 controlled chamber. Significant corrections for deposited energy escaping the chamber (in the form of delta and gamma rays) must be made. The MACFLY [158] and thick target FLASH experiments generated a shower in an air-equivalent material and observed the fluorescence as a function of absorber. Neither of these experiments was able to produce an absolute value for the fluorescence efficiency with sufficiently small uncertainties to compete with the thin target experiments, though they did show that the relative longitudinal development of showers is well tracked by the resultant air fluorescence. Recently a new experiment at SLAC called sFLASH [159] is attempting a < 10% total systematic uncertainty measurement of air fluorescence from a ∼10 GeV electron shower developing at sea level and observed near shower maximum. If successful, this will be a valuable cross check on the thin target results. What is lacking is a common air fluorescence result that is used for both TA and Auger analysis. It is to be hoped that such a convergence can occur in the near future.
Anisotropy
Large scale anisotropy can be searched for using a multipole expansion. This is however tricky to do without bias unless one has full coverage over the celestial sphere. It is thus very advantageous to combine TA and Auger arrival direction data. There are several challenges to using this data set however. Because of the energy scale difference one cannot simply apply the same energy cut for both data samples. There are also potential systematic differences in determining the detector apertures of the two detectors. The Auger/TA anisotropy working group has developed an approach that uses the overlapping declination band for the two detectors [92] . The fluxes in this band are normalised and this normalisation is carried over to the total data set. The assumption here is that the spectrum has no significant declination dependence in the overlap band. The resultant distributions have yet to show any statistically significant dipole or quadrupole moments, though Auger itself observes a significant dipole enhancement [87] . A better understanding of the energy scale shift between the two experiments, and strategies to deal with it, could provide a simpler method of combining data without additional assumptions.
TA hot spot
With the fading of the Auger association of UHECR with AGN [95, 160] , the community's hope for finding clear associations of cosmic ray arrival directions with astrophysical sources has received a lift with the possible observation (at the 3.4σ level) of a concentration of cosmic rays with energies above 5.7×10 19 eV in the northern sky by the TA experiment [88] . This "hot spot" of 20 • radius is observed near Ursa Major, about 10 degrees off the supergalactic plane. If this intermediate-scale anisotropy is confirmed with more statistics its location raises interesting questions, since none of the previously assumed cosmic ray sources (e.g. the Virgo cluster) are in the immediate vicinity. If the sources are actually in the adjacent portion of the supergalactic plane, then there must be a magnetic field effect shifting the flux to the observed location. A suggestion has been proposed that there is a magnetic flux tube produced by a filament of galaxies connecting the hot spot to sources such as M87 [161] . Another possibility is M82 which is sufficiently close to account for the hot spot using currently estimated magnetic fields. Tidal disruption events creating one or more flashes of extremely high energy protons or nuclei have been proposed for the acceleration 29/42 mechanism [162, 163] . If this hot spot strengthens in significance it will pose a challenge to our understanding of sources and magnetic field configurations.
If medium or small-scale anisotropy is finally observed the next major challenge is to correlate our composition related information with arrival direction information. Hybrid FD plus SD data would be the most convincing, but requires the most running time for any given source. If the muon content of showers can be better understood and correlated with composition, this could give the most sensitive composition dependent anisotropy measurement. It is unfortunate that the currently most likely source (TA hot spot) and the major Auger upgrade of their SDs to better detect muons correspond to disconnected parts of the sky. If the hot spot is confirmed, and the muon content becomes better understood, coming to grips with this issue will be one of the major challenges for this community.
Future Observations

Extension and Upgrade of Ground Observatories
Above the "knee" at around 10 16 eV, the cosmic ray energy spectrum and X max measurement demonstrate rich features, and around 10 19 eV and above, various anisotropies seem to show up in the energy spectrum and flux. Where statistics are adequate, no obvious inconsistency is found in the X max measurements in the northern and southern hemispheres above 10 18 eV, but their interpretation allows a range of composition mixes and energy dependencies due to statistical and systematic limitations. It is important for Auger and TA to cover the entire sky and the whole energy region together, in order to bring these indications to a consistent set of observational facts. It will become the basis of locating the galactic to extra-galactic transition energy of cosmic rays sources, and of building a viable astrophysical model to explain the production and propagation of UHECR. Continuing to challenge this physics, TA and Auger are both planning to start the operation of extended and upgraded detectors around 2018-19.
In the northern hemisphere, TA×4, the extension of TA [164, 165] is in preparation. It will extend the aperture of the SD by a factor of four by 2018. Leaving a part of the SD intact with 1.2 km spacing, an extended part will have a 2.08 km spacing, together covering a 3,000 km 2 ground area. Adding two more FD stations, the hybrid coverage will be tripled. The trigger efficiency of the extended SD will be larger than 95 % for E > 10 19.8 eV. Resolutions will be slightly compromised to become ∼25 % for energy and 2.2 • for the arrival direction. In three years of running over 2018-2021, the number of SD events above 57 EeV (=10 19.76 eV) will be quadrupled to become 300, of which ∼80 would be in the hotspot region, assuming the flux of [88] . The measurement range of X max using hybrid events will be extended to ∼ 10 19.6 eV from the present 10 19.4 eV [101] . The SD design of the TA×4 was re-optimised to use a much shorter length of wavelength shifting fibers (1/3 of the length in the TA/SD) while keeping the same number of photo-electrons collected by the PMT for a minimum ionising particle. The quantum efficiency and the linear range of the PMT is nearly doubled.
In the southern hemisphere, the Auger Observatory plans to upgrade the detector to AugerPrime by 2018 [47, 166] . All the ∼1600 stations will be equipped with a 3.8 m 2 plastic scintillator on top and the waveform sampling electronics will become three times faster (to 120 MHz). An integrated analysis of water-Cherenkov and scintillator signals will enable an isolation of muonic and electromagnetic (EM) energy deposits, and enable the counting of 30/42 the number of muons hitting the SD. New methods are being developed to estimate X max from SD measurements alone, taking advantage of so-called shower universality [167] . The search for small-scale anisotropy and source correlation is expected to improve significantly by selecting SD events with high likelihood of being protons or light nuclei. The muon identification is double-checked for a portion of SD events using an array of scintillators buried 2.3 m underground. The duty cycle of FD operation is expected to become 1.5 times larger by tolerating data collection with a higher night sky background. The mixed composition result [30] will be further checked with measurements from the FD together with the enhanced SD with its own measurements of X max and muon content. AugerPrime and TA×4 together will have all-sky coverage with a total of 6,000 km 2 of surface area; one at 39 • North and the other at 35 • South. The overlapping region at low declinations (−16 • to +45 • ) will be important in understanding the relative exposures and to examine systematics of the detectors and data analyses.
Air shower detectors operating in the last decade have reported a series of Earth-science related findings; TA's SD recorded bursts of particle showers associated with lightning [168, 169] , the development of distant atmospheric "elves" was recorded by Auger [170, 171] , and the LOPES radio signal from air showers was modulated by thunder-clouds [172] etc.. UHECR observatories may become an interesting research tool for Earth and atmospheric sciences in the next decade.
Development of Radio Detection
Understanding the mechanism of air showers generating radio signals in the sub-100 MHz range has advanced greatly in the last decade (see [173, 174] for reviews). Newly developed simulation codes tell us that the radio signal comes from two types of time-varying, fast-moving effective charges generated in the air shower; one is the lateral movement of shower e ± under the geomagnetic field and the other is the longitudinal movement of net charge in the shower front (the Askaryan effect). Both signals scale with the square of the electromagnetic energy (∝ E 2 ). The signal is sharply forward peaked in the direction of air shower development and stands well above the galactic radio noise for energies exceeding 10 16 eV. The radio telescope LOFAR, operating in cosmic ray detection mode, realised a very fine radio sampling of air showers, and succeeded in observing air showers of energy 10 17 -10 17.5 eV with a typical X max reconstruction uncertainty of 17 g/cm 2 [147] .
The AERA radio array with varied antenna spacing has been deployed at the Auger site for testing the detection of the highest energy showers [148, 149] . The results demonstrate that a dense deployment of antennae is required for the effective detection of UHECR that have a footprint of several 100 meters in diameter. Even though the elements of the RD (Radio Detector) may be relatively simple and inexpensive, the total cost of deploying and operating a large area detector would become prohibitive. One practical application for UHECR is for the measurement of very inclined air showers with θ > 70 • , which has an extended oval footprint larger than 10 km 2 . Such RDs deployed together with the SD may also be used for the calibration of SD energy, making use of the fact that the radio signal originates predominantly from the EM component of the shower, and that it has a negligible attenuation in the atmosphere. Note that this is the kinematic region where precise measurements by standard SD techniques, using a water-Cherenkov station or a scintillator, have large uncertainties, 31/42 and redundant information is useful. The radio detector is also expected to have a high duty factor of ∼95%.
Another direction of progress foreseen for using radio signals from EAS is the detection of high energy neutrino-induced showers in the Antarctic ice via the Askaryan effect. Pioneering work searching for such short, GHz polarised radio signals from the horizon in Antarctica began with the ANITA balloon experiment in 2006 [175] . Its 4th flight was launched in December 2016. The ARA and ARIANNA experiments were recently proposed and extensive RD is underway to detect the Askaryan signal from cosmogenic neutrinos near or on the surface of the Antarctic ice [176] .
Searches for GHz "Molecular Bremsstrahlung" radio emission from particle showers in the atmosphere [177] have so far not been successful [178, 179] . Also, a limit has been set by the TARA experiment at the TA site for detecting the modulation of 54.1 MHz carrier radio waves by the ionised column generated by a UHECR shower in the atmosphere [180] .
Observations from Space
The EUSO international collaboration was formed in 2000 to install a wide field of view (FoV) telescope at the International Space Station (ISS) to look down on the Earth's atmosphere and search for air fluorescence flashes from UHECR [181] . The JEM-EUSO detector employs a Fresnel lens telescope with a diameter of 2.4 m and a 60 • FoV, covering a ground area of 200 km radius from an altitude of 400 km [182] . The effective ground coverage with the expected duty factor of 20% is 28,000km 2 , or approximately five times that of AugerPrime and TA×4 combined. A tilted mode of observation would increase the acceptance by a factor of three or more at the cost of reduced resolution and higher detection threshold. The ISS inclination angle of 51.6 • allows a uniform survey of the Earth's atmosphere in the northern and southern hemispheres with nearly the same acceptance and event geometry. The observations from high altitude and the limited optical entrance pupil of the Fresnel lens will however limit the JEM-EUSO detection threshold to be ∼ 10 19.5 eV, and the X max resolution is foreseen to be larger than 60 g/cm 2 in the nadir mode [183] , making the differentiation of nuclear composition difficult.
The mission schedule of JEM-EUSO is yet to be determined, but an extensive series of tests of the prototype instruments is being performed [184] . Major efforts include the balloon borne EUSO-SPB test (2017), and deployments of mini-EUSO (2017) and K-EUSO (2020) at the ISS. The K-EUSO experiment will have a segmented Fresnel mirror 3.4 m in diameter, and its effective coverage of the ground will be 6,200 km 2 above 10 19.5 eV, about equivalent to AugerPrime and TA×4 combined. An exploring Russian satellite experiment, TUS, with similar optics was launched in 2016 and is being commissioned [185] . The uniform all-sky coverage of K-EUSO will be very important in understanding the nature of the north-south anisotropy, or the inconsistency of the flux, being seen by TA and Auger.
A Future Ground Observatory
Given that observations by the extended ground detectors will proceed well into the next decade, and that exploratory space projects will start giving a large acceptance coverage of the entire sky, what are the new and/or remaining challenges for future ground observatories 32/42 (FGO) of ultra-high energy cosmic rays? In this section, we take "Auger×10" as a hypothetical example of an FGO, and discuss how the FGO might look, and how research might proceed with the FGO.
FGO: We assume "Auger×10" is a symmetric set of northern and southern observatories, each with 30,000 km 2 ground area, covered in whole by hybrid arrays of FDs and SDs. An array of radio detectors (RDs) may be overlaid on the SD to enhance the energy and possibly the X max determination for inclined events, improving the quality of all sky coverage. We assume the SD is equipped with a particle identification function for a fraction of shower particles, and that this is to be used for the likelihood tagging of the primary composition. Approximately 10 % of events are SD-FD hybrid, which offers a direct means of composition determination via X max .
Composition at the cutoff: Such an FGO will collect approximately 10,000 SD events above E 1/2 (10 19.8 eV for TA) or above E s (10 19.6 eV for Auger) in 10 years of operation, of which about 1,000 events will be SD-FD hybrid. Protons and iron are the natural nuclear species to compose a cutoff structure, due to their expected abundance at the acceleration site and their comparative stability in the subsequent propagation in the nearby (∼100 Mpc) universe. Indeed propagation calculations indicate that cosmic rays above energies of 10 19.5 eV will have a simplified, approximately bimodal arrival composition, even if they are produced in equal proportions from protons to iron at the source. Intermediate mass nuclei will appear mostly as proton and He spallation by-products. Thanks to the high statistics, the improved X max resolution and the additional N µ information of the FGO hybrid events, we expect that contributions of protons and iron will clearly stand out in a X max − N µ scatter plot. Protons or iron at the cutoff will be a straightforward confirmation of the existence of the corresponding astrophysical mechanism that creates the strong suppression, either the GZK or the acceleration limit scenarios.
If protons and iron were both identified in the hybrid sample it would allow the measured estimators of composition, X max and N µ , and their predictions by the simulation code, to be "calibrated" by the observation. Even when contributions of He, CNO and heavier nuclei are significant (and the isolation of protons and iron is not obvious), we still expect proton and iron contribution, because the existence of He results in (spallation) protons, and the existence of CNO calls for the parent Fe of the spallation (see Sections 3.1.1 and 3.1.2 for a discussion). The statistics of the FGO hybrid sample, 1,000 events above E 1/2 or E s , would allow a reasonable "calibration" or cross-check to be performed for compositions in the range of protons (Z=1) to iron (Z=26).
Composition dependent anisotropy and energy spectrum: The SD and RD events of the FGO are tagged with a likely primary mass derived from the X max and N µ analysis, both of which are being calibrated using hybrid events. The statistics of these events, 10,000 or more in total above the flux suppression, is enough to allow the flux, energy spectrum and composition of UHECR to be separately determined in ∼100 different sections of the sky. Their correlations, such as the "proton/iron sky above a certain energy" and the "energy spectrum of proton/He/CNO/iron in particular sections of the sky", can be plotted from a single unified event sample. This will be very effective in establishing astrophysical models to explain the observed features of UHECR. Searches for auto-correlation and association 33/42 with astrophysical sources, as well as the multi-messenger analysis, will be effectively made using the tag of primary composition.
As a result, we can continue investigating the nature of galactic and extra-galactic magnetic fields, background photons in the universe, cosmological development of UHECR sources, special relativity with exceptionally high Lorentz factors, and other subjects in astro-particle physics.
Cosmogenic νs and γs: The search for UHE neutrinos and gamma rays by the FGO will be limited only by statistics, using the primary composition tagging of the FGO/SD. The sensitivity to cosmological neutrinos and gamma rays will allow us to enter the region of possible detection, or of placing significant limits on standard predictions (see Section 2.7). UHE interactions: Our understanding of ultra-high energy air showers is incomplete; the data from present detectors indicate that the number of shower particles in the off-core region is larger than what the simulation program predicts, or that the simulated air shower is "slimmer" than the real one (see Section 2.8.2). Using a large collecting area and high sensitivity for penetrating particles, this is most clearly demonstrated for muons detected in the Auger water-Cherenkov stations. The difference between the data and the simulation remains after the ambiguities from energy determination and primary composition are removed, and updated hadronic interaction models with the LHC data are used [132] . Using composition-tagged SD events of the FGO, the lateral distribution of muons and electrons in the off-core region, and its relation to the primary energy and composition will be studied. The measurements are to be compared with a variety of model predictions with the highest energy LHC data, including taking into account nucleus-nucleus collisions.
In the case where a certain region of the sky is identified as protonic without significant contributions of heavier components, the ankle and the cutoff features in this region could possibly be attributed to the pair-production on the CMB and the GZK effect, and the corresponding energies can be used for calibrating the energy scale of the incoming protons. While it is possible that there may still be a contribution from galactic protons, this can be checked by examining the ratio of the ankle to GZK energies and the Berezinsky modification factor [186] as a function of light/heavy anisotropy. In any case, the possible anisotropies of these ratios would be of great importance in constraining cosmic ray origin and propagation models. Given that these features are able to be associated with pair production and the GZK cut-off, then the difference between the expected primary energy and the measured calorimetric energy by the FD or RD is to be accounted for by the "invisible energy" carried underground by the very high energy muons and neutrinos in the shower core region. In this way, we expect ultra-high energy air showers will remain as a source of observational information for the study of the nature of hadronic and nuclear interactions beyond collider energies.
FD: Measuring the energy and composition of UHECR will remain a basic mission of the FGO. The FGO/FD does this by covering the entire acceptance, but with a limited duty cycle of ∼10 %. The FGO/RD would cover a limited acceptance at large θ but with a duty cycle higher than 90%, and its eventual contribution may become significant. When working in hybrid mode with the SD, some of the FD information is redundant. This leads to the FAST concept of deploying an array of compact, wide-angle and essentially single pixel FD telescopes that record the time development of air fluorescence in multiple stations [187] . The reconstruction of the shower core location and arrival direction may be 34/42 achieved mainly by using the SD information, and the time variation of the FAST signal is then converted into the longitudinal development of the shower. The FAST detector would work exclusively for supplying the calorimetric energy and X max information of the event. Optimisation studies have been performed with the goal of obtaining good resolution with limited photon statistics. Controlling the effect of background photons on-line for the trigger and data acquisition remains a technical challenge. A small FD telescope with a similar concept has been tested by the CRAFFT team [188] . The current design of FAST assumes FD stations with 360 • azimuthal coverage on a rectangular grid of 20 km separation. A total of 75×2 FD stations will be necessary to cover the entire FGO acceptance in the northern and southern hemispheres.
SD: The FGO/SD is expected to have a good particle identification capability for shower particles. The isolation of muons will be of particular importance, and various types of detectors have been tested during the design study of AugerPrime using the existing waterCherenkov station as a bulk muon counter and absorber of the EM component. Here we remind the reader of another example, the "lead burger": a sandwich of segmented scintillator and lead absorber, tested in the AGASA array as a candidate for the original Auger SD detector [189, 190] . Advances in photo-detectors and electronics may now allow a significantly finer detector segmentation and fast waveform sampling, strengthening the multi-hit capability of the lead burger [191] [192] [193] . dE/dX measurement and coarse tracking of individual particles may also be incorporated. Besides muon identification, detection of spallation neutrons may be possible for tagging the nuclear composition and identifying primary gamma rays. TA and Auger are ideal testing grounds for developing the FGO/SD and for optimising its performance. Taking the 2.1km grid spacing of TA×4 as an example, 6,900×2 SD units will be necessary to fill the FGO acceptance.
Electronics and Network: The FGO electronics may follow the base design of Auger and TA with FADC sampling of wave-forms, multi-level digital triggers and wireless communication networks. For the FGO/SD, the number of readout channels must be significantly increased for the segmented detector and for the integration of FGO/RD, and faster digitisation is required for better timing measurement. The biggest challenge would be that all these performance upgrades need to be realised with a limited power budget due to local electricity generation and storage. Taking advantage of the low duty cycle of SD digitisation electronics, clever methods could be invented to save electric power consumption.
Reliability and fault-tolerance are required for the stable operation of many FGO/SDs distributed over a large ground area. With a steady increase of locally available computing and data storage capacities, real-time requirements for trigger generation and data acquisition may be loosened, and greater autonomy may be allowed for the operation of individual SDs. This in turn reduces the network load of communications between SDs, and increases the overall system reliability. It may also allow for the whole communication system of the FGO to reside on a standard communication network. This will be advantageous in terms of construction cost, long-term operation and for taking advantage of progress in communication technologies and updates in the DAQ system. Implementing a prompt coincidence trigger formed over several clustered SDs, assuming it is required, may be a technical challenge in building such an autonomous DAQ system.
For the FGO/FD array, the load on digitisation electronics will decrease compared with the current many-channel system, but triggering on a limited number of sensor pixels will be 35/42 itself a challenging task. A clever time coincidence method between the neighboring SDs and FDs, or the introduction of an external trigger via the network, may be a resolution to this problem. Reliable remote operation of the telescopes, monitoring and calibration devices via the wireless network is the key to the success of achieving good operational performance of the FGO.
Collaboration: The construction and operation of the FGO will be a challenge for technology, management and resources. It may be accomplished only through a collaboration of people with zeal, having excellent expertise and experience. Some of the features of the FGO detector, electronics and communication system were already discussed in the proposals for northern Auger and AugerPrime [46, 47] . The physics issues, and an experiment of similar sensitivity to the FGO known as "TA2", have been discussed in physics community meetings in Japan.
Conclusion
The era of the very large observatories has produced many new and important insights into the properties of the ultra-high energy cosmic ray flux. This has been achieved with well designed detectors and very large collecting areas, with important design input from previous generations of experiments. An important feature of both Auger and TA is the hybrid nature of the observations. Apart from providing calorimetric energy measurements, a hybrid observatory offers a multitude of cross-checks which have improved the measurements and reduced the systematic uncertainties.
The UHECR energy spectrum is now measured with high statistics, resulting from a combined Auger/TA exposure of over 60,000 km 2 sr yr at the highest energies. The spectrum now reveals several features including an unambiguous suppression beyond 4 × 10 19 eV. A dipole anisotropy has been observed for the first time at ultra-high energies, and there is great interest in the possible northern hemisphere "hot spot" over a 20 • radius area of sky which will be monitored by TA×4 for an increase in significance in coming years.
Small-scale anisotropies and associations of cosmic ray arrival directions with astronomical catalogs have not been convincingly observed. It is probably fair to say that this lack of success was not expected. This may be related to an apparent increase in the cosmic ray mass and charge above the ankle of the energy spectrum. While not currently embraced by the entire community, a heavier flux would help to explain the lack of small-scale anisotropy. On the other hand, if the northern hemisphere "hot spot" persists, its appearance may be related to mass composition differences between the north and the south. The difference of the flux suppression energies between Auger and TA may also suggest that the astrophysics is not identical in both hemispheres. In that context, a composition dependent anisotropy study will be of great interest. The promising aspect is that our measurements of air shower development, whether they be from FDs or SDs, are continuing to improve, with the likely future outcome being the ability to (at least) identify the lighter fraction of the flux with a surface detector, 24 hours per day, as being realised by AugerPrime.
Photon and neutrino limits set by the experiments have ruled out certain exotic production mechanisms for the highest energy cosmic rays, including the decay of super-heavy dark matter. They are now probing cosmogenic photon and neutrino models that may provide information on the fraction of protons present at the highest energies. Finally, measurements at the observatories are constraining some aspects of hadronic and nuclear interaction models 36/42 at very high energy, a remarkable feat given the indirect view of the interactions afforded by characteristics of the air shower.
As well as these achievements, we have also discussed the present challenges for the field. For example, despite much progress in measurements at accelerators, and despite constraints from ultra-energetic cosmic rays, we do not know the systematic uncertainty to attach to a simulation prediction for the mean X max of a proton (or any) shower, reducing the power of our mass measurements and their influence on the open astrophysics questions. It also means that we are currently limited in being able to confidently select showers initiated by low charge primaries in our attempts to improve the sensitivity to anisotropies, especially since we do not yet have a mass estimate for every event we observe. Finally, we still lack sufficient collecting area to answer some of the big questions, given that we appear to be faced with a cosmic ray sky remarkably free of strong anisotropies at the highest energies.
For the future, we must build on this impressive progress with new ideas and techniques that will lead to new observatories that are sufficiently large (and cost-effective) to answer the remaining questions. While further increases in collecting area are of prime importance, it seems crucial that future ground observatories be endowed with at least some masscomposition sensitivity for all collected events.
