A single-element combustor known as the "Penn State preburner combustor" is modeled numerically using the commercial computational fluid dynamics code ANSYS CFX. The aim of computational fluid dynamics modeling is to simulate the wall heat flux, which has been measured experimentally. The simulated combustion chamber has a single shear coaxial injector and operates with gaseous oxygen and hydrogen in a staged combustion configuration. The turbulent flow in the combustion chamber is modeled using the Favre-averaged Navier-Stokes equations and the shear-stress transport turbulence model. The turbulent non-premixed flame is modeled using an extended eddy dissipation model. The developed turbulent combustion model shows good agreement with the experimental data, good convergence, and a short computational time. A mesh convergence study is performed, and a mesh-independent solution is obtained on a mesh with 1.5 million nodes. The complexity of the model is gradually increased until the model is capable of predicting the wall heat flux. The analysis of numerical results shows a significant effect of boundary conditions on wall heat flux predictions. The comparison of the Reynolds-averaged Navier-Stokes simulations with the experimental data demonstrates the capability of Reynolds-averaged Navier-Stokes simulations to predict wall heat fluxes in a rocket combustion chamber.
Nomenclature y = nondimensional wall distance I. Introduction A CCURATE prediction of heat loads is one of the key problems of rocket engine design. At the current moment, the design of rocket combustion chambers requires an extensive trial-and-error testing. Computational fluid dynamics (CFD) modeling offers a means to reduce the amount of expensive hot-fire tests. Once validated, the numerical model can be applied to many other cases. The scope of the present work is the accurate prediction of the wall heat fluxes in a rocket combustion chamber. The goal of the work is to validate our CFD model against the Penn State test case (also known as RCM-1) [1] . This test case is designed for the validation of wall heat flux predictions in a rocket engine combustion chamber.
The Penn State test case is a widely cited experiment carried out at the Pennsylvania State University [1] . In the experiment, wall heat flux measurements were performed in a cylindrical rocket chamber with a single coaxial injection element. The experimental setup consisted of two preburners and a main combustion chamber. The configuration of the experimental setup corresponded to a staged combustion cycle operating with gaseous oxygen and hydrogen propellants. The wall heat flux measurements were recorded using arrays of Gardon-type heat flux gauges and coaxial thermocouples. Since the wall heat flux measurements were the only goal of the experiment, other diagnostics were not used. Drawings and photographs of the test rig along with details of the experiment can be found in [1] [2] [3] .
Tucker et al. [3] initiated a cooperative study between five scientific centers. The aim of the study was to compare different CFD models on a standard test case in predicting wall heat flux, contrasting several methods with each other and with experimental data [1] . The simulations conducted for the study consisted of a Reynoldsaveraged Navier-Stokes (RANS) simulation, an unsteady Reynoldsaveraged Navier-Stokes (URANS) simulation, and three different large-eddy simulations (LESs). Different meshes with sizes between 250,000 and 255 million cells were used. The chemical reactions of propellants were modeled with the use of detailed chemical kinetics. The RANS simulation was the simplest among the performed simulations. The best agreement with the experimental data was achieved in LES at Sandia National Laboratories. This simulation was performed on a mesh of 255 million cells and required around 2 million CPU hours. The RANS simulation performed at NASA Marshall Space Flight Center required only 1600 CPU hours; nevertheless, the results were in acceptable agreement with experimental data [1] . Unfortunately, the study did not give the answer on why the agreement with the experimental data was not reached in the other three simulations.
Later, Sozer et al. [4] carried out a study aimed at assessing the capability of RANS simulations for CFD modeling of rocket combustion chambers with single coaxial injectors. One of the two test cases chosen for the study was Penn State test case [1] . The CFD simulations were performed using the shear-stress-transport (SST) turbulence model in a RANS framework. Different finite-rate chemical kinetic models were used. Sozer et al. [4] studied the impact of the numerical grid, boundary conditions, wall treatment, and reaction kinetic mechanisms on numerical results. In the Penn State test case, Sozer et al. obtained comparable results to the RANS results in the work of Tucker et al. [3] . It was also shown that, for the Penn State test case, the numerical results were sensitive to mesh resolution in the range of mesh size from 100,000 to 500,000 cells.
Ivancic et al. [5] carried out a cooperative work between two research groups in Germany: Airbus Defence and Space (Airbus D&S) and the Institute of Aerodynamics and Flow Technology of the German Aerospace Center (DLR-AS). They performed CFD simulations of the Penn State combustor using RANS modeling and employing three different CFD codes: CFX (commercial CFD code of ANSYS) [6, 7] , Rocflam3 (in-house CFD code under development by Airbus D&S), and TAU code [in-house CFD code of the German Aerospace Center (DLR)] [8] . Ivancic et al. [5] achieved a good agreement with the experimental data for each of the applied CFD codes; thereby, they showed that the Penn State test case [1] could be modeled using RANS in a two-dimensional domain. To perform CFD simulations of rocket combustion chambers, Airbus D&S expanded CFX with real gas data, sophisticated mixing rules for viscosity and heat conductivity, and the equilibrium-based combustion model. In the case of CFX and Rocflam3, the agreement with the experiment was achieved by the optimization of the turbulent Prandtl and Schmidt numbers. As a result of such an approach, in each code, the different values of the turbulent Prandtl and Schmidt numbers were used; see Table 1 . (The turbulent Prandtl and Schmidt numbers are responsible for the turbulent heat and mass transfer, respectively.) In the case of TAU, the agreement was reached by introducing Durbin's limiter [9] in order to bound the diagonal components of the Reynolds stress tensor. The simulations were performed using different numerical meshes, different types of RANS solvers, different boundary conditions, etc. Under these conditions, it is difficult to draw conclusions from the paper of Ivancic et al. [5] . However, they have clearly demonstrated the significant influence of the turbulent Prandtl and Schmidt numbers, as well as the flow recirculation in the chamber on the results of the simulations.
Ivancic et al. [5] found that the inlet boundary conditions provided by Pal et al. [1] are inconsistent with the measured chamber pressure (the inlet boundary conditions can be found in Table 2 ). Ivancic et al. [5] showed that the measured chamber pressure of 54.2 bar corresponds to a combustion efficiency of 112.5%. This inconsistency of the inlet boundary conditions with the measured chamber pressure means that the pressure predicted with the use of the given boundary conditions should be lower in CFD simulations than in the experiment. Ivancic et al. [5] assumed that the contradiction between the inlet boundary conditions and the measured chamber pressure arose due to incomplete combustion in the preburners. The inconsistency of the inlet boundary conditions may also have an impact on the wall heat flux, which is the main target of the simulations. The wall heat flux in the Penn State combustor correlates with pressure as q w ∝ p 0.8 [2] (i.e., lower pressure means lower wall heat flux). Thus, the boundary conditions may lead to the lower wall heat flux in the simulations.
In previous work, the development of a CFD model was started for wall heat flux predictions [10] . In this work, the flow in a rocket combustion chamber with a porous injector head is simulated, which is a concept under development at the Institute of Space Propulsion of the German Aerospace Center in Lampoldshausen (DLR-RA). In the porous injector head, hydrogen is injected through a porous plate while oxygen is fed through many small tubes. It was found that wall heat fluxes are very sensitive to the arrangement of the injectors (in this case, oxygen injectors) in an outer row; thus, accurate wall heat flux predictions require a three-dimensional modeling [10] . In other words, wall heat flux can be predicted accurately in two-dimensional (2-D) simulations only if the injector head is axisymmetric. Threedimensional (3-D) simulations require a numerical mesh with numerous nodes and, consequently, more computational power. In such a situation, the computational efficiencies of the numerical model and solver are important. To simulate the flow in the combustion chamber with the porous injector plate, we used an eddydissipation-type combustion model [11] , which demonstrated a high computational efficiency in comparison with other combustion models (e.g., finite-rate chemistry model, turbulent flame closure model, etc.). The computations on a mesh of 1.4 million nodes only required one night on a single workstation: 5 h on the Intel Xeon E5645 processor. The aim of the current work is the further development and validation of this combustion model along with other parts of the current CFD model. The Penn State test case has been chosen for the present simulations because it gives an opportunity to compare the approach to model rocket combustion chambers with methods of other research groups and to assess the model in terms of accuracy and computational cost.
II. Modeling and Numerical Setup
The models and numerical setup, which are used in the present work, are built upon the model and numerical setup used in earlier work [10] . The employed models and numerical setup are based on the capabilities provided by commercial CFD code ANSYS CFX using user-defined expressions and functions [6, 7] . The flow in the Penn State combustor has been modeled as the turbulent flow of compressible reactive fluid in an axisymmetric problem formulation. The simulations were performed on a Dell T7500 workstation with an Intel Xeon E5645 processor (six cores, and 12 threads).
A. Computational Domain
The employed CFD code uses the finite volume element method. The numerical simulations of the flow inside the chamber have been carried out in a quasi-three-dimensional domain, which represents a sector of 1 deg and one element thick. The domain includes the combustion chamber, the converging-diverging nozzle, and a small part of the coaxial injector. The domain is shown in Fig. 1 . The axisymmetric combustion chamber has a diameter of 38.1 mm (1.5 in.). The length of the cylindrical part is 285.75 mm. The throat diameter is 8.166 mm. The thickness of the injector post (the thickness of wall between the fuel and oxidizer in the coaxial injector) is 0.52 mm, whereas the gap in the outer annulus is 0.595 mm.
Although turbulent flow is always three-dimensional, the RANS equations do not require three-dimensional settings if the imposed boundary conditions are two-dimensional. The use of the 2-D numerical domain allowed the number of elements in the mesh to be significantly reduced. The reduced mesh size decreased the computation time to several hours compared to 3-D simulations. In the previous study [12] , it was found that, for the flame of a coaxial injector, the simulation results depended on the velocity profile in the (outer) annular passage of coaxial injector and that the uniform velocity profile resulted in a wrong spreading angle and poor convergence at the grid nodes near the oxygen post tip. Therefore, the numerical domain included a small part of the outer annular passage. Due to the small gap in the annular passage (h∕L < 0.1), this small part was sufficient for getting a U-shaped velocity profile at the outlet of the injector.
The simulations were performed on hexahedral structured meshes with mesh refinement near the walls and in the flame region. The numerical meshes were generated using the computer program ICEM from the package ANSYS CFD. Following previous experience in CFD simulations [10, 12] , the generated meshes were refined near the injector post and around the shear layer between the jets of the fuel and oxidizer; here, the spacing reaches 15 μm. In a base mesh, the spacing between the nodes varies from 0.6 μm to 0.5 mm, and most of the mesh elements are stretched in the axial direction. The smallest spacing is located on the sidewalls, but the coarsest part of the mesh is located in the diverging part of the nozzle. Prism layers near the walls grow with the expansion ration of 1.1. In the whole domain, the expansion ratio does not exceed a value of 1.2. The base mesh consists of 1.5 million nodes.
An unstructured hex-dominant mesh was also generated and tested. The unstructured mesh had the same mesh resolution near the walls and in the refinement region as the structured mesh but contained more nodes. This mesh has given the same solution as the structured mesh but also required more computational power due to the larger mesh size.
B. Turbulence Model
The flow in the combustion chamber has been modeled as a steadystate solution of the Favre-averaged Navier-Stokes equations. The equations have been solved using a second-order advection scheme. Turbulence has been modeled using the SST turbulence model with the default values of the coefficients and the "automatic" near-wall treatment [7] . When using the automatic near-wall treatment, the solver switches from a wall-function formulation to a low-Reynoldsnumber near-wall formulation when the mesh is refined. The turbulent transport has been modeled using the default value of 0.9 for the turbulent Schmidt number. However, the final results have been obtained by assigning the turbulent Schmidt number of 0.7. The value of 0.7 has been recommended for the turbulent Schmidt number in axisymmetric turbulent free round jets by Yimer et al. [13] . The turbulent Prandtl number has been set to the default value of 0.9, which has been extensively validated for heat transfer predictions in CFX [14] .
C. Model of a Non-Premixed Turbulent Flame
The turbulent combustion of propellants in a non-premixed flame has been modeled using the eddy-dissipation-type model [11] . The employed model is based on the assumption of a thin flame (i.e., chemical reactions are infinitely fast), and the rate of chemical transformations is limited by the mixing rate. In the used model, chemical transformations occur in a single-step global reaction
in which the reaction rate is proportional to the rate of eddy dissipation:
where ϵ is the turbulence eddy dissipation, and k is the turbulent kinetic energy. The assumptions, on which the model is based, hold up well in rocket combustion chambers operated with hydrogen. Hydrogen and oxygen react immediately at high temperatures and pressures. Since the propellants are injected separately in a combustion chamber, the combustion process is limited by the mixing. This statement clearly follows from the study by Ivancic and Mayer [15] . They evaluated timescales in a cryogenic hydrogenoxygen subscale chamber and found that, at high pressures, the chemical timescale is smaller by several orders of magnitude than the Kolmogorov timescale. In particular, for the Penn State test case, Yang also evaluated chemical and Kolmogorov timescales and found in [3] that the chemical timescale is over two times smaller than the Kolmogorov timescale.
The advantages of the eddy-dissipation model (EDM) are its simplicity and robustness, but to achieve acceptable results, the model should be extended, especially for the case of rocket combustion. At high temperatures (T > 3000 K), the dissociation of H 2 O becomes important, namely, the fraction of H 2 O in a chemical equilibrium mixture is significantly less than 100% in burned gases in rocket engines. The direct use of Eq. (1) gives a flame temperature near 5000 K, whereas the flame temperature in rocket combustion chambers amounts to around 3500 K. To predict the flame temperature accurately, it is necessary to take into account the incomplete combustion of hydrogen. To obtain the correct flame temperature in the combustion chamber, which is very important for the heat balance of the combustion chamber and the predictions of the heat fluxes, an external parameter (called "maximum flame temperature" in CFX [6] ) has been used in the model. The reaction rate is set to zero when the temperature of reactive mixture reaches the value of the Maximum flame temperature, which is precalculated using the program NASA Chemical Equilibrium with Applications (CEA) [16] .
Another important process in a flame, which should be taken into account in modeling, is flame extinction. At ordinary conditions, first of all, it is necessary to take into account the flame extinction outside flammability limits. Even for hydrogen-oxygen rocket engines, flammability limits are an important issue because one or both components are injected at cryogenic temperatures. In the Penn State test case, the propellants are injected at high temperatures (in contrast to cryogenic engines). For this reason, the flammability limits are not included in the present model.
The present model has two additional parameters for the accurate modeling of the interaction between flame and turbulence. The turbulent mixing rate ϵ∕k becomes large close to walls due to the drop of k. Therefore, the value of ϵ∕k in Eq. (2) is limited to a value of 10 4 s −1 , which is set by a parameter called the "mixing rate limit" in CFX [6] ; otherwise, the reaction rate goes up unnaturally near walls. At a certain level of turbulence, the dissipation of heat and radicals leads to flame quenching. In regions of high turbulence, when the turbulence mixing timescale k∕ϵ is smaller than a chemical timescale, a local extinction occurs in the present model, i.e., the reaction rate is set to zero. The chemical timescale is defined in the model as a ratio of the laminar flame thickness to the laminar flame velocity. The flame thickness is evaluated using Blint's correlation [17] , whereas the laminar flame velocity is calculated using the hydrogen kinetic mechanism of Burke et al. [18] and the computer code PREMIX [19] , which is the part of the software package CHEMKIN.
In contrast to the standard formulation of the EDM model in CFX, all parameters describing the flame (maximum flame temperature, mixing rate limit, and chemical timescale) are not constants in the present model but are instead the functions of the mixture fraction, which is the total mass fraction of the hydrogen element in mixture and plays the role of equivalence ratio in the calculations.
D. Model of Thermodynamic Properties
The model of the thermodynamic properties of gas in a combustion chamber has a significant impact on the simulation results. Because the propellants are injected at relatively high temperatures, all components of the gas mixture can be treated as ideal gases. However, some properties of the gas mixture cannot be easily defined from the properties of its components.
The enthalpy and the entropy of the individual components have been defined using NASA polynomials [20] . The dynamic viscosity and thermal conductivity of the mixture components have been defined using Sutherland's law with parameters recommended in [21] in order to take into account the increase of the thermal conductivity and viscosity of gases with temperature.
CFX defines the property of multicomponent mixture using a mass averaging, by which the contribution of the individual components to the properties of the mixture is directly proportional to the mass fraction. This leads to the transport coefficients for the mixture of hydrogen, with oxygen being underestimated. Hydrogen has very high thermal conductivity; its presence significantly increases the thermal conductivity of the mixture. The mass averaging completely eliminates the influence of hydrogen on the transport properties of a mixture; for example, in an equimolar mixture of hydrogen and oxygen, the hydrogen mass fraction equals to 6%, so the contribution of hydrogen into the mixture properties amounts to only 6% according to the mass averaging. The inadequacy of the mass averaging clearly follows from the data of [22, 23] , where the experimental data on the viscosity and thermal conductivity of H 2 -O 2 mixtures at standard conditions have been presented. For this reason, the transport properties of the gas mixture have been modeled separately using the CFX Expression Language [6] by empirical formulas suggested in [24] . The effect of the new mixing rule is especially marked in the thermal conductivity and reaches 100% when hydrogen mass fraction amounts to from 2 to 20%.
III. Mesh Convergence Study
The flow in a rocket combustion chamber is characterized by the presence of a large amount of different scales. Under such circumstances, it is essential to perform a mesh convergence study in order to resolve all necessary scales and obtain a mesh-independent solution. The mesh convergence study should be carried out even if simulations are performed using the RANS equations. Time averaging eliminates many scales; however, the scales associated with boundary conditions remain.
In the current work, the mesh study has been performed by a successive uniform refinement of the mesh. During the refinement, the spacing was reduced twofold in the axial and radial directions. In addition, the structure of the mesh (i.e., blocking) was kept the same. It is necessary to note that the initial coarse mesh already had refinement around the sidewalls, the injector post, and in the shear layer between the jets of fuel and oxidizer. In CFD simulations, the accurate prediction of wall heat fluxes requires high mesh resolution near the walls. For this reason, the near-wall grid resolution was improved approximately three times at each step refinement (i.e., with a higher rate than the mesh itself). The process of the grid refinement during the mesh convergence study is illustrated in Fig. 2 . The amount of mesh points was increased four times at each step from 30 × 10 3 nodes to 4.1 × 10 6 nodes. The near-wall resolution was improved during the grid convergence study in terms of maximum y from 20 to 0.7, where y is the dimensionless distance from the wall [7] . At the last step, the spacing was reduced by only a factor of 1.4, and the near-wall resolution was improved by a factor of 2.
The mesh convergence study has shown that the solution has become practically mesh independent in the volume of the chamber after the second refinement, i.e., at the mesh resolution of the "fine" mesh. However, for the used near-wall treatment, the mesh with y around one is recommended for accurate heat transfer predictions [7] . The wall heat fluxes obtained in simulations with meshes of different densities are shown in Fig. 3 . As one can see, the simulated wall heat flux goes up with the increase of near-wall resolution and becomes grid independent at the level of y ≈ 1. Hence, the mesh-independent solution has required further mesh refinement and been obtained with the "superfine" mesh, which has a near-wall resolution of y max 1.4. The difference between the results obtained with the superfine mesh and with the "megafine" mesh, which has twice as many nodes and y max 0.7, is so small that the lines corresponding to the superfine and megafine meshes plotted in Fig. 3 overlap.
Since it is possible to obtain the mesh-independent solution in the volume of the combustion chamber with a mesh coarser than the superfine mesh, the final mesh was generated with a new nodal distribution and block structure but with the same near-wall resolution as the superfine mesh. The final mesh consists of 1.5 million nodes and has a near-wall resolution of y ≈ 1. The final mesh is not presented in Figs. 2 and 3 , because it gives a solution coinciding with the solution on the superfine mesh, and the lines corresponding to the final mesh are indistinguishable from the lines of the superfine mesh on the graphs. The new mesh has allowed a 13% reduction in computational time relative to the superfine mesh.
IV. Results and Discussion

A. Analysis of Numerical Model
The mesh convergence study has been done using the basic models and settings of CFX. The wall heat flux obtained during the mesh convergence study appeared significantly lower than the experimental data (even on the very fine meshes). In the experiment, the wall heat flux reaches a maximum of around 16 MW∕m 2 [1] , whereas in the simulation, the maximum wall heat flux is about 9 MW=m 2 . For this reason, we have developed our own model of reactive flow in rocket combustion chambers.
Combustion in a liquid rocket engine is characterized by many processes. The detailed modeling of all processes is challenging and requires great effort. Performing CFD simulations at different complexity levels of modeling, the effect of the models on the simulation results was studied, and it was found that a minimum modeling level was required for accurate predictions of wall heat fluxes. In the present study, the complexity of the numerical model was gradually increased within eight steps from the simplest models and settings up to the inclusion of a radiation heat transfer model at the final step; see Table 3 . The results of numerical simulations at the different depths of modeling are shown in Fig. 4. 
Steps 0 and 1
Step 0 represents the "lowest" level of modeling. At this level, the basic models and settings of CFX have been used for the simulation. These results coincide with the results obtained during the mesh convergence study with the use of the superfine mesh, and the difference is only in the use of the final mesh instead. At the next step (step 1), the EDM combustion model has been modified, as has been previously described in Sec. II.C. The additional model parameters slightly change the shape of the flame. This can be seen in Fig. 5 , where the simulations at three different modeling levels (including step 0) are presented. The new combustion model results in a slightly longer flame and in a lower temperature near the injector post. However, the effect of the combustion model on wall heat flux is insignificant. The main benefit of the developed extension of the EDM model is an improved convergence. The reaction rate in the vicinity of the injector post is lower in the new model, and the spatial distribution of reaction rate across the chamber is more uniform. The modifications of the EDM model have resulted in a decrease of the residuals on average from 10 −5 to 10 −6 . However, the tight convergence was not a main objective of the developed model. The applied combustion model has been developed for the modeling of the flame of cryogenic propellants, so its advantages over the standard EDM model are not visible in this particular case.
Step 2
At the following step, the temperature-dependent transport coefficients for individual mixture components have been introduced. By default, in CFX (steps 0 and 1), constant transport coefficients have been used. They are not adequate in the case when the temperature varies in a wide range because the transport coefficients increase as the square root of temperature. That is why the Sutherland's equations give higher values of transport coefficients at higher temperatures than default values of CFX. This results in the higher values of wall heat fluxes at step 2. As one can see in Fig. 4 , the CFD model at this step predicts the substantially higher wall heat flux.
Step 3
The switch of the boundary conditions at the side planes from periodic boundary conditions to symmetry boundary conditions (step 3) does not lead to any changes of simulation results; however, it has improved the convergence rate of the numerical model more than tenfold. In Fig. 4 , the line corresponding to step 3 matches the curve of step 2 completely. It was necessary to perform this test because symmetry boundary conditions impose additional constraints on the flow and may affect simulation results in some configurations.
Step 4
Step 4 shows the impact of turbulence model. At this step, the k-ω turbulence model was used in the simulation instead of the SST turbulence model. The SST model is based on the k-ω turbulence model. With the use of blending functions, the SST model switches to the k-ϵ turbulence model in free shear flows; however, in near-wall regions, the k-ω and SST models have the same formulation [7] . The k-ω turbulence model results in a slightly longer flame and lower temperatures in the recirculation zone and in the outside areas of the flame (Fig. 5) , which gives the lower wall heat flux; see Fig. 4 . The comparison of the results obtained using the SST and k-ω models (step 3 and step 4) shows that the wall heat flux also depends on the flow in the middle of the chamber and the turbulence model in this area. The SST model has been used in all subsequent steps again.
Step 5
Surface properties and boundary conditions at the walls have a profound effect on wall heat flux. Even if chamber walls have been polished before the hot test, they become eroded after the first seconds of the hot-fire test. At step 5, the boundary conditions at the walls were switched from smooth walls to rough walls. The wall roughness has been set to 5 μm based on previous experience in combustion chamber testing. The switch to rough walls increased the maximum wall heat flux by approximately 1 MW=m 2 . At the same time, a kink appeared in the heat flux profile at the stagnation point, which is probably an artifact of the employed near-wall treatment.
Step 6
The next step emphasizes the validity of the conclusion of past work about the unsuitability of the mass averaging for the evaluation of the transport properties of hydrogen-oxygen mixtures in combustion simulations [25] . For step 6, and all subsequent steps, the empirical formulas for viscosity and the thermal conductivity of the gas mixture have been applied instead of the mass-averaging ZHUKOV approach used in CFX by default. The mass averaging eliminates the impact of hydrogen on transport properties due to its low molecular weight. The abandonment of the mass averaging for viscosity and thermal conductivity has given a substantial increase of the simulated wall heat flux. The effect has been achieved through the increase of the thermal conductivity in the boundary layer at the wall. The detailed information about the modeling of transport properties can be found in Sec. II.D of this paper.
Step 7
Step 7 is also related to the transport properties but in turbulent flow. The turbulent Schmidt and Prandtl numbers, which are responsible for turbulent diffusion and thermal conductivity, respectively, are set to 0.9 by default in CFX. At this step, the turbulent Schmidt number was set to 0.7, as was suggested in [13] . The change in the value of the turbulent Schmidt number leads to a slightly better agreement with the experiment; however, in contrast to the work of Ivancic et al. [5] , step 7 is not an "adaption of the model settings." The change of the value of the turbulent Schmidt number was done because the value of 0.7 was also used by the author in all other CFD simulations of hydrogen rocket combustion chambers for the last two years. The change of the turbulent Schmidt number results in slightly different distributions of oxygen and temperature in the combustion chamber.
Step 8
For the final step, the numerical model has been complemented with the model of radiation heat transfer. For this purpose, the P1 model [7] has been employed in accordance with the recommendations of CFX [6] . The conditions in the combustion chamber model meet the model requirements, i.e., the optical thickness is large. As we can see in Fig. 4 , the radiative heat transfer substantially increases the wall heat flux. It should be noted that the results of the calculations depend strongly on the optical characteristics of the surface. The emissivity of copper varies more than 10 times from polished copper to oxidized (at room temperature, from 0.02 to 0.6, respectively). In the simulations at step 8, the surfaces of the chamber walls were assumed to be coated by an oxide layer but clean from oxide scale. However, the walls of rocket combustion chambers do not always become oxidized after hot firing. If there is an excess of hydrogen in the gas mixture, then hydrogen reduces the metals from oxides and protects chamber walls from the oxide film formation. If the walls are not oxidized during the hot-fire test, then the effect of the radiative heat transfer is negligible. In the considered test case, the measurements have been performed at an overall ROF of 6.6 (see Table 2 ), which corresponds to the excess of hydrogen in the mixture. At the same time, Pal et al. [1] did not provide any information about the condition of the walls during or after the hotfire test. Taking into account that the walls were probably not oxidized during the experiment, the results of step 7 (i.e., without the radiation model) are considered as the final results of the current work. The idea of performing step 8 is to study the potential effect of the radiative transfer on the heat flux.
The gradual increase of model complexity has resulted in the increase of the wall heat flux. The main effect has been given by the increase of the transport coefficients at step 2 and step 6. Thus, the predicted wall heat fluxes depend primarily on the model of the thermodynamic properties and, particularly, on the thermal conductivity of gas in the boundary layer. The effect of molecular thermal conductivity on the wall heat flux is easily explained. The largest temperature drop toward the wall is located in the laminar sublayer. Thus, the laminar sublayer is a bottleneck for the wall heat flux. Therefore, the thermal conductivity in the laminar sublayer has a significant impact on the wall heat flux.
The combustion and turbulence models also matter in the CFD simulations. In the studied case, they are responsible for the shape of the flame and recirculation zone. For example, the switch from the SST turbulence model to the k-ω model in step 4 led to the change of streamlines near the stagnation point, and that resulted in the significant decrease of the maximum wall heat flux (Fig. 4) . The impact of combustion and turbulence models on wall heat flux in the Penn State test case was studied in detail in the work of Ivancic et al. [5] . They compared the numerical results obtained with the use of eight different turbulence models and found that some of the models predicted completely different shapes of the main recirculation zone and, accordingly, different wall heat profiles. Ivancic et al. [5] also compared different combustion models. In their simulations, different combustion models predicted different temperatures of gas mixtures in the combustion chamber. As a result, the effect of the combustion model is visible on the wall heat flux profile [5] .
B. Comparison with Experiment and Other Works
Before comparing the simulation results with the experimental data and other simulations, it is necessary to identify the experimental uncertainty. Unfortunately, the authors of the experiment did not provide any information about the experimental uncertainty; however, earlier, they had presented a more detailed description of similar measurements in the Penn State combustor [2] . The value of the experimental uncertainty in the Penn State test case may be evaluated from the results of [2] , where the same experimental setup and method were used. The results of the current analysis of the experimental uncertainties have been compiled in Table 4 . The aim of the analysis is to evaluate an expected difference between the experimental data and the numerical results obtained with the use of an ideal CFD model and the boundary conditions presented in the original work [1] .
Firstly, the experimental data are characterized by a statistical error. Generally, all parameters in rocket combustion chambers (pressure, temperature, etc.) oscillate. (Sometimes during hot-fire tests, oscillations reach 100% of the measured value.) Marshall et al. [2] presented a time profile of the wall heat flux where the random oscillation of the wall heat flux amounted to 8% of the measured value.
The next contributing factors are the conditions at the walls. During hot-fire tests, chamber walls are exposed to erosion. Even if the combustion chamber walls are polished before the hot test, after a short period of operation, they become rough. The erosion and oxidation traces after hot tests are always distributed nonuniformly. The distribution depends strongly on local conditions at the walls. The oxidation and erosion of the wall surface have a significant impact on the wall heat flux. The comparison of the curves for step 3 and step 5, and for step 7 and step 8, in Fig. 4 shows the impact of the wall roughness and the wall emissivity on the wall heat flux. The average difference between step 7 and step 8 amounts 10%, which corresponds to the difference between unoxidized and fully oxidized walls. The real conditions are somewhere in between; thus, the contribution of radiative transfer into experimental error is estimated to be 5%. As for the wall roughness, the difference between step 3 and step 5 does not correspond to the whole span of possible boundary conditions. The value of 5 μm for the wall roughness is not the upper margin but the conservative estimate of the wall roughness during the experiment. Thus, the contribution of the wall roughness has been estimated as equal to the difference between step 3 and step 5, which amounts to 8%.
The last (but not least) important factor is the uncertainty of the injection boundary conditions. This problem was already analyzed in the work of Ivancic et al. [5] and mentioned in the Introduction (Sec. I). The problem has two sides. First, the temperatures of gases injected into the main chamber are significantly lower than the temperatures calculated with the assumption of complete combustion in the preburners. The inconsistency is as follows: the assumption of complete combustion was used for the calculations of the composition of the fuel-rich gases with the use of the NASA CEA program [16] by Pal et al. [1] . These calculations gave the temperature of the fuel-rich gases of 1360 K, whereas the specified (measured) temperature of the fuel-rich gases is 811 K. Pal et al. have explained this discrepancy by the heat loss to the preburner walls, although such a loss would amount to 35% of the heat loss in the main chamber. At the same time, it is necessary to take into account that the preburner and the main combustion chamber have a similar design, but the temperature in the main chamber is significantly higher: around 3500 K. Therefore, the large heat losses in the preburners do not sound realistic. The more realistic explanation would be a flow stratification in the preburners so that the temperature in the middle of the preburners is higher than on the periphery. The second side of the problem is that the pressure of 54.2 bar measured in the main combustion chamber significantly exceeds the pressure calculated using the inlet boundary conditions stated in the original work [1] ; see also Table 2 . The simple estimation of the pressure in the combustion chamber can be done with the use of CEA [16] . The calculations on the assumptions of the ideal rocket combustion chamber result in a pressure of 51.7 bar in the Penn State combustor; the account for the heat loss reduces the pressure to 48.6 bar. (The NASA CEA code gives the low estimate of the pressure in the case of heat losses due to the assumption of the uniform flow in the nozzle.) The CFD simulations give a more accurate estimation of the pressure of 50 bar in the combustion chamber. The difference between the measured and simulated pressures can serve as the estimation of the uncertainty of the inlet boundary conditions (mixture composition and temperature). Because the wall heat flux correlates with the pressure in the Penn State combustor (q w ∝ p 0.8 ) [2] , the contribution of the uncertainty of the inlet boundary conditions to the relative uncertainty of the wall heat flux can be calculated as follows: Most of the factors presented in Table 4 are related to the uncertainty of the boundary conditions. They were added to the experimental error because measurement results cannot be considered in isolation from boundary conditions. The uncertainties of the boundary conditions are the results of the first-order approximations and have a probabilistic character. For this reason, the uncertainties of the boundary conditions have been treated in the same manner as statistical errors. All aforementioned uncertainties are independent; thus, the cumulative experimental error equals to the square root of the sum of the squares of the single components
and amounts to 15%. The margins of 15% are plotted with the experimental data in Fig. 6 , but it is necessary to remember that these margins are in fact the standard deviations, which means that the real value of heat flux can also be located outside the margins with the probability of 32%. At the same time, the error margins in Fig. 6 do not contain the systematic error and other unknown uncertainties of the measurements (uncertainties of flow rates and heat flux itself), so the real experimental error may significantly exceed these by 15%. In particular, the used experimental method requires a good thermal contact between thermocouples and chamber walls; otherwise, the bias from the real heat flux is significant. The derived value of the experimental error is indeed a conservative estimate, and it would be reasonable to consider the total experimental error equal to around 20-25%. The current numerical results (step 7) agree well with the experimental data and the CFD results of other groups; see Fig. 6 . All simulations compared in Fig. 6 have been obtained with the use of the RANS equations and correlate with each other very well. However, the results obtained with the use of the CFD code Rocflam3 have excellent agreement with the experimental data, which are the result of the fitting of the turbulent Schmidt and Prandtl numbers. The other simulations lie below the experimental points and outside the margins of the experimental error at x < 50 mm, and they lie above the experimental points at x ≥ 175 mm. Unfortunately, the comparison of the different simulations does not allow us to make any conclusions, except for the fact that it is possible to predict wall heat fluxes in rocket combustion chambers using RANS simulations. All four simulations presented in the figure have been performed using different turbulent and combustion models, different turbulent Prandtl and Schmidt numbers, and slightly different boundary conditions. This is the reason why it is so difficult to draw conclusions from the comparison of the different CFD simulations. Even the comparison of the results obtained with the use of the same code (CFX) has not given the opportunity to explain the difference in the results. There are also other CFD simulations of the Penn State combustor (e.g., [3, 4] , and many others) performed with the use of RANS, URANS, detached-eddy simulation, and LES; but, as we can see, even the comparison of the similar CFD models may be uninformative.
V. Conclusions
In the present work, the Penn State test case has been simulated with the use of the RANS equations. The target of the simulations has been the measured wall heat fluxes in the staged hydrogen-oxygen combustor operating at 54 bar. To model turbulent non-premixed flames in rocket engine combustion chambers, the new EDM-type model has been developed. The developed model has the additional parameters: maximum flame temperature, mixing rate limit, and chemical timescale. The distinctive feature of the new model is that these parameters are not constants and depend on the local mixture composition. Another essential feature of the numerical model is the model of the thermodynamic properties where the transport properties of the gas mixture have been defined without the use of the mass averaging. To eliminate the effect of the spatial discretization, a mesh convergence study has been conducted, and a meshindependent solution was obtained.
The impact of the different elements of the numerical model has been studied. The analysis of the numerical results obtained at the different levels of model complexity showed that the wall heat flux predictions depend strongly on the model of the transport properties.
The experimental uncertainties of the test case have been analyzed using the information and data from a similar experiment by the same group. The uncertainty of the wall heat flux measurements has been estimated and amounts to 15%.
In the current work, the predicted wall heat fluxes agree very well with the experimental data. Good agreement with the experimental data was also achieved in other RANS simulations. However, this does not prove that the RANS equations are an ultimate tool for Fig. 6 Comparison of the current results (black line) with experimental data [1] and simulation results of other groups [5] .
modeling the flow in rocket combustion chambers. Turbulent flow can be simulated with the use of the RANS equations and statistical turbulence models when the flow is statistically stationary and the turbulence does not require the representation of many scales; otherwise, LES or LES-like simulations are required. Wall heat fluxes depend mainly on the flow near the walls. The RANS equations and the SST turbulence model can adequately model the attached flow near walls and the recirculation zone behind a back step. For these reasons, good agreement with the experimental data has been achieved in the Penn State test case, and that is why the RANS equations may be used for the predictions of wall heat fluxes.
