Abstract. Motivated by a problem concerning the structure of certain 3-blocks of defect 2 in finite groups we investigate a class of local algebras of dimension 9 over a field of characteristic 3. In particular, we compute the complexity of the unique simple module for any such algebra.
Introduction
In this note we will consider certain 3-blocks with an elementary abelian defect group D of order 9. Such blocks were first studied systematically by Kiyota [4] .
He identified 11 different types of these blocks, depending on the structure of the relevant inertial quotient, its action on D and a certain 2-cocycle. For some cases he determined the numbers of irreducible ordinary and Brauer characters in these blocks; for other cases these are unknown even today.
Here we will be concerned with one of these 11 types. In this case the block B is nonnilpotent, its inertial quotient is a Klein four group, and it contains a unique irreducible Brauer character and precisely 6 irreducible ordinary characters. In the following, we consider B as an algebra over an algebraically closed field k of characteristic 3. Then the basic algebra A of B is a symmetric local k-algebra of dimension 9 which has a center of dimension 6. Moreover, A and B are, of course, Morita equivalent. The isomorphism type of A, and thus the Morita equivalence class of B, was determined by Kessar in [3] .
It is the purpose of this paper to revisit some of her arguments and to provide variations and simplifications of her methods. Some of these simplifications come from additional properties of the blocks in question which were not used in [3] . We hope that our variations may prove to be useful in more general situations. Some of our methods are inspired by [11] , the master's thesis of the third author written under the guidance of the first author.
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We also point out a little mistake in Proposition 5.5 of [3] . However, Kessar assures us that this mistake does not influence the correctness of the main result in [3] . The starting point of Kessar was as follows. Suppose that G is a finite group such that the group algebra kG has a block B with elementary abelian defect group D of order 9. Let b be the Brauer correspondent of B in N G (D), again a block with defect group D. Using a result of the first author [7] , she shows that the basic algebra C of b has generators x, y and defining relations x 3 = y 3 = xy + yx = 0 (cf.
p. 491 of [3] ). Her goal is then to show that A and C are isomorphic. This then ensures that B and b are Morita equivalent.
A result by Puig and Usami [10] shows that B and b are perfectly isometric.
This implies that A, B, b and C have isomorphic centers; in particular, we have
Z(A) ∼ = Z(C).
In order to show that A ∼ = C we are going to use the following fact:
, for a ∈ J(A). This holds because the defect group D of B has exponent 3, as will be explained in more detail in Section 2 below. This property was not used in [3] ; it simplifies some of the proofs and some of the defining relations of our algebras.
We also use the fact that finitely generated modules over group algebras have a finite complexity (cf. [1] ). As the referees of an earlier version of this paper pointed out, this is the first instance where this method is used to show that certain algebras cannot be blocks of finite groups. We hope that it will turn out to be useful in other situations as well.
We now give an outline of the paper. In Section 2, we present some preliminary results that will be applied in later sections. In Section 3, we investigate a symmetric k-algebra A of dimension 9 with symmetrising linear form λ, over an algebraically closed field k of characteristic 3. We suppose that A is local with radical J := J(A) and socle S := S(A). We assume that Z := Z(A) is isomorphic to Z(C) where C is as above, and that a 3 ∈ K := K(A), for a ∈ J. We will see that there are several possibilities for A, given by Proposition 3.2, Proposition 3.4 (and Remark 3.5) and Proposition 3.6. The algebras in Proposition 3.2 and Proposition 3.6 are both unique (up to isomorphism) while the algebra in Proposition 3.4 depends on a parameter γ ∈ k.
In Section 4 we will see that the unique simple module for the algebra in Proposition 3.2 has infinite complexity, and in Section 5 we will prove the same thing for the algebra in Proposition 3.6. So these two algebras cannot come from blocks of finite groups. Thus our block B has to be Morita equivalent to one of the algebras in Proposition 3.4 (and Remark 3.5). We also show that the unique simple module for the algebras in Proposition 3.4 has complexity 2. Hence these algebras cannot ALGEBRAS RELATED TO A CLASS OF 3-BLOCKS OF DEFECT 2 3 be distinguished by complexity arguments. Thus at this point one has to fall back on the arguments in [3] , making use of the algebraic group Aut(A).
Preliminaries
Let k be an algebraically closed field and let R be a finite-dimensional k-algebra.
We denote by Z(R) the center of R and by K(R) = [R, R] the subspace of R generated by all elements [r, s] = rs − sr (r, s ∈ R). Moreover, we denote by J(R) the (Jacobson) radical and by S(R) the (left) socle of R. If R is symmetric then S(R) is also the right socle of R. An ideal I will always be a two-sided ideal. In this case we write I R. In this section we collect some known results that will be used in the sequel. 
Proof. This is Lemma E of [6] .
Lemma 2.2. Let R be symmetric and local. If
Proof. This is Lemma G of [6] . for a ∈ J(A).
Then one can show (cf. item (9) of [8] ) that T (B) := ∞ n=0 T n (B) = J(B) + K(B) holds (resp. for A). Using this, Theorem J in [5] shows that x Proof. These assertions can be obtained by straightforward computations.
Some symmetric local algebras of dimension 9
In this section k will denote an algebraically closed field of characteristic 3, and A will be a symmetric local k-algebra of dimension 9, with symmetrising linear form λ. We set J := J(A) and S := S(A), and we assume that Z := Z(A) is isomorphic to Z(C) where C is as in Lemma 2.4. We also suppose that a
For a subspace U of A we set U ⊥ := {a ∈ A : λ(aU ) = 0}. It is well-known 
Similarly, we have y
Setting y := y + √ γxy we obtain: (y ) i.e. α = β = γ = δ = = 0. Furthermore, we have 0 = ay = ζx 2 y 2 = ζx 4 , i.e.
This shows that
We may therefore replace z by z and assume
Then z 2 ∈ S = kx 4 by Lemma 3.1 (i). In case z 2 = 0 we would have the contradiction z ∈ J ⊥ = S ⊆ I. Thus we must have z 2 = 0. Hence we replace z by a scalar multiple and therefore assume that z 2 = x 4 . So we finally have a basis of the desired form.
Next we turn to the case dim J 2 = 6.
Proof. By Lemma 3.1, there are x, y ∈ J such that x 2 / ∈ J 3 and J = kx ⊕ ky ⊕ J 2 .
Then
Since dim J 2 = 6 this implies that dim(kx
by (iv) and (v) of Lemma 3.1. Replacing
y by x + y, if necessary, we may assume:
Then there are α, β ∈ k such that xy + yx ≡ αx 2 + βy 2 (mod J 3 ). We may assume that α = 0 or β = 0; for otherwise the result follows. Without loss of generality, we may assume that α = 0. Replacing y by α −1 y, if necessary, we may assume that α = 1.
In case β = 1 we set x := x + σy and y := x + τ y where σ := 2 + √ 1 − β and
Thus we may replace (x, y) by (x , y ) and obtain the assertion.
Finally, let β = 1 and set y :
Thus we can replace y by y and obtain the assertion. 
Proof. Our hypothesis implies that
. Setting
x := x + αx 2 and y := y + βy 2 we obtain J = kx ⊕ ky ⊕ J 2 and
We can therefore replace (x, y) by (x , y ) and then assume that xy
by Lemma 2.1. In particular, there exists α ∈ k such that xy + yx = αx 2 y 2 . Setting y := y + αxy 2 we get: xy + y x = xy + yx + α(x 2 y 2 + x 2 y 2 ) = 0. Therefore we may replace y by y and assume that xy = −yx. Now xy 3 = yxy 2 = −xy 3 , i.e. xy 3 = 0.
Since (ii) Thus let β = 1. In case γ = 0 we can exchange x and y and are then back in the case β = 0. Thus we may assume γ = 0.
In case γ = 1 we get
Hence we may assume that 0 = γ = 1. Note that our results here differ slightly from those in [3] . The reason is a mistake in [3] ; one of the changes of bases there is misleading since it is in conflict with earlier assumptions. However, the author of [3] stresses that this mistake has no influence on the correctness of the main result.
Using the fact that (ζx + ηy) 
Then, using the relations
one concludes that γ =γ in both cases.
We now consider the remaining case. 
As before, we We may therefore replace y by y and then assume that α = 0. Thus we now have
Hence there are α, β ∈ k such that y 2 ≡ αx 3 + βxyx (mod J 4 ). Then y 3 = βxyxy ∈ K ∩ S = 0, so that β = 0 and y 2 ≡ αx 3 (mod J
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Then we set x := αx and y := αy. Hence we have (y )
and y x y ≡ α 3 x 3 ≡ (x ) 3 (mod J 4 ) and, moreover, (x ) 2 y = 0. Thus we can replace (x, y) by (x , y ) and therefore assume that α = 1. Thus together we may assume that α ∈ {0, 1}.
Let γ ∈ k such that yxy = x 3 + γx 4 .
Let β ∈ k such that y 2 = αx 3 + βx 4 . We set y := y + βxyx. and Remark 3.5, and in Proposition 3.6. It is easy to verify that these algebras are indeed local and symmetric, satisfy a 3 ∈ K for a ∈ J, and have a center isomorphic to Z(C). In the next sections, we are going to compute the complexity of their unique simple module.
The algebra in Proposition 3.2
The following proposition which was kindly provided by J. F. Carlson shows that the algebra A of Proposition 3.2 leads to a contradiction. The argument here differs considerably from the one in [3] which made use of the outer automorphism group of the k-algebra A. 2 , and
Then there are a minimal projective resolution Proof. Suppose first that i = m = 0. Then we set P 0 := A and let ϕ 0 = :
A / / k be canonical. Moreover, we set n 0 := 1 = 2 0 and e 0,1 := 1. Then 
Since 
Remark 4.2. In the situation above we have dim
In particular, the sequence (dim P i ) ∞ i=0 grows exponentially. Thus the algebra A cannot be Morita equivalent to a block of a group algebra; for otherwise the se-
would have polynomial growth since finitely generated modules over blocks of finite group algebras have finite complexity (cf. [1] , for example).
In the next section, we will show that also the unique simple module over the k-algebra of Proposition 3.6 has infinite complexity. Thus it cannot be Morita equivalent to a block of a group algebra.
The algebra in Proposition 3.6
In this section, k will again be an algebraically closed field of characteristic 3, and A will be the k-algebra of Proposition 3.6. Thus A has a k-basis 1, x, y, x 2 , xy, yx, x 3 ,
xyx, x 4 with relations 0 = y 2 = x 2 y = yx 2 = yxy − x 3 . We are going to show that the unique simple A-module A/J ∼ = k has infinite complexity. First we observe that the (left) A-module Ay is spanned over k by the elements y = 1 · y, xy = x · y, x 3 = yx · y, x 4 = xyx · y. In particular J 3 · y = 0. We will denote a minimal projective resolution of k by
Moreover let K n := Ker(ϕ n−1 ) for n ∈ N and K 0 := k. We remind the reader that for each n ∈ N the map ϕ n factors into a projective cover P n / / / / K n of K n followed by the inclusion map K n / / P n−1 . Hence we get the following picture with short exact sequences on the diagonals:
. . .
We observe that in our case, since A is a local k-algebra, every P n for n ∈ N 0 is isomorphic to a finite direct sum of copies of A. Moreover, since ϕ 0 can be chosen as the natural projection of A onto A/J ∼ = k, we obtain P 0 = A, K 1 = J and JK 1 = J 2 . Using this we obtain for a 1 , a 2 ∈ A. Doing so we observe that ye 1 , x 2 e 1 ∈ Ker(ϕ 1 ) = K 2 and that ϕ 1 (e 1 ) = y and ϕ 1 (e 2 ) = x.
In the remaining part of this section we will inductively show that for n ∈ N the number N n of indecomposable direct summands of P n can be bounded from below
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13 by the n-th Fibonacci number (which is true for n = 1 by the above calculations).
Since the Fibonacci sequence is of exponential (and not of polynomial) growth this will show the claim we made on the complexity of the A-module k.
In view of this let us fix some m ∈ N and assume we have already constructed the following part of a minimal projective resolution of k:
As mentioned before let N n for n ∈ N be the number of indecomposable direct sum- In particular the fact that A has Loewy length 5 yields
That means every element of JK m+1 is necessarily annihilated by J 3 . Finally let α m , β m ∈ N 0 with β m ≤ α m be such that the following conditions hold: we obtain (ky + kx 2 + kxy + kx 3 + kx 4 )e j ⊆ K m+1 e j . Using this and our assumption on x we conclude that xe j + s / ∈ K m+1 e j for any s ∈ (ky + J 2 )e j . For if xe j + s ∈ K m+1 e j for some s ∈ (ky + J 2 )e j then we could write s = s + s with s ∈ (ky + kx 2 + kxy + kx 3 + kx 4 )e j ⊆ K m+1 e j and s ∈ (kyx + kxyx)e j .
Hence we had xe j + s ∈ K m+1 e j but then xe j ∈ K m+1 e j + kyxe j + kxyxe j , a contradiction. Taking into consideration the fact that K m+1 ⊆ JP m we infer that
a contradiction. This shows that xe j ∈ K m+1 e j + kyxe j + kxyxe j , so that there are ξ ∈ K m+1 and λ, µ ∈ k with xe j = ξe j + λyxe j + µxyxe j . Hence ξ is of the following form:
w e e with certain w e ∈ J for e ∈ B m \{e j }. Applying ϕ m to the element ξ ∈ K m+1 and using the first part of (iii) yields
In particular we obtain, by using (iii) again,
with a i,j being the elements we introduced in (iii) when decomposing ϕ m (e i ) into an A-linear combination of the elements in B m−1 . Because we have w ei ∈ J and a i,j ∈ kx + J 2 for i > β m this last chain of equalities implies xyd j ∈ (kx
clearly a contradiction. This shows that 
and hence λ 1 = · · · = λ αm = 0 since the e i are A-linearly independent. Thus we
Multiplying this with e j from the right we obtain µ j x 2 e j ∈ JK m+1 e j for j = 1, . . . , β m . But now, apart from the coefficient µ j , we are in the exact same situation as before when we were indirectly showing that x 2 e j / ∈ JK m+1 . Using the same argument as in that case shows that µ j must be zero since else we obtain a contradiction. Hence µ 1 = · · · = µ βm = 0 and this shows that we can write
where for s ∈ K m+1 we denote the coset s + JK m+1 by s. We can now construct a projective cover P m+1 of K m+1 . For this we set N m+1 := α m +β m +l and P m+1 := A Nm+1 . Note that N m+1 ≥ α m +β m . Fixing some A-basis
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We obtain a projective cover ϕ m+1 : P m+1 → K m+1 by setting
and extending this A-linearly to all of P m+1 . From this we immediately infer: 
Since the sequence (α n ) ∞ n=1 is the shifted Fibonacci sequence by the upper recursion, and we have N n+1 ≥ α n for n ∈ N, the claim on the number of indecomposable summands of P n follows. We have thus shown: Moreover we observe that the given relations on A imply the following additional identities which will frequently be used later on:
and this shows that k has complexity 2.
For now let n ≥ 1 be a fixed natural number. is also part of a minimal projective resolution of k. Hence it suffices to prove that ϕ n • ϕ n+1 = 0 and that ϕ n+1 : A n+2 → K n+1 := Ker(ϕ n ) is a projective cover. In order to show these facts we distinguish the cases (1), . . . , (4) . We will only consider the cases (1) and (2) since, up to some signs and the calculation of the last element e n+1 , case (3) is analogous to case (1) and case (4) is analogous to case (2). First we note that the exactness of ( * ) implies that dim(K n+1 ) =    9r + 1 : n = 2r − 1 for some r ∈ N 9r + 8 : n = 2r for some r ∈ N 0 , which can be shown by induction.
Now let us consider case (1), i.e. n = 4q for some q ∈ N. Then dim(K n+1 ) = 18q + 8. One checks that the following 18q + 8 elements are contained in K n+1 and
