Abstract. We consider the classical dynamics given by a one sided shift on the Bernoulli space of d symbols. We study, on the space of Hölder functions, the eigendistributions of the Ruelle operator with a given potential. Our main theorem shows that for any isolated eigenvalue, the eigendistributions of such Ruelle operator are dual to eigenvectors of a Ruelle operator with a conjugate potential. We also show that the eigenfunctions and eigendistributions of the Koopman operator satisfy a similar relationship. To show such results we employ an integral kernel technique, where the kernel used is the involution kernel.
Introduction and main results
Let M = {1, 2, . . . , d} be the classical alphabet with d symbols. We consider on M the discrete distanced in such way the distance among different points is equal to 1. The space Ω = M N of all the sequences x = (x 1 x 2 . . .), x j ∈ M, j ∈ N is equipped with the usual shift operator σ : Ω → Ω such that σ(x 1 x 2 . . .) = (x 2 x 3 . . .) and with the distance :
that makes (Ω, d Ω ) into a compact metric space. The choice of the exponential ratio k = 2), then section 5 from [4] tells us that A ⋆ is the transpose of the matrix whose entries are A(x 1 , x 2 ). If Ω is seen as the coding of a smooth uniformly expanding dynamical system (like T (x) = 2x mod 1 on the circle), then the pull-back to Ω of any smooth potential will also be Hölder.
Let ν be any Borel probability measure on M , given by ν = d j=1 a j δ j with d j=1 a j = 1. In order to simplify the notations, the integration of a function f : M → C with respect to this probability ν will be written f (a)da.
We can define the Ruelle operator L A : H θ (Ω) → H θ (Ω) associated with the potential A and the measure ν by :
It is more common to define the Ruelle operator via the counting a priori "measure" ν = d j=1 δ j and not using the probability da = ν = d j=1 a j δ j . For simplicity we write A(ax) in the sense of A(ax) = A(τ y (x)), that is the element obtained from the inverse branch of indexed by a by adding one extra symbol. Along the paper we will not comment any further on the matter, since the context will allow the reader to understand what we are doing. An exposition of the general theory of this operator, as well as and more references, can be found in [2, 14] .
If A ⋆ is a dual potential of A, we can also define the Ruelle operator L A ⋆ :
Note that the definition of these operators depends on the choice of the a priori measure ν on M . The classical Ruelle operator A(tx) f (tx) which appears in the literature corresponds to our setting equipped with the a priori measure ν = d j=1 δ j (see [16] and [20] ). This implies that the results presented in this article can be easily adapted to the usual case. A more thorough discussion about this point can be found in [14] .
Recall that given A ∈ H θ (Ω) we denote its Birkhoff sums by :
Since A is bounded (hence e ℜA as well), the Ruelle operator L A has a finite spectral radius R when acting on H θ (Ω), which is bounded from above by :
The spectral radius R ⋆ of L A ⋆ admits a similar upper bound ρ ⋆ . We shall be interested in the "eigenelements" of these Ruelle operators. A map ψ ∈ H θ (Ω) is an eigenfunction of L A associated to the eigenvalue λ when :
Likewise, a continuous linear functional D : H θ (Ω ⋆ ) → C is an eigendistribution of L A ⋆ associated with the eigenvalue λ when :
We point out that we do not require λ to be main eigenvalue, hence the ψ we consider might not be the main eigenfunction and D is not necessarily a measure.
1
Our main purpose in this article is to relate explicitly the eigendistributions D of the Ruelle operator associated with A ⋆ and the eigenfunctions ψ of the Ruelle operator associated with A. More precisely, we will show that : 
for any choice of x ′ ∈ Ω and 0
Note that we do not require λ to be either the leading eigenvalue. Thus this theorem generalizes the results of [5] which consider the analogous result just for the main eigenfunction of the Ruelle operator associated with A, in which case the eigendistribution D is a probability measure µ. In contrast, our approach can be applied to questions for which it is natural to analyze other eigenelements that are not associated with the leading eigenvalue (see for instance [10] ).
However, according to theorem 10.2 from [16] or theorem 1.5 from [7] , the condition |λ| > ρθ implies that, if λ is an eigenvalue of L A , then it must lie in its isolated spectrum. We point out that this condition is not empty. Indeed, one can find in [12] an example of an analytic map T of the unit circle, homeomorphic to 2x mod 1, whose derivative is everywhere greater than 3 2 , and whose transfer operator L − log |T ′ | acting on the space of C 1 maps admits an eigenvalue λ such that 3 4 < |λ| < 1. When pulled-back to the fulled shift with two symbols, − log |T ′ | lifts to a 2 3 -Hölder potential and λ is an isolated non-maximal eigenvalue for its associated Ruelle operator.
Distributions related to eigenfunctions and the involution kernel appeared in [17] , [18] , [19] and [13] (plus, in a non rigorous form, in [8] and [9] ). Moreover, distributions have been intensively studied, starting with [3] , through anisotropic Banach spaces and there is now a vast literature on them. On such spaces of 1 We will use the two notations y → M e A ⋆ (ya) ϕ(ya)da and M e A ⋆ (·a) ϕ(·a)da indistinctly to indicate the needed function.
generalized functions, the transfer operator is quasi-compact and its properties can be used in attacking a variety of problems (see for example [11] , [6] ). We hope that the approach presented here could be extended to such context. In the last section, we will translate this result in the language of Koopman operators. If B ∈ H θ (Ω), the Koopman operator U B : H θ (Ω) → H θ (Ω) associated with the potential B is defined as : 
for any choice of
Note that B and C ⋆ can be a priori chosen independently, but that the corresponding points of the spectra of U B and U C ⋆ for which the theorem is meaningful are constrained by the values of α and β, and by the condition |λ| > ρθ.
This result is related in some sense to the non rigorous reasoning of [8] and [9] . One of the motivations for the material of the last section comes from [1] , where relations between the spectral radius of the Ruelle operator associated with some potential and the spectral radius of a weighted shift operator (the analogue of our Koopman operator) associated with another potential are established. This can be related to our proposition 2.
The involution kernel W and the map Φ W
Let A ∈ H θ (X) with θ < 1. We shall first prove the existence of a θ-Hölder dual potential A ⋆ of A and of a θ-Hölder involution kernel W between them, as claimed in the introduction.
does not depend on x. Moreover, one can choose W and A ⋆ in such a way that :
Proof. We will use the Sinaï method described in [5] . Fix z ∈ Ω. For any y ∈ Ω ⋆ , x ∈ Ω and n ≥ 1, let :
Since A is θ-Hölder, we have :
hence this series converges uniformly to :
We will now show that W ∈ H θ (X). First, if x, x ′ ∈ Ω are such that x ∼ n x ′ , then for every y ∈ Ω ⋆ and p ≥ 1 we have :
which gives after taking p → ∞ :
for every x ∈ Ω and p ≥ n we have :
Hence we get from these two estimates that W is θ-Hölder with :
Observe that W satisfies :
hence we have :
On the other hand, if n ≥ 1, we have τ y (z) = τ y ′ (z) and then :
Hence A ⋆ is θ-Hölder, and since θ < 1 we have the estimate :
Note that this result is stronger than the very similar proposition 1.2 from [16] , since they showed that A ⋆ and W are √ θ-Hölder in their setting while we get that they are θ-Hölder. This is due to the fact that our initial potential A only depends on the future Ω and not on X in its entirety.
From now on, we shall assume that W and A ⋆ are given by proposition 1 from A.
Since the partial functions y ∈ Ω ⋆ → e W (y|x) are all θ-Hölder for every x ∈ Ω, it is clear that Φ W is well-defined on H θ (Ω) ′ . We shall now prove that its image is made of continuous functions. To this end, we will need a regularity result about the θ-norm of these partial functions.
Proof. Applying the definition of θ-Hölder maps, it is clear that f is well-defined, and even bounded by k θ . Suppose that f is not continuous at some x ′ ∈ Ω, i.e. that there exists an ε > 0 such that for every α > 0 there is a x ∈ Ω such that d Ω (x, x ′ ) < α and :
By taking α = 1 2 n , we get the existence of a sequence x n ∈ Ω such that x n ∼ n x for every n and :
Note that x n → x when x → ∞. We can assume that there is an infinite subset I of integers such that :
(the other case can be proven in a similar fashion). Now since :
there exists q such that :
But the map (y 1 , y 2 ) → k(y 1 |x ′ ) − k(y 2 |x ′ ) is continuous over :
which, as a closed subset of the compact Ω ⋆ × Ω ⋆ , is compact ; so one can find z 1 ∼ q z 2 such that :
On the other hand, we always have :
so this gives :
This yields a contradiction when n goes to infinity along I.
Proof. Let ψ = Φ W (ν) : Ω → C. Fix ε > 0 and x 0 ∈ Ω. For every x ∈ Ω, we have :
where |||ν||| is the operator norm of the continuous linear functional ν : H θ (Ω ⋆ ) → C. Since W is continuous, then so does :
hence there exists α 1 > 0 such that :
But, according to the previous lemma applied to k(y|x) = e W (y|x) − e W (y|x0) , we know that there exists α 2 > 0 such that :
This shows that ψ is continuous at x 0 .
Finally, let us check that Φ W is continuous.
′ and for the supremum norm · ∞ on C(Ω).
Proof. For any ν ∈ H θ (Ω ⋆ ) ′ , we have :
using that the supremum norm and the θ-Hölder seminorm of the partial maps of e W are bounded from above by the same quantities for e W : X → C itself. This shows exactly that the linear operator Φ W is continuous for the appropriate norms.
Ruelle operator duality
In this section, we will prove that if |λ| > ρθ then Φ W is bijective from the space of λ-eigendistributions of L A ⋆ to the space of λ-eigenfunctions of L A .
We will first need to relate the spectral radius ρ of L A on H θ (Ω) with the spectral radius
Proof. For every x ′ ∈ Ω, y ′ ∈ Ω ⋆ and x 1 , . . . , x n ∈ M , by iterating (1) and using the telescopic property of the Birkhoff sums A n , we obtain :
Hence, in the spectral radius formula, we have :
Note that W ∈ H θ (X), thus ℜW is uniformly bounded on X and there are A, B ∈ R such that A ≤ ℜW ≤ B. This gives :
which implies, once we take the power 1 n of this inequality and let n go to the infinity, that ρ = ρ ⋆ .
Let λ ∈ C such that |λ| > ρθ. In particular, if λ is an eigenvalue of L A , then it must lie in its isolated spectrum. Fix ε > 0 such that |λ| > (ρ + ε)θ. Thanks to lemma 4, there exists an integer n 0 ≥ 0 such that :
We also take an eigenfunction ψ ∈ H θ (Ω) of L A for this eigenvalue λ, which can be 0 if the eigenspace is empty. The goal of this section is to find a preimage of ψ by Φ W .
We choose an arbitrary point 0 in M , and let 0 ∞ = (. . . 0) ∈ Ω ⋆ . 0 ∞ is a fixed point for σ ⋆ , which will be used in the following as a reference point for our construction. For every n ≥ 0 and x ′ ∈ Ω, we define a linear functional D n,x ′ : H θ (Ω ⋆ ) → C using the involution kernel W :
When n = 0, this expression reduces to :
The linear functionals D n,x ′ are continuous, and even better since they actually are Radon measures as sums of Dirac deltas. To help the reader the next lemmas have the objective to let us understand lim n→∞ D n,x ′ and, how, in the limit, we do not depend from the choice of x ′ .
Lemma 5. For every n ≥ n 0 , x ′ ∈ Ω and ϕ ∈ H θ (Ω ⋆ ) :
where the rightmost integral is bounded by (ρ + ε) n .
Note that this bound can get arbitrarily large as n goes to infinity since one can have |λ| < ρ.
The action of the involution kernel with respect to A and A ⋆ allows to construct a recurrence relation between the measures D n,x ′ , which can be expressed in terms of L A ⋆ .
Lemma 6. For every
Proof. Note that for any x ′ ∈ Ω we have, due to equation (2) :
Moreover, by equation (1) we have that :
Then by definition of D n+1,x ′ , we get for n ≥ 0 :
We stress out that this lemma relates D n+1,x ′ to D n,ax ′ , which have different base points. In order to use this relation later to show that any accumulation point of (D n,x ′ ) n≥0 is invariant for L A ⋆ , we will need to get rid of the dependence with respect to the base point. To this end, we show that
, ϕ | becomes exponentially small whenever n goes to infinity.
is θ-Hölder as the product of two θ-Hölder maps. Fix n ≥ n 0 and z
We use equation (4) to produce a pair of relations between A n and A ⋆n for the base points z ′ i , i = 1, 2, that is :
in Ω for every x 1 , . . . , x n ∈ M since the nprefixes are the same. Therefore, by definition of D n,z and of n 0 , we get :
n and this independently of our choice of z ′ 1 and z ′ 2 . We also need to control the speed of convergence of the sequence (D n,x ′ ) n≥0 uniformly in x ′ ∈ Ω.
Lemma 8. If ϕ ∈ H θ (Ω) then for every n ≥ n 0 and x ′ ∈ Ω we have :
is θ-Hölder as the product of two θ-Hölder maps. Using that ψ is an λ-eigenfuntion of L A and the definition of the Birkhoff sum of A, we get :
Hence, using that 0 ∞ x n+1 x n . . . x 1 ∼ n 0 ∞ 0x n . . . x 1 in Ω ⋆ for every x 1 , . . . , x n ∈ M , and the definition of D n+1,x ′ we have :
We can now combine lemmas 7 and 8 together to show that the sequence (D n,x ′ ) n≥0 converges and that its limit does not depend on the base point x ′ . This limit will be our candidate for the preimage of ψ by the map Φ W , in the sense of theorem 1.
and for every x ′ ∈ Ω the limit lim n→∞ D n,x ′ , ϕ exists and does not depend on x ′ . This defines a linear functional D :
Moreover, for every x ′ ∈ Ω and n ≥ n 0 we have the estimate :
Iterating the inequality (6) from lemma 8, we get that for any k ≥ 0 and n ≥ n 0 , using a telescopic sum :
This expression shows that ( D n,x ′ , ϕ ) n≥0 is a Cauchy sequence, hence converges when n goes to infinity. We denote by D x ′ the linear functional such that :
Then, for every n ≥ n 0 :
where
|λ| |λ|−(ρ+ε)θ . Now, by a 3ε argument, if a, b ∈ Ω, lemma 7 ensures that for every n ≥ n 0 and every map ϕ ∈ H θ (Ω) :
is θ-Hölder, we have an upper bound for :
which is independent of x ′ . This implies that this expression goes to zero when n goes to infinity independently of x ′ , and :
is well-defined for every map ϕ. The estimate follows then immediately from (7).
For D to be a preimage of ψ in the sense of theorem 1, it first needs to be a continuous linear functional on H θ (Ω ⋆ ).
, and fix some x ′ ∈ Ω. According to the estimate from lemma 9 specialized for n = n 0 , we have :
where :
But since lemma 5 gives for n = n 0 that :
This completes the proof.
We now have to check that this candidate is indeed an eigendistribution of L A ⋆ for the eigenvalue λ.
This will be enough for our needs. Now focus on the second term. We first note that by definition of L A ⋆ :
whereφ a (·) = e A ⋆ (·a) ϕ(·a). Then, the estimate of lemma 9 specialized for everỹ ϕ a , a ∈ M gives :
We now need to find an upper bound for K ax ′ (φ a ) that does not depend on a.
From the definition of K ax ′ (φ a ), we have :
hence it is enough to find an upper bound of φ a ∞ and φ a θ that does not depend on a. It is clear that φ a ∞ ≤ ϕ ∞ . About φ a θ , note that for every a ∈ M :
We need estimates for both e
Then za ∼ p+1 z ′ a and we get :
which shows that ϕ(.a) θ ≤ ϕ θ θ and likewise e
independently of a. Therefore, there exists a constantK x ′ (ϕ) such that, for every a ∈ M :
Then, by integrating this inequality and plugging it into (8), we get :
Gathering these two estimates, we finally get that :
which goes to zero when n goes to the infinty.
Finally, we need to check that D is actually a preimage of ψ by Φ W .
Proof. For a fixed x ′ and any n ≥ 0, we have :
Thus, for any n ≥ n 0 and x ′ ∈ Ω, the estimate of lemma 9 gives :
(ρ + ε)θ |λ| n which converges to 0 when n goes to the infinity.
Note that in [17] , [19] and [13] , where similar results are obtained for a specific family of Markov maps of the circle, it was possible to prove directly that the analogue of the Φ W map is injective thanks to the smooth structure on the circle which gives additional regularity to the eigendistributions. This is not the case in our symbolic setting, so we must resort to a dimension argument.
Denote by :
This implies that all these vector spaces have the same dimension.
Since lemma 12 shows that the map Φ W is surjective from F λ (A ⋆ ) to E λ (A), and that lemma 13 tells us that these two vector spaces have the same dimension, we have completed the proof of theorem 1.
Koopman operator duality
In this section, we will give a proof of theorem 2, which establishes a relation between eigenfunctions of U B and eigendistributions of U C ⋆ . Denote by :
the λ-eigenspaces of respectively U B and U C ⋆ . We shall make extensive use of this fundamental relation between a Ruelle oper-
Proposition 2. For every A, B ∈ H θ (Ω), there exist a map f A+B ∈ H θ (Ω) with f A+B > 0 and a λ A+B > 0 such that for every λ ∈ C \ {0} the map :
is an isomorphism.
Proof. Since A + B ∈ H θ (Ω), by Ruelle-Perron-Frobenius' theorem, we have the existence of f A+B ∈ H θ (Ω), f A+B > 0 and λ A+B > 0 such that :
We shall prove that these f A+B and λ A+B are suitable. First, it is clear that if ψ ∈ H θ (Ω) then so does f A+B ψ. Now assume that U B ψ = λA+B λ ψ. Using equation (9), we have :
But by definition of f A+B we also have :
Hence :
which shows that f A+B ψ ∈ E λ (A). Finally, since f A+B > 0, it is clear that E A+B is an isomorphism.
We recall that the product f ν ∈ H θ (Ω ⋆ ) ′ of a map f ∈ H θ (Ω ⋆ ) and a distribution ν ∈ H θ (Ω ⋆ ) ′ is the distribution defined by :
∀ϕ ∈ H θ (Ω ⋆ ), f ν, ϕ = ν, f ϕ Proposition 3. For every A ⋆ , C ⋆ ∈ H θ (Ω ⋆ ), there exist a map f A ⋆ +C ⋆ ∈ H θ (Ω ⋆ ) with f A ⋆ +C ⋆ > 0 and a λ A ⋆ +C ⋆ > 0 such that for every λ ∈ C \ {0} the map :
Proof. Since A ⋆ + C ⋆ ∈ H θ (Ω ⋆ ), by Ruelle-Perron-Frobenius' theorem, we have the existence of f A ⋆ +C ⋆ ∈ H θ (Ω ⋆ ), f A ⋆ +C ⋆ > 0 and λ A ⋆ +C ⋆ > 0 such that :
We shall prove that these f A ⋆ +C ⋆ and λ A ⋆ +C ⋆ are suitable. First, it is clear that if ν ∈ H θ (Ω ⋆ ) ′ then so does f A ⋆ +C ⋆ ν. Now assume that L ⋆ A ⋆ ν = λν. Using equation (9), we have :
But by definition of f A ⋆ +C ⋆ we also have :
which shows that f A ⋆ +C ⋆ ν ∈F λ A ⋆ +C ⋆ λ (C ⋆ ). Finally, since f A ⋆ +C ⋆ > 0, it is clear that F A ⋆ +C ⋆ is an isomorphism.
We can now combine these two propositions with the results from the previous section to get the proof of theorem 2. Indeed, it is enough to take f = f A+B , α = λ A+B , g = f A ⋆ +C ⋆ , and β = λ A ⋆ +C ⋆ as given by propositions 2 and 3 to obtain that : Ψ A,B,C ⋆ = E A+B Φ W F 
