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SOME OPEN QUESTIONS ON ARITHMETIC ZARISKI PAIRS
ENRIQUE ARTAL BARTOLO AND JOSÉ IGNACIO COGOLLUDO-AGUSTÍN
Abstract. In this paper, complement-equivalent arithmetic Zariski pairs will be exhibited
answering in the negative a question by Eyral-Oka [14] on these curves and their groups. A
complement-equivalent arithmetic Zariski pair is a pair of complex projective plane curves hav-
ing Galois-conjugate equations in some number field whose complements are homeomorphic,
but whose embeddings in P2 are not.
Most of the known invariants used to detect Zariski pairs depend on the étale fundamental
group. In the case of Galois-conjugate curves, their étale fundamental groups coincide. Braid
monodromy factorization appears to be sensitive to the difference between étale fundamental
groups and homeomorphism class of embeddings.
Introduction
In this work some open questions regarding Galois-conjugated curves and arithmetic Zariski
pairs will be answered and some new questions will be posed. The techniques used here combine
braid monodromy calculations, group theory, representation theory, and the special real structure
of Galois-conjugated curves.
A Zariski pair [2] is a pair of plane algebraic curves C1, C2 ∈ P2 ≡ CP2 whose embeddings in
their regular neighborhoods are homeomorphic (T (C1), C1) ∼= (T (C2), C2) but their embeddings
in P2 are not (P2, C1) 6∼= (P2, C2). The first condition is given by a discrete set of invariants which
we refer to as purely combinatorial in the following sense. The combinatorics of a curve C with
irreducible components C1, . . . , Cr is defined by the following data:
(C1) The degrees d1, . . . , dr of C1, . . . , Cr.
(C2) The topological types T1, . . . , Ts of the singular points P1, . . . , Ps ∈ Sing(C).
(C3) Each Ti is determined by the topological types T 1i , . . . , T nii of its local irreducible
branches δ1i , . . . , δ
ni
i and by the local intersection numbers (δ
j
i , δ
k
i )Pi of each pair of irre-
ducible branches. The final data for the definition of the combinatorics is the assignment
of its global irreducible component for each local branch δji .
The first Zariski pair was found by O. Zariski in [28, 30] and it can be described as a pair of
irreducible sextics with six ordinary cusps. This example has two main features. On the one
hand, the embeddings of the curves in P2 are not homeomorphic because their complements are
not. On the other hand, one of the curves of the pair satisfies a nice global algebraic property
(which is not part of its combinatorics): its six singular points lie on a conic. The first fact
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2 E. ARTAL AND J.I. COGOLLUDO
can be proved directly by showing that the fundamental groups of their complements are not
isomorphic. Also, using [29] it is possible to prove this by means of a weaker, but more tractable,
invariant which was later called the Alexander polynomial of the curve by Libgober [20] which
is sensitive to global aspects such as the position of the singularities. The second feature is the
fact that one of the sextics is a curve of torus type i.e. a curve whose equation is of the form
f32 + f
2
3 = 0, where fj is a homogeneous polynomial of degree j.
Since then, many examples of Zariski pairs (and tuples) have been found by many authors,
including J. Carmona, A. Degtyarev, M. Marco, M. Oka, G. Rybnikov, I. Shimada, H. Tokunaga,
and the authors, (see [7] for precise references).
By the work of Degtyarev [9] and Namba [22], Zariski pairs can appear only in degree at
least 6, and this is why the literature of Zariski pairs of sextics is quite extensive. Given a pair
of curves, it is usually easy to check that they have the same combinatorics. What is usually
harder is to prove is whether or not they are homeomorphic. Note that two curves which admit
an equisingular deformation are topologically equivalent and this is why the first step to check
whether a given combinatorics may admit Zariski pairs is to find the connected components of
the space of realizations of the combinatorics. Namely, given a pair of curves with the same
combinatorics, a necessary condition for them to be a Zariski pair is that they are not connected
by an equisingular deformation, in the language of Degtyarev, they are not rigidly isotopic.
Most of the effective topological invariants used in the literature to prove that a pair of curves
is a Zariski pair can be reinterpreted in algebraic terms, in other words, they only depend on the
algebraic (or étale) fudamental group, defined as the inverse limit of the system of subgroups of
finite index of a fundamental group. This is why, in some sense when it comes to Zariski pairs,
the most difficult candidates to deal with are those of an arithmetic nature, i.e. curves C1, C2
whose equations have coefficients in some number field Q(ξ) and they are Galois conjugate. Note
that Galois-conjugate curves have the same étale fudamental group.
There are many examples of pairs of Galois-conjugate sextic curves which are not rigidly
isotopic. The first example of an arithmetic Zariski pair was found in [4] in degree 12 and it
was built up from a pair of Galois-conjugate sextics (see also [1, 19, 23] for similar examples on
compact surfaces).
In another direction, the equivalence class of embeddings, i.e. the homeomorphism class of
pairs (P2, C), can be refined by allowing only homeomorphisms that are holomorphic at neigh-
borhoods of the singular points of the curve (called regular by Degtyarev [11]). Also, one can
allow only homeomorphisms that can be extended to the exceptional divisors on a resolution of
singularities. Curves that have the same combinatorics and belong in different classes are called
almost-Zariski pairs in the first case and nc-Zariski pairs in the second case.
Interesting results concern these other Zariski pairs, for instance Degtyarev proved in [11] that
sextics with simple singular points and not rigidly isotopic are almost Zariski pairs, and among
them there are plenty of arithmetic pairs.
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Shimada developed in [24, 25] an invariant denoted NC which is a topological invariant of the
embedding, but not of the complements. He found the first examples of arithmetic Zariski pairs
for sextics. None of these examples is of torus type.
In [14], Eyral and Oka study a pair of Galois-conjugated curves of torus type. They were able
to find presentations of the fundamental groups of their complements and was conjectured that
these groups are not isomorphic, in particular this would produce an arithmetic Zariski pair.
The invariant used by Shimada to find arithmetic Zariski pairs of sextics does not distinguish
Eyral-Oka curves. Also, Degtyarev [10] proposed alternative methods to attack the problem,
but it is still open as originally posed by Eyral-Oka.
This paper answers some questions on the Eyral-Oka example. The first part of the conjecture
is solved in the negative by proving that the fundamental groups of both curves are in fact iso-
morphic. The question about them being an arithmetic Zariski pair remains open but, using the
techniques in [7], several arithmetic Zariski pairs can be exhibited by adding lines to the original
curves. It is right hence to conjecture that they form an arithmetic Zariski pair themselves.
Moreover, some of these Zariski pairs are complement-equivalent Zariski pairs, (cf. [7]) that is,
their complements are homeomorphic (actually analytically and algebraically isomorphic in this
case) but no homeomorphism of the complements extends to the curves.
Also, a very relevant fact about these curves that makes computations of braid monodromies,
and hence fundamental groups, very effective from a theoretical point of view is that they are
not only real curves, but strongly real curves, that is, their singular points are also real plus the
real picture and the combinatorics are enough to describe the embedding. Some of the special
techniques used for strongly real curves were outlined in [6]. In this work we will describe them
in more detail.
The paper is organized as follows. In Section 1 the projective Eyral-Oka curves will be
constructed. Their main properties are described and one of the main results of this paper is
proved: after adding a line to the projective Eyral-Oka curve we obtain the affine Eyral-Oka
curve and we show that their complements are homeomorphic in Theorem 1.10. Section 2 is
devoted to giving a description of the braid monodromy factorization of the affine Eyral-Oka
curves as well as a theoretical description of their fundamental groups in Theorem 2.9 which
allow us to show that the fundamental groups of the projective Eyral-Oka curves are isomorphic
in Corollary 2.10. Finally, in Section 3 we define a new invariant of the embedding of fibered
curves and use it to produce examples of complement-equivalent arithmetic Zariski pairs in
Theorem 3.6.
1. Construction of Eyral-Oka curves
In [14] M. Oka and C. Eyral proposed a candidate for an arithmetic Zariski pair of sextics.
This candidate is the first one formed by curves of torus type, i.e. which can be written as
f32 + f
2
3 = 0, for fj a homogeneous polynomial in C[x, y, z] of degree j.
Eyral-Oka curves are irreducible, they have degree 6, and their singularities are given by: two
points of type E6, one A5, and one A2. The equisingular stratum of such curves is described
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in [14], however for the sake of completeness, an explicit construction of this space will be
provided here. In particular, this realization space has two connected components of dimension
0 up to projective transformation.
To begin with proving the basic properties of these curves, let us fix a sextic curve C :
f(x, y, z) = 0 with the above set of singularities.
Lemma 1.1. The curve C is rational and irreducible.
Proof. Recall that E6 singularities have a local equation of the form x3 + y4 for a choice of
generators of the local ring OC2,0. In particular it is an irreducible singularity whose δ-invariant is
3 and thus it can only be present in an irreducible curve of degree at least 4. Since the total degree
of C is 6, this implies that both E6 singularities have to be on the same irreducible component.
Again, by a genus argument, the irreducible component containing both E6 singularities needs
to have degree at least 5, but then the existence of the irreducible singularity A2 implies that C
cannot be a quintic and a line (note also that no quintic with two E6 singularities exists, because
of Bezout’s Theorem). Hence, if it exists, it has to be irreducible. Also note that the total
δ-invariant of the singular locus 2E6 + A5 + A2 is 10, which implies that the sextic has to be
rational. 
We are going to prove now that C is of torus type. Using an extension of the de Franchis
method [15] to rational pencils (see [8, 27]), it follows that C is of torus type if and only if the
cyclotomic polynomial of order 6, ϕ6(t) = t2 − t + 1, divides the Alexander polynomial ∆C(t)
of the curve C. Moreover, a torus decomposition is unique (up to scalar multiplication) if, in
addition, the multiplicity of ϕ6(t) in ∆C(t) is exactly 1. The Alexander polynomial of a curve
V (F ) = {F (x, y, z) = 0} was introduced by Libgober in [20]. It can be interpreted as the
characteristic polynomial of the monodromy action on the first homology group of the cyclic
covering of P2 \ V (F ) defined as the affine surface td − F (x, y, z) = 0 in C3. Following the
notation in [2] (see also [20, 13, 21]) and ideas coming back from Zariski [29], the Alexander
polynomial can be computed as follows.
Proposition 1.2 ([2, Proposition 2.10]). Let V (F ) be a reduced curve of degree d. All the roots
of the Alexander polynomial ∆F (t) of V (F ) are d-th roots of unity. Let ζkd := exp(
2ipik
d ). Then
the multiplicity of ζkd as a root of ∆F (t) equals the number dk + dd−k, where dk is the dimension
of the cokernel of the natural map
ρk : H
0(P2;OP2(k − 3))→
⊕
P∈Sing(V (F ))
OP2,P
JP,d,k ,
where JP,d,k ⊂ OP2,P is an ideal which depends on the germ of V (F ) at P ∈ Sing(V (F )) and kd .
Remark 1.3. Note that dk can also be described as
(1.1) dk =
∑
P∈Sing(V (F ))
dim
OP2,P
JP,d,k −
(
k − 1
2
)
+ dim ker ρk.
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In fact, ker ρk = H0(P2;Jd,k(k−3)) the global sections of an ideal sheaf supported on Sing(V (F ))
whose stalk at P is JP,d,k. Curves in this ideal sheaf will be said to pass through the ideal JP,d,k
for all P ∈ Sing(V (F )) or simply pass through Jd,k.
We can be more precise in the description of the ideal JP,d,k by means of an embedded
resolution σ : Xˆ → P2 of the point P as a singular point of V (F ). Assume for simplicity that
P = [0 : 0 : 1] and let EP1 , . . . , EPn be the exceptional divisors over P . Let Ni be the multiplicity
of σ∗(F (x, y, 1)) along EPi and let νi − 1 be the multiplicity of σ∗(dx ∧ dy) along EPi . Then,
JP,d,k :=
{
h ∈ OP2,P
∣∣∣∣ the multiplicity of σ∗h along Ei is > ⌊kNid
⌋
− νi
}
.
It is an easy exercise to compute these ideals for the singular points of C.
Lemma 1.4. Let mP be the maximal ideal of OP2,P and let `P be the local equation of the tangent
line of C at P . Then, the ideal JP,6,5 ⊂ OP2,P equals
(1) mP if P is an A2-point,
(2) 〈`P 〉+m2P if P is either an A5-point or an E6-point,
whereas JP,6,1 = OP2,P at any singular point P .
Proposition 1.5. The multiplicity m of ϕ6(t) as a factor of ∆C(t) equals 1. In particular C
admits exactly one torus decomposition.
Proof. By Proposition 1.2, m = d1 + d5 = d5 since the target of morphism ρ1 is trivial. On the
other hand, using equation (1.1) and Lemma 1.4 one obtains d5 = 1 + dim ker ρ5. Finally, note
that ker ρ5 = 0, since otherwise a conic curve would pass through the ideal J6,5, contradicting
Bezout’s Theorem. 
Therefore the result below follows.
Proposition 1.6. The curve C is of torus type and it has a unique toric decomposition. 
In a torus curve V (F ), where F = f32 +f23 = 0, the intersection points of the conic f2 = 0 and
the cubic f3 = 0 are singular points of V (F ). It is an easy exercise to check that singularities of
type A2, A5, and E6 can be constructed locally as u3 + v2 where u = 0 is the germ of a conic
and v = 0 is the germ of a cubic as follows:
(T1) For A2, the curves f2 = 0 and f3 = 0 are smooth and transversal at the point.
(T2) For A5, the curve f3 = 0 is smooth at the point and its intersection number with f2 = 0
is 2, for instance (v + u2)3 + v2 = 0.
(T3) For E6, the curve f2 = 0 is smooth at the point, the curve f3 = 0 is singular and their
intersection number is 2, for instance u3 + (u2 + v2)2 = 0.
If Sing V (F ) = V (f2) ∩ V (f3), then V (F ) is called a tame torus curve, otherwise V (F ) is non-
tame.
Lemma 1.7. The curve C is a non-tame torus curve C = V (f32 − f23 ).
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Moreover V (f2) is a smooth conic and V (f3), f3 = ` · q is a reducible cubic where V (q) is a
smooth conic tangent to V (f2) only at one point and the line V (`) passes through the remaining
two points of intersection of the conics.
In particular, the only non-tame singularity is the A2-point.
Proof. It follows from the explanation above (and Bézout’s Theorem) that the only possible
combination of singularities at the intersection points of V (f2) and V (f3) is A5 + 2E6; they are
the singularities of any generic element of the pencil Fα,β = αf2 + βf3. Note in particular, that
the genus of a generic element of the pencil is 1, and its resolution provides an elliptic fibration.
Since V (f3) has two double points (at the points of type E6), it must be reducible and the line
V (`) joining these two points is one of the components. Let q := f3` . Recall that C is tangent
to V (f3) at the point of type A5; in fact, it must be tangent to V (q). Using again Bézout’s
Theorem V (q) must be smooth.
Let us resolve the pencil. It is easily seen that it is enough to perform the minimal embedded
resolution of the base points of the pencil. We obtain a map Φ˜ : X˜ → P1 where χ(X˜) = 14 and
the generic fiber is elliptic. The curve V (f3) produces a singular fiber, see Figure 1, with four
irreducible components: the strict transforms of the line and the conic, and the first exceptional
components A1, B1 of blow-ups of the E6-points. We can blow-down the −1-rational curves
(the strict transforms of the line and the conic) in order to obtain a relatively minimal map
Φ : X → P1. The above fiber becomes a Kodaira singular fiber of type I2, while C becomes a
singular fiber of type II.
For the fiber coming from V (f2), its type changes if V (f2) is smooth of reducible: it is of
type E˜6 (smooth) or E˜7 (irreducible), as it can be seen from Figure 1. An Euler characteristic
argument on this elliptic fibration shows that V (f2) is smooth. 
After a projective change of coordinates, we can assume that P1 = [1 : 0 : 0], P2 = [0 : 0 : 1]
(the E6-points), Q = [0 : 1 : 0] (the A5-point), ` = y and q = xz − y2, where V (`) ∩ V (f2) =
{P1, P2} and V (f2)∩V (f3) = {P1, P2, Q}. Note moreover that only the projective automorphism
[x : y : z] 7→ [z : y : x] and the identity globally fix the above points and curves. The equation
of f2 must be:
(x− y)(z − y)− uy(x− 2y + z),
for some u ∈ C∗.
Proposition 1.8. Any Eyral-Oka curve C is projectively equivalent to
(1.2) Ca : y2(xz − y2)2 − 48(26a+ 45)f2(x, y, z)3 = 0.
where f2(x, y, z) = (x− y)(z − y) + 4(a+ 2)y(x− 2y + z) and a2 = 3.
Moreover, the curves C+ := C√3 and C− := C−√3 are not projectively equivalent (in particular,
they are not rigidly isotopic).
Proof. For a generic value of u, the meromorphic function f
3
2
`2q2 has two critical values outside
0,∞. Computing a discriminant we find the values of u for which only one double critical value
arises, obtaining the required equation f2.
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The computation of the critical value gives the equations in the statement. The result follows
from the fact that C± are invariant by [x : y : z] 7→ [z : y : x]. 
Remark 1.9. If L denotes the tangent line to V (f2) (and V (q)) at Q, then note that (C ·L)Q = 4.
This can be computed using the equations but it is also a direct consequence of the construction
of C. Since C at Q has an A5 singularity and L is smooth, then using Noether’s formula of
intersection (C · L)Q can be either 4 or 6. The latter case would imply that (V (f3) · L)Q =
(V (q) · L)Q = 3, contradicting Bézout’s Theorem.
This construction was already given in [14]. Let us end this section with another particular
feature of these curves.
Let us perform a change of coordinates such that L = V (z) is the tangent line to C at Q and
the normalized affine equation of C in x, y is symmetric by the transformation x 7→ −x. One
obtains:
(1.3) 0 = ha(x, y) = y2
(
y −
(
x2 − 1)
4
)2
+
1
2
(
2a
3
y − 2a+ 3
24
(
x2 − 1))3
A direct computation shows that ha(x,−y+ x2−14 ) = h−a(x, y), i.e. these affine curves are equal.
Let us interpret it in a computation-free way.
Recall from Remark 1.9 that (C · L)Q = 4. As in the proof of Lemma 1.7, we blow up the
indeterminacy of the pencil map P2 99K P1 defined as [x : y : z] 7→ [f32 : f23 ], whose fibers are
denoted by V (Fα,β), for Fα,β = αf32 + βf23 . A picture of these fibration is depicted in Figure 1.
Most of the exceptional components of this blow-up are part of fibers. The last components
A4, B4 over the E6-points are sections while the last component E3 over the A5-point is a 2-
section, that is, the elliptic fibration resctricted to this divisor is a double cover of P1. It is
ramified at the intersections with E2 (in the fiber of V (F1,0)) and the strict transform of V (q)
(in the fiber of V (F0,1)); they have both multiplicity 2.
In Figure 1, we show also the strict transform of L, the tangent line at the A5-point. One check
that this strict transform becomes a 2-section; one ramification point is the intersection with E2
(in the fiber of V (F1,0)) and the other one is the intersection with the strict transform of V (`)
(in the fiber of V (F0,1)). In particular, there is no more ramification and hence L intersects all
other fibers V (Fα,β) at two distinct points.
It is clear in Figure 1 that the combinatorics of E4 and L coincide. In other words, inter-
changing the roles of E3 and L and blowing down accordingly, then one obtains a birational
transformation of P2 recovering a sextic curve C′ with the same combinatorics and a line L′ (the
transformation of E3) which is tangent at the A5-point. Note that this birational transforma-
tion exchanges the line V (`) (resp. the conic V (q)) and the corresponding conic V (q′) (resp.
line V (`′)). In particular, this implies that the transformation cannot be projective. Thus, this
transformation exchanges curves of types C+ and C− and results in the following.
Theorem 1.10. The complements P2 \ (L± ∪ C±) are analytically isomorphic. 
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(A1,−4)
(A2,−2)
m = 2
(A3,−2)
(A4,−1)
(B1,−4)
(B2,−2)
m = 2
(B3,−2)
(B4,−1)
(E1,−2)
(E2,−2)
m = 2
(L+,−1)
(L−,−1)
(F, 0)
g = 1
(C, 0)
(V (f2),−2)
m = 3
(V (q),−1)
m = 2
(V (`),−1)
m = 2
Figure 1. Elliptic fibration
2. Fundamental group of Eyral-Oka curves
The main tool to compute the fundamental group of the complement of a plane curve is the
Zariski-van Kampen method. In fact, in this method the computation of the fundamental group
of C2 \ Caff for a suitable affine part of the projective curve C is obtained first. Namely, a line L
is chosen (the line at infinity) so that C2 ≡ P2 \ L is defined and thus C2 \ Caff ≡ P2 \ (L ∪ C).
Once pi1(C2 \ Caff) is obtained, the fundamental group of P2 \ C can be recovered after factoring
out by (the conjugacy class of) a meridian of L [16]. This is particularly simple if L t C, but the
argument also follows for arbitrary lines. Applying Theorem 1.10, one only needs to compute the
fundamental group for one of the affine curves, since they are isomorphic. Finally, factoring out
by (the conjugacy class of) a meridian of L or E3 will make the difference between the groups
of the respective curves C±.
The Zariski-van Kampen method uses a projection C2 → C, say the vertical one. In Figure 3a,
we have drawn a real picture of the affine curves Caff+ in P2 \ L+. For each vertical line, we have
also drawn the real part of the complex-conjugate part as dotted lines.
First, we study the situation at infinity.
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2.1. The topology at infinity.
In order to understand the topology at infinity, let us simplify the construction of the elliptic
fibration, carried out at the end of the previous section by minimizing the amount of blowing
ups and blowing downs as follows.
Let us consider a sequence of blow-ups as in Figure 2.
P
A5
(C · L)P = 4
L2 = 1
A3
L2 = 0
E21 = −1
L2 = −1
E22 = −1 E21 = −2
L2 = −1
E22 = −2
E23 = −1
E21 = −2
Figure 2. Sequence of blowups
(B1) The first picture represents a neighborhood of L in P2.
(B2) The second picture is a neighborhood of the total transform of L by the blowing-up of Q.
Let us denote by E1 the exceptional divisor (this notation will also be used for its strict
transforms). Note that E1 ∩ L is a point of type A3 in C which is transversal to both
divisors.
(B3) The third part is a neighborhood of the total transform of the divisor E1+L by the blow-
up of E1 ∩ L. In this case E2 denotes the new exceptional component, which intersects
C at a nodal point not lying on L ∪ E1.
(B4) The fourth picture is obtained by blowing up that nodal point. For convenience, E3 =
L′ will denote the new exceptional component. Note that the divisors L′ and L are
combinatorially indistinguishable.
Lemma 2.1. The sequence of blowing-ups and blowing-downs of Figure 2 and 3b converts the
projection on vertical lines into the projection pi : Σ2 → P1 such that the strict transform of C is
disjoint with the negative section.
The exceptional components of the blowing-ups of the nodal points at infinity are the strict
transforms of the lines L±.
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A2
E6E6
(a) Real affine picture of Eyral-Oka’s curve
E22 = 0
E21 = −2
(b) Ruled surface near infinity
Figure 3
Let us explain how we have constructed Figure 3a.
(F1) We compute the discriminant of ha(x, y) of (1.3) with respect to y. This allows to check
that the A2 point is in the line x = 0 and the E6 point is in the lines x = ±1.
(F2) We factorize the polynomials ha(x0, y) for x0 = 0,±1 and we obtain which intersection
points are up and down.
(F3) For x0 = 0,±1, let y0 be the y-coordinate of the singular point. For the A2 point,
y0 = −a+18 we check that the cusp is tangent to the vertical line, and the Puiseux
parametrization is of the form y = y0 +y1x
2
3 + . . . . We obtain that y1 < 0 and it implies
that the real part of the complex solutions is bigger than the real solution, near x = 0.
(F4) We proceed in a similar way for the E6 point; in this case, a Puiseux parametrization is
of the form y = y0 + y1x+ y2x
4
3 + . . . , and y2 < 0.
(F5) With this data, we draw Figure 3a. Note that between the vertical fibers x = 0, 1, we
have an odd number of crossings. We show later that the actual number is irrelevant for
the computations.
(F6) If we look the situation at ∞ in Σ2 (Figure 3b), we check that the imaginary branches
are still up. Hence, from x = 1 to ∞ there is an even number of crossings with the real
parts and, as before, the actual number is irrelevant.
Remark 2.2. The two real branches that go to infinity are the real part of the branches of C−
at P−, while the two conjugate complex branches belong to the branches of C+ at P+.
2.2. Strongly real curves and braid monodromy factorization.
This curve is said to be strongly real since it is real, all its affine singularities are real, and
thus Figure 3a contains all the information to compute the braid monodromy of Caff and, as a
consequence, the fundamental group of its complement.
Let f(x, y) ∈ C[x, y] be a monic polynomial in y. The braid monodromy of f with respect
to its vertical projection is a group homomorphism ∇ : Fr → Bd, where d := degy f and r is
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the number of distinct roots {x1, . . . , xr} of the discriminant of f with respect to y (i.e. the
number of non-transversal vertical lines to f = 0). In our case, r = 3 and d = 4. In order
to calculate ∇, one starts by considering x = x0 a transversal vertical line and {y1, . . . , yd}
the roots of f(x0, y) = 0. By the continuity of roots, any closed loop γ in C based at x0 and
avoiding the discriminant defines a braid based at {y1, . . . , yd} and denoted by ∇(γ). Since the
vertical projection produces a locally trivial fibration outside the discriminant, the construction
of the braid only depends on the homotopy class of the loop γ. This produces the well-defined
morphism ∇.
Moreover, the morphism ∇ can be used to define an even finer invariant of the curve called
the braid monodromy factorization, via the choice of a special geometrically-based basis of the
free group Fr. Note that the group Fr can be identified with pi1(C \ {x1, . . . , xr};x0) and a basis
can be chosen by meridians γi around xi such that (γr · . . . ·γ1)−1 is a meridian around the point
at infinity (this is known as a pseudo-geometric basis). A braid monodromy factorization of f is
then given by the r-tuple of braids (∇(γ1), . . . ,∇(γr)).
The morphism ∇ is enough to determine the fundamental group of the curve, however a
braid monodromy factorization is in fact a topological invariant of the embedding of the fibered
curve resulting from the union of the original curve with the preimage of the discriminant
(see Theorem 3.1).
In order to compute a braid monodromy factorization, two important choices are required.
First a pseudo-geometric basis in pi1(C \ {x1, . . . , xr};x0) ≡ Fr and second, an identification
between the braid group based at {y1, . . . , yd} and the standard Artin braid group Bd. This is
done with the following choices, see [4].
∗ x0. . .
α1α2α3α4αr
x1
δ+1
δ−1
x2
δ+2
δ−2
x3
δ+3
δ−3
xr
δr
Figure 4. Pseudo-geometric basis
(C1) For a strongly real curve, a pseudo-geometric basis is chosen as in Figure 4. Let
δi := δ
+
i · δ−i
1≤i<r
, βi :=
i−1∏
j=1
αj · δ+j
1<i≤r
.
The basis is:
(2.1) γ1 := α1 · δ+1 · δ−1 · α−11 , γi := (βi · αi) · δ+i · δ−i · (βi · αi)−1 , 1 < i ≤ r.
Applied to our case, paths γ1, γ2, γ3 are required around the points −1, 0, 1 respectively.
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0 1
√−1
Figure 5. Complex line
(C2) The identification of the braid group on {y1, . . . , yd} is made using a lexicographic order
of the roots on their real parts (<y) and imaginary parts (=y) such that <y1 ≥ · · · ≥ <yd
and =y < =y′ whenever <y = <y′. A very useful fact about this canonical construction
is that it allows one to identify the braids over any path in Figure 4 (whether open or
closed) with braids in Bd. These conventions can be understood from Figure 5. Namely,
projecting the braids onto the real line R, and for complex conjugate numbers we slightly
deform the projection such that the positive imaginary part number goes to the right
and the negative one to the left. In a crossing, the upward strand is the one with a
smaller imaginary part.
In our case, note that the braid group is B4 generated by the Artin system σi, i =
1, . . . , 3, the positive half-twist interchanging the i-th and (i+ 1)-th strands.
x = x2 x = x1
x = x1
x = x2
− + R
− +R
Figure 6. Crossing of a real branch with a couple of complex conjugate branches
(C3) Given a strongly real curve one can draw its real picture. This real picture might be
missing complex conjugate branches. For those, one can draw their real parts as shown
in Figure 3a with dashed curves. This picture should pass the vertical line test, that is,
each vertical line should intersect the picture in d points counted appropriately, that is,
solid line intersections count as one whereas dashed line intersections count as two.
At this point, the braids can be easily recovered as long as the dashed lines have no
intersections as follows:
• At intersections of solid lines one has a singular point. The local braid over δ+ and
δ− can be obtained via the Puiseux pairs of the singularity.
• At an intersection of a solid and a dashed line as in Figure 6, the local braid on three
strands σ−11 ·σ2 is obtained as a lifting of the open path α crossing the intersection,
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where the generators σi are chosen locally and according the identification given
in (C2). In the reversed situation (that is, when the solid and dashed lines are
exchanged), the inverse braid is obtained. This justifies the assertions in (F5)
and (F6).
In our case the following braids in B4 are obtained:
α1 7→ 1, α2 7→ σ−12 · σ1, α3 7→ σ−11 · σ2.
In order to finish the computation of the braid monodromy factorization of Caff, we need to
compute the braids associated to δ±i , i = 1, 2, and δ3. Next lemma provides the key tools.
Lemma 2.3. Let f(x, y) = y3 − x; following the above conventions, the braid in B3 obtained
from the path α : t 7→ x = exp(2√−1pit), t ∈ [0, 1], equals σ2 · σ1. For g(x, y) = y3 + x, the braid
associated with α equals σ1 · σ2.
Proof. Note that for x = 1, the values of the roots of the y-polynomial f(1, y) are 1, ζ, ζ¯, for
ζ := exp
(
2
√−1pi
3
)
, and thus the associated braid is nothing but the rotation of angle 23pi.
1
ζ
ζ¯
2pi
3
− + R
− +R
Figure 7. Braid for y3 = x.
The result follows from the identification described in (C2) and Figure 7. 
Applying this in our situation one obtains (see Figure 3a):
(2.2) δ±1 7→ (σ1 · σ2)2 =⇒ δ1, δ3 7→ (σ1 · σ2)4 δ±2 7→ σ2 · σ3 =⇒ δ2 7→ (σ2 · σ3)2.
Combining all the braids obtained above, one can give the monodromy factorization.
Proposition 2.4. The braid monodromy factorization of Caff is (τ1, τ2, τ3) where:
τ1 :=(σ1 · σ2)4,
τ2 :=(σ1 · σ2 · σ21) · (σ2 · σ3)2 · (σ1 · σ2 · σ21)−1,(2.3)
τ3 :=(σ2 · σ21 · σ2 · σ3) · (σ2 · σ1)4 · (σ2 · σ21 · σ2 · σ3)−1.
Remark 2.5. Note that the closure of Caff in the ruled surface Σ2 is disjoint from the negative
section E1. As stated in [18, Lemma 2.1], the product of all braids (associated to paths whose
product in the complement of the discriminant in P1 is trivial) equals (∆2)2. Hence ∆4 · (τ3 ·
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τ2 · τ1)−1 is the braid associated to two disjoint nodes, see Figure 3b. The following equality is
a straightforward exercise:
(σ21 · σ23) · (τ3 · τ2 · τ1) = ∆4.
2.3. A presentation of the fundamental group.
Our next step will be to compute G := pi1(C2\Caff). The main tool towards this, as mentioned
before, entails considering a braid monodromy factorization and its action on a free group. Before
stating Zariski-van Kampen’s Theorem precisely, let us recall this natural right action of Bd on
Fd with basis g1, . . . , gd which will be denoted by gσ for a braid σ ∈ Bd and an element g ∈ Fd.
It is enough to describe it for gi a system of generators in Fd and σj an Artin system of Bd:
(2.4) gσji :=

gi+1 if i = j
gi · gi−1 · g−1i if i = j + 1
gi otherwise.
The following is the celebrated Zariski-van Kampen Theorem, which allows for a presentation
of the fundamental group of an affine curve from a given braid monodromy factorization.
Theorem 2.6 (Zariski-van Kampen Theorem). If (τ1, . . . , τr) ∈ Brd is a braid monodromy fac-
torization of an affine curve C, then:
pi1(C2 \ Caff) =
〈
g1, . . . , gd | gi = gτji , 1 ≤ j ≤ r, 1 ≤ i < d
〉
.
If τi = α−1i ·βi ·αi, and βi is a (usually positive) braid involving strands ki+1, . . . , ki+mi, then:
(2.5) pi1(C2 \ Caff) =
〈
g1, . . . , gd | gαji = (gβji )αj , 1 ≤ j ≤ r, kj < i < kj +mj
〉
.
Remark 2.7. In our case, r = 3, d = 4, k1 = k3 = 0, m1 = m3 = 2, k2 = 1, m2 = 1, and
α1 = 1 β1 = (σ1 · σ2)4
α2 = (σ1 · σ2 · σ21)−1 β2 = (σ2 · σ3)2(2.6)
α3 = (σ2 · σ21 · σ2 · σ3)−1 β3 = (σ2 · σ1)4.
The previous sections where a braid monodromy factorization allow us to give a presentation
of the fundamental group of an affine curve complement.
Corollary 2.8. Let Caff be the affine Eyral-Oka curve as described at the beginning of §2, consider
a braid monodromy factorization as described in Proposition 2.4 and (2.6). Then the group
G = pi1(C2 \ Caff) admits a presentation as
(2.7)
〈g1, . . . , g4 : gβ11 = g1, gβ12 = g2, gα22 = (gβ22 )α2 , gα23 = (gβ23 )α2 , gα31 = (gβ31 )α3 , gα32 = (gβ32 )α3〉.
Presentation (2.7) contains 6 relations for a total length of 40. For the sake of clarity, instead
of showing an explicit presentation, we will describe the group G in a more theoretical way that
would allow to understand its structure. The following description characterizes the group G
completely.
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Theorem 2.9. The fundamental group G can be described as follows:
(1) Its derived subgroup G′ ⊂ G can be decomposed as a semidirect product K o V , where:
(a) The subgroup V is the Klein group 〈a, b | a2 = b2 = a · b · a−1 · b−1 = 1〉.
(b) The subgroup K is the direct product of a rank-2 free group and a cyclic group
order 2 with presentation
〈x, y, w | w2 = x · w · x−1 · w = y · w · y−1 · w = 1〉.
(c) The action of V on K is given by:
xa = x, ya = y · w, wa = w, xb = x · w, yb = y, wb = w.
In particular, w is central in G′.
(2) There exists a meridian g of Caff such that G = G′ o Z, where Z is identified as 〈g | −〉
and the action is defined by:
g · x · g−1 = y−1, g · y · g−1 = y · x · b, g · w · g−1 = w, g · a · g−1 = b, g · b · g−1 = a · b.
(3) There is a central element z such that z · g6 = [y, x]. The center of G is generated by
z, w.
(4) There is an automorphism of G sending z to z · w.
Proof. A presentation of this sort can be obtained using Sagemath [26] (which contains GAP4 [17]
as main engine for group theory). We indicate the steps of the proof:
(G1) The original presentation (2.7) (with four generators and six relations) can be simplified
to have only two generators and four relations, both generators being meridians of Caff.
Any of such meridians can play the role of g in (2).
(G2) From the simplified presentation above, one can find a central element z ∈ G whose
image by the standard abelianization morphism is −6. Recall the abelianization of G
is Z. Moreover, the abelianization can be fixed by setting the image of any meridian to
be 1, this is what we call the standard abelianization.
Since z is central, note that G′ ∼= (G/〈z〉)′, see e.g. [12]. Since the latter derived
group is of index 6 in G/〈z〉, we can apply Reidemeister-Schereier method to find a
finite presentation of G′ with 5 generators x, y, a, b, w ∈ G′.
(G3) From the previous steps it is a tedious computation to verify the structure of G′ indicated
in the statement as well to check the conjugation action of g. In particular, that w is
central in G′ and z = g−6 · [y, x].
(G4) Note that the center of G is the group generated by z and w and that z, z · w are the
only central elements which are sent to −6 by the standard abelianization. Moreover, it
is straightforward to prove that
g 7→ g, x 7→ y−1 · a, y 7→ y · x · w, a 7→ b, b 7→ a · b, w 7→ w
defines an automorphism of G such that z 7→ z · w.

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Going back to the discussion about the topology at infinity, one can detect the meridians of
the tangent line L and the meridian corresponding to the exceptional divisor E3 = L′. These
are required to recuperate the original fundamental groups of the projective Eyral-Oka sextics.
Corollary 2.10. The central element z is a meridian of L+ = L while z · w is a meridian of
L− = L′. In particular, the groups pi1(P2 \ C±) are isomorphic.
Proof. Starting from the Zariski-van Kampen presentation (2.7), and using the blow-up blow-
down process described in Figure 2, it is straightforward that a meridian of L = L+ (resp.
E3 = L
′ = L−) is given by e2 · (g2 · g1) (resp. e2 · (g4 · g3)), where e = (g4 · . . . · g1)−1. The result
follows from tracing these meridians along the steps described in Theorem 2.9. 
Corollary 2.10 answers negatively a question in [14]. In the following section this curve will
be used to construct arithmetic Zariski pairs that are complement equivalent.
3. Zariski pairs and braid monodromy factorizations
In Corollary 2.10, we have proved that the fundamental groups of the Eyral-Oka curves are
isomorphic, and hence this invariant cannot be used to decide if these two curves, which are not
rigidly equivalent, form an arithmetic Zariski pair.
Degtyarev [11] proved that any two non-rigidly equivalent equisingular sextic curves with
simple singularities cannot have regularly homeomorphic embeddings, where a regular homeo-
morphism is a homeomophism that is holomorphic at the singular points.
In particular, by Degtyarev’s result, Eyral-Oka curves are close to being an arithmetic Zariski
pair. Shimada was able to refine Degtyarev’s arguments in [24, 25] and developed an NC-
invariant that was able to exhibit that some of these candidates to Zariski pairs were in fact so.
Unfortunately, the NC-invariant coincides for the Galois-conjugate projective Eyral-Oka curves.
As we showed in §1, the curves C±∪L± have homeomorphic complements (even more, analyt-
ically isomorphic) via the birational morphism shown in Figure 2. The Cremona transformation
that connects both complements is not a homeomorphism of the pairs (P2, C± ∪ L±), so these
curves are candidates to be complement equivalent Zariski pairs.
We are not able to decide on that problem, but we are apparently more succesful when adding
more lines to the original curves C± ∪ L±. More precisely, the curve C± ∪ L± ∪ L2± ∪ L6,1± ∪ L6,2±
can be proved to be a complement-equivalent arithmetic Zariski pair. Note that the extra lines
correspond to the preimage of the discriminant in P1 (see Figure 3a).
3.1. Fibered curves and braid monodromy factorization.
These curves are called fibered (see [4]) since their complements induce a locally trivial fibra-
tion on a finitely punctured P1 (the complement of the discriminant). A fibered curve has a
horizontal part (the curve that intersects the generic fibers in a finite number of points) and a
vertical part (the preimage of the discriminant). As mentioned above, the braid monodromy of
its horizontal part is a topological invariant of a fibered curve.
Let us recall this result. Consider C ⊂ P2 a projective curve, L ⊂ P2 be a line and P ∈ L. Let
us assume that, if P ∈ C, then L is the tangent cone of C. Consider L1, . . . , Lr the lines in the
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pencil through P (besides L) which are non-transversal to C. The curve Cϕ := C ∪ L ∪⋃rj=1 Lj
is the fibered curve associated with (C, L, P ).
Consider now the braid monodromy factorization (τ1, . . . , τr) ∈ Brd of the affine curve Caff :=
C \L, with respect to the projection based at P , where d is the difference between deg C and the
multiplicity of C at P . We are ready to state the result.
Theorem 3.1 ([3, Theorem 1]). Let us suppose the existence of a homeomorphism Φ : (P2, Cϕ1 )→
(P2, Cϕ2 ) such that:
(1) The homeomorphism is orientation preserving on P2 and on the curves.
(2) Φ(P1) = P2, Φ(L1) = L2.
Then, the two triples (C1, L1, P1) and (C2, L2, P2) have equivalent braid monodromies,
To understand the statement, let us recall the notion of equivalence of braid monodromies.
Let (τ1, . . . , τr) ∈ Brd be a braid monodromy factorization; for its construction we have identified
the Artin braid group Bd with the braid group based at some specific d points of C; two such
identifications differ by conjugation, i.e.,
(τ1, . . . , τr) ∼ (τ τ1 , . . . , τ τr ), ∀τ ∈ Bd.
There is a second choice, the choice of a pseudo-geometric basis in Fr. Two such bases differ but
what is called a Hurwitz move. The Hurwitz action of Br on Gr (where G is an arbitrary group)
is defined as follows. Let us denote by s1, . . . , sr−1 the Artin generators of Br (we replace σ by s
to avoid confusion when G is a braid group). Then:
(g1, . . . , gr)
si 7→ (g1, . . . , gi−1, gi+1, gi+1 · gi · g−1i+1, . . . , gi+2, . . . , gr).
Definition 3.2. Two braid monodromies in Brd are equivalent if they belong to the same orbit
by the action of Br × Bd described above.
Note that it is hopeless to apply directly Theorem 3.1 to our case: the braid monodromies
are equal! In [5], we refined Theorem 3.1 to work with ordered line arrangements: the classical
braid groups were replaced everywhere by pure braid groups. We are going to state now an
intermediate refinement of Theorem 3.1.
Let us think about our case. If we color in a different way the two first strands and the two
last strands, we take into account, that the first ones are the branches of the node in Σ2 which
provides L+, while the last ones provide L−. Let us set that (τ1, τ2, τ3) is the braid monodromy
factorization for C+ with this coloring. To compare both curves, the braid monodromy factor-
ization of C− would have the strands associated to L− in the first place; this is accomplished,
considering:
(τ˜1, τ˜2, τ˜3) := (τ
τ
1 , τ
τ
2 , τ
τ
3 ), τ = (σ2 · σ3 · σ1)2
since the braid τ exchanges the two pairs of strands.
Definition 3.3. Let A be a partition of the set {1, . . . , n}. The braid group B(A) relative to A
is the subgroup of Bn consisting of the braids that respect the given partition.
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Remark 3.4. For instance, note that both the total and the discrete partition provide recognizable
groups: Bn = B({{1, . . . , n}}) whereas B({{1}, . . . , {n}}) provides the pure braid group.
The proof of the following result follows along the same lines as that of [3, Theorem 1].
Theorem 3.5. Let Ad, Ar be partitions of {1, . . . , d} and {1, . . . , r}, respectively, such that Ad
induces partitions on Li∩Ci. Assume that there exists a homeomorphism Φ : (P2, Cϕ1 )→ (P2, Cϕ2 )
satisfying the hypotheses in Theorem 3.1, and also satisfying:
(1) The blocks of lines through P1, P2 associated to the partition are respected.
(2) The partitions on Li ∩ Ci are respected.
Then, the triples (C1, L1, P1) and (C2, L2, P2) have braid monodromy factorizations (τ j1 , . . . , τ jr ) ∈
Brd, j = 1, 2 (respecting the above partitions) which are equivalent by the action of B(Ad)×B(Ar).
Theorem 3.6. There is no homeomorphism
(P2, C+ ∪ L+ ∪ L2+ ∪ L6,1+ ∪ L6,2+ )→ (P2, C− ∪ L− ∪ L2− ∪ L6,1− ∪ L6,2− ).
Proof. Let us assume that such a homeomorphism Φ exists. From the topological properties
of P2, it must respect the orientation of P2. The intersection form in P2 implies that either
respect all the orientations on the curves, or reversed all of them. Since the equations are real,
in the latter case we can compose Φ with complex conjugation, and we may assume that Φ
respects all the orientations.
By the local topology of the curves, Φ(C+) = C−; it is also easy to check that Φ(L+) = L−
and Φ(L2+) = L2− (the lines joining the points of type A5 and A2). In particular, Φ(P+) = P−.
Note also that Φ(L6,1+ ∪L6,2+ ) = L6,1− ∪L6,2− (the lines joining the A5 point and the two E6 points).
Moreover, the homeomorphism must respect the two branches of the A5 point and, hence,
the two other points in C± ∩ L± (globally).
Let us consider the partition Ad4 = {{1, 2}, {3, 4}} for the strands of the braids. In the base,
we consider the partition Ar3 = {{1, 3}, {2}}. Then, from Theorem 3.5, the braid monodromies
T := (τ1, τ2, τ3) and T˜ := (τ˜1, τ˜2, τ˜3) are equivalent under the action of B(Ad4)× B(Ar3).
We are going to show that this does not happen and, in particular, the expected homeomor-
phism does not exist.
There is no algorithm ensuring that two braid monodromy factorizations are equivalent. In
order to look for necessary conditions, we consider a finite representation ϕ : B4 → F , where
F is a finite group. We need to check if ϕ(T ) and ϕ(T˜ ) are equivalent under the action of
ϕ(B(Ad4))× B(Ar3). Since the orbits are finite, this approach should lead to an answer.
Let us denote FA := ϕ(B(Ad4)); let Fˆ := F 3/FA, i.e., the quotient of the cartesian product
F 3 under the diagonal conjugation action of FA. The group B(Ar3) acts by Hurwitz moves on it.
We want to check if the classes [T ], [T˜ ] ∈ Fˆ are in the same orbit under this action. Note that
in general, this can be computationally expensive.
There is a natural way to obtain representations of the braid group. Consider the reduced
Burau representation φ : B4 → GL(3,Z[t±1]). Let R be either Z/m, for some m ∈ N, or Fq,
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q some prime power. Let s be a unit in R; then we define
ϕ : B4 → F := ϕ(B4) ⊂ GL(3, R)
by considering the natural map Z → R and specializing t to s. Let us do it for R = Z/4 and
s ≡ −1 mod 4. We have:
B4 F ⊂ GL(3,Z/4)
σ1
(
1 0 0
1 1 0
1 0 1
)
σ2
(
2 3 0
1 0 0
0 0 1
)
σ3
(
1 0 0
0 2 3
0 1 0
)
,
ϕ
where F is a finite group of order 768. The classes of T˜ is
[T˜ ] =
[(
2 2 3
0 3 1
3 0 3
)
,
(
3 3 0
0 1 3
2 1 0
)
,
(
3 3 2
3 0 2
1 0 1
)]
and the orbit of [T ] is[(
0 3 2
0 2 3
1 2 2
)
,
(
3 0 3
1 3 0
3 2 2
)
,
(
1 0 1
0 2 1
0 1 1
)]
,
[(
3 0 3
1 3 0
3 2 2
)
,
(
0 1 2
1 3 2
2 1 1
)
,
(
1 0 1
0 2 1
0 1 1
)]
,
[(
0 3 2
0 2 3
1 2 2
)
,
(
1 0 1
0 2 1
0 1 1
)
,
(
2 3 0
1 3 2
0 3 3
)]
,[(
0 1 2
1 3 2
2 1 1
)
,
(
0 3 2
0 2 3
1 2 2
)
,
(
1 0 1
0 2 1
0 1 1
)]
,
[(
1 0 1
0 2 1
0 1 1
)
,
(
1 2 1
1 3 0
1 0 0
)
,
(
2 3 0
1 3 2
0 3 3
)]
,
[(
0 1 2
1 3 2
2 1 1
)
,
(
1 0 1
0 2 1
0 1 1
)
,
(
1 2 1
1 3 0
1 0 0
)]
It is easily checked that T˜ is not conjugate to any element of the orbit of T .
The group B(Ar3) is generated by s
−2
1 , s
−2
2 , s1 ·s2 ·s−11 ; they induce the following permutations
in the orbit of T :
[(1, 2, 4)(3, 5, 6), (1, 3, 5)(2, 4, 6), (1, 3, 4)(2, 5, 6)],
showing that it is actually an orbit. Since we have shown that the braid monodromies are not
conjugate, we deduce that no homeomorphism exists. The computations have been done with
Sagemath [26] and GAP4 [17]. 
3.2. Last comments.
Eyral-Oka curves give rise to other arithmetic Zariski pairs, namely using the projections
from the singular points of type E6 and A2. When projecting from a point of type E6 it does
not matter which one because of the symmetry of the curves which exchanges both points. One
can compute the braid monodromy factorizations using again the fact that they are strongly
real curves. In these cases, it is more involved to prove that the braid monodromy factorizations
are not equivalent. In a future work we will use the computed representations to distinguish the
braid monodromies using diagonal representations.
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