Error analysis of one-stage explicit extended RKN integrators for
  semilinear wave equations by Wang, Bin & Wu, Xinyuan
ar
X
iv
:1
80
1.
02
07
0v
1 
 [m
ath
.N
A]
  6
 Ja
n 2
01
8
Functionally-fitted energy-preserving integrators
for Poisson systems
Bin Wang ∗ Xinyuan Wu†
January 9, 2018
Abstract
In this paper, we present an error analysis of one-stage explicit extended Runge–Kutta–
Nystro¨m integrators for semilinear wave equations. These equations are analysed by using
spatial semidiscretizations with periodic boundary conditions in one space dimension. Op-
timal second-order convergence is proved without requiring Lipschitz continuous and higher
regularity of the exact solution. Moreover, the error analysis is not restricted to the spectral
semidiscretization in space.
Keywords: error bounds, semilinear wave equations, extended Runge–Kutta–Nystro¨m inte-
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1 Introduction
In this paper, we are concerned with the error analysis of one-stage explicit extended Runge–Kutta–
Nystro¨m (ERKN) integrators for solving the semilinear wave equation
utt = uxx + u
p, u = u(x, t), t ∈ [t0, T ]. (1)
We consider real-valued solutions to (1) with 2pi-periodic boundary conditions in one space di-
mension (x ∈ T = R/(2piZ)). Denoting by Hs the Sobolev space Hs(T), the initial values of the
equation are given by
u(·, t0) ∈ H
s+1, ut(·, t0) ∈ H
s (2)
for s ≥ 0. We note that the energy is finite in the special case s = 0.
By a semidiscretization in space, this equation can be transformed into a system of second-order
ordinary differential equations (ODEs) of the form
y¨(t) = My(t) + f(y(t)), (3)
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where the matrix M describes the discretized second spatial derivative in (1) and f(y) denotes
the polynomial nonlinearity in (1). It is noted that the eigenvalues of the matrix M range from
order one to the order of the spatial discretization parameter which is typically large. Thus the
spatial semidiscretization exhibits a variety of oscillations and the solution of (3) is a high-frequency
oscillator, in general. In order to efficiently solve (3), many effective integrators have been researched
(see, e.g. [7, 18, 22, 25, 43], and the references therein). The Gautschi-type integrators have been
well derived and analysed in [19]. Exponential integrators have been widely developed as an efficient
approach and we refer the reader to [20, 21, 28, 37] for example. These methods were also shown to
work well for wave equations in the semilinear case (see, e.g. [1, 2, 3, 4, 12]). Recently, a standard
form of trigonometric integrators called as ERKN integrators was formulated for solving second-
order highly oscillatory differential equations in [44], which can be of arbitrarily high order. It is
clear that the Gautschi-type integrators of order two yield examples of ERKN integrators. Further
researches of these trigonometric integrators for oscillatory ODEs are referred to [34, 35, 36, 39].
On basis of a novel operator-variation-of-constants formula established in [42], ERKN integrators
are well developed for wave equations (see, e.g. [29, 30, 31, 40, 41]).
It is noted that the error analysis of trigonometric integrators for ODEs has been researched
by many papers (see, e.g. [8, 19, 14, 16, 20, 21, 38]), but has not sufficient yet because in all
these publications, the nonlinearity is assumed to be Lipschitz continuous. There is also much work
about the error analysis of trigonometric integrators for PDEs. In [15], the author analysed the
Gautschi-type trigonometric integrators for sine-Gordon equations whose nonlinearity is Lipschitz
continuous in H0. In [5] and Chapter IV of [6], the systems of PDEs were considered in higher-order
Sobolev spaces and second-order error bounds of trigonometric integrators were shown under some
corresponding higher regularity assumptions on the exact solution. The author in [9] proved error
bounds of trigonometric integrators for wave equations without requiring higher regularity of the
exact solution, which was realized by performing the error analysis in two stages. These two-stage
arguments have also been used by many researchers, such as in [10, 26, 32, 33] for discretizations
of nonlinear Schro¨dinger equations and in [13, 24] for discretizations of equations with Burgers
nonlinearity. In the case of quasilinear wave equations, error analysis has been presented recently
in [11, 23, 27] for different methods.
To our knowledge, the error analysis of ERKN integrators has not been researched yet in the
literature for spatial semidiscretizations of (1) with initial values of finite energy. In this paper, we
will analyse and present error bounds for one-stage explicit ERKN integrators when applied to a
spectral semidiscretization in space requiring only that the exact solution is of finite energy. First,
low-order error bounds will be considered in a higher-order Sobolev space, where the nonlinearity
is, at least locally, Lipschitz continuous. From this low-order error bound, a suitable regularity of
the ERKN integrators will be deduced, which is used to overcome the lack of Lipschitz continuity
in lower-order Sobolev spaces. Then higher-order error bounds will be shown in these spaces by
using the regularity of the ERKN integrators. It is noted that optimal second-order convergence
will be obtained without requiring Lipschitz continuous and higher regularity of the exact solution.
Moreover, the approach to the error analysis is not restricted to the spectral semidiscretization in
space.
The paper is organized as follows. We first present some preliminaries in Section 2. The main
result of error bounds is described in Section 3. Then the lower-order error bounds in higher-order
Sobolev spaces are proved in Section 4 and the higher-order error bounds in lower-order Sobolev
spaces are shown in Section 5. Error bounds for the spatial semidiscretization by finite differences
are discussed in Section 6. In Section 7, numerical experiments are implemented to demonstrate
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the efficiency of the ERKN integrators which support our theoretical analysis in this paper. Section
8 is devoted to the conclusions of the paper.
2 Preliminaries
2.1 Spectral semidiscretization in space
Following [9, 17], we choose spectral collocation for the semidiscretization in space of (1).
Consider the following trigonometric polynomial as an ansatz for the solution of the nonlinear
wave equation (1)
uK(x, t0) =
∑
j∈K
yj(t)e
ijx with K = {−K,−K + 1, . . . ,K − 1}, (4)
where yj(t) for j ∈ K are the Fourier coefficients. By inserting this ansatz into (1) and evaluating
in the collocation points xk = pik/K with k ∈ K, we obtain a system of second-order ODEs
y¨(t) = −Ω2y(t) + f(y(t)), (5)
where y(t) = (yj(t))j∈K ∈ C
K is the vector of Fourier coefficients. Here, Ω is a nonnegative and
diagonal matrix
Ω = diag(ωj)j∈K with ωj = |j|,
and the nonlinearity f is given by
f(y) = y ∗ . . . ∗ y︸ ︷︷ ︸
p times
with (y ∗ z)j =
∑
k+l≡j mod 2K
ykzl, j ∈ K, (6)
where ‘∗’ denotes the discrete convolution. The initial values y(t0) and y˙(t0) for (5) are given
respectively by
yj(t0) =
∑
k∈Z:k≡j mod 2K
uk(t0), y˙j(t0) =
∑
k∈Z:k≡j mod 2K
u˙k(t0), j ∈ K, (7)
where uk(t) and u˙k(t) are denoted the Fourier coefficients of u(·, t) and ut(·, t), respectively. If the
initial values u(·, t0) and ut(·, t0) are given by their Fourier coefficients, we have a simpler expression:
yj(t0) = uj(t0), y˙j(t0) = u˙j(t0), j ∈ K. (8)
By the variation-of-constants formula, the exact solution of the semi-discrete system (5) can be
expressed by (
y(t)
y˙(t)
)
= R(t− t0)
(
y(t0)
y˙(t0)
)
+
∫ t
t0
R(t− τ)
(
0
f(y(τ))
)
dτ (9)
with
R(t) =
(
cos(hΩ) tsinc(hΩ)
−Ω sin(hΩ) cos(hΩ)
)
, (10)
where sinc(x) is defined by sinc(x) = sin(x)/x.
3
Methods c1 b¯1(V ) b1(V ) Symmetric Symplectic
ERKN1 12 φ2(V ) φ0(V/4) Non Non
ERKN2 12 φ2(V ) φ1(V ) Symmetric Non
ERKN3 12
1
2φ1(V/4) φ0(V/4) Symmetric Symplectic
ERKN4 12
1
2φ
2
1(V/4) φ1(V/4)φ0(V/4) Symmetric Non
ERKN5 12
1
2φ1(V )φ1(V/4) φ1(V )φ0(V/4) Symmetric Non
Table 1: Four one-stage explicit ERKN integrators.
2.2 ERKN integrators
ERKN integrators for integrating (5) were first formulated in [44], and in this paper we consider
only one-stage explicit scheme.
Definition 2.1 (See [44]) A one-stage explicit ERKN integrator for solving (5) is defined by

yn+c1 = φ0(c
2
1V )y
n + hc1φ1(c
2
1V )y˙
n,
yn+1 = φ0(V )y
n + hφ1(V )y˙
n + h2b¯1(V )f(y
n+c1),
y˙n+1 = −hΩ2φ1(V )y
n + φ0(V )y˙
n + hb1(V )f(y
n+c1),
(11)
where h is a stepsize, c1 is real constant, b1(V ) and b¯1(V ) are matrix-valued functions of V ≡ h
2Ω2,
and φj(V ) :=
∞∑
k=0
(−1)kV k
(2k + j)!
for j = 0, 1, . . . .
It is noted that for V = h2Ω2, we have
φ0(V ) = cos(hΩ), φ1(V ) = sinc(hΩ), φ2(V ) = (hΩ)
−2(I − cos(hΩ)).
In this paper, we present five practical one-stage explicit ERKN integrators whose coefficients are
displayed in Table 1. By the symmetry conditions and symplecticness conditions given in [43], it can
be verified that ERKN1 is neither symmetric nor symplectic, ERKN3 is symmetric and symplectic,
and the others are symmetric but not symplectic.
2.3 Useful results
In this paper, we measure the error by the norm (it has been considered in [9, 17])
‖y‖s :=
(∑
j∈K
〈j〉2s|yj|
2
)1/2
with 〈j〉 = max(1, |j|) (12)
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for y ∈ CK, where s ∈ R. This norm is (equivalent to) the Sobolev Hs-norm of the trigonometric
polynomial
∑
j∈K
yje
ijx. It is noted that for this norm, we have ‖y‖s1 ≤ ‖y‖s2 if s1 ≤ s2.
Two important propositions of the nonlinearity f(y) given in [9] are needed in this paper and
we summarize them as follows.
Proposition 2.2 (See [9]) Assume that σ, σ′ ∈ R with σ′ ≥ |σ| and σ′ ≥ 1. If ‖y‖σ′ ≤ M and
‖z‖σ′ ≤M, then we have
‖f(y)− f(z)‖σ ≤ C ‖y − z‖σ , (13)
‖f(y)‖σ′ ≤ C (14)
with a constant C depending only on M, |σ|, σ′, and p.
Proposition 2.3 (See [9]) Let s ≥ 0, and assume that for y : [t0, t1]→ C
K
‖y(t)‖s+1 ≤M, ‖y˙(t)‖s ≤M, for t0 ≤ t ≤ t1.
It then holds that ∥∥∥∥ ddtf(y(t))
∥∥∥∥
s
≤ C, (15)
where the constant C depends on M, s, and p. If, in addition, if ‖y¨(t)‖s−1 ≤ M for t0 ≤ t ≤ t1,
then ∥∥∥∥ d2dt2 f(y(t))
∥∥∥∥
s−1
≤ C (16)
with a constant C depending on M, s, and p.
3 Main result
Before presenting the error bounds, we need the following assumptions of the coefficients of the
ERKN integrators. Similar assumptions on the filter functions of some trigonometric methods have
been considered in [9].
Assumption 3.1 It is assumed that there exists a constant c such that
|b¯1(ξ
2)| ≤ cξβ if − 1 ≤ β ≤ 0, (17)
|1/2sinc2(ξ/2)− b¯1(ξ
2)| ≤ cξβ if 0 < β ≤ 1, (18)
|1− b1(ξ
2)| ≤ cξ1+β (19)
for −1 ≤ β ≤ 1 and all ξ = hωj with j ∈ K and ωj 6= 0. Moreover, we assume that c1 =
1
2 for the
ERKN integrator (11).
It can be verified that all the ERKN integrators displayed in Table 1 satisfy this assumption
uniformly for −1 ≤ β ≤ 1 and h > 0.
Under this assumption, we have the following property with respect to the norm (12).
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Proposition 3.2 Under the conditions of Assumption 3.1 and for s ∈ R, it holds that
∥∥b¯1(V )y∥∥s−β ≤ chβ ‖y‖s , if − 1 ≤ β ≤ 0,∥∥(1/2sinc2(hΩ/2)− b¯1(V ))y∥∥s−β ≤ chβ ‖y‖s , if 0 < β ≤ 1,
‖y − b1(V )y‖s−β ≤ ch
1+β ‖y‖s+1 .
Proof For the first one, according to the definition of the norm (12), one has
∥∥b¯1(V )y∥∥s−β = ( ∑
j∈K
〈j〉2s−2β |b¯1(h
2ω2j )yj |
2
)1/2
≤ c
( ∑
j∈K
〈j〉2s−2β |(hωj)
βyj |
2
)1/2
≤ c
( ∑
j∈K
〈j〉2s|hβyj |
2
)1/2
≤ chβ
( ∑
j∈K
〈j〉2s|yj |
2
)1/2
= chβ ‖y‖s .
Other results can be obtained in a similar way.
The main result of this paper is given by the following theorem.
Theorem 3.3 Assume that the following three conditions are satisfied:
• Let c ≥ 1 and s ≥ 0.
• The exact solution (y(t), y˙(t)) of the spatial semidiscretization (5) satisfies
‖y(t)‖s+1 + ‖y˙(t)‖s ≤M for 0 ≤ t− t0 ≤ T. (20)
• Assumption 3.1 is true with constant c for β = 0 and β = α with −1 ≤ α ≤ 1.
Then, there exists h0 > 0 such that for 0 < h ≤ h0, the error bound for the numerical solution
(yn, y˙n) given by the ERKN integrator (11) is
‖y(tn)− y
n‖s+1−α + ‖y˙(tn)− y˙
n‖s−α ≤ Ch
1+α for 0 ≤ tn − t0 = nh ≤ T,
where the constants C and h0 depend only on M and s from (20), the power p of the nonlinearity
in (1), the final time T , and the constant c in Assumption 3.1.
Remark 3.4 It is noted that if we consider s = 0 in this theorem, the condition (20) presents a
finite energy assumption on the solution of the nonlinear wave equation (1) and its spatial semidis-
cretization (5). By choosing α = 1 and α = 0, we get ‖y(tn)− y
n‖0 ≤ Ch
2 and ‖y˙(tn)− y˙
n‖0 ≤ Ch,
respectively. This leads to a second-order error bound for y in H0 = L2 and a first-order error bound
for y˙ in L2.
By the two-stage arguments used in [9, 10, 26, 32, 33], the proof of Theorem 3.3 will be divided
into two parts. We will first show the proof of the lower-order error bounds in higher-order Sobolev
spaces (i.e., −1 ≤ α ≤ 0) in Section 4, and then present the proof of the higher-order error bounds
in lower-order Sobolev spaces (i.e., 0 < α ≤ 1) in Section 5.
6
4 Proof of the lower-order error bounds in higher-order Sobolev
spaces
Throughout the proof, we assume that 0 < h ≤ 1 and use the norm
|||(y, y˙)|||σ = (‖y‖
2
σ+1 + ‖y˙‖
2
σ)
1/2
on Hσ+1 ×Hσ for σ ∈ R. The exact solution (9) of the system (5) is denoted by (y(t), y˙(t)) and
the numerical results of ERKN integrators (11) are denoted by (y0, y˙0), (y1, y˙1), . . ..
4.1 Regularity over one time step
We first show the preservation of regularity of the ERKN integrator (11) over one time step.
Lemma 4.1 Let s ≥ 0 and −1 ≤ α ≤ 0. It is assumed that Assumption 3.1 holds for β = α with
constant c, and |||(y0, y˙0)|||s ≤ M, then for the solution given by the ERKN integrator (11), we
have
|||(y1, y˙1)|||s ≤ C,
where C depends only on M, s, p, and c.
Proof From the definition of the integrator (11), it follows that
∥∥∥y 12∥∥∥
s+1
≤
∥∥∥∥cos (12hΩ)y0
∥∥∥∥
s+1
+ h
1
2
∥∥∥∥sinc(12hΩ)y˙0
∥∥∥∥
s+1
.
Using sinc(0) = 1 ≤ h−1 and the bound |sinc(ξ)| ≤ ξ−1 for ξ > 0, we obtain∥∥∥y 12∥∥∥
s+1
≤
∥∥y0∥∥
s+1
+
∥∥y˙0∥∥
s
≤ 2M,
which gives ∥∥∥f(y 12 )∥∥∥
s+1
≤ C (21)
by considering (14) with σ′ = s+ 1.
On the basis of the scheme of the integrator (11) again, it can be obtained that
∥∥y1∥∥
s+1
≤
∥∥cos(hΩ)y0∥∥
s+1
+ h
∥∥sinc(hΩ)y˙0∥∥
s+1
+ h2
∥∥∥b¯1(hΩ)f(y 12 )∥∥∥
s+1
.
In the light of the fact that −1 ≤ α ≤ 0 and the bound (17) of b¯1, one arrives∥∥y1∥∥
s+1
≤
∥∥y0∥∥
s+1
+
∥∥y˙0∥∥
s
+ h2+α
∥∥∥f(y 12 )∥∥∥
s+1+α
≤
∥∥y0∥∥
s+1
+
∥∥y˙0∥∥
s
+ h2+α
∥∥∥f(y 12 )∥∥∥
s+1
.
It follows from (21) that
∥∥y1∥∥
s+1
≤ C. Similarly, we can obtain
∥∥y˙1∥∥
s
≤ C, and then the proof is
complete.
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4.2 Local error bound
In what follows, we consider the local error of the ERKN integrator (11).
Lemma 4.2 (Local error in Hs+1−α × Hs−α for −1 ≤ α ≤ 0.) Under the conditions of Lemma
4.1, if
|||(y(τ), y˙(τ))|||s ≤M
for t0 ≤ τ ≤ t1, then we have
|||(y(t1), y˙(t1))− (y
1, y˙1)|||s−α ≤ Ch
2+α,
where the constant C depends only on M, s, p, and c.
Proof Throughout the proof, denote by C a generic constant which depends on M, s, p, and c.
(I) We first analyse the local error of y(t1)−y
1. According to the variation-of-constants formula
(9) and the scheme of the integrator (11), we obtain
y(t1)− y
1 =
∫ t1
t0
(t1 − τ)sinc((t1 − τ)Ω)f(y(τ))dτ − h
2b¯1(V )f(y
1
2 ).
For ξ > 0 and −1 ≤ α ≤ 0, it can be verified that
|sinc(ξ)| =
| sin(ξ)|
ξ
≤
{
1 ≤ ξα, if 0 < ξ ≤ 1,
ξ−1 ≤ ξα, if ξ > 1,
which yields |sinc(ξ)| ≤ ξα. Moreover, it is clear that hα ≥ 1 for −1 ≤ α ≤ 0. By these results and
(17), one gets ∥∥y(t1)− y1∥∥s+1−α ≤ h2+α sup
t0≤τ≤t1
‖f(y(τ))‖s+1 + ch
2+α
∥∥∥f(y 12 )∥∥∥
s+1
.
According to (14), it is true that ‖f(y(τ))‖s+1 ≤ C, which leads to
∥∥y(t1)− y1∥∥s+1−α ≤ Ch2+α by
considering (21).
(II) We now discuss the local error of y˙(t1)− y˙
1. It follows from (9) and (11) that
y˙(t1)− y˙
1 =
∫ t1
t0
cos((t1 − τ)Ω)f(y(τ))dτ − hb1(V )f(y
1
2 ),
which can be split as
y˙(t1)− y˙
1
=
∫ t1
t0
[cos((t1 − τ)Ω) − Id]f(y(τ))dτ (22)
+
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))
(23)
+ hf
(
y
( t0 + t1
2
))
− hf(y
1
2 ) (24)
+ h(Id − b1(V ))f(y
1
2 ). (25)
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• Bound of (22). For ξ > 0 and −1 ≤ α ≤ 0, it is easy to obtain that
| cos(ξ)− 1| = 2| sin(ξ/2)|2 ≤
{
2(ξ/2)2 ≤ 2ξ1+α, if 0 < ξ ≤ 1,
2 ≤ 2ξ1+α, if ξ > 1,
which yields that | cos(ξ)− 1| ≤ 2ξ1+α. On noticing (14) with σ′ = s+ 1, one arrives at
∥∥∥∥
∫ t1
t0
[cos((t1 − τ)Ω)− Id]f(y(τ))dτ
∥∥∥∥
s−α
≤ 2h1+α
∫ t1
t0
‖f(y(τ))‖s+1 dτ ≤ 2h
1+α
∫ t1
t0
Cdτ ≤ Ch2+α.
• Bound of (23). Since 1 ≤ ξ1+α + ξα for ξ > 0, we rewrite (23) as
∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s−α
≤ h1+α
∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s+1
+ hα
∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
(t0 + t1
2
))∥∥∥∥
s
.
From (14) with σ′ = s+ 1, it follows that∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s+1
≤
∫ t1
t0
Cdτ + Ch ≤ Ch.
For an estimate in the norm ‖·‖s, it is remarked that (23) is the quadrature error of the mit-point
rule. With its first-order Peano kernel K1(τ) and by the Peano kernel theorem, one arrives
∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s
= h2
∥∥∥∥
∫ t1
t0
K1(τ)
d
dt
f(y(t0 + τh))dτ
∥∥∥∥
s
≤ Ch2,
where we have used (15). Thus, it is true that∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s−α
≤ Ch2+α. (26)
• Bound of (24). By (13) with σ = s− α, we have∥∥∥∥hf(y(t0 + t12 ))− hf(y 12 )
∥∥∥∥
s−α
≤ Ch
∥∥∥∥y( t0 + t12 )− y 12
∥∥∥∥
s−α
.
According to (9) and (11), it is obtained that
y( t0+t12 )− y
1
2 =
∫ t0+t1
2
t0
( t0 + t1
2
− τ
)
sinc
(
(
t0 + t1
2
− τ)Ω
)
f(y(τ))dτ. (27)
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In a similar way to that for the first part of this proof, one gets∥∥∥∥y(t0 + t12 )− y 12
∥∥∥∥
s+1−α
≤ h2+α sup
t0≤τ≤
t0+t1
2
‖f(y(τ))‖s+1 ≤ Ch
2+α.
Thus, it is true that∥∥∥∥y(t0 + t12 )− y 12
∥∥∥∥
s−α
≤
∥∥∥∥y( t0 + t12 )− y 12
∥∥∥∥
s+1−α
≤ Ch2+α,
which yields ∥∥∥∥hf(y(t0 + t12 ))− hf(y 12 )
∥∥∥∥
s−α
≤ Ch3+α.
• Bound of (25). According to (21) and the bound (19), we get∥∥∥h(Id − b1(V ))f(y 12 )∥∥∥
s−α
≤ Ch2+α
∥∥∥f(y 12 )∥∥∥
s+1
≤ Ch2+α.
All these estimates of the single terms in (22)-(25) together imply
∥∥y˙(t1)− y˙1∥∥s−α ≤ Ch2+α.
The proof is complete.
4.3 Stability
This subsection studies the stability of the ERKN integrator (11).
Lemma 4.3 (Stability in Hs+1−α ×Hs−α for −1 ≤ α ≤ 0.) Under the conditions of Lemma 4.1,
if we consider the ERKN integrator (11) with different initial values (y0, y˙0) and (z0, z˙0) satisfying
|||(y0, y˙0)|||s ≤M and |||(z0, z˙0)|||s ≤M,
then one gets
|||(y1, y˙1)− (z1, z˙1)|||s−α ≤ (1 + Ch)|||(y
0, y˙0)− (z0, z˙0)|||s−α,
where the constant C depends only on M, s, p, and c.
Proof For (w⊺, w˙⊺)⊺ = R(h)(v⊺, v˙⊺)⊺, it has been shown in [9] that
|||(w, w˙)|||σ = |||(v, v˙) + h(v˜, 0)|||σ,
where v˜ ∈ CK and v˜j = δj,0v˙j with the Kronecker δ. Using this result and the scheme of ERKN
integrators (11), we obtain
|||(y1, y˙1)− (z1, z˙1)|||s−α ≤ |||(y
0, y˙0)− (z0, z˙0)|||s−α
+ h|y˙00 − z˙
0
0 | (28)
+ h2
∥∥∥b¯1(V )(f(y 12 )− f(z 12 ))∥∥∥
s+1−α
(29)
+ h
∥∥∥b1(V )(f(y 12 )− f(z 12 ))∥∥∥
s−α
. (30)
• For (28), it is clear that h|y˙00 − z˙
0
0 | ≤ h
∥∥y˙00 − z˙00∥∥s−α .
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• For (29), considering the bound (17) of b¯1 and the estimate (14) with σ = σ
′ = s+ 1 leads to
h2
∥∥∥b¯1(V )(f(y 12 )− f(z 12 ))∥∥∥
s+1−α
≤ Ch2+α
∥∥∥f(y 12 )− f(z 12 )∥∥∥
s+1
≤ Ch2+α
∥∥∥y 12 − z 12∥∥∥
s+1
.
Using the scheme of ERKN integrators (11) again, we deduce that
y
1
2 − z
1
2 = cos
(1
2
hΩ
)
(y0 − z0) + h
1
2
sinc
(1
2
hΩ
)
(y˙0 − z˙0),
which gives ∥∥∥y 12 − z 12∥∥∥
s+1
≤
∥∥y0 − z0∥∥
s+1
+
∥∥y˙0 − z˙0∥∥
s
.
This yields
h2
∥∥∥b¯1(V )(f(y 12 )− f(z 12 ))∥∥∥
s+1−α
≤ Ch2+α
∥∥y0 − z0∥∥
s+1
+ Ch2+α
∥∥y˙0 − z˙0∥∥
s
.
• For (30), since |b1(ξ)| ≤ 1 + cξ
1+α from (19), we obtain
h
∥∥∥b1(V )f(y 12 )− f(z 12 )∥∥∥
s−α
≤ h
∥∥∥f(y 12 )− f(z 12 )∥∥∥
s−α
+ ch2+α
∥∥∥f(y 12 )− f(z 12 )∥∥∥
s+1
≤ Ch
∥∥∥y 12 − z 12∥∥∥
s−α
+ Ch2+α
∥∥∥y 12 − z 12 ∥∥∥
s+1
≤ C(h+ h2+α)
∥∥y0 − z0∥∥
s+1
+ C(h+ h2+α)
∥∥y˙0 − z˙0∥∥
s
.
These estimates of (28)-(30) as well as α ≤ 0 complete the proof.
4.4 Proof of Theorem 3.3 for −1 ≤ α ≤ 0
Based on the above three lemmas, we are now in a position to present the proof of Theorem 3.3 for
−1 ≤ α ≤ 0.
Proof (I) We first present the proof for the case α = 0. Let C1 and C2 be the constants of
Lemmas 4.2 and 4.3 with α = 0, respectively. It is noted that Lemma 4.3 is considered with 2M
instead of M . Let h0 = M/(C1Te
C2T ) and we show by induction on n that for h ≤ h0
|||(yn, y˙n)− (y(tn), y˙(tn))|||s ≤ C1e
C2nhnh2 (31)
as long as tn − t0 = nh ≤ T.
Firstly, it is clear that |||(y0, y˙0)− (y(t0), y˙(t0))|||s = 0 ≤ C1. Assume that the result (31) is true
for n = 0, 1, . . . ,m− 1, which means that
|||(ym−1, y˙m−1)− (y(tm−1), y˙(tm−1))|||s ≤ C1e
C2(m−1)h(m− 1)h2.
This gives
|||(ym−1, y˙m−1)|||s ≤M + C1e
C2(m−1)h(m− 1)h2 ≤M + C1e
C2TTh ≤ 2M
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as long as tm−1 − t0 = (m− 1)h ≤ T.
Denoting by E one time step with the ERKN integrator (11), we obtain
|||(ym, y˙m)− (y(tm), y˙(tm))|||s = |||E(y
m−1, y˙m−1)− (y(tm), y˙(tm))|||s
≤ |||E(ym−1, y˙m−1)− E(y(tm−1), y˙(tm−1))|||s (32)
+ |||E(y(tm−1), y˙(tm−1))− (y(tm), y˙(tm))|||s. (33)
According to Lemma 4.3, (32) admits the bound
|||E(ym−1, y˙m−1)− E(y(tm−1), y˙(tm−1))|||s
≤ (1 + C2h)|||(y
m−1, y˙m−1)− (y(tm−1), y˙(tm−1))|||s ≤ (1 + C2h)C1e
C2(m−1)h(m− 1)h2.
With regard to (33), it follows from Lemma 4.2 that
|||E(y(tm−1), y˙(tm−1))− (y(tm), y˙(tm))|||s ≤ C1h
2.
Thus, we get
|||(ym, y˙m)− (y(tm), y˙(tm))|||s ≤ (1 + C2h)C1e
C2(m−1)h(m− 1)h2 + C1h
2.
In what follows, we prove that
(1 + C2h)C1e
C2(m−1)h(m− 1)h2 + C1h
2 ≤ C1e
C2mhmh2. (34)
By the Taylor expansion of eC2(m−1)h, we get
(1 + C2h)C1e
C2(m−1)h(m− 1)h2 + C1h
2
= (1 + C2h)C1
∞∑
k=0
(C2(m− 1)h)
k
k!
(m− 1)h2 + C1h
2
= C1
∞∑
k=0
1
k!
Ck2 (m− 1)
k+1hk+2 + C1
∞∑
k=0
1
k!
Ck+12 (m− 1)
k+1hk+3 + C1h
2
= C1mh
2 + C1
∞∑
k=1
(
(m− 1)k+1 + k(m− 1)k
) 1
k!
Ck2h
k+2.
In a similar way, one has C1e
C2mhmh2 = C1mh
2 + C1
∞∑
k=1
mk+1
1
k!
Ck2h
k+2. Comparing these two
results and using the following fact
mk+1 = (m− 1 + 1)k+1 ≥ (m− 1)k+1 + k(m− 1)k for m ≥ 1, k ≥ 1,
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we conclude that (34) is true. Therefore, (31) holds and hence
|||(yn, y˙n)− (y(tn), y˙(tn))|||s ≤ C1Te
C2Th ≤ Ch,
which proves the statement of Theorem 3.3 for α = 0.
(II) We then consider the case −1 ≤ α < 0. Let h0 be as above and let further C1 and C2 be
as above but for the new α instead of α = 0. In what follows, we prove, by induction on n that
|||(yn, y˙n)− (y(tn), y˙(tn))|||s−α ≤ C1e
C2nhnh2+α (35)
as long as tn − t0 = nh ≤ T.
It is clear that this holds for n = 0. From the above proof for the case α = 0, it follows that
|||(yn−1, y˙n−1)|||s ≤ 2M as long as tn−1 − t0 = (n− 1)h ≤ T. This allows us to apply Lemmas 4.2
and 4.3 to (35), which gives
|||(yn, y˙n)− (y(tn), y˙(tn))|||s−α ≤ |||E(y
n−1, y˙n−1)− E(y(tn−1), y˙(tn−1))|||s−α
+|||E(y(tn−1), y˙(tn−1))− (y(tn), y˙(tn))|||s−α
≤ (1 + C2h)|||(y
n−1, y˙n−1)− (y(tn−1), y˙(tn−1))|||s−α + C1h
2+α
≤ (1 + C2h)C1e
C2(n−1)h(n− 1)h2+α + C1h
2+α ≤ C1e
C2nhnh2+α.
This means that (35) is true and thus one has
|||(yn, y˙n)− (y(tn), y˙(tn))|||s−α ≤ C1Te
C2Th1+α ≤ Ch1+α.
Remark 4.4 From the above proof for α = 0, it follows that the numerical solutions are bounded
in Hs+1 ×Hs
|||(yn, y˙n)|||s ≤ 2M for 0 ≤ tn − t0 = nh ≤ T. (36)
This regularity of the numerical solution is essential for the proof of Theorem 3.3 for 0 < α ≤ 1 in
the next section.
5 Proof of the higher-order error bounds in lower-order Sobolev
spaces
In order to prove Theorem 3.3 in lower-order Sobolev spaces, we first need to present and prove the
following three lemmas.
Lemma 5.1 Letting s ≥ 0 and 0 < α ≤ 1, and assuming that Assumption 3.1 holds for β = α with
constant c and |||(y0, y˙0)|||s ≤ M, one has |||(y
1, y˙1)|||s ≤ C with a constant C depending only on
M, s, p, and c.
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The proof is quite similar to that of Lemma 4.1 and thus we ignore it.
Lemma 5.2 (Local error in Hs+1−α ×Hs−α for 0 < α ≤ 1.) Under the conditions of Lemma 5.1,
if
|||(y(τ), y˙(τ))|||s ≤M
for t0 ≤ τ ≤ t1, then, it holds that
|||(y(t1), y˙(t1))− (y
1, y˙1)|||s−α ≤ Ch
2+α,
where the constant C depends only on M, s, p, and c.
Proof In a similar way to the proof of Lemma 4.2, C is denoted as a generic constant which
depends on M, s, p, and c.
(I) Local error of y(t1)− y
1. According to (9), (11) and the fact that∫ t1
t0
(t1 − τ)sinc((t1 − τ)Ω)dτ =
1
2
h2sinc2
(1
2
hΩ
)
,
we obtain
y(t1)− y
1 =
∫ t1
t0
(t1 − τ)sinc((t1 − τ)Ω)f(y(τ))dτ − h
2b¯1(V )f(y
1
2 )
=
∫ t1
t0
(t1 − τ)sinc((t1 − τ)Ω)
[
f(y(τ)) − f
(
y
(t0 + t1
2
))]
dτ (37)
+
1
2
h2sinc2
(1
2
hΩ
)[
f
(
y
( t0 + t1
2
))
− f(y
1
2 )
]
(38)
+ h2
[1
2
sinc2
(1
2
hΩ
)
− b¯1(V )
]
f(y
1
2 ). (39)
• Bound of (37). For ξ > 0 and 0 < α ≤ 1, we have |sinc(ξ)| ≤ ξ−1+α. By this result, the
estimate (13) with σ = s, and the fact∥∥∥∥y(τ)− y( t0 + t12 )
∥∥∥∥
s
≤
∫ τ
t0+t1
2
‖y˙(t)‖s dt ≤ Ch,
we have ∥∥∥∥
∫ t1
t0
(t1 − τ)sinc((t1 − τ)Ω)
[
f(y(τ)) − f
(
y
( t0 + t1
2
))]
dτ
∥∥∥∥
s+1−α
≤ h−1+α
∫ t1
t0
|t1 − τ |
∥∥∥∥f(y(τ)) − f(y( t0 + t12 ))
∥∥∥∥
s
dτ
≤ Ch−1+α
∫ t1
t0
|t1 − τ |
∥∥∥∥y(τ) − y( t0 + t12 )
∥∥∥∥
s
dτ
≤ Chα
∫ t1
t0
|t1 − τ |dτ ≤ Ch
2+α.
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• For (38), on basis of the fact that |sinc(ξ)|2 ≤ 1·ξξ2 = ξ
−1 for ξ > 0 and the estimate (13) with
σ = s− α, one arrives at
∥∥∥ 12h2sinc2( 12hΩ)[f(y( t0+t12 ))− f(y 12 )]∥∥∥
s+1−α
≤ Ch
∥∥∥f(y( t0+t12 ))− f(y 12 )∥∥∥
s−α
≤ Ch
∥∥∥y( t0+t12 )− y 12 ∥∥∥
s−α
.
On the other hand, by the the estimate (14) with σ′ = s+ 1, it is yielded that
∥∥∥y( t0+t12 )− y 12∥∥∥
s−α
≤
∥∥∥y( t0+t12 )− y 12∥∥∥
s+2−α
=
∥∥∥∥∥
∫ t0+t1
2
t0
(
t0 + t1
2
− τ)sinc((
t0 + t1
2
− τ)Ω)f(y(τ))dτ
∥∥∥∥∥
s+2−α
≤ h−1+α
∫ t0+t1
2
t0
|
t0 + t1
2
− τ | ‖f(y(τ))‖s+1 dτ
≤ h−1+α
∫ t0+t1
2
t0
|
t0 + t1
2
− τ |Cdτ ≤ Ch1+α.
(40)
Thence ∥∥∥ 12h2sinc2( 12hΩ)[f(y( t0+t12 ))− f(y 12 )]∥∥∥s+1−α ≤ Ch2+α.
• For (39), in the light of (18) and the estimate (14) with σ′ = s+ 1, we have
∥∥∥h2[ 12 sinc2( 12hΩ)− b¯1(V )]f(y 12 )∥∥∥
s+1−α
≤ h2+α
∥∥∥f(y 12 )∥∥∥
s+1
≤ Ch2+α.
From the above bounds of (37)-(39), it follows that
∥∥y(t1)− y1∥∥s+1−α ≤ Ch2+α.
(II) Local error of y˙(t1)− y˙
1. The expression of y˙(t1)− y˙
1 is
y˙(t1)− y˙
1
=
∫ t1
t0
[cos((t1 − τ)Ω) − Id]f(y(τ))dτ (41)
+
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))
(42)
+ hf
(
y
( t0 + t1
2
))
− hf(y
1
2 ) (43)
+ h(Id − b1(V ))f(y
1
2 ). (44)
• Bound of (41) is obtained in the same way as the bound of (22).
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• Bound of (42). Since 1 ≤ ξα + ξ−1+α for ξ > 0, (42) can be formulated as
∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s−α
≤ hα
∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s
+ h−1+α
∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s−1
.
It follows from (26) that
∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s
≤ Ch2. For an estimate in the norm
‖·‖s−1, by the Peano kernel theorem and (16), we obtain∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s−1
= h3
∥∥∥∥
∫ t1
t0
K2(σ)
d2
dt2
f(y(t0 + σh))dτ
∥∥∥∥
s−1
≤ Ch3,
where K2(σ) is the second-order Peano kernel of the mid-point rule. Thus, one gets∥∥∥∥
∫ t1
t0
f(y(τ))dτ − hf
(
y
( t0 + t1
2
))∥∥∥∥
s−α
≤ Ch2+α.
• Bound of (43). By (40) and (13) with σ = s− α, one has∥∥∥∥hf(y( t0 + t12 ))− hf(y 12 )
∥∥∥∥
s−α
≤ Ch
∥∥∥∥y(t0 + t12 )− y 12
∥∥∥∥
s−α
≤ Ch2+α.
• Bound of (44). From (21) and (19), it follows immediately that∥∥∥h(Id − b1(V ))f(y 12 )∥∥∥
s−α
≤ Ch2+α
∥∥∥f(y 12 )∥∥∥
s+1
≤ Ch2+α.
In summary, we have
∥∥y˙(t1)− y˙1∥∥s−α ≤ Ch2+α and the proof is complete.
Lemma 5.3 (Stability in Hs+1−α × Hs−α for 0 < α ≤ 1.) Under the conditions of Lemma 5.1,
consider different initial values (y0, y˙0) and (z0, z˙0) for the ERKN integrator (11). If
|||(y0, y˙0)|||s ≤M and |||(z0, z˙0)|||s ≤M,
then we have
|||(y1, y˙1)− (z1, z˙1)|||s−α ≤ (1 + Ch)|||(y
0, y˙0)− (z0, z˙0)|||s−α,
where the constant C depends only on M, s, p, and c.
Proof Consider
|||(y1, y˙1)− (z1, z˙1)|||s−α ≤ |||(y
0, y˙0)− (z0, z˙0)|||s−α + h|y˙
0
0 − z˙
0
0 |
+ h2
∥∥∥b¯1(V )(f(y 12 )− f(z 12 ))∥∥∥
s+1−α
(45)
+ h
∥∥∥b1(V )(f(y 12 )− f(z 12 ))∥∥∥
s−α
. (46)
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It follows from (18) that |b¯1(ξ)| ≤
1
2 + cξ
α. Then the bound of (45) is
h2
∥∥∥b¯1(V )(f(y 12 )− f(z 12 ))∥∥∥
s+1−α
≤ 12h
2
∥∥∥f(y 12 )− f(z 12 )∥∥∥
s+1−α
+ 12h
2+α
∥∥∥f(y 12 )− f(z 12 )∥∥∥
s+1
≤ Ch2(1/2 + hα)
∥∥∥y 12 − z 12∥∥∥
s+1
≤ Ch2(1/2 + hα)
∥∥y0 − z0∥∥
s+1
+ Ch2(1/2 + hα)
∥∥y˙0 − z˙0∥∥
s
.
With regard to (46), since |b1(ξ)| ≤ 1 + cξ
1+α from (19), we obtain
h
∥∥∥b1(V )f(y 12 )− f(z 12 )∥∥∥
s−α
≤ h
∥∥∥f(y 12 )− f(z 12 )∥∥∥
s−α
+ ch2+α
∥∥∥f(y 12 )− f(z 12 )∥∥∥
s+1
≤ C(h+ h2+α)
∥∥y0 − z0∥∥
s+1
+ C(h+ h2+α)
∥∥y˙0 − z˙0∥∥
s
.
The proof is complete by considering the above bounds.
Proof of Theorem 3.3 for 0 < α ≤ 1. Proof It is noted that this proof is same to that
for −1 ≤ α < 0 given in Section 4. One important fact used here is that the numerical solution is
bounded in Hs+1 ×Hs, which is obtained by Remark 4.4.
6 Error analysis for the spatial semidiscretization by finite
differences
For the spatial discretization by finite differences, here we approximate the derivative uxx(x, t) by
using second-order symmetric differences
u(x+∆x, t)− 2u(x, t) + u(x−∆x, t)
(∆x)2
with ∆x =
pi
K
.
Then inserting the points xk =
kpi
K in the equation and defining the vector y = (yj)j∈K by u(xk, t) =∑
j∈K
yj(t)e
ijx for k ∈ K, we can again obtain a system of ODEs of the form (5). This system has
the same nonlinearity as in (5) but different frequencies. The new frequencies are
ωj =
2
∆x
| sin
(j∆x
2
)
|, j ∈ K,
which satisfy 2pi |j| ≤ ωj ≤ |j|.
Define a new norm
‖y‖
new
s :=
(∑
j∈K
max(ωj , ωmin)
2s|yj|
2
)1/2
,
where ωmin denotes the minimal nonzero frequency. The proof of Theorem 3.3 can be transferred
with the new norm to the new system and thus we have the following error bound of ERKN
integrators.
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Theorem 6.1 Assume that
• c ≥ 1 and s ≥ 0;
• the exact solution (y(t), y˙(t)) of the spatial semidiscretization by finite differences satisfies
‖y(t)‖
new
s+1 + ‖y˙(t)‖
new
s ≤M for 0 ≤ t− t0 ≤ T ;
• Assumption 3.1 is true with constant c for β = 0 and β = α with −1 ≤ α ≤ 1.
Then, there exists h0 > 0 such that for 0 < h ≤ h0, the error bound of ERKN integrators for the
spatial semidiscretization by finite differences is
‖y(tn)− y
n‖
new
s+1−α + ‖y˙(tn)− y˙
n‖
new
s−α ≤ Ch
1+α for 0 ≤ tn − t0 = nh ≤ T,
where the constants C and h0 depend on M, s, p, T, and c.
7 Numerical experiments
In this section, we carry out a numerical experiment to illustrate the error bounds of two one-stage
explicit ERKN integrators.
We consider p = 2 for the problem (1) and use the spatial discretization with K = 26, 28.
Following [9], we choose the initial conditions for the coefficients yj(t0) and y˙j(t0) on the complex
unit circle and then scale them by 〈j〉−1.51 and 〈j〉−0.51, respectively. It is noted that these complex
numbers are chosen such that the corresponding trigonometric polynomial (4) takes real values in
the collocation points. In this way, the corresponding initial values satisfy the condition (20) of
Theorem 3.3 at time t = t0 uniformly in K for s = 0. For the discretization in time, we choose
ERKN3 and ERKN 4 whose coefficients are displayed in Table 1. The problem is solved in the
interval [0, 10] with stepsizes h = 1/2j for j = 0, 1, . . . , 10. We measure the errors
erry = ‖y(tn)− y
n‖1−α , errdy = ‖y˙(tn)− y˙
n‖−α
in different Sobolev norms α = 1, 12 , 0,−
1
2 ,−1. We plot the logarithm of the errors against the
logarithm of stepsizes for these two integrators and see Figures 1 and 2 for the results of K = 26
and K = 28, respectively. From these results, it follows that the convergent order is not uniform
for α (especially for the case K = 28) and the observed order of convergence is about 1 + α, which
soundly supports the result given in Theorem 3.3.
8 Conclusions
In this paper, we have analysed the error bounds of ERKN integrators when applied to spatial
semidiscretizations of semilinear wave equations. Optimal second-order convergence has been ob-
tained without requiring Lipschitz continuous and higher regularity of the exact solution. Moreover,
the analysis is uniform in the spatial discretization parameter. Based on this work, we are hopeful
of obtaining an extension to two-stage ERKN integrators for semidiscrete semilinear wave equa-
tions. Another issue for future exploration is the error analysis of ERKN integrators in the case of
quasi-linear wave equations.
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Figure 1: The logarithm of the errors against the logarithm of stepsizes for K = 26.
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Figure 2: The logarithm of the errors against the logarithm of stepsizes for K = 28.
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