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Résumé
Le système nerveux autonome (SNA) joue un rôle primordial dans la régulation du
système cardiovasculaire tant au repos qu’en réponse à différents stimuli. Cette modulation
autonome peut varier dans différentes conditions physiologiques, telles que le
vieillissement. Les personnes âgées comparativement aux sujets jeunes ont une mauvaise
qualité du sommeil et une activation du système nerveux central et autonome plus élevée.
Nous ne savons pas exactement comment Fâge peut affecter l’interaction entre le système
nerveux central et le système nerveux autonome au cours du sommeil. Ce projet porte sur
le développement d’un logiciel avec une interface graphique usager conviviale afin
d’analyser des séries chronologiques comme entre autre le tachogramme, la respiration, la
pression diastolique et systolique, dans le domaine temporel et fréquentiel. Une deuxième
phase de ce projet porte sur l’application de ce logiciel à deux études permettant d’analyser
la modulation autonome de la fréquence cardiaque durant le sommeil et ses changements
rapides associés à des événements transitoires, tels que des microéveils.
L’analyse spectrale de la variabilité du rythme cardiaque est un outil non-invasif
utilisé pour mieux comprendre le contrôle de la fonction cardiaque de la part du système
nerveux autonome. Le logiciel HoiSpec, développé sous Matlab, au centre de recherche de
l’Hôpital du Sacré-Coeur de Montréal (Mokrane, LeBlanc, de Champlain et Nadeau) dans
les années 90, comprend une interface graphique permettant les analyses dans le domaine
du temps et des fréquences. Cet outil a été redéveloppé et renommé HolSpec 2004 au cours
de ce projet afin «y ajouter plusieurs fonctionnalités comme entre autre l’analyse spectrale
par méthode Autorégressive et la distribution temps-fréquence Wigner-Ville. L’utilisation
de ce nouveau logiciel appliqué à deux études cliniques ont permis, en plus de démontrer
les diverses possibilités de l’application du logiciel, de mettre en évidence de nouvelLes
connaissances d’intérêts majeurs pour le milieu de la recherche cardiovasculaire au niveau
de la modulation du système nerveux autonome en sommeil. Deux approches d’analyse
spectrale, la transformée de Fourier rapide et la distribution Wigner-Ville. ont été utilisées à
partir de l’interface HoiSpec 2004, pour déterminer les effets de l’âge et du sexe sur des
changements de la variabilité cardiaque au cours du sommeil stable et ses variations par
rapport à la stimulation sympathique associée à des microéveils.
iv
La première étude a permis de démontrer que les effets physiologiques de Fâge et
du sexe doivent être pris en compte lors détude sur la modulation autonome de la
variabilité de l’intervalle R-R que se soit à L’éveil ou en sommeil. En effet, les sujets âgés
montrent une diminution de l’activité parasympathique et une augmentation de l’activité
sympathique au cours du sommeil, que se soit en stade 2 NREM ou en REM. Les
changements autonomes du passage du sommeil NREM vers le sommeil REM montrent
une augmentation relative des composantes en LF plus accentuée chez les sujets âgés
comparativement aux sujets jeunes. Au niveau du sexe, les changements autonomes du
passage de sommeil NREM vers le sommeil REM montrent une augmentation relative des
composantes en LF plus accentuée chez les femmes comparativement aux hommes. Ces
résultats suggèrent que les femmes âgées pourraient être plus vulnérables à des événements
cardiovasculaires durant le sommeil REM.
La seconde étude a permis de démontrer que l’âge a également un effet important
sur les changements autonomes cardiovasculaires rapides associés à un microéveil. Le
vieillissement cause une réponse atténuée et plus tardive du SNA associée à des stimuli
sympathiques transitoires (microéveil).
Ainsi, l’âge et le sexe sont d’importants déterminants de la variabilité de l’intervalle
R-R pour les sujets sains et il est primordial de les considérer tous deux lors de la formation
des groupes d’étude.
L’amélioration et le perfectionnement de l’outil HotSpec 2004 pour ce projet, ont
rendu cette interface plus simple d’utilisation tout en étant un outil très rigoureux. HolSpec
2004 se démarque par le choix des différentes techniques d’analyse spectrale offertes, par la
simplicité de son utilisation, par la possibilité d’étudier la variabilité de l’intervalle R-R en
sommeil (présence de l’hypnogramme sur le tracé temporel) et par la grande liberté de
contrôle de l’usager. HolSpec 2004 est un outil pouvant évoluer et se perfectionner afin de
participer à la recherche en sommeil-cardiovasculaire.
Mots-clés: Système nerveux autonome, analyse spectrale, sommeil, âge, sexe
VAbstract
The autonornic nervous system (ANS) plays an essential role in the regulation of the
cardiovascular system at rest as well as in response to various stimuli. This autonomie
modulation can vary under various physiological conditions, such as aging. Compared to
their younger counterparts. older people present a poor quality of sleep and a higher
activation of the central and autonomie nervous system. We cannot exactly say how the
age affects the interaction between the central nervous system and the autonomie nervous
system during sleep. This projeet focuses on the developrnent of a software with a friendly
graphic user interface in order to analyze time series, like the tachogram, respiration,
systolic and diastolic pressure, in the time and frequeney field. A second phase of this
projeet relates to the application of this software to two studies making it possible to
evaluate the autonomie modulation ofthe heart rate during sleep and its rapid changes as it
associated to transient events, such as mieroarousals.
Spectral analysis ofheart rate variability (HRV) is a non-invasive tool used to befter
understand the control of the cardiac function on behalf of the autonomie nervous system.
HolSpec software, developed at the research center of the Hôpital du Sacré-Coeur de
Montréal (Mokrane, LeBlane, de Champlain, Nadeau) in the 90ies, is a software including
a graphie user interface allowing analysis in the areas oftime and frequencies. HolSpec lias
been redeveloped and renamed HolSpec 2004 during this proj cet in order to add several
funetionalities to it, sueh as spectral analysis by Autoregressive method and time-frequency
Wigner-Ville distribution. Bcyond demonstrating the various software application
possibilities, the utilization of this new software applied to two elinieal studies lias enabled
to generate new knowledge of great interest for eardiovaseular researeh as it relates to the
modulation of the autonomie nervous system during sleep. Two approaehes of spectral
analysis, the fast Fourier transform and the Wigner-Ville distribution, have been used to
deterrnine the effeets of age and gender on changes of cardiac variability during stable sleep
and its variations assoeiated to sympathetic stimulation like a mieroarousal.
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The first study has revealed that the physiological effects of age and gender must
be taken into account when studying the autonornic modulation of HRV. whether it be
during sÏeep or awaken period. Indeed, older subjects have presented a reduction in the
parasympathetic activity and an increase in the sympathetic activity during sleep, in stage 2
NREM as weÏl as in REM sÏeep. The autonomic changes from NREM sleep towards REM
sleep bas shown a greater increase in LF among older compared to the young subjects. As
for the gender effects, the autonornic changes from NREM sleep towards REM sleep have
indicated a greater increase in LF among wornen compared to men. These results suggest
that older women could be more vuinerable to cardiovascular events during REM sleep.
The second project bas allowed to discover that age also bas a signfficant effect on
the rapid cardiovascular autonomic changes related to microarousal. Aging causes an
attenuated and late response of the ANS associated with transient sympathetic stimuli such
as microarousals.
Thus, age and gender are significant variables of HRV for healthy subjects and it
becomes crucial to consider both ofthem when selecting pools of candidates for analysis.
The improvement of HolSpec 2004 for this project, made this sofiware user friendly
while being a rigorous tool. HolSpec 2004 offered various teclmiques of spectral analysis,
the simplicity of utilization, the possibility of studying the HRV during sleep (presence of
the hypnogram with the temporal series) and a great freedom of control of the user.
HolSpec 2004 is a tool which can evolves and improves in order to take part in sleep
cardiovascular research.
Keywords : autonomic nervous system, spectral analysis, sleep, aging, gender
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Chapitre 1. Introduction
1.1 Système Nerveux
1.1.1 Généralités
Le système nerveux peut être défini comme le centre de la régulation et de la
communication de l’organisme. Les cellules du système nerveux communiquent entres
elles par des signaux électriques (aussi appelé potentiel d’action ou influx nerveux). Le
système nerveux remplit trois fonctions majeures
1. 11 reçoit l’information par l’intermédiaire de ces récepteurs sensoriels afin de
connaître tous les changements dans l’organisme et le milieu externe
2. f1 analyse l’information sensorielle afin de déterminer l’action à entreprendre
3. 11 fournit une réponse qui active les effecteurs, muscles ou glandes.
Le système nerveux peut être divisé en deux grandes parties. le Système Nerveux Central
(SNC) et le Système Nerveux Périphérique (SNP).(voir schéma explicatif du SN à la Figure
1.1)
Le système nerveux central (SNC) est composé de l’encéphale et de la moelle
épinière, il est profondément situé dans la boîte crânienne et est entouré de méninges.
L’encéphale comprend lui-même plusieurs parties: le cerveau, le tronc cérébral et le
cervelet. Le SNC est le centre de régulation et d’intégration du système nerveux. Il
interprète l’information sensorielle et détermine les réponses motrices adéquates à
entreprendre.
Le système nerveux périphérique (SNP) est situé à l’extérieur du SNC et il constitue
le réseau de communication entre le corps et le SNC. Il est principalement composé de
nerfs rachidiens et de nerfs crâniens. Les nerfs rachidiens acheminent les influx nerveux
entre les parties de la périphérie et la moelle épinière tandis que les nerfs crâniens
acheminent les influx nerveux entre les parties de la périphérie vers le SNC. Ainsi, le SNP
comprend deux voies, soit la voie afférente (de la périphérie vers SNC) et la voie efférente
(du SNC vers organes effecteurs, muscles ou glandes). La voie efférente comprend quant à
elle, deux subdivisions, le Système Nerveux Autonome (SNA) et le Système Nerveux
Somatique (SNS). Le SNA est composé de neurones efférents qui gèrent les activités des
muscles lisses, cardiaques et certains effecteurs glandulaires. Le SNA peut être appelé
également le système nerveux involontaire car ces activités sont engendrées
inconsciemment. Le SNS est, quant à lui, composé de neurones efférents qui transportent
le message nerveux entre le SNC et les muscles squelettiques; il est également appelé,
système nerveux volontaire car ses décisions font partie de la conscience de la personne.
La figure 1 .1 présente un schéma global du système nerveux et des différentes divisions.
Pour ce travail, l’emphase sera dirigée sur le système nerveux autonome et ses
subdivisions, voir encadré rouge de la figure 1.1.
Système Nerveux Autonome
Le système nerveux autonome est la portion du système nerveux permettant le
contrôle des fonctions viscérales afin de conserver l’homéostasie. Ce faisant, le SNA
régularise des mécanismes tels que le rythme cardiaque, la pression artérielle, la respiration,
la sécrétion gastro-intestinale, la température corporelle et plusieurs autres activités. Le
SNA fait l’intégration de plusieurs systèmes dont leurs différents centres d’activité sont
localisés dans la moelle épinière, l’hypothalamus et le tronc cérébral. Ce système peut être
décomposé en deux composantes efférentes distinctes par leurs fonctions, physiologies et
anatomies: le système nerveux sympathique et le système nerveux parasympathique. Ces
deux subdivisions sont communément formées de deux chaînes de neurones divisées en
neurones préglanglioimaires et postganglionnaires.
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Système Nerveux Sympathique
Les nerfs sympathiques sont différents des nerfs moteurs squelettiques, lesquels ne
possèdent quun seul neurone. La voie sympathique à partir de la moelle jusqu’au tissu à
stimuler est composée de deux neurones un neurone préganglionnaire et un neurone
postganglionnaire. Les neurones préganglionnaires du système nerveux sympathique sont
situés dans la colonne de cellule intermédiolatérale de la matière grise, dans les niveaux Ti
à L4 de la moelle épinière. Ces axones myélinisés se joignent ensuite à un ganglion de la
chaîne sympathique ganglionnaire (appelé aussi tnincus sympathicus) situé latéralement à
la moelle épinière. Ensuite la course de la fibre peut devenir Fun de ces choix
1. Joindre un neurone postganglionnaire situé sur ce même ganglion
2. Se déplacer sur d’autres ganglions en suivant le truncus sympathicus et se joindre à
un neurone postganglionnaire
Dans l’un ou l’autre de ces choix. le résultat est semblable. Futilisation des neurones
postganglionnaires afin de se rendre jusqu’à Forgane cible.
Système Nerveux Parasympathique
Les nerfs du système nerveux parasympathique proviennent de deux sections à partir des
nerfs III, VII, IX et X de la portion crânienne du tronc cérébral et par les nerfs sacraux S2
et S3 et occasionnellement par les nerfs sacraux Si et S4 de la colonne de cellules
intermédiolatérales de la portion sacrale de la moelle épinière. Une distinction
physiologique du système nerveux parasympathique est les neurones postganglioimaires
qui sont localisés plus près des organes de destination. Souvent, ces neurones
postganglionriaires vont être situés sur la paroi de l’organe cible et peuvent être aussi petit
qu’un millimètre.
Système nerveux central
(SNC)
Encéphale et moelle épinière 4Centres de régulation et d’intégration
Système nerveux
périphérique (SNP)
Nerfs crâniens et rachidiens
Communication entre SNC et
l’organisme
I
___
Voie afférente Voie efférente
Propagation des IN Propagation des IN du SNC
provenant des récepteurs vers les effecteurs
vers le SNC
Système nerveux Système nerveux
autonome (SNA) somatique (SNS)
Involontaire Volontaire
Propagation des IN du SNC Propagation des IN du SNC vers
vers muscle cardiaque muscles squelettiques
I I
Système nerveux Système nerveux
sympathique parasympathique
Augmentation rythme Diminution rythme
cardiaque cardiaque
Figure 1.1 Généralités du Système Nerveux. Représentation de l’organisation du système nerveux
et les sous divisions s’y rattachant. L’emphase de ce mémoire sera dirigée sur le système nerveux
autonome et ses divisions. IN : influx nerveux. Source: figure modifiée de Marieb, p. 341
51.1.2 Le système nerveux autonome cardiovasculaire
Le système nerveux autonome permet une régulation du système cardiovasculaire par
ses mécanismes sympathique et parasympathique. Au niveau sympathique, le coeur reçoit
plusieurs fibres nerveuses sympathiques par la portion du cou de la chaîne ganglionnaire
sympathique. Au niveau parasympathique, le coeur reçoit plusieurs fibres nerveuses
parasympathiques en provenance du nerf crânien X aussi appelé nerf vague.(Figure 1.2) Des
ajustements rapides et continus au niveau du rythme cardiaque, de la contractilité cardiaque et
le tonus vasomoteur permettent de maintenir la pression artérielle et de fournir le sang
nécessaire aux organes vitaux. Ce mécanisme continu d’homéostasie est possible grâce à
l’équilibre des systèmes sympathique et parasympathique. Pour atteindre leurs objectifs
d’équilibre par leurs neurones pré et post ganglionnaires, les nerfs sympathiques et
parasympathiques sécrètent des transmetteurs synaptiques : l’acétylcholine et la
norépinéphrine (ou noradrénaline). Ainsi, l’acétylcholine est sécrétée par tous les neurones
préganglionnaires et par les neurones postganglionnaires parasympathiques tandis que la
norépinéphrine est sécrétée par les neurones postganglionnaires sympathiques. Une
exception intervient au niveau des nerfs postganglionnaires sympathiques provenant des
glandes de sudation, ceux-ci sécrètent l’acétylcholine. Ainsi tous les neurones
préganglionnaires sympathiques et parasympathiques et les neurones postganglioimaires
parasympathiques peuvent être définis comme cholinergique (sécrétion acétylcholine).
Tandis que la plupart des neurones postganglionnaires sympathiques sont définis comme
adrénergique (sécrétion norépinéphrine). Ces hormones agissent sur différents organes afin
de causer les effets sympathiques ou parasympathiques désirés. Afin de causer ces effets, il
faut tout d’abord que des récepteurs spécifiques à ces hormones se retrouvent sur l’organe
cible. Les récepteurs de l’acétylcholine sont les récepteurs muscariniques et nicotiniques.
Les récepteurs de la norépinéphrine sont les récepteurs alpha (alpha-1 et alpha-2) et beta
(beta-1 et beta-2). Donc les effets relatifs de la stimulation sympathique sur un organe cible
sont déterminés par le type et la concentration des adrénorécepteurs multiples. Par exemple,
dans le lit vasculaire, la stimulation des récepteurs alpha-l résulte en une vasoconstriction
6tandis que la stimulation des récepteurs beta-2 résulte en une vasodilatation. L’activation du
récepteur beta-1 dans le coeur résulte en une augmentation du rythme cardiaque et de la
contractilité cardiaque. La stimulation parasympathique du système cardiovasculaire est,
quand à elle, modulée premièrement par le nerf vague et est manifestée principalement par
une bradycardie et une réduction de la contractilité cardiaque. Ainsi, les effets sympathiques
et parasympathiques sont opposés l’un à l’autre comme le présente la Table 1.1. Le système
nerveux sympathique stimule l’augmentation de l’efficacité du coeur comme une pompe
tandis que le système nerveux parasympathique stimule la diminution des capacités de
pompage du coeur. Une vision simpliste de l’équilibre sympathovagal est de se représenter le
coeur comme une voiture sur l’autoroute, la vitesse est toujours variable dû à la pression
exercée sur l’accélérateur et l’intervention des freins..
Table 1.1 Effets autonomes sympathiques et parasympathiques au niveau du coeur
Organe Effet de la stimulation Effet de la stimulation
sympathique parasympathique
Coeur
Muscle Augmentation de la vitesse Diminution de la vitesse de
de conduction du noeud conduction du noeud noeud
auriculoventriculaire (AV) auriculoventriculaire (AV)
Augmentation du rythme Diminution du rythme
cardiaque cardiaque
Diminution de l’intervalle Augmentation de l’intervalle
QT QT
Augmentation de la force Diminution de la force de
. de contraction des contraction des oreillettesCoronaires ventricules
Dilatation (132);
Constriction (u) Dilatation
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$1.2 Les rythmes biologiques
«Les êtres vivants sont dotés de véritables horloges qui donnent l’heure à toutes les
cellules et déterminent des rythmes auxquels obéissent tous les phénomènes biologiques ».
La rythmicité est une des propriétés fondamentales de la matière vivante. Des variations
périodiques gouvernent les fonctions de tous les êtres vivants. Toutes nos activités
métaboliques (hormone, synthèse moléculaire), physiologiques (battement cardiaque) et
comportementales (sommeil, migration) ont des rythmes. Un rythme biologique est une
variation régulière et périodique et peut être caractérisé par sa période, sa phase et son
amplitude. La classification la plus couramment utilisée est fondée sur la période de ces
biorythmes. Il existe plusieurs classes de biorythrnes reliées à la période observable
1. La variabilité circadieime (période d’environ 24 heures) : alternance sommeil-éveil
2. La variabilité ultradienrie (période de moins de 20 heures): fréquence cardiaque,
pression artérielle
3. La variabilité infradienne (période de plus de 24 heures) : cycle menstruel
Variabilité circadienne
Chez les êtres vivants, les variations périodiques circadiennes sont des alternances
d’environ 24 heures et dominent les fonctions métaboliques, physiologiques et
psychologiques. Cette alternance est souvent synchronisée par le rythme nuit-jour. Les
fonctions principales touchées par ce rythme sont
• rythme cardiaque
• respiration
• température du corps
• tension artérielle
• production d’hormones
Extraits du LAROUSSE MEDICAL Edition BORDAS 1998
9Dans la littérature, une théorie stipule qu’il y a une sorte d’horloge interne dans chaque
organisme qui permet d’organiser notre vie dans des cycles de 24hres.’ Ces cycles
périodiques ne sont pas dus au hasard mais ils relèvent d’une véritable programmation dans
le temps. Cette horloge interne de l’organisme humain est située dans le cerveau. La
régulation des rythmes circadiens se produit dans le noyau supra-chiasmatique de
l’hypothalamus qui est composé de quelques milliers de neurones. Le rôle de ce noyau est
de générer, d’entretenir et de contrôler les rythmes circadiens physiologiques. Le noyau
supra-chiasmatique est relié à la glande pinéale (épiphyse) et aux yeux et contrôle ensemble
la synthèse d’hormones et les paramètres physiologiques comme le rythme cardiaque, la
température corporelle.2
Même sans synchronisateur externe (présence de lumière, noirceur), l’horloge
biologique interne persiste dans ses fonctions, ce qui laisse croire à un phénomène
endogène dépendant de facteurs génétiques. L’origine de la variation du rythme cardiaque
est donc endogène parce qu’elle dépend de l’activation des gènes dans le noyau supra
chiasmatique qui va transmettre par la suite des signaux chimiques au SNA par un message
nerveux. Le noyau supra-chiasmatique peut être influencé par plusieurs facteurs
environnementaux. Des signaux chimiques vont être transmis au SNA d’où un message
nerveux va circuler soit vers le système nerveux sympathique ou vers le système nerveux
parasympathique afin de réguler le rythme cardiaque. La Figure 1.3 présente un schéma
bloc simplifié du fonctionnement des cycles circadiens régis par le noyau
suprachiasmatique.
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Figure 1 .3 Schéma-bloc de l’organisation de la variabilité circadienne du rythme cardiaque. La
lumière perçue par l’oeil humain permet de moduler Factivité autonome afin d’accélérer ou
diminuer le rythme cardiaque. Certains neurones du noyau suprachiasmatique sont actifs à la
lumière tandis que d’autres sont actifs à l’obscurité. Ainsi selon la lumière perçue par l’oeil, les
neurones actifs du noyau vont sécréter des signaux chimiques vers le centre nerveux autonome
(hypothalamus) afin de transmettre l’information aux organes périphériques, coeur, vaisseaux,
glandes hormonales.
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Variabilité ultradienne
Les rytlmies ultradiens sont les rythmes biologiques dont la période est la plus
courte, de quelques minutes, à quelques heures. Ils permettent la régulation à court terme
de nos jours et nuits. Les cycles nocturnes du sommeil, les alternances du sommeil lent et
paradoxal, l’alternance de fatigue et d’efficacité dans la journée et également le rythme
cardiaque dont la période oscille autour de 1 seconde en sont des exemples. Tout comme
les rythmes circadiens, ces rythmes influencent la plupart de nos fonctions biologiques
rythme cardiaque, rythme respiratoire, température corporelle, sécrétion hormonale.
1.2.2 Variabilité de la fréquence cardiaque
Le coeur humain se contracte de manière rythmique avec une période d’environ 1
seconde. Ce cycle de contraction et de relaxation est appelé un battement cardiaque. La
contraction du coeur est amorcée par une impulsion électrique, le potentiel d’action au
niveau du noeud sinusal (N S). qui se propage dans les cellules myocardiques. Environ 1%
des fibres cardiaques ont le pouvoir de se dépolariser spontanément, appelées aussi cellules
pacemaker, et donc de fournir un potentiel d’action permettant d’amorcer la contraction
cardiaque. Le NS se trouve dans la paroi supérieure de l’oreillette droite, tout juste sous
l’entrée de la veine cave supérieure et possède plusieurs fibres dites autocontractiles,3 voir
figure 1.4. Ainsi, les potentiels d’action sont rythmiquernent générés par le NS du coeur.
La propagation de l’influx nerveux (N) dans les oreillettes se répand ensuite par le noeud
atrio-ventriculaire (AV), le faisceau de His et les fibres de conduction de Purkinje qui
permettent la propagation de l’IN vers les ventricules. Bien que plusieurs autres cellules
pacemaker se retrouvent dans les régions du coeur, la fréquence de dépolarisation du NS, 70
à $0 fois la minute, entraîne les autres éléments et rend possible un rythme bien synchronisé
des différentes composantes du coeur. Par exemple, le noeud auriculo-ventriculaire (AV) a
la possibilité de se dépolariser à un rythme de 40 à 60 fois la minute et le noeud de Purkinje
entre 15 à 40 fois la minute.
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Figure 1.4. Système de conduction du coeur. Le NS est situé dans la paroi supérieure de
loreillette droite et amorce FTN pour la contraction cardiaque. Source: Netter planche
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La contraction et relaxation du coeur sont précédées par des phénomènes électriques
pouvant être mesurés sur la peau par la méthode de l’électrocardiogramme (ECG). Un
ECG normal pour deux battements consécutifs est représenté à la Figure 1.5. L’ECG
normal est composé d’une onde P, d’un complexe QRS et de l’onde T. L’onde P est causée
par un potentiel électrique généré par la dépolarisation des oreillettes tout juste avant la
contraction. Le complexe QRS, les ondes Q. R et S, est causé par un potentiel électrique
généré lors de la dépolarisation des ventricules avant la contraction. L’onde T est causée
par un potentiel électrique généré par la repolarisation des ventricules et survient
généralement 0,25 à 0,35 secondes suite à la dépolarisation.
I-,
Cycle cardiaque
figure 1.5 Représentation d’un ECG normal composé de Fonde P, du complexe QRS et de
l’onde T formant un cycle cardiaque complet.
La fréquence cardiaque (fC) est le nombre de battements cardiaques par minute, donc le
taux de décharge de potentiel d’action à la minute par le NS. Toutefois, il est impossible de
mesurer de manière non-invasive ce taux de décharge de potentiel d’action. En regard aux
ondes obtenues lors de l’enregistrement de l’ECG, l’onde P (dépolarisation et contraction
auriculaire) est celle qui se rapproche le plus dans le temps, du potentiel d’action généré par
le NS. Ainsi, le taux de décharge pourrait être mesuré en calculant le temps entre deux
ondes P adjacentes. En regard à la Figure 1.5. la morphologie de l’onde P peut être
difficilement détectable puisque la forme de l’onde P n’est pas bien définie, sensible au
bruit et de faible amplitude comparativement à l’onde R du complexe QRS. Ainsi, de
manière standard, la fréquence cardiaque peut également se mesurer à partir de deux ondes
R consécutives appelées l’intervalle R-R et la représentation de ces intervalles en fonction
du temps se nomme le tachogramme comme illustré à la figure 1 .6. Pour un individu sain,
le NS décharge de manière rythmique et à une fréquence cardiaque de base. L’activité
nerveuse continuellement variable exprime l’interaction complexe entre les variables
hémodynamiques, humorales et électrophysiologiques qui sont intégrées par les systèmes
nerveux sympathique et parasympathique du SNA. Ainsi, le sympathique et le
parasympathique module directement le taux de décharge des potentiels d’action du NS
variant donc implicitement la durée des cycles cardiaques. La variabilité de l’intervalle R
R est donc un marqueur électrocardiographique non invasif reflétant l’influence des
composantes du système nerveux autonome, le sympathique et le parasympathique, sur le
NS. Cette variabilité exprime la variation totale du tachogramme.
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Figure 1.6 Tachogramme et sa méthode de calcul a) Tachogramme b) méthode de calcul
du tachogramme : mesurer intervalle de temps en ms entre deux ondes R consécutives et
représenter ces intervalles en fonction du temps
En rythme sinusal. la régulation de la variabilité de l’intervalle R-R peut être
représentée comme une balance. (Figure 1 .7) L’activation de l’activité sympathique ou
parasympathique est accompagnée de l’inhibition de l’activité parasympathique ou
sympathique respectivement. Ce modèle simple de la régulation de la variabilité R-R
provient du modèle de Malliani et coll, l99l.
Dans un coeur normal, les variations physiologiques continues des cycles du NS reflètent la
balance sympathovagale et une variabilité normale de l’intervalle R-R. Toutefois, chez des
coeurs endommagés, il a été observé un débalancement marqué de l’équilibre
sympathovagal reflété par une diminution de la variabilité de l’intervalle R-R.57
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Figure 1.7 Schéma des mécanismes opposés de feedback contrôlant la régulation du
système cardiovasculaire. Les fibres afférentes vagales et le barorécepteur de la région
cardiopulmonaire module les mécanismes de feedback négatif (excitant l’activité vagale et
inhibant l’activité sympathique) tandis que les mécanismes de feedback positif sont
modulés par les fibres afférentes sympathiques (excitant l’activité sympathique et inhibant
l’activité vagal). Source : Modifié de Malliani et coll.
1.2.3 Mesures de la variabilité de l’intervalle R-R
Plusieurs méthodes permettent de mesurer la variabilité de l’intervalle R-R.
Certaines mesures de l’étude de la variabilité de l’intervalle R-R sont facilement
applicables mais peuvent être plus complexes au niveau de la compréhension des résultats
ce qui peut amener des conclusions erronées. Afin de faciliter le bon emploi de ces
méthodes, deux sociétés, 1’ «European Society of Cardiology» (ESC) et le «North
American Society of Pacing and Electrophysiology» NASPE) ont établi un Groupe de
Travail’ (« Task Force ») pour définir un consensus sur les standards de mesures, les
interprétations physiologiques et les applications cliniques au niveau de la variabilité de
l’intervalle R-R.8 Depuis sa publication, ce document est une référence primordiale pour
une majorité d’études portant sur l’analyse de la variabilité des signaux cardiaques.
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L’analyse de la variabilité de l’intervalle R-R peut être divisée en deux sections:
l’analyse dans le domaine temporel et dans le domaine fréquentiel.8’2 L’analyse dans le
domaine temporel permet une analyse non-invasive la plus simple et la plus rapide. Les
variables étudiées dans le domaine temporel incluent entre autres, la moyenne et l’écart-
type de l’intervalle R-R (sdRR), la variance, le pNN5O, le coefficient de variation, les
valeurs maximale et minimale de l’intervalle R-R. Également, l’analyse dans le domaine
du temps est souvent utilisée afin d’établir une mesure normale de base, dite «baseline »,
de la variabilité de l’intervalle R-R pour ensuite mesurer la variabilité de la réponse
cardiaque à une stimulation du système nerveux autonome, par exemple la manoeuvre de
Valsalva.
Comme la variabilité de l’intervalle R-R peut être définie comme un ensemble
d’oscillations suivant différents rythmes, une deuxième approche d’analyse de la variabilité
de l’intervalle R-R est basée sur la description de ces fréquences d’oscillations. L’analyse
spectrale est la deuxième alternative. Tout comme l’analyse dans le domaine temporel, elle
est un outil non-invasif utilisé pour mieux comprendre le contrôle de la fonction cardiaque
de la part du SNA.8’ ‘ Cette mesure permet d’estimer l’équilibre entre l’activité
sympathique et parasympathique du système nerveux autonome. L’analyse de la variabilité
de la fréquence cardiaque dans le domaine fréquentiel permet d’effectuer la décomposition
fréquentielle du signal obtenu du tachogramme afin de mettre en évidence les fréquences
les plus importantes dans ce signal et leurs amplitudes. Cette analyse fournit également de
l’information au niveau de l’intensité relative (puissance totale ou variance) du rythme
sinusal du coeur.11
Au début des aimées soixante-dix, Hyndman et Sayers ont concentré leur attention
sur l’existence de rythmes physiologiques dans le signal cardiaque battement par
battement.14’ 15 En 1981, Akselrod et coll.,13 introduisent, par le concept de l’analyse
spectrale de puissance, l’idée que l’analyse des fluctuations du rythme cardiaque est une
mesure quantitative et non-invasive permettant d’évaluer le fonctionnement des systèmes
de commandes cardiovasculaires à court terme. Ils mettent au premier plan la perspective
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que les activités sympathique et parasympathique présentent des fiéquences spécifiques
et distinctes sur le spectre de puissance du rythme cardiaque.
Le tachogramme, les signaux hémodynamiques et autres signaux cardiovasculaires
sont dits pseudo-périodiques car ils oscillent avec une période qui n’est pas tout-à-fait
constante 16 L’analyse spectrale du tachogramme (intervalles R-R de l’ECG) sur des
segments de courte durée (2 à 5 minutes) a révélé trois composantes distinctes du spectre de
fréquences allant de O à 0,4 Hz pour l’homme : VLF (Very Low Frequency), LF (Low
Frequency) et HF (High Frequency). Ce qui suggère l’existence de fluctuations principales
et périodiques du signal de l’intervalle R-R comme démontré à la Figure 1.8. La
distribution de la puissance et la fréquence centrale de LF et HF ne sont pas fixes mais
varient par rapport aux changements des modulations autonomes cardiaques.8 Les très
basses fréquences (VLF; O-0,04 Hz) représentent les mécanismes de variation à long terme
pouvant être associés à la thermorégulation17, à la vasomotricité et au système rénine
angiotensine’3. Toutefois, ces rythmes sont plus difficiles à analyser avec les méthodes
traditionnelles d’analyse spectrale dû aux très lentes oscillations les composant. Pour
l’instant, dans la littérature, il n’y a donc pas de consensus sur l’association de cette bande
de fréquence à un aspect précis des mécanismes et systèmes chez l’homme. Les basses
fréquences (LF; 0,04-0,15 Hz), bien que plus étudiées, présentent également une définition
controversée. Certaines études suggèrent que cette composante est un marqueur quantitatif
de la modulation sympathique 4 18-20 tandis que d’autres considèrent les basses fréquences
comme une combinaison de l’activité sympathique et parasympathique’3’ 21 au niveau du
coeur. Toutefois, tous sont en accords pour avancer qu’il peut y avoir une augmentation de
la composante LF en réponse à une stimulation sympathique (exercice léger, stress mental,
changement de posture). Les hautes fréquences (HF; 0,15-0,5 Hz) sont sensibles au rythme
de la respiration et seraient reliées à l’entrée efférente du nerf vague sur le NS. Les HF ne
peuvent pas refléter uniquement la modulation de la FC sur le vague puisque la modulation
sympathique des variations de la FC liées à la respiration peut être présente si l’activité
respiratoire est inférieure à 0,15 Hz (9 respirations/minute)22. Toutefois, les fréquences
observées dans les HF, au-dessus de 0,15 Hz, sont un indice satisfaisant du contrôle
1$
cardiaque vagal même si cet indice est incomplet puisque la modulation de la fréquence
cardiaque liée au phénomène de la respiration peut être présente à une fréquence inférieure
à 0,15 Hz. C’est pourquoi, lors d’étude sur la variabilité du rythme cardiaque, il est
important d’inclure l’enregistrement de la respiration afin d’en vérifier les fréquences.
Bref la plupart des études à ce sujet s’accordent pour dire que la composante spectrale
présente dans la bande HF est un bon index de l’activité parasympathique. Le ratio LF/Hf
est souvent utilisé comme une mesure de l’équilibre sympathovagal4 en se basant sur le fait
que les influences cardiaques de l’activité sympathique et parasympathique sont
réciproquement régulées.
L’analyse spectrale appliquée sur un segment temporel stable et stationnaire permet
de mettre en évidence des informations qui étaient plus difficilement décelables dans le
domaine temporel; il fournit un bon indice du tonus sympathique et parasympathique.
Toutefois, comparativement à l’analyse temporelle, l’analyse spectrale traditionnelle
possède des limites d’utilisation importantes, qui doivent être connues et respectées de tous,
avant son utilisation afin de ne pas introduire des conclusions erronées dues à une mauvaise
utilisation de la technique. Entre autre, cette technique conventionnelle ne peut être utilisée
lorsque le signal présente des fluctuations brusques, comme les variations dues aux
microéveils dans le sommeil. Depuis les trente dernières années, plusieurs nouvelles
techniques ont vu le jour et ne sont pas influencées par ces limitations analyse par
ondelettes, distribution Wigner-Ville, modèle autorégressif
L’utilisation de la technique d’analyse spectrale par transformée de Fourier rapide et
par méthode autorégressive est possible grâce au logiciel HoiSpec du centre de recherche
de l’Hôpital du Sacré-Coeur. Ce logiciel a été grandement modifié et amélioré dans la
première phase de ce travail, entre autre pour ajouter un module de distribution temps
fréquence Wigner-Ville.
19
x 1 RR Power Spectrum
2- I I I I I I
1.5- I -
N
gi
w
0.5 -
0 I t — - I --.
0 0.05 0.1 0.15 0.2 0.25 03 0.35 0.4 0.45 0.5
Y) Frequency (Hz)
VLF LF 11F
Figure 1.8 Exemple de la densité spectrale de puissance correspondant aux trois pics
principaux des bandes de fréquences très basse fréquence (VLF; O-0,04 Hz), basse
fréquence (LF; 0,04-0,15 Hz) et haute fréquence (11F; 0,15-0,4 Hz). Le spectre de
puissance reflète l’amplitude des fluctuations de l’intervalle R-R présentée à différentes
fréquences. La représentation spectrale traditionnelle présente en abscisse une échelle de
fréquence en Hz et en ordonnée une échelle d’amplitude de puissance (en ms2/Hz). A
remarquer que l’abscisse du spectre se limite à la fréquence d’échantillonnage (ici, 1
Echantillons/seconde) divisée par 2 (théorème de Nyquist).
Lorsqu’il est question d’analyse spectrale sur courte période de signal (2 à 5
minutes), deux méthodes sont principalement choisies
1. Une méthode non-paramétrique la transformée de Fourier rapide
2. Une méthode paramétrique : la méthode autorégressive (AR)
Ces deux méthodes, bien qu’elles soient très différentes permettent l’obtention de résultats
similaires. Elles ont en commun le fait que pour permettre leur utilisation, il faut que le
signal choisi soit stationnaire car le spectre de densité de puissance obtenu doit être une
représentation monodimensionnelle de la fréquence et décrire complètement le signal sur le
plan énergétique.
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Méthode non-paramétrique - Transformée de Fourier rapide
C’est en étudiant le phénomène de la propagation de la chaleur que Joseph Fourier
fit une grande découverte pour le domaine des mathématiques et de la physique. Il observa
que la variation de la température dans ou derrière un mur était rapidement sinusoïdale ce
qui l’amena à soupçonner que les fonctions trigonométriques pouvaient être le principal
constituant de toute fonction périodique. Il trouva donc plusieurs solutions à l’étude de la
chaleur sous forme de séries trigonométriques et ensuite s’intéressa particulièrement à
l’étude de ces séries, à en trouver la généralisation, avec l’intégrale de Fourier pouvant
même s’appliquer aux phénomènes non périodiques. En 1807, Fourier présente sa théorie
mais elle n’est pas complètement acceptée par l’Académie des Sciences pour cause de
manque de rigueur. Finalement, c’est en 1822 que sa théorie complète et définitive sera
imprimée et publiée. Sa principale découverte fut de montrer que toute onde physique peut
être représentée par une somme de fonctions trigonométriques appelée série de Fourier.
Toute onde comporte un terme constant et des fonctions sinusoïdales d’amplitudes et de
phases diverses. Ces oscillations simples sont appelées harmoniques. Plus le signal étudié
possède une forme complexe, plus il contient d’harmoniques.
L’analyse de Fourier est un des acquis majeurs de la physique et des
mathématiques. En traitement du signal, elle est d’une grande importance car ses principes
de fréquence et de périodicités d’événements rejoignent une multitude de domaines. La
transformée de Fourier et son inverse sont des transformées mathématiques qui permettent
de passer de la représentation temporelle du signal à sa représentation spectrale et
inversement. Si des techniques d’analyses numériques doivent être utilisées pour analyser
une onde continue, alors il est nécessaire d’échantillonner préalablement les données
(normalement, à des intervalles de temps uniformes) afin de produire des séries temporelles
discrètes. Si le critère de Nyquist est respecté lors de l’échantillonnage, ces nouvelles
séries temporelles représentent complètement l’onde continue. Le critère de Nyquist sera
abordé plus en détails à la section « Présentation générale du logiciel » du « Chapitre 3. »
de ce document. Ainsi, la Transformée de Fourier dite discrète (TFD) de ces séries est
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fortement reliée à la transformée de Fourier de l’onde continue. Elle permet de définir le
spectre des séries temporelles. L’équation de la TfD pour une séquence X(k) comportant
N échantillons est définie par
4r e’ r = O N-1 [1 ]
où A est le r’ coefficient de la TFD et Xk représente le k1 échantillons de la série
temporelle comportant N échantillons et j = Tï. Comme Xk sont les valeurs d’une
fonction à temps discret, l’index r peut être appelé « fréquence » de la IFD.
En 1965. Cooley et Tuckey ont proposé un algorithme de calcul rapide de
transformée de Fourier discrète de séries temporelles, la Fast Fourier Iransform (FFT,
Transformée de Fourier Rapide). La seule limitation de cet algorithme est que la taille de la
séquence dont on veut obtenir la FF1 doit être une puissance de 2. Le temps de calcul
d’une FFT est environ 10 fois inférieur à celui d’une TFD classique. Le temps de calcul de
la TFD est de N2 opérations. où N est le nombre d’échantillons, tandis que l’algorithme
FF1 permet le calcul en Nlog2N opérations. Le principe fondamental de cet algorithme est
basé sur la décomposition du calcul de la transformée de Fourier discrète sur une séquence
temporelle de longueur N en petites transformées de Fourier discrètes successives.
L’efficacité de cette méthode est telle que plusieurs solutions à de nombreux problèmes
complexes peuvent maintenant être résolues et ce, plus rapidement que par le passé.23
Méthode paramétrique - Méthode autorégressive
Les méthodes paramétriques utilisent une approche différente d’estimation
spectrale. Au lieu de tenter d’estimer la densité spectrale de puissance directement à partir
des dormées. ces méthodes modélisent les données comme la sortie d’un système linéaire
conduit par du bruit blanc et tentent ensuite d’estimer les paramètres de ce système linéaire.
Le modèle du système linéaire le plus souvent utilisé est le modèle tout-pôle. Ce modèle
est un filtre dont tous les zéros sont à l’origine dans le plan-z. La sortie de ce type de filtre
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avec du bruit en entrée est un processus autorégressif (AR). Ces méthodes sont donc
souvent référées comme l’estimation spectrale par méthode autorégressive.
L’analyse spectrale par méthode autorégressive consiste à faire l’hypothèse que les
échantillons y, Y2. ... yn recueillis sont issus d’un processus AR d’ordre p de coefficients
a1, a2 a, qui s’écrit donc sous cette forme
y(n) = —(a1y,,_1 + a2y,,_7 + a3y,,_3 + ... + ay,,_) + e,,. [2]
Cette sommation peut sexprimer plus facilement et simplement sous cette forme:
y(n)=-»ky(n-k)+e(n) [3]
Y
________
5(n) prédiction linéaire: Erreur de
estimation de y(n) à partir des prédiction
échantillons aux instants ou résidu
précédents
où e(n) est un bruit blanc gaussien centré de variance 2•1 On cherche donc à trouver le
meilleur prédicteur d’ordre p de y(n). Pour ce faire, on cherche à estimer les coefficients ak
(k = 1,2,
... p) qui minimisent au sens des moindres carrés la puissance (ou variance) de
l’erreur de prédiction, 2, calculée sur les données. Ainsi, les coefficients ak sont les
paramètres du modèle, e(n) représente l’erreur de prédiction entre le signal et sa prédiction
linéaire calculée à partir des échantillons précédents, et p est l’ordre du modèle. Donc, les
séries à un temps n sont prédites par une combinaison linéaire des p valeurs précédentes et
de l’erreur e(n). Comme mentionné précédemment, les séries y(n) peuvent être interprétées
comme la sortie d’un filtre linéaire invariant dans le temps avec à son entrée un bruit blanc,
qui a une densité spectrale de puissance uniforme lorsque la fréquence varie.
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Filtre H
Entree:
________
Sortie:
Modèle AR
Bruit Blanc e(n) Signal y(n)
Coefficients ‘a’
En entrée, le bruit blanc, «H » est le filtre dynamique tel que la sortie «y » peut être
interprétée comme le résultat du filtrage du bruit par le filtre H.
Le filtre a la fonction d’arrêter les fréquences dans la bande du bruit blanc et d’amplifier les
autres, ceci permettant de générer la densité spectrale de puissance du signal y(n).24
Lorsque les paramètres du modèle AR sont obtenus, il est possible d’obtenir l’estimation de
la densité spectrale de puissance par ce calcul
7 [4]
1
—
ake’
Limitations de la représentation fréquentielle traditionnelle
La transformée de Fourier est donc une découverte majeure permettant une
meilleure compréhension de nombreux domaines s’intéressant aux ondes physiques ou à
des événements périodiques. Les méthodes traditionnelles présentées, la FF1 et la méthode
AR permettent la dualité des domaines temporels et fréquentiels, la lacune de ces
techniques est l’impossibilité de fournir ces informations de manière conjointe en temps et
en fréquence. Ainsi, le spectre de densité spectrale ne donne aucune information de la
localisation temporelle des composantes de fréquences obtenues. L’analyse de Fourier
s’avère moins bien adaptée pour des signaux présentant une non stationnarité, comme il
arrive souvent pour des signaux biologiques comme la fréquence cardiaque et la pression
artérielle. Un signal est dit non-stationnaire lorsque ses propriétés statistiques varient dans
le temps. Pour juger de la non-stationnarité d’un signal, il faut diviser le signal en plusieurs
segments et analyser s’il y a une différence significative entre les statistiques de chaque
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segment. Lorsqu’un signal est jugé non-stationnaire, les techniques d’analyse spectrale
comme l’AR et la FFT ne peuvent être utilisées mais l’analyse temps-fréquence peut être
appliquée. Ainsi, pour contrer les limitations de représentation et de non-stationnarité, une
nouvelle méthode d’analyse de Fourier à fenêtre glissante est introduite dans les débuts des
années 1940 et appelée spectrogramme «short-term Fourier transform» (STFT).25 Dans
les décennies suivantes, l’emphase de plusieurs chercheurs se concentre au développement
de nouvelles méthodes de représentation «temps-fréquence » permettant de satisfaire la
demande de non-stationnarité des signaux biologiques et de suivre l’évolution des
changements fréquentiels dans le domaine temporel.
Distribution temps-fréquence Wigner- Ville
Il y a plusieurs méthodes permettant de représenter simultanément les fréquences en
fonction du temps. La distribution Wigner-Ville fut introduite en I 94$ par Ville26 quelques
16 ans suite à l’article de Wigner27. La représentation Wigner-Ville est l’une de ces
méthodes pilier, elle joue un rôle primordial dans la théorie et la pratique de la distribution
temps-fréquence depuis plusieurs années. C’est en fait à partir de la connaissance de cette
distribution, de la connaissance de sa structure et de la compréhension de ses bonnes
qualités que des chercheurs sont parvenus à développer à partir de cet objet mathématique
une famille d’outils opérationnels.28 Pour bien différencier cette méthode temps-fréquence,
voici brièvement sa comparaison avec le spectrogramme.
La méthode du spectrogramme (STFT) est une méthode classique de la distribution
temps-fréquence et l’une des méthodes la plus utilisée lorsque le signal varie lentement
dans le temps ou lorsqu’il est quasi-stationnaire. Par définition, le spectrogramme d’un
signal x(t) s’écrit ainsi
S(t,f)= [5]
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Le calcul du spectrogramme du signal x(t) correspond premièrement à une opération
linéaire (par la If du signal pondéré par la fenêtre li(t)) suivie d’une opération quadratique
(le module carré). Ainsi, l’utilisation du STFT est basée sur la stationnarité des données
observées dans la fenêtre et la sélection de la largeur de la fenêtre utilisée est un compromis
entre la résolution temporelle et fréquentielle. Il existe des signaux naturels (par exemple la
voix humaine) dont les composantes spectrales changent si rapidement que trouver une
fenêtre temporelle de courte durée devient un problème majeur puisqu’il se peut qu’il
n’existe pas d’intervalle pour lequel le signal est plus ou moins stationnaire.25 Si la fenêtre
temporelle choisie est de courte durée (bonne résolution temporelle), la fenêtre fréquentielle
sera large et dans le même sens, si la fenêtre temporelle est de grande durée alors la fenêtre
fréquentielle sera étroite (bonne résolution fréquentielle). Le choix de la durée de la fenêtre
est la limite importante de cette méthode. Par définition, la distribution Wigner-Ville d’un
signal x(t) s’écrit ainsi
W(t,f)
= f x(t + )x * (t _)e2KTdr [6]
Par opposition au spectrogramme, le calcul Wigner-Ville du signal x(t) se fait
premièrement par une opération quadratique qui est la multiplication du signal par le
conjugué de son image miroir, de façon à obtenir la quantité
q (t, r) = x(t + )x * (t
-) [7]
Cette opération est suivie par une transformation linéaire par la Tf de q (t, r) sur la
variable de décalage i. La différence significative de ces deux méthodes est que la
distribution WV ne nécessite pas l’introduction d’une fenêtre extrinsèque au signal puisque
pour la distribution WV, la fenêtre est continuellement adaptée au signal puisqu’elle n’est
autre que le signal lui-même, renversé dans le temps. Ainsi, dû à ces différences, la
distribution WV est plus performante que n’importe quel spectrogramme.29 Malgré ce fait,
la distribution WV possède une limitation importante qui est l’apparition de terme spectral
croisé (« spectral cross term »), aussi appelé termes d’interférence, dans le domaine
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fréquentiel lors d’analyse sur un signal composé de multiples composantes
fréquentielles. Ces termes croisés sont des artéfacts et ils sont dû à la nature de la
distribution WV.25. Si nous faisons par exemple la distribution WV d’un signal composé
d’une somme de deux pures sinusoïdes, nous allons obtenir dans le plan des fréquences
deux composantes fréquentielles aux fréquences des deux sinusoïdes. Le terme croisé sera
localisé à mi-chemin de la position des fréquences des deux sinusoïdes composant le signal.
L’apparition de l’interférence de la distribution WV peut être résumée ainsi deux points
dans le plan temps-fréquence interfère pour créer un troisième point qui sera localisé à mi-
distance des deux points. Le terme croisé peut donc entraver l’interprétation de la
distribution temps-fréquence.
En référence à l’équation 6, le calcul de la TF de la quantité q(t,r) peut
correspondre à un support temporel infini allant de = —oc r = oc , ce qui du point de
pratique peut causer un problème. Il est donc possible de modifier la distribution WV
originelle en restreignant la variable de décalage i par l’intermédiaire d’une fenêtre h(r).
Ce qui revient à effectuer un lissage fréquentiel de la distribution WV
PWr(tf) Sh(r) [8 1
Parce que les termes croisés sont sinusoïdaux, le lissage de la distribution WV va
réduire les amplitudes des ondes sinusoïdales. Cette nouvelle distribution s’appelle la
distribution Pseudo Wigner-Ville (PWV). Le problème avec cette fonction de lissage est
qu’elle ne possède qu’un degré de liberté, en ce sens qu’elle est seulement contrôlée par la
fenêtre de courte durée h(r). La précédente limitation du spectrogramme au niveau du
compromis à faire entre la résolution temporelle et fréquentielle se retrouve également pour
le choix de la fenêtre de courte durée h(r) pour la distribution PWV. En considérant les
deux dimensions offertes dans le plan temps-fréquence, une amélioration de ce problème
serait de passer à un lissage à deux degrés de liberté, relatifs, l’un au temps et l’autre à la
fréquence. Une façon d’y parvenir est de considérer une fonction de lissage
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séparable, fl(t, f) = g(t)H(—f) où H(f) est la TF de la fenêtre de lissage fréquentielle
h(r) et g(t) une fenêtre temporelle. Cette fonction de lissage séparable offre un contrôle
progressif et indépendant, en temps et en fréquence, du lissage appliqué sur la distribution
PWV. Suite à l’ajout de cette fonction, la distribution obtenue est connue sous le nom de
pseudo-Wigner-Ville lissée ou Smoothed-Pseudo Wigner-Ville (SPWV):
$PW(t,f)
= Sh(r) g(s—t) x(s+)x*(s_)ds e’2dv t 91
Dans le contexte explicite de la réduction des interférences, la notion de distribution
SPWV a été introduite Flandrin en I 9$4•30 Le compromis observé pour le spectrogramme
et pour la distribution PWV est maintenant remplacé par un compromis entre la résolution
conjointe temps-fréquence et le niveau des termes d’interférence. Ainsi, plus le niveau du
lissage est élevé dans le domaine temporel et/ou fréquentiel pour réduire l’effet des termes
croisés, plus la résolution temporelle et/ou fréquentielle sera faible. L’utilisation d’un
lissage séparable comme offert par la distribution SPWV est directement guidée par la
connaissance de la géométrie des interférences. Ainsi, si l’on considère un exemple de la
distribution SPWV associé seulement au lissage fréquentiel, alors les oscillations
d’interférence parallèle à l’axe des fréquences seront réduites; la fenêtre à court terme h
permet de réduire les interférences entre des composantes décalées en temps. Tandis que
l’utilisation d’un lissage temporel à comme effet de réduire les interférences dont la
direction de leur oscillation est parallèle à l’axe du temps, donc la fenêtre g permet de
réduire les interférences entre des composantes décalées en fréquence.28 À noter que si
aucun lissage temporel n’est appliqué (g(t)=ô(t)) on retrouvera la définition de la
distribution PWV et si l’on fait tendre la fenêtre h vers l’unité, la distribution résultante
tend vers la distribution WV non lissée. La méthode de la distribution SPWV penTiet le
meilleur compromis entre une bonne résolution temps-fréquence et la présence des termes
d’interférence.
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1.3 Sommeil: caractéristiques générales
Le sommeil n’est pas un état passif comme certains pourraient le croire; il est plutôt
une période d’intense activité où plusieurs états s’enchaînent cycliquement avec régularité.
Traditionnellement, trois mesures primaires sont utilisées afin de définir physiologiquement
le sommeil et de différencier les stades de sommeil. Ces mesures sont
1. l’électroencéphalogramme, communément appelé l’EEG,
2. l’électrooculogramme. communément appelé I’EOG
3. 1’ électromyograrnme, communément appelé 1’ EMG
EiecfroncphaJom
(EEG)=Brajn Wav
Electrooculograiri
(EOG)= Eye Movemes
Eiectromyogram
(EMC) = Mucje Tension
- J--t
Figure 1.9 Mesures principales pour l’étude du sommeil : l’EEG, l’EOG et l’EMG.
L’EEG penriet l’enregistrement de l’activité électrique du cerveau, l’EOG permet
l’enregistrement du mouvement des yeux et l’EMG permet d’enregistrer l’activité
électrique provenant des muscles. Cet enregistrement musculaire provient habituellement
des muscles sous le menton, cette région est sujette à des changements marqués associés
aux différents stades du sommeil. Source « Basics of Sleep behavior 31, Sleep Research
Society p.6
L’EEG fut découvert en 1924 par Hans Berger, un psychiatre suisse. Lors d’expérience, il
trouva des changements de voltage entre deux morceaux de métal (électrodes) placés en
contact avec le scalp. En pratique, ces trois mesures sont enregistrées et visualisées
simultanément afin de permettre l’établissement de relations entre ces signaux. L’activité
29
cardiaque (ECG) et la respiration, sont deux mesures qui de nos jours sont également
étudiées lors d’étude sur le sommeil. L’étude physiologique du sommeil a vraiment débuté
avec la découverte de l’électroencéphalographie par Hans Berger. Avant cet événement,
seulement quelques descriptions du phénomène du sommeil ont été trouvées, sans plus. En
1937, Loomis réalise le premier enregistrement complet d’une nuit de sommeil chez
l’homme. Mais c’est véritablement vers la fin des années cinquante que débuteront et se
succéderont des études scientifiques sur les différents états de vigilance pendant le
sommeil. Depuis 196$, toutes les études cliniques sur le sommeil ont abouti à une
classification standard des états de vigilance en fonction des différents stades de l’EEG.
Cette standardisation a été élaborée par Rechtschaffen et Kales, « A Manual of
Standardized Terminology, Techniques and Scoring System for Sleep Stages of Hurnan
Subjects, 196$ », et de nos jours, toutes les études tenant compte du sommeil considèrent
ces critères. De ce manuel ressort principalement les trois états de vigilance qui se
succèdent cycliquement dans la vie des adultes humains et qui sont distincts dans leur
traduction encéphalographique
1. L’éveil
2. Le sommeil lent
3. Le sommeil paradoxal
Les états d’éveil et de sommeil sont vraiment distincts, l’éveil est principalement influencé
par le système nerveux sympathique tandis que le sommeil reflète la dominance du tonus
parasympathique qui est expriméé par l’augmentation de la variabilité de l’intervalle R-R
au cours du sommeil. En plus du rythme circadien existant dans la distribution éveil
sommeil, il existe des rythmes plus courts, ultradiens, qui composent le sommeil et qui sont
l’alternance des états de vigilance du sommeil lent et paradoxal. La Figure 1.10 présente
les caractéristiques distinctes de l’ECG, l’EOG et l’EMG de ces trois états de vigilance,
l’éveil, le sommeil lent (stades 1 à 4) et le sommeil paradoxal.32 Une définition plus
détaillée de ces états est documentée dans les sections suivantes.
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L’éveil représente les moments conscients de la vie, qui correspond à environ
deux tiers du temps. Il est composé de deux états, l’éveil actif et l’éveil passif. L’éveil
actif est un état très dynamique, les yeux sont ouverts et attentifs, le cerveau est en alerte
constante, le délai de réponse à une stimulation est très court, bref l’activité électrique
recueillie par l’ECG lors de cet état est très rapide et peu ample (16-25 Hz). L’éveil passif
est caractérisé par une activité plus lente et le temps de réaction à une stimulation est plus
long. Cet état est souvent une porte d’entrée pour le sommeil. L’activité électrique y est un
peu plus ample et plus lente, de type alpha (8 à 12 Hz). Ces ondes alpha sont plus
abondantes lorsque le sujet est calme et les yeux fermés.
Les caractéristiques principales de l’état du sommeil lent (SL) sont le ralentissement
et l’augmentation en amplitude des ondes électriques corticales. Le sommeil lent est
également connu sous le terme anglais de « non-REM sleep» où REM signifie RaplU Eye
Movement. Habituellement, un adulte s’endort en sommeil lent et cet état de vigilance
représente environ 70-75% du sommeil total. Quatre stades distincts, stade 1 à 4,
composent le sommeil lent et sont différents au niveau de leurs caractéristiques de l’EEG.
Le stade 1 correspond à Fendormissement et ne dure que quelques minutes. Cet état
fait la transition entre l’état d’éveil et le début du sommeil. Pendant cette période, il y a
diminution de l’activité alpha et l’activité électrique corticale est ralentie, 3-7 Hz et de
faibles amplitudes. Les mouvements rapides des yeux (REM) sont absents mais il peut y
avoir certains mouvements de roulement des yeux. Le stade 2 correspond à une activité
électrique corticale de faible amplitude avec des fréquences variables mais présentant des
pics d’ondes ou bouffées d’activités, à des fréquences distinctes, 12-14 Hz, appelés
fuseaux Le stade 1 et 2 représentent environ 50% du sommeil total. Les stades 3 et 4
correspondent à un sommeil très profond, ils sont d’ailleurs reconnus sous le nom de
sommeil lent profond (SLP). La réactivité à des stimulations extérieures est très faible et
l’immobilité est presque totale. Toutefois, l’activité musculaire reste présente, d’où
l’expression dormir à poings fermés prend tout son sens. L’activité électrique corticale de
l’EEG présente des ondes lentes (0,5-2 Hz) d’amplitude amples, appelés «ondes delta ».
32
Ces ondes dominent complètement l’EEG au niveau du stade 4. Chez le jeune adulte le
sommeil lent profond correspond à environ 20-25% du sommeil total. Cet état de sommeil
diminue toutefois avec l’âge et peut même disparaître complètement chez certains individus
âgés. Comparativement à l’éveil, le sommeil lent se distingue par une réduction
significative de l’activité sympathique périphérique.34 Au niveau cardiaque, il y a une
augmentation du tonus parasympathique, qui s’exprime par une prolongation de l’intervalle
R-R, une augmentation de la variabilité de l’intervalle R-R et de sa composante spectrale à
haute fréquence.3436
Le sommeil paradoxal, appelé aussi en anglais «REM sleep », a été nommé
paradoxal par le chercheur Michel Jouvet afin de mettre l’emphase sur le contraste entre un
sujet dans cet état de vigilance qui est complètement endormi et détendu et parallèlement,
l’activité électrique s’y raccordant, intense avec des ondes rapides, peu amples, très proches
des ondes retrouvées à l’éveil et au stade 1. Ce contraste est donc très paradoxal.
L’activité électrique corticale en sommeil paradoxal est le reflet d’une activité cérébrale
intense, d’un véritable éveil cérébral. Cet état est caractérisé par une hypotonie musculaire
intense, les muscles sont complètement relâchés, ce qui entraîne donc une certaine paralysie
contribuant entre autre à ne pas exécuter les actes physiques lors des rêves. Ce sommeil
présente environ 20-25% du sommeil total. Pendant le sommeil paradoxal, la régulation de
l’activité cardiovasculaire semble plus complexe. Le sommeil paradoxal est considéré
comme un état d’instabilité du système nerveux autonome, l’alternance rapide de
l’influence sympathique et parasympathique s’exprime par des changements brusques de la
fréquence cardiaque avec apparition soudaine de tachycardie et de bradycardie. j, 38
La Table 1.2 résume les grandes lignes du sommeil lent et du sommeil paradoxal.
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Table 1.2 Caractéristiques générales résumant le sommeil lent et paradoxal
Sommeil lent (SL) Sommeil paradoxal (SP)
. Rythme cardiaque lent et régulier • Rythme cardiaque irrégulier
sous influence parasympathique influencé par sympathique et
• Tonus musculaire conservé parasympathique
• Activité électrique cérébrale de plus • Tonus musculaire aboli; paralysie
en plus lente et ample • Activité électrique cérébrale rapide
• Visage inexpressif; pas de et intense
mouvement rapide des yeux • Visage expressif; mouvement rapide
des yeux
L’alternance du sommeil lent et paradoxal survient par cycles d’environ 90 à 120
minutes. Le nombre de cycles dans une nuit de sommeil varie généralement entre 4 et 6
cycles. La fin du sommeil paradoxal est souvent marquée par une phase de pré-éveil très
courte, insensible pour un dormeur normal, donc si aucune stimulation particulière
n’intervient à cet instant, un nouveau cycle débute. La Figure 1.11 schématise le patron
des cycles des stades du sommeil à deux moments de la vie : pour un jeune adulte et pour
un sujet âgé. À remarquer que la qualité du sommeil se modifie au courant de la nuit.32
Dans le premier tiers, le sommeil lent est plus profond et prolongé. En fait, souvent les
deux premiers cycles comportent presque la totalité du sommeil lent profond. Le sommeil
lent léger et le sommeil paradoxal sont proportionnellement plus importants en fin de nuit.
Le sujet âgé présente une diminution des stades de sommeil lent profond comparativement
au jeune adulte.
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Figure 1.11 Représentation de l’hypnogramrne. distribution des différents états de sommeil
au cours de la nuit, pour un jeune adulte et pour un sujet âgé. Dû à davantage d’éveil, le
sujet âgé présente des cycles de sommeil fragmentés par des périodes d’éveil. Egalement,
comparativement au jeune adulte, ils ont moins de temps en sommeil lent profond, au
bénéfice d’un sommeil beaucoup plus léger qui peut être impliqué dans l’augmentation des
périodes d’éveil. Par contre, au niveau du sommeil paradoxal, la proportion du temps dans
cet état de vigilance est la même que pour le jeune adulte. Source Appleton & Lange;
Kandel/Schwartz/Jessel Principles ofNeural Science fig. 47.02
—
2
4
1 1 2 4 5 7
‘:: j tZ2
1
1 2 4 5 7
35
1.4 Objectifs du mémoire
Les objectifs du mémoire peuvent être divisés en deux sections. La première
section cible le développement de l’interface graphique permettant l’analyse temporelle et
fréquentielle de séries chronologiques. L’objectif pour cette section est de démontrer les
atouts de cette interface et les avantages à son utilisation en recherche dans l’intérêt
d’étudier le SNA, que ce soit à l’éveil ou en sommeil, à partir d’analyse temporelle et
fréquentielle sur des séries chronologiques comme le tachogramme, la pression systolique
et diastolique, la respiration.
Le second objectif est d’appliquer cet outil d’analyse à deux projets cliniques dans
le but d’étudier les mécanismes du SNA, en sommeil, quantifiés par analyse spectrale. Ces
deux projets permettront de mettre en valeur l’outil d’analyse et les différentes méthodes
d’analyse spectrale offertes, soit les méthodes traditionnelles, la ffT et PAR. et la méthode
temps-fréquence par distribution Pseudo-Wigner-Ville lissée. Dans un premier temps, il
sera question d’explorer les effets des facteurs d’âge et de sexe sur la modulation autonome
quantifiée par analyse spectrale traditionnelle dans différents stades de sommeil. Le second
projet abordera l’exploration des effets de l’âge sur la modulation autonome
cardiovasculaire, quantifiée par analyse spectrale temps-fréquence SPWV, associée à un
microéveil qui est un événement sympathique transitoire.
Le chapitre 2 contient les étapes requises pour arriver, à partir de l’acquisition des
signaux, à l’utilisation de l’interface graphique. Le chapitre 3 présente, en première partie
et de manière générale, les caractéristiques d’HolSpec 2004, le logiciel développé. En
seconde partie de ce chapitre, il sera question du développement spécifique qui a été requis
pour les deux projets cliniques. Finalement, le chapitre 4 présente les deux projets
cliniques réalisés dans le cadre de ce projet.
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Chapitre 2. Acquisition et traitement des signaux
Ce chapitre documente les méthodes pour l’acquisition, la détection, la validation et
l’analyse des signaux biologiques pour l’évaluation du contrôle autonome de la variabilité
de l’intervalle R-R dans le domaine temporel et fréquentiel. Les signaux acquis pour les
deux projets sont l’électrocardiogramme (ECG), la pression artérielle (PA), la respiration
(R), l’électroencéphalogramme (EEG) et 1’ électrornyogramrne (EMG).
Les différentes étapes requises pour le traitement global des données peuvent être
divisées en quatre maillons
1. acquisition des signaux polysomnographiques
2. extraction des signaux d’intérêts
3. détection et validation des signaux (ECG, pression)
4. analyse des séries temporelles (intervalle R-R, respiration, pression systolique et
diastolique)
Ces divisions sont illustrées par la figure 2.1; chaque division sera discutée dans les
prochaines sections.
L’acquisition des signaux biologiques se fait au laboratoire du sommeil de l’Hôpital
du Sacré-Coeur de Montréal. Le logiciel Harmonie de la compagnie Stellate permet
l’acquisition d’un maximum de 32 signaux biologiques continus comme
1’ électroencéphalogramme (EEG), 1’ électromyograrnme (EMG), 1’ électrooculogramme
(EOG), la respiration, la fréquence cardiaque et la pression artérielle. Ces signaux sont
numérisés à une fréquence d’échantillonnage qui peut varier entre 12$ et 512
échantillons/seconde.
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Figure 2.1 Étapes permettant d’acquérir et de traiter les données 1) l’acquisition 2)
l’extraction, 3) la validation et la détection et 4) l’analyse des séries temporelles.
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La deuxième étape consiste en l’extraction des signaux d’intérêts. Ceux-ci
doivent être extraits de la structure d’Harmonie pour ensuite être importé dans les
programmes de détection et de validation système-usager; les logiciels Vision Premier® et
VCGMI. Ce programme permet l’extraction dc 8 signaux déterminés par l’usager.
Comme les signaux peuvent être numérisés au départ à diverses valeurs de fréquences
d’échantillonnage, il y a, à cette étape d’extraction, rééchantilloirnage à une valeur fixe de
512 Hz pour tous les signaux afin d’obtenir une certaine homogénéité pour les prochaines
étapes de traitement. En plus des données extraites, il y a également extraction d’un fichier
comportant l’information temporelle au sujet des stades de sommeil et des événements
transitoires pendant le sommeil.
Deux programmes de détection et validation, Vision Premier® et VCGMI,
permettent à l’usager de valider les signaux cardiaque, hémodynamique et respiratoire. La
validation consiste à exclure les échantillons des signaux contenant arythmie, artéfact ou
bruit. Ce contrôle de qualité est d’une part exécuté automatiquement sur les données par le
système et ensuite peut être géré par l’usager. Le logiciel Vision Prernier® permet la
détection et le rejet des arythmies (ventriculaire, supra-ventriculaire) au niveau de trois
dérivations simultanées de l’ECG. Le système VCGMI offre un environnement
multisignaux, permettant d’effectuer le contrôle de qualité sur trois dérivations de l’ECG, la
pression artérielle et la respiration. La validation est une étape d’une grande importance
car elle permet de signaler à l’usager l’information du contenu en arythmies et par le fait
même d’éliminer leurs influences sur les données en les rejetant. Suite à la validation des
données, les séries chronologiques (tachogramme, pression systolique, diastolique,
respiration) peuvent être extraites afin de débuter les analyses dans le domaine temporel et
fréquentiel.
La majeure partie de ce travail a été de développer un outil d’analyse de séries
chronologiques dans le domaine du temps et des fréquences. HolSpec 2004 est un logiciel
développé en Matlab, permettant d’analyser des séries chronologiques dans le domaine du
temps et des fréquences. La première version de cet outil a été élaborée par Abdelkader
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Mokrane, ing., Ph.D.. en 1996 sous la supervision de A.-Robert LeBlanc au centre de
recherche de l’Hôpital du Sacré-Coeur de MontréaÏ. Toutefois, les années passant et sans
mise à jour fréquente du logiciel, cette version est devenue désuète malgré Futiilsation
régulière de cette interface pour les besoins des Drs Karas. De Champlain. Nadeau et
LeBlanc. Une partie de cette interface a été utilisée comme tremplin de départ sur lequel
de nombreuses fonctionnalités ont été développées pour les analyses de séries temporelles
et pour améliorer et faciliter l’approche usager. Le Chapitre 3 fera référence aux
fonctionnalités principales d’HolSpec 2004 et les différentes techniques d’analyses dans le
domaine temporel et fréquentiel utilisées dans les deux applications cliniques.
Placé en Annexe 1, un document, plus précis et détaillé, traite de toutes les étapes à
effectuer pour concrétiser les 4 étapes énoncées dans ce chapitre.
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Chapitre 3. HoiSpec 2004 et compléments d’analyse
spectrale
3.1 Présentation générale du logiciel HoiSpec 2004
Le logiciel HolSpec 2004 est une interface usager programmée en Matlab qui a été
amélioré et redéveloppé. HoiSpec 2004 permet l’analyse temporelle et fréquentielle des
séries chronologiques biologiques. La Figure 3.1 est une vision globale de l’interface et
présente les majeures caractéristiques du logiciel.
Les nombreuses fenêtres de cet outil permettent à l’usager une visualisation claire et
globale de toute les analyses possibles des séries chronologiques tant dans le domaine
temporel que fréquentiel. Le menu principal donne accès à de nombreuses fonctionnalités
qui réfèrent à l’affichage des séries. à l’analyse des données, aux paramètres utilisés pour
les analyses, à de l’infon-nations pertinentes sur le patient à l’étude, etc. Une deuxième
version de l’interface a été développée au cours de ce travail afin de permettre une
utilisation facile, simple et rapide du logiciel. Pour faciliter l’utilisation et l’apprentissage
du logiciel, l’option « Help »du menu principal permet à l’usager à tout moment de
consulter le manuel d’utilisation du logiciel. Ce manuel d’utilisation peut être également
retrouvé en format papier au centre de recherche de l’Hôpital du Sacré-Coeur de Montréal.
Les premières actions exécutées par HolSpec 2004 avant de permettre à l’usager de
débuter les analyses des séries temporelles sont:
1. une interpolation des valeurs non valides, rejetés par les logiciels de validation à
l’étape précédente
2. un rééchantillonnage des séries chronologiques
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figure 3.1 Logiciel HolSpec 2004 avec ses caractéristiques majeures
HolSpec 2004 interpole linéairement les rejets obtenus lors de la précédente étape
de validation et prend soin d’étiqueter ces valeurs nouvellement interpolées comme étant
rejetées afin d’en informer l’usager lors d’analyses sur des segments contenant l’une de ses
valeurs interpolées. Ainsi, à l’ouverture d’un fichier dans HolSpec 2004, les séries
chronologiques sont affichées dans la fenêtre Signal et la qualité du signal, affichée sous
l’abréviation « QdS » (pour Qualité du Signal) dans la fenêtre Signal, indique le
pourcentage des échantillons non interpolés et donc attribue au signal entier une note
globale de la qualité du signal. Cette information sur la qualité du signal peut devenir un
critère de sélection important. Lors de l’analyse spectrale, le segment choisi sera affiché
dans la fenêtre Segment et ce contrôle perdurera pour le segment analysé.
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HoiSpec 2004 reçoit au départ les différentes tendances chronologiques.
Toutefois, les échantillons reçus ne sont pas à un temps régulier mais ils sont existants à
chaque temps de battement cardiaque. Ils suivent le temps de l’intervalle R-R qui n’est pas
régulier. Afin d’obtenir des résultats de la transformée de Fourier en ‘cycle par seconde’
au lieu de ‘cycle par battement’, il est important de rééchantilloirner à un pas régulier les
différentes séries chronologiques. Puisque ces séries sont originalement évaluées pour
chaque battement, si le pas d’interpolation est trop grand, il y a aura une perte
d’information Le choix de la fréquence d’échantillonnage (ou de rééchantillonnage dans
notre cas) doit répondre au théorème d’échantillonnage de Shannon-Nyquist. Ce théorème
stipule que pour ne pas avoir de perte d’information, il est important que la fréquence
d’échantillonnage choisie soit supérieure à deux fois la fréquence maximale recherchée du
signal. Comme la plage de fréquence étudiée pour la variabilité cardiaque s’étend de 0 Hz
à 0,4 Hz, il est donc important que le pas d’échantillonnage soit 2 fois la fréquence
maximale du signal, donc dans notre cas, 0,8 Hz. Pour ce projet, la fréquence de
rééchantilloimage est de 1 Hz, i.e.. les tendances sont rééchantilloirnées et les signaux
résultants sont des échantillons équidistants de 1 seconde. Lorsque la fréquence
d’échantillonnage ne respecte pas le critère de Nyquist-Shannon, il se passe un phénomène
de repliement de bande ( aliasing ») au niveau des fréquences. Les fréquences les plus
élevées, en plus d’être reproduites à leurs justes valeurs, se voient alors inversées et
décalées pour se superposer aux fréquences plus basses du signal.
3.2 Principales caractéristiques d’HolSpec 2004
Les principales caractéristiques de cette interface, dont la plupart sont illustrées à la
Figure 3.1, sont l’analyse dans le domaine temporel, l’analyse spectrale par la méthode
FFT et la méthode AR, l’affichage du patron spectral 3D par tranches d’analyse spectrale
par FFT, l’analyse temps-fréquence haute résolution par la méthode «smoothed pseudo
Wigner-Ville » (SPWV) , la possibilité d’afficher les stades et événements transitoires du
sommeil, l’affichage des données brutes et le contrôle de la qualité du signal.
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Analyse dans le domaine temporel
La variabilité des séries chronologiques peut être étudiée soit par le calcul d’indices
statistiques temporel et/ou fréquentiel. La dispersion temporelle des données
hémodynamiques est calculée par diverses méthodes et représentée dans la figure Résultats
d’HolSpec 2004. Les variables étudiées dans le domaine temporel incluent les valeurs
minimum, maximum, la moyenne, l’écart type, le coefficient de variation, le pNN5O.
La plus petite valeur (minimum) et la plus grande valeur (maximum) indiquent
l’étendue possible des échantillons de la série. La moyenne est utilisée comme mesure de
la tendance centrale. Le SDNN est la déviation standard de l’intervalle R-R sur toute la
période d’enregistrement. Cette variable représente la dispersion des données autour de la
moyenne et renseigne donc sur la variabilité. Plus l’écart-type se rapproche de zéro, plus
les données sont près de la moyenne et donc similaires entre elles. Le coefficient de
variation est obtenu en divisant l’écart-type par la moyenne et est exprimé en pourcentage.
Lorsque la moyenne est numériquement petite, le coefficient de variation peut être très
élevé même si la variation ne l’est pas pour les doimées.39 Le pNN5O indique le nombre en
pourcentage d’intervalles R-R successifs dont la différence est supérieure à 50 ms
comparativement au nombre total d’intervalles. Ce paramètre reflète la variabilité des
hautes fréquences qui est principalement d’origine parasympathique et modulée par la
respiration.
Ces mesures sont des outils non invasifs permettant l’étude de la réponse cardiaque
à une stimulation du système nerveux autonome et sont recommandées par le Groupe de
Travail sur la variabilité de l’intervalle R-R8 afin d’étudier la variabilité cardiaque.
Analyse dans le domaine fréquentiel
La variabilité de la FC peut être définie comme un ensemble de fluctuations plus ou
moins rapides. Pour décrire la modulation du signal selon ses fréquences, une deuxième
alternative est l’étude dans le domaine fréquentiel par analyse spectrale. Afin d’avoir un
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outil d’analyse complet et pratique, une grande attention a été portée pour le
développement des fonctionnalités des analyses dans le domaine des fréquences. HolSpec
2004 offre une multitude de choix pour ce genre d’analyse afin d’être le plus versatile selon
les divers protocoles. Il peut être question d’analyse spectrale par méthode FF1 et AR sur
des segments stationnaires dont la durée de l’analyse et le choix des paramètres peut varier
au gré de l’usager. Également, l’option de la représentation spectrale 3D par FF1 permet
d’offrir une vue générale du patron spectral pour plusieurs heures. Pour les segments non
stationnaires, l’analyse temps-fréquence permet de suivre au niveau fréquentiel les
variations temporelles par la technique « Pseudo Wigner-Ville lissée » (SPWV).
Finalement, l’analyse spectrale croisée (cospectre) permet de mesurer la corrélation entre
deux séries par bande de fréquence. Comme les deux applications cliniques de ce travail
n’ont pas la même approche dans leur analyse dans le domaine des fréquences, les
développements et méthodes des techniques utilisées pour ces projets seront approchées
séparément dans les deux prochaines sections.
3.3 Caractéristiques d’HolSpec 2004: Application 1 — FFT et
AR
Pour la première application clinique, les analyses spectrales effectuées sont des
analyses par technique FFT et AR sur des segments de courte durée dans un stade précis du
sommeil. L’analyse spectrale a été effectuée sur des segments du tachogramme
sélectionnés lors du stade 2 NREM et REM au cours du sommeil. Ces segments devaient
être stationnaires et libres d’artéfact, d’arythmie, de microéveil et de mouvement de
jambes. Davantage d’informations concernant les contraintes de l’analyse seront exposées
dans la section méthodologie de l’application clinique 1. La présente section est un
supplément au niveau du développement et de l’utilisation du logiciel d’analyse pour ce
projet.
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3.3.1 Affichage des stades de sommel] et événements transitoires
Le logiciel HoiSpec 2004 (voir f igure 3.2) permet l’affichage des différents stades
du sommeil par un code de couleur spécifique. L’hypnogramme est affiché dans la fenêtre
du signal à la limite maximale de l’axe des amplitudes. Cette représentation permet à
Fusager d’avoir une vue d’ensemble de l’architecture du sommeil du sujet. Également.
HoiSpec 2004 permet Faffichage des événements transitoires du sommeil par le même
principe de code de couleur affiché à la limite inférieure de l’axe des amplitudes
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f igure 3.2 Représentation de la fenêtre Signal du logiciel HoiSpec 2004 illustrant deux
séries chronologiques : le RR et la Respiration. A) La bande de couleur supérieure,
affichée à l’amplitude 1200, représente l’organisation des différents stades de sommeil par
un code de couleur spécifique à chaque stade. B) La bande de couleur inférieure, affichée à
l’amplitude 0, représente la présence d’événements transitoires au cours du sommeil. Les
différents événements sont également représentés par un code de couleur présenté à la
Table 3.1.
La Table 3.1 présente la liste complète des correspondances «couleurs-stades de
sommeil » et « couleurs-événements transitoires ». Grâce à l’affichage de ces bandes de
stades de sommeil et «événements, il est plus facile pour l’usager de sélectionner des
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segments dans le stade du sommeil de son choix et d’être maître de la présence ou non
des événements transitoires.
Table 3.1 Liste de correspondance couleurs-événements pour l’hypnograrnme et pour les
événements transitoires
Événements Couleurs
Stade 1 Bleu
Stade 2 Jaune
Hypnogramme Stade 3 Magenta
Stade 4 Noir
REM Rouge, gris
Ronflement Jaune
Microéveil Bleu
Evénements transitoires
Mouvement jambes Rouge
Autres Cyan
3.3.2 Stationnarité et approbation du segment
Un signal est dit stationnaire si ses propriétés statistiques (moyenne. écart type) et
son contenu spectral sont indépendants de l’origine du temps, c’est-à-dire, invariants dans
le temps. Le logiciel ne permet pas de vérifier par méthode mathématique la statiolmarité
du segment choisi. Il serait intéressant pour de futurs développements du logiciel de
remédier à ce problème en appliquant la méthode développée par Funneil et coll. au niveau
de l’analyse de la stationnarité de signaux.4° Il est important que l’usager prenne en
considération ce point et qu’il juge lui-même l’aspect de stationnarité du segment choisi.
Pour ce faire, l’affichage du segment lors de sa sélection pour l’analyse spectrale permet
d’observer les fluctuations du RR.(réf. Figure 3.3)
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Figure 3.3 Justification de l’acceptation ou du rejet de segments pour l’analyse spectrale. A) le segment est
formé de 100% d’échantillons non-interpolés et peut être considéré comme stationnaire. Cet exemple peut
être considéré comme un bon choix d’analyse car il répond aux critères de sélection : sans événements
transitoire ou arythmie. B) le segment possède quelques échantillons interpolés, toutefois, sa QdS est bonne,
96,1%. Le peu d’échantillons interpolés (points rouge sur le segment) ne causent pas de problème de non
stationnarité. Le segment pourrait être sélectionné, toutefois, on remarque un événement d’arythmie autour de
50 secondes, ce segment doit être rejeté C) Ce segment est formé de plus de 30% d’échantillons interpolés ce
qui cause de l’instabilité au niveau des fluctuations. Egalement, il inclut un événement d’arythmie. Ce
segment doit être rejeté D) la QdS est de 100%, sans événement transitoire ou arythmique. Toutefois, une
brusque fluctuation autour du temps 175 secondes vient troubler la stationnarité du segment. Ce segment doit
également être rejeté dû au non respect du critère de stationnarité.
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Tous segments possédant des variations brusques avec ou sans annotations
d’événements transitoires ou arythmiques reliés, devront être exclus de la sélection. De
plus, il est possible, grâce au logiciel HolSpec 2004 de contrôler la qualité du segment
choisi. Dans la fenêtre « Segment » du logiciel HolSpec 2004, en plus de l’affichage des
échantillons du segment, il y a comme information supplémentaire le pourcentage des
échantillons non-interpolés par le logiciel (voir annotation QdS dans la fenêtre Segment).
Lors de chaque sélection de segment, l’usager doit porter une attention particulière à cette
valeur et être en mesure de se fixer un pourcentage limite d’acceptation. Lorsque la qualité
du segment est sous 70%, le logiciel affiche un message d’avertissement sans interdire
toutefois l’analyse spectrale du segment. L’usager reste le seul juge de la sélection et de
l’approbation du choix du segment.
3.3.3 Observation des données brutes
Lorsqu’un segment ou un élément du segment reste en questionnement, une autre
vérification possible et fortement suggérée est l’observation des données brutes afin de
s’assurer de la validité de ce segment temporel (réf figure 3.4). 11 est possible d’effectuer
cette dernière manoeuvre à partir du logiciel HolSpec 2004 en sélectionnant dans le menu «
Signal », le sous-menu « Raw Data ». À partir de la boîte de dialogue, affichée par
l’activation du sous-menu Raw Data, l’usager décide du temps, en secondes, de données
brutes à afficher et sélectionne le point dans la fenêtre « Signal » ou « Segment » qu’il
désire observer. Par la suite, s’il reste encore quelques doutes suite à ces manoeuvres, il est
conseillé de rejeter le segment et de passer à une nouvelle sélection.
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Figure 3.4 Données brutes A) Boîte de dialogue « Raw Data)) affichée lors de l’activation du sous-menu
Raw Data du menu principal Signal. Pour une meilleure visualisation de ces données brutes, un temps
maximal de segment à afficher est limité à 150 secondes. L’usager peut choisir la plage de temps en secondes
à afficher avant (fenêtre I) et après (fenêtre 2) le point de référence qui est sélectionné en cliquant dans la
fenêtre Signal ou Segment. B) Données brutes : les trois premiers signaux sont l’ECG et les 5 autres signaux
peuvent être la PA, la respiration, l’EEG, l’EMG et l’EOG. L’étoile rouge correspond au temps de référence
que l’usager a choisi en sélectionnant un point dans la fenêtre Signal ou Segment
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3.3.4 Paramètres d’analyse spectrale
Techniques utilisées
Le logiciel HolSpec 2004 permet d’effectuer l’analyse spectrale par les techniques
non paramétrique et paramétrique, la méthode par FF1 et AR. Ces deux approches ont
prouvé leur utilité dans les applications clinique et recherche en cardiologie mais il existe
toujours une certaine controverse à savoir laquelle de ces techniques est la plus valide. Des
études sur des sujets sains ont comparées les deux méthodes d’analyse spectrale et ont
démontré une reproductibilité similaire des résultats pour les deux méthodes. Pitzalis et
coll., ont démontré pour des sujets sains que les résultats, obtenus par FFT et AR,
montraient une reproductibilité similaire.41 Peu d’études ont comparé ces méthodes lors de
pathologie. Récemment, Chemla et coll., ont comparé la FF1 et l’AR pour l’étude de la
HRV pour des sujets diabétiques et ont démontré que globalement, la reproductibilité de la
FFT était meilleure que l’AR.42 Toutefois, il n’y a pas vraiment de consensus dans la
littérature quant au meilleur choix entre ces 2 méthodes.
Considérant ces études, l’utilisateur d’HolSpec 2004 doit être qualifié afin de
choisir la meilleure technique a utilisé se basant sur le type de sujets et sur les conditions
d’étude. Comme ces techniques sont différentes. elles possèdent chacune des avantages et
désavantages. Les avantages de l’utilisation d’une technique non paramétrique, la FF1
dans notre cas, sont la simplicité de l’algorithme de la transformée de Fourier rapide et sa
haute vitesse d’exécution. L’avantage de l’utilisation de la méthode paramétrable est le
lissage des composantes spectrales permettant une meilleure interprétation des courbes et
facilitant alors l’identification de la fréquence centrale de chaque composante. Également,
cette technique n’implique pas de fenêtre de pondération contrairement à la FF1 et peut
être utilisée pour de courts enregistrements. Toutefois, le principal désavantage des
méthodes paramétrables est le besoin de vérifier l’applicabilité du modèle choisi et le choix
de l’ordre (complexité) du modèle.8 Malgré leurs différences, ces deux méthodes
permettent l’obtention de résultats similaires, comme le démontre la Figure 3.5, et
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l’utilisation de ces deux techniques simultanément lors d’analyse sur un segment est
recommandée pour valider davantage le choix du segment.
C
t—
w
Q
Q-
figure 3.5 Représentation simultanée de la densité spectrale de puissance par méthode de
fFT (ligne colorée) et par méthode AutoRégréssive (ligne pointillée). Les différentes
couleurs pour la méthode fFT représentent les 3 bandes de fréquences étudiées VLF
(mauve), Lf (cyan) et HF (rouge).
Pour effectuer le calcul d’analyse spectrale dans le logiciel HolSpec 2004. il suffit
d’activer l’option « Spectrum 2D » du menu principal de l’interface pour afficher la boîte
de dialogue permettant l’analyse spectrale (voir Figure 3.6).
Fenêtre de pondércition
Une importante limitation de la technique d’analyse spectrale par ff1 est l’analyse
sur un temps limité du signal. Le comportement du signal à Fextérieur de la plage du
segment choisi ne peut être connu. La transformée de Fourier doit donc assumer que le
segment choisi pour l’analyse est répétitif. Donc, le fait d’analyser sur un signal d’une
durée finie amène un phénomène de fuite spectrale. Ce phénomène est relié aux
discontinuités du signal à la fin de la durée du segment. La Figure 3.7 présente un exemple
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avec un signal artificiel pour expliquer plus concrètement ce problème fondamental de la
ffT.
JffipUt jJ!JUfIJ 21]
A)
- FFT - Choix Fenetre
() Hanning Q Blackman
( Hammina C” Rectanaulr
B) Duree du segment(s) 256 I
Temps signal
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Q Diastole Q Respiration
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- AR - Choix Options
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[__ j__j
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Accept Close
Figure 3.6 Boîte de dialogue « Compute Spectrum 2D » affichée lors de l’activation du
sous-menu Calcul dans le menu Spectrum 2D. Les options les plus importantes pour
l’usager sont A) Choix de fenêtre pour FF1 B) Durée du segment C) «Detrend » D)
Choix du signal E) Options méthode Auto-Régressive
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Figure 3.7 Représentation de deux exemples de segments différents à analyser par FF1 provenant du même
signal sinusoïdale. L’étape 1 représente le signal original. L’étape 2 représente les deux segments différents
de durée finie choisis pour l’analyse spectrale. L’étape 3 présente le signal assumé par la FF1 qui est une
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répétition du segment choisie. Finalement, l’étape 4 présente les résultats de l’analyse spectrale par FFT.
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L’exemple de la Figure 3.7 démontre bien le phénomène de fuite spectrale. Provenant de
la même sinusoïde, les segments choisis ne donnent pas le même résultat au niveau
spectral. L’exemple A représente le cas ‘sans fuite spectrale’, comme affiché à l’étape 4.
Le segment choisi d’une durée finie contient exactement une période de cycle. Donc, le
résultat final du signal à l’étape 3, suite à la périodisation de cette durée temporelle finie,
est inchangé; les périodes coïncident pour reformer la sinusoïde «origine. Toutefois, pour
ce qui est de l’exemple B, il est facile de remarquer que lors de la périodisation, à l’étape
3, la sinusoïde reconstruite est discontinue et distordue dû au saut brusque dans le signal
tronqué. À l’étape 4 de cet exemple, il y a apparition d’une raie spectrale principale à la
même fréquence que pour l’exemple A, toutefois la puissance est dispersée vers d’autres
fréquences adjacentes. C’est le phénomène de fuite spectrale. En résumé, ce phénomène
cause une diminution de l’amplitude de l’harmonique principale et comme cette puissance
perdue fuie sur les autres niveaux de fréquence, elle pourrait masquer des raies plus petites
mais importantes à trouver. Il y a donc une perte de précision en amplitude et une perte de
résolution fréquentielle.
La cause du problème de fuite spectrale provient principalement par la discontinuité
du début et de la fin du segment. Ainsi, il serait plausible de diminuer ce phénomène en
réduisant les discontinuités à la fin du segment. C’est la base de la technique de fenêtrage.
L’idée est donc de multiplier le segment de durée finie par une fonction qui réduit
progressivement le signal vers zéro. Plusieurs types de fenêtres peuvent contribuer à régler
ce problème. Le logiciel HoiSpec 2004 offre le choix de 4 fenêtres : Hanning, Hamming,
Blackman et Rectangle. Ici, la fenêtre utilisée pour le calcul de la FFT est la fenêtre
Hanning qui est d’usage général et peut être utilisée dans la plupart des cas. Elle est le type
de fenêtre le plus souvent utilisé avec Hamming et triangulaire.44 La fenêtre rectangulaire
est le type de fenêtrage le plus simple. Les fenêtres de pondération jouent un rôle
primordial dans l’analyse de Fourier. Elles sont caractérisées par
1. La résolution fréquentielle de l’analyse
2. La résolution d’amplitude de l’analyse
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Pour faire le choix de la fenêtre de pondération idéal pour un projet, il faut faire le
meilleur compromis résolution/dynamique en évaluant les besoins de l’étude. La résolution
fréquentielle est l’aptitude à pouvoir distinguer deux fréquences l’une de l’autre et c’est la
largeur du lobe principal de la fenêtre qui fixe cette résolution. La résolution d’amplitude
de l’analyse est l’aptitude de bien mesurer les amplitudes de deux composantes de
fréquence éloignées et c’est l’amplitude des lobes secondaires qui fixe cette résolution. En
référence à la Figure 3.8, il est possible de remarquer les différentes caractéristiques pour
chaque type de fenêtre de pondération et de déterminer le meilleur choix pour ce projet.
Deux paramètres principaux permettent de caractériser les différentes fenêtres de
pondération. Le premier est la largeur du lobe principal et le second est le rapport de
l’amplitude du lobe secondaire sur l’amplitude du lobe principal, ce ratio est exprimé en
décibel.45 Pour ce qui est de la première caractéristique, i.e. la largeur du lobe principal, la
fenêtre Rectangle permet l’obtention de la meilleure résolution fréquentielle car la largueur
de son lobe principal est la plus étroite (voir Figure 3.8 courbe cyan pour la fenêtre
rectangle). Toutefois, ce type de fenêtrage très simple ne permet pas d’obtenir une bonne
résolution d’amplitude car l’amplitude de ses lobes secondaires décroît très lentement, ce
qui amène plus de fuite spectrale. En observant, les amplitudes des lobes secondaires, les
trois autres types de fenêtrage permettent l’obtention d’une meilleure résolution
d’amplitude mais par contre elles ont un lobe principal plus large donc une résolution
fréquentielle moins bonne que la fenêtre rectangulaire. Dans notre cas, les fréquences
importantes à distinguer ne sont pas nécessairement très proches, nous désirons surtout
distinguer des plages de fréquences. Donc, la fenêtre Hanning semble un bon choix car
l’atténuation des lobes secondaires décroît quand la fréquence augmente. Dans le même
ordre d’idée, une fenêtre Hamming serait l’option idéale pour distinguer des fréquences
proches car le premier lobe secondaire et les suivants sont déjà à -45 dB du lobe principal.
Blackman offre une meilleure dynamique que Hamming et Hanning, toutefois, son lobe
principal est plus large ce qui nuît à sa résolution fréquentielle. La fenêtre Hanning réalise
le meilleur compromis entre la précision dans l’amplitude des fréquences et la résolution
entre deux raies fréquentielles.
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Figure 3.8 Exemple des 4 fenêtres de pondérations usuelles. A) domaine temporel et B) domaine fréquentiel
des 4 types de fonctions, Hanning, Hamming. Blackman et Rectangle. pour fenêtrage sur le signal avant
calcul de la transformée de Fourier afin de réduire les effets de discontinuités du signal.
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Durée U ‘analyse spectrale
Dans la bofte de dialogue. F usager peut entrer la durée en seconde du segment
désirée qui correspond également à la durée du fenêtrage. Par défaut, la durée est de 256
secondes et c’est également la durée minimale possible permise par le logiciel pour
l’analyse spectral. L’étude du « Groupe de travail » sur la variabilité cardiaque8. suggère
un temps d’analyse spectrale entre 2 et 5 minutes (120 et 300 secondes) pour une étude sur
des enregistrements de courte durée. L’algorithme de la transformée de Fourier rapide
permet de diminuer la complexité du calcul de la transformation de Fourier. Le délai
d’exécution pour la FFT dépend de la longueur de la transformée. Elle est plus rapide pour
des puissances de 2.46 Toutefois, il est important de noter que l’algorithme de la FF1 offert
par Matlab peut être utilisé pour des segments qui ne sont pas une puissance de 2. Dans ce
cas, l’algorithme va utiliser la technique d’ajout de zéro ( zero padding ») afin de ramener
le signal à une puissance de 2 afin de faire le traitement. Pour ces raisons, le choix de la
durée du segment pour l’analyse spectrale est fixée à 256 secondes (4 minutes 16
secondes).
( Detrend »
L’option « Detrend » dans la boîte de dialogue est activé par défaut et penriet
d’éliminer les fluctuations de la ligne de base du signal (les fluctuations lentes de
fréquence < 0.005 Hz sont éliminées par défaut). Cette élimination de la ligne de base est
primordiale pour le traitement par ffT. Sans l’élimination de la composante continue du
signal, la densité de puissance des composantes à étudier, entre 0,04 Hz et 0,4 Hz, serait
complètement masquée par la puissance des composantes près de la composante continue
du signal, située autour de 0 Hz. L’élimination de cette tendance se fait par la soustraction
du signal et de son approximation polynomiale de quatrième degré au sens des moindres
carrés. L’objectif â réaliser est d’éliminer la composante DC sans affecter l’activité des
basses fréquences. Lorsque cette option est désactivée, seulement la moyenne du signal est
soustraite à chacune des valeurs.
5$
Choix du signal
Cette option permet à l’usager de choisir la série chronologique à analyser. Les
différents choix sont l’intervalle R-R, la pression systolique, diastolique, le pulse (valeur
systolique-valeur diastolique), dP/dt (le taux de changement de la pression artérielle dans le
temps) et la respiration. Les tendances utilisées sont l’intervalle R-R et la respiration. La
série chronologique de la respiration joue un rôle primordial dans la validation des résultats
de puissance pour les composantes spectrales au niveau des hautes fréquences. Ce point
sera relevé plus en détails à la section 2.3.
Option de la méthode AuloRégressive
Comme mentionné auparavant, il est fortement conseillé lors d’analyse spectrale
d’afficher sur la même figure la densité spectrale de puissance obtenue par fFT et par
méthode AR. Pour ce faire, il suffit d’activer, dans la boîte de dialogue du menu d’analyse
spectrale, l’option «Autorégressif » (voir figure 3.6). Par défaut, le calcul de cette
méthode paramétrable se fait par l’algorithme Yule-Walker, l’autre option étant
l’algorithme de Burg. Voici de nouveau l’équation principale de la méthode autorégressive
présentée à l’introduction:
y(n)=—aky(n—k)+e(n)
k=l [10]
Où p est l’ordre du modèle, y(n) est le signal échantillonné au temps n, ak sont les
coefficients AR et e(n) représente le terme d’erreur indépendant des échantillons passés.
Comme mentionné précédemment, le but de cette méthode est de trouver le meilleur
modèle linéaire, prédicteur d’ordre p de y(n). Pour ce faire, il faut trouver les coefficients
ak qui sont les paramètres du modèle autorégressif. Les paramètres sont estimés par
résolution d’un système linéaire d’équations dites de Yule-Walker concernant les fonctions
de corrélation entre l’entrée e(n) et la sortie y(n). La méthode de Yule-Walker est
également appelée la méthode d’autocorrélation et elle permet d’adapter un modèle
autorégressif d’ordre ‘p’ à la fenêtre du signal d’entrée, en minimisant l’erreur de
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prédiction par les moindres canés. Les équations de Yule-Walker sont résolues par
récursion de Levinson-Durbin.
Plusieurs fonctions développées dans l’outil Matlab permettent d’effectuer l’analyse
autorégressive. L’utilisateur doit cependant choisir Fordre du modèle à utiliser. Le choix
de l’ordre du modèle autorégressif est une décision importante dans l’analyse spectrale AR
et peut devenir un problème majeur. L’ordre peut être choisi sur la base du compromis
entre la fréquence de résolution et la stabilité statistique. Il est important de savoir que
choisir un ordre trop faible, revient à lisser le spectre (faible variance, fort biais) tandis que
choisir un ordre trop élevé conduit à l’obtention de pics secondaires non désirés sur le
spectre (forte variance, faible biais). Le meilleur ordre dans le sens théorique peut être
estimé empiriquement par différents critères, Akaike Information Criterion, Final
Prediction Enor, Criterion Autoregressive Transfer function. etc... Ces critères dépendent
généralement de la puissance de l’erreur de prédiction aux différents ordres: Fordre choisi
sera celui qui minime le critère. Le nombre d’échantillons du signal d’entrée est également
pris en compte. L’un des plus populaires critères de détermination de l’ordre et celui utilisé
ici, est le critère « Akaike Information Criterion » tAlC). Ce critère utilisé pour un
problème régressif général peut être décrit en fonction de l’ordre du modèle p
AIC(p)Nln(u)+2p [11]
où N est le nombre d’échantillons dans le segment du signal et où l’estimée de la
variance de l’entrée du bruit blanc au modèle autorégressif (puissance de l’erreur de
prédiction), peut être obtenu par l’équation [10] ou en appliquant la fonction «aryule » ou
«arburg » dans Matlab:
iN
= N_lttd1tP)tuhh1e(P)i [12]
source des deux équations : Christini ‘
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L’équation 11 présente deux termes, celui de gauche « Nln(u) ». diminuant
constamment, correspond à la prévision de plus en plus meilleure selon l’augmentation de
l’ordre p. Le terme à gauche « 2p >, augmentant constamment, correspond à la pénalité
statistique d’avoir un plus grand nombre de paramètres à estimer. Lorsque ce critère est
représenté graphiquement sur des échelles logarithmiques tAlC en fonction de l’ordre), le
graphique obtenu est en forme de V. La Figure 3.9, permet de déterminer l’ordre à utiliser
en choisissant celui qui minimise le critère Akaike. Les cercles de couleur sur cette figure
correspondent à la valeur qtli minimise le critère Akaike. Cette valeur minimale (la pointe
du V appelé MAIC) est représenté comme l’ordre du modèle qui permet le meilleur
compromis entre la variance résiduelle (ajustement du modèle) et le nombre de paramètres
(complexité du modèle). Le but est donc de trouver un ordre qui permette de bien ajuster
les données sans toutefois utiliser des paramètres inutiles. Pour l’exemple concret de la
Figure 3.9 b).l’ordre à choisir serait autour de 10. Toutefois, selon Christini et coll., il a été
démontré que certains critères utilisés pour déterminer la valeur de l’ordre, comme les
critères AIC, FPE (find prediction error) ou CAT (criterion autoregressive transfer
function). peuvent amener à une sous-estimation du choix de l’ordre et donc obtenir des
spectres trop lisses. Selon la même source, il est également possible de limiter la valeur de
l’ordre en désignant un Pniax déterminé par
Pmax = 2J [13 ]
où N correspond au nombre d’échantillons.47
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Figure 3.9 Critère Akaike A) obtenu pour 3 exemples de séries chronologiques Source
Burr et col.48 B) obtenu pour un exemple d’analyse à partir du logiciel HolSpec 2004
Ainsi, le choix de l’ordre requiert une expertise particulière dans la connaissance des
signaux. Une procédure automatique et infaillible pour le choix de Fordre n’existe
malheureusement pas, il faut donc être attentif aux signaux avant de fixer l’ordre. Bien que
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les critères de prédiction de l’ordre puissent être inconsistants, le critère AIC et le Prnax
fournissent de l’information utile pour le choix de l’ordre. Carvalbo et coll., ont étudié
l’ordre optimal pour l’analyse temps-fréquence de la variabilité du tachogramme par la
méthode autorégressive. Ils ont démontré que pour un segment de 300 secondes et pour
une fréquence d’échantillonnage de 2 échantillons/seconde. l’ordre optimal serait situé
entre 12 et Ainsi, en étudiant ces deux sources et en regard à la littérature portant sur
la variabilité cardiaque par méthode autorégressive, le choix de l’ordre fut arrêté à un ordre
fixe de 16 pour toutes les analyses.
3.3.5 Variables étudiées
Les variables étudiées résultant de l’analyse spectrale, tant par méthode de FFT que
par méthode autorégressive, sont les composantes de puissances spectrales VLF (0-0,04
Hz). LF (0.04-0.15 Hz). HF (0,15-0,4 Hz). le ratio Lf/HF et la puissance totale (PT toute
l’échelle de puissance mais approximativement 0-0.4 Hz chez l’homme). Ces composantes
de puissances sont obtenues en calculant l’aire sous le spectre sur une bande de fréquences
donnée, c’est-à-dire, par intégration de bandes spectrales. Ces composantes ont été
enregistrées en valeur absolue (rns2) pour toutes les composantes et en valeur normalisée
(nu) pour LF et HF. La normalisation de ces composantes représentent la valeur relative de
chaque composante de puissance par rapport à la puissance totale moins la composante
VLF comme le présente l’équation 14 ci-dessous:
LF ou Hf(ms2)
Lf ou Hf norm (nu) xlOO [14 1
total power(ins ) — VLF(ms2 )
Ces valeurs normalisées de Lf et Hf sont d’intérêts majeurs car elles permettent de mettre
l’emphase sur le comportement de contrôle et de balance des deux branches du système
nerveux autonome, le sympathique et le parasympathique. La normalisation tend à
diminuer les changements de puissance totale sur les bandes Lf et HF.1° Également,
lorsqu’il est question de comparaison de la variabilité inter-sujet, il est parfois impossible
de comparer seulement les valeurs absolues (la puissance totale peut comporter des
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différences majeures selon les groupes d’étude), et il est important d’ajouter dans
l’analyse le poids des valeurs normalisées. Toutefois, ces valeurs normalisées doivent
toujours être présentées avec les valeurs absolues afin de décrire complètement la
distribution de puissance dans les composantes spectrales.8
3.3.6 Validation de l’analyse spectrale
Afin de s’assurer de la validité de nos résultats spectraux et des limites des bandes
de fréquence utilisée, il est possible et conseillé d’effectuer de simples vérifications.
Concernant la validité des résultats spectraux, d’après le théorème de Parseval, il y a
conservation d’énergie entre les domaines temporels et fréquentiels. Cette conservation
d’énergie peut être retrouvée par l’égalité de la variance dans le domaine temporel et de la
puissance totale du signal dans le domaine fréquentiel.8 Concernant la validité des limites
des bandes de fréquences choisies, il est possible de vérifier la fréquence du signal de
respiration afin de sassurer de sa présence en haute fréquence.
L ‘analyse spectrale croisée
L’analyse croisée est une analyse de la fonction de transfert entre deux signaux et
est calculée en utilisant la FFT. L’un des signaux est considéré comme l’entrée d’un
système linéaire et le second signal est considéré comme la sortie. Le calcul de cette
fonction de transfert correspond à la multiplication fréquentielle des deux densités
spectrales des deux signaux afin d’en faire ressortir les fréquences communes à ces
signaux. Ici, le calcul pour l’analyse spectrale croisée a été effectué dans les mêmes
conditions que l’analyse spectrale simple et peut être représentée par cette équation:
Ç(f) = (X(f).Y * (.f)) t 15]
où N est le nombre d’échantillons et l’étoile indique le conjugué complexe. L’analyse
spectrale dite croisée (cospectre) permet de calculer une fonction de cohérence, de gain et
de phase. La fonction de cohérence est une fonction de fréquence dont les valeurs sont
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situées entre O (pas de cohérence) et 1 (cohérence maximale). Le but de la cohérence est
de caractériser, pour chaque fréquence, la force de la relation linéaire entre les deux
signaux temporels.5° La fonction de cohérence peut être calculée par cette équation
K2 (f) = Ç [16]
• S(f)S (f)
Ainsi, la caractérisation de l’interaction mutuelle entre deux séries est obtenue en
faisant le rapport de la norme au carré de la densité spectrale croisée C(f) des deux séries
analysées sur S(f) et S(f), la densité spectrale de puissance (autospectre) des deux séries
analysées, x(n) et y(n).
Le calcul de l’analyse spectrale croisée entre l’intervalle R-R et la respiration
permet de vérifier avant l’analyse spectrale de la variabilité du segment R-R, que les
fréquences importantes de la respiration sont reflétées dans la bande haute fréquence du
tachogramme. L’exemple de la Figure 3.10 démontre l’importance de faire cette
vérification avant le début des analyses. Il est possible de remarquer qu’avec les limites
des plages de fréquences habituelles (VLF : 0-0.04; LF: 0,04-0,15; HF: 0,1 5-0,4 Hz), la
densité spectrale de puissance de l’intervalle R-R de ce sujet présente peu de composantes
de puissance en T-1f et la densité de puissance du segment de la respiration présente deux
fréquences principales dont la plus importante se retrouve dans les composantes LF (voir
figure 3.10 B). Le calcul du spectre croisé de ce même segment pour les signaux R-R et
respiration permet de s’assurer des bonnes limites fixées pour les bandes de fréquence en
observant la cohérence obtenue entre les deux signaux. Il est important d’observer qu’il y a
une importante cohérence entre l’intervalle R-R et la respiration au niveau des basses
fréquences en plus des hautes fréquences.(Réf. figure 3.10 C) La fonction de phase du
spectre croisé permet de spécifier si le mouvement du segment considéré (respiration) est
en phase (0 + 20 degrés) ou déphasé (180 + 20 degrés) par rapport au mouvement du point
de référence (tachogramme). Dans le cas présent, une phase de près de O degré signifie un
mouvement en phase dans le plan. et une phase de près de 180 degrés signifie un
mouvement opposé en phase. Afin de faciliter l’observation de la fonction de cohérence.
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les parties des courbes qui correspondent à des valeurs de cohérence supérieures à 0,5
sont affichées en trait gras rouge. Ainsi, l’influence de la respiration est observable au
niveau des Lf ce qui peut impliquer une fréquence de respiration plus basse pour ce sujet.
Ainsi, puisque la fréquence de respiration de ce sujet est très basse, il serait bon de changer
les limites des bandes de fréquences afin d’inclure la fréquence de la respiration au niveau
des hautes fréquences. Ainsi, les nouvelles valeurs des plages fréquentielles pour ce sujet
pourraient être: VLF: O-0,04 Hz; LF: 0.04-0,1 1 Hz; HF: 0,11-0,4 Hz.
Ces vérifications sont primordiales pour chaque sujet afin de valider les résultats de
l’analyse spectrale et permettent la validation des limites de bandes dc fréquences fixés et
par ce fait, une bonne décomposition des puissances dans les différentes bandes de
fréquences.
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3.3.7 Représentation du patron spectral 3D
La représentation du patron spectral 3D par FF1. (voir f igure 3.11) d’un sujet au
cours de la nuit. permet d’obtenir une première impression de la distribution des
fréquences dans les bandes de fréquences étudiées. VLF, LF et Hf et de cibler en regard à
ces puissances, quelle branche du système nerveux autonome est majoritaire au courant de
la nuit et de visualiser globalement les différents changements ou décalage de fréquence
possible lors des différents moments de la nuit et stades de sommeil. Cette distribution est
calculée par FFT sur des tranches successives de 256 secondes tout au long de la nuit. À
noter que cette distribution temps-fréquence est à basse résolution contrairement aux
méthodes haute résolution temps-fréquence comme la distribution Wigner-Ville.
Pour l’instant, cette fonction ne permet pas la possibilité d’appliquer
automatiquement le critère de qualité du signal sur chaque fenêtre afin d’exclure les
segments qui ont une qualité du signal faible lors du calcul de cette distribution continue
3D. Toutefois, l’information de la qualité du signal est incluse lors de la sauvegarde des
résultats de la distribution 3D dans le fichier de sauvegarde de format ASCII. Ce dernier
fichier de résultats est structuré en colonne, ce qui permet l’importation directe dans un
logiciel tableur comme Excel. Ainsi, suite aux calculs de la distribution 3D. il est possible
de rejeter des segments de la distribution 3D en considérant le critère de la qualité du signal
en observant le fichier sauvegarde. Au départ de chaque analyse de sujet, il est fortement
suggéré d’afficher cette distribution de l’analyse spectrale pour le signal de la respiration
afin d’observer la fréquence principale de la respiration et observer s’il y a des moments
dans la nuit où il y a décalage de la fréquence de la respiration.
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Figure 3.1 1 Analyse spectrale par FFT 3D pour la respiration au cours de la nuit. Cette figure
est le patron spectral du même sujet de la figure 3.10 où la fréquence de respiration n’est pas
située dans les hautes fréquences mais dans les basses fréquences (autour de 0,15 Hz) pour
toute la durée de la nuit.
xlD
fréquence de la respiration
ç 0.05
LF
24
Frequency (Hz) lime (Hour)
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3.4 Caractéristiques d’HolSpec 2004: Application 2 — Wigner
Ville
Pour permettre le début de l’analyse temps-fréquence Pseudo-Wigner-Ville lissée
(SPWV), l’usager doit choisir l’option «Time-Frequency » du menu principal qui permet
l’affichage de la boîte de dialogue. La Figure 3.12 présente les options usagers reliées à
l’analyse SPWV. Les choix de l’usager sont le choix de la figure, le temps en secondes
pour le segment avant et après le début de l’événement et les bandes de fréquence étudiées.
_________________
- IDLi
Choix Figure r Contour
C v1esh r Mesh Contour
r lmagesc r Pcolor
Options Temps
___ ________
T Temps début z
secondes avant: 60
secondes après: 60
Bande de Fréquence
VLF: J O I 0.04
LF: J 0.04 I 0.15
HF: I 0.15 I 0.4
Accept j Close
Figure 3.12 Représentation de la boîte de dialogue permettant l’analyse temps-fréquence
par distribution SPWV.
L’implantation de la technique temps-fréquence « smoothed pseudo Wigner-Ville » dans le
programme HolSpec 2004, s’est fait à partir de la boîte d’outils Matlab pour l’analyse
temps-fréquence développée par Auger et coll. Cette boîte d’outils est une collection de
plus de 100 fichiers permettant l’analyse de signaux non-stationnaires en utilisant les
distributions temps-fréquence. Cette boîte doutils est disponible gratuitement sur ces
différents sites internet
1. http://wvv-isis.enst.fr/Applications/tfth/iutsn.univ-nantes.fr/auger/tftbfip.html
2. hup ://perso . wanadoo. fr/franco is.auger/tftbfip. html
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Cet outil requiert la boîte d’outils «Signal Processing v3.0 ou suivante» pour son
fonctionnement et une version Matlab V6 (mais il y a encore possibilité d’obtenir une
version précédente pour fonctionner avec Matlab V4).
Suite au téléchargement de cette boîte d’outils, l’usager a accès au manuel
d’utilisation de l’outil qui inclue plusieurs validations des méthodes avec des signaux
artificiels. Voici une validation très simple de la technique temps-fréquence «srnoothed
pseudo Wigner-Ville » avec un signal artificiel «chirp ». (Réf. figure 3.13) Un chirp est
un signal dont on fait varier la fréquence pendant un laps de temps, et peut être également
défini comme un sinus balayé. En référence à la Figure 3.13, la localisation dans le plan
temps-fréquence est presque parfaite. Toutefois, il est possible de remarquer que la
distribution spectrale n’est pas tout à fait stable au départ et à la fin du segment pour
environ 15 secondes.
Nous avons effectué d’autres tests avec des signaux artificiels afin de connaître
davantage les limites de cette technique. Ainsi, la teclmique de distribution SPWV fut
également testée sur des signaux simulés possédant les mêmes composantes spectrales
principales que le tachogramme (basses et hautes fréquences). Le signal artificiel étudié
consiste en deux fonctions sinusoïdales avec des amplitudes qui changent brusquement et
qui pourraient se rapprocher d’un épisode de l’intervalle R-R contenant un événement
transitoire comme le microéveil. La Figure 3.14 A) présente ce type de signal dans lequel
il y a une augmentation brusque des hautes fréquences et une brusque diminution des
basses fréquences.
Signal in time
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Q: -0.5
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SPWV, Lg=12, Lh=32, Nf=256, lin. scale, mesh, Threshold5%
....
30
20
10 —
‘ ‘ -
Frequency [Hz] lime [s]
Figure 3.13 Distribution spectrale d’un signal chirp linéaire par la méthode temps-
fréquence de distribution SPWV. Le paramètre Lg représente la taille de la fenêtre de
lissage temporelle, le paramètre Lh représente la fenêtre de lissage fréquentielle et le terme
Nf représente le nombre de divisions fréquentielles. Ces paramètres sont à définir pour
effectuer la distribution SPWV.
En regard à la Figure 3.14 ci-dessous, la technique de la distribution SPWV localise
bien les fréquences composant le signal (0,1 et 0,3 Hz). Toutefois, la localisation
temporelle des fréquences, lors des changements brusques de fréquences, comporte un
certain délai temporel. Ainsi, la technique prend environ 20 secondes pour bien répondre
aux changements brusques de fréquence. Au niveau fréquentiel. ces changements
spectraux débutent non pas au temps 60 secondes comme dans le domaine temporel mais
environ 10 secondes avant le changement brusque de fréquence et prend environ 10
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secondes suite au changement pour se stabiliser aux bonnes fréquences, ce qui donne une
fenêtre de 20 secondes d’instabilité temps-fréquence autour du changement.
A) 10
\Ji ‘J’1 i i \ I
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Figure 3.14 Analyse spectrale temps-fréquence SPWV d’un signal artificiel composé de 2
sinusoïdes A) Le signal simulé contient, pour les 60 premières secondes, une forte
composante de 0,1 Hz et une faible composante de 0,3 Hz et brusquement au temps 60
secondes et pour les 60 dernières secondes, il devient un signal contenant une faible
composante de 0,1 Hz et une forte composante de 0,3 Hz. B) La densité spectrale de
puissance pour l’analyse temps-fréquence du segment représenté en A.
Ce délai d’ajustement est une limitation importante pour notre étude. Comme le signal
artificiel utilisé se rapproche d’un signal composé d’un microéveil (à un instant précis il y a
augmentation brusque des basses fréquences). il est possible d’imaginer le même scénario.
-7-,
Ii
Ainsi, le temps de réaction de la technique pour suivre ce changement prendra environ
20 secondes (+1- 10 secondes autour du microéveil). Pour l’instant, il est donc impossible
de démontrer par l’utilisation de cette technique, avec ses paramètres par défaut, si les
changements du SNA observés par SPWV devancent le commencement du microéveil au
niveau de l’activité corticale.
Dans la littérature. Blasi et colL. présentent une étude sur la variabilité
cardiovasculaire en sommeil suite à un éveil quantifiée par analyse temps-fréquence par
méthode autorégressive. avec un algorithme des moindres carrés récursifs pour estimer les
coefficients du modèle autorégressif.51 Ils ont testé leur méthode en utilisant un signal
formé de deux composantes fréquentielles principales, 0,1 et 0,3 Hz, l’une faible et l’autre
forte, changeant brusquement d’amplitude à mi-segment. Tout comme notre démonstration
à la f igure 3.14. les résultats à partir de la méthode autorégressive se rapprochent de nos
résultats. Ainsi, l’algorithme des moindres carrés récursifs prend environ 20 secondes à se
stabiliser au départ. Toutefois, lors du changement brusque des fréquences du signal
artificiel, l’algorithme a été apte à détecter le changement brusque en Lf assez rapidement
(environ 1 seconde), tandis que le changement en HF fut repéré en environ 20 secondes.
Ainsi, il n’y a pas de méthode parfaite mais pour la suite de ce projet puisqu’un projet futur
pour cette étude serait d’examiner plus précisément si l’activation autonome précède
l’activation corticale, il faudrait améliorer notre technique de distribution SPWV afin d’être
en mesure de détecter des changements brusques de la fréquence (surtout au niveau des LF)
plus rapidement sans introduire trop de termes d’interférence, c’est le compromis qu’il
faudra analyser davantage dans le futur.
Pour ce faire, il serait bon tout d’abord de faire varier les paramètres d’entrée de la
méthode de distribution SPWV. soit la largeur de la fenêtre temporelle et fréquentielle, Lg
et Lh respectivement. Pour les premiers essais et la démonstration du projet clinique 2,
nous avons utilisé des fenêtres d’Hamming de largeur N/l0 pour la fenêtre temporelle et
N/4 pour la fenêtre fréquentielle où N est le nombre d’échantillons du segment à analyser.
Nous avons choisi ces paramètres puisqu’ils ne causaient pas de termes d’interférence que
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ce soit dans l’axe des fréquences ou du temps. Si nous désirons être plus précis au
niveau du changement de fréquence. nous pouvons utiliser une fenêtre temporelle plus
courte. nous pourrons ainsi obtenir une meilleure précision temporelle du changement
brusque de fréquence. Toutefois, il ne faut pas négliger l’envers de la médaille, en
diminuant la largeur de la fenêtre de lissage temporelle, nous allons introduire des termes
d’interférence. Ainsi, de la définition de la taille et de la forme de la fenêtre utilisée
dépendront les résultats obtenus dans te domaine de la résolution et de la validité des
mesures.
Il faudrait donc étudier les différentes avenues offertes par de nouveaux paramètres
et évaluer si la méthode est plus performante que d’autres méthodes pour traquer le
changement brusque plus précisément en basse fréquence puisque lors du microéveil il y a
davantage activation de l’activité sympathique. La méthode autorégressive par algorithme
des moindres carrés récursifs pourrait permettre une détection rapide (de l’ordre de la
seconde) au niveau des LF comme démontrée par Blasi et coli. Également, l’approche de
Fanalyse par ondelettes pourrait être une avenue intéressante. La théorie des ondelettes est
née au milieu des années quatre-vingts pour répondre aux problèmes de résolution temps-
fréquence des méthodes de type Fourier. En effet, nombre de signaux non-stationnaires
nécessitent une analyse dont la résolution fréquentielle (respectivement temporelle) varie
avec la localisation temporelle (respectivement fréquentielle). C’est pour permettre cette
flexibilité que la méthode des ondelettes, un concept d’analyse dite «multi-résolution» ou
«multi-échelle», a vue le jour. Ainsi, tout comme l’analyse temps-fréquence, l’analyse
temps-échelle a été développée pour répondre à un besoin de mise en évidence de
phénomènes très localisés en temps comme en fréquence. Le principal avantage de cette
approche est qu’elle permette une prise en compte fine de la régularité locale des signaux
car contrairement au spectrogramme, la résolution de la représentation temps-fréquence
obtenue par ondelette est dépendante de la fréquence et du temps La transformée en
ondelette offre des propriétés de zoom pennettant une localisation précise en temps et en
fréquence, ce qui pourrait en faire un outil idéal pour la détection de phénomènes associés à
des changements brusques de fréquences, comme un microéveil.
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Chapitre 4. Applications cliniques.
Les deux applications cliniques présentées permettent dans un premier temps
l’utilisation de l’interface HolSpec 2004 développée dans ce projet afin d’en démontrer les
principales caractéristiques et utilités pour la recherche. Également. ces deux applications
permettent un avancement majeur au niveau de la recherche sur la modulation autonome de
la fC en sommeil en plus de distinguer deux facteurs influençant le SNA. l’âge et le sexe.
Pour décrire globalement ces deux applications, la première étude clinique permet
d’étudier les effets des facteurs âge et sexe sur la modulation autonome cardiovasculaire en
sommeil explorée par analyse spectrale traditionnelle (FFT ou AR). La seconde étude
correspond pour l’instant à un projet pilote et permet d’étudier les effets de l’âge sur la
réponse autonome cardiovasculaire â une stimulation sympathique transitoire, le
microéveil. explorée par analyse spectrale temps-fréquence par la distribution Pseudo
Wigner-Ville lissée.
4.1 Étude clinique 1
Afin de réaliser cette première étude, quelques ajouts fonctionnels au logiciel
HolSpec 2004 ont été nécessaires. La fonctionnalité de visualisation EPR (ECG, pression
artérielle et respiration), afin d’afficher plusieurs signaux simultanément a due être
redéveloppée afin de permettre entre autre la visualisation du tachogramme et de la
respiration simultanément. Cette mise au point du mode d’ouverture EPR et le
développement de l’analyse spectrale croisée entre les segments du tachogramme et de la
respiration ont penTus d’exclure les cas où la fréquence de respiration se situait en basses
fréquences. Au niveau de l’affichage des signaux, plusieurs fonctionnalités dans le menu
d’HolSpec 2004 ont été ajoutées afin de penriettre à l’usager une meilleure visualisation
des signaux. Ainsi, des options pour modifier l’amplitude des signaux (pour ne pas que les
signaux se chevauchent dans la fenêtre d’affichage) et permettre le choix des signaux à
afficher et à analyser ont été ajoutées au menu « Signal » d’HolSpec 2004.
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Afin de faciliter le choix des segments à analyser, l’hypnogramme et les
événements transitoires au cours du sommeil ont été ajoutés dans la fenêtre affichant les
signaux et le segment analysé. L’ajout de certaines options, comme celle de choisir le
segment à analyser en inscrivant le temps du début du segment permet une meilleure
latitude à l’usager (la première version HolSpec offrait seulement la possibilité de cliquer
sur le signal ou d’encadrer une partie du signal).
L’ajout de l’option d’affichage de l’analyse spectrale autorégressive permet à
l’usager d’obtenir une confirmation visuelle, des résultats obtenus par la méthode de FFT,
puisque les courbes des densités spectrales de puissance obtenues par les méthodes AR et
FFT sont représentées sur la même figure.
Également, des ajouts au niveau de l’affichage des signaux, comme l’information de
la qualité du signal (QUS) et les échantillons interpolés représentés par des points rouges
sur le tracé, offrent à l’usager des guides lors de la sélection des segments à analyser.
Plusieurs autres ajouts et modifications ont permis de rendre plus facile et efficace
l’utilisation de cette interface pour cette première étude, comme la modification de certains
menus et de certaines fenêtres du logiciel. Un menu « save » rend maintenant possible la
sauvegarde des analyses en continue, c’est-à-dire que les résultats de l’analyse spectrale de
plusieurs segments seront cumulés dans un seul fichier pouvant être par la suite facilement
exporté dans logiciel tableur comme Excel.
L’originalité de cette première étude ne provient pas de la méthodologie utilisée
puisque c’est l’analyse spectrale standard (FFT) qui est appliquée et le développement de
cette méthode était présent dans la première version de ce logiciel. Toutefois, il est
important de noter que la nouvelle version contribue grandement à rendre plus conviviale et
facile l’utilisation du logiciel et donc, favorise son utilisation en recherche.
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4.1.1 Justification des analyses statistiques
Comme cette première étude est présentée sous forme d’article, voici la justification
des analyses statistiques choisies.
Comme notre intérêt du point de vue statistique est de comparer des moyennes.
nous avons fait au départ un plan des différents tests recherchés pour notre étude et indiqué
le nombre d’échantillons par test car cest le nombre d’échantillons à comparer qui permet
de distinguer plusieurs méthodes statistiques paramétriques.
Tout d’abord comme nous voulions comparer les moyennes des deux groupes d’âge
et de sexe pour les deux stades de sommeil séparément, nous avons procédé à des tests de
T-Student. Ce test paramétrique repose sur des comparaisons de moyennes (2 au
maximum). Si la différence observée est plus du double de son erreur d’estimation, on
conclura que la différence est significative, sinon on conclura que la différence est
compatible avec le hasard. Les conditions d’utilisation du test de Student sont tout d’abord
que la distribution suit la loi normale et qu’il soit question de comparer deux échantillons
(indépendants ou appariés). Pour notre part, ces échantillons sont indépendants.
Par la suite, afin de comparer pour les 2 stades de sommeil, les variables autonomes
entre les 4 groupes de sujets (femmes jeunes, femmes âgées, hommes jeunes et hommes
âgés), nous avons réalisé des analyses de variance (ANOVA à un facteur). Les ANOVA
généralisent le test t de Student aux cas où il y a plus de 2 moyennes à comparer. Lorsque
l’on effectue plusieurs comparaisons non indépendantes, l’erreur de type I augmente (la
probabilité de rejeter HO à tort, c’est à dire le risque que u. soit en réalité plus importante
que le 5% que l’on fixe ordinairement). L’ANOVA permet de contourner ce problème en
faisant un test global. Elle consiste à comparer deux sources de variance la variance entre
les groupes et la variance résiduelle au sein des groupes. Si la variance entre les groupes
n’est pas plus grande que la variance des observations au sein des groupes, les différences
observées ne sont que le reflet des aléas liés à l’échantillonnage. Il n’y a donc pas de
différence réelle entre les moyennes des populations. L’ANOVA suppose, tout comme le
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test t de Student, des conditions de validité : la normalité des échantillons (distribution
suit une loi normale) et les observations doivent être indépendantes. Suite à ce test, nous
avons effectué des tests de Tukey HSD pour permettre des comparaisons multiples post
hoc, aussi appelé « honestly significant difference ».
Comme notre intérêt était également d’étudier ces groupes et leur interaction lors du
changement de stade de sommeil ÇNREM vers REM). nous avons donc effectué des
analyses ANOVA pour mesures répétées (NREM et REM) à deux facteurs indépendants
(âge et sexe).
4.1.2 Article
Voici, écrit sous forme darticle la description complète de cette étude clinique
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Résumé
L’âge et le sexe sont connus pour affecter le sommeil et la modulation autonome
cardiovasculaire. Le but de cette étude était d’évaluer l’effet de l’âge et du sexe et leur
interaction sur la régulation autonome cardiaque durant le sommeil NREM et REM pour
des individus en bonne santé. Nous avons étudié deux groupes de 16 sujets. chacun
incluant $ femmes et $ hommes, dont Fâge se situait dans la plage de 20 à 30 ans et 50 à 60
ans respectivement. Les femmes des deux groupes d’âge suivaient un traitement hormonal
sous oestrogène et progestérone. Pour tous les participants, une nuit «enregistrement
polysomnographique standard fut acquise. Des paramètres de la variabilité R-R dans le
domaine temporel et fréquentiel ont été obtenus en choisissant des segments de cinq
minutes durant le sommeil, en 2 NREM et en REM. Ces segments devaient être stables
(aucune arythmie, modèle de respiration stable, loin des changements de stade de sommeil
et sans microéveil). L’intervalle R-R moyen, l’écart type de l’intervalle R-R (sdRR). les
basses fréquences (Lf) et hautes fréquences (HF) normalisées (LFnu et Hfnu) et le rapport
des puissances Lf/HF ont été calculés et moyennés pour les deux stades de sommeil
étudiés. Les sujets âgés ont montré un sdRR inférieur, une composante Lfnu et un rapport
LF/HF relativement plus élevés pendant le sommeil NREM et REM. comparativement aux
jeunes. Également. les sujets âgés ont montré une plus grande augmentation du ratio
Lf/HF lors du REM que les sujets jeunes (interaction état par âge pO.O5). Les femmes
(de tous les âges) ont obtenu un R-R moyen et un sdRR plus faibles que les hommes durant
le sommeil (p<O.O5 pour les deux). Également. les femmes ont montré une légère
prédominance de la composante HFnu (p=NS) pendant le sommeil NREM et une
augmentation plus marquée de la composante LFnu et du ratio LF/Hf lors du sommeil
REM comparativement aux hommes (interaction état par sexe p<O.OS). Nous n’avons pas
observé d’interaction sexe par âge par état de sommeil. L’âge et le sexe sont impliqués
dans la réponse autonome reliée au sommeil. Le vieillissement et le sexe féminin sont deux
facteurs associés à une réponse sympathique accentuée lors du REM. Nos données
suggèrent donc que des femmes plus âgées pourraient posséder un risque cardiaque p]us
élevé relié au sommeil.
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1. introduction
Le système nerveux autonome (SNA) joue un rôle primordial dans la régulation du
système cardiovasculaire tant au repos quen réponse à différents stimuli. Cette modulation
autonome peut varier dans différentes conditions physiologiques, telles que le
vieillissement, ainsi que dans différentes conditions pathologiques qui affectent le système
cardiovasculaire (par exemple l’hypertension ou suite à un infarctus) ou le système
autonome (par exemple le diabète). Plusieurs études ont montré qu’une altération de la
fonction autonome et, plus spécifiquement une augmentation de l’influence sympathique,
peut jouer un rôle dans le déclenchement et progression de la maladie cardiovasculaire.”2
L’analyse spectrale de la variabilité de l’intervalle R-R (HRV heart rate
variability’) est une mesure quantitative permettant d’évaluer le fonctionnement des
systèmes de commandes autonomes cardiovasculaires à court et long tenue et de façon non
invasive.25 Sur des segments de courte durée (2 à 5 minutes), cette analyse a révélé trois
composantes distinctes du spectre de fréquences allant de O à 0.4 Hz pour l’homme : Très
basse fréquence (‘Very Low Frequency’ - VLF, sous 0.04 Hz). Basse fréquence (Low
Frequency’ - LF, autour de 0.10 Hz entre 0.04-0.15 Hz) et Haute Fréquence (High
Frequency’- HF. autour de 0,25 Hz entre 0.15-0.4 Hz). Les composantes LF et HF sont les
composantes les plus étudiées et d’intérêt majeur en ce qui concerne l’influence autonome
sympathique et parasympathique. Les basses fréquences sont sensibles à des stimulations
sympathiques (exercice léger, stress mental, changement de posture). Les hautes
fréquences reflètent l’influence de la respiration sur le noeud sinusal, par la médiation de
l’activité efférente parasympathique.
La modulation autonome de la variabilité R-R varie par rapport au cycle veille
sommeil, ainsi qtl’en association aux stades du sommeil. Comparativement à l’éveil,
l’intervalle R-R moyen et sa variabilité sont plus élevés durant le sommeil. 2.6.7 Dans les
différents stades de sommeil, les composantes LF de la variabilité de l’intervalle R-R
diminuent durant le sommeil lent (‘NREM: non rapid eye movement’), pour augmenter au
cours du sommeil paradoxal (REM t rapid eye movement’).’68 Ces évidences supportent
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le fait que l’activité parasympathique est prédominante au cours du sommeil lent pour
changer au cours du sommeil paradoxal vers une prédominance de l’activité sympathique.2
L’âge et le sexe affectent tous deux la régulation autonome cardiovasculaire. L’âge
est associé à des changements complexes et diversifiés de la structure et des fonctions
cardiovasculaires. Avec l’âge, le coeur devient légèrement hypertrophique et hypersensible
aux stimuli sympathiques.9 Des changements sont aussi observés au niveau du SNA et du
sommeil. Les études sur la HRV à long terme (24 heures) ont permis de démontrer que
l’âge a comme effet de réduire la variabilité cardiaque globale tant en éveil’0 qu’en
sommeil.” 12 En effet, des résultats significatifs ont démontré une diminution continue et
linéaire avec l’âge des puissances spectrales Lf et Hf.’3 Des études réalisées sur des
hommes en bonne santé provenant d’une grande plage d’âge (jeunes enfants à personnes
âgés de plus de cent ans) ont démontré, par analyse spectrale de la variabilité R-R, que les
jeunes adultes de moins de 40 ans ont une composante HF plus importante que les autres
groupes d’âge)4 Également, les sujets âgés de 50 ans et plus ont démontré une
prédominance de l’activité sympathique sur un fond d’activité parasympathique faible.’5
Au niveau de la structure du sommeil, l’âge supprime de manière marquée le
sommeil profond qui est composé des stades 3 et 4 du sommeil lent.’6”7 Les effets de l’âge
sur le patron de l’intervalle R-R et sa variabilité au cours du sommeil sont moins bien
définis. Brandenberger et al ont récemment démontré que l’activité sympathique est plus
élevée et l’activité vagale plus basse pour des sujets âgés comparativement aux sujets
jeunes.’8 Toutefois, dans cette étude, la majorité des sujets âgés présentaient un trouble
respiratoire relié au sommeil avec une apnée de type centrale, ce qui pouvait influencer le
patron autonome observé.
Il y a une évidence croissante que le sexe peut aussi avoir des effets sur la fonction
autonome cardiovasculaire. 19.20, 21 Il est recomrn que les femmes au repos ont un intervalle
R-R moyen plus court que les hommes 19, 20 qui est dû à un effet des horniones sur des
propriétés intrinsèques du noeud sinusal.21 D’ailleurs, la majorité des études sur la relation
du sexe et de la variabilité cardiaque ont montré que les femmes ont un ratio LF/HF plus
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faible que les hommes au repos au cours de l’éveil suggérant une prédominance de
l’activité parasympathique chez la femme comparée à l’homme.’ 1.22.23 Quelques études en
sommeil ont également démontré cette différence du ratio au niveau du sexe, toutefois ces
études considéraient le sommeil en entier sans effectuer une différenciation au niveau des
stades du sommeil. 22.24 Les effets reliés au sexe sur les changements de la HRV au cours
des différents stades de sommeil demeurent presque inexplorés. Une seule étude a rapporté
que les femmes jeunes ont une fréquence cardiaque plus élevée comparativement à des
hommes dâge appareillé au cours du REM.2’ À notre connaissance. il n’y a pas d’études
qui ont examiné l’effet du sexe au niveau des stades du sommeil sur les paramètres
spectraux de la variabilité R-R.
Cette étude a été conçue pour évaluer le statut autonome cardiovasculaire par
analyse spectrale de puissance à court terme de la HRV pour des sujets en bonne santé,
hommes et femmes, de groupe d’âge jeune et âgé. Cette étude a été conduite afin de
répondre à deux objectifs principaux. Premièrement. étudier l’effet de l’âge sur des
paramètres d’analyse spectrale au cours du sommeil pour des sujets jeunes et des sujets
âgés balancés par sexe, c’est-à-dire, avec un nombre égal de femmes et d’hommes pour
chaque groupe d’âge. Cette première étape a pour but de confirmer les théories existantes
dans la littérature sur la relation de l’âge avec la HRV en sommeil. Le deuxième objectif
est d’étudier l’effet du sexe ainsi que l’interaction du sexe avec l’âge sur les mêmes
paramètres de la variabilité de F intervalle R-R au cours du sommeil NREM et REM.
2. Méthode
2.]. Sélection des su/ets
L’étude a comporté 2 groupes de sujets sains, sélectionnés sur la base de deux
plages d’âge, spécifiquement entre 20-30 ans (8 femmes et $ hommes. 24.9 + 3,3 ans) et
entre 50-60 ans (8 femmes et $ hommes, 54 + 3,5 ans). Tous les sujets furent sélectionnés à
partir de la banque de sujets contrôles du laboratoire du sommeil de l’Hôpital du Sacré-
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Coeur de Montréal. Tous les sujets étaient en bonne santé et sans plaintes ni troubles
documentés au niveau du sommeil. Aucun des sujets n’était sous médication pouvant
influencer l’architecture du sommeil et les fonctions cardiovasculaires. Puisque l’objectif
principal de l’étude était d’évaluer l’effet de l’âge dans des groupes balancés par sexe, nous
avons décidé de réduire les différents effets de fluctuations des hormones féminines dans le
cycle menstruel et leur réduction dans la ménopause, en choisissant des jeunes femmes
sous anovulant et des femmes âgées sous traitement d’hormones de remplacement avec
oestrogène et progestérone.
2.2. Enregistrement poÏysomnographique
Pour tous les participants, une nuit d’enregistrement polysomnographique standard
fut acquise par le système d’acquisition Harmonie (Stellate Inc. Montréal, Québec). Les
signaux polysomnographiques enregistrés incluaient: deux dérivations de
l’électroencéphalogramme (EEG) (C3-A2, 02/A1), l’électromyogramme du menton et des
jambes (EMG), l’électrooculogramme (EOG), la respiration mesurée par sangle thoracique,
la saturation en oxygène et l’électrocardiogramme (ECG). Les signaux ont été numérisés à
une fréquence d’échantillonnage de 12$, 256 ou 512 échantillons/seconde. Seulement les
enregistrements de bonne qualité et libre d’arythmies fréquentes sur le signal de l’ECG ont
été sélectionnés pour cette étude.
2.3. Paramètres du sommeil
Les stades du sommeil ont été visuellement marqués sur des intervalles de 20
secondes, selon les critères standardisés de Rechtschaffen et Kales.25 Les micro-éveils et
les événements respiratoires durant le sommeil ont été marqués selon les recommandations
et critères de l’ASDA.26 Seulement les sujets ayant un index d’apnée inférieur à 5
événements par heure et une efficacité du sommeil (c.a.d. le pourcentage du ratio du temps
dormi sur le temps passé au lit après l’endormissement) supérieure à 85% ont été admis
dans l’étude. Plusieurs variables polysomnographiques ont été inclues dans l’analyse, la
latence au sommeil, le pourcentage de chaque stade de sommeil, l’index de micro-éveil
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(nombre de micro-éveil par heure de sommeil), l’index d’apnée/hypoapnée (nombre
d’apnée et d’hypoapnée par heure de sommeil) et l’index des mouvements de jambes
périodiques (nombre de mouvements de jambes par heure de sommeil).
2.4. Analyse des données
Les signaux d’intérêts. ECG et respiration, ont été extraits et le signal de l’ECG a
été validé afin d’identifier et d’exclure les arythmies et artéfacts et remplacer ces
événements rejetés par des valeurs interpolées. Ensuite, les séries chronologiques de
l’ECG et de la respiration ont été définies et importées dans le logiciel d’analyse spectrale.
L’analyse spectrale a été effectuée par l’algoritlurie de la transformée de Fourier rapide
(FF1) utilisant une fenêtre d’Hairning, sur des segments consécutifs de 256 secondes de
l’intervalle R-R préalablement rééchantillonnés à la seconde et soustraits de sa tendance
linéaire. Pour chaque analyse, l’analyse de cohérence entre le segment de l’intervalle R-R
et de la respiration a été effectuée afin d’exclure les segments dont la fréquence principale
de la respiration se retrouve dans les basses fréquences.
Les segments ont été sélectionnés lors du stade 2 NREM et REM au cours du
sommeil et devaient être stationnaires et libres «événements transitoires comme un micro-
éveil, un mouvement de jambe ou un épisode d’apnée. Le maximum de segment lors de ces
stades précisa été sélectionné pour chaque sujet entre 11:00 PM-7:00 AM (voir Table 1).
Pour le stade 2 NREM, la moyenne des segments pour tous les sujets est de 28+10
segments avec un minimum de 11 segments, un maximum de 47 segments et la plage
représentant la plus grande fréquence de segments étant 30-34 segments. En sommeil
REM, les segments sélectionnés pour chaque sujet sont moins nombreux. En moyenne
pour tous les sujets, 7+4 segments ont été sélectionnés avec un minimum de 2 segments, un
maximum de 14 segments et la plage représentant la plus grande fréquence de segments
étant de 4-7 segments. À noter que pour cet état de vigilance, deux sujets. un homme âgé
et une femme jeune n’ont pu fournir de segments stables en REM.
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Les séquences d’intervalles R-R ont été analysées par analyse spectrale et les
résultats pour les deux états de sommeil étudiés ont été moyennés pour chaque sujet. Les
puissances dans les bandes de fréquences VLF (O-0,04 Hz), LF (0,04-0,15 Hz) et HF (0,15-
0,4 Hz) ont été calculées par intégration de la densité spectrale de puissance des bandes de
fréquences respectives. En tenant compte des recommandations des divers documents
portant sur les standards d’analyse de la HRV ‘ 27-29, ces puissances ont été quantifiées
suivant deux méthodes, la puissance absolue (ms2) et la puissance normalisée (nu). La
normalisation permet de décrire la balance sympathovagale en minimisant l’effet de la
puissance totale. La normalisation se calcule sans prendre en considération le poids des
VLF.
LF ou Hf(msjLF ouHF norm (nu)= xlOO (1)
total power(rnsj — VLF(msj
Le ratio des puissances LF/HF ainsi que la puissance totale (PT; ms2) furent également
considérés dans l’étude.
2.5. Analyse Statistique
Des tests de T-student non pairés pour des groupes indépendants ont été effectués
afin d’évaluer les différences possibles reliées à l’âge et au sexe au niveau des variables du
sommeil ainsi que les variables autonomes lors du sommeil NREM et REM. Des analyses
de variance à une variable (one way ANOVA) ont été effectuées pour comparer sommeil et
variables autonomes entre les 4 groupes de sujets (femmes jeunes, femmes âgées, hommes
jeunes et hommes âgés) suivies par des tests de Tukey HSD (pour comparaison multiple
post-hoc). Des analyses de variance à 2 facteurs indépendants (âge et sexe) et une mesure
répétée (NREM et REM) ont été effectuées afin de comparer les effets d’âge et de sexe et
leur interaction sur les changements des mesures autonomes entre stade 2 NREM et en
REM. Une analyse de décomposition des effets a été effectuée en présence d’interaction.
Pour tous ces tests statistiques, les différences ont été considérées significatives lorsque
p0,05.
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Table 1 Nombre de segments sélectionnés par sujet pour les deux états de sommeil
étudiés
Groupe Sujets NREM REM
1 30 5
2 13 3
3 30 2
4 37 11
Homme age 24 5
6 21 6
7 11 6
8 14 --
1 15 4
2 31 11
3 32 4
4 31 6Femme agee 5 14 8
6 30 5
7 38 11
8 38 5
1 22 9
2 40 11
3 27 7
4 33 7Homme jeune 5 32 9
6 46 11
7 21 6
8 47 11
I 20 6
2 20 6
3 24 4
4 40 6Femme jeune 5 ii 10
6 1$ 12
7 25 14
8 32 --
8$
3. Résultats
Les résultats sont présentés en trois parties distinctes. Tout d’abord, les résultats au
niveau de l’effet de l’âge. sur les paramètres d’analyse spectrale au cours du sommeil et
ensuite, sur la réponse autonome observée lors des différents stades de sommeil. La
deuxième partie est identique à la première sauf qu’il sera question cette fois d’exposer les
résultats de l’effet du sexe sur le sommeil. Finalement, la troisième section présentera
l’interaction du sexe avec l’âge sur les paramètres de la variabilité de l’intervalle R-R au
cours du sommeil NREM-REM.
3.]. Effètsdel’dge
3.1.]. Effets de Ï ge sur le sommeil
Les caractéristiques du sommeil sont résumées à la
Table 2. Les paramètres du sommeil documentés dans notre étude pour des sujets âgés et
jeunes reflètent les mêmes caractéristiques obtenues dans des études précédentes. 16, 17, 30
Pour les sujets âgés. nous observons une diminution de l’efficacité du sommeil (p< 0,001),
une augmentation du temps d’éveil après l’endormissement (p<0,Ol) et une augmentation
de l’index de micro-éveil (p<O.O1). La durée du stade 2 et du sommeil REM n’est pas
différente entre les sujets âgés et jeunes. La proportion du sommeil lent profond (SLP =
stades 3 et 4) a grandement diminuée pour les sujets âgés (p< 0.01).
La Figure 1 illustre un patron spectral temps-fréquence. calculé par FFT, de la
variabilité de l’intervalle R-R au cours du sommeil (pour toute la nuit, sans tenir compte
des stades de sommeil) pour une femme âgée et une femme jeune. La puissance totale pour
le sujet âgé est significativement plus faible que pour le sujet jeune, ce qui reflète une
diminution marquée de la variabilité de l’intervalle R-R avec l’âge. De plus, le sujet âgé
présente des composantes en basse fréquence dominantes au cours du sommeil et une
presque disparition des composantes en haute fréquence. qui par contre sont bien
importantes chez le sujet jeune.
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La Table 3 présente les mesures de variabilité de l’intervalle R-R lors du stade 2
NREM et REM dans les deux groupes d’âge (T-test). En stade 2 NREM, bien qu’il n’y ait
pas de différence significative au niveau du R-R moyen entre les groupes de sujets jeunes
et âgés, le phénomène de vieillissement cause une forte réduction de l’écart type (p<O,00l),
de la puissance totale (p<O.00I), et du pNN5O (p<O,000l), une variable étudiée dans le
domaine temporel s’identifiant à la variabilité des hautes fréquences. Les patrons spectraux
de la variabilité de la fréquence cardiaque diffèrent aussi significativement selon les
groupes d’âge.
Au niveau des composantes spectrales, les sujets âgés présentent au cours du
sommeil en stade 2 NREM des valeurs constamment plus basses des composantes en LF et
HF absolues, reflétant une plus basse variabilité totale de l’intervalle R-R. Toutefois, les
sujets âgés, comparativement aux sujets jeunes présentent des valeurs plus élevées des
composantes LF normalisées (p<O,OO1) et des valeurs plus basses des composantes HF
normalisées (p<O,000l). Également, le ratio de puissance LF/Hf est significativement
plus élevé pour les sujets âgés (p<O,OO1) indiquant une activité sympathique plus
importante avec l’âge en NREM.
Au niveau du sommeil REM. il y a consistance de toutes ces différences entre les
deux groupes d’âge. Ainsi, il n’y a pas de différence significative au niveau de l’intervalle
R-R moyen; toutefois, la variabilité de l’intervalle R-R et le pNN5O s’avèrent
significativement plus bas pour les sujets âgés comparativement aux jeunes (p<O,00001).
Au niveau des paramètres spectraux, l’âge cause une diminution très significative de toutes
les bandes de puissances absolues, VLF (p<O,OOY), LF (p<O,0001) et HF (p<O,OO1) et de la
puissance totale (p<O,OO1), reflétant la réduction de la variabilité totale. Pour ce qui est des
puissances normalisées, les sujets âgés montrent en sommeil REM des LF normalisées plus
élevées (p <0,001) et des HF normalisées plus basses (p <0,0001), comparés aux sujets
jeunes. Ainsi, le ratio des puissances LF/HF présente aussi pour les sujets âgés des valeurs
supérieures par rapport aux jeunes (p <0,001).
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3.1.2. Effets de 1 ‘ôge sur les changements de la variabilité de l’intervalle R-R entre
Stade 2 NREM et le sommeil REM
Le sommeil REM est souvent associé à un état actif et s’associe à une
augmentation de l’activité sympathique et à une diminution de l’influence parasympathique
sur le noeud sinusal, par rapport au stade 2 NREM. L’objectif de cette section est de
vérifier si cette différence de la modulation autonome entre NREM-REM demeure
inchangée, s’atténue ou encore s’accentue avec l’âge. Les résultats des analyses par 2x2
ANOVA (2 groupes d’âge comme facteur indépendant et NREM—REM comme mesures
répétées) sont représentés à la Figure 2.
Pour les deux groupes, l’intervalle R-R moyen diminue en passant du NREM au
REM (effet d’état; p<O,000001) mais cette diminution est plus accentuée pour les sujets
jeunes (effet âge par état; p<O,O5) (Figure 2a). L’écart type et la puissance totale
augmentent pour les deux groupes (effet d’état; p<O,000001 et p<O,OO1) mais plus
significativement pour les sujets jeunes (effet âge par état; p<O,O5) (Figure 2 b et e). Le
ratio LF/HF augmente du NREM au REM tant pour les sujets jeunes que les sujets âgés
(effet d’état; p<O,000Ï). Toutefois, l’augmentation est plus marquée pour les sujets âgés
que les sujets jeunes (effet âge par état; pO,O5$) (Figure 2d) suggérant une augmentation
de l’activité sympathique lors du REM plus importante pour les sujets âgés.
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3.2. Effets du sexe
3.2.1. Effets du sexe sur le sommeil
La Table 4 présente les caractéristiques polysomnographiques pour les quatre
groupes de sujets, divisés par âge et par sexe. Ces caractéristiques pour les quatre groupes
de sujets tendent à refléter les caractéristiques obtenues à la Table 2 lorsqu’il était question
seulement des deux groupes d’âge. Grâce à des analyses de Tukey HSD pour permettre
des comparaisons multiples post-hoc, aussi appelé «honestly significant difference lors de
signification de l’analyse de variance, des différences significatives reliées au sexe et à
l’âge ont été trouvées entre les quatre groupes. Le temps d’éveil après l’endormissement
augmente et est différent pour les sujets âgés hommes et femmes sans toutefois démontrer
une différence significative. Par contre, il existe une tendance pour le temps d’éveil après
l’endormissement entre les hommes âgés et les sujets jeunes (p 0.08). Le temps en stade
1 NREM augmente pour les sujets âgés hommes et femmes et la différence entre les
groupes de sujets est significative pour le groupe d’homme âgé et de femme jeune
(p<O,05). La durée du stade 2 NREM et du sommeil REM ne présente pas de différence
significative pour les quatre groupes. La proportion du sommeil lent (SPL; stades 3 et 4)
diminue uniquement pour le groupe d’homme âgé. Une différence significative est obtenue
pour le groupe d’hommes âgés et le groupe de femmes jeunes (p<O,O5). Les femmes âgées
ont tendance à maintenir le stade du sommeil lent profond plus longtemps que les hommes
âgés comme observés par Carskadon.31
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Table 4 Caractéristiques du sommeil pour les quatre groupes (moyenne + écart type)
Groupe I Groupe 2 Groupe 3 Groupe 4 p
Homme âgé Homme jeune Femme âgée Femme jeune
n=8 n8 — 11=8 n=8 —_____________
55,1+4 25,6+3,7 52,9+2,6 24,3 ± 2,9
sommeil 10,1+6,5 14,6+9,9 9,5+9,2 18,2±14,5
88,9±7,4 94,4±3,8 90,4±5,4 95,3+3,2 NS
73,6±19,2 90,2±7,3 84,3±9,7 90,0+5,3 p<O,05
50,9±33,4 22,8±11,6 43+22,3 22,5+13,6 p<0,O5
10,4+5,5 6,6±1,8 9,8±3,5 4,8+2,3 p<O,OS
69,4+7 64,5±4,7 64,4±6 63,3±5,7 NS
1,1+0,8 6+4,4 5,5±6,1 10,6±5,3 P<0,05
19,6+8,5 22,9+5,8 20,2±3,2 2 1,2+3,5 NS
11+5,2 4.8+2,5 111+4,4 8+3,3 p<O,OS
Âge (ans)
Latence
(minutes)
Efficacité du sommeil %
Efficacité REM %
Temps d’éveil (minutes)
Stade I %
Stade 2 %
SLP %
REM %
Index microéveil
(nombre /heure)
Efficacité du sommeil = sommeil total divisé par le temps passé au lit après l’endormissement
REM, « rapid eye movernent »
SLP, « sommeil lent profond »
NS, non significatif
au
p< 0,001
NS
3.2.2. Effets du sexe sur les changements de la variabilité de Ï ‘intervalle R-R entre Stade
2 NREM et te sommeil REM
La Table 5 présente les résultats des analyses par 2x2 ANOVA (2 groupes de sexe
différents, femme et homme, comme facteurs indépendants et NREM—REM comme
mesures répétées) de la comparaison des indices de la variabilité de l’intervalle R-R en
stade 2 NREM et en REM pour des groupes de sujets hommes (40,4+15,7 ans) et des sujets
femmes (38,6+15 ans). L’objectif de cette section est de vérifier si la modulation
autonome entre NREM-REM est similaire ou différente entre les deux sexes.
Au cours du sommeil (soit NREM et REM) l’intervalle R-R moyen est
globalement plus court chez les femmes (effets du sexe p<O,Ol) et la variabilité de
l’intervalle R-R y est également plus faible (effets du sexe p<O,O5), comparés aux hommes.
Il n’y a pas de différence significative remarquée pour la variable temporelle pM’J50 entre
femmes et hommes. Au niveau des paramètres spectraux, nous n’avons pas observé de
différence significative entre les femmes et les hommes pour ce qui est des composantes
Lf et HF normalisées ainsi que le ratio LF/HF dans les différents stades de sommeil.
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Table 5. Indices de la variabilité de l’intervalle R-R en stade 2 NREM et en REM pour les groupes
d’hommes et de femmes (moyenne ± écart type) et effets entre les variables indépendantes (2 groupes de
sexes) et les facteurs d’état (stade sommeil NREM et REM).
Variables Sexe Stade 2 NREM Sommeil REM Effets
autonomes
________________ ________________
___________________
Homme 1075,18±146,23 1037,34±125,21 Sexe: p<O,Ol
R-R Moyen Etat : p<O,0000I
Femme 944,79+76,67 905,86±73,14 État*sexe :
Homme 48,32+16,00 57,36±19,38 Sexe : p<O,05
Ecart type Etat: p<O,0000I
Femme 35,04+13,59 45,72+15,67 État*sexe : p0,62
Homme 18,14+14,40 15,08±14,10 Sexe p=0,13
pNN50 Etat: p<O,OS
Femme 10,45+15,25 7,76±9,25 État*sexe: p=o,ss
Puissance Homiiie 928,36±635,45 1107,96±763,50 :Etat: p<O,OOI
totale Femme 49 1,08+403,32 695,95+509.22 État*sexe : p=o,8i
Homme 54,50±13 78 63,01±13,29 Sexe : p0’S7
LF normalisé Etat: p<O,000001
Femme 51,65+12,12 70,77+10,81 État*sexe : p<O,OI
Homme 43,06±13 63 34,70+13,13 Sexe :
HF normalisé
____________ __ __ ______ ___ ______
Etat: p<O,00000I
Femme 46,12±11,56 27.47+10.23 État*sexe: p<o,oi
Homme 1,88± 1,32 2,69+2,05 Sexe : pO,68
LF/HF
___ _ __ _ _ ___
Etat : p<O,0000I
Femme 1,48±0,88 3,50+1,59 État*sexe : p<O,Os
L’analyse de comparaison des changements entre les stades NREM et REM, dans
les deux groupes de sexes différents, a fourni les résultats suivants. L’intervalle R-R
moyen diminue significativement (effet d’état; p<O,00001), la variabilité totale de
l’intervalle R-R augmente significativement (effet d’état; p<O,00001), la variable
temporelle pNN5O diminue de manière significative (effet d’état; p<O,O5) et la puissance
totale augmente également significativement (effet d’état; p<O,OO1). Toutefois, tous ces
changements demeurent similaires pour les deux groupes de sexe (effet d’état par sexe non
significatif; NS). Par contre, au niveau des paramètres spectraux, lors du changement
NREM-REM. les composantes LF augmentent et les composantes HF diminuent
significativement tant pour les hommes que les femmes (effet d’état; p<O,00001).
D’ailleurs, les changements observés lors du passage NREM-REM sont accentués pour les
femmes (effet d’état par sexe; p<O,Ol). Le ratio des puissances LF/HF augmente aussi lors
du changement en REM pour les deux groupes de sexe (effet d’état; p<O,0001) et cette
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augmentation du ratio lors du REM est plus marquée pour les femmes (effet d’état par
sexe; p<O.O5).
3.3. Interaction âge et sexe au niveau de la variabilité de / ‘intervalle R—R durant le
sommeil NREM et REM
Dans les sections précédentes, nous avons présenté les résultats voulant que le sexe
et l’âge, indépendamment l’un de l’autre, influencent la modulation autonome en réponse
au changement de stade de sommeil NREM-REM. Dans la présente section, il sera
question des résultats pour répondre à l’interrogation suivante : le sexe et l’âge peuvent-ils
interagir dans la dynamique des changements autonomes observés au niveau de la
variabilité de l’intervalle R-R au cours des stades NREM-REM?
L’analyse de la variance avec les deux groupes de sexe (femme et homme) et les
deux groupes d’âge (jeune et âgé) comme facteurs indépendants et les stades de sommeil
(stade 2 NREM et REM) comme mesures répétées (effet de l’état) a permis «analyser
Finteraction des effets d’âge et de sexe sur la dynamique des mesures de la variabilité de
l’intervalle R-R entre sommeil NREM et REM. À noter que les figures utilisées présentent
les quatre groupes afin de visualiser et de cibler plus facilement les effets du sexe et de
l’âge. observés dans les précédentes sections, et l’interaction possible de l’âge et du sexe
lors des changements autonomes au cours des stades NREM-REM.
Tout d’abord, au niveau de l’intervalle R-R moyen, les 4 groupes de sexe et d’âge
différents, présentent des patrons similaires de la diminution de l’intervalle R-R moyen lors
du stade REM par rapport au NREM (effet d’état*sexe*âge; p 0,42 NS). La Figure 3 a)
présente bien la notion de l’intervalle R-R moyen plus court pour les femmes âgées et
jeunes comparativement aux hommes en sommeil, incluant les deux stades étudiés. De
façon globale, la variabilité totale (puissance totale) est plus importante pour les sujets
jeunes comparativement aux sujets âgés (effet d’âge: p<O,000l) et pour les hommes
comparativement aux femmes (effet du sexe: p<O,O5). Lors du changement d’état de
sommeil NREM-REM, la puissance totale augmente similairement pour les quatre groupes.
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les patrons de la puissance totale des quatre groupes lors du changement en sommeil
REM ne permettent pas d’obtenir un effet significatif d’état par sexe et par âge (Figure 3
b). Lors du changement en REM, il y a une augmentation et une diminution significatives
des composantes normalisées LF et HF respectivement pour les deux groupes de sexe.
(Figure 3 c et d). Plus spécifiquement, les femmes, ont une réponse plus accentuée lors du
changement en REM comparativement aux hommes pour ces paramètres (effet du sexe;
p<O,Ol). Toutefois, en comparant les quatre groupes, soit l’âge et le sexe et l’état, aticune
interaction de l’effet de l’état par sexe et par âge n’est significative (Figure 3 c et d).
Finalement la Figure 3 e) présente l’augmentation significative du ratio des puissances
LF/HF en réponse au changement en stade REM par rapport au NREM. Cette réponse est
plus marquée pour les femmes comparativement aux hommes (effet de sexe par état
significatif; p<O,O5) ce qui suggère que les femmes répondent davantage aux stimulations
sympathiques en REM. Toutefois, l’analyse de la réponse autonome du ratio LF/HF lors
du changement en stade REM pour les quatre groupes ne permet pas d’obtenir une
interaction significative au niveau de l’effet de l’âge et du sexe par état (p = 0,5 NS),
suggérant que la réponse accentuée aux stimulations sympathiques pour les femmes lors du
REM ne varie pas avec l’âge; ainsi l’effet observé du sexe perdure avec l’âge.
La Figure 4 présente les patrons spectraux de 4 sujets représentatifs des 4 groupes
de sujets au cours du sommeil stade 2 NREM et en sommeil REM. Les sujets âgés, femme
et homme, ont une réponse en LF accentuée lors du REM comparativement aux jeunes ce
qui implique également un ratio des puissances LF/HF plus élevés pour les sujets âgés. Au
niveau du sexe, les fenwies, jeune et âgée, ont une réponse plus marquée en LF lors du
REM comparativement aux hommes jeune et âgé respectivement.
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4. Discussion
Les principaux résultats de cette recherche se résument à:
Premièrement, nous avons remarqué, en accord avec de précédentes études, 16, 17, 30,
32 des modifications de la qualité de sommeil survenant avec l’âge. Notamment, une
diminution de l’efficacité du sommeil et de la durée du sommeil profond et une
augmentation du sommeil lent léger (stade 1) et des éveils nocturnes.
Deuxièmement, nous avons montré que l’âge s’associe à une réduction significative
de la variabilité totale, avec une perte relative de l’activité parasympathique et une hausse
de l’activité sympathique au cours du sommeil NREM et REM. De plus, le profil autonome
au cours du sommeil, bien que maintenu pour les sujets âgés, montre une augmentation
relative des composantes en LF plus accentuée pour les sujets âgés comparativement aux
sujets jeunes lors du sommeil REM. Ces changements autonomes en sommeil pour les
sujets âgés pourraient être reliés aux diverses modifications de l’architecture et de la
qualité du sommeil observées avec l’âge.
Troisièmement, nous avons observé une réponse sympathique au REM plus
marquée pour les femmes jeunes et âgées, indiquant que le sexe peut influencer la
modulation autonome en réponse au changement de stade de sommeil. Cette réponse ne
semble pas changer avec l’âge.
4.]. Effets de / ‘ôge sur la HR V en sommeil
Différentes études ont reporté une perte de l’activité parasympathique et une
augmentation relative de l’activité sympathique pour des sujets âgés à l’éveil 12, 24 et
pendant le sommeil.’2”8’32’33’4° Bradenberger, Crasset et Jurysta ont ciblé plus
particulièrement les différents stades du sommeil en distinguant les stades NREM et
REM.18 Comme ces auteurs ont déjà observé, nous avons confirmé une chute des
composantes HF et une augmentation des composantes LF significatives avec l’âge au
cours soit du sommeil NREM que REM, suggérant une tendance pour la dominance
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sympathique et une chute prédominante de l’activité parasympathique pour les sujets
âgés en sommeil.
Le facteur pouvant causer ces changements du patron autonome au cours du
sommeil n’est pas clair. Certains auteurs ont suggéré qu’une différence du patron de la
respiration pourrait être un facteur impliqué.’8’ 32• Brandenberger a impliqué la respiration,
par le phénomène de la respiration périodique, comme étant un facteur pouvant induire des
modifications substantielles à la variabilité de l’intervalle R-R lors du sommeil. Le patron
oscillatoire de la respiration périodique est caractérisé par des augmentations et des
diminutions subites de la respiration non reliées à des événements d’apnée. Brandenberger
et coll, ont démontré que la respiration périodique, qui interrompt souvent le patron
respiratoire normal chez les sujets âgés, induirait des modifications substantielles au niveau
de la variabilité de l’intervalle R-R en déclenchant d’importantes oscillations dans les VLF.
Au niveau des périodes de respiration normales, Brandenberger a démontré, comme
confirmé par notre étude, que les sujets âgés ont une diminution significative de la
variabilité totale de l’intervalle R-R et une augmentation relative de l’activité sympathique
pour le sommeil en entier. Il est donc important d’étudier également la respiration afin de
bien interpréter la variabilité de l’intervalle R-R pour les sujets âgés. Toutefois, nous ne
savons pas si une période de respiration périodique peut déclencher des altérations
autonomes qui perdurent et pourraient influencer le patron autonome du segment sans
respiration périodique. Donc, nous avons décidé de rejeter les sujets pouvant inclure de tels
phénomènes respiratoires. Subséquemment, dans notre étude, afin de ne pas avoir de cas
de respiration périodique, tous les sujets sélectionnés devaient avoir un index d’apnée
hypoapnée inférieur à 5 événements/heure au cours de la nuit. De plus, tous les segments
de l’intervalle R-R choisis pour l’analyse spectrale devaient démontrer un signal simultané
de la respiration stable et sans présence de phénomène de respiration périodique ou autres
non-stationnarité. Ainsi, l’analyse de la cohérence entre le segment de l’intervalle R-R et
celui de la respiration a servi à exclure les segments dont la fréquence de respiration n’était
pas exclusivement présente en HF.
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Le sommeil NREM n’est pas uniforme et est composé de cycles successifs de
stades 1,2,3,4, et stade 2 précédant le sommeil REM. Selon Brandenberger et col., tous
ces stades doivent être considérés lors de l’étude de la variabilité de l’intervalle R-R en
sommeil puisque les propriétés autonomes agissent différemment dans les différents stades
du cycle du sommeil.34 Cette dernière étude démontrait un ratio LF/HF plus élevé lors du
stade 2 situé devant un épisode de REM comparativement au ratio obtenu lors du stade 2
situé devant un épisode de sommeil lent profond, suggérant une non-uniformité de la
réponse autonome en stade 2. Pour notre étude, bien que nous n’avons pas fait la
distinction entre les deux emplacements possibles du stade 2, soit avant le sommeil lent
profond ou avant le sommeil REM, nous avons lors de notre sélection de segments choisi
des segments éloignés de tout début de nouveaux stades de sommeil. Malgré cette possible
limitation, il est important de noter que nous avons obtenu pour l’étude en stade 2 NREM,
des résultats similaires sans grande variation au niveau du ratio LF/HF pour chaque sujet.
4.2. Effets de 1 ‘dge sur la HR V lors du changement stade 2 NREM vers le sommeil
REM
Les études portant sur la relation de l’âge et de la variabilité de l’intervalle R-R au
cours du sommeil en analysant les changements des patrons spectraux lors du stade NREM
et du sommeil REM sont peu nombreuses. Tout comme Jurysta et coll, nous avons
démontré que les sujets jeunes et âgés ont des patrons similaires au niveau de tous les
indices de la variabilité de l’intervalle R-R au niveau de la réponse autonome lors du
changement des stades de sommeil NREM-REM. Toutefois, Jurysta ne semble pas avoir
analysé l’effet de l’âge sur la réponse autonome lors du changement d’état de sommeil.
Notre étude a démontré un changement de la réponse autonome accentué pour les sujets
jeunes au niveau de la réduction de l’intervalle R-R moyen et de l’augmentation de la
variabilité de l’intervalle R-R lors du passage du stade 2 NREM vers le REM. Pour les
sujets âgés, nous avons démontré un changement de la réponse autonome plus marqué au
niveau de l’augmentation du ratio LF/Hf lors du passage du stade 2 NREM vers le REM
suggérant que les sujets âgés répondent plus favorablement que les sujets jeunes aux
stimulations sympathiques présentent lors du sommeil REM. Les résultats de Crasset au
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niveau du ratio démontrent pour les sujets jeunes une augmentation du ratio Lf/HF lors
du passage NREM-REM; toutefois, pour les sujets âgés, contrairement à nos résultats,
cette augmentation n’a pas lieu. Cette différence des résultats de Crasset, comparativement
aux nôtres peut être dû à des différences au niveau de nos méthodes. Pour représenter le
sommeil NREM, nous avons sélectionné des segments qu’en stade 2 NREM tandis que
Crasset et cou, ont sélectionné des segments en sommeil NREM sans distinction des 4
stades de sommeil. Également, nous avons sélectionné des segments libres d’événements
transitoires comme un micro-éveil, un mouvement de jambe, un événement d’apnée,
pouvant influencer grandement la modulation autonome. L’étude de Crasset ne mentionne
pas de telle mesure supplémentaire lors de la sélection des segments. Une autre différence
importante avec l’étude de Crasset est au niveau de la formation des groupes de sujets.
Nous avons formé des groupes balancés au niveau du sexe et la plage d’âge de notre groupe
âgé s’étendait de 50 à 60 ans. Contrairement à notre étude, Crasset avait un ratio au niveau
du sexe de 1 femme pour 3 hommes dans son groupe de sujets âgés et la plage d’âge
considérée était plus grande que la nôtre, soit de 41 à 66 ans. Dans notre étude, l’effet
d’augmentation observé pour le ratio LF/HF lors du changement en REM est accentué pour
les sujets âgés et plus particulièrement chez les femmes âgées. Ainsi, le fait de ne pas avoir
sélectionné des groupes balancés au niveau du sexe pourrait expliquer les différences entre
nos études. À notre connaissance, nous sommes les premiers à avoir obtenu de tels
résultats significatifs au niveau de l’effet de l’âge sur la réponse autonome lors du
changement de stade NREM-REM
4.3. Interaction sexe-âge sur la HR V lors du changement stade 2 N-REM vers le
sommeil REM
Une limite des différentes études qui ont exploré la modulation autonome cardiaque
au cours de sommeil en relation à l’âge18’ 32, 33 est le fait de n’avoir pas sélectionné des
groupes balancés par sexe. L’étude de Jurysta ne comportait que des hommes jeunes et
âgés, celle de Crasset incluait deux femmes mais seulement dans son groupe de sujets âgés
et celle de Brandenberger incluait deux femmes dans chacun de ces groupes d’âge. Nous
avons pour notre part formé des groupes balancés au niveau du sexe en incluant $ femmes
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et $ hommes par groupe d’âge. Cette sélection nous a permis d’étudier les effets du
sexe au niveau de la variabilité de l’intervalle R-R en sommeil et plus particulièrement dans
les stades de sommeil NREM et REM.
Au point de vue des différences entre les sexes par rapport aux caractéristiques du
sommeil, notre étude a confirmé ce que l’on retrouve dans la littérature à ce sujet. Nous
avons démontré comme plusieurs études la suppression du sommeil lent dû à l’âge 16-17 et
plus spécifiquement au niveau des hommes âgés.35 Dans notre étude, nous avons confirmé
que la suppression du sommeil lent profond causé par l’âge affecte plus particulièrement les
hommes âgés, les femmes âgées maintiennent le stade de sommeil profond plus longtemps
au cours de leur vie.31
Nous avons démontré dans cette étude que les femmes présentent un intervalle R-R
moyen toujours plus court, et une variabilité totale plus faible que les hommes en
sommeil. Au niveau de l’effet du sexe sur la réponse autonome lors des différents stades de
sommeil, nous avons observé en stade 2 NREM pour les femmes, une plus faible
composante LF et du ratio Lf/HF comparativement aux hommes. Cette baisse suggère une
activité vagale plus importante pour la femme que pour l’homme en sommeil stade 2
NREM, comme certaines études avaient démontré pour l’état d’éveil ou pour le sommeil
sans différenciation des stades de sommeil.” 22, 23, 36 Nous pouvons postuler que cette
différence entre sexes pourrait être un effet des hormones féminines sur la modulation
autonome. Pour les sujets âgés, cette réduction des LF peut être attribuée à l’effet des
hormones de thérapie.37
Nous avons aussi démontré que les femmes, jeunes et âgées, comparativement aux
hommes, ont une réponse sympathique accentuée lors du REM indiquant que le sexe peut
influencer la modulation autonome en réponse aux changements de stades de sommeil et
que cette réponse ne semble pas changer avec l’âge. À notre connaissance, nous sommes
les premiers à obtenir de tels résultats. En effet, nos données sont en contradiction avec les
résultats reportées par Elsenbruch et coll.2° Ces auteurs ont démontré une augmentation
accentuée du ratio LF/HF pour les hommes comparativement aux femmes lors du REM,
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suggérant une réponse sympathique plus importante pour les hommes lors du REM.2°
Toutefois ces différences peuvent être dû aux faits que les auteurs n’ont pas tenu compte de
l’effet de l’âge lors de la formation des groupes d’hommes et de femmes et qu’ils n’ont pas
utilisé le même nombre de sujets dans leur groupe, soit 10 hommes et 14 femmes.
5. Limitations de la présente étude
Comme l’objectif de notre étude était tout d’abord de vérifier l’interaction de l’âge
au niveau de la variabilité de l’intervalle R-R pour des sujets sains balancés par sexe, nous
avons sélectioimé des femmes avec le même profil honional. Ainsi, les femmes jeunes
étaient toutes sous anovulant et les femmes âgées étaient sous thérapie d’hormones
d’oestrogène et de progestérone permettant une certaine régulation et stabilité des hormones
pour ces sujets. Une limite possible de notre étude est de ne pas avoir analysé ces femmes
à un même moment de leur cycle menstruel. Toutefois, peu d’études ont analysé les
différences de la variabilité de l’intervalle R-R à différents moments dans le cycle
menstruel. Selon Ribeiro et col!., il n’y aurait pas de différence significative de la
variabilité de l’intervalle R-R lors de la période de menstruation et la période folliculaire38
tandis que l’étude précédente de Sato a obtenu des changements entre la période lutéale et
folliculaire comme quoi le ratio LF/Hf était significativement plus important dans la phase
lutéale comparativement à la phase folliculaire suggérant une prédominance sympathique.39
Comme il n’y a pas encore de consensus à ce sujet dans la littérature et pour des raisons de
logistiques et d’horaire des chambres du laboratoire du sommeil, nous n’avons pas pris en
compte le moment du cycle menstruel pour les femmes. Nous ne pensons pas que cette
limitation ait influencé les résultats obtenus tant pour l’interaction de l’âge que du sexe sur
la variabilité de l’intervalle R-R en sommeil.
6. Projet futur
Une étude récente par Narkiewicz et col! ont évaluée l’activité sympathique
périphérique par technique microneuragraphique 40 Ces auteurs ont observé que l’âge est
accompagné par une augmentation du trafic nerveux sympathique, et que dans chaque
107
plage d’age cette activité est significativement plus élevée chez les femmes.4° Bien que
l’étude récente de Narkiewicz a démontré que l’augmentation du trafic sympathique
observée pour les femmes était aussi indépendante du statut de la ménopause40, la
modulation autonome cardiaque pourrait être influencée de façon différente par un différent
état hormonale (c’est-à-dire au cours de la ménopause avec ou sans hormone —de thérapie).
Une prochaine étape de cette étude serait donc d’ajouter à notre étude un groupe de femme
sans hormone de thérapie afin d’évaluer les effets physiologique de la ménopause et ses
interactions avec l’âge sur les changements de la variabilité de l’intervalle R-R en
sommeil.
7. Conclusion
Notre étude démontre que les effets physiologiques de l’âge et du sexe doivent être
pris en compte lors d’étude sur la modulation autonome de la variabilité de l’intervalle R-R
que se soit à l’éveil ou en sommeil. L’âge et le sexe sont d’importants déterminants de la
variabilité de l’intervalle R-R pour les sujets sains et il est primordial de les considérer tous
deux lors de la sélection des groupes.
Nous savons que les risques cardiovasculaires augmentent avec l’âge. Toutefois.
cette augmentation est plus aigu pour la femme.41’ 12 En Amérique du Nord. plus de
femmes que d’hommes meurent de maladie cardiovasculaire.42 Notre étude a confirmé une
prédominance de l’activité sympathique pour les sujets âgés comparativement aux sujets
jeunes lors du sommeil. Également, nous avons démontré pour ta première fois que les
femmes jeunes et âgées sont plus sensibles que les hommes aux stimulations sympathiques
lors du sommeil REM. Ainsi, à partir de ces deux conclusions, il est possible d’avancer la
même hypothèse que Mancia et coll.,7 que le sommeil paradoxal REM. qui est relié à une
prédominance de l’activité sympathique, plus particulièrement pour les femmes, et qui
augmente d’intensité au cours de la nuit, pourrait être un élément déclencheur, plus
particulièrement pour les femmes âgées, de maladies et malaises cardiovasculaires.43
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4.2 Étude clinique 2
Effets de l’âge sur le SNA cardiovasculaire en sommeil lors de la réponse i un
microéveïl (projet pilote)
Cette étude est une démonstration présentant de nouvelles possibilités de recherche
au niveau du SNA en sommeil par de nouvelles approches d’analyse spectrale temps-
fréquence en utilisant le logiciel HolSpec 2004.
Afin de réaliser ce projet-pilote, la fonctionnalité d’analyse temps-fréquence par
Wigner-Ville a été ajoutée dans le logiciel HoiSpec 2004. Le menu «Time-Frequency»
permet à l’usager de choisir le début de l’événement transitoire, le temps des fenêtres
d’analyse avant et après l’événement à analyser, le type de graphique à afficher et le choix
des divisions des bandes de fréquence.
4.2.1 Introduction du sujet
Comme démontré dans la littérature et par le premier projet clinique, l’âge est
associé à des changements complexes et diversifiés de la structure et de la fonction
cardiovasculaire. Chez les sujets âgés, un de ces changements consisterait en une réponse
atténuée en fréquence cardiaque aux stimuli sympathiques, comme le microéveil (ME).
L’ASDA 52 a défini le ME comme étant un décalage brusque dans les fréquences de l’EEG
(fréquence> 16 Hz). Ce changement doit être d’une durée entre 3 secondes et 10 secondes
pour être marqué.52. Les sujets ne sont pas conscients lorsqu’un ME se présente lors du
sommeil, mais la présence accentuée de ME lors du sommeil peut être la cause de
somnolence diurne excessive.53 Un ME provoque une tachycardie suivie d’une
bradycardie54 tel qu’illustré à la Figure 4.1
Dans la littérature, deux études ont démontré que les changements de la FC associés
au microéveil débuteraient avant le début du ME suggérant que les changements observés
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de la FC ne soient pas une réponse autonome au ME mais plutôt un événement primaire
qui pourrait intervenir dans le déclenchement du ME.3’4 Récemment, Nadia Gosselin et
cou., au centre d’études du sommeil et des rythmes biologiques de l’Hôpital du Sacré-Coeur
de Montréal, ont également démontré que la tachycardie associée au ME débutait avant le
début du ME au niveau de l’activité corticale et que ces changements au niveau de la FC
(tachycardie et bradycardie) duraient pour environ 20 intervalles R-R. En plus, ils ont
remarqué que la tachycardie débutait plus tôt chez les sujets jeunes comparativement aux
sujets âgés. Finalement, ils ont démontré pour des sujets sains, une réduction de
l’amplitude des changements de la FC associés au ME en relation avec le vieillissement.55
A notre connaissance, seulement une autre étude, celle de Blasi et coil., ont
quantifié par analyse spectrale temps-fréquence, les changements dynamiques de la
variabilité cardiovasculaire associés aux microéveils en sommeil. À noter que pour cette
étude, les événements transitoires ont été provoqués artificiellement par un bref stimulus
acoustique (1kHz de fréquence et d’une durée de 0,5 seconde). Blasi et coll. ont démontré
que le ME était accompagné d’une augmentation des composantes LF de la variabilité
cardiovasculaire comparativement à la ligne de base évaluée au repos avant la stimulation.
Ils ont également remarqué que les paramètres spectraux demeurent élevés comparés à la
ligne de base pour environ 40 secondes suite à l’application de la stimulation acoustique.51
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Figure 4.1 Réponse cardiaque de l’intervalle R-R lors d’un ME (début au temps O indiqué
par la flèche). La réponse cardiaque obtenue est une tachycardie suivie d’une bradycardie
et le retour par la suite à la ligne de base.
Les objectifs de ce projet sont premièrement d’élucider les mécanismes
physiologiques des variations du rythme cardiaque autour d’un microéveil et par la suite de
découvrir si ces changements sont différents par rapport à l’âge.
4.2.2 Méthode
4.2.2.1 Sélection des sujets
À partir de la population du projet clinique 1, nous avons sélectionné 6 sujets dans
le groupe jeune et 6 sujets dans le groupe âgé (chacun incluant 3 femmes et 3 hommes).
Nous avons dû réduire le nombre de sujets pour cette étude, comparativement au premier
projet clinique, puisque qu’il nous a été impossible d’obtenir au moins 2 à 3 segments
incluant un microéveil pour tous les sujets, tant pour des sujets jeunes que pour des sujets
âgés, femmes ou hommes. Cette limitation était soit relié au manque de microéveil durant
sujet jeune
]lradycardie
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le sommeil en stade 2 NREM ou au mauvais positionnement des microéveils lors du
sommeil (en association à d’autres événements transitoires).
4.2.2.2 Choix des segments à analyser
L’analyse spectrale temps-fréquence par distribution Pseudo-Wigner-Ville lissée
(SPWV) a été effectuée sur des segments du tachogramme sélectionnés lors du stade 2
NREM au cours du sommeil. Pour l’instant, le choix des segments s’est restreint à un total
de 2 ou 3 segments pour chaque sujet. La particularité des segments choisis est la présence
d’un événement transitoire, le microéveil, au milieu de ces segments sans association à
d’autres événements transitoires comme un épisode d’apnée ou un mouvement de jambes.
Pour tous ces segments, il était important que la section avant et après le commencement du
microéveil soit très stable et libre d’artéfact, d’arythmie et de mouvement de jambes. Les
microéveils étudiés devaient être approximativement de même durée, ici, autour de 5 ± I
secondes, pour être en mesure de comparer les analyses des segments sans que la durée du
microéveil biaise les résultats et amène des différences au niveau des paramètres étudiés.
Le temps de la section avant et après l’événement transitoire devait durer entre 60 et 80
secondes. Ce temps était primordial pour obtenir une ligne de base avant le microéveil
servant à évaluer les changements relatifs à la ligne de base lors de l’événement transitoire.
4.2.2.3 Paramètres spectraux étudiés
Pour chaque analyse spectrale temps-fréquence, les puissances pour les
composantes fréquentielles VLF, LF et HF ont été calculées pour chaque seconde, par
intégration de la densité spectrale de puissance dans les bandes respectives à chaque instant.
Les valeurs absolues et normalisées des puissances spectrales ont été considérées, c’est-à
dire, VLF, LF, Hf, le ratio Lf/HF et la puissance totale (PI). La normalisation se fait sans
prendre en considération le poids des VLF comme présentée pour le premier projet.
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4.2.2.4 Mesures sur la distribution temps-fréquence
En plus d’étudier les composantes spectrales des différentes bandes de fréquence,
nous avons procédé à trois mesures supplémentaires sur la distribution spectrale temps-
fréquence.
1. Amplitude maximale des différentes bandes de fréquences
2. Temps d’activation de l’amplitude maximale
3. Temps requis pour le retour à la ligne de base
Pour chaque segment étudié, l’amplitude maximale relative à la ligne de base au niveau des
composantes VLF, LF et HF, le temps correspondant à ces maximums et le temps requis
pour le retour des puissances à la ligne de base ont été enregistrés comme illustré à Figure
4.2. La ligne de base est une moyenne dune section stable avant le début du ME servant de
valeur de référence afin «analyser le pourcentage de variation lors des changements
associés au ME. La ligne de base a été sélectionnée suivant des règles précises. Le
segment à moyenner devait se situer à au moins 15-20 secondes du début du signal et du
début du ME puisque la méthode «analyse temps-fréquence SPWV se stabilise après
environ 15 secondes. À noter que bien que nous ayons recueillis ces résultats pour les 3
bandes de fréquences importantes, l’emphase de cette démonstration (à ce stade-ci du
développement) se situe principalement au niveau des composantes Lf et Hf puisqu’ils
sont des marqueurs quantitatifs de la modulation sympathique et parasympathique
respectivement.
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Figure 4.2 Paramètres étudiés suite à l’analyse temps-fréquence SPWV pour la composante LF. 1) Amplitude
maximale observée dans les différentes bandes de fréquences étudiées et plus particulièrement au niveau des
LF. 2) Temps de cet amplitude maximal 3) Temps requis. à partir du temps zéro (début du ME). pour le
retour à la ligne de base pour les puissances des bandes de fréquences.
4.2.2.5 Analyse statistique
Pour l’instant, des tests de t-Student non pairés pour des groupes indépendants ont
été réalisés dans le but d’évaluer la relation d’âge dans les différences au niveau des
paramètres de la FC associés au ME (tachycardie, bradycardie) et les paramètres spectraux
et leurs variations relatives à la ligne de base suite au ME. Pour ces tests statistiques, les
différences ont été considérées significatives lorsque p0,05.
4.2.3 Résultats
La Table 4.1 présente les résultats des tests de T-student obtenus afin de comparer
les variables autonomes associées à un ME pour un groupe jeune et un groupe âgé. En
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référence à cette table, et comme démontré dans le projet clinique 1, nous avons obtenu
au niveau de la ligne de base (utilisée pour calculer les changements relatifs), que les sujets
âgés ont une variabilité totale réduite (p<O,O5) comparativement aux sujets jeunes qui est
reflétée par une diminution marquée des composantes de puissances LF (p<O,O5) et HF
(p<O,Ol). Bien que le groupe de sujets âgés montre un R-R moyen réduit et un ratio LF/HF
plus élevé comparativement au groupe de sujets jeunes, ces différences ne sont pas
significatives.
Au niveau de la réponse maximale, des variables autonomes, relative à la ligne de
base, nos résultats pour la réponse en tachycardie et bradycardie sont similaires avec les
résultats de l’étude de Gosselin et coll. Nous avons montré une différence presque
significative au niveau de l’amplitude de la réponse cardiaque en tachycardie et bradycardie
associée au ME. Les sujets âgés présentent un patron réduit au niveau de l’amplitude des
changements cardiaques associés au ME comparativement aux sujets jeunes. À noter que
ces changements cardiaques se produisent tardivement pour les sujets âgés
comparativement aux sujets jeunes. La Figure 4.3 présente un exemple représentatif
illustrant les changements de la FC pour un sujet jeune et âgé. Pour les variables spectrales,
les sujets âgés montrent une diminution importante qui est toutefois non significative des
composantes relatives LF et une diminution significative des composantes relatives HF
(p<O,O5). Comme pour les changements de la FC, la composante maximale des LF est
décalée dans le temps pour les sujets âgés comparativement aux sujets jeunes. Les sujets
âgés montrent un ratio LF/HF élevés comparativement aux jeunes suggérant une
prédominance de l’activité sympathique sur une faible activité parasympathique, toutefois,
cette différence n’est pas significative. La Figure 4.4 illustre le patron représentatif des
changements au niveau des composantes LF où il est possible de remarquer la diminution
de l’amplitude maximale LF et le décalage temporel de ce changement chez les sujets âgés.
Également, cette figure illustre un retour à la ligne de base plus rapide pour les sujets âgés
que pour les sujets jeunes. Ainsi, 30 secondes après le début du ME, le sujet âgé montre un
patron autonome de retour à la ligne de base pour toutes les variables autonomes étudiées
(voir Table 4.1) comparativement aux sujets jeunes dont l’activation persiste.
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Figure 4.3 Représentation de la réponse cardiaque associé à un ME (début au temps O
indiqué par la flèche) pour un sujet homme, jeune et âgé, tous deux représentatifs de leur
groupe d’âge. Les changements cardiaques obtenus pour le sujet âgé sont réduits
comparativement au sujet jeune et ces changements se font tardivement pour le sujet âgé.
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Figure 4.4 Représentation des changements LF. relatifs â la ligne de base, associés â un
ME (début au temps O indiqué par la flèche) pour un sujet homme, jeune et âgé. tous deux
représentatifs de leur groupe d’âge (mêmes sujets que pour la Figure 4.3). 1) L’amplitude
maximale LF pour un sujet âgé est réduite comparativement au sujet jeune et 2) ce niveau
maximal est atteint plus tardivement pour le sujet âgé. 3) Les sujets âgés montrent un retour
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plus rapide â la ligne de base que le sujet jeune.
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Table 4.1 Variables autonomes associées à un ME pour les groupes jeune et âgé. La
ligne de base utilisée pour les calculs, la réponse autonome maximale associée au ME et la
réponse autonome 30 secondes après le ME (% relatif à la ligne de base). (moyenne ± écart
type)
Groupe jeune Groupe âgé p
Variables
n=6(3 et3 E) n=6(3 et3c)
RR moyen (ms) 1042,50+125,9 953,30±108,05 NS
LF abs (ms2) 732.16469 279.65±193.07 p<O,05
Ligne de base Hf abs (ms2) 1315.32±745,22 308.22±221.65 p<O.OI
LF/HF 0,81±0,55 1,14±0,44 NS
PT abs (ms2) 2898,86+1355,7 1163,72±566,99 p<O,05
RR moyen % -25.67±10.45 -17,54±4.17 NS p=O.]
(tachycardie)
RR moyen % 20.40±8,32 11.91±6,83 NS p=O.08
(bradycardie)
Réponse maximale CF abs % 4020,43+2468,12 2536.65±1232,49 NS
associée ME (%
relatif à la ligne de HF abs % 400.63±294,50 67.14+166,344 p<O,O5
base)
LF/HF% 989.99616,12 3377.4632$9,30 NS
Plabs°/o 1642,901019 1597,04+496,50
Temps (sec) pour max 5,50+1,26 7,50+ 1,62 p<O,OS
CF
RR moyen % 2.85+2.06 0.02±0.02 p<O.Ol
LFabs% 44.91±58.20 1,41±2,22 NSpO,09
30 sec après ME
(¾ relatif à la ligne HE abs ¾ 45,94±20,3 I 0,93+0,85 NS
de base)
LF/HF¾ 14.54+62,26 0,82+2,029 NS
PTabs¾ 62.95+54,19 1.25+1,29 p<O,O5
ME microéveil, NS = non significatif
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4.2.4 Discussion
Les résultats de cette démonstration concordent avec les précédentes études à ce
sujet.53’ Ainsi, le vieillissement cause une diminution des changements autonomes
cardiovasculaires en association à un ME qui est un événement sympathique transitoire.
Cette diminution est marquée au niveau des changements de la fC pour les sujets âgés et
ces changements apparaissent plus tardivement pour les sujets âgés. À ma connaissance.
nous sommes les premiers à avoir explorer les effets de l’âge au niveau des changements
autonomes cardiovasculaires en sommeil par analyse spectrale temps-fréquence. Nous
avons démontré pour faire suite à la diminution des changements de la fC associés au ME,
une diminution au niveau de l’amplitude relative de la réponse en Lf et en HF
(significative) pour les sujets âgés comparativement aux sujets jeunes. Également, cette
étude a montré que les sujets âgés ont une réponse en LF pLus tardive que les sujets jeunes
lors d’un ME en sommeil stade 2 NREM. Ainsi, le vieillissement cause une réponse
atténuée du SNA aux stimuli sympathiques transitoires.
À noter que ce projet n’est pas terminé et nécessite encore certains développements
tant au niveau méthodologique qu’au niveau des analyses.
4.2.5 Projets futurs et Conclusion
Il serait nécessaire «ajouter des sujets pour tous les groupes pou;’ avoir au moins 6 à
$ sujets par groupe pour que ce projet ait plus de poids statistiquement. En plus d’étudier
les effets de l’âge sur les mécanismes autonomes cardiovasculaires lors d’une stimulation
sympathique transitoire, il serait intéressant d’étudier, tout comme le premier projet
clinique et puisque nous avons la possibilité de bien balancer nos groupes par sexe et âge,
les effets du sexe et l’interaction de l’âge et du sexe sur les changements autonomes
cardiaques en association à un ME.
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Comme démonstration, ce projet cible que le stade de sommeil NREM (plus
particulièrement le stade 2). alors, une option intéressante à explorer serait l’étude des
patrons autonomes cardiovasculaires autour d’un ME en sommeil NREM et en REM afin
d’observer les différences ou similitudes, en rajoutant également les effets de l’âge et du
sexe. Comme observé par Bonnet. Sforza et Gosselin. l’augmentation de la FC observée
lors de la présence d’un ME débuterait avant le début du ME détectée sur FEEG.5355 Il
serait intéressant d’étudier plus en détails cette hypothèse par analyse spectrale temps-
fréquence. À noter que pour élaborer ce projet futur, il faudra régler auparavant la
limitation observée au niveau de la détection rapide de changements brusques pour la
distribution $PWV. Si suite aux essais, la distribution WV ne permet pas cette détection, il
serait possible de réaliser ce projet en utilisant la méthode autorégressive par algorithme
des moindres carrés récursifs qui permet de bien traquer les changements brusques au
niveau des Lf.
La réduction de l’amplitude des changements des composantes Lf et HF et le retard
des changements des composantes Lf associés à un ME. observés chez les sujets âgés
comparativement aux sujets jeunes suggèrent un déclin des fonctions parasympathiques et
donc un plus grand risque de déclenchements de maladies cardiovasculaires avec le
vieillissement. Dans un tout autre ordre «idée, il est important de réaliser que cette étude,
par ses techniques et ses analyses, pourrait servir de gabarit pour plusieurs projets explorant
d’autres événements sympathiques transitoires en sommeil, comme l’étude au niveau des
mouvements de jambes et des événements respiratoires comme l’apnée ou finalement tout
autre événement (ou même substance) apportant des changements, évolutifs ou brusques,
sur le SNA cardiovasculaire. Ce projet laisse entrevoir d’immenses possibilités pour la
recherche cardiovasculaire en sommeil.
Conclusion générale
Ce projet a permis de réaliser des progrès tant au stade du développement en
traitement de signal qu’au niveau de l’avancement de la recherche en sommeil
cardiovasculaire. L’amélioration et le perfectionnement de l’outil HoiSpec 2004 pour ce
projet, ont rendu cette interface plus simple d’utilisation tout en étant un outil très
rigoureux. La possibilité de visualiser plusieurs séries chronologiques simultanément. de
faire référence aux données brutes lorsque nécessaire et d’évaluer la cohérence entre les
signaux sont un plus lors de l’utilisation d’HolSpec 2004. L’étude de la variabilité R-R est
un sujet exploré à l’échelle planétaire, cette popularité permet la comparaison de l’interface
HoiSpec 2004 avec d’autres outils offrant des méthodes similaires. Récemment, le logiciel
de Niskanen et coll.,56 analysant la HRV et dont la méthode d’utilisation a été publiée dans
la revue «Computer Methods and Programs in Biornedecine ». était offert gratuitement sur
leur site internet. Comparativement à cette interface. HolSpec 2004 se démarque par la
quantité de différentes techniques d’analyse spectrale offertes. par la simplicité de
l’utilisation, par la possibilité d’étudier la HRV en sommeil et par la grande liberté de
contrôle de l’usager. HolSpec 2004 permet à l’usager une grande quantité de choix de
paramètres et de méthodes d’analyses spectrales ce qui permet une plus grande plage
d’alternative lors des analyses. Bien qu’HolSpec 2004 offre un support d’aide (manuel
d’utilisation), il est tout de même important que l’usager ait des connaissances techniques
en traitement du signal puisque HolSpec 2004 permet une plus grande flexibilité dans le
choix des méthodes et paramètres. Au niveau du traitement des résultats, HolSpec 2004
permet l’enregistrement des résultats sous forme de textes et de figures. HoiSpec 2004
offre un bon compromis entre flexibilité et sécurité, il permet une utilisation souple tout en
gardant certaines limites fixes afin de s’assurer un bon fonctionnement des calculs. La
variabilité de l’intervalle R-R est un sujet qui est continuellement exploré pour en
apprendre davantage sur la modulation autonome. Ainsi, en plus d’être un outil
d’importance pour la recherche cardiovasculaire, HoiSpec 2004 permet maintenant de
jumeler le domaine de recherche du sommeil en affichant les stades de sommeil et les
événements transitoires lors de la nuit. Le sommeil est divisé en deux états de vigilance, le
sommeil NREM et le sommeil REM, qui sont distincts au point de vue de leur patron
d’activation cérébrale et cardiaque. L’étude du sommeil, et plus précisément des différents
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stades de sommeil, peut maintenant être effectué par floiSpec 2004. ce qui laisse
entrevoir plusieurs possibilités d’études tant pour caractériser davantage ces stades que
pour étudier l’effet d’un médicament, d’une pathologie sur ces états de vigilance. Bref,
l’évolution marquée des caractéristiques d’HolSpec 2004 le rend maintenant plus accessible
à de multitudes de projets de recherche. L’application de cet outil à deux projets cliniques
a été bénéfique en égard aux nouvelles connaissances obtenues en recherche sommeil
cardiovasculaire sur la modulation du système nerveux autonome. Le premier projet
clinique sur l’étude des effets de l’âge et du sexe sur la modulation autonome en sommeil
quantifiée par analyse spectrale a révélé l’importance de bien balancer les sujets selon l’âge
et le sexe lors d’étude sur le SNA en sommeil. Au niveau de l’âge, cette étude a permis de
soutenir plusieurs connaissances déjà établies dans la littérature et de mettre en évidence de
nouvelles informations pertinentes sur les effets de l’âge en relation à la modulation
autonome en sommeil. Notamment. nous avons démontré que l’âge s’associe à une
réduction significative de la variabilité totale, avec une perte relative de l’activité
parasympathique et une hausse de l’activité sympathique au cours du sommeil NREM et
REM. De plus, le profil autonome au cours du sommeil, bien que maintenu pour les sujets
âgés, montre une augmentation relative des composantes en LF plus accentuée pour les
sujets âgés comparativement aux sujets jeunes lors du sommeil REM. Ces changements
autonomes en sommeil pour les sujets âgés pourraient être reliés aux diverses
modifications de l’architecture et de la qualité du sommeil observées avec l’âge. Pour ce
qui est du facteur du sexe et de l’interaction du sexe et de l’âge sur la modulation
autonome, les résultats du projet ont révélé que les femmes jeunes et âgées ont une réponse
sympathique en REM accentuée comparativement aux hommes et qu’il n’y a pas
d’interaction de l’âge et du sexe, donc cette accentuation ne varie pas avec l’âge. Les
nouvelles connaissances de la modulation autonome en sommeil obtenues par cette étude
suggèrent que les femmes âgées pourraient être plus exposées à développer des événements
cardiovasculaires en sommeil REM. Pour ce projet, la prochaine étape à effectuer est de
refaire ce protocole pour des femmes sans thérapie d’hormone de remplacement afin de
confirmer cette hypothèse chez les femmes âgées. L’application d’HolSpec 2004 au
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deuxième projet portant sur l’étude des effets de l’âge sur les changements autonomes
cardiovasculaires associés à un microéveil, a permis de renforcer le fait que le
vieillissement cause une réponse atténuée du SNA aux stimuli sympathiques transitoires.
Cette étude a révélé qu’en plus d’être atténuée, la réponse cardiaque des sujets âgés
associée à un ME se fait plus tardivement. Ce projet, bien qu’en stade de démonstration
promet une foule de projets connexes comme l’étude des effets du sexe, l’étude de
plusieurs autres stimuli sympathiques transitoires (mouvement de jambes. événement
respiratoire). la comparaison des réponses autonomes cardiovasculaires associées à un
événement transitoire dans différents stades de sommeil. En fait, ce projet pilote peut
devenir un modèle pour plusieurs projets où l’objectif serait de détecter des changements
autonomes dans le temps. Il est vrai par contre que la méthode d’analyse spectrale de
distribution Pseudo-Wigner-Ville lissée devra être améliorée afin de permettre la détection
des changements brusques au niveau de toutes les fréquences étudiées. Au niveau des
analyses temps-fréquence haute résolution, il serait intéressant d’envisager l’ajout de
nouvelles fonctionnaLités comme les méthodes d’ondelettes et autorégressive en vue
d’augmenter les possibilités de projets de recherche et les capacités d’HolSpec 2004.
finalement, puisque HolSpec 2004 permet l’analyse sur plusieurs signaux à la fois,
il serait intéressant d’utiliser HoiSpec 2004 pour étudier les variations de la pression
artérielle (pression systolique et diastolique). Ainsi, l’ajout de l’étude de la pression
artérielle pour les deux projets cliniques pourrait être d’une grande utilité et fournir des
connaissances supplémentaires sur les effets de l’âge et du sexe sur le contrôle
cardiovasculaire en sommeil. Ces deux projets ont été réalisés afin d’obtenir une base de
connaissances sur des sujets sains. Une prochaine étape pourrait être de recommencer ces
projets en gardant la même méthodologie mais en utilisant non plus sur des sujets sains
mais des sujets pathologiques. Nous serions en mesure de caractériser davantage les effets
de l’âge et du sexe sur la modulation cardiovasculaire autonome en sommeil chez par
exemples des sujets souffrant d’hypertension. de diabète ou suite à un infarctus. HolSpec
2004 est un outil pouvant évoluer et se perfectionner afin de participer à la progression de
la recherche en sommeil-cardiovasculaire.
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IAnnexe 1. Étapes pour acquisition et traitement des
signaux
Explications détaillées du schéma-bloc (schéma-bloc figure à la suite des explications)
Définitions préliminaires
Harmonie: Le logiciel Harmonie de la compagnie Stellate permet Facquisifion d’un
maximum de 32 signaux biologiques continus comme
électroencéphalogramme (EEG). 1 électromyogramme (EMG),
l’électrooculograrnme (EOG). la respiration, la fréquence cardiaque et
la pression artérielle.
VCGMI : Le système VCGMI offre un environnement multisignaux, permettant
d’effectuer le contrôle de qualité (validation) sur trois dérivations de
l’ECG, la pression artérielle et la respiration.
Vision Le logiciel Vision Premier® permet la détection et le rejet des arythmies
Premier: (ventriculaire, supra-ventriculaire) au niveau de trois dérivations
simultanées de l’ECG.
HoiSpec 2004: Le logiciel HolSpec2004 permet l’analyse de séries temporelles dans le
domaine temporel et fréquentiel.
Fichier .sig : Fichier contenant les données acquises par Harmonie
Fichier .sts : Fichier «header» contenant de l’information sur les paramètres
d’acquisition d’Harmonie
Fichier .raw : Fichier de sortie du programme d’extraction des fichiers Harmonie. Le
fichier .raw consiste en $ signaux dont une possibilité de 3 ECG.
pression artérielle, respiration et 3 autres signaux.
Fichier .dat: Fichier de sortie du programme d’extraction des fichiers Harmonie. Le
fichier .dat consiste en 3 signaux.
Fichier .scr: Fichier de sortie du programme d’extraction des fichiers Harmonie. Le
fichier .scr consiste en une liste contenant les annotations de
l’hypnogramme et des événements au cours du sommeil.
Fichier .vsv : Liste des annotations des événements supra-ventriculaire et
ventriculaire de Vision Premier
Fichier .dat Fichier des séries temporelles pour utilisation d’HolSpec 2004
Fichier .hdr Fichier «header » contenant de l’information concernant le fichier .dat
d’HolSpec 2004 (nom du sujet et protocole. date, fréquence
d’échantillonnage, etc...)
Il
Étapes pour traitement des données
1. Prendre les fichiers .sig ou .eeg et .sts, provenant du logiciel d’acquisition Harmonie,
sur le réseau du laboratoire du sommeil ou trouvés à partir des copies cd.
2. Si l’extension du fichier est .eeg (pour la plupart des fichiers datant d’avant 1999) au
lieu de l’extension .sig, il faut faire la conversion du .eeg en fichier .sig avec
l’examinateur d’Harmonie (sauvegarder le fichier .eeg en fichier .sig)
3. Extraire les fichiers .raw et .dat et .scr (événement) à partir du fichier .sig d’Harmonie
avec le programme «Extraction de fichiers Harmonie pour VCGMI-Vision Premier
HoïSpec 2004 (GBM) » (Gaétan Poirier) trouvé sous \\Morphee\Progs\Installe\Centre
d’étude du somrneil\ProgLaboR. exe
4. Suite à la validation de tous les signaux dans Vision Premier®, il est possible de lancer
la commande «Burtoraw» pour permettre la création du fichier .vsv (fichier avec
événement supra-ventriculaire et ventriculaire) pour permettre l’association de la
quantification arythmique obtenue de Vision Premier® dans le logiciel VCGMI.
5. Pour permettre le calcul de la tendance pour VCGMI. il faut lancer la commande
pacqbat et éditer le fichier do_epr.bat pour choisir les fichiers désirés pour la
validation.
6. Valider avec le logiciel VCGMI qui permet la validation des séries et la détection des
arythmies.
7. Si la validation sur VCGMI se fait avant de faire Burtoraw, il est possible en faisant
filtre_if (commande filtre_if nomfichier.raw 0) de remettre à jour les arythnies
provenant de Vision Prernier® dans VCGMI.
8. Ensuite, lorsque cette dernière validation est terminée, il est possible de lancer la
commande «trendasc » afin d’obtenir laIles tendance nécessaire pour ensuite travailler
dans HolSpec 2004. Les fichiers .hdr (fichiers d’informations) et .dat (fichiers de
données des séries chronologiques) seront obtenus.
9. Utilisation de l’interface HolSpec 2004 afin d’analyser les séries temporelles dans les
domaines du temps et fréquentiel.
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Figure Al. Schéma-bloc des étapes de l’acquisition jusqu’au traitement des signaux
