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Key Points:
• The simulated snowball stratosphere with or without ozone displays weaker circula-
tion than the modern case.
• The snowball stratosphere with ozone has weaker wave forcing and a stronger jet than
the modern and has no sudden stratospheric warmings.
• Changes to stratospheric circulation during the snowball do not impact pCO2 esti-
mated from proxy data unless pCO2 was much greater than pO2.
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Abstract
According to the Snowball Earth hypothesis, Earth has experienced periods of low-latitude
glaciation in its deep past. Prior studies have used general circulation models (GCMs) to ex-
amine the effects such an extreme climate state might have on the structure and dynamics
of Earth’s troposphere, but the behavior of the stratosphere has not been studied in detail.
Understanding the snowball stratosphere is important for developing an accurate account of
the Earth’s radiative and chemical properties during these episodes. Here we conduct the
first analysis of the stratospheric circulation of the Snowball Earth using ECHAM6 general
circulation model simulations. In order to understand the factors contributing to the strato-
spheric circulation, we extend the Statistical Transformed Eulerian Mean framework. We
find that the stratosphere during a snowball with prescribed modern ozone levels exhibits a
weaker meridional overturning circulation, reduced wave activity, stronger zonal jets, and is
extremely cold relative to modern conditions. Notably, the snowball stratosphere displays no
sudden stratospheric warmings. Without ozone, the stratosphere displays slightly weaker cir-
culation, a complete lack of polar vortex, and even colder temperatures. We also explicitly
quantify for the first time the cross-tropopause mass exchange rate and stratospheric mixing
efficiency during the snowball and show that our values do not change the constraints on CO2
inferred from geochemical proxies during the Marinoan glaciation (∼635 Ma), unless the O2
concentration during the snowball was orders of magnitude less than the CO2 concentration.
1 Introduction
The snowball Earth hypothesis proposes that during the Neoproterozoic glaciations
(∼710 and ∼635 Ma) ice covered most or all of Earth’s oceans and continents from the poles
to very low latitudes, possibly to the equator [Kirschvink, 1992; Hoffman et al., 1998]. Dur-
ing this time, silicate weathering would be greatly reduced, allowing CO2 from volcanic out-
gassing to build up to the extremely high levels needed to melt the tropical ice and reverse
the global glaciation [Walker et al., 1981; Kirschvink, 1992; Hoffman et al., 1998]. Although
there are alternative models that attempt to explain observations of low-latitude Neopro-
terozoic glaciations without invoking a full snowball [Hyde et al., 2000; Chandler and Sohl,
2000; Peltier et al., 2007; Allen and Etienne, 2008; Micheels and Montenari, 2008; Liu and
Peltier, 2010; Abbot et al., 2011; Yang et al., 2012a,b; Rose, 2015], this study focuses on the
asymptotic case of a full, global glaciation.
How life survived the snowball events and how deglaciation occurred are important
questions that haven’t been fully resolved [Pierrehumbert et al., 2011; Hoffman et al., 2017].
Atmospheric circulation during a snowball influences both of these issues through heat trans-
port; the lofting of dust, sometimes referred to as cryoconite, which affects surface albedo
and the formation of holes in the ice; and clouds, which can generate greenhouse warming.
So far most investigations have focused on the snowball troposphere. For example, previous
work has shown that 1.) the tropopause in a snowball is lower [Pierrehumbert, 2004, 2005;
Abbot, 2014]; 2.) the Hadley circulation is more intense [Pierrehumbert, 2004, 2005; Voigt
et al., 2012; Voigt, 2013; Abbot et al., 2013], thermally indirect in the annual mean [Pierre-
humbert, 2004, 2005; Abbot and Pierrehumbert, 2010], and strongly influenced by vertical
diffusion of zonal momentum [Voigt et al., 2012; Voigt, 2013]; and 3.) baroclinic eddy dry
static energy transport is proportionally more important than in its modern counterpart [Pier-
rehumbert, 2004, 2005]. The only investigation of the snowball’s stratosphere that we have
encountered is that of Yang et al. [2012c], which examined the radiative effect of ozone on
the snowball atmosphere’s temperatures and found that reduced ozone leads to a cooler sur-
face. The stratospheric circulation during a snowball, however, has not been investigated in
detail.
The dynamics of the snowball stratosphere and stratosphere-troposphere exchange have
important consequences for the interpretation of a widely cited piece of geochemical evi-
dence for the snowball. The atmospheric ∆17O (= δ17O−0.52 × δ18O), a measure of the
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mass-independent fractionation of oxygen isotopes 17 and 18, reflects changes in the concen-
tration of CO2 via a stratospheric photochemical reaction network linking O3, O2, and CO2
[Yung et al., 1991, 1997]. With other quantities held constant, greater CO2 content leads to
more negative ∆17O. There are large negative anomalies in ∆17O fractionation recorded in
sulfates that were produced during and immediately after the second proposed Neoprotero-
zoic glaciation (the Marinoan glaciation, 635 Ma), which have been interpreted as evidence
for a very high CO2 partial pressure from volcanism in the absence of silicate weathering
[Bao et al., 2008, 2009; Cao and Bao, 2013]. The inferred quantity of CO2 depends on the
circulation within the stratosphere and the stratosphere-troposphere exchange because the
signal observed in rocks derives from fractionation in the upper stratosphere that dilutes as it
propagates into the troposphere.
The modern stratospheric circulation is predominantly wave-driven and strongly im-
pacts stratospheric temperatures and ozone abundance [Andrews et al., 1987; Haynes, 2005;
Maycock et al., 2013; Butchart, 2014]. In particular, waves generated in the troposphere
interact with the winter hemisphere’s stratospheric polar vortex and converge in the strato-
sphere driving the Brewer-Dobson circulation (poleward motion in midlatitudes and descent
over the pole) via a Coriolis torque. When the wave-driving is particularly strong it can re-
verse the sign of the stratospheric polar vortex from eastward to westward, an event called
a sudden stratospheric warming [Butler et al., 2015]. Future projections suggest an accel-
eration of the stratospheric circulation under warming induced by greenhouse gas forcing
[McLandress and Shepherd, 2009] due to enhanced wave breaking in the lower stratosphere.
How the different factors affecting the stratospheric circulation, e.g. wave driving, are im-
pacted during cold conditions like the snowball has not been investigated.
Here, we quantify the stratospheric circulation during a snowball using a general cir-
culation model (GCM). With modern ozone, the simulated snowball stratosphere displays a
weaker circulation, weaker wave activity, stronger jets, an absence of sudden stratospheric
warmings, and colder temperatures compared to conditions in our modern simulation. In
the absence of ozone, the stratospheric temperatures are colder, circulation is weaker, wave-
driving is weaker, and stratospheric zonal jets are non-existent. We also find that these changes
to the circulation probably do not change geochemical proxy-based estimates of CO2 during
the snowball that were calculated with the implicit assumption that the snowball stratosphere
behaved like the modern, unless the snowball’s O2 concentration was much lower than its
CO2 concentration. In the remainder of the paper, we describe the simulations and meth-
ods we used to diagnose and analyze the properties of the snowball stratosphere (Section 2),
summarize our results (Section 3), and speculate about implications of this work while also
describing future directions (Section 4).
2 Methods
2.1 Model Configuration
We ran the ECHAM6 [Giorgetta et al., 2013] GCM with boundary conditions set to
represent the pre-industrial modern Earth and several variants of an idealized hard snow-
ball Earth. We ran each simulation for a five year spin-up period, checked for equilibrium to
within 1 W m−2 at the top of the atmosphere, and ran the simulations for an additional five
years to generate the data used in this study. All simulations have a 360-day year, zero ec-
centricity, and obliquity equal to 23.4◦, and they use a modern continental configuration with
a 50m deep slab ocean. We do not include ocean energy transport because it does not af-
fect the snowball circulation, and our simulated modern stratospheric circulation agrees well
with ERA reanalysis without it. The slab ocean is covered in sea ice in the snowball simula-
tions. We use a prescribed seasonally-varying modern ozone profile, except in the simulation
that lacks ozone. We consider a simulation without ozone because O2 levels are poorly con-
strained during the Neoproterozoic and may have been one or two orders of magnitude lower
than today [Canfield, 2005; Yang et al., 2012c; Laakso and Schrag, 2017]. The snowball
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simulations have CO2 concentrations of 280 ppmv and 104 ppmv in order to test the effect of
CO2 build up over time during the snowball due to weakened silicate weathering. We also
cover the land surface with glaciers in the snowball simulations and use a constant albedo of
0.60 for both glaciers and sea ice. The glaciers do not change the topography of the land. We
ran one of the snowball simulations with flattened topography to test the influence of topog-
raphy on circulation and eddy activity. A summary of the different simulations can be found
in Table 1.
2.2 Stratospheric circulation
The stratospheric circulation is typically quantified using the transformed Eulerian
mean (TEM) circulation, which accounts for the impact of wave driving on the circulation
[Andrews et al., 1987]. However, the TEM is only approximate, as it assumes small am-
plitude eddies. A more accurate representation of the stratospheric circulation is the dry
isentropic circulation, which does not require any eddy amplitude approximation (see e.g.
Pauluis et al. [2008]). Pauluis et al. [2011] introduced the Statistical Transformed Eulerian
Mean (STEM) as a simple and accurate approximation of the dry isentropic circulation that
allows one to separate the mean and eddy components. The main assumption for the STEM
framework is that the eddy variance is finite and Gaussian. In the limit of small eddy vari-
ance STEM converges to the TEM formulation.
Like the TEM circulation, the STEM circulation can be decomposed into mean and
eddy components:
ΨSTEM(θ, φ) = Ψeddy(θ, φ) + Ψmean(θ, φ)
=
∫ θ
−∞
∫ ∞
0
2pia cos φ
g
v′θ ′(θ − θ)√
2piθ ′2
3
exp
[−(θ − θ)2
2θ ′2
]
dp˜dθ˜
+
∫ θ
−∞
∫ ∞
0
2pia cos φ
g
v√
2piθ ′2
exp
[−(θ − θ)2
2θ ′2
]
dp˜dθ˜
(1)
where φ is latitude, v is the meridional wind velocity, θ is potential temperature, g is surface
gravity, p is pressure, overbars represent zonal and monthly averages, and primes represent
deviations from those averages. Ψmean approximates the Eulerian mean circulation, including
the three-cell structure in isentropic coordinates (Hadley, Ferrel, and polar cells, see Figures
1 and 2, although the polar cells are unresolved at that contour interval). Ψeddy approximates
the circulation driven by eddy heat fluxes, which is analogous to a Stokes drift in isentropic
coordinates.
As mentioned previously, diffusion has been found to dominate the tropospheric cir-
culation in simulations of the snowball [Voigt et al., 2012; Voigt, 2013]. The mean circula-
tion Ψmean depends on the mean meridional flow v. Here we extend the STEM formulation
to specifically account for advection of mean meridional momentum, eddy momentum flux
convergence, and unresolved forces (which includes diffusion). Following Voigt [2013] we
can use the zonal-momentum budget in the free atmosphere to decompose the mean merid-
ional flow into components (v = vadv + vEMFC + vF) related to mean advection (vadv), eddy
momentum flux convergence (EMFC, vEMFC), and residual (vF):
∂u
∂t
= 0 = f v + ζv − ω∂u
∂p
− 1
a cos2 φ
∂(u′v′ cos2 φ)
∂φ
− ∂u
′ω′
∂p
+ F
u
D (2)
vadv =
1
f
(
− ζv + ω∂u
∂p
)
(3)
vEMFC =
1
f
(
1
a cos2 φ
∂(u′v′ cos2 φ)
∂φ
+
∂u′ω′
∂p
)
(4)
vF = −F
u
D
f
(5)
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where f = 2Ω sin φ, ζ is relative vorticity, ω is vertical pressure velocity, p is pressure, u is
the zonal wind, and FD
u is the inferred residual component of the zonal momentum budget,
which we assume to be dominated by diffusion. With this decomposition, the STEM formu-
lation for the mean circulation can be written as the sum of advection, EMFC, and residual
contributions, Ψmean = Ψadv + ΨEMFC + ΨF, where:
Ψadv =
∫ θ
−∞
∫ ∞
0
2pia cos φ
g
vadv√
2piθ˜ ′2
exp
[−(θ˜ − θ˜)2
2θ˜ ′2
]
dp˜dθ˜ (6)
ΨEMFC =
∫ θ
−∞
∫ ∞
0
2pia cos φ
g
vEMFC√
2piθ˜ ′2
exp
[−(θ˜ − θ˜)2
2θ˜ ′2
]
dp˜dθ˜ (7)
ΨF =
∫ θ
−∞
∫ ∞
0
2pia cos φ
g
vF√
2piθ˜ ′2
exp
[−(θ˜ − θ˜)2
2θ˜ ′2
]
dp˜dθ˜ (8)
This decomposition therefore allows us to quantify the importance of diffusion for the
stratospheric circulation. Note that because the meridional flow does not take into account
the momentum balance at the surface these circulations do not close at the surface.
Finally, to better understand changes to the strengths of the “shallow branches” and
“deep branch” of the eddy-driven circulation (e.g. Plumb [2002]), following Shaw and Pauluis
[2012] we also decompose v′θ ′ into contributions from planetary-scale (k=1-3) and synoptic-
scale (k = 4-30) eddies and calculate the circulation for each. With these decompositions of
the eddy-driven and mean components of ΨSTEM, we can understand the drivers of the strato-
spheric circulation.
2.3 The Eliassen-Palm flux
In order to quantify the importance of wave driving in the stratosphere we follow Kush-
ner and Polvani [2004] and calculate the Eliassen-Palm (EP) flux convergence in the vicinity
of the winter stratospheric jet:∫ p2
p1
∫ φ2
φ1
∇ · F
= a−1 cos φ
∫ p2
p1
F(φ)dp|φ2 − a−1 cos φ
∫ p2
p1
F(φ)dp|φ1
+
∫ φ2
φ1
cos φF(p)dφ|p2 −
∫ φ2
φ1
cos φF(p)dφ|p1
(9)
where F(φ) = a cos φ
[
−u′v′+ ( ∂u∂p )v′θ ′/( ∂θ∂p )
]
, F(p) = a cos φ
[
( f + ζ)v′θ ′/( ∂θ∂p )−u′ω′
]
, φ1 is
40.0◦, φ2 is 90.0◦, p1 is the average pressure at the tropopause as defined by the 380 K isen-
trope in the modern case and the 285 K isentrope in the snowball cases, and p2 is 1.0 hPa.
With the integrated convergence of the EP flux, we can compare the propagation of wave
activity between the troposphere and stratosphere in our modern and snowball simulations.
This provides information useful for explaining differences in the structure and behavior of
the zonal-mean flow of the stratosphere in our simulations.
2.4 Tropospheric ∆17O
∆17OO2 is a measure of the degree of non-mass-dependent depletion of heavy oxy-
gen (17O and 18O) in O2. This depletion occurs because the photochemical formation of
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ozone from O2 in the upper stratosphere tends to produce O3 molecules with mass indepen-
dent enrichment of 17O and 18O [Yung et al., 1991, 1997]. This ozone fractionation signal is
transferred to CO2 through isotopic exchange reactions that move the excited species O(1D),
which is released in UV photolysis of O3 and therefore enriched in heavy oxygen, to CO2
[Yung et al., 1991, 1997]. Transfer of heavy oxygen atoms from O2 to O3 to CO2 leads to a
depletion of heavy oxygen in O2 (a negative ∆17OO2 ), and a larger reservoir of CO2 allows
for the storage of more heavy oxygens and correspondingly more negative ∆17OO2 [Yung
et al., 1991, 1997].
The interpretation of anomalously negative ∆17OO2 in ancient minerals as evidence for
high CO2 during and immediately after the Neoproterozoic snowball requires that O2 bear-
ing this signal propagated down from the stratosphere into the troposphere without entirely
losing its mass-independent fractionation. In the rest of the study, we will use ∆17O to refer
to the fractionation of tropospheric O2 specifically unless otherwise noted. In Cao and Bao
[2013], the heavy oxygen fractionation of tropospheric oxygen in steady state is given as:
∆17O = δ17O − 0.52 × δ18O (10)
=
−Φ(ρ)γΘτ
1 + ρ + γΘτ
(11)
where ρ is the ratio of pO2/pCO2 (pO2 and pCO2 are the concentrations of the respective
gases), Φ(ρ) (≡ 0.519 × (64 + 146 × (ρ/1.23))/(1 + ρ/1.23) − 7.1738) is the difference of
∆17O between steady state O2 and CO2 in the photochemical reaction, τ is the residence time
of oxygen (≡ pO2/Fop , and Fop is the rate of oxygen production), γ is the cross-tropopause
mass exchange rate (defined later in section 2.4), and Θ is the stratospheric mixing efficiency
(defined later in section 2.4).
Qualitatively, equation 11 means that the degree to which the fractionation signal can
propagate into the troposphere from the stratosphere is determined by 1.) the magnitude of
fractionation in the steady-state reaction network in the upper stratosphere (a function of ρ);
2.) how well the depleted O2 can mix from the upper stratosphere to the lower stratosphere
(captured by Θ); 3.) the rate of cross-tropopause mass exchange (γ) to carry the fractionation
signal from the lower stratosphere into the troposphere; and 4.) the residence time of oxygen
(τ), since O2’s residence time is determined by its rate of photosynthetic production, and
photosynthesis produces oxygen that lacks mass-independent fractionation, so higher rates
of O2 production (e.g. smaller τ) will tend to wash out the stratospheric fractionation signal
in the troposphere. That is why ρ, γ, Θ, and τ all appear in the numerator. ρ appears in the
denominator because very large ρ (e.g. pO2  pCO2) limits the fraction of heavy oxygens
from O2 that can be sequestered in CO2 molecules. γ, Θ, and τ appear in the denominator
because the magnitude of the tropospheric ∆17O anomaly cannot exceed the value reached in
the upper stratosphere, so there must be a limit past which more efficient transport of altered
oxygen from the upper stratosphere to the troposphere (e.g. increases in γ or Θ) or reduced
photosynthetic flux of unaltered oxygen (e.g. increases in τ) stop affecting the troposphere’s
value. We focus on estimating γ and Θ in this study.
2.4.1 Stratosphere-troposphere exchange
The cross-tropopause mass exchange rate γ can be represented as the ratio between
the flux of mass across the tropopause and the total mass of the atmosphere, giving a quan-
tity with units of yr−1. The γ used in the snowball calculations in Bao et al. [2009]; Cao and
Bao [2013] to infer high CO2 during the snowball is derived from data in Appenzeller et al.
[1996], which describes the modern atmosphere. We directly calculate the upward mass flux
across the tropopause in our simulations by taking the difference between the sum of all lo-
cal maxima and the sum of all local minima of the STEM circulation along an isentrope that
roughly coincides with the highest portion of the tropopause in potential temperature coordi-
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nates (380 K in the modern simulation, and 285 K in the snowballs):
γ =
∑
ΨSTEM(θtropo)max −∑ΨSTEM(θtropo)min
Matm
(12)
=
FSTE
Matm
(13)
where FSTE is the mass flux across the tropopause, θtropo is potential temperature chosen to
represent the tropopause, and Matm is the mass of the atmosphere as determined by the pres-
sure it exerts at Earth’s surface. The globally averaged surface pressure in each of the simula-
tions is 9.855 × 104 Pa. Here, the surface pressure refers to the actual pressure on the ground,
including the effects of topography, and not the mean sea level pressure. Matm is calculated
by dividing the surface pressure by the gravity g. We calculate the mass flux across the isen-
trope that coincides with the highest portion of the tropopause in our simulations (instead of
directly across the tropopause) because those potential temperatures approximately coincide
with the bottom of the atmospheric region in which isentropes fall entirely within the strato-
sphere, e.g. the “stratospheric overworld” [Holton et al., 1995]. There is a large amount of
adiabatic mass exchange with the troposphere along the isentropes in the “lowermost strato-
sphere” that cross the tropopause. Since that portion of the stratosphere is more tightly cou-
pled to the troposphere by mass exchange than it is to the “overworld” [Holton et al., 1995],
it is better considered a part of the troposphere for the purpose of calculating ∆17O.
2.4.2 Stratospheric mixing efficiency
The stratospheric mixing efficiency, denoted Θ in this study, is defined in Cao and Bao
[2013] as the “fraction of the steady-state O2 in the O2–CO2– O3 reaction network within
the total O2 in the stratosphere.” In Cao and Bao [2013], Θ is inferred from equation (11)
using modern values of ∆17O (-0.34h), pCO2 (375 ppmv), pO2 (209,500 ppmv), and τ
(1244 years). To examine whether this parameter may have been different during a snow-
ball, changing estimates of pCO2 made using the ∆17O values presented in Bao et al. [2009],
we estimate Θ using data from our simulations.
ECHAM6 does not contain interactive chemistry, and there is no standard formula to
directly calculate Θ. To estimate Θ, we calculate the fraction of mass at a given altitude that
has passed through the region of the stratosphere where rates of photochemistry would peak,
but has not yet passed through the troposphere, and we take Θ to be directly proportional to
this quantity at the tropopause. We call this quantity ξ and treat it as the concentration of a
passive tracer, and we use “A” to denote the scaling factor that relates ξ(tropopause) to Θ,
such that Θ = A× ξ(tropopause). Assuming γ ×Θ from our modern simulation to be equal to
the γ × Θ given in Cao and Bao [2013] allows us to calculate the proportionality constant A,
since in that case A = γCao×ΘCaoγ×ξ . We can then use this value of A and the ξ values calculated
from our snowball simulations to estimate how Θ changes under snowball conditions.
We assume that the altitude where the prescribed O3 peaks in concentration is the re-
gion of the stratosphere where isotopically altered O2 is produced, since this process is ul-
timately due to UV photolysis of ozone (see discussion above in section 2.4). The poten-
tial temperature of this region is 1000 K in each of the simulations with ozone, so we use
this value as the “source” altitude. We do not account for the fact that the polar night region
of the stratosphere would not be photochemically active, since less than 10% of the strato-
sphere is in polar night at a given time, and this is a rough estimate of Θ. The same value is
used to calculate Θ in the simulation without ozone for ease of comparison, despite the fact
that a stratosphere lacking ozone would not produce this fractionation signal. We use the
no ozone simulation as a limiting case to study the properties of stratospheres with reduced
ozone abundances. We determine the “sink” altitude’s potential temperature in each case by
calculating the spatial and temporal average of the potential temperature at the tropopause.
The rate of change of ξ in a region with a given potential temperature θ can be calculated by
multiplying each mass flux into and out of that region by the ξ of the region the flux comes
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from, giving the fluxes of “photochemically altered” mass into and out of the region with that
potential temperature from the regions directly above and below it. This allows us to write
down a conservation equation at each potential temperature:
dξ(θ)
dt
= Fabove × ξ(θ + dθ) − Fabove × ξ(θ) + Fbelow × ξ(θ − dθ) − Fbelow × ξ(θ) (14)
where Fabove is the flux of mass between stratospheric regions with potential temperatures
θ and θ + dθ and Fbelow is the flux of mass between regions with potential temperatures θ
and θ − dθ. Each F is calculated as the difference between the maximum and minimum of
the STEM circulation at the boundary between two regions. Figure 3 shows a schematic of
a stratospheric layer with potential temperature θ exchanging mass with layers with potential
temperatures θ + dθ and θ − dθ via Fabove and Fbelow. Assuming steady-state, we can then
derive an equation for ξ:
ξ(θ) = Fabove × ξ(θ + dθ) + Fbelow × ξ(θ − dθ)
Fabove + Fbelow
(15)
We solve this system of equations (equation (15) for each zonal- and time-averaged poten-
tial temperature) using matrix inversion, with the boundary conditions that ξ is equal to zero
immediately below the tropopause (because ξ is a measure of the fraction of mass that has
reached a given point directly from the upper stratosphere without passing through the tropo-
sphere) and ξ(1000 K) – where the prescribed ozone peaks – is equal to one. Multiplying the
value of ξ at the tropopause by the scaling factor A gives Θ.
3 Results
We begin by applying the STEM circulation, including its extension with advection,
eddy momentum flux convergence, and diffusion, to reanalysis data and the modern simu-
lation. Next, we quantify changes in the stratospheric circulation between the modern and
snowball simulations. We then connect the circulation changes to changes in wave driving,
the stratospheric polar vortex, sudden stratospheric warmings, and stratospheric tempera-
tures. Finally, we compare the values of γ and Θ under modern and snowball conditions.
3.1 Stratospheric circulation
Since this is the first time the STEM framework and its extension have been used to
analyze the stratospheric circulation, we apply it to the ERA-Interim reanalysis dataset (see
e.g. Dee et al. [2011] for discussion of the ERA-Interim data; see Fig. 1 for our decomposi-
tion of the data). The full STEM circulation, ΨSTEM, successfully reproduces the dry isen-
tropic circulation in the stratosphere and all the features of the TEM stratospheric circulation
(see Figure 5 in Butchart [2014]). Further, through the decomposition into different dynam-
ical components (see equations 6 to 8), we see that the stratospheric circulation is largely
driven by eddies (see Fig. 1, Ψeddy & ΨEMFC), as expected [Butchart, 2014]. Unresolved pro-
cesses, possibly gravity wave drag or analysis increments associated with the data assimi-
lation scheme, are responsible for a non-negligible portion of the stratospheric circulation
between 0◦ and 30◦ (see Fig. 1, ΨF). We see similar results for the modern simulation (Fig.
2). The simulation displays a slightly stronger atmospheric circulation than the ERA-Interim
reanalysis data because it lacks ocean heat transport (see e.g. Czaja and Marshall [2006]).
Consistent with previous work by Pierrehumbert [2005]; Voigt et al. [2012]; Voigt
[2013]; Abbot et al. [2013], the winter-hemisphere Hadley cell is much stronger in the snow-
ball simulations than in the modern case (Tables 1, 2; Figs. 2 & 4). In contrast, the strato-
spheric circulation is notably weaker in both summer and winter (Tables 1, 2, 3; Figs. 2 &
4). Increasing CO2 from 280 ppmv to 10,000 ppmv in the snowball simulation strengthens
the stratospheric flow (Fig. 5). Removing ozone in the snowball simulation increases the
depth of the stratospheric circulation (Fig. 6) and raises the height of the tropopause, calcu-
lated according to the standard WMO definition. Flattening the topography further weakens
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the snowball stratosphere’s circulation and shifts ΨEMFC to lower altitudes compared to the
mountainous simulations (Fig. 7).
Largely consistent with one of the main results of Voigt et al. [2012]; Voigt [2013], ΨF
is a major driver of Ψmean in the troposphere of our snowball simulations, accounting for a
substantial portion in the winter cell, and nearly the entire mean circulation in the summer
cell (see Tables 2 & 3; the summer cell is too weak to be visible in the snowball circula-
tion figures). The situation is similar in the winter stratosphere, with ΨF accounting for be-
tween 22% and 80% of the strength of ΨSTEM at its extremum (Table 2). Ψeddy is also a ma-
jor driver of the winter snowball stratosphere’s circulation, especially poleward of 30◦ (see
Fig. 4), but specifically at the point where ΨSTEM reaches its maximum in the stratospheric
overworld, ΨF plays a large role. In the summer hemisphere snowball stratosphere, ΨSTEM is
dominated by Ψeddy, but ΨF is the main component of Ψmean (the summer circulation is too
weak to be seen in the figures of snowball stratospheric circulation at the contour interval we
used; see Table 3). ΨF seems to be responsible for some of the highest-altitude transport that
occurs in the snowball stratosphere (Fig. 4).
Most of the reduction in the strength of the snowball stratosphere’s circulation can be
attributed to changes in the wave-driven components. Planetary-scale eddy-driven circula-
tion is strongly reduced in the 280 ppmv CO2 snowball with modern ozone and topography
compared to the modern simulation (see Fig. 8). This is likely at least partly due to a reduc-
tion in planetary-scale Rossby waves because of the lack of land-sea contrast on a fully ice-
covered snowball. The flattened snowball simulation displays even weaker planetary-scale
wave-driven circulation because of a lack of Rossby waves that are generated as wind blows
over topography (Fig. 8). It is also clear from Fig. 8 that planetary-scale eddies contribute to
the “deep branch” of the stratospheric circulation and synoptic-scale eddies to the “shallow
branch” in both modern and snowball simulations. The synoptic-scale component of Ψeddy
also weakens in the snowball simulations, particularly in the summer hemisphere, although
not by as much as the planetary component. The “shallow” synoptic-scale component of the
flattened snowball’s circulation is more vigorous than that of the snowball with modern to-
pography (Fig. 8).
3.2 Wave activity
When considering the polar winter stratosphere as a box, the reduction in upward wave
propagation in the snowball relative to modern leads to decreased EP flux convergence in
the box because the flux out of the subtropical boundary is mostly unchanged in the simula-
tions with ozone (Fig. 9). The simulation without ozone displays a similar convergence to
the other snowball simulations despite considerably weaker influx across the bottom bound-
ary because its subtropical boundary outflux is also strongly reduced. Since the stratospheric
circulation is driven by the EP flux convergence, a reduction of vertical EP flux with small
changes in meridional EP flux weakens the circulation as shown in Fig. 8.
3.3 Stratospheric jets
The stratospheric polar vortex occurs due to the potential temperature gradient gen-
erated by solar heating of stratospheric ozone in the tropics and strong radiative cooling by
CO2 in the polar night region, and the strength of the vortex is modulated by the convergence
of EP flux [Waugh and Polvani, 2010]. Because EP flux convergence acts as a torque on
the zonal-mean flow and decelerates it, the weakened convergence over the polar cap in the
snowballs with modern ozone is consistent with a strengthened polar vortex compared to the
modern simulation (right column of Fig. 10). In contrast, the snowball simulation without
ozone does not display a vortex, since it lacks the temperature gradient generated by ozone
heating.
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The differences in jet speeds among the three snowball simulations with modern ozone
are also consistent with the modulation of vortex strength by EP flux convergence. The small,
1 kg m s−4 increase in EP flux convergence between the 280 ppmv and 10,000 ppmv CO2
snowball simulations (compare the blue and orange circles in Fig. 9) mirrors a small, ∼10 m
s−1 reduction in jet speed (Fig. 10). The larger 2.5 kg m s−4 decrease in EP flux convergence
between the 280 ppmv CO2 snowball simulation and the no mountain snowball simulation
(compare the blue and green circles in Fig. 9) accompanies a 30 m s−1 increase in jet speed
(Fig. 10).
EP flux convergence over the polar cap is also responsible for creating sudden strato-
spheric warming (SSW) events where the zonal-mean zonal wind reverses sign through de-
celeration of the polar vortex [Butler et al., 2015]. In Charlton and Polvani [2007], an event
is defined to occur when the zonal-mean zonal winds at a latitude of 60° and a pressure of
10 hPa become easterly during the period of November to March. At least twenty days must
pass after an event before another can be identified, and winds must return to westerly for at
least ten days prior to April 30th to avoid classification as a “final warming.” Charlton and
Polvani [2007] find that the modern Earth experiences approximately 0.62 SSWs per year,
while our modern simulation produces about one SSW per year, suggesting that the simula-
tion has a bias toward weak zonal winds. The frequency of SSWs goes from about one per
year for the modern simulation to none at all for the snowball simulations, which is striking,
given the bias in the modern simulation. However, with only 5 years of simulation data, we
cannot rule out the possibility that SSWs might occur at low frequencies in the snowball sim-
ulations. This is similar to the situation in the modern Earth’s Southern Hemisphere strato-
sphere, where weak wave driving leads to a polar vortex that is stronger than in the Northern
Hemisphere, with very infrequent SSWs [Waugh and Polvani, 2010].
3.4 Stratospheric Temperature
The weakening of the stratospheric circulation, vertical EP flux, and EP flux conver-
gence as well as the strengthening of the stratospheric polar vortex all imply colder strato-
spheric temperatures. In particular, in the absence of strong adiabatic warming induced by
a vigorous stratospheric circulation, we would expect the temperatures to be closer to radia-
tive equilibrium. This is indeed the case in the snowball simulations with modern ozone (left
column of Fig. 10). At any given time more than 65% of the Earth’s surface in the snowball
simulations with modern ozone is beneath stratospheric air that has a temperature less than
195K, the threshold for type 1 polar stratospheric cloud formation [Kinne and Toon, 1990].
In contrast, only around 30% of the modern simulation’s surface lies beneath stratospheric
air colder than 195K, and none falls below 188 K, the threshold for type 2 polar stratospheric
cloud formation [Kinne and Toon, 1990], except occasionally in the Antarctic during polar
winter. In the snowball simulation without ozone, the entire stratosphere falls below 188 K
because there is no solar heating of ozone to warm it.
3.5 Cross-tropopause mass exchange rate, stratospheric mixing efficiency, and
∆17O
The cross-tropopause mass exchange rate γ of 0.12 yr−1 calculated from our mod-
ern simulation (Table 1) is close to the γ of 0.13 yr−1 calculated from data in Appenzeller
et al. [1996] and used in Bao et al. [2008, 2009]; Cao and Bao [2013]. In turn, the modern
Θ of 0.018 is similar to the value of 0.017 used by Cao and Bao (by construction, see section
2.4.2)). Each snowball simulation has a γ that is smaller than that of the modern simulation,
while each snowball simulation has a Θ value that is larger than that of the modern simula-
tion (Table 1).
Bao et al. [2008, 2009]; Cao and Bao [2013] estimated the CO2 concentration during
and after the snowball from Neoproterozoic ∆17O by assuming modern γ and Θ. Since ∆17O
is a function of the product of γ and Θ (see equation (11)) the decreases in γ and increases
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in Θ between the modern simulation and snowball simulations end up partially canceling.
The largest deviation from modern in γ × Θ is displayed by the snowball simulation without
ozone, with a value 27% larger than modern. To see how the relationship between pCO2pO2 and
∆17O depends on γ and Θ calculated from our simulations, we vary γ × Θ across the values
in Table 1 while holding the other variables in equation (11) constant at the values used in
Bao et al. [2008, 2009] and listed in Table 1 of Cao and Bao [2013] (see our Fig. 11).
The variations in γ ×Θ can, depending on the tropospheric ∆17O value to be explained,
produce a maximum increase in estimated CO2 of up to 91× or a maximum decrease by a
factor of 3.6, measured relative to estimates produced with the modern γ × Θ. However, the
region in Fig. 11 that displays the largest variation in pCO2pO2 as a function of γ × Θ is also a
region where pCO2 is orders of magnitude greater than pO2, which is arguably not likely to
have been the case during the Neoproterozoic. Canfield and Teske [1996]; Holland [2006];
Kump [2014]; Laakso and Schrag [2017] all estimate that Neoproterozoic oxygen levels may
have been equal to or greater than 10% of modern pO2, implying an atmospheric concentra-
tion ≥20,000 ppmv, and Kasemann et al. [2005] use boron and calcium isotopes to estimate
a maximum late Neoproterozoic CO2 concentration of 90,000 ppmv. In the region of the pa-
rameter space where pCO2 ≤ 10×pO2, the values of pCO2pO2 remain close together over the
range of γ × Θ produced by our simulations, which helps validate the use of modern γ and Θ
to estimate snowball CO2 in Bao et al. [2008, 2009]; Cao and Bao [2013].
4 Conclusion & Discussion
4.1 Conclusions
In this study we analyzed GCM simulations of the stratosphere of the snowball Earth.
We focused on changes in the stratospheric circulation, EP flux convergence, polar vortex,
and temperatures relative to modern conditions. The stratospheric circulation was examined
using the Statistical Transformed Eulerian Mean framework of Pauluis et al. [2011]. We ex-
tended the STEM framework to include components accounting for advection, eddy momen-
tum flux convergence, and diffusion, since Voigt et al. [2012]; Voigt [2013] demonstrated the
importance of diffusion for the snowball Hadley cell.
We found that the stratospheric circulation during a snowball would have been weak-
ened compared to the modern. The reduced circulation strength in the winter stratosphere of
the Northern Hemisphere was linked to a weakening of the torque induced by eddy conver-
gence in the stratosphere. The decreased torque was likely caused primarily by a reduction in
Rossby waves due to the lack of land-sea contrast in the snowball simulations. In the snow-
ball simulations, wave activity at both planetary and synoptic scales was generally weakened
relative to modern. The weakening of eddy convergence led to a much stronger polar vortex
in snowball simulations with modern ozone, while the lack of differential stratospheric solar
heating in the case without ozone eliminated the vortex entirely. Reduced eddy convergence
also eliminated sudden stratospheric warming events in all snowball simulations. In the sim-
ulations with ozone, the weak eddy heat flux led to extremely low stratospheric temperatures,
particularly over the poles where the powerful vortex isolated the stratospheric air. Since the
simulation without ozone had much less UV absorption, the temperatures in the stratosphere
were even lower.
The anomalous ∆17O signal discovered in Neoproterozoic sulfates and interpreted as
evidence for elevated CO2 during a snowball in Bao et al. [2009] based on the model pre-
sented in Cao and Bao [2013] is dependent on the product of the stratosphere-troposphere
exchange (γ) and the stratospheric mixing efficiency (Θ). In this study, we quantified γ and
Θ under snowball conditions from GCM output for the first time. We showed that reductions
in γ and increases in Θ under snowball conditions partially cancel one another in our simula-
tions. This makes intuitive sense, as a reduction in the flux of material from the troposphere
into the stratosphere (a smaller γ) should make it easier to homogenize the isotopic compo-
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sition of the stratosphere (an increase in Θ) and vice versa. This is most clearly illustrated
by considering the limit where γ is zero–the composition of the stratosphere would homog-
enize without a flux of material from the troposphere, which is equivalent to having a Θ of
one (perfect stratospheric mixing efficiency). The use of modern values for those variables in
Bao et al. [2008, 2009]; Cao and Bao [2013] should not introduce large errors in estimates
of snowball CO2 from ∆17O, unless there was orders of magnitude more CO2 than O2 in the
snowball atmosphere. There are larger uncertainties in the estimate of pCO2 from ∆17O due
to the lack of information about what fraction of oxygen in the mineral samples came from
the atmosphere (see Bao et al. [2008, 2009]).
4.2 Discussion
Because our models did not have interactive chemistry, the implications of our find-
ings for ∆17O are tentative. The photochemistry that generates the fractionation signal is de-
termined by the temperatures, bulk velocities, and spatial distributions of participating O3,
O2, and CO2 molecules. Given the extreme cold, powerful jet (in the modern ozone cases)
or weakened jet (in the no ozone case, which can be considered an end-member of reduced
ozone scenarios), and weakened Brewer Dobson circulation, a detailed quantification of the
effects of changes to these properties on estimates of the magnitude of ∆17O is warranted.
This will better constrain how CO2 concentration influenced oxygen fractionation under the
exotic conditions of the snowball. Chemical transport models would be useful in exploring
the evolution of the coupled O3-O2-CO2 photochemical network during the Neoproterozoic
glaciations.
The extremely cold temperatures in the stratospheres of our snowball simulations
might allow for the formation of “polar stratospheric clouds” (PSCs) far from the poles (see
e.g. Steele et al. [1983]; Kinne and Toon [1990] for discussion of PSCs). If present, optically
thick PSCs would provide a strong greenhouse effect [Sloan and Pollard, 1998; Sloan et al.,
1999; Kirk-Davidoff et al., 2002]. If conditions allowed for the formation and persistence
of optically thick PSCs, especially over the tropics, then their greenhouse effect might have
contributed to deglaciation, similar to the role of tropospheric clouds explored in Abbot et al.
[2012]; Abbot [2014].
The changes in the simulated stratosphere of the snowball Earth are analogous but op-
posite to changes to the modern stratosphere that are predicted to occur in response to warm-
ing due to anthropogenic climate change. For example, the snowball involves weaker Brewer
Dobson circulation, weaker eddy fluxes, zero SSWs, a stronger stratospheric vortex (under
modern ozone), and colder temperatures compared to modern. In contrast, during warmer
climates, the circulation is predicted to accelerate due to increased eddy fluxes [McLan-
dress and Shepherd, 2009]. In a warmer climate there are competing effects of a colder
stratosphere and more wave driving [Ayarzagüena et al., 2018]; however, in a model with
a strengthened Madden Julian Oscillation, the stratosphere is predicted to exhibit a weaker
polar vortex, more sudden stratospheric warming events, and warmer temperatures [Kang
and Tziperman, 2017].
Given the bi-directional coupling between stratospheric and tropospheric dynamics
that has been observed and modeled under modern conditions, an altered snowball strato-
sphere may impact deglaciation scenarios and geochemical proxy interpretation. Interesting
directions for future investigation include the modeling of stratospheric cloud formation and
the inclusion of dynamical ozone chemistry in 3D simulations of the snowball atmosphere.
It would also be useful to examine the stratospheric properties of partially glaciated climates
like the Jormungand [Abbot et al., 2011], the Slushball [Micheels and Montenari, 2008], or a
stable “Waterbelt” [Rose, 2015], which might have significantly different dynamics and trace
chemical abundances, with the potential to influence interpretation of the ∆17O CO2 proxy.
–12–
Confidential manuscript submitted to JGR-Atmospheres
Acknowledgments
This work was completed using resources provided by the University of Chicago Research
Computing Center. We thank two anonymous reviewers and Dann Mitchell for their insight-
ful comments. We acknowledge support from the University of Chicago College Research
Fellows Program, NASA grant number NNX16AR85G, which is part of the “Habitable
Worlds” program, the Packard Foundation, the Clarendon Scholarship, and Modalert. Data
to reproduce figures can be found at DOI:10.6082/uchicago.1920.
References
Abbot, D. S. (2014), Resolved Snowball Earth clouds, Journal of Climate, 27(12), 4391–
4402, doi:10.1175/JCLI-D-13-00738.1.
Abbot, D. S., and R. T. Pierrehumbert (2010), Mudball: Surface dust and Snow-
ball Earth deglaciation, Journal of Geophysical Research, 115, D03104, DOI:
10.1029/2009JD012007.
Abbot, D. S., A. Voigt, and D. Koll (2011), The Jormungand global climate state and impli-
cations for Neoproterozoic Glaciations, Journal of Geophysical Research, 116, D18103,
doi:10.1029/2011JD015927.
Abbot, D. S., A. Voigt, M. Branson, R. T. Pierrehumbert, D. Pollard, G. Le Hir, and D. D.
Koll (2012), Clouds and Snowball Earth deglaciation, Geophysical Research Letters, 39,
L20711, doi:10.1029/2012GL052861.
Abbot, D. S., A. Voigt, D. Li, G. Le Hir, R. T. Pierrehumbert, M. Branson, D. Pollard, and
D. D. Koll (2013), Robust elements of Snowball Earth atmospheric circulation and oases
for life, Journal of Geophysical Research, 118, 6017–6027, doi:10.1002/jgrd.50540.
Allen, P. A., and J. I. Etienne (2008), Sedimentary challenge to Snowball Earth, Nature Geo-
science, 1, 817–825.
Andrews, D. G., C. B. Leovy, and J. R. Holton (1987), Middle atmosphere dynamics, vol. 40,
Academic press.
Appenzeller, C., J. R. Holton, and K. H. Rosenlof (1996), Seasonal variation of mass trans-
port across the tropopause, Journal of Geophysical Research: Atmospheres, 101(D10),
15,071–15,078.
Ayarzagüena, B., L. M. Polvani, U. Langematz, H. Akiyoshi, S. Bekki, N. Butchart,
M. Dameris, M. Deushi, S. C. Hardiman, P. Jöckel, et al. (2018), No robust evidence of
future changes in major stratospheric sudden warmings: a multi-model assessment from
ccmi, Atmospheric Chemistry and Physics, 18(15), 11,277–11,287.
Bao, H., I. Fairchild, P. Wynn, and Spotl (2009), Stretching the envelope of past surface en-
vironments: Neoproterozoic glacial lakes from Svalbard, Science, 323(5910), 119–112,
DOI: 10.1126/science.1165373.
Bao, H. M., J. R. Lyons, and C. M. Zhou (2008), Triple oxygen isotope evidence for ele-
vated CO2 levels after a Neoproterozoic glaciation, Nature, 453(7194), 504–506, DOI:
10.1038/nature06959.
Butchart, N. (2014), The brewer-dobson circulation, Reviews of geophysics, 52(2), 157–184.
Butler, A. H., D. J. Seidel, S. C. Hardiman, N. Butchart, T. Birner, and A. Match (2015),
Defining sudden stratospheric warmings, Bulletin of the American Meteorological Soci-
ety, 96(11), 1913–1928.
Canfield, D. E. (2005), The early history of atmospheric oxygen: homage to robert m. gar-
rels, Annu. Rev. Earth Planet. Sci., 33, 1–36.
Canfield, D. E., and A. Teske (1996), Late proterozoic rise in atmospheric oxygen concentra-
tion inferred from phylogenetic and sulphur-isotope studies, Nature, 382(6587), 127.
Cao, X., and H. Bao (2013), Dynamic model constraints on oxygen-17 depletion in atmo-
spheric O2 after a snowball Earth., Proceedings of the National Academy of Sciences,
110(36), 14,546–14,550.
Chandler, M., and L. Sohl (2000), Climate forcings and the initiation of low-latitude ice
sheets during the Neoproterozoic Varanger glacial interval, J Geophys Res-Atmos,
–13–
Confidential manuscript submitted to JGR-Atmospheres
105(D16), 20,737–20,756.
Charlton, A. J., and L. M. Polvani (2007), A new look at stratospheric sudden warmings. part
i: Climatology and modeling benchmarks, Journal of Climate, 20(3), 449–469.
Czaja, A., and J. Marshall (2006), The partitioning of poleward heat transport between the
atmosphere and ocean, Journal of the atmospheric sciences, 63(5), 1498–1511.
Dee, D. P., S. Uppala, A. Simmons, P. Berrisford, P. Poli, S. Kobayashi, U. Andrae, M. Bal-
maseda, G. Balsamo, d. P. Bauer, et al. (2011), The era-interim reanalysis: Configuration
and performance of the data assimilation system, Quarterly Journal of the royal meteoro-
logical society, 137(656), 553–597.
Giorgetta, M. A., E. Roeckner, T. Mauritsen, J. Bader, T. Crueger, M. Esch, S. Rast, L. Ko-
rnblueh, H. Schmidt, S. Kinne, et al. (2013), The atmospheric general circulation model
echam6-model description.
Haynes, P. (2005), Stratospheric dynamics, Annu. Rev. Fluid Mech., 37, 263–293.
Hoffman, P. F., A. J. Kaufman, G. P. Halverson, and D. P. Schrag (1998), A Neoproterozoic
snowball Earth, Science, 281(5381), 1342–1346.
Hoffman, P. F., D. S. Abbot, Y. Ashkenazy, D. I. Benn, J. J. Brocks, P. A. Cohen, G. M. Cox,
J. R. Creveling, Y. Donnadieu, D. H. Erwin, et al. (2017), Snowball earth climate dynam-
ics and cryogenian geology-geobiology, Science Advances, 3(11), e1600,983.
Holland, H. D. (2006), The oxygenation of the atmosphere and oceans, Philosophical Trans-
actions of the Royal Society B: Biological Sciences, 361(1470), 903–915.
Holton, J. R., P. H. Haynes, M. E. McIntyre, A. R. Douglass, R. B. Rood, and L. Pfister
(1995), Stratosphere-troposphere exchange, Reviews of geophysics, 33(4), 403–439.
Hyde, W. T., T. J. Crowley, S. K. Baum, and W. R. Peltier (2000), Neoproterozoic “Snowball
Earth” simulations with a coupled climate/ice-sheet model, Nature, 405(6785), 425–429.
Kang, W., and E. Tziperman (2017), More frequent sudden stratospheric warming events due
to enhanced mjo forcing expected in a warmer climate, Journal of Climate, 30(21), 8727–
8743.
Kasemann, S. A., C. J. Hawkesworth, A. R. Prave, A. E. Fallick, and P. N. Pearson (2005),
Boron and calcium isotope composition in neoproterozoic carbonate rocks from namibia:
evidence for extreme environmental change, Earth and Planetary Science Letters, 231(1-
2), 73–86.
Kinne, S., and O. Toon (1990), Radiative effects of polar stratospheric clouds, Geophysical
Research Letters, 17(4), 373–376.
Kirk-Davidoff, D. B., D. P. Schrag, and J. G. Anderson (2002), On the feedback of strato-
spheric clouds on polar climate, Geophysical Research Letters, 29(11).
Kirschvink, J. (1992), Late Proterozoic low-latitude global glaciation: The snowball Earth, in
The Proterozoic Biosphere: A Multidisciplinary Study, edited by J. Schopf and C. Klein,
pp. 51–52, Cambridge University Press, New York.
Kump, L. R. (2014), Hypothesized link between neoproterozoic greening of the land sur-
face and the establishment of an oxygen-rich atmosphere, Proceedings of the National
Academy of Sciences, 111(39), 14,062–14,065.
Kushner, P. J., and L. M. Polvani (2004), Stratosphere–troposphere coupling in a relatively
simple agcm: The role of eddies, Journal of climate, 17(3), 629–639.
Laakso, T. A., and D. Schrag (2017), A theory of atmospheric oxygen, Geobiology, 15(3),
366–384.
Liu, Y., and W. R. Peltier (2010), A carbon cycle coupled climate model of Neoproterozoic
glaciation: Influence of continental configuration on the formation of a "soft snowball", J
Geophys Res-Atmos, 115, D17111, DOI:10.1029/2009JD013082.
Maycock, A. C., M. M. Joshi, K. P. Shine, and A. A. Scaife (2013), The circulation response
to idealized changes in stratospheric water vapor, Journal of Climate, 26(2), 545–561.
McLandress, C., and T. G. Shepherd (2009), Simulated anthropogenic changes in the
brewer–dobson circulation, including its extension to high latitudes, Journal of Climate,
22(6), 1516–1540.
–14–
Confidential manuscript submitted to JGR-Atmospheres
Micheels, A., and M. Montenari (2008), A snowball Earth versus a slushball Earth: Results
from Neoproterozoic climate modeling sensitivity experiments, Geosphere, 4(2), 401–410,
DOI: 10.1130/GES00098.1.
Pauluis, O., A. Czaja, and R. Korty (2008), The global atmospheric circulation on moist
isentropes, Science, 321(5892), 1075–1078.
Pauluis, O., T. Shaw, and F. Laliberté (2011), A statistical generalization of the transformed
eulerian-mean circulation for an arbitrary vertical coordinate system, Journal of the Atmo-
spheric Sciences, 68(8), 1766–1783.
Peltier, W. R., Y. G. Liu, and J. W. Crowley (2007), Snowball Earth prevention by dissolved
organic carbon remineralization, Nature, 450(7171), 813–U1.
Pierrehumbert, R. T. (2004), High levels of atmospheric carbon dioxide necessary for the
termination of global glaciation, Nature, 429(6992), 646–649, DOI: 10.1038/nature02640.
Pierrehumbert, R. T. (2005), Climate dynamics of a hard snowball Earth, J. Geophys. Res.,
110(D1), D01111, DOI: 10.1029/2004JD005162.
Pierrehumbert, R. T., D. S. Abbot, A. Voigt, and D. Koll (2011), Climate of the Neopro-
terozoic, Ann. Rev. of Earth and Planet. Sci., 39, 417–460, DOI:10.1146/annurev-earth-
040809-152447.
Plumb, R. A. (2002), Stratospheric transport, Journal of the Meteorological Society of Japan.
Ser. II, 80(4B), 793–809.
Rose, B. E. (2015), Stable “waterbelt” climates controlled by tropical ocean heat transport: A
nonlinear coupled climate mechanism of relevance to snowball earth, Journal of Geophys-
ical Research: Atmospheres, 120(4), 1404–1423.
Shaw, T. A., and O. Pauluis (2012), Tropical and subtropical meridional latent heat transports
by disturbances to the zonal mean and their role in the general circulation, Journal of the
Atmospheric Sciences, 69(6), 1872–1889.
Sloan, L. C., and D. Pollard (1998), Polar stratospheric clouds: A high latitude warming
mechanism in an ancient greenhouse world, Geophysical Research Letters, 25(18), 3517–
3520.
Sloan, L. C., M. Huber, and A. Ewing (1999), Polar stratospheric cloud forcing in a green-
house world: A climate modeling sensitivity study, in Reconstructing Ocean History: A
Window into the Future, edited by F. Abrantes and A. Mix, pp. 273–293, Kluwer Aca-
demic / Plenum Publishers.
Steele, H., P. Hamill, M. McCormick, and T. Swissler (1983), The formation of polar strato-
spheric clouds, Journal of the Atmospheric Sciences, 40(8), 2055–2068.
Voigt, A. (2013), The dynamics of the snowball earth hadley circulation for off-equatorial
and seasonally-varying insolation, Earth System Dynamics Discussions, 4(2), 927–965.
Voigt, A., I. M. Held, and J. Marotzke (2012), Hadley cell dynamics in a virtually dry
Snowball Earth atmosphere, Journal of the Atmospheric Sciences, 69, 116–128,
doi:10.1175/JAS-D-11-083.1.
Walker, J. C. G., P. B. Hays, and J. F. Kasting (1981), A negative feedback mechanism for the
long term stabilization of Earth’s surface temperature, Journal of Geophysical Research,
86(NC10), 9776–9782.
Waugh, D. W., and L. M. Polvani (2010), Stratospheric polar vortices, in The stratosphere:
Dynamics, transport, and chemistry, pp. 43–57, Wiley Online Library.
Yang, J., W. Peltier, and Y. Hu (2012a), The initiation of modern “soft Snowball” and “hard
Snowball” climates in CCSM3. Part I: the influence of solar luminosity, CO2 concentra-
tion and the sea-ice/snow albedo parameterization, Journal of Climate, 25, 2711–2736,
doi: 10.1175/JCLI-D-11-00189.1.
Yang, J., W. Peltier, and Y. Hu (2012b), The initiation of modern “soft Snowball” and “hard
Snowball” climates in CCSM3. Part II: climate dynamic feedbacks, Journal of Climate,
25, 2737–2754, doi: 10.1175/JCLI-D-11-00190.1.
Yang, J., Y. Hu, and W. Peltier (2012c), Radiative effects of ozone on the climate of a snow-
ball earth, Climate of the Past, 8(6), 2019–2029.
–15–
Confidential manuscript submitted to JGR-Atmospheres
Yung, Y. L., W. DeMore, and J. P. Pinto (1991), Isotopic exchange between carbon dioxide
and ozone via o (1d) in the stratosphere, Geophysical Research Letters, 18(1), 13–16.
Yung, Y. L., A. Y. Lee, F. W. Irion, W. B. DeMore, and J. Wen (1997), Carbon dioxide in
the atmosphere: Isotopic exchange with ozone and its use as a tracer in the middle atmo-
sphere, Journal of Geophysical Research: Atmospheres, 102(D9), 10,857–10,866.
–16–
Confidential manuscript submitted to JGR-Atmospheres
Climate CO2 (ppmv) Topography Ozone ΨtropoSTEM[10
9 kg
s ] Ψ
strat
STEM[10
9 kg
s ] γ [yr
−1] Θ γ × Θ[yr−1]
Modern 280 Modern Modern 269 12.6 0.12 0.018 0.0022
Snowball 280 Modern Modern 541 8.3 0.10 0.026 0.0026
Snowball 10,000 Modern Modern 631 10.3 0.11 0.022 0.0024
Snowball 280 Modern None 569 7.8 0.082 0.037 0.0030
Snowball 280 Flat Modern 550 6.9 0.099 0.025 0.0025
Table 1. A table presenting information about the simulations used in this study. The “Climate” column
classifies simulations as snowball or modern, “CO2 (ppmv)” quantifies the CO2 concentration of each sim-
ulation, “Topography” distinguishes between the flattened simulation and those with modern topography,
“Ozone” describes the ozone content of each simulation, “ΨtropoSTEM[10
9 kg
s ]” gives the maximum absolute value
reached by each STEM circulation averaged over December, January, and February,“ΨstratSTEM[10
9 kg
s ]” gives
the maximum absolute value reached by each STEM circulation above the isentrope marking the stratospheric
“overworld” (380 K for modern, 285 K for snowballs) averaged over December, January, and February, “γ
[yr−1]” provides the cross-tropopause mass exchange rates we calculated, “Θ” provides the stratospheric
mixing efficiencies, and “γ × θ[yr−1]” lists the products of γ and Θ in each simulation.
Winter cell
Climate CO2 Topog. Ozone Troposphere[109 kgs ] Stratosphere[10
9 kg
s ]
(ppmv) ΨSTEM Ψeddy Ψmean Ψadv ΨEMFC ΨF ΨSTEM Ψeddy Ψmean Ψadv ΨEMFC ΨF
Modern 280 Modern Modern -246.9 3.0 -259.9 -83.3 -158.1 -8.5 -12.6 -1.6 -11.0 -1.6 -1.3 -8.0
Snowball 280 Modern Modern -428.6 -8.7 -420.0 -186.7 -101.1 -132.1 -8.3 -0.5 -7.8 -1.0 -0.2 -6.6
Snowball 10,000 Modern Modern -468.0 -8.0 -460.0 -236.4 -107.4 -116.2 -10.3 0.4 -10.7 -3.1 -5.0 -2.6
Snowball 280 Modern None -431.1 -11.0 -420.1 -152.7 -126.9 -140.6 -7.8 -5.4 -2.4 -1.6 4.4 -5.2
Snowball 280 Flat Modern -454.4 -7.0 -447.5 -201.8 -116.1 -129.6 -6.9 -2.4 -4.5 -1.4 -1.6 -1.5
Table 2. The strength of the DJF-mean STEM circulation in the stratosphere and the troposphere of the
winter hemisphere is decomposed. The maximum strength of the STEM circulation outside of latitudes be-
tween 8.4 and −8.4◦ (where Ψadv, ΨEMFC, and ΨF are whited out in Figs. 1 through 2 and 4 through 7) for an
atmospheric layer is listed under each ΨSTEM subcolumn. We take the bottom boundary for inclusion in the
stratosphere to be 285 K for snowball simulations and 380 K for the modern simulation. Ψeddy through ΨF
lists the strength of each component at the same latitude and potential temperature as the ΨSTEM value. Note
that these values are not the extrema of Ψeddy through ΨF: they are the values of those circulation components
at the extremum of ΨSTEM. The ΨSTEM values in the “Troposphere” column do not match those of Table
1 because the actual maximum of the Hadley circulation often occurs within +/-8.4 ◦. Columns “Climate”
through “Ozone” are the same as in Table 1.
Summer cell
Climate CO2 Topog. Ozone Troposphere[109 kgs ] Stratosphere[10
9 kg
s ]
(ppmv) ΨSTEM Ψeddy Ψmean Ψadv ΨEMFC ΨF ΨSTEM Ψeddy Ψmean Ψadv ΨEMFC ΨF
Modern 280 Modern Modern 105.8 14.0 91.7 24.5 67.2 0.0 6.8 7.7 -0.9 0.3 -3.0 1.7
Snowball 280 Modern Modern 12.8 12.0 0.8 -0.1 -0.8 1.6 2.2 2.1 0.1 -0.2 0.2 0.1
Snowball 10,000 Modern Modern 9.5 9.8 -0.2 -0.5 -0.1 0.4 2.2 2.0 0.2 -0.3 0.1 0.3
Snowball 280 Modern None 17.4 16.4 1.0 0.0 0.1 0.9 1.3 1.2 0.2 0.0 0.0 0.1
Snowball 280 Flat Modern 30.8 29.5 1.2 0.0 0.6 0.7 2.9 2.6 0.3 -0.2 0.3 0.2
Table 3. Same as Table 2, except presenting information from the summer hemisphere of DJF-averaged
simulations.
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Figure 1. Decomposition of the statistical transformed Eulerian-mean stream function of daily ERA-
interim reanalysis data from 1979 to 2011. The stream functions shown are ΨSTEM, Ψeddy, Ψmean, Ψadv,
ΨEMFC, and ΨF (see text for details). Ψadv, ΨEMFC, and ΨF are whited out between -8.4 and 8.4 degrees
because they each have a Coriolis term in the denominator, which leads to inaccurate behavior near the equa-
tor. The vertical axis is potential temperature averaged over December, January, and February. The contour
interval is 4.0 × 1010 kgs below the tropopause averaged in the zonal mean and over December, January, and
February (represented by the red curve) and 2.0 × 109 kgs above it. The zero contour is not shown. Solid
contours indicate counter-clockwise flow, and dashed contours indicate clockwise flow.
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Figure 2. Same as Fig.1, but for our modern simulation. The dotted blue line is at 380 K, the isentrope we
used to mark the stratospheric “overworld” in the modern simulation (see text).
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Figure 3. A schematic of the one-dimensional discretization used to calculate ξ at each potential temper-
ature in the stratosphere. The solid black lines mark the center points of the regions in the stratosphere with
spatially- and temporally-averaged potential temperatures of (from top) θ + dθ, θ, and θ − dθ. The dashed
lines represent the boundaries between those regions. Fabove is the mass exchange between the region with
potential temperature θ + dθ and the region with potential temperature θ. Fbelow is the mass exchange between
region with potential temperature θ and the region with potential temperature θ− dθ. The mass fluxes are each
multiplied by the ξ of the region they are leaving to give the fluxes of tracer between regions.
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Figure 4. Same as Fig. 2, but for the 280 ppmv CO2 snowball simulation with modern ozone and topog-
raphy. The dotted blue line is at 285 K, the isentrope we used as the bottom boundary to the stratospheric
“overworld” in the snowball simulations (see text).
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Figure 5. Statistically significant differences between the stratospheric circulations of the 10,000 ppmv
CO2 snowball simulation and the 280 ppmv CO2 snowball simulation with modern ozone and topography.
The contour interval is 8 × 108 kgs . The bottom boundary in these plots is the 285 K isentrope that approxi-
mately separates the “stratospheric overworld” from the “lowermost stratosphere” in our snowball simulations
(see Section 2.4.1).
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Figure 6. Statistically significant differences between the stratospheric circulations of the snowball simu-
lation without ozone and the 280 ppmv CO2 snowball simulation with modern ozone and topography. The
contour interval is 8 × 108 kgs . The bottom boundary in these plots is the 285 K isentrope that approximately
separates the “stratospheric overworld” from the “lowermost stratosphere” in our snowball simulations (see
Section 2.4.1).
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Figure 7. Statistically significant differences between the stratospheric circulations of the snowball simu-
lation with flattened topography and the 280 ppmv CO2 snowball simulation with modern ozone and topog-
raphy. The contour interval is 8 × 108 kgs . The bottom boundary in these plots is the 285 K isentrope that
approximately separates the “stratospheric overworld” from the “lowermost stratosphere” in our snowball
simulations (see Section 2.4.1).
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Figure 8. A wavenumber decomposition of Ψeddy. The top row of plots shows the decomposition for the
modern simulation, the middle shows it for the 280 ppmv CO2 snowball simulation with modern ozone and
topography, and the bottom shows the results from the mountainless snowball simulation. The middle column
of plots shows the circulation driven by planetary-scale (wavenumber k = 1 -3) waves, the right column shows
the circulation driven by synoptic-scale (wavenumber k=4-30) waves, and the left column shows their sum.
The contour interval is 2 × 109 kgs above the tropopause and 4 × 1010 kgs below the tropopause.
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Figure 9. This plot shows the convergence of the Eliassen-Palm (EP) flux vector integrated over the bound-
aries of a box with sides enclosed by latitudes of 40.0° ≤ φ ≤ 90.0° and pressures of p1 ≥ p ≥ 1.0 hPa, where
p1 is the area-weighted average pressure of the isentrope used as the tropopause for each simulation. The total
convergences are represented by the circles in the center for the modern simulation (red), the 280 ppmv CO2
snowball with modern ozone and topography (blue), the 10,000 ppmv CO2 snowball (orange), the 280 ppmv
CO2 snowball with flattened topograph (green), and the 280 ppmv CO2 snowball with no ozone (black). The
arrows indicate the direction and magnitude of the integrated wave activity flux across each boundary. No
wave flux enters or leaves the 90.0° boundary.
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Figure 10. Left: The zonal-mean atmospheric temperatures averaged over December, January, and Febru-
ary (DJF), for, from top to bottom, the modern simulation, the 280 ppmv CO2 snowball simulation with
modern ozone and topography, the 10,000 ppmv CO2 snowball simulation, the 280 ppmv CO2 snowball sim-
ulation with flattened topography, and the 280 ppmv CO2 snowball simulation with no ozone. The contour
interval is 10 K. Green regions mark where the temperature falls below 195 K, roughly that required for Type
I polar stratospheric cloud (PSC) formation. Blue regions mark temperatures below 188 K, at which Type II
PSCs are observed to form. The red lines mark the tropopause averaged over DJF. Right: The zonal-mean
jet speeds averaged over DJF for the same simulations. The contour interval is 10 m s−1. The grey zones
represent easterly winds, while the unshaded zones represent westerlies.
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Figure 11. Tropospheric ∆17O inh vs pCO2pO2 , varying γ × Θ over the values from Table 1 to see how in-
corporating results from snowball simulations impacts CO2 inferences from ∆17O measurements. Values in
Equation (11) other than γ and Θ are taken from Cao and Bao [2013]. The blue line uses a γ × Θ equal to that
of the modern simulation, orange corresponds to the value from the 280 ppmv CO2 snowball with modern
ozone and topography, green corresponds to the value from the 10,000 ppmv CO2 snowball, red corresponds
to the value from the snowball without ozone, and purple corresponds to the value from the snowball without
mountains.
–28–
