Starting with some determinants of binomial coefficients which are related to Fibonacci and Lucas polynomials we study similar determinants for some generalizations of these polynomials and their q-analogues.
Introduction
The Fibonacci polynomials The starting point of this paper was the observation that the Fibonacci and Lucas polynomials can be obtained as the following determinants of matrices with binomial coefficients: 
Note that we always assume that 0 x k ae ö ÷ ç ÷ ç = ÷ ç ÷ ç ÷ ç è ø for 0. k < It is very probable that these determinants are known, but I could find no reference.
We extend these results to the generalized Fibonacci polynomials 
for n Î  as is easily verified by induction.
The recursion can be used to extend these polynomials to all . n Î  We shall need only the fact that they can be extended to 0 k n -< < with ( ) ( , ) 0. 
The first terms of the sequence ( 
and (4)
Main results

Theorem 1
Let 
Theorems 1 and 2 also have interesting qanalogues. Let us consider the generalized q -Fibonacci polynomials (cf. [1] , [8] )
which satisfy the recursion ( ) 
, 0
For Theorem 3 I could only find a qanalogue for 2 : k =
Proposition 7
Let
Also for Theorem 4 I have only a qanalogue for 2. k = Proposition 8 
Proofs
A main tool is the following simple consequence of Cramer's rule:
be a lower triangular matrix with ( , ) 1 t i i = for all i and let As a simple application let us derive the determinant representation of ( ) ( ; ). ( 1, ) .
For example we get ( )
we would get a qanalogue of ( ) ( ).
k n L x But this does not have nice coefficients.
Lemma 10
and for 0 i k n < < +
Remark
If we consider the shift operator E defined by
then the recursion of ( ) k n F can symbolically be written as (
and the identities (26) as ( ) ( )
and (27) as
I shall not try to make this exact but give a proof by induction.
1) Identity (26).
For 0 r = and 0 n > it reduces to the defining recursion ( )
Suppose it holds for 1 rand 0. n > Then we get for r n £ ( )
We show first that for 0 r k £ < and 0 n > the identity ( , ) ( , ) s n i f n i = holds for 0 . i k r < £ -For example for ( , , ) (2,0,1) k r i = we get
( 
In the other direction we have for i k r > -
On the other hand the recursion 
This follows from Vandermonde's formula
Combining these results and observing that the inverse of
Transposing this matrix we get (32).
In the matrices
all entries for 1 j i > + vanish. For 1 j i = + all entries are 1. By Lemma 9 this is equivalent with the identity
Combining (26) and (28) we get (34). Note that for 0 n = the left-hand side of (26) is r x and the left-hand side of (28) is 0.
Proof of Theorem 2
The entries ( , ) b i j of the matrix ( , , ) n B k r x satisfy ( , ) 0 b i j = for 1 j i > + and ( , 1) 1. b i i + = Thus we can apply Lemma 9 with
We must show that
It suffices to show that for 0 r k £ <
Both formulae are a special case of (27).
Proof of Theorem 3
1 , 0
is a Hessenberg matrix with 1 in the diagonal
j i = +
We want to show that
for 0 n > and ( ) 0 ( ) 1. 
We know that (cf. [3] ) ) 0 ( 1) ( ) . 
For 0 n = the first sum is r x and the second sum vanishes. Thus (38) is true.
Proof of Theorem 4
By Lemma 9 it suffices to show that
We show that these sums are equal to 
As q -analogue of Lemma 10 we get
Lemma 11
Let 0 . r k £ < For 0 n > we get
and for 0 i k n < < + 
Proof
Let us first prove (39). For 0 r = it reduces to the defining identity 
Suppose that (39) holds for 1 rand 0. n > Then we get for r n £ 
n j n j k n j k n i n n j k k kj r j n j n j k n j n n j k j i k r x q F x q n j i k r x q n j In order to apply Lemma 9 we consider the transpose ( ) 
