The wide field of view (WFV) is an optical imaging sensor on-board the Gao Fen 1 (GF-1). The WFV lacks an on-board calibrator, so on-orbit radiometric calibration is required. Zhong et al. proposed a method for cross-calibrating the charge-coupled device on-board the Chinese Huan Jing 1 (HJ-1/CCD) that can be applied to the GF-1/WFV. However, the accuracy is limited because of the wider radiometric dynamic range and the higher spatial resolution of the GF-1/WFV. Therefore, Landsat-8 Operational Land Imager (OLI) imagery with a radiometric resolution similar to that of the GF-1/WFV and DEM extracted from ZY-3 three-line array panchromatic camera (TLC) with a higher spatial resolution were used. A calibration site with uniform surface material and a natural topographic variation was selected, and a model of this site's bidirectional reflectance distribution function (BRDF) was developed. The model has excellent agreement with the real situation, as shown by the comparison of the simulations to the actual OLI surface reflectance. Then, the model was used to calibrate the WFV. Compared with the TOA reflectance from synchronized Landsat-8/OLI images, all errors calculated with the calibration coefficients retrieved in this paper are less than 5%, much less than the errors 
Introduction
The wide field of view (WFV) camera is one of the key instruments operating on the Gao Fen 1 (GF-1) satellite, (hereafter, the WFV camera on-board the GF-1 satellite is written as GF-1/WFV), launched by the China Centre for Resource Satellite Data and Application (CRESDA) on 27 April 2013. The GF-1 satellite has four WFV cameras and two panchromatic cameras on-board. For WFV cameras, the nominal spatial resolution is 16 m. The GF-1/WFV has three visible bands (450-520 nm, 520-590 nm, and 630-690 nm) and one near-infrared (NIR) band (770-890 nm), which is similar to the Huan Jing 1/charge-coupled device (abbreviated as HJ-1/CCD) in spectral settings. Four WFV (GF-1/WFV1, GF-1/WFV2, GF-1/WFV3 and GF-1/WFV4) cameras work simultaneously in the GF-1 satellite, making a swath of approximately 800 km wide and a revisit period of 4 days. The comparison of the primary characteristics of the GF-1/WFV and the HJ-1/CCD is shown in Table 1 . The GF-1 has the highest performance of all satellites launched by China up to now due to its perfect combination of higher spatial and spectral resolution. However, as the HJ-1/CCD does, the GF-1/WFV lacks on-board calibration capabilities, which would limit the applications of the data. To better use the GF-1/WFV data quantitatively, alternative calibration methods need to be developed. CRESDA performs the vicarious calibration measurements for GF-1/WFV and releases the calibration coefficients once a year through its website at http://www.cresda.com. However, the radiometric capability is not always stable for a whole year because the WFV cameras are not the state-of-the-art instruments. Thus, the frequency of vicarious calibration also needs to be increased as the instruments age. The wide swath coverage and large view angle of the WFV cameras provide challenges in cross-calibration using a common cross-calibration method with a narrow field of view sensors. Due to the topography, near-nadir observations actually see the material at a wide range of illumination and view angles. These observations and DEM data can be used to develop a model of calibration site's BRDF that covered most of the illumination and view angle range of the sensor data with wide field of view. Zhong et al. [1] developed a cross-calibration technique for HJ-1/CCDs with wide swath coverage and large angle observation. In this method, the Landsat TM/ETM+ imagery and the ASTER GDEM product are used to retrieve a desert site's BRDF characteristics. With the retrieved BRDF characteristics, the surface reflectance under the HJ-1/CCD's solar illumination and view geometries of the calibration site are simulated. Then, the top-of-atmosphere (TOA) can be calculated using the atmospheric radiative transfer model. The method performs very well for different HJ-1/CCD sensors in consecutive years and satisfies the requirement of 5% error for the radiometric calibration procedure. The technique is also viable for other sensors whose channel setting is similar to HJ-1/CCD, such as the GF-1/WFV. The radiometric resolution of the GF-1/WFV is 10 bit, which is higher than that of the HJ-1/CCD, 8 bit. A higher radiometric resolution indicates that more detailed information could be obtained from the GF-1/WFV imagery. In the approach developed by Zhong et al. [1] , the radiometric resolution of reference imagery, Landsat-7/ETM+, is also 8 bit, as HJ-1/CCD is. If the cross-calibration of the GF-1/WFV still uses Landsat TM/ETM+, some information may be lost. In addition, the horizontal resolution of the ASTER GDEM product used in Zhong's method is only slightly higher than 120 m, whereas that of the GF-1/WFV is 16 m. The large difference in resolution degrades the accuracy of the cross-calibration. Therefore, new reference imagery with a higher radiometric resolution and DEM data with a higher spatial resolution are subsequently expected to better calibrate the GF-1/WFVs.
The Operational Land Imager (OLI) on-board the Landsat-8 was launched by the National Aeronautics and Space Administration (NASA) and the United States Geological Survey (USGS) [2] on 17 February 2013 from the Vandenberg Air Force Base in California. The Landsat-8/OLI offers significant improvements in both the data quality and spectral coverage compared with the Landsat TM/ETM+ and has obtained a large number of clear images so far.
The three-line array camera sensor (TLC) is one of the key instruments operating on the Zi Yuan 3 satellite, which is abbreviated as ZY-3 (hereafter, the TLC sensor on-board the ZY-3 is written as ZY-3/TLC), launched on 1 January 2012 by the CRESDA in the Taiyuan satellite launch centre. The ZY-3 is the first civilian high-resolution optical transmission type mapping satellite in China, and it is primarily used in cartography, DEM modelling and resource investigation [3] . The DEM extracted by the ZY-3/TLC has a higher horizontal resolution than the ASTER GDEM.
In this paper, the Landsat-8/OLI Imagery and DEM extracted by the ZY-3/TLC are used together to cross-calibrate the GF-1/WFV. First, the BRDF characteristics of a desert is recalculated using the Landsat-8/OLI Imagery and DEM extracted by the ZY-3/TLC together. Second, the surface reflectance under the solar illumination and the view geometries of the GF-1/WFV are simulated by the retrieved BRDF. Third, the radiance at the top-of-the atmosphere (TOA) is calculated with the simulated surface reflectance of the GF-1/WFV using the atmosphere radiative transfer model. Finally, the cross-calibration of the GF-1/WFV is performed.
To assess the performance of the improved cross-calibration approach in this paper, the TOA reflectance from the improved method and CRESDA's are compared with TOA reflectance from synchronized Landsat-8/OLI images at the Dunhuang test site.
Datasets
In the approach developed by Zhong et al. [1] , a calibration site approximately of 30 × 30 km located within the Badain Jaran Desert is chosen. It is located in central Inner Mongolia of Northern China (Figure 1 ). The calibration site is selected for the following three reasons [4, 5] : First, the area is temporally, spatially and radiationally stable in brightness, spatial homogeneity, altimetric and bidirectional effects, seasonal variation, and long-term stability [1] . Second, many clean lakes are located in the calibration site, which can be used to determine the aerosol optical depth (AOD) accurately using the dark object (DO) method [6] . Third, sand is the primary surface material in this area, and the topography is hilly, offering a wide range of slopes and aspects to retrieve BRDF. In this paper, the Badain Jaran Desert calibration site is selected, and the corresponding Landsat-8/OLI, ZY-3/TLC and GF-1/WFV data from this site are collected. 
OLI Imagery
Since the launch of Landsat 1 in 1972, the imagery from the Landsat series of satellites has become the longest continuous dataset of reasonable high spatial-resolution imagery for Earth observing, which is widely used for many types of remote sensing applications, such as land surface parameter retrieval, land use and land cover change [1, 7] , and cross-calibration for other sensors [8] [9] [10] . The Landsat-8 was launched to continue Landsat's mission of monitoring Earth systems and capturing changes at a relatively high spatial resolution [11, 12] . In addition to fulfilling the Landsat's goal in data continuity, the Landsat-8 offers significant improvements in both data quality and spectral coverage [11] [12] [13] [14] . The Landsat-8 has an Operational Land Imager, which is abbreviated as OLI (hereafter, the OLI sensor on-board the Landsat-8 satellite is written as Landsat-8/OLI), and a Thermal Infrared Sensor on-board. The OLI sensor was designed by the Ball Aerospace and Technology Corporation, and it includes 9 bands covering the visible, near-infrared and short-wave infrared portions of the spectrum [15] . The OLI has spatial and spectral characteristics similar to those of the Thematic Mapper (TM) and Enhanced Thematic Mapper Plus (ETM+), but it also includes some enhancements. The comparison of the band settings, spectral range and spatial resolution between OLI and ETM+ is listed in Table 2 . The OLI is chosen as the reference sensor for the following reasons:
(1) The radiometric quantization and signal-to-noise characteristics of the Landsat-8/OLI are an improvement over the Landsat-7/ETM+ [14] . The OLI data are quantized into 12 bit, which provides 16 times the radiometric resolution of the 8-bit data from the previous Landsat instruments [17] . The improved radiometric resolution of the Landsat-8/OLI translates into 4096 potential grey levels in an image, compared with only 256 grey levels in previous 8-bit instruments [16, 18] . In addition, the OLI uses pushbroom instead of the whiskbroom used by TM and ETM+, which allows it to have a higher signal-to-noise ratio than previous Landsat instruments. Therefore, compared to TM and ETM+, the OLI is a better reference sensor for cross-calibrating WFV with 10-bit radiometric quantization.
(2) The Landsat-8/OLI has exceptional radiometric stability. The calibration accuracy and continuity of the Landsat-8/OLI are performed through pre-launch, on-board and vicarious calibration techniques [13, 14] . Prior to launch, radiance calibration is primarily used in an integration sphere, with the assistance of noise characterization, linearity, stray light, bright target recovery and ghosting [19, 20] . OLI includes an on-board radiometric calibration system to monitor changes in performance throughout the mission time, and techniques such as lunar views and side slither manoeuvers are also used to monitor the calibration system of OLI [14] . During the commissioning phase, the Landsat-8 is temporarily placed in an intermediary orbit, where it drifts relative to the Landsat-7. This provides nearly simultaneous imaging for approximately 3 days, making data comparison and cross-calibration possible [17] . Furthermore, the early ground-based vicarious radiometric calibration of the Landsat-8/OLI is performed, and the results show that the comparison between the TOA spectral radiance obtained by OLI and the ground-based measurements show exceptional agreement (bands 1-6 < 1%, band 7 < 5%) [17] . Jeffery et al. [21] use the reflectance-based approach and the Radiometric Calibration Test Site to examine the stability of the Landsat-8/OLI instrument, and the results show the TOA spectral radiance calculated by the two methods agrees with the ground-based measurements (5% uncertainty for the reflectance-based approach, and 3%-4% uncertainty for the Radiometric Calibration Test Site method). In addition, practical and repeatable comparative analyses of the Landsat-7/ETM+ and the Landsat-8/OLI were conducted by Peng et al. [22] from spectral bands and vegetation indices, and the results showed that the two sensors had high similarity (the R 2 was greater than 0.96) though subtle differences existed. Therefore, the ETM+ and OLI imagery can be used as complementary data [23] .
The radiometric stability of the Landsat-8/OLI makes it a better reference sensor than the Landsat TM/ETM+ for cross-calibrating GF-1/WFVs.
Furthermore, the OLI imagery is more plentiful than the ETM+. Because the airborne scan line corrector failed for some reason on 31 May 2003, the collected images have missed some stripes [24] ; this has seriously affected the application of Landsat. Instead, at least 400 scenes are collected by OLI daily; these data become available for downloading within 24 hours of acquisition.
Subsequently, the higher radiometric performance, the higher number of bits of radiometric quantization, and the easy access of the Landsat-8/OLI make it a better reference sensor than the TM/ETM+ for cross-calibrating GF-1/WFVs.
DEM Extracted by ZY-3/TLC
The ZY-3 satellite is the first Chinese civilian high-resolution stereo-mapping satellite. It is equipped with a three-line array panchromatic camera (TLC) and one multispectral scanner [25] [26] [27] . The TLC camera has three scanners, including one nadir-viewing panchromatic scanner with a 2.1 m resolution, one forward-viewing panchromatic scanner with a 3.6 m resolution, and one backwardviewing panchromatic scanner with a 3.6 m resolution. The spectral ranges of the forward, backward and nadir scanners are all 500-800 nm, covering the visible and near-infrared portions of the spectrum. The swath width of the forward and backward images is approximately 52 km, and that of the nadir image is approximately 51 km. The revisit period of each independent scanner on-board the ZY-3 is approximately 3-5 days. The primary characteristics of the ZY-3 are listed in Table 3 . The applications of the ZY-3 data are primarily cartography, DEM modelling and resource investigation [3, 23, 28] . Obviously, the DEM extracted by the ZY-3/TLC has a higher spatial resolution and is more suitable for the cross-calibration of the GF-1/WFV than the ASTER GDEM. The Environment for Visualizing Images (ENVI) is a powerful processing platform of remote sensing imagery developed by the America Exelis Visual Information Solutions company. Its advanced ability for image analysis and processing allows users to extract information from remotely sensed data rapidly, conveniently and accurately [29] . In this paper, the DEM extraction function model provided by ENVI is used to extract the DEM data. The slope and aspect can also be calculated from ZY-3/TLC. The DEM, slope and aspect extracted from the ZY-3/TLC are shown in Figure 2 . 
Methodology

Spectral Matching between GF-1/WFV and OLI
Because the spectral responses of the Landsat-8/OLI and the GF-1/WFV are different, the spectral matching between the two different sensors needs to be completed. The relative spectral response profiles of the GF-1/WFV and the Landsat-8/OLI are plotted in Figure 3 . To simulate the GF-1/WFV reflectance of the calibration site, the spectral matching factors are calculated to account for the difference induced by the spectral response function between the GF-1/WFV and the Landsat-8/OLI. The spectral matching factor is defined as [1, 30, 31] . 24 13 ( ) / ( )
where α is the spectral matching factor; λ is the spectral wavelength; ρ λ is the ground-measured spectrum of the desert at the calibration site, which is plotted in Figure 4 ; fGF (λ) and fGF (λ) are the relative spectral response functions for GF-1/WFV and Landsat-8/OLI, respectively. λ1-λ2 is the spectral range of GF-1/WFV; λ3-λ4 is the spectral range of Landsat-8/OLI. The ground-measured spectrum of the calibration site we used in this paper, which is shown in Figure 4 , comes from the measurement in the Badain Jaran Desert using an SVC HR-1024 high-resolution field portable spectroradiometer on 13-14 July 2012 [1] . Based on the definition of the spectral matching factor, the spectral matching factors between the GF-1/WFV and the Landsat-8/OLI are calculated and listed in Table 4 . 
BRDF Fitting and Surface Reflectance of GF-1/WFV Calculation
To obtain an accurate BRDF characterization of the calibration site, the surface reflectance needs to be retrieved first. We collected 18 clean OLI images that covered the calibration site in 2013 and 2014. The selected OLI scenes and their acquisition date and solar angle are listed in Table 6 . Because many clear lakes, which can be seen as dark objects, are located within the calibration site, the DO method is used to retrieve the AOD at 550 nm. The DO method is a widely used method for the atmospheric correction of remotely sensed imagery, and the advantages of the methods are its easy performance and high accuracy [32, 33] . This method supposes that there is an area in the image where the reflectance is so small that it can be neglected (such as hill shading, dense vegetation, and clean water). The radiance of this area is then considered to be caused only by the atmosphere, so the AOD can be calculated through radiative transfer code, as 6S [34] , and other methods, like per-pixel method [35, 36] . In this study, the clear lakes in the calibration site can be considered DO to be used for atmospheric correction. The steps of AOD retrieval are as follows:
(1) Calculate the radiance of these selected images. The radiance of the Landsat-8/OLI image can be calculated using [17] = +
where Lλ is the TOA radiance; Mλ is the band-specific multiplicative rescaling factor from the metadata (RADIANCE_MULT_BAND_X, where X is the band number); Aλ is the band-specific additive rescaling factor from the metadata (RADIANCE_ADD_BAND_X, where X is the band number); and
Qcal is the quantized and calibrated standard product pixel values (DN). The unit for Lλ is ⋅ −2 ⋅ −1 ⋅ −1 .
(2) Extract the radiance on the clear lake area for band 2. For clean water, the reflectance is low in the blue band (450-520 nm), and the radiance calculated in step (1) can be seen as atmospheric path radiance.
(3) Set up the input parameters for the 6S model. The parameters in the 6S model include the atmospheric model, aerosol model, solar zenith and azimuth, view zenith and azimuth, wavelength, surface reflectance, and AOD. For example, the input parameters for the image on 16 April 2013 are listed in Table 5 . In this table, only AOD can be changed, and every input AOD corresponds to a TOA radiance as output. (4) Fit the relationship between AOD and TOA radiance and interpolate the AOD with the radiance extracted in step (2). For example, for the image on 16 April 2013, the relationship between AOD and TOA radiance can be fitted as a quadratic equation, which is plotted in Figure 5 . Therefore, the AOD can be interpolated using the TOA radiance retrieved from the image. Finally, the AODs for all selected images can be retrieved based on the above steps and are shown in Table 6 . The atmospheric effect can be corrected with the retrieved AODs for these selected images because the site is hardly influenced by human activities. After atmospheric correction, the surface reflectance of these selected images can be obtained. Because the topography of the calibration site is hilly, the solar illuminations and view geometries corresponding to the slopes vary in a very large range. That is, the solar angles of the slope (the zenith and azimuth angles) and the viewing angles of the slope (the zenith and azimuth angles) are varied pixel by pixel, even though these pixels are all nadir viewed in Landsat-8/OLI imagery. For this calibration site, only if the solar illuminations and view geometries of every pixel corresponding to slopes in nadir-viewing Landsat-8/OLI imagery are known can the BRDF consequently be reconstructed. In this paper, the BRDF characterization of the calibration is reconstructed based on the BRDF fitting method developed by Zhong et al. [1] . For every pixel in remotely sensed imagery, the solar illuminations and view geometries of slopes are determined only by the slope and the aspect given the positions of the sun and the sensor. Because the slope and the aspect of the calibration site can be calculated from the DEM extracted by ZY-3/TLC, the pixel's solar illumination and view geometries can be calculated. Notably, the slope and aspect calculated are in a local coordinate system, whereas the solar illuminations and view geometries are in the global coordinate system. Therefore, the coordinates in the global coordinate system need to be converted to those in the local coordinate system. The sun-view geometries of the local coordinate system are the real sun-view geometries of every pixel.
To keep more information, the 4-D surface (the solar zenith range of the slope, the view zenith range of the slope, the relative azimuth range of the slope, and the surface reflectance) is used to characterize the site's BRDF instead of statistical BRDF models. In the 4-D surface, the solar zenith range of slope, the view zenith range of slope and relative azimuth range of slope are variables. Then, a lookup table (LUT) is established with the solar zenith angle of the slope, the view zenith angle of the slope and the relative azimuth angle of the slope as inputs and the surface reflectance as the output. Therefore, for any combination of the solar zenith angle of the slope, the view zenith angle of the slope and the relative azimuth angle of the slope, the corresponding surface reflectance can be obtained from the lookup table by interpolating.
To verify the accuracy of the fitted BRDF LUT, 9 other OLI images are selected, and the surface reflectance of these chosen images is simulated using the established LUT. Figure 6 shows an example of simulation of the Landsat-8/OLI imagery on 18 March 2014. The mean surface reflectance of every image is then compared with that of the actual Landsat-8/OLI imagery (atmosphere corrected using the aforementioned DO method). The comparison results for band 2 of all 9 OLI images between the mean simulated and actual surface reflectance are listed in Table 7 , and the difference errors in percentage for bands 2-5 are plotted in Figure 7 . The actual surface reflectance is from the retrieved imagery after atmospheric correction and the simulated one is simulated from the fitted BRDF characterization. The differences between the two are usually less than 5%.
Compared with the actual OLI images, the mean difference errors of the simulated images for all the 9 OLI images are 1.82% for band 2, 2.10% for band 3, 1.88% for band 4, and 1.94% for band 5. Subsequently, the derived BRDF characterization has excellent agreement with the real situation. Consequently, the BRDF characterization can be used to simulate the surface reflectance of other similar sensors, such as the GF-1/WFV, effectively. Table 7 . Comparison between actual surface reflectance and the simulated one on band 2 of OLI. Actual surface reflectance is from the retrieved imagery after atmospheric correction and the simulated one is simulated from the fitted BRDF characterization. The differences between the two are very small, so the fitted BRDF characterization can be used to simulate the surface reflectance of other similar sensors. In this paper, 14 scenes of GF-1/WFV (4 scenes for the GF-1/WFV1, 2 scenes for the GF-1/WFV2, 2 scenes for the GF-1/WFV3, 6 scenes for the GF-1/WFV4) that covered the calibration site are chosen. Information on these selected GF-1/WFVs images is listed in Table 8 . The surface reflectance of these selected scenes is retrieved with the BRDF LUT established with the Landsat-8/OLI and DEM extracted by the ZY-3/TLC. To verify the improvement of the fitted BRDF, we compare the surface reflectance simulated by the LUT established with the Landsat-8/OLI and DEM extracted by the ZY-3/TLC (new LUT) with that simulated by the LUT established with the Landsat-7/ETM+ and the ASTER GDEM (old LUT). 
TOA Radiance Simulation and Calibration Coefficient Calculation
To simulate the TOA radiance of the GF-1/WFV images, the AOD needs to be retrieved in addition to the surface reflectance of each image. An updated retrieval algorithm by Liang et al. [37] and Zhong et al. [38] is introduced. The algorithm takes full advantage of MODIS' multi-temporal observation capability, and its central idea is to detect the "clearest" observation during a multi-temporal window for each pixel. Therefore, only if the AODs for the "clearest" observations are known can the AODs of other "hazy" observations be interpolated from the surface reflectance of the "clearest" observations. The algorithm primarily contains the following steps:
(1) Prepare MODIS multi-temporal images and complete the data pre-processing. The MODIS data are downloaded covering the calibration site from http://ladsweb.nascom.nasa.gov. Data pre-processing includes projection transform, subset and calibration. Then, time series MODIS TOA radiance images are prepared.
(2) Determine the AOD for the "clearest" day. The AOD for the "clearest" day is determined through Table 3 , which is calculated by the aforementioned DO method using OLI imagery.
(3) Detect the "clearest" pixel. The long time-series images of MODIS are sorted by visual interpretation, and the "clearest" observations are selected during the temporal window for every 10° in the view zenith angles from 0° to 50° (0-10, 11-20, 21-30, 31-40 and 41-50). The images with a view zenith angle larger than 50° are not used in this study because the observation changes when the view zenith angle is larger than 50°.
(4) Retrieve the surface reflectance of the "clearest" pixels: The surface reflectance of the "clearest" pixels can be retrieved by establishing a lookup table using the 6S model [32] because the AOD for the "clearest" pixels is known.
(5) Fit the site's BRDF. To better fit the BRDF characterization of the desert calibration site, the Staylor-Suttles BRDF model [39] is used, and the coefficients of the model are calculated using the calculated surface reflectance, the solar illuminations and view geometries of the "clearest" pixels. The Staylor-Suttles model is described as 
where c1, c2, c3 and N are free parameters or coefficients of the model that need to be fitted, μi=cosθi, μv=cosθv, θi is the solar zenith, θv is the view zenith, and ϕ is the relative azimuth. (6) Retrieve the surface reflectance of all pixels. The surface reflectance of the "hazy" pixels can be calculated using the Staylor-Suttles BRDF model because the coefficients of the model are known. Then, the surface reflectance of all pixels can be retrieved.
(7) Retrieve the AOD. The MODTRAN radiative transfer code [40] is used to retrieve the AOD of the MODIS imagery. A set of parameters needs to be set up as the MODTRAN model inputs including atmospheric model, aerosol model, surface reflectance, VIS, atmospheric water vapour content, solar zenith, view zenith, relative azimuth and TOA radiance. Every input combination corresponds to one AOD value as output.
With the above procedure, the AOD of any MODIS image can be retrieved. Because the calibration is stable, given any GF-1/WFV image, its AOD can be calculated by the corresponding MODIS image with the same transit date as the GF-1/WFV image, although the two images may have a slightly different transit time. The retrieved AODs of all selected images of the GF-1/WFV are listed in Table 9 . With the derived GF-1/WFV surface reflectance and the AOD retrieved by MODIS imagery, the TOA radiance of the GF-1/WFV can be calculated using the 6S model. The mean TOA radiance and DN for every GF-1/WFV image are listed in Table 10 . An example of the simulated TOA radiance and its corresponding DN for the GF-1/WFV image on 25 April 2013 is shown in Figure 9 . The calibration coefficients for the GF-1/WFV can be calculated using
where L is the TOA radiance, g is the gain, b is the offset, DN is the digital reading of the imagery. The unit for L and b is ⋅ −2 ⋅ −1 ⋅ −1 .
In this paper, parameter L is simulated, parameter b can be used prelaunch to offset (0 for each band), and the parameter DN can be read from the GF-1/WFV image. Then, the parameters of every scene are calculated. The results are shown in Table 11 . (2) Calculate the TOA reflectance of these GF-1/WFVs images using the calibration coefficients given by CRESDA. The TOA radiance of the GF-1/WFV can be calculated using Equation (5), and the TOA reflectance of the GF-1/WFV can be calculated using Equation (6 (6) where ρ λ is the TOA reflectance; λ is the TOA radiance; d is the distance of the earth; θSE is the solar elevation; and ESUNλ is the solar irradiance at the top of atmosphere, listed in Table 13 . (3) Calculate the TOA reflectance of the GF-1/WFVs images using the calibration coefficients retrieved in this paper. The TOA reflectance of the GF-1/WFV can be calculated using Equations (5) and (6) .
(4) Calculate the TOA reflectance of these OLI images using the given calibration coefficients. The TOA reflectance of OLI can be calculated using [17] ( ) / sin( )
where ρλ is the TOA reflectance; Mρ is the band-specific multiplicative rescaling factor from the metadata (REFLECTANCE_MULT_BAND_X, where X is the band number); Aρ is the band-specific additive rescaling factor from the metadata (REFLECTANCE_ADD_BAND_X, where X is the band number); Qcal is the quantized and calibrated standard product pixel values (DN); and θSE is solar elevation. (5) Compare the three sets of TOA reflectance. The comparison results are listed in Table 14 .
Compared with the TOA reflectance from synchronized OLI images, all errors of the TOA reflectance calculated using the calibration coefficients in this paper are less than 5%, and more than half of those are less than 3%, much less than that calculated with the calibration coefficients given by CRESDA, whose error could reach 20%. Consequently, the calibration coefficients retrieved in this paper have high accuracy, and the cross-calibration method performs excellently for the GF-1/WFVs. Therefore, the updated cross-calibration method performs very well for different GF-1/WFV cameras. Compared with the given calibration coefficients provided once every year, the updated cross-calibration method can provide as many calibration coefficients as possible only if there is GF-1/WFV imagery at the Badan Jaran Desert calibration site without cloud contamination. The updated cross-calibration method can be made a routine procedure for cross-calibrating GF-1/WFVs. 
Discussion
Overall, the updated cross-calibration method is useful for GF-1/WFV, although the wide swath coverage and much larger view angles of GF-1/WFVs made them difficult to be cross-calibrated using similar sensors like Landsat series, which are mostly observing the earth nadir. The Badain Jaran Desert is selected as the calibration site for it has a homogeneous surface material, which is sand, but the topography is hilly. This affords a wide range of local slopes and aspects of the same basic material, a natural data set for characterizing the material BRDF. The well-calibrated Landsat-8/OLI and DEM data extracted by the ZY-3/TLC are used together to retrieve the BRDF characterizing of the calibration site and cross-calibrate GF-1/WFVs. The updated cross-calibration method primarily aims at 10-bit remote sensing data, compared with the cross-calibration method proposed by Zhong et al. [1] , which is primarily aimed at 8-bit data. With the development of remote sensing technology and the increase in remote sensing application requirements, higher radiometric quantization data may be used more widely because it can convey more details of the surface. Therefore, the updated method has greater application potential. The updated cross-calibration method uses DEM data extracted by the ZY-3/TLC, which has a higher spatial resolution than the ASTER GDEM product, so more accurate cross-calibration results can be obtained with the updated method. The method takes advantage of a site with uniform surface material and a natural topographic variation. Sensors with a wide field of view provide challenges for cross-calibration with a narrow field of view sensors. Due to the topography, the near-nadir Landsat-8/OLI observations actually show the material at a wide range of illumination and view angles. These observations and DEM data can be used to develop a model of the calibration site's BRDF that covers most of the illumination and view-angle range of the sensor data with wide field of view, as the GF-1/WFV. Therefore, the updated cross-calibration is innovative. Compared to the given calibration coefficients provided once every year, the cross-calibration method can provide only if there is GF-1/WFV imagery at Badain Jaran Desert calibration site without cloud and haze contamination, so the updated cross-calibration method can be proposed as a routine procedure for cross-calibrating GF_1/WFVs. Additionally, the method has broad application prospects; it can be used for other Chinese sensors with medium or high spatial resolutions. In this study, only 8 GF-1/WFVs images are selected (Table 8 ) and used to be cross-calibrated because the GF-1/WFVs data is limited at Badain Jaran Desert calibration site, so not enough calibration coefficients are obtained. Thus, the accuracy of the calibration result may be affected because the mean calibration coefficients are used in validation. Furthermore, not many synchronized Landsat-8/OLI and GF-1/WFV images have been accumulated over the past two years, so only limited cross-calibration coefficients were calculated. In addition, the validation of the updated method is limited by insufficient synchronized ground measurements, and further validation is required in the near future.
Conclusions
In this paper, an updated version of the cross-calibration method proposed by Zhong et al . [1] is developed for better cross-calibrating GF-1/WFV. Two improvements in the updated method were made specifically for the new characteristics of the GF-1/WFV. On one hand, the GF-1/WFV has a wide swath coverage and a band setting similar to that of the HJ-1/CCD, so the cross-calibration method for the data with wide swath and large viewing angles, such as the HJ-1/CCD, proposed by Zhong et al. [1] can be applied to the GF-1/WFV. However, the GF-1/WFV has a radiometric quantization of 10 bit, so the former, using Landsat-7/ETM+ with only 8 bit radiometric quantization, is not good enough for GF-1/WFV cross-calibration. On the other hand, the spatial resolution of the
