Abstract-Many information systems employ lossy compression as a crucial intermediate stage among other processing components. While the important distortion is defined by the system's input and output signals, the compression usually ignores the system structure, therefore, leading to an overall suboptimal rate-distortion performance. In this paper we propose a compression methodology for an operational rate-distortion optimization considering a known system layout, modeled using linear operators and noise. Using the alternating direction method of multipliers (ADMM) technique, we show that the design of the new globally-optimized compression reduces to a standard compression of a "system adjusted" signal. Essentially, the proposed framework leverages standard compression techniques to address practical settings of the remote source coding problem. We further explain the main ideas of our method by theoretically studying the case of a cyclo-stationary Gaussian signal. We present experimental results for coding of one-dimensional signals and for video compression using the HEVC standard, showing significant gains by the adjustment to an acquisition-rendering system.
I. INTRODUCTION
Lossy compression has a central role in information systems where the data may be inaccurately represented in order to meet storage-space or transmission-bandwidth constraints. While the compression is a crucial system-component, it is only an intermediate stage among data processing procedures that determine the eventual output of the system. For example, consider a common audio/visual system structure where the source signal is acquired and compressed for its storage/transmission, then the decompression is followed by a rendering stage producing the ultimate system output. Evidently, in this example, the quality of the system output is determined by the acquisition-rendering chain, and not solely on the lossy compression stage. Nevertheless, the compression is usually designed independently of the system structure, thus inducing a sub-optimal rate-distortion performance for the complete system.
Here we propose a compression approach defined by an operational rate-distortion optimization considering a known system structure. Specifically, we study a general flow (Fig.  1) where the compression is preceded by a linear operator distorting the input along with an additive white noise, and the decompression is followed by another linear operation. We formulate a rate-distortion optimization based on a quadratic distortion metric involving the system's linear operators. For general linear operators, this intricate rate-distortion optimization is too hard to be directly solved for high dimensional signals. Consequently, we address this challenge using the alternating direction method of multipliers (ADMM) technique [1], suggesting an iterative procedure that relies on the simpler tasks of standard compression (which is system independent!) and 2 -constrained deconvolution for the linear operators of the system.
Optimizing the system output quality from the compression standpoint is an attractive answer to the inherent tradeoff among distortion, bit-cost, and computational complexity. First, bits are wisely spent for representing signal components that will be important at the output of the overall system (for example, one should obviously not code signal components belonging to the null space of the post-decompression operator). Second, the added computational load can be well accommodated in the compression environment that is often rich in computational and time resources, in contrast to the decompression stage.
Importantly, the proposed compression framework is a paradigm for addressing intricate rate-distortion optimization forms via iterative solution of easier problems emerging from the ADMM method (or other variable-splitting optimization techniques [2] ). Indeed, the problem addressed here is an extension of our recent compression method [3] that precompensates for a later degradation occurring after decompression. In this paper the task is harder than in [3] , as the source signal is available only in its degraded version. The recent wide use of ADMM for complicated signal restoration problems (e.g., [4] - [8] ) suggests that our ADMM-based approach for complicated compression problems entails great potential.
Essentially, we study here a remote source coding problem (e.g., see its origins in [9] , [10] and their successors). Our contribution is mainly the deterministic setting versus the statistical perspective used in previous works. Specifically, we consider an operational rate-distortion problem for the compression of a given signal, based on a different distortion metric imposed by the lack of an explicit statistical model of the unknown source. Our settings lead to the remarkable result that, using the ADMM technique, one can employ a standard compression method to address remote source coding problems in much more complicated instances than were previously feasible (e.g., [11] ).
Using rate-distortion theory, we further study the examined problem in statistical settings (considering the proposed distortion metric) for the case of a cyclo-stationary Gaussian source signal and linear shift-invariant system operators. Our results show that the initial rate-distortion optimization reduces to a reverse water-filling procedure adjusted to the system operators and considering the pseudoinverse-filtered version of the input signal. We use these theoretic results to explain concepts appearing (differently) in the proposed practical method intended for non-Gaussian signals and general linear system operators.
Jointly using sampling and source coding procedures is fundamental to digitization-based systems (see, e.g., [12] ). Accordingly, we demonstrate our general framework for adapting standard compression methods to the specific settings of a complete acquisition-rendering system. We present experiments considering coding of one-dimensional signals using an adaptive tree-based technique, and to video compression using the state-of-the-art HEVC standard [13] . Comparisons of our strategy to a regular compression flow exhibited that our method achieves significant gains at medium/high bit-rates.
II. THE PROPOSED METHOD
Let us describe the considered system structure (Fig. 1) . A source signal, an N -length column vector x ∈ R N , undergoes a linear processing represented by the M × N matrix A and, then, deteriorated by an additive white Gaussian noise vector n ∼ N 0, σ 2 n I , resulting in the signal
where w and n are M -length column vectors. We represent the lossy compression procedure via the mapping C : R M → B from the M -dimensional signal domain to a discrete set B of binary compressed representations (that may have different lengths). The signal w is the input to the compression component of the system, producing the compressed binary data b = C (w) that can be stored or transmitted in an error-free manner. Then, on a device and settings depending on the specific application, the compressed data b ∈ B is decompressed to provide the signal v = F (b) where F : B → S represents the decompression mapping between the binary compressed representations in B to the corresponding decompressed signals in the discrete set S ⊂ R M . The decompressed signal v is further processed by the linear operator denoted as the N × M matrix B, resulting in the system output signal
which is an N -length real-valued column vector.
As an example, consider an acquisition-compressionrendering system where the signal w is a sampled version of the source signal x, and the system output y is the rendered version of the decompressed signal v.
We assume here that the operators A and B, as well as the noise variance σ 2 n , are known and fixed (i.e., cannot be optimized). Consequently, we formulate a new compression procedure in order to optimize the end-to-end rate-distortion performance of the entire system. Specifically, we want the system output y to be the best approximation of the source signal x under the bit-budget constraint. However, at the compression stage we do not accurately know x, but rather its degraded form w formulated in (1) . This motivates us to suggest the following distortion metric with respect to the system output y
This metric conforms with the fact that if y is close to x, then, by (1), w will be close to Ay up to the noise n. Indeed, for the ideal case of y = x the metric (3) becomes
where the last approximate equality is under the assumption of a sufficiently large M (the length of n). Since y = Bv, we can rewrite the distortion d s (w, y) in (3) as a function of the decompressed signal v, namely,
Since the operator B produces the output signal y, an ideal result will be y = P B x, where P B is the matrix projecting onto B's range. The corresponding ideal distortion is
We use the distortion metric (5) to constrain the bit-cost minimization in the following rate-distortion optimization
where R (v) evaluates the length of the binary compressed description of the decompressed signal v, and D ≥ 0 determines the allowed distortion. By (6), the value D 0 depends on the operator A, the null space of B, the source signal x, and the noise realization n. Since x and n are unknown, D 0 cannot be accurately calculated in the operational case (in Section III we formulate the expected value of D 0 for the case of a cyclo-stationary Gaussian source signal). We address the optimization (7) using its unconstrained Lagrangian form
where λ ≥ 0 is a Lagrange multiplier corresponding to some distortion constraint D λ ≥ D 0 (such optimization strategy with respect to some Lagrange multiplier is common, e.g., in video coding [13] ). In the case of high-dimensional signals, the discrete set S is extremely large and, therefore, it is impractical to directly solve the Lagrangian form in (8) for generally structured matrices A and B. This difficulty vanishes, for example, when A = B = I, reducing the Lagrangian optimization in (8) to the standard (system independent) compression form (see, e.g., [14] , [15] ). Indeed, such standard Lagrangian ratedistortion optimizations are practically solved using blockbased designs that translate the task to a sequence of blocklevel optimizations of feasible dimensions.
Here we consider general A and B matrices, and address the computational difficulty in solving (8) using the alternating direction method of multipliers (ADMM) technique [1] . For start, we apply variable splitting to rewrite (8) aŝ
where z ∈ R M is an auxiliary variable that is not (directly) restricted to the discrete set S. The augmented Lagrangian (in its scaled form) and the method of multipliers (see [1, Ch. 2]) turn (9) into the following iterative procedure
where t is the iteration number, u (t) ∈ R M is the scaled dual variable, and β is an auxiliary parameter originating at the augmented Lagrangian. Further simplifying (10) using one iteration of alternating minimization gives the ADMM form of the problem
wherez
. Importantly, the compression design, expressed by {S, R}, and the systemspecific operators {A, B} were decoupled by the ADMM to reside in distinct optimization problems that are easier to solve.
We identify the first stage (12) as the Lagrangian optimization employed for standard compression (and decompression) tasks considering the regular mean squared error metric. Specifically, the Lagrange multiplier for this standard optimization isλ = βM 2 . Furthermore, we suggest to replace the solution of (12) with the application of a standard compression (and decompression) technique, even one that does not follow the Lagrangian optimization formulated in (12) . We denote the standard compression and decompression via
where θ is a general parameter that extends the Lagrange multiplier role in determining the rate-distortion tradeoff (see Algorithm 1). This important suggestion defines our method as a generic approach that can optimize any compression technique with respect to the specific system it resides in. The second optimization stage (13) is an 2 -constrained deconvolution problem, that can be easily solved in various ways. The analytic solution of (13) iŝ
showing it as a weighted averaging of w andṽ (t) . In the generic description given in Algorithm 1 we replace the quantity βM 2λ with the parameterβ. The proposed method is summarized in Algorithm 1. Our goal is to provide a binary compressed representation of the optimized solution. Hence, the procedure output is the compressed data, b (t) , obtained in the compression stage of the last iteration. 
6:
10:
11: until stopping criterion is satisfied 12: Output: b (t) , which is the binary compressed data obtained in the last iteration.
III. THEORETIC ANALYSIS FOR THE GAUSSIAN CASE
In this section we use the rate-distortion theory framework to further explore the fundamental problem of systemoptimized compression. We consider the case of a cyclostationary Gaussian signal and system involving linear shiftinvariant operators and no noise, yet, the obtained results exhibit the prominent ideas of the general problem and the operational method presented in Section II.
A. Problem Formulation and Solution
The source signal is modeled here as x ∼ N (0, R x ), i.e., a zero-mean Gaussian random vector with a circulant autocorrelation matrix R x . The eigenvalues of R x are denoted as λ
. The first processing part of the system produces the signal w = Ax, where here A is a real-valued N × N circulant matrix. Evidently, the signal w is a zeromean Gaussian random vector with autocorrelation matrix R w = AR x A * .
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Here A and B are circulant N × N matrices, thus, diagonalized by the N × N Discrete Fourier Transform (DFT) matrix F as FAF * = Λ A and FBF * = Λ B , where Λ A and Λ B are diagonal matrices formed by the elements a Recall that the system output is y = Bv, where here v is the random vector representing the decompressed signal. Accordingly, in the theoretic framework here, the rate is associated with the mutual information I (w, y). In (7) we formulated the operational rate-distortion optimization describing our practical task, cast here in the theoretic framework to min p v|w I (w; Bv)
where p v|w is the conditional probability-density-function of v given w, and D ≥ 0 determines the allowed expected distortion. The value E {D 0 }, stemming from (6) and the noiseless settings here, is the minimal expected distortion evaluated (see Appendix A [16] ) as
We state that the basic rate-distortion optimization problem in (18) is equivalent to (see proof in Appendix B) + A + w is the pseudoinverse filtered compression-input w. Here P A and P B are projection matrices corresponding to the range of A and B, respectively. We define the set K AB k : a Sincew is a cyclo-stationary Gaussian random vector, we transform the optimization (20) into a Fourier-domain distortion-allocation problem considering independent Gaussian variables (see proof in Appendix C [16] ), namely,
where for k ∈ K AB the value λ
2 is the variance of the k th DFT-coefficient ofw. The solution of problem (21), obtained using Lagrangian optimization and the KKT conditions, is given by the following distortion allocation:
where θ is set such that
Importantly, for k / ∈ K AB the rate is R k = 0 and the distortion is set to D k = 0 (see Appendix C [16] ). The optimal rates corresponding to (22) assign for k ∈ K AB that also obeys 0 ≤ θ < a
and otherwise R k = 0. Eq. (23) shows that the optimal rate assignments include compensation for the modulation applied beforehand in the pseudoinverse filtering of the input w.
Moreover, DFT components belonging to the null spaces of A and B are not coded (i.e., get zero rates).
B. Problem Solution in Theory and Practice
While the theoretic framework above considers a cyclostationary Gaussian signal and a noiseless system composed of linear shift-invariant operators, the solution presented exhibits important ideas that also appear in the practical method of Section II. Recall that our method is designed for the operational settings of the problem treating non-Gaussian signals and general linear operators, hence, the resemblances between the above theory and practice are at the conceptual level and may materialize differently.
We addressed the theoretic problem (18) using a simple inverse filtering of the input data w, transforming the problem into (20) and (21) that were solved using an extended version of the standard reverse water-filling procedure. Analogously, our practical method (Algorithm 1) repeatedly compresses a signal formed by an 2 -constrained deconvolution filtering, that can be rewritten also as a pseudoinverse filtering of the input followed by a weighted averaging withṽ (t) , i.e.,
This shows that, in practice as well as in theory, the input w should go through a pseudoinverse filtering (softened via (24)) as a preceding stage to compression. The second prominent principle of the theoretic solution, exhibited in (23), is to compensate for the modulation applied by the pseudoinverse filter corresponding to the effective system operator AB. Similarly in Algorithm 1, the constrained deconvolution stage (24) implements this idea by better preservingw components corresponding to higher energy parts of AB. This is clearly observed in the particular case of circulant A and B, where the filtering (24) reduces to the DFT-domain component-level operation of
are the k th DFT-coefficients ofw and v (t) , respectively.
IV. EXPERIMENTAL RESULTS
In this section we employ Algorithm 1 to adjust standard compression designs to acquisition-rendering systems where the compression is an intermediate stage. Specifically, we model the source as a high-resolution discrete signal, acquired via linear shift-invariant low-pass filtering and uniform subsampling. Then, this acquired signal is available for compression, and after decompression it is linearly rendered back to the source resolution by replicating each decompressed sample (in a uniform pattern matching the source sub-sampling).
1) Coding of One Dimensional Signals: The compression approach here relies on adaptive tree-based segmentation of the signal (for another instance of this prevalent idea see [17] ). Specifically, here we compress a one-dimensional signal using an operational rate-distortion optimization determining a binary-tree corresponding to a non-uniform segmentation of the signal, where each segment is represented by a constant value defined by the quantized average-value of the interval (see more details in Appendix D [16] ). We consider the system flow of acquisition-compression-decompression-rendering for an amplitude-modulated chirp source signal. Figures 2a and 2b exhibit the system output (i.e., the rendered signal) resulting from the use of a regular compression at 4.71 bpp and from employing our method at 3.69 bpp, respectively. Evidently, our method outperforms the regular approach in terms of PSNR and also in reproducing the chirp signal peaks. Comparing our method to the regular approach at various bit-rates (Fig. 2c) shows significant PSNR gains at medium/high bit-rates. 2) Video Coding: We evaluated our method also for adjusting the HEVC coding standard [13] to a simplified acquisitionrendering system, considering the spatial dimensions of the frames (more details are provided in Appendix E [16] ). The PSNR-bitrate curves in Fig. 3 and the visual results (see Appendix E [16] ) show the capability of our approach for generically adapting a complicated compression method to a given system structure.
V. CONCLUSION
In this paper we considered a system employing lossy compression as an intermediate stage, and proposed a methodology to optimize the system rate-distortion performance from the compression standpoint. We presented a generic operational method and explained its main ideas using rate-distortion theory of Gaussian signals. We provided experimental demonstrations of the effectiveness of our approach for coding of one-dimensional signals and video sequences.
