As the volume of data continues to grow across many areas of science, parallel computing is a solution to the scaling problem many applications face. The goal of a parallel program is to enable the execution of larger problems and to reduce the execution time compared to sequential programs. Among parallel computing frameworks, MapReduce is a framework that enables parallel processing of data on collections of commodity computing nodes without the need to handle the complexities of implementing a parallel program. This paper presents implementations of the parallel Jacobi and Conjugate Gradient methods using MapReduce. A performance analysis shows that MapReduce can speed up the Jacobi method over sequential processing for dense matrices with dimension ≥ 14,000.
Introduction
A frequently occurring problem in scientific computing is solving a large linear equation Ax=b. Iterative methods are commonly used because they offer faster computation than direct solvers e.g., Gauss Elimination. This approach is used in many industrial applications such as estimating animal breeding values for animal livestock selection [1] , [2] , analyzing electronic circuits in electrical engineering, and calculating mass conservation of materials in electrical engineering. All these applications have in common problem: a large dense linear equation to solve.
As the volume of data continues to grow, methods are needed that can scale well and be parallelized. Parallel computing approaches allow flexibility to execute larger applications. Among parallel computing frameworks, MapReduce is a scalable and fault-tolerant data processing tool that processes data in parallel on a collection of commodity computing nodes. This framework has recently been attracting much attention because it is simple, easy to use and can handle very large data [3] .
Hadoop is open source software that implements MapReduce. Hadoop's distributed file system (HDFS) uses a storage system that lets the user connect to commodity computers over which data files are distributed [4] . MapReduce is a parallel computing programming model designed for executing smaller subsets of a larger data sets. This provides the scalability that is needed for big data computation [5] . This paper implements the Jacobi and Conjugate Gradient methods using MapReduce. We use Hadoop on the Amazon Elastic MapReduce service and show the speedup compare to sequential processing.
MapReduce Framework
Dean and Ghemawat [5] from Google introduce a programming model called MapReduce for processing large data sets using many computers. The MapReduce method was built for abstracting the common operation on large datasets into Map and Reduce steps. The framework was intended to simplify the difficulty of parallel programming. An open source implementation of MapReduce was released called Hadoop. Hadoop's MapReduce works by breaking the processing into two phases: the map phase and the reduce phase. Each phase has key-value pairs as input and output. The programmer may specify a mapping and reducing function. In the mapping phase, MapReduce extracts the input data and applies the mapper function. In the reducing phase, all the output from the mapper is aggregated to produce the final result. 
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The input to the application must be structured as a list of key-value pairs list (k1,v1). This input is broken up and each individual key-value pair, (k1,v1) is processed by calling the map function. Each (k1, v1) pair are converted into list of (k2,v2) by the mapper [6] . The details of this conversion are defined in the MapReduce program.
The output of all the mappers are aggregated into one list of (k2,v2) pairs. All pairs that have the same k2 are grouped together into a new key-value pair, (k2,list(v2)). The reducer processes each one these new key-value pairs individually. MapReduce automatically collects all the list(v2) and writes them to a file. Hadoop lets the programmer perform pre-aggregation on the list of (k2,v2) pairs optionally using a function called combiner, so the communication cost taken to transfer all the intermediate outputs to reducers is minimized [4] .
Hadoop provides an API to MapReduce that allows programmers to write map and reduce functions in many languages including Java. Hadoop Streaming uses UNIX standard streams as the interface between Hadoop and the program, so the programmer can use any language that can read standard input and write to standard output to write MapReduce programs.
Introduction to the Jacobi Method and Conjugate Gradient Method
The Jacobi method is a stationary iterative algorithm for determining a solution of a linear system [7] . This method makes two assumptions: first, the system Ax = b has a unique solution. And second, the coefficient matrix A has no zeros on its main diagonal. The Jacobi method is initialized to values of an approximate solution. Then the method is performed iteratively to improve the approximated values to a more accurate solution. This method stops when the desired accuracy is reached. The method is guaranteed to converge if the matrix A is strictly diagonally dominant. This method can be expressed in Algorithm 1.1 [8] .
The Conjugate Gradient method is one of the Krylov subspace methods designed for solving symmetric positive definite (SPD) linear system [9] . The Conjugate Gradient method is able to find the solution by adjusting the search direction using gradients. It avoids repeated searches by modifying the gradient at each step until the gradient becomes zero. The Conjugate Gradient method works from an initial guess x 0 and taking s 0 = r 0 = b -Ax 0 , until convergence. This method can be expressed by Algorithm 1.2 [10] .
Conjugate gradient method and Jacobi method algorithm
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Dataset
To make our parallel Jacobi method and Conjugate Gradient implementation as general-purpose as possible, we have implemented it using dense matrices. The datasets were obtained by generating matrices from a MATLAB program. There were 3 sets of files that were used: matrix A as a known, square matrix, matrix B as a known vector, and X with a current solution x. Each set is represented in text.
The matrix A consists of random real numbers from -9 to 9. All columns are separated by delimiter ",", and "\n" denotes a new row. The first value is the number of the row. An example of matrix A can be seen in Figure 2 . In this study, Matrix A was generated with dimensions 10,000, 12,000, 14,000, 16,000, 18,000 and 20,000 as shown in Table 1 . Matrix A data is strictly diagonally dominant. The Matrix B consists of random real numbers from -9 to 9. This matrix only has 1 row. The following entries are used to represent this matrix in text: 0, random value of row 1, ... , random value of row n. Matrix B uses delimiter "," to distinguish between rows. The first value of the matrix B is 0 to denote that this line is vector B. An example of matrix B can be seen in Figure 3 .
0, 1, 2, 3
B1n
B2n B3n Figure 3 . Example of matrix B
The X values file is used to accommodate the current solution x. This value is entered into the text file in the following format: 1 \t 0. This file uses delimiter "\t" to separate the number X and the value. For example, in the first line of Figure  4 , "1" means X1 and "0" means the values of the X1 is 0. This data uses the text file format. In this study, the initial guess value was 0 for all the x values. 
The Jacobi Method MapReduce Implementation
In our MapReduce implementation of the Jacobi method, each iteration is one MapReduce job. Each job consists of a map function and a reduce function. In this application, the Map function is used to parse input data and perform a Jacobi calculation to find the solution x. After that, each result is aggregated by the reduce function and exported into output. The job is described in Table 2 . At the end of reduce function, the job increments the iteration variable by one and check whether the value is equal the number of iterations k specified by the user. If the iteration variable is less than the variable k, another job is launched. This algorithm was coded in Java. 
Job name
The Conjugate Gradient Method MapReduce
In our implementation of the Conjugate Gradient method using MapReduce, each iteration is five MapReduce jobs. Each job consists of a map function and a reduce function. In this application, the Map function is used to parse input data and perform calculations. Afterwards, each result is aggregated by the reduce function and exported into output. Details of each job are described in Table 3 .
Job name
Job After finishing the calculation of x values, the iteration variable is incremented and checked against k, a variable specified by the user. If the iteration variable was less than the variable k, another job is started. The algorithm was coded in Java. Job Job Figure 6 . Conjugate Gradient method implemented with MapReduce
Conjugate gradient method and Jacobi method algorithm
Experimental Result and Discussion
The evaluation of the parallel Jacobi method and Conjugate Gradient method were implemented on Hadoop MapReduce and executed on 10 High-CPU medium nodes using Amazon Elastic MapReduce. These instances have 1.7 GB of memory, 2 virtual cores with 2.5 EC2 Compute Units each (CU equivalent to 1.0-1.2 GHz processor) per node [11] . This cluster is installed with Hadoop version 1.0.3.
In this evaluation, we compare two different scenarios using the Jacobi method and Conjugate Gradient method for dense matrices, varying the matrix dimension from 10,000 to 20,000. The first version uses the MapReduce framework and the second uses sequential processing on a single High-CPU medium instance. The Jacobi method and Conjugate Gradient method were performed for 31 iterations. For MapReduce, the HDFS block size was configured to 128 MB. The number of map tasks was set using the default inputFormat attribute in Hadoop which is to split the total number of bytes in the input file into the correct number of fragments [12] . The number of reduce task is 1. In this study, the median execution time was used to calculate the speed up, calculated as:
where Sp(C',I) is the speedup of the MapReduce approach using data input I; X is the median execution time of the sequential approach and Y is the median execution time of the MapReduce approach. If the speed up is less than one, there was no speed up, otherwise if Sp > 1, there is speed up. Touati et al., [13] explain the median is a better choice for reporting speedups because the median is less sensitive to outliers. They also explain the in most practical cases, the distribution of the executions times are skewed, making the median a better candidate for summarizing execution times. This method is also used by the Standard Performance Evaluation Corporation (SPEC) organization [13] . Table 4 . Speedup gain of the Jacobi method and Conjugate Gradient method in 10 High-CPU medium instances using MapReduce framework Table 3 shows the speedup of the Jacobi method and Conjugate Gradient over sequential processing. For the Jacobi method, when the input matrix had dimension 10,000 and 12,000, there was no speedup. This is likely due to the overhead associated with Hadoop's MapReduce. When the dimension was equal or larger than 14,000, MapReduce performed better than sequential, which a speedup increasing up to 2.2 for the largest matrix considered.
For the Conjugate Gradient method there was no speedup for any of the matrices considered. It appears that the conjugate gradient method using MapReduce perform worse than sequential for our implementation. It should be noted that the number of map tasks and the number of nodes also affects the execution times. So it is recommended to find an optimum number of nodes and maps. Furthermore, when applications use Hadoop's distributed cache, it is not recommended to assign too many map tasks when using a small number of nodes (e.g., 4 nodes for 200 Map tasks) because it may result in the job running out of memory.
Conclusion
We have presented the parallel Jacobi method and conjugate gradient implementation using the MapReduce framework. We used Hadoop on a cluster of 10 High-CPU medium nodes on Amazon Elastic MapReduce. The algorithms performed 31 iterations for increasing matrix dimension from 10,000 to 20,000.
Our experiment showed that the MapReduce implementation of the Jacobi method can give speed up for dense matrices with dimension ≥ 14,000. The conjugate gradient method using MapReduce, however, performed worse than the sequential version. The implementation of the Jacobi method using MapReduce is useful to solve very large scale linear systems. MapReduce is simple, easy to use, fault-tolerant and hides the complexity of parallel programming.
Future Work
Future work includes studying the performance of other iterative methods that are easy to parallelize on the MapReduce framework. It would also be interesting to study other implementations of the MapReduce system such as Haloop, Twister and Apache HAMA [8] , [9] , [10] which are optimize for iterative applications.
