The delivery of video over wireless, error-prone transmission channels requires careful allocation of channel and source code rates, given the available bandwidth. In this paper, we present a theoretical framework to find an optimal joint channel and source code rate allocation, by considering an intra-coded video compression standard such as Motion JPEG 2000 and an error-prone wireless transmission channel. Lagrangian optimization is used to find the optimal code rate allocation, from a PSNR perspective, starting from commonly available source coding outputs, such as intermediate rate-distortion traces. The algorithm is simple and adaptive both on the available bandwidth and on the transmission channel conditions, and it has a low computational complexity. Simulation results, using Reed-Solomon (R-S) coding, show that the achieved performance, in terms of PSNR and MSSIM, is comparable with that of other methods reported in literature. In addition, a simplified and sub-optimal expression for determining the channel code assignment is also provided.
Introduction
Many multimedia devices are being turned into complete entertainment centers, also by taking profit of wireless transmission. There exist several industry-backed liaisons aimed at transmitting wireless audio/video contents between multimedia home appliances using either the 60-GHz band [1] [2] [3] or the 2.4-5.0-GHz unlicensed spectrum [4, 5] , using for this purpose techniques such as UltraWideBand, orthogonal frequency division multiplexing, and multi-antenna links.
Moreover, JPEG 2000 [6] is rapidly spreading as a valuable intra-coding scheme for video contribution applications [7] due to the high compression efficiency, wide coverage of encoding profiles from lossless to lossy, and the low latency. Recently the International Organization for Standardization (ISO), jointly with the International Electrotechnical Commission (IEC) and the International Telecommunications Union (ITU), added new profiles, to the JPEG 2000 standard, for broadcast video contribution Many researchers have investigated optimal methods for the protection of intra-coded video streams. For instance, JPEG 2000 for wireless (JPWL) [14] has been standardized for this purpose, and several works have shown its good performance either when used on IP networks [15] [16] [17] or directly over the physical layer [18] [19] [20] [21] [22] [23] .
In [24, 25] , the authors addressed similar problems showing how rate-distortion optimized (RaDiO) audio/video streaming over packetized networks can be achieved, and they solved this problem using Lagrangian optimization. Cataldi et al. proposed a technique based on raptor codes and sliding windows, where different H.264 [26] code rates are associated to each quality layer [27] . In [28] , the authors proposed Wyner-Ziv coding for the protection of a coarse version of the video, where side information is provided by a primary H.26x decoder. Ahmad et al. proposed a UEP system using fountain codes [29] . In general, many of the solutions reported in literature for searching optimal UEP strategies are based on heuristic methods or use optimization algorithms [30] [31] [32] [33] . It should be noted, however, that such solutions are based on search strategies characterized by a variable amount of computational complexity, which could prevent their use in real-time and bandwidth-adaptive video transmission.
Review of recent works
In recent years, several researchers have investigated techniques capable to apply differentiated FEC levels to wavelet-based image/video compressors, when the multimedia stream is delivered over unreliable or wireless channels.
In [34] , a motion-compensated temporal filtering discrete wavelet transform (DWT) video coder is coupled with double binary turbo codes: the joint source-channel coding strategy is based on distortion profiling and code statistics. Also, Ho and Tsai [35] used 3D-wavelets, data interleaving, and Reed-Solomon (R-S) codes for their UEP streaming system. In [36] , the authors investigate the performance of MJPEG 2000 and rate-compatible punctured convolutional codes for streaming over a timevarying binary symmetric channel (BSC); in their work, rate-distortion tradeoff of the coding units adapts the error correction code to the bandwidth and error characteristics. Schwartz et al. [37] adopted the DWT-based compression and convolutional coding FEC of CCSDS 122.0-B-1 and 131.0-B-1 satellite standards. Their results show that wavelet coefficient UEP outperforms the equal error protection (EEP) method over the simulated AWGN channel.
In [15, 38] , the authors focus on JPEG 2000, R-S coding, and interleaving over wireless channels, simulated by a time-varying BSC with Gilbert-Elliot (GE) model. UEP is performed by variable FEC rates defined by solving a convex optimization problem. Based on interleaving effects, they derive a lower bound for successful image decoding rate in wireless environments. In [39] , several UEP schemes are compared and layered JPWL streaming with RTP packetization on wireless channels is studied; the FEC allocation method is comparably faster and less complex than others, although yielding comparable quality.
JPWL has been shown to be both flexible and reactive to variable channel status. In [21, 40] , streaming performance is simulated over realistic wireless channels, such as multiple-input multiple-output or Rayleigh fading ones. In [17] , the authors conjugate JPWL with a dynamic bandwidth estimation scheme in order to provide the best layering, scaling, and protection of video streams. Even if source distortion is coarsely estimated, it has been shown that it can be effectively used to find an optimal rate allocation that outperforms EEP [23] .
In our previous papers [16, 41] , we used JPWL and interleaving over lossy packet networks. The UEP solution, found by means of a recursive, dichotomic search algorithm, was shown to always outperform EEP, and a low complexity interleaving strategy was devised for JPWL implementation on a DSP device. Iqbal et al. [42, 43] devised a family of dynamic programming code allocation methods for FEC protected wireless video streaming. Their protection assignment can provide variable tradeoff between performance and implementation complexity.
A different view was adopted by Bahmani et al. [44] . The method devised by the authors operates mainly at the decoder side, leaving the particular UEP implementation open. By leveraging the error resilience features of JPEG 2000, their method guesses the erased received symbols and improves the error correction capability.
Ouaret et al. [45] compared R-S coded JPEG 2000 to the Slepian-Wolf/Wyner-Ziv distributed video coding (DVC) approach. Their results show that JPEG 2000 results in better quality at high error rates, even if only an EEP scheme was used, whereas DVC performs better at lower packet loss rates. In [46] , JPEG 2000 and H.264 streams are protected with UEP and transmitted over lossy packet networks. A performance comparison with multiple description coding shows that UEP achieves better quality. Chen et al. [47] , by using progressive digital fountain codes, allowed different users to receive broadcast video at different qualities, depending on the reliability of their UDPbased WiFi link. In [48] , the authors describe the emerging MPEG multimedia transport standard for delivering high bit rate video over packet-lossy networks, using a lowdensity generator-matrix FEC. They show the effectiveness of their method on the streaming of JPEG 2000 digital cinema.
Proposed contributions
In this paper, we present a simple mathematical and algorithmic solution for finding an optimal UEP channel code rate allocation strategy. The method used for solving the problem is based on Lagrangian optimization, which is known in the literature and has been applied in several works of other authors [25, 34, 36] . Our proposed solution can be calculated with a closed-form expression, directly from the knowledge of the data units rate-distortion and of the transmission channel characteristics.
Differently from other existing strategies, such as those reviewed in Sec. 1.1, our method has a closed-form representation for the solution to the UEP problem, and it does not require iterative or dynamic programming-based strategies. Moreover, the presence of data interleaving enables optimal video quality when channel conditions are time-varying, and data-and channel-adaptivity can be fulfilled.
The devised method does not rely on a particular channel coding technique, since it can be applied universally to all block-based FEC schemes. The algorithm itself is also lightweight, as it gives a closed-form expression of the optimal channel code allocation strategy, which can be computed in real time and adaptively respond to changes in the available transmission bandwidth and experienced channel BER. This makes the technique suitable for channels with unknown and slowly changing error rate and, even, available bandwidth; the video stream receiver should communicate the experienced error rate to the sender side, which in turn would change the UEP solution accordingly. We also show how the algorithm can be practically applied, using JPEG 2000 source coding and R-S channel coding, and present some performance results expressed in terms of either PSNR (peak signal-tonoise ratio) or MSSIM (mean structural similarity index metric).
Some mathematical derivations and performance results shown in this paper have already been partially presented in [49] . However, in this paper, we present additional derivations and novel simulation results. First, we describe in detail a method for assigning codewords of a channel code and implementing the designed protection profile. Furthermore, we work out a formula that allows approximating the optimal protection profile without knowledge of the image content, but only by means of a statistical entropy approach. Finally, we also present some results on the simulated transmission of a complete video sequence.
The paper is structured as follows. First, the theoretical framework for optimized unequal error protection is presented in Sec. 2 and a Lagrangian optimization strategy is shown to be able to find a UEP solution, both for particular and general cases. Then, a practical UEP code rate assignment using R-S codes is presented in Sec. 3. In Sec. 4, the Monte Carlo simulation setup is described, and the results of several simulated scenarios are presented and discussed. Eventually, conclusions are drawn, followed by an Appendix that contains proofs to assumptions and lemmas.
Optimized unequal error protection
In this paper, we model the distortion as a function of the combined channel characteristics/channel code performance in terms of probability of data loss. This approach is commonly used in the reference literature [16, 30] . We use Motion JPEG 2000 as source coding algorithm and R-S as channel coding algorithm, but the same optimization technique can be applied to other source/channel coding combinations as well. Table 1 summarizes the mathematical notation that will be used throughout the following sections and in the appendices.
Since we are considering an intra-video coding method, the video stream is regarded as a sequence of frames that are compressed independently of each other [50] . Each frame is compressed using JPEG 2000, and the size of the compressed bitstream is of B bits or, equivalently, the source code rate is r s bits/pixel. The compressed bitstream is then divided in N k pieces, each one of (k − 16) bits; a two-byte cyclic redundancy check (CRC) codeword, used to test for the error-free condition, is appended at the end of each piece (see Fig. 1 ). The CRC codeword is considered in our method, even if it is not necessary when R-S codes are used, since they are able to detect the presence of residual errors. However, for different types of channel codes (e.g., convolutional codes), the CRC codeword is required. In this work, the detection of eventual erasures is not managed differently than the detection of errors. The message words of the k-bit long pieces are then R-S encoded, and the codewords are assembled in n i -bit long pieces, 0 ≤ i < N k . If the average channel code rate is r, the combined source/channel code rate for the whole codestream will be R = r s /r.
The packetized codestream is then transmitted over a Q-ary symmetric transmission channel, where Q is the number of available different transmission symbols, that is, the pieces are assembled in symbols of log 2 Q bits. We define p i as the probability that no errors occur up to piece i, and M i as the mean-square error (MSE) distortion of the decompressed image using all pieces up to piece i. The combined transmission channel performance and channel coding correction capability results in the probability h (n l ) that a piece of n l bits (after channel decoding) is received with errors (residual error rate); many other researchers, in the past, have already used this model (e.g., [30] ). In this paper, we assume that this probability is approximated by a log-linear model [51] , such as In particular, the parameter s is a decay connected to the correcting performance of the code, d is an offset to n l used to improve the validity of this model, and C is an amplitude normalization constant. Further details on this approximation are given in Appendix A.1. This approximation is correct when the channel error probability is lower than 10 −1 , as for higher values, the log-linear relationship does not prove to be valid; however, in such cases, any practical rate allocation/FEC method is hardly operational without increasing the channel coding redundancy to a limit beyond which the video quality is severely impaired by the high decoding latency and the low source code rate. In particular, for the model presented in (1), it is found that a unique parameter, s, can be used to represent the transmission scenario, and its value increases as the combined transmission channel/channel code performance improves (see Appendix A.1). At the receiving side, the probability of having no errors up to piece i depends on the chosen sequence of code word lengths (up to piece i)
The optimization objective is that of minimizing the average MSE distortion, given that a constant amount of combined source and channel coding bits is sent on the channel, i.e.,
Lemma 1. The optimal UEP profile, i.e., the set of codeword lengths {n i } to be used for the pieces, which minimizes the overall distortion on the received image, is given by 
is the average protected piece length, m i is a complementary cumulative distortion (CCD),
Appendix A.2 shows how the closed-form expression (3), mathematical solution of (2), can be obtained. The relationship in (3) can be commented as follows:
• The protection rate for piece i depends on the average protection raten plus a modification term.
• The modification term logarithmically weights the CCD at piece i, normalized by the geometric mean of the CCD.
• If the channel code has high-error correction performance and/or the channel conditions are good, the parameter s is large, which gives a small modification term.
• The protection profile depends on the equivalent transmission channel conditions only by means of the parameter s, not C and d.
• Since m i is monotonically not increasing and ln (·) is a monotonic function, the modification term is monotonically not increasing, i.e., pieces at the beginning of the bitstream are more protected than those at the end.
• The protection level at piece i depends on the cumulative amount of distortion of all following pieces.
• The shape of the protection profile is determined by the CCD. Ordinate extrema are defined only by the channel/code combined performance.
With respect to other similar solutions presented in the literature, and described in Sec. 1.1, the main advantage of our method is that a closed-form solution to the UEP problem is readily available, without needing iterative or dynamic programming-based solving strategies. The proposed solution is data and channel adaptive; regular, low bit rate feedback from the receiver lets the transmitter modify the UEP strategy, which, considering also the presence of data interleaving, enables optimal decompressed video quality when channel conditions change with time. Moreover, the side information produced at no cost during the compression process allows implementing a wellcrafted protection profile, which minimizes the expected amount of distortion due to missing or corrupted data at the receiver. Eventually, we also want to outline that when stringent real-time requirements are needed, and the wireless channel is time-varying, deep interleaving matrices are necessary to intersperse the symbol losses occurring in the channel far away (for high Doppler spread f D ), and the decoding delay increases correspondingly.
Upon looking carefully at the solution (3) proposed in Lemma 1, it can be noticed that an additional condition to be satisfied is that n i ≥ k, 0 ≤ i < N k , meaning that we cannot overprotect the pieces at the beginning, since there would be not enough bits to allocate for the last pieces, not even the source coding bits; especially at high symbol error probabilities, the protection profile, given the total bit budget, could be extremely unbalanced and might provide values lower than k.
Lemma 2.
The minimum average channel code ratē r min , expressed in terms of minimum average piece size after channel coding, is approximated bȳ
for a given equivalent channel error performance s.
Lemma 2 can be proved after some work on (3) and supposing that ln m i /m < 0, for large i close to N k .
In all cases where the exact rate-distortion curve of the compressed image is not known or cannot be calculated exactly, an approximation of (3) can be done, if the source coding process is expected to generate an ideal progressive codestream with a typical rate-distortion curve.
Lemma 3. The approximated protection profile for progressively source encoded codestreams is given by
for N k large, where ρ is the bit rate sampling step of the MSE profile.
Proof of this lemma is given in Appendix A.3. Our proposed UEP method has been devised in order to be as general as possible, with application scenarios that can extend also to other source and channel coding methods. For instance, considerations on the distortion reduction carried by data packets may be similarly done also for the network abstraction layer (NAL) units used in H.264 or H.265. In this case, NAL units naturally segment the video stream in pieces for which there is a correspondence with the pieces used in Fig. 1 . The computation of the distortion profile can be achieved in several ways, if temporal and spatial frames intra/inter-dependency is maintained or not; layering methods for post-compression reordering of NAL units, similar to those adopted by the scalable video coding (SVC) extension of H.264 are then possible [52] .
UEP profile generation using R-S coding
In the scenario adopted in this paper, when R-S coding is used, a strategy must be devised for the practical implementation of the optimal UEP profile found with (3). First, we consider a list ofÑ mother code rates {r l } = {(k l /ñ l )}, l = 0, 1, . . . ,Ñ − 1, ordered by decreasing code rate and not containing repeated code values, i.e.,r l >r l+1 ,
Given the actual code rate for a generic piece i, r i = k i /n i (it was previously assumed that pieces are of fixed length, i.e., k i = k, thus this is a generalization), an index w i can be determined, such thatr w i +1 ≤ r i ≤r w i . The number α i of R-S codewords with rater w i , and β i of codewords with rater w i +1 is chosen in such way to achieve the target code rate r i for the piece i. Due to the constraints
the number of codewords for each code is
Positive-valued solutions always exists for (6), since the constraintr w i +1 ≤ r i ≤r w i gives
The values of α i and β i obtained from (6) are fractional numbers. In order to best approximate them with integer numbers, we first compute α i with rounding, and then use this result to compute β i , as
4 System simulation and performance [53] . Only the luminance (Y) component of the video frames has been used to perform the optimization strategy and the transmission and reception over a simulated channel. First, the partial distortions M i for each frame in the video sequence have been calculated. To this purpose, JPEG 2000 compression has been performed using Kakadu 6.0 [54], with default parameters, no visual weighting, and the '-rate' option on every frame. The portion of each JPEG 2000 codestream located after the start-of-data (SOD) marker has been split into multiple pieces, each one with a size of (k − 2) bytes (after CRC insertion, the piece will be of k bytes). Then, a new codestream has been constructed using the original header data, with an amended start-of-tile (SOT) marker to account for the new codestream length, a number i of codestream pieces, and the end-of-codestream (EOC) marker. The obtained codestream has been decompressed using Kakadu 6.0, and M i has been calculated as the distortion of the reconstructed frame. Although this process of determining M i is cumbersome, it should be said that the JPEG 2000 encoding process is able, per se, to provide such values; during the encoding procedure of JPEG 2000, an accurate rate-distortion estimation of the compressed frame is calculated, since the distortion values are gathered for the selection of the compressed wavelet coefficients with embedded block coding optimized truncation (EBCOT) of the bit-stream [55] . In this work, we have favored a direct calculation of the distortion values, in order to achieve more precise results.
Simulation setup
When the piece boundaries are not coincident with the codestream interruption points decided by the JPEG 2000 compressor, we adopt a continuum hypothesis, i.e., we assume that the intermediate distortions at the piece boundaries can be calculated using linear interpolation from the nearest known, available distortions. This assumption is generally valid, since JPEG 2000 is a position-progressive encoder, and distortions are related to the way wavelet coefficients are truncated by EBCOT, in order to best satisfy the quality-rate constraints imposed on the compression process.
Moreover, in order to make a fair comparison among different channel code rates, we have kept fixed the total amount of data sent on the channel, i.e., the combined source and channel code rate R.
The transmission of the compressed stream has been simulated, using MATLAB, on three different types of channels. The first type is a Q-ary symmetric channel (Q = 256), characterized by symbol error rates P S ranging from 10 −3 to 10 −1 . In this type of channel, errors occur at a symbol-level; since the bit errors are equiprobable and uniformly distributed over the symbol bits (log 2 Q = 8 bits/symbol), there is a simple relationship between bit and symbol error rates when the number of bits per symbol is large, i.e., P b ∼ = P S /2 ([56] Section 4.4-1).
The second type of channel uses binary phase shift keying (BPSK) and additive white Gaussian noise (AWGN), in order to represent a transmission condition akin to physical level signaling on an actual, but ideal, channel. In this case, the performance depends on the signal-tonoise ratio (SNR) expressed by γ b . Finally, the last type of simulated channel uses BPSK, AWGN, and Rayleighdistributed flat fading, which represents a condition similar to that experienced on actual, wireless, non-lineof-sight (NLOS) channels. In this case, the performance depends on the SNR γ b and on the correlation degree among fades, expressed by the Doppler spread f D . For channels using BPSK, the expressions used to determine the average BER (and the corresponding channel parameter s), given a certain value of γ b , are
where Q(·) is the Gaussian tail function, and the Rayleigh channel BER is calculated for the maximum uncorrelated Doppler spread [56] . The UEP profile has been generated using (3), given the distortion profile M i and the channel parameter s.
Then, the codestream has been split into pieces that have been protected according to the determined UEP profile, using R-S coding withÑ = 24 mother code rates {r l } = {32/36, 32/38, 32/40, . . . , 32/80}, and adopting the codeword allocation strategy given by (7) . The effect of the channel is simulated by randomly changing the transmitted bytes according to the simulation symbol error rate P S . The error-affected codestream has been recomposed by terminating it at the last error-free received piece (thanks to the CRC codeword). In this way, any image reconstruction artifact due to wrong/erased codestream bytes has been eliminated, and the reconstructed image MSE is that used by the UEP allocation strategy. The JPEG 2000 header (about 300 bytes) has been considered as transmitted on a reliable channel, since it represents the most critical section of the codestream. At the receiving side, the JPEG 2000 header has been pre-pended to the JPEG 2000 bitstream bytes, and only the portion of the header carrying information on the bitstream size (Psot field of the SOT marker) has been changed accordingly. Performance has been evaluated as objective visual quality, and Y-PSNR has been used as objective quality indicator. In addition, we used MSSIM to faithfully represent the subjective evaluation by a human observer. The overall performance has been calculated by averaging the PSNR and MSSIM values calculated at each frame of the video sequence. The performance of the UEP method has been directly compared with that of an EEP method.
Additionally, comparisons with existing techniques in literature have been done using a static reference image, the 512 × 512 pixel grayscale version of lena, compressed at a total bit rate (joint source and channel code rate) of R = 0.5 bits/pixel. For each simulated channel error rate, at least 100 independent transmissions of the image have been repeated, and the results averaged. Since both the video sequence and the static image cases cover a standard definition application scenario, we have also used a static image frame from the high-definition 1920 × 1080 pixels crowdrun RGB sequence [53] , in order to show some properties of the calculated UEP profiles.
Simulated performance results

Performance for static images on BSC
We first report the performance obtained with static images. Both images (lena and crowdrun) were compressed to a total rate of R = 2.5 bits/pixel, comprising both the source and the channel code bits. Figure 2 (top) presents the UEP profile for lena, calculated with (3) at an average channel code rate ofr = 32/44, and a channel symbol error probability P S = 5 × 10 −2 . The UEP profile, represented by the solid line, is shown in terms of the protected piece length n i versus the piece index i; the average protected piece lengthn, coincident with the EEP profile, is represented by the dashed line. In both cases, the piece length is k = 1 600 bytes, and the channel parameter is s = 0.0127 (see Appendix A.1 and Table 3 ). The dot-dashed line in Fig. 2 represents the protection profile obtained using (5), at rate steps corresponding to the situation illustrated so far. The UEP profiles begin with a high protection level (low code rate), which then gradually decreases as the index of the piece increases, as expected. Figure 3 shows how the UEP profile is practically generated, for lena, using a proper combination of the {r l } mother codes and with a number of codewords α i and β i , for each pair of codes, as given by (7) . The top subplot shows the mother code ratesr w i andr w i +1 used in each i-th piece, expressed in terms of codeword sizeñ w i . The bottom subplot describes the normalized amount δ α i of codewords with rater w i with respect to the total number of codewords used in the ith piece,
Clearly, (1 − δ α,i ) is the normalized amount of codewords with rater w i +1 . Figure 4 shows the UEP profile n i obtained for several values of the channel symbol error rate P S (from 10 −3 to 10 −1 ) and an average code rater = 32/46, for lena. The used message word size is k = 1 600 bytes, which corresponds to the floor of the plot. For low values of error rates, the protection profile is almost linear, meaning that an EEP solution is optimal. On the other side, at higher error rates, the profile climbs over, at the beginning, and submerge below, toward the ending, the average protection level. At even higher error rates, the average protection is not sufficient for keeping the profile above the message size floor, and an increased protection rate is requested for correct operation of the algorithm. Figure 5 shows the minimum required protected piece average sizen min given by (4), plotted versus the channel symbol error rate P S and the total bit rate R, using a message word size of k = 1 024 bytes and the crowdrun image. The plot has been generated considering also the channel code rate in the total bit rate. We outline that, using this relationship, the system can adaptively respond to variations of the conditions of the transmission channel and of the available bandwidth, by keeping in all cases the received video quality at the optimal level. Given a channel error rate, the minimum average protection slightly increases as the available bandwidth increases, thus meaning that higher protection is required to achieve the optimal UEP profile for an error rate P S . It is also evident how, when the available bandwidth increases, the algorithm selects progressively higher levels of protection to maximize image quality. Clearly, in order to achieve the optimal profile for a given error rate, there must be some knowledge of the channel status even at the transmitter. Thus, the receiver must be able to calculate an estimatẽ P S of the current channel symbol error rate and feed this information back to the transmission side. If channel conditions are slowly varying with respect to the information exchange rate, then this feedback may happen with minimum signaling requirements. Since our method employs the secure delivery of the JPEG 2000 header part (using a reliable transmission technique), these data can be repeated periodically (e.g., 1-2 times per second) on the same channel and used as pilot information for estimatingP S .
The performance of our method has been measured using the PSNR and MSSIM quality metrics. In order to compare the results with similar methods referenced in [16, 57, 58] , Monte Carlo simulations have been done at a total bit rate (joint source and channel code rate) of R = 0.5 bits/pixel, and the metrics have been averaged. Figure 6 shows the achieved performance plotted versus the actual bit error probability P b before channel decoding at the receiver side. The simulations have been done with a total of nine different configurations: three possible piece length values k (512, 1 024, and 1 600 bytes) and three different average channel code ratesr (32/40, 32/44, and 32/48) . In all the presented cases, it can be seen that shorter values of k allow achieving slightly higher PSNR/MSSIM values, for the same error rate on the channel.
The results summarized in Table 2 , for the caser = 32/40 and k = 512, show that the achieved PSNR is comparable or better than that obtained in [16, 57, 58] . There is an exception in the comparison with [58] , which presents a higher PSNR. In that work, the authors used turbo codes with codewords longer than those used in our work, resulting in improved error correction capability. However, we want to outline that our algorithm is designed to find optimal UEP profiles, and using different error-correcting codes would result in different final PSNR values.
Performance for video sequence on BSC
As for the performance obtained on the video sequence, Fig. 7 shows the quality metric indicators history along the N F = 512 frames of the test video. The piece length is k = 1 024 bytes, the average code rate isr = 32/48, and the total rate is R = 2.5 bits/pixel. Given the video frame rate (30 frames/s) and resolution (352 × 288), this corresponds to a transmitted bit rate of nearly R b = 7. i . Finally, the average PSNR is calculated from the average MSE as¯ = 10 log 10 (1/¯ ). For the MSSIM, the values ι i obtained at each frame have been plotted versus the frame number i and arithmetically averaged as
i=0 ι i . Also in this case, the actual BER P b , before channel decoding at the receiver side, is calculated and used to compare the performance. The PSNR and MSSIM histories i and ι i plotted in Fig. 7 are obtained on a simulated channel with an error rate of P S = 7 × 10 −2 , equivalent to a bit error rate of P b = 3.5 × 10 −2 . The red line depicts the quality of the received UEP frames after decompression, with additional artifacts due to the errors introduced by the loss of pieces during transmission on the channel. For comparison purposes, we have also reported the quality of an EEP profile (blue line), having the same total rate R. The average performance of the UEP method results in a PSNR of¯ = 25.3 dB, while the PSNR of the EEP method is of¯ = 19.6 dB. Similarly, we have an MSSIM ofῑ = 0.84 andῑ = 0.66, for the UEP and EEP methods, respectively. Figure 8 shows the obtained average PSNR¯ and MSSIMῑ for different values of channel SER P S , varying from 2 × 10 −2 to 10 −1 (P b varying from 10 −2 to 5 × 10 −2 ). The results are plotted both for the UEP and EEP cases. The curves show that the proposed UEP method outperforms the EEP method, in terms of PSNR, up to nearly 7 dB for P S = 10 −1 (P b = 5 × 10 −2 ). It is also evident that the UEP method begins to provide better results than EEP starting from a SER of P S = 3 × 10 −2 (P b = 1.5 × 10 −2 ), while for values of SER lower than P S = 2 × 10 −2 (P b = 10 −2 ) the two methods are equivalent. Similar considerations can be declared for the MSSIM. In this case, the quality index of UEP begins to improve over the EEP one for SER higher than P S = 4 × 10 −2 (P b = 2 × 10 −2 ); the protection advantage given by UEP over EEP is thus only slightly reduced when considering this more subjective-quality related metric. Figure 9 shows the a posteriori cumulative distribution function (CDF) of the per-frame MSE, F E ( ), defined as the computed probability that the MSE of a decompressed frame is lower than . The figure plots the CDFs for UEP and EEP cases, and for two different values of channel SER, P S = 5 × 10 −2 (P b = 2.5 × 10 −2 ) and P S = 8 × 10 −2 (P b = 4×10 −2 ). By setting, for instance, a threshold probability of 0.9, we find that, for the higher SER, the UEP MSEs are lower than 0.009 whereas for EEP they are lower than 0.05. Moreover, for every threshold probability, the UEP curves always give lower MSEs than the UEP curve. Similarly, at the lower SER, the 90 % threshold values are 0.0017 and 0.0025 for UEP and EEP, respectively. However, in this case, for a probability of 79 % and MSE of 0.0008, the two curves cross each other. This peculiar fact can be explained in the following way: in the EEP case, there are few values of i that are much worse than the worst values obtained in the UEP case. On the contrary, UEP gives a lot of i values that are somewhat lower than those of EEP ones, but never get much worse than that. This fact is mainly responsible for the improved average PSNR¯ exhibited by the UEP method over the EEP method in Fig. 8 . Fig. 7 PSNR and MSSIM history for the test video sequence on Q-ary channel. The piece length is k = 1 024 bytes, the average code rate is r = 32/48, and the total rate is R = 2.5 bits/pixel. The simulated channel has an error rate of P S = 7 × 10 −2 A proof that this phenomenon affects the decoded video quality is also given by Fig. 10 . The figure shows the measured probability that no decoding happens at all in the received compressed video frame, due to the presence of uncorrectable errors in the first piece (i = 0). Both methods can successfully decode at least the first packet up to a SER of P S = 4 × 10 −2 (P b = 2 × 10 −2 ). For larger BERs, the UEP method attains a maximum of about 5 % probability of no decoding, whereas the EEP method failure probability is an order of magnitude higher and grows up to 80 %. Figure 11 shows two decompressed frames (frames no. 6 and 360) obtained during the transmission Fig. 11 Comparison between decompressed frames using the EEP (a-c) and UEP (b-d) methods, for a Q-ary channel simulated error rate of P S = 7 × 10 −2 . Top row contains frame no. 6, bottom row contains frame no. 390 on a channel with an error rate of P S = 7 × 10 −2 (P b = 3.5 × 10 −2 ). In this case, the error sequence has been exactly the same for the UEP and the EEP methods. Figure 11a and c display the frames obtained with EEP, while Fig. 11b and d present the frames obtained with UEP. Simulation results and samples of the original and decompressed video clips are available for download [59] .
Performance on AWGN and Rayleigh channels
The performance of the proposed system has been also verified using the AWGN and uncorrelated (f D ≈ R b ) Rayleigh flat fading channels, for the video sequence only (without loss of generality, the results apply also to the static images case). Figure 12 shows the average PSNR and MSSIM versus the average channel SNR γ b . For both types of channels, UEP outperforms EEP. This is not surprising, as the proper combination of interleaving depth and channel coding results in a equivalent BSC channel, which we have already simulated. In case of correlated Rayleigh fading (f D < R b ), the bit interleaver size has to be chosen to span over an amount of bits such that, after deinterleaving, the fades are practically uncorrelated. If transmission on a channel with Doppler spread f D adopts an N row × N col block interleaver, then, after deinterleaving, the equivalent Doppler spread becomes N row times higher, N row f D [60] . Thus, by properly choosing the interleaver dimension N row , one can revert to the condition of uncorrelated Rayleigh fading, for which the performance is plotted in the right-side curves of Fig. 12 . If, on the other side, the Doppler spread is so low (such as it happens on nearly static NLOS channels, f D R b ) that the interleaver size should exceed the available memory or the decoding delay bounds, then the periodic feedback from the receiver would allow the transmitter to adapt the protection profile and coding rate at the measured channel conditions. In this case, in the short term, the performance will be practically that of the AWGN case, for which the curves on the left side of Fig. 12 apply.
Computational complexity
The optimization problem requires the knowledge of the distortion profile of the image. Using JPEG 2000 compression, the partial distortions M i (and the CCD m i ) can be easily obtained during the rate allocation step of the JPEG 2000 bitstream preparation [55] ; thus, these values can be obtained virtually at no cost.
For the calculation of the C, s, and d coefficients, a look-up table (LUT) can be used to store the parameters, for different values of the packet size N k , of the channel bit/symbol error rate P b /P S , and possibly even for different channel coding algorithms (e.g., convolutional, binary R-S, low-density parity check codes). The LUT can then be accessed to provide the parameters that will be used in the protection profile generation, with a large saving with respect to storing the entire UEP profile, for each combination of the three variables. As for generating the coefficients stored in the LUT, they can be calculated off-line and smoothly interpolated to provide all the intermediate values that could be requested by the system. The calculation of the optimal protection profile in (3) depends on the geometric mean of the CCD function. In order to avoid overflow or underflow problems due to floating point operations rounding during the computation, the geometric mean should be calculated logarithmically aŝ
in which case it takes N k logarithms, (N k − 1) additions, 1 division, and 1 exponentiation to be computed. Then, we need (N k − 1) additions for the computation of the CCD function, N k multiplications for the logarithm operand (one division to obtain the inverse of the geometric mean), N k logarithm operations, N k multiplications for logarithm result scaling (one division to obtain the inverse of s, if not already saved in this form in the LUT), and N k additions. In summary, to implement (3), a total of (3N k − 2) additions, 2N k multiplications, 2N k logarithms, 3 divisions, 1 exponentiation is needed. Assuming that natural logarithms and powers of e can be implemented by means of another LUT, with a sufficient precision once the dynamic ranges of the operands have been characterized, the asymptotic complexity becomes O (N k ). Differently, the solutions presented in [16] or in [58] require multiple evaluations of expressions similar to (2) , which are more cumbersome to calculate from the computational viewpoint.
Conclusions
The transmission of video over error-prone wireless channels is a problem that can be solved by using an adequate error protection layer added to the streams, once the characteristics of the channel are known. In this work, we have presented a UEP strategy devised to allocate channel code bits, using an optimization algorithm that is computationally light during the search of the UEP profile. The general formulation of the problem has been solved using a Lagrangian minimization method. The discovered closed-form UEP expression requires already available data, such as the image rate-distortion curve, the average error protection code rate, the typical allowed packet size for transmission, and the channel error model (represented by one parameter). In addition, we have also presented a practical method for implementing the discovered UEP profile using R-S codes. The simulated performance of the proposed UEP strategy shows that the results outperform those obtained using an EEP strategy, that they are comparable with the UEP performance results of other methods presented in similar works, yet having a lower computational complexity, and that this UEP method can be used to effectively counteract the impairments introduced by an error-prone transmission channel.
Appendix A
A.1 Loglinear approximation of residual BER curves
The expression (1), derived from a more general expression found in [51] , approximates the functions h (n l ) with exponentials, at least in definite regions where h(·) is lower than 10 −1 , which is a common requirement. In order to show the validity of this approximation, we have simulated the performance of R-S error coding applied to the devised packetization scheme. Each piece of k bytes has been split in message words ofk = 32 bytes and a R-S code with rateñ/k has been applied to each word. Then, the resulting codewords have been concatenated, producing a piece of n bytes. Multiple pieces have been transmitted over an Q-ary channel (Q = 256) with a defined symbol error rate P S , and the residual error probability after decoding, h(n), has been measured. For a fixed P S , the value of n has been increased and the measurement on the residual error rate performed again. This procedure has been repeated for several different values of P S . Figure 13 shows the set of residual error probability curves obtained adopting a piece length k = 1 600 bytes, for channel symbol error rates from P S = 10 −3 (P b = 5 × 10 −4 ) to P S = 10 −1 (P b = 5 × 10 −2 ). Similar sets of error rate curves have been obtained for different lengths of the pieces. The resulting curves have been fit using a nonlinear least-squares method in the logarithmic domain, thus providing the relevant model parameters; Table 3 lists the parameters C, s, and d for several piece lengths and channel symbol error probabilities P S . In Fig. 13 , solid lines represent the results of simulations, whereas the dashed lines are obtained by evaluating (1) with the best-fit model parameters of Table 3 , for every channel symbol error rate.
The following can be said on C, s, and d parameters:
• The amplitude C is generally much lower than 1.
• The decay s increases as the channel/channel code performance improves.
• The offset d is the point where the error rate curve becomes linear, and is higher than 10 −2 .
• d is greater than the values of k that we have used. For other types of transmission methods, such as, for instance, BPSK on AWGN or Rayleigh fading channels, if a bit/byte interleaver interspersing consecutive errors is present, then the results and comments discussed above are still valid.
A.2 Proof of Lemma 1
Proof. The constrained minimization problem expressed by (2) can be solved using the Lagrange multipliers method, as 
First, we simplify the probability of having no received errors up to piece i, p i = p i (n 0 , n 1 , . . . , n i ). We suppose that this probability is expressed by the product of correct reception probabilities for each piece, since they are independently decoded of each other, as p j n 0 , n 1 , . . . , n j = j l=0
(1 − h (n l )) ,
where h(n l ) is the probability that a piece of k bits (n l bits after channel encoding) is received with errors. Under such conditions, products in (13) are approximated as since products of h(n l ) terms can be neglected. Supposing that all h (n l ) have the same value, it can be found that when h (n l ) < 2 × 10 −2 , the approximation (14) is valid with an error lower than 10 %. After substituting (14) in (13) and differentiating, we obtain
With the approximations (1) and (15), and neglecting C 2 (since C 1), (12) becomes
The summation at the denominator of (16) j=i M j , which is a nonincreasing function in the i variable (as i increases, there are less M j 's to sum). Then, n i is found to be
In order to find the Lagrange multiplier λ, we use the constraint in (2) . After some work, the constraint becomes 
A.3 Proof of Lemma 3
Proof. If the exact R-D curve of the image is not known, it is still possible to calculate an approximate UEP profile considering the MSE profile, sampled at ρ bit/symbol steps, using the bounds
0 ≤ i < N k , where the lower bound expresses the differential entropy H of the actual source, and the upper bound is calculated considering the hypothesis of Gaussian source (with encoded image coefficients that are Gaussian distributed with variance σ 2 ), respectively. We start by expressing the CCD, for both bounds in (20) , as
where either K = 2 2H−1 /πe or K = σ 2 . Considering i N k and N k large, (21) can be approximated by m i ∼ = K2 −2 ρi /(1 − 2 −2 ρ ). The geometric mean is expressed and approximated bŷ
1 − 2 −2 ρ , when N k is large. Eventually, the approximated protection profile n i is given by
