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I. INTRODUCTION 
In this paper we shall consider the linear homogeneous differential- 
difference equation 
n(t) = 5 A,x(t - TJ, (1.1) 
i=o 
where si(t) denotes the right-hand derivative of x(t), Ai, i = 0, .*a, N are 
real constants and Ti , i = 0, **a, N are real nonnegative constants with 
O=:T,<T,<...<T,. With suitable assumptions (described in Sec- 
tion II) this equation describes the mixing of a dye from a central tank as 
dyed water circulates through a number of pipes, An application of this 
model to the distribution (in man) of labeled albumin as it circulates from 
the blood stream through the interstitial fluids and back to the blood stream 
is discussed in [l]. The initial condition considered in this application is 
given by 
x(t) = 0, -TN<t<O; x(0) = 1. (1.2) 
This initial condition is also of interest since the unique continuous solution 
of (l.l), with initial condition 
44 = g(t) - TN < t < 0, (1.3) 
for continuous g(t), can be expressed (cf. [2]) as a convolution of g( t) with the 
solution of (l.l), (1.2). 
* The work presented in this paper was supported by Research Grant HE 08223 
from the National Institutes of Health, Bethesda, Maryland. 
1 Present address: Mathematics Department, Rose Polytechnic Institute, Terre 
Haute, Indiana. 
569 
570 BAILEY AND WILLIAMS 
If it is assumed that the lag times, T, , T2 , ..., TN , are commensurable 
they can all be made integers by a suitable change in the time variable. In 
this case (1.1) can be written in the form 
2(t) = F a&t - i), (1.4) 
i-0 
where the ai , i = 0, 1, es*, M are real constants. 
An explicit solution of (1.4) with initial conditions (1.2) is obtained. This 
result generalizes an example of Bellman and Cooke [2] for the case M = 1 
and A, = 0. 
Necessary and sufficient conditions for stability of the zero solution of (1.1) 
are known (cf. [2] and [3]) for the case N = 1. In this paper we consider N 
lags and determine regions of stability and instability of the zero solution in 
the parameter space A, , A, , a*-, A, . By finding a suitable Liapunov 
function, the zero solution of (1 .l) is shown to be asymptotically stable in the 
large provided Cz, 1 Ai 1 < - A,, A, < 0. 
Liapunov functionals are used to find two regions of instability. The zero 
solution of (1.1) is shown to be unstable if CL, 1 Ai 1 < A, , A, > 0 or if 
CkA, > --A,, where Ai > 0, i = 1, a.*, N and A, is not restricted. 
II. A CIRCULATION MODEL 
Consider the system shown in Fig. 1 where A is a tank of unity volume 
filled with water which circulates through three pipes with volumetric flow 
)I1 /A3, T3 
6 
A 
C 
‘I’ 
FIG. 1 
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rates A,, A,, and A, (cc per set) and with flow times T, , Tz , and T, 
(seconds required for a particle to traverse the given pipe). 
At t = 0,l gram of dye is introduced into tank A, and it is assumed that 
the dye in A is always mixed instantaneously. Thus the initial dye concentra- 
tion in the tank is unity and the initial dye concentration in the pipes is zero. 
Dyed water leaves the system at C through a leak pipe with volumetric flow 
rate L and pure water enters the system at B with the same flow rate. This is 
equivalent to assuming a pipe with infinite flow time and with flow rate L. 
It is assumed that no mixing takes place in the pipes; that is, diffusion is 
neglected and the flow velocity is assumed constant over a cross section of 
any pipe. 
If x(t) denotes the dye concentration in the tank at time t then writing a 
material balance on the dye in the tank for a time increment dt and passing 
to the limit as dt --+ 0 leads to the differential-difference equation 
$4 = - (4 + 4 + -% + L) x(t) + 44 - T,) + 4x0 - Ts) 
+ 44 - Td, t 20. (2.1) 
The initial condition describes the dye concentration in the tank and pipes 
at t = 0 and for the system considered above the appropriate initial condition 
is given by 
x(t) = 0, - T, < t <O; x(0) = 1. (2.2) 
Note that in general the derivative of x(t) will not exist for all t, and thus 
k(t) denotes the right-hand derivative. 
If N pipes are considered rather than three and if we set 
A,=-(L+Al+A,+...+A,), (2.3) 
then the circulation model is described by (1.1) with initial conditions (1.2). 
III. AN EXPLICIT SOLUTION 
1.n this section a Laplace transform method is used to obtain an explicit 
solution of Eq. (1.4) with the initial conditions given by Eq. (1.2). This 
method is discussed by Bellman and Cooke [2]. They consider the equation 
$(t) = x(t - l), and the method is rigorously justified for this example. 
Our approach in this section is to formally apply this method to Eq. (1.1) 
and justify the final solution by direct differentiation. 
The substitution y(t) = e- (IOt x(t) transforms equation (1.4) into 
j(t) = f e-% iqy(t - i). 
b-1 
(3.1) 
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Denote the Laplace transform ofy(t), L{y(t)}, as Y(S), so that the transformed 
equation is 
M 
sy(s) - 1 = C e-N ui ecis Y(S). 
i-l 
(3.2) 
The above transformation for the lagged terms follows from the formula 
L{y(t - i) u(t - i)> = e+ Y(s), w ere h u(t - i) is the unit step function 
defined by 
u(t - i) = 0 t<i 
u(t - i) = 1 t > i. (3.3) 
Note that y( t - i) = y( t - i) u( t - i) follows from the initial conditions (1.2). 
Solving (3.2) for Y(s) gives 
Y(s) = (s - f ai e-i% e-is)-‘. 
i=l 
Formal application of the formula 
leads us to 
Repeated application of the binomial formula gives 
Y(s) = t "c" 
kM-0 k,uml-O 
. . . khf-W-1 
aM 
x e-ao(MkM-kl-...-kM-,) 
-s@.fkM-k,-...-kM-,) 
e 
s’%f+l 
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Taking the inverse Laplace transform of the above equation we get 
y(t) ‘= g “c” . . . k;. k; (k-J . . . (::, &$a-kl . . . u~ivf-hf-~ 
kM=O kM-l-O 
X 
X 
e--ao(Mk~-kl-...-k~-l) (t + k, + .-. + KM-1 - ik&JkM 
kM! 
u(t + k, + ..a + h-1 - Mb..& 
where u(l) is the unit step function defined by Eq. (3.3). The required solu- 
tion, x(t) = e-~o~y(t), is then 
x(t) = f “c” lc‘ 
kl ‘h--n, . . u$M-kM-l 
k,+pO kM+=O 
‘-’ E. kl!(~~k,)! --a (kM - KM+)! 
x e%( t+kl+**-+kM-r*W (t + k, + . . . + kMwl - MkM)*M 
x u(t + k, + -** + ksl - MkM). (3.4) 
For any given t and for a sufficiently large value of k, , the argument of the 
unit step function will be negative. Thus the above solution has only a 
finite number of nonzero terms, and the sums can be written with finite upper 
limits. It is desirable to eliminate the unit step function from the formula 
by expressing the solution for t in the range N < t < N + 1 and determining 
the appropriate limits on the sums. Since this is a rather tedious procedure, 
the calculations are shown for the case M = 3 and the general case is discussed 
in less detail. 
For M = 3 Eq. (3.4) becomes 
k,+, k@, k,aO k,Vz - M (k, - 44 
~20’ t+kl+kp--3ka) 
x (t + k, + k, - 3kJk” u(t + k, + k, - 3k,). 
We now proceed to delete those values of the indices in the above solution 
that make the argument (t + k, + k, - 3k,) of the unit step function 
negative, with N < t < N + 1. Since k, < k, < k, we have 
t + k, + k, - 3k, < t - k, . 
Thus the argument of the step function will be negative if k, > t and we 
must restrict k, so that k, < t. But since t < N + 1, this is equivalent to 
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R, < N. It follows that k, ,< N and k, < N. For k, = k, = R, = N the 
argument is nonnegative. 
It is convenient to reverse the order of summation, so that k, will range from 
zero to N. From the inequality K, < k, < R, the lower limit on the K, sum 
must be k, and k, must begin at k, . 
We now determine the upper limit on the k, sum (denote this upper limit 
by ksm). For k, and k, fixed the argument of the step function will be negative 
if k, > (t + k, + k,)/3 and thus k, must be restricted so that 
k < t+k,+k, _ N+k~+ks 
3L [ 1 [ 3 - I 3 * 
For k, = [(N + k, + k&3] the argument of the unit step function will be 
nonnegative and thus k,, = [(N + k, + k,)/3]. 
Finally, to determine the upper limit on the k, sum (denote this upper 
limit by k&, consider k, fixed and we have 
k <k < N+k,+k,m <N+k,+k, 
wn--- 3.. E I 3 ’ 3 * 
Solving the extreme expressions in this inequality gives k,, < (N + RI)/2 or, 
equivalently, k,, < [(N + k,)/2]. D irect computation shows for k, < k3m ,
k, = W + Q/21 and N < t < N + 1 that t + k, + k, - 3k3 > 0 and 
thus k,, = W + W21. 
Reversing the order of summation and using the limits on the indices 
found above, the solution becomes 
‘@) = c c 
a~afhafkz 
c k,!(k, - k,)! (k3 - k,)! kl=O k%=k, k3=k2 
x eaol t+kl+k23k,) 
(t + k, + k, - %)"? (3.5) 
where& =Cizlkn,i= 1,2, e*.. Replacing k, by k, + k, and k, by k, + k, 
in that order yields 
(3.6) 
kl=O kZ-0 k,=O 
where up = xi=, nk,, . 
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We now verify that (3.6) is a solution of (1.4) for M = 3 with initial 
conditions (1.2) and N < t < N + 1, N = 0, 1, *** . Differentiating (3.6) 
with respect to t gives 
There are zero terms in the above differentiated equation which may be 
eliminated. The zero terms occur in the first sum when kl = 0. These 
terms are eliminated by letting k, range from 1 to N. In the second sum, 
zero terms occur when k, = 0, and when k, is such that the upper limit of 
4 2 l-P - W21, is zero. The upper limit [(N - k&2] = 0 when k, = N 
or k, = N - 1. Thus the zero terms in the second sum are eliminated by 
letting k, range from 1 to [(N - kJ2] and k, range from zero to N - 2. 
In the third sum, zero terms occur when k, = 0 and when k, , k, are such 
that [(N - k, - 2k,)/3] = 0. This later expression is zero when 
N -- k, - 2ka < 3. For nonzero terms, then, k, must range from zero to 
[(N - 3 - k,)/2], while k, must range from zero to N - 3. That zero terms 
occur when k, = N, N - 1, N - 2, may be seen by considering these 
values in the third sum of the above differentiated equation. 
The differentiated equation may now be written 
N-2 [q] [T ]  kz *a ka 
+ c c c K,!  (z2T:“,1 K,( eao(*-oa) tt - ud8am* 
kl-0 k2-1 k3-0 
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Shifting indices in the above expression yields 
d‘a 
N-l [Ey?] [q?] 4 kz k, 
- = aow + a1 c c c 
a1 a2 a3 
dt k =o k,! K,! k,! 
e%(t-l-Q (t _ 1 _ u3% 
k,=O k,-0 3 
k, kz ks 
a1aza3 
k =o A,! 44 K,! e=o’t-2-03) (t - 2 _ u3)% k,-0 k,=O 3 
&-3-aa) (t - 3 - u3)%, 
= a&t) + a,x(t - 1) + a,x(t - 2) + a,x(t - 3). 
The above procedure is valid only for t 3 3. For t < 3 some of the lagged 
terms have negative arguments and are zero due to the initial conditions (1.2); 
in this range Eq. (3.1) is equivalent to 
j(t) = g e-% ug(t - i) (3.7) 
i=l 
for N ,< t < N + 1, N < 3, N an integer. Thus the solution of this equa- 
tion is the same as that obtained for N 3 3, with 3 replaced by N where 
N < 3. 
We shall show, however, that solution (3.6) is valid for all t > 0. This is 
accomplished by proving that, for N < t < N + 1, N < 3, (3.6) reduces 
to that formula obtained by replacing 3 by N, N = 0, 1, or 2. To do this 
we note that the upper limit of k,+j , [(N - uN++J/(N + j)], wherej = 1,2, 
e**, 3 - N, is zero since 0 < (N - u~+~-J/(N +j) < 1. Hence formula 
(3.6) is valid for t > 0. 
It is easy to see that x(0) = 1, since for (3.6), with N = 0, x(t) = eaot. 
We have therefore verified that (3.6) is a solution of (1.4) with M = 3 
where N<t<N+ 1. 
Returning to the general case, the equation corresponding to (3.5) is 
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Now, as before, k, is replaced by k, + k, , k,, by k,, + k,, , etc., 
in that order to obtain 
N [?I [+I aya2 . . . a;~ 
x(t) := 2 c *** c 
kM=O k,! k,! **. kM! 
$%’ t-M) (t - oMyM. (3.8) 
k,=O k,=O 
We now verify that (3.8) is a solution of (1.4). Differentiating (3.8) with 
respect to t gives 
x g%‘t-“M’ ( t  -  gM)Qf- l  
+ . . . + i . . . 
k,=O 
N--M-I b-1 
c 
kM=O 
k, 
a1 
. . . a? . . . aM kM 
k,! 9.. k,! *** kM! 
x e%’ t-M’ ( t  -  , ,p-1 
x g%J’ t-M) (t _ oM)8M-la 
As before, zero terms occur in the jth sum when kj = 0, and 
when k,, k,, k,, *a., kjml are such that the upper limit of kj , 
[(N - k, - . . . - . 
those for which ? y :lk,)“’ 
is zero. Hence, the nonzero terms are 
1 2 **~+(j-l)kj-l~N-j. Thus the zero 
terms are eliminated in the jth sum by letting ki range from 1 to 
[(N - k, - . . . - (j - 1) k&j], kiel range from zero to 
[(A’ - j - k, - sm. - (j - 2) kj+)/( j - I)], kj-2 range from 
zero to ([N -j - k, - .*I - (j - 3) kJ( j - 2)], .**, k, range from zero 
to [(N - j - k,)/2], and k, range from zero to N - j. Notice that the upper 
limits on kjel , kj-, , **a, k, , and k, are exactly the same as they were before 
the solution was differentiated, except that N has been replaced by N - j. 
That this should be the case for k+, can be seen by assuming that 
k,+2k,+***+(j-2)ki-, may be equal to N - j + i, where i is some 
integer between 1 and j inclusive. But for nonzero terms we must have the 
inequality 
k, + 24 + **a + (j - 2) kies + (j - 1) kjml Q N -j, 
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so that the assumption above gives the inequality 
N -j + i + (j - 1) k,-r < N -j, 
or i + (j - 1) kiPl Q 0. But i + (j - 1) /z-i is never negative, so that 
i + (j - 1) K+.r = 0, or (j - 1) K,-r = - i. The only possible solution 
for this last equation is k,-r = i = 0, so that i must be zero. Hence, 
k, + 2h + a*. + (j - 2) kj-2 < N -j, so that the upper limit for k+, is 
[(N--j-k1 - **. - (j - 3) kjJ( j - 2)]. This same argument may be 
repeated for kjel, kjwQ , ..*, k, , and k, . 
Applying these results and shifting indices shows that (3.8) satisfies (1.4) 
for t > M. For 0 < t < M the calculations are analogous to the case M = 3 
and thus (3.8) is the solution of (1.4) with initial conditions (1.2). 
For M = 1, solution (3.8) becomes 
which is the solution determined in [I] by a continuation process. 
IV. ASYMPTOTIC BEHAVIOR 
In this section the behavior of the solutions of Eq. (1.1) as t becomes infinite 
is studied. For the circulation model the asymptotic behavior of the solutions 
is obvious. IfL = 0 (no leak) the dye concentration approaches a constant as 
t -+ 00. If L > 0 (positive leak) the dye concentration approaches zero as 
t -+ co. Note that in this application the Ai > 0 i = 1, a.*, N and 
A, < - (A, + A, + -1. + AN). In the following discussion we do not 
make these restrictions on the A’s. 
We begin by summarizing certain definitions and theorems. These are 
given elsewhere in more general settings (cf. Krasovskii [4] and Driver [5]). 
Let x(t) be a continuous function of t and for r > 0 let C = C([- r, 01, El) 
be the space of continuous functions with domain [- r, 0] and range in the 
real line. For any 4 E C we denote the norm of 4 by 
For H > 0 we denote by C, the set of 4 E C such that /I 4 )( < H. We now 
consider the functional-differential equation 
k.(t) =Q(t + O)), t> 0, -r<B<O, (4-l) 
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where n(t) denotes the right hand derivative of x(t) andF(+(B)) is defined and 
continuous for all $ E C, . The initial condition is of the form 
where g(t) E C,. 
x(t) =g(t) - Y < t < 0, (4.2) 
If F(0) = 0 then the solution x(t) = 0 of (4.1) is said to be stable if for 
every E > 0 there is a 6 > 0 such that jjg ]) < 6 implies that x(t) exists for 
t >, 0, is in C, and 1 x(t) 1 < E for all t > 0. If in addition there is a 6, such 
that 11 g /) < 6, implies that x(t) exists for t 3 0, is in C, and x(t) -+ 0 as 
t--t co, then the zero solution is said to be asymptotically stable. Finally if 
6, = H = co in the definition of asymptotic stability then the zero solution 
is said to be asymptotically stable in the large. 
The following theorem is a special case of more general theorems (see 
Razumihin [6], Krasovskii [4], and Driver [5]). 
THEOREM 4.1. Suppose u(s), v(s) and w(s) are continuous functions for 
s in [0, H], u(s), w(s) positiwe and nondecreasing for s # 0, u(O) = v(O) = 0, 
w(s) is nonnegative and nondecveasing. Let V(x) be a scalar function defined and 
continuous for all I x / < H and de$ne 
L(x) = ZF(x(t + e>> - Y < e < 0, (4-3) 
where x is evaluated along a solution of (4.1). If there exists a V(x) such that 
and 
4 x I> G V(x) G 4 x I> t>--Y (4.4) 
L(4 < - 41 x I) (4.5) 
for all t > 0 and those functions x(t) in C, swh that 
W(5)) -=f(W(tN) t-r<f<t, (4.6) 
where f(s) > s for s > 0 is a continuous nondecreasing function, then the 
solution x(t) = 0 of (4.1) is asymptotically stable. 
We now apply the above theorem to find sufficient conditions on the coef- 
ficients A, , i = 0, 0.1, N in Eq. (1.1) such that the zero solution of (1.1) 
will be asymptotically stable. We take Y  = TN and choose V(x) = x2/2, 
U(S) = D(S) = s2/2. Then condition (4.4) of the theorem is satisfied. Calcu- 
lating V along a solution gives 
PI’,., = 2 &x(t) x(t - Ti). 
i-0 
(4.7) 
580 BAILEY AND WILLIAMS 
We now choose f(r) = /A, K > 1 arbitrary then from (4.6) we consider 
only x(t) such that 
x”(5) x”(t) T<K2T for all 6 in [t - r, t] 
and thus 
I 43 I G h I 44 I for all f in (t - r, t). 
Then from (4.7) 
vl.l = A&(t) + f AiX@) x(t - Ti) 
i-1 
< &x2(t) + 2 I Ai I I x(t) I I x(t - Ti) I 
i=l 
< Ag2(t> + “c I Ai I kx2(t) 
i=l 
< - (- A, - k 5 ) Ai 1) x2(t). 
i=l 
Thus if we define 
W(X) = (- 4 - h a$1 I Ai I) x2 
and require 
A, < - f I 4 I , 
i-l 
then w(x) is positive (since k > 1 was arbitrary). Hence we can conclude 
that the zero solution of (1.1) is asymptotically stable provided the coefficients 
Ai, i = 0, a.*, N satisfy the above inequality. 
For the linear homogeneous case considered in Eq. (l.l), if x(t), t > 0, 
is the solution for initial conditions x(t) = g(t) - Y < t < 0 then 
r(t) = Mx(t) (M constant) is the solution for initial conditions y = Mg(f), 
- I ,( t < 0. Thus asymptotic stability of the zero solution of (1.1) implies 
asymptotic stability in the large. 
The above results are summarized in the following theorem. 
THEOREM 4.2. The zero solution of Eq. (2.1) is asymptotically stable 
in the large provided A,, < - X:1 1 A, 1 . 
It should be emphasized that the method of Liapunov used for the above 
example yields only su$icient conditions for asymptotic stability of the zero 
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solution. For the case iV = 1 the stability region of Theorem 4.2 is R, as 
shown by the vertical crosshatch lines in Fig. 2. This case (N = 1) has been 
studied by a number of authors. Hayes [3] was the first to determine necessary 
and sufficient conditions for asymptotic stability of the zero solution. The 
region found by Hayes is A, plus R, where R, is shown with horizontal 
Ao 
FIG. 2 
crosshatch lines in Fig. 2. Bellman and Cooke [2] have obtained the result 
of Hayes, for N = 1, by using a method of Pontrjagin [7]. Neither of these 
methods seem to be suitable, from a computational standpoint, for deter- 
mining stability conditions for the case of N lags. Hale [8] (for N = 1) 
has used a Liapunov functional to obtain a stability region larger than R, 
but not including all of R, . The region found by Hale depends on the lag 
T1 and has the property that as Tl -+ 0 the region of stability approaches 
the true region of stability for Tl = 0 (the half plane A, + A, < 0). 
Note that the stability region determined by Theorem 4.2 does not depend 
on the lag times. 
For the case N = 1, the zero solution is unstable in the region R3 u R4 
(A, + A, > 0). It seems reasonable to expect that the region 
All + 4 + .-a + A, > 0 is a region of instability in the case of N lags, 
409/15/3-13 
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but we have not been able to show this. We do give two instability results 
below for the case of N lags and note that for N = 1 the resulting instability 
region reduces to A, + A, > 0. 
LEMMA. Let CL,, Ai = A # 0 in Eq. (1.1) and consider the class, U, of 
functions 4(t) which are continuous for t > - TN and 
s t o+(s)ds-++ w or -co as t--+w 
then every solution of (1.1) in U will approach + w or - CO as t + CO. 
PROOF. Consider the functional 
(4.8) 
Evaluating I&‘&(t)) (dW/dt along a solution x(t) of (1.1)) gives 
@L@(t)) = Ax(t) ; (4.9) 
and thus 
For x in the class U the above integral approaches + w or - co as t--f 0~) 
and, from (4.8), W(0) is bounded. Thus Wla,(x(t)) approaches + w or 
- w and from (4.8) this can happen only if x(t) approaches + 03 or - co 
as t-w. 
THEOREM 4.3. If the coeficients Ai, i = 0, 1, a.-, N in (1.1) satkfy the 
conditions, Ai > 0, i = 1,2, *.e, N and XL0 Ai = A > 0, then the zero 
solution of (1.1) is unstable. 
PROOF. For any 6 > 0, no matter how small, consider the solution x8(t) 
of (1.1) with initial conditions x,(t) = 6, - TN < t Q 0. We will show by 
induction that x8(t) > S for t > 0 and thus x*(t) -+ co, since it is in the class 
U described in the above lemma. It then follows from the definition of insta- 
bility that the zero solution of (1.1) is unstable. To show the induction, con- 
siderthesetSofpointstoftheformt=iTj,i=0,1;~~,n;~~,j=1,2;~~, 
N and let t, be an ordering of the distinct elements of S, 
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The solution, xs , of (1.1) can be written in the form 
x0(t) = exp (A,(t - tk)) X(tJ + eAot 
t, < t < tk+l - (4.10) 
In the first time interval, 0 < t < t, , xs(t - Ti) = 6, i = 1,2, **a, iV and 
the above integral can be evaluated. The resulting expression for xs is given by 
6 
x*(t) = A (AeAot + A, - A) 0 < t < t, , 
0 
and, since x,(O) = 6 and k8(t) > 0 in this interval, it follows that 
x0(t) z 6 0 < t < t, . 
Assume x6(t) > 6,O < t < tk . Then from (4.10) 
Ais ds, tk  < t  < t , + ,  l 
Defining the right side of the above inequality to be Fk(t), we have after 
integrating 
x8(t) >Fk(t) = $- [AeAo’*-+) + 4 - AI t, < t G t,, l 
0 
Since Fk(tk) = 6 and fik(t) > 0, then 
x*(t) a 6 tk < t < tk+l , 
and this completes the induction and the proof of the theorem. 
The final instability result for (1.1) depends on a theorem given by Hale [8]. 
Theorem 4.4 below is a special case of this theorem. Instability is shown by 
finding a suitable functional V(V(+), $ E C,) satisfying certain conditions. 
One of these conditions is described in terms of an appropriate derivative 
of this functional along a solution of (4.1) (or (1.1)). Note that the derivative 
of the form given by (4.3) would not be satisfactory since the meaning of 
dV/d+ is not clear. The required definition of derivative (for instability 
results) is given by 
B 
4.1 
= lim inf w(t + ‘) - ‘tt) 
h-+0+ h ’ 
where 
a(t) = V(x(t + a>, - Y < e < 0) 
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and x(l) is a solution of (4.1) with given initial conditions (4.2). ‘In most 
applications dv/dt will exist and thus lim inf will be the lim. 
THEOREM 4.4. Suppose V(d) is a continuous bounded scalar functional on 
C, and there exists a y and an open set U in C such that the following conditions 
are satisJied: 
(i) V(4) > 0 on U, V(4) = 0 on that part of the boundary of U in C,,; 
(ii) 0 belongs to the closure of U; 
(iii) V(4) < u(I C(O) I) on U n Cr; u(s) is continuous nonnegative and 
nonincreasing on [O, H], u(0) = 0; 
(iv) PI’,., > w(I x(t) I) where w(s) is continuous, increasing and positive 
for s > 0. 
Under these conditions, the solution x = 0 of (4.1) is unstable and the trajectory 
of each solution of (4.1) with initial conditions in U n C, must intersect the 
boundary of C, in someJinite time. 
THEOREM 4.5. If the coeficients Ai , i = 0, 1, a**, N satisfr the condition 
A, > CL1 1 Ai 1 then the zero solution of (1.1) is unstable. 
PROOF. Consider the functional 
V = d2(0) - fl Pi 11, 9”(‘) ds) 
i 
wherepLi>Oi=l;**, N. Let U be the class of functions, 4, in C such that 
Thus for any q% in U, V(4) > 0; V(d) = 0 is on the boundary of U, U is 
open; 0 belongs to the closure of U; F’(4) <d”(O) and thus the first three 
conditions of the above theorem are satisfied. Note that in this case y can be 
chosen to be infinite. It remains to determine the domain in the parameter 
space (A,, A, , -*a, AN) such that condition (iv) of Theorem 4.4 is satisfied. 
Although the resulting conditions on the Ai will be only sufficient we will 
attempt to maximize this domain by considering A, , A, , *.., A,-, as fixed 
and maximize 1 A, I , subject to condition (iv) of Theorem 4.4, by choosing 
thepi, i= 1, ..., N. 
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Calculating V1.r gives 
Plel = 2x(t) g(t) + t p&2(t - Ti) - X2(01 
i-1 
where 
= Bx2(t) + 2 2 A&) x(t - Ti) + f /.#(t - Ti), 
i-1 i=l 
B = 2A, - 2 pLi . 
f-l 
Considering this expression for If,.i as a quadratic form in x(t - Ti), 
i = 0, 1, se*, N, the associated matrix is 
‘B A, A, *.. A, 
4 ~1 
A2 P2 0 
0 -- 
It is known (cf. [9]) that a quadratic form is positive definite if and only if 
the leading principal minors of the associated matrix are all positive. Let 
these principal minors be denoted by Pi , i = 1,2, ***, N + 1; then they can 
be calculated recursively as follows: 
P, = B 
Pm = d,c - ~1~2 *a- PW%~ k = 1, a.., N. 
Combining these recursive relations gives 
PI = B 
P 
Ic A.2 
k+l = hp2 
...pk B - c 3 
I 
k = 1, . . . . N. 
j-1 Pj 
Dividing the above equation for PN+I by the positive factor p1p2 **a pN-i 
and replacing B by its equivalent in terms of the 11’s gives 
P N+l N-1 A.2 = 
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The above expression must be positive and considering A,, A, , .*., A,-, 
as fixed then 1 A, 1 or AN2 will be maximized by choosing the pi , i = 1, .*., N 
to maximize the expression in braces which we will denote by M. 
Calculating aM/& , i = 1, ..., N and solving the 
from setting these derivatives equal to zero gives 
tLk = 1 A, 1 k = 1, a**, N - 1 
N-l 
PN = A, - 2 141. 
It can be shown that with the above values of the p’s the 
equations resulting 
resulting expression 
for M will be an absolute maximum. The corresponding expressions for the 
P’s (with the above values of p’s) are given by 
P N+l = / Al 1 14 1 *** I AN / [(At, - y I4 I)” - AN’] . 
j=l 
The above P’s will be positive if and only if A, - CE, ] Aj 1 > 0 and this 
is the condition of the theorem. 
Hence vri,., can be expressed as a positive definite quadratic form in 
x(t - Ti), i = 0, 1, *em, N and thus vri,., > $-(t) for some positive number 4. 
Thus condition (iv) of Theorem 4.4 is satisfied. 
REMARKS. Corresponding stability theorems which depend on V func- 
tionals are known (cf. [4]) and the stability region found in Theorem 4.2 
can be obtained by using the V functional used in the above theorem with 
thep(<O,i=l, e**, N. 
For N = 1 the instability region in Theorem 4.5 reduces to the region 
R, as shown in Fig. 2. The instability region in Theorem 4.3 in this case 
reduces to the region R4 plus that part of region R3 with A, > 0. Combining 
these results for N = 1 gives that part of the known instability region 
A, + A, > 0. 
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