Abstract Conventional trajectory optimization techniques have been challenged by their inability to handle threats with irregular shapes and the tendency to be sensitive to control variations of aircraft. Aiming to overcome these difficulties, this paper presents an alternative approach for trajectory optimization, where the problem is formulated into a parametric optimization of the maneuver variables under a tactics template framework. To reduce the size of the problem, global sensitivity analysis (GSA) is performed to identify the less-influential maneuver variables. The probability collectives (PC) algorithm, which is well-suited to discrete and discontinuous optimization, is applied to solve the trajectory optimization problem. The robustness of the trajectory is assessed through multiple sampling around the chosen values of the maneuver variables. Meta-models based on radius basis function (RBF) are created for evaluations of the means and deviations of the problem objectives and constraints. To guarantee the approximation accuracy, the meta-models are adaptively updated during optimization. The proposed approach is demonstrated on a typical airground attack mission scenario. Results reveal that the proposed approach is capable of generating robust and optimal trajectories with both accuracy and efficiency.
Introduction
Nowadays air-ground attack has become the main type of airborne tasks for military aircraft. Given current air-defense capabilities, the weapon delivery task is challenging even though there are no interceptors in the target area. Before engaging well-protected ground targets, deliberate plans are needed to ensure the survivability of the combat aircraft as well as the success of the attack.
In early years, work of weapon delivery planning (WDP) is mainly considered as an issue of path planning, in which a flight path is generated to guide an aircraft to reach a weapon delivery point. However, this approach is too coarse to satisfy aircraft dynamic capabilities and weapon specified constraints.
With development of trajectory optimization techniques, aerodynamic models have been introduced to solve aircraft motions under a set of position and attitude constraints. Betts 1 gives a comprehensive review of the numerical methods for trajectory optimization, which formulate trajectory optimization into an optimal control problem with constraints, and summarizes two types of the representative methods, namely, direct and indirect. Indirect methods try to satisfy optimality necessary conditions derived from the application of the Pontryagin's maximum principle. Direct methods [2] [3] [4] are based on the discretization of state and input variable sets to convert a functional problem into a nonlinear programming (NLP) problem, also called direct collocation with nonlinear programming (DCNLP), in which pseudospectral methods are main representatives, such as Guass pseudospectral, Chebyshev pseudospectral, Legendre pseudospectral. Gong et al. 2 argue that the optimal control framework is the most natural formulation for solving motion planning problems. In aircraft applications, trajectories are generated to optimize fuel and time, 5, 6 minimize detection time during a mission under threat environment, [7] [8] [9] and avoid obstacles or fly in constrained airspace. 10, 11 Although various methods have been applied to aircraft trajectory optimization, the WDP problem reveals the need for developing robust and efficient approaches to generate optimal trajectories for practical applications under complex battle environments. Firstly, terrain mask analysis is generally required in the WDP problem to find out weak points of ground threats. However, current optimal control based methods are not able to model threats with terrain mask, since explicit expressions do not exist for their irregular shapes. Secondly, planned aircraft controls may not be exactly followed during execution, but optimal control based trajectories often show a tendency to be sensitive to variations in aircraft controls and may cause failures such as a ground crash or insufficient maneuver space. To deal with the above difficulties, this paper presents a novel approach for trajectory optimization, aiming to provide an applicable alternative to conventional methods.
In this study, a new framework named tactics template is proposed to model an aircraft weapon delivery trajectory through templates of basic flight maneuvers (BFMs). The BFMs are a set of parameterized simple maneuvers, such as level turn, climb, and so on. The combination of the BFMs (also called BFM sequence) can build up complex aircraft maneuvers. [12] [13] [14] [15] A template represents a specified BFM sequence containing a set of maneuver variables, through which the profile of the trajectory can be determined. Under this modeling, the WDP problem can be turned into a parametric optimization of the maneuver variables with independent trajectory evaluation. Besides, a detailed global sensitivity analysis (GSA) is performed to investigate the influence of the maneuver variables on the trajectory variation. The GSA results can serve as a useful guide in the identification of non-influential variables, and reduction of the optimization problem size. This can be considered as an innovative type of parametric study on trajectory optimization that has not yet been explored in the literature. The well-tailored problem is then solved by an advanced numerical solution technique named probability collectives (PC).
The PC algorithm is a newly developed multi-agent system (MAS) based optimization algorithm, which has deep connections with game theory, statistical physics, and optimization. 16 The main characteristic of PC is that it operates on probability distributions of the variables rather than their values, thus it does well in handling problems with discrete or mixed type of variables. PC has been successfully applied to various benchmark and real-world optimization problems. [17] [18] [19] [20] [21] A more general description of the advantages of PC is provided in Ref. 22 Comparison experiments also show that PC-based algorithms outperform genetic algorithms (GAs) in rate of convergence, trapping in false minima, and long term stability. 23 These features increase the flexibility of PC in the WDP problem which has a large amount of discrete variables and discontinuous objectives and constraints.
Since the goal of this paper is to create trajectories that are optimal both in the sense of mean performance and minimum variability, the robustness of the trajectory is assessed through multiple sampling and evaluation of the objectives and constraints around the chosen values of the maneuver variables. Due to the computational complexity of the trajectory evaluations, meta-models are created for both the mean value and the standard deviation of the response. The meta-models are built from carefully selected training sets generated through the design of experiments (DOE). The mean and standard deviation of the response are approximated over the variable space using radial basis function (RBF) based meta-models. To improve the global approximation accuracy, the meta-models are iteratively updated during optimization. This procedure together with the PC algorithm results in a robust and efficient trajectory optimization approach in solving the WDP problem.
Problem formulation
The WDP problem can be viewed as how to deliver bombs/ missiles against ground targets. When preparing delivery plans, pilots used to specify delivery tactics before detailed planning, 24 which serves as guidelines to delivery trajectories. To minimize the exposure of the aircraft during delivery, the pop-up (PU) tactics is widely used to engage well-protected targets, which is studied in this paper, as shown in Fig. 1 . When the tactics is selected, detailed planning then starts for further refinement of the delivery trajectories.
Tactics template
The tactics-oriented planning procedure has led to the development of a hierarchical framework for modeling aircraft trajectories, which is named tactics template. The tactics template contains three levels: tactics selection, maneuver optimization, and trajectory generation. A graphical illustration of the framework is given in Fig. 2 . The tactics level selects the delivery tactics from the tactics library, which is represented by a series of key points specified by the tactics models (see Fig. 1 ). These key points divide the trajectory into sequence of simple maneuvers, which are called BFMs. There are six BFMs defined and used in this paper, including level fly, level turn, roll turn, climb, dive, and flatten out. The BFM sequence is refined at the maneuver level.
The model of BFM contains a number of steady controls and terminal conditions defined as follows:
where j is the indexed number of the BFM, t f the end time of the maneuver; c j and y j denote the control and state variables respectively. Since c j remain unchanged during the maneuver, the dynamics of BFM j can be represented by:
where y j (t) denotes the states of BFM j at time t; t 0 is the start time of BFM j ; f d () stands for the differential equations of the aircraft aerodynamic models. The BFMs are connected end-toend to make up a chain representing the dynamics of the delivery tactics, as shown in Fig. 3 . Though the whole variable set of the BFM chain may be large, only a few of them are closely related to the delivery tactics, which are called maneuver variables. The maneuver variables of PU are listed in Table 1 . Using the formulas in Ref. 20 , the other variables (state variables) of the BFMs can be calculated by the maneuver variables. It should be noted that the bombing range (B r ) is calculated by the ballistic models of the weapon used and is not included in the templates. When all the variables of the BFMs are determined, the delivery trajectory is calculated using the aircraft aerodynamic models at the trajectory level. To characterize the significance of the maneuver variables, define X v be the maneuver variable space and let x v 2 R v be the maneuver variables. Then the original problem is transformed into a parametric optimization problem under the tactics template framework:
where F is the problem objective and C the constraints imposed on the trajectory; /: R v fi Y stands for the function that maps the maneuver variables into the states of the delivery trajectory. The advantage of this formulation is that it enables separate trajectory calculation and evaluation and allows for objectives and constraints which do not have explicit expressions as required by the optimal control mechanism.
Aircraft aerodynamic model
The aircraft trajectory is represented by discrete states at time points (denoted by p i 2 P) called nodes. Since trajectory control is the main concern of the aircraft motions in the weapon delivery task, the 3-DOF aerodynamic model 25 is adopted to calculate the states of the nodes. Assuming that there is no wind in the target area, the motions of the aircraft can be represented by the particle kinematics and dynamics equations in the geodetic coordinate system and the trajectory coordinate system respectively, as shown in Eqs. (4) and (5):
where x, z and h define the positions of the aircraft; v is the true airspeed; c, x and l are the pitch, azimuth, and roll angles; a is the angle of attack; m the mass of the aircraft; g the acceleration of gravity, n d the load control in the normal direction, t the accelerator control, T the thrust and D the drag forces of the aircraft. The differential equations of Eqs. (4) and (5) are solved by the Runge-Kutta solvers of MATLAB 7.6 with a uniform time step of one second. The resultant states of the nodes on the trajectory are used for further evaluations.
Trajectory evaluation
The WDP problem contains five issues that need to be optimized: ballistic errors, threat extent, target-tracking 
Ballistic calculation
The ballistic calculation relies on the ballistic models of the weapon in use. In this paper, the conventional unguided bomb is studied. The B r in Section 2.1 is calculated through simulation of the ballistic model under the release parameters (D
). The ballistic model of the unguided bomb is given by:
where v b and c b are the velocity and pitch angle of the bomb; D b is the drag force of the bomb, and m b the mass of the bomb. The ballistic error F e is attained by looking up the statistical table of bombing accuracy of the weapon under the specified release parameters.
Threat analysis
The threat analysis model uses the states of the nodes of the trajectory to evaluate the aircraft's exposure to the surrounding threats. The nodes which enter the threat envelope and have line-of-sight (LOS) to the threats are considered ''exposed''. Since the threats in the target area are mainly A-A guns and short range missiles, the detection and engagement envelopes are not distinguished. The terrain mask of the threats is pre-calculated using a fast algorithm in Ref. 26 . Since the nodes on the trajectory are of one second time spacing, F s is calculated by summing up the exposed nodes as:
where d s equals 1 when p i is exposed and 0 else; T e is the threat exposure time of the delivery trajectory, and T r the reaction time for the threats to engage the exposed aircraft, which is set to 10 s in this paper.
Target-tracking evaluation
The target-tracking performance means the probability of detecting and recognizing the target with the airborne sensors during the delivery maneuvering. For electronic optical (EO) sensors, its imaging quality is represented by the resolvable cycles g across the target in slope range R, which is calculated as follows:
where L b is the resolving line number, S e the target equivalent dimension, f c the focus of the camera, and b c the height of the image surface. For different targets, g M represents the minimum resolvable cycle required to detect and recognize the target with a probability of 50%, which is relevant to the target type and its equivalent dimension. F t is then calculated as follows:
where d r equals 1 when the target is in LOS with the aircraft and 0 else; q i d denotes the instantaneous probability of target recognition at node p i on the delivery trajectory.
Constraints
Besides the objectives, the aircraft should satisfy the maneuverability and safe spacing constraints during delivery; otherwise, a ground crash may occur. The maneuverability constraint is denoted by C m , which is imposed on the state variables of the BFMs, e.g., C m = 10 is assigned to trajectories with illegal state variables. The safe spacing constraint is denoted by C s , which is calculated by summing up the number of nodes of the delivery trajectory which are too close to the terrain:
where h(p i ) stands for the altitude of p i above the sea level, h t (p i ) the elevation of the terrain at the position of p i , and Dh s the safe spacing. C m 6 0 and C s 6 0 mean that the constraints are satisfied along the delivery trajectory. Note that Dh s is dependent on the pitch angle, velocity and load of the aircraft, and particularly, can be attained using a predefined safety-space table of the specified aircraft.
Solution strategy
The following sections present the theories and algorithms that constitute the approach for solving the WDP problem.
Global sensitivity analysis
Sensitivity analysis is a general concept which aims to quantify variations of an output parameter of a system regarding to changes of some input parameters. Though there has been a lot research on sensitivity analysis, most of the work concentrates on the effect of a single parameter change while the other parameters are evaluated at fixed values, which is not helpful in understanding the sensitivity behavior of a problem over the entire domain of parameter space. In order to determine the influential input parameters over defined parameter space, the GSA should be performed.
In this paper, the global sensitivity of the maneuver variables is studied. Since the problem objectives and constraints mainly depend on the delivery trajectory, the variations of the trajectory are evaluated. Let {p i } denote the nodes on the trajectory, the variations are calculated by summing up the distance between {p i } and the nodes on the ''mean trajectory'' calculated by the medial values of the maneuver variables:
where p i m denotes the nodes on the mean trajectory. When the lengths of two trajectories are not the same, the shorter one is filled up with its last node. Based on the Sobol method, 28 the variance of P v is partitioned as follows: 
This index represents the main effect of x v i on P v and measures the variance reduction that would be achieved by fixing that variable. Thus the values of S v i can be used to provide a mean to rank maneuver variables' importance on the basis of contribution to the variance of P v , which are computed using the Monte Carlo method in Ref. 29 . The results of the GSA are presented in Fig. 4 . Note that the variations of ir and iz may cause the trajectory to vary too much and are not included in the sensitivity analysis. Based on the GSA results, the variable space can be reduced by assigning the noninfluential variables with fewer choices of possible values, such as E a , D p , and I a .
Robust analysis
A robust solution to the problem should not only be good in terms of optimality but also has narrow dispersion of objective function against dispersion of decision variables, which means that the optimization problem in Eq. (3) can be formulated as a robust optimization problem considering the dispersion of the objectives and constraints:
where l F and r F denote the mean and standard deviation of the objectives F; l C and r C denote the mean and standard deviation of the constraints C. The variance is caused by the dispersion of the maneuver variables in the tactics template. The design for six sigma (DFSS) 30 approach, which is a popular robust optimization approach in various fields of engineering, is adopted to rewrite Eq. (17) into the problem where the weighted summation of l F and the variance r F must be minimized as follows:
Besides, the following inequality constraints are specified in advance to achieve the expected sigma level quality of the obtained solution:
where n S denotes the sigma level and U C the upper limits of an acceptable range of the constraints. n S serves as a guarantee to restrict the trajectory constraints in an acceptable range under dispersions (±5%) of the maneuver variables. The allowed values of n S for the six sigma level are given in Table 2 . Eqs. (18) and (19) can be further converted into an unconstrained robust optimization problem through integrating the constraints into the global objective function with penalty factors:
Since the true expressions for the mean and standard deviations of the objectives and constraints are generally not known, these entities are estimated through the Monte Carlo evaluation around each potential solution. During the evaluation, the aspects of F and C are combined together with weights that scale their importance:
The robust optimization problem is then solved by the PC algorithm as described below.
Probability collectives algorithm
PC is an efficient algorithm of sampling a joint probability space of decision variables which converts an optimization problem into a convex space of probability distribution. It considers the decision variables as individual agents/players of a game being played iteratively, 17 in which a single objective called utility is to be minimized. In this paper, the utility is selected as the robust criteria defined by Eq. (20) . Therefore, the optimization problem can be rewritten as:
where q i denotes the probability distribution over X v i . It has been proven that the equilibrium of a game played by bounded rational agents is the optimizer of the Lagrangian of the probability distribution of the agents' joint-strategies, 31 in which Eq. (23) is further converted into the following terms defined as the Maxent Lagrangian: 
where E q (G) stands for the estimate of G under the joint probability distribution over X v ; S(q i ) is the Shannon entropy of q i , and T the temperature parameter. The critical points of the Maxent Lagrangian are searched through iteratively updating the probability distributions of the variables as follows:
where E qÀi ðGjx v i Þ is the estimate of G given x v i and the joint probability distribution of all the variables except x v i ; the superscript k denotes the kth iteration cycle; a is the step size of the gradient descent and T a the attenuation factor that 0 < T a < 1. The expected value of G is evaluated using the Monte Carlo samples from the joint probability distribution of the variables as: i ; d(AE) is the Dirac delta function; j is a data-aging factor which allows previous samples to be re-used.
A detailed illustration of the PC algorithm is presented in Table 3 . It should be noted that the update rule in Eqs. (25) and (26) does not guarantee that the resultant probabilities sum to 1 and does not prevent negative probabilities. Thus the negative probabilities are set to a small positive value (such as 10
À4
) and the probabilities are re-normalized after the update.
Meta-modeling
Though the PC algorithm has shown strong capability in solving discrete, discontinuous optimization problems with nonlinear objectives and constraints, the grand challenge lies in evaluating the robust criteria in which every candidate solution requires multiple calls to the computational expensive trajectory evaluation functions. To attain ''good'' solutions in allowable time under practical applications, it is common to use meta-models for approximating the true responses of the time-consuming evaluation functions. Though the robust optimization approach is independent of the choice of meta-models, it is advisable to choose a meta-model where the results from every evaluation could be saved and reused. Meanwhile, the meta-model should be adaptive to the nonlinear, non-convex, and discontinuous features of the objectives and constraints of the WDP problem.
In this paper, a meta-model based on radial basis interpolation which meets the above requirements is used. The RBF interpolation is conducted on a set of training samples selected by the symmetric Latin hypercube design (SyLHD) 33 from the maneuver variable space. Assume that we are given l distinct set of maneuver variables (or called centers) where the responses are known, the RBF interpolation then takes the form:
where g $ is the approximated response,kAEk the Euclidean norm in Update the probability distribution of the variables using Eqs. (25)- (27) , the global search capability is achieved by iteratively updating the RBF centers during optimization. To prevent the algorithm from prematurely converging to some possibly local optima, the constrained optimization using response surfaces (CORS) 34 mechanism is adopted to restrict the new centers to be of some distance from the previous ones. Let x v(1) , x v(2) , . . ., x v(l) be the previously evaluated centers, the lower bound of this distance is given by:
where x v 0 stands for the possible values of x v . Accordingly, the new center x v(k) is selected by solving the auxiliary problem with the approximate objective and the dynamic distance constraint:
where 0 6 u k 6 1 is a parameter which balances global and local search near the current RBF centers; G $ is the approximated value of G defined in Eq. (20), which is calculated by:
Usually, u k in Eq. (32) is set in cycles. 34 In this paper, u k changes according to the improvement of G of the latest iteration as:
where b is the distance control factor (0 < b < 1); G min stands for the current optimal value of G; G 1/4 the lower quartile (1/4) value of G in history; I min the improvement control factor. Under this scheme, the distance constraint enlarges as the improvement in G becomes low, forcing the algorithm to search the areas which are farther from the centers for potential optimal solutions. When u k exceeds 1, it is set back to an initial value u 0 . To be compatible with the PC algorithm, the auxiliary problem is further converted into the unconstrained form as:
where k e is the penalty factor. When the kth optimal values x v(k) of the variables are found, the true G(x v(k) ) is evaluated and the RBF models are updated with the new set of centers. The iteration cycle repeats until the following convergence criteria are satisfied:
where the G k is the abbreviation for G(x
).
Overall solution procedure
The main steps of the solution procedure of the proposed approach are given in Fig. 5 . More details can be found in Table 4 .
Experiment and results

Tested scenario
In order to demonstrate the performance of the proposed approach, a typical air-ground attack mission scenario is presented. The scenario is of 150 km · 150 km in size, which contains one target surrounded by three anti-air missile threats. A graphical view of the scenario is given in Fig. 6 , where the triangle stands for the target and the outlines stand for the threat envelopes at 1000 m and 2000 m under terrain mask (the maximum engagement range of the threats is 40 km). A 3D view of the terrain of the scenario is given in Fig. 7 . As shown in Fig. 6 , the target area is fully covered by threat envelopes at 2000 m, so a well-designed PU delivery trajectory becomes extremely important to the survivability of the combat aircraft.
Solution
Under the above mission scenario, a robust optimization of the delivery trajectory based on the proposed approach is performed. The maneuver variables are discretized by constant steps within their boundaries according to the GSA results, Fig. 5 Main steps of the solution procedure of the proposed approach.
as shown in Table 5 , with a total decision space as large as 10 13 . Some main parameters' values of the optimization model and the PC algorithm are given in Table 6 . To evaluate the influence of initial numbers of training samples on the final solutions, different sets of training samples (l = 20, 50, 100) for the meta-models are generated. Besides, to evaluate the robust criteria in Eq. (20), 10 samples (l + = 10) are generated for robust analysis of each potential solution.
The platform for the experiment is a Core2 Duo 2.8 GHz computer installed with Windows XP. All the codes are programmed in VC++.
The robust optimal solution over 30 iterations with l = 100 is presented in Table 7 , which is compared to a non-robust optimal solution found during optimization. The corresponding objectives and constraints of the two solutions are given in Table 8 . Graphical views of the delivery trajectories of the two solutions are given in Fig. 8 , in which the threat envelopes are calculated under terrain mask. As shown in the figure, there is only small distance left for the level-fly BFM in the trajectory of the non-robust optimal solution, and small changes of the maneuver variables may further reduce the distance and thus violate the maneuverability constraints. Fig. 9 displays the results of 10 Monte Carlo evaluations of the objectives and constraints of the two solutions under ±10% dispersion of the maneuver variables. It can be seen that though the objectives and constraints of the non-robust optimal solution are better than those of the robust one, it is not tolerable to small changes of the maneuver variables. To demonstrate the efficiency of the proposed approach, the evolutions of l F , r F , l C , and r C during optimization are given in Fig. 10 . The optimization performance under different initial training samples (l = 20, 50, 100) for the meta-models is compared in the figure. It can be seen that larger initial training samples can result in improved optimization performance, but the improvement is not remarkable between l = 50 and l = 100, implying that a moderate number of initial training samples may be a better choice to balance solution accuracy and efficiency. Besides, the sharp changes of the objectives and constraints reflect the effects of CORS that restrict the new solutions to be of some distance from the previous ones. The execution time of 30 iterations is about 150-390 s according to different initial numbers of training samples.
Error analysis
To check the validity of the meta-models, the root mean square (RMS) errors are studied:
where y i $ is the approximated response by the meta-model, y i the actual response, and P the number of tested points. The RMS errors for both the mean values and standard deviations are tested using 50 randomly selected testing samples during optimization, as shown in Table 9 . Due to the large decision space and the complexity of the problem objectives and constraints, the errors are the price for trying to maintain a global Fig. 9 Monte Carlo evaluations of the robust and non-robust optimal solutions. approximation. However, the RMS errors are reduced during optimization, since the meta-models are updated with well-selected samples produced by the proposed approach. As the optimization proceeds, the global approximation accuracy of the meta-models grows. It is up to the user to decide the maximum number of iterations that balances the solution accuracy and efficiency.
Discussion
The main advantage of the proposed approach to robustness of the delivery trajectory is that it turns an aircraft trajectory optimization into a parametric optimization problem through the use of tactics template. As mentioned earlier, this formulation successfully avoids the shortcomings of current optimal control based trajectory optimization techniques, and makes it well suited for trajectory optimization problems in complex threat environments. Though the size of the variable space may be large, it is reduced with the GSA method. To account for the robustness of the maneuver variables, several evaluations are made around each potential solution.
The second advantage of the approach is that it successfully combines the PC-based optimization algorithm and meta-models to solve the computational expensive trajectory optimization problem. The PC algorithm requires no prior knowledge and initial guess of the optimal solutions, and is applicable to a wide range of nonlinear, discrete, and discontinuous optimization problems, including trajectory optimization with maneuver variables. To reduce the computational efforts of evaluating the complex objectives and constraints during optimization, the RBF-based meta-models are built to replace the trajectory evaluation procedure. However, in order to attain satisfied approximation accuracy, appropriate number of training samples and samples for robust analysis should be set by the user. It is advisable to study the GSA results, as they indicate the number of influential variables to the problem. It is also suggested by the experiment results that a moderate number of initial training samples is more preferable, since the decision variable space is usually too large to be fully covered.
The ±10% range of the dispersion of the maneuver variables is selected according to typical execution errors for manned aircraft. For unmanned aircraft, this range can be calculated based on the trajectory following capabilities of the aircraft. The sigma level n S may also be changed according to different mission and safety requirements, since it serves as a balance between optimality and robustness.
Furthermore, due to the complexity and nonlinearity of the problem objectives and constraints, global convergence is not guaranteed. When searching for a global optimum, it is customary to try different distributions of the initial training samples for the meta-models. This is not done in this paper, but it should be considered in more comprehensive studies.
Conclusions
This paper is presented as a preliminary study of the aircraft weapon delivery trajectory optimization problem. The aim of this paper is to create a robust and efficient approach for aircraft trajectory optimization under complex mission environments. The approach works well on the tested mission scenario and the key feature of the approach is that it turns trajectory optimization into a parametric optimization problem and solves it with the well-decided numeric optimization techniques. Moreover, the approach is applicable to other trajectory optimization cases with different tactics template formulations.
