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                                              CHAPTER 1 
HISTORICAL REVIEW 
 1.1 Statistics and Design of Experiment. 
Statistics is a science which provides a tool for analysis and interpretation. The 
object of Statistical method is to make the process as efficient as possible .For 
this particular process we need an aim and way of knowledge to research the 
aim. Nowadays a science of Statistics is a very important for part of every human 
action and it covers field like natural, economics and social science. Now our 
main aim is to do some research in Statistics which comes out from investigation. 
It is generally believed that research lead to enhance our knowledge.  
 Research gives birth to new area of work. It gives a big leap to existing 
thoughts. So the research is the scientific investigation. Research gives new idea 
to our knowledge and it is also useful in day to day life. In research two main 
effective tools one is investigation and another one is experimentation are very 
important factor. Once the experiment has been conducted it gives research 
findings and or results. In seventeenth century, first time study of Statistics was 
started. The theoretical development of modern Statistics came during mid 17th 
century with the introduction of ‘Theory of Probability’ and ‘Theory of Games and 
Chance’ by French mathematician Pascal (1623-62). Later, Bernoulli (1654-
1705), De-Moiré (1667-1754), Laplase (1749-1827), Gauss (1777-1855), Bayes 
(1763) and other greatly contributed in the development of Statistics. Now for 
conducting any type of experiment we need to collect a data. For collecting the 
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data we need a Design of Experiment. In fact it was John Stuart Mill, who first 
gives clear idea of how to carry out an experiment.  
Design of Experiment is a very important branch of Statistics, which actually 
originated from agricultural experiment and it also finds more applications for 
various other fields. 
 In 1919, late Sir Ronald A. Fisher first introduced the concept of Design of 
Experiment. During 1919-30, while conducting the experiment at Rothomsted 
Experimental station, London, Sir Fisher R.A. (1940) formulates and developed 
an outstanding statistical design. Yates, F (1936, 40) in series of papers, put 
forward all the important complex design. As a chief statistician, at Rothomsted 
Experimental Stations, London, Fisher enunciated the principle of Design of 
Experiment and particularly the concept of local control or blocking which was 
introduced in a statistically planed agricultural field experiments. As a part of 
conclusion agricultural field experiment, the birth of Randomization, Replication, 
Local control and a design like complete block design and Randomized block 
design took place. Fisher along with Yates developed the technique for the 
design of experiment and the analysis, using the analysis of variance, which 
were they found to be more suitable to the agricultural experimentation. The 
design so far developed during this period is Complete Block Design.  
In India Bose R.C. (1936) started research work for the mathematical 
construction of design in 1938 the work done by few more scientist in design of 
experiment in India are , Bhattacharya (1945), Chakrobarty (1960), Das (1960), 
Day (1975), Rao (1947), Raghavarao (1960), Shrikhande (1950), Nair (1944),etc.  
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Now for biological experiment, agricultural experiment and it will not be possible 
to use the large size of block accommodating all treatments in each block so we 
generally prefer incomplete block design for that type of experiments. If all the 
treatments are not used in each blocks of a plan of design then it is called 
incomplete block design. 
1.2 Robustness of block design: 
There has been enumarous interest in robust statistical procedures in recent 
years. Kiefer (1959) introduced the concept of optimum design in statistics. 
Various optimality criteria have been used in the study of design of experiment 
most of the optimal design theory has been developed under ideal condition. 
Optimal design will not normally be optimum when some observations are 
missing. Moreover the unavailability of even a single observation may lead to 
some parameter being non estimable. 
Some criteria of robustness against the presence of a single outlier have been 
developed statistically by Box and Draper (1975). Gopalan and Dey (1976), 
Ghosh and Kipngeno (1985) for randomized block, balance incomplete block 
design, 2 associate classes partially balance incomplete block design and 
factorial design. This approach is based on the criterion for the construction of 
design to minimize the effect of spurious observation. This idea has been 
extended by Andrews and Hertzberg (1979) and (1976, 78). 
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1.3 Robustness against the loss of data in block design: 
The unavailability of data may arise not only from the loss of data or the data 
being missing but also from the budget deficits during the experiment .The 
unavailability of even one observation may destroy the whole purpose of 
experimentation. It is never possible to anticipate before hand which 
observations are going to be unavailable .This facts , which are very common in 
real life ,have motivated several researcher to study the robustness of design 
against the unavailability of block which has been investigated by Bakasalary  
and Tabis (1987) , Chandak (1980) , Ghosh (1979, 1982, 1988) Ghosh Rao and 
Siinghi (1983) , Hedayat and Jhon  (1974) , Kageyama (1986,1987) .  
 Das and Kageyama (1992) have discussed a problem where, s observation in 
any one block of size k of a BIBD design are lost (1≤s ≤k).It is useful to know 
whether there is a efficiency as compared to the original design when s 
observation are lost. The investigation for s=k i.e. one block lost, has been done 
in terms of efficiency, by Mukerjee and Kagayama (1990), and srivastava et.al 
(1990) for balance incomplete block design. Das and Kageyama (1992) have 
obtained the exact efficiency for any s observations are lost in case of BIBD and 
extended BIBD. While Youden and Latinsqure designs are fairly robust for loss of 
any one column. 
1.4. Balance incomplete block design with repeated block:  
Yates  (1936) introduced a balance incomplete block design in agriculture 
experiment Bose (1939) developed the construction of balance incomplete block 
design and its properties .Consequently several authors , discussed various 
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properties for the point of view of application. There is no reason to exclude the 
possibility that a BIB design would contain a repeated blocks. Indeed the 
statistical optimality of BIB design is unaffected by the presence of repeated 
block. 
As Van Lint (1973) has pointed out that many of the BIB design has constructed 
by Hanani (1961) have repeated blocks. Parker (1963) and Seiden (1963) proved 
that there is number of BIB design with repeated blocks having parameter 
v=2x+2, b=4x+2 and k=x+1 exist.  Parker (1963) and Seiden (1963) settled case 
for general x and not only for odd x.Stanton and Sprrot (1964) showed that s 
blocks of BIB design are identical, and then b≥sv-(s-2), Mann (1969) sharpened 
this result and showed that b≥sv, hold true always for Repeated BIB Design. 
Van Lint and Rizer (1972), (1973-74) systematically studied the problem of 
construction of BIB design with repeated blocks. Their basic interest was in 
construction of BIB design with repeated blocks with parameters v, b, r, k, λ. 
1.5 Robustness of BIBD with repeated blocks against the unavailability of s 
observations from any one block and one block.             
 Raghavarao et. al. (1986) has studies the comparison of BIB with repeated 
blocks on the basis of estimate of block contrast because the estimate of 
treatment contrast effect in both the cases in BIB design with repeated blocks 
and BIB design without repeated blocks is same , as NN’ matrix of both the 
design are same. in our case, attempt has been made to compare BIB design 
without repeated blocks and BIB design with repeated blocks on the basis of 
robustness criteria against unavailability of s observations. Das and Kageyama 
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(1992) have discussed a problem where s observation in any one blocks of size k 
of a BIBD are lost it is useful to know whether there is a efficiency as compared 
to the original design when s observation are lost. Investigation for s=k i.e. one 
block lost has been done in terms of efficiency, by Mukerjee and Kageyama 
(1990) and Shrivastava et.al. (1990) for balance incomplete block design. 
In present investigation we find the robustness of BIB design with repeated 
blocks against loss of s observation either from a repeated block or from a non 
repeated block. As per investigation situation can be divided into two cases  
(1) s observation are lost where 1≤s<k.  
(2) s observation are lost where s=k-1. 
In both the cases design is robust against loss of s treatment either from 
repeated block or from a non repeated blocks.  
we have also found a robustness of BIB design with repeated blocks against loss 
of one block. Situation can be treated by separating into 2 cases, 
(1) Repeated block is lost. 
(2) Non repeated block is lost.   
And design is fairly robust against the loss of one block. 
1.6 Robustness of BIB design with Repeated blocks against the 
unavailability of two blocks  
Raghavarao et. al. (1986) developed a class of BIBD (7, 21, 9, 3, 3) and found 
that some of BIBD are of repeated blocks while one BIB design is of without 
repealed blocks. Further Ghosh and Srivasthava (2002) developed a class of 
BIBD(7, 28, 12, 3, 4),where it is found that,  22 BIB designs are of repeated block 
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types and one BIBD is of distinguish block. Recently Ghosh et.al.(2008) 
developed class of BIBD (7, 35, 15, 3, 5). Out of which 30 BIB design are of 
repeated blocks and one is of without repeated blocks. 
They compared this class of BIB design having same parameter against BIB 
design with repeated blocks and BIB designs without repeated blocks on the 
basis of block effect contrast. It is found that a maximum of four types of 
variances occurred for block effect contrast. 
In a present investigation, an attempt has been made to distinguish BIB design 
with repeated blocks and usual BIB design without repeated blocks on the basis 
of Robust Criteria against the loss of two blocks in terms of efficiency of residual 
design. 
For a BIB design with repeated blocks if two blocks are lost then the following 
four cases may occur. 
Case-1 Unavailability of two blocks where one block is repeated and other block 
is non repeated.      
Case-2 Unavailability of two blocks where both the blocks are repeated but 
distinct.  
Case-3 Unavailability of two blocks where both the blocks are non repeated. 
Case-4 Unavailability of two blocks where both blocks are same that is same 
block is repeated. 
From cases 1 to 3 it can be observed that number of common treatment between 
two lost block is i ,where i= 0, 1... (k-1) i.e. maximum number of common 
treatment between two lost blocks is (k-1). It is also observed that efficiency of 
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residual design against the loss of two blocks from a BIB design with repeated 
block is large and hence design is robust against the loss of two blocks. 
 
1.7 Robustness of complete diallel cross plan against interchange of two 
crosses between two blocks 
   Griffing (1956a, b) classified the diallel cross into four types depending on 
whether or not the parental inbreeds or the reciprocal is included. The diallel 
crosses plan in which all possible crosses among the lines are taken for 
experiment is called the complete diallel cross plan. 
Aggrawal and Das (1990), Curnow (1963), Das and Sivram (1968), Divecha and 
Ghosh (1995) Fyfe and Gilbert (1963), Ghosh and Divecha (1997), Gilbert 
(1963), Kempthorne and Curnow (1961) have discussed several methods of 
construction of CDC plans.  
  Ghosh and Desai (1998) first introduced the robustness of CDC plan against 
the unavailability of one block.  
Robustness aspect of block design for diallel cross against loss of one line or one 
block has been investigated using connectedness and efficiency criteria by 
several authors Viz. Ghosh and Desai (1999), Ghosh and Biswas (2000), Bhar 
and Dey (2003).  
Diallel cross which consists of all possible crosses among the collection of 
genetic entities and inbred lines was introduced by Schmidt (1919). Diallel cross 
or complete intercrossing, as a mean of comparing the breeding values of 
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parents, is now a common plan of investigation in plant as well as in animal 
breeding programs.  
However, its modern use started with the development of the concept of 
general and specific combining ability by Sprague and Tatum (1942). 
In this investigation we have carried out the robustness of CDC plans against 
interchange of two crosses between two blocks. Since number of common lines 
between any two crosses is at most four depending upon the crosses therefore 
six cases arises. It has been seen that design is robust against the interchange 
of any two crosses between any two blocks. Here, the efficiencies of 81 CDC 
plan were worked out. In fact, all design satisfies e ≥ 0.90. Thus it seems that 
design is fairly robust against interchange of two crosses between two blocks.     
1.8 Robustness of nested balance incomplete block design against 
unavailability of one treatment, two treatments.  
A Nested Balance Incomplete Block Design is defined with a two system of 
blocks the second nested within the first, such that ignoring either system leaves 
a balance incomplete block design whose blocks are those of the other system 
In present investigation if one observation is lost from the design situation can be 
treated by separating it into two parts, 
(1) One observation is lost from the sub block. 
(2) One observation is lost from the block.   
We have shown that NBIB design is fairly robust against loss of one treatment. 
If two observations are lost from the design situation can be treated by 
separating it into five cases, 
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Case1 Two observations are lost from any one sub block.  
Case 2 Two observations are lost from any one block.  
Case 3 Two observations are lost from a different sub block from a same block.  
Case 4 Two observations are lost from a two different block. 
Case 5 Two observations are lost from different sub block both the sub blocks 
belong to the different blocks.  
 For cases, 1, 2, 3 efficiency, C* matrix and its corresponding eigen value with its 
multiplicity is same and hence it belongs to one case. Further it is found that  this 
class of design is fairly robust against loss of two observations. For case 4 and 5, 
again there are four sub parts that we explain in details in chapter-6. Where  we 
have showed that NBIB designs are fairly robust against loss of two 
observations.  
1.9 Robustness of nested balance incomplete block design against 
unavailability of one block.  
Blocking is the technique used to bring about homogeneity of experimental units 
within a block, so that the treatment contrast is estimated, making use of the intra 
block information, with higher efficiency. In many fields and laboratory 
experiment, experimental condition differs due to several factors which influence 
the response under study. It might not always possible to remove heterogeneity 
in response due to the factors other than treatments by blocking alone. There are 
experimental situation in which one or more factor are nested within the blocking 
factor.  
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 Precce (1967) has introduced for the case of two way elimination of 
heterogeneity, one nested within the other. Precce (1967) has introduced a 
nested balance incomplete block design and gave method of construction of 
Nested BIBD. In the present investigation we  find the robustness of nested BIB 
design when one block is lost from design. We have also found out C* matrix and 
its non-zero eigenvalue with its corresponding multiplicity and its efficiency. We 
showed that NBIB design is fairly robust against loss of one block . 
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CHAPTER – 2 
 
DEFINATIONS 
 
 
C-matrix: C matrix of an incomplete block design is defined as 
  C= diag (r1,r2,…,rv)-Ndiag(k-11 ,k-12,…,k-1b)N’. 
 
Complementary design : The complement of a design D is a design D* such 
that   D* has the same number of treatments v and the same number of blocks b 
as the parent design  D, and whose jth block consists of precisely those 
treatments which do not occur in the jth block ( j=1,2,…b) of the parent design D. 
 
Connected design: A design is said to be connected if every block and every 
treatment of the design are connected to every other block and treatment. Two 
treatments, two blocks or a block and a treatment are said to be connected if it is 
possible to pass from one to the other by means of a chain consisting alternately 
of blocks and treatments such that any two consequetive of the chain are such 
that the treatment occurs in the block. A block design is said to be connected if 
R(c) = v-1, which is necessary and sufficient condition. 
 
Complete diallel cross: A diallel set of crosses in which all possible crosses 
among the individual in the random sample is observed is called complete diallel 
cross. 
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Diallels :  The design that places ultimate restraint on the choice of parents in a 
random sample of n individuals is chosen and each individual is crossed with 
every other in the sample. 
 
Efficiency factor:  It provides a measure for comparing various designs. 
Efficiency factor of a design is defined as a ratio E=VR/V , where V is the 
variance of the estimated intra block treatment elements contrasts for the design 
under consideration and VR that for a randomised block design using the same 
number of experimental units, assuming that the intra block error variance is 
same in both cases. 
 
Elementary contrast: The linear parametric function l’ĩ is said to be a contrast if 
l’Ev1=0. It is said to be an elementary contrast if l’ has only two non-zero 
elements 1 and -1. 
 
Incomplete block design:  An incomplete block design is a design in which the 
number of plots in a block is less than the number of treatments. 
 
Balanced Incomplete Block Design (BIBD): An equi-replicate, proper or equi-
block sized, incomplete design which is also balanced in above sense is called 
Balanced Incomplete Block (BIB) design. It is an arrangement of v symbols 
(treatments) into b sets (blocks) each containing k (<v) distinct symbols, such 
that any pair of distinct symbols occur in exactly λ sets. Then it is easy to see that 
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each treatment occurs in r (>λ) sets. The numbers v, b, r, k and λ are called the 
parameters of BIB design and they satisfy the relations, 
 v r = b k  
 
λ ( v-1) = r ( k-1) 
 
b ≥ v 
 
The last inequality is due to Fisher (1940). 
 
Symmetric BIB design (SBIBD): A BIB design with v = b and r = k is called a 
symmetric BIB design (SBIBD). The terms, a (v, b, r, k, λ) design and a (v, k, λ) 
design are used, whenever convenient, to denote respectively a BIB design and 
an SBIB design with these parameters. A BIB design, which is not symmetric, is 
called asymmetric design. 
 
Nested BIB design: : An arrangement of v treatments each replicated r times in 
two system of blocks is said to be a NBIB design with 
parameter(r,v,b1,k1,λ1,b2,k2,λ2,m) if , 
(a) Second system is nested within the first, with each block from the first system 
containing m blocks from the second system (sub blocks). 
(b) Ignoring the second system leaves a BIBD with b1 blocks each of                    
k1 units with λ1 concurrence. 
(c) Ignoring first system leaves a BIB design with b2 blocks each of k2 units with 
λ2 concurrences. 
Parametric relationship:
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(1) vr = b1k1=b1k2m=b2k2. 
(2) λ1(v-1)=r(k1-1)=;(v-1)λ2=r(k2-1). 
(3) (λ1-mλ2)(v-1)=r(m-1).    
 
Robust design: A block design is said to be robust against unavailability of any 
n, a positive number ≤ r – 1 observations, if the block design obtained by omitting 
any n observations remains connected with respect to treatment contrasts. 
 
Repeated balance incomplete block design: 
A design with parameter v, b, r, k, λ and d is said to be a balanced incomplete 
block design with repeated blocks d if v treatments are  arranged in b blocks, 
each of size k(<v)  plot such that,  
(i) Each of v treatment is repeated in r blocks. 
(ii)       Any pair of treatment occurs together in λ blocks. 
(ii) d<b, where d is number of distinct block present in a BIB 
design 
           With repeated blocks.  
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CHAPTER – 3 
 
ROBUSTNESS OF BALANCE INCOMPLETE BLOCK DESIGN 
WITH REPETED BLOCKS AGAINST UNAVAILABILITY OF S 
TREATMENTS IN ANY BLOCK AND LOSS OF ONE BLOCK. 
 
3.1   INTRODUCTION 
 Ghosh (1982) discussed method for finding robustness of design against 
the unavailability of data. Further, it has been investigated by Hedayat and John 
(1974), Ghosh (1982), Dey and Dhall (1988), Whittinghill (1989), Mukerjee and 
Kageyama (1990), Shrisvastava et al.(1990). Mukerjee and Kageyama (1990) 
showed that Group Divisible Designs are also robust against the unavailability of 
one block. 
  Lint has pointed out that several BIB designs obtained by Hanani (1961) 
have repeated blocks. Stanton and Sprott (1964) have shown that b>sv-(s-2)  
holds, if s block of a BIB design are identical. Mann (1969) sharpened this result 
and showed that b>sv for repeated blocks designs. 
Further Lint and Riser (1972) and Lint (1973) systematically studied the 
problem of the construction of the BIB designs with repeated blocks. They 
constructed a BIB design with repeated blocks having parameters v, b, r, k, λ 
such that b, r, λ are relatively prime. Moreover Wynn (1977), and Foody and 
Hedayat (1977) constructed BIB designs with repeated blocks and discussed 
their application in sampling. 
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Das and Kageyama (1992) showed that BIB designs and extended BIB 
designs are fairly robust against the unavailability of s (s ≤ k) observations in any 
block. While any Youden design and Latin Square design are found to be fairly 
robust against the loss of any one column. 
In present investigation an attempt has been made to find the robustness of BIB 
designs with repeated blocks against the loss of s ( s ≤ k ) observations. For 
construction of BIB design with repeated blocks we referred Ghosh and 
Shrisvastava (2003). It is noticed that, design is fairly robust against the loss of 
one block. Here, the efficiencies of 33 BIBD with repeated block were worked 
out. In fact, all design satisfies e ≥ 0.95. Thus it seems that design is fairly robust 
against loss of one block.     
Most of the robustness criteria against the unavailability of data are: (i) to 
get the connectedness of the residual design; (ii) to have the variance balance of 
the residual design; (iii) to consider the A–efficiency of residual design for the 
robustness study. 
 So far, robustness of incomplete block designs and complete block 
designs are carried out against loss of either s (s ≤ k) observations in one block.
 In the present investigation, consider a balance incomplete block design 
with repeated blocks d. Let D* be the residual design obtained when either s 
observations or one block is lost from a design D. Assume D* to be connected. In 
this case, the criterion of robustness against the unavailability  of s treatments or 
one block from balance incomplete block design with repeated blocks  is the 
overall A-efficiency, of the residual design   D *, given by  
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*CofseigenvaluezerononofsreciprocalofSum
CofseigenvaluezerononofsreciprocalofSum
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−
−
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2
1( )s
φ
φ=  
 
3.2  Preliminary Result 
We will use the following lemma by Mukerjee and Kageyama (1990), to 
evaluate the eigenvalues of C-matrix. Here, Js×t  is the s × t matrix, whose 
elements are all unity. Hereafter J denotes such a matrix of approximate 
size. 
Lemma 3.2.1: Let u, s1, s2 , … , su, be positive integers and consider the s × s 
matrix 
A = 












+
+
+
uuuuu
u
u
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ssusssss
JbIaJbJb
JbJbIaJb
JbJbJbIa
...
...
...
21
222212
121111
21
222221
112111
MOMM
 
 
Where  s = s1 + s2 + … + su and the u × u matrix B = (bij) is symmetric. Then the 
eigenvalues of A are ai  with multiplicity  si  - 1, (1 ≤ i ≤ u) and µ1*, … , µu*, where 
µ1*, … , µu* are the eigenvalues of  ∆ = Da + Dδ1/2 B Dδ1/2, Da = diag (a1 , … , au), 
Ds = diag (s1 , … , su). 
 
3.3 C – Matrix of balance incomplete block design having repeated blocks 
We know that for any block design, 
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and hence C matrix  reduced to ,  
k
NN
rIC
v
′
−=   
  
k
EIr
rI vvv
v
])[( λλ +−
−=  
vvv
E
k
I
k
r
r
λλ
−


 −
−=
)(
 
vvv
E
k
I
k
rrk λλ
−


 +−
=  
vvv
E
k
I
k
kr λλ
−


 +−
=
)1(
 
 
vvv
E
k
I
k
v λλλ
−


 +−
=
)1(
 
 
vvv
E
k
I
k
v λλ
−= 



−=
v
EI
k
v
vv
v
λ
 
 
 
20 
 
 Non zero eigenvalues of C matrix. 
 
The non-zero eigenvalues of C matrix of BIBD having repeated blocks can be 
given by, θ= v
k
λ
 with multiplicity (v-1).        
 
3.4 Robustness of balance incomplete block design with repeated blocks      
       against Unavailability of s treatments from a block. 
Consider a balance incomplete block design having repeated blocks d with 
parameters v, b, r, k, λ. Now, s (=1, 2… k-1) treatments from any one block of 
BIB design having repeated blocks is lost. Under this situation the following two 
cases will occur: 
Case 3.4.1 1≤s<k-1  
Case 3.4.2  s=k-1    
Let us consider these cases one by one.   
Case 3.4.1    1≤s<k-1 (s represent lost treatments from any one block) 
Consider a BIB design D having repeated blocks with parameters v, b, r, k, λ. Let 
from this design s treatments, which is less than (k-1), are lost in a block. Call 
this design as a residual design and assume that the residual design D* is 
connected. Let C* be the information matrix of the residual design d* and is given 
as ***** '1 NKNRC −−=  where N*K-1*N’* can be obtained from, 
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 Finally, C* – matrix of the residual design can be expressed as, 
 
2
2
( 1)( 1) ( 1) ( 1)
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Further C* – matrix of the residual design can be rewritten as, 
 
( )( 1)
( 1)( ) ( 1)( )
( )( )( ) ( )( )
( ) [ ] ( )( )]
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The non- zero eigenvalue with their corresponding multiplicities are given by, 
                1) kkv /)( −λ  With multiplicity s . 
                2)   kv /λ     With multiplicity )1( −− kv . 
                3) kv /λ         With multiplicity )( sk − .  
                      
THEOREM 3.4.1  Balance incomplete block designs having repeated blocks and  
with   parameters  v, b, r, k, λ is   fairly robust against the unavailability  of  s( 
1≤s<k-1) treatments provided the over all efficiency of the residual design is 
given by,               
                                ))(1(
))(1()(
kvsvvs
kvv
se
−−−+
−−
= λλ
λ
 
PROOF:   Without loss of generality let s treatment is lost from the balanced 
incomplete block design having repeated blocks, C* matrix of residual design is 
given by, 
              
( ) ( )( )
( ) [ ] ( )( )
( )[( ) ( 1) ] ( )[ ] ( )[ ( 1) ]
( ) * ( )[ ] ( )[( ] ( )[ ]
( )[ ( 1) ] ( )[ ] ( ) ( )
ss Jss
v k v k v k
k s k s k s
k s v k I k s J k s J
k k s C k s J k s vI J k s J
k s J k s J k s vI k s s J
λ λ λ λ
λ λ λ λ
λ λ λ λ
−
− − − −
− − − −
− − − − − − − − 
 
− = − − − − − 
 − − − − − − − + 
                         
 
 The non-zero eigenvalue of C* with their corresponding multiplicity can be given 
by,           1) kkv /)( −λ , with multiplicity s . 
                2)  kv /λ ,      with multiplicity )1( −− kv . 
                3)  kv /λ ,      with multiplicity )( sk − .           
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Further, overall A-efficiency is calculated from,  
                                                 
2
1
( ) ( )e s s
φ
φ=   (3.4.1.1) 
 
Where 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D 
 and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
 
     That is,      2φ  =   
v
vk
λ
)1( −
, and       (3.4.1.2)
 
                    1( )sφ  =
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sk v k k k s k
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− − −
+ +
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 (3.4.1.3) 
                        
 Now using (3.4.1.2) and (3.4.1.3), we get efficiency as, 
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 A-efficiency is further be simplified as,   
 
                          ))(1(
))(1()(
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se
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−−
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λ
  , which is rewritten as, 
              
                          
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
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−= )1)((1)( svkvvs
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 Here (3.4.1.4) shows that loss of efficiency is,  )1)(( −−−+ svkvvs
ks
λλ   
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Example Let D represent the BIB design having repeated blocks with parameter 
v=9, b=24, r=8, k=3, λ=2.Design D is given by, 
 
1   4   7  1  2  3  1  2  3  1  2  3  9  9  4  9  8  1  2  3  4  5  6  7 
2   5   8  4  5  6  6  4  5  5  6  4  8 1  2  3  1  2  3  4  5  6  7  8 
3   6   9  7  8  9  8  9  7   9  7  8  4  5  6  7  3  4  5  6  7  8  1  2 
 
Here d=1 as only one block containing the treatments (1 5 9) is repeated twice. 
Let treatment 1 is lost from a block containing the treatments (1 4 7).That is, 
s=1(1 ≤ s < k-1) which follows case-3.4.1, the C* matrix of residual design is 
given by, 
   
                28 -4 -4 -2 -4 -4 -2 -4 -4 
  -4 32 -4 -4 -4 -4 -4 -4 -4 
  -4 -4 32 -4 -4 -4 -4 -4 -4 
  -2 -4 -4 31 -4 -4 -5 -4 -4 
6C* =   -4 -4 -4 -4 32 -4 -4 -4 -4 
  -4 -4 -4 -4 -4 32 -4 -4 -4 
  -2 -4 -4 -5 -4 -4 31 -4 -4 
  -4 -4 -4 -4 -4 -4 -4 32 -4 
  -4 -4 -4 -4 -4 -4 -4 -4 32 
 
The non-zero eigenvalues with their corresponding multiplicity are, 
1) 30/6, with multiplicity 1. 
2) 36/6, with multiplicity 5. 
3) 36/6, with multiplicity 2. 
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 The overall A-efficiency of the design is, 
     e(s) = 0.975609762 
This shows that balance incomplete block design having repeated block is 
robust against the loss of one treatment.  
                               
Case 3.4.2  s=k-1, (s represent lost treatments from any  one block) 
 Consider a BIB design D having repeated blocks with parameters v, b, r, k, λ. 
Let from this design s treatments, which is equal to (k-1) i.e. s =(k-1), are lost  in 
a block. Call this design as a residual design and assume that the residual 
design D* is connected. Let C* matrix of the residual design is given as 
*****
'1 NKNRC −−=   can be obtained from,  
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The non zero eigenvalues of C* matrix are, 
1) 
k
kv )( −λ
, with multiplicity .s  
2)  
k
vλ
,       with multiplicity (v-k). 
3) )(
)1(]1)1)([(
skk
svsk
−
+−+−−λ
, with multiplicity (k-s).              
 
THEOREM 3.4.2. Balance incomplete block designs having repeated blocks and 
with parameters v, b, r, k, λ is fairly robust against the unavailability of s=k-1 
treatments provided the over all efficiency of the residual design is,    
                                          ))((
))(1()(
kvkvvs
kvv
se
−−+
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= λλ
λ
               
PROOF: without loss of generality let s treatment is lost from the Balance 
incomplete block design with repeated blocks, C* matrix of residual design is 
given by, 
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Non zero eigenvalue with their corresponding multiplicity is given by, 
1) 
k
kv )( −λ
, with multiplicity .s  
2)  
k
vλ
, with multiplicity ( )v k− . 
3) )(
)1(]1)1)([(
skk
svsk
−
+−+−−λ
, with multiplicity ( )k s− .             
Further , overall A-efficiency is calculated,    
                           )()( 1
2
s
se φ
φ
=  (3.4.2.1)
 
Where 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D 
 and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.      
           
 
        That is,  2φ  = 
v
vk
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)1( −
,and (3.4.2.2) 
         1( )sφ  = )1(]1))(1[(
)()(
)( +−+−−
−
+
−
+
− sskv
ksk
v
kkv
kv
sk
λλλ  (3.4.2.3) 
  
Now using   (3.4.2.2) and ( 3.4.2.3), we get efficiency, 
Over all A-efficiency is calculated as,  
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 Over all A-efficiency can be further rewritten as, 
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Here (3.4.2.4) shows that loss of efficiency is,  ))((
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Example Let D represent the BIB design having repeated blocks with parameter 
v=9, b=24, r=8, k=3, λ=2.Design D is given by, 
                      
1   4   7  1  2  3  1  2  3  1  2  3  9  9  4  9  8  1  2  3  4  5  6  7 
2   5   8  4  5  6  6  4  5  5  6  4  8 1  2  3  1  2  3  4  5  6  7  8 
3   6   9  7  8  9  8  9  7  9  7  8  4  5  6  7  3  4  5  6  7  8  1  2 
 
Here d=1 as only one block containing the treatments (1 5 9) is repeated twice. 
Let treatment 1, 4 are   lost from a block containing the treatments (1 4 7).That is, 
s=2( s= k-1) which follows case-3.4.2, the C* matrix of residual design is given 
by,         
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                      28 -4 -4 -2 -4 -4 -2 -4 -4  
   
-4 32 -4 -4 -4 -4 -4 -4 -4  
   
-4 -4 32 -4 -4 -4 -4 -4 -4  
   
-2 -4 -4 28 -4 -4 -2 -4 -4  
6C*  =   
-4 -4 -4 -4 32 -4 -4 -4 -4  
   
-4 -4 -4 -4 -4 32 -4 -4 -4  
   
-2 -4 -4 -2 -4 -4 28 -4 -4  
   
-4 -4 -4 -4 -4 -4 -4 32 -4  
   
-4 -4 -4 -4 -4 -4 -4 -4 32            
                                      
 
           The non –zero eigenvalues with their corresponding multiplicity are, 
1) 30/6 with multiplicity 2. 
2) 36/6 with multiplicity  6. 
3) 30/6 with multiplicity  1. 
         The overall A-efficiency of the design is,  
           e(s) = 0.952380935.     
This shows that the balance incomplete block design having repeated 
block is robust against the loss of two treatments in any one block. 
       
  
 3.5 Robustness of balance incomplete block design with repeated  
  blocks against loss of one block. 
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 Consider a balance incomplete block design D having repeated blocks d with 
parameters v, b, r, k, λ. Now, any one block of BIB design having repeated 
blocks is lost. Under this situation, the following two cases will occur: 
 
Case 3.5.1.  When one block is lost and that belongs to repeated blocks   
Case 3.5.2. When one block is lost and that belongs to non-repeated 
blocks. 
Let us consider these cases one by one,   
Case  3.5.1. When one  block is lost and that belongs to repeated blocks  
Consider a BIB design D having repeated blocks with parameters v, b, r, k, λ. Let 
from this design one block is lost and that block belongs to repeated blocks. Call 
this design as a residual design and assume that the residual design D* is 
connected. Let C* matrix   of the residual design is given as 
*****
'1 NKNRC −−=  which is obtained as , 
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 
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The non zero eigenvalues of C*matrix with their corresponding multiplicities are, 
     1) 
k
kv )( −λ
, with multiplicity ).1( −k   
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 2) 
k
vλ
,  with multiplicity ).( kv −  
THEOREM 3.5.1. Balance incomplete block designs with repeated blocks having 
parameters v, b, r, k, λ is fairly robust against the unavailability of one block 
(block is repeated) provided the over all efficiency of the residual design is given 
by, 
                                         ))(()1(
))(()(
kvkvkv
kvkv
se
−−+−
−−
= λλ
λ
 
PROOF: Let consider a BIBD with repeated blocks. Without loss of generality if 
one block (from the repeated block) is lost from this balance incomplete block 
design with repeated blocks, C* matrix of residual design is given by, 
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  The non zero eigenvalues of C*matrix with their corresponding multiplicities are, 
   1) 
k
kv )( −λ
, with multiplicity ).1( −k   
 
  
 2) 
k
vλ
,  with multiplicity ).( kv −  
  Finally overall A-efficiency is calculated as, 
                              )()( 1
2
s
se φ
φ
=  (3.5.1.1)
   
Where 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D. 
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 and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
            That is, 2φ   =  
v
vk
λ
)1( −
, and  (3.5.1.2) 
                     1( )sφ = 
v
kv
kv
kk
λλ
)1(
)(
)1( −
+
−
−
 (3.5.1.3)  
 
Now using (3.5.1.2) and (3.5.1.3), we get efficiency, 
A-efficiency is calculated as,  
                        
( 1)
( 1) ( 1)
( )
k v
v
k k v k
v k v
λ
λ λ
−
=
 − −
+ 
− 
             
                 ))(()1(
)1)(()(
kvkvkv
vkv
se
−−+−
−−
= λλ
λ
                
A efficiency is further rewritten as, 
                 





+−−
−
−=
kvbbk
k
se
)1(1)(  (3.5.1.4) 
(3.5.1.4) shows that loss of efficiency is, 





+−−
−
kvbbk
k )1(
 ,and is very small. 
EXAMPLE Let D represent the BIB design with repeated blocks with parameter 
v=9, b=24, r=8, k=3, λ=2. Design D is shown below, 
      
1   4   7  1  2  3  1  2  3  1  2  3  9  9  4  9  8  1  2  3  4  5  6  7 
2   5   8  4  5  6  6  4  5  5  6  4  8  1  2  3  1  2  3  4  5  6  7  8 
3   6   9  7  8  9  8  9  7  9  7  8  4  5  6  7  3  4  5  6  7  8  1  2 
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Here d=1 as only one block containing the treatments (1 5 9) is repeated twice. 
after deleting blocks number. 10, containing the treatment (1 5 9 ), the C* matrix 
of the residual design is given by, 
 
                     14 -2 -2 -2 -1 -2 -2 -2 -1  
  -2 16 -2 -2 -2 -2 -2 -2 -2  
3C*   = -2 -2 16 -2 -2 -2 -2 -2 -2  
  -2 -2 -2 16 -2 -2 -2 -2 -2  
  -1 -2 -2 -2 14 -2 -2 -2 -1  
                     -2 -2 -2 -2 -2 16 -2 -2 -2  
  -2 -2 -2 -2 -2 -2 16 -2 -2  
  -2 -2 -2 -2 -2 -2 -2 16 -2  
  -1 -2 -2 -2 -1 -2 -2 -2 14 
        
The non-zero eigenvalues of C* with their corresponding multiplicities are, 
1) 15/3 with multiplicity 2 and 
2) 18/3 with multiplicity 6. 
The overall A-efficiency of the residual design is, 
e(s) =0.9523809. 
 
Case 3.5.2 when a block is lost which belongs to non repeated block 
Consider a BIB design D having repeated blocks with parameters v, b, r, k, λ. Let 
from this design one block is lost and that block belongs to non-repeated blocks. 
Call this design as a residual design and assume that the residual design D* is 
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connected. Let C* matrix   of the residual design is given as 
*****
'1 NKNRC −−=  which is obtained as, 
     
( )( )
1
( )( ) ( ) ( )( )
( ) ( 1) [ ]
*
[ ] ( )
k kk k v k
v k k v k v k v k
v k I J J
k k k
C
vJ I v J
k k
λ λ λ
λ λ
−
−
− − − −
− − 
− − 
 
=  
 
− − 
 
 
 
The non zero eigenvalues of C*matrix with their corresponding multiplicities are, 
  1)
k
kv )( −λ
, with multiplicity ).1( −k   
 
 2) 
k
vλ
,   with multiplicity ).( kv −  
THEOREM 3.5.2 Balance incomplete block designs with repeated blocks and 
with parameters v, b, r, k, λ is fairly robust against the unavailability of   one  
block (non repeated) provided the over all efficiency of the residual design is 
given by, 
                                          ))(()1(
))(()(
kvkvkv
kvkv
se
−−+−
−−
= λλ
λ
 
PROOF: Without loss of generality let one non repeated blocks is lost from the 
balance incomplete block design with repeated blocks, C* matrix of residual 
design is given by, 
 
1
( )
[( ) ( 1) ] [ ]
*
[ ] ( )
k kk
v k
v k I J J
kC
J v I kv J
λ λ λ
λ λ −
−
 − − − −
 
=  
 
− − 
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The non zero eigenvalues of C*matrix with their corresponding multiplicities are, 
 1) 
k
kv )( −λ
, with multiplicity ).1( −k    
 
 2) 
k
vλ
,  with multiplicity ).( kv −  
 
  Further, overall A-efficiency is calculated as, 
                              )()( 1
2
s
se φ
φ
=  (3.5.2.1)
  
Where 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D 
 and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
 
    That is, 2φ = 
v
vk
λ
)1( −
, and (3.5.2.2) 
            1( )sφ =
v
kv
kv
kk
λλ
)1(
)(
)1( −
+
−
−
 (3.5.2.3) 
 
Now using (3.5.2.2) and (3.5.2.3), we get efficiency as,  
          
( 1)
( 1) ( 1)
( )
k v
v
k k v k
v k v
λ
λ λ
−
=
 − −
+ 
− 
    
   ))(()1(
)1)(()(
kvkvkv
vkv
se
−−+−
−−
= λλ
λ
 
  
A efficiency is further rewritten as, 
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  





+−−
−
−=
kvbbk
k
se
)1(1)(  (3.5.2.4) 
 
(3.5.2.4) shows that the loss of efficiency is,   





+−−
−
kvbbk
k )1(
 which is very 
small. 
 
EXAMPLE Let D represent the BIB design with repeated blocks with parameter 
v=9, b=24, r=8, k=3, λ=2. Design D, is shown below 
       
1   4   7  1  2  3  1  2  3  1  2  3  9  9  4  9  8  1  2  3  4  5  6  7 
2   5   8  4  5  6  6  4  5  5  6  4  8  1  2  3  1  2  3  4  5  6  7  8 
3   6   9  7  8  9  8  9  7  9  7  8  4  5  6  7  3  4  5  6  7  8  1  2 
 
 Here d=1 as only one block containing the treatments (1 5 9) is repeated twice.                            
 After deleting blocks number 24, containing the treatment (7 8 2) which is non 
repeated, the C* matrix of the residual design is given by, 
 
  16 -2 -2 -2 -2 -2 -2 -2 -2  
  -2 14 -2 -2 -2 -2 -1 -1 -2  
  -2 -2 16 -2 -2 -2 -2 -2 -2  
3C*   = -2 -2 -2 16 -2 -2 -2 -2 -2  
  -2 -2 -2 -2 16 -2 -2 -2 -2  
  -2 -2 -2 -2 -2 16 -2 -2 -2  
                     -2 -1 -2 -2 -2 -2 14 -1 -2 
 
                     -2 -1 -2 -2 -2 -2 -1 14 -2  
  -2 -2 -2 -2 -2 -2 -2 -2 16  
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The non-zero eigenvalues with their corresponding multiplicities are, 
3) 15/3  with multiplicity 2. 
4) 18/3  with multiplicity 6. 
The overall A-efficiency of the residual design is, 
 e(s) =0.9523809. 
 
Remark: As per our investigation for both the cases (3.5.1) and case (3.5.2) the 
C* matrix and non zero eigenvalues with their corresponding multiplicity and 
overall A-efficiency of the residual design comes out same, which shows that if 
the lost block is either from repeated blocks or from non repeated blocks of 
residual design, the overall A-efficiency of the residual design does not changes 
in both the cases, that is, it remains same. Therefore, either of the method can 
be used to find the robustness. 
                   
CONCLUSION:  
(1) Balanced Incomplete Block Designs with repeated blocks having parameters 
v, b, r, k, λ are fairly robust against the unavailability of  
(i) s(1≤s<k-1) treatments form one block and (ii) s(s=k-1) treatments form one 
block    
(2) We have also obtain the Robustness of BIB design with repeated blocks 
against the unavailability of one block, where it is found that BIB design with 
repeated blocks are fairly robust against the unavailability of   
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(1) The lost block is from the repeated blocks and (2) The lost block is from non-
repeated blocks.   
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TABLE-1 
Efficiency table when one block is lost from a balance 
Incomplete block design with repeated blocks 
No. v b r k λ e(s) 
1 6 20 10 3 4 0.945946 
2 7 63 27 3 9 0.983607 
3 7 56 24 3 8 0.981481 
4 7 49 21 3 7 0.978723 
5 7 42 18 3 6 0.975 
6 7 35 15 3 5 0.969697 
7 7 28 12 3 4 0.961538 
8 7 21 9 3 3 0.947368 
9 8 28 14 4 6 0.9625 
10 9 24 8 3 2 0.952381 
11 10 36 18 5 8 0.971223 
12 11 33 15 5 6 0.968254 
13 12 44 22 6 10 0.976636 
14 13 26 8 4 2 0.956522 
15 15 70 14 3 2 0.984375 
16 15 45 21 7 9 0.977099 
17 16 60 30 8 14 0.98301 
18 16 40 10 4 2 0.972222 
19 18 19 20 21 22 0.93819 
20 20 76 38 10 18 0.986647 
21 21 42 10 5 2 0.973684 
22 21 140 20 3 2 0.992366 
23 24 92 46 12 22 0.989 
24 25 60 12 5 2 0.981818 
25 28 108 54 14 26 0.990647 
26 31 62 12 6 2 0.982456 
27 32 124 62 16 30 0.991866 
288 49 112 16 7 2 0.990476 
29 56 112 16 8 2 0.990305 
30 64 144 18 8 2 0.992647 
31 72 114 18 9 2 0.992544 
32 81 180 20 9 2 0.994152 
33 90 180 20 10 2 0.994087 
 
Table shows that design is fairly robust against loss of one block. 
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CHAPTER – 4 
 
ROBUSTNESS OF BALANCE INCOMPLETE BLOCK DESIGNS 
WITH REPETED BLOCK AGAINST UNAVAILABILITY OF TWO 
BLOCKS. 
4.1.   INTRODUCTION 
 The constructional problem of BIB designs were solved by the joint efforts 
of Fisher (1940), Yates (1936) and Bose (1939).Bose (1939) concentrated more 
on the methods and properties of the balanced incomplete block design .several 
other scientist have done work on the BIB design, viz, Calvin (1954), Hanani 
(1961),Parker (1963), Aggarwal (1965), Mann (1969), Kagayama (1971), Kishen 
and Rao (1952), Shrikhande an Raghavarao (1963),etc. 
Foody and Hedayet (1977) constructed BIB design with repeated blocks and 
called such a design as a class of BIB design. Further Raghavarao et.al.(1986) 
discussed a class of BIB design with parameter v, b, r, k, λ which includes the 
repeated blocks. Their intension was to construct the BIB design with repeated 
blocks and then finding the minimum number of distinct blocks. They found under 
the usual design model, the usual statistical characteristic do not distinguish 
among the member of a class of BIBD. i.e., C matrix of the BIB design with 
repeated blocks and BIB design without repeated blocks will be same as the 
concurrence matrix NN’ of both type of BIB design will be same and the solution 
of the estimate of the treatment vector τ will be same. Therefor a class of a BIB 
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design without repeated blocks cannot be distinguished with repeated blocks 
having the same parameters on the basis of treatment effect.      
 Raghavarao et.al. (1986) suggested that the class of BIBD design with repeated 
block and usual BIB design can be distinguished with each other on the basis of 
block effect contrast. Because this matrix is different for both type of BIBD under 
bloc effect estimation.  
Das and Kageyama (1992) showed that BIB designs and extended BIB designs 
are fairly robust against the unavailability of s (s ≤ k) observations in any block. 
While any Youden design and Latin Square design are found to be fairly robust 
against the loss of any one column. 
  In present investigation we try to find the robustness of BIB design 
 with repeated blocks against loss of two block. For construction of BIB design 
with repeated blocks we referred Ghosh et.al(1999) and Ghosh and Shrivastava 
(2001). For all cases, it can be observed that number of common treatment 
between two lost block is i where i= 0, 1... (k-1), k. i.e. maximum number of 
common treatment between two lost block is k. Here, the efficiencies of 33 BIBD 
with repeated block were worked out. In fact, 30 designs satisfy e ≥ 0.90 while 
three designs satisfy 0.87≤e≤0.89.We conclude that BIBD with repeated blocks 
discussed by Ghosh et.al.(1999) and Ghosh and Shrivastava (2001) are fairly 
robust against loss of two blocks.     
  Most of the robustness criteria against the unavailability of data are: 
(i) to get the connectedness of the residual design; (ii) to have the variance 
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balance of the residual design; (iii) to consider the A–efficiency of residual 
design. 
 So far, robustness of incomplete block designs and complete block 
designs are carried out against loss of either s (s ≤ k) observations in one block.
 In the present investigation, consider a balance incomplete block design 
with repeated block d. Let D* be the residual design obtained when two blocks 
are lost. Assume D* to be connected. In this case, the criterion of robustness 
against the unavailability  of two block in balance incomplete block design with 
repeated block  is the overall A-efficiency, of the residual design   D*, given by , 
 
( )
*CofseigenvaluezerononofsreciprocalofSum
CofseigenvaluezerononofsreciprocalofSum
se
−
−
=
2
1( )s
φ
φ=  
 
4.2.  Preliminary Result 
      We will use the following lemma by Mukerjee and Kageyama (1990), to 
evaluate the eigenvalues of C-matrix. Here, Js×t is the s × t matrix, whose 
elements are all unity. Hereafter J denotes such a matrix of approximate 
size. 
 
4.3. Robustness of balance incomplete block design with repeated blocks 
against unavailability of two blocks: 
Consider a balance incomplete block design with repeated blocks d having 
parameters v, b, r, k, λ. Suppose two blocks of a BIB design with repeated blocks 
are lost. Under this situation the following four cases will occur: 
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Case 4.3.1. Unavailability of two blocks where one block is repeated and 
other block is non repeated.      
Case 4.3.2. Unavailability of two blocks where both the blocks are repeated 
but distinct.  
Case 4.3.3. Unavailability of two blocks where both the blocks are non 
repeated. 
Case 4.3.4. Unavailability of two blocks where both blocks are same, which 
is same block, is repeated. 
 
Let us consider these cases one by one. For all four cases when two blocks are 
lost from BIBD with repeated blocks, efficiency factor is depending upon the 
common number of treatments between two lost blocks. We try to find efficiency 
for all four cases when common number of treatments between two lost blocks is 
0,1,2,3... (k-1), k respectively. Here we will further discussed the Robustness 
criteria of BIBD with repeated blocks for different value of common number of 
treatments between two blocks.  
 
Case 4.3.1 [a]. Unavailability of two blocks where one block is repeated and 
other block is non repeated provided number of common treatments 
between two blocks are zero.  
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Let us consider a BIB design D with repeated blocks d with parameters v, b, r, k, 
λ. Let C matrix of the design D is given by C=θ (Iv - 1/vEvv).where θ = λv/k is the 
non zero eigen value of C matrix of design D with multiplicity (v-1). 
  Let two blocks are lost such that one of the block is repeated block and other is 
non repeated block. Call this design as a residual design assumes a residual 
design D* is a connected design. Let the blocks be bi and bj, let there zero 
treatment is common between two lost blocks i.e. η (bi∩bj) =0. Each treatment 
which are present in the two lost blocks will be replicated (r-1) times. All 
remaining treatment will be replicated r times in design.  
              Let C* be the information matrix of design D*.For this design D*, the  
 
diagonal element of C* matrix are as follows, 
 
1) ( 1)( 1)jj
r kC
k
− −
= , where j denotes
 
those treatments which are present   
                                       in both the lost blocks but are distinct. 
 
     2)  ( 1)ll
r kC
k
−
=  ,    where l denotes the remaining treatments.  
   
Similarly, In the residual design, pair of treatments occurs together in following 
ways, which we say λ1, λ2. Pattern of λi ( i = 1, 2) are as follows.  
 
   1) λ1 = (λ-1),   for those treatments, which are present in two lost blocks. 
2) λ2 =λ,          for remaining pair of treatments.     
 
The C* matrix of design D can be written as, 
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1
*
1
1
1 1 ( 2 ) ( 2 )( 2 )
( ) ( 1)
( ) ( 1)
( )
k kk kk k
kk k kk k
k k v k v k v k
v k I J J J
kC J v k I J J
vJ J I v J
k
λ λ λ λ
λ λ λ λ
λλ λ −
− − −
 
 
− − − − −
 
= − − − − − 
 
− − − 
 
 
 
   Non zero eigenvalues of C* matrix with their corresponding multiplicity are, 
 
 
1) 
k
kv )( −λ
  , with multiplicity )1(2 −k . 
2) 
k
vλ
        , with multiplicity )12( +− kv . 
 
 
THEOREM 4.3.1.a. Balance incomplete block designs having repeated blocks 
and with parameters v, b, r, k, λ is fairly robust against the unavailability of two 
blocks, where one block is repeated and other block is non repeated and number 
of common treatment between two lost blocks is zero, provided the efficiency is 
given by,  
                                    
( 1)( )( ) [( )( 2 1) 2 ( 1)]
v v k
e s
v k v k v k
λ
λ λ
− −
=
− − + + −
  
 
PROOF:   Without loss of generality if two blocks are lost from design D where 
one  block is repeated and other block is non repeated and  number of common 
treatment between two blocks is zero i.e. η(bi∩bj) =0, C* matrix of residual design 
is given by, 
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1
*
1
1
1 1 ( 2 ) ( 2 )( 2 )
( ) ( 1)
( ) ( 1)
( )
k kk kk k
kk k kk k
k k v k v k v k
v k I J J J
kC J v k I J J
vJ J I v J
k
λ λ λ λ
λ λ λ λ
λλ λ −
− − −
 
 
− − − − −
 
= − − − − − 
 
− − − 
 
 
 
        
      Non-zero eigenvalues with their corresponding multiplicity of c* matrix are,         
                                                                                                                                                                                                                                                                                
1) 
k
kv )( −λ
 ,   with multiplicity )1(2 −k . 
2)   
k
vλ
      ,    with multiplicity )12( +− kv . 
 
Further, overall A-efficiency is calculated as, 
 
         )()( 1
2
s
se φ
φ
=   (4.3.1.1)
  
 Where 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D 
 
 And 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
 
    That is,       2φ   =   
v
vk
λ
)1( −
, and (4.3.1.2) 
                    
 1( )sφ =   )(
)1(2)12(
kv
kk
v
kvk
−
−
+
+−
λλ  
(4.3.1.3) 
Now using (4.3.1.2) and (4.3.1.3), we get efficiency as, 
 
 
 
 
( 1)
( ) ( 2 1) 2( 1)
( )
k v
ve s
k v k k k
v v k
λ
λ λ
−
=
 − + −
+ 
− 
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     Finally, A-efficiency is given by, 
 
                
( 1)( )( ) [( )( 2 1) 2 ( 1)]
v v k
e s
v k v k v k
λ
λ λ
− −
=
− − + + −
 
 
EXAMPLE Let D represent the BIB design having repeated blocks with 
parameter v=7, b=28, r=12, k=3, λ=4. Design D is given by, 
 
1  1  1  1  1  1  1  1  1  1  1  1  2  2  2  2  2  2   2  3  3  3  3  4  4   4  4   5 
2  2  2  2  3  3  3  3  4  4  5  5  3  3  3  3  4  4   5  6  4  4  5  6  5   5  6   6 
3  4  6  6  4  5  6  7  5  7  6  7  4  5  5  7  5  6   7  7  6  7  6  7  6   7  7   7 
 
Two blocks containing treatments (1 2 6) and (3 4 7) are lost and number of 
treatment common between two blocks is zero. C* matrix of the residual design is, 
 
 
 
 
  22 -3 -3 -4 -4 -4 -4 
  -3 22 -3 -4 -4 -4 -4 
  -3 -3 22 -4 -4 -4 -4 
3C* =  -4 -4 -4 22 -4 -3 -3 
  -4 -4 -4 -4 24 -4 -4 
                      -4 -4 -4 -3 -4 22 -3 
  -4 -4 -4 -3 -4 -3 22 
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Non zero eigenvalues with their corresponding multiplicity, 
(1) 25/3 with multiplicity 4. 
(2) 28/3 with multiplicity 2. 
Overall A- efficiency is given by,  
e(s) = 0.925925  
 
 
Case 4.3.1 [b]. Unavailability of two blocks where one block is repeated and 
other block is non repeated provided number of common treatment 
between two blocks is one.  
      
Let us consider a BIB design D with repeated blocks d with parameters v, b, r, k, 
λ. Let C matrix of the design is given by C=θ (Iv - 1/vEvv).where θ = λv/k is the 
eigen value of C matrix of design D with multiplicity (v-1). 
              Let two blocks are lost such that one of the blocks is repeated and other 
is non repeated block. Call this design as a residual design and assume that the 
residual design D* is a connected design. Let the blocks be bi and bj, let one 
treatment is common between two lost blocks i.e. η (bi∩bj) =1. Here this 
treatment is repeated (r-2) times. Similarly those treatments which are present in 
the two lost blocks but are not common will be replicated (r-1) times. The 
remaining treatments will be replicated r times in design.  
              Let C* be the information matrix of design D*.For this design D*, the  
 
Diagonal element of C* matrix are as follows, 
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1) ( 2)( 1)ii
r kC
k
− −
= ,     where i denotes those treatments which are  
                                             common in both the lost blocks. 
 
2) ( 1)( 1)j j
r kC
k
− −
= ,  where j denotes
 
those treatments which are present           
                                              in both the lost blocks but are distinct. 
 
3)   ( 1)l l
r kC
k
−
=  ,    where l denotes the remaining treatments.  
   
 Similarly, in the residual design, pair of treatments occur together in following 
three ways, which we say λ1, λ2, λ3. Pattern of λi ( i = 1, 2, 3) are as follows.  
1) λ1 = (λ-1), for those treatments, which are common in two lost blocks. 
2) λ2 = (λ-1), for those treatments, which are present in two lost blocks., 
3) λ3 =λ,         for remaining treatment. 
 
C* matrix is given by,  
 
 
 
1 11 1( 2 1) 1( 1) 1( 1)
( 2 1)1 ( 1) ( 1)( 1) ( 1)( 1) ( 2 1)( 1)
( 1)1 ( 1)( 1) ( 1) ( 1)( 1) (
( 2 1) ( 1) ) ( 1) ( 1)
( 1) ( ) ( 1) )
* ( 1) ( ) ( 1) )
v k k k
v k k k k k k v k k
k k k k k k v
v k I J J J J
J v k I J J J
kC J J v k I J J
λ λ λ λ λ
λ λ λ λ λ
λ λ λ λ λ
− + − −
− + − − − − − − + −
− − − − − − −
− + − − − − − − −
− − − − − − −
=
− − − − − − − 2 1)( 1)
1
( 1)1 ( 1)( 2 1) ( 1)( 2 1) ( 2 1) ( 2 1)( 2 1)( )
k k
k k v k k v k v k v k v k
vJ J J I v J
k
λλ λ λ
+ −
−
− − − + − − + − + − + − +
 
 
 
 
 
 
− − − − 
 
  
 
 
 
Further non-zero eigenvalues with their corresponding multiplicity are,  
 
      
     1)  
k
vλ
 , with multiplicity )12( +− kv . 
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     2)  
k
kv )12( +−λ
, with multiplicity 1. 
     3) 
k
kv )( −λ
 , with multiplicity )2(2 −k . 
     4)  
k
v )1( −λ
 , with multiplicity 1. 
 
THEOREM 4.3.1.b. Balance incomplete block designs with repeated blocks and 
having parameters v, b, r, k, λ is fairly robust against the unavailability of two 
blocks, where one block is repeated and other block is non repeated and number 
of common treatment between two blocks is one, provided the efficiency can be 
given by,  
( 1)( 2 )( 1)( 2 1)( ) ( 2 )( 1)[( 2 1)( 2 1) ] ( 2 1) [2( 2)( 1) ( 2 )]
v v k v v k
e s
v k v v k v k v v k v k v v k
λ λ λ
λ λ λ λ λ λ λ λ
− − − − +
=
− − − + − + + + − + − − + −
   
PROOF: Without loss of generality if two blocks are lost from the BIBD with 
repeated blocks where one block is repeated and other block is non repeated, 
and number of common treatment between two blocks is 1,C* matrix of residual 
design can be given by, 
 
1 11 1( 2 1) 1( 1) 1( 1)
( 2 1)1 ( 1) ( 1)( 1) ( 1)( 1) ( 2 1)( 1)
( 1)1 ( 1)( 1) ( 1) ( 1)( 1) (
( 2 1) ( 1) ) ( 1) ( 1)
( 1) ( ) ( 1) )
* ( 1) ( ) ( 1) )
v k k k
v k k k k k k v k k
k k k k k k v
v k I J J J J
J v k I J J J
kC J J v k I J J
λ λ λ λ λ
λ λ λ λ λ
λ λ λ λ λ
− + − −
− + − − − − − − + −
− − − − − − −
− + − − − − − − −
− − − − − − −
=
− − − − − − − 2 1)( 1)
1
( 1)1 ( 1)( 2 1) ( 1)( 2 1) ( 2 1) ( 2 1)( 2 1)( )
k k
k k v k k v k v k v k v k
vJ J J I v J
k
λλ λ λ
+ −
−
− − − + − − + − + − + − +
 
 
 
 
 
 
− − − − 
 
 
 
        
    The non- zero eigenvalues with their corresponding multiplicity are,         
                                                                                                                                                                   
51 
 
     1) 
k
vλ
 , with multiplicity )12( +− kv . 
 
     2) 
k
kv )12( +−λ
,  with multiplicity 1. 
     3)
k
kv )( −λ
 , with multiplicity )2(2 −k . 
     4) 
k
v )1( −λ
 , with multiplicity 1. 
Further, overall A-efficiency is calculated as,   
 
                                         )()( 1
2
s
se φ
φ
=  (4.3.1.1) 
Where 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D. 
 
 And 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
 
           2φ   =   
v
vk
λ
)1( −
  (4.3.1.2) 
        1( )sφ  =  )1()2(
)2(2
)12(
)12(
−
+
−
−
+
+−
+
+−
v
k
kv
kk
kv
k
v
kvk
λλλλ  
(4.3.1.3)  
 
Now using (4.3.1.2) and (4.3.1.3), we get efficiency as, 
     
 
 
 
 
 
 
( 1)
( ) ( 2 1) 2( 2)
( 2 1) ( 2 ) ( 1)
k v
ve s k v k k k k k
v v k v k v
λ
λ λ λ λ
−
=
− + −
+ + +
− + − −
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Finally, A-efficiency is given by, 
 
 
  
( 1)( 2 )( 1)( 2 1)( ) ( 2 )( 1)[( 2 1)( 2 1) ] ( 2 1) [2( 2)( 1) ( 2 )]
v v k v v k
e s
v k v v k v k v v k v k v v k
λ λ λ
λ λ λ λ λ λ λ λ
− − − − +
=
− − − + − + + + − + − − + −
 
 
 
 
 
Example Let D represent the BIB design having repeated blocks with parameter 
v=7, b=28, r=12, k=3, λ=4. Design D is given by, 
 
1  1  1  1  1  1  1  1  1  1  1  1  2  2  2  2  2  2   2  3  3  3  3  4  4   4  4   5 
2  2  2  2  3  3  3  3  4  4  5  5  3  3  3  3  4  4   5  6  4  4  5  6  5   5  6   6 
3  4  6  6  4  5  6  7  5  7  6  7  4  5  5  7  5  6   7  7  6  7  6  7  6   7  7   7 
 
Here two blocks containing treatments (1 2 4) and (2 3 5) are lost and number of 
treatment common between two blocks is one. C* matrix of the residual design is, 
       
   22 -3 -4 -3 -4 -4 -4 
   -3 20 -3 -3 -3 -4 -4 
                       -4 -3 22 -4 -3 -4 -4 
3C* =  -3 -3 -4 22 -4 -4 -4 
   -4 -3 -3 -4 22 -4 -4 
   -4 -4 -4 -4 -4 24 -4 
   -4 -4 -4 -4 -4 -4 24  
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Here non- zero eigenvalues with their corresponding multiplicity of c* 
matrix are, 
(1) 25/3 with multiplicity 2. 
(2) 27/3 with multiplicity 1. 
(3) 23/3 with multiplicity 1. 
(4) 28/3 with multiplicity 2. 
Overall A -efficiency is calculated as, 
e(s) = 0.92386. 
 
 
 
Case 4.3.1 [c]. Unavailability of two blocks where one block is repeated and 
other block is non repeated provided number of common treatments 
between two blocks are two.  
 
Let two blocks are lost such that one of the blocks is repeated block and other is 
non repeated block. Call this design as a residual design. Assumes a residual 
design D* is a connected design. Let the blocks be bi and bj,.Let number of 
common treatment between two blocks is two, i.e., η (bi ∩ bj) =2. Common 
treatment in two lost block is repeated (r-2) times. Similarly those treatments 
which are present in the two lost blocks but are not common will be replicated  
(r-1)  times. The remaining treatments will be replicated r times in design.  
              Let C* be the information matrix of design D*. For this design D*, the  
 
Diagonal element of C* matrix are as follows, 
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1) 
k
krCii
)1)(2( −−
=  ,    where i denotes those treatments which are common  
                                            in both the lost blocks. 
 
2) ( 1)( 1)jj
r kC
k
− −
= ,  where j denotes
 
those treatments which are present  
                                             in both the lost blocks but are distinct. 
 
 3) ( 1)ll
r kC
k
−
= ,                where l denotes the remaining treatments. 
  
  Similarly, in the residual design, pair of treatments occurs together in following 
three ways, which we say λ1, λ2, λ3. Pattern of λi  ( i = 1, 2, 3) are as follows.  
 1) λ1 = (λ-2), for those treatments, which are common in two lost blocks. 
2) λ2 = (λ-1), for those treatments, which are present in two lost blocks., 
3) λ3 = λ, for remaining treatment. 
Further, C* matrix of design D* is written as,  
 
2 22 12 ( 1)( 1)
*
21 1 ( 1)( 1) ( 1)( 1)
1
( 1)( 1) ( 1)( 1) ( 1) ( 1)( 1)
( 1) ( ) ( 1)
( 1) ( 2 ) ( 2)
( )
k v k
k k k k v k
v k k v k k v k v k v k
y k I J J J
kC J v k I J J
vJ J I v J
k
λ λ λ λ
λ λ λ λ
λλ λ
− − −
− − − − − −
−
− − − − − − − − − − − −
 
 
− + − − − −
 
= − − − − − − 
 
− − − 
 
 
  
 
   Non -zero eigenvalue and its corresponding multiplicity of c* matrix are, 
 
     1)   
k
vλ
 ,            with multiplicity )1( −− kv . 
     2) 
k
kv )1( +−λ
,   with multiplicity 1. 
     3) 
k
kv )2( −λ
 ,     with multiplicity )2( −k . 
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     4)  
k
kv )1( −−λ
,   with multiplicity 1. 
 
THEOREM 4.3.1.c.Balance incomplete block designs having repeated blocks 
and with parameters v, b, r, k, λ is fairly robust against the unavailability of two 
block,  where one block is repeated and other block is non repeated and number 
of common treatments between two blocks are 2 i.e. ,η(bi∩bj)=2, provided the 
efficiency can be given by,  
                        
( 1)( 2 )( 1)( 1)( ) ( 1)( 1)[( 1)( 2 ) ( 2)] 2 ( )( 2 )
v v k v k v k
e s
v k v k v k v k v k v v k v k
λ λ λ
λ λ λ λ λ λ λ
− − − + − −
=
− + − − − − − + − + − −
  
 
 
PROOF: without loss of generality if two blocks from the BIB design with 
repeated blocks is lost, C* matrix of residual design is given by, 
 
2 22 12 ( 1)( 1)
*
21 1 ( 1)( 1) ( 1)( 1)
1
( 1)( 1) ( 1)( 1) ( 1) ( 1)( 1)
( 1) ( ) ( 1)
( 1) ( 2 ) ( 2)
( )
k v k
k k k k v k
v k k v k k v k v k v k
y k I J J J
kC J v k I J J
vJ J I v J
k
λ λ λ λ
λ λ λ λ
λλ λ
− − −
− − − − − −
−
− − − − − − − − − − − −
 
 
− + − − − −
 
= − − − − − − 
 
− − − 
 
 
 
    
Non- zero eigenvalues with their corresponding multiplicity are,   
 
       
  1)  
k
vλ
,           with multiplicity )1( −− kv . 
      2) 
k
kv )1( +−λ
,    with multiplicity 1. 
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      3)
k
kv )2( −λ
 ,       with multiplicity )2( −k . 
      4) 
k
kv )1( −−λ
,     with multiplicity 1.                                                                                                           
Further, overall A-efficiency is calculated from, 
 
                    )()( 1
2
s
se φ
φ
= , (4.3.1.1)
  
 
Where 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D. 
 
 and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
 
       That is,    2φ  =     
v
vk
λ
)1( −
, and (4.3.1.2) 
 
         1( )sφ = )1()2(
)2(
)1(
)1(
−−
+
−
−
+
+−
+
−−
kv
k
kv
kk
kv
k
v
kvk
λλλλ
 (4.3.1.3) 
Now using (4.3.1.2) and (4.3.1.3), we get efficiency, 
 
 
 
 
 
 
 
( 1)
( ) ( 1) ( 2)
( 1) ( 2 ) ( 1)
k v
ve s
k v k k k k k
v v k v k v k
λ
λ λ λ λ
−
=
 − − −
+ + + 
− + − − − 
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Finally, A-efficiency is given by, 
 
                 
( 1)( 2 )( 1)( 1)( ) ( 1)( 1)[( 1)( 2 ) ( 2)] 2 ( )( 2 )
v v k v k v k
e s
v k v k v k v k v k v v k v k
λ λ λ
λ λ λ λ λ λ λ
− − − + − −
=
− + − − − − − + − + − −
 
 
 
 
EXAMPLE Let D represent the BIB design having repeated blocks with 
parameter v=7, b=28, r=12, k=3, λ=4. Design D is given by, 
 
1  1  1  1  1  1  1  1  1  1  1  1  2  2  2  2  2  2   2  3  3  3  3  4  4   4  4   5 
2  2  2  2  3  3  3  3  4  4  5  5  3  3  3  3  4  4   5  6  4  4  5  6  5   5  6   6 
3  4  6  6  4  5  6  7  5  7  6  7  4  5  5  7  5  6   7  7  6  7  6  7  6   7  7   7 
 
 
Two blocks containing treatments (1 2 4) and (1 2 6) are lost and number of 
treatment common between two blocks is two. C* matrix of the residual design is, 
 
 
   20 -2 -4 -3 -4 -3 -4  
 
   -2 20 -4 -3 -4 -4 -4  
 
   -4 -4 24 -4 -4 -4 -4  
 
3C* =  -3 -3 -4 22 -4 -4 -4  
 
   -4 -4 -4 -4 24 -4 -4  
 
   -3 -3 -4 -4 -4 22 -4  
 
   -4 -4 -4 -4 -4 -4 24  
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Non zero eigenvalues with their corresponding multiplicity, 
 
 (1) 26/3 with multiplicity 1. 
(2) 22/3 with multiplicity 1. 
(3) 24/3 with multiplicity 1. 
          (4) 28/3 with multiplicity 3. 
Overall A- efficiency is given by, 
                                              
                                              e(s) = 0.920765      
 
Case 4.3.1 [d].Unavailability of two blocks where one block is repeated and 
other block is non repeated provided number of common treatments 
between two blocks are (k-1) , where, k≥3.      
 
Let two blocks are lost such that one of them is repeated block and other is non 
repeated block. Call this design as a residual design and assumes that the 
residual design D* is a connected design. Let the blocks be bi and bj, let (k-1) 
treatment is common between two lost blocks, i.e., η (bi∩bj) = (k-1). It is obvious 
that common treatment in two lost block is repeated (r-2) times. Similarly those 
treatments which are present in the two lost blocks but are not common will be 
replicated (r-1) times. The remaining treatments will be replicated r times in 
design.  
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              Let C* be the information matrix of design D*. For this design D*, the  
 
diagonal element of C* matrix are as follows, 
 
 
1) 
k
krCii
)1)(2( −−
= ,   where i denotes those treatments which are 
                                         common in both the lost blocks. 
 
     
2) ( 1)( 1)jj
r kC
k
− −
= ,  where j denotes
 
those treatments which are 
                                          Present in both the lost blocks but are distinct. 
 
 
     3) ( 1)ll
r kC
k
−
= ,          where l denotes the remaining treatments.  
   
Similarly, in the residual design, pair of treatments occurs together in following 
three ways, which we say λ1, λ2, λ3. Pattern of λi ( i = 1, 2, 3) are as follows.  
1) λ1 = (λ-2), for those treatments, which are common in two lost blocks. 
2) λ2 = (λ-1), for those treatments, which are present in two lost blocks but not  
                      common,             
3) λ3 =λ, for remaining treatments. 
The C* matrix of design D* can be written as,  
 
 
2 22 12 ( 1)( 1)
*
21 1 ( 1)( 1) ( 1)( 1)
1
( 1)( 1) ( 1)( 1) ( 1) ( 1)( 1)
( 1) ( ) ( 1)
( 1) ( 2 ) ( 2)
( )
k v k
k k k k v k
v k k v k k v k v k v k
y k I J J J
kC J v k I J J
vJ J I v J
k
λ λ λ λ
λ λ λ λ
λλ λ
− − −
− − − − − −
−
− − − − − − − − − − − −
 
 
− + − − − −
 
= − − − − − − 
 
− − − 
 
 
 
  
   Non zero eigenvalue and its corresponding multiplicity of c* matrix are, 
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     1)  
k
vλ
,         with multiplicity )1( −− kv . 
     2) 
k
kv )1( +−λ
 ,  with  multiplicity 1. 
     3)
k
kv )2( −λ
 ,  with multiplicity )2( −k . 
     4) 
k
kv )1( −−λ
,   with multiplicity 1. 
THEOREM 3.4.1.d. Balance incomplete block designs with repeated blocks and 
having parameters v, b, r, k, λ is fairly robust against the unavailability of two 
block, where one block is repeated while other block is non repeated such that 
number of common treatment between two lost blocks are (k-1) where k≥3 i.e. 
provided the efficiency is given by,  
                        
( 1)( 2 )( 1)( 1)( ) ( 1)( 1)[( 1)( 2 ) ( 2)] 2 ( )( 2 )
v v k v k v k
e s
v k v k v k v k v k v v k v k
λ λ λ
λ λ λ λ λ λ λ
− − − + − −
=
− + − − − − − + − + − −
 
 
      
 
  PROOF:   Without loss of generality if two blocks are lost from the BIBD with 
 
      repeated blocks, C* matrix of residual design is given by, 
 
 
2 22 12 ( 1)( 1)
*
21 1 ( 1)( 1) ( 1)( 1)
1
( 1)( 1) ( 1)( 1) ( 1) ( 1)( 1)
( 1) ( ) ( 1)
( 1) ( 2 ) ( 2)
( )
k v k
k k k k v k
v k k v k k v k v k v k
y k I J J J
kC J v k I J J
vJ J I v J
k
λ λ λ λ
λ λ λ λ
λλ λ
− − −
− − − − − −
−
− − − − − − − − − − − −
 
 
− + − − − −
 
= − − − − − − 
 
− − − 
 
 
  
 
Non zero eigenvalues with their corresponding multiplicity of c* matrix are,   
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 1) 
k
vλ
 ,                with multiplicity )1( −− kv . 
     2) 
k
kv )1( +−λ
,   with multiplicity 1. 
     3) 
k
kv )2( −λ
 ,   with multiplicity )2( −k . 
     4) 
k
kv )1( −−λ
,    with multiplicity 1. 
                                                                                                                                                                                                                                                                 
Further, overall A-efficiency is calculated as, 
 
            )()( 1
2
s
se φ
φ
= ,       (4.3.1.1)
 
Where 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D 
 
 and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
 
         That is,  2φ   =   
v
vk
λ
)1( −
, and             (4.3.1.2) 
         1( )sφ  =  )1()2(
)2(
)1(
)1(
−−
+
−
−
+
+−
+
−−
kv
k
kv
kk
kv
k
v
kvk
λλλλ
        (4.3.1.3) 
 
Now using (4.3.1.2) and (4.3.1.3), we get efficiency as, 
 
 
 
 
 
 
 
( 1)
( ) ( 1) ( 2)
( 1) ( 2 ) ( 1)
k v
ve s
k v k k k k k
v v k v k v k
λ
λ λ λ λ
−
=
 − − −
+ + + 
− + − − − 
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Finally, A-efficiency is given by, 
 
                 
( 1)( 2 )( 1)( 1)( ) ( 1)( 1)[( 1)( 2 ) ( 2)] 2 ( )( 2 )
v v k v k v k
e s
v k v k v k v k v k v v k v k
λ λ λ
λ λ λ λ λ λ λ
− − − + − −
=
− + − − − − − + − + − −
 
 
 
 
REMARK 1: It has been noticed that the C* matrix , non zero eigen value of C* 
matrix and their corresponding multiplicity depend upon the common number of 
treatment between two lost blocks. Further it is noticed that overall A-efficiency 
for sub cases (a), (b), (c), (d) of case 4.3.2 and 4.3.3 is same as sub cases (a), 
(b), (c), (d)  of case 4.3.1.Hence we have omitted the study of robustness crtera 
for sub cases (a), (b), (c), (d) of case 4.3.2 and 4.3.3. 
Hence it is recommend that all the four sub cases of  cases 4.3.1, 4.3.2 and  
4.3.3  are consider to be as one case and case 4.3.4 consider as other case.  
Now we discussed the method of obtaining overall A-efficiency and robust criteria 
for the loss of two blocks which are repeated provided number of common 
treatment between two blocks is k. Since number of common treatment between 
two lost blocks is k only and hence only one case exist. 
 
Case 4.3.4. Two same blocks which are repeated is lost. 
 
Let two same blocks  which are repeated is lost from a design D. Call this design 
as a residual design assume a residual design D* is a connected. Let the two lost 
blocks are bi and bj, and number of common treatment between two lost blocks 
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are k. Each treatment which is present in the two lost block will be replicated (r-2) 
times while remaining treatment will be replicated r times.  
              Let C* be the information matrix of design D*.For this design, the  
 
Diagonal element of C* matrix are as follows, 
 
1) 
k
krCii
)1)(2( −−
= ,    where i denotes those treatments which are                                  
.                                         Present in lost blocks.   
 
      2)  ( 1)ll
r kC
k
−
= ,          where l denotes the remaining treatments.  
 
 Similarly, In the residual design, pair of treatments occurs together in following   
two ways, which we say λ1, λ2.Pattern of λi ( i = 1, 2) are as follows.  
1) λ1 =(λ-2), for those treatments, which are common in two lost blocks. 
2)  λ2 =λ, for remaining treatments. 
 
The C* matrix of design D* can be written as, 
  
( )
*
1
( ) ( ) ( )( )
( 2 ) ( 2)
( )
k kk k v k
v k k v k v k v k
v k I J J
kC
vJ I v J
k
λ λ λ
λλ
−
−
− − − −
 
 
− − − −
 
=  
 
− − 
 
 
 
 
  Here,non zero eigenvalues of C* matrix with their corresponding multiplicity are, 
 
 
(1) ( 2 )v k
k
λ −
,    with multiplicity ( 1)k − . 
(2)  
k
vλ
 ,           with multiplicity ( )v k− . 
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THEOREM 4.3.4. Balance incomplete block designs with repeated blocks and 
having  parameters v, b, r, k, λ is fairly robust against the unavailability of two 
blocks(two same repeated blocks) such that number of common treatment 
between two blocks are k provided the efficiency is given by,   
 
                                    
( 1)( 2 )( ) ( 1) ( )( 2 )
v v k
e s
v k v k v k
λ
λ λ
− −
=
− + − −
 
 
PROOF: Without loss of generality if two blocks are lost then C* matrix of 
residual design can be given by, 
 
( )
*
1
( ) ( ) ( )( )
( 2 ) ( 2)
( )
k kk k v k
v k k v k v k v k
v k I J J
kC
vJ I v J
k
λ λ λ
λλ
−
−
− − − −
 
 
− − − −
 
=  
 
− − 
 
 
        
 
      Non zero eigen values with their corresponding multiplicity are, 
 
1) ( 2 )v k
k
λ −
 ,with multiplicity ( 1)k − . 
2) 
k
vλ
,            with multiplicity ( )v k− .         
                                                                                                                                                                                                          
Further, overall A-efficiency is calculated as, 
 
                                      )()( 1
2
s
se φ
φ
=  (4.3.4.1)
  
 
65 
 
Where 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D 
 
 and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
 
 That is,         2φ   =   
v
vk
λ
)1( −
, and (4.3.4.2) 
                
 1( )sφ =   
( ) ( 1)
( 2 )
k v k k k
v v kλ λ
 − −
+ 
− 
 
(4.3.4.3) 
Now using (4.3.4.2) and (4.3.4.3), we get efficiency, 
Overall, A-efficiency is calculated as, 
                        
( 1)
( ) ( ) ( 1)
( 2 )
k v
ve s
k v k k k
v v k
λ
λ λ
−
=
 − −
+ 
− 
  
 
                          
( 1)( 2 )( ) ( 1) ( )( 2 )
v v k
e s
v k v k v k
λ
λ λ
− −
=
− + − −
 
EXAMPLE Let D represent the BIB design having repeated blocks with 
parameter v=7, b=28, r=12, k=3, λ=4 .Design D is given by, 
            
1  1  1  1  1  1  1  1  1  1  1  1  2  2  2  2  2  2   2  3  3  3  3  4  4   4  4   5 
2  2  2  2  3  3  3  3  4  4  5  5  3  3  3  3  4  4   5  6  4  4  5  6  5   5  6   6 
3  4  6  6  4  5  6  7  5  7  6  7  4  5  5  7  5  6   7  7  6  7  6  7  6   7  7   7 
 
 Blocks containing treatment (1 2 6) lost twice from the design, C*matrix of 
residual design is,        
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                     20 -2 -4 -4 -4 -2 -4 
 
  -2 20 -4 -4 -4 -2 -4 
 
  -4 -4 24 -4 -4 -4 -4 
 
3C*  =  -4 -4 -4 24 -4 -4 -4 
 
  -4 -4 -4 -4 24 -4 -4 
 
  -2 -2 -4 -4 -4 20 -4 
 
  -4 -4 -4 -4 -4 -4 24                        
 
 
Here non zero eigenvalues with their corresponding multiplicity of C* matrix 
are, 
(1) 22/3 with multiplicity 2. 
(2) 28/3 with multiplicity 4. 
Overall A efficiency can be given by, 
 
e(s)=0.91666 
 
 
CONCLUSION:1) we have consider a BIB design with repeated blocks d .we 
conclude that  (a) If two blocks are lost from  a BIBD with repeated blocks, the 
efficiency factor depends upon the common number of treatment between  two 
lost blocks and the type of the blocks lost. (b)The number of common treatment 
is less than k then the efficiency of the residual design is more. In other sense if 
number of common treatment between two lost blocks is k then efficiency factor 
of this residual design is less than that of efficiency factor of residual design 
where number of common treatment in two lost blocks is less than or equal to  
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(k-1).   
(2) Further It is also found that the BIB designs with repeated blocks against the 
unavailability of two blocks and BIB design without repeated blocks can be 
distinguish on the basis of the robust criteria against the unavailability of two 
blocks in terms of efficiency of residual design. This is not true for the 
unavailability of one block. This seems to be a alternate result as Raghavarao 
.et.al. (1986) distinguished usual BIB design with BIB design with repeated 
blocks on the basis of block effect.  
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TABLE - 4 
 
Efficiency table when two block is lost from a balance 
Incomplete block design with repeated blocks: 
 
 
No. v b r k λ 
No 
treatment 
Common 
* 
One 
Treatment 
Common 
* 
Two or 
more than 
two 
Treatment 
Common 
* 
Repeated 
Block 
Deleted 
Twice 
** 
vr 
1 6 20 10 3 4 0.897435 0.893608 0.889008 0.8823529 60 
2 7 63 27 3 9 0.967741 0.9673774 0.966830 0.965101 189 
3 7 56 24 3 8 0.963636 0.9631702 0.96247 0.961538 168 
4 7 49 21 3 7 0.95833 0.957716 0.9567887 0.95555 147 
5 7 42 18 3 6 0.9512195 0.9503638 0.9490772 0.947368 126 
6 7 35 15 3 5 0.941176 0.9399116 0.9380078 0.9354838 105 
7 7 28 12 3 4 0.92595 0.92386 0.920765 0.91666 84 
8 7 21 9 3 3 0.90000 0.896079 0.890134 0.8823529 63 
9 8 28 14 4 6 0.927711 0.926460 0.923124 0.921053 112 
10 9 24 8 3 2 0.90900 0.904625 0.8977 0.8888 72 
11 10 36 18 5 8 0.944056 0.943454 0.941198 0.940299 180 
12 11 33 15 5 6 0.938462 0.937639 0.934559 0.933333 165 
13 12 44 22 6 10 0.954338 0.954002 0.952392 0.951923 264 
14 13 26 8 4 2 0.916667 0.913541 0.905154 0.900000 104 
15 15 70 14 3 2 0.9692307 0.9684087 0.967166 0.96551 210 
16 15 45 21 7 9 0.955224 0.954921 0.953158 0.952756 315 
17 16 60 30 8 14 0.966587 0.966451 0.965521 0.965347 480 
18 16 40 10 4 2 0.945946 0.944365 0.940126 0.937500 160 
19 18 19 20 21 22 0.883576 0.883299 0.877816 0.877515 360 
20 20 76 38 10 18 0.973646 0.973578 0.972974 0.972892 760 
21 21 140 20 3 2 0.984848 0.984573 0.984158 0.983606 420 
22 21 42 10 5 2 0.948718 0.947511 0.942977 0.941176 210 
23 24 92 46 12 22 0.978239 0.978201 0.977779 0.977733 1104 
24 25 60 12 5 2 0.964286 0.963601 0.961026 0.960000 300 
25 28 108 54 14 26 0.981468 0.981444 0.981132 0.981105 1512 
26 31 62 12 6 2 0.965517 0.964965 0.962310 0.961538 372 
27 32 124 62 16 30 0.983862 0.983846 0.983607 0.983589 1984 
28 49 112 16 7 2 0.981132 0.980944 0.979843 0.979592 784 
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29 56 112 16 8 2 0.980796 0.980624 0.979449 0.979228 896 
30 64 144 18 8 2 0.985401 0.985289 0.984519 0.984375 1152 
31 72 114 18 9 2 0.985199 0.985096 0.984287 0.984158 1296 
32 81 180 20 9 2 0.988372 0.988301 0.987743 0.987654 1620 
33 90 180 20 10 2 0.988243 0.988178 0.987597 0.987517 1800 
*Denotes the overall A-efficiency for case 4.3.1, 4.3.2, 4.3.3 while  
**Denotes the overall A-efficiency for case 4.3.4.                              
 
Remark 
(1) From table-4 ,we try to show that in BIBD with repeated block having plot size 
k≥3 after deletion of two blocks as number of common treatment in two deleted 
blocks increases the efficiency factor of residual design is decrease ,i.e. 
 e(0)> e (1)> …>e (K-1) where 0, 1, 2,…, (K-1) denotes number of common 
treatment between two lost blocks 
(2) Table shows that design is fairly robust against loss of two blocks. 
 
(3) from the table we have also observe that as vr increasing efficiency also 
increases. 
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CHAPTER – 5 
 
ROBUSTNESS OF COMPLETE DIALLEL CROSS PLANS 
AGAINST INTERCHANGE OF TWO CROSSES BETWEEN ANY 
TWO BLOCKS. 
 
 5.1 INTRODUCTION 
 Diallel cross is an experiment in which two treatments are crossed with each 
other to have a new treatment which will be consider to be a promising variety of 
crop. If you are interested to find a new variety of best crop, we will go for 
experimentation by crossing the two new cross of different types and then testing 
the experiment which cross yields best and promising variety of crop. 
 Diallel cross designs, a type of mating design are extensively used to 
investigate the genetic properties and potentials of inbred lines in plant breeding. 
The case of diallel crosses where all possible crosses among the lines are 
considered for experiments is called the complete diallel crosses plan. The 
concept of diallel cross was introduced by Schmidt (1919). It was further adopted 
in other situation by Comstock and Robinson (1952). Curnow (1943) discussed 
the construction of diallel crossed experiment using RBD. Since RBD yields a 
large number of crosses so later on various other authors develop the 
construction of diallel crossed experiment using BIBD, PBIBD and so on. 
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After getting the cross one has to test and verify the best or promising variety of 
crop. 
 diallel crosses plan further classified into two types of plan which are, 
1) Complete diallel cross plan. (CDC), and 
2) Partial diallel cross plan. (PDC) 
The diallel cross consist of all possible crosses among a group of inbred lines of 
parents. To identify higher yielding combination and to compare combining ability 
of the parents and to compute appropriate standard error of difference between 
effects ,diallel crosses are useful method .The modern use of this method started 
with the concept of general and specific combining ability by Sprague & Tatum 
(1942). 
Griffing (1956 a) discussed the use of diallel cross system in problems 
concerning quantitative inheritance. Griffing (1956ab) showed a relationship 
between a diallel crossing system and a Fisher’s method (1918) of covariance’s 
between relatives ,and proved that an additive and non additive components of 
parents genotype variance can be estimated by the use of general and specific 
combining ability component of variance.   
    Aggrawal and Das (1990), Curnow (1963), Das and Sivram (1968), 
Divecha and Ghosh (1994) Fyfe and Gilbert (1963), Ghosh and Divecha 
(1997),Gilbert (1963) ,Kempthorne and Curnow (1961) have discussed several 
methods of construction of CDC plans.  
 Batra and Prasad (1997) discussed the robustness of block designs 
against the interchange of treatments and found them robust. 
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 Mukerjee and Kageyama(1990) showed that Group Divisible Designs are 
also robust against the unavailability of one block. 
 Ghosh and Gosai (1998) found that Singular Group Divisible Designs are 
also fairly robust against the unavailability of one replication. 
 Ghosh and Desai (1998,1999) obtained the robustness of Complete 
Diallel Crosses Plan against the unavailability of one block and also for those 
plans, which have unequal number of crosses in a block. 
 Further, Ghosh and Biswas (2000) also pointed out the robustness for 
complete Diallel Crosses Plan, which are binary balanced against the loss of one 
block. 
 Diallel cross which consists of all possible crosses among a collection of 
genetic entities and inbred lines was introduced by Schmidt (1919). Diallel cross 
or complete intercrossing, as a mean of comparing the breeding values of 
parents, is now a common plan of investigation in plant as well as in animal 
breeding programs.  
However, its modern use started with the development of the concept of 
general and specific combining ability by Sprague and Tatum (1942). 
Hayman (1954 a) has developed analysis of variance of diallel table, 
which detects both additive genetic variation and dominance deviations. The 
mean squares are formulated in terms of a biometrical genetical model. It was 
further adopted in other situation by Comstock & Robinson (1952). Curnow 
(1943) discussed the construction of diallel crossed experiment using RBD. 
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Since RBD yields a large no. of crosses so later on various other authors develop 
the construction of diallel crossed experiment using BIBD, PBIBD and so on. 
Griffing (1956 a) discussed the use of diallel cross system in problems 
concerning quantitative inheritance. Griffing (1956ab) showed a relationship 
between a diallel crossing system and a Fisher’s method (1918) of covariances 
between relatives, and proved that additive and non additive components of 
parent’s genotype variance can be estimated by the use of general and specific 
combining ability component of variance.   
 Das and Kageyama (1992) showed that BIB designs and extended BIB 
designs are fairly robust against the unavailability of s (s ≤ k) observations in any 
block. While any Youden design and Latin Square design are found to be fairly 
robust against the loss of any one column. 
 In present investigation, in section 5.2, we studied the robustness of 
complete diallel cross plan against the interchange of any two crosses between 
any two blocks. It has been noticed that complete diallel cross plan are fairly 
robust against the interchange of two crosses between two blocks. Since number 
of common lines between any two cross which are changed are different and 
hence number of common lines between any two crosses is at most four 
depending upon the crosses therefore six cases arises. From this six cases we 
found C* matrix ,its corresponding multiplicity and eigen value of C* for two cases 
only. All other cases can be obtained as usual way. It has been seen that design 
is robust against interchange of any two crosses between any two blocks. Here, 
the efficiencies of 81 CDC plan were worked out. In fact, all design satisfies 
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 e ≥ 0.90. Thus it seems that design is fairly robust against interchange of two 
crosses between two blocks..     
 
   Most of the robustness criteria against the unavailability of 
data are: (i) to get the connectedness of the residual design; (ii) to have the 
variance balance of the residual design; (iii) to consider the A–efficiency of 
residual design for the robustness study. 
 So far, robustness of incomplete block designs and complete block 
designs are carried out against loss of s (s ≤ k) observations in one block. In the 
present investigation, consider a connected CDC plan  D. Let D* be the residual 
design obtained when one cross is lost and two crosses are interchange between 
two blocks  . Assume D* to be connected. In this case, the criterion of robustness 
against the interchange of two crosses between two blocks is the overall A-
efficiency, of the residual design   D *, given by,  
  
( )
*CofseigenvaluezerononofsreciprocalofSum
CofseigenvaluezerononofsreciprocalofSum
se
−
−
=
2
1( )s
φ
φ=   
 
 
 
 
5.2. C – Matrix of Complete diallel crosses: 
 
 
We know that for any block design C matrix can be define as,  
 
v
NNC rI
k
′
= −
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Since for diallel cross design C matrix can be given by, 
 
'
'
'
'
( 1)
d di
iidi
di
di
di di
ii
NNC G
k
gW
where G
W
W W r k
g λ
= −
 
=  
 
= = −
=  
The NN’ matrix of the diallel cross plan can be defiend as, 
 
2
1 1 2 1
2
2 1 2 2
2
1 2
2 2
2
'
,
( 1)
( 1)
( 1)
2
j j j j pj
j j j j pj
pj j pj j pj
ij
ij mj
n n n n n
NN n n n n n
n n n n n
thus it is obvious that for this CDC plan
n r k
n n k
k kk
λ
 
 
=  
 
 
= −
= −
−
=
∑ ∑ ∑
∑ ∑ ∑
∑ ∑ ∑
∑
∑
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Now C matrix is given as, 
   
 
2 2 2
2 2 2
2[ ( 1) ( 1) ( 1) ][ ( 1) ] ( 1)
2[ ( 1) ( 1) ] 2 ( 1) ][ ( 1) ] ( 1) ( 1)
p pp p
p pp p
p pp
p
r k I k E k I
r k I E I
k k
r k k I k E
r k I
k k k k
λ λλ λ
λ λλ λ
− + − − −
= − + − −
−
 − − − −
= − − − + − 
− − 
 
 
2{ ( 1) ( 1)} 2 ( 1){ ( 1) }
( 1) 2 ( 1) 2 ( 1)}
p pp
p
r k k k
r k I E
k k
rk k k r k k I
k
λ λλ λ
λ λ
− − − −   
= − − − + −      
− − − − + − 
=   
 
 
( 1)( 2) 2 2 ( 2 2)
( 1)( 2) ( 2) (2 )
p pp
p pp
r k k k k k kI E
k k
r k k k kI E
k k
λ λ λ λ
λ λ
− − − + − − +   
= +      
− − + − −   
= +      
 
 
 
2
2
2
( 1) ( 1) ( 1)
( 1) ( 1) ( 1)( 1) ( 1) ( 1) ( 1)( 1) ( 1)
( 1) 2
r k k k
k r k k
r k k k r k
c r k k k
r k
λ λ
λ λ
λ λ λ λ
λ λ
λ λ
 − − −
 
− − − 
−   
− − −   
= − − 
−
 − 
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( 2){ ( 1) } ( 2)
( 2) ( 1) ( 2) ( 2)
( 2) ( 2) ( 1)[ ]
p pp
p p pp
p pp p
k r k kI E
k k
k r k k kI I E
k k k
k k vI E I
k k
λ λ
λ λ
λ λ
− − + −   
= −      
− − − −     
= + −          
− − −   
= − +        
 
( 2) ( 2)[ ]
( 2)
( 2)
p p p pp
pp
p
pp
p
k kI vI I E
k k
Ev k I
k v
Ev k I
k v
λ λ
λ
λ
− −   
= − − −      
 − 
= −     
 − 
= −     
 
 
 
( 2)
,
v kSo
k
λθ − =   
 
 
The non zero eigenvalues of CD* matrix and its corresponding multiplicity of 
complete diallel cross design can be given by, ( 2)v k
k
λθ − =   
with multiplicity 
 (v-1), respectively. 
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5.3. Robustness of complete dialle cross plan against interchange of two 
crosses between two blocks:                                 
To have CDC plan we consider a balance incomplete block design with 
parameter v=p, b, r, k, λ. Now consider treatment of the BIB design as lines and 
cross them between the lines in each block. This result in CDC plan that involves 
p line with p(p-1)/2 crosses, each cross repeated λ  times. 
Without loss of generality one cross is interchanged with another cross from cdc 
plan in two blocks , call this design as a residual design and assume that the 
residual design D* is connected. Situation can be treated by separating into six 
cases. We observe that all six cases are depending upon common number of 
treatment between two interchanged crosses and affected blocks from where 
cross is interchange. However we have discussed case 5.3.1 and case 5.3.4 
while all other cases can be obtain out in the similar line of case 5.3.1 and 5.3.4. 
 
Case 5.3.1 between two affected crosses no line is common and after 
interchange of crosses both the affected crosses are repeated in respective 
blocks.(as no cross is repeated in any block before interchange). 
 
Case 5.3.2 between two affected crosses no line is common and after 
interchange of crosses ,one cross is being repeated in one block and other 
cross does not get repeated in another block. 
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 Case 5.3.3 between two affected crosses no line is common and after 
interchange of crosses no cross is being repeated in either of two block.  
 
Case 5.3.4 between two affected crosses one line is common and after 
interchange of crosses both the affected crosses are repeated in respective 
blocks.(as no cross is repeated in any block before interchange). 
 
Case 5.3.5 between two affected crosses one line is common and after 
interchange of crosses one cross is being repeated in one block and other 
cross does not get repeated in another block.  
 
Case 5.3.6 between two affected crosses one line is common and after 
interchange of crosses no cross is being repeated in either of two blocks. 
   
We have discussed here only cases 5.3.1 and 5.3.4 while all other cases can be 
carried out on the similar line of cases 5.3.1 and 5.3.4  . 
 
Case 5.3.1 between two affected crosses no line is common and after 
interchange of crosses both the affected crosses are repeated in respective 
blocks.(as no cross is repeated in any block before interchange).  
 
Without loss of generality one cross is interchange with any of the cross between 
two blocks of CDC plan. Let the blocks be bi and bj  since between two affected 
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crosses no line is common and after interchange of crosses both the affected 
crosses are repeated in respective blocks.(as no cross is repeated in any block 
before interchange).Call this design as a residual design and assume that the 
residual design D* is connected. Let C* matrix   of the residual design is given as, 
*****
'1 NKNRC −−=  , 
[ ( 1)( 1)( 2)] [ ( 1)( 2)] [ ( 1)( 2)] [ ( 1)( 2)] [ ( 1)( 2)]
[ ( 1)( 2)] [ ( 1)( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
( 2) [ ( 1)( 2)] [ ( 1)( 2
v k k k k k k k k k k
k k v k k k k k k k k k k
k k C k k k k
λ λ λ λ λ
λ λ λ λ λ
λ λ
− − − − − − − − − − − − − − −
− − − − − − − − − − − − − − − − − − − + −
− = − − − − − − ) 4] [ ( 1)( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
[ ( 1)( 2)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)] [ ( 1)( 1)( 2)] [ ( 1)( 2)]
[ ( 1)( 2)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2)
v k k k k k k k k
k k k k k k k k v k k k k
k k k k k k k
λ λ λ
λ λ λ λ λ
λ λ λ
− − − − − − − + − − − − − −
− − − − − − − − − − + − − − − − − −
− − − − − − + − − − − 2( 1)] [ ( 1)( 2)] [ ( 1)( 1)( 2)]k k k v k kλ λ
 
 
 
 
 
 
 
− − − − − − − − 
 
The non- zero eigenvalues of C*matrix are, 
(1) (λab+w)+(8-4(4+2a2)1/2)  with multiplicity 1. 
(2) (λab+w)-(8+4(4+2a2)1/2) with multiplicity 1. 
(3) λab+w                             with multiplicity (v-3). 
For simplification, 
a=k-1   
b=k-2 
w=λ(v-1)(k-1)(k-2)= λ(v-1)ab 
α=λv(k-1)(k-2) = λvab 
 
THEOREM 5.3.1 Complete diallel cross plan obtained from a Balance 
incomplete block designs with   parameters v=p, b, r, k, λ  ,is   fairly robust 
against the interchange of one cross with another cross between two blocks of a 
cdc plan between two blocks. Let the blocks be bi and bj  since between two 
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affected crosses no line is common and after interchange of crosses both the 
affected crosses are repeated in respective blocks.(as no cross is repeated in 
any block before interchange).Provided the overall efficiency of the residual 
design is given by, 
                               
( 1)( )( )( ) ( ) ( ) ( 3)( )( )
v D E
e s
E D v D E
α α
α α α α α α
− + −
=
− + + + − + −
                                 
 
Where, 
w=λ(v-1)(k-1)(k-2)= λ(v-1)ab 
 α=λv(k-1)(k-2) 
E=[8+4(4+2a2)1/2] 
D=[8-4(4+2a2)1/2] 
PROOF:   Without loss of generality if one cross is interchange with another 
cross between two blocks of CDC plan, C* matrix of residual design is be given 
by, 
                                       
[ ( 1)( 1)( 2)] [ ( 1)( 2)] [ ( 1)( 2)] [ ( 1)( 2)] [ ( 1)( 2)]
[ ( 1)( 2)] [ ( 1)( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
( 2) * [ ( 1)( 2)] [ ( 1)(
v k k k k k k k k k k
k k v k k k k k k k k k k
k k C k k k k
λ λ λ λ λ
λ λ λ λ λ
λ λ
− − − − − − − − − − − − − − −
− − − − − − − − − − − − − − − − − − − + −
− = − − − − − − 2) 4] [ ( 1)( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
[ ( 1)( 2)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)] [ ( 1)( 1)( 2)] [ ( 1)( 2)]
[ ( 1)( 2)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2
v k k k k k k k k
k k k k k k k k v k k k k
k k k k k k k
λ λ λ
λ λ λ λ λ
λ λ λ
− − − − − − − + − − − − − −
− − − − − − − − − − + − − − − − − −
− − − − − − + − − − − ) 2( 1)] [ ( 1)( 2)] [ ( 1)( 1)( 2)]k k k v k kλ λ
 
 
 
 
 
 
 
− − − − − − − − 
 
  
The non-zero eigenvalue of C* with their corresponding multiplicity is given by, 
(1) (λab+w)+[8-4(4+2a2)1/2] with multiplicity 1. 
(2) (λab+w)-[8+4(4+2a2)1/2] with multiplicity 1. 
(3) λab+w                            with multiplicity (v-3).         
Further, overall A-efficiency can be calculated from , 
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2
1
( ) ( )e s s
φ
φ=           (5.3.1.1) 
 
Where , 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D. 
 
 and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
 
That is,     2φ  =   
( 1)v
α
−
, and                 (5.3.1.2) 
 
  
 
               1( )sφ =
( ) ( ) ( )( )( 3)
( )( )
E D E D v
E D
α α α α α α
α α α
− + + + − + −
− +
      (5.3.1.3)   
                      
 Now using (5.3.1.2) and (5.3.1.3) we get efficiency as, 
 
                    
( 1)
( ) ( ) ( ) ( )( )( 3)
( )( )
v
e s
E D E D v
E D
α
α α α α α α
α α α
 
−
 
 =
  − + + + − + −
  
− +  
                                                      
 A-efficiency can further be simplified as, 
 
 
                          
( 1)( )( )( ) ( ) ( ) ( 3)( )( )
v D E
e s
E D v D E
α α
α α α α α α
− + −
=
− + + + − + −
   
 
   
EXAMPLE Consider a CDC plan obtained from a BIBD having parameter v= 
b=7, r=k=6, λ=5.CDC plan is given by, 
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1x2 1x3 1x4 1x5 1x6 2x3 2x4 2x5 2x6 3x4 3x5 3x6 4x5 4x6 5x6 
1x2 1x3 1x4 1x5 1x7 2x3 2x4 2x5 2x7 3x4 3x5 3x7 4x5 4x6 5x7 
1x2 1x3 1x4 1x6 1x7 2x3 2x4 2x6 2x7 3x4 3x5 3x7 4x6 4x7 6x7 
1x2 1x3 1x5 1x6 1x7 2x3 2x5 2x6 2x7 3x5 3x6 3x7 5x6 5x7 6x7 
1x2 1x3 1x5 1x6 1x7 2x3 2x5 2x6 2x7 4x5 4x6 4x7 5x6 5x7 6x7 
1x3 1x4 1x5 1x6 1x7 3x4 3x5 3x6 3x7 4x5 4x6 4x7 5x6 5x7 6x7 
2x3 2x4 2x5 2x6 2x7 3x4 3x5 3x6 3x7 4x5 4x6 4x7 5x6 5x7 6x7  
 
Let interchange the two crosses (1×2) and (3x5)  from block 1 and block 4 where 
no lines are common once it is interchange that is block 1 contains cross (3x5)    
and block 4 contains (1×2).Here it is obvious  that block 1 has  repeated cross 
 (3x5) and block 4 has repeated cross (1×2). The C* matrix of the residual design 
is given by, 
                  
                     298 -52 -48 -50 -48 -45 -55     
                   -52 298 -48 -50 -48 -45 -55  
                   -48 -48 298 -50 -52 -55 -45 
 15C*=        -50 -50 -50 300 -50 -50 -50 
                   -48 -48 -52 -50 298 -55 -45 
                   -45 -45 -55 -50 -55 300 -50 
                   -55 -55 -45 -50 -45 -50 300 
 
 
 
Non zero eigenvalues with their corresponding multiplicity are, 
 
 
(1) 360.6969 with multiplicity 1. 
2) 331.3031 with multiplicity 1. 
3) 350.0       with multiplicity (v-3). 
overall ,A- efficiency can be given by, 
                                             e(s) = 0.9955661 
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Case 5.3.4 between two affected crosses one line is common and after 
interchange of crosses both the affected crosses are repeated in respective 
blocks.(as no cross is repeated in any block before interchange). 
 
Without loss of generality one cross is interchange with another cross between 
two blocks. Let the blocks be bi and bj  since between two affected crosses one 
line is common and after interchange of crosses both the affected crosses are 
repeated in respective blocks.(as no cross is repeated in any block before 
interchange).Call this design as a residual design and assume that the residual 
design D* is connected. Let C* matrix   of the residual design is given as,
 
*****
'1 NKNRC −−= , 
[ ( 1)( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2)] [ ( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
[ ( 1)( 2) 4] [ ( 1)( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2)] [
( 1) *
v k k k k k k k k k k k k k k k k
k k v k k k k k k
k k C
λ λ λ λ λ λ λ
λ λ λ λ
− − − − − − − + − − − − − − − − − − − − − − − − − − + −
− − − + − − − − − − − − − − − −
− =
( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
[ ( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 1)( 2) 4] [ ( 1)( 2)] [ ( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
[ ( 1)( 2)] [ (
k k k k k k k k
k k k k v k k k k k k k k k k k k
k k k
λ λ λ
λ λ λ λ λ λ λ
λ λ
− − − − − − − − − − − + −
− − − − − − − − − − − − − − − − − − − − − − + − − − − − −
− − − − −1)( 2)] [ ( 1)( 2)] [ ( 1)( 1)( 2)] [ ( 1)( 2)] [ ( 1)( 2)] [ ( 1)( 2)]
[ ( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2)] [ ( 1)( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2
k k k v k k k k k k k k
k k k k k k k k v k k k k k k k
λ λ λ λ λ
λ λ λ λ λ λ λ
− − − − − − − − − − − − − − − −
− − − − − − − − − − − − − − − − − − − − − − + − − − − − ( 1)]
[ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2)] [ ( 1)( 2) 2( 1)] [ ( 1)( 1)( 2)] [ ( 1)( 2)]
[ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
k
k k k k k k k k k k k k k k v k k k k
k k k k k k k k k
λ λ λ λ λ λ λ
λ λ λ
−
− − − − − − − − − − − − − + − − − − − − − + − − − − − − −
− − − + − − − − + − − − − − − −[ ( 1)( 2)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2)] [ ( 1)( 1)( 2)]k k k k k k k v k kλ λ λ λ
 
 
 
 
 
 
 
 
 
 
− − − − − − − − − − − − − − 
 
The non- zero eigenvalues of C*matrix are, 
(1) (λab+w)+(4-4(1+a2)1/2) with multiplicity 1. 
(2) (λab+w)-(4+4(1+a2)1/2)with multiplicity 1. 
(3) λab+w                        with multiplicity (v-3). 
For simplification, 
a=k-1   
b=k-2 
85 
 
f=(k-3) 
w=λ(v-1)(k-1)(k-2)= λ(v-1)ab 
α=λv(k-1)(k-2) = λvab 
 
THEOREM 5.3.4 Complete dialle cross plan obtained from Balance incomplete 
block designs with   parameters v=p, b, r, k,λ is   fairly robust against the 
interchange of one cross with another cross from cdc plan between two lines. Let 
the blocks be bi and bj  since between two affected crosses one line is common 
and after interchange of crosses both the affected crosses are repeated in 
respective blocks.(as no cross is repeated in any block before interchange). 
Provided the overall efficiency of the residual design is be given by,            
       
                     
( 1)( )( )( ) ( ) ( ) ( 3)( )( )
v y z
e s
z y v y z
α α
α α α α α α
− + −
=
− + + + − + −
 
Where, 
  α=λv(k-1)(k-2) 
  y=4(1-(k2-2k+2)1/2) 
  z=4(1+(k2-2k+2)1/2) 
PROOF:   Without loss of generality if one cross is interchange with another 
cross between two blocks, C* matrix of residual design is given by, 
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[ ( 1)( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2)] [ ( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
[ ( 1)( 2) 4] [ ( 1)( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2)] [
( 2) *
v k k k k k k k k k k k k k k k k
k k v k k k k k k
k k C
λ λ λ λ λ λ λ
λ λ λ λ
− − − − − − − + − − − − − − − − − − − − − − − − − − + −
− − − + − − − − − − − − − − − −
− =
( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
[ ( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 1)( 2) 4] [ ( 1)( 2)] [ ( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
[ ( 1)( 2)] [ (
k k k k k k k k
k k k k v k k k k k k k k k k k k
k k k
λ λ λ
λ λ λ λ λ λ λ
λ λ
− − − − − − − − − − − + −
− − − − − − − − − − − − − − − − − − − − − − + − − − − − −
− − − − −1)( 2)] [ ( 1)( 2)] [ ( 1)( 1)( 2)] [ ( 1)( 2)] [ ( 1)( 2)] [ ( 1)( 2)]
[ ( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2) 4] [ ( 1)( 2)] [ ( 1)( 1)( 2) 4] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2
k k k v k k k k k k k k
k k k k k k k k v k k k k k k k
λ λ λ λ λ
λ λ λ λ λ λ λ
− − − − − − − − − − − − − − − −
− − − − − − − − − − − − − − − − − − − − − − + − − − − − ( 1)]
[ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2)] [ ( 1)( 2) 2( 1)] [ ( 1)( 1)( 2)] [ ( 1)( 2)]
[ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2) 2( 1)]
k
k k k k k k k k k k k k k k v k k k k
k k k k k k k k k
λ λ λ λ λ λ λ
λ λ λ
−
− − − − − − − − − − − − − + − − − − − − − + − − − − − − −
− − − + − − − − + − − − − − − −[ ( 1)( 2)] [ ( 1)( 2) 2( 1)] [ ( 1)( 2)] [ ( 1)( 1)( 2)]k k k k k k k v k kλ λ λ λ
 
 
 
 
 
 
 
 
 
 
− − − − − − − − − − − − − − 
 
 The non-zero eigenvalue of C* with their corresponding multiplicity is given by, 
(1) (λab+w)+(4-4(1+a2)1/2)  with multiplicity 1. 
(2) (λab+w)-(4+4(1+a2)1/2) with multiplicity 1. 
(3) λab+w                         with multiplicity (v-3). 
 
Finally, overall A-efficiency can be calculated from, 
 
                                  
2
1
( ) ( )e s s
φ
φ=                   (5.3.4.1) 
        
 
Where, 2φ  = sum of reciprocals of non-zero eigenvalues of C matrix of design D. 
 
 and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
 
         That is,   2φ    = 
( 1)v
α
−
, and                               (5.3.4.2) 
 
                    1( )sφ =
( ) ( ) ( )( )( 3)
( )( )
z y z y v
z y
α α α α α α
α α α
− + + + − + −
− +
          (5.3.4.3) 
                        
 Now using (5.3.4.2) and (5.3.4.3), we get efficiency as, 
                    
( 1)
( ) ( ) ( )( )( 3)
( )( )
v
z y z y v
z y
α
α α α α α α
α α α
 
−
 
 =
  − + + + − + −
  
− +  
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A-efficiency is further simplified as, 
 
                          
( 1)( )( )( ) ( ) ( ) ( 3)( )( )
v y z
e s
z y v y z
α α
α α α α α α
− + −
=
− + + + − + −
   
 
 
 
EXAMPLE Consider a CDC plan having parameter v= b=5, r=k=4, λ=3.CDC plan 
can be given by, 
 
1×2 1×3 1×4 2×3 2×4 3×4 
1×2 1×3 1×5 2×3 2×5 3×5 
1×2 1×4 1×5 2×4 2×5 4×5 
1×3 1×4 1×5 3×4 3×5 4×5 
2×3 2×4 2×5 3×4 3×5 4×5 
                            
Let interchange the two crosses (1×2) and (1x3)  from block 1 and block 2 where 
one line is common, once it is interchange that is block 1 contains cross (1x3)     
and block 2 contains (1×2).Here it is obvious  that block 1 has  repeated cross 
(1x3) and block 2 has repeated cross (1×2). The C* matrix of the residual design 
is given by, 
 
                    36 -9 -9 -9 -9     
         -9 34 -7 -6 -12    
6C* =          -9 -7 34 -12 -6    
         -9 -6      -12       36 -9    
                   -9 -12 -6 -9 36    
                  
 
 
Non zero eigenvalues with their corresponding multiplicity, 
 
4) 36.6754 With multiplicity 1. 
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5) 49.3246 With multiplicity 1. 
6) 45           with multiplicity (v-3). 
Overall A efficiency is given by, 
 
                              e(s) = 0.9662838. 
 
 
                                                 
 
 
 
 
                                                 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                               
 
TABLE-5 
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Efficiency table when two crosses are Interchange in two blocks 
in CDC plan: 
 
 
No. v b r k λ 
e(s) 
for 
case 5.2.1 
e(s) 
for 
case 5.2.4 
1 11 11 5 5 2 0.956374 0.971218 
2 13 26 8 4 2 0.963309 0.975919 
3 36 36 15 15 6 0.998826 0.999422 
4 21 21 5 5 1 0.974895 0.984605 
5 25 50 8 4 1 0.979767 0.987253 
6 92 92 14 14 2 0.999464 0.999737 
7 11 55 15 3 3 0.928141 0.964392 
8 7 35 15 3 5 0.982734 0.945813 
9 15 35 14 6 2 0.946218 0.986617 
10 15 21 7 5 2 0.936644 0.985296 
11 79 79 13 13 2 0.999262 0.999639 
12 53 53 13 13 3 0.9989 0.999461 
13 40 40 13 13 4 0.998544 0.999287 
14 16 80 15 3 2 0.971642 0.975074 
15 16 16 6 6 2 0.953977 0.988339 
16 46 69 15 10 3 0.998466 0.999255 
17 25 30 6 5 1 0.948684 0.98944 
18 67 67 12 12 2 0.998955 0.99949 
19 45 45 12 12 3 0.998445 0.999241 
20 31 31 6 6 1 0.975357 0.99393 
21 22 44 14 7 4 0.990953 0.997261 
22 31 155 15 3 1 0.956026 0.986881 
23 56 56 11 11 2 0.997636 0.999257 
24 55 66 12 10 2 0.997499 0.999217 
25 29 58 14 7 3 0.993113 0.99792 
26 91 91 10 10 1 0.998156 0.99943 
27 46 46 10 10 2 0.996361 0.998873 
28 91 195 15 7 1 0.997952 0.999381 
29 45 55 11 9 2 0.996094 0.998798 
30 43 86 14 7 2 0.995339 0.998596 
31 21 63 15 5 3 0.983084 0.99531 
32 16 48 15 5 4 0.977985 0.993858 
33 13 39 15 5 5 0.973124 0.992456 
34 71 71 15 15 3 0.999404 0.999707 
35 43 43 15 15 5 0.999017 0.999516 
36 85 170 14 4 1 0.996349 0.996027 
37 81 90 10 9 1 0.997583 0.997263 
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38 79 190 15 6 1 0.997025 0.997128 
39 26 65 15 6 3 0.990642 0.997248 
40 73 73 9 9 1 0.996985 0.999088 
41 37 37 9 9 2 0.99408 0.998204 
42 25 25 9 9 3 0.991277 0.997345 
43 36 45 10 8 2 0.993505 0.998049 
44 66 143 13 6 1 0.995614 0.998739 
45 64 72 9 8 1 0.995862 0.998775 
46 61 122 12 6 1 0.994791 0.998518 
47 31 62 12 6 2 0.989831 0.99709 
48 21 42 12 6 3 0.985104 0.995713 
49 16 32 12 6 4 0.980593 0.994384 
50 61 183 15 5 1 0.994071 0.998378 
51 31 93 15 5 2 0.988439 0.996815 
52 57 57 8 8 1 0.99468 0.998445 
53 29 29 8 8 2 0.989629 0.996951 
54 15 42 14 5 4 0.97458 0.992964 
55 28 36 9 7 2 0.988221 0.996598 
56 51 85 10 6 1 0.992258 0.997855 
57 49 56 8 7 1 0.992186 0.997796 
58 46 69 9 6 1 0.990234 0.997344 
59 16 24 9 6 3 0.972723 0.992419 
60 45 99 11 5 1 0.988182 0.996952 
61 43 43 7 7 1 0.989523 0.99711 
62 22 22 7 7 2 0.979844 0.994375 
63 22 77 14 4 2 0.966436 0.992227 
64 41 82 10 5 1 0.985304 0.996298 
65 40 130 13 4 1 0.978839 0.995341 
66 37 111 12 4 1 0.974146 0.994506 
67 19 57 12 4 2 0.951637 0.989385 
68 13 39 12 4 3 0.93186 0.984601 
69 36 42 7 6 1 0.98279 0.995569 
70 100 110 11 10 1 0.998487 0.999529 
71 133 133 12 12 1 0.999473 0.999743 
72 121 132 12 11 1 0.999352 0.999685 
73 111 111 11 11 1 0.998805 0.999625 
74 144 156 13 12 1 0.999552 0.999781 
75 136 204 15 10 1 0.99948 0.999748 
76 196 210 15 14 1 0.999765 0.999885 
77 183 183 14 14 1 0.99973 0.999868 
78 169 182 14 13 1 0.99968 0.999843 
79 157 157 13 13 1 0.999628 0.999818 
80 211 211 15 15 1 0.999799 0.999901 
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81 106 106 15 15 2 0.999601 0.999804 
 
REMARK:1) Overall efficiency of all design increases as number of line common 
between two interchanged cross increases. That is, efficiency for cases 5.2.4 will 
be more than case 5.2.1 with the same parameter.   
2) Table shows that CDC plan is fairly robust against interchange of two crosses 
between two blocks. 
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                                   CHAPTER – 6  
 
ROBUSTNESS OF NESTED BALANCE INCOMPLETE BLOCK 
DESIGN AGAINST UNAVAILABILITY OF ONE OBSERVATION 
AND TWO OBSERVATIONS. 
 
6.1   INTRODUCTION 
Blocking is the technique used to reduced homogeneity of experimental units 
within a block, so that the treatment contrast is estimated, making use of the intra 
block information, with higher efficiency. In many fields and laboratory 
experiment, experimental condition differs due to several factors which influence 
the response under study. It might not always possible to remove heterogeneity 
in response due to the factors other than treatments by blocking alone. There are 
experimental situation in which one or more factor are nested within the blocking 
factor.  
 Kleczkouski (1960) devised a form of Nested incomplete block design with 
v=8 treatments for a series of experiment in which bean plants, in two primary 
leaves stage, were inoculated with sap form tobacco plants infected with tobacco 
necrosis virus. The treatments were eight different virus concentrations. Each 
leaf had two inoculations one for each half leaves ignoring the leaf position, 
plants and leaves respectively, the blocks and sub blocks of a nested balance 
incomplete block design. Precce (1967) has introduced for the case of two way 
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elimination of heterogeneity, one nested within the other. Precce (1967) has 
introduced a nested balance incomplete block design and gave method of 
construction of Nested BIBD. Further he listed a table of available NBIB design.  
With some experimental material there may , however , be more sources of 
variability than can be controlled by ordinary blocking .For example ,if the 
experimental units are the half leaves of plants ,there may be more treatments 
than there are suitable half leaves per plant where as there may be variation 
between plants ,between leaves within plants ,and between half leaves within 
leaves, here both leaves and plants  can be thought as system of blocks ,one 
system nested within the others. 
 Das and Kageyama (1992) showed that BIB designs and extended BIB 
designs are fairly robust against the unavailability of s (s ≤ k) observations in any 
block. While any Youden design and Latin Square design are found to be fairly 
robust against the loss of any one column. 
When we lost observation from a nested design, design may become 
disconnected therefore there is a need to look for the design that remains 
connected even after the loss of some observation.   
                       In the present investigation we find the robustness of nested BIB 
design when one treatment, two treatments are lost from  a block and from a 
different block  and one block is lost from design. We also found out C* matrix 
and its non-zero eigenvalue with its corresponding multiplicity and its efficiency. 
We showed that NBIB design is fairly robust against loss of one treatment , two 
treatments from  a same block and from a different blocks. Here, the efficiencies, 
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of 44 NBIB design were worked out. In fact, all design satisfies e ≥ 0.90. Thus it 
seems that design is fairly robust against loss of one treatment, for two 
treatments from same block and from different blocks and for one block.  
 
                 Most of the robustness criteria against the unavailability of data are: (i) 
to get the connectedness of the residual design; (ii) to have the variance balance 
of the residual design; (iii) to consider the A–efficiency of residual design for the 
robustness study. 
 So far, robustness of incomplete block designs and complete block 
designs are carried out against loss of either s (s ≤ k) observations in one block.
 In the present investigation, consider a Nested balance incomplete block 
design D. Let D* be the residual design obtained when one, two observation or   
one block is lost. Assume D* to be connected. In this case, the criterion of 
robustness against the unavailability of one observation, two observation from a 
same block and from different blocks and one block in nested balance 
incomplete block design is the overall A-efficiency, of the residual design   D *, 
given by,  
( )
*CofseigenvaluezerononofsreciprocalofSum
CofseigenvaluezerononofsreciprocalofSum
se
−
−
=
2
1
( )
( )
s
s
φ
φ=   
 
6.2 DEFINATION: An arrangement of v treatments each replicated r times in two 
system of blocks is said to be a NBIB design with 
parameter(r,v,b1,k1,λ1,b2,k2,λ2,m) if , 
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(a) Second system is nested within the first, with each block from the first system 
containing m blocks from the second system (sub blocks). 
(b) Ignoring the second system leaves a BIBD with b1 blocks each of                    
k1 units with λ1 concurrence. 
(c) Ignoring first system leaves a BIB design with b2 blocks each of k2 units with 
λ2 concurrences. 
Parametric relationship:
 
(1)vr=b1k1=b1k2m=b2k2. 
(2)λ1(v-1)=r(k1-1)=;(v-1)λ2=r(k2-1). 
(3)(λ1-mλ2)(v-1)=r(m-1).    
6.3 Robustness of Nested Balance Incomplete Block Design against 
unavailability of one observation from any one block or subblock: 
Consider a nested balance incomplete block design D with parameters 
r,v,b1,k1,λ1,b2,k2,λ2,m. It follows that C matrix of design D is always, given by 
 C=θ(Iv - 1/vEvv),where θ = λv/k  is the eigenvalue of C matrix of design D with 
multiplicity (v-1). 
Without loss of generality let one observation is lost from NBIB design, this 
situation can be treated by separating in two cases: 
6.3.1 One treatment is lost from a sub block.  
6.3.2 One treatment is lost from a block. 
Let consider cases one by one, 
6.3.1 One treatment is lost from a sub block.  
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 Without loss of generality let one observation is lost from any one sub 
block from NBIB design. After loss of one observation design becomes 
incomplete block design call this design as a residual design assumes a residual 
design D* is a connected design.  
              Let C* be the information matrix of design D*.For this design D*, the C* 
matrix   of the residual design is given as **** '*1 NKNRC −−=  where 
 N*K-1*N’* is obtained from,  
( )
1*
1( 1) ( 1)
( 1 ) ( 1 ) 1 ( 1) 1
( ) ( )
( 1 ) ( 1) 1 ( 1 ) 1
( ) ( )
* ' *
r
k k k k k k
r k k
k k k s k k s k k k
k r k
k k k s k k s k k k
N K N r
k k k k k k
r
k k k k k k
r
k k k k k k
λλ λ λ λ
λ λ λ λ λ
λ λ λ λ λ
λ λ λ λ λ
λ λ λ λ λ
λ λ λ λ λ
−
− 
− −
 
 
− − + − + 
 
− −
 
− − + − + 
 
− −
 
=  
 
 
 
 
 
 
 
 
 
L
L
L
L
L
M M M M M O M
L
 
 
 Finally, C* – matrix of the residual design can be expressed as,
  
 
1 11 (1)( ) (1)( 1)
( )(1) ( ) ( )( ) ( )( 1)
( 1) ( 1)( 1)
( 1)(1) ( 1)( )
( ) ( 1) ( 1)[ ] [ ]
* [ ] [ ]
[ (( 1)( 1) 1) 2] ( 1)( 1)[ ] [ ] ( 1) ( 1)
v k k
v k v k v k v k v k k
k k k
k k v k
v k I J J J
k k k k
vC J I J J
k k k k
k v I J
J J
k k k k k k
λ λ λ λ
λ λ λ λ
λ λλ λ
− −
− − − − − −
− − −
− − −

− − −
− − −


= − − −
− − + − −
−
− − −
− −




 
 
 
 

 
 
97 
 
  Now, the non- zero eigenvalue with their corresponding multiplicities can be 
given by, 
 
                1) kkv /)( −λ
 
 , with multiplicity1. 
 
                2)   kv /λ  ,   with multiplicity ( 2)v − . 
 
             
                      
THEOREM 6.3.1 :  Nested Balance incomplete block designs with parameters 
r,v,b1,k1,λ1,b2,k2,λ2,m is fairly robust against the unavailability  of  one treatment  
from a subblock ,provided the over all efficiency of the residual design is given 
by,  
                               
( 1)( )( ) ( 2)( )
v v k
e s
v v v k
λ
λ λ
− −
=
+ − −
 
PROOF:   Without loss of generality, let 1 treatment is lost from a subblock of a 
Nested balanced incomplete block design, C* matrix of residual design can be 
given by, 
              
1 11 (1)( ) (1)( 1)
( )(1) ( ) ( )( ) ( )( 1)
( 1) ( 1)( 1)
( 1)(1) ( 1)( )
( ) ( 1) ( 1)[ ] [ ]
* [ ] [ ]
[ (( 1)( 1) 1) 2] ( 1)( 1)[ ] [ ] ( 1) ( 1)
v k k
v k v k v k v k v k k
k k k
k k v k
v k I J J J
k k k k
vC J I J J
k k k k
k v I J
J J
k k k k k k
λ λ λ λ
λ λ λ λ
λ λλ λ
− −
− − − − − −
− − −
− − −

− − −
− − −


= − − −
− − + − −
−
− − −
− −




 
 
 
 

                          
 
 The non-zero eigenvalue with their corresponding multiplicity can be given by, 
                1) kkv /)( −λ , with multiplicity1. 
                2)  kv /λ ,      with multiplicity ( 2)v − . 
 Overall. A-efficiency is calculated from, 
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2
1
( ) ( )e s s
φ
φ=                                                                 
     
(6.3.1.1)
 
                                                                                                 
Here, 2φ  = sum of reciprocals of  non-zero eigenvalue of C matrix of design D 
and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C*matrix of design D*.  
    That is,       2φ     =    
v
vk
λ
)1( −
, and   (6.3.1.2)
 
                     1( )sφ  = 
( 2)
( )
k v k
v k vλ λ
−
+
−
  (6.3.1.3)  
                    
 
 
 Now using (6.3.1.2) and (6.3.1.3) we get efficiency, 
 
 
                             
( )
( 1)
( 2)( )[ ]
v
v v v k
v
v v k
λ λλ λ λ
 
 
−
 =
+ − − 
 
−   
 
 A-efficiency can be calculated as,  
 
 
 
                          
( 1)( )( ) ( 2)( )
v v k
e s
v v v k
λ
λ λ
− −
=
+ − −
  , 
 
This can be rewritten as,  
 
               
                          
( ) 1 ( )( 2)
k
e s
v v k vλ λ
 
= −  + − − 
  (6.3.1.4)
 
 
 Here (6.3.1.4) shows that the loss of efficiency is,  ( )( 2)
k
v v k vλ λ+ − −        
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 Remark  
            
As per our investigation  we noticed that if  one observation is lost from a block 
from a NBIB design, C* matrix of a residual design, its non zero  eigenvalue with 
their corresponding multiplicity and efficiency of case 6.3.2 will be same as in  
case 6.3.1 and hence separate analysis is not carried out for case 6.3.2.  
 
Example Let D represent the NBIB design with parameters v=5, b1=5, r=4, 
k1=4,k2=2, b2=10, λ1=3, λ2=1.Design D is given by,      
                                                   
[(1  4) (2  3)] 
[(2  5) (3  4)] 
[(3  1) (4  5)] 
[(4  2) (5  1)] 
[(5  3)  (1  2)] 
   
Let treatment 1 is lost from first subblock. After loss of treatment 1 from the  first 
subblock (1 4), the C* matrix of residual design is given by, 
  27 -6 -6 -6 -9 
  -6 35 -10 -10 -9 
12C*   = -6 -10 35 -10 -9 
  -6 -10 -10 35 -9 
  -9 -9 -9 -9 36 
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Non –zero eigenvalues with their corresponding multiplicity are, 
1) 36/3, with multiplicity 1. 
 
2) 45/3, with multiplicity 3. 
 
 The overall A-efficiency of the design is, 
 
     e(s) =  0.91667. 
 
 
CONCLUSION: Further we conclude that the robustness criteria of nested BIB 
design against unavailability of one observation either from a sub block or a block 
is similar to the robustness criteria of BIBD against the unavailability of one 
observation in a block.  
 
6.4 Robustness of Nested balance incomplete block design against 
unavailability of two observations from a design: 
 
 Consider a nested balance incomplete block design D with parameter 
r,v,b1,k1,λ1,b2,k2,λ2,m .Without loss of generality let two observations are lost from 
NBIB design, this situation can be treated by separating into following five cases: 
Case 6.4.1 two observations are lost from any one sub block.  
Case 6.4.2 two observations are lost from any one block.  
Case 6.4.3 two observations are lost from different sub blocks of same 
block.  
Case 6.4.4 two observations are lost from two different blocks. 
Case 6.4.5 two observations are lost from different sub block where both 
the sub blocks belong to the different blocks.  
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 Let us consider these cases one by one, 
Case 6.4.1 two observations are lost from any one sub block.  
Let us consider a NBIB design D with parameter r,v,b1,k1,λ1,b2,k2,λ2,m.Without 
loss of generality let two observations are lost from a same sub block from NBIB 
design. After loss of two observations, design becomes incomplete block design 
call this design as a residual design assumes a residual design D* is a connected 
design.  
              Let C* be the information matrix of design D*.For this design D*, the C* 
matrix   of the residual design is given as **** '*1 NKNRC −−= .For this 
design D*, the C* matrix of the residual design is expressed as, 
 
2 22 (2)( ) (2)( 2)
( )(2) ( ) ( )( ) ( )( 2)
( 2) ( 2)( 2)
( 2)(2) ( 2)( )
( ) ( 1) ( 1)[ ] [ ]
* [ ] [ ]
[ (( )( 1) 1) 3] ( 1)( 1)[ ] [ ] ( 2) ( 2)
v k k
v k v k v k v k v k k
k k k
k k v k
v k I J J J
k k k k
vC J I J J
k k k k
k s v I J
J J
k k k k k k
λ λ λ λ
λ λ λ λ
λ λλ λ
− −
− − − − − −
− − −
− − −

− − −
− − −


= − − −
− − + − −
−
− − −
− −




 
 
 
 

 
 
 
Now the non- zero eigenvalue with their corresponding multiplicities can be given  
 
by, 
                1)  kkv /)( −λ  With multiplicity 2. 
 
                2)   kv /λ     With multiplicity ( 3)v − .           
                    
THEOREM 6.4.1 Nested Balance incomplete block designs with parameters 
r,v,b1,k1,λ1,b2,k2,λ2,m is fairly robust against the unavailability  of  two treatments 
provided the overall efficiency of the residual design is given by,    
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( 1)( )( )
2 ( 3)( )
v v k
e s
v v v k
λ
λ λ
− −
=
+ − −
 
PROOF:   Without loss of generality if two treatments are lost from the Nested 
balanced incomplete block design, C* matrix of residual design is given by,         
 
      
2 22
( 2)
1( )
( 2)[( ) ( 1) ] ( 2)[ ] ( 2)[ ( 1) ]
( 2) * ( 2)[ ] ( 2) [( 1)( 2) ] ( 2)[ ]
( 2)[ ( 1) ] ( 2)[ ] ( 2) [ ]
k
v k
k v k I J k J k J
k k C k J k vI k k J k J
k J k J k v I v J
λ λ λ λ
λ λ λ λ
λ λ λ
−
−
−
−
− − − − − − − − 
 
− = − − − − − − + − − 
 − − − − − − − 
     
                      
 The non-zero eigenvalue with their corresponding multiplicity is given by, 
                1) kkv /)( −λ , with multiplicity 2. 
                2)  kv /λ ,      with multiplicity ( 3)v − . 
Further, overall A-efficiency is calculated from, 
 
 
                           
2
1
( ) ( )e s s
φ
φ=   (6.4.1.1) 
 
Where 2φ  = sum of reciprocals of non-zero eigenvalue of C matrix of design D 
and 1( )sφ = sum of reciprocal of non-zero eigenvalue of C* matrix of design D*.  
      That is,      2φ  =   
v
vk
λ
)1( −
, and  (6.4.1.2) 
 
                     1( )sφ  =
( 3)
( ) 2
k v k
v k vλ λ
−
+
−
  (6.4.1.3)        
              
 
  
Now putting values from (6.4.1.2) and (6.4.1.3) in (6.4.1.1) ,  
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( )
( 1)
2 ( 3)( )[ ]
v
v v v k
v
v v k
λ λλ λ λ
 
 
−
 =
+ − − 
 
−   
 
 A-efficiency is calculated as,   
 
 
                                    
( 1)( )( )
2 ( 3)( )
v v k
e s
v v v k
λ
λ λ
− −
=
+ − −
  , 
 
This is rewritten as,  
               
                                          
( ) 1
2 ( )( 3)
k
e s
v v k vλ λ
 
= −  + − − 
  (6.4.1.4)
 
 
 Here (7.4.1.4) shows that loss of efficiency is,  
2 ( )( 3)
k
v v k vλ λ+ − −        
 
 
Example Let D represent the NBIB design with parameters v=5, b1=5, r=4, 
k1=4,k2=2, b2=10, λ1=3, λ2=1.Design D is given by,                       
                                               
 
[(1  4) (2  3)] 
[(2  5) (3  4)] 
[(3  1) (4  5)] 
[(4  2) (5  1)] 
[(5  3)  (1  2)] 
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Let two treatments (1 4) are lost from first subblock, after loss of   two treatment 
from the subblock, the C* matrix of residual design is given by, 
 
  18 -4 -4 -4 -6  
  -4 22 -8 -4 -6  
12C*   = -4 -8 22 -4 -6  
  -4 -4 -4 18 -6  
  -6 -6 -6 -6 24  
 Non –zero eigenvalues with their corresponding multiplicity are, 
 
1) 24/8, with multiplicity 2. 
 
2) 30/8, with multiplicity 2. 
 
 The overall A-efficiency of the design is, 
 
 
     e(s) =  0.846154. 
 
Remark: Further we conclude that the robustness criteria of nested BIB design 
against unavailability of two observations from a same sub block ,  from a same  
block ,and from a different subblock belongs to same block are same in terms of 
C* matrix, non zero eigenvalues of C* matrix,  its corresponding multiplicity and 
A-efficiency.That is C* matrix, non zero eigenvalues of C* matrix, its 
corresponding multiplicity and A-efficiency of case 6.4.2 and case 6.4.3 will be 
same as case 6.4.1, so we have only discussed case 6.4.1. 
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Case 6.4.4 two observations are lost from two different blocks. 
Without loss of generality let two observations are lost from a  two different 
blocks from NBIB design. After loss of two observations situation can be treated 
by separating into four parts, 
(A) Out of two lost treatments where one of the lost treatment is still 
present in one of the affected block while other lost treatment is absent 
from both the  affected blocks after deletion.  
(B) Two treatments are lost in two blocks provided both the lost treatment 
are absent in two blocks after deletion and leaving the lost treatments, both 
the effected blocks contains the same treatments. 
(C) Same treatment is lost from both the blocks.         
(D) Both the lost treatments are  still present in both the effected blocks 
after deletion.  
We have done analysis for case (A) and case (B) all other cases can be done in 
similar line.  
(A) Out of two lost treatments where one of the lost treatment is still 
present in one of the affected block while other lost treatment is absent 
from both the affected blocks.  
 Without loss of generality let two observations are lost from a two different 
blocks from NBIB design. Let C* be the information matrix of design D*.For this 
design D*, the C* matrix   of the residual design is given as,     
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21 1 1 1 1
1 [ 1 1 ( 2)( 1)] [ ( 2)( 1)] 11( 3)*
1 [ ( 2)( 1)] ( 1) [2 ( 2)( 1)] [ ( 1)( 1)]3( 3)1 ( 3)( 3) 1( 3)
1 1 [ ( 1
(r )(k ) ( ) ( ) ( )
( ) (r )k(k ) k r k k k J ( )v
( ) k k J v k I k k J k k Jvv v v v
( ) ( ) k
C
λ λ λ
λ λ λ
λ λ λ λ λ
λ λ λ
− − − − − − − −
− − − − − − − − − + − − − −
−=
− − − + − − − − + − − − + − −
−− − − −
− − − − − + − )( 1)] [ ( 1) ( 1)( 1)]( 3)1k rk k k r kv− − − − − −−
 
 
 
 
 
 
. 
 
 The non- zero eigenvalue with their corresponding multiplicities is given by,  
 
1) ( )1) ( 1 ( 2)( 1) ( 1)( 1)( 1)
r k k k r k k
k k
λ− − − − − − + − −
−
with multiplicity 1. 
2) ( 1) ( 2)( 1) ( 2)( 1)( 1)
rk k r k k
k k
λ− − − − + − −
−
 with multiplicity (v-4). 
3) ( 1) ( 1)( 1) ( 1)( 1)( 1)
rk k r k k
k k
λ− − − − + − −
−
 with multiplicity 1. 
4) 
2( 1)( 1) ( 1) ( 2)( 1) (2 5) ( 1)( 2 2 6)
( 1)
r k rk k r k k v k v v
k k
λ λ− − + − − − − − − − − − − +
−
with 
multiplicity 1.  
 
Remark 
 
Here non zero eigenvalues of C* matrix and corresponding multiplicity are 
obtained by using statistical software MATLAB. 
 
THEOREM 6.4.4.A. Nested Balance incomplete block designs parameters 
r,v,b1,k1,λ1,b2,k2,λ2,m is fairly robust against the unavailability  of  two treatments  
where one of the lost treatment is still present in one of the affected block while 
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other lost treatment is absent from both the  affected blocks after deletion. 
Provided the overall efficiency of the residual design is given by,  
                                     
( 1)( ) ( 3)
v xz
e s
yz v xz xy
−
=
+ − +  
Where ( )( 1) 1x v k kλ= − − −  
            ( 1)y v kλ= −  
            ( 1)( 1) 2 4z v k k k vλ= − + − + − +  
PROOF:   Without loss of generality if two treatments are lost from the Nested 
balanced incomplete block design, C* matrix of residual design is given by, 
                                        
21 1 1 1 1
1 [ 1 1 ( 2)( 1)] [ ( 2)( 1)] 11( 3)*
1 [ ( 2)( 1)] ( 1) [2 ( 2)( 1)] [ ( 1)( 1)]3( 3)1 ( 3)( 3) 1( 3)
1 1 [ ( 1
(r )(k ) ( ) ( ) ( )
( ) (r )k(k ) k r k k k J ( )v
( ) k k J v k I k k J k k Jvv v v v
( ) ( ) k
C
λ λ λ
λ λ λ
λ λ λ λ λ
λ λ λ
− − − − − − − −
− − − − − − − − − + − − − −
−=
− − − + − − − − + − − − + − −
−− − − −
− − − − − + − )( 1)] [ ( 1) ( 1)( 1)]( 3)1k rk k k r kv− − − − − −−
 
 
 
 
 
 
 
 
 The non-zero eigenvalue with their corresponding multiplicity is given by,             
1) ( )1) ( 1 ( 2)( 1) ( 1)( 1)( 1)
r k k k r k k
k k
λ− − − − − − + − −
−
with multiplicity 1. 
2) ( 1) ( 2)( 1) ( 2)( 1)( 1)
rk k r k k
k k
λ− − − − + − −
−
 with multiplicity (v-4). 
3) ( 1) ( 1)( 1) ( 1)( 1)( 1)
rk k r k k
k k
λ− − − − + − −
−
 with multiplicity 1. 
4) 
2( 1)( 1) ( 1) ( 2)( 1) (2 5) ( 1)( 2 2 6)
( 1)
r k rk k r k k v k v v
k k
λ λ− − + − − − − − − − − − − +
−
with 
multiplicity 1. 
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Further, overall A-efficiency is calculated from, 
                                           
2
1
( ) ( )e s s
φ
φ=   (6.4.4.1) 
 
Where 2φ  = sum of reciprocals of non-zero eigenvalue of C matrix of design D. 
and     1( )sφ = sum of reciprocal of non-zero eigenvalue of C*matrix of design D*.  
 
   That is,      2φ  =   
( 1)( 1)k k v
vλ
− −
 (6.4.4.2) 
 
                1( )sφ  =
1 ( 4) 1 1( 1)[ ]vk k
x y y z
−
− + + +
  (6.4.4.3) 
         
 
 Now putting values from (6.4.4.2) and (6.4.4.3),                 
                    =
( 1)
1 ( 4) 1 1[ ]
v
vy
x y y z
−
−
+ + +
 
 A-efficiency is calculated as,  
 
 
                          
( 1)( ) ( 3)
v xz
e s
yz v xz xy
−
=
+ − +
   
 
 
Example Let D represent the NBIB design with parameters v=5, b1=5, r=4, 
k1=4,k2=2, b2=10, λ1=3, λ2=1.Design D is given by,    
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[(1  4) (2  3)] 
[(2  5) (3  4)] 
[(3  1) (4  5)] 
[(4  2) (5  1)] 
[(5  3)  (1  2)] 
                                   
Let treatment 1 is lost from first subblock (1 4) of a block (1 4 2 3) and treatment 
2 from a second subblock (2 5) of a block (2 5 3 4), after loss of treatment 1 and 
2  treatment 1 is not available  either of the subblock while treatment 2 is present 
in block 1 after deletion.C* matrix of residual design is given by, 
 
             27 -6 -6 -6 -9   
 
  -6 26 -7 -7 -6   
 
12C*   = -6 -7 34 -11 -10   
 
  -6 -7 -11 34 -10   
 
  -9 -9 -10 -10 35   
 
 
  The non –zero eigenvalues with their corresponding multiplicity are, 
 
1) 32/12, with multiplicity 1. 
 
2) 45/12, with multiplicity (v-4) 
 
3) 45/12, with multiplicity 1 
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4) 34/12, with multiplicity 1. 
 
 The overall A-efficiency of the design is, 
 
 
     e(s) = 0.8457054 . 
 
B) Two treatments are lost in two blocks provided both the lost treatment 
are absent in two blocks after deletion and leaving the lost treatments, both 
the effected blocks contains the same treatments. 
 
Without loss of generality let two observations are lost from a two different blocks 
from NBIB design. Let C* be the information matrix of design D*.For this design 
D*, the C* matrix   of the residual design is given as, 
 






=
−−+−−
−−
−−
−−
−−
−−
−−+−
−
−
22)1(22]1)[1()2()2(1
)2()2(1)2()2()]1)(2(2[2)1(
*
x
Jk
x
Ikvk
vxv
)J(
vxv
)J(
vxv
Jkk
v
Ikv
C
λλλ
λλλ
 
 
 
The non- zero eigenvalue with their corresponding multiplicities is given by, 
 
 
1)  ( 1) ( 2)( 1) ( 2)( 1)( 1)
rk k r k k
k k
λ− − − − + − −
−
 with multiplicity (v-3). 
2)  
2( 1)( 1) ( 1)
( 1)
r k k
k k
λ− − + −
−
 with multiplicity 1. 
3)  
2( 1) ( 1) 2 4
( 1)
v k k v
k k
λ − − − − +
−
with multiplicity 1 
THEOREM 6.4.4.b Nested Balance incomplete block designs with parameters 
r,v,b1,k1,λ1,b2,k2,λ2,m is fairly robust against the unavailability  of  two treatments 
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where two treatments are lost in two blocks provided both the lost treatment are 
absent in two blocks after deletion and leaving the lost treatments, both the 
effected blocks contains the same treatments. With the overall efficiency of the 
residual design given by,   
                                
( 1)( ) ( 3)
v sb
e s
yb v sb sy
−
=
+ − +
 
Where ( 1)( 1)s v k kλ= − + −  
            ( 1)y v kλ= −  
            ( 1)( 1) 2 4b v k k vλ= − + − − +  
PROOF:   Without loss of generality if two treatments are lost from the Nested 
balanced incomplete block design, C* matrix of residual design is given by, 
                                        






=
−−+−−
−−
−−
−−
−−
−−
−−+−
−
−
22)1(22]1)[1()2()2(1
)2()2(1)2()2()]1)(2(2[)2()1([
*
x
Jk
x
Ikvk
vxv
)J(
vxv
)J(
vxv
Jkk
v
Ikv
C
λλλ
λλλ
 
 
 The non-zero eigenvalue with their corresponding multiplicity is given by,         
 
1)  ( 1) ( 2)( 1) ( 2)( 1)( 1)
rk k r k k
k k
λ− − − − + − −
−
  with multiplicity (v-3). 
2)  
2( 1)( 1) ( 1)
( 1)
r k k
k k
λ− − + −
−
   with multiplicity 1. 
3)  
2( 1) ( 1) 2 4
( 1)
v k k v
k k
λ − − − − +
−
 
with multiplicity 1. 
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  Further, overall A-efficiency is calculated from,  
                                           
2
1
( ) ( )e s s
φ
φ=   (6.4.4.1) 
Where, 2φ  = sum of reciprocals of non-zero eigenvalue of C matrix of design D 
and       1( )sφ = sum of reciprocal of non-zero eigenvalue of C*matrix of design D*.  
           2φ  =   
( 1)( 1)k k v
vλ
− −
 (6.4.4.2)  
  
           1( )sφ  =
1 ( 3) 1( 1)[ ]vk k
b y s
−
− + +
  (6.4.4.3)         
 
 
 
 Now putting values from (6.4.4.2) and (6.4.4.3) in (6.4.4.1) ,                                              
                                       
                            =
( 1)
1 ( 3) 1[ ]
v
vy
b y s
−
−
+ +
 
 A-efficiency is calculated as,  
 
 
                          
( 1)( ) ( 3)
v sb
e s
yb v sb sy
−
=
+ − +
   
 
 
Example. Let D represent the NBIB design with parameters v=5, b1=5, r=4, 
k1=4,k2=2, b2=10, λ1=3, λ2=1.Design D is given by,    
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[(1  4) (2  3)] 
[(2  5) (3  4)] 
[(3  1) (4  5)] 
[(4  2) (5  1)] 
[(5  3) (1  2)] 
 
Let treatment 4 is lost from first subblock (1 4) of a block [(1 4)( 2 3)] and 
treatment 5 is lost from a fifth subblock (5 3) of a block [(5 3)( 1 2)], after deletion 
of two treatments  4 and 5 ,both the affected blocks contains same treatments  
(1 2 3) and both the lost treatments are absent from both the blocks after deletion 
,C* matrix of residual design is given by, 
 
              34 -11 -11 -6 -6  
 
  -11 34 -11 -6 -6  
 
12C*  = -11 -11 34 -6 -6  
 
  -6 -6 -6 27 -9 
 
  -6 -6 -6 -9 27  
     
  The non –zero eigenvalues with their corresponding multiplicity are, 
 
1) 30/12, with multiplicity 1. 
 
2) 45/12, with multiplicity (v-3) 
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3) 36/12, with multiplicity 1. 
 
 The overall A-efficiency of this design is, 
 
 
     e(s) = 0.84210650. 
 
 
CONCLUSION: Nested BIB design belongs to a class of BIBD .Here we have 
discussed the robustness criteria of NBIB design against the loss of (i) one 
treatment (ii) two treatment from a same block (subblock) or from a different 
block (subblock). Further we obtain overall A-efficiency of the residual design. 
This efficiency is same as that of the BIB design whose robust criteria is obtained 
against the loss of 1, 2…k observation in a block. This happens because the loss 
treatment s either in a block or in a subblock belongs to that affected block and 
hence there is no difference in finding robustness criteria between BIBD and 
NBIBD. 
However, the same is not the case if two treatments are lost and hence 
robustness criteria against the loss of two observations of two different blocks of 
NBIBD are claimed as a new work.  
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TABLE -6 
Efficiency table when two block is lost from a Nested balance 
Incomplete block design: 
 
No. v b1 b2 r k1 k2 λ 
e(s) 
For 
one 
Treatment 
lost 
e(s) 
For two 
treatment 
lost from 
same 
block 
e(s) 
For two 
treatment 
lost from 
different  
block 
(subblock) 
case A 
e(s) 
For two 
treatment 
lost from 
different  
block 
(subblock) 
case B 
1 5 5 10 4 4 2 3 0.91667 0.846154 0.846154 0.842105 
2 7 7 21 6 6 2 5 0.96667 0.935484 0.935484 0.935065 
3 7 7 14 6 6 3 5 0.96667 0.935484 0.935484 0.935065 
4 8 14 28 7 4 2 3 0.97222 0.945946 0.945946 0.926585 
5 9 18 36 8 4 2 3 0.97872 0.958333 0.958333 0.938796 
6 9 12 36 8 6 2 5 0.98113 0.962963 0.962963 0.959845 
7 9 12 24 8 6 3 5 0.98113 0.962963 0.962963 0.959845 
8 9 9 36 8 8 2 7 0.98214 0.964912 0.964912 0.964824 
9 9 9 13 8 8 4 7 0.98214 0.964912 0.964912 0.964824 
10 10 15 45 9 6 2 5 0.98507 0.970588 0.970588 0.966985 
11 10 15 45 9 6 3 5 0.98507 0.970588 0.970588 0.966985 
12 10 10 30 9 9 3 8 0.98611 0.972603 0.972603 0.972556 
13 6 15 30 10 4 2 6 0.97561 0.952381 0.952381 0.947378 
14 11 11 55 10 10 2 9 0.98889 0.978022 0.978022 0.977995 
15 11 11 22 10 10 2 9 0.98889 0.978022 0.978022 0.977995 
16 12 33 66 11 4 2 3 0.98876 0.977778 0.977778 0.960028 
17 12 22 66 11 6 2 5 0.99 0.980198 0.980198 0.97627 
18 12 22 44 11 6 3 5 0.99 0.980198 0.980198 0.97627 
19 7 21 42 12 4 2 6 0.98276 0.966102 0.966102 0.95931 
20 13 39 78 12 4 2 3 0.99057 0.981308 0.981308 0.964336 
21 13 26 78 12 6 2 3 0.98507 0.970588 0.970588 0.962724 
22 13 26 52 12 6 3 3 0.98507 0.970588 0.970588 0.962724 
23 13 13 78 12 12 4 11 0.99242 0.984962 0.984962 0.984952 
24 13 13 52 12 12 3 11 0.99242 0.984962 0.984962 0.984952 
25 13 13 49 12 12 4 11 0.99242 0.984962 0.984962 0.984952 
26 13 13 26 12 12 4 11 0.99242 0.984962 0.984962 0.984952 
27 15 35 105 14 6 2 3 0.98913 0.978495 0.978495 0.971001 
28 15 35 70 14 6 3 3 0.98913 0.978495 0.978495 0.971001 
29 15 21 105 14 10 2 9 0.99432 0.988701 0.988701 0.988142 
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30 15 21 42 14 10 2 9 0.99432 0.988701 0.988701 0.988142 
31 15 15 105 14 14 2 13 0.99451 0.989071 0.989071 0.989066 
32 15 15 30 14 14 2 13 0.99451 0.989071 0.989071 0.989066 
33 16 60 120 15 4 2 3 0.99398 0.988024 0.988024 0.973238 
34 16 40 120 15 6 2 5 0.99462 0.989305 0.989305 0.985584 
35 16 40 80 15 6 3 5 0.99462 0.989305 0.989305 0.985584 
36 16 30 60 15 8 4 7 0.9949 0.989848 0.989848 0.98843 
37 16 24 120 15 10 2 9 0.99505 0.990148 0.990148 0.989544 
38 16 24 48 15 10 5 9 0.99505 0.990148 0.990148 0.989544 
39 16 20 120 15 12 2 11 0.99515 0.990338 0.990338 0.990096 
40 16 20 80 15 12 3 11 0.99515 0.990338 0.990338 0.990096 
41 16 20 60 15 12 4 11 0.99515 0.990338 0.990338 0.990096 
42 16 20 40 15 12 6 11 0.99515 0.990338 0.990338 0.990096 
43 16 16 80 15 15 3 14 0.99524 0.990521 0.990521 0.990518 
44 16 16 48 15 15 5 14 0.99524 0.990521 0.990521 0.990518 
                             
Remark: (1) Table shows that NBIB design are fairly robust against loss of one 
treatment, two treatments from same block or a different block. 
(2) From table-6 ,we show that in NBIBD as number of loss treatments increases 
the efficiency factor of residual design is decreases. 
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                                   CHAPTER – 7  
 
ROBUSTNESS OF NESTED BALANCE INCOMPLETE BLOCK 
DESIGN AGAINST THE UNAVAILABILITY OF ONE BLOCK.  
 
7.1   INTRODUCTION 
 Precce (1967) has introduced a nested balance incomplete block design 
and gave method of construction of Nested BIBD. Further he listed a table of 
available NBIB design. With some experimental material there may , however , 
be more sources of variability than can be controlled by ordinary blocking .For 
example ,if the experimental units are the half leaves of plants ,there may be 
more treatments than there are suitable half leaves per plant where as there may 
be variation between plants ,between leaves within plants ,and between half 
leaves within leaves, here both leaves and plants  can be thought as system of 
blocks ,one system nested within the others. 
 Das and Kageyama (1992) showed that BIB designs and extended BIB 
designs are fairly robust against the unavailability of s (s ≤ k) observations in any 
block. While any Youden design and Latin Square design are found to be fairly 
robust against the loss of any one column. 
When we lost observation from a nested design, design may become 
disconnected therefore there is a need to look for the design that remains 
connected even after the loss of some observation.   
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                       In the present investigation we find the robustness of nested BIB 
design when one block is lost from design D. We also found out ,C* matrix, non-
zero eigenvalue with its corresponding multiplicity of C* and it’s a-efficiency. We 
showed that NBIB design is fairly robust against loss of one block .Here, the 
efficiencies, of 44 NBIB design were worked out. In fact, almost all design 
satisfies e ≥ 0.90. Thus it seems that design is fairly robust against loss of one 
block.  
                 Most of the robustness criteria against the unavailability of data are: (i) 
to get the connectedness of the residual design; (ii) to have the variance balance 
of the residual design; (iii) to consider the A–efficiency of residual design for the 
robustness study. 
 So far, robustness of incomplete block designs and complete block 
designs are carried out against loss of either s (s ≤ k) observations in one block.
 In the present investigation, consider a Nested balance incomplete block 
design D. Let D* be the residual design obtained when one block is lost. Assume 
D* to be connected. In this case, the criterion of robustness against the 
unavailability of one block in nested balance incomplete block design is the 
overall A-efficiency, of the residual design   D *, given by,  
 
( )
*CofseigenvaluezerononofsreciprocalofSum
CofseigenvaluezerononofsreciprocalofSum
se
−
−
=
2
1
( )
( )
s
s
φ
φ=   
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7.2   Robustness of nested balance incomplete block design against 
        unavailability of one block:        
   
  Consider a nested balance incomplete block design D with parameter 
r,v,b1,k1,λ1,b2,k2,λ2. Now, any one block of NBIB design is lost from a design D. 
Call this design as a residual design and assume that the residual design D* is 
connected. Let C* matrix   of the residual design is given as 
****
'*1 NKNRC −−= , where NK-1N’ can be obtained from,  
 
( ) ( )
( ) ( )
( ) ( )
( ) ( ) ( )1
1 1( 1) ( 1)
1 1( 1) ( 1)
1 1( 1) ( 1)
' 1 1 1 ( 1)
r
k k k k k k
r
k k k k k k
r
k k k k k k
NK N r
k k k k k k
r
k k k k k k
r
k k k k k k
λ λλ λ λ
λ λλ λ λ
λ λλ λ λ
λ λ λ λ λ
λ λ λ λ λ
λ λ λ λ λ
−
− − 
− −
 
 
− − − −
 
 
− −
− − 
 
 
=
− − −
− 
 
 
 
 
 
 
 
  
L
L
L
L
L
M M M M M O M
L
  
 
          C* matrix of a residual design is given by, 
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( )
1
( ) ( ) ( )( )
( ) ( 1) [ ]
*
[ ] ( )
k kk k v k
v k k v k v k v k
v k I J J
k k k
C
vJ I v J
k k
λ λ λ
λ λ
−
−
− − − −
− − 
− − 
 
=  
 
− − 
 
 
 
The non zero eigenvalues of C*matrix with their corresponding multiplicities are, 
     1)  
k
kv )( −λ
, with multiplicity ).1( −k   
   
  
 2)  
k
vλ
,  with multiplicity ).( kv −  
 
THEOREM 7.2 Nested Balance incomplete block designs with parameters 
r,v1,b1,k1,λ1,b2,k2,λ2, fairly robust against the unavailability of   one block provided 
the overall efficiency of the residual design is given by, 
 
                                           ))(()1(
))(()(
kvkvkv
kvkv
se
−−+−
−−
= λλ
λ
 
PROOF:   Without loss of generality if one block is lost from the nested balance 
incomplete block design, c* matrix of residual design is given by, 
 
( )
1
( ) ( ) ( )( )
( ) ( 1) [ ]
*
[ ] ( )[ ]
K kk k v k
v k k v k v k v k
v k I J J
KC
J k s vI v J
λ λ λ
λ λ
−
−
− − − −
 − − − −
 
=  
 
− − − 
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The non zero eigenvalues of C*matrix with their corresponding multiplicities are, 
   1) 
k
kv )( −λ
, with multiplicity ).1( −k   
 
  
 2) 
k
vλ
,  with multiplicity ).( kv −  
  Finally overall A-efficiency can be calculated, 
                              )()( 1
2
s
se φ
φ
=
                                                         
(7.2.1)
    
Where  2φ   = sum of reciprocal of non-zero eigenvalues of C matrix of design. 
           1( )sφ  =   sum of reciprocal of non-zero eigenvalues of C*matrix of design.  
         That is,    2φ   =  
v
vk
λ
)1( −
 
and   (7.2.2) 
                         1( )sφ = 
v
kv
kv
kk
λλ
)1(
)(
)1( −
+
−
−
                                        
(7.2.3)  
Putting the value of equation (7.2.2) and (7.2.3) in (7.2.1),  
                               )(se  
( 1)
( 1) ( 1)
( )
k v
v
k k v k
v k v
λ
λ λ
−
=
 − −
+ 
− 
          
    
                              ))(()1(
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A -efficiency is further rewritten as, 
                               
( 1)( ) 1 ke s
bk b v k
− 
= −  
− − + 
 
(7.2.4)                                    
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(7.2.4) shows that loss of efficiency is   





+−−
−
kvbbk
k )1(
,   which is very small. 
 
Example Let D represent the NBIB design with parameters v=5, b1=5, r=4, 
k1=4,k2=2, b2=10, λ1=3, λ2=1.Design D is given by,                                                
                    
 
[(1  4) (2  3)] 
[(2  5) (3  4)] 
[(3  1) (4  5)] 
[(4  2) (5  1)] 
[(5  3) (1  2)] 
 
          Let one block (1 4 2 3) is lost .The C* matrix of residual design is given by,  
 
  36 -8 -8 -8 -12  
 
  -8 36 -8 -8 -12  
 
12C*  = -8 -8 36 -8 -12  
 
  -8 -8 -8 36 -12  
  
  -12 -12 -12 -12 48  
 
       
Non –zero eigenvalues with their corresponding multiplicity are, 
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1) 60/4, with multiplicity 1. 
 
2) 44/4, with multiplicity 3. 
 
 The overall A-efficiency of the design is, 
 
 
     e(s) = 0.785714286. 
 
 
CONCLUSION: Nested BIB design belongs to a class of BIBD .Here we have 
discussed the robustness criteria of NBIB design against the loss of One block. 
Further we obtain overall A-efficiency of the residual design. This efficiency is 
same as that of the BIB design whose robust criteria is obtained against the loss  
of one block 
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TABLE – 7 
Efficiency table when one block is lost from a Nested balance 
Incomplete block design: 
 
No. v b1 b2 r k1 k2 λ 
 
 
e(s) 
For one block 
lost  
1 5 5 10 4 4 2 3 0.785714 
2 7 7 21 6 6 2 5 0.852941 
3 7 7 14 6 6 3 5 0.852941 
4 8 14 28 7 4 2 3 0.921053 
5 9 18 36 8 4 2 3 0.938776 
6 9 12 36 8 6 2 5 0.912281 
7 9 12 24 8 6 3 5 0.912281 
8 9 9 36 8 8 2 7 0.887097 
9 9 9 13 8 8 4 7 0.887097 
10 10 15 45 9 6 2 5 0.929577 
11 10 15 45 9 6 3 5 0.929577 
12 10 10 30 9 9 3 8 0.898734 
13 6 15 30 10 4 2 6 0.930233 
14 11 11 55 10 10 2 9 0.908163 
15 11 11 22 10 10 2 9 0.908163 
16 12 33 66 11 4 2 3 0.967033 
17 12 22 66 11 6 2 5 0.951923 
18 12 22 44 11 6 3 5 0.951923 
19 7 21 42 12 4 2 6 0.950000 
20 13 39 78 12 4 2 3 0.972222 
21 13 26 78 12 6 2 3 0.929577 
22 13 26 52 12 6 3 3 0.929577 
23 13 13 78 12 12 4 11 0.922535 
24 13 13 52 12 12 3 11 0.922535 
25 13 13 49 12 12 4 11 0.922535 
26 13 13 26 12 12 4 11 0.922535 
27 15 35 105 14 6 2 3 0.947917 
28 15 35 70 14 6 3 3 0.947917 
29 15 21 105 14 10 2 9 0.951087 
30 15 21 42 14 10 2 9 0.951087 
31 15 15 105 14 14 2 13 0.932990 
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32 15 15 30 14 14 2 13 0.932990 
33 16 60 120 15 4 2 3 0.982143 
34 16 40 120 15 6 2 5 0.973684 
35 16 40 80 15 6 3 5 0.973684 
36 16 30 60 15 8 4 7 0.965347 
37 16 24 120 15 10 2 9 0.957143 
38 16 24 48 15 10 5 9 0.957143 
39 16 20 120 15 12 2 11 0.949074 
40 16 20 80 15 12 3 11 0.949074 
41 16 20 60 15 12 4 11 0.949074 
42 16 20 40 15 12 6 11 0.949074 
43 16 16 80 15 15 3 14 0.937220 
44 16 16 48 15 15 5 14 0.937220 
                             
Remark: Table shows that NBIB design are fairly robust against loss of one 
block from a design. 
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