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Abstract
We obtain quenched almost sure invariance principle for Random Young
Tower. We apply our result to i.i.d perturbations of non-uniformly expanding
maps. In particular, we answer one open question in [BBMD02]. In Appendix,
we also give quenched (functional) central limit theorem for general random
dynamical system under an average assumption.
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1 Introduction
A collection (Ω,P, σ, (∆ω)ω∈Ω, (µω)ω∈Ω, (Fω)ω∈Ω) is called random dynamical sys-
tem (RDS) if (Ω,P) is a probability space, σ : Ω → Ω is an invertible P-preserving
transformation. For each ω ∈ Ω, the probability space (∆ω, µω) is called fiber at
ω. Fω : ∆ω → ∆σω is called fiber map, satisfying (Fω)∗µω = µσω. (µω)ω∈Ω is called
equivariant probability measures.
Decreasing series ρn ց 0 is called almost surely mixing rate for RDS if for a.e.
ω ∈ Ω, there is Cω > 0 s.t. for any n ∈ N, φω ∈ L1(∆ω, µω),Ψσnω ∈ L∞(∆σnω, µσnω),
there is Cφ,Ψ > 0 and
|
∫
φω ·Ψσnω ◦ F nω dµω −
∫
φωdµω
∫
Ψσnωdµσnω| ≤ Cφ,Ψ · Cω · ρn → 0.
We call the RDS has uniform almost surely mixing rate if ess supω∈Ω Cω < ∞,
RDS has non-uniform almost surely mixing rate if ess supω∈Ω Cω =∞.
Random Young Tower (RYT) is a powerful tool to study almost surely mixing
rate for RDS with weak hyperbolicity. The original one is constructed by Baladi,
Benedicks and Maume-Deschamps in [BBMD02] to obtain almost surely mixing rate
for i.i.d. perturbation of unimodal maps. In recent years, RYT has been extended
and used intensively: Du [Du15] extends [BBMD02] to a more general RYT and
apply it to a wider class of i.i.d. unimodal maps. Bahsoun, Bose, Li, Ruziboev
and Vilarinho [LV18,BBR19] use RYT to obtain almost surely mixing rate for i.i.d.
perturbation of non-uniformly expanding maps.
In [BBMD02], Baladi, Benedicks and Maume-Deschamps ask: as almost surely
mixing rate has been obtained, does quenched central limit theorem (QCLT) hold
for the RDS? Furthermore, we can ask: quenched almost surely invariance principle
(QASIP), which is a very strong strengthening of QCLT, quenched functional central
limit theorem (QFCLT) and quenched law of iterated logarithm (QLIL), holds for
the RDS?
For a RDS with uniform almost surely mixing rate, there are already extensive
literature to study quench limit law, see [ALS09, HL18, HS18, DFGTV18, Su19a,
Su19b]. However, it is quite natural and more often to see a RDS (for example,
RYT) has non-uniform almost surely mixing rate. To the best of our knowledge,
two papers about such RDS do make progress: Abdelkader and Aimino in [AA16]
study RDS with expanding in average. Inspired by [ALS09], they fix one reference
measure, instead of finding equivariant probability measures, to study QCLT. But
they finally find an example which fails to have QCLT. Another approach is due
to Kifer [Kif98]: assuming equivariant probability measures for RDS. His method is
introducing hitting time on (Ω,P, σ) to induce a new RDS which has uniform almost
2
surely mixing rate. Then he places several conditions on the hitting time so that
the QCLT of the induced RDS can be transferred to the original RDS. However, his
conditions are quite complicated and hard to be verified. Besides, as he remarks in
Proposition 2.2 and Remark 6.5 in [Kif98], his method has to work on specific cases
with an explicit representation. Even in his applications, it is still unclear whether
the RDS there has QCLT or not, i.e. it is quite hard to obtain quenched limit law
for an abstract RDS via his method.
In this paper, we will not adopt Kifer’s method. Instead, we will give a simple
method, make a clear claim that RYT has QASIP and answer one open question
in [BBMD02]. The approach to the limit theorem is the martingale approximation
similar to [Liv96] and Skorokhod embedding similar to [Su19a]. Besides, technical
lemmas will be set up to overcome the difficulty caused by the unbounded Cω. From
our proof of Theorem 2.6, we will see the error rate of QASIP can be chosen to be
independent of ω, but we will not give an explicit formula for it, since it is far from
optimal compared to the unperturbed dynamical system we know so far.
Outline of this paper: in Section 2, we will give definition of general RYT in
[Du15] and our main theorem for QASIP. In section 3, we will revisit RYT in [Du15]
and modify/improve some inequalities into an explicit form that can be used to prove
QASIP. In section 4, several technical lemmas are given. In section 5, we will prove
our main theorem. In section 6, we push QASIP from RYT down to the RDS with
induced Markov structure via semiconjugacy. In section 7 applications, we apply our
result to i.i.d. perturbations of non-uniformly expanding maps. In Appendix, we
will give a general result of Q(F)CLT for general RDS under an average condition.
2 Definitions, Main Theorem and Conventions
Definition 2.1 (Random Young Tower, see [Du15])
We construct a Random Young Tower (∆, F ) in the following steps:
1. Fix a probability space (Λ, m), Bernoulli scheme (Ω,P, σ) := (SZ, νZ, σ) where
ν is probability on certain measurable space S, σ is invertible left shift on SZ.
2. Assume for a.e. ω ∈ Ω, there is countable partition Pω of a full measure subset
Dω of Λ and function Rω : Λ→ N such that Rω is constant on each Uω ∈ Pω.
3. Assume {x ∈ Λ : Rω(x) = n} only depends on ω0, ω1, · · · , ωn−1.
4. For a.e. ω ∈ Ω, l ∈ N, define ∆ω,0 := Λ and the l-th level by
∆ω,l := {(x, l) : x ∈ Λ, Rσ−lω(x) > l}.
and define tower at ω by
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∆ω :=
⋃
l≥0
∆ω,l.
∆ω is naturally endowed with a measure mω, σ-algebra Bω and partition Zω.
5. Assume for a.e. ω ∈ Ω, there is Fω : ∆ω → ∆σω satisfying: if Rσ−lω(x) > l+1,
then Fω(x, l) = (x, l + 1). If Rσ−lω(x) = l + 1 and x ∈ Uσ−lω ∈ Pσ−lω, then Fω
maps Uσ−lω × {l} bijectively onto ∆σω,0.
6. Define F nω := Fσn−1ω ◦Fσn−2ω ◦ · · ·◦Fσω ◦Fω, assume the partition Zω is gener-
ating for Fω in the sense that the diameters of the partitions
∨n
j=0(F
j
ω)
−1Zσjω
tends to 0 as n→∞.
7. Assume for a.e. ω ∈ Ω, mω(∆ω) <∞.
8. Assume there are M ∈ N, {ǫi > 0, i = 1, · · · ,M} and {ti ∈ N, i = 1, · · · ,M}
with gcd(ti) = 1 such that for a.e. ω ∈ Ω, all 1 ≤ i ≤M ,
m({x ∈ Λ : Rω(x) = ti}) > ǫi.
9. Extend Rω to ∆ω, still denoted by Rω: for any (x, l) ∈ ∆ω,
Rω(x, l) := Rσ−lω(x)− l.
Define n-th return time on ∆ω inductively: for any x ∈ ∆ω,
R0ω(x) := 0, R
1
ω(x) := Rω(x), R
n
ω(x) := R
n−1
ω (x) +RσRn−1ω (x)ω(F
Rn−1ω
ω (x)).
Define separation time sω : ∆ω ×∆ω → N ∪ {∞} by:
sω(x, y) = inf{n : FRnω(x)ω (x), FR
n
ω(y)
ω (y) lie in different elements of ZσRnω(x)ω}.
Assume there are CF > 0 and β ∈ (0, 1) such that for a.e. ω ∈ Ω and each
element Jω of Zω, the map FRωω |Jω and its inverse are non-singular w.r.t. m,
and for each x, y ∈ Jω,
|JF
Rω
ω (x)
JFRωω (y)
− 1| ≤ CF · βsσRω(x)ω(F
Rω
ω (x),F
Rω
ω (y)). (2.1)
10. Assume there is constant C > 0 s.t.
(P×m){x ∈ Λ : Rω(x) > n} ≤ C · ρn,
where ρn := e
−a·nb or 1
nD
for some constant a > 0, b ∈ (0, 1], D > 4.
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11. Define Random Young Tower (∆, F ) by
∆ :=
⋃
ω∈Ω
{ω} ×∆ω, F (ω, x) := (σω, Fωx).
Remark 2.2 For 3D picture of RYT’s dynamic, see Figure 1 in [BBR19].
Definition 2.3 (Dynamical Lipschitz Cone)
F+β := {φ : ∆→ C| there is Cφ > 0, for any Jω ∈ Zω, either φω|Jω = 0 or
φω|Jω > 0 and for any x, y ∈ Jω, | log
φω(x)
φω(y)
| ≤ Cφ · βsω(x,y)},
where Cφ is called Lipschitz constant for φ.
Definition 2.4 (Bounded Random Lipschitz Function)
FKpβ := {φ : ∆→ C| there are p ∈ [1,∞), Cφ > 0,Kω ≥ 1 such that
K(·) ∈ Lp(Ω), |φω(x)| ≤ Cφ, and |φω(x)− φω(y)| ≤ Cφ · Kω · βsω(x,y)},
where Cφ is also called Lipschitz constant for φ.
Remark 2.5 Instead of defining random bounded function additionally like Section
2.1.2 of [Du15], we only define bounded random Lipschitz function in Definition 2.4
for our main purpose in this paper: quenched limit law.
Theorem 2.6 (QASIP for RYT)
Assume the RYT in Definition 2.1, then for a.e. ω ∈ Ω, there are equivariant
probability measures (µω)ω∈Ω on (∆ω)ω∈Ω, that is,
(Fω)∗µω = µσω.
Moreover, for any φ ∈ FKpβ with fiberwise mean 0:
∫
φωdµω = 0. Define:
σ2n(ω) :=
∫
(
∑
k≤n
φσkω ◦ F kω )2dµω.
Assume ρn in Definition 2.1 is e
−a·nb or 1
nD
for some constants a > 0, b ∈
(0, 1], D > 2 + 4·(p+1)
2
p2
. Then RYT (∆, F ) satisfies one of the followings exactly:
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1. QASIP: There is ǫ ∈ (0, 1) s.t. for a.e. ω ∈ Ω, there is Brownian Motion Bω
defined on some extension of probability space (∆ω, µω), say ∆ω, such that:
∑
k≤n
φσkω ◦ F kω − Bωσ2n(ω) = o(n
1−ǫ
2 ) a.s.. (2.2)
2. Coboundary: define µ := dµωdP(ω), then there is g ∈ L2(∆, µ) such that
φσω ◦ Fω(x) = gσω ◦ Fω(x)− gω(x) a.s.-µ.
Remark 2.7
1. In our section 7 applications, p is usually arbitrary large number, for example,
P(K > n) ≤ e−√n or K(·) ∈ L∞(Ω).
2. In (2.2), the constant indicated in o(·) depends on ω, and the term a.s. means
almost surely w.r.t. the probability on ∆ω.
3. For any n ≥ 1, define Sωn :=
∑
k≤n φσkω◦F kω , and piecewise continuous function
Sn,ω on [0, 1]:
S
n,ω
t :=
Sωi−1√
n
+
t− i−1
n
i
n
− i−1
n
· S
ω
i − Sωi−1√
n
, t ∈ [ i− 1
n
,
i
n
], where 1 ≤ i ≤ n, 0
0
:= 0.
Then QASIP for RYT implies QCLT, QLIL, QFCLT: there is Σ2 > 0 s.t.
Sωn√
n
d→ N(0,Σ2),
lim sup
n→∞
Sωn√
n log logn
= Σ a.s.,
lim inf
n→∞
Sωn√
n log log n
= −Σ a.s.,
Sn,ω
d→ Σ · B on C[0, 1],
where B is standard one dimensional Brownian Motion.
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4. For the results of Q(F)CLT (see Appendix), ρn has a wider range: e
−a·nb or
1
nD
for some constant a > 0, b ∈ (0, 1], D > 2 + 2·(p+1)2
p2
. When p is arbitrary
large number, the range of D here is the same as Corollary 7.2.2 in [Du15].
But the difference is: our range of D guarantees Q(F)CLT, while the one in
Corollary 7.2.2 of [Du15] only guarantees mixing rate 1
nD−4
→ 0, does not
guarantee Q(F)CLT if D − 4 is too small.
5. For polynomially mixing RYT, [Du15] obtains mixing rate for RYT when D >
4, while [BBR19] obtains mixng rate with a wider range D > 1, under extra
restrictive conditions: (P6) and (P7) in [BBR19]. Depending on the RDS
we study, restrictive conditions can be added to obtain a stronger result. But
in this paper, we just consider the general RYT studied in [Du15], since, in
the range D > 4, the restrictive RYT in [BBR19] is just a special case of the
general RYT. We believe QASIP for the restrictive RYT in [BBR19] holds
with a wider range of D.
Convention 2.8
1. Ca means constant C depending on a,
2. Eµω means the expectation w.r.t µω, E means expectation of P.
3. We do not specify σ-algebra of a measure space if it can be naturally understood.
4. an = O(bn) means: there is C > 0 s.t. an ≤ C · bn for all n ∈ N. an = o(bn)
means: limn→∞ anbn → 0.
3 Revisit Random Young Tower
In this section, we will modify/improve some inequalities in [Du15] into an explicit
form that can be used to prove QASIP.
Lemma 3.1 (AC Equivariant Probability and Matching)
For RYT in Definition 2.1, we have: a.e. ω ∈ Ω, there is unique absolutely
continuous equivariant probability µω := hωdmω on ∆ω satisfying:
(Fω)∗µω = µσω, hω ∈ F+β , ess sup
ω∈Ω
hω <∞, hω > 0. (3.1)
(∆, F, µ) is exact, mixing and ergodic.
Besides, there is an integer l0 > 0 such that for any l ≥ l0, there is ǫl ∈ (0, 1),
for a.e. ω ∈ Ω, mω(∆ω,0 ∩ F−lω ∆σlω,0) > ǫl.
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Furthermore, we have the following matching: let λω, λ
′
ω be absolutely continuous
probability measures on ∆ω, with desities:
dλω
dmω
,
dλ′ω
dmω
∈ F+β . Recall Riω(x) is the i-th
return time of (ω, x) ∈ ∆ into the 0-th level. Define return times on ⋃ω{ω}×∆ω×∆ω
alternatively and recursively:
τω0 (x, x
′) := 0, τω1 (x, x
′) := Rl0ω (x),
τω2 (x, x
′) := τω1 (x, x
′) +Rl0
σ
τω
1 ω
(F τ
ω
1
ω x
′), τω3 (x, x
′) := τω2 (x, x
′) +Rl0
σ
τω
2 ω
(F τ
ω
2
ω x),
τω4 (x, x
′) := τω3 (x, x
′) +Rl0
σ
τω
3 ω
(F τ
ω
3
ω x
′), τω5 (x, x
′) := τω4 (x, x
′) +Rl0
σ
τω
4 ω
(F τ
ω
4
ω x),
· · · · · ·
T ω(x, x′) := T (ω, x, x′) := min{τωi , i ≥ 1 : F τ
ω
i
ω x ∈ ∆στωi ω,0, F
τωi
ω x
′ ∈ ∆
σ
τω
i ω,0
},
T ω0 = 0, T
ω
1 = T
ω, T ωn := T
ω
n−1 + T (σ
Tωn−1ω, (Fω × Fω)Tωn−1).
Then there is C > 0, r ∈ (0, 1), a.e. ω ∈ Ω,
|(F nω )∗λω − (F nω )∗λ′ω| ≤ C ·
∞∑
i=0
ri · (λω × λ′ω)(T ωi ≤ n < T ωi+1), (3.2)
where C, r only depend on β, CF and Lipschitz constants of
dλω
dmω
,
dλ′ω
dmω
.
If ρn = e
−a·nb or 1
nD
where a > 0, b ∈ (0, 1], D > 4, then ∫ m⊗2ω (∆⊗2ω )dP < ∞.
Besides, for any small δ > 0, there is C > 0 s.t.∫
m⊗2ω (T
ω > n)dP ≤ C · 1
nD−2−δ·(D−1)
. (3.3)
Proof See [Du15] Theorem 2.2.1, Proposition 2.3.1, Proposition 2.3.3, Proposition
2.3.4, Theorem 3.1.1, Proposition 5.1.4, Proposition 6.2.1 and Proposition 7.1.1.
Lemma 3.2 Let φ ∈ FKpβ , ǫ ∈ (0, 1) be any small numbers. Define probability:
λω :=
φω +Kω · Cφ + 2 · Cφ∫
(φω +Kω · Cφ + 2 · Cφ)dµω dµω.
Then there is C = Cφ · Ch,F,β · ||K||pLp > 0,∫
|(F nω )∗λω − (F nω )∗µω|dP ≤ C ·
1
n(D−2−ǫ)·(
p
p+1
)
, (3.4)
where Cφ is Lipschitz constant for φ.
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Proof First note that: by (3.1), for any x, y ∈ ∆ω,
dλω
dmω
(x) ≤ Cφ · (3 +Kω) · ess sup
ω∈Ω
hω ≤ Cφ · (3 +Kω) · Ch, (3.5)
| log
dλω
dmω
(x)
dλω
dmω
(y)
| ≤ | log hω(x)
hω(y)
|+ | log φω(x) +Kω · Cφ + 2 · Cφ
φω(y) +Kω · Cφ + 2 · Cφ | ≤ Ch · β
sω(x,y)+
|φω(x)− φω(y)|
φω(y) +Kω · Cφ + 2 · Cφ ≤ Ch·β
sω(x,y)+
Cφ · Kω · βsω(x,y)
φω(y) +Kω · Cφ + 2 · Cφ ≤ (Ch+1)·β
sω(x,y).
Therefore, dλω
dmω
∈ F+β . For any small α ∈ (0, 1), by (3.1-3.2), there is C =
Cβ,F,h > 0 such that∫
|(F nω )∗λω − (F nω )∗µω|dP ≤ C · rn
α
+ C ·
∫
(λω × µω)(T ωnα > n)dP ≤ C · rn
α
+
C ·
∫
(λω × µω)(T ωnα > n)dP ≤ C ·
∑
i≤nα
∫
(λω × µω)(T ωi − T ωi−1 >
n
nα
)dP+ C · rnα
≤ C ·
∫
(λω×µω)(T ω > n
nα
)dP+C ·
∑
2≤i≤nα
∫
(λω×µω)(T ωi −T ωi−1 >
n
nα
)dP+C · rnα.
For the first term, let u := [(P×m⊗2ω )(T ω > n1−α)]−
1
p+1 , by (3.5),∫
(λω × µω)(T ω > n
nα
)dP =
∫
Kω>u
(λω × µω)(T ω > n
nα
)dP+
∫
Kω≤u
(λω×µω)(T ω > n
nα
)dP ≤ P(Kω ≥ u) +Cφ ·Ch · (3+ u)
∫
m⊗2ω (T
ω > n1−α)dP.
So there is C = Cφ · Ch · ||K||pLp > 0, s.t.∫
(λω × µω)(T ω > n
nα
)dP ≤ C · ( 1
up
+ u ·
∫
m⊗2ω (T
ω > n1−α)dP)
≤ C · [
∫
m⊗2ω (T
ω > n1−α)dP]
p
p+1 .
For the second term, each i ≥ 1, let J ωi be partition on ∆ω s.t. for any Jωi ∈ J ωi ,
T ωi is constant on J
ω
i and (Fω × Fω)Tωi : Jωi → ∆σTωi ω,0 ×∆σTωi ω,0 is bijective. Then
by distortion and dλω
dmω
, hω ∈ F+β , there is constant C = Cφ · Ch,F > 0,
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∑
2≤i≤nα
∫
(λω × µω)(T ωi − T ωi−1 >
n
nα
)dP
≤
∑
2≤i≤nα
∑
Jωi−1
∫
(λω × µω)(T ωi − T ωi−1 >
n
nα
|Jωi−1) · (λω × µω)(Jωi−1)dP
≤
∑
2≤i≤nα
∑
Jωi−1
∫
(λω × µω)(T (σTωi−1ω, (Fω × Fω)Tωi−1) > n
nα
|Jωi−1) · (λω × µω)(Jωi−1)dP
≤ Ch,F ·
∑
2≤i≤nα
∑
Jωi−1
∫
m⊗2(x ∈ Λ× Λ|T σ
Tωi−1|Jω
i−1ω(x) >
n
nα
) · (λω × µω)(Jωi−1)dP
≤ Ch,F ·
∑
2≤i≤nα
∑
j
∫
m⊗2(x ∈ Λ× Λ|T σjω(x) > n
nα
) · (λω × µω)(T ωi−1 = j)dP
≤ Ch,F ·
∑
2≤i≤nα
∫
Kω>u
∑
j
m⊗2(x ∈ Λ× Λ|T σjω(x) > n
nα
) · (λω × µω)(T ωi−1 = j)dP
+Ch,F ·
∑
2≤i≤nα
∫
Kω≤u
∑
j
m⊗2(x ∈ Λ× Λ|T σjω(x) > n
nα
) · (λω × µω)(T ωi−1 = j)dP
≤ C ·
∑
2≤i≤nα
[P(Kω > u)+u ·
∫ ∑
j
m⊗2(x ∈ Λ×Λ|T σjω(x) > n
nα
) ·m⊗2ω (T ωi−1 = j)dP].
By the independence assumption in Definition 2.1, m⊗2ω (T
ω
i−1 = j) depends on
(ωi)i<j, m
⊗2(x ∈ Λ × Λ|T σjω(x) > n
nα
) depends on (ωi)i≥j, then there is C =
Cφ · Ch,F · ||K||pLp > 0, such that the inequality above is
≤ C ·
∑
2≤i≤nα
[
1
up
+ u ·
∑
j
∫
m⊗2(x ∈ Λ× Λ|T σjω(x) > n
nα
)dP ·
∫
m⊗2ω (T
ω
i−1 = j)dP]
≤ C ·
∑
2≤i≤nα
[
1
up
+ u ·
∫
m⊗2(x ∈ Λ× Λ|T ω(x) > n
nα
)dP ·
∫
m⊗2ω (∆
⊗2
ω )dP]
≤ C · (nα − 1) · [
∫
m⊗2ω (T
ω > n1−α)dP]
p
p+1 .
Therefore, by (3.3), there is C = Cφ · Ch,F,β,p,ǫ · ||K||pLp > 0 s.t.
∫
|(F nω )∗λω − (F nω )∗µω|dP ≤ C · rn
α
+ C · nα · [
∫
m⊗2ω (T
ω > n1−α)dP]
p
p+1
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≤ 2C · n
α
n(1−α)·(D−2−δ·(D−1))·(
p
p+1
)
≤ 2C · 1
n(D−2−ǫ)·(
p
p+1
)
,
if we choose α, δ small enough.
Definition 3.3 (Dual Operator)
Pω : L
1(∆ω, µω)→ L1(∆σω, µσω) is called dual operator for Fω : ∆ω → ∆σω if it
satisfies: for any Ψω ∈ L1(∆ω, µω),Υσω ∈ L∞(∆σω , µσω),∫
Ψω ·Υσω ◦ Fωdµω =
∫
Pω(Ψω) ·Υσωdµσω.
Lemma 3.4 (Property of Dual Operator)
For RYT, dual operator Pω for Fω exists. Moreover, for any i, k ≥ 0, any
Ψ,Υ ∈ L2(∆, µ) and a.e. ω ∈ Ω:
||PωΨω||L∞(µσω) ≤ ||Ψω||L∞(µω), (3.6)
Eµω [Ψσiω ◦ F iω|(F i+1ω )−1Bσi+1ω] = [Pσiω(Ψσiω)] ◦ F i+1ω in L1(µω). (3.7)
P i+kω (Ψσiω ◦ F iω ·Υω) = P kσiω(Ψσiω · P iω(Υω)) in L1(µσi+kω). (3.8)
Proof By Lemma 3.1 and standard calculation, a.e. ω ∈ Ω:
PωΨω(x) =
1
hσω(x)
∑
Fω(y)=x
Ψω(y) · hω(y)
JFω(y)
in L1(µσω), (3.9)
where J is Jacobian of Fω w.r.t m. Similar to Ruelle-Perron-Frobenius operator, it
is straightforward to verify (3.6-3.8) by Definition 3.3.
Lemma 3.5 (Average Decay)
For any φ ∈ FKpβ , small ǫ > 0,
E
∫
|P nω (φω −
∫
φωdµω)|dµσnω ≤ 6C2φ · Ch,F,β,p,ǫ · ||K||pLp ·
1
n
(D−2−ǫ)· p2
(p+1)2
.
Proof Let u = n
(D−2−ǫ)· p
(p+1)2 , by (3.4):
E
∫
|P nω (φω −
∫
φωdµω)|dµσnω =
∫
Kω>u
∫
|P nω (φω −
∫
φωdµω)|dµσnωdP
+
∫
Kω≤u
∫
|P nω (φω −
∫
φωdµω)|dµσnωdP ≤ 2Cφ · P(Kω > u)
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+3
∫
Kω≤u
(Cφ + CφKω) · |(F nω )∗λω − (F nω )∗µω|dP ≤ 2Cφ · ||K||pLp ·
1
up
+6Cφ · u ·
∫
|(F nω )∗λω − (F nω )∗µω|dP ≤ 6C2φ · Ch,F,β,p,ǫ · ||K||pLp
×( 1
up
+
u
n(D−2−ǫ)·(
p
p+1
)
) ≤ 6C2φ · Ch,F,β,p,ǫ · ||K||pLp ·
1
n
(D−2−ǫ)· p2
(p+1)2
.
4 Several Lemmas
Lemma 4.1 If Ψ ∈ Lq(∆, µ), then for a.e. ω ∈ Ω, there is Cω > 0 s.t.∫
|Ψσnω ◦ F nω |qdµω ≤ Cω · n.
Moreover, if q > 4, then for such ω, there is small ǫ > 0 (only depends on q) s.t.
Ψσnω ◦ F nω = o(n
1
2
−ǫ) a.s.-µω.
Proof It is due to ergodic theorem and Borel-Cantelli Lemma.
Lemma 4.2 (Average vs Quenched)
If Ψ ∈ L2(∆, µ) satisfies
∑
k≥1
∫
|EµωΨω ·Ψσkω ◦ F kω |dP <∞,
then a.e. ω ∈ Ω, there is Cω > 0 s.t.
Eµω(
∑
i≤n
Ψσiω ◦ F iω)2 ≤ Cω · n.
Proof
Eµω(
∑
i≤nΨσiω ◦ F iω)2
n
=
∑
i≤n EµωΨ
2
σiω
◦ F iω
n
+ 2
∑
i<j EµωΨσiω ◦ F iω ·Ψσjω ◦ F jω
n
=
∑
i≤n EµσiωΨ
2
σiω
n
+ 2
∑
i<j EµσiωΨσiω ·Ψσjω ◦ F
j−i
σiω
n
=
∑
i≤n EµσiωΨ
2
σiω
n
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+2
∑
0≤i<n
∑
0<k≤n−i EµσiωΨσiω ·Ψσk+iω ◦ F kσiω
n
.
By ergodic theorem, a.e. ω ∈ Ω,∑
i≤n EµσiωΨ
2
σiω
n
n→∞−−−→
∫
EµωΨ
2
ωdP.
Estimate the cross term: by ergodic theorem, a.e. ω ∈ Ω,
|
∑
0≤i<n
∑
0<k≤n−i EµσiωΨσiω ·Ψσk+iω ◦ F kσiω
n
|
≤ |
∑
0≤i<n
∑
k>0 EµσiωΨσiω ·Ψσk+iω ◦ F kσiω
n
|
+|
∑
0≤i<n−N
∑
k>n−i EµσiωΨσiω ·Ψσk+iω ◦ F kσiω
n
|
+|
∑
n−N≤i<n
∑
k>n−i EµσiωΨσiω ·Ψσk+iω ◦ F kσiω
n
|
≤
∑
0≤i<n
∑
k>0 |EµσiωΨσiω ·Ψσk+iω ◦ F kσiω|
n
+
∑
0≤i<n−N
∑
k>N |EµσiωΨσiω ·Ψσk+iω ◦ F kσiω|
n−N
+
∑
n−N≤i<n
∑
k>0 |EµσiωΨσiω ·Ψσk+iω ◦ F kσiω|
n
n→∞−−−→
∑
k>0
E|EµωΨω ·Ψσkω ◦ F kω |+
∑
k>N
E|EµωΨω ·Ψσkω ◦ F kω |
N→∞−−−→
∑
k>0
E|EµωΨω ·Ψσkω ◦ F kω | <∞.
Therefore for a.e. ω ∈ Ω, there is Cω > 0 s.t.
Eµω(
∑
i≤nΨσiω ◦ F iω)2
n
≤ Cω.
Lemma 4.3 (Regularity)
If φ ∈ FKpβ with Lipschitz constant Cφ, then (P nωφω)ω∈Ω ∈ F (K◦σ
−n)p
β with Lips-
chitz constant 4Cφ for any n ∈ N.
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Proof By Lemma 3.4, ||P nωφω||L∞(µσnω) <∞. By (3.9), we have
P nωφω(x) =
1
hσnω(x)
∑
Fnω (zx)=x
φω(zx) · hω(zx)
JF nω (zx)
,
P nωφω(y) =
1
hσnω(y)
∑
Fnω (zy)=y
φω(zy) · hω(zy)
JF nω (zy)
,
where x, y ∈ ∆σnω,l, zx, zy ∈ Iωn−l ∈
∨n−l
j=0(F
j
ω)
−1Zσjω, F n−lω : Iωn−l → ∆σn−lω,0 is
bijective. Then
|P nωφω(x)− P nωφω(y)| = |
1
hσnω(x)
∑
Fnω (zx)=x
φω(zx) · hω(zx)
JF nω (zx)
− 1
hσnω(y)
∑
Fnω (zy)=y
φω(zy) · hω(zy)
JF nω (zy)
| = | 1
hσnω(x)
∑
Fnω (zx)=x
(φω(zx)− φω(zy)) · hω(zx)
JF nω (zx)
+
∑
Fnω (zy)=y
φω(zy) · ( hω(zx)
JF nω (zx) · hσnω(x)
− hω(zy)
JF nω (zy) · hσnω(y)
)|
≤ Cφ · Kω · βsσnω(x,y) + Cφ ·
∑
Fnω (zy)=y
hω(zy)
JF nω (zy) · hσnω(y)
· |1−
hω(zx)
JFnω (zx)·hσnω(x)
hω(zy)
JFnω (zy)·hσnω(y)
|
≤ Cφ · (K ◦ σ−n)σnω · βsσnω(x,y) + 3Cφ · βsσnω(x,y) ≤ 4Cφ · (K ◦ σ−n)σnω · βsσnω(x,y).
5 Proof of Theorem 2.6
The equivariant probability measures (µω)ω∈Ω have been obtained in lemma 3.1. So
we just need to prove the remaining. Recall the conditions for QASIP in Theorem
2.6:
φ ∈ FKpβ with
∫
φωdµω = 0,
ρn = e
−a·nb or
1
nD
for some constants
a > 0, b ∈ (0, 1], D > 2 + 4 · (p+ 1)
2
p2
.
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Strategy of the proof
step 1 decompose birkhoff sum as reverse martingale differences plus an error term,
step 2 estimate the error term,
step 3 establish an QASIP criteria for our reverse martingale differences,
step 4 verify the QASIP criteria, then QASIP holds. We will see this criteria is
very effective to deal with RDS with nonuniform almost surely mixing rate.
Step 1: Decomposition
Lemma 5.1 (Decomposition)
Let
gω :=
∑
i≥0
P iσ−iω(φσ−iω),
ψω := φσω ◦ Fω − gσω ◦ Fω + gω,
then there is small ǫ0 > 0 s.t. ψ, g ∈ L4+ǫ0(∆, µ). Besides, for a.e. ω ∈ Ω, we
have decomposition:∑
i≤n
φσiω ◦ F iω =
∑
i≤n
ψσi−1ω ◦ F i−1ω + gσnω ◦ F nω − gω,
where (ψσiω ◦ F iω)i≥0 is reverse martingale difference w.r.t. ((F iω)−1Bσiω)i≥0.
Proof It is straightforward to verify decomposition, see also Theorem 1.1 in [Liv96].
Choose small ǫ0, ǫ s.t. (D− 2− ǫ) · p2(p+1)2 · 14+ǫ0 > 1. Then by Lemma 3.5 and (3.6),
||g||L4+ǫ0(∆,µ) ≤
∑
i≥0
||P iσ−iω(φσ−iω)||L4+ǫ0(∆,µ)
≤ Cφ +
∑
i≥1
[E
∫
|P iσ−iω(φσ−iω)|dµω]
1
4+ǫ0 · C
3+ǫ0
4+ǫ0
φ
≤ Cφ +
∑
i≥1
C
3+ǫ0
4+ǫ0
φ · 6
1
4+ǫ0 · C
2
4+ǫ0
φ · C
1
4+ǫ0
h,F,β,p,ǫ · ||K||
p
4+ǫ0
Lp ·
1
i
(D−2−ǫ)· p2
(p+1)2
· 1
4+ǫ0
<∞.
Since φ ∈ FKpβ , so ψ ∈ L4+ǫ0(∆, µ). By (3.8), for a.e. ω ∈ Ω,
Pωψω = Pω(φσω ◦ Fω)− Pω(gσω ◦ Fω) + Pωgω = φσω − gσω + Pωgω
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= φσω −
∑
i≥0
P iσ−iσω(φσ−iσω) +
∑
i≥0
P i+1
σ−iω
(φσ−iω) = 0,
then by (3.7),
Eµω(ψσiω ◦ F iω|(F i+1ω )−1Bσi+1ω) = [Pσiω(ψσiω)] ◦ F i+1ω = 0,
that is, (ψσiω ◦ F iω)i≥0 is reverse martingale difference w.r.t. ((F iω)−1Bσiω)i≥0.
Step 2: Estimate Error Term
Lemma 5.2 For a.e. ω ∈ Ω, there is constant Cω > 0 s.t.
max (
∫
|ψσnω ◦ F nω |2dµω,
∫
|gσnω ◦ F nω |2dµω) ≤ Cω · n
2
4+ǫ0 ,
max (
∫
|ψσnω ◦ F nω |4dµω,
∫
|gσnω ◦ F nω |4dµω) ≤ Cω · n
4
4+ǫ0 ,
For such ω, there is small ǫ (only depends on ǫ0) s.t.
|gσnω ◦ F nω − gω| = o(n
1
2
−ǫ) a.s.-µω,
|ψσnω ◦ F nω | = o(n
1
2
−ǫ) a.s.-µω.
Proof By Lemma 5.1, ψ, g ∈ L4+ǫ0(∆, µ). By Lemma 4.1,
max (
∫
|ψσnω ◦ F nω |4+ǫ0dµω,
∫
|gσnω ◦ F nω |4+ǫ0dµω) ≤ Cω · n, (5.1)
|ψσnω ◦ F nω | = o(n
1
2
−ǫ), |gσnω ◦ F nω | = o(n
1
2
−ǫ) a.s.-µω.
Also |gσnω ◦ F nω − gω| = o(n
1
2
−ǫ) a.s.-µω. Applying Ho¨lder inequality to (5.1), we
get the remaining inequalities.
Therefore, for a.e. ω ∈ Ω,∑
i≤n
φσiω ◦ F iω =
∑
i≤n
ψσi−1ω ◦ F i−1ω + o(n
1
2
−ǫ) a.s.-µω. (5.2)
Define
η2n(ω) :=
∫
(
∑
i≤n
ψσiω ◦ F iω)2dµω.
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By ergodic theorem, for a.e. ω ∈ Ω,
η2n(ω)
n
→ E
∫
ψ2ωdµω.
Then either E
∫
ψ2ωdµω = 0, that is, the coboundary case:
φσω ◦ Fω(x)− gσω ◦ Fω(x) + gω(x) = 0 a.s.-µ,
or there is Cω ∈ [1,∞) s.t.
1
Cω
≤ η
2
n(ω)
n
≤ Cω. (5.3)
Step 3: QASIP Criteria
From now on, we just assume (5.3) and define
Rn(ω) :=
∑
i≥n
ψσiω ◦ F iω
η2i (ω)
, δ2n(ω) :=
∫
R2n(ω)dµω.
The proof in this step is quite similar to Lemma 4.1-4.6 in [Su19a], so we will
sketch the same part and focus on the difference:
Lemma 5.3 (See also Lemma 4.1 in [Su19a])
For a.e. ω ∈ Ω,
η2n+1(ω)
η2n(ω)
→ 1, (5.4)
δ2n(ω) · η2n(ω)→ 1. (5.5)
Besides, Rn(ω) is L
2(µω)-reverse martingale w.r.t. ((F
i
ω)
−1Bσiω)i≥0.
Proof By Lemma 5.2 and (5.3), for a.e. ω ∈ Ω,
η2n+1(ω)
η2n(ω)
=
η2n(ω) +
∫
ψ2
σn+1ω
◦ F n+1ω dµω
η2n(ω)
=
η2n(ω) +O(n
2
4+ǫ0 )
η2n(ω)
→ 1.
For such ω, similar to Lemma 4.1 in [Su19a], we have (5.5) and (Rn(ω))n≥1 is
reverse martingale.
Lemma 5.4 (See Lemma 4.2-4.3 in [Su19a])
For a.e. ω ∈ Ω, there is an extension ∆ω of probability space ∆ω and Brownian
Motion Bω, decreasing stopping time τωi . For such ω, if there is small ǫ > 0 (can be
chosen to be independent of ω) s.t. τωn − δ2n(ω) = o(δ2+ǫn (ω)) a.s., then
|
∑
i≤n
ψσiω ◦ F iω − Bωη2n(ω)| = o(η1−2ǫn ) = o(n
1
2
−ǫ) a.s..
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Remark 5.5 Lemma 4.2-4.3 in [Su19a] also work for general reverse martingale
difference. α < 1
4
there is just to guarantee
σ2n+1
σ2n
→ 1, δ2n · σ2n → 1 in [Su19a], whose
random version has been proved in Lemma 5.3 here.
Lemma 5.6 (See also Lemma 4.5 in [Su19a])
Same as Lemma 4.5 in [Su19a], decompose τωn −δ2n(ω) := R′n(ω)+R′′n(ω)+S ′n(ω)
where S ′n(ω) =
∑
i≥n(
ψ2
σiω
◦F iω
η4i (ω)
−Eµω
ψ2
σiω
◦F iω
η4i (ω)
) and R′(ω), R′′(ω) are reverse martingales
satisfying: there is small ǫ > 0, for a.e. ω ∈ Ω,
R
′
n(ω) = o(δ
2+ǫ
n (ω)), R
′′
n(ω) = o(δ
2+ǫ
n (ω)).
Proof Let Kn(ω) :=
∑
i≤n Eµωψ
4
σiω
◦ F iω, then by Lemma 5.1 and ergodic theorem,
for a.e. ω ∈ Ω, there is Cω > 0 such that Kn(ω) ≤ Cω · n. By similar argument of
Lemma 4.5 in [Su19a], there is Cω > 0 s.t.
Eµω |
supi≥n |R′′i (ω)|
δ2+ǫn (ω)
|2 ≤ Cω · 1
δ
2(2+ǫ)
n
· (Kn−1(ω)
η8n(ω)
+
∑
i≥n
Ki(ω) · (η
8
i+1(ω)− η8i (ω))
η16i (ω)
)
≤ Cω · n2+ǫ · ( n
n4
+
∫ ∞
η8n(ω)
1
x
14
8
dx) ≤ Cω · 1
n1−ǫ
.
Then there is a > 1
1−ǫ s.t.
supi≥Na |R′′i (ω)|
δ2+ǫ
Na
(ω)
→ 0 a.s.-µω by Borel-Cantelli Lemma.
For any n ∈ [Na, (N + 1)a], by (5.3) and (5.5), we have
|R′′n(ω)|
δ2+ǫn (ω)
≤ supi≥Na |R
′′
i (ω)|
δ2+ǫNa (ω)
· δ
2+ǫ
Na (ω)
δ2+ǫn (ω)
n→∞−−−→ 0 a.s.-µω.
The estimate for R
′
n(ω) is similar.
Lemma 5.7 For a.e. ω ∈ Ω, σ2n(ω)− η2n−1(ω) = O(n
3
4 ).
Proof By Lemma 5.2, for a.e. ω ∈ Ω,∫
(
∑
i≤n
φσiω ◦ F iω)2dµω −
∫
(
∑
i≤n
ψσi−1ω ◦ F i−1ω )2dµω
=
∫
(gσnω◦F nω−gω)·(gσnω◦F nω−gω+2
∑
i≤n
ψσi−1ω◦F i−1ω )dµω =
∫
(gσnω◦F nω−gω)2dµω
+2
∫
(gσnω ◦F nω −gω) · (
∑
i≤n
ψσi−1ω ◦F i−1ω )dµω ≤ 2Cω ·n
2
4+ǫ0 +2||gσnω ◦F nω −gω||L2(µω)
×||
∑
i≤n
ψσi−1ω ◦ F i−1ω ||L2(µω) ≤ 2Cω · n
2
4+ǫ0 + 2Cω · n
1
4+ǫ0 · C
1
2
ω · (n− 1) 12 ≤ 4C2ω · n
3
4 .
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Lemma 5.8 (See also Lemma 4.6 in [Su19a])
Define Sn(ω) :=
∑
i≤n(ψ
2
σiω
◦ F iω −
∫
ψ2
σiω
◦ F iωdµω). If there is ǫ > 0, Sn(ω) =
o(η2−ǫn (ω)) a.s.-µω, then S
′
n(ω) = o(δ
2+ǫ
n (ω)) a.s.-µω.
Lemma 5.9 (QASIP Criteria)
If there is small ǫ > 0 s.t. for a.e. ω ∈ Ω, Sn(ω) = o(η2−ǫn (ω)) = o(n1−
ǫ
2 (ω)) a.s.-µω,
then we have
|
∑
i≤n
φσiω ◦ F iω −Bωσ2n(ω)| = o(n
1
2
−ǫ) a.s..
Proof Combine (5.2) and Lemma 5.4, 5.6-5.8.
Step 4: Verify QASIP Criteria
In this step, we will verify the condition of Lemma 5.9: since∑
i≤n
ψ2σi−1ω ◦ F i−1ω =
∑
i≤n
(φσiω ◦ F iω − gσiω ◦ F iω + gσi−1ω ◦ F i−1ω )2
=
∑
i≤n
φ2σiω ◦ F iω + g2σiω ◦ F iω + g2σi−1ω ◦ F i−1ω + 2φσiω ◦ F i · gσi−1ω ◦ F i−1ω
−2φσiω ◦ F iω · gσiω ◦ F iω − 2gσi−1ω ◦ F i−1ω · gσiω ◦ F iω
=
∑
i≤n
φ2σiω ◦ F iω − g2σiω ◦ F iω + g2σi−1ω ◦ F i−1ω + 2φσiω ◦ F iω · gσi−1ω ◦ F i−1ω
+2g2σiω ◦ F iω − 2φσiω ◦ F iω · gσiω ◦ F iω − 2gσi−1ω ◦ F i−1ω · gσiω ◦ F iω
=
∑
i≤n
φ2σiω ◦ F iω − g2σiω ◦ F iω + g2σi−1ω ◦ F i−1ω + 2φσiω ◦ F iω · gσi−1ω ◦ F i−1ω
−2ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω
=
∑
i≤n
φ2σiω ◦ F iω − g2σnω ◦ F nω + g2ω + 2
∑
i≤n
φσiω ◦ F iω · gσi−1ω ◦ F i−1ω
−2
∑
i≤n
ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω,
then by Lemma 5.2 and Eµω(ψσi−1ω ◦ F i−1ω |(F iω)−1Bσiω) = 0, we have
Sn(ω) =
∑
i≤n
(φ2σiω ◦ F iω − Eµωφ2σiω ◦ F iω)− g2σnω ◦ F nω + g2ω + Eµωg2σnω ◦ F nω
−Eµωg2ω + 2
∑
i≤n
(φσiω ◦ F iω · gσi−1ω ◦ F i−1ω −
∫
φσiω ◦ F iω · gσi−1ω ◦ F i−1ω dµω)
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−2
∑
i≤n
(ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω −
∫
ψσi−1ω ◦ F i−1ω · gσiω ◦ F iωdµω)
=
∑
i≤n
(φ2σiω ◦ F iω − Eµωφ2σiω ◦ F iω) (5.6)
+ 2
∑
i≤n
(φσiω ◦ F iω · gσi−1ω ◦ F i−1ω −
∫
φσiω ◦ F iω · gσi−1ω ◦ F i−1ω dµω) (5.7)
− 2
∑
i≤n
(ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω) (5.8)
+o(n1−ǫ) + o(n
2
4+ǫ0 ).
We will prove (5.6-5.8)=o(n1−ǫ) a.s.-µω in the following three lemmas, then finish
the proof of Theorem 2.6.
Lemma 5.10 (Estimate (5.6))
For a.e. ω ∈ Ω, ∑i≤n(φ2σiω ◦ F iω − Eµωφ2σiω ◦ F iω) = o(n1−ǫ) a.s.-µω.
Proof Since φ2(·) − Eµ(·)φ2(·) ∈ L2(∆, µ)
⋂FKpβ with Lipschitz constant 2C2φ, by
Lemma 3.5,
∑
k≥1
∫
|Eµω(φ2ω − Eµωφ2ω) · (φ2σkω ◦ F kω − Eµσkωφ2σkω)|dP
≤ 2C2φ
∑
k≥1
∫
Eµ
σkω
|P kω (φ2ω − Eµωφ2ω)|dP
≤ 12C4φ · Ch,F,β,p,ǫ · ||K||pLp ·
∑
k≥1
1
k
(D−2−ǫ)· p2
(p+1)2
<∞.
So by Lemma 4.2, for a.e. ω ∈ Ω,∫
|
∑
i≤n φ
2
σiω
◦ F iω − Eµωφ2σiω ◦ F iω
n1−ǫ
|2dµω ≤ Cω · 1
n1−2ǫ
.
Then by Borel-Cantelli Lemma, there is 1
1−2ǫ < a <
1
ǫ
s.t.∑
i≤Na φ
2
σiω
◦ F iω − Eµωφ2σiω ◦ F iω
Na(1−ǫ)
→ 0.
For any n ∈ [Na, (N + 1)a],
|
∑
i≤n φ
2
σiω
◦ F iω − Eµωφ2σiω ◦ F iω
n1−ǫ
| ≤ |
∑
i≤Na φ
2
σiω
◦ F iω − Eµωφ2σiω ◦ F iω
Na(1−ǫ)
| · N
a(1−ǫ)
n1−ǫ
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+∑
Na≤i≤(N+1)a 2C
2
φ
Na(1−ǫ)
≤ |
∑
i≤Na φ
2
σiω
◦ F iω − Eµωφ2σiω ◦ F iω
Na(1−ǫ)
|+ 2C
2
φN
a−1
Na(1−ǫ)
→ 0 a.s.-µω.
Lemma 5.11 (Estimate (5.8))
For a.e. ω ∈ Ω, ∑i≤n(ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω) = o(n1−ǫ) a.s.-µω.
Proof From Lemma 5.1, for a.e. ω ∈ Ω, (ψσiω ◦ F iω)i≥0 is reverse martingale
difference, so (ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω)i≥1 is too. Then by ergodic theorem, for a.e.
ω ∈ Ω, there is Cω > 0 s.t.∫
|
∑
i≤n ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω
n1−ǫ
|2dµω ≤
∑
i≤n
∫ |ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω|2dµω
n2−2ǫ
≤ CωnE
∫ |ψω · gσω ◦ Fω|2dµω
n2−2ǫ
≤ Cω
||ψ||2L4(∆,µ) · ||g||2L4(∆,µ)
n1−2ǫ
.
For such ω, by Borel-Cantelli Lemma, there is a > 1
1−2ǫ s.t.∑
i≤Na ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω
Na(1−ǫ)
→ 0 a.s.-µω.
Denote Mωn :=
∑
i≤n ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω. Then for any n ∈ [Na, (N + 1)a],
by martingale maximal inequality and Lemma 5.2, there is Cω > 0 s.t.
Eµω(
maxNa≤i≤(N+1)a |Mωi −Mω(N+1)a |
Na(1−ǫ)
)2 ≤ 4Eµω |M
ω
Na −Mω(N+1)a |2
N2a(1−ǫ)
≤ 4
∑
Na≤i≤(N+1)a Eµω |ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω|2
N2a(1−ǫ)
≤ 4
∑
Na≤i≤(N+1)a ||ψσi−1ω||2L4(µ
σi−1ω
) · ||gσiω||2L4(µ
σiω
)
N2a(1−ǫ)
≤ 4Cω
∑
Na≤i≤(N+1)a i
2
4+ǫ0 · i 24+ǫ0
N2a(1−ǫ)
≤ 4Cω
∫ 1+(N+1)a
Na
x
4
4+ǫ0 dx
N2a(1−ǫ)
≤ 8CωN
a(
8+ǫ0
4+ǫ0
)−1
N2a(1−ǫ)
≤ 8Cω
N
1+
aǫ0
4+ǫ0
−2ǫ ≤
8Cω
N
1+
ǫ0
4+ǫ0
−2ǫ .
If ǫ < ǫ0
4+ǫ0
, by Borel-Cantelli Lemma, we have
maxNa≤i≤(N+1)a |Mωi −Mω(N+1)a |
Na(1−ǫ)
→ 0 a.s.-µω.
Therefore,
|
∑
i≤n ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω
n1−ǫ
| ≤ |
∑
i≤(N+1)a ψσi−1ω ◦ F i−1ω · gσiω ◦ F iω
(1 +N)a(1−ǫ)
|
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×(1 +N)
a(1−ǫ)
n1−ǫ
+
maxNa≤i≤(N+1)a |Mωi −Mω(N+1)a |
Na(1−ǫ)
→ 0 a.s.-µω.
Lemma 5.12 (Estimate (5.7))
For a.e. ω ∈ Ω,
∑
i≤n
(φσiω ◦ F iω · gσi−1ω ◦ F i−1ω −
∫
φσiω ◦ F iω · gσi−1ω ◦ F i−1ω dµω) = o(n1−ǫ) a.s.-µω.
Proof Denote Φω := φσω ◦ Fω · gω −
∫
φσω ◦ Fω · gωdµω. Firstly, we will verify the
conditions of Lemma 4.2: by Lemma 3.4, 5.1,
E
∫
|Φω|2dµω ≤ 2C2φ · E
∫
|gω|2dµω <∞,
and
||φσω · P i+1σ−iω(φσ−iω)||L∞(µσω) ≤ C2φ.
For any x, y ∈ ∆σω , by Lemma 4.3,
|φσω(x) · P i+1σ−iω(φσ−iω)(x)− φσω(y) · P i+1σ−iω(φσ−iω)(y)|
≤ |φσω(x)− φσω(y)| · Cφ + |P i+1σ−iω(φσ−iω)(y)− P i+1σ−iω(φσ−iω)(x)| · Cφ
≤ Kσω · βsσω(x,y) · C2φ + 4Kσ−iω · βsσω(x,y) · C2φ.
Then φ(·) · P i+1σ−(i+1)(·)(φσ−(i+1)(·)) ∈ F
(K+4K◦σ−(i+1))p
β with Lipschitz constant C
2
φ.
Therefore, by Lemma 3.4-3.5,
√
E||P kω (Φω)||2L2(µ
σkω
) =
√
E||P kω [φσω ◦ Fω · gω −
∫
φσω ◦ Fω · gωdµω]||2L2(µ
σkω
)
=
√
E||P k−1σω [φσω · Pω(gω)−
∫
φσω · Pω(gω)dµσω]||2L2(µ
σkω
)
≤
∑
i≥0
√
E||P k−1σω [φσω · P i+1σ−iω(φσ−iω)−
∫
φσω · P i+1σ−iω(φσ−iω)dµσω]||2L2(µ
σkω
)
≤
√
2Cφ
∑
i≥0
√
E
∫
|P k−1σω [φσω · P i+1σ−iω(φσ−iω)−
∫
φσω · P i+1σ−iω(φσ−iω)dµσω]|dµσkω
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≤
√
2Cφ
∑
i≤k−1
√
E
∫
|P k−1σω [φσω · P i+1σ−iω(φσ−iω)−
∫
φσω · P i+1σ−iω(φσ−iω)dµσω]|dµσkω
+
√
2Cφ
∑
i≥k−1
√
E
∫
|P k−1σω [φσω · P i+1σ−iω(φσ−iω)−
∫
φσω · P i+1σ−iω(φσ−iω)dµσω]|dµσkω
≤
∑
i≤k−1
√
E
∫
|P k−1ω [φωP i+1σ−(i+1)ω(φσ−(i+1)ω)−
∫
φωP
i+1
σ−(i+1)ω
(φσ−(i+1)ω)dµω]|dµσk−1ω
×
√
2Cφ + 2C
3
2
φ
∑
i≥k−1
√
E
∫
|P i+1
σ−iω
(φσ−iω)|dµσω ≤ 2
p+1
2
√
6Ch,F,β,p,ǫ · C3φ · ||K||
p
2
Lp
×
∑
i≤k−1
1
(k − 1)(D−2−ǫ)·
p2
2(p+1)2
+ 2
√
6C
5
2
φ ·
√
Ch,F,β · ||K||
p
2
Lp ·
∑
i≥k−1
1
(i+ 1)
(D−2−ǫ)· p2
2(p+1)2
≤ 2 p+12
√
6Ch,F,β · C3φ · ||K||
p
2
Lp · (
k − 1
(k − 1)(D−2−ǫ)·
p2
2(p+1)2
+
1
k
(D−2−ǫ)· p2
2(p+1)2
−1
)
≤ 2 p+42 ·√6Ch,F,β · C3φ · ||K|| p2Lp · 1
(k − 1)(D−2−ǫ)·
p2
2(p+1)2
−1
.
Therefore, if ǫ > 0 is small enough,∑
k≥1
E|EµωΦω · Φσkω ◦ F kω | =
∑
k≥2
E|Eµ
σkω
P kω (Φω) · Φσkω|+ E||Φω||2L2(µω)
≤
∑
k≥2
√
E||P kω (Φω)||2L2(µ
σkω
) ·
√
E||Φω||2L2(µω) + E||Φω||2L2(µω)
≤ E||Φω||2L2(µω)[1 +
∑
k≥2
2
p+4
2
√
6Ch,F,β · C3φ · ||K||
p
2
Lp ·
1
(k − 1)(D−2−ǫ)·
p2
2(p+1)2
−1
] <∞.
By Lemma 4.2, for a.e. ω ∈ Ω, there is Cω > 0 s.t.∫
(
∑
k≤n
Φσkω ◦ F kω )2dµω ≤ Cω · n,
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that is ∫
(
∑
k≤nΦσkω ◦ F kω
n1−ǫ
)2dµω ≤ Cω · 1
n1−2ǫ
.
For such ω, by Borel-Cantelli Lemma, there is 1
1−2ǫ < a < 2 s.t.∑
k≤Na Φσkω ◦ F kω
Na(1−ǫ)
→ 0 a.s.-µω.
Besides, by Lemma 5.2, for a.e. ω ∈ Ω,
|Φσkω| = |φσk+1ω ◦ F k+1ω · gσkω ◦ F kω −
∫
φσk+1ω ◦ F k+1ω · gσkω ◦ F kωdµω|
≤ |φσk+1ω ◦ F k+1ω · gσkω ◦ F kω +
∫
φσk+1ω ◦ F k+1ω · gσkω ◦ F kωdµω| ≤ 2Cφ · o(k
1
2
−ǫ).
Then for any n ∈ [Na, (N + 1)a],
|∑k≤nΦσkω ◦ F kω |
n1−ǫ
≤ |
∑
k≤Na Φσkω ◦ F kω |
Na(1−ǫ)
+
∑
Na≤k≤(N+1)a 2Cφ · o(k
1
2
−ǫ)
Na(1−ǫ)
≤ |
∑
k≤Na Φσkω ◦ F kω |
Na(1−ǫ)
+
2Cφ · O(Na( 32−ǫ)−1)
Na(1−ǫ)
→ 0 a.s.-µω.
Therefore, combine Lemma 5.6-5.8: for a.e. ω ∈ Ω, Sn(ω) = o(n1−ǫ) a.s.-µω.
Then, by Lemma 5.9, we finish the proof of Theorem 2.6.
6 Falling Down From Tower
In this section, we consider the RDS which can be extended to RYT:
Definition 6.1 (Induced Random Markov Map)
(1) Assume Bernoulli scheme (Ω,P, σ) := (IZ, νZ, σ) where I is compact interval
with normalize Lebegues probability measure ν. (M,Leb, d) is compact Rieman-
nian manifold with Riemannian volume Leb and Riemanian distant d. (fω)ω∈Ω
is nonsingular random transformation w.r.t Leb on M . Define:
fnω := fσn−1ω ◦ fσn−2ω ◦ · · · ◦ fσω ◦ fω.
(2) Assume an open Λ ⊂M , with normalize probability m inherited from Leb.
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(3) Assume for a.e. ω ∈ Ω, there is countable partition Pω of a full measure subset
Dω of Λ and function Rω : Λ → N such that Rω is constant on each Uω ∈
Pω, {x ∈ Λ : Rω(x) = n} only depends on ω0, ω1, · · · , ωn−1 and fRωω |Uω is
diffeomorphism from Uω to Λ.
(4) Assume there are N ∈ N, {ǫi > 0, i = 1, · · · , N} and {ti ∈ N, i = 1, · · · , N}
with gcd(ti) = 1 such that for a.e. ω ∈ Ω, all 1 ≤ i ≤ N ,
m({x ∈ Λ : Rω(x) = ti}) > ǫi.
(5) Assume there is β ∈ (0, 1), constant C > 0, random function 1 ≤ K(·) ∈ Lp(Ω)
s.t. for a.e. ω ∈ Ω, any Uω ∈ Pω, x, y ∈ Uω, and 0 ≤ k ≤ Rω|Uω :
d(fRωω (x), f
Rω
ω (y)) ≥ β−1 · d(x, y), (6.1)
| log Jf
Rω
ω (x)
JfRωω (y)
| ≤ C · d(fRωω (x), fRωω (y)), (6.2)
d(fkω(x), f
k
ω(y)) ≤ C · Kσkω · d(fRωω (x), fRωω (y)). (6.3)
(6) Assume there is constant C > 0 s.t.
P×m{x ∈ Λ : Rω(x) > n} ≤ C · ρn,
where ρn := e
−a·nb or 1
nD
for some constant a > 0, b ∈ (0, 1], D > 2 + 4·(p+γ)2
p2
,
γ ∈ (0, 1] will be explained in Theorem 6.2 below.
Theorem 6.2 (QASIP for RDS)
Assume (M, (fω)ω∈Ω, Leb) satisfies the conditions in Definition 6.1. Then for
a.e. ω ∈ Ω, there are equivariant probability measures (υω)ω∈Ω on M , that is,
(fω)∗υω = υσω.
For any Ho¨lder function φ on M with Ho¨lder exponent γ ∈ (0, 1]. Define
ϕω := ϕ−
∫
ϕdυω,
σ2n(ω) :=
∫
(
∑
k≤n
ϕσkω ◦ fkω)2dυω.
Assume ρn := e
−a·nb or 1
nD
for some constant a > 0, b ∈ (0, 1], D > 2 + 4·(p+γ)2
p2
,
then (M, (fω)ω∈Ω) satisfies one of the followings exactly:
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1. QASIP: for a.e. ω ∈ Ω, there are ǫ ∈ (0, 1) and Brownian Motion Bω defined
on some extension of probability space (M, υω), say Mω, such that:∑
k≤n
ϕσkω ◦ fkω −Bωσ2n(ω) = o(n
1−ǫ
2 ) a.s..
2. Coboundary: define υ := dυωdP(ω), then there is g ∈ L2(
⋃
ω{ω} ×M, υ) s.t.
ϕσω ◦ fω(x) = gσω ◦ fω(x)− gω(x) a.s.-υ.
Proof From Definition 6.1, we can construct RYT (∆, F ) such that FRωω = f
Rω
ω .
Verify distortion (2.1) from (6.2): if separation time sω(x, y) = n, then for any i < n,
F
Riω(x)
ω (x), F
Riω(y)
ω (y) lie in the same element of PσRiω (x)ω and F
Rnω(x)
ω (x), F
Rnω(y)
ω (y) lie
in different elements of PσRnω (x)ω. From (6.1), we have
d(x, y) ≤ β · d(fRωω (x), fRωω (y)) ≤ · · · ≤ βn · d(fR
n
ω
ω (x), f
Rnω
ω (y)) ≤ βn · sup
x,y∈M
d(x, y).
From (6.2), we have
| log JF
Rω
ω (x)
JFRωω (y)
| ≤ C · d(fRωω (x), fRωω (y)) ≤ C · sup
x,y∈M
d(x, y) · βn−1,
that is, there is C > 0 s.t.
|JF
Rω
ω (x)
JFRωω (y)
− 1| ≤ C · βsσRω(x)ω(FRωω (x),FRωω (y)) ≤ C · (βγ)sσRω(x)ω(FRωω (x),FRωω (y)).
Therefore, by Lemma 3.1, we construct a RYT (∆, F, µ) satisfying all assump-
tions in Definition 2.1. Define projection πω : ∆ω → M by πω(x, l) := f lσ−lω(x).
It is semi-conjugacy, υω := (πω)∗µω is equivariant probability measures, see section
3.1 in [BBR19]. φω := ϕω ◦ πω is bounded above by maxx∈M |ϕ(x)| and fiberwise
mean zero on (∆ω, µω). We claim φ ∈ F
(Kγ) p
γ
βγ : for any (x, l), (y, l) ∈ ∆ω with
sω((x, l), (y, l)) = n, by (6.3),
|φω(x, l)− φω(y, l)| = |ϕω(f lσ−lωx)− ϕω(f lσ−lωy)| ≤ Cϕ · d(f lσ−lωx, f lσ−lωy)γ
≤ Cϕ · Cγ · Kγω · d(fRσ−lωσ−lω (x), f
R
σ−lω
σ−lω
(y))γ ≤ Cϕ · Cγ · Kγω · (βγ)n−1 · sup
x,y∈M
d(x, y)γ
≤ Cϕ · Cγ · Kγω · sup
x,y∈M
d(x, y)γ · (βγ)−1 · (βγ)sω((x,l),(y,l)).
So φ ∈ F
(Kγ) p
γ
βγ with Lipschitz constant Cϕ · Cγ · supx,y∈M d(x, y)γ · (βγ)−1. Ap-
ply Theorem 2.6, we have QASIP or coboundary for this RYT. We will show how
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they fall down to RDS: let τ(ω, x) := (σω, Fω(x)), its transfer operator is τ
∗,
υ := dυωdP(ω), χ(ω, x) := (σω, fω(x)), it transfer operator is χ
∗, Φ := (ϕω)ω∈Ω.
For coboundary, that is, φ ◦ τ = g ◦ τ − g a.s.-µ. From the proof of Lemma 4.2,
lim
n→∞
∫
(
∑
i≤n φ ◦ τ i)2dµ
n
=
∫
φ2dµ+ 2
∑
i≥1
∫
φ · φ ◦ τ idµ = 0,
that is ∫
Φ2dυ + 2
∑
i≥1
∫
Φ · Φ ◦ χidυ = 0.
We will verify conditions of Theorem 1.1 in [Liv96]: by Lemma 3.5
∑
i≥1
|
∫
Φ · Φ ◦ χidυ| =
∑
i≥1
|
∫
φ · φ ◦ τ idµ| =
∑
i≥1
|
∫ ∫
φω · φσiω ◦ F iωdµωdP|
≤
∑
i≥1
∫ ∫
|P iω(φω)|dµωdP ≤ 6C2φ · Ch,F,βγ , pγ ,ǫ · ||Kγ||
p
γ
L
p
γ
·
∑
n≥1
1
n
(D−2−ǫ)· p2
(p+γ)2
<∞,
∑
n≥1
∫
|(χ∗)nΦ|dυ =
∑
n≥1
sup
||ψ||L∞≤1
∫
ψ ◦ χn · Φdυ
=
∑
n≥1
sup
||ψ||L∞≤1
∫ ∫
ψσnω ◦ πω ◦ F nω · φωdµωdP
≤
∑
n≥1
∫ ∫
|P nω (φω)|dµωdP ≤ 6C2φ · Ch,F,βγ , pγ ,ǫ · ||Kγ||
p
γ
L
p
γ
·
∑
n≥1
1
n
(D−2−ǫ)· p2
(p+γ)2
<∞.
If we let g :=
∑
i≥0(χ
∗)nΦ ∈ L2(⋃ω{ω} ×M, υ), then by Lemma 3.5 again,
||g||L2 ≤
∑
n≥0
||(χ∗)nΦ||L2 ≤ Cϕ + C
1
2
ϕ
∑
n≥1
√∫
|(χ∗)nΦ|dυ
≤ Cϕ + C
1
2
ϕ
∑
n≥1
√
6Cφ · C
1
2
h,F,βγ,
p
γ
,ǫ
· ||Kγ||
p
2γ
L
p
γ
· 1
n
(D−2−ǫ)· p2
2(p+γ)2
<∞.
Then by Theorem 1.1 in [Liv96], Φ ◦ χ = g ◦ χ− g, that is,
ϕσω ◦ fω(x) = gσω ◦ fω(x)− gω(x) a.s.-υ.
For QASIP, denote the extended probability space by (∆ω,Qω), we have∑
k≤n
ϕσkω ◦ fkω ◦ πω − B¯ωσ2n(ω) =
∑
k≤n
φσkω ◦ F kω − B¯ωσ2n(ω) = o(n
1−ǫ
2 ) a.s.-Qω.
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σ2n(ω) =
∫
(
∑
k≤n
ϕσkω ◦ fkω ◦ πω)2dµω =
∫
(
∑
k≤n
ϕσkω ◦ fkω)2dυω.
By Lemma 8.3, there are H : RN × [0, 1]→ RN and Brownian Motion Bˆω s.t.
Qω((ϕσkω ◦ fkω ◦ πω)k≥1, (B¯ωσ2
k
(ω) − B¯ωσ2
k−1(ω)
)k≥1 ∈ (·, ·)) =
(µω × Leb)((ϕσkω ◦ fkω ◦ πω)k≥1, (Bˆωσ2
k
(ω) − Bˆωσ2
k−1(ω)
)k≥1,∈ (·, ·)),
∑
k≤n
ϕσkω ◦ fkω ◦ πω − Bˆωσ2n(ω) = o(n
1−ǫ
2 ) a.s.-(µω × Leb),
where (Bˆω
σ2
k
(ω)
− Bˆω
σ2
k−1(ω)
)k≥1 = H((ϕσkω ◦ fkω ◦ πω)k≥1, U) forms a Brownian Motion
defined on µω×Leb. Then (Bωσ2
k
(ω)
−Bω
σ2
k−1(ω)
)k≥1 := H((ϕσkω ◦fkω)k≥1, U) also forms
a Brownian Motion defined on υω × Leb. Hence∑
k≤n
ϕσkω ◦ fkω − Bωσ2n(ω) = o(n
1−ǫ
2 ) a.s.-(υω × Leb).
Here Mω := M × [0, 1] with probability υω × Leb.
7 Applications
We will apply Theorem 6.2 to the following RDS via verifying the conditions in
Definition 6.1: i.i.d translation of unimodal maps in [BBMD02], S-unimodal map
in [Du15], non-uniformly expanding map (with singularities) in [AA03] or [AV13],
random perturbation of LSV maps possessing an indifferent fixed point in [BBR19].
i.i.d. here means fσiω only depends on ωi, then for any n ∈ N, fσnω is independent of
(fσiω)i≤n−1. In Definition 6.1, conditions (1), (2) are naturally satisfied. Condition
(3) is also satisfied since {Rω = n} is constructed inductively, so only depends on
(fσiω)0≤i≤n−1, i.e. ω0, ω1, · · · , ωn−1. So we just need to verify conditions (4)-(6):
i.i.d. translation of unimodal maps, see [BBMD02]
Conditions (5) holds due to Lemma 7.9, Lemma 7.10, Lemma 9.1. Condition
(6) is due to Proposition 8.3. Condition (4) is due to (8.10) in [BBMD02].
i.i.d. translation of S-unimodal maps, see [Du15]
Condition (4) is due to Proposition 8.2.9, Proposition 8.3.9. Condition (6) is
due to Proposition 8.2.11, Proposition 8.3.12. Condition (5) is due to Lemma
8.2.1, Proposition 8.3.5 in [Du15].
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i.i.d. translation of nonuniformly expanding maps, see [AV13]
Condition (6) is due to Proposition 5.1, Section 5.2.2, Theorem 2.9. Condition
(5.2) is due to (U1) right after Theorem 2.9. Condition (5.8) is due to (U2)
right after Theorem 2.9 and Proposition 4.9 in [AV13].
i.i.d. perturbation of LSV maps with neutral fixed point, see [BBR19]
Conditions (5) and (4) are due to Proposition 5.1. Condition (6) is due to
Theorem 5.1 with 1
α0
> 6, that is, QASIP holds for Ω = [α0, α1]
Z, where
α0 <
1
6
, α1 < 1.
8 Appendix
For general RDS, it does not have rich dynamic structure like RYT, so QASIP does
not necessarily hold. But it is still possible to have have Q(F)CLT:
Theorem 8.1 Given a RDS (Ω,P, σ, (∆ω)ω∈Ω, (µω)ω∈Ω, (Fω)ω∈Ω) (not necessarily
Bernoulli scheme or RYT), assume for each ω ∈ Ω, dual operator Pω : L1(∆ω, µω)→
L1(∆σω, µσω) defined in Definition 3.3 exists. Let ∆ :=
⋃
ω∈Ω{ω} × ∆ω, µ :=
dµωdP(ω). If there are fiberwise mean zero φ ∈ L∞(∆, µ), small ǫ > 0 and con-
stant Cφ > 0 s.t. ∫
Ω
∫
∆ω
|P nω (φω)|dµωdP ≤
Cφ
n2+ǫ
, (8.1)
then one of the followings holds exactly:
1. Q(F)CLT holds for φ (see the definition in Remark 2.7),
2. Coboundary: there is g ∈ L2(∆, µ) such that
φσω ◦ Fω(x) = gσω ◦ Fω(x)− gω(x) a.s.-µ.
Remark 8.2
1. To guarantee the existence of dual operator Pω, absolutely continuous µω and
nonsingular Fω are enough, e.g. RYT.
2. For RYT with ρn = e
−a·nb or 1
nD
for some constant a > 0, b ∈ (0, 1], D >
2 + 2·(p+1)
2
p2
, by Lemma 3.5, it satisfies (8.1), so Q(F)CLT holds.
3. For RDS which can be extened to RYT, it shares same Q(F)CLT with its RYT
under same conditions of ρn. When p is arbitrary large number, the range
of ρn here is the same as the one of Corollary 7.2.2 in [Du15], which only
guarantees mixing rate 1
nD−4
→ 0. See also Remark 2.7.
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Proof
First note that: dual operator Pω here has the same property as Lemma 3.4 and
we have the same martingale approximation as Lemma 5.1:∑
i≤n
φσiω ◦ F iω =
∑
i≤n
ψσi−1ω ◦ F i−1ω + gσnω ◦ F nω − gω (8.2)
So by (8.1), we have
||g||L2(∆,µ) ≤
∑
i≥0
||P iσ−iω(φσ−iω)||L2(∆,µ) ≤ ||φ||
1
2
L∞ ·
∑
i≥0
(
∫ ∫
|P iσ−iω(φσ−iω)|dµωdP)
1
2
≤ ||φ||
1
2
L∞ · C
1
2
φ · (1 +
∑
i≥1
1
i
2+ǫ
2
) <∞.
Therefore, ψ ∈ L2(∆) i.e. for a.s. ω ∈ Ω, ψω ∈ L2(µω). We will verify the
condition (1) and (2) in [Bro71] for reverse martingale difference (ψσiω ◦ F iω)i≥0.
Note that [Bro71] works for martingale with increasing filtration, but his result is
also true for reverse martingale difference with decreasing filtration, by following his
proof literally (see also the last line on page 119 and Theorem 5.8 in [CR07]), so we
will not repeat it here. If ||ψ||L2(∆) = 0, then coboundary result holds. So, without
loss of generality, we assume ||ψ||L2(∆) = 1 in the followings:
(1) Verify
∑
i≤n Eµω [ψ
2
σiω
◦F iω|(F i+1ω )−1Bσi+1ω ]∫
(
∑
i≤n φσiω◦F iω)2dµω
p−→ 1: by ergodic theorem and Lemma 3.4,
for a.s. ω ∈ Ω,∑
i≤n Eµω [ψ
2
σiω
◦ F iω|(F i+1ω )−1Bσi+1ω]∫
(
∑
i≤n φσiω ◦ F iω)2dµω
=
∑
i≤n[Pσiω(ψ
2
σiω
)] ◦ F i+1ω∫
(
∑
i≤n ψσiω ◦ F iω)2dµω
=
∑
i≤n[Pσiω(ψ
2
σiω
)]◦F i+1ω
n∑
i≤n
∫
ψ2
σiω
◦F iωdµω
n
a.s.−−→
µω
∫ ∫
[Pω(ψ
2
ω)] ◦ FωdµωdP∫ ∫
ψ2ωdµωdP
=
∫ ∫
Pω(ψ
2
ω)dµσωdP∫ ∫
ψ2ωdµωdP
= 1.
(2) Verify Lindeberg condition: by ergodic theorem, for a.e. ω ∈ Ω, there is
Cω > 0 such that ∑
i≤n
∫
ψ2
σiω
◦ F iωdµω
n
≥ Cω.
For any K ∈ N, by ergodic theorem again, for a.e. ω ∈ Ω and any n > K
ǫ·Cω :
∑
i≤n
∫
ψ2
σiω
◦Fiω
∫
(
∑
i≤n ψσiω
◦Fiω)
2dµω
≥ǫ
ψ2
σiω
◦ F iω∫
(
∑
i≤n ψσiω ◦ F iω)2dµω
dµω
30
≤
∑
i≤n
∫
ψ2
σiω
◦Fiω
Cω·n
≥ǫ
ψ2
σiω
◦ F iω
Cω · n dµω ≤
∑
i≤n
∫
ψ2
σiω
◦F iω≥K
ψ2
σiω
◦ F iω
Cω · n dµω
≤
∑
i≤n
∫
ψ2
σiω
◦F iω≥K ψ
2
σiω
◦ F iωdµω
Cω · n
n→∞−−−→
∫ ∫
ψ2ω≥K ψ
2
ωdµωdP
Cω
K→∞−−−→ 0.
The last convergence is due to ψ ∈ L2(∆).
Therefore, by Theorem 1 and 2 in [Bro71], (ψσiω ◦ F iω)i≥0 has Q(F)CLT. To obtain
limit theorem for φ, we need to estimate the error term gσnω ◦F nω −gω of (8.2): since
g ∈ L2(∆), by ergodic theorem, for a.e. ω ∈ Ω,∫
|gσnω ◦ F
n
ω − gω√
n
|2dµω → 0.
that is,
gσnω ◦ F nω − gω√
n
p−→
µω
0.
Therefore, for any n ∈ N, any t1, · · · , tn ∈ [0, 1],
(Sn,ωt1 , · · · , Sn,ωtn )
d−→ (Bt1 , · · · , Btn),
where B is standard Brownian Motion, Sn,ω is defined in Remark 2.7. Following the
same argument of Theorem 14.20 in [Kal02] on page 283, we have QFCLT for φ, so
QCLT holds as well.
Lemma 8.3 (Transfer, see [Kal02] Theorem 6.10)
Given probability spaces (Ω,F , P ), (Ω′,F ′, P ′), T is Borel space, S is measurable
space. Random elements η′ : Ω′ → T , ξ′ : Ω′ → S, ξ : Ω → S with ξ d= ξ′. Then
there is measurable function f : S × [0, 1]→ T , and any U ∼ U(0, 1) is independent
of ξ, f (extend probability space if necessary), and random element η := f(ξ, U) s.t.
(η, ξ)
d
= (η′, ξ′).
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