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Abstract. Let H be a complex Hilbert space and let A be a von Neumann algebra over H equipped with a faithful, normal state φ. Then A is a prehilbert space with respect to the inner product A | B := φ(B * A), whose completion L 2 = L 2 (A, φ) is given by the Gelfand-Naimark-Segal representation theorem, according to which there exist a one-to-one * -homomorphism π of A into the algebra L(L 2 ) of all bounded linear operators acting on L 2 and a cyclic, separating vector ω ∈ L 2 such that φ(A) = (π(A)ω | ω) for all A ∈ A. Given any separable Hilbert space H, we construct a faithful, normal state φ on L(H) and an increasing sequence (A n : n ≥ 1) of positive operators acting on H such that (φ(A 2 n ) : n ≥ 1) is bounded, but (π(A n )ω : n ≥ 1) fails to converge both bundlewise and in L 2 -norm. We also present an example of an increasing sequence of positive operators which has a subsequence converging both bundlewise and in L 2 -norm, but the whole sequence fails to converge in either sense. Finally, we observe that our results are linked to a previous one by R. V. Kadison.
Background
Let H be a (separable) complex Hilbert space, L(H) the algebra of all bounded linear operators acting on H, A a von Neumann algebra in L(H), and φ a faithful, normal state acting on A. Then
defines an inner product on A, and (A, · | · ) is a complex prehilbert space. Denote by L 2 = L 2 (A, φ) its completion, by (· | ·) the inner product and by · the norm in L 2 . According to the Gelfand-Naimark-Segal representation theorem, there exist a one-to-one * -homomorphism π of A into the algebra L(L 2 ) and a cyclic, separating
In 1996 Hensz, Jajte and Paszkiewicz [2] introduced the notion of bundle convergence for sequences of operators in A as well as for sequences of vectors in L 2 . To present its definition, we consider a sequence (E k ) of operators in A + , the cone of all positive operators in A, such that
and associate with it a so-called bundle P = P(E k ) defined as follows:
Here Proj A is the class of all (selfadjoint) projections P in A, and · ∞ is the usual operator norm.
It is a crucial fact that for any sequence (E k ) in A + with property (1.2), the bundle defined in (1.3) is "abundant" enough in the sense that it contains projections P arbitrarily close to the identity, operator 1 in A. In other words, for every ε > 0 there exists
Now, a sequence (A n ) of operators in A is said to be bundle convergent to some 
where O is the zero operator in A. Bundle convergence is an appropriate substitute for almost everywhere (in measure theory) or almost sure (in probability theory) convergence in a noncommutative setting. In addition, it enjoys the property of additivity.
As to details of von Neumann algebras, we refer the reader to the basic books [ 
Main results
Let (X, F, µ) be a measure space with positive measure µ. The classical monotone convergence theorem of Beppo Levi formulated in terms of functions of the Lebesgue space L 2 (X, F, µ) reads as follows: If (f n : n ≥ 1) is an increasing sequence (that is, f n (x) ≤ f n+1 (x) for every n and almost every x in X) of nonnegative, square integrable functions on X such that
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The following problem arises naturally: Is it possible to get a counterpart of this theorem in the noncommutative setting? Problem 1. Let (A n : n ≥ 1) be an increasing sequence of positive operators in A such that
In [6, Theorem 1] we proved that the answer to Problem 1 is yes, however under very restrictive additional conditions. In the general case the problem has remained open. In this paper, we exhibit a counterexample revealing that the answer to Problem 1 lies in the negative. More precisely, we shall prove the following
Theorem 1. Given any separable complex Hilbert space H, there exist a faithful, normal state φ on L(H) and an increasing sequence
In [7, p . 335] we raised the following problem.
Problem 2.
Let (A n : n ≥ 1) be an increasing sequence of operators in A + such that for some subsequence (A n k : 1 ≤ n 1 < n 2 < · · · ) and some vector ξ in L 2 , we have
Is it then true that for the whole sequence (A n : n ≥ 1) both limit relations in (2.2) are also satisfied?
Our construction in the proof of Theorem 1 makes it plausible that the answer to Problem 2 also lies in the negative. In fact, we shall prove the following
Theorem 2. Given any separable complex Hilbert space H, there exist a faithful, normal state φ on L(H) and an increasing sequence
that (2.1) and both limit relations in (2.3) are satisfied for n k := 2k, k ≥ 1, but both limit relations in (2.2) fail to be satisfied for any vector ξ in L 2 .
Auxiliary results
Being the Hilbert space H separable in our Theorems 1 and 2, we fix an orthonormal basis (e k : k ≥ 1) in H. For the reader's convenience, we recall two well-known lemmas, which play key roles in the proofs of Theorems 1 and 2. Lemma 1. Let A be a von Neumann algebra in L(H) and let (ε k : k ≥ 1) be a sequence of positive real numbers such that
is a faithful, normal state on A.
In fact, φ is clearly a positive linear functional on A, φ(1) = 1, and φ is faithful (due to the assumption that each ε k > 0). The normality of φ is a consequence of In fact, the eigenvalues λ 1 and λ 2 of M are given by
and the one corresponding to the "−" sign in front of the square root is nonnegative exactly in the case when |c| 2 ≤ ab.
Proofs of theorems
Proof of Theorem 1. We shall identify a linear operator A in L(H) by its (infinite) matrix in the orthonormal basis (e k : k ≥ 1) of H. Actually, in our construction we shall consider only such operators A whose matrices contain finitely many nonzero entries. We shall use the same notation for the operator and its matrix in the basis (e k : k ≥ 1). Furthermore, we follow the common agreement that the basis vectors e k are transformed with respect to columns (in accordance with the row-column composition rule when a column vector is multiplied by a matrix from the left). First, we define a sequence (D n : n ≥ 1) in L(H) as follows: Set D 1 := O, the zero operator (or matrix); while for n ≥ 2,
and for n ≥ 3,
and all other entries in D n equal 0. So, each D n for n ≥ 2, is a diagonal matrix with only nonzero entries in the positions (1,1) (2,2), . . . , (n, n). Second, we define another sequence (
and all other entries in T n equal 0. So, each T n for n ≥ 2 contains only two nonzero entries. Third, we define (4.1)
We shall prove that the sequence (A n : n ≥ 1) and the faithful, normal state φ defined in (3.2) with (3.1) fulfill the properties stated in Theorem 1.
To this effect, we consider the nonzero entries in the difference A n+1 − A n for n ≥ 2:
It is easy to see that A n+1 − A n can be represented as the sum of two matrices A (1) n+1 and A (2) n+1 (each of them turns out to be positive):
n+1 , where
and all other entries in A (1) n+1 and A (2) n+1 , respectively, equal 0. An immediate application of Lemma 2 gives that both A (1) n+1 and A (2) n+1 are positive operators. By (4.2), the operator A n+1 − A n is also positive. Clearly, for n = 1, the operator A 2 − A 1 = A 2 is also positive.
Next, we shall compute and/or estimate φ(T . By the definition of T n , it follows from (3.2) that
By (3.1), we certainly have
Now, we shall be concerned with φ(D 2 n ). To this end, we introduce the notations (4.4)
Clearly, we have
By (3.2) and (4.4), we may write that
We fix the sequence (ε k : k ≥ 1) by setting
Then condition (3.1) is clearly satisfied, and by (4.6), we also have
Owing to (4.5) with λ k := k −1 and (4.7), we may apply [7, Theorem 1] , which guarantees the existence of a vector η in L 2 such that
Thus, it follows from (4.8) that
Making use of [4, Lemma 1.2.1 on p. 4], in the case of (4.1) gives
By virtue of (4.3) and (4.9), we conclude that condition (2.1) is satisfied. It remains to show that either of the limit relations in (2.2) cannot be satisfied. Assuming the contrary, we shall arrive at a contradiction. To go into detail, assume that the first limit relation in (2.2) is satisfied for some ξ in L 2 . Then, by making use of the additivity property of bundle convergence, it follows from (4.8) that
where "o" is the zero vector in L 2 . According to [2, 3.6 . Property on p. 31], the limit relation just obtained is equivalent to the following one:
Taking into account the boundedness of the sequence (T n : n ≥ 1), we may apply [6, Lemma 2] and by (4.10) we obtain
On the other hand, by (3.2) we find
which contradicts (4.11). This proves that the first limit relation in (2.2) cannot hold for any vector ξ in L 2 . Now, let us assume that the second limit relation in (2.2) is satisfied for some vector ξ in L 2 . Then, it follows from (4.8) that
By (1.1), the latter limit relation is equivalent to (4.11), which again contradicts (4.12). This proves that the second limit relation in (2.2) cannot hold for any vector ξ in L 2 . The proof of Theorem 1 is complete.
Proof of Theorem 2. It can be done by a slight reorganization of the proof of Theorem 1 as follows. Again, we construct the operators D n , T n , and A n , and then consider the sequence
By (4.1) and (4.2), we may write that
Making use of the positivity of the operators A (1) n , A (2) n , A (2) 2k −T 2k , and A (1) 2k+1 +T 2k (observe that both A (2) 2k − T 2k and A (1) 2k+1 + T 2k are diagonal matrices with only two positive entries), we conclude that the sequence given in (4.13) is indeed an increasing sequence of positive operators.
By (2.1) and (4.9), we have
According to (4.8) , the subsequence D 2 , D 4 , D 6 , . . . of (4.13) converges both in L 2 -norm and bundlewise. On the other hand, analogously to (4.12) we have
Now, if the whole sequence in (4.13) were convergent either bundlewise or in L 2 -norm, then we would necessarily have that
(cf. (4.11)). Clearly, (4.14) and (4.15) contradict each other. Thus, the whole sequence in (4.13) cannot be convergent either bundlewise or in L 2 -norm. This completes the proof of Theorem 2.
Concluding remarks
(i) In the very particular choice of the faithful, normal state φ given in (3.2) with (3.1), we are able to present a transparent 'description' of the completion space L 2 = L 2 (A, φ). In fact, let H be the direct Hilbert sum of a countable number of copies of H; that is, the elements of H are all the sequences ξ = (x 1 , x 2 , . . .) of vectors with components x k in H such that
Given any operator A ∈ A, we define the corresponding operator π(A) acting on H by amplification:
It is routine to check that this mapping π is a one-to-one * -homomorphism of A into the algebra L(H). Comparing this with (4.8), we find that Gω coincides in fact with the strong limit η of the sequence (π(D n )ω : n ≥ 1) in L 2 .
(iii) On closing, we raise the following Problem 3. Let (A n : n ≥ 1) be an increasing sequence of positive operators in A for which there exists a vector ξ in L 2 (A, φ) such that the second limit relation in (2.2) is satisfied. Is it true or false that then the first limit relation in (2.2) is also satisfied?
Observe that in this case condition (2.1) is automatically satisfied, due to (1.1).
