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Abstrakt
Tato práce se zab˝vá detekcí textu v obraze. Popisuje nalezení oblastí MSER, zjiπtÏní které
z nich jsou písmena pomocí SVM klasifikátoru a spojení nalezen˝ch písmen do slov. Dále
práce ukazuje pouæití detekce textu v aplikaci Mobilní tlumoËník, která z fotografie získává
text a p¯ekládá ho do mate¯ského jazyka. Pro práci s obrazem je pouæita knihovna OpenCV,
OCR provádí knihovna Tesseract. V závÏru práce je popis implementace prototypu aplikace
a jsou uvedeny dosaæené v˝sledky p¯i detekci textu.
Abstract
This bachelor thesis deals with detection of text in an image. It describes searching for
MSER areas, finding which of those areas are letters by using SVM classifier and connecting
the letters into words. This work shows the usage of text detection in the applicationMobile
Interpreter, which extracts text from a picture and translates the text into a home language.
The application uses OpenCV library for image processing and Tesseract library for OCR
functionality. This thesis describes implementation of a prototype of the application and
presents the results of the text detection.
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Kapitola 1
Úvod
V dneπní dobÏ je stále vÏtπí poptávka po cestování do vπech zemí svÏta. Velká Ëást cestujících
vπak nemá ani nejmenπí slovní zásobu jazyka, kter˝m se v navπtÏvované zemi hovo¯í. NÏkdy
by se ale znalost pouze pár slovíËek hodila, nap¯íklad, kdyæ bezradnÏ studujeme jídelní
lístek nebo nabídku sportovních Ëi poznávacích aktivit. V podobné situaci by jistÏ majitel
iPhonu ocenil rychlou a jednoduchou aplikaci, která mu s krátk˝m p¯ekladem pom˘æe.
Mobilní tlumoËník je aplikace pro mobilní telefon iPhone, která umí vyfotografovat obrázek,
rozpoznat text a následnÏ jej p¯eloæit do zvoleného jazyka.
Cílem bakalá¯ské práce je návrh a realizace konceptu aplikace Mobilní tlumoËník se za-
mÏ¯ením na p¯edzpracování obrazu a lokalizaci textu. V práci je podrobnÏ rozpracována
detekce znak˘ a jejich spojování do slov. V souvislosti s detekcí textu je popsána problema-
tika klasifikace oblastí na písmena a nepísmena. Dále je nastínÏn zp˘sob pro p¯eklad textu
do cizího jazyka. V práci je zpracováno i jednoduché uæivatelské rozhraní.
V kapitole 2 jsou vysvÏtleny pojmy, které je nutné znát pro pochopení práce. Na zaËátku
jsou p¯edstaveny podobné existující aplikace. Ty pom˘æou lépe pochopit, co je cílem práce
a zároveÚ ukáæou, jak vypadá souËasná situace v tomto oboru. Dále je popsáno, jaké jsou
moænosti p¯i v˝voji pro iPhone. StruËnÏ jsou p¯edstaveny i základní konstrukce jazyka Ob-
jective C, abychom získali p¯edstavu, jak se jeho syntaxe liπí od rozπí¯enÏjπích objektov˝ch
jazyk˘, jako je nap¯. C++. Je p¯edstaven pojem OCR Optical Character Recognition a
blíæe popsán jeho v˝znam. Dále je popsáno, co je to klasifikace vzork˘ do t¯íd, a jsou p¯ed-
staveny t¯i známé klasifikátory. PodrobnÏji je rozebrán problém detekce textu v obraze. V
kapitole prezentuji moæné postupy pro detekci textu. V závÏru jsou uvedeny moænosti pro
p¯eklad textu do cizího jazyka.
Kapitola 3 obsahuje detailní rozbor práce. Nejprve práci kompletnÏ rozdÏluji do nÏkolika
dílËích úloh, které jsou struËnÏ popsány. Následuje návrh mého ¯eπení. PodrobnÏji jsou
rozvedeny Ëásti, na které jsem se zamÏ¯ila. Jsou zde uvedeny i moæné nástroje, které mohou
b˝t pouæity p¯i implementaci. Tato kapitola ukazuje, jak je moæné v obraze najít text, a je
struËn˝m pr˘vodcem k implementaci úlohy. Kapitola obsahuje i návrh testování detektoru
textu.
Konkrétní detaily implementace jsou popsány v kapitole 4. Kapitola obsahuje testování
klasifikátoru a detektoru textu.
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Kapitola 2
Teorie
V úvodu kapitoly je rozbor jiæ existujících ¯eπení. Následuje seznámení s moænostmi p¯i
v˝voji aplikací pro mobilní za¯ízení iPhone. Samotn˝ projekt je moæné rozdÏlit na detekci
textu, p¯evod textu v obraze na strojov˝ text a p¯eklad textu do cizího jazyka. V kapitole
jsou tyto Ëásti práce p¯edstaveny a jsou uvedeny moænosti jejich ¯eπení.
2.1 Existující ¯eπení
V oblasti rozpoznání textu v obraze je dostupná ¯ada podobn˝ch prací a aplikací. VÏtπina
je ale zamÏ¯ená pouze na detekci a rozpoznání textu, nikoli uæ p¯eklad do cizího jazyka.
Vzorek nejlépe hodnocen˝ch aplikací jsem si stáhla do telefonu a jednoduch˝m testovacím
protokolem porovnala jejich funkËnost. Vπem jsem p¯edloæila stejn˝ obrázek, kter˝ obsahuje
pouze text bez diakritiky a Ëisté okolí textu, viz obrázek 2.1 vpravo. Poté jsem jim p¯edloæila
druh˝ obrázek, kter˝ obsahuje text v ËeπtinÏ s diakritikou, obrázek není p¯edzpracován,
není v dobré kvalitÏ a je tedy pomÏrnÏ nároËn˝ na p¯evedení na text, viz obrázek 2.1
vlevo. V˝sledky jsem porovnala. Hodnotila jsem i uæivatelské rozhraní a funkËnost aplikací.
Nakonec jsem vybrala 3 aplikace, které prezentují situaci na trhu.
Obrázek 2.1: Obrázek s jednoduch˝m(vpravo) a obtíæn˝m(vlevo) textem.
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ImageToText
První aplikací je ImageToText1. Aplikace je zdarma, podporuje pouze anglick˝ jazyk.
V hlavním menu je moænost volby, zda bude obrázek vyfotografován, nebo naËten z ga-
lerie. Po získání obrázku se nabízí dvÏ moænosti, retake a share. Pro získání strojového
textu je tlaËítko share. Je nutné vyplnit email, na kter˝ chceme text odeslat. Obrázek je
nejprve odeslán na server, na kterém je zpracován a p¯eveden na text. NáslednÏ je ze ser-
veru odeslán email obsahující text z obrázku, obrázek a soubor .txt s rozpoznan˝m textem.
První obrázek byl p¯eloæen bez chyby. S Ëesk˝m textem si aplikace poradila jen ËásteËnÏ a
text obsahoval ¯adu chyb. To je samoz¯ejmé, kdyæ aplikace podporuje pouze anglick˝ text.
ImageToText je pouæiteln˝ pro p¯evedení dlouhého anglického textu, kdy nespÏcháme na
v˝sledek. V tom p¯ípadÏ jen odeπleme data ke zpracování a po nÏjaké dobÏ je nám doru-
Ëen email. Je závisl˝ na internetovém p¯ipojení. Aplikace nemá pÏkné uæivatelské rozhraní,
nicménÏ není problém se s ním nauËit rychle pracovat. Aplikace je vyvíjená spoleËností
Ricoh Innovations2.
Mobile OCR
Druhá aplikace, Mobile OCR3, je zdarma pouze pro 5 obrázk˘ na den, jinak je pot¯eba
zaplatit 0.99$ pro 30 obrázk˘ nebo 2.99$ pro neomezené mnoæství obrázk˘. Bohuæel po
vyËerpání 5 obrázk˘ na den se mi uæ limit nezv˝πil ani po t˝dnu. V hlavním menu je moænost
zvolit, zda bude obrázek vyfocen, nebo naËten z galerie obrázk˘. Po vybrání jednoho z 35
podporovan˝ch jazyk˘ a potvrzení tlaËítkem convert je obrázek p¯eveden na text. Text
je zobrazen a je moænost ho zkopírovat, nebo odeslat emailem. Aplikace buÔ rozpozná
vπechen text na obrázku, nebo vrátí prázdn˝ ¯etÏzec. V p¯ípadÏ zadání angliËtiny nebyl
z obrázku s Ëesk˝m textem rozpoznán æádn˝ text, ale text z obrázku s anglick˝m textem
byl rozpoznán bez chyby. V p¯ípadÏ zadání Ëeπtiny nebyl ani z jednoho obrázku rozpoznán
æádn˝ text. Oproti první aplikaci má tato hezËí a jednoduππí uæivatelské rozhraní a mÏla
by umÏt rozpoznat více jazyk˘. K její funkci je pot¯eba internetové p¯ipojení. Aplikace je
vyvíjena spoleËností Smart Mobile Software.
TextGrabber
Poslední aplikace, TextGrabber4, stojí 4$. Po spuπtÏní je aktivní mód fotografování. V horní
Ëásti aplikace se nachází nÏkolik tlaËítek nastavení a také se odtud m˘æeme dostat k in-
formacím o aplikaci. Ve spodní Ëásti obrazovky je panel s hlavním st¯edov˝m tlaËítkem
pro vyfotografování obrázku a dvÏ boËní tlaËítka. Jedno pro prohlíæení text˘ p¯eloæen˝ch
v historii a druhé pro naËtení obrázku z galerie. Po získání obrázku se nabízí o¯íznutí fo-
tografie na text, pro získání textu je zde tlaËítko read. Nechybí zde moænost návratu zpÏt
k novému po¯ízení fotografie. Po pomÏrnÏ krátké chvíli je zobrazen editovateln˝ rozpoznan˝
text. V p¯ípadÏ, æe se na fotografii vyskytují mimo textu i obrázky, není to pro aplikaci
problém. Z toho usuzuji, æe p¯ed samotn˝m rozpoznáváním textu probíhá p¯edzpracování
obrazu. »esk˝ text obsahuje pár chyb, anglick˝ je zcela bez chyby. Po rozpoznání je moæné
v˝sledn˝ text p¯eloæit do cílového jazyka, k p¯ekladu je pouæit online slovník, je tedy nutné
internetové p¯ipojení. K samotnému získání textu ale internetové p¯ipojení pot¯eba není.
1https://itunes.apple.com/us/app/image-to-text-ocr/id431757093?mt=8
2http://www.ricohinnovations.com
3https://itunes.apple.com/us/app/mobile-ocr-pro/id479895892?mt=8
4http://www.abbyy.com/textgrabber_ios/
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Aplikace má jednoduché, rychlé a funkËní uæivatelské rozhraní. Funguje nejlépe ze vπech do-
stupn˝ch aplikací, text je moæné p¯eloæit do cizího jazyka. Aplikace je vyvíjena spoleËností
Abbyy. Fotografie z prost¯edí aplikace jsou na obrázku 2.2.
Obrázek 2.2: Fotografie z aplikace TextGrabber od spoleËnosti Abbyy.
2.2 V˝voj aplikace pro iPhone
Pro nahrání vlastní aplikace do za¯ízení iPhone je nutné se v první ¯adÏ stát oficiálním v˝vo-
já¯em aplikací pro iOS. Certifikát v˝vojá¯e, kter˝m se poté aplikace elektronicky podepisují,
je moæné zakoupit za 99$ na rok. K jednomu úËtu je moæné p¯ihlásit aæ 100 za¯ízení. Jeden
úËet vlastní VUT Brno. Pro studenty VUT je tedy moæné, aby aplikace vyvíjeli pod tímto
úËtem. K distribuci aplikací slouæí internetov˝ obchod AppStore, na kterém je dostupná
¯ada aplikací pro iOS. Pro nahrání aplikace na AppStore je nezbytné mít vlastní v˝vojá¯sk˝
úËet. NáslednÏ musí aplikace projít schvalovacím procesem spoleËnosti Apple.
Pro pohodln˝ v˝voj aplikace je k dispozici prost¯edí iPhone SDK. Je spustitelné pouze
v operaËním systému Mac OS. Jedná se o balík program˘ pro v˝voj. Základem je program
XCode, kter˝ slouæí jako editor zdrojov˝ch soubor˘. Jeho souËástí je i simulátor, kter˝
simuluje iOS v poËítaËi. BÏhem v˝voje aplikace tedy není pot¯eba pro ladÏní program ne-
ustále nahrávat do za¯ízení iPhone. Nelze ovπem testovat veπkerou funkËnost, nap¯íklad
fotoaparát a nÏkterá multidotyková gesta není moæné simulovat. V˝vojá¯i jistÏ ocení In-
terface Builder, díky kterému m˘æou rozmístÏní prvk˘ na obrazovce naklikat a jednotlivé
objekty poté jednoduπe propojit s p¯ísluπn˝mi objekty a metodami v kódu.
Jiæ d¯íve zmiÚovan˝ operaËní systém iOS je systém spoleËnosti Apple urËen˝ pro za¯ízení
iPhone, iPad a iPod touch. SouËasná verze systému je iOS 6. V˝voj aplikací pro platformu
iOS je moæné v jazyce Objective C. Jedná se o objektov˝ jazyk, kter˝ vychází z jazyk˘ C
a Smalltalk. Zdrojové soubory mají p¯íponu .m. M˘æeme se setkat i s p¯íponou .mm, a to
u soubor˘, které obsahují i C++ kód. HlaviËkov˝ soubor má vædy p¯íponu .h. V jazyku
se obvykle nepouæívají instanËní promÏnné, namísto nich se pouæívá property. Property
je kombinace metody getter a setter, které jsou generovány automaticky. Je ale moæné
implementovat vlastní setter nebo getter [5]. Pro property je moæné nastavit r˘zné
vlastnosti. Jednou z nich je vazba na objekt, která m˘æe b˝t strong nebo weak. Tato
vlastnost je d˘leæitá, protoæe v jazyku nefunguje nic jako garbage collector, ale je zde
namísto toho nástroj, kter˝ poËítá reference na objekty. V momentÏ, kdy na objekt není
dræena æádná reference, je objekt uvolnÏn z pamÏti. Kdyæ p¯i vytvá¯ení objektu nastavíme
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vazbu strong, je zv˝πeno poËítadlo referencí na objekt. Objective C se od ostatních objektovÏ
orientovan˝ch jazyk˘ liπí názvy a voláním metod. Je to jazyk pomÏrnÏ upovídan ,˝ názvy
metod jsou dlouhé a jednotlivé parametry jsou vkládány do názvu metody, viz 2.1. Volání
metod je znázornÏno ve druhé ukázce kódu, viz 2.2.
Ukázka kódu 2.1: Metoda v Objective C
1   (void) biggest:(Animal ⇤)animal atZoo(string)zoo
2 {
3 // code for find biggest animal in zoo
4 }
Ukázka kódu 2.2: Volání metody v Objective C
1 [self biggest:Elephant atZoo:Brno];
Stejn˝m zp˘sobem je moæn˝ i odkaz na property, zde je ale lepπí pouæít známou teËko-
vou notaci. Vπechny metody, které mají deklaraci v hlaviËkovém souboru jsou public a lze
je tedy nad objektem zavolat z jakékoli t¯ídy. Ostatní metody jsou private. Stejné pravi-
dlo platí i pro property. Deklarace instanËních metod zaËíná pomlËkou, zatímco t¯ídních
metod zaËíná plusem. Kód se ¯ídí návrhov˝m vzorem MVC, Model View Controller. Model
udává logiku a data aplikace. View definuje zobrazení dat uæivateli. Controller je spojení
mezi modelem a view. Cel˝ projekt je obvykle sloæen z nÏkolika skupin MVC, které spolu
komunikují.
2.3 OCR
Zkratka OCR znamená Optical Character Recognition a jedná se o metodu pro automatick˝
p¯evod textu z obrazu do textu strojového. Existuje ¯ada algoritm˘ a softwar˘, které tento
p¯evod umoæÚují. OCR software se pokouπí napodobit funkci lidského oka ve spolupráci
s lidsk˝m mozkem, proto je také povaæován za software s umÏlou inteligencí. »lovÏk rychle
a jednoduπe rozezná text r˘zn˝ch font˘ a r˘zn˝ch tiskov˝ch kvalit na novinovém papíru
a je schopn˝ aplikovat rodn˝ jazyk spolu s kognitivními schopnostmi pro správné p¯eloæení
textu do smyslupln˝ch slov [6]. PoËítaË usiluje o stejné zvládnutí Ëtení textu, je pro nÏj
ale nesmírnÏ obtíæné zcela se vyrovnat lidsk˝m schopnostem. »lovÏk p¯i Ëtení zohledÚuje
jemné k¯ivky tvaru písmen, zasazení písmene do kontextu, rozezná i nízk˝ rozdíl odstínu
písmene a pozadí. Není pro nÏj problém domyslet si Ëást písmene, která v textu chybí
nebo spl˝vá s pozadím. U klasifikace znak˘ má poËítaË typicky k dispozici pouze binární
obraz popisující písmeno. Na základÏ r˘zn˝ch vlastností, které jsou ale omezené, rozhoduje,
o které písmeno se jedná. ÿadu uveden˝ch problém˘, jako je nap¯. nízk˝ kontrast písmene
a jeho pozadí, m˘æe redukovat první fáze OCR, p¯edzpracování obrazu. NÏkteré deformace
vstupního obrazu ale jednoduπe potlaËit nelze. Obvykle je cel˝ proces p¯evodu obrazu na
text sloæen ze t¯í hlavních úloh.
P¯edzpracování obrazu
První fází OCR je p¯edzpracování obrazu. Obrázek m˘æe b˝t ve πpatné kvalitÏ a drobn˝mi
úpravami je moæné obraz vylepπit a umoænit tak snazπí Ëtení textu. Jednoduπe lze v obrázku
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redukovat πum. K tomu slouæí lineární a nelineární filtry, které ale mohou vést k neæádou-
címu rozmazání obrázku. Dále je moæné zv˝πit kontrast v obraze, upravit jeho velikost,
natoËení, zkreslení, osvÏtlení. . . Obraz je také pot¯eba prahovat do binárního obrazu, kde
jednotlivé pixely obrazu nab˝vají pouze hodnot 0 a 255. D˘leæitá je vhodná volba prahu.
Po tÏchto úpravách obrazu je t¯eba provést detekci textu. Tento úkol je také moæné za¯adit
do fáze p¯edzpracování obrazu pro OCR. NÏkdy vπak b˝vá ¯azen jako samostatn˝ blok
provádÏn˝ p¯ed OCR. Ve fázi detekce textu jsou v dokumentu vyhledána písmena, která
jsou spojována do slov. P¯íklad p¯edzpracování obrazu pro OCR je na obrázku 2.3.
Obrázek 2.3: P¯edzpracování obrazu reálné scény pro OCR. Vstupní obrázek (vlevo) a
p¯ipraven˝ obrázek (vpravo)
Získání strojového textu
Druhou fází je p¯evedení textu v obraze na strojov˝ text. K tomu jsou dva r˘zné p¯ístupy.
První je zaloæen na porovnávání vzor˘. Samostatné písmeno, které se snaæí algoritmus roz-
poznat, musí v tomto p¯ípadÏ b˝t izolované od svého okolí. Na vstupu je k dispozici sada
vzorov˝ch znak˘ a rozpoznávan˝ znak se porovnává se vπemi znaky v sadÏ. Písmeno se
zpravidla rozdÏlí na nÏkolik Ëástí a porovnávají se histogramy tÏchto Ëástí znak˘. Tento
zp˘sob nefunguje dob¯e a je zde problém s p¯idáním nového písma. S rostoucí vzorovou
sadou se zvyπuje úspÏπnost algoritmu, ale také roste jeho Ëasová nároËnost. ZajímavÏjπí
p¯ístup k rozpoznání znak˘ je na základÏ p¯íznak˘. Pro kaæd˝ rozpoznávan˝ znak jsou
extrahovány p¯íznaky, které popisují jeho vlastnosti. Nap¯. poËet dÏr uvnit¯ písmene, pr˘-
seËíky linek s písmenem, vzdálenost písmene od levé hrany jeho ohraniËujícího bounding
boxu, vzdálenost od pravé strany. Volba tÏchto p¯íznak˘ je velmi d˘leæitá. Nejprve je po-
t¯eba systém nauËit, jak˝m písmen˘m jednotlivé p¯íznaky odpovídají. Systém si na základÏ
tÏchto informací natrénuje model, podle kterého pozdÏji dokáæe klasifikovat jednotlivá pís-
mena. D˘leæité je zvolit vhodn˝ klasifikátor.
Korekce získaného textu
T¯etí fáze pracuje se slovníky, dle kter˝ch m˘æe provést korekturu πpatnÏ rozpoznan˝ch
slov. Pokud slovo není nalezeno ve slovníku, ale po zmÏnÏ pouze jednoho písmene uæ ve
slovníku nalezeno je, tak se písmeno nahradí. Taková korekce je jednoduchá nap¯. u slova
POXÍTA», kde X bude nahrazeno za ». Problém je ale u nap¯. u slova XRÁNA, kde X
m˘æe b˝t nahrazeno za V i B. Ve slovníku je moæné uchovávat statistiky a Ëetnosti v˝skytu
slov a poté jako vzor poslouæí slovo, které se v textech objevuje ËastÏji. V této fází OCR
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je také æádoucí odstranit z textu znaky, které nejsou písmena, jako je nap¯ $, # atd. Tyto
znaky nejsou souËástí æádného slova a jejích v˝skyt na v˝stupu je pravdÏpodobnÏ chybou.
Vπechny fáze OCR jsou ukázány na obrázku 2.4.
Obrázek 2.4: Jednotlivé kroky OCR: Vstupní obrázek (a). Binární obrázek po prahování (b).
Nalezená písmena v obraze (c). Písmena spojená do slov (d). Rozpoznan˝ text s p¯eklepy
(e). Text po korektu¯e pomocí slovník˘ (f).
OCR je uæiteËn˝m pomocníkem v dobÏ, kdy se mnoho dat p¯evádí z papírové podoby
do elektronické a mnohdy je vyæadována úprava tiπtÏného dokumentu. V takovém p¯ípadÏ
nestaËí pouze za¯ízení scanner, ale je nutné mít k dispozici i nástroj s optick˝m rozpoznává-
ním znak˘. V projektu Mobilní tlumoËník, je OCR nezbytnou souËástí. Po vyfotografování
obrazu je pot¯eba nejprve získat strojov˝ text, aby bylo moæné se vÏnovat jeho p¯ekladu.
První OCR p¯ístroje byly vynalezeny zaËátkem 20. století. Dokázaly Ëíst jednotlivé
znaky. Jejich rozvoj byl motivován moæn˝m p¯ínosem pro lidi se zrakov˝m postiæením.
Byla snaha vynalézt p¯ístroj, kter˝ by nevidomému mohl p¯eËíst knihu. Ve druhé polovinÏ
20. století se objevují jiæ pouæitelné za¯ízení, které umí spolehlivÏ rozpoznat tiπtÏn˝ text.
Oblast OCR je moæné rozdÏlit do odvÏtví specializující se na konkrétní p¯ípady vstupního
textu. Je t¯eba zvolit odliπn˝ algoritmus pro rozpoznání ruËnÏ psaného textu a tiπtÏného do-
kumentu. Rozpoznávání tiπtÏn˝ch dokument˘ je jednoduππí a v souËasnosti jiæ velmi dob¯e
zvládnuté. Jak uvádí dokument [12], jejich úspÏπnost se pohybuje kolem 97%. Mnohem
nároËnÏjπí je rozpoznávání ruËnÏ psaného textu. Obor zab˝vající se rozpoznáváním ruËnÏ
psaného textu se naz˝vá Intelligent character recognition, zkrácenÏ ICR. Rozpoznává tedy
pouze ruËnÏ psané znaky. Inteligentní je proto, æe v pr˘bÏhu rozpoznávání sám sebe uËí a
zlepπuje tak svoji kvalitu. UËení algoritmu je zaloæeno na konceptu neuronov˝ch sítí. Zají-
mav˝m odvÏtvím je rozpoznávání textu jiæ v pr˘bÏhu psaní. RozpoznávaË má v takovém
p¯ípadÏ k dispozici vÏtπí mnoæství informací o znaku. Nap¯. o smÏru taæení pera. ÚspÏπ-
nost algoritm˘ pro rozpoznávání ruËnÏ psaného textu je shrnuta v Ëlánku [3]. Velmi se liπí
úspÏπnost rozpoznání jednotliv˝ch písmen, samostatn˝ch slov a cel˝ch vÏt. Jednotlivá pís-
mena jsou poznána s podobnou p¯esností jako tiπtÏné znaky. ÚspÏπnost rozpoznání slov se
pohybuje mezi 80 a 90%. Zatím není algoritmus, kter˝ by nepot¯eboval korekci rozpoznané
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ruËnÏ psané vÏty. Samotné odvÏtví je i rozpoznání textu v obraze reáln˝ch scén. Zde m˘æe
b˝t pot¯eba rozpoznat i strojov˝ i ruËnÏ psan˝ text. »astÏji se vπak bude jednat o strojov .˝
Na fotografii jsou objekty s textem nejËastÏji cedule, nápisy, reklamy atd.
2.4 Klasifikace
Klasifikace je oddÏlení vzork˘ jedné t¯ídy od druhé. Jedná se o metodu strojového uËení.
Strojové uËení m˘æeme podle opory docenta Zbo¯ila [16] rozdÏlit do t¯í kategorií, uËení
s uËitelem, uËení bez uËitele a posilované uËení. UËení s uËitelem spoËívá v tom, æe se uËení
provádí na trénovací mnoæinÏ dat, které umíme rozdÏlit do t¯íd na základÏ spoËítan˝ch
p¯íznak˘. P¯i trénování se pro kaædou t¯ídu vytvo¯í model t¯ídy. Systém potom umí urËit,
do které t¯ídy pat¯í nové vzorky dat na základÏ natrénovan˝ch model˘. Protoæe v trénovací
mnoæinÏ nikdy nepokryjeme vπechny moænosti, které se mohou na vstupu klasifikátoru
objevit, dochází k chybÏ bÏhem klasifikace. Proto je t¯eba trénovací vzorky vybírat tak,
abychom pokryli co nejvÏtπí spektrum tvar˘. UËení bez uËitele spoËívá v seskupování dat
s podobn˝mi vlastnostmi do shluk˘. Tyto algoritmy umí data rozdÏlit, aniæ by p¯edem
mÏly k dispozici nÏjakou trénovací sadu. Pouæívají se tehdy, kdyæ není moæné nebo je
velmi obtíæné vytvo¯it trénovací sadu dat. Posilované uËení je takové, které má na zaËátku
neutrální informace a rozdÏluje data do t¯íd zcela náhodnÏ. S tím, æe má ale zpÏtnou vazbu
o informaci, zda p¯i¯azení do t¯ídy bylo správné, Ëi nikoli. Postupem Ëasu se tak systém
nauËí, jak data do t¯íd rozdÏlovat. Posilované uËení je vhodné nap¯. pro nalezení optimální
cesty.
Pro ¯eπení klasifikace je nÏkolik znám˝ch model˘. Pro tuto práci se nejvíce hodí metody
uËení s uËitelem. Popíπu zde t¯i klasifikátory, se kter˝mi jsem se seznámila. Tyto klasifikátory
jsou zaloæeny na metodÏ uËení s uËitelem.
KNN klasifikátor
Zkratka znamená K nearest neighbours, v p¯ekladu K nejbliæπích soused˘. Natrénování
spoËívá v umístÏní správnÏ rozt¯ídÏn˝ch dat do prostoru. P¯i klasifikaci záznamu je tento
záznam umístÏn do prostoru trénovacích dat. Vybere se K jeho nejbliæπích soused˘ a záznam
je za¯azen do t¯ídy, do které pat¯í vÏtπina z tÏchto nalezen˝ch soused˘. Rozhodování o za-
¯azení do t¯ídy ukazuje obrázek 2.5. KNN pouæívá pro urËení blízkosti záznam˘ vzdálenost
vektor˘ v Euklidovském prostoru [13].
Obrázek 2.5: P¯íklad KNN klasifikace. Vstupní vektor (zelen˝ bod) bude klasifikován jako
Ëerven˝ trojúhelník pro k=3, pro k=5 bude klasifikován jako modr˝ Ëtverec. [1]
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Neuronové sítÏ
Základní jednotkou neuronové sítÏ je neuron. Jeho funkce je inspirována biologick˝m neu-
ronem. Neuron slouæí k p¯enosu a uchování informace. Má nÏkolik vstup˘ a jeden v˝stup.
UmÏl˝ neuron funguje podobnÏ. Má nÏkolik váhovan˝ch vstup˘ a jeden v˝stup, viz obrá-
zek 2.6. SouËtem vstupních signál˘ je spoËítán potenciál. Kdyæ je tento potenciál dostateËnÏ
velk ,˝ je neuron aktivován a p¯enáπí informaci na v˝stup. Neurony jsou spojovány do neu-
ronov˝ch sítí. Existují r˘zné architektury neuronov˝ch sítí. Kaæd˝ neuron dokáæe vstupní
vektory rozdÏlit do dvou t¯íd, kde hranice mezi t¯ídami je lineární p¯ímka. R˘zn˝mi archi-
tekturami lze docílit nelineárního rozdÏlení do více t¯íd. Vlastní klasifikaci a uËení neuronové
sítÏ popisuje Marek Rychl˝ v práci [13] jako algoritmus zpÏtné propagace, kter˝ probíhá
opakovanÏ ve dvou krocích:
1. dop¯edná propagace, kdy je s aktuálním nastavením sítÏ zjiπtÏn v˝sledek.
2. zpÏtná propagace, kdy je v˝sledek klasifikace porovnán s oËekávan˝m v˝sledkem
a hodnota chyby se propaguje zpÏt na zaËátek neuronové sítÏ. P¯i propagaci chyby se
upraví jednotlivé prahy a váhy hran grafu neuronové sítÏ.
Algoritmus skonËí pokud jsou korekce vah nebo procento neúspÏπné klasifikace p¯íliπ
malé nebo pokud byl nastaven maximální poËet iterací.
Obrázek 2.6: P¯íklad umÏlého neuronu.
SVM
Klasifikátor Support Vecor Machine je algoritmus podp˘rn˝ch vektor˘, kter˝ hledá lineární
hranici pro rozdÏlení dat do dvou t¯íd. Jedním z jeho základních princip˘ je p¯evod vstup-
ního prostoru, kter˝ nelze rozdÏlit lineárnÏ do jiného, více-dimenzionálního prostoru, kde
jiæ lze od sebe t¯ídy oddÏlit lineárnÏ, viz obrázek 2.7. SVM je pouze jeden neuron s lineární
vstupní funkcí. Rozdíl a v˝hoda oproti neuronov˝m sítím je v trénovacím algoritmu [14].
Obrázek 2.7: P¯evod lineárnÏ neseparovatelné úlohy ve 2D prostoru do 3D prostoru. [14]
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2.5 Detekce textu
Detekce textu v obraze reáln˝ch scén je nezbytnou souËástí OCR. Jedná se o nalezení
vπech oblastí textu a vyËlenÏní tÏchto oblastí pro samotné rozpoznání textu. Práce Lukáπe
Neumanna [9] uvádí dvÏ moænosti ¯eπení detekce textu. Prvním ¯eπením je p¯ímá detekce
textov˝ch oblastí, kdy je po obraze souvisle posouváno okénko pevné velikosti a pro kaædou
pozici okénka je na základÏ mÏ¯en˝ch p¯íznak˘ urËeno, zda oblast uvnit¯ okénka obsahuje,
nebo neobsahuje text. Tento p¯ístup dosahuje vysoké úspÏπnosti detekce textu. Je ale velmi
v˝poËetnÏ nároËn .˝ Druhá moænost je detekce oblastí zájmu, jedná se o oblasti, které se p¯i
zmÏnÏ prahování nemÏní. NáslednÏ je o tÏchto oblastech rozhodováno, zda se jedná o znak,
Ëi nikoli. Tímto p¯ístupem se získá nÏkolik znak˘ v obraze, které je pot¯eba následnÏ spojit
ve slova. Spojování znak˘ do slov je d˘leæitou souËástí algoritmu.
Detekce oblastí zájmu
Protoæe rychlost algoritmu je d˘leæitá, zamÏ¯ila jsem se na druh˝ uvádÏn˝ zp˘sob. Pro
detekci oblastí zájmu je známá ¯ada algoritm˘. Algoritmy m˘æeme rozdÏlit na detektory
bod˘ a skvrn v obraze a na detektory spojit˝ch oblastí [2]. Do první kategorie pat¯í Harri-
son˘v detektor roh˘. Algoritmus hledá rohové body, které mají velkou zmÏnu gradientu
v blízkém okolí. Gradient se poËítá z autokorelaËní matice. Algoritmus pro detekci skvrn
v obraze je detektor skvrn pomocí Hessianovy matice. Jde o detekci lokálního maxima de-
terminantu Hessianovy matice. Dalπím pouæívan˝m algoritmem pro detekci oblastí zájmu
pomocí detekce bod˘ je algoritmus SIFT. Mezi jeho v˝hody pat¯í fakt, æe je rychl˝ a naroz-
díl od p¯edchozích algoritm˘ je invariantní ke zmÏnÏ mÏ¯ítka. Funguje na principu detekce
orientace bod˘ podle smÏru gradient˘. Mezi detektory spojit˝ch oblastí pat¯í algoritmus
Intensity Extrema-Based Region detector. Ten nevychází od rohov˝ch bod˘, ale pevn˝m
bodem je pro nÏj lokální extrém intenzity. Prohledává se okolí bodu a vymezuje se spojitá
oblast. Tímto zp˘sobem lze získat nepravidelnÏ formovanou oblast. Pravidelnou spojitou
oblast lze získat detekcí oblastí MSER. Ukázka detekovan˝ch oblastí zájmu r˘zn˝mi algo-
ritmy je na obrázku 2.8.
MaximálnÏ stabilní extrémní oblasti
V roce 2002 profesor Ji¯í Matas definoval v práci [7] oblasti MSER, Maximally Stable Ex-
tremum Regions. Algoritmus pro získání MSER se ¯adí mezi detektory spojit˝ch oblastí.
Pokud je na vstupu obrázek ve stupních πedi, kter˝ je prahován s hodnotou prahu zvyπující
se od 0 do 255, na zaËátku prahování bude obrázek ËistÏ bíl ,˝ postupnÏ se budou objevovat
Ëerné oblasti, které se zvyπováním prahu porostou. P¯i nejvyππí hodnotÏ prahu bude obrá-
zek cel˝ Ëern .˝ MSER je taková spojitá oblast v Ëernobílém obrázku, která se se zmÏnou
prahování mÏní jen minimálnÏ. Na obrázku 2.9 je vidÏt, æe takov˝mi oblastmi jsou mimo
jiné i jednotlivá písmena. Pokud text ve vstupním obrázku p¯íliπ nespl˝vá se sv˝m okolím,
jsou písmena v obraze prohláπena za oblasti MSER. Pokud je text podobn˝ okolí, jako je
tomu na obrázku 2.9 vpravo, písmena v obrázku nalezena nebudou. MSER p¯esnÏ vymezí
spojitou oblast. Pro úËely detekce písmen je tedy nejvhodnÏjπí ze zmínÏn˝ch algoritm˘ pro
detekci oblastí zájmu.
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Obrázek 2.8: Oblasti nalezené r˘zn˝mi detektory. [8]
Obrázek 2.9: MaximálnÏ stabilní extremální oblasti. Text dostateËnÏ v kontrastu s okolím
(vlevo). Text, kter˝ spl˝vá s okolím (vpravo).
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Klasifikace oblastí
V okamæiku, kdy je z obrázku získána mnoæina oblastí MSER, je t¯eba rozhodnout, které
z nich jsou písmena. Jin˝mi slovy je nutné klasifikovat oblasti na písmena a nepísmena. Pro
úËel klasifikace oblastí MSER povaæuji za vhodné uËení s uËitelem, protoæe je snadné získat
trénovací data, tedy oblasti MSER, které jsou písmena a které nejsou písmena. Jednotlivé
znaky abecedy mají pomÏrnÏ pevnÏ urËen˝ vzhled, kter˝ musí b˝t dodræen pro správné
a pohodlné p¯eËtení. Jejich popis je jednoznaËn˝ a vπechny fonty se musí dræet pevné kostry
znaku. Lze tedy definovat p¯íznaky, které obecnÏ charakterizují znak. Pro klasifikaci dat
do dvou t¯íd na základÏ nÏkolika nalezen˝ch p¯íznak˘ je vhodn˝ klasifikátor SVM. Stejn˝
klasifikátor pouæil ve své práci i Lukáπ Neumann [9]. K natrénování pot¯ebuje klasifikátor
matici s p¯íznaky, které definují trénovací kladné a záporné vzorky. Extrakce p¯íznak˘ z dat
je podstatnou souËástí klasifikace. VhodnÏ zvolené p¯íznaky jsou velmi d˘leæité pro správné
natrénování modelu a následné rozpoznávání dat. Nap¯. pro odliπení pomeranËe a jablka,
není vhodné zvolit jako p¯íznak obvod, kter˝ je u obou objekt˘ velmi podobn .˝ Naopak je
vhodné zamÏ¯it se na barvu, ve které se objekty liπí.
Spojení písmen do slov
Na celkové v˝sledky algoritmu pro nalezení textu má zásadní vliv spojování nalezen˝ch
znak˘ do slov. P¯i stanovení p¯edpokladu, æe slovo musí mít 3 a více znak˘, dojde k vylouËení
osamocen˝ch oblastí, které byly chybnÏ oznaËeny za znak. Naopak, pokud se ke slovu zkusí
p¯ipojit i oblasti, které byly oznaËeny za neznaky, m˘æe dojít k objevení znaku, kter˝ byl
za neznak oznaËen chybnÏ klasifikátorem. Hrozí ale, æe ke slovu p¯ipojíme i blízce sousedící
obrázky, které mohou b˝t souËástí nap¯. loga. Také je pot¯eba zváæit Ëasovou nároËnost,
která s rostoucí mnoæinou vstupních znak˘ v˝raznÏ roste.
2.6 P¯eklad textu do cizího jazyka
P¯eklad textu je moæné vy¯eπit online nebo o✏ine. Hlavní v˝hodou online p¯ekladu je moæ-
nost p¯ekladu cel˝ch vÏt, díky dob¯e zpracovan˝m dostupn˝m slovník˘m, jako je Google
P¯ekladaË. Bohuæel pouæití dvou nejznámÏjπích online p¯ekladaË˘ Google a Bing ve vlastní
aplikaci není zdarma. Do charakteristiky aplikace ale stejnÏ online p¯eklad nezapadá. Mo-
bilní tlumoËník má p¯edpokládané vyuæití v cizí zemi, kde vÏtπinÏ zatím chybí p¯ipojení
k internetu. Proto se p¯ikláním k o✏ine ¯eπení slovníku. Pro ten je stÏæejní shromáædit
o✏ine databázi slov. Milan Svoboda se rozhodl vytvo¯it svobodn˝ anglicko-Ëesk˝ slovník
s πirokou slovní zásobou5. Pro vyuæití aplikace v praxi je t¯eba podpora mnohem víc ja-
zyk˘. Protoæe celá práce navrhuje pouze koncept aplikace, je pro demonstraci p¯eklad mezi
Ëeπtinou a angliËtinou dostaËující.
P¯ekladem cel˝ch vÏt a gramatikou se v práci nebudu zab˝vat. Pro úËely aplikace není
pot¯eba. Mobilní tlumoËník slouæí k rychlému p¯ekladu pár slovíËek, jejichæ v˝znam pot¯e-
bujeme bleskovÏ zjistit. V takové situaci staËí, kdyæ se p¯edloæená slova pouze doslovnÏ a
p¯edevπím rychle p¯eloæí. Jediné, co je tedy mimo vyhledání slova ve slovníku pot¯eba ¯eπit,
je úprava slova do základního tvaru. Ta ale také není souËástí mé práce.
5http://slovnik.zcu.cz
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Kapitola 3
Návrh
V této kapitole detailnÏji p¯edstavuji zamÏ¯ení a cíl aplikace. RozdÏluji cel˝ problém do
dílËích úloh. Dále navrhuji konkrétní ¯eπení jednotliv˝ch Ëástí. SouËástí kapitoly je i návrh
testování detekce textu v obraze.
3.1 Rozbor projektu Mobilní tlumoËník
Cílem mojí práce je realizace konceptu aplikace Mobilní tlumoËník. Cel˝ projekt Mobilní
tlumoËník je rozsáhl˝ a skládá se z nÏkolika Ëástí. Ve v˝sledku jde o aplikaci, která m˘æe
slouæit vπem uæivatel˘m chytr˝ch mobilních telefon˘. Její hlavní funkcí je velmi rychl˝
p¯eklad slova do mate¯ského jazyka, aniæ by muselo b˝t slovo do mobilu p¯epsáno.
V ideální verzi aplikace uæivatel vidí v reálném Ëase p¯eklad slovíËka snímaného kamerou.
V první verzi aplikace by ovπem staËilo, aby po vyfocení obrázku a vybrání jazyka byl
uæivateli zobrazen p¯eloæen˝ veπker˝ text na fotografii. I takováto aplikace je velmi uæiteËná,
oceníme ji p¯edevπím v situaci, kdy máme p¯ed sebou text s cizími znaky, které chybí na naπí
klávesnici, a nejsme je tedy v˘bec schopni do slovníku p¯epsat. Dobrou vlastností aplikace je,
æe pracuje o✏ine, tedy bez pot¯eby p¯ipojení k internetu. NejËastÏjπí p¯edpokládané pouæití
aplikace je v zahraniËí, kde jsou datové sluæby v mobilu pomÏrnÏ drahé, a málokdo zde má
k dispozici p¯ipojení v mobilu. Aby celá aplikace pÏknÏ fungovala, je nutné propracovat do
detail˘ následující bloky aplikace.
Prvním z nich je uæivatelské rozhraní. AËkoli jeho implementace m˘æe b˝t v celém
projektu tou nejjednoduππí Ëástí, jeho návrh nelze podcenit. Rozhraní je Ëasto to jediné, co
uæivatel z aplikace zná jeπtÏ p¯edtím, neæ si ji stáhne do telefonu. MÏlo by ho p¯esvÏdËit
o tom, æe to je aplikace propracovaná, dobrá a æe se mu vyplatí si ji po¯ídit. MÏla by
proto p˘sobit na první pohled pÏknÏ a jednoduπe. Zde ovπem úloha uæivatelského rozhraní
nekonËí. I po staæení aplikace hraje d˘leæitou roli. Musí b˝t pro uæivatele intuitivní, musí
poskytovat co nejmenπí poËet krok˘ k dosaæení v˝sledku a mÏla by nabízet zajímavé prvky,
kter˝mi si uæivatele získá.
Druh˝m blokem aplikace je získání textu z obrazu. Tento blok se dÏlí do dvou da-
lπích. Prvním je nalezení textu v obraze a druh˝m je samotné p¯evedení textu z obrazu na
text strojov .˝ ObÏ tyto Ëásti jsou pro uæivatele skryté. Ideální by bylo, aby si p¯ítomnost
tÏchto úloh v˘bec neuvÏdomoval a získání textu z obrazu mu p¯iπlo naprosto jednoduché
a samoz¯ejmé ihned po kliknutí na tlaËítko
”
p¯eloæit“. Ve skuteËnosti je tato Ëást aplikace
v˝poËetnÏ nejnároËnÏjπí a skr˝vá se za ní sloæitá logika. Je t¯eba zvolit vhodn˝ algoritmus
pro detekci textu a následnÏ se ho pokusit co nejvíce optimalizovat. To stejné platí pro
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rozpoznání písmen. P¯i implementaci tÏchto Ëástí je pot¯eba zvolit vhodn˝ kompromis mezi
kvalitou v˝sledku a dobou trvání algoritmu.
Posledním blokem je p¯eklad textu do mate¯ského jazyka. Zde uæ si uæivatel vÏtπi-
nou funkci, která stojí za p¯ekladem, p¯ipouπtí. To je i ËásteËnÏ æádoucí, m˘æe si potom sám
domyslet nep¯esné konstrukce, které mu aplikace p¯edloæí. Aplikace nebude ¯eπit gramatiku
ani p¯eklad cel˝ch vÏt. Pom˘æe pouze rychle zjistit, co znamená nÏjaké konkrétní slovíËko.
Úkolem tohoto bloku tedy bude p¯evedení slov do základního tvaru a jejich následné vyhle-
dání ve slovníkové databázi. OpÏt je æádoucí, aby algoritmus pro p¯eklad pracoval rychle.
Já jsem se rozhodla se detailnÏji vÏnovat detekci textu. Pro ostatní Ëásti pouze navrhuji
doËasné jednoduché ¯eπení. Mnou navræené blokové schéma aplikace je na obrázku 3.1.
Obrázek 3.1: Návrh blokového schéma aplikace.
3.2 Uæivatelské rozhraní
P¯i návrhu uæivatelského rozhraní byl kladen d˘raz na jednoduché, rychlé a intuitivní ovlá-
dání. Vhledem k zamÏ¯ení aplikace na rychl˝ p¯eklad nÏkolika slovíËek v zahraniËí, nap¯íklad
p¯i studování jídelního lístku, je nezbytné, aby cel˝ proces od vyfotografování slova aæ po
získání p¯ekladu trval co nejkratπí dobu. Z toho d˘vodu v aplikaci není æádné úvodní menu,
ale ihned po spuπtÏní se nacházíme v reæimu fotografování. Je zde také moænost vybrat fo-
tografii z galerie v telefonu. Po potvrzení fotografie je spuπtÏn algoritmus pro detekci textu.
P¯edp¯ipraven˝ obrázek je p¯edán na vstup tesseractu, kter˝ z nÏj získá strojov˝ text. Ná-
slednÏ je zobrazeno v horní polovinÏ obrazovky textové pole s rozpoznan˝m textem, kter˝
je moæné editovat. Ve spodní polovinÏ obrazovky je textové pole s p¯eloæen˝m textem. Toto
pole není moæné editovat. Je p¯edvolen˝ cílov˝ jazyk, kter˝ uæivatel m˘æe zmÏnit. Z tohoto
reæimu je moæné p¯ejít zpÏt na úvodní obrazovku. V mojí aplikaci je p¯i p¯echodu zpÏt nej-
prve zobrazen obrázek s detekovan˝m textem a aæ poté je moæné vrátit se na start aplikace
k po¯izování nového obrázku.
Navræené uæivatelské rozhraní podporuje pouze nejzákladnÏjπí funkËnost. Navíc zby-
teËnÏ zobrazuje fotografii se zv˝raznÏn˝m nalezen˝m textem. Tento bod je zde pouze pro
demonstraci v˝sledk˘ mojí práce, ve které se nejvíce zamÏ¯uji na detekci textu v obraze.
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Uæivatelské rozhraní netestuji, ve své bakalá¯ské práci se uæivatelsk˝m rozhraním pro apli-
kaci Mobilní tlumoËník zab˝vají Vladimír Homola a Ond¯ej ©tÏrba. P¯i v˝voji koneËné
verze aplikace by bylo vhodné zváæit jimi vymyπlené a otestované uæivatelské rozhraní.
3.3 P¯edzpracování vstupní fotografie
Fotografie, kterou uæivatel p¯edal aplikaci, je pravdÏpodobnÏ z velké Ëásti tvo¯ená textem.
Tento text je t¯eba p¯evést na strojov .˝ P¯edzpracování obrazu v mojí práci p¯edstavuje
nalezení oblastí textu v obraze. Pro práci s obrazem je dostupná knihovna OpenCV1, která
je zdarma pro studijní i komerËní pouæití. Knihovna obsahuje implementaci více neæ 2500
algoritm˘ pro práci s obrazem. Vπechny jsou velmi optimalizované a pouæitelné v reálném
Ëase. Tato knihovna je napsaná v jazyce C++, její funkce lze vyuæít bez p¯ekladu do jazyka
Objective C. StaËí ji pouze p¯eloæit na framework pro Objective C a soubor˘m, ve kter˝ch
jsou její funkce volány, zmÏnit p¯íponu na .mm. Poté je moæné v tÏchto souborech pouæívat
syntaxi jazyka C++ a tedy i volat funkce OpenCV. Její v˝hodou je p¯enositelnost mezi
rozπí¯en˝mi operaËními systémy. Knihovna je aktivnÏ udræovaná a neustále aktualizovaná.
Je velmi rozπí¯ená mezi programátory. Alternativou pro zpracování obrazu je knihovna
FastCV2, která je optimalizovaná pro mobily. Není zatím moc rozπí¯ená, a proto jsem
se rozhodla pouæít knihovnu OpenCV, ke které je dohledatelné vÏtπí mnoæství ¯eπen˝ch
problém˘.
Nejd¯ív je tedy t¯eba v obraze detekovat text. Rozhodla jsem se tuto Ëást implementovat
sama, s vyuæitím funkcí knihovny OpenCV. Postupuji podle diplomové práce Lukáπe Neu-
manna [9]. Detekce textu je rozdÏlena do t¯í blok˘, kde v˝stup jednoho bloku je vstupem
pro blok následující, viz 3.2.
Obrázek 3.2: Bloky algoritmu pro detekci textu.
Oblasti MSER
Pro detekci oblastí MSER je v OpenCV implementovaná funkce. Je zde rozdílná implemen-
tace pro barevn˝ a Ëernobíl˝ obrázek. Vyhledávání oblastí v Ëernobílém obraze je rychlejπí,
bude proto lepπí p¯evést vstupní obraz do stupní πedi. MSER oblast je popsána vekto-
rem bod˘. Pro kaædou oblast MSER lze urËit její plochu a, obvod P , plochu konvexní
obálky ac, poËet dÏr H a obsah dÏr ah. Dále je moæné pro kaædou oblast MSER najít
ohraniËující obdélník B, u kterého známe sou¯adnice jeho levého horního rohu,[x, y], a jeho
v˝πku h a πí¯ku w. Jednoduπe je také moæné spoËítat horizontální poËet pr˘seËík˘ s pís-
menem v 16 ,
3
6 a
5
6 obrázku. Tyto údaje budou oznaËeny jako c 16h
, c 3
6h
a c 5
6h
. UrËování
poËtu pr˘seËík˘ je znázornÏno na obrázku 3.3. Pro zjiπtÏní obvodu a poËtu dÏr uvádí Pratt
1http://opencv.org
2https://developer.qualcomm.com/mobile-development/mobile-technologies/
computer-vision-fastcv
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v knize [11] v˝poËet pomocí Eulerova Ëísla binárního obrazu. Sada vzor˘ velikosti 2 ⇥ 2
pixel˘ je definována na obrázku 3.4. Tyto vzory vyhledáváme v obraze a poËítáme poËet
v˝skyt˘ vzor˘ Q1, Q2, Q3 a QD. Z toho je moæné spoËítat obvod a plochu spojité oblasti
v binárním obraze. Pratt uvádí jako nejp¯esnÏjπí vzorce pro v˝poËet plochy a obvodu dva
následující, které jsou odvozené Dudou:
A0 =
1
4
n{Q1}+ 1
2
n{Q2}+ 7
8
n{Q3}+ n{Q4}+ 3
4
n{QD} (3.1)
P0 = n{Q2}+ 1p
2
[n{Q1}+ n{Q3}+ 2n{QD}] (3.2)
Jednoduπe potom zjistíme Eulerovo Ëíslo obrázku E, které popisuje vztah mezi poËtem
spojit˝ch oblastí C v obraze a poËtem dÏr H uvnit¯ oblastí, viz 3.5. Eulerovo Ëíslo je moæné
spoËítat podle vzorce, kter˝ definoval Gray v knize [4]:
E =
1
4
[n{Q1}  n{Q3}+ 2n{QD}] (3.3)
Platí vztah E = C  H, kde C je poËet spojit˝ch oblastí a H je poËet dÏr uvnit¯ spojit˝ch
oblastí.
Obrázek 3.3: Horizontální pr˘seËíky písmenem. [10]
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Obrázek 3.4: Vzory vyhledávané v obraze. [11]
Obrázek 3.5: DvÏ oblasti. C = 2, H = 3, E = 1. [11]
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RozdÏlení oblastí MSER na písmena a nepísmena
Druh˝m blokem algoritmu pro detekci textu je klasifikace nalezen˝ch oblastí na písmena
a nepísmena. Jak jsem uvedla v kapitole 2.5, pro klasifikaci dat do dvou t¯íd na základÏ nÏko-
lika nalezen˝ch p¯íznak˘ je vhodn˝ klasifikátor SVM. Na v˝stupu klasifikátor kaædou oblast
MSER definovanou p¯íznaky prohlásí buÔ za písmeno, nebo nepísmeno. Existuje vπeobecnÏ
doporuËovaná knihovna LibSVM3 implementující tento klasifikátor. Chybí ale její podpora
na iOS. Klasifikátor SVM je implementovan˝ i v knihovnÏ OpenCV, tato implementace
je zaloæená na knihovnÏ LibSVM. Rozhodla jsem se proto pouæít tuto implementaci. Pro
natrénování pot¯ebuje na vstupu matici s p¯íznaky kladn˝ch i záporn˝ch vzork˘. Jeden
¯ádek matice je vektor s p¯íznaky popisující právÏ jednu oblast MSER. Dále klasifikátor
k natrénování pot¯ebuje druhou matici, která má stejn˝ poËet prvk˘ jako matice s p¯íznaky.
Tato druhá matice mapuje prvky matice s p¯íznaky na kladné a záporné vzorky, kde kladné
vzorky jsou p¯íznaky popisující písmena.
K vytvo¯ení trénovací matice je pot¯eba urËit, jaké p¯íznaky oblastí je vhodné pouæít a
jak je spoËítat. Neumann ve své diplomové práci [9] uvedl 10 p¯íznak˘, které pouæívá pro
klasifikaci znak˘. Z toho 4 p¯íznaky se t˝kají barevného rozloæení znaku. Tyto p¯íznaky by
vedly k Ëasovému zdræení v˝poËtu. Navíc chci v mé práci pracovat pouze s binárním obra-
zem znaku. Kv˘li tÏmto p¯íznak˘m bych si musela uchovávat i barevnou verzi vπech znak˘.
Proto tyto p¯íznaky vynechávám. V práci [10] pouæili Neumann a Matas pro klasifikátor
písmen a nepísmen jiné p¯íznaky. Práce se vÏnuje detekci textu v reálném Ëase. V˝poËet
zde uvádÏn˝ch p¯íznak˘ by tedy mÏl b˝t o nÏco rychlejπí. Rozhodla jsem se z tÏchto dvou
prací pouæít takové p¯íznaky, které by mÏly dob¯e odliπovat písmena a nepísmena a zároveÚ
by jejich v˝poËet nemÏl b˝t ËasovÏ nároËn .˝ V˝bÏr p¯íznak˘ jsem konzultovala s Mar-
kem Meπárem, kter˝ ve své diplomové práci také ¯eπí detekci textu v obraze. Abychom
po dokonËení práce mohli námi natrénované modely porovnat, pouæiji pro klasifikaci stejné
p¯íznaky jako Marek Meπár, viz tabulka 3.1. D˘leæité je také dodræet stejné po¯adí p¯íznak˘
v jakém budou se¯azené v p¯íznakovém vektoru. Tyto námi pouæité p¯íznaky jsou v˝bÏrem
ze dvou v˝πe zmínÏn˝ch prací.
PomÏr πí¯ky k v˝πce
w
h
PoËet dÏr H
Kompaktnost P
2
a
PomÏr plochy dÏr k ploπe oblasti
ah
a
PomÏr plochy konvexní obálky k ploπe oblasti
ac
a
Relativní v˝πka
a
h2
PoËet horizontálních pr˘seËík˘ v 16 písmene c 16h
PoËet horizontálních pr˘seËík˘ ve 36 písmene c 36h
PoËet horizontálních pr˘seËík˘ v 56 písmene c 56h
Tabulka 3.1: P¯íznaky poËítané pro oblasti MSER
3http://www.csie.ntu.edu.tw/~cjlin/libsvm
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Spojování písmen do slov
Vπechna písmena nemusí b˝t klasifikátorem urËená správnÏ, v˝sledky algoritmu se dále dají
velmi ovlivnit ve t¯etím bloku algoritmu, kter˝m je spojování znak˘ do slov. Neumann ve
své práci nejprve vytvá¯í hypotézu o ¯ádcích textu. Stanovil 7 podmínek, které musí v˘Ëi
sobÏ dva znaky splÚovat, aby mohly b˝t spojeny do slova. P¯i spojování prochází vstupní
mnoæinu vπech nalezen˝ch oblastí MSER. Do slov tedy zkouπí spojovat i nepísmena. P¯i
p¯ipojování znak˘ poËítá aproximaci ¯ádku, kterou s p¯ipojovan˝mi znaky p¯epoËítává.
Po dokonËení slova, musí b˝t splnÏny dalπí podmínky, aby spojení znak˘ bylo opravdu
povaæováno za slovo. Nap¯. vÏtπina oblastí musí b˝t znaky. Celé spojování do slova je tedy
v˝poËetnÏ nároËné. Na v˝stupu pot¯ebuje mnoæinu popisující vπechny znaky v obraze a
informaci o jejich vztahu pro spojení do slov, aby se mohl vÏnovat rozpoznávání písmen. Já
k samotnému rozpoznání pouæiji knihovnu, která sama vyhledává v obraze písmena. Proto
na v˝stupu nepot¯ebuji nutnÏ samostatná písmena ani oddÏlená slova. StaËí mi zakr˝t ruπivé
okolí textu. K tomu pot¯ebuji znát sou¯adnice a rozmÏry obdélníku, kter˝ text ohraniËuje.
Abych získala ohraniËující obdélník slov, nemusím nutnÏ objevit vπechna písmena v textu.
StaËí mi nap¯. krajní Ëásti slov, písmena, která se nacházejí uprost¯ed slova budou uvnit¯
ohraniËujícího obdélníku. Také nepot¯ebuji znát, jak p¯esnÏ jsou písmena uspo¯ádána do
slov. Budu se snaæit, aby algoritmus pracoval p¯edevπím rychle. Budu pracovat pouze nad
mnoæinou MSER oblastí, které byly prohláπeny za písmena. Dále nebudu poËítat aproximaci
¯ádku, písmena v˘Ëi sobÏ musí pouze splÚovat minimální vertikální vzdálenost. A stejnÏ
jako u klasifikace znak˘, nebudu brát ohled na barvu znak˘. Mnou navræené podmínky,
které urËují, zda oblast r m˘æe b˝t p¯ipojena k ¯ádce t, jsou uvedeny v tabulce 3.2. Pro
¯ádek t známe jeho pr˘mÏrnou πí¯ku znak˘ wt, pr˘mÏrnou v˝πku znak˘ ht, maximální πí¯ku
znaku wˆt, maximální πí¯ku znaku hˆt a sou¯adnice jeho pravého horního rohu [xt, yt]. Podle
v˝sledk˘ algoritmu moæná bude nutné nÏkteré podmínky upravit nebo doplnit.
©í¯ka p¯ipojovaného znaku
1
10
<
wt
wr
< 5
V˝πka p¯ipojovaného znaku 1
2
<
ht
hr
< 2
Plocha znaku
1
8
<
at
ar
< 2
Horizontální vzdálenost (xr   xt) < 3wˆt
Vertikální vzdálenost |yr   yt| < 1
2
hˆt
Tabulka 3.2: Podmínky pro p¯ipojení oblastí k ¯ádce textu
Testování klasifikátoru znak˘ a detektoru textu
V˝sledek kompletního algoritmu pro detekci textu bude nutné otestovat a v p¯ípadÏ πpat-
n˝ch v˝sledk˘ zváæit zmÏnu p¯íznak˘ pro klasifikaci nebo zmÏnu algoritmu pro spojování
znak˘ do slov. Pro testování modelu vytvo¯ím testovací sadu MSER oblastí. Klasifikátor
nechám o oblastech rozhodnout zda se jedná o písmena, Ëi nikoli. NáslednÏ zjistím tyto
údaje: True Positive, TP, správné urËení písmene, True Negative, TN, správné rozhodnutí,
æe se nejedná o písmeno, False Positive, FP, πpatné rozhodnutí, æe se jedná o písmeno a
False Negative, FN, πpatné rozhodnutí, æe se o písmeno nejedná. ÚspÏπnost klasifikátoru je
poté moæné spoËítat ze vztahu 3.4, kde P je poËet vπech písmen a N je poËet vπech nepísmen
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v testovací sadÏ.
accurancy =
TP + TN
P +N
(3.4)
PodobnÏ budu postupovat i u hodnocení kompletního algoritmu pro detekci textu. Testovací
mnoæinu budou tvo¯it obrázky s textem. TP budou slova, která byla správnÏ detekována.
FP jsou slova, která byla detekována, ale ve skuteËnosti se o slovo nejedná. FN jsou slova,
která nebyla ani z poloviny nalezena. Dále p¯idám situaci, Half Positive, HP, kdy byla
detekována alespoÚ polovina slova.
3.4 Rozpoznání detekovaného textu a jeho p¯eklad
K samotnému p¯evedení obrazu na strojov˝ text je dostupn˝ OCR engine Tesseract4. Tes-
seract je velmi rozπí¯en˝ OCR engine. Pracuje s Ëernobíl˝m binárním obrazem. V obraze
vyhledá spojité oblasti, které leæí v linii. Linky rozdÏlí do slov. Následuje dvoufázové rozpo-
znávání. V první fázi je kaædé rozpoznané slovo za¯azeno do trénovací mnoæiny pro adaptivní
klasifikátor. Vylepπí tak svoji trénovací sadu a v druhém pr˘chodu dokáæe rozpoznat i slova,
která v prvním pr˘chodu nerozpoznal dob¯e. Podrobn˝ popis algoritmu, kter˝m tesseract
rozpoznává text v obraze je v dokumentaci k enginu [15]. Tesseract nabízí podporu více neæ
60 jazyk˘. Je multiplatformní a je moæné jej nainstalovat a pouæívat jako program p¯íka-
zové ¯ádky. Tesseract je moæné natrénovat pro nov˝ jazyk. Chybí dokumentace zdrojového
kódu. »asto ¯eπené problémy a dotazy jsou v Google skupinÏ tesseract-ocr.
Funkce tesseractu pro rozpoznání nemá pro úËely mojí aplikace vhodné p¯edzpracování
obrazu. Funkce pro detekci textu jsou v knihovnÏ implementovány, ale nejsou defaultnÏ
pouæity. Proto mu na vstupu budu p¯edkládat obraz, na kterém je pouze text. Ve v˝sled-
ném textu se Ëasto vyskytuje ¯ada chyb. Proto bude nezbytné provést korekci v˝stupu
tesseractu. Nejprve odfiltruji vπechny znaky, které nejsou písmena anglické abecedy, in-
terpunkËní znaménka nebo mezery. Také nahradím vπechny
”
|“ za
”
I“. Uæivatel bude mít
moænost rozpoznan˝ text sám opravit.
P¯i p¯ekladu textu do mate¯ského jazyka jednotlivá slova vyhledám v databázi s Ëesko-
anglick˝m slovníkem. P¯eklad jin˝ch jazyk˘ nebude podporován. P¯evod slov do základního
tvaru nebudu v práci ¯eπit. P¯i p¯ekladu z angliËtiny do Ëeπtiny to nebude velk˝ problém,
protoæe slova nejsou tolik skloÚována jako nap¯. v Ëeském jazyce.
4https://code.google.com/p/tesseract-ocr
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Kapitola 4
Realizace
V této kapitole popisuji jak jsem implementovala jednotlivé Ëásti aplikace. SouËástí kapi-
toly je i testování. První testovanou Ëástí je úspÏπnost natrénování modelu pro klasifikaci
znak˘ na písmena a nepísmena. Druhou je úspÏπnost detekce textu v obraze. ÚspÏπnost
jednotliv˝ch Ëástí jsem poËítala podle postupu uvedeného na konci kapitoly 3.3.
4.1 Platforma iOS
Abych mohla psát aplikaci pro iPhone zaregistrovala jsem sv˘j iPhone pod v˝vojá¯sk˝ úËet
VUT. Aplikaci jsem vyvíjela v Xcode verzi 4.5.2 pro iOS 6.0. Testovala jsem ho v iPhone
6.0 simulátoru a na iPhone 4s. Pouæívala jsem knihovnu OpenCV pro práci s obrazem a
Tesseract pro rozpoznání textu.
Uæivatelské rozhraní
Grafické uæivatelské rozhraní jsem z vÏtπí Ëásti vytvo¯ila v Interface Builderu. Pro fotoaparát
jsem pouæila vestavÏnou knihovnu, pro kterou jsem napsala vlastní vzhled. Implementovala
jsem jednoduché uæivatelské rozhraní, které pouze zobrazuje pot¯ebné informace. Vπechna
View jsou na sebe p¯idávána modálnÏ. Pouze u v˝bÏru jazyka je p¯echod na Table View
s jednotliv˝mi jazyky ¯ízen navigaËním kontrolérem. Ukázka grafického rozhraní aplikace
je na obrázku 4.1.
Zpracování obrazu
VÏtπina práce s obrazem je psána v jazyce Objective-C++. Jde o specifick˝ mix prvk˘
jazyka Objective C a jazyka C++. Protoæe knihovna OpenCV, jejíæ funkce volám pro práci
s obrazem, je v jazyce C++, volám tyto funkce podle pravidel syntaxe C++. Pouæívám
také nÏkteré typy jazyka C++, nap¯. vector. Ostatní kód splÚuje pravidla jazyka Objective
C.
Obrázek je v Objective C reprezentován typem UIImage. Pro lepπí práci s obrázkem
je vhodné ho konvertovat do typu cv::Mat, kter˝ je definovan˝ v knihovnÏ OpenCV a
pracují s ním její metody. Konvertor obrázku, detektor oblastí MSER, extraktor p¯íznak˘
a klasifikátor znak˘ jsem implementovala singletony, jejichæ instance jsou dræeny v pamÏti
po celou dobu bÏhu programu.
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Obrázek 4.1: Uæivatelské rozhraní aplikace.
4.2 Nalezení písmen v obrázku
V obraze jsou nejprve detekovány oblasti MSER funkcí OpenCV. Je moæné zmÏnit její
parametry a tím upravit projekci intenzity, velikosti oblastí atd. ExperimentálnÏ jsem do-
spÏla k závÏru, æe nejlepπích v˝sledk˘ dosáhnu p¯i ponechání defaultních parametr˘metody.
Z kaædé oblasti MSER jsou extrahovány p¯íznaky. Nalezené oblasti následnÏ klasifikuji na
písmena a nepísmena. K tomu bylo pot¯eba nejprve natrénovat klasifikátor.
Extrakce p¯íznak˘
V projektu jsem implementovala extraktor p¯íznak˘ z obrázk˘ oblastí MSER. Získávala
jsem z obrazu p¯íznaky uvedené v tabulce 3.1. VÏtπinu p¯íznak˘ je moæné spoËítat bÏhem
jednoho pr˘chodu obrázkem po pixelech. Plocha konvexní obálky ale musí b˝t poËítána
zvláπª. Rozhodla jsem se tedy nejd¯ív zkusit tento p¯íznak vynechat a p¯idat ho aæ pozdÏji.
Poté porovnat v˝sledky a Ëasovou nároËnost. S konvexní obálkou byly v˝sledky lepπí. P¯esné
mÏ¯ení jsem neprovádÏla, ale pohledovÏ fungoval takto natrénovan˝ model v˝raznÏ lépe.
»asovÏ se tyto dva p¯ístupy témÏ¯ neliπily.
Klasifikátor
K natrénování klasifikátoru jsem pouæila vestavÏnou funkci OpenCV train auto. Ta poæa-
duje povinné nastavení trénovacích parametr˘. Prvním nastavovan˝m parametrem je typ
SVM klasifikátoru, kter˝m se urËí, jaká jsou trénovací data, a jak se je má klasifikátor snaæit
rozdÏlit. Je moæné nap¯íklad nastavit, æe jsou vπechna trénovací data z jedné t¯ídy nebo
definovat minimální vzdálenost mezi oddÏlen˝mi t¯ídami. Já jsem nastavila tento parametr
na konstantu NU SVC, kter˝ dÏlí trénovací data do n t¯íd s moæn˝m nep¯esn˝m rozdÏlením.
Pro tento typ je pot¯eba urËit parametr nu v rozsahu 0. .1, kter˝ udává horní mez chyby a
dolní mez podílu podp˘rn˝ch vektor˘ vzhledem k celkovému poËtu trénovacích dat. Pokusy
jsem dospÏla k závÏru, æe nejlepπí v˝sledky dostávám s hodnotou 0.2. Dalπím nastavova-
n˝m parametrem je typ jádra klasifikátoru. Je moæné zvolit mezi lineárním, polynomálním,
RBF a sigmoidním jádrem. ObecnÏ je doporuËováno jádro RBF, které dosahuje nejlepπích
v˝sledk˘. Zvolila jsem tedy tento typ jádra.
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Metoda train auto automaticky provádí cross validaci. Trénovací sadu rozdÏlí do k fold
podmnoæin. Jedna podmnoæina je pouæita k natrénování modelu a ostatní k testování a
úpravÏ parametr˘ SVM klasifikátoru. Parametr k fold udává, do kolika mnoæin bude tré-
novací sada rozdÏlena. DefaultnÏ je nastaven˝ na hodnotu 10.
Trénovací sada
Pro natrénování klasifikátoru je pot¯eba dostateËnÏ velká trénovací sada obsahující písmena
a nepísmena. Klasifikátoru je na vstupu p¯edávána matice s p¯íznaky popisující vπechny
znaky z trénovací mnoæiny. Roku 2003 probÏhla vÏdecká soutÏæ v detekci textu a OCR.
V rámci této soutÏæe byla zve¯ejnÏna trénovací i testovací datová sada ICDAR 20031. Tré-
novací sada obsahuje 258 obrázk˘ reáln˝ch scén s textem. V tÏchto obrázcích jsem deteko-
vala oblasti MSER a uloæila si je jako samostatné obrázky, viz obrázek 4.2. Celkem bylo
nalezeno okolo 130000 MSER˘. Z této mnoæiny jsem vybrala asi 4000 písmen a 4000 nepís-
men. Ty jsem pouæila k natrénování klasifikátoru pro rozpoznávání písmen od nepísmen.
V˝sledn˝ model nefungoval moc dob¯e. Zkusila jsem ho natrénovat znovu s trénovací sa-
dou vytvo¯enou Markem Meπárem, která obsahuje okolo 13000 písmen a 13000 nepísmen.
ÚspÏπnost modelu se o nÏco zlepπila. V˝sledn˝ model má velikost 139 KB. Rozpozná asi 34
znak˘ správnÏ.
Obrázek 4.2: Ukázka MSER oblastí získan˝ch z obrázku. Vstupní obrázek (a). MSERy,
které nejsou písmena (b). MSERy, které jsou písmena (c).
Test klasifikaËního modelu
K otestování modelu jsem vytvo¯ila testovací sadu 500 písmen a 500 nepísmen. Tuto sadu
jsem získala extrakcí oblastí MSER z obrázk˘ testovací datové sady ICDAR 2003, která
obsahuje 251 obrázk˘. Oblasti jsem uloæila jako samostatné binární obrázky oblastí. Ukázka
testovací sady je na obrázku 4.3. Nechala jsem model rozhodnout o vπech písmenech, zda
se jedná o písmena, Ëi nikoli. Z toho jsem spoËítala údaje True Positive a False Positive.
NáslednÏ jsem stejn˝m zp˘sobem z mnoæiny nepísmen spoËítala údaje True Negative a False
Negative. Pro zajímavost uvádím i v˝sledky modelu Marka Meπára, kter˝ nakonec pouæil
k natrénování modelu sadu s pouze 4000 písmeny a 4000 nepísmeny. Do trénovací sady
1http://algoval.essex.ac.uk/icdar/Datasets.html
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vybral pouze pÏknÏ vykreslená písmen bez chyb. V˝sledky obou model˘ jsou v tabulce 4.1.
Ukázka, jak o znacích m˘j model rozhodoval, je na obrázku 4.4.
TP FP TN FN úspÏπnost
m˘j model 389 158 342 111 0.73
Mark˘v model 394 116 384 106 0.78
Tabulka 4.1: ÚspÏπnost klasifikace znak˘ na písmena a nepísmena. TP - správnÏ urËeno za
písmeno, FP - πpatnÏ urËeno za písmeno, TN - správnÏ urËeno za nepísmeno, FN - πpatnÏ
urËeno za nepísmeno.
Obrázek 4.3: Ukázka testovací sady. Obrázky s MSER oblastmi, které jsou písmena (vlevo)
a nepísmena (vpravo).
ÚspÏπnost obou model˘ je velmi podobná. Více tedy záleæí na zvolen˝ch p¯íznacích neæ
na velikosti trénovací datové sady. Modely urËí zhruba 34 znak˘ správnÏ. To je pouæiteln˝
v˝sledek, protoæe nÏkteré πpatnÏ za¯azené znaky jeπtÏ budou p¯e¯azeny do správné mnoæiny
u spojování do slov.
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Obrázek 4.4: Ukázka rozhodování modelu o oblastech. Oblasti správnÏ oznaËené za písmena
- TP (a). Oblasti chybnÏ oznaËené za nepísmena - FN (b). Oblasti správnÏ oznaËené za
nepísmena - TN (c). Oblasti chybnÏ oznaËené za písmena - FP (d).
4.3 Spojení písmen do slov
Ve vstupním obrázku je pot¯eba pro tesseract skr˝t okolí textu. Nejprve jsem spojila vπechna
písmena do slov. Postupovala jsem podle návrhu v kapitole 3.3. Zkouπela jsem do slov spo-
jovat i vπechny oblasti MSER, vËetnÏ tÏch, které byly urËeny jako nepísmena. Algoritmus
potom pracoval mnohem déle a v˝sledek nebyl o moc lepπí. Proto do slov spojuji pouze
písmena. V˝sledek se dá velmi ovlivnit zmÏnou podmínky pro minimální a maximální hori-
zontální vzdálenost. Nejlepπích v˝sledk˘ jsem dosáhla p¯i nastavení podmínek tak, jak jsou
uvedeny v tabulce 3.2.
Pro kaædé slovo jsem naπla ohraniËující obdélník. Vπe, co leæí mimo obdélník, je pot¯eba
pro tesseract skr˝t. Tesseract funguje lépe, kdyæ má kolem textu vÏtπí voln˝ rámeËek.
Nejlepπích v˝sledk˘ jsem dosáhla, kdyæ jsem okolí textu p¯ekreslila ËernÏ a text ohraniËila
bíl˝m rámeËkem.
Test detektoru textu
V obrázcích testovací sady ICDAR 2003 jsem nechala sv˝m programem nalézt vπechen
text a ohraniËit ho obdélníkem. Obrázky jsem poté následnÏ ruËnÏ procházela a poËítala
správnÏ a πpatnÏ nalezená slova. Celkem jsem ve 249 obrázcích napoËítala 849 slov, které
by mÏl m˘j program ideálnÏ v obrázcích najít. V˝sledky mého programu jsou zanamenány
v tabulce 4.2. PoËítala jsem údaje popsané na konci kapitoly 3.3.
TP FP HP FN
646 513 90 113
76% 11% 13%
Tabulka 4.2: ÚspÏπnost lokalizace textu v obraze. TP - správnÏ nalezené slovo, FP - oznaËené
slovo, které není slovo, HP - z poloviny nalezené slovo, FN - nenalezené slovo.
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Za správnÏ nalezená slova jsem poËítala ta, která byla uvnit¯ rámeËku, kter˝ pÏknÏ
ohraniËoval celé slovo nebo celou vÏtu. Obrázky se správnÏ nalezen˝mi slovy jsou na ob-
rázku 4.5. V sadÏ jsou i obrázky s textem, kter˝ je neæádoucí, aby ho m˘j algoritmus za
slovo oznaËil, viz 4.6. V tÏchto obrázcích byla vÏtπinou nalezená slova poskládaná z chybnÏ
klasifikovan˝ch MSER oblastí.
V˝sledky algoritmu pro detekci slov jsou pomÏrnÏ dobré. V textu je nalezena vÏtπina
slov. Ve fotografiích, které byly po¯ízeny za úËelem fotografie textu, jsou slova nalezena
bezchybnÏ. Problémové jsou fotografie s velmi ruπiv˝m okolím, kde je nalezeno hodnÏMSER
oblastí. V pr˘mÏru je Ëtvrtina oblastí chybnÏ oznaËená za písmeno. Tato chybnÏ oznaËená
písmena jsou poté spojována do slov. Celkem bylo nalezeno 513 slov, která slova nejsou. To
je Ëíslo opravdu velké a m˘æe Ëinit problémy p¯i p¯edkládání obrazu tesseractu. Ve vÏtπinÏ
obrázk˘ se ale jedná pouze o minimální oblasti. Tento poËet v˝raznÏ zvyπují obrázky, které
nejsou oËekávané na vstupu mojí aplikace. A to obrázky, kde je text pouze vedlejπím prvkem
obrazu a fotografie byla po¯ízena za úËelem fotografie parku apod. V takov˝ch obrázcích je
poté chybnÏ nalezeno aæ 40 slov. Ukázka takov˝ch obrázk˘ je na 4.7.
Mnou navræen˝ algoritmus pro spojování písmen do slov si dob¯e poradí se πpatnÏ
urËen˝mi MSER oblastmi uprost¯ed slova. Pokud byla jedna aæ dvÏ písmena uprost¯ed slova
chybnÏ oznaËena za nepísmena, budou zahrnuta ve v˝sledném obdélníku ohraniËujícím slovo
spolu s okolními správnÏ urËen˝mi písmeny. Problém dÏlají chybnÏ oznaËená nepísmena
na krajích slova. Ta není moæné do obdélníku zahrnout. Ukázky slov, ke kter˝m nebylo
p¯ipojeno krajní písmeno jsou na obrázku 4.8. Jedno chybÏjící písmeno by ale mohlo b˝t
doplnÏno v poslední fázi OCR, p¯i práci se slovníky. Lukáπ Neumann ve své práci zkouπí
ke slov˘m p¯ipojovat i oblasti oznaËené za nepísmena. Tímto p¯ístupem dosáhne lepπích
v˝sledk˘. S rostoucí skupinou oblastí spojovan˝ch do slov se ale v˝raznÏ zvyπuje Ëasová
nároËnost algoritmu. Pro moji aplikaci bude lepπí minimálnÏ nep¯esn˝ v˝stup neæ dlouhá
doba zpracování.
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Obrázek 4.5: Obrázky, ve kter˝ch byla vπechna slova správnÏ nalezena.
Obrázek 4.6: Obrázky, ve kter˝ch je pro moji aplikaci neæádoucí detekovat text. Vstupní
obrázky (vlevo). Obrázky s detekovan˝m textem (vpravo).
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Obrázek 4.7: Obrázky s vysok˝m poËtem chybnÏ nalezen˝ch slov.
Obrázek 4.8: Nenalezená krajní písmena slov.
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4.4 P¯evod obrazu na strojov˝ text a jeho p¯eklad
Pro samotné OCR jsem pouæila knihovnu tesseract. P¯i inicializaci tesseractu nastavujeme
jazyk, ve kterém je vstupní text, p¯iËemæ je moæné zadat i více jazyk˘. Dále p¯edáváme
obraz zadan˝ jako pole znak˘. Pro pouæití tesseractu v Objective C kódu napsal Lo¨ıs Di
Qual obalující t¯ídu2, která slouæí jako mezivrstva mezi knihovními funkcemi tesseractu a
Objective C kódem. Nemusím proto sama ¯eπit p¯evody mezi typy jazyka Objective C a
C++. Z textu, kter˝ je v˝stupem tesseractu, jsem odstranila vπechny znaky, které nepat¯í
do abecedy, a shluky bíl˝ch znak˘ jsem nahradila jednou mezerou. Ukázky v˝stup˘ extrakce
textu z obrazu jsou na obrázku 4.9.
P¯i implementaci slovníku je moæné jako volnÏ dostupná slovníková data pouæít slov-
ník vytvá¯en˝ Milanem Svobodou3, dostupn˝ pod licencí GNU. Spoluæák Ond¯ej ©tÏrba
z tÏchto dat dostupn˝ch v textovém souboru vytvo¯il databázi, kterou jsem pouæila ve
svém projektu. V tomto slovníku je pro kaædé anglické slovíËko nÏkolik poloæek v databázi
s r˘zn˝mi p¯eklady. Já vædy volím první v˝skyt v databázi. Ten ale vÏtπinou není nej-
vhodnÏjπí. ÿeπením by bylo zohlednit gramatiku vÏt a vybírat nejvhodnÏjπí slovíËko a nebo
v databázi ponechat pouze jeden záznam pro jedno anglické slovíËko. Ukázka p¯ekladu je
na obrázku 4.9.
2http://lois.di-qual.net/blog/install-and-use-tesseract-on-ios-with-tesseract-ios/
3http://slovnik.zcu.cz/
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Obrázek 4.9: Ukázka v˝stup˘ extrakce textu z obrazu. Vstupní obrázek (a). V˝stup tesse-
ractu (b). Filtrovan˝ text (c). P¯eloæen˝ text (d).
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Kapitola 5
ZávÏr
Cílem práce bylo navrhnout a realizovat prototyp aplikaceMobilní tlumoËník pro iPhone, ve
kterém je podrobnÏ rozpracována detekce textu v obraze. Vytvo¯ila jsem aplikaci, která nyní
dosahuje pouæiteln˝ch v˝sledk˘. Sama jsem implementovala uæivatelské rozhraní, extrakci
p¯íznak˘ z obrazu, spojování znak˘ do slov a p¯eklad slov do cizího jazyka. Implementaci
klasifikátoru SVM jsem pouæila z knihovny OpenCV a pro OCR jsem pouæila knihovnu
Tesseract. VÏtπinu práce jsem vÏnovala detekci textu v obraze. Detektor písmen a slov byl
testován na reálné datové sadÏ ICDAR 2003. Pr˘mÏrnÏ v obrázcích správnÏ nalezne 75%
slov. Program najde a rozpozná text i v obrázcích, které obsahují velmi ruπivé okolí textu,
jsou po¯ízené za zhorπen˝ch svÏteln˝ch podmínek a text je pouze vedlejπí souËástí obrazu.
Kdyæ je text po¯ízen˝ za ideálních podmínek a je centrem po¯ízeného obrazu, je spoleh-
livÏ rozpoznán. V simulátoru iPhonu na poËítaËi trvá cel˝ proces od po¯ízení fotografie
po p¯eklad textu do mate¯ského jazyka jednotky sekund. V mobilním za¯ízení tento pro-
ces trvá desítky sekund. Práce Lukáπe Neumann, podle které jsem postupovala, dosahuje
v rozpoznání textu v˝raznÏ lepπích v˝sledk˘, jeho úspÏπnost se blíæí 100%. Jeho program
ale pracuje mnohem delπí dobu, 5 vte¯in aæ 2 minuty na poËítaËi. M˝m cílem bylo cel˝
proces zrychlit pro mobilní aplikaci, a to i za cenu dosaæení horπích v˝sledk˘.
V okamæiku kdy volám funkci tesseractu pro rozpoznání textu, jiæ mám sama nalezená
písmena v obraze. Do budoucna se tedy nabízí rozπí¯ení projektu o vlastní implementaci
OCR. Je t¯eba najít vhodné p¯íznaky pro klasifikaci znak˘ na konkrétní písmena. Také bude
pot¯eba zvolit vhodn˝ klasifikátor. SVM, kter˝ pouæívám pro klasifikaci oblastí na písmena
a nepísmena, podporuje pouze klasifikaci do dvou t¯íd. PravdÏpodobnÏ by bylo vhodné
najít jin˝ klasifikátor. Dále je v projektu pot¯eba navrhnout, implementovat a otestovat
uæivatelské rozhraní. Na závÏr je nutné p¯idat podporu více jazyk˘ p¯i p¯ekladu textu.
P¯ínos mojí práce vidím v rozboru projektu Mobilní tlumoËník, kter˝ by mohl b˝t velmi
uæiteËnou aplikací. Dále v otestování moæností pro rychlou detekci textu. Sama jsem se p¯i
v˝voji seznámila s pojmy klasifikace a OCR, a nauËila jsem se, jak psát aplikace pro iPhone.
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