In order to minimize a closed convex function that is approximated by a sequence of better behaved functions, we investigate the global convergence of a general hybrid iterative algorithm, which consists of an inexact relaxed proximal point step followed by a suitable orthogonal projection onto a hyperplane. The latter permits to consider a xed relative error criterion for the proximal step. We provide various sets of conditions ensuring the global convergence of this algorithm. The analysis is valid for nonsmooth data in innite-dimensional Hilbert spaces.
1. Introduction Throughout this paper, H stands for a real Hilbert space. The scalar product and norm in H are respectively denoted by ·, · and · . Let Γ 0 (H) be the class of all the extended-realvalued functions f : H → R ∪ {∞} such that f is l.s.c. (lower semicontinuous), proper (i.e., f ≡ ∞) and convex. If f ∈ Γ 0 (H), the eective domain of f is given by dom f = {x ∈ H | f (x) < ∞}, and the δ-subdierential 1 of f at x is dened by ∂ δ f (x) := {g ∈ H | ∀y ∈ H, f (x) + g, y − x ≤ f (y) + δ}, δ ≥ 0.
Let f ∈ Γ 0 (H) and suppose that Argmin f , the set of all the minimizers of f , is nonempty. Given a sequence (f k ) k∈N ⊂ Γ 0 (H) of functions converging, in a sense to be made precise later, to f as k → ∞, we consider the sequences (x k ) k∈N ⊂ H which are generated by the following Diagonal Hybrid ProjectionProximal Point Algorithm (DHP-PPA):
• Proximal step. Given x k ∈ H, λ k > 0, δ k ≥ 0 and ρ k ∈ (0, 2), nd z k ∈ H such that
where
and the residue ξ k ∈ H is required to satisfy the following condition:
where σ ∈ [0, 1) is a xed relative error tolerance.
• Projection step. If g k = 0 then set x k+1 = x k ; otherwise, take
Let k ← k + 1 and return to the proximal step.
The algorithm could be called an inexact HPPA, but we prefer to name this algorithm diagonal because a single hybrid projection-proximal iteration is applied to f k and then the objective function is 1 See [36] for further details on the approximate subdierential.
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updated to f k+1 . Since f k → f as k → ∞, this procedure is expected to approach the set Argmin f . In this paper, we focus our attention on obtaining general conditions ensuring the convergence of (x k ) k∈N towards a minimizer of f , under the following hypotheses on the parameters:
R 1 := inf k≥0 ρ k > 0 and R 2 := sup k≥0 ρ k < 2.
In order to motivate the DHP-PPA, we begin by noticing that if δ k = 0 then (1) and (2) amount to
where the single-valued function J ∂f k λ := (I +λ∂f k ) −1 : H → H is the resolvent of ∂f k of parameter λ [17] .
If in addition ξ k = 0 then, by (4), x k+1 = z k , and it follows from (7) that
Taking ρ k ≡ 1 we recover an exact iteration of the standard PPA, introduced in [44] for solving some variational inequalities. When ρ k ∈ (0, 2), this becomes an iteration of the relaxed PPA which was introduced in [31] (see also [32] and [33] for more details) for speeding up convergence; see [15, pp. 129-131] and [26] for some illustrations of such an accelerating eect in the case of over-relaxation, that is, when ρ k ∈ (1, 2). In the case where the approximate subdierential ∂ δ k f k is replaced by A : H ⇒ H, a xed maximal monotone operator (see [17] and 5), global convergence of the standard PPA towards a solution to 0 ∈ A(x) was established in [53] , permitting some inexact iterations under summability conditions on the errors. Similar results were obtained in [25] for the relaxed PPA. Specic convergence results for convex minimization, where one is interested in solving the stationary point condition 0 ∈ ∂f (x), were investigated in [24, 35, 54] . In this minimization context, nite bundle methods to nd approximate PPA iterates have been studied for nonsmooth data [9, 16, 36] .
On the other hand, (4) is a projection step because it can be written as
is the orthogonal projection operator onto the hyperplane {x ∈ H | g k , x−z k = 0}. By monotonicity and Lemma 2.2(ii) below, the latter separates the current iterate x k from the stationary set S k = {x ∈ H | 0 ∈ ∂f k (x)}. Thus, in this algorithm the proximal iteration is used to construct this separating hyperplane, the next iterate x k+1 is then obtained by a trivial projection of x k , which is not expensive at all from a numerical point of view. The hyperplane projection method was rst proposed in [40] with the name combined relaxation; see also [41] and [28, Chap.12] for more details. Taking δ k = 0 and ρ k = 1, (1)- (4) corresponds to one iteration of the Hybrid Projection-Proximal Point Algorithm (HP-PPA) proposed in [55] for the maximal and monotone inclusion problem 0 ∈ A(x). It is shown in [55] that HP-PPA has the remarkable property of permitting the xed relative error tolerance
a less stringent condition than summability of errors, without aecting the global convergence of the algorithm. This result was improved in [56] by considering (3) as the error tolerance. Under such xed relative error tolerances, the hyperplane projection is in general necessary to ensure the boundedness of the iterates [55, p. 62] , even for minimization problems in which A = ∂f [30] .
In [3] it is shown that some accelerating techniques, including relaxation, can be combined with HP-PPA iterations to obtain a globally convergent scheme for the inclusion problem 0 ∈ A(x). In particular, the results of [3, 55] can be used to solve directly the stationary point condition 0 ∈ ∂f (x). However, when f is not strongly convex, when it has an irregular behavior due to nonsmooth data, or when there are implicit constraints in its denition, it is a common practice to approximate f by a sequence (f k ) k∈N ⊂ Γ 0 (H) of better behaved functions (e.g. viscosity methods, Tikhonov's regularization, smoothing techniques, penalty/barrier methods). Relying on such an approximating sequence, diagonal algorithms perform a prescribed number of iterations of an optimization method applied to f k and then update the objective function to f k+1 , which is expected to be closer to f . This is the case of (1)- (4), where a single iteration of the HP-PPA is applied to f k , then we continue with f k+1 .
The diagonal approach has already been considered by several authors through purely proximal iterations. The rst work in this direction seems to be [38] , where the author investigates the combination of the PPA iteration with a class of interior penalties; see [39] for more recent results. See [11] for some exterior penalties, and [1, 12, 42, 43] for extensions via variational convergence methods. See [47] for dierent regularization-penalty methods, and [50] for some results on Tikhonov's regularization. A twoparameter exponential penalty-PPA for convex programs can be found in [48, 49] . See [20] for general 3 results exploiting the existence of "central/optimal paths" together with applications to the log-barrier and the exponential penalty in linear programming. For improvements, extensions and primal-dual convergence results, see [4, 22] . Although some of these works consider a residual error ξ k as in (1), they all require the sequence of errors to satisfy a summability condition (cf. (20) ), a rather restrictive hypothesis for practical implementations. As already mentioned, the advantage of DHP-PPA is the xed relative error criterium (3).
This paper is organized as follows. In 2, we discuss the well-deniteness of the sequences (x k ) k∈N generated by (1)-(4) and establish some preliminary lemmas. In 3, we prove a general convergence result, whose potential applications as well as its drawbacks are illustrated through some examples. In 4, we investigated the special case of one-parameter approximation schemes, providing convergence results under fast or slow parametrization conditions that complete and improve the general result of 3; examples are given for penalty/barrier methods in convex programming. Finally, in 5, we briey discuss some extensions to the zero-nding problem for maximal monotone operators.
2. Preliminaries Consider a family of functions (f k ) k∈N ⊂ Γ 0 (H). Let us begin with a brief discussion on the well-deniteness of the sequences (x k ) k∈N generated by (1)-(4).
Given k ≥ 0, let us introduce the auxiliary objective function
which is strongly convex and coercive. Therefore, φ k admits a unique global minimizer, which we denote by y k and is characterized by the stationary condition 0 ∈ ∂φ k (y k ). The latter amounts to
This shows that the algorithm (1)- (4) is well dened in the sense that there exists z k satisfying (1)- (3) (it suces to take z k = y k , ξ k = 0 and any δ k ≥ 0). Nevertheless, since the exact minimization of φ k cannot be attained in practice, inexact computations are essential for implementable versions of the algorithm. In this direction, the choice of a specic method for solving the inexact proximal subproblem should depend on the data regularity. For instance, if f k is locally Lipschitz continuous then this can be done in a nite number of operations for a given δ k > 0 and ξ k = 0 by means of a bundle method (see [9, 24] ). The total number of operations can be bounded from above in terms of the algorithm parameters, some appropriate local estimates for the Lipschitz constant and a factor of the form 1/δ
When f k is C 1,1 , this factor can be improved to 1/δ k ; see [20, Appendix B] for all details.
In the case of smooth data, any standard descent method (steepest descent, conjugate gradient, Newton, BFGS,...) for the approximate minimization of φ k is able to nd, in a nite number of iterations, points such that the norm of the gradient ∇φ k is as small as the machine precision allows one to do. Thus, in an implementable version of the algorithm, z k will be found by applying a smooth descent method with δ k = 0 and ξ k = ∇φ k (z k ), and under (3) as the stopping rule. In this case, the computational complexity of the subproblem algorithm in terms of the total number of iterations is a very interesting issue which is beyond the scope of this paper and it will not be treated here.
Notice that, even when the approximate f k is smooth, the use of PPA may be interesting because of the eventual ill-conditioning of f k as it approaches the limit function f , which may have multiple minimizers and realize the value ∞. In fact, the multiplicity of optimal solutions usually leads to a poorly scaled approximate f k , and the descent direction may not provide much reduction in the function when computed directly from f k . This forces any line search method to choose a very small step length in order to avoid zigzagging iterates and drastic increases in numerical instabilities, impairing the overall eciency of the algorithm. On the other hand, the quadratic term in φ k acts as a stabilizing technique. In particular, if f k is smooth then the Hessian ∇ 2 φ k = 1 λ k I + ∇ 2 f k is always positive denite, whereas ∇ 2 f k may be degenerate.
From now on, we turn our attention to the global convergence of the sequence (x k ) k∈N . To this end, we conclude this preliminary section by proving two elementary results that will be useful for the sequel.
First, let us recall a result of [56] concerning the relative error criterion (3).
Lemma 2.1 Let σ ∈ [0, 1) and dene
then:
Applying the Cauchy-Schwarz inequality
This proves (ii).
Let us now state some useful estimates which are direct consequences of the previous lemma.
Lemma 2.2 Under (1)- (4), if = 1 − (1 − σ 2 ) 2 then we have:
Proof. We apply Lemma 2.
using rst the Cauchy-Schwarz inequality and then (i), we get
On the other hand, (ii) implies that
The latter is the geometric motivation for the projection step (4).
Finally, all our convergence results rely strongly on the elementary identity that is established in the following result.
Lemma 2.3 Under (1)-(4), for any u ∈ H, we have
Proof. By direct computations, 3. A rst general result on global convergence Let f ∈ Γ 0 (H). In our rst convergence result, we suppose that f and the sequence of functions (f k ) k∈N ⊂ Γ 0 (H) satisfy the following conditions:
Argmin f = ∅.
Remark 3.1 Similar conditions are considered in [12, 43] for some diagonal proximal methods.
Theorem 3.1 Let (x k ) k∈N be a sequence generated by (1)- (4) under (5) and (6) . If (8) , (9) and (10) hold, and if we assume that
(i ) For everyx ∈ Argmin f , the sequence x k −x k∈N converges and we also have: 
Using (9) with x = z k ρ we obtain
By (10), we deduce that
The optimality ofx yields f (x) ≤ f (z k ρ ) and, consequently,
(15)
, we obtain the following estimate:
Assumptions (5) and (11) ensure that
Let us return to (15) . Using the fact that 0 < R 1 ≤ ρ k ≤ R 2 < 2 and Lemma 2.2, we have
Summing over k, we obtain
where ϕ ∞ is the limit of (ϕ k ) k∈N . It follows that λ
We proceed analogously, summing over k in (12) , to deduce that
Consequently,
and the proof of (i) is complete.
(ii) Under the assumption λ k = ∞, a consequence of (19) is the following:
Since (x k ) k∈N is bounded by (i), we can extract a convergent subsequence (x kj ) j∈N whose limit is denoted
From the optimality ofx, it is clear thatx belongs to Argmin f . Finally, we use (i) to conclude that
(iii) When dim H = ∞, the following classical result from [52] provides a useful criterion for weak convergence without the knowledge a priori of the limit point.
Lemma 3.1 (Opial) Let H be a Hilbert space and (x k ) k∈N a sequence in H such that there exists a nonempty set C ⊂ H satisfying:
Then, there exists
By (i), the rst condition of Opial's lemma holds for C = Argmin f . Now, let (x kj ) j∈N be a subsequence of (x k ) k∈N weakly converging to a pointx. We are going to prove thatx belongs to Argmin f . Since inf k λ k > 0, (19) leads to lim k f (z k ρ ) = f (x) = min f . By convexity and lower semi-continuity of f , we obtain that f (x) = min f , which proves that the second condition of Opial's lemma is fullled and the conclusion follows.
Remark 3.2 Of course, Theorem 3.1 can be applied to the constant sequence f k ≡ f with θ k ≡ 0 so that (11) is automatically satised. If δ k ≡ 0, this case is recovered by applying the results of [3, 55] to A = ∂f . Remark 3.3 It follows from Theorem 3.1(i) that, a posteriori, the sequence of residues (ξ
However, it may occur that λ k ξ k = ∞; see [30] for an example based on [35] with ρ k ≡ 1. The constant relative error criterion (3) is thus less stringent than the requirement
On the other hand, (20) Example 3.1 Viscosity method. Let f ∈ Γ 0 (H) and assume that Argmin f is nonempty. Given h ∈ Γ 0 (H), a strictly convex, continuous, coercive and nite-valued function with inf H h = 0, and ε > 0, a small parameter intended to go to 0, the viscosity (or generalized Tikhonov) method [5, 13] consists in
The special case where h(x) = 1 2 x 2 is referred to as the Tikhonov regularization of f . Given a sequence
it follows that (9) and (10) hold with f = f and θ k (x) = ε k h(x). In order to have (11) , it suces to request that
and this is necessary for (11) whenever h(x) > 0 for somex ∈ Argmin f . Example 3.2 Log-exp approximation of minimax problems. Let h i ∈ Γ 0 (H), i = 1, . . . , m for m ≥ 2, and dene
We are interested in nding a point in Argmin F , which is supposed to be nonempty. In general, due to the max operation, F is not smooth even if every h i is so, and this feature is an inconvenient for the direct application to F of an optimization algorithm. One standard way to regularize F is to consider the log-exp approximation [14] : (9) and (10) are satised for f = F and θ k ≡ ε k log m. Hence, in this special case (11) is again equivalent to (21 
where f ∈ Γ 0 (H) and h i ∈ Γ 0 (H), i = 1, . . . , m. We assume that the set of optimal solutions of (22) is nonempty. Generally speaking, a penalty method [10, 14, 22, 27] approximates (22) with a parametric family of minimization problems of the form
where the function ψ ∈ Γ 0 (R) satises:
(i) (−∞, 0) ⊂ dom ψ and κ := sup(dom ψ) ≥ 0.
(ii) ψ : (−∞, κ) → R is dierentiable, increasing and strictly convex. Two distinguished examples are the exponential penalty ψ 1 (s) = exp(s) (with κ = ∞), and the log-barrier ψ 2 (s) = − log(−s) if s < 0 and ∞ otherwise (with κ = 0). In this framework, it seems natural to take
and f k (x) = f (x, ε k ) for ε k → 0. However, most penalty/barrier schemes do not satisfy the hypotheses of Theorem 3.1. For instance, if ψ is a barrier function with ψ(0) = ∞ and (22) is such that there exists an optimal solutionx satisfying h i0 (x) = 0 for some i 0 (which is the usual case), then f k (x) = f (x, ε k ) = ∞; consequently, (10) cannot be satised. On the other hand, if ψ is such that κ > 0 then, in general, there exist some unfeasible points x for which f k (x) < ∞ = f (x), and (9) does not hold. Therefore, in order to apply the previous result, ψ is forced to comply with the requirement that dom ψ = (−∞, 0], which leaves many important penalty/barrier functions out of the scope of Theorem 3.1. In Section 4, we provide conditions for the convergence of the algorithm that are satised for wide classes of penalty/barrier functions.
Parametric approximation schemes

Preliminary results
We will improve the results of section 3 in the specic setting of parametric approximations in optimization. Let us consider a family of minimization problems of the type
where for each f (·, ε) ∈ Γ 0 (H) and dene
In general, ε > 0 is a small parameter intended to go to 0. We assume that:
There exists a function x : (0,
The optimal path x(·) is absolutely continuous on (0, ε 0 ] and
The idea of assuming the existence of an optimal path has already been exploited in the literature. This is the case of [7] , [20] , whose techniques are adapted here to deal with the DHP-PPA.
Remark 4.1 The absolute continuity of x(·)
is not dicult to establish in most applications. For instance, when f (·, ε) is dierentiable at the minimizer x(ε), we have the rst order stationary condition ∇f (x(ε), ε) = 0. When ∇ 2 f (x(ε), ε) exists and is positive denite, the implicit function theorem ensures
Mathematics of Operations Research xx(x), pp. xxxxxx, c 200x INFORMS
that the curve ε → x(ε) is dierentiable and satises
∂ε∂x (x(ε), ε) = 0. On the other hand, in order to have the nite length condition in (25) it suces that ε → x(ε) be Lipschitz continuous, with a uniform upper bound on dx dε (ε) for all ε ∈ (0, ε 0 ]. Although the latter is satised in many interesting cases (see some examples below), this is not always true. Indeed, this condition may fail for Tikhonov's regularization (see [7] ).
The next result is a rst step towards proving the convergence of the DHP-PPA in the context of parametric approximations.
Proposition 4.1 Assume that (24) and (25) hold. Given a sequence ε k 0 as k → ∞, let (x k ) k∈N be a sequence generated by (1) - (4) applied to (f k := f (·, ε k )) k∈N , under (5) and (6) . Then
We have
Since
By the optimality of x(ε k ),
Consequently, using (6) and Lemma 2.2(iii), we get
Let us recall the following result on convergence of numerical sequences (see, for instance, [20] ).
By (5) and (25), µ k < ∞ and ζ k < ∞ respectively. Since R 2 < 2 by (6), Lemma 4.1 allows us to conclude that (ϕ k ) k∈N converges to a point denoted by ϕ ∞ .
(ii) Let M > 0 be such that ϕ k ≤ M for all k ∈ N. From (28), it follows that
Hence
applied to (27) lead to
and then the last announced result follows.
Next, assume that the family (f (·, ε)) ε>0 satises the following conditions: Remark 4.2 These are natural assumptions which are satised by large classes of approximation schemes. In particular, under apropriate conditions on the data, every example discussed in Section 3 complies with these conditions. For viscosity methods see [5, 58] ; for penalty/barrier methods in linear programming, [10, 23, 45, 57] ; for penalty/barrier methods in convex programming, [2, 8, 19, 21, 46] .
By virtue of Proposition 4.1, an immediate consequence of these additional assumptions is the following.
Proposition 4.2 Suppose that (31) and (32) are satised. Under the hypotheses of Proposition 4.1,
, ε k ) = min f and all the weak cluster points of (x k ) k∈N belong to Argmin f . If λ k = ∞ then there exists at least one weak cluster point of (x k ) k∈N that belongs to Argmin f .
Proof. Since x(ε) converges as ε → 0, it follows from Proposition 4.1(i) that (x k ) k∈N is bounded.
Let k j → ∞ andx be such that x kj x. We claim thatx ∈ Argmin f when inf k λ k > 0. Indeed, the latter together with Proposition 4.
k , which tends to 0 due to Proposition 4.1(ii),
we deduce that z kj ρ
x. From (31), it follows that f (x) ≤ lim inf j f (z kj , ε kj ) = min f , which proves the optimality ofx.
ρ , ε kj ) = min f for an appropriate subsequence k j → ∞. By similar arguments as before, up to a new subsequence, we may assume that both (z kj ) j∈N and (x kj ) j∈N weakly converge to somex, which is a minimizer of f by virtue of (31).
We need more assumptions to ensure the convergence of the whole sequence (x k ) k∈N to a point in Argmin f . This is the goal of the next two sections.
Asymptotic convergence under fast parametrization Let us reinforce (32) by assuming
which is a perturbed variant of (10) that was rst introduced in [20] .
Theorem 4.1 Suppose that the family (f (·, ε)) ε>0 satises (24) , (25), (31), (32) and (33) . Let (x k ) k∈N be generated by (1)- (4) applied to (f k := f (·, ε k )) k∈N , under (5) and (6) , for some sequence
Proof. (i) Letx be in Argmin f . We know from Proposition 4.1 that (ϕ k = x k − x(ε k−1 ) ) k∈N converges and then ( x k − x * ) k∈N also converges. Since
it suces to verify that ( x k , x * −x ) k∈N is convergent to prove (i). To this end, we begin with the following estimate:
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As a consequence, we get
where ζ k is given by (26) and satises ζ k = ε0 0 |dx/dε| dε < ∞. Now we dene
where M > 0 is such that ϕ k ≤ M for all k ∈ N. We claim that (a k ) k∈N is convergent, which proves the convergence of ( x k , x * −x ) k∈N . First, notice that (a k ) k∈N is bounded by virtue of the convergence of (ϕ k ) k∈N . On the other hand, as Since
Using (35), it follows that
is such that γ k ≥ 0 and γ k < ∞ by (5), Proposition 4.1(ii) and (34) . Hence
which proves our claim.
(ii) Assume dim H < ∞. By Proposition 4.2, under the assumption λ k = ∞, there exists a subsequence (x kj ) j∈N converging to somex in Argmin f . By (i) applied tox =x, we conclude that all the sequence (x k ) k∈N converges tox.
(iii) By Proposition 4.2, the second condition of Opial's lemma (cf. Lemma 3.1) is fullled for C = Argmin f , which together with (i) yields the conclusion. Remark 4.3 Theorem 4.1 requires the parameter ε k to decrease to 0 fast enough in order to have (34) , which forces the approximate function f (·, ε k ) to be close to f . This is why convergence is ensured towards some point in f which may be dierent to x * = lim ε→0 x(ε). (24), (31) and (32) .
Concerning (25) , the existence of an optimal path ε → x(ε) which is uniformly Lipschitz continuous is classical under strong second-order non-degeneracy conditions using an appropriate application of the Implicit Function Theorem (see [27] ). Although such a property is sucient in order to have (25) , it precludes the direct application of this result to problems that admit a multiplicity of optimal solutions.
However, the uniform Lipschitz continuity has been established without second-order conditions for some special cases as the log-barrier in linear programming [57, 45] min x∈R n
and the exponential penalty in linear programming [23] min x∈R n 
respectively.
4.3 Vanishing strong convexity and slow parametrization Some optimization algorithms consists of closely tracing the optimal path to the optimal solution x * , using some unconstrained minimization method to obtain a good estimate of x(ε k ) for a sequence ε k → 0 [16, 29, 34, 37, 51] . When ε k is forced to decrease suciently slow to 0, one may expect the iterates of DHP-PPA to get close enough to the optimal path x(ε) so as to guarantee convergence towards x * . To obtain a result in this direction, we follow the ideas of [7, 20] by supposing that the family (f (·, ε)) ε>0 satises the following local strongly convex condition: for each ε > 0 and for any bounded set K, there exists ω K (ε) > 0 such that
for all y, z ∈ K and g ∈ ∂f (z, ε). Notice that it is allowed that ω K (ε) → 0 as ε → 0.
Theorem 4.2 Suppose that the family (f (·, ε)) ε>0 satises (24) , (25), (31), (32) and (36) . Let (x k ) k∈N be generated by (1)- (4) applied to (f (·, ε k )) k∈N , under (6) and (5), for some sequence
then lim
converges. We claim that its limit is 0. On the one hand, since (ϕ k ) k∈N converges, the sequence (x k ) k∈N is bounded. On the other hand, Proposition 4.1 guarantees that (z k ) k∈N is also bounded. Consequently, there exists a bounded set K such that x k , z k and z k ρ belong to K for all k ∈ N. Let ω K be the modulus of strong convexity associated with K, given by (36) . As 0 ∈ ∂f k (x(ε k )), it follows from (27) that
where µ k is given by (29) . Using the same technique as in the proof of Proposition 4.1 we get
Reasoning exactly as in Proposition 4.1, we can deduce that
Under the slow parametrization assumption (37), we conclude that lim inf k z k ρ − x(ε k ) = 0. Finally, taking lim inf in the following inequality
allows us to conclude that lim inf k ϕ k+1 = 0, which proves the result. 
where ∇ 2 f stands here for the Hessian matrix of f . Let K be a compact set and x ∈ K. Then,
t is positive denite ; let us denote by α(x) > 0 its smallest eigenvalue.
We then have
The application x → α(x) being continuous, there exists α K > 0 such that
This gives, for instance, ω K (ε) = α K exp[−β K /ε] in the case of the exponential penalty, whereas ω K (ε) = α K ε/β 2 K for the log-barrier.
As we have already mentioned (see Remark 4.2), viscosity methods in general do not satisfy the nite length condition in (25) . However, under additional conditions, we can prove a convergence result in the nite-dimensional case without assuming the existence of an optimal path. To this end, let us consider f , h : H → R two convex, continuous, bounded from below functions. In addition h is assume to be nite. Set S = Argmin f and S = Argmin S h. These two sets are supposed to be nonempty. From now on, we set f k = f + ε k h.
Lemma 4.2 Let (x k ) k∈N be a sequence generated by (1.1)-(1.4) applied to the family (f k ) k∈N under the conditions (5) , (6) 
and if the sequence (x k ) k∈N is bounded then any cluster point of
Proof. (i) Denote by x a point which belongs to Argmin f ∩ Argmin h. We apply Lemma 2.3 to
(ii) This is immediate.
(iii) Let us consider a subsequence of (x kn ) n∈N which converges to x. Then, the sequence (z kn ρ ) n∈N also converges to x. We have the following inequality:
, the sequence (z kn ρ ) n∈N is bounded. Passing to the limit over k, we deduce that: f (y) ≥ f (x), which proves that x belongs to S. Theorem 4.3 Suppose that dim H < ∞. Let (x k ) k∈N be a sequence generated by (1.1)-(1.4) applied to the family (f k ) k∈N under the conditions (5) , (6) . Assume that:
Then, (x k ) k∈N converges to a point of S.
Proof. We will adapt some arguments of [18] .
Let x be in S and set ϕ k = 1 2 ||x k − x|| 2 . We are going to prove that the sequence (||x k − x||) k∈N
Let us now consider a family of approximated problems:
where each operator A(., ε) is maximal monotone. Set S ε = A(., ε) −1 (0). The following conditions will help us to prove the convergence of the algorithm:
There exists a function x : (0, ε 0 ] → H such that ∀ε ∈ (0, ε 0 ], x(ε) ∈ S ε .
The optimal path x(·) is absolutely continuous on (0, ε 0 ] and ε0 0 dx dε dε < ∞.
There exists a maximal operator A such that lim ε→0
x(ε) = x , where 0 ∈ A(x ).
Remark 5.1 Let (x k ) k∈N be the sequence generated by (41)- (42) applied to A k = A(., ε k ) for some sequence ε k → 0. On the one hand, from Lemma 2.2,
On the other hand, the maximal monotonicity of A(., ε k ) leads to g k , x(ε k ) − z k ρ ≤ 0. Then, the points x k and x(ε k )
are strictly separated by the hyperplane P k := {x ∈ H | g k , x − z k ρ = 0}.
We have the following preliminary result, whose proof is similar to the proof of Proposition 4.1:
Proposition 5.1 Assume that (43) and (44) hold. Given a sequence (ε k ) k∈N , let (x k ) k∈N be the sequence generated by (41) - (42), applied to A k = A(., ε k ) under the conditions (5) and (6) . Then the sequence Let us recall that a sequence (A k ) k∈N graph-converges to A if for any (x, y) ∈ Graph(A) there exists (x k , y k ) ∈ Graph(A k ) with x k → x and y k → y. For more details on graph-convergence, we refer the reader to [6] . We can distinguish two kind of parametrization, a fast one and a slow one. Let us rst consider the fast parametrization case:
Theorem 5.1 Assume that (43) - (45) hold. Let λ k ≥ 0 be such that inf λ k > 0. Given a sequence (ε k ) k∈N , let (x k ) k∈N be the sequence generated by (41) - (42) applied to A k = A(., ε k ), under the conditions (5) and (6) . We suppose that (A(., ε k )) k∈N graph-converges to A. Besides, we assume that for eachx of S, there exist η > 0 and ζ k such that
Under the fast parametrization condition λ k ζ k < ∞, the sequence (x k ) k∈N weakly converges to a point of A −1 (0).
Proof. We are going to apply Opial's lemma (3.1). Note rst that the rst condition is obtained as in the proof of Theorem 4.1. Since Proposition 4.2 is a key-point on proving that the second condition of
Opial's lemma is fullled, the adaptation to maximal monotone case is then not straighforward and we resort to graph-convergence to conclude the proof: let (x kj ) j∈N be a sequence which weakly converges to a point x ∞ . Then (z kj ρ ) j∈N weakly converges to x ∞ (Theorem 5.1). We also know that (g kj ) j∈N converges to 0 (by Theorem 5.1 and inf λ k > 0) and g kj ∈ A(z kj ρ , ε kj ). Using Proposition 3.59 of [6] related to graph-convergence, we can conclude that 0 ∈ A(x ∞ ), this proves the second condition of Opial's lemma.
If the parametrization of the family is slow, the algorithm converges to the limit point of (x(ε k )) k∈N :
Theorem 5.2 Assume that (43) , (44) and (45) hold. Consider a sequence (ε k ) k∈N and the sequence (x k ) k∈N generated by (41) - (42), applied to A k = A(., ε k ) . We also assume that the estimates (5) and (6) are true. We suppose that the family A(., ε k ) satises a strong monotonicity condition with rate w(ε k ) that is
for any u ∈ A(x, ε k ), v ∈ A(y, ε k ), under the slow parametrization condition:
Then the sequence (x k ) k∈N converges to x * .
Proof. Combining Lemma 2.3 applied to x(ε k ) with the assumption of strong monotonicity (47), we obtain the following inequality: ϕ
The rest of the proof is similar to the proof of Theorem 4.2 with µ k = 0.
