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Covering the edges of digraphs in D(3, 3) and D(4, 4) with
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Abstract
For nonnegative integers k and l, let D(k, l) denote the family of digraphs in which
every vertex has either indegree at most k or outdegree at most l. In this paper we
prove that the edges of every digraph in D(3, 3) and D(4, 4) can be covered by at most
five directed cuts and present an example in D(3, 3) showing that this result is best
possible.
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1 Introduction
In this paper we only consider directed graphs, called here digraphs, without loops and
parallel edges. We use Bondy and Murty [2] for terminology and notation not defined
here.
Let D be a digraph. The vertex set and edge set of D are denoted by V (D) and E(D),
respectively. For a vertex v of D, its indegree and outdegree are denoted by d−D(v) and
d+D(v), respectively, and its degree is dD(v) = d
−
D(v) + d
+
D(v). For a bipartition (X,Y ) of
V (D), the edge set E(X,Y ) = {xy ∈ E(D) : x ∈ X, y ∈ Y } is the directed cut induced by
(X,Y ).
Harary et al. [3] considered the problem of covering the edges of an undirected graph
with bipartite subgraphs. They proved that the minimum number of bipartite subgraphs
required to cover the edges of an undirected graph G is ⌈log2 χ(G)⌉, where χ(G) is the
chromatic number of G. Alon et al. [1] discussed the problem of covering the edges of a
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digraph with directed cuts. They first considered this problem for complete digraphs, in
which every pair of vertices induces two edges, one in each direction. For convenience, we
abbreviate ’directed cut’ to ’cut’ in the following.
Theorem 1 (Alon et al. [1]). The minimum number of cuts required to cover the edges
of the complete digraph on n vertices is equal to c(n), where
c(n)=min{k :
(
k
⌊k/2⌋
)
≥ n} = log2 n+
1
2
log2 log2 n+O(1).
It follows immediately from Theorem 1 that every digraph whose underlying graph
has chromatic number at most n can be covered by c(n) cuts, as we can use a coloring of
the underlying graph to group the vertices of our digraph into n classes. For nonnegative
integers k and l, let D(k, l) denote the family of digraphs in which every vertex has either
indegree at most k or outdegree at most l. Alon et al. [1] showed that the underlying
graph of every digraph in D(k, l) has chromatic number at most 2k+2l+2. This implies
the following result.
Theorem 2 (Alon et al. [1]). Every digraph in D(k, l) can be covered by at most c(2k +
2l + 2) cuts.
By Theorem 2, every digraph in D(k, k) can be covered by at most c(4k + 2) cuts.
Here we give a better bound.
Theorem 3. Every digraph in D(k, k) can be covered by at most c(2k + 1) + 1 cuts.
Proof. Let D ∈ D(k, k) , and let (X,Y ) be a bipartition of V (D) such that d−D(x) ≤ k
for every x ∈ X and d+D(y) ≤ k for every y ∈ Y . Let D
′ be an arbitrary subdigraph of
D −E(X,Y ). Since xy /∈ E(D′) for any x ∈ X and y ∈ Y , all the edges of D′ leaving the
vertices of X are counted among the edges of D′ entering X, and hence
∑
x∈V (D′)∩X
d+D′(x) ≤
∑
x∈V (D′)∩X
d−D′(x) ≤ k|V (D
′) ∩X|.
Similarly we have
∑
y∈V (D′)∩Y
d−D′(y) ≤
∑
y∈V (D′)∩Y
d+D′(y) ≤ k|V (D
′) ∩ Y |.
Therefore,
∑
v∈V (D′)
dD′(v) ≤ 2k|V (D
′) ∩X|+ 2k|V (D′) ∩ Y | = 2k|V (D′)|.
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This implies that D′ contains a vertex with degree at most 2k. Thus, D − E(X,Y ) is
2k-degenerate, and hence its underlying graph has chromatic number at most 2k + 1 (see
[5]). Thus D−E(X,Y ) can be covered by c(2k+1) cuts. With E(X,Y ), these cuts cover
D.
The bound in Theorem 3 is not tight. For k = 1, Theorem 3 implies that every digraph
in D(1, 1) can be covered by at most four cuts, whereas Alon et al. [1] proved that three
cuts suffice. For k = 2, Theorem 3 implies that every digraph in D(2, 2) can be covered by
at most five cuts, whereas it was noted in [4] that Rizzi had proved that four cuts suffice.
Examples from [1, 4] show that these bounds are best possible.
In this paper we consider an improvement of Theorem 3 for the cases k = 3 and k = 4.
From Theorem 3, we know that every digraph in D(3, 3) and D(4, 4) can be covered by
at most six cuts. Here we prove that five cuts suffice.
Theorem 4. Every digraph in D(3, 3) and D(4, 4) can be covered by at most five cuts.
In Section 2 we show that the result of Theorem 4 is best possible by constructing a
digraph in D(3, 3) that cannot be covered by four cuts. In Section 3 we establish a number
of results that will be used in the proof of Theorem 4. We complete the proof of Theorem
4 in Section 4.
2 A digraph in D(3, 3) that cannot be covered by four cuts
Let D1 be the orientation of K7 with vertices x1, . . . , x7 such that the out-neighbors of
each vertex are the vertices with the three next higher indices (modulo 7). Let D2 be a
copy of D1 with vertices y1, . . . , y7 in order. Now give each set {xi, xj , xk} of three distinct
vertices in D1 a common out-neighbor zi,j,k, and let Z be this set of 35 vertices. Finally,
add an edge from each vertex of V (D1) ∪ Z to each vertex of D2. Denote the resulting
digraph by D∗ (See Fig. 1). It is easy to see that d−D∗(x) = d
+
D∗(y) = d
−
D∗(z) = 3 for
x ∈ V (D1), y ∈ V (D2) and z ∈ Z, so D
∗ ∈ D(3, 3).
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Fig. 1. The digraph D∗.
Now we show that D∗ cannot be covered by four cuts.
Assume to the contrary that there exist cuts E(A1, B1), . . . , E(A4, B4) that cover
E(D∗). For v ∈ V (D∗), let A(v) = {i : v ∈ Ai} and B(v) = {j : v ∈ Bj} , so
|A(v)| + |B(v)| = 4.
Claim 1. If uv ∈ E(D∗), then A(u) 6= A(v).
Proof. It is immediate that A(u) = A(v) prevents uv from being covered.
Claim 2. Neither D1 nor D2 can be covered by three cuts.
Proof. In a regular digraph, any bipartition has the same number of edges in each direction,
and in an orientation of K7 at most 12 edges cross any bipartition. Hence three cuts cover
at most 18 edges, but D1 and D2 have 21 edges.
Claim 3. |A(x)| ∈ {2, 3} for x ∈ V (D1), and |A(y)| ∈ {1, 2} for y ∈ V (D2).
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Proof. It follows from d−D∗(x) ≥ 1 and d
+
D∗(x) ≥ 1 that 1 ≤ |A(x)| ≤ 3. If A(x) = {j} for
some x ∈ V (D1) and index j, then V (D2) ⊆ Bj , since each vertex of D2 is an out-neighbor
of x. This requires D2 to be covered by the other three cuts, contradicting Claim 2. The
second assertion can be proved similarly.
For v ∈ V (D1) ∪ V (D2), it follows that 1 ≤ |A(v)| ≤ 3. Since {1, 2, 3, 4} has 14
nonempty proper subsets, by Claim 1 each nonempty subset of {1, 2, 3, 4} occurs as A(v)
for exactly one vertex v ∈ V (D1) ∪ V (D2). By Claim 3, the vertices of D1 correspond
to all four 3-sets and three 2-sets, while those of D2 correspond to all four 1-sets and
three 2-sets. In the following we use xp, xq, xr to denote the three vertices in D1 with
|A(xp)| = |A(xq)| = |A(xr)| = 2.
Claim 4. A(xp) ∩A(xq) ∩A(xr) = ∅.
Proof. Let U = {x ∈ V (D1) : |A(x)| = 3} , so |U | = 4. Since |V (D1)| = 7, some two
consecutive vertices (modulo 7) are in U . We assume without loss of generality that
x1, x2 ∈ U and B(x1) = {1}, B(x2) = {2}.
If |B(x3)| = 1, then we can assume without loss of generality that B(x3) = {3}. It
follows that x7 ∈ A1 ∩A2 ∩A3 since x7xi ∈ E(D
∗) for i = 1, 2, 3. Thus, A(x7) = {1, 2, 3}
and B(x7) = {4}. Note that x6xi ∈ E(D
∗) for i = 1, 2, 7. Now x6 ∈ A1 ∩ A2 ∩ A4
and therefore A(x6) = A(x3) = {1, 2, 4}, contradicting Claim 1. By Claim 3, we have
|A(x3)| = |B(x3)| = 2. Similarly, we obtain |A(x7)| = |B(x7)| = 2. Moreover, since
x7xi ∈ E(D
∗) for i = 1, 2, we have A(x7) = {1, 2} and B(x7) = {3, 4}.
Note that x6x7 ∈ E(D
∗). Hence A(x6) ∩ B(x7) 6= ∅, and we assume without loss of
generality that x6 ∈ A3. This implies that A(x6) = {1, 2, 3} and B(x6) = {4}. Thus,
B(x4) = {3} or B(x5) = {3} since |U | = 4. If B(x5) = {3}, then A(x3) = A(x4) = {3, 4},
contradicting Claim 1. Therefore, B(x4) = {3}.
Now we have B(x1) = {1}, B(x2) = {2}, B(x4) = {3}, B(x6) = {4}. It follows that
A(x3) = {3, 4}, A(x5) = {1, 4}, A(x7) = {1, 2}, and so A(x3) ∩A(x5) ∩ A(x7) = ∅. Thus,
the claim holds.
Claim 5. |A(zp,q,r)| = 2.
Proof. It follows from d−D∗(zp,q,r) ≥ 1 and d
+
D∗(zp,q,r) ≥ 1 that 1 ≤ |A(zp,q,r)| ≤ 3. If
|A(zp,q,r)| = 1, then the edges from zp,q,r to V (D2) require D2 to be covered by three cuts,
contradicting Claim 2. If |A(zp,q,r)| = 3, then |B(zp,q,r)| = 1. Since xpzp,q,r, xqzp,q,r, xrzp,q,r ∈
E(D∗), we have A(xp)∩A(xq)∩A(xr) 6= ∅, contradicting Claim 4. Thus, |A(zp,q,r)| = 2.
5
Let yp′ , yq′ , yr′ be the three vertices in D2 such that |A(yp′)| = |A(yq′)| = |A(yr′)| =
2. Since there is a one-to-one correspondence between the subsets of {1, 2, 3, 4} with
cardinality 2 and the vertices in {xp, xq, xr, yp′ , yq′ , yr′}, we have A(zp,q,r) = A(v) for some
v ∈ {xp, xq, xr, yp′ , yq′ , yr′}, contradicting Claim 1.
Therefore, D∗ cannot be covered by four cuts.
3 Preliminaries
Let I = {1, 2, 3, 4, 5}. We denote the ten subsets of I with cardinality 2 by S1, . . . , S10
(See Table 1) and use them to represent ten distinct colors in the following. We define a
graph (with loops) on the colors by saying that colors Si and Sj are adjacent if and only if
they share at least one element of I, and say such two colors neighbor each other. Now we
establish some properties of these ten colors that will be essential to our proof of Theorem
4.
i 1 2 3 4 5 6 7 8 9 10
Si {1, 2} {1, 3} {1, 4} {1, 5} {2, 3} {2, 4} {2, 5} {3, 4} {3, 5} {4, 5}
Table 1: Subsets of I with cardinality 2.
Proposition 1. Colors S1, . . . , S10 satisfy the following properties:
(1) Each color neighbors itself and six other colors.
(2) Any two colors have four common neighboring colors.
(3) Any three colors have two common neighboring colors.
(4) For any two pairs of distinct colors, some color in one pair neighbors some color in
the other.
Proof. (1) Colors not neighboring Si consist of two of the three elements of I not in Si.
(2) By (1), we may consider distinct colors Si and Sj. If they are disjoint, then there are
four ways to pick an element from each to form a common neighboring color. Otherwise,
the four colors containing their common element are common neighboring colors (as is
their symmetric difference).
(3) Three colors cannot be pairwise disjoint. If they have one common element, then the
four colors containing their common element are common neighboring colors. Otherwise,
the two colors containing the common element of some two adjacent colors and one element
in the remaining color are common neighboring colors.
(4) If not, then there will be at least six different elements, since two distinct colors
contain at least three different elements.
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For a digraph D, we color its vertices with the ten colors S1, . . . , S10 and use c(v) to
denote the color that has been assigned to the vertex v of D. For a bipartition (X,Y ) of
V (D), let Xi = {x ∈ X : c(x) = Si} and Yi = {y ∈ Y : c(y) = Si}. Our proof of Theorem
4 is heavily based on the following lemma.
Lemma 1. Let D be a digraph, (X,Y ) a bipartition of V (D) and uv an edge of D. If
there is a coloring of V (D) with the ten colors S1, . . . , S10 such that,
(1) c(u) and c(v) are distinct if u, v ∈ X or u, v ∈ Y ; and
(2) c(u) and c(v) are adjacent if u ∈ Y and v ∈ X,
then D can be covered by the cuts E(A1, B1), . . . , E(A5, B5) defined by
Ai = (
⋃
i/∈Sj
Xj) ∪ (
⋃
i∈Sj
Yj), Bi = (
⋃
i∈Sj
Xj) ∪ (
⋃
i/∈Sj
Yj).
The following table describes the five cuts of Lemma 1.
i Ai Bi
1 X5,X6,X7,X8,X9,X10, Y1, Y2, Y3, Y4 X1,X2,X3,X4, Y5, Y6, Y7, Y8, Y9, Y10
2 X2,X3,X4,X8,X9,X10, Y1, Y5, Y6, Y7 X1,X5,X6,X7, Y2, Y3, Y4, Y8, Y9, Y10
3 X1,X3,X4,X6,X7,X10, Y2, Y5, Y8, Y9 X2,X5,X8,X9, Y1, Y3, Y4, Y6, Y7, Y10
4 X1,X2,X4,X5,X7,X9, Y3, Y6, Y8, Y10 X3,X6,X8,X10, Y1, Y2, Y4, Y5, Y7, Y9
5 X1,X2,X3,X5,X6,X8, Y4, Y7, Y9, Y10 X4,X7,X9,X10, Y1, Y2, Y3, Y5, Y6, Y8
Table 2: The five cuts E(Ai, Bi), i = 1, . . . , 5.
Proof. For uv ∈ E(D) with Sk = c(u) and Sl = c(v), we show that uv ∈ E(Ai, Bi) for
some i.
First consider u ∈ X and v ∈ Y . Since Sk ∪ Sl contains at most four elements, there
exists i ∈ I such that i /∈ Sk ∪ Sl. Now u ∈ Ai and v ∈ Bi by the definitions of Ai and Bi.
If u, v ∈ X, then Sk and Sl are distinct, and there exists i ∈ I such that i /∈ Sk and
i ∈ Sl. If u, v ∈ Y , then Sk and Sl are distinct, and there exists i ∈ I such that i ∈ Sk
and i /∈ Sl. If u ∈ Y , v ∈ X, then Sk and Sl are adjacent, and there exists i ∈ I such that
i ∈ Sk ∩ Sl. In all these cases, we have u ∈ Ai and v ∈ Bi.
For a digraph D and a bipartition (X,Y ) of V (D), we say that a coloring of the
vertices of D with the ten colors S1, . . . , S10 is a good coloring for the bipartition (X,Y )
if it satisfies the conditions of Lemma 1.
7
4 Proof of Theorem 4
If every digraph in D(4, 4) can be covered by five cuts, then the same holds for every
digraph in D(3, 3) since D(3, 3) ⊂ D(4, 4), hence we only need to consider digraphs in
D(4, 4).
Let D ∈ D(4, 4). We use (X,Y ) to denote an arbitrary bipartition of V (D) such that
d−D(x) ≤ 4 for every x ∈ X and d
+
D(y) ≤ 4 for every y ∈ Y . By Lemma 1, it is sufficient
to show that there exists a good coloring of D for the bipartition (X,Y ).
If |X| ≤ 4 and |Y | ≤ 4, then we can use S1, S2, S3, S4 (all contain the element 1) to
color the vertices of D so that any two vertices in X (Y ) receive distinct colors. It follows
that c(x) neighbors c(y) for any x ∈ X and y ∈ Y , and so we get a good coloring of D for
the bipartition (X,Y ).
Suppose now that max{|X|, |Y |} ≥ 5 and there exist no good colorings of D for the
bipartition (X,Y ). We assume that D is chosen such that |V (D)| is as small as possible.
Claim 1. d−X(x) = d
+
X(x) for every x ∈ X.
Proof. If not, then we have d−X(x) > d
+
X(x) for some x ∈ X. This implies that d
−
Y (x) ≤ 3.
Now D − {x} has a good coloring for the bipartition (X\{x}, Y ) by the choice of D. Let
c1, . . . , ct be the colors of the vertices in X that neighbor x.
Assume first that d−Y (x) = 0. Since d
+
X(x) < d
−
X(x) ≤ 4, we have t ≤ dX(x) ≤ 7. It
follows that there exists a color c /∈ {c1, . . . , ct}. Assign c to x to obtain a good coloring
of D for the bipartition (X,Y ).
Suppose that d−Y (x) = 1, and choose y ∈ Y such that yx ∈ E(D). Since d
+
X(x) <
d−X(x) ≤ 3, we have t ≤ dX(x) ≤ 5. By Proposition 1 (1), there exists a color c /∈
{ci : i = 1, . . . , t} that neighbors c(y). Assign c to x to obtain a good coloring of D for
the bipartition (X,Y ).
Suppose that d−Y (x) = 2, and choose y1, y2 ∈ Y such that y1x, y2x ∈ E(D). Since
d+X(x) < d
−
X(x) ≤ 2, we have t ≤ dX(x) ≤ 3. By Proposition 1 (2), there exists a color
c /∈ {ci : i = 1, . . . , t} that neighbors both c(y1) and c(y2). Assign c to x to obtain a good
coloring of D for the bipartition (X,Y ).
Suppose that d−Y (x) = 3, and choose y1, y2, y3 ∈ Y such that y1x, y2x, y3x ∈ E(D).
Since d+X(x) < d
−
X(x) ≤ 1, we have t ≤ dX(x) ≤ 1. By Proposition 1 (3), there exists a
color c /∈ {ci : i = 1, . . . , t} that neighbors any one in {c(y1), c(y2), c(y3)}. Assign c to x
to obtain a good coloring of D for the bipartition (X,Y ).
Claim 2. d−Y (x) ≥ 2 for every x ∈ X.
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Proof. Assume that d−Y (x) ≤ 1 for some x ∈ X. Now D−{x} has a good coloring for the
bipartition (X\{x}, Y ). Let c1, . . . , ct be the colors of the vertices in X that neighbor x.
Assume first that d−Y (x) = 0. Since d
+
X(x) = d
−
X(x) ≤ 4, we have t ≤ dX(x) ≤ 8. It
follows that there exists a color c /∈ {c1, . . . , ct}. Assign c to x to obtain a good coloring
of D for the bipartition (X,Y ).
If d−Y (x) = 1, then choose y ∈ Y such that yx ∈ E(D). Since d
+
X(x) = d
−
X(x) ≤ 3,
we have t ≤ dX(x) ≤ 6. By Proposition 1 (1), there exists a color c /∈ {c1, . . . , ct} that
neighbors c(y). Assign c to x to obtain a good coloring of D for the bipartition (X,Y ).
Similarly we can get
Claim 3. d−Y (y) = d
+
Y (y) for every y ∈ Y .
Claim 4. d+X(y) ≥ 2 for every y ∈ Y .
It follows from Claim 2 that there exists an edge yx ∈ E(D), where x ∈ X and
y ∈ Y . By the choice of D, there is a good coloring of D − {x, y} for the bipartition
(X\{x}, Y \{y}). Let c1, . . . , ct be the colors of the vertices in X that neighbor x.
Claim 5. There exist two distinct colors b1, b2 that we can assign to x so that the resulting
coloring of D − {y} is a good coloring for the bipartition (X,Y \{y}).
Proof. Let Y ′ = Y \{y}. Since 2 ≤ d−Y (x) ≤ 4 and yx ∈ E(D), we have 1 ≤ d
−
Y ′(x) ≤ 3.
If d−Y ′(x) = 1, then choose y1 ∈ Y
′ such that y1x ∈ E(D). Since d
+
X(x) = d
−
X(x) ≤ 2,
we have t ≤ dX(x) ≤ 4. By Proposition 1 (1), there exist two distinct colors b1, b2 /∈
{ci : i = 1, . . . , t} that both neighbor c(y1). We can get a good coloring of D−{y} for the
bipartition (X,Y \{y}) by assigning either b1 or b2 to x.
If d−Y ′(x) = 2, then choose y1, y2 ∈ Y
′ such that y1x, y2x ∈ E(D). Since d
+
X(x) =
d−X(x) ≤ 1, we have t ≤ dX(x) ≤ 2. By Proposition 1 (2), there exist two distinct colors
b1, b2 /∈ {ci : i = 1, . . . , t} that both neighbor any one in {c(y1), c(y2)}. We can get a good
coloring of D − {y} for the bipartition (X,Y \{y}) by assigning either b1 or b2 to x.
If d−Y ′(x) = 3, then choose y1, y2, y3 ∈ Y
′ such that y1x, y2x, y3x ∈ E(D). It is clear
that d+X(x) = d
−
X(x) = 0. By Proposition 1 (3), there exist two distinct colors b1, b2 that
both neighbor any one in {c(y1), c(y2), c(y3)}. We can get a good coloring of D − {y} for
the bipartition (X,Y \{y}) by assigning either b1 or b2 to x.
Thus, the claim holds.
Similarly, there exist two distinct colors b3, b4 that we can assign to y so that the
resulting coloring of D − {x} is a good coloring for the bipartition (X\{x}, Y ). For the
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two pairs of distinct colors b1, b2 and b3, b4, by Proposition 1 (4), bi neighbors bj for some
bi ∈ {b1, b2} and some bj ∈ {b3, b4}. Assign bi and bj to x and y, respectively. This
produces a good coloring of D for the bipartition (X,Y ), a contradiction.
The proof of Theorem 4 is complete.
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