1 Multivariate analysis of complex data sets is plagued by problems of subjectivity and of ®nding statistically valid ways to test a large number of plausible hypotheses. We show how patterns in the data can be identi®ed (data diving) as well as rigorously tested statistically by subdividing the data set. 2 We analysed data on weed biomass and environmental variables from more than 2000 plots in cereal and oil-seed crops in Sweden during 1970±94. Half the data set was used in an exploratory phase while the other half was used in a subsequent con®rmatory phase. 3 The exploratory analyses included multivariate statistics [detrended correspondence analysis (DCA) and canonical correspondence analysis (CCA)] with various options and combinations of variables, and led to the formation of hypotheses that were then tested. 4 We tested the hypotheses in a sequential analysis with CCA and Monte Carlo permutation tests: after establishing the in¯uence of one set of environmental variables, this set was covaried out in subsequent analyses. In this way the in¯uence of (i) season of sowing of the crop; (ii) geographical region; (iii) soil type; (iv) crop species; and (v) temporal trends was tested. The four latter were tested separately for spring-and autumn-sown crops. 5 The sowing season of the crop had an overwhelming in¯uence on the weed¯ora, and many weed species, both annual and perennial, showed strong associations with either autumn or spring. There were signi®cant dierences in weed¯ora composition between the geographical regions and soil types as well as between crop species. There were signi®cant temporal trends only in the weed¯ora of autumnsown crops. 6 This study provides a protocol that combines exploratory`data diving' with strict hypothesis testing using direct gradient analysis methods such as CCA. Such two-phase analysis should improve the way complex data are analysed and patterns are interpreted.
Introduction
Ordination techniques have been used for decades to explore complicated data sets such as those on plant community composition. The aim has been to ®nd patterns in species composition and distribution and to interpret these in relation to known or presumed gradients in the environment. Such studies frequently involve making a large number of analyses in search of interpretable patterns; one can call this`exploratory analysis' or use the more derogatory term`data diving'. Typical examples of data diving in ordination include exploring dierent kinds of transformations of data, excluding particular species or samples, subdividing the data by various means (Peet 1980) , varying ordination options or techniques, removing outliers (Gauch 1982) , and choosing dierent measures of species abundance. Data diving can even be automated using stepwise techniques such as forward selection (Draper & Smith 1981; ter Braak & Smilauer 1998) .
The advantage of such data-driven analysis is that the investigator's judgement and experience are an integral part of the results. Carefully choosing an analysis with clear, interpretable results will typically facilitate scienti®c communication. However, the data diver commits two scienti®c sins: (i) the results are inherently subjective, and hence potentially biased and unreplicable; and (ii) as so many hypotheses may have been tested (or have had the opportunity to have been tested) along the way, statistical testing is not valid. Automated data diving (e.g. stepwise regression and stepwise ordination) may be objective, but it still commits the second sin of testing numerous hypotheses, and hence P-values cannot be trusted (Sokal & Rohlf 1995) .
The emergence of modern direct gradient analysis techniques such as canonical correspondence analysis (CCA; ter Braak 1986) made it easy for ecologists to test hypotheses regarding the distribution of communities along environmental gradients. However, to perform a valid hypothesis-driven analysis one must be very careful: the null hypothesis must be clearly stated and all the analyses (including transformations and various ordination options) must be planned in advance. Unfortunately, the investigator runs the risk of making the wrong or inappropriate choices; in many cases the`correct' or best' choices only become obvious in retrospect.
Fortunately, it is possible to combine the best aspects of exploratory analysis and of hypothesisdriven analysis by using a cross-validation approach. This involves randomly splitting a large data set: one subset is used in an initial exploratory phase, while the hypothesis testing is done on the second subset. In the present study, vegetation data from a large number of plots were used in this way. Although such data subdivision is often used in other branches of statistics (Draper & Smith 1981) , we do not know of any published examples that perform cross-validation on ordinations (but for closely related work see Wilson & Roxburgh 1994; Heikkinen 1996; Reichard & Hamilton 1997) .
The composition of weed communities on arable land is determined by a large number of factors that are partly interrelated. We have compiled information from herbicide evaluation trials conducted in Sweden between 1970 and 1994 and here we use data for unsprayed control plots. Our aim was to explore if and how the weed community composition varies geographically and between soil types as well as if and how it changes over time. Furthermore, we were interested in how the weed community varied with anthropogenic factors such as whether the crop was autumn-or spring-sown, and the identity of the crop species.
Materials and methods

D A T A
Data on weed species in unsprayed control plots were collated from 2824 ®eld trials evaluating the eects of new herbicides against dicot weeds on cereal (1970±94) and oilseed crops (1980±94) in southern Sweden. Parts of the data set have been used previously to rank the importance of various weed species in Sweden (Hallgren 1996a) .
Each trial consisted of four blocks with randomly distributed treatment plots within the blocks. In late June±early July, weeds were collected, sorted to species, and their fresh weight measured in at least two sample plots (each of 0.25 m 2 ) per treatment plot. According to the sampling protocol for the trials, the sample area should be suciently large to include at least 20 plants or shoots of the most frequent species within untreated plots. Occurrence of a species in a trial was only noted when there were at least 5 plants or shoots m ±2 : species with fewer individuals were grouped together as`other weeds'. This category, which contained 10.5% of the total biomass recorded, was not used in the present analyses. Data from the four blocks were pooled to give one value per trial for each species' abundance, expressed as fresh weight per square metre. Trials were categorized according to geographical region ( Fig. 1) and to a further seven environmental variables (Table 1) . The more abundant weed species are listed in Table 2. A N A L Y S E S Of the original 2824 trials, only 2090 had complete information available about all eight environmental variables and at least one recorded weed species (i.e. present with r 5 plants m ±2 ). At the initiation of this study (1996) , software limitation allowed only 1000 samples to be included in the analysis and we therefore excluded at random 90 trials before subdividing the remainder into a 1000-sample exploratory data set and a 1000-sample con®rmatory data set. Full details of the distribution of environmental variables across the 2000 plots and the full list and frequencies of weed species are available on the Journal of Ecology data archive on the WWW (see a recent issue for the current address). We used two ordination methods, detrended correspondence analysis (DCA; Hill & Gauch 1980) and CCA (ter Braak 1986) . DCA is an indirect gradient analysis technique that reveals gradients in species composition, whether or not such gradients are related to measured environmental variables. CCA is a direct gradient analysis technique that relates species composition to measured variables. Permutation tests on the`trace statistic' of CCA can uncover statistically signi®cant relationships between species composition and the environment (ter Braak & Smilauer 1998). Partial ordination is an important tool for studying residual variation after`factoring out' one or more variables (ter Braak 1988; Legendre & Legendre 1998; ter Braak & Smilauer 1998) . We employed partial DCA (pDCA) to determine whether species composition has any interpretable patterns, beyond the eects of our measured variables. We employed partial CCA (pCCA) to determine whether one set of variables could explain any variation in species composition not explained by a second set of variables. We also employed a special type of pCCA, stepwise CCA (ter Braak & Smilauer 1998). Like forward selection in stepwise regression (Draper & Smith 1981) , stepwise CCA selects variables, one at a time, that explain the maximum residual variation. Selection ends when no other variables explain a`signi®cant' (conventionally P < 0.05 as assessed using a permutation test) variation in species composition.
The analyses were initially conducted with CANOCO 3.12 (ter Braak 1985) and ultimately with CANOCO 4 (ter Braak & Smilauer 1998). Except where otherwise noted, we employed default options, including the reduced model in the permutation tests. As the details of the methods were modi®ed as a result of data exploration, we present them with the Results.
In the second, con®rmatory phase (cross-validation) of analysis (Fig. 2) , the other half of the data set was used to test the hypotheses generated while data diving. In the ®nal (display) phase, we returned to the original full data set and eliminated only those trials that lacked data on weed species or the four variables selected in the ®rst, exploratory phase (geographical region, soil type, crop species, year). The remaining 2359 trials were subjected to identical analyses as in the con®rmatory analyses. Dierent classes of environmental variables contain, to some degree, the same information. For example, certain crops are typically grown in particular regions, and the dierent regions contain differing proportions of soil types. To quantify the unique contribution of each class of variables in explaining species composition, we employed variation partitioning (ékland & Eilertsen 1994; Roche et al. 1998 ) on spring and autumn data from the combined data set (2359 trials). ékland (1999) argued that the total inertia was an inadequate measure of the total variation in a data set. We therefore followed his recommendation and partitioned only the variation explained by our explanatory variables.
Results
E X P L O R A T O R Y P H A S E
We performed numerous analyses in the exploratory phase and the details are too extensive to be presented in full here. However, the following summarizes what we discovered. In what follows, we use the term`pseudosigni®cant' to refer to a result that would have been highly signi®cant if the test had been planned a priori.
Ordination options
In our initial DCAs, we found that samples were spread out most evenly, and species' scores were relatively easy to interpret when we square-rooted transformed species' abundances and downweighted rare species. We therefore chose these options for the remaining analyses.
Omission of species
In addition to the 69 weed taxa recorded, ®ve crop species occurred as weeds (rape/turnip rape, cereals, clover and two species of perennial grasses). We found only trivial dierences when we excluded these taxa, and decided to do so because their occurrence mainly re¯ected the preceding crop. Tutin et al. (1964±80) . Life-history classi®cation (A, annual; SA, summer annual; WA, winter annual; SWA, summer/winter annual; P, perennial) according to Fogelfors (1977) 
Recoding of crop species
Several of the crop species are sown in both spring and autumn (barley, rape, wheat, turnip rape). Initially we did not code crops by season of sowing and this produced ordination results that were dicult to interpret. Because the crop varieties used, as well as cultural practices, diered substantially between seasons, we therefore recoded the crop variables so that the same species was considered dierently when sown in dierent seasons.
Strati®cation of data by season
Our ®rst DCAs and CCAs revealed a profound difference between the weeds found in spring-sown and autumn-sown crops. Although we expected such a dierence, we did not initially expect it to overwhelm the detection of patterns related to other variables. In theory, we could check for interactions between season and other variables using interaction variables (ter Braak & Smilauer 1998), but we considered it conceptually cleaner to analyse the two seasons separately. In general, we found the strati®ed analyses to be easier to interpret than the combined analyses.
CCA with all variables
When we ran CCAs with all variables included (for the full exploratory data as well as strati®ed by season), results were invariably highly pseudosigni®-cant. We could generally discern that regions, soil types and, to a lesser extent, crop species, were wellsegregated along the ®rst four ordination axes. However, because there were no clear assignments of axes (e.g. a crop axis, a year axis, a soil axis, etc.) it was not clear whether there were speci®c region, soil type or crop eects. To elucidate this, we performed a series of stepwise analyses.
Stepwise CCA
Stepwise analysis enters environmental variables, one at a time, in order of how strongly they explain residual variation in species composition. We found that at least one variable in each class usually entered into the model pseudosigni®cantly, with the surprising exception of nitrogen fertilization. It is possible that nitrogen eects are hidden by eects of crops, soil types and region, because the amount of nitrogen applied is, in part, a function of these factors. Furthermore, the positive eects of nitrogen fertilization on weeds might be countered by suppression by vigorous crops. In addition, when organic nitrogen had been applied, the actual amounts added were uncertain and therefore not included in the data set. Considering all these problems, we decided to omit nitrogen from further analysis.
With some exceptions, variables entered pseudosigni®cantly into our model in the following order: spring vs. autumn (for the full analysis), crop yield, at least one of the regions (beginning with one of the climatically most extreme), at least one of the soil types (beginning with either the clay-rich soil or the sandy or organogenic soil) or organic matter, at least one of the crops (usually rape), and year of study. The stepwise analyses caused us to re-evaluate our initial environmental variables, and to propose a set of sequential analyses.
Re-evaluation of environmental variables
Although`crop yield' was frequently pseudosigni®-cant, we had trouble interpreting it. This was because crop yield varies between crops (and hence could potentially be a hidden crop species eect), but more disturbingly because weeds could themselves impact crop productivity, causing a circularity of interpretation. We therefore decided not to use it further.
We also excluded`organic content' because, to a large extent, it re¯ected the variable`soil type'.
In our exploratory analyses, we treated`soil type' both as a continuous 7-point variable and as a nominal variable with seven classes. We decided to adopt the latter approach because the organogenic soil (soil type 7) was distinctly dierent from the remainder.
Sequential analyses
Ranking the importance of the selected variables, geographical region' and`soil type' were morè in¯uential' than`crop species' or`change over time'. This suggested a series of analyses where thè importance' of these four sets of variables were tested in sequence, after covarying out those variables regarded as more important (Table 3 ). In retrospect, this sequence corresponds with an intuitive feeling of causality: weed community composition is largely determined by a regional species pool, but within a region weeds may specialize on particular soil conditions. Cultural practices (i.e. crops planted) may modify the weed¯ora within a soil type, and temporal trends are likely to be more subtle.
Monte Carlo tests (2000 permutations) on all of the CCAs and pCCAs listed in Table 3 revealed that weed species composition was pseudosigni®cantly related to the environmental variables. Centroids of the environmental variables were, for the most part, readily and intuitively interpretable.
The pDCA gave us insight into the residual variation in our data set, i.e. variation not accounted for by the selected environmental variables. We found that beta diversity (4.2 and 5.8 SD units for the spring and autumn, respectively) and ®rst axis eigenvalues (0.513 and 0.517) were relatively high, and there were no obvious outlier eects. This implies that there was at least one important environmental variable that was missing. Fortunately, species scores, coupled with our knowledge of the natural history of the weed species, can give us clues as to what such variables are. For the spring pDCAs, perennial weeds had high ®rst axis scores, implying that the ®rst axis is negatively related to the intensity of soil cultivation. The ®rst axis of the autumn pDCA appeared to separate summer annuals, which germinate in the early spring, from autumn-germinating species. This might be the result of interannual climatic¯uctuations aecting winter survival of the crop or the sowing date within the autumn. We could not ®nd any obvious interpretations of second or higher pDCA axes.
C O N F I R M A T O R Y P H A S E
Our exploratory analyses, described above, led us to propose the hypotheses listed in Table 3 to be tested on the con®rmatory data set. Signi®cance was tested using a Monte Carlo test of all canonical axes. If there were categorical covariables, permutation blocks were de®ned by the covariables (ter Braak & Smilauer 1998). P-values from the tests are presented in Table 3 where, because we performed nine tests, we also present P-values adjusted for multiple comparisons (Holm's method; Legendre & Legendre 1998) .
All but one of the statistical tests resulted in a signi®cant refutation of the null hypothesis, even after Holm's adjustment, and the non-signi®cant test (hypothesis 5b) was only marginally so (Table 3 ). In conclusion, we can con®dently conclude that the weed community is related to season of sowing, geographical region, soil type and crop species. We can also conclude that the weed¯ora in autumn-sown crops has changed over time.
To evaluate the patterns detected in the exploratory pDCA, species' scores on the ®rst axis were plotted against corresponding values from the con®rmatory pDCA (Fig. 3) . The exploratory pDCA of autumn data distinguished summer annual weeds at one end of the ®rst ordination axis (eigenvalue 0.517), and the con®rmatory analysis (eigenvalue 0.507) con®rmed this pattern, as evidenced by the strong relationship between species' scores in the two analyses (Fig. 3a) . However, for spring data, the Spring subset pCCA C R, S < 0.0005 < 0.0045 5a. Does the¯ora of autumn-sown crops change through time?
Autumn subset pCCA Year (Y) R, S, C 0.0080 0.021 5b. Does the¯ora of spring-sown crops change through time?
Spring subset pCCA Y R, S, C 0.0800 0.08 6a. Is the residual variation in the weed¯ora of autumn-sown crops related to germination time?
Autumn subset pDCA ± R, S, C, Y ± ± 6b. Is the residual variation in the weed¯ora of spring-sown crops related to perenniality?
Spring subset pDCA ± R, S, C, Y ± ± Fig. 3 Ordination diagram (pDCA) of residual patterns: scores for the most abundant species in the exploratory vs. the con®rmatory pDCA (season of sowing, geographical region, soil type, crop species and year were treated as covariables). Species with`weight' (i.e. weighted total abundance) < 10 in one or both the pDCA are not shown; the size of symbol indicate`weight' of species (small < 50; medium 50±500; large > 500); bold type indicates summer annuals (a) and perennial (b) species; the location of species have, in some cases, been shifted slightly for clarity. (a) Autumn-sown crops, (b) springsown crops.
pattern of perennial species at one end of the axis, which had been identi®ed in the exploratory pDCA (eigenvalue 0.512), was not apparent in the con®r-matory analysis (eigenvalue 0.462) and the relationship between species' scores was weak (Fig. 3b ).
C O M B I N E D A N A L Y S I S : S P E C I E S A S S O C I A T I O N S W I T H E N V I R O N M E N T A L V A R I A B L E S
The most appropriate way to illustrate associations between species and variables is to use the maximum amount of information available. Hence, after establishing the importance of the variables in the con®r-matory phase, we returned to the full data set for the ®nal, combined phase of analysis (Fig. 2) .
Geographical regions
The geographical patterns identi®ed among autumnsown crops were clearly related to a south±north gradient, with Papaver, Apera, Veronica and Poa occurring mainly in the south, i.e. in regions A and B (Fig. 4a) . The second ordination axis, which placed B and F opposite to C, D and G, was not easily interpreted, but the four relatively abundant summer annuals (i.e. weight > 20) in autumn-sown crops (Chenopodium, Galeopsis, Bilderdykia and Polygonum aviculare) were associated with B and F. The patterns in spring-sown crops were less clear. The ®rst axis separated E and F (Equisetum, Fumaria, Sinapis and Lamium) from A and C (Capsella, Viola, Veronica and Myosotis). The second axis distinguished between G and H (central and northern Sweden) and the rest (Fig. 4b ). The northern trials had perennial species (Sonchus arvensis, Elymus and Cirsium) as well as Lapsana, Erysimum and Spergula. In region A in southernmost Sweden, Capsella and Veronica were common.
Soil types
In the autumn-sown crops, the ordination distinguished a gradient from sandy and silty soil (1±3) to clay soils (5, 6) and organogenic soils (7) along the ®rst axis (Fig. 5a) . Furthermore, the extreme soil types (1, 6, 7) were dierentiated from the rest on the second axis (Fig. 5a ). Species aliated with clay and organogenic soils were Galeopsis, Bilderdykia, Galium aparine/spurium and Thlaspi, while, for example, Apera and Viola occurred on sandy soils.
Soil types were ordinated quite dierently in the data from spring-sown crops. Here, the organogenic soil (7) was substantially dierent from the rest (axis 1; Fig. 5b ), mainly by having species like Polygonum lapathifolium/persicaria and Galeopsis. Soil types 1±6 lined up approximately along a gradient in soil particle size from ®ne to coarse (axes 1 and 2; Fig. 5b) . Capsella, Thlaspi, Matricaria and Veronica preferred the coarser soils, while Sonchus spp., Lamium, Galium aparine/spurium, Equisetum and Fumaria occurred on the clay soils.
Crop species
In both spring-and autumn-sown crop ordinations, there was a gradient from cereal crops to oilseed crops along the ®rst axis (Fig. 6) . The species characteristic for this distinction, however, diered between seasons. In autumn, oilseed crops had Capsella and Poa while cereals had, for example, Apera, Papaver, Galeopsis and Galium aparine/spurium (Fig. 6a) . In spring-sown cereals, Veronica, Elymus, Myosotis and Galium aparine/spurium were characteristic while Sinapis occurred in rape (Fig. 6b) . The second axis was dicult to interpret (Fig. 6 ).
Change over time
In autumn-sown crops, Equisetum, Centaurea and Thlaspi had decreased while Poa showed by far the greatest increase over time ( Table 4 ). The temporal trend in the weed¯ora of spring-sown crops was non-signi®cant (Table 3) , and therefore the high and low species scores in Table 4 should be interpreted with caution.
V A R I A T I O N P A R T I T I O N I N G
Partitioning of the explainable variation among the variables clearly showed that`geographical regions', soil types' and`crop species' accounted for a substantial, unique amount of the total explainable variation (intersection terms were low; Table 5 ). In contrast,`year' accounted for only a small amount of the explainable variation, and the amount was of similar magnitude as the`crop species' and`year' intersection term (Table 5) .
Discussion
T W O -S T E P A N A L Y S E S W I T H D A T A S U B D I V I S I O N
Exploratory analyses are often necessary exercises that may be vital for the progress of science, but a perennial problem is that the investigator often does not distinguish between exploratory and hypothesisdriven studies. Therefore, the true meaning of Pvalues presented in reports are sometimes unclear.
In the present study, we have presented a protocol for how both an exploratory and a hypothesis-driven approach can be used in the same study by subdividing a larger data set. In the exploratory phase, one analysis often suggested another, and the outcome of an analysis could lead to the re-evaluation of the variables used. Our study also shows that direct and indirect gradient analysis can be successfully combined in both data exploration and hypothesis testing (cf. ékland 1996) .
The present study has demonstrated the utility of cross-validation of gradient analysis for uncovering the processes structuring communities, but a number of topics merit further exploration to re®ne such a method. For example, what is the utility of data splits other than 50%? Are splits strati®ed on the basis of the independent variables more powerful? What is the minimum sample size for an adequate cross-validation? How sensitive is the cross-validation to particular random splits? Although removal of outliers is of necessity arbitrary, more work is needed on robust methods to detect, and determine the in¯uence of, outliers. It is not clear whether the trace statistic or the ®rst axis eigenvalue is the superior statistic for assessing signi®cance in a cross-validated study. However, even with these topics Table 4 Species' scores from CCAs of the two combined data sets (spring-and autumn-sown crops) with`year' as environmental variable and`geographical regions',`soil types' and`crop species' as covariables. Large positive scores indicate that a species is increasing over time;`weight' is the weighted total abundance of a species. Scores for species with weight < 20 are not indicated unresolved, we feel that cross-validation is an ideal approach when the sample size is moderate to large, and when the initial hypotheses are either many or ill-de®ned.
R E L A T I V E I M P O R T A N C E O F E N V I R O N M E N T A L V A R I A B L E S
The composition of a weed¯ora is determined by a large number of environmental variables, and their relative importance is often dicult to elucidate (Saavedra et al. 1990; Dale et al. 1992; Salonen 1993; Andersson & Milberg 1998) . In the present study, the in¯uence of season of sowing on the weed¯ora was large, even overwhelming, and for this reason we conducted most analyses on the data set subdivided by season. With the aid of several stepwise CCAs sin the exploratory phase we decided, somewhat arbitrarily, on the order in which to test the groups of environmental variables, an order that we hoped would re¯ect their relative importance. The ®nal variation partitioning of the combined data (2359 trials; Table 5 ) con®rmed this ranking of`geographical regions' as slightly more important thaǹ soil types', which in turn was more important thaǹ crop species'. As expected, temporal trends were subtle (Table 5) , although it must be noted that there was only one time variable, in contrast to multiple variables in each of the other three groups (as in multiple regression,`explained variation' is, in part, a function of the number of variables). It is interesting to note that, even if we had expected strong associations between certain crops and soil types, as well as geographical patterns in the use of some crops, each group of variables (with the exception of`year') explained a large and unique part of the explainable variation (Table 5 ). In fact, the variation jointly explained by dierent groups of variables (i.e. the intersection term in Table 5 ) was very low in our study compared with other studies that have employed variation partitioning (ékland & Eilertsen 1994; Ohmann & Spies 1998) .
S E A S O N O F S O W I N G
It is well known that the¯oras of autumn-and spring-sown crops dier (Andersson & Milberg 1998 ) but the present approach, treating`season of sowing' as an environmental variable, actually ranked species according to their aliation with season ( Table 2 ). The highly ranked species, i.e. those associated with spring-sown crops, were summer annuals (e.g. Polygonum lapathifolium/persicaria, Chenopodium spp., Spergula arvensis and Sonchus asper/oleraceus) whose germination behaviour prevents them from germinating in the late summer or autumn or, possibly, whose seedlings do not survive the winter. At the other end of the spectrum were strict winter annuals (e.g. Papaver spp., Centaurea cyanus and Consolida regalis) that germinate almost Table 2 , e.g. Stellaria media and Viola arvensis). It is noteworthy that the classi®cation used in Table 2 does not correspond perfectly with the scores. This is because the former is determined by germination syndrome only, while the latter re¯ects this in combination with the ability to survive the winter, and the competitive ability in dierent situations.
Perennial species, whose occurrence should be little aected by germination syndromes, showed aliations with spring-sown crops, a notion that con®rms previous reports (HaÊ kansson 1995) . This probably re¯ects the seasonal pattern in regrowth. For example, if disturbed in the autumn, Sonchus arvensis does not form new shoots (HaÊ kansson 1969) and the regrowth of Elymus repens is much lower compared with in the spring (HaÊ kansson 1967) . Similar seasonal patterns in regrowth have been noted for Equisetum arvense and Cirsium arvense (Williams 1979; Kvist & HaÊ kansson 1985) . Hence, after soil cultivation and seedbed preparation in the autumn, the autumn-sown crop is likely to have a substantial competitive advantage over the perennial weed species.
R E G I O N A L D I F F E R E N C E S
This study included trials conducted along a 1000-km south-to-north transect through Sweden, along which there is a gradient of several climatic variables (e.g. summer and winter temperatures, length of the growing season, day length, and persistence and predictability of snow cover). The local climate has shaped the production system used in dierent parts of the country, e.g. there are no autumn-sown crops in the north nor any oilseed crops (Clason & GranstroÈ m 1992) . Therefore, one would assume that weed species composition in ®elds will vary between regions, and it is not surprising that there was a detectable south±north gradient among the autumnsown trials (Fig. 4a, ®rst axis) as well as a less profound one in spring-sown trials (Fig. 4b, second  axis) . However, it is possibly more unexpected that there were so few species characteristic of this gradient. Apart from a few species restricted to the south (Papaver spp. and Apera spica-venti), all species in Fig. 4 were widespread and varied only in abundance between regions. It is interesting to note that perennial species (Sonchus arvensis, Elymus repens and Cirsium arvense) in the spring-sown trials were especially common towards the north.
The spring-sown trials had three outlying regions (Fig. 4b, C, G, H) and the fact that seedbed preparation and sowing is often done late in the spring in these suggests that the exact timing of sowing within the spring is of great importance.
S O I L T Y P E S
The most surprising result from the soil type ordinations was that the patterns were so dierent in spring-and autumn-sown crops (Fig. 5) . Generally, the organogenic soil (7), one of the two extreme soils, is not used for autumn-sown crops, and it is possible that its ordination among the autumn-sown trials was based on a low number of trials. The other extreme soil type, sandy soil (1), is typically used for rye, confounding the in¯uence of soil type and crop species.
In spring-sown trials, Galeopsis spp. and Polygonum lapathifolium/persicaria were characteristic of organogenic soils (Fig. 5b) , a pattern also noted from Finland (ErvioÈ et al. 1994) . Compared with minerogenic soils, such soils tend to have a higher nitrogen content and to retain water for a longer period in the spring, leading to later sowing and later harvest. Apart from the distinction between minerogenic and organogenic soils, clay content seems to be one of the most important soil variables (Andreasen et al. 1991) . In the present study, there was a clear gradient from coarser soils (with Capsella bursa-pastoris, Spergula arvensis, Viola arvensis and Thlapsi arvense) to clay-rich soils (with Sonchus spp. and Fumaria ocinalis; Fig. 5b ). Although the sand and clay soils dier in their ability to retain moisture as well as nutrients, anthropogenic factors dier as well. It is likely that timing and type of soil cultivation also contribute to the distinction between the weed¯oras on sand and clay soils.
C R O P S P E C I E S
In both autumn-and spring-sown trials, the ®rst ordination axis dierentiated between cereals and oilseed crops (Fig. 6) . Monostands of grasses and dicotyledonous species produce dierent environments for weeds with regard to light conditions, growth phenology, etc. In autumn, there is also a 1-month dierence in sowing time: oilseed crops are sown in mid-August and cereals in mid-September (Anonymous 1997). Capsella bursa-pastoris does not germinate to a great extent later in the autumn, while Papaver spp. seem to be less sensitive to low temperature (HaÊ kansson 1983 (HaÊ kansson , 1992 P. Milberg, personal observation) , and this could explain these species' aliations with oilseed crops and cereals, respectively.
Many of the weeds associated with winter wheat were summer annuals (Chenopodium spp., Polygonum aviculare and Bilderdykia convolvulus), probably because this crop is less dense in the spring, compared with rye, and therefore gives more room for spring-emerging weeds. Furthermore, the twining species in the data set, Bilderdykia convolvulus and Galium aparine/spurium, were also prevalent in winter wheat.
The aliation between spring rape and Sinapis could be a bias, as several herbicide trials in rape were especially targeting Sinapis and therefore avoiding ®elds where this species was lacking.
C H A N G E O V E R T I M E
Temporal trends were weak in the data set, especially so in the spring subset (non-signi®cant; Table 3 ). Moreover, a large part of the detected temporal trends were due to the lack of oilseed trials during the ®rst 10 years (1970±79) in the data set. This is indicated by a large`crop species' and`year' intersect term in Table 5 , and the fact that several species with high scores in Table 4 (e.g. Capsella bursa-pastoris, Poa annua and Sinapis arvensis) were typical of oilseed crops (cf. Fig. 6 ).
Decreasing species in autumn-sown crops were Centaurea cyanus and Equisetum arvense. Several previous studies from Europe report on the decline of rare species and increase of herbicide-tolerant ones. However, most of these compare contemporary weed¯oras with the 1950s and early 1960s, i.e. before or when herbicides were becoming a prevailing part of crop production (Svensson & Wigren 1983; ErvioÈ & Salonen 1987; Albrecht & Bachthaler 1988; Hilbig & Bachthaler 1992a , 1992b Hallgren 1996b) . Furthermore, it is important to note that rare species are under-represented in our data set (species occurring with < 5 plants m ±2 were not recorded) and, hence, our patterns refer to the widespread and abundant species. In Denmark, the drastic changes in the weed¯ora from the late 1960s to the late 1980s comprised the reduction of relatively rare species while the dominant species more or less maintained their abundance (Andreasen et al. 1996) . Our study con®rms the latter observation.
R E S I D U A L V A R I A T I O N
The ®ve groups of variables discussed above (`season of sowing',`geographical regions',`soil types', crop species' and`year') explained only part of the variation in species composition (both the autumn and spring pDCA gave high eigenvalues). This was not unexpected as important anthropogenic factors, such as intensity of soil cultivation (Zanin et al. 1997) and fertilizer application (Pysek & Leps 1991) were not included. What was surprising was the fact that the spring pDCA pattern in the exploratory analysis was not con®rmed by the cross-validation (Fig. 3b) , suggesting a huge amount of random variation. Residual variation in the autumn-sown trials, however, was consistent and interpretable: the four summer annuals were all at one end of the ®rst axis (Fig. 3a) . An interannual variation in weather conditions during the spring, e.g. drought in May, might cause such a strong gradient.
Conclusion
By subdividing data, it is possible to combine data exploration with strict hypothesis testing. This study illustrates how this can be done with a large complex data set using indirect and direct gradient analyses. We believe this approach will improve the way complex ecological data are analysed and lead to a more rigorous interpretation of direct gradient analyses.
