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Given a digraph G = (X, U) such that ME X, d-(x) = d-(x) = 2. we prove that the problem of 
determining whether U can be decomposed into two hamiltonian circuits is an NP-complete 
problem. From there, we deduce that it is NP-complete to determine the path-numbers of graphs 
and digraphs, even if these graphs have maximum degree four. 
1. Introduction 
A digraph G is a non-empty finite set X (the vertices), together with a finite family 
I/ of ordered pairs of distinct vertices (the arcs). A graph G is a non-empty finite 
set X (the vertices) together with a finite family E of unordered pairs of vertices (the 
edges). 
An elementary path (resp. elementary chain) of a digraph (resp. graph) G is an 
alternating sequence of distinct vertices and arcs (resp. edges) x~u,x~~~ ... u,,x~, 
beginning and ending with vertices, in which ui is an arc (resp. edge) from x,_, to 
xi. A circuit (resp. cycle) is an elementary path (resp. chain) with x,=x,,. An anti- 
path is an alternating sequence of distinct vertices and arcs ,Y~u,~,u~ .-. u,x, begin- 
ning and ending with vertices, in which, for 1 liln, if ui is an arc from xi__, to xi 
(resp. from xi to xi_ 1), then uicI is an arc from xi+ 1 to Xi (resp. from xi to .u,+ ,). 
The terminology not defined here can be found in [2]. 
In this paper, we shall prove that several problems are NP-complete. The ter- 
minology and results of NP-completeness are given in [5]. 
We first consider the following problem: given a non-symmetric digraph 
G = (X, U) such that b’xe X, d’(x) = d-(x) = 2, the problem 2-DEC is to determine 
whether U can be partitioned by two hamiltonian circuits (such a partition will be 
called a decomposition of G). 
Although several problems about the existence of hamiltonian circuits in digraphs 
had already been studied (see [5] and (lo]), it is not the case for 2-DEC. 
To prove that 2-DEC is NP-complete, we exhibit a polynomial reduction from the 
known NP-complete problem 3-SAT, which is defined as follows. A set of clauses 
c= {C,, c,, . . . . C,} in variables u,, u2, . . . , u, is given, each Ci consisting of three 
literals x, 1, xi, z, x;,~ where a literal x~,~ is either a variable uk or its negation ok. The 
0166-218X/84/53.00 3 1984, Elsevier Science Publishers B.V. (North-Holland) 
196 B. PProche 
problem 3-SAT is to determine whether C is satisfiable, that is whether there is a 
truth assignment to the variables which simultaneously satisfies all the clauses of C, 
a clause being satisfied if one or more of its literals has value true. 
Section 2 is devoted to the proof of the NP-completeness of 2-DEC. From Section 
3 to Section 5, we shall prove the NP-completeness of several problems of partition- 
ing or covering the edges (resp. the arcs) of a graph (resp. a digraph), which will 
be defined later, when studied. All these results will be deduced from the main 
theorem of Section 2. 
2. NP-completeness of 2-DEC 
First, we shall define several subgraphs which behave nicely with respect to 
Hamiltonian decomposition. Then, these graphs are used to effect a polynomial 
transformation from 3-SAT to 2-DEC. 
2.1. Preliminary results 
Let us consider the four digraphs G, =(X1, U,), Gz = (X,, U*), G3 =(X3, Us) and 
G., = (X4, r/,) defined by Fig. 1. 
113 
c4 
Fig. 1. 
We now give some properties of these graphs which will be used farther to 
describe the polynomial transformation from 3-SAT to 2-DEC. The proofs of these 
lemmas being straightforward will be omitted. 
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Lemma 1. Let G =(X, U) be a decomposable digraph such that G, is the sub- 
digraph of G induced by X,. Then G, can be decomposed in two disrinct ways: in 
the first one, the arcs a, and a2 lie on the same circuit; in the second one, a, and 
a2 belong to distinct circuits. 
Such a graph can be used as a ‘switch’ to represent he two possible values true 
and false of a variable. In the following, the first (resp. the second) decomposition 
will be called a T- (resp. a F-) decomposition. 
Lemma 2. Suppose G2 is the subdigraph induced by X2 of a digraph G. In a 
decomposition of G, G2 can be decomposed in two distinct ways: in the first one, 
denoted T, aI and a2 lie on the same circuit; in the second one, denoted F, aI and 
a2 belong to different circuits. 
Lemma 3. G3 can be decomposed in two distinct ways: one called a T-decom- 
position (where a, and a2 lie on the same circuit), the other a F-decomposition (a, 
and a2 belonging to distinct circuits). 
Lemma 4. Suppose G4 is the subdigraph induced by X4 of a digraph G which 
admits a decomposition. Then: 
(i) The arcs a, and a2 (resp. a3 and a4, (resp. as and a,)) lie on the same circuit. 
(ii) All the arcs at, 1 ri~6, cannot belong to the same circuit. 
(iii) We can have either a2 and a, or a2 and a6 or a, and a6 on the same circuit. 
We now define for any couple (pl, p2) E k”? a digraph GP,,+ by: 
l G,,o=GO,r~G,. 
l If PI+P~L~, GP,,Pz is obtained from two digraphs isomorphic with G2 and 
denoted H, and HPIiPz, and (p, +p2-2) digraphs isomorphic with Gr and called 
Hi, 2~i~p,+p2-1. We shall denote by ~,x:,x$,~~,_Y~,_Y~ the vertices of Hi, 
according to the notations of Fig. 1. To obtain GP,,P2, we must add arcs between 
the digraphs Hi and Hi+, , 1 ri~p, +p2 - 1, and we shall distinguish between two 
cases: 
Case 1. If we have 
(a) i=l, p,r2 or p2=0, 
(b) 2siIp, +p2- 1 and p1 =i, 
(c) i+ 1 =pI+pz, pl<i or p2=0, 
we add the following arcs, called of type 1: 
[xi, xfC’], [y:, y;+‘l, IX;+‘, Y;l, [Y;", $1. 
Case 2. For 
(a) i= 1, pI= 1, 
(b) 2sisp, +p2- 1, p,ri+ 1 or p,ci, 
(c) ii 1 =p, +p2, p, =i, 
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we add the arcs of type 2: 
Example. pl = 3, pl = 2. See Fig. 2. 
Fig. 2. 
Lemma 5. For every couple (p,, pl) e X’, GP,.pz is decomposable. Furthermore, 
there e.xist only two distinct decompositions of GPIVk: in the first one (resp. the 
second one), all the Hi, 1 I ic: pl, are T (resp. F) -decomposed and the Hj, 
p, + 1 c: j 5 p, + p2, are F (resp. T) -decomposed. 
Proof. Suppose pI +p2r2. We shall prove that the choice of a truth assignment to 
the decomposition of H, implies a truth assignment o the decomposition of the 
other H,. More precisely, we shall prove that if two disjoint paths C and c beginn- 
ing and ending in H, and going through all the vertices of H,, Hz, . . . , Hi have been 
built, we can extend them to Hj+ 1. Furthermore, if Hi is X-decomposed (where 
XE { T,F}), then Hi+, is .Y-decomposed only when i=p,; in the other cases, Hi+ 1 
is X-decomposed. 
Among the 6 possible cases, we only describe one of them, leaving the other cases 
for the reader. 
Suppose we have 2<isp, +p2- 1, p, = i, Hi T-decomposed and arcs of .type 1 
between Hi and Hi+, . Call C the path containing [xi, xi]. From the hypothesis, C 
contains [xf , xi, xi] and [y;‘, yi, y$. As the vertices Y.;- ’ and y{- I are already on C, 
we must put the arcs [ yi, y’;’ ’ ] and [ yi- ‘, y{] in C. Then, from Lemma 1, we must 
put, for instance, [yi+l, y$+ I, xi”] and [.Y!+ ‘,xi’ ‘, y;’ ‘1 in C. Of course, we put 
the arcs of H,, 1 and those connecting H, and Hi,, and not mentioned above in c. 
This shows that C and c can be extended to Hi+, and Hi+. 1 is then F-decomposed. 
Finally, Hi+, is Z-decomposed when Hi is X-decomposed only when i=p,; this 
proves the existence of only two distinct decompositions of GP,,PI, as claimed in 
Lemma 5. cl 
With three digraphs isomorphic with G,, denoted Gj, G: and G:, we build a 
digraph Gj as in Fig. 3. 
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Fig. 3. 
Lemma 6. GS can be decomposed in four distinct ways. These decompositions can 
be summarized by TTF, TFT, FTT and FFF (where TTF, for example, means that 
G: is T-decomposed, Gf T-decomposed and Gj F-decomposed). 
Proof. Suppose Gs is decomposed by the hamiltonian circuits C and C. Let us 
remark that if G{ (1 ~j I 3) is F-decomposed by (C, C), then C enters G{ through 
the vertex x{ (resp. y{) and leaves it through the vertex y{ (resp. xi). 
So, in a decomposition of Gs, one can have only an odd number of G{ F-de- 
composed (otherwise a circuit [x:, xl, x’ s, . . . , ,& xf ] would be created). As any G{ 
can be F- or T-decomposed, we obtain the four decompositions announced. 
Suppose G5 decomposed by C and C, and call C the circuit which contains 
[xf, xj]. Put u1 = [y:, t’], u3= [yi, yi], u3 = [y:, t]. Then, it is easy to see that 
in the TTF-decomposition, we have uI E C, u2 E C, u3 E C’, 
in the TFT-decomposition, we have ur E C, u2 E C, u3 E C, 
in the FTT-decomposition, we have ur E C, u2 E C, u3 E C, 
in the FFF-decomposition, we have u1 E C, u2 E C, u3 E C. 0 
We can now build a digraph G6 as in Fig. 4: G6 is obtained from Gj and Gj by 
joining them with the arcs uI, u2 and u3. 
Lemma 7. G6 is decomposable in three distinct ways, corresponding to TTF, TFT 
and FTT-decompositions. 
Proof. G6 is obtained from GJ and Gs by joining them with arcs ulr u2 and zi3. But 
u,, u2 and u3 lie on the same circuit only on the FFF-decomposition. So, by 
Lemma 4, this cannot happen in G, and so, we have the announced result. 3 
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Fig. 4. 
Consider now the digraph Hi described by Fig. 5. Let us denote H: (resp. H,‘) 
the digraph obtained from Hi by deleting the vertex t and the arcs [v~,v:] and 
[d, $1 and adding the arcs [JJ~,Y:] and [ut, xj] (resp. [x:, $1 and (xf, ~$1). Then, 
the subdigraph of H{, j= 1 or 2, induced by {x{, yf 1 1 sir 3) is isomorphic with 
G,. We shall say that H{ is X-decomposed, X= T or F, if the subdigraph of H{ 
isomorphic with G, is X-decomposed, as in Lemma 1. Then, we have: 
Fig. 5. 
Lemma 8. (1) H; is decomposable in four distinct ways. 
(2) Any decomposition of Hi, i = 1,2, gives rise to a decomposition of Hi. 
proof. Suppose, for example, that HI is 7’chmposed by 
c’=[,Y11,X:,X:,U,YI,Y:,Y~,U’;Xfl, ~~=[xf,Y:,x:,u:Yf,-~~,Y~,u,,~l’l 
and that HZ is F-decomposed by 
C”= [x:, 4, y:, u’, u:, vi, x:, 09 $19 C” = [xf, y;, Yf, u, y;, x?, A-$ u’, A-f 1. 
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These decompositions give rise to the following partition for Hi: 
So, from any decomposition of H: and any decomposition of Hf, we obtain a 
decomposition of Hi. By Lemma 1, there are two distinct ways for each H[ and 
this gives four possibilities for Hi. 
Conversely, we have to prove that there do not exist other decompositions than 
those described above, the vertices u and U’ (resp. u and u’) being considered as non- 
distinguishable. Suppose, for example, that we try to construct an hamiltonian cir- 
cuit beginning with [xf, xi, x:, U, yf, yf]; in order to pass through all the vertices of 
Hf, we must leave Hf by the vertex 4; if we choose the arc [x:, y:], the obtained 
circuit will not pass through f; if we choose [d,t], we cannot go further; so, in 
each case, this solution cannot lead to a hamiltonian circuit. 
If we call U, = [yi, t], u2 = [y&xi], u3 = [& y:], it is easy to see that 
in the TT-decomposition, U, E C, u2 E C and u3 E C, 
in the TF-decomposition, U, E C, u2 E C and u3 E C, 
in the FT-decomposition, u, E C, u2 E C and 1.4~ E C, 
in the FF-decomposition, ul E C, u2 E C and u3 E C. 0 
Now, let us consider the digraph Hi described by Fig. 6. 
Fig. 6. 
Let us denote by Hi (resp. Hj) the subdigraph of Hi obtained by deleting the 
vertex u and the arcs [yi,d], [xt,xi], [x:,x:] and [y:,xi], [xf,x:], [y:,xi] and 
[xi, yj ] (resp. [d, 41, [y:, $1 and [x$x:]). Then, the subdigraph of Hi (resp. Hi) 
induced by the {,qr, yf 1 1 rir3) (resp. {xf, y’/ 1 ri13)) is isomorphic with G2 
(resp. G,). So we apply the same convention as for Hi. 
Then we have the following result: 
Lemma 9. (1) Hi is decomposable in four distinct ways. 
(2) Any decomposition of Hj, i= 1,2, gives rise to a decomposition of Hi. 
Proof. It is similar to the one of Lemma 8. II 
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Furthermore, we denote, in Hi: 
4=L$_Y:1, u,=[xf,x:] and u,=[&y:]. 
Finally, we can define the digraphs H, and H2 which will be used in the transfor- 
mation .K 
H, (resp. Hz) is obtained from Hi (resp. Hi) by deleting the arcs ul, u2 and u3 
and connecting the ends of these arcs with the vertices zI, . . ..q of a digraph 
isomorphic with Gj, and by splitting the vertices u, u’, o and u’ (resp. z,? and t’) to 
obtain pendent arcs (see Fig. 7 for H,). Then, we have: 
Fig. 7. 
Lemma 10. H, (resp. Hz) is decomposable in three distinct ways corresponding CO 
TT, TF and FT-decompositions of the subdigraphs H: and Hf (resp. Hi and Hj ). 
Proof. We only have to apply Lemma 4 and the remarks made in Lemmas 8 and 
9 about the arcs ulr u2 and u3. Cl 
2.2. The transformation 9 
Let C= {C,, C2, . . . . C,} be a set of clauses in variables uI, u2, . . . , K, such that 
each clause Ci consists of three literals xi. ,, Xi.29 Xi.3. 
We now describe a transformation 3 which associates with C a digraph 
G=(X,U) such that VXE’X, d+(x)=d-(x)=2. 
(i) With each clause Ci, we associate a digraph isomorphic with Gg, denoted 
G&). 
(ii) With each variable Uj, we associate a digraph isomorphic with GP,,pz, 
where p, (resp. p2) is the number of clauses Ci which contain Uj (resp. ii,), and 
denoted GP,. &3. 
(iii) We define now how to connect the digraphs associated with the clauses Ci 
and the variables Uj in (i) and (ii): 
Suppose uk (resp. 0,) is a literal of C’i. Then we connect a subdigraph isomorphic 
with G, (and not yet used) of G6(i) with one of the pI first subdigraphs (resp. one 
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of the p2 last subdigraphs) not yet used of GP,,pl (k), building a digraph isomor- 
phic with Hi or Hz according as the subdigraph of Gp,,pz(k) is isomorphic with Gt 
or Gz. 
So, we have defined a polynomial transformation 3 which associates with a set 
C of clauses a digraph G = (X, U). 
2.3. The main result 
We can now prove: 
Theorem 1. C is satisfiable iff G has a decomposition. 
Proof. First, suppose G has a decomposition {C, C}. For each k, and by Lemma 
5, this decomposition gives a truth assignment o GP,,Pz(k) (the truth assignment 
of one of the p, first subdigraphs isomorphic with G,). Let us consider a clause Ci. 
By Lemma 7, one of the subdigraphs G{ of G6(i) is F-decomposed. In the transfor- 
.mation .Y; Gf is connected to a subdigraph Hh of Gp,,pz(k). Then, by Lemma 9 or 
10, Hh is T-decomposed. So, if we take for truth assignment of uk the truth assign- 
ment of the decomposition of G,,,,Pz (k) at least one literal of Cj has value true, for 
any i, which shows that C is satisfiable. 
Conversely, suppose C is satisfiable, and consider, for any k, a corresponding 
truth assignment for the literal uk. Let Cj = {xi, ,x;,~, x;,s} be a given clause; we 
choose a variable U, such that Xi,i is true. Then, we F-decompose the subdigraph 
Gr of G6(i) connected to GP,,PI (s) and we T-decompose the two other subdigraphs 
Gi of G6(i). In last, for any k, we decompose the digraph GP,,Pl(k) according to 
the truth assignment of the variable uk. 
Then, by Lemmas 5,7, 9 and 10 the decompositions described just above give rise 
to a decomposition of G. 0 
Remark. It is possible to work only with simple digraphs (i.e. digraphs without 
parallel arcs) in the previous theorem; we have only to substitute the digraph 
G = (A’, U) with X= {x, Y, z, z’}, U= {1x, 4, [x, z’l, [z, z’l, [z’, zl, It, A, [z’, A) for two 
parallel arcs [x, r]. 
3. NP-completeness of 2-ANTIDEC 
Let G = (X, U) be a digraph such that VxcX, d+(x) = d-(x) = 2. We shall prove 
that determining whether G can be partitioned by two hamiltonian anti-circuits, 
problem called 2-ANTIDEC, is NP-complete. 
For this, we shall exhibit a polynomial reduction .X’ from 2-DEC, which uses the 
following digraph G, = (X7, U,) with 
x,={X,t,f,YJ, 
u, = I [t, xl, [f, fl, [C 11, It’, xl, [Y, fly [Y9 fl1. 
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Lemma 11. There is on/y one minimal anti-path partition of G,. 
Proof. The partition is {[x, t, t’, y], [x. t‘, t, y]}. Cl 
Thus, we define ./’ by: 
(i) We associate a graph G,(i), isomorphic with G,, with any vertex i. We call 
Xi, t;, t,!, yi the vertices of G,(i). 
(ii) We associate an arc [_Vi* Xi] with an arc [i, j]. 
With Y’, we obtain a digraph G’=(X’, U’) and we have: 
Theorem 2. G has a decomposition iff G’ has a partition by two hamiltonian anti- 
circuits. 
Proof. First, suppose G is decomposed by C, = [I,&, i3, . . . , i,, I] and C,= 
]],j,, . . . , j,,, 11. Then 
are two hamiltonian anti-circuits which partition CJ’. 
Conversely, suppose U’ is partitioned by two anti-circuits C; and Ci. Suppose 
C;, i = 1 or 2, contains the arc [yj, xk]. Then, by Lemma 11, C; must contain an arc 
[x,, tk] or an arc [xkr t;]. So, by replacing a subanti-path [xkr t;, tkr yk] (or 
[xkr t,, t;, yk]) by the vertex k, the two anti-circuits C; and C; lead to hamiltonian 
disjoint circuits C, and C, or G, which gives the result. 0 
We also deduce from 2-DEC the NP-completeness of several problems. These 
problems are concerned with some invariants we now define. Let 9 be a family of 
elementary paths (resp. elementary chains) of a digraph (resp. graph) G. If each arc 
(resp. edge) of G lies on at least one element of 8, then 9 is a path-covering (resp. 
chain-covering) of G; if each arc (resp. edge) lies on exactly one element of 2, then 
9 is a path-partition (resp. chain-partition) of G. Similarly, we define an anti-path 
partition of a digraph G. One defines the following invariants: 
r’(G) is the minimum cardinality of a path-covering of a digraph G, 
Q’(G) is the minimum cardinality of a chain-covering of a graph G, 
p’(G) is the minimum cardinality of a path-partition of a digraph G, 
n’(G) is the minimum cardinality of a chain-partition of a graph G, 
p”(G) is the minimum cardinality of an anti-path-partition of a digraph G. These 
invariants have been introduced by Harary [6] for the graphs, Chaty and Chein [3] 
for digraphs and studied by many authors, in particular [7,9,11,1,3,4,8]. 
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4. NP-completeness of 2-PAR an 2-REC 
We shall call 2-PAR (resp. 2-REC) the following problem: given a graph 
G = (X, E) with maximum degree 4, does it satisfy z’(G) (resp. Q’(G) = 2)? 
We first prove that 2-PAR is NP-complete by exhibiting a polynomial transfor- 
mation .Y, from 2-DEC. For this transformation, we need two particular graphs 
G8 = (X8, Es) and G9 = (X9, E9) described in Fig. 8. 
t4 5 Y" X” L z3 55 Y” 
% G9 
Fig. 8. 
Lemma 12. (1) n’(G,)=2. 
(2) n’(G9) = 3 and no minimal chain-partition can contain neither [x’, x, I”] nor 
[Y’v I: Y”1. 
Proof. We just prove the second part of the lemma. First, 
fii = [xx: x, zi t z29 z33, 244, b, zg, I: Y’l, 
,&=w,~,2~,zl,.241, r((3 = [Y”, Y, z:rqj, z31 
is a chain-partition of G9. 
Now, consider a chain-partition of Gs including the chain ,u; = [x’, x, x”]. If xzi 
and xz2 lie on a same chain &, two other chains are needed to partition the parallel 
edges t,z2, so the path-partition cannot be minimal. If x.zl belongs to a chain & 
and x.z2 to a chain &, four vertices have odd degree in G9- {x}, so the chain- 
partition cannot be minimal. 0 
Now, we can define Y,. Let G= (X, I/) a digraph such that I?xe,Y, 
d+(x)=d-(x)=2. We can suppose X={l,2,...,n}. 
(i) Let ir: 3 EX. We substitute to i a graph G,(i) isomorphic with 
Gs- {x’, x”, y’, y”} with vertices x;, yi, t,f, 11j14. We substitute to 1 (resp. 2) a 
graph G9(l) (resp. G9(2)) isomorphic with G9- {x’, x”, y’, y’} with vertices 
x,,y,,z~, 1 rjs6 (resp. x~,y2,z~, 1 rjs6). 
(ii) We replace the arc [i,j] by an edge .~,y~. With .Yi, which is obviously 
polynomial, we build a graph G’= (X’, E’) with exactly four vertices of degree three 
(z:, zl, z:, zi), the others being of degree four. 
Theorem 3. G has a decomposition iff 1r’(G’)=2. 
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Proof. Suppose G is decomposed by the two hamiltonian circuits Cl = 
[l,i,,i, ,..., i,, l] and Cz=[2,jz,..., j,,,2]. With Ct, we define the chain 
pi = [z:, z;,z;, Xt,J$, + Xil,YIJI . ..9 YlJ:7 z:, z:1 
and with C2, the chain 
where 
~=[~,,f;,~j,tj,ri,Xi] and -!. =[r,,f;,t~,td,fl,~;]. 
Then, {p,, pz} is a chain-partition of G’: if the edge e comes from an arc u of 
G, e is on pci iff u were on C;. If the edge e belongs to a G;, e is either on pi or in 
,uz, because {L, A } is a chain-partition of G;. 
Conversely, suppose n’(G’) =2 and let fit and p(2 the elements of a chain- 
partition of G’. By Lemma 12, a chain p, joins a cubic vertex of G,(l) (for ex- 
ample) to the other cubic vertex of G,(l). By deleting all the subchains of pi of the 
kind L or -!.+, we obtain a circuit C; in G; it is easy to see that C, and C, 
decompose G. Cl 
Remark. If we want to work only with simple graphs (i.e. graphs without parallel 
edges), we have only to substitute the graph G,- {x’, x”, y’, _Y”) for two parallel 
edges xy. 
Let us remark that the graph G’ obtained with 7, satisfies the following 
property: 
(H) 
L 
X’=X,UX2 with X,nX,=0, /X,1=4 and 
VXEX,, d(x)=3, VXEXZ, d(x)=4. 
Call 15 the set of graphs satisfying (H). The NP-completeness of 2-REC will be 
an immediate consequence of the following property: 
Proposition 4. Let GE Y. n’(G) = 2 iff Q’(G) =2. 
Proof. Obvious. q 
5. NP-completeness of 2-P%, 2-m and 2-R% 
Let G = (X, U) be a digraeuch that VxeX, d:(x)5 2 andx(x)l2. For such 
a digraph, we shall call 2-PAR (resp. 2-ANTIPAR (resp. 2-REC)) the following 
problem: does it satisfy p’(G) =2 (resp. p”(G) = 2, (resp. r’(G) = 2))? 
We shall exhibit polynomial transformations .T1 and .YJ from 2-DEC to 2-P= 
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and 2-ANTIPAR. For these transformations, vve need the following two digraphs 
Cl0 = (X,,, U,,) and G,, =(X,,, U,,), see Fig. 9. 
t 
x 0 :’ 
GlO 
+ 
x 0 Y 
(31 
Fig. 9. 
Lemma 13. (1) p’(G,,,) = 3 and there is only one minimal path-partition of Cl0 con- 
taining a hamiltonian path from x to y. 
(2) p”(G, ,) = 3 and there is only minimal anti-path-partition of G,, which con- 
tains an hamiltonian antipath from x to y. 
Proof. It is straightforward. El 
We can now define the transformations .& and .&. 
Let G= (X, U) be a digraph such that KYEX, d+(x) =d-(x) =2 (we assume 
X=(1,2 ,..., n}). 
(i) Consider any two vertices of G, say 1 and 2. We substitute a digraph G,e(l) 
(resp. G,,(2)) isomorphic with Cl0 for the vertex 1 (resp. 2). Let us denote by 
x,, t;, tl, _Yiy i= 1 or 2, the vertices of G,,(i). 
For i= 1 or 2, we substitute an arc [j,xi] (resp. [yi, k]) for an arc [j,i] (resp. 
k 4). 
This transformation & gives rise to a digraph G’=(X’, U’). 
(ii) We associate a digraph G,,(i), isomorphic with Gt,, with the vertex i, for i= 
or 2, and a digraph G,(j), isomorphic with G,, for any vertex j, with jz3. We 
denote by Xi, ti, tl, yj the vertices for G,,(i) (resp. G,(i)). 
We associate an arc [yiy xi] with an arc [i, j] of G. 
We obtain so a digraph G” = (X”, U”) with this transformation 5,. 
We then have: 
Theorem 5. (1) G has a decomposition iff p’(G’) = 2. 
(2) G has a decomposition iff p”(G”) = 2. 
Proof. (1) Suppose G is decomposed by 
C, =[l =i,,&, . . . . i,,l] and Cz=[2=j,,jz ,..., j,,21. 
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The paths 
PI = Pit_h,i2 ,...,.uz,r2,t;,yZ,...,i,,x,,t,l, 
ruz=[t;,Yz,j,,...,x,,t,,r;,Y,,...,j,,x,,ttl 
partition the arcs of G’. 
Conversely, suppose p’(G’) = 2 and let {p,, p2} be a path-partition of G’. Each 
pci partitions the arcs of G,,(l) and G,,(2), so by Lemma 13, pl and p2 are of the 
kind described in the first part of the proof. So each path gives rise to a hamiltonian 
circuit in G, disjoint of the other. 
(2) The demonstration is similar to the previous one. 0 
Finally, we can prove that 2-s is an NP-complete problem. 
Let us remark that the digraph G’ obtained with the transformation .Y2 satisfies 
the property: 
X=X,UX2UX3 with XifIXj=0 if i#j, 
(H’) 
I 
lX,l=IX,l=2, bjcEX,, dC(x)=d_(x)=2, 
v’xe:xz, d’(x)=2, d_(x)= 1, I?XEX3, d+(x)= 1, &(x)=2. 
Letenote 5’ the set of digraphs satisfying (H’). Then, the NP-completeness 
of 2-REC is an easy consequence of Theorem 5 and of the following property: 
Proposition 6. Let GE Y’. Then p’(G) =2 iff r’(G) =2. 
Proof. It is straightforward. cl 
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