The contribution of the valence electrons to the Compton profiles of the crystalline alkali metals is calculated using density functional theory. We show that the Compton profiles can be modeled by a q−Gaussian distribution, which is characterized by an anisotropic, element dependent parameter q. Thereby we derive an unexpected scaling behavior of the Compton profiles of all alkali metals.
Introduction
The Compton effect, discovered in 1923, provides a basic illustration of the conservation of energy and momentum in quantum mechanical processes [1] . Since then the inelastic scattering of an X-ray photon from a charged particle, usually an electron in a target, with a large energy and momentum transfer, is referred to as Compton scattering. The inevitable quantum mechanical motion of the target electrons leads to a Doppler shift of the Compton scattered photon and thereby to a broadening of the Compton lineshape. This so-called Compton profile furnishes important information about the momentum distribution of the target electrons (for reviews see [2, 3] ). Indeed, it was a great success and a turning point in the early history of the quantum theory of solids when in 1929 DuMond [4] [5] [6] measured the Compton profile of beryllium and thereby showed that electrons obey Fermi-Dirac statistics, which had been proposed only three years earlier.
In a Compton scattering experiment the double differential scattering cross section d 2 σ/dΩdω is measured. Within the impulse approximation [7, 8] the latter is directly proportional to the Compton profile J(p z ), which is an integral over the momentum density n(p) in the plane perpendicular to the scattering vector K:
The momentum density in a quantum system is defined as the average number of particles with momentum p: n(p) = Ψ| σ a † pσ a pσ |Ψ . Here the normalized N-particle state of the system is represented by |Ψ and a † pσ (a pσ ) are the creation (annihilation) operators for particles with momentum p and spin projection σ. The single-particle momentum density n(p) plays a significant role in our understanding of ground state properties of quantum many-particle systems. Outstanding candidates are interacting Fermi systems [9] [10] [11] such as liquid 3 He, electrons in metals, and atomic nuclei. There are a few cases in which the shape of the Compton profile can be determined exactly [2] . For instance, the Compton profile for a non-interacting electron gas is simply an inverted parabola for momenta p < p F , where p F is the Fermi momentum, and zero otherwise: J(p) ∝ (p 2 F − p 2 )θ(p F − p). For an isolated atom, or in the case of scattering with one bound state [12] , the Compton profile takes the form of a Lorentzian. In all other cases J(p) develops a non-trivial tail for large momenta.
In solids with a periodic lattice potential continuous translational invariance is broken and the momentum p is no longer proportional to the wave vector k introduced by Bloch's theorem [13] . The single particle momentum density is then given by [2, 3, 14] n
where G is a translation vector in the reciprocal lattice, n bb (k) is the orbital-resolved occupation density, which has a diagonal representation in the natural orbitals of Löwdin [15] , and u b,k+G are the Fourier components of the natural orbitals. In contrast to the non-interacting electron gas, the Compton profile of the electrons in solids continues beyond the Fermi momentum p F . It exhibits infinitely many cusps with diminishing amplitude in the case of conduction electrons of alkali metals, while the core electrons generally lead to a very broad and smooth Compton profile. By varying the energy of the incident photon in a Compton scattering experiment it is possible to distinguish between the contributions of the core and conduction electrons [16] . The Compton profiles measured for different orientations of the probe are used to reconstruct the momentum density, providing information about Fermi surface features and the directional anisotropy due to the underlying crystal structure [2, 3, [17] [18] [19] . Its Fourier transform, which is connected to the so called reciprocal form factor [13] , is a well-studied quantity, containing information about the chemical bonds in the crystal structure [2, 3, 20] . In this paper we compute the Compton profiles of the conduction electrons of the crystalline elemental metals of the first column of the periodic table -the alkali metals Li, Na, K, Rb, Cs -within the local-density approximation (LDA) of density functional theory (DFT) [21] [22] [23] . Based on our DFT(LDA) calculations we will show that the global shape of the Compton profile can be fitted by a q−Gaussian distribution [24] . Thereby we demonstrate a previously unnoticed scaling behavior of the Compton profiles for all alkali metals, which allows us to collapse all data points. This scaling suggests that the multiple scattering of valence (mobile) electrons in solids can be viewed as a stochastic dynamics that asymptotically produces the generalized canonical distribution introduced by Tsallis [24] .
Compton profiles of alkali metals

Low momenta range
A considerable number of theoretical and experimental studies of Compton scattering have been carried out for Li (see Refs. [17, 20, [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] , and references therein). However, none of the experiments report measurement results above 4 atomic units (a.u.) of momentum. Fewer studies have been reported for Na and K, and even less for Rb and Cs [2, 3, 25, 30, [36] [37] [38] [39] . In all these studies, spectra were analyzed in a momentum range up to 2 a.u., but the tail behavior at larger momenta was never determined.
The first high resolution measurements of CP of Li, supplemented by numerical results, were reported by Sakurai et al. [26] and Schülke et al. [20] . The overall shapes of the measured CP as well as their first and second derivatives were found to be similar to the theoretical predictions (in the studied region). However, at low momenta the theoretical results overestimate, and at higher momenta (p z p F ) underestimate, the experimental values of CP. Partially contradictory theoretical interpretations were reported (for details see [35] or the discussion part of [33] ). The discrepancies between the theoretical and the experimental results have been mainly attributed to the insufficient treatment of electron-correlations within the LDA framework. Several schemes such as the isotropic Lam-Platzman corrections [40] based on the electron momentum distribution of the interacting homogeneous electron gas have been employed with different success. Sakurai et al. [26] showed that these corrections reduce the discrepancy between theory and experiment. However the overall effect was found to be relatively small. Related studies by Tanaka et al. [31] came to the similar conclusions. QMC studies of Li [29] do not reveal any substantial difference in the electron momentum density with respect to the LDA predictions. The perturbative GW calculations by Kubo [27] , which include correlation effects beyond density functional theory, seemed to be in best agreement with the experimental CPs. However, Schülke pointed out in Ref. [28] that these results contained some numerical instabilities. Later DFT studies involving more sophisticated functionals [41, 42] describing the electron momentum density of a Fermi liquid found a sufficient agreement between experimental and theoretical results [17, 33, 35] . Recently Aguiar [43] proposed yet another semi-empirical parametrization of the electron momentum density of the Fermi liquid in order to describe the electron momentum densities and CPs for metals. This parametrization, however, does not take the directional anisotropy into account.
The discrepancies between conventional band theory and experiment might also originate from the processing of experimental data, which include systematic errors, incorrect subtraction of (possibly non-linear) background, multiple scattering or core electron contribution, or incorrect estimation of the resolution function. Bross [35] pointed out the appearance of a dip at p z = 0 in the reconstructed electron momentum density from the experimental results Ref. [31] , and raised doubts about the accuracy of the experimental CPs for small values of p z . In order to reproduce the experimental results up to few p F -s, it is most likely that one has to take several effects into account including finite temperature, lattice expansions, thermal disorder, correlation corrections. At present it is widely accepted that the LDA overestimates the CP at lower momenta (p < p F ) and underestimates the large momenta tails (p p F ) (see e.g. [3] ). Proposed LP corrections [17, 33, 35] distinctly differ up to (2 − 3)p F , but almost coincide beyond this range. In addition, all these corrections become negligibly small as compared to uncorrected LDA results in this outer region.
Moderate and high momenta range
Although high resolution is achievable in modern experiments [20, 26, 31, 33] , the measurements of CP for momenta higher than a few a.u. was not reported up to now. Measurements for larger momenta (up to 10 a.u.) have been performed [31] , but unfortunately the CP of valence electrons were reported only up to 3 a.u.. Other studies were also targeting the first Brillouin zone and CP up to a few p F -s. Nevertheless the Compton profile at higher momenta contains important physical information since it originates from the tails of the momentum distribution caused by many-body effects and the lattice periodicity. Already a decade ago, Bross drew attention to the importance of momenta p ≫ p F for the accurate calculation of the Compton profile for Li [35] . Analytic calculations of the tails of the momentum distribution are usually based on many-body perturbation theory. For example, for the interacting electron gas (without lattice) the tails fall off as p −8 in lowest order perturbation theory [44, 45] . Recently, exact relations for the jellium model were derived using the operator product expansion technique [46] , and power law tails were identified in two and three dimensions. For metallic densities the interaction cannot be treated by perturbation methods and therefore the tails need to be computed numerically, e.g., using quantum Monte Carlo techniques [47, 48] . In this case, the exchange-correlation functional is the crucial quantity determining the momentum density and the shape of the Compton profile, including tails.
In our study the electronic structure of alkali metals was calculated within DFT [21] [22] [23] using the spin-polarized relativistic Korringa-Kohn-Rostoker (SPR-KKR) method [49] , which was recently extended to compute Compton and magnetic Compton profiles (MCPs) [50, 51] . The exchange-correlation potentials parametrized by Vosko, Wilk and Nusair [52] were employed for calculations in the local spin-density approximation (LSDA). For the integration over the Brillouin zone the special points method was employed [53] . The spin resolved momentum densities were computed from the corresponding LSDA Green functions in momentum space as
where m s =↑, ↓. The electron momentum densities are usually calculated for the three principal directions [001], [110],
[111] using a rectangular grid of about thousand points in each direction. In our calculation the maximum value of the momentum is 16 a.u. in each direction. Compton profiles are either normalized by the area under the curve (equal to the number of valence electrons), or by the intensity at zero momentum J(p z = 0) = 1.
In Fig. 1 we show the computed Compton profiles of the single-conduction-band electrons of solid BCC Li along the three principal directions in comparison with experiment [26] . To compare with experiment a broadening of the computed results is required. The computed core contributions are subtracted from the experimental data [26] . When compared with experimental values, the Compton profiles computed by us support the widely known behavior, namely, they overestimate at low momenta and underestimate at higher momenta the experimentally measured values [17, 20, 26, 29] . The Compton profiles have a parabola-like shape for p z < p F (first cusp) and pronounced tails for p z > p F . Higher momentum contributions to n(p) [17, 20, 35, 54] Fig. 2 due to the normalization by the intensity at zero momentum). Further cusps follow at higher momenta. The intensity of the Compton profiles at p z = 10 p F is about three orders of magnitude lower than that at p z = 0.
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q-Gaussian modeling
We will now show that the overall shape of the Compton profile of the conduction electrons of the alkali metals, i.e., the parabola-like behavior at low momenta and the algebraic tails at high momenta, is well described by a q−Gaussian distribution [24] , which belongs to the family of leptocurtic distributions. The q-Gaussian probability distribution [24] is defined as
where exp q is the q-analog of the exponential function
and C q is a normalization factor. This distribution reduces to an inverted parabola in the limit q → 0 and to the Gaussian distribution for q → 1. In particular, it exhibits algebraic tails, J q (p z ) ∼ 1/p 2/(q−1) z , for 1 < q < 3 at large values of p z . Assuming the problem under investigation is fully isotropic, we can estimate the asymptotic behavior of the valenceelectron momentum density. For the isotropic case, n(p) = n(p) is directly obtained from the isotropic CP [35, 55] :
dJ(p) dp , for p 0 .
Considering a q-Gaussian as an approximation of the CP lineshape, J(p) = J q (p), we find n(p) ∼ 1/p 2q/(q−1) , for 1 < q < 3 at large values of p z , for the electron momentum density.
The algebraic tails of the Compton profiles are superposed by cusps which are a straightforward consequence of the underlying lattice periodicity. By fitting the overall shape of the Compton profile (i.e., without the cusps) by a q-Gaussian distribution, Eq. (4), both the deviation from the parabola-like form at low momenta and the asymptotic behavior of the tails at large momenta can be analyzed, and the values of the "entropic" parameter q and the spread β can be extracted (see right panel of Fig. 2) . Going from the lighter to heavier elements in the first column, relativistic effects are found to be less than 1% for Li and Na, approximately 1% for K and 8% for Rb, more than 10% for Cs [56] . This is to be expected since elements with larger nuclear charge Z are subject to stronger relativistic effects, resulting in an increasing relativistic mass and a decreasing orbital radius (inversely proportional to the mass). In solids, orbitals of valence electrons, subjected to the lattice potential, form the bands which are explicitly captured within DFT [21] [22] [23] 49] . As the fits to the q-Gaussian function reveal, the valence band electrons for heavier elements approach the limit of core electrons with larger values of the entropic parameter (q → 2). At the same time the spread β decreases.
Scaling analysis
The fact that the overall shape of the Compton profiles can be fitted by q-Gaussian distributions, Eq. (4), allows one to perform a scaling analysis of the Compton profiles in terms of the inverse relatioñ
Here ln q is the corresponding q-analog of the logarithm defined by
andp z = p z a 0 andβ = βa 0 are the quantities p z and β, respectively, expressed in dimensionless units. The scaling plots are shown in Fig. 3 for the three principal direction of the crystal, whereβ 2 ln q J(p z /β) is plotted againstp [111]
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Summary and Discussion
In summary, the Compton profiles of the single-conduction-band of crystalline alkali metals were found to deviate significantly from the free-electron (inverted parabola) form below p < p F and to develop algebraic tails for high momenta. In particular, we showed that the overall shape of the Compton profiles can be fitted by q−Gaussian distributions from moderate to high momenta. This led us to derive a scaling relation which allows one to collapse the Compton profiles of all alkali metals along a given principal direction of the lattice onto a single curve.
In view of the fact that the q−Gaussian distribution is an exact stationary solution of the standard linear Fokker-Planck equation [57] and was recently found to describe the stationary momentum distribution of cold atoms in dissipative optical lattices [58] [59] [60] , our results suggest that the multiple scattering of valence electrons in solids may be understood as a stochastic dynamics which asymptotically produces the q−Gaussian distribution. In contrast to cold atoms in optical lattices where the potential can be tuned to produce different entropic parameters q, the electrons in solids are subject to the potential determined by the underlying lattice structure and chemical composition. Hence the q−Gaussian distribution has a fixed entropic parameter q. In a general Kohn-Sham construction the multiple scattering equations reduce to the solution of the one-electron equation in which the effective one-electron potential is a functional of the density of the electrons in the system. In the language of scattering theory the one-electron equation describes the collision of the electron with the external potential, representing electron-ion and electron-electron Coulomb interactions. Alkali metals provide a unique possibility to study the relation between the electron-ion interaction strength and the corresponding value of q. In fact, Vignat et al. [61] recently pointed out that in quantum mechanics the ground-state wave function of a particle in a Coulomb potential has the form of a q-Gaussian in momentum space. The q-Gaussian in Ref. [61] is the square root of the q-Gaussian in our investigation, which is consistent with the fact that the momentum density is the square of the wave function in momentum representation. Whether our findings reflect a specific shape of the screened Coulomb potential in real solids, captured by the special form of the exchange correlation function, remains a subject of further theoretical and experimental investigations. Although CP values at the higher momentum are less accurate due to a poor counting statistics, our analysis showed robustness of the fitting procedure against noise. Therefore it should be possible to verify our findings experimentally. This will open the possibility to develop models where the entropic parameter is explicitly included in the multiple scattering formalism, accounting for the important systematics in the data.
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Appendix A. q-Gaussian distribution function
In our analysis of the scaling properties of the Compton profiles of the alkali metals we employ a generalization of the Gaussian distribution, the so called q-Gaussian (4) . As discussed in the main text, the family of q-Gaussians reproduces the Compton profile in two well-known limiting cases: (i) For q = 0 the q-Gaussian has the shape of an inverted parabola, corresponding to the free, non-interacting electron gas [2] ; the curve reaches zero at p z = p F . (ii) For q = 2 the q-Gaussian reduces to a Lorentzian which describes the Compton profile of bound scatterers, such as the core electrons in solids [12] . Fig. A.4 shows the q-Gaussians (4) for different values of q at β = 1 on a linear scale.
For an accurate fit of the computed Compton profiles with a q-Gaussian distribution one has to take into account that the numerical values of the Compton profile decrease in accuracy for large values of p z . A least-square fit of the calculated data on a linear scale would overemphasize the values of the Compton profile for small values of p z , since the intensity of the profile is large in this range. On the other hand, a least-square fit on a double logarithmic scale would overemphasize the values of the Compton profile for large values of p z , i.e., in the less accurate tail. In order to fit the entire Compton profile lineshape we require a fitting procedure which is able to treat the function at small and large p z on equal footing. The difficulty in obtaining the optimal values of q and β lies mainly in the accurate determination of q. Therefore we separate the problem into two parts. First, assuming that the optimal value of q is already known, we take the inverse of the q-exponential, namely the q-logarithm (8) , and apply this function to the obtained data and the q-Gaussian: By normalizing the initial data, J q (p z = 0) = 1, one obtains
For each q value this defines a linear regression problem of the data points (ln q (J q (p z )), p z 2 ) and the global fitting procedure may be viewed as a one-dimensional optimization problem for the q values. Second, a criterion has to be found which allows one to determine the optimal value of q. The squared deviation, χ 2 , of the linear fit of ln q (J(p z )) vs. p 2 z , which is the typical measure for the fit accuracy in the linear regression problem, is unsuitable here since χ 2 is scaled down for large q values (the data is flattened with growing q). Hence, an optimization procedure for q based on χ 2 would always be biased towards large values of q. A better alternative is suggested by examining Eq. (A.2). Namely, for the optimal value of q the linear fit of ln q (J(p z )) vs. p 2 z should yield a line through the origin. It turns out that there is only one value of q which satisfies this criterion, at least for q ∈ [1, 3] . The slope α of the best least square fit then yields β as
3)
The stability of the fitting procedure outlined above has been verified by the following procedure. We take a qGaussian distribution for given values of q and β and introduce random, multiplicative white noise with amplitude ξ in the argument of the function as p z → p z + p z unif(−ξ, ξ), where unif(−ξ, ξ) indicates a uniform distribution. We consider three different amplitudes: ξ = 0.05, 0.1, 0.2, corresponding to 5%, 10%, and 20% noise, respectively, and produce 2.5 × 10 5 25 samples for each ξ, which we refer to as "set". By refitting the produced data we obtain the statistics on the reliability of the fit. In Fig. A.5 we show the q-Gaussian for q = 1.8, β = 1.0 and a single sample from each data set. The choice of this type of noise is motivated by the realistic envelope of error-bars around the data for the calculated Compton profile. In Fig. A.5 we also show the best q-Gaussian fits for the presented samples as well as the histograms which demonstrate the distribution of the best q-Gaussian fits for the 2.5 × 10 5 random samples for each of the data sets. As one can see the average value of q of these distributions corresponds toq ≈ 1.8. The standard deviations (data spread) decrease for decreasing noise amplitudes. These results validate the stability of the above mentioned fitting procedure.
