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Singular solutions of linear problems
with fractional Laplacian
Congming Li1,2 Chenkai Liu1 Zhigang Wu3 Hao Xu2
Abstract: In this paper, we study singular solutions of linear problems with fractional Laplacian.
First, we establish Boˆcher type theorems on a punctured ball via distributional approach. Then,
we develop a few interesting maximum principles on a punctured ball. Our distributional approach
only requires the basic L1loc-integrability. We also introduce several simple and useful lemmas, which
enable us to unify the treatments for both Laplacian and fractional Laplacian. These theorems,
lemmas and the methods introduced here can be adapted and applied in other situations.
Keywords: fractional Laplacian, singular solution, Boˆcher theorem, maximum principle, regular-
ities.
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1 Introduction
The well-known Boˆcher theorem [1, 5, 22] for the nonnegative harmonic function states:
Boˆcher theorem: If u(x) ∈ L1loc(B1\{0}) and u(x) is nonnegative and harmonic on B1\{0}, then
there is a constant a ≥ 0 such that u(x) ∈ L1loc(B1) and
−∆u(x) = aδ0(x), on B1 (1.1)
where δ0 is the Delta distribution concentrated at the origin.
The original proof is given by Boˆcher [5] based on some non-obvious properties of the level
surfaces of a harmonic function. Later, it was proved by Kellogg [18] using series expansions for
spherical harmonics and by Helms [16] via the potential theory and the theory of super-harmonic
functions. Recently, Axler [1] gave a simpler proof through the maximum principle, Harnack
inequality and the solvability of the Dirichlet problem in a unit ball.
Bre´zis-Lions [6] obtained another Boˆcher type theorem:
Theorem 1.1. Let u(x) ∈ L1loc(B1\{0}) be such that u(x) ≥ 0 in B1, ∆u(x) ∈ L
1
loc(B1\{0}) and
−∆u(x) +Mu(x) ≥ f(x), in B1, with f ∈ L
1
loc(B1), M > 0. (1.2)
Then u(x) ∈ L1loc(B1) and there exists ϕ(x) ∈ L
1
loc(B1) and a ≥ 0 such that
−∆u(x) = ϕ(x) + aδ0, in D
′(B1). (1.3)
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2They rely on the assumption f(x) ∈ L1loc(B1) and the sphere average method.
In the last few decades, problems of fractional Laplacian type have attracted a lot of attention
from scientists in both mathematical and physical sciences. However, due to the nonlocal nature
of the fractional Laplacian, new methods are needed to derive Boˆcher type theorems for fractional
Laplacian. Some simple cases are discussed in [21]. For a complete study, some unexpected diffi-
culties arise. Quite a few subtle and interesting basic estimates are introduced to deal with these.
These basic estimates are expected to have broader applications. The following are the generalized
version of Boˆcher theorems for both the Laplacian and fractional Laplacian cases:
Theorem 1.2 (Boˆcher theorem for Laplacian). Let B1 ⊂ R
n with n ≥ 2. Assume that u(x) ∈
L1loc(B1\{0}) be a nonnegative function satisfying
−∆u(x) +~b(x) · ∇u(x) + c(x)u(x) ≥ 0 in D′(B1\{0}), (1.4)
where ‖~b(x)‖C1(B1) + ‖c(x)‖L∞(B1) ≤M for some constant M , then u(x) ∈ L
1
loc(B1) and
−∆u(x) +~b(x) · ∇u(x) + c(x)u(x) = µ+ aδ0(x) in D
′(B1), (1.5)
for a constant a ≥ 0 and a nonnegative Radon measure µ on B1 satisfying µ({0}) = 0.
Theorem 1.3 (Boˆcher theorem for fractional Laplacian). Let B1 ⊂ R
n with n ≥ 2. Assume that
u(x) ∈ L2s with s ∈ (
1
2 , 1) be a nonnegative function satisfying
(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) ≥ 0 in D′(B1\{0}), (1.6)
where ‖~b(x)‖C1(B1) + ‖c(x)‖L∞(B1) ≤M for some constant M , then
(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) = µ+ aδ0(x) in D
′(B1), (1.7)
for a constant a ≥ 0 and a nonnegative Radon measure µ on B1 satisfying µ({0}) = 0.
Furthermore, the theorem holds for s ∈ (0, 1) when ~b(x) ≡ 0 in (1.6).
Inspired by the classical work of Berestycki-Nirenberg-Varadhan [4], Caffarelli-Nirenberg-Spruk
[10], we derive the maximum principles for ‘super-harmonic functions’ and ‘fractional super-harmonic
functions’ on a punctured ball utilizing the above Boˆcher type theorems.
Theorem 1.4. Let Br(x0) ⊂ R
n with n ≥ 2 and r ≤ 1, ‖~b(x)‖C1(Br(x0)) < M and c(x) ≤ M in
Br(x0) for some constant M > 0. Assume that u(x) ∈ L
1
loc(Br(x0)\{x0}) satisfies

−∆u(x) +~b(x) · ∇u(x) + c(x)u(x) ≥ 0, in D′(Br(x0)\{x0}),
u(x) ≥ m > 0, in Br(x0)\B r
2
(x0),
u(x) ≥ 0, in Br(x0).
(1.8)
Then there exists a constant α > 0 depending on n and M only, such that u(x) satisfies
u(x) ≥ αm, in Br(x0). (1.9)
In particular, when M = 0, we have α = 1, i.e.
u(x) ≥ αm, in Br(x0). (1.10)
3Theorem 1.5. Let Br(x0) ⊂ R
n with n ≥ 2 and r ≤ 1, ‖~b(x)‖C1(Br(x0)) ≤ M and c(x) ≤ M in
Br(x0) for some constant M > 0. Assume that u(x) ∈ L2s (
1
2 < s < 1) with u(x) ≥ 0, and satisfies

(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) ≥ 0, in D′(Br(x0)\{x0}),
u(x) ≥ m > 0, in Br(x0)\B r
2
(x0),
u(x) ≥ 0, in Rn.
(1.11)
Then there exists a positive constant α depending on n, s and M only, such that
u(x) ≥ αm, in Br(x0). (1.12)
Moreover, the theorem holds for all s ∈ (0, 1) when ~b(x) ≡ 0 in (1.11).
The following is another interesting maximum principle:
Theorem 1.6. Let Br(x0) ⊂ R
n with n ≥ 2 and r ≤ 1, ‖~b(x)‖C1(Br(x0)) ≤ M and c(x) ≤ M in
Br(x0) for some constant M > 0. Assume that u(x) ∈ L2s (0 < s < 1) with u(x) ≥ 0, and satisfies

(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) ≥ 0, in D′(Br(x0)),
u(x) ≥ m > 0, in Br(x0)\B r
2
(x0),
u(x) ≥ 0, in Rn.
(1.13)
Then there exists a positive constant α depending on n, s and M only, such that
u(x) ≥ αm, in Br(x0). (1.14)
It is surprising that even when s < 12 , which means (−∆)
su is no longer a dominate term, the
maximum principle still holds.
These maximum principles are the basic tools to deal with singular solutions for both equations
of Laplacian and fractional Laplacian. In particular, these are essential to study the equations
of Laplacian or fractional Laplacian by Kelvin transform and methods of moving plane. See the
related references [13, 12, 14, 11, 17] in this direction. It is an interesting open problem to know if
these maximum principles also hold in the anti-symmetric cases.
In proving these Boˆcher Type theorems and maximum principles, we develop some basic theo-
rems in section 5, which are also interesting in their own. The following is one of such theorems.
Theorem 1.7. Let Ω be a domain in Rn. Assume u(x), v(x), f(x), g(x) ∈ L1loc(Ω), and satisfy
(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) ≤ f(x) in D′(Ω),
(−∆)sv(x) +~b(x) · ∇v(x) + c(x)v(x) ≤ g(x) in D′(Ω),
(1.15)
where ‖~b(x)‖C1(Ω) + ‖c(x)‖L∞(Ω) <∞. Then for w(x) = max{u(x), v(x)}, it holds that
(−∆)sw(x) +~b(x) · ∇w(x) + c(x)w(x) ≤ f(x)χu>v + g(x)χu<v +max{f(x), g(x)}χu=v (1.16)
in the sense of distributions on Ω.
Some simple cases of this lemma are well known with broad applications, our distributional
approach makes it somewhat complete. In fact, the fractional Laplacian case is quite nontrivial.
We refer readers to some important and related work on the equations of the Laplacian or
fractional Laplacian, [2, 3, 15, 20] for the symmetry property, [4, 8] for maximum principles, [10,
11, 19] for singular solutions, and references therein.
4Throughout this paper, the widely used mollification of Λ ∈ D′ is JδΛ:
(JδΛ)(x) = (j
δ ∗ Λ)(x) = Λ(jδx), (1.17)
where j(y) ∈ D(B1) is a positive smooth radially symmetric function supported in B1 satisfying∫
Rn
j(y)dy = 1. Moreover, jδ(y) = 1δ j(
y
δ ) and j
δ
x(y) = j
δ(x− y).
The paper is organized as follows. In section 2 we give a unified approach for the proofs of
the Boˆcher type theorems for Laplacian and fractional Laplacian, respectively. The maximum
principles on punctured balls are established in section 3. In section 4 and section 5, we provide
some basic and interesting lemmas for fractional Laplacian, which are keys to derive the Boˆcher
type theorems for the theorems.
2 Boˆcher type theorems
2.1 Proof of Theorem 1.2
In this section, we prove Theorem 1.2.
Proof. We first show the existence of µ as a Radon measure on B1 and that u(x) ∈ L
1
loc(B1).
To begin with, we denote Λ = −∆u(x)+~b(x)·∇u(x)+c(x)u(x) as a distribution. Λ is monotone
nondecreasing by its nonnegativity. Thus we can extend it to a nonnegative linear functional on
Cc(B1\{0}). Applying the Riesz-Markov-Kakutani representation theorem, we can represent Λ as
Λ(ϕ) =
∫
B1\{0}
ϕ(x)dµ, (2.1)
where µ is a nonnegative Radon measure defined on B1\{0}.
We now extend the definition of µ as a nonnegative Borel measure on the whole ball B1 with
µ({0}) = 0. Notice that µ(Br0) may be infinity, since Br0\{0} is not a compact set in B1\{0}. In
order to show that µ is a nonnegative Radon measure on B1, we need µ(Br\{0}) < ∞, for some
0 < r < 1. From (2.1) we have the inequality:
−∆u(x) + div(~b(x)u(x)) + (2M + 1)u(x) ≥ u(x) + µ in D′(B1\{0}). (2.2)
For 0 < α < 1, 0 < ǫ < 1 and σ = 2M+1
n
, define
ϕǫ(r) =
{
1 + σr2 −
(
ln r
ln ǫ
)α
, when n = 2,
1 + σr2 − ( ǫ
r
)α, when n ≥ 3.
(2.3)
Then we have: when 0 < |x| ≤ r0 for some r0 independent of ǫ,
−∆ϕǫ(|x|)−~b(x) · ∇ϕǫ(|x|) + (2M + 1)ϕǫ(|x|) ≤ 0. (2.4)
We also define
ψǫ(x) = max{0, ϕǫ(|x|)}, and ψ
δ
ǫ (x) = Jδψǫ(x),
For this constructed, smooth function ψδǫ (x), by using a basic estimate we derive in theorem 5.8,
one has for |x| ≤ r0:
−∆ψδǫ (x)−
~b(x) · ∇ψδǫ (x) + (2M + 1)ψ
δ
ǫ (x) ≤Mδ‖∇ϕǫ(x)‖L∞({ϕǫ>0})χ
δ
{ϕǫ>0}
(x). (2.5)
5In addition, we need to choose a cutoff function η(x) ∈ C∞0 (B1) satisfying 0 ≤ η(x) ≤ 1,
η(x) =
{
1, |x| ≤ 12r0;
0, |x| ≥ 34r0.
(2.6)
By letting δ sufficiently small such that η(x)ψδǫ (x) ∈ D(B1\{0}), we can have the following estimate
after testing (2.2) by the nonnegative function η(x)ψδǫ (x)
0 ≤
∫
B1\{0}
η(x)ψδǫ (x)u(x)dx +
∫
B1\{0}
η(x)ψδǫ (x)dµ
=
∫
B1\{0}
u(x){(−∆)(η(x)ψδǫ (x))−
~b(x)∇(η(x)ψδǫ (x)) + (2M + 1)η(x)ψ
δ
ǫ (x)}dx
=
∫
B1\{0}
u(x)η(x){(−∆)ψδǫ (x)−
~b(x) · ∇ψδǫ (x) + (2M + 1)ψ
δ
ǫ (x)︸ ︷︷ ︸
by using (2.5)
}dx
+
∫
B1\{0}
u(x) {ψδǫ (x)(−∆)η(x) − 2∇η(x) · ∇ψ
δ
ǫ (x)− ψ
δ
ǫ (x)
~b(x) · ∇η(x)}︸ ︷︷ ︸
only supported in Br0\B r0
4
and bounded
dx
≤
∫
Br0\{0}
u(x)η(x)Mδ‖∇ϕǫ(x)‖L∞({ϕǫ>0})χ
δ
{ϕǫ>0}
(x)dx+ C1
∫
Br0\B r0
4
u(x)dx,
(2.7)
where C1 is independent of ǫ.
For fixed ǫ > 0, letting δ → 0 in (2.7), we obtain∫
B1\{0}
η(x)ψǫ(x)u(x)dx+
∫
B1\{0}
η(x)ψǫ(x)dµ ≤ C1
∫
Br0\B r0
4
u(x)dx := C2. (2.8)
Noticing ψǫ(x)ր (1+σ|x|
2) as ǫ→ 0, we can apply monotone convergence theorem and derive∫
B r0
2
\{0}
u(x)dx+ µ(B r0
2
\{0})
≤
∫
B1\{0}
η(x)(1 + σ|x|2)u(x)dx +
∫
B1\{0}
η(x)(1 + σ|x|2)dµ ≤ C2.
(2.9)
Then (2.9) immediately implies u(x) ∈ Lloc(B1). Hence µ, as the extension of a nonnegative Radon
measure on B1\{0}, is indeed a nonnegative Radon measure on the whole ball B1.
Next, we prove u(x) satisfies (1.5) in three steps, under the assumption that n ≥ 3. The case
of n = 2 is similarly derived.
Step 1. We claim that there exists constants a and ~d, independent of the test function ϕ(x),
such that
−∆u(x) +~b(x) · ∇u(x) + c(x)u(x) = µ+ aδ0(x) + (~d · ∇)δ0(x), in D
′(B1). (2.10)
We first rewrite (2.1) as
−∆u(x) + div(~b(x)u(x)) = [−c(x) + div(~b(x))]u(x) + µ := λ in D′(B1\{0}), (2.11)
where λ is a signed Radon measure on B1. Define η(x) ∈ D(B1) to be a function satisfying
0 ≤ η(x) ≤ 1, η(x) = 1 for x ∈ B 1
2
and η(x) = 0 for x ∈ Bc3
4
. Let ρǫ(x) = η(
x
2ǫ ). For a given test
6function ϕ(x) ∈ D(B1), letting ψ(x) = ϕ(x)− [ϕ(0) +∇ϕ(0) · x]η(x) ∈ D(B1), then we have∫
B1
u(x)[(−∆)ϕ(x) −~b(x) · ∇ϕ(x)]dx
=
∫
B1
u(x)(−∆ −~b(x) · ∇)(ϕ(0)η(x) + x · ∇ϕ(0)η(x))dx
+
∫
B1
u(x)(−∆ −~b(x) · ∇)ψ(x)dx
= ϕ(0)
∫
B1
u(x)(−∆ −~b(x) · ∇)η(x)dx︸ ︷︷ ︸
denoted as a1
+∇ϕ(0) ·
∫
B1
u(x)(−∆ −~b(x) · ∇)(xη(x))dx︸ ︷︷ ︸
denoted as ~d1
+ lim
ǫ→0
∫
B1
u(x)(−∆ −~b(x) · ∇)((1 − ρǫ(x))ψ(x))dx
+ lim
ǫ→0
∫
B1
u(x)(−∆ −~b(x) · ∇)(ρǫ(x)ψ(x))dx︸ ︷︷ ︸
denoted as I
= ϕ(0)a1 +∇ϕ(0) · ~d1 + I +
∫
B1
ψ(x)dλ
= ϕ(0)a1 +∇ϕ(0) · ~d1 + I +
∫
B1
ϕ(x)dλ − ϕ(0)
∫
B1
η(x)dλ︸ ︷︷ ︸
denoted as a2
−∇ϕ(0) ·
∫
B1
xη(x)dλ︸ ︷︷ ︸
denoted as ~d2
= ϕ(0)(a1 − a2)−∇ϕ(0) · (~d2 − ~d1) + I +
∫
B1
ϕ(x)dλ.
(2.12)
Here, we should notice that a := a1−a2 and ~d := ~d2− ~d1 are finite and independent of ϕ(x). Then,
it suffices to show that I = 0.
Indeed, one derives from ψ(x) = ϕ(x)−η(x)[ϕ(0)+x·∇ϕ(0)] that |ψ(x)| ≤ C|x|2, |∇ψ(x)| ≤ C|x|
and |∆ψ(x)| ≤ C. Combining with the fact that ρǫ(x) is supported in Bǫ, we have
|(−∆−~b(x) · ∇)(ρǫ(x)ψ(x))| ≤ C0, (2.13)
and hence
|I| ≤ lim
ǫ→0
∫
Bǫ
u(x)|(−∆ −~b(x) · ∇)(ρǫ(x)ψ(x))|dx ≤ C0 lim
ǫ→0
∫
Bǫ
u(x)dx = 0 (2.14)
Therefore, we have completed Step 1.
Step 2. We prove that the vector ~d in (2.10) must be zero.
First, recall the fundamental solution Φ(x) of the equation −∆u = 0, i.e.
Φ(x) =
1
n(n− 2)ωn
|x|2−n (2.15)
And in this step, we let p be a real number satisfying 1 < p < nn−1 . Since
~b(x) ∈ C1(B1) and
Φ(x) ∈W 1,p(B1), the W
2,p-theory enables us to choose g(x) ∈W 2,p(B1) ∩W
1,p
0 (B1) such that
−∆g(x) +~b(x) · ∇g(x) = ~b(x) · ∇Φ(x), in B1. (2.16)
Next, let h(x) = Φ(x)− g(x), then h(x) ∈W 1,p(B1) and satisfies
−∆h(x) +~b(x) · ∇h(x) = δ0(x), in D
′(B1). (2.17)
7Denoting w(x) = u(x)− ah(x)− ~d · ∇h(x), then after direct calculations we derive that
−∆w(x) +~b(x) · ∇w(x) = ν, in D′(B1), (2.18)
where ν, given by dν = dµ+ [−c(x)u(x) + (di∂i~b(x)) · ∇h(x)]dx, is also a Radon measure.
From the regularity estimates for (2.18) (see Lemma 4.1), we know w(x) ∈ W 1,p(B 1
2
). Then
from the above estimates for w(x), h(x) and g(x), we have
u(x)− ~d · ∇Φ(x) = w(x) + ah(x)− ~d · ∇g(x) ∈ L
n
n−1 (B 1
2
). (2.19)
However, assuming ~d 6= 0 one sees that
‖(~d · ∇Φ)−‖
L
n
n−1 (B 1
2
)
= +∞. (2.20)
Combining (2.19) and (2.20), we get
‖u−(x)‖
L
n
n−1 (B1)
≥ ‖(~d · ∇Φ)−‖
L
n
n−1 (B 1
2
)
− ‖u(x)− ~d · ∇Φ(x)‖
L
n
n−1 (B1)
= +∞, (2.21)
which clearly contradicts to u(x) ≥ 0. Therefore, we must have ~d = 0:
−∆u(x) +~b(x) · ∇u(x) + c(x)u(x) = µ+ aδ0(x), in D
′(B1). (2.22)
Step 3. To prove a ≥ 0 in (2.22), we first notice that µ˜ defined as
µ˜(E) := µ(E)−
∫
E
c(x)u(x)dx + aχE(0) (2.23)
is also a Radon measure, and Lemma (4.1), (2.22) yield u(x) ∈ W 1,p(B 1
2
) for 1 < p < nn−1 . These
facts enable us to define λ as:
λ(E) := µ(E ∩B 1
2
)−
∫
E∩B 1
2
(c(x)u(x) +~b(x) · ∇u(x))dx. (2.24)
We know λ is a Radon measure supported in B 1
2
satisfying λ({0}) = 0 and |λ|(B 1
2
) < +∞.
Defining v(x) =
∫
Rn
Φ(x− y)dλ, one calculates
−∆v(x) = λ, in D′(B 1
2
). (2.25)
Hence, denoting H(x) = u(x)− v(x)− aΦ(x), we see that
−∆H(x) = 0, in D′(B 1
2
). (2.26)
Consequently, H(x) ∈ C∞(B 1
2
).
Suppose that a < 0, then we can derive a contradiction by computing the integral of u(x) in a
δ-ball. Indeed, it holds that
1
δ2
∫
Bδ
|v(x)|dx ≤
1
δ2
C1
{∫
Bδ
[ ∫
B2ǫ
1
|x− y|n−2
d|λy|
]
dx+
∫
Bδ
[ ∫
Bc2ǫ
1
|x− y|n−2︸ ︷︷ ︸
|x−y|≥ǫ
d|λy|
]
dx
}
≤
C1
δ2
{∫
B2ǫ
[ ∫
Bδ
1
|x− y|n−2
dx
]
d|λy|+ C2
|λ|(B 1
2
)
ǫn−2
δn
}
.
(2.27)
8Noticing that ∫
Bδ
1
|x− y|n−2
dx ≤
∫
Bδ
1
|x|n−2
dx = C3δ
2, (2.28)
we get
1
δ2
∫
Bδ
|v(x)|dx ≤ C4(|λ|(B2ǫ) +
δn−2
ǫn−2
). (2.29)
However, considering aΦ(x) in the δ ball, we have
1
δ2
∫
Bδ
aΦ(x)dx =
C1
δ2
a
∫
Bδ
1
|x|n−2
dx ≤ −C5. (2.30)
By choosing ǫ sufficiently small first, then letting δ ≪ ǫ be small enough, we can get
C4(|λ|(B2ǫ) +
δn−2
ǫn−2
) <
C5
2
. (2.31)
From (2.27)-(2.31), it holds that
1
δ2
∫
Bδ
u(x)dx ≤
1
δ2
∫
Bδ
(|v(x)| + aΦ(x) + |H(x)|)dx ≤ −
C5
2
+
1
δ2
∫
Bδ
|H(x)|dx︸ ︷︷ ︸
→0, as δ→0
. (2.32)
Then, for sufficiently small δ, we get 1
δ2
∫
Bδ
u(x)dx < 0, which contradicts to u(x) ≥ 0.
In summary, we obtain the desired result: for a constant a ≥ 0,
−∆u(x) +~b(x) · ∇u(x) + c(x)u(x) = µ+ aδ0(x), in D
′(B1).
The proof of n = 2 is similar. This completes the proof of Theorem 1.2.
REMARK 1. Here n ≥ 2 is necessary, and we have the following counterexamples for n = 1:
• u(x) = |x|, and −u′′(x) = −2δ0(x), i.e. a = −2 < 0, in (2.11);
• u(x) =
{
0, x > 0,
1, x < 0,
and −u′′(x) = δ′0(x), i.e. d = 1 6= 0, in (2.11);
• u(x) = |x|θ, 0 < θ < 1, then −u′′(x) = θ(1 − θ)|x|θ−2. Let µ := θ(1 − θ)|x|θ−2dx then
µ(B 1
2
) =∞, i.e. µ cannot be extended as a Radon measure on B1.
2.2 Proof of Theorem 1.3
In this section, we prove Theorem 1.3, which deals with the case of fractional Laplacian[9]. For
u ∈ C∞0 (R
n), the fractional Laplacian (−∆)su is given by
(−∆)su(x) = Cn,sP.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s
dy, 0 < s < 1, (2.33)
where P.V. stands for the Cauchy principle value. Let
Lα =
{
u : Rn → R
∣∣∣∣
∫
Rn
|u(y)|
1 + |y|n+α
dy < +∞
}
.
9It is easy to see that for w ∈ L2s, (−∆)
sw as a distribution is well-defined: ∀ϕ ∈ C∞0 (R
n),
(−∆)sw(ϕ) =
∫
Rn
w(x)(−∆)sϕ(x)dx. (2.34)
The proof of theorem 1.3:
Proof. The local integrability of u(x) follows immediately from the fact that u(x) ∈ L2s. We will
first show the existence of µ. As in Theorem 1.2, applying the Riesz-Markov-Kakutani representa-
tion theorem, we see that
(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) = µ in D′(B1\{0}), (2.35)
where µ is a positive Radon measure defined on B1\{0}. Extend µ with µ({0}) = 0, we now show
that µ(Br) < +∞ for some 0 < r < 1.
Choose a constant α satisfying 0 < α < n− 2s, and define two functions
ϕǫ(x) := 1−
( ǫ
|x|
)α
; (2.36)
ψǫ(x) = max{ϕǫ(x), 0}. (2.37)
After a direct computation, we have
(−∆)sϕǫ(x)−~b(x) · ∇ϕǫ(x) + 2Mϕǫ(x) ≤ 2M, (2.38)
when |x| ≤ r0 < 1 for some r0 depending only on s, α and M .
Applying Corollary 5.9 to ϕǫ(|x|), and denoting ψ
δ
ǫ (x) = Jδψǫ(x), one derives, for |x| ≤ r0 <
1
2
(−∆)sψδǫ (x)−
~b(x) · ∇ψδǫ (x) + 2Mψ
δ
ǫ (x) ≤ 2M +Mδ‖∇ϕǫ(x)‖L∞(Bcǫ )χ
δ
Bǫ(x). (2.39)
Then we define a cutoff function η(x) ∈ C∞0 (B1) satisfying 0 ≤ η(x) ≤ 1, and
η(x) =
{
1, |x| ≤ 12r0,
0, |x| ≥ 34r0.
(2.40)
Letting 0 < δ < ǫ2 , then η(x)ψ
δ
ǫ (x) ∈ D(B1\{0}). Noticing also η(x)ψ
δ
ǫ (x) ≥ 0, we then test
equation (2.35) with it to have∫
B1
ψδǫ (x)η(x)dµ +
∫
B1
ψδǫ (x)η(x)[2M − c(x)− div(
~b(x))]u(x)dx
=
∫
Rn
u(x)[(−∆)s(ψδǫ (x)η(x)) −
~b(x) · ∇(ψδǫ (x)η(x)) + 2M(ψ
δ
ǫ (x)η(x))]dx
=
∫
Rn
u(x)η(x) [(−∆)sψδǫ (x)−
~b(x) · ∇ψδǫ (x) + 2Mψ
δ
ǫ (x)]︸ ︷︷ ︸
≤2M+Mδ‖∇ϕǫ(x)‖L∞(Bcǫ )χ
δ
Bǫ
(x), according to (2.39)
dx
+
∫
Rn
u(x)ψδǫ (x)(−∆)
sη(x)dx −
∫
Rn
u(x)ψδǫ (x)
~b(x) · ∇η(x)︸ ︷︷ ︸
C10 (Br0\B r0
4
)
dx
−
∫
Rn
∫
Rn
u(x)
(η(x) − η(y))(ψδǫ (x)− ψ
δ
ǫ (y))
|x− y|n+2s
dydx
≤
(
2M +Mδ‖∇ϕǫ(x)‖L∞(Bcǫ )
) ∫
B1
u(x)dx+ C1
∫
Br0\B r0
4
u(x)dx
+
∫
Rn
u(x)
[
|ψδǫ (x)(−∆)
sη(x)|︸ ︷︷ ︸
denoted as K1
+
∫
Rn
|(η(x) − η(y))(ψδǫ (x)− ψ
δ
ǫ (y))|
|x− y|n+2s
dy︸ ︷︷ ︸
denoted as K2
]
dx.
(2.41)
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We now show that Ki ≤
C
1+|x|n+2s (i = 1, 2). In fact, K1 ≤
C
1+|x|n+2s follows immediately from the
fact that η(x) ∈ C∞0 (R
n) and that 0 ≤ ψδǫ (x) ≤ 1. For K2, we can also derive K2 ≤
C
1+|x|n+2s
by
considering the following three cases:
Case 1: |x| ≤ r04 . Noticing that η(z) = 1 for |z| ≤
1
2 , we have
K2 =
∫
|x−y|≤
r0
4
|(η(x)−η(y))(ψδǫ (x)−ψ
δ
ǫ (y))|
|x− y|n+2s
dy︸ ︷︷ ︸
= 0, since |x|≤
r0
4
and |y|≤
r0
2
, then η(x)=η(y)=1
+
∫
|x−y|>
r0
4
|(η(x)−η(y))(ψδǫ (x)−ψ
δ
ǫ (y))|
|x− y|n+2s
dy
≤
∫
|x−y|>
r0
4
1
|x− y|n+2s
dy ≤ C.
(2.42)
Case 2: r04 < |x| ≤ 2. We can estimate K2 as
K2 =
∫
|x−y|≤
r0
8
|(η(x)−η(y))(ψδǫ (x)−ψ
δ
ǫ (y))|
|x− y|n+2s
dy +
∫
|x−y|>
r0
8
|(η(x)−η(y))(ψδǫ (x)−ψ
δ
ǫ (y))|
|x− y|n+2s
dy
≤
∫
|x−y|≤
r0
8
‖∇η‖L∞(Br0/8)
‖∇ψδǫ‖L∞(Br0/8)
|x− y|n+2s−2
dy +
∫
|x−y|>
r0
8
1
|x− y|n+2s
dy
≤ C.
(2.43)
Case 3: |x| > 2. K2 can be estimated as
K2 =
∫
|y|≤1
|(η(x)−η(y))(ψδǫ (x)−ψ
δ
ǫ (y))|
|x− y|n+2s
dy +
∫
|y|>1
|(η(x)−η(y))(ψδǫ (x)−ψ
δ
ǫ (y))|
|x− y|n+2s
dy
=
∫
|y|≤1
η(y)|(ψδǫ (x)−ψ
δ
ǫ (y))|
|x− y|n+2s
dy +
∫
|y|>1
η(y)|(ψδǫ (x)−ψ
δ
ǫ (y))|
|x− y|n+2s
dy︸ ︷︷ ︸
= 0, since η(y)=0 when |y|>1
≤ C|x|−(n+2s)
∫
|y|≤1
dy ≤ C
1
1 + |x|n+2s
.
(2.44)
Thus:
Ki ≤ C
1
1 + |x|n+2s
, i = 1, 2. (2.45)
Combining (2.41) and (2.45), and noticing that u(x) ∈ L2s, we obtain∫
B1
ψδǫ (x)η(x)dµ +
∫
B1
ψδǫ (x)η(x)[2M − c(x)− div(
~b(x))]u(x)dx
≤ C + Cδ‖∇ϕǫ(x)‖L∞(Bcǫ ).
(2.46)
Taking δ → 0 first and then ǫ→ 0 in (2.46), we can derive µ(B r0
2
) < +∞ for some constant r0 > 0,
where we have used the facts that ψδǫ → ψǫ in C(B1) as δ → 0 and ψǫ → 1 monotonically as ǫ→ 0.
In what follows, similar to the proof of theorem 1.2, we prove (1.7) in three steps.
Step 1 : We claim that there exists constants a and ~d, independent of ϕ(x), such that
(−∆)su(x) +~b(x)∇u(x) + c(x)u(x) = µ0 + aδ0 + ~d · ∇δ0, in D
′(B1). (2.47)
We first rewrite (2.35) as
(−∆)su(x) + div(~b(x)u(x)) = [−c(x) + div(~b(x))]u(x) + µ := λ in D′(B1\{0}), (2.48)
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where λ is a signed Radon measure on B1. Define η(x) ∈ D(B1) to be a function satisfying
0 ≤ η(x) ≤ 1, η(x) = 1 for x ∈ B 1
2
and η(x) = 0 for x ∈ Bc1
4
. Then let ρǫ(x) = η(
x
2ǫ). For a given
test function ϕ(x) ∈ D(B1), letting ψ(x) = ϕ(x)− (ϕ(0) +∇ϕ(0) · x)η(x) ∈ D(B1), then we have∫
Rn
u(x)[(−∆)sϕ(x)−~b(x)ϕ(x)]dx
=
∫
Rn
u(x)[(−∆)s −~b(x) · ∇][(ϕ(0) +∇ϕ(0) · x)η(x) + ψ(x)]dx
= ϕ(0)
∫
Rn
u(x)[(−∆)s −~b(x) · ∇]η(x)dx︸ ︷︷ ︸
denoted as a1
+∇ϕ(0) ·
∫
Rn
u(x)[(−∆)s −~b(x) · ∇](xη(x))dx︸ ︷︷ ︸
denoted as ~d1
+
∫
Rn
u(x)[(−∆)s −~b(x) · ∇]ψ(x)
= ϕ(0)a1 +∇ϕ(0) · ~d1 + lim
ǫ→0
∫
Rn
u(x)[(−∆)s −~b(x) · ∇](ρǫ(x)ψ(x))dx︸ ︷︷ ︸
denoted as I
+ lim
ǫ→0
∫
Rn
u(x)[(−∆)s −~b(x) · ∇][(1− ρǫ(x))ψ(x)]dx
= ϕ(0)a1 +∇ϕ(0) · ~d1 + I +
∫
Rn
ψ(x)dλ
= ϕ(0)a1 +∇ϕ(0) · ~d1 + I +
∫
Rn
ϕ(x)dλ − ϕ(0)
∫
Rn
η(x)dλ︸ ︷︷ ︸
denoted as a2
−∇ϕ(0) ·
∫
Rn
xη(x)dλ︸ ︷︷ ︸
denoted as ~d2
= ϕ(0)(a1 − a2)−∇ϕ(0) · ( ~d2 − ~d1) + I +
∫
Rn
ϕ(x)dλ.
(2.49)
Here, we should notice that a := a1−a2 and ~d := ~d2− ~d1 are finite and independent of ϕ(x). Then,
it suffices to show that I = 0. We now write I as
I = lim
ǫ→0
∫
Rn
u(x)(−∆)s(ρǫ(x)ψ(x))dx − lim
ǫ→0
∫
B1
u(x)~b(x) · ∇(ρǫ(x)ψ(x))dx =: I1 + I2. (2.50)
With an estimation similar to those in the proof of (2.14), we derives I2 = 0. Thus, next we
focus on I1.
One derives from ψ(x) = ϕ(x)− η(x)(ϕ(0)+x ·∇ϕ(0) that |ψ(x)| ≤ C|x|2, |∇ψ(x)| ≤ C|x| and
|∂ijψ(x)| ≤ C. Combining with the fact that ρǫ(x) is supported in Bǫ, we have
|∇(ρǫ(x)ψ(x))| ≤ |∇ρǫ(x)ψ(x)| + |ρǫ(x)∇ψ(x)|
≤ C
[
1
ǫ
|∇ρ(x
ǫ
)||x|2 + ρ(x
ǫ
)|x|
]
≤ Cǫ,
(2.51)
|∂ij(ρǫ(x)ψ(x))|
≤ |∂iρǫ(x)∂jψ(x)| + |∂jρǫ(x)∂iψ(x)| + |∂ijρǫ(x)ψ(x)| + |∂ijψ(x)ρǫ(x)|
≤ C
[
1
ǫ |∂iρ(
x
ǫ )||x| +
1
ǫ |∂jρ(
x
ǫ )||x|+
1
ǫ2
∂ijρ(
x
ǫ )|x|
2 + ρ(xǫ )
]
≤ C.
(2.52)
We will show that
|(−∆)s(ρǫ(x)ψ(x))| ≤
C(ǫ2s + ǫ2−2s)
1 + |x|n+2s
(2.53)
by considering the following two cases.
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Case 1: |x| ≤ 2. By the definition of the fractional Laplacian, for x ∈ B2ǫ, we have
(−∆)s(ρǫ(x)ψ(x))
= Cn,s lim
δ→0
∫
Rn\Bδ
ρǫ(x)ψ(x) − ρǫ(x+ y)ψ(x+ y)
|y|n+2s
dy
=
Cn,s
2
lim
δ→0
∫
B4ǫ\Bδ
2ρǫ(x)ψ(x) − ρǫ(x+ y)ψ(x + y)− ρǫ(x− y)ψ(x− y)
|y|n+2s
dy︸ ︷︷ ︸
denoted as K1
+ Cn,s
∫
Bc2ǫ
ρǫ(x)ψ(x) − ρǫ(x+ y)ψ(x+ y)
|y|n+2s
dy︸ ︷︷ ︸
denoted as K2
(2.54)
By using the Taylor expansion, one can observe
|2ρǫ(x)ψ(x) − ρǫ(x+ y)ψ(x+ y)− ρǫ(x− y)ψ(x− y)|
≤ C|∇2(ρǫ(ξ)ψ(ξ))||y|
2 ≤ C|y|2.
(2.55)
Hence
|K1| ≤ C
∫
B2ǫ
|y|2
|y|n+2s
dy ≤ Cǫ2−2s. (2.56)
For K2, we have
|ρǫ(x)ψ(x) − ρǫ(x+ y)ψ(x + y)| ≤ C|∇(ρǫ(ξ)ψ(ξ))||y| ≤ Cǫ|y|, (2.57)
and hence, for R > 4
|K2| =
∣∣∣∣
∫
BcR
ρǫ(x)ψ(x)
|y|n+2s
dy +
∫
BR\Bǫ
ρǫ(x)ψ(x) − ρǫ(x+ y)ψ(x + y)
|y|n+2s
dy
∣∣∣∣
≤
∫
BcR
|ρǫ(x)ψ(x)|
|y|n+2s
dy +
∫
BR\Bǫ
|ρǫ(x)ψ(x) − ρǫ(x+ y)ψ(x+ y)|
|y|n+2s
dy
≤
∫
BcR
1
|y|n+2s
dy + Cǫ
∫
BR\Bǫ
1
|y|n+2s−1
dy
≤ C1
1
R2s
+C2ǫ
∣∣∣ 1
R2s−1
−
1
ǫ2s−1
∣∣∣
≤ C
( 1
R2s
+
ǫ
R2s−1
+ ǫ2−2s
)
.
(2.58)
Let R = ǫ−1, we get
|K2| ≤ C(ǫ
2s + ǫ2−2s). (2.59)
Combining (2.56) and (2.59), we obtain
|(−∆)s(ρǫ(x)ψ(x))| ≤ C(ǫ
2s + ǫ2−2s). (2.60)
Case 2: |x| > 2. Since ψ(x) is compactly supported in B1
|(−∆)s(ρǫ(x)ψ(x))| = Cn,s
∣∣∣∣
∫
B1
ρǫ(y)ψ(y)
|x− y|n+2s
dy
∣∣∣∣ ≤ Cn,s
∫
B1
|ρǫ(y)ψ(y)|
|x− y|n+2s
dy
≤
C
1 + |x|n+2s
∫
B1
|ρǫ(y)ψ(y)|dy ≤
Cǫ
1 + |x|n+2s
,
(2.61)
where we used the fact that |x− y| ≈ (|x|+ 1), for |x| > 2 and |y| ≤ 1.
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This completes the proof of (2.53), and hence
I1 = lim
ǫ→0
∫
Rn
u(x)(−∆)s(ρǫ(x)ψ(x))dx = 0. (2.62)
Thus Step 1 is completed.
Step 2. We prove ~d = 0 (see 2.47). Let
Φ(x) =
Cn,s
|x|n−2s
(2.63)
be the fundamental solution of the fractional Laplacian (−∆)s, and p be a real number satisfying
1 < p < nn−2s+1 . Since
~b(x) ∈ C1(B1) and Φ(x) ∈ W
1,p(B1), the basic potential theory enables us
to choose g ∈ L2s satisfying:
(−∆)sg(x) +~b(x) · ∇g(x) = ~b(x) · ∇Φ(x)χB1(x) in D
′(Rn), (2.64)
with (−∆)sg ∈ Lp(Rn) (here s > 12) and g ∈W
1,p(B1). Further, let h = Φ− g, then h ∈W
1,p(B1)
and
(−∆)sh(x) +~b(x) · ∇h(x) = δ0(x), in D
′(B1). (2.65)
Letting w(x) = u(x)− ah(x)− ~d · ∇h(x), by a direct calculation, we derive
(−∆)sw(x) +~b(x) · ∇w(x) = µ− c(x)u(x) + (di∂i~b(x)), in D
′(B1). (2.66)
By using the estimate we derived in Lemma 4.4 for the equation (2.66), we know (−∆)sw(x) ∈
L
p
loc(B1). From the above regularity estimates for h(x) and g(x), we have
u(x)− ~d · ∇Φ(x) = w(x) + ah(x)− ~d · ∇g(x) ∈ L
n
n−2s+1 (B 1
2
). (2.67)
Assume ~d 6= 0 now, then one sees that
‖(~d · ∇Φ)−‖
L
n
n−2s+1 (B 1
2
)
= +∞. (2.68)
Thus, by combining (2.67) and (2.68), we obtain
‖u−‖
L
n
n−2s+1 (B1)
≥ ‖(~d · ∇Φ)−‖
L
n
n−2s+1 (B 1
2
)
− ‖u− ~d · ∇Φ‖
L
n
n−2s+1 (B1)
= +∞, (2.69)
which clearly contradicts to u(x) ≥ 0. Consequently, ~d = 0, i.e.,
(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) = µ+ aδ0(x), in D
′(B1). (2.70)
Step 3. To prove a ≥ 0 in (2.70), we first notice that µ˜ defined as
µ˜(E) := µ(E)−
∫
E
c(x)u(x)dx + aχE(0) (2.71)
is also a Radon measure, and Lemma 4.3 together with (2.70) gives u(x) ∈ W 1,p(B 1
2
) for 1 < p <
n
n−2s+1 . These facts enable us to define λ as:
λ(E) := µ(E ∩B 1
2
)−
∫
E∩B 1
2
(c(x)u(x) +~b(x) · ∇u(x))dx. (2.72)
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We know λ is a Radon measure supported in B 1
2
satisfying λ({0}) = 0 and |λ|(B 1
2
) < +∞.
Defining v(x) =
∫
Rn
Φ(x− y)dλy, then one easily calculates
(−∆)sv(x) = µ− (c(x)u(x) +~b(x) · ∇u(x)), in D′(B 1
2
). (2.73)
Then, denoting H(x) = u(x)− v(x)− aΦ(x), we know
(−∆)sH(x) = 0, in D′(B 1
2
), (2.74)
and hence H(x) ∈ C∞(B 1
2
).
Suppose that a < 0, then we will derive a contradiction by computing the integral of u(x) in a
δ-ball. In particular, we have
1
δ2s
∫
Bδ
|v(x)|dx ≤
1
δ2s
{∫
Bδ
[ ∫
B2ǫ
1
|x− y|n−2s
d|λy|
]
dx+
∫
Bδ
[ ∫
Bc2ǫ
1
|x− y|n−2s︸ ︷︷ ︸
|x−y|≥ǫ
d|λy|
]
dx
}
≤
C1
δ2s
{∫
B2ǫ
[ ∫
Bδ
1
|x− y|n−2s
dx
]
d|λy|+ C2
|λ|(B 1
2
)
ǫn−2s
δn
}
.
(2.75)
Noticing that ∫
Bδ
1
|x− y|n−2s
dx ≤
∫
B2δ
1
|x|n−2s
dx = C3δ
2s, (2.76)
we get
1
δ2s
∫
Bδ
|v(x)|dx ≤ C4(|λ|(B2ǫ) +
δn−2s
ǫn−2s
). (2.77)
However, considering aΦ(x) in the δ ball, we have
1
δ2s
∫
Bδ
aΦ(x)dx =
C1
δ2s
a
∫
Bδ
1
|x|n−2s
dx ≤ −C5. (2.78)
By choosing ǫ sufficiently small first and then letting δ be small enough, we can get
C4(|λ|(B2ǫ) +
δn−2s
ǫn−2s
) <
C5
2
. (2.79)
Then from (2.75)-(2.79), we have
1
δ2s
∫
Bδ
u(x)dx ≤
1
δ2s
∫
Bδ
(|v(x)| + aΦ(x) + |H(x)|)dx ≤ −
C5
2
+
1
δ2s
∫
Bδ
|H(x)|dx︸ ︷︷ ︸
→0, as δ→0
. (2.80)
Then, for sufficiently small δ, we get
1
δ2s
∫
Bδ
u(x)dx < 0, (2.81)
which contradicts to u(x) ≥ 0.
Consequently, a ≥ 0 and:
(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) = µ+ aδ0(x), in D
′(B1).
This completes the proof of Theorem 1.3.
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2.3 Two more adaptable Boˆcher type theorems
The following two more adaptable Boˆcher type theorems are direct corollaries of Theorem (1.2)
and Theorem (1.3)
Theorem 2.1. Let u(x), f(x) ∈ L1loc(B1\{0}) be a nonnegative function in R
n (n ≥ 2) satisfying
−∆u(x) +~b(x) · ∇u(x) + c(x)u(x) = f(x) ≥ 0 in D′(B1\{0}), (2.82)
where ‖~b(x)‖C1(B1) + ‖c(x)‖L∞(B1) ≤M for some constant M , then u(x), f(x) ∈ L
1
loc(B1) and
−∆u(x) +~b(x) · ∇u(x) + c(x)u(x) = f(x) + aδ0(x) in D
′(B1), (2.83)
for some a ≥ 0.
Theorem 2.2. Let u(x) ∈ L2s, f(x) ∈ L
1
loc(B1\{0}) with s ∈ (
1
2 , 1) be a nonnegative function in
R
n (n ≥ 2) satisfying
(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) = f(x) ≥ 0 in D′(B1\{0}), (2.84)
where ‖~b(x)‖C1(B1) + ‖c(x)‖L∞(B1) ≤M for some constant M , then u(x), f(x) ∈ L
1
loc(B1) and
(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) = f(x) + aδ0(x) in D
′(B1), (2.85)
for some a ≥ 0.
Besides, when ~b(x) ≡ 0, then the theorem holds for s ∈ (0, 1).
3 Maximum principles
In this section, we prove Theorem 1.4 Theorem 1.5 and Theorem 1.4. These maximum principles
can be derived easily if we apply the Boˆcher type theorems.
3.1 Proof of Theorem 1.4
Proof. Without loss of generality, we may assume c(x) ≡M , r = 1 and x0 = 0.
Applying Theorem 1.2, we know u(x) ∈ L1loc(B1), and
−∆u(x) +~b(x) · ∇u(x) +Mu(x) = µ+ aδ0 ≥ 0, in D
′(B1). (3.1)
Mollify this equation, we have
−∆Jδu(x) + Jδ(~b · ∇u)(x) +MJδu(x) ≥ 0 in B1−δ. (3.2)
For 0 < δ < 14 , denoting u
δ(x) = Jδu(x) and Nδ(x) = ~b(x) · ∇Jδu(x)− Jδ(~b · ∇u)(x), we know:{
−∆uδ(x) +~b(x) · ∇uδ(x) +Muδ(x) ≥ Nδ(x), in B1−δ
u(x) ≥ m, on ∂B1−δ.
(3.3)
Let vδ(x) be a solution of the following problem:{
−∆vδ(x) +~b(x) · ∇vδ(x) +Mvδ(x) = Nδ(x), in B1−δ
v(x) = 0, on ∂B1−δ.
(3.4)
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Applying the standard maximum principle to uδ − vδ on B1−δ, we know u
δ − vδ ≥ Cm in B1−δ,
where C = C(n,M) is a positive constant. To derive (1.10) we should notice that C(n, 0) = 1.
According to Lemma 5.6, Nδ(x) → 0 in L
1
loc(B1) as δ → 0, hence v
δ(x) → 0 in W 1,ploc (Br) as
δ → 0 for given 0 < r < 1 and 1 < p < n
n−1 . Now for any given ϕ(x) ∈ D(B1) with ϕ(x) ≥ 0, say
supp(ϕ) ⊂ Br for some r < 1, we have∫
Br
(uδ(x)− vδ(x))ϕ(x)dx ≥ Cm
∫
Br
ϕ(x)dx. (3.5)
Here, it’s clear that
∫
Br
uδ(x)ϕ(x)dx →
∫
Br
u(x)ϕ(x)dx and
∫
Br
vδ(x)ϕ(x)dx→ 0 as δ → 0. Hence,
letting δ → 0 in (3.5), we get ∫
B1
u(x)ϕ(x)dx ≥ Cm
∫
B1
ϕ(x)dx, (3.6)
which immediately implies (1.9).
REMARK 5. Theorem 1.4 does not hold when n = 1. In fact, for the special case c(x) ≡ 0, the
function v(x) = |x| satisfies (1.8) but obviously does not satisfy (1.9).
3.2 Proof of Theorem 1.6
Proof. Define:
M1 :=
∫
Bc7
8
Cn,s
(|y| − 58 )
n+2s
dy <∞, M2 :=
∫
B 7
8
\B 5
8
Cn,s
|y|n+2s
dy > 0.
Then there exists a constant: σ ∈ (0, 1) such that:
∫
B1\Bσ
|∇j(y)|dy ≤
M2
2M
.
Further, for such fixed σ, we define: M3 := sup
y∈Bσ
|∇j(y)|
j(y)
<∞.
We prove that u(x) ≥ αm with α =
M2
2(M1 +M2 + 2M +MM3)
.
Without loss of generality, we assume r = 1 and x0 = 0.
Let v(x) = min{u(x),m}, from Lemma 5.4 one derives:
(−∆)sv(x) +~b(x) · ∇v(x) +Mv(x) ≥ 0, in D′(B1). (3.7)
Consider the mollified function vδ(x) = Jδv(x) with 0 < δ ≤
1
8 , we have:

(−∆)svδ(x) + Jδ(~b · ∇v)(x) +Mv
δ(x) ≥ 0, in B 7
8
,
vδ(x) = m > 0, in B 7
8
\B 5
8
,
(3.8)
We need to prove that:
vδ(x¯) = min
{
vδ(x)
∣∣x ∈ B 7
8
}
≥ αm. (3.9)
Because vδ(x) = m ≥ vδ(y) for all x ∈ B 7
8
\B 5
8
and y ∈ B 7
8
, we only need to consider the case
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x¯ ∈ B 5
8
. Then x¯ is an interior minimal point, thus ∇vδ(x¯) = 0. We calculate:
Jδ(~b · ∇v)(x¯) = Jδ(~b · ∇v)(x¯)−~b(x¯) · ∇v
δ(x¯)
=
∫
Rn
v(y)[(~b(x¯)−~b(y)) · ∇yjδ(x¯− y)− (∇ ·~b)(y)jδ(x¯− y)] dy
≤
∑
i,j
‖∂ibj‖L∞(B1)
∫
Rn
v(y)[δ|∇jδ(x¯− y)|+ jδ(x¯− y)] dy
≤M
[
vδ(x¯) +
∫
Bδ(x¯)
v(y)δ|∇jδ(x¯− y)|dy︸ ︷︷ ︸
denote as I
]
.
(3.10)
We can then estimate I:
I =
∫
Bδ(x¯)
v(y)δ|∇jδ(x¯− y)|dy
≤
∫
Bσδ(x¯)
v(y)δ|∇jδ(x¯− y)|dy +m
∫
Bδ(x¯)\Bσδ(x¯)
δ|∇jδ(x¯− y)|dy
≤M3
∫
Bσδ(x¯)
v(y)jδ(x¯− y)dy +
M2m
2M
≤M3v
δ(x¯) +
M2m
2M
.
(3.11)
Further, define
M4(x¯) =
∫
Bc7
8
Cn,s
|x¯− y|n+2s
dy ≤M1, M5(x¯) =
∫
B 7
8
\B 5
8
Cn,s
|x¯− y|n+2s
dy ≥M2,
Then
0 ≤ (−∆)svδ(x¯) + Jδ(~b · ∇v)(x¯) +Mv
δ(x¯)
= Cn,s
(∫
Bc7
8
vδ(x¯)− vδ(y)
|x¯− y|n+2s
dy +
∫
B 7
8
\B 5
8
vδ(x¯)− vδ(y)
|x¯− y|n+2s
dy
+P.V.
∫
B 5
8
vδ(x¯)− vδ(y)
|x¯− y|n+2s︸ ︷︷ ︸
≤0
dy
)
+M [vδ(x¯) + I] +Mvδ(x¯)
≤ M4(x¯)v
δ(x¯) +M5(x¯)(v
δ(x¯)−m) + 0 + 2Mvδ(x¯) +MI
≤ M1v
δ(x¯) +M2(v
δ(x¯)−m) + 2Mvδ(x¯) +MM3v
δ(x¯) +
M2m
2
= (M1 +M2 + 2M +MM3)v
δ(x¯)−
M2
2
m.
This implies vδ(x) ≥ αm in B 7
8
. By taking δ → 0, we get v(x) ≥ αm, thus u(x) ≥ αm in B1.
3.3 Proof of Theorem 1.5
Proof. Applying Theorem 1.3, we know:
(−∆)su(x) +~b(x) · ∇u(x) +Mu(x) = µ+ aδ0 ≥ 0, in D
′(B1). (3.12)
Then we derive the desired result from theorem 1.6
We emphasize here the importance of the Boˆcher type Theorem 1.3: the nonnegative fractional
super-harmonic function on the punctured ball B1\{0} is also actually a fractional super-harmonic
function on the whole ball B1.
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REMARK 6. There is an obvious difference between (1.10) in Theorem 1.4 and (1.12) in Theorem
1.5 for the special case M = 0 in (1.8) and (1.11), that is, the positive constant α < 1 in (1.12),
which is resulted by the non-locality of the fractional Laplacian. See some interesting examples in
[21].
4 Regularity of solutions
Lemma 4.1. Suppose that u(x) ∈ L1loc(B1) is a solution of the equation
−∆u(x) +~b(x) · ∇u(x) = µ, in D′(B1), (4.1)
where µ is a Radon measure and ~b(x) ∈ C1(B1). Then it holds that u(x) ∈ W
1,p
loc (B1) for 1 ≤ p <
n
n−1 .
Lemma 4.2. Suppose that w(x) ∈ L2s with 0 < s < 1 and
(−∆)sw(x) = 0, in B1, (4.2)
then w(x) is smooth in B1.
Proof of Lemma 4.2. First of all, we consider the case that w(x) ∈ C(Rn). Then we can use Green’s
function of the fractional Laplacian given in Theorem 2.10 of [7] to have
w(x) =
∫
Bct
Pt(x, y)w(y)dy, (4.3)
with the Green’s function Pt(x, y) with fixed t > 0 given by
Pt(x, y) = c(n, s)
(
t2 − |x|2
|y|2 − t2
)s 1
|x− y|n
, for any x ∈ Bt and any y ∈ R
n\B¯t. (4.4)
For given x ∈ B1, by taking average of w(x) on the torus 1 − δ0 ≤ t ≤ 1 with δ0 =
1−|x|
2 from
the representation (4.3), we have
w(x) =
∫ 1
1−δ0
dt
1
δ0
∫
Bct
Pt(x, y)w(y)dy
=
∫
|y|>1−δ0
w(y)
1
δ0
∫
1−δ0≤t≤min(|y|,1)
Pt(x, y)dtdy :=
∫
|y|≥1−δ0
w(y)G1,δ0(x, y)dy,
(4.5)
with
Gr,δ0(x, y) =
1
δ0
∫
r−δ0≤t≤min(|y|,r)
Pt(x, y)dt. (4.6)
By a direct calculation, we know that ∂αxGr,δ0(x, y) is continuous in y for any nonnegative multi-
index α. This yields that w(x) is smooth in Bt with 0 < t < 1.
Second, when w(x) ∈ L2s, we consider the mollification wǫ(x) = Jǫw(x) with ǫ≪ δ0. Then
wǫ(x) =
∫
|y|≥1−2δ0
wǫ(y)G1−δ0,δ0(x, y)dy →
∫
|y|≥1−2δ0
w(y)G1−δ0,δ0(x, y)dy, when ǫ→ 0.
Here we have used the fact that wǫ(x) → w(x) in L2s, which is derived from G1−δ0,δ0(x, y) ≤
C
1+|y|n+2s
. This proves that w(x) is smooth in B1.
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Lemma 4.3. Let B1 ⊂ R
n with n ≥ 2. Assume that u(x) ∈ L2s with s ∈ (
1
2 , 1) satisfies
(−∆)su(x) +~b(x) · ∇u(x) = µ in D′(B1), (4.7)
where µ is a Radon measure and ~b(x) ∈ C1(B1).
Then (−∆)ru(x) ∈ Lploc(B1) for 1 ≤ p <
n
n−2s+2r and r < s.
Proof. First, we show that (−∆)ru(x) ∈ L1loc(B1) for r < s. To this end, we fix ǫ ∈ (0,
1
3) and set
v(x) = c(n, s)
∫
Rn
1
|x− y|n−2s
dµ˜y + c(n, s)
∫
Rn
divy
(
~b(y)
|x− y|n−2s
)
u˜(y)dy
= c(n, s)
∫
B1
1
|x− y|n−2s
dµ˜y + c(n, s)
∫
B1
divy
(
~b(y)
|x− y|n−2s
)
u˜(y)dy
:= v1(x) + v2(x)
(4.8)
with
u˜(x) =
{
u(x), x ∈ B1,
0, x ∈ Bc1,
and µ˜(E) = µ(E ∩B1−ǫ)
By Young’s inequality, v1(x) is well-defined. A direct calculation shows
(−∆)sv(x) +~b(x) · ∇u(x) = µ in D′(B1−ǫ),
and consequently (−∆)sw(x) = 0 in D′(B1−ǫ), where w(x) := u(x)− v(x). (4.9)
From Lemma 4.2, we know that w(x) is smooth in B1−ǫ. We now consider the estimate of v(x).
For v1(x), we have
(−∆)rv1(x) = C
∫
B 3
4
1
|x− y|n−2s+2r
dµy, (4.10)
which together with Hausdorff-Young inequality gives (−∆)rv1(x) ∈ L
1(B1) for 0 < r < s.
For v2(x), it needs to use method of induction. We rewrite v2(x) as
v2(x) =
∫
B1
div~b(y)
|x− y|n−2s
u(y)dy + C
∫
B1
~b(y) · (x− y)
|x− y|n−2s+2
u(y)dy
:= v3(x) + v4(x).
(4.11)
The estimate for v3(x) can be obtained in the same way of v1(x). We are focused to show (−∆)
rv4 ∈
L1(B1) In fact, by using Hausdorff-Young inequality and the following estimate
|(−∆)
2s−1
4 v4(x)| ≤ C
∫
B1
|~b(y)|
|x− y|n−s+
1
2
|u(y)|dy. (4.12)
This implies (−∆)
2s−1
4 v4(x) ∈ L
p(B1) for 1 ≤ p <
n
n−(s− 1
2
)
. Similarly, we have for some integer
k > 0 such that
(−∆)
k(2s−1)
4 v4(x) ∈ L
p(B1), with 1 ≤ p <
n
n− k(s− 12)
and
k(2s − 1)
2
< 1. (4.13)
Then we set c(2s−1)4 = r, and denote [c] = k. Hence, by virtue of the following equality
(−∆)rv4(x) =
∫
B1
(−∆)
(c−k)(2s−1)
4
x
~b(y) · (x− y)
|x− y|n−2s+2
(−∆)
k(2s−1)
4
y u(y)dy, (4.14)
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(4.13) and Hausdorff-Young inequality, we get
(−∆)rv4(x) ∈ L
p(B1), for 1 ≤ p <
n
n− 2s+ 2r
with 0 < r < s, (4.15)
which together with the above estimates for v1, v3 implies (−∆)
rv(x) ∈ L1(B1) for 0 < r < s. Since
u(x) = v(x) + w(x) and w(x) is smooth in Bt with 0 < t < 1, we can conclude that
(−∆)ru(x) ∈ L1(Bt) for 0 < t < 1, and 0 < r < s. (4.16)
In the second step, we will prove that (−∆)ru(x) ∈ Lp(Bt) for 0 < t < 1 and 0 < r < s. In fact,
we can select r′ such that 0 < r < r′ < s and (−∆)r
′
u(x) ∈ L1(Bt). Then select 1 ≤ p <
n
n−2(r′−r) .
By virtue of Hardy-Littlewood-Sobolev inequalities, we have that (−∆)ru(x) ∈ Lp(Bt) for 1 ≤ p <
n
n−2s+2r and 0 < r < s. This completes the proof of Lemma 4.3.
In the same way, we can also obtain Wα,p-estimate when the source term is a function in
Lp(B1)-space.
Lemma 4.4. Let B1 ⊂ R
n with n ≥ 2. Assume that u(x) ∈ L2s with s ∈ (
1
2 , 1) satisfies
(−∆)su(x) +~b(x) · ∇u(x) = f(x) in D′(B1), (4.17)
where f(x) ∈ Lp(B1) with p > 1 and ~b(x) ∈ C
1(B1).
Then (−∆)su(x) ∈ Lploc(B1) for p > 1.
Proof. As in Lemma 4.3, we first set
v(x) =
∫
Rn
f(y)
|x− y|n−2s
dy +
∫
Rn
divy
( ~b(y)
|x− y|n−2s
)
u˜(y)dy
=
∫
B1
f(y)
|x− y|n−2s
dy +
∫
B1
divy
(
~b(y)
|x− y|n−2s
)
u(y)dy
:= v1(x) + v2(x)
(4.18)
with
u˜(x) =
{
u(x), x ∈ B1,
0, x ∈ Bc1.
It is obvious that (−∆)sv(x) +~b(x) · ∇u(x) = f(x) and
(−∆)sw(x) = 0 in B1, where w(x) = u(x)− v(x). (4.19)
From Lemma 4.2, we know that w(x) is smooth in Bt with 0 < t < 1. Thus, in the following, we
consider the estimate of v(x).
For v1(x), since f(x) ∈ L
p(B1), we know that (−∆)
sv1(x) ∈ L
p(B1) by using Hausdorff-Young
inequality again.
For v2(x), by taking method of induction to the following equality as in Lemma 4.3
v2(x) =
∫
B1
div~b(y)
|x− y|n−2s
u(y)dy + C
∫
B1
~b(y) · (x− y)
|x− y|n−2s+2
u(y)dy
:= v3(x) + v4(x),
(4.20)
we can conclude that there exists a constant r satisfying s < r < n2 such that (−∆)
rv4(x) ∈
Lq(B1) for 1 < q <
n
n−2r . Then by using Hardy-Littlewood-Sobolev inequality ‖(−∆)
sv4‖Lp(B1) ≤
C‖(−∆)rv4‖Lq(B1) when we further select r satisfying max{
n
4 (1 −
1
p
) + s2 , s} < r <
n
2 . Thus,
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(−∆)sv4(x) ∈ L
p(B1). Similarly, we can also get (−∆)
sv3(x) ∈ L
p(B1). Thus from v(x) =
v1(x) + v3(x) + v4(x), we have proved that (−∆)
sv(x) ∈ Lp(B1).
Since u(x) = v(x) + w(x) and w(x) is smooth in Bt with 0 < t < 1, we can conclude that
(−∆)su(x) ∈ Lp(B1), 0 < t < 1. (4.21)
This proves Lemma 4.4.
5 Constructions of super/sub harmonic functions
Given two superharmonic functions u and v, it is well known that one can construct a new
superharmonic function w(x) = min{u(x), v(x)}. Here, we present a few interesting lemmas to give
a somewhat complete presentation for both Laplacian and fractional Laplacian cases via the more
general distributional approach.
5.1 Statements of the lemma
Lemma 5.1. Let Ω be a domain in Rn. Assume u(x), v(x), f(x), g(x) ∈ C20 (Ω), and satisfy
i) −∆u(x) +~b(x) · ∇u(x) + c(x)u(x) = f(x) in Ω,
ii) −∆v(x) +~b(x) · ∇v(x) + c(x)v(x) = g(x) in Ω,
(5.1)
where ‖~b(x)‖C1(Ω) + ‖c(x)‖L∞(Ω) <∞. Then for w(x) = max{u(x), v(x)}, it holds that
−∆w(x) +~b(x) · ∇w(x) + c(x)w(x) ≤ f(x)χu>v + g(x)χu≤v in D
′(Ω). (5.2)
Lemma 5.2. Let Ω be a domain in Rn. Assume u(x), v(x), f(x), g(x) ∈ C20 (Ω), and satisfy
i) (−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) = f(x) in Ω,
ii) (−∆)sv(x) +~b(x) · ∇v(x) + c(x)v(x) = g(x) in Ω,
(5.3)
where ‖~b(x)‖C1(Ω) + ‖c(x)‖L∞(Ω) <∞. Then for w(x) = max{u(x), v(x)}, it holds that
(−∆)sw(x) +~b(x) · ∇w(x) + c(x)w(x) ≤ f(x)χu>v + g(x)χu≤v in D
′(Ω). (5.4)
Theorem 5.3. Let Ω be a domain in Rn. Assume u(x), v(x), f(x), g(x) ∈ L1loc(Ω), and satisfy
−∆u(x) +~b(x) · ∇u(x) + c(x)u(x) ≤ f(x) in D′(Ω),
−∆v(x) +~b(x) · ∇v(x) + c(x)v(x) ≤ g(x) in D′(Ω),
(5.5)
where ‖~b(x)‖C1(Ω) + ‖c(x)‖L∞(Ω) <∞. Then for w(x) = max{u(x), v(x)}, it holds that
−∆w(x)+~b(x)·∇w(x)+c(x)w(x) ≤ f(x)χu>v+g(x)χu<v+max{f(x), g(x)}χu=v in D
′(Ω). (5.6)
Theorem 5.4. Let Ω be a domain in Rn. Assume u, v ∈ L2s, f, g ∈ L
1
loc(Ω), and satisfy
(−∆)su(x) +~b(x) · ∇u(x) + c(x)u(x) ≤ f(x) in D′(Ω),
(−∆)sv(x) +~b(x) · ∇v(x) + c(x)v(x) ≤ g(x) in D′(Ω),
(5.7)
where ‖~b(x)‖C1(Ω) + ‖c(x)‖L∞(Ω) <∞. Then for w(x) = max{u(x), v(x)}, it holds that
(−∆)sw(x)+~b(x)·∇w(x)+c(x)w(x) ≤ f(x)χu>v+g(x)χu<v+max{f(x), g(x)}χu=v in D
′(Ω). (5.8)
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5.2 Some important estimates appear in the proof
Lemma 5.5. Let Ω be a domain in Rn. Assume w(x) ∈ L2s, f(x) ∈ L
1
loc(Ω), and satisfy
(−∆)sw(x) = f(x) in D′(Ω) (5.9)
then
(−∆)sJδw(x) = Jδf(x) in Ω
δ, (5.10)
where Ωδ = {x ∈ Rn|Bδ(x) ⊂ Ω}.
In particular, if (−∆)sw(x) ≥ 0, i.e. w(x) is fractional super-harmonic in the domain Ω ⊂ Rn,
then Jδw(x) is also fractional super-harmonic in the domain Ω
δ.
Proof. By a direct computation, we know∫
Rn\{|x−y|≤ǫ}
1
|x− y|n+2s
(Jδw(x) − Jδw(y))dy
=
∫
Rn\{|x−y|≤ǫ}
1
|x− y|n+2s
(∫
Rn
jδ(x− z)w(z)dz −
∫
Rn
jδ(y − z)w(z)dz
)
dy
=
∫
Rn
w(z)
∫
Rn\{|x−y|≤ǫ}
jδ(x− z)− jδ(y − z)
|x− y|n+2s
dydz.
(5.11)
Taking ǫ→ 0 in (5.11) and noticing the definition of the fractional Laplacian, we know
(−∆)sJδw(x) =
∫
Rn
w(z)(−∆)sxj
δ(x− z)dz =
∫
Rn
w(z)(−∆)szj
δ(x− z)dz, (5.12)
where we have used the fact that (−∆)sxg(x− z) = (−∆)
s
zg(x− z). Notice also:
Jδf(x) = Jδ((−∆)
sw)(x) =
∫
Rn
w(z)(−∆)szj
δ(x− z)dz in Ωδ. (5.13)
Lemma 5.5 follows.
Lemma 5.6. Let Ω be a domain in Rn, u(x) ∈ L1loc(Ω) and ‖
~b(x)‖C1(Ω) <∞, then
Nδ(x) := ~b(x) · ∇Jδu(x)− Jδ(~b · ∇u)(x)→ 0 in L
1
loc(Ω), as δ → 0
+. (5.14)
Proof. For ant subdomain Ω′ ⊂⊂ Ω. Define a real number d = 12d(∂Ω
′′, Ω¯′) > 0, and let δ ∈ (0, d).
For any x ∈ Ω′, we calculate
Nδ(x) = ~b(x) · ∇Jδu(x)− Jδ(~b · ∇u)(x)
=
∫
Bδ(x)
u(y)~b(x) · ∇xj
δ(x− y)dy +
∫
Bδ(x)
u(y)divy(~b(y)j
δ(x− y))dy
= −
∫
Bδ(x)
u(y)~b(x) · ∇yj
δ(x− y)dy +
∫
Bδ(x)
u(y)divy(~b(y)j
δ(x− y))dy
=
∫
Bδ(x)
u(y)divy[(~b(y)−~b(x))j
δ(x− y)]dy
=
∫
Bδ(x)
(u(y)− u(x))divy[(~b(y)−~b(x))j
δ(x− y)]dy.
(5.15)
Hence
|Nδ(x)| ≤
∫
Bδ(x)
|u(y)− u(x)|
∣∣divy[(~b(y)−~b(x))jδ(x− y)]∣∣︸ ︷︷ ︸
≤C1δ−n
dy
≤
C1
δn
∫
Bδ(x)
|u(y)− u(x)|dy =:Mδ(x).
(5.16)
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Lebesgue differentiation theorem shows that Mδ(x) → 0 as δ → 0
+ at Lebesgue points of
u(x). Choose a subsequence δk → 0 such that limk→∞
∫
Ω′Mδk(x)dx = lim supδ→0
∫
Ω′Mδ(x)dx.
The Egorov’s theorem then gives that ∀ǫ > 0,∃Aǫ ⊂ Ω
′ (µ(Aǫ) < ǫ) and Mδk(x) converges to 0
uniformly on Ω′\Aǫ as δ → 0
+, and∫
Ω′
Mδk(x)dx ≤
∫
Ω′\Aǫ
Mδk(x)dx +
C1
δnk
∫
Aǫ
∫
Bδk
|u(x+ ξ)|+ |u(x)|dξdx
≤
∫
Ω′\Aǫ
Mδk(x)dx + 2C2 sup
ξ∈Bδk
∫
Aǫ
|u(x+ ξ)|dx.
(5.17)
Letting k →∞ in (5.17), we get
lim sup
δ→0+
∫
Ω′
Mδ(x)dx ≤ 2C2 sup
ξ∈Bd
∫
Aǫ
|u(x+ ξ)|dx. (5.18)
Taking ǫ→ 0+ in (5.18) then, we derive by the integrability u ∈ L1loc(Ω) that,
lim
ǫ→0
sup
ξ∈Bd
∫
Aǫ
|u(x+ ξ)|dx = 0, (5.19)
hence
lim sup
δ→0+
∫
Ω′
|Nδ(x)|dx ≤ lim sup
δ→0+
∫
Ω′
Mδ(x)dx ≤ 0. (5.20)
This proves Lemma 5.6.
Lemma 5.7. Let Ω be a domain in Rn, u(x) smooth and ‖~b(x)‖C1(Ω) ≤ K, then for x ∈ Ω,
|Jδ(~b · ∇u
+)(x)−~b(x) · ∇Jδu
+(x)| ≤ Kδ‖∇u‖L∞({u>0})χ
δ
u>0(x). (5.21)
Proof. The proof is by direct calculation.
5.3 Proof of the lemmas
5.3.1 The proof of Lemma 5.1
Proof. We now prove the lemma in three steps.
Step 1. We first assume that v(x) = g(x) = 0, ∂{x ∈ Ω|u(x) > 0} is an n − 1 dimensional
C1-manifold and derive the desired results (5.2). Let ϕ(x) ∈ C∞0 (Ω) be a nonnegative test function
and ν(x) denote the exterior unit normal vector of ∂{x ∈ Ω|u(x) > 0}. Then we have∫
Ω
−w(x)∆ϕ(x)dx =
∫
{x∈Ω|u(x)>0}
−u(x)∆ϕ(x)dx
=
∫
{x∈Ω|u(x)>0}
−ϕ(x)∆u(x)dx +
∫
∂{x∈Ω|u(x)>0}
ϕ(x)
∂u
∂ν
(x)− u(x)
∂ϕ
∂ν
(x)dσ
=
∫
{x∈Ω|u(x)>0}
−ϕ(x)∆u(x)dx +
∫
∂{x∈Ω|u(x)>0}
ϕ(x)
∂u
∂ν
(x)dσ
≤
∫
Ω
−χu>0(x)ϕ(x)∆u(x)dx.
(5.22)
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Here we used the fact that ∂u∂ν ≤ 0, u = 0 on ∂{u > 0} ∩Ω, and that ϕ = 0,
∂ϕ
∂ν = 0 on ∂Ω.∫
Ω
w(x)
[
−div(~b(x)ϕ(x)) + c(x)ϕ(x)
]
dx
=
∫
{x∈Ω|u(x)>0}
u(x)
[
−div(~b(x)ϕ(x)) + c(x)ϕ(x)
]
dx
=
∫
{x∈Ω|u(x)>0}
[
~b(x) · ∇u(x) + c(x)u(x)
]
ϕ(x)dx
−
∫
∂{x∈Ω|u(x)>0}
u(x)ϕ(x)~b(x) · ν(x)dσ
=
∫
Ω
[
~b(x) · ∇u(x) + c(x)u(x)
]
χu>0(x)ϕ(x)dx.
(5.23)
Adding up (5.22) and (5.23):∫
Ω
w(x)[−∆ϕ(x) − div(~b(x)ϕ(x)) + c(x)ϕ(x)]dx ≤
∫
Ω
ϕ(x)f(x)χu>0(x)dx. (5.24)
Hence, −∆w(x) +~b(x) · ∇w(x) + c(x)w(x) ≤ f(x)χu>0(x), in D
′(Ω).
Step 2. In this step, we will drop the assumption that {x ∈ Ω|u(x) > 0} has C1-boundary.
Denote uσ = u−σ for σ > 0. By Sard’s theorem, we can choose a sequence {σk} → 0 such that for
each k, the set {x ∈ Ω|uσk(x) > 0} has C
1-boundary. Applying (5.24) to wσk = max{uσk(x), 0},
we have∫
Ω
wσk(x)[−∆ϕ(x) − div(
~b(x)ϕ(x)) + c(x)ϕ(x)]dx ≤
∫
Ω
ϕ(x)(f(x) − σkc(x))χu>σk (x)dx, (5.25)
where ϕ(x) ∈ C∞0 (Ω) is a nonnegative test function. In (5.25) we have
1. w(x) − σ ≤ wσ(x) ≤ w(x), hence wσk → w in L
1
loc(Ω), as k →∞;
2.
∞⋃
k=1
{x ∈ Ω|u(x) > σk} = {x ∈ Ω|u(x) > 0}, where
{
{x ∈ Ω|u(x) > σk}
}∞
k=1
is a sequence of
monotonically increasing sets, hence χu>σk → χu>0 in L
1
loc(Ω), as k →∞;
3. c(x) is bounded;
4. ϕ has compact support.
Letting k →∞, we get∫
Rn
w(x)[−∆ϕ(x) − div(~b(x)ϕ(x)) + c(x)ϕ(x)]dx ≤
∫
Rn
ϕ(x)f(x)χu>0(x)dx, (5.26)
i.e. −∆w(x) +~b(x) · ∇w(x) + c(x)w(x) ≤ f(x)χu>0(x), in D
′(Ω).
Step 3. Consider the general case that v(x) 6= 0. Applying Step 2 to u(x)− v(x), we derive
−∆h(x) +~b(x) · ∇h(x) + c(x)h(x) ≤ (f(x)− g(x))χu>v(x) in D
′(Ω), (5.27)
where h(x) = max{u(x) − v(x), 0}. Adding (5.1)ii to (5.27) we derive
−∆w(x) +~b(x) · ∇w(x) + c(x)w(x) ≤ f(x)χu>v + g(x)χu≤v in D
′(Ω).
This proves Lemma 5.1.
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5.3.2 The proof of Lemma 5.2
Proof. We only focus on the statement that for w(x) = max{u(x), 0}, if ∂{x ∈ Ω|u(x) > 0} is an
n− 1 dimensional manifold, then∫
Rn
w(x)(−∆)sϕ(x)dx ≤
∫
{x∈Ω|u(x)>0}
(−∆)su(x)ϕ(x)dx, (5.28)
for any given 0 ≤ ϕ(x) ∈ C∞0 (R
n), and then the rest of the proof follows exactly the same as
Lemma 5.1.
Denote U = {x ∈ Ω|u(x) > 0}. For a fixed ǫ > 0, it holds∫
Rn
w(x)
∫
Rn\|x−y|≤ǫ
ϕ(x)− ϕ(y)
|x− y|n+2s
dydx =
∫
U
∫
Rn\|x−y|≤ǫ
u(x)
ϕ(x) − ϕ(y)
|x− y|n+2s
dydx
=
∫
U
∫
Rn\|x−y|≤ǫ
ϕ(x)(u(x) − u(y))
|x− y|n+2s
dydx+
∫
U
∫
Rn\|x−y|≤ǫ
u(y)ϕ(x) − u(x)ϕ(y)
|x− y|n+2s
dydx
=
∫
U
∫
Rn\|x−y|≤ǫ
ϕ(x)(u(x) − u(y))
|x− y|n+2s
dydx
+
∫
U
∫
U\|x−y|≤ǫ
u(y)ϕ(x)− u(x)ϕ(y)
|x− y|n+2s
dydx︸ ︷︷ ︸
=0, since changing the place of x and y, the value remains fixed
+
∫
U
∫
Uc\|x−y|≤ǫ
u(y)ϕ(x) − u(x)ϕ(y)
|x− y|n+2s︸ ︷︷ ︸
≤0, since u(y)≤0 and u(x)>0
dydx
≤
∫
U
ϕ(x)
∫
Rn\|x−y|≤ǫ
u(x)− u(y)
|x− y|n+2s
dydx.
(5.29)
Since ϕ(x) ∈ C∞0 (Ω) and u(x) is smooth, the above integrals are bounded. Then letting ǫ→ 0,
we arrive at (5.28). The proof comes from [21]. We provide it here for the convenience of readers.
5.3.3 The proof of Theorem 5.3
Proof. Without loss of generality, we may assume that c(x) ≡ c0. For any domains Ω
′ and Ω′′ with
Ω′ ⊂⊂ Ω. Define d = 12d(∂Ω, Ω¯
′) > 0, and let δ ∈ (0, d). For any x ∈ Ω′, denote uδ(x) = Jδu(x),
vδ(x) = Jδv(x), f
δ(x) = Jδf(x), and g
δ(x) = Jδg(x). Then
−∆uδ(x) +~b(x) · ∇uδ(x) + c0u
δ(x) ≤ f δ(x) +Mδ(x)
−∆vδ(x) +~b(x) · ∇vδ(x) + c0v
δ(x) ≤ gδ(x) +Nδ(x)
}
in Ω′, (5.30)
where Mδ and Nδ converges to 0 in L
1
loc(R
n) according to Lemma 5.6.
Applying Lemma 5.1, we get
−∆wδ(x)+~b(x)·∇wδ(x)+c0w
δ(x) ≤ f δ(x)χuδ>vδ+g
δ(x)χuδ≤vδ+Mδ(x)+Nδ(x) in D
′(Ω′), (5.31)
where wδ(x) = max{uδ(x), vδ(x)}. Choose a subsequence δk → 0 as k → ∞. Since u
δ(x) − vδ(x)
converges to u(x)−v(x) in L1(Ω′), we can apply the Egorov’s theorem, ∀ǫ > 0,∃Aǫ ⊂ Ω
′ (µ(Aǫ) < ǫ)
and uδk(x)− vδk(x) converges to u(x)− v(x) uniformly on Ω′\Aǫ.
Fix σ > 0, we have 1 = χ{u−v>σ}\Aǫ + χ{u−v<−σ}\Aǫ + χ{|u−v|≤σ}∪Aǫ . For δ sufficiently small,
we calculate that in Ω′:
f δk(x)χuδk>vδk + g
δk(x)χuδk≤vδk
= (f δk(x)χuδk>vδk + g
δk(x)χuδk≤vδk )(χ{u−v>σ}\Aǫ + χ{u−v<−σ}\Aǫ + χ{|u−v|≤σ}∪Aǫ)
= f δk(x)χ{u−v>σ}\Aǫ + g
δk(x)χ{u−v<−σ}\Aǫ
+(f δk(x)χuδk>vδk + g
δk(x)χuδk≤vδk )χ{|u−v|≤σ}∪Aǫ
≤ f δk(x)χ{u−v>σ}\Aǫ+g
δk(x)χ{u−v<−σ}\Aǫ +max{f
δk(x), gδk (x)}χ{|u−v|≤σ}∪Aǫ .
(5.32)
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Substituting this into (5.31), one obtains in the sense of D′(Ω′):
−∆wδk(x) +~b(x) · ∇wδk(x) + c0w
δk(x)−Mδk(x)−Nδk(x)
≤ f δk(x)χ{u−v>σ}\Aǫ+g
δk(x)χ{u−v<−σ}\Aǫ +max{f
δk(x), gδk (x)}χ{|u−v|≤σ}∪Aǫ .
(5.33)
Observing that as k →∞ Mδ and Nδ converges to 0 in L
1
loc(R
n) (Lemma 5.6), one derives:
−∆wδk(x) +~b(x) · ∇wδk(x) + c0w
δk(x)− (Mδk(x) +Nδk(x))
→ −∆w(x) +~b(x) · ∇w(x) + c0w(x)
in D′(Ω′);
and
f δ(x)χ{u−v>σ}\Aǫ + g
δ(x)χ{u−v<−σ}\Aǫ +max{f
δ(x), gδ(x)}χ{|u−v|≤σ}∪Aǫ
→ f(x)χ{u−v>σ}\Aǫ + g(x)χ{u−v<−σ}\Aǫ +max{f(x), g(x)}χ{|u−v|≤σ}∪Aǫ
in D′(Ω′).
Letting k →∞ in (5.33) we get
−∆w(x) +~b(x) · ∇w(x) + c0w(x)
≤ f(x)χ{u−v>σ}\Aǫ + g(x)χ{u−v<−σ}\Aǫ +max{f(x), g(x)}χ{|u−v|≤σ}∪Aǫ
in D′(Ω′). (5.34)
Then, let ǫ→ 0+ in (5.34):
−∆w(x) +~b(x) · ∇w(x) + c0w(x)
≤ f(x)χ{u−v>σ} + g(x)χ{u−v<−σ} +max{f(x), g(x)}χ{|u−v|≤σ}
in D′(Ω′). (5.35)
Finally, let σ → 0+ in (5.35). Since it is clear that χ{u−v>σ}, χ{u−v<−σ}, and χ{|u−v|≤σ}
converges to χu>v, χu<v, and χu=v in L
1(Ω′), respectively, we obtain
−∆w(x) +~b(x) · ∇w(x) + c0w(x) ≤ f(x)χu>v + g(x)χu<v +max{f(x), g(x)}χu=v in D
′(Ω′).
Notice that Ω′ is an arbitrary pre-compact domain in Ω, we then arrive at the desired result.
5.3.4 The proof of Theorem 5.4
Proof. The proof is similar to the proof of Theorem 5.3.
REMARK 3: The special but essential case of Lemma 5.5 when f(x) = g(x) = 0 has been proved
in [23] under the assumptions u(x) and v(x) ∈ L2s are lower semi-continuous. Here we do not
require lower semi-continuity.
5.4 Some other estimates for the proof of Boˆcher type theorem
Here are two corollaries that are directly used in the proof of Boˆcher type theorem.
Corollary 5.8. Assume that u is a smooth function satisfying
−∆u(x) +~b(x) · ∇u(x) + c0u(x) = f(x) in R
n, (5.36)
where ‖~b(x)‖C1(Rn) ≤ c0 and {x ∈ R
n|u(x) > 0} ⊂⊂ Rn.
Letting w(x) = u+(x), then for the mollified function wδ(x) = Jδw(x), we have
−∆wδ(x) +~b(x) · ∇wδ(x) + c0w
δ(x) ≤ Jδ(fχu>0)(x) + c0δ‖∇u‖L∞({u>0})χ
δ
u>0(x). (5.37)
Corollary 5.9. Assume that u is a smooth function satisfying
(−∆)su(x) +~b(x) · ∇u(x) + c0u(x) = f(x) in R
n, (5.38)
where ‖~b(x)‖C1(Rn) ≤ c0 and Ω = {x ∈ R
n|u(x) > 0} ⊂⊂ Rn.
Letting w(x) = u+(x), then for the mollified function wδ(x) = Jδw(x), we have
(−∆)swδ(x) +~b(x) · ∇wδ(x) + c0w
δ(x) ≤ Jδ(fχu>0)(x) + c0δ‖∇u‖L∞({u>0})χ
δ
u>0(x). (5.39)
These two statements are direct corollaries of Lemma 5.1, Lemma 5.2 and Lemma 5.7.
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