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CHAPTER 1. INTRODUCTION 
Multivariate distributions other than the normal distribution are needed when 
the marginal distributions are not normal or when other properties of the joint distri­
bution differ from those of a multivariate normal distribution, notably when contours 
of constant density are not ellipses, or conditional expectations are not linear regres­
sions, variances and covariances of conditional distributions are affected by the values 
of the conditioning variables. Multivariate distributions that describe non-normal 
variations have been considered by a number of authors. For example, non-normal 
distributions with normal margins were found to be appropriate for some bivariate 
geological data studied in Cook and Johnson (1981, 1986). Early work goes back 
to Edgeworth (1896) where families of bivariate distributions are derived as series 
involving the bivariate pdf and all its partial derivatives as well as the cumulants of 
the distribution (Mardia, 1970). This procedure assumes the knowledge of all the 
moments. Multivariate distributions with non-normal margins arise in many fields. 
In multivariate survival analysis, for example, the variables of interest are nonneg-
ative event times that often have skewed marginal distributions like the Weibull, 
exponential, log-normal, Pareto or inverse Gaussian distributions. 
Generally bivariate distributions are better suited for practical use when they 
have convenient mathematical expressions, when they allow for a large range of cor-
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relations and a variety of shapes, and when they are motivated by important ap­
plications. Kimmeldorf and Sampson (1975) give the conditions that any single 
parameter family of distributions with prescribed margins should satisfy. These con­
ditions address the absolute continuity, continuity in the association parameter, and 
the inclusion of both Frechet bounds as well as the independence case. Also they 
indicate how to derive families of bivariate distributions with specified margins from 
other families of cdf's using the translation method. That is, given a bivariate cdf 
F with marginal cdf's Fi and F2, we can obtain a bivariate cdf from F with de­
sired marginal cdf's Gi and G2 by considering the cdf F(Fj~^(Gi(a:)), F^^(G2(j/))) 
where = inf{a: : F{{x) > t},i = 1,2. Thus the translation method makes it 
clear that bivariate distributions are made of the marginal cdf's and a dependence 
function. These two elements are not necessarily unrelated. The authors construct a 
new family of distributions on [0,1] X [0,1] satisfying the above requirements where 
the supports of the distributions depend on the association parameter. Note that the 
requirements of absolute continuity excludes finite mixtures of singular distributions 
such as those defined by Frechet (1951, 1958). 
Solutions of the Pearson (1895) differential equation are known to provide dif­
ferent classes of pdf's, including the often used normal and gamma families. The 
generalization to a bivariate system of differential equations involves ^ and 
where f=f(x,y) is the bivariate pdf, and the X^-'s are linear functions in 
X and y, and the Ç^'s are quadratic functions in x and y. Von Uven (1948, 1949) 
solved this system providing many classes of bivariate distributions, including some 
that were previously derived by other methods. 
Frechet (1951) shows that every univariate distribution can be generalized in 
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many ways. He derived the boundary distributions for all bivariate distributions 
with the specified marginals. These bounds, known as Frechet bounds, are singular 
distributions. The upper bound is concentrated on the line Fi(x) = F'liy), while the 
lower bound is concentrated on the line = 1 — F2{y). Frechet (1951) considers 
a linear combination of these two bounds as a class of bivariate cdf's. This class does 
not contain the independence case nor does it guarantee the absolute continuity of 
its elements. Frechet (1958) augments this class to contain the independence case. 
This class presents difficulties when dealing with the estimation of the parameters. 
Multivariate distributions with specified univariate marginal cdf's are always 
possible to obtain. However, specification of higher dimensional margins imposes 
properties of the copulas defining the joint cdf, which may exist only under special 
circumstances. Dall'Aglio (1960) gives necessary and sufiicient conditions for the 
trivariate Frechet lower bound, which is max{F]^(a:) + ^2(2/) + F^{z) — 2,0}, to be a 
cdf with fixed bivariate Frechet lower bounds as margins. More generally given two 
bivariate margins, Dall'Aglio (1972) establishes the condition for the third bivariate 
margin of a trivariate cdf to be compatible with the two given bivariate margins. 
This condition is ^23(^,2) = Pr[y <y,Z< z\X — x]dFi{x), when F12 and 
are the specified bivariate marginal cdf's. When the multivariate cdf's exist, 
Sklar (1959) relates every n-dimensional cdf to a copula, which is a continuous cdf on 
[0,1]^. He also presents a multivariate analog of Frechet bounds, but only the upper 
bound is guaranteed to be a cdf. 
There are many general classes of multivariate cdf's, and some of them include 
the multivariate normal cdf. We cite the class of spherically and elliptically symmet­
ric and a-symmetric distributions. They are defined respectively by the properties: 
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(i) Sphericity: the random vector PX is distributed as X for any orthogonal matrix 
P. 
(ii) Ellipticity: F = /t + A'X, X is spherically distributed and A = S, S is a 
positive definite matrix. 
(iii) «-symmetry: the characteristic function is a > 0, where ||i||a = 
71 JL ( Z and n is the dimension of t. 
î > l  _  
Properties of these families of distributions can be found in Fang et al. (1990). 
In the following we present some families of multivariate cdf's where the associ­
ated copula is unrelated to the marginals. These families do not necessarily contain 
either the multivariate normal distribution or the Frechet bounds. 
G umbel (1960) introduces three bivariate exponential distributions. The first 
one is defined by: 
F { x , y )  = 1 - e"® - e-y -|- > 0 
where 8 E (0,1). This family contains the independence case but does not contain 
the Frechet bounds. The correlation coefficient is in the interval [0,0.4]. The second 
distribution is of the Morgenstern type with exponential margins. The correlation 
coefiicient is limited to the interval [—0.25,0.25]. The third one is: 
F { x , y )  = 1 - e"® - e~y + m > 1. 
G umbel (1961) studies two bivariate logistic distributions, the first one is: 
F{x,y) = where a:,y G iZ. 
This distribution is not parameterized which limits its applicability. The second class 
of distributions is of Morgenstern's type. He also mentions a third class: 
[-log(F(z,2/))]^ = [-log(f(z))]^ + [-log(f(y))]^ 
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where m > 1. The first distribution is a particular case of the Malik and Abra­
ham (1973) multivariate cdf which is derived by considering a conditional indepen­
dence model. Given a random variable a distributed as an exponential distribution, 
Xi,..,Xn are i.i.d. extreme value random variables with parameter a. The joint 
unconditional cdf of Xjj-.Xn is obtained by integrating the joint conditional distri­
bution relative to the distribution of a. 
Farlie (1960) studies the behavior of some correlation coefficients in a general 
form of the Morgenstern distribution, 
F i x , y )  = f(z)F(y)[l + A { F { x ) ) B { F { y ) ) ]  
where A and B are functions on [0,1] satisfying 
lim A { u )  = 0, lim B { v )  =  0, |/1| <1, |5| < 1, 0 < u, v  <  1. 
u—>r v—«•I 
The Farlie-Gumbel-Morgenstern (F-G-M) distribution 
F { x , y )  =  F { x ) F { y ) [ l  +  a(l  -  F(z))( l  -  F(y))] ,  |a |  < 1 
is known to have a low correlation coefficient (Schucany, et al., 1978). It has been 
extended twice by Johnson and Kotz (1975, 1977). Huang and Kotz (1984) show 
that including one additional term, i.e., 
F { x , y )  =  F { x ) F { y ) [ l  +  a S { x ) S { y )  +  / 3 F { x ) S { x ) F { y ) S { y ) ] ,  S { x )  = 1 - F { x )  
yields about a 30 percent increase in the range of possible correlation when the 
marginals are either uniform or normal, and the increase can be higher for some 
other distributions. 
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In a reliability context, Freund (1961) derives a joint distribution to model the 
lifetimes of two components where each of them has an exponentially distributed 
lifetime but the hazard of failing shifts to another value when the other component 
fails. The correlation coefficient is shown to be between — j and 1, but the marginal 
distributions are not exponential. 
Marshall and Olkin (1967) derive a bivariate exponential distribution arising 
from a fatal shock model on a two component system. Three independent Poisson 
processes Aj), (^2^, A2), {Zi2t, Aj2) ^^e used to model the number of failures in 
component 1, component 2, and in the two components simultaneously. The proba­
bility of survival of the two components after times (s,t) provides the Marshall and 
Olkin (1967) cdf. This distribution also arises from a nonfatal shock model and from 
a generalization of the lack of memory property of the exponential distribution. This 
distribution presents a singularity along the line x=y, but it possesses exponential 
marginals. 
Plackett (1965) introduces a method of building multivariate distributions from 
a homogeneity constraint on the odds ratio for possible 2x2 table of cell probabilities 
obtained from quadrants of the bivariate cdf. Mardia (1970) and Johnson and Kotz 
(1972) give an explicit expression of the cdf as a function of the marginal cdf's. When 
the marginals are continuous the joint cdf is absolutely continuous. Possible values 
of the correlation coefficient range from —1 to 1. This family of cdf's achieves its 
Frechet bounds. With normal marginals, this bivariate distribution closely resembles 
the bivariate normal cdf. This family of cdf's has been manipulated to provide a 
useful model for two-way ordered categorical data (Dale, 1986). 
Clayton (1978) derives a bivariate cdf to model the transmission of a hereditary 
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disease in a human population between fathers and sons. The association parameter 
between lifetimes is expressed as a ratio of the hazard rate of the conditional distri­
bution of son's time Tj given that the father's time is T2 = ^2 the hazard rate of 
Ti given that T2 > (2- The association parameter is symmetric in the sense that the 
same value is obtained when is the father's time and Tg is the son's time. The 
distribution is also derived via a conditional independence model. An unobservable 
random variable that describes the underlying genetic and environmental effects has a 
gamma distribution. Conditional on this variable the individuals in each pair respond 
independently. The unconditional distribution is obtained by averaging the product 
of the conditional distributions relative to the gamma distribution. The cdf's are 
absolutely continuous and the correlation coefficient is in (0,1). This distribution is 
a l s o  o b t a i n e d  a s  a n  i n f i n i t e  m i x t u r e  o f  t h e  f o r m  F { x , y )  =  < f ) { 4 > ~ ^ { F { x ) )  +  ( l ) ~ ^ { G { y ) ) )  
where a) = (1 —is the Laplace transform of the gamma distribution (Mar­
shall and Olkin, 1988). 
Lindley and Singpurwalla (1986) study the reliability of two component systems, 
where the lifetime of each component is described by an exponential distribution. The 
working environment affects the expected lifetimes of both components by the same 
multiplicative factor which is assumed to be distributed as a gamma random variable. 
Given the value of this factor, survival times are assumed to be independent. The joint 
survival time is obtained by integrating the product of the conditional distributions 
relative to the gamma distribution. The Lindley and Singpurwalla (1986) cdf and 
the Clayton (1978) cdf use the same copulas. 
All, Mikhael, and Haq (1978) derive a family of bivariate distributions in the 
following way. H{x) = odds that an individual survives beyond x, is a 
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decreasing function from +00 to 0. It provides an expression of F as a function of H. 
We get F{x) = A straightforward generalization of the univariate cdf F(x) 
to the bivariate case is 
1 F { x , y )  =  
1 +  H { x , y )  
For F(x,y) to have marginals F(x) and F(y), the function H should satisfy H ( x ^  +00) = 
H{x) and H{+oo,y) = H{y). A complete specification of the joint cdf is obtained 
b y  s o l v i n g  t h e  d i f f e r e n t i a l  e q u a t i o n  q ^ H \ x ) ^ ^ ^ [ y )  ~  ^  ~  s o m e  c o n s t a n t  0.  
The solution is F { x , y )  = i^(a;)F(y)[l +^5(a:)5(i/)]~^, when -1 < ^ < 1. ^ = 0 
corresponds to the independence case. 
Genest and MacKay (1986) show that many distributions can be obtained by 
using the Laplace transform and its inverse. For a regular strictly decreasing function 
(f> on the interval [0,1] such that (/>(1) = 0, bivariate families of distributions can 
be obtained as F{x,y) = + (l>{F{y)). This procedure is useful for 
constructing bivariate cdf's, but it is not clear which choice of the function <(> provides 
bivariate distributions with desired properties. Moreover, this method can generate 
singular distributions when ^ 0. The singularity occurs on the curve {(a:,î/.) : 
(/.(a:) + ( p { y )  = <?!>(0)}. 
Lancaster (1958) derives a general expression for bivariate distributions satisfy­
ing the following conditions: 
(1) Existence of Radon-Nikodym density in L ^ { R ^ , d F d G { y ) ) .  
(2) All moments exist for each marginal distribution. 
(3) The orthonormal polynomials relative to the marginal F(x), i.e., 
f  ( ( ^ ^ ( x ) d F ( x )  = 0 and J  ( ( ^ ^ ( x X ( ^ ^ ( x ) d F ( x )  = S ^ j ,  and the orthonormal polyno­
mials relative to G(y), are complete bases of the corresponding spaces. 
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Then any bivariate distribution satisfying the conditions can be expressed as 
*,J>1 
with p ^ j  =  S  f  C ^ ^ \ x ) r ) ^ ^ \ y ) d F { x , y )  and J 2 _ p h  < +00. The bivariate pdf f(x,y) 
determines the correlation coefficients between the orthonormal polynomials in the 
different spaces. A simpler expression of the pdf using canonical variables 
f { x , y )  = /(®)3(y)[i + 1] 
. ^">1 
where the pairs of functions are the most correlated in L ^ { R ^ , d F { x , y ) )  
with correlation /Oj, 6 L^{R,dF) and it is orthonormal to the subspace spanned 
( j )  t  .  (  2 )  0  
by Q  , j  <  i ,  and 6 L {R,dG) and it is orthogonal to the subspace spanned by 
<  i .  A sufficient condition for f(x,y) to be a pdf is that p l  < +00. 
i > l  
In some situations it is helpful and informative to specify the univariate con­
ditional distributions instead of the marginal cdf's. Abrahams and Thomas (1984) 
show that a necessary and sufficient condition for the existence of a bivariate cdf is 
that the ratio of the conditional densities must be a ratio of two positive and inte-
grable functions with the same integral, where each is a function of only one argument 
either x or y. Arnold and Strauss (1988), for example, derive a bivariate distribution 
where the conditional distribution of X given Y=y is distributed exponentially with 
the intensity parameter depending on y. The marginals are not exponential, and the 
correlation coefficient lies in (—0.32,0). Bivariate cdf's with conditional distributions 
belonging to the exponential family are studied by Arnold and Strauss (1991). 
Generalizations of bivariate distributions to higher dimensions is not straight­
forward for many families of distributions because many dependencies among the 
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variables must be simultaneously considered. In many cases, the principal difficulty 
is to show that the proposed multivariate cdf is an increasing function. This is often 
done by either (i) extending the model used to derive a bivariate distribution, or 
(ii) transforming other known multivariate distributions. The first procedure is often 
done by using only the single association parameter for the bivariate distribution 
which places severe constraints on the patterns of associations accommodated by the 
resulting multivariate distribution. We will review some methods of constructing 
multivariate distributions with fixed univariate margins other than those related to 
transforming the normal distribution. 
Hougaard (1986) uses a conditional independence model. A group of n individ­
uals has a set of survival times Ti,..,Tn- A random variable specific to this group, 
denoted Z, that describes some common unobservable effects is assumed to follow 
a positive and stable distribution with parameter a € (0,1]. That is, the Laplace 
transform of Z is given by E{e^^) = e""® . Conditioning on Z, the Tj's are inde­
pendent, and the hazard function of individual i is X^{t\Z) = Defining by 
t -
Aj(<j) =  / q^  X ^ { x ) d x ,  the joint unconditional survival function is given by 
-( z 
S { t i ,  = e Î-1 . (1.1) 
It follows that all bivariate survivor distributions of pairs of survivor times are de­
fined by the same copula, and each pairwise association is determined by the same 
parameter a. Crowder (1986) develops a multivariate Weibull distribution using a 
similar method of (1.1). The correlation for pair of outcomes is a function of the same 
association parameter. He extended the model to allow for negative correlation, but 
this involves complicated restrictions on the association parameter. 
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Hougaard (1986) extends the method to model the joint survivor times in a 
group of individuals consisting of a pair of twins and a sib so that the correlation 
between the survival times for each twin and the third sib are not necessarily the 
same as the correlation between the twins. Let Z be the random variable common 
to the three individuals, Y-^ be a specific random variable for the twins, and Y2 be a 
specific random variable for the third sib. Conditioning on Z the hazard function for 
each twin is ZYi\{t) and the hazard function for the third sib is ZY2^{t). Assuming 
that the effects Yi, Y2 are independent and follow a positive and stable distribution 
with parameter a, the conditional joint survivor function S{ti,i2,t^\Z,Yi,Y2) = 
where ^1,^2)^3 ^^^e the survivor times of the twins 
and the third sib respectively. Integrating out for Y^ and Y2 and further assuming 
that follows a positive stable distribution with a parameter 7, the unconditional 
survivor function is 
which contains two association parameters, a and 7. 
Cook and Johnson (1981, 1986) and Johnson (1987) consider a common form of 
the multivariate Pareto, logistic, and Burr distributions. The functional form takes 
a simple generalization of the Clayton (1978) cdf which is derived by considering 
a sequence Yi,..,Yn and a, where a is distributed as standard r(l/^, 1) and con­
ditioning on a, the random variables are independently distributed with 
a(l-F-(x O""^) 
cdf's e J J , respectively. The n-variate cdf of interest is the marginal 
distribution of .., An extension of this model to allow for negative corre­
l a t i o n  i s  o b t a i n e d  b y  c o n s i d e r i n g ,  i n  t h e  b i v a r i a t e  c a s e ,  t h e  t r a n s f o r m a t i o n  U  =  
(1 + F = (1 + $ where X is distributed as r(^,l) and (,^2) ^ 
Morgenstern distribution with exponential marginals. 
Koehler and Symmanowski (1991) derive a family of distributions that can allow 
for different correlations between any pair of outcomes and for arbitrary marginals. 
The correlation between different pairs of outcomes is nonnegative. This model gener­
alizes the Clayton cdf and the cdf for any lower dimensional marginal distribution has 
the same functional form as the cdf for the original joint distribution. The bivariate 
marginal distributions however contain more than one association parameter which 
implies that various multivariate margins contribute to the determination of the as­
sociation parameters in the joint distribution. This complicates the interpretation of 
the association parameters. 
Nayak (1987) generalizes the Lindley and Singpuwalla (1986) distribution to a 
system of n components, where the i-th component has a time to failure distributed 
exponentially with a constant hazard The working environment multiplies the 
failure rate by a common factor assumed to have a gamma distribution. A conditional 
independence model is used to derive the joint unconditional distribution of failure 
times. This multivariate distribution uses only a single parameter to account for all 
of the associations, and the same copula as Cook and Johnson (1986). 
Marshall and Olkin (1988) study multivariate distributions arising from infinite 
mixtures. The cdf's depend on a multivariate parameter which is assumed to be dis­
tributed according to a given distribution, the multivariate distribution is computed 
by integrating with respect to the distribution of the parameter. The Oakes (1989) 
frailty model is a particular case. The method can produce multivariate cdf's that 
allow for different association parameters for any pair of components, but Marshall 
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and Olkin (1988) give explicit examples only for bivariate distributions. 
Every random phenomenon has particular features that affect the observations, 
and are discernible within the collected data. Unfortunately these features are 
not necessarily conveniently described by any of the multivariate distributions cited 
above. It is then necessary to develop more versatile methods of building multivariate 
distributions that can reflect a wide range of features in multivariate data sets and 
that can be easily extended to match the complexity of observed phenomena. 
In the first part of Chapter 2 we present a strategy of constructing multivariate 
distributions having fixed families of bivariate marginals provided that these families 
are rich enough to bear any constraints imposed by the existence of higher dimen­
sional distribution. The proposed strategy is based on recognizing bivariate families 
of distributions that accommodate the features in the. bivariate marginal distribu­
tions and further incorporating any additional information into the multivariate cdf. 
We restrict ourselves to multivariate distributions involving only association param­
eters that are present in the bivariate marginals. This construction uses as many 
parameters as a multivariate normal distribution with the same dimension. More­
over it allows for any kind of continuous marginals. It is principally illustrated with 
trivariate cases, but generalizations to higher dimensions are indicated. 
Frechet (1951) shows that every bivariate distribution F-^2 with marginals 
and i^2 satisfies the bounds: 
F^_l)(a:i,Z2) < ^12(21,22) ^ ^(l)(z,y) 
with •^(_i)(aJl)®2) = inax{Fi(a:i) 4- ^2(^2) ~ 1,0} 
and •f'(i)(®l,®2) = ™n{-^l(®l)» •'^2(®2)}* 
These bounds are cdso cdf's, and they are related to each other by a kind of duality. 
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The cdf of (—A", Y )  has marginals 1 — jP|(a:) and ^2(1/), and its upper Frechet bound 
has the same singular component as max{F2(i/) + Fi(—a:) —1,0} and the lower bound 
has the same singular component as min{F]^(—z),^2(3/)}. These coincide with the 
lower and upper Frechet bounds, respectively, for (X,Y). 
Frechet bounds are generalized for multivariate random vectors. 
If ..,Fn(a:n) are the marginal cdf's we have 
max{Fi(xi) +  . .  +  F n { x n )  - n  +  1,0} < F(®i,..,®n) < m m { F i { x i ) ,  . . , F n { x n ) } .  
The upper bound is a cdf and necessary and sufficient conditions for the lower bound 
to be a cdf are that at least three of the jFj's are not degenerate, and either 
(i) ,E Fii^) > " - 1 
Z = 1 
or (M) Z < 1 /=! 
where = min{x : F ^ { x  —  )  >  0}, 2^ = max{z : F ^ { x — )  <  1}. The proof of this result 
is given by Dall'Aglio (1960, 1972). 
In Chapter 2 we will show that the procedure we present for constructing mul­
tivariate distributions attains the Frechet bounds if the bivariate cdf's attain their 
corresponding bounds. Also we indicate how these Frechet bounds could be tight­
ened. These new bounds are used to choose a right trivariate Plackett cdf. 
Dependencies between random variables are represented by indices called asso­
ciation parameters which are sometimes scaled to be between —1 and 1; the inde­
pendence case corresponds to zero and the functional dependence case corresponds 
to unity. The most widely known and used association parameter is the Pearson 
correlation coefficient p which measures the degree of linear dependence between the 
marginals. Although non-linear dependencies often occur in non-normal distribu­
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tions, p  is useful when the properties similar to those of the normal distribution are 
satisfied, notably, elliptical contours of constant density. When non-linear associa­
tions are present, other measures such as Kendall's r and Spearman p are preferred. 
Other measures of associations are discussed by Goodman and Kruskal (1954, 1959, 
1963, 1972) and Kruskal (1958). However, all measures of association should be based 
on the structure of the bivariate cdf's. Lehmann (1966) defines the quadrant depen­
dence of two random variables (X,Y) by comparing their cdf to the independence case 
for all X and y. Esary et al. (1967) define the concept of association. The random 
variables T = (Tj^, ..,Tn) are associated if cov{f{T),g{T)) > 0 for any non decreasing 
functions f and g for which E(f(T)),E(g(T)), and E(f(T)g(T)) exist. They show that 
association is preserved under (a) taking subsets, (b) forming unions of independent 
associated sets, (c) forming sets of nondecreasing functions of associated sets, and 
(d) taking limits in distribution. 
Shaked (1982) defines the notions of positive upper orthant dependence (PUOD) 
and positive lower orthant dependence (PLOD). Dykstra et al. (1973) showed that 
associated random variables are PUOD and PLOD. The converse does not hold. In 
Chapter 2 we state conditions which ensure that the multivariate cdf satisfies the 
definition of PLOD and PUOD. 
Stochastic ordering of distributions is a way of comparing distributions. In the 
case where all the bivariate marginals of one trivariate cdf are stochastically larger 
than those of another cdf, we show that this stochastic ordering is preserved by the 
trivariate cdf's obtained by our procedure. 
Another property of this procedure is that it is easy to simulate pseudo-random 
vectors from the distribution. Consequently this method of constructing multivariate 
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cdf's provides versatile distributions with important features. 
As illustrations of the method we present generalizations of the, Clayton (1978), 
Lindley and Singpurwalla (1986) and Plackett (1965) cdf's. The generalization of the 
Lindley and Singpurwalla (1986) distribution includes the generalization presented 
in Nayak (1987) as a special case when we assume equal associations between pairs 
of components. When the procedure is applied to the Clayton (1978) cdf, the Cook 
and Johnson (1981,1986) cdf is obtained when we assume equal correlation. 
The methodology presented in Chapter 2 is used to model some toxicology data 
in Chapter 3. A version of the trivariate Clayton distribution is used to model the 
time to incisor eruption of newborn rat whose mother had been injected with a toxin. 
The effects of various covariates are assessed with Weibull proportion hazards models 
for the three univariate marginals. Maximum likelihood estimation is used to obtain 
values for the model parameters. This analysis takes into account the associations 
between event times for litter mates when estimating the effect of the explanatory 
variables. 
Methods of constructing bivariate distributions with fixed marginals are mostly 
based on mathematical derivations which make no attempt to generalize certain key 
features of the univariate distributions to the multivariate setting. There are many 
features to consider, for example, conditions on the support, symmetry, continuity 
..etc. It is difficult to simultaneously account for all these features and the relative 
importance of specific features will not be the same for all situations. It often seems 
natural, for example, to preserve absolute continuity and symmetry, and to force the 
support of a bivariate distribution to be a cartesian product. A bivariate uniform 
distribution with density one on [0,1]^ may be more appealing, for example, than 
the singular distribution defined by f(x,y)=2 on the square [0,0.5]^ and F { x , y )  =  
m i n { z , y }  i f  0 . 5  <  x , y  <  1 .  
In Chapter 4 we present an alternative method of constructing bivariate distri­
butions with continuous univariate marginal distributions where each marginal pdf is 
an explicit function of its cdf. In such cases it is convenient to express the bivariate 
pdf as 
/(®,2/) =/(®)/(2/)[l + w(®,j/)] 
where u } { x , y )  is an appropriate function that will incorporate properties of the uni­
variate marginal distributions and establish the association between the variables. 
We show that the class of such cdf's should satisfy a simplified form of the Cauchy 
partial differential equation whose solutions can be easily derived. The method of 
separation of variables leads to families of bivariate cdf's that allow only for low 
correlation. When we obtain a more general solution using the Bessel function of 
order zero, some families of distributions'are presented in a unified form and some 
of their properties are discussed. This method is useful for obtaining multivariate 
extensions of some bivariate cdf's and to derive moment generating functions and 
evaluate the ranges of the correlations of some distributions. As illustrations, we 
apply the method to derive multivariate logistic and exponential distributions. 
It is sometimes important to improve the properties of the existing multivariate 
distributions. In Chapter 5, we will focus on expanding the set of possible associations 
among pairs of variables and allowing for more possible shapes of multivariate density 
functions. We introduce a randomization either on symmetric components or on 
the associated copula. The range of possible correlations becomes symmetric about 
zero for each bivariate margin and the possible shapes takes various forms going 
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from the original one to weighted mixtures of rotations of multiples of depending 
on the values of the additional parameters. This procedure is explicitly illustrated 
for bivariate distributions. Multivariate generalizations of this procedure are also 
described. 
There are other methods of building multivariate distributions directly from the 
observed data when the functional form of the distribution is not known. Semi-
parametric or non-parametric methods are often used to provide approximate curves 
or surfaces for the distribution. Perhaps the most popular nonparametric method 
of estimation of continuous probability densities is the kernel method. It consists of 
choosing a convenient density K, called the kernel, and a positive number hni called 
the step. The kernel density estimator is 
where are i.i.d. random variables. This method is found to provide sat­
isfactory results for large data sets when the number of variables is not too large. 
However, in survival analyses studies, the amount of data is often quite limited and 
the number of variables is relatively large. Moreover, failure times are often censored. 
Because the estimation by the kernel method is not designed to handle censoring and 
requires large data sets, its application in higher dimensions is not frequent. However, 
if the data are not subject to a heavy censoring the kernel method can be useful in 
estimating univariate and bivariate marginal distributions. The methods developed 
in Chapter 2 and four could be used to construct multivariate distributions from 
nonparametric estimates of univariate or bivariate marginal distributions, but this is 
not pursued in this thesis. 
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CHAPTER 2. A STRATEGY OF CONSTRUCTING 
MULTIVARIATE DISTRIBUTIONS 
2.1 Introduction 
In this chapter we present a method of constructing multivariate distribution 
functions with specific univariate and bivariate marginal distributions. This method 
allows for a different coefficient, or different association parameter, for each pair of 
random variables. It requires only a method of creating bivariate distributions with 
specific univariate marginal distributions. In particular, we consider cases with abso­
lutely continuous univariate marginal distributions so that the bivariate distributions 
can be written as 
F i j { x i , x j )  = F i j { F r \ F i { x i ) ) , F r \ F j { x j ) ) )  = h i j ( F i [ x i ) , F j ( x j ) )  
where h^j is a copula uniquely determined by F^j. Since specification of bivariate 
marginals is not sufficient to precisely determine the distribution of a higher dimen­
sional irandom vector, the parsimony achieved by using only parameters needed for 
the bivariate distributions restricts the types of cdf's and joint associations that can 
be modeled by this approach. Nevertheless, this produces a versatile class of multi­
variate models. 
The method is iterative in the sense that having obtained a cdf for a set of 
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k random variables we can include an additional random variable by 
conditioning on the event The conditional distribution of the k 
events is computed by replacing the marginal cdf's by their corresponding conditional 
probabilities. 
In the following sections we present the method and discuss some of its prop­
erties. The method can be used to create multivariate extensions of previously de­
veloped bivariate distributions and we explicitely develop trivariate extensions of the 
bivariate Clayton (1978) and Plackett (1965) models. In each case, a second deriva­
tion is obtained from a direct generalization of the defining relation, and it is shown 
that the two derivations lead to the same result. We apply the method to derive 
a multivariate extension of the Lindley and Singpurwalla (1986) distribution. We 
end this chapter by presenting some ways of generalizing the method to more than 
three dimensions and present an algorithm to simulate random samples from these 
distributions. 
•2.2 Method of constructing multivariate distributions 
Suppose that the univariate marginal distributions are absolutely continuous. 
Then for x^'s in the support of the distributions, = F^^{F^{x^)), i=l,2, any 
bivariate cdf with marginals Fj(a:j) and ^^(zg) can be written as 
^12(®1>®2) = •'^12('^r^(^l(®l))'-'^2"^(^2(®2))) = ^12(^l(®l)'^2(®2)) 
where hi2 is a copula that is determined uniquely by Fi2- Further if F-^2 absolutely 
continuous the copula is differentiable and dx-^x2^\2i^li^2) exists. 
The following basic properties of copulas are used to justify various steps in our 
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procedure. For any u  and v  in [0,1] and any copula h: 
(i) h { u , l )  =  u , k ( l , v )  =  V .  
(ii) A(%,0) = h ( 0 , v )  =  0. 
(iii) h(u2,V2) - h(ui,V2) - h(u2,vi) + h(ui,vi) > 0 for any 0 < < «2 < 1 
and 0  <  V I  <  V 2  <  1 .  
Properties of copulas are reviewed by Schweizer and Wolff (1981), Schweizer and 
Sklar (1983). 
The idea underlying the method of construction is that the bivariate cdf 
•^12(®1»®2) = -P(^l ^ ^ 22)^2(22) 
is determined completely by the conditional probability since the marginal cdf is 
specified. We first present the three dimensional case and proceed progressively to 
the general construction. Write the cdf as 
F(XI,X2,X3) = P(Xi < XI,X2 < Z2l^3 ^ ®3)-^3(®3)-
The bivariate conditional distribution, for zg fixed, has marginals 
F(Xi < X1IX3 < zg) and f(%2 < a:2l^3 ^ ®3) 
which are continuous distributions denoted by ^zg(a:i),^3(2:2) with densities 
5a;iFi3(a;i,3:3)1^3(0:3) and -^23(^2'®3)l-^3(®3) respectively. Consequently, there 
exists a copula denoted by Cx^ such that 
Ca:3(i^a:3(a:i),-P'a:3(«2)) = ^(^1 ^  ^ 2:21%3 < «3) 
where Cx^iujv) = ff(F^^(u), F^^^(v)) and H is a joint cdf with marginals Fa;g(a;^) 
and iFa;3(®2)* Similarly, we could first condition on either Xj < or X2 < X2 and 
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çan find copulas C'a;-, z = 1,2, such that 
fX*!,32,3g) = Czg(fzg(3i),fzg(z2))^(=:3) 
= Ca;2(^a:2(®l)) •^32^®3))-^2(®2) 
=  C x i [ F x i { x 2 ) , F x i { x ^ ) ) F i { x i )  
for any (zi,z2,zg). 
For the joint cdf to preserve its bivariate margins the copulas should satisfy 
where h j ^  is the copula corresponding to the distribution of { X ^ , X j ) .  
One possible model for H that preserves bivariate margins is 
P { X i  <  X I , X 2  <  ®2l^3 ^ ®3) = '^12(-^®3(®l)'•'^3:3(^2))' 
where ^12(^1^) — •^12(-^1~ (")' (^)) the copula for the bivariate distribution 
of (%2,%2)' Expressing the marginal conditional probabilities in term of cdf's yields 
the following expression: 
nxi,X2.X3) = (2.1) 
The primary advantage of this construction is that it is generated solely from the for­
mulas used to obtain bivariate cdf's from the specified univariate margins. Secondly, 
it allows for different levels of associations for different pairs of random variables 
which is desirable in many practical situations. 
Lemma 2.1: 
Any F constructed in this manner has the basic properties of a cdf 
1. F(+oo,+oo,+oo) = 1 and 0 < < 1. 
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2. F { x i , x 2 ,  -oo) = F(xi, -00,0:3) = = 0. 
3. F induces a probability measure for a convenient choice of the copulas 
0 < * < J < 3. 
Proof: 
(1) Note that 
= «1,4-+=» 
and the continuity of the copula h-^2 implies that 
lim F { ^ ^  ,29,2%) = 1. 
x i , X 2 , x ^ - ^ + o o  
Also 0 < hi2 < 1 and 0 < /^(zg) < 1 imply that 0 < F(a:j^,®2»®3) < 3. 
(2) Furthermore, 
lim Fi3(a:i,®3) = 0 
xi—>•—00 
implies that Pr(%2 < < 2:3) goes to zero, and from the properties of the h^j 
we get lim jF'(®i,®2>®3) = 0- The same reasoning works for X 2 -  Furthermore, 
œlr-+—00 
lim •^3(3:3) = 0 and boundedness of imply that 
•P'(®1)®2'~°°) = 0. 
(3) For simplicity, assume that the copula hi2 has three partial derivatives. 
Given properties 1 and 2, a necessary and sufficient condition for F to be a cdf is 
that for any u,v,w G [0, ^]i duvwhi2{^^^^''^^, )w must be nonnegative. 
r> !• J ; j.1. jr • Denoting h - - "  = 1 for any mtegers k  and I ,  the pdf is 
{ d x y { d y r  
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+ '12 ( Ï; ' 
l w K f f { u , w )  -  /ij'3(i,ur)](w/igJ'(»,M>) - h 2 3 { v , w )  
+ ''12 
which must be nonnegative. Sufficient conditions for the pdf to exist are that the 
partial derivatives of order three of ^^2 and the partial derivatives relative to w of 
hi^^,w) h.2^(y,w) nonnegative. This is the case if the random variable X3 
is independent from X-^ and %2' 
Note that the constructed cdf retains the original marginal cdf's, i.e., 
f'(®l,®2)+oo) = ^12(®b®2) 
F(zi,+oo,zg) = ^^.3(21,23) 
^(+OO,®2'®3) = •^23(®2'®3)-
Using the continuity of the bivariate marginals and their basic properties we get the 
result since one marginal cdf goes 1. 
This procedure is not necessarily associative in the sense that, starting with the 
conditional probability of and U2 given [U^ < w] does not lead to the same 
distribution as starting with the conditional probability of and given [U2 < 
v ] .  A s  a n  e x a m p l e ,  c o n s i d e r  U i , U 2 , U ^  w h e r e  e v e r y  p a i r  { U { , U j ) , 0  <  i  <  j  <  
3  i s  d i s t r i b u t e d  a s  M o r g e n s t e r n  d i s t r i b u t i o n  w i t h  p a r a m e t e r  a ^ j , 0  <  i  <  j  <  Z  
respectively, and uniform marginals. If we condition first on the event [U^ < w] the 
result is: 
F ^ ^ \ u , v , w )  =  u v w [ \  +  a : i 3 Ï Z W ] [ l  +  a 2 3 v û ? ] [ l  +  o : i 2 ( ^  —  Q . \ ' ^ u û v j ) { v  —  a 2 3 f ^ ) ] ,  
where x = 1 — x and ^ = (1 — a:)(l — y). On the other hand if we condition on 
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[U2 < first we get: 
u , v , w )  =  u v w [ l  +  +  0 ! 2 3 ^ ] [ 1  +  Q : i 3 ( ^  —  Q . \ 2 u u v ) { w  —  a g g w w F ) ] .  
Since the a^ys are not necessarily the same, the resulting cdf's are not necessarily 
the same. 
Remark: 
In fact once we condition on the event \ Z  < z] and we write the bivariate conditional 
probability in term of the conditional probabilities we are imposing only the form 
of the bivariate cdf The other two cdf's can belong to any family of 
cdf's Fi^{x,z) and F2g(y, z). Thus the obtained cdf will be indexed by 12.3, i.e., 
•^12.3(®1'®2'®3)' obtain three distinct cdf's; i^i2.3)-^13.2'^23.1' Each of them 
guarantees a bivariate cdf. So to be specific about all the bivariate marginals we 
c o n s i d e r  5 ( ( F ^ 2 . 3 i  ^ 1 3 . 2 ;  ^ 2 3 . 1  ) i  w h e r e  g  c o u l d  b e  5 i ( u , v , w )  =  o i  g ( u , v , w )  =  
2.2.1 Trivariate survival functions 
The trivariate survival functions are obtained by replacing the marginals Fi{xj) 
by Si{xi) = 1 — Fi{xi). The resulting trivariate survival functions are: 
523.i(«1.-2.X3) = A23(MfAl^, 
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Some trivariate survival functions that are symmetric in the three arguments are the 
arithmetic mean of the three above survival functions: 
and their geometric mean survival function: 
1 
%(®1,®2'®3) = [•5I2.3(®1'®2'®3)'^13.2(®1'®2'®3)%.I(®1'®2'®3)]^-
2.2.2 Properties 
Families of multivariate distributions that allow for wide ranges of associations 
are needed where strong dependencies are possible. There are not many existing 
methods of constructing multivariate distributions that possess this feature, and 
considerable effort has been invested in modifying existing distributions to extend 
the range of their correlation coefficients (or association parameters). For example, 
Huang and Kotz (1984) extend the range of the Morgenstern distribution. Cook and 
Johnson (1981, 1986) Johnson (1987) Koehler and Symmanowski (1991) extend the 
Clayton (1978) model to allow for limited ranges of negative correlation. Arnold 
(1991) embeds various bivariate logistic distributions in a larger family of distribu­
tions to extend the range of possible correlations. 
In the following lemma, we show that the multivariate cdf derived from our 
procedure also attains the upper and lower multivariate Frechet bounds when the 
bivariate marginals achieve their Frechet bounds. We assume that the bivariate 
marginals are parameterized so that the association parameters have limits —00 and 
+00 which correspond to the lower and upper Frechet bounds, respectively. We also 
assume that the cdf is a continuous function of the association parameter. 
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Lemma 2.2: 
Consider the bivariate marginals { X ^ , X j ) ,  i  <  j ,  where the association pa­
rameter is denoted by and the corresponding copula by ha^j. Assume that 
{X{,Xj) attains its Frechet bounds in the sense that 
and 
lim h a i A F i { x i ) , F j ( x j ) )  = max{f^(zj + F j { x j )  -  1,0}. 
av,—>—oo 'j J J J J 
V 
Then F{xi^x2,x^) constructed from (2.1) also achieves its Frechet bounds. 
Proof: 
First consider the upper bound. For every trivariate distribution, 
fX%l,Z2,%3) ^ min{Fi2(a:i,a:2)'^13(®l'®3)'-'^23(®2'®3)} 
< min{Fi(®i),F2(a!2),f3(a:3)}. 
For our trivariate distribution: 
Taking the limit when a^j tends to +00 the joint cdf tends to 
m i n { h a i f ^ { F i { x i ) ,  F i ^ i x j ^ ) ) ,  h a j f ^ { F j { x j ) ,  F k i x f ^ ) ) } .  
Now using the properties of the bivariate marginals, we get 
and 
a ..%+oo = r n m { F j { x j ) , F f ^ { x } ^ ) } .  
j k  
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Then, when all the three association parameters tend to +00, the limit is the infimum 
of the three marginal univariate cdf's. 
Now examine the lower bound. 
fft ÎJ 
= max{0, —-
+ wr7r\ 
= max{0,max{0,Fj(®j) + - 1} + max{0,F^(z^ ) + 
= niax{0,max{-F;^(x;i.)'^j(®j) " + %(rA;) " 2} 
= max{0,f;-(xj) + Fj{xj) + - 2}. 
We get similar results in higher dimension. 
2.2.2.1 Positive association 
Severed measures of association (Kruskall, 1958) have been used to deal with 
situations where the correlation coefficient is not easily interprétable. These associa­
tion parameters are designed to measure the strength of the dependence between the 
variables. Dependence can be measured by comparison to some known situations. 
Lehmann (1966) defines the concept of positive (and negative) quadrant dependence 
of a bivariate cdf by comparing it to the independence case. This notion does not 
however measure the strength of the dependence, it states only whether the ran­
dom variables tend to vary in the same or opposite sense. We recall that (X,Y) are 
positively (negatively) quadrant dependent if 
Pr(% < z,y < y) > (<)Pr(A' < z)Pr(y < y) 
for any x and y. 
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The concordance (resp. discordance) of two functions is also defined. Two func­
tions r and s of n variables are concordant (resp. discordant) if, for the i th component, 
they vary in the same (opposite) sense, while keeping- the other components fixed. 
Some results are obtained for random sampling. Esary et al. (1967) generalize the 
concept of quadrant dependence to include multivariate cdf's. They also define the 
following notion of association. A random vector % = ... ,Xn) is associated if 
cov(r'(X]^,..., JTn),s(Xi,..., Jfn)) > 0, for any nondecreasing functions r and s. It 
follows that Pr(X € ^4 fl J5) > Pr(% E A)Pr(X 6 B) for any upper orthant subsets 
A and B, i.e., subsets of the form {z = (ic^,.. .,Xn),x^ > af, 1 <i < n}. 
The following theorem gives a sufficient conditions for a trivariate cdf to be 
positively upper and lower orthant dependent. This condition is satisfied by the 
Clayton copula, for example. 
Theorem 2.1: 
If the bivariate marginals are positively quadrant dependent, the trivariate cdf 
is positively upper orthant dependent. In addition, if the partial derivatives of h^j 
are bounded by 1, the trivariate cdf is also positively lower orthant dependent. 
Proof: 
Since each bivariate marginal cdf is positive quadrant dependent, then 
and 
^3(23) 
^23(32,*3) 
f3(.3) a f2(«2)-
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Then since the h.ij are increasing in each argument, we,get 
- '•12(n(n).f2(^2)) > fl(«l)f2(-2)-
Consequently, F{xi,x2,x^) > •f'i(a:i)-f^2(®2)-^3(®3) it is PUOD. 
To show that PLOD holds for our trivariate cdf we assume that duh.i2{u, v) < 
1 and dvhi2iu,v) < 1. Expanding ^12( ^ ^^ ) at the point 
(i^l(a!i), F2(a:2)) to the first order we get: 
= ,2.2, 
^3i®3) 
,2.3, 
Denote survivor functions by G. We need to show that: 
Gixi, X 2 , x ^ )  - Gi{xi)G2ix2)G^{x^) > 0. (2.4) 
Note that in terms of the F's 
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G{x i ,X 2 , X ^) = 1 - ^ /;-(a!j-) + Z "•^(®1'®2'®3) ' 
i = l  1<*<;<3 
and 
<5i(®i)^?2(®2)<^3(®3) = (1 - •^l(®l))(l - •'^2(®2))(1 - •'^3(^3)) 
3 
= l-£'f'(®i)+ E F i { ^ i ) F j { x j }  
i=l l<i<;<3 
- -f'l(®l)^2(®2)-^3(®3)' 
For the inequality (2.3) to hold it is necessary and sufficient to have 
Z -  F i { x i ) F j { x j ) ]  >  22,33) - •'^l(®l)'^2(®2)^3(®3)] 
l<i<j<3 
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Replacing F{xi,x2,x^) by the right hand side of (2.2) multiplied by fg(zg), 
F{xi,x2,xz) - i^i(a:i)F2(®2)^3(=®3) = 
= [^13(®1'®3) - -'^l(®l)^3(®3)]^w'^12(" + 
+ [f23(22'%3) - •^2(®2)^3(®3)]^^''^12("'^ + 
+ ['»12(^l(®l)''^2(®2)) - •^l(®l)^2(®2)l'^3(®3) 
<  E .  [ F i j { x i , x j )  -  F i { x i ) F j i x j ) ]  
since the partial derivatives of hi2 are supposed to be bounded by 1. 
2.2.2.2 Stochastic ordering 
Let be two bivariate cdf's with common marginals and F2{y). 
Assume the stochastic ordering: F^^^x,y) > F^'^\x,y) for any x and y. Then from 
a general formula obtained by Lehmann (1966): 
COVjv ,^(%,y) = /'^°°(f(')(z,y) - Fi(z)F2(y)Xz<fy,* = 1,2. 
J — oo «/— oo 
it follows that > p2 where /Oj is the correlation coefficients for F^^\ We will 
show that the distributions we propose keep the same stochastic ordering. That is: 
F(^)(z,y, z) > F^'^\x,y,z) where F^^\x,y, z) when the bivariate marginals satisfy 
f(^)(z,i/) > F^^\x,y),F(^\x,z) > F^'^\x,z) and F^^\y,z) > F^^\y,z) for all 
x,y,z. This follows from the obvious inequality: 
> F ^ ' ^ \ x , y , z ) .  
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2.3 Some trivariate distributions 
2.3.1 The Plackett model 
2.3.1.1 Direct derivation 
Plackett (1965) obtains a family of bivariate distributions that can allow for any 
pair of marginal distributions. The odds ratio formed from the quadrant probabilities 
induced by the bivariate cumulative distribution function F(x,y), 
,  ^  -  F 2 { y )  +  F { x , y ) )  
F { x , y ) ) { F 2 { y )  -  F { x , y ) )  
is required to be constant for all (x,y). Mardi a (1970) and Johnson and Kotz (1972) 
give the convenient solution; 
2 { c l >  -  1) 
where S x y  = 1 + (<6 — l)(F%(z) + F 2 { y ) ) .  When ^ = l,F(a;,y) = F i { x ) F 2 { y )  and 
the margins are independent. The upper and lower Frechet bounds are achieved at 
(j> = +00 and <^ = 0, respectively. 
Mohlenberghs and LesafFre (1992) generalize the Plackett (1965) cdf to the mul­
tidimensional case. They prove its existence and uniqueness, and they show how to 
compute quadrant probabilities. An explicit expression for the joint cdf is usually 
not available except in the trivariate case where the formula is quite complicated. 
Our purpose is to construct a less complex trivariate distribution using only first 
order associations for bivariate Plackett marginals Fi2{x,y), z), F2^{y, z) that 
inherits the essence of Plackett's basic idea. Liang , Qaquich, and Zeger (1992) in 
their study of multivariate regression for categorical data, indicate that first order 
associations are usually sufficient to address issues of practical scientific importance. 
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Divide in eight regions by passing three planes perpendicular to diEerent pairs 
of axes through any point (x,y,z). The probabilities for the eight regions induced by 
the cdf F(x,y,z) are denoted by 
= Pr{(jy < z)7i(z) + (% > zXl - < #l(;) 
+ (y > y)(i - (j)),(z < z);i(&) + (Z > z)(i -
where is the indicator function of 1. 
As suggested by Conway (1979), a trivariate Plackett distribution should be 
based on a 2 x 2 x 2 contingency table. We define three conditional odds ratios 
corresponding three sets of contiguous 2x2 contingency tables as 
J.  ^ -Pi 11 ^ 221  ^  ^ ^111^212 _  ^ ^111^122 
^ fll2fl2l' 
Following Plackett (1965) these odds ratios should be constant for any choice of 
(x,y,z). Replacing the various probabilities by the expressions in the cdf's yields 
,  ^  F { x , y , z ) { F : i { z )  -  F i 2 i x , z )  -  F 2 ^ { y , z )  +  F { x , y , z ) )  
(^13(3,0 -  F { x , y , z ) ) { F 2 z { y , z )  -  F { x , y , z ) )  
where the F^'s are the univariate marginal cdf's and the F^jS are the bivariate cdf's. 
The class of cdf's that satisfy this equation satisfies the second degree equation 
F ^ { 1  - 4 > )  +  F S  -  ( f ) F i ^ { x , z ) F 2 2 { y , z )  = 0, ( f )  >  0 ,  
where F is F(x,y,z) and S  =  F ; ^ { z )  +  ( < / > -  l)(Fi3(«,z) +  ^ 23(3/,%)). 
Unlike the bivariate case, <^ = 1 does not correspond to full independence, rather 
F i x , y , z )  =  <  - ]  Pr[ y  <  y \ Z  <  z ]  Pr[Z < z], 
which is the conditional independence between X and Y given [ Z  <  z ] .  
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For ^ 1, the equation admits real solutions because the discriminant, 
A = 5"^ -4(6(9!»- 2)^23(3/,z), 
is nonnegative. This is shown by noting that the second derivative of A relative to (j) 
^ = 2[i^i3(®,z) - -^23(2/'^)]^ 
is nonnegative. This is shown by noting that the second derivative of A  relative to 
2 
= 2[Fi3(z,z) - ^23(3/,^)]^, 
is nonnegative. Then the first derivative is increasing and from its expression at 
(/) = 0, we get 
^  -  f i 3 ( z , z ) ]  +  F 2 : i { y ,  z ) [ F ^ { z )  -  F 2 z { y , z ) ] )  
which is nonnegative. This implies that A is non decreasing in (/>. Or for (^ = 0, A = 
S^{<f> = 0). Hence the discriminant is nonnegative and hence the two solutions are; 
We will show that the only convenient solution is If (^ > 1, 
f -^3(2/, z)}, so f (2) can not be a cdf. 
If 0 < = *^-^13(^^'^3(y'•^) js negative, and the roots have opposite 
signs. Since 5"^ — 4^((^— l)f2g(z, z) > when </><!, is negative and 
is positive. We denote by F ^ { x , y , z )  and the corresponding S function by 
S x y . z -
Similarly, we get solutions corresponding to the two other odds ratios. 
„  ,  V  S x y . z  —  \ J S x y . z  —  4 < ^ ( ^  -  l ) - f ' l 3 ( ® )  2 ) ^ 2 3 ( 1 / ,  r )  
= 2(^ 31) 
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r .  / _  . .  _  ' S ' œ z . î /  -  s j s l z . y  -  4 V ' ( V '  -
-  2 ( ^ - 1 )  
^  , _  \  5 ' t / z . z  -  \ J S y z , x  -  4 w ( w  -  l ) F i 2 ( ® , 2 / ) i ^ i 3 { a ; , ^ )  
- 2(w - 1) 
At this level we have three cdf's, but each trivariate cdf has only one bivariate cdf that 
must be a Plackett cdf. This is, the one with the parameter in the defining equation. 
The other bivariate cdf's can belong to any family of cdf's. In order to necessarily 
have Plackett cdf's we could combine the three cdf's in a systematic fashion such 
as Fa{x,y,z) = {F^(z,i/,z) + F^{x,y,z) + Fuj{x,y,z)}/Z; the arithmetic mean, or 
Fgi^^y^z) = {F^{x,y,z)F^{x,y,z)Fuj{x,y,z)}'^\ the geometric mean. 
When ( f >  =  =  ( j j  =  1 ,  then each trivariate cdf is F i { x ) F 2 { y ) F 2 i z ) .  When 
( j )  —  i l >  =  1  t h e y  a l l  a r e F 2 ( a ; ) j ^ g ( ^ ,  z ) .  W h e n  ( f )  =  u  =  1  t h e y  a l l  a r e  F 2 { y ) F i ^ { x ,  z ) .  
W h e n  u >  =  i p  =  1  t h e y  a l l  a r e  F ^ { z ) F i 2 { x , y ) .  
2.3.1.2 Alternative derivation 
This distribution can also be obtained from (2.1). In this procedure the con­
ditioning is apparent. Let (f> (resp. w ) represent the association parameter gov­
erning the dependence between (X,Y)(resp.(X,Z),(Y,Z)). The corresponding cdf is 
h^{Fi{x), F2{y)) (resp. ). Conditioning on the event {Z < z) the proposed 
cdf is 
In this case for any u,v in [0,1]; 
S { u , v )  -  \ / s ' ^ { u , v )  -  A ( i ) { ( l )  -  l ) u v  
M"-"' = 
where $ { u , v )  = l + (^—l)(u + v). Replacing u by and V by we get 
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g  _  ^ 3 ( ~ )  +  ( 0  -  l ) ( F i 3 ( a ! , z )  +  F 2 s { y , z ) )  ^  S x y . z  
%) f3(z) F3(z)' 
and hence 
S x y . z  —  s J S x y . z ^  —  4 ^ ( ( / >  —  l ) i ^ i 3 ( ® , 2 ) ^ 2 3 ( 1 / , z )  
___ 
= ^12.3(^)3/, z). 
The parameter (j> controls the association between X and Y and also defines the nature 
of the trivariate cdf, while and w control only the association between (X,Z) and 
(Y,Z) respectively. 
2.3.2 The Clayton model 
2.3.2.1 Direct derivation 
Clayton (1978) models the transmission of coronary disease in human population 
from a father to his son in the .following way. Let f{s\y) be the conditional density at 
which an individual succumbs to the disease at time s given a value y. The conditional 
survivor function is then: 5'(a|y) = Pr[T > a|i/] = f{s\y)du. The hazard func­
tion that specifies the instantaneous rate of failure at time s given that the individual 
Clayton based his model on the following premises: 
(i) It should be straightforward to estimate the association parameter given censored 
observations on either or both the survival times for father/son pairs. 
(ii) The effect of the parental history should be expressible as a constant ratio of age 
specific rates. 
(ii) The model should be symmetric with respect to the father and son survival times. 
survives until s and the value y is h { s \ y )  =  limj_^Q_|_ P r [ 6 < T < a + 6 | a < T , % / ]  _  f { s  y )  ?  S { s y y  
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These conditions imply that 
(tt|T(2) = y) 
(j) > —1, = 1 + 9), 
where T(^), r(^) are the survivor times of the father and his son respectively. The 
solution for the joint survivor function obtained by Clayton(1978) is: 
•  - 1  
S { u , v )  = (5i(«)~^ + 52(t;)"^ - l ) ~ ^ , u , v  >  0 
where 
S { u , v )  =  P r [ r ( l )  >  « , T ( 2 )  >  >  « ] , 5 2 ( v )  =  P r [ r ( 2 )  >  r j .  
2.3.2.1.1 Relation of <j) to some measures of dependence 
(a) Its relation to the correlation coefficient 
First we compute the probability distribution function. If 5]^(u),52(v) are con­
tinuous cdf's relative to Lebesgue measure on R, so is S(u,v) in R^. The pdf is then 
f{u,v) = duvS{u,v) where duv denotes the second partial derivative. Also we denote 
the first partial derivatives by du,dv- Then, 
d v S { u , v )  =  
and 
The dependence of the correlation coefficient on the association parameter is con­
sidered by Yanagimoto and Okamoto (1969) for archimedian copulas. They show that 
the correlation coefficient is a nondecreasing function of the parameter a. Lehmann 
(1966) expresses the covariance of two random variables in term of their joint and 
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marginal cdf's. In the context of survival analysis, we present an analogous expres­
sion to that presented in Lehmann (1966). We show that the correlation coefficient 
is an increasing function of <f>. 
Assuming that the second moments exist, the covariance between the survival 
times 5^1) and exists and 
^ ( j , ( l ) j , ( 2 ) )  ^  u v f { u , v ) d u d v  =  u d u i j ^ ° °  v d v S i u , v ) d v ) d u .  •  
Integration by parts gives 
v d v S { u , v ) d v  =  [ v S { u , v ) ] ' ^ ' ^  —  S ( u , v ) d v .  
Note that lim v S { u , v )  —  0 since S is bounded. Also 
V—••0 
+ S^iv)-* - 1 = ^2(4-* 
and log(5i(ii)~^ + S'2(î')~^ - 1) = -^log(>S2('')) +'"S U + (") )\ 
and 
Hm log (l + l2Wl(i=4^U Hm 
V—>+00 y S l { u ) ' ^  J  V — ^  +  O O  S l i u ) * ^  
Therefore, lim v S ( u , v )  =  lim v S o ( v )  =  0  
v->+oo ^ ' v->+oo ' 
since /v+°°®(/F2(a:) > = v52(t;). 
Since E{T^^^) is finite, by the Lebesgue dominated theorem 
lim xdF2{x) = 0. Thus /q^°° vdvS{u,v)dv = — S{u,v)dv and 
jE' ( t( ^ ) t( ^ ) )  =  ^  u d u i j ^  v d v S { u , v ) d v ) d u  =  u d u { - j  S { u , v ) d v ) d u .  
Similarly, using an integration by parts 
r + o o  „  ^  ,  r + o o  f - r f - r o
u d u S { u , v ) d u  =  —  S { u , v ) d u  
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and hence E(r(^)T(2)) = J + ' ^  S { u , v ) d u d v .  
We compute the expectations: 
i;(r(l)) = -1+°° cdSi(z) = -(,;fi(i)l+~ - Si(x)&. 
We have lim x F U x )  = 0 by using Lebesgue theorem and using the finiteness of 
X—> + 00 
the expectation. Therefore, we can express the correlation coefficient as 
S ( U ,  v ) d u d v  -  S i i u ) d u  S 2 { v ) d v  
\/var(r(^))var(r(^)) 
(b) Its relation to Kendall's r 
Kendall (1938) introduces a measure of dependence that does not depend on the 
form of the marginal distributions. It indicates whether the variables tend to vary 
simultaneously in the same or in opposite sense. It is defined by 
r = £;(sign5(Xi-X2)(yi->2)) 
= Pr[(%i - %2)(^1 - >2) > 0] - Pr[%i - %2)(^1 
where {X^,Y^) (i=l,2) are i.i.d. random variables. Genest and MacKay (1986) Oakes 
(1989) show r = (^ /(2 + < )^. Consequently, r is then an increasing function of (j) 
bounded above by 1. 
(c) Its relation to Blomqvist / 3  
Blomqvist (1950) studies a measure of dependence which does not depend strongly 
on the form of the bivariate distribution function. It is defined as 
/
X t v  /•+00 r+oo 
/  f { x , y ) d x d y +  I  I  f { x , y ) d x d y ) - l  
- o o J — o o  J x  J y  
where x , y  are the the medians of respectively. 
=  Jq d x i j ^  d y S { x , y ) d y ) d x  
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=  JQ d x { S { x , y )  -  S 2 { y ) ) d x  
=  S { x , y )  -  S i { x )  -  S 2 i y )  +  1  
=  S { x , y ) .  
Likewise d x y S { x , y ) d x d y  =  S { x , y ) .  
Hence 
/ 3  =  é { S { x , y ) - l )  
For Clayton model S { x , y )  —  e  ^  
V = - 1)2^^ -2^+1 Iog(2)} 
which is nonnegative. Hence, ( 3  is an increasing function of (j). 
2.3.2.1.2 Generalization of the Clayton model 
We focus on the trivariate distribution. We saw from previous discussion that it 
is possible to get trivariate distributions that have specified univariate and bivariate 
marginals. Let the three survivor times be with corresponding sur­
vivor functions Si[x),S2{y) and 6'g(z). Bivariate survivor functions are constructed 
from Clayton (1978) model as follows: 
assoc.parameter var.involved joint survivor function 
^ T(i),r(2) ^(,,z,) = ysiW,S2W) 
^ T(1),T(3) S(z,z) = A^(gi(z),g3(z)) 
W r(2), T(3) 5'(y, z) = Aw(5'2(2/), ^ 3(4) 
The difference with section 1 is that we will apply our conditioning argument to 
survivor functions instead of cdf's. Define 
S ^ ( x , y , z )  =  5 3 ( r ) P i [ r ( l ) > x , r ( 2 ) > j , | r ( 3 ) > z |  =  5 3 ( . . ) A ^ ( ^ ^ , ^ ^ )  
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Likewise we obtain: 
S ^ ( x , y , z )  =  [ S { : c , v r *  +  S ( y , z r *  -  S i i y ) - * ] ' ^  
S u { x , y , z }  =  l S ( x , y r "  +  S { x , z r " - S i { x r ' ' ] - h .  
Each of the three survivor functions is consistent with the univariate and bivariate 
marginals. As indicated earlier one either chooses any one of these for his practical 
convenience or combines them to get some desired properties like the symmetry of 
the distribution. 
2.3.2.2 Clayton's like premises 
In the bivariate model, Clayton (1978) assumes that conditional hazard function 
of $(1) satisfy 
Ai(z|T(2) = y) = (1 + 4^)Ai(z|T(2) > y )  
for any x,y nonnegative. To get a general model it should include the Clayton con­
ditions when it is reduced to the bivariate setup. A reasonable assumption is: 
for any choice of x,y,z nonnegative, which readily includes Clayton's assumption in 
the bivariate case by taking z=0. This means that given > z] the conditional 
hazard of T(^) = x  given =  y  i s  proportional to the conditional hazard of 
[t(1) = x] given [t(^) > y]. The ratio of these two conditional hazards may depend 
on the variable z , i.e., (f) — 4>{z). For the model to preserve the Clayton defining 
relation we must satisfy 
lim = (f>i 
z—»0 
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It is also reasonable to assume 
lim ( f ) ( z )  =  0 
z->+oo^ 
I and ( j ) { z )  is a decreasing function in z. This assumption implies that the conditional 
hazards become similar and the survival times become less related to each other when 
z is large. Again if we consider the survivor times in a human population family 
consisting of a father and two offspring it seems reasonable that if the father does not 
die of a disease at an early age then the survival times for the two offspring would be 
independent relative to the particular disease. However, if the father succumbs early 
then the survival times of the two offspring are expected to be highly related to that 
of the father and consequently more dependent. For the illustration of the method 
we consider constant. A second possibility would be: 
Ai(z|T(2)=y,r(3) = z) , , , 
Ai(«|r(2)>%,,r(3) = z) 
but this does not include the Clayton condition for the bivariate model unless 
are independent of which is too restrictive to be of practical interest. A 
third possibility would be to consider the ratio 
fei(x|r(2)=y,r(3) = z) ^ , 
Ai(z|T(2)>3,,r(3)>z) 
but the solutions provided by these two later models do not have Clayton's distri­
bution as marginals. The resolution of equation (2.4) is obtained as follows. Note 
that 
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( d y S ( x , y , z ) \  
1, aj,S(!,,z) j 
and 
= - ^ dyS(I'll) = - 8 x l o t ( - a y S l x , y , . ) ) .  
Substituting these results into the defining relation yields 
- d x l o g ( - d y S { x , y , z ) )  = (1 + < l > ) { - d x l o g S { x , y , z ) .  
Integrating each side of the equation between 0 and x gives 
-dx log{-dyS{x,y, z))-Ï0g{-dyS{y,z)) = (1 + (?!))[logS'(a:,î^,z) - log 5(î/, 2)]. 
Hence, 
log I a ' I = log 
and 
d y S { x , y , z )  _  d y S { y , z )  
Integrating over (0, y): 
— 1 
Likewise we find the other two cdf's corresponding to il^,u) 
-1  
S ^ { x , y , z )  =  { S { x , y ) ' ~ ' ^  +  S { y , z ) ~ ^  -  5 2 ( y ) ~ ' ^ } ~ ^  
S u j { x , y , z )  = {5(®,2/)-'^ + S { x , z ) - ' ^  -
These are the joint cdf's given by (2.1). 
Remark: 
If <^ = ^ = a;, the three cdf's are equal and their common expression is: 
-1 
. -  2}"^. 
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This is a generalization of the bivariate Clayton model when all survivor functions 
share the same association. This is also the Pareto-Burr-logistic distribution studied 
by Cook and Johnson (1981, 1986) and Johnson (1987). 
If w tend to zero, which correspond to the independence between the members 
of the pairs (X,Z) and (Y,Z), the (2.3) reduces to 
S f j ) { x , y , z )  = [5j ^ { x )  +  8 2 ' ^  -  1]~^/'^53(Z). 
2.3.3 Another multivariate lomax distribution 
An important model in reliability that takes into account the effect of the work­
ing conditions from the laboratory testing conditions is introduced by Lindley and 
Singpurwalla (1986); the two components C]^, Cg of a system have failure times dis­
tributed as exponential distributions with parameters A2 respectively. The work­
ing environment affects their hazard multiplicatively. The distribution of the failure 
times becomes exponential with parameters The factor 77 is assumed to 
^a«(a—1)^—776 
be distributed as a Gamma(a,b) with pdf 5(77) = —' . Given 77, failures 
times are independent and the joint conditional density is 
The resulting unconditional density is: 
The marginal pdf's are /^((J = = 1,2. 
l U  
The marginal survival functions are Si{ti) = = 1,2. 
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The joint survival function is: 
= (Aiii + A2i2+6)«" 
Since 51,52 continuous, we write (2 as functions of 5%,^2 respectively to 
express the joint cdf as a function of its marginals. We have ^ , i = 1,2. 
Therefore 
Suih^h) = [5l('l)~« + S2(i2)"» - l]"" 
for <1,^2 nonnegative. This is the Clayton (1978) model with Pareto marginals. The 
joint distribution depends only on the location parameter a of the prior but not on 
the scale parameter b. Note that the conditional means are linear functions of the 
conditioning variable. 
Nayak (1987) generalizes this distribution to higher dimensions but his model 
allows only for equal correlation between any two components which seems reasonable 
if the working environment has the same effect on all of them. Nayak ( 1987) considers 
a system of k components Cj,.., C^. Their failure times are distributed as exponential 
distributions with parameters The working environment changes their 
ftiilure rates to rjXi, Given t j  the failure times are assumed to be independent. 
Assuming that 77 is distributed as r(a,6) the joint cdf is 
^  ^  _  { I i . f - l ) b ^ a { a  +  l ) . . { a  + k  -  1 )  
The joint survival function is 
k  _1 
2 = 1 
which is the Cook and Johnson( 1981) distribution. 
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Applying (2.5) with Pareto marginals provides a model where different pairs 
of survivor times have different associations, but each pair has a bivariate lomax 
distribution corresponding to (2.6). 
2.4 Generalization to higher dimension and simulation 
Other important properties of this construction are their flexibility of producing 
various generalizations to higher dimensions and the possibility of generating ran­
dom samples based only on the generation of samples from the bivariate marginal 
distributions. 
2.4.1 Generalizations to higher dimensions 
Generalization to higher dimensions can be performed in various ways as there 
are several ways to get the trivariate distributions. We present some of them to do 
so. For four dimensions for example one can consider 
^123.4(®1'®2'®3'®4) = ^ ®2'-'^3 ^ ®3l^4 ^ ®4}^4(®4) 
The joint probability Pr{%2 < xi,X2 < ®2,'^3 — ^31-^4 - ^ 4} can be evaluated 
using C(Pr{%i < xi\Xj^ < Z4},Pr{%2 < «21-^4 ^ ®4}'PK^3 < a:3l-^4 ^ ®4}) 
where C is one of the copulas associated to the trivariate distributions. 
Another procedure is to start from the bivariate distributions and condition on 
the joint event of the two other random variables. 
i, j, k and 1 are a permutation of {1,2,3,4}. The conditional probabilities 
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Pr{ yY j  <  X I ,X j  <  aîjlA'^. < Xf^ ,X i  <  x^} can be computed using 
h i j { P i { X i  <  x i l X f ^  <  X f ^ , X i  <  x i } , P i { X j  <  x j \ X ) ^  <  x ) ^ , X i  <  x i } ) ,  
h^j is the copula associated to F^j. The conditional probabilities can be evaluated us­
ing some trivariate distribution of {X^, Xi^,Xi) and {Xj,Xjj,Xi) respectively. Higher 
dimensions distributions can be obtained iteratively. 
2.4.2 Simulation 
An attractive feature of using (2.1) to construct trivariate distributions is that 
a simple and efficient algorithm is available for simulating observations. 
We present an algorithm to generate data from the distributions we get by pur 
procedure provided that we are able to generate data from univariate and bivari-
ate distributions. Eliminating the effect of the marginals the associated copula to 
•'''l2.3(®l'®2'®3) is Ci2.3(«,v,tf) = where u, v,w are in 
[0,1]. We proceed as follows: 
(i) Generate W an observation from a uniform on [0,1]. 
(ii) Generate independently a couple (X,Y) from hi2{x,y). 
(iii) Solve in u and v the equations h i ; ^ { u , W )  —  W x ,  h 2 ^ { v , W )  =  W y .  
(iv) apply Xi = f{-!([/), Xg = F^Hv). %3 = F^^(^) 
To verify that the distribution of (U,V,W) is distributed as we consider 
u,v,w 6 [0,1]. 
Pr[[/ < U , V  < v , W  < w] = Pr[f7 < u, F < v \ W  <  W ] V J .  
u solves h i 2 { u , w )  = x w  and v solves h 2 ^ { v , w )  = y w .  The conditional probability is 
P r [ C / '  < u , V <  v \ W  <  t f ]  =  
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= PF) < Ai3(«, A23(y, W') < ^23(1;, W' < w] 
=  P t [ X W  <  x W , Y W  <  y W \ W  <  w ]  
=  P r f A "  < x , Y <  y \ W  <  w ] .  
Since (X,Y) are generated from independently from W, 
F t [ X  < x , Y <  y \ W  < w ]  =  P r [ X  < z , y  <  y ] .  
Finally 
Pr[f7 < u , V  < v ^ W  < 1 ^ ]  = Pr[% < z,F < y ] w  
-  h i 2 { x , y ) w  
2.4.3 Examples 
(l)Trivariate extension of the Clayton model 
The copula associated with the Clayton model is h { u , v )  =  [ u ~ ' ^  +  v ~ ' ^  —  
1] ^ > 0. Generation of random variables from i^i2.3 ^ith Clayton (1978) 
b i v a r i a t e  m a r g i n s  n e c e s s i t a t e s  s o l v i n g  h - ^ ^ ( u y w )  =  x w  a n d  h 2 ^ { v , w )  =  y w  i n  u , v .  
The solutions are u = [{wx)~^ — + 1] ^ and v = [{'wy)~'^ — w~^ + 1]~^, 
where tp, w are the association parameters in the and Agg copulas, respectively. 
Using the method of generating data from the bivariate Clayton distribution de­
scribed by Johnson (1987), random variables (%2,%2)^3) with univariate marginal 
cdf's Fi,F2,F^ are generated as follows: 
(i) Generate W from a uniform(0,l) distribution. 
(ii) Generate independent random variables Ei,E2,G E-^ and E2 have standard ex­
ponential distribution and G is distributed as r(^,l). 
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Compute 
.Y = (1 + and r + (1 + E2lG)-^l't>. 
(Hi) Compute 
ti = [(wz)-^ - + 1]-^/^ 
(iv) Compute Xi = Ff ^ (C/), .Yj = Xg = 
(2)The Plackett (1965) cdf 
The bivariate Plackett (1965) cdf with uniform marginals is 
where S  =  1  +  { ( f >  —  1)(« +  v )  and u , v  E  [0,1]. 
Using an algorithm to generate data from the Plackett distribution presented 
by Mardia (1967), a trivariate random vector {Xi,X2,X<^) with univariate marginal 
cdf's Fi,F2 and Fg is generated as follows: 
(i) Generate W from a uniform(0,1) distribution. 
(ii) Generate (C^i,C^2) ^ independent uniform 0-1 random variables. Set 
X = and set 
{ B - { 1 - 2 U 2 ) D )  
2 A  
where 
a  =  U 2 { l - U 2 )  
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A  =  ( ^  +  a ( ^  —  1 ) ^  
B = + 1 — f/j] + (^(1 — 2a) 
D  =  ^ ( j , [ 4 > ^ A a U i { l - U i ) { l - 4 > ) \  
(iii) Having generated (X,Y) from the copula defining the Plackett(1965) cdf we solve 
xW = M^), and yW = h2'^{V^W). The solution is: 
U - -""[l + (V* - 1)1^ (1 - a;)] 
t p  —  ( i p  —  l ) x  
V  -  y[i + (^ - - y)] 
W — (w — 1)3/ 
with ipiUJ are the association parameters in the copulas associated to the Plackett 
cdf's ^13)^123 respectively. 
(iv) Compute 
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CHAPTER 3. A MULTIVARIATE FAILURE TIME ANALYSIS 
3.1 Introduction 
In this chapter, we analyze a data set consisting of correlated failure times from 
a toxicology study. Failure times are actually event times of some newborn rats 
whose mother was exposed to a treatment. The joint failure times are modeled by 
a trivariate generalization of the bivariate Clayton (1978) cdf. The marginals are 
modeled by a Weibull distributions with a scale parameters modeled as log-linear 
function of the covariates. Our approach is parametric. The maximum likelihood 
procedure is used to estimate association, regression, and shape parameters as well 
as their covariances. Tests of significance for various effects are presented. 
Failure times are sometimes collected from groups of correlated observational 
units. Friberg et al. (1970) study data from monozygotic and dizygotic twins to 
determine the possible genetic link between smoking and mortality. Sisters are some­
times used to study the occurrence of breast cancer. Animals from the same litter 
are often used to compare the effects of treatments in toxicology studies. Correlated 
failure times also arise from repeated measures. Examples include successive failure 
time engines and toxicology studies where several developmental times are monitored 
on each offspring of each exposed female. 
Dependence between responses can originate from many sources. In human 
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families as well as animals from the same litter, genetic relationships can contribute 
substantially to the dependence between the responses. In reliability, for example 
in the studies of successive engine failure, dependencies are caused by the nature of 
repairs. In some smoking cessation programs (Koehler and McGovern, 1990), groups 
are formed to implement some types of programs to help smokers quit. Within each 
group, people are encouraged to interact to help each other quit smoking. In this 
case the design of the study introduces dependence between the outcomes. 
Analyses of such data using models based on the incorrect assumption of inde­
pendent responses may provide misleading results. For moderate sample sizes, such 
analyses tend to underestimate the standard errors of the parameter estimates. This 
results in the construction of confidence intervals that are too short to achieve the 
stated coverage probability, and an overstatement of significance of observed treat­
ment effects (see Koehler and McGovern, 1990). 
In section 2 we review some useful tools used in survival analysis. In section 3 
we present the experiment and state the objectives of the analysis. Section 4 deals 
with the models used for the analysis. In section 5 we present the method and results 
of the analysis. 
3.2 Review of the elements used in survival analyses 
In this section we review some basic concepts used in survival analyses as well 
as some of models that are currently used. 
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3.2.1 Univariate failure time analyses 
In survival analysis, the distribution function is modeled by the survival or the 
hazard function. These two functions operate on the left bounded intervals [i, +00), 
t > Q, where all failure times of all individuals surviving until t are considered. If T 
is the time to failure, the survival function is defined by S{t) = Pr[r > (]. 
The hazard function h(t) is defined by 
h { t )  =  j i m ^  P r [ r  < t  +  6 \ T > t ]  
which is the probability of failure just after t given survival up to t. When the 
distribution function of T is absolutely continuous, the survival function is 
s { t )  = /Q f m  
and the hazard function is 
= m 
S { t )  
= -|-log(S(()). 
O t  
The relation between the hazard function and the survival function is then 
where H { t )  =  / g  h { u ) d u  is the cumulative hazard function. The pdf is 
f i t )  =  
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If T is discrete and takes values arranged in the ascending order with prob­
abilities p { t j )  = Pr[r = > 1, the survival function is S { t )  = ^ The 
hazard function is a point mass defined by 
h { t j )  =  P t i r  =  t j \ T  >  t ^ - i  =  | | ^  =  1  -
Consequently the survival function is a non increasing step function on the interval 
[0,+oo), defined by 
•^(0 = -  K i j ) ) -
When censored observations are present and failure is known to occur in some finite 
interval, which is the case when the failure time can not be exactly recorded, the 
i n t e r v a l  [ 0 , + o o )  i s  d i v i d e d  i n t o  a  s e t  o f  d i s j o i n t  i n t e r v a l s  =  0 , . . , k , t Q  =  
= +oo}. The hazard function is a constant on each of these intervals. It is 
defined as 
=  P r [ i ^  < T  <  | T  >  < / ]  
=  i _ f ( W  
5(i,) • 
which is the conditional probability of failing in the interval given survival 
up to the beginning of the interval. 
Models for univariate survival times can be classified in three categories; para­
metric, semi-parametric, and nonparametric. Parametric models have a known distri­
bution function, only the parameters of interest which sometimes include regression 
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parameters need to be estimated. The most used, distributions in survival analysis 
are the Wei bull, exponential, extreme value, gamma, log-gamma, and log-normal dis­
tributions. All these distributions allow for explanatory variables to be introduced 
into the model through their distributional parameters. The maximum likelihood ap­
proach is the common procedure for estimating the parameters and their variances. 
Semi-parametric models are concerned with the estimation of the parameters 
associated with the explanatory variables while the complete expression of the dis­
tribution is not required. The proportional hazard function is an example. In the 
proportional hazard model the hazard function at t, given a value of the explanatory 
variable is proportional to the hazard function at t given another value of the 
explanatory variable X2- The proportionality is a function of and 2=2 only. For 
a fixed baseline value ZQ = 0, where the covariate has no effect, the corresponding 
hazard function is denoted hQ{t) and called the baseline hazard function. Therefore, 
every hazard function in the same family with covariate x is 
h { t - , x )  =  h Q { t ) g { x ) ,  
where g(x) is a function of the covariate x. The most common choice for g(x) is 
g{x) = e® where x is the vector of explanatory variables and /3 is the associated 
vector of regression parameters. Estimation of /3 is usually based on maximizing a 
particd likelihood given in Cox (1972). It involves only the parameters associated 
with the explanatory variables but not the distribution associated with the baseline 
hazard function. 
Nonparametric models for failure time distributions consist of fitting a step func­
tion to the survival or to the hazard functions. This is usually done by using some 
empirical estimator such as the product limit estimator (Kaplan and Meier, 1958). 
56 
These methods do not allow for the use of the explanatory variables, by fitting a non-
parametric hazard function or survivor function to each level of the covariate which 
can be helpful in selecting either adequate parametric or semi-parametric model for 
incorporating the covariate effects. 
3.2.2 Censored situation 
Failure times are positive random variables that occur at most once for each 
individual, and are often censored. Censoring is the nonavailability of the exact 
failure time. A failure time of an individual that is only known to occur in a time 
interval is called interval censored. Infinite censoring intervals are determined by a 
point event called the censoring time. If the failure of an individual occurs in that 
interval, it is said to be censored. Censoring occurs when individuals drop from 
the study, or the study ends before observing all failures, or individuals fail from 
other causes, or the failure occurs between two fixed distinct times. In a random 
sample, when the censoring times of all individuals are related to each other, the 
censoring process is said to be of a certain type. For example, in type I censoring, 
all the censoring times for individuals are equal to a predetermined constant time. 
In type II censoring, the censoring times are equal to a random variable which is 
determined by the time until a fixed proportion of the population fails. In this 
situation the censoring variable is a quantile of the failure time distribution. Its 
distribution can share the same parameters with the distribution of failure times. 
The censoring variable is often chosen to provide a satisfactory precision for the 
estimated parameters and a saving in time and effort. Although censoring is often 
necessary, it creates some difficulty in the estimation and evaluation of the precision 
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of the parameter estimates, especially when one is dealing with multidimensional 
data sets where censoring occurs only for some components of each multidimensional 
observation and the distribution of the censoring variable is not explicitely specified. 
Moreover, in the presence of censoring, the limiting distribution of the maximum 
likelihood estimates are not generally known. 
3.2.3 Multivariate failure time analyses 
Clayton (1978) derives a bivariate survival function from two conditional hazard 
functions. The conditional hazard function for a first individual, in the pair, evaluated 
at time given the failure time of the other individual in the pair is greater than <2, 
is proportional to the hazard function of the first individual at given the other fails 
at <2* The proportionality term is a positive constant. It has the interpretation 
of a relative risk, and it determines the strength of dependence between the failure 
times. The joint survivor function is 
Sl2('l.'2) = 
where h-^2 is the copula associated to the joint failure time distribution 5]^2 
5^ and $2 are the survival functions associated to the failure times of the first, 
and second individual respectively. Oakes (1982, 1986) shows that the association 
parameter (j) is related to the Kendall's r by the relation 
Under the proportional hazards property, the Clayton model can incorporate ex­
planatory variables in the marginals distributions. Another parameterization of this 
58 
model, that does not use the proportional hazard property, is used by Clayton and 
Cuzick (1985). The effects of the covariates are added to the unobserved random 
variables before averaging on the distribution of the unobserved random variable in 
each marginal distribution. Extensions of the Clayton model to higher dimensions 
are available. Cook and Johnson (1981, 1986) provide a multivariate distribution 
with a single association parameter that has the bivariate Clayton cdf as a marginal 
distribution. More generally we presented in Chapter 2 a procedure that can provide 
multivariate distributions when only the bivariate marginal distributions are speci­
fied. The multivariate distributions obtained from the procedure allow for different 
associations between pairs of margins. Explanatory variables could be introduced in 
the parameters of the marginal distributions. Other multivariate models are worth 
mentioning. Hougaard (1986) derives a multivariate survival model, by assuming a 
specific frailty for each member of the group. The frailty is distributed a positive 
and stable distribution. Crowder (1989) derives a similar model but allows for some 
negative correlation between the pairs of variables. 
3.3 Presentation of the data and method of analysis 
•The collaborative behavioral toxicological study was designed to study the relia­
bility and sensitivity of behavioral testing methods on the effects of prenatal chemical 
exposure in rats. A complete description of the study objectives, design and analyses 
are available in a series of articles published in Neurobehavioral Toxicology and Tera­
tology, 1985. In this analysis, the focus is on the methylmercuric chloride on the time 
to incisor eruption. A summary of the design for this part of the study is as follows. 
372 litters provide 1488 pups were considered, half of them are males. Pregnant fe­
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males were randomly assigned to treatments which included untreated control(level 
0), vehicle control(nitrogen-purged distilled water) (level 1), 2.0 mg methylmercuric 
chloride per kilogram of body weight (level 2), and 6 mg methylmercuric chloride 
per kilogram of body weight (level 3). Treatments were administered to pregnant 
females on gestation days six through nine. After the birth of the litter, rat pups 
were inspected daily for the occurrence of incisor eruption. Pups from each litter were 
labeled and were checked in the following order: male 1, male 2, female 5, and female 
6. The following analysis examines the time to incisor eruption for two males and 
and one female. The two males are distinguished by the weight on the first day after 
birth with the heaviest labeled male 1. The objective of the analysis is to estimate 
the effects of treatments, laboratories, and the mothers weight on the distribution of 
incisor eruption times in the presence of the associations among pups within litters. 
3.4 The proposed model 
3.4.1 Joint parametric model 
In this analysis the joint time to incisor eruption of every pair of rats is modeled 
by a bivariate Clayton (1978) distribution. We consider different associations between 
the (male 1, male 2), (male 1, female), and (male 2, female) pairs. Motivation for 
the choice of the Clayton (1978) model are as follows. Clayton's model arises as a 
frailty model (Oakes, 1989), an infinite mixture of distributions (Marshall and Olkin, 
1988), and a bivariate proportional hazards model (Oakes, 1982). The association 
parameter can be estimated consistently by a simple function of Kendall's r, and it 
has a meaningful interpretation in term of relative risks. 
Bivariate distributions can be extended to trivariate distributions by condition­
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ing on ^3, the eruption time for the female, the event times for the conditional 
distribution for each male is obtained by a separate Clayton cdf for (male 1, female) 
and (male 2, female). The survival functions are inserted into a third Clayton model. 
Given a set of copulas ^12)^13' ^23 bivariate distributions for the pairs (male 
1, male 2), (male 1, female), and (male 2, female) are 
'S'l2(^l'^2) = ^12('^i(^I)''5'2(^2)) 
'?13(^1'^3) = /^13('^l(^l),'^3(^3)) 
= ^23('^2(^2)''5'3(i3)) 
respectively, and the = 1,2,3, is the univariate survival function for male 1, 
male 2, and female. The copula ^22 applied to conditional cdf's to obtain 
where the indices 1, 2, and 3 refer to male 1, male 2, and the female, and h^j^s are 
the copulas associated to the bivariate survivor functions defined by 
_1 
•SI2('I.<2) = (ÎI('I)"'^ + S2(<2)"'^-1| ^ 
_ 1 
%(il,f3) = + S3(<3)"'^ - 1] ^ 
%((2.'3) = 152(<2)"" + •?3('3)"" - 1|""-
The model is also written as 
S(ti,i2,i3) = [%(«l.i3)"'^ + S23(f2.«3)"'^ -
where <f> is the association parameter between the male pups, V* is the association 
between male 1 and the female, and u> is the association between male 2 and the 
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female. The joint pdf is 
%('2.'3)""*'S((i,i2,i3)l+2^r(ii,i2,f3) 
wherer((i,i2,i2) = W-«>)S((3)~'''~'5i3((i,(3)''' + (u-«S)5((3)~'^~^S((2,(3)'*' 
+ (1 + 24>)S{ti,t2,t^)'^ 
with 
is) = %(«!. 
The necessary and sufficient condition for the validity of a trivariate Clayton 
distribution is that for any u,v,w 6 [0,1] 
„*((V,-^))(il3^)V. + („_^)(Î23^n • 
+  ( 1  +  _ l ) > 0 .  
The parameter space is not vacuous since it contains the line [<^ = ^ = w > 0], and 
the set [•^ = w = 0, (/> > 0]. 
3.4.2 Modeling the marginals 
Preliminary analyses of the data showed that the Weibull models provide a good 
fit for the univariate margins. The scale parameter for each marginal is modeled to 
be log linear function of the covariates. The design matrix is: 
X =  (X I ,X2 ,X3 ,^4 , . . . , .Y io )  
=(intercept, indicator of the vehicle control (level 1), indicator of level 2 (2.0 
mg/kg), indicator of level 4 (6.0 mg/kg), indicator of labl, indicator of lab2, in­
dicator of lab3, indicator of lab4, indicator of lab5, mother weight (kg)). 
Note that effects for lab6 and the untreated control are set to zero to allow the 
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identifiability of the parameter estimates. Therefore the regression parameters cor­
responding to the &iid represent the differences between the untreated 
control and the vehicle control, low dose(2.0 mg/kg), and high dose (6.0 mg/kg), 
respectively. Similarly >.,/3q represent the differences between labl and lab6, lab2 
and lab6, lab3 and lab6, lab4 and lab6, lab5 and lab6, respectively. 
There is a period of eight days where no apparition of incisor teeth occurs. The 
smallest time is nine days, since no incisor eruption occurs before eight days, is 
taken to be the observed time minus eight. 
3.5 Method of estimation and results 
Initial estimates for the regression parameters for each margin are obtained by 
regressing the logarithm of the observed eruption times on the covariates. Initial 
estimates of the shape parameters are obtained from Kimball (1956). Initial estimates 
for the association parameters are computed as where r is the Kendall's r 
computed from the residuals of two regressions of log times on the covariates for two 
pups. This uses the relation between the association parameters and Kendall's r 
derived by Oakes (1982, 1986). Table 3.1 gives initial estimates of the association 
parameters for the bivariate marginals and the corresponding values of Kendall's r. 
The initial estimates for the regression and shapes parameters are presented in Table 
3.2. 
We assume that the litters are independent. To maximize the likelihood function, 
we used the modified Newton-Raphson algorithm. Given the starting value Oq the 
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Table 3.1: Initial values for the association parameters and .Kendall's r 
parm. assoc. par am. Kendall's r 
<i> 0.8903 0.3080 
V" 0.8000 0.2857 
w 0.9018 0.3107 
solution is obtained by the iterative procedure: 
At each iteration the information matrix is estimated by the mean of the cross product 
of the derivatives of the log likelihood evaluated at the previously computed values 
of the parameters in the previous iteration and summed across the observations. 
In the following we indicate some convergence properties of the maximum likelihood 
Table 3.2: Initial values for the regression parameters 
parameter margin 1 margin 2 margin 3 
shape 4.6235 4.4739 4.2585 
intercept 1.5355 1.5868 1.5369 
level l(veh.ctrl) 0.0460 0.0296 -0.0217 
level 2(2.0mg/kg) -0.0080 0.0277 -0.0189 
level 3(6.0mg/kg) 0.0140 0.0050 -0.0097 
labl -0.1356 -0.1882 -0.1058 
lab2 -0.1985 -0.2373 -0.1699 
lab3 -0.1422 -0.2290 -0.1887 
lab4 -0.3204 -0.3300 -0.2621 
labs -0.1843 -0.1948 -0.1475 
mother weight(kg) 0.7179 -0.3195 0.3508 
estimates. 
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3.5.1 Remark on maximum likelihood estimation 
Sufficient conditions for maximum likelihood estimates to be consistent and have 
limiting normal distribution are given in Lehmann (1983) for example. In the case 
where the distributions have the same support, are identifiable, and are based on a 
random sample, the sufficient conditions for the multivariate setup are: 
(PI) There exists an open set D of the parameter space containing the true param­
eter space such that for almost all x, the density /(x; Ô) admits all third derivatives 
for all 9 in D. 
(P2) EQ{-^log{f{X-,e))) = 0 for any j. 
7 . (P3) The Fisher information matrix is positive definite. 
(P4) There exist functions Mjj^i such that 
7 '^k "î 
for any 9  in D, and E Q { M j ^ i { X ) )  < +oo. 
Distributions with fixed margins have a special structure. The joint cdf is 
F(a;i,.j,Xj^) = jEr(Fi(®2), ..,Fj^{xj^)), where H is the copula associated to cdf F. The 
joint density function is /(a;i,..,z^) = (n^^/^(zj)/jk^i(f(a;i),..,f^(z;^)), where 
fk+1 is the pdf of H and the /j, 1 < i < k, are the marginal pdf's. Note that in this 
structure the copula H and the marginal distributions do not share any parameter. 
The following lemma gives the sufficient conditions for the conditions P1-P4 to be 
satisfied for the multivariate distributions with fixed marginals. 
Lemma 3.1: 
Assume that a multivariate distribution is associated to a copula H { u i ,  . . , u n )  
with ui,..,Un € [0,1], for which the sufficient conditions P1-P4 are satisfied, and 
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assume that the marginal distributions do not involve the association parameters 
and satisfy the same set of sufficient conditions P1-P4. If the first derivatives of 
the logarithm of the cdf's are affinely independent, then the joint distribution with 
specific marginals also satisfies sufficient conditions P1-P4. 
Proof: 
If is the parameter space for 1 < i < fc + 1 , the parameter space for the 
joint distribution is 
Property PI is satisfied by noting that the cartesian product of open sets in an 
open, and the third derivatives of exist since they are assumed to exist 
for the marginals pdf's and for the pdf of the copula. 
Property P2 is easily satisfied since the property P2 is satisfied for each f^, with 
parameters 
P3 is satisfied by hypothesis. The third derivatives are bounded by integrable 
functions for the pdf's. The same bounding functions can be used if the parameters 
belong to the same otherwise the partial derivative is null. Therefore P4 is also 
satisfied. 
Scholz (1983) showed that the Weibull distribution, with unknown shape and 
scale parameters, satisfies sufficient conditions P1-P4. Oakes (1982) used the asymp­
totic results for the maximum likelihood estimates for the bivariate Clayton (1978) 
distribution with exponential margins. 
3.5.2 Results 
The maximum likelihood estimates for the shape parameters and regression pa­
rameters and their standard errors are presented in Table 3.3. Table 3.4 presents the 
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maximum likelihood estimates, standard errors, and the values of two sided t-tests 
for the hypothesis that the association parameter is zero. Values of r in Table 3.4 
are computed from the maximum likelihood estimates of the association parameters, 
using r = <^/(2 + for example. 
Table 3.3: Maximum likelihood estimetes of the regression parameters and their 
standard errors 
reg. coefF. est. margin 1 std. err. est.margin2 std.err. est.marg3 std.err 
shape 4.4486 0.1976 4.4041 0.2225 4.1945 0.1899 
intercept 1.5306 0.0292 1.5717 0.0332 1.5494 0.0285 
veh.ctrl 0.0272 0.0334 -0.0119 0.0318 -0.0382 0.0361 
2.0 mg/kg -0.0041 0.0294 0.0374 0.0296 -0.0144 0.0322 
6.0 mg/kg -0.0094 0.0272 -0.0127 0.0307 -0.0179 0.0330 
labl -0.1556 0.0428 -0.1906 0.0390 -0.1449 0.0486 
lab2 -0.1974 0.0403 -0.2268 0.0357 • -0.1866 0.0417 
lab3 -0.1169 0.0293 -0.2136 0.0373 -0.1969 0.0416 
lab4 -0.2882 0.0341 -0.2888 • 0.0349 -0.2313 0.0365 
labs -0.1533 0.0345 -0.1470 0.0292 -0.1248 0.0360 
1 mother 0.6993 0.4126 -0.4814 0.3943 0.2204 0.4766 
Table 3.4: Estimates for the association parameters, their standard errors, and 
t-tests 
assoc. parameter estimates std.error t-test T 
(f) 0.5513 0.0930 5.92 0.4321 
0.5742 0.1088 5.27 0.4461 
w 0.5244 0.1012 5.17 0.4154 
All the association parameters are significantly different from zero. A Wald 
statistic = (Câ)'(CFC')~^(Câ) where â = (^ -tjj ù)', and 
V  
/ \ 
0.0086 0.0033 0.0034 
0.0033 0.0118 0.0031 
0.0034 0.0031 0.0102 
, and C = 
1  - 1  0  
0 1 — 1 
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is used. For these data, = 0.16 with two degrees of freedom, and a model with a 
single association parameter is adequate. 
The treatment have no significant effects on the time to incisor eruption for the 
three pups. The effect of the mother weight is not significant. A Wald statistic is used 
to test the overall significance of the mother weight on these event times. = 6.333, 
with two degrees of freedom, which shows that the mother weight has no significant 
effect on the time to incisor eruption for the pups. Laboratories are mainly different, 
all differences with lab6 are significant, which shows that from one laboratory to the 
other physical developmental of the pups vary. 
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CHAPTER 4. MULTIVARIATE DISTRIBUTIONS INDUCED BY 
THE PROPERTIES OF THEIR MARGINS 
4.1 Introduction 
There are a number of mathematical procedures for constructing bivariate dis­
tributions with specified marginal distributions, yet there are fewer procedures for 
multivariate distributions. Among these methods are elliptical distributions (Fang, 
Kotz and Ng, 1990), copulas, mixtures of distributions, and transformations. The 
most appreciated bivariate distributions are those motivated by modeling real phe­
nomena (Marshall and Olkin, 1967, and Clayton, 1978) and those that provide the 
widest range of possible associations or correlations (Plackett, 1965). 
Bivariate and multivariate generalizations of families of univariate distributions 
have been mainly developed one at a time, although many of these distributions share 
common properties. In most situations the focus is only on preserving a single special 
feature of a family of univariate distributions. 
In this chapter, we develop a general method of deriving multivariate distribu­
tions with special univariate marginal distributions. We consider multivariate con­
tinuous distributions which include the independence case. This method leads to 
a condition that can be expressed as a partial differential equation, which in the 
bivariate case is a reduced form of Cauchy's differential equation. The solution of 
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its homogeneous part involves the Bessel function of order zero. This method of 
construction provides a large class of bivariate and multivariate distributions which 
includes many existing distributions. Examples that are explicitely considered in­
clude the Clayton (1978) model, the Morgenstern family, and orthogonal polynomial 
models. The development of a larger class of distributions provides a convenient 
unified framework for deriving properties of its various members. A special case that 
uses only sums of products of functions of single variables is shown to provide only 
moderate levels of correlations. Finally another method of deriving distributions is 
obtained from an alternative solution of the partial differential equation using the 
method of separation of variables. This alternative method is most conveniently 
applied to construct distributions with symmetric margins. 
4.2.1 Bivariate case 
Finch and Groblicki (1984) showed that every absolutely continuous bivariate 
random variable with marginal pdf's f{x) and g{y) has a pdf that can be written as: 
The first condition ensures that f { x , y )  is nonnegative, while the second normalizes 
i t  t o  1 .  G i v e n  a  s e t  o f  m a r g i n a l  p d f ' s ,  f { x )  a n d  g ( y ) ,  u ) { x , y )  d e t e r m i n e s  f { x , y ) .  
Some properties are easily derived from equation (4.1). For example, the condi­
tional pdf's are 
4.2 Derivation of the pdf 
/(«,%/) = /(%)2(3/)[l +w(2,2/)] (4.1) 
with u ) { x , y )  >  —1 and 
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f { ^ \ y )  =  +  w ( i C , 2 / ) ]  a n d  / ( y | a : )  =  / ( j / ) [ l  +  a ; ( x , 2 / ) ] .  
With standard uniform marginal distributions on [0,2], for example, the linear regres­
sions are obtained using u){x,y) = c(l — a:)(l — y), where 0 < c < 1. The regression 
lines are 
E { X \ Y  = y) = 1 - § + and E i Y \ X  = z) = l-§ + §z. 
The existence of differentiable functions linking each univariate marginal pdf 
to its corresponding cdf provides a basis for constructing multivariate distributions 
with specific univariate marginal distributions. For the bivariate case with marginal 
p d f ' s  f  a n d  g  w h e r e  t h e  p d f  f  ( r e s p .  g )  c a n  b e  e x p r e s s e d  a s  f { x )  =  f { F ~ ^ { F { x ) ) )  =  
h{F{x)),{iesp. g{y) = k{G{y))), with h (resp. k) a continuously differentiable func­
tion, the derivation of the bivariate density begins with the double integral. 
/
-f-oo f-t-oo /•-Hoc f-j-oo 
/  f { x ) g { y ) u j { x , y ) d x d y =  f { x ) {  g { y ) u j { x , y ) d y ) d x .  
— OO «/ — 00 »/ — oo */-~oo 
Replacing g { y )  with k { G { y ) )  we get: 
•-f-oo , , , r + c o  
/
f  
g { y ) u j { x , y ) d y  =  /  k { G { y ) ) u j { x , y ) d y  
- 0 0  J  —  o o  
V —00 
where 
/
x  r y  
/  u j { u , v ) d u d v  
- 0 0  y — o o  
and dx is the differential operator r. 
% 
Assuming that lim g { y )  u > { x , y ) d y  = 0, which is the case where dx^ i x , y )  
y—^+oo ^ 
is bounded at infinity, 
mUtS 3 ( v W ( a { y ) ) a : o a { x , y ) d y ) d x  = 
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= Tig" 
= ;±^a(y)&^(G(y))/±^,/(z)azn(z,yXzjy 
and 
[ ^  f { 3 : ) d x ^ { x , y ) d x  =  [ h { F { x ) ) i : i { x , y ) ] t . ' ^ - f ' ^  f { x ) h ' { F { x ) ) C l { x , y ) d x .  
»/—00 y—oo 
(4.2) 
The first term on the right hand side of (4.2) is zero if 
lim f i x )  f ( j j { u , v ) d u d v  =  0 (4.3) 
-*•+00 J—ooJ—oo X—> oo  
and 
/
X ry 
/  u i { u , v ) d u d v  =  0. 
- c o  J — o o  y—^+oo 
This occurs, for example, when Q, is bounded at infinity. When (4.2) is true, 
f { x ) g { y ) [ ( M { x , y ) - h ' { F { x ) ) k ' { G { y ) ) Ç l { x , y ) ] d x d y  =  
J—oo J—oo 
and the density is obtained by solving the differential equation 
4 ) { x , y )  =  u { x , y )  -  h ' { F { x ) ) k ' { G { y ) ) Q { x , y ) .  (4.4) 
which must satisfy 
/
+00 /• + 00 
/  < f ) { x , y ) f { x ) g ( y ) d x d y  =  0 .  (4.5) 
-00 */ — oo 
This differential equation is a hyperbolic Cauchy type. 
Garbedian (1964) reviews methods for obtaining solutions to Cauchy's problem. 
The operator L defined by Z(fi) = dxy^ix,y) — h'{F{x))k'{G{y))^{x,y) is linear and 
self adjoint. The Riemann function A(x,y) is obtained as a solution of the adjoint 
equation, which is in this case is L{A{x,y)) = 0. Imposing initial conditions, say 
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0(z,0) =  l { x )  and f2(0,j/) = i p i y ) ,  a solution is given by 
Q { x , y )  =  ^ (0,0)fi(0,0) + S q  i ^ ' i y ) A { 0 , y ) d y  +  l ' { x ) A { x , 0 ) d x  
where D is the [0, x ]  x [0, y ]  rectangle. Therefore solutions of interest are obtained 
from 
u ; { x , y )  =  < f ) { x , y ) A { x , y ) .  
Thus, for any convenient (f> satisfying (4.4) the problem is reduced to solving the 
linear homogeneous equation 
L { A { x , y ) )  = d x y A { x , y )  - h ' { F { x ) ) k ' { G { y ) ) A { x , y )  = 0. 
We consider the general solution which is 
4(x.v) = E . /o , (4.6) 
n=0 
where /n(x) = ,,n is the modified Bessel function of order 0. 
m>0 2^"(n!)^ 
Having obtained a solution A { x , y ) ,  the pdf is 
=  f { x ) 9 { y ) [ ' ^  + < f ) { ^ , y ) A { x , y ) ] .  (4.7) 
Consequently, f { x , y )  is determined by the choice of < t > { x , y ) .  
4.2.2 Generalization to higher dimensions 
The generalization to higher dimensions is straightforward. For each given 
marginal pdf, assume there is a differentiable link function such that 
fl{x) = hj{F^{x)). The multivariate pdf can be written as 
f { x i , . . , x n )  = (nJLi/^-(a:^-))[l + w(®i,..,a:n)] 
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with / ..J{jl^_-^f{xi))uj{xi,..^xn)dxi..dxn - 0 and l+w(a:i, ..,a:n) > 0. Integrating 
successively by parts and assuming that 
lirn f k i ^ k )  f  ^  -  f  ^  u ; { x i , . . , X n ) d x n - d x L  = 0, (4.8) 
Xf^—^ + oo J — oo */ —oo 
for any 1 < A: < n — 1. This is the case where the derivatives of 0 are bounded at 
+ 0O. 
fis .•,xn)dxi..dxn = 
The density is obtained by solving 
• < ^ { X I , . . , X T I )  = 0 j { x i , . . , x n )  -  { - l ) ' ^ { U f _ Q h ' - { F . i { x i ) ) ) ^ { x i , . . , x n ) .  
The resulting partial differential equation has 
= (-1)" "E "?=i'°g(^i))r. 
m=0 
as a solution to its homogeneous part. The joint pdf we will consider is 
f { x i , . . , x n )  = (nf_i/j-(x^-))[l + <?i'(®l.".®n)^(a:i,..,®n)]. (4.9) 
For the joint distribution to preserve its marginals, we need to satisfy: 
/oo 
2 < j < n ,  l < i < j .  
A sufficient condition is 
« . 1 , ( 4 . 1 0 )  
In the univariate case, distribution functions involving the Bessel function have 
been found useful in many applications including radio communication (McNolty et 
al., 1975). Bessel functions also appear naturally in the derivations of some bivariate 
distributions (Kibble, 1941, and Downton,1970). 
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4.3 Examples of distributions 
We present some existing distributions that are spécial cases of the general form 
we derived. Embedding these distributions in a more general family of distributions 
offers several advantages: (1) moments and other properties can be derived from 
the general form of the model, (2) bivariate distributions can be extended to higher 
dimensions using the general form of the model, (3) maximum likelihood estimation 
or some other estimation technique can be used to select a member of the general 
family that provides the best 'fit' to observed data. This uniform presentation allows 
for some convenient extensions and provides a convenient way to establish necessary 
and sufficient conditions on the parameters for the distribution to exist. 
4.3.1 Orthogonal polynomial models 
Lancaster (1958) showed that density functions for bivariate distributions satis­
fying 
can be written as 
=/(®)5(2/)[l + PijCii3^)Vj{y)] 
n > l  
where p ^ j  is the correlation coefficient between the random variables Q(A') and T]j{ Y ) ,  
and (Ci)i and ivj)j are sequences of orthogonal polynomials in L^{R,dF{x)) and 
L^{R,dF{y)) respectively, Q is of degree i and tjj is of degree j. Each sequence 
of orthogonal polynomials is assumed to be a basis of the corresponding space. 
Bivariate distributions that satisfy (4.11) are said to be (^^-bounded. These models 
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are included in our general class of distributions with 
<6(3:,1/) =  7^^ f2yïôgÔ^ M ) ï ô g ( p ^ )  Yj  P n m C n i x ) T j m { y ) -  (4.12) 
n,m>0 
An example of such a distribution is the bivariate normal distribution. An­
derson (1958) and Armstrong and Matheron (1986) show that the bivariate normal 
distribution can be written as 
.2 , . .2 1 j i  
^[1 + 
n>l 
/ ( ® > î / ; p )  — 2  [ 1 +  " Y j  ^ H n { x ) H n { y ) ]  
1 9 
— ® z 
where Hn{ x )  is the Hermite polynomial defined by e TH n { x )  =  and 
is the correlation coefficient between and . In general it is not obvious 
Vn! vn! 
how to choose the sequence (pij) to obtain a bivariate distribution with particular 
correlation. The difficulty of developing distributions in this way stems from the 
fact that distributions with infinite support have orthogonal polynomials that tend 
to infinity as x tend to infinity. 
4.3.2 Morgenstern and related models 
In the following we present families of bivariate distributions where the cdf can 
be expressed as series whose elements are bounded. Consider 
< f > { x , y ) = :  E an(l -F(x ) )"- l( l - ( n  +  l ) F ( a : ) ) ( l - F ( î / ) )" - l( l - ( n  +  l ) iP(y))  
n>l  
x/j-l(2\/log(/(i))log(/(!/))), 
a special case fo (4.12) where an = pnn and pnm = 0 for n 7^ m. If the pdf is related 
to the cdf by a differentiable link function, we have necessarily 
/-œ = 0. It is possible, however, to choose the sequence 
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{an} so that ( ( > { x , y )  corresponds to a distribution function of the form 
F { x , y )  = + I] an(l - F i x ) f { l  -  (4.13) 
n>l 
Many distributions are obtained in this way. One example is the Morgenstern 
family of distributions 
F { x , y )  = f(z)f(y)[l + a(l - F(®))(1 - F(y))], - 1 < a < 1 
which corresponds to aj = a and aj =  0 ,  i  >  2. Taking a n  = 0 ^  the bivariate cdf is 
Arnold (1991) derived a special case of this cdf with logistic marginals. The Gumbel 
(1961) bivariate logistic distribution 
1 
F { x , y )  =  
1 + e"® + e-y 
F { x ) F { y )  
\ - { l - F { x ) ) { \ - F { y ) y  
where F { x )  =  - — i s  t h e  s t a n d a r d  l o g i s t i c  c d f .  T h i s  b i v a r i a t e  l o g i s t i c  c d f  c o r r e -
1+e 
sponds to ^ = 1. 
One advantage of expressing cdf's in series such as (4.13) is that it simplifies 
the derivation of some properties of the distributions. For example the range of the 
correlation coefficient for the Arnold (1991) cdf in (4.14) is easily derived. With 
univariate logistic marginals, the density function is obtained from (4.13) as 
g - n a ;  „ - n y  
= /(«)/(») + + + 
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where f(x) and f(y) are standard logistic pdf's. The moment generating function is 
M(a,7) = 
=  f { x ) f { y ) d x d y  +  Yj 
J-oo J-oo ^>1 
with I { n , a )  = Integrating by parts we get: 
/(n, a )  =  a / 3 { n  4- a, 1 — a), |a| < 1. 
Then the moment generating function is 
M { a , f )  -  /3(1 + a, l  -  a)/3(l+ 7,1-7)  
+ 7a  ^9 l^3{n + a, 1 - a)/3(n + 7,1 - 7), 
n>l 
ùTZ 
and it follows that E ( X Y )  = S ^ and the correlation coefficient is 
n>l 
p -  -9 -ô- (4.15) 
;^>1 
Consequently, 
and p  is increasing in 0. Since the series (4.15) is absolutely convergent, its sum is 
continuous. This shows that p ranges in [—0.25, 0.5]. 
4.3.3 Extension of Clayton's model 
The AH, Mikhael, and Haq (1978) and the Clayton (1978) families of bivariate 
distributions are also obtained from (4.13) for appropriate choices of the sequence 
{an} respectively. We show how these two families of distributions can be embedded 
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to provide in a larger family of distributions where associations are described by two 
parameters. 
The All, Mikhael, and Haq (1978) family of cdf's 
(4-16) 
is obtained by talcing an = 0^, for any n > 1. This distribution only allows for 
moderate associations. The range of the correlation coefficient p depends on the 
marginal distributions. As shown above, p ranges between —0.25 and 0.5 when 
logistic marginals are used. Taking an — ^ we get the Clayton(1978) 
family of distributions, with cdf 
F { x , y )  = F ' { x ) F i y )  «>0. (4.17) 
[l-(l-F(z)«)(l-f(y)«)]5 
This family allows for correlation ranging from 0 to 1. 
Both of these families of distributions are special cases of a larger family with cdf 
F i x , y )  =  ( 4 . 1 8 )  
[l-^(l-F(®)«)(l-F(î/)«)]â 
For F(x,y) to be defined we need 0 < 1. The independence case is attained by 
either setting ^ = 0 or letting a tend to +oo when ^ = 1. Also, it easily seen that 
the univariate marginals cdf's are F(x) and F(y). The joint density function is 
/(a,9) = 
where E = 1 — ^(1 — F(z)'^)(l — F { y ) ' ^ )  and 
B  = f2(i _ f(z)a)(l - F { y ) ^ )  +  g(aF(z)«F(y)« + f(z)« + F(t/)« - 2) + 1. 
A special form of this distribution, with 0 < ^ < 1, is obtained by Marshall and 
01kin(1988) as an infinite mixture of distributions, involving the Laplace transform of 
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the negative binomial distribution and its inverse. When 9  is allowed to be negative, 
it may be necessary to restrict 6 and a to ensure that (4.18) is a cdf. The following 
theorem gives necessary and sufficient conditions for (4.18) to be a cdf without such 
restrictions. 
Theorem 4.1; 
For  ^ < 0 and a > 0, the necessary and sufficient condition for (4.18) to be a 
cdf is + 1 > 0. 
Proof: 
(i)Necessity: 
For the second derivative to be nonnegative we must have 
—>.-j-oo B = 1 Bot > 0. 
(ii) Sufficiency: 
Since 9  <  Q  and a > 0, then 
g = ag4-l+g^(l-f(z)°:)(l-f(y)'^)+g(a(F(z)^f(y)°:-l)-(2-f(z)(^-F(y)^)) 
=  a 9  +  l  +  f2(l - F(x)")(l - f(y)«) 
+ l^|[a(l - F{xrF{y)<^) + (1 - f(z)(^) + (1 - f(%/)«)] 
which is nonnegative when 0a + 1 > 0. 
The distribution reduces to (4.16) for a = 1. Therefore the range of the corre­
lation coefficient may be larger than the interval [—0.25,1]. Positive correlations are 
o b t a i n e d  f o r  0  >  0  a n d  a  n o n n e g a t i v e  s i n c e  w e  v e r i f y  e a s i l y  t h a t  F { x , y )  >  F { x ) F { y ) .  
Moreover this family of distributions has various shapes. The practical significance 
of this family for 0 = 1 has been discussed in Chapter 2. This family of distribu­
tions allows for any kind of marginals. With normal marginals we get a bivariate 
distribution with normal univariate margins which is not the usual bivariate normal 
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distribution. Figures 4.1 and 4.2 show contour plots for (4.18) with exponential, and 
extreme value margins, respectively. A generalization to higher dimension can be 
obtained by using a convenient choice of ..,Xn) in (4.9). 
4.3.4 Sum of the product models 
It is often difficult to work with condition (4.10) to ensure that the density given 
by (4.9) preserves all marginals up to order (n — 1). This condition can be simplified 
by considering special forms of (f>{xi,..^xn)-
Here we restrict our attention to a special case where ..^Xn) is a sum of 
products of up to n functions of single variables. That is, 
i < j  i < j < k  
. (4.19) 
A special case of (4.19) appears in the generalizations of the Farlie, G umbel, and 
Morgenstern distribution developed by Johnson and Kotz (1975, 1977). They are 
obtained by replacing the term 4>{xi, ..,xn)A{xi, ..,xn) in (4.9) by 
g ^ 2 j i < . . < j g  
where must satisfy 
1 + ^ %^JlJ2 
h < 3 2  
where the c'- s are suitably chosen constants. 
h  
For the distribution given by (4.19) to preserve its marginals, it is enough to 
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Figure 4.1: Extended Clayton distribution with standard exponential margins and 
a = 5. 
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Figure 4.2: Extended Clayton distribution with standard extreme value margins 
and a = 5. 
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have 
r+oc = 0,1 < i < »: 
J—oo ml 
This solution seems to be convenient but it restricts the class so much that some 
regular distributions with asymmetric margins have no representation in this class 
except for the independence case. Consider the standard exponential distribution. 
Theorem 4.2: 
There exists no bivariate continuous exponential distribution with marginal pdf's 
e~® and e~y that can be written as f{x,y) = e~^~y[\ + il}{x)<j){y)lQ{2y/¥y)\ unless 
ip{x)(j){y) = 0 almost surely. 
Proof; 
Suppose such a bivariate exponential distribution exists, we must have 
+ i p { x ) ( t ) { y ) l Q { 2 ^ / ^ ) ] d x  = 
Therefore 4>{y) 7^777 x ^ e ~ ^ ' > l j { x ) d x  =  0. If <^(y) ^ 0 the series must be null 
n>0 {n-r " 
which is the case if and only if / 7p{x)e~^x^dx = 0 for all n. Since the polynomials 
form a basis of i/^([0, +<x)),e~^dx),ip{x) must be null. Therefore ip{x)(f>{y) = 0. 
This result is consistent with the lack of memory property. Block and Basu 
(1974) show that the only continuous bivariate exponential distribution that satisfies 
the lack of memory property is the product e~^e~y. 
4.3.5 Symmetric distributions 
Any symmetric cdf about zero satisfies F { x )  = 1 — F { — x ) ,  therefore if the 
distribution is continuous its pdf is even , i.e., f{x) = f{—x). Its derivative is odd , 
hence if f{x) is written as h{F{x)), h is an odd and diff'erentiable function. In the 
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following we assume that the marginals are symmetric. We state a characterization 
of the bivariate pdf's, with symmetric marginals. 
Theorem 4.3; 
Let f and g denote two pdf's such that one of them, say /, is symmetric, unimodal 
and /(O) = 1. Then any bivariate distribution with marginals / and g that can be 
written in the form 
/(®,y) = /(®)fl'(î/)[i + (2\/iog(/(®))iog(5(2/)))] 
must have < f > { — x )  =  — ( f ) { x ) , i p { - y )  =  — t p { y ) .  
Proof; 
For f { x , y )  to preserve the marginals, it must satisfy the condition 
r + o o  
9 i y )  =  / f { x , y ) d x  
J — o o  
=  9 { y )  +  9 i y ) ^ { y )  f ^ ° ° { ^ o g { g { y ) ) ) ^ ( f ) { x ) f { x ) d x .  
n > 0  ( " 0 ^  
Therefore £f(i/)V'(t/) E (log(5(y)))"'/(log(/(a:)))"/(a:)9i)(a:)c?2 = 0 
n>0 
Assuming that g { y ) i > { y )  ^ 0 we have 
V- (log(g(y))r /"+«) (log(/(z)))^^(z)/(z) ^ 
.to ("!)'  ^
Hence for any n, j+g' = 0, 
and, since / is symmetric about zero. 
0 (log(/(x)))"(/>(x)/(x) t + o o  [ \ o g { f { x ) ) ) ' ^ ( i > { x ) f { x )  
/-=» + h  1 0  n \  
Changing the variable in the first integral we get 
' + 00, 
d x  = 0. 
(log(/(a:)))"/(x)[(?!>(-a:) + < i > { x ) ] d x  = 0. 
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Since f is strictly decreasing on [0,+oo), we change the variable 
u  =  - l o g ( / ( a : ) )  =  x ( a ; ) , i . e . ,  x  =  
to obtain 
w"e~"[0(-X~^('u)) + (f>{x~^iu))]duX~^{u)du = 0. 
Therefore, since f is decreasing 7^ 0, we have 
i.e., (j) is an odd function. 
The same reasoning works for the multivariate case. 
4.4 Some examples of bivariate symmetric distributions 
Bivariate distributions with symmetric marginals can be obtained when the pdf's 
are bounded by 1 and their derivatives are bounded. Taking ( j ) { x )  =  ^  f ( x ) ^  
m&x IJ  I 
and ^(y) = ^ with c > 0, for example, the bivariate cdf is 
\ max|/'|^ ' 
f i ^ , y )  = /(®)/(y)[i + 4 > { ^ ) H y ) h  ^20og(/(a:))iog(/(i/))j]. 
It is easy to show that f(x,y) is nonnegative and that for c nonnegative 
S—^S—^f{^jy)dxdy = 1. The independence case corresponds to c tending to 
i n f i n i t y .  T h e  d i s t r i b u t i o n  i s  s y m m e t r i c .  T h a t  i s ,  / ( — a : ,  — y )  =  f { x , y )  a n d  f { — x , y )  =  
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4.4.1 Some families of bivariate logistic distributions 
In this section we illustrate our procedure of deriving bivariate distributions with 
logistic margins. Also we derive other bivariate logistic distributions obtained from 
the transformation of the bivariate normal distribution. 
An interesting bivariate distribution is obtained by considering the extended 
Clayton (1978) model with logistic marginals distributions. 
F { x , y )  =  J - .  
(1 + e-®)(l + e - y ) [ l  -  6 { l  - (1 + e-«)-«)(l - (1 + e-Z/)-a)]â 
This model exhibits a variety of shapes. Some contour plots of this bivariate distri­
butions with logistic marginals are displayed in Figure 4.3. 
Multivariate distributions can also be obtained from transformations of the mul­
tivariate normal distribution. Since the normal cdf is not explicitly invertible, the 
transformation from the normal to the logistic distribution can not be easily ob­
tained. To do so we transform a bivariate exponential distribution (Kibble, 1941, 
and Downton, 1970), which is itself a special case of the gamma distribution derived 
by a transformation of the normal margins. 
A bivariate exponential distribution with exponential marginals, obtained as a 
particular case of a bivariate gamma distribution, has pdf 
1 ic ~ ^ y  o """" ' 
/(«,!/) = ; e T^/o(-Y^), 0 < c < 1, z > 0, y > 0. 
I  —  c  L  —  c  
The moment generating function is 
M { a , / 3 )  =  [ { l - a ) { l - / 3 ) - c a l 3 ] - ^  
and the correlation coefficient is c. The cdf of the standard exponential distribution 
is F{x) = 1 — e""®. If X is distributed as F, F(X) is uniformly distributed on [0,1]. 
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Figure 4.3: Extended Clayton distribution with standard logistic margins and a = 5 
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Let G be the cdf of the logistic distribution, G { x )  = [1 + then 
is distributed as a logistic distribution. 
Substituting u = x log(l — e~®) and v = y -{• log(l - e~2'), we get: 
u+v 
, , . , 2^c(log(l + e^))(log(l + gW)) 
g { u , v )  =  ) •  
(l-c)[(H-e-«)(l + e-^)]T^ 
e When c=0, g ( u , v )  = —  —— —r?, i.e., independence between the marginals. 
Another bivariate logistic distribution with logistic marginals can be obtained 
from the Armstrong and Matheron (1986) bivariate exponential distribution. Using 
the same transformation as above we get: 
Xn(log(l + e«))Xn(log(l + e^)). 
Distribution functions obtained from other distributions with one to one trans­
formation of the margins consist of applying the translation method. Moreover if the 
original distributions allow for any correlation coefficient in the range [0,1], where 
/> = 0 corresponds to independence, the distribution obtained by the translation 
method also has a correlation coefficient in [0,1]. 
Let F(x,y) be the untransformed cdf such that F { x , y )  =  C p { F { x ) ,  F { y ) ) ,  where 
Cp is the copula associated to F(x,y) with correlation p. The translation method 
p r o v i d e s  a  d i s t r i b u t i o n  w i t h  m a r g i n a l s  G ( x )  a n d  G ( y )  b y  c o n s i d e r i n g  G { x ^ y )  =  
Cp{G~^{F{x))^G~'^{F{y))) has also correlation in [0,1]. Applying this remark, the 
distributions derived above have correlation coefficient in [0,1]. 
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4.4.2 Distributions obtained by separation of variables 
Other families of distributions can be obtained by solving differential equation 
(4.4) using the method of separation of variables as shown below for a bivariate logistic 
distribution. This method often produces bivariate distributions that only allow for 
weak correlations. Furthermore, it produces unimodality as well as bimodality when 
the margins are unimodal. 
Choosing the solution to be a product of functions G { x ) K { y ) ^  a solution is 
, / and g  are the logistic pdf's and F  and G  are their corresponding cdf's respectively. 
The coefficient c must be in [—108,108]. 
The moment generating function of the distribution is: 
/(®»y) = /(®)^(y)[l + c(l - 2F(a:))(l - 2 G { y ) ) f { x ) g { y ) ]  
M { 3 , t )  
f { x ) f { y ) d x d y  
J—OO */—oo 
e-^{e-x - l)e-y{e-y - 1) 
(l + e-®)3(l + e-y)3 
We will evaluate only 
—oo (1 + 
i  — f( a-l.OA 
d x  
since the other integral is similar. Using the change of variable 
get: 
r(s + 3)r(2 — — r(2 + 5)r(3 — 5)  
r(5) 
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and 
M[s,t) = r(i + s)r(i - 5)r(i + or(i -t) + cA(6)A((). 
We obtain the moment generating function of the logistic distribution, r(l + u)r(l — 
u ) ,  when either a = 0 or ( = 0. Hence, the marginals are logistic and each mean is 
2 
zero and each variance is Furthermore, 
/2[r(2)r^(3)-r(3)r^(2)] 
V r(5) 
Using the derivative of the logarithm of the gamma function; 
«'(a) = ôalog(r(a))= 
and 
and 
we obtain 
r ( a )  
1 1 1 
n=l ^ ' 
+ 1) — $(z) = -, 
x 
Consequently, the correlation coefficient is p = —^ and \o\ < 0.228. 
The method of separation of variables leads to bivariate distributions that are 
sum of the independence case and a product of functions of the single variables. This 
form of distribution is close to independence. Therefore it produces low correlation. 
Including more such terms in the expression of the bivariate distribution sometimes 
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increase the dependence between the marginal distributions (Huang and Kotz, 1984). 
Figure 4.4 shows contour plots for bivariate logistic distributions obtained by the 
method of separation of variables. 
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Figure 4.4: Bivariate logistic distribution with separation of variables. 
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CHAPTER 5. EXTENSION OF DISTRIBUTIONS 
5.1 Introduction 
The modeling of random phenomena sometimes requires the construction of 
multivariate distributions with familiar univariate marginal distributions, but un­
usual density contours. Cook and Johnson (1986), for example, examine geological 
data where the required bivariate distributions have nonellipticai contours but the 
univariate marginal distributions are normally distributed. They used a method of 
constructing bivariate distributions that was earlier suggested by Clayton (1978) for 
developing bivariate survival models. Johnson (1987) reviews a number of other 
methods that have been proposed for constructing bivariate and multivariate distri­
butions with specific marginals. Many of these families of distributions restrict the 
range of possible associations. For example, the Farlie-Gumbel-Morgenstern family 
does not allow for strong correlations, the Clayton (1978) model and the Marshall 
and Olkin (1988) models allow only for positive associations. The Plackett (1965) 
model provides bivariate distributions with correlations ranging from —1 to 1, but 
with normal marginals the density contours do not deviate much from elliptical con­
tours. In this chapter, we present a method of extending bivariate and multivariate 
distributions to obtain wider ranges of correlations or associations and more extensive 
sets of density contours. 
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A family of distributions is usually extended by either mixing distributions or 
introducing more parameters in the expression of the cdf. For example, Farwell and 
Prentice (1977) extend the extreme value distribution by introducing one additional 
parameter. Depending on the value of this parameter the resulting distribution can 
assume many forms, including the extreme value distribution for the minimum, the 
extreme value distribution for the maximum, and the normal distribution. By an ap­
propriate reparameterization one can also get the Weibull, exponential, log-normal, 
gamma, and other distributions. Prentice (1975) extends the univariate gamma dis­
tribution by introducing two nonnegative parameters. The resulting pdf can assume 
the logistic, extreme value for the minimum, and the extreme value for the maximum 
distributions. Durling (1975) extends a bivariate Burr distribution proposed by Taka-
hasi (1965) by introducing an additional term of higher order in the expression of the 
bivariate cdf. Cook and Johnson (1986) extend the bivariate Clayton (1978) pdf by 
introducing a dependence between the conditional exponential margins that are as­
sumed independent in a derivation of the Clayton pdf. With either normal or logistic 
margins, the resulting distributions allow for moderate negative correlation. John­
son and Kotz (1975, 1977) and Cambanis (1977) give an extension of F-G-M family 
of cdf's that imposes a restriction on the correlation coefficient. Huang and Kotz 
(1984), evaluate the increase in the range of the correlation when a particular term 
is added to the F-G-M construction, for specific univariate marginal distributions. 
Some other interesting multivariate distributions have not yet been extended 
to reduce restrictions on allowable associations or correlations. Koehler and Sym-
manowski (1991), for example, develop a method of constructing multivariate distri­
butions that allows for any set of univariate marginal distributions. The associations 
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between pairs of components is controlled by various parameters providing a rich set 
of contours, but all associations are positive. Hougaard (1986) and Crowder (1989) 
introduce a method of deriving multivariate distributions which allows for some neg­
ative correlation, but the ranges of possible correlations are still restricted for most 
cases. It is desirable to have models that allow for all possible sets of pairwise corre­
lations. 
In this chapter we present a method of extending bivariate and multivariate dis­
tributions to obtain larger sets of possible shapes for the contours of the joint density 
function and substantial increases in the ranges of possible correlation coefficients. 
This is achieved by introducing a randomization technique that can be applied to 
any component that ranges on a symmetric interval, and to components of copulas 
associated with multivariate distributions when some univariate cdf's do not have 
symmetric supports. 
Some distributional properties of the resulting multivariate distributions are also 
derived in this chapter and contour plots are presented to illustrate the various shapes 
that can be achieved. This method of extending multivariate distributions allows for 
a symmetric range of correlations between any pair of variables where a randomized 
variable is present. In particular, if the original distribution allows for perfect positive 
correlation for a pair of variables, the randomized distribution places no constraint 
on the correlation. 
When more than two components are defined on symmetric intervals, we can 
randomize jointly on some or all of them. The resulting distribution depends on the 
joint distribution adopted for the randomizing vector. We derive explicit formulas 
for the case where the components of the randomizing vector are independent. The 
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procedure is further extended to continuous randomizing distributions. 
5.2 Procedure 
In this section we consider random variables that are defined on symmetric in­
tervals. Random variables that are defined on finite intervals can also be treated by 
considering a translation to make the transformed variable range on a symmetric in­
terval. We initially apply the procedure to univariate distributions and subsequently 
generalize it to multivariate distributions. 
5.2.1 Univariate distributions 
Let X be a random variable dejfined on a symmetric interval about zero with 
cdf F(x), and let e be a binary random variable such that Pr[e = 1] = p and 
Prfe = —1] = 1 — p = g. e can be expressed as e = ~ ^[Uyp] ^^^re U 
has a uniform distribution on [0,1]. We consider the transformation Z  =  e X .  A 
similar transformation is considered by Feller (1966) to characterize unimodality of 
distributions, where e is replaced by U. The cdf of Z is 
G ( x ; p )  =  p F ( x )  +  g[l - F ( - x . ) j  
and F ( x . )  is the left limit of F at x. If X is continuous with pdf f(x), the pdf of Z is 
g ( x ; p )  =  p f ( x )  +  q f { - x ) .  
The distribution of Z is a mixture of distributions of X and — X ,  with some particular 
properties: 
1. g { x - , l )  =  f { x )  
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2. fl'(®:0) = f { - x )  
3. g { x ;  1/2) = { f { x )  +  f { — x ) ) / 2  which is an even function, and 
i .  g { x - , p )  =  g { - x - , q ) .  
If X is a symmetric distribution, then Z has the same cdf as X. Moreover, if 
X is unimodal; Z could be unimodal or bimodal or multimodal. An example of a 
multimodal distribution is obtained by translating the beta distribution to be defined 
on the interval (-0.5,0.5) with pdf f { x \ a , b )  = —îi Therefore, 
f { x ]  1,2) = 2(0.5—z) and g { x ; p )  =  l ~ 2 x { p — q )  which in constant on (—0.5,0.5) if p = 
0.5. For the normal distribution, Eisenberger (1964) gives a sufficient condition for a 
mixture of two normal distribution to be unimodal. In our situation this condition 
turns out to be |/i| < ayl + I ^ ^here are the parameters of the 
normal distribution. This condition is also necessary if p=0.5. 
Unimodal distributions are usually easy to deal with. Feller (1966) gives a char­
acterization of unimodal univariate, cdf's. That implies that any unimodal Y can be 
written as UX, where U and X are independent and U is uniform(0,l). The following 
lemma shows that unimodality is preserved by the randomization procedure. 
Lemma 5.1: 
If X is a random variable defined on a symmetric interval with a differentiable 
pdf and a unique mode at zero, then Z = eX where e is as defined above, is also 
unimodal with unique mode at zero. 
Proof; 
Since 0 is the unique mode of f then /'(O) = 0 and for any x  ^  0 ,  f  { x ) f ' { — x )  <  0 
a n d  f \ x )  <  0  i n  a  n e i g h b o r h o o d  o f  z e r o .  L e t  g ( x )  b e  t h e  p d f  o f  Z ,  t h e n  g ' { x )  =  
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p f \ x )  —  q f { — x ) .  We have g \ 0 )  = 0 and for x in a neighborhood of zero g " { x )  =  
pf\x) + qf'\~x) < 0. Hence, zero is a mode for g. Also, it is the unique mode 
because if another mode exists, say u, it must satisfy g\u) = 0. Therefore, ^ = 
is impossible because the right hand side the equality is negative. 
The moment generating function of Z exists whenever the moment generating 
function of X exists. It is expressed as: 
M z i a )  = 
=  p M { a )  +  q M { — a ) ,  
where M { a )  =  is the moment generating function of X. 
We immediately get the moments: 
if n is odd 
I E { X ^ )  if n  is even. 
It follows that the variance of Z is var(Z) = var(X) + ^ pqE{X)^^ which is no smaller 
than the variance of X. The variance is maximum at p=0.5 where E(Z)=0, and the 
minimum is the variance of X for p=0 or 1, where E{Z) = —E{X) or E(X). Therefore, 
this operation pulls the mean towards zero but increases the variance. 
5.2.2 Bivariate case 
Sometimes one may decide to randomize only on one component of a bivariate 
d i s t r i b u t i o n .  A s s u m e  t h a t  Y  h a s  a  s y m m e t r i c  r a n g e  a b o u t  z e r o .  W e  c o n s i d e r  Z  =  
(Jf, eF), where e is the previously defined binary random variable. The cdf of Z is: 
G { x , y )  =  p F { x , y )  +  q { F { x )  -  F { x ,  - y ) )  
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where F(x,y) is the cdf of (X,Y), The distribution of Z is a mixture of the distribution 
o f  ( X , Y )  a n d  t h e  d i s t r i b u t i o n  o f  { X , — Y ) .  
If (X,Y) is continuous, the joint pdf is: 
g { x , y )  =  p f { x , y )  +  q f { x ,  - y ) .  
The marginal distributions are G(x)=F(x) and G { y )  =  p F { y )  +  g(l — F { — y ) ) ,  and 
the marginal pdf's are g(x)=f(x) and g(y)=pf(y)+qf(-y). If Y is symmetric then Z 
has marginals X and Y. 
The moment generating function of Z is 
M z { a , / 3 )  =  
=  p M { a , / 3 )  +  q M { a , - / 3 )  
where M { a , l 3 )  =  
The raw moments are easily derived. 
E { e ^ Y ^ X ^ )  = 
The correlation coefficient is: 
EiX^'Y^) if 5 is even 
{2p - 1)E{X''Y^) if s is odd. 
=  ( 2 p - +  5  
where p  is the correlation coefficient for (X,Y). If E(Y)=0, the correlation coefficient 
is pz = (2p - 1)^ which ranges from -j/oj to \p\. Therefore, if (X,Y) has a cdf in a 
family of distributions that allows the correlation to reach either +1 or —1, Z has an 
unrestricted range of correlations in addition to an extended variety of shapes. Note 
also that = 0 if p=0.5. The density function for the conditional distribution of 
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^2 = -2 
g(!/) p/(y)+ ?/(-!/) 
If we assume that Y is symmetric, i.e., f { — y )  =  f { y ) ,  then g { x \ y )  =  p f { x \ y )  +  q f { x \  -
J/), and 5^(2/1®) = pf{y\x) + g/(—y|a:). In this case the regression lines are 
E(ey|%) = (2p - l)JS(y|%) and E(%|ey) = p E { X \ Y )  +  gE(%| -  Y ) .  
T h e  c o n d i t i o n a l  v a r i a n c e  i s  v a r ( e y | A ' )  =  v a r ( y | y Y )  +  A p q [ E { Y \ X ) ^ .  
Now suppose that the two random variables are defined on symmetric intervals 
and the distribution F{x,y) is continuous. We consider Z = (e^X, 62^) where ei,e2 
are two binary random variables such that Pr[6^ = 1] = pj,Pr[e2 = 1] = pg- To 
avoid introducing an extra parameter in the bivariate cdf we assume that , £2 are 
independent. Otherwise we replace the products PiPj,Piqj,qiPj,qiqj by the joint 
probabilities of (e^, 6^ ). The cdf of Z is: 
G { x , y )  =  F { x , y ) p i P 2  +  { F { x )  -  F { x , - y ) ) p i q 2  +  { F { y )  -  F { - x , y ) ) q i P 2  
+  [ 1  —  F { - x )  —  F { — y )  +  F { — x ,  — y ) ] ? i ? 2 '  
where F { x )  (resp. F { y ) ) i s  the cdf of X (resp.Y). The joint pdf is 
g { x , y )  =  P iP 2 / ( ® ' 2 ' )  + P l 9 2 / ( ® '  - v )  +  ? l ? 2 / ( - ® ' 2 / )  +  ? l 9 2 / ( - ® '  - v ) -
The marginal cdf's are : 
G { x )  = p i F { x )  +  gi(l - /'(-a:)) and G { y )  =  P 2 F { y )  +  % ( !  -  F i - y ) ) -
Their pdf's are: 
9(3) = Pl/(®) + qifi-x) and g { y )  =  P 2 f { y )  +  q 2 f { - y ) '  
Unimodality in multivariate distributions is important especially when one is 
estimating parameters of the distribution via the maximum likelihood approach. Ex­
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istence of local modes can cause numerical problems in finding the global mode. 
Unimodality is a necessary condition for the existence and the uniqueness of the 
solutions to likelihood equations. 
Lemma 5.2: 
If (X,Y) has an absolutely continuous distribution with unique mode at (0,0), 
then (0,0) is also the unique mode for the randomized distribution. 
Since (0,0) is a unique mode for f, f { x , y )  <  /(0,0) for any { x , y )  ^ (0,0). 
Therefore g(0,0) > g{x,y) for any {x,y) ^ (0,0). Hence, (0,0) is a mode for g. 
Moreover, for any ^ (0,0), there exists in a neighborhood of (m-[,m2) 
a point (x,y) such that f { x , y )  >  f { m i , m 2 ) , f { - x , y )  >  /(-mi,m2),/(a;,-y) >  
f[mi,—m2),f[—x,—y) > /(-mi,-7712). This implies that no other mode than 
(0,0) for g exists. 
The moment generating function is: 
^ z ( a , ^ )  =  p i P 2 M { a , / 3 )  + p i q 2 M { a ,  -^ ) + q i P 2 M { - a , / 3 )  + q i q 2 M { a , f 3 )  
E ( e \ X ' 4 Y ' )  =  E i X ^ r ' ) l p i P 2  +  q i P 2 ( - i r  +  P i n i - l f  +  
Proof: 
The raw moments are : 
The correlation coefficient of the randomized components is 
Assuming that E(X)=E(Y)=0, the correlation coefficient simplifies to 
P z  =  ( 2 p i  -  l ) ( 2 p 2  -  l ) / 3  
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where p  is the correlation coefficient between X and Y. The covariance matrix for Z 
is 
cr| (2pi - l)(2p2 - Ij/'fxfy 
^ (2P1 - 1)(2P2 - , 
Johnson (1987) provides a way to rotate a distribution by tt, or ^ by re­
spectively replacing u with 1 — (u,v) with (1 - 1 - v), and v with 1 — v in the 
copula C(u,v) associated to the cdf. 
Until now we assumed that the marginals should be defined on symmetric in­
tervals. For distributions that are defined on semi bounded intervals we consider the 
copula C{u,v} = which is defined on [0,1]^. Randomization 
of the copula leads to 
R C { u , v )  =  P i P 2 C { u , v )  +  p i q 2 i u  -  C { u , l  -  v ) )  +  q i P 2 i v  -  C { 1 - u , v ) )  
+  q i q 2 { t i  +  v  -  1  +  C { 1  —  u , l  -  v ) ) .  
The corresponding joint cdf is obtained by replacing u and v by F(x) and F(y) 
respectively. We get 
G { x , y )  =  p i P 2 C { F ( x ) ,  F { y ) )  +  p i q 2 [ F { x )  -  C { F { x ) ,  1 - F(t/))] 
+ 9lP2[-^(î/) - ^"(1 -
+ 9l92[-^(®) + P{y) - 1 + C'(l - F { x ) ,  1 - F { y ) ) ] .  
5.2.3 Multivariate distributions 
Consider a random vector X  = (yY^,..,yYr). We assume that the components 
are defined on symmetric intervals. Let e = (e^, ..,er) be the vector of independent 
binary variables taking values —1 and 1 and such that Pr[e^- = 1] = Pi for all i's. Let 
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the randomized vector h e  Z  =  ( e j ^ X i ,  . . . j e r - X r ) .  Assuming that e's are independent. 
The joint cdf of Z is 
G ( x i , . . , x r )  =  F ( x i , . . , x r )  
r  
i=l 
+ •• + - Z] + X) ^ i ~ ^ v  ~ ^ j )  + •• 
i = l  i < j  
+ (—1)''F(—®i, —«2, •••, ~®r)] 
The joint pdf is 
r  
g { x i , . . . , x r )  =  / ( a : i , . - , a : r ) ( n [ _ i p ^ )  +  ^  q i { l l j ^ ^ p j ) f { x ] ^ , . . , - x j , , . x r )  +  . . .  
i=l 
The moment generating function is ; 
r  
M z { a i , . . , a r )  =  a r )  +  +  -
i=l  
where Miai,..,ar) = 
For simplicity, we assume that each component of Z is centered to have mean zero. 
Then 
( 2 p i  -  l ) { 2 p j  - l ) < T i < T j P i j  i  ^  j  
c o v { Z i , Z j )  = 
2 • • erf i = j 
where cr^ = ^var(Xj). 
We verify that the distribution retains its marginals. 
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The alternative extension using copulas is 
RC{ui, . . ,Ur)  =  (n[_ ip^- )C( î i l , . . ,Wr)  
r 
+ . .  +  ^  (1 -  + . .  +  ( - l )^C(l  — «1 ,  . . ,1  -  Ur)]  
1=1 
The multivariate randomized distribution is obtained by replacing Uj by F { x ^ ) .  
. 5.2.4 Simulation 
We assume that we are able to generate data from F{xi, .i,Xr)- Since the vector 
e has independent components, it is easy to generate values of Z = (e]^X2,..,er^r) 
with the follow ing procedure. 
(i) Generate r  independent random numbers U\, . .Ur  from the uniform(0,l). 
(ii) Generate a random vector (Xj^,...,Xr) from F .  
Then Z  = { Z i , . . , Z r )  is distributed as G .  
Generation of random vectors from the copulas is done in a similar manner. 
(i) Generate r  independent random numbers Ui, . . ,Ur  from the uniform (0,1). 
(ii) Generate a vector Vi,..,Vr from the copula C .  
(iii) Compute Zi = 
(iii) Consider the random vector 
The vector is distributed as G .  
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5.3 Continuous randomizing vectors 
In this section we generalize the procedure to continuous randomizing random 
variables. Let e and X be two independent random variables with absolutely contin­
uous pdf's p(e) and f{x) respectively. We consider the randomized random variable 
Z = eX. Its pdf is 
The moments are E{Z^) = E{e^)E{X^). Therefore, the variance is 
var(Z) = var(%)E(62) + var(e)[i;(.Y)]2. 
Let (X,Y) and (ej, £2) be two independent random vectors with joint cdf's F and 
P and pdf's f and p respectively. The randomized vector Z = (Zj, Z2) = 62^) 
has a pdf 
Using the independence of (X,Y) and 62), the moments 
E { Z f Z ^ )  = E { e p f ) E { X ^ Y ^ )  
exist whenever the moments E { e ^ e ^ )  and E { X ^ Y ^ )  exist. The covariance of Z  is 
c o v { Z i , Z 2 )  =  E { Z i Z 2 )  -  E { Z I ) E { Z 2 )  
= E { e i e 2 ) E { X Y )  -  E { e i ) E { e 2 ) E { X ) E { Y ) .  
If E { X )  =  E { Y )  =  E i e i )  = = 0, then 
l ' ( Z i , Z 2 } = P ( X , Y n n ' ' 2 y  
I f £ 2 )  a s s u m e  a n y  v a l u e  i n  t h e  i n t e r v a l  (  —  1 , 1 ) ,  t h e n  r a n g e s  b e t w e e n  
-|^(X,y)l and 
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5.4 Application 
In many statistical analyses, families of distributions that assume various shapes 
are used because they contain distributions that can conveniently fit a given data 
set. When these families of distributions allow for the marginals to be in any family 
of univariate distributions, more shapes can be obtained. However, the range of the 
correlation coefficient depends on of the univariate marginal distributions. In cases 
where the bivariate distributions with uniform marginals have restricted ranges for the 
correlation coefficient, replacing the marginal cdf's by other distributions sometimes 
provides larger range for the correlation coefficient. 
Cook and Johnson (1981, 1986) extend the Clayton (1978) cdf to allow for neg­
ative correlation. Three random variables Xi,X2, and Y are considered. Y is in­
dependent of Xi,X2 and is distributed as r(a, 1). Xi,X2 are jointly distributed 
as a Morgenstern distribution with exponential marginals. The joint distribution of 
Vi Va (1 -f ^)~",(1 + •^)~'^ provides an extension of the Clayton cdf with uniform 
marginals. With normal marginals the correlation coefficient is shown to be in the 
interval ( —I/tt, 1), when the marginals are logistic it is shown to be in (—3/?^, 1). 
Note that the Clayton cdf is obtained when the exponential variates are indepen­
dent. Cook and Johnson (1986) apply the extended Clayton distribution to model a 
bivariate data set, where the univariate normal marginal distributions fit the margins, 
but the contours of constant density deviate from elliptical contours. They show its 
better fit to that data set over the bivariate normal distribution, Morgenstern and 
Clayton cdf's with normal marginals. 
The Clayton cdf is extended from a way of its construction, but still the range 
of the negative correlations is restricted. However there are many other distributions 
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where their generation does not lend itself to an easy extension. The procedure pre­
sented in this chapter provides a way of extending those distributions and improve 
the extended ones. For example, we provide an extension of the Clayton (1978) cdf 
that has no restriction on the correlation coefficient with any kind of marginal distri­
butions. Figures 5.1 and 5.2 show some contour plots for the randomized bivariate 
normal distributions and the randomized Clayton (1978) cdf with logistic marginals 
and a discrete randomizing vector. 
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Figure 5.1: Contour plots for the randomized normal distribution with p = 0.8. 
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Figure 5.2: Contour plots for the Clayton cdf with logistic margins, with association 
parameter a = 5. 
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