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Hilbert’s fourteenth problem and field
modifications
Shigeru Kuroda∗
Abstract
Let k(x) = k(x1, . . . , xn) be the rational function field, and k $
L $ k(x) an intermediate field. Then, Hilbert’s fourteenth problem
asks whether the k-algebra A := L∩k[x1, . . . , xn] is finitely generated.
Various counterexamples to this problem were already given, but the
case [k(x) : L] = 2 was open when n = 3. In this paper, we study
the problem in terms of the field-theoretic properties of L. We say
that L is minimal if the transcendence degree r of L over k is equal
to that of A. We show that, if r ≥ 2 and L is minimal, then there
exists σ ∈ Autk k(x1, . . . , xn+1) for which σ(L(xn+1)) is minimal and
a counterexample to the problem. Our result implies the existence
of interesting new counterexamples including one with n = 3 and
[k(x) : L] = 2.
1 Introduction and main results
Let k be a field, k[x] = k[x1, . . . , xn] the polynomial ring in n variables over
k, and k(x) := Q(k[x]), where Q(R) denotes the field of fractions of R for an
integral domain R. In this paper, we give a simple and useful construction
of counterexamples to the following problem.
Problem 1.1 (Hilbert’s fourteenth problem). Let k ⊂ L ⊂ k(x) be an
intermediate field. Is the k-algebra A := L ∩ k[x] finitely generated?
Since k[x] is normal, A is integrally closed in L. This implies that Q(A)
is algebraically closed in L. We say that L is minimal if the transcendence
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degree r := tr.degk A of A over k is equal to that of L, that is, Q(A) = L.
Since A = Q(A) ∩ k[x], we may assume that L is minimal in Problem 1.1.
By Zariski [20], the answer to Problem 1.1 is affirmative if r ≤ 2. If r = 1,
then A = k[f ] holds for some f ∈ A (cf. [19]), since A is normal. Nagata [13]
gave the first counterexample to Problem 1.1 when (n, r) = (32, 4). Later,
Roberts [15] gave a different kind of counterexample when (n, r) = (7, 6) and
char k = 0. There are several generalizations of the results of Nagata (cf. [12],
[16] and [18]) and Roberts (cf. [1], [5], [6] and [7]). In these counterexamples,
A are the invariant rings k[x]G for some subgroups G of Autk k[x]. It is well
known that k[x]G is finitely generated if G is a finite group (cf. [14]). Since
G ⊂ Autk(x)G k(x), we know by Zariski [20] that k[x]
G is finitely generated
if n = 3 and |G| = ∞. There exist non-finitely generated invariant rings for
(n, r) = (5, 4) (cf. [1]), but no such example is known for n = 4 or r = 3.
Refining the method of [7], the author gave counterexamples for (n, r) =
(4, 3) in [8], and for n = r = 3 in [9], not as invariant rings. When n = 3, he
also gave in [10] counterexamples with [k(x) : L] = d for each d ≥ 3. Some of
them are the invariant fields for finite subgroups of Autk k(x). However, the
case d = 2 was not settled. This leads to the following more general problem.
In the following, let k $ M $ k(x) be a minimal intermediate field. If
φ : X → Y is a map, then we sometimes write Zφ := φ(Z) for Z ⊂ X .
Problem 1.2. Assume that tr.degkM ≥ 3. Does there always exist σ ∈
Autk k(x) such that M
σ is minimal and a counterexample to Problem 1.1?
We remark that Nagata [13] implies a positive answer to this problem
when n ≥ 32 and M = k(x1, . . . , x4) (see also [2]).
In this paper, we settle a ‘stable version’ of Problem 1.2 when char k = 0.
Namely, let k[x, z] := k[x1, . . . , xn, z] be the polynomial ring in n+1 variables
over k, and let k(x, z) := Q(k[x, z]). Then, we have the following theorem.
Theorem 1.3. Let k be any field with char k = 0. If tr.degkM ≥ 2, M 6=
k(x) and M is minimal, then there exists σ ∈ Autk k(x, z) such that the
k-algebra A :=M(z)σ ∩ k[x, z] is not finitely generated and Q(A) =M(z)σ.
Hence, there exists a counterexample L with [k(x) : L] = 2 for n ≥ 3 (cf.
§4.1). Theorem 1.3 also implies the existence of a counterexample L which
is not rational over k (cf. §4.2). Such examples were previously not known.
Theorem 1.3 is a consequence of the following results. In the rest of this
paper, k denotes any field with char k = 0. If B is a k-domain, then we regard
Autk B as a subgroup of AutkQ(B). We write Bf := B[1/f ] for f ∈ B \{0}.
The localization of B at a prime ideal p is denoted by Bp.
Now, assume that M satisfies the following condition (†):
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(†) R :=M ∩ k[x] = M ∩ k[x]x1 , Q(R) = M , and R := R
ǫ is not normal,
where ǫ : k[x] → k[x1] is the substitution map defined by x2, . . . , xn 7→ 0.
Since Q(R) ∩ k[x1] is the integral closure of R in Q(R), we can find h ∈
Q(R) ∩ k[x1] not belonging to R. Take f, g ∈ R with ǫ(f)/ǫ(g) = h. Then,
ǫ(g) is not in k, since h is not in R. Hence, k[x1] is integral over k[ǫ(g)].
Thus, there exists a monic polynomial Π(z) over k[g] with ǫ(Π(f)) = 0.
For t = (ti)
n
i=2 ∈ Z
n−1 and h ∈ k[x1] above, define θ
h
t ∈ Autk k[x, z]x1 by
θht (x1) = x
−1
1 , θ
h
t (xi) = x
ti
1 xi for i = 2, . . . , n and θ
h
t (z) = z + θ
h
t (h). (1)
We often write θ := θht for simplicity. Note that, if p ∈ ker ǫ =
∑n
i=2 xik[x]
is of x1-degree less than t2, . . . , tn, then θ(p) belongs to x1k[x]. Since f − gh
and Π(f) lie in ker ǫ, we can find t ∈ Zn−1 which satisfies
(‡) θ(f − gh) ∈ k[x] and θ(π) ∈ x1k[x], where π := Π(f).
In the notation above, the following theorems hold when char k = 0.
Theorem 1.4. Assume that (†) and (‡) are satisfied. Then, the k-algebra
A :=M(z)θ ∩ k[x, z] is not finitely generated and Q(A) = M(z)θ.
Theorem 1.4 implies Theorem 1.3 in the case where M satisfies (†). The
general case is reduced to this case thanks to the following theorem.
Theorem 1.5. Assume that tr.degkM ≥ 2, M 6= k(x) and M is minimal.
Then, there exists φ ∈ Autk k(x) such that M
φ satisfies (†) and k[x]φ ⊂ k[x].
We prove Theorems 1.4 and 1.5 in Sections 2 and 3, respectively. The
last section contains examples and remarks.
2 Counterexamples
The goal of this section is to prove Theorem 1.4.
Lemma 2.1. If M satisfies (†), then the following holds for any t ∈ Zn−1.
(i) We have A = R[z]θ ∩ k[x, z].
(ii) If R[x]θ∩x1k[x, z] 6= {0}, then M(z)
θ is minimal, and so Q(A) = M(z)θ.
Proof. (i) It suffices to show thatB :=M(z)θ∩k[x, z]x1 is equal to R[z]
θ, since
A = B ∩ k[x, z]. We have (k[x, z]x1)
θ = k[x, z]x1 , so B = (M(z)∩ k[x, z]x1)
θ.
Also, M(z) ∩ k[x, z]x1 = M [z] ∩ k[x, z]x1 =
(
M ∩ k[x]x1
)
[z] = R[z] holds by
(†). Therefore, we obtain B = (M(z) ∩ k[x, z]x1)
θ = R[z]θ.
(ii) Take 0 6= q ∈ R[x]θ∩x1k[x, z]. Then, for each p ∈ R[z]
θ, there exists l ≥ 0
with pql, ql ∈ R[z]θ ∩ k[x, z] = A, and so p ∈ Q(A). Thus, Q(A) contains
R[z]θ. Since Q(R) = M by (†), we see that tr.degkA = tr.degkM(z)
θ.
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Now, let us prove Q(A) = M(z)θ . By virtue of Lemma 2.1 (ii) and (‡),
it suffices to verify that π is nonzero. Suppose that π = 0. Then, we have
tr.degk k(f, g) ≤ 1. Hence, k(f, g) ∩ k[x] = k[p] holds for some p ∈ k[x]
(cf. §1). Since p lies in M ∩ k[x] = R, and f and g lie in k[p], we have
p¯ := ǫ(p) ∈ R and h ∈ k(p¯). Because p¯ and h are elements of k[x1], we see
that h ∈ k(p¯) implies h ∈ k[p¯]. Therefore, h belongs to R, a contradiction.
It remains to show that A is not finitely generated. Set d := degz Π(z).
Since θ(f) lies in k[x]x1 , we can find e ≥ 1 such that θ(π)
eθ(f)i belongs to
k[x] for i = 0, . . . , d−1 by (‡). We extend ǫ to a substitution map k[x, z]x1 →
k[x1, z]x1 by ǫ(z) = z. Our goal is to prove the following statements which
imply that A is not finitely generated (cf. [10, Lemma 2.1]):
(I) We have Aǫ = k. Hence, there do not exist l ≥ 1 and p ∈ A for which
the monomial zl appears in p.
(II) For each l ≥ 1, there exists ql ∈ A such that degz(ql − θ(π)
ezl) < l.
Proof of (I). Since θ(ǫ(p)) = ǫ(θ(p)) holds for p = x1, . . . , xn, z, the same holds
for all p ∈ k[x, z]. Suppose that Aǫ 6= k. Then, by Lemma 2.1 (i), we can find
p ∈ R[z] for which θ(p) ∈ k[x, z] and ǫ(θ(p)) 6∈ k. Note that θ(ǫ(p)) = ǫ(θ(p))
lies in k[x1, z]. Since ǫ(p) is in R[z], we also have θ(ǫ(p)) ∈ R[z]
θ ⊂ k[x−11 , z].
Thus, θ(ǫ(p)) lies in T := R[z]θ ∩k[z] = R˜[z+ h˜]∩k[z], where R˜ := θ(R) and
h˜ := θ(h). Observe that ∂q/∂z is in T whenever q is in T . Since θ(ǫ(p)) is not
in k, we see that T contains a linear polynomial. Therefore, R˜[z+ h˜] contains
z. This implies h˜ ∈ R˜, and thus h = θ(h˜) ∈ θ(R˜) = R, a contradiction.
Since π = Π(f) ∈ k[f, g] is monic of degree d in f , we can write
k
[
f, g,
1
g
]
=
d−1∑
i=0
f ik
[
π, g,
1
g
]
= k[f, g]+N, where N :=
d−1∑
i=0
f ik
[
π,
1
g
]
. (2)
Since ǫ(g) is in k[x1] \ k and θ(x1) = x
−1
1 , we have θ(g) ∈ k[x]x1 \ k[x].
Hence, 1/θ(g) lies in the localization k[x](x1). Since θ(π
ef i) ∈ k[x] holds for
i = 0, . . . , d− 1, we see that θ(πeN) is contained in k[x](x1).
Now, let us fix l ≥ 0. For f = (fj)
l
j=1 ∈ k[f, g]
l and i = 0, . . . , l, we define
P fi (z) := π
e
(
1
i!
zi +
f1
(i− 1)!
zi−1 +
f2
(i− 2)!
zi−2 + · · ·+ fi
)
∈ k[f, g][z].
Lemma 2.2. Set r := f/g. Then, there exists f(l) ∈ k[f, g]l such that
θ(P
f(l)
0 (r)), . . . , θ(P
f(l)
l (r)) belong to k[x](x1).
Proof. We prove the lemma by induction on l. Since θ(πe) is in k[x], the
case l = 0 is true. Assume that l ≥ 1 and f(l − 1) = (fj)
l−1
j=1 is defined. Set
4
p :=
∑l
j=1(fl−j/j!)r
j, where f0 := 1. Then, p belongs to k[f, g, 1/g]. Hence,
we can write p = p′+ p′′ by (2), where p′ ∈ k[f, g] and p′′ ∈ N . Set fl := −p
′,
and define f(l) := (fj)
l
j=1. Then, we have P
f(l)
l (r) = π
e(p−p′) = πep′′ ∈ πeN .
Since θ(πeN) ⊂ k[x](x1) as shown above, it follows that θ(P
f(l)
l (r)) belongs to
k[x](x1). For i = 0, . . . , l−1, we have θ(P
f(l)
i (r)) = θ(P
f(l−1)
i (r)) by definition,
and θ(P
f(l−1)
i (r)) belongs to k[x](x1) by induction assumption.
Proof of (II). Let f := f(l) be as in Lemma 2.2 and set q := θ(P fl (z)). Then,
we have degz(l! · q − θ(π)
ezl) < l. So, we show that q belongs to A =
R[z]θ ∩ k[x, z]. Since q ∈ R[z]θ ⊂ k[x, z]x1 and k[x, z]x1 ∩ k[x](x1)[z] = k[x, z],
it suffices to check that q lies in k[x](x1)[z]. By Taylor’s formula, we have
q = θ
(
l∑
i=0
1
i!
P fl−i(r) · (z − r)
i
)
=
l∑
i=0
1
i!
θ(P fl−i(r)) ·
(
z −
θ(f − gh)
θ(g)
)i
,
where r := f/g. Since θ(P f0 (r)), . . . , θ(P
f
l (r)) and 1/θ(g) are in k[x](x1), and
θ(f − gh) is in k[x] by (‡), we see that q belongs to k[x](x1)[z].
This completes the proof of Theorem 1.4.
3 Field modification
In this section, we prove Theorem 1.5. Set R := M ∩ k[x]. Then, we have
Q(R) = M 6= k(x) and r := tr.degk R = tr.degkM ≥ 2 by assumption.
Lemma 3.1. If x1 is transcendental over M , or if r = n and x1 6∈ M , then
M ∩ k[x]x1−α =M ∩ k[x] holds for all but finitely many α ∈ k.
Proof. First, assume that x1 is transcendental over M . Let y1, . . . , yr ∈ k(x)
be a transcendence basis of k(x) overM with y1 = x1. Set S := M [y1, . . . , yr].
Then, there exists u ∈ S \ {0} such that T := Su[x1, . . . , xn] is integral over
Su. Note that p := y1 − α is a prime in Su, i.e., u 6∈ pS, for all but finitely
many α ∈ k. Such a p is not a unit of T , because a prime ideal of T lies over
pSu. Hence, we have pT ∩ T
∗ = ∅. Since k[x] ⊂ T and R \ {0} ⊂ M∗ ⊂ T ∗,
we get pk[x]∩R ⊂ pT ∩R = {0}. Therefore, noting M = Q(R), we see that
M ∩ k[x]p =M ∩ k[x].
Next, assume that r = n and x1 6∈ M . Let f(z) be the minimal polyno-
mial of x1 overM . Since x1, . . . , xn are algebraic overM = Q(R), there exists
u ∈ R \ {0} for which B := k[x]u is integral over A := Ru. We can choose u
so that f(z) lies in A[z], and the discriminant δ of f(z) is a unit of A. Note
that B is integral over a finitely generated k-subalgebra A′ of A. Since B is a
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finite A′-module, so is the A′-submodule A. Thus, A is Noetherian. We also
note that A is normal, B is factorial, and g(z) := f(z)/(x1 − z) ∈ B[z] \ B.
As before, p := x1−α is a prime in B, i.e., u 6∈ pk[x], for all but finitely many
α ∈ k. Take such a p, and set p := A ∩ pB. Then, we have Bp ∩ Ap ⊂ B.
Since k[x]p ∩B = k[x], it follows that k[x]p ∩Ap ⊂ k[x]. Our goal is to show
that R′ :=M ∩ k[x]p is contained in Ap, which implies that R
′ =M ∩ k[x].
Since δ ∈ A∗ ⊂ B∗, the image of f(z) in (B/pB)[z] has no multiple roots.
Since f(α) = pg(α), it follows that g(α) 6∈ pB. We show that g(α) 6∈ B∗. Let
E be a Galois closure of k(x) over M , and C the integral closure of B in E.
Then, p is not in C∗ as before, and Cσ = C for each σ ∈ G := Gal(E/M).
Hence, σ(p) 6∈ C∗ holds for all σ ∈ G. Since p is a root of h(z) := f(z + α),
the other roots p2, . . . , pl of h(z) lie in C \C
∗. Thus, we see from the relation
(−1)lpp2 · · · pl = h(0) = pg(α) that g(α) is not in C
∗, and hence in B∗. Since
B is factorial, there exists a prime q ∈ B satisfying g(α) ∈ qB. Since g(α)
is not in pB, we know that qB 6= pB. Hence, we have k[x]p ⊂ Bp ⊂ B(q).
Therefore, R′ is contained in A1 :=M ∩ B(q).
Since B is integral over A, and A is normal, the prime ideals p and
q := A ∩ qB of A are of height one. Since A is Noetherian, Aq is a discrete
valuation ring. Note also that Aq ⊂ A1 ⊂ M = Q(Aq). Hence, A1 is the
localization of Aq at a prime ideal (cf. [11, §Thm. 10.1]). Since Aq is a discrete
valuation ring, A1 must be Aq or M . We claim that A1 is not a field, since
A1 contains q 6= 0, and q ∩ A
∗
1 ⊂ qB ∩ B
∗
(q) = ∅. Thus, A1 equals Aq. Since
R′ ⊂ A1 as mentioned, we obtain that R
′ ⊂ Aq.
Finally, we show that p = q. Let N := NE/M : E → M be the norm
function. Then, for each c ∈ C, we have N(c) ∈ C ∩M = C ∩ Q(A). Since
A is normal, this implies N(c) ∈ A. Now, we prove p ⊂ q. Take b ∈ B with
pb ∈ A. Then, we have (pb)[E:M ] = N(pb) = N(p)N(b). Since N(p) is a power
of ±h(0), and h(0) = pg(α) with g(α) ∈ qB, it follows that pb ∈ q, proving
p ⊂ q. Since p and q have the same height, this implies that p = q.
The following remarks are used in the proof of Theorem 1.5:
(a) Let φ ∈ Autk k(x). If k[x]
φ ⊂ k[x], then we have Rφ ⊂ Mφ ∩ k[x]. Since
Q(R) = M by assumption, this implies that Mφ ⊂ Q(Mφ ∩ k[x]). Hence,
Mφ is minimal. If moreover Mφ∩k[x]x1 = R
φ, then we have Mφ∩k[x] = Rφ.
(b) Let A be a normal k-subalgebra of k[x1]. Then, A = k[p] holds for some
p ∈ A (cf. [19]). Hence, the additive semigroup ΣA := {ord f | f ∈ A \ {0}}
is single-generated, where ord f := max{i ∈ Z | f ∈ xi1k[x1]}.
Proof of Theorem 1.5. By (a), it suffices to find φ ∈ Autk k(x) for which
k[x]φ ⊂ k[x], Mφ ∩ k[x]x1 = R
φ, and (Rφ)ǫ is not normal. Take 1 ≤ i0 ≤ n
such that xi0 is transcendental over M if r < n, and xi0 6∈ M if r = n.
By replacing xi with xi + xi0 if necessary for i 6= i0, we may assume that
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x1, . . . , xn are transcendental over M if r < n, and x1, . . . , xn 6∈ M if r = n.
Let V ⊂
∑n
i=1 kxi be the k-vector space generated by f
lin for f ∈ R, where
f lin is the linear part of f . Then, dimk V is at most r. Let f1, . . . , fr ∈ R
be algebraically independent over k. Then, the r × n matrix [∂fi/∂xj ]i,j is
of rank r. Hence, there exists a Zariski open subset ∅ 6= U ⊂ kn such that,
for each a ∈ U , the rank of [(∂fi/∂xj)(a)]i,j is r. Define τa ∈ Autk k[x] by
τa(xi) = xi+ai for each i, where a = (a1, . . . , an). Then, τa(fi)
lin is written as∑n
j=1(∂fi/∂xj)(a) · xj for each i. Thus, replacing M with M
τa for a suitable
a ∈ U , we may assume that dimk V = r, and also M ∩ k[x]xi = R for all i
by Lemma 3.1. Since r ≥ 2 by assumption, we may change the indices of
x1, . . . , xn so that, for i = 1, 2, there exists gi ∈ R with g
lin
i ∈ xi +
∑n
j=3 kxj .
Now, define ρ ∈ Autk[x2,...,xn]x2 k[x]x2 by ρ(x1) = x1x2. Then, we have
k[x]ρ ⊂ k[x]. Since M ∩ k[x]x2 = R, we also have M
ρ ∩ k[x]x2 = R
ρ. Thus,
Mρ is minimal and Mρ ∩ k[x] = Rρ by (a). If r < n, there exists α ∈ k∗
such that y := x1 + αx2 is transcendental over M
ρ, since so is x2 = ρ(x2).
Similarly, if r = n, then y := x1+αx2 6∈M
ρ holds for some α ∈ k∗. In either
case, there exists β ∈ k such thatMρ∩k[x]y−β = R
ρ by Lemma 3.1, sinceMρ
is minimal, Mρ ∩ k[x] = Rρ and y, x2, . . . , xn is a system of variables. Define
ψ ∈ Autk k[x] by ψ(y) = x1 + β, ψ(x2) = x2 + x
2
1 and ψ(xi) = xi for i 6= 1, 2,
and set φ := ψ ◦ ρ. Then, we have k[x]φ ⊂ k[x], and Mφ ∩ k[x]x1 = R
φ, since
Mρ ∩ k[x]y−β = R
ρ. Note that ǫ(φ(xi)) = 0 for i 6= 1, 2, ǫ(φ(x2)) = x
2
1 and
ǫ(φ(x1)) ∈ (x1 + β)x
2
1 + x
4
1k[x1]. Hence, we have (R
φ)ǫ ⊂ k + x21k[x1], and
ǫ(φ(gi)) lies in k+ ǫ(φ(xi))+x
4
1k[x1] for i = 1, 2. Therefore, we get 1 6∈ Σ(Rφ)ǫ
and 2, 3 ∈ Σ(Rφ)ǫ. By (b), this implies that (R
φ)ǫ is not normal.
4 Examples and remarks
4.1. Define a system y1, . . . , yn of variables by y2 := x2−x1+x
2
1 and yi := xi
for i 6= 2. Let G be a permutation group on {y1, . . . , yn} such that τ(y1) = y2
for some τ ∈ G. We regard G ⊂ Autk k[x] in a natural way. Then, we have
Proposition 4.1. k(x)G satisfies the condition (†) with R = k[x21, x
3
1].
Proof. Since τ(k(x)G) = k(x)G and τ(x1) = y2, we have
k(x)G ∩ k[x]x1 = k(x)
G ∩ k[x]x1 ∩ k[x]y2 = k(x)
G ∩ k[x] = R.
Since R contains symmetric polynomials in y1, . . . , yn, we have tr.degk R = n.
Hence, k(x)G is minimal. The k-vector space R is generated by Im for the
monomials m in y1, . . . , yn, where Im is the sum of the elements of the G-
orbit of m. Since ǫ(Iy1) = x
2
1, ǫ(Iy1y2) = x
3
1 − x
2
1 and ǫ(Im) ∈ x
2
1k[x1] for all
monomials m 6= 1, we have R = k[x21, x
3
1], which is not normal.
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For example, assume that n = 2 and let G = 〈τ〉. Then, we have k(x)G =
k(y1 + y2, y1y2). Define θ = θ
h
(t2)
∈ Autk k[x, z]x1 as in (1) for h := x1 and
t2 ≥ 5. Set f := y1+y2+y1y2 and g := y1+y2. Then, we have ǫ(f)/ǫ(g) = h,
ǫ(f 2 − g3) = 0, and θ(f − gh), θ(f 2 − g3) ∈ x1k[x]. Therefore,
L := k(y1 + y2, y1y2, z)
θ = k(xt21 x2 + x
−2
1 , x
t2−1
1 x2 − x
−2
1 + x
−3
1 , z + x
−1
1 )
is a counterexample to Problem 1.1. We note that [k(x, z) : L] = 2.
4.2. Let G be a finite group with |G| = n, and write k(x) = k({xσ | σ ∈ G}).
Let k(G) be the invariant subfield of k(x) for the G-action defined by τ ·xσ :=
xτσ for each τ, σ ∈ G. Then, Noether’s Problem asks whether k(G) is rational
over k, i.e., a purely transcendental extension of k. For various primes p, say
p = 47, it is known that Q(Z/pZ) is not rational over Q (cf. [17]). When G
is a finite abelian group, it is also known that Q(G) is rational over Q if and
only ifQ(G)(z1, . . . , zl) is rational overQ for some variables z1, . . . , zl (cf. [3]).
These results and Theorem 1.3 imply the existence of a non-rational, minimal
counterexample to Problem 1.1 for k = Q and n ≥ 48. Since G is considered
as a permutation group on {xσ | σ ∈ G}, we can explicitly construct such an
example using Proposition 4.1 and Theorem 1.4.
4.3. Let B be a k-domain, F := Q(B), and D 6= 0 a locally nilpotent k-
derivation of B, i.e., a k-derivation of B such that, for each a ∈ B, there
exists l > 0 satisfying Dl(a) = 0. Then, kerD is a k-subalgebra of B. We
remark that there exists ι ∈ Autk F for which ι
2 = id and F 〈ι〉 ∩ B = kerD
for the following reason: We can find s ∈ B with D(s) 6= 0 and D2(s) = 0.
It is known that such an s, called a preslice of D, is transcendental over
K := Q(kerD), and F = K(s) and B ⊂ K[s] hold (cf. e.g. [4, §1.3]). Now,
define ι ∈ AutK K(s) ⊂ Autk F by ι(s) = s
−1. Then, we have ι2 = id and
F 〈ι〉 ∩B = F 〈ι〉 ∩K[s] ∩B = K(s+ s−1) ∩K[s] ∩B = K ∩B = kerD. (3)
Assume that B = k[x], and the k-algebra kerD is not finitely generated
(see [1], [5], [6], [7] and [15] for such examples). Then, by (3), we obtain
counterexamples to Problem 1.1 of the form not only L = Q(kerD), but also
L = k(x)〈ι〉. However, k(x)〈ι〉 is not minimal, since tr.degk(kerD) = n− 1.
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